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Climate change and energy security are key issues motivating the 
development of Tidal Current Energy (TCE) technology. Small scale model 
testing of TCE devices is a major challenge facing the technology due to 
turbulent flow in tidal currents environment and scaling is a fundamental 
engineering procedure for prototype development and optimisation for cost 
effectiveness. This thesis presents the outcome from investigating 
Dimensional Scale Effects (DSE) and Turbulence Scale Effects (TSE) of a 
monopile support structure using Computational Fluid Dynamics (CFD). 
 
Scale models dimensioned according to the Froude scaling criterion was 
used for the DSE investigation whereas real time turbulent velocity profile 
sampled from the Firth of Forth, Scotland was used for the TSE 
investigation. The real time turbulent velocity profile is influenced by waves, 
channel sidewalls, seabed roughness and other natural, physical and 
biological processes occurring in the estuary. 
 
The following observations were made: 
1) For the DSE, the drag coefficient of scale models within the subcritical 
flow regime varies as a function of a non-dimensional length and 
velocity scale. Equations for estimating the scale effects are presented.  
 
2) The TSE investigation demonstrates a novel application of Acoustic 
Doppler Current Profiler (ADCP) data from a real site to generate 
significant upstream turbulence structures suitable for testing tidal 
current energy devices. The results show that, significant increase in 
turbulence in terms of maximum vorticity magnitude, by a factor more 
than 4, can be achieved in an empty channel  and seabed drag 
coefficient is significantly reduced when compared with simulations 
done by specifying theoretical velocity profiles in a Large Eddy 
Simulation (LES).  
 
3) Ambient turbulent flow around a monopile support structure causes a 
significant reduction in drag coefficient compared with simulations done 
by specifying the uniform and the 1/7th power law velocity profiles.  
 
The simulation results further demonstrate the possibility of representing a 
large scale prototype with a small scale numerical simulation domain that 
captures ambient vortex structures in real sites and that, the use of uniform 
flow and 1/7th power law velocity profiles in numerical simulations would 
lead to overestimation of hydrodynamic forces acting on an energy device 
and underestimation of available energy for extraction due to lower seabed 
drag coefficient.   
Further work is recommended to investigate effect of ambient turbulent 
structures on hydrodynamic loading and performance of a turbine 
undergoing sea trials using the methodology proposed in this study. The 
methodology has potential application to oil and gas subsea structures. 
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1 General Introduction 
1.1 Background 
In response to the growing need for sustainable energy and climate change, 
fundamentally driven by the Kyoto protocol (1) and the Renewable 
Obligation (RO) order (2), tidal current energy technology has been 
identified as a viable option among the energy mix portfolio. Tidal currents 
energy resource in the UK has been estimated by several sources (3) that 
include (4-6) but with differing estimates resulting from the analysis 
method. Also, the World Offshore Renewable Energy Report (7), released by 
the Department of Trade and Industry, suggests that 3000GW of tidal 
energy is estimated to be available.  
A target has been set to generate 15% of electricity from renewable energy 
sources by 2015 (8). A recent publication by the Department of Trade and 
Industry (9) underpins the RO order with current target set to generate 
20% of electricity from Renewable sources by 2020. Technological 
development of tidal currents energy is underway to facilitate achieving the 
set target.   
1.2 Tides and energy extraction 
Tide is caused by the effect of the gravitational pull between the sun and 
the moon acting on the oceans of the rotating earth. Tidal currents are the 
horizontal movement of water associated with the periodic change of the 
surface level of water (10). They are rotary currents in the open ocean 
because they are not restricted by any barrier. They become flood and ebb 
near the shore signified by oncoming and the receding tide respectively. 
Between the ebb and flood is a flow reversal period when there is no current 
called slack water. Tidal currents occur in rivers, estuaries as well as in the 
sea or ocean (11).  




The energy in the tide had been tapped as far back as AD 1100, using tide 
mills driven by the rise and fall of the tides. These mills were disadvantaged 
because of tidal surge, expensive labour and workers reluctance to work 
during odd hours as dictated by the tides. Several tidal mills are spread 
across Europe (12). The tidal mills are the predecessors of modern tidal 
barrages. The later include the use of several sluice gates that allows the 
filling of a water reservoir and make use of low head water turbines to 
extract energy instead of water wheels as opposed to tidal mills however, 
they are disadvantaged due to high civil infrastructural cost and potential 
negative environmental impact. Despite the drawbacks, the la Rance (13) 
tidal barrage has been harvesting tidal energy since the 1960‟s and has the 
capacity to generate 240 MW of electricity. The challenges associated with 
tidal barrages stimulated interest in energy extraction directly from tidal 
current using the tidal stream or Tidal Current Energy (TCE) technology 
thus evading the need to constrain tidal flow by building barrages.  
Several devices/technologies for harnessing the available resource are 
currently being developed and tested. The progress made so far is 
significant with some commercial test prototype currently connected to the 
grid for example, the Marine Current Turbines (12).  
1.3 General description of a TCE system.  
 
Figure 1.1: An illustration of a TCE conversion system. 




TCE systems are designed to extract kinetic energy from fast flowing 
current constrained by the sides of a channel created by two land masses 
The block diagram in Figure 1.1 illustrates a TCE conversion process. A TCE 
installation generally includes a turbine on a fixed supporting or anchoring 
structure that is required to withstand turbulent loading in the environment. 
The turbine is positioned to extract kinetic energy from the flow of tidal 
currents and converts it to mechanical energy. The mechanical energy is 
further converted into electrical energy using a generator incorporated into 
the system. The power generated is transported and distributed for 
consumption. The energy extracted by a turbine submerged in a tidal 
current channel, is a function of the cube of the current velocity, water 
density and the cross sectional area swept by the turbine blades exposed to 
the incoming flow. A database of some known TCE technologies/devices can 
be found in (14). The devices are at different development stages. A few 
examples are illustrated in what follows.  
1.4 Categories of TCE Devices  
Tidal current energy devices can be categorised into four types namely; 
 Horizontal axis turbine 
 Vertical axis turbine 
 Oscillating devices 
 Venturi effect devices. 
1.4.1 Horizontal axis turbine 
A horizontal axis tidal turbine has its blades rotating about a horizontal axis 
parallel to the streamwise direction. An example of a horizontal axis tidal 
current turbine is the Seagen in Figure 1.2 (12). It is operated by the 
Marine Current Turbine (MCT) and has a power production capacity of 1.2 




megawatts. It consists of two 16m diameter rotors mounted on a beam 
across   a  monopile  support  structure. The  Seagen  machine  is  currently  
 
Figure 1.2: Seagen turbine 
installed at Strangford Lough in Northern Island and is the first commercial 
scale tidal current turbine that can generate electricity for up to 1140 
homes (12). The history of the development and testing of Seagen is 
published in (15).   
The TidEl® turbine (12,16) shown in Figure 1.3 below is another example of  
 
Figure 1.3: The TidEl® turbine 




a horizontal  axis turbine consisting of a 500 kW contra-rotating twin 
turbine with rotors of 15m diameter that freely changes direction with the 
tide. The twin turbine is mounted on a single cross beam and tethered to 
the seabedwith mooring chains. The SMD Hydrovision of Tyne and Wear 
based in the UK conceived and developed the TidEL® concepts. A 1:10 scale 
model has been tested in the laboratory.   
1.4.2 Vertical axis devices 
Vertical axis turbines have their axis perpendicular to the streamwise 
direction. An example is the Gorlov Helical Turbine (GHT) (17) shown in 
Figure 1.4. 
 
Figure 1.4: Gorlov helical turbine 
It is developed by GCK Technology Inc in USA based on the Darrieus 
Windmill concept. It consists of helical blades twisted about the axis to 
benefit from every possible angle of attack. It is at the proof of concept 
stage. 
1.4.3 Oscillating devices 
The oscillating hydrofoil (16,18) in Figure 1.5 below known as the Stingray 
is a tidal energy converter developed by the Engineering Business Limited in 
the UK. The stingray makes use of tidal stream over a hydroplane to 
produce an oscillating motion which operates hydraulic cylinders to drive a 
motor that drives a generator to produce electricity.   





Figure 1.5: Reciprocating hydrofoil 
A 150 kW prototype was tested in 2002 in the Yell Sound in UK, but the 
development was stalled (19) owing to poor cost competitiveness.  
1.4.4 Venturi effect devices. 
The Rotech Tidal Turbine (RTT) shown in Figure 1.6 (20) is an example of a 
device that uses the venturi effect. It is a horizontal axis ducted turbine 
operated by Lunar Energy Limited based in UK. It is 1MW directional turbine 
with a duct diameter of 15m, duct length of 19.2 m and rotor diameter of 
11.5m. A venturi effect is caused when the flow is concentrated through a  
 
Figure 1.6: Rotech tidal turbine 
funnel-like shape. The RTT is a bi-symmetric turbine housed in a venturi 
that has removable cassette for easy maintenance. The RTT is mounted on 
a gravity base support structure. 




1.5 Classification of tidal current turbine support 
structures 
Tidal current energy technology is rapidly developing and a variety of tidal 
turbine support structures are currently considered in the industry. They 
include, but not limited to; 
 Monopile and multi-leg support structure. 
 Sea snail support structure.  
 Gravity based support structure.  
 Flexible or fixed anchoring support structures. 
1.5.1 Monopile and multi leg pile support structure 
Monopile support structures are made of steel tubes which can be drilled, 
vibrated or hammered to a secured fit on the sea bed. The Seagen tidal 
turbine shown in Figure 1.2 is supported on a monopile. A multi leg pile 
structure consists of more than one pile.  
1.5.2 Sea snail support structure 
The Sea-snail shown in Figure 1.7, patented by (21) is a hydrofoil inducing  
 
Figure 1.7: The sea snail support structure 




force support structure. It consists of an array of symmetrical hydrofoil 
sections supported on pin jointed tubular steel structures. The Sea snail is 
required to generate sufficient down force to resist over turning moment 
generated by hydrodynamic forces acting on it and any turbine mounted on 
it.  
1.5.3 Gravity base support structure 
The Rotech Tidal Turbine unit shown in Figure 1.6 above is an example of a 
gravity base support structure. Gravity base support structures could be 
made of a huge mass of concrete or steel structures attached to its base to 
achieve and maintain stability. 
1.5.4 Flexible or fixed anchoring support structures.  
Fixed or flexible anchoring support structures are used for floating energy 
extraction devices, for example the TidEl turbine was supported by chains 
moored to the seabed.  
A tidal current turbine and its support structure submerged within flow in 
tidal currents channel are subject to fluctuating loads. The current 
generating the loads is influenced by waves, channel walls, bottom wall 
bathymetry and other physical, natural and biological processes occurring in 
tidal flow environment. The flow within tidal currents is generally described 
as turbulent.  A turbulent flow is random and consists of coherent 
structures.   
1.6 Statements of the challenges facing the TCE 
industry. 
There is a growing need to maximise the use of kinetic energy resources in 
tidal current channels within the reasonable extractable limit suggested in 
(22) and (6). This will reflect a favourable reduction in the unit cost of 
energy while providing opportunity to meet the 20% target to produce 
electricity from renewable energy sources by 2020. In view of this, energy 




devices are undergoing numerous testing required to move forward, but 
effect of ambient turbulence inherent in tidal current channel environment 
needs to be tackled and incorporated in the development and optimisation 
of energy devices.  
1.6.1 Tidal current energy device testing methods and their 
implications. 
There are generally accepted methods for testing tidal current energy 
devices: small scale laboratory testing, numerical modelling and field 
testing.  
a) Laboratory testing facilities 
Small scale laboratory testing methods involves the use of a tow tank or a 
water circulating channel where the device to be tested is towed or fixed 
respectively. A laboratory tow tank consists of a facility that contains a large 
volume of still water with an overhead carriage for transporting the device 
to be tested. It is not possible to reproduce a real tidal current velocity 
profile in a tow tank because the water is not in motion. Ambient turbulence 
level in tow tanks has been assumed to be zero (23). Since local turbulence 
is generated in the vicinity of a towed device during testing, tow tanks can 
be assumed to have negligible turbulence which is unrepresentative of that 
encountered in real tidal current flows.   
A water circulating tank consists of a testing facility with moving water. The 
flow of water is predominantly one directional with evidence of a sheared 
velocity profile from previous experiments conducted at Chilworth research 
laboratory (24) and Ifremer (23) water circulating tanks. In terms of 
turbulence, it is an improvement over a tow tank facility because turbulence 
involves movement of fluid associated with shear stresses (25). However 
reproducing turbulent velocity profiles resembling those in tidal current is 
still difficult.  




Team members of SuperGen Marine work package eleven (26), in 
establishing and assessing a suitable laboratory testing procedures for tidal 
current energy devices, set out to identify guidelines and to establish the 
limits to laboratory scale model testing. The output from the work stream 
demonstrated that there are differences between measured forces when 
device are towed in water and when devices are fixed in flowing water 
resulting from turbulence and flow shear. Despite the laboratory testing 
limitations, these testing facilities are widely used for energy device studies 
(27-31).  
b) Relationship between the testing methods 
Laboratory testing, sea trials and numerical simulation are viewed as 
complementary methods for dealing with a complex flow regime such as 
flow around any device submerged in a stream of tidal currents. Field 
measurements or sea trials provide the best data but it is the most 
expensive. Also, natural turbulence conditions make data interpretation 
more difficult. Small scale laboratory testing and numerical modelling are 
relatively cheaper than sea trials because their input conditions are more 
easily controlled and can be varied systematically to study their effects.  
Laboratory physical modelling in turn is more expensive than numerical 
modelling.  According to Versteeg (32), the investment cost of 
Computational Fluid Dynamics (CFD) is high but the total expense is not 
normally as great as the cost of a high quality experimental facility. 
Furthermore, the cost associated with new designs and parametric studies 
are avoided in numerical modelling. The advantages of numerical modelling 
however, do not prevent the use of physical models, instead progress has 
been made with them.  In some cases results from a physical model are 
used as input conditions to a numerical model and vice–versa. Also, 
physical models provide calibration and verification data for numerical 
data/results.  
 




c) Challenges with numerical modelling of tidal current energy 
devices. 
In computational fluid dynamics of TCE devices, theoretical velocity profiles 
are commonly specified as inlet boundary conditions. For example, Doherty 
(27) specified the uniform flow boundary condition; in (33) and (34) the 
1/7th power law velocity profile was specified at the inlet of a simulation 
domain for modelling tidal current turbines.  Although, the 1/7th power law 
profile is a good approximation to turbulent velocity profiles (35), 
theoretical profiles do not contain evidence of turbulent fluctuations 
inherent in natural flows due to the averaging process used in generating 
theoretical profiles. The popular use of theoretical profiles for turbulence 
modelling is largely attributed to the scarcity of real tidal current velocity 
profiles or perhaps the logistics and the associated cost of acquiring real 
current profiles.  
Furthermore, it is customary to compare numerical simulation results with 
laboratory experimental results. Reasonable accuracy and agreement can 
be achieved on the premise that the already known flow parameters of the 
laboratory test facility are specified as boundary conditions in the numerical 
domain. For example, O‟Doherty (27) replicated the known and well defined 
uniform velocity profile of 1m/s velocity and turbulent intensity of 5% 
typical of the laboratory test facility into a numerical simulation model. 
Results showed good correlation in torque and power curve. The agreement 
between the numerical model results and the laboratory results underpin 
the importance of specifying real sea conditions in a numerical model to 
achieve credible results for satisfactory prediction of behaviour of 
prototypes. McCann (36) highlighted the criticality of using site data in the 
prediction of loading and performance of a tidal stream device. Williams 
(37) demonstrated the significance of using data measured at site to 
develop CFD models for tidal stream devices. Also, the common use of the 
averaged Navier Stokes equation in CFD modelling undermines the 




contribution of the large scale turbulent eddies to numerical simulation 
results.  
In this present study, numerical modelling techniques were used to 
investigate scale effects in tidal current energy device testing. The word 
scale or scaling is generic so it is necessary to clarify the meaning in the 
context of this research. Scale has a dual meaning: dimensional scale or 
turbulence scale. Dimensional scale refers to geometric dimensions of a 
physical model or prototype while turbulent scale refers to sizes of eddies or 
vortices contained in a turbulent flow. Dimensional and turbulent scales 
have implications during device testing.  
1.6.2 Dimensional scale effect. 
In physical model testing of TCE devices, relationship between prototype 
and scale model are traditionally achieved using the Froude scaling 
criterion. This practice is known to result to scale effects and it is therefore 
important to understand scale effects in device testing. Norvak (38) 
underpin the importance of investigating scale effects in physical model 
testing, by stating that “…If we cannot quantify the error, at least we must 
be aware in which direction it acts and be able to answer the question - 
does it contribute to safety or does it diminish the safety factor? Only then 
can we modify the saying “models are to be used but not believed into 
models are to be used, sometimes believed but always understood”. 
Numerical modelling techniques have been employed in this study to 
investigate similitude between different sizes of a generic support structure 
within the critical flow regime. This investigation is based on the premise 
that devices occupying the same flow regime should have the same 
dimensionless force coefficients and that maintaining the same mesh 
density for every scale model within the same flow regime should produce 
equivalent force coefficients. The results from this investigation illustrated 
the significance of representing a prototype by a particular scale model size.   




1.6.3 Turbulence scale effect 
Turbulent flow is generally regarded as a challenge facing the energy 
industry. Turbulence is a three dimensional, unsteady, unpredictable flow 
with strong vorticity and has a range of scale that increases with Reynolds 
number. Three identifiable turbulent scales have been used to characterise 
the turbulent energy spectrum: The integral length scale, the Taylor length 
scale and the Kolmogorov scale. The present study is concerned with the 
energetic, integral length scale of turbulence where the anisotropy of 
turbulence resides in the energy containing coherent structures. More 
information on coherent structures is presented in chapter 5.  
Large scale turbulence is known to play a key role in hydrodynamic loading 
of structures and may result to premature structural fatigue and subsequent 
failure of devices due to its fluctuating nature. TCE technology draws 
analogy from the wind energy technology and it is known in wind energy 
generation that, significant departures from steady operating loads 
conditions occur in gusty conditions according to Harrison (39). One method 
used to simulate turbulence effects in wind energy systems is the Von 
Karman Spectra (VKS). However, it is known that the Von Karman spectra 
do not represent turbulence near the bottom topography adequately 
enough. An investigation of the suitability of the Von Karman spectrum on a 
complex terrain (40) confirms that intense topography effect cannot be 
model adequately by the Von Karman formulation. Nevertheless, the Von 
Karman spectrum is still commonly used because of consistency with the 
analytical expression for the correlations (41). To avoid or mitigate 
turbulence generated by the bottom topography in wind systems, wind 
turbine towers are built sufficiently high enough, amongst all other design 
considerations (39).   
Conversely, in real operation, a tidal current energy conversion system is 
bounded by a free water surface which does not allow the freedom of space 
possible with wind energy systems also, the channel side walls and bottom 
bathymetry will induce unavoidable turbulence in the environment. It is 




anticipated that the energetic large scale eddies associated with turbulence 
may have structural implication for a tidal current energy device when they 
interact. Therefore it is important to account or discount for the effect of 
large scale turbulent structures in device dynamic loading and performance 
during testing. Figure 1.8 illustrates an eddy interacting with a generic tidal 









The need to understand the effect of ambient turbulence during model 
testing was highlighted by Bearman, (42) in wind tunnel experiments. He 
emphasised that turbulence should be accounted for before satisfactory 
scale model results are extrapolated and applied to prototypes. During the 
development of tidal current energy device performance protocol (43) the 
effect of turbulence on device performance and survivability was highlighted 
as a knowledge gap that could become a major issue with device 
performance and survivability. It is widely accepted that turbulence be 
accounted for in model testing of TCE device so that its effect can be 
incorporated in design and optimisation of energy device because it has the 
potential to progressively reduce the strength of material which could lead 
to device failure. 
 
A generic TCE 
device  
  eddy 
Figure 1.8: Eddy interacting with a structure 




1.7 Relationship between dimensional and turbulence 
scale effects  
The scale effect is related to basic engineering theories as illustrated in the 




Figure 1.9:Venn diagram illustrating Scale effects. 
Dimensional and turbulent scale effects are linked by the Navier-Stokes 
(NS) equations. The dimensional scale effects was investigated based on 
Froude scaled virtual models by solving the Reynolds Averaged Navier-
Stokes (RANS) equations while the turbulence scale effect was investigated 
based on simulating the large scale turbulent eddies using the Large Eddy 
Simulation (LES) with real turbulent velocity profiles specified at domain 
inlet by solving the filtered NS equations.  





The NS equations and its modelling 








1.8 Previous studies in the use of RANS and LES 
modelling technique. 
Turbulence modelling using RANS approach had been the object of 
numerous studies. The k–epsilon ( k ) turbulence model is a very popular 
and widely used turbulence model largely because, it is computationally 
economical with ability to obtain reasonable and accurate solutions with the 
available computer power in limited class of flows (44).  
A majority of turbulence research has been a case by case examination and 
validation of existing turbulence models for specific problems. The k  
model has been used by Sangsan (45) in predicting aerodynamic force on a 
square cylinder when investigating the performance of conventional k  
models. The findings suggest that the k  model successfully reproduced 
unsteady force coefficients without piling up turbulent kinetic energy near 
the forward stagnation. 
In a validation study Doherty (27), used different RANS turbulence closure 
models to predict the torque and power generated by a turbine. The results 
showed that good correlation was achieved between the measured data and 
the CFD results in terms of trend. One of the models employed in the 
comparative studies was the Reynolds Stress Models (RSM) with anisotropic 
abilities. It was observed that RSM and the realisable k  turbulence 
models compared best globally with flume experiment results.  
In a comparative study between LES and RANS models of turbulent air flow 
past a surface mounted cube by Rodi (46), it was evident that, the 
turbulent fluctuations were severely under predicted in all RANS 
calculations, the low values were attributed to the low frequency variations 
of the shedding motion due to 3D effect.  LES picked up motions from the 
3D effect, and in general gave a better simulation of the flow details with a 
higher computational cost in terms of time.  




Turbulence is a three dimensional phenomenon that cannot be credibly 
accounted for in RANS calculation (47).The ability of LES to pick up 3D 
effect suggests a reason for its use in investigating the effect of turbulent 
coherent structures in this present study. The lower cost RANS methodology 
was used to determine mean force coefficients in investigating dimensional 
scale effect because it is suitable to predict some mean flow quantities.   
1.9 Research Aims and Objectives 
As a consequence of the challenges expressed in section 1.6, the research 
aim to investigate scale effects resulting from testing a monopile support 
structure using CFD and ADCP instrument for site data acquisition based on 
the following enumerated objectives.  
Objectives 
Specifically, five objectives are logically outlined to achieve the overall aim 
of the project. 
1 Investigate dimensional scale effect based on four virtual Froude 
scaled models using RANS numerical simulation.  
2. Deploy an Acoustic Doppler Current Profile (ADCP) instrument at the 
Firth of Forth, Scotland UK to acquire tidal current velocity profiles 
required for input to numerical simulation domain.  
3. Analyse the data acquired with the ADCP from the Firth of Forth 
Scotland, UK. 
4. Simulate and study turbulent structures in an empty open channel 
with the aid of the acquired ADCP data using LES. 
5. Investigate the effect of large scale turbulent structures on a monopile 
rigidly fixed to the bottom of an open channel with a flat bed. 




1.10 Thesis overview 
Chapter 1.0  
Chapter 1 contains an overview of the fundamental drivers of renewable 
energy, set targets to produce electricity from renewable energy sources, 
examples of currently considered tidal current energy devices, support 
structures and testing methods with their inherent challenges. Justification 
for the method employed in the present study and the project objectives 
are also included.   
Chapter 2.0  
The general methodology for investigating the listed objectives in chapter 1 
is presented. It begins with a flow chart describing the process used to 
achieve the project objectives. It includes a summary of numerical 
modelling techniques and the experimental set up for acquiring turbulent 
velocity profiles from the Firth of Forth using the ADCP.  
Chapter 3.0  
This chapter reports the results from investigating similarity between 
Froude scaled models occupying the subcritical flow regime.  It explains the 
significance of dimensional scale effect and the justification for numerically 
investigating scale effect in tidal current energy devices.  It presents the 
scaling strategy used to evaluate the model dimensions with a description of 
the computational domain. The meshing strategies, including the size 
functions are explicit. Description of the boundary conditions and solution 
method are included. Empirical equations derived from investigating 
dimensional scale effects are presented. The use of the equations is limited 
to flows within the subcritical flow regime. A technical paper published from 
this study is attached as appendix B.  
Chapter 4.0  
This chapter reports the analysis of the ADCP data acquired from the Firth 
of Forth. The ADCP data were quality checked before analysis. Mean velocity 




profiles and single realisations velocity profiles representing the flow at the 
Forth estuary were compared with theoretical velocity profiles. Some of the 
analysed ADCP data is included in the publications in appendix C and D.  
Chapter 5.0  
Results from simulating large scale turbulent structures suitable for testing 
energy devices are presented in chapter 5. Three simulation cases namely; 
the ADCP data simulation case, the uniform velocity and the 1/7th power law 
simulation cases were compared against each other. The simulated flow 
fields were also compared with the qualitative description observed in flow 
in a natural environment. The resulting seabed drag coefficients were also 
compared with measurements carried out in some tidal current sites.    
Some results from this study have been published and presented in 
appendix C. 
Chapter 6.0 
The effect of the large scale turbulent structures simulated in the previous 
chapter on the drag coefficient of a monopile support structure, fixed and 
submerged in a tidal current is presented in chapter 6. The chapter 
discusses flow over structures and some wind tunnel test results previously 
carried out. The simulation results were benchmarked with simulation cases 
using theoretical velocity profiles and were also compared with published 
experimental results. The output from this chapter won a gold award in a 
poster competition at the SuperGen annual symposium in November 2010. 
Poster is appended as appendix D. 
Chapter 7.0 
Chapter seven contains the overall summary, conclusion and 
recommendation for further work followed by reference pages and 
appendixes.  





2 Approach and Methodology 
2.1 Introduction 
This chapter presents an overview of the methodology and approach taken 
to investigate dimensional and turbulence scale effects. The process 
basically consists of a combination of physical experiment for site data 
acquisition and numerical simulation of a generic tidal current turbine 
support structure represented as a monopile. The block diagram in Figure 














Figure 2.1:Sketch showing research components involved in the methodology. 
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A 2-dimensional numerical modelling approach was taken to investigate 
dimensional scale effects, because it is adequate to resolve mean values of 
the device force coefficients. The method is based on the Reynolds 
Averaged Navier - Stokes (RANS) modelling technique built on the turbulent 
viscosity concept introduced by Boussinesq (48). 
A 3-dimensional numerical modelling technique was employed to investigate 
the effect of large scale turbulent structures on device hydrodynamic 
loading using LES. Turbulence is a multidimensional phenomenon and LES 
provides a platform for resolving the large scale energy containing eddies 
and it requires a 3-dimensional geometry to function in the commercial 
ANSYS software used for the simulation.  
The physical experiment involves the use of ADCP instrument to acquire 
real turbulent velocity profiles from the Firth of Forth. The experimental 
velocity profile was used as input data into the 3-dimensional LES.  
The 2-dimensional and 3-dimensional numerical modelling techniques were 
based on solving the NS equations expressed below in equation 2.1. 
 
The background to the RANS and the LES modelling techniques lies in the 
computationally expense relating to solving the NS on complex flows such 
as those encountered in a tidal current channel using the Direct Numerical 
Simulation (DNS). Although the DNS technique is able to obtain tractable 
solution for turbulent flow processes, it is limited to simple flows with 
relatively small Reynolds number of say 103. The challenge in obtaining a 
tractable solution for higher Reynolds number flow gave rise to averaging 
the NS equations with a consequence of appearance of correlation terms 
called the Reynolds stresses (49). These stresses need additional equations 
known as turbulence models to close the averaged equations. Solving the 
additional equations together with the RANS equations, it became possible 




to find approximate solution to turbulence flow problems. One of these 
equations, known as the k-epsilon turbulence model, integrated into the 
commercial ANSYS software has been used for the 2-dimensional numerical 
studies. The basics leading to the formulation of the k-epsilon turbulence 
model is summarily explained in what follows.  
It has been previously mentioned that the RANS equations are based on the 
turbulent viscosity concept introduced by Boussinesq. The Boussinesq 















































       (2.2) 


















 is the mean 
velocity gradient. ijδ  is the kronecker delta defined as: 1ijδ  if ji   and  
0ijδ  if  ji   i and j takes the value 1, 2 or 3. 




Ct                (2.3)  
k  is the turbulent kinetic energy while   is the turbulent dissipation rate. 
C  is a  variable and methods for computing it can be found in (54).  
The k – epsilon  turbulence model requires solving two transport 
differential equations: one for the turbulent kinetic energy and the other for 
the turbulence energy dissipation rate, . The main reason for adopting the 
two equation model was that, it allows for calculating the length scale from 
a transport equation instead of prescribing it algebraically. This eliminates 
the difficulties encountered with complex geometries when using the earlier 
zero and one equation turbulence models. The two equations model solves 




the problem of incompleteness of the one equation model and can produce 
reasonable results for complex flows (50). More detailed information of the 
RANS turbulence models based on the Boussinesq hypothesis can be found 
in (51-52).  
2.2 Numerical methodology for 2D RANS modelling of a 
generic tidal current turbine support structure. 
The k-epsilon ε)(k   turbulence model has several variations which 
includes standard εk   turbulence model, the RNG turbulence model based 
on the Renormalisation Group theory and the realisable formulation. The 
realisable, non-equilibrium ε)(k   turbulence numerical model was used to 
investigate dimensional scale effect presented in chapter 3. The realisable 
model is based on a new formulation of eddy viscosity and dissipation rate 
equation that ensures that, a mathematic constraint consistent with the 
physics of turbulent flow, allows the normal stresses to remain positive 
(53). 
The transport equation for the realizable εk   turbulence model which 
solves for the Reynolds stresses are given by turbulent kinetic energy, k 
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kG is turbulence kinetic energy generation term, bG  is the generation of 
turbulence due to buoyancy kS  and S are source terms. S  is a scalar 
measure of deformation and ijS  is the mean strain rate tensor. The model 
constants: 1C , 2C , k  and  are 1.44, 1.9, 1.0 and 1.2 respectively. The 
constant have been established to perform well for certain canonical flows 
(54). The flow in this study is assumed incompressible without buoyancy 
effects. The model transport equation for k is derived from the exact NS 
equation and the model equation for   is based on the dynamic equation of 
the mean square vorticity fluctuation.  
The kinetic energy, the dissipation rate as well as the Reynolds averaged 
equation were solved to simulate the flow past a Froude scaled models. 
Details of the dimensioning strategy using the Froude scaling criterion (55), 
meshing strategy and problem/physics set up are presented in chapter 3. 
The RANS methodology was applied to simulate a generic tidal current 
turbine support structure represented as a monopile in a 2-dimensional 
horizontal plane of a tidal current channel.   
2.3 Numerical methodology for LES  
Although successes have been attained with the RANS modelling 
techniques, a major drawback in all RANS turbulence models lie in the fact 
that the models average out the effect of the large scale coherent structures 
existing in a turbulent flow. This is significant because the small scale 
eddies behave differently from the large scale eddies. The small scale 
eddies are nearly isotropic and have a universal behaviour while the large 
scale eddies behaviour depends on the problem geometry, body forces and 
boundary conditions. The energy and anisotropy of turbulence are contained 
in the large scale eddies which dominates the transfer of momentum. The 
LES is a numerical approach that separates the large scale from the small 
scale eddies using a filtering time dependent NS equations. It consists of 
eliminating scales of turbulence smaller than the mesh size by using a low 
pass filter on the time dependent NS equations so that, what is left of the 




filtering operation governs the evolution of the large scales of turbulence. 
The basic concept of LES was  laid in the work of Smagorinsky (56) in the 
early 1960‟s. The LES technique allows the prediction of instantaneous and 
mean turbulence quantities of higher Reynolds number flows. LES has the 
advantage that a resolution of the large scale is possible while the small 
scales are modelled (57) by a cheaper subgrid scale model. The Fourier cut 
off filter was used in the ANSYS software employed for this study. The 
filtered continuity and Navier-Stokes equations for an incompressible flow 
are expressed in equations 2.6 and 2.7 below;  
Continuity equation 
 
Momentum equation  
 
 is the stress due to molecular viscosity defined by; 
 
where i  and j in tensor notation takes the values 1, 2 or 3 and ij  is a unit 
tensor and  is the subgrid scale stress defined by;  
 




The small scale eddies were modelled by dynamic Smagorinsky–Lily subgrid 
scale model (58). The subgrid scale model is also built on the turbulent 
viscosity concept based on the Boussinesq hypothesis used for RANS 
turbulence models.  
The model equation for the turbulent viscosity is given by; 
 
Where the sub grid length scale , is given by; 
    
 
 
is the rate of strain tensor,  is the von karman constant,  is the 
distance to the closest wall,   is the Smagorinsky constant and  is the 
local grid scale computed according to the volume of the computational cell 
using; 
  
The dynamic model constant is not universal, but dynamically computed 
taking up values based on the information provided by the resolved scales 
of motions (58-59). The concept of evaluating the model constant is based 
on applying a second (test filter) whose filter width is twice the grid filter 




width to the governing equations. The information based on the difference 
between the flow fields resolved in both filter cases is used to compute the 
model constant. The computed model constant varies in space and time. To 
avoid numerical instability, the model constant is clipped at zero and 0.23 
(54).   
The LES methodology was applied to three simulation cases, each 
distinguished by its characteristic inlet velocity profile. Two of the simulation 
cases are benchmark studies. The third simulation case involved integrating 
ADCP acquired velocity profile from a real tidal site to the simulation domain 
inlet. LES was first carried out on an empty channel to investigate the 
behaviour of the resulting flow fields and to demonstrate the differences 
existing between flow fields generated using theoretical velocity profiles and 
experimental velocity profiles as input conditions. Secondly, to simulate flow 
past a monopile support structure fixed to the channel bed to investigate 
the effect of the resulting ambient flow on the monopile drag coefficient. 
The meshing strategy including the use of size function, and the problem 
set up in ANSYS are reported in chapters 5 and 6. 
2.4 ADCP experiment methodology 
The SonTek/YSI ADP was employed to measure tidal current velocity 
profiles at the Firth of Forth near the Isles of May. The ADCP was deployed 
on the seabed on the 20th of July 2010 at 12.00pm and was retrieved on 
the 11th of August at 14:40 pm. The ADCP was deployed at location 56o 
10.642‟N, 2o 32.359‟W in a 53 meter depth of water. 
2.4.1 ADCP hardware and principle of operation 
A physical view of ADCP instrument set up with its supporting frame before 
deployment is shown in Figure 2.2 below.  The ADCP sensor is supported on 
a gimbal. It consists of three acoustic transducers for three dimensional 
profiling and receiver electronics. The transducers are spaced with equal 
azimuthal radial spacing of 120o which point at 25o from the instrument‟s 




vertical axis. The ADCP processor sends and receives signal from the ADCP 
sensor and perform calculations to compute velocity profiles based on the 
Doppler Effect principle. The Doppler Effect is described as a change in the 
observed frequency or wave length of sound waves transmitted from the 












The change in frequency known as the Doppler shift is calculated by 
using; 
 
Figure 2.2: A three beam SonTek/ YSI ADP. 














Where is the frequency of sound waves,  is the relative 
velocity of the suspended water particles and  is the speed of sound in 
m/s. The suspended water particles are form of planktons also known as 
scatterers.  The scatterers reflects sound back to the transducer after being 
hit by an acoustic beam transmitted from the ADCP. The water particles are 
assumed to move with the same velocity as the water velocity on the 
average. It is desirable to have sufficient particles in the water which is 
mostly the case in tidal currents sites due to sedimentation processes.  
The ADCP measures the velocity component parallel to the acoustic beams 
and one beam is required for one velocity component so that a three beam 
instrument have the ability to measure three velocity components. The 
velocity along each respective beam is converted to the east, north and up 
velocity components using trigonometric relations.  A limitation that lies 
with the use of trigonometry relation to evaluate the east, north and up 
velocity components is that, the beams take measurements at different 
location which implies that the current velocity have been assumed to be 
the same at these locations. Water currents homogeneity has been a 
reasonable assumption in flow in rivers, oceans and estuaries etc.  
The computed water currents velocity profiles and associated information is 
recorded by a circuit board within the processor.  A splitter cable connects 
the ADCP to the battery pack for autonomous deployment. A power and 
communication cable (not shown) connects the ADCP to a computer used 
for instrument configuration before deployment, and downloading of data 
after instrument retrieval.  
2.4.2 ADCP configuration and set up 
The sketch, Figure 2.3 (not drawn to scale), illustrates the terminologies 
used in describing the ADCP set up configuration. The vertical water column 
above the seabed beginning from the ADCP transducer head was divided 




equally into 50 depth cells or bins excluding the blanking distance. The third 
beam is excluded from the sketch for clearer illustration. The top of the 
transducers was approximately 1 meter above the seabed. No 
measurement is possible from the seabed up to bin 1. This presents one 
limitation of the ADCP. From this set up, the distance between seafloor and 
the start of the first bin is approximately 2m because the blanking distance 
was set for 1m. A bin size (cell size) of 1m was specified because it is a 
reasonable value that ensures insignificant noise in the recorded data. The 
blanking distance was required for effective recovery of instrument 
electronic and transducers from transmit pulse, during the alternate sending 












this set up and configuration, velocity profile samples were acquired for 23 






















Figure 2.3:Illustration of ADCP set up configuration. 




minute every 10 minutes for every one profile. A total of 3185 turbulent 
velocity profiles were acquired.  
No instrument calibration except compass calibration was required. The 
data were recorded by the ADCP internal recorder. The recorded data was 
downloaded for quality checks and analysed. All data were sampled over the 
water column above the ADCP. Results are reported in chapter 4. The ADCP 
user set up and configuration output from the ADCP recorder is shown in 
Table 2.1 below; 
Table 2.1: ADCP user set up and configuration information 
Default Temperature 20.00 deg C 
Default Salinity 34.50 ppt 
Default Speed of Sound 1520.90 m/s 
No. of Cells 50 
Cell Size 1.00 m 
Blank Distance 1.00 m 
Sensor Depth 0.00 m 
Temperature Mode MEASURED 
Averaging Interval 60 s 
Profile Interval 600 s 
Ping Interval 0.00 s 
Burst Mode DISABLED 
Coordinate System ENU 
Magnetic Declination 0.00 
Out Mode AUTO 
Out Format ASCII 
Recorder Enabled ENABLED 
Recorder Mode NORMAL 
Deployment Mode ON 
Deployment Name JULY 
Deployment Start Date/Time 2010/07/20 12:00:00 




2.4.3 ADCP deployment location 
The Forth estuary is 93km long and extends from Stirling to join the North 
Sea, with the Isles of May lying at its entrance. Figure 2.4 show the map of 
the Forth estuary and Figure 2.5 show the precise location where the ADCP 
was deployed.  
 
Figure 2.4:Map of the Firth of Forth. 
 
Figure 2.5:ADCP deployment location. 





Isle of May 




It is reported that the bathymetry of the upper Forth varies and changes 
with time. These changes occur naturally and continuously giving an 
indication of high degree sedimentation processes caused by the flow of 
tidal currents.  Further downstream, the estuary increases in width and the 
bathymetry is more stable. This could be a potential site to install a tidal 
current turbine because of its nearness to community.   





3 Numerical Investigation of Dimensional Scale 
Effects of a Monopile. 
3.1 Introduction  
This chapter investigates dimensional scale effects in numerical modelling of 
Froude scaled monopiles of different magnitude and a fixed scale monopile 
with varying fluid velocity occupying the subcritical flow regime. Predicting 
the behaviour of any engineering prototype requires similarity between 
scale model and prototype is established. This occurs when certain scale 
laws and conditions are met. The scale laws can be derived by non-
dimensionalising the continuity and the Reynolds Averaged Navier-Stokes 
(RANS) equations that governs fluid flow. The procedure for non-
dimensionalising the RANS equations with associated assumptions are 
explained in (55). Results from non-dimensionalising the equations suggest 
that complete similarity is established when the Froude, Reynolds, Euler and 
the Struohal numbers have the same value in model and prototype. In 
practice, it is difficult to maintain similarity of the Reynolds number in a free 
surface flow. Therefore it is customary to assume the Froude similarity 
criterion as the most important parameter. Scaling based on this 
assumption introduces the Reynolds scale effect even though viscosity 
becomes important near the wall of any device. From the foregoing, it 
implies that scale effects in testing of devices are a phenomenon we must 
live with.  
Scaling is a known challenge from the testing of hydraulic structures and 
ship building where scale effect has been used as a term that indicates the 
implications of representing a prototype with a scale model. The scale effect 
phenomenon is responsible for the occurrence of the drag crises in flow over 
a cylinder because of the difficulties in scaling the developing boundary 
layer due to flow transition (60).  




As tidal current devices grow in size and following the enormous numerical 
simulations that tidal current turbines and support structures undergo and 
the custom of scaling based on the Froude scaling criterion for free surface 
flow, it has become necessary to understand dimensional scale effect 
associated with numerical simulation and to quantify them where possible.  
Dimensional scale effect investigation in this study is based on the premise 
that, different sizes of scaled monopiles occupying the same flow regime 
would have the same force coefficients irrespective of their Reynolds 
number,  and that geometries having the same mesh density with same 
meshing size functions should produce the same results. The analysis of the 
scale model results will demonstrate the extent of similitude of numerically 
simulated models.  
In physical modelling of hydraulic structures, scale effects have been widely 
researched, (38) and (60). In numerical modelling, attempts have been 
made to investigate dimensional scale effect for example, Young and 
Byeong (61) carried out a numerical analysis of wind turbine scale effects, 
on several virtual scale model wind turbines, by solving the three 
dimensional Navier - Stokes equations with RANS realizable turbulence 
model. The results were validated by comparing with the performance of an 
existing wind turbine. A correction method was proposed by Young and 
Byeong (61) which showed reasonable agreement between scaled model 
and full scale wind turbine only in the linear torque region. In another study 
by Starke (62) the scale effects on ship wave systems was carried out using 
RANS method for a steady, incompressible flow. Although, these studies 
have no direct application for a fully submerged tidal current energy device 
they do however, indicate that scale effect can be and have been estimated 
in numerical modelling.  
A monopile submerged in tidal currents and fixed to the seabed is subject to 
both steady and unsteady time dependent forces. An unsteady incident flow 
acting on a monopile exerts an unsteady drag force parallel to the incident 




flow direction and a lift force transverse to the incident current direction. A 
monopile can be modelled as a fixed vertical circular cylinder.  A cylinder is 
known as a bluff body with usually a high drag coefficient compared with 
the lift force coefficient. Flow around a smooth circular cylinder has been 
extensively studied mainly in wind tunnel experiments with low stream 
turbulence level for force measurements with results published in literatures 
(63) and (64).  
Flow around a cylinder has been categorised into regimes characterised by 
the Reynolds number; beginning with the creeping flow with Reynolds 
number,  less than 5 to the transcritical flow with  4 x 106 which 
represent flows of practical engineering interest. Between these extremes 
lies the subcritical flow regime with  range . Amongst the 
numerous studies on flow over cylinders, the physical experimental results 
of Schewe (65) were used to validate the numerical simulation result in this 
present study.  The flow induced forces on the monopile can be non-
dimensionalised to yield the drag coefficient , the lift coefficient , and 








Where , , and   are the drag, lift and pressure force respectively.  is 
the density of water,  is the mean current velocity,  is the frontal area of 
monopile facing the incident flow direction and  is the static pressure.  
3.2 Froude scaling of virtual models 
The Froude scaling criterion is used to evaluate the dimensions of four 
virtual scale models expressed in scale ratios as; 1:90, 1:70, 1:50 and 1:30 
based on a virtual monopile prototype of 5m diameter submerged in a 
stream of tidal current flowing at 1m/s. The Froude transfer relation is given 
in equation (3.4) below as;   
 
The Froude transfer relation states that the velocity ratio of prototype to 
model equals the square root of their length scale ratio. The subscripts   
and  stands for prototype and model respectively. Based on this relation, 
the Froude number of the four models and the prototype should be equal to 
ensure similitude between the scale models and prototype. The equation 
used to evaluate the Froude number is given in equation 3.5 below as;   
 




Where is the velocity of fluid,  is the acceleration due to gravity and  is 
based on the height of each domain. The Reynolds number  is expected 
to vary and is calculated from the formula given in equation 3.6 below; 
 
Where is the kinematic viscosity with value of 1.004 x 10-6 m2/s at sea 
water temperature of 20oC. Based on the fluid viscosity and acceleration 
due to gravity of 9.8m/s, the length and velocity scales of the virtual 
models and prototype were evaluated. The associates Reynolds and Froude 
numbers for each scale model were also calculated based on the device 
diameters and the domain height respectively. The results are presented in 
Table 3.1 below;  
Table 3.1: Froude scaled models dimensions 
Length scale 
ratio 
1:1 1:30 1:50 1:70 1:90 
Domain 
 Size 
120 x 80 4 x 2.66 2.4 x 1.6 1.7 x 1.14 1.33 x 0.88 
Velocity scale 
(m/s) 1 0.18 0.14 0.12 0.11 
Monopile 
diameter (m) 5 0.17 0.10 0.07 0.056 
Froude number 
0.04 0.04 0.04 0.04 0.04 
Reynolds 
Number 5x10
6 3X104 1.4x104 8.4x103 6x103 
3.3 The Physical Model 
The physical model is illustrated in Figure 3.1. It represents the simulation 
domain for each Froude scaled model. Each physical model consists of a 
monopile fixed to the channel bed and viewed in a 2 dimensional horizontal 











plane. It has a velocity inlet located at 4 monopile diameters from the 
center of the monopile and a pressure outlet located at 20 monopile 
diameters downstream the centre of the monopile. The side channel walls 
are each located 8 cylinder diameters from the channel centre. 
3.3.1 Physical model behaviour. 
The result from investigating flow over a cylinder by Schewe (65) in a wind 
tunnel experiment adequately describes the behaviour of the scale models. 
The experiment was carried out in a pressurized wind tunnel that could 
reach a maximum velocity of 38m/s on a cylinder of diameter 0.06m. He 
varied the Reynolds number by varying the velocity of air in the wind 
tunnel. The minimum Reynolds number obtained for Schewe‟s experiment 
was 104. The behaviour of the model was described in terms of drag 
coefficient, lift coefficient  and the Strouhal number therefore, the wind 
tunnel experimental results provides data against which the numerical 
simulation results were validated.  
Although, the physical properties of water are different from those of air, 
the flow over a monopile or cylinder in a wind tunnel is comparable to that 
in the water channel when considering dimensionless number such as 
Reynolds number. This justifies the reason for validating the numerical 
results in this study with wind tunnel experiments. Details of the numerical 
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simulation results and validation with experimental data are presented in 
section 3.4.   
3.3.2 Meshing strategy and problem set-up 
The first goal in the meshing procedure was to build a mesh that produces 
the best results comparable to the known drag coefficient of a cylinder 
using the 1:50 scale model. Following from satisfactory numerical results of 
the 1:50 scale model, the meshing strategy used for the 1:50 scale was 
then applied to the remaining scale models.  
Firstly, the equivalent number of nodes around the prototype diameter was 
evaluated to be 4000 based on 80 nodes used for the 1:50 scale model 
using the simple proportion formula expressed in equation 3.7. 
    
 is the prototype diameter,  is the model diameter,  is the number of 
nodes on the prototype and  is the number of nodes on the scale model. 
Based on the evaluated value of 4000 nodes on the prototype, the number 
of nodes around the remaining scale models was computed and tabulated in 
Table 3.2 below. 
Table 3.2: number of nodes specified for each monopile scale. 
Length scale 
ratio 1:1 1:30 1:50 1:70 1:90 
Monopile 
diameter (m) 5 0.17 0.10 0.07 0.056 
No. of nodes 
on monopile 4000 136 80 56 45 
Each monopile was meshed according to the number of nodes calculated for 
each diameter. Figure 3.2 show a mesh section around the monopile.  





Figure 3.2: 2-D mesh structure around a monopile in a horizontal plane. 
A fixed size function of 0.0001 with a growth rate of 1.05, was applied on 
the monopile. A structured mesh, made of quad elements was constructed 
using the Gambit software available in the commercial ANSYS simulation 
package. The applied size function and the meshing strategy ensures that 
the developing boundary layer that grows in thickness in real flow, as the 
fluid enters the boundary and leaves at the exit is not only achieved but 
also similar in shape for all four models. Also, a stretched grid immediately 
following the monopile will catch more of the essentials of the actual 
boundary layer in comparison to a uniform mesh (66).  
The pressure-based time dependent Navier-Stokes equation was 
discretisized using the finite volume method and the viscous two equation 
realisable k-epsilon )( k  turbulence model discussed in chapter two. A 
non-equilibrium wall function in conjunction with the turbulence model was 
employed for the simulation. The non-equilibrium wall function is 
recommended (67) for flow with pressure gradients involving flow 
separation and it is able to calculate the cell averaged turbulence kinetic 




energy production and dissipation in wall neighbouring cells in the flow. 
Thus it is suitable for flows that depart from the local equilibrium theory of 
turbulence.  
The solution method was based on a second order implicit transient 
formulation with the pressure-velocity coupled scheme. The second order 
transient formulation offers better accuracy compared with the first order 
formulation. 
3.3.3 Boundary specification 
Wall boundaries – The monopile and the channel side walls are modelled as 
stationary walls. A no slip boundary shear condition and a roughness 
constant of 0.5 are applied at the monopile and the channel side walls 
where  for each scale model. The no slip boundary condition 
ensures that there is friction due to the presence of the walls.  
Inlet conditions – A velocity inlet varying as each scale model as presented 
in Table 3.1 was specified for each respective scale model.  A turbulent 
intensity, I  of 0.01 % (a value lower than the acceptable value in wind 
tunnel testing) as recommended in (49) is specified for the four scale 
models to ensure that the ambient turbulent intensity is the same.  
 
 
The turbulent kinetic energy, inletk  and dissipation rate, inlet   expressed in 
equations 3.7 and 3.8 above are calculated based on the specified turbulent 




intensity.  represents the domain size and C  is a  variable and methods 
for computing it can be found in (54). 
Outlet boundary condition -A gauge pressure of zero Pascal was specified at 
the outlet boundary.  
3.4 Results and Discussion.  
Critical flow parameters resulting from the numerical simulations were 
compared with Schewe‟s (65) experiment and presented in Table 3.3 below; 
Table 3.3: Numerical results compared with Schewe’s experimental result. 
 
The four models investigated in this study are within the sub critical flow 
regime which has Reynolds numbers in the range 300 < Re < 3 x 105. 
Specifically, the range of Reynold number simulated in this study is 6x103 < 
Re < 3x104. Flow within this regime is characterized by a completely 
turbulent wake and a laminar boundary layer separation.  
From Schewe‟s experimental data, the calculated mean drag coefficient  
has an approximate value of 1.2; the root mean square of the lift coefficient 
 has a maximum value of 0.38 in the sub-critical regime while the 
Strouhal number, St was around 0.2 with very minimal scatter. In the 
Parameters Schewe‟s 
results 
Length scale ratio 
1:30 1:50 1:70 1:90 
Re 300 < Re < 3 x 
105 
3x104 1.4x104 8.4x103 6x103 
Mean  
1.2 0.99 1.06 1.12 1.18 
r.m.s value 
of   
0.38 0.25 0.37 0.47 0.48 
St 0.2 0.25 0.25 0.23 0.20 
  Present study 
(numerical simulation results) 




present study, the mean drag, the  lift coefficient and the Strouhal number 
were extracted from the steady state values of the drag and lift 
convergence monitors. Globally, the results are satisfactory and comparable 
to Schewe‟s experimental result, with the 1:90 scale model results having 
the best agreement with Schewe‟s experimental value of 1.2 and 0.2 for the 
drag coefficient and Strouhal number respectively. The lift coefficient of the 
1:50 scale model, agrees best with the work of Schewe. It could naturally 
be expected that the lift coefficient for the 1:90th scale model results should 
agree best with Schewe‟s data since both the Strouhal numbers and the 
drag coefficient fits better however, it was not so from the simulation 
results. The reason for this is not immediately clear but could be attributed 
to numerical errors. The behaviour of the lift coefficient may require further 
investigation.  
The simulated Strouhal number,   was evaluated using equation (3.9) 
below; 
  
Where   is the frequency of vortex shedding.  and  are the monopile 
diameter and velocity scale for each model respectively. The frequency of 
vortex shedding  is the inverse of the time interval between two troughs or 
two crests of the lift coefficient monitor plot after iteration have reached a 
steady state.  It is expected from physical experiment that the four models 
would have the same value of force coefficients since they are within the 
same flow regime that have the same boundary layer separation and wake 
behaviour. 
However, the numerical simulation results clearly show a deviation from the 
wind tunnel results as the model scale increases. The drag coefficient values 




for the wind tunnel test results were reported as having  a  constant  of  
about  1.2  but  the  numerically  simulated  drag coefficient varies the scale 
of the model. The values of the Strouhal number show an increasing trend.   
From the numerical simulation results, it can be stated that the sensitivity 
of the k-epsilon turbulence model to changes in boundary layer separation 
and wake behaviour in relation to model size is different from physical 
experiments. Further work is needed to investigate the reasons why 
numerical model are unable to reproduce wind tunnel experimental data for 
all scale model sizes within the subcritical flow regime.  
To underpin the variance of drag coefficient in each scale model in the 
present study, the simulation results were checked against numerical 
simulation studies carried out by Tutar (68) on flow around a cylinder based 
on a Reynolds number of 1.4 x 105.  This Reynolds number value falls within 
the sub critical flow regime, and represents 1:10 scale model in this present 
study.  Tutar (68) found the drag coefficient of the cylinder to be 0.82 which 
agrees with the trend demonstrated in this present study.  
In what follows, empirical equations that can be used to estimate scale 
effects resulting from numerical simulation of scale models of different 
magnitude including mean pressure coefficient analysis are presented.    
3.4.1 Estimation of dimensional scale effect on Froude scaled 
models 
The simulated monopile drag force coefficient in Figure 3.3 has shown that 
it deviates from the experimental value as the model size increases. The 
differences between the experimental and the simulated drag coefficient 
DC
e are shown in Table 3.4 as scale errors. The drag coefficient errors are 
expressed as a function of dimensionless length LK  scale normalised by the 
scale of the prototype.  where mD  is the diameter of the model 
and pD  is the  diameter  of  the  prototype. A plot showing how the drag 






e varies with the length scale, KL is shown in Figure 3.3.  
The function describing the dimensional scale effect varies logarithmically 
according to equation 3.10 below; 







Figure 3.3: Error, versus normalized length scale. 
 
 Scale model ratios 
1:30 1:50 1:70 1:90 
Experimental  
1.2 1.2 1.2 1.2 
Simulated   
0.99 1.06 1.12 1.18 
Error, 
DC
e  0.21 0.14 0.08 0.02 
Percentage error, %. 17.5 11.7 6.7 1.7 




The equation has a coefficient of determination of 0.978 which gives a 
measure of how well the mathematical model will likely predict the scale 
errors in model. The equation show that the drag coefficient error increases 
as the normalised length scale.   
Also, the drag force D, acting on all monopile models were analytically 
calculated based on the generally accepted drag coefficient,  value of 1.2 
observed from Schewe‟s (65) experiment using equation 3.11 expressed 
below with units in Newton (N);  
 
, the fluid density was taken as 998.2kg/m3.  is the respective monopiles 
diameter and  is the respective fluid velocity for each scale model.  The 
simulated drag forces were extracted from the simulation database results. 
The difference between the analytical drag force and the simulated drag 
force De are presented in Table 3.5 below as scale errors.  







Drag force Scale ratios 
1:30 1:50 1:70 1:90 
Analytical (N) 3.298 1.174 0.604 0.400 




0.540 0.114 0.024 0.01 




Similarly, a plot of the drag force error De  versus a dimensionless length 
scale ratio is presented in Figure 3.4 below;   
 
Figure 3.4: Error, versus normalized length scale. 
The scale effects or drag force error can be approximated by a polynomial 
function described by equation 3.12 below; 
 
It is seen that the drag force error increases as the normalised length scale.  
The coefficient of determination resulting from the curve fitting equation 
was 0.99.  
3.4.2 Scale effects resulting from a change in velocity scale for 
the 1:50 scaled monopile.  
In modelling, it is cheaper to increase the Reynolds number of a fluid 
system by changing the velocity scale while keeping the length scale 
constant. For example in a laboratory physical experiment, Schewe (65) 




varied the speed of air in a wind tunnel experiment to achieve various 
Reynolds number for a device with a fixed length scale of 0.06m diameter. 
In numerically modelling it is also cheaper to use a particular meshed 
domain for parametric studies to reduce overall modelling time. An 
investigation was carried out on the 1:50 scale model with various inlet 
velocities ranging from 0.05m/s to 0.7m/s. 
Table 3.6 shows the values of critical parameters and Reynolds number 
associated with each velocity scale from the RANS simulation result 
database.  













0.05 5 x 103 1.08 0.35 0.20 
0.10 1.0 x 104 1.07 0.36 0.21 
0.15 1.5 x 104 1.05 0.37 0.21 
0.20 2.0 x 104 1.03 0.38 0.22 
0.25 2.5 x 104 1.01 0.38 0.23 
0.30 3.0 x 104 0.99 0.38 0.22 
0.35 3.5 x 104 0.97 0.37 0.23 
0.40 4.0 x 104 0.95 0.37 0.23 
0.45 4.5 x 104 0.94 0.36 0.23 
0.50 5.0 x 104 0.91 0.36 0.22 
0.55 5.5 x 104 0.89 0.35 0.23 
0.60 6.0 x 104 0.87 0.34 0.23 
0.65 6.5 x 104 0.85 0.34 0.23 
0.70 7 x 104 0.83 0.34 0.23 
The 1:50 scale model domain is sized 2.4m x 1.6m, with a monopile 
diameter of 0.10m. Drag coefficient errors, 
DC
e and the drag force error, 
De have also been calculated with results presented in Table 3.7 below.  




The drag coefficient error was measured as the difference between the 
experimental drag coefficient of 1.2 and the simulated drag coefficient. The 
drag force error was measured by the difference between the analytical 
drag force calculated using equation 3.11 and the simulated drag force 
values extracted from the RANS database results.     







drag force (N) 
Simulated 
drag force (N) 
De  
0.05 0.12 0.14973 0.135 
0.01473 
0.10 0.13 0.59892 0.5 
0.09892 
0.15 0.15 1.34757 1.2 
0.14757 
0.20 0.17 2.39568 2.1 
0.29568 
0.25 0.19 3.74325 3.1 
0.64325 
0.30 0.21 5.39028 4.6 
0.79028 
0.35 0.23 7.33677 5.93 
1.40677 
0.40 0.25 9.58272 7.4 
2.18272 
0.45 0.26 12.12813 9.79 
2.33813 
0.50 0.29 14.973 11.2 
3.773 
0.55 0.31 18.11733 13.5 
4.61733 
0.60 0.33 21.56112 16.1 5.46112 
0.65 0.35 25.30437 17.66 
7.64437 
0.70 0.37 29.34708 20.43 
8.91708 
A function that can estimate the scale effects resulting from a change in 
velocity scale is derived from curve fitting the drag coefficient and the drag 
force error data. Figure 3.5 shows how the drag coefficient error varies with 




a normalised velocity scale,   where is the fluid velocity of the 
model and pV  is the fluid velocity of the prototype.  
 
Figure 3.5: Drag coefficient errors from change in velocity scale. 
The graph describing the relationship is a linear function described by the 
equation; 
                               
with an R-square value of 0.998. It is evident from the plot that the 
deviation from experimental drag coefficient values is significant as the 
velocity scale was increased. From the trend, it is anticipated that models 
with Reynolds number occupying the higher range of the subcritical flow 
regime will produce higher errors in numerical testing using the RANS 
methodology.   The drag force errors were also plotted against a normalised 
velocity scale shown in Figures 3.6 and 3.7.  A power or a polynomial 




function is suitable to describe the equations that can be used to predict the 
scale effect resulting from a change in velocity scale.  
 
Figure 3.6: Drag force error from change in velocity scale described by a 
polynomial function. 
 
Figure 3.7: Drag force error from change in velocity scale described by a 
power function. 
The power function is described by equation 3.14 given below as; 
 




With an R-square value of 0.991. The polynomial function is described by 
equation 3.15 given below as; 
 
and has an R square value of 0.993. 
3.4.3 Analysis of Mean Pressure Coefficient  
The drag force acting on the monopile is a sum of the inline force due to 
pressure and friction. Although, for Reynolds number greater than 104, the 
friction drag only contribute about 2% to 3% to the total drag force and is 
therefore neglected in most cases (63). Equation 3.16 expresses the 
contributions from the pressure and friction force to the mean drag force.  
   drpD 00
2
0
 )sin()cos(                              (3.16)                                          
p  is the mean pressure, 0 is the mean shear stress,  0r  is the radius of 
the monopile and   is the separation angle. The parameters in the equation 







Equation 3.16 can also be written in a form that expresses its relation to the 






 0r  
Figure 3.8: A Sketch defining the terms in equation 3.15
 












































                 (3.17) 
The equation above indicates that drag force and subsequently the drag 
coefficient is a function of the Reynolds number of the flow. In a real flow 
involving vortex shedding, the pressure on the lee side of the model is 
negative.  The mean pressure coefficient around the monopile is plotted for 
the various input velocities used to investigate the 1:50 scale model and 
shown in Figure 3.9 below.  
 
Figure 3.9: Graph of mean pressure coefficient. 
It is accepted that flow separation takes place at an angle of about 780 for 
flows within the sub-critical flow regime (63). The numerical simulations 
have boundary layer separation angles ranging from 74.240 to 78.80. The 
base pressure decreases significantly from -1.37 to -1.9 as the velocity 
scale increases from 0.05m/s to 0.70m/s. The pressure coefficient at the lee 
end of the monopile for each simulation case remains fairly constant and it 
shows a lesser disparity between each simulation case than the base 
pressure coefficient values as seen in Figure 3.9.  
All simulation cases occupies the same flow regime that exhibits similar 
boundary layer separation and wake behaviour so that, they are expected 




to produce the same drag coefficient. The differences in drag coefficient 
exhibited in the simulation cases can be attributed to the differences in 
separation angles, base pressure and the pressure at the lee side of each 
simulation case. The base pressure show more significant differences 
compared to pressure at the lee side for the simulation cases.  
Flow separation is caused by an adverse pressure gradient created due to 
the geometry resulting to a stream of shed vortices behind the monopile. 
The shed vortices can be visualized in the instantaneous velocity magnitude 
(m/s) contour plots in Figures 3.10 - 3.13 below. The flow time for all plot 
are approximately 100s of flow time.  
 
Figure 3.10: Vortices behind 1:30th scale device. 
 
Figure 3.11: Vortices behind 1:50th scale device. 





Figure 3.12: Vortices behind 1:70th scale device. 
 
Figure 3.13: Vortices behind 1:90th scale device. 
From the figures above, it is clear that the k-epsilon turbulence model has 
the ability to capture the vortex shedding phenomenon reasonably. In 
design of structures, the vortex shedding frequency is a critical parameter. 
There is a potential hazard if vortex shedding frequency equals the natural 
frequency of the structure. 
3.5 Chapter Summary and Conclusion 
The flow around a monopile is a classical problem of fluid mechanics that 
has potential application to tidal current energy technology. The force 




coefficient of a circular cylinder varies as a function of Reynolds number as 
established from past experimental studies.  
Force coefficients and non-dimensional vortex shedding frequency have 
been calculated on four Froude scaled models from numerical simulation 
using the k-epsilon ( k ) realisable turbulence frequently used in 
engineering applications in this era of „hybrid‟ modelling. 
The numerical simulation results have been compared with physical 
experimental results. A key conclusion is that, the forces acting on the 
monopile can be simulated with the best accuracy depending on the choice 
of a length and a velocity scale associated with the model. Specifically, the 
smaller the physical model dimensions, the more accurate simulation results 
compares with experimental results. This behaviour was regarded as 
insensitivity of mathematical model formulation to changes in Reynolds 
numbers of a physical model. As a result, empirical equations that predict 
the scale effect resulting from a choice of a particular scale model size have 
been formulated. The equations are valid for flow systems with Reynolds 
within the subcritical flow regime. Further investigations are recommended 
to understand the lack of agreement between the RANS modelling 










4 Analysis of ADCP Experimental Data  
4.1 Introduction 
In recent times, the Acoustic Current Doppler Profiler (ADCP) has become 
the standard instrument for estimating the mean flow and turbulence 
quantities in a tidal current channel (69). Although the ADCP is limited in 
the sense that, it cannot be used to measure the smallest scale of 
turbulence and there are zones in the water column where measurements 
are not possible because of the inaccessibility of the acoustic beams. 
Nevertheless, the ADCP data is still popularly in use for example as in (70-
77). The ADCP is primarily used to estimate mean flow and turbulent 
quantities in tidal currents channels. ADCP data are also useful for several 
other purposes which include but not limited to:  
 Numerical model correlation (large scale) 
 Site selection for tidal current or wave energy project 
 Energy production forecast 
 Power speed curve 
 Kinetic energy resource characterisation 
 Device optimisation for device developers 
 Environment impact assessment and monitoring.  
 Harmonic analysis of tidal currents. 
In this present study, ADCP data has been integrated into a Large Eddy 
Simulation of an open channel to aid simulation of ambient turbulent 
structures resembling those in real sites. In this current chapter, tidal 
currents data sampled from Firth of Forth has been analysed and presented. 




The methodology for the ADCP experiment was reported in chapter 2 of this 
thesis.  
The ADCP data analysis results are presented in form of velocity-time series 
plots, velocity-depth profiles plots, horizontal velocity scatter plot, mean 
water level plot and tidal harmonic analysis plot. A plot comparing the ADCP 
data with theoretical velocity profiles is also presented.  
Although the main goal of the ADCP experiment was to acquire turbulent 
velocity profiles from a real site, that would aid generation of coherent 
structures suitable for numerical testing of tidal current energy devices, it 
was necessary to analyse the ADCP data to reasonable details in order to 
appreciate the strength and nature of the flow at the Firth of Forth and also 
to provide a data base that could be used for other types of analysis such as 
enumerated section in 4.1. 
4.2 ADCP data quality checks.   
The ADCP sampled from the Forth Estuary was subject to quality checks 
before further analysis. Several factors which include the speed of sound, 
the beam geometry and noise can affect the accuracy of the ADCP data. 
Significant sound speed error is uncommon but if any, it can be corrected 
during post processing by specifying values for the temperature and salinity 
of the environment since the speed of sound depends on these two 
parameters.  
The default temperature and salinity values of 20 degree centigrade and 
34.5 respectively were specified at the beginning of the experiment. A 
temperature sensor integrated into the ADCP instrument automatically 
corrects the sound speed during measurement. No further sound speed 
correction was done on ADCP data before analysis. The beam geometry is 
factory fixed and does not require re-calibration.  
Doppler noise is inherent in all ADCP‟s. The noise level is affected by ADCP 
system configuration, acoustic frequency, averaging interval and the bin 




size. For example, less noise is associated with a high averaging interval. In 
this analysis it is assumed that the noise level is insignificant because of the 
averaging interval used.  
Other physical factors that can affect the quality of velocity samples include 
incorrect positioning of the ADCP on the seabed during deployment as was 
experienced from a previous ADCP deployment in the course of this 
research, ADCP acoustic beam hitting the end of a profiling range and data 
recorded during ADCP deployment and retrieval operations.  
4.2.1 Standard Deviation of the ADCP data. 
The standard deviation is a direct measure of the quality of the velocity 
data. Plots showing the standard deviation also known as standard error for 
the east, north and vertical velocity are shown in Figures 4.1, 4.2, and 4.3.  
 
Figure 4.1: Standard deviation of the east-west velocity. 
 
Figure 4.2: Standard deviation of the North-South velocity. 





Figure 4.3: Standard deviation of the vertical velocity. 
The velocity data is good if the standard deviation remains fairly constant. If 
the standard deviation increases significantly, it suggests that the acoustic 
beam may have hit the end of a profiling range for example, the water 
surface for an upward facing ADCP or the seabed for a downward facing 
ADCP. 
The observed trend in standard deviation values shown in Figures 4.1, 4.2 
and 4.3 are similar showing a significant increase in standard deviation in 
the first 10 minutes and the last 60 minutes of the data acquisition period. 
The maximum standard deviation for the east –west velocity component is 
0.255m/s and the minimum is 0.025m/s. The maximum standard deviation 
for the north-south velocity component is 0.255 m/s and the minimum is 
0.026m/s. The maximum standard deviation for the vertical velocity 
component is 0.174 m/s and the minimum is 0.009m/s. The reason for the 
rapid increase in standard deviation is because the ADCP was configured to 
start data collection at 12.00pm on 20th of July, 2010 however, the ADCP 
was satisfactorily positioned on the seabed, 10 minutes later than the 
specified time. At the end of the deployment period, it was only possible to 
stop the ADCP from recording data after successful retrieval of the ADCP 
from the sea and when it was placed on the boat. The long duration of the 
retrieval operation was influenced by rough weather conditions.  




Velocity data acquired during these periods contain errors and do not 
represent flow at the Firth of Forth and were therefore discarded. Data from 
34 meters above bottom were used as a representative sample for the 
quality plots in Figures 4.1. 4.2 and 4.3.  
4.3 Mean Water Level at the Forth Estuary 
The Firth of Forth is a funnel like estuary with tides occurring twice a day 
with two high water levels (Spring tides) and two low water levels (neap 
tides) occurring in a month.  Figure 4.4 show the time series plot of the 
mean water level during the 23 days period of the ADCP deployment. 
 
Figure 4.4: Plot of mean water level at the Forth of Forth. 
The water level was sensed by a strain gauge pressure sensor mounted on 
the ADCP sensor head between the acoustic transducers. The pressure is 
recorded in dbar. This essentially represents the water depth in meters with 
a reference pressure of 0 dbar at the water surface.  
The shape of the plot confirms that the tides are semi-diurnal as expected. 
It can be estimated from the plot that, the lowest tidal range was about 
1.84m during the neap tides occurring at around the 4th of August 2010 and 
the highest range was over 5m in the spring tide, occurring 10th of August 
2010.  




4.4 Analysis of tidal current velocity at the Forth 
estuary. 
The along beam velocity measured by the ADCP can be converted to the  x, 
y, z coordinates relative to the instrument‟s axis or the ENU coordinates 
system relative to the earth axis. The ENU coordinate system illustrated in 
Figure 4.5 allows the ADCP to always report the true water velocity each 
time. This is possible because of the updated compass/tilt information made 
available during the averaging of the velocity vectors for each time profile 
so that, the data reported in the ENU coordinate system are not affected by 







The acronym ENU stands for East, North and Up respectively. The east-west 
velocity components is the along channel velocity and flows along the x-
axis. The north-south components is the across channel velocity component 
and it flows along the y-axis. Both represent the horizontal velocity 
components of tidal current. The up velocity component represents the 
vertical velocity component.  The east –west, the north- south and the up-
down velocity are analogous to the u, v and w components in the Cartesian 
coordinate system respectively. Using vector arithmetic, the time averaged 
current velocity magnitude,   or the resultant vector in the net flow was 














east (+ve) south (-ve) 
down (-ve) 
west (-ve) 
Figure 4.5: Frame of reference illustrating the coordinate system  





The angle that the averaged current velocity vector makes with the three 




Where ,    and   are the angles, the resultant velocity vector makes with 
the positive directions of x, z and y axis respectively.  
4.4.1 Horizontal velocity scatter plot. 
The horizontal velocity scatter plot showing the east - west (e-w) and the 
north – south (n-s) components is presented in Figure 4.6.  

























Figure 4.6: Horizontal velocity scatter plot during a neap and spring tide. 
The data used for the horizontal velocity scatter plot was sampled at 12m 
water depth corresponding to bin10 data set. The horizontal velocity scatter 




plot gives a strong visual clue to the tendency of the current vectors to align 
along a particular directional axis (marked in blue colour), where the flood 
and the ebb direction are 229.9 and 49.9 degrees respectively along the 
axis. Coriolis forces contribute to the direction the water particles tend to 
take in a natural flow. Peak ebb and flood tidal currents are not equal 
because of interactions between tidal constituents of different period, the 
shape of the coastline as well as local weather conditions. It is evident from 
Figure 4.6 that, the along channel (e-w) velocity component is stronger 
than the lateral (n-s) velocity component.  
4.4.2 Velocity-time series analysis. 
Velocity of natural flows like those in tidal current is three dimensional. 
Therefore a complete analysis of the three velocity components at the Firth 
of Forth is required for an adequate understanding of the flow in the 
estuary.  The analysis of each velocity component also provides a global 
view of the strength of each velocity vectors in relation to each other. 
Figure 4.7 is the time series plots for the along channel velocity component. 
 
Figure 4.7: Along channel velocity time profile plot. 
The along channel velocity-time profile plot also confirm that the tides are 
semi-diurnal. A maximum velocity magnitude, slightly more than 1m/s was 
recorded for the along channel velocity component during the ADCP 




deployment  period. When tide changes direction, the current speed became 
relatively slower scarcely reaching a maximum magnitude of 0.6m/s as 
evident in the plot. The variation in velocity magnitude during the ebb and 
flood flow will have implications for energy extraction purposes.  
The lateral velocity component plot in Figure 4.8 is also significant although 
not as strong as the along channel flow. 
 
Figure 4.8: Across channel velocity time profile plot. 
The maximum current speed recorded was 0.6m/s. The strenght of the 
lateral velocity component will have a profound effect on the resultant 
velocity magnitude. Although, flow in tidal current may appear 
predominantly one directional, an assumption of one directionality will 
underestimate the effect of the lateral velocity component on the resultant 
velocity vector and subsequently an underestimation of the the critical 
parameters derived from it. The pattern of the plot also show semidiurnal 
tides although not as noticeable as in the east-west velocity component 
plot. The semidiurnal pattern is not evident in the vertical velocity 
component plot shown in Figure 4.9 below.  





Figure 4.9: Vertical velocity time profile plot. 
The magnitude of the vertical velocity component is significantly weaker 
than the horizontal velocity components. This suggest a reason why 2 
dimensional turbulence has been assumed in geophysical flows. However, 
because direction is an integral part of  turbulence, the effect of the vertical 
velocity component when considering direction can be significant.  
4.4.3 Single realisations of turbulent velocity profiles  
Tidal flows occur at a period of approximately 12 hours with a high and a 
low tide occurring twice a day. However, turbulent fluctuations in tidal 
currents are reflected in a single realisation of ADCP experimental data. 
These fluctuations vary rapidly as a function of time and space. Due to 
difficulties associated with the mathematical handling of the complex details 
of turbulent flow. Attention is normally focused on the averaging the 
fluctuating properties.  
In this study, three samples of single realisations of turbulent flow profiles 
acquired at different times from the estuary are analysed to visualise their 
behaviour based on the shape of the profiles and with intent to apply one of 




the profiles as a boundary condition in a numerical simulation to aid 
generation of coherent structures in a LES.  
One of the samples acquired during a high tide is designated the 309th 
profile. Another profile designated as the 441st profile, was also acquired 
during another high tide. A third sample acquired during a low tide in the 
spring is designated the 1187th profile. These single realisations samples 
were arbitrarily chosen and they represent other turbulent profiles because 
their fluctuations are comparable. 
Examination of each realisation sample was also aimed to investigate the 
effect that the number of velocity component has on the shape and 
magnitude of the turbulent velocity profile.  This was achieved by using a 
one, two and three velocity component equation to generate data for each 
plot: A one dimensional profile was plotted with one component of the 
velocity data, a two dimensional profile was generated using two velocity 
component data and the three dimensional profile was plotted using three 
velocity components. The ADCP data used for the one-dimensional velocity 
profile plot was computed using;  
 
It represents the along channel velocity component only. Similarly, data 
used for the two-dimensional and the three-dimensional velocity profile 
plots were computed using;  
 
and   
The vertical axis for all the profile plots are designated meters above 
bottom (mab) while the horizontal axis is the velocity magnitude scale.  


























































Figure 4.10: Turbulent velocity plot using the 309th profile data. 
The 309th velocity profile had a peak velocity magnitude of about 0.49m/s 
not occurring at the water surface and a mean velocity of 0.37m/s using 
three velocity components to calculate the resultant velocity magnitude.  
The difference between the one dimensional and the (two or three) 
dimensional plot are obvious but it is difficult to notice any difference 
between the two and three dimensional plots. Figure 4.11 show the profile 





















































Figure 4.11: Turbulent velocity plot using the 441st profile data. 




of 0.284m/s and a mean velocity of 0.17m/s.  The resulting shapes show 
some dissimilarity, more significantly between the one dimensional and the 






















































Figure 4.12: Turbulent velocity plot using the 1187th profile data. 
plots with a peak velocity magnitude of about 1m/s and a mean velocity of 
0.56m/s. Differences are hardly noticeable between the three plots because 
the lateral velocity and the vertical velocity component are much lower in 
value than the along channel velocity component.  
Differences between the two and three dimensional plots are more obvious 
in the 309th and the 441st turbulent profiles implying that the vertical 
velocity magnitude is insignificant compared to the magnitude of the 
horizontal components.  This suggests the reason for the usual assumption 
of a two dimensional turbulent flow in natural environment. However, it is 
believed that, when the direction of the velocity components are 
considered, the effect of the vertical velocity component on the simulated 
flow field will be substantial.   
The 309th, the 441st and the 1187th profile data were sampled from the 
same vertical water column where the ADCP was located at the Firth of 
Forth. 




4.4.4 Twenty three days averaged ADCP velocity profiles.  
Twenty-three days ADCP data were time-averaged and plotted to 
investigate the nature of the velocity profile. The three plots shown in 
Figure 4.13 below are based on the three velocity components.  
 
Figure 4.13: Mean velocity profiles averaged over 23 days. 
The data used for the line plots were generated using equations 4.6, 4.7 
and 4.8 to evaluate the along channel velocity data, along + lateral velocity 
data and all three components respectively. The green coloured graph 
corresponds to the along channel or u only.  The red line plot corresponds 
to the resultant of the u and v velocity components and the blue line plot 
lying underneath the red line plot is the resultant velocity profile for all 
three velocity components. It is very clear that the vertical velocity 
component, w has little or no effect on the overall magnitude and shape of 
the velocity profile because of its relatively small magnitude. The lateral 
velocity component significantly enhances the resultant velocity magnitude 
as observed from the comparatively large difference in magnitude between 
the green and the red line plot.   
Data from all the bins was used to plot Figure 4.13.  The velocity profile 
show evidence of current shear toward the bottom of the channel as well as 




velocity inflection points in the water surface region. The strength of the 
velocity vector is greatly enhanced near the water surface. The rapid 
increase in current speed and the presence of inflections are attributed to 
the influence of wind, waves and other physical processes such as boat 
movements and rough weather conditions on the water surface.  The 
behaviour of the mean profile also agree with the „double drag‟ effect 
described and observed by Fan (78) from analysis of ADCP data sampled 
from a coastal raft-culture area. The plot also shows a nearly uniform flow 
profile at the mid portion of the channel. The first data point (bin 1) was 
acquired at 2 meters above bottom (mab) which the ADCP assume to be 0m 
from the configuration set up. The overall mean velocity during the 23 days 
ADCP deployment was 0.36m/s with a peak mean speed of 0.43m/s 
occurring near the water surface.   
4.4.5 Comparing real site velocity data with theoretical 
velocity profiles.  
It is common to use the 1/7th power law or the uniform flow profile for 
numerical simulation of tidal current energy devices. In order to compare 
the theoretical velocity profiles with the data sampled from the Firth of 
Forth, theoretical velocity profiles data were evaluated based on a mean 
value of 0.37m/s and a peak velocity magnitude  of 0.49m/s resulting from 
the 309th profile data. The 1/7th power law profile can be approximated by 
equation 4.9 below; 
 
where  is any distance measured from the seabed.   is the channel depth. 
 is the mean velocity and  is the max velocity close to the channel 




surface. The mean velocity,  acts to average out the turbulent fluctuations 
in the x direction measured at any particular value of y. Theoretically, it is 
known that the 1/7th power law approximation is valid for flow with 
Reynolds number of 105. The exponent value falls below  for higher 
Reynolds number flow having values of   at extreme values of Re.  
The 1/7th power law approximation is normally used to describe mean 
turbulent velocity profile as discussed in (79) and has been a successful 
modelling strategy within the defined limit of usage. Recently, De Chant et. 
al (35) related the success of the 1/7th power law approximation to a more 
fundamental understanding of turbulent flow, its modelling closures and 
their connection to stochastic processes. Although, the 1/7th power law 
approximation was first developed for turbulent pipe flow, it is applicable to 
open channel flows. The only difference is that, for a pile flow the velocity is 
maximum at the pipe centre while the maximum velocity for an open 
channel flow occurs at the water surface. The theoretical time averaged 
velocity profile is described as a fairly flat profile in the vicinity of the free 
surface except near the seabed where the no slip boundary conditions 
becomes valid due to shear.  
The 1/10th power law profile has a steeper velocity gradient than the 1/7th 
power law profile at the bottom region of the channel. This implies that the 
steeper the velocity shear, the higher the Reynolds number and a more 
turbulent flow. The presence of shear in both profiles implies that it will act 
to sustain turbulence although the turbulent fluctuations have been 
averaged out from the profiles thus producing a smooth profile. The 
theoretical profiles also assumed that flow is streamwise in one 
direction.The approximate Reynolds number of the flow at the Forth estuary 
calculated based on the flow depth of 53m is 1.9 x 107. This value 
represents undoubtedly a transcritical flow of engineering interest.  




Figure 4.14 is a plot comparing the theoretical velocity profiles with real site 
velocity profiles. A 60s averaged profile in the Forth of Forth is not smooth 
like the theoretical profiles. It contains evidence of turbulence fluctuations 
on the current profile influenced by waves, physical and natural processes 
inherent in the flow of tidal currents.  However, the 23 days averaged 
experimental velocity profiles lacks evidence of such fluctuations on the 
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Figure 4.14: Comparison plot for ADCP data profile with theoretical velocity 
profiles. 
An interesting feature to note is the clean overlay between the 1/7th power 
law and the 23 days averaged velocity data in the first few bins from the 
seabed and for the most part, the middle section of the plot approximates a 
uniform flow profile for the ADCP data plot.   
The observed shape of a single realisation of the velocity profiles is not in 
qualitative agreement with theoretical velocity profiles although the velocity 
values are equal.    It is clear from the above analysis that averaging of 
velocity profiles has a profound effect on turbulent velocity profiles. It 
dampens the effect of turbulent fluctuations inherent in the profiles. 




Averaging a 23 days turbulent velocity data sampled with an autonomous 
sampling strategy has enough dampening effect to create a smooth profile, 
while a one minute averaged data adequately reflect the turbulent 
fluctuations present in the velocity profile.  
4.4.6 Tidal and non-tidal velocity analysis. 
Tidal harmonic analysis allows one to have a perception of the magnitude of 
residual currents in the experimental velocity profile.  Residual currents are 
produced by other processes other than the relative motion between the 
sun, moon and earth. These currents can be significant in sediments 
processes although have speed of a few cm/s (10). The resulting plot from 
the tidal harmonic analysis is shown in Figure 4.15. 










































Figure 4.15: Astronomical versus observed tidal currents. 
The aim of this analysis is to distinguish between the current velocity that 
oscillate at both tidal and non-tidal frequencies using the horizontal velocity 
component data for a full spring period. The astronomical current results 
from the gravitational interactions between the earth, moon and the sun.  
The difference between the observed and the astronomical prediction gives 




the residual currents. Residual currents are attributed the effect of weather 
conditions, coriolis forces, geometry of the coastline, physical and biological 
processes on the water.  The residual currents have a mean speed of 
0.06m/s. The tidal constituents used for the harmonic analysis are 
presented in Table 4.1. The tidal harmonic analysis result is limited by the 
number of days the ADCP data was acquired. Using more ADCP data points 
for the analysis, would allow more tidal constituents into the analysis with 
an effect of further reduction of the residual current. 
Table 4.1: Phase and Amplitude of Tidal harmonic constants 
Tidal Constituent Amplitude Phase 
O1 0.020 332.53 
K1 0.035 142.86 
N2 0.113 201.16 
M2 0.484 287.49 
S2 0.167 37.77 
M4 0.075 303.72 
2MS6 0.040 122.73 
4.5 Mean shear evaluation for the Firth of Forth. 
Current shear results from the retardation of the flow near the seabed and 
movement of adjacent fluid particles as they slide past each other due to 
frictional forces. The flow in a tidal current is associated with a total shear 
stress , which relates the viscosity of water and the velocity gradient as;   
  
 is the time averaged velocity gradient above the channel bed, with units 
in per sec.   is the molecular viscosity and  is the turbulent viscosity.  
The molecular viscosity is constant and is property of the fluid but the 
turbulent viscosity varies as a function of flow. The shear is the vertical 




gradient of the ambient horizontal current. Plots showing the shear rate for 
the horizontal velocity components for bin 10 are show in Figures 4.16 and 
4.17 below.  






























Plot of East velocity shear rate.
 
Figure 4.16: East-west velocity shear rate in s-1 





























Plot of north velocity shear rate versus depth
 
Figure 4.17: North-south velocity shear rate in s-1 




Due to the presence of shear, the flow departs from ideal homogeneous and 
isotropic assumptions because shear modifies the homogeneity and isotropy 
by deforming the turbulent eddies which exchange energy with the 
background shear through the mechanism of Reynolds stresses, which 
represents the transport of momentum by turbulence. 
The shear vary continuously because of the presence of eddies that occurs 
on all scale from centimetres to metres. Theoretically, the total shear stress 
can be evaluated from equation 4.5 when the turbulent stresses are known. 
Laminar shear stresses dominate near the wall region while turbulent shear 
stresses are dominant in the outer region of the flow.  
4.6 Chapter Summary and Conclusion. 
The ADCP experiment was intended to acquire turbulent velocity profiles 
from a typical tidal current site that would be integrated into a LES to aid 
generation of coherent structures suitable for numerical testing of tidal 
current energy devices. Based on the ADCP experimental data, a first-hand 
investigation of the turbulent velocity profiles at the Firth of Forth was 
carried out to gain in-depth understanding of the flow behaviour. Rough and 
variable weather conditions influences the recorded ADCP data. However, 
the data presented represents the typical flow profile at the estuary. The 
resulting velocity from the estuary have been analysed and compared with 
approximated theoretical velocity profiles.  
Following the ADCP data analysis results, the following conclusion can be 
reached. 
1. The flow at the Firth of Forth have relatively weak currents that could 
reach 1m/s with an overall mean of 0.36m/s 
2. Turbulent velocity profiles averaged within seconds show evidence of 
velocity fluctuations on the profile which are not visible on the 23 
days averaged profile. The 23 days averaged turbulent velocity 
profiles produces a smooth, relatively uniform profile at the middle 




region of the channel and a relatively high shear rate near the lower 
region of the channel. 
3. The shapes of the velocity profiles at the Forth estuary deviate from 
the theoretical velocity profile especially in the upper region of the 
channel. These deviations are attributed to interactions of tidal 
current with surface frictional forces due to wind stress, waves, and 
other physical and natural processes occurring on the water surface. 
The theoretical 1/7th power law closely approximates the 23 days 
averaged current profile in the lower region of the channel where 
velocity shear is significant.   
4. There is evidence of constantly varying shear that acts to deform 
turbulent eddies in the flow, causing natural flow of tidal currents to 
deviate from the assumption of isotropy and homogeneity. 
5. Investigation of single realisations of the turbulent velocity profiles 
sampled from the estuary confirms the variability of turbulent flow 
velocity in time and space. Also, the influence of the vertical velocity 
on the resultant velocity profile in terms of magnitude was in 
significant. This suggests a reason for a two- dimensional turbulence 
assumption.  However, it is anticipated that the direction of the 
vertical velocity component will significantly affect the behaviour of 
the turbulent velocity field.  
6. The tidal harmonic analysis result show the presence of residual 
currents resulting from other processes than the effect of the 
gravitational pull between the sun, moon and the earth. These 
processes include the shape of the coastline, the roughness of the 
seabed and other physical and natural process.   
In general, the measured current at the Firth of Forth is influence by 
waves, coriolis forces, biological processes, physical processes and the 
shape of the coastline. Real operating devices will be subject to current 




modified by these processes. It is anticipated that, specifying the raw 
turbulent velocity profile averaged within seconds in a numerical 
simulation as boundary condition, would facilitate understanding the 
effect of these processes at least qualitatively. 




                                      Chapter 5.0 
5 Study of Coherent Structures Suitable for 
Numerical Testing of Tidal Current Energy Devices. 
5.1 Introduction 
Tidal currents energy technology is developing and several energy devices 
are currently considered. In spite of the progress made, turbulent flow 
inherent in tidal channel flows presents a challenge for scale model testing 
of energy devices. Testing of small scale tidal current energy devices are 
usually carried out in water circulating channels or tow tanks. Differences 
have been shown to occur between measured forces when device are towed 
in water and when fixed in flowing water from studies reported in (26). 
Furthermore, turbulence generated in these test facilities does not 
represent those inherent in natural flows (24) and (23).  
In Computational Fluid Dynamics (CFD) simulations of marine devices, it is 
a common practice to specify the 1/7th power law or the uniform flow 
velocity profiles as boundary conditions.  These theoretical profiles cannot 
reproduce ambient turbulent structures comparable to real flows. The 
theoretical power law profiles often appear as organised well patterned flow 
lines upstream of the structure being simulated.  
Ambient turbulence within tidal currents has a wide range of scales which 
have been summarised in a review paper (80) attached as appendix 1. 
Matthes was the first to give a qualitative description of turbulent structures 
in natural flows which were referred to as macroturbulence in (81).  
The need to understand the effect of turbulence during model testing has 
long been highlighted by Bearman, (42) in wind tunnel experiments. He 
emphasised that turbulence should be accounted for before satisfactory 
scale model results are extrapolated and applied to prototypes. During the 
development of tidal current energy device performance protocol (43), the 




effect of turbulence on device performance and survivability was highlighted 
as a knowledge gap that needed investigation.  
5.1.1  Description of turbulent structures, its identification and 
implications 
Turbulence within tidal current is a random and appears in form of coherent 
structures ranging from small scale to large scales eddies. The interaction 
between the small and large scale structures is described by the energy 
cascade process (82) illustrated in Figure 5.1. Kinetic energy extracted from 







Due to the instability of the large scale eddies, they break up while 
transferring their energy to smaller eddies. The breaking up and 
transferring process continues until the eddy motion becomes stable enough 
for kinetic energy dissipation to heat takes place in the smallest eddies. In 
mixing processes, there is possibility for eddies coalescing to form larger 
eddies.   
Turbulence is also described from the energy spectrum view point illustrated 
in Figure 5.2. The spectrum explains the contribution of different sizes of 
eddies to turbulence kinetic energy. Large scale coherent structures contain 
most of the turbulent kinetic energy. Turbulence phenomenon has been 
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Figure 5.1: An illustration of the energy cascade process. 




frequency range where the smaller scale eddies occupy, while the large 








The behaviour of the small scale eddies are random and are nearly isotropic 
and can be described using statistical techniques. On the other hand, the 
large scale coherent structures falls into the energy production range of the 
spectrum and LES has been known to be an appropriate tool for describing 
their evolution (47) while the associated smaller scale eddies can be 
modelled by a subgrid scale model. The coherent structures behave in an 
organised fashion and have the ability to retain their nature as they are 
convected within the flow for a considerable distance. Deardorff (84) was 
the first to carry out a numerical study of three dimensional turbulent flow 
at large Reynolds number using LES to predict several features of turbulent 
flow with a fair level of success using only 6720 grid point for the domain. It 
was concluded that, with a modest increase of numerical resolution, 
increased accuracy is expected. This pioneering work significantly 
demonstrated the potentials of LES in turbulence modelling of high Reynolds 
number flows however, the computations that produced a fair agreement 
with experimental data was from regions away from the walls. The study 
reported by Moin and Kim in (85) on numerical investigation of turbulent 
channel flow was focused on the flow structures near the wall region. The 
mean velocity profiles and turbulence statistics showed good agreement 
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Figure 5.2: Turbulent kinetic energy spectrum. 




with experimental data. Other studies on turbulent flow reported in (49) 
suggest that, the largest scales of turbulent motion do not necessarily 
contain most of the turbulent kinetic energy. The description of turbulent 
flow in natural environment by Matthes (81) also contained in (47) 
categorised the anisotropic large scale turbulent structures into the bursting 
phenomenon and large scale vortical motion.  
a) The bursting phenomenon 
The bursting phenomenon is a quasi-cyclic process of sweeps and ejections 
motion that generates Reynolds stresses and produces the turbulent energy 
that acts to maintain turbulence in shear flows. The ejection process 
consists of a lifting away of a low speed parcel of fluid from the wall region 
into the outer region of the flow.  The sweeping process consists of a higher 
speed parcel of fluid rushing into the wall region to sweep away the left 
over low speed fluid parcel from the wall region. These structure appears 
streaky and randomly in space and time. The bursting phenomenon has 
been observed in previous studies to occur both in rough and smooth bed 
as reported in (86). 
b) Large scale vortical motion 
Based on the classification of coherent structures, not all large scale vortical 
motion constitutes turbulence. Large scale motion that constitutes 
turbulence consists of a strong upward vortex called kolk. The kolk vortices 
are generated intermittently near the channel bed. Kolk vortices with high 
enough turbulence have the potential to ascend to the water surface to 
become a boil. Large scale vortical motion observed in natural flow that 
does not constitutes turbulence  are regarded as a pulsation of the mean 
flow and it is a much lower frequency motion containing fine turbulence.    
The large scale coherent structures are potential hazard when they interact 
with an energy device.  Vortex structures interacting with a generic tidal 
current energy device is illustrated in Figure 5.3 below; 












In wind energy generation, significant departures from steady operating 
loads conditions can occur in gusty conditions as reported in (39). 
Correspondingly, it is anticipated that the large scale structures will have 
some structural implication for the device. Consequently, the testing of tidal 
current energy devices in an ambient field of vortices is necessary to avoid 
over or under design of structures.  
The primary goal in this chapter is to demonstrate the possibility of 
simulating a flow field of ambient coherent structures suitable for numerical 
testing of a tidal current energy device, with the aid of real time turbulent 
velocity profile measured by an ADCP and integrated into a Large Eddy 
Simulation (LES) of an empty channel. The study thus presents a 
preliminary step for accounting for large scale turbulent structures during 
numerical simulation of tidal current energy devices.  
5.1.2 Identification of coherent vortices in LES  
In numerical simulation of turbulent flow using LES, coherent vortices can 
be recognised as regions of high concentration of vorticity. They are defined 
in (87) as regions of flow satisfying a high concentration of vorticity, enough 
to enable a local roll up of the surrounding fluid. Therefore, vorticity relates 
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Figure 5.3: An eddy interacting with a generic TCE device. 




to a measure of rotation of a fluid element as it moves in a flow field. 
Turbulent flows contain regions of strong coherent vorticity and also regions 
with little vorticity. The fluctuation of the vorticity field is critical and has 
structural implications on energy devices. Vorticity, , is formally defined 
as the curl of the velocity vector expressed in equation 5.1 below: 
              
where , and  are the velocity components in the  and  directions 
respectively. The vorticity magnitude is evaluated from equation 5.2 below;    
   
The vorticity field is calculated based on the velocity fields. Coherent 
structures or eddies can be easily identified as recirculating vectors regions.  
Although there are other methods for identifying vortices, the vorticity 
approach is preferred in this study because, the kinematic and the dynamic 
evolution of an incompressible fluid can equivalently be expressed in terms 
of velocity and vorticity so that no information about the numerical 
simulated flow field is lost (88).  
5.2 Methodology 
The methodology is based on simulating coherent structures using a tidal 
current velocity profile influenced by the action of waves, seabed 
roughness, shape of the coastline, physical, natural and biological processes 
that affects natural flow. The numerical solver is based on filtering the 
Navier-Stokes equations using the LES methodology in the commercial 
Fluent code. More details of the numerical methodology and the governing 
equations have been presented in section 2.3.   




5.2.1 Creation of the geometry 
A 3-dimensional open channel domain with dimensions 10m x 5m x 3m 
illustrated in Figure 5.4 was design using Gambit. Tidal flow enters the 







5.2.2 Meshing strategy 
The accuracy of simulation results depends on the number of cells or control 
volume in the mesh.  A mesh sensitivity test was carried out based on three 
different meshes shown in Table 5.1 by monitoring the seabed drag 
coefficient. 
Table 5.1: Mesh sensitivity test result 
The results show that the drag coefficients for all meshes do not change 
significantly with number of nodes, having mean values of approximately 
0.003. Since the sensitivity test results also suggest that a finer mesh will 
not add no significant value to channel bed drag coefficient, mesh 2 was 
selected for further analysis. Mesh 2 is a structured mesh consisting of a 
total of 150000 hexahedrons. The mesh constitute of 100(L) x 50(H) X 
 Mesh 1 Mesh 2 Mesh 3 Mesh 4 
Number 
of nodes 













Figure 5.4: Computational domain geometry for an open channel flow. 




30(W) with 1500 inlet faces. Figure 5.5 is the three dimensional mesh 
showing the sides and the bottom wall of the channel and Figure 5.6 is a 2D 
vertical plane view (not to scale) of the same mesh.  
 
 
Figure 5.5: A 3-dimensional mesh showing the sides and the bottom wall. 
  

















The vertical plane of the mesh is approximately 1:10 scale of the water 
depth at the Forth estuary while the horizontal scale is approximately 
1:90,000. The boundary conditions are described in what follows.   
5.2.3 Boundary Conditions: 
Wall region: The flow is impermeable at the rigid walls so that, a no slip wall 
condition is specified for the channel sides and bottom. In three dimensions 
that means velocity at the wall is;     
Flow outlet: Gauge pressure of zero Pascal was specified at the outlet 
boundary.   
Water surface: A zero shear was specified at the channel surface because it 
was assumed as a frictionless surface.  
Flow inlet: Three different simulation velocity inlets were considered:  
The uniform flow inlet: An inlet velocity of 0.37m/s was assigned to cell 
faces at the inlet by specifying a uniform profile file.  The inlet velocity value 
was calculated averaging the value of the turbulent velocity profile 
measured by the ADCP at the Forth estuary. 
The 1/7th power law velocity profile inlet: The 1/7th power law velocity 
profile data was evaluated based on the mean value of 0.37m/s and a 
maximum velocity of 0.49m/s of the turbulent velocity profile measure by 
the ADCP at the Forth estuary.  
ADCP experimental velocity profile inlet: This profile is based on the data 
sampled using the ADCP at the estuary. There are evidences of turbulent 
fluctuations due to waves, bottom bathymetry, shape of the coastline and 
other physical and natural processes on this particular velocity profile.   
The uniform and the 1/7th power law velocity profiles are used as base case 
studies to benchmark the numerical simulation resulting from the  ADCP 




data simulation case. All inlet velocity profiles were specified as point profile 
files. The profiles were extrapolated using the zeroth order extrapolation 
technique. A turbulent scale of one meter length, a 10% turbulent intensity 
and the spectrum synthesizer based on the work of Smirnov (89), was 
specified as the random flow generator in LES of the open channel. The 
technique is based on synthesising a divergence free velocity vector that 
generates a non-homogenous and anisotropic flow field that represents 
turbulent velocity fluctuations and also satisfies the continuity equations. 
The flow problem was solved for an unsteady viscous incompressible flow 
using water at 20 degrees centigrade with density 998.2kg/m3 and 
viscosity 0.001003 kg/m-s as constant values.  
5.2.4 Solution Methods 
The governing equation presented in section 2.3 was discretisized using the 
finite volume method with a second order implicit transient formulation. A 
simple scheme algorithm was used to guarantee the conservation of the 
continuity equations.  The numerical procedures and settings were repeated 
for three different simulation cases based on the uniform flow velocity inlet, 
the 1/7th power law velocity inlet and the experimental turbulent velocity 
profiles measured by the ADCP from the Forth estuary.   
The continuity, the x-velocity, y-velocity and z-velocity residuals were 
monitored for convergence. The absolute criteria value set for each 
parameter was 0.001. The steady state solution converged at approximately 
5 iterations per convergence which is an ideal number recommended in the 
Ansys fluent manual (54).  
The ability to visualise flow fields in a CFD calculation gives powerful insight 
into understanding the differences in the flow fields generated by specifying 
the ADCP measured velocity profile and the theoretical velocity profiles as 
boundary conditions. Visualisation plots for the evolved flow fields are 
shown for velocity magnitude pathlines, velocity vector plots and vorticity 




magnitude contours plots.  Investigation of the variation in velocity in space 
and time of the turbulent flow field are also presented.    
5.2.5 Examining pathlines for uniform flow simulation case.  
A pathline describes the path a massless fluid particle takes over time. 
Pathlines undergo natural changes as the flow progresses for transient flow 
calculations. The pathlines presented here are coloured by the velocity 
magnitude in order to visualise the velocity changes with time. The velocity 
magnitude is one of the critical parameters that determines dynamic loading 
and performance of a tidal current energy converter.  
The changes in the pathlines over time are presented as instantaneous plots 
at 7.8s, 80.6s, 147.3s, 158.5s, 202.5s, 218.5s in Figures 5.7, 5.8, 5.10, 
5.12, 5.13 and 5.14 respectively. The results are discussed in terms of 
velocity variation in time and space based on a vertical plane slice of the 
flow field extracted from the middle of the channel.  
The input velocity of 0.37m/s for the uniform flow simulation case increased 
to a local maximum of 0.53m/s somewhere close to the top left corner of 
the plane in Figure 5.7 after 7.8 sec of simulation time.  
 
Figure 5.7: Pathlines at t = 7.8s 
t=7.8 secs 
 




The pathlines at t = 80.6s in Figure 5.8 below evidently show some changes  
 
Figure 5.8: Pathlines at t = 80.6s 
that has taken place from a uniform profile at inlet. The velocity of the fluid 
at the water surface is seen to have lower values than values at the middle 
of the plane. Line plots shown in Figure 5.9 taken at five different locations 









t= 80.6 secs 
Figure 5.9: Velocity profiles at t= 80.6s. 




The locations were chosen at equal intervals beginning at the inlet where x 
=-5m to the outlet where x=5m. The zero location lies at the centre of the 
simulation domain.  
The velocity profiles at each spatial location in Figure 5.9 generally show a 
reduced velocity towards the top of the channel, more significantly at 
locations where x = -2.5 and 0 (mid channel).  This is because the plots 
represent the instantaneous turbulent velocity profiles which changes from 
instant to instant. The averaged profile will be comparable to the 1/7th 
power law profile for a fully developed flow. Although there is some 
evidence of invertion of velocity profiles associated with turbulence, the 
profiles generally lacks significant turbulent fluctuations comparable with a 
turbulent velocity profile measured from a real site. The level of turbulence 
fluctuation simulated is determined by the fluctuating velocity algorithm 
integrated into the LES code and the wall boundary effects.  
Further investigation of the evolution of the velocity pathlines at 147.3s is 
carried out by observing the instantaneous plot in Figure 5.10. The velocity 
magnitude pathlines depict an open channel flow with velocity magnitude 
increasing from a minimum close to zero at the seabed to a maximum of 
0.58m/s towards the water surface.  
 
Figure 5.10: Pathlines at t = 147.3s 
t= 147.3 secs 
 




The shapes of the velocity profile associated with this flow field are 
presented in Figure 5.11 below.  
 
Figure 5.11: Velocity profiles at t= 147.3s 
Figure 5.11 show the velocity profiles sampled at 5 different spatial 
locations ranging from x=-5m to x=5m. The line plots majorly show 
increase in velocity magnitude from a minimum near the bed to a maximum 
near the water surface. The shapes of the profiles except that at the inlet 
appears to agree with the assumption and description of a fully developed 
channel flow: A relatively uniform flow is exhibited by the profile at x = -5 
(red plot) at the inlet.  Velocity shear in the streamwise direction is 
apparent in the other four velocity profiles. Although the plot portrays 
changes in flow profile in time and space, there is however no evidence of 
fluctuation on the velocity profile as depicted by a single realisation of the 
experimental velocity profile presented in chapter 4 in Figure 4.14. The 
evolution of the velocity magnitude path lines were further investigated at 
instantaneous times t= 158.5s, 202.5s, and 218.5s by observing the 
behaviour of the pathlines plots in Figures 5.12, 5.13 and 5.14 respectively.  





Figure 5.12: Pathlines at t = 158.5s 
The appearance of flow field at t= 158.5s is not significantly different from 
the one at t= 147.3s. It appears to have similar pathlines behaviour 
showing a minimum velocity close to the seabed and a maximum velocity 
magnitude now reduced to 0.56m/s at the water surface.   
 










Figure 5.14: Pathlines at t = 218.5s 
The double drag feature appear to be replicated in the flow field at t= 
202.5s recognised by the colour coding in Figure 5.13. The maximum 
velocity magnitude at this time is further reduced to a value of 0.52m/s as 
seen from the instantaneous plot. Lastly, the instantaneous flow field at t= 
218.5s in Figure 5.14, show a reduction of the maximum velocity with value 
of 0.45m/s. In general, although there is evidence of velocity fluctuations in 
space and time from all instantaneous plots, it is not significant. The 
uniform flow velocity profile is modified by specification of the non-slip 
boundary condition at the channel bottom.  
In CFD calculations with uniform flow specified at inlet, it is anticipated that 
the flow will develop to assume the 1/7th power law velocity profile shape at 
some distance downstream of the channel. Therefore a flow field initialised 
with a 1/7th is expected to evolve faster comparatively. In what follows, the 
implications of specifying the 1/7th power law at the inlet will be 
investigated to understand the flow field behaviour.  
t= 218.5 secs 




5.2.6 Examining pathlines for 1/7th power law flow simulation 
case. 
The data used for the 1/7th power law simulation case is based on the 
maximum velocity of 0.49m/s attained during sampling the 309th 
experimental velocity profile at the Forth estuary. The values defining the 
profile data points were evaluated using equation 4.9. The profile data was 
specified as a profile file at the inlet of a LES of an empty channel. The 
influence of the 1/7th power law velocity profile on the evolution of the flow 
field are visualised as velocity magnitude pathlines, velocity vector plots 
and vorticity contour plots. Figure 5.15 shows the pathlines plot at t= 9.0s. 
At 9.0s of simulation flow time, the maximum velocity input of 0.49m/s of 
the 1/7th power law profile remained relatively the same. Appreciable 
changes were yet to occur because the simulation is at an early stage. 
 
Figure 5.15: velocity magnitude pathlines at t = 9.0s. 
However at 27.7s of simulation time, significant changes became obvious 
with some fluid particle velocity reaching a maximum of 0.53m/s, a value 
t=9.0secs 
 




higher than the input maximum as seen in Figure 5.16 below.  
 
 
Figure 5.16: velocity magnitude pathlines at t = 27.7s 
Figure 5.17 below illustrates the spatial variation in velocity magnitude  
 
Figure 5.17:  Velocity profiles at t=27.7s 
profile along the channel at different spatial locations. The plot in Figure 
5.17 generally show increase in velocity magnitude towards the water 
surface in agreement with behaviour of the power law profiles but with 
t=27.7 secs 




differing shapes. The velocity magnitude plot in Figure 5.17 corresponds to 
vertical spatial locations at x =-5m, x= -2.5m, x = 0m (mid channel), x = 
2.5m and x = 5m. Further investigation of the flow field evolution was 
carried out by examining the pathlines plot at t = 58.5s in Figure 5.18 
below.  
 
Figure 5.18: velocity magnitude pathlines at t = 58.5s. 
The plot shows a reduction in the velocity of the water particles at the water 
surface. This flow behaviour signifies the evidence of shear near the water 
surface. Similar observations have been made in natural flows by Fan (78) 
in a costal raft-culture area where it was referred to as a „double drag‟ 
effect. The double drag effect could also be caused by wind, surface waves 
and other natural processes on the water surface. However, in numerical 
simulation, it is attributed to the effect of the random velocity generating 
technique integrated into the LES solver and the boundaries. The maximum 
velocity attained at this instant was 0.6m/s confirming the fluctuating 
nature of the flow field. The velocity magnitude profiles plot in Figure 5.19 
below corresponding to the pathline plot in Figure 5.18 above clearly 
illustrates the shapes of the velocity profiles associated with the pathlines 
t=58.5 secs 




plot. The velocity profiles were sampled from five spatial locations x= -5, 
x=-2.5, x=0, x=2.5, x=5 along the x-axis of the channel. The „double drag‟ 
effect is obvious from the line plots.   
 
Figure 5.19:  Velocity profiles at t=58.5s. 
The flow field is further examined at t = 108.5s, 158.5s, 208.5s by 
observing the pathlines plots in Figures 5.20, 5.22 and 5.23 below.  
 
Figure 5.20: velocity magnitude pathlines at t = 108.5s. 
t=108.5 s 





Figure 5.21:  Velocity profiles at t=108.5s. 
 
Figure 5.22: velocity magnitude pathlines at t = 158.5s. 
t=158.5 secs 
 





Figure 5.23: velocity magnitude pathlines at t = 208.5s. 
Examination of the flow fields at t= 108.5s, 158.5s and 208.5s show a 
replication of the behaviour already observed and described in previous 
plots. Basically showing evidence of a fluctuating velocity profile over time 
and space modified by the boundary conditions. Figure 5.21 show evidence 
of velocity inflection of the profiles indicating some form of turbulence at 
t=108.5.     
From the foregoing plots, it can be stated that, the pathlines and the 
velocity magnitude plots for the uniform flow and the 1/7th power law 
simulation cases display similar characteristic. Their similarity is judged on 
the fact they are both mean and one dimensional approximation of the 
experimental velocity profile.   
Comparison of the velocity profiles sampled at different instantaneous times 
for the uniform and the 1/7th power law simulation cases show relatively 
smooth with the occurrence of double drag behaviour or inversion of the 
velocity profile at some time and point in the flow. The simulated turbulence 
in both cases using LES can summarily be described as a pulsation of the 
mean flow having some form of turbulence enhanced by the random flow 
t=208.5secs 




generation procedure integrated in the LES code and the wall boundaries. 
The behaviour of the pathlines for the uniform flow and the 1/7th law 
velocity profile can be described as well patterned or organised. However, 
the flow in real sea state is chaotic. In what follows, investigation carried 
out on flow field simulated with real current profiles are presented and 
compared with the theoretical velocity profile simulation cases. 
5.2.7 Examining pathlines generated by the experimental 
velocity profile.  
The experimental velocity profile used for the third simulation case 
represents a single realisation of a turbulent velocity profile sampled at the 
Firth of Forth within 60s. This turbulent velocity profile has been analysed 
and reported in section 4.4.3. The maximum velocity for the profile was 
0.49m/s and it did not occur at the water surface as predicted by the 
theoretical power law profiles for an open channel flow. For the numerical 
simulation specification, the 3-components of the turbulent velocity profile 
were used at the inlet boundary of a LES.     
The evolution of the flow field is presented in form of velocity magnitude 
pathlines, velocity magnitude vector and vorticity contour plots. Figure 5.24 
is the instantaneous pathlines plot at t = 31.4s.   
 
Figure 5.24: Experimental velocity pathlines at t = 31.4s. 
t=31.4 secs 




The velocity magnitude pathlines are noticeable tangled in the upstream 
region of the domain. The chaotic and tangled flows lines are indication of 
high level of shear in the flow. The downstream region  appear to have 
uniform flow lines due to the stage of the simulation because the effect of 
the inlet conditions are yet to be felt in the downstream region.  
The pathlines appear to curl upward at the channel bottom close to the inlet 
region due to adverse pressure conditions resulting to flow reversal. The 
effect of the experimental velocity profile specified at the inlet, turbulence 
generated at the bottom channel wall in addition to the fluctuating velocity 
algorithm in LES has enough potential to cause turbulence that spread up to 
the water surface. Figure 5.25 below is a plot of the turbulent velocity 
profiles associated with the instantaneous pathlines plot in Figure 5.24 
above. The velocity profiles were sampled at different spatial location along 
the x-axis of the simulation domain.   
 
Figure 5.25: Turbulent velocity profiles at t=31.4s. 
Investigation of the turbulent velocity profiles deduced from the pathline 
plot show relatively higher velocity magnitude towards the water surface 
and lower velocity magnitude at the lower region.  The reduced velocity at 
the lower region of the channel is due to the resistance offered by the no 




slip wall boundary condition at the channel bottom on the fluid. The lower 
velocity was offset by relatively higher velocity magnitude at the upper 
region to satisfy a divergence free velocity field.   
The velocity profile at x=-5 (the red line plot) resembles the shape of the 
raw experimental velocity profile except at y = - 2.5 now modified by the no 
slip condition. Due to the simulation stage, the velocity profiles at the other 
spatial location remain mostly unaffected by the flow except towards the 
water surface, believed to be the effect of high level of turbulence reaching 
up to the water surface.  
A further survey of the flow field generated by the experimental velocity 
profile at t = 90.9s, t = 146.9s and t = 227.4 continues to show a chaotic 
behaviour of the flow field exhibiting irregular unidentifiable patterned flow 
lines. Some of the pathline have been removed to give a clearer illustration. 
It is very obvious that turbulence has saturated the entire flow field. Related 
to the pathlines plot at t = 90.0s in Figure 5.26 is a plot of turbulent 
velocity profiles sampled at five different spatial location in Figure 5.27 
shown below.   
 
Figure 5.26: Experimental velocity magnitude pathlines at t = 90.9s. 
t=90.9 secs 





Figure 5.27: Turbulent velocity profiles at t=90.9s 
The pathlines plot in Figure 5.26 shows that a maximum value of turbulent 
velocity of nearly 0.56m/s was attained by the fluid. A close examination of 
all the turbulent velocity profiles in Figure 5.27 again shows that, all the 
profiles apart from the one at x =-5 (inlet) generally have lower velocity 
magnitude than the input values especially at about the lower half of the 
channel. The significant reduction in velocity magnitude is attributed to the 
effect of flow reversal caused by the adverse pressure condition created by 
turbulence. The relatively lower values of velocity magnitude are then offset 
by the higher values velocity values towards the water surface to satisfy the 
divergence free velocity vector (continuity equation).  
The pathlines plots at t = 146.9s in Figure 5.28 and the corresponding 
turbulent velocity profile plot in Figure 5.29  below are used to further 
examine the flow evolution. The flow lines in the pathline plot exhibit 
turbulence with the maximum velocity in the flow field reaching 0.67m/s a 
value, relatively higher than the input maximum value of 0.49m/s. The 
increase in velocity is required to offset the lower velocity in local regions of 
the fluid caused by the attempt of the fluid to reverse direction. 





Figure 5.28: velocity magnitude pathlines at t = 146.9s. 
The turbulent fluctuations are now evident on all velocity profiles which 
suggest that the chaotic motion has now saturated the entire water column.  
 
Figure 5.29: Turbulent velocity profiles for at t=146.9s. 
t=146.9 secs 




The flow field at t = 227.4s shown as a pathlines plot in Figure 5.30 and 
velocity profile plot at 5 spatial locations in Figure 5.31 below are further 
used to investigate how the flow field has developed with time.  
 
Figure 5.30: velocity magnitude pathlines at t = 227.4s. 
 
 
Figure 5.31:Turbulent velocity profiles at t=227.4s 
t=227.4 secs 




The flow field plots at t = 227.4s exhibit similar trend of tangled and 
disorganised flow lines with associated turbulent velocity profile with 
significant fluctuations.     
The behaviour of the flow fields simulated using the theoretical and the 
experimental velocity profiles described above are generally unsteady, 
fluctuating in space and time. The level of fluctuation is more significant in 
the experimental velocity profile simulation case because the specified 
profile at inlet is influenced by waves, estuary boundaries, seabed 
roughness and other physical and natural processes occurring at the Forth 
estuary. It is desirable to install a turbine for energy extraction in a good 
quality environment in terms of sufficient velocity magnitude and a smooth 
velocity profile. In reality, it is difficult to achieve that due to ambient 
turbulence generated by the aforementioned factors in any natural 
environment.  
The occurrence of flow reversal due to adverse pressure gradient has 
significant consequences for submerged energy devices due to flow 
separation and vortex shedding. The adverse pressure gradient modifies the 
pressure distribution and subsequently affects the hydrodynamic forces 
acting on the devices. 
Flow in natural environment is chaotic and also contain vortices. The vortex 
field associated with the three simulation cases are investigated in what 
follows. 
5.2.8 Visualisation of vortices generated in flow field with a 
uniform flow inlet condition.  
It has been mentioned that the curl of the velocity vector yields the vorticity 
magnitude. The parameter describes the tendency of the fluid to rotate with 
units in per second. It is important for characterising turbulence and has 
been utilised in this study to visualise turbulent structures generated in the 
three simulation cases. In what follows an evolution of the turbulent flow 




field in terms of vorticity magnitude with a uniform flow inlet boundary 
condition is investigated and reported. The flow features for all simulation 
plots are examined using instantaneous slice of the flow field in the x – y or 
vertical plane where z = 0 (mid channel). Figure 5.32 is the instantaneous 
vorticity contour plot at 7.8s showing what appear like a parcel of fluid with 
a relatively strong vorticity around 0.6s-1 near the channel bed where x = -
2.5m and having 
 
Figure 5.32:  vorticity magnitude plot at t=7.8s 
interactions with the water surface. The fluid parcel at the water surface 
appears to have diminished vorticity magnitude of around 0.3/s. This 
observed flow field behaviour seems to resemble the evolution of Kolk – boil 
vortices as observed by Matthes (81) in the study of macroturbulence in 
natural stream flows which was also reported in (47). A further investigation 
of the flow field t = 80.6s in Figure 5.33 below show evidence of dissipation. 
The evidence of dissipating structures at 80.6s undermine the possibility of 
kolk – boil vortices appearing earlier at t = 7.8s in a uniform flow inlet 
condition.  The structure at t=7.8s is a possible effect of numerical 
variability occurring at early stage of simulations. In reality, kolk-boil 
vortices are sustained in flow in natural environment (81).   
The local maximum vorticity magnitude increased from a maximum value of 
0.6s-1 at t = 7.8s to a maximum of 0.9s-1 at 80.6s confined to the channel 




bottom. The boundary layers exhibits significant values of background 
vorticity or turbulence not necessarily associated with large scale coherent 
structures (90). Turbulence is generated near walls and can also be 
dissipated near walls but not all generated turbulence is dissipated. Some 
turbulence exists in form of large coherent structures within the flow field. 
These structures oscillate and cascade their energy to smaller structures 
 
Figure 5.33:  vorticity magnitude plot at t=80.6s 
through which brings about possibility of maintaining  ambient turbulence  
within a flow. The lack of turbulent structure therefore indicates significant 
turbulent dissipation. The instantaneous plots at t= 147.3s, in Figure 5.34 
below also show evidence of turbulent dissipation although the vorticity 
magnitude has increased to a value of 1.1s-1 confined to the channel bed. 
 
Figure 5.34:  vorticity magnitude plot at t=147.3s 
t = 147.3 seconds 
t = 80.6 seconds 




There are no significant turbulent structures in the outer flow away from the 
wall. There had been no further evidence of structures resembling kolk- boil 
vortices as noticed at the early stage of the simulation. So that the flow 
structure observed at t =7.8s at the early stages can only be attributed to 
the instability of the flow field due to initialisation. The turbulence in terms 
of vorticity generated near the channel bottom results from instabilities 
from very high shear generated due to the resistance encountered by the 
fluid as it flow over the channel wall surface. Since there are evidences of 
turbulence dissipation due to lack of significant coherent structures, it can 
be stated that the shear resulting from the instability with a uniform flow 
inlet condition is insufficient to sustain ambient turbulence in the outer flow. 
A further investigation of vortices generated at t = 158.5s is shown in the 
vorticity magnitude contour plot in Figure 5.35 below. Some interesting 
features that seem like low speed and high speed streaks of fluid can be 
faintly visualised in Figure 5.35 close the region of maximum vorticity 
magnitude at the channel wall.  The streaks of fluid also show evidence of 
vortices due to turbulence flow. It is known that turbulence shear stress 
near wall is negligible and can easily be damped by the viscous forces. Thus 
turbulence fluctuation near the walls, scales according to the viscosity and 
 
Figure 5.35:  vorticity magnitude plot at t=158.5s 
is felt at a very short distance away from the wall. Turbulent shear stresses 
dominate away from the wall and are responsible for most of the transport 
t = 158.5 seconds 




of momentum in the flow. If a flow is highly turbulent, the low speed 
streaks can gradually lift away from the wall, ejected and burst while the 
high speed streaks of fluid rushes wall ward to sweep away the retarded 
fluid. This phenomenon known as the bursting phenomenon has been 
described in section 5.1.1 and is responsible for inflections of turbulent 
velocity profiles.    
Further investigation of the flow field in Figures 5.36 and 5.37 at 202.5s and 
218.5s respectively, show further evidence of turbulent dissipation with the 
maximum vorticity magnitude values now reduced to 0.65s-1 and 0.7s-1 
respectively still confined to the channel beds.  
 
Figure 5.36:  vorticity magnitude plot at t=202.5s. 
 
Figure 5.37:  vorticity magnitude plot at t=218.5s. 
t = 218.5 seconds 
t = 202.5 seconds 




The behaviour observed by investigating the instantaneous vorticity contour 
plots for the uniform flow simulation case can be summarised by stating 
that significant ambient turbulence resembling large scale flow processes 
cannot be generated intermittently and sustained in a LES using a uniform 
flow velocity inlet. Although a structure that looks like a kolk, formed at the 
channel bed at the early stage of the simulation, t = 7.8s seems to surge up 
to the water surface to become a boil. It was attributed to numerical 
instabilities due to initialisation process. There was no further evidence of 
another „kolk‟ formation but turbulent dissipation. Kolk vortices are 
generated intermittently in a real turbulent flow near the bed and boils due 
to turbulence are associated with the development of bursting phenomenon 
that consists of streaky fluid structures that were found barely 
indistinguishable in the instantaneous vorticity plot at 158.5s.  The scanty 
structures found in the uniform form simulation case could be seen as large 
scale structures because of the simulation methodology but can be better 
described as a pulsation of the mean flow containing fine turbulence. 
5.2.9 Visualisation of vortices generated in flow Field with a 
1/7th Power Law velocity profile at inlet boundary.  
The development of the vorticty field for the 1/7th power law simulation case 
is investigated in this section.  Figure 5.38 is a vorticity magnitude plot 
showing the evolved flow structures at 9.0s of the simulation time.  
 
Figure 5.38: vorticity magnitude plot at t=9.0s 
t = 9.0 seconds 




The 1/7th power law profile specified at the inlet boundary of a LES implies 
that the flow field exhibits a sheared velocity  profile beginning at the inlet 
thereby reducing the simulation time necessary for flow transition. The 1/7th 
power law profile is generally accepted as a suitable approximation to a wall 
bounded developed open channel flow. The plot already indicates the 
presence of streaky fluid structures predominantly at the domain inlet 
region. The faster development of the streaky looking fluid structures in the 
1/7th power law simulation case compared with the uniform flow case is due 
to the shear velocity profile specified as inlet condition. Another plot at t = 
27.7s in Figure 5.39 shows the entire domain saturated with streaky looking  
 
Figure 5.39: vorticity magnitude plot at t=27.7s. 
fluid structures. The maximum vorticity value at t = 27.7s was about 0.6/s 
near the channel bed region. Also, the assumption of a frictionless wall at 
the water surface and a no slip wall at the channel bed can also be 
responsible for this development:  in addition to the fluctuating velocity 
algorithm specified in LES, the no slip bottom boundary condition causes a 
further reduction of fluid velocity at the bed region while the velocity of fluid 
at other regions of the domain act to offset the lower velocity magnitude at 
the bed region to satisfy the continuity equation.  A further vorticity 
magnitude plot at t=58.8s in Figure 5.40 shows no evidence of the streaky 
t = 27.7 seconds 




structures as was observed in the previous instantaneous plot however, a 
free surface vorticity  and channel wall vorticity with maximum magnitude  
 
Figure 5.40: vorticity magnitude plot at t=58.8s 
reaching up to 0.8 s-1  can be seen visible. The next instantaneous plot at t= 
108.5s in Figure 5.41 show strong evidence of dissipating or diffusing flow 
structures with a slight decrease in the maximum vorticity magnitude to a  
 
Figure 5.41: vorticity magnitude plot at t=108.5s 
value of 0.6s-1.  Further investigation of the flow field at t = 158.5s in 
Figure 5.42 below shows an increase in the vorticity magnitude with a value 
t = 58.8  seconds 
t = 108.5 seconds 





Figure 5.42: vorticity magnitude plot at t=158.5s. 
of up to 0.9s-1. Yet no significant flow structures were observed and 
maximum vorticity is still confined to the channel bottom wall. This 
behaviour also confirms that a large amount of vorticity does not 
necessarily mean the presence of energy containing coherent structures. 
The temporal evolution of the flow field at 208.5s shown in Figure 5.43 also 
shows a dissipating or diffused turbulence field. No clear flow structures 
were identified.   
 
Figure 5.43: vorticity magnitude plot at t=208.5s. 
It can be stated for the 1/7th power law simulation case that, the temporal 
evolution of the flow field is dynamic with flow structures appearing early in 
the simulation. The later disappearance of these structures suggests that 
they may be due to numerical instabilities.  Based on this observation, it is 
t = 158.5 seconds 
t = 208.5 seconds 




anticipated that the 1/7th law velocity profile is unable to produce significant 
coherent structures resembling those within tidal current. This is majorly 
because the theoretical profiles assume flow in one direction but turbulence 
in real flow is at least two dimensional.  
Although there were inflections on the velocity profiles associated with the 
flow fields simulated by specifying theoretical velocity profiles, the evolved 
structures are attributed to a pulsation of the mean flow. The theoretical 
velocity profile simulation cases were used to benchmark results from 
experimental velocity profile simulation case reported below. 
5.2.10 Visualisation of vortices generated in a flow field 
with experimental velocity profile from the Firth of Forth.  
This section discusses the temporal evolution of a turbulent flow field 
generated by specifying experimental velocity profile as boundary condition. 
Figure 5.44 is the vorticity magnitude contour plot at t= 31.4s. 
 
Figure 5.44: vorticity magnitude plot at t=31.4s. 
All exploratory instantaneous plots were chosen arbitrarily. It is informative 
to state that the flow field development was comparatively faster with the 
experimental velocity profile as inlet condition. The temporal evolution of 
the flow field was monitored throughout the simulation period.  
t = 31.4 seconds 




The plot in Figure 5.44 above shows a strong upward vortex near the inlet 
of the channel. The strength of this vortex seems so high that its effect 
could be felt some appreciable distance away from the inlet and at the 
water surface. The strong upward movement of the vortex clearly mimic the 
behaviour of the kolk-boil vortices described by Matthes (81) in natural 
flows. The maximum vorticity magnitude attained during at this time was 
3.2s-1. This represents an increase in turbulence in terms of vorticity 
magnitude of about 30% more than the maximum of 1.1s-1 generated in 
the theoretical velocity profiles simulation cases. 
Further plots representing the turbulent flow fields at instantaneous times 
90.9s, 31.4s, 146.9s, 227.4s, 288.4s, are shown in Figures 5.45 - 5.49 
respectively. Generally, the five plots evidently show considerable presence 
of vortices or flow structures that confirms the behaviour of turbulent flow 
in a natural environment. Based on the instantaneous vorticity contour 
plots, the maximum vorticity magnitude fluctuates between 2.8s-1 and 3.6s-
1. Thus the ADCP experimental velocity profile in conjunction with a LES 
produced a comparatively higher vorticity magnitude at all times.  
 
Figure 5.45: vorticity magnitude plot at t=90.9s. 
t = 90.9 seconds 





Figure 5.46: vorticity magnitude plot at t=146.9s. 
At t = 146.9s, the vortices can be visualised everywhere in the flow field. 
The flow field represents natural typical behaviour in steady state. This 
behaviour is quite distinct from the behaviour of the flow field with the 
theoretical velocity profiles which lacked visible structures in the outer flow. 
The next three plots in Figures 5.47-5.49 show the evidence of sustained 
turbulent flow structures. 
 
Figure 5.47: vorticity magnitude plot at t=227.4s. 
t = 146.9 seconds 
t = 227.4 seconds 





Figure 5.48: vorticity magnitude plot at t=288.4s. 
 
Figure 5.49:  vorticity magnitude contour plot at t=358.4s. 
The global vorticity magnitudes for the uniform flow and 1/7th power law 
simulation cases are not significantly different from each other, with 
maximum values of 1.1s-1 and 0.9s-1 respectively. The slightly higher value 
of vorticity magnitude for the uniform flow simulation case is thought to 
result from a higher velocity shear rate resulting from the flow field 
development due to interactions between the fluid and the channel walls.  
Although the 1/7th power law and the uniform flow velocity profile data were 
evaluated from the experimental velocity profile, the turbulent flow 
structures generated by the experimental velocity simulation case were 
distinct from those generated by the theoretical velocity profiles. This is 
t = 288.4 seconds 
t = 358.4 seconds 




because the 1/7th power law and the uniform flow profiles cannot pick up 
ambient turbulent structures resembling those in natural turbulent flow.  
To underpin the sustainability of turbulence with simulation time, the flow 
was monitored up to instantaneous time t = 2458.4s. Two slice of the flow 
field at t = 518.4s and 2458.4s presented in Figure 5.50 and 5.51 has been 
selected to display the vortex flow field. Turbulence in terms of vorticity 
magnitude does not show any sign of dissipation but rather fluctuating  
 
Figure 5.50: vorticity magnitude plot at t=518.4s. 
and reaching a maximum value of 4.2/s at t = 2458.4s as observed in 
Figure 5.51 below. 
 
Figure 5.51: vorticity magnitude plot at t=2458.4s. 
t=2458.4 seconds 
t = 518.4 seconds 




The vortex flow field in all instantaneous plots approximates the nature of 
the vorticity at the Firth of Forth except that, it has been reproduce in a 
1:10 vertical scale ratio in a numerical domain. This demonstrates that 
large scale flow processes can be represented in a small scale numerical 
simulation domain.  
Based on the way vorticty is calculated, higher velocity magnitudes would 
result to higher values of vorticity. The initial velocity inlet condition for the 
experimental velocity profile is realistic and peculiar to the velocity profile at 
the Firth of Forth therefore the resulting flow features can appropriately be 
compared qualitatively with flows in natural environment. A case by case 
study is required for practical application because turbulence is site specific.   
5.2.11 Lateral view of the vorticity flow field.  
The following instantaneous plot at 288.4s in Figure 5.52 below represents 
and demonstrates the lateral view of the vorticity flow field. The slices are 
extracted from locations where x= -2.5m, 0m, 2.5m and 5m where location 
zero is the channel centre.  The lateral view vorticity plots show significant 
vortex activities similar to the horizontal plane view plots.  
 
Figure 5.52: Illustration of the lateral view of the vorticity field 




The maximum vorticity values was about 2.8s-1 and is not confined to 
channel walls but could be observed in the outer region of the domain.   
5.2.12 Visualisation of velocity vector plots for uniform 
flow velocity profile. 
Velocity magnitude vector plots are useful to show the length and the 
orientation of each vector in the flow field. All exploratory vector plots are 
sliced at z =0 (mid channel). The length and orientation of each vector 
indicates its magnitude and direction respectively. Vector plots representing 
the uniform flow simulation case at three instantaneous times are selected 
to visualise the behaviour of the velocity vectors.  
The vector plots shown in Figures 5.53, 5.54 and 5.55 corresponds to the 
vorticity magnitude plots at times t = 7.8s, 147.3s, and 202.5s respectively. 
The vectors are one directional and appears well patterned although, the 
pathlines and the vorticity magnitude plots did show evidences of varying 
and fluctuating flow fields in time and space. A conscientious inspection of 
the vector plots in Figures 5.53, 5.54 and 5.55 demonstrate that the vectors 
vary in (length) magnitude in one direction only.  
 
Figure 5.53: Uniform flow simulation case vector plot at 7.8s 





Figure 5.54: Uniform flow simulation case vector plot at 147.3s. 
 
Figure 5.55: Uniform flow simulation case vector plot at 202.3s. 
5.2.13 Visualisation of velocity vector plots for the 1/7th 
power velocity profile.   
Vector field plots for the 1/7th power law velocity profile simulation case can 
be visualised in Figures 5.56, 5.57 and 5.58 for instantaneous times, t = 
27.7 s, 108.5 s, and 208.5s respectively. The behaviour of the vectors is 
similar to the uniform flow vector field.  The vectors appear relatively 
regular and nearly organised as well as one directional.  The colour density 
of the plots gives a quick assessment of the velocity magnitudes with the 
denser colour region having higher velocity magnitude.  It is quite evident 




in Figure 5.56 below that velocity magnitudes of the vectors closer to the 
channel bed are smaller than those near the channel surface.  
 
Figure 5.56: 1/7th power law simulation case vector plot at 27.7s. 
 
Figure 5.57: 1/7th power law simulation case vector plot at 108.5s 





Figure 5.58: 1/7th power law simulation case vector plot at 208.5s. 
Summarily, it can be stated that eddies and recirculation associated with 
turbulence in real flow cannot be picked up by the uniform flow or the 1/7th 
power law velocity profile. It is however known that flow recirculation or 
eddies not related to turbulence can occur in simulations obtained by 
specifying theoretical velocity profiles in the presence of a bend or when 
there is a sudden change in flow geometry. In what follows eddies related 
to turbulence can be visualised.  
5.2.14 Visualisation of velocity vector plots for the 
experimental velocity profile.  
The vector field resulting from the experimental velocity profile specified at 
the inlet of the LES demonstrate significant presence of recirculating eddies 
comparable with those typical of a natural environment. Vectors in a 
turbulent flow show evidence of fluid rotation due to varying velocity 
magnitude in space and time. Although in theory, it is possible to have only 
translational motion in a fluid where the velocity magnitude vary from point 




to point or a constant vorticity where the amount of fluid rotation is the 
same everywhere. In what follows, instantaneous x-y vector plots sliced 
from the centre of the channel are used to investigate the evolution of the 
velocity vectors with time. Figure 5.59 corresponds to the instantaneous 
time, t = 31.46s. 
   
Figure 5.59: Experimental velocity simulation case vector plot at 31.46s 
The relative magnitude of the velocity vectors can be appreciated by 
observing the colour density of the flow field. The darker shade represents a 
region of relatively higher velocity magnitude. About the second half of the 
domain downstream appears to have well patterned velocity vectors. This is 
because the simulation is at the early stage. A comparison of the vector 
field plot in Figure 5.59 with the pathlines plot represented in Figure 5.60 
below indicates the path traced by the water particle as they move 
downstream. Evidence of fluid rotation is markedly seen at the inlet of the 
simulation domain near the channel bed in the encircled region. The fluid 
rotation was initiated at the domain bottom boundary and is associated with 
a reduction in velocity magnitude due to adverse pressure gradient and a 
relatively higher velocity zone to maintain a divergence free velocity field 
that satisfies the continuity equation.   





Figure 5.60: pathline plot corresponding to the vector plot at t=31.46s 
Further evolution of the vector field at t = 76.9s is shown in Figure 5.61. 
The vector plot at t = 76.9s also show evidence of rotation of fluid parcels 
at different region of the flow domain. The evolution of the flow field is 
further investigated using the vector plot at t = 90.9s in Figure 5.62 with a 
corresponding pathline plot in Figure 5.63.    
 
 
Figure: 5.61 Experimental velocity simulation case vector plot at 76.9s. 





Figure 5.62: Experimental velocity simulation case vector plot at  90.9s. 
 
Figure 5.63: pathlines plot corresponding to the vector plot at t=90.9s 
There is evidence of a continuously changing field temporally and spatially 
with pockets of rotating fluid parcel. The pathlines plot show regions of high 
and low velocity magnitude in a disorganised fashion that affects the quality 
of the velocity profile. The behaviour of the vector plots already discussed 




and those presented in Figures 5.64, 5.65, 5.66 at instantaneous times, t = 
146.9s, 227.4s, and 258.4s respectively, underpin that they represent a 
qualitative description of a turbulent vector field with the chaotic and 
tangled flow lines typical of flow in natural environment. 
 
Figure 5.64: Experimental velocity simulation case vector plot at 146.9s 
 
Figure:5.65 Experimental velocity simulation case vector plot at 227.4s. 





Figure 5.66: Experimental velocity simulation case vector plot at 258.4s. 
Based on the simulation result, it is obvious that the experimental velocity 
profile contains fluctuations influenced by physical and a natural process in 
tidal current environment that enables the reproduction of ambient 
turbulent eddies in a numerical simulation.  The plots show regions of 
sandwiched high and low velocity magnitude which imply that the energy 
available for extraction will not be smooth. This suggests the need for an 
energy storage facility to be integrated in a tidal current energy extraction 
system. Also important, is the turbulent fluctuations of the flow field that 
could potentially create undesirable effects for energy device performance 
and structural integrity.   
5.2.15 Investigating turbulent velocity profiles and kinetic 
energy of flow field simulated with ADCP data.  
The turbulent velocity profiles are investigated based on space and time 
variation. Firstly, instantaneous plots are used to visualise the relative 
magnitude of velocity components and the horizontal variation in velocity 
profile of the flow field. Secondly, a more detailed investigated was done by 
considering individual velocity components with associated velocity 
magnitude at four instantaneous times. Thirdly, times series plots of x, y 
and z velocity including their magnitude are also presented. Fourthly, an 




instantaneous plot showing the kinetic energy of the flow field is also 
presented because it is of interest for energy extraction purposes.   
a) Vertical and horizontal spatial variation of simulated 
velocity profiles. 
The magnitude of velocity components along the vertical axis was 
investigated at t= 308s using the plot in Figure 5.67. The data used for the 
plot has been sampled from the channel centre where x, y, z = (0, -2.5 to 
2.5, 0).  
 
Figure 5.67: instantaneous turbulent velocity profiles 
A turbulent flow field is associated with a 3 velocity components interacting 
within the flow that changes with the channel depth. At this instant, it is 
observed that the x velocity component is significantly higher in magnitude 
in the top 25% of the domain but weaker comparable to the lateral and the 
vertical velocity components at the lower region of the domain.  The vertical 
and the lateral velocity components are comparable in magnitude over the 
vertical profile.  The negative values indicate the presence of reverse flow 
due to turbulence.  




Figure 5.68 below show the horizontal spatial variation of velocity profiles at   
various depth(y) locations where y=-2, very close to the channel bottom, 
y=2, upper region of the channel and y=2.4 very close to the water surface 
(2.5m).   
 
Figure 5.68: velocity magnitude at various depths. 
The behaviour of the profiles agrees with the velocity-depth variation of 
open channel flow. It is seen that the green line plot (y = 2.4) has the 
highest velocity magnitude because, it is closest to the water surface (y 
=2.5). The black line plot (y = -2) has the smallest values of velocity 
magnitude because it is closest to the channel bottom (y =-2.5). The 
domain height is 5m while the domain length is 10m. 
b) Temporal variation of turbulent velocity profiles at 
different instantaneous times.  
The turbulent velocity profile was systematically investigated based on their 
individual components and magnitudes at four different instantaneous times 
t =90.8s, 188.4s, 278.4s and 368.4s. The data used to generate the plots 
were extracted from the channel centre where x, y, z = (0, -2.5 to 2.5, 0). 




The velocity components and magnitude profiles at t =90.8s, is shown in 

















At this instant, the x velocity component is the strongest reaching a 
maximum of about 0.4m/s in the streamwise direction and the lateral 
velocity component had a maximum  of about 0.25m/s in the upper region 
of the channel in the reverse direction. The vertical velocity component was 
 
Figure 5.69: Turbulent velocity profiles at t = 90.8s 




the weakest with less than 0.2m/s in the downward direction. The velocity 
magnitude vector reached a maximum of about 0.45m/s. The plot below 

















The x velocity component is still relatively stronger nearing about 0.5m/s at 
the water surface along the streamwise direction. The lateral velocity 





Figure 5.70: Turbulent velocity profiles at t = 188.4s 




relatively weak vertical velocity current, an order of magnitude lower.  The 
velocity magnitude profile shows a rapid increase at the top 25% of the 
















The x velocity component has been consistently strongest now reaching a 
maximum of 0.6m/s. This increase in strength of the x velocity component 
is in order to satisfy the continuity equation: The z velocity component 
which previously attained a maximum velocity of about 0.25 at t= 188.4, is 




Figure 5.71: Turbulent velocity profiles at t = 278.4s 




at t =278.4s. The vertical velocity profile is comparable to the lateral 
velocity profile at this instant.   

















At this instant, the x velocity component is seen to have reduced from a 
maximum of 0.6m/s to 0.5m/s. The vertical velocity component has further 




Figure 5.72: Turbulent velocity profiles at t = 368.4s 




at t = 368.4s. It appears the reduction in the flow strength is common to all 
the velocity profiles. This is reflected in the overall velocity magnitude 
reduction of 0.6m/s at t = 278.4s to about 0.5m/s at t = 368.4s.  This 
underpins the temporal variation of turbulent flow from instant to instant.  
c) Time history of velocity profiles 
A time history plot of the velocity components and magnitude measured at 
three different points of the flow field is presented in this section. Figure 
5.73 show the fluctuations in the velocity at point (2, 2.4, 0.5). 






























Figure 5.73: A time history plot for x, y, z velocity components (2, 2.4, 0.5) 
The x velocity component is apparently strongest with an instantaneous 
maximum of over 0.5m/s. Most of the reverse flow appears to be caused by 
the influence of the lateral and the vertical velocity component at this point. 
The vertical velocity component is also observed to the weakest with 
magnitude fluctuating about zero m/s. A plot of the resultant velocity 
magnitude is shown in Figure 5.74. The overall magnitude shows an overall 





























Figure 5.74: A time history plot for velocity magnitude (2, 2.4, 0.5) 
instantaneous maximum value of less the 0.6m/s.  This fluctuation is 
responsible for the generation of the turbulent structures observed in the 
flow fields.  Time history variation of the velocity at two other points is 
further shown in Figures 5.75- 5.78.  

























Figure 5.75: A time history plot for x, y, z velocity components at (2,2.4, 0) 



































Figure 5.76: A time history plot for velocity magnitude at (2, 2.4, 0) 





























Figure 5.77: A time history plot for x, y, z velocity components at (2,2.4, 1) 































Figure 5.78: A time history plot for velocity magnitude at (2, 2.4, 1) 
Observing Figures 5.75 -5.78 shows that the x velocity component 
contributes most to the velocity magnitude because it is persistently the 
strongest. The time history plots represent velocity values close to the 
surface where the maximum velocity is known to occur.   
The lateral velocity is also consistently relatively stronger than the vertical 
velocity profile. These observations qualitatively agree with the behaviour of 
open channel flow.  
d) Kinetic energy investigated of the flow field.  
Turbulence kinetic energy derived from fluctuating velocity quantities is 
show in Figure 5.79 in y - z plane slices of contour plot at instantaneous 
time of 288s. The planes are located at z= -5m, -2.5m. 0m. 2.5m, and 5m 
marks of the computational domain. The plot shows that kinetic energy has 
higher values close to the water surface. This implies that velocity 
fluctuation is significant at the water surface.  





Figure 5.79: Contour plot of turbulent kinetic energy 
Regions of high velocity fluctuations will not produce smooth power with 
regards to electricity generation. It is believed that most of the kinetic 
energy available in tidal currents occupies the top 25% of the channel which 
agrees with power estimation using the approximate power law function. 
However, if considerable fluctuations mingle with smooth velocity profile 
close to water surface, the effect of the fluctuation on power generation 
should be accounted for.   
5.2.16 Comparing vorticity fields simulated with velocity 
profiles sampled at different times of tidal flow.  
This section compares vorticity field generated using three different 
turbulent velocity profiles sampled at different times during the ADCP 
deployment period.  Two velocity profiles designated as the 309th and 441st 
profile sampled during a high tide on different days and the 1187th profile 
sampled during a low tide has been used for the investigation. The 
simulation results are presented in Figure 5.80.   



























































309th velocity profile  
441st velocity profile  
1187th velocity profile  
 
Figure 5.80:Comparing vorticity plot for different inlet profiles 
 




The results show that all real profiles produces ambient turbulent structures 
but with varying levels of vorticity. This is because the vorticity is derived 
from velocity.  The velocity profiles in tidal currents changes with time. It is 
also possible to have a slack water period when the tides changes direction 
and there is little or no horizontal flow of currents.  It is observed that the 
vorticity magnitude is higher for profiles with higher velocity magnitude. 
This behaviour implies that the amount of energy extracted from tidal 
current will vary from instant to instant. Also hydrodynamic loading on 
submerged energy devices will fluctuate accordingly. Generally, the 
simulated vorticity field are similar and comparable. This is because all the 
experimental velocity profiles are evidently influenced by waves, seabed 
roughness and other physical and natural processes in the estuary 
necessary to generate turbulence.  
5.3 Effect of ambient turbulent structures on seabed 
drag   coefficient.  
The effect of no slip condition implies that there will be a sea bed drag in 
numerical simulation. The seabed drag coefficient in real flows is not 
constant but can vary with time and can also be affected by several factors 
including changes in seabed roughness and weather conditions. The seabed 
drag is an important parameter for characterising the amount of energy 
available for extraction by a tidal current turbine. The seabed drag 
coefficient is used to estimate the amount of energy loss due to dissipation 
(91). Attempts has been made to measure seabed drag coefficient in 
several tidal currents sites which include the eastern Irish sea by Malcolm 
(92) where measurement was carried out at a 26m depth of water over two 
month period produced a mean drag coefficient estimate of 0.0025.  Bricker 
(93) evaluated the variation of seabed drag coefficients in different sea 
states and currents in a shallow site in San Francisco bay where it was 
concluded that wind waves, surface and bottom boundary layers have a 
significant effect on seabed drag coefficient.  A compilation of seabed drag 
coefficients for various sites can be found in (91).  Table 5.2 show seabed 




drag coefficient values for different sites including values measured by 
Campbell (94) and  Rippeth (74) in Menai Strait.  





There is no reported seabed drag coefficient for the Firth of Forth. In this 
study, seabed drag coefficient has been simulated using experimental 
velocity profiles sampled from the estuary.  The results were benchmarked 
with simulation done by specifying theoretical velocity profiles, because 
theoretical velocity profiles are commonly used in tidal resource estimation 
in the absence of site data.  The simulated drag coefficient using three 
different velocity profiles from the Forth estuary are presented and 
compared with measurement results presented in Table 5.2.   
5.3.1 Comparing seabed drag coefficient simulated using 
experimental and theoretical velocity profiles  
The time history plot of the drag coefficient for the uniform flow simulation 
case is presented in Figure 5.81. It was monitored for a period of 300s of 
simulation time. During this period, the drag coefficient was observed to 
fluctuate between the values of 0.04 to 0.22 with a mean value of 0.13. The 
plot displays a wavy kind of function. This shape of the drag history plot is 
attributed to the modification of flow profile specified at the inlet by the 
random velocity generating technique integrated into the LES. 
Site Drag coefficient  
Menai Strait by Rippeth   0.0024 -0.0026 
San Francisco bay 0.08 – 0.004 
Menai Strait by Campbell   0.017 
Various point at Menai 
Strait 
0.02 – 0.006 
Eastern Irish sea by 
Malcolm 
0.0025 





Figure 5.81: Drag coefficient history for uniform flow boundary condition. 
Figure 5.82 is the drag coefficient history plot for the 1/7th power law 
simulation case. The values of the seabed drag coefficient fluctuate between 
 
Figure 5.82: Drag coefficient history for 1/7th power law boundary 
condition. 
0.03 and 0.16 with a mean value of 0.08 for the period of about 300s 
simulation flow time. The drag coefficient resulting from the uniform and 
the 1/7th power law velocity profiles are comparable having values between 
0.03 - 0.22.  
Figure 5.83 below shows the drag coefficient history plot for the 
experimental velocity profile. The drag coefficient resulting from the 
experimental velocity profile has relatively lower values with a maximum 





Figure 5.83: Drag coefficient history for the experimental data boundary 
condition. 
of about 0.007 and a mean value of about 0.0035 with possible negative 
drag coefficient due the effect of reverse flow naturally encountered in a 
turbulent flow. The reduced drag coefficient is then attributed to the way 
drag force is normally calculated.  Drag is known to be positive in the 
streamwise direction (95), in the event that velocity vectors reverses 
direction, the drag force component acting in the opposite acts to detracts 
from the positive values of drag force and its coefficients. 
The observed behaviour agrees with the known Reynolds number drag 
relationship (79,96) where the drag coefficient of  a structure submerged in 
a fluid generally decreases as the Reynolds number increases. The Reynolds 
number is a measure of turbulence. The results thus confirm that the flow 
field evolving from the ADCP data simulation case is more turbulent. It can 
then be stated that large scale structures in the ambient flow can lead to a 
significant reduction in channel bed drag coefficient when results are 
compared with the theoretical velocity profiles simulation cases. In the 
context of energy extraction it implies that less energy is required to 
overcome the resistance offered by the seabed. Implying more energy is 
available for extraction based on the simulation results.   




5.3.2 Comparison of seabed drag coefficient using different 
velocity profile samples. 
Turbulent velocity profiles sampled at different times during the deployment 
period, from the Firth of Forth were also used to investigate the seabed 
drag coefficient.  Each one was monitored for about 500s of simulation flow 
time. The drag coefficient history based on the 309th velocity profile is 
shown in Figure 5.84. 
 
Figure 5.84: 309th velocity profile drag coefficient history 
The mean drag coefficient generally fluctuates reaching a maximum of 
about 0.01 and have a mean value of 0.0039. This mean value generally 
agrees with the physical measurement results presented in Table 5.2. The 
drag coefficient history plot for the 441st velocity profile is shown in Figure 
5.85.  
 
Figure 5.85: 441st velocity profile drag coefficient history 




The drag coefficient for the 441st profile simulation case has a mean value 
of 0.0075 about double the mean value of the 309th profile drag coefficients. 
Drag coefficient history using the 1187th profile as boundary condition is 
shown in Figure 5.86. 
 
Figure 5.86: 1187th velocity profile drag coefficient history 
The mean drag coefficient for the case simulated with the 1187th velocity 
has a value of 0.0014. This profile has the largest velocity magnitude but 
produces the lowest drag coefficient values. This is because the drag 
coefficient is inversely proportional to the square of the velocity magnitude. 
The simulation results can also be explained from the view point of the 
Reynolds number drag relationship: For fluid systems with the same fluid 
viscosity and size of domain, a lower velocity value will result to a lower 
Reynolds consequently, a higher drag coefficient. The velocity profiles with 
the largest magnitudes thus appear to generate more turbulence.  
From the simulation results, it can be stated that the seabed drag 
coefficient at the Forth estuary during the 23 day experiment period, ranged 
between 0.0013 and 0.0075. The result agrees with some measured seabed 
drag coefficient at various locations presented in Table 5.2 above. Although 
comparing seabed drag coefficient results with experimental values from 




different location around the world, it should be noted that the velocity 
profiles for those sites differs. 
5.4 Chapter summary and conclusion. 
Large scale turbulence in tidal current channel is a potential threat to the 
installation and operations of tidal current devices and /or its support 
structures. The submerged energy system is exposed to fluctuating currents 
in magnitude and direction that generate fluctuating dynamic forces. This 
has implication for design and optimisation for engineering practical 
application.   
Due to the difficulties encountered in simulating large scale ambient 
turbulence in the laboratory, a novel method of using a turbulent velocity 
profile sampled with ADCP from a real tidal current site has been 
demonstrated.  The idea is on the premise that velocity profile sampled 
from a tidal current flow is affected by waves, channel walls, seabed 
roughness and other physical and natural processes. These effects were 
evident as fluctuations on the measured experimental velocity profile and 
contributed to generating visible turbulent structures in a LES of an empty 
channel. On the other hand, the physical, natural and biological processes 
affecting velocity profiles of real flow have been averaged out in theoretical 
velocity profiles.  
Based on the simulation results of the flow fields, it can be stated that; the 
uniform flow velocity profile is an idealised profile that can allow spatial and 
temporal changes in a LES when a velocity fluctuating algorithm and no slip 
wall boundary conditions are specified. However, the general behaviour of 
the flow field can better be described as a pulsation of the mean flow 
containing fine turbulence. The examinations of the vorticity at different 
instantaneous times were relatively low and mostly confined to the walls 
where turbulent dissipation also occurs. The associated velocity vectors and 
flowline plots were relatively well pattern, organised and one directional and 
does not fully fit the description of a real turbulent flow field.  




The flow field behaviour evolving from the 1/7th power law simulation case 
is similar to the uniform flow case. The 1/7th power law is popular because it 
is an appropriate mean flow approximation of a wall bounded channel flow. 
From the foregoing, it can be stated that  although, the 1/7th power law 
velocity profile has been an approximate but successful modelling strategy 
that describes the mean turbulent velocity profiles, it cannot adequately aid 
generating ambient coherent structures suitable for numerical testing of a 
tidal current energy device. 
The simulation results based on the ADCP data shows significant presence 
of ambient turbulent structures. The turbulent structures were found 
everywhere in the flow field because they were generated by the influenced 
by ADCP measured velocity profile specified at the inlet  and not just by the 
walls and the fluctuating velocity algorithm specified in LES.     
The ability to generate large scale turbulent structures in a small numerical 
domain demonstrates the possibility of representing a large scale prototype 
in a small scale numerical model for credible simulation of devices in an 
ambient turbulent environment.   
The effect of ambient turbulent  structures on the channel bed drag 
coefficient show that, they can affect the value of the drag coefficient 
significantly by reducing it and this has implications for estimating  the 
amount of energy available for extraction. 
A paper published from the outcome of this study is appended as appendix   
C. Following from this work, simulation of the classical monopile structure 
commonly used as support structure in offshore processes is investigated. 
The monopile has known values of drag coefficient published in literatures. 
The study aims to investigate the effect of ambient turbulent structures on 
a monopile drag coefficient.   





6 Effect of Large Scale Turbulent Structures on 
Dynamic Loading of a Turbine Support Structure.  
6.1 Introduction 
It has been demonstrated in the preceding chapter that large scale 
turbulent structures can be generated with the aid of experimental velocity 
profile acquired from a real tidal current site and integrated in a LES of an 
empty open channel flow. It was apparent that a turbulent velocity profile 
sampled within a small time resolution contain fluctuation that allows the 
generation of significant turbulent structures in an open channel flow 
compared with simulation carried out by specifying  the classical 1/7th power 
law and uniform flow velocity profiles at inlet. This chapter presents the 
effect of large scale structures on dynamic loading of a monopile commonly 
used as a support structure.  
Natural flow within tidal currents contains coherent structures or vortices.  
The presence of the vortices in relation to the amount of energy available 
for extraction was mentioned by (97) by stating that regions of random 
vortex activity will not provide viable power at least with the current 
technology. In design and optimisation of tidal current energy devices also, 
large scale structures may have an undesirable effect during hydrodynamic 
loading of a submerged device. In the present study it is anticipated that 
there will be significant difference in hydrodynamic forces when an energy 
device is simulated using the theoretical velocity profiles and experimental 
velocity profile resulting from the presence of coherent vortices in the latter. 
Following the enormous level of numerical modelling tidal current energy 
devices currently undergo, it is important to account or discount for the 
effect of large scale structure to add credibility to simulation results.  
There are a variety of tidal current turbines and support structures being 
proposed for energy extraction. A few examples are included in the general 




introductory chapter. A monopile is chosen as a generic support structure 
because of its simplicity and common use in the offshore energy industry. 
The monopile is modelled as a vertical cylindrical object rigidly fixed to the 
bed of an open channel.  The monopile as a fixed cylinder has been 
extensively studied in wind tunnel experiments with data published in 
literatures (63-65; 98-99).  
Numerical simulation studies have also been carried out by numerous 
authors which includes Wang (100) on predictions of high Reynolds number 
flow with assumption of a periodic flow boundary condition. Wang aim was 
to evaluate the viability and the accuracy of LES for wall bounded complex 
flows. His key conclusion was that overall drag coefficient was predicted 
reasonable well when results were compared with wind tunnel test results. 
Tutar (68) carried out comparative studies to investigate the performance 
of various turbulence model including LES with the assumption of a uniform 
flow at the inlet boundary and Gao (101) investigated turbulent flow around 
a vertical cylinder in a steady current.  In almost all CFD calculations 
theoretical velocity profiles, which appear as organised flow lines on the 
incident flow are normally employed as input boundary conditions although 
turbulent flow lines are chaotic in nature appearing as tangled flow lines as 
evident in the simulation results presented in chapter 5. The upstream flow 
commonly simulated does not contain ambient flow structures that 
resemble those in natural flows.  
Furthermore, the use of RANS turbulence models has known limitations: 
The RANS methodology does not distinguish the large scale structures from 
the small scale structures. The averaging procedure dampens out the 
contributions of the large scale structures on the flow behaviour thereby 
rendering it unsuitable for explicit investigation of the effect of large scale 
turbulent structures. This study uses the novel application of a turbulent 
velocity profile affected by natural processes in tidal currents to investigate 
drag coefficient on a monopile using LES.  Simulation results were 
benchmarked with those based on theoretical velocity profiles.  




6.1.1 Forces on submerged offshore structures  
Forces acting on fully submerged structures in marine environment arise 
from currents and waves, seabed roughness, other physical and natural 
processes. These processes induce a steady and unsteady load component 
on structures. The oil and gas industry has been involved in calculating 
hydrodynamic loading on structures for design and optimisation purposes. 
Forces due to wind and current are usually calculated using a similar 
approach for practical applications in the offshore industry although, wind 
and water have different physical properties and exhibits different character 
of turbulent fluctuations.  
Morrison (102) was the first to propose an equation to solve hydrodynamic 
forces acting on an offshore structure based on the assumption that force 
acting on a section of a pile due to wave motion is made up of two 
components: a steady flow of a real fluid and an inertia force, analogous to 
that of a body subjected to a uniformly accelerated flow of an ideal fluid. 
The wave flow past a pipe is strongly similar to a two dimensional sinusoidal 
flow past a circular section. The Morrison‟s equation for a circular section is 
expressed in equation 6.1 below as;  
 
Where  total force per unit length acting on the structure.  is the circular 
section diameter,  is the incident wave velocity,  and  are the drag and 
inertia coefficient  respectively and  is the fluid acceleration. The Morrison 
equation implicitly implies that the flow pattern in the vicinity of the 
structures is uniform due to the relatively small size of the structure to the 
wavelength of the incident flow (102). This suggests its unsuitability to 




investigate effect of large scale turbulent structures on hydrodynamic 
loading because the shape of a turbulent velocity profile in a tidal current 
channel is not uniform. The wake method (103) presents an alternative 
method to the Morrison‟s equation that takes into account the structure 
interaction with the wake when the velocity reverses and considers the time 
dependent force coefficients. The wake II method is a continuation of the 
wake I model based on solving the linearized Navier-Stokes equation for 
oscillatory flows.  
Analogy is currently drawn between the tidal current energy technology and 
the wind energy technology with respect to modelling and design of 
structures, although it is generally agreed that the boundary condition may 
result in important differences in design and strength of materials. For 
example tidal current turbines operate in a confined space limited by the 
free surface compared with wind turbines that have sufficient space above 
the boundary layer that gives possibilities to avoid or reduce the turbulent 
effect due to the bottom topography. Also Fraenkel (15) observed 
differences in load cases between tidal stream rotors and wind rotors 
because higher forces are generated by water and this necessitated the use 
of carbon fibre for the construction of SeaGen (Figure 1.2). Typically forces 
that could act on a 3D structure submerged in a stream of current are 






The forces and moment arising from the device interacting with the 
environment are presented in three coordinates system. The drag force has 
 













Figure 6.1: Illustration of forces acting on a structure submerged in 
a fluid. 




an associated rolling moment about its axis. Perpendicular to the drag force 
is the lift associated with the yaw moment and the side force linked with the 
pitching moment. The forces occur in terms of wall shear stress due to 
viscous effect and pressure forces distributed along the surface of the object 
in varying magnitude and direction.  
The drag force for a cylindrical device is made up of two components; the 
pressure drag arising from the pressure distribution on the surface of the 
device due to flow separation, and the friction drag contributed from the 
friction generated due to fluid flow. Although boundary layer theory can 
gives a qualitative illumination of viscous fluid flow, it however cannot 
produce satisfactory quantitative result for real flow over tidal current 
energy structures  due to occurrence of flow separation or turbulent eddies 
or vortices. Therefore CFD and physical experiment are the keys for 
investigating such flows.  
6.1.2  Classifications of flow regimes around a cylindrical 
structure. 
The flow around a cylindrical structure illustrated in Figure 6.2 shows the 
complex flow regime relating to the formation of a boundary layer, flow 
separation and the formation of a wake boundary which may involve vortex 















Figure 6.2: Illustration of terms association with the complex flow 
around a cylinder. 




The flow around a cylinder is therefore characterized by its Reynolds 
number and the drag coefficient. Table 6.1 is a description of the flow 
behaviour around a smooth cylinder in a steady flow as the Reynolds 
number increases as accounted in (63).  













Less then 5 Laminar  Symmetric flow around the 




5 < Re < 
40 
Laminar Laminar boundary layer 
separation first occurs and 
a fixed pair of symmetric 
vortices formed in the 
wake. 
  
40 < Re < 
200 
 Laminar 2 – Dimensional vortex 
shedding with wake filled 
with vortices. Laminar 
vortex street. 
  
200 < Re 
< 300 
Laminar Transition to turbulence in 




300 < Re 
< 3 x 105 
Laminar A completely turbulent 
wake and a laminar 





3 x 105 < 
Re < 3.5 x 
105 
Laminar at one side  
Turbulent boundary 
(B.L) layer at only 
at separation point.  
Boundary layer separation 
is laminar on one side and 






3.5 x 105 < 




turbulence in the 
B.L. The B.L on one 
side is fully 
turbulent at 1.5 x 
106 
Turbulent boundary layer 





1.5 x 106 < 
Re < 4 x 
106 
The boundary layer 
is completely 
turbulent at one 
side 
 
At 1.5 x 106, the boundary 
layer is completely 
turbulent at one side and 
partly turbulent and 








Boundary layer completely 








The terms used to describe the flow and associated Reynolds number in 
which they occur are not in strict agreement with the work of others. An 
account given in (105), suggests that laminar boundary separation with the 
formation of a fixed pair of vortices in the wake, occur between 2 < Re < 30 
and that the approximate critical Reynolds number for boundary layer 
transition from laminar to turbulent before separation is 2 x 105 depending 
on the free stream turbulent intensity. The flow regimes described in Table 
6.1 based on the account given by Summer (63) suggests that, flow 
separation first occur at a Reynolds number of 5 with formation of a fixed 
pair of vortices between 5 < Re < 40 and that, the boundary layer 
developed around the cylinder remains laminar up to the sub-critical flow 
regime which covers a wide range: 300<Re < 3 x 105.  
Scale models normally used to represent large scale prototype would likely 
fall within the subcritical flow regime while scale of engineering interest 
usually would fall into the transcritical flow category. Figure 6.3 illustrates 
Reynolds number – drag coefficient relationship (96) of flow over cylinders. 
It shows that the drag coefficient generally decreases as the scale increases 
(Reynolds number).  
 
Figure 6.3 : Illustration of the Reynolds number-drag coefficient 
relationship (96). 




6.1.3 Experimental studies on drag coefficient of a cylinder 
Schewe (65) carried out force measurements on a cylinder, in a pressurized 
wind tunnel on Reynolds number range
74 101032  x 7.1 Re x .  . This value 
encompasses the sub-critical to trans-critical Reynolds number. Trans-
critical flows are of practical engineering interest as already mentioned. The 
results presented in Table 6.2 show two discontinuities drop of drag 
coefficient, CD in the lower transitional range from the 1.2 value for the sub-
critical flow regime.    
Table 6.2:Drag coefficients, CD results of Schewe and Roshko from wind 




Further down to the super-critical flow regime, which begins at a Reynolds 
number of 3.5 x 105, the value of CD remains fairly constant at 0.22 up to a 
Reynolds number of approximately 106. In the upper transition range which  
has Reynolds number of approximately 106 to 5 x 106 inclusive, the CD 
increases up to a value of about 0.52 and remains nearly constant in the 
trans-critical range with Reynolds number greater than  approximately 5 x 
106. Roshko‟s (99) experimental result also presented in Table 6.2 was 
based on Reynolds number range of 106 to 107. The CD value increased from 
a low value of 0.3 to 0.7 in the upper transition flow regime. Roshko‟s (99) 
noted that the Reynolds number value of 3.5 x 106 marks the end of the 
upper transition range. Roshko‟s higher CD value of 0.7 in the trans-critical 
range was attributed to possible surface roughness effect. The drop and rise 
of CD values is caused by transition to turbulence in the boundary layer with 
increase in Reynolds number resulting to the drag crises phenomenon. The 
reported experimental data in Table 6.2 has been used to compare with the 









Schewe 1.2 - 0.22 - 0.52 
Roshko - - - - 0.7 




recommended practice in the DNV code (106) for CFD analysis of wind 
turbines.  
6.2 Methodology 
The finite volume technique was used to discretisize the filtered continuity 
and momemtum equations (presented in section 2.3) governing the flow 
using the LES commercial code provided by ANSYS.  LES explicitly resolves 
the large scale motions while the small scale motions were modelled using 
the Smagorinsky‟s-Lily dynamic stress model. The filtered equations were 
solved for an open channel flow domain with dimensions 10m x 5m x 2m 
with a monopile of diameter 0.4m and length 3m fixed to the channel bed 
as shown in Figure 6.4.  
 
Figure 6.4: Simulation domain with a fixed monopile structure
 
6.2.1 Boundary specifications 
The following boundary conditions were applied; 
Wall boundaries: No slip boundary was applied at the side walls, the 











Inlet boundary: The inlet velocity was varied according to three simulation 
cases namely;  
1. the uniform inflow profile,  
2. the 1/7th power law inlet profile 
3. Experimental velocity inlet profile sampled with ADCP at the Forth 
estuary specified in two horizontal directions. 
The uniform and the 1/7th power law simulation results were used to 
benchmark the simulation results from experimental velocity profile case. 
The 309th experimental velocity profile (presented in chapter 4), was 
arbitrarily chosen for the simulation. The mean and the average velocity 
based on the 309th turbulent velocity profile were determined and used to 
obtain values for the uniform flow and a 1/7th power law profile using 
equation 4.9 for the later. The data for the theoretical profiles were based 
on a 50 data point assuming 50 experimental depth cell in the channel, 
while the raw experimental data was specified as 44 data points to remove 
the effect of the velocity inflection observed towards the water surface. The 
spectral synthesizer algorithm for velocity fluctuation was specified at the 
inlet for all simulation cases with a turbulence level of 10% and a length 
scale of 0.4m based on the monopile diameter.  A zero shear and a zero 
gauge pressure outlet were specified at the water surface and outflow 
respectively. The average time step for the simulation was 0.03s.   
6.2.2 Meshing strategy: 
The simulations were carried out on a three dimensional mesh shown in 
Figure 6.5 with the side walls, surface, inlet and outlet removed. The mesh 
consists of 183063 nodes. A meshing scheme with quad elements was used 
for the side walls, the inlet and the outlet faces of the domain.  The 
monopile mesh consists of the tri element with a pave mapping. A tri 
element is good for cylindrical surfaces. The bottom area around the fixed 
monopile consists of an attached boundary layer having with a first row of 





Figure 6.5: A wire mesh display of the monopile structure 
0.01 and a growth rate of 1.2 over 4 rows. The presence of the boundary 
layer at the base of the monopile resulted to meshing the seabed with quad 
element with a pave type setting. The fluid domain was meshed with the 
Hex/Wedge, cooper meshing scheme in Gambit using the top of the domain 
as source.  
6.3 Simulation Result and Discussion.  
Following from the simulation procedures, the following result and 
discussion is based on results extracted from the LES result database.  
Firstly, a discussion on the evolution of the flow field resulting from the 
uniform flow and the 1/7th power law flows were compared with the 
experimental velocity profile simulation case.  The theoretical velocity 
profiles were used as comparison components to benchmark the 
experimental result because of their popular use in CFD analysis of tidal 
current energy devices.  
The development of the flow field for each simulation case was scrutinized 
at different instantaneous times.  The modifications of water particle path 
occurring in the flow field surrounding the monopile structure plots were 
examined using streamtraces plots. Velocity magnitude vector plots are 
used to probe and observe for evidences and extent of fluid rotation 
associated with turbulence. Furthermore, vorticity magnitude contour plots 




were used to visualise the evolution of large vortex structures in the flow 
fields resulting from each simulation case.  
The drag coefficient is a critical parameter for design purposes and is 
investigated. The drag history was monitored for each simulation case to 
observe the variation of the drag coefficient with time. The mean values of 
the simulated monopile drag coefficient resulting from each simulation case 
were compared with each other and also with the experimental results from 
Schewe (65) and Roshko (99) presented in Table 6.2. Comparing drag 
coefficient results from the experimental velocity simulation case with drag 
coefficient from the theoretical velocity profile simulation case, ascertain the 
implication of using the theoretical velocity profiles for numerical simulation 
of tidal current energy devices for practical applications.  
6.3.1 Evolution of the flow field with a uniform flow Inlet.  
A streamtrace plot for the uniform flow simulation case at time = 2s is 
shown in Figures 6.6. The flow lines are nearly uniformly organised, one  
 
Figure 6.6: streamtraces for uniform flow condition at t = 2s 




directional and appear undisturbed upstream and downstream of the 
monopile except very close to the pile where the flow lines separates 
laminarly and re-joins downstream. The ability of the flow to re-join 
smoothly after separation at t = 2s is because of the early stage of the 
simulation. As the simulation time increases, the flow should develop with 
noticeable changes.   
The vorticity contour plot corresponding to the streamtrace plot at t =2s is 
shown in Figure 6.7. Perceptibly, there are no turbulent flow structures or 
vortices upstream and downstream of the monopile in the flooded plot.  The 
greatest vorticity is concentrated near the monopile wall due to flow 
separation associated with turbulence generated by the presence of the pile. 
The maximum attained vorticity magnitude near the monopile wall was 16s-
1. Vorticity relates to the amount of circulation around the vortex core or the 
vortex line and begins from a boundary. Vorticity is transmitted around in 
the presence of a viscous fluid. 
 
Figure 6.7: Instantaneous vorticity plot for uniform flow condition at t = 2s 
Vortex structures are associated with fluid rotation and are easily 
decipherable in a velocity vector plot as regions of rotational motion.  The 
length of a velocity vector indicates its magnitude and the orientation of the 
velocity vector indicates its direction. Figure 6.8 is an x-y vertical plane slice 




of the vector field at the middle of the channel where z = 0. The flow 
upstream of the structure show smooth organised and well patterned 
 
Figure 6.8: Velocity magnitude vector for uniform flow at t = 2s. 
vectors. Absence of fluid rotation is obvious in the ambient flow. However, 
near the top of the pile there is evidence of some rotation where vorticity 
(Figure 6.7) has the greatest magnitude. A further investigation of the 
streamtrace plot at instantaneous time t = 38s in Figure 6.9 shows evidence 
of changes in the path of the fluid particles with time.  
 
Figure 6.9: streamtraces for uniform flow condition at t = 38s 




The changes occurring upstream and downstream of the monopile are 
apparent.  What appears as a pulsating or rhythmic motion flow can be 
noticed in the upstream ambient flow field. It has the appearance of a 
smooth wave-like or undulating motion.  A pulsating flow has been 
observed as a large scale vortical motion in natural flows by Matthes (81) 
where it was described as a lower frequency flow containing fine turbulence. 
The flow downstream of the monopile display irregular flow lines resulting 
from turbulence generated by the presence of the monopile. The flow in the 
wake is complex, involving flow separation with the consequence of a high 
drag force resulting from the pressure differential created in the flow field.  
A further investigation of the flow field at t =80s as streamtraces plot in 
Figure 6.10 also reflect turbulence in the wake as tangled flow lines 
downstream of the monopile. The pulsating flow behaviour upstream of the 
monopile is also apparent like an undulating wave motion. 
 
Figure 6.10: streamtraces for uniform flow condition at t = 80s 
The turbulence generated by the presence of the monopile in terms of 
vorticity is better appreciated by observing the plot at t =80s in Figure 6.11.  





Figure 6.11: Instantaneous vorticity plot for uniform flow at t = 80s 
Comparing the plots in Figures 6.7 and 6.11 show that the region of 
significant vortex activity has widened further downstream.  Although the 
maximum vorticity value near the monopile in each plots do not significantly 
differ having a maximum vorticity magnitude value of 16s-1 at 2s and 15s-1 
at 80s of simulation time. Evidence of diminishing vorticity with distance 
from the monopile is observed in Figure 6.11 due to turbulent dissipation 
associated with a viscous fluid. A corresponding velocity magnitude 
instantaneous vector plot in Figure 6.12 below shows the associated fluid  
 
Figure 6.12: Velocity magnitude vector for uniform flow at t = 80s. 
rotation with turbulence downstream of the monopile.  The orientation of 
the vector gives a clue to the rotational tendency within the fluid.Comparing 




Figures 6.11 and 6.12 shows how of the velocity vectors and the equivalent 
vortex structures relate. It is clear that a chaotic vector field results to the 
formation of significant turbulent structures. The flow upstream flow of the 
monopile is relatively uniform.  The flow fields investigated at t= 108.6s and 
120s using the streamtraces plots in Figures 6.13 and 6.14 underpins the  
 
Figure 6.13: Instantaneous streamtraces for uniform flow at t =108.6s 
 
Figure 6.14: Instantaneous streamtraces for uniform flow at t =120.6s 
nature of the flow already just previously described. As the flow progresses, 
modification to the flow field are also observed because it is an unsteady 
process with temporal and spatial changes. The pulsation of the ambient 
mean flow upstream was still evident in both plots.  




The turbulence generated in the uniform flow simulated case is influenced 
by the fluctuating velocity algorithm integrated into the LES technique, the 
no slip conditions applied at the channel walls and the monopile structure. 
Turbulence generated at the wall is mostly dissipated near the walls. The 
best, LES could produce with a uniform velocity inlet condition is a flow field 
resembling a pulsation of the mean flow in the ambient upstream region 
which contains fine turbulence but lacks ability to reproduce significant 
ambient coherent structures resembling real flow. From the simulation 
results of the uniform flow inlet condition case, it can be stated that it is 
unsuitable for use with LES when effect of ambient turbulent structures are 
of importance. The simulation results thus demonstrate the importance of 
specifying a realistic velocity profile at the inlet boundary of a LES results if 
turbulent structures are of interest.  
6.3.2 Evolution of the flow field with a 1/7th power law 
velocity profile inlet condition.  
The 1/7th power law velocity profile is characterised by a sheared velocity 
depth profile. Shear acts on turbulent eddies and causes it to deviate from 
the assumed isotropic to anisotropic flow behaviour. Isotropic behaviour of 
a turbulent flow implies that the flow is identical in all directions in disparity 
to the behaviour of flow encountered in the natural environment.  The 1/7th 
power law velocity profile approximates more closely the shape of a velocity 
profile in a wall bounded flow such as encountered in tidal current channels.  
The ADCP data analysed and presented in chapter 4 evidently show the 
evidence of velocity shear from the shape of the plot few meters above sea 
bottom. 
Steamtraces, vorticity contours and velocity magnitude vectors plots are 
used to give a visual impression of the flow behaviour and associated flow 
structures evolving from the flow fields with the use of the 1/7th power law 
velocity profile as inlet condition.   Figure 6.15 show the streamtraces plot 
at instantaneous time t = 1.6 s.  The flow lines generally look organised 
with a definite line patterns because the simulation is still at an early stage.   





Figure 6.15: Streamtrace plot for 1/7th power law condition at t = 1.6s 
Noticeable changes in the streamtrace plots can be visualised in Figures 
6.16, 6.17, 6.18 and  6.19 extracted from the simulation result database at 
instantaneous times  t = 32s, 58s, 112s and 130s respectively. 
 
Figure 6.16: Streamtrace plot for 1/7th power law condition at t = 32s 





Figure 6.17: Streamtrace plot for 1/7th power law condition at t = 58s 
 
Figure 6.18: Streamtrace plot for 1/7th power law condition at t = 112s 




The 1/7th power law streamtraces behaves similarly to the uniform flow 
streamtraces presented in the previous sections.  The streamtraces are 
marked by a rhythmic flow pattern upstream and a more turbulent flow 
(chaotic flow lines) downstream. 
 
Figure 6.19: Streamtrace plot for 1/7th power law condition at t = 130s 
Associated with the stream trace plot at t = 130 are the vorticity contour 
plot and the velocity magnitude vector plots in Figures 6.20 and 6.21 
respectively.  
 
Figure 6.20: Vorticity contour plot of 1/7th power law condition at t = 130s 






Figure 6.21: Velocity magnitude vector plot for 1/7th power inlet condition 
at t = 130s 
The vector and vorticity plot in Figures 6.20 and 6.21 aid the visualisation of 
the vector field and the tendency of the fluid to rotate. The turbulence is 
quantified in terms of vorticity magnitude and had a maximum of 18s-1 
close to the top of the monopile. As expected, there are significant 
structures downstream of the monopile than upstream. 
The differences in shape of the uniform flow and the 1/7th power law profile 
do not have significant effect on the evolution of the flow field. The flow 
fields in both cases can generally be described as consisting of organised 
flows line upstream of the monopile and more chaotic flow behaviour 
downstream of the monopile due to turbulence generated by the monopile 
structure. This important resemblance in the flow field generated by the 
uniform flow and the 1/7th power law boundary conditions is attributed to 
the 1 dimensionality of the mean flow velocity profiles. In what follows, the 
flow field generated with the experimental velocity profile sampled by an 
ADCP is explored.  




6.3.3 Evolution of the flow field with experimental velocity 
profile inlet condition.  
The velocity profile sampled from the Firth of Forth and specified at the inlet 
of a LES has been used to carry out this investigation.  The velocity data is 
recorded in three coordinate. Plots of single realisation of turbulent velocity 
profiles from the ADCP experiment have different shapes but are similar in 
the sense that, they contain visible fluctuations that causes their shapes to 
deviate from the classical 1/7th power law velocity profile.  The fluctuations 
inherent in the experimental velocity profile are due to sea waves, seabed 
roughness, side walls bounding the estuary, variable weather conditions and 
other processes that affect real flows and its use in a LES implies that the 
effects of these processes are implicitly captured in the numerical 
simulation. The effect of the experimental velocity profile on the evolution 
of the flow field is discussed using streamtraces, velocity vector plots and 
vorticity contour plots in what follows.  Figure 6.22 is a streamtrace plot 
showing the path traced by massless particles placed at an arbitrary  
 
Figure 6.22: Streamtrace plot for experimental velocity profile inlet 
condition at t = 18.46s 




location in a vector field at instantaneous time, t = 18.46s. The flow lines 
appear as twisted and tangled with some swirl having irregular shape or 
form. It is obvious that the turbulent velocity profile have made a significant 
impact on the ambient flow.  
For clearer visualisation, not all flow lines are shown. The chaotic 
manifestation are absent in the theoretical profiles simulation cases. The 
effect of the disorganized flow field on force acting on the monopile 
structure will be elucidated from the analysis of the drag coefficient in later 
sections.  
The streamtraces downstream of the monopile, appears relatively more 
organised (Figure 6.22) than the flowlines upstream because the simulation 
is at an early stage because the effect of the inlet condition is yet to be felt 
downstream of the monopile. The next series of plots demonstrates the 
extent of fluid deformation and evolution of flow structures with simulation 
time. Corresponding to the streamtrace plot of Figure 6.22 are the vorticity 
and the velocity magnitude vector plot presented in Figures 6.23 and 6.24 
respectively.  The vorticity plot is a slice of the flow field from the channel 
centre where the z cordinate  is zero.  
 
Figure 6.23: vorticity contour plot for experimental velocity profile 
simulation case at t = 18.46s 




Clearly visible in Figure 6.23 are the upstream turbulent structures 
reflecting the tangled flows lines previously shown in Figure 6.22 in form of 
coherent upstream of the monopile. These strutures play a major role in the 
dynamics of turbulent flow. The relatively fewer structures noticeable 
downstream of the monopile reflects that the simulation is at an early stage 
and further demonstrates that, well pattern idealised flow lines are not 
associated with  turbulence structures in ambient natural flow.  
Since many of the significant structure in a turbulent flow are vortices, the 
vorticity contour plot thus provides a suitable measure of turbulence in the 
flow field. From Figure 6.23, the vorticity have a maximum magnitude of 
about 18 s-1 occuring downstream near the monopile walls close to the 
channel bed. The flow field also show regions of  high and  low vorticity. 
However, vorticity plots for the theoretical profile simulation cases in 
Figures 6.7, 6.11 and 6.20, shows nearly constant and very little vorticity 
upstream of the monopile. While the vorticity contour plot gives an 
indication of the existense of turbulent vortices, the vector plot in Figure 
6.24 indicates the presence or absence of fluid rotation or eddying. 
 
Figure 6.24: velocity magnitude vector plot for ADCP data at t = 18.46s. 
The orientation and magnitude of each vector in the plot relates to its 
direction and magnitude. Notice the apparent relatively organised vector 




field downstream of the monopile compared with the vectors upstream also 
resulting from the early simulation stage. Further investigation of the flow 
field at t = 90.46s in Figure 6.25 shows how the flowlines downstream has  
evolved with time.  
 
Figure 6.25: Streamtrace plot for the experimental velocity profile 
simulation case at t = 90.46s. 
There is evidence of a completely chaotic flow lines everywhere in the flow 
field. This behaviour is expected of a turbulent flow in natural environment. 
With this simulation result, it appears that the turbulence will continue to be 
sustained in the ambient flow. The flow structure downstream is also 
modified by the presence of the monopile in addition to the effect of the 
inlet flow velocity. If this is the case, then it is anticipated that there will be 
a change in the pressure and velocity distribution downstream of the 
monopile which will produce a drag force equivalent to the effect of the inlet 
velocity profile.   
The flow structures upstream and downstream of the monopile are visibly 
more chaotic than those observed with the uniform flow and the 1/7th power 




law simulation cases. The behaviour of the velocity vector field at t =90.46s 
can be appreciated by observing Figure 6.26. Of particular interest in this 
plot, is presence of sustained rotation of fluid parcels. The location, size and 
eddies orientation changes from time to time. This replicates the 
phenomenon of vortex dynamics in a turbulent flow.  
 
Figure 6.26: velocity magnitude vector plot for experimental velocity 
profile simulation case at t = 90.46s. 
A close examination of the vortices or eddies at t = 18.46s in Figure 6.24 
and those in Figure 6.26 at t = 90.46s show that eddies occupy different 
regions of the flow domain at different times. Their random behaviour 
makes it difficult to follow the path they trace so that it is more easily 
studied and investigated by flow visualisation techniques developed in CFD 
and in physical experiment.  
The vorticity field plot in Figure 6.27 below associated with the vector plot 
Figure 6.26 above show that regions of highest vorticity is closest to the 
monopile wall however, vortex structures are distributed over the entire 
flow field. Regions of lower vorticity are sandwiched between regions of 
higher vorticity. The regions of low vorticity could be explained to 




correspond to regions of turbulent mixing due to intense strain by definition 
of the mechanism of turbulence.  
 
Figure 6.27: vorticity contour plot for experimental velocity profile 
simulation case at t = 90.46s. 
It is also observed that the vorticity magnitude is not constant but 
fluctuates with time. The fluctuation of the vorticity field can be 
comprehended by observing the maximum vorticity values at different 
instantaneous times shown in Table 6.3 below.  
Table 6.3: Fluctuating vorticity magnitude table 
Instantaneous time (s) Maximum Vorticity 










The fluctuation of vorticity magnitude is an integral part of turbulence that 
is expected and it is of significance in the design of marine structures.  
 
Figure 6.28: vorticity contour plot for experimental velocity profile 
simulation case at t = 154.5s 
Vorticity fluctuation is reflected in the changes in the flow topological 
features from time to time. A bounded plot is chosen to visualise the 
vorticity contour plots to make the flow structure outline clearer. A 
continuous plot would show the links between the structures thereby 
reducing the contrast.  
 
Figure 6.29: vorticity contour plot for ADCP data case at t = 239.4s 





Figure 6.30: vorticity contour plot for experimental velocity profile 
simulation case at t = 305.3s 
It is not surprising that the maximum vorticity value is found closest to 
monopile wall because turbulence is produced at the immediate vicinity of 
an impermeable wall. The turbulence generated by the presence wall in 
terms of vorticity is redistributed, diffused or destroyed. For example in 
Figure 6.30, the maximum vorticity magnitude value of 17.9s-1 near the 
monopile wall is visibly reduced further downstream as you move away 
from the monopile wall. The intensity or the strength of the vorticity in the 
wake of a tidal current turbine is an essential parameter when considering 
the design of turbine in an array for large scale energy extraction. Past 
experimental studies on vortex measurement in the wake of a cylinder 
using hot wire anemometers by Bloor (107) suggest that vorticity produced 
at separation point can drop to about 70% in about 4D downstream of the 
cylinder.  
A very interesting point to note in this present study is that vorticity 
magnitude upstream and downstream region of the monopile are 
comparable as observed from the contour plots.  A careful observation of 
Figures 6.27 - 6.30 gives a visual impression of vorticity strength upstream 
and downstream of the monopile. The implication of this observation hangs 




on the ability of the flow to revert to the ambient conditions in the some 
distance downstream of the monopile. 
6.3.4 Hydrodynamic loading on a monopile support structure 
A discussion on the ambient flow structures generated in all three 
simulation cases in the previous section of this chapter was necessary to 
understand the behaviour of the ambient flow field in the presence of a 
monopile. In this section, the effect of the vortex field generated on the 
monopile drag coefficient is investigated. The results are compared with 
those simulated with the uniform flow and the 1/7th power law velocity 
profiles and also with experimental studies results presented in Table 6.2. 
Recall that there were little or no vortex structures visualised in the ambient 
flow upstream of the monopile with the uniform and the 1/7th power law 
velocity profiles simulation cases but high vorticity was found near the 
monopile wall.  
Forces of certain magnitude are produced when fluid interact with structures 
obstructing its flow paths. Typically, the forces are in terms of drag force 
and lift forces. The drag is the component of the hydrodynamic force that 
coincides with the direction of the flow against the monopile. The drag force 
is a function of drag coefficient. The lift force acts perpendicular to the drag 
force. The drag coefficients associated with each force component are used 
to quantify the forces. The force coefficient of a structure is expressed as a 
ratio of the force to its surface area, the square of fluid velocity in which it 
is submerged and the fluid density.  
The fluctuations of forces are key considerations in the design of offshore 
energy structures for survivability and fatigue analysis. Drag coefficient 
values vary according to the surface area involved. However, in this present 
study, the surface area of the monopile has been kept constant for each 
simulation case in order to focus the analysis on the effect of upstream 
ambient turbulent flow on the monopile drag coefficient.    




Theoretical drag coefficient for rounded structures like a cylinder in a steady 
has been extensively studied in wind tunnel experiment and is generally 
accepted to be around 1.2 in the subcritical flow regime. The Reynolds 
number for the present study has a value of 1.5 x 105 which falls within the 
subcritical flow regime. The Reynolds number was calculated based on the 
monopile diameter and the mean velocity of the flow of tidal current at the 
Firth of Forth.   
Several other investigations have been carried out in wind tunnel testing of 
flow around cylindrical surfaces by different authors within the subcritical 
flow found in (64) and (63), they report values of drag coefficient scattered 
around 1.2. A review paper on fluctuating load on circular cylinders by Farell 
(98) reveals that the values of drag coefficient is subject to variation 
because of differences in experimental condition for example, ambient 
turbulence, near wall effect, cylinder surface roughness effect, etc.  
In practical offshore applications, a drag coefficient between 1.1 – 1.3 is 
usually applied for most bluff body structures exposed to wind in an open 
space although higher values can be used for structures whose length to 
diameter ratio is more than 5 to incorporate a safety factor and lower 
values of around 0.7 have also been used for cylinders greater than 0.3 m 
or for short structures according to Minoo (104). 
In this present numerical study, drag coefficient history for the uniform 
flow, the 1/7th power law and experimental velocity profile has been 
monitored and presented in Figures 6.31, 6.32 and 6.33 respectively.  
Instantaneous drag coefficient for the uniform flow simulation case 
fluctuates between a minimum value of 1.1 and a maximum value of 1.8 
with an average value of approximately 1.5.  
 





Figure 6.31: drag history for the uniform flow simulation case. 
Similarly, drag coefficient values for the 1/7th power law simulating case in 
Figure 6.32 below, fluctuates between a minimum of 1.0 and a maximum of 
1.6 with a mean value of 1.3. 
 
Figure 6.32: drag history for the 1/7th power law simulation case. 
The resulting drag coefficient for the uniform flow simulation case is 
comparable to the 1/7th power law simulation case result. The closeness in 
the drag coefficient values is attributed to the similarity in behaviour of the 
upstream incident flow on the monopile structure. Both plots generally have 
irregular waveforms of time dependent drag coefficient with some 
fluctuations on the wavy shape.  




It has been observed from analysis results based on simulating an empty 
channel flow in chapter 5 that, flow fields generated by specifying the 
uniform flow and the 1/7th power law as boundary conditions have 
insignificant ambient turbulent structures compared with those generated 
by specifying experimental velocity profile. It is therefore not surprising that 
the values of the drag coefficient were relatively the same. Both flow 
patterns are predominantly one directional and appear nearly organised 
upstream on the monopile.  
The drag coefficient history based on the experimental velocity profile is 
presented in the Figure 6.33 below; 
 
Figure 6.33: drag coefficient history for the experimental velocity data 
simulation case. 
The drag coefficient fluctuations experienced by the monopile are clearly 
distinct from those experienced when theoretical velocity profiles were 
specified as inlet velocity profiles. Significantly lower instantaneous values 
of drag coefficient ranging from less than -0.2 to about 0.6 with a mean of 
approximate 0.2 was observed. The appearance of the negative signs on 
the drag coefficient values gives evidence of reverse flow processes due to 
turbulence. The reason for the lower drag coefficient values can be 
explained theoretically from the way drag force is usually calculated: The 
drag force component lies parallel and in the same direction as the 




streamwise flow. On the occasion of flow reversal, the force vectors in 
opposing direction will act to detract from the positive drag force vectors 
acting in the streamwise direction with a consequence of drag reduction. 
For flow systems simulated with theoretical velocity profiles which cannot 
produce evidence of ambient turbulence upstream of the structures, it be 
can be argued that force predictions using such profiles will lead to over 
prediction of hydrodynamic forces. The mean values of the simulated and 
experimental drag coefficient are presented in Table 6.4 below; 

















1.3 - - - - 
Experimental 
ADCP data. 
0.2 - - - - 
The mean drag coefficients evaluated from the theoretical velocity profiles 
simulation cases were quantitatively comparable to the experimental 
measurement results of Schewe (65) for steady flow in the Subcritical flow 
regime.  
The mean drag coefficient evaluated from the experimental velocity profile 
simulation case was significantly lower when compared with theoretical 
profile simulation case results. The generally low value of drag coefficient is 
attributed to the simulated ambient turbulence in the flow field using the 
experimental velocity profile. The reduction in drag coefficient agrees with 
Reynolds number-drag coefficient relationship of flow over cylinders. The 
more turbulent a flow becomes in terms of its Reynolds number, the smaller 
the drag coefficient.  




6.4 Chapter summary and conclusion    
The effect of ambient turbulence resembling those in real tidal current 
channel on a monopile support structure fixed to the channel bed has been 
investigated. Based on the simulation results, the following conclusions 
were made; 
 Ambient turbulence lead to a reduction of monopile drag coefficient 
compared to simulation done by specifying theoretical velocity 
profiles. 
 The reduction of drag coefficient can be theoretically explained as due 
to the reverse flow associated with turbulent flow and the way drag 
forces are usually calculated. Force vectors opposing the conventional 
drag force direction (streamwise direction) will act to detract from the 
positive values of drag coefficient due to reverse signs.  
 The use of uniform flow and the classical 1/7th power law velocity 
profile to predict hydrodynamic forces will lead to over estimation for 











7 Overall Summary, Conclusion and Further Work.  
7.1 Summary and Conclusion 
Climate change and sustainable energy concerns has led to interest in 
developing tidal current energy technology. Based on this motivation, 
numerous energy devices has been undergoing laboratory testing, sea trails 
and numerical simulations but turbulence within tidal currents present a 
challenge to small scale model testing. It is important to account for 
turbulence before scale model results can be extrapolated and applied to 
prototypes. Based on this, dimensional and turbulence scale effect in tidal 
current energy device testing have been investigated using CFD. The 
dimensional scale effect is concerned with geometric size of a physical 
device. Turbulence scale effect involves the dynamic behaviour of the large 
scale turbulent eddies in tidal currents and its effect on dynamic loading of a 
device. 
Dimensional scale effect 
Dimensional scale effects have been investigated on four Froude scale 
virtual physical models using the RANS methodology. A key conclusion from 
the investigating dimensional scale effect is that, in numerical testing of 
tidal current energy devices, the smaller the geometric scale of a device, 
the better the simulation results agrees with experimental results. The 
disparity between experimental force coefficient and simulated force 
coefficients increases as the scale increases. Empirical equations that 
estimate the drag coefficient scale effects  and the drag force scale 
effect  within the subcritical flow regime have been derived. The 




equations are expressed in terms of a dimensionless length scale  and 






The dimensionless length and velocity scale are normalised by a virtual 
prototype length and velocity scale respectively.   
The discrepancies between the numerical and the experimental results 
suggest that the sensitivity of the k-epsilon turbulence model to boundary 
layer separation and wake behaviour needs further investigation. 
Turbulence scale effect 
Turbulence in tidal current occupies a wide range of length and time scales 
ranging from the largest scale of turbulence to the kolmogorov dissipative 
scale of turbulence. Turbulence is described as random as well as containing 
coherent structures. Turbulence scale effect investigation is focused on the 
large scale structures which occupy the energy containing scale of 
turbulence kinetic energy spectrum. It is anticipated that the large scale 




structures in turbulent flow will have structural implications when they 
interact with a submerged energy structure.    
Preceding the investigation of turbulence scale effect, it was necessary to 
deploy an ADCP experiment in a real tidal current site to acquire turbulent 
velocity profiles with the aim to integrate the data in a small scale 
numerical model. The intuition behind the simulation of large scale turbulent 
structures site data is based on the fact that a depth-velocity profile 
sampled within a small time resolution contains turbulence fluctuation due 
to the effect of wind, waves, sea bottom roughness, biologically, physical 
and other natural processes occurring within tidal currents and that, the 
effect of these natural and physical processes are implicitly accounted for in 
a the numerical simulation results at least qualitatively.  
The ADCP instrument was successfully deployed at the Firth of Forth to 
acquire real current data for 23 days period and was successfully retrieved 
afterwards.  Essential analysis of the ADCP data has been carried out and 
the resulting velocity profiles have been compared with theoretical velocity 
profiles.  
Significant ambient turbulent structures resembling those in natural 
environment have been successfully simulated in an empty open channel. 
The effects of large scale structures on a generic tidal turbine support 
structure have also been investigated using LES.  Results were compared 
with qualitative description of turbulent flow structures in a natural 
environment observed by Matthes (81). Simulation results were also 
benchmarked with those simulated with theoretical velocity profiles due to 
their popular use in simulating performance and hydrodynamic loading on 
tidal current energy structures.  
Based on the investigations, it has been demonstrated that;  
1. The use of ADCP data as input to a CFD numerical model aided the 
generation of significant ambient turbulent structures comparable to 
those in real flows.  




2. A turbulent velocity sampled with a small time resolution contains 
turbulent fluctuations due to waves, currents, shape of the coastline, 
seabed roughness, and other physical and natural processes while these 
turbulent fluctuations have been averaged out in the uniform and the 
1/7th power law velocity profiles.  
3. Theoretical velocity profiles are specified as flow in one direction and as 
such, not suitable to investigate the effect of turbulent structures during 
device modelling. Turbulence is three dimensional but could be 
satisfactorily approximated as two dimensional. 
4. Results from investigating seabed drag coefficient shows that, ambient 
turbulent structures results to significant reduction in seabed drag 
coefficient when simulation results were compared with those based on 
theoretical velocity profiles as boundary conditions. The simulated 
seabed drag coefficient using the experimental velocity profile is 
comparable to measured seabed drag coefficient at various tidal current 
locations. This implies that the use of theoretical profiles to estimate 
amount of energy available for extraction in a tidal current will lead to an 
under estimation of available resources because some of the energy 
available in tidal currents is required to overcome seabed friction.   
5. Results from investigating the hydrodynamic force on a monopile 
support structures also show that ambient turbulent structures causes a 
significant reduction in the monopile drag coefficient. Consequently, it 
can be stated that the quantification of hydrodynamic forces based on 
theoretical velocity profile would result to overestimation of forces acting 
on structures in real flow conditions.  
6. Ambient turbulent structures cause fluctuations in critical parameter 
which has implications for the strength of materials in design of 
structures for engineering practical applications.  




7.2 Application and recommendation for further work. 
The amount of energy extracted for electricity production is a key interest in 
tidal current energy tidal technology. The energy extracted is a function of 
the cube of the velocity. The rotational effect of a turbine also implies that 
local turbulence will be generated. Results of testing a turbine are usually 
outputs as power and torque. These two parameters vary as a function of 
fluid velocity. It is therefore anticipated that a fluctuating velocity profile will 
have a significant effect on energy extraction and device performance. 
As part of further work, it is recommended that the methodology be applied 
to investigate the effect of ambient turbulent structures on hydrodynamic 
loading and device performance of a turbine undergoing sea trials.     
Due the significant vortices generated with the site data, this study further 
demonstrate the possibility of representing large scale prototype in a small 
scale numerical simulation domain.   
The methodology is also suitable for investigating effect of turbulent flow on 
any structure submerged in the sea and is therefore applicable to oil and 
gas subsea applications.  
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