






















Distributed Optimization Using the Primal-Dual
Method of Multipliers
Guoqiang Zhang and Richard Heusdens
Abstract—In this paper, we propose the primal-dual method
of multipliers (PDMM) for distributed optimization over a
graph. In particular, we optimize a sum of convex functions
defined over a graph, where every edge in the graph carries
a linear equality constraint. In designing the new algorithm, an
augmented primal-dual Lagrangian function is constructedwhich
smoothly captures the graph topology. It is shown that a saddle
point of the constructed function provides an optimal solution of
the original problem. Further under both the synchronous and
asynchronous updating schemes, PDMM has the convergence
rate of O(1/K) (where K denotes the iteration index) for
general closed, proper and convex functions. Other properties of
PDMM such as convergence speeds versus different parameter-
settings and resilience to transmission failure are also investigated
through the experiments of distributed averaging.
Index Terms—Distributed optimization, ADMM, PDMM, sub-
linear convergence.
I. I NTRODUCTION
In recent years, distributed optimization has drawn increas-
ing attention due to the demand for big-data processing and
easy access to ubiquitous computing units (e.g., a computer,
a mobile phone or a sensor equipped with a CPU). The
basic idea is to have a set of computing units collaborate
with each other in a distributed way to complete a complex
task. Popular applications include telecommunication [3], [4],
wireless sensor networks [5], cloud computing and machine
learning [6]. The research challenge is on the design of
efficient and robust distributed optimization algorithms for
those applications.
To the best of our knowledge, almost all the optimization
problems in those applications can be formulated as optimiza-









where {fi|i ∈ V} and {fij|(i, j) ∈ E} are referred to
as node and edge-functions, respectively. For instance, for
the application of distributed quadratic optimization, all the
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Fig. 1. Demonstration of Problem (1) for edge-functions being linear
constraints. Every edge in the graph carries an equality constrai t.
node and edge-functions are in the form of scalar quadratic
functions (see [7], [8], [9]).
In the literature, a large number of applications (see [10])
require that every edge functionfij(xi,xj), (i, j) ∈ E , is
essentially a linear equality constraint in terms ofxi andxj .
Mathematically, we useAijxi + Ajixj = cij to formulate
the equality constraint for each(i, j) ∈ E , as demonstrated in









where I(·) denotes the indicator or characteristic function
defined asIC(x) = 0 if x ∈ C and IC(x) = ∞ if x /∈ C.
In this paper, we focus on convex optimization of form (2),
where every node-functionfi is closed, proper and convex.
The majority of recent research have been focusing on a
specialized form of the convex problem (2), where every edge-
functionfij reduces toIxi=xj (xi,xj). The above problem is
commonly known as theconsensus problemin the literature.
Classic methods include the dual-averaging algorithm [11], the
subgradient algorithm [12], the diffusion adaptation algorithm
[13]. For the special case that{fi|i ∈ V} are scalar quadratic
functions (referred to as thedistributed averagingproblem),
the most popular methods are the randomized gossip algorithm
[5] and the broadcast algorithm [14]. See [15] for an overview
of the literature for solving the distributed averaging problem.
The alternating-direction method of multipliers (ADMM)
can be applied to solve the general convex optimization (2).
The key step is to decompose each equality constraintAijxi+
Ajixj = cij into two constraints such asAijxi + zij = cij
andzij = Ajixj with the help of the auxiliary variablezij .
As a result, (2) can be reformulated as
min
x,z
f(x) + g(z) subject to Ax+Bz = c, (3)
where f(x) =
∑
i∈V fi(xi), g(z) = 0 and z is a vector
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obtained by stacking upzij one after another. See [16]
for using ADMM to solve the consensus problem of (2)
(with edge-functionIxi=xj (xi,xj)). The graphic structure
is implicitly embedded in the two matrices(A,B) and the
vectorc. The reformulation essentially converts the problem
on a general graph with many nodes (2) to a graph with only
two nodes (3), allowing the application of ADMM. Based
on (3), ADMM then constructs and optimizes an augmented
Lagrangian function iteratively with respect to(x, z) and a set
of Lagrangian multipliers. We refer to the above procedure as
synchronous ADMM as it updates all the variables at each
iteration. Recently, the work of [17] proposed asynchronous
ADMM, which optimizes the same function over a subset of
the variables at each iteration.
We note that besides solving (2), ADMM has found many
successful applications in the fields of signal processing and
machine learning (see [10] for an overview). For instance,
in [18] and [19], variants of ADMM have been proposed to
solve a (possibly nonconvex) optimization problem defined
over a graph with a star topology, which is motivated from
big data applications. The work of [20] considers solving the
consensus problem of (2) (with edge-functionIxi=xj (xi,xj))
over a general graph, where each node functionfi is further
expressed as a sum of two component functions. The authors
of [20] propose a new algorithm which includes ADMM as a
special case when one component function is zero. In general,
ADMM and its variants are quite simple and often provide
satisfactory results after a reasonable number of iterations,
making it a popular algorithm in recent years.
In this paper, we tackle the convex problem (2) directly
instead of relying on the reformulation (3). Specifically, we
construct an augmented primal-dual Lagrangian function for
(2) without introducing the auxiliary variablez as is re-
quired by ADMM. We show that solving (2) is equivalent
to searching for a saddle point of the augmented primal-
dual Lagrangian. We then propose the primal-dual method of
multipliers (PDMM) to iteratively approach one saddle point
of the constructed function. It is shown that for both the
synchronous and asynchronous updating schemes, the PDMM
converges with the rate ofO(1/K) for general closed, proper
and convex functions.
Further we evaluate PDMM through the experiments of
distributed averaging. Firstly, it is found that the parameters
of PDMM should be selected by a rule (see VI-C1) for fast
convergence. Secondly, when there are transmission failures
in the graph, transmission losses only slow down the con-
vergence speed of PDMM. Finally, experimental comparison
suggests that PDMM outperforms ADMM and the two gossip
algorithms in [5] and [14].
This work is mainly devoted to the theoretical analysis of
PDMM. In the literature, PDMM has already been successfully
applied for solving a few other problems. The work of [21] in-
vestigates the efficiency of ADMM and PDMM for distributed
dictionary learning. In [22], we have used both ADMM and
PDMM for training a support vector machine (SVM). In
the above examples it is found that PDMM outperforms
ADMM in terms of convergence rate. In [23], the authors
describes an application of the linearly constrained minimum
variance (LCMV) beamformer for use in acoustic wireless sen-
sor networks. The proposed algorithm computes the optimal
beamformer output at each node in the network without the
need for sharing raw data within the network. PDMM has been
successfully applied to perform distributed beamforming.This
suggests that PDMM is not only theoretically interesting but
also might be powerful in real applications.
II. PROBLEM SETTING
In this section, we first introduce basic notations needed in
the rest of the paper. We then make a proper assumption about
the existence of optimal solutions of the problem. Finally,we
derive the dual problem to (2) and its Lagrangian function,
which will be used for constructing the augmented primal-
dual Lagrangian function in Section III.
A. Notations and functional properties
We first introduce notations for a graphic model. We denote
a graph asG = (V , E), whereV = {1, . . . ,m} represents the
set of nodes andE = {(i, j)|i, j ∈ V} represents the set of
edges in the graph, respectively. We use~E to denote the set
of all directed edges. Therefore,|~E| = 2|E|. The directed edge
[i, j] starts from nodei and ends with nodej. We useNi to
denote the set of all neighboring nodes of nodei, i.e.,Ni =
{j|(i, j) ∈ E}. Given a graphG = (V , E), only neighboring
nodes are allowed to communicate with each other directly.
Next we introduce notations for mathematical description
in the remainder of the paper. We use bold small letters to
denote vectors and bold capital letters to denote matrices.The
notationM  0 (or M ≻ 0) represents a symmetric positive
semi-definite matrix (or a symmetric positive definite matrix).
The superscript(·)T represents the transpose operator. Given
a vectory, we use‖y‖ to denote itsl2 norm.
Finally, we introduce the conjugate function. Supposeh :
R
n → R ∪ {+∞} is a closed, proper and convex function.





δTy − h(y), (4)
where the conjugate functionh∗ is again a closed, proper and
convex function. Lety′ be the optimal solution for a particular
δ′ in (4). We then have
δ′ ∈ ∂yh(y
′), (5)
where∂yh(y′) represents the set of all subgradients ofh(·)
at y′ (see [24, Definition 2.1.23]). As a consequence, since
h∗∗ = h, we have
h(y′) =y′Tδ′ − h∗(δ′) = max
δ
y′Tδ − h∗(δ), (6)
and we conclude thaty′ ∈ ∂δh∗(δ
′) as well.
B. Problem assumption
With the notationG = (V , E) for a graph, we first refor-





fi(xi) s. t.Aijxi+Ajixj = cij ∀(i, j)∈E , (7)
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where each functionfi : Rni → R ∪ {+∞} is assumed to
be closed, proper and convex, andx = [xT1 ,x
T




For every edge(i, j) ∈ E , we let (cij ,Aij ,Aji) ∈
(Rnij ,Rnij×ni ,Rnij×nj ). The vectorx is thus of dimension
nx =
∑
i∈V ni. In general,Aij andAji are two different ma-
trices. The matrixAij operates onxi in the linear constraint
of edge(i, j) ∈ E . The notation s. t. in (7) stands for “subject
to”. We take the reformulation (7) as theprimal problem in
terms ofx.








whereδij is the Lagrangian multiplier (or the dual variable)
for the corresponding edge constraint in (7), and the vectorδ
is obtained by stacking all the dual variablesδij , (i, j) ∈ E ,
on top of one another. Therefore,δ is of dimensionnδ =
∑
(i,j)∈E nij . The Lagrangian function is convex inx for fixed
δ, and concave inδ for fixed x. Throughout the rest of the
paper, we will make the following (common) assumption:
Assumption 1. There exists a saddle point(x⋆, δ⋆) to the
Lagrangian functionLp(x, δ) such that for allx ∈ Rnx and
δ ∈ Rnδ we have
Lp(x
⋆, δ) ≤ Lp(x
⋆, δ⋆) ≤ Lp(x, δ
⋆).
Or equivalently, the following optimality (KKT) conditions












i = cij ∀(i, j) ∈ E . (10)
C. Dual problem and its Lagrangian function
We first derive the dual problem to (7). OptimizingLp(x, δ)




































wheref∗i (·) is the conjugate function ofi(·) as defined in













Under Assumption 1, the dual problem (11) is equivalent to
the primal problem (7). That is suppose(x⋆, δ⋆) is a saddle
point of Lp. Thenx⋆ solves the primal problem (7) andδ
⋆
solves the dual problem (11).
At this point, we need to introduce auxiliary variables to
decouple the node dependencies in (11). Indeed, everyδij ,
associated to edge(i, j), is used by two conjugate functionsf∗i
andf∗j . As a consequence, all conjugate functions in (11) are
dependent on each other. To decouple the conjugate functions,
we introduce for each edge(i, j) ∈ E two auxiliary node
variablesλi|j ∈ Rnij andλj|i ∈ Rnij , one for each nodei
and j, respectively. The node variableλi|j is owned by and
updated at nodei and is related to neighboring nodej. Hence,
at every nodei we introduce|Ni| new node variables. With












s. t. λi|j = λj|i = δij ∀(i, j) ∈ E , (13)
whereλi is obtained by vertically concatenating allλi|j , j ∈
Ni, andA
T
i is obtained by horizontally concatenating allA
T
ij ,
j ∈ Ni. To clarify, the productA
T





Consequently, we letλ = [λT1 ,λ
T
2 , . . . ,λ
T
m]
T . In the above re-
formulation (13), each conjugate functionf∗i (·) only involves
the nodevariableλi, facilitating distributed optimization.
Next we tackle the equality constraints in (13). To do so, we
construct a (dual) Lagrangian function for the dual problem



















where y is obtained by concatenating all the Lagrangian
multipliersyi|j , [i, j] ∈ ~E , one after another.
We now argue that each Lagrangian multiplieryi|j , [i, j] ∈
~E , in (15) can be replaced by an affine function ofxj . Suppose





[i, j] ∈ ~E , Fenchel’s inequality (12) must hold with equality






















j − cij ∀[i, j] ∈ ~E .




for every [i, j] ∈ ~E , is a saddle point ofL′d. We therefore
restrict the Lagrangian multiplieryi|j to be of the formyi|j =















δTij(cij −Aijxi −Ajixj). (16)
We summarize the result in a lemma below:
Lemma 1. If (x⋆, δ⋆) is a saddle point ofLp(x, δ), then





for every[i, j] ∈ ~E .
We note thatLd(δ,λ,x) might not be equivalent to
Ld(δ,λ,y). By inspection of the optimality conditions of
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(16), not every saddle point(δ⋆,λ⋆,x⋆) of Ld might lead to
{λ⋆i|j = λ
⋆
j|i, (i, j) ∈ E} due to the generality of the matrices
{Aij , [i, j] ∈ ~E}. In next section we will introduce quadratic
penalty functions w.r.t.λ to implicitly enforce the equality
constraints{λ⋆i|j = λ
⋆
j|i, (i, j) ∈ E}.
To briefly summarize, one can alternatively solve the dual
problem (13) instead of the primal problem. Further, by
replacingy with an affine function ofx in (15), the dual
LagrangianLd(δ,λ,x) share two variablesx andδ with the
primal LagrangianLp(x, δ). We will show in next section
that the special form ofLd in (16) plays a crucial role for
constructing the augmented primal-dual Lagrangian.
III. A UGMENTED PRIMAL -DUAL LAGRANGIAN
In this section, we first build and investigate a primal-dual
Lagrangian fromLp andLd. We show that a saddle point of
the primal-dual Lagrangian does not always lead to an optimal
solution of the primal or the dual problem.
To address the above issue, we then construct anaugmented
primal-dual Lagrangian by introducing two additional penalty
functions. We show that any saddle point of the augmented
primal-dual Lagrangian leads to an optimal solution of the
primal and the dual problem, respectively.
A. Primal-dual Lagrangian
By inspection of (8) and (16), we see that in bothLp
and Ld, the edge variablesδij are related to the terms
cij −Aijxi−Ajixj . As a consequence, if we add the primal
and dual Lagrangian functions, the edge variablesδij will
cancel out and the resulting function contains node variables
x andλ only.
We hereby define the new function as theprimal-dual
Lagrangian below:
Definition 1. The primal-dual Lagrangian is defined as















Lpd(x,λ) is convex inx for fixed λ and concave inλ for
fixedx, suggesting that it is essentially a saddle-point problem
(see [25], [26] for solving different saddle point problems). For
each edge(i, j) ∈ E , the node variablesλi|j andλj|i substitute
the role of the edge variableδij . The removal ofδij enables to
design a distributed algorithm that only involves node-oriented
optimization (see next section for PDMM).
Next we study the properties of saddle points ofLpd(x,λ):
Lemma 2. If x⋆ solves the primal problem (7), then there
exists aλ⋆ such that(x⋆,λ⋆) is a saddle point ofLpd(x,λ).
Proof: If x⋆ solves the primal problem (7), then there
exists aδ⋆ such that(x⋆, δ⋆) is a saddle point ofLp(x, δ)
and by Lemma 1, there existλ⋆i|j = δ
⋆
ij for every [i, j] ∈ ~E
so that(δ⋆,λ⋆,x⋆) is a saddle point ofLd(δ,λ,x). Hence
Lpd(x
⋆,λ) = Lp(x
⋆, δ) + Ld(δ,λ,x
⋆)
≤ Lp(x









The fact that (x⋆,λ⋆) is a saddle point ofLpd(x,λ),
however, isnotsufficient for showingx⋆ (orλ⋆) being optimal
for solving the primal problem (7) (for solving the dual
problem (13)).
Example 1 (x⋆ not optimal). Consider the following problem
min
x1,x2
f1(x1) + f2(x2) s.t. x1 − x2 = 0, (18)
where f1(x1) = f2(−x1) =
{
x1 − 1 x1 ≥ 1
0 otherwise
.
With this, the primal Lagrangian is given byLp(x, δ12) =
f1(x1) + f2(x2) + δ12(x2 − x1), so that the dual function is
given by−f∗1 (δ12)− f
∗
2 (−δ12), where




δ12 0 ≤ δ12 ≤ 1
+∞ otherwise
.
Hence, the optimal solution for the primal and dual problem is
x⋆1 = x
⋆
2 ∈ [−1, 1] and δ
⋆
12 = 0, respectively. The primal-dual
Lagrangian in this case is given by





− x1λ2|1 + x2λ1|2. (19)







{(x1, x2, 0, 0)| − 1 ≤ x1, x2 ≤ 1} is a saddle point of
Lpd(x,λ), which does not necessarily lead tox′1 = x
′
2.
It is clear from Example 1 that finding a saddle point ofLpd
does not necessarily solve the primal problem (7). Similarly,
one can also build another example illustrating that a saddle
point ofLpd does not necessarily solve the dual problem (13).
B. Augmented primal-dual Lagrangian
The problem that not every saddle point ofLpd(x,λ) leads
to an optimal point of the primal or dual problem can be solved
by adding two quadratic penalty terms toLpd(x,λ) as
LP(x,λ) =Lpd(x,λ) + hPp(x)− hPd(λ), (20)






















whereP = Pp ∪ Pd and
Pp = {P
T
p,ij = P p,ij ≻ 0|(i, j) ∈ E}
Pd = {P
T
d,ij = P d,ij ≻ 0|(i, j) ∈ E}.
The setP of 2|E| positive definite matrices remains to be
specified.
Let X = {x|Aijxi + Ajixj = cij , ∀(i, j) ∈ E} and
Λ = {λ|λi|j = λj|i, ∀(i, j) ∈ E} denote the primal and
dual feasible set, respectively. It is clear thathPp(x) ≥ 0
(or −hPd(λ) ≤ 0 ) with equality if and only if x ∈ X
(or λ ∈ Λ). The introduction of the two penalty functions
essentially prevents non-feasiblex and/or λ to correspond
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to saddle points ofLP(x,λ). As a consequence, we have
a saddle point theorem forLP which states thatx⋆ solves
the primal problem (7) if and only if there exitsλ⋆ such that
(x⋆,λ⋆) is a saddle point ofLP(x,λ). To prove this result,
we need the following lemma.







Further, (x′,λ⋆) and (x⋆,λ′) are two saddle points of
LP(x,λ) as well.
Proof: Since(x⋆,λ⋆) and(x′,λ′) are two saddle points









Combining the above two inequality chains produces (23).







⋆). The proof for(x⋆,λ′) is similar.
We are ready to prove the saddle point theorem for
LP(x,λ).
Theorem 1. If x⋆ solves the primal problem (7), there
existsλ⋆ such that(x⋆,λ⋆) is a saddle point ofLP(x,λ).
Conversely, if(x′,λ′) is a saddle point ofLP(x,λ), thenx′
and λ′ solves the primal and the dual problem, respectively.












j − cij = 0 ∀(i, j)∈ E (25)
λ′i|j − λ
′
j|i = 0 ∀(i, j)∈ E . (26)
Proof: If x⋆ solves the primal problem, then there exists
aλ⋆ such that(x⋆,λ⋆) is a saddle point ofLpd by Lemma 2.




⋆) = 0 and∂λhPd(λ
⋆) = 0, from which we conclude
that (x⋆,λ⋆) is a saddle point ofLP(x,λ) as well.
Conversely, let(x′,λ′) be a saddle point ofLP(x,λ).
We first show thatx′ solves the primal problem. We have
from Lemma 3 thatLP(x′,λ
⋆) = LP(x
⋆,λ⋆), which can be
simplified as
Lp(x




⋆, δ⋆) + Ld(δ
⋆,λ⋆,x⋆),




′, δ⋆) ≤ 0 and thushPp(x
′) = 0 so thatx′ ∈ X .
In addition, since(x′,λ⋆) is a saddle point ofLP(x,λ) by












i), ∀i ∈ V ,
and we conclude thatx′ solves the primal problem as required.
Similarly, one can show thatλ′ solves the dual problem.
Based on the above analysis, we conclude that the optimality
conditions for(x′,λ′) being a saddle point ofLP are given









|[i, j] ∈ ~E} is redundant and can be derived
from (24)-(26) (see (4)-(6) for the argument).
Theorem 1 states that instead of solving the primal problem
(7) or the dual problem (13), one can alternatively search for a
saddle point ofLP(x,λ). To briefly summarize, we consider






We will explain in next section how to iteratively approach
the saddle point(x⋆,λ⋆) in a distributed manner.
IV. PRIMAL -DUAL METHOD OFMULTIPLIERS
In this section, we present a new algorithm namedprimal-
dual method of multipliers(PDMM) to iteratively approach a
saddle point ofLP(x,λ). We propose both the synchronous
and asynchronous PDMM for solving the problem.
A. Synchronous updating scheme
The synchronous updating scheme refers to the operation
that at each iteration, all the variables over the graph update
their estimates by using the most recent estimates from their
neighbors from last iteration. Suppose(x̂k, λ̂
k
) is the estimate
obtained from thek−1th iteration, wherek ≥ 1. We compute
the new estimate(x̂k+1, λ̂
k+1


























i+1, . . .
]T)
i ∈ V . (28)
By inserting the expression (20) forLP(x,λ) into (28), the




























































i ∈ V . (30)
Eq. (29)-(30) suggest that at iterationk, every nodei per-
forms parameter-updating independently once the estimates
{x̂kj , λ̂
k
j|i|j ∈ Ni} of its neighboring variables are available. In
addition, the computation of̂xk+1i andλ̂
k+1
i can be carried out
in parallel sincexi andλi are not directly related inLP(x,λ).
We refer to (29)-(30) asnode-orientedcomputation.
In order to run PDMM over the graph, each iteration should
consist of two steps. Firstly, every nodei computes(x̂i, λ̂i)
by following (29)-(30), accounting forinformation-fusion.
Secondly, every nodei sends(x̂i, λ̂i|j) to its neighboring node
j for all neighbors, accounting forinformation-spread. We
take x̂i as the common message to all neighbors of nodei
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and λ̂i|j as a node-specific message only to neighborj. In
some applications, it may be preferable to exploit broadcast
transmission rather than point-to-point transmission in order
to save energy. We will explain in Subsection IV-C that the
transmission of̂λi|j , j ∈ Ni, can be replaced by broadcast
transmission of an intermediate quantity.
Finally, we consider terminating the iterates (29)-(30). One
can check if the estimate(x̂, λ̂) becomes stable over consec-
utive iterates (see Corollary 1 for theoretical support).
B. Asynchronous updating scheme
The asynchronous updating scheme refers to the operation
that at each iteration, only the variables associated with one
node in the graph update their estimates while all other
variables keep their estimates fixed. Suppose nodei is selected
at iterationk. We then compute(x̂k+1i , λ̂
k+1
i ) by optimizing





from its neighboring nodes. At the same time, the estimates
(x̂kj , λ̂
k
j ), j 6= i, remain the same. By following the above
computational instruction,(x̂k+1, λ̂
k+1



































j ) j ∈ V , j 6= i. (32)
Similarly to (29)-(30),̂xk+1i andλ̂
k+1
i can also be computed
separately in (31). Once the update at nodei is complete,
the node sends the common messagex̂k+1i and node-specific
messages{λ̂
k+1
i|j , j ∈ Ni} to its neighbors We will explain
in next subsection how to exploit broadcast transmission to
replace point-to-point transmission.
In practice, the nodes in the graph can either be ran-
domly activated or follow a predefined order for asynchronous
parameter-updating. One scheme for realizing random node-
activation is that after a node finishes parameter-updating, it
randomly activates one of its neighbors for next iteration.
Another scheme is to introduce a clock at each node which
ticks at the times of a (random) Poisson process (see [5]
for detailed information). Each node is activated only when
its clock ticks. As for node-activation in a predefined order,
cyclic updating scheme is probably most straightforward. Once
nodei finishes parameter-updating, it informs nodei + 1 for
next iteration. For the case that nodei and i + 1 are not
neighbors, the path from nodei to i+ 1 can be pre-stored at
nodei to facilitate the process. In Subsection V-D, we provide
convergence analysis only for the cyclic updating scheme. We
leave the analysis for other asynchronous schemes for future
investigation.
Remark 1. To briefly summarize, synchronous PDMM scheme
allows faster information-spread over the graph through par-
allel parameter-updating while asynchronous PDMM scheme
requires less effort from node-coordination in the graph. In
practice, the scheme-selection should depend on the graph
(or network) properties such as the feasibility of parallel
computation, the complexity of node-coordination and the life
time of nodes.
C. Simplifying node-based computations and transmissions
It is clear that for both the synchronous and asynchronous
schemes, each activated nodei has to perform two minimiza-
tions: one forx̂i and the other one for̂λi. In this subsection,
we show that the computations for the two minimizations
can be simplified. We will also study how the point-to-point
transmission can be replaced with broadcast transmission.To
do so, we will consider two scenarios:
1) Avoiding conjugate functions:In the first scenario, we
consider usingfi(·) instead off∗i (·) to updateλ̂i. Our goal is
to simplify computations by avoiding the derivation off∗i (·).
By using the definition of ∗i in (4), the computation (30)
for λ̂
k+1










































i|j , j ∈ Ni, andw
k+1
i can then
be derived from (33) as













i j ∈ Ni, (35)
where (14) is used in deriving (35). SinceP d,ij is a nonsin-













i ), j ∈Ni, (36)


















By inspection of (37), it can be shown that (37) is in fact an





















The above analysis suggests thatλ̂
k+1
i can be alternatively
computed through an intermediate quantitywk+1i . We sum-
marize the result in a proposition below.
Proposition 1. Considering a nodei ∈ V at iteration k,
the new estimatêλ
k+1
i|j for eachj ∈ Ni can be obtained by
following (36), wherewk+1i is computed by (38).
Proposition 1 suggests that the estimateλ̂
k+1
i can be
easily computed fromwk+1i . We argue in the following that
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Initialization: Properly initialize{xi} and{λi|j}
Repeat































k ← k + 1
Until some stopping criterion is met
TABLE I
SYNCHRONOUSPDMM WHERE FOR EACHi ∈ V , P d,ij = P
−1
p,ij .




i|j , j ∈ Ni
}
can be
replaced with broadcast transmission ofwk+1i .
We see from (36) that the computation of the node-specific
messagêλ
k+1










at nodej, the messagêλ
k+1
i|j can therefore be computed at
nodej once the common messagewk+1i is received. In other
words, it is sufficient for nodei to broadcast botĥxk+1i and
wk+1i to all its neighbors. Every node-specific messageλ̂
k+1
i|j ,
j ∈ Ni, can then be computed at nodej alone.
Finally, in order for the broadcast transmission to work, we
assume there is no transmission failure between neighboring
nodes. The assumption ensures that there is no estimate in-
consistency between neighboring nodes, making the broadcast
transmission reliable.
2) Reducing two minimizations to one:In the second sce-
nario, we study under what conditions the two minimizations
(29)-(30) (which also hold for asynchronous PDMM) reduce
to one minimization.
Proposition 2. Considering a nodei ∈ V at iteration k, if
the matrixP d,ij for every neighborj ∈ Ni is chosen to be
P d,ij = P
−1













i ) j ∈ Ni. (39)
Proof: The proof is trivial. By inspection of (29) and (38)
underP d,ij =P
−1





Similarly to the first scenario, broadcast transmission is also
applicable for the second scenario. Sincex̂k+1i = w
k+1
i , node
i only has to broadcast the estimatex̂k+1i to all its neighbors.
Each messagêλ
k+1
i|j from node i to node j can then be
computed at nodej directly by applying (39). See Table I
for the procedure of synchronous PDMM.
V. CONVERGENCEANALYSIS
In this section, we analyze the convergence rates of PDMM
for both the synchronous and asynchronous schemes. Inspired
by the convergence analysis of ADMM [27], [28], we con-
struct a special inequality (presented in V-B) forLP(x,λ) and
then exploit it to analyze both synchronous PDMM (presented
in V-C) and asynchronous PDMM (presented in V-D).
Before constructing the inequality, we first study how to
properly choose the matrices in the setP (presented in V-A)
in order to enable convergence analysis.
A. Parameter setting
In order to analyze the algorithm convergence later on, we
first have to select the matrix setP properly. We impose a
condition on each pair of matrices(P p,ij ≻ 0,P d,ij ≻ 0),
(i, j) ∈ E , in LP :
Condition 1. In the functionLP , each matrixP d,ij can be
represented in terms ofP p,ij as
P d,ij = P
−1
p,ij +∆P d,ij ∀(i, j) ∈ E , (40)
where∆P d,ij  0.
Eq. (40) implies thatP p,ij and P d,ij can not be chosen
arbitrarily for our convergence analysis. IfP p,ij is small,
thenP d,ij has to be chosen big enough to make (40) hold,
and vice versa. One special setup for(P p,ij ,P d,ij) is to let
P d,ij = P
−1
p,ij , or equivalently,∆P d,ij = 0. This leads to the
application of Proposition 2, which reduces two minimizations
to one minimization for each activated node.
One simple setup in Condition 1 is to let all the matrices in
P take scalar form. That is setting(P p,ij ,P d,ij), (i, j) ∈ E ,
to be identity matrices multiplied by positive parameters:
(P p,ij ,P d,ij) = (γp,ijInij , γd,ijInij ) (41)
whereγp,ij > 0, γd,ij > 0 and γd,ijγp,ij ≥ 1. It is worth
noting that matrix form of(P p,ij ,P d,ij) might lead to faster
convergence for some optimization problems.
B. Constructing an inequality
Before introducing the inequality, we first define a new

















By studying (7) and (13) at a saddle point(x⋆,λ⋆) of LP ,
one can show thatp(x⋆,λ⋆) = 0.
With p(x,λ), the inequality forLP can be described as:
Lemma 4. Let (x⋆,λ⋆) be a saddle point ofLP . Then for


































j|i ∀i ∈ V . (45)
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Proof: Given a saddle point(x⋆,λ⋆) of LP , the right














































































where the last equality is obtained by using(x⋆,λ⋆) ∈ (X,Λ).
Using Fenchel’s inequalities (12), we conclude that for any




















Finally, combining (46)-(48) and the fact thatp(x⋆,λ⋆) = 0
produces the inequality (43). The equality holds if and only
if (47)-(48) hold, of which the optimality conditions are given
by (44)-(45) (see (4)-(6) for the argument).
Lemma 4 shows that the quantity on the right hand side
of (43) is always lower-bounded by zero. In the next two
subsections, we will construct proper upper bounds for the
quantity by replacing(x,λ) with real estimate of PDMM. The
algorithmic convergence will be established by showing that
the upper bounds approach to zero when iteration increases.
The conditions (44)-(45) in Lemma 4 are not sufficient for
showing that(x,λ) is a saddle point ofLP . The primal and
dual feasibilitiesx ∈ X and λ ∈ Λ are also required to
complete the argument, as shown in Lemma 5, 6 and 7 below.
Lemma 5 and 6 are preliminary to show that(x,λ) is a saddle
point ofLP as presented in Lemma 7. These three lemmas will
be used in the next two subsections for convergence analysis.
Lemma 5. Let (x⋆,λ⋆) be a saddle point ofLP . Givenx =
x′ which satisfies (45) andx′ ∈ X , then(x′,λ⋆) is a saddle
point ofLP .
Proof: By using (45) and the fact thatx′ ∈ X andλ⋆ ∈
Λ, it is immediate from (24)-(26) that(x′,λ⋆) is a saddle
point of LP .
Lemma 6. Let (x⋆,λ⋆) be a saddle point ofLP . Givenλ =
λ′ which satisfies (44) andλ′ ∈ Λ, then(x⋆,λ′) is a saddle
point ofLP .
Proof: The proof is similar to that for Lemma 5.
Lemma 7. Let (x⋆,λ⋆) be a saddle point ofLP . Given
(x,λ) = (x′,λ′) which satisfy (44)-(45) and(x′,λ′) ∈
(X,Λ), then(x′,λ′) is a saddle point ofLP .
Proof: It is known from Lemma 5 and 6 that in addition
to (x⋆,λ⋆), (x′,λ⋆) and (x⋆,λ′) are also the saddle points
of LP . By using a similar argument as the one for Lemma 3,
one can show that(x′,λ′) is a saddle point ofLP .
C. Synchronous PDMM
In this subsection, we show that the synchronous PDMM
converges with the sub-linear rateO(K−1). In order to obtain
the result, we need the following two lemmas.
Lemma 8. Let (x⋆,λ⋆) be a saddle point ofLP . The
estimate(x̂k+1, λ̂
k+1
) is obtained by performing (29)-(30)





















































































































































Proof: See the proof in Appendix A.
Lemma 9. Every pair of estimates(x̂i
k+1, λ̂
k+1
i|j ), i ∈ V ,
j ∈ Ni, k ≥ 0, in Lemma 8 is upper bounded by a constant























Proof: One can first prove (51) fork = 0 by performing
algebra on (49)-(50). The inequality (51) fork > 0 can then
be proved recursively.
Upon obtaining the results in Lemma 8 and 9, we are ready
to present the convergence rate of synchronous PDMM.
Theorem 2. Let (x̂k, λ̂
k
), k = 1, . . . ,K, be obtained by
performing (29)-(30) under Condition 1. The average estimate
(x̄K , λ̄
K
































































= 0 ∀[i, j] ∈ ~E . (53)





































































































Finally, since the left hand side of (54) is a convex function
of (x,λ), applying Jensen’s inequality to (54) and using
the inequality of Lemma 4 yields (52). Similarly, applying
Jensen’s inequality to (54) and using the upper-bound result
of Lemma 9 yields the asymptotic result (53).
Finally, we use the results of Theorem 2 to show that asK
goes to infinity, the average estimate(x̄K , λ̄
K
) converges to
a saddle point ofLP .
Theorem 3. The average estimate(x̄K , λ̄
K
) of Theorem 2
converges to a saddle point(x⋆,λ⋆) of LP asK increases.
Proof: The basic idea of the proof is to investigate
if (x̄K , λ̄
K
) satisfies all the conditions of Lemma 7. By
investigation of Lemma 4 and (52), it is clear that the aver-
age estimate(x̄K , λ̄
K
) asymptotically satisfies the conditions
(44)-(45) by letting(x,λ) = (x̄K , λ̄
K
).
Next we show that asK increases,x̄K asymptotically
converges to an element of the primal feasible setX and so
doesλ̄
K
to an element of the dual feasible setΛ. To do do,
we reconsider (53) for each pair of directed edges[i, j] and





















































i|j ∀(i, j) ∈ E .
It is straightforward from Lemma 7 that(x̄K , λ̄
K
) converges
to a saddle point ofLP asK increases.
Further we have the following result from Theorem 3:
Corollary 1. If for certain i ∈ V , the estimatex̂ki in





we havex′i = x
⋆
i which is theith component of the optimal
solution x⋆ in Theorem 3. Similarly, if the estimatêλ
k
i|j






In this subsection, we characterize the convergence rate of
asynchronous PDMM. In order to facilitate the analysis, we
consider a predefined node-activation strategy (no random-
ness is involved). We suppose at each iterationk, the node
i = mod(k,m)+ 1 is activated for parameter-updating, where
m = |V| and mod(·, ·) stands for the modulus operation. Then
naturally, after a segment ofm consecutive iterations, all the
nodes will be activated sequentially, one node at each iteration.
To be able to derive the convergence rate, we consider
segments of iterations, i.e.,k ∈ {lm, lm+1, . . . (l+1)m−1},
where l ≥ 0. Each segmentl consists ofm iterations. With
the mappingi = mod(k,m) + 1, it is immediate thatk = ml
activates node 1 andk = (l+1)m−1 activates nodem. Based
on the above analysis, we have the following result.
Lemma 10. Let k1, k2 be two iteration indices within a
segment{lm, lm + 1, . . . , (l + 1)m − 1}. If k1 < k2, then
i1 < i2, where the node-indexiq = mod(kq,m) + 1, q = 1, 2.
Upon introducing Lemma 10, we are ready to perform
convergence analysis.
Lemma 11. Let (x⋆,λ⋆) be a saddle point ofLP . A segment
of estimates{(x̂k+1, λ̂
k+1
)|k = lm, . . . , (l + 1)m − 1}, is
















































































































































u < v. (56)
Proof: See the proof in Appendix B. Lemma 10 will be
used in the proof to simplify mathematic derivations.
Remark 2. We note that Lemma 11 corresponds to Lemma 8
which is for synchronous PDMM. The right hand side of (55)
consists of|E| quantities{dl+1uv } (one for each edge(u, v) ∈ E)
as opposed to that of (49) which consists of|~E| quantities
{dk+1
i|j } (one for each directed edge[i, j] ∈
~E).
10
Lemma 12. Every pair of estimates(x̂(l+1)mv , λ̂
(l+1)m
v|u ),
(u, v) ∈ E , u < v, l ≥ 0, in Lemma 11 is upper bounded
















Theorem 4. Let the K ≥ 1 segments of estimates
{(x̂k+1, λ̂
k+1
)|k = 0, . . . ,Km − 1} be obtained by per-


































































































=0 ∀(u, v)∈E , u<v. (59)
Proof: The proof is similar to that for Theorem 2.
Similarly to synchrounous PDMM, by using the results of
Theorem 4, we can conclude that:
Theorem 5. The average estimate(x̌K , λ̌
K
) of Theorem 4
converges to a saddle point(x⋆,λ⋆) of LP asK increases.
Corollary 2. If for certain u ∈ V , the estimatex̂lmu in





we havex′u = x
⋆
u which is theuth component of the optimal
solution x⋆ in Theorem 5. Similarly, if the estimatêλ
lm
u|v





VI. A PPLICATION TO DISTRIBUTED AVERAGING
In this section, we consider solving the problem of dis-
tributed averaging by using PDMM. Distributed averaging
is one of the basic and important operations for advanced
distributed signal processing [5], [15].
A. Problem formulation
Suppose every nodei in a graphG = (V , E) carries a
scalar parameter, denoted asti. ti may represent a mea-
surement of the environment, such as temperature, humidity





i∈V ti iteratively only through message-passing
between neighboring nodes in the graph.
The above averaging problem can be formulated as a








2 s.t. xi − xj = 0 ∀(i, j) ∈ E . (60)
The optimal solution equals tox⋆1 = . . . = x
⋆
m = tave, which
is the same as the averaging value.





2 ∀i ∈ V (61)
(Aij ,Aji, cij) = (1,−1, 0) ∀(i, j) ∈ E , i < j. (62)
In next subsection, we apply PDMM for distributed averaging.
B. Parameter computations and transmissions
Before deriving the updating expressions for PDMM, we
first configure the setP in LP . For distributed averaging, all
the matrices inP become scalars. For simplicity, we set the
value of the primal scalars and the dual scalars as
P p,ij = γp ∀(i, j) ∈ E (63a)
P d,ij = γd ∀(i, j) ∈ E , (63b)
where the two parametersγp > 0 andγd > 0.
We start with the synchronous PDMM. By inserting (61)-
(63) into (29), (36) and (38), the updating expression for
(x̂k+1, λ̂
k+1


































∀i ∈ V . (66)
For the case thatγd = γ−1p , it is immediate from (64) and
(66) thatx̂k+1i = w
k+1
i , which coincides with Proposition 2.
The asynchronous PDMM only activates one node per
iteration. Suppose nodei is activated at iterationk. Node i
then updateŝxi andλ̂i|j , j ∈ Ni, by following (64)-(65) while
all other nodes remain silent. After computation, nodei then
sends(x̂i, λ̂i|j) to its neighboring nodej for all neighbors.
As described in Subsection IV-C, if no transmission fails in
the graph, the transmission ofλ̂i|j , j ∈ Ni, can be replaced
by broadcast transmission ofwi as given by (66). Oncewi is
received by a neighboring nodej, λ̂i|j can be easily computed
by nodej alone usingwi, x̂j andλ̂j|i (see Eq. (65)). If instead
the transmission is not reliable, we have to return to point-to-
point transmission.
C. Experimental results
We conducted three experiments for PDMM applied to
distributed averaging. In the first experiment, we evaluated
how different parameter-settings w.r.t.(γp, γd) affect the con-
vergence rates of PDMM. In the second experiment, we tested
the non-perfect channels for PDMM, which lacks convergence
guaranty at the moment. Finally, we evaluated the convergence
rates of PDMM, ADMM and two gossip algorithms.
The tested graph in the three experiments was a10 × 10
two-dimensional grid (corresponding tom = 100), implying
that each node may have two, three or four neighbors. The




2 was employed as
performance measurement.
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(a): synchronous (b): asynchronous
Fig. 2. Performance of PDMM for different parameter settings. Each
value in subplot(a) represents the number of iterations required for
the synchronous PDMM. On the other hand, each value in subplot (b)
represents the number of segments of iterations for the asynchro ous
PDMM, where each segment consists of100 iterations. The convex
curve in each subplot corresponds toγpγd = 1.
1) performance for different parameter settings:In this
experiment, we evaluated the performance of PDMM by test-
ing different parameter-settings for(γp, γd). Both synchronous
and asynchronous updating schemes were investigated.
At each iteration, the synchronous PDMM activated all
the nodes for parameter-updating. As for the asynchronous
PDMM, the nodes were activated sequentially by following the
mappingi = mod(k,m) + 1, where the iterationk ≥ 0 (See
Subsection V-D). As a result, after every segment ofm = 100
iterations, all the nodes were activated once. In the experiment,
we counted the number of iterations for the synchronous
PDMM and the number of segments (each segment consists
of m iterations) for the asynchronous PDMM.
For each parameter-setting, we initialized(x̂0i , λ̂
0
i ) = (ti,0)
for every i ∈ V . The algorithm stops when the squared error
is below10−4.
Fig. 2 displays the numbers of iterations (or segments)
of PDMM under different parameter-settings. Each◦ or 
symbol represents a particular setting for(γp, γd). The settings
denoted by are for the case thatγpγd < 1 while the ones
by ◦ are for the case thatγpγd ≥ 1.
It is seen from the figure that largeγp or γd can only make
the algorithm converge slowly. The optimal parameter-setting
that leads to the fastest convergence lies on the curveγdγp =
1 for both the synchronous and the asynchronous updating
schemes. Further, it appears that the two optimal settings for
the two updating schemes are in a neighborhood.
Finally, we note that the settings denoted by correspond to
the situation thatγpγd < 1. The experiment for those settings
demonstrates that Condition 1 is only sufficient for algorithmic
convergence. We also tested the settingγp = γd = 0.5.
We found that the above setting led to divergence for both
synchronous and synchronous schemes. This phenomenon
suggests thatγp andγd cannot be chosen arbitrarily in practice.
2) performance with transmission failure:In this experi-
ment, we studied how transmission failure affects the perfor-
































Fig. 3. Performance of synchronous/asynchronous PDMM under
different transmission losses (%).
mance of PDMM given the fact that no convergence guaranty
is derived at the moment. As discussed in Subsection IV-C, we
could not use broadcast transmission in the case of transmis-
sion loss. Instead, each activated nodei has to perform point-
to-point transmission for̂λi|j from nodei to nodej ∈ Ni.
Due to transmission failure, PDMM was initialized differ-
ently from the first experiment. Each time the algorithm was
tested, the initial estimate(x̂0, λ̂
0
) was set as
(x̂0, λ̂
0
) = (0,0). (67)
The above initialization guarantees that every node in the
graph has access to the initial estimates of neighboring nodes
without transmission.
Fig. 3 demonstrates the performance of PDMM under three
transmission losses: 0%, 20% and 40%. Subplot (a) and (b) are
for the asynchronous and synchronous schemes, respectively.
Each curve in the two subplots was obtained by averaging over
100 simulations to mitigate the effect of random transmission
losses. It is seen that transmission failure only slows down
the convergence speed of the algorithm. The above property
is highly desirable in real applications because transmission
losses might be inevitable in some networks (e.g., see [29] for
investigation of packet-loss over wireless sensor networks in
different environments).
Finally, it is observed that for each transmission-loss in
subplot (a), the error goes up in the first few hundred of
iterations before deceasing. This may because of the special
initialization (67). We have tested the initialization{x̂0i = ti}
for 0% transmission loss, where the MSE decreases along with
the iterations monotonically.
3) performance comparison:In this experiment, we inves-
tigated the convergence speeds of four algorithms under the
condition of no transmission failure. Besides PDMM, we also
implemented the broadcast-based algorithm in [14] (referrd to
asbroadcast), the randomized gossip algorithm in [5] (referred
to asgossip) and ADMM. Unlike PDMM and ADMM that can
work either synchronously or asynchronously, bothbroadcast
and gossipalgorithms can only work asynchronously. While
broadcastalgorithm randomly activates one node per iteration,
gossipalgorithm randomly activates one edge per iteration for
parameter-updating.
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(a): asynchronous (b): synchronous
Fig. 4. Performance comparison under perfect channel. The two
curves in subplot (b) at iteration 1 have a noticeable gap compared
to subplot (a). This is because under the synchronous scheme, all
the parameters of each method are updated per iteration, leading to









ave. (µs) 5.46 8.92 6.54 2.10 0.24 380 384
std (10−6) 5.04 8.58 8.09 4.55 1.73 216 285
TABLE II
AVERAGE EXECUTION TIMES(PER ITERATION) AND THEIR
STANDARD DEVIATIONS FOR THE FOUR METHODS.
Similarly to the first experiment, we also evaluated PDMM
for both the synchronous and asynchronous schemes. For
the asynchronous scheme, we tested all the four algorithms
introduced above while for the synchronous scheme, we
focused on PDMM and ADMM. The implementation of the
synchronous/asynchronous ADMM follows from [10] and
[17], respectively. The asynchronous ADMM [17] is similar to
thegossipalgorithm in the sense that both algorithms activates
one edge per iteration.
We note that the asynchronous ADMM essentially activates
two neighboring nodes per iteration. To make a fair com-
parison between PDMM and ADMM, we implemented two
versions of PDMM for the asynchronous scheme. The first
version follows Subsection IV-B where each iteration ran-
domly activates one node as thegossipalgorithm, referred to
asone-node PDMM. The second version of PDMM randomly
activates two neighboring nodes per iteration as thebroadcast
algorithm, referred to astwo-node PDMM.
Both PDMM and ADMM have some parameters to be
specified. To simplify the implementation, we letγp = γd = 1
in PDMM (which is not the optimal setting from Fig. 2).
Similarly, we set the parameter in ADMM to be 1.
In the experiment, thegossipandbroadcastalgorithms were
initialized according to [5] and [14], respectively. The initial-
ization for PDMM was the same as in the first experiment. The
estimates of ADMM were initialized similarly as for PDMM.
Fig. 4 displays the MSE trajectories for the four methods
while Table II lists the average execution times (per iteration)
and their standard deviations. Similarly to the second experi-
ment, the performance of each method for the asynchronous
scheme was obtained by averaging over 100 simulations to
mitigate the effect of randomness introduced in node or edge-
activation. We now focus on the asynchronous scheme. It is
seen that thetwo-node PDMMconverges the fastest in terms
of number of iterations while thegossipalgorithm requires the
least execution time on average. The above results suggest that
for applications where signal transmission is more expensiv
than local computation (w.r.t. energy consumption), PDMM
might be a good candidate as it may save number of iterations.
Fig. 4 (b) demonstrates the MSE performance of PDMM
and ADMM for the synchronous scheme. Both algorithms
appear to have linear convergence rates. This may be because
the objective functions in (60) are strongly convex and have
gradients which are Lipschitz continuous. It is seen from
Table II that both methods take roughly the same execution
time. By combining the above results, we conclude that under
synchronous scheme, PDMM converges faster than ADMM
w.r.t. the execution time, which may be due to the fact that
PDMM avoids the auxiliary variablez used in ADMM.
VII. C ONCLUSION
In this paper, we have proposed PDMM for iterative
optimization over a general graph. The augmented primal-
dual Lagrangian function is constructed of which a saddle
point provides an optimal solution of the original problem,
which leads to the design of PDMM. PDMM performs broad-
cast transmission under perfect channel and point-to-point
transmission under non-perfect channel. We have shown that
both the synchronous and asynchronous PDMMs possess a
convergence rate ofO(1/K) for general closed, proper and
convex functions defined over the graph. As an example, we
have applied PDMM for distributed averaging, through which
properties of PDMM such as proper parameter-selection and
resilience against transmission failure are further investigated.
We note that PDMM is natural when performing node-
oriented optimization over a graph as compared to ADMM
which involves computing the edge variablez introduced in
(3). A few applications in [21], [22] and [23] suggest that
PDMM is practically promising. While convergence propertis
of ADMM under different conditions (e.g., strong convexity
and/or the gradients being Lipschitz continuous) are well
understood, the convergence properties of PDMM for those
conditions remain to be discovered.
APPENDIX A
PROOF FORLEMMA 8
Before presenting the proof, we first introduce a basic
inequality, which is described in a lemma below:
Lemma 13. Let f1(x) and f2(x) be two arbitrary closed,
proper and convex functions.x⋆ minimizes the sum of the two
functions, i.e.,x⋆ = argminx(f1(x) + f2(x)). Then, there is
f1(x)− f1(x
⋆) ≥ (x⋆ − x)T r(x⋆) ∀x, (68)
wherer(x⋆) ∈ ∂xf2(x⋆).
The above inequality is wildly exploited for the convergenc
analysis of ADMM and its variants [27], [28], [10]. We will
also use the inequality in our proof.
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Applying (68) to the updating equations (29)-(30) for
(x̂k+1, λ̂
k+1















































i ) ∀i ∈ V . (70)
Adding (69)-(70) over alli ∈ V , and substituting(x,λ) =































































































































where the last equality follows from the two optimality con-
ditions (25)-(26).
To further simplify (71), one can first insert the alternative
expression (40) for everyP d,ij into (71). After that, the
expression (49) can be obtained by simplifying the new
expression using (25)-(26) and the following identity
(y1 − y2)











The basic idea for the proof is similar to that for Lemma 8
as presented in Appendix A. However, since asynchronous
PDMM activates one nodei ∈ V per iteration, it is difficult
to tell which neighbors ofi have been recently activated
and which have not yet. The above difficulty requires careful
treatment in the convergence analysis. We sketch the proof in
the following for reference.
We focus on the parameter-updating for a particular segment
of iterationsk ∈ {ml,ml+1, . . . ,ml+m− 1}, wherel ≥ 0.
For simplicity, we denote the activated nodei at iterationk as
i(k). To start with, we apply (68) to the updating equation (31)
for the estimate(x̂k+1i(k) , λ̂
k+1
i(k) ) of nodei(k). In order to do so,
we first have to consider the estimates of its neighbors. It may
happen that some neighbors have already been activated within
the segment while others are still waiting to be activated. If a







j ). Conversely, if a neighborj ∈ Ni(k) has already
been activated, we then have(x̂kj , λ̂
k





From Lemma 10, it is clear that ifj < i(k) (or j > i(k)),
then the neighborj has been activated (not yet activated). For
simplicity, we use a functions(k, j) to denote the valuelm
or (l + 1)m for a neighborj ∈ Ni(k) at iterationk
s(k, j) =
{
lm j > i(k)
(l + 1)m j < i(k)
. (72)









































































wherelm ≤ k < (l + 1)m.
Next adding (73)-(74) over alllm ≤ k < (l + 1)m and





















































































































































































wherelm ≤ k < (l + 1)m andj ∈ Ni(k).
Now we are in a position to analyze the right hand side
of (75). By using the fact that each nodei has |Ni| differ-
ent functionsg(k, i(k), j), we can conclude that each edge
(u, v) ∈ E is associated with two functionsg(k1, u(k1), v)
andg(k2, v(k2), u), where iterationk1 andk2 activateu andv,
respectively. From (75), it is clear that each edge(u, v) is also
















in the following that the combination of the above four func-
tions for every edge(u, v) ∈ E is independent ofk1 andk2.
In order to do so, we assumek1 < k2 (or equivalently,u < v
from Lemma 10). From (72), we know thats(k1, v) = lm and
s(k2, u) = (l+1)m. Based on the above information, the four

























































































= dl+1uv u < v, (77)
wheredl+1uv is given by (56), of which the derivation is similar
to that fordk+1
i|j in (50). The termu(k1) in (76) is simplified
asu since we already assume that at iterationk1, nodeu is
activated. The quantitydl+1uv is a function ofm and l instead
of k1. Finally, combining (75) and (77) produces (55).
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