In this paper, the confidence intervals for the generalized gamma distribution parameters are derived based on the Bayesian approach using the informative and non-informative priors and the classical approach, via the Asymptotic Maximum likelihood estimation, based on the generalized order statistics. For measuring the performance of the Bayesian approach comparing to the classical approach, the confidence intervals of the unknown parameters have been studied, via Monte Carlo simulations and some real data. The simulation results indicated that the confidence intervals based on the Bayesian approach compete and outperform those based on the classical approach.
Introduction
A random variable X is said to have generalized gamma distribution (GGD) if its probability density function (PDF) has the form:
) (  Generalized gamma distribution has been proposed by Stacy (1962) , as a flexible family, that includes some important lifetime models as special cases by setting the shape parameters to unity, such as, the exponential distribution The inferential procedures for the GGD are difficult perhaps because of an additional shape parameter. However, the statistical analysis of its parameters based on complete as well as censored samples have been studied by many authors such as, Stacy and Mihram (1965) , Harter ( 1967) , Hager and Bain (1970) , Prentice (1974) , Lawless (1980 Lawless ( , 1982 , Di Ciccio (1987) , Wingo (1987) , Cohen and Whitten (1988) , Maswadah (1989 Maswadah ( , 1991 , Hwang and Hu (1999) Up to now, Bayesian and non-Bayesian estimation related to the GGD based on the generalized order statistics (GOS) were not addressed in the literature. Thus, in this paper, the Bayesian inference using the informative and non-informative priors are derived based on the GOS, that introduced by Kamps (1995) as a unified approach to several models of ordered random variables such as ordinary order statistics, type-II censored order statistics, type-II progressive censored order statistics, upper record values and sequential order statistics. For more details about the GOS, see among others Ahsanullah (1995 Ahsanullah ( , 2000 
Particular cases from (2):
0  i m , 1 , , 2 , 1   n i  , 1   k n m . 4-Record values for 1  k and 1   m .
Main Results

Bayesian approach
Informative Prior on α and non-Informative Prior on
, are GOS from the generalized gamma distribution (1), thus the likelihood function is given by:
Under the assumption that the shape parameter  has a conjugate gamma prior, it is assumed that the prior distribution of  has Gamma (a, b), with
where, the hyper-parameters
By choosing the non-informative prior density for  which is defined as:
Thus, the joint prior density for  and  has the form:
Thus, using Bayes' theorem, the joint posterior PDF of  and  can be written as:
Substituting (3) and (4) in (5), we get
C is the normalizing constant and is given by:
The marginal densities for  (or  ) can be derived by integrating with respect to  (or ) out of (6) respectively as: 
Thus using (3) and (9) in (5), the joint posterior density of  and  can be written as:-
1 C is the normalizing constant and is given by:
The marginal densities of  and  are obtained respectively as:
Similarly
Asymptotic maximum likelihood estimation
The MLE is a popular statistical method used for deriving the classical confidence intervals for the distribution parameters. It provides statistical studies for the parameters and can be regarded as reference technique as in our study. For purpose of comparison, we obtain the confidence intervals for the parameters, thus the asymptotic variance-covariance matrix of the MLEs can be derived, which is the inversion of the Fisher information matrix whose elements are the negative of the expected values of the second order partial derivatives of the logarithm of the likelihood function. The log likelihood function based on the first n GOS from the GGD (1), can be derived as:
The maximum likelihood estimators ˆand ˆ are the solutions to the system of equations obtained by equating to zero the first partial derivatives of the natural logarithm of the likelihood function with respect to  and  when  is known.
Thus, the ML estimators  and ˆ for  and  , respectively, can be obtained from the solution of the following normal equations: (15) in expression (15) and later expressions, we use for convenience the summation notation 1 , 1
. (16) Equations (15) and (16) can't be solved analytically. Numerical technique such as the Newton Raphson method can be used to solve these equations numerically. Thus, the Fisher information matrix ( ) I  can be constructed by differentiating (14) with respect to  and  respectively when  and ˆ are known.
and
Thus, the elements of ( ) I  have been evaluated from (17), (18) and (19), by substituting  and ˆ instead of  and  . Therefore, the asymptotic Fisher's information matrix can be written as
In relation to the asymptotic variance-covariance matrix of the ML estimators of the parameters, it can be approximated numerically by inverting the above 
Simulation Study and Comparisons
To assess the performance of the confidence intervals based on the Bayesian approach comparing to those based on the asymptotic maximum likelihood 9. Finally, in general, we can conclude that the length of intervals for  and  based on the informative prior are less than those based on the non-informative prior, and the CPs based on the informative prior are greater than those based on the non-informative prior as expected.
An illustrative Example
Consider the results of tests, the endurance of deep groove ball bearings. The data are quoted from Lawless (1982) Tables 5,  we conclude the following points:
1. The length of intervals based on the informative prior, and the non-informative are smaller than those based on the classical approach for the parameter  and  , based on complete, type-II censored and type-II progressive censored samples. 2. As the uncensored level increases the length of intervals decrease for the parameter  and  for both approaches. 3. As the true value increases, the length of intervals for the parameter  and  decrease based on the two approaches.
4. It is worthwhile to note that, the length of intervals for  and  based on the type-II progressive censored samples are less than those based on type-II censored sample based on the two approaches. 5. The length of intervals based on the informative prior are less than those based on the non-informative prior as expected. We conclude that the results based on the real data ensure the simulation results.
Conclusions
In this paper, the confidence intervals for the unknown parameters of the GGD have been constructed based on the Bayesian approach using the informative and the noninformative priors, and the Asymptotic maximum likelihood method based on the complete, the type-II censored and the type-II progressive censored samples. We compared the performance of the two approaches, via Monte Carlo simulations and some real data. From the simulation results, it is observed that the Bayesian confidence intervals based on the informative, and the non-informative priors outperform the confidence intervals based on the Asymptotic maximum likelihood method. 
