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Abstract—A common strategy to deal with the expensive
reinforcement learning (RL) of complex tasks is to decompose
them into a collection of subtasks that are usually simpler to
learn as well as reusable for new problems. However, when a
robot learns the policies for these subtasks, common approaches
treat every policy learning process separately. Therefore, all
these individual (composable) policies need to be learned before
tackling the learning process of the complex task through
policies composition. Moreover, such composition of individual
policies is usually performed sequentially, which is not suitable
for tasks that require to perform the subtasks concurrently.
In this paper, we propose to combine a set of composable
Gaussian policies corresponding to these subtasks using a set
of activation vectors, resulting in a complex Gaussian policy
that is a function of the means and covariances matrices of
the composable policies. Moreover, we propose an algorithm
for learning both compound and composable policies within
the same learning process by exploiting the off-policy data
generated from the compound policy. The algorithm is built
on a maximum entropy RL approach to favor exploration
during the learning process. The results of the experiments
show that the experience collected with the compound policy
permits not only to solve the complex task but also to obtain
useful composable policies that successfully perform in their
corresponding subtasks.
I. INTRODUCTION
Reinforcement learning (RL) is a general framework that
allows an agent to autonomously discover optimal behaviors
by interacting with its environment. However, when applied
to robotics scenarios some specific challenges arise, such
as high-dimensional continuous state-action spaces, real-time
requirements, delays and noise in sensing and execution,
and expensive (real-world) samples [1]. Recently, several
authors have overcome some of these challenges by using
deep neural networks (NN) as parameterized policies for
generating rich behaviors in end-to-end frameworks [2][3].
Nevertheless, learning the high number of parameters of
deep NNs in complex tasks involves a large number of
interactions with the environment that compromises the real-
world sample challenge.
Several algorithms have been proposed to improve sample
efficiency of model-free deep RL by making a better use
of the sample information (data-efficiency), obtaining more
information from data (sample choice) and improving several
times the policy with the same samples (sample reuse) [4].
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Fig. 1: A possibly complex robotic task (compound task) can be decomposed
into a collection of simpler and reusable tasks (composable tasks). During
the RL process, the robot interacts with the environment and receives a
vector with the corresponding rewards. At each iteration, the robot action is
sampled from the compound policy piM obtained from the combination
of the corresponding composable policies {pi[k]}K1 and a set of state-
dependent activation vectors {w[k]}K1 . Both composable policies and
activation vectors are learned simultaneously using the same interaction data.
However, learning a complex robotic task may still be slow
or even infeasible when the robot learns from scratch. An
appealing approach to deal with this problem is to decompose
the task into subtasks that are both simpler to learn and
reusable for new problems.
Many tasks in robotics may intuitively be divided into
individual tasks, for example, the task of moving an object
to a specific location may be decomposed into reaching
for the object, grasping it, moving it to the target, and
releasing it. Therefore, when a robot is provided with a
collection of policies defined in these composable tasks, a
new RL problem can be stated as learning how to mix
these composable policies such that the performance criterion
of the complex task is optimized. Note that shifting the
complexity of this task learning problem to layers of simpler
functionality is mainly studied in the field of hierarchical
RL. However, the assumptions of common hierarchical RL
algorithms limit their application in several robotic tasks.
Firstly, several hierarchical RL methods decompose the
complex RL problem temporally, meaning that during a
certain period of time the behavior of the robot is delegated
to a specific subtask policy [5]. This temporal decomposition
is suitable for robotic tasks that can be divided sequentially,
however, many others require the robot to perform individual
tasks concurrently. For example, a manipulator carrying an
object and avoiding an obstacle at the same time. Secondly,
common learning methods optimize the individual policies
and the compound policy through independent single-task
RL processes [6][7][8]. Therefore, the robot has to contin-
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uously interact with the environment to learn, possibly from
scratch, first a collection of composable policies, and only
after that their composition, compromising sample efficiency.
Under this scenario, we propose a two-level hierarchical
RL approach where a set of Gaussian policies, constituting
the low level of the hierarchy, are composed at the high
level by means of state-dependent activation vectors defined
for each policy. These activation vectors allow to consider
concurrently actions sampled from all the low-level policies
and preferences among specific components. Furthermore,
we propose in section IV two alternatives for obtaining a
compound Gaussian policy as a function of the parameters
of the low-level policies and their corresponding activation
vectors. An algorithm for learning both high- and low-level
policies within the same learning process is proposed and
detailed in section V.
As an illustration, Figure 1 shows how the proposed algo-
rithm executes actions sampled from the high-level policy,
and then exploits this experience for learning simultaneously
both low-level policies and activation vectors in an off-
policy manner. The results of the experiments detailed in
section VI show that the proposed algorithm obtains a high-
level policy that solves compound tasks while learning useful
low-level policies that can be potentially reused for new
tasks. Supplementary videos and code of the proposed ap-
proach are available at: https://sites.google.com/view/
hrl-concurrent-discovery
II. RELATED WORK
Complex problems in RL usually involve either tasks
that can be hierarchically organized into subtasks, scenarios
requiring concurrent execution of several tasks, and tasks
with large or continuous state-action spaces [9]. Hierarchical
RL approaches split a complex task into a set of simpler
elementary tasks [10]. Some of these methods have been
successfully applied in robotics by exploiting temporal ab-
straction, where the decision to invoke a particular task
is not required at each time step but over different time
periods [5][11]. As a consequence, these methods assume
that a high-level policy, which selects the subtask, and
low-level policies, which select the action, are executed in
different time scales. In contrast, the approach proposed in
this paper considers that the decisions at both levels of the
hierarchy are executed at each time step.
The temporal abstraction assumption in most hierarchical
RL methods also involves that during a certain period of
time the robot only performs a particular task. RL prob-
lems requiring policies that solve several tasks at the same
time are commonly stated as multiobjective or modular RL
problems [12][13]. The policies of all these subtasks may
be combined using weights describing the predictability of
the environmental dynamics [14], or the values obtained
from the desirability function in a linearly-solvable control
context [15]. Another alternative is to combine action-value
functions of composable tasks, and then extract a policy from
this combined function [8]. The latter paper is similar to
ours since the composable policies are also optimizing an
entropy-augmented RL objective, however, their combination
is carried out at the level of action-value functions unlike our
policy-based approach. Moreover, their composable policies
have been previously learned in independent processes, in
comparison to the algorithm proposed here where both
compound and composable policies are improved in the same
RL process.
Exploiting the experience collected using a particular
policy (so-called behavior policy) to concurrently improve
several policies is a promising strategy that has been previ-
ously explored in literature. The Horde architecture shows
how independent RL agents with same state-action spaces
can be formulated for solving different problems [16]. This
approach proposed by Sutton et al. is relevant because ex-
ploits its off-policy formulation for improving all the policies
in parallel.
Several works extended the Horde formulation and used
deep NN for dealing with high dimensional or continuous
state-action spaces, and also to provide a modularity that
can be exploited for modeling and training independent
RL problems [17][18][19][20]. The Intentional-Unintentional
agent [17], for example, shows how deep NN policies and
value functions can be learned even with an arbitrarily
selected behavior policy. However, this policy can also
be chosen at each time step by following a hierarchical
objective, and the selection process can be improved as
a function of the performance in the complex task [20].
Note that the policies in [17][20] are deterministic, and then
the exploration should be carried out by adding a noise
generated from an Ornstein-Uhlenbeck process. In contrast,
all the policies in this paper are stochastic and the exploration
is generated directly from the behavior policy, that is the
stochastic high-level policy.
Most of the notation and the approach proposed in this
paper are inspired by the Scheduled Auxiliary Control (SAC-
X) method [21]. SAC-X solves complex tasks based on
a collection of simpler individual tasks, and learns from
scratch, both high- and low-level policies simultaneously.
However, this method considers temporal abstraction in the
hierarchy, and therefore the high-level policy is a scheduler
that occasionally selects one low-level policy. Therefore, the
policies at the low level of the hierarchy can only be executed
sequentially and run at a different time-scale than the policy
defined in the high level. This methodology differs from our
approach as we consider a framework that is able to execute
different policies concurrently.
III. PRELIMINARIES
The sequential decision making process of a robot could be
modeled by a Markov decision process (MDP) M, defined
by the tuple (S,A, ps, r), where S ⊂ RDS and A ⊂ RDA are
continuous state and action spaces of dimensionality DS and
DA, respectively. At each time step t, the robot selects an
action at ∈ A according to a policy pi which is a function
of the current state of the environment st ∈ S. After this
interaction, the state of the environment changes to st+1 ∈ S
with a probability density ps = p(st+1|st,at), and the robot
receives a reward according to the function r : S ×A → R.
The robot’s goal is to maximize the expected infinite-
horizon discounted accumulated reward G(τ) of the trajec-
tory τ = {s0,a0, s1,a1, . . . }, induced by its policy pi. That
is to say J(pi) = Eτ [G(τ)] = Eτ [
∑∞
t=0 γ
t r(st,at)].
A. Maximum Entropy Reinforcement Learning
The exploration required for a robot to generate
behaviors that produce high return can be directly
obtained by the stochastic policy pi(at|st), where the
randomness of the actions at given the state st can
be quantified by the entropy of the policy. Maximum
entropy reinforcement learning or entropy regularized
RL [22][23] is a formulation that augments the previous
RL objective by including the entropy of the robot’s
policy J(pi) = Eτ
[∑∞
t=0 γ
t
(
r(st,at) + αH(pi(·|st))
)]
,
where H(pi(·|st)) denotes the entropy of an action
at with distribution pi(at|st) and is computed as
H(pi(·|st)) = Eat∼pi[− log pi(·|st)]. The parameter α
controls the stochasticity of the optimal policy. Note that the
conventional RL objective is recovered in the limit α→ 0.
B. Soft Actor-Critic algorithm
Soft actor-critic (SAC) is an off-policy actor-critic deep
RL algorithm that optimizes stochastic policies defined in the
maximum entropy framework [24]. The algorithm is built on
a policy iteration formulation that alternates between policy
evaluation and policy improvement steps. In the former,
a parameterized soft Q-function Qφ is updated to match
the value of the parameterized policy piθ according to the
maximum entropy objective, while in the latter the policy
piθ is updated towards the exponential of the updated Qφ.
The update rules for the NN parameters φ and θ are given
in section V, and more details of the SAC algorithm can be
found in [24][25].
IV. COMPOSITION OF MODULAR GAUSSIAN POLICIES
Acquiring autonomously a robotic skill for a specific task
can be achieved by directly optimizing the maximum entropy
RL objective with the experience collected from the task
execution. Nevertheless, when a new task defined in the same
state and action spaces has to be learned, the robot should
interact again with the environment to obtain useful data for
improving the policy for this new task. Sample efficiency
is a key concern in robotics, therefore in this section we
propose a two-level hierarchical model that seeks to construct
a set of simpler and reusable policies in the low level of
the hierarchy, and a high-level policy that combines them
for solving a more complex task. In addition, in section
V, we will introduce an algorithm for exploiting better
the interaction data and learning both low- and high-level
policies all together.
A. Hierarchical model for composing modular policies
First, let us assume that several complex tasks can be
decomposed into a set of K composable tasks T = {T [k]}K1 .
All of them have the same state space, action space
and transition dynamics, however, each one is character-
ized by a specific reward function r[k](st,at). Thus, the
corresponding MDP for each composable task T [k] is
(S,A, ps, r[k]). Second, let us assume that stochastic policies
defined in these MDPs, called composable policies, are con-
ditional Gaussian distributions pi[k](a|s) = N (m[k],C[k]),
with mean vector m[k] ∈ A and diagonal covariance matrix
C[k] = diag[σ21 , σ
2
2 , . . . , σ
2
DA ].
Let us also define a (possibly more complex) compound
task M, described by the combination of the tasks in T .
As with the composable tasks, M also shares the same
state space, action space and transition dynamics, but it is
characterized by the reward rM(st,at). Finally, a stochastic
policy defined in the resulting MDP (S,A, ps, rM) is named
compound policy piM. This policy reuses the set of compos-
able policies Π = {pi[k]}K1 defined in T , by using the set
W = {w[k]}K1 where w[k] ∈ RDA is an activation vector
whose components are used to combine each DoF of the
action vector. Therefore, the compound policy is modeled as
a two-level hierarchical policy piM = f(W,Π).
The generation process of an action from the compound
policy involves first obtaining the actions from Π in the low
level of the hierarchy, and then combining them at the high
level of the hierarchy. Instead, we here exploit the assump-
tions made for the composable policies and propose two
formulations of f for obtaining a policy piM(a|s) that is also
conditional Gaussian and defined in terms of the means m[k]
and covariances matrices C[k] of the composable policies.
As a result, an action from the compound policy can be
sampled directly from the resulting conditional distribution,
a ∼ piM(a|s).
The first option for f is to consider that the action of the
compound policy is the convex combination of elements of
actions sampled from the composable policies. As the actions
for each composable policy are conditionally independent
given the states, and each pi[k](a|s) is conditional Gaussian,
the resulting action is also normally distributed. Therefore,
the compound policy is piM(a|s) = N (m, diag(c)), where
the components in m and c are computed as
ci =
K∑
k=1
(
w
[k]
i σ
[k]
i
)2
, mi =
K∑
k=1
w
[k]
i m
[k]
i , (1)
for all 1 ≤ i ≤ DA, with w[k]i , m[k]i , σ[k]i as the corresponding
elements of the activation vector, mean vector, and standard
deviation vector for the composable policy pi[k].
The second alternative for modeling f is to con-
sider that each component i in the resulting action vec-
tor is obtained from a product of conditional Gaussians
piM(ai|s) ∝
∏K
k=1(pi
[k](ai|s))w
[k]
i . As a result, the com-
pound policy is also piM(a|s) = N (m, diag(c)) where the
components in m and c are computed as
ci =
(
K∑
k=1
w
[k]
i
(σ
[k]
i )
2
)−1
, mi = ci
(
K∑
k=1
w
[k]
i
(σ
[k]
i )
2
m
[k]
i
)
,
(2)
(a) Hierarchical policy
(b) Q-value function
Fig. 2: Policy and Q-value function neural networks. (a) the first layer is
shared among all the modules, the modules for the composable policies
are shown in blue and the module that outputs the activation weights is
depicted in purple. The outputs of all these modules are then composed in
f by using one of the alternatives described in Section IV-A. (b) the first
layer is also shared among all the modules, and then each module outputs
the corresponding approximated Q-value.
for all 1 ≤ i ≤ DA, with w[k]i , m[k]i , σ[k]i defined as in the
first case.
B. Hierarchical Policy and Q-functions Modeling
The composable tasks in T are formulated as independent
RL problems, and thus the corresponding policies are also
independent. In this line, the mean m[k] and covariance
matrix C[k] 1 that describe a composable Gaussian policy
can be obtained from an independent NN. Nevertheless, we
can exploit the assumption that all the tasks in T share the
same state space, and therefore use shared layers across all
the policies for obtaining features that can be exploited by
all the policies. The parameters of the resulting NN policy
are denoted by θT , and include both the parameters of each
NN policy and the shared layers.
Moreover, the function h required for obtaining the state-
dependent activation vectors {w[k]}K1 = h(s), can also be
modeled by an NN with parameters θw. This new NN
is included in the previously described NN and thus also
exploits the features obtained in the shared layers. Therefore,
the whole hierarchical policy is parameterized by piθ, an NN
with parameters θ = [θT θw] and depicted in Fig. 2a.
In the same way, an NN with an architecture similar to the
hierarchical policy can be used to model the Q-functions of
both the composable policies and compound policy. There-
fore, the resulting NN, denoted by Qφ and depicted in Fig.
2b, has parameters φ = [φT φM].
V. SIMULTANEOUS LEARNING AND COMPOSITION OF
MODULAR MAXIMUM ENTROPY POLICIES
Most methods learn the composable tasks one at a time,
and later, the compound task. This procedure is not scalable
as all the experience collected for each learning process is
only used for that specific process. Also, it is not possible
to start learning more complex tasks unless all the compos-
able policies have been successfully learned. The method
proposed in this section is based on the idea that a single
stream of experience can be used to improve not only the
policy that is generating the behavior but also, indirectly,
many other policies. Similar to [17] and [21], our method
1More specifically a vector of log standard deviations.
assumes that the robot receives, at each time step, the rewards
for different tasks, and each reward has an assigned policy
that tries to maximize its corresponding return G by using
the same collection of state-action pairs.
A. Off-Policy Multi-task Policy Search
The sets of composable policies Π and activation vectors
W required for a compound policy piM to solve task M,
can be learned simultaneously. To do so, let us assume that,
at each time step, the robot receives a stream of rewards
rt = [r
[1]
t . . . r
[K]
t r
M
t ]
T, that is, a vector whose components
are the reward rMt of the compound taskM and the reward
r
[k]
t of each composable task in T .
Moreover, the method considers that the behavior or
intentional policy, i.e. the policy followed by the robot
to interact with the environment, is always the compound
policy piM. The experience at each time step (st,at, rt, st+1)
is collected in the dataset D, and subsequently used for
improving compound and composable policies. As a result,
the data in D is off-policy experience for the composable
policies because it is generated from a different policy [26].
Thus, the composable policies (from now on unintentional
policies [17]) are target policies in the off-policy setting.
Therefore, by considering the parameterized policy piθ (see
section IV-B) with parameters θ = [θT θw], the optimal
parameters θ∗ are those that maximize the objective
Jpi(θ) = Jpi(θ
w;M) +
K∑
k=1
Jpi(θ
T ; T [k]), (3)
where Jpi(θT ; T [k]) denotes the performance criterion of the
composable policy pi[k]θ in task T [k], and Jpi(θw;M) the
performance criterion of the compound policy piMθ in task
M.
B. Multi-task Soft Actor-Critic
As mentioned in section III-A, the maximum entropy
objective incentives exploration, which is critical for the
introduced method as the composable policies are learned
unintentionally and their influence in the sampling process
is indirect. Thus, each policy seeks to optimize the maximum
entropy objective
J(pi[j]) =
∞∑
t=0
Epi[j]
[
γt
(
r[j](st,at) + αH(pi[j](·|st))
)]
(4)
where r[j] is the reward function of the corresponding task
j ∈ (T ∪ {M}).
Considering the SAC algorithm described in section III-B,
the learning process for all the aforementioned policies is an
alternating procedure of policy evaluation, where the value
function is computed for all the policies, and policy update,
where the policies are improved with their corresponding
value functions. Therefore, at each time step, the parameter-
ized Q-function Qφ optimizes the soft mean-squared bellman
Algorithm 1 HIU-SAC
1: Initialize target network weights: φ¯i ← φi for i ∈ {1, 2}
2: Initialize an empty replay memory D ← ∅
3: for each iteration do
4: for each interaction step do
5: Sample compound action at ∼ piθ(at|st)
6: Sample transition from the environment: st+1 ∼ ps(st+1|st,at)
7: Store the interaction data in the replay memory:
D ← D ∪ {(st,at, rt, st+1)}
8: end for
9: for each gradient step do
10: Update Q-networks parameters:φi ← λQ∇ˆJQ(φi) for i ∈ {1, 2}
11: Update composable policies parameters: θT ← λpi∇ˆJpi(θT ; T )
12: Update compound policy parameters: θM ← λpi∇ˆJpi(θM;M)
13: Update temperature parameters:
α[j] ← λα∇ˆJα(α[j]) for j ∈ (T ∪ {M})
14: Update target Q-networks weights:
φ¯i ← ρφi + (1− ρ)φ¯i for i ∈ {1, 2}
15: end for
16: end for
error of all the policies
JQ(φ) = E(st,at)∼D
[
1
2
∑
j
(
Q
[j]
φ (st,at)−
(
r[j](st,at) + γ Est+1∼ps [V
[j]
φ¯
(st+1)]
))2]
(5)
for all the tasks j ∈ (T ∪ {M}), where the value function
V
[j]
φ¯
is implicitly parameterized through a target soft Q-
function with parameters φ¯ via
V
[j]
φ¯
(st) = Eat∼pi[j]θ [Q
[j]
φ¯
(st,at)− α log(pi[j]θ (at|st))] (6)
On the other hand, the components of (3) for the policy
improvement step of the parameterized policy piθ are defined
as
Jpi(θ
T ; T [k]) = Est∼D
[
E
at∼pi[k]θ
[
Q
[k]
φ (st,at)− α log(pi[k]θ (at|st))
]]
(7)
for each composable task T [k] in T , and
Jpi(θ
w;M) = Est∼D
[
Eat∼piMθ
[
QMφ (st,at)− α log(piMθ (at|st))
]]
(8)
for the compound task M. Note that the parameters θw
required for modeling the activation vectors in W are the
only ones updated in the compound policy because, as
discussed in [21], there is no guarantee to preserve the unin-
tentional policies. As a consequence, the proposed algorithm
improves the parameterized hierarchical policy piθ in a two-
step process with random minibatches from D. First, by
optimizing θT with (7) for all the composable tasks. And
second, by fixing θT and optimizing θM through (8).
As suggested in [27], the practical algorithm considers two
soft Q-function NNs with parameters φi trained indepen-
dently to optimize (5). Furthermore, the algorithm includes
a step to calculate α automatically by optimizing
J(α[j]) = Eat∼pi[j]
[
−α log(pi[j]θ (at|st)) + αH¯[j]
]
(9)
for j ∈ (T ∪ {M}). Therefore, the whole training process
with the proposed method, called Hierarchical Intentional-
Unintentional (HIU), is summarized in Algorithm 1.
VI. EXPERIMENTS
In order to analyze the proposed approach, several exper-
iments were carried out in four robotic tasks that can be
intuitively decomposed into simpler tasks. The goal of these
experiments is to evaluate if the proposed approach 1) solves
an RL problem with a policy that reuses a set of composable
policies, and at the same time, 2) obtains composable policies
with performance similar to dedicated single-task policies.
A. Tasks Description
In the first environment, shown in Fig. 3a, the agent is a
2D point particle that has to reach the position (−2,−2).
The state of this environment is continuous and defined by
the position (x, y) of the particle, and the control actions
are its velocities (x˙, y˙), then DS = DA = 2. The initial
position of the particle is sampled from a spherical Gaussian
distribution centered in the position (4, 4). This task can be
decomposed into two composable tasks, namely, reaching the
position −2 in the x coordinate, and reaching the position −2
in the y coordinate. Therefore, the compound policy to reach
(−2,−2) has to combine the corresponding composable
policies.
The second and third environments correspond a 3-DoF
planar manipulator simulated in Pybullet [28], and whose
control actions are joint torques, then DA = 3. The second
environment, shown in Figure 3b, requires the robot to reach
a random goal pose and is described by a state composed
of the joint positions and velocities of the robot, and the
relative position of the robot end-effector w.r.t the goal, then,
DS = 8. The third environment, displayed in Figure 3c,
requires the manipulator to reach a cylinder and push it
to a target location. In addition to the joint positions and
velocities, the state also includes the positions of the end-
effector, the cylinder and the goal, then DS = 12.
Finally, the proposed approach is also tested in a more
complex task, where a simulated CENTAURO robot [29] has
to reach a target 3D pose while balancing an object with a
tray, as depicted in Figure 3d. The tray is firmly attached to
the robot hand but not the cylinder. The control actions are
task joint torques of the right arm, then DA = 7. Note that
if a zero-torque control action was applied to the joints, the
cylinder would fall by its weight. The state in this scenario
is composed of the arm joint positions and velocities, pose
errors and rate of change of the errors between the target pose
and the center of the tray, and between the desired pose of
the cylinder in the tray and its current pose, then DS = 38.
B. Robot Learning Details
The NN models proposed in subsection IV-B are used
for learning the four tasks above described. The same ar-
chitecture is used in all the experiments, namely, NNs with
ReLU nonlinearities in the hidden nodes and none in the
outputs. However, the number of nodes depends on the task,
as summarized in Table I.
The tasks are learned with the algorithm proposed in sec-
tion V and the following hyperparameters: Adam optimizer
with learning rates λQ = λpi = λα = 3 · 10−4, target
(a) (b)
(c) (d)
Fig. 3: Experimental scenarios: (a) 2D particle that reaches a fixed goal
position. (b) 3-DoF planar manipulator reaching a random 2D goal position
(green circle). (c) 3-DoF planar manipulator that should push the randomly-
placed yellow cylinder to a varying 2D goal position (green circle). (d)
CENTAURO robot that simultaneously balances a tray with a cylinder and
moves to a random 3D goal pose.
smoothing coefficient ρ = 5 · 10−3, and discount factor
γ = 0.99. The NNs are trained using stochastic gradient
descent with batches sampled from D after an interaction
with the environment. The entropy target H¯[j] is the same for
both composable and compound policies, however its value
varies for each task. These values and the replay buffer size
D for each environment are also depicted in Table I.
The two composition strategies described in section IV
are denoted with HIUSAC. The alternative that considers
Equation (1) is denoted by HIUSAC-1, while the solution
using Equation (2) is denoted by HIUSAC-2. For com-
parison purposes, the SAC algorithm was used to learn
both compound and composable policies in single-task RL
formulations.
TABLE I: Environment-specific hyperparameters
(1) (2) (3) (4)
Units per layer 64 128 128 256
Training steps 1.5·104 1.5·105 1.5·105 1.5·106
Size D 5·106 5·106 5·106 1·107
Size Minibatch 64 256 256 256
H¯ 0 1 1 1
(1) 2D navigation with point particle (Figure 3a).
(2) Reaching task with 3 DoF manipulator (Figure 3b)
(3) Pushing task with 3 DoF manipulator (Figure 3c)
(4) Reaching and tray balancing task with CENTAURO (Figure 3d)
C. Results
Figure 4a shows the learning curves of the composable
policies obtained with both HIUSAC-1 and HIUSAC-2 for
the 2D particle environment. The achieved performance is
similar to that obtained directly in the compound task with
the SAC algorithm. The approximated soft Q-values for
the velocities (actions) given some specific positions of the
particle (state) are depicted in Figure 4b. Notice how the
actions and soft Q-values vary as a function of the position,
capturing the specifications of their respective tasks. This
is a remarkable result as the composable policies were
learned unintentionally with off-policy experience collected
only with the compound policy.
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Fig. 4: Navigation task of a 2D point particle: (a) SAC denotes the
compound and composable policies obtained with the SAC algorithm in
single-task formulations. The policies obtained with the algorithm proposed
in section IV are denoted by HIUSAC-1 and HIUSAC-2, with the former
considering Equation (1) and the latter using Equation (2). The learning
curves show that both the compound and composable policies can success-
fully perform their respective tasks using the proposed hierarchical model,
while being competitive with the single-task formulations. (b) Actions
sampled from these policies seek to move the point particle to their
respective target. The soft Q-values of these policies, depicted as contour
plots, show the values for the actions in five different positions.
The learning curves of the other three environments are
displayed in Figure 5. As noted previously, the tasks with the
planar manipulator are more complex than the navigation of
the 2D particle because the action space, i.e. joint torques,
influence directly in the task of reaching the x position
and the task of reaching the y position. Therefore, it is
more difficult to assign proper activation vectors for the
respective composable policies. However, both HIUSAC-1
and HIUSAC-2 obtained successful composable and com-
pound policies, all of them with a performance similar to
the policies obtained with the SAC algorithm in single-
task RL formulations. However, as we can notice in the
composable task 2 for the reaching environment (Figure 5a),
both alternatives require more iterations to converge.
Finally, the results obtained for the task carried out by
the CENTAURO robot are reported in Figure 5c. In this
case, the composable policy converges faster and results in
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Fig. 5: Learning curves for the compound task and the composable tasks for the reaching, pushing and CENTAURO tasks. The figures show the average
return for the proposed approach with the two composition strategies described in section IV. The method that considers Equation (1) is denoted by
HIUSAC-1. On the other hand, the method that considers Equation (2) is denoted by HIUSAC-2 The resulting policies obtained with both alternatives are
compared with the ones obtained from single-task RL formulations with the SAC algorithm.
higher average returns when compared to the policy obtained
in the single-task formulation. This results demonstrate how
the complexity of one task can be solved with a collection
of simpler subtasks by exploiting a hierarchical off-policy
formulation. An interesting result is that the performance
of the composable policies for task 2 exceeds that of their
single-task counterparts. We attribute this to the fact that
the compound policy explores better the environment and
therefore the collected experience contains more meaning-
ful information than those obtained in single-task RL for-
mulations. Between HIUSAC-1 and HIUSAC-2, the latter
converges faster and results in higher average returns in the
compound task and also the composable ones.
VII. CONCLUSIONS AND FUTURE WORK
In this paper we have proposed a hierarchical RL approach
for tasks that can be decomposed into a collection of subtasks
that require to be performed concurrently. The Gaussian
policies corresponding to these subtasks are combined using
a set of activation vectors. These activation vectors allow to
consider concurrently actions sampled from all the low-level
policies and preferences among specific components. Fur-
thermore, two methods were proposed to obtain a compound
policy that is also Gaussian and a function of the means and
covariances matrices of the composable policies.
Moreover, we proposed an algorithm for learning both
compound and composable policies within the same learning
process by exploiting the off-policy data generated from
the compound policy. Note that populating the replay mem-
ory buffer with rich experiences is essential for acquiring
multiple skills in an off-policy manner. The composable
policies learned unintentionally had similar performance than
the policies obtained in single-task formulations only when
the compound policy was able to efficiently explore the
environment. For this reason, the algorithm was built on a
maximum entropy RL framework to favor exploration during
the learning process.
Nevertheless, choosing the temperature parameters for
the maximum entropy RL objective is challenging for the
compound policy because its stochasticity is determined
by the activation vectors and the stochasticity of all the
composable policies. As a result, high temperature values
favors higher entropy policies and the compound policy will
show preference for composable policies with high stochas-
ticity. However, this preference is made to the detriment of
preferring policies with good performance but low entropy.
We have used the automating entropy adjustment strategy
proposed in [27] that reduces this problem, however now the
problem is derived to choose the minimum expected entropy
for both composable and compound policies. This value was
easier to set for the simpler environments of the experiments,
but more challenging for the complex ones. Therefore, future
work could be focus in developing a mechanism that allows
to obtain this value automatically based on the performance
of both compound and composable policies.
On the other hand, in this paper, the action value functions
of the composable policies are only used in the policy
evaluation step of these policies. However, these models
capture the performance of the policies in their respective
tasks, and therefore they are important sources of information
that could be considered by the compound policy.
Finally, an important motivation for task decomposition is
reusing the composable policies in new tasks. Future work
will be to analyze the behavior of the composable policies
when they are reused in different compound tasks. It is
important to know how the performance of new compound
policies is affected by composable policies obtained in
different contexts. Moreover, the experiments carried out in
this paper were focused in tasks that are decomposed in
two subtasks. Future work will consider tasks that could be
decomposed in more than two subtasks and tasks where the
components of the action vector can be assigned completely
to specific tasks, e.g. bimanual tasks.
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