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Kivonat Áttekintjük a tenzorfelbontás számítógépes nyelvészeti alkalmazásait,
különösen az igei argumentumstruktúrára vonatkozókat, és olyan asszociációs
mértékekre hívjuk fel a figyelmet, amelyeket eddig nem használtak erre a fel-
adatra.
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1. Bevezetés
A tenzorok (>2-dimenziós tömbök) a mátrixok általánosításai: ahogy a mátrixok két ten-
gely (sorok és oszlopok) mentén elrendezve tartalmaznak számokat, a tenzoroknak több
tengelyük (más szóval módjuk1) van. Az együtteselőfordulás-mátrix szingulárisérték-
felbontása (singular value decomposition, SVD) természetes eszközt kínál arra, hogy
általánosításokat modellezzünk két mód között a kölcsönhatásokra vonatkozóan. A két
módot alkothatják szavak és a dokumentumok (látens szemantikai elemzés, latent se-
mantic analysis, LSA, Landauer és Dumais (1997)), szavak és függőségi kontextusaik
(Levy és Goldberg, 2014a), vagy egyszerűen a cél- (avagy fókusz-) és a kontextussza-
vak (szokásos szóbeágyazások, Mikolov és mtsai (2013b); Levy és Goldberg (2014b);
Pennington és mtsai (2014)). Turney és Pantel (2010) szerint négyféleképpen értelmez-
hetjük az SVD célját: mint valamiféle látens jelentés modellezését, mint zajcsökkentést,
mint közvetett (avagy magasabb rendű) együttes előfordulások modellezését (vagyis
amikor két szó hasonló kontextusokban jelenik meg), vagy mint a ritkaság csökkenté-
sét. A nyelvben az intuíciónk szerint vannak többedrendű kölcsönhatások: a lemezját-
szó szupermenesdit játszik kifejezés furcsa (a példa Van de Cruys (2009)-énak módo-
sítása), jóllehet azok a másodrendű kapcsolatok, hogy 〈játszik, SUBJ, lemezjátszó〉 és
hogy 〈játszik, OBJ, szupermenesdi〉 tökéletesek. A mátrixfelbontás tenzorokra való ál-
talánosításai (Kolda és Bader, 2009) az ilyen háromirányú kölcsönhatások elemzéséhez
nyitnak utat.
A tenzorfelbontás a neurális hálókban szereplő szóbeágyazáshoz hasonló beágya-
zásvektorokat biztosít minden módhoz – a mi esetünkben az alany szerepét betöltő
főnevekhez, az igékhez és a tárgy szerepét betöltő főnevekhez. Annak a projektnek,
1 Módokról különösen azokban az alkalmazásokban beszélünk, ahol különböző modalitásból
származó adatokat fuzionálnak, ahogy pl. téri és idői koordinátákat az agyi képalkotásban.
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amibe ez a cikk illeszkedik, az a hosszú távú motivációja, hogy szemantikai igeosztá-
lyokat nyerjünk az ige-beágyazásvektorok klaszterezésével (felügyeletlen, vagyis an-
notált adatot nem használó csoportosításával). Ha a klaszterek igeosztályoknak (Levin,
1993) felelnek meg2, akkor arra számítunk, hogy a többértelmű igék, mint a fenti ját-
szik, kiugrónak (outlier) fognak bizonyulni, hiszen a különböző használataik különböző
klaszterekbe kívánkoznak.
Az utóbbi évtizedben a vektoros szómodellek (amelyek neurális hálók szóbeágya-
zásaiként lettek különösen ismertek (Mikolov és mtsai, 2013a)) és a tenzorfelbontá-
si algoritmusok is figyelemre méltó mértékben fejlődtek, és nyelvtechnológiai teszt-
halmazokat is használtak élvonalbeli, skálázható, zajtűrő tenzorfelbontó algoritmusok
tesztelésénél (Sharan és Valiant, 2017; Bailey és mtsai, 2018; Frandsen és Ge, 2019).
A szótöbbértelműség – és különösen az igei szelekció valamint argumentumszerkezet –
adatközpontú megértése azonban még nem mondható érettnek. Cikkünk ezt a területet
igyekszik bemutatni.
Az 2. szakasz a tenzorszámításról ad egy minimális bevezetőt, és bemutat különféle
asszociációs mértékeket, olyanokat is, amelyeket tudomásunk szerint még nem használ-
tak tenzorfelbontásban. A 3. szakasz áttekinti a tenzoros nyelvészeti munkákat, különös
tekintettel a bennük alkalmazott minőségi és számszerű kiértékelésre és a kapcsolódó
magyar cikkekre.
2. Tenzorfelbontás
A tenzorszámítással való ismerkedéshez Kolda és Bader (2009) és Rabanser és mtsai
(2017) a fő kiindulópontok. Ahogy ezekből is kiderül, nemcsak egyféleképpen lehet
általánosítani az SVD alapgondolatát. A következő két szakasz a két legnépszerűbb
kiterjesztést, a kanonikus poliadikus felbontást és az általánosabb Tucker-felbontást is-
merteti. E két algoritmuscsalád interpretálásának lehetőségeit a jelfeldolgozás és a gépi
tanulás kettős szempontjából Sidiropoulos és mtsai (2017) mutatja be.
2.1. Kanonikus poliadikus felbontás
A kanonikus poliadikus felbontás (Canonical Polyadic Decomposition, CPD, más né-
ven CanDecomp, Parallel Factor modell, rangfelbontás vagy Kruskal-felbontás, Car-
roll és Chang (1970)) a eredeti tenzort 1-rangú tenzorok lineáris kombinációjaként kö-
zelíti. Egy 1-rangú tenzor nem más, mint vektorok tenzorszorzata, ugyanúgy ahogy két
vektor diádszorzata egy 1-rangú mátrix, lásd az 1-es ábrát.
A váltakozó legkisebb négyzetek algoritmusa (Alternating Least Squares, ALS,
Carroll és Chang (1970); Harshman (1970)) iteratív módszer a CPD kiszámítására.
Egy-egy iterációban egy híján az összes módot rögzítjük, és a fennmaradót illesztjük.
Az ALS nem garantálja a konvergenciát, és még ha az meg is történik, nem észlelhető
2 Ahogy egy korábbi változat névtelen bírálója megjegyezte, érdekes lehet számos olyan igeosz-
tály szóbeágyazáson alapuló vizsgálata, mint „a thetikus mondatok, egzisztenciális mondatok,
aspektusok, határozatlan alanyok. Vajon például megfeleltethetők-e a kapott osztályok vala-
milyen módon az igei aspektusoknak (pl. igekötős igék a magyarban)? . . . Lehet-e itt szerepe
a határozatlan alanyoknak?”
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1. ábra: Kanonikus poliadikus felbontás, ábra Rabanser és mtsai (2017)-től
egykönnyen. Felhívjuk viszont a figyelmet az ALS-nak egy viszonylag új továbbfej-
lesztésére, az Orth-ALS-ra (Sharan és Valiant, 2017), lásd a 3. szakaszt.
2.2. Tucker-felbontás
Noha CPD elterjedtebb a nyelvészetben, röviden bemutatjuk az általánosabb Tucker-
felbontást is. A Tucker-felbontás (más néven magasabb rendű SVD, Tucker (1966)) egy
kisebb méretű G magtenzort ad, amit tengelyenként egy-egy mátrixszal megszorozva az
eredeti tenzor közelítését kapjuk, lásd a 2-es ábrát. Ha az eredeti tenzor tengelyei
alany× ige× tárgy,
akkor a három mátrix sorai az alanyokat, az igéket illetve a tárgyakat beágyazó vekto-
rok, a G tenzor elemei pedig az előbbi három közötti kölcsönhatások szintjét határozzák
meg.
A Tucker-felbontás nem unikus, hiszen G-t az illesztés romlása nélkül transzfor-
málhatjuk, ha a tényezőmátrixokra ugyanannak a transzformációnak az inverzét alkal-
mazzuk. Az egyediség további követelmények bevezetésével javítható (Kolda és Bader,
2009; Lahat és mtsai, 2015), mint például ritkaság, kis elemek, G teljes ortogonalitása
(all-orthogonal), nem-negativitás vagy függetlenség.
2.3. Az együtt-előfordulások számának súlyozása
korpusz tengelyek asszociációs mérték rang
Van de Cruys (2009) holland, .5 B 10 K alany × 1 K ige × 10 K direkt tárgy PPMI 50 . . . 300
Van de Cruys (2011) holland, .5 B 10 K alany × 1 K ige × 10 K direkt tárgy kétféle PMI (nincs felbontás)
Van de Cruys és mtsai (2013) UKWaC, 2 B 10 K alany × 1 K ige × 10 K tárgy PMI 300
Jenatton és mtsai (2012) 2 M Wp-cikk 30 K alany × 5 K ige × 30 K direkt tárgy P = 1/(1 + exp(−si ·Rj ⊗ ok)) 25, 50, 100
Sharan és Valiant (2017) Wikipedia, 1.5 B 10 K szó × 10 K szó × 10 K szó log(f + 1), wi = si ⊕ vi ⊕ oi normalizálva 100
Bailey és mtsai (2018) .3 B a Wp-ből 1000-es gyakorisági cut-off (±eltolt) PPMI, wi normalizálva 300
1. táblázat. Tenzoros nyelvészeti munkák. A korpuszok méretét többnyire a szavak szá-
mában mérve tüntettük fel. A képletekhez némi magyarázatot adunk a szövegben.
A nyelvi gyakoriságok ritka tömböt alkotnak, hiszen a legtöbb szó a legtöbb szó-
val nem fordul elő együtt empirikusan, és a gyakoriságok sok nagyságrendet ölelnek fel
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2. ábra: Tucker-felbontás, ábra Rabanser és mtsai (2017)-től.
(Zipf-törvény avagy hatványeloszlás, Manin (2008); Gittens és mtsai (2017)), ezért ritka
tenzorokat érdemes használni a puszta gyakoriságoknál kifinomultabb társítási mérté-
kekkel (association measure) benépesítve (populate). Ezekre a mértékekre térünk most
rá. Az itt csak hivatkozott nyelvi témájú, tenzorfelbontást alkalmazó munkákat az 1-es
táblázat összegzi és a 3. szakasz mutatja be.
A legegyszerűbb választás log(f + 1), ahol f az együttes előfordulási gyakoriság
(Sharan és Valiant, 2017). Jenatton és mtsai (2012) a sokrelációs tanulás kontextu-
sába helyezi az 〈alany, ige, tárgy〉 hármasok modellezését, és a log-bilineáris modell
(Mnih és Hinton, 2007; Mikolov és mtsai, 2013a) súlyozási függvényét alkalmazza.
van de Cruys három cikke és Bailey és mtsai (2018) egy információelméleti mérték,
a (pozitív) pontonkénti kölcsönös információ ((positive) pointwise mutual information,
(P)PMI), háromváltozós általánosítását használja (lásd a 2.4 szakaszt). A pozitivitás azt
jelenti, hogy annak érdekében, hogy nagyobb pontszámokat tulajdonítsunk a tényleges
együtt-előfordulásoknak, mint a nem-látottaknak, a PMI-nél és a következő bekezdés-
ben bemutatott lexikográfiai mértékeknél is kinullázzuk a negatív elemeket.
Egyes lexikográfiai társítási mértékek is hasznosak lehetnek tenzorfelbontásban. A
PMI kétféle háromváltozós általánosításáról a következő szakaszban szólunk. Ezt meg-
előlegezve bármelyik általánosítást használva magától értődően általánosíthatjuk három
változóra a Sketch Engine lexikográfiai szoftverben használt szembetűnőséget (salien-
ce, Kilgarriff és mtsai (2004)) is:
log(f(x, y, z)) · PMI(x, y, z).
Kísérletezhetünk a Log-Dice (Rychlý, 2008) általánosításával is:
log
3f(x, y, z)
f(x) + f(y) + f(z)
+ c,
ahol c-t úgy választjuk, hogy a Log-Dice értékek nem-negatívak legyenek.
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2.4. Többváltozós PMI






– gondolnánk, de valójában ez csak egy a lehetséges általánosítások közül. Van de Cruys
(2011) két pontonkénti asszociációs mértéket is bevezet, amelyeknek a várható értéke
a kölcsönös információ (Shannon és Weaver, 1949) egy-egy különböző többváltozós
általánosítása: az interakciós információ (McGill, 1954) illetve a teljes korreláció (Wa-
tanabe, 1960).
Az interakciós információ a feltételes kölcsönös információ fogalmán alapul:3
log
p(x, y)p(x, z), p(y, z)
p(x, y, z)p(x)p(y)p(z)
A teljes korreláció a változókban levő közös információ mennyiségét számszerűsíti. A
pontonkénti változat képlete az 1-es egyenletben látható. Az irodalmat követve (Villa-
da Moirón, 2005; Van de Cruys, 2009; Van de Cruys és mtsai, 2013; Bailey és mtsai,
2018) ebben a cikkben többváltozós PMI alatt (többváltozós pontonkénti) teljes korre-
lációt értünk.
Van de Cruys (2011) arról számol be, hogy holland kísérleteikben mindkét módszer
ki tudott emelni száliens alany–ige–tárgy hármasokat: prototipikus SVO-kombinációkat,
például szavazás képvisel véleményt és rögzített kifejezéseket. A játszik megfelelőjére
szűkítve a vizsgálódást azt találják, hogy az interakciós információ prototipikus SVO
kombinációkat talál, pl. zenekar játszik szimfóniát, míg az elterjedtebb változat, melyet
ők specifikus korrelációnak neveznek, a szerepet játszik konstrukciót és ennek száliens
alanyait taglalja.
2.5. Ritka tenzorok Python3-ban
Az adattudományban és a nyelvtechnológiában a legnépszerűbb szabad szoftverek je-
lenleg Python 3-on alapulnak, ezért most az itt elérhető tenzorfelbontó csomagokra té-
rünk rá, különös tekintettel a ritka tenzorokra. A fő Python 3 könyvtárak multilineáris
algebrához és tenzorfaktorizációkhoz a scikit-tensor-py3 (Nickel és Rol) és a tensorly
(Kossaifi és mtsai, 2016). Mindkét könyvtár támogatja bizonyos mértékig sűrű és ritka
tenzorok CPD és Tucker-felbontását.
3. A nyelvi többértelműség tenzoros modelljei
A 1 táblázat összefoglalja a nyelvészeti munkák néhány jellemzőjét. Tudomásunk sze-
rint Van de Cruys (2009) vezeti be a nem-negatív tenzorfaktorizációs modellt szelekciós-
preferencia-indukcióhoz. Van de Cruys és mtsai (2013) a Kullback–Leibler-divergencia
3 A pontonkénti változat képlete a szitaformulára emlékeztet, csak fel kell cserélni a számlálót
és a nevezőt, hogy matematikai értelemben is mértéket kapjunk.
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minimalizálására módosítja a tenzorfaktorizációs modellt, ami szerintük az jobban il-
leszkedik a hosszú farkú eloszláshoz, amilyeneket a nyelvben is találunk. Ebben a cikk-
ben a főnevek rejtett modelljeit (vagyis a szóvektorokat) előre rögzítik akkori hagyomá-
nyos együttelőfordulás-alapú módszerrel, ami sajnos korlátozza a tenzorok által amúgy
felderíthető harmadrendű struktúra kihasználását. Módszerük lényegi részét, a harmad-
rendű alany-ige-tárgy interakciók indukcióját, pedig a Tucker-felbontás ihlette.
Jenatton és mtsai (2012) a sokrelációs tanulás (multi-relational learning) kontextu-
sában tanulnak szemantikus igereprezentációkat, amely paradigma eredetileg olyan en-
titásokkal (itt főnevek) foglakozik, amelyek között többféle kapcsolattal (itt ige) állhat
fenn, például közösségi hálók, ajánló rendszerek, szemantikus web vagy bioinforma-
tikai adatok. Ebben a paradigmában a kapcsolatok készletét modellezik: a kapcsolatok
maguk is hasonlóak lehetnek egymáshoz különféle szempontokból. Kísérleteik során az
entitásoknak egyetlen ábrázolása van az összes relációra vonatkozóan. A nyelvi tenzort
〈alany, ige, közvetlen tárgy〉 együtt-előfordulásokkal népesítik be.
Polajnar és mtsai (2014) a zaj-kontrasztív becslés módszerét (amit ők plausibility
trainingnek hívnak) alkalmazzák tranzitív ige-tenzorok felbontásához. Zhang és mtsai
(2014) azt vizsgálják, hogy miként lehet a kézzel létrehozott szemantikai erőforráso-
kat neurális szóbeágyazásokkal kombinálni az antonimáknak a szinonimáktól való el-
választására, ami közismerten nehéz az eloszlásalapú eszközök számára. A tezaurusz
adatait és az eloszlási hasonlóságokat tenzoruk egy-egy szeleteként (táblájaként) fecs-
kendezik be.
A függvényes (functional) megközelítésben a szavaknak különböző rendű tenzorok
felelnek meg. Egy szóhoz tartozó tenzor rendje összhangban van a szónak egy kate-
goriális nyelvtanban való típusával. Például a főnevek atomi típusok, amelyeket egy
vektor képvisel, és a melléknevek olyan mátrixok, amelyek függvényként működnek
(Baroni és Lenci, 2010). A tranzitív ige harmadrendű tenzor. Ebben a megközelítés-
ben probléma, hogy meglehetősen sok paraméter lehet már alacsony dimenziónál is.
(Fried és mtsai, 2015) úgy orvosolja ezt a problémát, hogy a tenzorok alacsony rangú
közelítését használják.
Hashimoto és Tsuruoka (2015) is mátrixként ábrázolják a tranzitív igéket. Modell-
jük implicite faktorizál egy tenzort abban az értelemben, ahogy a skip-gram is implicit
mátrixfelbontás (Levy és Goldberg, 2014b). A tárgyas igék több jelentését megragadják,
és egyértelműsítik őket az argumentumaik alapján. A szabad bővítmények hozzájárulá-
sát is vizsgálják.
Cotterell és mtsai (2017) a skip-gram modellt általánosítják tenzorfelbontásként,
ami lehetővé teszi beágyazások tanítását gazdagabb, magasabb rendű együtt-előfordulá-
sokból, pl. olyan hármasokból, amelyek a kontextusszónak a fókuszszóhoz képesti hely-
zetére vonatkozó információt is tartalmaznak, vagy morfológiai információt a kapcso-
lódó szavak közötti paramétermegosztás érdekében. Negyven nyelven kísérleteznek.
Ferraro és mtsai (2017) ezt a modellt használva keretszemantikán alapuló tenzorokat
tanítanak. A szemantikus proto-szerepeket (semantic proto-role, SPR, Dowty (1991))
egyfajta folytonos keretszemantikának (Fillmore és mtsai, 1976) tekintik, ami bizonyos
tulajdonságok valószínűségét ragadja meg, a szerepeket pedig e tulajdonságok csoport-
jaiként jellemzik. Ferraroék ilyen SPR-alapú várható tulajdonságokat rögzítenek szó-
beágyazásokban.
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Sharan és Valiant (2017)4 egy általános szóbeágyazást készít szimmetrikus 3-módú
tenzorokból. Cikkük lényege az Ortogonális ALS (Orth-ALS), a ALS megközelítésnek
egy olyan módosítása, ami ugyanolyan hatékony, mint a szokásos ALS, de bizonyítha-
tóan megtalálja a valódi tényezőket véletlen inicializálással a szokásos inkoherencia-
feltételezések mellett, azaz hogy a valódi tényezők kevéssé korrelálnak egymással, ami
teljesül az NLP-s alkalmazásokban, ahol a közelítő tenzor rangja általában szignifi-
kánsan szublineáris a tér dimenziójában. Az Orth-ALS időről időre „ortogonalizálja” a
tényezők becslését, megakadályozva, hogy több kiszámított tényező ugyanazt a való-
di tényezőt „üldözze”. A szóbeágyazásokat úgy hozzák létre, hogy a három kiszámolt
faktormátrixot (egyenként 100 látens dimenzió) konkatenálják egy 300-oszlopos mát-
rixszá, majd normalizálják a sorokat.
Megemlítjük Bailey és mtsai (2018)5-at is, akik egy 3-módú szimmetrikus tenzort
képeznek, amely azzal a szójelentés-klaszterezési szempontból figyelemre méltó tulaj-
donsággal bír, hogy egy alkalmas kontextusvektorral való pontonkénti szorzás segít-
ségével jelentésvektorokat kapnak. Végül Frandsen és Ge (2019) Szintaktikus RAND-
WALK modellje különféle mondattani kapcsolatokat ragad meg egy szóhármasok kö-
zötti PMI-t alkalmazó tenzorral.
3.1. Minőségi elemzés a munkákban
〈athlete, run, race〉 finish (.29), attend (.27), win (.25)
〈user, run, command〉 execute (.42), modify (.40), invoke (.39)
〈man, damage, car〉 crash (.43), drive (.35), ride (.35)
〈car, damage, man〉 scare (.26), kill (.23), hurt (.23)
2. táblázat. Tranzitív szerkezetben kontextualizált igékhez leghasonlóbb igék Van de
Cruys és mtsai (2013)-nál.
A Van de Cruys (2009) által végzett kvalitatív kiértékelés a látens dimenziók elem-
zésén alapul: az egyes dimenziókat az azokban legnagyobb abszolút értékű koordinátát
kapó alanyok, igék és tárgyak szerint értelmezik. Úgy találják, hogy a 100 dimenzió
közül 44 keretszemantikát példáz. Egy olyan dimenzióban, amit úgy hívhatunk, hogy
rendőrség letartóztat gyanúsítottat, a legnagyobb súlyú alanyok, igék és tárgyak olyan
szavak, mint például rendőrség, letartóztat illetve gyanúsított. További példák: többség
támogat javaslatot vagy kormány küld csapatot. További 43 dimenzió szemantikája ke-
vésbé egyértelmű: ezek egyetlen igét képviselnek, esetleg egy ige különféle jelentései
keverednek. Tizenhárom rejtett dimenzió konkrét igei szerkezeteket tartalmaz, például
x játszik szerepet, ahol az alanyi oszlop egyenletesen oszlik meg több tucat szó között,
pl. bosszú, szégyen, intézmény, kultúra vagy osztódás.
4 http://web.stanford.edu/~vsharan/orth-als.html
5 https://github.com/popcorncolonel/tensor_decomp_embedding
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Van de Cruys és mtsai (2013) tenzorában a szeletek igéket képviselnek. Ők úgy
szemléltetik az adatokat, hogy hármasokhoz a bennük szereplő, kontextualizált igékhez
leghasonlóbb igéket mutatják meg, lásd a 2-es táblázatot.
A Frandsen és Ge (2019) kvalitatív kiértékelésében együttes melléknév-főnév illet-
ve ige-tárgy vektorokhoz legközelebbi beágyazású szavakat néznek.
3.2. Számszerű elemzés a munkákban
Van de Cruys (2009) ál-egyértelműsítési feladatban értékeli ki a modelljét, ahol azt kell
megítélni, hogy melyik alany (s vagy s′) és közvetlen tárgy (o vagy o′) valószínűbb
egy adott v ige esetében. A tesztkészletet úgy építi fel, hogy 〈s, v, o〉 -t a korpuszból
veszi, míg s′ és o′ egy-egy véletlenszerűen választott alany illetve közvetlen tárgy a
korpuszból, például fiatal/koalíció iszik sört/részvényt. Tudomásunk szerint a tesztkész-
letük nem érhető el.
Grefenstette és Sadrzadeh (2011) tárgyas igék egyértelműsítésére vonatkozó adat-
halmaza igepárokat tartalmaz egy-egy alannyal és tárggyal. A feladat az igék többér-
telműségén alapszik (Kartsaklis és Sadrzadeh, 2013; Milajevs és mtsai, 2014; Polajnar
és mtsai, 2014). Például az angol meet ige többértelmű; egyik jelentésében a satisfy-hoz
hasonlít, egy másikban a visit-hez: A beach meet standard kontextusban a satisfy-hoz és
csak ahhoz, a representative meet official környezetben pedig a visit-hez. A feladat ezen
hasonlóságok predikciója. Van de Cruys és mtsai (2013) ezeken a tárgyas mondatokon
értékelik ki számszerűen a rendszerüket.
Kartsaklis és Sadrzadeh (2013) egy másik teszthalmazt, Mitchell és Lapata (2010)
〈ige, tárgy〉 szerkezetek hasonlóságára vonatkozó adatát egészíti ki: az eredeti párokat
alanyokkal látja el úgy, hogy a hasonlóság mértékét igyekeznek őrizni, hogy az emberi
hasonlóságítéletek érvényesek maradjanak. Kartsaklis és Sadrzadeh (2014) olyan vál-
tozatát adja közre az adathalmaznak,6 ahol már a hármasokat értékeltetik ki Amazon
Türkkel. Polajnar és mtsai (2014), Fried és mtsai (2015) és Hashimoto és Tsuruoka
(2015) Grefenstette-ék adathalmazán és ez(ek)en értékelnek ki.
Jenatton és mtsai (2012) két feladatban értékelik ki modelljeiket: adott alanyhoz és
közvetlen tárgyhoz jósolják be a megfelelő igét, illetve lexikai hasonlósági osztályozást
végeznek. Ők is közzéteszik a tesztadatot, de mi azt találtuk, hogy hármasaik kissé
zajosabbak pl. Grefenstette-ékéinél.
Noha nem triviális, hogy az antonímia jobban támaszkodik-e a hárommódú együt-
tes előfordulásokra, mint például a szinonímia, Zhang és mtsai (2014) GRE antonim
kérdésekben (Mohammad és mtsai, 2008) értékelik ki a munkájukat. A teszthalmaz-
ról Zhangék azt írják, hogy az adatkészlet „szemmel láthatóan köztulajdonban” van, és
kérésre elérhető.
A szóvektorok tesztelésének egyik legnépszerűbb módszere a szóhasonlósági rang-
sorolási feladat (Cotterell és mtsai (2017) is így értékelnek ki), kiváltképp a SimLex-
999 (Hill és mtsai, 2014). Noha a szópárok hasonlósága nem közvetlenül a háromirányú
interakciókat célozza meg, úgy gondoljuk, hogy a SimLex-999 igei megfelelője, a Sim-
Verb (Gerz és mtsai, 2016), sőt az alanyok és a tárgyak tekintetében maga a SimLex-999
6 http://www.cs.ox.ac.uk/activities/compdistmeaning/
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is, hasznos józanság-ellenőrzést (sanity check) nyújt a tenzorfelbontó modellek számára
is.
Sharan és Valiant (2017) nem teszteli kifejezetten a >2-rendű kapcsolatok modelle-
zését, hanem szokásos szóanalógiában („a kutyához úgy viszonyul a kan, mint a macs-
kához a(z) x”) és szemantikai szóhasonlósági feladatokban értékelik ki az ortogonali-
zált tenzorként nyert beágyazásokat. Azzal, hogy az Orth-ALS-t használják a szokásos
ALS helyett, jelentős javulást kapnak, ám a mátrix-SVD módszer továbbra is felülmúlja
a tenzoralapú módszereket. Miután felvetik azt a pesszimista magyarázatot, miszerint a
természetes nyelv esetleg nem tartalmaz eléggé gazdag magasabb rendű függőségeket
a szűk kontextusban megjelenő szavak között a 2-módú szerkezeten túl, másodikként
azt a lehetséges magyarázatot adják a gyenge teljesítményre, hogy csak a két vizsgált
feladathoz nem szükséges ez a fajta magasabb rendű statisztika. Végül Frandsen és Ge
(2019) a már említett melléknév–főnév szókapcsolatok hasonlóságára vonatkozó fel-
adatban (Mitchell és Lapata, 2010) értékelik ki a munkájukat.
3.3. Magyar munkák
Bár a cikkünk angol tárgynyelvű, a magyar konferencia közönsége számára érdekes le-
het a kapcsolódó magyar munkák bemutatása – a teljesség leghalványabb igénye nélkül.
A magyar nyelvű szójelentés-osztályozás (word sense disambiguation) a gépi tanulás
szempontjából legalább Miháltz (2005)-ig és Vincze és mtsai (2008)-ig nyúlik vissza.
Az igéknek sok kutató szentelte a figyelmét nyelvészektől a szűkebb értelemben vett
nyelvtechnológusokig (Dressler és Ladányi, 2000; Kuti és mtsai, 2010; Miháltz és Sass,
2013).
A magyar igei konstrukciók fő adatbázisai a megjelenés sorrendjében a Mazsola
(Sass, 2015, 2018), a Tádé (Kornai és mtsai, 2016) és a Manócska (Kalivoda és mtsai,
2018; Kalivoda, 2019). A magyar szóbeágyazós munkák közül Makrai (2015); Siklósi
(2016); Berend (2018); Kardos és mtsai (2019)és Döbrössy és mtsai (2019) munkáit
emeljük ki, mint cseppeket a tengerből.
4. Következtetés és a jövőbeni kutatás
Összességében elmondhatjuk, hogy a tenzorfelbontás a fősodorra (Hewitt és Manning,
2019) merőleges irányt kínál a nyelvi szerkezet adatvezérelt megértésében. Hosszú tá-
von, amint azt az 1. szakaszban már említettük, szemantikai igeosztályokat szeretnénk
felügyeletlenül tanulni. Ha az igei beágyazás-vektorok Levin (1993)-féle igeosztályok-
nak megfelelő klaszterekbe rendeződnek, akkor a többértelmű igéket a klaszterekből
kimaradó vektorok formájában azonosíthatjuk be. Ez a kutatási vonal a többnyelvű pa-
radigmába is kiterjeszthető (Vulić és mtsai, 2017; Majewska és mtsai, 2018; Sun és mt-
sai, 2010).
Köszönetnyilvánítás
Hálás vagyok Tülay Adalınak, aki a 2018-as DeepLearn nyári egyetem lelkesítő elő-
adójaként felhívta a figyelmemet a tenzorfelbontás általi interpretációban rejlő lehe-
tőségekre, valamint Berend Gábornak, Borbély Gábornak, Indig Balázsnak, Kalivoda
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Ágnesnek, Kornai Andrásnak, Sass Bálintnak, Simon Eszternek, Szécsényi Tibornak
és korábbi változatok névtelen bírálóinak (MSZNY 2019, ACL 2019, Repl4NLP 2019,
Maleczki 65) hasznos megjegyzéseikért. Kutatásomat részben a 2018-1.2.1-NKP-2018-
00008 A mesterséges intelligencia matematikai alapjai és az NKFIH 120145-ös Szó-
szerkezet felismerése mélytanulással projekt támogatta.
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