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a b s t r a c t
A finite set X in the d-dimensional Euclidean space is called an s-distance set if the set of
Euclidean distances between any two distinct points of X has size s. Larman–Rogers–Seidel
proved that if the cardinality of a two-distance set is greater than 2d+ 3, then there exists
an integer k such that a2/b2 = (k − 1)/k, where a and b are the distances. In this paper,
we give an extension of this theorem for any s. Namely, if the size of an s-distance set is
greater than some value depending on d and s, then certain functions of s distances become
integers. Moreover, we prove that if the size of X is greater than the value, then the number
of s-distance sets is finite.
© 2011 Elsevier B.V. All rights reserved.
1. Introduction
Let Rd be the d-dimensional Euclidean space. A subset X in Rd is called an s-distance set, if |A(X)| = s where A(X) =
{d(x, y) | x, y ∈ X, x ≠ y}, d(x, y) is the Euclidean distance of x and y, and | ∗ | denotes the cardinality. A basic problem is
to determine the maximum possible cardinality of s-distance sets in Rd or in the unit sphere Sd−1 for a fixed s.
An absolute upper bound for the cardinality of an s-distance set in Rd was given by Bannai et al.i.e. |X | ≤

d+s
s

[2] (for
s = 2, the bound was proved in [5]). We also have the bound |X | ≤

d+s−1
s

+

d+s−2
s−1

for an s-distance set in Sd−1 [8].
Larman et al. [13] proved a very useful theorem to determine the maximum cardinality of two-distance sets. Namely, if
the cardinality of a two-distance setX inRd is at least 2d+4, then there exists a positive integer k such thatα21/α22 = (k−1)/k
where A(X) = {α1, α2}. Moreover, the integer k is bounded above by 1/2+√d/2. The condition |X | ≥ 2d+4was improved
to |X | ≥ 2d + 2 in [16]. There exists a (2d + 1)-point two-distance set whose α21/α22 is not an integer. Indeed, they are
obtained from the spherical embedding of the conference graph [16]. Since we may assume α2 = 1 for a two-distance set
in Rd, the distance α1 is determined by an integer k.
The maximum cardinalities of two-distance sets were determined for d ≤ 8 [6,12,14]. Larman–Rogers–Seidel’s theorem
helped the classification of maximum two-distance sets for d ≤ 7 in [14].
Musin [15] gave a certain general method to improve the known upper bounds for spherical two-distance sets. Let β1, β2
be the inner products between distinct points of a spherical two-distance set, and k be the ratio of Larman–Rogers–Seidel’s
theorem. In his method, one inner product β1 is expressed by a certain function of an integer k and the other inner product
β2 by Larman–Rogers–Seidel’s theorem. This is one of the key ideas in [15], and the maximum cardinalities of two-distance
sets in Sd−1 were determined for 7 ≤ d ≤ 21 and 24 ≤ d ≤ 39.
Larman–Rogers–Seidel’s theorem can be expected to have a lot of applications, and its extension for any s is one of most
important problems in the theory of few distance sets.
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In the present paper, we give a generalization of Larman–Rogers–Seidel’s theorem for any s. Namely, if the cardinality of
an s-distance set X ⊂ Rd is at least 2

d+s−1
s−1

+ 2

d+s−2
s−2

, then
∏
i=1,2,...,s,i≠j
α2j
α2j − α2i
is an integer ki for each i = 1, 2, . . . , s, where A(X) = {α1, α2, . . . , αs}. Moreover, |ki| is bounded by a certain function of s
and d. For s = 2, k1 = α22/(α22−α21) is an integer, andwe can transform the equality to α21/α22 = (k1−1)/k1. This theorem is
exactly an extension of Larman–Rogers–Seidel’s theorem. Furthermore we show that the distances αi (αs = 1) are uniquely
determined from given integers ki.
A problem about the finiteness of the number of s-distance sets is also interesting. Einhorn–Schoenberg [9] proved that
there are finitelymany two-distance sets X with |X | ≥ d+2. Actuallywe have infinitelymany two-distance sets X inRd with
|X | = d+1 [9]. In Section 4, we prove that there are finitelymany s-distance sets X inRd with |X | ≥ 2

d+s−1
s−1

+2

d+s−2
s−2

.
The result of Einhorn–Schoenberg is much better for s = 2, but our result is new for s > 2.
In Section 5, we show a generalization of Larman–Rogers–Seidel’s theorem for spherical s-distance sets. The statement
is the same as the Euclidean case except for the condition |X | ≥ 2

d+s−2
s−1

+ 2

d+s−3
s−2

. The inequality is not restrictive in
comparison with the Euclidean case.
A finite X ⊂ Rd is said to be antipodal if −x ∈ X for every x ∈ X . The cardinality of an antipodal s-distance set in Sd−1
is bounded above by 2

d+s−2
s−1

[7,8]. Antipodal spherical s-distance sets are closely related with spherical t-designs [8] or
Euclidean lattices. Indeed, a tight (or minimal) spherical (2s − 1)-design becomes an antipodal s-distance set whose size
is 2

d+s−2
s−1

[8]. In Section 5, we prove that if an antipodal spherical s-distance set X has sufficiently large size, then every
usual inner product of any distinct two points in X is a rational number.
2. Preliminaries
We prepare some notation and results. Let Homl(Rd) be the linear space of all real homogeneous polynomials of degree l,
with d variables. We define Pl(Rd) :=∑li=0 Homi(Rd) and P∗l (Rd) :=∑⌊l/2⌋i=0 Homl−2i(Rd). Let ξ1, ξ2, . . . , ξd be independent
variables, and let ξ0 = ξ 21 + ξ 22 +· · ·+ ξ 2d . We defineWl(Rd) to be the linear space spanned by themonomials ξλ00 ξλ11 · · · ξλdd
with λ0 + λ1 + · · · + λd ≤ l and λi ≥ 0. Let Pl(X), P∗l (X) and Wl(X) be the linear spaces of all functions which are the
restrictions of the corresponding polynomials to X ⊂ Rd. Then we know the dimensions of the following linear spaces.
Theorem 2.1 ([1,8]).
(i) dim Pl(Rd) =

d+l
l

.
(ii) dim Pl(Sd−1) =

d+l−1
l

+

d+l−2
l−1

.
(iii) dim P∗l (Sd−1) =

d+l−1
l

.
(iv) dimWl(Rd) =

d+l
l

+

d+l−1
l−1

.
We prove several lemmas that will be needed later.
Lemma 2.2. Let P (Rd) be a linear subspace of Pl(Rd), and X a subset of Rd. Let p1, p2, . . . , pm ∈ P (Rd), and x1, x2, . . . , xn ∈ X.
Let M be the m× n matrix whose (i, j)-entry is pi(xj). Then the rank of M is at most dimP (X).
Proof. If the rank ofM is more than dimP (X), then we have more than dimP (X) linearly independent polynomials on X ,
it is a contradiction. 
Lemma 2.3. Let M be a symmetric matrix of size n. Let e be an eigenvalue of multiplicity at least m. If the diagonal entries of M
are all 0 and the non-diagonal entries are 0 or ±1, then e2 ≤ (n− 1)(n−m)/m.
Proof. Let a1, a2, . . . , an be the eigenvalues ofM .We put an−m+1 = e, an−m+2 = e, . . . , an = e. Since the sumof eigenvalues
ofM is the trace ofM , and the sum of the squares of the eigenvalues is the trace ofM2, we have
a1 + a2 + · · · + an−m +me = 0,
a21 + a22 + · · · + a2n−m +me2 ≤ n(n− 1).
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By the Cauchy–Schwartz inequality,
m2e2 =

n−m
l=1
al
2
≤

n−m
l=1
al2

n−m
l=1
12

≤ (n−m)

n(n− 1)−me2

.
This implies e2 ≤ (n− 1)(n−m)/m. 
Let I be the identity matrix.
Lemma 2.4. Let M be a symmetric matrix whose diagonal entries are all k ∈ R and non-diagonal entries are integers. Suppose
the multiplicity of the zero eigenvalue of M is greater than the maximummultiplicity of the non-zero eigenvalues of M. Then k is
an integer.
Proof. We can write M = kI + A, where A is a symmetric matrix whose diagonal entries are 0 and non-diagonal entries
are integers. Let m be the multiplicity of the zero eigenvalue of M . Then −k is a non-zero eigenvalue of A of multiplicity
m. Since the diagonal entries of A are 0 and the non-diagonal entries are integers, −k is a real algebraic integer. Suppose
−k is irrational. The characteristic polynomial of A is divisible by f m where f is the minimal polynomial of −k. Hence, −k
has at least one conjugate k′ ∈ R as an eigenvalue of A of multiplicity m. Therefore k + k′ is a non-zero eigenvalue of M of
multiplicitym. This contradicts the fact thatm is greater than the maximummultiplicity of the non-zero eigenvalues ofM .
Thus−k is a rational algebraic integer, and hence k is an integer. 
Throughout this paper, we use the function
U(N) :=
1
2
+

N2
2N − 2 +
1
4
 .
The following is a key lemma to prove the main results of this paper.
Lemma 2.5. Let X be a finite subset of Ω ⊂ Rd, and P (Rd) a linear subspace of Pl(Rd). Let N = dimP (Ω). Suppose that
there exists Fx ∈ P (Ω) for each x ∈ X such that Fx(x) = k where k is constant, Fx(y) are 0 or 1 for all y ∈ X with y ≠ x, and
Fx(y) = Fy(x) for all x, y ∈ X. If |X | ≥ 2N, then k is an integer, and |k| ≤ U(N).
Proof. LetM be the symmetricmatrix (Fx(y))x,y∈X . By Lemma 2.2, the rank ofM is atmostN . Since |X | ≥ 2N , themultiplicity
of the zero eigenvalue ofM is at least N . We can express
M = kI + A, (2.1)
where A is a symmetric (0, 1)-matrix whose diagonal entries are 0. The matrix A is regarded as the adjacency matrix of a
simple graph (i.e. the matrix with rows and columns indexed by the vertices, such that the (u, v)-entry is equal to 1 if u is
adjacent to v, and other entries are zero).
If there exists a connected componentwhose diameter (i.e. longest shortest path) is at least 2, then A has at least 3 distinct
eigenvalues [11, Lemma 8.12.1, page 186]. Then themultiplicity of a nonzero eigenvalue ofM is atmostN−1. By Lemma 2.4,
k is an integer.
If every connected component is of diameter 1 or an isolated vertex, then the eigenvalues of A are integers. Since −k is
an eigenvalue of A, k is an integer.
By (2.1), we have the equality
2A− (J − I) = 2M − J − (2k− 1)I,
where J is thematrix of all ones. LetD = 2A−(J− I). The diagonal entries ofD are 0, and its non-diagonal entries are 1 or−1.
Since the rank of 2M − J is at most N + 1, the multiplicity of the zero eigenvalue of 2M − J is at least |X | −N − 1. Therefore
−2k+1 is an eigenvalue of D of multiplicity at least |X |−N−1. By Lemma 2.3, (2k−1)2 ≤ (N+1)(|X |−1)/(|X |−N−1).
Since |X | ≥ 2N , we have
(N + 1)(|X | − 1)
|X | − N − 1 = N + 1+
N(N + 1)
|X | − N − 1
≤ 2N
2
N − 1 + 1.
This implies the second statement. 
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3. Euclidean case
We define ‖ξ‖ =
∑d
i=1 ξ
2
i where ξ = (ξ1, ξ2, . . . ξd) ∈ Rd. The following is the main theorem of the present paper.
Theorem 3.1. Let X be an s-distance set in Rd with s ≥ 2, and A(X) = {α1, α2, . . . , αs}. Let N =

d+s−1
s−1

+

d+s−2
s−2

. If
|X | ≥ 2N, then∏
j=1,2,...,s,j≠i
α2j
α2j − α2i
is an integer ki for each i = 1, 2, . . . , s. Furthermore |ki| ≤ U(N).
Proof. We fix i ∈ {1, 2, . . . , s}. For each x ∈ X , we define the polynomial
Fx(ξ) =
∏
j=1,2,...,s,j≠i
α2j − ‖x− ξ‖2
α2j − α2i
.
Then, Fx ∈ Ws−1(Rd), Fx(x) =∏j≠i αj2/(αj2 − αi2), Fx(y) = 1 if d(x, y) = αi, Fx(y) = 0 if d(x, y) ≠ αi, and Fx(y) = Fy(x) for
all x, y ∈ X . By Lemma 2.5, the theorem follows. 
Remark 3.2. For s = 2 the upper bound for |ki| in Theorem 3.1 is worse than that in the original theorem of Larman–
Rogers–Seidel.
Remark 3.3. If the dimension of the linear space spanned by {Fx}x∈X is smaller than dimWs−1(Rd), then we can make the
condition of |X | stronger.
Example 3.4. Let Xd,s be the set of all vectors those are of length d+ 1, and have exactly s entries of 1 and d+ 1− s entries
of 0. For any x ∈ Xd,s, the usual inner product of x and the vector of all ones is equal to s. If s ≤ (d+ 1)/2, the set Xd,s can be
regarded as a

d+1
s

-point s-distance set in Rd. The inequality

d+1
s

≥ 2N holds for every sufficiently large d. For instance,
for s = 3 and d ≥ 10, the inequality holds.
4. The number of Euclidean s-distance sets
In this section, we prove that there are finitely many s-distance sets X in Rd with |X | ≥ 2

d+s−1
s−1

+ 2

d+s−2
s−2

.
Let D := {(t1, t2, . . . , ts−1) ∈ Rs−1 | 0 < t1 < t2 < · · · < ts−1 < 1}. For each i ∈ {1, 2, . . . , s}, Ki is the function from D
to R defined by
Ki(t1, t2, . . . , ts−1) :=
∏
j=1,2,...,s,j≠i
tj
tj − ti ,
where ts = 1. It is easy to prove that the equality∑si=1 Ki = 1 holds. Let F be a function from D to (K1, K2, . . . , Ks−1). If the
Jacobian of any point in D is not equal to zero, then there exists the inverse function F−1 by the inverse function theorem.
This means that we can uniquely determine the distances αi for given integers ki in Theorem 3.1.
Lemma 4.1. Let F(t1, t2, . . . , ts−1) = (K1, K2, . . . , Ks−1). Let J be the Jacobian matrix of F . Then
det(J) = (s− 1)!
s−1∏
i=1
Ki
ts − ti .
Proof. Letmi,j = 1/(ti − tj). By direct calculations, we have
∂Ki
∂tj
=

−
k=1,...,s,k≠i
mk,iKi if i = j,
ti
tj
mi,jKi if i ≠ j.
Therefore det(J) =
∏s−1
i=1 Ki

det(M), whereM(i, j) =∑k=1,...,s,k≠i mk,i if i = j, andM(i, j) = timi,j/tj if i ≠ j. Note that
M = diag(t1, t2, . . . , ts−1)M ′diag(t1, t2, . . . , ts−1)−1
where M ′(i, j) = ∑k=1,...,s,k≠i mk,i if i = j, and M ′(i, j) = mi,j if i ≠ j. Thus, det(M) = det(M ′). Using the common
denominator for all terms, we can write
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det(M ′) = P(t1, . . . , ts−1)
s−1∏
j=1
(ts − tj) ∏
i<j<s
(ti − tj)2
where P(t1, . . . , ts−1) is a polynomial of degree at most (s− 1)(s− 2).
Fix i and j with i ≠ j. Adding each column except for the column i of M ′ to the column i, the column i changes to
(ms,1,ms,2, . . . ,ms,s−1). Multiplying the column j ofM ′ by (ti − tj),
(ti − tj)det(tM ′) = det

i j
...
...
i ms,1 ms,2 · · · ms,i · · · ms,j · · · ms,s−1
...
...
...
...
...
j
m1,j
mi,j
m2,j
mi,j
· · · 1 · · · 1+∑k=1,...,s,k≠i,j mk,jmi,j · · · ms−1,jmi,j
...
...

, (4.1)
where other entries of the right hand side of (4.1) are the same as those of tM ′. When ti = tj, the right hand side of (4.1)
is defined, and the column i coincides with the column j. Thus, when ti = tj, we have (ti − tj) det(M ′) = 0. This means
that P(t1, . . . , ts−1) has the factor (ti − tj)2 for any i and j with i < j < s. Since the degree of P(t1, . . . , ts−1) is at most
(s − 1)(s − 2), we have P(t1, . . . , ts−1) = c∏i<j<s(ti − tj)2, where c is constant. Thus, det(M ′) = c∏s−1j=1 ms,j and hence∏s−1
j=1 (ts − tj) det(M ′) = c. Multiplying the column i ofM ′ by ts − ti, we have
s−1∏
j=1
(ts − tj) det(M ′) =

1+
−
k=2,...,s−1
mk,1
ms,1
m1,2
ms,2
· · · m1,s−1
ms,s−1
m2,1
ms,1
1+
−
k=1,...,s−1,k≠2
mk,2
ms,2
· · · m2,s−1
ms,s−1
...
...
...
ms−1,1
ms,1
ms−1,2
ms,2
· · · 1+
−
k=1,...,s−2
mk,s−1
ms,s−1

→

1 1 · · · 1
0 2+
−
k=3,...,s−1
mk,2
ms,2
· · · m2,s−1
ms,s−1
...
...
...
0
ms−1,2
ms,2
· · · 2+
−
k=2,...,s−2
mk,s−1
ms,s−1

as t1 → ts
→

1 1 1 · · · 1
0 2 1 · · · 1
0 0 3+
−
k=4,...,s−1
mk,3
ms,3
· · · m3,s−1
ms,s−1
...
...
...
...
0 0
ms−1,3
ms,3
· · · 3+
−
k=3,...,s−2
mk,s−1
ms,s−1

as t2 → ts
...
→

1 1 1 · · · 1
0 2 1 · · · 1
... 0 3 · · · 1
...
...
...
...
0 0 0 · · · s− 1

as ts−1 → ts
= (s− 1)!.
Therefore, we have c = (s− 1)!, and hence this lemma follows. 
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Lemma 4.2. Let X be an s-distance set with |X | ≥ 2

d+s−1
s−1

+ 2

d+s−2
s−2

, and A(X) = {α1, α2, . . . , αs = 1}. Suppose ki are
the ratios in Theorem 3.1. Then the distances αi are uniquely determined from given integers ki.
Proof. This lemma is straightforward from Lemma 4.1. 
Example 4.3. For s = 3,
α21 =
k1(−1+ k1 + k2)+√k1k2(−1+ k1 + k2)
k1(k1 + k2) ,
α22 =
k2(−1+ k1 + k2)+√k1k2(−1+ k1 + k2)
k2(k1 + k2) ,
where k1 > 0 and k2 < 0.
Theorem 4.4. There are finitely many s-distance sets X in Rd with |X | ≥ 2

d+s−1
s−1

+ 2

d+s−2
s−2

.
Proof. By Theorem 3.1, we have finitely many pairs of integers k1, k2, . . . , ks−1. Therefore, we have finitely many possible
pairs of distancesα1, α2, . . . , αs−1 by Lemma4.2. For the finitelymanypairs of distances,we canmake finitelymanydistance
matrices. If there exists X ⊂ Rd such that C = {d(x, y)2}x,y∈X for a given distance matrix C , then the finite set is unique up
to congruences [16]. Therefore this theorem follows. 
Remark 4.5. Einhorn and Schoenberg [9] proved that there are finitely many two-distance sets X in Rd with |X | ≥ d + 2.
The condition |X | ≥ d+ 2 is best possible because there are infinitely many (d+ 1)-point two-distance sets. The inequality
for |X | in Theorem 4.4 is not sharp even for s = 2, hence it must be improved.
5. Spherical case
In this section, we discuss s-distance sets on the unit sphere Sd−1. Let B(X) := {(x, y) | x, y ∈ X, x ≠ y}, where (, )means
the usual inner product in Rd.
The following is a generalization of Larman–Rogers–Seidel’s theorem for spherical s-distance sets. The condition of |X | is
stronger than that in Theorem 3.1.
Theorem 5.1. Let X be an s-distance set in Sd−1 with s ≥ 2, and B(X) = {β1, β2, . . . , βs}. Let N =

d+s−2
s−1

+

d+s−3
s−2

. If
|X | ≥ 2N, then∏
j=1,2,...,s,j≠i
1− βj
βi − βj
is an integer ki for each i = 1, 2, . . . , s. Furthermore |ki| ≤ U(N).
Proof. We fix i ∈ {1, 2, . . . , s}. For each x ∈ X , we define the polynomial
Fx(ξ) =
∏
j=1,2,...,s,j≠i
(x, ξ)− βj
βi − βj .
Then Fx ∈ Ps−1(Sd−1), Fx(x) = ∏j≠i(1 − βj)/(βi − βj), and {Fx} satisfies the condition in Lemma 2.5. Hence this theorem
follows. 
A finite X ⊂ Sd−1 is said to be antipodal if −x ∈ X for any x ∈ X . Let YX denote a subset of an antipodal set X such that
YX ∪ (−YX ) = X and |YX | = |X |/2. If X is an antipodal spherical s-distance set, then YX is an (s − 1)-distance set. In the
following theorems for antipodal spherical s-distance sets, the inequality for |X | is not restrictive in comparison with that
in Theorem 5.1.
Theorem 5.2. Let X be an antipodal s-distance set in Sd−1 where s is an odd integer at least 5. Let B(X) =
−1,±β1,±β2, . . . ,±β s−1
2

.
(1) Let N =

d+s−4
s−3

. If |X | ≥ 4N, then
∏
j=1,2,..., s−12 ,j≠i
1− β2j
β2i − β2j
(5.1)
is an integer ki for each i = 1, 2, . . . , (s− 1)/2. Furthermore |ki| ≤ U(N).
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(2) Let N =

d+s−3
s−2

. If |X | ≥ 4N + 2, then
1
βi
∏
j=1,2,..., s−12 ,j≠i
1− β2j
β2i − β2j
(5.2)
is an integer ki for each i = 1, 2, . . . , (s− 1)/2. Furthermore |ki| ≤ ⌊

2N2/(N + 1)⌋.
Proof. (1): We fix i ∈ {1, 2, . . . , (s− 1)/2}. For each x ∈ YX , we define the polynomial
Fx(ξ) =
∏
j=1,2,..., s−12 ,j≠i
(x, ξ)2 − β2j
β2i − β2j
.
Then Fx ∈ P∗s−3(Sd−1), Fx(x) =
∏
j≠i(1− β2j )/(β2i − β2j ), and {Fx} satisfies the condition in Lemma 2.5. Hence (1) follows.
(2): For each x ∈ YX , we define the polynomial
Fx(ξ) = (x, ξ)
βi
∏
j=1,2,..., s−12 ,j≠i
(x, ξ)2 − β2j
β2i − β2j
.
Then Fx ∈ P∗s−2(Sd−1), Fx(x) = 1/βi
∏
j≠i(1 − β2j )/(β2i − β2j ), Fx(y) = ±1 if (x, y) = ±βi, Fx(y) = 0 if (x, y) ≠ ±βi, and
Fx(y) = Fy(x) for all x, y ∈ YX . Let M be the symmetric matrix (Fx(y))x,y∈YX . Note |YX | ≥ 2N + 1. Since the rank of M is at
most N , the multiplicity of a non-zero eigenvalue is at most N , and the multiplicity of the zero eigenvalue is at least N + 1.
By Lemma 2.4, 1/βi
∏
j≠i(1− β2j )/(β2i − β2j ) is an integer ki for any i.
Note that−ki is eigenvalue of A := M − kiI of multiplicity at least |YX | − N . By Lemma 2.3 and |YX | ≥ 2N + 1, we have
k2i ≤
N(|YX | − 1)
|YX | − N = N +
N(N − 1)
|YX | − N ≤
2N2
N + 1 .
Therefore (2) follows. 
Theorem 5.3. Let X be an antipodal s-distance set in Sd−1 where s is an even integer at least 4. Let B(X) = {−1, β1 =
0,±β2, . . . ,±β s2 }.
(1) Let N =

d+s−3
s−2

. If |X | ≥ 4N, then
∏
j=1,2,..., s2 ,j≠i
1− β2j
β2i − β2j
(5.3)
is an integer ki for each i = 1, 2, . . . , s/2. Furthermore |ki| ≤ U(N).
(2) Let N =

d+s−4
s−3

. If |X | ≥ 4N + 2, then
1
βi
∏
j=2,3,..., s2 ,j≠i
1− β2j
β2i − β2j
(5.4)
is an integer ki for each i = 2, 3, . . . , s/2. Furthermore |ki| ≤ ⌊

2N2/(N + 1)⌋.
Proof. (1): We fix i ∈ {1, 2, . . . , s/2}. For each x ∈ YX , we define the polynomial
Fx(ξ) =
∏
j=1,2,..., s2 ,j≠i
(x, ξ)2 − β2j
β2i − β2j
.
Then Fx ∈ P∗s−2(Sd−1), Fx(x) =
∏
j≠i(1− β2j )/(β2i − β2j ), and {Fx} satisfies the condition in Lemma 2.5. Hence (1) follows.
(2): For each x ∈ YX , we define the polynomial
Fx(ξ) = (x, ξ)
βi
∏
j=2,3,..., s2 ,j≠i
(x, ξ)2 − β2j
β2i − β2j
.
Then Fx ∈ P∗s−3(Sd−1). By the same manner as the proof of Theorem 5.2 (2), this proof is complete. 
By the above theorems, we show the rationality of the inner products for a large antipodal s-distance set in Sd−1.
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Theorem 5.4. Suppose X is an antipodal s-distance set in Sd−1 with s ≥ 4. Suppose |X | ≥ 4

d+s−3
s−2

+ 2. Then β is rational for
any β ∈ B(X).
Proof. By assumption, the values (5.1)–(5.4) are integers. Dividing (5.1) by (5.2), or (5.4) by (5.3), we have every inner
product βi is a rational number. 
Remark 5.5. Bannai–Damerell [3,4] proved the result about the non-existence of tight spherical designs. They showed the
rationality of inner products of the finite set by the theory of association schemes. The rationality played an important role
to prove the non-existence of tight designs. Theorem 5.4 shows another proof of the rationality of the inner products in a
tight spherical (2s − 1)-design for sufficiently large d. The rationality of inner products might be useful for a classification
problem.
Finally we remark that by the same method in the present paper, we can obtain similar theorems to Theorem 3.1 or 5.1
for spherical polynomial spaces [10, Chapter 14] (for example, the Johnson scheme, or the Hamming scheme).
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