In this paper, the problem of stability analysis of neural networks with discrete timevarying delays is considered. By constructing a new Lyapunov functional and some novel analysis techniques, new delay-dependent criteria for checking the asymptotic stability of the neural networks are established. The criteria are presented in terms of linear matrix inequalities, which can be easily solved and checked by various convex optimization algorithms. Three numerical examples are included to show the superiority of our results.
Introduction
During the last few decades, neural networks have been successfully applied to various fields such as pattern recognition, associative memories, signal processing, fixed-point computations, and other scientific areas. Since the applications of neural networks heavily depend on the dynamic behavior of the equilibrium point, the stability analysis of neural networks has been extensively investigated. On the other hand, in the implementation of neural networks, time-delays are frequently encountered in neural networks due to the finite switching speed of amplifiers and the inherent communication of neurons. [1] [2] [3] It is well recognized that the existence of time-delay may cause divergence, oscillation, or even instability. Therefore, a lot of this topic have been reported to stability analysis of neural networks with time-invariant or time-varying delays.
In general, delay-dependent criteria are less conservative than delay-independent ones when the values of the size of delays are small. Therefore, much attention has been paid to the delay-dependent stability analysis for neural networks with time-delays. [16] [17] [18] [19] [20] [21] [22] [23] [24] [25] [26] [27] In the field of the delay-dependent stability criteria of dynamic system with time-delays, an important index for checking the conservatism of stability criteria is to increase the feasible region of stability criteria or to get the maximum allowable bounds of time delays for guaranteeing the stability of the networks. Therefore, how to choose Lyapunov-Krasovskii functionals and derive the stability condition by calculating the upper bounds of time derivative of LyapunovKrasovskii functionals play important key roles to increase the maximum allowable bounds of time-delays.
In this regard, new Lyapunov-Krasovskii functionals which divide delay interval into two one were presented by employing free-weighting matrices. 25, 26 In Chen et al., 27 the discretized Lyapunov-Krasovskii functional method for the neural networks with time-varying delays was proposed with the technique of free-weighting matrices between the terms of the Leibnitz-Newton formula. However, there is room for further improvement to reduce the conservatism of stability criteria for neural networks with time-varying delays.
In this paper, we revisit the problem of delay-dependent stability analysis of neural networks with time-varying delays. By constructing new Lyapunov-Krasovskii functionals which fraction delay interval into two one, novel delay-dependent stability criteria are derived in terms of LMIs, which can be solved efficiently by using well-known interior-point algorithms.
28 Instead of no using of free-weighting matrices in obtaining upper bounds of integral terms at the time-derivative of the Lyapunov-Krasovskii functional, we employ more information at augmented variables. As a result, three numerical examples are shown to support that our results are less conservative than those of the existing literature.
Notation. R
n is the n-dimensional Euclidean space, R m×n denotes the set of m × n real matrix. · refers to the Euclidean vector norm and the induced matrix norm. For symmetric matrices X and Y , the notation X > Y (respectively, X ≥ Y ) means that the matrix X−Y is positive definite (respectively, nonnegative). diag{· · ·} denotes the block diagonal matrix. represents the elements below the main diagonal of a symmetric matrix.
Problem Statements
Consider the following neural networks with discrete time-varying delays:
where y(t) = [y 1 (t), . . . , y n (t)] T ∈ R n is the neuron state vector, n denotes the number of neurons in a neural network, g(y(t)) = [g 1 (y 1 (t)), . . . , g n (y n (t))]
T ∈ R n means the neuron activation function, g(
n×n and W 1 = (w 1 ij ) n×n ∈ R n×n are the interconnection matrices representing the weight coefficients of the neurons, and
The delay, h(t), is time-varying continuous function that satisfies
where h U is a positive scalar and h D is any constant one. The activation functions, g i (y i (t)), i = 1, . . . , n, are assumed to be nondecreasing, bounded and globally Lipschitz; that is,
where k
are constant values. Note that by using the Brouwer's fixed-point theorem, 4 it can be easily proven that there exists at least one equilibrium point for Eq. (1).
For simplicity, in stability analysis of the system (1), the equilibrium point
T is shifted to the origin by utilizing the transformation x(·) = y(·) − y * , which leads the system (1) to the following form:
where x(t) = [x 1 (t), . . . , x n (t)] T ∈ R n is the state vector of the transformed system,
From Eq. (3), f j (·) satisfies the following condition:
which is equivalent to
The objective of this article is to investigate the delay-dependent stability analysis of system (4), which will be conducted in Sec. 3. Before deriving our main results, we state the following fact and lemma.
Fact 1 (Schur complement). Given constant matrices Σ 1 , Σ 2 , Σ 3 where
Lemma 1.
29 For any positive-definite matrix M ∈ R n×n , a positive scalar γ, and a vector function z : [0, γ] → R n such that the integrations concerned are well defined, then 
Now, we have the following theorem.
and any matrices P i (i = 1, 2, 3) satisfying the following LMIs:
Proof. For positive diagonal matrices Λ, ∆ and positive definite matrices S, N , G, Q i (i = 1, 2, 3), let us take the Lyapunov-Krasovskii functional candidate:
where
.
The upper bound of time-derivative of V 1 + V 2 can be obtained aṡ
The time-derivative of V 3 can be calculated aṡ
By utilizing Lemma 1, the integral terms
T (s)Q 1ẋ (s)ds can be estimated as
By considering the time-varying delays h(t) into two intervals [0, h U /2) and [h U /2, h U ], the other integral term at each interval can be obtained as two cases:
For this case, we have
Note that
Utilizing Eq. (18), h(t) < h U /2 and Lemma 1, an upper bound of the integral term − t t−h(t)ẋ T (s)Q 2ẋ (s)ds on the right side of (17) can be estimated as follows:
With the similar method above, an upper bound of the integral term
T (s)Q 2ẋ (s)ds on the right side of (17) can be estimated as follows:
As a tool of deriving less conservative results, we add the following zero equation with free variables P i (i = 1, 2, 3) to be chosen as
Note that Eq. (5) means
From two inequalities (22) and (23), for any positive diagonal matrices H 1 = diag{h 1i , . . . , h 1n }, and H 2 = diag{h 2i , . . . , h 2n }, the following inequality holds
From Eqs. (13)- (24) and by applying S-procedure, 28 theV = 3 i=1V i has a new upper bound asV
and Σ, Ξ i (i = 1, 2, 3), and ζ(t) are defined in (7) . Since Φ i (h(t)), i = 1, 2 are convex combination of the matrix Q 2 on h(t), Ω 1 < 0 for 0 ≤ h(t) < h U /2 can be handled by two corresponding LMIs:
The two inequalities (26) and (27) are equivalent to the LMIs (8) and (9), respectively.
(ii) Case 2 : h U /2 ≤ h(t) ≤ h U Note that
With Eq. (28), inequality h U /2 ≤ h(t) ≤ h U , and Lemma 1, the integral terms − t−hU /2 t−hUẋ T (s)Q 3ẋ (s)ds can be estimated as
From (13)- (16), (21)- (24), (28) and (29) and by applying S-procedure,
and Ξ i , i = 3, 4 are defined in (7) . Since Φ i (h(t)), i = 3, 4 are convex combination of the matrix Q 3 on h(t), Ω 2 < 0 for h U /2 ≤ h(t) ≤ h U can be handled by two corresponding LMIs:
The above two inequalities (32) and (33) are equivalent to the LMIs (10) and (11), respectively. Therefore, if the LMIs (8)- (11) are satisfied, then the system (1) is guaranteed to be asymptotically stable. This completes our proof.
Remark 1.
To reduce the conservatism of stability criteria of neural networks with time-varying delays, some researchers 25-27 used delay fraction method to increase the feasible region of stability criteria in searching the maximum allowable delay, which guarantees the delayed neural networks asymptotically stable. This method utilizes a Lyapunov-Krasovskii's functional, which employs redundant state of differential equations shifted delay in time by a fraction of the time delay. In Refs. 25 and 26, the authors showed that the improved results can be obtained by choosing delay fraction number N = 2. Chen et al. 27 showed that the improved delay bounds can be obtained by increasing the delay fraction number N . However, if N increases, then the computational burden is large and the solving of the concerned LMIs much time-consuming. In this paper, the delay fraction number is chosen as two for the tradeoff between time-consuming and improved results. The difference between our methods and the previous ones in Refs. 25 and 26 is that we do not use any free-weighting matrices in obtaining upper bounds of integral terms such as − t t−hU /2ẋ T (s)Q 2ẋ (s)ds and − t−hU /2 t−hUẋ T (s)Q 3ẋ (s)ds at each subintervals 0 ≤ h(t) < h U /2 and h U /2 ≤ h(t) ≤ h U . Instead of reducing free variables, new augmented variablesẋ T (t−h U /2) andẋ T (t−h U ) are used, which may improve the feasible region of stability criteria. Also, inspired by the proposed method in Ref. 30 , a different Lyapunov-Krasovskii's functional at each delay subintervals is chosen to reduce the conservatism of stability criterion. Through three numerical examples, we will show that Theorem 1 can provide improved results compared with the recent ones in Refs. 25-27.
Remark 2. If we do not consider V 2 in Theorem 1, the obtained stability criterion does not need the information of time derivative of h(t).
As a special case, when h(t) = h U , h D = 0. A simplified version of Theorem 1 can be obtained as Corollary 1. Before introducing Corollary 1, the notations of several matrices are defined for simplicity of notation. 
, Q i (i = 1, 2) and any matrices P i (i = 1, 2, 3) satisfying the following LMI:
where Σ c is defined in (34).
Proof. For positive diagonal matrices Λ, ∆ and positive definite matrices S, N , G, Q i (i = 1, 2), let us consider the following Lyapunov-Kraosvskii functional candidate
where 
By taking ζ c (t) as augmented variable when we derive an upper bound of time-derivative of V and utilizing (21) and (24), the LMI (35) can easily be obtained.
Numerical Examples
Example 1. Consider the neural networks (4) with time-varying delays with the parameters
In Ref. Example 2. Consider the following nominal delayed neural networkṡ
with A = diag{1.2769, 0.6231, 0.9230, 0.4480}, When h D is 0.1, 0.5, 0.9, and unknown, the corresponding maximum delays obtained by applying Theorem 1 to the above system and the previous results [19] [20] [21] [22] 26 are listed in Table 2 . From Table 2 , one can see that Theorem 1 provides larger delay bounds than the other results listed in Table 2 . When the above system has constant time delays (h D = 0), the delay fraction method was used in Ref. 27 and the obtained maximum delay bound with delay fraction number N = 4 was 4.2671, while our results by applying Corollary 1 to the above system is 4.5291. This means that Corollary 1 with less delay fraction gives larger delay bound than the one of Ref. 27 . Also, in case of K m = diag{0.1, 0, 0, − 0.2} and h D = 0, the maximum delay bound h U in Ref. 24 was 3.3668. However, our obtained results with the same condition is 4.3596. Therefore, for this example, Theorem 1 and Corollary 1 improve the stability region of the above neural networks. 
Conclusion
In this paper, new delay-dependent stability criteria for neural networks with timevarying delays is proposed. To obtain less conservative stability criteria for neural network (1), a new Lyapunov-Krasovskii functional has been proposed. Without any free-weighting matrices in obtaining upper bounds of integral terms at the time-derivative of the Lyapunov-Krasovskii functional, more information such aṡ x(t − h U /2) andẋ(t − h U ) are utilized to improve the maximum delay bounds of the concerned neural networks. Three numerical examples have been given to demonstrate the effectiveness of the presented criterion and its improvement over existing results.
