Abstract-In this paper, we present a Reed-Solomon decoder that generator matrix which possesses a certain inherent structure in GF(2) is derived. This structure enables representation of the code as a union of cosets, each coset being an interleaver of several binary BCH codes.
I. INTRODUCTION
HE practical importance of Reed-Solomon codes is well established (see [1] - [7] ). The application of Reed-Solomon codes spans from deep-space communication standard [2] - [4] and over the air teletext broadcast [5] to frequency-hop spreadspectrum systems [6] and optical communication [7] . Harddecision decoders for RS codes are readily available using algebraic decoding algorithms. Such decoders have been implemented and operate at rates above 120 Mb/s. Soft-decision decoding of RS codes is, however, an entirely different matter. The advantage of soft decision over hard-decision decoding is adequately established in many works [8] - [IO] (for graphs of soft-decision coding gain versus SNR for various RS codes see, for example, [IO] ). Yet even though the decoder can be often supplied with reliable softdecision data relatively easily [I] , the high complexity of optimal soft decoding makes full utilization of such data prohibitive.
In fact, the available soft-decoding algorithms, such as Forney's generalized minimum distance decoding [Ill and others 1121, [13] , make use of soft-decision information only on the byte level. Namely, the confidence values of the received bits are processed in one way or another [12] to generate the average confidence value of the symbol, which is then transferred to the decoder. Thus, the bit-level soft-decision information is lost. In this context Berlekamp et ai.
[l] state that "the major drawback with RS codes (for satellite use) is that the present generation of decoders do not make full use of bit-based soft-decision information." In this paper, we develop Reed-Solomon decoder that makes use of bit softdecision information. The proposed decoding algorithms are in many cases several orders of magnitude more efficient than the existing techniques (say, Viterbi decoding based on the conventional Wolf's trellis [14] ). The reduced complexity of our algorithms is due to a certain symmetric structure of the RS generator matrix over GF(2) which is derived in Section II. The bit-level softdecision decoders utilizing this structure are presented in Section
III.
11. STRUCTURE OF THE GENERATOR MATRIX Let 8 ( N , K ) be the Reed-Solomon code over GF(2"') of length N = 2"' -1 and dimension K . We assume that 97 is used on a binary channel. Hence, the encoder must employ some fixed linear mapping 9: GF(2m)N+ GF(2)mN to convert a sequence of N elements of GF(2"') into a string of mN binary digits.' Namely, a codeword c = (c", c,, . . . rnK-1 , s u c h t h a t O s j s r n k -1
(3b) where = i(mod N) and J = j(mod k ) .
Using the foregoing theorem W may bc written as a union of
/=0
such that A = m( K -k ) and Q, = { r' + c 1 c E e} where
is a direct sum of the m codes defined in (1) interleaver. Assume for simplicity that some message vector s is mapped into the coset corresponding to r = 0. Then for this message s employing W(N, K ) on a binary channel is cquivalent to interleaving rn &error correcting binary BCH codes of length 2 m -1 where
A coset corresponding to r # 0 is also an interleaver which interleaves m translates of the binary ( N , k, 2 t + 1) BCH code. Any channel burst of less than m(r -1) + 2 bits will be distributed evenly among the rn codes, at most t bits to a code, and therefore will be successfully corrected by the hard-decision decoder. This conception of the RS code as a union of cosets, each coset being an interleaver, will be extensively used in the next section.
It is noteworthy that Theorem 1 may be straightforwardly generalized so as to apply to any linear code that contains a subfield subcode. If m is composite we can employ such generalization of Theorem 1 to obtain additional structure for the binary generator matrix of @. Let rn = p , p 2 . . * p , where q 2 2 and pl, p 2 ; . . , p , are (not necessarily distinct) primes. provided that j , > j,. Hence, instead of going directly from B to 9 we may use the structure of the whole chain of nested BCH codes over nested fields
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III. SOFT-DECISION DECODING
In this section two decoding algorithms are derived. In the development of Algorithm 1, we assume a binary memoryless channel, which greatly simplifies the derivation. This, however, makes the value of Algorithm 1 more conceptual than practical as this algorithm does not provide for the well-known burst correction capability of Reed-Solomon codes. The practical value of Algorithm 2, which is obtained as a modification of Algorithm 1, is apparently much higher since this algorithm does account for channel memory and thus accommodates a bursty channel.
Suppose that using the linear mapping 4 a codeword of 1 is transmitted through a binary channel.
We assume through-out a continuous-output, say additive white Gaussian noise (AWGN) channel, characterized by transition probability densities f j ( u ) = f( u / j ) , j E GF(2), u E R where R is the real line.
In case of a discrete channel with output alphabet F, f j ( u ) should be replaced by transition probabilities pj(u) = p ( u / j ) , j~ GF(2), u E F. Now let the word 
m ( 2 m -K -1 )
.
(11)
Let us compare the exponents in (10) and (1 1) for the case of high-rate RS codes. Define p = (2m -1) -K , the redundancy of 2 . If p < VF and p is even then the redundancy of 9 7 is mp/2. Hence, k = (2m -1) -m p / 2 , and therefore m ( K -k ) = m * ( ( 2 m -l ) -p -[ ( 2 m -l ) -m p ] ] 2
Thus for high-rate RS codes the exponent of (10) is less than or equal to the exponent of (1 1) for m = 3 , 4 ; whereas for m 2 5 the exponent of (11) is lower than that of (10). For half-rate RS codes and also for some RS codes of slightly higher rate (e.g., 9(15,9), aR(31, 17), W(31,21), etc.) the situation is different. It may be easily verified that for these codes m(K -k) is lower than m(2m -K -1) for any m = 3 , 4 , 5 * . Obviously, the computational gain would be even greater for extended and doubly extended RS codes.
Finally, the exponent in (IO) may be further reduced by means of a recursive algorithm based on the "recursive" structure of the generator matrix derived in Fig. 2 . The recursive algorithm, which is derived below, is in some cases considerably more efficient than the existing decoding techniques even for quite high-rate RS codes. Let k j , j = 1,2, . . . , q denote the dimension of d j ) (to keep the notation rigorous we also define ( 12) The primary advantage of the recursive algorithm is that A j is obviously strictly less than A . Thus, for instance, for the (IS, 11) RS code over GF(z4) we have X;,lAj = 12 and A = m ( K -k ) = 16; and for the (15,9) RS code E f = , A j = 14 and A = 16.
As the proposed decoders maximize the sum of bit and not symbol likelihoods they do not necessarily provide for the inherent burst error correction capability of Red-Solomon codes. This, as we have already mentioned, is a direct consequcncc of our initial assumption of a binary memoryless channel. However, with only a slight modification Algorithm [21] , independent noise on each transmitted symbol we may characterize a general binary channel with memory by the 2"' transition probability densities f ( u / t ) = f ( u ' ,~~, -. . , u r n / ( ' , E';.., 4 " ) (13) where 4 E GF(2 ") and ( t I , t2, . . . , 4 ") is a radix-2 expansion of C. A binary AWGN channel with bursts may be viewed as a special case of (13). Now recall that each coset of 9 is an interleaver. It is well known [22] , [23] that interleaving converts a channel with memory (especially a channel with bursts) to one that can be treated as memoryless. Hence, within a given coset of 2 the maximization may be still performed separately for each of the rn interleaved codes and the first step of Algorithm 2 is identical to that of Algorithm 1. However, at step 2 of the modified algorithm, we take into account channel memory by evaluating S'+ r ; ; . . , 6: + r r ) (14) and decoding to the codeword 2 E W that maximizes (14). Evidently the above modification almost does not affect the decoding complexity, viz.
the number of real operations required by Algorithm 2 is given by .r; = [ rnn + 2" -11 ' 2 " ' ( K -k ) . As illustrated by the foregoing examples the proposed algorithms are in many cases several orders of magnitude more efficient than the existing optimal techniques. In addition the structure regularity of our decoders makes them much more suitable for VLSI implementation than the conventional trellis decoding. Nevertheless, the algorithms presented herein are practically applicable only to small RS codes. Hence this paper should be viewed as just the first step towards the implementation of maximum-likelihood Reed-Solomon decoders that make full use of bit soft-decision information. However, the structure of the RS generator matrix that is derived in Section 11 may serve a basis for further research into, possibly suboptimal, bit level soft decoding algorithms which would be practically applicable to long RS codes.
