We establish a positivity property for the difference of products of certain Schur functions, s λ (x), where λ varies over a fundamental Weyl chamber in R n and x belongs to the positive orthant in R n . Further, we generalize that result to the difference of certain products of arbitrary numbers of Schur functions. We also derive a log-convexity property of the generalized hypergeometric functions of two Hermitian matrix arguments, and we show how that result may be extended to derive higher-order log-convexity properties.
Introduction
In this paper, we derive some positivity properties of the Schur functions and the generalized hypergeometric functions of matrix argument.
The Schur functions, s λ , are indexed by vectors λ ∈ R n . For the case in which these vectors are partitions, the functions s λ are polynomials and collectively form a linear basis of Λ, the ring of symmetric functions in the variables x 1 , x 2 , . . . ∈ R. The functions s λ are ubiquitous, arising in the algebra of symmetric functions [15] ; in combinatorics, in the theory of semi-standard Young tableaux [18] ; and in the representation theory of GL(n, C), the complex general linear group [7, 15] . In this paper, we will make use of the interpretation in mathematical statistics and in the theory of total positivity of the Schur functions s λ as the "complex zonal polynomials" [5, 9] , or as spherical functions in harmonic analysis on spaces of positive definite Hermitian matrices [5, 7] .
For λ = (λ 1 , . . . , λ n ) and µ = (µ 1 , . . . , µ n ) in R n define the least upper bound, λ ∨ µ := max(λ 1 , µ 1 ), . . . , max(λ n , µ n ) , (1.1) and the greatest lower bound, λ ∧ µ := min(λ 1 , µ 1 ), . . . , min(λ n , µ n ) .
(1.2)
These operations induce on R n a partial ordering, the lexicograpghic ordering, and R n then becomes a distributive lattice. For x = (x 1 , . . . , x n ) ∈ C n , define ∆ λ (x) = det(x λ j +n−j i ), (1.3) the n × n determinant with (i, j)th entry x λ j +n−j i
. For the case in which λ = 0, the zero vector, it is well-known that (1.3) reduces to the Vandermonde determinant,
The Schur function indexed by the vector λ is defined as
with the convention that L'Hospital's formula is applied whenever there are equalities among x 1 , . . . , x n . For the case in which λ is a partition, it is well-known that this definition of s λ is equivalent to the combinatorial definition in terms of Young tableaux. Let W = {(λ 1 , . . . , λ n ) ∈ R n : λ 1 ≥ · · · ≥ λ n }, a fundamental Weyl chamber in R n , and denote by R + the positive real line. Then our first aim is to establish by analytical methods the following log-convexity property of the Schur functions.
As a consequence of this result, we will also derive in Theorem 2.1 an extension that involves any finite number of vectors drawn from W.
A symmetric function p in the variables x 1 , . . . , x n ∈ R is called monomial-positive if, on expressing p as a linear combination of monomials in x 1 , . . . , x n , each monomial term has a nonnegative coefficient. Similarly, p is Schur-positive if in the expansion of p as a linear combination of Schur functions each term has a nonnegative coefficient.
Recall that λ ∈ W is a partition if λ 1 , . . . , λ n are nonnegative integers. Corresponding to each partition λ is a unique Young diagram [15, 18] . In particular, given partitions λ and µ, the partitions corresponding to the union and intersection, respectively, of the Young diagrams of λ and µ are given by (1.1) and (1.2).
In some recent articles Lam, et al. [12, 13] have established some interesting positivity properties of the Schur functions. A consequence of the work of Lam, et al. [12, 13] is the following result. For x 1 , . . . , x n ∈ R + , the positive real line, it is well-known that s λ (x 1 , . . . , x n ) ≥ 0, so Theorem 1.2 implies Theorem 1.1 for the case in which λ and µ are partitions. Nevertheless, the two results do not seem to be directly comparable, for Theorem 1.1 applies to all λ, µ ∈ W, but proves positivity only, whereas Theorem 1.2 applies to partitions λ, µ only, but proves monomial-and Schur-positivity. Moreover, the markedly different methods by which the two are established further underscores their incomparability.
The second aim of this paper is to derive log-convexity properties of the (generalized) hypergeometric functions of two Hermitian matrix arguments [5, 9] . These functions are infinite series of "complex" zonal polynomials with coefficients extending the classical rising factorial, and they generalize the classical hypergeometric functions in many ways. For suitably chosen scalars a 1 , . . . , a p , b 1 , . . . , b q ∈ C, denote by
the hypergeometric function of n×n Hermitian matrix arguments, x and y. By applying properties of the Schur functions established in Section 2 together with application of the FKG inequality [4, 16] , we shall establish the positivity of certain differences of products of these hypergeometric functions. By means of the generalized FKG inequalities in [16] , we obtain results in which these products involve as many as five p F q functions of two Hermitian matrix arguments.
2 Log-convexity properties of the Schur functions
for all λ, µ ∈ R n . We remark that the "MTP 2 " terminology is common in mathematical statistics and parts of probability theory [11, 16] ; in combinatorics [1, p. 83], game theory, and economics [19, p. 64] , the MTP 2 concept is known as log-supermodularity; and in mathematical physics and related areas of probability [2, 4, 8] , it is known as the FKG condition.
There is an analytical characterization of the class of positive, sufficiently smooth MTP 2 functions [2, 8, 11, 14] : Suppose that φ :
As an application of this characterization, it follows that if φ 1 , φ 2 : R n → R + both are in C 2 (R n ) and are MTP 2 then the product φ 1 φ 2 also is MTP 2 . This result holds, more generally, for all MTP 2 functions, a result which is established by Karlin and Rinott [11] by algebraic methods.
By means of the characterization (2.2), we now establish Theorem 1.1 via analytical methods; in so doing, we write s λ (x) simply as s λ .
Proof of Theorem 1.1. To ascertain the sign of ∂ 2 log s λ /∂λ i ∂λ j for any i = j, it suffices to take (i, j) = (1, 2), for all other cases are resolved in the same way. Let α j = λ j +n−j, 1 ≤ j ≤ n, so that α 1 > · · · > α n , set α = (α 1 , . . . , α n ), and define
To simplify this difference of product terms, we proceed as in [ 
For u ∈ R + and v ∈ R, define the kernel K :
and, for j = 1, . . . , n − 2, set
and
Substituting these results into (2.3) and (2.4), we obtain
Next,
It is well-known [10] that the kernel K in (2.5) is strictly totally positive of order infinity (STP ∞ ), i.e., det(K(x i , α j )) > 0 for all x 1 > · · · > x n > 0, α 1 > · · · > α n , and all n ≥ 1. Hence, in the above limit, the numerator is positive and the denominator is negative; therefore, D(a 1 , a 2 , f 1 , . . . , f n−2 ) ≤ 0. (We remark that the limit can be shown to be negative by utilizing the fact [10, pp. 16 ] that the kernel K also is extended totally positive of order infinity (ETP ∞ ); however, this result is not needed for our purposes.) Similarly, we deduce that D(b 1 , b 2 , f 1 , . . . , f n−2 ) ≤ 0, and then it follows from (2.6) that for λ ∈ W and x 1 > · · · > x n > 0,
By the characterization (2.2) of functions that are positive, MTP 2 , and C 2 , we deduce that if λ, µ ∈ W and x 1 > · · · > x n > 0 then
As a limiting case, we find that positivity also holds if x 1 ≥ · · · ≥ x n ; and because this function is symmetric in x 1 , . . . , x n , the condition x 1 ≥ · · · ≥ x n can be dispensed with. Consequently, (2.7) holds for all x ∈ R n + . Extending Theorem 1.1, we have the following result. 
Moreover, these inequalities remain valid if the operations ∨ and ∧ are interchanged; that is, if
. , p, then, for x ∈ R n + and any positive integer q, where 1 ≤ q ≤ p,
so the function λ → − log s λ (x) is subadditive in the sense defined by Fan [3] . On applying the theorem of Fan, we obtain the inequality,
which yields (2.8) by exponentiation. Finally, the dual result (2.9) is obtained similarly.
The results in Theorem 2.1 also raise the combinatorial problem of whether the symmetric functions in (2.8) and (2.9) are monomial-positive or Schur-positive.
3 Log-convexity properties of the hypergeometric functions of matrix argument
In this section, we apply Theorem 1.1 and the FKG inequality to derive log-convexity properties of the (generalized) hypergeometric functions of two Hermitian matrix arguments. Let φ : R n → R be a MTP 2 probability density function; let f : R n → R; and denote by E(f ) the expectation, whenever it exists, of f with respect to the probability distribution corresponding to φ. A function f : R n → R is called increasing if f (x) is monotone increasing in each coordinate of the argument x ∈ R n . We recall the FKG inequality [4, 16] : If f and g are increasing functions on R n then
Let λ = (λ 1 , . . . , λ n ) be a partition. The length, ℓ(λ), of λ is the largest integer l such that λ l > 0; and the weight of λ is |λ| := λ 1 + · · · + λ n . We denote by P n the set of all partitions λ of length ℓ(λ) ≤ n.
To apply the FKG inequality, we construct a MTP 2 probability density function on P n , and then we deduce certain hypergeometric function inequalities by a careful choice of the functions f and g in (3.1).
Let H n denote the space of n × n Hermitian matrices, and H + n denote the positive definite matrices in H n . Whenever x ∈ H n , with eigenvalues x 1 , . . . , x n , we write s λ (x) ≡ s λ (x 1 , . . . , x n ), an interpretation that is based on the interpretation of the Schur functions as "class functions" in the representation theory of GL(n, C).
We shall construct positive coefficients c λ , λ ∈ P n , such that c λ is MTP 2 in λ; and then,for fixed x ∈ H + n , we form the function,
λ ∈ P n . Since x ∈ H + n then s λ (x) > 0, and hence φ(λ) > 0, λ ∈ P n . Therefore, subject to the absolute convergence of the denominator in (3.2), φ is a probability density function on P n . Moreover, because the class of MTP 2 functions is closed under pointwise multiplication [11] , we shall deduce from the MTP 2 nature of the coefficients c λ and the functions s λ (x) that φ also is MTP 2 .
For a ∈ C define the classical shifted factorial, (a) k = a(a + 1) · · · (a + k − 1), k = 0, 1, 2, . . . and, for λ ∈ P n , define the partitional shifted factorial, Let a 1 , . . . , a p , b 1 , . . . , b q > n − 1, y ∈ H + n , and define
Proof. If a > n − 1 then the function λ → (a) λ , λ ∈ P n clearly is positive. Moreover, (a) λ is MTP 2 , for it is straightforward to verify that (a) λ∨µ (a) λ∧µ ≡ (a) λ (a) µ for all λ, µ ∈ P n , so that (2.1) is satisfied as an equality. Hence, for a 1 , . . . , a p , b 1 , . . . , b q > n−1, the function
λ ∈ P n , also is positive and MTP 2 . Next, s λ (y) > 0 because y ∈ H + n . Also, as we have observed in Section 2, s λ (y) is MTP 2 in λ. Again because the product of MTP 2 functions remains MTP 2 , it follows that c λ ia positive and is MTP 2 in λ.
Let us now draw from [5, 9, 15 ] the definition and some properties of the (generalized) hypergeometric functions of two Hermitian matrix arguments.
For each partition λ = (λ 1 , . . . , λ n ) ∈ P n , let Z λ denote the zonal polynomial indexed by λ. The zonal polynomials are spherical functions on H n and, up to a constant multiple, Z λ coincides with the Schur functions: For x ∈ H n with eigenvalues x 1 , . . . , x n , the zonal polynomial is given by the explicit formula,
where s λ (x) ≡ s λ (x 1 , . . . , x n ) is given explicitly by the ratio formula (1.5), and
It is well-known, and follows as a limiting case of the formula (1.5), that d λ := s λ (1, . . . , 1) is given explicitly by the Weyl dimension formula,
and it can also be deduced from (3.5) and (3.6) that
Although these results are well-known to have profound significance in the representation theory of GL(n, C), that subject will not play a role in our results. Suppose that a 1 , . . . , a p , b 1 , . . . , b q ∈ C are such that, for 1 ≤ i ≤ q and 1 ≤ j ≤ n, none of the numbers −b i + j − 1 is a nonnegative integer.For x, y ∈ H n , the hypergeometric function of two Hermitian matrix arguments is defined as the series
where the sum is over all partitions λ of all nonnegative integers. For x ∈ H n , let x = max{|x j | : j = 1, . . . , n} where x 1 , . . . , x n are the eigenvalues of x. Then the convergence properties of the series (3.9) are given in [5, Theorem 4.1]: If p ≤ q then the series (3.9) converges absolutely for all x, y ∈ H n ; if p = q + 1 then (3.9) converges absolutely if x · y < 1 and diverges if x · y > 1; and if p > q + 1 then (3.9) diverges unless it terminates.
We can now establish a log-convexity property for the p F q functions in (3.9). If p = q then the same result holds under the additional assumption that x · y < 1.
Proof. By (3.4), (3.7), and (3.8), For a p+1 , b q+1 > n − 1, set f (λ) = (a p+1 ) λ and g(λ) = 1/(b q+1 ) λ ; then f is increasing, and g is decreasing, on P n . On applying the FKG inequality (3.1), we obtain Substituting (3.3) for c λ , we find that each sum reduces to a hypergeometric function of matrix argument, and then we obtain the desired result.
In [16] , a class of generalizations of the FKG inequality with to up to five functions is provided. In the case of three functions, it is proved [16, Theorem 1.1] that if φ is a MTP 2 density on R n and f , g, and h are nonnegative, increasing functions on R n then 2E(f gh) − [E(f g)E(h) + E(f h)E(g) + E(f )E(gh)] + E(f )E(g)E(h) ≥ 0, (3.10) and analogous generalizations are given for four and five functions. By proceeding as before, choosing c λ as in (3.3), and choosing each of f (λ), g(λ), and h(λ) as a partitional shifted factorial or its inverse, we can obtain inequalities that extend Theorem 3.2.
