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Abstract
In this paper we study the indentifiability of a class of mixture models where
a finite number of one-dimensional location scale distributions is mixed with
a finite number of uniform distributions on an interval. We define identifiabil-
ity and we show that, under certain conditions, the afore-mentioned class of
distributions is identifiable.
Keywords
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1 Introduction
Mixture models are widely used in many contexts. In cluster analysis
and classification, mixture distributions have the role to model data with
group-structures. Banfield and Raftery (1993) called this approach “model
based clustering”. Several different mixture models have been studied and
estimation methods proposed over the years. Normal mixtures and the
related theory of maximum likelihood estimation played an important role
in the research. However, maximum likelihood estimates for a wide class
of location-scale mixtures are not robust (see Hennig, 2004). Fraley and
Raftery (1998) treats outliers as points coming from some unknown mixture
component interpreted as “noise”. They proposed a model where a uni-
form distribution is mixed with the Gaussians in order to account for noise.
Hennig (2004) defined robustness measures for clusters, and he studied
the properties of several robust model based clustering methods including
Gaussian mixtures with uniform noise, uniform-normal mixture from now on-
ward. However, identifiability for this model has not been studied. Teicher
(1963) shows that univariate normal mixtures are identifiable, while in gen-
eral mixture of uniform distributions are not. The proposal of Banfield and
Raftery (1993) consists of a mixture with arbitrary number of normals with
the addition of a uniform component, the authors proposed estimation meth-
ods as well as a computational procedures to get estimates.
The aim of this paper is to define and show identifiability for a general
class of models which includes the afore-mentioned uniform-normal mixture.
In a nutshell, in the context of parametric family of distributions, identifiability
means that different parameter values lead to different distributions. If a dis-
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tribution is not identifiable, the same parameter can define more than one
distribution; this would affect any consistency statement about estimators.
Identifiability is also relevant from the practical point of view. In fact, if a pop-
ulation is represented by some non-identifiable parametric distribution this
means that the population under study can be represented by more than one
parameter. Here we do not constraint the number of uniform components,
and we do not confine ourself to the case of Gaussian mixtures. Our model
of interest will be a finite mixture of location-scale distributions mixed with a
finite number of uniform distributions. This means that we have a mixture
with components belonging to different families. The original definition of
identifiability for mixtures was given by Teicher (1961). This definition does
not take into account the situation where distributions from different fami-
lies are mixed and it is required that the family memberships of the compo-
nents are identified. For the class of models under study we want to identify
the parameters, the number of components and their family memberships.
Thus we will propose a definition of identifiability which extends the one
proposed by Teicher (1961). Yakowitz and Spragins (1968) and Atienza,
Garicia-Heras, and Munoz-Pichardo (2006) provided sufficient conditions to
show identifiability under Teicher’s definition. However, The afore-mentioned
sufficient conditions are not applicable in our situation. Heuristically, the idea
under our identifiability proof is simple. The distribution function of the class
of mixture models under study is not differentiable at a set of points which
coincides with the set of the uniform parameters. Thus the points where the
mixture distribution is not differentiable will identify the uniform parameters;
then we remove the uniform components and we will identify the remaining
components. Even though the idea behind this identifiability results is sim-
ple, the formal implementation is not easy.
The paper is organized as follows: first we introduce motivations for the
class of models under study; in section 2 we introduce the general definition
of identifiability given by Teicher (1961); in section 3 we define the class of
models under study and in section 4 we extend the Teicher’s definition of
identifiability; in section 5 we state and prove some identifiability results for
the class of models under study; finally in section 6 we draw conclusions
and outline some future works.
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2 Identifiability of mixture distributions
Let Pθ be a family of probability measures indexed by some unknown –
finite or infinite dimensional – index θ ∈ Θ which we call parameter. We ob-
serve an experiment generated by some member of Pθ. The main problem
of statistical inference is to infer θ based on observed data. Instead, iden-
tification is a pre-inferential problem which is devoted to assess whether
with data at hand it is possible to state that different parameter values cor-
respond to different probability measures P ∈ Pθ, where the meaning of
the word “different” has to be specified. Roughly speaking indentifiability
means that there exists a sort of one-to-one correspondence between the
indexes θ ∈ Θ and P ∈ Pθ. The first account of identification of mixture
models was given by Feller (1943) and since then many results extended
that work in several directions (we shall review those results in the following
paragraphs).
Identifiability is a general concept that has to be carefully defined de-
pending on the context. The very first definition of identifiability for finite mix-
tures was formalized first by Teicher (1961). LetF :=
{
F (x; θ) : x ∈ Rq, θ ∈ Rk}
be a family of distribution functions over Rq indexed by a point θ in a Borel
subset of Rk such that F (·; θ) is measurable on Rq × Rk. Let G ∈ G be
a k-dimensional distribution function with the underlying measure assigning
total mass to Rk. Let H be a family of distribution functions. We con-
sider a map Q : G −→ H , where its image is defined as Q(G) = H,
H(x) =
∫
Rk F (x; θ)dG(θ). Following Teicher (1961), the mixture model
generated by the familyF with mixing distribution in G is said to be identifi-
able if given F ∈ F , then Q is a one-to-one map of G ontoH . As we have
already noticed, when G is discrete, the set of all finite mixtures H of the
family F is simply the convex hull of H . Identifiability of the mixture mod-
els means that the convex hullF has a uniqueness representation property
which can be translated into following:
Definition 1 (Single Family Identifiability). LetH be the class of finite mix-
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tures generated by the classF with discrete mixing distribution. Given
H(x, η) =
s∑
j=1
pijF (x; θj), pij > 0, θj 6= θr ∀j, r = 1, 2, . . . , s, j 6= r,
and
H(x, η∗) =
t∑
i=1
pi∗i F (x; θ
∗
i ), pi
∗
i > 0, θ
∗
i 6= θ∗k ∀i, k = 1, 2, . . . , t, i 6= k;
if H(·, η) = H(·, η∗) implies that s = t, and there is some permutation j¯
of the indexes j = 1, 2, . . . , s such that pij = pi∗¯j and θj = θ
∗¯
j
, then we say
thatF generates identifiable finite mixture distributions.
The definition above has been used to study the identification of a num-
ber of models. The wording “single family identifiability” will be clearer there-
after. Feller (1943) started the literature about identifiability of mixtures
studying gamma mixture models. Teicher (1961) formalized the definition of
identifiability for general mixture models. He extended the results in Feller
(1943) showing the identifiability of finite mixtures generated by Poisson dis-
tributions. He also showed that models based on mixtures of uniform and
binomial distributions are not identifiable. Teicher (1963) gave a sufficient
condition for identifiability of a general class of finite mixture models and
showed that mixtures based on univariate Gaussian distributions are iden-
tifiable. Yakowitz and Spragins (1968) defined identifiability for classes of
finite mixtures (Definition 1) and gave a necessary and sufficient condition
for the identifiability of such models. The main theorem in Yakowitz and
Spragins (1968) states that given a discrete mixing distribution the classF
generates identifiable mixtures if and only ifF is a linearly independent set
over the field of the real numbers. They apply their theory showing that ex-
ponential distributions, multivariate Gaussian distributions, Cauchy distribu-
tions and negative binomials generate identifiable mixture models. Atienza,
Garicia-Heras, and Munoz-Pichardo (2006) weakened the assumptions of
the sufficient conditions given by Teicher (1963) and showed that mixtures of
Log-Gamma distributions and mixtures of Lognormal, Gamma and Weibull
distributions are identifiable with the respect to the Definition 1.
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3 Model definitions
In this section we introduce the notation and the main assumptions
about the general model under study. Let 0 < s < ∞ be the number of
components in our mixture distribution, and let q be the number of uniform
components 0 < q < s in the mixture. Let X be a real valued random
variable distributed according to the following distribution function:
G(x; η) =
q∑
k=1
pikU(x; θk) +
s∑
l=q+1
pilΦ(x; θl), (3.1)
where η = (pi, θ), pi = (pi1, pi2, . . . , pis), 0 < pij < 1,
∑s
j=1 pij = 1.
Here θ = (θ1, θ2, . . . , θs), where θk = (ak, bk), ak and bk take values
on the real line, and −∞ < ak < bk < +∞ for each k = 1, 2, . . . , q.
Thus pi ∈ (0, 1)s, θk ∈ Θ1 := R2q for k = 1, 2, . . . , q. The parameter θl
lies in some finite dimensional space Θ2 for each l = q + 1, q + 2, . . . , s.
Furthermore the parameter space is denoted by Γ := (0, 1)s×R2q×Θs−q2 .
U is the uniform distribution function, i.e.
U(x; θk) =
x− ak
bk − ak 1[ak,bk](x) + 1(bk,+∞)(x),
k = 1, 2, . . . , q, with 1A being the indicator function of the set A. The
distribution function U has the density
u(x; θk) =
1[ak,bk](x)
bk − ak .
The distribution function Φ belongs to a family of distributions satisfying
Assumption 1. Φ(x; θ), θ ∈ Θ2, is absolutely continuous with the respect
to Lebesgue measure. It has density φ(x; θ), θ ∈ Θ2, which is continuous
both with the respect to x ∈ R and θ ∈ Θ2.
For notational convenience we will often rewrite the model in (3.1) as
G(x, η) :=
s∑
j=1
pijFvj (x; θj) (3.2)
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where vj = {1, 2} for j = 1, 2, . . . , s, when vj = 1 then Fvj = U , when-
ever vj = 2 then Fvj = Φ. Moreover g(x; η) will denote the density of
G(x; η).
4 Identifiability of “heterogeneous” mixtures
In section 2 we introduced the identifiability problem for general finite
mixtures. In this section we define and study the identifiability of a class
of models which consists of a mixture of distributions coming from differ-
ent families. We are in a situation where a finite number of distributions
belonging to a general class of continuous distributions is mixed with a fi-
nite number of uniform distributions. We call such a mixture distribution:
heterogeneous. Here the wording heterogeneous mixtures means that the
components in the mixture belong to different families of distributions. Such
a statistical model can be very attractive in all those situations where the
underlying heterogeneity in the data generating process is strong enough to
let us consider that groups of observations come from populations with com-
pletely different features. In fact the uniform distribution here is introduced
as a probabilistic model for noise, while Φ should represent the probabilis-
tic structure of the population under study. Here we do not require that
the number of components is known, nor do we require that the number
of components belonging to each of the families of distributions is known.
This situation is somehow more general than that of the model proposed
by Fraley and Raftery (1998), where the number of uniform components is
considered as fixed and known. In fact in the uniform–normal mixture model
proposed by Fraley and Raftery (1998) the number of uniform components
is fixed to be one.
We now refer to section 2 where we presented the definition of iden-
tifiability as given by Teicher (1961). Let us assume that Fk, with k =
1, 2, . . . ,m, are all families of probability distribution functions. For each
k, Fk(x; θ) ∈ Fk, θ ∈ Θk, and Θk is some finite dimensional parameter
space. A general element of the set of finite mixtures generated by the class
E = ∪mk=1Fk will be called heterogenous mixture distribution. Teicher’s
definition of identifiability does not require that the number of components in
12
each family is identified. However this is relevant in a situation where mem-
bership to different population components have different meaning. In our
model for example we want to distinguish between noise components and
non-noise components, and we want that the number of distributions be-
longing to each of the family composing the mixture is identified. To see why
definition 1 does not take into account the identifiability of family member-
ships let us consider some results in the paper by Atienza, Garicia-Heras,
and Munoz-Pichardo (2006). The authors studied the identifiability a model
proposed by Marrazzi, Paccaud, Ruffieux, and Beguin (1998) in the context
of fitting the length of stay in a hospital; the model is a mixture of three com-
ponents: one Lognormal, one Gamma and one Weibull distribution. Atienza,
Garicia-Heras, and Munoz-Pichardo (2006) gave a new sufficient condition
for identifiability of finite mixtures following Teicher’s definition, and based on
this they showed the identifiability of the afore–mentioned class of mixtures.
However, following the proof of their theorem 3 it is clear that for some value
of the parameter space, a component having Gamma distribution cannot be
distinguished from a component having Weibull distribution, thus the num-
ber of components belonging to each family cannot be identified.
Here we will give a definition of identifiability which is similar to the one
given by Teicher (1961) but it adds some more restrictions so that the fam-
ily membership of components is taken into account in the sense explained
above. It should be now clear why we named the identifiability defined by
Teicher as “single family identifiability”. Before we give our definition, let us
introduce some more notations.
We will consider the set of all heterogenous finite mixtures generated by
E with discrete mixing distribution. Let s < +∞ be the number of compo-
nents of the heterogenous mixture, and let c = {n1, n2, . . . , nm} be a set
of natural numbers where nk, k = 1, 2, . . . ,m, indicates the number of dis-
tributions belonging to Fk being present in the mixture. From now onward
it is understood that c is finite, and of course it must be s =
∑m
k=1 nk. We
will denote c as the “composition” index. H is the family of all the finite mix-
tures generated from E with discrete mixing distribution. A general element
of H will be Hc(x; η) =
∑s
j=1 pijFkj (x; θj), where kj ∈ {1, 2, . . . ,m}
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for j = 1, 2, . . . , s, is the index which expresses the “family membership” of
the jth component (e.g. k2 = 1 means that the distribution of the second
mixture component belongs to F1). The parameter η lies in the parame-
ter set Ω, and η = (pi1, . . . , pis, θ1, . . . , θs). We will consider the following
definition:
Definition 2 (Global Identifiability). Let H the class of finite mixtures gen-
erated by the class E . LetH ? ⊆H , and Hc ∈H ?. Given
Hc(x, η) =
s∑
j=1
pijFvj (x; θj), pij > 0, θj 6= θr ∀j, r = 1, 2, . . . , s, j 6= r,
and
Hc∗(x, η∗) =
z∑
j=1
pi∗jFvj (x; θ
∗
j ), pi
∗
j > 0, θ
∗
j 6= θ∗k ∀j, k = 1, 2, . . . , z, j 6= k;
if Hc(·, η) = Hc∗(·, η∗) implies s = z, and that there exists a permutation
j¯ of the indexes j = 1, 2, . . . , s such that pij = pi∗¯j , θj = θ
∗¯
j
, kj = kj¯ , for
kj , kj¯ ∈ {1, 2, . . . ,m} , and c = c∗, then we say that E generates globally
identifiable finite mixture distributions inH ?.
As highlighted before, we use the wording global identifiability to make
a distinction between the notion of identifiability given in definition 2 with the
one given in definition 1 which refers to Teicher’s definition. With reference
to definition 2, we require that the permutation of the component label (the
index j) is constructed so that for each familyFk we identify the parameters,
obtaining pijFkj (x; θj) = pi
∗¯
j
Fkj¯ (x; θ
∗¯
j
), and at the same time we require
that the number of distributions identified in the familyFk is consistent with
the composition index c. To see the relevance of this argument let us refer
to the the model proposed by Banfield and Raftery (1993). In that case we
require that not only the uniform parameters, the Gaussian parameters and
all proportions are identified but we also require that it is also possible to
identify the number of noise components and Gaussian components.
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5 The identifiability of the model with uniform noise
First, we will introduce some notations and assumptions and we also
reconcile the exposition here with the notation used in the previous sections.
We consider the model defined in section 3 with the addition of the following
definitions: (i) F1 is the family of all uniform distributions with support on
an interval; (ii) F2 is a family of one dimensional distributions satisfying
assumption 1 and finite mixtures generated by F2 are indentifiable in the
sense of the definition 2.
Let n1 = q, n2 = s− q and let c = {q, s− q} be the composition index.
H is the family of finite mixtures generated by E = F1 ∪F2, obtained by
mixing q distributions fromF1 and s−q distributions fromF2. The function
gc(x; η) will denote the density of Gc(x; η) likewise the model defined in
section 3. Gc(x; η) is an element of H , with η ∈ Γ. H ? ⊂ H is the
set of mixtures generated by E such that if Gc(x; η) belongs to H ?, then
[at, bt] ∩ [ar, br] = ∅ for all r, t = 1, 2, . . . , q and r 6= t.
To show identifiability here we will make use of arguments based on
derivatives so that it is necessary to introduce some more notations be-
fore to state and prove the next result. We notice that the density gc(x; η)
it is discontinuous at a finite number of points, namely at x ∈ W :=
{a1, b1, a2, b2, . . . , aq, bq}. Thus by properties of the Riemann integral,
dGc(x; η)/dx = gc(x; η) at all x ∈ R\W . However, right and left deriva-
tives of Gc at all points in W exist and can be found by taking right and
left limits of derivative quotients. The notation D−y (η) and D+y (η′) stands
for the left and right derivative of Gc respectively, and these derivatives are
evaluated at a point y when the parameter vector is η′, i.e.
D−y (η
′) = lim
t↑0
Gc(y + t; η′)−Gc(y; η′)
t
,
D+y (η
′) = lim
t↓0
Gc(y + t; η′)−Gc(y; η′)
t
.
Computing these derivatives for the model (3) and for h = 1, 2, . . . , q will
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give us
D−ah(η) =
s−q∑
l=q+1
pilφ(ah; θl);
D+ah(η) =
pih
bh − ah +
s−q∑
l=q+1
pilφ(ah; θl);
D−bh(η) =
pih
bh − ah +
s−q∑
l=q+1
pilφ(bh; θl);
D+bh(η) =
s−q∑
l=q+1
pilφ(bh; θl).
Theorem 1. The class E = F1 ∪F2 generates globally identifiable het-
erogeneous mixtures inH ? ⊂H .
Proof. Let us assume that Gc(x; η) = Gc∗(x; η∗), i.e.
s∑
j=1
pijFvj (x; θj) =
z∑
j=1
pi∗jFvj (x; θ
∗
j ), (5.1)
for every x, vj ∈ {1, 2} and j = 1, 2, . . . , s, . . . z, i.e. without loss of
generality we assume that s ≤ z. For a given function f(y, z) differentiable
at least on a subset of its own domain, we define the set
Sf (z) :=
{
y :
∂−
∂y
f(y, z) 6= ∂
+
∂y
f(y, z)
}
;
provided that all at points in Sf (z) left and right partial derivatives of f ex-
ist. The assumption that Gc(x; η) = Gc∗(x; η∗) implies that SGc (η) =
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SG
c∗ (η
∗). If#(A) stands for the cardinality of the setA, then#(SGc (η)) =
#(SG
c∗ (η
∗)) = 2q which means that the number of the uniform compo-
nents q is uniquely identified. Given a finite set A := {y1, y2, . . . , yn},
with yi ∈ R all i = 1, 2, . . . , n, µ(A) ∈ Rn denotes a vector where
the components are all the elements of A, furthermore µ¯(A) is defined
as µ¯(A) = (y(1), y(2), . . . , y(n)) where y(i) is such that y(i) ≤ y(i+1)
all i = 1, 2, . . . , n − 1. Now, µ¯(SGc (η)) = (x(1), x(2), . . . , x(2q)) =
µ¯(SG
c∗ (η
∗)) = (x∗(1), x
∗
(2), . . . , x
∗
(2q)). We take a set of pairwise different
indexes ri ∈ {1, 2, . . . , s} with i = 1, 2, . . . , q and we fix
θr1 = (ar1 , br1) = (x(1), x(2)),
θr2 = (ar2 , br2) = (x(3), x(4)),
...
θrq = (arq , brq) = (x(2q−1), x(2q)).
Let us take another set of pairwise different indexes ti ∈ {1, 2, . . . , s} with
i = 1, 2, . . . , q and we fix
θ∗t1 = (a
∗
t1 , b
∗
t1) = (x
∗
(1), x
∗
(2)),
θ∗t2 = (a
∗
t2 , b
∗
t2) = (x
∗
(3), x
∗
(4)),
...
θ∗tq = (a
∗
tq , b
∗
tq) = (x
∗
(2q−1), x
∗
(2q)).
It is clear that µ¯(SGc (η)) = µ¯(SGc∗ (η
∗)) implies that θ∗ri = θ
∗
ti all i =
1, 2, . . . , q. Let us consider the equation(
D+ari
(η)−D−ari (η)
)
(bri − ari) =
(
D+a∗ti
(η∗)−D−a∗ti (η
∗)
)
(b∗ti − a∗ti),
for all i = 1, 2, . . . , q. These equations imply that piri = pi
∗
ti all i =
1, 2, . . . , q. Hence, we have that there exists a permutation j¯ of the in-
dexes j = 1, 2, . . . , s, . . . z such that if j = ri then j¯ = ti, for which
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θj = (aj , bj) = θ∗¯j = (a
∗¯
j
, b∗¯
j
), pij = pi∗¯j and vj = vj¯ = 1. By this we
have identified the number of uniform components, and all their parameters.
Without loss of generality let us assume that ri = ti for all i = 1, 2, . . . , q
and that r1, r2, . . . , rq = 1, 2, . . . , q.
For j = q+1, q+2, . . . , s, . . . , z all the mixture components belong to
F2 and q is identified as well. We consider the one-to-one transformation
p˜ij = pij/(1 −
∑q
j=1 pij) for j = q + 1, q + 2, . . . , s, . . . , z; and p˜i
∗
j is
defined analogously. Note that the denominator of p˜ij is identified, in fact it
depends on pi1, pi2, . . . , piq which have been already identified. By (5.1) and
the previous results we can write
s∑
j=q+1
p˜ijFvj (x, θj) =
z∑
j=q+1
p˜i∗jFvj¯ (x, θ
∗
j ). (5.2)
By assumption the class of finite mixtures overF2 is identifiable with respect
to definition 1, thus we have that: (i) s = z and these indexes are identified;
(ii) there exists some permutation j¯ of indexes j = q+ 1, q+ 2, . . . , s such
that p˜ij = p˜i∗¯j and θj = θ
∗¯
j
. But, p˜ij = p˜i∗¯j implies pij = pi
∗¯
j
. Thus the s − q
components belonging to F, their parameters and their mixing proportions
are identified. The proof is completed noting that having identified q and s it
also results that c = c∗. 2
Given the proposition above we can easily get the next result.
Corollary 1. Let F2 be the class of Gaussian distributions, then the class
F = F1 ∪F2 generates globally identifiable mixtures inH .
Proof. The result follows easily by noting that: (i) Gaussian distributions
clearly satisfy assumption 1; (ii) they are partially identifiable by theorem 3
in Yakowitz and Spragins (1968). 2
We definedF1 so that it contains uniform distributions having not inter-
secting support. The reason for this should be clear. Let us assume that
F1 contains all uniform distribution with support on a real interval, and let
us consider the following mixture distribution
1
3
U(x; 0, 2) +
1
3
U(x; 2, 4) +
1
3
F (x; θ),
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where F is some distribution function satisfying assumption 1. We notice
that 1/3U(x; 0, 2) + 1/3U(x; 2, 4) = 2/3U(x; 0, 4) so that identifiability
does not hold. In fact, not only the parameters of the uniform distributions
are not identifiable but also the composition index referring to the uniform
components would not be identifiable.
6 Conclusions
In this paper we studied the identifiability for some class of mixture dis-
tributions. We gave a new definition of identifiability which take into account
heterogeneity in the mixture, and we showed that a wide class of mixture
with uniform components are identifiable. In the literature the model con-
sisting of a Gaussian-uniform mixture have been proposed to overcome
problems of robustness (see Fraley and Raftery, 1998). In this proposal
the number of uniform components is fixed to be one, but we could be in-
terested in determining whether the number of noise components is one or
zero. The estimation of the number of noise components requires that it is
identified. We extended this model to the case when more then one uniform
components is added to a mixture of a class of continuous location-scale
mixtures and we showed that the resulting mixture is identifiable. In a future
paper we will study the estimation of such a model and we will explore the
related computational issues.
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