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ABSTRACT
Star formation laws are rules that relate the rate of star formation in a particular region, either
an entire galaxy or some portion of it, to the properties of the gas, or other galactic properties, in
that region. While observations of Local Group galaxies show a very simple, local star formation
law in which the star formation rate per unit area in each patch of a galaxy scales linearly with the
molecular gas surface density in that patch, recent observations of both Milky Way molecular clouds
and high redshift galaxies apparently show a more complicated relationship, in which regions of equal
molecular gas surface density can form stars at quite different rates. These data have been interpreted
as implying either that different star formation laws may apply in different circumstances, that the
star formation law is sensitive to large-scale galaxy properties rather than local properties, or that
there are high density thresholds for star formation. Here we collate observations of the relationship
between gas and star formation rate from resolved observations of Milky Way molecular clouds, from
kpc-scale observations of Local Group galaxies, and from unresolved observations of both disk and
starburst galaxies in the local universe and at high redshift. We show that all of these data are in
fact consistent with a simple, local, volumetric star formation law. The apparent variations stem
from the fact that the observed objects have a wide variety of 3D size scales and degrees of internal
clumping, so even at fixed gas column density the regions being observed can have wildly varying
volume densities. We provide a simple theoretical framework to remove this projection effect, and
we use it to show that all the data, from small Solar neighborhood clouds with masses ∼ 103 M⊙
to sub-mm galaxies with masses ∼ 1011 M⊙, fall on a single star formation law in which the star
formation rate is simply ∼ 1% of the molecular gas mass per local free-fall time. In contrast, proposed
star formation laws in which the star formation timescale is set by the galactic rotation period are
inconsistent with the data from the Milky Way and the Local Group, while those in which the star
formation rate is linearly proportional to the gas mass above some density threshold fail both in the
Local Group and for starburst galaxies.
Subject headings: galaxies: high-redshift — galaxies: ISM — galaxies: starburst — ISM: clouds —
stars: formation
1. INTRODUCTION
The search for systematic relationships between the
gas in galaxies and their star formation rates (SFRs)
goes back to the seminal work of Schmidt (1959) and
Kennicutt (1989). Only in the last fifteen years, how-
ever, have observations advanced to the point where
firm determinations of this relationship have become
possible. Kennicutt (1998) showed that galaxies ex-
hibit strong correlations between the surface density of
star formation, the gas surface density, and the galac-
tic rotation period. More recently, a number of au-
thors have extended this analysis to ∼kpc-scale regions
within several Local Group galaxies (Kennicutt et al.
2007; Bigiel et al. 2008; Leroy et al. 2008; Blanc et al.
2009). Their results have led to a picture of star for-
mation in nearby galaxies with several important fea-
tures. First, they find that star formation appears to be
a function solely of local properties, with no evidence for
systematic variations in the star formation law with re-
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spect to galactocentric radius, galactic rotation period,
Toomre Q, or any other large-scale properties. Only the
local surface density of molecular gas appears to matter.
This is consistent with the complementary observation
that the properties of star-forming molecular clouds in
nearby galaxies show no systematic variation with galac-
tic properties (Bolatto et al. 2008; Fukui & Kawamura
2010) (although there is some preliminary evidence that
the GMCmass function might vary from galaxy to galaxy
– Rosolowsky 2005; Wong et al. 2011). Models based
on a local picture of star formation in molecular clouds
have been reasonably successful at explaining, and in
some cases predicting, these results (Krumholz & McKee
2005; Krumholz et al. 2009; Ostriker et al. 2010).
However, this picture has been complicated by more
recent observations pushing to smaller scales and to
higher redshifts. On small scales, Evans et al. (2009),
Lada et al. (2010), and Heiderman et al. (2010) show
that molecular clouds within ∼ 1 kpc of the Sun have
SFR surface densities that are factors of ∼ 10 greater
than is found in (much larger) extragalactic regions of
equal gas surface density. They propose that the star
formation rate is determined by the mass in “dense” gas,
where dense can denote a threshold in either surface or
volume density (see also Wu et al. 2005, 2010). In this
2model the local clouds show higher SFRs because they
are above the threshold, while much of the gas seen in
observations of nearby galaxies is below it.
In the distant universe, Daddi et al. (2010b) and
Genzel et al. (2010) compile samples of disk and star-
burst galaxies both locally and at high redshift, and
show that there is a similar systematic offset: starburst
galaxies typically have SFR surface densities that are a
factor of ∼ 10 higher than disk galaxies at equal gas
surface density (however, as Ostriker & Shetty 2011 and
Narayanan et al. 2011a point out, the disk starburst dis-
tinction is significantly enhanced by the use of single, dif-
ferent CO-H2 conversion factors for discs and starbursts,
which is almost certainly an oversimplification). While
the distinction between disks and starbursts is not com-
pletely sharp (e.g. objects like M82 are “weak” starbursts
within disks), that two galaxies with the same gas sur-
face density can display very different SFRs suggests that
there must be some factor in addition to surface density
that determines the SFR. Both Daddi et al. (2010b) and
Genzel et al. (2010) suggest that this factor has to do
with some sort of dynamical time, and they argue in fa-
vor of it being the galactic orbital period. It is unclear
by exactly what mechanism the orbital period affects the
SFR.
A sensitivity to the galactic orbital period, or a
density threshold, are difficult to reconcile with the
star formation law observed in the Local Group data,
which shows no evidence for either. It is not even clear
how dependence on the orbital period would manifest
on local scales, but, ultimately, the star formation
law for galaxies as a whole must be the result of
adding up numerous local patches. Furthermore, we
note that numerical simulations of star formation are
generally based on a purely local star formation law
with no explicit dependence on galactic orbital period,
and that simulations of entire galaxies never have
the resolution to reach the proposed density thresh-
olds of ∼ 104 − 105 cm−3 (e.g. Springel & Hernquist
2003; Robertson & Kravtsov 2008; Gnedin et al.
2009; Bournaud et al. 2010; Teyssier et al. 2010;
Ceverino et al. 2010; Agertz et al. 2011; Kuhlen et al.
2011, to name a few)4. Nonetheless, at least some of
these simulations seem able to reproduce many of the
observations on which the claims for a non-local star
formation law are based (e.g. Teyssier et al. 2010).
The goal of this paper is to alleviate this confusion by
pointing out that all the data that have been thought to
provide support for multiple star formation laws, sensi-
tivity to the global orbital period, or density thresholds
are in fact consistent with a single, simple volumetric star
4 In some of these simulations, e.g. Bournaud et al. (2010) and
Hopkins et al. (2011), gas does reach densities in this range, but
these simulations also add an artificial pressure in high density gas
to ensure that the Jeans length is well-resolved. This artificial pres-
sure begins to dominate at densities above n ≈ 6(∆x/100 pc)−4/3
H cm−3 (Teyssier et al. 2010), where ∆x is the spatial resolution.
For Bournaud et al. (2010), ∆x = 0.8 pc, so artificial pressure
dominates at densities above 3800 H cm−3. Hopkins et al. (2011)
use SPH simulations for which the resolution is spatially variable,
but even for their highest resolution simulations ∆x ∼ 2 pc, corre-
sponding to artificial pressure dominating at densities above 1100
H cm−3. Thus, even if high density gas can appear in these simu-
lations, its properties should be treated with great caution due to
the effects of the artificial pressurization.
formation law with no thresholds and no direct depen-
dence on the galactic orbital period. The apparent con-
flict between this model and the data stems from a fail-
ure to properly account for projection effects, a problem
which has been noted before (Shetty & Ostriker 2008).
We provide a simple method to account for these effects,
which makes it possible to combine data across a wide
range of size scales, from individual Milky Way clouds to
entire starburst galaxies. The remainder of this paper is
as follows. In Section 2 we discuss three simple models
of star formation, and develop observational predictions
for each one. In Section 3 we compare these models to
the available observational data. Finally, in Section 4 we
discuss and summarize our results.
2. POSSIBLE STAR FORMATION LAWS
We consider three possible models for the star forma-
tion law: a local one in which the quantity that mat-
ters is the local volume density of gas, a global one in
which star formation occurs on a timescale set by the
galactic rotation period, and a third model in which the
SFR is linearly proportional to the mass of gas above
some density threshold. Our goal is to determine which,
if any, of these proposed laws is capable of simultane-
ously explaining the Galactic, Local Group, and disk
and starburst data at low and high redshift. For sim-
plicity we limit our attention to regions where the gas
is predominantly cold and molecular, and thus able to
form stars. In low surface density or low metallicity
regions where the gas is significantly atomic, thermal
and chemical processes become dominant in determin-
ing where stars can form, and the gravitational poten-
tial of the stars and dark matter may have significant
effects (Robertson & Kravtsov 2008; Krumholz et al.
2009, 2011; Gnedin et al. 2009; Gnedin & Kravtsov 2010;
Ostriker et al. 2010; Krumholz & Dekel 2011; Kim et al.
2011), resulting in a much more complex star formation
law.
2.1. A Volumetric Star Formation Law
2.1.1. The Projected Star Formation Law
A local volumetric star formation law is simply a func-
tion that maps a gas volume density ρ to a volume den-
sity of star formation ρ˙∗. One particularly simple hy-
pothesis for this law is that the star formation rate is
simply some fraction of the molecular gas mass per free-
fall time, tff =
√
3π/32Gρ, so that
ρ˙∗ = fH2ǫff
ρ
tff
= fH2ǫff
√
32Gρ3
3π
(1)
where fH2 is the fraction of the mass in molecular form
5
and ǫff is a dimensionless measure of the star formation
rate, and is constant or nearly so. Krumholz & McKee
(2005) present a first-principles calculation that shows
ǫff ≈ 0.01 in any supersonically turbulent medium, with
a very weak dependence on other quantities that we will
ignore here for simplicity. Padoan & Nordlund (2011)
argue for a slightly different functional dependence of
5 For simplicity throughout this paper we will adopt fH2 = 1,
and where possible we will compare only to molecular gas masses.
However, we retain the fH2 factor in the equations to remind the
reader that stars form only in molecular gas.
3ǫff on the virial ratio and Mach number, but their over-
all values of ǫff for the range of parameters relevant to
real star-forming regions are only a factor of a few larger
than the Krumholz & McKee value. Any observational
argument for an additional dependence of the star forma-
tion law on large-scale galactic quantities, or for density
thresholds, must be able to invalidate the null hypoth-
esis of a constant ǫff in equation (1). Note that there
is some ambiguity in the choice of scale over which tff
is to be measured. We adopt the Krumholz & McKee
(2005) approach in which the relevant size scale is that
corresponding to the outer scale of the turbulence that
regulates the SFR.
The difficulty in comparing a star formation law such
as this to observations, particularly extragalactic ones,
is that we generally do not have access to information
about volume densities. Instead, we only have access
to quantities measured in projection, and we can only
evaluate the projected version of equation (1),
Σ˙∗= fH2ǫff
Σ
tff
. (2)
It is important to note here that Σ is the mean surface
density of the region being observed,6 whether it is a
single giant molecular cloud (GMC) or an entire galaxy,
but tff is the free-fall time evaluated at the density av-
eraged over length scales comparable to the outer scale
of the turbulence, regardless of the mean density of the
region being observed. In a galaxy like the Milky Way
with discrete molecular clouds, these two scales are the
same only if the observation targets an individual cloud,
which is ∼ 10−100 pc in size in Milky Way-like galaxies.
Almost no extragalactic observations reach this resolu-
tion. To give a concrete example of why this is signif-
icant, consider a simplified ISM similar to that of the
Milky Way, but fully molecular in keeping with our ap-
proximations. In this ISM all the gas is in GMCs with
surface and volume densities ΣGMC ≈ 100 M⊙ pc−2 and
nGMC ≈ 30 cm−3 (McKee 1999). In contrast, when av-
eraged over ∼kpc scales, the ISM in our example galaxy
is similar to that near the Solar Circle, with a surface
density Σgal ≈ 10 M⊙ pc−2 and a mean volume den-
sity ngal ≈ 1 cm−3 (Boulares & Cox 1990). The space
between the molecular clouds is filled with much lower
density gas that forms stars at a far lower rate7, and
thus contributes negligibly to the star formation rate of
the galaxy. If we were to observe a ∼kpc-sized region
of this ISM from outside the galaxy, the surface density
entering equation (2) would be Σ = Σgal = 10 M⊙ pc−2,
since this describes the amount of gas available to form
stars. However, the density that determines the free-fall
time tff is the GMC density nGMC = 30 cm
−3, not the
mean ISM density ngal = 1 cm
−3; this corresponds to a
factor of 5 difference in tff . Similarly, if one observes a
region smaller than a GMC with an even higher density,
such as a protocluster gas clump, the free-fall time will
6 Throughout this paper we adopt the convention that Σ without
subscripts refers to the surface density of whatever region is being
observed, regardless of its scale. Values that are averaged over some
particular physical scale independent of what is being observed will
be subscripted.
7 In the Milky Way the inter-cloud gas is atomic and thus does
not form stars at all, but that does not matter for the purposes of
this example.
be correspondingly shorter.
2.1.2. Estimating the Free-Fall Time
In order to evaluate the right hand side of equation
(2), we must have a means of estimating tff , or equiv-
alently ρ, for the star-forming region from observables.
One simple approach is to hypothesize that the relevant
density is simply the galactic midplane density, and to
estimate this by assuming that all galaxies have roughly
the same scale height (e.g. Elmegreen 2002). These two
assumptions give Σ˙∗ ∝ Σ1.5. However, neither assump-
tion is likely to be generally valid. As already noted,
in the Milky Way the GMC density is ∼ 100 times the
mean midplane density. Nor are galactic scale heights
uniform, as pointed out by Shetty & Ostriker (2008),
particularly if we are including sub-galactic regions in
our sample. Instead, values range from ∼ 100 pc in the
Milky Way (Boulares & Cox 1990) to ∼ 10 pc in ULIRGs
(Scoville et al. 1997; Downes & Solomon 1998) to sizes as
small as ∼ 1 pc for individual molecular clouds. In the
other direction, in high redshift disks the scale height
is not directly measured, but is likely to be large since
the gas velocity dispersion is ∼ 50 km s−1 (Cresci et al.
2009), a factor of ∼ 6 larger than the typical value in
local disk galaxies. For such heterogenous samples, Σ˙∗
will no longer be a single-valued function of Σ.
We must therefore turn to the problem of estimating
the density and free-fall time of star-forming regions. For
Galactic observations where individual GMCs can be re-
solved, the mean cloud density can be directly or nearly
directly measured, and we defer further discussion of the
Galactic case to Section 3.1. For extragalactic observa-
tions that do not resolve GMCs, the problem is harder
because we can only measure the surface density Σgal av-
eraged over size scales of (at best) ∼ 1 kpc to (at worst)
the entire galactic disk. To handle this problem we fol-
low the approach taken by Krumholz et al. (2009) with
slight modifications.
In nearby galaxies with low surface densities, star for-
mation occurs in discrete, gravitationally-bound GMCs
that are much denser than the mean of the surrounding
ISM (n ∼ 100 cm−3 versus n ∼ 1 cm−3). These survive
for ∼ 30 Myr (∼ 5−10 free-fall times; Fukui et al. 2009),
and their properties are observed to be independent of
the Galactic environment (Bolatto et al. 2008). On the
other hand, at the high surface densities found in star-
bursts, or even in normal disk galaxies at z ∼ 2, the ISM
is a continuous star-forming, turbulent medium. Some
fraction of the mass is found in gravitationally-bound
clumps, but these are only overdense by factors of ∼ 10−
20, and unlike Galactic GMCs there is no phase transi-
tion at their edges to decouple them from the turbulence
in the ambient ISM (Dekel et al. 2009b; Ceverino et al.
2010, 2011). As a result the outer scale of the turbulence
is the galactic scale height, and the relevant density is
simply the midplane density, perhaps slightly enhanced
due to clumping (c.f. Ostriker & Shetty 2011). (We will
see later, however, that disk galaxies at z ≈ 2 are only
in this regime by a factor of a few.)
2.1.3. The Giant Molecular Cloud Regime
First consider the case for Milky Way-like galaxies,
which we will refer to as the GMC case. Both observa-
4tions (Solomon et al. 1987; Bolatto et al. 2008) and the-
ory (Krumholz et al. 2006; Goldbaum et al. 2011) show
that GMCs have mean surface densities that scatter with
a factor of a few around ∼ 100 M⊙ pc−2, independent
of galactic environment or GMC mass. We adopt a
fiducial value ΣGMC = 85 M⊙ pc−2, the mean found
by Bolatto et al. (2008).8 There is a significant scat-
ter about this value from one cloud to another (e.g.
Roman-Duval et al. 2010), as is expected from theoret-
ical models (e.g. Goldbaum et al. 2011). However, the
observations for which we need this estimate are neces-
sarily averaging over a large number of clouds, and this
averaging will reduce the scatter considerably – for exam-
ple, the galaxy-to-galaxy scatter in GMC surface density
reported by Bolatto et al. (2008, their Table 4) is only
0.26 dex.
The characteristic GMC mass is roughly the
two-dimensional Jeans mass in the galactic disk
(Kim & Ostriker 2002; McKee & Ostriker 2007),
MGMC =
σ4
G2Σgal
, (3)
where σ is the gas velocity dispersion and Σgal is the
average surface density in the region of the galaxy where
the GMCs form. For this GMC mass and surface density,
the corresponding density and free-fall time are
ρGMC=
3
√
π
4
G
√
Σ3GMCΣgal
σ2
,
tff,GMC=
π1/4√
8
σ
G(Σ3GMCΣgal)
1/4
. (4)
Note that we are simplifying somewhat by ignoring the
possibility that GMCs could be compressed to somewhat
higher densities by stellar gravity in regions where the
stellar density is high (Ostriker et al. 2010). This tends
to occur only in dwarf galaxies or in the outer parts of
spiral galaxies, which make little contribution to the total
star formation rate budget.
In nearby disk galaxies σ ≈ 8 km s−1, with less than
a factor of 2 variation either within a single galaxy or
between different galaxies (Dib et al. 2006; Walter et al.
2008; Chung et al. 2009), which means that tff is nearly
independent of galactic properties in this regime. Of
course σ can be much larger in either starburst galaxies
or in high redshift disk galaxies. For both disk galaxies
at z > 0 and starbursts at all redshift, we adopt σ ≈ 50
km s−1. However, this choice is largely irrelevant because
most of these systems are in the second regime, to which
we now turn.
2.1.4. The Toomre Regime
In galaxies with higher surface densities and star for-
mation rates, molecular clouds cease to be very overdense
and dynamically decoupled from the rest of the ISM. For
example, the rotationally-supported giant clumps found
in high-z disks are overdense only by factors of ∼ 10,
8 Note that most of the galaxies in the Bolatto et al. sam-
ple are dwarfs, and the spirals have slightly higher mean sur-
face densities of ∼ 150 M⊙ pc−2, similar to the value found by
Roman-Duval et al. (2010) for the Milky Way. Most of the galax-
ies included in our sample here are not dwarfs, but we continue to
use 85 M⊙ pc−2 for consistency with Krumholz et al. (2009).
and they contain only ∼ 20% of the total molecular
mass of the galaxy (Ceverino et al. 2010, 2011), com-
pared with an overdensity of ∼ 100 for ∼ 100% of the
molecular mass in Milky Way GMCs. In this case the
mean density in the star-forming gas is set primarily
by the weight of the ISM as a whole, rather than by
the properties of dynamically-decoupled bound GMCs.
A number of authors have proposed models to estimate
the mean ISM density in this regime (Thompson et al.
2005; Krumholz & McKee 2005; Krumholz et al. 2009;
Ostriker & Shetty 2011), and we will adopt the estimate
of Krumholz & McKee (2005). The midplane pressure in
a galactic disk of surface density Σgal is
P = ρσ2 = φP
π
2
GΣ2gal, (5)
where ρ is the midplane density and the dimension-
less factor φP is unity for a pure gas disk, and
Krumholz & McKee show φP ≈ 3 in real galactic disks
that contain stars as well. Consequently,
ρ ≈
πφPGΣ
2
gal
2σ2
. (6)
The Toomre Q for the gas is
Q =
√
2(β + 1)σΩ
πGΣ
, (7)
where Ω = 2π/torb is the angular velocity of galactic
rotation, torb is the galactic orbital period, and β =
∂ ln vrot/∂ ln r is the logarithmic index of the rotation
curve. A flat rotation curve corresponds to β = 0, while
solid body rotation is β = 1. If we now hypothesize that
Q ≈ 1, then combining equations (6) and (7) gives
ρT =
(β + 1)φPΩ
2
πGQ2
, tff,T =
√
3π2Q2
32(β + 1)φP
1
Ω
. (8)
We refer to this as the Toomre case. Note that equation
(8) is the same estimate of tff as in Krumholz & McKee
(2005).
The formation of giant clumps does not significantly al-
ter these estimates. To demonstrate this, consider the ex-
ample of a galaxy with a fraction ǫcl of its ISM mass in gi-
ant clumps, which are overdense by a factor f compared
to the interclump medium. Typical values are ǫcl = 0.2
and f = 10 (Ceverino et al. 2010, 2011). The mean ISM
density is then ρ = ρcl/(f − ǫclf + ǫcl), where ρcl is the
density in the clumps. If each component obeys equation
(1), with a little algebra one can show that the total star
formation rate in the galaxy is M˙∗ = ǫffM/tff(ρ)[ǫcl(f −
ǫclf + ǫcl)
1/2+(1− ǫcl)(1− ǫcl+ ǫcl/f)1/2], where tff(ρ) is
the free-fall time evaluated at the mean density ρ. Thus
giant clumps enhance the star formation rate compared
to a smooth ISM of the same mean density by the factor
in square brackets. For the fiducial values ǫcl = 0.2 and
f = 10, this is only 1.3.
To join the two regimes, we simply take the higher of
the densities (and thus the smaller of the free-fall times)
produced by equations (4) and (8):
tff = min(tff,GMC, tff,T). (9)
This is equivalent to assuming that the density in the
star-forming gas will be either the value produced by
5GMC self-gravity or the value produced by the pressure
of the entire ISM, whichever is larger. This provides us
with an estimate of tff in terms of extragalactic observ-
ables that we can use in equation (2).
2.2. A Global Star Formation Law
Alternately, one may posit that the star formation law
in galaxies depends explicitly on global, large-scale galac-
tic properties. The most common such star formation
law is
Σ˙∗ = ǫorb
Σ
torb
, (10)
where again Σ is the mean surface density of the ob-
served region, and ǫorb is the fraction of the mass con-
verted to stars per galactic rotation period.9 Typical
values based on observational fits are ǫorb ≈ 0.1. We
do not include a factor fH2 in equation (10) as we do
in equation (1), because in these models it is generally
assumed that star formation is regulated by global pro-
cesses that do not care about the thermal or chemical
state of the gas. Several theoretical models yield star
formation laws of this kind, including those based on su-
pernova regulation, cloud collisions, or large-scale grav-
itational instabilities (e.g. Silk 1997; Tan 2000; Li et al.
2005; Silk & Norman 2009). Note that this formulation
is very similar to that of equation (2), except that the
timescale on the right hand side is now the global dy-
namical time of the galaxy rather than a local free-fall
time. For the purposes of comparing this star formation
law to observations of entire galaxies, there is no need
to worry about projection effects, since the local density
and free-fall time no longer matter, and the surface den-
sities on the two sides of equation (10) can be integrated
to their average values across the entire galaxy without
changing the equation.
Since tff ∼ Ω−1 on galactic scales for high surface den-
sity galaxies (equation 8), this star formation law is iden-
tical to the volumetric one (equation 2) for that case.
This equivalence of the local and global star formation
laws for disks as a whole has been noted by many au-
thors (e.g. Krumholz & McKee 2005; Leroy et al. 2008;
Genzel et al. 2010), and so it is impossible to decide
whether the more physically meaningful star formation
law is local or global if the only information available
is averages over entire galaxies at high surface density.
However, the two models are very different when applied
either to low surface density galaxies, or to the individ-
ual molecular clouds within them. In this case the lo-
cal law predicts that the star formation timescale will
then be set by the local free-fall time inside an individ-
ual GMC, while equation (10) predicts that the star for-
mation timescale will continue to depend on the galactic
orbital period. It is not entirely clear in the latter case
whether torb should be the orbital period computed at
the outer edge of the star-forming disk of the galaxy or
the local orbital period at a particular galactocentric ra-
dius. We explore both possibilities below.
9 Note that this version of the star formation law is sometimes
written using the crossing time tcross = r/vrot = torb/2π in the de-
nominator in place of torb, and that the phrase “dynamical time” is
sometimes used to mean both torb and tcross. To minimize confu-
sion we will only use torb in this paper, and we adjust all published
data to this convention.
2.3. A Threshold Star Formation Law
Yet a third proposed star formation law is one in
which there is a volume or column density threshold for
star formation (e.g. Lada et al. 2010; Heiderman et al.
2010). Based on observations of the linear relation be-
tween mass of gas traced by HCN and star formation rate
(Gao & Solomon 2004; Wu et al. 2005, 2010; however,
see Gao et al. 2007 and Krumholz & Thompson 2007 for
evidence that the relation is not strictly linear), in these
models it is generally assumed that the star formation
rate scales linearly with the mass above the threshold.
The origin of the threshold is not precisely specified, al-
though one possible model for how it could arise comes
from the photoionization-regulated star formation model
of McKee (1989); however, it is not clear that this model
is relevant in starburst galaxies where the UV photon
mean free path is very small. Best fits for a threshold in
local molecular clouds are generally at surface densities
of ∼ 100 M⊙ pc−2 (Lada et al. 2010), which Lada et al.
and Heiderman et al. argue is roughly equivalent to a vol-
ume density threshold of n ∼ 104 − 105 cm−3, although
the conversion between volume and column density seems
highly uncertain.10 Because the exact value and nature
of the threshold is somewhat uncertain, as is the star
formation timescale in gas above the threshold, it is not
entirely clear how to go about comparing these models to
observations. However, as an example we test the model
proposed by Heiderman et al. (2010), in which the star
formation rate is given by
Σ˙∗ =
Σdense
tdense
=
fdenseΣ
tdense
, (11)
where “dense” here refers to gas above the proposed
threshold, tdense is the constant star formation timescale
in the dense gas, and fdense is the fraction of gas above
the density threshold. Heiderman et al. (2010) do not
give an explicit value for tdense, but their best-fit value
for objects above their threshold (their Figure 10) corre-
sponds to tdense ≈ 80 Myr; this is similar to the value of
tdense = 83 Myr obtained by Wu et al. (2005, 2010), and
so we adopt it. Lada et al. (2010) finds a somewhat lower
value tdense ≈ 20 Myr. As we will see, this just provides
an overall scaling that does not materially change the re-
sult. For Galactic molecular clouds the factor fdense can
be directly measured, and ranges from values ≪ 1 for
entire GMCs to fdense = 1 for objects selected based on
high volume density or extinction thresholds. For extra-
galactic systems Heiderman et al. adopt
fdense =
{
0.078(Σgal/Σth)
0.4, 0.078(Σ/Σth)
0.4 < 1
1, otherwise
,
(12)
where Σth = 129 M⊙ pc−2 is the proposed threshold,
and Σgal here is the mean surface density of the galaxy,
averaged over ∼kpc scales.
10 It is important to distinguish this very high threshold from the
thresholds of n ∼ 1−10 cm−3 that are commonly used in numerical
simulations of galaxies. The latter are a rough way of separating
cold molecular gas from warm atomic gas that cannot form stars,
and are not needed in simulations that actually model the atomic
to molecular transition (Robertson & Kravtsov 2008; Gnedin et al.
2009; Kuhlen et al. 2011). In contrast, the threshold proposed by
Heiderman et al. (2010) and Lada et al. (2010) is one that would
strongly suppress star formation even in ∼ 10 K molecular gas.
63. COMPARISON TO OBSERVATIONS
We now compare the three proposed star formation
laws to a data set consisting of Milky Way clouds in the
Solar neighborhood, ∼kpc-scale regions in Local Group
galaxies, and unresolved observations of disk galaxies and
starbursts, both locally and at high redshift. We note
that this data set represents one way of comparing pro-
posed star formation laws to observations. Another ap-
proach, which we discuss below in Section 4.3, is to cor-
relate the star formation rate with luminosities of various
molecular lines; we do not discuss this approach in detail
here, since it has been the subject of numerous earlier
papers.
A second note that applies to all the extragalac-
tic data involves the CO α-factor, the conversion be-
tween the measured CO luminosity and the H2 mass.
There is both strong observational (Solomon et al. 1997;
Downes & Solomon 1998; Tacconi et al. 2008) and theo-
retical (Narayanan et al. 2011b,a) evidence that this fac-
tor is smaller in starbursts and sub-mm galaxies than it
is in star-forming disks. We follow Daddi et al. (2010b)
in using αCO = 0.8 M⊙/(K km s
−1 pc2) in starbursts
at all redshifts, αCO = 4.6 M⊙/(K km s
−1 pc2) in disk
galaxies at z = 0, and αCO = 3.6 M⊙/(K km s
−1 pc2)
in disk galaxies at high redshift, and we adjust all
data to these choices. We have verified that, if we in-
stead adopt the values favored by Genzel et al. (2010)
(αCO = 1.0 M⊙/(K km s
−1 pc2) in starbursts and
αCO = 3.2 M⊙/(K km s
−1 pc2) in all disks regardless
of redshift), the results do not change significantly. In
reality, strictly bimodal values of αCO for disks versus
starbursts are a crude approximation, and instead αCO
should vary continuously as a function of galaxy proper-
ties (Narayanan et al. 2011a).
3.1. Galactic Molecular Clouds
For Galactic clouds, the quantities appearing on the
right hand side of equation (2) that can be measured
most directly from dust absorption are the gas mass M
and projected area A, which can be combined to yield
a surface density. The line of sight depth is difficult to
determine for individual clouds, so we cannot directly
measure the volume density. However, if we make the
simplest possible assumption that the clouds are spher-
ical, then the mean density is ρ = (3
√
π/4)M/A3/2. In
reality this assumption probably leads us to systemati-
cally underestimate the density in large clouds. These
tend to be filamentary rather than spherical, and given
random orientations a filamentary object is likely to have
a line of sight depth smaller than 2
√
A/π, the value im-
plicitly assumed in our spherical assumption. However,
since correcting for this effect would require us to know
the intrinsic aspect ratios of molecular clouds, we retain
the spherical assumption for simplicity and uniformity,
and note below where it likely produces error.
The remaining quantity that appears on the left hand
side of equation (2) is the SFR. This can be measured,
but only in regions that are sufficiently old. Estimates
of the SFR in Galactic sources are generally based on
either number counts of young stellar objects (YSOs;
Evans et al. 2009; Heiderman et al. 2010; Lada et al.
2010) or measurements of the infrared or radio lumi-
nosity (Mooney & Solomon 1988; Wu et al. 2005, 2010;
Murray et al. 2010). All of these methods rely on the
assumption that the population is in statistical equilib-
rium between new objects forming and old ones disap-
pearing, e.g. between massive stars forming and massive
stars leaving the main sequence (Krumholz & Tan 2007).
This requires that the region being observed have an age
spread larger than the lifetimes of the objects in ques-
tion – roughly 2 Myr for class II YSOs, and ∼ 4 Myr for
the massive stars that dominate radio and infrared lumi-
nosities. While this is almost always true for extragalac-
tic observations, it may not be for Galactic observations
that target much smaller objects with shorter dynami-
cal times. For this reason, we do not consider published
estimates of the SFR for objects with dynamical times
≪ 1 Myr (e.g. the compact regions surveyed by Wu et al.
2010 or the high density sample of Heiderman et al. 2010,
which have crossing times ∼ 0.1 Myr). These estimates
are almost certainly unreliable.11
Given these constraints, we take our Galactic data
from two samples of nearby molecular clouds: those
of Heiderman et al. (2010) and Lada et al. (2010).
Heiderman et al. (2010) report cloud masses, star for-
mation rates, and areas, and we use these to estimate Σ,
Σ˙∗, ρ, and tff as described above.
Lada et al. (2010) report the gas mass and the total
star formation rate based on number of YSOs enclosed
within a contour of K-band extinction AK = 0.1 mag,
corresponding to a visual extinction AV = 0.89 mag (us-
ing the same extinction law adopted by Lada et al.) and a
surface density of 14.5M⊙ pc−2. The mean surface den-
sity of material within this contour is a factor of 2 larger
than this (Lombardi et al. 2010, also C. Lada, 2011,
priv. comm.). We therefore compute the corresponding
area using A = M/Σ with Σ = 29 M⊙ pc−2, and use
this value to compute Σ˙∗, ρ, and tff . Lada et al. (2010)
also report the gas mass within a contour AK = 0.8
mag, corresponding to a visual extinction AV = 7.1 mag,
and a mean surface density Σ ≈ 230 M⊙ pc−2 (again
assuming that the mean is twice the threshold value).
Unfortunately the full data set does not contain suffi-
cient positional information on the YSOs to determine
the number within the AK = 0.8 mag contour, but in
a subset of the data for which positional information is
available, roughly 1/4−1/2 of those within the AK = 0.1
mag contour also lie within the AK = 0.8 mag contour
(C. Lada, 2011, priv. comm.). We therefore estimate the
SFR within the AK = 0.8 mag contour by assuming its
value to be 1/3 that of the full cloud.
Comparison of this data to the global star formation
law, equation (10), requires that we estimate torb. As
noted above, we consider two possibilities. One is torb
evaluated at the galactocentric radius of the molecular
clouds, which is roughly equal to the r ≈ 8 kpc radius
of the Sun (Ghez et al. 2008; Gillessen et al. 2009) since
most of the clouds are closer than 1 kpc. We adopt a flat
11 One could avoid this problem by making an independent
measurement of the age of the stellar population, e.g. by placing
stars on the HR diagram and using pre-main sequence evolutionary
tracks. An age plus either a number count or an IR or radio lumi-
nosity yields a unique SFR even for young ages. However, age data
are not available for the vast majority of the objects in the high
density samples of Wu et al. 2010 and Heiderman et al. (2010).
7Fig. 1.— Star formation surface density Σ˙∗ versus observed gas surface density Σ. Contours and symbols show data, following the scheme that
contours represent resolved observations of Local Group galaxies, filled symbols represent Galactic clouds (red) or disk galaxies at z = 0 (black)
or high-z (blue), and open symbols represent starbursts at z = 0 (black) or high-z (blue). Solid lines show theoretical models: black lines show
the volumetric star formation law, equation (2), evaluated using ǫff = 0.01 and volume densities n = 10
1, 103, and 105 cm−3 (bottom to top).
Green dashed lines show the sequence of disks (lower) and sequence of starbursts (upper) models from by Daddi et al. (2010b); these have slopes
of 1.42. Brown dotted lines show the threshold model of Heiderman et al. (2010), evaluated using fdense = 1 (upper line) and fdense ∝ Σ0.4 (lower
line; equation 12), as indicated. The individual data sources are: Solar neighborhood molecular clouds from Heiderman et al. (2010, red squares)
and Lada et al. (2010, red circles, at high and low Σ corresponding to clouds defined by AK = 0.1 mag and AK = 0.8 mag contours); individual
kpc-sized regions from in Local Group galaxies from THINGS (Bigiel et al. 2008, contours, with the contour levels representing 1, 2, 5, and 10
data points from highest to lowest); z = 0 disk galaxies (Kennicutt 1998, black filled downward triangles), z = 0 starbursts (Kennicutt 1998, black
open downward triangles), z = 1 − 2.3 BzK-selected galaxies (Tacconi et al. 2010, blue filled stars), z = 0.5 and z = 1.5 BzK-selected galaxies
(Daddi et al. 2008, 2010a, blue filled triangles), z = 1.2 − 2.3 star-forming galaxies (Genzel et al. 2010, blue filled pentagons), and z = 1 − 3.5
sub-mm galaxies (Bouche´ et al. 2007, blue open squares; Genzel et al. 2010, blue open pentagons). Note that the Lada et al. (2010) clouds all line
up at the same Σ because they are defined by a column density threshold.
8rotation curve at vrot = 220 km s
−1 (Fich et al. 1989),
which then gives torb = 2πr/vrot = 220Myr. Alternately,
we can use the radius at the edge of the star-forming
disk. This is somewhat ill-defined, but to maximize the
difference from our previous torb value, we adopt the large
value r = 15 kpc, giving torb = 420 Myr.
We summarize all the data, and the values of ρ and
tff that we derive from it, in the Appendix, Table 2.
It is worth noting that the values of ρ in several of
the Lada et al. (2010) AK = 1 clouds are almost cer-
tainly too small as a result of the systematic error de-
scribed above. For example, our spherical assumption
gives Orion A a line of sight depth of 50 pc, while the
true value is probably a factor of 10 lower. We note in
Table 2 values that are likely to be discrepant.
3.2. Resolved Observations of Local Group Galaxies
Our data set for resolved observations of Local Group
galaxies is taken from The H i Nearby Galaxy Sur-
vey (THINGS; Walter et al. 2008; Bigiel et al. 2008;
Leroy et al. 2008), supplemented with CO measurements
from the HERA CO Line Extrgalactic Survey (HERA-
CLES; Leroy et al. 2009). THINGS plus HERACLES
provide measurements of the surface densities of total
gas, atomic gas, molecular gas, and star formation rate
in ∼kpc-sized regions over a number of nearby galaxies.
Since we are not treating the regime where the star for-
mation law is set predominantly by the atomic to molec-
ular transition (see Section 2), we use Σgal = ΣH2 . Un-
fortunately we do not have access to pixel-by-pixel values
of angular velocity Ω; for these we only have azimuthal
averages, and corresponding azimuthal averages of ΣH2
and Σ˙∗. We therefore use the pixel-by-pixel values when
comparing Σ˙∗ and ΣH2 , and the azimuthally-averaged
values when comparing Σ˙∗ and ΣH2/torb. To estimate
tff , we use the pixel data and compute the local free-fall
time using equation (9), since, as we will see in Section
4.1, local non-starburst galaxies are in the regime where
tff,GMC . tff,T.
3.3. Unresolved Observations
Our data set for unresolved observations (those in
which only a single value is assigned to the entire galaxy)
consists of normal disk galaxies and starbursts in the
local universe taken from Kennicutt (1998), and a col-
lection of high-redshift systems compiled by Daddi et al.
(2010b) and Genzel et al. (2010). These include star-
forming disk galaxies at z ≈ 0.5 − 2.3 (Daddi et al.
2008, 2010a; Tacconi et al. 2010; Genzel et al. 2010),
which constitute the bulk of the star-forming galaxies
at z ∼ 2 (Dekel et al. 2009a), and sub-mm galaxies from
z = 1 − 3.5 (Bouche´ et al. 2007; Genzel et al. 2010).12
All these samples include measurements of Σ and Ω. For
all objects we estimate the local free-fall time using equa-
tion (9). In evaluating these equations we adopt Q = 1
and β = 0 for disk galaxies, and Q = 1 and β = 1 for
starbursts and sub-mm galaxies, relying on the classifica-
tions provided by Daddi et al. (2010b) and Genzel et al.
(2010) to determine whether a particular galaxy is a disk
or starburst, though, as noted above, the distinction is
12 Where a given object appears multiple times in the above
references, we plot it only once.
not sharp. This is equivalent to assuming a flat rotation
curve for the large disk galaxies, and a solid-body rota-
tion curve for the more compact starbursts, which are
generally within the solid body rotation region of their
galaxies. We note that Q can be driven somewhat below
unity by accretion from the intergalactic medium or by
mergers (e.g. Kim et al. 2011). However, none of these
choices has a large effect, and adopting different values
of β between 0 and 1, or Q within a factor of a few of
unity, yields qualitatively identical results.
We summarize the z = 0 and z > 0 unresolved galaxy
data sets in the Appendix, Tables 3 and 4.
3.4. Comparing Observations to Models
In Figure 1 we plot Σ˙∗ versus Σ for all of the Galac-
tic and extragalactic data. We also overplot the best
fits obtained by Daddi et al. (2010b) for disks and star-
bursts, the threshold model of Heiderman et al. (2010),
and the projected volumetric star formation law, equa-
tion (2), evaluated with ǫff = 0.01 and volume densities
n = 101, 103, and 105 cm−3. If we consider only the
extragalactic data, we see that the observations appear
to fall onto two separate sequences, one describing disk
galaxies and one describing starbursts, as proposed by
Daddi et al. (2010b) and Genzel et al. (2010). However,
the Galactic observations do not follow this pattern. In-
stead, they lie systematically above even the starburst
fit to the extragalactic sources, despite the fact that the
sample consists of molecular clouds from the Milky Way,
a disk galaxy, and that most of the clouds included are
not regions of particularly vigorous star formation. In-
stead, they are predominantly small, weakly star-forming
clouds like Taurus, Perseus, and Chameleon. Thus the
sequence of disks and sequence of starbursts fits work
well for the extragalactic data, but fail for the Galactic
data.
The problem is reversed for the threshold model. If we
evaluate this model with fdense ∝ Σ0.4, as proposed by
Heiderman et al. (2010) for extragalactic observations,
the curve is nearly identical to the Daddi et al. (2010b)
sequence of disks, except at very high surface densities,
where it flattens. This model clearly fails for the star-
bursts. If we instead adopt fdense = 1, then the curve
passes through the center of the Heiderman et al. Galac-
tic sample, but is a poor match to all of the extragalac-
tic data. Indeed, it is important to note that there is
no single-valued function fdense(Σ) that will make the
threshold model agree with the observations. Of course
one could propose a more complicated functional form
for fdense to force agreement, but in the absence of a
theoretical model capable of explaining why fdense should
vary in this way, such a function would have no predictive
power. Moreover, we note that, even with fdense = 1, the
threshold model substantially underpredicts the SFR in
most of the starbursts. One could attempt to remedy
this by making tdense small enough so that the fdense = 1
line would be safely above even the brightest starbursts.
However, in this case tdense would be so small than even
the Lada et al. (2010) AK = 0.8 mag data would lie
below the fdense = 1 line; there is no single value of
tdense that can simultaneously match this data set and
the brightest sub-mm galaxies. Thus in order to fit both
these data sets the dense gas depletion time tdense would
9Fig. 2.— Star formation surface density Σ˙∗ versus gas surface density over galactic orbital period Σ/torb. All symbols are as in Figure
1, except for the addition of the azimuthally-averaged rings in Local Group galaxies from THINGS/HERACLES (Leroy et al. 2008, 2009,
magenta filled circles). The dynamic range on both axes is the same as in Figure 1 in order to facilitate comparison. The red symbols
connected by dotted lines represent the same Galactic molecular clouds, with the lower Σ/torb corresponding to torb evaluated at r = 15
kpc, and the higher evaluated at r = 8 kpc. The solid brown line is the best fit given by Kennicutt (1998), which corresponds to equation
(10) with ǫorb = 0.11. The dashed green line is the best fit of Daddi et al. (2010b) to the extragalactic data, which has a slope of 1.14.
Note that all the Milky Way data lies well above the fit line, while much of the Local Group data lies well below it.
have to change. Since the constancy of tdense is the basis
of the entire model, this failure would appear to defini-
tively rule out the model in its current form.
The model could potentially be saved by replacing
tdense with 100tff , where tff is the free-fall time evalu-
ated at the mean density of gas above the purported
threshold. This would allow the star formation rate to
increase in the densest starbursts, as it does in the lo-
cal volumetric law, and as appears to be required by the
data. However, even with this alteration there remains
the problem that there is no independent way to predict
fdense from observables. Thus this model has extremely
limited predictive power.
Figure 2 shows the star formation rate as a func-
tion of Σ/torb, together with the best fit relation of
Daddi et al. (2010b) and the global star formation law,
equation (10), evaluated with ǫorb = 0.11, the best-fit
value from Kennicutt (1998). We see that, while the
global star formation law provides a reasonable fit to
the unresolved extragalactic data, and the Daddi et al.
(2010b) fit (which, unlike equation (10) allows the slope
to vary arbitrarily) agrees with the data even better, nei-
ther agrees at all with either the Galactic or resolved
Local Group data. Instead, the Galactic data lie system-
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Fig. 3.— Star formation surface density Σ˙∗ versus Σ/tff . All symbols are as in Figure 1, and the dynamic range on both axes is the
same in order to facilitate comparison. The solid line represents the local volumetric star formation law, equation (2), evaluated with the
best-fit value ǫff = 0.01, and the gray band shows a factor of 3 range about this. Free-fall times for all objects are estimated as described
in Section 2.1.2. All the data are consistent with a universal star-formation law, including the star forming regions in the Milky Way and
the Local Group. Note that the Galactic clouds that lie above the fit at low Σ/tff are those most likely to be affected by the geometric
errors described in Section 3.1, so these points should be treated as uncertain.
atically above the extragalactic relation, the Local Group
data lie mostly below it, and the indicated slopes for all
three data sets are different. Moreover, we note that Fig-
ure 17 of Leroy et al. (2008) shows that, in the resolved
Local Group data, the ratio Σ˙∗/ΣH2 in fact remains in-
variant as torb changes by almost an order of magnitude.
This implies that the slight positive slope displayed by
the Local Group data in Figure 2 arises just because Σ˙∗
and ΣH2 are well-correlated, and dividing by an addi-
tional factor of torb on the x axis does not completely
destroy that correlation. In any event, it is evident that
a star formation law that depends on the global galactic
rotation period, such as equation (10) does not provide a
good description of star formation in molecular clouds in
the Milky Way, or in ∼kpc-sized regions in Local Group
galaxies.
Finally, in Figure 3 we plot Σ˙∗ versus Σ/tff , the quan-
tity that is expected to control the star formation rate
for a local, volumetric star formation law. It is imme-
diately apparent that this relation provides a far better
fit than either of the alternatives. The Galactic and ex-
tragalactic data now all lie on the same relation. As we
have already noted, our estimate of tff makes it propor-
tional to torb for galaxies whose high surface densities
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TABLE 1
Best Fit Parameters
Data Included in Fit η q Scattera
Fits to figure 1, functional formb Σ˙∗ = ηΣ
q
Unresolved extragalactic disks 0.00019 1.31 2.2
Unresolved extragalactic starbursts 0.0027 1.26 2.3
All data 0.016 0.73 20
Fits to figure 2, functional formb Σ˙∗ = η(Σ/torb)
q
All unresolved extragalactic 0.23 1.13 2.7
All unresolved extragalactic, q = 1 0.22 1.0 3.0
All 0.50 0.48 21
Fits to figure 3, functional form Σ˙∗ = η(Σ/tff )
All 0.01 · · · 2.8
a The scatter given is a multiplicative factor, so a scatter of unity
indicates perfect agreement between data and fit.
b In these fits Σ˙∗ has units of M⊙ pc
−2 Myr−1, Σ has units of
M⊙ pc
−2, and torb has units of Myr.
put them in the Toomre regime, so with whole-galaxy
data alone it is difficult to distinguish between the local
and global star formation laws, equations (2) and (10).
However, the addition of the Galactic and Local Group
data clearly breaks this degeneracy in favor of the local
star formation law.
We can demonstrate the superiority of the volumetric
star formation law quantitatively by fitting to the data
shown in Figures 1 – 3. We summarize the fit parameters
in Table 1. For Figure 1, if we fit a powerlaw function of
the form
Σ˙∗ [M⊙ pc
−2 Myr−1] = η(Σ [M⊙ pc
−2])q (13)
to the unresolved extragalactic disks and starbursts sep-
arately,13 the best fitting slopes are q = 1.31 and 1.26
for the disks and starbursts, respectively. The scatter in
these fits is modest, a factor of 2.2 and 2.3. The cor-
responding best-fit parameters and scatter obtained by
Daddi et al. (2010b) for their disk and starburst data
are quite similar. However, if we attempt to fit all the
data simultaneously, Galactic and extragalactic, the fit
is far different and far worse: slope q = 0.73, factor of
20 scatter. The failure of a powerlaw fit between Σ˙∗ and
Σ for the extragalactic data including both disks and
starbursts is consistent with the findings of Daddi et al.
(2010b) and Genzel et al. (2010), and here we see that
the inclusion of the Galactic data further compounds the
problem.
For Figure 2, if we limit the fit to the unresolved ex-
tragalactic data, and fit a powerlaw of the form
Σ˙∗ [M⊙ pc
−2 Myr−1] = η
(
Σ
torb
[M⊙ pc
−2 Myr−1]
)q
,
(14)
the best fit slope is q = 1.13, with a factor of 2.7 scatter.
Again, these values are nearly identical to those obtained
13 For this and the other fits we discuss below, we do not include
the THINGS data, because it is not clear how to weight them
together with the observations of single objects.
Fig. 4.— Ratio of GMC and Toomre free-fall times tff,GMC/tff,T
versus minimum free-fall time tff = min(tff,GMC, tff,T). All sym-
bols as are in Figure 1. We compute tff,GMC and tff,T for the
extragalactic data using equations (4) and (8), respectively. For
the Milky Way clouds, we take tff,GMC to be equal to the cloud
free-fall time, and we compute tff,T using Ω = 2π/(220 Myr), the
angular velocity at the Solar circle. Because tff,T is the same for
all Milky Way clouds, they fall along a line of slope unity. For the
Milky Way clouds, note that tff,GMC can be much smaller than for
entire disk galaxies because the sample reaches densities of ∼ 104
cm−3, a factor of ∼ 100 denser than the mean GMC density in local
disk galaxies. In contrast, the starbursts all have tff,GMC ≫ tff,T,
the z > 0 disks have tff,GMC & tff,T, and the z = 0 disks and Milky
Way clouds have tff,GMC . tff,T.
by Daddi et al. (2010b). If we fix the slope to q = 1.0,
as predicted for the global star formation law (equation
10), the scatter remains nearly the same, a factor of 3.0.
Thus we see that the global star formation law is gen-
erally a good fit to the extragalactic data. However, if
we attempt to include the Galactic observations, the fit
severely degrades. The best-fit slope becomes q = 0.48,
with a factor of 21 scatter. Thus the global star forma-
tion law cannot fit the Galactic data.
In contrast, if we fit equation (2) to the extragalactic
and Galactic data shown in Figure 3, treating ǫff as a free
parameter, we obtain a best-fit value ǫff = 0.010, with
only a factor of 2.8 scatter. Thus the scatter is compara-
ble to that obtained by fitting to the extragalactic data
alone in equation (14), but we have now included both
the Galactic and the extragalactic data. We therefore
conclude that the volumetric star formation law provides
a superior match to the data. In fact, the true scatter is
probably even smaller than our estimate, because some of
the Kennicutt (1998) normal disk galaxies that lie below
the best-fit line in Figure 3 likely do so because their H2
fractions are small (Krumholz et al. 2009), and we have
not accounted for this effect as we have in the THINGS
data.
4. DISCUSSION AND CONCLUSION
4.1. Multiple Star Formation Laws? A Global Law?
Thresholds?
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By combining observations of star formation in Galac-
tic and extragalactic systems, we have addressed two im-
portant questions about star formation: (1) is the star
formation law local, in the sense that the star forma-
tion timescale responds primarily to variations in local
gas conditions, or global, in the sense that the star for-
mation timescale responds to variations in the galactic
orbital period or other galaxy-scale properties? (2) Is
the star formation law the same in all molecular clouds,
or is there evidence that some clouds obey a different
star formation law than others, either because they are
in a different galactic environment, or because they are
above or below some volume or surface density thresh-
old? We find that a combined Galactic and extragalactic
data set favors a local, universal star formation law in
which molecular clouds convert their mass into stars at a
rate of ∼ 1% of the mass per free-fall time, independent
of galactic environment or relationship to any density
threshold.
This is not to say that global galactic properties like the
orbital period never have an impact on how stars form
in a galaxy. Even though the star formation law is local,
galaxy-scale properties like the orbital period can influ-
ence star formation if they change the local properties
of star-forming molecular clouds. This does not happen
in low surface density galaxies like the Milky Way (what
we call the GMC regime), as implied by the observa-
tions of the Milky Way and the Local Group. However,
in galaxies with sufficiently high surface densities (the
Toomre regime), which includes almost all mergers and
many non-merging high-redshift disks, the weight of the
ISM is sufficient to compress molecular clouds to high
densities. This alters the local free-fall time within them
and thereby raises the star formation rate. Equation (8)
represents our rough attempt to capture this process.
Obviously it is a crude approximation, and omits some
of the complex physical processes that must take place
in a merging or violently gravitationally unstable system,
such as compressions produced by galaxy-scale shocks or
inflows (Barnes 2004; Saitoh et al. 2010; Teyssier et al.
2010; Powell et al. 2011). Nonetheless, we do seem to
capture the basic effect, as indicated by the good fit we
obtain in Figure 3.
Similarly, our results do not imply that the SFR in a
given molecular cloud is independent of its column den-
sity distribution. Indeed, Lada et al. (2010) show that
the SFR per unit molecular mass in a given cloud is well-
correlated with the fraction of the cloud’s mass above a
K-magnitude extinction of 0.8. The scatter is in SFR
per unit mass above AK = 0.8 mag is roughly a factor of
∼ 2, compared to a factor of ∼ 5 scatter if one considers
all the material above AK = 0.1 mag. This clearly in-
dicates that there is a correlation between the SFR per
unit molecular mass and the fraction of a cloud’s mass at
extinctions above AK = 0.8 mag. However, Lada et al.
do not present any evidence that star formation does not
occur at column densities below AK = 0.8 mag, and in
fact ∼ 2/3 of the YSOs in the clouds surveyed occur in
regions of lower extinction (C. Lada, 2011, private com-
munication). We find here that the Galactic data fall on
the same Σ˙∗ − Σ/tff relation as the extragalactic data,
indicating that the SFR per unit mass is also inversely
correlated with the free-fall time, regardless of whether
one considers the material at AK = 0.1 mag or AK = 0.8
mag.
It is easy to understand why SFR per unit mass cor-
relates with both high extinction and free-fall time. The
column density and free-fall time are themselves corre-
lated, in exactly the manner one might have guessed: the
clouds with the most mass at high column density are
also the ones with the highest volume density, and thus
the shortest free-fall time. Thus a correlation between
SFR per unit mass and free-fall time implies a corre-
lation between SFR per unit mass and column density
distribution, and vice versa. The only question is which
correlation is the fundamental one. By themselves just
the Milky Way data do not distinguish between these
possibilities, and it is possible that both are true to some
extent. However, only the free-fall time explanation is
able to explain the extragalactic data, and, as we dis-
cuss in Section 4.3, independent lines of evidence from
molecular line observations. Thus the most likely expla-
nation for the correlation between SFR and mass at high
column density is that column density is correlated with
volume density, and not that there is a column density
threshold.
4.2. The Disk-Starburst Bimodality
Since the star formation law is universal, how can
we then explain the apparent bimodality between disks
and starbursts seen in Figure 1, or in similar plots of
LIR versus MH2 (e.g. Figure 1 of Daddi et al. 2010b, or
Figure 2 of Genzel et al. 2010)? Part of the answer is
that the bimodality is artificially enhanced by two ef-
fects. One is the use of a CO-H2 conversion factor that
jumps discontinuously between disk and starburst galax-
ies, rather than varying continuously with galaxy param-
eters. This is probably a significant oversimplification
(Narayanan et al. 2011a). The second is selection bias,
with starburst galaxies being selected based on the ex-
tremity of their properties, for example their extremely
high sub-mm fluxes. Such selection preferentially picks
out objects that are as far as possible from the “nor-
mal” star-forming galaxy sequence. In the unbiased sam-
ple provided by the COLDGASS survey (Saintonge et al.
2011a,b), the H2 depletion time, defined as
tdep,H2 =
MH2
M˙∗
, (15)
is continuously rather than bimodally distributed, and
the data occupy the full range of values between the se-
quences of disks and starbursts identified by Daddi et al.
(2010b) and Genzel et al. (2010).
Even if the combined effects of the CO-H2 conversion
factor and selection bias explain the bimodality, however,
there remains the question of why the Local Group galax-
ies show H2 depletion times with a nearly constant value
tdep,H2 ≈ 2 Gyr (Bigiel et al. 2008; Leroy et al. 2008;
also see Young et al. 1989, who report constant depletion
times over a larger sample of unresolved galaxies) while
in samples that include either local molecular clouds or
a broader range of galaxies, whether at z = 0 or at high
redshift, tdep,H2 is not constant. The answer can be found
in how the density and free-fall time in star-forming gas
clouds depends, or does not depend, on global galactic
quantities. Figure 4 shows the ratio of tff,GMC to tff,T for
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both the unresolved galaxies and the Galactic clouds in
our sample. The plot immediately shows an important
dichotomy. The starburst galaxies have tff,T ≪ tff,GMC,
the high-z disks have tff,T . tff,GMC, but the local galax-
ies and Milky Way clouds have tff,T & tff,GMC. This is
exactly as we expect: in galaxies like the Milky Way,
GMCs are overdense, bound objects that decouple from
the rest of the ISM. As a result, the free-fall times in these
objects are set by their internal properties and processes,
and not by the large-scale behavior of the ISM.
For the clouds in the Heiderman et al. (2010) and
Lada et al. (2010) AK = 0.8 mag samples, this effect
is particularly pronounced, because the depletion time is
tdep,H2 =
tff
ǫff
= 0.43ǫ−1ff,−2n
−1/2
2 Gyr, (16)
where ǫff,−2 = ǫff/100, n2 = n/100 H nuclei cm−3,
and we have used a mean mass per H nucleus of µH =
2.3× 10−24 g. The mean densities of the clouds in these
samples are 103 − 104 cm−3, compared to the ISM av-
erage of 1 cm−3, and to an average of ∼ 30 cm−3 for
all the molecular gas in the Galaxy (McKee 1999). This
means that their depletion times are far smaller than the
average even over Local Group galaxies, simply because
their free-fall times are also much smaller than the mean
of the molecular gas in these galaxies. Even for entire
galaxies that fall into the regime where tff,T > tff,GMC,
however, the depletion time is
tdep,H2 =
tff,GMC
ǫff
=
π1/4√
8
σ
ǫffG(Σ3GMCΣgal)
1/4
=1.9ǫ−1ff,−2σ1Σ
−3/4
GMC,2Σ
−1/4
gal,1 Gyr, (17)
where σ1 = σ/10 km s
−1, ΣGMC,2 = ΣGMC/100 M⊙
pc−2, and Σgal,1 = Σgal/10 M⊙ pc−2. Observations in-
dicate that ǫff , σ, and ΣGMC are essentially invariant
across the range of galaxies sampled by THINGS, which
includes only quiescent objects (not mergers) at redshift
0. The only quantity that does vary, Σgal, enters with a
−1/4 power dependence. This is why tdep,H2 is observed
to be essentially invariant at a value of ∼ 2 Gyr across
the THINGS sample. It is interesting to note that the
density corresponding to this depletion time is n ∼ 5
cm−3, lower that the typical observed GMC density in
the Solar neighborhood. However, recall that most of the
molecular mass in a galaxy is in the most massive GMCs
(Rosolowsky 2005), and that, at fixed surface density, the
volume density varies with GMC mass as M
−1/2
GMC. Thus
we naturally obtain lower volume densities for the bulk
of the mass, although our density estimate is probably
somewhat too low, since the values of MGMC we obtain
tend to be characteristic of the largest GMCs in a galaxy,
rather than the median.
In contrast, in starbursts and high-redshift galaxies,
star-forming regions are not able to decouple from the
ambient ISM, and wind up being only mildly overdense.
As a result their free-fall times are set by the large-scale
properties of the ISM, and tff,GMC > tff,T. These galaxies
have depletion times
tdep,H2 =
tff,T
ǫff
=
√
3π4Q2
8(β + 1)φP
torb
ǫff
=350ǫ−1ff,−2Qtorb, (18)
where for the numerical evaluation we have used β = 0
and φP = 3. Thus the depletion time scales linearly with
the orbital period in the Toomre regime where tff,GMC >
tff,T. We can therefore understand why the depletion
time is not constant in broader galaxy samples than those
limited to the Local Group. In these broader samples,
some or all of the galaxies are in the Toomre regime,
where torb, which matters, varies strongly with redshift
and depends on whether a galaxy is quiescently forming
stars or a starburst. In contrast, the bulk of disk galaxies
at z = 0 are in the GMC regime, where torb does not
matter.
4.3. Relationship to Molecular Line - Star Formation
Correlations
The data set we have gathered here represents one ap-
proach to the problem of determining the star formation
law: combining spatially resolved and unresolved obser-
vations of the correlation between star formation and the
bulk of molecular gas. An orthogonal approach is to use
solely unresolved observations, but to measure the corre-
lation between the star formation rate and the luminos-
ity in a wide variety of molecular lines. Studies based on
this approach include Gao & Solomon (2004), Wu et al.
(2005, 2010), Narayanan et al. (2008a), Bussmann et al.
(2008), Bayet et al. (2009) Juneau et al. (2009), and
Schenck et al. (2011). Since different lines provide infor-
mation about gas at different densities, the use of multi-
ple molecular lines provides density resolution akin to the
spatial resolution we obtain here by including the Galac-
tic and Local Group data together with the unresolved
observations.
We first note that a general result of these surveys is
that, in the most rapidly star-forming galaxies, a signifi-
cant fraction of the ISM mass can reside at the densities
∼ 104 cm−3 or more traced by lines like HCN(1 → 0).
This is consistent with the results shown in Figure 1,
which indicates that, if we adopt the local star forma-
tion law, the most strongly star-forming galaxies must
have mean volume densities in this range. To first ap-
proximation these high volume densities can be under-
stood as the result of the requirements of vertical pres-
sure balance and marginal gravitational stability in a
high surface-density disk, effects captured in Equation
(8); as noted in Section 4.1, additional processes that we
have not modeled may also play a role.
Turning to a more quantitative analysis of the molec-
ular line observations, one early result was that the cor-
relation between the far infrared and HCN(1 → 0) line
luminosities of galaxies is close to linear (Gao & Solomon
2004; Wu et al. 2005, 2010). This linearity was one
of the original motivations for the threshold model.
However, subsequent work has shown that the relation
deviates from linearity at very high infrared luminos-
ity (Gao et al. 2007), and that lines with critical den-
sities higher than HCN(1 → 0) generally show sub-
linear FIR-line correlations (e.g. Narayanan et al. 2008a;
Bussmann et al. 2008; Bayet et al. 2009; Juneau et al.
2009), suggesting that the situation is somewhat more
complex.
To date the only published theoretical models for the
molecular line-star formation rate correlation are those
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of Krumholz & Thompson (2007) and Narayanan et al.
(2008b), who adopt a model for star formation equiva-
lent to the local, volumetric star formation law (equa-
tion 1). The primary result of this work is a predic-
tion that the powerlaw index p in the star formation-
molecular line correlation M˙∗ ∝ Lpline should depend on
the ratio of the mean density n in a galaxy to the crit-
ical density ncrit of the molecule being observed. For
n ≫ ncrit, as one expects for low critical density transi-
tions such as CO(1→ 0) or in very high density galaxies
like ULIRGs, the observation probes the entire mass of
the ISM, and one should have p ≈ 1.5. For n <∼ ncrit,
as is expected for high critical density transitions like
HCN(1 → 0) in normal galaxies, the index p decreases,
approaching unity. The index p can even fall below unity
for n sufficiently small compared to ncrit, for example in
the case of the HCN(3→ 2) transition (Bussmann et al.
2008). More precise and quantitative predictions for var-
ious molecules are given in Krumholz & Thompson and
Narayanan et al.
Thus far observations show very good agree-
ment with these models (e.g. Narayanan et al. 2008a;
Bussmann et al. 2008; Bayet et al. 2009; Juneau et al.
2009; Schenck et al. 2011). In particular, the observa-
tions confirm the prediction that transitions with suf-
ficiently high critical densities give rise to values of
p < 1 (Bussmann et al. 2008 and Juneau et al. 2009
for HCN(3 → 2); Bayet et al. 2009 for CO(J + 1 →
J) with J > 5). In contrast, Wu et al. (2010) re-
port that they do not find good agreement with the
Krumholz & Thompson and Narayanan et al. models in
a survey of Galactic sources. However, as noted in Sec-
tion 3.1, these observations are certainly compromised by
the fact that the regions observed by Wu et al. are too
young for the infrared luminosity to serve as a reasonable
proxy for the star formation rate, as Wu et al. assume;
indeed, Heiderman et al. (2010) note that the Wu et al.’s
assumption likely introduces an order of magnitude-level
systematic error.
No comparable predictions exist for the global star for-
mation law, equation (10), so it is not clear whether
these models will be able to explain the observations.
For the threshold models, on the other hand, the molec-
ular line observations present another clear problem. If
the star formation rate is simply the mass of dense gas di-
vided by a constant star formation timescale tdense, then,
as Bussmann et al. (2008) point out, the star formation
rate should simply correlate linearly with the mass of
gas above the density threshold. Thus we would expect
p > 1 for any transition where ncrit is below the star
formation density threshold, and p = 1 for transitions
where ncrit is well above the density threshold. Values
of p < 1 should be impossible. Thus we see that the
assumption of a constant tdense in the threshold model is
also inconsistent with the molecular line observations.
Thus our finding that a local, volumetric star forma-
tion law provides the best fit to the combination of Galac-
tic, Local Group, and unresolved extragalactic obser-
vations of the molecular gas-star formation correlation,
while the threshold model does not, is consistent with the
results of comparing theoretical models to the observed
line luminosity-star formation correlation.
4.4. Implications
Our conclusion that the underlying physics of star
formation obeys a simple, local, volumetric law has
several important implications. First, it validates
the use of the local star formation law, equation
(1) with ǫff ≈ 0.01, as one of the standard recipes
in numerical simulations of star formation on galac-
tic or cosmological scales (e.g. Springel & Hernquist
2003; Robertson & Kravtsov 2008; Gnedin et al.
2009; Bournaud et al. 2010; Teyssier et al. 2010;
Ceverino et al. 2010; Agertz et al. 2011; Kuhlen et al.
2011), and suggests that there is no need to modify
these laws to contain additional factors that depend
on the bulk properties of galaxies. Nor is it necessary
that the simulations have resolution sufficient to exceed
the proposed high density threshold of ∼ 104 − 105
cm−3.14 In order to trust the star formation rate in
a simulated galaxy, one must still resolve the mean
density in its star-forming clouds by a safe margin.
Note that resolving a given density means not just
that it is possible for the gas to reach that density in
a simulation, but that the resolution is high enough
that the behavior of the gas is not be compromised
by artificial pressure floors, artificial fragmentation, or
other numerical artifacts. This condition is necessary in
order to obtain an accurate estimate of tff in equation
(1). Simulations that fail to do so can underestimate
the star formation rate (Teyssier et al. 2010). However,
once this goal is achieved, it is not necessary to go
further and resolve the extreme tail of the density PDF
that extends above ∼ 104 − 105 cm−3. Indeed, our
conclusion is consistent with the numerical simulations
of Teyssier et al. (2010), who find from high-resolution
simulations of mergers that the difference between the
disk and starburst star formation laws proposed by
Daddi et al. (2010b) can be fully accounted for simply
by an increase in the mean ISM density in starbursts,
which produces a corresponding decrease in the free-fall
time tff . Both the functional form of the star formation
law (equation 1) and the value of ǫff , the fraction of the
mass transformed into stars per free-fall time, remain
unchanged, and a star formation threshold of ∼ 10 cm−3
is sufficient.
What density resolution these considerations imply in
practice will vary depending on what details it is impor-
tant that a given simulation gets right. If the goal is to
compare mergers and disks, as in Teyssier et al. (2010),
one must clearly resolve the mean ISM density of ∼ 104
cm−3 in the mergers. In large-volume cosmological sim-
ulations where one is mainly concerned with mean prop-
erties of large numbers of galaxies rather than the star
formation law within individual galaxies, a lower den-
sity resolution is probably acceptable, although we note
that even in Milky Way-like galaxies the mean molecular
cloud density is ∼ 102 cm−3, and thus one will only ob-
14 As noted above, it is important to distinguish thresholds of ∼
104−105 cm−3 that apply in purely molecular gas from thresholds
of ∼ 1− 10 cm−3 that are used to separate atomic from molecular
gas in codes that do not include an explicit treatment of molecule
formation. The latter is a means of approximating a real change
in the physical state of the ISM that does affect how stars form
(Krumholz et al. 2011), while there is no change in the physical
state of the ISM or of the star formation process associated with
the former.
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tain an accurate estimate of tff if the resolution is high
enough for the physics at this density to be trustworthy.
Few cosmological, or even isolated galaxy, simulations
achieve this goal. Finally, we note that our discussion
does not address the issue of what density resolution is
required for a correct treatment of star formation feed-
back (e.g. Governato et al. 2010; Brook et al. 2011). This
need not be the same as the values quoted above, since
the physics that governs, e.g., the interaction of super-
nova blast waves with a clumpy ISM is quite different
than that which regulates star formation in cold molec-
ular clouds.
Second, our conclusion implies that the star formation
rate in galaxies cannot solely be determined by feedback
produced by massive stars (supernovae, stellar winds)
as hypothesized by several authors (Dekel & Silk 1986;
Murray et al. 2010; Dobbs et al. 2011; Hopkins et al.
2011). This feedback is undoubtedly important, and
must be included in simulations if one wishes to ob-
tain realistic values for quantities like the galactic scale
height or the mass in different ISM phases. However,
if massive stars were the only mechanism at work there
would be no reason for small molecular clouds lacking
in massive stars, such as the majority of those found in
the Lada et al. (2010) and Heiderman et al. (2010) sam-
ples, to lie on the extragalactic star formation law. In-
stead, since they lack massive star feedback, one would
have expected these systems to show significantly higher
values of ǫff than extragalactic systems. Instead, the
value of ǫff appears to be independent of the presence
or absence of massive stars. One possible explana-
tion for the invariance of ǫff with the presence of ab-
sence of massive stars is that turbulence regulates the
SFR (Krumholz & McKee 2005), since the properties of
the turbulence will be largely independent of the exact
mechanism by which it is driven. In regions lacking
massive stars the turbulence can be driven by mech-
anisms such as protostellar outflows (Li & Nakamura
2006; Nakamura & Li 2007; Matzner 2007), while in re-
gions containing massive stars it is driven by the radia-
tion pressure (Krumholz & Matzner 2009; Murray et al.
2010) or supernovae. Regardless of what mechanism
is responsible for setting it, however, the observations
clearly show that the value of ǫff is roughly constant in
star-forming systems from nearby low mass clouds to en-
tire starburst galaxies, as demonstrated in Figure 3.
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APPENDIX
DERIVED QUANTITIES FOR OBSERVED DATA
In the appendix we summarize the observed data and the quantities we derive from it for Galactic molecular clouds
(Table 2), unresolved local galaxies (Table 3), and unresolved high redshift galaxies (Table 4).
TABLE 2
Galactic Data Set
Object M A Σ M˙∗ Σ˙∗ ρ/µH
a tff Σ/tff
b 100ǫff
c
(M⊙) (pc
2) (M⊙/pc
2) (M⊙/Myr) (M⊙/pc
2/Myr) (103 cm−3) (Myr) (M⊙/pc
2/Myr)
Data from Heiderman et al. (2010)
Chameleon II 637 9.91 64.3 6.0 0.61 0.78 1.55 41.4 1.46
Lupus I 513 8.86 57.9 3.2 0.37 0.75 1.59 36.4 1.01
Lupus III 912 15.40 59.2 17.0 1.10 0.58 1.81 32.7 3.37
Lupus IV 189 2.52 75.0 3.0 1.19 1.81 1.02 73.4 1.62
Ophiuchus 3120 29.60 105.0 72.5 2.45 0.74 1.60 65.7 3.71
Perseus 6590 73.20 90.0 96.2 1.31 0.40 2.17 41.6 3.16
Serpens 2340 17.00 138.0 56.0 3.29 1.28 1.21 113.7 2.91
Auriga N 224 2.41 92.9 0.5 0.21 2.29 0.91 102.3 0.20
Auriga 4620 50.00 92.4 42.7 0.85 0.50 1.94 47.6 1.80
Cepheus 2610 38.00 68.7 29.5 0.78 0.43 2.10 32.7 2.38
Chameleon III 1330 28.00 47.5 1.0 0.04 0.34 2.34 20.3 0.18
Chameleon I 857 9.41 91.1 22.2 2.36 1.14 1.29 70.7 3.34
Corona Australis 279 3.03 92.1 10.2 3.37 2.03 0.97 95.4 3.53
IC5146E 3370 61.40 54.9 23.2 0.38 0.27 2.65 20.7 1.83
IC5146NW 5180 87.60 59.1 9.5 0.11 0.24 2.79 21.1 0.51
Lupus VI 455 6.74 67.5 11.2 1.66 1.00 1.38 49.0 3.39
Lupus V 705 11.70 60.3 10.7 0.92 0.68 1.67 36.1 2.54
Musca 335 6.82 49.1 3.0 0.44 0.72 1.62 30.3 1.45
Scorpius 621 7.29 85.2 2.5 0.34 1.21 1.25 68.2 0.50
Serpens-Aquila 24400 179.00 136.0 360.0 2.01 0.39 2.20 61.7 3.25
Data from Lada et al. (2010)
Orion A, AK = 0.1 mag
d 67714 2335.0 29.0 715.0 0.31 0.023d 9.07d 3.2d 9.57d
Orion B, AK = 0.1 mag
d 71828 2476.8 29.0 159.0 0.06 0.022d 9.20d 3.2d 2.04d
California, AK = 0.1 mag
d 99930 3445.9 29.0 70.0 0.02 0.019d 9.99d 2.9d 0.70d
Perseus, AK = 0.1 mag
d 18438 635.8 29.0 150.0 0.24 0.044d 6.55d 4.4d 5.33d
Taurus, AK = 0.1 mag
d 14964 516.0 29.0 84.0 0.16 0.049d 6.22d 4.7d 3.49d
Ophiuchus, AK = 0.1 mag
d 14165 488.4 29.0 79.0 0.16 0.050d 6.13d 4.7d 3.42d
RCrA, AK = 0.1 mag
d 1137 39.2 29.0 25.0 0.64 0.177d 3.26d 8.9d 7.18d
Pipe, AK = 0.1 mag 7937 273.7 29.0 5.0 0.02 0.067 5.30 5.5 0.33
Lupus 3, AK = 0.1 mag 2157 74.4 29.0 17.0 0.23 0.129 3.83 7.6 3.02
Lupus 4, AK = 0.1 mag 1379 47.6 29.0 3.0 0.06 0.161 3.42 8.5 0.74
Lupus 1, AK = 0.1 mag 787 27.1 29.0 3.0 0.11 0.213 2.98 9.7 1.13
Orion A, AK = 0.8 mag 13721 59.14 232.0 238.3 4.0 1.16 1.28 181.4 2.22
Orion B, AK = 0.8 mag 7261 31.30 232.0 53.0 1.7 1.59 1.09 212.7 0.80
California, AK = 0.8 mag 3199 13.79 232.0 23.3 1.7 2.39 0.89 261.1 0.65
Perseus, AK = 0.8 mag 1880 8.10 232.0 50.0 6.2 3.12 0.78 298.2 2.07
Taurus, AK = 0.8 mag 1766 7.61 232.0 28.0 3.7 3.22 0.77 302.9 1.21
Ophiuchus, AK = 0.8 mag 1296 5.59 232.0 26.3 4.7 3.76 0.71 327.3 1.44
RCrA, AK = 0.8 mag 258 1.11 232.0 8.3 7.5 8.43 0.47 490.0 1.53
Pipe, AK = 0.8 mag 178 0.77 232.0 1.7 2.2 10.15 0.43 537.6 0.40
Lupus 3, AK = 0.8 mag 163 0.70 232.0 5.7 8.1 10.61 0.42 549.6 1.47
Lupus 4, AK = 0.8 mag 124 0.53 232.0 1.0 1.9 12.16 0.39 588.5 0.32
Lupus 1, AK = 0.8 mag 75 0.32 232.0 1.0 3.1 15.64 0.35 667.3 0.46
a
Computed by ρ/mH = (3
√
π/4)M/A3/2/mH, where µH = 2.34×10−24 g is the mean mass per H nucleus for a gas of standard cosmic composition
b
Computed by tff =
√
3π/32Gρ
c
Computed by ǫff = Σ˙∗/(Σ/tff )
d
These clouds are known to be highly filamentary, so the values of ρ are likely to be systematically underestimated, and the values of tff and ǫff
are likely to be systematically overestimated.
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TABLE 3
Unresolved Local Extragalactic Data Set
Object D/SBa log Σ log torb log Σ/torb log Σ˙∗ log tff,GMC
b log tff,T
c log Σ/tff
d 100ǫff
e
(M⊙/pc
2) (Myr) (M⊙/pc
2/Myr) (M⊙/pc
2/Myr) (Myr) (Myr) (M⊙/pc
2/Myr)
NGC 253 SB 2.60 1.18 1.42 1.00 1.63 −0.28 2.88 1.32
NGC 520 SB 1.85 1.66 0.19 −0.18 1.82 0.21 1.64 1.50
NGC 660 SB 2.91 1.41 1.50 0.86 1.55 −0.04 2.95 0.81
NGC 828 SB 1.86 1.34 0.52 −0.82 1.82 −0.11 1.97 0.16
NGC 891 SB 1.92 1.46 0.46 −0.44 1.80 0.01 1.91 0.44
NGC 1097 SB 2.97 1.28 1.69 1.55 1.54 −0.17 3.14 2.53
NGC 1614 SB 1.90 1.72 0.18 −0.16 1.81 0.26 1.64 1.59
NGC 1808 SB 2.08 1.51 0.57 0.60 1.76 0.05 2.03 3.71
NGC 2146 SB 2.77 0.95 1.82 1.24 1.59 −0.50 3.27 0.93
NGC 2623 SB 2.38 2.09 0.29 0.44 1.69 0.63 1.75 4.91
NGC 2903 SB 2.08 1.11 0.97 −0.00 1.76 −0.34 2.42 0.38
NGC 3034 SB 2.15 1.30 0.85 −0.13 1.74 −0.15 2.30 0.37
NGC 3079 SB 1.53 1.58 −0.05 −1.01 1.90 0.13 1.40 0.38
NGC 3256 SB 1.50 1.15 0.35 −0.42 1.91 −0.31 1.81 0.59
NGC 3351 SB 1.74 1.64 0.10 −1.35 1.85 0.19 1.55 0.13
NGC 3504 SB 2.12 1.32 0.80 0.06 1.75 −0.13 2.25 0.64
NGC 3627 SB 3.36 1.38 1.98 1.63 1.44 −0.07 3.43 1.57
NGC 3690 SB 1.51 1.97 −0.46 −0.54 1.90 0.52 0.99 2.93
NGC 4736 SB 3.20 1.36 1.84 1.30 1.48 −0.09 3.29 1.01
NGC 5194 SB 3.06 1.38 1.68 1.43 1.52 −0.07 3.13 1.97
NGC 5236 SB 1.71 1.89 −0.18 −0.51 1.85 0.44 1.27 1.65
NGC 6240 SB 1.98 2.13 −0.15 0.08 1.79 0.67 1.31 5.91
NGC 6946 SB 4.01 0.78 3.23 2.74 1.28 −0.67 4.68 1.13
NGC 7252 SB 1.66 2.23 −0.57 0.24 1.87 0.77 0.89 22.37
NGC 7552 SB 4.25 1.91 2.34 2.87 1.22 0.46 3.79 11.97
IC 342 SB 3.15 1.28 1.87 1.53 1.49 −0.17 3.32 1.60
NGC 224 D 0.68 2.66 −1.98 −3.37 1.41 1.36 −0.68 0.20
NGC 598 D 1.03 2.60 −1.57 −2.71 1.33 1.30 −0.27 0.36
NGC 628 D 0.94 2.90 −1.96 −3.08 1.35 1.60 −0.41 0.21
NGC 772 D 0.91 2.86 −1.95 −2.68 1.36 1.56 −0.45 0.58
NGC 925 D 1.33 2.30 −0.97 −1.04 1.25 1.00 0.33 4.23
NGC 1058 D 0.91 2.87 −1.96 −2.16 1.36 1.57 −0.45 1.92
NGC 1569 D 0.88 2.54 −1.66 −2.39 1.36 1.24 −0.36 0.93
NGC 2336 D 0.97 2.20 −1.23 −3.23 1.34 0.90 0.07 0.05
NGC 2403 D 0.86 2.49 −1.63 −2.55 1.37 1.19 −0.33 0.60
NGC 2841 D 0.98 2.11 −1.13 −1.90 1.34 0.81 0.17 0.85
NGC 2903 D 0.85 2.43 −1.58 −2.74 1.37 1.13 −0.28 0.34
NGC 2976 D 1.14 2.40 −1.26 −1.38 1.30 1.10 0.04 3.74
NGC 3031 D 0.81 2.60 −1.79 −2.80 1.38 1.30 −0.49 0.49
NGC 3310 D 0.93 2.43 −1.50 −2.79 1.35 1.13 −0.20 0.25
NGC 3338 D 0.88 2.51 −1.63 −2.70 1.36 1.20 −0.32 0.42
NGC 3368 D 1.22 2.52 −1.30 −2.15 1.28 1.22 0.00 0.70
NGC 3486 D 1.16 2.69 −1.53 −1.97 1.29 1.39 −0.13 1.45
NGC 3521 D 0.99 2.34 −1.35 −2.25 1.34 1.04 −0.05 0.63
NGC 3631 D 1.06 2.51 −1.45 −2.52 1.32 1.20 −0.14 0.42
NGC 3675 D 1.06 2.48 −1.42 −2.20 1.32 1.17 −0.11 0.82
NGC 3726 D 1.13 2.59 −1.46 −2.51 1.30 1.29 −0.16 0.44
NGC 3893 D 1.39 2.54 −1.15 −1.94 1.24 1.24 0.15 0.80
NGC 3938 D 0.59 2.68 −2.09 −2.60 1.44 1.38 −0.79 1.53
NGC 4178 D 1.02 2.48 −1.46 −2.11 1.33 1.17 −0.15 1.10
NGC 4189 D 1.21 2.68 −1.47 −1.98 1.28 1.38 −0.07 1.22
NGC 4254 D 1.14 2.65 −1.51 −2.31 1.30 1.35 −0.16 0.70
NGC 4258 D 0.63 2.51 −1.88 −3.12 1.43 1.20 −0.57 0.28
NGC 4294 D 1.08 2.62 −1.54 −3.04 1.31 1.32 −0.23 0.15
NGC 4299 D 1.09 2.52 −1.43 −2.45 1.31 1.22 −0.13 0.47
NGC 4303 D 0.99 2.46 −1.47 −2.22 1.34 1.16 −0.17 0.89
NGC 4321 D 1.01 2.72 −1.71 −2.62 1.33 1.41 −0.32 0.50
NGC 4394 D 0.69 2.53 −1.84 −2.76 1.41 1.23 −0.54 0.60
NGC 4402 D 1.52 2.20 −0.68 −2.17 1.20 0.90 0.62 0.16
NGC 4501 D 0.61 2.70 −2.09 −3.02 1.43 1.40 −0.79 0.58
NGC 4519 D 0.83 2.67 −1.84 −2.80 1.38 1.37 −0.54 0.55
NGC 4535 D 0.81 2.45 −1.64 −2.56 1.38 1.14 −0.33 0.59
NGC 4548 D 0.73 2.34 −1.61 −2.35 1.40 1.04 −0.31 0.91
NGC 4561 D 1.04 2.54 −1.50 −2.46 1.32 1.24 −0.20 0.55
NGC 4569 D 1.06 2.43 −1.37 −2.22 1.32 1.13 −0.07 0.70
NGC 4571 D 1.10 2.54 −1.44 −2.30 1.31 1.24 −0.14 0.69
NGC 4579 D 0.94 2.51 −1.57 −2.62 1.35 1.20 −0.26 0.44
NGC 4639 D 0.25 2.40 −2.15 −3.79 1.52 1.10 −0.85 0.11
NGC 4647 D 1.04 2.51 −1.47 −1.77 1.32 1.20 −0.16 2.45
NGC 4651 D 0.65 2.43 −1.78 −2.46 1.42 1.13 −0.48 1.04
NGC 4654 D 0.93 2.89 −1.96 −2.88 1.35 1.58 −0.42 0.34
NGC 4689 D 1.17 2.58 −1.41 −2.56 1.29 1.28 −0.11 0.35
NGC 4698 D 1.47 2.53 −1.06 −2.02 1.22 1.23 0.25 0.53
NGC 4713 D 1.70 2.45 −0.75 −1.65 1.16 1.14 0.56 0.62
NGC 4736 D 1.09 2.94 −1.85 −2.70 1.31 1.64 −0.22 0.33
NGC 4826 D 1.03 2.41 −1.38 −1.94 1.33 1.11 −0.08 1.38
NGC 5033 D 1.29 2.46 −1.17 −2.15 1.26 1.16 0.13 0.52
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TABLE 3 — Continued
Object D/SBa log Σ log torb log Σ/torb log Σ˙∗ log tff,GMC
b log tff,T
c log Σ/tff
d 100ǫff
e
(M⊙/pc
2) (Myr) (M⊙/pc
2/Myr) (M⊙/pc
2/Myr) (Myr) (Myr) (M⊙/pc
2/Myr)
NGC 5055 D 0.89 2.23 −1.34 −2.32 1.36 0.93 −0.04 0.52
NGC 5194 D 1.11 2.57 −1.46 −2.05 1.31 1.27 −0.16 1.27
NGC 5236 D 1.30 2.54 −1.24 −2.12 1.26 1.24 0.06 0.66
NGC 5457 D 1.08 2.76 −1.68 −2.57 1.31 1.46 −0.23 0.46
Note. — All data are taken from Kennicutt (1998), adjusted to the same IMF and CO X factor as the high-z data following Daddi et al.
(2010b).
a
D=disk, SB = starburst
b
Computed from equation (4) using σ = 8 km s−1 for disks and σ = 50 km s−1 for starbursts
c
Computed from equation (8) using Q = 1, β = 0 for disks and Q = 1, β = 0 for starbursts
d
Computed using tff = min(tff,GMC, tff,T)
e
Computed from ǫff = Σ˙∗/(Σ/min(tff,GMC, tff,T)
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TABLE 4
Unresolved High-z Extragalactic Data Set
Objecta D/SBb log Σ log torb log Σ/torb log Σ˙∗ log tff,GMC
c log tff,T
d log Σ/tff
e 100ǫff
f
(M⊙/pc
2) (Myr) (M⊙/pc
2/Myr) (M⊙/pc
2/Myr) (Myr) (Myr) (M⊙/pc
2/Myr)
Data from Genzel et al. (2010)
Q2343-MD59 D 2.74 2.34 0.40 −0.68 1.60 1.04 1.71 0.41
SMMJ02399-0136 SB 2.63 1.73 0.90 0.84 1.62 0.28 2.36 3.04
SMMJ09431+4700 SB 3.53 1.47 2.06 1.83 1.40 0.02 3.52 2.05
SMMJ105141+5719 SB 2.66 1.62 1.04 1.04 1.62 0.17 2.50 3.49
SMMJ123549+6215 SB 4.00 1.12 2.88 2.20 1.28 −0.33 4.34 0.73
SMMJ123634+6212 SB 2.58 1.87 0.71 0.63 1.64 0.42 2.17 2.90
SMMJ123707+6214 SB 2.73 1.74 0.99 1.01 1.60 0.29 2.45 3.65
SMMJ131201+4242 SB 2.99 1.63 1.36 1.09 1.53 0.18 2.82 1.87
SMMJ131232+4239 SB 3.18 1.56 1.62 1.29 1.49 0.11 3.08 1.63
SMMJ163650+4057 SB 3.42 1.46 1.96 1.37 1.43 0.01 3.42 0.90
Data from Bouche´ et al. (2007)
· · · SB 2.90 1.80 1.10 1.10 1.56 0.35 2.55 3.51
· · · SB 3.10 1.65 1.45 1.20 1.51 0.20 2.90 1.97
· · · SB 3.25 1.80 1.45 1.15 1.47 0.35 2.90 1.76
· · · SB 3.45 1.45 2.00 1.10 1.42 −0.00 3.45 0.44
· · · SB 2.30 1.55 0.75 1.40 1.71 0.10 2.20 15.69
· · · SB 3.45 1.55 1.90 1.70 1.42 0.10 3.35 2.22
· · · SB 3.30 1.50 1.80 1.80 1.46 0.05 3.25 3.51
· · · SB 3.65 1.40 2.25 1.80 1.37 −0.05 3.70 1.25
· · · SB 3.35 1.25 2.10 2.00 1.44 −0.20 3.55 2.79
· · · SB 3.70 1.45 2.25 1.95 1.36 −0.00 3.70 1.76
· · · SB 3.20 1.55 1.65 2.10 1.48 0.10 3.10 9.90
· · · SB 3.70 1.05 2.65 2.60 1.36 −0.40 4.10 3.13
· · · SB 4.00 0.95 3.05 2.70 1.28 −0.50 4.50 1.57
Data from Daddi et al. (2010b)
· · · D 2.39 2.08 0.31 −0.47 1.68 0.78 1.61 0.82
· · · D 2.53 2.08 0.44 −0.36 1.65 0.78 1.75 0.78
· · · D 1.75 2.08 −0.33 −1.27 1.84 0.78 0.97 0.57
Data from Daddi et al. (2010a)
BzK-4171 D 2.95 1.84 1.11 0.08 1.54 0.54 2.41 0.46
BzK-21000 D 2.96 1.62 1.34 0.19 1.54 0.32 2.64 0.36
BzK-16000 D 2.56 1.83 0.73 −0.03 1.64 0.53 2.03 0.88
BzK-17999 D 2.66 2.02 0.64 0.03 1.62 0.72 1.94 1.22
BzK-12591 D 2.53 2.15 0.38 −0.04 1.65 0.84 1.68 1.89
BzK-25536 D 2.88 2.25 0.63 0.05 1.56 0.95 1.93 1.31
Data from Tacconi et al. (2010)
EGS13004291 D 2.85 2.02 0.83 −0.28 1.57 0.72 2.13 0.39
EGS12007881 D 2.15 2.33 −0.17 −0.72 1.74 1.02 1.13 1.42
EGS13017614 D 2.46 2.03 0.43 −0.57 1.67 0.73 1.73 0.50
EGS13035123 D 2.30 2.28 0.01 −0.61 1.71 0.98 1.31 1.20
EGS13004661 D 1.87 2.21 −0.34 −0.52 1.82 0.90 0.96 3.26
EGS13003805 D 2.80 2.12 0.69 −0.25 1.58 0.82 1.99 0.58
EGS12011767 D 1.83 2.58 −0.75 −0.82 1.82 1.28 0.55 4.30
EGS12012083 D 2.44 2.33 0.11 −0.17 1.67 1.03 1.41 2.62
EGS13011439 D 2.07 2.12 −0.05 −0.62 1.76 0.82 1.25 1.35
HDF-BX1439 D 3.42 1.67 1.75 0.41 1.43 0.36 3.06 0.23
Q1623-BX599 D 2.19 2.28 −0.09 −0.60 1.73 0.98 1.22 1.55
Q1623-BX663 D 2.87 2.29 0.59 −0.18 1.56 0.99 1.89 0.86
Q1700-MD69 D 3.20 1.82 1.38 0.16 1.48 0.52 2.69 0.30
Q1700-MD94 D 2.01 2.09 −0.08 −0.66 1.78 0.79 1.22 1.32
Q1700-MD174 D 2.45 2.09 0.36 −0.49 1.67 0.79 1.66 0.71
Q1700-BX691 D 3.15 1.79 1.36 0.03 1.49 0.49 2.66 0.23
a
A blank entry indicates the object is not identified by name in the source reference.
b
D=disk, SB = starburst
c
Computed from equation (4) using σ = 50 km s−1
d
Computed from equation (8) using Q = 1, β = 0 for disks and Q = 1, β = 0 for starbursts
e
Computed using tff = min(tff,GMC, tff,T)
f
Computed from ǫff = Σ˙∗/(Σ/min[tff,GMC, tff,T])
