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Abstract
This thesis studies the concept of order-invariance of formulae of first-order logic (FO)
and some of its extensions as well as other closely related concepts from finite model the-
ory. Many results in finite model theory assume that structures are equipped with an
embedding of their universe into an initial segment of the natural numbers. This allows
to transfer arbitrary relations (e.g. linear order) and operations (e.g. addition, multiplica-
tion) on the natural numbers to the structure. The arising relations on the structure are
called numerical predicates. If a formula uses these numerical predicates, it is often desir-
able to ensure that it defines a property of the underlying structure instead of a property
of the embedding of the universe of the structure into the natural numbers. To this end,
one considers formulae whose truth value in finite structures is invariant under changes
to the embeddings of the structures. For instance, if the allowed numerical predicates
include only a linear order, such formulae are called order-invariant. We study the effect
which the invariant use of different kinds of numerical predicates has on the expressive
power of FO and different extensions thereof. The results of this thesis can be divided
into three parts.
In the first part, we consider formulae of first-order logic with modulo-counting quan-
tifiers (FO+MOD) which may use arbitrary numerical predicates in an invariant way
(ARB-invariant formulae). A well-known restriction of FO is its locality. We study the
locality and non-locality properties of ARB-invariant FO+MOD-formulae.
In the second part, we consider sentences of first-order logic (FO) which may use a linear
order and the corresponding addition in an invariant way (addition-invariant formulae).
We investigate the expressive power of such formulae on finite trees. We obtain a char-
acterisation of the regular tree languages which can be defined by addition-invariant
FO-sentences on finite trees: these are exactly the tree languages which are definable by
plain FO-sentences (i.e. sentences without numerical predicates) with certain cardinality
predicates. To this end, we obtain a characterisation of the tree languages definable in
this logic in terms of algebraic operations on trees.
In the third part, we compare the expressive power and the succinctness of different ex-
tensions of FO on structures of bounded tree-depth. In particular, we consider monadic
second-order logic (MSO). It is known that FO and MSO have the same expressive power
on structures of bounded tree-depth. We study the succinctness of MSO and FO on such
structures and obtain essentially optimal upper bounds for the size of equivalent FO-
sentences for given MSO-sentences. We show that order-invariant MSO has the same ex-
pressive power as plain FO+MOD and that order-invariant FO has the same expressive





Diese Arbeit untersucht das Konzept ordnungsinvarianter Formeln der Logik erster Stufe
(FO) und einiger ihrer Erweiterungen, sowie andere eng verwandte Konzepte der end-
lichen Modelltheorie. Viele Resultate der endlichen Modelltheorie nehmen an, dass Struk-
turen mit einer Einbettung ihres Universums in ein Anfangsstu¨ck der natu¨rlichen Zahlen
ausgestattet sind. Dies erlaubt es, beliebige Relationen (z.B. eine lineare Ordnung) und
Operationen (z.B. Addition, Multiplikation) von den natu¨rlichen Zahlen auf solche Struk-
turen zu u¨bertragen. Die resultierenden Relationen auf den endlichen Strukturen werden
als numerische Pra¨dikate bezeichnet. Wenn eine Formel numerische Pra¨dikate nutzt, ist
es oftmals erstrebenswert, sicher zu stellen, dass die Formel lediglich eine Eigenschaft
der zugrundeliegenden Struktur beschreibt, statt eine Eigenschaft der Einbettung der
Struktur in die natu¨rlichen Zahlen. Zu diesem Zweck betrachtet man Formeln, deren
Wahrheitswert auf endlichen Strukturen invariant unter A¨nderungen der Einbettung
dieser Strukturen ist. Wenn das einzige verwendete numerische Pra¨dikat eine lineare
Ordnung ist, spricht man beispielsweise von ordnungsinvarianten Formeln. Wir unter-
suchen die Auswirkung, die der invariante Gebrauch numerischer Pra¨dikate auf die Aus-
druckssta¨rke von FO und unterschiedlichen Erweiterungen von FO hat. Die Resultate
dieser Arbeit ko¨nnen in drei Teile unterteilt werden.
Der erste Teil bescha¨ftigt sich mit der Erweiterung von FO um Modulo-Za¨hlquantoren
(FO+MOD) und Formeln, die beliebige numerische Pra¨dikate auf invariante Weise nutzen
du¨rfen (ARB-invariante Formeln). Eine bekannte Einschra¨nkung von FO-Formeln ist
ihre Lokalita¨t. Wir untersuchen die Lokalita¨tseigenschaften ARB-invarianter FO+MOD-
Formeln.
Im zweiten Teil bescha¨ftigen wir uns mit FO-Formeln, die eine lineare Ordnung samt der
zugeho¨rigen Addition auf invariante Weise nutzen du¨rfen (additionsinvariante Formeln).
Wir untersuchen die Ausdruckssta¨rke solcher Formeln auf endlichen Ba¨umen. Dabei
erhalten wir eine Charakterisierung der regula¨ren Baumsprachen, die von additionsin-
varianten FO-Sa¨tzen auf endlichen Ba¨umen definiert werden ko¨nnen: Dies sind genau
die Baumsprachen, die durch einfache FO-Sa¨tze (d.h. FO-Sa¨tze, die keine numerischen
Pra¨dikate nutzen) mit bestimmten Kardinalita¨tspra¨dikaten definiert werden. Zu diesem
Zweck entwickeln wir eine algebraische Charakterisierung der in dieser Logik definier-
baren Baumsprachen durch Operationen auf Ba¨umen.
Der dritte Teil der Arbeit bescha¨ftigt sich mit der Ausdruckssta¨rke und der Pra¨gnanz
von FO und Erweiterungen von FO auf Klassen von Strukturen beschra¨nkter Baumtiefe.
Insbesondere betrachten wir hierbei die monadische Logik zweiter Stufe (MSO). Es ist
bekannt, dass FO und MSO auf Klassen von Strukturen beschra¨nkter Baumtiefe die
gleiche Ausdruckssta¨rke haben. Wir vergleichen die Pra¨gnanz von MSO und FO, d.h. die
Frage, wie groß die a¨quivalenten FO-Formeln fu¨r gegebene MSO-Formeln sind, und er-
v
Zusammenfassung
halten hierbei im Wesentlichen optimale obere Schranken. Wir zeigen, dass ordnungsin-
variante MSO- bzw. FO-Formeln auf Strukturklassen beschra¨nkter Baumtiefe die gleiche
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Mathematical logic plays an important role in different subfields of computer science such
as artificial intelligence, programming language semantics, formal verification, database
theory, and complexity theory (see, for instance, [HHI+07]), to name a few. The main
topic of this thesis are formulae of first-order logic (FO) and some of its extensions on
finite relational structures which are equipped with a total order. We study so called
order-invariant formulae and several extensions of the concept of order-invariance. This
topic is most closely connected with the last two of the mentioned subfields of computer
science: database theory and computational complexity theory.
Database theory. The theory of relational databases has been linked with mathematical
logic right from its inception when Codd [Cod70] introduced the relational model and in-
troduced the relational calculus [Cod72] as a language to formulate queries to a database
system. The relational calculus is essentially equivalent to FO and to understand its
capabilities as a query language amounts to understanding the expressive power of FO
on finite structures. One of the central goals of the relational model was, to quote from
[Cod70],
data independence - the independence of application programs and terminal
activities from growth in data types and changes in data representation (...)
Codd names ordering dependence as the first in his list of sources of data dependence in
database systems. To quote again from [Cod70],
Ordering dependence - (...) Let us consider those existing systems which either
require or permit data elements to be stored in at least one total ordering which
is closely associated with the hardware-determined ordering of addresses. (...)
Such systems normally permit application programs to assume that the order
of presentation of records from such a file is identical to (or is a subordering of)
the stored ordering. Those application programs which take advantage of the
stored ordering of a file are likely to fail to operate correctly if for some reason
it becomes necessary to replace that ordering by a different one.
To achieve the goal of data independence, at first sight, it might seem necessary to hide the
total ordering which arises from the storage of the database from the query language. It is,
by now, well-known that the expressive power of FO on finite structures is rather limited.1
1See [Imm99], [EF99], [Lib04] for modern introductions to the subject.
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For instance, FO cannot count, e.g. FO cannot express that the number of elements of a
set is even [Ajt83]. FO also cannot express the transitive closure of a binary relation
[AU79] and, more generally, FO can only express local properties [Han65, Gai82]. This
limitation of FO also applies to extensions with different forms of counting capabilities
(cf. e.g. [HLN99]). Could a restricted use of the ordering of the database elements be
used to overcome some of these limitations? A possible way to reconcile the desire to
exploit the order with the need to ensure data independence, is to consider only so called
order-invariant formulae [Gur88]. A formula which uses a binary relation symbol < is
order-invariant2, if, whenever it is satisfied in a finite structure with respect to one total
order which is chosen as an interpretation for<, then it is satisfied for every interpretation
of < by a total order of the structure as well. This definition is not very practical, since
order-invariance of formulae cannot be checked algorithmically [Gur88]. That is, the user
formulating a query has to take care that his or her formula is indeed order-invariant.
However, it turns out that this very restricted use of the order indeed allows FO-formulae
to express queries which cannot be expressed without the help of an order (as noted first
by Gurevich, see [EF99] or [Lib04]). This leads to a plethora of questions. Some examples
of questions which are investigated in this thesis follow.
What are the limitations of the expressive power of order-invariant formulae?
For instance, one concrete notion of locality which applies to queries defined by FO is
called Gaifman locality [HLN99]. A (unary) query is Gaifman-local if there is a constant
r, called the locality radius of the query, such that the query does not distinguish between
any two elements of a structure which have isomorphic neighbourhoods of radius r (i.e.
the substructures induced by all elements at distance r to the elements are isomorphic). It
is known that queries which are definable by order-invariant formulae are also Gaifman
local [GS00].
Does there exist an effective syntax for order-invariantly FO-definable queries?
That is, does there exist a logic whose set of formulae is decidable and which expresses
exactly the same queries as order-invariant FO-formulae? Answering this question in full
generality seems quite forbidding. Are there restricted classes of structures for which it
can be answered? For instance, it has been shown that FO itself is an effective syntax for
order-invariant first-order logic on various kinds of trees [BS09b], i.e. the invariant use
of the order does not add anything to the expressive power of FO on trees.
How succinct are order-invariant definitions of queries?
If a fitting effective syntax is found for order-invariant FO on some restricted class of
structures, what happens to the size of order-invariant FO-formulae when they are trans-
lated to this syntax? More generally, it can be asked for any family of queries that is both
expressible in FO with an order and in (some extension of) FO without order if the use
of an order enables a definition which is more succinct (i.e. which uses shorter formulae)
than a definition without an order.
Given the fundamental nature of FO as a query language, it seems highly desirable to
gain a better understanding of these topics.
2Precise definitions follow in the main part of the thesis
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Descriptive complexity. As a remedy against the expressive weakness of FO as a query
language, Aho and Ullman introduced a query language with a form of recursion. A corre-
sponding extension of FO is known as least fixed-point logic (LFP). A seminal result of Im-
merman [Imm86] and Vardi [Var82] states that LFP captures polynomial time on ordered
finite structures. That is, a query to structures with a total order can be expressed in
LFP if, and only if, it can be computed in deterministic polynomial time. The Immerman-
Vardi theorem belongs to descriptive complexity theory (cf. e.g. [Imm99],[EF99],[Lib04])
which investigates the connection between the computational complexity of queries to
the complexity of logical formulae which express the queries. Ultimately, the goal is to
characterise complexity classes on all finite structures, with and without an order, by
logics as achieved by the theorem of Fagin [Fag74] which states that existential second-
order logic captures non-deterministic polynomial time on finite structures. In fact, the
Immerman–Vardi–theorem implies that the order-invariant formulae of least fixed-point
logic capture deterministic polynomial time on finite structures, but this is unsatisfactory
since we do not have an effective syntax for the order-invariant least fixed-point formulae.
The question if there exists such an effective syntax is considered the major open problem
of descriptive complexity theory (cf. e.g. [Gro08]).
While order-invariant FO seems to be too weak to capture any of the common complex-
ity classes studied in complexity theory, the concept of order-invariance can be extended
to obtain a capturing result. Specifying a total order on a structure with n elements is
equivalent to assuming that the universe is an initial segment 0, . . . , n − 1 of the natural
numbers. This way, the order allows to transfer any relation or operation on the natural
numbers such as the natural linear order <, addition +, or multiplication ∗ to a relation
on the structure. We call these relations numerical predicates. Formulae can then be
granted access to a set N of numerical predicates and the notion of order-invariance can
naturally be extended to a notion of N -invariance. In particular, we can consider the set
of all numerical predicates, which we denoted by ARB. A result of Immerman [Imm87]
implies that ARB-invariant FO-formulae capture the complexity class non-uniform AC0.
That is, a query is definable by an ARB-invariant FO-formula iff it can be computed by
a non-uniform family of circuits of bounded depth, unbounded fan-in, and polynomial
size. In such a circuit family, there is a different circuit for each input size and the non-
uniformity of the circuit family means that no restrictions are imposed on the way the cir-
cuits are obtained. This mirrors the unrestricted use of numerical predicates on the logic
side. The non-uniformity of AC0 does not allow for a meaningful comparison of AC0 to com-
plexity classes defined by Turing machines since it introduces even uncomputable prob-
lems into the class AC0. For this reason, uniformity conditions which put computational
limitations on the construction of the circuit for any given input size in a circuit family
have been studied. It is a remarkable fact that natural uniformity conditions correspond
to natural restrictions of numerical predicates. Barrington, Immerman, and Straubing
[BIS90] established a result which implies that {<,+, ∗}-invariant FO-formulae capture
DLOGTIME-uniform AC0. This leads to analogous questions as for order-invariant least
fixed point formulae. That is, is there an effective syntax for the {<,+, ∗}-invariant FO-
formulae? Can we find answers to this question if we apply stronger restrictions to the
3
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numerical predicates or if we restrict the class of considered structures? It is known that
ARB-invariant FO-formulae share some of the limitations of FO. For instance, they are
unable to count, i.e. such formulae are unable to express that the size of some unary
relation is even [Ajt83]. Furthermore, ARB-invariant FO-formulae are also local in a cer-
tain precise sense [AvMSS12]. This leads to the question what happens if we combine
ARB-invariance with limited forms of counting. Is the resulting class of formulae still
local?
1.1 Contributions
This section presents a short summary of the main results of this thesis which can be
divided into three parts, each corresponding to a chapter. More detailed discussions of
the results are given at the beginning of the corresponding chapters.
ARB-invariant first-order logic with modulo-counting
We study Gaifman locality and Hanf locality ofARB-invariant formulae of FO with modulo-
p-counting quantifiers (FO+MODp). We draw a detailed picture of locality and non-locality
properties of such formulae. For example, on the class of all finite structures, for any p > 2,
ARB-invariant FO+MODp-formulae are neither Hanf nor Gaifman local with respect to a
sublinear locality radius. However, if p is an odd prime power, ARB-invariant FO+MODp-
formulae are weakly Gaifman local with a polylogarithmic locality radius. And when
restricting attention to the class of finite words, for odd prime powers p, ARB-invariant
FO+MODp-formulae are both Hanf local and Gaifman local with a polylogarithmic local-
ity radius. Our negative results extend examples of order-invariant FO+MODp formulae
presented in Niemisto¨’s PhD thesis [Nie07]. Our positive results can be seen as exten-
sion of the results of [AvMSS12], which considered Gaifman locality of ARB-invariant
FO-formulae without counting quantifiers, and of results of [Nie07] which considered lo-
cality of {<}-invariant FO+MODp-formulae. These results build on the close connection
between ARB-invariant formulae and Boolean circuits.
These results have been obtained in collaboration with Nicole Schweikardt. They have
been first announced in the conference paper [HS13] and later published in full detail in
the journal paper [HS16] on which the presentation in this thesis is based.
Addition-invariant first-order logic and regular tree languages
We consider regular tree languages of ranked trees which are represented as successor
structures. We show that there is an effective syntax for the regular tree languages
which are definable by {+}-invariant (addition-invariant) FO-formulae. More concretely,
we show that the regular tree languages which are definable by addition-invariant FO-
formulae are exactly the tree languages which are definable by FO with cardinality pred-
icates (FOcard) which allow to express, for each positive integer m, that the number of
elements of a structure is divisible by m. To this end, we obtain an algebraic charac-
terisation of the FOcard-definable tree languages. We show that this characterisation is
4
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decidable. That is, we obtain an algorithm which, on input of a tree automaton, decides if
the language recognised by this automaton is FOcard-definable (and hence, by our charac-
terisation, definable by addition-invariant FO-formulae). The algebraic characterisation
of the FOcard-definable tree languages can be seen as an extension of the characterisa-
tion of the FO-definable tree languages of Benedikt and Segoufin [BS09a]. For the proof
of our characterisation, we gain important insights into the algebraic operations intro-
duced by [BS09a] which help to clarify several previous results. Our characterisation of
the addition-invariantly definable languages extends results of Schweikardt and Segoufin
[SS10] from words to trees. This extension rests on a different approach than the proof of
[SS10] which contains a significant gap.3
These results have been obtained in collaboration with Nicole Schweikardt. They have
been announced in the conference paper [HS12], but the full results of this thesis have
not been published before.
Order-invariant first-order and monadic second-order logic and structures of
bounded tree-depth
We study the expressive power of order-invariant FO-sentences and order-invariant sen-
tences of monadic second order logic (MSO) on classes of structures of bounded tree-depth.
We show that on structures of bounded tree-depth, plain FO provides an effective syntax
for order-invariant FO. Here we say that a formula is plain if it does not use a linear
order. Furthermore, we show that, analogously, plain FO+MOD provides an effective syn-
tax for order-invariant MSO on bounded tree-depth structures. We motivate these results
by showing that order-invariance remains undecidable for coloured graphs of tree-depth
at most 2, i.e. vertex-coloured star graphs. Our proof approach allows for giving upper
bounds on the succinctness of order-invariant FO compared to plain FO on structures of
bounded tree-depth. That is, we show that, on classes of bounded tree-depth structures,
each order-invariant FO-sentence is equivalent to a plain FO-sentence whose size is at
most d-fold exponential in the quantifier-rank of the order-invariant sentence, where d is
the bound on the tree-depth of the considered structures. This proof approach can also
be used to obtain a new proof of a known result of [EGT12] that plain MSO has the same
expressive power as plain FO on structures of tree-depth at most d. The simplification
achieved in the present proof allows to obtain analogous upper bounds as in the previous
result, i.e. the size of the FO-sentence is at most d-fold exponential in the quantifier-rank
of the MSO-sentence. This is complemented by a lower bound which shows that this
result is essentially optimal.
These results have been obtained in collaboration with Kord Eickmeyer and Michael
Elberfeld. They have been announced in the conference paper [EEH14] and an extended
3 In the proof of [SS10, Theorem 3.6], it is stated that “(...) It thus suffices to consider prime counters of
size < N”. This claim seems to be unjustified and there seems to be no easy fix for this problem. This gap
was acknowledged by the authors of [SS10]. In private communication with the author of this thesis, Luc
Segoufin has outlined a different proof of [SS10, Theorem 3.6] which, however, rests on recent results on
logic on words for which no extension to trees is known.
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version has been made available on the Internet [EEH16]. The presentation in this thesis
is based on the latter version.
For all results of this thesis which have been obtained in collaboration, the author has
obtained permission from his coauthors to use the results for this thesis.
1.2 Outline
Chapter 2 recalls the fundamental concepts and introduces the necessary notation that
is used throughout the thesis. It is followed by three chapters which contain the main
results. Chapter 3 contains the results about ARB-invariant FO+MOD, Chapter 4 covers
addition-invariant FO on trees, and Chapter 5 is concerned with the results on structures
of bounded tree-depth. After these three chapters, Chapter 6 concludes the thesis with
some final remarks. In particular, the most interesting open questions are recollected in
this last chapter.
The three main chapters (chapters 3–5) can be read independently. Each chapter starts
with an informal introduction to the topics of the chapter, followed by a discussion which
relates the contributions of the chapter to known results in the literature. After this
comes a section which, more formally, introduces the necessary concepts and the notation
needed throughout the chapter. This is followed by the main part of the chapter. We




We assume that the reader is familiar with the fundamentals of mathematical logic in gen-
eral (cf. [EFT07]) and finite model theory in particular (cf. [Imm99], [Lib04], [EF99]). We
also assume some familiarity with the fundamentals of formal languages, computability
(cf. [HU79]), and computational complexity (cf. [AB09]). In this chapter, we recall some
concepts and introduce the notation that will be used throughout this thesis. A reader
aquainted with these subjects can safely skip these preliminaries and come back here if
some notation is not clear. More specific notation is also introduced at the beginning of
each of the main chapters.
2.1 General mathematical notation
Sets.
We write A \ B for the complement of B in A. By 2A we denote the power set of A, i.e.
the set {Y : Y ⊆ A}. We write An for the set of all sequences/tuples of length n ∈ N with
elements from A, we write A∗ for the union of An set of all sequences of finite length and
A+ for this set without the empty sequence. The empty sequence is denoted by ().
Relations.
A relation is a partial order if it is reflexive, transitive, and antisymmetric. A strict partial
order is a relation which is irreflexive,transitive, and asymmetric. A linear order is a
partial order which is total and a strict linear order is a strict partial order which is total.
The index of an element x in a linear order (or a strict linear order) < on a set M is |{y ∈
M : y < x, y 6= x}|. We denote the index of x by ind<(x). Then ind< : M → {0, . . . , |M | − 1}
is a bijection.
The restriction of a k-ary relation R on a set M to a subset N ⊆ M is the relation
RN := R ∩Nk.
Numbers.
The sets of natural numbers with and without 0 are denoted by N and N+, respectively.
For n,m ∈ N such that n 6 m, we define
[n,m] := {n, n+ 1 . . . ,m}.
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If n > 0, we let
[n] := [0, n− 1]
denote the initial segment of the first n natural numbers.
For integers i, j, p with p > 2, we write i ≡ j (mod p) (and say that i is congruent j modulo
p) iff there exists an integer k such that i = j+kp. By x remm we denote the non-negative
remainder when dividing x by m. We write lcm S and gcdS to denote the least common
multiple and the greatest common divisor of the elements in a finite set S ⊆ N+. We write
log n to denote the logarithm of a number n with respect to base 2, and we often simply
write log n instead of blog nc.
Words
For us, an alphabet is a finite set Σ, a word over Σ is a finite sequence with elements from
Σ, and a language is a set of words. We write  for the empty word. We write |w| for the
length of a word w ∈ Σ+. For each a ∈ Σ, we write |w|a for the number of occurrences of
the letter a in the word w. A word v ∈ Σ∗ is a factor of another word w if w = u1vu2 for
words u1, u2 ∈ Σ∗. If u1 = , then v is prefix of w. If, furthermore, u2 6= , then v is a proper
prefix. We write uv if u is a prefix of v and we write uv if u is a proper prefix of v. The
relations  and  are a partial and a strict partial order, respectively. We say that two
words u, v are comparable if either u v or v  u; otherwise, u, v are incomparable which
we denote by u ‖ v. A language L is prefix closed if v ∈ L and u v implies u ∈ L.
For each language L and each word w, we let wL:= {wu : u ∈ L}.
2.2 Logic
In this thesis, we consider first-order (predicate) logic, which we abbreviate as FO, and
extensions of first-order logic which allow for the use of numerical predicates or different
quantifiers. For a precise definition of the syntax and semantics of FO, see e.g. [EFT07].
The notation and concepts that we use are closest to those described in the books [Lib04],
[EF99].
Structures
For us, a signature σ is a set of relation and constant symbols. (We never use function
symbols.) Each relation symbol R has an arity ar(R)∈ N+. Sometimes it is more conve-
nient to treat signatures as sequences; for instance, for signatures σ, τ , we often write σ, τ
to denote the signature σ ∪ τ .
A structure is a tuple A := (A,RA1 , . . . , RA` , c
A
1 , . . . , c
A
m) where A is a non-empty set (the
universe of A), R1, . . . , R` and c1, . . . , cm are relation and constant symbols, for some `,m ∈
N, RA1 , . . . , RA` are relations of arity ar(R1), . . . , ar(R`) on the set A, and cA1 , . . . , cAm are ele-




For each τ ⊆ σ, the τ -reduct of A, which we denote by A  τ , is the structure obtained
by omitting all relations and constants which do not correspond to symbols from τ . If
B = A  τ for some τ ⊆ σ, then A is a σ-expansion of B. Each subset B of the universe
of A induces a substructure A B of A. This is the σ-structure with the universe B whose
relations are obtained by restricting the relations of A to B.
We use the following important conventions regarding structures and signatures.
Proviso 1 (Naming of structures). Structures are denoted by Fraktur letters like
A,B,C, . . . and their universes by the corresponding Latin letters A,B,C, . . ..
A signature is relational if it does not contain constant symbols and a relational structure
is a structure over a relational signature.
Proviso 2 (Signatures are relational). If we say “signature”, we mean “relational
signature”.
Proviso 3 (Structures are finite and relational). If we say “structure”, we mean “finite
relational structure”.
There are a few exceptions to these rules but those are clearly recognisable. For instance,
for graphs and words we often use names like G and w although we consider them as
structures. If we explicitly define a structure with universe N, then it is clearly not finite.
In the rare case where we need constant symbols, we state this explicitly.
Classes of structures and queries
A class C of structures is closed under isomorphism if A ∈ C and B ∼= A implies B ∈ C,
for all structures A,B. The isomorphism closure of C is the inclusion-minimal class which
contains C and which is closed under isomorphism.
Proviso 4 (Closure under isomorphism). We assume that all classes C of structures
are closed under isomorphism, i.e. if we speak of C, we actually mean its isomorphism
closure.
A k-ary query q on a class of structure C is a mapping which takes every structure A ∈ C
to a k-ary relation q(A) ⊆ Ak which is invariant under isomorphisms. That is, if pi is an
isomorphism from A ∈ C to B ∈ C, then for all a = (a1, . . . , ak) ∈ Ak we have a ∈ q(A) iff
pi(a) = (pi(a1), . . . , pi(ak)) ∈ q(B). A 0-ary query is also called Boolean. We identify each
Boolean query q on a class C with the class of structures Cq ⊆ C such that
A ∈ Cq ⇐⇒ () ∈ q(A),
for each A ∈ C. Analogously, each class of structures D ⊆ C is identified with a Boolean
query qD on C.
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For each signature σ, we let






Special structures: graphs and words
For us, a (directed) graph is a structure over the signature {E}, where E is a binary
relation symbol. In the context of graphs, we use the usual graph theoretic notation. In
particular, we use names like G,H for graphs, the elements of a graph are called vertices,
and the relation of a graph is its edge set. We consider undirected graphs as directed
graphs whose edge relation is symmetric and irreflexive. When discussing undirected
graphs, we consider the edges (u, v) and (v, u) as equal.
Let Σ be a finite set and consider the signature σΣ:= {E} ∪ {Pa : a ∈ Σ} where each Pa
is a unary relation symbol. A Σ-coloured graph is a σΣ-expansion A of a graph where the
sets (PAa )a∈Σ partition the vertex set, i.e. they are pairwise disjoint and their union is the
whole vertex set.
We associate each word w = w0 · · ·wn−1 ∈ Σn with a Σ-coloured graph Sw over the
vertex set [n] where the unary relation corresponding to the symbol a ∈ Σ consists of all
positions i ∈ [n] such that wi = a, and the edge relation is the natural successor relation
on [n] which contains an edge (i, i+1) for each i ∈ [n−1]. Structures which are isomorphic
to a structure Sw, for some word w ∈ Σ+, are called Σ-word structures.
Proviso 5 (Word structures). We identify each word with its associated word structure
Sw. The set Σ+ is consequently identified with the class of all Σ-word structures.
Note that in contrast to parts of the literature, our representation for words does not
contain the natural linear order on a word as a relation.
Gaifman graphs and distance in structures
We transfer graph theoretic notions from graphs to general structures via the notion of
Gaifman graphs of structures. The Gaifman graph G(A) of a structure A is the undirected
graph with vertex set A containing an edge between x, y ∈ A iff x 6= y and x and y occur
together in a tuple in one of the relations of A. A structure A is connected if G(A) is
connected and a (connected) component of A is a substructure of A which is induced by
a connected component of G(A). The distance distA(a, b) between elements a, b of A is
their distance in G(A). That is, the length of a shortest path between a and b in G(A),
if a, b belong to the same component, and ∞ otherwise. More generally, for tuples a¯ :=
(a1, . . . , a`), b¯ := (b1, . . . , bm) of elements of A, we let distA(a¯, b¯) := mini∈[1,`],j∈[1,m] distA(ai, bj).
The k-neighbourhood NAk (a¯) of a¯ in A is the set of all elements b of A with dist
A(b, a¯) 6 k.
The k-sphere around a¯ in A is the substructure NAk (a¯) of (A, a¯) induced by the set NAk (a¯).
We say that NAk (a¯) and NAk (b¯) are disjoint if NAk (a¯) and NAk (b¯) are disjoint.
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First-order logic and definability
We write FO[σ] to denote the set of all first-order formulae over the signature σ and FO
to denote the set of all first-order formulae. We usually omit braces around the sets
in this notation, i.e. we write FO[E] instead of FO[{E}]. For a formula ϕ ∈ FO, we
write free(ϕ) to denote the free variables of ϕ. We write ϕ(x1, . . . , xk) to indicate that
free(ϕ) = {x1, . . . , xk}. A sentence is a formula without free variables. For a first-order
sentence ϕ and a structure A, we write A |= ϕ to denote that A satisfies ϕ. For a formula
ϕ(x1, . . . , xk) and a1, . . . , ak ∈ Ak, we write A |= ϕ[a1, . . . , ak] if ϕ is satisfied in A when
interpreting the free occurrences of the variables x1, . . . , xk with the elements a1, . . . , ak.
On each σ-structure A, an FO[σ]-formula ϕ(x) with k free first-order variables defines a
k-ary relation
ϕ(A) := {a ∈ Ak : A |= ϕ[a]}.
We can hence consider ϕ as a Boolean query on the class of all structures. For each class
C of structures, ϕ  C denotes the restriction of this Boolean query to C. Given a query q
on C, we say that q is FO-definable on C if there is an FO-sentence such that q = ϕC. We
say that a class D ⊆ C is FO-definable iff the associated query qD is FO-definable on C. In
these definitions, if C is the class FIN of all finite structures, we say that the query q or
the class of structures D is FO-definable.
Other logics
The previous definitions are analogously used for other logics. We write MSO for the set of
all formulae of monadic second-order logic, i.e. the extension of FO by set quantifiers. We
also consider the logic FO+MOD which is obtained from FO by allowing the use of modulo-
counting quantifiers of the shape ∃i (mod p), for each i ∈ N and p ∈ N+, which express that i
is the remainder of the division of the number of satisfying assignments of a formula by p.
More precisely, the semantics of the quantifiers is defined by (A, a¯) |= ∃i (mod p)xϕ(x, y¯) iff
|{b ∈ A : A |= ϕ(b, a¯)}| ≡ i (mod p), where A is a structure and a¯ is a tuple of its elements.
We write FO+MODp for the set of formulae of FO+MOD where the only modulo-counting
quantifiers allowed are those with modulus p. We also consider the extension of MSO
by arbitrary modulo-counting quantifiers. In the literature, this logic is usually called
CMSO. We stick to this convention instead of using a name which is more consistent wit
hour naming of the corresponding extension of FO .
Complexity of formulae
Quantifier rank. The quantifier rank of a formula ϕ, i.e. the maximum number of quan-
tifiers on any directed path of the syntax tree of ϕ, is denoted by qr(ϕ). This definition
applies to all of the different kinds of logical formulae that we consider. If qr(ϕ) = 0, then
ϕ is quantifier-free. For any of the logics L that we consider and for each q ∈ N, we write
A ≡Lq B for q ∈ N if the structures A and B satisfy the same L-sentences of quantifier




Quantifier alternation. For each FO-formula ϕ, there is an equivalent formula in prenex
normal form. That is, a formula of the form Q1 . . . Q` ψ where ψ is quantifier-free and
Q1, . . . , Q` ∈ {∃, ∀}. For us, the quantifier alternation depth of ϕ, which we denote by
qad(ϕ), is the minimum number of alternations between ∃ and ∀ in the word Q1 · · ·Q` in
all prenex normal form sentences which are equivalent to ϕ.
Size of formulae. A FO[σ]-formula ϕ which uses variables x1, . . . , xk can be viewed as
a word over the alphabet σ ∪ {x1, . . . , xk,=, ∃, ∀,¬,∧,∨,→,↔, (, )}. The length or size of
ϕ is the length of this word and is denoted by |ϕ|. For FO+MOD-formulae, we use an
analogous definition, where we assume that the numbers occurring in modulo-counting
quantifiers are encoded in binary. We extend these notations to sets Φ of formulae with
the definitions ‖Φ‖ := maxϕ∈Φ |ϕ| and qad(Φ) := maxϕ∈Φ qad(Φ).
Interpretations
Throughout this thesis, we make extensive use of first-order interpretations, which are a
basic tool of mathematical logic (see e.g. [EF99]). We use only a simple special case of the
general definition.
Definition 2.2.1 (Interpretation). Let σ and τ be signatures. A (σ, τ)-interpretation is
a partial mapping I from σ-structures to τ -structures I(A). A (σ, τ)-interpretation I is
first-order definable (or just first-order, for short) if there exist FO[σ]-formulae ϕuniv(x)
and ϕR(x1, . . . , x`), for each relation symbol R ∈ τ of arity `, such that for each σ-structure
A for which I(A) is defined, the universe of I(A) is
I(A) = {a ∈ A : A |= ϕuniv(a)},
and each R is interpreted in I(A) by the relation
RI(A) = {(a1, . . . , a`) ∈ I(A)` : A |= ϕR(a1, . . . , a`)}.
The fundamental lemma about interpretations shows that a first-order definable (σ, τ)-
interpretation can be used to convert each FO[τ ]-sentence ϕ to a FO[σ]-sentence I(A)
which simulates the evaluation of ϕ in the τ -structure I(A) when evaluated in a σ-structure
A.
Lemma 2.2.2 (Interpretation Lemma). Let σ and τ be signatures and let I be a first-
order (σ, τ)-interpretation. Let L ∈ {FO,MSO}. For each L[τ ]-sentence ϕ, there is an
L[σ]-sentence I(ϕ) such that for all σ-structures A ∈ C for which I(A) is defined,
A |= I(ϕ) ⇐⇒ I(A) |= ϕ.
The quantifier rank of I(ϕ) is at most qr(ϕ)+m, where m is the maximum of the quantifier
ranks of the formulae defining I.
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The proof is standard: rewrite ϕ according to the formulae defining I, relativising
quantifiers to ϕuniv (e.g. ∃x ψ becomes ∃x ϕuniv(x) ∧ ψ) and replacing atomic formulae
R(x1, . . . , xar(R)) by ϕR(x1, . . . , xar(R)).
In this thesis, we are only concerned with first-order interpretations. We often describe
interpretations informally in such a way that it hopefully becomes easy for the reader
to see that the interpretation is first-order definable. In fact, we often describe how one
formula can be rewritten to obtain a desired formula, without appealing to the formal
definition of an interpretation and the Interpretation Lemma. The correctness of these
constructions can be verified using the Interpretation Lemma.
2.3 Numerical predicates
An r-ary numerical predicate is a relation P ⊆ Nr. We write ARB for the set of all1 nu-
merical predicates. The following concrete numerical predicates are used in the results or
in the discussion of this thesis:
< : the natural linear order on N.
S : the successor relation on N (i.e. (x, y) ∈ S iff y = x+ 1).
+ : the set of all tuples (x, y, z) ∈ N such that x+ y = z.
∗ : the set of all tuples (x, y, z) ∈ N such that x · y = z.
We want to grant logical formulae access to some set N ⊆ ARB of numerical predicates.
To this end, we also consider each r-ary numerical predicate as an r-ary relation symbol.
For instance, in formulae we write < to mean a binary relation symbol. To avoid any
ambiguities, we need the following proviso.
Proviso 6. We assume that signatures denoted by lower-case Greek letters σ, τ, . . . do
not contain any relation symbols corresponding to numerical predicates.
N-embeddings
An N-embedding (or just embedding) of a structure A with n elements is a bijection of A
and the initial segment [n]. We can consider each numerical predicate P as a relation on
[n] by restricting it appropriately. Instead of ([n], P  [n]) we will write ([n], P ). Accordingly,
we write ([n],N ) for the expansion of [n] by all numerical predicates from the set N . A
numerical N -expansion of a σ-structure A on n elements is a (σ,N )-expansion of A such
that for some N-embedding ι we have ι : AN ∼= ([n],N ). For a given embedding ι, we also
write Aι to denote a numerical ARB-expansion of A whose embedding is ι.
A linear order on a structure A is a linear order <A on A. In this case, (A, <A) is a
numerical <-expansion of A. Analogously, we call +A an addition relation on A if (A,+A)
is a numerical +-expansion of A.
1In other words, ARB is the set of “arbitrary” numerical predicates, which explains the name.
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Words and numerical predicates
Recall that we have identified words of length n with coloured graphs over the universe
[n] where the edge relation is the successor relation on [n]. For each set N of numerical
predicates and each word w, we call the numerical N -expansion of w whose embedding is
the identity on [n] the canonical N -expansion of w. An FO[σΣ,N ]-sentence ϕ defines the
language of all Σ-words whose canonical N -expansions are models of ϕ. When we discuss
words, we usually omit the signature σΣ and write FO[N ] for FO[σΣ,N ]. 2
Often, the expressive power of a logic can be extended by allowing the use of certain
numerical predicates. For example, it is well-known that the FO-definable languages are
a strict subset of the FO[<]-definable languages: for instance, the language a∗ba∗bba∗ is
FO[<]-definable, but not FO-definable. For another example, observe that the language
{anbn : n ∈ N+} is FO[+]-definable, but not FO[<]-definable (it is not even regular).
N -invariance
To allow the use of numerical predicates in structures whose universes are arbitrary finite
sets, we introduce the following definitions.
Definition 2.3.1 (N -invariance). An FO[σ,N ]-formula ϕ(x¯), where x¯ is a tuple of k vari-
ables, isN -invariant on a class of structures C ⊆ FIN if ϕ(x) does not distinguish between
N -expansions of structures from C. That is,
(A1, a¯) |= ϕ ⇐⇒ (A2, a¯) |= ϕ.
for all A ∈ C, all a¯ ∈ Ak, and all N -expansions A1 and A2 of A.
If ϕ(x¯) is N -invariant on C and A ∈ C, a¯ ∈ Ak, we define (A, a¯) |= ϕ with the meaning
that A′ |= ϕ for some N -expansion A′ of A. Note that Proviso 6 assures that this definition
is unambiguous, since the signature of A does not contain any numerical predicates from
N . Note further that, by N -invariance, we could equivalently require that (A′, a¯) |= ϕ for
each N -expansion A′ of A.
The set of all N -invariant formulae is denoted by N -inv-FO. If N = {<}, we also write
<-inv-FO and speak of order-invariant FO. For the case where N = {+}, we also write
+-inv-FO and speak of addition-invariant FO. Note that < can be defined from + and
hence we allow the use of < in +-inv-FO-formulae. The definitions above do not rely on
any particularities of FO and can be applied to any other logic (e.g. MSO, FO+MOD) that
occurs in this thesis.
2Note that our definition of numerical predicates is different from the definition that is often used in the
literature on logic on words (cf. [Str94]). But it is equivalent for logical purposes, since each of our r-




Locality of ARB-invariant FO with
modulo-counting
In this chapter, we consider the locality and non-locality properties of the invariant for-
mulae of FO with arbitrary numerical predicates and with modulo-counting quantifiers
(ARB-inv-FO+MOD).
3.1 Introduction
We start with an overview of the two main notions of locality. Afterwards, we discuss the
contributions of this chapter.
3.1.1 Gaifman locality
The classical inexpressibility arguments for logics over finite structures often use back-
and-forth systems or Ehrenfeucht-Fraı¨sse´ games (cf. e.g. [Lib04]). Often the application
of these techniques involves nontrivial combinatorics. An alternative and intuitively ap-
pealing way for proving inexpressibility results for first-order formulae was introduced
by Gaifman [Gai82]. He showed that each first-order formula is equivalent to a Boolean
combination of formulae which speak only about certain neighbourhoods of a constant ra-
dius. Nowadays, Gaifman’s result is often called Gaifman’s theorem and the normal form
provided by it is called a Gaifman normal form. As discussed with several illustrated ex-
amples in the paper of Gaifman, the existence of Gaifman normal forms for FO-formulae
allows to prove non-expressibility results for FO. While Gaifman normal forms have a
plethora of applications, many non-expressibility results can be derived from a weaker
principle which was identified in [HLN99].1 A k-ary query is called Gaifman local with lo-
cality radius f(n) if, in a structure of sufficiently large cardinality n, the question whether
a given tuple satisfies the query only depends on the isomorphism type of the tuple’s f(n)-
sphere, i.e. the substructure induced by the tuple’s neighbourhood of radius f(n). It is an
immediate consequence of Gaifman’s theorem that FO-definable queries are constantly
Gaifman local, i.e. Gaifman local with a constant locality radius. The notion of Gaifman
locality captures the essence of many non-expressibility results. It also has the strong
advantage that it can be applied in settings where a generalisation of Gaifman’s theorem
is not necessarily possible.
1... and generalised to the present form with a non-constant locality radius in [AvMSS12].
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Very often proofs based on Gaifman locality can be communicated in an intuitive visual
way. While we have not given a precise definition of Gaifman locality yet, the present
description should suffice to consider the following classical example which conveys the
basic idea behind locality-based inexpressibility results. Consider the binary reachability
query which assigns to a graph all pairs (u, v) of its vertices such that there is a path from
u to v. Using Gaifman-locality, we can show that this query is not FO-definable. If the
query were FO-definable, it would also be Gaifman local with a constant locality radius
r. Consider a graph G consisting of two disjoint cycles of the same length where we have
singled out vertices u, v, and v′ as displayed below.
vu v′
If the length of the cycles of G is chosen sufficiently large, then the r-spheres of the tuples
(u, v) and (u, v′) will be isomorphic, i.e. both are isomorphic to the disjoint union of paths of
length 2r+ 1. By Gaifman locality, the reachability query should not distinguish between
(u, v) and (u, v′). But, clearly, v is reachable from u and v′ is not — a contradiction.
Note that, for the previous argument, we need only a weaker notion of locality which is
defined like Gaifman locality, but the r-spheres of the considered tuples must be disjoint.
This is called weak Gaifman locality.
Besides being local, another well-known limitation of FO is its inability to count. One
approach to overcome this limitation considers FO with unary counting quantifiers (cf.
[Lib04, Chapter 8]). A particular example are modulo-counting or divisibility quantifiers
which allow to state that the number of satisfying assignments to a free variable of a
formula is divisible by p, for some positive integer p. More generally, a unary counting
quantifier states that the number of satisfying assignments to a free variable which oc-
curs in a formula belongs to a fixed set N of natural numbers. For instance, for the
modulo-p-counting quantifier, we have N := {0, p, 2p, . . .}. Recall from Section 2.2 that
we denote the extension of FO by the modulo-p-counting quantifier by FO+MODp and
the extension by all modulo-counting quantifiers by FO+MOD. It is known that even
the FO+COUNT, the extension of FO by arbitrary unary counting quantifiers, defines
only queries which are Gaifman-local with a constant locality radius [HLN99]. This re-
sult does not extend to <-inv-FO+COUNT, i.e. there are order-invariant FO+COUNT-
formulae which are not constantly Gaifman local [LW02]. In contrast, it is known from re-
sults of Grohe and Schwentick [GS00] that all <-inv-FO-definable queries are constantly
Gaifman local. A considerable strengthening of the result of [LW02] which was proved
in the doctoral thesis of Niemisto¨ [Nie05] shows that <-inv-FO+MOD, a seemingly weak
fragment of <-inv-FO+COUNT, defines queries which are not constantly Gaifman local.
In his thesis, Niemisto¨ went on and showed that for each odd number p, all queries de-
finable by <-inv-FO+MODp-formulae are weakly Gaifman local with a constant locality
radius. Furthermore, he showed that for all p, <-inv-FO+MODp-definable queries satisfy
a different notion of locality which he called alternating locality.
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The result of Grohe and Schwentick leads to the natural question if queries which are
FO-definable with the help of stronger sets of numerical predicates are also Gaifman lo-
cal. A result of Hella (see [DLM07] for a proof) shows that constant Gaifman locality
fails for {+, ∗}-inv-FO. It is an open problem if +-inv-FO is constantly Gaifman local.
Grohe and Schwentick [GS00] also pointed out that it could be worthwhile to study Gaif-
man locality with a non-constant locality radius. This was taken up by Anderson, van
Melkebeek, Schweikardt, and Segoufin [AvMSS12] who showed that each ARB-inv-FO-
definable query is Gaifman local with locality radius log(n)c, for some constant c. Building
on the result of Hella and [DLM07], they also show that this locality radius is optimal.
The upper bound on the locality radius of [AvMSS12] rests on the close connection be-
tween ARB-inv-FO and circuit complexity (which we have discussed in the introduction
of this thesis) and the strong lower bounds known for the parity language (i.e. the lan-
guage of words over the alphabet {0, 1} containing an even number of 1s) and related
languages [Ha˚s87].
3.1.2 Hanf locality
In a lemma, Hanf [Han65] showed that for each first-order sentence, there is a constant
r such that two structures, finite or not, agree on the sentence provided that each isomor-
phism type of r-spheres occurs the same number of times in both structures or the number
of occurrences is infinite in both structures. The last part of this condition concerning an
infinite number of occurrences of sphere-types is obviously not very useful in the context
of finite structures and it turns out that “infinite” can be replaced by “sufficiently large”
[FSV95], i.e. larger than some constant t. This variant of Hanf’s result is, in the con-
text of finite model theory, nowadays often referred to as Hanf’s theorem used to prove
non-expressibility results. In the case of classes of structures of bounded degree, where
the number of isomorphism types of r-spheres is finite, Hanf’s theorem yields a normal
form for first-order sentences, i.e. each sentence is equivalent to a Boolean combination of
sentences which state that there exist at least t realisations of some isomorphism type of
r-spheres. This has been called a Hanf normal form in [BK12] who investigated the com-
plexity of constructing these normal form. It is known that similar normal forms exist
for FO+MOD [Nur96] and that the modulo-counting quantifiers are, in some sense, the
maximal set of counting quantifiers with this property [HKS16].
In the same way as the notion of Gaifman locality captures the useful essence of Gaif-
man’s theorem for many non-expressibility proofs and allows for generalisation to logics
beyond FO, the condition from Hanf’s theorem also yields a useful general notion of local-
ity of queries which is called Hanf locality [HLN99]. A Boolean query is Hanf local with
locality radius f(n) if the query does not distinguish between structures of sufficiently
large cardinality, provided that the structures contain exactly the same number of occur-
rences of each isomorphism type of f(n)-spheres. Hanf’s theorem immediately implies
that all FO-definable queries are Hanf local with a constant locality radius. It is known
that this result extends to FO+COUNT [HLN99].
As an example for the use of Hanf locality, we show that the graph connectivity query
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is not FO-definable. This is a well-known example. If graph connectivity were definable,
it would be Hanf local with a constant locality radius r. Consider a graph G consisting of
two disjoint cycles on 2r + 2 vertices each and a graph H consisting of one disjoint cycle
with 4r + 4 vertices.
G H
It is easy to verify that G and H contain the same number of occurrences of each isomor-
phism type of r-spheres (each such r-sphere in G and H is isomorphic to a path of length
2r). By Hanf locality, G and H are not distinguished by the connectivity-query, but clearly
H is connected and G is not — a contradiction.
For extensions of FO by numerical predicates, much less is known about Hanf locality
than about Gaifman locality. For instance, it is an open question whether <-inv-FO is
Hanf local with a constant or even a sublinear locality radius. However, it was shown in
[AvMSS12] that each ARB-inv-FO-definable query on words is Hanf local with locality
radius log(n)c, for some constant c depending on the query.
3.2 Contributions
We discuss the main results of this chapter and their relation to previous results in the
literature. The results of this chapter have been published in the paper [HS16]. The
presentation is closely based on this paper and significant parts of this chapter agree
with the content of the paper.
Our results give a detailed picture of the locality and non-locality properties of ARB-
invariant FO+MODp.
Shift-locality
We generalise weak Gaifman locality and the notion of alternating locality which was in-
troduced by Niemisto¨ [Nie07] to non-constant locality radii and unify these notions in a
single notion of locality which we call shift locality. Our first main result (Theorem 3.5.7)
establishes that, for prime powers p, ARB-inv-FO+MODp is shift local. This implies that,
for even prime powers p, it is alternatingly local, and for odd prime powers p, it is weakly
Gaifman local, with a polylogarithmic locality radius. We adapt the method introduced
in [AvMSS12] where it was shown that ARB-inv-FO-definable queries are Gaifman local
with polylogarithmic locality using circuit complexity lower-bounds due to [Ha˚s87]. We
build on the well-known lower-bounds of [Smo87] for circuits with modular gates. Gen-
eralising our result from prime powers p to arbitrary numbers p can be expected to be
difficult, since it would solve long-standing open questions in circuit complexity (see Re-
mark 3.5.14). We give several examples which show that shift locality can be used in a




We adapt the examples of Niemisto¨ [Nie07] to derive strong lower-bounds on the weak
Gaifman locality ofARB-inv-FO+MODp: For every natural number p > 2, order-invariant
FO+MODp is neither Hanf nor Gaifman local with a sublinear locality radius (see Sec-
tion 3.6 and Proposition 3.5.2). For even numbers p > 2, order-invariant FO+MODp is not
even weakly Gaifman local with a sublinear locality radius (Proposition 3.5.4).
Locality on words
When restricting attention to the class of word structures, we obtain for odd prime powers
p that ARB-invariant FO+MODp is both Hanf and Gaifman local with a polylogarithmic
locality radius (Theorem 3.6.5 and Corollary 3.6.6). On the other hand, for even numbers
p > 2, order-invariant FO+MODp on word structures is neither Gaifman nor Hanf local
with a sublinear locality radius (Proposition 3.5.4 and Section 3.6). This implies that
order-invariant FO+MODp defines languages which are not FO+MOD-definable, which
shows that the conjecture of Benedikt and Segoufin [BS09b] that <-inv-FO+MOD and
FO+MOD have the same expressive power on trees already fails on words.
3.3 Preliminaries
Numbers A number p is called a prime power if p = pˆi for a prime pˆ and an integer i > 1,
and p is called an odd prime power if p’s prime factor is different from 2 (i.e., p is odd).
Modulo-Counting quantifiers Note that, if m is a multiple of p, then FO+MODm can
express modulo p counting quantifiers, i.e.
∃i mod pxϕ(x, y) ≡
∨
j∈[m/p]
∃jp+i mod mx ϕ(x, y).
3.4 Examples of ARB-inv-FO+MOD-definable queries
We present two examples of <-inv-FO+MODp[σ]-sentences that were developed by Nie-
misto¨ in [Nie07] and that will be used later on as examples for the locality and non-locality
properties of ARB-inv-FO+MODp[σ]-sentences.
Example 3.4.1 (Niemisto¨ (Proposition 6.22 in [Nie07])). Let σ = {E} be the signature
consisting of a binary relation symbol E. This example presents an <-inv-FO+MOD2[σ]-
sentence ϕeven cycles that is satisfied by exactly those finite σ-structures A that are disjoint
unions of directed cycles where the number of cycles of even length is even.
Clearly, a finite σ-structure A is a disjoint union of directed cycles iff every element
a ∈ A has in-degree 1 and out-degree 1. That is, it is the graph of a permutation of A.
This can easily be expressed by an FO[σ]-sentence ϕcycles.
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Each A with A |= ϕcycles can be identified with the permutation piA of A where, for every
a ∈ A, piA(a) = b for the unique element b ∈ A with (a, b) ∈ EA. Note that the cycles of A
precisely correspond to the cycle decomposition of the permutation piA.
Now let n := |A|, let ι be an arbitrary embedding of A into [n], and let piιA be defined via
piιA(j) := ι(piA(ι
−1(j))), for every j ∈ [n]. Clearly, piιA is a permutation of [n], and the cycle
decomposition of piιA is obtained from the cycle decomposition of piA by replacing every
a ∈ A with the number ι(a).
It is a well-known fact concerning permutation groups (see [Rot94]) that the cycle de-
composition of piιA has an even number of cycles of even length if, and only if, the number
of inversions, i.e., pairs (x, y) ∈ [n]2 with x < y and piιA(y) < piιA(x), is even. The latter can
easily be expressed in FO+MOD2[σ,<] by the formula
ϕinversions := ∃0 mod 2x ∃1 mod 2y
(
x<y ∧ pi(y)<pi(x) ),
where pi(y)<pi(x) is an abbreviation for the formula ∃x′∃y′(E(x, x′) ∧ E(y, y′) ∧ y′<x′).
In summary, the formula ϕeven cycles := (ϕcycles ∧ ϕinversions) is an <-inv-FO+MOD2[σ]-
sentence that is satisfied by exactly those finite σ-structures that are disjoint unions of
cycles where the number of cycles of even length is even.
Example 3.4.2 (Niemisto¨ (Proposition 6.20 in [Nie07])). Let σ = {E1, E2} be the signature
consisting of two binary relation symbols E1 and E2. Let h ∈ N. A torus is a σ-structure T
with universe [h]× [w], for some w > 2, and relations
ET1 := {
(
(i, j), (i+1 remh, j)
)
: i ∈ [h], j ∈ [w] }
ET2 := {
(
(i, j), (i, j+1)
)
: i ∈ [h], j ∈ [w−1] } ∪
{ ((i, w−1) , (i+k remh, 0)) : i ∈ [h] } , for some k ∈ [h].
The number w is the width of T. The set [h]× {j} is the j-th column of T, for each j ∈ [w].
The number h is the height of T which will be fixed throughout this example. The number
k is the twist of T which we also denote by twist(T). See Figure 3.4.1 for an illustration of
two tori with different twist.
Figure 3.4.1: Tori of height 3 and width 4 with twist 0 (left) and twist 1 (right). The E1-
and E2-edges are depicted by solid arcs and dotted arcs, respectively.
We consider disjoint unions of tori of height h. The twist of a disjoint union A of tori
T1, . . . ,T` is defined as twist(A) := (twist(T1)+· · ·+twist(T`)) remh. This example presents
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an <-inv-FO+MODh[σ]-sentence ϕh which defines the class of disjoint unions of tori of
height h and twist 0 on the class of finite σ-structures.
With the help of Hanf-locality of FO+MODh (cf. [HLN99]), it is easy to show that plain
FO+MODh cannot distinguish between tori with twist 0 and tori with twist 1 if their width
is sufficiently large, depending on the sentence. Here, we show that <-inv-FO+MODh can
distinguish between tori with twist 0 and tori with twist 1. To this end, we use the order




A list of representatives for a torus T of width w and height h
is a tuple R = (a0, . . . , aw−1) of nodes of T where, for each j ∈
[w], aj belongs to the j-th column of T. The j-th turn path with
respect to R is the directed ET1 -path from aj to the ET2 -successor
of a(j−1 remw). The length of the j-turn path w.r.t R is called the
R-turn of the j-th column of T, in symbols: turnj(T, R). Note
that turnj(T, R) ∈ [h]. The R-turn of T is defined as turn(T, R) :=
turn0(T, R) + · · ·+ turnw−1(T, R). See the picture to the right for an illustration of a torus
with a set of representatives R with R-turn 0; the turn paths are drawn thick and red.
Claim 3.4.3. turn(T, R) ≡ twist(T) (modh), for every list R of representatives for T.
Proof. Let k := twist(T). First note that if R = (a0, . . . , aw−1) is such that aj = (0, j), for
every j ∈ [w], then the following is true: turnj(T, R) = 0 for every j ∈ [1, w−1] (as aj is the
ET2 -successor of aj−1), and turn0(T, R) = k (as a0 = (0, 0) and the ET2 -successor of (0, w−1)
is (k, 0)). Thus, turn(T, R) = k.
Now consider arbitrary lists R = (a0, . . . , aw−1) of representatives. By induction on the
number nR of elements aj such that aj 6= (0, j), we show that turn(T, R) ≡ k (modh).
The induction base where nR = 0 has been shown already. For the induction step, let
j be such that aj = (p, j) for some p ∈ [1, h−1]. Let R′ be obtained from R by replac-
ing aj with the element (0, j). By induction we know that turn(T, R′) ≡ k (modh). By a
straightforward case distinction, one can verify that the following is true: turnj(T, R′) ≡
turnj(T, R) + p (modh) and turnj+1 remw(T, R′) ≡ turnj+1 remw(T, R) − p (modh). Further-
more, turnj′(T, R′) = turnj′(T, R) for all j′ ∈ [w] \ { j, j+1 remw }. Hence, turn(T, R) ≡
turn(T, R′) (modh). This completes the proof of the claim.
Now consider a disjoint union A of tori T1, . . . ,T` of height h.
From the previous claim, we obtain
twist(A) ≡ twist(T1) + · · ·+ twist(T`) (modh)
≡ turn(T1, R1) + · · ·+ turn(T`, R`) (modh),
for all lists of representatives R1, . . . , R` of T1, . . . ,T`.
We proceed with the construction of an FO+MODh[σ,<]-sentence ψh which, when eval-
uated in a disjoint union of tori T1, . . . ,T` of height h and width w1, . . . , w`, computes
(turn(T1, R1) + · · ·+ turn(T`, R`)) remh, for lists of representatives R1, . . . , R` of T1, . . . ,T`
which depend on <. The sentence ψh is satisfied iff this sum modulo h is 0, i.e., iff
21
Chapter 3 Locality of ARB-invariant FO with modulo-counting
twist(A) = 0. The sentence uses the order < only to choose a particular list of repre-
sentatives R = (a0, . . . , aw−1) for each torus T of the disjoint union A by letting aj be
the smallest element of the j-th column. Hence, ψh is order-invariant on the class of
all disjoint unions of tori of height h. To compute twist(A), the formula uses a formula
ψon-turn-path(x) which is satisfied by exactly those elements b in the j-th column, for each
j ∈ [w], of a torus T that are different from aj and which lie on the j-turn path w.r.t R.
Then, twist(T) = turn(T, R) is exactly the number, modulo h, of all nodes b of T for which
T |= ψon-turn-path[b]. Consequently, twist(A) is exactly the number, modulo h, of all nodes b
of A for which A |= ψon-turn-path[b]. Thus, we can choose
ψh := ∃0 mod hx ψon-turn-path(x).
It remains to define the formula ψon-turn-path(x). Since the height h is fixed, it is easy to
see that there are FO[σ]-formulae ϕcol(x, y) and ϕbetween(x, y, z), and an FO[σ,<]-formula
ϕR(x), such that for each torus T and all elements a, b, c ∈ T the following holds:
• T |= ϕcol[a, b] iff a and b belong to the same column of T.
• T |= ϕbetween[a, b, c] iff a, b, c belong to the same column, b 6= a, and b lies on the
directed ET1 -path of length at most h−1 from a to c.
• T |= ϕR[a] iff a is the smallest element with respect to < in its column.
Now, we can choose
ψon-turn-path(x) := ∃y ∃z ∃z′
(
ϕR(y) ∧ ϕR(z) ∧ E2(z, z′) ∧ ϕbetween(y, x, z′)
)
.
Finally, we want to construct the sentence ϕh which is order-invariant on FINσ and
which defines the class of disjoint unions of tori with twist 0. It is not difficult to see that
a finite σ-structure A is isomorphic to a disjoint union of tori iff it satisfies the following
three properties:
• The relations EA1 and EA2 are graphs of permutations pi1 and pi2 of A (i.e. disjoint
unions of cycles).
• The cycles of EA1 , which we call columns, all have length h.
• The cycles of EA2 all have length at least 2.
• The pi2-image of each column C is a column C′ and the restriction of pi2 to C is an
isomorphism of C and C′.
Note that these properties can be expressed by an FO[σ]-sentence θh. For the last property,
this can be done easily since the length h of the columns is fixed. We let ϕh := θh ∧ ψh.
Since ψh is order-invariant on disjoint unions of tori and θh defines the class of all disjoint
unions of tori, ϕh is order-invariant on the class FINσ.
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3.5 Locality of queries
In this section, we obtain our locality and non-locality results for general finite structures.
3.5.1 Gaifman locality
As we have discussed in the introduction of this chapter, the notion of Gaifman locality
provides a standard tool for showing that particular queries are not definable in certain
logics.
Definition 3.5.1 (Gaifman locality). Let C be a class of finite σ-structures, k ∈ N>1 and
f : N → N. A k-ary query q is Gaifman f(n)-local on C if there is an n0 ∈ N such that for
every n ∈ N with n > n0 and every σ-structure A ∈ C with |A| = n, the following is true
for all k-tuples a, b ∈ Ak with NAf(n)(a) ∼= NAf(n)(b):
a ∈ q(A) ⇐⇒ b ∈ q(A).
The query q is Gaifman f(n)-local if it is Gaifman f(n)-local on FINσ.
That is, in a σ-structure of cardinality n, a query that is Gaifman f(n)-local cannot
distinguish between k-tuples of nodes whose f(n)-spheres are isomorphic. The function
f(n) is called the locality radius of the query. As a simple example of a query which is
Gaifman O(1)-local, consider the unary query which maps an undirected graph to the set
of all vertices which are the central vertex of a star with an even number of rays. Here,
a star is a connected graph where all but the unique central vertex are rays, i.e. vertices
of degree one. This query is Gaifman 2-local on the class of all undirected graphs. As an
example of a query which is not Gaifman f(n)-local for any sublinear function f , consider
the binary reachability query which maps a graph to all pairs of vertices such that there
exists a path from the first vertex to the second vertex.
It is well-known that queries definable in FO or FO+MODp (for any p > 2) are Gaif-
man local with a constant locality radius [HLN99]. The articles [GS00] and [AvMSS12]
generalised this to order-invariant FO (for constant locality radius) and ARB-invariant
FO (for polylogarithmic locality radius) in the following sense: Let k ∈ N>1, and let q be a
k-ary query. If q is definable in <-inv-FO[σ], then there is a c ∈ N such that q is Gaifman
c-local. If q is definable in ARB-inv-FO[σ], then there is a c ∈ N such that q is Gaifman
(log n)c-local. However, for every d ∈ N there is a unary query qd that is definable in
ARB-inv-FO[E] and that is not Gaifman (log n)d-local.
Somewhat surprisingly, using Example 3.4.2 one obtains that the Gaifman locality re-
sult cannot be generalised to order- orARB-invariant FO+MODp. In fact,<-inv-FO+MODp
can define queries that are not even Gaifman local with locality radius as big as (nh−2),
for the smallest prime divisor h of p:
Proposition 3.5.2. Let h ∈ N with h > 2, and let σ = {R,E1, E2} be a signature consisting
of a unary relation symbol R and two binary relation symbols E1, E2. There exists a unary
query q that is not Gaifman (nh−2)-local, but definable in <-inv-FO+MODp[σ], for every
multiple p > 2 of h.
23
Chapter 3 Locality of ARB-invariant FO with modulo-counting
Figure 3.5.1: A torus T (left) and the hose H (right) obtained from T. The unique node in
the relation RH of the hose is the rightmost node in the top row, depicted by
a red star.
Proof. Recall the {E1, E2}-structures from Example 3.4.2 which we called tori. From a
torus T of height h and width w, we obtain a σ-structure H by deleting all E2-edges from
the last to the first column and marking the least element of the last column with a
unary relation. We call the structure H a hose. More precisely, the universe of H is








(i, w−1) , (i+ twist(T) remh, 0)) : i ∈ [h] },
RH := { (0, w−1) }.
From Example 3.4.2 we obtain an <-inv-FO+MODh[E1, E2, <]-sentence ϕh-torus which
defines the class of all tori T of height h and twist(T) = 0 on FIN{E1,E2}. We modify
ϕh-torus in such a way that we obtain an <-inv-FO+MODh[σ,<]-formula ψ(x) which, when
evaluated in a hose H with x interpreted as the element a := (0, 0) or b := (1, 0), simulates
ϕh-torus evaluated on a torus of height h with twist 0 or twist 1, respectively. To this end,
we let ψ(x) state that each of the following is satisfied:
• There is a unique element y0 satisfying R(y0),
• there are elements y1, . . . , yh−1 such that E1(yi, yi+1 remh) is true for all i ∈ [h],
• there are elements x0, . . . , xh−1 such that x0=x and E1(xi, xi+1 remh) is true for all
i ∈ [h],
• the formula ϕ′ is satisfied, where ϕ′ is obtained from ϕh-torus by replacing every atom









Clearly, H |= ψ[a] (since T |= ϕh-torus if twist(T) = 0), and H 6|= ψ[b] (since T 6|= ϕh-torus if
twist(T) = 1). Thus, a ∈ qψ(H) and b 6∈ qψ(H). Note that the (w−2)-spheres of a and b in
the hose H are isomorphic, i.e., NHw−2(a) ∼= NHw−2(b). The cardinality of H is n := hw, and
hence w−2 = nh−2. Thus, the query defined by ψ(x) is not Gaifman (nh−2)-local.
By Example 3.4.2, ϕh-torus is order-invariant on the class of all finite {E1, E2}-structures.
Therefore, the formula ψ(x) is order-invariant on FINσ. Furthermore, ϕh-torus uses only
modulo-counting quantifiers with modulus h and the construction of ψ(x) adds no new
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modulo-counting quantifiers. As we observed in Section 3.3, if p is a multiple of h, each
modulo-counting quantifier with modulus h can also expressed using quantifiers with
modulus p.
3.5.2 Weak Gaifman locality
Weak Gaifman locality (cf., [Lib04]) is a relaxed notion of Gaifman locality where “a ∈
q(A) ⇐⇒ b ∈ q(A)” needs to be true only for those tuples a and b whose f(n)-spheres are
disjoint.
Definition 3.5.3 (Weak Gaifman locality). Let C be a class of finite σ-structures, k ∈ N>1
and f : N→ N. A k-ary query q is weakly Gaifman f(n)-local on C if there is an n0 ∈ N such
that for every n ∈ N with n > n0 and every σ-structure A ∈ C with |A| = n, the following
is true for all k-tuples a, b ∈ Ak with NAf(n)(a) ∼= NAf(n)(b) and NAf(n)(a) ∩ NAf(n)(b) = ∅:
a ∈ q(A) ⇐⇒ b ∈ q(A). The query q is weakly Gaifman f(n)-local if it is weakly Gaifman
f(n)-local on FINσ.
Note that the example presented in the proof of Proposition 3.5.2 does not provide a
counter-example to weak Gaifman locality, since the elements a and b considered in the
proof of Proposition 3.5.2 are of distance 1, and thus their f(n)-neighbourhoods are not
disjoint. However, using Example 3.4.1, one obtains a counter-example to weak Gaifman
locality for <-inv-FO+MODp for even numbers p; see Proposition 6.23 in [Nie07]. Here,
we present a refinement of Niemisto¨’s proof which provides a counter-example to weak
Gaifman locality already for the restricted case of word structures.
Proposition 3.5.4. Let Σ := {0, 1}, and let σΣ = {E,P0, P1} be the signature used for
representing words over Σ. There exists a unary query q that is not weakly Gaifman (n4−1)-
local on Σ+, but definable in <-inv-FO+MODp[σΣ], for every even number p > 2.
Proof. For every ` ∈ N>1, let A` and B` be {E}-structures whose universe consists of 2`
vertices, the edge relation of A` consists of two directed cycles of length `, and the edge
relation of B` consists of a single directed cycle of length 2`. Furthermore, we choose w`
to be the word 1` 0` 1` 0`, and we let a` := ` be the rightmost position of the first block of
1s, and b` := 3` the rightmost position of the second block of 1s.
From Example 3.4.1 we obtain an <-inv-FO+MOD2[E]-sentence ϕeven cycles that is sat-
isfied by a finite {E}-structure A iff A is a disjoint union of directed cycles where the
number of cycles of even length is even. Thus, for every ` ∈ N>1 we have: A` |= ϕeven cycles
and B` 6|= ϕeven cycles. We modify the formula ϕeven cycles in such a way that we obtain an
<-inv-FO+MOD2[σΣ]-formula ψ(x) which, when evaluated in the σΣ-structure w` repre-
senting the word w` with x interpreted as the position a` or b` simulates ϕeven cycles evalu-
ated on A` or B`, respectively. To this end, we let ψ(x) be a formula stating that each of
the following is satisfied:
• There is a unique position x′ 6= x that carries the letter 1 such that the position
directly to the right of x′ carries the letter 0.
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1 · · · 1 1
x
0 · · · 0 1 · · · 1 0 · · · 0
1 · · · 1 0 · · · 0 1 · · · 1 1
x
0 · · · 0
Figure 3.5.2: A word structure w` with x = a` (top) and x = b` (bottom). The formula ψ(x)
simulates ϕeven cycles on the structure where the dashed edges are added and
the light nodes and edges are removed.
• There is a unique position y of in-degree 0, and this position carries the letter 1.
Furthermore, there is a unique position y′ that carries the letter 1, such that the
position directly to the left of y′ carries the letter 0.
• The formula ϕ′ is satisfied, where ϕ′ is obtained from ϕeven cycles by relativisation of
all quantifiers to positions that carry the letter 1, and by replacing every atom of the
form E(u, v) by the formula
(
E(u, v) ∨ (u=x ∧ v=y) ∨ (u=x′ ∧ v=y′)).
Clearly, for every ` ∈ N>1 we have: w` |= ψ[a`] (since A` |= ϕeven cycles), and w` 6|= ψ[b`]
(since B` 6|= ϕeven cycles). Thus, a` ∈ qψ(w`) and b` 6∈ qψ(w`). Note that the (`−1)-spheres
of a` and b` in w` are disjoint and isomorphic. The cardinality of w` is n := 4`, and
hence `−1 = n4−1. Thus, the query defined by ψ(x) is not weakly Gaifman (n4−1)-local.
Since ϕeven cycles is order-invariant on all finite {E}-structures, the formula ψ(x) is order-
invariant on FINσΣ . Note that ψ(x) is definable in <-inv-FO+MOD2[σΣ], and hence also
in <-inv-FO+MODp[σΣ], for every multiple p of 2.
In light of Proposition 3.5.4 it is somewhat surprising that for odd numbers p, unary
queries definable in <-inv-FO+MODp are weakly Gaifman local with constant locality
radius — this is a result obtained by Niemisto¨ (see Corollary 6.37 in [Nie07]). For odd
prime powers p we can generalise this to k-ary queries definable in ARB-inv-FO+MODp,
when allowing polylogarithmic locality radius. Note that we cannot hope for a smaller
locality radius, since [AvMSS12] provides, for every d ∈ N, a unary query definable in
ARB-inv-FO[E] that is not weakly Gaifman (log n)d-local. Precisely, we will show the
following.
Theorem 3.5.5. Let C be a class of finite σ-structures. Let k ∈ N>1, let q be a k-ary query,
and let p be an odd prime power. If q is definable in ARB-inv-FO+MODp[σ] on C, then
there is a c ∈ N such that q is weakly Gaifman (log n)c-local on C.
The proof of this theorem will be given in the next subsection, as an easy consequence
of Theorem 3.5.7 below. A generalisation of Theorem 3.5.5 from odd prime powers to
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arbitrary odd numbers p would lead to new separations concerning circuit complexity
classes and can therefore be expected to be rather difficult (see Remark 3.5.14).
3.5.3 Shift locality
The following notion of shift locality generalises the notion of alternating Gaifman locality
introduced by Niemisto¨ in [Nie07]. In some sense discussed below, it unifies this notion
and the notion of weak Gaifman locality.
Definition 3.5.6 (Shift locality). Let C be a class of finite σ-structures. Let k, t ∈ N>1
with t > 2, and let f : N → N. A kt-ary query q is shift f(n)-local w.r.t. t on C if there
is an n0 ∈ N such that for every n ∈ N with n > n0 and every σ-structure A ∈ C with
|A| = n, the following is true for all k-tuples a0, . . . , at−1 ∈ Ak with NAf(n)(ai) ∼= NAf(n)(aj)
and NAf(n)(ai) ∩ NAf(n)(aj) = ∅ for all i, j ∈ [t] with i 6= j: (a0, a1 . . . , at−1) ∈ q(A) ⇐⇒
(a1, . . . , at−1, a0) ∈ q(A).
Query q is shift f(n)-local w.r.t. t if it is shift f(n)-local w.r.t. t on FINσ.
The case of k = 1 and t = 3 for a constant function f yields Niemisto¨’s notion of al-
ternating Gaifman locality [Nie07]. The query q of Proposition 3.5.4 yields an exam-
ple of an alternatingly Gaifman local query. For all even numbers p > 2, this query
q is definable by an <-inv-FO+MODp-formula ψ(x). The query defined by the formula
ϕ(x, y, z) := ψ(x) ∧ y = y ∧ z = z is an alternatingly Gaifman local query. This can be
seen directly, but it is also a consequence of the result of [Nie07] that queries which are
definable by formulae of <-inv-FO+MODp for even numbers p are alternatingly Gaifman
local. Several examples of non-shift locality will be given in Section 3.5.4. To understand
the relation between shift locality and weak Gaifman locality, consider a k-ary query q
and the 2k-ary query q˜ with q˜(A) := {a1a2 : a1 ∈ q(A), a2 ∈ Ak}. Then q is weakly Gaifman
f(n)-local iff q˜ is shift f(n)-local w.r.t. 2. The notion of shift locality helps to discuss both
kinds of locality in a uniform way.
In a technical lemma (Lemma 6.36 in [Nie07]), Niemisto¨ showed that for k = 1 and
p, t ∈ N with p, t > 2 and p and t coprime, for every t-ary query q which is definable in
<-inv-FO+MODp, there is a c ∈ N such that q is shift c-local w.r.t. t. Our next result
deals with the general case of shift locality with a non-constant locality radius and more
expressive formulae of ARB-inv-FO+MODp.
Theorem 3.5.7. Let C be a class of finite σ-structures. Let k, t ∈ N>1 with t > 2, let q be a
kt-ary query, and let p be a prime power such that p and t are coprime. If q is definable in
ARB-inv-FO+MODp[σ] on C, then there is a c ∈ N such that q is shift (log n)c-local w.r.t. t
on C.
Our proof of Theorem 3.5.7 relies on lower bounds achieved in circuit complexity. A
generalisation of Theorem 3.5.7 from prime powers to arbitrary numbers p > 2 would
lead to new separations of circuit complexity classes and can therefore be expected to be
rather difficult (see Remark 3.5.14). Before giving the proof of Theorem 3.5.7, let us first
point out that it immediately implies Theorem 3.5.5.
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Proof of Theorem 3.5.5 (using Theorem 3.5.7). Let ϕ(x) ∈ ARB-inv-FO+MODp[σ] with k
free variables x = (x1, . . . , xk), defining a k-ary query qϕ on C. Let y = (y1, . . . , yk) be k
variables different from the variables in x. Then, ψ(x, y) :=
(
ϕ(x) ∧∧16i6k yi=yi ) is an
ARB-inv-FO+MODp[σ]-formula that defines a 2k-ary query qψ. By Theorem 3.5.7, there
exists a c ∈ N such that qψ is shift (log n)c-local w.r.t. t := 2 on C. It is straightforward
to see that the shift (log n)c-locality of qψ w.r.t. t = 2 implies that the query qϕ is weakly
Gaifman (log n)c-local.
The remainder of this subsection is devoted to the proof of Theorem 3.5.7. We follow
the overall method of [AvMSS12] for the case of disjoint neighbourhoods (see [Sch13] for
an overview) and make use of the connection between ARB-inv-FO+MODp and MODp-
circuits [BIS90], along with a circuit lower bound by Smolensky [Smo87].
We assume that the reader is familiar with basic notions and results in circuit complex-
ity (cf., e.g., the textbook [AB09]). A MODp-gate outputs the value 1 iff the number of ones
at its inputs is congruent 0 modulo p. We consider Boolean MODp-circuits consisting of
AND-, OR-, and MODp-gates of unbounded fan-in, input gates, negated input gates, and
constant gates 0 and 1. More precisely, a MODp-circuit with m inputs is a directed acyclic
graph whose vertices are called gates and which satisfies the following properties:
1. Each gate without ingoing edges (called an input) is labelled with either 0, 1, wν , or
¬wν for ν ∈ [1,m].
2. Each gate with ingoing edges is labelled either by AND, by OR, or by MODp.
3. There is one distinguished gate without outgoing edges called the output gate.
Such a circuit C takes an input word w ∈ {0, 1}m and computes a value C(w) by recur-
sively computing the value of each gate. The input gates are assigned values according to
the input word w and the value of each inner gate is computed according to its label from
the values at its predecessor gates. The output C(w) is then the value computed at the
output gate of C. We say that C accepts w if C(w) = 1. Accordingly, C rejects w if C(w) = 0.
The size of a circuit is the number of gates it contains, and the depth is the length of the
longest path from any of the input gates to the output gate.
Our proof of Theorem 3.5.7 relies on Smolensky’s following circuit lower bound.
Theorem 3.5.8 (Smolensky [Smo87] (see also [Str94])). Let p be a prime power and let r
be a number which has a prime factor which is different from the prime factor of p.
There exist numbers ε, ` > 0 such that for every d ∈ N>1 there is an md ∈ N>1 such that for
every m ∈ N with m > md the following is true: No MODp-circuit of depth d and size at
most 2ε `d
√
m accepts exactly those binary words w ∈ {0, 1}m that contain a number of ones
congruent 0 modulo r.
In the literature, Smolensky’s theorem is usually stated only for primes p. Note, how-
ever, that (for each fixed k ∈ N>1) MODpk -gates can easily be simulated by MODp-circuits
of constant depth and polynomial size (cf., [Str94]), and hence Smolensky’s theorem also
holds for prime powers p, as stated in Theorem 3.5.8. It is still open whether an analogous
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result also holds for numbers p composed of more than one prime factor (see Chapter VIII
of [Str94] and Chapter 14.4 of [AB09] for discussions on this).
To establish the connection between MODp-circuits and ARB-inv-FO+MODp[σ], we
need to represent σ-structures A and K-tuples a ∈ AK (for K ∈ N) by binary words.
This is done in a straightforward way: Let σ = {R1, . . . , R|σ|} and let ri := ar(Ri) for each
i 6 |σ|. Consider a finite σ-structure A with |A| = n. Let ι be an embedding of A. For
each Ri ∈ σ we let Repι(RAi ) be the binary word of length nri whose j-th bit is 1 iff the
j-th smallest element in Ari w.r.t. the lexicographic order associated with <ι belongs to
the relation RAi . Similarly, for each component ai of a K-tuple a = (a1, . . . , aK) ∈ AK we
let Repι(ai) be the binary word of length n whose j-th bit is 1 iff ai is the j-th smallest
element of A w.r.t. <ι. Finally, we let
Repι(A, a) := Repι(RA1 ) · · · Repι(RA|σ|) Repι(a1) · · · Repι(aK)
be the binary representation of (A, a) w.r.t. ι. Note that, independently of ι, the length of




The connection between FO+MODp[σ,ARB] and MODp-circuits is obtained by the fol-
lowing result.
Theorem 3.5.9 (implicit in [BIS90] (see also [Str94])). Let σ be a finite signature, let
K ∈ N, and let p ∈ N with p > 2. For every FO+MODp[σ,ARB]-formula ϕ(x) with K
free variables there exist numbers d, s ∈ N such that for every n ∈ N>1 there is a MODp-
circuit Cn with λσK(n) inputs, depth d, and size n
s such that the following is true for all
σ-structures A with |A| = n, all a ∈ AK , and all embeddings ι of A:
Cn accepts Repι(A, a) ⇐⇒ Aι |= ϕ[a].
The proof of Theorem 3.5.7 can be outlined informally as follows. Assume that, for some
prime power p and a number twhich is coprime with p, there is anARB-inv-FO+MODp[σ]-
definable kt-ary query q which is not shift (log n)c-local w.r.t t for each c. We wish to
obtain a contradiction to Smolensky’s theorem (Theorem 3.5.8). From the defining ARB-
invariant sentence for q, we obtain a MODp-circuit-family (Cn)n∈N which accepts exactly
the binary words which are representations of structures (A, a) such that a ∈ q(A) (cf.
Theorem 3.5.9). Since q is not shift (log n)c-local w.r.t t, for each c, we obtain an infinite
family of counter examples to the shift (log n)c-locality of q. That is, for each n0 there is a
structure A on n > n0 elements which contains tuples a0, . . . , at−1 of k elements each such
that the tuples have pairwise isomorphic and disjoint (log n)c-spheres, but (a0, . . . , at−1) ∈
q(A) and (a1, . . . , at−1, a0) 6∈ q(A), i.e. Cn accepts all representations of (A, a0, . . . , at−1) and
rejects all representations of (A, a1, . . . , at−1, a0). We transform each Cn into a circuit C˜m
(cf. Lemma 3.5.10 below) of exactly the same size which accepts all binary words where
the number of ones is 0 modulo t and rejects all binary words where this number is 1
modulo t; furthermore, it does not distinguish between words with the same number of
ones modulo t. To this end, on input of a word w, the circuit C˜m simulates the circuit Cn
on the representation of a structure which is obtained from A as follows. For each position
i of w which is labelled by 1, the relations between elements at distance i and i + 1 from
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the tuple (a0, . . . , at−1) are changed in such a way that the resulting structure looks like
A where the tuple (a0, . . . , at−1) has been shifted. See Figure 3.5.3 for an example where
the structure A is a graph. This will be done in a way which ensures that C˜m accepts
w if the number of ones is 0 modulo t — in this case, the simulated structure looks like
(A, a0, . . . , at−1) and hence its representation is accepted by Cn — and that it rejects w
if the number of ones is 1 modulo t — in this case, the simulated structure looks like
(A, a1, . . . , at−1, a0) and hence it is rejected by Cn.
This construction is not yet sufficient for a contradiction to Smolenky’s theorem. For
this, we need to show (cf. Lemma 3.5.11 below) that the circuit C˜m can be transformed
into a circuit Cˆm of roughly the same size and depth which accepts exactly the binary
words with 0 ones modulo r, for some factor r > 2 of t. To this end, we show that there
exists a factor r > 2 of t such that, basically, it is possible to determine if the number of
ones in a binary word w is 0 modulo r by computing, for each j ∈ [t], whether C˜m accepts
w after replacing the first j zeros of w by ones. Having achieved all this, if we fix c and n0
appropriately in terms of Smolenky’s theorem, we obtain the desired contradiction.
We proceed with the formal proof of Theorem 3.5.7. To simplify notation, we define
a¯(0) := (a0, a1, . . . , at−1),
a¯(i) := (ai, ai+1, . . . , at−1, a0, a1, . . . , ai−1),
for all i ∈ [t] with i 6 1.
Lemma 3.5.10. Let m, k, t ∈ N>1 with t > 2. Let A be a finite σ-structure with n := |A|. For
each i ∈ [t], let ai ∈ Ak such that for all i, j ∈ [t] with i 6= j we have (NAm(ai) ∼= NAm(aj) and
NAm(ai) ∩ NAm(aj) = ∅. Let p ∈ N with p > 2. Let C be a MODp-circuit with λσkt(n) inputs
such that:
1. C accepts Repι1(A, a¯(i)) iff it accepts Repι2(A, a¯(i)), for all embeddings ι1 and ι2 of A
and for every i ∈ [t], and
2. C accepts Repι(A, a¯(0)) and rejects Repι(A, a¯(1)), for every embedding ι of A.
There exists a MODp-circuit C˜ with m inputs, such that:
(a) C˜ has the same depth and size as C,
(b) for all w,w′ ∈ {0, 1}m with |w|1 ≡ |w′|1 (mod t), C˜ accepts w iff it accepts w′, and
(c) C˜ accepts all w ∈ {0, 1}m with |w|1 ≡ 0 (mod t) and rejects all w ∈ {0, 1}m with
|w|1 ≡ 1 (mod t).
Proof. Let I ⊂ [t] be the set containing i ∈ [t] iff C accepts Repι1(A, a¯(i)) for some (i.e., due
to property (1) of C, every) embedding ι1 of A. By property (2) of C, we know that 0 ∈ I
and 1 /∈ I.
For the remainder of this proof, fix an embedding ι of A. Note that ι is also an embedding
of any other σ-structure that has the same universe as A. For every w ∈ {0, 1}m, we will
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Figure 3.5.3: Illustration of a structure A (left) and structures Aw for two different binary
words w.
define a σ-structure Aw with the same universe as A, which has the following property for
every i ∈ [t]:
If |w|1 ≡ i (mod t), then (Aw, a¯(0)) ∼= (A, a¯(i)). (3.1)
Note that if (Aw, a¯(0)) ∼= (A, a¯(i)), then there is an embedding ι1 such that Repι1(A, a¯(i)) =
Repι(Aw, a¯
(0)). Thus, due to property (1), C accepts Repι(Aw, a¯(0)) iff it accepts Repι(A, a¯(i)).
The circuit C˜ will be constructed so that on input w ∈ {0, 1}m it does the same as circuit
C does on input Repι(Aw, a¯(0)). Thus, the following will be true for every w ∈ {0, 1}m and
the particular number i ∈ [t] such that |w|1 ≡ i (mod t):
C˜ accepts w ⇐⇒ C accepts Repι(Aw, a¯(0)) ⇐⇒ C accepts Repι(A, a¯(i)) ⇐⇒ i ∈ I.
This immediately implies that C˜ satisfies property (b); and since 0 ∈ I and 1 /∈ I, the
circuit C˜ also satisfies property (c).
Definition of Aw: For each j ∈ [t], we partition NAm(aj) into shells Sν(aj) := {x ∈ A :
distA(x, aj) = ν}, for all ν ∈ {0, . . . ,m}. We write Sν for the set Sν(a0) ∪ · · · ∪ Sν(at−1). For
each j ∈ [t] let pij be an isomorphism fromNAm(aj) toNAm(a(j+1 rem t)). Note that pij(Sν(aj)) =
Sν(a(j+1 rem t)) for each j ∈ [t] and each ν 6 m.
For a binary word w = w1 · · ·wm ∈ {0, 1}m the structure Aw has the same universe as
A. For each R ∈ σ of arity r, the relation RAw is obtained from RA as follows: We start
with RAw := ∅, and then for each tuple c ∈ RA we insert the tuple cw into RAw , where cw is
defined as follows:
(i) If c /∈ (Sν−1 ∪ Sν)r for any ν 6 m, or c ∈ Srν for some ν 6 m, then cw := c.
(ii) Otherwise, if c ∈ (Sν−1 ∪ Sν)r for some ν 6 m, then note that (since c ∈ RA), there is
a unique j ∈ [t] such that c ∈ (Sν−1(aj) ∪ Sν(aj))r (since NAm(aj) ∩NAm(aj′) = ∅, for all
j, j′ ∈ [t] with j 6= j′). To keep the notation simple, assume that c = (cν−1, cν), where
all elements of cν−1 belong to Sν−1(aj) and all elements of cν belong to Sν(aj). We
define cw depending on the ν-th bit wν of w: If wν = 0, then cw := c. If wν = 1, then
cw := (cν−1, pij(cν)).
Note that for every ν ∈ [1,m] with wν = 1, this construction enforces that the role that
was formerly played by shell Sν(aj) is afterwards played by shell Sν(a(j+1 rem t)); see Fig-
ure 3.5.3 for an illustration. This shows that Aw satisfies the property (3.1). A more
precise argument will be given at the end of the proof.
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Construction of C˜: On input of w ∈ {0, 1}m the circuit C˜ will simulate circuit C on input
Repι(Aw, a¯
(0)). We construct C˜ in a way which mirrors the construction of Aw. To this
end, all inputs of C corresponding, in Repι(A, a¯(0)), to tuples in relations of A that are
unchanged by the construction of Aw (i.e. tuples to which case (i) of the definition of Aw
applies) are fixed to constant values. Inputs of C corresponding to tuples to which case
(ii) of the definition of Aw applies (i.e. tuples c ∈ (Sν−1 ∪ Sν)r for some ν 6 m) are changed
according to the ν-th bit in the input w of C˜ in a way that mirrors case (ii).
More precisely, for each relation symbol R ∈ σ of arity r and each tuple c ∈ RA, we
proceed as follows. Let g and ¬g be the non-negated and the negated input gate of C that
correspond to the bit b in Repι(A, a¯(0)) which represents the information whether c belongs
to RA.
(i) If c /∈ (Sν−1 ∪ Sν)r for all ν 6 m, or c ∈ Srν for some ν 6 m, the gate g is replaced by
the constant gate 1, and the negated input gate ¬g is replaced by the constant gate
0.
(ii) Otherwise, if c ∈ (Sν−1(aj) ∪ Sν(aj))r for some ν 6 m and j ∈ [t], assume, for simplic-
ity, that c := (cν−1, cν), where all elements of cν−1 belong to Sν−1(aj) and all elements
of cν belong to Sν(aj). Let g′ and ¬g′ be the non-negated and the negated input gate of
C that correspond to the bit b′ in Repι(A, a(0)) representing the information whether
(cν−1, pij(cν)) belongs to RA.
• We replace gate g by the new input gate ¬wν , and gate g′ by the input gate wν .
• Accordingly, the negated input gates ¬g and ¬g′ are replaced by the input gates
wν and ¬wν .
Afterwards, we consider all non-negated input gates g ofC that have not yet been replaced,
and we let b be the bit of Repι(A, a¯(0)) that is inserted at input gate g. We replace g by
the constant gate 1 if b = 1, and by the constant gate 0 if b = 0. Accordingly, the negated
input gate ¬g is replaced by 0 if b = 1, and by 1 if b = 0.
It is easy to see that the resulting circuit C˜ does the same on input w ∈ {0, 1}m as circuit
C does on input Repι(Aw, a¯(0)). Furthermore, C˜ obviously has the same depth as C, and
the size of C˜ is smaller than or equal to the size of C.
To finish the proof of Lemma 3.5.10, it remains to show that Aw satisfies the property
(3.1). For each ν 6 m, we let iν := |w1 . . . wν |1 rem t. In particular, i0 = 0. For each map
f and each subset X of its domain, we let f X denote the restriction of f to X. By idX
we denote the identity map on a set X. For each ν 6 m, we let idν := idSAwν (a¯(0)). Here we
have extended our notation for shells which was defined above with respect to A to Aw. We
write g◦f for the composition of maps f : X → Y and g : Y → Z. Recall the maps pi1, . . . , pit
from the definition of Aw and observe that, since these maps have disjoint domains and
images, their union pi is a well-defined map, and that this map is an isomorphism from
NAm(a¯(i)) to NAm(a¯(i+1 rem t)), for each i ∈ [t]. For each ν 6 m, we let γν := pi NAν (a¯(0)) (which
is the same as pi NAν (a¯(i)), for each i ∈ [t]).
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By induction on ν 6 m, we prove that NAwν (a¯(0)) = NAν (a¯(iν)) and that there exists a map
ρν such that
ρν : NAwν (a¯(0)) ∼= NAν (a¯(iν)). (3.2)
For ν = 0, we let ρ0 := id0. If 1 6 ν 6 m, we let
ρν :=
{
ρν−1 ∪ idν if wν = 0,
(γν−1 ◦ ρν−1) ∪ idν if wν = 1.
Before we show that ρν satisfies (3.2), for each ν 6 m, we show how to obtain the
isomorphism ρ from (Aw, a¯(0)) to (A, a¯(im)) required by (3.1) if ρν satisfies (3.2). We let ρ :=
ρm∪ idA\NAwm (a¯(0)), which is a bijection since ρm is a bijection from NAwm (a¯(0)) to NAm(a¯(im)) =
NAwm (a¯
(0)). According to (3.2), the restriction of ρ to NAwm (a¯(0)) is an isomorphism. The
restriction of ρ to A \NAwm (a¯(0)) is an isomorphism since the definition of Aw (according to
its case (i)) includes a tuple of elements which all have distance greater than m to a¯(0) in
a relation of Aw iff it is included in the corresponding relation of A. To verify that ρ is an
isomorphism from (Aw, a¯(0)) to (A, a¯(im)), it suffices to show that it preserves the relations
between elements from SAwm and S
Aw
m+1. This follows since, restricted to S
Aw
m ∪ SAwm+1, the
map ρ is the identity.
Now we prove the construction of ρν correct. For ν = 0, we have i0 = 0 and from the
construction of Aw, we see that NAw0 (a¯(0)) = NA0 (a¯(0)). Hence, id0 : NAwν (a¯(0)) ∼= NAν (a¯(iν)).
Suppose now that ν > 1. First, we consider the case that wν = 0 and hence iν = iν−1.
By induction, NAwν−1(a¯
(0)) = NAν−1(a¯(iν)) and ρν−1 : NAwν−1(a¯(0)) ∼= NAν−1(a¯(iν)). If wν = 0,
case (ii) of the definition of Aw includes a tuple c¯ with elements from SAwν−1 ∪ SAwν in a
relation of Aw iff it is included in the corresponding relation in A. Hence, we obtain
NAwν (a¯
(0)) = NAν (a¯
(iν)). By definition of ρν for wν = 0, we have ρν NAwν−1(a¯(0)) = ρν−1 and
hence ρν  SAwν−1(a¯(0)) = idν−1. Since also ρν  SAwν (a¯(0)) = idν , we obtain ρν : NAwν (a¯(0)) ∼=
NAν (a¯(iν)).
Now consider the case that wν = 1 and hence iν ≡ iν−1 + 1 (mod t). Since, by induction,
(3.2) holds for ν − 1, we can actually apply γν−1 after ρν−1, and hence ρν is a well-defined
bijection of NAwν (a¯(0)) and NAν (a¯(iν)). Furthermore, we have ρν−1(a¯j) = a¯(j+iν−1 rem t), for
each j ∈ [t]. Since γν−1 is an isomorphism from NAν−1(a¯(iν−1)) to NAν−1(a¯(iν)), we have
γν−1(a¯(j+iν−1 rem t)) = a¯(j+iν rem t). Altogether, we obtain that ρν maps each element of the
tuple a¯(0) to the element in the same position of the tuple a¯(iν), as required. In order to
show that (3.2) holds for ν, it remains to show for each relation R ∈ σ of arity r and each
tuple c ∈ Ar that c ∈ RAw iff ρν(c) ∈ RA. If c contains only elements from NAwν−1(a¯(0)), this
follows since γν−1 ◦ ρν−1 is an isomorphism. It remains to consider tuples c containing
elements from SAwν (a¯(0)). That is, c ∈ (SAwν−1 ∪ SAwν )r. As in the definition of Aw, we assume
for notational simplicity that c = (cν−1, cν) where the elements of cν−1 and cν belong to
SAwν−1 and S
Aw
ν , respectively. Here, cν−1 could be the empty tuple. By case (ii) of the defini-
tion of Aw, we see that c ∈ RAw iff (cν−1, pi−1(cν)) ∈ RA. Since pi is, in particular, a partial
isomorphism from A to A which is defined on all elements of (cν−1, pi−1(cν)), the previous
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statement holds iff pi((cν−1, pi−1(cν))) = (pi(cν−1), cν) ∈ RA. Since, as an isomorphism, pi
preserves distances, the elements of pi(cν−1) belong to SAν−1(a¯(i)), for each i ∈ [t]. Since
ρν−1  SAwν−1(a¯(0)) = idν−1 and ρν  SAwν (a¯(0)) = idν , we have pi(cν−1) = γν−1(ρν−1(cν−1)) =
ρν(cν−1) and cν = ρν(cν). Hence, (pi(cν−1), cν) = (ρν(cν−1), ρν(cν)) = ρν(c) and we are
done.
For the proof of Theorem 3.5.7, we want to convert the circuit C˜ of the previous lemma,
without increasing its size too much, to a circuit which accepts exactly the binary words
that contain a number of ones which is divisible by r, where r > 2 is some factor of the
number t from the previous lemma.
Lemma 3.5.11. Letm, d,M, t, p ∈ N>1 withm > 9 and p, t > 2 such that p and t are coprime.
Let C˜ be a MODp-circuit of depth d and size M which has the property that for all words
w,w′ ∈ {0, 1}m with |w|1 ≡ |w′|1 (mod t), it accepts w iff it accepts w′. Furthermore, let C˜
accept all w ∈ {0, 1}m with |w|1 ≡ 0 (mod t), and reject all w ∈ {0, 1}m with |w|1 ≡ 1 (mod t).
There is a MODp-circuit Cˆ of depth (d+6) and size (tM+2mt) which, for some factor
r > 2 of t, accepts exactly those binary words w ∈ {0, 1}m where |w|1 ≡ 0 (mod r).
Proof. We let b = b0b1 · · · bt−1 be the binary word of length t where, for every j ∈ [t] we
have bj = 1 iff C˜ accepts binary words w ∈ {0, 1}m with |w|1 ≡ j (mod t).
For a binary word w ∈ {0, 1}m with |w|0 > t−1, we let pattern(w) = a0a1 · · · at−1 ∈ {0, 1}t
with aj = 1 iff C˜ accepts the binary word obtained from w by replacing the first j zeros
with ones. Note that if |w|1 ≡ i (mod t), then pattern(w) = bibi+1 · · · bt−1b0 · · · bi−1.
Claim 3.5.12. There is a factor r > 2 of t such that for all w ∈ {0, 1}m with |w|0 > t−1 we
have: pattern(w) = b ⇐⇒ |w|1 ≡ 0 (mod r).
Proof. Obviously, pattern(w) = b is true for all w ∈ {0, 1}m with |w|0 > t − 1 and |w|1 ≡
0 (mod t). In case that for all w ∈ {0, 1}m with |w|0 > t− 1 we have
pattern(w) = b ⇐⇒ |w|1 ≡ 0 (mod t),
we are done by choosing r := t.
In case that there is a w ∈ {0, 1}m with |w|0 > t−1, pattern(w) = b, and |w|1 ≡ i (mod t) for
an i ∈ [1, t−1], we know that b0b1 · · · bt−1 = bibi+1 · · · bt−1b0 · · · bi−1. Thus, for x := b0 · · · bi−1
and y := bi · · · bt−1 we have b = xy = yx, and x, y ∈ {0, 1}+.
A basic result in word combinatorics (see Proposition 1.3.2 in [Lot84]) states that two
words x, y ∈ {0, 1}+ commute (i.e., xy = yx) iff they are powers of the same word (i.e.,
there is a z ∈ {0, 1}+ and ν, µ ∈ N>1 such that x = zν and y = zµ). We choose z ∈ {0, 1}+ of
minimal length such that b = zs for some s ∈ N. Clearly, |z| > 2, since by assumption we
have b0b1 = 10.
Since z is of minimal length, it is straightforward to see that for every w ∈ {0, 1}m with
|w|0 > t−1 we have: pattern(w) = zs ⇐⇒ |w|1 ≡ 0 (mod |z|).
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We choose r according to the claim. Obviously, the following is true for every w ∈ {0, 1}m:
|w|1 ≡ 0 (mod r) ⇐⇒
{
(1) |w|0 > t−1 and pattern(w) = b, or
(2) there is j ∈ [t−1] with m−j ≡ 0 (mod r) such that |w|0 = j.
To complete the proof of Lemma 3.5.11, it therefore suffices to construct circuits C(1) and
C(2) testing for (1) and (2), respectively, and to let Cˆ be the disjunction of C(1) and C(2).
For constructing these circuits, note the following:
• For each j 6 m, a circuit Cj of depth 2 and size 6 mj which accepts an input w ∈














Cj . In particular, C(2) has depth 2 and
size < mt.
• A circuit C>t−1 of depth 2 and size 6 mt−1 which accepts an input w ∈ {0, 1}m iff






• It is not difficult to construct, for each j ∈ [t] a circuit C(j) with 2m output gates
w
(j)
1 ,¬w(j)1 , . . . , w(j)m ,¬w(j)m , such that on input of a w ∈ {0, 1}m with |w|0 > t−1, this
circuit produces at its output gates w(j)1 , . . . , w
(j)
m the word w(j) = w
(j)
1 · · ·w(j)m obtained
















Thus, the circuit C(j) has depth 4 and size 2m(3 +mj−1) 6 8mj .
• For each j ∈ [s] let C˜(j) be the concatenation of C(j) and C˜. Note that on input of
a binary word w ∈ {0, 1}m with |w|0 > t−1, the circuit C˜(j) computes, at its output
gate, the letter aj of pattern(w) = a0 · · · at−1. Furthermore, C˜(j) has depth (4+d) and
size 6 8mj +M .










This circuit has depth (d+5) and size 6 1 + mt−1 +
∑t−1
j=0(8m
j + M) 6 tM + mt (for
m > 9).
• Finally, the circuit Cˆ is realised via C(1) ∨ C(2). Thus, Cˆ has depth (d+6) and size
6 tM + 2mt.
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We are now ready for the proof of Theorem 3.5.7.
Proof of Theorem 3.5.7. Let q be a kt-ary query defined on C by anARB-inv-FO+MODp[σ]-
formula ϕ(x0, . . . , xt−1), where xi is a k-tuple of variables, for each i ∈ [t]. By Theo-
rem 3.5.9, there exist numbers d, s ∈ N such that for every n ∈ N>1 there is a MODp-
circuit Cn with λσkt(n) inputs, depth d, and size n
s such that the following is true for all
σ-structures A ∈ C with |A| = n, all k-tuples a0, . . . , at−1 ∈ Ak, and all embeddings ι of A:
Cn accepts Repι(A, a0, . . . , at−1) ⇐⇒ Aι |= ϕ[a0, . . . , at−1] ⇐⇒ A |= ϕ[a0, . . . , at−1].
For contradiction, assume that for every c ∈ N the query q is not shift (log n)c-local w.r.t. t
on C. Thus, in particular for c := 2`(d+6) (with ` chosen as in Theorem 3.5.8), we obtain
that for all n0 ∈ N there is an n > n0, and a σ-structure A ∈ C with |A| = n, and k-tuples
a0, . . . , at−1 ∈ Ak such that for m := (log n)c = (log n)2`(d+6) we have:
• NAm(ai) ∼= NAm(aj) and NAm(ai) ∩NAm(aj) = ∅ for all i, j ∈ [t] with i 6= j, and
• A |= ϕ[a0, a1, . . . , at−1] and A 6|= ϕ[a1, . . . , at−1, a0].
We fix n ∈ N sufficiently large such that, for dˆ := (d+6) and ε and mdˆ chosen as in
Theorem 3.5.8, we have for m = (log n)c that m > 9, m > mdˆ, and nε logn > tns + 2(log n)ct.
Clearly, Cn is a MODp-circuit with λσkt(n) inputs which, for every i ∈ [t] and all em-
beddings ι1 and ι2 of A accepts Repι1(A, a¯(i)) iff it accepts Repι2(A, a¯(i)). Furthermore,
Cn accepts Repι(A, a¯(0)) and rejects Repι(A, a¯(1)), for every embedding ι of A. Thus, from
Lemma 3.5.10 we obtain a MODp-circuit C˜ on m inputs, with depth d and size ns, such
that C˜ has the property that for all words w,w′ ∈ {0, 1}m with |w|1 ≡ |w′|1 (mod t), it
accepts w iff it accepts w′. Furthermore, C˜ accepts all w ∈ {0, 1}m with |w| ≡ 0 (mod t)
and rejects all w ∈ {0, 1}m with |w| ≡ 1 (mod t). From Lemma 3.5.11, we therefore obtain a
MODp-circuit Cˆ of depth dˆ := (d+6) and size (tns+2mt) = (tns+2(log n)ct) which, for some
factor r > 2 of t, accepts exactly those binary words w ∈ {0, 1}m where |w|1 ≡ 0 (mod r).
Since p and t are coprime by assumption, and r > 2 is a factor of t, we know that r
has a prime factor different from p’s prime factor. Thus, from Theorem 3.5.8 (for ε, `,mdˆ
chosen as in Theorem 3.5.8, and for m > mdˆ) we know that the size (tns + 2(log n)ct) of
Cˆ must be bigger than 2ε `dˆ
√
m. However, we chose m = (log n)c = (log n)2`dˆ, and hence
2ε
`dˆ√m = 2ε·(logn)2 = nε·logn > tns + 2(log n)ct for all sufficiently large n — a contradiction!
Thus, the proof of Theorem 3.5.7 is complete.
3.5.4 Applications
In the same way as Gaifman locality (cf., e.g., [Lib04]), also shift locality can be used for
showing that certain queries are not expressible in particular logics. The first example
query we consider here is the reachability query reach which associates, with every finite
directed graph A = (A,EA), the relation
reach(A) := {(a, b) : A contains a directed path from node a to node b}.
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Proposition 3.5.13. Let σ = {E} consist of a binary relation symbol E. Let p, t ∈ N with
p, t > 2 be such that every t-ary query q definable in ARB-inv-FO+MODp[σ] is shift fq(n)-
local w.r.t. t, for a function fq : N → N where fq(n) 6 ( n2t−12) for all sufficiently large n.
Then, the reachability query is not definable in ARB-inv-FO+MODp[σ].
Proof. Assume, for contradiction, that reach is definable by an ARB-inv-FO+MODp[σ]-
formula %(x, y). Then, ψ(x0, . . . , xt−1) := %(x0, x1) ∧ %(x1, x2) ∧ · · · ∧ %(xt−2, xt−1) is
an ARB-inv-FO+MODp[σ]-formula expressing in a finite directed graph A, that there is a
directed path from node xi to node xi+1, for every i ∈ [t−1]. Let q be the t-ary query defined
by ψ(x0, . . . , xt−1). By assumption, this query is shift fq(n)-local w.r.t. t, for a function fq
with fq(n) 6 n2t−12 for all sufficiently large n.
Now, consider for each ` ∈ N>1 the graph A` consisting of a single directed path v1 →
v2 → · · · → vt(2`+1) on t·(2`+1) nodes. For each i ∈ [t] let ai := vi(2`+1)+(`+1). Then, the `-
spheres of the ai, for i ∈ [t], are pairwise disjoint and isomorphic. The cardinality of A` is
n := t·(2`+1), and thus ` = n2t−12 > fq(n). Since q is shift fq(n)-local w.r.t. t, we obtain that
A` |= ψ[a0, a1, . . . , at−1] ⇐⇒ A` |= ψ[a1, . . . , at−1, a0]. But in A` there is a directed path
from ai to ai+1 for every i ∈ [t−1], but there is no directed path from at−1 to a0. According
to the choice of ψ, we have that A` |= ψ[a0, a1, . . . , at−1] but A` 6|= ψ[a1, . . . , at−1, a0] — a
contradiction!
As an immediate consequence of Proposition 3.5.13 and Theorem 3.5.7 we obtain (the
known fact) that the reachability query is not definable in ARB-inv-FO+MODp[E], for
any prime power p. Proposition 3.5.13 also shows why it can be expected to be difficult to
generalise Theorem 3.5.5 and Theorem 3.5.7 from prime powers p to arbitrary numbers
p > 2.
Remark 3.5.14. Assume, we could generalise Theorem 3.5.7 from prime powers p to ar-
bitrary numbers p > 2. By Proposition 3.5.13, we would then obtain that the reachability
query is not definable in ARB-inv-FO+MODp[E], for any p ∈ N with p > 2. The “opposite
direction” of Theorem 3.5.9, obtained in [BIS90], would then tell us that the reachability
query is not computable in ACC0. Here, ACC0 =
⋃
p>2 AC
0[p], where AC0[p] is the class
of all problems computable by a family of constant depth, polynomial size MODp-circuits.
Since the reachability query can be computed in nondeterministic logarithmic space, we
would thus obtain that NLOGSPACE 6⊆ ACC0. This would constitute a major breakthrough
in computational complexity: The current state-of-the-art (see [Wil11] for a recent survey)
states that NEXP 6⊆ ACC0, but does not know a problem in P that provably does not belong
to ACC0.
Similarly, a generalisation of Theorem 3.5.5 to all odd numbers p would imply that the
reachability query is not definable in AC0[p], for any odd number p. Also this is currently
not known.
The fact that FO-definable queries are Gaifman local simplifies and unifies many non-
expressbility results for FO. In fact, to someone acquainted with Gaifman locality, the
proof of a non-expressibility result by a locality argument can often be communicated in
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a simple visual way, while the complicated combinatorial arguments in game based non-
expressibility results are hidden within the proof of Gaifman locality for FO. We give some
further examples of well-known queries which have already been used in a similar context
in the literature on locality and we show that shift locality can also be used to obtain non-
expressibility of these queries in ARB-inv-FO+MODp[E], for prime powers p. For none of
these examples, the fact that they are not expressible in ARB-inv-FO+MODp[E], for any
prime power p, is new. That is, all examples could be proved directly using Smolensky’s
theorem. But we believe that they show that the notion of shift locality serves a similar
purpose as Gaifman locality. That is, the locality argument simplifies and unifies the
proofs, i.e. all details of the necessary reductions are done in Theorem 3.5.7.
Using similar constructions as in the proof of Proposition 3.5.13, we show that none of
the following queries is definable in ARB-inv-FO+MODp[E], for any prime power p:
• cycle(A) := {a ∈ A : a is a node that lies on a cycle of the graph A},
• triangle-reach(A) := {a ∈ A : a is reachable from a triangle in the graph A},
• same-distance(A) := {(a, b, c) ∈ A3 : distA(a, c) = distA(b, c)}.
In the literature, variants of these queries have previously served as examples of queries
which are not Gaifman local. In the proofs below, we will use the following notion. Given
a directed graph A = (A,EA) and an edge e = (u, v) ∈ EA, the `-fold subdivision of (u, v)
replaces the edge (u, v) by a path u → ue,1 → · · · → ue,` → v, where ue,1, . . . , ue,` /∈ A
are new nodes introduced for subdividing e. This notion extends naturally to edge sets
instead of single edges: The `-fold subdivision of a set E of directed edges is obtained by
replacing each edge (u, v) ∈ E by a path u→ ue,1 → · · · → ue,` → v, where ue,1, . . . , ue,` are
new nodes introduced for subdividing the edge e.
Proposition 3.5.15.
For any prime power p, the cycle query is not definable in ARB-inv-FO+MODp[E].
Proof. Let t ∈ N with t > 2 such that t and p are coprime (e.g., t = 2 if p is odd, and
t = 3 if p is even). Assume, for contradiction, that the cycle query is definable by an
ARB-inv-FO+MODp[E]-formula %(x). Let x0, . . . , xt−1 be first-order variables that do not
occur in %(x) and let




Let q be the t-ary query defined by ψ(x0, . . . , xt−1). By Theorem 3.5.7, the query q is shift
(log n)c-local, for some c ∈ N.
u0 u1 v1 v2 . . .
Let A0 be a directed graph which is a disjoint union of a di-
rected cycle u0 → u1 → u0 and a directed path v0 → v1 → · · · → vt.
a0 a1 at−1
For each ` ∈ N>1, let A` be obtained by the `-fold subdivision
of the edge set of A0. In particular, A` has cardinality n` =
t+3+(t+2)`. Let a0 := u0, and for each i ∈ [1, t−1], let ai := vi. For
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sufficiently large values of `, the (log n`)c-spheres of the nodes a0, . . . , at−1 in A` are pair-
wise disjoint and isomorphic, each of them being isomorphic to a directed path of length
2(log n`)
c+1 with node ai in the middle.
Since q is shift (log n)c-local w.r.t. t, we obtain for all sufficiently large ` that
A` |= ψ[a0, a1, . . . , at−1] ⇐⇒ A` |= ψ[a1, . . . , at−1, a0].
However, a0 ∈ cycle(A`), because a0 lies on a cycle, and a1 /∈ cycle(A`), because a1 does
not lie on a cycle. That is, A` |= %[a0] and A` 6|= %[a1]. Thus, according to the choice of the
formula ψ, we have that A` |= ψ[a0, a1, . . . , at−1], but A` 6|= ψ[a1, . . . , at−1, a0], which is a
contradiction.
Proposition 3.5.16.
For any prime power p, the triangle-reach query is not definable inARB-inv-FO+MODp[E].
Proof. Let t ∈ N with t > 2 such that t and p are coprime. Assume, for contradiction,
that the triangle-reach query is definable by an ARB-inv-FO+MODp[E]-formula %(x). Let
x0, . . . , xt−1 be first-order variables that do not occur in %(x) and let




Let q be the t-ary query defined by ψ(x0, . . . , xt−1). By Theorem 3.5.7, the query q is shift
(log n)c-local, for some c ∈ N.
v0 v1 vt
Let A0 be the graph consisting of the directed path v0 →
· · · → vt, the directed triangle vt → vt+1 → vt+2 → vt, and the
directed path vt+2 → vt+3 → vt+4.
a0 at−2 at−1
For each ` ∈ N>1, let A` be obtained by the `-fold subdivision
of all but the triangle’s edges of A0. In particular, A` has car-
dinality n` = t+5 + (t+2)`. For each i ∈ [t−1], let ai := vi+1,
and let at−1 := vt+3. For sufficiently large values of `, the (log n`)c-spheres of the nodes
a0, . . . , at−1 in A` are pairwise disjoint and isomorphic, each of them being isomorphic to a
directed path of length 2(log n`)c+1 with node ai in the middle.
Since q is shift (log n)c-local w.r.t. t, we obtain for all sufficiently large ` that
A` |= ψ[a0, a1, . . . , at−1] ⇐⇒ A` |= ψ[a1, . . . , at−1, a0].
However, at−1 ∈ triangle-reach(A`), because at−1 is reachable from the triangle, and a0 /∈
triangle-reach(A`), because there is no directed path from any node of the triangle to a0.
That is, A` |= %[at−1] and A` 6|= %[a0]. Thus, due to the choice of the formula ψ, we have
that A` |= ψ[a0, a1, . . . , at−1], but A` 6|= ψ[a1, . . . , at−1, a0], which is a contradiction.
Proposition 3.5.17.
For any prime power p, the same-distance query is not definable inARB-inv-FO+MODp[E].
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Proof. Let t ∈ N with t > 3 such that t and p are coprime. Assume, for contradiction, that
the same-distance query is definable by an ARB-inv-FO+MODp[E]-formula %(x, y, z).
Let x0, . . . , xt−1 be first-order variables that do not occur in %(x, y, z) and let




Let q be the t-ary query defined by ψ(x0, . . . , xt−1). By Theorem 3.5.7, the query q is shift




Let A0 be the graph consisting of the edges u → vi for each
i ∈ [t−1], and a directed path u→ vt−1 → vt.
For each ` ∈ N>1, let A` be the graph obtained by the `-fold
subdivision of the edges u→ vi in A0, for each i ∈ [t].
a0 at−3 at−2 at−1
In particular, A` has cardinality n` = t+2 + t`. For each i ∈ [t−1]
let ai := vi, and let at−1 := vt. For sufficiently large values of `,
the (log n`)c-spheres of nodes the a0, . . . , at−1 in A` are pairwise
disjoint and isomorphic, each of them being isomorphic to a di-
rected path of length (log n`)c+1 with ai at the end of the path.
Since q is shift (log n)c-local w.r.t. t, we obtain for all sufficiently large ` that
A` |= ψ[a0, a1, . . . , at−1] ⇐⇒ A` |= ψ[a1, . . . , at−1, a0].
However, (at−3, at−2, at−1) ∈ same-distance(A`), because at−3 and at−2 both have distance
2(`+1)+1 to at−1 in A`, and (at−2, at−1, a0) /∈ same-distance(A`), because at−2 has distance
2(`+1) to a0, but at−1 has distance 2(`+1)+1 to a0. That is, A` |= %[at−3, at−2, at−1] and
A` 6|= %[at−2, at−1, a0]. Thus, due to the choice of the formula ψ, we have that A` |=
ψ[a0, a1, . . . , at−1], but A` 6|= ψ[a1, . . . , at−1, a0], which is a contradiction.
3.6 Hanf locality and locality on words
For giving the precise definition of Hanf locality, we need the following notation: As in
[Lib04], for σ-structures A and B, for k-tuples a ∈ Ak and b ∈ Bk, and for an r ∈ N, we
write (A, a)r(B, b) (or simply A r B in case that k=0) if there is a bijection β : A → B
such that NAr (ac) ∼= NBr (bβ(c)) is true for every c ∈ A.
Definition 3.6.1 (Hanf locality). Let C be a class of finite σ-structures, k ∈ N, and f : N→
N.
A k-ary query q is Hanf f(n)-local on C if there is an n0 ∈ N such that for every n ∈ N
with n > n0 and all σ-structures A,B ∈ C with |A| = |B| = n, the following is true for all
k-tuples a ∈ Ak and b ∈ Bk with (A, a)f(n) (B, b): a ∈ q(A) ⇐⇒ b ∈ q(B).
The query q is called Hanf f(n)-local if it is Hanf f(n)-local on the class of all finite σ-
structures.
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Consider a 0-ary query which maps a structure, containing a unary relation P , to the
relation containing only the empty tuple if the number of elements contained in P is
even, and to the empty set, otherwise. This is an example of a Hanf 0-local query. The
0-ary query which maps a graph to the relation containing only the empty tuple if it is
connected, and to the empty set otherwise, is an example of a query which is not Hanf
f(n)-local for any sublinear function f .
Hanf locality is an even stronger locality notion than Gaifman locality:
Theorem 3.6.2 (Hella, Libkin, Nurmonen [HLN99]). Let C be a class of finite σ-structures
and let f : N→ N. Let k ∈ N>1 and let q be a k-ary query. If q is Hanf f(n)-local on C, then
q is Gaifman (3f(n)+1)-local on C.
It is well-known that queries definable in FO or FO+MODp (for any p > 2) are Hanf local
with a constant locality radius [FSV95, HLN99]. For order-invariant or ARB-invariant
FO it is still open whether they are Hanf local with respect to any sublinear locality
radius. As an immediate consequence of Proposition 3.5.2 and Theorem 3.6.2 one obtains
for every p ∈ N with p > 2 that order-invariant FO+MODp is not Hanf local with respect
to any sublinear locality radius.
Recall that an ARB-inv-FO+MODp[σΣ]-sentence ϕ defines the language Lϕ := {w ∈
Σ+ : w |= ϕ}. Furthermore, a language L ⊆ Σ+ corresponds to a 0-ary query qL on Σ+
defined, for each w ∈ Σ+, via
qL(w) :=
{ {()} if w ∈ L
∅ if w 6∈ L,
where () denotes the empty tuple. A language L ⊆ Σ+ is called Hanf f(n)-local iff the 0-
ary query qL is Hanf f(n)-local on Σ+, i.e., there is an n0 ∈ N such that for every n ∈ Nwith
n > n0 and all words u, v ∈ Σ+ of length n with Su f(n) v, we have: u ∈ L ⇐⇒ v ∈ L.
For the restricted case of word structures, Benedikt and Segoufin [BS09b] have shown
that on Σ+ order-invariant FO has the same expressive power as FO and thus is Hanf
local with constant locality radius (in fact, [BS09b] obtains the same result also for finite
labelled ranked trees). In [AvMSS12] it was shown that every query definable in ARB-
invariant FO on Σ+ is Hanf local with polylogarithmic locality radius, and that in the
worst case the locality radius can indeed be of polylogarithmic size. As an immediate
consequence of Proposition 3.5.4 and Theorem 3.6.2 we obtain that for Σ := {0, 1} there is
a unary query q that is not Hanf (n−812 )-local on Σ
+, but definable in <-inv-FO+MODp[σΣ]
for every even number p > 2.
From this observation, we can also obtain an example of a language which is not Hanf
(n−812 )-local on words over an extended alphabet. The existence of this language can be
obtained using a general principle which allows to convert a k-ary query q over words to
a 0-ary query, i.e. a language Aq over words over an extended alphabet. The language
Aq inherits the relevant definability and locality properties for our purposes from the
query q. This principle is stated in Lemma 3.6.9 below, since we will need it for the proof
of Theorem 3.6.5 below. Using this approach here, however, it becomes rather hard to
describe the shape of the language which is not Hanf (n−812 )-local concretely. To this end,
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we show directly how this language can be obtained by simple modification of the proof of





over the alphabet Σ := {0, 1, 2}. Note that the definitions of Lleft and Lright are very
similar, the only difference being the position of the unique 2 occurring in words from Lleft
and Lright. We define
Leven := {w ∈ Lright : |w|1 (mod 2) ≡ 0}
Lodd := {w ∈ Lleft : |w|1 (mod 2) ≡ 1}
Proposition 3.6.3. Let L := Leven ∪ Lodd.
1. The language L is not Hanf (n−18 )-local.
2. L is definable by a sentence ϕ in <-inv-FO+MODp[σΣ], for every even number p > 2.
Proof. Ad 1: For every ` ∈ N>1 let
u` := 1
` 1`20` 0`1` 1`0` 0` = x y1 y2 y3 z,
v` := 1
` 1`0` 0`1` 1`20` 0` = x y3 y2 y1 z,
for x := 1`, y1 := 1`20`, y2 := 0`1`, y3 := 1`0`, z := 0`.
It is not difficult to see that u` ` v`: the bijection β, for which
N u`` (c) ∼= N v`` (β(c)) for every c ∈ [|u`|],
can be chosen as follows. It maps each position of
• x in u` onto the according position of x in v`,
• ys (for s ∈ {1, 2, 3}) in u` onto the according position of ys in v`,
• z in u` onto the according position of z in v`.
It is straightforward to verify that this bijection β indeed witnesses that u` ` v`. Fur-
thermore, v` ∈ L and u` 6∈ L. The length of u` and v` is n := 8`+1, thus ` = n−18 . Hence,
the language L is not Hanf (n−18 )-local. This completes the proof of (a).
Ad 2: First, note that the language
M := Lleft ∪ Lright
can be defined by an FO[σΣ]-sentence ϕM which states the following:
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• The first position of the word carries the letter 1. The last position of the word
carries the letter 0.
• For each position x that carries the letter 1, the position directly to the right of x
carries one of the letters 0, 1, 2. Furthermore, there is exactly one position x that
carries the letter 1, such that the position directly to the right of x carries the letter
0. And there is exactly one position x that carries the letter 1, such that the position
directly to the right of x carries the letter 2.
• For each position y that carries the letter 0, the position directly to the right of y
carries one of the letters 0, 1. Furthermore, there is exactly one position y that
carries the letter 0, such that the position directly to the right of y carries the letter
1.
• There is exactly one position z that carries the letter 2. The position directly to the
right of z carries the letter 0.
From Example 3.4.1 we obtain an <-inv-FO+MOD2[E]-sentence ϕeven cycles that is sat-
isfied by a finite {E}-structure A iff A is a disjoint union of directed cycles where the
number of cycles of even length is even. We choose
ϕ := ϕM ∧ ϕ′,
where ϕ′ is the formula obtained from ϕeven cycles by relativisation of all quantifiers to the
positions that carry the letters 1 or 2, and by replacing every atom of the form E(µ, ν) (for
first-order variables µ and ν) by a formula stating that
• E(µ, ν) is true, or
• position µ carries the letter 2, and ν is the leftmost position of the word, or
• the positions µ and ν both carry the letter 1, and the positions directly to the right
of µ and directly to the left of ν both carry the letter 0.
Clearly, the obtained formula is order-invariant on the class of all finite σΣ-structures,
since the formula ϕeven cycles is order-invariant on the class of all finite {E}-structures.




′ , the formula ϕ′ simulates the evaluation of the formula ϕeven cycles in a graph
that consists of the disjoint union of two cycles of lengths i+1 and i′; and hence ϕ′ is
satisfied iff i+1 and i′ are either both even or both odd — and this is equivalent to the
statement that |w|1 = i+i′ is odd. Similarly, when evaluated in a word w ∈ Lright of the
form 1i0j1i′20j′ , the formula ϕ′ simulates the evaluation of the formula ϕeven cycles in a
graph that consists of a single cycle of length i+i′+1; and hence ϕ′ is satisfied iff i+i′+1 is
odd, i.e., |w|1 = i+i′ is even.
In summary, we obtain that ϕ is an <-inv-FO+MOD2[σΣ]-sentence that defines the lan-
guage L. Since modulo 2 counting quantifiers can be simulated by modulo p counting
quantifiers, for every even number p > 2, the proof of (b) is complete.
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Remark 3.6.4. Benedikt and Segoufin [BS09b] conjectured that order-invariant FO+MOD
(i.e. formulae with arbitrary modulo-counting quantifiers) has the same expressive power
as FO+MOD on trees. The previous proposition shows that, for even numbers p > 2, there
exist order-invariant FO+MODp-definable languages which are not FO+MOD-definable,
since FO+MOD is Hanf local. This refutes the conjecture even for words instead of trees.
From Niemisto¨’s Corollary 7.25 in [Nie07] it follows that for odd numbers p, order-
invariant FO+MODp[σΣ] on Σ+ has the same expressive power as FO+MODPFC(p)[σΣ],
where PFC(p) is the set of all numbers whose prime factors are prime factors of p, and
by FO+MODPFC(p) we denote first-order logic with modulo m counting quantifiers for all
m ∈ PFC(p).
The present section’s main result shows that for odd prime powers p, the Hanf local-
ity result of [AvMSS12] can be generalised from ARB-invariant FO to ARB-invariant
FO+MODp on Σ+:
Theorem 3.6.5. Let Σ be a finite alphabet. Let k ∈ N, let q be a k-ary query, and let p be an
odd prime power. If q is definable in ARB-inv-FO+MODp[σΣ] on Σ+, then there is a c ∈ N
such that q is Hanf (log n)c-local on Σ+.
Together with Theorem 3.6.2 this implies (general instead of weak) Gaifman locality on
Σ+:
Corollary 3.6.6. Let Σ be a finite alphabet. Let k ∈ N>1, let q be a k-ary query, and let p
be an odd prime power. If q is definable in ARB-inv-FO+MODp[σΣ] on Σ+, then there is a
c ∈ N such that q is Gaifman (log n)c-local on Σ+.
Note that this corollary does not contradict the non-locality result of Proposition 3.5.2,
as the counter-example given in the proof of that proposition is not a word structure.
The remainder of this section is devoted to the proof of Theorem 3.6.5. We follow the
overall approach of [AvMSS12]. The crucial step is to prove Theorem 3.6.5 for queries q
of arity k = 0. The case for queries of arity k > 1 can then easily be reduced to the case
for queries of arity 0 by adding k extra symbols to the alphabet; see below.
Note that a 0-ary query q defines the language Lq := {w ∈ Σ+ : () ∈ q(w)}, where ()
denotes empty tuple. The language Lq is called Hanf f(n)-local iff q is Hanf f(n)-local on
Σ+. For proving Theorem 3.6.5 for the case k = 0, we consider the following notion.
Definition 3.6.7 (Disjoint swaps [AvMSS12]). Let r ∈ N and let w ∈ Σ+ be a word over
a finite alphabet Σ. A word w′ ∈ Σ+ is obtained from w by a disjoint r-swap operation if
there exist words x, u, y, v, z such that w = xuyvz and w′ = xvyuz, and for the positions
i, j, i′, j′ of w just before u, y, v, z the following is true: The neighbourhoods Nwr (i), Nwr (j),
Nwr (i
′), Nwr (j′) are pairwise disjoint, and Nwr (i) ∼= Nwr (i′) and Nwr (j) ∼= Nwr (j′).
Let f : N → N. A language L ⊆ Σ+ is closed under disjoint f(n)-swaps if there exists
an n0 ∈ N such that for every n ∈ N>1 with n > n0, all words w ∈ Σ+ of length n, and all
words w′ obtained from w by a disjoint f(n)-swap operation, we have: w ∈ L ⇐⇒ w′ ∈ L.
Note that these swaps are a special case of the vertical swaps on trees which we will
study in Chapter 4 (cf. Section 4.4.1), but the disjointness condition is slightly more
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x u y v z
i i+1 j j+1 i′ i′+1 j′ j′+1
x u y v z
x v y u z
Figure 3.6.1: The picture shows how the disjoint r-swap operation turns the edge relation
of the word structure of a word w = xuyvz (top) into the edge relation of the
word structure of w′ = xvyuz (middle and bottom).
restrictive than the most restrictive condition studied there (strong guardedness, cf. Sec-
tion 4.6).
It was shown in [AvMSS12] (see Proposition 5.7, Lemma 5.2, and the proof of Theo-
rem 5.1 in [AvMSS12]) that if a language L ⊆ Σ+ is closed under disjoint (log n)d-swaps,
for some d ∈ N, then it is Hanf (log n)c-local, for some c > d. Hence, the following lemma
immediately implies Theorem 3.6.5 for the case k = 0.
Lemma 3.6.8. Let Σ be a finite alphabet, let L ⊆ Σ+, and let p be an odd prime power. If
L is definable by an ARB-inv-FO+MODp[σΣ]-sentence, then there exists a constant d ∈ N
such that L is closed under disjoint (log n)d-swaps.
Proof. We proceed in the same way as in the proof of Proposition 5.5 in [AvMSS12], which
obtained the analogue of Lemma 3.6.8 for ARB-inv-FO[σΣ]-sentences. However, we can-
not just copy the proof from there, since that proof relies on (general) Gaifman locality
(with polylogarithmic locality radius) of queries definable in ARB-inv-FO[σΣ], while in
the present case we have available (from Theorem 3.5.5) only weak Gaifman locality (with
polylogarithmic locality radius) of queries definable in ARB-inv-FO+MODp[σΣ].
Let ϕ be an ARB-inv-FO+MODp[σΣ]-sentence which defines a word language Lϕ =
{w ∈ Σ+ : w |= ϕ}. For contradiction, assume that there is no d ∈ N such that Lϕ is
closed under disjoint (log n)d-swaps. For each fixed d, n0 ∈ N let n > n0 and let w,w′ be
words of length n which witness the violation of the “closure under disjoint (log n)d-swaps”
property. That is, w ∈ Lϕ, w′ 6∈ Lϕ, and w′ is obtained from w by a disjoint (log n)d-swap
operation. Thus, there exist words x, u, y, v, z such that w = xuyvz and w′ = xvyuz, and
for the positions i, j, i′, j′ of w just before u, y, v, z the following is true for r := (log n)d: the
neighbourhoods Nwr (i), Nwr (j), Nwr (i′), Nwr (j′) are pairwise disjoint, and Nwr (i) ∼= Nwr (i′)
and Nwr (j) ∼= Nwr (j′).
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The overall proof idea is as follows:
1. Choose an appropriate extension σ˜ of the signature σΣ,
2. modify the formula ϕ into a suitable FO+MODp(σ˜ARB)-formula ψ(x1) with one free
variable, and
3. define for each word w and all tuples p := (i, i′, j, j′) of positions of w which satisfy
0 6 i < i′ < j < j′ < |w| a σ˜-structure A := Apw with the same universe as w, such
that the positions a := i+1 and a′ := i′+1 have disjoint and isomorphic ((log n)d−1)-
spheres in A if the (log n)d-spheres of i and i′ and those of j and j′ in w are isomorphic
and all these (log n)d-spheres are pairwise disjoint
such that the following is satisfied:
4. ψ(x1) is ARB-invariant on A,
5. A |= ψ[a] ⇐⇒ w |= ϕ,
6. A |= ψ[a′] ⇐⇒ w′ |= ϕ.
Note that w ∈ Lϕ and w′ 6∈ Lϕ imply that A |= ψ[a] and A 6|= ψ[a′]. In combination with (3)
this shows that the unary query defined by ψ(x1) is not weakly Gaifman ((log n)d−1)-local
on the class C containing all structures Apw which we defined above. Property (4) is true
for each choice of the word w and positions p. Hence, ψ(x1) is ARB-invariant on C. Since
d can be chosen arbitrarily large, and our choice of the formula ψ(x1) will not depend
on d, this contradicts the fact that the formula ψ(x1) is weakly Gaifman local on C with
polylogarithmic locality radius according to Theorem 3.5.5.
The details described in items (1)–(4) are carried out as follows.
ad (1): Let σ˜ := σΣ ∪{F,X, Y1, Y2, Z}, where F is a binary relation symbol and X,Y1, Y2, Z
are unary relation symbols. Thus, σ˜ = {E,F,X, Y1, Y2, Z} ∪ {Pa : a ∈ Σ}.
ad (3): Let A := Apw be the σ˜-structure defined as follows (an illustration can be found in
Figure 3.6.2):
• A has the same universe as w, i.e., A = [|w|].
• EA is obtained from Ew by removing all edges between the words x, u, y, v, z, i.e.
EA := Ew \ {(i, i+1), (j, j+1), (i′, i′+1), (j′, j′+1)}.
• FA relates the first and last position of u, and the first and last position of v, i.e.
FA := {(i+1, j), (i′+1, j′)}.
• XA marks the last position of x, Y A1 and Y A2 mark the first and the last position of y,
and ZA marks the first position of z, i.e.
XA := {i}, Y A1 := {j+1}, Y A2 := {i′}, ZA := {j′+1}.
• for each a ∈ Σ, PAa is identical to Pwa , i.e. PAa = Pwa .
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It is easy to see that, if in w the (log n)d-spheres of i and i′ are isomorphic and the (log n)d-
spheres of j and j′ are isomorphic and the (log n)d-spheres of i, i′, j, j′ are pairwise disjoint,
then in A the ((log n)d−1)-spheres of a := i+1 and a′ := i′+1 are disjoint and isomorphic.









x u y v z
x1 x˜1 x2 x˜2
x u y v z
x1 x˜1x2 x˜2
Figure 3.6.2: Structure A (top) of Lemma 3.6.8 and the edge relations simulated by the
formula ψ(x1) if x1 is assigned the value a := i+1 (middle) or the value
a′ := i′+1 (bottom). F -edges in A are depicted by dotted arcs; the E-edges in
A are given as successor relations within each of the framed boxes.
ad (2) and (4), (5), (6): We define ψ(x1) in such a way that, when evaluated in one of the
structures A := Apw, it does the following:
• if the variable x1 is assigned the value a := i+1, then ψ(x1) simulates ϕ on w .
• if the variable x1 is assigned the value a′ := i′+1, then ψ(x1) simulates ϕ on w′
• if x1 is assigned to a value different from a, a′, then ψ(x1) is not satisfied in A.
The first two items imply items (5) and (6) above. Together with the last item and the
ARB-invariance of ϕ on w and w′, this implies that item (4) is satisfied.
We let ψ(x1) := ∃x˜1∃x2∃x˜2 ψ′, where ψ′ is a conjunction of formulae stating that:
• F (x1, x˜1) holds. (This ensures that ψ(x1) is satisfied in A only if x1 is assigned one
of the values a := i+1 or a′ := i′+1.)
• x2 6= x1 and F (x2, x˜2) holds.
• The formula ϕ′(x1, x˜1, x2, x˜2) is satisfied, where ϕ′ is obtained from ϕ by replacing
each atom of the form E(µ, ν) with the formula χE(x1, x˜1, x2, x˜2, µ, ν) defined as fol-
lows:
χE is the disjunction of formulae stating that
– E(µ, ν) holds (i.e., there already exists an E-edge from µ to ν in A),
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– X(µ) holds and ν = x1 (i.e., a new E-edge from the last position of the word x
to the position assigned to the variable x1 is introduced)
– µ = x˜1 and Y1(ν) holds (i.e., a new E-edge from the position assigned to x˜1 to
the first position of the word y is introduced)
– Y2(µ) and ν = x2 (i.e., a new E-edge from the last position of the word y to the
position assigned to the variable x2 is introduced)
– µ = x˜2 and Z(ν) (i.e., a new E-edge from the position assigned to the variable
x˜2 to the first position of the word z is introduced).
It is not difficult to see that χE simulates the edge relation of w in A if the variable x1
is assigned the value a := i+1; and it simulates the edge relation of w′ if the variable
x1 is assigned the value a′ := i′+1 (see Figure 3.6.2 for an illustration).
This finishes the construction for items (2) and (4), (5), (6). In summary, the proof of
Lemma 3.6.8 is complete.
Now that we have proved Theorem 3.6.5 for the case k = 0, we explain how the gen-
eral case can be obtained from this. To this end, we convert a k-ary query on words to a
language over an extended alphabet with the same relevant definability and locality prop-
erties. This can be done using a standard technique which encodes variable assignments
in an extended alphabet.
For each alphabet Σ and each k > 1, we let Σvar(k) := Σ×2[k]. The subsets of [k] are used
to encode an assignment of k variables to the positions of a word over the alphabet Σ. We
let Lassign(k) denote the language of words w ∈ Σ+var(k) where for each number i ∈ [k] there
is a unique position occi(w) ∈ [|w|] such that the label of occi(w) is (a,X) ∈ Σvar(k) with i ∈
X. Note that this language is clearly FO[σΣvar(k) ]-definable. For each word w ∈ Lassign(k),
we let w˜ ∈ Σ+ denote the word where each symbol (a,X) is replaced by a. Furthermore,
we let occk(w) := (occ0(w), . . . , occk−1(w)).
Lemma 3.6.9. Let Σ be a finite alphabet and let k ∈ N>1. With each k-ary query q on Σ+
we associate the language
Aq := {w ∈ Lassign(k) : occk(w) ∈ q(Sw˜)}.
Then
1. For each p ∈ N>1, if q is definable in ARB-inv-FO+MODp[σΣ] on Σ+, then Aq is
definable in ARB-inv-FO+MODp[σΣvar(k) ].
2. The query q is Hanf f(n)-local on Σ+ iff the language Aq is Hanf f(n)-local.
Proof.
Ad (1): Let ϕ(x) be a formula ofARB-inv-FO+MODp[σΣ] defining q, where x := (x0, . . . , xk−1).
For each i ∈ [k], let ψocc,i(x) :=
∨
a∈Σ,X∈2[k],i∈X P(a,X)(x). That is, the formula states
that i occurs in the set in the second component of the label at position x. Let






where ϕ′ is obtained from ϕ by replacing each occurrence of a relation symbol Pa(x),
for a ∈ Σ, by the formula ∨X∈2[k] P(a,X)(x) which states for a position x of Sw, for
each word w ∈ Σ+var(k), that the label at position x in w˜ is a. Let ψ be an FO-sentence
which defines Lassign(k) on Σ+var(k). It is straightforward to verify that ϕˆ ∧ ψ is a
formula of ARB-inv-FO+MODp[σΣvar(k) ] which defines the language Aq.
Ad (2): Note that Su f(n) Sv iff (Su˜, occk(u)) f(n) (Sv˜, occk(v)), for all u, v ∈ Lassign(k) of
length n. More concretely, a bijection β witnesses the first statement iff it witnesses
the second statement. This follows from the fact that β preserves the second com-
ponent of the labelling of Su (i.e. the label of β(x) is the same as the label of x, for
all positions x ∈ [n]) iff β(occi(u)) = occi(v), for all i ∈ [k], and that the label of each
position of u˜ and v˜ is the first component of the labelling of that position in u and v.
Note also that Lassign(k) is 0-local since its definition depends only on the labelling.
First, we show that locality of q implies locality of Aq. Suppose that Su f(n) Sv, for
u, v ∈ Σnvar(k). We have u ∈ Lassign(k) iff v ∈ Lassign(k). If u, v /∈ Lassign(k), then u, v /∈ Aq.
Suppose that u, v ∈ Lassign(k). Then (Su˜, occk(u)) f(n) (Sv˜, occk(v)) and we obtain
that occk(u) ∈ q(Su˜) iff occk(v) ∈ q(Sv˜), by f(n)-locality of q, and so u ∈ Aq iff v ∈ Aq.
Now we show that locality of Aq implies locality of q. Let u, v ∈ Σn and a =
(a0, . . . , ak−1), b := (b0, . . . , bk−1) ∈ [n]k be such that (Su, a) f(n) (Sv, b). There exist
u′, v′ ∈ Lassign(k) such that u = u˜′ and v = v˜′ and such that ai = occi(u′) and bi =
occi(v
′), for each i ∈ [k]. Then (Su, a) = (Su˜′ , occk(u′)) and (Sv, b) = (Sv˜′ , occk(v′)).
Since (Su, a) f(n) (Sv, b), we also have Su′ f(n) Sv′ . By Hanf f(n)-locality of Aq,
this means that u′ ∈ Aq iff v′ ∈ Aq. Hence, occk(u′) ∈ q(Su˜′) iff occk(v′) ∈ q(Sv˜′).
That is, a ∈ q(Su) iff b ∈ q(Sv) and hence q is Hanf f(n)-local on Σ+.
The proof of Theorem 3.6.5 can now be finished as follows. Suppose that there is a k-ary
query q, for some k > 0, which is definable in ARB-inv-FO+MODp[σΣ] on Σ+, for some
odd prime power p and some finite alphabet Σ, such that there is no c ∈ N for which q
is Hanf (log n)c-local on Σ+. By the previous lemma, we obtain a language Aq which is
definable in ARB-inv-FO+MODp[σΣvar(k) ] and which is also not Hanf (log n)c-local. But we
have already proved that this is impossible.
3.7 Conclusion
We have introduced a new notion of locality called shift locality which generalises the no-
tion of alternating locality with constant locality radius of Niemisto¨ [Nie07] and Libkin’s
notion of weak Gaifman locality [Lib04]. We have presented a comprehensive picture of
the locality of ARB-inv-FO+MODp for prime powers p.
We have also investigated notions of locality on word structures. Here some natural
questions remain open. We have shown that there is an <-inv-FO+MOD2-definable lan-
guage which is not Hanf local and hence not FO+MODq-definable for any modulus q. It
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would be interesting to understand the expressive power of <-inv-FO+MOD2 on words
in more detail. Is there a decidable algebraic characterisation of the <-inv-FO+MOD2-
definable languages? Is there a logic with the same expressive power as <-inv-FO+MOD2
but with an effective syntax? (A similar question was raised in [Nie07].)
We have derived Hanf locality on words from weak Gaifman locality. To accomplish
this, we have used the characterisation of Hanf locality in terms of disjoint swap oper-
ations. The origin of these swap operations goes back to [BS09a] where similar opera-
tions are, among other things, used to obtain a new proof of an algebraic characterisation
of first-order logic on words from [BP89]. As a first step towards proving an algebraic
characterisation of <-inv-FO+MOD2, we believe that one could define a variant of Hanf
locality whose relation to shift locality is similar to the relation of Hanf locality and weak
Gaifman locality that we established. Then one could try to characterise this notion of




and Regular Tree Languages
In this chapter, we consider the expressive power of addition-invariant FO-sentences
(+-inv-FO). The main goal of this chapter is to obtain an effective syntax for the +-inv-FO-
definable regular tree languages.
4.1 Introduction
We start with an introduction, where we first give a short overview of what is known about
addition-invariance. This is followed by a discussion of decidable and algebraic character-
isations of logics on words and trees, since some of the central tools in this section come
from this direction. Afterwards, we discuss the contributions of this chapter.
4.1.1 Addition-invariance
The study of addition-invariant sentences has been initiated in [Sch06], where a natural
question about the expressive power of addition-invariant MSO-formulae was shown to
be closely related to questions about the strictness of two complexity theoretic hierarchies.
Note that it is known (cf. e.g. [Tho96]) that monadic least fixed-point logic (MLFP) (i.e.
the restriction of least fixed-point logic where only unary relation variables are allowed)
and MSO have the same expressive power on finite words. In [Sch06], it was shown
that resolving the questions about the relationship of +-inv-MLFP and +-inv-MSO on
finite words would have severe complexity theoretic consequences. If +-inv-MLFP and
+-inv-MSO have the same expressive power, then PH = P. In other words, the polynomial
time hierarchy collapses to deterministic polynomial time and, in particular, P = NP. If
not, then DLIN 6= LINH. That is, the linear time hierarchy (a linear time analogue to the
polynomial time hierarchy) is separated from deterministic linear time (cf. [Gra93] for
the definition of these complexity classes). While, arguably, this makes the second alter-
native more plausible, it can also be seen as evidence that understanding the expressive
power of +-inv-MSO on finite words is difficult. As a first step, it seems reasonable to
try to understand the expressive power of +-inv-FO on words. The paper of Schweikardt
and Segoufin [SS10] has obtained first results towards this goal. They obtained an effec-
tive syntax for the regular word languages definable by +-inv-FO-sentences, both for the
representation of words as successor structures and as linearly ordered structures. More
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concretely, they showed that a regular word language is +-inv-FO-definable iff it is defin-
able in the logic FOcard which extends FO by cardinality predicates that, for each m ∈ N+,
allow to express that the length of a word can be divided by m. Among other things, the
proof used an algebraic characterisation of the FOcard-definable tree languages. That is,
the paper found properties of the syntactic monoid of a regular language such that the
language is FOcard-definable iff it satisfies these properties. Since the properties of the
syntactic monoid are decidable and the syntactic monoid can be computed for any given
automaton, this result yields a decidable characterisation of the FOcard-definable and the
+-inv-FO-definable regular tree languages, i.e. there is an algorithm which, on input of
an automaton, decides whether the language recognised by the automaton defines an
FOcard-definable (and hence an +-inv-FO-definable language) language.
Our goal is to obtain an effective syntax for the +-inv-FO-definable regular tree lan-
guages. To this end, we extend the mentioned algebraic and decidable characterisation
obtained by [SS10] from words to trees.
4.1.2 Algebraic and decidable characterisations of logics on words and trees
The search for decidable characterisations of certain classes of regular languages has a
long tradition in automata theory. The goal is to find an algorithm which decides, on
input of an automaton, if the language recognised by the automaton belongs to a fixed
class of regular languages. In particular, it can be asked if there exist decidable charac-
terisations for the class of regular languages which are definable by any given logic. For
the case of word languages many instances of this problem have been solved by obtaining
algebraic characterisations of the language classes in terms of properties of the syntactic
monoids of the languages. The fundamental theorem of Bu¨chi [Bu¨c60] establishes a link
between automata theory and logic by showing that a word language is MSO-definable
iff it is regular. It turned out that many fragments of MSO correspond to classes of reg-
ular languages which have a decidable algebraic characterisation. A detailed overview
of these matters can be found in [Str94]. For example, the regular languages definable
by FO over word structures with the natural linear order (i.e. the transitive closure of
the successor relation in a word structure) are exactly the languages whose syntactic
monoids are aperiodic (cf. [Sch65, MP71]) and the regular languages definable by FO
on word structures using only the successor relations and no linear order are precisely
the languages with aperiodic syntactic monoids that satisfy certain identities which al-
low to swap the position of two factors in a product, provided that they are surrounded
by the same idempotent elements of the monoid (cf. [BP89]). This property has been
called closure under idempotent-guarded swaps in [BS09a]. Similar results are known for
extensions of FO such as FO+MOD (cf. [Str94]). Another example is the characterisa-
tion of the logic FOcard of [SS10] mentioned above. According to this, a regular language
is FOcard-definable over word structures with the natural linear order if it satisfies a
property which is called closure under transfer [SS10], and a regular language is FOcard-
definable over word structures without a linear order iff it is closed under transfer and
closed under idempotent-guarded swaps.
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Transferring such characterisations from word languages to tree languages is usually
quite a challenge. Recall that a rooted and labelled finite tree is usually represented as a
finite relational structure with unary relations for the labelling of the nodes and binary
relations for its successor relations. Often the prefix order, i.e. the transitive closure of
the parent-child relation, is also added to this representation.
It is a longstanding open problem to find a decidable characterisation of the regular tree
languages definable by FO with prefix order. This problem has been investigated, at least,
since the beginning of the 1990s (cf. e.g. [Pot94]). One major obstacle is that it is not quite
clear what kind of algebraic object should replace the syntactic monoids which are used
in the decidable characterisations of languages of words. In recent years, some decidable
characterisation for fragments of FO on trees/forests with prefix order have been obtained
using the forest algebra formalism (cf. e.g. [BSS12]). But the problem to characterise full
FO remains open.
From now on, we restrict our discussion to FO with successor relations but without
the prefix order. Here, the situation looks differently. It has been known for a long time
that these languages are exactly the locally threshold testable languages (cf. e.g [Tho96]).
Roughly, this characterisation which can be derived from Hanf’s theorem (cf. [Han65],
[FSV95]) states that, without prefix order, each FO-sentence can only count the number
of occurrences of subtrees of a constant height k up to a constant threshold. This is a use-
ful characterisation for many purposes, but it yields no decidable characterisation of the
FO-definable languages. A decidable characterisation was announced by Benedikt and
Segoufin in [BS05]. It was stated in terms of a generalisation of closure under idempotent-
guarded swaps from word languages to tree languages. Unfortunately, this characterisa-
tion turned out to be wrong, but the same authors later successfully obtained a different
decidable characterisation of FO in the paper [BS09a]. To this end, they introduced two
new operations on trees which, together, are called guarded swaps. These operations com-
bine the idea of the operations of the previously suggested characterisation with the idea
of locally threshold testability. Whereas previously the operations allowed to swap the
positions of two parts of a tree as long as they are surrounded by trees which induce the
same idempotent transition function, now two parts of a tree could be exchanged as long
as they are k-similar, i.e. the trees of height at most k which separate the parts from
the surrounding tree must be identical. If a language is locally threshold testable, then
it must be closed under guarded swaps, i.e. there must be a k such that applying these
operations to a tree does not lead out of the language. The paper [BS09a] showed that,
together with the requirement that the language be regular and aperiodic, closure under
guarded swaps characterises the FO-definable tree languages. They also showed that this
characterisation yields that FO-definability is decidable.
The guarded swap operations and the characterisation have seen several other related
applications. For instance, Place and Segoufin [PS11] used the swap operations together
with another operation to characterise a subclass of the locally threshold testable tree
languages, the locally testable tree languages. Anderson, van Melkebeek, Schweikardt,
and Segoufin [AvMSS12] used the same operation with a somewhat different notion of
guardedness to characterise the Hanf local (cf. [HLN99]) word languages. Benedikt and
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Segoufin [BS09b] applied their characterisation of the FO-definable tree languages in
their result that <-inv-FO and FO have the same expressive power on trees. Guarded
swaps play a central role in the following chapter.
4.2 Contributions
We discuss the main results of this chapter and their relation to previous results in the
literature. The results of this chapter are based on work which has first been announced
in the conference paper [HS12]. The full results contained in this chapter have not been
previously published. The presentation in this thesis reuses some parts of [HS12].
All results concern languages of ranked, finite, labelled trees with successor relations
and without prefix order.
A decidable characterisation of FOcard on trees
For our first main result, we generalise the notion of closure under transfer to tree lan-
guages, and we show that the FOcard-definable tree languages coincide with the regular
tree languages that are closed under transfer and under guarded swaps. We show that
closure under transfer of a regular tree language is decidable, and hence it is decidable
whether a regular tree language is FOcard-definable or not.
A decidable syntax for +-inv-FO-definable regular tree languages
Our second main result shows that the +-inv-FO-definable regular tree languages coin-
cide with the FOcard-definable tree languages. For the proof of this result, we use our
characterisation of FOcard-definability and a third technical main result.
A well-behaved notion of guardedness for swaps
Our third main result shows that closure under guarded swaps is equivalent to closure
under a much more restricted form of swaps which we call strongly guarded swaps. This
result eradicates many combinatorial complications associated with guarded swaps. It
is crucial for the proof of our second main result. Apart from this, it also clarifies some
aspects of several earlier results from [BS09b], [BS09a].
4.3 Preliminaries
We assume basic knowledge of automata theory and its relations to semigroup theory
(cf. [Str94]) and of tree automata (cf. [CDG+07]). As in all parts of this thesis, words,
trees, and logical structures are assumed to be finite. The only exception will occur in




There are several different ways to represent labelled rooted binary trees with distin-
guished left and right successor relations formally. One useful possibility (cf. e.g. [Tho96])
is to identify each node with a word over the alphabet {0, 1} which describes the path from
the root to that node. Here, 0 and 1 represent left and right turns on the path. A labelled
tree is then represented as a partial mapping from {0, 1}∗ to a finite alphabet. This map
should assign a label to each node of the tree which translates to the requirement that
the domain of the map must be a prefix closed language.
These considerations lead to the following definitions for r-ary trees with r distin-
guished successors. We let Πr := {0, . . . , r−1} be the path alphabet and we let Σ be a finite
label alphabet. A Σ-labelled tree of rank k is then defined as a function t : dom(t) → Σ
whose domain dom(t) ⊆ Π∗r is a prefix closed language. The elements of dom(t) are called
nodes. If Σ and r are fixed or unimportant, as in most parts of this chapter, we write Π
for Πr and instead of “Σ-labelled tree of rank r”, we say tree. A tree language is a set of
trees. For u, v ∈ Π∗ and i ∈ Π, if v = ui we say that v is the i-successor of u and that u is
the parent of v. Note that, in a tree, we allow for nodes which have an (i + 1)-successor,
but no i-successor. A node without successors in a tree t is a leaf of t. The size of a tree
t is |t| := |dom(t)|. The height of a tree t is defined as usual as the maximum length of
a path from the root to a leaf v of t, i.e. the maximum of |v| for all leaves. The empty
word  is the root of t. Recall that  denotes the prefix order on words. If u  v we say
that v lies below u, and if u  v we say that v lies strictly below u. If u ‖ v, we also say
that u and v are parallel. Sometimes we have to choose some linear order on a tree. A
canonical choice is the lexicographic order on Π∗. Here u ∈ Π∗ is lexicographically smaller
than v ∈ Π∗ if there are x, y, y′ ∈ Π∗ and i, j ∈ Π such that u = xiy and v = xjy′ and i < j.
Observe that the restriction of the lexicographic order to the domain of a tree corresponds
to a breadth-first search order of the tree.
Logic and trees.
A Σ-labelled tree t of rank r is identified with a logical structure At over the universe
dom(t) and over a signature σΣ,r which contains unary relation symbols Pa, for each a ∈ Σ,
used to represent the labelling and binary relation symbols Si, for each i ∈ Π, used to
represent the i-successor relation. That is, PATa := {v ∈ dom(t) : t(v) = a} and SATi :=
{(u, v) ∈ dom(t)2 : v = ui}. Note that we do not include the prefix order as a relation of
the structure. Note also that As and At are isomorphic iff s = t. Most of the time, we do
not distinguish between the tree t and the structure At. A language of Σ-labelled trees of
rank r is FO-definable if there is a first-order-sentence ϕ over the signature σΣ,r such that
t ∈ L iff t |= ϕ, for all trees t. Analogous definitions are used for other logics. We identify
words with trees of rank 1.
The distance dist(u, v) of u, v ∈ Π∗ is defined as their distance in At, for any tree t with
u, v ∈ dom(t). Note that this definition does not depend on t.
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Decompositions of trees.
An n-context C = (t, h1, . . . , hn), for n ∈ N, is a tree t with distinguished leaves h1, . . . , hn.
We call t the underlying tree of C and h1, . . . , hn the holes of C. The inner tree of C is the
tree obtained from t by restriction to dom(t) \ {h1, . . . , hn}. The size |C| of C is the size of
its inner tree. We identify contexts without holes with their underlying trees. A 1-context
is also called context, for short.
Given a tree t, some leaf h of t, and another tree t′ we can form a new tree by substituting
the tree t′ for the leave h. This yields a tree which we denote by t[h ←[ t′] with dom(t[h ←[
t′]) = dom(t) ∪ h dom(t′) and t[h← [ t′](x) := t(x) if x ∈ dom(t) \ {h} and t[h←[ t′](x) := t′(y)
if x = hy. This definition can be extended to n- and m-contexts C = (t, h1, . . . , hn) and
D = (t′, h′1, . . . , h′m). Then C[hi ←[ D] is the (m + n − 1)-context with the underlying tree
t[hi ←[ t′] and the holes h1, . . . , hi−1, hi+1, . . . , hn and hih′1, . . . , hih′m.
We write C[D1, . . . , Dn] for the tree where each hole hi is substituted by a context Di in
the way described above. The order of the individual substitution steps is unimportant. If
C is a 1-context, we also write C ·D or CD for the 1-context C[D]. This is the concatenation
of C with D.
We use contexts to decompose trees. For a tree t with a node u and nodes v1, . . . , vn  u,
let t[u, v1, . . . , vn) be the n-context obtained from the subtree of t rooted at u by removing
all nodes strictly below v1, . . . , vn and making v1, . . . , vn holes.
We often encounter the situation that we are given nodes u  v of a tree t and we
decompose t into contexts C := t[, u), D := t[u, v) and a tree s := t|v such that t = CDs. As
usual, given such a decomposition of t we will consider C,D, s as parts of t. The nodes of
C,D, s correspond naturally to nodes of t. For instance, the corresponding node for a node
x in D is the node ux of t. It is not necessary to make this correspondence more precise
most of the time.
k-types.
Our notation of this section follows the definitions of [BS09a] with minor differences and
extensions. Let t be a tree. The subtree rooted at a node v is denoted by t|v. The k-spill or
k-type of v in t, denoted by tk|v, is the restriction of t|v to all nodes with distance at most
k from v. More generally, a k-type is a tree of height at most k. We say that u ∈ dom(t)
realises the k-type τ in t if tk|u = τ . In this case, we also say that u is an occurrence of τ in t
or simply that u has the k-type τ in t. If it is easily understood to which tree t we refer, we
will not mention t. Nodes which have the same k-type are k-similar. Trees are k-similar
if they have k-similar roots.
For each k-tree τ , |t|τ denotes the number of occurrences of τ in the tree t. For a tree s,
we write s6k t if |s|τ 6 |t|τ holds for all k-types τ . The notation s=k t and s<k t is defined
analogously. These notations are extended to finite sequences (ti)i∈[1,n] of trees by the
definition |(ti)i∈[1,n]|τ = |t1|τ + · · ·+ |tn|τ . All notations can also be extended to contexts via
their underlying trees.
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Tree languages and monoids.
Let L be a tree language, i.e. a set of trees. Two trees are s and t are L-equivalent if
either s, t ∈ L or s, t /∈ L. Two contexts C1, C2 are L-equivalent, written C1∼=LC2, if the
trees C · C1 · t and C · C2 · t are L-equivalent for all contexts C and trees t. A context C is
idempotent (with respect to L) if C2 ∼=L C. A tree language is regular, if it is recognised by
a (deterministic bottom-up) tree automaton. The set of all contexts with the concatenation
operation forms a monoid. The quotient of this monoid by ∼=L is called, in analogy to the
algebraic theory of word languages, the syntactic monoid of L. Just as in the word case, it
is well-known that a tree language is regular iff its syntactic monoid is finite. Therefore,
with each regular tree language L come two associated constants: ωL is the least number
such that for each context C, the context CωL is idempotent; κL is the least number such
that for each non-empty context C there exists a non-empty context C ′ of size |C ′| ∈ [1, κL]
with C ′ ∼=L C. In both cases, we usually omit the index L.
4.4 First-order logic with cardinality predicates
We investigate the expressive power of first-order logic with cardinality predicates which
allow to count the number of elements in a structure modulo any positive integer. This
extension of first-order logic was introduced in [SS10] where it was studied on words.
There a decidable characterisation of the languages of words which are definable in this
logic was obtained. We study the expressive power of the logic on trees and obtain a
decidable characterisation of the definable tree languages. Throughout this section, we
fix a finite label alphabet Σ and rank r and consider only Σ-labelled trees of rank r. All
logical formulae are over the signature σΣ,r.
Cardinality predicates
A cardinality predicate is a nullary relation symbol Ca,m. The atomic formula Ca,m is
satisfied in a structure iff the cardinality of the structure’s universe is congruent amodulo
m. We write FOcard for the set of all first-order formulae which, besides equality and the
relation symbols of the signature for trees, may use atomic formulae Ca,m, for each a ∈ [m]
and each m ∈ N+.
Our aim is a decidable characterisation of the FOcard-definable tree languages in terms
of their closure properties. To this end, we introduce certain operations on trees and we
show that a tree language is FOcard-definable iff it is closed under these operations. Then
we show that there is an algorithm that decides for a given tree automaton if the language
has the right closure properties and hence whether it is FOcard-definable.
4.4.1 Operations on trees: swaps and transfer
Benedikt and Segoufin obtained the following decidable characterisation of FO-definable
tree languages.
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Theorem 4.4.1 ([BS09a]). A tree language is FO-definable iff it is regular, aperiodic, and
closed under guarded swaps.
The constituent properties of this characterisation are defined as follows.
Definition 4.4.2 (Aperiodicity). A tree language L is aperiodic if there exists a constant
` ∈ N such that
C` ∼=L C`+1
for all contexts C.
Up to minor notational differences, the following definitions of the swap operations and
the claimed facts about them are from [BS09a].
Definition 4.4.3 (Horizontal Swap). Let t be a tree containing nodes u, v with u ‖ v. Con-
sider the decomposition of t into a 2-context C := t[, u, v) and trees s1 := t|u, and s2 := t|v,
i.e.
t = C[s1, s2].
The horizontal swap of t between u and v is the tree
hs(t, u, v) := C[s2, s1].
If u and v are k-similar, then hs(t, u, v) is k-guarded.
Definition 4.4.4 (Vertical swap). Let t be a tree which contains nodes u1  v1  u2  v2.
Consider the decomposition of t into contexts C := t[, u1), C1 := t[u1, v1), D := t[v1, u2),
C2 := t[u2, v2), and a tree s := t|v2 , i.e.
t = C · C1 ·D · C2 · s.
The vertical swap of t between u1, v1 and u2, v2 is the tree
vs(t, u1, v1, u2, v2) := C · C2 ·D · C1 · s.
The vertical swap is k-guarded if u1, u2 are k-similar and v1, v2 are k-similar.
A tree t′ is a swap of t if it is either a horizontal or a vertical swap of t. See Figure 4.4.1
for an illustration of both kinds of swaps. If we speak about hs(t, u, v) or vs(t, u1, v1, u2, v2)
without introducing the corresponding nodes beforehand, we assume that the nodes sat-
isfy the conditions for a swap. Note that a k-guarded swap is also k′-guarded, for each
k′ 6 k.
If t′ is a swap of t, each node x of t corresponds to a unique node pi(x) of t′ and if t′ is
k-guarded, then pi(x) has the same (k+ 1)-type in t′ as x in t. For instance, if t′ = hs(t, u, v)
and x = uy, then pi(x) = vy which clearly has the same (k + 1)-type as x. The complete
definition of the bijection pi is straightforward, if somewhat cumbersome in the case of
vertical swaps, and will not be necessary. But note that its existence implies that t=k+1 t′
for each k-guarded swap t′ of a tree t.
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Figure 4.4.1: A tree t and its vertical swap vs(t, u1, v1, u2, v2) (left) and another tree t and
its horizontal swap hs(t, u, v) (right). The nodes u˜1, v˜1, u˜2, v˜2 are the nodes
which correspond to the nodes u1, v1, u2, v2 of t in vs(t, u1, v1, u2, v2).
A tree language L is closed under guarded swaps if there is a k such that for each tree
t and each of its k-guarded vertical swaps t′, if t ∈ L then also t′ ∈ L. The following
characterisation of the FOcard-definable word languages was obtained by Segoufin and
Schweikardt.
Theorem 4.4.5 ([SS10]). A word language L is FOcard-definable iff it is regular and closed
under guarded swaps1 and under transfer.
Here, a regular word language L is closed under transfer iff for all words x, y, z with
|x| = |z|,
xω+1yzω ∼=L xωyzω+1.
Our goal for this section is a generalisation of Theorem 4.4.5 to regular tree languages. As
a first step, we generalise the transfer operation to tree languages. Similarly to guarded
swaps, we need a “vertical” and a “horizontal” operation.
Definition 4.4.6 (Transfer). A regular tree language L is closed under vertical transfer
if Cω+11 · D · Cω2 ∼=L Cω1 · D · Cω+12 for all contexts C1, D,C2 with |C1| = |C2|. L is closed
under horizontal transfer if the trees C[Cω+11 · s1, Cω2 · s2] and C[Cω1 · s1, Cω+12 · s2] agree on
L, for all 2-contexts C, contexts C1, C2 with |C1| = |C2|, and trees s1 and s2. A language
L is closed under transfer if it is both closed under horizontal and closed under vertical
transfer.
Now that we have introduced the necessary notation, we can state our first main theo-
rem.
Theorem 4.4.7 (FOcard-definable tree languages). A tree language L is FOcard-definable
iff it is regular, closed under guarded swaps, and closed under transfer.
Before we come to the proof of the characterisation, we need to introduce some fur-
ther concepts. The definition of closure under transfer makes the connection between the
1Note that horizontal swaps are meaningless for words. The characterisation of [SS10] is stated in terms of
a property of the syntactic monoid of L which, for regular word languages, is equivalent to closure under
guarded swaps (cf. [BS09a, Theorem 6] and our discussion in Section 4.6.2).
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p2
p1 p3
Figure 4.4.2: A 3-template T (left) and the tree T 〈C1, C2, C3〉 (right) obtained by insertion
of the contexts C1 := , C2 := , and C3 := at p1, p2, p3, respectively.
transfer operation for word languages and the one for tree languages apparent. In par-
ticular, the vertical transfer is a straightforward translation of the transfer operation to
trees. We rephrase the transfer property in terms of templates which we introduce below.
A template is a tree with several distinguished nodes which we call points. In contrast to
the holes of a context, points are not necessarily leaves. While we operate on contexts by
substitution, for templates we allow insertion of contexts between a point and its prede-
cessor (if it exists). Before we proceed with the formal definition, see Figure 4.4.2 for an
example. Rephrasing the transfer property in terms of templates highlights the fact that
the relative position of the contexts in the surrounding tree is actually unimportant. This
makes it more convenient for the proof of Theorem 4.4.7.
Definition 4.4.8 (Insertion). Consider a tree t and a context C and let p ∈ dom(t). Then
t = t[, p) · t|p. The insertion of C at p in t is defined as the tree
t〈p←[ C〉 := t[, p) · C · t|p.
This definition is inductively extended to several pairwise distinct nodes p1, . . . , pn ∈
dom(t) and several contexts C1, . . . , Cn as follows. Let p′n be the node which corresponds
to pn in t〈p1 ←[ C1, . . . , pn−1 ←[ Cn−1〉. Then
t〈p1 ←[ C1, . . . , pn ← [ Cn〉 := (t〈p1 ←[ C1, . . . , pn−1 ←[ Cn−1〉)〈p′n ←[ Cn〉
Definition 4.4.9 (Template). An n-template T := (t, p1, . . . , pn) is a tree t with n > 0
pairwise distinct nodes p1, . . . , pn of t. The nodes p1, . . . , pn are the points of T and t is its
underlying tree. The insertion operation is extended to templates by defining
T 〈C1, . . . , Cn〉 := t〈p1 ←[ C1, . . . , pn ←[ Cn〉.
We also define an insertion operation where only the points with indices belonging to a
set I := {i1, . . . , ij} ⊆ [1, n] are used and the remaining points are left unchanged. To this
end, we define
T 〈C1, . . . , Cj〉I := (t〈pi1 ←[ C1, . . . , pij ←[ Cj〉, p′1, . . . , p′n−j),
where p′i is the point which corresponds in t〈pi1 ← [ C1, . . . , pij ←[ Cj〉 to the i-th point in the
sequence (pk)k∈[1,n]\I .
60
4.4 First-order logic with cardinality predicates
The following straightforward lemma restates the definition of transfer in terms of tem-
plates.
Lemma 4.4.10 (Transfer for templates). A regular tree language L is closed under trans-
fer iff for all 2-templates T and all contexts C1, C2 with |C1| = |C2| the trees T 〈Cω+11 , Cω2 〉
and T 〈Cω1 , Cω+12 〉 are L-equivalent.
Proof. Let C1, C2 be contexts such that |C1| = |C2|. We first show the “only if”-direction.
Let T be a 2-template with points p1, p2. Let t := T 〈Cω+11 , Cω2 〉 and t′ := T 〈Cω1 , Cω+12 〉.
Consider the case that p1  p2. Let T = ∆1 · ∆2 · s for ∆1 := T [, p1), let ∆2 := T [p1, p2),
and let s := T|p2 . By Definition 4.4.9, we have t = ∆1 · Cω+11 · ∆2 · Cω2 · s. By the closure
of L under vertical transfer, Cω+11 ·∆2 · Cω2 ∼=L Cω1 ·∆2 · Cω+12 . Hence, t is L-equivalent to
t′ = ∆1 · Cω1 ·∆2 · Cω+12 · s.
The case p2  p1 can be treated analogously.
Consider the case where p1 ‖ p2. Let C := T [, p1, p2) and s1 := T|p1 , s2 := T|p2 , so that
T = C[s1, s2]. By Definition 4.4.9, we have t = C[Cω+11 · s1, Cω2 · s2]. By closure of L under
horizontal transfer, t is L-equivalent to t′ = C[Cω1 · s1, Cω+12 · s2].
Now we turn to the “if”-direction. To show that L is closed under horizontal transfer,
let C be a 2-context with holes h1, h2 and let s1 and s2 be trees. Let T be the template
(C[s1, s2], h1, h2). This way C[Cω+11 · s1, Cω2 · s2] = T 〈Cω+11 , Cω2 〉, which, by assumption, is L-
equivalent to C[Cω1 · s1, Cω+12 · s2] = T 〈Cω1 , Cω+12 〉. The right-hand trees in these equations
are L-equivalent to our assumption. Hence, L is closed under horizontal transfer
To show that L is closed under vertical transfer, let C,D be contexts, and let t be a tree.
Let h1 be the hole of C and h2 the hole of C · D. Let T be the template (C · D · t, h1, h2).
This way, C · Cω+11 ·D · Cω2 · t = T 〈Cω+11 , Cω2 〉 and C · Cω1 ·D · Cω+12 · t = T 〈Cω1 , Cω+12 〉. The
right-hand trees in these equations are L-equivalent according to our assumption. Hence,
L is closed under vertical transfer.
4.4.2 From definability to closure properties
We come to the proof of Theorem 4.4.7. As usual in such results, the implication from
closure properties to definability is the easy part and the reverse implication is much
harder. We begin with the former part. That is, we prove the following lemma.
Lemma 4.4.11. Each FOcard-definable tree language is regular, closed under guarded
swaps, and closed under transfer.
First, we establish a simple normal form for FOcard-formulae.
Lemma 4.4.12 (Normal form for FOcard-formulae).









Furthermore, each of the formulae ϕ0, . . . , ϕm−1 has exactly the same free variables as ϕ.
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Proof. The proof proceeds by induction on the structure of the formula ϕ.
For the induction base, let ϕ be an atomic FOcard-formula. If ϕ is either x = y, Si(x, y),
or Pc(x), choose m := 1 and ϕ0 := ϕ. As all trees t satisfy |t| ≡ 0 (mod 1), (4.1) holds for this
choice of m and ϕ0. If ϕ = Ca,m, choose m according to the formula. For all b ∈ [m], let
ϕb :=
{
∀xx = x , if b = a,
∃xx 6= x otherwise.
In the induction step, we distinguish several cases depending on the form of ϕ. Suppose









(∃x ψa) ∧ Ca,m
)
.
Set m := mψ and ϕa := ∃x ψa, for all a ∈ [m]. The invariant regarding the free variables
is obviously satisfied.
Suppose now that ϕ = ψ1 ∧ ψ2. By induction, we obtain m1,m2 ∈ N and FO-formulae












(ψi,(a remmi) ∧ Ca,kmi).




(ψ1,(a remm1) ∧ Ca,m) ∧
∨
b∈[m]





ψ1,(a remm1) ∧ ψ2,(b remm2) ∧ Ca,m ∧ Cb,m
)
.
As Ca,m ∧ Cb,m cannot be satisfied for distinct numbers a and b, this implies for ϕa :=








Each of the formulae ϕa obviously contains the same free variables as ϕ.
Next, consider the case that ϕ = ¬ψ. By the induction hypothesis, ψ is equivalent to a
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Note that for each tree t and each suitable variable assignment β, (t, β) satisfies ψ iff (t, β)
satisfies ψr for r := |t| remm. Thus, (t, β) satisfies ¬ψ iff (t, β) satisfies ¬ψr. Therefore,
ϕ = ¬ψ ≡
∨
a∈[m]






where ϕa := ¬ψa, for all a ∈ [m]. Furthermore, each of the formulae ϕa obviously contains
the same free variables as ϕ.
For each m ∈ N, let Ti,m denote the set of trees of size i modulo m.





for some m ∈ N+ and tree languages L0, . . . , Lm−1.
1. If each of the languages L0, . . . , Lm−1 is aperiodic, then L is closed under transfer.
2. If each of the languages L0, . . . , Lm−1 is closed under guarded swaps, then L is closed
under guarded swaps.
Proof.
1. Suppose that the languages L0, . . . , Lm−1 are all aperiodic. Let T be a 2-template and
let C1, C2 be contexts such that |C1| = |C2|, and consider the trees t := T 〈Cω+11 , Cω2 〉
and t′ := T 〈Cω1 , Cω+12 〉. Let a := |t| remm and observe that a = |t′| remm. We have
t ∈ L iff t ∈ La ∩ Ta,m iff, applying the aperiodicity of La twice, t′ ∈ La ∩ Ta,m iff t′ ∈ L.
2. Suppose that the languages L0, . . . , Lm−1 are all closed under guarded swaps. For
each a ∈ [m], let ka be such that La is closed under ka-guarded swaps. Let k :=
maxa∈[m] ka. Observe that La is also closed under k-guarded swaps. Note that for
each tree t and each k-guarded swap t′ of t, we have |t| = |t′|. Hence, La ∩ Ta,m is
also closed under k-guarded swaps. Altogether, we obtain that L is closed under
k-guarded swaps.
With these preparations in place, the proof of Lemma 4.4.11 follows immediately.
Proof of Lemma 4.4.11. Let L be a tree language that is FOcard-definable by a sentence ϕ.








for some number m ∈ N+ and FO-sentences ϕ0, . . . , ϕm−1. According to Theorem 4.4.1, for
each a ∈ [m], the language La defined by ϕa is regular, aperiodic and closed under swaps.
Since the class of regular tree languages is closed under intersection and union, L is also
regular. Applying Lemma 4.4.11, we obtain the desired result.
63
Chapter 4 Addition-invariance and Tree languages
4.4.3 From closure properties to definability
Theorem 4.4.7 will be obtained from the following lemma. Recall that we write s ≡q t if the
trees s and t satisfy the same FO-sentences of quantifier-rank at most q. If, furthermore,
|s| ≡ |t| (modm), we write s ≡mq t.
Lemma 4.4.14 (Main Lemma). Let L be a regular tree language. If L is closed under
guarded swaps and closed under transfer, then there exist m, q ∈ N such that L is a union
of ≡mq -equivalence classes.
The Main Lemma immediately implies Theorem 4.4.7. It shows that L is a union of
≡mq -equivalence classes. There are only finitely many classes and each such class can be
defined by an FOcard-sentence. The disjunction of these sentences defines L.
The outline of the proof of the Main Lemma follows the proof of Theorem 4.4.1 in
[BS09a]. For the proof, we need some definitions. When we obtain a context C = t[u, v)
from a tree t, the types of nodes which are close to the hole of C are not necessarily the
same as the types of the corresponding nodes in t. As a remedy, we add the information
about the k-type of v in t to the context. To this end, we define t[u, v)k := (t[u, v), tk|v). A
pair (C, τ) such that (C, τ) = t[u, v)k for some tree t and nodes u, v ∈ dom(t) is a k-abstract
context. We let |(C, τ)| := |C|. Consider some k′ 6 k + 1. We define the k′-type of a node
x of C in (C, τ) as the k′-type of x in the tree C · τ . Observe that the k′-type of a node
x in (C, τ) is the same as the k′-type of ux in any tree t such that (C, τ) = t[u, v)k. Our
notation for speaking about k′-types in trees extends to k-abstract contexts. If a tree s or a
k-abstract context (C ′, τ ′) is k-similar to τ , we say that it is compatible with (C, τ). In this
case, we define the concatenation (C, τ) · (C ′, τ ′) := (C ·C ′, τ ′), which is again a k-abstract
context, and we let (C, τ) · s := C · s. If (C, τ) is compatible with itself, it is a k-abstract
loop. Using these definitions, we can extend definitions based on context concatenation
(e.g. L-equivalence, template insertion) to k-abstract contexts. Note that our definitions
are slightly different but equivalent to the definitions of [BS09a].
We start with the proof of the Main Lemma where we introduce several lemmas which
will be proved afterwards.
Proof of Lemma 4.4.14. Let L be a regular tree language that is closed under transfer and
under k-guarded swaps, for some k ∈ N. We show that there are q ∈ N and m ∈ N+ such
that for all trees s and t, if s ≡mq t then s ∈ L iff t ∈ L.
Our first major step (Lemma 4.4.15 below) can be summarised very roughly as fol-
lows. We show that q can be chosen such that if s and t satisfy the same FO-sentences of
quantifier-rank at most q and have the same size modulo m, then either (1) s and t have
the same number of occurrences of each (k + 1)-type and this implies that s and t are
L-equivalent (in this case we are done), or (2) there is a tree t′ which is L-equivalent to t
such that each (k + 1)-type τ is contained either as often in t′ as in s or τ occurs strictly
more often in t′. Furthermore, In case (2) we get a set of k-abstract loops which contain
all types which occur more often in t′ then in s.
Using regularity of L, we can replace all abstract loops by L-equivalent abstract loops
whose size is bounded in terms of L and which have the same size modulom (Lemma 4.4.16).
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Then we show that we can simultaneously embed copies of some of these loops into
a tree which is L-equivalent to s and which contains each (k + 1)-type as often as s
(Lemma 4.4.17). Up to this point, we will have used only regularity and closure under
k-guarded swaps. We show that for regular tree languages closure under transfer is equiv-
alent to closure under an operation which we call m-transfer (cf. Lemma 4.4.19; this fixes
the value of m). Using this operation, we can add a copy of each loop and hence of the
types contained in the loops without affecting membership in L. Repeating this argument,
we end up with a tree s′ which is L-equivalent to s and which contains each (k + 1)-type
exactly as often as t′. By (1) above, this shows that s′ and t′ are L-equivalent, and hence s
and t are L-equivalent and we are done.
The first step is done almost exactly as in the proof of Benedikt and Segoufin’s char-
acterisation of FO-definability [BS09a, Theorem 2] and is summarised by the following
lemma. Only minor modifications are necessary to adapt everything to our notation and
to care for the size of the considered trees modulo m.
Lemma 4.4.15 (Type Equivalence). Let L be a regular tree language that is closed under
k-guarded swaps, for some k ∈ N.
1. If s, t are trees such that s=k+1 t and s, t are (k+ 1)-similar, then s, t are L-equivalent.
2. For all d,m ∈ N there exists a q ∈ N such that for all trees s, t with s ≡mq t and not
s=k+1 t, there exists a tree t′ and a sequence of k-abstract loops (Si)i∈[1,n], for some
n ∈ N+, such that
a) t′ is (k + 1)-similar to s,
b) |t′| ≡ |s| (modm),
c) the trees t′ and t are L-equivalent,
d) for each (k + 1)-type τ ,
i. |t′|τ = |s|τ + |(Si)i∈[1,n]|τ ,
ii. |s|τ > d if τ occurs in Si.
We fix q according to Lemma 4.4.15(2) for some value of d which we choose below. If
s=k+1 t, we are done by Lemma 4.4.15(1). Assume that s=k+1 t does not hold and let
(Si)i∈[1,n] and t′ be given as in Lemma 4.4.15(2). Note that Lemma 4.4.15(2d) implies, in
particular, that s=k+1 t′ does not hold. We will construct a new tree s′ which is (k + 1)-
similar and L-equivalent to s and which contains all (k+ 1)-types which occur more often
in t′ than in s. Precisely, we want to achieve |s′|τ = |s|τ + |(Si)i∈[1,n]|τ for all (k + 1)-types
τ . That is, s′=k+1 t′ and s′ is (k + 1)-similar to t′. From Lemma 4.4.15(1) we know that t′
and s′ are L-equivalent. Since t′ and t as well as s′ and s are L-equivalent, we know that
s and t are L-equivalent and we are done with the proof.
As a first step in the construction of s′, we replace the loops S1, . . . , Sn by equivalent
loops of small size, but with the same size modulo m.
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Lemma 4.4.16 (Context Bound). Let k ∈ N, m ∈ N+, and let L be a regular tree language.
There exists a computable bound b := b(L,m, k) ∈ N such that for all k-abstract loops C
there exists a k-abstract loop C ′ satisfying:
1. C ′ ∼=L C,
2. |C ′| 6 b,
3. |C ′| ≡ |C| (modm),
4. C ′6k+1C.
Let b be given by the lemma and let S′i = C
′ be the loop given by the lemma for
C = Si, for each i ∈ [1, n]. Since |t′|τ = |s|τ + |(Si)i∈[1,n]|τ , for each type τ , in particu-
lar |t′| = |s| +∑i∈[1,n] |Si|. Hence, ∑i∈[1,n] |Si| ≡ 0 (modm), since |t′| ≡ |s| (modm). Since
also
∑
i∈[1,n] |S′i| ≡ 0 (modm), a simple application of the pigeon hole principle yields a non-
empty set I := {i1, . . . , i`} ⊆ [1, n], for some ` 6 m, such that |S′i1 | + · · · + |S′i` | ≡ 0 (modm).
The next lemma shows that we can turn s into an L-equivalent tree which contains dis-
joint copies of the loops (S′i
ω)i∈I .
Lemma 4.4.17 (Disjoint Context Inclusion). Let L be a regular tree language which is
closed under k-guarded swaps, for some k ∈ N. Let (Ci)i∈[1,`], for ` ∈ N+, be a sequence
of k-abstract loops. For all trees s such that (Ci)i∈[1,`]<k+1 s, there exists an `-template
T such that T 〈C1, . . . , C`〉 is L-equivalent to s, T 〈C1, . . . , C`〉=k+1 s, and T 〈C1, . . . , C`〉 is
(k + 1)-similar to s.
For the application of the lemma to (S′i
ω)i∈I , we have to be sure that (S′i)i∈I <k+1 s. This
can be achieved by taking d := mωb, since each type which occurs in one of the loops
occurs more than d times in s according to Lemma 4.4.15(2). Obviously, there cannot be
more occurrences of any particular (k + 1)-type in (S′i)i∈I than there are nodes in (S
′
i)i∈I
altogether. Let T be given by Lemma 4.4.17 for s and (Ci)i∈[1,`] = (S′i)i∈I .
Our next step is to use the closure of L under transfer to add copies of the loops (S′i)i∈I .
For this, we show that closure under transfer is equivalent to the following property.
Definition 4.4.18 (m-transfer). A regular tree language L is closed underm-transfer if for
all ` ∈ N+, all contexts C1, . . . , C`, all `-templates T and all δ1, . . . , δ` ∈ N, if δ1|C1|+δ2|C2|+
· · ·+ δ`|C`| ≡ 0 (modm), then T 〈Cω1 , . . . , Cω` 〉 and T 〈Cω+δ11 , . . . , Cω+δ`` 〉 are L-equivalent.
Lemma 4.4.19 (Modulo Transfer). A regular tree language L is closed under transfer iff
L is closed under m-transfer for m := lcm[1, κL].
The previous lemma fixes the value ofm. By Lemma 4.4.19, we know that T 〈S′i1ω , . . . , S′i`ω〉
is L-equivalent to T 〈S′i1ω+1, . . . , S′i`ω+1〉 which is L-equivalent to T 〈Si1ω+1, . . . , Si`ω+1〉 accord-
ing to Lemma 4.4.16. Note that we have added exactly one copy of each context from
(Si)i∈I to a tree which is L-equivalent to s. In particular, the number of occurrences of
each (k + 1)-type τ in the new tree is |s|τ + |(S′i)i∈I |τ .
We iterate this argument to add copies of the remaining loops to obtain the desired tree
s′ such that |s′|τ = |s|τ + |(Si)i∈[1,n]|τ for each (k + 1)-type τ . This finishes the proof of
Lemma 4.4.14.
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Proof of the Modulo Transfer Lemma
The Modulo Transfer Lemma (Lemma 4.4.19) adapts a lemma which was proved for reg-
ular word languages in [SS10]. The proof follows [SS10] closely, but some details have to
be adapted since the role that was formerly played by the length of words is now played
by the size of a tree. In particular, this changes the way how we obtain the value of m for
which we show that L is closed under m-transfer. For this, we show that every regular
tree language which is closed under transfer has the following property.
Definition 4.4.20 (Quasi-aperiodicity). A regular tree language L is quasi-aperiodic with
parameter m if Cω ∼=L Cω+1, for all contexts C with |C| ≡ 0 (modm). A regular language
is quasi-aperiodic if it is quasi-aperiodic with parameter m, for some m ∈ N+.
The notion of quasi-aperiodicity has been studied before for languages of words, see e.g.
[Str94].
Lemma 4.4.21. A regular tree language L which is closed under transfer is also quasi-
aperiodic with parameter m := lcm[1, κL].
Proof. Let C be a context with |C| ≡ 0 (modm). We have to show that Cω ∼=L Cω+1.
If |C| = 0, then C is the empty context, and Cω ∼=L Cω+1 is satisfied trivially.
If |C| > 1, we proceed as follows. Recall that, according to our definition of κ, there is a
context E with 1 6 |E| 6 κ and E ∼=L Cω . By our definition ofm, there exists a j ∈ N+ such
that |Ej | = |C|. Since Cω is idempotent, the same is true for E. Hence, Ej ∼=L E ∼=L Cω .
Let D := Ej . As |D| = |C|, by the closure of L under transfer, Cω+1Dω ∼=L CωDω+1. For
the left side, we have Cω+1Dω ∼=L Cω+1(Cω)ω ∼=L Cω+1, and for the right side we have
CωDω+1 ∼=L Cω(Cω)ω+1 ∼=L Cω . Hence, Cω ∼=L Cω+1.
Proof of Lemma 4.4.19. For proving the implication from m-transfer to transfer, let C1, C2
be contexts with |C1| = |C2|, and let T be a 2-template. We want to show that t :=
T 〈Cω+11 , Cω2 〉 and t′ := T 〈Cω1 , Cω+12 〉 are L-equivalent. Let T = (s, p1, p2) and define the
2-template T ′ := (s〈p2 ←[ C2〉, p′1, p′2) where p′1 and p′2 correspond to p1 and p2 in s〈p2 ←[
C2〉. We have T ′〈D1, D2〉 = T 〈D1, C2 · D2〉, for all contexts D1, D2. Let δ1 := ωm + 1
and δ2 := ωm − 1, so that δ1|C1| + δ2|C2| = 2ωm|C1| ≡ 0 (modm). By assumption, we
know that T ′〈Cω+δ11 , Cω+δ22 〉 and T ′〈Cω1 , Cω2 〉 = T 〈Cω1 , C2 · Cω2 〉 = t′ are L-equivalent. But
T ′〈Cω+δ11 , Cω+δ22 〉 = T ′〈Cω+ωm+11 , Cω+ωm−12 〉 = T 〈Cω+ωm+11 , Cω+ωm2 〉 ∼=L T 〈Cω+11 , Cω2 〉 = t.
Hence, L is closed under transfer.
For the reverse direction in the statement of the lemma, we let m ∈ N+ be given accord-
ing to Lemma 4.4.21 so that L is quasi-aperiodic for the constant m. As an immediate
consequence of the quasi-aperiodicity of L, we know that for all contexts C and all j ∈ N:
j|C| ≡ 0 (modm) =⇒ Cω ∼=L Cω+j . (4.2)
The proof proceeds by induction on the number ` of points of T . Let T = (s, p) be a
1-template. Let C1 be a context and δ1 ∈ N, such that δ1|C1| ≡ 0 (modm). Let C := T [, p)
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and t := T|p. By Definition 4.4.9, T 〈Cω1 〉 = C · Cω1 · t. The right-hand tree is L-equivalent
to C · Cω+δ11 · t = T 〈Cω+δ11 〉 by (4.2).
Consider now the case that ` > 1. For all i ∈ [1, `], let αi := |Ci|. Define d :=
gcd{m,α2, . . . , α`}. By our initial assumption about the size of the contexts modulo m,




1 | = |Cδ1α
′
1
j |, for all j ∈ [1, `]. Using this, we may apply the closure of L














j 〉 ∈ L.






j 〉 ∈ L ⇐⇒ T ′〈Cω1 , C
ω+δ1α′1
j 〉 ∈ L, (4.3)






j 〉 ∈ L ⇐⇒ T ′〈Cω1 , C
ω+iδ1α′1
j 〉 ∈ L, (4.4)
By Be´zout’s identity (a well-known fact of elementary number theory, see e.g. [JJ98])
there exist r1, . . . , rk ∈ Z such that
d = gcd{m,α2, . . . , α`} = r1m+ r2α2 + · · ·+ r`α`.
Dividing by d and multiplying by δ1, we have
δ1 = δ1r1m
′ + δ1r2α′2 + δ1r`α
′
`.
Let t := T 〈Cω+δ11 , . . . , Cω+δ`` 〉. Our aim is to change Cω+δ11 into Cω1 which then allows us
to apply the induction hypothesis to finish the proof. By the last equation, we have
t = T 〈Cω+δ1r1m′+δ1r2α′2+···+δ1r`α′`1 , Cω+δ22 , . . . , Cω+δ`` 〉.
We want to use Equation (4.2) to delete some repetitions of C1 and Equation (4.4) to
change the remaining repetitions into copies of the other contexts. To this end, it is nec-
essary to replace each negative ri by a positive number r′i such that r
′
i ≡ ri (modm). That
is, r′i = ri + pim for some pi ∈ N+. Let P := δ1m(p1m′ + p2α′2 + · · · + p`α′`). Since, triv-
ially, Pm|C1| ≡ 0 (modm), we can apply (4.2) to add Pm repetitions of C1 in the previous
decomposition of t to obtain that t is L-equivalent to
T 〈Cω+δ1r′1m′+δ1r′2α′2+···+δ1r′`α′`1 , Cω+δ22 , . . . , Cω+δ`` 〉.
Recall that α1 = α′1d and m′ = m/d and hence α1d is a multiple of m. Thus r′1δ1m′α1 ≡
0 (modm) which means that we can apply equation (4.2) to get rid of r′1δ1m′ copies of C1 in
this tree. That is, t is L-equivalent to
T 〈Cω+δ1r′2α′2+···+δ1r′`α′`1 , Cω+δ22 , . . . , Cω+δ`` 〉.
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Now, by applying (4.4) successively between the first and the i-th point of T for each
i ∈ [2, `], we can replace r′iδ1α′i copies of C1 at the first point of T by r′iδ1α′1 copies of Ci at
the i-th point. We obtain that t is L-equivalent to












For all i ∈ [1, `], let δ′i := δi + r′iδ1α′1. Let T ′ := T 〈Cω1 〉{1}. Then T ′ is an (`− 1)-template and
T ′〈Cω+δ′22 , . . . , C
ω+δ′`
` 〉 = T 〈Cω1 , C
ω+δ′2




δ := δ′2α2 + · · ·+ δ′`α` = δ2α2 + · · ·+ δ`α` + δ1α′1(r′2α2 + · · ·+ r′`α`).
From the definition of d and r′1, . . . , r′k above, we have r
′
2α2 + · · · + r′`α` ≡ d (modm), and
hence δ ≡ δ1α1 + · · · + δ`α` ≡ 0 (modm), since δ1α′1d = δ1α1 by definition of α′1. This
observation allows to apply the induction hypothesis to the (` − 1)-template T ′ and the
contexts C2, . . . , C`:
T ′〈Cω+δ′22 , . . . , C
ω+δ′`
` 〉 ∈ L ⇐⇒ T ′〈Cω2 , . . . , Cω` 〉 = T 〈Cω1 , Cω2 , . . . , Cω` 〉 ∈ L
In summary: T 〈Cω+δ11 , Cω+δ22 , . . . , Cω+δ`` 〉 ∈ L iff T 〈Cω1 , Cω2 , . . . , Cω` 〉 ∈ L.
Proof of the Disjoint Context Inclusion Lemma
In this section, we prove Lemma 4.4.17. We say that a node v in a tree t is compatible
with a k-abstract context C, if t|v is compatible with C. The proof of Lemma 4.4.17 uses
the following lemma.
Lemma 4.4.22. Let k ∈ N. Let C1, . . . , Cn be k-abstract loops. Let t be a tree containing
nodes p1, . . . , pn and p′1, . . . , p′n such that both pi and p′i are compatible with Ci, for all
i ∈ [1, n]. Let T := (t, p1, . . . , pn) and T ′ := (t, p′1, . . . , p′n). Then the tree T ′〈C1, . . . , Cn〉 can
be obtained from the tree T 〈C1, . . . , Cn〉 by a sequence of k-guarded swaps.
Proof. It suffices to consider the case of n = 1 and the general claim follows by induction.
That is, we show that for each k-abstract-context C, and all nodes p, p′ of t which are
compatible with C, the tree t〈p ←[ C〉 can be turned into the tree t〈p′ ←[ C〉 by a sequence
of k-guarded swaps.
By definition, we have t〈p ←[ C〉 = t[, p)Ct|p and t〈p′ ←[ C〉 = t[, p′)Ct|p′ . Let h be the
hole of C. As p and C as well as p′ and C are compatible, the nodes h, p, p′, ph and p′h
are pairwise k-similar. We distinguish three cases depending on the relative positions of
p and p′, see the figures 4.4.3 and 4.4.4.
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Figure 4.4.3: Case 1 in the proof of Lemma 4.4.22. The trees from left to right are t〈p←[ C〉,
s = hs(t〈p←[ C〉, p, p′), and hs(s, p, p′h) = t〈p′ ←[ C〉.
Case I: p′ ‖ p.
We have t〈p ← [ C〉 = t[, p)Ct|p = t[, p, p′)[Ct|p, t|p′ ]. Let s := hs(t〈p ←[ C〉, p, p′) which
is a k-guarded swap. Then s = t[, p, p′)[t|p′ , Ct|p] and hs(s, p, p′h) = t[, p, p′)[t|p, Ct|p′ ] =
t[, p′)Ct|p′ is a k-guarded swap. See Figure 4.4.3 for an illustration.
Case II: p p′.
We have t〈p ←[ C〉 = t[, p)Ct[p, p′)t|p′ . Then vs(t〈p ←[ C〉, p, ph, p′, p′) = t[, p)t[p, p′)Ct|p′







Figure 4.4.4: Case 2 in the proof of Lemma 4.4.22. Left is the tree t〈p ←[ C〉 and right is
vs(t〈p←[ C〉, p, ph, p′, p′) = t〈p′ ←[ C〉.
.
Case III: p′  p.
Analogously to Case 2 with the roles of p and p′ reversed.
For the following proof of Lemma 4.4.17, we need the notion of a k-inclusion from [BS09a]:
Definition 4.4.23 (k-Inclusion). Let s, t be trees. A mapping f : dom(s) → dom(t) is a
k-inclusion, if
1. f preserves k-types, i.e. sk|v = t
k
|f(v) , for all v ∈ dom(s),
2. f preserves the successor relations, i.e. if u = vi, then f(u) = f(v)i, for all u, v ∈
dom(s) and i ∈ Π.
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Note that this definition extends naturally to k-abstract contexts.
The Disjoint Context Inclusion Lemma is an extension of the following lemma to an
arbitrary number of loops.
Lemma 4.4.24 (Lemma 4, [BS09b]). Let k ∈ N+. Let C be a k-abstract loop, and let s be
a tree such that C <k+1 s. There exists a tree s′ obtained from s by a sequence of k-guarded
swaps, such that (1) C is (k + 1)-included in s′, (2) s′=k+1 s, and (3) |s′| = |s|.
Note that the statement about the size of s and s′ follows immediately from the con-
struction of s′ which uses only swaps.
We are now ready for the proof of the Disjoint Context Inclusion Lemma.
Proof of Lemma 4.4.17. Instead of (k + 1)-inclusions, we will simply speak of inclusions.
We include the loops (Ci)i∈[`+1] one after another in s. To this end, we construct a sequence
(Ti)i∈[`+1] of templates with T0 := s where for all i ∈ [1, `] the following conditions are
satisfied:
1. Ti := (si, pi,1, . . . , pi,i) is an i-template,
2. pi,j is compatible with Cj , for all j ∈ [1, i],
3. Ti〈(Cj)j∈[1,i]〉=k+1 s,
4. Ti〈(Cj)j∈[1,i]〉 and s are L-equivalent, and
5. Ti〈(Cj)j∈[1,i]〉 is (k + 1)-similar to t.
The tree T0 = s is a 0-template and s〈〉 = s. We assume that, for some i ∈ N+, we have
constructed a sequence of trees satisfying the conditions. Let C := Ci+1. Because each Cj
is a loop and pi,j is compatible with Cj in si, we have |si|τ = |s|τ − |(Cj)j∈[1,i]|τ , for each
(k+1)-type τ . By the initial assumption about the types in the lemma, |s|τ −|(Cj)j∈[1,i]|τ >∣∣(Cj)j∈[1,`]∣∣τ − ∣∣(Cj)j∈[1,i]∣∣τ > |C|τ . Thus C <k+1 si and hence, by Lemma 4.4.24, we obtain
an inclusion e of C in a tree s′i obtained from si by k-guarded swaps. Let p
′
i,1, . . . , p
′
i,i be the
nodes of s′i which correspond to the points of Ti. From the definition of guarded swaps, we
know that each p′i,j is (k + 1)-similar in s
′
i to the node pi,j in si. Hence, pi,j is compatible
with Cj . Let C ′ denote the image of the domain of C under the inclusion e. Lemma 4.4.24
does not tell us anything about the position of C ′ in s′i and so it might be the case that
C ′ contains one or more of the points p′i,1, . . . , p
′
i,i. Consider some p
′
i,j which belongs to C
′.
Since C <k+1 si and si =k+1 s′i, by Lemma 4.4.24 we know that the number of occurrences
of the (k + 1)-type τ outside C ′ is at least as large as the number of occurrences inside
C ′. Hence, there is a node p′′i,j which does not belong to C
′ and which is compatible with
Cj . For each p′i,j which does not belong to C
′, we let p′′i,j := p
′






i,1, . . . , p
′′
i,i).
By Lemma 4.4.22, T ′i 〈C1, . . . , Ci〉 can be obtained from Ti〈C1, . . . , Ci〉 by a sequence of k-
guarded swaps. Thus, T ′i 〈C1, . . . , Ci〉 is L-equivalent to Ti〈C1, . . . , Ci〉 and hence also to s.
Furthermore, T ′i 〈C1, . . . , Ci〉=k+1 Ti〈C1, . . . , Ci〉=k+1 s, and T ′i 〈C1, . . . , Ci〉 is (k+ 1)-similar
to Ti〈C1, . . . , Ci〉. Since e is an inclusion, we obtain that s′i = s′i[, e()) · C · s′i|e()h, where h
is the hole of C. To obtain Ti+1, we let si+1 := s′i[, e()) · s′i|e()h and pi+1,i+1 := e() and we
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is easy to see that the induction hypothesis is preserved by this construction.
Proof of the Context Bound Lemma
The Context Bound Lemma (Lemma 4.4.16) is proved by a standard pumping argument.
For the proof, we need the following definitions and the following (standard) observation.
Recall that for a minimal deterministic tree automaton A with state set Q, for each state
p ∈ Q we can choose a tree tp such that the run of A on tp reaches the state p at the root,
and hence each context C induces a transition function on Q which maps each state p ∈ Q
to the state q ∈ Q reached by the run of A on Ctp at the root.
Definition 4.4.25 (A-labelling). Let A be a minimal deterministic tree automaton with
state set Q. Let C be a context with the hole h. The A-labelling of C labels each node v of
C by a function from Q to Q as follows:
• if v  h, then the label of v is the transition function induced by C|v on Q.
• if v ‖ h, then v is labelled by the constant function taking each state to the state
reached by A at the root of C|v.
Observation 4.4.26. Let A be a minimal deterministic tree automaton with state set Q.
Let C be a context. Let x  y be nodes of C such that (1) x and y receive the same label by
the A-labelling of C, and (2) for the hole h of C, either x  y  h or x ‖ h. Let C ′ be the
context obtained from C by removing the context C[x, y) from C. Then C ∼=L C ′.
(Note that C ′ = C[, x)t|y if x y  h and C ′ = C[, x, h)[x←[ t|y] if x ‖ h.)
Proof. To see that this is true, observe that, if x  y  h, then the transition function in-
duced by the context is the identity function on Q, and thus C[x, y) can safely be removed
from C. If otherwise x and h are incomparable, the state reached by A on the subtree
containing x is not changed by removing C[x, y).
Now we can prove the Context Bound Lemma.
Proof of Lemma 4.4.16. Let k ∈ N,m ∈ N+ and let A be a minimal deterministic tree
automaton with state set Q which recognises a tree language L. We show that each k-
abstract loop C whose height is strictly larger than ν := 2mK|QQ|, where K denotes the
number of (k + 1)-types, is L-equivalent to a strictly smaller k-abstract loop C ′ such that
|C ′| ≡ |C| (modm) and C ′6k+1C.
This proves the lemma since we consider trees of rank r and hence each tree of height
at most ν has size at most rν+1, which yields the bound b of the lemma.
Now consider a k-abstract loop C with a hole h and suppose that C contains a leaf z
such that |z| > ν + 1. Let γ denote the A-labelling of C and let us label each node x above
z by
(γ(x), Ck|x, |C|x| remm).
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Observe that there are at most ν/2 different labels of this kind. Hence, there exist nodes
x1, x2, x3 with x1  x2  x3  z which all receive the same label. Note that, for i = 1 or
i = 2, we must have xi  xi+1  h or xi ‖ h; for if not x2 ‖ h, then x1  x2  h, and if not
x2 x3 h then either x2 ‖ h or x1 x2 h. Hence, and because γ(x1) = γ(x2) = γ(x3), the
conditions of Observation 4.4.26 are satisfied for x := xi and y := xi+1. This means we can
remove the context C[x, y) to obtain a strictly smaller context C ′ which is L-equivalent to
C.
Since Ck|x = C
k
|y, the context (C[x, y), C
k
|y) is a k-abstract loop. Removing it from C does
not introduce any new (k + 1)-types. That is, all nodes of C ′ have the same (k + 1)-types
as the corresponding nodes of C. Hence, C ′6k+1C. In particular, the (k + 1)-type of the
root and the hole of C ′ are not changed, and hence C ′ is also a k-abstract loop.
Note that |C|y| = |C|x| − |C[x, y)|. Since |C|x| remm = |C|y| remm, this implies |C[x, y)| ≡
0 (modm). Hence, |C ′| = |C| − |C[x, y)| ≡ |C| (modm).
Proof of the Type Equivalence Lemma
The proof of the Type Equivalence Lemma (Lemma 4.4.15) is implicitly contained in the
proof of [BS09a, Theorem 2]. For the sake of completeness, we show how the precise
statement can be obtained from the proof of [BS09a, Theorem 2]. To this end, we need to
introduce some notation from [BS09a]. We write s=k,d t to express that |s|τ , |t|τ > d holds
for each k-type τ such that |s|τ 6= |t|τ . We use s6k,d t as a shorthand for s=k,d t and s6k t.
The first step towards the proof of Lemma 4.4.15 is the following adaptation of Lemma 1
of [BS09a]:
Lemma 4.4.27. Let k′,m, d′ ∈ N. There exists a q ∈ N such that for all trees s, t, if s ≡mq t,
then the following holds:
1. s=k′,d′ t,
2. |s| ≡ |t| (modm),
3. s and t are k′-similar.
Proof. Let τ1, . . . , τν be a list of all trees of depth at most k′. The (k′, d′,m)-type of a tree s
is the tuple (n1, . . . , nν , a, τ) such that
• ni = min{n′i, d′+1}, where n′i := |t|τi is the number of nodes in s of k′-type τi, for each
i ∈ [1, ν],
• a = |s| remm, and
• τ is the k′-type of the root of s.
Note that two trees s and t satisfy the lemma’s conditions (1)–(3) iff they have the same
(k′, d′,m)-type. Furthermore, the number of (k′, d′,m)-types is finite. Thus, it suffices to
construct, for each (k′, d′,m)-type α, a FOcard-sentence ϕα that is satisfied by exactly the
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trees of (k′, d′,m)-type α. The number q mentioned in the lemma is then chosen as the
maximum quantifier depth of the sentences ϕα, for all (k′, d′,m)-types α.




ϕi,ni ∧ Ca,m ∧ ϕτ ,
where
• for every i ∈ [1, ν],
– if ni 6 d′, then ϕi,ni states that there are exactly ni nodes whose k′-type is τi,
– if ni = d′ + 1, then ϕi,ni states that there are at least d′ + 1 nodes whose k′-type
is τi,
• Ca,m states that the size of the tree is congruent to a modulo m, and
• ϕτ states that τ is the k′-type of the root of the tree.
The formulae ϕi,ni and ϕτ can easily be constructed, once we have available formulae
ψk
′
t′ (x), for each tree t
′ of depth at most k′, expressing that the k′-type of node x is t′.
The construction of the formulae ψk′t′ (x) is straightforward: We inductively construct for
all numbers k 6 k′ and for all nodes v of t′ a formula ψkt′,v(x), such that for all trees s and
all nodes x of s, s |= ψkt′,v(x) iff the k-type of x in s equals the k-type of v in t′. Then, ψk
′
t′ (x)
can be chosen as ψk′t′ (x) := ψ
k′
t′,w(x), where w is the root of t
′. We define ψkt′,v(x) for all nodes
v of t′ carrying the label a ∈ Σ as follows:
ψ0t′,v(x) := Pa(x),
ψkt′,v(x) := Pa(x) ∧ ϕkt′,v,1(x) ∧ ϕkt′,v,2(x),
where ϕkt′,v,i(x) describes the i-successor ci of v, i.e. for all i ∈ Π:
ϕkt′,v,i(x) := ∃y
(
Si(x, y) ∧ ψk−1t′,ci (y)
)
, if vi ∈ dom(t),
ϕkt′,v,i(x) := ∀y ¬Si(x, y) , otherwise.
The next lemma is a slight strengthening of [BS09a, Lemma 2]:
Lemma 4.4.28 ([BS09a, Lemma 2]). Let L be a regular tree language that is closed under
k-guarded swaps. Let m, d ∈ N. There exists a d′ ∈ N such that, for all trees s, t, if s=k+1,d′ t,
then there exists a tree t′ with the following properties:
1. s6k+1,d t′,
2. t′ and t are (k + 1)-similar,
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3. t′ and t are L-equivalent,
4. |t′| ≡ |t| (modm).
Proof. The only difference to [BS09a, Lemma 2] is property 4 of t′. The proof in [BS09a]
uses a pumping argument. It is easy to see that the pumping in the construction of the
tree t′ from t can be done without changing the size of t modulo m.
We need the following definition of [BS09a]:
Definition 4.4.29 (pseudo-inclusion). A tree t is k-pseudo-included in a tree t′ if there is
an injective mapping h : dom(t)→ dom(t′) such that:
1. h() = ,
2. h preserves k-types , i.e. tk|v = t
′k|h(v) , for all v ∈ dom(t),
3. h maps the i-successor of each node x to a node in the subtree of the image of x , i.e.
if x = yi then h(x) h(y)i , for all x, y ∈ dom(t) and i ∈ Π.
The following lemma and its corollary are Lemma 3 and Corollary 1 of [BS09a], respec-
tively.
Lemma 4.4.30 (Lemma 3, [BS09a]). Let L be a regular tree language that is closed under
k-guarded swaps. Let s, t′ be (k + 1)-similar trees such that s6k+1 t′. There exists a tree t′′
such that:
1. s is (k + 1)-pseudo-included in t′′,
2. t′′ and t′ are L-equivalent,
3. t′′ and t′ are (k + 1)-similar,
4. t′′=k+1 t′,
5. |t′′| = |t′|.
The statement about the size of the tree t′′ in Lemma 4.4.30 is not formulated in
[BS09a], but it is justified by the fact that the construction of the tree t′′ from the tree
t′ in the proof of Lemma 3 uses swapping operations only, which do not change the size of
a tree.
Corollary 4.4.31 (Corollary 1, [BS09a]). Let L be a regular tree language that is closed
under k-guarded swaps. If s and t are (k + 1)-similar trees with s=k+1 t, then s and t are
L-equivalent.
We are now ready for the proof of the Type Equivalence Lemma.
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Proof of Lemma 4.4.15. Part (a) holds by Corollary 4.4.31.
For the proof of part (b), choose d′ according to Lemma 4.4.28, and choose q according
to Lemma 4.4.27 for k′ := k + 1. Thus, if s ≡mq t, then we know that s=k+1,d′ t, s and t
are (k + 1)-similar, and |s| ≡ |t| (modm). By Lemma 4.4.28, we know that there exists a
tree t′ satisfying the requirements of Lemma 4.4.30. Hence, we obtain a tree t′′ with the
properties stated therein. In particular, s is (k + 1)-pseudo-included in t′′ by a map h.
Since not s=k+1 t′ and h is a pseudo-inclusion, we obtain that there exist nodes x and y
such that x = yi and h(x) h(y)i, for some i ∈ {0, 1}. We let (x1, y1), . . . , (xn, yn) denote all
pairs of such nodes. Then we define Sj := t′′[h(yj)i, h(xj))k for each such pair (xj , yj) and
the corresponding i. Since h is a (k + 1)-inclusion, we know that the (k + 1)-type of h(yj)i
and of h(xj) is the same. Hence, each Sj is a k-abstract loop.
Now consider some (k+ 1)-type τ . Since h is a (k+ 1)-inclusion, τ occurs as often in the
h-image of s in t′′ as in s. Hence, |t′|τ = |t′′|τ = |s|τ + |(Si)i∈[1,n]|τ . Furthermore, if τ occurs
in one of the loops Sj , then |s|τ 6= |t′′|τ . Since s6k+1,d t′ and t′=k+1 t′′, we have |s|τ > d.
4.5 Decidability of FOcard-definability
In this section we discuss how our characterisation of FOcard-definability leads to decid-
ability. That is, we show:
Theorem 4.5.1. There is an algorithm which on input of a tree automaton A decides if
the tree language L accepted by A is FOcard-definable.
By Theorem 4.4.7, we know that it suffices to check if L is closed under guarded swaps
and closed under transfer. The following theorem was proved in [BS09a].
Theorem 4.5.2. There is a polynomial time algorithm which on input of a deterministic
tree automaton A decides if the tree language L accepted by A is closed under guarded
swaps.
Hence, to establish Theorem 4.5.1, it suffices to prove the following lemma.
Lemma 4.5.3. There is an algorithm which on input of a tree automaton A decides if the
tree language L accepted by A is closed under transfer
For the proof of Lemma 4.5.3, we first prove a more amenable characterisation of closure
under transfer. For this, we will need the following pumping lemma for templates.
Lemma 4.5.4 (Template Bound). Let L be a regular tree language and let ` ∈ N. There
exists a number B := B(L, `) (which can be computed from a tree automaton recognising
L) such that for each `-template T there exists an L-equivalent `-template T ′ of size at most
B. That is, T ′ is a template whose underlying tree has at most B nodes such that for all
contexts C1, . . . , C`, we have
T 〈C1, . . . , C`〉 ∈ L ⇐⇒ T ′〈C1, . . . , C`〉 ∈ L.
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Proof. Let m(T ) denote the maximum number of points on any path of T . We proceed by
induction on m(T ).
If m(T ) = 0, then T is just a tree and the statement of the lemma reduces to the
statement of the standard pumping lemma for regular tree languages.
Suppose that T = (t, p1, . . . , p`) is a template with m(T ) > 0. We consider the set M of
minimal points of T , i.e. M is an antichain in the tree order (i.e. if p, p′ ∈ M and p 6= p′,
then p ‖ p′) and the elements of M are the minima of their respective chains (i.e. if p ∈M
and p′ /∈M , then p p′).
Let M = {m1, . . . ,mk}. For each mi, we let si := t|mi and we let v¯i denote a sequence
which contains all points p of T such that mi  p, in arbitrary order. For each si, we
construct the template Si := (si, v¯i) which has strictly less points then T since mi is not
contained in v¯i.
We consider the k-context C := t[,m1, . . . ,mk). We have t = C[s1, . . . , sk]. Using a
standard pumping lemma for contexts, we obtain a context C ′ which is L-equivalent to C
and whose size is bounded by a constant b which depends only on L and the number of
holes which is at most `. By construction of the templates Si, we obviously have m(Si) <
m(T ) for each Si. We apply the induction hypothesis to obtain a template S′i of size at
most B(L, ` − 1) for each template Si. For each S′i, we let s′i denote its underlying tree.
We define t′ := C ′[s′1, . . . , s′k] and we let T
′ be the `-template with the underlying tree t′
whose sequence of points is m1, . . . ,mk followed by the concatenation of the points of the
templates S′1, . . . , S′k, where each point of S
′
i is prefixed by mi. Note that the size if T
′ is at
most B(L, `) := b+ `B(L, `− 1).
Now consider contexts C1, . . . , C`. It is straightforward to verify (cf. Definition 4.4.8)
that the insertion of contexts at parallel points is equivalent to context substitution in
such a way that T 〈m1 ←[ C1, . . . ,mk ←[ Ck〉 = C[C1s1, . . . , Cksk]. For each mi, we let
C¯i denote the contexts from {C1, . . . , C`} which, in the insertion operation T 〈C1, . . . , C`〉,
are inserted at points which lie in the subtree si below mi. By the construction of the
templates Si, we hence have: T 〈C1, . . . , C`〉 = C[C1S1〈C¯1〉, . . . , CkSk〈C¯k〉]. Since C ′ is L-
equivalent to C and each tree Si〈C¯i〉 is L-equivalent to the corresponding tree S′i〈C¯i〉 by
induction, we obtain that the trees T 〈C1, . . . , C`〉 and C ′[C1S′1〈C¯1〉, . . . , CkS′k〈C¯k〉] are L-
equivalent, where the latter tree is T ′〈C1, . . . , C`〉.
Now we can introduce our characterisation of transfer.
Definition 4.5.5 (Bounded transfer). Let L be a regular tree language. Letm := lcm[1, κL].
Let b := b(L,m, 1) be the context bound of Lemma 4.4.16 and let B := B(L,m) be the tem-
plate bound of Lemma 4.5.4. We say that L is closed under bounded transfer if for all
` 6 m, all contexts C1, . . . , C` of size at most b, all `-templates T of size at most B, and all
natural numbers δ1, . . . , δ` < mωL, if δ1|C1| + · · · + δ`|C`| ≡ 0 (modm), then T 〈Cω1 , . . . , Cω` 〉
and T 〈Cω+δ11 , . . . , Cω+δ`` 〉 are L-equivalent.
Lemma 4.5.6. A regular tree language L is closed under bounded transfer iff it is closed
under transfer.
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Proof. First, recall that we know from Lemma 4.4.19 that closure under transfer is equiv-
alent to closure under m-transfer for m = lcm[1, κL]. Hence, it suffices to establish the
equivalence of closure under bounded transfer and closure under m-transfer for this
choice of m.
The definition of bounded transfer is derived from the definition of m-transfer by im-
posing upper bounds on the various parameters. The implication from closure under
m-transfer to closure under bounded transfer is hence immediate. It remains to show
that imposing those upper bounds can be done without loss of generality, i.e. that closure
under bounded transfer also implies closure under m-transfer.
According to Lemma 4.5.4, we can assume that the template T in the definition of m-
transfer has size at most B.
Using Lemma 4.4.16, we can also assume that each of the contexts Ci in the definition
of m-transfer has size at most b. (Recall that Lemma 4.4.16 tells us — if we ignore the
statement about the types in that lemma — that for each Ci there is an C ′i such that
C ′i ∼=L C, |C ′i| 6 b, |C ′i| ≡ |Ci| (modm); in particular, the summed size of these contexts is
also 0 modulo m.)
Next, we bound the size of the numbers δi. Consider contexts C1, . . . , C`, an `-template
T , and let δ1, . . . , δ` be such that δ1|C1|+ δ2|C2|+ · · ·+ δ`|C`| ≡ 0 (modm). Consider the tree
T 〈Cω1 , . . . , Cω` 〉. For each of the numbers δi, we choose ai ∈ N and ri ∈ [ωm] such that
δi = aiωm+ ri.
We have r1|C1|+r2|C2|+ · · ·+r`|C`| ≡ 0 (modm) where each ri < ωm. Hence, using closure
under bounded transfer, we obtain that the tree
T 〈Cω1 , . . . , Cω` 〉
is L-equivalent to the tree
T 〈Cω+ri1 , . . . , Cω+ri` 〉
which, in turn, is L-equivalent to
T 〈Cω+δi1 , . . . , Cω+δi` 〉
— since for each Ci, using that the ω-power of a context is idempotent,
Cω+rii
∼=L Cω+aimω+rii = Cω+δii .
It remains to justify the bound on the number ` of contexts. To this end, we proceed by
induction on the number `. If ` 6 m, given everything that we have established so far, the
definition of m-transfer and bounded transfer agree. Now suppose that ` > m and con-
sider a tree T 〈Cω1 , . . . , Cω` 〉 for contexts C1, . . . , C`, an `-template T , and δ1, . . . , δ` such that
δ1|C1|+ · · ·+ δ`|C`| ≡ 0 (modm). Since there are more contexts than there are remainders
modulo m, there must be i1 < i2 6 ` such that
∑
j∈[1,i1] δj |Cj | ≡
∑
j∈[1,i2] δj |Cj | (modm).
Let I := [i1 + 1, i2]. Hence,
∑
j∈I δj |Cj | ≡ 0 (modm) and
∑
j /∈I δj |Cj | ≡ 0 (modm). Now we
can apply the induction hypothesis first to the template obtained by restricting T to the
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points in I and afterwards to those outside of I. By induction, we obtain that the tree
T 〈(Cωi )j∈I〉I is L-equivalent to t′ := T 〈(Cω+δii )j∈I〉I . Let T ′ be the template with the un-
derlying tree t′ and whose points are the points of T whose indices belong to I¯ := [1, `] \ I.
Applying the induction hypothesis once more, we obtain that T ′〈(Cωi )j∈I¯〉 is L-equivalent
to T ′〈(Cω+δii )j∈I¯〉. This is the same tree as T 〈(Cω+δii )i∈[1,`]〉 and hence we are done.
Using the notion of bounded transfer, the proof of Lemma 4.5.3 is straightforward.
Proof of Lemma 4.5.3. By Lemma 4.5.6, it suffices to present an algorithm which, on in-
put of a tree automation, decides if the language recognised by the automaton is closed
under bounded transfer. If the language is not closed under bounded transfer, there must
exist a witness for the failure of the closure property. Such a witness consists of con-
texts C1, . . . , C` of size at most b, an `-template T of size at most B, and natural numbers
δ1, . . . , δ` < mω with δ1|C1| + · · · + δ`|C`| ≡ 0 (modm) such that either T 〈Cω1 , . . . , Cω` 〉 ∈ L
and T 〈Cω+δ11 , . . . , Cω+δ`` 〉 /∈ L or vice versa. Here, the numbersm,ω, b,B are all computable
given the automaton. Since the size of the contexts, the template, and the numbers which
form the witness are all bounded, the algorithm can simply enumerate all possible com-
binations of contexts, templates, and natural numbers whose size does not exceed the
respective upper bounds. If any witness is found, the algorithm can decide that the lan-
guage is not closed under transfer. If no witness is found, we can be sure that the algo-
rithm has considered all possible witnesses and hence it can decide that the language is
closed under transfer.
From the proof above, with a little bit more care, we could obtain an elementary — i.e.
k-fold exponential, for some k — upper bound on the running time of the algorithm. But
the value of k is rather large and we do not know how to improve it or show that it is
necessary. Hence, we do not discuss this in greater detail.
4.6 On swaps
Trying to understand various properties of k-guarded vertical swaps, it becomes evident
that k-guardedness is a too lax requirement for many purposes. There are at least two
reasons for this. Consider a k-guarded vertical swap vs(t, u1, v1, u2, v2) of a tree t. Then
1. u1, v1, u2, v2 can be arbitrarily close together, and
2. the trees induced by the nodes at distance k above v1 and distance k above u2 could
be different.
In this section, we introduce a notion of strong guardedness which rules out these cases.
We then show that closure under swaps is equivalent to closure under these strongly
guarded swaps and horizontal swaps (Theorem 4.6.2 below). We need this result in Sec-
tion 4.7.6. There are also several results of [BS09a] and [BS09b] where this stronger
guardedness condition has been implicitly assumed. Our result fills the gaps in the proofs
of these results. These applications are discussed in Section 4.6.2 below.
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In the following definition of strong guardedness, in addition to the k-spills of nodes in
trees, we need to consider their k-spheres. Observe that, for each tree t and each of its
nodes u, we have N tk(u) ∼= (t′, v) where t′ is a tree and v is the image of u under the unique
isomorphism of N tk(u) and (t′, v). Note also that distt1(u, v) = distt2(u, v) for all trees t1
and t2 with u, v ∈ dom(t1) ∩ dom(t2). Hence, we can always omit the trees in the distance
notation.
Definition 4.6.1 (Strongly k-guarded). We say that a vertical swap vs(t, u1, v1, u2, v2) is
strongly k-guarded, if u1 and u2 are k-similar in t, v1 and v2 have isomorphic k-spheres,
and dist(u1, v1) > 2k + 1, dist(v1, u2) > k + 1 and dist(u2, v2) > 2k + 1.
Like for k-guarded swaps, we say that a tree language L is closed under strongly k-
guarded swaps if for each tree t which belongs to L, each of its strongly k-guarded vertical
swaps also belongs to L. We say that a language L is closed under strongly guarded
swaps if there is a k0 ∈ N such that L is closed under strongly k-guarded swaps for each
k > k0. During the following section, we define several other kinds of vertical swaps.
We use analogous definitions of closure of a language for all kinds of swaps. Note that
this is consistent with our previous definition of closure under guarded swaps, since a
tree language which is closed under k0-guarded swaps, for some k0 is also closed under
k-guarded swaps for each k > k0. The present definition has the useful feature that, given
a language which is closed under several types of swaps, we can always assume that the
number k0 witnessing the closure of L is the same for all of them by taking maxima. Our
goal is a proof of the following theorem.
Theorem 4.6.2. Let L be a tree language. Then L is closed under guarded swaps iff it is
closed under strongly-guarded vertical swaps and closed under guarded horizontal swaps.
4.6.1 Proof of Theorem 4.6.2
In the proof of Theorem 4.6.2, the implication from closure under guarded swaps to closure
under strongly guarded swaps and horizontal swaps is trivial, since the former notion of
swap subsumes the latter. To establish the reverse implication, we have to show that each
vertical swap vs(t, u1, v1, u2, v2) of a tree t which is K-guarded, for some sufficiently large
value of K, can be obtained from t by a sequence of k-guarded horizontal and strongly k-
guarded vertical swaps. The proof proceeds by considering cases of increasing “difficulty”
in a series of lemmas. Each of these lemmas establishes that a particular kind of swaps
can be reduced to simpler swaps if the value of K is increased, where the simplest swaps
for our purpose are strongly k-guarded vertical swaps and k-guarded horizontal swaps.
Next come particular vertical swaps which we call k-trivial.
Definition 4.6.3 (k-trivial). Let k ∈ N and let t be a tree. A vertical swap vs(t, u1, v1, u2, v2)
is k-trivial if v1 = u1x and v2 = u2x, for x ∈ Π∗, and u1 and u2 are (k + |x|)-similar.
Given nodes u1  v1  u2  v2 of t, we say that CC1DC2s is the standard decomposition
of t if C = t[, u1), C1 = t[u1, v1), D = t[v1, u2), C2 = t[u2, v2), and s = t|v2 . Recall that clo-




Lemma 4.6.4. If a tree language L is closed under guarded horizontal swaps, then it is
also closed under trivial vertical swaps.
Proof. Suppose that L is closed under k0-guarded horizontal swaps, for some k0 ∈ N. Let
t be a tree, let k > k0, and let t′ := vs(t, u1, v1, u2, v2) be a k-trivial vertical swap of t. We
show that either t = t′ or t′ can be obtained from t by k-guarded horizontal swaps, which
implies that t′ ∈ L.
Let x be given as in Definition 4.6.3 and let ` := |x|. We distinguish two cases.
Let v1,1, . . . , v1,n be an enumeration of all nodes of t such that v1,j = u1xj for some xj ∈ Π`
with x 6= xj , for each j ∈ [1, n]. Let v2,j := u2xj and note that, by (k + `)-similarity, v2,j is a
node of t which is k-similar to v1,j , for each j ∈ [1, n]. Let ti,j := t|vi,j , for each i ∈ {1, 2} and
j ∈ [1, n]. Let C ′1 := t[u1, v1,1, . . . , v1,n, u1x) and C ′2 := t[u2, v2,1, . . . , v2,n, u2x). Consider the
standard decomposition of t. Clearly, C1 = C ′1[x1 ←[ t1,1, . . . , xn ←[ t1,n] and C2 = C ′2[x1 ←[
t2,1, . . . , xn ←[ t2,n]. We have C ′1 = (s1, x1, . . . , xn, x) and C ′2 = (s2, x1, . . . , xn, x) for k-similar
trees s1, s2 with height(s1), height(s2) 6 k. Hence, s1 = s2 and C ′1 = C ′2. We obtain a tree t′′
from t by horizontally swapping v1,1 with v2,1, then swapping v1,2 and v2,2 horizontally in
the resulting tree, and so on for all pairs v1,j and v2,j . Then,
t′′[u1, u1x) = C ′1[x1 ← [ t2,1, . . . , x2,n ←[ t2,n] = C ′2[x1 ←[ t2,1, . . . , xn ←[ t2,n] = C2,
t′′[u2, u2x) = C ′2[x1 ←[ t1,1, . . . , x1,n ←[ t1,n] = C ′1[x1 ←[ t1,1, . . . , xn ←[ t1,n] = C1,
and the other contexts in the decomposition of t remain unaffected by the horizontal
swaps. Altogether, we obtain that
t′′ = CC2DC1s = t′.
Definition 4.6.5 (k-short). Let k ∈ N and let t be a tree. A vertical swap vs(t, u1, v1, u2, v2)
is k-short if it is (k + dist(u1, v2))-guarded.
Lemma 4.6.6. If a tree language L is closed under guarded horizontal swaps, then it is
also closed under short vertical swaps.
For the proof of Lemma 4.6.6, we will distinguish between the case where the path
from u1 to v1 is the same word as the path from u2 to v2 and the case where those paths
are different. In the latter case, we can prove a stronger statement which we will use
repeatedly in the proof of Lemma 4.6.6.
Lemma 4.6.7. Each vertical swap vs(t, u1, v1, u2, v2) of a tree t where u1 and u2 are (k+ `)-
similar, for some ` ∈ N+, v1 and v2 are k-similar, and either
1. v1 = u1x for some x ∈ Π`, dist(u2, v2) > `, and u2x ‖ v2, or
2. v2 = u2x for some x ∈ Π`, dist(u1, v1) > `, and u1x ‖ v1
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can be obtained from t using only k-guarded horizontal swaps.
Proof. We consider the first case where u2x ‖ v2; the second case follows by symmetric
reasoning. Since dist(u2, v2) > `, there is an x′ ∈ Π` such that u2x′  v2. Since u1 and u2
are (k + `)-similar, u1x′ is a node of t which is k-similar to u2x′. Let C ′1 := t[u1, v1, u1x′)
and s1 := t|u1x′ . Let C
′
2 := t[u2, u2x, u2x
′), s2 := t|u2x, and B := t[u2x
′, v2). Note for later use
that C ′1 and C ′2 are (k + `)-similar, that Bs and s1 are k-similar, and that s2 is k-similar to
s (since s2 is the subtree below u1x = v1 and s is the subtree below v2, and v1 and v2 are
k-similar in t).
Observe that C1 = C ′1[x′ ←[ s1] and C2 = C ′2[s2, B]. Hence,
t = C · C ′1[x′ ←[ s1] ·D · C ′2[s2, B] · s.
Since C ′1[x′ ←[ s1] ·D = C ′1[D, s1] and C ′2[s2, B] · s = C ′2[s2, Bs] this can be written as
t = C · C ′1[D, s1] · C ′2[s2, Bs].
Hence,
t1 := hs(t, u1x
′, u2x′) = C · C ′1[D,Bs] · C ′2[s2, s1]
= C · C ′1[DC ′2[s2, s1], Bs].
The tree t1 is a k-guarded horizontal swap of t.
Now we want to swap s and DC ′2[s2, s1] in t1. The node corresponding to the root of
the tree s in the decomposition of t1 is u1x′y where y is the hole of B, i.e. v2 = u2x′y.
The node corresponding to the root of DC ′2[s2, s1] is v1. The tree DC ′2[s2, s1] is k-similar
to DC ′2[s2, Bs] which is the subtree below v1 in t. Since v1 and v2 are k-similar in t, we
obtain that DC ′2[s2, s1] is also k-similar to s. Altogether, we obtain that u1x′y and v1 are k-
similar in t1. We consider the following horizontal swap which, by the previous argument,
is k-guarded:
t2 := hs(t1, v1, u˜1x
′y) = C · C ′1[s,BDC ′2[s2, s1]]
= C · C ′1[x←[ s] ·BD · C ′2[x←[ s2] · s1
We want to swap C ′1[x←[ s] and C ′2[x←[ s2] in t2. Note that the hole of both these contexts
is x′. In t2, the root of C ′1[x ← [ s] corresponds to u1 and the hole corresponds to u1x′. Let
z be the hole of D, i.e. u2 = v1z. Then, in t2, the root of C ′2[x ←[ s2] corresponds to u1x′yz
and the hole corresponds to u1x′yzx′. We argue that u1 and u1x′yz are (k + `)-similar
in t2 as follows. The subtree below u1x′yz in t2 is C ′2[s2, s1] and the subtree below u1 is
C ′1[s,BDC ′2[s2, s1]]. Recall that C ′1 and C ′2 are (k + `)-similar and that the holes x and x′
of these contexts are at distance ` from the root. Recall that s and s2 are k-similar. We
have observed above that DC ′2[s2, s1] and s are k-similar and we know that Bs and s1 are
k-similar. Hence, BDC ′2[s2, s1] and s1 are k-similar. Altogether, we obtain that u1x′yz and
u1 are (k + `)-similar in t2.
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Consider the vertical swap:
vs(t2, u1, u1x
′, u1x′yz, u1x′yzx′) = C · C ′2[x←[ s2] ·BD · C ′1[x←[ s] · s1
= C · C ′2[s2, B] ·D · C ′1[x′ ←[ s1] · s
= CC2DC1s = vs(t, u1, v1, u2, v2).
From the discussion above, it follows that this swap is k-trivial. Hence, we are done.
We now proceed with the proof of Lemma 4.6.6.
Proof of Lemma 4.6.6. Suppose that L is closed under guarded horizontal swaps. By
Lemma 4.6.4, we know that L is also closed under trivial vertical swaps. Let k0 ∈ N
witness the closure of L under both kinds of swaps. Let t be a tree, let k > k0, and let
t′ := vs(t, u1, v1, u2, v2) be a k-short vertical swap. We show that either t = t′ or t′ can
be obtained from t by a sequence of swaps which are either k-trivial vertical swaps or
k-guarded horizontal swaps, whence t′ ∈ L.
Let `1 := dist(u1, v1), d := dist(v1, u2), and `2 := dist(u2, v2). Let CC1DC2s be the stan-
dard decomposition of t. Hence, t′ = CC2DC1s.
We proceed by induction on ` := `1 + d+ `2 = dist(u1, v2) which we call the length of the
swap. If `1 + `2 = 0, we have t = t′ and we are done. For the induction step, assume that
`1 + `2 > 0. In the following, we discuss the case where `2 > `1; the case where `2 < `1
follows by symmetric reasoning.
Case I: `1 > 0.
In this case, u1 6= v1 and hence there is an non-empty x ∈ Π`1 such that u1x = v1.
If u2x ‖ v2, then vs(t, u1, v1, u2, v2) satisfies the conditions of Lemma 4.6.7. From that
lemma, we know that t′ can be obtained from t using only k-trivial vertical swaps and
k-guarded horizontal swaps and we are done.
In the following, we consider the case that u2x  v2. Since u1, u2 are (k + `)-similar and
|x| = `1 6 `, we know that the swap t′′ := vs(t, u1, v1, u2, u2x) is k-trivial. Let C2 = C2,1C2,2
for C2,1 := t[u2, u2x) and C2,2 := t[u2x, v2) and note that
t′′ = CC2,1DC1C2,2s.
In t′′, the node v1 = u1x corresponds to the root of D and u2x and v2 correspond to the
roots of C2,2 and s, respectively.
Consider the following swap:
vs(t, v1, v1, u2x, v2) = CC2,1C2,2DC1s = t
′.
We want to apply induction to show that we can obtain t′ from t′′, and hence from t,
using k-guarded horizontal swaps and k-trivial vertical swaps. The length of the swap is
dist(v1, v2) = ` − `1. Since `1 > 0, this is strictly smaller than `. The nodes v1 = u1x and
u2x are (k + ` − `1)-similar and v1 and v2 are (k + `)-similar. Hence, the swap is k-short
and we can apply induction as desired.
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Case II: `1 = 0.
In this case, u1 = v1 and hence C1 is the empty context. That is, we have t = CDC2s and
we want to exchange D and C2 to obtain
t′ = CC2Ds.
We distinguish further cases depending on d and `2.
Case II.a: d = 0 or `2 = 0.
In both cases, we are finished without further ado: in the first case, t = CC2s = t′ and in
the second case t = CDs = t′.
Case II.b: 0 < d 6 `2.
By our initial assumption, we know that u1 and u2 are (k + `)-similar. Since u1 = v1 and
since v1 and v2 are (k + `)-similar in t, we know that u2 and v2 are also (k + `)-similar.
Hence, the swap vs(t, v1, u2, u2, v2) = t′ is k-short. Its length is dist(v1, v2) = `. Since
dist(v1, u2) = d > 0 and `2 > d, we can proceed as in Case I.
Case II.c: d > `2 > 0.
Let x ∈ Π`2 be such that v2 = u2x.
Case II.d.a: v1x ‖ u2.
In this case, vs(t, v1, u2, u2, v2) = t′ satisfies the condition of Lemma 4.6.7. That is, we
have dist(u2, v2) = `2 and v1 = u1 is (k + `2)-similar to u2 by the initial assumption of this
lemma, and u2 is k-similar to v2 since — also by the initial assumption — v1 is at least
k-similar to v2. According to Lemma 4.6.7, t′ can be obtained from t using only k-guarded
horizontal swaps and k-trivial vertical swaps. Thus, we are done with this case.
Case II.d.b: v1x u2.
We split D into two contexts D1 := t[v1, v1x) and D2 := t[v1x, u2) such that D = D1D2.
Consider the swap
t′′ := vs(t, v1, v1x, u2, u2x) = CC2D2D1s.
Since v1 = u1, this swap is clearly k-trivial.
Finally, to end the proof, we want to exchange D2 and D1 in t′′ to obtain t′. Let y denote
the hole of D2. The following vertical swap achieves our goal.
vs(t′′, v1x, u2, u2, v2) = CC2D1D2s = t′.
Note that the length of this swap is dist(v1x, v2) = d. We consider the similarity of the
relevant nodes to show that the swap is k-short. First, we show that v1x and u2 are
(k + d)-similar. The subtree below v1x in t′′ is D2D1s. This tree is (k + `)-similar to the
tree D2C2s which is the subtree below v1x in t. The subtree below u2 in t′′ is D1s. This
tree is (k+ `)-similar to the tree C2s which is the subtree below u2 in t. The subtree below
v2 in t′′ is s which is also the subtree below v2 in t. Hence, it remains to show that v1x, u2,
and v2 are mutually (k + d)-similar in t. We know that u2 is (k + `)-similar to u1 = v1 in
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t. On the one hand, together with the (k + `)-similarity of v1 and v2, this implies that u2
is (k + d)-similar to v2. Furthermore, u2x = v2 and v1x are (k + `− `2)-similar in t, where
` − `2 = d. Hence, by induction, t′ can be obtained from t′′, and hence from t, using only
k-trivial and k-guarded horizontal swaps.
Definition 4.6.8 (gaping). A vertical swap vs(t, u1, v1, u2, v2) is k-gaping if it is k-guarded
and dist(v1, u2) > k.
Lemma 4.6.9. If a tree language L is closed under strongly guarded vertical swaps and
closed under trivial vertical swaps, then it is also closed under gaping vertical swaps.
Proof. Let k0 ∈ N be a parameter witnessing the closure under strongly guarded vertical
swaps and under trivial vertical swaps.
Let k > k0, let t be a tree, and let t′ := vs(t, u1, v1, u2, v2) be a (4k + 2)-gaping swap of t.
We show that t′ can be obtained from t using both strongly k-guarded vertical swaps and
(2k + 1)-trivial vertical swaps, which implies that t′ ∈ L.
Let CC1DC2s be the standard decomposition of t. Let x ∈ Π2k+1 be such that v1x  u2.
Note that, by (2k+1)-similarity of v1 and v2, the node v2x belongs to t. We have D = D1D2
for D1 := t[v1, v1x) and D2 := t[v1x, u2). We also have s = Es′ for E := t[v2, v2x) and
s′ := t|v2x. Thus
t′′ := vs(t, v1, v1x, v2, v2x) = CC1 · E ·D2C2 ·D1 · s′.
Since dist(v1, v1x) = dist(v2, v2x) = 2k + 1 and v1 and v2 are 2(2k + 1)-similar, the swap
t′′ is (2k + 1)-trivial. In the tree t′′, the nodes u1 and u2 correspond to the roots of C1E
and C2D1 and v1x and v2x correspond to the roots of D2 and s′. The nodes u1 and u2 are
clearly k-similar. For the next step, we need to verify that the k-spheres of v1x and v2x
in t′′ are isomorphic. Note that the k-spheres of v1x and v2x in t are isomorphic to the
k-spheres of the node x in D1D2 and Es′, respectively. Since D1 and E are (3k+ 1)-similar,
|x| = 2k+1, and D2 and s′ are k-similar, these k-spheres are isomorphic. This implies that
the k-spheres of x in ED2 and in D1s′ are isomorphic. Hence, the k-spheres of v1x and v2x
in t′′ are isomorphic. Consider the vertical swap
vs(t′′, u1, v1x, u2, v2x) : = C · C2D1 ·D2 · C1E · s′
= CC2DC1s = t
′.
Obviously, dist(u1, v1x), dist(u2, v2x) > 2k + 1. Since t′ is, in particular, (3k + 2)-gaping, we
obtain v1xu2 and dist(v1x, u2) > dist(v1, u2)−(2k+1) > 3k+2−2k−1 = k+1. Altogether,
the previous swap is strongly k-guarded.
Definition 4.6.10 (long). A vertical swap vs(t, u1, v1, u2, v2) is k-long if it is 2k-guarded
and if dist(u1, v1) > k and dist(u2, v2) > k.
Note that a swap which is not k-long is not necessarily k-short.
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Lemma 4.6.11. If a tree language is closed under trivial and under gaping vertical swaps,
then it is also closed under long vertical swaps.
Proof. Let k0 be the parameter witnessing the closure of L under trivial and gaping ver-
tical swaps. Let t be a tree, let k > k0, and let t′ := vs(t, u1, v1, u2, v2) be a k-long vertical
swap of t. We show that t′ can be obtained from t by k-trivial or k-gaping vertical swaps
which implies that t′ ∈ L.
From now on, we assume that the given vertical swap of t is not k-gaping; otherwise we
are done. Hence, we have dist(v1, u2) < k. Let CC1DC2s be the standard decomposition
of t for the given nodes. Let x ∈ Π∗ with |x| < k such that u2 = v1x. Let u˜2 := v2x. By
2k-similarity of v1 and v2 in t, the nodes u2 and u˜2 are k-similar. Let D′ := t[v2, u˜2) and let
s′ := t|u˜2 . Consider the vertical swap
t′′ := vs(t, u1, u1, u2, u˜2) = C · C2D′ · C1D · s′.
and note that this swap is k-gaping since dist(u1, u2) > dist(u1, v1) > k and u1, u2, and u˜2
are all k-similar.
We want to swap D′ and D. Let y be the hole of C2. Then u1y corresponds to the root
of D′ in t′′ and u1yx corresponds to the root of C1. Let z be the hole of C1. Thus u1yxz
corresponds to the root of D and u1yxzx is the root of s′ in t′′. Note that D and D′ are
2k-similar, since v1 and v2 are 2k-similar in t and both have the same hole x. Since u1
and u˜2 are k-similar in t, we know that C1 and s′ are also k-similar. Hence, the subtrees
D′C1Ds′ and Ds′ below u1y and u1yxz in t′′ are (k+ |x|)-similar. Hence, the following swap
is k-trivial and we are done:
vs(t′′, u1y, u1yx, u1yxz, u1yxzx) = CC1 ·D · C2 ·D′ · s′ = t′.
So far we have considered vertical swaps which are balanced in the sense that either
the lengths of (the root-hole paths) of the contexts C1 and C2 are both shorter than the
height of the subtrees which are isomorphic according to the guardedness assumptions
(k-short swaps), or both are longer (k-long swaps), or D is sufficiently long and hence we
have enough room to compensate for the difference in the lengths (k-gaping swaps). The
next kind of vertical swaps which we consider are unbalanced in the sense that either the
length of C1 is much longer than the length of DC2 or the length of C2 is much longer than
the length of C1D.
Definition 4.6.12 (unbalanced). A vertical swap vs(t, u1, v1, u2, v2) is k-unbalanced if it is
4k2-guarded, and either dist(u1, v1) > 4k2 and dist(v1, v2) 6 2k, or dist(u2, v2) > 4k2 and
dist(u1, u2) 6 2k.
Lemma 4.6.13. If L is a tree language which is closed under long vertical swaps, then L
is also closed under unbalanced vertical swaps.
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Proof. Let k0 be the parameter witnessing the closure under long vertical swaps. Let t be
a tree and let t′ := vs(t, u1, v2, u2, v2) be a k-unbalanced vertical swap. We show that either
t = t′ or t′ can be obtained from t by k-long vertical swaps. For each k > k0, this implies
that t′ ∈ L.
Let K := 4k2. Let CC1DC2s be the standard decomposition of t. Let `1 := dist(u1, v1),
d := dist(v1, u2), and `2 := dist(u2, v2). There are two cases to consider.
Case I: `1 > K and `2 + d 6 2k.
Let x be the hole of C2, i.e. v2 = u2x, and note that |x| = `2. Let y be the hole of D, i.e.
u2 = v1y, and note that |y| = d. If t = t′, we are done. If `2 + d = |yx| = 0, then DC2 is
the empty context and hence t = CC1s = t′. That is, we can assume that t 6= t′ and hence
`2 + d > 1. This implies k > 1.
Since v1 is K-similar to v2, we obtain that v2y is a node of t which is (K − d)-similar to u2
and hence to u1. Then v2yx is (K − (d + `2))-similar to v2. We repeat this argument for
m := bK−2kd+`2 c >
2k(2k−1)
2k > k times and we obtain that the node v˜2 := v2(yx)m is 2k-similar
to v1 and v2. Furthermore, dist(v2, v˜2) > m · |yx| > k since |yx| > 1. Hence, the swap
vs(t, u1, v1, u2, v˜2) is k-long. Let s = D′s′ where D′ := t[v2, v˜2) and s′ := t|v˜2 . Then
t1 := vs(t, u1, v1, u2, v˜2) := C · C2D′ ·D · C1 · s′.
Note that the node u′1 := u1x in t1 corresponds to the root of D′ and that it is 2k-similar
to v2 in t. Note that the node v′1 := u′1(yx)m corresponds to the root of D in t1 and that
it is 2k-similar to v˜2 in t and hence to v2 in t. Furthermore, the root of s′ corresponds to
v′2 := v′1yz in t1, where z is the hole of C1. Further, v′2 is 2k-similar to v˜2 in t and hence to











This is is a k-long swap since dist(u′1, v′1) > m > k and dist(v′1, v′2) > `1 > k.
Case II: `2 > K and d+ `1 6 2k.
Let x be the hole of C1, i.e. v1 = u1x. Note that |x| = `1. Let y be the hole of D, i.e. u2 = v1y,
and note that |y| = d. Analogously to the first case of the proof, we can assume that t 6= t′
and d + `1 = |yx| > 1. Now v2y is a node of t which is (K − d)-similar to u2 and hence
to u1. Thus, v2yx is a node of t which is (K − (d + `1))-similar to v1 and hence to v2. We
repeat this argument for m := bK−2kd+`1 c >
2k(2k−1)
2k > k times and we obtain that the node
v˜2 := v2(yx)
m is 2k-similar to v1. Furthermore, dist(v2, v˜2) > m · |yx| > k since |yx| > 1.
Hence, the swap vs(t, v1, v2, v2, v˜2) is k-long. Let s = D′s′ where D′ := t[v2, v˜2) and s′ := t|v˜2 .
Then
t1 := vs(t, v1, v2, v2, v˜2) := CC1D
′DC2s′.
Note that here the node v′1 := v1(yx)m corresponds to the root of D, that u′2 := v′1y corre-
sponds to the root of C2, and that v′2 := u′2z corresponds to the root of s′, where z is the
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is a k-long swap.
The proof of Theorem 4.6.2 can now be completed as follows.
Proof of Theorem 4.6.2. The implication from closure under guarded swaps to closure un-
der strongly guarded vertical swaps and guarded horizontal swaps is trivial.
For the reverse implication, we assume that L is a tree language which is closed under
guarded horizontal swaps and strongly guarded vertical swaps. Combining Lemma 4.6.6,
Lemma 4.6.9, Lemma 4.6.11, and Lemma 4.6.13, we obtain that L is closed under short,
under gaping, under long, and under unbalanced vertical swaps. Let k be a parameter
witnessing the closure of L under all four kinds of swaps.
We show that L is closed under K-guarded vertical swaps for K := 8(k + 1)2. Consider
a tree t and an K-guarded vertical swap t′ = vs(t, u1, v1, u2, v2) of t. If t′ is 4k2-short, or
(k+ 1)-gaping, or (k+ 1)-long, we obtain that t′ ∈ L and we are done. Assume that none of
this applies to t′ and recall the definitions of the different kinds of vertical swaps. Since
the vertical swap is not (k + 1)-gaping but at least (k + 1)-guarded, we have
dist(v1, u2) 6 k. (4.5)
Hence, and since the vertical swap is not 4k2-short but at least (2(4k2) + k)-guarded, we
must have
dist(u1, v1) > 4k
2 or dist(u2, v2) > 4k2.
Since the vertical swap is not (k + 1)-long but at least 2(k + 1)-guarded, it cannot happen
that both distances are large at the same time, i.e.
dist(u1, v1) 6 k or dist(u2, v2) 6 k.
This leads to two cases. If dist(u1, v1) > 4k2, we must have dist(u2, v2) 6 k and thus
dist(v1, v2) 6 2k by (4.5). If dist(u2, v2) > 4k2, we must have dist(u1, v1) 6 k and thus
dist(u1, u2) 6 2k by (4.5). In either case, the vertical swap is k-unbalanced and hence
t′ ∈ L. This finishes the proof.
4.6.2 Applications
Theorem 4.6.2 removes much of the combinatorial burden associated with applications
of guarded swaps. In particular, labour intensive case distinctions due to the possible
overlappings of the k-spills of the nodes involved in a k-guarded vertical swap are obviated
by it. For some results involving swaps, the published proofs considered only the case with
no overlappings of k-spills. Our Theorem 4.6.2 can, in particular, be seen as providing the
necessary details to complete these proof sketches.
As an example, consider the following result.
Theorem 4.6.14 ([BS09a]). A regular language L of words is closed under idempotent-
guarded swaps iff it is closed under guarded swaps.
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A word language is closed under idempotent-guarded swaps if for all words e, f which
are idempotent with respect to L and all words u, s, v, s′, w, the words uesfves′fw and
ues′fvesfw are L-equivalent. This closure property, phrased as a property of syntactic
monoids, is part of the characterisation of FO on words without the prefix order [BP89].
In the part of the proof of Theorem 4.6.14 where the implication from closure under
idempotent-guarded swaps to closure under guarded swaps is established, it is shown
that each k-guarded vertical swap vs(w, x, y, x′, y′) of a word w, for sufficiently large k de-
pending on the language L, can be obtained from w by an idempotent-guarded swap. Only
two special cases are considered as examples, stating that the other cases are “handled
similarly”. In particular, the case “in which y is not in the k-spill of x, x′ is not in the
k-spill of y, and y′ is not in the k-spill of y′” is fully treated. Since this is always true in
a strongly k-guarded swap, the proof actually establishes that each strongly k-guarded
swap can be obtained using only idempotent-guarded swaps. Using our Theorem 4.6.2,
this suffices to conclude that L is closed under guarded swaps.
A similar situation occurs in the proof of [BS09a, Lemma 13]. Furthermore, several
results are only proved for guarded horizontal swaps and it is only stated that the case
of vertical swaps is “similar”; cf. e.g. [BS09a, Lemma 11]. This seems only sufficiently
justified if one considers strongly guarded swaps instead of guarded swaps. This situation
has also lead to a significant gap in the proof of [BS09b, Theorem 4.2] where it is shown
that all order-invariantly FO-definable tree languages are closed under guarded swaps.
A proof for the case of horizontal swaps is given, but the case of vertical swaps is only
summarised roughly and it is claimed that the proof can be carried out in analogy to the
proof for horizontal swaps. But in the case of vertical swaps, the application of [BS09b,
Lemma 4.6] is unjustified, since the lemma presumes that the elements for which it is
applied have isomorphic k-spheres although only k-similarity of the nodes from which
these elements derive has been assumed. It is not at all obvious how the requirement of
the lemma could be satisfied from the given assumption. By our Theorem 4.6.2, it suffices
to show that all order-invariant tree languages are closed under strongly guarded vertical
swaps. With this stronger assumption, the requirements for the application of the lemma
are satisfied and the proof can indeed be carried out analogously to the case for horizontal
swaps.
4.7 Addition-invariant FO
In the following section, we are concerned with our second main result which establishes
a connection between the FOcard-definable languages which we investigated in Section 4.4
and addition-invariance.
4.7.1 Addition-invariantly definable tree languages
In the following, we assume that the label alphabet Σ and the maximum rank r of all trees
are fixed, unless we state something else. We say that a sentence is addition-invariant if
it is addition-invariant on the class of all Σ-labelled trees of rank r. For this section, we let
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+-inv-FO := +-inv-FO[σΣ,r] and we say that a tree language is +-inv-FO-definable if the
corresponding class of σΣ,r-structures is +-inv-FO-definable on the class of all Σ-labelled
trees of rank r.
The following theorem is our second main result which generalises a result of [SS10]
from words to trees:
Theorem 4.7.1. Let L be a regular tree language. The following statements are equivalent:
1. L is +-inv-FO-definable,
2. L is closed under transfer and guarded swaps,
3. L is FOcard-definable.
The equivalence of statements (3) and (2) was proved in Theorem 4.4.7. The implication
from statement (3) to statement (1) is easy to prove. Consider a regular tree language
which is definable by an FOcard-sentence ϕ. For each m ∈ N+ and each r ∈ [m], the set of
trees of size r modulo m is defined by an +-inv-FO-sentence ϕr,m of the following shape:
∃x ∃y ∃z (y = m · x ∧ z = y+r ∧ max(z)).
The terms z = y+r and m · x, where r,m are constant, are shorthand for corresponding
formulae over the relational signature {+, <} and max(z) is shorthand for ∀z′ z′<z∨z = z′.
The sentence obtained from ϕ by replacing each cardinality predicate Cr,m by the sentence
ϕr,m is an addition-invariant sentence which defines L.
For the remainder of this section, we will be occupied by the proof of the implication
from (1) to (2). That is, we show that +-inv-FO-definability implies closure under guarded
swaps and transfer.
4.7.2 Closure under guarded horizontal swaps
In this section, we prove the following lemma.
Lemma 4.7.2. Let L be a regular tree language. If L is definable by an +-inv-FO-sentence,
then L is closed under guarded horizontal swaps.
We start with a rough overview of the proof. We use this to introduce necessary defi-
nitions and lemmas. Consider a tree t and any of its horizontal swaps hs(t, u, v) which is
k-guarded for a sufficiently large k. For technical reasons that become apparent in the
proof below, we partition the domains of the considered trees into parts of the same size
e and we define a structure whose elements are the parts of this partition. The relations
of the structure contain everything that is necessary to recover the original trees by a
first-order interpretation.
For the formal definition of these structures which we call e-block decompositions, we
need some notation. For S ⊆ Π∗ and i ∈ [|S|], we let S@i (read “S at i”) denote the element
of S with index i in the lexicographic order on S. For a tree t, we let t@i := dom(t)@i and
for a context C we let C@i := s@i where s is the underlying tree of C.
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Definition 4.7.3 (e-block decomposition). Let e ∈ N+ and let t be a tree. Let n := |t|, let
m := bne c and let ρ := n rem e. For each j ∈ [1,m], the j-th block of t is the set
Btj := {t@i : i ∈ [(j − 1)e, je− 1]}.
If ρ > 1, the remainder block of t is the set
Rt := {t@i : i ∈ [me+ 1, n]}
which contains the last ρ elements of t in the lexicographical order.
The e-block decomposition of t is the relational structure Dt whose universe is
Dt := {Btj : j ∈ [1,m]}
and which for all i, j ∈ [e] and k ∈ Π contains relations
SDti,j,k := {(B,B′) ∈ D2t : B′@j = u,B@i = v, u = vk}
that encode the successor relations in t between the nodes contained in the blocks, and,
for all i ∈ [e] and a ∈ Σ, further relations
CDti,a := {B ∈ Dt : t(B@i) = a}
that encode the labels of the elements of the blocks in t.
Furthermore, the structure contains unary relations
KDti,j,k := {B ∈ Dt : u = Rt@j, v = B@i, u = vk}
which encode the information that the j-th element of the remainder block is the k-
successor of the i-th element of a block. Note that there are no successor relations in
the other direction, i.e. all successors of nodes of Rt in t also belong to Rt, since each
successor of a node is lexicographically larger than the node.
We construct the disjoint union D of the e-block decompositions of the two subtrees t|u
and t|v of t which are swapped in hs(t, u, v), for some fitting value of e. Then we apply the
following lemma to obtain two linear orders of D where the relative position of the parts
corresponding to the roots of t|u and t|v is different, (i.e. u comes before v in the first order
and v comes before u in the second order) and such that the two ordered expansions of D
satisfy the same first-order sentences of at most some given quantifier-rank.
Lemma 4.7.4 (implicit in [GS00]). Let x, q′ ∈ N, and let σ be a signature. There exists
k′ ∈ N such that for each finite σ-structure D and all x-tuples a¯ and b¯ of D with isomorphic
k′-spheres, there exist linear orders <1 and <2 of D, whose initial elements are respectively
a¯b¯ and b¯a¯, such that (D, <1) ≡q′ (D, <2).
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This lemma is the technical core of the proof of the Gaifman-locality of <-invariant-FO
(cf. [GS00]). It was also used in [BS09b] to show that order-invariantly definable tree
languages are closed under swaps.
We use a technique which allows to transfer the ≡q′-equivalence of the two ordered
structures to ≡q′′-equivalence of two expansions of the structure of non-negative integers
with addition, each one containing an embedded copy of one of the ordered structures.
To state the lemma, we need the following notation. Let σ be a signature. For each
σ-structure A, we write σA for the set of relations of A. Consider σ-structures A,B and
a mapping α from the universe of A to the universe of B. For a relation R ∈ σA of arity
m, we define α(R) := {(α(a1), . . . , α(am)) : (a1, . . . , am) ∈ R}. For σA = {R1, . . . , Rn}, let
α(σA) := {α(R1), . . . , α(Rn)}.
Lemma 4.7.5 ([Sch07]). Let q′′, h, e ∈ N+ and let σ be a signature. There exists an infinite
set P := {p1 < p2 < p3 . . .} ⊆ N with p1 > h and pi ≡ h (mod e), for all i ∈ N+, and a number
q′ such that the following is true for all finite σ-structures M and all linear orders <1 and
<2 on M : if (M, <1) ≡q′ (M, <2), then (Z,+, P, α1(σM )) ≡q′′ (Z,+, P, α2(σM )), where αi is
a map taking the j-th node of M according to <i to pj , for all i ∈ [1, 2] and j ∈ N+.
Lemma 4.7.5 is an immediate consequence of [Sch07, Proposition 6.11] and has also
been used in the results of [SS10].
The last step which constitutes the main part of the proof of Lemma 4.7.2 consists in a
first-order interpretation which uses the information about the block decompositions and
the addition relation in the structures of Lemma 4.7.5 to simulate addition expansions of
trees t and hs(t, u, v) (or rather trees which are equivalent with respect to the given tree
language). The interpretation will depend on the parts of t which are not contained in
the block decompositions (e.g. the subtree above u and v, the remainder block) but from
regularity of L we obtain that, up to L-equivalence, there are only finitely many choices
to consider for these parameters. The ≡q′′-equivalence of the structures of Lemma 4.7.5
— where q′′ will be the maximum quantifier-rank of the formula obtained by rewriting
the defining formula ϕ for L according to the interpretation, for any given choice of the
parameters — will then imply that the addition expansions of the trees must agree on ϕ.
By addition-invariance, the trees are L-equivalent and we are done.
Proof of Lemma 4.7.2. Let ϕ be an +-inv-FO sentence defining the language L. Let Q be
the state set of a minimal deterministic tree automaton recognising the language L. We
want to show that L is closed under k-guarded horizontal swaps, for a number k that will
be fixed later on. To this end, consider a tree t ∈ L with incomparable k-similar nodes u
and v. We must show that hs(t, u, v) ∈ L. Let t1 := t|u and t2 := t|v, so that t = C[t1, t2] and
hs(t, u, v) = C[t2, t1], for some 2-context C.
By k-similarity, we may assume that the trees t1 and t2 have height at least k: if
height(t1), height(t2) 6 k, then both trees are equal and we are done; assuming height(t1) <
k and height(t2) > k contradicts k-similarity.
Let k′ ∈ N be a number whose value will be fixed later on. If we let k > κk′ + |QQ|,
we know that there exists an idempotent context in a subtree of t1 whose root has depth
larger than κk′. This means, t1 = DEt′1 for a tree t′1 and two contexts D,E such that E is
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idempotent. Moreover, D has the same κk′-prefix as t1, and is thus κk′-similar to t2. We
may assume that e := |E| 6 κ. Otherwise, by definition of κ, we could exchange E for a
context of size at most ewithout affecting membership of t and hs(t, u, v) in L. Analogously,
we can assume that the size of C is bounded by a constant which depends only on L,
since, as for 1-contexts, there is a constant κ′ such that for each 2-context C there is
an L-equivalent 2-context C ′ with |C ′| 6 κ′. Here, 2-contexts C,C ′ are L-equivalent if
the trees C[t1, t2] and C ′[t1, t2] are L-equivalent, for all trees t1, t2. We also assume that
|t′1| > e. Otherwise, we could prepend a copy of E to t′1 to achieve this without affecting
membership of t and hs(t, u, v) in L.
Let D1 := Dt1 and D2 := Dt2 be e-block-decompositions of t1 and t2 as defined in
Definition 4.7.3. Note that the signature β of e-block decompositions depends only on
e and the fixed alphabet and rank of the trees. We take the disjoint union D1 t D2
of D1 and D2, i.e. the β-structure with the universe (D1 × {1}) ∪ (D2 × {2}) where
RD1tD2 := {((a, i), (b, i) : (a, b) ∈ RDi , i ∈ {1, 2}}, for each R ∈ β. Let σ := β ∪ {T1, T2, JE}
where T1, T2, JE are unary relation symbols which do not occur in β. We extend D1 t D2
to a σ-structure D as follows:
• JDE contains only the element of D1 which corresponds to the block of t1 which con-
tains the parent of the hole of E.
• TDi contains all elements which correspond to a block of Di which contains nodes
which are parents of a node from the remainder block of Di, for each i ∈ {1, 2}.
We want to apply Lemma 4.7.4 to the σ-structure D with x := 1, a¯ := (Bt10 , 1), and b¯ :=
(Bt20 , 2) for a number q
′ whose value will be fixed below. Let k′ be chosen according to
Lemma 4.7.4. In order to apply Lemma 4.7.4, we need to ensure that (Bt10 , 1) and (B
t2
0 , 2)
have isomorphic k′-spheres in D. Because the k-spills of the root of t1 and the root of t2
are isomorphic, it is plain to see that the k/e-spheres of Bt10 in D1 and that of B
t2
0 in D2
are isomorphic. Note that we have k > κk′ > ek′ and that the new unary relations in D
do not contain any elements from the k′-spheres of (Bt10 , 1) and (B
t2
0 , 2) in D. Hence, these
spheres are isomorphic. By Lemma 4.7.4 we obtain two linear orderings <1 and <2 on D
such that (D, <1) ≡q′ (D, <2) and such that (Bt10 , 1) is the first element and (Bt
2
0 , 2) is the
second element according to <1, whereas (Bt20 , 2) is the first element and (B
t1
0 , 1) is the
second element according to <2.
For i ∈ {1, 2}, let ni := b |ti|e c and let ρi := |ti| rem e. Let n := |D|. Using Lemma 4.7.5
with h := |C| + ρ1 + ρ2 and e as chosen above, we obtain an infinite set P := {p1 < p2 <
p3 < . . .} ⊆ N with p1 > h and pj ≡ h (mod e) for all j > 1, and mappings αi taking the j-th
element of D with respect to <i to pj , for all i ∈ {1, 2} and j ∈ [1, n], such that
M1 := (Z,+, P, α1(σD)) ≡q′′ (Z,+, P, α2(σD)) =: M2,
for a number q′′ ∈ N+ that will be fixed later on. We let q′ be given by Lemma 4.7.5 for
this choice of q′′.
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We define a first-order ((σ, P,+), (σΣ,r,+))-interpretation I with the following proper-
ties, where I(ϕ) denotes the FO[τ ]-sentence constructed from ϕ according to the Interpre-
tation Lemma:
(a) I(M1) and I(M2) are isomorphic to addition expansions of trees s1 and s2, respec-
tively.
(b) s1 and t are L-equivalent and s2 and hs(t, u, v) are L-equivalent.
(c) We have qr(I(ϕ)) 6 q′′, for a constant q′′ which depends only on ϕ and not on t.
When we have obtained I, we can finish the proof as follows:
t ∈ L ⇐⇒ s1 ∈ L (by (b))
⇐⇒ s1 |= ϕ (ϕ defines L)
⇐⇒ I(M1) |= ϕ (by (a) and addition-invariance)
⇐⇒M1 |= I(ϕ) (Interpretation Lemma)
⇐⇒M2 |= I(ϕ) (by M1 ≡q′′ M2 and (c))
⇐⇒ I(M2) |= ϕ ⇐⇒ s2 |= ϕ⇐⇒ s2 ∈ L ⇐⇒ hs(t, u, v) ∈ L.
It remains to define the interpretation I.
Universe The universe of the interpreted structure is [pn]. Here pn can be identified by
a first-order formula as the maximal element which belongs to P and where some unary
predicate from σ is satisfied.
For the definition of the interpretation, we partition the interval [pn]. Each part is used
to simulate a certain part of the tree t. The first c := |C| elements are used to simulate C,
the following ρ1 elements are used for the remainder block of t1, and the next ρ2 elements
for the remainder block of t2. This fixes the use of the first h := c+ ρ1 + ρ2 elements.
The remaining elements of the interval [h, pn − 1] are partitioned into contiguous inter-
vals of size e. Consider such an interval I := [h+ ie, h+(i+1)e−1]. If I is directly followed
by a P -element, i.e. h + (i + 1)e ∈ P , we use its elements to simulate a subtree of t1 or t2
induced by one of the blocks of the structure D. We say that I is a D-interval. Recall that
we have encoded the information about the successor and labelling relations of the blocks
of t1 and t2 in D and that the ordered structures (D, <1) and (D, <2) are embedded in the
structures induced by P in M1 and M2, respectively.
Note that the previous arrangement assigns all parts of the trees t = C[t1, t2] and
hs(t, u, v) = C[t2, t1] to intervals. Indeed, it would be possible to recover the trees t and
hs(t, u, v) from these parts of M1 and M2 by an interpretation. But our goal is to simulate
structures which are addition expansions of tree structures and the restriction of the ad-
dition relation on Z to an arbitrary subset of Z is not necessarily an addition relation. But
the restriction to an initial segment of the non-negative integers such as [pn] is an addi-
tion relation which we can copy to the simulated structures if we use this interval as their
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universe. Our description so far does not ascribe a meaning to an interval I as defined
above if it is not directly followed by a P -element. In this case, we use I to simulate a
copy of the idempotent context E and we say that I is an E-interval. All these additional
copies of E will then be concatenated and inserted below the position where the original
copy of E occured in t, i.e. the position which we have marked with the unary relation
JE . This way, in the place where t = C[t1, t2] and hs(t, u, v) = C[t2, t1] contain the subtree
t1 = DEt
′
1, the simulated trees will contain the subtree DEjt′1 for some number j ∈ N+
depending on pn. The trees s1 and s2 simulated in M1 and M2 are L-equivalent to t and
hs(t, u, v), respectively, since E is an idempotent context.
Now we continue the description of the interpretation in more detail. We define binary
relations ≈C ,≈R1 ,≈R2 on the interval [h] by
i ≈C j ⇐⇒ i = j,
i ≈R1 j ⇐⇒ i = c+ j,
i ≈R2 j ⇐⇒ i = c+ ρ1 + j.
For instance, i ≈C j means that the element i is used to simulate the element C@j. The
definition of ≈C in particular might seem somewhat superfluous, but it is used to unify
the discussion below. Note that these relations are easily first-order definable in M1 and
M2 since c, ρ1 and ρ2 are fixed.
We define similar relations for the D- and E-intervals. To this end, observe that an
element i belongs to an D-interval in M1 or M2 if there exists an element i′ ∈ P with
i < i′ 6 i + e. If there is such an i′ we say that i′ is the close P -successor of i. We define
the relations ≈D,≈E⊆ [h, pn − 1]× [e] by
i ≈D j ⇐⇒ i ≡ h+ j (mod e) and i has a close P -successor,
i ≈E j ⇐⇒ i ≡ h+ j (mod e) and i has no close P -successor.
That is, i ≈D j means that i plays the role of B@j for some element B of D and i ≈E j
means that i plays the role of E@j in a simulated copy of E. Note that these relations are
easily first-order definable in M1 and M2 using addition since e and h are fixed.
Labels Consider a position i ∈ [pn]. If i belongs to a D-interval, we use the unary rela-
tions of the embedded ordered copy ofD to determine the label of i. Otherwise, the label is
determined solely based on the type of the interval of i and on the position of i inside this
interval. For this the information about the fixed contexts C,E and the substructures of
the tree structures of t1 and t2 which are induced by the remainder blocks R1 and R2 are
“build into the interpretation”. In summary, the unary predicate Pa, for a ∈ Σ, is satisfied
at i if one of the following conditions holds:
• i ≈C j and C@j is labelled by a in C.
• i ≈Rk j and Rk@j is labelled by a in t`, for ` ∈ {1, 2}.
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• i ≈E j and E@j is labelled by a in E.
• i ≈D j and Cj,a is true at the close P -successor of i.
Successor relations Below we formulate defining conditions for the a-successor relation
in the interpreted structure, for each a ∈ Π. That is, Sa(i1, i2) is true in the interpreted
structure iff i1, i2 satisfy at least one of the conditions (i)-(viii) below, for each i1, i2 ∈ [pn].
For elements inside the intervals on the first h elements or in the same E-interval the
conditions are straightforward.
(i) i1 ≈A j1 and i2 ≈A j2, and A@j2 is the a-successor of A@j1, for A ∈ {C,R1,R2}.
(ii) i1 and i2 belong to a common E-interval, i1 ≈E j1, i2 ≈E j2, and E@j2 is the a-
successor of E@j1.
The definition of the remaining cases is complicated because we have to handle the inser-
tion of the E-copies in the simulated tree. To this end, we have to do two things: (a) We
have to fix some order in which the copies of E should be concatenated and (b) we have to
simulate the insertion of the concatenated copies of E below the original copy.
Towards (a), we use the induced successor relation SE of the restriction of the orderings
onM1 andM2 to the least elements of theE-intervals. That is, SE is defined by SE(m1,m2)
iff m1<m2, m1 ≈E 0 and m2 ≈E 0 and m 6≈E 0 for all m with m1<m<m2. Here m1,m2 are
the minimal elements of their respective E-interval. We extend the relation SE to all
elements i1 and i2 which belong to E-intervals by setting SE(i1, i2) iff SE(m1,m2) is true
for the minimal elements m1 and m2 of the E-intervals of i1 and i2.
Towards (b), recall that we have marked the block of t1 which contains the parent of the
hole of the copy of E in t1 by the unary predicate JE in D. We call this block BE and we
let `E ∈ [e] and aE ∈ E be such that the hole of E is the aE-successor of its parent which
is E@`E .
Now we can formulate the remaining conditions.
(iii) The element i2 belongs to a D-interval and its close P -successor p` is one of the first
two P -elements, i.e. ` ∈ {1, 2}, and i1 ≈C j1 and i2 ≈D 0 for a number j1 such that
C@j1 is the parent of the `-th hole of C and the hole of C is the a-successor of C@j1.
(It is crucial to make the following observation using the definitions of the linear
orders <1 and <2 and the way (D, <1) and (D, <2) are embedded in M1 and M2: in
the tree simulated in M1, the previous condition inserts the root of the first block of
t1 at the first hole of C and the root of the first block of t2 at the second hole of C,
and the positions of these blocks are swapped in the tree simulated in M2.)
(iv) The elements i1 and i2 belong to D-intervals with close P -successors p`1 and p`2 ,
respectively, and i1 ≈D j1 and i2 ≈D j2, and Sj1,j2,a(p`1 , p`2) and either
• JE is not true at p`1 , or
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• JE is true at p`1 , but j1 6= `E , i.e. p`1 corresponds to the block BE , but i1 is not
the position used to simulate the parent of the hole of the original copy of E in
t1.
(This way, we simulate the trees t1 and t2 using the relations of D with the sole
exception of the edge connecting the parent of the root of the original copy of E to
E.)
(v) The element i1 belongs to the unique D-interval whose close P -successor belongs to
JE , i2 belongs to the first E-interval, i2 ≈E 0 (i.e. i2 is the root of the first simulated
copy of E), i1 ≈D `E and a = aE .
(That is, we insert the first simulated copy of E at the hole of the original copy of E
in t1.)
(vi) The element i2 belongs to a D-interval such that S`E ,j2,aE (p`2 , p`1) is true for a P -
element p`1 with JE(p`1), and i2 ≈D j2, a = aE , i1 belongs to the last E-interval and
i1 ≈E `E , i.e. i2 simulates the root of the subtree t′1 at the hole of E in t1.
(That is, we insert t′1 below the last simulated copy of E.)
(vii) The elements i1 and i2 both belong to E-intervals, SE(i1, i2) and i1 ≈E `E , i2 ≈E 0
and a = aE .
(That is, we concatenate the simulated copies ofE according to the successor relation
defined above.)
(viii) The element i1 belongs to a D-interval whose close P -successor is an element p such
that Kj1,j2,a(p), Tx(p), and i1 ≈D j1, i2 ≈Rx j2, for some x ∈ {1, 2}.
(That is, we simulate the edges leading into the remainder block of tx.)
This finishes the description of the intepretation. Note that, although the definition of I
depends on E, C, R1, R2, the quantifier-rank of I(ϕ) can be bounded in terms of ϕ and
independent of t. To see that this is true, recall that we have bounded the size of E, C,
R1, R2 in terms of L only and hence there are only finitely many possible values for these
parameters. For each choice of the parameters we obtain a different interpretation I and
the maximum of these quantifier-ranks of I(ϕ) then yields the upper bound q′′.
4.7.3 Closure under guarded vertical swaps
We continue with the proof of the following lemma.
Lemma 4.7.6. Let L be a regular tree language. If L is definable by an +-inv-FO-sentence,
then L is closed under strongly guarded vertical swaps.
By Theorem 4.6.2, and since we have already proved closure under horizontal swaps
in Lemma 4.7.2, this lemma establishes that addition-invariantly definable regular tree
languages are closed under guarded swaps. It is possible to prove Lemma 4.7.6 by slight
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x y r+1
Figure 4.7.1: A tree t (left) and the corresponding tree split(t, x) (right).
modification of the proof of Lemma 4.7.2, but we believe that it is more interesting to
derive Lemma 4.7.6 by a reduction to Lemma 4.7.2 instead.
For each tree t of rank r and each node x 6=  we define a tree split(t, x) of rank r + 1
by disconnecting x from its parent and making it the (r + 1)-successor of the root. See
Figure 4.7.1. We extend the labelling by further information so as to make the map
(t, x) 7→ split(t, x) injective and its inverse a first-order interpretation.
Definition 4.7.7 (split(t, x)). Let Σ′ := Σ ∪ (Σ × Πr). Let t be a tree of rank r and let
x ∈ dom(t) \ {}. Suppose that x is the i-successor of a node y, for some i ∈ Πr. Let u be
the tree of rank r + 1 obtained from the inner tree of the context t[, x) by changing the
label of y from t(y) to (t(y), i) and by adding the node r + 1 to the domain of this tree with
an arbitrary label from Σ. Consider the context C := (u, r+1) and let s := t|x,
We define the tree
split(t, x) := Cs.
We call trees which are obtained in this way splits. For each tree language L, we define
the language of all splits of trees from L as
split(L) := {split(t, x) : t ∈ L, x ∈ dom(t).}
We denote the language of all trees which are splits by
Splits := split(T )
For each tree that — like split(t, x) — contains a unique node whose label belongs to the
alphabet Σ × Πr we call that unique node the tree’s marked node. The following crucial
observation will be needed below.
Observation 4.7.8. The map (t, x) 7→ split(t, x) is injective.
Proof. Let t, t′ be trees of rank r and let x ∈ dom(t) and x′ ∈ dom(t′) such that split(t, x) =
split(t′, x′). We have to show that (t, x) = (t′, x). Let y and y′ be the parents of x and x′.
Let C, s and C ′, s′ be such that split(t, x) = Cs and split(t′, x′) = C ′s′ as in Definition 4.7.7.
Since the node r+ 1 is the hole in both C and C ′, we have s = s′ and C = C ′. Furthermore,
y is the marked node of s. Its label is (t(x), i) = (t′(x′), i) such that x = yi = y′i = x′. This




As a next step, we show that relative to Splits, definability of L implies definability of
split(L).
Lemma 4.7.9. If L is addition-invariantly definable and regular, then there is an addition-
invariantly definable regular language esplit(L) such that
split(L) = esplit(L) ∩ Splits.
(Note that this does not imply the definability of split(L), since Splits is not FO-definable.)
Proof. Let Σ′ := Σ × Πr. We show that the (σΣ′,r+1, σΣ,r)-interpretation I which recon-
structs the Σ-labelled tree s of rank r from a Σ′-labelled tree split(s, x) ∈ Splits of rank r+1
is first-order definable. That is, for each Σ′-labelled tree t of rank r + 1 which belongs to
Splits, I(t) is a Σ-labelled tree of rank r such that split(I(t), x) = t. The domain of I(t) is
the same as the domain of t. All successor relations from t are copied to I(t) with the sole
exception of the (r + 1)-successor edge from the root. The node r + 1 should become the
node x in I(t). Since t ∈ Splits, there marked node y of t which is the only node labelled by
a symbol (a, i) ∈ Σ×Πr. The interpretation makes x the i-successor of y.
It is obvious that this interpretation reverses the split-operation as desired.
We extend I to a ((σΣ′,r+1,+), (σΣ,r,+))-interpretation I ′ which simply copies the inter-
pretation of the +-symbol from t to I(t). The sentence I ′(ϕ) is addition-invariant. Sup-
pose that there exist two distinct addition expansions (t,+1) and (t,+2) of a tree such that
(t,+1) |= ϕ˜ and (t,+2) 6|= ϕ˜. Then I ′(t,+1) = (I(t),+1) |= ϕ but I ′(t,+2) = (I(t),+2) 6|= ϕ.
This contradicts the addition-invariance of ϕ.
We let esplit(L) be the language defined by I ′(ϕ). By construction of I ′, it should be
clear that split(L) = esplit(L) ∩ Splits. It remains to argue that esplit(L) is also regular.
To this end, recall the classical result of Doner [Don70] and Thatcher and Wright [TW68]
that a tree language is regular iff it is MSO-definable. Hence, L is MSO-definable by a
sentence ϕ′. Then I(ϕ′) is an MSO-sentence which defines the same language as I ′(ϕ)
and, consequently, esplit(L) is regular.
Note that the previous lemma relies crucially on the fact that the number of elements
of t and split(t, x) is the same. Hence, the interpretation does not have to change the
addition relation.
Proof of Lemma 4.7.6. Let L be an addition-invariantly definable regular tree language.
Then esplit(L) is also regular and addition-invariantly definable by Lemma 4.7.9. Hence,
by Lemma 4.7.2, esplit(L) is closed under k-guarded horizontal swaps for some k ∈ N. We
show that L is closed under strongly K-guarded vertical swaps for K := 3(k + 2).
Let t ∈ L be a tree and let t′ := vs(t, u1, v1, u2, v2) be a strongly K-guarded vertical
swap of t. Let CC1DC2s be the standard decomposition of t. We have to show that t′ =
CC2DC1s ∈ L.
Let p1 and p2 denote the parents of v1 and v2. Let v1 = p1i for some i ∈ Π. Since v1
and v2 have isomorphic K-spheres in t, we obtain that v2 = p2i and that p1 and p2 have
isomorphic (K−1)-spheres.
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Figure 4.7.2: Trees from the proof of Lemma 4.7.6, in reading order: t, split(t, v1), h, h′,
h′α = split(t′, v′2), t′. The small trees are the subtrees at distance k + 1 below
x1 and x2, respectively. Note that the node v′2 has the same subtree in t′ as
the (m+1)-successor of the root of split(t′, v′2), i.e. the right displayed subtree
of the root of split(t′, v′2).
We have split(t, v1) ∈ split(L) ⊆ esplit(L), since t ∈ L. Our goal is to use the closure of
esplit(L) under k-guarded horizontal swaps to show that split(t′, v′2) ∈ esplit(L), where v′2
is the node corresponding to the root of D in t′. Since split(t′, v′2) ∈ Splits and esplit(L) ∩
Splits = split(L), we obtain split(t′, v′2) ∈ split(L). Then there must be some tree t′′ ∈ L
and a node v′′2 such that split(t′′, v′′2) = split(t′, v′2). According to Observation 4.7.8, we have
t′′ = t′ and hence t′ ∈ L and we are done.
First, we describe informally how we obtain split(t′, v′2) from split(t, v1) by k-guarded
horizontal swaps and hence without leaving esplit(L). Recall that the node p1 which cor-
responds to the parent of the hole of C1 in t has a special label (t(p1), i) in split(t, v1)
which describes its relation to the node v1 above which the split of t occurred. Note that
the node p2 which corresponds to the parent of the hole of C2 in t′ has the same label
(t′(p2), i) = (t(p1), i) in split(t′, v′2). To obtain split(t′, v′2) from split(t, v1) we have do to
the following things: (1) place C2 (or, more precisely, the context corresponding to C2 in
split(t, v1)) below C and C1 below D, (2) place s below C1 and move the special label from
the parent of the hole of C1 to the parent of the hole of C2. Step (1) can be done by a k-
guarded horizontal swap between the nodes corresponding to u1 and u2, since these nodes
are sufficiently far away from the nodes corresponding to p1 and p2 in split(t, v1) and hence
they are still k-similar. We cannot immediately realise step (2) in the same way by a k-
guarded horizontal swap, since the nodes which should become the parents of the roots of
D and s, i.e. the nodes p′1 and p′2 corresponding to p1 and p2 in the tree h obtained after
step (1), are not k-similar. But, the (K−1)-spheres of p1 and p2 in t are isomorphic and, by
strong K-guardedness, p1 and p2 are sufficiently far way from u1 and u2. Hence, we can
ascend for (k+ 1)-steps on the paths to p1 and p2 to find k-similar nodes x1 and x2. We can
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then perform a k-guarded horizontal swap between the corresponding nodes x′1 and x′2 of
h to obtain a tree h′ which almost achieves step (2): we have moved the special label and s
to the right position, but the subtrees of C1 and C2 below the other nodes at distance k+ 1
from x′1 and x′2 are now in the wrong place; note that the trees “between” x′1 and x′2 and
these nodes look the same in C1 and C2. We can revert this mistake, by exchanging the
subtree of each node at distance exactly k + 1 below p′1, except p′1, with the corresponding
node below p′2 by k-guarded horizontal swaps. This way, we complete step (2) and it is
straightforward to see that the obtained tree is equal to split(t′, v′2).
For each node w ∈ dom(t), let w˜ be the corresponding node of split(t, v1), i.e. w˜ := (r+1)x
if w = v1x and w˜ := w, otherwise. We note some facts about the relation between the types
of nodes w in t and w˜ in split(t, v1).
1. split(t, v1)|w˜ = t|w, if w ‖ p1 or w  v1.
2. split(t, v1)k|w˜ = t
k
|w, if w  p1 and dist(w, p1) > k.
By strong K-guardedness, we have dist(u1, v1) > 2K + 1 and dist(u2, v2) > 2K + 1. Let
u1x1 and u2x2 be the nodes with u1  u1x1  p1 and u2  u2x2  p2 and dist(p1, u1x1) =
dist(p2, u2x2) = k + 1. Since p1 and p2 have isomorphic (3k + 2)-spheres, we obtain that
t2k+1|u1x1 = t
2k+1
|u2x2 . Let u1x1y1, . . . , u1x1yα be an enumeration of the nodes at distance k + 1
below u1x1 in t where u1x1y1 = p1. By (2k + 1)-similarity of u1x1 and u2x2, we obtain that
u2x1y1, . . . , u2x2yα is an enumeration of the nodes at distance k + 1 below u2x2 in t where
u2x2y1 = p2 and such that u1x1yi is k-similar to u2x2yi, for each i ∈ [2, α].
Let h := hs(split(t, v1), u˜1, u˜2) and note that this is a k-guarded swap. Now let h′ :=
hs(h, u˜2x1, u˜1x2). Since the first swap was k-guarded, we know that u˜2x1 and u˜1x2 are k-
similar in h and hence the second swap is k-guarded. Now we swap all nodes at distance
k + 1 below u˜2x1 and u˜1x2 except the nodes corresponding to p1 and p2. To this end, we
consider the sequence h′2 := hs(h′, u˜1x2y2, u˜2x1y2), h′3 := hs(h′2, u˜1x2y3, u˜2x1y3), and so on
till h′α. Note that all these swaps are k-guarded. From the discussion above, it is clear
that h′α = split(t′, v′2). See also Figure 4.7.2.
4.7.4 Closure under transfer
We show that each regular tree language definable by an +-inv-FO-sentence is closed
under transfer. We can build on the main technical lemma from the proof of the corre-
sponding result for word languages [SS10]. Recall that the canonical addition expansion
of a word w is the structure (w,+) where + is the addition relation induced by the natural
linear order on w. For a given alphabet Γ and languages L1, L2 ⊆ Γ∗, we say that an
FO[σΓ,1,+]-sentence ϕ separates L2 from L1 if the canonical addition expansion of each
word from L1 satisfies ϕ and if no canonical addition expansion of a word from L2 satisfies
ϕ.
Lemma 4.7.10 (Proposition 3.3 of [SS10]). Let n ∈ N with n > 2, y ∈ Σ∗, x¯ ∈ (Σ × {1})∗
and z¯ ∈ (Σ× {2})∗. Let Γ := Σ ∪ (Σ× {1, 2}). For all a, b ∈ N, let
Ln,a,b := {w ∈ yx¯(x¯z¯|z¯z¯)∗ : |w|x¯, |w|z¯ > n, |w|x¯ ≡ a (modn), |w|z¯ ≡ b (modn)}.
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There exists no FO[+, σΓ,1]-sentence that separates Ln,1,0 from Ln,0,1.
Here |w|x¯ and |w|z¯ denote the number of x¯ and the number of z¯ factors in the given
factorisation of w.
We proceed with a proof by contradiction: If a regular tree language L is not closed
under transfer, we show by an interpretation argument that there exists an FO-sentence
separating the word language Ln,1,0 from the language Ln,0,1 for n := ωL. This is akin to
what is done in [SS10] to prove that every regular word language is closed under transfer,
the difference being that we have to simulate trees in words.
Lemma 4.7.11. Let L be a regular tree language. If L is definable by an +-inv-FO-sentence,
then L is closed under transfer.
Proof. Assume that L is not closed under transfer. This means, there exist contexts C1, C2
with |C1| = |C2| and a 2-template T , such that the following holds:
T 〈Cω+11 , Cω2 〉 ∈ L and T 〈Cω1 , Cω+12 〉 /∈ L.
Because Cω1 and C
ω
2 are idempotent, we may repeat both contexts in the given trees
without affecting membership in L. Therefore, the following holds for the trees ti,j :=
T 〈Ci1, Cj2〉, for all i, j ∈ N+:
i ≡ 1 (modω), j ≡ 0 (modω) =⇒ ti,j ∈ L, (4.12)
i ≡ 0 (modω), j ≡ 1 (modω) =⇒ ti,j /∈ L. (4.13)
As we are aiming at a contradiction to Lemma 4.7.10, we fix the parameters of the lemma.
To each tree s we assign the word s(s@0) s(s@1) · · · s(s@|s| − 1), i.e. the word of its labels
ordered according to the lexicographic order on s. Let y be the word obtained from the
underlying tree of the template T in that way. Let x and z be the words obtained from the
inner tree of the contexts C1 and C2, respectively. Let x¯ be the word x with each symbol
a that occurs in x replaced by the tuple (a, 1), and let z¯ be obtained from z by replacing
each symbol a of z by (a, 2). We say that positions with a label (a, 1) or (a, 2) are tagged
by 1 or 2, respectively. Let σ := (σΣ,r,+) and γ := (σΓ,1,+), where r is the fixed bound on
the rank of trees. We define a first-order (γ, σ)-interpretation I such that, for each word
w ∈ L(yx¯(x¯z¯|z¯z¯)∗), the structure I(w,+) is isomorphic to an addition expansion of a tree
ti,j such that i = |w|x¯ and j = |w|z¯.
Before we define the interpretation, we show how we use it to finish the proof. Let ϕ
be the +-inv-FO-sentence defining L and let I(ϕ) be the sentence of the Interpretation
Lemma. Let n := ω and consider the languages Ln,1,0 and Ln,0,1 of Lemma 4.7.10. Let
w ∈ L(yx¯(x¯z¯|z¯z¯)∗) and let i := |w|x¯ and j := |w|z¯. Then I(w,+) is isomorphic to some
addition expansion of ti,j .
If w ∈ Ln,1,0, then i ≡ 1 (modω) and j ≡ 0 (modω). Thus ti,j ∈ L by (4.12). Since ϕ




On the other hand, if w ∈ Ln,0,1, then i ≡ 0 (modω) and j ≡ 1 (modω). Thus ti,j /∈ L by
(4.13). Since ϕ is addition-invariant and defines L, we have I(w,+) 6|= ϕ. Then (w,+) 6|=
I(ϕ) by the Interpretation Lemma.
Hence, I(ϕ) separates Ln,0,1 from Ln,1,0 which contradicts Lemma 4.7.10 and finishes
the proof.
It remains to define the interpretation I. Consider a word w ∈ L(yx¯(x¯z¯|z¯z¯)∗) of length
n and its canonical addition expansion (w,+). The structure I(w,+) has the same uni-
verse as w, i.e. the set [n]. The addition relation is copied from w. We define the label
and successor relations in such a way that on the positions belonging to the prefix y the
interpretation simulates the nodes of the template T , on each x¯-factor it simulates a copy
of C1, on each z¯-factor it simulates a copy of C2, and all copies of C1 are concatenated
and inserted at the first insertion point of T and the same happens for C2 and the second
insertion point of T . To this end, the unary label relations can just be copied from the




(a,2) for each a ∈ Σ. Let
u1 := x¯ and u2 := z¯.
Then the a-successor relation Sa is defined as follows, for each a ∈ Π.
• On the elements of y, the successor relations are defined as in T with the exception
that we insert the position where we simulate the root of the first copy of Ci at the
i-th point of T , for each i ∈ {1, 2}. That is, if the i-th point of T is the a-successor
of some node v such that v = T@k then the a-successor of the position k in I((w,+))
is the first position of the first occurrence of ui with respect to <(w,+). This position
can be identified with the help of the tags 1 and 2.
• Between elements of the same ui-factor, the successor relations are defined accord-
ing to Ci.
• The simulated copies of C1 and C2 are linked to the remaining tree as follows. Sup-
pose that the hole of Ci is the ai-successor of a node pi and let ki be such that
pi = Ci@ki.
– The ai-successor of the ki-th element of some occurrence of ui which is not the
last occurrence of ui is the first position of the next occurrence of ui.
– The ai-successor of the ki-th element of the last occurrence of ui is the position
of y which corresponds to the i-th point of T .
All of the above conditions can be easily expressed in FO[σΓ,1,+]. For this, we use the tags
1 and 2 to distinguish between factors which should be treated as u1 and u2 and the fact
that the contexts C1 and C2 and the template T are fixed.
From Lemma 4.7.11, Lemma 4.7.2, and Lemma 4.7.6, we immediately obtain Theo-
rem 4.7.1.
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4.8 Conclusion
In this chapter, we have obtained a decidable characterisation of the regular tree lan-
guages which are definable by first-order sentences with cardinality predicates. We have
used this characterisation to prove that these languages coincide with regular tree lan-
guages which are addition-invariantly definable.
Several questions remain open. As we have pointed out, an elementary upper bound
for the time complexity of deciding closure under transfer can be obtained. It would be
interesting understand the complexity of this problem better.
We have shown that for each addition-invariantly definable sentence ϕ which defines
a regular tree language there is a first-order sentence ϕ˜ which defines the same tree
language using cardinality predicates but no addition. It is not clear from our proofs how
the size of ϕ˜ grows with the size of ϕ. Can this growth be bounded by an elementary
function?
Do there exist addition-invariantly definable tree languages which are not regular?
This question has been raised in [SS10] for word languages and remains open. For some
particular classes of languages such as the bounded, the commutative, and the determin-
istic context free languages it was shown in [SS10] that addition-invariant definability
implies regularity. Hence, restricted to such languages, addition-invariant definability is
also equivalent to FOcard-definability.
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Logic on classes of structures of bounded
tree-depth
In this section we consider FO, FO+MOD, and MSO and the order-invariant formulae of
this logics on classes of structures of bounded tree-depth. We relate the expressive power
of these logics to each other and consider questions about the relative succinctness of these
logics.
5.1 Introduction
We start with a introduction where we give a short overview over the notion of tree-depth
and its role in logic, then we review some results about order-invariant FO and MSO, and
we explain shortly what we mean by succinctness. After that, the contributions of this
chapter are summarised.
5.1.1 The notion of tree-depth
The notion of tree-depth was introduced by Nesˇetrˇil and de Mendez in [NdM06]. There
the tree-depth of a connected graph G was defined as the minimum height of a rooted
tree T such that G is a subgraph of the closure clos(T ) of T , i.e. the underlying undirected
graph of the transitive closure of T .1 See Figure 5.1.1 for an example which is adapted
from [NdM12]. Under different names (e.g. height of elimination trees), this and similar
G
T clos(T )
Figure 5.1.1: A 3× 3-grid and a tree T whose closure contains G.
1We do not need a more precise statement of this definition here; the well-known characterisation of tree-
depth that is used in this chapter is introduced in Section 5.3.2.
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notions have been studied much earlier. See [NdM12] which contains an overview of
various properties of tree-depth of graphs. The notion of tree-depth plays a central role
in the study of sparse graph classes, in particular nowhere dense graph classes and graph
classes of bounded expansion, that was initiated by Nesˇetrˇil and de Mendez and laid
out in their book [NdM12].2 First-order logic has many desirable properties on nowhere
dense graph classes. For example, first-order definable properties can be decided in time
O(n1+), for every  > 0 (cf. [GKS14]), and the homomorphism preservation theorem3
holds restricted to nowhere dense graph classes which are closed under substructures and
disjoint unions [Daw10, NdM10]. Tree-depth has also proved to be useful in applications
to logic which are not immediately related to sparse graphs. For example, it plays an
important role in Rossman’s proof that the homomorphism preservation theorem holds
for the class of all finite structures [Ros08].
Here we are interested in classes of graphs (and structures) of bounded tree-depth. That
is, in classes for which there is a constant c such that the tree-depth of each graph in the
class is at most c. Various works have considered different aspects of the algorithmic
properties of MSO on graphs of bounded tree-depth (e.g. [EJT12],[GH15],[Lam14]). A re-
markable result of a more structural nature was obtained in [EGT12]. While it is evident
that MSO is more expressive than FO on the class of all finite graphs — as witnessed by
the reachability query which can be expressed in MSO but not in FO — the same is not
necessarily true for other, restricted classes of structures. A simple example of a class C
where MSO and FO have the same expressive power, written MSO =C FO, is the class C
of all finite sets, viewed as structures over the empty signature.4 For which other classes
can this happen? The following theorem answers two important instances of the question
for MSO and MSO2, where MSO2 is the extension of MSO2 with the capability to quantify
over subsets of edges in addition to subsets of vertices.
Theorem 5.1.1 ([EGT12]). Let C be a class of graphs.
1. If C is closed under subgraphs, then MSO =C FO iff C has bounded tree-depth.
2. If C is closed under induced subgraphs, then MSO2 =C FO iff C has bounded tree-
depth.
Note that characterising the classes which are closed under induced subgraphs and for
which MSO =C FO is an open problem (cf. [EGT12], [EGT16]).
A part of the proof of Theorem 5.1.1 consists in the proof of the following theorem.
Theorem 5.1.2 ([EGT12]). For each d ∈ N, each class C of coloured graphs of tree-depth at
most d, and each MSO-sentence ϕ there is an FO-sentence ϕ˜ which is equivalent to ϕ on C.
Note that this theorem does not tell us anything about the relationship between the
size of ϕ and the size of ϕ˜.
2Shorter surveys on these topics, covering the connection to tree-depth, can also be found in [NdM15],
[GKS13].
3That is, for such classes C, a first-order sentence is preserved under homomorphisms on C iff it is equivalent
to an existential sentence




One of the major goals of finite model theory is surely the understanding of the expres-
sive power of different logics on finite structures which is very often tied to questions
from complexity theory. But even if we know that two logics L1 and L2 have the same
expressive power, it could happen that some properties can be expressed in L1 much more
succinctly than in L2, i.e. by shorter formulae. There are different ways to interpret a
result of this kind. On the one hand, this could be seen as showing that L2 is less suited
for the use in applications, e.g. in formal verification or databases, since the formulae
expressing desirable properties in L2 might become too complicated. On the other hand,
the algorithmic properties of L2 could be much better than the algorithmic properties of
L1 and hence the use of L2 could still be preferable. The fact that L1 is more succinct than
L2 can be seen as a kind of explanation for this. Whatever interpretation one prefers,
understanding succinctness questions seems helpful to assess the potential for use of a
logic in applied settings. As an example where the latter situation arises, consider the
paper [LSW01] which introduced a modal logic M which has the same expressive power
as the two-variable fragment of FO (FO2) on finite structures. The satisfiability problem
for M is shown to be EXP-complete and the satisfiability problem for FO2 is known to be
NEXP-complete. As discussed in the paper, this implies that FO2 must be more succinct
than M, unless EXP = NEXP.
We consider another very simple concrete example of the kind of questions where un-
derstanding succinctness questions is helpful. As a consequence of Theorem 5.1.2, for
each class C of bounded tree-depth graphs and each fixed MSO-sentence ϕ there is a poly-
nomial time algorithm which decides the class defined by ϕ on C. 5 For this, we take an
FO-formula ϕ˜ which is equivalent to ϕ on C and which exists according to Theorem 5.1.1.
Instead of evaluating ϕ to check if a graph from C is a model of ϕ, we evaluate ϕ˜. This can
be done in polynomial time using a naı¨ve algorithm for evaluating FO-formulae which fol-
lows from the definition of the semantics of FO. The size of ϕ˜ occurs as a hidden constant
in the running time of this algorithm and understanding the size of ϕ˜ in terms of the size
of ϕ helps us to understand this important detail.6
5.1.3 Order-invariant FO and MSO
While the definition of order-invariance occurs very naturally in database theory and
descriptive complexity theory (see Chapter 1), the implications of this definition are not
clear at all. At first sight, for FO, it is not even clear if allowing the invariant use of
a linear order adds to the expressive power. In contrast, it is easy to see that there
is a sentence ϕeven of order-invariant MSO (<-inv-MSO) which states that the size of the
universe of a structure is even.7 It is well-known that this cannot be expressed by an MSO-
5Of course, this follows also from the well-known theorem of Courcelle which establishes this result for more
general classes of graphs of bounded tree-width (cf. e.g. [CE12]).
6For this example, i.e. evaluating MSO-formulae on bounded tree-depth graphs, the constants in the com-
plexity have been investigated by other methods in [GH15].
7This formula states that there exist two sets which partition the universe such that the least element in
the order belongs to the first set, the maximum element belongs to the second set, and an element belongs
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sentence (cf. [Lib04, Proposition 7.12]). Gurevich has given an example (cf. e.g. [EF99],
[Lib04]) of an <-inv-FO-definable property of finite structures which is not FO-definable.
This example uses powerset structures, i.e. structures of the form (2X ,⊆) where X is a set
and ⊆ is the subset relation on X. On such structures, <-inv-FO can simulate <-inv-MSO
on the underlying set X which corresponds to the singleton sets of 2X . The <-inv-MSO-
sentence ϕeven then yields an <-inv-FO-sentence which expresses that the underlying set
of a powerset structure has even cardinality. It can be shown that FO cannot do this.
There are other known examples (cf. [Sch13] for a survey). It is natural to ask if there are
any non-trivial limitations to the gain in expressive power that can be achieved by the
invariant use of the order. The most general result to this extend was obtained by [GS00]
who showed that, like FO-formulae, <-inv-FO-formulae are Gaifman local. This restricts
the expressive power of order-invariant formulae severely. Even more ambitiously, since
order-invariance is undecidable (cf. [Gur88]), it can be asked if there is a logic with a
decidable syntax which has exactly the same expressive power as <-inv-FO. Somewhat
less ambitiously than this, one could ask for a logic L with a decidable syntax which
constitutes and upper bound for the expressive power of <-inv-FO, i.e. every <-inv-FO-
definable class of finite structures is also L-definable, and which is as weak as possible. It
is known (cf. [Ott00, Corollary 8]) that the infinitary bounded-variable logic with counting
quantifiers Cω∞ω cannot serve the role of L, i.e. there are <-inv-FO-definable classes of
finite structure which are not Cω∞ω-definable. This also rules out fixed point logics with
and without counting and extensions of FO by arbitrary monadic generalised quantifiers.
It is an open problem if MSO could serve the role of L (cf. [BS09b]).
For the class of all finite structures, these questions seem to be very hard to answer.
However, the structures employed in the examples which show that <-inv-FO is more
expressive than FO are dense, i.e. their Gaifman graphs contain large cliques. The study
of the expressive power of <-inv-FO on particular classes of sparse structures has been
initiated by Benedikt and Segoufin [BS09b]. They showed that on various kinds of trees
(viewed as successor structures without the descendant relation) <-inv-FO is no more
expressive than FO. The proofs rely on an algebraic characterisation of FO-definability
which was obtained by the same authors in [BS09a] (the same characterisation which
we also used in Section 4.4) and on the Gaifman-locality result of [GS00]. Similar results
have been obtained by Niemisto¨ [Nie07] who also considered the extension of <-inv-FO by
modulo-counting quantifiers. Apart from these results, not much seems to be known about
the expressive power of order-invariant FO on sparse graphs. Benedikt and Segoufin
[BS09a] also considered the question which logics (without numerical predicates) con-
stitute an upper bound on the expressive power of <-inv-FO on sparse graphs. They
showed that <-inv-FO is contained in MSO on all graphs of bounded tree-width. Very
recently, a much more general result was published by Elberfeld, Frickenschmidt, and
Grohe [EFG16]. They show that <-inv-FO is contained in MSO on graphs classes which
exclude a forbidden minor. This includes, for instance, classes of bounded tree-width and
planar graphs.
to the first set iff its successor belongs to the second set.
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Order-invariant MSO (<-inv-MSO) has also received some attention in the literature.
In [Cou96], Courcelle studied the expressive power of <-inv-MSO. He showed that on
forests, <-inv-MSO and the extension of MSO by first-order modulo-counting quantifiers
(CMSO) have the same expressive power. The same idea as for the sentence ϕeven men-
tioned above shows that, on ordered structures, all modulo-counting quantifiers can be
defined in MSO. Hence, CMSO is contained in <-inv-MSO. Courcelle [Cou96] asked if
this containment is strict. This was answered affirmatively by Ganzow and Rubin [GR08]
who gave an example of an <-inv-MSO-definable class of finite structures which is not
CMSO-definable. Recently, it has been shown that CMSO and <-inv-MSO have the same
expressive power on graphs of bounded tree-width [EFG16, BP16].
5.2 Contributions
We discuss the contributions of this chapter and their relation to other results from the
literature. The main results of this chapter have been announced in the conference paper
[EEH14]. A manuscript containing an extended version of this paper has been made
available on the Internet [EEH16] and has been submitted to a journal. The following
chapter is based on this manuscript.
Undecidability
The first main result of this chapter shows that <-inv-FO is undecidable on the class of
all finite structures of tree-depth at least 2 (Theorem 5.4.2). This serves as a motivation
to look for an effective syntax for <-inv-FO on structures of bounded tree-depth.
Succinctness of <-inv-FO and FO
Our second main result shows that, on classes of structures of tree-depth at most d, each
<-inv-FO-sentence is equivalent to an FO-sentence whose size is at most d-fold exponen-
tial in the quantifier-rank of the <-inv-FO-sentence (Theorem 5.4.1). We also show that
<-inv-FO is non-elementarily more succinct than FO on finite structures (Theorem 5.7.5)
and we conclude from this that the height of the tower of exponentials in the previous
result cannot be independent of d (Corollary 5.7.9).
Note that there are several possible ways to derive the mere result that <-inv-FO has
the same expressive power as FO on bounded tree-depth graphs from known results. The
result follows immediately from the fact that <-inv-FO is contained in MSO on bounded
tree-width structures [BS09b] and Theorem 5.1.2.8 Another approach for a proof of the
8Note that the status of the theorem which shows that <-inv-FO is contained in MSO on bounded tree-
width structures was somewhat unclear at the time when our results were obtained. Its proof relies
on the possibility to define the tree-decompositions of graphs of bounded tree-width in the graphs using
MSO-formulae. The correctness of the published proof sketches of this result have been doubted by several
prominent researchers. The situation has changed recently. Bojanczyk and Pilipczuk [BP16] showed that
tree-decompositions can indeed be defined by MSO-formulae. Furthermore, Elberfeld, Frickenschmidt,
and Grohe [EFG16], have provided a new proof that <-inv-FO is contained in MSO on bounded tree-width
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expressivity result for graphs uses the result of [BS09b] that <-inv-FO and FO have the
same expressive power on trees. By proving that tree-decompositions of bounded tree-
depth graphs can be defined in the graphs using FO-formulae, the result could also be
proved.9
Neither of these methods seems well-suited to prove the succinctness results that we
obtain. In contrast, our approach relies only on methods from mathematical logic such
as Ehrenfeucht-Fraı¨sse´-games, types, and compositions methods. It is a remarkable fact
that these methods can be used to prove results about the expressive power of <-inv-FO.
The results of Benedikt and Segoufin [BS09b] relied on automata theoretic and algebraic
methods. More recently, the applicability of type and composition methods for obtaining
results about order-invariant formulae has also been investigated in the paper [BL16].
This paper studies order-invariant types whereas our methods consider the types of par-
ticular orderings of structures.
<-inv-MSO and FO+MOD
Using similar methods as for the second main result, we prove our third main result that
<-inv-MSO has the same expressive power as FO+MOD on bounded tree-depth structures
(Theorem 5.5.1). Here, we do not study the corresponding succinctness questions since it
follows from known results of [GS05] that <-inv-MSO is already non-elementarily more
succinct than FO+MOD on structures over the empty signature.
To the best of our knowledge, this expressivity result does not follow from any known
results. While we know that <-inv-MSO and CMSO have the same expressive power on
bounded tree-depth structures [BP16], it was not known that CMSO and FO+MOD have
the same expressive power on such structures. Since CMSO is contained in <-inv-MSO,
our third main result also establishes this result. This can be seen as an answer to a
question from the conclusion of [EGT12]. The authors asked which extension of first-
order logic corresponds to CMSO on bounded tree-depth graphs.
Succinctness of MSO and FO
Our fourth main result considers the succinctness of MSO and FO on bounded tree-depth
structures. We show that, on structures of tree-depth at most d, each MSO-sentence is
equivalent to an FO-sentence whose size is at most d-fold exponential in the quantifier
rank of the MSO-sentence (Theorem 5.6.1). For this, we use similar proof methods as for
our second and third main result.
This result can be seen as a quantitative refinement of Theorem 5.1.2. Whereas the
proof of Theorem 5.1.2 in [EGT12] relies on an involved constructive Feferman-Vaught-
like theorem, our approach is simpler since it needs only a non-constructive folklore com-
position lemma which has a trivial game-based proof. This simplification benefits the
analysis of the formula size in our proof.
structures which does not rely on the possibility to define tree-decompositions.
9The manuscript [EEH16] contains a construction of an FO-formula which, for some fixed tree-depth d,
defines a tree-decomposition in each graph of tree-depth at most d.
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ϕ ∈ <-inv-FO MSO <-inv-MSO
ψ ∈ FO FO FO+MOD
|ψ| EXPd(q) EXPd(q) non-elementary
qad(ψ) 3d 3d 3d
Figure 5.2.1: Summary of the results about the expressive power and succinctness of the
considered logics. A formula ϕ of quantifier rank q is translated into a for-
mula ψ that is equivalent to ϕ on structures of tree-depth at most d.
We also prove a lower bound which shows that the dependency of the FO-formula size
on the tree-depth in this result is essentially optimal (Theorem 5.7.1).
In the succinctness upper bounds, we also consider the quantifier alternation depth of
the constructed FO-sentence. In all cases, we show that the alternation depth is bounded
by a linear function of the tree-depth and hence that the quantifier alternation hierar-
chy considered by Chandra and Harel [CH82] collapses on bounded tree-depth structures.
This complements a result of [CH82] which showed that the quantifier alternation hierar-
chy for FO is strict on trees of unbounded height. Figure 5.2.1 summarises our succinct-
ness results.
5.3 Preliminaries
We introduce definitions and terms which will be used throughout this chapter.
Growth of functions The d-fold exponential function expd(n) is inductively defined by
exp0(n) := n, and exp(d+1)(n) := 2expd(n). We let tower(d) := expd(1). The class of functions
that grow at most d-fold exponentially is
EXPd := {f : N→ N : there is a c ∈ N such that f(n) 6 expd(nc) for each n ∈ N}.
We say that a function f : N→ N is elementary if f ∈ EXPd, for some d ∈ N.
Linear orders For two linear orders 1 and 2 on disjoint sets M1 and M2, we define a
linear order 1 + 2 on M1 ∪M2, the (ordered) sum of 1 and 2, as 1 ∪ 2 ∪ (M1×M2).
Proviso 7 (Order relations are linear). Throughout this chapter, we consider only
order relations which are linear and hence, when we say “order”, we mean (strict)
“linear order”.
An ordered structure is a structure where the binary relation symbol < is interpreted
as an order, i.e. a numerical {<}-expansion of a structure.
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Types Recall that for any logic L ∈ {FO,FO+MOD,MSO} and q ∈ N, we write A≡LqB for
q ∈ N if the structures A and B satisfy the same L-sentences of quantifier rank at most
q. The ≡Lq -equivalence class of A is its (L, q)-type and is denoted by tpL,q(A). We omit L in
this notation whenever this is unambigously possible.
We often use the fact that two structures A and B have the same (FO, q)-type iff the
Duplicator has a winning strategy in the q-round Ehrenfeucht-Fraı¨sse´ game on A and B.
We also use the extension of this game which captures (MSO, q)-types in the same way.
For an explanation of both games, see e.g. [Lib04].
Relativisation of formulae If ϕ(x¯) is a formula and ψ(y¯, z) is a formula with at least
one free variable z, then (ϕ  ψ)(x¯, y¯) is the relativisation of ϕ to ψ. We construct ϕ  ψ
inductively by replacing subformulae of the form ∃z χ(x¯) and ∀z χ(x¯) by ∃z (ψ(y¯, z) ∧ χ 
ψ(x¯, y¯)) and ∀z (ψ(y¯, z)→ χψ(x¯, y¯)), respectively. Note that, if ψ is an existential formula,
i.e. a formula which uses no ∀-quantifiers, then qad(ϕ|ψ) = qad(ϕ). To see that this is, in
particular, true for the ∀-quantifier case of the construction, note that (ψ(y¯, z) → χ 
ψ(x¯, y¯)) ≡ (¬ψ(y¯, z) ∨ χψ(x¯, y¯)) where ¬ψ(y¯, z) is equivalent to a universal formula, i.e. a
formula which uses no ∃-quantifiers, if ψ(y¯, z) is existential.
5.3.1 Encoding information about elements in extended signatures
In our proofs we will repeatedly remove single elements r from structures A and encode
information about the relations between r and the remaining elements into an expansion
A[r] of the structure A\r (which is the substructure of A induced on the elements different
from r). We do this in such a way that the q-type of A is determined by the q-type of A[r]
together with, what we call, the atomic type of r in A.
The atomic type α(A, a) of an element a of a σ-structure A is the set of all R ∈ σ such
that (a, . . . , a) ∈ RA, where (a, . . . , a) has length ar(R). If no confusion seems likely we





R(x, . . . , x) ∧
∧
R∈σ\α
¬R(x, . . . , x).
Since we will often need the atomic type of the 6-minimal element of a structure, we
denote by αA the type α(r,A) if A is an ordered structure with minimal element r.
To encode the relations between the element which is removed and the remaining el-
ements, we define a signature σ˜ which contains, for each R ∈ σ and each nonempty
I ⊆ [1, ar(R)], a relation symbol RI of arity |I|. Given a structure A = (A, (RA)R∈σ) and an
element r ∈ A, we now obtain a σ˜-structure A[r] = (A \ {r}, (RA[r]I )RI∈σ˜) by setting
RA
[r]
I := {(ai)i∈I : (a1, . . . , aar(R)) ∈ RA and ai = r for i 6∈ I}.
Note that RA = RA[r][1,ar(R)], so up to a renaming of relation symbols, A
[r] is an expansion of
A \ r.
The (L, q)-type of A is determined by α(r) and the (L, q)-type of A[r]:
112
5.3 Preliminaries
Lemma 5.3.1. Let L ∈ {FO,MSO} and q ∈ N+. Let A and B be structures, r ∈ A and
s ∈ B. If





Proof. The same argument works for L = FO and L = MSO. Duplicator has a winning
strategy S in the q-round Ehrenfeucht-Fraı¨sse´ game for L on A[r] and B[s]. Note that the
strategy S is, in particular, a winning strategy on A \ r and B \ s, because A[r] and B[s] are
expansions of these structures. Duplicator can win the q-round EF-game on A and B if
she plays according to S on A \ r and B \ s, and if she responds to r with s and vice versa.
We have to argue that this strategy preserves relations between the played elements.
For relations not involving the removed elements r and s, this is true because S is a win-
ning strategy for the q-round game on A\r andB\s. Relations involving only the minimal
elements are preserved because α(A, r) = α(B, s). Relations involving the minimal ele-
ments and other elements are preserved, because they are encoded in the relations RI of
the extended signature σ˜, and these are preserved by S.
The following lemma is easy to prove following these definitions:
Lemma 5.3.2. Let L ∈ {FO,FO+MOD}. For every L[σ˜]-sentence ϕ there is an L[σ]-formula
I(ϕ)(z) of the same quantifier rank and quantifier alternation depth such that
A |= I(ϕ)(r) iff A[r] |= ϕ,
for all σ-structures A and r ∈ A.
Proof. The proof uses a standard interpretation argument. It suffices to provide quanti-
fier-free formulae with a parameter z which define the universe and the relations of A[r] in
A, provided that z is interpreted by the element r. The universe is defined by the formula
x 6= z. Let RI ∈ σ˜. If, for each i 6 ar(R), we let
yi :=
{
xj if i = ij ∈ I
z if i /∈ I





The following inductive definition is one of several equivalent ways to define the tree-depth
td(G) of a graph (see [NdM12] for a reference on tree-depth):
td(G) :=

1 if |V (G)| = 1
1 + min r∈V (G) td(G \ r) if G is connected and |V (G)| > 1
max i∈[1,n] td(Ki) if G has components K1, . . . ,Kn.
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As usual, the tree-depth td(A) of a relational structure A is defined by
td(A) := td(G(A)).
For each d ∈ N+, we let






FINconnσ := {A ∈ FINσ : A is connected},
FINconnσ,d :={A ∈ FINconnσ : td(A) 6 d}.
As an immediate consequence of the above definition of tree-depth, for each A ∈ FINconnσ,d ,
either td(A) = 1 and A contains only one element or td(A) > 1 and A contains an element
whose removal reduces the tree-depth of A. We call these elements tree-depth roots and
denote the set of all such elements by roots(A). That is, r ∈ roots(A) iff either A = {r}
or |A| > 1 and td(A \ r) 6 td(A) − 1. By the following result of Bouland, Dawar, and
Kopczyn´ski [BDK12], for each graph G the size of roots(G) is bounded by a function of
its tree-depth which is independent of the size of G (and hence the same is true for struc-
tures).
Lemma 5.3.3 ([BDK12, Lem. 7]). There is a function f : N+ → N+ such that | roots(G)| 6
f(td(G)) for each connected graph G.
Note that the definition of roots(G) in [BDK12] is slightly different from ours, but the
two definitions are easily seen to be equivalent.
A graph of tree-depth at most d can not contain a path of length 2d (cf. [NdM12, 6.2]).
Therefore distA(a, b) < 2d for all elements a and b in the same connected component of a
structure A of tree-depth at most d. It is plain that there is an existential FO[σ]-formula
dist6`(x, y) such that A |= dist6`(a, b) iff distA(a, b) 6 `, for each σ-structure A and all
a, b ∈ A. Hence, the formula
reachd(x, y) := dist<2d(x, y)
defines the reachability relation in structure of tree-depth at most d. That is,
A |= reachd[a, b] iff a and b belong to the same component of A.
This existential formula allows us to relativise a formula ϕ(x) to the connected component
of x:
A |= ϕreachd(x, z)[a] iff K |= ϕ[a],
where K is (the substructure of A induced on) the connected component of a in A. Since
reachd is existential, we have qad(ϕreachd(x, z)) = qad(ϕ) .
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Using these observations and the inductive definition of tree-depth, it is easy to write
down an FO[σ]-sentence that defines FINσ,d on the class of all finite σ-structures. While
this naı¨ve approach leads to a formula whose quantifier alternation depth grows lin-
early with d, it is also possible to construct a universal sentence td6d defining FINσ,d
as a subclass of FINσ, cf. [NdM12, Section 6.10] for details. Using this sentence, we con-
struct a sentence that defines the set roots(A) for each A ∈ FINconnσ,d . To this end, we let




td>c ∧ td6c (x 6= z)(x)
)
if d > 1.
5.4 Order-invariant FO
It is well-known that order-invariance is undecidable on the class FIN (cf. [Gur88]), i.e.
there is no algorithm which decides for a given FO[σ,<]-sentence if it is order-invariant
on FIN. This leads to the question if the expressive power of order-invariant sentences on
a class C can be captured by a logic with an effective syntax. An answer to this question
in the case of the class FIN seems out of reach. We consider the question in the case of
bounded tree-depth structures, i.e. C = FINd for some d ∈ N+. More concretely, our aim is
a proof of the following theorem:
Theorem 5.4.1. For each d ∈ N+, each signature σ, and each <-inv-FO[σ]-sentence ϕ,
there is an FO[σ]-sentence ψ which is equivalent to ϕ on FINσ,d and which has size |ψ| ∈
EXPd(qr(ϕ)) and quantifier-alternation depth qad(ψ) 6 3d.
The proof of Theorem 5.4.1 will be presented in Section 5.4.2 below. Before that, we
want to motivate Theorem 5.4.1 by showing that the undecidability of order-invariance
holds even for structures of tree-depth 2.
5.4.1 Undecidability on graphs of tree-depth 2
As mentioned by Schweikardt [Sch13], order-invariance for formulae over a signature
σ which contains only unary relation symbols besides the symbol for the order is decid-
able. An ordered σ-structure in which the unary relations partition the universe can be
regarded as a word. An FO[σ,<]-sentence ϕ then defines a language Lϕ. The sentence ϕ
is order-invariant iff the syntactic monoid of Lϕ is commutative, which is decidable. Us-
ing simple interpretation arguments, it can be seen that this decidability result extends
to general σ-structures (where the unary relations are not necessarily disjoint) and to
structures of tree-depth 1 over arbitrary signatures.
Hence, order-invariance is decidable on FINd if d = 1. The next theorem shows that it
becomes undecidable for d > 2.
Theorem 5.4.2. Order-invariance is undecidable on FIN2.
The proof of Theorem 5.4.2 uses a reduction from the undecidable halting problem for
counter machines (cf. [Min67]) with two counters which store natural numbers. A counter
machine executes a program, i.e. a finite sequence of the following instructions:
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INC(i) Increment counter i, proceed with next instruction.
DEC(i, j0, j1)
If counter i is not zero: decrement counter i, proceed with j1-th instruction.
Otherwise: proceed with instruction j0.
HALT Stop the execution.
The configuration of the machine at any execution step is fully described by a triple
(n1, n2, j), where n1, n2 > 0 are natural numbers stored in the counters and j > 1 is the
number of the next instruction to be executed. Without loss of generality, we assume that
the last instruction of a program is always the HALT instruction and that this instruction
occurs nowhere else in the program. Hence, we say that a program halts (on empty input)
if it ever reaches its last instruction when run from the initial configuration (0, 0, 1).
Proof of Theorem 5.4.2. We say that a sentence ϕ ∈ FO[σ,<] is d-satisfiable if it has a
model (A, <A) where A ∈ FINσ,d. The folklore proof which shows that order-invariance on
FIN is undecidable uses a many-one reduction from the undecidable finite satisfiability
problem to order-invariance. The same kind of argument proves that d-satisfiability (i.e.
the problem which asks if an input sentence ϕ ∈ FO[σ,<] over an arbitrary relational
signature σ is d-satisfiable) many-one reduces to order-invariance on FINσ˜,d, where σ˜ :=
σ ∪ {P} for a unary relation symbol P /∈ σ. This follows from the fact that ϕ ∈ FO[σ,<]
is d-satisfiable iff the FO[σ˜6]-sentence ϕ ∧ ∃x∀y (x<y ∧ P (x)) is not order-invariant on
FINσ˜,d.
Hence, to complete the proof of our theorem, it suffices to show that the 2-satisfiability
problem is undecidable. To this end we reduce the halting problem for counter machines
to 2-satisfiability. Let P = I1 · · · I` be a program. We construct an FO[σ,<]-sentence ϕ
which is FINσ,2-satisfiable iff P halts, for some signature σ which depends on `. First
we fix an encoding of configurations of P by words over a finite alphabet Σ. It would be
natural to do this by encoding the counter values in unary using different symbols; say,
(2, 3, 1) would become 11222 1. We change this representation slightly: a configuration
(n1, n2, j) of P is encoded by a word
enc(n1, n2, j) := (1L1R)
n1 (2L2R)
n2 j
over the alphabet Σ := {1L,2L,1R,2R, 1, . . . , `}.
Let σ := {E}∪τ where E is a binary relation symbol and τ := {Pa : a ∈ Σ}, where the Pa
are unary relation symbols. The σ-structures that we consider are Σ-coloured graphs (i.e.
E is used for the edge relation and the Pa for a partition of the vertex set). If a vertex of
such a graph belongs to a relation Pa, we say that it is a-coloured. The class of Σ-coloured
graphs is obviously FO-definable on FINσ.
As usual, we identify each non-empty word over the alphabet Σ with an ordered τ -
structure which, in turn, we regard as an ordered Σ-coloured graph with no edges. We
refer to vertices which are coloured by 1, . . . , ` as instruction vertices. If our program P
halts after at most h computation steps then, with respect to our encoding, there exists a
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unique word wP which encodes the run of P , i.e. the finite sequence of configurations at
time steps 1, . . . , h. We want to define a class of ordered Σ-coloured graphs of maximum
degree 1 obtained from the edge-less graphwP by adding edges between its vertices. These
graphs will be called matching extensions of wP , since their edge relations will be unions of
matchings (i.e. edge relations of graphs where each vertex is incident to exactly one edge).
Consider any word w = enc(C1) · · · enc(Ck) which encodes a sequence of representations.
We phrase the description of the execution of the counter machine program P given in the
definition of counter machines above somewhat more formally as conditions under which
the sequence C1, . . . , Ck is a run of P (i.e. w = wP ). At the same time, we rephrase them
as statements about the ordered Σ-coloured graph w in a way that will be suitable for the
definition of our sentence ϕ.
1. C1 = (0, 0, 1) and Ck is a halting configuration, i.e. Ck = (n1, n2, `) for some n1, n2 > 0.
With our encoding, this is equivalent to the first vertex of w being 1-coloured and
the last vertex being `-coloured. (Recall that the machine starts with both counters
being 0.)
2. For each i ∈ [1, k] and Ci = (n1, n2, j) one of the following statements is true:
(a) Ij = INC(1) and Ci+1 = (n1 + 1, n2, j + 1).
This holds iff we can add edges to w so that all 1L-coloured vertices in enc(Ci)
are matched with all but one of the 1R-coloured vertices in enc(Ci+1), and the
2L-coloured vertices in enc(Ci) are matched with the 2R-coloured vertices in
enc(Ci+1), and if the unique instruction vertex of enc(Ci) is j-coloured, for some
j ∈ [1, `], then the unique instruction vertex of enc(Ci+1) is (j + 1)-coloured.
(b) Ij = DEC(1, j0, j1) and either n1 = 0 and Ci+1 = (n1, n2, j0), or n1 > 1 and
Ci+1 = (n1 − 1, n2, j1).
Equivalently, either one of the following statements is true:
• There exists no 1L-coloured vertex in enc(Ci) and no 1L-coloured vertex in
enc(Ci+1). Furthermore, the 2L-coloured vertices in enc(Ci) can be matched
with the 2R-coloured vertices in enc(Ci+1). The unique instruction vertex
in enc(Ci+1) is j0-coloured.
• There is at least one 1L-coloured vertex in enc(Ci). Furthermore, the 1R-
coloured vertices in enc(Ci+1) can be matched with all but one of the 1L-
coloured vertices in enc(Ci), and the 2L-coloured vertices in enc(Ci) can be
matched with the 2R-coloured vertices in enc(Ci+1). The unique instruction
vertex in enc(Ci+1) is j1-coloured.
(c),(d) Analogous statements to (a), (b) for the case where Ij operates on counter 2.
Now, a matching extension of wP is an ordered graph obtained from wP by adding, for
each pair of subsequent configurations, exactly the edges of a matching witnessing that
wP satisfies the conditions (a), (b), (c), and (d). Observe that each vertex of a matching
extension is contained in at most one matching. Hence, any matching extension has
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maximum degree 1. Using our description above, it is easy to write down a first-order
sentence ϕ defining the class of all matching extensions of wP . This class is non-empty iff
P halts. Hence, ϕ is 2-satisfiable iff P halts.
The alphabet in the proof and hence the signature σ depends on the length of the given
program P . The proof can be modified easily to make the alphabet Σ, and therefore
the signature σ, independent of P without increasing the tree-depth of the structures
involved. To this end, we would introduce a single new unary relation symbol N to the
signature. The labelling of a vertex v by a number i ∈ [1, `] can be encoded by adding i
new pendant vertices as neighbours of v, marked by N . This does not increase the tree-
depth since the resulting graph (without the order) is still a disjoint union of stars. The
vertices belonging to N can, e.g., be placed after all remaining vertices in the linear order.
This shows that order-invariance is already undecidable on the class FINσ,2, for a fixed
signature σ.
5.4.2 From order-invariant FO to FO
We prove Theorem 5.4.1. The key insight here is that for every quantifier rank q and
every structure A ∈ FINσ,d there exists a class of canonical linear orders q for which the
FOq-type of (A,q) is already FO-definable in A. In particular, tpq(A,q) only depends on
A, even though there may be more than one such order on A.
We call these canonical orders q-orders. After defining them formally, we prove the
following two facts about them:
1. Expansions by q-orders are indistinguishable by FO-sentences of quantifier rank q,
i.e. (A,1) ≡q (A,2) for all finite structures A, provided both1 and2 are q-orders
(cf. Lemma 5.4.4).
2. If the tree-depth of structures is bounded, then the q-type tpq(A,q) of an expan-
sion of A by a q-order is definable in FO (Lemmas 5.4.8 and 5.4.11). The proof of
Theorem 5.4.1 easily follows from this.
The definition of q-orders With an eye towards Section 5.5, the notion of q-orders will
be defined more generally for logics L ∈ {FO,MSO}. We fix arbitrary orders L,q on the
set of (L, q)-types over the signature (σ,<), and atomic on the set of atomic σ-types. For
simplicity, we write aatomicb for α(a) atomic α(b).
To obtain a q-order  on a connected structure A ∈ FINσ,d, we pick a root r of A which
has atomic-minimal atomic type among all roots and for which the type of q-ordered ex-
pansions of A[r] is L,q-minimal among all atomic-minimal roots. We place this r in front
of the order  and order the remaining elements according to a (recursively obtained)
q-order on A[r]. On structures with more than one component, we q-order the components
individually and take the sum of their orders, following the L,q-order of the components:
Definition 5.4.3 ((L, q)-order). An (L, q)-order on a σ-structure A is an order  which
satisfies the following conditions:
118
5.4 Order-invariant FO
(1) If A is connected we denote by r ∈ A its -minimal element. Then either |A| = 1, or
|A| > 1 and the following holds:
(a) r is a atomic-minimal root of A, i.e. r ∈ roots(A) and r atomic r′ for all r′ ∈
roots(A).




for every r′ ∈ roots(A) with α(r′) = α(r) and every q-order ′ on A[r′].
(c)  A \ r is an (L, q)-order on A[r].
(2) If A is not connected, we denote its components by A1, . . . ,A` and set i:=  Ai.
Then  is a q-order if
(a) each i is a q-order of Ai, and
(b) after suitably permuting the components,
 = 1 + · · ·+` and tpq(Ai,i) L,q tpq(Aj ,j) for i 6 j.
The -minimal element of a q-order  will be denoted by r.
It is plain from the definition above that each structure can be q-ordered. Next we want
to show that all q-ordered expansions (A,) of a given structure A have the same q-type,
and that the q-type of (A[r],) is also the same for all q-orders  of A.
Lemma 5.4.4. Let L ∈ {FO,MSO}, q ∈ N+. For all (L, q)-orders ,′ of a structure A, we
have
(A,) ≡Lq (A,′).
If A is connected and td(A) > 1, then also (A[r],) ≡Lq (A[r′ ],′).
For the proof, we need the following folklore composition lemma for ordered sums which
has a simple EF-game-based proof (a proof of a somewhat stronger statement can also be
found in [Mak04]).
Lemma 5.4.5 (Composition Lemma). Let L ∈ {FO,MSO}, q ∈ N and let σ be a relational
signature. Let (A1,A1),(A2,A2),(B1,B1),(B2,B2) be ordered σ-structures. If
(A1,A1) ≡Lq (A2,A2) and (B1,B1) ≡Lq (B2,B2),
then
(A1 tB1,A1 + B1) ≡Lq (A2 tB2,A2 + B2).
Proof of Lemma 5.4.4. The proof proceeds on the size of A. If |A| = 1 then  = ′ and
there is nothing to prove.
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Let |A| > 1 and suppose first that A is connected. By Definition 5.4.3, α(r) = α(r′)
and
tpq(A
[r],) L,q tpq(A[r′ ],′).
By symmetry also
tpq(A
[r′ ],′) L,q tpq(A[r],),
so tpq(A[r],) = tpq(A[r′ ],′) and, by Lemma 5.3.1, (A,) ≡q (A,′).
Now consider the case where A is not connected, and let K1, . . . ,K` be the components
of A. By the definition of q-orders each Ki is q-ordered, so
(Ki, Ki) ≡Lq (Ki,′ Ki)
for i = 1, . . . , ` by what we have just said. Considering the way that an (L, q)-order orders
the components of a structure according to their (L, q)-types (part 2 of Definition 5.4.3),
we obtain that (A,) ≡Lq (A,′) by repeatedly applying the Composition Lemma.
By Lemma 5.4.4 it makes sense to speak of the q-order type of an unordered structure
A which we define as
tp<q (A) := tpq(A,q).
If A is connected and td(A) > 1, we furthermore define its q-order root type as
rtp<q (A) := tpq(A
[rq ],q).
In both cases q is some q-order on A and well-definedness is guaranteed by the Lemma.
Note that both these types are (σ,<)-types. Similarly, the atomic type αA := α(r6) of the
minimal element in a q-ordered expansion of A is well-defined.
We set
TL,σ,q,d := {tp<q (A) | A ∈ FINσ,d},





We say that a sentence ϕτ ∈ L[σ] defines τ on FINσ,d (and that τ is L-definable) if for each
A ∈ FINσ,d, we have
A |= ϕτ iff tp<q (A) = τ.
Note that the sentence ϕτ must not contain the relation <.
By Lemma 5.3.1 the atomic type of r and the q-type of A[r] determine the q-type of A,
and td(A[r]) = td(A)− 1, for connected structures A and q-orders . Since the number of
atomic σ˜-types is 2|σ˜|, we obtain the following bound on the size of T connσ,q,d :




The proof of our main theorem is broken down into two steps. In the first step, we show
how to lift the definability of q-types of q-ordered structures from structures of tree-depth
d− 1 to connected structures of tree-depth d.
Again we invoke Lemma 5.3.1 and Lemma 5.4.4 to show that q-order types can be
broken down into atomic types of roots and q-order root types:
Corollary 5.4.7. Let d > 1 and let τ ∈ T connσ,q,d . Let
Rτ := {(αA, rtp<q (A)) | A ∈ FINconnσ,d , td(A) > 1, and tp<q (A) = τ}.
Then for each B ∈ FINconnσ,d , we have tp<q (B) = τ iff (αB, rtp<q (B)) ∈ Rτ .
Proof. The “only-if”-part of the claim is obvious. Regarding the “if”-part, if
(αB, rtp
<
q (B)) = (αA, rtp
<
q (A))
for some A with tp<q (A) = τ , then Lemma 5.4.4 and the definitions of tp<q , rtp<q imply that
tp<q (B) = τ .
For the next lemma, recall that σ˜ is the signature of the structure A[r] if A is a σ-
structure (cf. page 112).
Lemma 5.4.8. Let q, d ∈ N+ with d > 1. Let (L1,L2) be one of (FO,FO) or (MSO,FO+MOD).
If each (L1, q)-type θ ∈ Tσ˜,q,d−1 is L2[σ˜]-definable on FINσ˜,d−1 by a sentence ψθ,d−1, then each
(L1, q)-type τ ∈ T connσ,q,d is L2[σ]-definable on FINconnσ,d by a sentence ϕconnτ,d . Moreover, defining
Ψ := {ψθ,d−1 : θ ∈ Tσ˜,q,d−1} and Φ := {ϕconnτ,d : τ ∈ T connσ,q,d },
we have |Φ| 6 c · |Ψ| · |Tσ˜,q,d−1|2 and qad(Ψ) 6 qad(Φ) + 1, for a constant c depending only
on σ, d.
Proof. In the following, all q-types are (L1, (σ,<), q)-types. Let τ ∈ T connσ,q,d and let Rτ be as
in Corollary 5.4.7. We show that, under the assumptions of our lemma, the class
{A ∈ FINconnσ,d : (αA, rtp<q (A)) ∈ Rτ}
is L2[σ]-definable by a sentence ϕτ on FINconnσ,d . Taking care of connected structures of
tree-depth 1 (i.e. singleton structures), we set ϕconnτ,d := (td61 ∧ϕˆτ ) ∨ (td>1 ∧ϕτ ), where ϕˆτ
defines τ on singleton structures.
For each atomic σ-type α ⊆ σ, the following FO-sentence ξα expresses in a structure
A ∈ FINconnσ,d that αA = α:
ξα :=
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For each type θ ∈ Tσ˜,q,d−1 the following sentence is true in a σ-structure A iff there is a
root r of atomic type α for which A[r] has type θ, and θ is L1,q-minimal among the types








∧ ∃x ( rootsd(x) ∧ α(x) ∧ I(ψθ,d−1)(x)).
Observe that qad(χα,θ) 6 qad(Ψ) + 1.





Observe that, for some constant c depending only on σ, d, we have |ξα| 6 c, |χα,θ| 6
c · |Ψ| · |Tσ˜,q,d−1|, |Rτ | 6 c · |Tσ˜,q,d−1|, and |ϕτ | 6 c · |Ψ| · |Tσ˜,q,d−1|2. The claims about |Φ| and
qad(Φ) follow from the observations above.
Disconnected structures
We proceed with the preparations for the second step in the proof of our main theorem,
where we lift the definability of q-order types from connected structures of tree-depth 6 d
to disconnected structures of tree-depth 6 d.
We consider each q-order type τ as a Boolean query on finite structures such that
() ∈ τ(A) ⇐⇒ tp<q (A) = τ.
For each structure A and each Boolean query q, we let nq(A) denote the number of compo-
nents K of A such that () ∈ q(K). For each ordered set Q := {q1, . . . , q`} of Boolean queries,
we let
n¯Q(A) := (nq1(A), . . . , nq`(A)).
For natural numbers a, b, t ∈ N+ we set
a ≡∧t b ⇔ (a = b or a, b > t),
and we extend this relation to tuples a¯ and b¯ by saying a¯ ≡∧t b¯ iff ai ≡∧t bi for all compo-
nents ai and bi.
We show that FO inherits its capability to count the types of components in q-ordered
structures from its capability to distinguish linear orders of different length. The proof of
the following lemma closely follows a step in the proof of [BS09b, Thm. 5.5]. Observe that
for all A,B ∈ FINσ,d, nT connσ,q,d(A) ≡∧t nT connσ,q,d(B) iff nTσ,q(A) ≡∧t nTσ,q(B).
Lemma 5.4.9. Let d > 1, q ∈ N+ and t := 2q + 1. Then for all A,B ∈ FINσ,d,
nTσ,q(A) ≡∧t nTσ,q(B) =⇒ tp<q (A) = tp<q (B).
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Proof. For each component K of A, we letK be a q-order of K. By part 2 of Definition 5.4.3,
the q-orders on the components of A can be extended to a q-order A on A such that
A K =K for each component K of A. We proceed analogously to obtain a q-order B on
B. Let Tσ,q = {τ1, . . . , τ`}, where ` := |Tσ,q| and τi q τj iff i < j. Consider the ordered word
structures (wA, <), (wB, <) with wA, wB ∈ T ∗σ,q which we obtain from (A,A) and (B,B)
by contracting each component K to a single element that gets labelled by its q-type in the




1 · · · τ
nτ` (A)
` and wB = τ
nτ1 (B)
1 · · · τ
nτ` (B)
` .
Since nTσ,q(A) ≡∧t nTσ,q(B), for each i ∈ [1, `], either nτi(A) = nτi(B) or nτi(A), nτi(B) > t.
A folklore result (cf. [Lib04, Ch. 3]) tells us that (wA, <) ≡FOq (wB, <), i.e. Duplicator has
a winning strategy in the q-round EF-game on the two ordered word structures.
We show that (A,A) ≡FOq (B,B). To this end, consider the following winning strategy
for Duplicator in the q-round EF-game on (A,A) and (B,B). She maintains a virtual
q-round EF-game wA on wB between a Virtual Spoiler and a Virtual Duplicator. When,
during the i-th round, Spoiler chooses an element v in some component K of, say, A, she
lets the Virtual Spoiler play the corresponding position in wA in the i-th round of the
virtual game. The Virtual Duplicator answers in wB. Duplicator chooses a component
K′ of B for its reply according to the Virtual Duplicator’s answer in wB. The winning
strategy on (wA, <) and (wB, <) tells us that (K,A) ≡FOq (K′,B) and that all elements
of K and K′ have the same positions in A and B relative to the elements played in
the previous rounds. Duplicator uses her winning strategy in the q-round game on the
ordered components to determine the element of K′ that she uses as her answer to v.
For a tuple a¯ of natural numbers, denote by [a¯]∧t the tuple obtained from it by replac-
ing all entries > t with t. Then the previous lemma implies that if td(A) 6 d, then
[n¯T connσ,q,d(A)]∧(2q+1) determines tp
<(A). Hence, we obtain the following corollary:
Corollary 5.4.10. Let q, d ∈ N+ and let t := 2q + 1. For each ϕ ∈ FO[σ,<], let
Rϕ := {[n¯T connσ,q,d(A)]∧t | A ∈ FINσ,d, tp<q (A) |= ϕ}.
Then for each A ∈ FINσ,d, we have
tp<q (A) |= ϕ iff [n¯T connσ,q,d ]∧t ∈ Rτ .
Furthermore, |Tσ,q,d| 6 (t+ 1)|T
conn
σ,q,d|.
The following lemma will be used in conjunction with the previous corollary to lift the
definability of q-types from connected to disconnected structures.
Lemma 5.4.11. Let L ∈ {FO,FO+MOD}. For all d, t ∈ N+, every set of L-sentences Φ,
and every set R ⊆ [0, t]|Φ|, there is an L-sentence ψΦR such that for each structure A with
td(A) 6 d, we have
A |= ψΦR ⇐⇒ [n¯Φ(A)]∧t ∈ R.
123
Chapter 5 Logic on classes of structures of bounded tree-depth
Moreover, |ψΦR| 6 c · |Φ|2 · |R| · t2 and qad(ψΦR) 6 qad(Φ) + 2, for a constant c which depends
only on σ, d.
Proof. Let Φ := {ϕ1, . . . , ϕ`}. Consider some i ∈ [1, `] and let ϕ˜i(x) := ϕi reachd(x, z).
Let n ∈ [1, t]. We define a formula ψni (x¯), where x¯ := (x1, . . . , xn), which states that







¬ reachd(xj , xk).
Observe that qad(ψni ) 6 qad(Φ) (in particular, since reachd is an existential formula) and
that |ψni | 6 cn2|Φ| 6 ct2|Φ|, for a constant c depending on σ, d only.
To obtain a formula which states that either the (pairwise disjoint) components of the
x1, . . . , xn are the only components which satisfy ϕi or the number of such components is
at least t, we let
ψn,ti (x¯) :=

∀y ¬ϕ˜i(y) if n = 0,
ψni (x¯) ∧ ∀y (ϕ˜i(y)→
∨
i∈[1,n] reachd(y, xi)) if 0 < n < t
ψni (x¯) if n > t.
Note that qad(ψn,ti ) 6 qad(Φ) + 1 and |ψn,ti | 6 c · |ψni |, for some constant c depending on σ, d
only. (Note that |ψni | > n, so the disjunction over i ∈ [1, n] is absorbed by that.) We obtain








where x¯i is a tuple of ni variables. Note that
|ψΦR| 6 |R| · |Φ| · max
i∈[1,`]
|ψti | 6 c · |R| · |Φ|2 · t2,
qad(ψΦR) 6 max
i∈[1,`]
qad(ψni,ti ) + 1 6 qad(Φ) + 2 .
Finally, we can prove our main theorem.
Proof of Theorem 5.4.1. By induction on the tree-depth d, we show that for each signa-
ture σ and each FO[σ,<]-sentence ϕ with qr(ϕ) = q, there is an FO[σ]-sentence ψϕ,d with
|ψϕ,d| ∈ EXPd(q) and qad(ψϕ,d) 6 3d such that for each A ∈ FINσ,d, we have A |= ψϕ,d iff
tp<q (A) |= ϕ. Furthermore, we show that |Tσ,q,d| ∈ EXPd(q) and |T connσ,q,d | ∈ EXP(d−1)(q). To
finish the proof, if ϕ is order-invariant, we let ψ := ψϕ,d, and we obtain that A |=< ϕ iff
A |= ψ.
Let T connσ,q,d = {θ1, . . . , θ`}. First, for each i ∈ [1, `], we construct a sentence ϕi that defines
θi on FINconnσ,d . If d = 1, observe that any connected structure A of type θi ∈ T connσ,q,1 consists of
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a single element. The atomic σ-type α of this element determines the q-type of the unique
q-order on A. The FO-sentence ϕconnτ,1 := ∃xα(x) hence defines τ on FINconnσ,1 . We obviously
have |ϕconnτ,1 | 6 c · |σ|, for some absolute constant c, and |T connσ,q,d | 6 2|σ| ∈ EXP(d−1)(q) .
If d > 1, we construct an FO-sentence ψθ,d−1 inductively for each q-type θ ∈ Tσ˜,q,d−1.
Let Ψ := {ψθ,d−1 : θ ∈ Tσ˜,q,d−1}. By induction, we obtain |Ψ| ∈ EXP(d−1)(q), and qad(Ψ) 6
3(d − 1), and we have |Tσ˜,q,d−1| ∈ EXP(d−1)(q). We construct ϕi according to Lemma 5.4.8,
i.e. we let ϕi := ϕconnθi,d for each i 6 `. Let Φ := {ϕ1, . . . , ϕ`}. Then there is a constant c
depending only on σ, d, such that
|Φ| 6 c · |Ψ| · |Tσ˜,q,d−1|2 ∈ EXP(d−1)(q) and
qad(Φ) 6 qad(Ψ) + 2 6 3(d− 1) + 2.
Now consider a sentence ϕ ∈ FO[σ,<]. Let R := Rϕ be given by Corollary 5.4.10. We
apply Lemma 5.4.11 with t := 2q + 1 to obtain a sentence ψϕ,d := ψΦR. To see that ψϕ,d
is defined correctly, consider some A ∈ FINσ,d. Observe that for each i ∈ [1, `] and each
component K of A, we have K |= ϕi iff tp<q (K) = τi, and thus n¯Φ(A) = n¯T connσ,q,d(A). Then
A |= ψϕ,d iff [n¯T connσ,q,d(A)]∧t ∈ R (by Lemma 5.4.11 and the previous observation)
iff tp<q (A) |= ϕ. (by Corollary 5.4.10)
By Lemma 5.4.11, for some constant c depending only on σ, d, we have
|ψϕ,d| 6 c · |Φ|2 · |R| · t2 and
qad(ψϕ,d) 6 qad(Φ) + 1 6 3d .
Observe that |Φ| = ` = |T connσ,q,d | ∈ EXP(d−1)(q) by Corollary 5.4.6 and that |R| 6 t` ∈ EXPd(q).
Hence, |ψϕ,d| ∈ EXPd(q). By Corollary 5.4.10, we also obtain |Tσ,q,d| ∈ EXPd(q).
5.5 Order-invariant MSO
Courcelle [Cou96, Thm. 4.1] proved that classes of graphs definable by order-invariant
MSO sentences are recognisable.10 He conjectured [Cou91, Conjecture1] that all recog-
nisable sets of graphs of bounded tree-width are definable in MSO with modulo-counting
(CMSO). This conjecture was open for a very long time and has seen several flawed proof
attempts (cf. [CE12, p. 574]) published. Fortunately, it seems that it has been resolved
very recently [BP16]. It is known that this implies that<-inv-MSO is equivalent to CMSO
on graphs of bounded tree-width. Remarkably, this has been proved independently and
the paper [EFG16] which proves this, among other other results, has been published in
the proceedings of the same conference as [BP16]. The difficult part in this result is the
construction of an CMSO-sentence for a given <-inv-MSO-sentence. It is well-known and
easy to see that, on ordered structure, all modulo-counting quantifiers can be defined
in MSO. That is, regardless of the considered class of structures, for each sentence of
10See [Cou96] for the precise definition of the notion of recognisability, which is not important here.
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modulo-counting MSO there is an equivalent <-inv-MSO-sentence. We show that in the
special case of structures of bounded tree-depth, <-inv-MSO collapses to FO+MOD, i.e.
first-order logic with modulo-counting.
Theorem 5.5.1. For every d ∈ N+ and every <-inv-MSO-sentence ϕ there is an FO+MOD-
sentence ψ with qad(ψ) 6 3d which is equivalent to ϕ on FINσ,d.
In contrast to the previous sections, we do not analyse the formula size. It is known
from [GS05] that MSO, even without modulo-counting, can define the length of orders
non-elementarily more succinct than FO. Using the MSO-sentence of [GS05] and the
Ehrenfeucht-Fraı¨sse´-game for FO+MOD (see, e.g., [Nur96]), it can be easily shown that
<-inv-MSO is already non-elementarily more succinct than FO+MOD on structures with
empty relations. Note that, to this end, it is also important that our definition of the
length of a FO+MOD-formula takes the size of the numbers used in the modulo-counting
quantifiers into account.
For the proof of Theorem 5.5.1, we proceed similarly to the last section. Again we need
to understand <-inv-MSO’s capabilities to count the number of components of a given
q-type in q-ordered structures. However, this time we need to count not only up to some
threshold, but also modulo some fixed divisor.
Recall that, for n ∈ N, p ∈ N+, we write n rem p for the remainder of the division of n by
p. We extend this to tuples n¯ := (n1, . . . , n`) ∈ N`, by defining
n¯ rem p := (n1 rem p, . . . , n` rem p).
We write n¯ ≡mod p m¯ iff n¯ rem p = m¯ rem p.
Below, we prove the following lemma which shows that MSO inherits its component
counting capabilities in q-ordered structures from its capabilities to distinguish orders of
different lengths.
Lemma 5.5.2. For each q ∈ N+, there is a p ∈ N+ such that for all q-ordered structures
(A,A) and (B,B),
if n¯Tσ,q(A) ≡mod p n¯Tσ,q(B) and n¯Tσ,q(A) ≡∧p n¯Tσ,q(B) then (A,A) ≡MSOq (B,B).
In the following, we say that an ordered structure (A,) is component ordered, if the
order is a sum of the orders on the components of A, i.e. for some enumeration K1, . . . ,Kn
of the components of A, we have = K1+  K2 + · · · +  Kn. Observe that q-ordered
structures are also component ordered. It will be convenient to have some notation that
allows us to treat component ordered structures similarly to words. Given two ordered
structures (A,A) and (B,B), we let (A,A)t (B,B) := (AtB,A + B), where AtB
denotes the disjoint union of A andB and we considerA,B as orders on the components
of the disjoint union (via the inclusion mappings for A,B). Instead of (A,A) t (B,B),
we also write (A,A)(B,B). Like in the following definition, we often omit the order to
make this notation less cluttered. For each component ordered structure A, we define its
i-th power Ai by A1 := A and Ai := Ai−1A if i > 1.
The proof of Lemma 5.5.2 rests on the following lemma.
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Lemma 5.5.3 (Pumping Lemma). For each q ∈ N+, there is a number p ∈ N+ such that for
all component ordered structures A and all r ∈ N, i, j ∈ N+,
Ar+ip ≡MSOq Ar+jp.
Proof. Let T denote the (finite) set of q-types which are realised by component ordered
σ-structures. We lift the disjoint union of ordered structures to T by defining tpq(A) t
tpq(B) := tpq(A tB). The Composition Lemma (Lemma 5.4.5) shows that this operation
is well-defined. It is also associative, so that (T,t) is a finite semigroup. Hence, there is a
number p such that for each τ ∈ T, τp is idempotent (cf. e.g. [How76]), i.e. τp = τ ip for each
i ∈ N+. Then, for all A, r, i, p as in the statement of the lemma, tpq(A)r+ip = tpq(A)r+jp, i.e.
Ar+ip ≡MSOq Br+jp.
Proof of Lemma 5.5.2. Let Tσ,q = {τ1, . . . , τ`} with τi ≺q τj iff i < j. For each i ∈ [1, `], fix
a connected q-ordered structure Ki whose type is tpq(Ki) = τi. By repeated application of
the Composition Lemma, we can assume without loss of generality that K ∼= Ki for each
q-ordered component K of A or B with tpq(K) = τi. Let ni := nτi(A) and let mi := nτi(B)
for each i ∈ [1, `]. By part 2 of Definition 5.4.3, we obtain
A ∼= Kn11 Kn22 · · ·Kn`` and B ∼= Km11 Km22 · · ·Km`` .
For each i ∈ [1, `], we have nτi(A) ≡ nτi(B) (mod p), i.e. there are ri ∈ [p] and ai, bi ∈ N such
that ni = ri + aip and mi = ri + bip. Furthermore, as nτi(A) ≡∧p nτi(B), we have ai > 0 iff
bi > 0. By repeated application of the Pumping Lemma, we obtain
Kn11 K
n2
2 · · ·Kn`` ≡MSOq Kr1+b1p1 Kr2+b2p2 · · ·Kr`+b`p` = Km11 Km22 · · ·Km`` .
Hence, A ≡MSOq B.
The next lemma is a modulo-counting analogue of Lemma 5.4.11.
Lemma 5.5.4. For all d, p ∈ N+, each set of FO+MOD[σ]-sentences Φ, and each set R ⊆
[p+1]` × [p]`, there is an FO+MOD[σ]-sentence χΦR such that for each A ∈ FINσ,d,
A |= χΦR iff ([n¯Φ(A)]∧p, n¯Φ(A) rem p) ∈ R.
Furthermore, qad(χΦR) 6 max{qad(Φ) + 2, 2(d− 1) + 1}.
In contrast to Lemma 5.4.11, the proof of Lemma 5.5.4 is not straightforward, because
it is not obvious how modulo-counting quantifiers can be used to count the number of
components satisfying a given FO+MOD-sentence. Remedy to this problem is provided
by Lemma 5.3.3 which shows that the number of tree-depth roots of each component of a
structure can be bounded in terms of its tree-depth only.
Proof of Lemma 5.5.4. For each r ∈ [p] and ϕ ∈ FO+MOD[σ], we construct a sentence χϕr
such that A |= χϕr iff nϕ(A) ≡ r (mod p), i.e. the number of components in A with A |= ϕ
is congruent to r modulo p. The formula we construct will have qad(χϕr ) 6 max{qad(ϕ) +
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Obviously, qad(χΦR) 6 max{qad(Φ) + 2, 2(d− 1) + 2}.
Thus consider some r ∈ [p] and ϕ ∈ FO+MOD[σ]. We define a formula ϕ=k(x), such that
A |= ϕ=k(a), for A ∈ FINσ,d and a ∈ A, iff a is a root of a component K of A which has k
roots in total and such that K |= ϕ, a ∈ roots(K):
ϕ=k(x) := ϕreachd(x, z) ∧ ˜rootsd(x)

















where ˜rootsd(x) := rootsd(x)reachd(x, z)(x). Observe that
qad(ϕ=k) 6 max{qad(ϕ˜), qad( ˜rootsd) + 1, qad(reachd) + 1}
6 max{qad(ϕ), 2(d− 1) + 1}
Let b := f(d) be such that | roots(G)| 6 b for all connected graphs of tree-depth at most d
(cf. Lemma 5.3.3). For a structure A ∈ FINσ,d let H be the set of components which satisfy
ϕ. We partition H into sets H1, . . . ,Hb such that Hk contains exactly those components
which satisfy ϕ and have exactly k roots. The formula χϕr shall be such that A |= χϕr iff
|H| ≡ r (mod p).
Note that the number of elements a ∈ A such that A |= ϕ=k(a) is k · |Hk|. Let M ⊆ [p]b
be the set of all (a1, . . . , ab) such that
∑







Then qad(χϕr ) 6 max{qad(ϕ), 2(d− 1) + 1}+ 1.
We show that indeed A |= χϕr iff nϕ ≡ r (mod p). For the “if” part, assume that nϕ(A) ≡
r (mod p). By our definition of H and the Hk we get nϕ(A) = |H| =
∑
k∈[1,b] |Hk| ≡ r (mod p).
Write |Hk| = bkp + ak with ak ∈ [0, p − 1]. Then
∑
k∈[1,b] ak ≡ r (mod p), so (a1, . . . , ab) ∈ M .
On the other hand,
k · |Hk| = k(bkp+ ak) = pkbk + k · ak
with k · ak ∈ [0, k · p], so A |= ∃k·ak (mod k·p)xϕ=k(x) for all k ∈ [1, b]. Thus A |= χϕr .







for some (a1, . . . , ab) with
∑
k∈[1,b] ak ≡ r (mod p). Therefore k · |Hk| = k · p · bk + k · ak =
k(p · bk + ak) for some bk ∈ N, and |Hk| ≡ ak (mod p). In particular nϕ(A) =
∑
k∈[1,b] |Hk| =∑
k∈[1,b] ak ≡ r (mod p).
With these preparations, the proof of Theorem 5.5.1 is very similar to the proof of The-
orem 5.4.1.
Proof of Theorem 5.5.1. The proof proceeds by induction on the tree-depth d. We show
that for each MSO[σ,<]-sentence ϕ with qr(ϕ) = q, there is an FO+MOD[σ]-sentence ψϕ,d
such that for each A ∈ FINσ,d, we have A |= ψϕ,d iff tp<q (A) |= ϕ. In particular, if ϕ is
order-invariant, we let ψ := ψϕ,d, and we obtain A |=< ϕ iff A |= ψ := ψϕ,d.
Let T connσ,q,d = {θ1, . . . , θ`}. We construct a sentence ϕi that defines θi on FINconnσ,d , for each
i ∈ [1, `]. If d = 1, the type of a connected structure of type θi is determined by the atomic
σ-type α of its single element. We let ϕconnτ,1 := ∃xα(x). If d > 1, for each q-type θ ∈ Tσ˜,q,d−1,
we obtain an FO+MOD-sentence ψθ,d−1 with qad(ψθ,d−1) 6 3(d− 1).
We construct ϕi according to Lemma 5.4.8, i.e. we let ϕi := ψconnθi,d for each i 6 `. Let
Φ := {ϕ1, . . . , ϕ`}. Note that qad(Φ) 6 3(d− 1) + 2.
Now consider a sentence ϕ ∈MSO[σ,<]. Let
R :=
{(
[n¯Tσ,q(B)]∧p, n¯Tσ,q(B) rem p
) |B ∈ FINσ,d, tp<q (B) |= ϕ}
where p is given by the Pumping Lemma for q. We construct ψϕ,d := ψΦR according to
Lemma 5.5.4. In particular, qad(ψϕ,d) 6 qad(Φ) + 1 6 3d. Consider some A ∈ FINσ,d.
Observe that, for each component K of A, we have K |= ϕi iff tp<q (K) = τi. Hence,
([n¯Φ(A)]∧p, n¯Φ(A) rem p) = ([n¯Tσ,q(A)]∧p, n¯Tσ,q(A) rem p). Thus
A |= ψϕ,d ⇐⇒ ([n¯Tσ,q(A)]∧p, n¯Tσ,q(A) rem p) = ([n¯Tσ,q(B)]∧p, n¯Tσ,q(B) rem p)
for some structure B ∈ FINσ,d with tp<q (B) |= ϕ. As a consequence of Lemma 5.5.2, this
holds iff tp<q (A) |= ϕ.
5.6 MSO
In [EGT12] it was proved that each MSO-definable class of finite graphs of bounded tree-
depth is also FO-definable. Our approach towards the results of the previous section can
be adapted to obtain another proof of this result which allows us to give an elementary
upper bound on the size of the FO-sentence in terms of the quantifier-rank of the MSO-
sentence. Throughout this section, we assume in all notation whose definition refers to a
logic L that L = MSO. We let
Tσ,q,d := {tpMSOq (A) : A ∈ FINσ,d}
and we let
T connσ,q,d := {tpMSOq (A) : A ∈ FINconnσ,d }.
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Theorem 5.6.1. Let d ∈ N+ and let σ be a signature. For each MSO[σ]-sentence ϕ there
is an FO[σ]-sentence ψ with |ψ| ∈ EXPd(qr(ϕ)) and qad(ψ) 6 3d that is equivalent to ϕ on
FINσ,d.
In Section 5.7.1, we prove a lower bound which shows that the dependence on d in the
upper bound on |ψ| is essentially optimal.
Much of the proof of Theorem 5.6.1 follows the proof of Theorem 5.4.1, but we are spared
of the complications that arose in connection with the ordering of structures. Overall, this
makes the proof of Theorem 5.6.1 simpler. On the other hand, the proof of an analogue to
Lemma 5.4.9 becomes somewhat more complicated.
5.6.1 Counting components
In Lemma 5.4.9, we did not use the fact that we consider only structures of bounded
tree-depth. Here naively ignoring the bounded tree-depth would cause the component
counting threshold for MSO-sentences of quantifier-rank q to depend non-elementarily on
q. We use the following lemma to avoid this.
Lemma 5.6.2. Let d, q ∈ N+. There is a t := t(d, q) ∈ EXPd(q) such that for all structures
A,B ∈ FINσ,d,
n¯Tσ,q(A) ≡∧t n¯Tσ,q(B) =⇒ A ≡MSOq B.
Lemma 5.6.2 is an easy consequence of the following two lemmas.
Lemma 5.6.3. Let k ∈ N+, q ∈ N, and t := 2kq. Let σ be a signature. For all structures
A,B ∈ FINσ whose components each contain at most k elements,
n¯Tσ,q(A) ≡∧t n¯Tσ,q(B) =⇒ A ≡MSOq B.
Lemma 5.6.4. Let d, q ∈ N+ and let σ be a signature. Each structure A ∈ FINσ,d contains
an induced substructure B with |B| ∈ EXPd(q) and A ≡MSOq B. If A is connected, there is
such a structure B with |B| ∈ EXP(d−1)(q).
Before we prove Lemma 5.6.3 and Lemma 5.6.4, we show how to prove Lemma 5.6.2
with their help. The proof will also use the following variant of a standard composition
lemma, which we take for granted (we use a variant for signatures with constants, where
the constant symbols will be used in the proof of Lemma 5.6.3).
The definition of the disjoint union A t B of structures A and B can be extended to
signatures with constant symbols, if the constant symbols of A and B are disjoint.
Lemma 5.6.5 (Composition Lemma). Let q ∈ N. Let σ1, σ2 be signatures which may con-
tain constant symbols, where the constants in σ1 and σ2 are disjoint. If A1,B1 are σ1-
structures and A2,B2 are σ2-structures such that A1 ≡MSOq B1 and A2 ≡MSOq B2, then
A1 t A2 ≡MSOq B1 tB2.
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Proof of Lemma 5.6.2. With the help of Lemma 5.6.4 and the Composition Lemma, we
can assume without loss of generality that A and B contain only components of size at
most k ∈ EXP(d−1)(q). Let t := 2kq as in Lemma 5.6.3. Then t ∈ EXPd(q) and hence the
claim follows from Lemma 5.6.3.
Proof of Lemma 5.6.3. For the proof, we consider signatures σ which contain constant
symbols. In this case, the components of a σ-structure are not necessarily σ-structures,
because they might not contain all constants. Let Tσ,q denote the union of the sets of
(MSO, σ′, q)-types over all signatures σ′ ⊆ σ. For σ-structures A,B and q, t ∈ N+, we write
A ≈q,t B if n¯Tσ,q ≡∧t n¯Tσ,q .
By induction on q, we prove the stronger claim that for each signature σ which may
contain constant symbols and all σ-structures A andB whose components each contain at
most k elements,
A ≈q,t B =⇒ A ≡MSOq B.
Let q = 0. Since A ≈q,1 B, there exists a bijection f between the sets MA,MB of compo-
nents of A,B which contain constants. Furthermore, this bijection preserves the 0-type
of components, i.e. for each component K ∈ MA there exists a partial isomorphism gK
whose domain and codomain are, respectively, the set of constants of K and f(K). These
partial isomorphisms can be extended to a partial isomorphism g :=
⋃
K∈MA gK of A and
B whose domain and codomain are, respectively, the set of constants of A and B. Hence,
A ≡MSO0 B.
For each q ∈ N, let t(q) := 2kq. Now let q > 0. We consider the case where A and B
contain only components of a single q-type τ over some signature σ′ ⊆ σ. The general
case follows by an application of the Composition Lemma. By a further application of the
Composition Lemma, we can assume that all components of A and B are isomorphic to a
single structure K of type τ . Now if nτ (A) = nτ (B), then A and B are isomorphic, so we
are done. Assume that nτ (A), nτ (B) > t(q). We show that Duplicator wins the q-round
EF-game on A and B.
Consider the first round of the game. Suppose that Spoiler plays a point move, i.e. he
chooses an element, say, a ∈ A. Duplicator chooses an element b corresponding to a in
a copy of K in B. This introduces exactly one component of a new isomorphism-type τ ′
in each of (A, a) and (B, b). The remaining components of (A, a), (B, b) all remain their
isomorphism type and there are more than t(q) − 1 > t(q − 1) such components. Hence,
(A, a) ≈q−1,t(q−1) (B, b). By induction, (A, a) ≡MSOq−1 (B, b). So Duplicator wins, if she replies
by b.
Suppose now that Duplicator plays a set move, say, M ⊆ A. Since K contains at
most k elements, the components of the structure (A,M) belong to at most 2k different
isomorphism-types. Thus the number of q-types cannot be greater either. For each q-type
θ occurring in (A,M), let Cθ denote the set of components of A whose q-type is θ. Dupli-




C∈C′θ C such that
min{|Cθ|, t(q − 1)} = min{|C ′θ|, t(q − 1)}, and tpq(C M ′θ ∩ C) = θ for each C ∈ C ′θ. Since
there are t(q) > 2k · t(q − 1) copies of K in B, this is possible. Let M ′ := ⋃θM ′θ. We
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have (A,M) ≈q−1,t(q−1) (B,M ′). So, by induction, (A,M) ≡MSOq−1 (B,M ′). Replying by M ′,
Duplicator wins.
Lemma 5.6.4 is an adaptation of [NdM12, Thm. 6.7] from FO to MSO. Its proof uses
the previous lemma and the following analogue to Lemma 5.3.1, which can be proved like
Lemma 5.3.1.
Lemma 5.6.6. Let q ∈ N+. Let A,B ∈ FINσ be connected structures with td(A), td(B) > 1
and let rA ∈ roots(A),rB ∈ roots(B) with α(A, rA) = α(B, rB). Then
A[rA] ≡MSOq B[rB] =⇒ A ≡MSOq B.
Proof of Lemma 5.6.4. The proof is by induction on the tree-depth d. First, we consider
the claim about connected structures. If d = 1, then each connected structure with td(A) =
1 has size 1 ∈ EXP0(q), i.e. we can setB := A. Suppose now that d > 1. Choose a tree-depth
root r ∈ roots(A). By induction, since td(A[r]) 6 d − 1, we obtain an induced substructure
B′ of A[r] such that |B′| ∈ EXP(d−1)(q) and B′ ≡MSOq A[r]. Let B be the substructure of A
induced by B′ ∪ {r}, i.e. B[r] = B′. Since A[r] ≡MSOq B[r], we obtain that A ≡MSOq B in the
same way as in Lemma 5.3.1. Observe that |B| ∈ EXP(d−1)(q).
Consider the case that A is not connected. By the construction above, we can replace
each component K of A by an induced substructure of K on EXP(d−1)(q) elements that has
the same q-type as K. By the Composition Lemma, this preserves the q-type of A. Let
k ∈ EXP(d−1)(q) denote the maximum number of elements in a component of A after this
replacement. By Lemma 5.6.3, we know that B ≡MSOq A for each induced substructure B
of A such that nτ (B) ≡∧t nτ (A) for each q-type τ , where t := 2kq. Since there are at most
2k non-isomorphic components in A and we have to keep at most t copies of each such
component, there is such a structure B with |B| ∈ EXPd(q).
5.6.2 From MSO to FO
With the preparations above, the proof of Theorem 5.6.1 is now very similar to the proof
of Theorem 5.4.1.
Proof of Theorem 5.6.1. The proof proceeds by induction on the tree-depth d, where we
also show that |Tσ,q,d| ∈ EXPd(q) and |T connσ,q,d | ∈ EXP(d−1)(q).
Defining types of connected structures As a first step, we prove that each q-type τ ∈
T connσ,q,d is FINconnσ,d -equivalent to an FO[σ]-sentence ϕconnτ,d such that |ϕconnτ,d | ∈ EXP(d−1)(q) and
qad(ϕconnτ,d ) 6 3(d − 1) + 1. For d = 1, each structure A ∈ FINconnσ,d of type τ consists of a
single element of some atomic σ-type α. The FO-sentence ϕconnτ,1 := ∃xα(x) then defines τ .
Hence |ϕconnτ,1 | does not depend on q, qad(ϕconnτ,1 ) = 0, and |T connσ,q,d | 6 EXP0(q).
Now suppose that d > 1 and let τ ∈ T connσ,q,d . Let R ⊆ Tσ˜,q,d−1 × 2σ be a set that contains
(θ, α) iff there is a structureB ∈ FINconnσ˜,d with tpq(B) = τ which contains a tree-depth root
r ∈ roots(B) such that α(B, r) = α and tpq(B[r]) = θ. Observe that, as a consequence of
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Lemma 5.6.6, for each A ∈ FINconnσ,d , we have tpq(A) = τ iff (tpq(A[r]), α(A, r)) ∈ R for some
r ∈ roots(A). Now consider a q-type θ ∈ T connσ˜,q,d−1 and let ϕθ,d−1 be the FO[σ˜]-sentence, given
by induction, which is equivalent to θ on FINconnσ˜,d−1. As a consequence of Lemma 5.3.2,
we obtain that for all structures A ∈ FINconnσ,d with td(A) > 1 and all tree-depth roots
r ∈ roots(A), we have A |= I(ϕθ,d−1)(r) iff tpq(A[r]) = θ.
Altogether, we obtain that the following FO[σ]-sentence is equivalent to τ on FINconnσ,d :
ϕconnτ,d := (td 6 1 ∧ ϕτ,d−1) ∨
∨
(θ,α)∈R
∃x ( rootsd(x) ∧ α(x) ∧ I(ϕθ,d−1)(x)) .
Recall that, by induction, |I(ϕθ,d−1)| ∈ EXP(d−1)(q) and |Tσ˜,q,d−1| ∈ EXP(d−1)(q). Hence,
|R| ∈ EXP(d−1)(q). Altogether, we obtain that |ϕconnτ,d | ∈ EXP(d−1)(q). Using Lemma 5.6.6, we
conclude that |T connσ,q,d | 6 2σ · |Tσ˜,q,d−1| ∈ EXP(d−1)(q). By induction, qad(I(ϕθ,d−1)) 6 3(d− 1).
Hence, qad(ϕconnτ,d ) 6 3(d− 1) + 1.
Structures with multiple components Consider an MSO[σ]-sentence ϕ. Let T connσ,q,d :=
{τ1, . . . , τ`}, where ` := |T connσ,q,d |. Let t := t(d, q) ∈ EXPd(q) be given by Lemma 5.6.2. Let
Φ be the set that contains the formulae ϕi := ϕconnd,τi for each i ∈ [1, `]. Hence, n¯Φ(A) ≡∧t
n¯T connσ,q,d(A) = n¯Tσ,q(A) for each A ∈ FINσ,d. Let R ⊆ [0, t]` be a set such that n¯ ∈ R iff
there exists a model A ∈ FINσ,d of ϕ with [n¯Φ(A)]∧t = n¯. Using Lemma 5.6.2, we obtain
that A |= ϕ iff [n¯Φ(A)]∧t ∈ R, for each A ∈ FINσ,d. Hence, the FO[σ]-sentence ψ := ψΦR of
Lemma 5.4.11 is equivalent to ψ on FINσ,d.
Regarding the size of ψ, note that Lemma 5.6.2 implies that |R| 6 |T connσ,q,d | 6 [0, t]`. Since
t` ∈ (EXPd(q))EXP(d−1)(q) = (2EXP(d−1)(q))EXP(d−1)(q)
= 2EXP(d−1)(q)·EXP(d−1)(q)
⊆ 2EXP(d−1)(q) = EXPd(q)
we obtain, by the construction of ψ according to Lemma 5.4.11, that
|ψ| 6 c · |Φ|2 · |R| · t2.
∈ EXP(d−1)(q)2 · EXPd(q) · EXPd(q)2
⊆ EXPd(q),
and qad(ψ) 6 qad(Φ) + 2 6 3d.
5.7 Lower bounds
In this section, we consider lower bounds for the dependence of the height of the expo-
nential tower which bounds the size of the formulae constructed in Theorem 5.6.1 and
Theorem 5.4.1 on the tree-depth d. For the MSO-result (Theorem 5.6.1), we can show that
the linear dependence is necessary. For the <-inv-FO-result (Theorem 5.4.1), we establish
only a very weak lower bound which shows that the height cannot be constant.
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5.7.1 MSO
We prove the following theorem.
Theorem 5.7.1. There is a signature σ and a constant c ∈ N+ such that for each d ∈ N+
there is an MSO[σ]-sentence ϕd of size |ϕd| 6 cd such that each FO[σ]-sentence ψd that is
FINσ,d-equivalent to ϕd has size |ψd| 6 tower(d).
Theorem 5.7.1 establishes that the linear dependence on the tree-depth achieved in
Theorem 5.6.1 is necessary. This can be stated precisely as follows.
Corollary 5.7.2. There is a signature σ for which there is no real number 0 6  < 1 such
that for each d ∈ N+ and each MSO[σ]-sentence ϕ there is an FINσ,d-equivalent FO[σ]-
sentence ψd of size |ψd| 6 EXPbdc(qr(ϕ)).
Proof. Consider the MSO[σ]-sentences ϕd, for each d ∈ N+, and the constant c of Theo-
rem 5.7.1. Suppose to the contrary that there exists such a constant . Then there is a con-
stant k such that for all d ∈ N+ there is an FO[σ]-sentence ψd which is FINσ,d-equivalent
to ϕd and whose size is
|ψd| 6 expbdc(qr(ϕ)k) 6 expbdc((cd)k).
For sufficiently large values of d, we clearly have expb(1−)dc(0) > (cd)k and hence
expbdc((cd)
k) < expbdc(expb(1−)dc(0)) 6 expd(0).
This means that |ψd| < expd(0) = tower(d) — a contradiction to Theorem 5.6.1.
The proof of Theorem 5.7.1 uses an encoding of large natural numbers n by shallow
trees enc(n) from [FG06, chapter 10.3]. Here, by trees, we mean (unranked) directed trees
which are rooted, i.e. trees which contain a root vertex from which all edges point away.
The encoding is defined inductively as follows:
• enc(0) is the one-node tree.
• For n > 1, the tree enc(n) is obtained by creating a new root and attaching to it all
trees enc(i) such that the i-th bit in the binary representation of n is 1.
Note that a tree encodes a number with respect to this encoding iff there are no two
distinct isomorphic subtrees whose roots are children of the same vertex. But we would
like to assign a natural number to each tree. To this end, we reduce each tree T in a
bottom-up way to a tree num(T) that encodes a number:
• num(T) := T if height(T) = 1, i.e. T ∼= enc(0).
• If height(T) > 1, select one tree T1, . . . ,Tk of each isomorphism type that occurs
among the immediate subtrees of the root of T. Define num(T) to be a tree whose
root has children whose rooted subtrees are num(T1), . . . , num(Tk).
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Throughout the following section, we let σ := {E,R,B}, where E is a binary and R,B
are unary relation symbols. Here, in contrast to Chapter 4, we consider trees as directed
graphs. That is, a tree is a {E}-structure T where ET is the edge relation of the tree
and a coloured tree is a finite σ-structure (T, RT, BT), where T is a tree and RT, BT (the
red and the blue vertices of T) form a partition of the vertex set of the tree. Structures
whose components are (coloured) trees are called (coloured) forests. The height height(T)
of a (coloured) tree T is the maximum number of vertices on a path from the root of T to
a leave of T. The height height(F) of a (coloured) forest F is the maximum height of its
components.
From the proof of [FG06, Lemma 10.21]11, we obtain the following lemma.
Lemma 5.7.3. There is a constant c ∈ N+ such that for each d ∈ N+, there is an FO[E]-
formula eqd(x, y) of size |eqd| 6 cd such that for all forests F with height(F) 6 d and all
trees T1,T2 of F with roots u1, u2, respectively, we have:
F |= eqd(u1, u2) ⇐⇒ num(T1) = num(T2).
Note that height(enc(n)) 6 d provided that n < tower(d). For each d > 1, let Fd denote a
coloured forest that contains exactly the trees enc(0), . . . , enc(tower(d)− 1) whose vertices
all are coloured red, let Td denote a coloured tree with height(Td) 6 d that contains each
of the trees enc(0), . . . , enc(tower(d)− 1) as subtrees (e.g. a full tower(d− 1)-ary tree) and
where all vertices are blue, and let Fnd denote the disjoint union of Fd and n disjoint copies
of Td, for each n > 0.
Lemma 5.7.4. There is a constant c ∈ N+ such that for each d ∈ N+ there exists an
MSO[σ]-sentence ϕd of size |ϕd| 6 cd such that
Fnd |= ϕd ⇐⇒ n > tower(d),
for each n ∈ N.
Proof. Let d ∈ N+ and let eqd(x, y,M) be the relativisation of the FO[E]-formula of
Lemma 5.7.3 to a set variable M . Let conn(M) be an MSO[E]-formula which states in
a forest F that for each tree T of F, the structure TM induced by M in T is connected, i.e.
a tree. Let root(x,M) state that x is a root in the subforest induced by M . We can assume




conn(M) ∧ ∀x (R(x) ∧ root(x))→
∃y (root(y,M) ∧ B(y) ∧ eqh(x, y,M))).
First we argue that n > tower(d) implies Fnd |= ϕd. By definition, the red trees contained
in Fnd are enc(0), . . . , enc(tower(d)−1). Since n > tower(d), we can choose tower(d) pairwise
11[FG06, Lemma 10.21] makes the assumption that T1,T2 are encodings of numbers n,m to conclude that
F |= eqd(u1, u2) ⇐⇒ n = m, i.e. T1 ∼= T2. If we drop this assumption, we obtain our variant of the
lemma using exactly the same formula.
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distinct copies H0, . . . ,Htower(h)−1 of Td in Fnd . Since all trees enc(0), . . . , enc(tower(d) − 1)
occur as subtrees of Td, for each i ∈ [tower(d)] there is a set Mi ⊆ Hi such that (Hn Mn)
{E} ∼= enc(i). The set M := M1 ∪ · · · ∪Mn witnesses that Fnd |= ϕd. Now we show that
Fnd |= ϕd implies n > tower(d). Let M ⊆ Fnd witness that Fnd |= ϕd. The forest Fnd contains
trees enc(0), . . . , enc(tower(d)− 1) whose vertices are all red. Hence, and according to the
choice of M and the choice of eqd(x, y,M), for each i ∈ [0, tower(d)− 1] there is a blue copy
T of Td in Fnd such that num(T M) = num(enc(i)) = i. Hence, Fnd must contain at least
tower(d) copies of Td, because M induces at most one tree in each copy of Td.
Using Lemma 5.7.4, we can easily finish the proof of Theorem 5.7.1.
Proof of Theorem 5.7.1. A standard game argument shows that FO-sentences of quantifier-
rank q cannot distinguish Fqd from F
q+1
d . The winning strategy for Duplicator in the q-
round game is to answer each move of Spoiler to a copy of Fd by a move to the same node
in the copy of Fd in the other structure, and to answer each move to a copy of Td by a
move to the same element of a copy of Td in the other structure, making sure that the
elements ai and aj selected in Fqd in rounds i, j 6 q belong to a common copy of Td in F
q
d
iff the corresponding elements bj and bk selected in F
q+1
d belong to a common copy of Td.
This is clearly possible since the number of copies of Td in both structures is at least q.
Hence, for an FO-sentence ψd that is equivalent to the MSO-sentence ϕd of Lemma 5.7.4,
we must have |ψd| > qr(ψd) > tower(d).
5.7.2 Order-invariant FO
Throughout this section, E denotes a binary relation symbol. We prove the following
theorem.
Theorem 5.7.5. There is a constant c ∈ N+ such that for each d ∈ N+ there exists an
<-inv-FO[E]-sentence ϕd of size |ϕ| 6 cd2 such that each FO[E]-sentence ψd that is FIN-
equivalent to ϕd must have size |ψd| > tower(d− 1).
The proof of Theorem 5.7.5 rests on the following theorem which is implicit in the proof
of [GS05, Theorem 6.2].
Theorem 5.7.6. There is a constant c such that for each d ∈ N+, there is an MSO[<]-
sentence χd of size |χd| 6 cd2 such that ([n], <) |= χd iff n > tower(d), for each n ∈ N+.
For each n ∈ N, we define a directed graph Pn := (2[n], EPn) where EPn is the subset
relation on [n]. A structure which is isomorphic to Pn for some n ∈ N is called a powerset
structure. Note that we consider the set [n] as part of Pn by identifying each x ∈ [n]
with the singleton set {x}. We use a standard construction to turn the MSO[<]-sentence
of Theorem (5.7.6) which speaks about linear orders into an <-inv-FO[{E}, <]-sentence
which speaks about the singleton sets in powerset structures.
Corollary 5.7.7. There is a c ∈ N such that for each d ∈ N+, there is an <-inv-FO[E,<]-
sentence ϕd of size |χd| 6 cd2 such that Pn |= ϕd iff n > tower(d), for each n ∈ N+.
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We present only a rough sketch for the proof of the corollary, since the method is exactly
the same as in Gurevich’s example which shows that <-inv-FO is more expressive than
FO on finite structures. This example is presented in full detail in [Lib04].
Proof sketch. For each d ∈ N, we construct ϕd from the sentence χd of Theorem 5.7.6
using the following standard construction. There is an FO[E]-formula ϕsing(x) which is
true for an element Y of a powerset structure Pn iff Y is a singleton set. We modify χd
as follows. We replace each first-order quantifier ∃x ξ by ∃x ϕsing(x) ∧ ξ and each atomic
formula of the form y ∈ X by E(y,X). We let ϕd be the conjunction of this modified
sentence and a sentence which defines the class of all powerset structures on the class
of all finite structures. Such a sentence can be obtained from order-theoretic axioms for
Boolean algebras, since it is well-known that every finite Boolean algebra is isomorphic
to a Boolean algebra of subsets of a finite set.
The proof of Gurevich’s example in the book [Lib04] contains the following result.
Lemma 5.7.8 ([Lib04, Claim 5.7]). P2q ≡FOq P2q+`, for all q, ` ∈ N.
Now we can finish the proof of Theorem 5.7.5.
Proof of Theorem 5.7.5. For each d ∈ N, we consider the sentence ϕd of Corollary 5.7.7.
By Lemma 5.7.8, we have
P2tower(d−1)−1 ≡FOtower(d−1)−1 P2tower(d−1) = Ptower(d).
Assume that ψd is equivalent to ϕd. That is, P2tower(d−1)−1 6|= ψd and Ptower(d) |= ψd. Hence,
we must have |ψd| > qr(ψd) > tower(d− 1)− 1.
A slight strengthening of Theorem 5.7.5 shows that the height of the exponential tower
in Theorem 5.4.1 cannot be a constant which is independent of the tree-depth.
Corollary 5.7.9. There is no constant D such that for each <-inv-FO[E]-sentence ϕ and
each d ∈ N, there is an FIN{E},d-equivalent FO[E]-sentence ψd whose size is |ψd| ∈ EXPD(qr(ϕ)).
Proof. Suppose to the contrary that there is such a constant D and consider the family
of <-inv-FO[E]-sentences ϕd of Corollary 5.7.7. Then there is an constant k such that for
all d, d′ ∈ N+, there is an FIN{E},d′-equivalent sentence ψd,d′ for ϕd of size
|ψd,d′ | 6 expD(qr(ϕd)k) 6 expD((cd2)k),
for some constant c which is independent of d. It is clearly possible to choose d such that
expD((cd
2)k) < tower(d − 1). Let d′ := tower(d + 1) and ψ := ψd,d′ . The tree-depth of
a structure is at most its cardinality. Hence, td(Pn) 6 2n. If n 6 tower(d), we obtain
td(Pn) 6 d′ and thus Pn ∈ FIN{E},d′ . Since ψ is FIN{E},d′-equivalent to ϕd, we have
P2tower(d−1)−1 6|= ψ and Ptower(d) |= ψ. Since |ψ| < tower(d−1), this contradicts Lemma 5.7.8.
137
Chapter 5 Logic on classes of structures of bounded tree-depth
5.8 Conclusion
In the preceding chapter, we have studied expressivity and succinctness questions for
FO and MSO and the order-invariant formulae of these logics on structures of bounded
tree-depth.
We have established that, on structures of tree-depth d, each <-inv-FO- and each MSO-
sentence can be translated to an at most d-fold-exponentially larger equivalent FO-sentence.
For MSO, we have proved a lower bound which shows that the dependence on d in this
result is necessary for rooted and coloured trees. This also shows that MSO is non-
elementarily more succinct than FO on the class of all rooted and coloured trees. From
our result, we have derived that <-inv-FO is non-elementarily more succinct than FO on
finite structures. This shows that the height of the exponential tower in the translation
from<-inv-FO to FO on bounded tree-depth structures cannot be constant. Unfortunately,
we were not able to show that a linear dependence as achieved by our upper bound is nec-
essary.
We have shown that each <-inv-MSO-sentence is equivalent to an FO+MOD-sentence
on bounded tree-depth structures. We have not considered the corresponding succinctness
question since it follows from the results of [GS05] that <-inv-MSO is non-elementary
more succinct than FO+MOD on structures over the empty signature. For this, it is neces-
sary that the definition of the length of FO+MOD-formulae takes the length of the binary
representation of the numbers which occur in modulo-counting quantifiers into account.
If we chose not do this, i.e. we would essentially define the size of a formula as the number
of nodes in it syntax tree, the author believes that it should be possible to obtain elemen-
tary bounds on the size of the constructed FO+MOD-formulae, similarly as in the results
for MSO and <-inv-FO. However, the chosen representation seems more natural. The au-
thor also believes that it is possible to obtain elementary upper bounds for the translation
from CMSO to FO+MOD, using our definition of formula length.
It follows from results of [SS10] that +-inv-FO has the same expressive power as FOcard
on structures of tree-depth 1. It would be interesting to know if this result can be extended
to structures of arbitrary bounded tree-depth. The apparent difficulty is that the compo-
sition techniques which we used to obtain the results of this chapter are not available in
the presence of addition.
One motivation to study bounded tree-depth graphs is the role of these graphs in the
theory of sparse graphs [NdM12]. This link has been exploited in several results about
the algorithmic behaviour of logics on sparse structures. Can the approach that we used
to obtain our results on <-inv-FO-sentences on bounded tree-depth structures be used to




This thesis has obtained results concerning order-invariant, addition-invariant, andARB-
invariant formulae of FO and its extensions. Several questions for further research which
arise from this work have been noted throughout the thesis and in the “Conclusion”-
sections at the end of chapters 3, 4, and 5. We recollect some of these questions which
we consider particularly interesting. We also include several open questions which are
not immediately connected to the results of this thesis.
Question 1: Are all +-inv-FO-definable tree languages regular?
A positive answer would mean that our characterisation of regular +-inv-FO-definable
tree languages extends to all +-inv-FO-definable tree languages. Note that this question
is also open for the restricted case of word languages [SS10].
Question 2: Are +-inv-FO-definable queries constantly Gaifman-local?
This questions was raised in [GS00]. From this paper, we know that order-invariantly de-
finable queries are Gaifman-local with constant locality radius. The paper [AvMSS12]
established that all ARB-inv-FO-definable queries are Gaifman-local with a polyloga-
rithmic locality radius and that a polylogarithmic radius is necessary for {+, ∗}-inv-FO-
formulae.
Question 3: Is <-inv-FO Hanf-local with a constant locality radius?
Hanf locality with a constant locality radius on trees follows from [Nie07], [BS09b], but
apart from this, nothing seems to be known.
Question 4: Is there an <-inv-FO-definable class which is not MSO-definable?
This question was posed by Benedikt and Segoufin [BS09b] (for CMSO instead of MSO).
Recently, Elberfeld, Frickenschmidt and Grohe obtained strong results showing that,
for graph classes with excluded minors, every <-inv-FO-definable subclass is also MSO-
definable and every <-inv-MSO-definable class is CMSO-definable. Ganzow and Rubin
[GR08] proved that there is an <-inv-MSO-definable class which is not CMSO-definable.
The usual approach to lift<-inv-MSO-sentences to<-inv-FO-sentences on powerset struc-
tures does not seem to help to answer this question, since MSO becomes too powerful on
powerset structures.
Question 5: Is there a decidable characterisation of the <-inv-FO+MOD2-definable lan-
guages?
In Section 3.6, we have shown that there are <-inv-FO+MOD2-definable word languages
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which are not FO+MODp-definable, for any modulus p. It would be interesting to gain a
better understanding of the expressive power of <-inv-FO+MOD2 on words.
Question 6: Is the d-fold exponential dependence of the FO-formula size on the size of
the <-inv-FO-formula in Theorem 5.4.1 necessary?
Question 7: Is <-inv-FO2 contained in FO?
Together with Thomas Zeume, the author has considered order-invariant sentences of
the two-variable fragment of first-order logic (<-inv-FO2). The paper [ZH16] shows that
order-invariance of FO2-sentences is decidable. This work has led to the above question.
It is very easy to see that <-inv-FO2 is more expressive than FO2 (cf. [ZH16]), but all
examples known to the author which show that <-inv-FO is more expressive than FO
seem to require more than two variables.
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