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Abstract—This study presents an analysis of classiﬁcation
techniques for Computer-Aided Diagnosis (CAD) regarding
ulcerated lesions. We focus on determining inﬂuence of both
color and texture in the automated image classiﬁcation and its
implication. To do so, we assayed a dataset of dermatological
ulcers containing ﬁve variations in terms of tissue composition
of lesion skin: granulation (red), ﬁbrin (yellow), callous (white),
necrotic (black), and a mix of the previous variations (mixed).
Every image was previously labeled by experts regarding this
red-yellow-black-white-mixed model. We employed specially
designed color and texture extractors to represent the dataset
images, namely: Color Layout, Color Structure, Scalable Color,
Edge Histogram, Haralick, and Texture-Spectrum. The ﬁrst
three are color feature extractors and the last three are texture
extractors. Following, we employed the SymmetricaUncert-
AttributeEval method to determine the features suitable for
image classiﬁcation. We tested a set of classiﬁers that follows
distinct paradigms over the selected features, achieving an
accuracy ratio of up to 77% in terms of images correctly clas-
siﬁed, with the area under the receiver operating characteristic
(ROC) curve up to 0.84. The classiﬁcation performance and the
selected features enabled us to determine that texture features
were more predominant than color in the entire classiﬁcation
process.
Keywords-Computer-Aided Diagnosis; Dermatological Ul-
cers; Feature Selection; Image Classiﬁcation;
I. INTRODUCTION
Chronic lesions on lower limbs are usually related to a
deﬁciency in blood ﬂow, due to venous or arterial insuf-
ﬁciency [1]. Such lesions, also referred as wound or ulcer
[2], are mainly diagnosed through macroscopic evaluation
or visual assessment, which are both dependent on the
professional visual perception [3]. Accurate diagnosis is
critical for medication, but this task is still dependent on
expensive manual procedures as, for instance, manual shape
measurement or even a biopsy.
The ulcer appearance provides several indications that
may help the diagnosis and further prognosis. Particularly,
the colors may help to indicate the healing process stage,
which is basically divided in three stages: inﬂammation,
tissue formation and remodeling. The inﬂammation stage is
mainly characterized by the redness in the limb region. The
second stage begins with the growth of granulated tissue,
which may be followed by the ﬁnal stage of healing and
re-epithelialization [4]. However, for chronic lesions, the
healing pattern is not that well deﬁned. The ﬁrst stage is
followed by a coverage of yellow ﬁbrin that may contain
small parts of necrosis generating a non-uniform mix of
granulation, ﬁbrin and necrotic tissue, characterized by red,
yellow and black color, respectively. In neuropatic ulcers, it
may occur a callous lesion mainly composed of white tissue,
which presents uniform thickness on the extremities.
The Computer-Aided Diagnosis (CAD) are processes that
help specialists in the interpretation of medical images.
Typically, CAD systems are based on image processing
techniques, to help the analysis and treatment of dermatolog-
ical ulcers. Indicators as “color” and “shape” distributions
may improve the accuracy of those system. In fact, color
properties along with manual annotation have been used
by CAD systems to help in other dermatological issues
such as skin cancer, melanoma, and tumor identiﬁcation and
treatment [5]. Most of the dermatological CAD tools rely on
four stages: (i) image segmentation; (ii) feature extraction;
(iii) feature selection; and (iv) image classiﬁcation. Several
measures can be obtained from each stage as, for instance,
area of the lesion or color correlation.
Previous studies have shown how to efﬁciently segment
the tissue composition of dermatological ulcers [1], [6]
mainly based on deﬁned thresholds or Gaussian transforms.
In [7], a strategy to quantify and deﬁne the regions of interest
of segmented ulcer images is proposed. In [2] segmented
ulcers images were used to perform content-based retrieval
operations. However, to the best of our knowledge, none of
previous studies investigated the impact of using color and
texture features extractor methods on images of dermatolog-
ical ulcers, regarding neither the processing time nor how
those visual features are perceived by both dermatologists
and CAD systems.
A major step towards to the understanding of CAD
decision-making process and the evolution of ulcers treat-
ments is the deﬁnition of relevant features through color
and texture contents extracted from ulcer’ images. This
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paper aims at analyzing the behavior of the three last stages
of CAD systems, evaluating specialized feature extractor
methods applied to colored images of ulcers. We conducted
an extensive set of experiments on a real segmented dataset,
previously labeled by dermatologists to determine which are
the most relevant color and texture features as well as the
most suitable classiﬁcation strategy and their implications
as the sensitivity and false-negative rates. In summary the
main contributions of this paper are as follows:
• Feature selection derived from MPEG-7 color and
texture extractors: We set up a framework of color and
texture extractors to represent ulcer images and gather
the most relevant features;
• Inﬂuence and impact of color and texture: We evaluated
color and texture features to determine which one is
more useful for classiﬁcation on CAD systems;
• Classiﬁcation strategy: We evaluated a set of classiﬁca-
tion strategies to determine which one is more suitable
to build an ulcer CAD, fulﬁlling the requirements of
both accuracy and computational performance;
The results of the experiments showed that our proposal
achieved an accuracy up to 77% when performing ulcer
classiﬁcation. They also showed the impact of color and
texture in the feature selection process, as presenting texture
features were more or equally relevant for the proposed ulcer
CAD than color features. Finally, we provided a discussion
about texture analysis for the ulcer CAD context regarding
the tissue replacement and the healing process.
II. BACKGROUND
A. Color extractor methods
MPEG-7 color extractors were deﬁned in the ISO/IEC 15938
standard (multimedia content description interface). The set
of feature extraction methods were designed to process the
images as fast and accurate as possible, independent of
their domain [8]. The goal of MPEG-7 is to standardize
the representation of images to compare or ﬁlter data based
on content. Here, we highlight three of the color extrac-
tors proposed by the MPEG-7 standard: The Color-Layout,
Color-Structure, and Scalable Color.
• The MPEG-7 Color Layout (CL) describes the spatial
image color distribution. By splitting the image in
several squared sub-regions, CL labels each square with
the average color region. Such sub-regions are then
transformed to the YCbCr color space, where a Discrete
Cosine Transformation can be employed. Finally, the
generated low-frequency coefﬁcients are collected in a
zig-zag procedure, where only the dominant frequen-
cies are used in the feature vector.
• The MPEG-7 Scalable Color (SC) captures the most
prominent color distribution. Unlike CL, it does not
consider the spatial distribution. The SC is the fastest
of the three color extractor evaluated in this study. It is
based on four stages: (i) Convert all pixels to HSV color
model; (ii) Construct a normalized color histogram;
(iii) Quantify the histogram using a deﬁned number of
bins; and (iv) Apply a Haar wavelet transform over the
resulting histogram.
• The MPEG-7 Color Structure (CS) expresses both
spatial and color distribution. CS splits the original
image into a set of color structures with ﬁxed-size
windows. Thereafter, it selects equally spaced pixels to
represent the local color structure. Each color structure
is quantized based on a HMMD color model, where the
resulting intensities are counted and stored in a local
binary histogram. Joining the local binary histogram
produces the ﬁnal feature vector composed as the
accumulated color distribution.
B. Texture extractor methods
Most of the texture algorithms are based on statistical re-
lationship among the pixels in a given region [9]. The texture
methods employed in this study are examples of them. We
highlight here the Haralick and Texture-Spectrum extractors
which are able to capture local co-relations between deﬁned
neighborhoods, and the MPEG-7 Edge Histogram which is
oriented towards global and local texture edge appearances
[9].
• The Haralick (HA) features is based on co-ocurrence
matrices that are built according to orientations and
distances - the extractor parameters. Each gray level
pixel is described according to its neighborhood as
the parameters vary. Several statistical measures can
be extracted from the co-occurrences matrices, such as
entropy, variance and correlation.
• The Texture Spectrum (TS) assumes that texture fea-
tures can be represented according to texture unities.
Each texture unity is represented according to its eight
neighbors pixels, in the clockwise direction. After the
image transformation into texture units, it is possible to
collect features such as geometric symmetric, degree of
direction or central symmetry.
• The MPEG-7 Edge Histogram (EH) captures local and
global edges. There are ﬁve possible types of edges
to be matched and a non-match standard. Once the
original image is partitioned in squared regions, it is
possible to evaluate the presence of edges. Although
statistical measures can be calculated, it still depends
on the edge spatial distribution regarding the squared
region placement. To overcome this problem, the par-
titioned regions can be combined in a non sequential
order, generating a representation of global edges.
The texture based methods usually require more compu-
tational processing time than the color extractors. Among
the three aforementioned methods the Edge-Histogram is
the fastest one, although slower than Color-Structure or
Scalable-Color.
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Figure 1. The proposed dermatological ulcer CAD data-ﬂow using color and texture extractor methods and the ﬁnal classiﬁcation. The segmentation stage
isolates the ulcer in the photography by using Gaussian differences. Then, the segmented image is provided to the Classiﬁcation stage that represents it
through the feature extractor methods and employs a knowledge database to label the ulcer image.
III. METHODS
A. CAD Pipeline - Extraction and classiﬁcation
The proposed ulcer CAD is organized in modules is
shown in Figure 1. A colored lesion photography over
a common background is expected as the input. In the
Segmentation stage, we employed the multi-variate Gaus-
sian mixture model applied to hue-saturation histograms
to perform the segmentation process. The resulting image
represents only the ulcer region. The CAD core module -
Classiﬁcation stage - receives the segmented image as input
and executes the six specialized extractors; three for colors
and three for texture.
The resulting feature vector is a representation generated
by Color Layout | Color Structure | Scalable Color | Edge
Histogram | Texture-Spectrum | Haralick. This ﬁnal feature
vector has 582 dimensions - unsuitable for a straightfor-
wardly classiﬁcation - thus a feature selection process is
required in the next step.
Images previously labeled by experts are stored into a
knowledge database. Thus, a feature selection method can
be used to determine the most relevant features regarding the
knowledge database. For our study, we used the Symmetrica-
UncertAttributeEval feature selection method, detailed in
Section III-B. Thus, the classiﬁers are able to employ
feature vectors with reduced dimensionality. The classiﬁca-
tion module contains ﬁve methods of distinct paradigms,
namely RandomForest (RF), Naive-Bayes (NB), Instance-
Based Learning (IBL), Multi-Layer Perceptron (MLP) and
Decision-Table (DT).
The classiﬁcation output is one of the ﬁve classes de-
ﬁned by the color model: {granulation, fibrin,
white, black, and mixed}. Therefore, the result of
the system is composed of the segmented image and the
label that provides the initial objective analysis in terms of
the ulcer tissue types. This pipeline was implemented as an
API integrated to an RDBMS, where the extraction process
is transparent to the user and the classiﬁcation strategy is a
parameter provided by the CAD system.
B. Selecting features
As our feature selector method, we employed the Sym-
metricaUncertAttributeEval [10]. It is based on the concept
of predominant correlation, which is able to determine if
a given feature is “good” if it is statiscally predominant in
predicting the image class. The SymmetricaUncertAttribu-
teEval identiﬁes all predominant features and removes the
remaining ones.
SymmetricaUncertAttributeEval is a ﬁlter model because
it is independent of any classiﬁer when measuring each fea-
ture quality, therefore it also does not inherit any bias. This
property is desirable in our experiments, once it enables:
(i) to measure the classiﬁer performance, without wrapping
any feature selection method; and (ii) to found the most
prominent features that are predominant in the knowledge
database. An additional beneﬁt is the small computational
cost, that is signiﬁcantly less than attaching a feature selector
method to each classiﬁer.
The concept of predominance is straightforwardly related
to the statistical inﬂuence of each feature, in the entire
classiﬁcation process, as its probability to modify the entire
prediction. Therefore, we resort to this rank strategy to
determine the impact of features generated by color and
texture extractors.
C. Results evaluation
In order to evaluate which classiﬁer is the most suitable
for the classiﬁcation task, we considered the accuracy as
the ratio of correct classiﬁcations. To provide further details
of the classiﬁcation process we also analyzed the classiﬁers
behavior regarding the Precision vs. Recall (P × R) graphs.
P × R graph is based on precision, which is the ratio among
the number of classiﬁed images that are relevant and recall
is the ratio of relevant images that were correctly classiﬁed.
A rule of thumb on reading P × R curves is: the closer to
the top the better the result.
Additionally, we generate the Receiver Operating Charac-
teristics (ROC) curve, which is obtained regarding the true
positives (TP) rate versus its false positives rate (FP). The
TP rate is also referred to as “sensitivity”, while (1−FP )
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is called “speciﬁcity”. The area under the curve (AUC)
measures the classiﬁer performance: the greater the AUC
the more accurate the labeling process.
All those measurements were obtained using a 10-folds
cross validation method, which randomly divides the dataset
representation into 10 mutually exclusive partition (folds)
with approximately equal size. The classiﬁer is trained with
the 9 folds of samples and the classiﬁcation rule is tested
with the remaining fold. This process is repeated so that
each partition is used once as the test set.
IV. EXPERIMENTAL EVALUATION
In this section, we report the results from a set of
experiments that we performed to determine the most suit-
able classiﬁer for the ulcer CAD and its implication. We
evaluated the performance of each classiﬁer RF, NB, IBL,
MLP, and DT as follows:
• Calculate the accuracy regarding the number of true
positives obtained by each method;
• Select the top-three classiﬁers according to the accuracy
ratio with Precision-Recall experiments, bringing more
details about the classiﬁcation behavior;
• Analyze the ROC curve for the top-three classiﬁers
according to the previous experiments.
The classiﬁers employed the feature vectors that were
previously reduced by the SymmetricaUncertAttributeEval.
Therefore, we also evaluated the presence from both color
and texture in the formation of the ﬁnal feature vector to
determine its inﬂuence on the classiﬁcation process.
A. Image dataset
We evaluate our proposal using the ULCER_DATASET [7]
that is composed of 215 dermatological images, mainly orig-
inated from venous or arterial insufﬁciencies. The lesions
were located on inferior limbs, with variable sizes and in
different healing stages. The patient skin color was predom-
inantly white. Only one lesion was included per patient and
its personal data were deleted by an anonymization process.
Figure 2 shows one example per class, regarding the
ulcers. As it can be seen, a blue cloth was used to create a
background in a color not expected to be present within the
ulcer or on the part of the body being imaged, which was
visible in most of the images. Besides that, color patches
and rulers were included in the images to facilitate color
normalization and calibration of the images.
A group of dermatologists labeled the dataset regarding
the red-yellow-black-white-mixed color model. From the
215 images, 67 are labeled as ’Granulation’; 40 images as
’Fibrin’; 6 as ’Necrotic’, 4 as ’Callous’; and 98 as ’Mixed’.
In order to address the imbalance problem of classes in the
ULCER_DATASET, we used the supervised ﬁlter Synthetic
Minority Oversampling TEchnique (SMOTE) [11] with 3
nearest neighbors, sampling new instances for both, the
’Necrotic’ and ’Callous’ classes. It is important to highlight
(c)(a) (b)
(d) (e)
Figure 2. Examples of ULCER_DATASET classes: (a) Callous; (b) Fibrin;
(c) Mixed tissue; (d) Necrotic; and (e) Granulation.
that we considered others re-sampling strategies such as
ReservoirSample, but SMOTE led the best overall results
for the classiﬁcation stage.
B. CAD accuracy
To evaluate the accuracy of the CAD model, we tested
the ULCER_DATASET represented with 32, 64, 128, and
256 dimensions. The ﬁrst 32 features are also part of the
64 dimensions and so on. Classiﬁcation experiments were
performed using the 10-folds cross-validation for each evalu-
ated number of dimensions. We choose a set of methods that
represent distinct classiﬁcation strategies. Figure 3 illustrates
the accuracy achieved according to each method. As it can
be seen, the RandomForest technique outperformed all the
competitors by, at least, 5% in 256 and 128 dimensions case,
being more accurate than its competitors for the 64 and 32
dimensions case. Notice that increasing the dimensionality
not always improves the accuracy ratio, as depicted by the
Decision-Table behavior. The classiﬁer prediction allows the
tool to help the dermatologist in terms of tissue’ ulcer and,
therefore, choosing the more suitable treatment.
RandomForest Naive-Bayes Instance-Based 
Learning
Multi-Layer
Perceptron
Decision-Table
0
10%
20%
30%
40%
50%
60%
70%
80%
90%
256 128 64 32
77 77 72 70
(%)
69 57 52 46
(%)
72 72 71 66
(%)
71 70 65 58
(%)
59 59 61 62
(%)
Figure 3. Accuracy regarding increasing dimensionality for ﬁve clas-
siﬁcation paradigms. The RandomForest approach has outperformed the
competitors at every dimensionality.
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When performing an individual analysis of dimension-
ality and considering a margin of 5%, the RandomForest
variations with 128 and 256 features have achieved similar
accuracy, while for the Naive-Bayes classiﬁer, instead, the
256 dimensions setting has shown the highest accuracy. The
Instance-Based Learning, has presented similar results for
all but the 32 dimensions setting. The Multi-Layer Percep-
tron, using 256 and 128 dimensions, have also achieved
similar accuracy. Finally, regarding the Decision-Table all
dimensions have presented closer accuracy for any number
of dimensions. To perform a further analysis of the clas-
siﬁcation process, we selected the top-3 strategies, which
are the RandomForest, Instance-Based Learning, and Multi-
Layer Perceptron strategies, all of them using 256 features.
C. Precision × Recall
Our primary goal when drawing the P×R graphs is
to determine if the best strategy also maintains the high
precisions for low recall values when compared to the other
labeling methods.
0
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Figure 4. The P×R graphs for the top-3 classiﬁcation strategies: RF, IBL,
and MLP, each using feature vectors of 256 dimensions. RF outperformed
the competitors.
Figure 4 depicts that RF achieved, in fact, high precisions
for low values of recall. For instance, for 5% and 10%
values of recall, RF achieved a precision of 1.0 and 0.8,
respectively. With 10% of recall the competitors achieved
precision 4% lower than RF. For all strategies the precision
drops slowly as recall increases, which is acceptable for the
classiﬁcation purpose. Our ﬁndings on P×R graph reinforce
that RF with 256 features has achieved the highest accuracy
among the experimented classiﬁers.
D. ROC curve
Finally, we evaluated the ROC curve to verify the mea-
sures of sensitiveness and speciﬁcity. Figure 5 shows the
curves for the top-3 strategies. The RF classiﬁer generated
an area under the curve of 0.84, while the IBL and MLP
have achieved 0, 8 and 0.79, respectively.
Both IBL and MLP have shown similar behavior on the
three experiments. On the other hand, RF was always more
0 0.5
0.5
1
1
False Positive Rate
T
ru
e 
P
o
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v
e 
R
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RandomForest
Instance-Based Learning
Multi-Layer Perceptron
Figure 5. ROC curves for the top-3 dermatological CAD strategies.
RandomForest has show the better overall performance.
precise and accurate providing the best overall performance.
Next, we analyze the selected features and their impact on
the RandomForest classiﬁer.
E. Texture and color representativeness
From 582 resulting features, 182 were generated from
textures extractors and 400 from color extractors. The result
of selecting 32, 64, 128, and 256 features is shown on Figure
6. The most relevant features for 32 and 64 dimensions
are obtained from texture extractors. Particularly, for the
lower dimensions, the relevant number of texture features
was almost two times the number of color features.
32 64 128 256
0%
10%
20%
30%
40%
50%
60%
70%
80%
Texture
Color
Figure 6. Ratio between color and texture features picked by Symmetri-
caUncertAttributeEval.
As the dimensionality increases, the number of color
features also tend to increase, once there was only 182
features from texture and 400 colors. Referring to Figure 3,
it can be seen that 32 and 64 dimensions provide the baseline
for accuracy as 60.4% and 64.2% in average, respectively.
The overall texture inﬂuence, as predominant features,
in the classiﬁcation process presented up to 19% more
precision than color. Texture attributes, regarding the ex-
tractors employed, reﬂect the spatial distribution taking into
account the pixels’ statistical relationship, which is related to
the tissue composition. On the other hand, color extractors
capture the presence of colors in some fashion, identifying
the tissue colors.
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Therefore, at the end, the texture features were the ba-
sic representation employed for the proposed ulcer CAD.
Adding color features enriches the feature vector semantics
and also increases the accuracy ratio. There are limitations
to statistically deﬁne the most suitable number (or range) of
features to be employed due to the dataset size. However,
as we set up our CAD pipeline with designed color and
texture extractors, the results obtained in our experiments are
a strong indication to describe the underlying CAD texture
processing. We argue that it also may provide a semantic
relation between the computational textures and the tissue
replacement and healing process.
V. CONCLUSIONS
Chronic lesions on lower limbs may present several vari-
ations of tissue composition. To assess an objective analysis
of tissue composition may provide important information
when monitoring the effects of a treatment. In this study,
we proposed an ulcer CAD system and demonstrated the
potential of using specially designed algorithms for color
and texture for colored ulcers. From the representation
generated by MPEG-7 color extractors and by texture meth-
ods, we were able, through a feature selection method, to
determine the most prominent features to reduce the ﬁnal
dimensionality and allow a classiﬁcation. At this point, we
also performed an analysis of the inﬂuence of texture and
color regarding the features selected for the labeling process.
The texture features were identiﬁed as the most relevant
ones, as they capture the pixel spatial distribution and
relationship, which also best describe the tissue composition.
The color features were also employed to add the informa-
tion about image tones. The overall inﬂuence of texture was
up to 19% larger than color in our experiments. We also
provided further experiments regarding a set of classiﬁers
of distinct paradigms. From the ﬁve methods employed, the
RandomForest was ﬁnd out as the best, with overall accuracy
of up to 77%, outperforming all the other competitors with
a margin up to 5%. When analyzing the Precision vs. Recall
graphs and the ROC curve, we observed that RandomForest
also presented better precisions for low recall values as
well as for higher sensitivity. Therefore, RandomForest was
selected as the most suitable labeling strategy in our CAD
pipeline.
Concluding, we highlight the potential of ulcer CAD tools
to perform automatic analysis of tissue composition and
to understand the close relationship between the extracted
texture features and the ulcer. It was possible to provide
an objective analysis of color images of skin ulcers that
may help dermatologists to monitor the healing process of
chronic lesions, assisting in the development of optimized
treatments for each patient. As a future work, based on
those results, it is important to develop speciﬁc extractors for
those types of lesions, which must take into account texture
features along with color distribution, as such new extractor
may boost even more the entire classiﬁcation process.
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