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Abstract—Obstacle avoidance is a fundamental behavior 
required to achieve safety and stability in both animals and 
robots. Many animals perceive and safely navigate their 
environment using two eyes with overlapping visual fields, 
allowing the use of stereopsis to compute distances to surfaces 
and to support collision avoidance. In this paper we develop an 
obstacle avoidance behavior for the biomimetic robot MiRo that 
combines stereo vision with deep reinforcement learning. We 
further show that avoidance strategies, learned for a simulated 
robot and environment, can be effectively transferred to a 
physical robot. 
Keywords—Reinforcement Learning; Deep Q Network; Stereo 
Vision; Obstacle Avoidance; MiRo Robot, Animal-like Robot 
I.  INTRODUCTION  
Obstacle avoidance is a fundamental capability required by 
any mobile robot and is often supported by active sensing 
systems such as sonar, infrared emitters, or laser range-
finders (lidar) [4].  Cameras, on the other hand, are low-cost, 
light-weight sensors that are available in a wide range of 
specifications [5], more importantly, they can offer colour 
and brightness information about the local environment that 
can support a much richer capacity for scene understanding 
than range sensing alone.  
Whilst the vast majority of animals have eyes, it was 
previously thought that the capacity for stereo vision was 
confined to animals with forward-facing eyes such as 
primates and carnivores , however, stereopsis has now been 
demonstrated in a wide range of animals including prey 
mammals with side-facing eyes, birds, amphibians and some 
invertebrates [19]. Stereo vision is thought to have evolved 
separately in different vertebrate and invertebrate lineages 
and to subserve multiple useful functions from range-finding 
for navigation to camouflage breaking for prey capture. 
While some collision avoidance strategies, such as responses 
to looming stimuli, may be innate, there is a large body of 
evidence showing the critical role of sensory experience in 
the development of visually-guided behaviour in mammals 
[21].  For instance, kittens, whose eyes open around post-
natal day ten, frequently bump into objects, achieving adult 
levels of obstacle avoidance at around postnatal day 26.  
Experiments with cats reared in the dark for up to 7 months 
show that a similar period of 14 days visual experience is 
needed for these animals to achieve normal levels of obstacle 
avoidance indicating that this milestone specifically requires 
visual input [22]. 
The capacity to use bio-inspired reinforcement learning 
algorithms to acquire obstacle avoidance was demonstrated 
by Prescott and Mayhew [20] for a simulated robot equipped 
with an array of three range-finder sensors. This system 
employed an actor-critic learning algorithm together with 
coarse-coding function approximators. More recent 
approaches to learning obstacle avoidance for robots, include 
research by Xie et al. who trained a convolution neural 
network for robot depth prediction and obstacle avoidance 
using a monocular vision system [5]. 
Deep learning is playing an increasingly importance role in 
robotics and computer vision where it is being used to support 
capabilities such as planning path for collision avoidance and 
navigation robotics [7,8,9,16], however, standard supervised 
learning approaches typically require a large amount of 
manually labelled data which has led to the development of 
deep reinforcement learning algorithms.  While these 
algorithms can learn from sparse and easy to compute reward 
signals, they suffer the drawback of long training times 
limiting their applicability for learning in real-world situations. 
A possible solution is to perform learning in a simulated 
environment/robot before transferring and fine-tuning the 
acquired competence on the physical robot platform. 
This paper focuses on the problem of obstacle avoidance for 
a biomimetic robot with non-parallel binocular camera 
geometry. Specifically, our contributions are: 
• To apply stereo imaging for depth estimation using 
non-parallel robot cameras and to simplify the depth 
information to provide suitable range information for 
obstacle avoidance learning.  
• To adapt a deep Q-learning network (DQN) [13] to 
learn obstacle avoidance showing good learning 
efficiency and performance with limited 
computational resources. 
• To show transfer of learning from a simulated robot 
to the physical robot platform. 
The remainder of this paper is structured as follows.  Section 
II provides a brief introduction to the animal-like MiRo robot, 
sections III and IV describe our approach to stereo imaging 
and reinforcement learning respectively. Section IV presents 
the experiments, results, and discussion.  
 
II. THE MIRO ROBOT 
MiRo (Figure 1) is a biomimetic robot platform developed by 
Consequential Robotics Ltd which is a spin-out of the 
University of Sheffield in the UK. MiRo is a wheeled robot 
platform equipped with multiple sensor systems and with 
eight degrees of freedom (DOF) of movement.  Rather than 
specifically emulating any one animal, MiRo is designed to 
show a number of generic features of mammalian 
sensorimotor systems, including a 2-DOF neck, and a 
binocular vision system with non-parallel geometry 
(illustrated in Figure 1) resembling that of an animal such as 
a rabbit. In its pre-loaded autonomous mode, MiRo is 
controlled by brain-inspired control system containing a 
layered control architecture alongside event-based 
centralized action selection mechanisms [10]. MiRo provides 
a useful platform for embodied testing of theories and models 
of mammalian sensorimotor control, however, since MiRo 
resembles a companion animal or pet, it is also well suited for 
applications such as robot-assisted therapy where robots are 
used as substitutes for animals for therapeutic purposes such 
as reducing anxiety [6].  MiRo therefore fulfills two roles, 
serving as a platform for scientific research and as a way of 




Fig.1: Top. Miro Robot. Bottom. (a) Position of cameras (b) 
camera on Miro. It has two cameras which are mounted in the 
eye sockets of an animal-like head. Each camera has a 
horizontal/vertical field of view of 120/62 degrees and an 
aspect ratio of 16:9 (pixel aspect ratio is 1:1). The stereo 
overlap region is a little more than 60 degrees, and the two 
cameras together provide a wide horizontal field of view of 
nearly 180 degrees. 
III. COMPUTING STEREO FOR THE MIRO ROBOT  
Animals with two eyes are able to compute depth by using 
the disparity between the images obtained by each, 
specifically, nearby positions in space will have a larger 
disparity than those that are further away. Similarly, in 
robotics, we can emulate this capability by identifying 
corresponding points in the images obtained by two cameras 
at different positions and angles. Using the baseline distance 
between two cameras, we can compute the three-dimensional 
position of the point using the principle of triangulation [19]. 
The process of depth computation is generally divided into 
four steps when using two cameras [15,18]: 
1)  Undistortion: there are two main forms of distortion 
in camera images—radial distortion and tangential distortion. 
Radial distortion is due to the fish-eye effect that causes rays 
further from the center of the lens to be bent more than those 




Fig.2: Top. Two camera calibration using a chessboard, the 
side length of each square is 37.14mm. Middle. Calibration 
results, using the method described in [15]. with relative 
position of two cameras using 16 pairs of chessboard images 
taken at different positions, different angels and different 
postures. It is illustrated in a three-dimensional coordinate 
system using the center of left camera image plane as origin. 
Bottom. Reprojection error after calibration.  
 
manufacturing issues resulting in the imaging plane not being 
exactly parallel to plane of the lens. We can use the 
relationship between the pixel coordinate system and the 
world coordinate to do the calibration and to calculate the 
camera  parameters including the intrinsic matrix, rotation 
matrix and translation vector as shown in Fig3. In the 
calibration process, a known size chessboard plane with 7 × 9   corners, shown as Fig.2, is applied for capturing 
images as known position inputs to figure out camera internal 
and external parameters. We then apply these transforms, as 
shown in equation 1, to remove tangential and radial lens 
distortion for each camera. 
 
 
   Fig.3:Mathematical transformation 
 
𝑧% &𝑢𝑣1* = 𝐾-×- .𝑅-×- 𝑇-×10 1 3 4
𝑋6𝑌6𝑍61 9 ⇒ 𝑠 &
𝑢𝑣1* = 𝑃-×= 4
𝑋6𝑌6𝑍61 9	 (1) 
Here K-@- is the intrinsic matrix of the camera, P-@= indicates 
the Perspective projection matrix and s is the scale factor. 
 
Fig. 4: Disparity maps for the simulated robot. 
 
  
Fig. 5: Disparity maps using the physical MiRo robot. 
 
2) Rectification: This step involves adjusting the relative 
positions between two cameras so as to output images which 
are row-aligned and rectified using the mathematical 
transformation between two camera coordinate system from 
the calibration results(Fig.2). This results in images that are 
collinear relative to each other. 
3) Correspondence: This step identifies similar features 
in the two camera images, computes their disparity (in the x-
co-ordinate of the image plane), and  outputs the disparity 
map as shown as figures 4 and 5 for the simulated and 
physical MiRo robots respectively. There are two main stereo 
correspondence approach:  block matching (BM) and semi-
global block matching (SGBM), in this study we use the BM 
algorithm because it is faster and more reliable in a 
computational resource limited platform like a mobile robot 
in our case than SGBM algorithm which requires an order of 
magnitude more compute time thus be considered not yet 
suitable  for real-time video application[15]. 
4)  Reprojection: The final step is to compute the depth 
map by turning the disparity map into distances using the 
principle of triangulation and geometric information about 
the two cameras (as shown in Fig.6). Using the similar 
triangles, we can derive the depth information as shown in 
equation 2. 
 
Fig.6: Depth computation using triangulation from two eyes. 							BC(EFCEG)ICJ = BI ⇒ Z = J∙BEFCEG  .                     (2) 
These results demonstrate that it is possible to obtain good 




Fig.7: state definition based on depth map 
 
IV. OBSTACLE AVOIDANCE USING STEREO VISION  
The stereo vision based obstacle avoidance problem can be 
considered as a Markov decision process (MDP) where the 
robot Miro interacts with the environment through a pair of 
cameras. To be specific, the robot is required to choose an 
action 𝑎N ∈ 𝒜  depending on the depth information 𝑠N	computed from the camera image pair obtained at time t ∈[0, T]. At each step, the robot receives a reward value 𝑟N  then 
transits to the next state 𝑠NW1. Hence, the reward function can 
be denoted as shown in equation 3, where 𝛾 is the discount 
factor, and the aim is to maximize the accumulate future 
reward 𝐺N. 𝐺N = 𝑟NW1 + 𝛾𝑟NW[+. . . = ∑ 𝛾^𝑟NW^W1_̂̀ a                (3) 
Under the policy 𝑎N = 𝜋(𝑠N), the Action-value function 
(Q) is defined as, 𝑄d(𝑠, 𝑎) = 𝔼[𝑟NW1 + 𝛾𝑟NW[ + 𝛾[𝑟NW-+. . . |𝑠, 𝑎] 
which, using the Bellman function, can be rewritten as 𝑄d(𝑠, 𝑎) = 𝔼[𝑟 + 𝛾𝑄d(𝑠NW1, 𝑎NW1)]|𝑠, 𝑎]              (4) 
We can derive the optimal Q-value function by choosing 
the optimal action at each time and state 𝑄∗(𝑠, 𝑎) =maxd 𝑄d(𝑠, 𝑎), where 									𝑄∗(𝑠, 𝑎) = 	𝔼kW1[𝑟 + 𝛾maxlmno 𝑄∗(𝑠NW1, 𝑎NW1)|𝑠, 𝑎]	      (5) 
It can be seen that the optimal Q-value the robot Miro 
could earn at current state  𝑠N  equals its current reward 𝑟N plus 
next state’s 𝑠NW1 optimal Q-value multiplied by the discount 
factor 𝛾. Q-learning uses a lookup table to store and update 
Q-values for every action at each state, offering simple and 
efficient approach for optimal Q-value estimation, however, 
this can result in a large state space which can be costly to 
store and time-consuming to learn. Traditional approaches 
have used tiling of the state-space, coarse-coding, or basis 
functions to reduce the state-space size, alternatively, deep 
artificial neural networks (ANNs) can be applied to 
approximate the optimal Q-value function as discussed below. 
The architecture of the full system, composed of the stereo 
imaging and two alternative reinforcement learning systems, 
is shown in Fig. 8.   
 
Fig.8  Network architecture  of stereo vision based obstacle avoidance using Q-Learning and DQN. A pair of raw RGB images 
from left and right camera on robot Miro are firstly used to generate depth image by stereo imaging algorithm. And then a Q 
table is introduced to look up the Q-value of each action and a deep Q network which consists of a target network and an 
evaluation network to predict the Q-value of left, right and forward action.
A. Obstacle avoidance using Q-learning  
To evaluate the Q-learning approach, we tile the 640 × 360 
disparity map using 3 cells, of 213x360 pixels, and compute 
the average distance for each cell. However, the average 
distance 𝑑N ∈ [0,∞]  in each cell is a continuous number 
which therefore also needs to be quantised in order to 
produced discrete cells for the Q-learning algorithm. We 
therefore set a minimum distance of 140, a maximum of 440, 
and step-size of 5 (as in equation 6), in order to generate a 
finite state-space of 60x60x60= 216,000 states: 𝑑N ∈ [0,∞] 		⇒ 	𝑑N ∈ [140,145,150,… ,440]	              (6) 
[Make this: (𝑑w , 𝑑x, 𝑑y)= … to match figure 8.] 
To learn obstacle avoidance using Q-learning we also need to 
provide a quantisation of the action space. We define three 
actions: left or right with an angular speed of 0.79, and 
forward with an linear speed of 0.1. The reward for each 
action are shown in table 1. Here we provide a much larger 
reward value for the forward action in order to encourage the 
robot to move forward whenever possible. If there is a 
collision happened the robot receives a negative reward of -
10. Additionally, a greedy policy is used in the training with 
a 0.1 probability of choosing a random action (in order to 
allow exploration) and 0.9 of choosing the currently optimal 
action.  
Table.1 Reward definition    
Action Forward Left Right 
Reward  2 0.3 0.3 
Punishment (collision) -10 -10 -10 
B. Deep Q Network 
For continuously-valued state-spaces the Q-learning 
approach can scale poorly, an alternative method is to 
combine deep learning with reinforcement learning in order 
to convert Q-value estimation into a function fitting problem 
[12]. Specifically, an artificial neural network, that uses the 
environmental state as input and the Q-values of possible 
actions as outputs, can be trained to learn an approximation 
value function as Q(s, a) ≈ f(s, a, ω), where ω	denotes the 
overall parameters of the function f . In order to train the 
neural network, we need to set up the target Q-value as 
marked training data based on Q-learning algorithm. In other 
words, the aim is to build a loss function to calculate the 
difference between the target Q-value and the evaluation Q-
value, which can be calculated as follow, 
		L(ω) = 𝔼[	𝑟 + 𝛾max𝑎𝑡+1 𝑄(𝑆𝑡+1, 𝑎𝑡+1,ω) − 𝑄(𝑠𝑡, 𝑎𝑡,ω)]        (7) 
However, combining deep learning and reinforcement 
learning together also faces some problems: 
• First, training a neural network with noisy reward 
signals can result in a lot of states returning a reward 
of zero, in other words, the samples are sparse for 
deep learning.  
• Second, the deep learning method requires each 
sample to be independent of each other, whereas in 
reinforcement learning the next state is typically 
strongly dependent on the current state, which means 
there would be a strong correlation between the 
training data. 
These issues make it difficult for a DQN to converge, 
however, two methods called experience replay and fixed Q-
target network can be applied to resolve these problems [13]. 
 
1) Experience replay: the experience replay refers to a 
method that stores the transition samples (𝑠N , 𝑎N , 𝑟N , 𝑠NW1) 
obtained from the interaction with the environment at each 
time step in a memory space called the experience pool. This 
pool is then randomly sampled to train the ANN using 
gradient decent at each training step. This approach largely 
resolves the issue of lack of independence between 
consecutive training patterns.  
2) Fixed Q-target network: In this approach, a Q-target 
network is constructed that has the same structure as the 
evaluation network but with different parameters. The Q-
target network is used to calculate target Q values instead of 
the evaluation network and is periodically updated using 
parameters from the evaluation network. This approach 
provides a more stable target for training the network. The 
loss function can be rewritten as 
 		𝐼 = [𝑟 + 𝛾𝑚𝑎𝑥𝑎𝑡+1 𝑄(𝑆𝑡+1, 𝑎𝑡+1,𝜔−) − 𝑄(𝑠𝑡, 𝑎𝑡,𝜔)][      (8)  
where ωC denotes the parameters of Q-target network, and ω 
represents the parameters of evaluation network. The training 
procedure and corresponding networks are shown in Fig.9. In 
the experiments described below the DQN has two fully 
connected layers with 10 artificial neurons in the first hidden 
layer and 3 in the second hidden layer. The state indicated by 
Fig.7 is then input into the neural network and corresponding   
 
Fig.9: The training procedure of DQN with training data 
consisting of current state 𝑠N , next state 𝑠NW1 ,action a and 
reward r . ⊗,⊖ and	 ⊕		 indicate the multiplication, 
subtraction and addition respectively. 
 
Q-values for left, right and forward action are obtained as 
outputs, seen as Fig.10.  The action and reward specifications 
were the same as for the Q-learning algorithm. 
 
 
Fig.10: Structure of artificial neural network with two   
hidden layers used by both target network and evaluation 
network  . 
 
V. RESULTS   
The obstacle avoidance system was evaluated both in a 
simulated environment and in a real indoor environment with 
the MiRo robot. The simulation environment, built using the 
Gazebo simulator and shown is Fig.11, consists of a 7 × 9 m 
room with normal furniture such as a table and a desk. The 
simulated MiRo robot is first trained in this room before the 
actual robot is further trained in an indoor laboratory 
environment.  For each episode, the total reward is calculated 
as the sum of rewards over all time-steps. Each episode runs 
for a 1000 steps unless a collision is detected in which case a 
reward of -10 is delivered followed by immediate termination 
of the episode. 
 
Fig.11: Simulation environments 
A. Training efficiency of alternative learning methods  
In order to compare the performance and efficiency of the 
two learning methods the results for Q-learning and DQN are 
shown in Fig. 12.  
 
     
Fig.12 Top. Training curve for Q-learning and DQN. Bottom. 
Cost curve of DQN. 
Each graph shows plots  total reward against cumulative steps 
since the beginning of training. Each system was trained for 
20 hours. There is a clear overall trend for total reward to  
increase as the number of training steps rise. To compare the 
average reward earned by both algorithms, a dotted straight 
line that follows the trend of total reward vs training steps and 
passes through the origin is shown. We can see that the 
average reward per step received by DQN is approximately 
3100/9486=0.327, which is much larger than the one by Q-
learning 2940/11750=0.25. Overall, the learning curve is 
steeper for DQN and reaches a much higher overall level of 
reward.  
Fig.12.Bottom. illustrates the cost curve between target 
network and the evaluation network with the increasing 
learning steps for the DQN method. The reduction in cost 
over time shows that the Q-values estimated by the evaluation 
network increasingly approach those of the target network 
demonstrating that the network is converging. 
B. Obstacle avoidance  Test. 
After training the robot in the simulation environment and 
real world, experiments were conducted to test the model. 
Simulated rooms built in the Gazebo and a 3x3m square space 
with obstacles were used to test the robot, while the route 
followed and any collisions that occurred were recorded (for 
the real robot this was done using an overhead camera). As 
shown in Fig.13, we can see that it shows a perfect obstacle 
avoidance behavior both in the simulation and real 
environment. In each case, the robot runs around the room 
and avoid collisions with the wall, or with objects, while 
exploring the room with primarily forward movement. 
     
   
Fig.13: robot running routes in real (right column) and 
simulated (left column) environments using the DQN 
network. 
   
Conclusion 
This paper has investigated the use of Q-learning and deep 
reinforcement learning algorithms to allow obstacle avoidance 
behavior for a biomimetic robot using depth data computed 
from a stereo camera array. The model has been trained in the 
simulation and tested in the real environment. DQN, as an 
method using artificial neural network to predicted the Q-
value, offers higher learning efficiency than normal Q-
learning algorithm. Experiments and tests both in the 
simulator and real world show that the robot formed an 
effective obstacle avoidance behaviour while appropriately 
exploring the space. 
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