Abstract. We construct a nondegenerate symmetric bilinear form on quantized enveloping algebras associated to Borcherds superalgebras. With this, we study its center and its universal R-matrix.
Introduction
Quantized enveloping algebras for Kac-Moody algebras were introduced independently by Drinfel'd( [5] ) and Jimbo ([10] ) in their studies of the Yang-Baxter equation. The Kac-Moody algebras were generalized( [3] ) by Borcherds to accommodate for his study of the monstrous moonshine( [4] ). And quantized version of the enveloping algebras for Borcherds algebras( [14] ) was soon studied. There are also superalgebra versions of these algebras( [2] ). We shall study the structure of the center and find the R-matrix for the quantized Borcherds superalgebras.
Much work has been done on the center of quantized enveloping algebras for finite dimensional semisimple Lie algebras( [1, 7, 11, [18] [19] [20] [21] ), and there are Kac-Moody( [8] ) and Borcherds([15] ) versions also. We will mainly follow [21] and [15] to find the center for quantized Borcherds superalgebras.
As for the universal R-matrix, the quantum double construction by Drinfel'd( [6] ) gives its existence for any Hopf algebra satisfying some conditions. Even though there is a quantum double construction for Z 2 -graded Hopf algebras( [9] ), we do not use it in this paper. Instead, we explicitly construct a universal R-matrix and show that it satisfies the Yang-Baxter equation.
The paper is organized as follows. In Section 2, we define the quantized Borcherds superalgebras and give it a Hopf algebra structure. The triangular decomposition will also be mentioned. In Section 3, the character formula for highest weight representations will be given and we prove a lemma that will be used in later sections. The next section is devoted to providing the quantized Borcherds superalgebras with a bilinear form and proving its nondegeneracy. In Section 5, we define the Harish-Chandra homomorphism, show its injectivity, and prove some properties concerning its image. Information on the center of the quantized Borcherds superalgebra will be obtained in Section 6. The last section will give the universal R-matrix and show that it satisfies the Yang-Baxter equation.
Quantum Deformation of Borcherds Superalgebras
In this section, we define the quantized Borcherds superalgebras and give it a Hopf algebra structure.
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Let I be a countable index set. A matrix A = (a i,j ) i,j∈I with entries in the real numbers is a Borcherds-Cartan matrix if
• a i,i = 2 or a i,i ≤ 0 for all i ∈ I, • a i,j ≤ 0 if i = j and a i,j ∈ Z if a i,i = 2, • a i,j = 0 if and only if a j,i = 0.
If there exists a diagonal matrix D = diag(s i |i ∈ I, s i > 0) such that DA is symmetric, then A is said to be symmetrizable. If a symmetrizable BorcherdsCartan matrix A further satisfies the constraints,
for all i, j ∈ I, then it is said to be integral.
A complex matrix C = (θ i,j ) i,j∈I is a coloring matrix if θ i,j θ j,i = 1 for all i, j ∈ I. Necessarily, θ i,i = ±1 and we say i is even when θ i,i = 1, odd when θ i,i = −1. A Borcherds-Cartan matrix A is colored by C if for every i ∈ I such that a i,i = 2 and θ i,i = −1 we have a i,j ∈ 2Z for all j ∈ I.
Throughout this paper, we shall assume that A is a symmetrizable integral Borcherds-Cartan matrix which is colored by a coloring matrix C.
Let I re = {i ∈ I|a i,i = 2} and I im = {i ∈ I|a i,i ≤ 0}. Also let m = (m i |i ∈ I) be a collection of positive integers such that m i = 1 for all i ∈ I re . We call m the charge of the Borcherds-Cartan matrix A.
For a symmetrizable integral Borcherds-Cartan matrix A, which is colored by a coloring matrix C, we denote by g(A, m, C) the Borcherds superalgebra of charge m. (See [2] . ) We set P ∨ = ( i∈I Zh i ) ⊕ ( i∈I Zd i ) and let h = C ⊗ Z P ∨ be the complex vector space with basis {h i , d i |i ∈ I}. For i ∈ I, we define α i in the dual space h * of h by setting α i (h j ) = a j,i and α i (d j ) = δ i,j . Since A is assumed to be symmetrizable, there exists a nondegenerate symmetric bilinear form ( | ) on h given by (s i h i |h) = α i (h) and (d i |d j ) = 0 for i, j ∈ I, h ∈ h.
The free abelian group Q = i∈I Zα i generated by the α i (i ∈ I) is called the root lattice associated to A. Let Q + = i∈I Z ≥0 α i and Q − = −Q + . The coloring matrix C = (θ i,j ) gives rise to a complex valued mapping θ :
We define the binomial coefficients by:
{t} qi , and
). Suppose g = g(A, m, C) is the Borcherds superalgebra of charge m determined by the symmetrizable integral Borcherds-Cartan matrix A which is colored by a coloring matrix C. Let q be an indeterminate. Then the quantized Borcherds superalgebra U q (g) associated to g is the associative algebra over C(q) with 1, generated by the elements q h (h ∈ P ∨ ), e i,k , f i,k (i ∈ I, k = 1, 2, · · · , m i ) with the defining relations:
Proposition 2.2 ([2]
). The algebra U q (g) has a Hopf algebra structure with comultiplication ∆, counit ε, and antipode S defined by:
We denote by U 0 the subalgebra of U = U q (g) generated by q h for h ∈ P ∨ and U + (respectively, U − ) the subalgebra of U generated by the elements e i,k (respectively, f i,k ) for i ∈ I, k = 1, 2, · · · , m i . We also denote by U ≥0 (respectively, U ≤0 ) the subalgebra of U generated by the elements q h and e i,k (respectively,
We similarly define U ± ±β , U ≥0 ±β , and U ≤0 ±β for β ∈ Q + . We then have:
(d) (R5) and (R7) (respectively, (R6) and (R8)) are the fundamental relations for U + (respectively, U − ).
We give Q + a partial ordering by setting λ ≥ µ if and only if λ − µ ∈ Q + . We will also use the notation
3. Representations of U q (g) For i ∈ I define the C-linear functionals Λ i ∈ h * by:
Define the lattices:
P is called the weight lattice of g. An element λ ∈ P is said to be a dominant integral weight if
where I odd denotes the set of i ∈ I such that θ i,i = −1. Let P + denote the set of all dominant integral weights. Seth * = C ⊗ Z P . Then the nondegenerate symmetric bilinear form on h gives an isomorphism between h andh * hence also induces a bilinear form onh * . We may extend this bilinear form to a symmetric bilinear form on h * . We extend it so that it satisfies (λ|α i ) = λ(s i h i ) and (λ|Λ i ) = λ(s i d i ) for every λ ∈ h * . Write λ⊥µ if (λ|µ) = 0.
For each i ∈ I such that a i,i = 0, we define the simple reflection r i ∈ GL(h * ) on h * by
The subgroup W of GL(h * ) generated by r i (i ∈ I re ) is called the Weyl group of g(A, m, C). We denote by l : W −→ Z ≥0 the natural length function.
Let R be the family of all imaginary simple roots, each root occurring as many times as its multiplicity, i.e. m i times for α i . For λ ∈ P + , define R(λ) to be the set of all µ =
for all i ∈ I. Proposition 3.1 ( [16, 17] ). Let λ ∈ P + . Denote by M q (λ) the Verma module for U q (g) with highest weight λ and let V q (λ) be the irreducible highest weight module over U q (g) with highest weight λ. Then,
In this formula, Φ − is the set of all negative roots.
The following is a Corollary to this proposition.
im , no nonempty subset F of R satisfies F ⊥λ, and so
Therefore, it suffices to show that if w(λ + ρ) − ρ − β = λ − γ for some w ∈ W , β ∈ Q + , then w = 1. We will show that if w = 1, then γ + w(λ + ρ) − (λ + ρ) ∈ Q + by using induction on the length of w.
This completes the proof.
4. The Bilinear Form on U q (g) 4.1. The bilinear form on U ≥0 × U ≤0 . In this section, we define a bilinear form on U ≥0 × U ≤0 which is nondegenerate when restricted to U
* , x ∈ U β , and y ∈ U γ , we define (φ ⊗ ψ)(x ⊗ y) = θ(−γ, β)φ(x)ψ(y). With this, and the Hopf algebra structure on U q (g), we can give an algebra structure to α∈Q
Proposition 4.1. There exists an algebra homomorphism
given by
Proof. By Proposition 2.3, we have only to check that the relations (R1), (R3), (R6), and (R8) are preserved under the map ζ. Other cases being easy, we just sketch the (R6) part.
Define e (n)
We may check by induction on n that
This show
We again use induction to prove
With this, it is possible to show
with the summation over nonnegative integers α, β, γ, δ such that α + β = N − m, γ + δ = m, α + γ = N − n, and β + δ = n and where
we can calculate
with the second summation over nonnegative integers satisfying the same conditions as before and where
This can be written as a product of two sums which simplifies to zero.
Define a bilinear form ( | ) :
For n ∈ Z >0 , we denote by ∆ n : U −→ U ⊗(n+1) , the algebra homomorphism defined by ∆ 1 = ∆, ∆ n = (∆ ⊗ 1) • ∆ n−1 , and we write
−γi (i = 1, 2), we define (x 1 ⊗ x 2 |y 1 ⊗ y 2 ) = θ(β 2 , −γ 1 )(x 1 |y 1 )(x 2 |y 2 ) and extend it by linearity. For x ∈ U β , y ∈ U γ , we will write θ(x, y) to mean θ(β, γ) and define P : U ⊗ U −→ U ⊗ U by P (x ⊗ y) = θ(x, y)y ⊗ x on homogeneous elements and extend it by linearity.
Moreover, the bilinear form on U ≥0 × U ≤0 satisfying the above equations is unique.
Proof. Everything including uniqueness is straightforward except for (4.10). It is proved by induction. Here we just show the induction part. We suppress the summation signs for simplicity. Assume (
(S( )|S( )) and show ( | )
′ satisfies conditions of Proposition 4.2. The remaining two are easy.
, that are homogeneous, we have
Proof. By substituting (4.15) into the right hand side of (4.16), we can show that (4.15) implies (4.16).
To prove (4.15), we use induction on y and reduce the problem to showing this true for y = q h and y = f i,k . The case y = q h is easy. The case y = f i,k turns out to be equivalent to showing
, which is proved by induction on the length of x.
Proof. Choose λ ∈ P + satisfying the assumptions of Lemma 3.2. Since e i,k (y ·v λ ) = θ(α i , −β)y(e i,k · v λ ) = 0 for all i ∈ I, k = 1, 2, · · · , m i , and wt(y · v λ ) = λ − β λ, y · v λ generates a proper submodule of V q (λ). Hence y · v λ = 0. Lemma 3.2 now says y = 0. We use induction on β. The case β = 0 or α i is easy. Assume (4.18) is true for all γ < β with β ∈ Q + \ ({0} ∪ {α i } i∈I ). Recall the notation K γ = q i∈I nisihi for γ = i∈I n i α i ∈ Q. By definition of ∆, we see that
by ( 
The Killing form. Recall from Proposition 2.3 that
Using the bilinear form defined in the previous section, we define a new bilinear form
by setting,
for homogeneous x i ∈ U + , y i ∈ U − , h i ∈ P ∨ and extending by linearity.
For homogeneous u, v ∈ U , we define
It is easy to check that these define left and right actions of U on U .
The bilinear form on U defined above is invariant in that:
Proof. It suffices to check the formula for u = q
Since the case u = f i,k is similar to the case u = e i,k , we will omit the case u = f i,k .
(
The left hand side is
and the right hand side is
Since v|v ′ = 0 only when β = γ ′ and β ′ = γ, we are done. (ii) u = e i,k Applying Lemma 4.4, we obtain
where
There are only two cases to consider.
•
Since the latter case is similar to the former, we will only check the first case. Assume γ ′ = β + α i and γ = β ′ . Then, in order to have B = 0, we must have
−β , and y ′ (2) ∈ U 0 . In this case, we get y
−β , and y
−αi . In this case, we have y
We need to prepare one more fact. Using Proposition 4.2, we obtain the following formula.
for any x i ∈ U + (i = 1, 2, 3) and y ∈ U − . From this formula, we get
) and
Comparing these two, we get the desired formula.
This proposition allows us to define a right U -module structure on some subalgebra of U * . Define ζ : U −→ U * by setting
for u, v ∈ U . Here, the dual space on the right should be viewed as the set of linear maps from U to C(q
Proposition 4.7 allows us to check ζ(u) · x = ζ(u · ad(x)). So this gives a right Umodule structure on ζ(U ) and ζ : U −→ ζ(U ) becomes a U -module homomorphism. 
) with a k,h,l ∈ C(q), and using
we arrive at,
for each k, l, and h ∈ P ∨ . Now, each map h → q −(h|h ′ )/2 is a group homomorphism from P ∨ to the multiplicative group C(q
is not a root of unity, distinct h ′ produces distinct homomorphisms. So, by Artin's Theorem on linear independence of characters, every a k,h ′ ,l = 0. We have u = 0 as claimed.
Harish-Chandra Homomorphism
We denote the center of U by z. For each i ∈ I with a i,i = 0, define the simple reflection r i ∈ GL(h) by,
W be the subspace of U 0 consisting of the elements h∈P ∨ c h q h (c h ∈ C(q)) such that c h = 0 implies w(h) ∈ P ∨ and c w(h) = c h for any w ∈ W .
We define an algebra automorphism φ :
The Harish-Chandra homomorphism ξ : z → U 0 is the restriction to z of the map
For later use, we define the algebra homomorphism χ λ :
Proof. We will just prove (b). Let z ∈ z be such that ξ(z) = 0. Writing z = Recalling the minimality of β, we see that only the second term on the right belongs to
So we have r,s (e i,k y r − θ(α i , −β)y r e i,k )u r,s x s = 0. {x s } s was chosen to be a basis, so e i,k r y r u r,s = θ(α i , −β) r y r e i,k u r,s for all i ∈ I and s.
Let v λ ∈ V q (λ) denote the highest weight vector. Set v = r χ λ (u r,s )y r v λ . Then e i,k v = θ(α i , −β) r y r e i,k u r,s v λ = 0 for all i ∈ I, so the irreducibility of V q (λ) says v = 0. Choosing an appropriate λ ∈ P + , we may use Lemma 3.2 and say r χ λ (u r,s )y r = 0. Again, {y r } r was a basis, so χ λ (u r,s ) = 0 for all r, s. By choosing a suitable set of λ, we may show u r,s = 0 for all r, s and we have z β = 0. This contradicts the choice of z β .
We now try to close in on the image of ξ.
We denote by z J the center of the algebra U J and by ξ J : z J −→ U 0 the Harish-Chandra homomorphism for U J . Let U + J (respectively, U − J ) be the subalgebra of U J generated by e i,k (respectively f i,k ) with (i, k) ∈ J, and set
The following may be proved as in [15] .
Define U 0 r = h C(q)q h , where the direct sum is over all h ∈ P ∨ satisfying,
odd and a i,i = 0.
q (λ) be the highest weight vector. Then, zv λ = χ λ+ρ (ξ(z))v λ . Since z commutes with every element of U , z acts as χ λ+ρ (ξ(z)) on every element of M q (λ). Now, fix i ∈ I such that a i,i = 0. We may calculate
So that, for each λ ∈ P satisfying n(λ) := 2 ai,i λ(h i ) ∈ Z ≥0 , we can check that f n(λ)+1 i,k v λ is a highest weight vector. Its weight is
The argument at the beginning of this proof applies to any highest weight vector and we have,
the above may now be written as
By choosing a suitable set of λ, we may show ξ(z) = r i ξ(z).
n=0 z nαi and y = z − x. Then z = x + y with x ∈ U {(i,1)} and y ∈ R {(i,1)} . Looking at 0 = e i,k z − ze i,k = (e i,k x − xe i,k ) + (e i,k y − ye i,k ) with Lemma 5.2 in mind, we see that x ∈ z {(i,1)} . By the results of Section 6.1, all of which may be obtained by direct calculation, we have,
The result follows.
(c) For z ∈ z, write z = x + y with x ∈ U J and y ∈ R J . As in the proof for (b), we may show x ∈ z J . So we have, ξ(z) = ξ(x) + ξ(y) = ξ(x) = ξ J (x) ∈ Im(ξ J ).
6. The Center of U q (g) 6.1. Rank 1. In this section, we list the center for the case when the index set is of size 1. All results may be obtained by direct calculation using induction after choosing a suitable basis of
Finite type.
In this section, we give a structure theorem for the center of U q (g) when the Borcherds-Cartan matrix is of finite type. We take the BorcherdsCartan matrix to be of finite type throughout this section. To simplify arguments, we redefine
for this section. Notice that the bilinear form ( | ) is still nondegenerate on the redefined h. The irreducible highest weight module has a natural grading.
Define a map η ∈ End(V q (λ)) by setting η(v) = θ(α, α)v for v ∈ V q (λ) λ−α . When the Borcherds-Cartan matrix A is of finite type, it is known( [12] ) that the irreducible highest weight module V (λ) over g(A) is finite dimensional for λ ∈ P + . Since the
is also of finite dimension when λ ∈ P + . So we may define the supertrace for x ∈ U q (g) acting on V q (λ) by
For homogeneous elements x, y ∈ U , we can easily check str(xy) = θ(x, y) str(yx). Proof. Let u ∈ z. Then, u ∈ U 0 and
So u ∈ U 0 and we have,
This shows e i,k u = ue i,k . We may similarly show f i,k u = uf i,k and hence u ∈ z.
Let ν : h → h * denote the isomorphism given by the nondegenerate symmetric bilinear form ( | ). Define
Recall the map ζ : U −→ U * defined in (4.31).
Lemma 6.3. For λ ∈ P + , f λ ∈ Im(ζ) if and only if λ ∈ 1 2 Q. Proof. From Proposition 4.8, we see that the image of ζ is the restricted dual of U q (g). So
Im(ζ) = (
The finite dimensionality of V q (λ) allows us to shows f λ ∈ Im(ζ) if and only if λ ∈ 1 2 Q.
The next proposition gives elements of the center.
Proof. Recall from the theory of finite dimensional simple Lie algebras, that ρ may be written as a half sum of positive roots. Since the simple roots for the super case is identical to the non-super case, we have 2ρ ∈ Q + in either case. Hence, in the notation given on page 4, K 2ρ is a well-defined element of U 0 . Using the fact that K −1 2ρ xK 2ρ = S 2 (x) for any x ∈ U and using the property of supertrace given by (6.2), we have for any u ∈ U ,
Thus f λ · x = ε(x)f λ . Recall from Proposition 4.8 that ζ is injective, and notice
We finally show that the above elements generate the whole center. 
where the right vertical arrow is the restriction map and the lower horizontal arrow is given by K µ → χ −µ/2 . Now, as maps on U 0 ,
This shows,
for λ ∈ P + ∩ 1 2 Q. Define P to be the set of elements µ ∈ h * such that µ(h i ) ∈ Z if i ∈ I is even and µ(h i ) ∈ 2Z if i ∈ I is odd. Notice P + ⊂ P . We can now write
Action of the Weyl groups W and W defined on h and h * are compatible with the isomorphism ν. By Proposition 6.4, it suffices to show that the elements ξ(z λ ) with
Setμ = w∈W K −wµ for any µ ∈ Q. We know that the elementsμ with
Let us use induction to show that each of them belong to Im(ξ). The element0 ∈ U 0 r is given by ξ(z λ ) with λ = 0. Choose any λ ∈ 2P + ∩ Q. Then, . Since all µ λ, induction hypothesis show that eachμ belong to Im(ξ). Henceλ ∈ Im(ξ) and the induction step is complete.
6.3. Other Cases. Let 2 i , 0 i , and ⊖ i denote the fact that a i,i is respectively, 2, 0, and negative. We will sometimes add a ± to these to reflect the sign of θ i,i . So, for example, 2 − i implies that i is an odd real index. For i, j ∈ I, let us say ⊙ i is connected directly to ⊙ j if a i,j = 0, where ⊙ can be any one of 2, 0, or ⊖. Here are some results for the case when |J| = 2. 
, where the sum is over all β ∈ Z ≥0 α i ⊕ Z ≥0 α j . Let α be maximal among those β ∈ Z ≥0 α i ⊕ Z ≥0 α j for which z β is nonzero and suppose α = 0. Let {x µ } and {y λ } be any bases of (U + J ) α and (U − J ) −α respectively. We can now write
Recall Lemma 4.4 and notice
This shows that the only part of e i,k z −ze i,k belonging to the direct sum component U
Hence, for each h ∈ P ∨ and λ,
and the same statement with i replaced by j also holds. Now, e 2 j,1 = 0 is the only relation in U + J for the case we are considering, so we may take an explicit set of monomials in e i,1 and e j,1 for the basis of U + α and using these, we can show that the two equations cannot be simultaneously true. 
Proof. LetJ = {i ∈ I | (i, k) ∈ J for some k}. For i ∈ I, set
We then have z ∩ U 0 = ∩ i∈I T i and similarly, z J ∩ U 0 = ∩ i∈J T i . It suffices to show Im(ξ) ⊂ ∩ i∈I T i .
We We now show that if a j,j = 0 and a i,j = 0, then
We must have r j c = c ∈ T i , so if c h = 0, then α i (h) = 0 and α i (r j h) = 0. But α i (r j h) = − 2 aj,j a j,i α j (h) so α j (h) = 0. We have c ∈ T j as wanted.
Fix any j ∈ I − (J ∪ {i | a i,i = 0}). By the indecomposability of A, there exists a finite sequence i = i 0 , i 1 , · · · , i n = j such that i ∈J ∪ {i | a i,i = 0}, i k ∈J ∪ {i | a i,i = 0} for k ≥ 1, and a i k ,i k+1 = 0 for all k. What we have found above allows us to recursively show Im(ξ) ⊂ T i k and in particular, Im(ξ) ⊂ T j . Proposition 6.8. Suppose there exists some finite J ⊂ I such that for every j ∈ J, a j,j = 2 and for which the corresponding submatrix A J = (a i,j ) i,j∈J is indecomposable and not of finite type. Then, z J ⊂ U 0 .
Proof. By [13, Proposition 4.9], we have
We may use Proposition 6.7 if we can show z J ′ ⊂ U 0 . Hence it suffices to show that if h ∈ P ∨ , |W J ′ (h)| ∞, then α i (h) = 0, for all i ∈ J ′ . Give partial order to h by setting h 1 ≥ h 2 if and only if
Proposition 6.9. Let A be indecomposable, not of finite type, and a i,i = 2 for all i ∈ I. Then, z ⊂ U 0 .
Proof. Suppose there exists some finite indecomposable submatrix which is not of finite type. Then we may use Proposition 6.7 and Proposition 6.8 to obtain the result. If, to the contrary, every finite submatrix of A is of finite type, it must be one of the following types :
In all cases, with I naturally ordered, the matrix satisfies the following condition. For each i ∈ I, there exists some j > i such that a i,j = 0, and a i,k = 0 for k > j.
We may assume that only finitely many j ∈ I satisfy α j (h) = 0. Let k ∈ I be the maximal of those so that α j (h) = 0 for all j > k and α k (h) = 0. Set i 0 = k, and using property (6.3), recursively choose i n so that i n+1 > i n and a in,in+1 = 0. Put h 0 = h and h n+1 = r in h n . Then, h n cannot form a closed orbit and
We can now collect all results and state : 
The Universal R-matrix
In this section, we find the universal R-matrix for the quantum group U q (g). A Hopf superalgebra (a colored Hopf algebra) H together with an element R ∈ H ⊗ H is called a quasi-triangular Hopf superalgebra if it satisfies:
(a) R is invertible,
, where ∆ ′ = P • ∆ with P a colored twisting map, and where R ij is an element of H ⊗ H ⊗ H such that the i'th and j'th components are given by R and the remaining component is 1. The element R is called the universal R-matrix. It satisfies the Yang-Baxter equation
A Hopf superalgebra H together with an element C ∈ H ⊗ H and an algebra homomorphism Φ :
Under some conditions, it is possible to show that a pre-triangular Hopf superalgebra becomes a quasi-triangular Hopf superalgebra.
We set U +,β = γ∈Q + ,γ β U + γ for each β ∈ Q + and define the completion U of U by:
There is a natural embedding of U in U and there is a natural algebra structure on U which extends that of U under this embedding.
The completion of U ⊗n is similarly defined. We will write U⊗ U for the completion of U ⊗ U .
Define an algebra automorphism Φ :
It can be shown that Φ naturally extends to an algebra automorphism of U⊗ U .
We denote by
Proof. Here we show the proof for (a) only. Other cases may be proved in a similar spirit. The case β = 0 is trivial. So assume β ∈ Q + \{0}. The left hand side is contained in U + β ⊗ U , so by Theorem 4.6 it suffices to show that the application of (·|w) ⊗ 1 is zero for all w ∈ U − −β . We may write Hence the left hand side is zero when β = 0. Then CC ′ = C ′ C = 1.
Proof.
We may now apply Lemma 7.2. The other part is done similarly. 
The second case is done similarly.
The Propositions tell us that U is almost a pre-triangular Hopf superalgebra.
Theorem 7.6. The statements (P1) and (P2) hold in U⊗ U and the relations (P3)-(P6) hold in U⊗ U⊗ U.
A weight module is P -weighted if all its weights belong to P . Notice (P |P ) ⊂ Z. This allows us to define Z ∈ End(V ⊗ W ) for any P -weighted U q (g)-modules V and W by setting, Z(v ⊗ w) = q (wt(v)|wt(w)) v ⊗ w (7.12) on homogeneous elements and extending by linearity. The map Z is certainly invertible. There is a natural action of U ⊗ U on V ⊗ W and as endomorphisms on V ⊗ W , Φ(a ⊗ b) = Z • (a ⊗ b) • Z −1 (7.13) for every a ⊗ b ∈ U ⊗ U .
Set R = Z −1 C. Then we finally have:
Theorem 7.7. Let V i (i = 1, 2, 3) be P -weighted U q (g)-modules. As endomorphisms on V 1 ⊗ V 2 ⊗ V 3 , when it can be defined, R satisfies the Yang-Baxter equation (7.1).
Proof. From (P5) and equation (7.13), we have
23 C 23 = (∆ ⊗ 1)(C) (7.14)
23 (∆ ⊗ 1)(C) (7.15) Applying P ⊗ 1 to both sides of (P5) and working as above, we get Putting things together, we have the result.
