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Shape of Alexandrov spaces
with positive Ricci curvature
Zisheng Hu Le Yin
Abstract: Under the definition of Ricci curvature bounded below for Alexan-
drov spaces introduced by Zhang-Zhu, we extend a result by Colding that an
n−dimensional manifold with Ricci curvature greater or equal to n− 1 and vol-
ume close to that of the unit n−sphere is close (in the Gromov-Hausdorff distance)
to the sphere, from the case of Riemannian manifolds to the case of Alexandrov
spaces, with an additional assumption, roughly speaking, that the rough volume
of the set of ”short” cut points is small, following the basic idea in the Rieman-
nian case with necessary modifications because of the only almost everywhere
second differentiability of distance functions.
1 Introduction
Let ωn be the volume of the round n−sphere Sn with sectional curvature one, in [C],
Colding shows the following
Theorem 1.1 [C] Given an integer n ≥ 2 and an ǫ > 0, there exists a δ(n, ǫ) > 0 such that
if Mn is an n−dimentional manifold with Ric(M) ≥ n − 1 and V ol(M) ≥ ωn − δ, then the
Gromov-Hausdorff distance between M and Sn is at most ǫ.
As the concepts of curvature in Riemannian geometry have been generalized to singular
spaces, it would be interesting to extend the above result to the case of singular spaces.
Below we briefly recall the generalizations of lower bound of sectional curvature and
Ricci curvature in Riemannian geometry. As for sectional curvature, the generalization is
Alexandrov spaces with curvature bounded below, see the seminal paper [BGP] and the
10th chapter in the text book [BBI]; As for Ricci curvature, there are several notions to
generalize lower Ricci curvature bound to metric measure spaces, such as Lott-Sturm-Villani’s
curvature-dimension condition CD(k, n) [LV, S1, S2], Ohta-Sturm’s MCP condition[O, S2]
and Ambrosio-Gigli-Savare´’s Riemannian curvature dimension condition RCD(k, n) [AGS,
EKS].
In this paper, we are concerned with lower Ricci curvature bound for Alexandrov spaces
as a particular case of metric measure spaces. In [KS1, KS2], Kuwae-Shioya introduced
an infinitesimal Bishop-Gromov condition BG(k) for Alexandrov spaces, and established a
topological version of Cheeger-Gromoll splitting theorem on Alexandrov spaces under BG(k);
In [ZZ1], Zhang-Zhu introduced a definition of Ricci curvature bounded below for Alexandrov
spaces based on Petrunin’s second variation of arc length [Pet1], they showed that the new
definition implies the curvature-dimension condition and there hold Cheeger-Gromoll splitting
theorem (see also [G] on general metric measure spaces) and maximal diameter theorem on
1
2Alexandrov spaces under this Ricci condition. Furthermore, they established a Bochner type
formula on Alexandrov spaces and many important results under this Ricci condition, see
[ZZ2, ZZ3, QZZ, ZZ4].
See [ZZ2] for a detailed discussion of the relations among various generalizations of Ricci
curvature on Alexandrov spaces.
To state the main result, denote
M — an n−dimensional Alexandrov space with curvature bounded below by some k0(< 0)
and without boundary;
C
p,θˆ
— the set of points x ∈ M such that minimal geodesic px can not be extended
beyond x and |px| ≤ π − θˆ, for any p ∈M , θˆ → 0+;
βX(a) — the largest possible number of points xi ∈ X that are at least a pairwise distant
from each other, for any metric space X and a > 0;
V rd(X) := lim supa→0+ adβX(a) — the rough d−dimensional volume of a bounded set X
in a metric space, for any d ≥ 0.
Under the definition of Ricci curvature bounded below for Alexandrov spaces introduced
by Zhang-Zhu, we extend Theorem 1.1 to the case of Alexandrov spaces with an additional
assumption.
Theorem 1.2 Given an ǫ > 0, an integer n ≥ 2, a non-increasing natural number val-
ued function N (∗), and a positive function Φ0(⋆; ∗, n) depending on ⋆ and parameters ∗, n
with lim⋆→0+ Φ0(⋆; ∗, n) = 0, there exists a δ = δ(ǫ, n,N ,Φ0) > 0 such that if M is an
n−dimensional Alexandrov space with Ric(M) ≥ n − 1 and V ol(M) ≥ ωn − δ, and in addi-
tion,
(A) βC
p,θˆ
(a) ≤ N (θˆ)
an−2
+
Φ0[ωn − V ol(M); θˆ, n]
an−1
, for any p ∈M, θˆ, a→ 0+,
then the Gromov-Hausdorff distance between M and Sn is at most ǫ.
About the additional assumption (A) Roughly speaking, the assumption (A) says that
the n−1 dimensional rough volume of the set of ”short” cut points is small; it is proposed to
obtain Lemma 5.1 and make the proof of Lemma 5.5 go through; while the assumption (A)
seems reasonable by Lemma 4.3(ii) which says that the n− 1 dimensional Hausdorff volume
of the set of directions of ”short” cut points is small, we do not know whether Lemma 5.1
and 5.5 could be deduced directly from Lemma 4.3(ii).
About the proof The proof follows the basic idea in the Riemannian case with necessary
modifications because of the only almost everywhere second differentiability of distance func-
tions. More precisely, for the case of Riemannian manifolds, two key lemmas among others
in the proof of Theorem 1.1 are an L2−version of Toponogov triangle comparison theorem
for positive Ricci curvature (see Lemma 1.4 and 1.15 of [C]) which is deduced from Bochner’s
formula and a smooth approximation, and a ”predictability” lemma (see Lemma 2.10 of [C])
based on the L2−version of Toponogov triangle comparison; for the case of Alexandrov spaces,
because of the lack of smoothness, to obtain some kind of L2−version of Toponogov triangle
comparison for positive Ricci curvature, we show an inequality of Riccati type for distance
function and its solution along geodesics from some fixed point p, and integrate this Riccati
inequality outside the cut locus of p, and thus obtain an L2−version of Toponogov triangle
comparison outside the cut locus of p, then, to obtain a similar ”predictability” lemma based
3on this Toponogov triangle comparison, we have to bypass the cut locus of p and thus the
additional assumption (A) is proposed; after having extended the two key lemmas from the
case of Riemannian manifolds to the case of Alexandrov spaces, the rest of the proof is the
same as in the Riemannian case.
Acknowledgements We would like to thank Professors Xi-Ping Zhu and Hui-Chun Zhang
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2 Preliminaries
In this section, we recall basic concepts and some facts about Alexandrov spaces (see
[BBI, BGP, PP, Pet2] for details), and the Hessian and Laplacian for the distance function
and the lower Ricci curvature bound for Alexandrov spaces introduced by Zhang-Zhu [ZZ1,
ZZ2].
A complete metric space (X, | · ·|) is called to be a geodesic space if for any two points
p, q ∈ X, the distance |pq| is realized as the length of a rectifiable curve connecting p and q.
Such distance-realizing curves, parameterized by arc-length, are called (minimal) geodesics.
Roughly speaking, given k ∈ R, a geodesic space X is called to be an Alexandrov space
with curvature bounded from below by k locally (for short, we say X to be an Alexandrov
space), if all sufficiently small triangles in X are not thinner than the corresponding k−plane
triangles. See [BBI, BGP, PP] for several equivalent definitions of Alexandrov spaces, here
we recall the one from [PP]:
Let φ be a continuous function on (a, b), t ∈ (a, b). φ′′(t) ≤ B means φ(t + τ) ≤ φ(t) +
Aτ+Bτ2/2+o(τ2) for some A ∈ R. If ν is another continuous function on (a, b), then φ′′ ≤ ν
means φ′′(t) ≤ ν(t) for all t ∈ (a, b). Similarly, one can define φ′′(t) ≥ B and φ′′ ≥ ν;
X is called an Alexandrov space with curvature bounded from below by k (k ∈ R) if for
any geodesic σ : [0, l] → X and x not belonging to σ[0, l], φ := ρk ◦ distx ◦ σ satisfies the
differential inequality
φ′′ ≤ 1− kφ,
where
ρk(ς) :=


1/k[1 − cos(ς√k)], if k > 0,
x2/2, if k = 0,
1/k[1 − cosh(ς√−k)], if k < 0.
Below denote
M —be an n−dimensional Alexandrov space with curvature bounded below by k0(k0 < 0)
and without boundary,
↑yx — the direction at x of a minimal geodesic from x to y,
⇑yx — the set of directions at x of minimal geodesics from x to y,
Σx — the space of directions at a point x ∈M ,
Tx — the tangent cone at x,
σξ(s) := expx(sξ)(s ≥ 0) — some (quasi-)geodesic from x in a direction ξ ∈ Σx.
Fixing a point p ∈M , let
γ : [0, l]→M be a geodesic with γ(0) = p and 0 < l ≤ π,
f := distp = |p · |, f˜ := cos f,
4and dxf be the differential of f at a point x ∈ M \ {p}. By [BBI,4.5.7; BGP,11.4; OS,3.5],
the first variation formula for distance function still holds, that is, for any ξ ∈ Σx,
dxf(ξ) = − cos | ⇑px, ξ|.
The lower and upper Hessian of f at x are defined respectively by
Hessxf(ξ) := lim inf
s→0
f(expx(sξ))− f(expx(0))− dxf(ξ) · s
s2/2
, for any ξ ∈ Σx,
Hessxf(ξ) := lim sup
s→0
f(expx(sξ))− f(expx(0)) − dxf(ξ) · s
s2/2
, for any ξ ∈ Σx,
and Hessεxf , Hess
ε
xf are defined by replacing lim infs→0, lim sups→0 with lim infεj→0,
lim supεj→0, respectively, for a sequence ε := {εj}∞j=1 with εj → 0.
By the lower Alexandrov curvature bound k0(k0 < 0) of M ,
Hessxf(ξ) ≤ Hessxf(ξ) ≤
√−k0 cosh(
√−k0|px|)
sinh(
√−k0|px|)
.
Furthermore, by the triangle inequality,
Lemma 2.1 [ZZ1, (3.1, 3.2)] (i) For any other geodesic σ : [l1, l2] → M with σ[l1, l2] ∩
γ[0, l] ∋ σ(s0) = γ(t0) for some s0 ∈ [l1, l2] and t0 ∈ (0, l),
−
√−k0 cosh[
√−k0(l − t0)]
sinh[
√−k0(l − t0)]
≤ (f ◦ σ)′′(s0) ≤
√−k0 cosh(
√−k0t0)
sinh(
√−k0t0)
;
(ii) for any t ∈ (0, l) and ξ ∈ Σγ(t),
−
√−k0 cosh[
√−k0(l − t)]
sinh[
√−k0(l − t)]
≤ Hessγ(t)f(ξ) ≤ Hessγ(t)f(ξ) ≤
√−k0 cosh(
√−k0t)
sinh(
√−k0t)
.
Remark 1 Lemma 2.1 (i) and (ii) are the same essentially, we write down different formu-
lations for convenience.
By [BGP, 10.6], for almost all x ∈ M , the tangent cone Tx is isometric to Euclidean
n−space Rn. And according to [Per3], given a semiconcave function ψ : M → R, for almost
all x ∈M , there is a bilinear form Hessxψ on Tx such that
ψ(y) = ψ(x) + dxψ(↑yx) · |xy|+
1
2
Hessxψ(↑yx, ↑yx) · |xy|2 + o(|xy|2)
for any ↑yx∈ Σx, moreover, Hessxψ can be calculated using standard formulas, hereafter, such
an x is called a regular point of ψ.
Remark 2 If γ(t)(0 ≤ t ≤ l) is a regular point of f and f˜ , since Hessγ(t)f and Hessγ(t)f˜
can be calculated using standard formulas, γ′(t) ∈ Σγ(t) is a eigenvector of Hessγ(t)f with
the eigenvalue 0, and correspondingly, γ′(t) ∈ Σγ(t) is a eigenvector of Hessγ(t)f˜ with the
eigenvalue − cos t.
5According to [BGP, Section 7], the tangent cone Tγ(t) at an interior point γ(t)(0 < t < l)
of γ can be split into a direct metric product, denote
Lγ(t) = {η ∈ Tγ(t)|6 (η, γ+(t)) = 6 (η, γ−(t)) = π/2},
Λγ(t) = {η ∈ Σγ(t)|6 (η, γ+(t)) = 6 (η, γ−(t)) = π/2}.
The lower and upper Laplacian of f , lower and upper semi-Laplacian of f˜ at γ(t)(0 <
t < l) are defined respectively by
△
γ(t)
f := (n− 1) ·
∮
Λγ(t)
Hessγ(t)f(η), △γ(t)f := (n− 1) ·
∮
Λγ(t)
Hessγ(t)f(η),
♦
γ(t)f˜ := (n− 1) ·
∮
Λγ(t)
Hessγ(t)f˜(η), ♦γ(t)f˜ := (n− 1) ·
∮
Λγ(t)
Hessγ(t)f˜(η),
and △ε
γ(t)
f , △εγ(t)f are defined by replacing Hessγ(t)f , Hessγ(t)f with Hessεγ(t)f , Hess
ε
γ(t)f ,
respectively, for a sequence ε := {εj}∞j=1 with εj → 0.
If γ(t)(0 < t < l) is a regular point of f and f˜ , the Laplacian of f , semi-Laplacian and
Laplacian of f˜ at γ(t)(0 < t < l) are defined respectively by
△γ(t)f := (n− 1) ·
∮
Λγ(t)
Hessγ(t)f(η),
♦γ(t)f˜ := (n− 1) ·
∮
Λγ(t)
Hessγ(t)f˜(η), △γ(t)f˜ := n ·
∮
Σγ(t)
Hessγ(t)f˜(ξ).
where
∮
⋄ • := 1vol(⋄)
∫
⋄ •.
Lemma 2.2 (i) For any other geodesic σ : [l1, l2]→M with σ[l1, l2]∩ γ[0, l] ∋ σ(s0) = γ(t0)
for some s0 ∈ [l1, l2] and t0 ∈ (0, l),
−
√−k0 cosh(
√−k0t0)
sinh(
√−k0t0)
− 1 ≤ (f˜ ◦ σ)′′(s0) ≤
√−k0 cosh[
√−k0(l − t0)]
sinh[
√−k0(l − t0)]
+ 1;
(ii) For any t ∈ (0, l) and η ∈ Λγ(t),
Hessγ(t)f˜(η) = − sin t ·Hessγ(t)f(η), Hessγ(t)f˜(η) = − sin t ·Hessγ(t)f(η),
♦
γ(t)f˜ = − sin t · △γ(t)f, ♦γ(t)f˜ = − sin t · △γ(t)f.
Proof. For simplification, let Lemma 2.1 (i) reads that c1 ≤ (f ◦ σ)′′(s0) ≤ c2 with −∞ <
c1 < 0 < c2 < +∞, that is, there exist a1, a2 ∈ R such that
a1(s− s0) + 12c1(s− s0)2 + o((s− s0)2) ≤ (f ◦ σ)(s)− (f ◦ σ)(s0)
≤ a2(s− s0) + 12c2(s− s0)2 + o((s− s0)2),
by the first variation formula for the distance function, dσ(s0)f(σ
±(s0)) exist, thus
a1 ≥ −dσ(s0)f(σ−(s0)) ≥ a2 ≥ dσ(s0)f(σ+(s0)) ≥ a1,
6and f ◦ σ is differentiable at s0, (f ◦ σ)′(s0) = −dσ(s0)f(σ−(s0)) = dσ(s0)f(σ+(s0)), and
cos(f ◦ σ)(s) = cos(f ◦ σ)(s0)− sin(f ◦ σ)(s0) · [(f ◦ σ)(s)− (f ◦ σ)(s0)]
+12 [− cos(f ◦ σ)(s0)] · [(f ◦ σ)′(s0)]2 · (s − s0)2 + o((s − s0)2),
note that 0 < (f ◦ σ)(s0) < π and |(f ◦ σ)′(s0)| ≤ 1, then,
− sin(f ◦ σ)(s0) · (f ◦ σ)′(s0) · (s − s0) + 12(−c2 − 1) · (s− s0)2 + o((s− s0)2)
≤ cos(f ◦ σ)(s)− cos(f ◦ σ)(s0)
≤ − sin(f ◦ σ)(s0) · (f ◦ σ)′(s0) · (s − s0) + 12(−c1 + 1) · (s− s0)2 + o((s− s0)2),
that is, −c2 − 1 ≤ (f˜ ◦ σ)′′(s0) ≤ −c1 + 1, (i) is obtained.
Note that by the first variation formula, dγ(t)f(η) = 0 for any t ∈ (0, l) and η ∈ Λγ(t),
then, by Lemma 2.1 (ii), the proof of (ii) is similar to and easier than that of (i).
In [Pet1], Petrunin proved the following second variation formula of arc-length, based on
which, Zhang-Zhu [ZZ1] introduced a new definition of Ricci curvature bounded below for
Alexandrov spaces.
Proposition 2.3 [Pet1] Given a geodesic γ ⊂ M , any two points q1, q2 ∈ γ,which are not
end points, and any positive number sequence {ε˜j}∞j=1 with ε˜j → 0, there exists a subsequence
{εj} ⊂ {ε˜j} and an isometry T : Lq1 → Lq2 such that
| expq1(εju), expq2(εjTv)| ≤ |q1q2|+
|uv|2
2|q1q2| · ε
2
j
−k0 · |q1q2|
6
· (|u|2 + |v|2+ < u, v >) · ε2j + o(ε2j )
for any u, v ∈ Lq1 .
Note also that for a 2−dimensional Alexandrov space, Cao-Dai-Mei [CDM] improved the
second variation formula such that the above inequality holds for all {εj}∞j=1 with εj → 0.
Definition 2.4 [ZZ2, Definition 2.5] (Condition (RC)) Let α : [−s, s] → M be a
geodesic and {gα(t)}−s<t<s be a family of functions on Λα(t) such that gα(t) is continuous on
Λα(t) for each t ∈ (−s, s). The family {gα(t)}−s<t<s is said to satisfy Condition (RC) on α if
for any two points q1, q2 ∈ α and any sequence {ε˜j}∞j=1 with ε˜j → 0, there exists an isometry
T : Lq1 → Lq2 and a subsequence {εj} ⊂ {ε˜j} such that
| expq1(εj l1η), expq2(εj l2Tη)| ≤ |q1q2|+
(l1 − l2)2
2|q1q2| · ε
2
j
−gq1(η) · |q1q2|
6
· [(l1)2 + l1 · l2 + (l2)2] · ε2j + o(ε2j )
for any l1, l2 ≥ 0 and any η ∈ Λq1 .
7Definition 2.5 [ZZ2, Definition 2.6] Let γ : [0, l] → M be a geodesic, M is said to have
Ricci curvature bounded below by K along γ, if for any ǫ > 0 and any 0 < t0 < l, there exists
τ = τ(t0, ǫ) > 0 and a family of continuous functions {gγ(t)}t0−τ<t<t0+τ on Λγ(t) such that
the family satisfies Condition (RC) on γ|(t0−τ,t0+τ) and
(n− 1) ·
∮
Λγ(t)
gγ(t)(η) ≥ K − ǫ, ∀t ∈ (t0 − τ, t0 + τ);
M is said to have Ricci curvature bounded below by K, denoted by Ric(M) ≥ K, if each point
x ∈ M has a neighborhood Ux such that M has Ricci curvature bounded below by K along
every geodesic γ in Ux.
Lemma 2.6 [ZZ1, Section 5, Para.3] For an n-dimensional Alexandrov space M with
Ric(M) ≥ n − 1 and without boundary, the curvature-dimension condition CD(n, n − 1)
holds and diam(M) ≤ π.
The following lemma is a discrete version of the propagation equation of the Hessian of
f along the geodesic.
Lemma 2.7 (see also [ZZ1, Lemma 3.2]) Let γ : [0, l] → M be a geodesic with γ(0) =
p, 0 < t0 − τ < t1 < t0 < t2 < t0 + τ < l with that f is regular at γ(t1) and γ(t2),
and {gγ(t)}t0−τ<t<t0+τ be a family of continuous functions on Λγ(t) which satisfies Condition
(RC) on γ|(t0−τ,t0+τ), then for any sequence {ε˜j}∞j=1 with ε˜j → 0, there exists isometries
T1 : Λγ(t0) → Λγ(t1) and T2 : Λγ(t0) → Λγ(t2), and a subsequence ε := {εj} ⊂ {ε˜j}, such that
(i) Hessγ(t1)f(T1η) ≥ l2 ·Hess
ε
γ(t0)f(η)−
(l − 1)2
t0 − t1 +
l2 + l + 1
3
· (t0 − t1) · gγ(t0)(η),
and (ii) Hessγ(t2)f(T2η) ≤ l2 ·Hessεγ(t0)f(η) +
(l − 1)2
t2 − t0 −
l2 + l + 1
3
· (t2 − t0) · gγ(t0)(η)
for any η ∈ Λγ(t0) and any l > 0.
Proof. The proof is a modification of that of [ZZ1, Lemma 3.2].
By the definition of Condition (RC), for the points γ(t0), γ(t1) and the sequence {ε˜j}∞j=1,
there exists an isometry T1 : Λγ(t0) → Λγ(t1) and a subsequence ε1 := {ε1j} ⊂ {ε˜j}, such that
the associated inequality holds; Once again, for the points γ(t0), γ(t2) and the sequence ε
1 :=
{ε1j}∞j=1, there exists an isometry T2 : Λγ(t0) → Λγ(t2) and a subsequence ε := {εj} ⊂ {ε1j},
such that the associated inequality holds.
For any η ∈ Λγ(t0), dγ(t0)f(η) = 0, choose a subsequence {ε′j}∞j=1 ⊂ {εj}∞j=1 such that
Hess
ε
γ(t0)f(η) = lim
ε′
j
→0
f(expγ(t0)(ε
′
jη)) − f(γ(t0))
(ε′j)2/2
,
8then for any l > 0, let εˆj :=
ε′
j
l
, since f is regular at γ(t1),
f(expγ(t0)(lεˆjη))− f(expγ(t1)(εˆjT1η))
= [f(γ(t0)) +
(lεˆj)2
2 ·Hess
ε
γ(t0)f(η) + o((εˆj)
2)]
−[f(γ(t1)) + (εˆj)
2
2 ·Hessγ(t1)f(T1η) + o((εˆj)2)]
= t0 − t1 + (εˆj)
2
2 · [l2 ·Hess
ε
γ(t0)f(η)−Hessγ(t1)f(T1η)] + o((εˆj)2),
on the other hand, by the inequality associated with Condition (RC),
f(expγ(t0)(lεˆjη)) − f(expγ(t1)(εˆjT1η)) ≤ | expγ(t0)(lεˆjη), expγ(t1)(εˆjT1η)|
= t0 − t1 + (l−1)
2
2(t0−t1) · (εˆj)2 −
gγ(t0)(η)·(t0−t1)
6 · (l2 + l + 1) · (εˆj)2 + o((εˆj)2),
combining the above estimates and letting εˆj → 0+, (i) is obtained.
Similarly, for any η ∈ Λγ(t0), choose a subsequence {ε′′j }∞j=1 ⊂ {εj}∞j=1 such that
Hessεγ(t0)f(η) = limε′′
j
→0
f(expγ(t0)(ε
′′
j η)) − f(γ(t0))
(ε′′j )2/2
,
then for any l > 0, let εˇj :=
ε′′j
l
, since f is regular at γ(t2),
f(expγ(t2)(εˇjT2η)) − f(expγ(t0)(lεˇjη))
= [f(γ(t2)) +
(εˇj)
2
2 ·Hessγ(t2)f(T2η) + o((εˇj)2)]
−[f(γ(t0)) + (lεˇj)
2
2 ·Hessεγ(t0)f(η) + o((εˇj)2)]
= t2 − t0 + (εˇj)
2
2 · [Hessγ(t2)f(T2η)− l2Hessεγ(t0)f(η)] + o((εˇj)2),
on the other hand, by the inequality associated with Condition (RC),
f(expγ(t2)(εˇjT2η))− f(expγ(t0)(lεˇjη)) ≤ | expγ(t2)(εˇjT2η), expγ(t0)(lεˇjη)|
= t2 − t0 + (l−1)
2
2(t2−t0) · (εˇj)2 −
gγ(t0)(η)·(t2−t0)
6 · (l2 + l + 1) · (εˇj)2 + o((εˇj)2),
combining the above estimates and letting εˇj → 0+, (ii) is obtained.
3 An inequality of Riccati type
Convention In this section, let γ : [0, l] → M be a geodesic with γ(0) = p and 0 < l ≤ π
such that f is regular almost everywhere on γ, and
I := (0, l), D := {t ∈ I|f is regular at γ(t)},
and M has Ricci curvature bounded below by n− 1.
9Lemma 3.1 (see also [Pet3, Prop.2.2; ZZ1, Prop.A.4]) (i) △γ(t)f is decreasing for
t ∈ D, that is, for any t1, t2 ∈ D with t1 < t2,
△γ(t1)f > △γ(t2)f ;
(ii) for any t0 ∈ D,
lim supD∋t→t0
△γ(t)f−△γ(t0)f
t−t0 ≤ −(n− 1)− (n− 1) ·
∮
Λγ(t0)
(Hessγ(t0)f(η))
2
≤ −(n− 1)− (△γ(t0)f)
2
n−1 .
Proof. First to show that, for any ǫ > 0, any sequence {ε˜j}∞j=1 with ε˜j → 0+, and any t0 ∈ I,
there exists τ := τ(t0, ǫ) > 0 such that the following holds: for any t1 ∈ (t0 − τ, t0) ∩D and
t2 ∈ (t0, t0 + τ) ∩D, there exists a subsequence ε := {εj} ⊂ {ε˜j} such that
(a)
△γ(t1)f−△
ε
γ(t0)
f
t1−t0 ≤ −(n− 1)− n−1Hn−2(Λγ(t0)) ·
∫
Λγ(t0)
(Hess
ε
γ(t0)f(η))
2 + ǫ
≤ −(n− 1)− (△
ε
γ(t0)
f)2
n−1 + ǫ,
and (b)
△γ(t2)f−△εγ(t0)f
t2−t0 ≤ −(n− 1)− n−1Hn−2(Λγ(t0)) ·
∫
Λγ(t0)
(Hessεγ(t0)f(η))
2 + ǫ
≤ −(n− 1)− (△
ε
γ(t0)
f)2
n−1 + ǫ,
then (i), (ii) are deduced from (a) and (b).
Proof of (a) and (b): by the definition of Ricci curvature bounded below by n − 1, for
any ǫ > 0 and any t0 ∈ I, there exists τ˜ = τ˜(t0, ǫ) > 0 and a family of continuous functions
{gγ(t)}t0−τ˜<t<t0+τ˜ on Λγ(t) such that the family satisfies Condition (RC) on γ|(t0−τ˜ ,t0+τ˜) and
(n− 1) ·
∮
Λγ(t)
gγ(t)(η) ≥ (n− 1)−
ǫ
2
, ∀t ∈ (t0 − τ˜ , t0 + τ˜).
By Lemma 2.7, for any sequence {ε˜j}∞j=1 with ε˜j → 0+, any t1 ∈ (t0 − τ˜ , t0) ∩ D and
t2 ∈ (t0, t0 + τ˜) ∩D, there exists isometries T1 : Λγ(t0) → Λγ(t1) and T2 : Λγ(t0) → Λγ(t2), and
a subsequence ε := {εj} ⊂ {ε˜j}, such that Lemma 2.7 (i) and (ii) hold.
To prove (a), consider
F (l) := l2 ·Hessεγ(t0)f(η)− (l−1)
2
t0−t1 +
l2+l+1
3 · (t0 − t1) · gγ(t0)(η)
= [Hess
ε
γ(t0)f(η) +
1
t1−t0 − 13(t1 − t0) · gγ(t0)(η)] · l2
−[ 2
t1−t0 +
1
3(t1 − t0) · gγ(t0)(η)] · l
+[ 1
t1−t0 − 13(t1 − t0) · gγ(t0)(η)]
=: A · l2 +B · l + C,
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by Lemma 2.1, Hess
ε
γ(t0)f(η) is bounded uniformly with respect to η, so A < 0, B > 0,− B2A >
0, as t1 → t−0 . Thus
F (l) = A(l +
B
2A
)2 +C − B
2
4A
,
taking l0 = − B2A ,
F (l0) = C − B
2
4A
.
Denote τ := t1 − t0, G := gγ(t0)(η),H := Hess
ε
γ(t0)f(η), straightforward calculation shows
F (l0)−H = ( 1τ − 13τG)−
( 2
τ
+ 1
3
τG)2
4(H+ 1
τ
− 1
3
τG)
−H
= −13G · τ +
(− 2
3
G−H2)·τ+ 1
3
GH·τ2− 1
36
G2·τ3
1+H·τ− 1
3
G·τ2
= −13G · τ − (23G+H2) · τ +
(GH+H3)·τ−( 1
4
G2+ 1
3
GH2)·τ2
1+H·τ− 1
3
G·τ2 · τ
=: −(G+H2) · τ + ̺(τ ; t0, η) · τ,
where limτ→0+ ̺(τ ; t0, η) = 0 uniformly with respect to η, since G,H are bounded uniformly
with respect to η.
By Lemma 2.7 (i), and noting τ := t1 − t0 < 0,
Hessγ(t1)f(T1η)−Hess
ε
γ(t0)
f(η)
t1−t0 ≤
F (l0)−H
τ
= −(G+H2) + ̺(τ ; t0, η)
= −gγ(t0)(η)− (Hess
ε
γ(t0)f(η))
2 + ̺(τ ; t0, η),
integrating over Λγ(t0) on both sides of the above inequality, and noting the isometry T1 :
Λγ(t0) → Λγ(t1),
△γ(t1)f−△
ε
γ(t0)
f
t1−t0 ≤ − n−1Hn−2(Λγ(t0)) ·
∫
Λγ(t0)
gγ(t0)(η)
− n−1Hn−2(Λγ(t0)) ·
∫
Λγ(t0)
(Hess
ε
γ(t0)f(η))
2
+ n−1Hn−2(Λγ(t0))
· ∫Λγ(t0) ̺(τ ; t0, η).
By Ho¨lder inequality,
n−1
Hn−2(Λγ(t0))
· ∫Λγ(t0)(Hessεγ(t0)f(η))2
≥ n−1Hn−2(Λγ(t0)) ·
1
Hn−2(Λγ(t0))
· (∫Λγ(t0) Hessεγ(t0)f(η))2
= 1
n−1 · [ n−1Hn−2(Λγ(t0)) ·
∫
Λγ(t0)
Hess
ε
γ(t0)f(η)]
2
=
(△εγ(t0)f)2
n−1 .
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Denote ˜̺(τ ; t0) := n−1Hn−2(Λγ(t0)) ·
∫
Λγ(t0)
̺(τ ; t0, η), then limτ→0+ ˜̺(τ ; t0) = 0. In particular,
for the given ǫ, there exists 0 < τ̂ := τ̂(t0, ǫ) < τ˜ such that | ˜̺(τ ; t0)| < ǫ2 for any t1 ∈
(t0 − τ̂ , t0) ∩D.
Combining the above estimates, (a) is obtained.
To prove (b), similarly, consider
F (l) := l2 ·Hessεγ(t0)f(η) +
(l−1)2
t2−t0 − l
2+l+1
3 · (t2 − t0) · gγ(t0)(η)
= [Hessεγ(t0)f(η) +
1
t2−t0 − 13(t2 − t0) · gγ(t0)(η)] · l2
−[ 2
t2−t0 +
1
3(t2 − t0) · gγ(t0)(η)] · l
+[ 1
t2−t0 − 13(t2 − t0) · gγ(t0)(η)]
=: A · l2 +B · l + C,
compared with the proof of (a), now the difference is A > 0, B < 0 as t2 → t+0 , and τ :=
t2 − t0 > 0. By Lemma 2.7 (ii), still
Hessγ(t2)f(T2η)−Hessεγ(t0)f(η)
t2 − t0 ≤
F (l0)−H
τ
the remains are the same as that of (a).
Proof of (i): by (a) and (b), for any sequence {ε˜j}∞j=1 with ε˜j → 0+, and any t0 ∈ I,
there exists τ := τ(t0) such that the following holds: for any t1 ∈ (t0 − τ, t0) ∩ D and
t2 ∈ (t0, t0 + τ) ∩D, there exists a subsequence ε := {εj} ⊂ {ε˜j} such that
△γ(t1)f > △
ε
γ(t0)f ≥ △εγ(t0)f > △γ(t2)f,
then (i) follows from the compactness argument and the denseness of D ⊂ I.
Proof of (ii): just take t0 ∈ D and let t1 → t−0 , t2 → t+0 in (a) and (b).
Lemma 3.2 (see also [ZZ1, Theorem 3.3]) For any t ∈ D,
(n− 1) · cot(π − l + t) = −(n− 1) · cot(l − t) ≤ △γ(t)f ≤ (n− 1) · cot t.
Sketch of the proof (the details are contained in the appendix).
Denote w(t) :=
△γ(t)f
n−1 , then Lemma 3.1 reads that
(i) w(t) is decreasing in t ∈ D, that is, for any t1, t2 ∈ D with t1 < t2,
w(t1) > w(t2),
and (ii) for any t0 ∈ D,
lim sup
D∋t→t0
w(t)− w(t0)
t− t0 ≤ −1− (w(t0))
2.
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In addition, since f is regular on D, by Lemma 2.1,
w(t) ≤
√−k0 cosh(
√−k0t)
sinh(
√−k0t)
∼ 1
t
, D ∋ t→ 0+.
Thus, by successive approximations, for any t ∈ D,
w(t) ≤ cot t, △γ(t)f ≤ (n− 1) · cot t.
Finally, by the triangle inequality, for any t ∈ D,
△γ(t)f ≥ −(n− 1) · cot(l − t).
Lemma 3.3 Let n ≥ 2, 0 < θ ≪ 1, then there exists a positive function ϕ(θ) with
limθ→0+ ϕ(θ) = 0 such that
0 ≤ ∫ l(1−θ)θ [(n − 1) · ∮Λγ(t)(Hessγ(t)f˜(η))2dη − (♦γ(t)f˜)2n−1 ]dt
≤


Φ(θ;n), for π − ϕ(θ) ≤ l ≤ π,
Ψ(θ;n), for θ ≤ l ≤ π − ϕ(θ).
where limθ→0+ Φ(θ;n) = 0, limθ→0+ Ψ(θ;n) = +∞.
Proof. Multiplying both sides of the inequality in Lemma 3.1(ii) by sin2 t and integrating
with respect to t ∈ [θ, l(1− θ)], and by Lemma 2.2,
0 ≤ ∫ l(1−θ)θ [(n − 1) · ∮Λγ(t)(Hessγ(t)f˜(η))2dη − (♦γ(t)f˜)2n−1 ]dt
≤ ∫ l(1−θ)θ [−(n− 1)− (△γ(t)f)2n−1 ] · sin2 t dt
− ∫ l(1−θ)θ lim supD∋t′→t+ △γ(t′)f−△γ(t)ft′−t · sin2 t dt
=: I2(θ, l)− I1(θ, l).
Now to estimate I1(θ, l), take θ0, l(1− θ1) ∈ D with θ0, θ1 → θ+.
In case of l(1 − θ) > π2 , for any N = 1, 2, ..., take a partition of [θ0, l(1 − θ1)]: θ0 = t0 <
t1 < ... < ti < ti+1 < ... < tN0−1 < tN0 ≤ π2 < tN0+1 < ... < tN = l(1 − θ1) with {ti}Ni=0 ⊂ D
and limN→∞[max0≤i≤N−1(ti+1 − ti)] = 0. By Lemma 3.1 (i), △γ(t)f is decreasing in t ∈ D,
thus, one can show that for any i = 0, 1, .., N − 1,
∫ ti+1
ti
lim sup
D∋t′→t+
△γ(t′)f −△γ(t)f
t′ − t dt ≥ △γ(ti+1)f −△γ(ti)f,
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furthermore, by the uniformly continuity of sin t and Lemma 3.2,
∫ l(1−θ1)
θ0
lim supD∋t′→t+
△γ(t′)f−△γ(t)f
t′−t · sin2 t dt
≥ lim supN→∞
∑N−1
i=0 (△γ(ti+1)f −△γ(ti)f) · sin2 ti
= lim supN→∞{
∑N−1
i=0 [sin
2 ti+1 · △γ(ti+1)f − sin2 ti · △γ(ti)f ]
+
∑N−1
i=0 (sin
2 ti − sin2 ti+1) · △γ(ti+1)f}
= lim supN→∞{[sin2(l(1− θ1)) · △γ(l(1−θ1))f − sin2 θ0 · △γ(θ0)f ]
+
∑N−1
i=0 [sin(2ti+1) · (ti − ti+1) + o(ti − ti+1)] · △γ(ti+1)f}
= lim supN→∞{[sin2(l(1− θ1)) · △γ(l(1−θ1))f − sin2 θ0 · △γ(θ0)f ]
+
∑N0−1
i=0 [sin(2ti+1) · (ti − ti+1) + o(ti − ti+1)] · △γ(ti+1)f
+
∑N−1
i=N0
[sin(2ti+1) · (ti − ti+1) + o(ti − ti+1)] · △γ(ti+1)f}
≥ lim supN→∞{[sin2(l(1− θ1)) · (n − 1) cot(π − θ1)− sin2 θ0 · (n− 1) cot θ0]
+
∑N0−1
i=0 [sin(2ti+1) · (ti − ti+1) + o(ti − ti+1)] · (n− 1) cot ti+1
+
∑N−1
i=N0
[sin(2ti+1) · (ti − ti+1) + o(ti − ti+1)] · (n− 1) cot(π − l + ti+1)}
= [− sin2(l(1− θ1)) · (n− 1) cot θ1 − sin2 θ0 · (n− 1) cot θ0]
− ∫ pi2θ0 sin(2t) · (n − 1) cot t dt− ∫ l(1−θ1)pi2 sin(2t) · (n − 1) cot(π − l + t) dt,
letting θ0, θ1 → θ+,
I1(θ, l) =
∫ l(1−θ)
θ lim supD∋t′→t+
△γ(t′)f−△γ(t)f
t′−t · sin2 t dt
≥ −(n− 1)[sin2(l(1− θ)) · cot θ + sin θ · cos θ
+
∫ pi
2
θ sin(2t) · cot t dt+
∫ l(1−θ)
pi
2
sin(2t) · cot(π − l + t) dt],
=: J1(θ, l).
Similarly, in case of l(1 − θ) ≤ π2 , for any N = 1, 2, ..., take a partition of [θ0, l(1 − θ1)]:
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θ0 = t0 < t1 < ... < ti < ti+1 < ... < tN = l(1− θ1), then
∫ l(1−θ1)
θ0
lim supD∋t′→t+
△γ(t′)f−△γ(t)f
t′−t · sin2 t dt
≥ lim supN→∞{[sin2(l(1− θ1)) · △γ(l(1−θ1))f − sin2 θ0 · △γ(θ0)f ]
+
∑N−1
i=0 [sin(2ti+1) · (ti − ti+1) + o(ti − ti+1)] · △γ(ti+1)f}
≥ lim supN→∞{[sin2(l(1− θ1)) · (n− 1) cot(π − θ1)− sin2 θ0 · (n− 1) cot θ0]
+
∑N−1
i=0 [sin(2ti+1) · (ti − ti+1) + o(ti − ti+1)] · (n− 1) cot ti+1}
= [− sin2(l(1− θ1)) · (n− 1) cot θ1 − sin2 θ0 · (n− 1) cot θ0]
− ∫ l(1−θ1)θ0 sin(2t) · (n− 1) cot t dt,
letting θ0, θ1 → θ+,
I1(θ, l) =
∫ l(1−θ)
θ lim supD∋t′→t+
△γ(t′)f−△γ(t)f
t′−t · sin2 t dt
≥ −(n− 1)[sin2(l(1− θ)) · cot θ + sin θ · cos θ + ∫ l(1−θ)θ 2 cos2 t dt],
=: J1(θ, l).
Next to estimate I2(θ, l). Note that generally, I2(θ, l) < 0.
In case of l(1− θ) > π2 , by Lemma 3.2,
|△γ(t)f | ≥


cot(π − l + t) > 0, for 0 < t < l − π2 ,
0, for l − π2 ≤ t ≤ π2 ,
| cot t| > 0, for π2 < t < l,
I2(θ, l) =
∫ l(1−θ)
θ [−(n− 1)−
(△γ(t)f)2
n−1 ] · sin2 t dt
≤ −(n− 1) · [∫ l(1−θ)θ sin2 t dt
+
∫ l−pi
2
θ cot
2(π − l + t) · sin2 t dt+ ∫ l(1−θ)pi
2
cot2 t · sin2 t dt]
=: J2(θ, l).
Finally to estimate I2(θ, l)− I1(θ, l).
To consider J1(θ, l) in case of l(1−θ) > π2 , denoteH(θ, l) :=
∫ l(1−θ)
pi
2
sin(2t)·cot(π−l+t) dt,
since
lim
l≥π−θ, θ→0+
sin2(l(1− θ)) · cot θ = 0, lim
θ→0+
H(θ, π) = H(0, π)
and for any θ > 0,
lim
l→π−
H(θ, l) = H(θ, π),
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there exists a positive function ϕ1(θ) with limθ→0+ ϕ1(θ) = 0 such that for π−ϕ1(θ) ≤ l ≤ π,
lim
θ→0+
|J1(θ, l)− [−(n− 1)
∫ π
0
sin(2t) · cot t dt]| = lim
θ→0+
|J1(θ, l)− [−(n− 1)π]| = 0.
Similarly, consider J2(θ, l) in case of l(1− θ) > π2 , there exists a positive function ϕ2(θ) with
limθ→0+ ϕ2(θ) = 0 such that for π − ϕ2(θ) ≤ l ≤ π,
lim
θ→0+
|J2(θ, l)− [−(n − 1)
∫ π
0
(sin2 t+ cos2 t) dt]| = lim
θ→0+
|J2(θ, l)− [−(n− 1)π]| = 0.
Then, take ϕ(θ) := min{θ, ϕ1(θ), ϕ2(θ)}, for π − ϕ(θ) ≤ l ≤ π,
0 ≤ lim
θ→0+
[I2(θ, l)− I1(θ, l)] ≤ lim
θ→0+
[J2(θ, l)− J1(θ, l)] = 0.
Besides, note that generally,
0 ≤ I2(θ, l)− I1(θ, l) ≤ 0− J1(θ, l) ≤ (n − 1)[cot θ + θ + π + π
2
· cot(π
2
θ)].
Thus, the proof is completed.
Lemma 3.4 Let n ≥ 2, 0 < θ ≪ 1, then there exists a positive function ϕ(θ) with
limθ→0+ ϕ(θ) = 0 such that
0 ≤ ∫ l(1−θ)θ [∮Σγ(t)(Hessγ(t)f˜(ξ))2dξ − ( 1n△γ(t)f˜)2]dt
≤


Φ(θ;n), for π − ϕ(θ) ≤ l ≤ π,
Ψ(θ;n), for θ ≤ l ≤ π − ϕ(θ).
where limθ→0+ Φ(θ;n) = 0, limθ→0+ Ψ(θ;n) = +∞.
Proof. For any t ∈ (θ, l(1 − θ)) ∩ D, denote all the eigenvalues of Hessγ(t)f˜ by λ1 =
− cos t, λi, 2 ≤ i ≤ n (see Remark 2 in section 2), then
△γ(t)f˜ =
∑
1≤i≤n
λi = − cos t+
∑
2≤i≤n
λi, ♦γ(t)f˜ =
∑
2≤i≤n
λi.
By [HX, p.277],
∮
Σγ(t)
(Hessγ(t)f˜(ξ))
2dξ
= 1
n(n+2) · [
∑
1≤i≤n 3λ2i + 2
∑
1≤i<j≤n λiλj]
= 1
n(n+2) · [(3 cos2 t− 2 cos t ·
∑
2≤i≤n λi) + (
∑
2≤i≤n 3λ2i + 2
∑
2≤i<j≤n λiλj)],
∮
Λγ(t)
(Hessγ(t)f˜(η))
2dη =
1
(n− 1)(n + 1) · [
∑
2≤i≤n
3λ2i + 2
∑
2≤i<j≤n
λiλj ].
16
Thus,
∫ l(1−θ)
θ [
∮
Σγ(t)
(Hessγ(t)f˜(ξ))
2dξ − ( 1
n
△γ(t)f˜)2]dt
=
∫ l(1−θ)
θ { 1n(n+2) · [(3 cos2 t− 2 cos t · ♦γ(t)f˜) + (n− 1)(n + 1)
∮
Λγ(t)
(Hessγ(t)f˜(η))
2dη]
−[− 1
n
cos t+ 1
n
♦γ(t)f˜ ]2}dt
= 2(n−1)
n2(n+2) ·
∫ l(1−θ)
θ [
1
n−1♦γ(t)f˜ + cos t]2dt
+ (n−1)(n+1)
n(n+2) ·
∫ l(1−θ)
θ [
∮
Λγ(t)
(Hessγ(t)f˜(η))
2dη − ( 1
n−1♦γ(t)f˜)2]dt
=: I1(θ, l) + I2(θ; l),
Now to estimate I1(θ, l). By Lemma 2.2 and 3.2, for any t ∈ (0, l),
0 = − sin t · cot t+ cos t ≤ 1
n− 1♦γ(t)f˜ + cos t ≤ − sin t · cot(π − l + t) + cos t,
I1(θ, l) ≤ 2(n − 1)
n2(n+ 2)
·
∫ l(1−θ)
θ
[− sin t · cot(π − l + t) + cos t]2dt =: J(θ, l),
Since liml→π− J(θ, l) = J(θ, π) = 0 for any small θ > 0, there exists a positive function ϕ(θ)
with limθ→0+ ϕ(θ) = 0 such that for π − ϕ(θ) ≤ l ≤ π,
lim
θ→0+
J(θ, l) = 0.
Besides, note that generally, as t ∈ [θ, l(1− θ)],
| sin t · cot(π − l + t)| ≤


cos(π − l + t) ≤ 1, for θ < π − l + t ≤ π2 ,
sin t · | cot(π − lθ)| ≤ cot(θ2), for π2 ≤ π − l + t ≤ π − lθ,
J(θ, l) ≤ 2(n − 1)
n2(n+ 2)
· π[2 + cot(θ2)]2.
Thus, by Lemma 3.3, the proof is completed.
4 An L2 version of Toponogov triangle comparison
Convention Hereafter, let Ric(M) ≥ n− 1, V ol(M) > ωn − δ.
Notation Let p, x ∈M , v ∈ Σp, ξ ∈ Σx, Γ ⊂ Σx, θ, θˆ → 0+, 0 ≤ r1 < r2 ≤ π, 0+ ← r < l ≤
π, R > 0, denote
Bx(R) := {y ∈M | |xy| < R}, BΓx (R) := {y ∈M | |xy| < R, and ∃ some ↑yx∈ Γ},
Ax[r1, r2] := {y ∈M | r1 ≤ |xy| ≤ r2}, AΓx [r1, r2] := {y ∈M | r1 ≤ |xy| ≤ r2,∃ some ↑yx∈ Γ},
similarly, B1(R), B
Γ
1 (R), A1[r1, r2], A
Γ
1 [r1, r2] are defined for the n−sphere Sn with
sectional curvature one,
c(v) := sup{t ≥ 0 | |p expp(tv)| = t},
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(note that c(↑xp) is the same for any choice of ↑xp∈⇑xp, thus c(⇑xp) is well defined.)
Wp,θ := {x ∈M | |px| < (1− θ)c(⇑xp)} \ B¯p(θ),
Γ
p,θˆ
:= {v ∈ Σp | 0 < c(v) ≤ π − θˆ}, Γcp,θˆ := {v ∈ Σp | c(v) > π − θˆ},
C
p,θˆ
:= {x ∈M | |px| = c(⇑xp) ≤ π − θˆ},
V
p,θ,θˆ
:= {x ∈M | |px| ≥ (1− θ)c(⇑xp) and ⇑xp⊂ Γp,θˆ},
V c
p,θ,θˆ
:= {x ∈M | |px| ≥ (1− θ)c(⇑xp) and ⇑xp⊂ Γcp,θˆ},
c(ξ) := sup{t ≥ 0 | |x expx(tξ)| = t}, lξ := min{l, c(ξ)},
Σx,p,θ,r,l := {ξ ∈ Σx | lξ > r and σξ[r, lξ ] ⊂Wp,θ},
hf˜ (ξ, s) := (f˜ ◦ σξ)(r) cos(s− r) +
(f˜ ◦ σξ)(lξ)− (f˜ ◦ σξ)(r) cos(lξ − r)
sin(lξ − r) sin(s− r), s ∈ [r, lξ ].
Φ(⋆; ∗; •, •, ...) is a positive function depending on ⋆, ∗ and parameters •, •, ... with the
property that given any ǫ > 0 and parameters •, •, ..., there exists a ∗ˆ := ∗(ǫ, •, •, ...) and a
⋆ˆ := ⋆(ǫ, ∗ˆ, •, •, ...) such that Φ(⋆ˆ; ∗ˆ; •, •, ...) < ǫ.
Φ(⋆; •, •, ...), Φ(⋆1, ⋆2; •, •, ...), Φ(⋆; ∗1, ∗2; •, •, ...) are similar.
C(⋆, ∗) is a constant depending on ⋆, ∗.
Lemma 4.1 [LV, O, S2] Let Ric(M) ≥ n − 1, Γ ⊂ Σp = Sn−1 be any measurable subset,
and 0 < r < R ≤ π, 0 < s < S ≤ π, r ≤ s, R ≤ S, then
(i) (Bishop absolute volume comparison)
HnBΓp (r) ≤ HnBΓ1 (r) = Hn−1(Γ) ·
∫ r
0
sinn−1 t dt,
HnAΓp [r,R] ≤ HnAΓ1 [r,R] = Hn−1(Γ) ·
∫ R
r
sinn−1 t dt;
(ii) (Bishop-Gromov relative volume comparison)
HnBΓp (r)
HnBΓp (R)
≥ H
nBΓ1 (r)
HnBΓ1 (R)
,
HnAΓp [r,R]
HnAΓp [s, S]
≥ H
nAΓ1 [r,R]
HnAΓ1 [s, S]
.
Lemma 4.2 [C, p.185 (2.5, 2.6)]
(i)Suppose that V ol(M) > ωn− δ, by Bishop absolute volume comparison, for all p ∈M ,
there exists a q ∈M with d(p, q) > π − ǫ (with limδ→0 ǫ(δ, n) = 0);
(ii)By Bishop-Gromov relative volume comparison, if p, q ∈M with d(p, q) > π− δ, then
∀x ∈M,d(p, x) + d(x, q) − d(p, q) < ǫ (with limδ→0 ǫ(δ, n) = 0).
Lemma 4.3 (i) diam(V c
p,θ,θˆ
) ≤ Φ(θ, θˆ;n) where lim
θ,θˆ→0+ Φ(θ, θˆ;n) = 0;
(ii) Hn−1Γ
p,θˆ
≤ Φ(δ; θˆ, n) where limδ→0+ Φ(δ; θˆ, n) = 0.
Proof. (i) For any x ∈ V c
p,θ,θˆ
, there exists a geodesic py such that x ∈ py, |py| = c(⇑xp) > π−θˆ,
|px| ≥ (1− θ)c(⇑xp) > (1− θ)(π − θˆ), and |xy| ≤ θc(⇑xp) ≤ θπ.
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For any x1 ∈ V cp,θ,θˆ with x1 6= x, by Lemma 4.2 (ii), |px1| + |x1y| < |py| + ǫ(θˆ, n),
|x1y| < |py| − |px1|+ ǫ(θˆ, n) ≤ π − (1− θ)(π − θˆ) + ǫ(θˆ, n).
Thus, |xx1| ≤ |xy|+ |x1y| ≤ θˆ + θ(2π − θˆ) + ǫ(θˆ, n) =: Φ(θ, θˆ;n).
(ii) By Lemma 4.1(i),
ωn − δ < V ol(M) = V ol(B
Γ
p,θˆ
p (π − θˆ)) + V ol(B
Γc
p,θˆ
p (π))
≤ Hn−1Γ
p,θˆ
· ∫ π−θˆ0 sinn−1 t dt+Hn−1Γcp,θˆ · ∫ π0 sinn−1 t dt
≤ Hn−1Γ
p,θˆ
· ∫ π−θˆ0 sinn−1 t dt+ (ωn−1 −Hn−1Γp,θˆ) · ∫ π0 sinn−1 t dt
= ωn −Hn−1Γp,θˆ ·
∫ π
π−θˆ sin
n−1 t dt,
thus, Hn−1Γ
p,θˆ
≤ δ∫ pi
pi−θˆ
sinn−1 t dt
=: Φ(δ; θˆ, n).
Lemma 4.4
∫
M dx ·
∫
Σx,p,θ,r,l
dξ · ∫ lξr [Hessσξ(s)f˜(σ+ξ (s)) + cos f(σξ(s))]2ds ≤ Φ(δ; θ;n).
Proof. Noting that Ric(M) ≥ n− 1 and f˜ is regular almost everywhere on M , by Lemmas
3.4, 4.1(i) and 4.3(ii),
∫
Wp,θ
[
∮
Σx
(Hessxf˜(ξ))
2dξ − ( 1
n
△xf˜)2]dx
≤ ∫Γp,ϕ(θ)⊔Γcp,ϕ(θ) dv ·
∫ c(v)·(1−θ)
θ [
∮
Σγv(t)
(Hessγv(t)f˜(ξ))
2dξ − ( 1
n
△γv(t)f˜)2]dt
≤ [Φ(δ;ϕ(θ), n) ·Ψ(θ;n) + ωn−1 · Φ(θ;n)]
=: Φ(δ; θ;n).
Furthermore, by Lemma 4.3(ii), and the expressions for △γv(t)f˜ ,♦γv(t)f˜ and the estimate for
I1(θ, l) in the proof of Lemma 3.4,
∫
Wp,θ
[
∮
Σx
(Hessxf˜(ξ) + cos f(x))
2dξ]dx
=
∫
Wp,θ
[
∮
Σx
(Hessxf˜(ξ))
2dξ − ( 1
n
△xf˜)2]dx+
∫
Wp,θ
[ 1
n
△xf˜ + cos f(x)]2dx
≤ Φ(δ; θ;n) + ∫Γp,ϕ(θ)⊔Γcp,ϕ(θ) dv ·
∫ c(v)·(1−θ)
θ [
1
n
△γv(t)f˜ + cos f(γv(t))]2dt
= Φ(δ; θ;n) + (n−1
n
)2
∫
Γp,ϕ(θ)⊔Γcp,ϕ(θ) dv ·
∫ c(v)·(1−θ)
θ [
1
n−1♦γv(t)f˜ + cos t]2dt
≤ Φ(δ; θ;n) + (n−1
n
)2[Φ(δ;ϕ(θ), n) ·Ψ(θ;n) + ωn−1 · Φ(θ;n)]
=: Φ(δ; θ;n).
19
Thus, since geodesics do not branch in an Alexandrov space with curvature bounded below,
∫
M dx ·
∫
Σx,p,θ,r,l
dξ · ∫ lξr [Hessσξ(s)f˜(σ+ξ (s)) + cos f(σξ(s))]2ds
≤ l ∫Wp,θ [∫Σx(Hessxf˜(ξ) + + cos f(x))2dξ]dx
≤ π
ωn−1
∫
Wp,θ
[
∮
Σx
(Hessxf˜(ξ) + + cos f(x))
2dξ]dx
≤ π
ωn−1
· Φ(δ; θ;n) =: Φ(δ; θ;n).
Lemma 4.5 For any x ∈ M and ξ ∈ Σx,p,θ,r,l, (f˜ ◦ σξ)(s) is differentiable and (f˜ ◦ σξ)′(s)
is lipschitz for s ∈ [r, lξ ].
Proof. For any s ∈ [r, lξ ], by Lemma 2.2 (i),
−
√−k0 cosh[
√−k0(f◦σξ)(s)]
sinh[
√−k0(f◦σξ)(s)] − 1 ≤ (f˜ ◦ σξ)
′′(s) ≤
√−k0 cosh[
√−k0(c(⇑
σξ(s)
p )−(f◦σξ)(s))]
sinh[
√−k0(c(⇑
σξ(s)
p )−(f◦σξ)(s))]
+ 1,
and by the definitions of Σx,p,θ,r,l and Wp,θ,
(f ◦ σξ)(s) ≥ θ, c(⇑σξ(s)p )− (f ◦ σξ)(s) ≥ θ · c(⇑σξ(s)p ) ≥ θ · (f ◦ σξ)(s) ≥ θ · θ = θ2,
then,
c1(θ, k0) := −
√−k0 cosh(
√−k0π)
sinh(
√−k0θ)
− 1 ≤ (f˜ ◦ σξ)′′(s) ≤
√−k0 cosh(
√−k0π)
sinh(
√−k0θ2)
+ 1 =: c2(θ, k0).
By [PP, 1.3 (1)], (f˜ ◦ σξ)(s) − 12c2s2 is concave. Besides, from the proof of Lemma 2.2 (i),
(f˜ ◦ σξ)′(s) exists. Then, for any r ≤ s1 < s2 ≤ lξ,
(f˜ ◦ σξ)′(s2)− (f˜ ◦ σξ)′(s1) ≤ c2(s2 − s1),
similarly, (f˜ ◦σξ)′(s2)− (f˜ ◦σξ)′(s1) ≥ c1(s2− s1). Thus, (f˜ ◦σξ)′(s) is lipschitz for s ∈ [r, lξ ].
Lemma 4.6 (see also [C, Lemma 1.4, 1.15]) (Toponogov triangle comparison) Let
π
2 ≤ l0 < π, then for any 0 < l ≤ l0,
(i)
∫
M
dx ·
∫
Σx,p,θ,r,l
dξ ·
∫ lξ
r
[(f˜ ◦ σξ)(s)− hf˜ (ξ, s)]2ds ≤ Φ(δ; θ; l0, n),
(ii)
∫
M
dx ·
∫
Σx,p,θ,r,l
dξ ·
∫ lξ
r
[(f˜ ◦ σξ)′(s)−
∂h
f˜
∂s
(ξ, s)]2ds ≤ Φ(δ; θ; l0, n).
Proof. The proof is a modification of the argument in the last two paragraphs of that of [C,
Lemma 1.4].
For any x ∈M , ξ ∈ Σx,p,θ,r,l and s ∈ [r, lξ ], set
h(s) := (f˜ ◦ σξ)(s)− hf˜ (ξ, s).
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Easily h(r) = h(lξ) = 0, and by Lemma 4.5, h(s) · h′(s) is lipschitz for s ∈ [r, lξ ], then
∫ lξ
r
[(h′)2 + h · h′′]ds = (h · h′)(lξ)− (h · h′)(r) = 0, −
∫ lξ
r
h · h′′ds =
∫ lξ
r
(h′)2ds.
Besides, since h′(s) is lipschitz for s ∈ [r, lξ ], the Wirtinger’s inequality holds,
−
∫ lξ
r
h′′ · hds =
∫ lξ
r
(h′)2ds ≥ ( π
lξ − r )
2
∫ lξ
r
h2ds.
Thus, by Lemma 4.4, using that
∂2h
f˜
∂s2
= −h
f˜
and integrating over Σx,p,θ,r,l and M gives
( π
lξ−r )
2
∫
M dx ·
∫
Σx,p,θ,r,l
dξ · ∫ lξr [(f˜ ◦ σξ)(s)− hf˜ (ξ, s)]2ds
≤ − ∫M dx · ∫Σx,p,θ,r,l dξ · ∫ lξr [(f˜ ◦ σξ)′′(s) + hf˜ (ξ, s)][(f˜ ◦ σξ)(s)− hf˜ (ξ, s)]ds
=
∫
M dx ·
∫
Σx,p,θ,r,l
dξ · ∫ lξr [(f˜ ◦ σξ)(s)− hf˜ (ξ, s)]2ds
− ∫M dx · ∫Σx,p,θ,r,l dξ · ∫ lξr [(f˜ ◦ σξ)′′(s) + (f˜ ◦ σξ)(s)][(f˜ ◦ σξ)(s)− hf˜ (ξ, s)]ds
≤ ∫M dx · ∫Σx,p,θ,r,l dξ · ∫ lξr [(f˜ ◦ σξ)(s)− hf˜ (ξ, s)]2ds
+[Φ(δ; θ;n)]
1
2 · [∫M dx · ∫Σx,p,θ,r,l dξ · ∫ lξr ((f˜ ◦ σξ)(s)− hf˜ (ξ, s))2ds] 12 ,
note that lξ − r < l ≤ l0 < π, one has
∫
M
dx ·
∫
Σx,p,θ,r,l
dξ ·
∫ lξ
r
[(f˜ ◦ σξ)(s)− hf˜ (ξ, s)]2ds ≤
Φ(δ; θ;n)
[( π
l0
)2 − 1]2 =: Φ(δ; θ; l0, n).
(i) is obtained, contained in this set of inequalities is also (ii).
Corollary 4.7 Let π2 ≤ l0 < π, {xi}mi=1 ⊂ M, −1 ≤ αi ≤ 1 (i = 1, 2, ...,m), g :=∑m
i=1 αi cos distxi , hg :=
∑m
i=1 αihcos distxi , then for any 0 < l ≤ l0,
(i)
∫
M
dx ·
∫
∩m
i=1Σx,xi,θ,r,l
dξ ·
∫ lξ
r
[(g ◦ σξ)(s)− hg(ξ, s)]2ds ≤ Φ(δ; θ; l0,m, n),
(ii)
∫
M
dx ·
∫
∩m
i=1Σx,xi,θ,r,l
dξ ·
∫ lξ
r
[(g ◦ σξ)′(s)− ∂hg
∂s
(ξ, s)]2ds ≤ Φ(δ; θ; l0,m, n).
5 Proof of the theorem
Notation and convention In this section, let N (∗) be a non-increasing natural number
valued function , and Φ0(⋆; ∗, n) be a positive function depending on ⋆ and parameters ∗, n
with lim⋆→0+ Φ0(⋆; ∗, n) = 0, and suppose
βC
p,θˆ
(a) ≤ N (θˆ)
an−2
+
Φ0[ωn − V ol(M); θˆ, n]
an−1
, for any p ∈M, θˆ, a→ 0+.
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And denote
⇑ (y,Ω) := {↑zy∈ Σy | z ∈ Ω}, for any y ∈M , and Ω ⊂M ;
Γy1,By2 (r),s := {v ∈ Σy1 | v ∈⇑yy1 and |y1y| = s for some y ∈ By2(r)}, for any
y1, y2 ∈M , 0 < r ≪ |y1y2|, and s > 0.
And a function g : M → R is called an elementary function generated by {xi}mi=1 ⊂ M if
g =
∑m
i=1 αi cos distxi for some −1 ≤ αi ≤ 1 (i = 1, 2, ...,m).
Lemma 5.1 For any y ∈M and r ∈ (0, π50 ),
Hn−1 ⇑ (y, (M \Wp,θ) ∩Ay[r, 3
4
π]) ≤ Φ(δ; θ; r,N ,Φ0, n).
Proof. First to show that for any θˆ > 0, Hn−1 ⇑ (y, V
p,θ,θˆ
∩Ay[r, 34π]) ≤ Φ(δ; θ; θˆ, r,N ,Φ0, n).
Take a = πθ, denote β := βC
p,θˆ
(a), let {xi ∈ Cp,θˆ | 1 ≤ i ≤ β} be a largest possible set of
points in C
p,θˆ
that are at least a pairwise distant from each other, then
C
p,θˆ
⊂ ∪βi=1B¯xi(2πθ), Vp,θ,θˆ ⊂ ∪βi=1B¯xi(3πθ),
and let i = 1, 2, ..., Ny,r(≤ β) be such that B¯xi(3πθ)∩Ay[r, 34π] 6= ∅. Below suppose 0 < θ ≪ r,
then for any 1 ≤ i ≤ Ny,r,
r
2
< r − 6πθ ≤ |yxi| − 3πθ ≤ |yxi|+ 3πθ ≤ 3
4
π + 6πθ <
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π,
denote Γi :=⇑ (y, B¯xi(3πθ)), then
B¯xi(3πθ) ⊂ AΓiy [|yxi| − 3πθ, |yxi|+ 3πθ] ⊂ B¯xi(9πθ),
ωn − δ < V olM = V olB¯Γiy (|yxi| − 3πθ) + V olAΓiy [|yxi| − 3πθ, |yxi|+ 3πθ]
+V olAΓiy [|yxi|+ 3πθ, π] + V olB¯Σy\Γiy (π)
≤ Hn−1Γi ·
∫ |yxi|−3πθ
0 sin
n−1 tdt+ V olB¯xi(9πθ)
+Hn−1Γi ·
∫ π
|yxi|+3πθ sin
n−1 tdt+ (ωn−1 −Hn−1Γi) ·
∫ π
0 sin
n−1 tdt
≤ ωn −Hn−1Γi ·
∫ |yxi|+3πθ
|yxi|−3πθ sin
n−1 tdt+ ωn−1 ·
∫ 9πθ
0 sin
n−1 tdt
≤ ωn −Hn−1Γi · sinn−1 r2 · 6πθ + ωn−1n (9πθ)n,
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thus, Hn−1Γi ≤ 16 sinn−1 r
2
· (9nπn−1ωn−1
n
· θn−1 + 1
π
· δ
θ
), and
Hn−1 ⇑ (y, V
p,θ,θˆ
∩Ay[r, 34π]) ≤
∑β
i=1Hn−1Γi
≤ [ N (θˆ)(πθ)n−2 + Φ0(δ;θˆ,n)(πθ)n−1 ] · 16 sinn−1 r
2
· (9nπn−1ωn−1
n
· θn−1 + 1
π
· δ
θ
)
= 1
6 sinn−1 r
2
· [N (θˆ) · (9nπωn−1
n
· θ + 1
πn−1
· δ
θn−1
) + Φ0(δ; θˆ, n) · (9
nωn−1
n
+ 1
πn
· δ
θn
)]
=: Φ(δ; θ; θˆ, r,N ,Φ0, n).
Next, similarly, if B¯p(θ) ∩Ay[r, 34π] 6= ∅,
Hn−1 ⇑ (y, B¯p(θ) ∩Ay[r, 3
4
π]) ≤ 1
3 sinn−1 r2
· (3
nωn−1
n
· θn−1 + δ
θ
) =: Φ(δ; θ; r, n);
and if V c
p,θ,θˆ
∩Ay[r, 34π] 6= ∅, by Lemma 4.3 (i), V cp,θ,θˆ ⊂ B¯q(Φ(θ, θˆ;n)) for some q ∈M ,
Hn−1 ⇑ (y, V c
p,θ,θˆ
∩Ay[r, 34π]) ≤ Hn−1 ⇑ (y, B¯q(Φ(θ, θˆ;n)) ∩Ay[r, 34π])
≤ 1
3 sinn−1 r
2
· (3nωn−1
n
· Φn−1(θ, θˆ;n) + δ
Φ(θ,θˆ;n)
) =: Φ(δ; θ, θˆ; r, n).
Finally, take θˆ = θ, as M \Wp,θ = B¯p(θ) ∪ Vp,θ,θˆ ∪ V cp,θ,θˆ, Lemma 5.1 is obtained.
Lemma 5.2 (see also [C, Lemma 2.3]) For any y1, y2 ∈ M , 0 < r ≪ |y1y2|, and s > 0,
there exists some s ∈ (|y1y2| − r, |y1y2|+ r) such that
Hn−1Γy1,By2(r),s ≥
nVn(r) · V olM
πnωn
=: C(r, n).
where Vn(r) := HnB1(r).
Proof. The proof is a modification of that of [C, Lemma 2.3].
Denote
Ωy1,By2(r) := {v ∈ Ty1 |
v
|y1y| ∈⇑
y
y1
for some y ∈ By2(r)},
by Ric(M) ≥ n− 1, expy1 : Ty1 →M is volume non-increasing, and by Lemma 4.1 (ii),
HnΩy1,By2(r) ≥ H
nBy2(r) ≥
Vn(r) · V olM
ωn
,
but
HnΩy1,By2(r) =
∫ π
0
Hn−1Γy1,By2(r),s · s
n−1ds ≤ π
n
n
· max
0≤s≤π
Hn−1Γy1,By2(r),s,
Lemma 5.2 is obtained.
Lemma 5.3 For any y1, y2 ∈ M with 0 < |y1y2| < 5π8 , 0 < r ≪ min{ π16 , |y1y2|}, and
y ∈ By1( r8), l := |y1y2| − r4 , the following holds:
Hn−1Γy,By2(r),l ∩ Σy,p,θ, r8 ,l ≥ C5.2(r, n) − Φ(δ; θ; r,N ,Φ0, n)
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where C5.2(r, n) refer to the C(r, n) in Lemma 5.2; and for any v ∈ Γy,By2(r),l,
expy(
r
8
v) ∈ By1(r), expy(lv) ∈ By2(r).
Proof. For any y ∈ By1( r8 ), by Lemma 5.2, there exists some s(y) ∈ (|y1y2| − r8 , |y1y2| + r8)
such that Hn−1Γy1,By2(r),s(y) ≥ C(r, n), note that on the one hand, for any z ∈ Sy(r),
|y1z| ≤ |y1y|+ |yz| ≤ r
8
+
r
8
=
r
4
< r,
on the other hand,
s(y) ≥ |yy2| − r
8
≥ |y1y2| − |y1y| − r
8
≥ |y1y2| − r
8
− r
8
= l,
s(y) ≤ |yy2|+ r
8
≤ |y1y|+ |y1y2|+ r
8
≤ r
8
+ |y1y2|+ r
8
= |y1y2|+ r
4
<
5π
8
+
π
32
<
3π
4
,
0 < s(y)− l ≤ (|y1y2|+ r
4
)− (|y1y2| − r
4
) =
r
2
,
and for any v ∈ Γy,By2( r8 ),s(y),
|y2 expy(lv)| ≤ |y2 expy[s(y)v]|+ | expy[s(y)v] expy(lv)| ≤
r
8
+ (s(y)− l) ≤ r
8
+
r
2
=
5r
8
< r,
thus, by Lemma 5.1,
Hn−1Γy,By2(r),l ∩ Σy,p,θ, r8 ,l ≥ Hn−1Γy,By2 ( r8 ),s(y) −Hn−1 ⇑ (y, (M \Wp,θ) ∩Ay[
r
8 ,
3
4π])
≥ C5.2(r, n)− Φ(δ; θ; r,N ,Φ0, n).
Corollary 5.4 Lemma 5.3 still holds for any {xi}mi=1 ⊂ M with Σy,p,θ, r8 ,l replaced by∩mi=1Σy,xi,θ, r8 ,l, and Φ(δ; θ; r,N ,Φ0, n) replaced by Φ(δ; θ; r,N ,Φ0,m, n).
Lemma 5.5 (see also [C, Lemma 2.10]) Given ǫ > 0, l0 ∈ [π2 , π) and m an integer, there
exists µ(l0, n) and δ(ǫ,m, l0,N ,Φ0, k0, n) such that the following holds: If V ol(M) > ωn−δ,
y1, y2 ∈M with |y1y2| ≤ min{5π8 , l0} and fj, gj are at most 2m elementary fuctions generated
by {xi}mi=1 ⊂ M with |fj(y1) − gj(y1)| < µǫ and |fj(y2) − gj(y2)| < µǫ, then there exists
y¯1 ∈ By1(µǫ), y¯2 ∈ By2(µǫ) and a geodesic σy¯1y¯2 between them of length l¯ = |y¯1y¯2| so that for
all s ∈ [0, l¯],
|fj(σy¯1y¯2(s))− fj(y¯1) cos s−
fj(y¯2)− fj(y¯1) cos l¯
sin l¯
sin s| < ǫ
n+ 1
,
|fj(σy¯1y¯2(s))− gj(σy¯1y¯2(s))| < ǫ.
Proof. The proof is a modification of that of [C, Lemma 2.10].
Set
µ =
1
(n + 1)(1 + 2π + 2sin l0 )
, r = µǫ.
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Suppose 0 < δ < 12ωn, then
C5.2(r, n) =
nVn(r) · V olM
πnωn
≥ nVn(r)
2πn
, HnBy1(
r
8
) ≥ Vn(
r
8 )
ωn
· V olM ≥ 1
2
Vn(
r
8
).
For l := |y1y2| − r4 < min{5π8 , l0} and any y ∈ By1( r8 ), denote
Σˆy := ∩mi=1Σy,xi,θ, r8 ,l ∩ Γy,By2 (r),l.
By Corollary 4.7, for any e = fj, gj, j = 1, 2, ...,m,
∫
By1 (
r
8
) dy ·
∫
Σˆy
dξ · ∫ lr
8
[(e ◦ σξ)′(s)− ∂he∂s (ξ, s)]2ds
≤ ∫M dy · ∫∩m
i=1Σy,xi,θ,
r
8 ,l
dξ · ∫ lξr
8
[(e ◦ σξ)′(s)− ∂he∂s (ξ, s)]2ds ≤ Φ4.7(δ; θ; l0,m, n),
denote
Dy,e := {ξ ∈ Σˆy |
∫ l
r
8
[(e ◦ σξ)′(s)− ∂he
∂s
(ξ, s)]2ds < µ2ǫ2},
Y := {y ∈ By1(
r
8
) | Hn−1Σˆy \Dy,e ≥ 1
2
Hn−1Σˆy},
then by Corollary 5.4,
HnY ≤ Φ4.7(δ; θ; l0,m, n)
µ2ǫ2 · 12Hn−1Σˆy
≤ Φ4.7(δ; θ; l0,m, n)
µ2ǫ2 · 12 [C5.2(r, n)− Φ5.4(δ; θ; r,N ,Φ0,m, n)]
,
thus, note C5.2(r, n) ≥ nVn(r)2πn and HnBy1( r8) ≥ 12Vn( r8 ), as Φ4.7(δ; θ; l0,m, n) and
Φ5.4(δ; θ; r,N ,Φ0, n) are sufficiently small, one has Yˆ := By1( r8 ) \ Y such that
HnYˆ ≥ 1
2
HnBy1(
r
8
),
and for any y ∈ Yˆ ,
Hn−1Σˆy \Dy,e < 1
2
Hn−1Σˆy, Hn−1Σˆy ∩Dy,e ≥ 1
2
Hn−1Σˆy.
After 2m steps of the above argument for all e = fj, gj , j = 1, 2, ...,m, one has that
as Φ4.7(δ; θ; l0,m, n) and Φ5.4(δ; θ; r,N ,Φ0, n) are sufficiently small, there exists some ˆˆY ⊂
By1(
r
8) such that
Hn ˆˆY ≥ (1
2
)2mHnBy1(
r
8
) > 0,
and for any y ∈ ˆˆY ,
Hn−1Σˆy ∩mi=1 Dy,fj ∩mi=1 Dy,gj ≥ (
1
2
)2mHn−1Σˆy > 0,
in particular, there exists some ξ ∈ Σˆy ∩mi=1 Dy,fj ∩mi=1 Dy,gj for some y ∈ By1( r8). Let
y¯1 := σξ(
r
8 ) ∈ By1(r), y¯2 := σξ(l) ∈ By2(r), then for all e = fj, gj , j = 1, 2, ...,m,∫ l
r
8
|(e ◦ σξ)′(s)− ∂he
∂s
(ξ, s)|ds ≤ l 12 · [
∫ l
r
8
[(e ◦ σξ)′(s)− ∂he
∂s
(ξ, s)]2ds]
1
2 < π
1
2 · µǫ,
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and for any s ∈ [ r8 , l],
|e ◦ σξ(s)− he(ξ, s)| ≤ |e ◦ σξ(r
8
)− he(ξ, r
8
)|+ π 12 · µǫ < ǫ
n+ 1
,
|fj ◦ σξ(s)− gj ◦ σξ(s)| ≤ |hfj (ξ, s)− hgj(ξ, s)|+ 2π
1
2 · µǫ ≤ µǫ+ 2 µǫ
sin l0
+ 2π
1
2 · µǫ < ǫ.
Lemma 5.6 (see also [Per4, Theorem 1]) For any integer n ≥ 2 there exists δ = δ(n) > 0
with the following property. Let M be an n−dimensional Alexandrov space without boundary
and with Ric ≥ n− 1. Suppose V ol(M) ≥ ωn − δ. Then M is homeomorphic to Sn.
Proof. By [Per4], for the case of Riemannian manifolds, all the properties relevant to the
proof are a weakened version of the Abresch-Gromoll inequality and a corollary of (the proof
of) the Bishop-Gromov volume comparison inequality (see [Per4, p.300] for details), and the
solution of (generalized) Poincare´ conjecture [CZ, F, S].
For the case of Alexandrov spaces, the Abresch-Gromoll inequality[GM, M, ZZ2] and the
Bishop-Gromov volume comparison inequality [LV, O, S2] still hold, the remain is to show
that there exists δ = δ(n) > 0 such that if V ol(M) ≥ ωn−δ thenM is a topological manifold,
which follows from
(a) By Lemma 4.1(i), given any ǫ > 0, there exists δ = δ(ǫ, n) > 0 such that if V ol(M) ≥
ωn − δ then V ol(Σx) ≥ ωn−1 − ǫ for any x ∈M ;
(b) By [BBI, p.395, 10.9.15.3], given any n ∈ N and ǫ > 0, there exists δ = δ(ǫ, n) > 0
such that for any n−dimensional Alexandrov space X of curvature ≥ 1 if V ol(X) ≥ ωn − δ
then dGH(X,S
n) < ǫ;
(c) By [K, Per1], given any n ∈ N , there exists ǫ = ǫ(n) > 0 such that for any
n−dimensional Alexandrov space X of curvature ≥ 1 if dGH(X,Sn) < ǫ then X is homeo-
morphic to Sn;
(d) By [Per1, Per2], for any x ∈ M , there exists a neighborhood of x homeomorphic to
the tangent cone of M at x.
Proof of the theorem After having Lemma 5.5 and 5.6, the rest of the proof is the same
as [C, 2.13-2.34].
6 Appendix
Proposition Let k0 < 0, 0 < l ≤ π, D ⊂ (0, l) be with full measure, w : D → R be a real
valued function, satisfying (i) w(t) is decreasing in t ∈ D, that is, for any t1, t2 ∈ D such
that t1 < t2,
w(t1) > w(t2);
(ii) for any t0 ∈ D,
lim sup
D∋t→t+0
w(t) − w(t0)
t− t0 ≤ −1− (w(t0))
2;
and (iii)
w(t) ≤
√−k0 cosh(
√−k0t)
sinh(
√−k0t)
∼ 1
t
, D ∋ t→ 0+,
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then for any t ∈ D,
w(t) ≤ cot t.
Proof. Since w(t) is decreasing in t ∈ D, one may suppose that w is differentiable almost
everywhere on D. Denote
E := {t ∈ D| lim
D∋t→t0
w(t) − w(t0)
t− t0 = w
′(t0) exists },
then E ⊂ D ⊂ (0, l) is with full measure since D ⊂ (0, l) is, in particular, E is dense in (0, l).
Fixing t¯ ∈ D and taking D ∋ t0 → 0+ such that w is differentiable at t0, now to show
that given any ǫ > 0,
(✷) arctanw(t¯)− arctanw(t0) ≤ −(t¯− t0) + 2ǫ · (t¯− t0).
By the differentiability of w at t0 and conditions (i) and (ii), given any ǫ > 0, there exists
τ˜0 := τ˜0(t0, ǫ) such that for any t ∈ (t0, t0 + τ˜0) ∩D,
arctanw(t)− arctanw(t0) < w(t)−w(t0)1+(w(t0))2 − ǫ · [w(t) − w(t0)]
< w(t)−w(t0)1+(w(t0))2 − ǫ · [(w′(t0)− ǫ) · (t− t0)],
and
w(t)− w(t0)
t− t0 < −[1 + (w(t0))
2] + ǫ,
w(t)− w(t0)
1 + (w(t0))2
< [−1 + ǫ
1 + (w(t0))2
] · (t− t0) < (−1 + ǫ) · (t− t0),
thus,
arctanw(t)− arctanw(t0) < [(−1 + ǫ)− ǫ · (w′(t0)− ǫ)] · (t− t0).
In short, given any ǫ > 0, there exists τ0 := τ0(t0, ǫ) such that for any t ∈ (t0, t0 + τ0) ∩D,
arctanw(t)− arctanw(t0) < −(t− t0) + ǫ · (t− t0).
Next take t1 ∈ (t0, t0+ τ0)∩D such that w is differentiable at t1, then for the given ǫ > 0,
there exists τ1 := τ1(t1, ǫ) such that for any t ∈ (t1, t1 + τ1) ∩D,
arctanw(t)− arctanw(t1) < −(t− t1) + ǫ · (t− t1),
and so on, one can take an increasing sequence 0 < t0 < t1 < t2 < ... < tn < ... < l, such that
for the given ǫ > 0,
arctanw(t1)− arctanw(t0) < −(t1 − t0) + ǫ · (t1 − t0),
arctanw(t2)− arctanw(t1) < −(t2 − t1) + ǫ · (t2 − t1),
......
arctanw(tn)− arctanw(tn−1) < −(tn − tn−1) + ǫ · (tn − tn−1),
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summing up, for any n = 1, 2, ...,
(✵) arctanw(tn)− arctanw(t0) < −(tn − t0) + ǫ · (tn − t0).
Below to show the inequality (✷) for three cases.
(a) In case of t¯ ∈ (tn, tn + τn) ∩ D for some tn taken above, just replace tn+1 by t¯, the
inequality (✷) is obtained by the above estimate (✵).
(b) In case of limn→∞ tn = t¯, by the estimate (✵) and condition (i), for any n = 1, 2, ...,
arctanw(t¯)− arctanw(t0) < arctanw(tn)− arctanw(t0) < −(tn − t0) + ǫ · (tn − t0),
letting n→∞, the inequality (✷) is obtained.
(c) In case of limn→∞ tn =: t∞ < t¯, choose some tn such that t∞− tn is sufficiently small,
and take sufficiently small τ∞ > 0 and t∗ ∈ (t∞, t∞ + τ∞) such that w is differentiable at t∗,
by condition (i),
arctanw(t∗)− arctanw(tn) < 0 = −(t∗ − tn) + (t∗ − tn).
Redefine tn+1 := t∗, and denote ǫ¯ := t∗ − tn, then
arctanw(tn+1)− arctanw(tn) < −(tn+1 − tn) + ǫ¯,
and since both t∞−tn and τ∞ > 0 are sufficiently small, one can suppose that ǫ¯1 is arbitrarily
small. Starting again from tn+1 := t∗, as above, for the given ǫ > 0, there exists τn+1 :=
τn+1(tn+1, ǫ) and tn+2 ∈ (tn+1, tn+1 + τn+1) ∩D such that
arctanw(tn+2)− arctanw(tn+1) < −(tn+2 − tn+1) + ǫ · (tn+2 − tn+1),
and so on. Finally, since tn − tn−1 > 0 for any n ≥ 1, after at most countable steps, one
obtains an increasing sequence 0 < t0 < t1 < t2 < ... < tn < ... < l such that
lim
n→∞ tn = t¯,
and for the given ǫ > 0 and any n ≥ 1,
arctanw(tn)− arctanw(tn−1) < −(tn − tn−1) + ǫ · (tn − tn−1) + ǫ¯n,
where ǫ¯n = (
1
2 )
nǫ · (t¯− t0). Summing up, for any n = 1, 2, ...,
arctanw(tn)− arctanw(t0) < −(tn − t0) + ǫ · (tn − t0) + ǫ · (t¯− t0),
letting n→∞, the inequality (✷) is obtained.
Thus, the inequality (✷) is obtained for all cases.
By the arbitrariness of ǫ, one has that for any t¯ ∈ D and t0 ∈ E with t0 → 0+,
arctanw(t¯)− arctanw(t0) < −(t¯− t0),
And by condition (iii), the proof is completed.
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