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AK Hydraulisch wirksame Kolbenfla¨che [m
2]
Ak,i Steuerspaltfla¨che [m
2]; Portindex k = 1 . . . 4, Systemindex i = 1, 2







Kind Koeffizient der Gegen-EMK
Ksat Nichtlinearer Koeffizient der Eisensa¨ttigung
Li Selbstinduktivita¨t (i = 1 . . . 4, hh)
Mij Koppelinduktivita¨t (i, j = 1 . . . 4, h)












RFE Ersatzwiderstand der Wirbelstromverluste
Ri Innenwiderstand der Erregerspulen Li(i = 1 . . . 4)
s0i Nullu¨berdeckungsla¨ngen [m] der hydraulischen Steuerspalte
ui Systemanregeung, Spulenspannungen [V ] (i = 1 . . . 4)




ψi Magnetischer Fluß [V s] in dem i-ten Spulensystem (i = 1 . . . 4)
ψh Magnetischer Hauptfluß [V s]
σi Streuverlust der Erregerspulen Li (i = 1 . . . 4)















k Kolben des Hydrozylinders
km Kraftmessdose
leck Leckage
m externe Last; Masse
mag Magnetische Erregung






f(x, t, u) Satz nichtlinearer System-Differentialgleichungen
F (x, t) Jakobimatrix der Zustandsdifferentialgleichungen
h(x, t) Satz nichtlinearer Meßgleichungen
H(x, t) Jakobimatrix der Meßgleichungen
K(tk) Kalman-Versta¨rkungsmatrix
P (tk|tk) Kovarianzmatrix (gefiltert)
P (tk|tk−1) pra¨dizierte Kovarianzmatrix
x(tk|tk) gescha¨tzter Zustand nach Filterung (auch xˆ(tk))
x(tk|tk−1) pra¨dizierter Zustand vor Eintreffen einer neuen Messung
y(tk) Meßvektor
yˆ(tk) aus dem pra¨diziertem Zustand x(tk|tk−1) berechneter Scha¨tzwert fu¨r
den Meßvektor (auch yˆ(tk)
φ(t) Transitionsmatrix
ηi Iterationswert fu¨r den Zustands x zwischen den Zeitpunkten tk und tk+1
ξi Iterationswert fu¨r die nachtra¨gliche Korrektur des Zustands x(tk−1|tk−1)
Abku¨rzungen
ACE Aktuator-Ansteuerungselektronik (Actuator Control Electronic)
ACU Prozessor fu¨r Aktuatorregelung (Actuator Control Unit)
BIT Automatisierter System-Selbsttest (Built In Test)
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NOMENKLATUR
CCDL Kanalquerkommunikation (Cross Channel Data Link)
CMM Wartungshandbuch (Component Maintenance Manual)
CPU Prozessor (Central Processing Unit)
DDV Direkt angetriebenes Servoventil (Direct Drive Valve)
DSP Digitaler Signal Prozessor
DMS Dehnungs-Mess-Steifen
EKF Erweitertes Kalman Filter
EMV Elektromagnetische Vertra¨glichkeit
FCC Zentraler Flugsteuerungs-Rechner (Flight Control Computer)
FDI Fehlererkennung und Diagnose (Failure Detection and Identification)
FMEA Fehleranalyse (Failure Mode Effect Analysis)
FMECA Gefa¨hrungsanalyse (Failure Mode Effect and Criticality Analysis)
IBIT Extern veranlaßbarer System-Selbsttest (Initiated Built In Test)
IFV Verfahren der Iteration der Filtergleichungen des EKF
IFPV Verfahren der Iteration der Filter- und Pra¨diktionsgleichungen des EKF
LBA Luftfahrt Bundesamt
LRU Austauschbares Funktionsmodul (Line Replaceable Unit)
LSB Unterstes Bit (Least Significant Bit)
LVDT Induktiver Weggeber (Linear Variable Differential Transformer)
MFlops 1Mio. Instruktionen/Sek. (Mega-FloatingPoint-Operations-Per-Second)
NKV Verfahren der nichtlinearen Berechnung der Kostenfunktion
PWM Puls-Weiten-Modulation
RDN Verfahren der zeitvariablen Anpassung der Meßkovarianzmatrix R
RISC Schnelle CPU-Architektur (Reduced-Instruction-Set-Core)
SPEC Pflichtenheft (Specification)
XEKF Aufgetrenntes Erweitertes Kalman Filter





Routinen zur automatischen Fehlerdiagnose an Luftfahrzeugaktuatoren bestehen
derzeit lediglich in Form von Funktionspru¨fungen im Rahmen der Built-In-Tests
(BIT). Damit kann ein Aktuator auf die funktionstechnische Einhaltung statischer
(z. B. max. Verfahrweg) oder dynamischer Grenzwerte (z.B. max. Ausfahrgeschwin-
digkeit) u¨berpru¨ft werden. Zusa¨tzliche Untersuchungen mu¨ssen von Fachpersonal
mit externem Testgera¨t in festen Wartungsintervallen oder bei festgestellten Be-
triebsunregelma¨ßigkeiten durchgefu¨hrt werden. Kann in letzterem Fall die Fehlerur-
sache nicht exakt bestimmt werden, werden die Aktuatoren ausgebaut und auf spe-
zifischen Wartungspru¨fsta¨nden einer eingehenden Detail-Pru¨fung unterzogen. Auf-
grund von unzureichender Abdeckung der Aktuatorfehlermo¨glichkeiten durch die
Onboard-Pru¨fmethoden kann es jedoch dazu kommen, daß Demontagen irrtu¨mlich




Ein automatisiertes Onboard-Diagnosesystem mit sehr geringer Fehlalarmrate bei
hoher Genauigkeit und detaillierter Fehleraussage kann hingegen die derzeitigen
Wartungskonzepte maßgeblich beeinflussen. Die Wartungsmaßnahmen mu¨ssen nicht
mehr in Zeitintervallen vorgeschrieben werden, sondern ko¨nnen bedarfsgerecht
durchgefu¨hrt werden (Maintenance-On-Condition). Durch zeitliche Aufzeichnung
der Diagnoseergebnisse la¨ßt sich zusa¨tzlich eine Trendverfolgung durchfu¨hren: schlei-
chender Fehler ko¨nnen beobachtet und rechtzeitig beseitigt werden. Dies bietet die
Mo¨glichkeit der Reduktion der Direct-Operating-Costs (DOC) durch verringerte
Standzeiten und zeitoptimierte Lagerhaltung.
Ebenso kann ein Diagnosesystem dem zentralen Flugsteuerungsrechner spezifische
Aktuatorinformation zur Einstellung optimaler Aktuatorbetriebsmodi liefern und
dadurch zu einem verbesserten Konfigurationsmanagement beitragen.
Eine rechnergestu¨tze Fehlerdiagnose mit einer Diagnosetiefe bis auf Bauteilebene
setzt jedoch eine ausreichende Sensorikausru¨stung voraus. Derzeitige Aktuatoren
sind meist lediglich mit den zur Regelung beno¨tigten Sensoren ausgeru¨stet. Je ge-
ringer jedoch die meßbare Information desto detaillierter muß das mathematische
Prozeßmodell die Realtita¨t abbilden um aus den unterschiedlichen Fehlerauswirkun-
gen auf die Prozeßdynamik die tatsa¨chliche Fehlerursache
”
herausfiltern“ zu ko¨nnen.
Eine nichtlineare Systemmodellierung ist oftmals nicht vermeidbar um zu zufrie-
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denstellenden Ergebnissen hinsichtlich Fehlersensitivita¨t, Fehlerdifferenzierung und
Fehlalarmen zu gelangen. Dies zieht die Auswahl und Verwendung eines geeigneten
Diagnoseverfahrens zur nichtlinearen Verarbeitung der Meß- und Systeminforma-
tionen nach sich. Aufgrund der Komplexita¨t des dieser Arbeit zugrunde liegenden
elektro-hydraulischen Seitenruderaktuator ist zur mathematischen Beschreibung der
Bewegungsgleichungen ein Zustandesmodell hoher Ordnung no¨tig. Dies zieht damit
einen ebenfalls komplexen Diagnosealgorithmus nach sich.
In Vorarbeiten [R] [J87] wurde das Erweiterte Kalman Filter (EKF) als das am be-
sten geeignete Verfahren zur Zustands- und Parmeterscha¨tzung bei nichtlineraren
Prozessen untersucht. Der praktische Nachweis erfolgte fu¨r diesen Algorithmus auf
einem institutseigenen hydraulischen Experimentalpru¨fstand [R95]. Da der EKF-
Algorithmus aufgrund der spezifischen Anforderungen durch die Aktuatordynamik
kleine Iterationschrittweiten erforderlich macht, gelang die Echtzeit-Diagnose ledig-
lich mit kleinen Teilmodellen.
1.2 Zielsetzung
Ziel dieser Arbeit ist die Entwicklung eines Echtzeit-Diagnosealgorithmus fu¨r den
Gesamtaktuator. Ohne Verzicht auf die Vorteile des EKF als stochastisches Opti-
malfilter muß dabei der numerische Aufwand reduziert werden. Daher wird in dieser
Arbeit das verwendete EKF hinsichtlich technischer Automatisierbarkeit, verrin-
gertem Rechenzeitbedarf und numerischer Robustheit optimiert. Ergebnis ist ein
neues Verfahren das aufgrund einer getrennten Zustands- und Parameterscha¨tzung
die Filterarithmetik mit Matrizen geringerer Ordnung durchfu¨hrt und auf diesem
Wege eine erhebliche Verringerung der notwendigen Rechenleistung mit sich bringt.
Zusa¨tzlich kann durch die Verfahrensauftrenung der effiziente Einsatz auf verteilten
Prozessorsystemen erreicht werden.
Zur Erho¨hung der numerischen Stabilita¨t des Filteralgotithmus werden in der Lite-
ratur vorgeschlagene Verfahren zur Konvergenzverbesserung des EKF vorgestellt
und im Praxiseinsatz bewertet. Durch den Einsatz dieser Maßnahmen kann die
Empfindlichkeit des Filters gegenu¨ber inexakten Startwerten oder Meßwertausreis-
sern wa¨hrend des Einschwingvorgangs reduziert werden, ohne auf die globale For-
derung der schnellen Filterkonvergenz verzichten zu mu¨ssen. Diese Verfahren bie-
ten zusa¨tzlich eine verbesserte Robustheit gegen fehlende Systemanregung, was das




Fu¨r den experimentellen Nachweis wird der vorhandene Pru¨fstand den realen
Umgebungsbedingungen der Onboard-Aktuatorregelung angepaßt. Ein dSpace-
Multiprozessorsystem u¨bernimmt die Emulierung der Flugrechnerhardware und
gewa¨hrleistet eine realita¨tstreue Erprobung der Algorithmen.
1.3 Aufbau der Arbeit
Die Gliederung der vorliegenden Arbeit entspricht einem deduktiven Vorgehen. Aus
der Betrachtung der Systemumgebung werden die Anforderungen und Merkmale ei-
nes Diagnosesystems herausgestellt, bevor im theoretischen Teil auf die Entwicklung
eines neuen, zeitoptimalen Diagnosealgorithmus eingegangen wird.
Im Kapitel 2 werden zuna¨chst die grundlegenden Merkmale derzeitiger Diagnose-
verfahren aufgezeigt und die spezifischen Vorteile analytischer Redundanz heraus-
gestellt.
Kapitel 3 stellt den Kontext zu dem derzeitigen Wartungskonzept her und zeigt die
Charakteristika eines Onboard-Diagnosesystems auf.
Anschließend wird die aktuatorspezifische Soft- und Hardwareumgebung (Kapitel
4 u. 5) hinsichtlich der Diagnoseanforderungen untersucht. Neben der derzeitigen
Realsisation einer Aktuatorregelung als Subsystem des Flight-Control-Computers
(FCC) werden auch zuku¨nftige getrennte Prozessorsysteme (sog. Smart-Strukturen)
im Fokus stehen. Es wird aufgezeigt, daß sich eine rechnergestu¨tzte Fehlerdiagnose
ohne Eingriff in den sicherheitskritischen Signalpfad und mit geringem Hardwareauf-
wand an verschiedenste Hardwarekonzepte angliedern la¨ßt. Die Gegenu¨berstellung
und Bewertung der Strukturanalyse erfolgt abschließend in Kapitel 6.
Nachdem die a¨ußeren Randbedingungen somit aufbereitet vorliegen wird das Ziel-
system, der Seitenruderaktuator, vorgestellt. In Kapitel 7 wird eine Analyse hin-
sichtlich Funktionsstruktur, Wirkprinzipien und Redundanzkonzept durchgefu¨hrt.
Abschnitt 9 beschreibt das aus den physikalischen Gesetzma¨ßigkeiten hergeleitete,
mathematische Zustandsraummodell. Die Struktur konnte bis auf numerisch be-
dingte Arithmetikadaptionen weitgehend aus Vorarbeiten [U96], [R] u¨bernommen
werden. Da dieser Arbeit jedoch ein Aktuator einer gea¨nderten Baureihe vorlag
mußten die Modellparameter neu identifiziert werden.
Das Kapitel 8 stellt die wichtigsten Aktuatorfehler als Grundlage fu¨r die Auslegung
eines Diagnosesystems dar. Diese wurden aus der vorliegenden Failure-Mode-Effects
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and Critically-Analysis (FMECA) des Aktuatorherstellers abgeleitet.
Den Hauptteil dieser Arbeit bilden die Filtertheorie (Kapitel 11) und die theoreti-
schen Ansa¨tze zur Erho¨hung der Robustheit des Filters (Kapitel 12). Hier wird der
Algorithmus des in Zustands- und Parameterscha¨tzer aufgetrennten Erweiterten-
Kalman-Filters (XEKF) und die erforderlichen Modifikationen zur Verbesserung der
numerischen Stabilita¨t hergeleitet. Anschließend werden Verfahren zur Verbesserung
der Robustheit gegen fehlende Anregung und schlechte Anfangsbedingungen fu¨r eine
automatisierte Fehlerdiagnose vorgestellt.
Um zu experimentellen Ergebnissen zu gelangen, wurden die MATLAB-Simula-
tionsprogramme in SIMULINK C-Mex S-Funktionen u¨berfu¨hrt und auf eine dSpace
Dual-Prozessor Umgebung portiert. Diese Experimentalumgebung wird in Kapitel
13 vorgestellt. Es wird aufgezeigt daß diese Umgebung wichtige Merkmale einer rea-
len Hardwarestruktur aufweist und somit repra¨sentative Ergebnisse ableitbar sind.
Die ausfu¨hrliche, fehlerbezogene Ergebnisdiskussion erfolgt in Kapitel 14. Neben der
Herleitung einer Scha¨tzgu¨te fu¨r die Parameter anhand der Iterationsvorschrift zur
individuellen Bestimmung der Diagnosedauer wird fu¨r jeden Fehler eine, die Mo-
dellunsicherheiten beru¨cksichtigende, Detektionsschwelle festgelegt. Zusa¨tzlich wird
anhand von Zykluszeitmessungen die Leistungsfa¨higkeit des verwendeten Algorith-
mus nachgewiesen.
Der Abschluß erfolgt mit der Zusammenfassung in Kapitel 15. Es werden als Ausblick
die weiteren, notwendigen Schritte hin zur Testerprobung eines Diagnosesystems
durch den Industriepartner aufgezeigt.
Die Abbildung 1 gibt einen schematischen U¨berblick u¨ber die strukturelle Ver-
knu¨pfung der vorliegenden Arbeit. Die Arbeitsfelder mit methodischen Applikatio-


















Grundlagen Anwendung/Modifikation Neues Verfahren
Abbildung 1: Aspekte des Diagnosesystems
2 Fehlerdiagnose
Durch die zunehmende Komplexita¨t technischer Prozesse und den wachsenden Au-
tomatisierungsgrad gewinnt die technische Fehlerdiagnose zur schnellen und exak-
ten Lokalisierung von Prozeßfehlern immer mehr an Bedeutung. Die zudem stetig
steigenden Anforderungen an Qualita¨t, Kosten, Verfu¨gbarkeit, Zuverla¨ssigkeit und
Sicherheit forcieren diese Trend hin zu einer automatisierten Online-Diagnose. Ne-
ben der aktiven Prozeßu¨berwachung wird versucht den Prozeß durch strukturelle
Redundanz fehlertolerant auszulegen. Dieses Vorgehen teilt man in die Klasse der
passiven Zuverla¨ssigkeitsstategien ein [Fra94] [Ise96]. Hierzu za¨hlt man auch die
robusten Reglerentwurfsverfahren. Diese beru¨cksichtigen Modellunsicherheiten und
5
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Ausfallarten direkt im Reglerentwurf um bei auftretenden Systemdegradationen eine
garantierte Performance zu gewa¨hrleisten [Eic99].
Die hier vorliegende Arbeit bezieht sich jedoch ausschließlich auf die Verwendung
aktiver Verfahren zur technischen U¨berwachung. Daher wird in diesem Kapitel
nur die Einteilung und Abgrenzung der aktiven Diagnosemethoden vorgestellt. Die
Abbildung 2 zeigt den schematischen Zusammenhang der Begriffswelt der Pro-
zeßu¨berwachung.
Abbildung 2: Prozeßu¨berwachung
2.1 Aufgaben der Prozeßu¨berwachung
Die Prozeßu¨berwachung dient der Fehlerdetektion und stellt der u¨bergeordneten
Steuereinheit wichtige Informationen u¨ber den Zustand des technischen Systems
zur Verfu¨gung. Besonders in komplexen, verteilten Systemen wie z. B. Flugzeugen
ist die zuverla¨ssige Funktion jedes prima¨ren Antriebselements von fundamentaler
Bedeutung fu¨r die sichere Durchfu¨hrung der Mission. Die Prozeßu¨berwachung un-
terteilt man in drei Funktionseinheiten [ea00].
• Fehlererkennung: Entdeckung des Zeitpunktes eines Auftretens von Unre-
gelma¨ßigkeiten im Prozeß und Einleitung von Sofortmaßnahmen zur Errei-
chung sicherer Betriebszusta¨nde (Backup) bei kritischen Ausfa¨llen.
• Fehlerdiagnose: Lokalisierung der Fehler auf Komponentenebene als Grund-




• Klassifikation: Bestimmung der Fehlerart und der spezifischen Systembeein-
tra¨chtigung aufgrund der Ergebnisse der Fehlerdiagnose zur Einleitung von Re-
konfigurationsmaßnahmen zur Aufrecherhaltung der Systemperformance z.B.
durch Ausblenden defekter Kana¨le.
2.2 Analytische Prozeßu¨berwachung
Aktive Verfahren verwenden a-priori-Prozeßkenntnisse um anhand von Messdaten
eine analytische Auswertung durchzufu¨hren [Cla89]. Hier unterscheidet man die heu-
ristischen von den analytischen Methoden. In heuristischen Verfahren fließen die
Langzeiterfahrung, typisches Ausfallverhalten und Verschleißannahmen in den Ent-
wurf ein. Neuronale Netze oder Fuzzy-Logik bilden die mathematische Grundlage.
Die analytischen Verfahren gliedern sich in drei Hauptgruppen:
• Grenzwertu¨berwachung: Direkt gemessene Signale und Prozeßkenngro¨ßen wer-
den auf U¨ber- bzw. Unterschreitung von Toleranzschwellen gepru¨ft. Die Fehler-
aussage ist unspezifisch, solange der fehlerhafte Parameter nicht direkt meßbar
ist. Da sich Modellunsicherheiten und Sto¨rungen ebenso auf den Meßwert nie-
derschlagen, muß fu¨r die Festlegung des Schwellwertes die ansteigende Fehl-
alarmrate bei zu niedrigen sowie die abnehmende Fehlersensitivita¨t bei zu
hohen Pegeln beru¨cksichtigt werden. Aufgrund der spezifischen Vorteile hin-
sichtlich Entwicklungsaufwand und Rechenzeit bildet diese Methode die Basis
fu¨r die Build-In-Tests (BIT) fu¨r den betrachteten Aktuator [Osd99].
• Signalanalyse: Bei Prozessen mit unbekannter Modellstruktur oder Systemen
mit verteilten Parametern bleibt die Mo¨glichkeit der Verwendung von Si-
gnalmodellen wie Korrelationsfunktionen, Frequenzspektren o.a¨. zur Gewin-
nung von Fehlermerkmalen aus den Meßsignalen. Die Fehleraussage ist jedoch
unspezifisch, zusa¨tzliche Diagnose- und Klassifikationsverfahren mu¨ssen zur
U¨berwachung eingesetzt werden.
• Prozeßanalyse: Existiert ein Systemmodell mit konzentrierten Parametern, so
lassen sich Zustandsbeobachter erstellen. Man spricht hier auch von analyti-
scher bzw. modellgestu¨tzter Redundanz. Diese Modelle liefern Kenntnisse u¨ber
nicht direkt meßbare, interne Zusta¨nde. Steht genu¨gend Rechenleistung zur
Verfu¨gung lohnt sich der Einsatz von Filtermethoden zur Zustands- und/oder
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Parameterscha¨tzung [Pat94] [Wu¨n90]. Das Beobachtermodell wird dann in sei-
nen Parametern an den realen Prozeß angepaßt und man erha¨lt bei theoreti-
schen Modellen eine physikalische Fehleraussage. Kann der physikalische Fehler
einem Bauteil (Komponente) oder einer Baugruppe eineindeutig zugeordnet
werden, so erha¨lt man direkt eine detaillierte Diagnoseaussage.
Abbildung 3: Analytische Redundanz
Das in dieser Arbeit entwickelte Verfahren zur Aktuatordiagnose geho¨rt zu den Ver-
fahren der Prozeßanalyse. Es besitzt die in Abb. 3 aufgezeigte Beobachterstruktur,
gliedert sich jedoch in die Klasse der Optimalfilter. Bei dieser Filterklasse werden die
zu beobachtenden Gro¨ßen anhand eines Optimierungskriteriums dem realen Prozeß
nachgefu¨hrt. Man erha¨lt somit den nach der Gu¨tefunktion optimalen Scha¨tzwert fu¨r




Dieses Kapitel beleuchtet das konzeptionelle Umfeld fu¨r eine Fehlerdiagnose in
Interaktion mit den Anforderungen durch die Wartungskonzepte. Ferner werden
die Chancen fu¨r eine bedarfsgerechtere Wartung gerade durch Ausnutzung der
Mo¨glichkeiten der analytischen Redundanz aufgezeigt.
Das traditionelle Wartungskonzept setzt auf Reduktion der notwendigen Maß-
nahmen durch Maximierung der Aktuatorzuverla¨ssigkeit bereits im Entwurfspro-
zeß. Diese Zuverla¨ssigkeitsanforderungen werden klassisch durch Hardware-
Parallelredundanz in der konstruktiven Auslegung erreicht. Fu¨r eine zyklische
U¨berpru¨fung des Aktuators hinsichtlich schleichenden Fehlern oder Verschleiß legt
in der Regel der Hersteller Wartungsintervalle fest[Ray92]. Zusa¨tzlich stattet er die
Aktuatoren mit der Mo¨glichkeit von signalgestu¨tzen Funktionstests (ibit: initiated-
build-in-test) im Pre- bzw. Postflight-Check aus, um anhand von Eckdaten das
Restrisiko eines Systemversagens zu minimieren [Osd99].
Abbildung 4: Maintenancekonzepte
Nach bestimmten Betriebsdauern werden die Funktionseinheiten, LRUs (line-
replaceable-unit), innerhalb von Wartungsmaßnahmen aus dem Flugzeug ausgebaut
und entweder dem Hersteller zur U¨berpru¨fung zugesandt oder auf vom Herstel-
ler gelieferten, speziellen Pru¨fsta¨nden nach dem Component-Maintenance-Manual
(CMM) getestet.
Eine nicht fristbedingte Ausbaumaßnahme kommt immer dann zustande, wenn
wa¨hrend der Mission ein Fehlverhalten vom Flugpersonal festgestellt, bei der visuel-
len Inspektion durch Wartungspersonal nach der Landung jedoch keine Besonderheit
aufgefunden wird. Oftmals stellt sich die Fehlerquelle jedoch als nicht feststellbar,




Insgesamt erfordert diese Art der Instandhaltung einen erho¨hten Bedarf an War-
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tungspersonal, Logistik und Kosten. Diese Kosten tra¨gt derzeit der Flugzeugbetrei-
ber. U¨berlegungen der Verlagerung der Kosten fu¨r Wartung und Instandhaltung der
Flugzeugsysteme auf sie Hersteller bedingen ein Umdenken in Richtung bedarfsge-
rechter (offener) Wartung.
Dies kann nur erreicht werden, wenn fu¨r die Systeme eine geeignete Fehlerdiagnose
verfu¨gbar gemacht wird. A¨hnlich wie derzeit die BITs muß ein rechnergestu¨tzter
Algorithmus in der Lage sein, durch eine Reihe von spezifischen Tests eine Sy-
stemu¨berpru¨fung durchzufu¨hren. Dabei gelten folgende Gu¨tekriterien [ea00]:




sicherheitskritisch“. Empfindlichkeit der Fehlererkennung
gegenu¨ber tatsa¨chlichen Fehlern. Steuerung der rechtzeitigen Durchfu¨hrung
von Wartungsmaßnahmen.
• Fehlerdifferenzierung: Festlegung spezifischer Wartungsmaßnahmen zur geziel-
ten Beseitigung des aufgetretenen Fehlers.
Vorreiter auf diesem Gebiet ist die Deutsche Lufthansa AG, die die besonders kosten-
intensive Triebwerkswartung durch gezielte U¨berwachung flexibel gestaltet [Pak99].
Mittels Inflight-Meßintervallen werden per Telemetrie Triebwerksdaten zur Auswer-
tung direkt in die Wartungszentrale weitergeleitet. Die hier eingesetzten Verfahren
geho¨ren zur Gruppe der signalgestu¨tzten Auswerteverfahren (siehe Kap. 2). Zahlen
belegen, daß die Triebwerke bis zu 70% la¨nger im Einsatz verbleiben als mit festen
Intervallen.
Im Gegensatz zu den Strahltriebwerken erfahren die in dieser Arbeit betrachte-
ten Aktuatoren an ihren stationa¨ren Arbeitspunkten keine Anregung der Eigenwer-
te, eine Analyse der Prozeßdynamik ist hier nicht mo¨glich. Daher bietet sich fu¨r
die Aktuatoren an, die notwendigen Meßdaten entweder im Rahmen von Pre- und
Postflightchecks, oder wa¨hrend des Betriebs in einem Moment der dynamischen An-
regung abgeleitet werden. Vorteilhaft ist die Checkphase: ohne Sto¨reinflu¨sse durch
aerodynamische Ruderkra¨fte als unbekannte Einga¨nge la¨ßt sich generell eine ho¨here
quantitative Genauigkeit der Diagnose erreichen.
Die in der vorliegenden Arbeit entwickelte Aktuatordiagnose ist so konzipiert, daß
sie wa¨hrend der Meßphase online berechnet werden kann. Die Abbildung 5 zeigt ein
mo¨gliches, aktuatorintegriertes, Diagnosekonzept. Die Actuator-Control-Electronic
10
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Abbildung 5: Fehlerdiagnose an einem Aktuator mit autonomer Actuator-Control-
Electronic (ACE)
(ACE) ist fu¨r die Aktuatorregelung, die Bereitstellung der Energie und die Meß-
datenerfasung zusta¨ndig [LLA98]. Der Block der Fault-Detection-and-Identification
(FDI) bildet die Diagnoseeinheit, ihre Aufgabe ist einzig die Detektion von System-
abweichungen. Ihr nachgeschaltet sind dann die Datenverwaltung und die Kommuni-
kation mit den jeweiligen Entscheidungsinstanzen. Die fu¨r dieses Konzept allerdings
notwendigen Umgebungsbedingungen seitens der Software sowie der Hardwarekom-
ponenten werden in Kapitel 5 erla¨utert.
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4 Softwareanforderungen
Die Implementation von Software in sicherheitskritischen Bereichen der Flugsteue-
rung bedarf in jedem Fall der Musterzulassung durch das Luftfahrtbundesamt
(LBA). Je nach Eingriff in sicherheitskritische Funktionsblo¨cke sind verschiedene
Softwareklassen definiert.
Level Kritikalita¨t Auswirkung Aufwand
A catastrophic Totalverlust des Flugzeugs aufgrund direktem
Eingriff in Funktionen und Strukturen sicher-
heitsrelevanter Steuerungssysteme
maximal
B hazardous Totalverlust einer Steuerungskomponente (Ak-
tuator) aufgrund schwerwiegender Fehler
sehr hoch
C major effect schwerwiegende Funktioneinbussen, Reduktion
der Aktuatorperformance
hoch
D minor effect Reduktion der U¨berlebenswahrscheinlichkeit
durch Ausfall eines Redundanzzweiges
mittel
E no effect Ausfall nicht funktionsrelevanter Komponenten niedrig
Tabelle 1: Softwareklassen
Moderne rechnergestu¨tze Onboard-Diagnosealgorithmen mu¨ssen daher den Renta-
bilita¨tnachweis angesichts teils immenser Zulassungskosten erbringen. Dies gelingt
bei
• komplexen, wartungsintensiven Systemen (Triebwerke, Fahrwerke u.a.).
• sicherheitskritischen Systemen mit hoher Fehleranfa¨lligkeit (z.B. elektro-
hydraulische Aktuatoren).
Bei Aktuatorneuentwicklungen gilt es fu¨r den Hersteller daher zu pru¨fen ob einer-
seits ein konservativer, mechanisch-funktional mehrfach redundanter Entwurf oder
aber die Erho¨hung der Zuverla¨ssigkeit durch zusa¨tzliche analytische Redundanz so-
wie deren Einbindung in das gegebene Aktuatorzuverla¨ssigkeitskonzept die jeweils
kostengu¨nstigere Entwicklungsvariante darstellt.
Soll die Aktuatordiagnose im Erprobungsfall parallel zu einem bestehenden Red-
undanzkonzept eingesetzt muß die Reduktion der Softwarklasse fu¨r die Diagnose-
software in der Qualifikationsphase (sog. Assessment) ein Kernziel der Entwicklung
12
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darstellen. Die Klassen D oder E gelten als unkritisch und daher kostengu¨nstig.
Im Gegensatz zu den ho¨heren Effect-Leveln kann damit beispielsweise auf die vor-
geschriebene Erstellung programmtechnisch unterschiedlicher, parallelredundanter
Codes zum Ausschluß systematischer, gleichartiger Programm- und Speicherfehler
verzichtet werden. Dies gelingt jedoch nur, wenn die vorhandene Hard- und Software
Fehler im Diagnosecode sicher erkennen und unterdru¨cken kann. Eine tiefgreifende
Kenntnis der vorhandenen Hardwarestruktur ist daher unumga¨nglich.
5 Hardwareumgebung
Fu¨r die Applikation einer Onboard-Fehlerdiagnose ist die Kenntnis der vorliegenden
Hardwarestruktur der Flugsteuerung eine wichtige Vorraussetzung. Reale Flugsteue-
rungskonzepte liegen je nach Sicherheitsphilosophie bzw. Pflichtenheft der Herstel-
ler in den verschiedensten Formen und Auspra¨gungen vor. Eine Aussage u¨ber eine
mo¨gliche Implementierung einer Fehlerdiagnose in heutige Systeme muß daher je-
weils im Einzelfall u¨berpru¨ft und getroffen werden. Im vorliegenden Fall bezieht
sich die Fehlerdiagnose jedoch speziell auf der Funktionsebene der Stellglieder. Ne-
ben der Softwareintegrierung des Diagnosealgorithmus sollen auch die notwendigen
gera¨tetechnischen Modifikationen beleuchtet werden. Dazu erfolgt in diesem Ab-
schnitt eine Kategorisierung der Hardwarestrukturen hinsichtlich der technischen
Realisierung der Aktuatorregelungen. Daraus werden dann grundlegende Aussagen
fu¨r die Umsetzbarkeit nach diagnosespezifischen Merkmalen abgeleitet.
5.1 Der Flight-Control-Computer
Seit der Einfu¨hrung der elektrischen Signalu¨bermittlung und der Verwendung digi-
taler Prozeßrechner [Osd99] besitzt das System der Flugsteuerung folgenden prinzi-
piellen Aufbau (s. Abb. 6) [Pra00].
Die zentrale Stellung nimmt der Flight-Control-Computer (FCC) ein [D90] [NM98].
In dem FCC fließen sa¨mtliche Datenstro¨me (z.B. Pilot-Input Devices, Flugzu-
standssensoren, Aktuatorstellsignale) zusammen. Neben der Hauptaufgabe der Flug-
zustandsregelung u¨bernimmt er eine Fu¨lle von zusa¨tzlichgen Aufgaben wie z.B.














Abbildung 6: Systematischer Aufbau einer Flugregelung
passiven Sicherheit des Flugzeugs oder die Steuerung sekunda¨rer Flugzeugsysteme
(Kabineninnendruck, Klimaanlage o. a¨.). Dies fu¨hrt zu ein hohen Informationsauf-
kommen dem durch durchsatzstarke Datenkana¨le und leistungsstarke Rechnersyste-
me Rechnung getragen werden muß.
Die Aktuatoren sind die Stellglieder der Regelstrecke
”
Flugzeug“. Sie unterliegen
einer hohen Anforderung an die Stellgu¨te und Stelldynamik. Diese Forderungen
ko¨nnen i. a. nur durch Auslegung des Aktuators als geregeltes Subsystem erfu¨llt
werden. Die untersuchten Hardwarestrukturen unterscheiden sich durch verschie-
denartige Techniken zur Einbettung der Aktuatorregelung in den Gesamtprozeß.
Die vohandenen Hardwarekonzepte werden in Anlehnung an Konzeptstudien des
Aktuatorherstellers [LLA98] in folgende grundlegende Klassen eingeteilt:
1. Zentralmodul. Diese Hardwarestruktur entspricht einer konventionellen Aus-
legung der Flugsteuerung [D90].
2. Hybridstruktur. Hardwarestruktur der nahen Zukunft, auf dem Weg zum
Smartsystem. Hier besteht eine Aufteilung der FCC-Funktion zwischen Zen-
tralrechner und Actuator-Control-Electronic (ACE)
3. Smartsystem. Die FCC u¨bernimmt nur noch die zentralen Aufgaben einer
Flugsteuerung: Flugzustandsregelung, U¨bersendung der Stellgro¨ße an die Stell-
glieder und Verarbeitung von Status- oder Fehlermeldungen des Aktuators
durch das Redundanzmanagement. Die Aktuatorregelung u¨bernimmt ein in-
telligentes (smartes) Subsystem.
In der folgenden Diskussion der Hardware-Varianten wird der Aufwand der Ak-





Bei dieser Struktur ist zusa¨tzlich die gesamte Aktuatorelektronik der einzelnen Ak-
tuatoren mit in den FCC integriert. Der große Vorteil liegt in der zentralen An-
ordnung der Elektronikbauteile. Schirmung und Klimatisierung sind einfach durch-
zufu¨hren. Der Trend zur Modularisierung fu¨hrt zu FCC-Racks, in die Baugruppen
wie z. B. analoge Meßwandler, Leistungstreiber oder Digitalrechner als Rackmodule
eingesetzt werden. Die Datenkommunikation erfolgt zwischen den Modulen u¨ber ein
Daten-Bussystem auf der sowohl die Versorgungsspannungen, digitale Datenbusse
und analoge Signalleitungen bereitgestellt werden. Aufgrund der Vierfachredundanz
der Aktuatorelektronik fu¨r den vorliegenden Aktuator mu¨ssen pro Stellglied die
analogen Meßversta¨rker, die analogen stromgeregelten Leistungstreiber sowie der
Rechner fu¨r die digitale Wegregelung in der vierfachen Anzahl untergebracht wer-
den. Allein fu¨r die Stellglieder im prima¨ren Funktionspfad ergibt sich damit eine
hohe Komplexita¨t fu¨r den FCC.
Die Abbildung 7 zeigt den spezifischen aktuatorbezogenen Hardwareaufwand. Die





















































Nachteilig fu¨r diese Anordnung ist die hohe Zahl an Signalleitungen zwischen FCC
und den Aktuatoren in den Flugzeugextremita¨ten. Neben der Stellgro¨ße mu¨ssen
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sa¨mtliche fu¨r eine Aktuatorregelung notwendigen Sensorsignale in dem geforder-
ten vierfachen Redundanzgrad vorliegen. Mo¨gliche U¨bertragungsfehler durch EMV-
Sto¨reinflu¨ße (Blitzschlag o.a¨.) sowie Leitungsverluste bedingen zusa¨tzlich einen
erho¨hten Entwicklungsaufwand hinsichtlich der Signalkonsolidierung.
5.1.2 Hybridstruktur
Bei diesen Systemen werden die analogen Elektronikbauelemente aufgrund gestie-
gener Zuverla¨ssigkeit hinsichtlich klimatischer und mechanischer Belastungen nicht
mehr la¨nger in dem klimatisierten FCC-Abteil untergebracht, sondern werden an ih-
ren Wirkungsort (Stellglieder) verlegt. Konzeptionell spart man dadurch das Kupfer-
gewicht der Meßleitungen und umgeht EMV-Probleme durch Verku¨rzung der analo-
gen Informationswege. Die digitale Aktuatorregelung erfolgt weiterhin in der FCC,
der Datentransfer zwischen Aktuator und FCC ist dementsprechend digital aus-
gefu¨hrt.
Abbildung 8: Hybridstruktur mit Kanalquerkommunikation
Die digitale Regelung ist nach Maßgabe der Hersteller ebenfalls quadruplexred-
undant ausgelegt. Im FCC-Compartment befinden sich daher vier unabha¨ngige
Rechnereinschu¨be, die jedoch jeder ein von Votern konsolidiertes Meßsignal ver-
wenden. Da das Redundanzmanagement generell der FCC als u¨bergeordnete Ein-
heit u¨bernimmt, wird die Signalkonsolidierung (Monitoring und Voting) i. a. von
16
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ihm u¨bernommen. In diesem Fall stehen den Aktuatorregelungseinschu¨ben auf der
Backplane jeweils lediglich die konsolidierten Signale zur Verfu¨gung. Anderfalls er-
gibt sich die Notwendigkeit einer Querkommunikation zwischen den Reglermodulen.
Jeder CPU stehen u¨ber einen gemeinsamen Cross-Channel-Data-Link (CCDL) die
Meßwerte der jeweils anderen Lanes fu¨r das Voting zur Verfu¨gung (Abb. 8).
5.1.3 Smartsystem
Smarte Systeme entbinden in letzter Konsequenz die FCC von jeglichen Aufga-
ben bezu¨glich der Aktuatorregelung. Notwendig ist dazu eine intelligente Actuator-
Control-Electronic (ACE) die diese Aufgaben autark u¨bernimmt. Diese Konzepte
verlagern somit den Entwicklungsaufwand von der FCC-Auslegung in den Entwurf




Soll ein Diagnosesystem an eine der aufgezeigten Hardwarestrukturen angepaßt wer-
den, mu¨ssen diese folgende Merkmale aufweisen:
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• Meßsignale: Zur Prozeßbeobachtung werden Meßinformationen zur rechneri-
schen Nachbildung der Prozeßdynamik beno¨tigt. Ein erster Ansatz ist dabei
die Verwendung aller prima¨ren Sensoren sowie die Fu¨hrungsgro¨ße (Systeman-
regung). Um fu¨r einer detailliertere Diagnose tiefergehende Systeminformation
zu erhalten kann die Anbringung sekunda¨rer (nicht zur Aktuatorregelung er-
forderlicher) Sensoren sinnvoll sein. Diese du¨rfen jedoch die Zuverla¨ssigkeit des
Gesamtsystems auch im ausgefallenen Zustand nicht beeintra¨chtigen. In die-
se Sensorenklasse fallen z.B. extern angebrachte Temperaturfu¨hler oder Hall-
Sensoren (fu¨r beru¨hrungslose Strommessung).
• Datenerfassung: Fu¨r jedes Signal muß neben der Amplitude zusa¨tzlich die Pha-
senlage und der Meßzeitpunkt bekannt sein bzw. berechnet werden ko¨nnen. Die
Meßinformation muß in digitaler Form vorliegen. Nur unter diesen Vorausset-
zungen la¨ßt sich die Dynamik des physikalischen Prozesses auf Digitalrechnern
nachbilden.
◦ Synchronita¨t: Idealerweise werden die Meßdaten zeitsynchron erfaßt. Sind
die parallelredundanten Aktuatorfunktionen jedoch als entkoppelte Pro-
zesse ausgelegt, liegen die Meßdaten asynchron vor. In diesem Fall mu¨ssen
zur zeitdiskreten Simulation hochdynamischer Prozesse die Phasenverlu-
ste aufgrund der relativen Prozesstotzeiten mitberu¨cksichtigt werden.
◦ Abtastrate: Sind Teile der Aktuatorregelung digital ausgefu¨hrt, ist ein
Zugriff auf die bereits digital aufbereiteten Meßdaten durch die Diagno-
sesoftware die ideale Lo¨sung. Oft ist die Abtastrate des Digitalreglers
allerdings auf die Erfassung der dominanten Systempole ausgelegt. Ei-
ne Diagnose muß jedoch zusa¨tzlich die ho¨herfrequenten Eigenwerte an-
regen um fehlerrelevante Systemparameter detektieren zu ko¨nnen, das
shannon’sche Abtasttheorem wird fu¨r diese Eigenfrequenzen dann nicht
erfu¨llt. In einem solchen Fall ist man auf eine separate diagnosespezifische
Meßdatenerfassung angewiesen.
◦ Digitalwandlung: Sind Teile der Aktuatorregelung analog ausgefu¨hrt,
oder werden zusa¨tzliche, externe Sensoren benutzt, muß das Diagnose-
system u¨ber eine separate Meßwandlereinheit verfu¨gen. Dabei gilt zu be-
achten daß der Abgriff der Signale der Prima¨rsensoren galvanisch getrennt
und ru¨ckkopplungsfrei (passiv) erfolgt.
• Rechner-Resourcen: Oft sind die fu¨r die Aktuatorregelung eingesetzten Mikro-
prozessoren auf den Regelalgorithmus und die notwendigen Signalkonsolidie-
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rungsprozesse optimiert. Eine Diagnosesoftware beno¨tigt fu¨r eine Echtzeitrea-
lisierung jedoch einen Digitalen-Signal-Prozessor (DSP) mit optimierter Mul-
tiplikationsarithmetik und 32-bit Genauigkeit.
◦ Nutzung vorhandener CPUs: Liegen fu¨r die Regelung DSPs im gefor-
derten Redundanzgrad vor, kann die Echtzeitfaa¨higkeit der Diagnose je
nach Methodik evtl. als verteilter Prozess auf den redundanten Prozes-
soren realisiert werden. Allerdings erfordert diese Prozessaufteilung eine
durchsatzstarke Datenkommunikation zwischen den Prozessoren, da nicht
nur die jeweiligen Meßsignale zur Kanalkonsolidierung, sondern zusa¨tzlich
diagnosespezifische Prozessdaten ausgetauscht werden mu¨ssen. Noch da-
zu muß fu¨r die Diagnosesoftware eine hohe Zuverla¨ssigkeit nachgewiesen
werden: im Fehlerfall darf der Regelungsprozeß nicht unterbrochen wer-
den.
◦ externer Diagnoserechner: Sollen die Ergebnisse der Aktuatordiagnose
aufgrund der Sicherheitsphilosophie nicht automatisch in die Aktuatorre-
gelung einfliessen la¨ßt sich der Algorithmus auf einem separaten Digital-
rechner realisieren. Lediglich der Meßdatentransfer von der redundanten
Actuator-Control-Unit ACU zum Diagnoserechner muß den geforderten
Zuverla¨ssigkeitsanforderungen entsprechen. Allerdings muß zusa¨tzlich ein
geeigneter Einbauraum und die Energieversorgung im Flugzeug bereitge-
stellt werden, was ebenfalls ho¨heren Aufwand nach sich zieht.
6.1 Bewertung
Eine Beurteilung des technischen Aufwands fu¨r die Realisierung beispielsweise ei-
ner digitalen Kanalquerkommunikation ist nur sehr schwer mo¨glich, da die Herstel-
ler daru¨ber keinerlei Datenmaterial vero¨ffentlichen und die vorhandene Literatur
auf umsetzungsrelevante Detailprobleme kaum eingeht. In die folgende Bewertung
fließen daher zu gro¨ßten Teil die Erfahrungen im Umgang mit prozessorgesteuer-
ten Meßsystemen am institutseigenen Aktuatorpru¨fstand. Als Bewertungsmaßstab
wird eine dreistufige, heuristische Beschreibung gewa¨hlt. Die Auswrertung fu¨r die
drei vorgestellten Kategorien von Hardwarestrukturen erfolgt tabellarisch nach dem
Realisierungsaufwand fu¨r:
• Meßdaten: Liegen die notwendigen Meßdaten bereits in digitaler Form mit hin-
reichender Abstastrate vor, ist der Aufwand fu¨r die Datenauskopplung als ver-
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gleichsweise gering angenommen. Alternativ ist die Aufnahme analoger Meß-
daten mit einer zusa¨tzliche Meßdatenakquisitionselektronik notwendig.
• Software: Hier spielt die U¨berlegung der Einbettung der Diagnosesoftware in
entweder das vorhandene Prozessorsystem oder einer zusa¨tzlichen CPU eine
Rolle. Die Nutzung vorhandener Resourcen ist unter der Einhaltung der nach
Tabelle 1 erforderlichen Zuverla¨ssigkeitsklasse mit erho¨htem Aufwand verbun-
den.
• Hardware: Unter diesem Punkt wird eine Abscha¨tzung des notwendigen Auf-
wands fu¨r die Modifikation der bestehenden Hardware gegeben. Hier fließen
die Aspekte Datenakquisition als auch Datenpufferung und -transfer zu einer
externen Diagnose-CPU ebenso wie die Probleme des zusa¨tzlichen Bedarfs an
Programm- und Datenspeicherung bei Verwendung der internen CPU mit ein.
• Zuverla¨ssigkeit: Gemeint ist hier der Aufwand fu¨r die Gewa¨hrleistung der ge-
forderten Ausfallrate fu¨r das Gesamtsystem
”
Aktuator“. Hier wird der Auf-
wand fu¨r die Unterdru¨ckung der Ru¨ckwirkungen von Ausfa¨llen im Bereich der
Diagnosehardware eine Rolle. Im besonderen bezieht sich dieser Punkt auf die
Sensorintegrita¨t und dem Problem der passiven Signalauskopplung einerseits
sowie der Datenintegrita¨t und dem Error-Handling bei digitaler Kommunika-
tion zwischen der Aktuator-Control-Unit und der Diagnose-CPU andererseits.
Zusa¨tzlich wird in der Bewertung mitberu¨cksichtigt, daß sich aufgrund des 300 Hz
Digitalreglers fu¨r den vorliegenden Aktuator fu¨r eine ho¨here Diagnoseabtastung Pro-
bleme mit der Daten-Synchronita¨t ergeben. Vergleichend ist daher der Fall der syn-
chronen Abtastrate der Regelung sowie Aktuator-Diagnose aufgezeigt. In der Tabelle
ist mit Host-CPU diejenige bezeichnet auf der die Diagnosealgortihmen abgearbei-





Actuator-Contol-Unit ACU steht fu¨r die vierfach redundante, generische CPU fu¨r
die Aktuatorregelung.
Fazit: Der geringste Umsetzungsaufwand ergibt sich fu¨r alle betrachteten Hardware-
strukturen fu¨r ein Diagnosesystem mit externen CPU und bei synchroner Abtastrate
(s. Tabelle 2). Abbildung 10 zeigt das Strukturschema der idealtypischen flugzeu-
gintegrierten Aktuatorfehlerdiagnose.
Ebenso ließe sich die Diagnose mit vertretbarem Aufwand jedoch auch auf den ACUs
implementieren, wenn die Abtastrate sowie die verfu¨gbare Rechenleistung den An-




Regler- Host- Meß- Soft- Hard- 1
4
P
Struktur aufbau CPU daten ware ware Zuverl. Aufwand
Zentral- analog ACU - - - - -
DIAG 2 0 2 0 1.0
digital ACU 1 2 1 2 1.5
300 Hz DIAG 2 0 2 1 1.25
digital ACU 0 2 0 2 1.0
1000 Hz DIAG 1 0 1 1 0.75
Hybrid- analog ACU - - - - -
DIAG 2 0 2 0 1.0
digital ACU 1 2 1 2 1.5
300 Hz DIAG 2 0 1 1 1.0
digital ACU 0 2 0 2 1.0
1000 Hz DIAG 1 0 1 1 0.75
Smart- digital ACU 1 2 1 2 1.5
300 Hz DIAG 1 0 2 1 1.0
digital ACU 0 2 0 2 1.0
1000 Hz DIAG 1 0 1 1 0.75
0=kein, sehr gering; 1=mittel, realisierbar; 2=hoch, sehr viel
Tabelle 2: Strukturbewertung
setzung in der Prozeßverteilung sowie der Softwaresicherheit. Bei reinen analogen
Aktuatorregelungen ist die analytische Redundanz lediglich auf externer Hardware
mo¨glich. Der resultierend Hardwareaufwand fu¨r eine Realisation begru¨ndet sich mit











































Abbildung 10: Wartungskonzept: Flugzeugintegrierte Aktuatorfehlerdiagnose
7 Der Aktuator
Zielsystem des in dieser Arbeit beschriebenen Diagnosealgorithmus ist ein elektrohy-
draulischer Seitenruderaktuator. Er ist das Stellglied der Flugregelung um die Gier-
bzw. Hochachse des Flugzeugs. Die Kraftstufe ist hydraulisch ausgelegt, da dieses
Aktuatorkonzept sich sich gegenu¨ber rein elektrischen Antriebskonzepten durch eine
ho¨here Leistungsdichte und Ansprechdynamik auszeichnet [Him67]. Der elektrische
Anteil am Aktuator bezieht sich auf die Ansteuerung des hydraulischen Steuerven-
tils. Dabei stellt er funktional die aktuellste Evolutionsstufe dar. Zur Reduktion von
mechanischen Elementen verzichtet man hier auf eine Servovorsteuerstufe und treibt
ein einstufiges Stetigventil (Stetigwegventil) [ea94] mit Linearmotoren direkt an. Der
elektrische Antrieb unterliegt dabei wesentlich ho¨heren Anforderungen an Dynamik
und Stellenergie, die Bernoullikra¨fte an den Steuerkanten der Ventile mu¨ssen vom
Antrieb mit aufgefangen werden. In diesem Abschnitt wird eine beschreibende Pro-
zeßanalyse durchgefu¨hrt, die die inneren Systemzusammenha¨nge aufzeigt und die
Grundlage einer anschließenden, theoretischen Modellbildung bildet.
7.1 Wirkprinzip
Der Aktuator la¨ßt sich als dreistufiger Energiewandler beschreiben. Der elektrische
Antrieb wandelt elektrische Energie in mechanische. Diese mechanische Energie wird
in einem Steuerventil zur Steuerung von hydraulischer Energie umgesetzt. Im Hy-
draulikzylinder (engl.: Ram od. Booster) wird die hydraulische Energie zuletzt wie-





el. / mech. mech. / hydr. hydr. / mech.
WhydrWel
Abbildung 11: Wirkkette
Whydr wird von einer konstanten Energiequelle (Hydropumpe - elektrisches
A¨quivalent: Konstantspannungsquelle) geliefert.Wel ist die Stellenergie einer gesteu-
erten Stromquelle deren Ausgang proportional dem erforderlichen Hydraulikstrom
Q (vzyl) ist [Sig91] .
7.2 Redundanzstruktur
Der Aktuator inklusive der Regelung und elektrischen Komponenten unterliegt ei-
ner Fail-Op/Fail-Op (Fail Operative) Anforderung. Zwei beliebige , nicht gleicharti-
ge, Systemfehler du¨rfen die dynamischen Mindestanforderungen (Performance) des
Gesamtsystem in seiner Funktion als Stellglied prima¨rer Steuerfla¨chen nicht beein-
tra¨chtigen. Hinsichtlich der Zuverla¨ssigkeit wird fu¨r den vorliegenden Aktuator eine
Ausfallrate λ von weniger als 10−9/h festgelegt. Diesen hohen Anforderungen wer-
den im Aktuatorentwurf durch funktionale Parallelredundanz Rechnung getragen
[Osd99]. Es ergibt sich die vorliegende Baugruppen-Redundanzstruktur (siehe Abb.
12).
































Abbildung 12: Redundanzstruktur im Blockdiagramm
Die Berechnung der Zuverla¨ssigkeit basiert auf statistischen Herstellerdaten u¨ber
spezifische Ausfallraten auf Komponentenebene. Elektrische Bauteile verkraften die
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extremen mechanischen und temperaturbedingten Belastungen im Flugzeug am
schlechtesten, elektrische Signalpfade inklusive Sensoren sind daher vierfachredun-
dant ausgelegt. Aufgrund der Gefahr von (mechanischen) Leitungsleckagen oder
Dichtungsverschleiß sind die hydraulischen Systeme doppelt redundant konzipiert.
Systembedingt mußten zwei druckgesteuerten Bypassventile als zusa¨tzliches Sicher-
heitselement in das Redundanzkonzept integriert werden.
Kammersystem 1 Kammersystem 2
Wegsensoren
Wegsensoren
Hydrauliksystem 1 Hydrauliksystem 2






Abbildung 13: Funktioale Redundanzstruktur
Reine mechanische Bauelemente wurden den Anforderungen entsprechend robust
ausgelegt, hier liegt eine singula¨re Redundanz vor. Allerdings bedingt diese An-
ordnung a proiri den garantierten Ausschluß von Systemversagen durch Klemmung
mechanischer Bauteile insbesondere im Ventilschieber. Diesem Kriterium wurde in
der Entwurfsphase durch ein hohes statisches Kraftniveau fu¨r den Ventilantrieb fu¨r
die U¨berwindung von Span-Scherkra¨ften Rechnung getragen, was seinerseits eine
Erho¨hung der elektrischen Zuverla¨ssigkeit zwangsweise nach sich zieht.
7.2.1 Der Hydrozylinder
Die Kraftstufe des Aktuators besteht aus zwei mittels Kolbenstange mechanisch ge-
koppelten doppeltwirkenden Pra¨zisions-Hydrozylindern. Das Zylinderrohr ist aus
einem Teil gefertigt. Die Kolben/Zylinderrohr-Dichtungen sind als Elastomer-
Nutringe mit beidseitig wirkenden Dichtlippen [ea94] fu¨r geringe dynamische Lecka-
ge ausgelegt. Die Kolbenstange/Zylinderkopf-Spalte werden mit Stangend´ıchtungen




Das erste Kammersystem (1) ist kraftsymmetrisch, da die Kolbenstange (3) kom-
plett durchgefu¨hrt ist. Das System 2 (2) hat in Ausfahrrichtung ein ho¨heres stati-
sches Kraftniveau. Dynamisch ergibt sich fu¨r die Kammer mit der gro¨ßeren Kolben-
fla¨che ein erho¨htes δQ
δt
fu¨r gleiche Verfahrgeschwindigkeiten beider Zylindersysteme.
Diese Asymmetrie wird durch eine in das Ende der Kolbenstange hineinragenden
Verdra¨ngerwelle (4) minimiert. Der Zuwachs der Kolbenwirkfla¨che reduziert sich auf
2·pi ·(rKolbenst−rV erdr) (vgl: Kap. 9). Die Ausfu¨hrung der Kolbenstange als Hohlwelle
dient zusa¨tzlich der Reduktion der Aktuatormasse. Ebenfalls in der Kolbenstange
untergebracht ist das zur Regelung notwendige Meßsystem fu¨r die Kolbenpositi-
on. Die Wegmessung erfolgt vierfach redundant mittels LVDTs (Spulenko¨rper (5),
Tauchanker (6)).
7.2.2 Das Servoventil
Die Steuerung des O¨lstroms u¨bernimmt ein proportional Kolben- bzw.
La¨ngsschieberventil. Es ist als Stetigventil bzw. Regelventil [ea94] [Sig91] ausge-
legt. Die Wirkelemente sind dabei die Steuerkanten des Kolbenschiebers sowie die
in der Steuerhu¨lse befindlichen in Trapezform ausgebildteten Steuerdurchbru¨che.
Die Schieber/Hu¨lse-Steuerkantenpaare bilden variable (wegabha¨ngige) Drosseln.
U¨berdeckt der Schieber in Nullstellung den Steuerdurchbruch um einen bestimm-
ten Betrag, so spricht man von positiver Nullu¨berdeckung. Ventile mit positiver
Nullu¨berdeckung sind jedoch nur bedingt zur Aktuatorregelung geeignet, da der
Antrieb zuna¨chst die U¨berdeckungsla¨nge zuru¨cklegen muß bevor ein Ansprechver-
halten des Ventils erfolgt. Es ergeben sich Totzeiten die den Entwurf einer Pro-
portionalregelung erschweren. Bei negativer Nullu¨berdeckung wu¨rde das Ansprech-
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verhalten zwar direkt erfolgen, man erkauft sich jedoch einen erho¨hten parasita¨ren
Leckstrom, da im hydraulischen Nullpunkt ein O¨lstrom u¨ber die Steuerkanten di-
rekt vom Hin- in den Ru¨cklauf stattfindet. Das vorliegende Servoventil ist daher
auf minimale Nullu¨berdeckung ausgelegt, Schieber und Hu¨lse sind passend einge-












Abbildung 15: Servoventil (in hydraulischer Nullpunktslage)
Da der Aktuator aus sicherheitstechnischen Gru¨nden aus einem Tandem-Zylinder
(siehe Kap. 7.2.1) besteht, sind fu¨r die Ansteuerung zwei Ventile notwendig. Diese
Ventile sind mechanisch starr gekoppelt, Hu¨lse und Schieber werden jeweils aus ei-
nem Stu¨ck gefertigt. Aufgrund der hohen Durchflußversta¨rkung mu¨ssen beide Schie-
ber einen exakten Gleichlauf und Ruhelage besitzen, das Einschleifen der Steuerkan-
ten ist daher eine aufwendige Prozedur, Ausfa¨lle durch Kantenverschleiß u.a¨. fu¨hren
schnell zu parasita¨rem Forcefight und zum Performanceverlust. Der Ventilaufbau
entspricht Abb. 15.
7.2.3 Der Ventilantrieb
Der Antrieb erfolgt bei dem vorliegenden Aktuatorkonzept erstmals direkt, dh. eine
erste Vorstufe zur Erzeugung der zur Ventilsteuerung notwendigen Energie aus dem
Hydrauliksystem entfa¨llt. Der Motor beruht auf dem elektrostatischen Prinzip der
Krafterzeugung. Eine Erregerspule (1) wird von dem Steuerstrom durchflossen und
erzeugt einen magnetischen Fluß in dem prima¨ren Eisenkreis (3). Der Anker (5)
wird durch die Federn (6) zentriert. Ohne die zwei sekunda¨ren Magneteisenkreise
(4) und den gegensinnig magnetisierten Steuermagnete (2) ist der Motor indifferent,
dh. nicht die Richtung der Stromeinpra¨gung, sondern der kleinste Anfangsluftspalt
bestimmt die Bewegungsrichtung des Ankers. Die Sekunda¨rmagnete (2) erzeugen in
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Abbildung 16: Linearmotor (Prinzip)
der Ankerruhelage (gleiche Luftspaltbreite) einen a¨quivalenten, jedoch gegensinni-
gen Magnetspaltfluß. Pra¨gt man nun einen Strom in die Steuerspule, so addieren sich
die gleichsinnigen Flu¨sse im Luftspalt, wa¨hrend an dem Luftspalt mit gegensinniger
Flußrichtung eine Magnetfeldverdra¨ngung eintritt. Die Feldsta¨rke B in diesem Spalt
wird geringer, der Spulenfluß wird u¨ber den sekunda¨ren Magneteisenkreis abgelei-
tet. Der Anker bewegt sich in Richtung des Eisenjochs mit dem ho¨heren B-Feld.
Bei entgegengerichteter Spulenbestromung kehrt sich die Bewegungsrichtung um,
der Motor ist bidirektional steuerbar [U96]. Der Ankerweg bestimmt sich aus der
Kra¨ftebilanz von Magnetkraft und der Gegenkraft durch die Zentrierfedern (6). Auf-
grund nichtlinearer Zusammenha¨nge zwischen Spulenstrom und Magnetkraft ergibt
sich fu¨r den Linearmotor eine nichtlineare Strom/Weg-Kennlinie. Bei dem vorlie-
genden Aktuator wurden die Erregerwicklungen vierfach redundant ausgelegt.
7.3 Bypassventil
Das Bypassventil muß gesondert erwa¨hnt werden, da es kein prima¨res, funktionsbe-
teiligtes Aktuatorelement ist. Es spielt jedoch eine wesentliche Rolle als Sicherheits-
element zur Erho¨hung der Aktuatorverfu¨gbarkeit. Die hydraulischen Komponenten
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sind duplex ausgelegt (siehe Abschnitt 7.2), dh. auch das Bypassventil ist fu¨r je-







Abbildung 17: Bypassventil (Prinzip)
Das Bypassventil ist ein druckgesteuertes 4-2-Wege-Ventil. Im Normalbetrieb be-
steht die Verbindung zwischen Verbraucher-Port und jeweiliger Zylinderkammer. Im
drucklosen Zustand (Versorgungsdruck < 3MPa) schließt es die Zylinderkammern
des jeweiligen Systems kurz, so daß keine Beeintra¨chtigung des zweiten Hydraulik-
systems entstehen kann. Bei Auftreten eines Fehlers in einem Hydraulikzweig kann
durch Abschalten des Versorgungsdruck somit die Beta¨tigung des Aktuators durch




Nach der funktionalen Aktuatorstruktur ist die Betrachtung der mo¨glichen Ausfalls-
zenarien und ihrer Ursachen der zentrale Punkt der Systemanalyse. Hieraus gewinnt
man wichtige Randbedingungen fu¨r die Auslegung eines Diagnosesystems. Neben
der Schwere der Fehlerauswirkung (Criticality) interessiert fu¨r die Diagnoseaussage
dabei die Frage, ob die Fehler sicher erkennbar und ursa¨chlich unterscheidbar sind.
D.h. der aufzustellende Kanon der mo¨glichen Fehler bildet die entscheidende Grund-
lage bei der Auswahl der Diagnosemethode und dem dazugeho¨rigen, mathematischen
Filtermodell.
Die Erfassung sa¨mtlicher Ausfallarten sowie die Abscha¨tzung der stochastischen
Zuverla¨ssigkeiten ist Gegenstand der Zuverla¨ssigkeitsanalyse.
8.1 Zuverla¨ssigkeitsanalyse
Dieser Arbeit liegt fu¨r den Aktuator eine vom Hersteller angefertigte, detaillier-
te Zuverla¨ssigkeitsanalyse vor. Da die Entwicklung fu¨r das System
”
Flugzeug“
Top-Down, dh. vom Gesamtgera¨t bis hinunter auf Komponenten- und Subsy-
stemebene, durchgefu¨hrt wird, geho¨ren neben den zentralen Leistungsmerkmalen
die Zuverla¨ssigkeitsvorgaben zu den zentralen Punkten einer Aktuatorspezifikation
[Ray92]. Somit begleitet die Analyse der Ausfallsicherheit den Entwurfsprozess von
Anfang an und bestimmt maßgeblich die Redundanzstruktur. Anhand der Failure-
Mode-and-Effects-Analysis (FMEA) fu¨hrt der Hersteller dann den Nachweis fu¨r
die Erfu¨llung der Entwicklungsvorgaben. Systematisch wird dabei hier jedes Bau-
teil auf Schwachstellen und seine System-Auswirkungen hin (bottom-up-approach)
untersucht und die Ausfallwahrscheinlichkeit ermittelt (vgl. [Mai00]). Meist sind
dies Erfahrungswerte, oder stammen aus Zuverla¨ssigkeitsdatenbanken der Herstel-
ler und Zulieferer. Auf Baugruppen-Ebene wird die Ausfallrate aus den Bauteildaten
nach den mathematischen Regeln fu¨r stochastische, unkorrelierte Prozesse ermittelt
[uPF84]. Eine wichtige Literatur zur Systematik der FMEA bildet die MIL-STD-
1629A der in der Luft-und Raumfahrt den Standard markiert und fu¨r alle Bauteile
erforderlich ist(vgl. [uGL90]).
Zuverla¨ssigkeit ist im Sprachgebrauch oft mit stochastischer Begriﬄichkeit heuri-
stisch bewertet. Untenstehende Tabelle gibt einen U¨berblick u¨ber gebra¨uchliche Zu-





unwahrscheinlich 1Ereignis/105 − 107Betriebsstunden
ziemlich wahrscheinlich 1Ereignis/104 − 105Betriebsstunden
wahrscheinlich 1Ereignis/104Betriebsstunden
Tabelle 3: Heuristische Fehlerha¨ufigkeitsinterpretation
Der vorliegende Seitenruderaktutor besitzt eine Zuverla¨ssigkeitsanforderung von
10−9/h, nach Tabelle 3 eine u¨ber das menschliche Maß fu¨r sehr unwahrscheinliches
Fehlerauftreten hinausgehender Wert.
Das dabei verwendete Bewertungsmaß fu¨r die Zuverla¨ssigkeit als eine stochastische
Gro¨ße ist die Ausfallrate. Sie bezieht die Auftrittswahrscheinlichkeit auf die im Ein-
satz befindlichen, intakten Einheiten. Die Ausfallwahrscheinlichkeit selbst ist stocha-
stisch exponentialverteilt. Dh. die Ausfallrate bleibt aufgrund der sich reduzierenden
intakten Gera¨te innerhalb des betrachteten Zeitraums konstant.
Weibulls Untersuchungen zur Ausfallcharakteristik unter Einbeziehung der Fru¨h-
und Verschleißausfa¨lle ergeben den als Badewannenkurve bezeichneten Verlauf der
Ausfallrate (siehe Abb. 18).
Abbildung 18: Badewannenkurve
Fu¨r die Fehleranalyse des Aktuators wird jedoch nur der mittlere Abschnitt mit
na¨herungsweise exponentieller Dichtefunktion betrachtet, da
• die Fru¨hausfa¨lle mittels grundlegender Prototypen-Dauertests (Entwurfsfeh-
ler) und Aktuator-Einzelpru¨fungen (Acceptance-Test-Procedures ATP) zur
Eleminierung von Fertigungsfehlern unterdru¨ckt werden, und
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• die Verschleißausfa¨lle durch rechtzeitige Grundu¨berholungsmaßnahmen ver-
mieden werden.
Oft wird technische Zuverla¨ssigkeit im Sprachgebrauch eng mit dem Sicherheitsbe-
griff verknu¨pft, robuste Systeme gelten als sicher. Der Begriff der Sicherheit bezieht
sich jedoch speziell auf die Mensch-Maschine-Schnittstelle mit Blick auf Gesund-
heitsrisiken oder Gefa¨hrdung des Bedienpersonals. Die Sicherheitsanalyse wird in
der erweiterten FMEA, der Failure-Mode-Effect-and-Criticality-Analysis (FMECA)
mitberu¨cksichtigt. Die Gefa¨hrdung wird dabei in folgende Klassen eingeteilt.
Tabelle: Kritikalita¨tsklassen
Klasse Bezeichung Fehlereffekt
A Flight Safety Critical defects
severeness-class 1
Fehler in Systemen/Subsystemen fu¨hren zu
katastrophalen, zumindest aber kritischen
Gefa¨hrdungen
B Flight Safety Involved defects
severeness-class 2
Fehler in Systemen/Subsystemen fu¨hren nur
in Zusammenhang mit Fehlern in anderen Sy-
stemen/Subsystemen zu katastrophalen, zumin-
dest aber kritischen Gefa¨hrdungen
C Defects severeness-class 3 Fehler in Systemen/Subsystemen fu¨hren ledig-
lich zu unkritischen Teilausfa¨llen von Systemen
bzw. Totalausfa¨llen bei Subsystemen
D Defects severeness-class 4 Fehler in Systemen/Subsystemen fu¨hren zu not-
wendigen Reparaturen bzw. außerplanma¨ßigen
Wartungsmaßnahmen
Tabelle 4: Fehlerauswirkung
Ha¨ufig findet man als Angabe fu¨r die technische Zuverla¨ssigkeit das Maß Mean-
Time-Between-Failures (MTBF) angegeben [MBB71]. Sie gibt die mittlere Einsatz-
dauer bezogen auf ein bestimmtes Bauteil an. Hohe Werte deuten auf robuste, un-
anfa¨llige Funktion des Prozesses, wa¨hrend anfa¨llige, labile Systeme kleine Werte
aufweisen. Die MTBF ist die mittlere Zeit zwischen zwei gleichartigen Ausfallerschei-
nungen und entspricht bei exponentialverteilter Wahrscheinlichkeitsdichtefunktion
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Zur Festlegung der wichtigsten Aktuatorfehler fu¨r die Fehlerdiagnose wurde
auf Herstellerangaben u¨ber Ausfallha¨ufigkeit und Fehlerauswirkung der System-
komponenten laut Failure-Mode-Effect-and-Criticality-Analysis (FMECA)[S.p98]
zuru¨ckgegriffen und die signifikanten Ausfa¨lle in Form von Blockdiagrammen (siehe




durch Totalverlust eines Spulen-
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Abbildung 21: FMECA: Hydraulikzylinder
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Im Anschluß erfolgt die Untersuchung der diagnoserelevanten Aktuatorfehler nach
dem Gesichtspunkt der Detektierbarkeit. Direkt messbare Fehler ko¨nnen mittels
IBITs (Initiated-Build-In-Test) ermittelt werden. Diese IBITS werden seitens des
Herstellers bereits in der Konstruktionsphase durch die Detail-Testability-Design-
Analysis entwickelt und in der ACE abgelegt. Die IBITs lassen sich nach Kap. 3
ebenfalls in die Gruppe der analytischen Diagnosemethoden einteilen, ermo¨glichen
aufgrund ihrer Algorithmen jedoch lediglich eine grobe Grenzwertabscha¨tzung, bzw.
boolsche Fehleraussage. Ein Diagnosesystem muß daher
• auf die Detektion der zusa¨tzlichen, nicht direkt detektierbaren Fehler
• oder eine spezifische, bauteilbezogene Fehlerlokalisierung
ausgelegt sein, um eine detailliertere und tiefergehende Diagnoseaussage zu
ermo¨glichen.
8.2.1 elektrische Fehler des Ventiltriebs
• Spulenfehler: Hierunter fallen neben den Fehlern in den Motorspulen, Teil-
bzw. Kurzschluß oder Wicklungsbruch auch Kabeldefekte die physikalisch wie
Spulenausfa¨lle wirken. Ebenfalls betrachtet man Versta¨rkerfehler, Hardover1
oder Nullausfall ursa¨chlich zu den Spulenfehlern za¨hlend, da beide Kompo-
nenten untrennbar die Antriebseinheit bilden.
Die Ausfallha¨ufigkeit betrachtet ergibt sich die Verkabelung als prima¨res Pro-
blem. Die Ausfallrate ist um zwei Zehnerpotenzen ho¨her als der Ausfall der
Versta¨rkerelektronik. Die Spulenfehler sind laut FMECA von geringem Inter-
esse, durch konstruktive Maßnahmen sind Spulenbruch als auch thermische
U¨berbelastung auszuschließen. Gema¨ß Herstellerangaben liegt z.B. die ma-
ximale Erwa¨rmung des Motorgeha¨uses bei maximaler Stromeinpra¨gung aller
vier Spulen bei 120◦C, somit unter der Isolationslackschmelzgrenze von 230◦C.
Daher beschra¨nkt sich die IBIT-Routine auf gleichsinnige Spulenansteuerung
und dem Voting des Spulenstroms zur Erkennung von Kanalabweichungen. Die
1Der Hardover-Fehler (Hartlagenfehler) ist ein technischer Defekt in der Leistungsstufe der
ACU bei der die zugeho¨rige Spule mit dem maximalen Strom belastet wird. Dieser Fehler wird
heute durch die Beschra¨nkung des Nutzsignals auf 98% des maximalen Meßbereichs unter Einsatz
einfacher Schwellwertvoter abgefangen. Die Spulen erhitzen sich bei einem einkanaligen Hardover
auf max. 145◦ und nehmen dabei keinen Schaden. Fu¨r die Performance des Aktuators ist die
Erkennung eines Hartlagenfehlers jedoch von zentraler Bedeutung.
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Diagnose hingegen kann die aufgezeigten Fehlerarten, bis auf Kurzschluß oder
Unterbrechungen in Spule oder Kabel, ursa¨chlich unterscheiden und quantifi-
zieren, da dem Filter das modellierte Spulen-Widerstands-Netzwerk zugrunde
liegt. Einschra¨nkungen sind jedoch aufgrund der Vielzahl an Koppelindukti-
vita¨ten in diesem 5x5-Netzwerk hinsichtlich der beobachtbaren Parameteran-
zahl in Kauf zu nehmen.
• Sensorfehler: Grunsa¨tzlich werden die LVDT-Sensoren zur Ventilwegmessung
und zur Zylinderwegmessung gleich behandelt. Diese typischerweise aufgrund
ihrer Robustheit und Zuverla¨ssigkeit in der Luftfahrt eingesetzten Sensoren
besitzen allerdings wegen mo¨glicher Kabeldefekte und Elektronikausfa¨llen eine
Ausfallwahrscheinlichkeit, die systemkritisch gesehen wird. Man unterscheidet
dabei grundsa¨tzlich folgende Ausfallarten:
◦ constant error: Der Sensor liefert unabha¨ngig von der Meßgro¨ße ein kon-
stantes Signal.
◦ offset error (bias): Der Sensor liefert einen um einen konstanten Offset
verschobenen Meßwert (z.B. mech. Dejustage).
◦ scale error: Der Proprotionalita¨tsfaktor zwischen Meßwert und Meßgro¨ße
ist dejustiert.
◦ transient error: Mo¨gliche Kabelbru¨che der Sensorleitungen fu¨hren neben
den obengenannten Fehlern zu Signalspru¨nge oberhalb der max. Aktua-
tordynamik.
Die IBIT-Prozeduren pru¨fen innerhalb eines Ansteuerzyklus den Gleichlauf
und die Sensorwerte in den Extrempositionen. Ein Online-Voting erkennt Sen-
sorfehler als Ausreißer aus dem Scharmittelwert und blendet den abweichen-
den Sensor aus. Modelliert man dagegen den Sensor nach Gleichung 2 ist eine
quantitative Bestimmung der Fehlerart hinsichtlich Offset (bx, Bias in Sensor
X) und Skalenfaktor (sx) mo¨glich.
Wx(t)effektiv = bx + sx ·Wx(t)gemessen; mit x = 1 . . . 4 (2)
Mit Kenntnis dieser Parameter muß ein abweichender Sensor nicht aus dem
Redundanzverbund entfernt werden, das Signal wird mathematisch korrigiert
und kann zur Aktuatorregelung weiterverwendet werden.
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8.2.2 mechanische Fehler des Linearmotors
• mechanisches Versagen des Motors/Motorgeha¨uses: Ein typischer Vertreter
nicht analytisch detektierbarer Fehler. Der Hersteller sieht hier lediglich die
visuelle Kontrolle im Zuge von Maintenance-Maßnahmen vor. Fehler die im
inneren der Motormechanik liegen werden hier nicht erfaßt. Auch ein Diagno-
sesystem entdeckt Defekte durch Auswirkungen auf die Motordynamik. Aber
hier ist die Fehleraussage unspezifisch, und eine unkritische Klassifikation der
Motorparameter fu¨hrt zu Falschaussagen. Allerdings ist die Auftrittsha¨ufigkeit
so gering, daß dieser Fehler nicht im Fokus der Investigation liegt.
• Verschmutzung: Wird von der IBIT nicht erfaßt, da keine Frequenzga¨nge ge-
fahren werden. Selbst bei einer FFT-Analyse ist die Aussage unspezifisch. Das
Diagnosesystem u¨berwacht dagegen den Parameter Motorreibung (wegen star-
rer Kopplung inkl. Ventilschieberreibung) der Bewegungs-DGL, der gegenu¨ber
Verschmutzung sensitiv ist.
• Feldschwa¨chung/Bruch der Magnete: Es handelt sich um gesinterte Sm-Co-
Magnete, einem spro¨den Werkstoff, der jedoch in Kunststoffhu¨lsen gelagert ist,
um die Schwingungsbeanspruchung zu minimieren. Ein Teilausfall der Magnete
ist extrem schwierig zu detektieren, da ihre Funktion nicht fu¨r die Krafterzeu-
gung sondern vielmehr lediglich zur Bewegungsrichtungsvorgabe dient (siehe
Kap. 7.2.3). Nur in den Extrempositionen des Motors hat der Magnet einen
signifikanten Kraftanteil von 300N resultierend aus der Minimierung der jewei-
ligen Luftspaltbreite zwischen Anker und Eisenkreis. Die Ausfallwahrschein-
lichkeit ist allerdings auf so niedrigem Niveau, daß die IBIT die Magnetcha-
rateristik nicht u¨berpru¨ft. Im Systemmodell sind die Magnetkra¨fte durch die
nichtlinearen Anteile der DGL abgebildet. Eine Feldschwa¨chung kann somit
theoretisch durch die Vera¨nderung der Koeffizienten ho¨herer Ordnung detek-
tiert werden.
• Zentrierfederrelaxation: Fehler an den Zentrierfedern besitzen eine um drei
Zehnerpotenzen ho¨here Ausfallrate als sa¨mtlich andere mechanische Bauteile
des Antriebs. Ihre Funktion ist die Zentrierung (Nullposition) und die Lage-
rung des Motorankers, sie sind daher als funktionskritische Bauteile einzustu-
fen. Der IBIT ist nur schwer in der Lage, diese Ausfa¨lle zu erkennen. Durch-
gefu¨hrt werden Nullpunktstests und Durchfahren der Strom-Weg-Kennlinie.
Die Fehleraussage ist jedoch auch in diesem Falle unspezifisch, da sich Ab-
weichungen der Kennlinie auch durch sa¨mtliche anderen Ausfallarten ergeben.
38
8 AKTUATORFEHLER
Das Diagnosesystem kann die Federn spezifisch diagnostizieren, sie bilden den
linearen Kraftanteil der Ru¨ckstellkraft des Linearmotors.
8.2.3 mechanische Fehler des Ventilblocks
• mechanisches Versagen der Antriebswelle: Eine 4mm-Welle bildet die mecha-
nische Verbindung zwischen Motor und Ventil. Ein Bruch dieser Kopplung
fu¨hrt unweigerlich zum Totalverlust des Aktuators. Aufgrund der Auftritts-
wahrscheinlichkeit liegt dieser Fehler jedoch nicht Fokus der IBIT. Auch mo-
dellanalytisch ergibt sich keine eineindeutige Fehlerzuordnung, der Antriebs-
ausfall wird sich in vielen Parametern niederschlagen und die Fehlersaussage
ist unspezifisch.
• Ventilklemmen durch Spanbildung: Spa¨ne im Hydraulikfluid die sich im Steu-
erspalt festsetzen ko¨nnen theoretisch zum Totalausfall fu¨hren. Im Aktuator-
design wird dem durch 6µm Metallgewebefilter und durch Span-Abscher-
Kapazita¨t2 Rechnung getragen, ein Ausfall daher entwurfsseitig ausgeschlos-
sen.
• mechanische Reibung: Aufgrund der geringen Spaltmaße des Ventils ko¨nnen
sich Schwebstoffteilchen an Dichtkanten und Gleitlagerfla¨chen absetzten und
zu einer Erho¨hung der Coulomb’schen Reibung fu¨hren. Der IBIT ist gegen sol-
che Fehler insensitiv, das Diagnosesystem kann den Reibkoeffizienten aus der
Bewegungsgleichung mitscha¨tzen. Aufgrund der starren Kopplung zwischen
Motor und Ventil ist ein Differenzierung des Reibfaktors allerdings hinsicht-
lich Entstehungsort nicht beobachtbar.
• mechanisches Versagen von Bauteilen: Drucksto¨ße durch Bo¨enangriff an Steu-
erfla¨chen oder Pumpendefekte ko¨nnen die Mechanik des bei 28MPa ausge-
legten Ventilblocks stark belasten. Ausreichende Lastfaktoren beru¨cksichtigen
diese Problematik jedoch schon im Entwurfsprozess, die mechanische Festig-
keit ist daher gewa¨hrleistet und U¨berlastreaktionen3 ko¨nnen ausgeschlossen
werden. Derzeit einzige Mo¨glichkeit der Detektion ist die visuelle Inspektion
und im Falle der Beeintra¨chtigung der Aktuatordynamik eine unspezifische
Fehlererkennung durch Modellparametervera¨nderung im Diagnosesystem. Das
2Der elektrische Antrieb besitzt ein so hohes Kraftpotential, daß evtl. auftretende Spa¨ne im
Steuerspalt abgeschert werden ko¨nnen
3Ausgeschlossen sind davon Common-Mode-Failures die durch ho¨here Gewalt (Brand, Absturz,
Beschuß, Sa¨ure o.a¨.) eingebracht werden ko¨nnen
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mechanische Bauteilversagen wird im Falle des Auftretens von Leckagen auch
als hydraulischer Fehler gesehen, die Erkennbarkeit ha¨ngt direkt von der Lecka-
geerkennung ab (siehe Abs. 8.2.7)
8.2.4 hydraulische Fehler des Ventilblocks
• Filterverstopfung: Ein 6µm Filter befindet sich hinter der
O¨lversorgungsarmatur um das Einschwa¨mmen von Verunreinigungen in
den Aktuator zur Verminderung des Steuerkantenverschleiß zu verhindern.
Die Erkennung dieses Fehlers ist nicht durch den IBIT abgedeckt. Er a¨ußert
sich bei stark fortgeschrittenem Verschmutzungsgrad in der Einbuße von
Aktuatordynamik, dh. maximale Verfahrgeschwindigkeiten ko¨nnen nicht mehr
erbracht werden und die Einregelzeit wird gro¨ßer. Dieser Fehler u¨berlagert
sich mit dem Steuerkantenverschleiß und wird als Durchflußbeiwert αD
dynamisch modelliert. Da dieser Wert bei Filterverstopfung kleiner wird,
wa¨hren ein Steuerkantenverschleiß einen ho¨heren Beiwert ergibt ist die
Filterverstopfung prinzipiell durch den Optimalfilter detektierbar. Allerdings
bedingt dies die Beobachtbarkeit von internen Druckverha¨ltnissen als auch
die Kenntnis (oder auch das Nichtvorhandensein) externer Sto¨rgro¨ßen auf die
Zylinderkolbenstange.
• hydraulische Da¨mpfung: Eine Drossel im U¨berkehro¨lstrom des Steuerventils
da¨mpft die Ru¨ckwirkung der Bernoullikra¨fte auf den Ventilschieber bei hoch-
frequenten (ca. 140Hz) Sto¨rgro¨ßen auf die Kolbenstange und verhindert eine
Ru¨ckkopplung auf die Antriebsregelung. Fu¨r volle Wirksamkeit muß dieser
U¨berstromkanal entlu¨ftet werden. Bei Lufteinschlu¨ssen im O¨lstrom kann die
da¨mpfende Wirkung nachlassen und die Regelung destabilisieren. Eine direk-
te Messung und Erkennung mittels IBIT ist nicht mo¨glich, im Rahmen von
Wartungsmaßnahmen muß eine sukzessive Entlu¨ftung erfolgen. Anders bei der
Filterung: die Drossel wirkt im dynamischen Modell wie eine quadratische
Da¨mpfung und ist daher aufgrund seiner Dynamik von den restlichen Koeffi-
zient separat beobachtbar.
• Steuerkantenverschleiß: Die hohe Durchflußversta¨rkung des Ventils
(±0.8mm =ˆ ± 80l/min ) bedingt eine exakt eingeschliffene Steuerkante.
Erosion durch Cavitation oder Abrasion verschiebt den hydraulischen Ar-
beitspunkt und fu¨hrt zu erho¨htem Leistungsverbrauch in Ruhelage durch
Force-Fight mit dem, u¨ber den gemeinsamen Schieber direkt gekoppelten,
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zweiten Ventilsystem. Das Auftreten dieses Fehlers wird im Design durch
Auswahl geeigneter Materialpaarung und Veredelung bzw. Ha¨rtung minimiert.
Das Erkennen des Steuerkantenverschleiß ist laut IBIT nur durch Aufnahme
der Durchflußkennlinie mo¨glich, was jedoch einen Eingriff in die Verrohrung
mit sich bringt. Dieser Test wird daher nur im Zuge von Wartungsmaßnahmen
durchfu¨hrbar. Physikalisch hingegen schla¨gt sich der Verschleiß an den Steu-
erkanten in dem Durchflußkoeffizienten αD nieder. Allerdings beeintra¨chtigt
im geschlossenen Zylindermodell das nicht vorhandensein von Kammerdruck-
sensoren die sto¨rungsfreie Beobachtung, die inneren Kammerdru¨cke mu¨ssen
aus Zylinderkraft und Zylinderbewegung rekonstuiert werden.
• interne Leckage (System/System): Das duplex-reduntante Ventilsystem des
Aktuators besitzt eine jeweils aus einem Stu¨ck gefertigte und gemeinsam
eingeschliffene Steuerhu¨lse sowie Steuerschieber. Die Systemtrennung erfolgt
mittels Labyrinthdichtungen zwischen den Ru¨cklaufports. Aufgrund hydrau-
liksystemspezifischer Eigenheiten kann der Ru¨cklaufdruck bis 8bar betra-
gen. Druckschwankungen bewirken einen (zula¨ssigen) Intersystemfluß von bis
zu 50ml/min. Ho¨here Leckstro¨me, verursacht durch Hu¨lsen- bzw. Schieber-
bescha¨digungen fu¨hren zu erho¨hter Blindleistung und sind laut Spezifikation
nicht zula¨ssig. Eine Detektion solch geringer Durchflußraten sind mit IBITs
nur mit externem Equipment mo¨glich. Die theoretische Einschra¨nkung der Ak-
tuatorperformance hinsichtlich Ausfahrgeschwindigkeit und Kraftniveau liegt
bei 80ml/min bei 0.1 % des Maximalwerts und damit unterhalb des Meßrau-
schens der Sensorik, ist daher nur bei starken Leckagestro¨men detektierbar.
8.2.5 elektrische Fehler des Zylinders
• Wegmessung: Hauptproblem der Sensorik ist die Signalu¨bertragung (vgl. Ab-
schnitt 8.2.1). Neben Kontaktunterbrechung und Kurzschluß spielen tu¨ckische
Wackelkontakte eine entscheidende Rolle bei sog. uneccessary removals4. Durch
den Defekt der inneren Zylinderstangendichtung ko¨nnen die LVDT-Sensoren
sowie deren Zuleitungen durch O¨langriff bescha¨digt werden. Die Detektierbar-
keit ist sowohl fu¨r den IBIT als auch die analytische U¨berwachung gema¨ß der
Aussagen aus Abschnitt 8.2.1 gewa¨hrleistet.
4Ausbau und Wartungsaktion an fa¨lschlich als fehlerhaft identifizierten Komponenten
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8.2.6 mechanische Fehler des Zylinders
• mechanische Zylinderreibung: Die Coulombsche Reibung des Tandemzylinders
betra¨gt 1100N , dies entspricht 2.8% der Maximalkraft. Nach IBIT ist eine
erho¨hte Reibung nicht feststellbar, da keine Frequenzga¨nge gefahren werden.
Außerdem ergibt sich das Problem der eindeutigen Beobachtbarkeit da interne
Ventil- und Aktuatorleckagen u.a. zu gleichen Ergebnissen fu¨hren. Dieses gilt
prinzipiell ebenso fu¨r die Filterung. Lediglich aus der Parametercharakteri-
stik ist eine Trennung mo¨glich: Leckagen sind Ventilwegabha¨ngig, die Reibung
bildet einen Kraftbias.
• mechanisches Bauteilversagen: Dieser Fehler ist nicht diagnoserelevant, im De-
sign wurden Schwachstellen ausgemerzt. Eine Detektion ist sinnlos, ein Defekt
fu¨hrte ohnehin zum Totalausfall des Aktuators.
8.2.7 hydraulische Fehler des Zylinders
• Dichtungsversagen: Versagen von externen Dichtungen (Kolbenstangendich-
tungen) fu¨hren zu O¨lverlust des Versorgungssystems. Laut SPEC darf diese
Leckage bei einem statischen Drucktest nicht mehr als 3Tropfen/min betra-
gen. Real wird die externe Undichtigkeit durch visuelle Inspektion von War-
tungspersonal oder Flugzeugfu¨hrern durchgefu¨hrt. Mittels Diagnosemethoden
kann externer O¨lverlust nur bei deutlicher Beeintra¨chtigung der dynamischen
Eigenschaften im Prozentbereich der Normdurchflu¨sse Qi, abha¨ngig von der
Filterempfindlichkeit erfaßt werden. Die Detektion kann nicht eineindeutig er-
folgen, da externe Ventilleckagen, Intersystemleckagen oder vera¨nderte Durch-
flußbeiwerte die gleichen Auswirkungen auf das Systemverhalten aufweisen.
Drucksensoren zur Erfassung der Kammerdru¨cke und Flowmeter in den Ver-
sorgungsleitungen helfen die Diagnosetiefe zu erho¨hen und Leckagen gezielt
den Auftrittsorten zuzuweisen, sie sind in diesem Diagnosesetup jedoch nicht
beru¨cksichtigt.
• Rohrleitungsleckagen: Sie fu¨hren zu exteren Leckagen wie in Abschnitt 8.2.7
und 8.2.4. Eine eineindeutige Fehlerdiagnose ist auch hier nicht mo¨glich. Zur
Vorbeugung gilt die visuelle Vorflugkontrolle oder Wartungsinspektionen.
• interne Leckage: Dieser Fehler bezieht sich auf die Kolbenfla¨chendichtungen.
Wa¨hrend der Aktuatorbewegung entsteht aufgrund des Druckunterschieds in
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den Zylinderkammern ein parasita¨rer O¨lstrom, die Performance nimmt ab.
Prinzipiell handelt es sich um einen Fehler geringer Ordnung, da dem System
kein O¨l entzogen wird. Da der Leckstrom von der Wurzel der Druckdifferenz
in den Kammern abha¨ngt, wird er erst bei hoher Leistungsanforderung an
den Aktuator relevant. Die Diagnostik ist fu¨r die Filterung nur unspezifisch
mo¨glich, interne Ventilleckagen haben exakt die gleichen Auswirkungen auf die
Zylinderdynamik.
• Intersystemleckage: Dieser Fehler bewirkt einen druckdifferenzabha¨ngigen
Leckstrom in der Kolbendichtung zwischen den Tandemsystemen. Er wirkt
wie eine Intersytemleckage im Ventilsystem und entzieht sich daher einer ein-
eindeutigen Detektion. Wie die interne Leckage ist laut FMECA auch dieser
Fehler von untergeordneter Wichtigkeit.
8.3 Mehrfachfehler
Fu¨r die Ermittlung der Ausfallrate bei redundanten Systemen mu¨ssen in der FME-
CA von der Ebene
”
Baugruppen“ an aufwa¨rts das Auftreten von Mehrfachfehlern
in den Komponenten beru¨cksichtigen. Diese Fehler bedeuten fu¨r ein Diagnosesystem
prinzipiell keinen weiteren Entwurfsaufwand. Ist die fehlerspezifische Beobachtbar-
keit durch das zugrundeliegende mathematsche Prozeßmodell gegeben, werden sich
Mehrfachfehler anhand ihrer unterschiedlichen Symptome auch bei gleichzeitigem
Auftreten detektieren lassen.
Die FMECA hingegen betrachtet die Mehrfachfehler bei der Berechnung der Ausfall-
raten von redundanten bzw. aus verschiedenen Komponenten zusammengesetzten
Systemen (Baugruppen). Daher ist hier der Vollsta¨ndigkeit halber ein grober Abriß
u¨ber die Klassifikation der Mehrfachfehler gegeben.
8.3.1 Operabilita¨tsklassen
Die Auswirkungen von Fehlern auf die Systemoperabilita¨t sind Gegenstand der Spe-
zifikation und somit entscheidende Entwurfskriterien. Man unterscheidet folgende
wichtige operationelle Forderungen [Kub93]:
• fail-op (system fails operative): Das Auftreten eines beliebigen Fehlers




• fail-deg (system fails degraded): Das Auftreten eines beliebigen Fehlers fu¨hrt
zu einer Systemfunktion mit reduzierter Leistung.
• fail-safe (system fails safe: Das Auftreten eines beliebigen Fehlers fu¨hrt
ho¨chstens zu einem gefa¨hrdungsfreien5 Systemausfall.
• fail-ind (system fails indicate): Das Auftreten eines beliebigen Fehlers fu¨hrt
zum Systemausfall, der dem u¨bergeordneten System allerdings angezeigt wird.
Umfaßt die Vorgabe fu¨r die Systemoperabilita¨t auch Mehrfachfehler so kombi-
niert man zur Beschreibung die obengenannten Kriterien. Der hier betrachtete
Seitenruder-Aktuator unterliegt fu¨r verschiedenartige Mehrfachfehler einer fail-
op/fail-op Operabilita¨t, fu¨r gleichartige Ausfa¨lle gilt fail-op/fail-safe.
Die fail-op Anforderung fordert grundsa¨tzlich die uneingeschra¨nkte Erfu¨llung der
Systemfunktionen. Fail-safe Zusta¨nde beschra¨nken sich jedoch vo¨llig auf die Ver-
meidung von Gefa¨hrdungen oder direkten Folgescha¨den Untenstehende Aufza¨hlung
gibt eine Auswahl gefa¨hrlicher Aktuatorausfa¨lle (fail-hazardeous, fail-catastrophic),
die die Sicherheit des Flugzeugs gefa¨hrden ko¨nnen.
• Massiver O¨lverlusst: Durch mechanische Bescha¨digung von hydraulischen Bau-
teilen tritt O¨l aus, so daß ein gesamter Hydraulikkreis des Flugzeugs ausfa¨llt.
Sind an diesem Verorgungszweig nicht redundant ausgelegte, sekunda¨re Stell-
glieder (z. B. das Fahrwerk) angeschlossen, fa¨llt neben dem Aktuator auch ei-
ne reihe wichtiger Funktionsbausteine aus, die sichere Flugdurchfu¨hrung wird
gefa¨hrdet.
• Klemmen/Stillstand des Aktuators in Extrempositionen: Fa¨llt ein Aktuator
der prima¨ren Flugsteuerung in maximal ein- oder ausgefahrener Position aus,
erzeugt die Steuerklappe ein sta¨ndiges Moment um die Steuerachse. Zur Kom-
pensation dieser Momente wird u.U. die gesamte Stellreserve der u¨brigen
Steuerfla¨chen beno¨tigt, eine sichere Durchfu¨hrung des Fluges ist nicht mehr
mo¨glich, da gerade bei kritischen Flugpasen (z. B. Landung) volle Steuerbar-
keit erforderlich ist.
Daher ist die fail-safe Bedingung unterste Grenze der auf elektrohydraulische Ak-
tuatoren bezogenen Spezifikation. Um die obengenannten kritischen Ausfallarten zu
umgehen ist ein spezielles Bypass-Ventil als Sicherheitselement zwischen Ventil und
5Gefa¨hrdung: mo¨gliche Beeintra¨chtigung der physischen Unversehrtheit des Benutzers
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Zylinder fu¨r jedes der zwei Hydrauliksysteme eingebracht worden. Es verhindert
bei Druckabfall in der Versorgungsleitung weiteres Einstro¨men von O¨l in die Zylin-
derkammern und o¨ffnet einen U¨berstromkanal zwischen den Zylinderkammern, so
dass a) die Klappe auswehen, und b) der Aktuator durch das zweite Hydrauliksy-
stem weiterhin beta¨tigt werden kann. Konstruktiv ist es im jeweiligen Ventilblock
untergebracht.
Wird anhand einer Fehleranalyse festgestellt, daß die erforderlichen Ope-
rabilita¨tsbedingungen sowie die spezifizierte Ausfallrate von ho¨chstens
1Ausfall/109Betriebsstunden6 fu¨r den Gesamtaktuator nicht erfu¨llt wird, muß
konstruktiv eine Erho¨hung der Ausfallsicherheit durch Schaffung von Redun-
danz beru¨cksichtigt werden. Die Berechnung der Systemzuverla¨ssigkeit erfolgt
mit der boolschen Systemtheorie [vgl. [Mey82], [uGL90]] mittels Propabilita¨ts-
Blockschaltbildern. Dabei wird davon ausgegangen, daß sa¨mtliche Ausfallraten der
Bauteile bekannt und konstant sind. Die Berechnung erfolgt dann mit Hilfe der
Wahrscheinlichkeitstheorie fu¨r verknu¨pfte, stochastisch unabha¨ngige Zufallsprozes-
se. Da die Festlegung der Redundanzstruktur nicht Gegenstand der vorliegenden
Arbeit war, wird auf die boolsche Theorie hier nicht na¨her eingegangen.
8.3.2 Common-Mode-Fehler
Common-Mode-Fehler sind Ausfallerscheinungen gemeinsamer Ursache. Absturz,
Beschuß, Vandalismus, extreme Temperaturen u.v.m. sind mo¨gliche Auslo¨ser.
Common-Mode-Fehler fu¨hren auch in redundanten Systemen zu Totalausfa¨llen, so-
fern die verschiedenen Zweige gleichen funktionellen Aufbau besitzen [Mey82]. Di-
versifikation der Funktionselemente und ra¨umliche Trennung, sowie Vermeidung von
Verknu¨pfungen innerhalb reduntanter (Teil-)Stra¨nge sind geeignete Maßnahmen zur
Vermeidung von Totalausfa¨llen durch Common-Mode-Fehler. Quantifizieren lassen
sich die Ausfallrate durch solche Fehler in erster Linie durch Beobachtungen des
Betriebsverhaltens und mo¨gliche Betriebserfahrungen vergleichbarer Systeme. Die
FMECA beru¨cksichtigt bei der Fehleranalyse und der Berechnung der statistischen
Sicherheit die Common-Mode-Fehler prinzipbedingt nicht.




Die Festlegung der Diagnosemethode bestimmt die Struktur des mathematischen
Prozeßmodells. Insofern ist die Erla¨uterung des Systemmodells hier der Verfahrens-
auswahl (siehe Kapitel 10) vorgegriffen. Wegen dem Bezug des Modells zur Aktuator-
und Aktuatorfehleranalyse einerseits und der flu¨ssigen Weiterleitung zu dem ent-
wickelten Filteralgorithmus andererseits wird das Aktuatormodell jedoch an dieser
Stelle vorgestellt.
Grundlage bilden die physikalischen Gesetzma¨ßigkeiten fu¨r die Aktuatordynamik in
Form von Differentialgleichungen. Dies schließt die Beru¨cksichtigung nichtlinearer
Systemzusammenha¨nge zur Erho¨hung der Modellgu¨te mit ein.
Man erha¨lt ein nichtlineares Zustandsraummodell mit konzentrierten Parametern
. Die Herleitung des elektrisch-mechanischen Motormodells wurde bereits in Vor-
arbeiten [U96] [R] ausfu¨hrlich beschrieben. Es la¨ßt sich nach der Unterteilung in
Funktionsbausteine (s. Kap. 7) modular entwickeln und herleiten.
Die dynamischen Zusta¨nde des elektrischen Teilmodells sind die magnetischen Flu¨sse
ψi,i = 1..4 und ψh im Eisenkreis. Kraftwirksam ist nur der von den Einzelspulen
erzeugte, die Wirbelstromspule Lhh durchfließende Hauptfluß ψh.
ψ =
h
ψ1 ψ2 ψ3 ψ4 ψh
iT
(3)




L1(1 + σ1) M12 M13 M14 M1,h
M21 L2(1 + σ2) M23 M24 M2,h
M31 M32 L3(1 + σ3) M34 M3,h
M41 M42 M43 L4(1 + σ4) M4,h
Mh,1 Mh,2 Mh,3 Mh,4 Lhh
3777777775
(4)





beschrieben. Wirbelstromverluste beru¨cksichtigt man durch ein Da¨mpfungsglied
RFE im Stromkreis der Wirbelstromspule.
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Das Gleichungssystem in vektorieller Form lautet:
















der Gradient des Zustandvektors ψ ,
u =
h
u1 u2 u3 u4 0
iT
(8)
die quadruplexe Spulenanregung. Die Gegen-EMK lautet:
uind = Kindx˙ ·
h
1 1 1 1 1
iT
(9)
U¨ber uind ergibt sich eine direkte Ru¨ckopplung des mechanischen Modells u¨ber die
Ankergeschwindigkeit x˙ . Die Spulendynamik wird von der Widerstandsmatrix
Ri =
2666666664
R1 0 0 0 0
0 R2 0 0 0
0 0 R3 0 0
0 0 0 R4 0




und der sa¨ttigungsbehafteten Koppelmatrix
L−1s = Ksat · L−1 (11)
gebildet. Die elektrodynamische Kraft auf den Motoranker berechnet sich zu:
Fdyn = Kmagψh (12)
Das mechanische Modell bildet die Schnittstelle zwischen elektrischen sowie hydrau-
lischen Funktionselementen. Eingangsgro¨ßen fu¨r das mechanische Modell bilden die
elektrodynamische Kraft Fdyn sowie die hydraulischen Stro¨mungskra¨fte (Bernoulli-
kra¨fte) FStr. Die Bewegungsgleichung lautet:
ma¨ = d(x˙)x˙ + cfedx− Fext (13)
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Die Masse m setzt sich aus dem Motoranker mM und dem Ventilschieber mS sowie
allen mitbewegten Anbauteilen (u.a. LVDT-Tauchkerne) zusammen. Der Koeffizient
Cfed beschhreibt den Anteil der Zentrierfederkra¨fte. Einzelteilmessungen ergaben
eine lineare Kennlinie im gesamten Bewegungsbereich der Tellerfedern, die zur einen
zur Nullpunktsstabilita¨t, zum anderen der zentrierten Ankerfu¨hrung dienen. Die
beiden gegensinnig vorgespannten Tellerfedern sind so eingestellt, daß an keiner
Stelle ihre Entspannung erreicht wird.
Die Reibkraft FR = d(x˙) · x˙ tritt theoretisch nur im Ventilschieber auf, da hier
die einzigen Gleitlager auftreten. Jedoch wird im besonderen bei dem Linearmo-
tor eine ausgepra¨gte Weghysterese beobachtet. Die ru¨hrt aus der Einspannung der
Tellerfedern im Motorgeha¨use her. Diese ist zwar reibschlu¨ssig ausgelegt, weist je-
doch einen zu geringen Reibkoeffizienten auf. Der Effekt des Losbrechens zwischen
Tellerfeder und Motorgeha¨use ist allerdings nicht reproduzierbar und daher nicht
modellierbar. Numerisch produziert das Ersatzmodell der Reibkraft als Striebeck-
Kennlinie im Bereich geringer Ankergeschwindigkeiten große Spru¨nge im Gradien-
ten, die aufgrund der steifen DGL des Spulensystems zu Instabilita¨t fu¨hren kann. Ab-
hilfe schafft der Einsatz einer stetig differenzierbaren Exponentialfunktion als nicht-
lineares Da¨mpfungsglied [R]. Da jedoch diese Operation nicht von der Mathematik-






Die externen Kra¨fte Fext setzen sich zusammen aus:
• Die elektrodynamische Antriebskraft Fdyn: Kraft auf den Anker die von dem
Spulenhauptfluß ψh erzeugt wird.
• Die Permanentmagnetkra¨fte Fperm: Theoretische Herleitung erfolgte in [U96],
jedoch konnten Randeffekte durch Lagetoleranzen sowie den Ankerschlitz zur
Linearisierung der statischen Kennlinie nicht beru¨cksichtigt werden. Daher
mußten die Permanentmagnetkra¨fte aus Messungen am Linearmotor identifi-
ziert werden. Aufgrund der mechanischen Wegbeschra¨nkung des Linearmotors
ist der kraftwirksame Luftspalt in den Extrempunkten nie kleiner als 0, 4mm,
man bleibt außerhalb des Nahfeldes mit stark nichtliearen Kraftanstieg. Es er-
48
9 DAS SYSTEMMODELL
gibt sich eine wegabha¨ngige, schwach nichtlineare, punktsymmetrische Funk-
tion dritter Ordnung:
Fperm = C1permx+ C3permx
3 (15)
• Hydraulische Da¨mfung Fd: Konstruktive Stabilisierungsmaßnahme durch
U¨berstromda¨mpfungsdrossel im Ventilschiebergeha¨use. Sie berechnet sich zu
Fd = dhydrx˙
2.
• Bernoullikra¨fte FStr: Stro¨mungskra¨fte an geo¨ffneten Ventilschieber-
Steuerkanten.
Das hydraulische Modell bildet das Bindeglied zwischen Ventil- und Zylinderme-
chanik. Das Teilmodell fu¨r den Ventilschieber lautet gema¨ß der Bernoulli-Gleichung
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|p˙B,i − p˙R| : A4,i < 0
0 : A4,i ≥ 0
(19)
i = 1, 2 =⇒ Zylindersystem 1,2 (20)
Die Volumenstro¨me Q1..4,i entsprechen den Durchflu¨ssen durch die vier Steuerkanten
pro Tandemsystem. Die untenstehende Skizze (Abb. 22) verdeutlicht die Anordnung.
Die abgewickelten Steuerkanten bilden Trapezblenden, an die sich Rechteckblenden
anschießen.
Die Berechnung der Blendengeometrie ergibt sich zu:
ASt,i =
8>><>>:








: 0 < si < b
2

csi − c−a2 b






s0 s0 s0 s0
Portöffnungen
Schieber
1 2 3 4
Abbildung 22: Blendengeometrie und spezifische Parameter
Die Steuerschlitzbreite si berechnet sich aus dem Ankerweg des Linearmotors unter
Beru¨cksichtigung des hydraulischen Nullpunkt-Offsets h0 zwischen Motor und Ventil
sowie der jeweiligen Steuerkanten-Nullu¨berdeckungsla¨ngen s0i zu:
s1,3 =
8<: +y − h0− s01,3 : +y − h0− s01,3 > 00 : sonst. (22)
s2,4 =
8<: −y + h0− s02,4 : −y + h0− s02,4 > 00 : sonst. (23)
Die Nullu¨berdeckungen sind aufgrund von Fertigungstoleranzen fu¨r jeden Aktuator
spezifisch zu identifizieren.
Die Ru¨ckfu¨hrungsgro¨ße in das mechanische Ventilmodell ist die an den Steuerkanten
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Der Strahlwinkel βi ist eine Funktion von Steuerkantengeometrie, Spaltbreite und
Druckdifferenz u¨ber der Steuerkante. Zusa¨tzlich wurden vom Hersteller Prallfla¨chen
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konstruktiv derart gestaltet, daß sich ein der Bernoullikraft entgegenwirkendes Mo-
ment auf den Steuerschieber ergibt. Dies hat zum einen die Minimierung der Ven-
tilkra¨fte zum anderen jedoch die Linearisierung der Kennlinie fu¨r die Bernoullikraft
zum Ziel. Der Modellparameter β = f(ASt,i,4p) ist somit ein zu indentifizierender
Ersatzparameter.




V0A1 + λKAK · xhub · (Q2 −Q1 − λKAK x˙hub −QLi)
p˙B1 =
Eoel
V0B1 + AK · xhub · (Q4 −Q3 − ABx˙hub +QLi −QLss)
p˙A2 =
Eoel
V0A2 + AK · xhub · (Q6 −Q5 − AKx˙hub −QLi +QLss)
p˙B2 =
Eoel
V0B2 + AK · xhub · (Q8 −Q7 − AK x˙hub +QLi) (24)
Der Volumenstrom QLi bezeichnet die interne (am Hubkolben auftretende) Leckage,
Qss entspricht der Leckage zwischen beiden Tandemsystemen (Intersystem Leakage).
Das mechanische Modell fu¨r Hubkolben und aerodynamische Steuerfla¨chen ent-
spricht einem schwach geda¨mpften, durch eine steife Feder gekoppelten Zweimas-
senschwinger.
mK x¨ = AK (λK · pA,1 − pB,1 + pA,2 − pB,2)− FRK − CKoppl. · (x− z) (25)
mLastz¨ = CKoppl.(x− z)− dRLz˙ (26)
Der Faktor λK beschreibt die vergro¨ßerte Kolbenwirkfla¨che in Kammer 1 des
ungleichma¨ßigen Kammersystems aufgrund der Differenz von Kolben- und Ver-
dra¨ngerkolbendurchmesser (s. Abb. 14). Die Kolbenreibkraft FRK ist wie bei dem
Ventilschieber ebenfalls als stegig differenzierbare Funktion modelliert.
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Gema¨ß der Aufgaben der Prozeßu¨berwachung (vgl. Abb. 2) zielt ein Diagnoseal-
gorithmus auf die Erkennung von Fehlersymptomen und deren Klassifikation. Bei
Einsatz analytischer Verfahren nach [Fra94] und [Ise96] erfolgt die Beobachtung von
eintretenden Fehlern aus dem Differenz zwischen Prozeß- sowie Modellausgangs-
gro¨ßen (vgl. Abb. 3). Diese Residuen sind jedoch unspezifisch7 fu¨r die Erkennung
der Fehlerursache, lediglich das Eintreten eines Ausfalls kann detektiert werden.
Fehlererkennungsalgorithmen die zur schnellen Detektion des Eintretens eines be-
liebigen Fehlers sowie des Zeitpunkt des Eintretens eines Fehlers eingesetzt werden,
bezeichnet man daher als Residuengeneratoren.
Die anschließende Bestimmung der Fehlerursache kann nur mittels eingehender Sy-
stemkenntnis u¨ber die Ru¨ckwa¨rts-Verknu¨pfung der Residuen (Fehlersymptome) mit
den mo¨glichen Systemausfa¨llen erfolgen. Die Gruppe der anwendbaren Algorithmen
zur Fehlerextraktion aus Meßdatensa¨tzen werden als Klassifikatoren bezeichnet. Die
Fehlerdiagnose umfaßt sowohl die Aufgabe der Fehlererkennung als auch der Klas-
sifikation. Je nach numerischem Aufwand der der Fehlerextraktionsarithmetik kann
eine Diagnose online in Echtzeit oder unter Verwendung eines online gemessenen
Datensatzes oﬄine erfolgen.
Die Aufgabe der analytischen Diagnosemethoden besteht also aus der Extraktion
von Nutzinformation aus verfu¨gbaren Meßdatensa¨tzen unter Verwendung der vor-
handenen Systemkenntnis (z.B. mathematisches Systemmodell). Diese Nutzinforma-
tion dient dann zur mathematischen Bestimmung von Zusta¨nden oder Parametern
des Systemmodells. Deterministische Verfahren zur Systemidentifikation ermitteln
die Zusta¨nde durch Minimierung eines quadratischen Gu¨tefunktionals J der Art:
J() = E(2) = E((xi − xˆi)T (xi − xˆi))→ min (27)
In der Praxis ist einer Messung jedoch stets eine nicht vernachla¨ssigbare, stocha-
stische (durch Rauschen erzeugte) Sto¨rung i.a. additiv u¨berlagert. Auch die Sy-
stemzusta¨nde und Parameter ko¨nnen als stochastische Gro¨ßen aufgefaßt werden.
Die optimale Lo¨sung zur Informationsgewinnung ist dann ein stochastisches Filter.
Das Scha¨tzproblem ist dann die Berechnung der durch das Meßrauschen bedingten
Wahrscheinlichkeitsverteilungsdichtefunktion (a posterioiri Dichte) fu¨r das Eintre-
ten eines bestimmten Fehlers. Bei Gaußverteilung der Zufallsvariablen
”
Meßgro¨ße“





Zustand“ la¨ßt sich diese Dichtefunktion durch Berechnung des Mittelwerts und
der Varianz (1. und 2. stochastisches Moment) vollsta¨ndig beschreiben.
Liegt die mathematische Prozeßbeschreibung als Zustandsraummodell vor, eignen
sich Beobachter-Strukturen (siehe Tabelle 5, [Kre80]) besonders zur Fehlerdiagnose,
da durch die Rekonstruktion von Modellzusta¨nden Aussagen u¨ber die Prozessdyna-
mik gewonnen werden ko¨nnen.
Scha¨tzaufgabe Signalprozess Sto¨rungen Optimale
Scha¨tzeinrichtung
Signalauffindung stationa¨r und skalar; Wiener-Filter
Leistungsdichtespektrum
Parameter- instationa¨r und nicht beru¨cksichtigt Least-Squares-
scha¨tzung vektoriell, Algorithmen






Zustandsgro¨ßen- instationa¨r und System- und Erweitertes-
scha¨tzung vektoriell, Meßrauschen Kalman-Filter
oder nichtlineare weiß und (EKF)
gemeinsame Zustands- normalverteilt
Zustands- und differential- andere Verteilungs- nichlineare Filter,
Parameter- und Meßgleichung dichtefunktionen Ansa¨tze:
scha¨tzung Kushner,
Stratonowitsch
Tabelle 5: Verfahren der Optimalfilterung
Die Tabelle 5 ist der Literatur [Kre80] entnommen und stellt die wichtigsten Ver-
fahren der Optimalfilter bezu¨glich der spezifischen Eigenschaften und Einsatzgebiete
gegenu¨ber.
Fu¨r eine hohe Diagnosetiefe muß der Prozeß physikalisch mo¨glichst exakt mo-
delliert werden. Nur dann ist sichergestellt, daß der Bezug zwischen Fehlersym-
ptom und Ursache eineindeutig ist. Andernfalls ko¨nnten sich verschiedene Fehler
in den selben Parametera¨nderungen niederschlagen, eine Klassifikation wa¨re so-
mit nicht exakt mo¨glich. Weiterhin muß sichergestellt sein, daß die Modellstruk-
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tur zeitinvariant vorliegt. Alle betriebsrelevanten Vera¨nderungen des Prozeßmodells
(Wa¨rmedehnung, Lagea¨nderung, Gewichtsa¨nderung durch Reduktion von Betriebs-
mitteln usw.) mu¨ssen entweder innerhalb der Parameterunsicherheiten bzw. dem
Systemrauschen liegen oder im Modellentwurf beru¨cksichtigt werden. Dies bedingt
einen hohen Aufwand fu¨r die Identifikation und Modellierung, man erha¨lt ein (zu-
meist nichtlineares) Prozessmodell hoher Gu¨te, in dem alle entwurfstechnisch abzu-
deckenden Fehler durch Parametervariation oder Systemzusta¨nde abgebildet werden
ko¨nnen. Ein nichtlineares Filter zur Zustands- und Parameterscha¨tzung fu¨hrt das
Prozeßmodell optimal dem physikalischen Prozeß nach, durch Parametervergleich
mit dem Nominalmodell lassen sich nach Filtereinschwingen Abweichungen detek-
tieren und Fehleraussagen ableiten.
10.1 Extended-Kalman-Filter Herleitung
Auf die Herleitung des Filteralgorithmus wird hier nur insofern eingegangen, als es
zum Versta¨ndnis der Filterproblematik und der eingesetzten Stabilisierungsmaßnah-
men notwendig ist. Fu¨r eine genaue Herleitung sei fu¨r den stochastischen Ansatz auf
V.Krebs [[Kre80]] und fu¨r den deterministischen Ansatz auf A.Gelb [[Gel74]] verwie-
sen.
Das Filter ist ein nichtlinearer Beobachter oder Zustands-Rekonstruktions-Filter
das aus einem Meßdatensatz anhand von apriori Modellkenntnissen und der Meß-
gleichung die dynamischen Zusta¨nde ermittelt. Es ist ein kontinuierlich-diskretes
Erweitertes-Kalman-Filter, das zur Parameterscha¨tzung dadurch eingesetzt werden
kann, daß den eigentlich statischen Prozeßparametern ein quasi-dynamisches Variati-
onsmodell zugrunde gelegt wird. Da der Prozeß zeitkontinuierlich vorliegt, wird das
Prozeßmodell ebenso kontinuierlich propagiert. Allerdings begnu¨gt sich das Filter
mit einer verha¨ltnisma¨ßig einfachen Approximation der nichtlinearen Systemfunk-
tionen unter Verwendung der Glieder erster Ordnung der Taylorreihenentwicklung
um den bedingten Erwartungswert der Zusta¨nde am Arbeitspunkt (lokale Approxi-
mation). Dies ha¨lt erstens der numerische Aufwand gering und zweitens bleibt der
systematische Fehler bei genu¨gend kleiner Schrittweite vernachla¨ssigbar.
Die kontinuierliche, nichtlineare Sytemgleichung lautet
dx(t) = f [x(t), t]dt + u(t)dt+G[x(t), t]dβ(t) (28)
Der erweiterte Zustandsvektor x (augmented state vector) besteht dabei aus den
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dynamischen Zusta¨nden xi und quasidynamischen Parametern θi (vgl. 9).
x = [x1, x2, . . . , xn, θ1, θ2, . . . , θm]
T (29)
Die deterministische und meßbare Prozeßanregung u wird in dem Systemmodell
mitberu¨cksichtigt, obwohl der klassische Kalman-Filter-Algorithmus lediglich von
dem durch die Kovarianzmatrix G gewichteten weißem Rauschen dβ(t) angeregt
wird. Das Systemrauschen wird als gauß’scher normalverteilter Prozess mit mittel-
wertfreiem Erwartungswert und bekannter Varianz β(t) ∼ N(0, Q(t)) angenommen.
Durch die externe Anregung lassen sich ausgesuchte Arbeitspunkte der nichtlinearen
Systemfunktion gezielt anfahren.
Die Messung erfolgt jeweils zu diskreten Zeitpunkten, daher erfolgt der Update der
Filterzusta¨nde aufgrund vorliegender Meßinformation nur zu den Abtastzeitpunk-
ten. Die diskrete, nichtlineare Meßgleichung lautet
y(tk) = h (x(tk), tk) + ν(tk) (30)
Wie das Systemrauschen wird auch das diskrete Meßrauschen als gaussverteilt an-
genommen, es gilt: v(tk) ∼ N(0, R(tk))
Das EKF erfolgt in zwei Schritten .
• Filterung: Dies ist der wichtigste Schritt des Algortihmus. Es erfolgt die Be-
rechnung der bedingten Verteilungsdichte aufgrund eingegangener Meßinfor-
mation zum aktuellen Zeitpunkt y(tk) der Messung. Die Verteilungsdichte
[E91] der Systemdynamik wird hierbei als hinreichend bekannt vorrausge-
setzt. Ergebnis ist ein Update der Systemzusta¨nde xˆ zum Zeitpunkt tk unter
Beru¨cksichtigung der additiven, stochastischen Sto¨rung von sowohl Meß- als
auch Systemrauschen.
• Pra¨diktion: Anhand der gefilterten, aktuellen Scha¨tzwerte fu¨r die Zusta¨nde
xˆ(tk) wird der Verlauf der a priori Verteilungsdichte der Systemzusta¨nde bis
zum Zeitpunkt des Eintreffens der na¨chsten Messung ermittelt. Die Lo¨sung
der Vorwa¨rts-Diffusiongleichung nach Fokker-Planck (siehe [Kre80]) zerfa¨llt
bei angenommener Gaußverteilung in die Berechnung von Erwartungswert




x(tk|tk) = x(tk|tk−1) +K(tk)(e(tk)) (31)
mit dem Residuum e = y(tk)− h[x(tk|tk−1, tk)] (32)
P (tk|tk) = [I −K(tk)H(tk)]P (tk|tk−1) (33)
K(tk) = P (tk|tk)HT (tk)R−1(tk)] (34)
Die Berechnung der optimalen K-Matrix ist das eigentliche Optimierungsproblem
des Algorithmus. Sie erfolgt nach obiger Gleichung solcher Art, daß fu¨r die resul-
tierenden Zusta¨nde x(tk|tk) die gewichtete Summe der Hauptiagonalelemente der
Kovarianzmatrix minimiert wird (Minimal-Varianz-Scha¨tzung). Formal entspricht
die Ru¨ckfu¨hrung der Residuen einer Regelkreisstruktur, wobei die zeitvariante
Versta¨rkung folgenden, plausiblen Gesetzma¨ßigkeiten unterliegt (vgl. [Kre80]):
• Fu¨r starkes Meßrauschen (R groß) sollte K klein sein (Filterregelkreis lang-
sam), damit der Filter nicht dem hochfrequenten Meßrauschen des Residuums,
sondern dem eigentlichen Signal y = h (x(tk|tk−1, tk)) nachfolgt. Dies kommt
dadurch zum Ausdruck, daß K proportional zu R−1 ist.
• Fu¨r starkes Streckenrauschen (Q groß) wird der Zustand x sta¨rker angeregt,
das Filter sollte gutes Folgeverhalten (K groß) aufweisen. Dem wird durch die
Proportionalita¨t von K und P Rechnung getragen, es wa¨chst P wa¨hrend des
Pra¨diktionsschritts mit Q (siehe Gl. 36).
Pra¨diktion:
kontinuierliche Zustandspropagation:
x(tk+1|tk) = x(tk|tk) +
Z tk+1
tk
f [x(t), t]dt (35)
diskrete Kovarianzpropagation:























Zur Verbesserung der numerischen Stabilita¨t und um die Echtzeitfa¨higkeit zu
gewa¨hrleisten, wurden durch O¨hler im Pra¨diktionsschritt einige wichtige Modifi-
kationen auf den Standardalgorithmus angewendet (s. [R]) .
• Kovarianzpra¨diktion:
Die Pra¨diktion der Fehlerkovarianz erfolgt in diskreter Form P (tk+1|tk). Dies
erfordert aufgrund der nichtlinearen Systemfunktion f (x,t) die Berechnung der
Transitions-Matrix Φ fu¨r jeden Zeitschritt aus der zeitvarianten Jacobi-Matrix
F (x, t). Die Taylorreihenentwicklung fu¨hrt zu:









+ . . . , (37)
Den geringsten numerischen Aufwand beno¨tigt die Approximation der Tran-
sitionsmatrix durch Abbruch der Reihe nach dem ersten Glied:
Φ ≈ I + F∆t (38)
Dies entspricht der Rechteck-Vorwa¨rts-Transformation (explizite Euler-
Diskretisierung). Aufgrund der steifen DGL des Systemmodells (Pol der Wir-
belstromspule bei ω = 6100, I-Verhalten des Zylinders) fu¨hrt diese Transforma-
tion jedoch nur dann zu einer stabilen Transitionsmatrix wenn die Abtastzeit





⇔ z = 1 + s∆t (39)
Auch die Berechnung der Transitionsmatrix mit Termen ho¨herer Ordnung
(Heun- bzw. Runge-Kutta-Diskretisierung) bringt in der Praxis keine nennens-
werte Verkleinerung der Schrittweite um die Stabilita¨t zu erlangen [Gel74]
[Wel96]. Die implizite Euler-Transformation erlaubt dagegen eine stabile
Transformation und fu¨hrt zu:
Φ ≈ (I −∆t · F )−1. (40)
Die durch Verwendung dieser suboptimalen Transformation entstehenden Feh-
ler in der Kovarianzpra¨diktion bringen experimentell keinen signifikanten Ver-
lust an Scha¨tzgenauigkeit. Aufgrund der Symmetrieeigenschaft der Gaussver-
teilung bleibt na¨mlich der Scha¨tzwert fu¨r die Zusta¨nde und Parameter auch
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bei suboptimaler Berechnung der bedingten Verteilungsdichtefunktion erwar-
tungstreu. Allerdings ist fu¨r diese Transformation eine Matrixinversion erfor-
derlich.
• Symmetrie der Kovarianzmatrix P : Ein zweiter wichtiger Eingriff in den Al-
gorithmus entsteht aus der Tatsache, daß durch die Aufsummation kleiner
numerischer Fehler (abha¨ngig von der verfu¨gbaren Rechengenauigkeit) bei je-
dem Zeitschritt, die Fehler-Kovarianz-Matrix P ihre geforderten Eigenschaften
Symmetrie und positive Semidefinitheit verlieren kann, was das Filter desta-
bilisieren kann. Daher wird bei jeder Pra¨diktion die obere Diagonalmatrix
von P zur Zwangssymmetrierung in die untere Diagonalmatrix gespiegelt. Die
grundlegende Eigenschaft der positiven Semidefinitheit kann theoretisch durch
Rundungsfehler an der Genauigkeitsgrenze der Zahlendarstellung auf der CPU
verloren gehen. Allerdings zeigt sich dieses Problem im Experiment bei 32-bit
Fließkomma-Rechengenauigkeit unproblematisch. Auf zusa¨tzliche Maßnahmen
kann daher verzichtet werden.
10.2 Parameterscha¨tzung
Der Einsatz des Filters als Scha¨tzeinrichtung fu¨r Modellparameter bedingt im Vor-
feld einige U¨berlegungen. Die Scha¨tzparameter sind zeitlich vera¨nderliche Gro¨ßen
mit multiplikativem Eintrag auf die dynamischen Zusta¨nde x˙(t) = θ(t)x(t). Durch
diese Verkettung besitzt das Systemmodell nun einen generisch nichtlinearen Cha-
rakter, das Optimalfilter muß daher ein nichtlineares Filter (vgl. [Kre80]) sein. Fu¨r
eine Parameterscha¨tzung wird ein Variationmodell der Form θ˙(t) = l (θ(t), u, t)
beno¨tigt.
Im Regelfall modelliert man
”
zeitinvariante“ Parameter durch einen random-
constant Prozeß θ˙(t) = 0, der pra¨dizierte Erwartungswert bleibt konstant
(θ(tk+1|tk) = θ(tk|tk)). Eine Adaption erfa¨hrt der so modellierte Parameter lediglich
wa¨hrend der Filterung (update der Zusta¨nde durch eintreffende Meßinformation).
Eine bessere Parameteradaption bilden jedoch folgende Prozeßmodelle fu¨r die Pa-
rameterdynamik:
• Fu¨r die Adaption der Parameter wird ein Random-Walk Ansatz gewa¨hlt,
das Modell lautet nun θ˙(t) = w und beschreibt einen stochastischer Pro-
zeß der Innovationschrittweite w. Dadurch erha¨lt der Parameter auch in der
Pra¨diktionsphase einen Zuwachs so daß das Filter diesen Parameter sta¨ndig
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updaten muß, man erha¨lt einen gegen Parameterschwankung sensibleres Filter.
• Ein anderer Ansatz zur schnelleren Parameteradaption ist die Einfu¨hrung eines
Vergessensfaktors λ. Es gilt dann:
θ(tk+1) = λθ(tk), 0 < λ < 1 (41)
Diese Methoden haben jedoch einen gravierenden Nachteil: Bei ausbleibender Pro-
zeßanregung klingt der Parameterwert mit Vregessensfaktor exponentiell unbegrenzt
ab, das Filter erzeugt sehr große Residuen und damit Innovationsschrittweiten bei
wieder einsetzender Anregung. Es kann so numerisch instabil werden. Bei dem
Random-Walk Modell bleibt das Filter durch Wahl von kleinen Innovationsschrit-
weiten w la¨nger stabil. Dennoch wird bei fehlender Anregung u¨ber einen la¨ngeren
Zeitraum die Paramter-Fehlerkovarianz auch hier nach folgender Gleichungen an-
steigen:
x˙ p(t) = C p + w p(t) (42)
P p(tk+1|tk) = P p(tk|tk) +Q p(tk), (43)
wobei im Filterungsschritt kein Update der Kovarianzmatrix P p erfolgt (P p(tk|tk) =
P p(tk|tk−1)). Die Kovarianz-Matrix wa¨chst linear mit der spektralen Rauschleistung
Q
p
(t) des Systemrauchens, die durch Q
p
(tk) ≈ Q p(t)∆t fu¨r kleine ∆t approximiert
werden kann.
Ein geeignetes Variationsmodell fu¨r die Parameter, das auch bei fehlender Anre-
gung optimal arbeitet ist die Kombination des Random-Walk-Ansatzes mit einer
zeitlichen Beschra¨nkung der Diffusionsschrittweite. Abgeleitet wird dies aus der
U¨berlegung, daß physikalische Parameter nur innerhalb bestimmter physikalischer
Grenzen schwanken ko¨nnen. Neben der Limitierung des Erwartungswertes ist auch
eine Erho¨hung der Parameter-Fehlerkovarianz nur innerhalb bestimmter Grenzen
sinnvoll, denn ansonsten ergeben sich fu¨r die Parameter unno¨tig große A¨nderungen
durch ein Update im Falle wiederkehrender Anregung, was zu einer Divergenz des ge-
samten Filters fu¨hren kann. Ein Modell erster Ordnung fu¨r die Parameter-Variation
stellt eine elegante Vorgehensweise zur Lo¨sung dieses Problems dar.
x˙ p(t) = −Tpara x p(t) + w p(t) (44)
P p(tk+1|tk) = (1−
∆t
Tpara
)2P p(tk|tk) +Q p(tk) (45)
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Somit kann die Fehlerkovarianz nicht mehr unbeschra¨nkt anwachsen. Die Zeitkon-
stante Tpara bestimmt, wie lange fehlende Anregung toleriert wird. Bei fehlender
Anregung erreicht die Parameter-Fehlerkovarianz einen Endwert, der durch und Q
and Tpara bestimmt wird.
11 Getrennte Zustands- und Parameterschatzung
Den Nachweis der Effizienz des EKF zur Aktuatordiagnose wurde in vorangegange-
nen Arbeiten durch R. Oehler (siehe [R]) erbracht. Hier wurde auch die theoretische
Echtzeitfa¨higkeit des Algorithmus, trotz seines hohen numerischen Aufwands (vgl.
[Kre80], [ea00]) auf einem Motorola DSP96002 nachgewiesen. Allerdings konnten
lediglich Aktuatorteilmodelle mit vergleichsweise geringer Parameteranzahl verwen-
det werden. Ziel einer Applikation des EKF-Algorithmus als Diagnosemethode muß
daher neben der Stabilita¨t auch eine Optimierung hinsichtlich reduziertem Proze-
zessorleistungsbedarf sein. Einen vielversprechenden Ansatz bildet dahingehend die

















































Durch die Modellaufspaltung in das dynamische Aktuatormodell und das Parame-
termodell ergibt sich zwar in etwa eine Verdopplung der algebraischen Gleichun-
gen, in die Rechenzeit geht jedoch die Matrizenordnung mit der dritten Potenz mit
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ein. Durch die erreichte Reduktion der Matrizenordnung bei der Systemauftrennung
sinkt insgesamt der numerische Aufwand erheblich.
Der entscheidende Nachteil der Auftrennung ist die Tatsache, daß eine zeitliche
Entkopplung der Scha¨tzung stattfindet. Berechnet man zuerst den Algorithmus fu¨r
die Zustandsscha¨tzung, so steht diesem lediglich der um einen Zeitschritt verzo¨gerten
Parametersatz θˆ(tk−1) zur Verfu¨gung.
Gerade bei schlechten Startwerten fu¨r die Parameter tritt fu¨r die Zustandspra¨diktion
ein hoher Schatzfehler auf, der sich wiederum in schlechteren Parameterscha¨tzwerten
niederschla¨gt und zu instabilen Filtern fu¨hren kann. Die Nebenbedingung fu¨r eine
vollsta¨ndige Entkopplung [Jak87] fordert daher entweder eine langsame Modelldy-
namik der Parameter (kleiner Parametergradient pro Tastschritt) oder eine ange-
paßte Abtastrate, so daß der Fehler aufgrund der zeitlichen Verzo¨gerung fu¨r die
Zustandsscha¨tzung vernachla¨ssigbar ist.
Vorteilfhafter ist die Verknu¨pfung der getrennten EKF nach dem Filterungsschritt.
Hier liegen zur Pra¨diktion die jeweils optimalen Scha¨tzwerte θˆ(tk|tk) und xˆ(tk|tk)
unter Beru¨cksichtigung der aktuellsten Meßdaten vor. Damit umgeht das in dieser










Abbildung 25: Systematik des XEKF-Algorithmus
Der Algorithmus enstpricht auch bei der Auftrennung des Verfahrens in Zu-
standsscha¨tzung und Parameterscha¨tzung (XEKF) jeweils dem kontinuierlich-
diskreten erweiterten Kalman-Filter mit den von O¨hler ([R]) eingefu¨hrten Modi-
fikationen (s. Kap. 10 Abschn. 10.1). Nach dem Filterungsschritt liegen die je-
weils optimalen Scha¨tzwerte x(tk|tk) und θ(tk|tk) als Zwischenergebnis vor. Diese
Scha¨tzwerte sind dann jeweils Ausgangsgro¨ße fu¨r die getrennte Zustands- bzw. Pa-
rameterpra¨diktion. Man erha¨lt auf diese Weise ein Verfahren, daß die Filterung
tatsa¨chlich parallel durchfu¨hrt. Die gesamten Gleichungen des XEKF sind im fol-
genden beschrieben.
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Das kontinuierliche Zustandsraummodell sowie die Meßgleichungen werden zuna¨chst
einer Unterteilung in dynamische Systemgleichung und eine Schar von Variations-
modellen fu¨r die quasi-dynamischen Parameter unterzogen (vgl. Abb. 24).
Die kontinuierlichen Systemgleichungen lauten fu¨r die
Dynamik:
x(tk+1) = fx(x(tk), θ(tk), u(tk)) + wx(tk) (46)
Parameter:
θ(tk+1) = f θ(x(tk), θ(tk), u(tk)) + wθ(tk) (47)
gemeinsame Meßgleichung:
y(tk) = h(x(tk), θ(tk), u(tk)) + r(tk) (48)
Bei der Wahl von konstanten Modellkoeffizienten als Parameter vereinfacht sich das
Variationsmodell zu:
θ(tk+1) = kθ + wθ(tk)← random walk (49)
θ(tk+1) = wθ(tk)← random constant (50)
Die Gleichungen fu¨r das Parameter-EKF lauten:
Update der Parameter:
θ(tk|tk) = θ(tk|tk−1) + L(tk)(y(tk)− h(x(tk|tk−1), θ(tk|tk−1)) (51)
Update der Kovarianz:




Hθ(tk)P θ(tk|tk−1)HTθ (tk) +R(tk)−1
(53)
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Pradiktion der Parameter :
θ(tk+1|tk) = θ(tk|tk) ← random constant (54)
Pradiktion der Kovarianz:
P θ(tk+1|tk) = Φθ(tk)P θ(tk|tk)ΦTθ (tk) +Qθ (55)
Bei konstanten Parametern, gleichsam ob mit einem random-walk oder random-
constant Variationsmodell versehen, verschwindet der fu¨r die Berechnung der Tran-
sitionsmatrix Φ(tk) notwendige Gradient F θ(tk), die Pra¨diktion der Parameterko-
varianz wird unmo¨glich. Zusa¨tzlich ist der Gradient fu¨r die Meßgleichung Hθ(tk)
durch direkte Messung von Systemzusta¨nden (Meßgleichungen der Form y(tk) =
x(tk) + w) ebenfalls Null, die Berechnung der Ru¨ckfu¨hrungsmatrix Lθ damit eben-
falls unmo¨glich. Es muß somit eine funktionale Verknu¨pfung zwischen Filteranre-
gung und Parametervariation gefunden werden, die nicht nur aus den Gradienten
F θ(tk) und Hθ(tk), dh. den partiellen Ableitungen der System- und Meßgleichungen,






















← Parametergradient der Systemgleichung (57)
Die hinteren Terme der rechten Seite verknu¨pfen die Zusta¨nde mit den Parametern
und ermo¨glichen so in jedem Fall eine Filteranregung. Im eigentlichen Sinne muß






erga¨nzt werden, sie sind nach
Jakobi [Jak87] jedoch ohne wesentlichen Einfluß auf die Scha¨tzgu¨te und ko¨nnen
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Betrachtet man sich die Jakobi-Matrizen des nicht getrennten EKF so finden sich
die Matrizen des XEKF als Unterra¨ume darin wieder. Der im XEKF vernachla¨ssigte
Bereich δf(x)
δθ
ist dabei gerade der Informationsgehalt der durch das totale Differential
des Parametergradienten wiedergewonnen wird.
FEKF =





Diese Verknu¨pfung zwischen Parametern und Zusta¨nden fa¨llt bei Verwendung des
EKF auch zur Zustandsscha¨tzung als Nebenprodukt automatisch mit ab, es ist dabei
unerheblich ob das EKF als Scha¨tzer (K-Matrix in jedem Schritt berechnet) oder
als Rekonstruktionsfilter mit konstanter Ru¨ckfu¨hrungsmatrix K verwendet wird.
Letzteres bringt einen zusa¨tzlichen Rechenzeitvorteil durch den Wegfall der Inversion
bei der Berechnung der aktuellen Ru¨ckwa¨rtsversta¨rkung K.
Der Vollsta¨ndigkeit halber ist hier ebenfalls die Zerlegung der Jakobi-Matrix der






Die Gleichungen fu¨r das Parameter-EKF lauten unter Beru¨cksichtigung des totalen
Gradienten und der diskreten Kovarianzpropagation nach O¨hler [R]:
Update der Parameter:
θ(tk|tk) = θ(tk|tk−1) + L(tk)(y(tk)− h(x(tk|tk−1), θ(tk|tk−1)) (62)




















(tk)P θ(tk|tk−1)ψTθ (tk) +R(tk)−1
(65)
Pra¨diktion der Parameter (random constant) :
θ(tk+1|tk) = θˆ(tk) (66)












P θ(tk+1) = Ψθ(tk+1)Pˆ θ(tk)Ψ
T
θ (tk+1) +Qθ (68)
Um Modellunsicherheiten in den Zusta¨nden abfangen zu ko¨nnen wird das EKF
ebenfalls als Scha¨tzer der nichtlinearen Systemdynamik verwendet. Die Gleichungen
des EKF zur Zustandsscha¨tzung lauten dann:
Update der Zusta¨nde:
x(tk|tk) = x(tk|tk−1) +K(tk)(y(tk)− h(x(tk|tk−1), θˆ(tk|tk)) (69)
Update der Kovarianz:






H(tk)P (tk|tk−1)HT (tk) +R(tk)
(71)
Pra¨diktion der Zusta¨nde :
x(tk+1|tk) = fx(x, θˆ) (72)
Pra¨diktion der Kovarianz:
P x(tk+1) = ΦxP x(tk|tk)ΦTx +Qx (73)
Fu¨r die Fehlererkennung tragen die auf diese Weise erhaltenen Zusta¨nde nur insofern
bei, als daß sie als Hilfsgro¨ßen fu¨r die Parameterscha¨tzung Verwendung finden. Evtl.
genu¨gt fu¨r das Update der dynamischen Zusta¨nde eine reine Pra¨diktion mittels
Beobachter o.a¨. unter Verwendung der neuesten Parameterscha¨tzwerte.
Der Zeitvorteil der Auftrennung der Scha¨tzung ergibt sich zum einen aus der Tat-
sache, daß zur Berechnung der K-Matrix zu jeder Rekursion die korrigierte Kova-
rianzmatrix P (tk|tk) = HP (tk|tk−1)HT + Q nur in jeweils dem Rang der Zusta¨nde
sowie der Parameter invertiert werden muß, anstatt wie im Normalfall in vollem
Rang. Zum zweiten reduziert sich der numerische Aufwand durch Inversion einer
im Rang auf die Anzahl der Zusta¨nde reduzierten Jakobimatrix bei der Berechnung
der Transitionsmatrix fu¨r die diskrete Pra¨diktion der Kovarianzmatrix. Die gleiche
Transitionsmatrix wird dann anschließend auch zur Berechnung des Gradienten fu¨r
die Parameterscha¨tzung verwandt.
12 Stabilisierungsmanahmen
Ansa¨tze zur Unterdru¨ckung von numerischen Problemen bei der Implementation des
EKF wurden bereits in Kap. 10.1 behandelt (siehe auch [R]). Daneben ko¨nnen aber
auch folgende systematische Fehler destabilisierende Faktoren bilden:
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• Modellfehler: inexakte Modellierung der nichtlinearen System- und Meßglei-
chungen, fehlerhafte Annahme konstanter, nicht meßbarer Modellparameter
(z. B. Temperatur, Luftdichte usw.) und Unstetigkeitsstellen der Modellglei-
chungen (fu¨hrt zu fehlerhaften Jakobimatrizen).
• Schlechte (unbekannte) Startwerte: das nicht eingeschwungene Filter (große
Hauptdiagonalelemente der Kovarianzmatrix) zeichnet sich durch hohe
Ru¨ckfu¨hrversta¨rkung aus: selbst kleine Meßfehler ko¨nnen zu einer numerisch
instabilen Jakobi-Matrix der Systemgleichung fu¨hren, das Filter divergiert im
anschließenden Pra¨diktionsschritt u¨ber alle Grenzen.
• Sto¨rungen der Messung: da die Meßinformation im Filterungsschritt auf die
Zusta¨nde ru¨ckgekoppelt werden, kann bei hohen Meßausreißern das Filter bei
schlechter Konditionierung der Kovarianzmatrix sowie der Rauschdichtematrix
des Systemrauschens instabil werden.
In den folgenden Abschnitten werden daher verschiedene Literaturansa¨tze zur sy-
stematischen Fehlerkompensation diskutiert. Die experimentelle Bewertung der ein-
zelnen Verfahren erfolgt in dem Ergebniskapitel 14, Abschnitt 14.6.
12.1 Iteration der Filtergleichungen
Das Verfahren der Iteration der Filtergleichungen des EKF zur Kompensation von
Linearisierungsfehlern der Meßgleichung (IFV) wurde von Jazwinsky ([Jaz70]) her-
geleitet um die Konvergenzeigenschaften des EKF besonders bei schlechten Anfangs-
bedingungen zu verbessern. Dieses Verfahren iteriert nur die Filtergleichungen, die
Ausganggswerte x(tk|tk−1) und P (tk|tk−1) werden unvera¨ndert u¨bernommen. Daher
lassen sich nur Fehlereinflu¨sse aufgrund Nichtlinearita¨ten der Meßgleichung kompen-
sieren. Das EKF ist ein Filter erster Ordnung, die nichtlineare Meßfunktion h(x(t), t)
wird um den bedingten Erwartungswert xˆ(tk) in eine Taylorreihe entwickelt, die nach
dem linearen Glied abgebrochen wird. Die Gleichung fu¨r den bedingten Erwartungs-
wert fu¨r die pra¨dizierten Meßwerte lautet:





· ( dx(tk)− xˆ(tk)) + . . . (74)
In der Regel gilt wegen der Erwartungstreue: dx(tk)− xˆ(tk) ∼= 0! Da bei großen
Nichtlinearita¨ten das Minimum der Kostenfunktion durch die einfache Extrapola-
tion des Gradienten am pra¨dizierten Zustandsvektor jedoch verfehlt wird, versucht
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man innerhalb eines Rechenzyklus’, das Minimum iterativ zu erreichen. Im ersten
Iterationsschritt wird x(tk|tk) wie beim konventionellen EKF berechnet. An diesem
Wert wird erneut der Gradient der abgeleiteten Kostenfunktion gebildet und mit
dem verbleibenden Residuum extrapoliert. Dieser Vorgang wird so oft wiederholt,
bis die Differenz zweier aufeinanderfolgender Iterationsergebnisse hinreichend klein
ist. Der Zustandswert des letzten Iterationsschrittes wird anschließend wie beim
konventionellen EKF zur Aktualisierung der Kovarianz und als Startwert fu¨r die
na¨chste Pra¨diktion verwendet.
Man erreicht durch die Iteration einen verbesserten Startwert fu¨r die folgende
Pra¨diktion u¨ber das Zeitintervall [tk, tk + 1). Die Iterationsgleichung lautet
η
i+1
= x(tk|tk−1) +K(tk, ηi)




, i = 1, 2, . . . , l,
x(tk|tk) = ηl
Die Iteration beginnt mit η
1





|< . Die Werte des Vektors  sind fu¨r den jeweils interessierenden Fall
experimentell zu bestimmen. Durch die Subtraktion von H(tk, ηi)(x(tk|tk−1) − ηi)
wird das Meßresiduum um den jeweils vorhergehenden Iterationswert verkleinert.
Die Matrizen H(tk, ηi) und K(tk, ηi) mu¨ssen fu¨r jedes ηi+1 gema¨ß Kapitel 10.1 neu
berechnet werden und dienen nach dem letzten Iterationsschritt zur Berechnung der
Kovarianzmatrix. Bei hinreichender Filtergenauigkeit nach dem ersten Iterationszy-
klus entspricht der Algorithmus den Gleichungen des konventionellen EKF.
12.2 Iterative Minimierung der Kostenfunktion
Das Verfahren zur iterativen Minimierung der Kostenfunktion (NKV) wird in
der Literatur auch als Non Linearity Compensated Extended Kalman Filter
bezeichnet([Res97]). Es wird zur Konvergenzverbesserung durch Kompensation
von starken Nichtlinearita¨ten aufgrund gezielter Minimierung der Kostenfunktion
J(x(tk)) eingesetzt.
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Bei nichtlinearen Modellgleichungen ist auch die Ableitung der Kostenfunktion ∂J(x)
∂x
nichtlinear. Dadurch verfehlt man durch die lineare Extrapolation das Minimum. Die






















Abbildung 26: Iteratives Auffinden des Minimums einer nichtlinearen Kostenfunk-
tion
Auch wenn der neue gescha¨tzte Wert xˆ(tk) nicht der optimale Wert ist, so ist er bei
schwachen Nichtlinearita¨ten besser als der pra¨dizierte x(tk|tk−1). Dies gilt jedoch
nur, solange die Nichtlinearita¨ten klein sind. Andernfalls pflanzt sich der Minimie-
rungsfehler der Kostenfunktion in den neuen Scha¨tzwert fort, und die folgende Ko-
stenfunktion wird wiederum mit zunehmend schlechteren Scha¨tzwerten berechnet.
Da die Vergangenheit im gescha¨tzten Zustandsvektor erhalten bleibt, ha¨ufen sich
die Fehler mit zunehmender Zeit an.
Dieser nichtlineare Effekt wird folgendermaßen verringert: Die vom konventionellen
EKF vorgegebene Position xˆ(tk | tk) in Abbildung 26 wird durch einen Faktor α
verschoben. α liegt im Bereich zwischen 0 und 2. Durch diese Verschiebung versucht
man, dem Minimum der Kostenfunktion na¨her zu kommen. In Abbildung 26 ist eine
solche verbesserte Position mit xˆo(tk | tk) bezeichnet. Die konkrete Berechnung der
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na¨chstliegenden Position auf der Gradientengeraden erfolgt ebenfalls mit Hilfe der
Kostenfunktion. Der Rechenalgorithmus wird im folgenden angegeben.
Zum Zeitpunkt tk sind die pra¨dizierten Gro¨ßen x(tk|tk−1) und P (tk|tk−1) sowie der
Meßvektor y(tk) bekannt. Der neue Wert des Zustandsvektors sei
xˆ(tk | tk) = xˆ(tk | tk−1) + α K(tk)(y(tk)− h(xˆ(tk | tk−1))
J(xˆ(tk | tk)) = min J(x(tk)),
0 ≤ α ≤ 2
D. h. man berechnet die Kostenfunktion mit verschiedenen Werten x(tk) = f(α) und
wa¨hlt denjenigen als besten zu scha¨tzenden Zustandsvektor xˆ(tk | tk), bei dem die
Kostenfunktion den minimalen Wert annimmt. In (75) sind lediglich h(x(tk)) und
x(tk) Funktionen von α, alle anderen Werte sind in einem EKF Zyklus konstant.
Demnach ha¨ngt die Kostenfunktion bei linearem h(x) nur quadratisch von α ab,
und erst durch stark nichtlineares h(x) wird das Minimum deutlich verfehlt. Die
Versta¨rkungsmatrix K(tk) sowie die jakobische Meßmatrix H(tk) werden wie u¨blich
nur einmal zu Beginn des Rechenzyklus berechnet.
Die Kovarianzmatrix des Zustandsvektors ist ebenfalls von α abha¨ngig. Man berech-
net sie mit
P (tk | tk) = P (tk | tk−1)− β2 K(tk)H(tk)P (tk | tk−1),
β =

α : 0 ≤ α ≤ 1
2− α : 1 < α ≤ 2
Das bedeutet, daß bei allen Werten von α 6= 1 wegen dem Vorhandensein von
Nichtlinearita¨ten die Kovarianz weniger stark verringert wird.
Abschließend wird die Bedeutung von α erla¨utert. Falls α = 1, sind die Nicht-
linearita¨ten klein und die Gleichungen entsprechen dem konventionellen EKF. Bei
wachsendem Einfluß der Nichtlinearita¨ten weicht α von eins ab und geht sogar gegen
Null, falls u¨berhaupt kein Update des Zustandsvektors angebracht ist.
Das Minimum der Kostenfunktion muß innerhalb des von α vorgegebenen Inter-
valls bestimmt werden. Dazu bieten sich verschiedene Varianten an, deren Vor- und
Nachteile im folgenden kurz skizziert werden.
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• Unterteilung des Intervalls in N Stu¨tzstellen, an denen die Kostenfunktion
berechnet wird. xˆ(tk | tk) wird dann mit dem α berechnet, bei dem die Ko-
stenfunktion den kleinsten Wert annimmt.
Diese Variante erfordert besonders bei feiner Unterteilung des α–Intervalls rela-
tiv viel Rechenzeit, ist jedoch von dem Verlauf der Kostenfunktion unabha¨ngig,
d. h. es kann auch zwischen dem absoluten und einem evtl. vorhandenen Ne-
benminimum unterschieden werden.
• Sukzessives Aufsuchen des Minimums. Zuerst wird die Kostenfunktion bei
α0 = 1 berechnet. Sodann erfolgt die Berechnung bei α = α0 ± 0.5, und
der kleinste der drei Werte wird das vorla¨ufige Minimum. Ausgehend vom zu-
geho¨rigen α1-Wert wird die Schrittweite halbiert, und die Kostenfunktion wird
bei α = α1 ± 0.25 berechnet. Durch Wiederholung dieses Vorganges erreicht
man mit relativ wenigen Schritten eine sehr feine Unterteilung des gesamten
Intervalls. Verglichen mit dem erstgenannten Verfahren erfordert z. B. eine Un-
terteilung des Intervalls in 1000 Stu¨tzstellen anstelle von 1000 Berechnungen
der Kostenfunktion lediglich 19.
Der Nachteil ist, daß bei mehreren Minima evtl. ein Nebenminumum bestimmt
wird. Daher ist es sinnvoll, sich vorab den Funktionsverlauf der Kostenfunktion
zu veranschaulichen. Bei kleinen Nichtlinearita¨ten der System- und Meßglei-
chung ist die Kostenfunktion anna¨hernd quadratisch von α abha¨ngig, so daß
das sukzessive Verfahren ohne Bedenken angewandt werden kann. Bei starken
Nichtlinearita¨ten und vielen Freiheitsgraden kann man das nicht erwarten, und
Nebenminima werden wahrscheinlich.
• Approximation der Kostenfunktion durch ein Polynom. Anschließend kann
das Minimum des Polygons analytisch bestimmt werden. Bis zu welchem Po-
lynomgrad die Approximation zu erfolgen hat, ha¨ngt wiederum von der Sta¨rke
der Nichtlinearita¨ten ab. Evtl. kann man durch den Vergleich des hiermit be-
stimmten α(tk) mit dem der ersten Variante entscheiden, ob der Polynomgrad
noch erho¨ht werden muß.
Bei nicht zu hohen Polynomgraden ist dieses letzte Verfahren im Hinblick
von Genauigkeit bezogen auf den Rechenzeitaufwand am effektivsten. Bereits
die Verwendung von Polynomen 2. Ordnung fu¨hrt experimentell zu einer zu-
verla¨ssigen Unterdru¨ckung von Divergenz. Die Kostenfunktion la¨ßt sich damit
mit drei Stu¨tzstellen, z. B. bei α = 0, α = 1 und α = 2, approximieren.
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12.3 Iteration der Filter- und Pra¨diktionsgleichungen
Dieses Verfahren der Iteration der Filter- und Pra¨diktionsgleichungen (IFPV) setzt
auf das in Abschnitt 12.1 beschriebene IFV-Verfahren auf. Zusa¨tzlich wird nun neben
der Filtergleichung die Pra¨diktionsgleichung iteriert um die Nichtlinearita¨ten der
Systemgleichung ebenfalls zu kompensieren [Jaz70] [Kre80].
Beim Eintreffen neuer Meßwerte y(tk) werden sowohl der pra¨dizierte Zustand
xˆ(tk | tk−1), als auch die zugeho¨rigen Kovarianzen P (tk | tk−1) nachtra¨glich itera-
tiv korrigiert. Der aus [Jaz70] entnommene Iterationsalgorithmus wird im folgenden
angegeben. Er gilt hier fu¨r den Zeitpunkt tk
η
i+1
= xˆ(tk | tk−1) +K(tk, ηi, ξi)
×
h
y(tk)− h(ηi, tk)−H(tk, ηi)






= xˆ(tk−1 | tk−1) + S(tk−1, ξi)(ηi+1 − xˆ(tk | tk−1)) (76)
i = 1, 2, . . . , l, mit den Startwerten
η
1
= xˆ(tk | tk−1), (77)
ξ
1
= xˆ(tk−1 | tk−1), (78)
Gleichung (75) entspricht der des IFV. η dient demnach dazu, die Nichtlinearita¨ten
der Meßgleichung zu kompensieren und reduziert sich bei einmaligem Durchlaufen
des Zyklus zur Filtergleichung des konventionellen EKF.
ξ dient der Korrektur von xˆ(tk | tk−1). Dies geschieht, indem man ausgehend von
η
i+1
u¨ber das Zeitintervall [tk−1, tk) zuru¨ck nach tk−1 ”
gla¨ttet“. Damit hat man
einen verbesserten Startwert fu¨r xˆ(tk−1 | tk−1), da dieser mit der Kenntnis der neuen
Meßinformation berechnet wird, und beginnt die Iteration von neuem. Die Matrizen
in (75) und (76) werden wie folgt berechnet:




xˆ(tk | tk−1) = x¯(tk, ξi) + Φ(tk, tk−1, ξi)(xˆ(tk−1 | tk−1)− ξi), (80)
K(tk, ηi, ξi) = P (tk | tk−1)HT (tk, ηi)
×[H(tk, ηi)P (tk | tk−1)HT (tk, ηi) +R(tk)]
−1, (81)
P (tk | tk−1) = Φ(tk, tk−1, ξi)P (tk−1 | tk−1)ΦT (tk, tk−1, ξi) +Q(tk), (82)
S(tk−1, ξi) = P (tk−1 | tk−1)ΦT (tk, tk−1, ξi)P−1(tk | tk−1). (83)
Die Gleichungen entsprechen denen des konventionellen EKF, sie werden allerdings
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in jedem Iterationszyklus mit den entsprechenden Werten neu berechnet. Bei der




Smoothing“) ist die Invertierung der Kovari-
anzmatrix erforderlich. Besonders bei fehlender Anregung wird diese jedoch schnell
unausgewogen, so daß die Invertierung numerisch nicht fehlerfrei funktioniert. u¨ber
eine Kontrolle von P wird der Iterationszyklus bei Bedarf fru¨hzeitig verlassen.
Die Werte fu¨r Zustandsvektor und Kovarianz errechnen sich nach Verlassen des
Iterationszyklus zu
xˆ(tk | tk) = ηl, (84)
P (tk | tk) = [I −K(tk, ηl, ξl)H(tk, ηl)]P (tk | tk−1, ηl)
×[I −K(tk, ηl, ξl)H(tk, ηl)]T +K(tk, ηl, ξl)R(tk)KT (tk, ηl, ξl).(85)
Auch hier wird die Iteration abgebrochen, wenn der Betrag der Differenz zweier
aufeinanderfolgender Iterationsergebnisse kleiner als eine vorgegebene Schranke 
ist.
12.4 Zeitvariable Anpassung des Meßrauschens
Das Verfahren der zeitvariablen Anpassung das Meßrauschens (RDN) bildet einen
unkonventionellen Ansatz [RD97] zur Vermeidung von Filterdivergenz bei schlechten
Anfangswerten oder ausbleibender Anregung.
Ziel dieses Verfahrens ist es, den Restfehler bei dem Abbruch der Taylorentwicklung
der jakobischen System- und Meßmatrix so zu kompensieren, daß er nicht mehr zu
Divergenz fu¨hren kann. Das wird hier durch Neuberechnung der Kovarianzwerte des
Meßrauschens in jedem EKF-Zyklus verwirklicht.
Ausgehend von den Fehlern des gescha¨tzten und des pra¨dizierten Zustandsvektors
verglichen mit dem tatsa¨chlichen Wert
x˜(tk) = x(tk)− xˆ(tk)
x˜(tk | tk−1) = x(tk)− xˆ(tk | tk−1) (86)
wird die Lyapunovfunktion zum Zeitpunkt tk definiert mit





Die Folge {V (tk)}tk=1,2,... soll auch dann konvergieren, wenn die lineare Approximati-
on beim konventionellen EKF zu Divergenz fu¨hrt. Um zu zeigen, daß die Lyapunov-
folge auch bei großen Linearisierungsfehlern monoton fallend ist, wird der ebenfalls
linearisierte Ansatz zur Berechnung von (86)
e(tk) ≈ H(tk)x˜(tk | tk−1)
x˜(tk | tk−1) ≈ F (tk−1)x˜(tk−1) (88)
mit den unbekannten Diagonalmatrizen Γ(tk) und Λ(tk−1) zu den exakten Gleichun-
gen
Hi(tk)x˜(tk | tk−1) = Γi(tk)ei(tk)
x˜j(tk | tk−1) = Λj(tk−1)F j(tk−1)x˜(tk−1), (89)
worin i und j fu¨r die entsprechenden Zeilen der Matrizen stehen. Damit ist
gewa¨hrleistet, daß die Scha¨tzfehler mit jedem Rechenschritt kleiner werden. Aus
der Lyapunovfolge und den Gleichungen des EKF erha¨lt man die folgenden Unglei-
chungen, die ein monoton fallendes {V (tk)}tk=1,2,... garantieren:




0 ≥ F T (tk−1)Λ(tk−1)[F (tk−1)P (tk−1)F T (tk−1)]−1Λ(tk−1)F (tk−1)
−P−1(tk−1) (91)
Weiter wird gezeigt, daß die unbekannten Funktionen Γ(tk) und Λ(tk−1) innerhalb
beschra¨nkter Intervalle liegen, und doch die Ungleichungen (91) stets erfu¨llen. Die-
se Intervalle sind Funktionen von H(tk), P (tk) und R. Da H(tk) und P (tk) schon
durch Anregung und Systemmodell festliegen, muß R so gewa¨hlt werden, daß die
Intervallgrenzen groß genug sind, um (91) zu genu¨gen.
Als sichere Grenze gilt die folgende Gleichung, die in jedem Rechenzyklus vor der
Berechnung vonK(tk) eine angepasste Matrix fu¨r die Kovarianzen des Meßrauschens
liefert. Mit diesen Kovarianzen konvergiert dann der Filteralgorithmus trotz der
Linearisierungsfehler.
R(tk) = µH(tk)P (tk | tk−1)HT (tk) + ζI, (92)
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wobei µ > 0 und ζ > 0 an den jeweiligen Anwendungsfall angepasst werden mu¨ssen.
In den Simulationen fu¨hrten folgende Richtwerte zu gutem Filterverhalten: µ ≈ 0.5
und ζI ≈ R0, worin R0 dem Meßrauschen entspricht, das beim konventionellen EKF
im eingeschwungenen Zustand zu befriedigenden Ergebnissen gefu¨hrt hat. Der erste
Summand sorgt fu¨r den Fall schlechter Anfangsbedingungen oder großer Linearisie-
rungsfehler fu¨r ein schnelles Anwachsen von P und verhindert dadurch im Gegensatz
zum konventionellen EKF Divergenz.
12.5 Zeitexponentielle Gewichtung der Filterwerte
Das Verfahren der zeitexponentiellen Gewichtung der Filterwerte (ZEG) ([Fag64])
fu¨hrt einen Vergessensfaktor in die Berechnung der K-Matrix ein, um den Einfluß
schlechter Anfangsbedinungen schneller abklingen zu lassen.
Bei diesem Verfahren wird verhindert, daß zeitlich alte Filterwerte Einfluß auf ak-
tuelle Scha¨tzungen nehmen ko¨nnen. Dies ist dadurch gerechtfertigt, daß bei Modell-
fehlern selbst exakte Scha¨tzwerte durch die Pra¨diktion mit einem falschen Modell
nach endlicher Zeit nicht mehr mit der Realita¨t u¨bereinstimmen, und somit fu¨r den
aktuellen Filterzyklus wertlos sind. Die Unterdru¨ckung alter Ergebnisse bei der Fil-
terung erfolgt durch die folgende exponentielle Erweiterung der Kalmanversta¨rkung
und Kovarianzmatrix:
K(tk) = P (tk | tk−1)HT (tk)
×[HT (tk)P (tk | tk−1)HT (tk) + e−(tk−tk−1/τ)R(tk)]−1, (93)
P (tk | tk) = e(tk−tk−1/τ)[I −K(tk)H(tk)P (tk | tk−1)]. (94)
Die entsprechenden Gleichungen des konventionellen EKF sind durch diese beiden
zu ersetzen. Mit dem positiven Zeitwert τ kann man bestimmen, wie schnell alte
Filterwerte
”
vergessen“ werden sollen. Je kleiner τ , desto gro¨ßer werden K(tk) und
P (tk), so daß neue Meßwerte sta¨rker beru¨cksichtigt werden.
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13 Realisierung des Diagnosesystems
Zur Erprobung des entwickelten Diagnosesystems unter realita¨tsnahen Bedingun-
gen wurde in Zusammenarbeit mit dem Aktuatorhersteller ein neuer Pru¨fstand ent-
wickelt. Dieses Kapitel beschreibt den prozessorspezifischen sowie softwaretechni-
schen Aufbau der Testumgebung.
13.1 Prozessorsystem
Ein dSpace DS1003 DSP-System mit 16 differentiellen 16-bit A/D-Meßkana¨len, 16
16-bit D/A-Ausgangstreibern und 64 digitalen I/O-Kana¨len dient der Simulation
der FCC-Kommandos und des digitalen Aktuatorreglers unter realen Bedingungen.
Sowohl die Abtastzeiten und der funktionale Aufbau des Reglers als auch die Meß-
datenerfassung und Kommunikation entsprechen in punkto Datenformat, Framerate
und Prozeßtiming exakt der Spezifikation fu¨r die im Flugzeug eingesetzten Actuator-
Control-Electronic (ACE). Die Rechenleistung von theoretisch 60 MFlops bietet dem
Anwender neben der Berechnung der ACU-Algorithmen zusa¨tliche Kapazita¨ten fu¨r
Echtzeitanwendungen wie die Prozeßsteuerung und -u¨berwachung. Dieses System
wird daher von dem Aktuatorhersteller fu¨r Hardware-In-The-Loop Simulationen und
fu¨r die Qualifikationspru¨fsta¨nde eingesetzt.
Fu¨r den Echtzeitbetrieb des XEKF-Algorithmus sind die verfu¨gbaren Ressourcen
allerdings zu knapp bemessen. Gema¨ß den Ergebnissen von Kapitel 5 besteht die
ideale Variante eines Onboard-Diagnosesystems aus einer separaten CPU fu¨r den
Fehlerdiagnosealgorithmus neben der ACU. In dieser Anordnung gilt es dann ledig-
lich das Problem des Datentransfers und der Datensynchronistaion zwischen den
Digitalrechnern zu lo¨sen.
Das dSpace DS1003-DS1004 Multiprozessorsystem bietet die direkte Lo¨sung. Wie
eingangs beschrieben u¨bernimmt der (Master)-DSP DS1003 die Aktuatorregelung.
Zusa¨tzlich u¨bernimmt er die Aufgaben der Prozesssteuerung und Kommunikation
mit der Diagnose-CPU dem DS1004. Die Prozesssteuerung erfolgt mittels Interrupt-
steuerung von einem Steuerungs-PC (Host-PC) aus.
Der DS1004 (Slave)-Prozessor besteht aus einem DEC-Alpha Risc-Prozessor und
besitzt eine theoretische CPU-Leistung von 1000 MFlops. Fu¨r die Inter-Prozessor-
Kommunikation stehen insgesamt acht direkte Datenkana¨le mit programmierbarer
FIFO- oder Ringpufferung sowie 4 Software-Interrupts zur Verfu¨gung. Das System
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ist flexibel gestaltet, jedem Kanal kann eine individuelle Datenblockgro¨ße und Trans-
ferrate zugewiesen werden. Auf diese Weise lassen sich spezifische Daten-Protokolle
wie u.a. der serielle RS232 oder das in der Luftfahrt benutzte Arinc429 exakt
nachbilden. Werden die Aktuatorregelung und die Diagnose mit gleicher Zyklus-
zeit synchron berechnet entfa¨llt die Notwendigkeit der Datensynchronisation. Auch
bei ganzzahligem Taktverha¨ltnis ist die Realisierung der Diagnose mit dem dSpace-
Multiprozessorsystem einfach realisierbar.
SLAVE MASTER HOST-PC







Die Abbildung 27 zeigt den Aufbau des dSpace-Multiprozessorsystems. Es besitzt
dieselbe Struktur wie das in Abbildung 10 in Kapitel 5 hergeleitete Form fu¨r eine
idealtypische Onboard-Diagnose-Hardware.
Bei asynchronen Prozessen, und nicht ganzzahligen Abtastverha¨ltnissen jedoch tritt
mit diesem System oft eine Task-Overrun-Situation ein. Dies trifft dann zu, wenn ein
Prozeß la¨nger als einen Zyklus auf Echtzeitdaten von der Partner-CPU warten muß.
Der Echtzeit-Kernel erkennt dies als Runtime-Fehler und der gesamte Prozeß wird
von dem Task-Sceduler des Host-PC beendet. Solche asynchronen Systeme lassen
sich daher mit dem dSpace-System nicht in Echtzeit realisieren.
13.2 Sensorsystem
Eine Fehlerdiagnose an einem (im Flugzeug eingebauten) Aktuator kann derzeit
nur auf generische (fu¨r die Regelung notwendige) Sensoren zuru¨ckgreifen. Eine Aus-
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stattung mit zusa¨tzlichen Meßgebern ist sehr kostenintensiv, ihr Einbau muß daher
bereits in der Entwurfsphase in dem Sicherheitskonzept beru¨cksichtigt werden. Das
entwickelte Diagnosesystem beru¨cksichtigt diese Tatsache, unter Inkaufnahme ei-
ner eingeschra¨nkten Diagnosetiefe. Die untenstehende Tabelle zeigt die vorhandene
prima¨re Sensorausstattung.
Signal Meßbereich Klasse Bemerkung
Sollstrom Spule 1 0..1.4[A] D/A Stellgro¨ße fu¨r Stromversta¨rker
Sollstrom Spule 2 0..1.4[A] D/A Stellgro¨ße fu¨r Stromversta¨rker
Sollstrom Spule 3 0..1.4[A] D/A Stellgro¨ße fu¨r Stromversta¨rker
Sollstrom Spule 4 0..1.4[A] D/A Stellgro¨ße fu¨r Stromversta¨rker
Spulenstrom Spule 1 0..1.4[A] A/D
Spulenstrom Spule 2 0..1.4[A] A/D
Spulenstrom Spule 3 0..1.4[A] A/D
Spulenstrom Spule 4 0..1.4[A] A/D
Spulenspannung Spule 1 0..40[V ] A/D
Spulenspannung Spule 2 0..40[V ] A/D
Spulenspannung Spule 3 0..40[V ] A/D
Spulenspannung Spule 4 0..40[V ] A/D
DDV-Weg 1 ±0.8[mm] A/D Motor-LVDT zur Ventilwegmessung
DDV-Weg 2 ±0.8[mm] A/D
DDV-Weg 3 ±0.8[mm] A/D
DDV-Weg 4 ±0.8[mm] A/D
RAM-Weg 1 ±72[mm] A/D LVDT zur Kolbenwegmessung
RAM-Weg 2 ±72[mm] A/D
RAM-Weg 3 ±72[mm] A/D
RAM-Weg 4 ±72[mm] A/D
RAM-Kraft 0..2[kN ] A/D Kolbenkraft auf externe Last
Systemdruck 0..28[MPa] A/D Versorgungsdruck der O¨lhydraulik
Ru¨cklaufdruck 0..8[MPa] A/D effektiver Nulldruck der O¨lhydraulik
Temperatur 0..120[◦C] A/D O¨ltemperatur
Tabelle 6: Sensorausstattung des Diagnosesystems
Die elektrisch vierfache Redundanz des vorliegenden Aktuators bedingt auch das
Vorhandensein von vier physikalisch getrennten Sensoren pro Meßsignal. Dabei brin-
gen lediglich die Strom- und Spannungsmeßwerte zusa¨tzliche Information fu¨r die
Diagnose des ebenfalls quadruplexen elektrischen Teilmodells. Die jeweils vier Weg-
sensoren (Zylinderweg x und Ventilweg y) hingegen bringen wegen dem einfachen
Redundanzgrad des mechanischen Systems keine zusa¨tzliche Diagnoseinformation.
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Die ACE beno¨tigt diese Werte allerdings fu¨r die Aufgaben der Signalkonsolidierung
durch das Voting/Monitoring und die nach Kana¨len getrennte quadruplexe Aktua-
torregelung.
Der Sollstrom ist kein Meßsignal im eigentlichen Sinne, sondern entspringt der der-
zeitigen hybriden Struktur der Regelkreiskaskaden: Die Kaskaden der Wegregelung
sind digital, die Kaskade der Stromregelung (innerste Regelschleife) jedoch analog
aufgebaut. Das errechnete Eingangssignal (Sollstrom) fu¨r diesen analogen Strom-
loop ist aus Gru¨nden des Endstufenmonitorings dem FCC sichtbar gemacht und
steht damit der Diagnose ebenfalls zur Verfu¨gung.
Die Hydraulikdruckmessungen sowie die Temperaturmessung des Hydaulikfluids
sind keine aktuatorspezifischen (generischen) Signale, sie ko¨nnen laut Hersteller je-
doch aus dem FCC ausgeleitet werden und liegen der Diagnose daher als Meßinfor-
mation vor.
Das Kraftsignal dient der Beobachtung der unbekannten Sto¨rgro¨ßen durch die
Lastankopplung. Es ist kein prima¨rer Aktuatorsensor, kann aber aufgrund der ex-
ternen Applikation als Dehnungsmeßstreifen auf den O¨senkopf ohne Verminderung
der Aktuatorzuverla¨ssigkeit in die Diagnose integriert werden.
13.3 Meßwandler
Fu¨r die Wandlung der analogen Sensorsignale fu¨r die Diagnose ist das dSpace-System
mit einer 16 Bit A/D-Meßwandlerkarte mit sechzehn hochohmigen (≈ 1MΩ) diffe-
rentiellen Wandlerkana¨len ausgestattet. Jeweils vier Einga¨nge werden gemultiplext
einem Wandlerbaustein mit einer Summen-Samplerate von 180kHz zugewiesen. Da-
mit betra¨gt die mittlere Wandlungszeit fu¨r eine Kanalgruppe inklusive der Ein-
schwingzeit des Multiplexers pro Kanal 6.5µs (s. Abb. 28).
Da bei den Wandlergruppen auf Sample-and-Hold-Bausteine verzichtet wurde ergibt
sich fu¨r die einzelnen Meßwerte einer Gruppe eine a¨quidistante Verzo¨gerungszeit
bei der Meßwertvalidita¨t. Die vier Wandlergruppen arbeiten hingegen parallel. Fu¨r
das Diagnosesystem werden daher zur Aufnahme der hochdynamisachen Meßdaten
(Spulenpannungen und Spulenstrom) die jeweils ersten Kana¨le einer Wandlergruppe
belegt um Phasenverluste zu vermeiden. Fu¨r Signalfrequenzen unter 200Hz liegt der
maximale relative Meßfehler bei 0.234% (Phasenverlust max. 1, 339◦) und kann fu¨r
die Parameterscha¨tzung toleriert werden. Daher spielt fu¨r Meßsignale der langsamen
Systempole (< 150Hz) wie die Ventil- und Zylinderwegmessung [U96] [R95] eine
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spezielle Kanalaufteilung keine Rolle.
Fu¨r das eingesetzte Optimalfilter ist neben der genauen Nachbildung der Prozeßdy-
namik aufgrund synchron erfaßter Meßwerte die exakte Bestimmung des Meßrau-
schens ein die Scha¨tzgu¨te maßgeblich bestimmendes Kriterium.
Das Grundrauschen der Meßkana¨le setzt sich zusammen aus:
• Wandlerrauschen: Multiplexergenauigkeit und Umspringen des Least-
Significant Bit (LSB)
• Signalleitungseinfluß: Kabeltyp und Kabelfu¨hrung beeinflussen die
Sto¨rcharakteristik
• Sensorrauschen: Widerstandsrauschen der Meßbru¨cken, mangelnde Streuab-
schirmung oder Temperatureinflu¨ße vermindern den Signal/Rauschabstand.
Zur Bestimmung der Charakteristik der Rauschverteilung werden fu¨r jedes Meß-























Der XEKF Algorithmus ist fu¨r gaußverteiltes Meßrauschen ein minimalvariantes
Optimalfilter, nach [Kre80] liefert er aber auch fu¨r andere Verteilungen die optima-
le Lo¨sung. Daher mu¨ssen fu¨r jedes Meßsignal die Verteilung aus der vorliegenden
Rauschmessung bestimmt werden.
























A/D−Meßwandlung    
Approx. Gausskurve 
Abbildung 30: Gaussverteilung des Meßrauschens
Hat die Verteilungs- oder Dichtefunktion des Meßrauschens nicht die typische
Glockenform muß die a¨quivalente Gaussverteilung approximiert werden um die Fil-
tervarianzen angeben zu ko¨nnen.
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A/D Meßwandlersignal                
Verteilungsfunktion                 
N( µ,σ2) Verteilung         
Abbildung 31: Vergleich der Verteilungsfunktionen
Die Abb. 31 zeigt den grafischen Vergleich der tatsa¨chlichen mir der approximierten
Gaußverteilungsfunktion. Die Varianz der Gauß-Approximation wurde mit MAT-
LAB berechnet, die Ergebnisse finden sich als Hauptdiagonalwerte der Kovarianz-
matrix des Meßrauschens R in der Tabelle 10 in Kapitel 14.4 wieder.
13.4 Diagnoseablauf
Das Flußdiagramm (Abb. 32 des realisierten Diagnosesystems verdeutlicht das par-
allele Data-Processing. Die Diagnosestruktur (Kap. 5 Abb. 10) ist hier exakt nachge-
bildet. Der MASTER ist mit den Aufgaben der ACU beauftragt: Meßdatenerfassung,
Datentransfer zur externen Diagnose-CPU und Aktuatorregelung. Auf dem SLAVE
wird ausschließlich der Diagnosealgorithmus (XEKF) berechnet. Die Prozesse wer-
den synchron und in Echtzeit abgearbeitet. Um die bei der Meßdatenerfassung und
Konditionierung auf dem MASTER verstreichende Totzeit fu¨r den SLAVE zu umge-
hen und somit die CPU-Leistung des Alpha-Boards voll ausnutzen zu ko¨nnen wird


































Kommunikation mit dem Host-PC erfolgt durch Interrupts. Das pre-emptive Be-
triebssystem von dSpace gewa¨hrleistet die vollsta¨ndige Abarbeitung der Tasks fu¨r
einen Tastschritt, der Host-Eingriff in den Diagnoseablauf ist daher nur zum Zeit-
punkt einer neuen Meßwandlung mo¨glich. Ist ein Diagnosezyklus jedoch gestartet
fu¨hrt jeder weitere Steuereingriff zum Abbruch, da die Datenkonsistenz fu¨r das
XEKF in diesem Fall nicht mehr gewa¨hrleistet ist.
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13.5 Softwareentwicklung
Ein Vorteil des dSpace-Multiprozessorsystems ist die Anbindung an MATLAB-
Simulink u¨ber den Realtime-Workshop. Fu¨r das Ansprechen der Wandlerkarten und
das Prozeßsteuerungskonzept sind vordefinierte Simulink-Blo¨cke vorhanden. Eben-
so stehen Funktionsblo¨cke fu¨r die Interprozessorkommunikation zur Verfu¨gung. Per
Drag-and-Drop la¨ßt sich die Diagnosestruktur einfach erstellen. Problematisch ist die
Implementierung der Diagnosesoftware. Greift man auf MATLAB-Funktionen ver-
liert der Prozeß seine Echtzeitfa¨higkeit, da in jedem Zyklus der MATLAB-Interpreter
aufgerufen wird. Daher wurde der Algorithmus in ANSI-C erstellt und als S-Function
in den Realtime-Code eingebunden. Die speziellen Maßnahmen zur Rechenzeitopti-
mierung sowie die erreichten Laufzeiten (Turnaround-Time) fu¨r verschiedene Syste-
mordnungen sind im Ergebniskapitel 14.7 dargestellt.
13.6 Prozeßtiming
Ein externer Timer triggert die Tasks der Prozessoren durch Hardwareinterrupts, es
ergibt sich aufgrund der geringen Interrupt-Latenzzeiten von nur 0.3µs eine synchro-
ne und engtolerierte Kopplung an die vorher festgelegte Abtastfrequenz (sog.
”
harte“
Echtzeit). Der Master-Prozeß (auf dem Master-DSP) fu¨hrt nach dem Interruptauf-
ruf zuna¨chst die Datenerfassung in folgender Reihenfolge durch: A/D-Wandlung
triggern, D/A-Register schreiben, A/D-Register lesen und D/A-Ausga¨nge aktivie-
ren. Danach erfolgt als na¨chstes direkt die Meßdatenaufbereitung, damit diese dem
Slave-Prozeß mo¨glichst schnell in einem Dual-Ported-Ram verfu¨gbar gemacht wer-
den ko¨nnen. Erst danach wird der eigentliche Master-Task (Aktuatorregelung) abge-
arbeitet. Ist der Master-Task durchgefu¨hrt, wird anschließend auf das Vorliegen von
Ausgangsdaten des Slave-Prozesses gewartet und die Konfiguration der D/A-Daten
fu¨r den na¨chsten Zeitschritt durchgefu¨hrt. Erst dann darf ein neuer Timerinterrupt
kommen, sonst tritt ein Software-Overrun ein. Die vom Master beno¨tigte Zeit zwi-
schen Timertriggerung und dem Bereitstellen der Daten im DP-Ram sowie das Lesen
und Processing der Slavedaten geht dem Slave-Prozess an CPU-Zeit verloren, bei
einer Abtastfrequenz von 1000Hz bela¨uft sich dieser Verlust auf immerhin 67.5µs
oder 6.5% der maximalen Execution-Time. Daher ist es ratsam den Slave-Prozeß
mit einer Verzo¨gerung von einem Tastschritt zu starten. In diesem Fall liegen die
Meßdaten schon zum Triggerzeitpunkt vor und der Echtzeit-Kernel startet den Slave















Die Turnaround-Time eines Prozesses ist die Zeit zwischen Aufruf und Beendigung
eines Tasks, sie kann mit der dSpace Konfigurations und Bedienumgebung
”
Control
Desk“ direkt gemessen werden. Somit ist man in der Lage die Ausfu¨hrungszeiten der
einzelnen Prozeßabschnitte gesondert direkt zu erfassen. Untenstehend nun einige
wichtige Benchmark Zykluszeiten fu¨r das dSpace-System
Zykluszeit [µs]
Prozessor Task Literatur Messung
Master Meßwandlung 15 15.2
Master Datenumrechnung - 5.7
Master Datentransfer Master/Slave* 6 1.7
Master I/O-Task Turnaround Time - 104.7
Slave I/O-Task Turnaround Time - 87.3
∗) pro 32-Bit-Variable
Tabelle 7: Benchmarks fu¨r die Datenverarbeitung
Unter dem Begriff I/O-Task sind in Tabelle 7 fu¨r den MASTER folgende Aufgaben
zusammengefaßt:
• Start der A/D-Meßwandlung und Datenpufferung
• Datenkonditionierung (Umrechnung von Signalspannungen in physikalische
Gro¨ßen)
• Schreiben der Meßwerte in den Datenpuffer des MASTER-SLAVE-
Kommunikationsports
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• Datenu¨bertragung zum SLAVE
• Warten auf Kommunikationsanfage durch den SLAVE
• Datenru¨cku¨bertragung vom SLAVE
• Datenkonditionierung (Umrechnung physikalischer Gro¨ßen in Signalspannun-
gen
• Schreiben der Ausgangswerte in die D/A-Ausgangspuffer und Start der D/A-
Wandlung
Dieser CPU-Zeitbedarf ist im Timingdiagramm (Abb. 33 als weiße Ka¨stchen neben
dem grau hinterlegten Bereich fu¨r die Aktuatorregelung R(tk) dargestellt.
Der SLAVE-I/O-Task umfaßt lediglich die Abartbeitung der MASTER-SLAVE-
Datenkommunikation. Da jedoch die Turnaround-Time ab dem Triggerzeitpunkt tk
gemessen wird schla¨gt sich die Dauer der Datenbereitstellung durch den MASTER
als Totzeit additiv in der I/O-Task-Messung fu¨r den SLAVE nieder.
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Das EKF ist ein erwartungstreuer Scha¨tzer sowohl fu¨r die Zusta¨nde als auch die
Parameter der Prozeßmodells. Die Interpretation der Scha¨tzergebnisse fu¨r den Ak-
tuatorfunktionszustand ergibt sich wegen der physikalischen Modellbildung direkt
aus den aktuellsten Erwartungswerten fu¨r die Parameter θˆ = θ(tk|tk). Aus den zu-





Eine Speicherung des jeweils letzten Parametersatzes einer Pre- bzw. Post-Flight
Aktuatordiagnose la¨ßt eine Beobachtung der Parameterdriften u¨ber einen la¨ngeren
Zeitraum zu. Diese Trendverfolgung ermo¨glicht dem Flugzeugbetreiber Ru¨ckschlu¨sse
auf die durchzufu¨hrenden Wartungsmaßnahmen.
Fu¨r die Festlegung der Alarmschwellen fu¨r die Aktuatorfehler aus dem aktuellen
Parametersatz mu¨ssen neben den Kovarianzwerten der Parameter zusa¨tzlich To-
leranzgrenzen aufgrund von Modellunsicherheiten und die erreichbare Modellgu¨te
beru¨cksichtigt werden.
Dieses Kapitel stellt daher neben der Diskussion der Scha¨tzgu¨te fu¨r die Einzelfehler
das gewa¨hlte Gu¨tekriterium und die experimentelle Ermittlung der Modellgu¨te vor.
Alle experimentellen Ergebnisse wurden an dem institutseigenen Hydraulikpru¨fstand
[R02] mit einem Seitenruderaktuator aus der Serienproduktion abgeleitet.
14.1 Beurteilungskriterium










Man ermittelt hierbei das gro¨ßte Residiuum (sowohl u¨ber die Zeit als auch arbeits-
punktbezogen) und skaliert es auf den theoretisch gro¨ßtmo¨glichen (End-) Wert der
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Meßgro¨ße. Man erha¨lt damit ein vom gro¨ßten Absolutfehler bedingtes Toleranzband
als maximaler Schwankungsbereich fu¨r Meßfehler. Fu¨r das Systemmodell wurde in
der Entwurfsphase eine obere Gu¨teschranke von 3% vorgesehen.
Die Beurteilung der Genauigkeit der Parameterscha¨tzung ist bedeutend schwieriger.
Mangels Meßeingriffen muß selbst bei den durch Fehlereinbauten untersuchten Pa-
rametera¨nderungen bei Systemdegradation der tatsa¨chliche Erwartungswert analy-
tisch rekonstruiert werden. Legt man dabei die selben funktionalen Zusammenha¨nge
zugrunde die auch bei der Systemmodellierung angewandt wurden la¨uft man Gefahr,
dieselben Vernachla¨ssigungen und Na¨herungsformen anzuwenden. Dadurch kann die
Pra¨diktion der Scha¨tzgu¨te bei den Parametern mit einem nicht quantifizierbaren
systematischen Fehler behaftet sein, eine quantitative Aussage ist daher nur un-
ter der Randbedingung eines engtolerierten, physikalischen Systemmodells mo¨glich.
Das selbe gilt auch auf den Geltungsbereich, sa¨mtliche Aussagen zu Beobachtbarkeit,
Scha¨tzgu¨te und Fehlersensitivita¨t gelten daher nur fu¨r Prozesse dessen Systemmodell
gleiche Abha¨ngigkeiten aufweist.
14.2 Alarmschwelle
Bei der Festlegung der Alarmschwelle fu¨r Aktuatorfehler hat man zwei diametrale
Optimalforderungen. Zum einen soll die Alarmschwelle fu¨r das Auftreten eines Feh-
lers niedrig sein, zum anderen soll jedoch die Fehlalarmrate so gering wie mo¨glich
gehalten werden.
Da das XEKF das mathematische Systemmodell durch Parametervariation an den
realen Prozeß adaptiert kann eine Fehleraussage lediglich im Rahmen der erreichba-
ren Modellgu¨te getroffen werden. Sind die physikalischen Einflu¨sse der realen Fehler
nicht hinreichend durch das Parametermodell abgedeckt. reicht die Auswertung der
Endwerte fu¨r die gescha¨tzten Parameterkovarianzen nicht aus, um Fehlalarme si-
cher auszuschlie0en. Zusa¨tzlich bilden externe Einflu¨sse wie Umgebungstemperatur,
Windbo¨en, Erschu¨tterungen zusa¨tzliche Unsicherheitsfaktoren fu¨r die Aktuatordia-
gnose. Als sichere Fehlerschwelle wird daher eine 6% -Modellabweichung vom Nomi-
nalverhalten (doppeltes Modelltoleranzband) angenommen. Fu¨r die einzelnen Para-
meter wird dann die Fehlerschwelle auf den Wert festgelegt, um den er vera¨ndert
werden muss, um die 6& Modellabweichung vom Nominalverhalten zu erzeugen.
Je nach Empfindlichkeit (quantitativer Einfluß auf die Systemdynamik) ko¨nnen fu¨r





Zur Verifikation des Nominalmodells des Actuators wird ein Input- Output Ver-
gleich zwischen gemessenen Prozeßdaten und der Oﬄine-Simulation des Systemmo-
dells durchgefu¨hrt. Die Systemanregung erfolgt u¨ber Einpra¨gung der Spulenspan-
nungen des Linearmotors. Diese Gro¨ßen stehen jedoch nicht als analoge Meßdaten
zur Verfu¨gung da:
• die von dem Hersteller zur Verfu¨gung gestellten Stromversta¨rker keinen Span-
nungsabgriff vorsehen,
• der Stromregelkreis sich nicht o¨ffnen la¨ßt, um u¨ber die resultierende
U¨bertragungsfunktion USpule = Ki · UEingang einen linearen Spannungs-
versta¨rker zu erhalten
• die Spannungsmessung u¨ber den Spulenkontakten sich aufgrund der 25kHz-
PWM unter dem Einfluß von hochfrequenten Sto¨rimpulsen und verschliffenen
Schaltflanken nur mit bis zu 15% relativem Fehleranteil aufintegrieren la¨ßt (s.
Abb. 34).



















USpule (Messung)    
Ua
max
= ± 35 V 
Abbildung 34: Kennlinie der Meßgro¨ße: Spulenspannung
Als besonders problematisch bei dem Versuch, die Kennlinie der Spannungsmessung
zu linearisieren, erweist sich der nahe des Nulldurchgangs auftretende Wendepunkt
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der eine eineindeutige Zuordnung von Spulenstrom und Spulenspannung unmo¨glich
macht.




Umax falls (iSoll − iIst) ·Ki > Umax
(iSoll − iIst) ·Ki falls −Umax < (iSoll − iIst) ·Ki < Umax
−Umax falls −Umax > (iSoll − iIst) ·Ki
(97)
Hierbei entspricht iIst dem mit einem 16.5Hz Butterworth-Tiefpass 2.Ordnung ge-
filterten Stromsignal, das zum Zweck des externen Strommonitoring durch denr
Aktuatorregler aus dem PWM-Versta¨rker herausgefu¨hrt ist.
14.3.1 Stromsignal
Die Simulation des elektrischen Teilmodells ergibt mit der rekonstruierten Spulen-
spannung (s. Abs. 97) eine sehr gute U¨bereinstimmung mit den ungefilterten Strom-
messdaten (s. Abb. 35).















Spulenstrom (Messung)   
Abbildung 35: statischer Arbeitspunktstrom
Lediglich die hochfrequenten von den Schaltpulsen der PWM erzeugten Peaks
des Messignals kann das Modell aufgrund der linearen Modellierung des Strom-
versta¨rkers (VAmp = Ki) nicht abbilden. Diese Sto¨rimpulse fu¨hren daher auch zu
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einem absoluten Simulationsfehler von ∆fi = 0.0783A und bei einem Meßbereich
von ±1.6A zu einem relativen Fehler δfi = 2.45%. Bei einer nachtra¨glichen 500Hz
Tiefpassfilterung des Messignals verbessert sich die Modellgu¨te fu¨r die Stromrekon-
stuktion wesentlich auf δfi = 0.53%.
14.3.2 Ventilweg
Die Ventilposition ist das Koppelglied zwischen dem elektro-mechanischen DDV- so-
wie dem hydraulischen Actuator-Funktionsblock. Es spielt daher eine zentrale Rolle
fu¨r die erreichbare Genauigkeit bei der Rekonstruktion der nicht meßbaren Kam-
merdru¨cke und somit auch fu¨r die Gu¨te sa¨mtlicher hydraulischer Scha¨tzparameter.
Nach Einbau der serienspezifischen PWM-Stromversta¨rker am Pru¨fstand mit ausge-
pra¨gter Welligkeit des Arbeitspunktstroms (s. Abb. 35) zeigten sich in der Simulation
Modellfehler im Kleinsignalbereich (s. Abb. 36).






















Ventilweg (Messung)   
Abbildung 36: statischer Arbeitspunkt: Ventilweg
Der gezeigte Verlauf des gemessenen Weges zeigt insgesamt eine kleinere Losbrech-
dynamik als das Reibmodell der Simulation mit coulomb’schen und viskosem Anteil.
Die resultierende Drift um den statischen Arbeitspunkt fu¨hrt dadurch zu einem ab-
soluten Fehler im Ventilweg von ∆fy = 5.1 · 10e−5m, was einem relativen Fehler
von δfy = 4.69% entspricht. Eine Modellanpassung fu¨hrt hier zu keinem Ergebnis,
da das dynamische Kleinsignalverhalten des DDV starken Schwankungen durch Kli-
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maschwankungen sowie vorangegangenen Betriebsarten/-dauern unterliegt. Wa¨hlt
man daher idealerweise die Systemanregung so, daß die statischen Phasen minimal
sind, erho¨ht sich die Modellgu¨te auf δfy = 2.27%.
14.3.3 Zylinderweg
Aufgrund der negativen Nullu¨berdeckung der Steuerkanten sowie der hohen Durch-
flußversta¨rkung ist der Zylinderweg fu¨r die Simulation ein sehr guter Indikator
fu¨r die Modellgu¨te des hydraulischen Teilsystems. Die Empfindlichkeit des Zylin-
derwegs gegenu¨ber dem Ventilnullpunkt8 fu¨hrt bei inexakter Parametrierung zu
einer stetigen Zylinderdrift des Beobachtermodells, eine Anfangsabweichung wird
u¨ber die Zeit aufintegriert. Die Modellgleichung fu¨r den Ventilweg lautet daher
yV entil(0) = yMotor(0) + offsethydr. Da die Zylinderdrift eine Funktion des Ventil-
wegs ist wird das Gu¨tekriterium fu¨r die Zylinderdynamik driftbereinigt bemessen.



















xZyl. Messung   
Abbildung 37: Zylinderweg
Das Maximum des Betrags der Abweichung zwischen Messung und Simulation (drift-
bereinigt) betra¨gt ∆fx = 0.547mm. Daraus ergibt sich ein relativer Systemfehler von
δfx = 0.34%.





Die Zylinderkraft ist neben dem Ventilweg (y), dem Zylinderweg (x) das dritte zur
Beobachtung der Zusta¨nde im hydraulischen Ventil-/Zylindersystem zur Verfu¨gung
stehende Meßsignal. Sie entspricht der zwischen O¨senkopf des Kolbens und der ex-
ternen Last (Steuerfla¨che bzw. pru¨fstandbedingt linear bewegliche Masse) auftre-
tenden Kra¨fte. Die dabei verwandte Kraftmessdose in DMS-Technik ist einerseits
hochgenau (δFmess < 0.2%, Linearita¨tsfehler< 0.01%) andererseits reduziert sich
die Steifigkeit der Ankoppelung, so daß Kolben und Last ein Zweimassen-Schwinger
bilden. Die Modellkomplexita¨t erho¨ht sich um zwei Zusta¨nde und vier Parameter.
Diese Parameter mu¨ssen demnach auch a-piori vorgegeben werden, sollen sie nicht
den gewonnenen Grad an Beobachtbarkeit wieder zunichte machen. Der absolu-
te Fehler betra¨gt ∆fF = 30.5N . Daraus ergibt sich der relative Fehler (auf den
maximalen Meßbereich von ±1250N bezogen) zu δfF = 1.22%. Allerdings ist der
Nutzbereich der Kraftmessdose wegen ho¨herer resultierender Biegesteifigkeit zu groß
ausgelegt, es werden nur etwa ±300N ausgenutzt, die effektive Meßgu¨te liegt daher
bei δfF (eff) = 5.1%.
14.4 Zustandsscha¨tzung
Maßgeblich fu¨r eine fehlerminimale Zustandsscha¨tzung ist eine hohe Modellgu¨te und
geringe Filtervarianzen (Elemente auf der Hauptdiagonalen der Kovarianzmatrix P ).
Idealerweise sind diese Elemente zu Null gesetzt, damit sa¨mtliche Residuen in die
Variation der Parameter gelegt werden. Modellfehler wie sie durch
• vernachla¨ssigte U¨bertragungstherme ho¨herer Ordnung (Kraft/Weg-Kennlinie)
• schlecht modellierbare Nichtlinearita¨ten (z.B. Stick-Slip-Effekt)
• unbekannte Sto¨rgro¨ßen (z.B. Restwelligkeit des Hydraulikpumpendrucks, Vi-
brationen am Testrig)
• Einfluß der Abtastung und Z-Transformation
• numerisches Integrationsverfahren
entstehen, fu¨hren zu von Null verschieden zu wa¨hlenden Varianzen um die Unsi-
cherheiten in den Systemzusta¨nden abzubilden. Sie mu¨ssen fu¨r jede Zustandsgro¨ße
individuell abgescha¨tzt und a-priori in dem Filter eingestellt werden.
94
14 NACHWEIS DER LEISTUNGSFA¨HIGKEIT
Zustand Systemgleichung f(...)
ψ1 ψ2 ψ3 ψ4 ψh y˙ y pA1 pB1 pA2 pB2 x˙ x z˙ z
ψ1 a c c c b
ψ2 c a c c b
ψ3 c c a c b
ψ4 c c c a b
ψh b b b b a b b γ γ γ γ
y˙ b a a
y a β β β β γ γ
pA1 a a a b b
pb1 a a a b b
pA2 a a a b b
pB2 a a a b b
x˙ b b b b a a
x γ γ γ γ b a b b
z˙ a a
z b a
Legende linear: a:> 30%, b:> 10%, a:> 5%; nichtlinear:α:> 30%, β:> 10%, γ:> 5%
Tabelle 8: Einfluß der Zusta¨nde auf die Jakobi-Matrix
Aus den Systemgleichungen lassen sich die Interdependenzen der Systemzusta¨nde
sowohl untereinander als auch im Hinblick auf die Parameter sowie Meßgro¨ßen auslei-
ten und in Tabellenform qualitativ aufstellen. Dieser U¨berblick ist fu¨r die Festlegung
der Filterstartwerte, insbesondere der Systemkovarianzmatrix von Bedeutung, da die
Verkopplung eines unsicheren Zustandes mit anderen Zusta¨nden oder Parametern
diese ebenfalls in der erreichbaren Scha¨tzgu¨te beeintra¨chtigt.
Der quantitative Einfluß der Interdependenzen ist arbeitspunktabha¨ngig, daher a-
priori schwer festzulegen, kann aber fu¨r die Kovarianzen bezu¨glich der hochdynami-
schen Zusta¨nde (Kammerdru¨cke (pA1, pA2, pB1, pB2) und Spulenhauptfluß (ψh))
von herausragender Bedeutung sein. Fu¨r diesen Zusta¨nde wird ein Systemrauschen
eingepra¨gt, um die Filterstabilita¨t an allen Arbeitspunkten zu gewa¨hrleisten.
Ohne a¨ußere Anregung wachsen die Kovarianzen der Systemzusta¨nde durch Aus-
summation von Q linear an, die a proiri festgelegten Werte fu¨r Q legen damit die







mit : ttast = Abtastzeitschritt (98)
Eine Modellunsicherheit (σ(y))von beispielsweise 9, 1e−5m fu¨r den Ventilweg (siehe
Unterabschnitt 14.3.2) als Variationsweite pro Tastschritt (hier 1 · 103s) ergibt eine
FiltervarianzQy von 8.281·10−6. In diesem Fall wu¨rde der Ventilweg im eingeschwun-
genen Filterzustand innerhalb des Toleranzbandes von ±δ(y) um den tatsa¨chlichen
Istwert gescha¨tzt werden, eine Parameteranregung wird jedoch nur bei einer schlech-
teren Positionsscha¨tzung erfolgen. Will man eine deutlichere Parameteradaption er-
zwingen muß man daher die Kovarianz fu¨r den Zustand y weiter verringern.
Die Festlegung der Filterstartwerte ist insgesamt ein iterativer Optimierungsprozeß
bei dem neben dem Expertenwissen u¨ber den Prozeß und seiner Modellierung auch
intuitive Erkenntnisse aus Beobachtungen der Scha¨tzverla¨ufe und des Einschwing-
verhaltens einfliessen.
Untenstehende Tabelle gibt die fu¨r die Parameterscha¨tzung aktuell gewa¨hlten
Hauptdiagonalwerte (Varianzen) der Kovarianzmatrix Q an.
















Tabelle 9: Startwerte der Zustandskovarianzen fu¨r des XEKF
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Fu¨r die Festlegung des Meßrauschens muß die Rauschverteilung der Meßwerte (Va-
rianz der Meßwerte R) untersucht werden. Die Filterthoerie basiert auf der Gauß-
verteilung des Rauschens, so muß fu¨r in der Realita¨t abweichende Verteilungen eine
approximierte Gaußverteilung angenommen werden (siehe Kap. 13 Abb. 29 u. Abb.
30). Allerdings hat man u¨ber den R nach der Filtergleichung fu¨r die Berechnung
der K-Matrix (siehe Kap. 10.1, Gl. 34) einen direkten Einfluß auf das Prozessfol-
geverhalten des Filters. Hohe R-Werte bedingen u¨ber eine kleine K-Matrix ein ge-
ringes Update der Zusta¨nde im Filterungsschritt und somit eine gro¨ßere Toleranz
gegenu¨ber Meßabweichungen. Umgekehrt kann man das Prozeßfolgeverhalten durch
kleine R-Werte erho¨hen, allerdings fu¨hren dann u.U. schon kleinere Meßausreißer zu
unerwu¨nschter Systemanregung.
Untenstehende Tabelle zeigt die aus den physikalischen Messungen des Signalrau-
schens hergeleiteten Startwerte der Kovarianzen fu¨r die Meßmatrix R.
Meßgro¨ße i1 i2 i3 i4 y x fk
R (Hauptdiagonale) 2e-3 2e-3 2e-3 2e-3 1e-9 5e-9 1e-3
Tabelle 10: Kovarianzen des Meßrauschens
14.5 Parameterscha¨tzung
Zentrales Problem der Parameterscha¨tzung ist die Beobachtbarkeit. Wa¨hrend bei
lineare Systemen die Jakobi-Matrix F nur einmal auf Rangabfall u¨berpru¨ft werden
braucht, hat dies bei nichtlinearen Systemgleichungen a-priori an jedem mo¨glichen
Arbeitspunkt zu erfolgen um globale Beobachtberkeit zu garantieren. Da bei der Ver-
fahrensauftrennung durch das XEKF zur Pra¨diktion der Systemkovarianzen lediglich
die Jakobi-Matrix der Systemzusta¨nde invertiert werden muß, fu¨hrt eine fehlende
Beobachtbarkeit der Parameter nicht direkt zu numerischer Instabilita¨t. Zusa¨tzlich
la¨ßt sich durch das Random-Walk-Modell fu¨r die Variation der konstanten Parame-
ter die Diffusionsgeschwindigkeit der Parameter bei ausbleibender Anregung derart
einstellen, daß schon eine lokale Beobachtbarkeit zu Filtereinschwingen und hohen
Scha¨tzgu¨ten fu¨hrt. Das Indiz fu¨r die Anregung in den einzelnen Parametern sind die
Hauptelemente der Parameter-Kovarianz-Matrix. Ist die Verlaufskurve der Kovari-
anzen glatt und stetig ansteigend mit dem Gradianten QPara, so kann der Parame-
ter nicht beobachtet werden, die Systemanregung muß derart angepaßt werden, daß
der Verlauf durch kontinuierliches Filterupdate gegen einen Grenzwert konvergiert.
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Als Eingangssignal fu¨r breitbandige Systemanregung zur Fehlerdiagnose eignen sich
PRBS-Signale mit 10% Aussteuerung. Der Aktuator wird dabei open-loop betrieben,
die Ru¨ckfu¨hrungen fu¨r die Aktuatorregelung sind unterbrochen. Um die Parameter
der Nichtlinearita¨ten ebenfalls anzuregen, ist diesen Rauschsignalen ein niederfre-
quentes (f = 1Hz) Sinussignal mit 90% maximaler Signalamplitude unterlagert, so
daß der gesamte Arbeitsbereich abgedeckt wird .
Theoretisch lassen sich bei linearen Systemen bei N Meßwerten genau N Parame-
ter analytisch beobachten. Nichtlineare Systeme bieten hier einen Vorteil, da durch
die Nichtlinearita¨t u¨ber die unterschiedliche Einwirkung auf die Systemdynamik ei-
ne zusa¨tzliche Parameterunterscheidbarkeit mo¨glich ist. Zur Festlegung geeigneter
Scha¨tzparameter kann man sich in Vorfeld mit dem Aufstellen von Wirkmatrizen
einen U¨berblick sowohl u¨ber die Parameter-Zustands- als auch Meßwert-Zustands-
Verkopplung verschaffen.
Parameter Systemgleichung f(x(t),t)






L b b b b b
Csat γ γ γ γ γ











Eoel b b b b
ρ b b b b
Legende linear: a:> 30%, b:> 10%, c:> 5%; nichtlinear:α:> 30%, β:> 10%, γ:> 5%
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Parameter Systemgleichung f(x(t),t)
ψ1 ψ2 ψ3 ψ4 ψh y˙ y pA1 pB1 pA2 pB2 x˙ x z˙ z
αD b b b b
K leck c c c c
PGeom β β β β
Ak γ γ γ γ b








Legende linear: a:> 30%, b:> 10%, c:> 5%; nichtlinear:α:> 30%, β:> 10%, γ:> 5%
Tabelle 11: direkte Parametereinwirkung
In Tabelle 11 sind die direkten Einwirkungen der Parameter auf die Zusta¨nde nach
Art und Intensita¨t klassifiziert. Bei auftretender multiplikativer Parameter-Zustand-
Verknu¨pfung ist der Koppelzustand in Klammern hochgestellt mit eingetragen. Tre-
ten in diesem Parameter-Zustandsraum gleichartige Verknu¨pfungen auf, so sind die-
se Parameter nicht unabha¨ngig beobachtbar, der Filter variiert vorzugsweise den
Parameter mit der geringsten Kovarianz QPara.
Da die Filteranregung u¨ber die Meßresiduen erfolgt, sind die Meßgleichungen und
ihre Beziehung zu den durch Messung beobachtbaren Zusta¨nden von erheblicher
Bedeutung fu¨r die Scha¨tzung von Parametern (siehe Tab. 12), Parameter mit einer
direkten Beziehung zu Meßgro¨ßen bzw. aus Messungen rekonstruierbaren Zusta¨nden
erfahren eine direkte Anregung, die Anpassung an lokale Beobachtbarkeitsbereiche
ist leicht durchzufu¨hren.
Bei der Festlegung der Scha¨tzparameter mu¨ssen drei Bedingungen explizit in folgen-
der Reihenfolge erfu¨llt sein.
1. lokale Beobachtbarkeit
2. Meßwertstu¨tzung












Legende linear: a:> 30%, b:> 10%, c:> 5%; nichtlinear:α:> 30%, β:> 10%, γ:> 5%
Tabelle 12: Einfluß der Meßgleichung











Tabelle 13: Startwerte der Parameterkovarianzen
Im Gegensatz zur Zustandsscha¨tzung, dessen Anfangsfilterunsicherheit
PZustand|(tk=0) ungleich Null ist, damit das Filter schnell an den Prozeß adap-
tiert, startet die Parameterunsicherheit PPara|(tk=0) bei Null, die Scha¨tzung der
Parameter setzt erst bei eingeschwungenem Zustandsfilter ein. Startet man die
Parameterscha¨tzung mit zu hohen Kovarianzen kann bei noch ungenauer Zustands-
lage die Variation der Parameter u¨ber die Stabilita¨tsgrenzen hinaus erfolgen und
das Filter divergiert im folgenden Pra¨diktionsschritt u¨ber alle Schranken .
Im Anschluß werden die ausgewa¨hlten Parameter hinsichtlich ihrer Zuordnung zu
den Fehlerklassen (Kap. 8.2) und ihrer Wirksamkeit zur Aktuatordiagnose disku-
tiert.
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14.5.1 Elektrische Fehler des Linearmotors
spezifischer indirekte Beobacht- Sensi-
Fehler Parameter Parameter barkeit tivita¨t Detektor
Kabelfehler - Ri, Li, kmag o - IBIT
Versta¨rkerfehler - Ri, Li, kmag o - IBIT
Spulenfehler Ri, Li kmag, RFe Ri+, Li− o IBIT
Sensorfehler - Ri, Li, kmag o - IBIT
Tabelle 14: Parameterauswahl
Die geschlossene Scha¨tzung der Koppelmatrix Li zeigte sich schon in der Identifi-
kationsphase fu¨r das Nominalmodell als unmo¨glich. Die Koppelfaktoren sind nicht
unabha¨ngig beobachtbar, man muß von gemessenen Hauptinduktivita¨ten ausgehend
die Koppelfaktoren iterativ bestimmen, wobei die Elemente der fu¨nften Zeile und
Spalte sich aufgrund der Kraftkopplung u¨ber den Hauptfluß ψh mit dem Filter
scha¨tzen lassen. Daher bietet sich zur Spulenfehlerscha¨tzung die Wahl der Spulenwi-
dersta¨nde als Parameter an: Spuleninduktivita¨t und Widerstand sind physikalisch
u¨ber die Wicklungszahl und den spezifischen Drahtwiderstand gekoppelt. Zudem
steht dieser Parameter explizit in den Meßgleichungen fu¨r den Spulenstrom, die
Beobachtbarkeit ist gegeben.
Eine Aussage u¨ber die Fehlerart (z.B. Wicklungsteilschluß) ist jedoch genauso un-
spezifisch mo¨glich wie durch die Erkennung einer Stromabweichung in den elektri-
schen Kana¨len durch das Voting/Monitoring der ACE. Effektiv wird in dem XEKF
zur Aktuatordiagnose auf die Scha¨tzung der Spulenfehler verzichtet, diese Aufgabe
u¨bernimmt der konventionelle IBIT. Prinzipiell kann man in letzter Konsequenz auch
eine Modellreduktion auf ein Einspulersatzmodell fu¨r den Ventilantrieb durchfu¨hren
ko¨nnen, allerdings ist dann ein Dreispulenbetrieb bei (im Fehlerfall) durch Voter ab-
geschalteten Lanes und damit die Fortfu¨hrung der Diagnose fu¨r den Gesamtaktuator
im elektrischen Fehlerfall unmo¨glich.
Die Parameter RFe und Csat beschreiben die flußbestimmenden Ru¨ckwirkungen des
Eisenkreises. Diese sind fu¨r alle in der FMECA aufgefu¨hrten Fehlermodes ohne Ein-
fluß, sie sind nach der Identifikation des Motormodells reine Modellkonstanten.
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14.5.2 Mechanische Fehler des DDV
Vera¨nderung der mechanischen Parameter des Ventilmodells (siehe Kap. 8.2, Abs.
8.2.2 u. 8.2.3) haben signifikanten Einfluß auf die Actuatorperformance, eine hohe
Auftrittswahrscheinlichkeit bedingt den Fokus der Fehlerdiagnose auf den mechani-
schen Modellparametern.
spezifischer indirekte Beobacht- Sensi-
Fehler Parameter Parameter barkeit tivita¨t Detektor
Geha¨usebruch - RFe, kmag, kind o - -
Verschmutzung Fhaft, dvis dhydr, C1stroem ++ Dvis XEKF
Magnetfehler C3perm Cfed + + XEKF
Zentrierfedern Cfed C1perm, C1stroem + + XEKF
Wellenbruch - Fhaft - - -
Ventilklemmen - Fhaft - - -
Tabelle 15: Parameterauswahl
Alle Parameter in diesem Abschnitt wirken direkt auf den Zustand y˙. Daher muß
bei der Diagnose Eindeutigkeit gewa¨hrleistet sein.
Massive Fehler wie Geha¨usebruch, Wellenbruch oder Ventilklemmen sind durch die
dynamischen Gleichungen nicht abgedeckt. Ein Fehler dieser Kategorie wird sich
unspezifisch in allen Scha¨tzparametern niederschlagen.
Schieberreibung:
Fu¨r die Detektion einer erho¨hten Schieberreibung aufgrund von Lagerverschleiß oder
Verschmutzung durch Schwebteilchen im Hydrauliko¨l wird der viskose Reibfaktor
dvis ausgewa¨hlt. Er ist linear mit der Schiebergeschwindigleit y˙ gekoppelt. Aufgrund
der Messung der Schieberposition besteht optimale Beobachtbarkeit. Die Eindeutig-
keit der Diagnoseaussage ist aufgrund der Tatsache, daß die konkurrierenden Para-
meter wie dhydr quadratisch abha¨ngig von y˙ und auch C1stroem zwar linear jedoch
nullpunktsymmetrisch und druckabha¨ngig sind, gegeben.
Der Kraftanteil der viskosen Schieberreibung ist in der Kra¨ftebilanz jedoch quanti-
tativ gering, so daß sich Reibfehler nur mit einer hohen Fehlerschwelle detektieren
lassen.
Die Grafik 38 verdeutlicht die Problematik des Reibfaktors Dvis. Nur bei hoher
dynamischer Anregung tritt ein Reibfehler signifikant in Erscheinung. Allerdings
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vis:  nominal Max. Ventilgeschwindigkeit
Abbildung 38: Fehlerverlaufskurve: Ventilposition
fu¨hrt einer Reiberho¨hung um 100 % lediglich zu einer Vergro¨ßerung des relativen
Fehlers in der Simulation der Ventilposition von 1.3%. Die Interpretation fu¨r die
Scha¨tzgenauigkeit ist noch schwieriger. Aufgrund nichtmodellierter oder unbekann-
ter dynamischer Eigenschaften der Ventilschiebers bleibt im eingeschwungenen Fil-
terzustand ein relativer Fehler im Ventilweg von δfy = 2.27%. Die Fehlerschwelle
sicher u¨berschritten hat der Scha¨tzwert erst, wenn seine Auswirkungen in der Si-
mulation gro¨ßere Abweichungen als δfx = 2.27% hervorrufen! Daher ist fu¨r eine
konservative Fehleraussage die Fehlerschwelle fu¨r den Faktor Dvis bei 175% anzu-
setzen!
Magnetfehler:
Die Magnetkraftkennlinie ist eine punktsymmetrische Funktion dritter Ordnung der
Motorposition (y), wobei der quadratische Term entfa¨llt. Der kubische Parameter
C3perm wird zur Detektion von A¨nderungen der Magnetkra¨fte herangezogen, da der
lineare Koeffizient sich mit der global linearen Federkostante Cfed u¨berlagert und
somit eine getrennte Beobachtung nicht mo¨glich ist. Der kubische Anteil erreicht
in den Randbereichen des Motorwegs −0.6 > y > 0.6 [mm] den ho¨chsten Signi-
fikanzgrad. Die Anregung sollte daher im maximalen Aussteuerbereich des Motors
liegen. Eine Erho¨hung des Faktors um 15% fu¨hrt ab 0.7mm zum
”
umklappen“ der
Motorkennlinie (Anker wir von den Magnetkra¨ften an das Joch gezogen, Motor geht
in Endanschlag). Eine Verringerung von 27% fu¨hrt bei einer Auslenkung des Mo-
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tors zur U¨berschreitung der Toleranzschwelle, die sichere Detektionschwelle fu¨r den
Parameter C3perm wird (ausreichende Anregung vorrausgesetzt) bei 30% Deviation
festgelegt.
Zentrierfederfehler:
Die Kennlinie der Zentrierfedern ist eine mit einem Nichtlinearita¨tsfehler von 0.13%
behaftete Nullpunktsgerade. Der lineare Parameter Cfed ist mit 643N/mm neben
der magnetostatischen Motorkraft der einflußreichste Parameter in der Bewegungs-
differentialgleichung. Seine Detektionsschwelle liegt bei 3.61% vom Nominalwert bei
einer Motorauslenkung von 0.6mm. Die Eineindeutigkeit der Fehlerzuordnung ist
leider nicht erreichbar, da sich Abweichungen des linearen Magnetkraftkoeffizien-
ten C1perm additiv in dem Parameter Cfed niederschlagen. Wa¨hlt man zudem die
Adaptionsgeschwindigkeit (Kovarianzwert des Parameters) zu hoch, ist die Beob-
achtbarkeit des kubischen Magnetkraftbeiwertes ebenfalls nicht mehr gegeben, da
der kubische Anteil an der Kra¨ftebilanz durch geringe Adaption in Cfed bereits
vollsta¨ndig absorbiert wird.
14.5.3 Hydraulische Fehler am Gesamtaktuator
Die hydraulischen Teilsysteme des Steuerventils sowie des Zylinders sind nicht
ru¨ckwirkungsfrei gekoppelt, eine getrennte Diskussion der Scha¨tzergebnisse ist daher
nicht mo¨glich. Wie bei den anderen Teilsystemen hier zuna¨chst auch die Tabelle zur
Parameterauswahl.
Die Kammerdru¨cke sind die zentralen Zusta¨nde des hydraulischen Systems. Alle
Parameter sowohl des Ventil- als auch des Zylindermodells sind direkt mit ihnen
verknu¨pft. Wegen fehlender Messung der Kammerdru¨cke mu¨ssen diese analytisch re-
konstruiert werden, was aufgrund der schnellen Pole und großer Vorwa¨rtsversta¨rkung
schon bei kleinsten Unsicherheiten zu hohen Absolutfehlern fu¨hrt. Diese systemati-
sche Fehler bei der Rekonstruktion beeintra¨chtigen maßgeblich die maximal erreich-
bare Scha¨tzgu¨te der Parameter. Die Parameter sind daher nicht direkt beobachtbar,
die Meßwerte werden vom Filter prima¨r zum Update der Kammerdru¨cke verwandt.
Erst im na¨chsten Iterationsschritt fließt die Meßinformation u¨ber die Systemglei-
chung in die Parameterscha¨tzung mit ein.
Filterverschmutzung
Der eingebaute 6µm Schwebstofffilter im DDV bildet bei zunehmender Verschmut-
zung mit dem Ventil eine Reihenschaltung von Hydraulikdrosseln mit turbulenter
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spezifischer indirekte Beobacht- Sensi-
Fehler Parameter Parameter barkeit tivita¨t Detektor
Ventilsystem
Filter αD Fk vis, Fm vis + + XEKF
Da¨mpfung dhydr dvis, C1stroem + dhydr
◦∗ XEKF
Steuerkanten αD,C1stroem dvis, Freib + C3stroem XEKF
Leckage (int) - CXstroem + + XEKF
Zylindersystem
Zylinderreibung Freib(z +m) αD,Fhaft, Ckm o Freibz o XEKF
innere Leckage QLi αD,Fhaft, Ckm o QLi o XEKF
Leitungsbruch QLi αD,Fhaft, Ckm o - -
Intersystemleck - QLi, Freib, Ckm - - -
ext. Leckage - QLi, Freib, Ckm - - -
Tabelle 16: Parameterauswahl
Durchflußcharakteristik. Es gilt in Analogie des Spannungsteilers fu¨r die Berech-






(αDFilter · AFilter)2 · (αDV entil · AV entil)2∆PSystem (99)
Im Nominalfall ist der effektive Filterquerschnitt sehr viel gro¨ßer als der Ventil-
spalt, so daß u¨ber dem Ventil (inklusive Zylinder) der gesamte Druck als Wirkdruck
verfu¨gbar ist. Setzt sich der Filter zu, so verschiebt sich das Verha¨ltnis, der Aktuator
verliert an Performance. Da das Modell den Filterdruckabfall nicht mitbeobachtet
wird in diesem Fall das EKF bei bekannten Systemdru¨cken den reduzierten Durch-
fluß quadratisch in den Parameter αD hineinlegen, eine gezielte Fehleraussage ist
daher u¨ber den Durchflußkoeffizienten nur u¨ber das Vorzeichen der A¨nderung zu
erreichen. Bei Filterverschluß wird der gescha¨tzte Parameter im Gegensatz zum
Steuerkantenverschleiß kleiner. Aufgrund nichtlinearer Unsicherheiten im Hydrau-
likmodell wird der Durchflußkoeffizient nur mit hohen Fehlerschwellen beobachtbar
(siehe Abschnitt 40).
Hydraulische Da¨mpfung
Neben den Bernoullikra¨ften an den Steuerkanten stellt die hydraulische Da¨mpfung
aufgrund der Drossel im U¨berstromkanal ein weiterer hydraulischer Parameter
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in der Kra¨ftebilanz fu¨r die Ventildynamik dar. Aufgrund der physikalischen Ge-
setzma¨ßigkeiten ist der Parameter dhydr nur von der Geschwindigkeit y˙ des Ventils
abha¨ngig. Durch die quadratische Kopplung ist er unter Ausnutzung des oberen
Geschwindigkeitsbereichs von 15− 48 [mm/s] des Ventils signifikant von den linea-
ren Da¨mpfungen unterscheidbar. Sein quantitativer Einfluß auf die Motordynamik
ist allerdings gering. Ein Totalausfall der Da¨mpfung fu¨hrt jedoch zu Schwingungen
in der Stromregelung und damit zu ho¨herem Leistungsverbrauch und Verschleiß in
den PWM-Versta¨rkern. Wegen dem geringen Einfluß liegt die erreichbare sichere
Detektionsschwelle allerdings lediglich bei −75% vom Nominalwert.
Steuerkantenverschleiß
Abrasionen oder Ausbru¨che an den Steuerkanten beeinflussen maßgeblich das dy-
namische Verhalten der mechanischen und hydraulischen Systeme. Das Filter wird
Systema¨nderungen bei Auftreten dieses Fehlers folgenden Parametern zuordnen:
• αD: Der Durchflußbeiwert ist eine Funktion der Form und Ober-
fla¨chenbeschaffenheit der Steuerkanten.
• C1stroem und C3stroem: Die Bernoullikra¨fte ha¨ngen u¨ber die Durchflußmenge
Q und den Strahlwinkel αS direkt von der Steuerkantengeometrie ab.
• dvis: Durch das O¨l im Spalt zwischen Ventilhu¨lse und Steuerschieber wird das
viskose Reibverhalten der Schiebergruppe beeinflußt.
Der Parameter αD ist nicht eineindeutig, er ist ein Ersatzparameter fu¨r al-
le zusa¨tzlichen Drosselverluste im Rohrleitungssystem sowie in dem Zylinder.
Zusa¨tzlich ist die Beobachtbarkeit durch die schwache Kopplung mit den Meßwerten
des Ventil- und Zylinderwegs eingeschra¨nkt, das EKF wird die Meßinformation im
Rahmen seiner Kovarianzvorgaben in das Update der Kammerdru¨cke hineinlegen.
Die Auswirkung des Steuerkantenverschleiß’ auf die Bernoullikra¨fte konnten nicht
quantifiziert werden, eine theoretische Herleitung des Strahlwinkels β senkrecht zur
Ventilachse gibt keinen Hinweis auf die Variation bei verschlissenen Steuerkanten.
Allerdings ist der kubische Bernoullikoeffizient C3stroem in der die Schiebermecha-
nik beschreibenden DGL direkt u¨ber die Messung des Ventilwegs beobachtbar. Die
Eindeutigkeit der Diagnoseaussage ist ebenfalls erreicht.
Eine Abweichung des kubischen Anteils der Bernoullikraft um 17% fu¨hrt bei Aus-
lenkungen y > 0.6mm zum U¨berschreiten des Toleranzbandes der Modellunsicher-
heiten. Die konservative Schwelle zur Gewa¨hrleistung der Beobachtbarkeit im Bewe-
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Abbildung 39: Fehlerverlaufskurve: Ventilposition bei Steuerkantenverschleiß
gungsbereich von |y| > 0.2mm wird bei 30% Parameterabweichung vom Nominal-
wert festgelegt. Die Variationsbandbreite des Parameters bei tatsa¨chlichem Kanten-
verschleiß konnte vom Hersteller nicht benannt werden, es ist daher fraglich ob die
erreichbare, sichere Aussageschwelle im Fehlerfall tatsa¨chlich u¨berschritten wird.
Interne Leckage
Interne Leckage ist ein parasita¨rer Volumenstrom zwischen der Systemdruck- und der
Ru¨cklaufleitung der den kraftwirksamen O¨lvolumenstrom betragsma¨ßig mindert. Da
die Leckage mit dem Ventil inklusive Aktuator eine Parallelschaltung zweier Dros-
seln bildet, fließt nach Stromteilerformel der gro¨ßte Strom durch die Drossel mit dem
geringsten Widerstand. Bei einer externen Last von 83kg fa¨llt u¨ber dem Zylinder ein
maximaler Wirkdruck von 8e5hPa ab, der Actuator wird quasi im Leerlauf betrie-
ben, die den Volumenstrom bestimmenden Faktoren sind damit die Porto¨ffnung und
der Durchflußkoeffizient αD des Steuerventils. Nur in der Ventilnullposition (oder
bei U¨berschreiten der stall-load des Aktuators) wird der hydraulische Widerstand
im Wirkzweig so groß, daß die interne Leckage wirksam wird. In diesem Falle ist das
EKF jedoch nicht angeregt, eine Beobachtung des Leckstroms nicht mo¨glich. Eine
Ventilleckage ist daher nicht diagnostizierbar.
Zylinderreibung
Die Zylinderidentifikation ergibt fu¨r die Reibkennlinie einen hohen Coulomb’schen
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Anteil (Fk haft = 1100N) und einen viskosen Reibfaktor Fk vis von nur 5N · s/mm.
Der stationa¨re Kammerdruck bei konstantem Volumenstrom von 2 · 105hPa entfa¨llt
zu 90% auf die Haftkraft. Aufgrund des Fehlens von Kammerdrucksensoren liegt
wegen der Modellunsicherheiten der Fehler bei der Rekonstuktion der Kammer-
dru¨cke bei 1.76e5hPa, eine Scha¨tzung der viskosen Zylinderreibung ist nicht mo¨glich.
Die Beobachtung der Haftkraft ist wegen der betragsma¨ßigen Entkopplung von der
Geschwindigkeit x˙ prinzipiell gegeben, allerdings beeinflussen die Dynamikkoeffizi-
enten (aufgrund a¨ußerer Umsta¨nde) der externen Masse u¨ber das Kraftmessignal
zusa¨tzlich die ohnehin schwache Beobachtbarkeit. Eine explizite Fehleraussage wird
nicht getroffen.
Dichtungsversagen der Kolbendichtung
Ein Leckstrom u¨ber die Kolbenwirkfla¨che vermindert die Zylinderkraft sowie die
Dynamik. Im Gegensatz zur Kolbenhaftkraft ist damit eine proportionale Kopplung
zur Kolbengeschwindigkeit x˙ gegeben, eine getrennte Beobachtung daher prinzipi-
ell mo¨glich. Wiederrum macht jedoch das Fehlen der Kammerdrucksensoren die
Entkopplung zwischen dem modellierten Leckstrombeiwert QLi und dem Durchfluß-
koeffizienten αD des Steuerventils unmo¨glich.
Der zentrale Scha¨tzparameter fu¨r das gesamte hydraulische Zylindersystem ist somit
αD, da sich hier neben Ventilfehlern auch Zylinderdegradationen niederschlagen. Er
ist verantwortlich fu¨r das Druckniveau in den Zylinderkammern, die Zusta¨nde u¨ber
die das mechanische Modell mit dem hydraulischen System verknu¨pft ist. Meßba-
re dynamische Degradation wird vom EKF daher prima¨r in diesen Faktor hinein-
gescha¨tzt, die fehlerspezifische Auftrennung ist nur in Sonderfa¨llen wie Filterzusatz
und Haftreibung des Kolbens mo¨glich. Dies bedingt auch die hohe Adaptionsrate
und Schwankungsbreite, da neben den Systemfehlern zusa¨tzlich sa¨mtliche Model-
lunsicherheiten hier hineingelegt werden.
Die Abbildung zeigt einen typischen Scha¨tzverlauf des Parameters αD. In den Berei-
chen hoher Zylinderbeschleunigung erfa¨hrt der Parameter die ho¨chste Variationsrate
da sich hier die Systemunsicherheiten und kleine Abweichungen in den dynamischen
Zusta¨nden signifikant auswirken. Neben dem Toleranzband der relativen Modellfeh-
ler muß zusa¨tzlich die Variationsbandbreite des Parameters im eingeschwungenen
Zustand fu¨r die unspezifische Fehlerschwelle herangezogen werden. Es gilt:
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Median (αD)        
Abbildung 40: typischer Scha¨tzverlauf: Durchflußkoeffizient αD
Der zweite Term wird durch Einsetzten der Extremalwerte des Scha¨tztwertes dαD
in der Simulation zu 1.35% ermittelt. Die konservative Detektionsschwelle ist mit
U¨berschreiten dieser neuen effektiven Toleranzschwelle fu¨r eine Parametervariation
von ∆αD = 13.16% erreicht.
Leckagen: Systemintern, Extern
In diesem Fall handelt es sich um Volumenstro¨me die die Volumenkontinuita¨tP
iQi = 0 der Kra¨ftebilanz in den Systemgleichungen nicht gewa¨hrleisten. Da sie
als parasita¨re Drosseln mit turbulenter Kennlinie modelliert sind, kann das EKF
sie nicht von dem Parameter αD unterscheiden. Die industriellen Detektionsanfor-
derungen liegen im Bereich von 0.1 < QLeck < 1 [Liter/min] in ohnehin nicht
erreichbarer Genauigkeit ohne explizit meßbare Kammerdru¨cke. Fu¨r diese Fehler




Hauptursache fu¨r Filterdivergenz ist die Instabilita¨t der Jakobimatrix F des als
stabil identifizierten Systemmodells des Aktuators. Alle Eigenwerte liegen in der
linken Ha¨lfte der S-Ebene. Der I-Anteil des Hydraulikzylinders erzeugt einen Pol
im Ursprung und bedingt damit eine grenzstabile Konstellation im mechanischen
Zylindermodell. Wandert ein Systempol aufgrund eines fehlerhaften Filterupdates
K · (y(tk) − h(xˆ, u, tk) in die rechte S-Halbebene, so divergiert das System im an-
schließenden Pra¨diktionsschritt x(tk+1|tk). Die Ursache fu¨r Filterdivergenz ist daher
in einer fehlerhaften Berechnung der Ru¨ckfu¨hrungsmatrix K oder eine zu starke
Gewichtung gesto¨rter Meßwerte zu suchen. An diesen Stellen setzen die in Kapitel
12 hergeleiteten Stabilisierungsmaßnahmen an. Jedes einzelne Verfahren wurde zur
Beurteilung in ANSI-C programmiert und in das XEKF eingebunden. Die experi-
mentell ermittelten Eigenschaften und die Wirksamkeit der Verfahren werden an-
schließend vorgestellt. Die Auswahl des geeignetsten Verfahrens zur Unterstu¨tzung
der Zuverla¨ssigkeit des XEKF wird anhand einer Entscheidungstabelle durchgefu¨hrt.
14.6.1 Iteration der Filtergleichungen
Prinzipiell liefert IFV bei nichtlinearen Meßgleichungen bessere Werte als das kon-
ventionelle EKF, ohne viel zusa¨tzliche Rechenzeit zu beno¨tigen. Meist sind die Ver-
besserungsmo¨glichkeiten selbst bei schlechten Anfangsbedingungen nach vier Itera-
tionsschritten ausgescho¨pft.
Da das vorliegende Actuatormodell jedoch keine Nichtlinearita¨ten in der Meßglei-
chung besitzt, eru¨brigt sich die Erga¨nzung des EKF mit diesem Verfahren. Aus der
Iterationsformnel nach Gleichung 75 folgt:
e(tk, ηi) =
h
y(tk)− h(tk, ηi)−H(tk, ηi)

xˆ(tk | tk−1)− ηi
i
(101)
Aufgrund der linearen Meßgleichung ist jedoch:
h(tk, ηi) = H ηi → e(tk, ηi) =
h
y(tk)−H xˆ(tk | tk−1)
i
fu¨r alle i (102)
Das IFV-Verfahren kann das Residuum nicht minimieren, der Filteralgorithmus ent-
spricht dem des reinen EKF.
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14.6.2 Iterative Minimierung der Kostenfunktion
Es handelt sich um einen rechenintensiven Algorithmus bei dem neben dem ite-
rativen Aufsuchens des Kostenfunktionminimums zusa¨tzlich eine Inversion der
Kovarianzmatrix P (tk|tk−1) notwendig ist. Die Inversion der konstanten Meß-
rauschmatrix R ist dagegen a priori mo¨glich. Man erreicht damit einen verbesserten
Scha¨tzwert der Zusta¨nde, so daß damit die Einflu¨sse von Modellunsicherheiten so-
wie Pra¨diktionsfehler durch die Nichtlinearita¨ten der Systemmatrix reduziert wer-
den ko¨nnen. Eine verfahrenstypische Vergro¨ßerung der Kovarianzwerte gegenu¨ber
dem reinen EKF ist folgerichtig und ermo¨glicht eine bessere Parameteradaption
im na¨chsten Filterungsschritt. Die verbesserte Zustandsfilterung erlaubt eine Ver-
gro¨ßerung der Integrationsschrittweite um Rechenzeit fu¨r den NLC-Algorithmus
zu gewinnen, wobei dadurch die Verfahrensvorteile allerdings wieder eingeschra¨nkt
wu¨rden. Insgesamt eignet er sich sehr gut zur Kompensation von Nichtlinearita¨ten,
reduziert jedoch durch seinen numerischen Aufwand die maximale Modellordnung
von 22 auf nur noch 18.
Nachdem das Filter eingeschwungen ist, liefert NKV die gleichen Ergebnisse wie das
konventionelle EKF (α(tk) ≈ 1 fu¨r k →∞).
14.6.3 Iteration der Filter- und Pra¨diktionsgleichungen
In jedem Iterationsschritt werden Filterung und Pra¨diktion von verbesserten Start-
werten x(tk−1|tk−1) durchgefu¨hrt. Das fu¨hrt zu hoher Scha¨tzgu¨te und hilft zur Kon-
vergenzverbesserung bei falschen Anfangsbedingungen sowie der Vermeidung von
Divergenz wa¨hrend und nach schlechter Anregung.
IFPV liefert insgesamt die besten Ergebnisse bei der Fehlerkompensation. Es erfor-
dert allerdings auch viel zusa¨tzliche Rechenzeit (TIFPV = n · TEKF mit n = Anzahl
der Iterationsschleifen), die aber nur bei wirklich vorhandenen Linearisierungsfeh-
lern beno¨tigt wird. Ansonsten reduziert sich IFPV bei einmaligem Durchlauf auf
das konventionelle EKF.
IFPV sorgt bei schlechten Anfangsbedingungen fu¨r sehr schnelle Konvergenz. Nach
mehr als drei Iterationsdurchla¨ufen erkennt man kaum noch Verbesserungen, so daß
neben  als Abbruchkriterium auch die Anzahl der Iterationen begrenzt werden
kann.
Insbesondere wegen der guten Anfangskonvergenz sollte IFPV bei unsicheren An-
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fangswerten eingesetzt werden. Bei der Parameterscha¨tzung bringt es im einge-
schwungenen Zustand kaum Verbesserungen im Vergleich zum konventionellen EKF,
was bei sta¨rkeren Nichtlinearita¨ten anders sein ko¨nnte. Die Divergenzvermeidung bei
schlechter Anregung sei das letzte Kriterium, warum das EKF mit den Gleichungen
von IFPV erga¨nzt werden sollte. Bei knapper Rechenzeit ko¨nnten die zusa¨tzlich er-
forderlichen Gleichungen nur bei Bedarf aufgerufen werden, so daß sich IFPV auf
das konventionelle EKF reduziert.
14.6.4 Zeitvariable Anpassung des Meßrauschens
RDN war das einzige Verfahren, das bei allen simulierten Anregungen Konvergenz
erreichte. Weder extrem falsche Anfangsbedingungen, noch fehlende Anregung oder
erhebliche Linearisierungsfehler konnten die Scha¨tzwerte divergieren lassen. Man
erkauft die guten Konvergenzeigenschaften jedoch mit gro¨ßeren Kovarianzwerten
und relativ langsamer Konvergenz. Die Besonderheit des Verfahrens liegt darin, daß
es bei kritischen Fa¨llen die Kovarianzen der Meßwerte sehr schnell aufdrehen kann
(vgl. Gl. 92) und dadurch nicht gezwungen ist, die Residuen allein durch starke
A¨nderungen der Parameterwerte zu kompensieren.
Dieses Verfahren hilft besonders bei schlechter Anregung Divergenz zuverla¨ssig zu
vermeiden, da die Kovarianz des Meßrauschens proportional mit der Kovarianz der
Zusta¨nde bei Anregungsausfall mitwa¨chst. Es ist kaum zusa¨tzliche Rechenzeit erfor-
derlich, und es eignet sich somit besonders fu¨r die Diagnose.
14.6.5 Zeitexponentielle Gewichtung der Filterwerte
Durch den exponentiellen Vergessensfaktor wird eine hohe Adaptionsrate bei auftre-
tenden Residuen erreicht. Bei nichtlinearen Systemmodellen mit geringen Unsicher-
heiten und stetigen Gradientenverla¨ufen (schwache Nichtlinearita¨ten) schwingt das
Filter schnell ein, an Unstetigkeitsstellen wie die z. B. die Haftreibung im Umkehr-
punkt des Ventils wird das Filter allerdings sehr stark angeregt was oft zu Divergenz
fu¨hrt. Weiterhin fa¨llt auf, daß beim Zylindermodell die Kovarianzen der dynamischen
Zusta¨nde wesentlich sta¨rker vergro¨ßert werden als die der Parameter. Dadurch legt
T EXP die Modellunsicherheiten automatisch in die Zusta¨nde und man erreicht ei-
ne nahezu vollsta¨ndige Beseitigung der Residuen allerdings unter Inkaufnahme einer
geringeren Parameteradaption.
Keinesfalls darf T EXP bei fehlender Anregung angewandt werden, um das vielfach
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Kriterium XEKF IFV NKV IFPV RDN ZEG
NL-Kompensation 0 + ++ ++ + 0
Konvergenzgeschwindigkeit 0 0 + + - -
Rechenzeitbedarf (pro Iteration) + 0 - - - + +
mittlerer Rechenzeitbedarf + 0 - - - + +
Startwertkompensation 0 0 + + ++ ++
Filtergu¨te 0 0 + ++ 0 0
Auswahl 0 - + 0 ++ +
Tabelle 17: Bewertung der Stabilisierungsverfahren
schnellere Anwachsen der Parameterkovarianzen zu vermeiden. Es eignet sich daher
lediglich als tempora¨res Mittel um bei schlechten Startwerten die Konvergenz der
Zusta¨nde zu verbessern.





Eine Multiplikation von zwei Matrizen der Orgnung [m× n] und [n× l] beno¨tigt in
Assembler rechnerisch folgende Anzahl von Prozessorzyklen (z):
z = ((n · cmul + (n− 1) · cadd + cloop) ·m+ cloop) · l + cloop (103)
Die Ausfu¨hrungszeiten c... sind bei optimalem Code fu¨r cmul, cadd theoretisch ein Zy-
klus. Da oft jedoch die Befehlspipeline nicht optimal gefu¨llt, oder auf die Variablen
im direkten Addressierungsmodus zugegriffen werden kann, ist eine realistischere An-
nahme: cmul = 3, cadd = 3. Der CPU Overhead durch die Schleifenberechnung wird
in der Literatur (vgl. [Kru98]) mit cloop = 15 fu¨r Assemblercode angenommen. Hier-
in sind die Berechnung des Schleifencounters, die Addressoperation bei Ru¨cksprung,
das Inkrement des Loopcounters und die Evaluisierung der Abbruchbedingung mit
beru¨cksichtigt. Fu¨r eine [15 × 15] Matrixmultiplikation ergibt sich eine theoreti-
sche Berechnungsdauer bei einem Prozessortakt von 1GHz zu 23.19µs. Wird der
Multiplikationsalgorithmus in einer Funktion eingebettet so muß die Ein- und Aus-
sprungzeit in die Routine ebenfalls beru¨cksichtigt werden. Fu¨r den Alpha-Prozessor
wird ein Bedarf von etwa 100 Zyklen fu¨r das Speichern der Registerinhalte auf den
Stack und der Sprung in die Subroutine bei Funktionsaufruf sowie das U¨bergeben
des Funktionswertes, der Ru¨cksprung und das Laden der Stackdaten bei Ru¨cksprung
angenommen. Die Rechenzeit bela¨uft sich damit auf rechnerisch 23.29µs. Hingegen
ergibt sich fu¨r den mit dem axp1004 Compiler compilierten C-Code eine gemessene
Ausfu¨hrungszeit von 106.74µs (siehe Tabelle 18).
Schon bei der Erstellung des C-Codes wurden dabei zur Erreichung eines laufzeit-
optimierten Codes folgende Punkte beru¨cksichtigt:
• Variablendeklaration: Um zu verhindern, daß der Compiler bei lokalen Funk-
tionsvariablen Datenspeicher dynamisch anlegt werden alle erforderlichen Da-
tenfelder global deklariert.
• Funktionen: Schachtelung von Funktionen werden ebenso wie rekursive Funk-
tionsaufrufe vermieden. Routinen mit geringem numerischen Aufwand und nur
je einmal aufgerufene Routinen werden aufgelo¨st.
• U¨bergabeparameter: Werden die Funktionsparameter als Speicherinhalte
u¨bergeben (call by value) legt die Funktion dynamische Speichervariablen an,
besser ist daher der Aufruf mit der Speicheradresse des Parameters (call by
reference).
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Tabelle 18 zeigt die erreichten Execution-Times unter Verwendeung des Zeitopti-
mierungsflags des generischen Axp1004 C-Compilers.
Prozessor Task Zykluszeit [µs]
Master Aktuatorregelung 81.7
Master U¨berwachungsebene 31.7
Slave Matrixinversion [7x7] 15.09
Slave Matrixinversion [15x15] 91.06
Slave Matrixinversion [22x22] 294.67
Slave Matrixmultiplikation [7x7] 21.63
Slave Matrixmultiplikation [15x15] 106.74
Slave Matrixmultiplikation [22x22] 322.52
Slave Messgleichung (N=7) .37
Slave Systemgleichung (N=15) 9.52
Slave numerische Integration (N=15) 0.63
Slave Jakobi-Meßmatrix [7x7] 2.35
Slave Jakobi-Systemmatrix [15x15] 13.85
Slave EKF (N=18) 765
Slave XEKF (N=13/5) 531.4
Slave EKF (N=22) 1749.3 ∗
Slave EKF Filterung 642.5
Slave EKF Pra¨diktion 1056.8
Slave XEKF (N=15/7) 864.45
Slave XEKF Parameterfilterung 73.04
Slave XEKF Zustandsfilterung 267.85
Slave XEKF Pra¨diktion 523.56
Tabelle 18: Meßwerte der Prozeßzykluszeiten
∗) nicht in Echtzeit ausfu¨hrbar
Ziel der Arbeit ist der Vergleich des Zeitgewinns durch Verfahrensauftrennung mit
dem XEKF gegenu¨ber dem konventionellen EKF. Daher wurde auf eine Assem-
blerprogrammierung der Matrizenarithmetik verzichtet, obwohl der suboptimale
C-Compilercode den theoretisch erreichbaren Zeitgewinn verfa¨lscht. Wa¨hrend das
EKF mit 21 Funktionsaufrufen auskommt, beno¨tigt das XEKF 38 aufgrund der
zusa¨tzlichen Parameterfilterung sowie der Berechnung des absoluten Filtergradien-
ten, der große Funktions-Overhead muß gegen die schnellere Arithmetik aufgerech-
net werden. Trotzdem ergibt sich fu¨r ein Modell der Ordnung 22 ein Zeitvorteil des
Faktors 2.0236 ≈ 2.0 fu¨r den XEKF.
115
15 Zusammenfassung und Ausblick
Zunehmender Kostendruck bezu¨glich Standzeiten und Wartung von Flugzeugen er-
fordert ein U¨berdenken der Wartungs- bzw. Instandhaltungsmethodik. Im Rahmen
der Untersuchungen zur U¨bertragung eines
”
maintenance-on-condition“ Konzepts
auf elektrohydraulische Stellglieder im prima¨ren Funktionspfad der Flugsteuerung
wurden in der vorliegenden Arbeit folgende zentrale Punkte betrachtet.
• Systemumgebung: Die Systemumgebung besteht aus der Struktur der FCC
und ihren Sicherheitsanforderungen an die Subsysteme. Hier mußten konzept-
vertra¨gliche Schnittstellen zur Einbettung der analytischen Aktuatordiagnose
im Rahmen des Pre-/Postflightchecks gefunden werden. In der vorliegenden
Arbeit wurden daher zur Aktuatordiagnose einzig die Prima¨rsensoren verwen-
det. In das Sicherheitskonzept des Aktuators inklusive Elektronik wird da-
durch nicht eingegriffen. Erst in einer zweiten Ausbaustufe kann man durch
Anbringung passiver Sekunda¨rsensoren und separater Meßwandler die Diagno-
setiefe steigern. Da der Diagnosealgorithmus zu Laufzeiten keinen Eingriff in
den FCC-Prozeß vornimmt und die externe Diagnosehardware wa¨hrend der ei-
gentlichen Missionsdurchfu¨hrung abgeschaltet bleibt, la¨ßt sich das entwickelte
System mit geringem Aufwand in ein Flugzeug integrieren. Die Evaluation der
Diagnose erfolgte durch Applikation auf einem dSpace DS1003-DS1004 Multi-
prozessorsystem. Dieses System besitzt eine starke U¨bereinstimmung mit der
derzeitigen FCC/ACU Topologie fu¨r den Aktuator, die Ergebnisse sind daher
repra¨sentativ und auf die Realita¨t u¨bertragbar. Die Softwareentwicklung wur-
de in ANSI-C Standard als MATLAB/SIMULINK C-Funktionsblock durch-
gefu¨hrt.
• Prozeß: Nur physikalische Prozeßparameter fu¨hren direkt zu eindeutigen Feh-
leraussagen ohne zua¨tzliches Postprozessing (Klassifikation). Fu¨r die Diagno-
se des gesamten Aktuators wird ein Zustandsraummodell der Ordnung 22
beno¨tigt, wobei zu den 15 dynamischen Systemzusta¨nden 7 diagnosespezifi-
sche Parameter eingesetzt werden. Fu¨r das elektrische sowie die mechanischen
Aktuatorteilmodelle la¨ßt sich die Dynamik bis auf 3% Restfehler abbilden.
Die hydraulischen Teilsysteme weisen aufgrund instationa¨rer Unsicherheiten
Modellabweichungen bis 14% auf. Da das elektrische quadruplexredundante
Spulensystem sehr gut mit dem bestehenden Voter-/Monitoringkonzept der
Actuator-Control-Electronic u¨berwacht werden kann, wird dieser Teilbereich
von der Diagnose ausgespart. Hauptaugenmerk liegt auf der Detektion von
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Systemdegradationen im magnetischen sowie mechanischen DDV-System, da
diese Fehler den gro¨ßten Einfluß auf die Aktuatorperformance besitzen. Zudem
ermo¨glichen die Modellparameter dieses Teilsystems eine hohe spezifische Feh-
lerdifferenzierung und Beobachtbarkeit auf, so daß hier eine sehr hohe Diagno-
setiefe erreicht wird. Das duplexredundante hydraulische Teilmodell dagegen
weist aufgrund des Fehlens von Kammerdrucksensoren hohe Modellunsicher-
heiten und damit einhergehend hohe Detektionsschwellen. Die Prozeßpara-
meter sind nicht unabha¨ngig beobachtbar, eine Fehlerklassifikation ist daher
oftmals unmo¨glich.
• Methodik: Das Erweiterte-Kalman-Filter (EKF) ist das am besten geeignete
Verfahren zur Parameterscha¨tzung bei nichtlinearen Zustandsgleichung unter
Vorhandensein von Meß- und Systemrauschen. Der hohe numerische Aufwand
schra¨nkt jedoch die Echtzeitfa¨higkeit bzw. die Systemordnung bei hochdyna-
mischen Prozessen erheblich ein.
In der vorliegenden Arbeit konnte nachgewiesen werden, daß durch eine Auf-
trennung des EKF in explizite Zustands- und Parameter-EKF eine Perfor-
mancesteigerung um 100% erreicht wird. Ergebnis ist dann ein neues Diagno-
severfahren (XEKF), das durch Verwendung des totalen Gradienten fu¨r die
Parametervariation und dem Austausch der jeweiligen Scha¨tzwerten x(tk|tk)
und θ(tk|tk) nach dem Filterungsschritt ohne Verlust an Genauigkeit die selben
Scha¨tzwerte liefert wie das Standard-EKF.
Fu¨r den experimentellen Nachweis wurden sowohl das EKF sowie das XEKF in
ANSI-C programmiert und mittels AXP1004 Compiler auf den DS1004 Alpha-
Prozessor portiert. Der Performance-Nachweis erfolgte mittels vergleichende
Laufzeitmessungen der Echtzeit-Applikationen.
Eine Programmierung des XEKF-Codes in Assembler la¨ßt bei Implementation
einer laufzeitoptimierten Matrix-Inversionsroutine sogar eine Leistungssteige-
rung des Faktors 4 gegenu¨ber dem EKF erwarten. Neben der Entwicklung
des XEKF wurden in der vorliegenden Arbeit bestehende Methoden zur Ver-
besserung des Filtereinschwingens bei unsicheren Parameterstartwerten oder
ausbleibender Systemanregung hinsichtlich Wirkung und Performance unter-
sucht. Ausgewa¨hlt wurde dann das Verfahren der zeitadaptiven Anpassung der
Kovarianzmatrix des Meßrauschens, das sich aufgrund des geringen Rechen-
zeitbedarfs bei ausgewogenen Stabilisierungseigenschaften auszeichnet.
Zur Beurteilung der Scha¨tzgu¨te dient der Autokovarianzwert der Zusta¨nde.
Der Filterprozeß wird bei Unterschreitung fu¨r die Parameter individuell fest-
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gelegter Varianzschwellen abgebrochen und die Diagnoseaussage anhand der
Parameterscha¨tzwerte getroffen. Eine Fehlermeldung gibt das Diagnosesystem
allerdings nur bei U¨berschreitung der aufgrund der Modellunsicherheiten not-
wendigen Fehlertoleranzschwellen aus.
Fazit: Ohne erheblichen Mehraufwand bezu¨glich Hardwareausru¨stung der FCC la¨ßt
sich eine Onboard-Diagnose im Pre-/Postflightcheck fu¨r elekrohydraulische Aktua-
toren umsetzen. Die Rechenleistung zur Berechnung des XEKF Algorithmus fu¨r ein
Aktuatormodell der Ordnung 22 in Echtzeit steht mit modernen 1 GHz-DSPs selbst
unter Verwendung von Hochsprachencodierung zur Verfu¨gung. Einzig die Diagno-
seaussage fu¨r das Hydraulikmodell des Aktuators muß ohne zusa¨tzliche Kammer-
drucksensoren als kritisch bewertet werden, eine visuelle Inspektion der Aktuatoren
auf a¨ußere Leckage bleibt daru¨berhinaus unumga¨nglich.
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