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Notations
Nous présentons ici les notations utilisées tout le long du document.
Fonctions et opérateurs
b·c Partie entière
〈·〉 Moyenne sur un petit voisinage autour de ·
| · | Cardinal d’un ensemble
· ∗ · Opérateur de convolution
∇· Gradient d’une fonction
∆· Laplacien d’une fonction
Notations
P Ensemble des pixels de l’image
N Nombre de pixels contenus dans une image (N = |P|)
It Image au temps t d’une séquence d’images
s = (x, y) Un pixel de P
zt(s) Vecteur caractérisant le pixel s au temps t
z(G)t (s) Intensité du pixel s dans l’image It
z(C)t (s) Couleur du pixel s dans l’image It. Vecteur de dimension 3.
z(M)t (s) Mouvement au pixel s au temps t. Vecteur de dimension 2.
dx Mouvement horizontal
dy Mouvement vertical
G Grille de points
V (s) Voisinage de taille n autour du pixel s
G Graphe
V Ensemble des nœuds d’un graphe
E Ensemble de paires de pixels voisins
EP Ensemble de paires de pixels voisins de P
O(i)t ieme objet au temps t
M(i)t jeme objet au temps t
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6 Notations
Introduction générale
Avec la généralisation de l’utilisation d’images numériques, l’analyse du mouvement dans
les vidéos s’est révélée être un outil indispensable pour des applications aussi diverses que la
vidéo surveillance, la compression vidéo, l’imagerie médicale, la robotique, l’interaction homme-
machine, l’analyse de séquences sportives... En effet, les zones de mouvement d’une séquence
d’images correspondent souvent à des événements sur lesquels un système de vision doit se foca-
liser.
L’analyse du mouvement est un vaste sujet qui englobe un certain nombre de problématiques.
On peut notamment citer :
– la détection du mouvement, qui consiste à étiqueter chaque pixel d’une image suivant si il
correspond ou non à une région en mouvement dans la scène,
– la détection des objets en mouvement, c’est-à-dire la détection d’un ensemble de régions
d’intérêt en mouvement dans la scène tridimensionnelle observée,
– la segmentation basée mouvement de la scène, pour laquelle chaque région de l’image
ayant un mouvement distinct des autres est détectée et segmentée,
– l’estimation du mouvement, qui consiste à estimer, à partir d’une séquence d’images, le
mouvement apparent des objets composants une scène tridimensionnelle,
– le suivi de primitives ou de régions, dont le but est de déterminer la position de chaque
primitive ou région dans l’image à chaque instant,
– la reconnaissance et la modélisation d’activités ou de gestes.
Les trois premières problématiques (détection du mouvement, détection des objets en mouve-
ment et segmentation basée mouvement), qui sont au cœur des travaux présentés, sont en général
une première étape pour des outils automatiques de vision par ordinateur. Ces outils peuvent avoir
pour vocation, soit uniquement de détecter, soit de détecter et reconnaître, soit de détecter et suivre
des objets pour, par exemple, analyser le comportement ou la trajectoire de ces objets. Ainsi, des
méthodes de détection fiables et automatiques sont indispensables pour de nombreuses applica-
tions de vision par ordinateur.
Les autres problématiques sont toutes aussi importantes et nécessitent la mise en place de
méthodes simples et robustes. Tous ces sujets font l’objet d’un grand nombre de travaux, mais il
n’existe pas, à l’heure actuelle, d’ algorithmes aboutis s’adaptant à n’importe quelle situation.
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Contexte
Cette thèse a débuté dans le contexte de l’Action Concertée Incitative (ACI) en sécurité et
informatique, nommée "Behaviour" dont le sujet traite de la vision et l’apprentissage statistique
pour la reconnaissance du comportement humain avec l’application à la surveillance du conducteur
pour l’amélioration de la sécurité de la conduite automobile. Cette ACI a regroupé le laboratoire
HEUDIASYC de l’université de technologie de Compiègne, le projet VISTA de l’IRISA et le
centre de recherche PSA PEUGEOT CITROËN. Le travail entre ces trois équipes a été réparti
de la manière suivante. Le centre de recherche de PSA a fourni un ensemble de vidéos annotées
de conducteurs prises dans un simulateur de conduite. L’équipe HEUDIASYC avait pour rôle
le suivi de visage et l’analyse du comportement [Hérault 06a, Hérault 06b]. Pour notre part, nous
nous sommes concentrés sur la détection et le suivi simultané de parties du corps pour l’analyse
des trajectoires.
Les vidéos fournies par PSA, bien que longues et annotées, avaient un certain nombre de
défauts liés au fait qu’elles avaient été acquises à l’intérieur d’un simulateur en conditions de
conduite nocturne. De ce fait, il s’agit de vidéos en niveau de gris (la pièce n’est pas éclairée et le
conducteur n’est visible que grâce à l’utilisation d’une lumière infrarouge) avec un fond noir fixe
et acquises avec des caméras immobiles (figure 0.1 a)). Dans le cadre de la détection et du suivi
FIG. 0.1: Exemples d’images de séquences de conducteur. (a) Séquence fournie par PSA PEU-
GEOT CITROËN, acquise dans un simulateur. (b) Séquence en conditions réelles.
des objets en mouvement, ces vidéos sont relativement simples à traiter. En effet, la détection
automatique de la main du conducteur peut être assez facilement obtenue par soustraction de
fond et son suivi par une méthode telle que le filtrage de Kalman. Un exemple de résultat obtenu
sur ces séquences est montré sur la figure 0.2. Nous avons alors décidé d’acquérir de nouvelles
séquences, dans des conditions réelles, afin de tester la robustesse de ces algorithmes pour des
vidéos plus difficiles à exploiter (figure 0.1 b)). Il s’est alors avérer que les méthodes étudiées
n’étaient plus du tout adaptées. En effet, dans ces séquences prises de jour avec une caméra
mobile, le conducteur, l’habitacle de la voiture et le paysage derrière les fenêtres sont visibles.
Le fond, composé de l’habitacle mais aussi de toutes les régions à l’extérieur de la voiture, est
dynamique : les changements dans le fond peuvent être brutaux, avec de forts changements
d’illumination qui se répercutent sur le conducteur dans l’habitacle.
L’acquisition de ces vidéos dans des conditions réelles a totalement guidé cette thèse. En effet,
comme nous le verrons dans les chapitres d’état de l’art de ce document, aucune méthode existante
de détection et/ou de segmentation et/ou de suivi des objets en mouvement n’est adaptée à la
complexité des vidéos considérées. Nous avons donc développé différents algorithmes permettant
la détection et le suivi simultanés de parties du corps. Notons que nous ne nous sommes pas
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FIG. 0.2: Exemples de résultats obtenus sur une séquence fournie par PSA PEUGEOT CI-
TROËN. Première ligne : résultat du suivi par un filtre de Kalman [Kalman 60] des objets dé-
tectés. En haut à gauche, résultat sur le conducteur filmé de face. En haut à droite, résultat sur
le conducteur filmé de profil. Seconde ligne : Résultats intermédiaires de la détection des objets
en mouvement. En bas à gauche, résultat de la détection d’objets en mouvement extraits avec la
méthode dite "gap/mountain" décrite dans [Wang 00] appliquée à une carte binaire caractérisant
l’appartenance de chaque pixel au mouvement de la caméra (voir chapitre 2). En bas à droite,
représentation des objets extraits par des ellipses obtenues avec la méthode décrite dans [Zivko-
vic 04].
uniquement concentrés sur ces séquences de conducteur, mais avons souhaité mettre en place des
algorithmes génériques pouvant également s’appliquer à des séquences aux contenus dynamiques
complexes de toute autre nature.
Contributions et description du document
Le but de cette thèse était finalement la détection et le suivi d’objets en mouvement dans des
scènes relativement complexes. Nous avons donc, dans un premier temps, mis en place un nouvel
algorithme de détection des objets en mouvement.
Nous définissons un objet en mouvement comme une région fermée de l’image ayant une cou-
leur et un mouvement quasi constants. La détection se décompose en 3 étapes principales. Dans
un premier temps, nous sélectionnons un nombre restreint de points afin de restreindre l’espace
des données sur lequel les objets vont être recherchés. Nous décrivons ces points par leur position,
leur mouvement et leur photométrie. Cet espace est ensuite divisé en plusieurs groupes de points,
chacun correspondant à un objet en mouvement. L’utilisation des détections, pour des applica-
tions à la reconnaissance d’objets, à la surveillance, ou à de nombreux autres domaines, requière
l’obtention des masques complets de chaque objet, c’est-à-dire de leur segmentation. La dernière
étape de l’algorithme est donc une étape de segmentation des objets à partir des groupes de points
obtenus.
Ces trois étapes font appel à un certain nombre de méthodes classiques en vision par ordinateur
mais ont aussi nécessité la mise en place d’algorithmes mieux adaptés au problème. En particulier,
un nouvel algorithme "mean shift" ainsi qu’un algorithme de sélection de la taille du noyau ont été
mis en place pour l’étape de division des données en plusieurs groupes.
L’algorithme de détection des objets en mouvement dans des scènes complexes est décrit dans
la partie I du document.
Le détecteur d’objets en mouvement proposé n’exploite pas la cohérence temporelle pouvant
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exister entre les détections à des instants différents. Il n’y a donc aucune corrélation entre les
détections à deux instants consécutifs. L’exploitation des détections pour un grand nombre d’ap-
plications (surveillance, analyse de séquences sportives, compression ...) nécessite l’ajout de cette
cohérence temporelle. Nous avons donc, dans un deuxième temps, proposé une méthode de suivi
ajoutant de la cohérence temporelle au système tout en tenant compte des nouvelles détections à
chaque instant. Elle permet simultanément de segmenter et de suivre les objets. Elle se couple très
bien avec l’algorithme de détection proposé précédemment, dans lequel la dernière étape (celle de
segmentation) peut être omise. La méthode de suivi repose sur la théorie de coupe minimale/flot
maximal dans un graphe. Elle est décrite dans la partie II de cette thèse.
Abus de langage et anglicisme
Tout au long du document, nous ferons l’abus de langage suivant. Nous parlerons de pixels en
mouvement, même si un pixel dans une image est fixe. Cette terminologie fera référence à un pixel
correspondant à un point physique en mouvement dans la scène tridimensionnelle observée. De
même, nous parlerons de pixel pouvant bouger si le point observé dans la scène peut être en mou-
vement. Notons que les points dits en mouvement sont toujours en mouvement relativement aux
mouvements éventuels de la caméra. De plus, nous emploierons simplement le terme d’intensité
pour faire référence à l’intensité lumineuse.
Quelques anglicismes seront conservés tout le long du document. Ainsi, nous ferons référence
à la division des données en plusieurs groupes par le terme anglais de "clustering". Les groupes
de points obtenus seront alors appelés "cluster". Nous emploierons également parfois l’expres-
sion "Graph Cuts" pour parler des algorithmes de coupe minimale/flot maximal dans un graphe.
Enfin, nous garderons les terminologies anglaises pour parler de l’algorithme "mean shift" et des
estimateurs "sample point" et "balloon".
Première partie
Détection d’objets en mouvement dans
des scènes complexes
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Introduction
Cette partie s’intéresse à la détection instantanée des objets en mouvement dans une séquence
d’images. On définit un objet comme une région fermée de couleur et mouvement quasi constants.
Un objet au sens courant du terme peut, d’après cette définition, être composé de plusieurs objets
définis de la manière précédente. Par exemple, une personne peut se retrouver décomposée en plu-
sieurs objets : le buste (couleur potentiellement différente du reste du corps), ses jambes (couleurs
et mouvements éventuellement différents du reste du corps), sa tête... Les séquences considérées
dans cette partie sont complexes : fond dynamique avec des changements brutaux, caméra mobile,
changement d’illumination... Nous décomposons cette première partie en cinq chapitres.
Chapitre 1 Le premier chapitre présente un état l’art des méthodes de détection et de segmen-
tation de mouvement. Nous différencions les méthodes de détection basées sur la différence inter-
images, celles reposant sur une modélisation du fond, celles extrayant des couches de mouve-
ment et finalement les approches de détection de mouvement basées sur la cohérence. Toutes ces
différentes techniques ont leurs propres avantages et leurs limites. Après une brève analyse des
séquences complexes considérées, le principe de l’approche mise en place dans cette partie est dé-
taillé. Cette méthode se décompose en 3 étapes principales : sélection et description d’un nombre
restreint de points (chapitre 2), partitionnement de ces points (chapitre 3 et 4) et finalement seg-
mentation de chaque objet à partir des partitions (chapitre 5).
Chapitre 2 Le deuxième chapitre présente ainsi la sélection d’un nombre restreint de points et
leur description. Divers outils classiques en vision par ordinateur sont utilisés dans cette étape
(estimation du mouvement dominant, estimation du flot optique, espaces de couleur ...) et sont
donc détaillés successivement au cours du chapitre.
Chapitre 3 Le chapitre trois propose un état de l’art des méthodes de clustering. Nous détaillons
la méthode retenue, c’est-à-dire le clustering mean shift. Il s’agit d’une méthode itérative de mon-
tée de gradient reposant sur l’utilisation d’un estimateur à noyau. Nous faisons donc quelques
rappels sur l’estimation à noyau et présentons le clustering mean shift pour des noyaux fixes ou
variables. Une nouvelle méthode de clustering appelée "pseudo balloon mean shift" est introduite.
Chapitre 4 Les méthodes de clustering mean shift ont une limite : le choix de la taille du noyau.
Après un bref état de l’art sur le sujet, une technique de sélection de la taille du noyau est proposée.
Elle est dédiée à des données composites de grandes dimensions. L’algorithme mis en place est
appliqué et validé dans le contexte de la segmentation d’images couleur.
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Chapitre 5 Ce dernier chapitre présente la méthode énergétique utilisée pour segmenter les ob-
jets à partir des clusters. Il montre également des résultats de l’algorithme complet de détection
appliqué à plusieurs séquences ayant des particularités différentes. Une comparaison de cet al-
gorithme avec d’autres méthodes (décrites dans le premier chapitre) de détection de mouvement
termine ce chapitre.
Chapitre 1
État de l’art sur la détection et la
segmentation du mouvement
Dans la première partie de ce document, nous nous intéressons à la détection d’objets en
mouvement dans des scènes complexes. Les applications de la détection d’objets sont nombreuses.
On peut notamment citer le suivi d’objets, l’analyse du comportement, la compression vidéo, la
reconstruction 3D...
L’analyse du mouvement dans une séquence d’images repose soit sur la détection du
mouvement soit sur la segmentation basée mouvement. La détection de mouvement a pour but de
décider quelles parties des images (pixels ou régions) correspondent à des objets mobiles. Il s’agit
d’une détection binaire. La segmentation basée mouvement est une détection multi-label dans
laquelle chaque région de l’image ayant un mouvement distinct des autres est segmentée. Ces
sujet ont été et sont toujours l’objet d’un nombre important de travaux. La diversité des recherches
est liée à la difficulté de la tâche : les méthodes proposées doivent être le plus robuste possible
aux fluctuations des intensités observées (en luminance, couleur ou température). Ces variations
sont liées au capteur (légères vibrations, bruit électronique) ou au contenu dynamique de la scène
(fond dynamique). De plus, même si certaines méthodes sont uniquement dédiées à des séquences
acquises à l’aide d’une caméra fixe, les recherches tendent de plus en plus à considérer des vidéos
acquises par une caméra mobile.
Dans la première partie de ce document, nous allons proposer un nouvel algorithme de détec-
tion des objets en mouvement dans des scènes complexes. Il consiste à détecter chaque objet en
mouvement distinct du reste de la scène de part leur mouvement et leur couleur. Contrairement
à la segmentation basée mouvement, la détection des objets en mouvement ne s’intéresse pas à
l’ensemble de la scène mais uniquement aux régions correspondant à des objets. Ainsi le fond
(éventuellement dynamique) n’est pas considéré.
Ce premier chapitre a pour but de donner un état de l’art des différentes techniques de détection
et de segmentation de mouvement. La littérature sur le sujet étant extrêmement abondante, nous
n’énoncerons pas toutes les méthodes existantes. L’idée est plus de donner un bref aperçu des
méthodes les plus couramment utilisées et des différents types d’approches existantes pour la
détection et/ou la segmentation de mouvement en vision par ordinateur. Pour cela, nous séparons
les méthodes en quatre catégories. Cette classification n’est pas stricte car certaines méthodes
pourraient être classées dans plusieurs de ces catégories. Nous distinguons ainsi les détections
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basées sur la différence inter-images, celles basées sur la modélisation du fond, celles extrayant
des couches de mouvement et enfin les détections utilisant la notion de cohérence.
Les particularités des séquences traitées dans ce document sont brièvement présentées à la fin
du chapitre. Une analyse rapide des différents types de méthodes de détection ou segmentation
de mouvement montre qu’aucune des méthodes existantes ne peut être directement appliquée aux
vidéos complexes auxquelles nous nous intéressons. Ce chapitre se termine par une brève intro-
duction et description de la nouvelle méthode de détection des objets en mouvement mise en place
dans cette première partie du document.
1.1 Détection basée sur la différence inter-images
La méthode de détection de mouvement la plus simple consiste à faire la soustraction entre
deux images successives [Jain 79]. Les pixels dont l’intensité résultante est proche de zéro sont
assimilés comme étant les pixels du fond. De la même manière il est possible de soustraire à
l’image courante une image de référence, cette image représentant uniquement la scène (où aucun
objet en mouvement n’est présent). Ces approches basiques considèrent la caméra fixe durant l’ac-
quisition de la séquence. Le choix du seuil de décision (proche de zéro) n’est pas évident et doit
tenir compte du bruit et des changements de luminosité. De plus, ce seuil n’a aucune raison d’être
global sur toute l’image. En effet, des objets et des mouvements différents entraînent des variations
d’intensité différentes. De nombreuses méthodes, utilisant deux ou trois images successives, per-
mettent de décider si un pixel a bougé. Elles s’appuient généralement sur un test d’hypothèse. Une
analyse des différentes méthodes de détection de changement permettant de détecter le mouve-
ment est donnée dans [Radke 05]. Nous reprenons ci-après [Veit 05a] et distinguons les décisions
prises sur un pixel des décisions prises sur une région de l’image.
1.1.1 Décision sur un pixel avec un seuil global
Un ensemble de méthodes classiques de décision par test d’hypothèses est présenté dans [Kon-
rad 00]. Le plus souvent, la différence d’intensité entre deux images successives est modélisée
par une loi gaussienne sous l’hypothèse d’absence de mouvement et par une loi uniforme sous
l’hypothèse de mouvement. Un rapport de vraisemblance sur la différence d’intensité donne alors
le seuil de détection. Les paramètres des lois de probabilité influencent beaucoup les résultats et
leur estimation n’est pas évidente. Le seuil de détection peut également être obtenu en utilisant
des modèles statistiques de l’image plus complexes [Rosin 98]. Au lieu d’utiliser la différence
d’intensité, des techniques similaires préfèrent s’appuyer sur le flot optique [Nelson 91, Thomp-
son 93,Csurka 99,Irani 98]. Elles sont principalement dédiées au cas où la caméra est mobile. Plus
récemment, l’utilisation du rapport d’intensité entre deux images a été proposée [Wu 05]. Un seuil
unique de détection est automatiquement déterminé par une analyse de l’histogramme cumulé des
rapports d’intensité. Le seuil global correspond à un point de changement dans l’histogramme des
valeurs cumulées. L’utilisation d’un seuil global ne permet toutefois pas de bien caractériser les
différents objets mobiles pouvant être présents dans la scène et la possible dynamique du fond.
La décision sur un pixel sans tenir compte de ses voisins donne des résultats sans aucune
cohérence spatiale. Dans [Hsu 84] l’intensité de l’image est modélisée par des polynômes d’ordre
2 sur des petits supports. L’utilisation de ces voisinages locaux apporte ainsi de la cohérence
spatiale. La comparaison entre les distributions d’intensité sur deux images successives permet de
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décider si ces supports correspondent à des zones mobiles ou non, sans passer par la différence
inter-images. Les seuils sont fixés à partir de niveaux de confiance sur le test de vraisemblance.
Plus tard, des modèles markoviens, bien adaptés à la prise en compte d’un contexte spatial, ont
été utilisés [Bouthemy 93, Aach 95]. Il est alors possible de ne prendre la décision qu’à partir de
la vraisemblance de l’hypothèse d’absence de mouvement.
Les méthodes décrites dans cette section permettent de décider si un pixel est en mouvement
ou non. En général, les résultats des algorithmes sont des cartes binaires de mouvement. Une étape
d’isolation des objets doit alors être ajoutée pour obtenir une segmentation des différents objets
en mouvement. Cela est le plus souvent fait par extraction des composantes connexes (en 4 ou 8
connexités) du masque binaire à l’aide d’algorithmes classiques peu coûteux.
1.1.2 Décision basée région
Décider si un pixel est en mouvement sur une région renforce la cohérence du masque de dé-
tection. Peu de méthodes de détection utilisent les régions, principalement parce qu’une décision
erronée sur une région entière aura des conséquences plus importantes que la mauvaise classifi-
cation d’un pixel. Parmi les approches qui travaillent sur les régions, on trouve essentiellement
des techniques de segmentation de mouvement ou d’extraction de couches de mouvement (section
1.3).
Récemment, plusieurs méthodes se sont intéressées à des modèles a contrario pour détecter
les zones de changement dans les images. Dans [Lisani 03] ou [Dibos 05] une information de
changement est calculée à partir de différences d’orientation du gradient spatial d’intensité. Le
modèle a contrario permet de détecter les fortes corrélations des différences d’orientation des
gradients au niveau des zones de changements. Les régions qui sont soumises au test de détection
sont des régions carrées de taille variable déplacées sur toute l’image. Une autre méthode, où la
décision a contrario repose sur l’analyse des mesures locales de changement à partir des niveaux
d’intensité de trois images successives, a été proposée dans [Veit 04]. Dans ces travaux, la décision
est prise sur des régions fournies soit par un découpage en blocs, soit par une segmentation basée
sur les niveaux d’intensité.
Détecter les pixels en mouvement peut également être vu comme la détection des pixels n’ap-
partenant pas au mouvement de la caméra. Ceci est bien entendu valable que la caméra soit fixe
ou mobile. On fait généralement l’hypothèse que le mouvement de la caméra correspond au mou-
vement dominant dans l’image. Ainsi, tous les pixels n’appartenant pas au mouvement dominant
sont des pixels en mouvement. Des approches paramétriques visant à modéliser le mouvement de
la caméra existent. Nous ne rentrons pas dans les détails ici puisque qu’une de ces méthodes [Odo-
bez 97] fait l’objet d’une étude plus approfondie dans le chapitre suivant (chapitre 2).
1.2 Modélisation du fond
Une autre catégorie de méthodes, très populaire en détection de mouvement, repose sur la
modélisation du fond. Plusieurs conditions sont nécessaires à l’utilisation de ces techniques. Tout
d’abord, la caméra doit être maintenue fixe et les occultations de parties du fond par des objets en
mouvement doivent rester temporellement minoritaires. De plus, il est préférable d’avoir, au début
de la séquence, un certain nombre d’images sans objets en mouvement afin de pouvoir apprendre
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correctement le fond. Ces techniques peuvent être prédictives ou non prédictives, ces dernières
ayant fait l’objet d’un nombre plus important de recherche. La modélisation du fond, tout comme
les méthodes basées sur la détection inter-images, permet de décider si un pixel est en mouvement
ou non. Elle ne donne cependant pas directement le masque de chaque objet en mouvement et un
module d’extraction de cible doit être ajouté.
1.2.1 Méthodes non prédictives
Les techniques non prédictives de modélisation du fond se décomposent en deux étapes princi-
pales : l’apprentissage du fond, le plus souvent en chaque pixel de l’image, et l’étiquetage binaire
des pixels comme appartenant ou non au fond dans l’image courante. L’apprentissage du fond doit
tenir compte de la fluctuation des intensités observées. L’étape d’étiquetage est similaire à la prise
de décision décrite dans la section précédente.
Dans les premiers travaux de modélisation de fond, le fond était considéré statique.
La distribution statistique en chaque pixel peut alors être représentée par une simple gaus-
sienne [Wren 97, Kanade 98, Cavallaro 00, Huwer 00]. Quand le fond devient dynamique
l’utilisation d’une gaussienne est insuffisante et la modélisation du fond par des mélanges de
gaussiennes est préférable [Friedman 97, Grimson 98]. Nous détaillons brièvement ci-après la
méthode de Grimson et Stauffer [Grimson 98], devenue une méthode de référence, qui nous
servira à comparer nos résultats.
Méthode de Grimson et Stauffer [Grimson 98]
En chaque pixel de l’image, un mélange de κ (généralement compris entre 3 et 5) gaussiennes (en
dimension 3 pour des images couleur ou 1 pour des images monochromes) est défini puis progres-
sivement mis à jour en fonction des nouvelles valeurs observées en ce pixel au cours du temps. Ce
mélange modélise d’une part l’apparence du fond et d’autre part l’apparence des éventuels objets
couvrant ce pixel. Il est initialement appris par K-moyennes puis EM (Expectation-Maximization)
sur les premières images. Un avantage de cette méthode est qu’elle n’a pas besoin d’images sans
objets pour la phase initiale d’apprentissage. Une fois l’apprentissage effectué, le mélange de
gaussiennes est mis à jour de la manière suivante. Si la nouvelle valeur observée est bien décrite
par l’une des composantes du mélange (distance de Mahalanobis entre la valeur du pixel et la
moyenne de la composante inférieure à 2.5 fois l’écart-type de la composante), la moyenne et
la variance de cette composante sont mises à jour. La mise à jour de la composante concernée
dépend d’un taux de rafraîchissement prédéfini et de la vraisemblance de l’observation. Les
autres composantes voient leur poids réduit du taux de rafraîchissement. Le mélange final du
pixel à l’instant courant est obtenu en normalisant le poids de chaque composante. Dans le cas où
aucune composante ne correspond à la nouvelle observation, la composante de poids le plus faible
est remplacée par une composante de poids faible et de forte variance, centrée sur la nouvelle
observation.
Afin de détecter si un pixel appartient au fond ou à un objet, il faut déterminer, à chaque
instant, quelles composantes du mélange peuvent être attribuées au fond et à l’objet. Toutes les
composantes dont le poids excède un certain seuil sont considérées comme décrivant le fond.
Ainsi, si une nouvelle observation est associée à l’une de ces composantes, le pixel correspondant
appartient au fond.
Lorsque des changements apparaissent trop rapidement dans le fond, les variances des
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gaussiennes le caractérisant deviennent trop importantes et toutes les méthodes décrites pré-
cédemment échouent. Ainsi, quand la fonction de densité est plus complexe et ne peut être
modélisée de manière paramétrique, une approche non-paramétrique capable de manipuler des
densités arbitraires est plus adaptée. Dans [Elgammal 00], des noyaux gaussiens sont utilisés pour
modéliser la densité en chaque pixel à tout instant, connaissant les instants précédents récents.
Nous décrivons brièvement cette méthode qui nous servira également à comparer nos résultats.
Méthode non paramétrique d’Elgammal et al. [Elgammal 00]
Soient x1,x2, . . . ,xt−1, les vecteurs de couleur (vecteur de dimension 3 : xi = (xi,1,xi,2,xi,3))
d’un pixel aux instants précédents l’instant t. La densité de probabilité p à l’instant t est estimée
non-paramétriquement en utilisant le noyau K1 :
p(xt) =
1
t− 1
t−1∑
i=1
K(xt − xi) . (1.1)
En choisissant un noyau normal, et en supposant indépendants les trois canaux de couleur, la
densité s’écrit :
p(xt) =
1
t− 1
t−1∑
i=1
3∏
j=1
1√
2piσ2j
exp−(xt,j − xi,j)
2
2σ2j
, (1.2)
σ2j définissant la taille du noyau pour le j
ième canal de couleur. Cette taille doit tenir compte du
bruit et des fortes variations possibles de l’intensité lors de la présence d’un mouvement. Pour
chaque canal de couleur, elle est égale à :
σj =
1
0.68
√
2(t− 1)
t−1∑
i=1
|xi,j − xi+1,j | . (1.3)
Une fois la densité de probabilité construite, un pixel est considéré comme appartenant au
fond si sa densité est inférieure à un seuil. Une étape de suppression des mauvaises détections,
principalement dues à de faibles mouvements dans le fond, peut être ajoutée à l’algorithme.
La méthode d’Elgammal et al. reste encore trop limitée à de faibles mouvements, sur de petites
zones de l’image. Dans les cas réels, la plupart des scènes dynamiques affiche un mouvement
assez répétitif. Ce comportement peut être correctement modélisé en utilisant des informations
de mouvement données par le flot optique. Dans [Mittal 04], Mittal et Paragios présentent un
algorithme non paramétrique permettant de coupler les informations photométriques standards au
flot optique. Cela permet de détecter les objets se différenciant du fond soit par leur mouvement
soit par leur couleur ou intensité. L’estimation du flot optique étant impossible dans les zones où
le gradient spatial d’intensité est nul, les auteurs emploient des noyaux de taille variable pour le
calcul de densités de probabilités.
Nous n’avons jusqu’ici discuté que des méthodes locales (la décision est prise en chaque
pixel) qui n’ont pas de cohérence spatiale et peuvent être sensibles au bruit. La cohérence spatiale
est introduite dans [Sheikh 05] en ajoutant un noyau spatial au noyau temporel de [Elgammal 00].
1Pour plus de détails sur l’estimation à noyau, se référer au chapitre 3
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Dans [Sheikh 05], l’image est représentée comme un champ de Markov qui apporte une dépen-
dance inter-pixels. Il s’agit alors de trouver le maximum a posteriori (MAP) en minimisant une
fonction d’énergie contenant un terme unaire basé sur les distributions de fond et d’objets et un
terme binaire traduisant la cohérence spatiale2.
Dans le cas où la caméra est mobile, les méthodes précédentes de modélisation de fond ne sont
pas directement applicables. Elles nécessitent en effet le recalage préalable de l’image courante
dans un repère fixe commun (en général celui de la première image) à toute la séquence [Ren 03].
Cela revient au problème générique de construction de mosaïques à partir de séquences d’images.
La fabrication et la mise à jour d’un modèle de fond mosaïque pour la détection par soustraction
de fond semble en fait confiné aux situations plus contraignantes où le champ de vue total couvert
par la caméra est borné et connu [Sullivan 06].
1.2.2 Méthodes prédictives
Les méthodes prédictives utilisent un modèle dynamique pour prédire la valeur d’un pixel à
l’aide des observations précédentes. Elles emploient généralement un filtre de Kalman ?? pour
modéliser la dynamique de l’état d’un pixel [Karmann 90, Koller 94]. L’algorithme le plus connu
dans cette catégorie est probablement l’algorithme "wallflower” [Toyama 99] qui fait appel à une
version simplifiée du filtre de Kalman, appelé filtre Weiner, pour prédire la valeur d’un pixel au
temps courant à partir de ses κ valeurs précédentes. Les pixels dont l’erreur de prédiction est
élevée sont étiquetés comme des pixels en mouvement. Des méthodes plus récentes utilisent des
modèles plus complexes basés sur les textures dynamiques [Doretto 03, Zhong 03]. Les textures
dynamiques permettent de représenter une image à l’aide d’une combinaison linéaire d’images de
base. Chaque paramètre de l’image est projeté comme un point dans un espace de caractéristiques.
Un modèle autorégressif prédit alors les paramètres et donc l’apparence des images suivantes. Les
pixels éloignés de la prédiction sont considérés comme indépendants du modèle et sont suivis
séparément par un filtre de Kalman.
1.3 Extraction de couches de mouvement
Dans [Ullman 79], l’interprétation du mouvement visuel est définie comme la tâche consistant
à décrire l’environnement en terme d’objets (en considérant leur forme tridimensionnelle et leur
mouvement dans l’espace) à partir de l’image produite par leur projection sur la rétine. L’objectif
des méthodes décrites ci-après est de fournir une description d’une scène en terme d’objets et de
leur mouvement dans le plan image ou, autrement dit, en terme de couches de mouvement.
La segmentation de mouvement peut donc être vue comme une décomposition de la scène en
différentes couches, chacune étant associée à un modèle de mouvement. Dans [Dimitrova 95, Sa-
houria 97] un champ de mouvement (par exemple le flot optique) est segmenté pour mettre en
évidence des mouvements indépendants. Ces travaux, basés sur l’estimation d’un champ dense de
mouvement, restent pour l’instant minoritaires. En effet, la plupart des méthodes d’extraction de
couches de mouvement [Ayer 95, Darrel 91, Jepson 93, Wang 94, Weiss 97] repose sur le calcul
d’un certain nombre de modèles paramétriques et supposent que le mouvement 2D d’un objet
2Pour plus de détails de la minimisation d’énergie dans un champ de Markov, se référer au chapitre 6
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3D projeté dans l’image suit un modèle paramétrique. Cette hypothèse est notamment valide
si l’objet 3D est planaire. Le nombre de couches peut être estimé automatiquement en utilisant
une approche MDL (“Minimum Descritption Length”) [Ayer 95, Darrel 91]. L’extraction des
couches est alors obtenue via un critère de maximisation de la vraisemblance et une optimisation
de l’algorithme d’espérance-maximisation (EM).
Au lieu de construire un ensemble de modèles de mouvement correspondant à la vidéo, un
autre type d’approche consiste à adapter un polynôme sur toute l’image. Une factorisation ou
une dérivation de ce polynôme permet d’obtenir les paramètres de chaque modèle de mouvement
2D. Cette technique est appelée “multibody factorization” [Vidal 04]. Le polynôme est le résultat
d’une résolution par une méthode de moindres carrés d’un système linéaire reliant les mesures aux
modèles de mouvement. L’approche a été étendue au cas de scènes dynamiques dans [Vidal 05].
Récemment, d’autres méthodes utilisant des techniques de croissance de régions de même
mouvement à partir de graines ont été mises en place. Par exemple, dans [Xiao 05], les graines
sont déterminées en mettant en correspondance deux images. Les supports réels des couches
sont alors obtenus en utilisant un champ de Markov (MRF) optimisé par un algorithme de coupe
minimale/flot maximal dans un graphe3. Cette méthode est principalement dédiée à la détection
d’occultations. La croissance de région est aussi utilisée dans [Pundlik 06], où des points carac-
téristiques sont détectés et suivis avec l’algorithme Kanade-Lucas-Tomasi (KLT) [Tomasi 91].
Une méthode de croissance de régions est appliquée pour grouper ces points : un point graine est
d’abord sélectionné et forme un groupe, puis les points voisins lui sont successivement ajoutés
si leur mouvement correspond au modèle affine du groupe. Les voisins sont obtenus par une
triangularisation de Delaunay et le modèle affine de mouvement du groupe est mis à jour dès
qu’un point est ajouté. Cette procédure est réitérée jusqu’à ce que tous les points soient classifiés.
Une combinaison entre la modélisation du fond et une approche par couche a été introduite
dans [Kim 05]. La modélisation du fond permet de détecter successivement différents objets en
mouvement au cours du temps. Chacun des objets détectés est associé à une couche, conservée
même lors d’éventuels arrêts des objets. Le nouveau modèle de fond est un mélange du modèle
de chaque objet déjà détecté ("short-term backgrounds") et du modèle du fond réel détecté dès le
début de la séquence ("long-term backgrounds").
Pour toutes les méthodes décrites dans cette section, la segmentation de mouvement finale est
obtenue en associant chaque pixel au modèle de mouvement le plus proche. L’avantage de ces
approches est l’obtention directe des masques de chaque objet en mouvement (à condition bien
sûr que tous les objets aient des mouvements distincts).
1.4 Détection de mouvement basée sur la cohérence
Une dernière approche consiste à définir un objet mobile comme une région ayant un
mouvement cohérent. Dans ce contexte, un mouvement cohérent peut être défini comme un
mouvement ayant de grande chance de provenir d’une “cible” classique (e.g. personne, véhi-
cule) [Wildes 98]. Cette définition a été utilisée pour la segmentation de mouvement en ajoutant
3La théorie des coupes minimales dans un graphe est présentée dans le chapitre 6
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l’hypothèse suivante : un objet avec un mouvement cohérent se déplace dans une direction
approximativement constante pendant une courte période (en pratique quelques images). Ainsi,
dans [Wixson 00], des mesures de flot optique cohérentes en direction sont accumulées pendant
quelques pas de temps. Une estimation du déplacement de chaque pixel à travers une séquence
d’images est ainsi obtenue. Il est alors possible de distinguer les objets mobiles, qui se déplacent
avec une direction constante, des mouvements parasites. Cette méthode a été légèrement modifiée
dans [Tian 05] pour fonctionner en temps réel. Dans ce dernier papier, l’accumulation des vecteurs
de mouvement est faite sur 10 images consécutives.
Dans le cas d’applications particulières, on peut exiger une cohérence très forte sur les
mesures de mouvement. Des motifs de mouvement correspondant à des comportement anormaux
peuvent être détectés à partir de cartes de direction de mouvement [Gryn 05]. La procédure de
prise de décision repose sur un seuillage de la distance au motif. Une autre manière de discriminer
des mouvements pertinents consiste à s’intéresser à la classe des mouvements périodiques, en
utilisant des points d’intérêt spatio-temporels [Laptev 05]. Cette méthode permet notamment
d’extraire des piétons dans des situations où le fond est complexe. Citons enfin [Veit 05b] qui
détecte des objets de mouvement localement rectiligne uniforme avec une méthode de clustering
a contrario.
La combinaison d’une méthode de modélisation du fond et d’une méthode basée sur la cohé-
rence a été proposée par [Zhu 05]. Une particularité de ce papier est de ne modéliser le fond que
sur des points caractéristiques détectés avec le détecteur de coins Harris [Harris 88] et caractéri-
sés par des descripteurs SIFT (Scale Invariant Feature Transform) [Lowe 99]. Un modèle de fond
est défini ou mis à jour en chaque point détecté en utilisant une modélisation de la fréquence de
détection du coin et de la moyenne temporelle du descripteur SIFT. Les coins n’appartenant pas
au fond sont ensuite suivis en utilisant les KLT, et les objets mobiles sont finalement obtenus en
groupant tous les coins suivis ayant des trajectoires similaires et cohérentes.
1.5 Conclusion et approche proposée
Cette dernière section a pour but de définir l’approche que nous proposons pour détecter des
objets en mouvement. Une brève description de la difficulté des vidéos traitées dans la première
partie de cette thèse justifie l’introduction d’une nouvelle approche. En effet, les méthodes présen-
tées précédemment échouent la plupart du temps pour des vidéos aussi complexes.
1.5.1 Particularité des séquences étudiées
Cette thèse est principalement dédiée à l’analyse et à l’étude de séquences de conducteur
dans un but de surveillance. Nous avons à notre disposition plusieurs séquences de conducteur
(la plupart du temps filmé de profil), dans lesquelles sont visibles le conducteur, l’habitacle de la
voiture et le paysage derrière les fenêtres. La difficulté principale de ces séquences vient du fond
très dynamique visible derrière les différentes fenêtres de la voiture. On ne souhaite détecter et
suivre que le conducteur ou tout du moins les zones en mouvement de son corps. Le fond est ainsi
composé de l’habitacle mais aussi de toutes les régions à l’extérieur de la voiture. Les changements
dans le fond peuvent être brutaux, avec de forts changements d’illumination qui se répercutent
sur le conducteur dans l’habitacle. De plus, les fenêtres occupent parfois une grande partie des
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images. Une autre difficulté vient du fait que le contraste (couleur ou luminance) entre les objets
intéressants à détecter (visage, mains) et le fond peut être faible. Par ailleurs, le mouvement de
ces objets peut être similaire à celui du fond pendant quelques instants successifs. Enfin, notons
qu’une seule caméra, éventuellement mobile, est utilisée et qu’aucune information de profondeur
n’est disponible.
Afin d’illustrer les difficultés décrites ci-dessus nous présentons quelques images d’une sé-
quence de conducteur dans la figure 1.1. Le contraste entre la chemise et la barrière de sécurité
est faible. Les trois premières images montrent que le mouvement de la main peut être proche de
celui présent derrière la fenêtre. Enfin, les images suivantes présentent des changements brutaux
tant au niveau de l’apparence que de l’illumination derrière la fenêtre.
t = 15 t = 16 t = 17
t = 44 t = 45 t = 46 t = 47
t = 48 t = 49 t = 50 t = 51
FIG. 1.1: Quelques images d’une séquence de conducteur.
Dans ce document, nous ne nous focalisons pas seulement sur des séquences de conducteur.
Aussi aucune information sur le contexte ne sera utilisée.
1.5.2 Analyse des méthodes de l’état de l’art
Dans cette sous-section nous énonçons les aspects positifs et négatifs des quatre types de
méthodes de détection et segmentation de mouvement décrits dans l’état de l’art. Nous montrons
ainsi qu’aucune des méthodes précédemment citées ne peut être appliquée telle quelle aux
séquences considérées.
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Détection basée sur la différence inter-images
Les méthodes basées sur la différence entre deux ou trois images successives sont généralement
rapides et faciles à mettre en place. Elles s’adaptent relativement bien aux changements brutaux
dans le fond et moins bien aux changements de luminosité. La plupart des algorithmes ne se
basent que sur l’intensité mais cela ne permet pas la détection d’objets ayant une intensité proche
de celle des pixels du fond. D’autres méthodes s’appuient uniquement sur le flot optique ce qui
ne permet pas de différencier les objets ayant un mouvement proche de celui du fond. Ainsi,
déterminer la probabilité que chaque pixel appartienne au fond en n’utilisant que l’intensité ou
le mouvement sur deux ou trois images successives ne permettra pas de détecter uniquement les
objets mobiles intéressants. Pour finir, ces méthodes ne retournent qu’un masque binaire des pixels
en mouvement. L’extraction des masques de chaque objet peut se faire en séparant les composantes
connexes. Cependant, une seule composante connexe peut être associée à plusieurs objets, ce
qui pose problème aux algorithmes d’identification ou de suivi reposant sur cet étiquetage. Ce
problème est fréquemment rencontré lors de la détection d’ombres. La détection indésirable des
ombres portées ne conduit pas nécessairement à la détection d’un objet inexistant mais déforme
de façon préjudiciable les masques de certains objets.
Pour conclure, ces méthodes ne peuvent permettre à elles seules de détecter les objets mobiles
dans les séquences que nous considérons. Néanmoins, ces techniques peuvent donner une bonne
indication des pixels en mouvement et peuvent donc être utilisées comme pré-traitement pour
améliorer et accélérer les autres techniques de détection ou de segmentation de mouvement.
Modélisation du fond
La modélisation du fond ou du mouvement en chaque pixel présente l’avantage de permettre une
détection plus précise des objets en mouvement mais nécessite l’apprentissage de modèles sur
plusieurs images successives. Les changements brutaux limitent donc l’utilisation d’une telle ap-
proche. La mise à jour continue des modèles de fond est indispensable pour prendre en compte des
changements graduels mais elle conduit généralement à l’absorption d’objets restant immobiles un
certain moment dans le modèle de fond. L’influence de l’immobilité d’un objet sur le modèle de
fond dépend de la vitesse de rafraîchissement du modèle. Comme les méthodes de détection de
changement basées sur la différence inter-images, ce type de méthodes ne retourne qu’une carte
binaire des pixels en mouvement. L’extraction des composantes connexes doit être ajoutée, ce
qui induit certains problèmes de différenciation d’objets comme décrit plus haut. Les méthodes
de modélisation de fond sont en fait généralement dédiées à des séquences particulières (où la
caméra est fixe). En effet, comme mentionné précédemment, la caméra doit avoir été maintenue
fixe pendant toute la durée d’acquisition de la séquence. De plus il est généralement nécessaire
d’avoir à sa disposition, au début de la séquence, un nombre assez important d’images sans objets
en mouvement pour pouvoir correctement apprendre le fond.
Pour conclure, les méthodes visant à modéliser le fond se sont pas adaptées aux séquences
considérées. Néanmoins nous retiendrons l’utilisation du flot optique et de la couleur introduite
par Mittal et Paragios dans [Mittal 04]. En effet, étant donné l’éventuel faible contraste (tant au
niveau de la couleur que du mouvement) entre le objets et le fond, il paraît indispensable d’utiliser
ces deux espaces de caractéristiques pour pouvoir réaliser une bonne détection.
Extraction de couches de mouvement
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L’extraction de couches de mouvement permet de détecter directement les masques de chaque ob-
jet. L’utilisation de ce type de méthodes suppose que la scène peut être décomposée en plusieurs
régions bien distinctes toutes caractérisées par un mouvement bien défini. L’avantage de ces mé-
thodes est qu’elles n’ont ni besoin d’une caméra fixe ni des résultats aux instants précédents. Elles
se basent sur une estimation préalable du mouvement dans l’image. Appliquées à nos séquences,
ces méthodes échoueront la plupart du temps car il est difficile de trouver un modèle de mou-
vement caractérisant les zones dynamiques du fond. En effet, les mouvements du fond peuvent
n’avoir aucune cohérence et/ou une trop grande amplitude. Comme seul le mouvement est uti-
lisé, ces techniques ne permettent pas de séparer les objets du fond lorsqu’ils ont des mouvements
proches.
Nous retiendrons de ces méthodes l’idée de définir un objet comme une couche ayant des
caractéristiques similaires (ou cohérentes) détectée par une méthode de clustering.
Détection de mouvement basée sur la cohérence
Une région cohérente peut être directement vue comme une couche. La différence et l’avantage
ici est que seuls les objets cohérents sont détectés. Cela permet l’application directe d’autres trai-
tements tels que l’identification ou le suivi. Cependant, la plupart des méthodes basées sur la
cohérence n’utilisent comme information que la direction du mouvement. Celle-ci n’a aucun sens
pour des mouvements de faibles amplitudes et l’utilisation du seul mouvement comme caractéris-
tique n’est pas satisfaisant. De plus, dans nos séquences il arrive régulièrement qu’un objet ne soit
en mouvement que pendant une durée trop courte pour permettre la construction de trajectoire.
La restriction de la détection à quelques points caractéristiques [Zhu 05] ou [Pundlik 06]
permet une réduction non négligeable du temps de calcul mais ne donne pas la segmentation
complète des objets mobiles. Cette dernière peut être assez simplement obtenue en ajoutant une
étape supplémentaire de segmentation de type croissance de région.
1.5.3 Présentation de l’approche proposée
Il ressort de l’analyse précédente plusieurs idées intéressantes pour la détection des objets en
mouvement. La première partie du document présente un algorithme s’appuyant sur les avantages
de chaque catégorie de méthodes. Nous ordonnons les propriétés les plus intéressantes des mé-
thodes décrites dans ce chapitre de la façon suivante. Tout d’abord nous avons vu qu’il est possible
de ne réaliser la détection que sur un nombre restreint de pixels de l’image. Ces pixels peuvent être
choisis parmi l’ensemble des pixels en mouvement, ces derniers étant le résultat d’une première
détection basée sur la différence inter-images. Il est indispensable d’utiliser le mouvement et la
couleur (ou l’intensité) pour décrire les points choisis. Une classification de ces points en couches
ou régions cohérentes peut ensuite être obtenue par une méthode de clustering prenant en compte
chaque caractéristique du point. Enfin, une étape de segmentation peut être ajoutée afin d’obtenir
le masque complet de chaque objet mobile. L’algorithme de détection des objets en mouvement
proposé dans cette partie respecte cette analyse. L’algorithme 1 résume les différentes étapes de
l’algorithme et justifie le plan de cette première partie.
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Algorithme 1 Principe de l’algorithme de détection des objets en mouvement et plan de la partie
1. Sélection et description de points en mouvement (chapitre 2)
(a) Extraction d’une carte binaire de détection de changements
(b) Sélection d’un nombre restreint de pixels en mouvement
(c) Description des points sélectionnés
2. Partitionnement des points sélectionnés en régions cohérentes (chapitres 3 et 4)
3. Segmentation finale de tous les objets mobiles (chapitre 5). Cette étape utilise l’ensemble
des pixels de l’image.
Chapitre 2
Approche locale : sélection et
description de points
La première étape de l’algorithme de détection des objets mobiles (algorithme 1) présenté dans
cette partie concerne la sélection et la description d’un ensemble restreint de pixels en mouvement
dans l’image. L’utilisation d’un nombre restreint de points permet une réduction considérable du
temps de calcul de notre algorithme. La sélection des points en mouvement est décomposée en
deux étapes. Nous définissons d’abord ce qu’est un pixel en mouvement (section 2.1), puis nous
présentons la sélection d’une grille de points uniformément répartie sur l’ensemble des pixels
(section 2.2). La description des points sélectionnés doit être adaptée à l’application visée, c’est-
à-dire à la détection d’objets mobiles. Nous utiliserons pour cela des informations sur la position,
le mouvement et la photométrie. Le descripteur utilisé est présenté dans la section 2.3.
2.1 Détection des pixels en mouvement
La première étape de l’algorithme de détection des objets en mouvement consiste à extraire
une carte binaire de détection de changements. Cette étape a deux buts principaux. Tout d’abord,
l’objectif de cette partie est uniquement la détection des objets mobiles, c’est-à-dire des régions
cohérentes composées de pixels en mouvement. Se concentrer uniquement sur les pixels en mou-
vement facilitera l’extraction de ces objets mobiles. De plus, l’extraction de la carte binaire permet
de restreindre aux seuls pixels en mouvement l’étape suivante de l’algorithme, ce qui entraîne un
gain de coût de calcul.
La caméra pouvant être mobile, tous les pixels peuvent bouger. On considère alors que les
pixels fixes sont ceux suivant le mouvement de la caméra. Le mouvement de la caméra est sou-
vent assimilé au mouvement dominant de l’image. Parmi les différents champs de mouvement
généralement présents dans l’image, le mouvement dominant est celui qui concerne le nombre le
plus important de pixels. Nous avons effectué un choix classique pour représenter le mouvement
apparent induit par le déplacement de la caméra. Il consiste à utiliser un modèle de mouvement
2D paramétrique. Il s’agit en fait d’un modèle polynômial qui exprime le déplacement en chaque
point de l’image comme une fonction polynômiale de la position du point. Généralement, des
polynômes de degré 1 ou 2, correspondant respectivement au modèle affine ou au modèle quadra-
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tique, sont employés. Nous avons utilisé le modèle affine complet à six paramètres défini par :
wθ(s) =
(
a1
a4
)
+
(
a2 a3
a5 a6
)
.
(
x
y
)
, (2.1)
où wθ(s) représente le vecteur de vitesse au pixel s = (x, y), relativement au modèle paramétrique
de paramètres θ = (a1, a2, a3, a4, a5, a6). Ce modèle de mouvement relativement simple, estimé
sur l’ensemble du support de l’image, permet d’appréhender différents mouvements de la caméra
tels que les panoramiques, les zooms, les travellings. Il s’adapte également aux plans statiques.
Des techniques robustes et multirésolutions associées à des algorithmes itératifs [Sawh-
ney 96,Black 96,Odobez 95] permettent une estimation fiable de ce type de modèle. Ces approches
présentent l’avantage d’un faible temps de calcul. En effet, l’algorithme que nous utilisons1 [Odo-
bez 95] estime les paramètres en temps réel (pour des images de 256× 256 pixels).
Le vecteur de vitesse s’écrit :
wθ(s) = B(s)θ (2.2)
où B(s) est la matrice définie en chaque pixel s = (x, y) par :
B(s) =
[
1 x y 0 0 0
0 0 0 1 x y
]
. (2.3)
L’estimation du vecteur de paramètres θ est formulée comme un problème de minimisation :
θˆ = arg min
θ
∑
s∈R
%(DID(s, θ)) (2.4)
avec
DID(s, θ) = z(G)t+1(s+ wθ,t(s))− z(G)t (s) (2.5)
la différence inter-images déplacée (DID) et z(G)t (s) la valeur au pixel s de l’intensité de l’image
au temps t. Le vecteur de vitesse wθ(s) n’est pas forcément entier. Le calcul de la DID nécessite
donc l’interpolation du point s + wθ,t(s) au pixel (entier) le plus proche. Dans l’équation (2.4),
R représente le support sur lequel est réalisée l’estimation du modèle, c’est-à-dire le support de
l’image. La fonction % est une fonction de coût non quadratique permettant de ne pas perturber
l’estimation du mouvement dominant par des points appartenant à des régions de mouvements
secondaires (objets en mouvement dans la scène). Il s’agit en fait d’un M-estimateur car la mi-
nimisation de la fonction correspond à l’estimation du maximum de vraisemblance si la fonction
% est interprétée comme l’opposé de la log-vraisemblance associée au modèle. La minimisation
(équation (2.4)) est réalisée de manière incrémentale par une méthode de Gauss-Newton dans
un schéma multirésolution. Cela permet d’appréhender des mouvements de grande amplitude.
L’estimé initial θ0 est d’abord supposé nul. Puis, une succession d’incréments ∆θk est évaluée
et cumulée en exploitant une approximation au premier ordre DID′(s, θ) de l’erreur résiduelle
relativement à l’estimé courant θk :
∆θk = arg min
∆θ
∑
s∈R
%(DID′(s, θk)) . (2.6)
1Le logiciel correspondant Motion-2D est disponible et téléchargeable sur la page web :
http ://www.irisa.fr/Vista/Motion2D
Approche locale : sélection et description de points 29
L’approximation du premier ordre est donnée par :
DID′(s) = z(G)t+1(s+ B(s)θ
k)− z(G)t (s) +∇z(G)t+1(s+ B(s)θk) ·B(s)∆θ , (2.7)
où ∇z(G)t+1 est le gradient spatial de la fonction intensité z(G)t+1. La procédure de minimisation mise
en place s’inscrit dans une stratégie pyramidale et est réalisée par une technique de moindres carrés
pondérés itérés à chaque niveau de la pyramide. Il s’agit de résoudre un problème de minimisation
en introduisant des poids Wt(s), en chaque pixel s, spécifiant l’influence de chaque point dans
l’énergie globale. La nouvelle formulation du critère (2.6) est alors :
∆θk = arg min
∆θ
∑
s∈R
1
2
Wt(s)DID′(s, θk)2 , (2.8)
avec
Wt(s) =
%′(DID′(s, θk))
DID′(s, θk)
. (2.9)
La carte des poids Wt (Wt(s) ∈ [0, 1]) ainsi obtenue évalue la conformité des données au modèle
estimé. Si un pixel s participe à l’estimation robuste du mouvement de la caméra alors Wt(s) est
proche de 1 et dans le cas contraire, Wt(s) est proche de 0. Le fait d’utiliser la différence inter-
images déplacée conduit à deux problèmes. Tout d’abord, la simple différence entre deux images
successives (après compensation) aux instants t et t + 1 produit des valeurs élevées à la position
d’un objet mobile à l’instant t (désoccultation du fond par l’objet mobile) et à la position de l’objet
mobile à l’instant t + 1 (occultation du fond par l’objet mobile). Ceci empêche la localisation
précise des objets en mouvement. Une façon de remédier à ce problème est de ne pas utiliser
uniquement la DID entre t et t + 1 mais aussi celle entre t et t − 1. En notant wθ,t(s) le vecteur
de vitesse au pixel s = (x, y) de l’image à l’instant t, nous définissons la carte des pixels en
mouvement Mt par :
Mt(s) =
{
1 si Wt(s+ wθ,t−1(s))) +Wt−1(s) = 0
0 sinon .
(2.10)
Le choix des pixels ayant un poids nul peut paraître drastique. Cependant il évite l’utilisation
de fausses alarmes, c’est-à-dire de pixels détectés comme mobiles alors qu’ils sont en réalité
immobiles. De plus, les différentes expérimentations réalisées sur nos séquences ont montré que
ce choix n’entraîne que très rarement une non détection des objets mobiles in fine. Enfin, la
segmentation des objets mobiles (dernière étape de l’algorithme), c’est-à-dire l’extraction des
masques complets de chaque objet, utilisera l’ensemble des pixels de l’image et ne sera donc pas
limitée par ce choix drastique. Les figures 2.1 et 2.2 montrent des résultats de la détection des
pixels en mouvement. Le premier résultat illustre la difficulté de la tâche consistant à ne détecter
que le skieur.
Le deuxième inconvénient de l’utilisation de la DID est lié à l’impossibilité de calculer une
information de mouvement sur une zone d’intensité homogène. L’intérieur d’objets mobiles d’in-
tensité uniforme se déplaçant relativement lentement se retrouve souvent étiqueté comme appar-
tenant au mouvement de la caméra. En effet, les pixels concernés apparaissent localement comme
des zones immobiles. Un exemple de ce problème est présenté à la figure 2.2 dans laquelle une
partie du buste du piéton est apparenté au mouvement dominant (pixels noirs). Nous n’attachons
pas beaucoup d’importance à ce problème pour l’instant. En effet, il sera assez bien corrigé par la
dernière phase de l’algorithme de détection qui consiste à segmenter les objets mobiles.
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(a) (b) (c)
(d) (e) (f)
FIG. 2.1: Carte de détection des pixels en mouvement sur la séquence de ski nautique. (a)-(c)
Images 107, 108 et 109 en niveau de gris. (d) Carte des poids Wt−1 calculée entre t et t − 1. (e)
Carte des poids Wt calculée entre t et t + 1. (f) Carte Mt de détection des pixels en mouvement.
Les pixels blancs sont les pixels en mouvement.
(a) (b)
FIG. 2.2: Carte de détection des pixels en mouvement sur la séquence montrant une personne
marchant au bord d’un fleuve.(a) Images en niveau de gris. (b) Carte Mt de détection des pixels
en mouvement. Les pixels blancs sont les pixels en mouvement.
2.2 Sélection d’une grille de pixels en mouvement
Dans le chapitre précédent nous avons énoncé plusieurs méthodes de détection et de segmen-
tation de mouvement restreignant la détection à un nombre limité de points. La diminution de
l’espace nous permet d’une part de réduire le temps de calcul et d’autre part de ne considérer que
les pixels en mouvement. Les approches se limitant à un nombre restreint de points utilisent géné-
ralement des points caractéristiques, c’est-à-dire des coins. Le détecteur de coins le plus répandu
dans la littérature est le détecteur de Harris [Harris 88]. Dans [Zhu 05], l’hypothèse justifiant l’uti-
Approche locale : sélection et description de points 31
lisation des coins est que le nombre de coins appartenant aux objets intéressants est plus important
que le nombre de coins appartenant au fond. Nous avons voulu vérifier cette hypothèse sur nos
séquences. La figure 2.3 montre le résultat obtenu sur une image de deux séquences différentes.
Il est facile de constater que la justification basée sur le nombre de coins n’est pas suffisante.
De plus, les coins ont le désavantage de ne pas être robustes aux changements de point de vue :
(a) (b)
FIG. 2.3: Résultat du détecteur de coin Harris sur a) l’image 16 de la séquence de conducteur b)
l’image 108 de la séquence ski nautique.
si le fond varie et que les parallaxes changent, le nombre de coins et leurs voisins peuvent être
considérablement différents d’une image à l’autre. Ainsi nous n’utiliserons pas les coins.
Comme aucun a priori sur la forme ou la texture des objets n’est supposé connu ici, il est
préférable de sélectionner des points n’ayant aucune propriété particulière. La seule contrainte
que nous nous fixons est que ces points doivent être répartis uniformément sur toute l’image, ou
tout du moins sur tous les pixels en mouvement de l’image. La solution que nous proposons est
alors d’utiliser une grille de points uniformément répartie sur l’image. Cela peut être vu comme
un sous-échantillonnage. Nous avons arbitrairement choisi d’utiliser le même nombre de points
pour les axes horizontaux et verticaux de l’image. la grille de points est alors définie par :
G =
{
s =
(k.w
NG
,
l.h
NG
)
, k = 0 · · ·NG , l = 0 · · ·NG |Mt(s) = 1
}
, (2.11)
où w et h sont la largeur et la hauteur de l’image et NG est un paramètre représentant la taille
de la grille (avant suppression des pixels appartenant au mouvement de la caméra). Ce dernier
paramètre est important. En effet, il permet de contrôler le compromis entre le coût de calcul et
la précision. Les étapes de clustering et de segmentation utilisées ensuite dans notre algorithme
de détection des objets mobiles peuvent devenir très coûteuses si un nombre trop important de
points est sélectionné. Ainsi nous avons décidé de fixer approximativement le nombre de points en
mouvement sélectionnés, noté nG. Tous les résultats présentés dans ce document ont été obtenus
avec nG = 500. Il est intéressant de constater que le paramètre réglant la taille de la grille NG
peut être relié au nombre de pixels en mouvement dans l’image, noté m =
∑
s∈PMt(s). Nous
calculons finalement le paramètre NG avec :
NG = b
√
whnG/mc , (2.12)
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où b•c représente la partie entière de •.
Des exemples de grille après suppression des pixels en mouvement sont présentés dans les
figures 2.4(c) et 2.5(c). Ils mettent bien en évidence la diminution du volume des données pour
la recherche des objets en mouvement. L’utilisation de cet ensemble restreint ne permet pas de
détecter directement les objets segmentés mais seulement des groupes de points correspondant
aux objets. Pour plus de clarté, les "objets" détectés dans cet ensemble restreint seront appelés
clusters en mouvement. Ces derniers sont obtenus après regroupement des points sélectionnés en
couches ou régions cohérentes. Un critère de division doit alors être défini. Il passe par la définition
d’un vecteur de caractéristiques, aussi appelé descripteur, en chaque point.
2.3 Description des points sélectionnés
Afin de détecter les clusters en mouvement, nous devons définir quelles caractéristiques se-
ront utilisées par l’algorithme de clustering. Le clustering permet de partitionner un ensemble de
données représentées par des vecteurs de caractéristiques en utilisant uniquement la proximité des
vecteurs dans l’espace. Les résultats d’un algorithme de clustering dépendent du descripteur défini
en chaque point. Il est donc important de bien choisir chaque composante du vecteur pour l’appli-
cation visée. Nous cherchons dans cette partie à détecter des clusters cohérents pour la couleur et
le mouvement. En effet, chaque cluster représente un objet en mouvement défini ainsi :
Définition 1 (Objet en mouvement)
Un objet en mouvement est une région fermée de l’image ayant une couleur et un mouvement
quasi constants.
Un cluster en mouvement est défini similairement :
Définition 2 (Cluster en mouvement)
Un cluster en mouvement est un groupe de points de couleur et mouvement quasi constants. Il
correspond à un objet en mouvement.
Les algorithmes de clustering peuvent devenir très coûteux si la dimension des données est trop
grande. Il faut donc éviter de rajouter des caractéristiques peu discriminantes. La définition donnée
d’un objet nous a amené à utiliser trois caractéristiques principales : la position, le mouvement et
la photométrie. La couleur et le mouvement ont déjà été utilisés ensemble pour la détection de
mouvement [Mittal 04]. La position est ajoutée afin d’éviter que des points éloignés dans l’image
ne se retrouvent groupés dans le même cluster. Nous noterons le descripteur en chaque point
d’index i dans la grille de la façon suivante :
x(i) = (x(i)1 ,x
(i)
2 ,x
(i)
3 ), (2.13)
où x(i)1 = (x, y) représente la position, x
(i)
2 le mouvement et x
(i)
3 les caractéristiques photomé-
triques.
2.3.1 Caractéristiques de mouvement
Avant de pouvoir être intégré dans le vecteur de caractéristiques, le mouvement doit être
estimé. L’estimation du mouvement est un problème fondamental pour l’analyse de séquences
d’images. Il consiste à mesurer la projection 2D dans le plan image d’un mouvement réel 3D, dû
Approche locale : sélection et description de points 33
à la fois au mouvement des objets dans la scène et aux déplacements de la caméra. Le mouve-
ment 2D, appelé flot optique, est une variable cachée qui n’est accessible que par l’analyse des
variations temporelles de la séquence d’images. Il peut être estimé globalement (champ dense)
ou localement (généralement sur des éléments caractéristiques comme les contours ou les coins).
Notre descripteur ne devant être établi que pour quelques points sélectionnés de l’image, il n’est
pas nécessaire ici de calculer un champ dense de mouvement. Après un bref état de l’art sur les
méthodes d’estimation de mouvement, nous détaillerons la méthode utilisée ici. Les vecteurs de
mouvement obtenus n’étant pas toujours de bonne qualité, nous terminons cette sous-section en
décrivant un test statistique permettant de valider les mesures de mouvement en chaque point de
la grille.
2.3.1.1 Introduction aux mesures de mouvement
Afin d’utiliser les notations usuelles, dans toute cette sous-section I dénotera la fonction d’in-
tensité et I(x, y, t) la valeur de l’intensité au point de coordonnées (x, y) au temps t. Les méthodes
d’estimation de mouvement reposent sur l’hypothèse de conservation de la luminance :
I(x+ dx, y + dy, t+ 1) ' I(x, y, t) (2.14)
où dx et dy sont les vecteurs de déplacement horizontaux et verticaux entre les instants t et t+ 1.
Cette hypothèse n’est pas respectée dans le cas d’occultations, de transparences, de réflexions spé-
culaires et plus généralement de variations brutales de luminosité. L’invariance temporelle entre
deux instants peut être caractérisée par une formulation différentielle linéaire, aussi appelée équa-
tion de contrainte du mouvement apparent (ECMA) :
dI
dt
(x, y) =
∂I
∂t
(x, y) +∇I(x, y).(dx, dy) = 0 (2.15)
Avec cette équation, seule la composante de la vitesse parallèle au gradient spatial d’intensité,
appelée vitesse normale, est directement calculable. Ce problème classique et commun aux
différentes approches d’estimation du mouvement est désigné sous le nom de "problème de
l’ouverture". Par exemple, l’estimation du mouvement n’a pas de solution unique pour une sphère
homogène tournant sur elle même. Différentes techniques ont été proposées pour s’affranchir
de ce problème et disposer d’une caractérisation plus précise du mouvement. Il faut cependant
noter qu’une caractérisation incomplète du mouvement n’est pas forcément une limitation pour
certaines applications.
Nous détaillons maintenant brièvement les différents types d’approches existantes pour
l’estimation du flot optique. Les techniques d’estimation peuvent être groupées en trois catégo-
ries, appelées respectivement méthodes de mise en correspondance, méthodes fréquentielles et
méthodes différentielles.
Méthodes de mise en correspondance :
L’approche de mise en correspondance ou block matching consiste à trouver le déplacement
(dx, dy) qui apparie au mieux des régions ou des éléments caractéristiques (contours, coins
...) de la scène entre deux instants consécutifs. L’appariement est en général calculé par une
corrélation ou par distance entre les régions de l’image aux instants t et t + 1. Ces techniques
sont simples à mettre en œuvre et permettent de mesurer des déplacements de grande amplitude.
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Elles se retrouvent dans de nombreux standards de compression vidéo (MPEG1 et 2). Cependant,
nécessitant une recherche exhaustive sur une région d’intérêt, elles peuvent être très coûteuses.
De plus, les critères de similarité utilisés ne sont généralement pas invariants aux transformations
géométriques (changement d’échelle, rotation, distorsion perspective) de l’image. Enfin, ces
techniques sont légèrement imprécises du fait de la discrétisation du déplacement estimé.
Méthodes fréquentielles :
Les méthodes fréquentielles [Fleet 90, Heeger 88, Spinei 98] sont basées sur la transformée de
Fourier en mouvement. Les fréquences temporelles sont déplacées par le produit de la vitesse
et des fréquences spatiales. L’information de mouvement est en général extraite par des filtres
orientés en espace et en temps (Gabor 3D ou filtre large-bande). La contrainte imposée pour éviter
le problème d’ouverture est spatio-temporelle : le mouvement à déterminer est supposé constant à
la fois sur le support spatial et temporel des filtres orientés. Le résultat obtenu est lissé en espace
et en temps, ce qui peut poser des problèmes pour des séquences d’images où les changements
sont rapides. Ces méthodes nécessitent généralement un coût de calcul assez important.
Méthodes différentielles :
Les méthodes différentielles reposent directement sur la résolution de l’équation de contrainte
du mouvement apparent (équation 2.15). Cette dernière s’appuie sur deux hypothèses : la
conservation de l’intensité et un déplacement faible entre deux images consécutives. Un approche
multirésolution permet de considérer des déplacements de plus fortes amplitudes.
Le principal problème de l’ECMA, problème d’ouverture, est lié au fait que cette seule équa-
tion a deux inconnues. Elle ne peut donc être résolue sans ajouter des contraintes supplémentaires
garantissant l’unicité de la solution. Les méthodes de régularisation du flot optique les plus utili-
sées sont la régularisation de Horn et Schunck [Horn 81] et celle de Lucas et Kanade [Lucas 81].
La régularité de Horn et Schunck, appelée contrainte de lissage de l’image, stipule que le champ de
mouvement doit être régulier sur l’ensemble du support (pouvant être toute l’image). Celle de Lu-
cas et Kanade suppose que le champ de mouvement est constant sur un support local. L’avantage
de la méthode introduite par Lucas et Kanade est qu’elle n’est pas forcément utilisée pour calculer
des champs denses. En effet, elle est majoritairement appliquée à l’estimation de mouvement en
des points caractéristiques.
Les méthodes différentielles présentent de nombreux avantages face aux méthodes fréquen-
tielles et de mise en correspondance. L’équation du flot optique permet une estimation sub-
pixellique du mouvement (contrairement aux méthodes de mise en correspondance). De plus,
même si l’estimation d’un champ dense par les méthodes de flot optique est coûteuse, elle l’est
tout de même moins que les méthodes fréquentielles. Nous avons donc décider d’utiliser une de
ces méthodes pour calculer les vecteurs de mouvement en chaque point en mouvement de la grille.
Comme nous n’avons pas besoin d’un champ dense, nous utilisons la méthode introduite par Lu-
cas et Kanade avec une approche multi-résolution. Le principe de cette méthode est détaillé dans
la sous-section suivante.
2.3.1.2 Calcul des vecteurs de mouvement
La régularisation introduite par Lucas et Kanade [Lucas 81] repose sur l’hypothèse d’un mou-
vement constant sur le voisinage des points. Soit V (x, y) le voisinage de taille n d’un point
s = (x, y). L’hypothèse d’homogénéité du mouvement conduit à un système sur-déterminé ré-
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solu par une minimisation aux moindres carrés :
argmin(dx,dy)
∑
(xi,yi)∈V (x,y)
[∂I
∂x
(xi, yi, t)dx +
∂I
∂y
(xi, yi, t)dy +
∂I
∂t
(xi, yi, t)
]2
. (2.16)
Le système (2.16) ne peut malheureusement être résolu que pour des voisinages texturés, c’est-à-
dire des voisinages pour lesquels le gradient d’intensité n’est pas nul sur toute la région. Si cette
condition n’est pas respectée pour un point, les vecteurs de mouvement ne seront pas calculés et
le point sera enlevé de la grille. La grille se redéfinit alors ainsi :
G =
{
s =
(k.w
NG
,
l.h
NG
)
|Mt(s) = 1 & ∃(xi, yi) ∈ V
(k.w
NG
,
l.h
NG
)
, |∇I(xi, yi)| 6= 0
}
. (2.17)
Afin de prendre en compte de grands déplacements, nous avons utilisé une version multi-
échelle de cette méthode. On considère pour cela une pyramide d’images construite par filtrages
gaussiens et sous-échantillonages successifs de l’image originale. Les vecteurs de déplacements
sont d’abord estimés aux échelles grossières et servent ensuite d’initialisation aux échelles plus
fines (en descendant la pyramide).
Des champs denses peuvent être calculés avec cette méthode mais nous nous contentons d’esti-
mer les vecteurs de mouvement pour les points de la grille. Des exemples de cartes de mouvement
obtenues sont montrés sur les figures 2.4(f) et 2.5(f).
2.3.1.3 Validation des vecteurs par un test statistique
Le calcul du flot optique par la méthode de Lucas et Kanade se base sur deux hypothèses. La
première, qui correspond à l’équation de contrainte du mouvement apparent, est la conservation de
la luminance entre deux images consécutives. La deuxième suppose un mouvement quasi constant
autour d’un point. Si ces hypothèses ne sont pas respectées, et si les gradients spatiaux et temporels
ne sont pas assez significatifs, les vecteurs de déplacement peuvent être erronés. Nous avons donc
rajouté une étape de validation des vecteurs de mouvement calculés en chaque point de la grille.
Cette étape repose sur la comparaison de l’intensité du voisinage d’un point s = (x, y) de l’image
au temps t (échantillon de données X) avec le voisinage du point correspondant s′ = (x+dx, y+
dy) dans l’image à l’instant t+ 1 (échantillon de données Y ).
La méthode la plus classique pour comparer deux échantillons est le calcul du coefficient de
corrélation de Pearson. Si les deux échantillons X et Y ont pour variances respectives V (X) et
V (Y ), et pour covariance cov(X,Y ), le coefficient de corrélation s’écrit :
γ =
cov(X,Y )√
V (X)V (Y )
. (2.18)
Ses valeurs sont comprises entre −1 et 1. Une valeur proche de zéro indique que les deux en-
sembles ne sont pas corrélés. Cette relation ne prend pas en compte les distributions individuelles
des deux ensembles et n’est donc pas la meilleure solution pour décider si les deux échantillons
sont réellement corrélés. Des tests statistiques mieux adaptés existent.
Le but d’un test statistique est de décider entre deux hypothèses H0 et H1 laquelle doit être
rejetée. Dans notre cas, l’hypothèse nulle H0 affirme que les deux ensembles ne sont pas corrélés
et l’hypothèse alternative H1 qu’ils sont corrélés. Un risque, dit risque alpha, peut être associé à
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l’hypothèse nulle. Il définit le risque que l’on prend en rejetant l’hypothèse nulle alors que cette
hypothèse était vraie. Il traduit le niveau de confiance d’un test statistique.
Le test statistique relié au coefficient de corrélation que nous utilisons est l’indice de confiance
appelé "p-value". Il s’agit de la probabilité d’avoir obtenu les résultats de la corrélation par chance.
La p-value est basée sur la statistique de décision :
T = γ
√
n− 2
1− γ2 , (2.19)
où n est la taille des deux échantillons X et Y et γ le coefficient de corrélation. Une valeur de
T proche de zéro assure que, sous l’hypothèse nulle, les deux ensembles de données ne sont pas
corrélés. Sous l’hypothèse nulle, la loi de T est bien approchée par une distribution de Student
définie par :
A(x) =
1√
n− 2 B(12 , n−22 )
∫ x
−x
(
1 +
y2
n− 2
) 3−n
2 dy , (2.20)
où B est la fonction bêta donnée par :
B(a, b) = B(b, a) =
∫ 1
0
xa−1(1− x)b−1dx . (2.21)
La probabilité, sous H0, d’obtenir un T supérieur à la valeur observée définit la p-value. Elle est
donnée par A(|T |). Si l’on veut limiter à 5% (valeur la plus couramment utilisée par les statisti-
ciens) le risque d’erreur ou risque alpha, c’est-à-dire le risque de rejeter l’hypothèse nulle alors
qu’elle était vraie, on considère que les deux échantillons sont corrélés si la p-value est inférieure à
0.05. Pour plus d’informations sur la p-value et sur sa mise en œuvre, nous renvoyons à [Press 92].
Nous avons fait le choix de placer le risque à 5%. Si la p-value obtenue pour un point s est
supérieure à 0.05, les vecteurs de déplacement ne seront pas considérés comme valides. Dans ce
cas, nous ne garderons pas le point pour les étapes suivantes de l’algorithme. Une nouvelle grille,
G =
{
s =
(k.w
NG
,
l.h
NG
)
|Mt(s) = 1 & ∃(xi, yi) ∈ V
(k.w
NG
,
l.h
NG
)
, |∇I(xi, yi)| 6= 0 & p-value(s, s′) < 0.05
}
,
(2.22)
est donc définie et un vecteur de déplacement
z(M)t (s) = (dx, dy) (2.23)
est associé à chacun de ses points. Contrairement aux informations de couleur, le vecteur de
caractéristiques de mouvement n’est défini que pour les points de la grille. Dans la suite, nous
noterons |G| la taille de cette grille définitive.
Sur les figures 2.4 et 2.5 nous montrons l’influence de ce test statistique sur deux séquences
différentes. La grille finale ainsi que les vecteurs de mouvement associés sont présentés. Comme
on peut le voir, l’ajout d’une phase de validation des vecteurs de flot optique permet de supprimer
les vecteurs aberrants. Sur ces figures sont également montrés les résultats obtenus en ne gardant
que les points pour lesquels le coefficient de corrélation obtenu est supérieur à 0.5. Les grilles ont
été obtenues avec les paramètres suivants. Pour la séquence de ski nautique, les images sont de
taille w = 320 et h = 240, le nombre de pixels en mouvement est m = 7794, et finalement le
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TAB. 2.1: Taille des grilles pour les images 108 de la séquence de ski nautique et 16 de la séquence
de conducteur
sans validation correlation > 0.5 p-value < 0.05
ski nautique 302 140 177
conduteur 420 184 277
paramètreNG définissant la taille de la grille vaut 5. Pour la séquence de conducteur on aw = 240,
h = 320, m = 10845 et NG = 5. Les tailles (nombre de points) des grilles sont montrées
dans le tableau 2.1. Le test basé sur la p-value conserve plus de points que celui basé sur la
corrélation, notamment des points importants sur le visage du skieur ou sur le bras du conducteur.
Une comparaison approfondie devrait être menée. Néanmoins, un avantage non négligeable de la
p-value est que le seuil à régler (risque alpha) n’influence pas autant les résultats (dès lors qu’il est
choisi assez petit) que le seuil de corrélation.
2.3.2 Caractéristiques photométriques
Le mouvement n’est pas toujours suffisant pour différencier les objets du fond. Des carac-
téristiques photométriques doivent donc être ajoutées au descripteur. De nombreux descripteurs
photométriques ont été étudiés, le plus connu étant probablement le descripteur SIFT (Scale Inva-
riant Feature Transform) [Lowe 99]. Ce descripteur est invariant aux changements de luminosité
et aux transformations géométriques. Cependant comme il s’agit d’un vecteur de dimension 128
nous ne pouvons l’utiliser dans une étape de clustering.
Le descripteur photométrique que nous utiliserons doit être assez discriminant tout en étant de
dimension faible. Les séquences couleur contiennent plus d’informations photométriques que les
séquences en niveau de gris. Nous n’utiliserons donc pas le même descripteur pour ces deux types
de séquences.
2.3.2.1 Descripteurs dans les séquences monochromes
La première information utilisée dans le descripteur photométrique pour les séquences en ni-
veau de gris est l’intensité z(G)t (s) du point s = (x, y) pour lequel le descripteur est calculé. Afin
d’être plus robuste au bruit, nous utilisons plutôt la moyenne, notée z(G)t (s), de l’intensité sur un
petit voisinage autour du point. Diverses expérimentations nous ont montré que cette information
n’est pas suffisante. En effet, le contraste entre un objet et le fond peut être faible. Plutôt que de ra-
jouter de nombreuses dimensions en utilisant le gradient dans plusieurs directions, nous avons dé-
cidé d’utiliser une information sur la texture. De nombreuses définitions et descriptions différentes
de la texture existent. Une texture peut être définie comme une région d’intensité non constante,
comme une organisation spatiale des pixels ou comme une répétition d’un motif ou de quelques
éléments. Le point commun entre ces différentes définitions est le suivant : une région texturée est
une région avec des variations d’intensité. En d’autres termes, toute région non homogène peut
être vue comme une texture. Plusieurs méthodes pour analyser la texture existent également : sta-
tistiques du premier ordre (statistiques sur l’histogramme), matrices de co-occurence (recherche
de motifs), analyse fréquentielle (filtres de Gabor)... Ces approches représentent toutes la texture
avec des descripteurs de grandes dimensions.
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(a) (b)
(c) (d) (e)
(f) (g) (h)
FIG. 2.4: Construction de la grille de points (deuxième ligne) et calcul du flot optique (troisième
ligne) sur l’image 108 de la séquence de ski nautique. (a) Image initiale. (b) Carte des pixels
en mouvement. (c) Grille restreinte uniquement aux pixels en mouvement (les vecteurs de mou-
vement sont montrés sur l’image (f)). (d) Grille finale obtenue après validation des vecteurs de
mouvement par un test de corrélation (seuil = 0.5). (les vecteurs de mouvement sont montrés sur
l’image (g)). (e) Grille finale obtenue après validation des vecteurs de mouvement par un test
statistique (les vecteurs de mouvement sont montrés sur l’image (h)).
Dans ce document, nous caractérisons la texture simplement par la quantité ou la force des
contours présents dans la région. Cette définition, très simple, ne pourrait être utilisée pour la mise
en correspondance ou la classification de textures. Néanmoins, ajoutée aux autres dimensions du
descripteur, elle est suffisante pour différencier les pixels d’un objet des pixels du fond. Ainsi,
la texture en un point de la grille correspond ici à l’écart-type de la moyenne du Laplacien de
l’intensité sur un petit voisinage autour du point : σ
∆z
(G)
t (s)
.
Afin d’apporter de la cohérence temporelle à notre descripteur, nous ajoutons en chaque point
s de l’image t l’information d’intensité et de texture du point s′ = (x+ dx, y+ dy) correspondant
à s = (x, y) dans l’image t + 1. Le descripteur au point s = (x, y) correspondant à l’indice
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(a) (b)
(c) (d) (e)
(f) (g) (h)
FIG. 2.5: Construction de la grille de points (deuxième ligne) et calcul du flot optique (troisième
ligne) sur l’image 16 de la séquence de conducteur. (a) Image initiale. (b) Carte des pixels en mou-
vement. (c) Grille restreinte uniquement aux pixels en mouvement (les vecteurs de mouvement
sont montrés sur l’image (f)). (d) Grille finale obtenue après validation des vecteurs de mouve-
ment par un test de corrélation (seuil = 0.5). (les vecteurs de mouvement sont montrés sur l’image
(g)). (e) Grille finale obtenue après validation des vecteurs de mouvement par un test statistique
(les vecteurs de mouvement sont montrés sur l’image (h)).
i ∈ {1 . . . |G|} de la grille est finalement défini par :
x(i) = (x(i)1 ,x
(i)
2 ,x
(i)
3 ), (2.24)
avec
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x(i)1 = (x, y) ,
x(i)2 = (dx, dy) et
x(i)3 = (z
(G)
t (s), σ∆z(G)t (s)
, z(G)t+1(s
′), σ
∆z
(G)
t+1(s
′)) .
2.3.2.2 Descripteurs dans les séquences couleur
Différents tests expérimentaux nous ont montré que les trois canaux de couleur sont suffisants
pour traiter des séquences couleur. Aucune information de texture ne sera alors rajoutée pour ce
type de vidéos, ce qui permet également de réduire le nombre de dimensions du descripteur en
chaque point. Les images couleur sont codées dans l’espace de couleur RGB. Cette représentation
a un défaut : les trois canaux rouge, vert et bleu sont hautement corrélés ce qui rend cette repré-
sentation sensible aux changements de luminosité. Nous avons donc chercher un meilleur espace
pour nos séquences. Les objets ou clusters intéressants à détecter contenant souvent de la peau,
utiliser un espace de chrominance est approprié. En effet, la peau a une signature particulière dans
l’espace des chrominances [Kjeldsen 96,Singh 03]. Il a été montré dans [Terrillon 00] que tous les
espace de chrominance sont équivalents pour détecter de la peau. Nous avons choisi l’espace YUV.
Le modèle YUV définit un espace colorimétrique en trois composantes. La première représente
la luminance et les deux autres représentent la chrominance. Il s’agit du système utilisé dans les
systèmes de diffusion télévisuelle PAL et NTSC. La conversion d’une image RGB en une image
YUV se fait en appliquant la transformation linéaire : YU
V
 =
 0, 299 0, 587 0, 114−0, 147 −0, 289 0, 436
0, 615 −0, 515 −0, 100
 RG
B
 (2.25)
La figure 2.6 montre un exemple de conversion sur la séquence de conducteur. On remarque bien
que les régions avec de la peau se différencient nettement du reste de l’image pour les canaux de
chrominance. Le vecteur de couleur en chaque pixel s de l’image sera défini dans toute la suite du
document par :
z(C)t (s) = (Yt(s), Ut(s), Vt(s)) . (2.26)
Afin de rendre le descripteur plus robuste au bruit, nous utilisons la moyenne de chaque canal
de couleur calculée sur un voisinage autour du point. De plus, comme pour les séquences mono-
chromes, nous incluons la correspondance dans l’image à l’instant suivant pour ajouter de la co-
hérence temporelle à notre détecteur de clusters en mouvement. Le descripteur au point s = (x, y)
correspondant à l’indice i ∈ {1 . . . |G|} de la grille est finalement défini par :
x(i) = (x(i)1 ,x
(i)
2 ,x
(i)
3 ), (2.27)
avec
x(i)1 = (x, y) ,
x(i)2 = (dx, dy) et
x(i)3 = (z
(C)
t (s), z
(C)
t+1(s
′)) ,
où s′ = (x+ dx, y + dy).
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(a) (b) (c)
(d) (e) (f)
FIG. 2.6: Espace de chrominance YUV a)-c) Les trois canaux rouge, vert et bleu pour l’image 16
de la séquence de conducteur. d)-f) Les trois canaux Y,U,V correspondant
2.4 Conclusion
Dans ce chapitre nous avons présenté la sélection et la description des points qui serviront pour
la détection des clusters en mouvement. Nous rappelons ici les résultats importants. Les points
sélectionnés sont des pixels en mouvement uniformément répartis sur toute l’image et ayant des
mouvements "valides". La validité des vecteurs de mouvement est évaluéee en appliquant un test
statistique sur les vecteurs de déplacement calculés avec l’approche multi-résolution de Lucas et
Kanade. La grille de points est finalement définie par l’équation (2.22). Un descripteur est ensuite
associé à chaque point de cette grille. Les points sont décrits par leur position, leur mouvement et
leurs caractéristiques photométriques. Pour des séquences en niveaux de gris, les caractéristiques
photométriques retenues sont l’intensité et la texture (équation 2.24). Pour les séquences couleur,
seules les informations de couleur dans un espace de chrominance sont prises en compte (équation
2.27). Le chapitre suivant présente la méthode de partitionnement qui permettra de détecter les
clusters en mouvement.
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Chapitre 3
Partitionnement des points
Dans la première partie de ce document nous cherchons à détecter les objets en mouvement.
Un objet en mouvement est défini comme une région fermée ayant une couleur et un mouve-
ment quasi uniforme (définition 1). La détection des objets se décompose en deux étapes : l’ex-
traction de clusters en mouvement (définition 2) et la segmentation des différents objets, chacun
correspondant à un cluster. Seuls les points de la grille définie dans le chapitre précédent servent
à l’extraction des clusters. L’extraction peut immédiatement se faire à l’aide d’une méthode de
partitionnement des points, aussi appelée clustering. Ce chapitre présente un état de l’art des mé-
thodes de clustering et détaille la méthode dite "mean shift" qui sera utilisée. Le mean shift est une
méthode non paramétrique basée sur une estimation à noyau. Après l’état de l’art, nous rappel-
lerons quelques principes des estimateurs à noyau et terminerons en décrivant la méthode mean
shift pour des noyaux de taille fixe sur tout l’espace des données et pour des noyaux de taille
variable. Deux principaux estimateurs à noyau variable existent dans la littérature : l’estimateur
"sample point" et l’estimateur "balloon". L’algorithme de clustering mean shift a déjà été introduit
pour l’estimateur sample point [Comaniciu 01]. Nous introduisons dans ce chapitre le mean shift
pour l’estimateur balloon, appelé "pseudo balloon mean shift", qui sera mieux adapté aux espaces
multidimensionnels (comme nous le verrons au chapitre 4).
3.1 Les méthodes de clustering
Nous présentons dans cette section un état de l’art des algorithmes de clustering. Cet état
de l’art n’est pas exhaustif et se limite aux algorithmes les plus cités. Pour une bibliographie plus
complète, le lecteur peut se référer à [Jain 99,Grabmeier 02]. Les algorithmes de clustering sont ici
divisés en quatre classes : approches basées sur le partitionnement des données, approches hiérar-
chiques, approches paramétriques d’estimation de la densité et approches non paramétriques d’es-
timation de la densité. Cette classification n’est pas stricte car certaines approches appartiennent à
plusieurs catégories.
Les notations utilisées dans cette section sont les suivantes. Le nombre total de clusters, fixé
préalablement par l’utilisateur ou automatiquement obtenu par l’algorithme, sera noté kc. Nous
introduisons la fonction c qui à chaque vecteur x(i), correspondant au iieme point de l’espace
des données, associe l’indice du cluster auquel appartient le point. Si le point i appartient au
cluster d’indice u, alors c(i) = u. Nous utiliserons de manière abusive le terme point ou vecteur
de caractéristiques pour faire appel au vecteur x(i) représentant chaque point. De même, nous
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appellerons parfois point l’indice i d’un point dans la grille. On définit par Cu l’ensemble des
points appartenant au cluster u : c(i) = u ⇔ x(i) ∈ Cu. Le nombre de points de l’espace
correspond à la taille de la grille, noté |G|.
3.1.1 Approches basées sur le partitionnement des données
Les méthodes basées sur le partitionnement des données permettent de diviser l’ensemble des
données en kc clusters. Le nombre de clusters kc est fixé a priori par l’utilisateur. Ces méthodes
reposent généralement sur le choix d’une partition initiale qui est ensuite améliorée avec un algo-
rithme itératif. Chaque cluster u est représenté par un vecteur vu, ce dernier étant le plus souvent
le centre de gravité du cluster.
L’objectif de ces méthodes est de minimiser sur l’ensemble des clusters une mesure de simila-
rité, appelée dist, entre le représentant d’un cluster et tous les vecteurs qui le composent :
sim =
kc∑
u=1
∑
i|c(i)=u
dist(x(i),vu) . (3.1)
Le plus connu des algorithmes de partitionnement des données est le K-means. Cet algorithme
utilise la distance euclidienne comme mesure de similarité. La minimisation de l’équation (3.1).
est un problème d’optimisation. Dans le K-means, l’optimisation appliquée est une descente de
gradient. Cette dernière est très sensible aux conditions initiales et peut converger vers des minima
locaux. D’autres méthodes de partitionnement des données existent mais elles restent toutes assez
sensibles aux conditions initiales.
3.1.2 Approches hiérarchiques
Le principe des approches hiérarchiques est de construite un arbre binaire indicé appelé den-
dogramme. Le niveau le plus bas de l’arbre correspond à la partition la plus fine où chaque point
de l’ensemble des données représente un cluster. Le niveau le plus haut correspond à la partition
constituée d’un seul cluster englobant l’ensemble des points. Entre les deux, plusieurs partitions
peuvent être construites. Le partionnement final des données est obtenu en coupant l’arbre horizon-
talement. Chaque nœud de l’arbre correspond à un cluster et englobe l’ensemble des points conte-
nus dans le sous-arbre correspondant. La construction de l’arbre peut être ascendante (bottom-
up) [Lance 67] ou descendante (top-down) [Hubert 74].
La hauteur d’un nœud dans l’arbre est importante. Elle représente l’indice de dispersion du
nœud et correspond à une mesure de proximité entre les points qu’il contient. Elle est calculée
après la fusion de deux groupes de points et est en fait basée sur une mesure d’écart (distance
minimale ou maximale entre les points des deux groupes, variance des vecteurs [Lebart 84] ...)
entre les deux groupes ou sur le nombre de clusters souhaités.
Une propriété intéressante des algorithmes hiérarchiques est la stabilité des résultats. En effet,
aucun paramètre ou a priori ne doit être défini préalablement. Cependant, ils sont très coûteux et
sont donc peu adaptés à de grands ensembles de données.
3.1.3 Approches paramétriques d’estimation de la densité
Les approches basées sur l’estimation de la densité partitionnent un ensemble de vecteurs en
utilisant leur densité locale. Celle-ci est estimée à l’aide de méthodes statistiques d’estimation
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de la densité. Chaque groupe de points localement dense correspond à un cluster. Il existe deux
types de méthodes d’estimation de la densité : les méthodes paramétriques et les méthodes non
paramétriques. Les premières supposent que les données sont distribuées suivant un modèle sta-
tistique connu. L’objectif est alors d’estimer les paramètres du modèle, généralement un mélange
de distributions de probabilité de forme paramétrique :
f(x) =
kc∑
j=1
pijφj(x, αj) , (3.2)
où φj est une distribution, pij un paramètre du modèle représentant le poids de la distribution j et
αj un paramètre traduisant la densité des clusters. Les distributions sont généralement supposées
gaussiennes et les paramètres souvent estimés par l’algorithme EM. Les paramètres estimés sont
alors les moyennes et les matrices de covariance des gaussiennes ainsi que le poids de chacune
d’elles. Chaque composante du mélange correspond à un cluster. Une fois les paramètres estimés,
chaque point est attribué à la composante la plus probable pour ce point.
Les approches paramétriques sont très simples à mettre en œuvre mais la qualité de l’estima-
tion dépend fortement de l’adéquation du modèle choisi par rapport à la distribution réelle des
points. De plus l’algorithme EM peut s’avérer assez coûteux.
3.1.4 Approches non paramétriques d’estimation de la densité
Avec les statistiques paramétriques, une hypothèse est formulée sur la loi suivie par la fonction
de densité, ce qui correspond à une connaissance a priori. Une autre manière d’estimer la densité
d’un ensemble de données est d’utiliser une méthode non paramétrique. La méthode non para-
métrique la plus connue pour le clustering est le mean shift. Il s’agit d’un procédure itérative de
montée de gradient qui estime les modes de la densité d’un nuage de points. Nous avons décider
d’utiliser cette méthode dans notre algorithme de détection des objets mobiles. En effet, les al-
gorithmes mean shift convergent rapidement vers un partitionnement unique et ne nécessitent pas
l’apport d’un a priori sur les données. Ce chapitre décrit les algorithmes de clustering mean shift.
Les algorithmes mean shift se basent sur l’utilisation d’un estimateur à noyau. Nous rappellerons
dans la section suivante le principe de l’estimation à noyau et présentons trois algorithmes mean
shift dans la section 3.3. La différence entre ces trois algorithmes repose sur le noyau utilisé. Il
peut être fixe ou variable ce qui conduit à des algorithmes de partitionnement différents. Un défaut
des algorithmes mean shift est que la taille du noyau doit être préalablement définie. Nous dédions
tout le chapitre suivant à la sélection automatique de ce paramètre.
3.2 Estimateurs à noyau
Les estimateurs à noyau sont des outils classiques en statistique. Pour plus de clarté dans ce
chapitre et le suivant, nous rappelons ici quelques résultats sur les estimateurs à noyau de taille
fixe et de taille variable.
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3.2.1 Estimateur à noyau fixe
Étant donnés {x(i)}i=1..n, n points dans l’espace Rd de dimension d, l’estimation non para-
métrique de la densité en un point x est donnée par :
f̂(x) =
1
n
n∑
i=1
KH(x− x(i)) (3.3)
où KH est un noyau de profil k. La matrice de lissage H est appelée fenêtre, taille ou bande pas-
sante (en anglais "bandwidth") du noyau. L’estimateur à noyau est aussi appelé fenêtre de Parzen.
Son fondement et ses propriétés sont bien décrites dans [Tsybakov 03]. L’équation précédente peut
se réécrire :
f̂(x) =
1
n|H|1/2
n∑
i=1
K(H−1/2(x− x(i))) . (3.4)
Un noyau K, adapté à l’estimation non paramétrique, doit respecter certaines propriétés. En
effet, le noyau doit être une fonction de Rd dans R positive, bornée, à support compact vérifiant :∫
Rd
K(x)dx = 1 (normalisée), (3.5)
lim
‖x‖→∞
‖x‖dK(x) = 0 (décroissance rapide), (3.6)∫
Rd
xK(x)dx = 0 , (3.7)∫
Rd
xxTK(x)dx = cKI , (3.8)
où cK est une constante de normalisation et I est la matrice identité.
Les estimateurs à noyau fixe ne donnent pas toujours une bonne représentation des données.
Ainsi, si la densité des données varie de manière significative d’une partie à l’autre de l’espace
considéré, il est préférable d’utiliser un estimateur à noyau variable. Deux principaux estimateurs
à noyau variable existent [Wand 95]. Pour le premier, appelé estimateur "sample point", le noyau
s’adapte aux points de données observés, tandis que pour le second, appelé estimateur "balloon",
le noyau s’adapte aux points d’estimation.
3.2.2 Estimateur sample point
L’estimateur sample point a été introduit par Breiman et al. dans [L.Breiman 77]. Il s’agit d’un
mélange de noyaux de même forme mais de bande passante variable centrée en chaque observation
(points de données) :
f̂(x) =
1
n
n∑
i=1
KH(x(i))(x− x(i))
=
1
n
n∑
i=1
1
|H(x(i))|1/2K(H(x
(i))−1/2(x− x(i))) .
(3.9)
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Les avantages et inconvénients de cet estimateur ont été étudiés dans [Terrell 92]. L’estimateur
sample point est une densité et son biais est considérablement réduit si les noyaux H(x(i)) sont
bien paramétrés. Cependant il est difficile de calculer les valeurs de ces paramètres, en particulier
dans des espaces hétérogènes de dimensions importantes. Dans [Terrell 92], des expérimentations
ont montré que cet estimateur donne de bien meilleurs résultats que l’estimateur à noyau fixe si la
taille de l’espace de données est relativement faible mais détériore les résultats quand la taille de
l’espace augmente. Un autre désavantage est que l’estimé en un point peut être influencé par des
observations très éloignées de ce point.
3.2.3 Estimateur balloon
L’estimateur balloon a été introduit par Loftsgaarden et Quensberry [Loftsgaarden 65]. Il est
défini par :
f̂(x) =
1
n
n∑
i=1
KH(x)(x− x(i))
=
1
n
n∑
i=1
1
|H(x)|1/2K(H(x)
−1/2(x− x(i))) .
(3.10)
Cet estimateur à de bonnes propriétés asymptotiques [Mack 79], mais il ne s’agit pas d’une
densité (son intégration ne donne pas toujours 1). Dans [Terrell 92], il a tout de même été montré
que cet estimateur devient très performant, comparé aux deux autres estimateurs évoqués, quand
la dimension des données devient supérieure à 3.
Avant de décrire les trois méthodes de clustering mean shift, chacune étant associée à un des
estimateurs précédents, nous faisons un bref rappel sur la qualité d’une estimation et sur le profil
d’un estimateur.
3.2.4 Qualité d’un estimateur à noyau fixe
La qualité d’un estimateur est mesurée en calculant l’erreur d’estimation f̂ − f . Une mesure
couramment utilisée pour évaluer un estimateur est le risque quadratique local (MSE), qui est égal
à la somme de la variance et du biais au carré :
MSE(x) = E
[
(f̂(x)− f(x))2]
= var(f̂(x)) +
[
Biais(f̂(x))
]2
,
(3.11)
avec le biais :
Biais(f̂(x)) = E
[
f̂(x)
]− f(x) , (3.12)
et la variance :
var(f̂(x)) = E
[
(f̂(x)− E[f̂(x)])2] . (3.13)
D’autres mesures, telles que le risque quadratique intégré (MISE) ou risque quadratique intégré
asymptotique (AMISE), existent également. Les résultats détaillés des différentes mesures ap-
pliquées aux estimateurs à noyau peuvent être trouvés dans [Scott 92] et [Wand 95]. Nous ne
montrons ici que le calcul du biais et de la variance pour l’estimateur à noyau fixe. Notons ∇f le
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gradient de la fonction f , etH(f) la matrice Hessienne des dérivées secondes. Le développement
de Taylor d’ordre 2 en x de f(•) [Wand 95, p.94] est :
f(x + δx) = f(x) + δxT∇f(x) + 1
2
δxTH(f(x))δx + o(δxT δx) . (3.14)
L’espérance d’un estimateur à noyau peut être interprétée comme une convolution [Stoker 93].
Ainsi, l’espérance de l’estimateur à noyau fixe est donnée par :
E
(
f̂(x)
)
=
∫
1
|H|1/2K(H
−1/2(u− x))f(u)du
=
∫
K(s)f(x + H1/2s)ds
=
∫
K(s)
(
f(x) + (H1/2s)
T∇f(x) + 1
2
(H1/2s)
TH(f(x))(H1/2s)+
o(sTHs)
)
ds
=
[ ∫
K(s)dsf(x) +
∫
K(s)sTds H1/2
T∇f(x)+∫
1
2
K(s)(H1/2s)
TH(f(x))(H1/2s)ds +
∫
K(s)o(sTHs)ds
]
.
(3.15)
En utilisant les propriétés du noyau introduites dans la sous-section précédente (équation 3.11), le
fait que la trace (tr(•)) d’un scalaire est égale au scalaire lui-même et que tr(AB) = tr(BA), le
biais de l’estimateur à noyau fixe devient :
Biais(f̂(x)) = E
(
f̂(x)
)− f(x)
=
∫
tr
[
K(s)(H1/2s)
TH(f(x))(H1/2s)]ds + ∫ K(s)o(sTHs)ds
=
∫
tr
[
H1/2
TH(f(x))H1/2ssTK(s)]ds + ∫ K(s)o(sTHs)ds
= cktr
[
H1/2
TH(f(x))H1/2]+ ∫ K(s)o(sTHs)ds ,
(3.16)
et la variance est définie par :
var(f̂(x)) = var
[ 1
n
n∑
i=1
KH(x− x(i))
]
=
1
n
var
[ n∑
i=1
KH(x− x(i))
]
=
1
n
[
E
(( n∑
i=1
KH(x− x(i))
)2)− (E( n∑
i=1
KH(x− x(i))
))2]
=
1
n
[ 1
|H|1/2
( ∫
(K(s))2dsf(x) +
∫
o(sTHs)ds)
)−
( ∫
K(s)dsf(x) +
∫
K(s)o(sTHs)ds)
)2]
=
1
n|H|1/2
( ∫
(K(s))2dsf(x) +
∫
K(s)o(sTHs)ds) .
(3.17)
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Un bon estimateur est un estimateur non biaisé et de faible variance. La définition du biais et de
la variance pour l’estimateur à noyau fixe conduit à l’analyse suivante : la valeur absolue du biais
augmente et la variance diminue quand la taille du noyau H augmente. La qualité de l’estimation
va donc fortement dépendre du choix du noyau, et un compromis entre le biais et la variance doit
souvent être trouvé. Nous consacrons le chapitre suivant à l’étude du choix de la bande passante
du noyau et ne donnons donc pas ici plus de détails sur les critères de sélection de la taille du
noyau.
3.2.5 Profile d’un estimateur à noyau
Un noyau est caractérisé par son profil. Le profil est une fonction k : [0,∞)→ R. Nous nous
intéressons ici aux noyaux symétriques. La relation reliant le noyau au profil est, dans ce cas, :
K(x) = ckk(‖x‖2) , (3.18)
où ck est une constante de normalisation strictement positive. Cette constante doit assurer la rela-
tion (3.5). L’estimateur à noyau de l’équation (3.3) se réécrit :
f̂(x) =
1
n|H|1/2
n∑
i=1
K(H−1/2(x− x(i)))
=
ck
n|H|1/2
n∑
i=1
k(‖H−1/2(x− x(i))‖2) .
(3.19)
De nombreux noyaux, satisfaisant toutes les propriétés précédentes, existent. Les plus utilisés par
les algorithmes mean shift sont le noyau d’Epanechnikov et le noyau gaussien. Le profil du noyau
d’Epanechnikov est défini par :
kE(x) =
{
1− x 0 ≤ x ≤ 1
0 x > 1 .
(3.20)
Il a de très bonnes propriétés statistiques. En effet, il peut être montré que la mesure AMISE est
minimisée en utilisant un noyau d’Epanechnikov [Scott 92, p.139] [Wand 95, p.104]. Cependant
sa dérivée n’est pas définie sur les frontières du domaine. L’autre noyau fréquement utilisé par les
algorithmes mean shift est le noyau gaussien de profil :
k(x) = exp(−1
2
x) (3.21)
pour lequel :
g(x) = −k′(x) = 1
2
k(x) . (3.22)
La constante de normalisation pour ce noyau est ck = (2pi)−d/2.
3.3 Filtrage et clustering mean shift
Après avoir rappelé certaines propriétés des estimateurs à noyau, nous pouvons facilement
introduire les algorithmes mean shift. Nous nous intéressons ici au filtrage et au clustering mean
50 3.3 Filtrage et clustering mean shift
shift. Le filtrage correspond à la recherche du mode de la densité à partir d’un point. Le clustering
correspond au partitionnement final des données et découle directement du filtrage. Nous com-
mençons par présenter le mean shift avec un estimateur à noyau fixe, suivi du mean shift avec un
estimateur sample point, connu sous le nom de "variable bandwidth mean shift". Nous finissons
ce chapitre en introduisant un algorithme mean shift basé sur l’estimateur balloon. Cet algorithme
sera appelé "pseudo balloon mean shift".
3.3.1 Filtrage mean shift à noyau fixe
Le filtrage mean shift a d’abord été introduit par Fukunaga [Fukunaga 75] dans le but de
proposer une estimation intuitive du gradient de la densité d’un nuage de points et de l’utiliser
pour les problèmes de reconnaissance de formes. Il a ensuite été repris par Cheng [Cheng 95] et
été très largement étudié par Comaniciu [Comaniciu 99, Comaniciu 01, Comaniciu 02]. Il s’agit
d’une méthode itérative de montée de gradient permettant de trouver les modes de la densité d’un
nuage de points. Le mode d’un nuage de point correspond à un maximum local de sa densité. Le
principe de la procédure mean shift est de trouver ce mode en résolvant itérativement l’équation
∇f(x) = 0 sans estimer la densité. Le filtrage mean shift est bien décrit dans [Comaniciu 02]
et nous ne rappelons ici que très brièvement le principe. Le gradient de l’estimateur à noyau fixe
(équation 3.3) est donné par :
∇f̂(x) = H−1 f̂(x) m(x) (3.23)
où m est le vecteur "mean shift",
m(x) =
∑n
i=1 x
(i) g
(‖H−1/2(x− x(i))‖2)∑n
i=1 g
(‖H−1/2(x− x(i))‖2) − x , (3.24)
avecg = −k′. Le vecteur mean shift est une estimation du gradient normalisé, à un coefficient
multiplicatif près, et permet de définir un chemin menant à un maximum local de la densité, c’est-
à-dire un mode du nuage de point. La procédure de filtrage mean shift est décrite dans l’algorithme
2. La convergence de cet algorithme est prouvée dans [Comaniciu 02]. Les points y(j), calculés à
Algorithme 2 Filtrage mean shift
Étant donnés {x(i)}i=1,...,n, n points dans l’espace de dimension d et {z(i)}i=1,...,n leurs modes
associés.
Pour i = 1 . . . n
1. Initialiser j = 1, y(1) = x(i).
2. Répéter
• y(j+1) = y(j) + m(y(j)) (équation 3.24).
• j = j + 1.
Jusqu’à y(j−1) = y(j).
3. z(i) = y(j).
chaque itération, sont appelés points de trajectoire. Le premier point y(1) est le point d’estimation
x et le dernier y(tm) est le mode z.
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Un algorithme de clustering peut être directement déduit de cette procédure de filtrage en
regroupant tous les points ayant convergé vers le même mode. Cette procédure est décrite dans
l’algorithme 3.
Algorithme 3 Clustering mean shift
Étant donnés {x(i)}i=1,...,n, n points dans l’espace de dimension d et {z(i)}i=1,...,n leurs modes
associés.
1. Appliquer l’algorithme de filtrage mean shift.
2. Regrouper tous les z(i) qui sont distants d’au plus H, c’est-à-dire regrouper deux modes z(i)
et z(j) si :
‖z(i) − z(j)‖ ≤ ‖H‖ .
3. Regrouper tous les points x(i) dont les modes associés appartiennent au même groupe.
L’algorithme de filtrage mean shift converge généralement moins vite avec un noyau gaussien
qu’avec un noyau d’Epanechnikov. Cependant la qualité de l’estimation est souvent meilleure
avec un noyau gaussien. Ainsi, nous avons préféré utiliser ce noyau. En utilisant un noyau normal,
l’équation (3.24) devient
m(x) =
∑n
i=1 x
(i) exp(−12D2(x,x(i),H))∑n
i=1 exp(−12D2(x,x(i),H))
− x (3.25)
où
D2(x,x(i),H) ≡ (x− x(i))TH−1(x− x(i)) (3.26)
est la distance de Mahalanobis (au carré) entre x et x(i).
3.3.2 Mean shift basé sur l’estimateur “sample point” :
Le filtrage mean shift utilisant l’estimateur sample point a été introduit par Comaniciu et al.
dans [Comaniciu 01]. Nous ne donnons ici que la définition du vecteur mean shift. En utilisant
l’estimateur sample point, l’équation (3.25) devient :
m(x) =
∑n
i=1 |H(x(i))|−1/2x(i) exp(−12D2(x,x(i),H(x(i))))∑n
i=1 |H(x(i))|−1/2 exp(−12D2(x,x(i),H(x(i))))
− x . (3.27)
De nouveau, des algorithmes de filtrage et de clustering peuvent être déduits de cette définition.
La preuve de convergence du filtrage mean shift avec l’estimateur sample point peut être trouvée
dans [Comaniciu 01].
3.3.3 Mean shift basé sur l’estimateur “balloon”
Aucun algorithme mean shift utilisant l’estimateur balloon n’existe dans la littérature. L’ex-
plication vient des défauts de cet estimateur : l’estimateur ballon f̂(x) n’est pas toujours une
densité et présente des problèmes de discontinuité. De plus sa dérivée ∇f̂(x) contient des termes
en (x− x(i))2 et H′(x), ce qui ne permet pas d’en déduire une expression sous forme de vecteur.
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La performance de l’estimateur balloon a pourtant été montrée pour des données de dimension
supérieure à 3, ce qui est notre cas ici. Nous rappelons que les descripteurs qui seront utilisés
par l’algorithme de clustering sont de dimension 8 pour des séquences en niveau de gris et de
dimension 10 pour des séquences couleur. Il nous a donc paru intéressant de mettre en place un
algorithme de clustering mean shift avec cet estimateur. Pour cela, il est nécessaire d’effectuer
plusieurs hypothèses.
Dans le contexte des algorithmes mean shift, la fonction H représentant la taille du noyau est
seulement définie de manière discrète en chaque point d’estimation. On peut donc supposer que
∀i = 1 . . . n,H′(x(i)) = 0. En utilisant le profil k, l’estimateur balloon (équation (3.10)) peut se
réécrire au point x(i) :
f̂(x(i)) =
ck
n
n∑
j=1
1
|H(x(i))|1/2k(‖H(x
(i))−1/2(x(j) − x(i))‖2) . (3.28)
Avec l’hypothèse émise (H′(x(i)) = 0), la dérivée de cet estimateur, pour i = 1 . . . n, vaut :
∇̂f(x(i)) = ∇f̂(x(i))
=
ck
n|H(x(i))|1/2
n∑
j=1
H(x(i))−1(x(j) − x(i))k(‖H(x(i))−1/2(x(j) − x(i))‖2)
=
ck
n|H(x(i))|1/2 H(x
(i))−1
n∑
j=1
k(‖H(x(i))−1/2(x(j) − x(i))‖2)(x(j) − x(i))
=
1
n
[ n∑
i=1
H(x(i))−1KH(x(i))(x
(j) − x(i))][∑nj=1 x(j)KH(x(i))(x(j) − x(i))∑n
j=1KH(x(i))(x(j) − x(i))
− x(i)
]
.
.
(3.29)
Le dernier terme de cette équation nous donne directement le vecteur mean shift :
m(x) =
∑n
j=1 x
(j)KH(x)(x− x(j))∑n
j=1KH(x)(x− x(j))
− 1 , (3.30)
et un algorithme de filtrage pourrait en être déduit. Cependant, il reste encore un problème à
résoudre. En effet si H varie en chaque point de trajectoire, la convergence n’est pas assurée. La
solution que nous proposons est de définir un algorithme mean shift "pseudo balloon" pour lequel
le noyau varie en chaque point d’estimation (c’est-à-dire en chaque point de données) mais est
fixe pour tous les points de trajectoire. Cela signifie que les points de données influençant le calcul
d’un vecteur mean shift sont pris dans un voisinage de même taille tout le long de la trajectoire de
montée de gradient. L’avantage est que l’estimée en un point a moins de risque d’être influencée
par des observations trop éloignées. Nous supposons donc la taille H(x) du noyau constante pour
tous les points de trajectoire y(j) correspondant au point d’estimation x. La convergence de ce
nouvel algorithme de filtrage mean shift pseudo ballon est démontrée dans l’annexe A dans le cas
où H(x)T = H(x). La procédure de clustering est définie dans l’algorithme 4. Nous utilisons le
minimum des deux bandes passante dans l’étape 2 afin d’éviter le regroupement de deux modes
trop éloignés.
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Algorithme 4 Algorithme "pseudo balloon mean shift"
Étant donnés {x(i)}i=1,...,n, n points dans l’espace de dimension d et {z(i)}i=1,...,n leurs modes
associés.
1. Pour i = 1, . . . , n, appliquer l’algorithme de filtrage mean shift en utilisant l’équation
(3.30).
2. Regrouper deux modes z(i) et z(j) si :
‖z(i) − z(j)‖ ≤ min(‖H(x(i))‖, ‖H(x(j))‖) .
3. Regrouper tous les points x(i) dont les modes associés appartiennent au même groupe.
La comparaison entre le clustering pseudo balloon mean shift et le clustering utilisant l’esti-
mateur sample point est montrée dans le chapitre suivant.
3.4 Conclusion
Dans ce chapitre nous avons rappelé quelques principes de l’estimateur à noyau et présenté
le clustering mean shift. Une nouvelle procédure mean shift, appelée pseudo balloon mean shift,
reposant sur l’estimateur balloon a été introduite. Le défaut principal des estimateurs à noyau
et des méthodes mean shift est que les résultats obtenus dépendent très fortement des tailles de
noyau utilisées. La sélection automatique de la taille des noyaux est un problème complexe faisant
toujours l’objet de nombreuses recherches. Elle devient une réelle difficulté si la dimension des
données devient grande et l’espace hétérogène, ce qui sera notre cas. Nous dédions le chapitre
suivant à la sélection automatique de la taille du noyau pour ce type de données. Les résultats
de clustering appliqués à nos séquences dans le but de détecter les clusters en mouvement seront
ensuite montrés dans le chapitre 5.
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Chapitre 4
Sélection automatique de la taille du
noyau pour le partitionnement mean
shift
Dans le chapitre précédent, le clustering mean shift a été présenté. Nous avons choisi cette
approche car elle ne requiert pas la connaissance a priori du nombre de clusters et de leur
forme (ou leur distribution). Le mean shift est une technique non paramétrique qui repose sur
l’estimation de la densité par un estimateur à noyau. La difficulté est alors de définir la taille du
noyau car celle-ci influence beaucoup les résultats de partitionnement.
Nous considérons ici un espace de données hétérogènes de grande dimension. Les données,
de dimension d, sont ainsi composées de P parties indépendantes (par exemple la position, le
mouvement, la couleur), chacune étant de dimension dρ, ρ = 1 . . . P (
∑P
ρ=1 dρ = d). Nous
emploierons de manière identique les termes d’espace de caractéristiques, de domaine ou de type
d’information pour faire référence à chacune des composantes des données. Les données peuvent
être multimodales (données hétérogènes), ce qui encourage l’utilisation d’estimateurs à noyau de
bande passante variable (estimateur "sample point" ou "balloon"). Cependant, cela complique le
calcul de la meilleure taille de noyau, cette dernière devant maintenant être calculée pour chaque
point de l’espace.
Plusieurs méthodes existent pour calculer la meilleure bande passante du noyau de l’estima-
teur. En particulier, un certain nombre de critères statistiques, faisant généralement un compromis
entre le biais et la variance, ont été introduits dans la littérature. Ces critères sont néanmoins
peu adaptés à des données de grande dimension. Quelques techniques, uniquement dédiées
au clustering, préfèrent utiliser un critère de validation des partitions pour choisir la meilleure
taille. En particulier, une de ces méthodes a été spécialement conçue pour le clustering mean
shift [Comaniciu 01, Comaniciu 03a]. Cette méthode n’est toutefois pas très bien adaptée à nos
données hétérogènes.
Nous consacrons ce chapitre à la mise en place d’un algorithme de sélection de la taille du
noyau spécialement conçu pour le partitionnement mean shift de données hétérogènes de grande
dimension. La méthode proposée a été très largement inspirée par l’algorithme mis en place dans
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[Comaniciu 03a]. Elle se base sur un critère de validation des clusters en considérant qu’un bon
cluster ne devrait pas changer si la taille du noyau varie légèrement. Afin de prendre en compte
l’hétérogénéité des données, la technique proposée est itérative et sélectionne successivement la
meilleure bande passante pour chaque espace de caractéristiques.
Le chapitre est organisé comme suit. Dans un premier temps (section 4.1) nous introduisons
rapidement les méthodes existantes de calcul de la bande passante du noyau. Nous introduisons
ensuite, dans la section 4.2, la méthode proposée, et la validons (section 4.3) dans le contexte de
la segmentation d’images couleur. Nous terminons cette dernière section en montrant comment la
technique proposée s’applique à la détection de cluster en mouvement et présentons un premier
résultat de détection.
4.1 État de l’art sur la sélection de la taille d’un noyau
Cette première section présente rapidement les méthodes existantes pour la sélection automa-
tique de la taille du noyau fixe ou variable d’un estimateur. Nous séparons les critères statistiques
et les critères de validation d’une partition.
4.1.1 Méthodes statistiques pour la sélection du noyau
Un bon estimateur est un estimateur non biaisé et de faible variance. La définition du biais et
de la variance, pour l’estimateur à noyau fixe (chapitre 3), conduit à l’analyse suivante : la valeur
absolue du biais augmente et la variance diminue quand la taille du noyau H augmente. La qualité
de l’estimation va donc fortement dépendre du choix du noyau et un compromis entre le biais
et la variance doit souvent être trouvé. Minimiser le biais et la variance de l’estimateur revient à
minimiser le risque quadratique local (MSE). Le MSE (équation (3.11)),
MSE(x) = E
[
(f̂(x)− f(x))2]
= var(f̂(x)) +
[
Biais(f̂(x))
]2
,
mesure localement la distance entre l’estimateur à noyau f̂ et la densité f . Une mesure globale, ap-
pelée risque quadratique intégré (MISE), peut être calculée en intégrant la distance sur l’ensemble
des données. En ignorant les termes d’ordre supérieur, on obtient finalement le risque quadratique
intégré asymptotique (AMISE). Le MSE contient des termes fonction de la densité et de sa dérivée
seconde, et les deux autres mesures sont fonction de la dérivée seconde uniquement. Ces mesures
ne peuvent donc pas être utilisées directement puisqu’elles dépendent toutes de la densité que l’on
cherche à estimer.
Un certain nombre de critères ont été mis en place pour minimiser ces mesures. On
peut notamment citer la règle du pouce ("rule of thumb") [Silverman 86], les règles dites
"plug-in" [Park 90, Sheather 91], ou encore les règles de validation croisée [Park 90] [Simo-
noff 96, p.46]. Le principe de la règle du pouce est de supposer que f est la densité d’une variable
aléatoire, généralement gaussienne, ce qui permet de calculer la densité et sa dérivée seconde.
Cette règle échoue dès lors que l’on s’écarte d’une distribution gaussienne ou si la vraie densité
est multi-modale. Les règles "plug-in" s’inspirent de la règle du pouce. On commence par définir
une bande passante initiale permettant d’avoir une première estimation, appelée "pilote", de
l’estimateur à noyau. La densité est supposée égale à ce pilote et est injectée dans la MSE ou la
MISE qui est ensuite minimisée. Les règles précédentes s’adaptent très bien aux estimateurs à
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noyau variable. Un algorithme permettant la mise en place d’une loi plug-in pour des données
mono-dimensionnelles peut être trouvée dans [Comaniciu 02]. Un algorithme existe aussi pour
des données multi-variées [Wand 95, p.108] mais sa mise en œuvre est relativement complexe.
À notre connaissance, il n’y a pas de techniques dans la littérature adaptant les règles du pouce
ou plug-in à des données hétérogènes de grande dimension. Les dernières méthodes, souvent
utilisées pour calculer la taille du noyau, sont celles de type validation croisée. Le principe est de
sélectionner, parmi un ensemble de bandes passantes possibles, celle qui minimise la somme des
distances entre chaque point et son estimé obtenue en utilisant tous les autres points. L’application
de la validation croisée devient rapidement coûteuse dès lors que l’ensemble des données est
grand.
Nous venons de présenter les critères les plus couramment utilisés pour calculer la taille du
noyau d’un estimateur. Cependant, tous ces critères ne s’adaptent pas bien au type de données
que nous considérons. En effet, bien que ces méthodes assurent que l’estimateur aura de bonnes
propriétés statistiques, on ne peut être sûr qu’elles engendreront le meilleur partitionnement des
données.
4.1.2 Méthodes basées sur l’évaluation des partitions
Des méthodes de calcul de la taille du noyau dédiées au clustering ont également été propo-
sées, reposant sur une validation des clusters obtenus. Plusieurs techniques permettant de valider
un cluster existent [Milligan 85]. Un bon cluster peut par exemple être un cluster compact (les
données appartenant au cluster doivent être très proches les unes des autres), isolé (un cluster
doit être différent des autres) ou stable. La stabilité est un critère basé sur la vision humaine : les
clusters devraient pouvoir être perçus pour un nombre important d’échelles différentes. Ce critère
a par exemple été utilisé dans [Leung 00] ou [Fukunaga 90]. Dans [Fukunaga 90], les données
sont partitionnées pour plusieurs noyaux de différentes tailles. Le noyau finalement sélectionné
est celui pour lequel le nombre de clusters obtenu est le plus proche des nombres obtenus pour les
noyaux voisins. Un algorithme du même type a été proposé par Comaniciu dans [Comaniciu 03a].
La méthode de [Comaniciu 03a] est spécialement dédiée au clustering mean shift. L’idée de
base est qu’une bonne partition ne devrait pas changer si une petite variation est appliquée au
noyau de l’estimateur. En particulier, si un cluster peut être représenté par une loi normale, la
moyenne et la variance de cette loi devraient rester constantes si le noyau ne varie que légèrement.
Là encore, le clustering est effectué pour plusieurs tailles de noyau prédéfinies. Chaque partition
obtenue est alors représentée par une loi normale et la stabilité est ensuite évaluée en chaque
point : les lois normales obtenues pour des tailles voisines sont comparées à l’aide d’une mesure
de divergence. Dans toute la suite, les tailles de noyau prédéfinies seront classées par ordre
croissant et on utilisera le terme échelle pour se référer à l’indice d’une des tailles dans l’ensemble
prédéfini. Le noyau final en un point est, dans [Comaniciu 03a], la covariance de la loi normale
ayant donné la plus faible divergence.
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4.2 Sélection de la taille du noyau dans des espaces hétérogènes de
grande dimension
Cette section a pour but la mise en place d’un algorithme de sélection automatique de la taille
du noyau pour des espaces de données hétérogènes de grande dimension. Plutôt que d’utiliser
des critères statistiques, peu adaptés aux données considérées, nous avons préféré définir la
meilleure taille de noyau en chaque point (nous utilisons des estimateurs à noyau variable) comme
celle permettant d’obtenir la partition la plus stable. La meilleure taille de noyau Υ(x(i)), en
un point x(i), est choisie parmi un ensemble de B matrices prédéfinies {H(b), b = 1, . . . , B}
(contrairement à [Comaniciu 03a] où la meilleure taille est la covariance de la partition la plus
stable ; voir annexe B).
Nous organisons cette section de la façon suivante. Nous commençons par présenter le principe
de la méthode proposée, puis montrons comment est prise en compte l’hétérogénéité des espaces
de caractéristiques des données. Nous terminerons en énonçant l’algorithme final de sélection.
4.2.1 Principe de l’algorithme de sélection
Nous cherchons à trouver la meilleure bande passante en chaque point. La méthode mise en
place dans ce chapitre est largement inspirée de l’algorithme de [Comaniciu 03a]. Elle se décom-
pose en deux grandes étapes (figure 4.1).
4.2.1.1 Première étape : "évaluation de la taille pour les partitions"
La première est appelée "évaluation de la taille pour les partitions". Son principe est le suivant.
Un algorithme de clustering mean shift est appliqué aux données pour chacune des matrices pré-
définies. Cela conduit à la création de plusieurs partitions, pour chaque échelle b de cet ensemble.
Chaque cluster obtenu est alors représenté de manière paramétrique par une loi normale. La loi
normale du cluster u à l’échelle b sera notée N (µ(b)u ,Σ(b)u ). Notons C(b)u l’ensemble des points
appartenant au cluster u à l’échelle b :
C(b)u = {i/c(i, b) = u} , (4.1)
en rappelant que la fonction c associe un point i au cluster auquel il appartient à l’échelle b. Si le
point i appartient à la partition u après le clustering mean shift appliqué avec un noyau de taille
H(b), alors c(i, b) = u.
La moyenne µ(b)u est donnée par :
µ(b)u =
1
|C(b)u |
∑
i∈C(b)u
x(i) , (4.2)
et la covariance Σ(b)u par :
Σ(b)u =
1
|C(b)u |
∑
i∈C(b)u
(x(i) − µ(b)u )(x(i) − µ(b)u )T . (4.3)
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L’utilisation des formules traditionnelles précédentes (équations (4.2) et (4.3)) pour le calcul
des covariances ne permet pas de prendre en compte la forme réelle d’un cluster, comme par
exemple ses éventuelles queues (points éloignés du mode) non gaussiennes. Pour palier à ce
problème, d’autres formules ont été mises en place dans [Comaniciu 03a]. Cependant, comme
la covariance proposée peut être négative, nous n’avons pas souhaité les utiliser. Ainsi, dans
la suite, nous considérons que toutes les moyennes et les covariances sont calculées par les
formules traditionnelles (équations (4.2) et (4.3)). Nous pensons néanmoins qu’il sera utile dans
des travaux futurs d’étudier d’autres mesures d’estimation robuste de la covariance en s’appuyant,
par exemple, sur [Pena 01, Wang 02].
Après avoir calculé l’ensemble des lois normales, chaque point est associé à la distribution du
cluster auquel il appartient. Le point i est ainsi associé à la distribution p(b)i = N (µ(b)c(i,b),Σ
(b)
c(i,b))
à l’échelle b.
4.2.1.2 Deuxième étape :"évaluation de la taille pour les données"
La deuxième étape de l’algorithme s’appelle "évaluation de la taille pour les données". Elle
consiste à appliquer un critère de stabilité permettant de trouver le meilleur noyau en chaque point.
Pour chaque point i, on compare les clusters c(i, b), pour b = 1 . . . B pour en extraire le plus stable.
La sélection du meilleur noyau reposant sur un critère de stabilité, la comparaison entre clusters se
fait en calculant une mesure de divergence entre clusters aux échelles voisines. Plus précisément,
une mesure de divergence entre les lois normales des clusters voisins est calculée et comparée aux
mesures obtenues pour les autres échelles. La meilleure échelle sera celle de divergence minimale.
De nombreuses mesures de divergence entre distributions existent. Une des plus connues est
la distance de Kullback-Leibler I [Kullback 51]. Soit X un ensemble discret de variable aléatoire
et p1 et p2 deux distributions de probabilité définies sur X . La divergence de Kullback-Leibler est
définie par :
I(p1, p2) =
∑
x∈X
p1(x)log2
p1(x)
p2(x)
. (4.4)
Cette mesure n’est pas symétrique (I(p1, p2) 6= I(p2, p1)). Dans [Jeffreys 46] une distance symé-
trique J , issue de I, a été proposée :
J(p1, p2) = I(p1, p2) + I(p2, p1) . (4.5)
Cette mesure, bien que symétrique, ne respecte pas l’inégalité triangulaire. Il ne s’agit donc pas
d’une distance au sens stricte mathématique du terme. Une mesure de divergence correspondant
à une distance est la divergence de Jensen-Shannon, introduite dans [Lin 91]. Elle permet de
comparer plusieurs distributions et est définie par :
JSpi(p1, . . . , pr) = E(
∑
i
piipi)−
∑
i
piiE(pi) , (4.6)
où r est le nombre de distributions, {pii} est une séquence de poids, chacun des poids {pii} étant
associé à la distribution pi, et E(pi) l’entropie de Shannon :
E({pi}) = −
∑
x∈X
pi(x)log2(pi(x)) . (4.7)
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Il a été montré dans [Comaniciu 03b] que la divergence de Jensen-Shannon entre deux distribu-
tions normales est égale à la distance de Bhattacharyya, couramment utilisée en vision par ordi-
nateur pour comparer deux distributions. Nous utilisons cette mesure de divergence pour com-
parer les distributions normales représentant les clusters. Étant données r distributions normales
pj , j = 1, . . . , r, caractérisées par leur moyenne µj et leur covariance Σj , la divergence de
Jensen-Shannon se réécrit ainsi :
JS(p1 . . . pr) =
1
2
log
|1r
∑r
j=1 Σj |
r
√∏r
j=1 |Σj |
+
1
2
r∑
j=1
(µj− 1
r
r∑
j=1
µj)T (
r∑
j=1
Σj)−1(µj− 1
r
r∑
j=1
µj) . (4.8)
Une mesure de divergence est calculée pour chaque point, à chaque échelle. La distribution du
cluster p(b)i contenant le point i est comparée avec les distributions des clusters aux deux échelles
voisines p(b−1)i et p
(b+1)
i (r = 3). La meilleure échelle
b∗ = argminb JS(p
(b−1)
i , p
(b)
i , p
(b+1)
i ) (4.9)
pour ce point sera celle qui minimise la divergence de Jensen-Shannon, définie par :
JS(p(b−1)i , p
(b)
i , p
(b+1)
i ) =
1
2
log
|13
∑b+1
j=b−1 Σ
(j)
c(i,b)|
3
√∏b+1
j=b−1 |Σ(j)c(i,b)|
+
1
2
b+1∑
j=b−1
(µ(j)c(i,b) −
1
3
b+1∑
j=b−1
µ
(j)
c(i,b))
T (
b+1∑
j=b−1
Σ(j)c(i,b))
−1(µ(j)c(i,b) −
1
3
b+1∑
j=b−1
µ
(j)
c(i,b)) .
(4.10)
La meilleure bande passante pour ce point sera finalement :
Υ(x(i)) = H(b
∗) . (4.11)
Dans [Comaniciu 03a], la meilleure bande passante pour le point i est la covariance du cluster
le plus stable : Υ(x(i)) = Σ(b
∗)
c(i,b∗). Avec un tel choix, la taille finale peut ne pas être comprise
entre les plus faible et plus forte bandes passantes prédéfinies. Nous discutons plus en détail du
critère de sélection dans l’annexe B.
Comme nous allons le voir dans la prochaine sous-section, nous proposons un algorithme
itératif permettant de trouver successivement la meilleure taille de noyau pour chaque espace de
caractéristiques composant les données. À chaque itération, nous appliquerons les deux étapes
précédentes résumées sur la figure 4.1.
4.2.2 Sélection itérative
En présence de données hétérogènes de grande dimension, l’ensemble des noyaux pré-
définis peut être de grande taille. En effet, si les données varient de manières indépendantes
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- Calculer les divergences JS pour chaque point
JS
JS
N (µ(1)u ,Σ(1)u )
- Clustering mean shift à chaque échelle
- Calculer la distribution de chaque cluster - La taille du noyau est la bande passante de l’échelle
donnant la plus faible divergence
1. Évaluation du noyau pour les partitions : 2. Évaluation du noyau pour les données :
b
FIG. 4.1: Schéma représentant une itération de notre algorithme.
pour les différentes caractéristiques, le noyau associé à chacun de ces espaces doit être choisi
indépendamment. Il est alors possible que le meilleur noyau ne soit pas obtenu pour la même
échelle dans tous les espaces. La façon la plus triviale de tenir compte des différences de chaque
espace est de définir l’ensemble des noyaux prédéfinis en combinant tous les noyaux possibles
de chaque caractéristique. Cependant l’ensemble prédéfini découlant d’un tel choix peut vite
devenir très grand : si Bρ noyaux sont définis pour chaque espace ρ, l’ensemble prédéfini est de
taille
∏P
ρ=1Bρ. Il faudra alors réaliser
∏P
ρ=1Bρ clustering mean shift avant de pouvoir calculer
la taille finale du noyau en chaque point. Ainsi, si le nombre de caractéristiques et le nombre
de noyaux définis pour chacunes d’elles est important, utiliser directement l’algorithme défini
précédemment (figure 4.1) devient trop coûteux. Nous proposons donc une méthode différente,
basée sur une sélection itérative du noyau pour chaque domaine. Si Bρ noyaux sont définis pour
chaque espace ρ, cette technique permet de ne réaliser que
∑P
ρ=1Bρ partitionnements mean shift,
tout en permettant de sélectionner le meilleur noyau indépendamment pour chaque espace.
Supposons que nous cherchions à sélectionner la taille du noyau pour le premier domaine.
Pour tous les autres espaces, nous fixons temporairement les bandes passantes notées H˜ρ, ρ =
2, . . . , P . Ces matrices sont constantes pour toutes les échelles (pour tout b = 1 . . . Bρ) et égales
à la moyenne :
H˜ρ =
1
Bρ
Bρ∑
b=1
H(b)ρ , ρ > 1 . (4.12)
La méthode de sélection de la taille du noyau décrite dans la sous-section précédente (figure 4.1)
est alors appliquée pour l’ensemble suivant :
{H˜(b) = diag[H(b)1 , H˜2, . . . , H˜P ], b = 1, . . . , B1} .
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Le noyau final Υ1(x(i)) est ainsi obtenu en chaque point x(i). La même procédure est alors réap-
pliquée pour tous les autres domaines, en utilisant le noyau obtenu pour les espaces déjà étudiés.
Ce dernier n’est cependant plus fixe puisqu’il est défini en chaque point :
H˜(b)(x(i)) = diag[Υ1(x(i)), . . . ,Υρ−1(x(i)),H(b)ρ , H˜ρ+1 . . . H˜P ] . (4.13)
Il est donc nécessaire d’utiliser un estimateur à noyau variable pour les procédures mean
shift. Dans le chapitre précédent (chapitre 3), deux algorithmes de clustering mean shift
utilisant des estimateurs à noyau variable ont été présentés. Comme nous considérons des
données de dimension supérieure à 3, nous préférons utiliser l’estimateur "balloon", et appli-
querons donc l’algorithme dit "pseudo balloon mean shift". Néanmoins, exactement la même
méthode de sélection pourrait être obtenue avec le mean shift basé sur l’estimateur "sample point".
L’algorithme de sélection décrit dans la sous-section 4.2.1 est donc appliqué de manière
itérative pour chaque espace de caractéristiques en utilisant le partitionnement "pseudo balloon
mean shift". Cela permet d’obtenir, successivement pour chaque domaine, la meilleure taille de
noyau (parmi l’ensemble des tailles prédéfinies) en chaque point de données.
L’algorithme itératif complet est présenté dans l’algorithme 5. Nous rappelons que pour
chaque espace de caractéristiques, la taille du noyau en chaque point est choisie en deux étapes.
La première correspond à l’évaluation de la taille pour les partitions et la seconde à l’évaluation
de la taille pour les données.
4.3 Application à la segmentation d’images couleur
Dans cette section nous montrons l’application de la méthode de sélection des tailles de noyaux
à la segmentation d’images couleur. Afin d’obtenir la segmentation finale, nous appliquons une
nouvelle fois l’algorithme de clustering "pseudo balloon mean shift" avec les noyaux variables
sélectionnés. Les données étant l’ensemble des pixels de l’image, un vecteur de caractéristiques
de 5 dimensions (2 pour la position, 3 pour la couleur) est associé à chaque point. Nous considérons
ici chaque dimension indépendante. Ainsi, 5 domaines ou espaces de caractéristiques, chacun de
dimension 1, composent les données. Les domaines sont classés dans l’ordre suivant : abscisse,
ordonnée, canal rouge, canal vert et canal bleu. L’ordre défini quel domaine est étudié à chaque
itération de l’algorithme. Dans la sous-section 4.3.3 nous discuterons de l’influence que peut avoir
cet ordre sur les résultats.
Pour toutes les expérimentations de cette section, le même ensemble de bandes passantes
prédéfinies est utilisé. Pour chaque domaine, 9 bandes passantes sont définies, leur valeur étant
comprise entre 10 et 30. Sur les images de segmentation présentées, la couleur de chaque pixel
correspond à la couleur du mode vers lequel il a convergé.
Les particularités de notre algorithme sont successivement validées. Nous validons tout
d’abord la sélection itérative en appliquant notre méthode pour 5 domaines (chacun de dimen-
sion 1) et pour 1 domaine de dimensions 5. Ce dernier cas revient à supposer que les données
évoluent de la même façon pour les cinq dimensions. Nous comparons ensuite l’algorithme de
clustering "pseudo balloon mean shift" mis en place dans le chapitre précédent avec l’algorithme
de clustering mean shift basé sur l’estimateur sample point. Le choix final de la meilleure taille de
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Algorithme 5 Algorithme itératif d’estimation de la taille du noyau
Étant données un ensemble de Bρ bandes passantes prédéfinies {H(b)ρ , b = 1 . . . B} pour chaque
espace de caractéristiques ρ.
Pour ρ = 1, . . . , P
• Évaluer la taille pour les partitions : pour tout b = 1, . . . , B
1. Pour tout ρ′ = ρ+ 1, . . . , P , calculer H˜ρ′ :
H˜ρ′ =
1
Bρ′
Bρ′∑
b=1
H(b)ρ′ . (4.14)
2. Définir, pour i = 1, . . . , n,
{H˜(b)(x(i)) = diag[Υ1(x(i)), . . . ,Υρ−1(x(i)),H(b)ρ , H˜ρ+1 . . . H˜P ], b = 1, . . . , Bρ}.
3. Partitionner les données en utilisant l’algorithme "pseudo balloon mean shift" (algorithme
4). Ainsi, n(b) clusters, notés C(b)u , u = 1 . . . n(b), sont obtenus. On introduit la fonction c
qui associe le point i à son cluster : c(i, b) = u ⇔ x(i) ∈ C(b)u .
4. Calculer la loi normale N (µ(b)u ,Σ(b)u ) caractérisant chaque cluster avec :
µ(b)u =
1
|C(b)u |
∑
i∈C(b)u
x(i) =

µ
(b)
u,1
...
µ
(b)
u,P
 , (4.15)
et
Σ(b)u =
1
|C(b)u |
∑
i∈C(b)u
(x(i) − µ(b)u )(x(i) − µ(b)u )T = diag[Σ(b)u,1, . . . ,Σ(b)u,P ] . (4.16)
5. Pour toutes les échelles b, associer chaque point i à la moyenne µ(b)c(i,b),ρ et la covariance
Σ(b)c(i,b),ρ du cluster auquel il appartient. La distribution correspondante est notée p
(b)
i,ρ .
• Évaluer la taille pour les données : pour chaque point x(i)
1. Sélectionner l’échelle b∗ donnant la partition la plus stable en résolvant :
b∗ = argminr=2,...,B−1JS(p
(r−1)
i,ρ , p
(r)
i,ρ , p
(r+1)
i,ρ ) (4.17)
où JS est la divergence de Jensen-Shannon définie par l’équation 4.10.
2. La meilleure bande passante Υρ(x(i)) est H
(b∗)
ρ .
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noyau est analysé dans l’annexe B. En effet, dans notre méthode la taille finale est celle donnant
le cluster le plus stable tandis que dans [Comaniciu 03a], la taille finale est la covariance de la loi
normale calculée sur le cluster le plus stable.
4.3.1 Validation de l’approche itérative
Nous commençons par valider la sélection itérative sur plusieurs exemples. Nous appliquons
d’une part l’algorithme de sélection (algorithme 5) en considérant que les données sont composées
de cinq espaces de caractéristiques de dimension 1 (méthode itérative) et d’autre part en considé-
rant qu’elles sont simplement composées d’un seul espace de dimension 5 (méthode non itérative).
Les premiers résultats ont été obtenus en segmentant l’image d’un chalet. La figure 4.2 montre
le résultat de la segmentation finale pour l’approche non itérative (figure (b)) et pour l’approche
itérative (figure (c)). Avec la méthode non itérative 31 clusters ont été obtenus alors que la tech-
nique itérative en a donné 21. À la fin de la segmentation, le ciel et les montagnes se retrouvent
fusionnés si l’on choisit une approche non itérative. Des différences sont aussi visibles dans les
montagnes contenant moins de segments avec la méthode non itérative.
a) b) c)
FIG. 4.2: Validation de l’approche itérative sur l’image d’un chalet. a) Image originale ; b) Résultat
de la segmentation avec une approche non itérative ; c) Résultat avec la méthode itérative.
Sur la figure 4.3, nous montrons l’évolution des partitionnements mean shift ("pseudo-balloon
mean shift") calculés pour les différentes tailles de noyau prédéfinies au cours de l’algorithme non
itératif. L’évolution pour l’algorithme itératif est visible sur la figure 4.4. Pour ce deuxième cas, les
partitionnements sont calculés pour les différentes tailles de noyau et pour les différents espaces
de caractéristiques. Avec l’approche non itérative, les tailles de noyaux augmentent simultanément
pour les différents domaines, ce qui entraîne une perte rapide de nombreux détails. Au contraire la
sélection itérative permet une meilleure stabilité entre les partitionnements obtenus à des échelles
successives.
Sur la figure 4.5, un deuxième résultat de segmentation est présenté sur une image montrant
une main. Les deux approches donnent des résultats assez similaires. Néanmoins, la méthode non
itérative donne 13 clusters contre 37 pour l’approche itérative. La bague et les ongles ne sont
effectivement pas détectés avec l’approche non itérative car, étant choisies simultanément avec
la position, les tailles de noyaux finalement sélectionnées pour les espaces de couleur sont trop
grandes.
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FIG. 4.3: Évolution des segmentations avec les échelles (correspondant aux indices des bandes
passantes) pour l’approche non itérative.
Un dernier résultat est présenté sur la figure 4.6. De nombreuses différences sont visibles
sur le taureau. En particulier, l’algorithme itératif permet de conserver plus de détails sur la tête
du taureau. L’algorithme itératif donne 136 clusters et l’algorithme non itératif 130. Le nombre
de clusters est donc similaire avec les deux approches. En effet, on peut remarquer que même
si l’algorithme itératif conserve plus de détails sur le taureau, la méthode non itérative produit
quelques petits clusters supplémentaires (moins importants) dans l’herbe.
Les trois résultats précédents valident le choix d’une sélection itérative des noyaux. Une telle
approche permet de garder des détails importants qui sont perdus si tous les espaces de caractéris-
tiques sont étudiés simultanément.
4.3.2 Validation du clustering "pseudo balloon mean shift"
Dans le chapitre précédent, nous avons introduit un nouvelle méthode de clustering mean
shift, appelée "pseudo balloon mean shift". Nous proposons ici de comparer cet algorithme avec
l’algorithme de clustering mean shift appelé "variable bandwidth mean shift" [Comaniciu 01].
Nous avons choisi d’utiliser l’estimateur ballon en raison de la dimension des données. Dans [Ter-
rell 92], il a été montré que l’estimateur "balloon" est performant dès lors que la dimension des
données est supérieure à 3. Nous comparons les deux algorithmes mean shift de la façon suivante.
Pour définir les tailles des noyaux en chaque point de l’espace des données, l’algorithme itératif
de sélection de la taille (utilisant le "pseudo balloon mean shift") décrit dans ce chapitre est
appliqué. À partir des noyaux obtenus, les deux différents algorithmes mean shift sont appliqués,
donnant deux résultats de segmentation différents.
Nous analysons une nouvelle fois les résultats sur l’image du chalet. La figure 4.7 montre
les deux résultats de clustering. Les partitions finales sont très proches avec les deux méthodes.
Quelques légères différences sont visibles dans les nuages. Le mean shift basé sur l’estimateur
balloon génére 31 clusters et le mean shift utilisant l’estimateur sample point en donne 29.
Le deuxième résultat est montré sur l’image de la main (figure 4.8). Les segmentations finales
sont de nouveau très proches avec les deux estimateurs. L’algorithme "variable bandwidth mean
shift" [Comaniciu 01] donne 35 partitions et l’algorithme "pseudo balloon mean shift" 37. La
différence est principalement visible sur l’index de la main.
Un dernier résultat est présenté sur l’image du taureau à la figure 4.9. Contrairement aux deux
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FIG. 4.4: Évolution des segmentations avec les échelles (correspondant aux indices des bandes
passantes) et les espaces de caractéristiques pour l’approche itérative.
résultats précédents, de nombreuses différences apparaissent entre les deux estimateurs. L’estima-
teur sample point permet d’obtenir 128 clusters et l’estimateur balloon 136. Avec le nouveau mean
shift introduit au chapitre 3, plus de détails sont conservés sur la tête du taureau. De plus, cette
méthode permet d’obtenir ,sur le reste du corps du taureau, des clusters plus nets que le variable
bandwidth mean shift basé sur l’estimateur sample point.
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a) b) c)
FIG. 4.5: Validation de l’approche itérative sur l’image d’une main. a) Image originale ; b) Résultat
de la segmentation avec une approche non itérative ; c) Résultat avec la méthode itérative.
a) b) c)
FIG. 4.6: Validation de l’approche itérative sur l’image d’un taureau. a) Image originale ; b) Ré-
sultat de la segmentation avec une approche non itérative ; c) Résultat avec la méthode itérative.
a) b) c)
FIG. 4.7: Validation du clustering "pseudo balloon mean shift" sur l’image d’un chalet. a) Image
originale ; b) Résultat de la segmentation avec l’algorithme "variable bandwidth mean shift" ; c)
Résultat avec l’algorithme "pseudo balloon mean shift".
En conclusion, les résultats précédents montrent, expérimentalement, la validité du nouvel
algorithme mean shift que nous avons mis en place. En effet, les résultats sont très proches de
ceux obtenus avec le clustering mean shift basé sur l’estimateur sample point introduit dans [Co-
maniciu 01], mais la nouvelle méthode s’adapte mieux à des données de dimension supérieure à
trois et permet de conserver, après segmentation, plus de détails (qui peuvent potentiellement être
importants).
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a) b) c)
FIG. 4.8: Validation du clustering "pseudo balloon mean shift" sur l’image d’une main. a) Image
originale ; b) Résultat de la segmentation avec l’algorithme "variable bandwidth mean shift" ; c)
Résultat avec l’algorithme "pseudo balloon mean shift".
a) b) c)
FIG. 4.9: Validation du clustering "pseudo balloon mean shift" sur l’image d’un taureau. a) Image
originale ; b) Résultat de la segmentation avec l’algorithme "variable bandwidth mean shift" ; c)
Résultat avec l’algorithme "pseudo balloon mean shift".
4.3.3 Ordre des espaces de caractéristiques
Pour terminer l’étude expérimentale de l’algorithme de sélection, nous étudions dans cette
sous-section la question de l’ordre dans lequel les domaines sont étudiés. Nous montrons sur les
figures 4.10 et 4.11 que l’ordre a effectivement une légère influence sur les résultats. Les résultats
de ces deux figures ont été obtenus en utilisant 9 bandes passantes prédéfinies comprises entre 3 et
20. Nous ne pouvons pas, à partir de ces deux figures, conclure sur les meilleurs ordres à utiliser.
En effet, les résultats de segmentation dépendent de l’application visée. Cependant, les différents
tests réalisés pour la segmentation d’images, et pour la détection de clusters en mouvement, nous
conduisent à penser qu’il est préférable de commencer par traiter les domaines les plus bruités,
c’est-à-dire ceux pour lesquels une variation de la bande passante a une influence non négligeable
sur les résultats. C’est ce critère que nous utiliserons dans notre algorithme de détection des objets
en mouvement. Il est évalué en calculant, sur l’ensemble des données, l’écart-type des valeurs
pour chaque domaine. L’espace de caractéristiques donnant le plus fort écart-type sera traité en
premier. Bien entendu, ce critère n’a pas de sens pour la position. Pour tous les résultats présentés
dans la suite, la position sera étudiée avant les autres caractéristiques, classées, elles, en fonction
du bruit.
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a) b)
FIG. 4.10: Ordre de traitement des espaces de caractéristiques. Résultats sur l’image d’un chalet du
clustering "pseudo balloon mean shift" avec les bandes passantes obtenues en traitant les domaines
dans les ordres suivants : a) abscisse, ordonnée, canal rouge, canal vert, canal bleu ; b) canal bleu,
canal vert, canal rouge, ordonnée, abscisse.
a) b)
FIG. 4.11: Ordre de traitement des espaces de caractéristiques. Résultats sur l’image d’un singe du
clustering "pseudo balloon mean shift" avec les bandes passantes obtenues en traitant les domaines
dans les ordres suivants : a) abscisse, ordonnée, canal rouge, canal vert, canal bleu ; b) canal bleu,
canal vert, canal rouge, ordonnée, abscisse.
4.4 Application à la détection d’objets en mouvement
Dans cette dernière section, l’application du clustering à la détection de clusters en mouvement
est expliquée. Nous montrons simplement un premier résultat, un ensemble d’expérimentations
étant présenté dans le chapitre suivant.
4.4.1 Détection des clusters en mouvement
Pour obtenir les clusters en mouvement correspondant aux objets, la méthode de clustering
pseudo balloon mean shift est appliquée à l’ensemble des points de la grille G (chapitre 2). Nous
rappelons qu’un descripteur x(i) est associé à chaque point d’index i de la grille. Ce descripteur
contient des informations de position (vecteur à deux dimensions x(i)1 ), de mouvement (vecteur à
deux dimensions x(i)2 ) et de photométrie (vecteur x
(i)
3 à quatre dimensions pour les séquences en
niveaux de gris et à six dimensions pour les séquences couleur). Ainsi, le paramètre P vaut 3.
Avant d’appliquer l’algorithme de clustering, les noyaux en chaque point doivent être calculés.
Ils sont obtenus en appliquant la méthode de sélection décrite dans ce chapitre. Cet algorithme
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nécessite préalablement la définition d’un ensemble de tailles de noyau possibles. Le choix de
cet ensemble est important car il peut fortement influencer les résultats. Néanmoins, nous ne
souhaitons pas le sélectionner différemment (c’est-à-dire manuellement) pour chaque séquence
traitée, mais au contraire rendre cette sélection automatique. On pourrait choisir un vaste et
large ensemble permettant de couvrir un grand nombre de bandes passantes. Cependant, un
clustering mean shift doit être calculé pour chaque bande passante de l’ensemble prédéfini, et ce
pour chaque domaine. Il est donc préférable de se restreindre à un nombre plus petit de matrices
prédéfinies, sélectionnées en fonction des caractéristiques des données. Comme pour les exemples
de segmentation présentés précédemment, nous définirons neuf bandes passantes pour chaque
domaine : Bρ = 9, ρ = 1 . . . P . Nous donnons, pour chaque domaine, les formules permettant
de calculer les tailles de noyau prédéfinies. Ces formules sont intuitives etn’ont pas de réelles
justification théorique.
Les tailles de noyau pour la position dépendent de la taille de la grille. En effet, plus l’espace-
ment entre deux points consécutifs de la grille est grand, plus les bandes passantes correspondantes
doivent l’être. Ainsi, les fenêtres prédéfinies pour la position sont données par :
H(b)1 =
w
NG
(1 +
3b
B1 − 1) , H
(b)
2 =
h
NG
(1 +
3b
B1 − 1) , b = 1 . . . B1 , (4.18)
où B1 est le nombre de matrices prédéfinies pour le premier domaine, c’est-à-dire la position
(B1 = 9). Nous rappelons (voir chapitre 2) que NG est le paramètre définissant la taille de la
grille (avant suppression des points appartenant au mouvement dominant et des points ayant des
vecteurs de flot optique non valides), et que w et h sont la largeur et la hauteur de l’image.
Pour la couleur et le mouvement, nous faisons varier les bandes passantes en fonction du bruit
entre points voisins de la grille. Plus précisément, le bruit est défini comme l’écart type de la
différence entre les valeurs (de couleur ou de mouvement) de deux points voisins de la grille.
Ainsi, en notant EG l’ensemble des paires de points voisins de la grille G, et |EG| son cardinal, la
moyenne αρ et le bruit βρ sont des vecteurs définis par :
αρ =
1
|EG|
∑
(i,j)∈EG
|x(i)ρ − x(j)ρ | (4.19)
et
βρ =
√√√√ 1|EG| ∑
(i,j)∈EG
(|x(i)ρ − x(j)ρ | − αρ)2 , (4.20)
avec ρ = 2 pour le mouvement et ρ = 3 pour la couleur. L’ensemble des tailles prédéfinies sera
compris entre 0.5 fois et 2 fois cet écart-type. Finalement les matrices prédéfinies sont données
par :
H(b)ρ = βρ(0.5 +
1.5b
Bρ − 1)Idρ , b = 1 . . . Bρ , (4.21)
où Idρ est la matrice identité de dimension dρ.
L’application du clustering avec les meilleures tailles de noyau (c’est-à-dire avec les noyaux
les plus stables) permet d’obtenir l’ensemble des clusters en mouvement. Nous montrons dans la
sous-section suivante un premier résultat.
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4.4.2 Un premier résultat
Nous finissons ce chapitre en appliquant la méthode de clustering introduite dans le chapitre
précédent et la sélection de la taille des noyaux définie dans ce chapitre sur une séquence en
niveau de gris montrant le trafic dans une rue. Il est difficile de détecter les objets en mouvement
intéressants dans cette séquence car ils sont petits et les images sont très bruitées. La figure
4.12 présente les clusters en mouvement obtenus sur une image de la séquence. Une couleur
différente est attribuée à chaque cluster. On remarque que la méthode de détection des clusters en
mouvement permet de détecter tous les objets intéressants de l’image, c’est-à-dire les piétons et
les voitures. Cette séquence sera étudiée plus en détail dans le chapitre suivant. Il est important
FIG. 4.12: Résultats de la détection de clusters en mouvement sur l’image 109 de la séquence
trafic.
de noter que, pour ce résultat et pour tous ceux du chapitre suivant, seuls les clusters contenant
plus de 15 points ont été conservés. Après suppression, kt clusters en mouvement, notés
Cu,t, u = 1 . . . kt, sont détectés.
Dans le chapitre suivant, nous décrivons la méthode de segmentation utilisée pour obtenir les
masques complets des objets en mouvement. Ce dernier chapitre de la partie présente également
un ensemble de résultats sur des séquences diverses.
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Chapitre 5
Segmentation des objets en mouvement
et résultats expérimentaux
Nous avons présenté jusqu’ici une méthode de détection de clusters en mouvement. Le dernier
chapitre de cette partie présente des résultats expérimentaux pour cette méthode. Afin de mieux
visualiser les objets nous proposons de les segmenter à partir des clusters détectés. Ainsi au lieu
de n’être qu’un ensemble de quelques pixels, la détection sera le véritable masque de pixels de
l’objet. Nous rappelons qu’à la fin de la phase de partitonnement des données, seuls les clusters
comprenant plus de 15 points de la grille sont conservés.
Ce chapitre est organisé comme suit. La première section présente la méthode de segmentation
utilisée. La section 5.2 propose des résultats sur différentes séquences et la section 5.3 montre une
comparaison de notre méthode avec des méthodes classiques de détections de mouvement basées
principalement sur l’apprentissage et la soustraction du fond.
5.1 Segmentation des objets en mouvement
Obtenir le masque de pixels complet des objets en mouvement requiert l’ajout d’une étape
supplémentaire de segmentation. De nombreuses méthodes de segmentation existent dans la litté-
rature. On peut notamment citer les méthodes de type croissance de région, les méthodes basées
sur un seuillage global de l’image (seuillage de l’intensité, d’histogrammes...), les méthodes de
détection de contours ou des méthodes de type contours actifs. La littérature sur le sujet étant
extrêmement vaste, nous ne proposerons pas d’état de l’art ici. Nous renvoyons le lecteur aux ar-
ticles [Pal 93, Lucchese 01, Meziane 02] et surtout au récent livre [Zhang 06] pour une revue des
différentes méthodes de segmentation d’images.
Nous avons ici choisi de segmenter les objets à l’aide d’une méthode de coupe dans un graphe
("Graph Cuts" en anglais ; voir chapitre 6). Segmenter un objet associé à un certain cluster revient
alors à assigner une étiquette ls ("fond" ou "objet") à chaque pixel s de l’image. Les algorithmes
dits de coupe minimale/flot maximal dans un graphe ont, ces dernières années, connu un très
grand succès dans le domaine de la segmentation d’image. La raison de cette popularité est qu’ils
permettent de trouver le maximum a posteriori d’un champ de Markov, et cela avec un temps de
calcul faible. Ils sont utilisés pour minimiser rapidement certaines fonctions d’énergie, tout en
assurant la convergence vers le minimum global de la fonction. Le chapitre 6 de ce document est
entièrement dédié à la présentation de la théorie de la coupe minimale dans un graphe.
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5.1.1 Définition de la fonction d’énergie
Dans [Boykov 01b], un algorithme de segmentation intéractif, utilisant des contraintes
apportées par l’utilisateur, a été introduit. L’étiquette de certains pixels est forcée à être soit
"fond" soit "objet" dans l’étiquetage final, ce qui signifie qu’elle ne pourra pas changer au cours
de la minimisation de la fonction d’énergie. Les étiquettes des autres pixels doivent respecter les
contours de l’objet et dépendent de l’information de couleur ou d’intensité de l’objet et du fond.
Ces informations sont des distributions apprises sur des régions à l’intérieur et à l’extérieur de
l’objet, régions pré-sélectionnées par l’utilisateur. Cette méthode est détaillée dans la section 6.4.1.
La méthode de segmentation que nous proposons d’appliquer ici est similaire à la méthode
de [Boykov 01b]. Il y a néanmoins deux différences majeures. D’une part, nous n’utilisons pas
simplement des informations de couleur ou d’intensité mais ajoutons également le mouvement.
D’autre part, la technique est automatique (l’utilisateur n’intervient pas). En effet, les clusters en
mouvement définissent les pixels de l’objet sur lesquels peuvent être apprises les distributions,
et donnent l’étiquetage forcé de quelques points de l’objet. Les points de la grille appartenant au
cluster en mouvement sont ainsi forcés à avoir l’étiquette "objet". Les spécifications précédentes
peuvent être traduites par la fonction d’énergie suivante :
Et(L) =− γc
∑
s∈P
ln(p(z(C)t (s)|ls))− γm
∑
s∈G
ln(p(z(M)t (s)|ls)) + λ
∑
(s,r)∈EP
B{s,r}(ls, lr)δ(ls, lr)
(5.1)
où L regroupe l’ensemble des étiquettes ls en chaque pixel s ∈ P de l’image, EP est l’ensemble
des paires (s, r) de pixels voisins de P (nous utilisons ici un 8-voisinage), et δ est la fonction
définie par :
δ(ls, lr) =
{
1 si ls 6= lr
0 sinon .
(5.2)
Les paramètres γm, γc et λ sont des constantes discutées plus loin. Nous avons ici décidé de seg-
menter chaque objet indépendamment, une fonction d’énergie étant associé à chaque cluster en
mouvement, mais nous aurions pu tout aussi bien utiliser une énergie dite multi-étiquettes permet-
tant d’obtenir directement tous les masques de pixels avec une seule minimisation d’énergie. La
raison pour laquelle nous segmentons chaque objet indépendamment vient de la méthode de suivi
appliquée à la suite de l’algorithme de détection (voir chapitre 8).
Les deux premiers termes de la fonction d’énergie sont appelés termes d’attache aux données
et le troisième est appelé terme de régularisation. Le rôle des termes d’attaches aux données est
d’inciter la segmentation finale, c’est-à-dire l’étiquetage, à respecter les informations de couleur
et de mouvement de l’objet. Ces informations sont apportées par des distributions calculées sur
l’ensemble des points du cluster en mouvement pour la distribution de l’objet, et sur l’ensemble
des pixels de l’image pour la distribution du fond. Nous avons choisi d’utiliser des mélanges de
gaussiennes, obtenus par un algorithme EM (Expectation-Maximization), pour calculer toutes les
distributions. Quatre distributions sont calculées pour la segmentation de chaque objet associé au
cluster u : deux distributions pour la couleur, construites respectivement à partir de l’ensemble des
vecteurs {z(C)t−1(s)}s∈Cu,t pour l’objet et {z(C)t−1(s)}s∈P pour le fond, et deux pour le mouvement,
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construites respectivement sur les ensembles {z(M)t−1 (s)}s∈Cu,t pour l’objet et {z(M)t−1 (s)}s∈P pour
le fond. Nous rappelons que Cu,t est le cluster u à l’instant t.
Le but du terme de régularisation est d’encourager la segmentation à être suffisamment "régu-
lière" (masques compacts) tout en respectant les contours forts de l’image. Nous utilisons le même
terme que dans [Boykov 01b] :
B{s,r}(ls, lr) = exp
(− ‖z(G)t (s)− z(G)t (r)‖2
σ2
)
.
1
dist(s, r)
, (5.3)
où dist(.) est une distance et le paramètre σ est lié au bruit [Rother 04] :
σ = 2 ∗ 〈(z(G)t (s)− z(G)t (r))2〉 . (5.4)
La fonction 〈.〉 représente la moyenne sur toute l’image.
Comme nous l’avons déjà évoqué, il a été montré dans [Boykov 01b] qu’il est possible de
fixer l’étiquette finale de certains pixels. L’étiquette de ces pixels ne changera pas au cours de la
minimisation. Pour plus de détails, nous renvoyons à la section 6.4.1. Si l’on force les points du
cluster en mouvement à avoir l’étiquette "objet", la fonction d’énergie devient :
Et(L) =− γc
∑
s∈P\Cu,t
ln(p(z(C)t (s)|ls))− γm
∑
s∈G\Cu,t
ln(p(z(M)t (s)|ls))−∑
s∈Cu,t
(
1 + max
s′∈P
λ
∑
r|(s′,r)∈EP
B{s′,r}
)
δ(ls, "objet") + λ
∑
(s,r)∈EP
B{s,r}(ls, lr)δ(ls, lr) .
(5.5)
5.1.2 Réglage des paramètres
Le mouvement étant un champ épars, le terme d’attache aux données basé sur le mouvement a
moins d’influence dans la fonction d’énergie que le terme basé sur la couleur. Pour essayer de lui
donner autant d’importance nous posons γc = 1 et lions le paramètre γm à la taille de la grille :
γm = N2G. (5.6)
Il reste à fixer le paramètre λ. Il a une influence très importante sur les résultats mais n’a
pourtant pas beaucoup été étudié dans la littérature. Certains conseillent juste de lui donner la
valeur 50 [Rother 04] et d’autres la valeur 20 [Blake 04]. Afin d’éviter l’éventuelle saturation de
tous les arcs reliant deux pixels voisins, nous avons choisi de prendre pour λ la moyenne sur tous
les pixels de l’image des termes d’attache aux données :
λ =
1
N
(
−γc
∑
s∈P
∑
ls=”fond”,”objet”
ln(p(z(C)t (s)|ls))−γm
∑
s∈G
∑
ls=”fond”,”objet”
ln(p(z(M)t (s)|ls))
)
,
(5.7)
en rappelant que N est le nombre de pixels de l’image.
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5.1.3 Minimisation de l’énergie et validation des objets
La minimisation de la fonction d’énergie par une méthode dite de "coupe minimale / flot
maximal" (chapitre 6) permet d’obtenir l’étiquetage final de chaque pixel qui correspond au
minimum global de cette fonction. L’étiquetage final donne directement la segmentation en terme
de masque de pixels de l’objet en mouvement. Le même principe est appliqué successivement à
chaque cluster en mouvement.
Il est possible qu’à la fin de la minimisation d’énergie la segmentation d’un objet ne contienne
pas plus de pixels que le cluster en mouvement servant d’initialisation à la segmentation. Les
pixels appartenant à la segmentation ne sont alors que ceux ayant été forcés à lui appartenir. Un tel
résultat n’est pas surprenant si le cluster fait partie d’une grande région dynamique du fond, ou si
ses contours ne sont pas assez forts. En effet, si le cluster fait partie d’une grande région du fond,
les probabilités d’appartenance au fond ou à l’objet seront très proches tandis qu’aucun contour ne
permettra de stopper la segmentation. Nous montrerons un exemple dans la section suivante (voir
figure 5.1, image 124). Nous désignerons un cluster conduisant à une telle segmentation comme
un cluster non valide. Ainsi si une étape de suivi (comme celle de la partie II) ou de reconnaissance
est appliquée à la suite du détecteur, ces clusters non valides ne seront pas traités. En conclusion, la
phase de segmentation permet non seulement d’obtenir les masques de pixels complets de chaque
objet en mouvement mais aussi de supprimer les objets ou clusters non valides.
5.2 Résultats de détection et segmentation des objets en mouvement
Nous présentons maintenant des résultats de la méthode de détection des objets en mouvement
sur un ensemble de séquences. Afin de bien visualiser les résultats, une couleur arbitraire est
associée à chaque objet, à chaque instant. Cette couleur ne dépend que de l’ordre arbitraire dans
lequel les objets ont été détectés. Comme nous ne faisons que de la détection (pas de cohérence
temporelle ou de suivi), un même objet peut avoir des couleurs différentes au cours de la séquence.
Nous avons décomposé la section en deux sous-sections, la première traitant des séquences couleur
et la seconde montrant les résultats obtenus sur une séquence en niveau de gris.
5.2.1 Résultats sur des séquences couleur
Nous commençons par présenter des résultats de notre algorithme de détection d’objets en
mouvement sur des séquences couleur acquises par une caméra mobile.
La première séquence analysée est la séquence de ski nautique déjà présentée dans le chapitre
2. Il est difficile de ne détecter que le skieur d’une part parce que le nombreux pixels en mouve-
ment sont détectés dans l’eau, et d’autre part parce que la caméra peut bouger très brutalement. Sur
la figure 5.1, la première colonne présente les images originales et la seconde la carte de détection
des pixels en mouvement. Les deux dernières colonnes montrent les résultats de notre détecteur
d’objet en mouvement. Ainsi, la troisième colonne montre les clusters en mouvement tandis que
la quatrième expose les objets en mouvement, c’est-à-dire les segmentations finales des objets. Le
skieur est généralement bien détecté et segmenté. Cependant il arrive régulièrement au cours de
la séquence que le skieur ne soit pas du tout détecté. Il peut y avoir plusieurs raisons à cela. Pour
l’image 124 (montrée sur la figure 5.1) par exemple, une grande partie des pixels du skieur est
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assimilée au mouvement dominant de l’image. Il n’y a donc plus assez de pixels en mouvement
sur le skieur pour pouvoir réaliser une bonne détection. Les différentes expérimentations menées
nous ont également montré que, parfois, l’ensemble des noyaux prédéfinis n’est pas bien paramé-
tré (noyaux de taille trop grande ou trop petite), et ne permettent pas la détection du skieur. Cela
nous montre qu’un nombre plus important de noyaux devraient être prédéfinis mais cela impli-
querait un coût de calcul supplémentaire non négligeable. Enfin le détecteur échoue aussi lorsque
le skieur bouge rapidement relativement à la caméra, ce qui entraîne un grand flou de bougé et
des couleurs pas assez cohérentes pour former un cluster. Néanmoins, la détection du skieur reste
très satisfaisante, étant donné la dynamique du fond et de la caméra, et les échecs du détecteur
n’apparaissent que pour un nombre minoritaire d’images de la séquence.
Un autre phénomène important à remarquer dans cette séquence est qu’il n’y a que très peu
de clusters ou d’objets en mouvement détectés dans le fond et en particulier dans l’eau. De plus
la plupart du temps, les clusters en mouvement détectés dans le fond sont, après segmentation,
désignés comme non valides. Les résultats sur l’image 124 de la figure 5.1 montrent un cluster
en mouvement détecté dans l’eau. Cependant il apparaît que l’objet segmenté correspondant n’est
pas valide (le nombre de pixels appartenant à l’objet segmenté est égal au nombre de pixels du
cluster en mouvement). Ce résultat n’est pas surprenant étant donné que le cluster est détecté dans
un région présente sur un grande partie de l’image. Les probabilités d’appartenance au fond ou à
l’objet sont alors très proches pour tous les pixels de l’eau.
Remarquons enfin que sur l’image 214, le cluster en mouvement contient des pixels appar-
tenant d’un part à des régions de peau (visage, bras, jambes) et d’autre part à la combinaison du
skieur. Cela signifie que des points de couleurs assez distinctes ont été regroupés dans le même
cluster par l’algorithme de partitionnement des données. Dans le domaine YUV, les valeurs de
chrominances sont très proches pour la combinaison et pour la peau mais les valeurs de luminance
Y sont très différentes. Ce partitionnement, pouvant paraître surprenant, est de nouveau lié au
choix automatique de la taille du noyau, ou, plus précisément, au calcul des noyaux prédéfinis.
En effet, la variance sur toute l’image de l’intensité entre pixels voisins est grande, ce qui entraîne
des noyaux de grande taille pour la dimension correspondant à la luminance.
Les deux résultats suivants montrent l’application de la méthode à la surveillance des conduc-
teurs. Tout d’abord, nous présentons la détection des objets en mouvement sur la séquence de
conducteur déjà évoquée au cours de cette partie. Les difficultés de cette vidéo sont les suivantes.
Tout d’abord, le fond est composé de l’habitacle et du paysage (dynamique) visible derrière les
différentes fenêtres de la voiture. Les changements dans le fond peuvent être brutaux avec de
fortes variations d’illumination qui se répercutent sur le conducteur dans l’habitacle. De plus, le
contraste entre la chemise et la barrière de sécurité est faible et le bras du conducteur peut avoir un
mouvement en apparence similaire à celui des arbres derrière la fenêtre. Les clusters et segmen-
tations correspondants aux objets en mouvement sont visibles sur la figure 5.2. Malgré le nombre
de pixels en mouvement présents dans le paysage, aucun objet n’est détecté dans cette région. La
main et le bras sont bien détectés et segmentés sur la majorité des images de la séquence. Il arrive
cependant parfois que l’un de ces deux objets ne soit pas détectés (par exemple, sur l’image 17, le
bras n’est pas détecté). En effet, les pixels en mouvement peuvent ne pas avoir des mouvements
assez similaires ou alors le nombre de pixels en mouvement sur ces objets être trop faible. Un
défaut (visible sur les images 15 et 17) est que sur certaines images une partie de la barrière de
sécurité est détectée comme un objet en mouvement. Cependant, comme cette région n’est pas
détectée à tous les instants, l’ajout de cohérence temporelle ou de suivi (voir partie II) permettra
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Images originales Pixels en mouvement Clusters en mouvement Objets segmentés
FIG. 5.1: Résultats de la détection sur la séquence de ski nautique pour les images 74, 124, 144,
214, 232, 236 et 242
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de la supprimer. Les résultats obtenus, même s’ils ne sont pas parfaits, sont vraiment très encou-
rageants compte tenu de la complexité de la séquence.
Images originales Pixels en mouvement Clusters en mouvement Objets segmentés
FIG. 5.2: Résultats de la détection sur la séquence de conducteur pour les images 15, 16, 17 et 48
Une deuxième séquence de conducteur est présentée sur la figure 5.3. Les difficultés sont rela-
tivement similaires à celles de la séquence précédente. Le contraste entre les objets dans l’habitacle
et le paysage derrière la fenêtre est plus fort, mais les mains sont plus petites ce qui les rend plus
difficiles à détecter. La tête est bien détectée et segmentée sur les premières images (image 16 et
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17). Comme elle reste fixe aux instants suivants, elle n’est plus considérée comme un objet en
mouvement. On remarque également que les deux mains sont bien détectées. En particulier, on
peut voir sur l’image 40 que l’utilisation du mouvement dans le descripteur permet de bien dé-
tecter les deux mains séparément. Sur cette image, deux clusters en mouvement ont été obtenus
sur la main gauche. Cependant, la phase de segmentation, qui encourage le masque des objets à
respecter les contours, permet de bien regrouper ces deux clusters en un seul objet.
Images originales Pixels en mouvement Clusters en mouvement Objets segmentés
FIG. 5.3: Résultats de la détection sur la séquence d’une conductrice pour les images 16, 17, 40,
42 et 47
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5.2.2 Résultats sur une séquence en niveau de gris
Nous terminons cette section en montrant des résultats de détection sur une séquence en ni-
veaux de gris très bruitée, avec un faible contraste. La caméra utilisée pour cette séquence est fixe.
De nombreux petits objets en mouvement sont présents et doivent être détectés. En raison de la
petite taille des objets et de la faiblesse du contraste, nous n’avons pas été capables d’obtenir de
bonnes segmentations sur cette séquence malgré les détections très encourageantes des clusters en
mouvement. Pour cette raison, sur la figure 5.4, nous présentons simplement des boîtes englobant
chacun de ces clusters. Comme on peut le voir, la plupart des piétons les plus grands (en apparence)
sont détectés. Celui au milieu à droite des images ne l’est cependant presque jamais. Cela n’est
pas surprenant étant donné qu’il marche dans le sens de l’axe optique de la caméra et appartient
donc en grande partie au mouvement dominant. En effet, cette région de l’image ne contient que
très peu de pixels en mouvement avec des vecteurs de flot optique valides. Il arrive parfois que des
clusters correspondant à du bruit soient détectés. Néanmoins, comme leur détection n’arrive que
très rarement, l’ajout de cohérence temporelle ou d’une phase de suivi permettrait probablement
de s’affranchir de ces mauvaises détections.
Nous avons présenté dans cette section plusieurs résultats très encourageant de notre méthode
sur quatre séquences différentes.
5.3 Comparaison avec d’autres méthodes de détection de mouve-
ment
Afin de valider complètement notre algorithme, nous le comparons à d’autres méthodes de
détection de mouvement. Les méthodes servant de comparaison sont :
– la méthode de modélisation et de soustraction de fond de Grimson et Stauffer [Grimson 98]
(voir chapitre 1)
– la méthode non paramétrique de Elgammal et al. [Elgammal 00] (voir chapitre 1)
– la méthode de la section 2.1 de détection des pixels en mouvement basée sur l’extraction du
mouvement dominant [Odobez 95].
Les résultats de ces trois techniques sont des cartes binaires de détection de mouvement ou
de changement. Notre méthode, au contraire, permet directement de détecter les masques de
chacun des objets. Pour pouvoir la comparer, tous les pixels de l’image appartenant aux objets en
mouvement segmentés sont étiquetés comme des zones de changement dans une carte binaire.
Notons que les deux séquences traitées ici ont été acquises par une caméra fixe. En effet, les
méthodes basées sur l’apprentissage de modèle de fond [Grimson 98, Elgammal 00] requièrent
cette particularité, chaque pixel de l’image étant comparé avec le même pixel dans les images
précédentes.
La première séquence est une séquence en niveaux de gris montrant un piéton et un cycliste
se déplaçant devant un fleuve (figure 5.5). Comme on peut le voir sur la deuxième ligne, peu
de pixels en mouvement sont détectés, ce qui rend cette séquence relativement facile à traiter
par notre algorithme. Tandis que notre méthode détecte et segmente correctement le piéton, le
cycliste et une partie des voitures roulant sur le pont, les autres techniques détectent de nombreux
changements dans l’eau. De plus avec ces autres techniques, le masque pixels du piéton n’est
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t = 7 t = 21
t = 30 t = 61
t = 91 t = 109
FIG. 5.4: Résultats de la détection sur la séquence trafic. Seules les boîtes englobant les clusters
en mouvement sont montrées.
pas parfait et comporte des trous. Nous avions déjà évoqué le problème de trou à l’intérieur des
détections dans le chapitre 2 (figure 2.2). Les trous dans les masques de détection du piéton sont
dus au fait que la personne marche lentement et que son manteau est peu texturé. L’algorithme
de segmentation utilisé par notre méthode permet de s’affranchir de ce problème sans aucune
difficulté.
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La deuxième séquence sur laquelle nous comparons nos résultats est une séquence couleur
montrant deux personnes marchant au milieu d’arbres oscillants (figure 5.6). Le mouvement dans
les arbres, qui couvrent une grande partie de l’image, et les nombreuses occultations partielles ou
totales des personnes rendent cette séquence nettement plus difficile à traiter que la précédente. Le
nombre de pixels en mouvement dans les arbres peut être important (deuxième ligne de la figure).
Sur une telle séquence, la méthode de Grimson et Stauffer échoue totalement (quatrième ligne),
et n’arrive ni à détecter les personnes, ni à séparer les arbres des bâtiments en arrière plan. La
méthode non paramétrique (troisième ligne) donne par contre de bien meilleurs résultats, qui sont
assez proches des cartes de détection des pixels en mouvement (deuxième ligne). Ces deux mé-
thodes ne détectent aucun bâtiment mais détectent tout de même quelques pixels dans les arbres.
De plus, comme pour la séquence précédente, les masques de détection des personnes contiennent
des trous. Avec notre méthode, il arrive que des clusters en mouvement soient détectés au milieu
des arbres, mais la phase de segmentation permet de les déclarer non valides (la segmentation as-
sociée ne contient que les pixels du cluster) et de les éliminer. Bien que prometteurs, les masques
de segmentation ne sont pas parfaits. Cela vient des nombreuses occultations de certaines parties
des piétons, qui ont pour conséquence de forts gradients d’intensité stoppant le flot au moment
de la segmentation. De plus, les clusters représentant les objets sont généralement petits ce qui ne
permet pas de bien apprendre les distributions de couleur et de mouvement nécessaires à la seg-
mentation. Malgré toutes ces difficultés, nos résultats sont très prometteurs, comparés aux autres
méthodes.
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Images originales
Pixels en mouvement (section 2.1)
Méthode non paramétrique [Elgammal 00]
Méthode de Grimson et Stauffer [Grimson 98]
Notre méthode
t = 34 t = 59 t = 84
FIG. 5.5: Masques de détection obtenus par différentes méthodes pour la séquence montrant un
piéton et un cycliste se déplaçant devant un fleuve.
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Images originales
Pixels en mouvement (section 2.1)
Méthode non paramétrique [Elgammal 00]
Méthode Grimson et Stauffer [Grimson 98]
Notre méthode
t = 108 t = 168 t = 235
FIG. 5.6: Masques de détection obtenus par différentes méthodes pour la séquence montrant des
piétons marchant au milieu d’arbres.
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Conclusion
Cette première partie a traité de la détection d’objets en mouvement dans des scènes com-
plexes. L’état de l’art du premier chapitre a montré qu’aucune des méthodes existantes ne peut
être utilisée seule pour le type de vidéos que nous considérons ici (fond hautement dynamique
avec des changements brutaux, caméra mobile, changements d’illumination...). Une analyse des
différents types de méthodes a permis de mettre en avant leurs avantages et leurs limites. La
méthode proposée combine les points positifs, des différentes méthodes pour tenter de s’attaquer
aux défis posés par les vidéos que nous traitons.
L’algorithme de détection proposé se décompose en trois principales étapes. La première
consiste à définir une grille de pixels en mouvement. Les pixels en mouvement sont ceux n’ap-
partenant pas au mouvement de la caméra. Ces points sont alors décrits par leur position, leur
couleur dans un espace de chrominance et leur mouvement. Les mouvements sont des vecteurs
de flot optique valides. La validité est le résultat d’un test statistique (basé sur la p-value). Les
points dont les vecteurs de flot optique ne sont pas valides sont retirés de la grille. Une étude plus
approfondie sur le test statistique utilisé devrait être menée. En particulier, il serait intéressant de
comparer plus en détail la p-value à un test de corrélation, afin de mieux mettre en avant ses atouts
et l’amélioration des résultats finaux de détection.
La deuxième étape consiste à regrouper les points en plusieurs groupes, appelés cluster en
mouvement, de couleur et mouvement quasi constants. Ce clustering est réalisé avec une nouvelle
méthode de clustering mean shift appelée "pseudo balloon mean shift". Afin de sélectionner auto-
matiquement en chaque point la taille du noyau de l’estimateur utilisé, un algorithme de sélection
automatique de la bande passante a été introduit. Il consiste à sélectionner, pour chaque point
des données, le noyau donnant le cluster le plus stable, parmi un ensemble de noyaux prédéfinis.
Cette technique a été appliquée à la segmentation d’image couleur puis à la détection de clusters
en mouvement. Nous avons tenu à mettre en place une règle de calcul des matrices prédéfinies
afin de rendre la technique automatique, c’est-à-dire sans paramètre. Certains des résultats expéri-
mentaux obtenus ont montré que le choix de l’ensemble des matrices n’est pas optimal et devrait
encore être étudié. De plus, la méthode de sélection de bandes passantes proposée nécessite la re-
présentation paramétrique par une loi normale de chaque cluster intermédiaire construit au cours
de l’algorithme. Nous avons proposé d’utiliser les définitions traditionnelles de la moyenne et de la
covariance mais un calcul de covariance robuste caractérisant mieux la forme du cluster serait pro-
bablement plus approprié. Pour cela, on pourrait par exemple s’appuyer sur les travaux [Pena 01]
ou [Wang 02].
La dernière étape a pour but l’obtention des masques complets de chaque objet. Il s’agit alors
de segmenter l’image pour chaque objet à partir du cluster en mouvement correspondant. Chaque
masque est obtenu en minimisant une fonction d’énergie grâce au calcul de la coupe minimale,
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c’est-à-dire du flot maximal, dans un graphe. Nous avons proposé ici de segmenter chaque objet
indépendamment : une fonction d’énergie est minimisée pour chaque objet. Les algorithmes de
coupe minimale/flot maximal donnent la possibilité de minimiser des énergies multi-étiquettes.
Nous utiliserons d’ailleurs cette particularité dans le chapitre 8. Une extension de la méthode
pourrait alors consister à modifier notre algorithme afin que tous les objets soient segmentés
simultanément. Cela permettrait, d’une part de réduire le coût de calcul de l’algorithme, et
d’autre part de pas considérer chaque objet objet indépendamment et de prendre en compte leurs
interactions mutuelles.
Plusieurs résultats expérimentaux et comparaisons avec d’autres méthodes ont démontré les
performances de l’algorithme sur des séquences issues de contextes différents. Le résultat présenté
sur la figure 5.4 met en avant une limitation de la méthode. En effet, sur cette figure le piéton
au milieu à droite des images n’est presque jamais détecté comme un objet en mouvement. La
majorité des pixels de ce piéton appartenant au mouvement dominant de l’image, trop peu de pixels
en mouvement sont disponibles pour le détecter correctement. Des travaux futurs devraient se
concentrer sur l’étude de la détection de petits objets appartenant majoritairement au mouvement
dominant.
Enfin, la méthode de détection des objets en mouvement mise en place dans cette partie n’ex-
ploite aucune cohérence temporelle. En effet, les objets sont détectés indépendamment à chaque
instant. Dans la partie II, un algorithme de suivi d’objets est proposé. Il permettra d’utiliser, sous
la forme d’observations extérieures, les clusters en mouvement afin de suivre chacun des objets en
mouvement détectés.
Deuxième partie
Segmentation et suivi d’objets en
mouvement
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La deuxième partie de ce document traite du suivi d’objets initialisés par un module externe de
détection. Les méthodes de suivi permettent de construire les trajectoires d’objets mobiles en s’ac-
commodant du bruit, des déformations subies par les objets et d’éventuelles occultations. Certaines
méthodes de suivi nécessitent une initialisation manuelle tandis que d’autres utilisent directement
des initialisation obtenues préalablement par une méthode de détection d’objets. Nous proposons
ici une méthode de suivi s’appuyant sur la prédiction des objets suivis et sur des observations exté-
rieures. Ces deux principaux ingrédients sont insérés dans une fonction d’énergie minimisée par un
algorithme de coupe minimale/flot maximal permettant de segmenter et de suivre simultanément
des objets. Cette seconde partie est organisée en trois chapitres.
Chapitre 6 Le premier chapitre présente la théorie des coupes dans un graphe. Trouver la coupe
minimale dans un graphe peut servir à minimiser des énergies. Le principe est de ramener le
problème de minimisation d’énergie à un problème de "coupe minimale" dans un graphe ; cette
coupe minimale étant elle-même équivalente à un problème de "maximisation de flot". Nous dé-
taillons donc les algorithmes permettant de trouver le flot maximal dans un graphe et démontrons
les équivalences entre coupe minimale, flot maximal et minimisation d’énergie. L’application à la
segmentation d’image est ensuite étudiée.
Chapitre 7 Dans le chapitre 7, un état de l’art des méthodes de suivi est donné. Nous séparons
ces méthodes en trois grandes catégories : suivi par appariement de détection ("detect-before-
track"), suivi par segmentation dynamique et suivi déterministe par détection séquentielle. Cha-
cune de ces catégories possède ses propres avantages et limites que nous analyserons dans ce
chapitre.
Chapitre 8 L’algorithme de suivi d’objets proposé est détaillé dans le chapitre 8. Il combine une
partie des avantages des différentes catégories de méthodes décrites dans l’état de l’art du chapitre
7 et utilise des observations extérieures correspondant à des objets en mouvement détectés par un
module extérieur. Cette détection peut être par exemple obtenue par simple soustraction de fond ou
être le résultat de l’algorithme de détection décrit dans la partie I. Des résultats de la méthode de
suivi sont montrés sur des séquences relativement simples ou le fond est fixe et sur les séquences
complexes déjà utilisées dans la première partie. Ainsi, à la fin de ce chapitre nous montrons les
résultats finaux de cette thèse traitant de la détection, de la segmentation et du suivi d’objets en
mouvement dans des scènes complexes.
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Chapitre 6
Coupe minimale/flot maximal dans un
graphe
Ce chapitre est entièrement dédié à la présentation du principe de la coupe minimale dans un
graphe (en anglais "Graph Cuts"). Il a pour objectif d’expliquer le principe de la minimisation
d’énergie et de présenter ses applications les plus courantes en vision par ordinateur. L’ensemble
de ce chapitre est largement inspiré du cours "Introduction aux GraphCuts" de Mickaël Péchaud1.
Les algorithmes de coupe minimale/flot maximal dans un graphe ont été utilisés pour la pre-
mière fois en vision par ordinateur par Greig et Porteous [Greig 89]. Ils ont connu depuis quelques
années un très grand succès pour des applications diverses. Ce succès est dû au fait qu’ils per-
mettent de trouver le minimum global, en temps polynômial, de nombreuses fonctions d’énergie
couramment employées en vision.
Ce chapitre est organisé comme suit. Dans la première section, nous énonçons quelques défi-
nitions sur les graphes et introduisons les notions de coupe minimale et flot maximal. Nous pré-
sentons ensuite le problème de minimisation d’énergie et les algorithmes de coupe minimale/flot
maximal permettant cette minimisation. Nous terminons le chapitre en montrant l’application à la
segmentation d’images.
6.1 Définitions et propriétés sur les graphes
Le but des algorithmes de coupe minimale/flot maximal dans un graphe est de ramener le pro-
blème de minimisation d’énergie à un problème de "coupe minimale" dans un graphe ; cette coupe
minimale étant elle-même équivalente à un problème de "maximisation de flot". Nous définissons
dans cette section le type de graphe utilisé en vision par ordinateur, la notion de coupe minimale
puis de flot maximal. Nous montrons ensuite l’équivalence entre coupe minimale et flot maximal.
6.1.1 Graphe
Un graphe G = (V, E) est composé d’un ensemble d’arcs ou arêtes E et d’un ensemble de
nœuds ou sommets V . Un poids ω(p, q) est associé à chaque arc e = (p, q) ∈ E , connectant le
nœud p ∈ V au nœud q ∈ V . Il est positif et appelé capacité de l’arc. Un graphe peut être orienté
ou non orienté. Nous ne nous intéresserons ici qu’au cas des graphes orientés. Un graphe orienté
1http ://mickaelpechaud.free.fr/graphcuts.pdf
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q r
s
p
S
T
FIG. 6.1: Exemple de graphe.
est un graphe dont les arêtes sont orientées : (p, q) 6= (q, p) et ω(p, q) 6= ω(q, p), si (p, q) ∈ E
et (q, p) ∈ E (ce qui n’est pas nécessairement le cas). On distingue sur le graphe deux sommets
particuliers : une source S et un puits T , et on considère qu’il n’y a pas d’arête entrante dans S
ni d’arête sortante de T . Les autres sommets sont les nœuds intermédiaires du graphe. Plusieurs
sources peuvent être ajoutées mais nous traiterons principalement dans ce chapitre les graphes
contenant uniquement deux terminaux. Afin d’illustrer ces premières définitions, un exemple de
graphe est donné sur la figure 6.1.1.
6.1.2 Coupe
Une coupe dans un graphe est un ensemble d’arcs déconnectant la source du puits, c’est-à-dire
qu’il n’existe plus de chemin orienté de S à T . Une coupe peut également être vue comme une
partition S∪T des sommets où S appartient à S et T appartient à T . Plus généralement une coupe
entre deux nœuds quelconques p et q est définie de la manière suivante :
Définition 3 (Coupe)
Si p et q sont 2 sommets d’un graphe G = (V, E), une (p,q)-coupe est un ensemble C d’arcs
déconnectant p de q : dans le graphe partiel (V, E\C) il n’existe pas de chemin orienté de p à q.
Pour la recherche de la coupe minimale dans un graphe, seules les (S ,T )-coupes séparant la source
du puits sont étudiées. Nous les nommerons directement coupes, et les noterons C, dans la suite
de ce chapitre. Comme les arêtes du graphe, une coupe possède une capacité :
Définition 4 (Capacité d’une coupe)
La capacité |C| d’une coupe C est la somme des capacités des arcs de la coupe :
|C| =
∑
(p, q) ∈ E
p ∈ S, q ∈ T
ω(p, q) . (6.1)
La définition de la capacité d’une coupe permet directement d’introduire la notion de coupe mini-
male :
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Définition 5 (Coupe minimale)
On appelle coupe minimale dans un graphe une coupe Cmin de capacité minimale (∀ coupe C,
|Cmin ≤ |C|).
6.1.3 Flot
Comme nous allons le démontrer, le problème de calcul d’une coupe minimale dans un graphe
est dual au problème du calcul du flot maximal dans un graphe. Un flot représente en quelque
sorte l’acheminement d’un liquide depuis la source S vers la destination T et est alors décrit par
la quantité de liquide, appelée flux, transitant sur chacun des arcs du graphe. Le flux une fonction
f : E → R, qui, sur un arc, doit être inférieur à la capacité de l’arc.
Un flot doit vérifier, en chaque sommet, une loi de conservation analogue aux lois de Kirchoff
en électricité : le flux entrant en chaque sommet est égal au flux sortant. Dans toute la suite nous
utiliserons le mot flot pour parler du flot ou du flux. Les deux propriétés d’un flot sont énoncées
ci-dessous :
Propriété 1
Un flot f vérifie les propriétés suivantes :
1. ∀ p ∈ V\{S, T }, ∑q|(p,q)∈E f(p, q) = ∑q|(q,p)∈E f(q, p) (loi de Kirchoff)
2. ∀ (p, q) ∈ E , 0 ≤ f(p, q) ≤ ω(p, q)
Nous pouvons maintenant introduire la notion de "valeur d’un flot" :
Définition 6 (Valeur d’un flot)
On dit que f est un flot de S à T dans le graphe G = (V, E) si et seulement si les lois de
conservation (lois de Kirchoff) sont vérifiées pour tous les nœuds exceptés les terminaux où l’on
a : ∑
p∈V\{S,T }
f(S, p) =
∑
p∈V\{S,T }
f(p, T ) = |f | . (6.2)
La quantité |f | est appelée valeur d’un flot.
Un flot maximal est alors tout naturellement un flot de valeur maximale.
Définition 7 (Flot maximal)
Le problème du flot maximal consiste à trouver un flot Fmax de valeur maximale sur le graphe (∀
flot f de S à T , |f | < |Fmax|).
Dans la suite de cette section nous montrons qu’il y a équivalence entre flot maximal et coupe
minimale.
6.1.4 Relation entre coupe minimale et flot maximal
Une coupe C = S∪T est un passage obligé pour un flot, et potentiellement un goulot d’étran-
glement. En effet, un flot transitant de S à T doit nécessairement emprunter les arêtes de la coupe
(par définition, tous chemins de S à T comportent au moins une arête). Comme nous allons le
montrer, la valeur du flot peut être définie comme le flot sortant de la coupe moins le flot entrant.
Pour cela, dénotons par G˜ = (V, E˜) le graphe déduit de G en ajoutant l’arc (T ,S), appelé arc de
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retour de flot, de capacité infinie. Dans G˜, la loi de Kirchoff s’étend aux terminaux. Le point 2 de
la propriété 1 devient alors : ∀ p ∈ V, ∑q|(p,q)∈E˜ f(p, q) = ∑q|(p,q)∈E˜ f(q, p).
Le problème du flot maximal de S à T dans G revient à trouver un flot f dans G˜ vérifiant les
contraintes de capacité (∀(p, q) ∈ E˜ 0 ≤ f(p, q) ≤ ω(p, q)) et tel que la valeur du flot f sur l’arc
de retour (f(T ,S) = |f |) soit maximale. On peut maintenant énoncer la propriété de la valeur
d’un flot dans une coupe.
Propriété 2 (Valeur d’un flot dans une coupe)
Si C = S ∪ T est une coupe et f un flot de S à T dans le graphe G, alors la valeur du flot est
égale au flot sortant de S moins le flot entrant dans S :
|f | = f+(S)− f−(S)
avec
f+(S) =
∑
p∈S,q∈T | (p,q)∈E
f(p, q)
et
f−(S) =
∑
p∈S,q∈T | (q,p)∈E
f(q, p)
Preuve
Soit f un flot quelconque dans G˜, auquel correspond le flot f entre la source et le puits dans G.
Dans G˜, la propriété sue les lois de Kirchoff s’écrit :
∀ p ∈ V,
∑
q|(p,q)∈E˜
f(p, q) =
∑
q|(q,p)∈E˜
f(q, p) .
On a alors : ∑
p∈S
∑
q|(p,q)∈E˜
f(p, q) =
∑
p∈S
∑
q|(q,p)∈E˜
f(q, p) ,
d’où, en distinguant les nœuds de S et les nœuds de T :∑
p∈S,q∈S|(p,q)∈E˜
f(p, q)+
∑
p∈S,q∈T |(p,q)∈E˜
f(p, q) =
∑
p∈S,q∈S|(q,p)∈E˜
f(q, p)+
∑
p∈S,q∈T |(q,p)∈E˜
f(q, p) ,
ce qui est équivalent à,∑
p∈S,q∈S|(p,q)∈E
f(p, q) +
∑
p∈S,q∈T |(p,q)∈E
f(p, q) =
∑
p∈S,q∈S|(q,p)∈E
f(q, p) +
∑
p∈S,q∈T\T |(q,p)∈E˜
f(q, p) + f(T ,S) .
D’après les lois de Kirchoff,
∑
p∈S\S,q∈S\S|(p,q)∈E f(p, q) =
∑
p∈S\S,q∈S\S|(q,p)∈E f(q, p), ce qui
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implique : ∑
p∈S,q∈S|(p,q)∈E
f(p, q) =
∑
p∈S\S,q∈S\S|(p,q)∈E
f(p, q) +
∑
p∈V\S|(S,p)∈E
f(S, p)
=
∑
p∈S\S,q∈S\S|(q,p)∈E
f(q, p) +
∑
p∈V\S|(S,p)∈E
f(S, p)
=
∑
p∈S,q∈S|(q,p)∈E
f(q, p) .
On a donc : ∑
p∈S,q∈T |(p,q)∈E
f(p, q) =
∑
p∈S,q∈T (q,p)∈E
f(q, p) + |f | ,
et finalement
|f | =
∑
p∈S,q∈T |(p,q)∈E
f(p, q)−
∑
p∈S,q∈T\T |(q,p)∈E
f(q, p) .
On a ainsi montré que la valeur du flot est égale au flot sortant de S moins le flot entrant dans S.
Les propriétés 1 et 2 montrent que la valeur de tout flot entre S et T est toujours inférieure à la
capacité de n’importe quelle coupe. En effet, comme ∀ (p, q) ∈ E , 0 ≤ f(p, q) ≤ ω(p, q), on a
|f | ≤
∑
p∈S,q∈T |(p,q)∈E
ω(p, q),
c’est-à-dire |f | ≤ |C|. Cela conduit donc à la propriété suivante :
Propriété 3 (Équivalence flot maximal / coupe minimale (forme faible))
Si f est un flot entre S et T et C = S ∪ T est une coupe, alors : |f | ≤ |C|. Il est possible de
réécrire cette propriété en fonction du flot maximum et de la coupe minimum :
|Fmax| ≤ |Cmin| (6.3)
Nous venons de voir que la capacité d’une coupe constitue une borne supérieure pour la valeur
maximale d’un flot. Nous allons maintenant voir que cette borne supérieure est toujours atteinte :
la valeur maximale d’un flot est toujours égale à la capacité minimale d’une coupe. Pour pou-
voir démontrer cette égalité, nous avons préalablement besoin d’introduire les notions de graphe
résiduel, de chemin augmentant et de saturation.
6.1.5 Définitions : saturation, graphe résiduel, chemin augmentant
Nous énonçons dans cette sous-section une liste de définitions qui permettront de démontrer
le théorème d’égalité entre coupe minimale et flot maximal.
Définition 8 (Saturation)
Un arc (p, q) est dit saturé par un flot f si la valeur du flot sur l’arc est égale à sa capacité :
f(p, q) = ω(p, q). Un chemin est saturé si l’un de ses arcs est saturé.
Tant que l’arc n’est pas saturé, il est possible de lui faire transiter plus de flot. Bien entendu les
contraintes sur les capacités doivent être respectées. La quantité de flot que l’on peut faire passer
en plus dans un arc s’appelle la capacité résiduelle.
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Définition 9 (Capacité résiduelle)
La capacité résiduelle d’un arc (p, q) est la quantité ω(p, q) − f(p, q) de flot qu’il peut encore
faire transiter. La capacité résiduelle d’un chemin est la plus petite capacité résiduelle de ses arcs.
Saturer un chemin entre le nœud S et le nœud T consiste à augmenter la valeur du flot des
arcs du chemin de la capacité résiduelle du chemin. Lorsque l’on sature un chemin entre S et T , la
propriété de flot est conservée sur le graphe : le flux sur un arc reste inférieur à la capacité de l’arc
et la loi de Kirchoff est encore vérifiée pour tous les sommets. En effet, le chemin repart de tout
nœud intermédiaire autant de fois qu’il y arrive. Si il existe encore des chemins non saturés entre S
et T , le flot f n’est pas maximum. Il suffit alors de saturer l’un de ces chemins pour obtenir un flot
de valeur supérieure. La définition précédente permet d’introduire la notion de graphe résiduel.
Définition 10 (Graphe résiduel)
Un graphe résiduel Gf associé à un flot f sur un graphe G est un graphe comprenant les mêmes
sommets que G. Chaque arc (p, q) de G est associé dans Gf à :
– l’arc "forward" (p, q)F de capacité ω(p, q)− f(p, q).
– l’arc "backward" (p, q)B de capacité f(p, q).
La capacité de l’arc forward indique qu’il est possible d’augmenter le flot sur (p, q) d’au plus
ω(p, q)−f(p, q) ce qui correspond à la saturation de l’arc. Un arc forward "existe" (il est de capa-
cité non nulle) dans Gf si et seulement si il n’est pas saturé dans G. La capacité de l’arc backward
indique qu’il est possible de diminuer le flot entre p et q d’au plus f(p, q). Cela correspond à
annuler le flot. Un arc backward "existe" (il est de capacité non nulle) dans Gf si et seulement si
le flot n’est pas nul sur l’arc (p, q) dans G. Si la valeur du flot de S à T est nulle alors le graphe
résiduel est le même que le graphe initial.
Si tous les chemins ne sont pas saturés, il est possible d’ajouter du flot dans le graphe résiduel.
Ce flot est alors appelé flot résiduel. Il a les propriétés suivantes.
Propriété 4 (Ajout d’un flot résiduel)
Si fr est un flot sur le graphe résiduel Gf , nous définissons la valuation des arcs f ′ = f ⊕ fr sur
le graphe G par :
f ′(p, q) = f(p, q) + fr(p, q)F − fr(q, p)B
On a alors les propriétés suivantes :
– f ′ est un flot sur le graphe G
– La valeur du flot f ′ est la somme des 2 flots : |f ′| = |f |+ |fr|
Nous terminons cette sous-section en définissant la notion de chemin augmentant.
Définition 11 (Chemin augmentant)
Un chemin augmentant pour un flot f sur un graphe G est un chemin (orienté) de capacité non
nulle reliant S à T dans le graphe résiduel Gf .
Cela revient à dire que le chemin augmentant est un chemin le long des arcs non saturés du graphe
résiduel. Le flot correspondant à la saturation du chemin augmentant R sera noté fR dans la suite.
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6.1.6 Équivalence entre flot maximal et coupe minimale
Les définitions données précédemment vont maintenant nous permettre d’établir l’équivalence
entre une flot maximal et une coupe minimale. Cette égalité découle directement du théorème
suivant.
Théorème 1 (Ford & Fulkerson)
Si f est un flot dans un graphe G, il y a équivalence entre les propriétés :
1. La valeur du flot f est maximale
2. Il n’existe pas de chemin augmentant pour f
3. Il existe une coupe C de capacité égale à la valeur du flot f
Preuve
Pour montrer l’équivalence entre ces 3 propriétés, nous allons établir la suite des implications.
(1)⇒ (2) Démontrons la contraposée. S’il existait un chemin augmentant R, alors f ⊕ fR
serait un flot de valeur |f |+|fR|, ce qui contredit le fait que f est un flot de valeur maximale.
(2)⇒ (3) Supposons qu’il n’existe pas de chemin augmentant. Soient S l’ensemble des
sommets p tels qu’il existe un chemin orienté de S à p dans le graphe résiduel, et T son
complémentaire. La partition C = S ∪ T définit une coupe sur le graphe. Montrons que la
capacité C de cette coupe est égale à la valeur du flot f . Comme |f | = f+(S) − f−(S),
ceci revient à démontrer les deux points suivants :
a) Les arcs sortants de S sont saturés par le flot f , c’est-à-dire f+(S) est maximal :
Soit un arc (p, q), p ∈ S et q ∈ T . Supposons par l’absurde que cet arc n’est pas saturé.
Alors dans le graphe résiduel l’arc forward (p, q)F a une capacité non nulle. En prolon-
geant le chemin de S à p avec l’arc (p, q)F , on obtient alors un chemin de S au sommet
q, ce qui contredit q ∈ T . Ainsi tous les arcs sortants de S sont saturés.
b) Les arcs entrants de S n’ont aucun flot transitant sur eux, c’est-à-dire f−(S) = 0 :
Soit un arc (q, p), q ∈ T et p ∈ S. Supposons également par l’absurde que le flot f est
non nul sur cet arc. Alors, dans le graphe résiduel, l’arc backward (q, p)B a une capacité
non nulle, ce qui contredit que le sommet q n’appartienne pas à S.
Nous avons donc :
|f | =
∑
p∈S,q∈T |(p,p)∈E
ω(p, q)− 0 = |C|.
(3)⇒ (1) Cette implication découle directement de la propriété 3 (équation 6.3).
Ainsi, si f est un flot maximal dans un graphe alors il existe une coupe de capacité égale
à la valeur du flot. Or la capacité de la coupe minimale est toujours supérieure au flot maximal
(propriété 3). On peut donc directement énoncer le théorème "Coupe minimale / Flot maximal" :
Théorème 2 (Coupe minimale / Flot maximal)
La valeur maximale d’un flot entre deux sommets dans un graphe est égale à la capacité minimale
d’une coupe :
|Fmax| = |Cmin| .
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6.2 Méthodes pour trouver le flot maximal
Il existe de nombreux algorithmes pour trouver un flot maximal dans un graphe. Pour une
bonne revue de toutes ces méthodes, on peut se référer à [Schrijver 03]. Les algorithmes peuvent
être divisés en deux classes : les algorithmes par saturation de chemins et les algorithmes par
poussage de flot.
6.2.1 Flot maximal par saturation des chemins
Les algorithmes par saturation de chemins s’appuient directement sur la définition de la satu-
ration. Saturer un chemin entre le nœud S et le nœud T consiste à augmenter le flot sur les arcs du
chemin de la capacité résiduelle du chemin. Si il existe encore des chemins non saturés entre S et
T , le flot f n’est pas maximum. Il suffit alors de saturer l’un de ces chemins pour obtenir un flot de
valeur supérieure. Ainsi, un algorithme de saturation peut être construit en saturant itérativement
tous les chemins entre S et T . Le principe est de partir d’un flot nul et de trouver itérativement
un chemin de la source au puits sur lequel il n’y a pas d’arête saturée. Du flot est alors ajouté en
saturant l’arête qui a la capacité résiduelle la plus faible. Ce principe est illustré par l’algorithme
6.
Algorithme 6 Algorithme par saturation de chemins
• Initialisation :
∀(p, q) ∈ E f(p, q) = 0 (On part d’un flot nul)
• Tant Que il existe un chemin R de S à T non saturé par le flot f
Augmenter f en saturant R :
1. Calculer a = argminω(p,q),(p,q)∈Rw(p, q)− f(p, q)
2. ∀(p, q) ∈ R , f(p, q)← f(p, q) + a
Fin TantQue
• Retourner f
Cet algorithme ne conduit pas toujours au flot maximal [Ford 62, Schrijver 03]. En effet, les
chemins non saturés de S à T ne sont pas recherchés dans le graphe résiduel mais uniquement
dans le graphe initial. Il ne s’agit donc pas de chemins augmentant et le théorème 1 ne peut alors
pas être appliqué. Afin de trouver le flot maximal, Ford et Fulkerson [Ford 62] ont proposé de ne
pas saturer les chemins dans le graphe initial G mais dans un graphe résiduel Gf (algorithme 7),
ce qui rejoint le théorème 1.
Les deux algorithmes précédents peuvent sembler similaires, mais, comme nous allons le mon-
trer sur un exemple, ils ne conduisent pas au même résultat. Considérons ainsi le graphe, présenté
sur la figure 6.2, composé d’une source, d’un puits et de deux nœuds intermédiaires p et q. Les
capacités des arcs sont indiquées au-dessus de chaque arc. Considérons tout d’abord un flot nul
sur ce graphe. Un chemin possible entre S et T (en rouge sur la figure 6.2a)) est (S, q, p, T ) de ca-
pacité résiduelle 2. La saturation du chemin donne un flot f égal à 2. Le flot circulant dans chaque
arc est indiqué en vert. L’algorithme de saturation s’arrête à cette étape : il n’y a plus de chemin
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Algorithme 7 Algorithme de Ford & Fulkerson
• Initialisation :
∀(p, q) ∈ E f(p, q) = 0 (On part d’un flot nul)
• Tant Que il existe un chemin augmentant R de S à T
Saturer le chemin R dans le graphe résiduel Gf
f ← f ⊕ fR
Fin TantQue
• Retourner f
non saturé de S à T dans le graphe. Cependant, il existe un chemin augmentant (S, p, q, T ) dans
le graphe résiduel (figure 6.2b)). La saturation du chemin augmentant fait passer la valeur du flot
à 3. Après cette itération, il n’existe plus de chemin augmentant dans le graphe résiduel (figure
6.2 c)). L’algorithme de Ford & Fulkerson s’arrête alors et délivre le flot f , de valeur 3, qui est
maximum.
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FIG. 6.2: Comparaison de l’algorithme de saturation (algorithme 6) et de l’algorithme de Ford
& Fulkerson (algorithme 7). En rouge sont montrés des chemins augmentant possibles et en vert
est indiqué le flot dans chaque arc. a) Algorithme de saturation correspondant aussi à la première
étape de l’algorithme de Ford & Fulkerson. b) Saturation des chemins dans le graphe résiduel
(algorithme de Ford & Fulkerson). La figure montre le graphe résiduel avec ses capacités. Les arcs
de capacité nulle ne sont pas représentés. c) Graphe résiduel final, dans lequel il n’existe plus de
chemin augmentant.
Plusieurs algorithmes ont été mis en place depuis. Par exemple, Dinic [Dinic 70] reprend le
principe de saturation des chemins mais cherche à chaque étape un chemin de longueur minimale
dans le graphe résiduel. Une forme "dynamique" ce cette méthode a été introduite dans [Boy-
kov 04]. Les arbres de recherche de chemins dans le graphe résiduel sont conservés et modifiés à
chaque itération (plutôt que complètement recalculés). Le coût calculatoire de cet algorithme est
faible (temps de calcul quasiment linéaire par rapport à la taille des données).
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6.2.2 Flot maximal par poussage de flot
Les algorithmes par poussage de flot utilisent des pré-flots dont la définition est donnée ci-
dessous.
Définition 12 (Pré-flot)
Un pré-flot est un flot (fonction f : E∗ → R) ne respectant pas la contrainte de préservation de
flot, c’est-à-dire la loi de Kirchoff :
∀ p ∈ V\{S, T }, |∑q|(p,q)∈E f(p, q)−∑q|(q,p)∈E f(q, p)| ≥ 0
Le principe du poussage de flot est alors d’envoyer autant de flot que possible à partir de la source.
Bien entendu, certains nœuds reçoivent un excès de flot. Ces sommets sont dits actifs. Le flot
excessif dans ces nœuds est alors poussé vers d’autres nœuds disponibles. Une étiquette, évoluant
au cours des itérations, est associée à chaque nœud. On notera lp l’étiquette associée au sommet
p. Le principe des méthodes par poussage de flot est détaillé dans l’algorithme 8.
Algorithme 8 Algorithme par poussage de flot
• Initialisation :
Étiqueter les nœuds du graphe (le graphe contient |V| nœuds) :
- l(S) = |V|
- l(T ) = 0
- ∀ p ∈ V\{S, T } lp = 1
∀ p ∈ V\{S, T }, f(S, p) = w(S, p)
• Tant Que il reste des sommets actifs, choisir un de ces sommets, noté p.
Tant Que p est actif
si ∃ q ∈ V tel que (p, q) ∈ E , l(p) = l(q) + 1 et w(p, q)− f(p, q) > 0
alors f(p, q)← min(w(p, q)− f(p, q),∑q|(p,q)∈E f(p, q))
(pousser le flot excessif vers l’autre nœud)
sinon ré-étiqueter p :
lp ← argmin q|(p, q) ∈ E
w(p, q)− f(p, q) > 0
(lq + 1)
Fin TantQue
Fin TantQue
• Retourner f
Les étiquettes attribuées aux nœuds lors de la phase d’initialisation peuvent aussi avoir comme
valeur la distance au puits. Cela évite des étapes de ré-étiquetage inutiles. Le plus célèbre des
algorithmes par poussage de flot est l’algorithme "Push relabel" [Goldberg 86]. D’autres méthodes
existent aussi [Goldberg 89, Schrijver 03].
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6.3 Minimisation d’énergies
Cette section commence par décrire les énergies que l’on cherche à minimiser. Nous énonçons
ensuite un certain nombre d’algorithmes ayant pour but la minimisation d’énergies et terminons
en décrivant le principe de la minimisation d’énergies par coupe minimale/flot maximal.
Pour simplifier les notations nous considérerons, dans toute la suite du chapitre, que V est un
ensemble contenant tous les nœuds d’un graphe exceptés les terminaux.
6.3.1 Présentation des énergies considérées
Certains problèmes en vision par ordinateur peuvent être formulés en terme d’étiquetage de
pixels et de minimisation d’énergies. Une étiquette ls appartenant à l’ensemble des étiquettes L
doit être associée à chaque nœud s ∈ V d’un graphe. Le plus souvent, V représente l’ensemble des
pixels P de l’image I . Dans ce cas, un nœud est associé à chaque pixel. L’étiquetage L doit dé-
pendre des propriétés de l’image. Par exemple pour les applications de segmentation les étiquettes
doivent respecter les contours forts et dépendre des intensités des régions que l’on souhaite seg-
menter. Ces problèmes d’étiquetage peuvent être résolus en minimisant des énergies. Un nombre
important de fonctions d’énergies existe dans la littérature. Elles se décomposent le plus souvent
en deux termes :
E(L) = Edonnees(L) + Elissage(L) . (6.4)
Le premier terme, Edonnees, est un terme unaire qui représente l’attache aux données. Il encou-
rage les étiquettes à respecter les informations observées dans l’image. Généralement, le terme
d’attache aux données s’écrit :
Edonnees(L) =
∑
s∈V
Ds(ls) . (6.5)
La fonction Ds indique si, connaissant les données observées, le label ls est bien approprié pour
le nœud s. Le deuxième terme, Elissage, est un terme binaire de régularité portant sur des groupes
de pixels voisins. Il encourage les étiquettes à respecter les discontinuités de l’image. Le terme de
régularité peut avoir plusieurs formes. Nous nous concentrons ici sur les termes de lissage décrits
par l’équation suivante :
Elissage(L) =
∑
s∈<s,r>
B{s,r}(ls, lr) , (6.6)
où < s, r > désigne tout arc de E reliant deux sommets s et r mutuellement voisins (l’ensemble
des sommets voisins au pixel s sera noté Ns). En général on utilise 4 ou 8 nœuds voisins (figure
6.3), appelés respectivement 4-voisinage ou 8-voisinage. La fonction B{s,r} encourage deux (ou
parfois trois) pixels ayant des caractéristiques similaires à avoir la même étiquette.
6.3.2 Algorithmes d’étiquetage et de minimisation
Plusieurs algorithmes permettant de minimiser des énergies ou d’étiqueter les nœuds d’un
graphe existent. Nous présentons ci-après une liste de ces méthodes.
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FIG. 6.3: Relation de voisinage (4 ou 8 plus proches voisins).
6.3.2.1 Marches aléatoires
Les algorithmes dits de marches aléatoires sont principalement dédiés à la segmentation
d’image. L’idée est d’associer un graphe à l’image. Un nœud est placé en chaque pixel et les
nœuds associés à des pixels voisins sont reliés par des arêtes. Le poids de ces arcs est d’autant plus
grand que les pixels sont similaires. La marche aléatoire dans un graphe est basée sur l’assertion
suivante : depuis un sommet, il est d’autant plus probable d’aller vers un autre nœud que l’arête
les reliant ces deux sommets a un poids important.
Le but de la segmentation est d’associer une étiquette à chacun des pixels de l’image, cette
étiquette dépendant de l’objet auquel le pixel appartient. Afin de segmenter une image avec un
algorithme de marche aléatoire, l’utilisateur doit préalablement étiqueter quelques pixels à l’in-
térieur du ou des objets à segmenter, et à l’extérieur de ces objets. Ces étiquettes sont appelées
graines. Ensuite, pour chaque pixel non étiqueté, une marche aléatoire est effectuée. Cette der-
nière s’arrête dès que l’une des graines est atteinte. Une probabilité d’atteindre chaque graine est
définie en chaque pixel et l’étiquette finale du pixel sera la même que celle de la graine ayant la
plus forte probabilité d’être atteinte. Pour de plus amples informations, nous renvoyons le lecteur
à l’article [Grady 06].
6.3.2.2 Normalized Cuts
Le "Normalized Cuts" [Shi 00] est une méthode basée sur la théorie des graphes permettant
de faire du clustering et de la segmentation. Le graphe est construit de la même façon que pour
les algorithmes de marche aléatoire : un nœud est associé à chaque pixel et des arêtes relient les
pixels, leurs poids étant d’autant plus grands que les pixels sont semblables. Il s’agit alors de
trouver la coupe minimale dans ce graphe n’ayant pas de terminaux (pas de source ni de puits).
La recherche de la solution optimale se reformule comme la recherche de vecteurs propres d’une
matrice associée au graphe.
6.3.2.3 Champs de Markov
Avant de citer des algorithmes de minimisation d’énergie basées sur les champs de Markov,
nous commençons par introduire la notion de champ de Gibbs. Un champ de Gibbs sur un graphe,
pour une configuration donnée L, est une distribution statistique pi de la forme :
pi(L) ∝ exp [−E(L)] = 1
Z
exp [−E(L)] , Z > 0 . (6.7)
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La distribution pi est une distribution de probabilité sur l’ensemble des configurations possibles.
Minimiser la fonction d’énergie revient donc à trouver la configuration la plus probable sous la
distribution pi. Les propriétés des champs de Markov permettent de remplacer la minimisation
directe de l’énergie par un problème probabiliste de Maximisation a Posteriori (MAP) dans un
champ de Markov. Nous allons maintenant donner quelques exemples de champs de Markov
couramment utilisés. Nous ne présentons ici que le terme binaire, c’est-à-dire de régularité, des
énergies considérées.
Modèle ferro-magnétique d’Ising
Le modèle d’Ising a été introduit en physique pour calculer l’aimantation de certains corps dans
un champ magnétique. Dans les cas du modèle d’Ising pour les champs de Markov, les étiquettes
sont binaires et peuvent prendre les valeurs −1 ou +1. La fonction d’énergie s’écrit :
E(l) = −β
∑
s∈<s,r>
lslr , (6.8)
où β est une constante de couplage strictement positive qui mesure l’interaction entre deux pixels
(ou deux "spins" en physique). Cette fonction d’énergie traduit le fait que deux spins voisins ont
tendance à s’orienter dans la même direction : on dit alors que le champ est attractif.
Modèle de Potts
Le modèle de Potts est la généralisation du modèle d’Ising à un problème d’étiquetage non binaire.
Chaque étiquette est choisie dans une ensemble de n étiquettes possibles. L’énergie s’écrit :
E(l) = −β
∑
s∈<s,r>
1ls=lr + β
∑
s∈<s,r>
1ls 6=lr . (6.9)
Plusieurs algorithmes existent pour minimiser des énergies dans un champ de Markov. Ces
algorithmes permettent de calculer le maximum a posteriori du champ de Markov. Les méthodes
les plus connues sont l’algorithme de "Belief Propagation" ou de "Loopy Belief Propaga-
tion" [Felzenszwalb 06], l’algorithme "Tree-Reweighted" [Kolmogorov 05] et l’algorithme de
recuit simulé [Geman 84].
6.3.3 Minimisation d’énergies par coupe minimale/flot maximal
Nous présentons maintenant la minimisation d’énergie par coupe minimale/flot maximal. Dans
le début de cette sous-section, nous commençons par présenter l’algorithme de coupe minimale
le plus utilisé en vision par ordinateur. Cet algorithme se restreint à des énergies ayant quelques
propriétés particulières que nous détaillerons ensuite.
6.3.3.1 Algorithme "Expansion Move"
L’algorithme le plus connu et le plus utilisé pour minimiser des fonctions d’énergies en
utilisant les Graph Cuts est l’algorithme appelé "Expansion Move" [Boykov 01b]. Il s’agit d’un
algorithme itératif, valable pour le cas binaire ou pour le cas multi-étiquettes, qui repose sur des
changements d’étiquetage appelés "α-expansions". Étant donné un étiquetage courant L et une
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étiquette particulière α, l’"α-expansion" est définie comme le passage de l’étiquetage L à un
étiquetage L′ tel que si l′s 6= α (avec s ∈ V) alors l′s = ls. Autrement dit, l’étiquette d’un nœud
ne peut être modifiée que si elle est différente de α. Le nœud prend alors l’étiquette α si cela fait
décroître la fonction d’énergie. Ainsi le passage de L à L′ augmente le nombre de pixels ayant
pour étiquette α. Si le passage de L à L′ diminue la valeur de l’énergie alors L′ devient le nouvel
étiquetage courant. L’étiquetage final est obtenu quand l’énergie ne peut plus être minimisée. La
convergence de cet algorithme se fait en temps polynômial.
Depuis le début du chapitre nous ne nous sommes intéressés qu’à l’étiquetage binaire des
pixels. Une seule source et un seul puits étaient considérés pour le graphe. Dans de nombreuses
applications, plusieurs étiquettes sont nécessaires. Il faut alors se ramener à un graphe ayant autant
de terminaux que d’étiquettes. Minimiser une fonction d’énergie dans un environnement multi-
étiquettes revient à trouver la coupe minimale séparant chacun des terminaux. Ce type de coupe
est appelé "multiway" [Boykov 01b]. Pour trouver une telle coupe minimale, le principe est de
se ramener au cas binaire [Dahlhaus 92, Boykov 01b], itérativement et jusqu’à convergence, en
trouvant la coupe minimaleCi séparant un terminal Si de tous les autres. Chaque coupe est obtenue
en appliquant un algorithme de type "Expansion Move". Il est ensuite possible de générer une
coupe "multiway" C, en considérant C = ∪Si 6=SmaxCi, où Smax = arg maxSi |Ci| est le terminal
dont la capacité de la coupe est la plus grande.
6.3.3.2 Propriétés des fonctions d’énergies
Nous énonçons maintenant les propriétés que doivent respecter les fonctions d’énergies pour
qu’elles puissent être minimisées en utilisant l’algorithme "Expansion Move". Ces propriétés
sont bien décrites dans [Kolmogorov 04]. Nous nous focalisons de nouveau ici sur le cas binaire.
Une énergie E, fonction de n variables binaires, peut être représentée par un graphe s’il existe
un graphe G = (V ∪ {S, T }, E) avec des terminaux S et T et un ensemble de n sommets
intermédiaires V = (v1, . . . , vn) tel que, pour toute configuration l1, . . . , ln, la valeur de l’énergie
E(l1, . . . , ln) soit égale à une constante plus la capacité d’une coupe. Le sommet vi appartient à
S si lvi = 0 et réciproquement, vi ∈ T si lvi = 1. Si la constante est nulle, on dit que l’énergie est
exactement représentable par un graphe.
Les énergies étudiées ici sont de la forme de celles décrites par l’équation (6.4) :
E(L) =
∑
s∈V
Ds(ls) +
∑
s∈<s,r>
B{s,r}(ls, lr) . (6.10)
Le graphe correspondant, s’il existe, a la forme suivante : il contient un ensemble de sommets
V ∪ {S, T } et un ensemble d’arcs E qui peut être divisé en deux sous-ensembles E1 et E2.
Le premier sous-ensemble, E1, contient les arcs reliant les terminaux à chacun des sommets de
V . Les capacités de ces arcs sont prises en compte dans le premier terme de la fonction d’énergie :
les arcs (S, s), s ∈ V , ont pour capacité Ds(1) et les arcs (s, T ), Ds(0). Cela s’explique très faci-
lement en prenant un graphe composé d’une source, d’un puits et d’un seul sommet intermédiaire
s (figure 6.4).
Fixer les capacités des deux arcs de manière à ce que la valeur de la coupe soit égale à l’énergie
de l’étiquetage considéré est trivial. En effet, les deux configurations possibles sont :
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T
S
s
ω(S, s) = Ds(1)
ω(s, T ) = Ds(0)
FIG. 6.4: Capacité des arcs reliant les terminaux aux nœuds du graphe.
– ls = 0, c’est-à-dire E(L) = Ds(0). Cela revient à couper l’arc (s, T ) (la capacité de la
coupe est donc égale à ω(s, T )), et implique donc ω(s, T ) = Ds(0),
– ls = 1, c’est-à-dire E(L) = Ds(1). Cela revient à couper l’arc (S, s) (la capacité de la
coupe est donc égale à ω(S, s)), et implique donc ω(S, s) = Ds(1).
Les capacités des arcs devant être positives, on s’assurera que la fonction Ds respecte cette pro-
priété.
Le deuxième sous-ensemble, E2, contient l’ensemble des arcs (s, r) reliant deux sommets s et
r de V mutuellement voisins. Les capacités de ces arcs sont prises en compte dans le second terme
(terme binaire) de la fonction d’énergie. En effet, soit un graphe composé d’un source, d’un puits
et de deux sommets intermédiaires s et r (figure 6.5). Nous connaissons déjà les capacités des arcs
T
S
rs
ω(S, r)
ω(r, T )
ω(S, s)
ω(s, T )
ω(s, r)
FIG. 6.5: Capacité des arcs reliant les sommets mutuellement voisins.
reliant les terminaux aux nœuds s et r :
ω(S, s) = Ds(1) , ω(S, r) = Dr(1) , ω(s, T ) = Ds(0) , ω(r, T ) = Dr(0) .
Quatre coupes sont possibles dans ce graphe. Pour trouver la valeur de la capacité ω(s, r) de
manière à ce que la valeur d’une coupe soit égale à l’énergie de l’étiquetage considéré, il nous faut
résoudre le système suivant :
ω(s, T ) + ω(r, T ) = Ds(0) +Dr(0) +B{s,r}(0, 0) , (ls = 0 et lr = 0) ,
ω(S, s) + ω(r, T ) + ω(s, r) = Ds(1) +Dr(0) +B{s,r}(1, 0) , (ls = 1 et lr = 0) ,
ω(s, T ) + ω(S, r) = Ds(0) +Dr(1) +B{s,r}(0, 1) , (ls = 0 et lr = 1) ,
ω(S, s) + ω(S, r) = Ds(1) +Dr(1) +B{s,r}(1, 1) , (ls = 1 et lr = 1) .
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On obtient alors la capacité de l’arc :
ω(s, r) = B{s,r}(1, 0) +B{s,r}(0, 1)−B{s,r}(0, 0)−B{s,r}(1, 1) .
Comme les capacités des arcs doivent être positives, les énergies, décrites par l’équation (6.10),
sont représentables par un graphe si les fonctions B{s,r} sont régulières (ou sous-modulaires)
[Kolmogorov 04] :
Définition 13 (Fonction régulière)
On dit que B{s,r} est régulière si :
B{s,r}(0, 0) +B{s,r}(1, 1) < B{s,r}(0, 1) +B{s,r}(1, 0) . (6.11)
Récemment des algorithmes permettant d’appliquer les "Graph Cuts" à un ensemble plus large
de fonctions d’énergies ont été proposés. Nous ne détaillons pas ici ces algorithmes et renvoyons
le lecteur à [Kolmogorov 07].
6.4 Applications à la segmentation d’images
La minimisation d’énergies par coupe minimale/flot maximal a été appliquée à de nombreux
problèmes de vision par ordinateur : restauration d’images, stéréo, synthèse de textures, mosaïques
digitales et segmentation. Nous nous attardons ici sur l’application à la segmentation d’images
dans le cas binaire (c’est-à-dire que l’on ne cherche à segmenter qu’un seul objet).
6.4.1 Segmentation d’images par coupe minimale/flot maximal
Le principe de la segmentation d’image par coupe minimale/flot maximal est assez simple.
Un graphe G = (P ∪ {S, T }, E) est appliqué à l’image. Un sommet est associé à chaque pixel
et chaque sommet est relié par un arc à ses 4 ou 8 sommets voisins. Les capacités des arcs sont
d’autant plus faibles que le gradient de l’image est fort au voisinage de l’arête. On place ensuite,
soit manuellement soit automatiquement, un certain nombre de graines à l’intérieur de l’objet à
segmenter et un certain nombre de graines à l’extérieur. Placer des graines à l’intérieur de l’objet
revient à étiqueter les pixels des graines à 1 (reliés au puits). Au contraire, placer des graines à
l’extérieur (fond) de l’objet revient à étiqueter les pixels des graines à 0 (reliés à la source). La
segmentation de l’objet est alors obtenue en trouvant la coupe minimale dans ce graphe.
Nous détaillons ici le premier algorithme donnant une solution au problème de la segmentation
des objets avec les "Graph Cuts" [Boykov 01a]. L’utilisateur commence par placer des graines à
l’intérieur et à l’extérieur de l’objet à segmenter (figure 6.6). Tous les pixels appartenant à ces
graines sont alors forcés (dans l’étiquetage final) à appartenir soit à l’objet "Obj" (source) s’ils
sont à l’intérieur de celui-ci, soit au fond "Bkg" (puits) s’ils sont à l’extérieur. Pour garantir le
placement de ces pixels dans le bon ensemble, on procède comme suit. Si s est un pixel d’une
graine à l’intérieur de l’objet, le terme d’attache aux données pour ce pixel est défini ainsi :
Ds(ls) =
{
0 si ls = 1,
κ sinon ,
(6.12)
avec
κ = 1 + max
s∈<s,r>β{s,r}(ls, lr) , (6.13)
Coupe minimale/flot maximal dans un graphe 109
FIG. 6.6: Graines placées à l’extérieur ("B") et à l’intérieur de l’objet ("O") à segmenter : à gauche,
l’image originale, à droite, le résultat de la segmentation et les graines. Cette figure provient de
[Boykov 01a].
où β{s,r} est une fonction définie telle que B{s,r}(ls, lr) = β{s,r}(ls, lr)δ(ls, lr). La fonction δ est
donnée, comme dans le chapitre 5, par
δ(ls, lr) =
{
1 si ls 6= lr
0 sinon ,
(6.14)
De cette façon l’arête reliant le puits au pixel s, de capacité κ, ne sera jamais saturée et ne pourra
jamais appartenir à la coupe. De la même manière, si le pixel s appartient à une graine placée à
l’extérieur de l’objet, le terme d’attache aux données est défini par :
Ds(ls) =
{
κ si ls = 1,
0 sinon .
(6.15)
Afin de définir le terme d’attache aux données pour tous les autres pixels, un histogramme est
calculé sur tous les pixels des graines à l’intérieur de l’objet et un autre sur tous les pixels des
graines à l’extérieur. Le terme d’attache aux données est alors donné par la probabilité (notée Pr)
qu’un pixel appartienne à une distribution ou à l’autre :
Ds(ls) =
{
−ln Pr(z(G)t (s)|”Obj”) si ls = 0
−ln Pr(z(G)t (s)|”Bkg”) sinon .
(6.16)
Nous rappelons que z(G)(s) est la valeur de l’intensité au pixel s dans l’image à l’instant t, It.
Le terme de régularité dépend des gradients de l’image. Il s’écrit :
B{s,r}(ls, lr) ∝
1
dist(s, r)
exp
(
− (z
(G)
t (s)− z(G)t (r))2
2σ2
)
δ(ls, lr) , (6.17)
où dist est une fonction de distance et σ est un paramètre permettant de plus ou moins lisser
les résultats. Ce terme de régularité pénalise la discontinuité des étiquettes entre des pixels ayant
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(a) Image originale avec les graines.
(b) Graphe.
(d) Résultat de la segmentation.
(c) Coupe.
coupe
Fond (puits)
Objet (source) Objet (source)
Fond (puits)
FIG. 6.7: Exemple de graphe et de segmentation. La capacité de chaque arc est traduite par son
épaisseur. Cette figure provient de [Boykov 01a].
des intensités similaires (|z(G)t (s) − z(G)t (r)| < σ). Au contraire si les pixels ont des intensités
éloignées, ce terme de pénalisation est faible. Un exemple de graphe est montré sur la figure 6.7.
De nombreuses autres méthodes ont été mises en place depuis cet article dans le but de seg-
menter des objets [Xu 03, Rother 04, Blake 04, Zabih 04] mais nous ne les détaillons pas ici.
6.4.2 Conlcusion : application à la détection et à la segmentation des objets en mou-
vement
Dans la partie précédente (partie I, chapitre 5), nous avons montré une application des
algorithmes de coupe minimale/flot maximal à la segmentation des objets en mouvement.
Le principe utilisé est très proche de celui de la méthode décrite ci-dessus. Dans notre cas
les graines à l’intérieur de l’objet sont directement les pixels appartenant au cluster en mou-
vement à segmenter. Aucune graine représentant le fond n’est disponible et la distribution
pour celui-ci est alors apprise sur l’ensemble de l’image. Au lieu d’utiliser des histogrammes
sur la couleur, nous avons utilisés des mélanges de gaussiennes sur la couleur et sur le mouvement.
Dans cette partie nous allons développer une méthode de suivi utilisant les algorithmes de
coupe minimale/flot maximal. Avant d’expliquer cette méthode, nous présentons dans le chapitre
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suivant un rapide état de l’art sur les méthodes de suivi.
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Chapitre 7
État de l’art sur le suivi d’objets
Ce chapitre présente un état de l’art des méthodes de suivi. Le but des méthodes de suivi est
d’estimer au fil du temps des paramètres d’une cible (ou plusieurs) présente dans le champ de
vision de la caméra et initialement détectée par un moyen quelconque. Les paramètres peuvent
être divers : position dans l’image, à laquelle peuvent s’ajouter la taille et l’orientation apparente,
l’attitude, l’apparence, etc. Pour qu’une méthode de suivi soit complètement automatique, il faut
non seulement suivre la ou les cibles mais aussi les initialiser automatiquement par une méthode
de détection et gérer leurs éventuels arrêts et/ou sorties du champ de la caméra.
De nombreuses méthodes de suivi existent. Une bonne et récente revue de ces techniques
est [Yilmaz 06]. Dans cet article, les méthodes de suivi sont divisées en trois principales catégo-
ries : suivi de points, suivi de silhouette et suivi de fenêtres englobantes. Chacune de ces catégories
a ses propres avantages et inconvénients. Dans ce chapitre nous ne nous intéresserons pas au suivi
de points, puisque nous cherchons à suivre des objets préalablement détectés. Cependant certaines
méthodes de suivi de points peuvent s’étendre directement au suivi d’objets puisqu’elles reposent
sur la mise en correspondance entre des objets détectés et les objets suivis. Nous gardons donc
globalement la classification de [Yilmaz 06] et divisons les méthodes de suivi en trois catégo-
ries nommées : suivi par appariement de détection ("detect-before-track"), suivi par segmentation
dynamique et suivi déterministe par détection séquentielle.
7.1 Suivi par appariement de détections
Dans le cas où, à chaque instant, toutes les cibles visibles peuvent être détectées de façon
fiable et rapide, le problème de suivi peut être défini comme un problème d’appariement de dé-
tections entre images successives. Les cibles candidates à chaque instant sont appelées observa-
tions. Elles sont généralement obtenues par soustraction de fond mais peuvent aussi être le résultat
de méthodes de détection plus complexes (telle que la méthode de la partie I). Le suivi se fait
alors en assignant les observations aux pistes en cours d’estimation. Ces méthodes, dites "detect-
before-track" sont très populaires en pistage sonar et radar. Elles peuvent être déterministes ou
probabilistes. On est confronté dans les deux cas à un problème combinatoire d’association.
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7.1.1 Méthodes déterministes
Le principe des méthodes déterministes est d’associer les observations aux pistes en cours de
suivi en minimisant une distance calculée sur certaines caractéristiques de l’objet. Les caracté-
ristiques des objets couramment utilisées sont la proximité (hypothèse de déplacement limité) et
l’apparence (similarité de forme et/ou de contenu photométrique et/ou de mouvement). Les mo-
dèles de l’objet basés sur l’apparence peuvent être des densités (histogrammes de couleur ou de
contour), une carte de contours (contour ouvert ou fermé de l’objet) ou une combinaison de ces
modèles.
Par exemple, dans [Haritaoglu 00], une information sur les contours contenus dans les objets
est utilisée pour suivre des personnes. La mesure de distance entre les objets suivis et les ob-
servations est une mesure de corrélation calculée sur les contours de l’objet. Afin de rendre les
caractéristiques invariantes aux translations, rotations et changements d’échelles, il est possible
d’utiliser des histogrammes de couleurs ou de contours. Différentes mesures de distance entre les
histogrammes de l’objet suivi et ceux d’une observation peuvent convenir : corrélation, distance de
Bhattacharya ou divergence de Kullback-Leibler, les deux dernières donnant les meilleurs résul-
tats. Enfin notons que la mise en correspondance peut aussi être basée sur le mouvement, calculé
par des méthodes de flot optique [Sato 04].
Les méthodes citées ci-dessus permettent de mettre en correspondance des objets avec des
observations entre deux images consécutives. Afin d’obtenir la trajectoire d’un objet tout le long
d’une séquence et de gérer les occultations, on aura généralement recourt à un graphe treillis.
Un objet à l’instant précédent est relié à un petit nombre d’observations à l’instant courant sur
la base d’une mesure de distance comme celles utilisées par les méthodes décrites ci-dessus. Les
liaisons entre observations et objet sont pondérées par la distance associée à cette mesure de si-
milarité. L’idée est alors de trouver, pour une initialisation donnée, le meilleur chemin (celui de
coût minimum) jusqu’à l’instant courant. Celui-ci est extrait par programmation dynamique (al-
gorithme de Viterbi). Le suivi d’une seule cible peut être étendu au suivi multi-cible en rendant
inter-dépendantes les extractions de pistes. Cela peut être fait séquentiellement : la meilleure piste,
c’est-à-dire celle de coût minimum, est d’abord extraite et le graphe modifié pour accroître le coût
des chemins passant sur les nœuds de cette piste. La seconde piste est alors extraite, et ainsi de
suite [Pitié 05]. Cette approche permet de gérer les occultations d’un objet par un autre mais n’est
pas adaptée à un suivi en ligne, c’est-à-dire à la volée. On parle alors de méthode "batch". Par
ailleurs, les occultations par un élément non préalablement suivi ne sont pas gérées. Ce dernier
point peut être amélioré en introduisant à chaque instant un nœud sans mesure permettant la prise
en compte d’occultations ou de défaut de détection sur un intervalle de temps inférieur à un seuil
fixé [Shafique 03].
7.1.2 Méthodes probabilistes
Les observations obtenues par un algorithme de détection sont très souvent corrompues par du
bruit. De plus, le mouvement ou l’apparence d’un objet peut légèrement varier entre deux images
consécutives. Les méthodes probabilistes permettent de gérer ces variations en ajoutant une incer-
titude au modèle de l’objet et aux modèles des observations. Le suivi d’une seule cible est alors
obtenu par des méthodes de filtrage (filtres de Kalman, filtrage particulaire). Le suivi de plusieurs
objets peut lui aussi se faire avec ces méthodes de filtrage mais une étape préalable d’association
de l’objet avec l’observation la plus probable doit être ajoutée. Il existe de nombreuses méthodes
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statistiques d’association [BarShalom 87, Cox 93]. Les deux techniques les plus utilisées sont le
MHT ("Multiple Hypothesis Tracking") et le PDAF ("Probability Data Association Filtering").
L’approche MHT [Reid 79, Cox 93] est basée sur l’idée suivante : si une correspondance
n’a été établie que pendant deux images il est possible que cette association soit incorrecte. Elle
considère à chaque instant un ensemble d’hypothèses, chacune étant un ensemble d’association
pistes-observations. Pour une hypothèse à l’instant précédent, chacune des pistes est prédite par
filtrage de Kalman. Puis, pour chaque piste prédite, les observations suffisamment proches de la
prédiction sont répertoriées. Ainsi, pour une initialisation donnée, on obtient un ensemble de pistes
possibles, ces pistes utilisant les hypothèses définies à chaque instant. La meilleure piste sera alors
celle ayant donnée les meilleures associations sur toute la période de temps. Là encore, il s’agit
d’une méthode batch.
L’autre approche couramment utilisée est le PDAF (une seule piste) ou le JPDAF (plusieurs
pistes). L’approche PDAF fait intervenir un état caché sur la position et la vitesse de la cible, état
dont la loi a posteriori est estimée séquentiellement. Il s’agit donc d’une méthode bayésienne
généralement vue comme une extension du filtrage de Kalman. Le JPDAF ajoute la possibilité de
suivre plusieurs cibles en appliquant un PDAF par cible.
7.1.3 Avantages et limitations
L’ensemble des méthodes déterministes décrites dans cette section ont un faible coût de calcul
(qui dépend bien entendu du temps de calcul de l’étape de détection) et gèrent l’apparition de
nouvelles cibles et l’arrêt ou la disparition de cibles existantes. Certaines ne peuvent cependant
pas être appliquées en ligne et traitent les séquences "off-line". L’inconvénient majeur de ces
méthodes est qu’elles dépendent exclusivement de la qualité des détections. En cas de fausses
ou de mauvaises détections, le suivi sera détérioré. De plus, l’hypothèse très restrictive qu’une
cible génère au plus une observation à chaque instant doit souvent être faite. Or un objet devrait
pouvoir être associé à plusieurs observations ou au contraire plusieurs objets devraient pouvoir
être associés à une seule observation.
7.2 Segmentation dynamique
Les méthodes de suivi par segmentation dynamique sont utilisées lorsque l’on souhaite extraire
la silhouette de la cible à chaque instant, et ce sans connaissance a priori sur sa forme. Ses ap-
proches reposent sur une succession de segmentations. Elles font généralement évoluer le contour
de l’objet à l’instant précédent jusqu’à sa nouvelle position à l’instant courant. Ce type de suivi
peut se faire avec des méthodes utilisant des modèles d’état ou avec des méthodes minimisant des
fonctions d’énergie sur le contour.
7.2.1 Suivi avec une représentation explicite du contour
Un certain nombre de méthodes de suivi par segmentation dynamique cherche à représenter
le contour par un ensemble de paramètres avant de le suivre par une méthode de filtrage. Il s’agit
en fait de définir un modèle du contour de l’objet (généralement défini par la forme de l’objet) qui
servira de modèle d’état à l’algorithme de filtrage. Les paramètres de mouvement de son contour
sont mis à jour à chaque instant en maximisant une loi a posteriori.
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Dans [Terzopoulos 93] des points de contrôle sont placés le long du contour à suivre. Le
modèle d’état est alors représenté par leur dynamique. Cette dynamique donne une prédiction
de ces points de contrôle (filtre de Kalman) qui est ensuite corrigée en utilisant des mesures de
gradient de l’image. Une autre méthode, décrite dans [Isard 98], consiste à définir l’état comme
un ensemble de splines et de paramètres de mouvement. Les mesures utilisées sont les contours
de l’image calculés dans la direction normale à la silhouette. Les auteurs utilisent un algorithme
de filtrage particulaire pour mettre à jour l’état. Cette méthode a été étendue au suivi de plusieurs
objets et à la gestion des occultations dans [MacCormick 00].
7.2.2 Minimisation d’une fonction d’énergie sur contour : représentation implicite
Les méthodes décrites ci-dessus utilisent une représentation explicite du contour, et ne peuvent
donc pas suivre les changements topologiques, la division ou la fusion de régions. Des méthodes
basées sur la minimisation d’une fonctionnelle d’énergie permettent de suivre un contour ou une
région en tenant compte des changements de topologie. La région occupée par la cible peut être
définie par un masque binaire [Paragios 99b, Criminisi 06] ou par la courbe de niveau zéro d’une
fonction à support continue [Paragios 99a,Shi 05]. La fonction d’énergie est définie en utilisant de
l’information sous la forme de gradient temporel (flot optique) [Bertalmio 00, Mansouri 02, Cre-
mers 03] ou en se basant sur l’apparence de l’objet et du fond (modélisation des intensités à
l’intérieur et/ou à l’extérieur de l’objet) [Ronfard 94, Yilmaz 04]. Généralement cette fonction
encourage les formes régulières s’appuyant sur des contours forts de l’image. L’avantage des mé-
thodes utilisant les gradients temporels d’intensité de l’image est qu’elles permettent, de part le
calcul du flot optique, de prédire la position du contour avant de procéder à la minimisation de la
fonctionnelle, c’est-à-dire à la segmentation. Au contraire, les méthodes se basant sur des modé-
lisations de l’apparence de l’image utilisent comme initialisation le contour de l’objet à l’instant
précédent. Elles ne gèrent donc pas les grands mouvements des objets.
Cependant, toutes les méthodes décrites précédemment n’incluent pas de véritable cohérence
temporelle et ne gèrent donc pas bien les occultations. Elles se servent tout au plus d’une
prédiction basée sur le calcul du flot optique. Un filtrage stochastique utilisant une loi d’évolution
temporelle et un processus de mesure permet de rendre le suivi plus robuste au bruit de l’image
et aux occultations partielles [Niethammer 04]. Une méthode batch, utilisant une dynamique de
l’objet, existe aussi pour le suivi de contour [Papadakis 07]. Elle permet un suivi robuste d’une
cible et gère les occultations partielles et totales de la cible. La difficulté avec ces méthodes est de
définir la loi dynamique.
Dans [Xu 02], les algorithmes de coupe minimale/flot maximal ont été utilisés pour minimiser
une fonction d’énergie. Le principe est le suivant. Le contour de l’objet à l’instant précédent est
dilaté. Un graphe est alors construit sur cette bande dilatée, un nœud étant associé à chaque pixel
de la bande. Puis, tous les pixels sur le contour extérieur de la bande sont contraints à apparte-
nir à un unique puits et tous ceux sur le contour intérieur à une unique source (figure 7.1). La
fonction d’énergie associée à ce graphe ne comporte que des termes de régularité basés sur les
gradient d’intensité de l’image. Les algorithmes de coupe minimale/flot maximal ont aussi été uti-
lisés dans [Criminisi 06] pour faire de la segmentation de mouvement, c’est-à-dire pour segmenter
successivement un objet au cours du temps en utilisant une information de mouvement.
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FIG. 7.1: Dilatation du contour et placement de la source et du puits [Xu 02]. Cette figure provient
de [Xu 02].
7.2.3 Avantages et limitations
L’avantage principal des méthodes de suivi par segmentation dynamique est de fournir direc-
tement les segmentations de chaque objet suivi. Elles permettent de suivre tous types d’objets avec
des formes diverses et s’adaptent relativement bien aux objets déformables. Les autres avantages
et limites de ces méthodes dépendent de la représentation du contour. Une représentation explicite
du contour permet de suivre un objet avec un coût de calcul assez faible et, si la dynamique utilisée
est bonne, de gérer les occultations. Par contre elles ne s’adaptent pas bien aux changements de
topologie. Les méthodes basées sur une représentation implicite sont robustes aux changements
de topologie des objets mais ne sont pas robustes aux occultations. De plus la minimisation des
fonctions d’énergie est généralement très coûteuse et la convergence vers un minimum global n’est
pas nécessairement assurée. L’utilisation des algorithmes de coupe minimale/flot maximal donne
une solution à ces deux derniers problèmes en assurant la convergence vers des minima globaux
et cela avec un faible coût de calcul.
7.3 Suivi déterministe de fenêtre englobante par détection séquen-
tielle
La dernière catégorie de méthodes évoquée dans ce chapitre regroupe les méthodes de suivi
d’imagettes. Une imagette est une boîte (en général un rectangle mais parfois aussi une ellipse)
entourant ou à l’intérieur de l’objet à suivre. Il s’agit en fait d’une petite portion de l’image. Les
techniques de suivi considérées dans cette section sont basées sur la conservation de l’apparence
(généralement couleur et/ou luminance) de l’objet pendant au moins deux instants consécutifs.
Nous distinguons les algorithmes faisant l’hypothèse de conservation de l’apparence localement
(en chaque point de l’objet) et ceux utilisant une caractérisation globale de la cible (hypothèse
globale de conservation de l’apparence).
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7.3.1 Suivi différentiel d’imagettes
Les méthodes décrites ci-dessous font l’hypothèse de conservation de la luminance d’un point
physique visible entre deux instants consécutifs. L’approche la plus simple consiste à chercher la
portion d’image la plus proche dans l’image courante de celle à l’instant précédent. La recherche
se fait souvent autour de la position de l’objet à l’instant précédent. Ces approches sont appelées
"block matching" ou "template matching". Elles font appel à une mesure de similarité telle que la
corrélation ou la SSD ("sum of square differences"). Les intensités et les couleurs étant sensibles
aux changements d’illumination, il est aussi possible d’exploiter les gradients de l’image. Le coût
de calcul de ce type de méthodes peut être élevé. Il dépend de la taille du voisinage dans lequel
l’imagette est recherchée.
En ajoutant une hypothèse de mouvement affine de l’imagette, l’approche KLT [Shi 94] per-
met de trouver l’objet à l’instant courant en minimisant la SSD par une méthode de type Gauss-
Newton. Elle est restreinte au suivi d’imagette de petite taille (20x20 pixels). Pour suivre de plus
grands objets, on peut appliquer la méthode précédente à un ensemble d’imagettes contenues dans
la cible. Cela s’apparente à une estimation paramétrique de mouvement sur la base d’un champ
épars de déplacements. Une autre approche pour suivre une région de forme prédéfinie est de
calculer son déplacement (champ dense) par une méthode de type flot optique.
Plutôt que d’utiliser l’apparence de la cible à l’instant précédent, certains préféreront recou-
rir à une imagette de référence, cette dernière pouvant être mise à jour au cours du temps. Cela
permet de rendre ces méthodes plus robustes aux occultations. La remise à jour de l’imagette de
référence doit de préférence être progressive ce qui n’est pas toujours un problème trivial [Jep-
son 03, Nguyen 04].
7.3.2 Suivi de distributions
Les problèmes de remise à jour évoqués ci-dessus sont moins cruciaux lorsque l’on se donne
une caractérisation globale de l’apparence de la cible. La recherche de la cible à l’instant courant
se base alors sur des distributions (histogrammes ou mélanges de gaussiennes) des couleurs dans
une région de géométrie simple. La méthode la plus utilisée dans cette catégorie est le suivi par
mean shift [Comaniciu 03c]. La distribution est un histogramme de couleur. L’algorithme consiste
alors à déplacer une fenêtre d’analyse (noyau) de manière à trouver l’histogramme contenu dans la
fenêtre qui coïncide le mieux avec l’histogramme de référence. La similarité entre l’histogramme
de référence et l’histogramme candidat est mesurée par le coefficient de Battacharyya. Le déplace-
ment du noyau se fait par montée de gradient itérative. Plus récemment, une méthode permettant le
suivi de distributions sans calculer explicitement les distributions a été proposée dans [Boltz 07].
Elle consiste à ajouter, en plus de la couleur, une information sur la géométrie des objets. L’esti-
mation de densités de probabilité en grande dimension n’étant pas triviale, les auteurs proposent
une méthode permettant de calculer une distance de Kullback-Leibler entre deux densités de pro-
babilité sans estimer explicitement ces densités.
7.3.3 Avantages et limitations
Les méthodes décrites dans cette section ont l’avantage d’exploiter des informations sur l’ap-
parence photométrique des objets ce qui les rend robustes aux changements d’illumination. L’uti-
lisation de distributions permet de rendre moins critique la phase de remise à jour de l’imagette de
référence. Les techniques de suivi résultantes sont invariantes aux rotations et, dans une certaine
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mesure, aux changements d’échelles. De plus, les algorithmes de suivi par mean shift sont peu
coûteux. Cependant, la description d’une cible par des distributions n’est pas adaptée aux objets
de petite taille. Enfin, toutes les méthodes de cette section ne gèrent pas l’initialisation automatique
de nouveaux objets ni leurs arrêts et sorties du champ de la caméra.
7.4 Conclusion
Ce chapitre a passé en revu les principales techniques permettant de suivre un ou plusieurs
objets dans une séquence d’images. Le but était de donner un bref apperçu des types de méthodes
existants et non de faire une liste exhaustive de toute la littérature sur le sujet. Chaque catégorie de
suivi a ses propres avantages et ses inconvénients. Il ressort de ce chapitre des points importants
permettant de définir la qualité d’un algorithme de suivi.
Les caractéristiques d’un bon algorithme de suivi sont les suivantes. Tout d’abord la méthode
doit être capable d’initialiser automatiquement les cibles et doit gérer les arrêts et les sorties
du champ de la caméra. Elle doit de plus être robuste aux changements d’illumination et aux
éventuels changements de topologie. La topologie n’est importante que dans le cas où une
segmentation de la cible est exigée. Enfin, la méthode doit permettre de continuer à suivre la cible
même en cas d’occultations partielles ou totales par un autre objet ou par le fond. La première
caractéristique ne peut être obtenue qu’avec l’ajout d’une méthode de détection des objets, des
observations étant apportées à chaque instant ou à des instants espacés par un faible pas de
temps. Les changements d’illumination ou de photométrie ne sont bien pris en compte que par les
méthodes utilisant des histogrammes ou des mélanges de gaussiennes sur l’intensité ou la couleur.
Ces distributions doivent régulièrement être mises à jour. Enfin, la gestion des occultations
n’est bien considérée qu’avec l’utilisation d’observations ou en ajoutant une loi dynamique au
processus de suivi, la difficulté étant alors de déterminer cette loi. La plupart du temps les objets
peuvent avoir un mouvement quelconque qu’aucune loi ne peut caractériser.
Dans le chapitre suivant, nous présentons une méthode de suivi à la volée basée sur la mini-
misation d’une fonction d’énergie par coupe minimale/flot maximal. Elle utilise des observations
extérieures fournies par un module de détection (soustraction de fond ou méthode décrite dans la
partie I de ce document). Ainsi, elle gère bien l’arrivée de nouveaux objets. Des distributions de
couleurs et de mouvement rendent le suivi robuste aux changements d’illumination et permet de
gérer les occultations partielles.
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Chapitre 8
Suivi et segmentation par coupe
minimale/flot maximal
Dans ce chapitre, nous mettons en place un algorithme de suivi d’objets utilisant des observa-
tions apportées par un module extérieur de détection d’objets en mouvement. Nous souhaitons que
l’algorithme de suivi donne simultanément les cartes de segmentation des objets. En effet, si nous
utilisons le détecteur décrit dans la première partie du document, il serait intéressant de pouvoir
combiner la phase de segmentation et la phase de suivi. Les observations extérieures pourraient
ainsi être les clusters en mouvement obtenus à la fin de la phase de partitionnement des points
de la grille. Nous ne nous concentrons pas uniquement sur le détecteur de la partie I et dédions
notre méthode de suivi à n’importe quelle méthode de détection d’objets. Nous montrerons, par
exemple, des résultats pour lesquels les détections ont été obtenues par soustraction de fond.
Nous ne voulons pas ajouter de phase d’association entre les observations et les objets à
l’algorithme de suivi. En effet, l’association pour le suivi multicibles peut s’avérer difficile, en
particulier si nous utilisons le détecteur de la partie I. Dans ce cas, les observations seraient en
effet des clusters en mouvement tandis que les pistes sont des objets segmentés. Au contraire, la
méthode que nous mettons en place dans ce chapitre fait directement cette association : il s’agit
d’un résultat de l’algorithme. Ce résultat d’association permet, de plus, de gérer automatiquement
l’apparition de nouvelles pistes.
Le chapitre est organisé comme suit. La première section explique le principe général de l’al-
gorithme et introduit les notations. L’algorithme de suivi utilise les algorithmes de coupe mini-
male/flot maximal expliqués au chapitre 6. Il repose donc sur des minimisations d’énergie. Il se
décompose en deux étapes principales. La première, décrite dans la section 8.2 est dédiée à la seg-
mentation et au suivi de chaque objet indépendamment. Une deuxième étape est rajoutée afin de
séparer les objets ayant fusionné au cours de la première étape. Elle est expliquée dans la section
8.3. Dans la dernière section (section 8.4), des résultats expérimentaux sont présentés, d’une part
sur une séquence relativement simple où les observations sont obtenues par soustraction de fond,
et d’autre part sur des séquences plus complexes ayant un fond dynamique. Pour ces dernières,
les observations sont le résultat du détecteur de la partie I. Il s’agit ainsi des résultats finaux de
cette thèse traitant de la détection, la segmentation et le suivi d’objets mobiles dans des scènes
complexes.
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8.1 Principe
La méthode de suivi proposée se décompose en deux parties principales : une phase de seg-
mentation et de suivi, et une phase de séparation des objets ayant fusionné. Les deux parties se
basent sur une minimisation d’énergie par Graph Cuts. Avant d’expliquer le rôle de ces deux
phases et leurs principes, nous présentons les caractéristiques utilisées pour représenter les objets
et les observations.
8.1.1 Notations et caractérisation des observations
Une observation, provenant d’un module externe de détection, est définie comme un masque
de pixels. On suppose que, à chaque instant t, mt observations sont disponibles. La jeme
observation à l’instant t sera notéeM(j)t ,M(j)t ⊂ P . Nous rappelons que P est l’ensemble des
pixels de l’image. De la même façon, l’état de la ieme piste à l’instant t, O(i)t , est un masque de
pixels, O(i)t ⊂ P , qui doit correspondre à l’objet O(i)t−1 de l’instant t − 1. À chaque instant, on
suppose que kt objets sont suivis.
Comme dans tout le document, chaque pixel de l’image à l’instant t est décrit par son vecteur
de caractéristiques zt(s) = (z
(G)
t (s), z
(M)
t (s), z
(C)
t (s)). Nous considérons pour nos résultats un
champ épars de mouvement (calcul détaillé au chapitre 2), mais la méthode s’applique tout aussi
bien à un champ dense.
Chaque observationM(j)t est caractérisée par le vecteur moyenne :
z(j)t =
∑
s∈M(j)t
zt(s)
|M(j)t |
, (8.1)
tandis que les objets seront caractérisés par des distributions définies plus loin.
8.1.2 Principe général
Nous proposons dans ce chapitre une méthode de suivi d’objets basée sur la minimisation
d’une fonction d’énergie par une approche de coupe minimale/flot maximal. Les caractéristiques
sur lesquelles repose le suivi sont la couleur et le mouvement, regroupées dans le terme d’ap-
parence. Chaque objet est suivi indépendamment, un graphe étant construit pour chacun d’entre
eux. Nous avons choisi de suivre indépendamment chaque objet afin de distinguer les occultations
partielles ou totales d’une cible par une autre de la fusion de plusieurs cibles en une seule. En
effet, ces deux cas de figure peuvent s’interpréter de la même façon en terme d’étiquetage des
pixels et doivent donc être traités différemment : supposons que l’on souhaite minimiser une éner-
gie multi-étiquettes, où chaque étiquette correspond à un objet ou au fond, et que chaque pixel
de l’image ne puisse être associé qu’à une seule de ces étiquettes. Nous considérons ici des objets
déformables, leur topologie pouvant changer au cours du temps. Considérons les deux cas suivants
(figure 8.1). Tout d’abord, supposons deux objets d’apparence (photométrie et mouvement) très
proche se retrouvant juxtaposés dans l’image à l’instant t (de part la déformation de l’un des objets
ou à cause d’un changement de profondeur de la caméra) alors qu’ils étaient séparés à l’instant
t−1. Comme ils sont similaires, le gradient de couleur, d’intensité ou de mouvement entre les deux
objets est très faible. Si le terme de régularisation est basé sur les gradients, il va encourager tous
Suivi et segmentation par coupe minimale/flot maximal 123
1er exemple
objet 1 objet 1
objet 1
objet 2 objet 2
instant t− 1 instant t
2ème exemple
FIG. 8.1: Fusion ou occultation ?
les pixels des deux objets à avoir la même étiquette. Ainsi, tous les pixels représentant les deux
objets risquent d’avoir la même étiquette, celle-ci ne correspondant qu’à un seul des deux objets.
L’autre objet n’étant plus représenté par aucun pixel peut alors être supposé occulté. Considérons
maintenant un deuxième exemple. Supposons qu’au temps t un objet occulte totalement une autre
cible (d’apparence similaire ou non au premier). Après minimisation de l’énergie, tous les pixels
concernés seront associés (de part leur étiquette) à l’objet qui occulte, et l’objet occultant ne sera
plus représenté par aucun pixel. Ainsi, dans les deux cas, l’étiquetage obtenu fait apparaître un
objet dominant occultant le second objet.
Afin de différencier ces deux cas, nous proposons de suivre indépendamment chaque objet en
considérant une fonction d’énergie par piste. Chaque pixel peut ainsi être associé à kt étiquettes
à chaque instant t. Le résultat pour le deuxième exemple (occultation) est le même qu’avec une
énergie multi-étiquettes. En revanche, pour le premier exemple (juxtaposition de deux objets), le
résultat est différent. En effet, les pixels représentant une partie du premier objet sont associés à
l’étiquette correspondant à cet objet, tandis que les pixels représentant une partie du second objet
sont associés à l’étiquette correspondant au second objet. Ainsi, suivre chaque objet indépendam-
ment permet de différencier les deux cas. Bien entendu, ce résultat n’est toujours pas satisfaisant.
En effet, dans le cas du premier exemple, les deux objets se retrouvent égaux à l’union des deux
cibles et nous n’obtenons donc pas la véritable segmentation de chaque objet. Pour les différencier,
nous ajouterons à notre algorithme une deuxième étape de minimisation d’énergie qui aura pour
rôle la séparation des objets ayant pu fusionner.
8.1.3 Principe de la méthode de suivi
Le principe de l’algorithme de suivi est le suivant. Supposons que l’on cherche à suivre le ieme
objet de l’instant t − 1, O(i)t−1. La première étape de l’algorithme consiste à faire une prédiction,
O(i)t|t−1, de cet objet. Comme les objets et les observations, la prédiction est un masque de pixels
O(i)t|t−1 ⊂ P . Elle est calculée en déplaçant chaque pixel du masque avec un vecteur d
(i)
t−1 égal à la
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moyenne des vecteurs de mouvement d(i)t−1 sur l’objet à l’instant précédent :
d(i)t−1 =
∑
s∈O(i)t−1
z(M)t−1 (s)
|O(i)t−1|
. (8.2)
Nous utilisons la moyenne des vecteurs de mouvement car nous considérons ici un champ épars
de mouvement. Cependant, avec un champ dense, chaque pixel pourrait être déplacé indépendam-
ment par son propre vecteur de mouvement.
Les valeurs du ou des vecteurs de déplacement sont arrondies à l’entier le plus proche afin que
la prédiction de chaque pixel tombe sur la grille des pixels. La prédiction est finalement définie
par :
O(i)t|t−1 = {s+ d
(i)
t−1, s ∈ O(i)t−1} . (8.3)
En utilisant cette prédiction, les observations et certaines caractéristiques de l’objet O(i)t−1, un
graphe et une fonction d’énergie sont créés. La minimisation de la fonction d’énergie par un algo-
rithme de coupe minimale/flot maximal [Boykov 01b] permet d’obtenir le nouvel objet à l’instant
t, O(i)t . L’utilisation des "Graph Cuts" permet non seulement de trouver la position de l’objet à
l’instant t mais aussi d’obtenir sa segmentation. De plus, l’ajout des observations dans la fonction
d’énergie a pour conséquences l’amélioration de la segmentation, la correction de la prédiction
et donne directement l’association entre chaque observation et l’objet à l’instant précédent. Cette
association permettra la création de nouveaux objets à suivre.
Le principe de l’algorithme est résumé sur le schéma de la figure 8.2.
8.1.4 Principe de la méthode de séparation des objets fusionnés
À la fin de la phase de suivi, certains objets peuvent avoir fusionné. Cela se traduit par une
superposition, complète ou partielle, des masques de pixels des objets : ∩i=1...ktO(i)t 6= ∅. La
fusion est généralement dûe aux caractéristiques similaires des objets. Afin de continuer à suivre
chaque objet indépendamment, il est nécessaire de séparer les objets fusionnés. Pour cela, une
seconde fonction d’énergie est ajoutée. Il s’agira cette fois-ci d’un problème multi-étiquettes, le
graphe contenant autant de sources qu’il y a d’objets fusionnés.
8.2 Fonction d’énergie pour le suivi de chaque objet
Cette section présente l’algorithme de suivi et de segmentation mis en place. Nous considérons
ici que l’on suit l’objet i de l’instant t − 1. La méthode décrite doit en effet être successivement
appliquée à chacun des objets suivis.
Nous nous plaçons dans le cadre de la minimisation d’énergie par coupe minimale/flot maxi-
mal. Le but de la méthode est d’attribuer une étiquette "fond" ou "objet" à chaque pixel de l’image
à l’instant t. Pour cela, un graphe associé à une fonction d’énergie est construit. Cette section dé-
crit dans un premier temps la forme du graphe puis détaille la fonction d’énergie. À la fin de la
section, nous montrons comment cette technique permet de gérer automatiquement la création de
nouvelles pistes.
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FIG. 8.2: Principe de l’algorithme de suivi.
8.2.1 Forme du graphe
Le graphe non orienté Gt = (Vt, Et) est composé d’un ensemble de nœuds (ou sommets)
Vt et d’un ensemble d’arcs (ou arêtes) Et. La figure 8.3 montre la forme du graphe décrit ci-
après. L’ensemble des sommets se divisent en trois groupes. Le premier, {S, T }, contient les deux
terminaux (la source et le puits). Le second contient lesN nœuds correspondant à la grille de pixels
P . Enfin, le troisième groupe représente la nouveauté majeure de la méthode de suivi. En effet, il
permet d’inclure dans le graphe les observations obtenues par le module de détection. Ce groupe
contient mt sommets n
(j)
t , j = 1 . . .mt, chacun associé à une observationM(j)t . Chaque nœud
est appelé nœud d’observation. L’ensemble complet des nœuds du graphe s’écrit finalement :
Vt = {S, T }
⋃
P
mt⋃
j=1
n
(j)
t . (8.4)
L’ensemble des arcs du graphe peut être lui aussi décomposé en trois groupes. Le premier,
Eterm, contient l’ensemble des arcs reliant les terminaux à tous les autres nœuds. Le deuxième,
EP , regroupe les arêtes (s, r) non orientées reliant les sommets voisins de P . On considère ici un
8-voisinage, mais la méthode s’étend très bien à d’autres types de voisinage. Notons que, pour plus
de clarté, l’ensemble des graphes représentés sur les figures montrent seulement des 4-voisinages.
Le troisième ensemble d’arcs, EM(j)t , contient les arêtes (s, n
(j)
t ), avec s ∈M(j)t , reliant les nœuds
d’observation aux pixels de l’image appartenant aux détections. Finalement, l’ensemble des arcs
du graphe s’écrit :
Et = Eterm
⋃
EP
mt⋃
j=1
EM(j)t . (8.5)
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n
(1)
t
n
(2)
t
n
(2)
t
n
(1)
t
O(i)t|t−1
Forme du graphe pour l’objet i au temps t
T ("objet")
S ("fond")
Objet i au temps t− 1
Graphe final (coupé) de l’objet i au temps t− 1 Graphe initial pour l’objet i au temps t
(Pour plus de clarté, tous les arcs ne sont pas dessinés)
T ("objet")
S ("fond")
FIG. 8.3: Présentation du graphe utilisé. (a) Résultat de la minimisation d’énergie à l’instant t− 1.
Seuls les sommets correspondant aux pixels de l’image sont montrés. L’étiquette des nœuds blancs
est "objet" et celle des nœuds noirs est "fond". En bleu est montré en chaque pixel de l’objet le
vecteur de mouvement moyen qui permet la prédiction. (b) Graphe coupé correspondant à (a)
avec les terminaux. Les arcs coupés ne sont pas dessinés. (c) Forme du graphe à l’instant t. Les
terminaux et leurs arcs associés ne sont pas montrés. Les nœuds (n(1)t et n
(2)
t ) associés aux deux
observations détectéesM(1)t et M(2)t sont ajoutés à l’ensemble des sommets correspondant aux
pixels. Les sommets en rouge représentent les pixels appartenant aux observations. Les arcs reliant
ces sommets aux sommets correspondant aux observations apparaissent en rouge. Cette figure
montre également les sommets appartenant à la prédiction. (d) Graphe avec les terminaux associés
à (c). Pour des raisons de lisibilité, tous les arcs entre les terminaux et les autres sommets ne sont
pas montrés.
Le suivi et la segmentation d’un objet i passent par l’étiquetage de l’ensemble Vt\{S, T } des
nœuds du graphe. Nous rappelons que chaque objet est suivi indépendamment, ce qui entraîne
la création d’un graphe par objet. Un étiquetage binaire (une seule source et un seul puits) est
considéré ici, les deux étiquettes étant "fond" et "objet". Pour l’objet i, l’étiquette en un pixel s à
l’instant t sera notée l(i)s,t , et celle en un nœud d’observation n
(j)
t sera l
(i)
j,t . Enfin, l’ensemble des
étiquettes à l’instant t sera L(i)t .
8.2.2 Fonction d’énergie
Pour trouver la coupe minimale dans le graphe défini précédemment, la capacité de chacun de
ces arcs doit être définie. Dans le chapitre 6, nous avons montré qu’il y a équivalence entre coupe
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minimale et flot maximal dans un graphe et que trouver la coupe minimale peut se traduire par la
minimisation d’une fonction d’énergie.
Nous considérons une fonction d’énergie de forme classique contenant un terme unaire d’at-
tache aux données R(i)s,t et un terme binaire de régularisation B
(i)
s,r,t :
E
(i)
t (L
(i)
t ) =
∑
s∈Vt\{S,T }
R
(i)
s,t(l
(i)
s,t) +
∑
(s,r)∈Et\Eterm
B
(i)
s,r,tδ(l
(i)
s,t, l
(i)
r,t) . (8.6)
La fonction δ est la même que celle définie par l’équation (6.14).
8.2.2.1 Terme d’attache aux données
Le rôle du terme d’attache aux données est de prendre en compte l’apparence de l’objet et
de traduire les observations et la prédiction dans la fonction d’énergie. Une information sur les
données ne sera ajoutée que pour les sommets n(j)t , j = 1 . . .mt, associés aux détections et pour
les sommets s ∈ P appartenant à la prédiction O(i)t|t−1. Aucune information a priori n’est donnée
aux autres nœuds. Leur étiquette sera simplement déterminer par le terme binaire de régularisation.
Il s’agit en fait d’un problème d’évolution d’un objet prédit en fonction d’observations externes et
des contours de l’image. Le terme d’attache aux données se décompose donc en deux parties :
∑
s∈Vt
R
(i)
s,t(l
(i)
s,t) =
∑
s∈O(i)
t|t−1
−ln(p(i)1 (s, l(i)s,t)) +
mt∑
j=1
−ln(p(i)2 (j, lj,t)) . (8.7)
Nous détaillons ci-après les distributions p1 et p2 de l’équation précédente. L’objet à l’ins-
tant t doit avoir une apparence proche de celle de l’objet à l’instant t − 1. L’apparence regroupe
les caractéristiques de couleur et de mouvement. On va donc définir les distributions de couleur,
p
(i,C)
t−1 , et de mouvement, p
(i,M)
t−1 , pour l’objet O(i)t−1. Ces distributions sont des mélanges de gaus-
siennes calculés avec un algorithme EM (Expectation Maximization) sur l’ensemble de vecteurs
{z(C)t−1(s)}s∈O(i)t−1 pour la distribution de couleur et sur les vecteurs {z
(M)
t−1 (s)}s∈O(i)t−1 pour la dis-
tribution de mouvement. Bien entendu, dans le cas où le champ de mouvement est épars, seuls
les pixels sur lesquels un vecteur de mouvement a été calculé sont pris en compte. Nous consi-
dérons les informations de couleur et de mouvement indépendantes. Cela engendre finalement la
distribution de l’objet suivante :
p
(i)
t−1(zt(s)) = p
(i,C)
t−1 (z
(C)
t (s)) p
(i,M)
t−1 (z
(M)
t (s)) . (8.8)
Si le mouvement est épars, on ne considère, pour les pixels où le mouvement n’est pas défini, que
la distribution de couleur :
p
(i)
t−1(zt(s)) = p
(i,C)
t−1 (z
(C)
t (s)) .
Avec les distributions précédentes, les probabilités d’appartenance de chaque pixel et obser-
vation à l’objet peuvent être estimées. Ces probabilités vont être comparées à la probabilité d’ap-
partenance au fond. Ainsi les distributions d’apparence du fond doivent également être calculées.
Les deux distributions pour la couleur et le mouvement sont notées q(i,C)t−1 et q
(i,M)
t−1 respectivement.
Là encore il s’agit de mélanges de gaussiennes calculés avec un algorithme EM. Pour la couleur,
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le mélange est calculé sur l’ensemble des vecteurs {z(C)t−1(s)}s∈P\O(i)t−1 , tandis que pour le mou-
vement c’est l’ensemble {z(M)t−1 (s)}s∈P\O(i)t−1 qui est considéré. La distribution finale pour le fond
est :
q
(i)
t−1(zt(s)) = q
(i,C)
t−1 (z
(C)
t (s)) q
(i,M)
t−1 (z
(M)
t (s)) . (8.9)
Nous pouvons maintenant définir la distribution p1 appliquée aux sommets appartenant à la
prédiction :
p
(i)
1 (s, l) =
 p
(i)
t−1(zt(s)) si l = “objet”,
q
(i)
t−1(zt(s)) si l = “fond” .
(8.10)
Une observation ne doit apporter de l’information que si son apparence est proche de l’objet
en cours de suivi. La forme de la distribution p2 aura donc la même forme que p1. Cependant une
observation n’est caractérisée que par son vecteur moyen z(j)t (équation 8.1). La distribution p2
appliquée à chaque nœud d’observation est finalement définie par :
p
(i)
2 (j, l) =
 p
(i)
t−1(z
(j)
t ) si l = “objet”,
q
(i)
t−1(z
(j)
t ) si l = “fond” .
(8.11)
L’utilisation simple de la moyenne pour les observations peut paraître surprenante. Ce choix
a été fait car un seul nœud est défini pour chaque observation, et ceci pour permettre la création
des nouvelles pistes (sous-section 8.2.3). Cette représentation simpliste nous a permis d’obtenir
des résultats satisfaisants, mais un travail futur devrait se concentrer sur une caractérisation plus
précise des observations, sans pour autant ajouter des nœuds supplémentaires au graphe.
8.2.2.2 Terme de régularisation
Le terme binaire de régularisation sert à lisser la segmentation de l’objet recherché. Nous
avons choisi d’utiliser la forme du terme binaire la plus classique [Boykov 01a] en segmentation
d’image (équation 6.17). Elle s’appuie sur le gradient d’intensité de l’image. En introduisant le
paramètre σT traduisant en quelque sorte la quantité de lissage voulue, le terme binaire aura pour
rôle la pénalisation de la discontinuité des étiquettes entre deux pixels s et r ayant des intensités
similaires (|z(G)t (s)− z(G)t (r)| < σT ).
Nous définissons différemment le terme binaire appliqué aux arcs de EP et aux arcs de⋃mt
j=1 EM(j)t . La différence vient une nouvelle fois de la caractérisation des observations par une
moyenne. Ainsi, le terme binaire est donné pour un arc (s, r) ∈ EP par :
B
(i)
s,r,t = λ1
1
dist(s, r)
e
− ‖z
(G)
t (s)−z
(G)
t (r)‖
2
σ2
T , (8.12)
où dist est une fonction de distance et par :
B
(i)
s,n
(j)
t ,t
= λ2 e
− ‖z
(G)
t (s)−z
(j,G)
t ‖
2
σ2
T (8.13)
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pour un arc (s, n(j)t ) ∈ EM(j)t . Comme dans [Blake 04], le paramètre σT vaut
σT = 4 · 〈(z(G)t (s)− z(G)t (r))2〉 , (8.14)
où 〈.〉 représente la moyenne sur une boîte englobant l’objet. Les paramètres λ1 et λ2 ont une
influence non négligeable sur les résultats. Leur valeur sera discutée dans la section des résultats
(section 8.4).
8.2.2.3 Minimisation de l’énergie
L’étiquetage final des sommets du graphe est obtenu en minimisant l’énergie avec l’algorithme
"Expansion Move" de [Boykov 01b] (chapitre 6) :
Lˆ
(i)
t = arg min
L
(i)
t
E
(i)
t (L
(i)
t ). (8.15)
Cet étiquetage donne directement le nouvel objet i à l’instant t correspondant à l’objet i de l’instant
t− 1 :
O(i)t = {s ∈ P : lˆ(i)s,t = “objet”}. (8.16)
8.2.3 Création automatique de nouvelles pistes
Comme nous l’avons déjà évoqué, un avantage de notre méthode est qu’elle permet de prendre
en compte des observations extérieures sans avoir à associer préalablement les observations avec
les objets suivis. L’utilisation de nœuds d’observation permet de plus la création automatique de
nouvelles pistes de suivi. En effet, l’étiquetage final des nœuds d’observation permet de savoir si
chaque observation au temps courant correspond ou non à au moins un objet de l’instant précé-
dent. Si après la minimisation d’énergie pour un objet i, un sommet n(j)t a pour étiquette "objet"
(l(i)j,t ="objet"), cela signifie que l’observation j correspond à l’objet i de l’instant t−1 : sa position
et son apparence concordent avec la position et l’apparence de l’objet. Au contraire si le nœud a
pour étiquette "fond", alors l’objet et l’observation ne sont pas associés.
Si pour tous les objets (i = 1, . . . , kt−1), l’observation est associée au fond après minimisation
des énergies, alors l’observation ne correspond à aucun objet et une nouvelle piste peut être créée.
Le nombre de pistes devient alors kt = kt−1 + 1, et le nouvel objet d’indice kt est défini par
O(kt)t =M(j)t .
Dans la pratique, la création d’une nouvelle piste ne sera validée que si le nouvel objet créé est
mis en correspondance avec au moins une observation dans l’image suivant la création, c’est-à-dire
si ∃ j ∈ {1 . . .mt+1} tel que l(i)j,t+1 = "objet".
8.3 Séparation des objets ayant fusionné
Après l’utilisation de la première fonction d’énergie, il est possible que les masques de seg-
mentation de plusieurs objets se superposent sans pour autant que ces objets ne s’occultent. Nous
appelons cela le problème de fusion d’objets. Ces fusions peuvent avoir plusieurs raisons : i) une
seule observation correspond à plusieurs objets ; ii) les objets sont juxtaposés dans l’image ; iii)
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les apparences des objets sont trop proches. Un exemple de ce problème est illustré par la figure
8.7.
Il est souhaitable de continuer à suivre chaque objet séparément. Pour cela nous ajoutons à
notre algorithme une phase de séparation des objets fusionnés utilisant elle aussi une minimisation
d’énergie par une technique de coupe minimale/flot maximal. Comme dans la section précédente
nous commençons par présenter la forme du graphe et détaillons ensuite la fonction d’énergie qui
sera minimisée.
8.3.1 Forme du graphe
Supposons qu’à l’instant t des objets aient fusionné :
∩i=1...ktO(i)t 6= ∅ .
L’hypothèse faite ici est qu’un pixel ne peut appartenir au plus qu’à un seul objet. On va donc
chercher à trouver à quel objet un pixel a le plus de chance d’appartenir. Pour cela, on introduit un
nouveau graphe G˜t = (V˜t, E˜t). Notons
F = {i ∈ {1 . . . kt}|∃j 6= i tel que O(i)t ∩ O(j)t 6= ∅}. (8.17)
L’ensemble des nœuds V˜t du graphe se décompose en deux groupes. Le premier groupe correspond
aux terminaux. Le nombre de terminaux est égal |F|. Ils sont notés Si, avec i = 1, . . . , |F|. Le
deuxième groupe contient l’ensemble des pixels appartenant aux masques des objets fusionnés :
∪i∈FO(i)t . L’ensemble des nœuds du graphe s’écrit donc :
V˜t = {Si}i=1...|F|
⋃
i∈F
O(i)t . (8.18)
L’ensemble des arêtes du graphe regroupe les arcs reliant les terminaux à tous les nœuds de
∪i∈FO(i)t et les arcs reliant ces derniers à leurs 8 nœuds voisins. Un exemple de graphe, dans
lequel un système de 4 voisins est représenté, est montré sur la figure 8.4.
8.3.2 Énergie multi-étiquettes
Le but du deuxième graphe et de sa fonction d’énergie est d’associer chaque pixel des objets
fusionnés à un seul objet. Il s’agit d’un problème multi-étiquettes (le graphe a plusieurs sources)
où chaque étiquette "objet i" correspond à un des objets de l’ensemble F . Une étiquette ψs doit
être attachée à chaque sommet, l’étiquetage de l’ensemble des sommets s’écrivant L˜t = {ψs, s ∈
V˜t}. L’énergie à minimiser pour obtenir l’étiquetage final contient un terme unaire d’attache aux
données et un terme binaire de régularisation. Elle s’écrit :
E˜t(L˜t) =
∑
s∈V˜t
−ln(p3(s, ψs))+λ3
∑
(s,r)∈E˜t
1
dist(s, r)
e
− ‖z
(G)
t (s)−z
(G)
t (r)‖
2
σ23 (1−δ(ψs, ψr)) , (8.19)
où le paramètre σ3 est égal à :
σ3 = 4 · 〈(z(C)t (s)− z(C)r,t (s))2〉 , (s, r) ∈ E˜ . (8.20)
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(b) Forme du graphe correspondant.
(Tous les sommets sont, comme le nœud s,
reliés aux trois sources)
objet rouge objet vert objet bleu
s
(a) Résultat de la phase de suivi.
3 objets ont fusionnés.
FIG. 8.4: Présentation du graphe utilisé. (a) Résultat de l’algorithme de suivi. Trois objets se
superposent. (b) Forme du graphe correspondant à la deuxième fonction d’énergie. Il contient 3
terminaux (3 sources), chacun relié à l’ensemble des pixels. Pour plus de clarté, tous les arcs ne
sont pas montrés.
Les objets à l’instant t doivent avoir une apparence proche de celle des objets correspondant à
l’instant t− 1. Cependant, la distribution p3 ne peut pas simplement dépendre de l’apparence. En
effet, des objets se sont retrouvés fusionnés après la minimisation de la première fonction d’énergie
principalement parce qu’ils avaient des apparences similaires. Il faut donc trouver un autre critère
permettant de distinguer les objets. Nous avons choisi pour cela de privilégier la prédiction et
définissons la distribution p3 par :
p3(s, ψ) =
{
p
(ψ)
t−1(zt(t)) si s /∈ O(ψ)t|t−1,
1 sinon .
(8.21)
Ainsi, un pixel appartenant à la prédiction d’un objet suivi est fortement encouragé à appartenir
au masque de segmentation de cet objet dans l’étiquetage final. Si, par contre, il n’appartient pas
à la prédiction, c’est l’apparence qui permettra de décider son étiquette finale.
L’énergie multi-étiquettes définie ci-dessus est minimisée en utilisant l’algorithme "Expansion
Move" [Boykov 98,Boykov 01b] en se ramenant itérativement dans un cas binaire (chapitre 6) : la
coupe minimale est obtenue en séparant successivement chaque source de toutes les autres.
8.4 Résultats Expérimentaux
Dans cette section, les résultats de la méthode de suivi sont présentés. Dans un premier temps,
nous considérerons que les observations sont obtenues par soustraction de fond. Dans un deuxième
temps, la méthode de suivi sera combinée avec la méthode de détection des objets mobiles de la
première partie de ce document. Dans tous les résultats, une couleur est associée à chaque objet
suivi. Elle ne dépend que de l’ordre dans lequel les pistes sont initialisées.
132 8.4 Résultats Expérimentaux
8.4.1 Suivi d’objets détectés par soustraction de fond
Dans un premier temps, nous montrons des résultats de notre méthode sur une séquence de
données de PETS 2006 (séquence 1, caméra 4). Les observations sont obtenues par simple sous-
traction de fond (avec une image de référence). Chaque observation équivaut à un élément connexe
de la carte de détection résultant de la soustraction de fond (figure 8.5). Les éléments connexes
sont obtenus en utilisant la méthode dite "gap/mountain" décrite dans [Wang 00] et en ignorant les
petits objets.
(a) (b) (c)
FIG. 8.5: Observations obtenues par soustraction de fond. (a) Image de référence. (b) Image cou-
rante. (c) Résultat de la soustraction de fond (les pixels en noir sont les pixels ayant changé) et
observations déduites (régions entourées d’une boîte englobante rouge).
Les mêmes paramètres ont été utilisés pour obtenir tous les résultats de cette section. Comme
dans [Blake 04], le paramètre λ3 (équation 8.19) est fixé à 20. Les autres paramètres λ1 (équa-
tion 8.12) et λ2 (équation 8.13) sont plus critiques. Différents tests nous ont conduits à les fixer à
λ1 = 10 et λ2 = 2. Pour finir, toutes les distributions évoquées dans ce chapitre sont des mélanges
de 10 gaussiennes.
Notons que chaque objet segmenté a une couleur différente, qui ne dépend que de l’ordre
arbitraire dans lequel les objets ont commencé à être suivi.
Nous commençons par présenter un premier résultat (figure 8.6) montrant la capacité de notre
méthode à bien suivre plusieurs objets sur la séquence relativement simple de données de PETS
2006 (séquence 1, caméra 4). Sur la première image (image 81), deux pistes sont initialisées en
utilisant les observations. Les observations étant des masques de pixels à l’intérieur d’une boîte
englobante, elles ne donnent pas une segmentation parfaite de l’objet (par exemple, les jambes
de la personne suivie en rouge ne sont pas détectées). Cependant notre méthode de suivi et de
segmentation arrive dès l’image suivante à récupérer un masque respectant bien la forme et les
contours de l’objet.
La méthode proposée gère bien les entrées et sorties des objets du champ de la caméra. Ainsi,
dès qu’une nouvelle personne entre dans la scène, un nouvel objet (nouvelle piste) est créé auto-
matiquement par la méthode.
Cette séquence souligne bien la capacité de notre méthode à suivre séparément des objets
pouvant avoir fusionné. En effet, toutes les personnes à suivre dans cette séquence portent des vê-
tements foncés, de même couleur. De plus les trois personnes les plus en bas marchent quasiment
dans la même direction et à la même vitesse. Ainsi, lorsque ces personnes se retrouvent juxtapo-
sées, il est très difficile de les suivre séparément. En particulier, les deux personnes au centre en
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(a) (b) (c)
FIG. 8.6: Résultats sur la séquence PETS 2006 (images 81, 116, 146, 176, 206 et 248). (a) Images
originales. (b) Observations. (c) Résultats du suivi.
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bas (jaune et bleu) correspondent au départ à deux observations différentes, puis, dès l’image 102,
elles ne sont plus détectées que comme un seul objet. Sans la seconde fonction d’énergie, ces deux
personnes ne peuvent plus être suivies indépendamment (figure 8.7).
(a) (b) (c)
FIG. 8.7: Séparation avec la seconde fonction d’énergie des objets ayant fusionné (images 101 et
102 de la séquence PETS 2006). (a) Observations. (b) Résultat du suivi et de la segmentation en
n’utilisant que la première fonction d’énergie. (c) Résultat obtenu en rjoutant la deuxième énergie.
À la fin de la séquence, la personne suivie en vert est partiellement occultée par les autres.
Même si tous ces objets ont des couleurs très proches, l’occultation est relativement bien gérée
par notre algorithme de suivi.
Nous allons maintenant montrer le comportement de notre algorithme en cas d’absence d’ob-
servation. Pour cela, nous avons volontairement décidé de n’appliquer la détection par soustraction
de fond pour pour une image sur trois. Le résultat est visible sur la figure 8.8. Les masques des
objets obtenus en cas de manque d’observations sont comparés aux masques obtenus si des obser-
vations sont disponibles à chaque instant. Grâce à l’utilisation de la prédiction, les segmentations
ne sont que très peu détériorées. Ainsi, une jambe manque au masque de la personne pour les
images 105 et 106, mais elle est récupérée dès l’obtention de nouvelles observations. Ce résultat
montre aussi que l’ajout des observations dans la phase de suivi permet d’obtenir de meilleures
segmentations que si l’on n’utilisait que la prédiction.
8.4.2 Détection, segmentation et suivi d’objets dans des scènes complexes
Pour terminer ce document, nous allons présenter les résultats obtenus en combinant l’algo-
rithme de détection de la première partie avec la méthode de suivi de ce chapitre. Il s’agit des
résultats finaux de cette thèse.
Les observations sont les clusters en mouvement obtenus après division de la grille de points
en clusters avec l’algorithme mean shift. Ainsi, l’étape finale du détecteur (chapitre 5) n’est pas
appliquée, sauf lors de la création de nouvelles pistes de suivi. En effet, quand une observation
n’a été associée à aucun objet et qu’elle devient un nouvel objet à suivre, nous initialisons cet
objet avec son masque complet de segmentation, ceci afin d’éviter le suivi d’objets non valides.
En outre, comme nous l’avons vu au chapitre 5, la segmentation à partir du cluster en mouvement
permet d’obtenir le masque complet de l’objet mais aussi de valider cet objet (si à la fin de la
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(a) (b) (c)
FIG. 8.8: Résultats de la méthode dans le cas où des observations sont manquantes (le détecteur
n’est utilisé que pour une image sur trois entre les images 801 et 807 de la séquence PETS 2006)
(a) Observations. (b) Résultat du suivi. (c) Résultats obtenus dans le cas où les observations sont
disponibles.
phase de segmentation, le nombre de pixels appartenant au masque est égal au nombre de pixels
du cluster initial, l’objet est déclaré non valide).
Nous reprenons ici la séquence de ski nautique ainsi que les deux séquences de conducteur déjà
traitées dans la partie I. Pour chacune des images, nous présenterons les clusters en mouvement
obtenus par le détecteur (servant d’observations), et les masques des objets suivis.
Les paramètres caractérisant le poids des termes binaires dans les fonctions d’énergie sont les
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suivants. Comme pour les séquences à fond fixe de la section précédente, le paramètre λ3 est fixé à
20 et le paramètre λ1 (équation 8.12) à 10. Seul λ2 (équation 8.13) est différent puisqu’il vaut ici 1.
Nous commençons donc par montrer les résultats de l’algorithme de suivi sur la séquence de
ski nautique (figure 8.9). La méthode de suivi proposée dans ce chapitre permet de bien suivre
t = 31 t = 177
t = 51 t = 215
t = 58 t = 225
t = 80 t = 243
FIG. 8.9: Résultats de la méthode suivi sur la séquence de ski nautique. Les observations sont les
clusters en mouvement obtenus avec le détecteur de la partie I. À chaque instant, les observations
sont montrées sur l’image de gauche et le masque des objets suivis est visible sur l’image de droite.
le skieur (ou plus précisément la combinaison du skieur) malgré ses changements de trajectoire.
Dans le chapitre 5, l’étude de cette séquence a montré que le détecteur de la première partie est
capable de bien détecter le skieur, excepté quand il bouge trop rapidement ou ne bouge pas du tout
relativement à la caméra. Cette séquence valide donc une nouvelle fois la robustesse de la méthode
de suivi aux manques d’observations, puisque la combinaison continue à être suivie même lors de
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sa non détection (image 58).
Par ailleurs, des clusters en mouvement sont parfois détectés dans l’eau. L’algorithme de
suivi indique qu’une nouvelle piste doit être créée pour ces objets. Cependant, l’initialisation de
nouvelles pistes de suivi se fait avec le masque complet des objets, c’est-à-dire que la phase de
segmentation du chapitre 5 est appliquée au moment de la création des pistes. Si au moment de
la segmentation l’objet est déclaré comme non valide, alors la nouvelle piste n’est pas créée et
l’objet ne sera pas suivi. L’utilisation du masque complet de l’objet comme initialisation permet
ainsi de supprimer les objets non valides. Ainsi, sur cette séquence, aucun objet dans l’eau n’est
suivi.
Pour les deux résultats suivants, nous reprenons les deux séquences de conducteur présentées
dans la première partie. Les résultats sur la première séquence sont visibles sur la figure 8.10. La
t = 12 t = 29
t = 15 t = 45
t = 19 t = 51
FIG. 8.10: Résultats de la méthode suivi sur la séquence d’un conducteur. Les observations sont les
clusters en mouvement obtenus avec le détecteur de la partie I. À chaque instant, les observations
sont montrées sur l’image de gauche et le masque des objets suivis est visible sur l’image de droite.
main et le bras sont bien détectés sur la majorité des images de la séquence. Une piste de suivi est
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initialisée pour le bras dès sa première détection. Il est ainsi bien suivi tout au long de la séquence.
On remarque néanmoins que sur l’image 45, la segmentation du bras empiète sur l’habitacle de la
voiture et sur la barrière de sécurité. Cela est dû au fait que le contraste entre le bras et la barrière
est faible. De plus le bras ne bouge quasiment pas à cet instant et a donc un mouvement très proche
de celui de l’habitacle et de la barrière. Enfin, un cluster en mouvement est détecté sur la barrière
et, comme il a des caractéristiques de mouvement et de couleur proches de celles du bras, il est
associé à l’objet représentant le bras à l’instant précédent. Notons néanmoins que dès que le bras
recommence à bouger (image 49), une bonne segmentation est à nouveau réalisée.
Contrairement au bras, la main n’est pas suivie dès sa première détection. Pour qu’une nouvelle
piste soit définitivement créée, il faut que l’objet correspondant est été associé à une observation
à l’instant suivant son initialisation, ce qui n’est pas le cas ici. Les vecteurs de mouvement sont
très différents entre deux instants consécutifs lorsque que la main monte vers le visage. Il y a
aussi de légers changements d’illumination. Ces deux difficultés empêchent la création d’une piste
pour la main. Néanmoins, dès l’image 19, une piste est créée pour la main et est ensuite bien
segmentée et suivie. Les observations sont simplement caractérisées par la moyenne des vecteurs
de couleur et de mouvement. Nous pensons qu’une meilleure caractérisation des observations
tenant compte de la disparité des clusters et éventuellement d’autres caractéristiques de l’objet
pourrait probablement permettre une meilleure association entre objets suivis et observations, et
améliorerait l’influence des observations sur la segmentation et le suivi. Nous pensons qu’ainsi la
main pourrait être suivie dès sa détection.
Les résultats sur cette séquence sont très encourageants étant donnée la complexité de
la vidéo. Ainsi, le détecteur ne trouve pas d’objets dans le fond très dynamique derrière les
fenêtres, et permet une initialisation relativement bonne de la main et du bras du conducteur. Ces
deux objets, une fois initialisés, sont bien suivis même en présence de changements d’illumination.
Nous terminons en montrant les résultats sur une deuxième séquence de conducteur (figure
8.11). Le premier objet détecté et suivi est le visage. Le suivi du visage montre une nouvelle fois
la robustesse de la méthode au manque d’observations. En effet, même si à partir de l’image 19 le
visage ne bouge plus et n’est donc plus détecté, l’algorithme de suivi continue à le suivre et à le
segmenter correctement. Il est de nouveau détecté lorsque la conductrice commence à tourner la
tête.
Le suivi du volant peut paraître surprenant. Cependant, il est détecté pendant deux images
consécutives lorsqu’il tourne. Un post-traitement, ne conservant que les objets ayant des trajec-
toires intéressantes, pourrait certainement permettre de supprimer cet objet.
Le résultat le plus important sur cette séquence concerne la détection et le suivi des mains.
Nous avions déjà discuté dans le chapitre 5 de la capacité du détecteur à bien détecter les deux
mains séparément même lorsqu’elles se touchent (image 40 sur la figure 5.3 du chapitre 5, et
39 de la figure 8.11). Un tel résultat est principalement dû à l’utilisation du mouvement dans le
descripteur. À la fin de la première minimisation d’énergie de l’algorithme de suivi, les masques
des deux mains se superposent légèrement : les deux masques ont quelques pixels en commun.
L’étape de séparation des objets fusionnés est donc appliquée. La minimisation de la deuxième
fonction d’énergie permet de bien séparer les deux masques et de continuer à suivre et segmenter
indépendamment les deux mains.
Les résultats de cette sous-section montrent la performance de l’algorithme de détection de
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FIG. 8.11: Résultats de la méthode de suivi sur la séquence d’une conductrice. Les observations
sont les clusters en mouvement obtenus avec le détecteur de la partie I. À chaque instant, les
observations sont montrées sur l’image de gauche et le masque des objets suivis est visible sur
l’image de droite.
la première partie et de l’algorithme de suivi décrit dans cette section. La combinaison des deux
méthodes permet la détection, la segmentation et le suivi d’objets dans des scènes complexes. Les
résultats de détection et de suivi du visage et des mains dans les séquences de conducteur indiquent
que les méthodes développées au cours de cette thèse pourraient probablement être utilisées pour
aider à analyser le comportement des conducteurs.
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Conclusion
Dans cette deuxième partie, une méthode de segmentation et de suivi d’objets reposant sur la
minimisation d’énergies par un algorithme de coupe minimale/flot maximal ("Graph Cuts") a été
proposée. Elle combine les avantages de différentes méthodes de suivi existantes. Un état de l’art
de ces méthodes a été donné au chapitre 7. L’approche proposée permet ainsi de simultanément
suivre et segmenter des objets en prenant en compte des distributions de couleur et de mouvement
et en utilisant des observations extérieures obtenues par un module de détection. Toutes ces
informations sont regroupées dans une première fonction d’énergie. Une énergie est construite et
minimisée pour chaque objet.
Les observations extérieures sont prises en compte en ajoutant au graphe des nœuds d’obser-
vation (un nœud par observation est ajouté). Cela permet de ne pas avoir à associer préalablement
chaque objet avec une observation, ce qui est généralement indispensable pour toutes les autres
techniques de suivi. Chaque observation n’est caractérisée que par un vecteur contenant la
moyenne calculée sur l’ensemble de l’observation, et des vecteurs de couleur et de mouvement.
Cette représentation est un peu simpliste et mériterait d’être améliorée. Il serait en effet préférable
d’utiliser des distributions de couleur et de mouvement calculées sur toute l’observation. Il
faudrait alors étudier comment ajouter de telles distributions au terme unaire de la (première)
fonction d’énergie en ne conservant qu’un seul nœud par observation. Enfin, une étude future
pourrait porter sur l’utilisation d’autres caractéristiques comme par exemple la forme ou la taille
de l’objet. La difficulté serait alors de minimiser une énergie pour laquelle le terme binaire n’est
pas forcément une fonction régulière.
Afin de suivre indépendamment chaque objet, une fonction d’énergie multi-étiquettes est ajou-
tée à la méthode de suivi. Elle permet de séparer les objets ayant fusionné après la minimisation de
la première fonction d’énergie. Nous considérons que des objets ont fusionné si leur segmentation
se superpose. Ils sont séparés en donnant plus d’importance à la prédiction.
Deux énergies sont donc pour l’instant nécessaires pour suivre indépendamment chaque objet.
Cependant, il serait intéressant d’étudier si ces énergies ne pourraient pas être réécrites afin de
n’effectuer qu’une minimisation pour tous les objets.
Comme expliqué dans le chapitre 6, les fonctions d’énergies minimisées par coupe mini-
male/flot maximal comportent en général deux termes principaux : un terme unaire d’attache
aux données et un terme binaire de régularisation. Un paramètre constant permet de définir
l’importance de chacun de ces deux termes dans l’énergie. Ce paramètre influence beaucoup
les résultats. Pourtant, aucune méthode permettant de calculer ce paramètre et de l’adapter aux
données n’existe. Des travaux futurs sur les "Graph Cuts" devraient donc porter sur une étude
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approfondie de ce paramètre.
À la fin du chapitre 8, nous avons présenté de bons résultats, obtenus en regroupant l’algo-
rithme de détection mis en place dans la première partie et l’algorithme de suivi de cette deuxième
partie. La combinaison de ces deux algorithmes permet de détecter, segmenter et suivre des objets
dans des scènes complexes.
Conclusion générale et perspectives
Dans ce document, nous nous sommes intéressés à la détection, la segmentation et le suivi
d’objets en mouvement dans des scènes complexes (caméra mobile, fond dynamique, change-
ments d’illumination ...) . La première partie a proposé une nouvelle méthode de détection et de
segmentation d’objets mobiles et la deuxième partie une nouvelle méthode de suivi. L’application
des ces deux méthodes, qui peuvent être couplées, a été montrée sur des séquences diverses, et no-
tamment sur les vidéos complexes de conducteurs. Dans cette conclusion générale, nous faisons
tout d’abord un bilan de ces travaux puis proposons un certain nombre de perspectives.
Synthèse des travaux effectués
Nous avons tout d’abord proposé une nouvelle méthode de détection des objets en mouve-
ment, qui repose sur plusieurs techniques couramment utilisées en vision par ordinateur. Cette
méthode se décomposent en trois étapes principales, contenant chacune différentes nouveautés.
La première étape consiste à définir une grille de pixels en mouvement, c’est-à-dire une grille de
points n’appartenant pas au mouvement de la caméra. L’utilisation d’un nombre restreint de points
permet d’une part de rechercher les objets uniquement sur les régions en mouvement de l’image, et
d’autre part de diminuer le coût de calcul de l’algorithme. Une description de ces points, reposant
sur des informations de position, de mouvement et de photométrie, a ensuite été proposée. Une
particularité de la description concerne la validation des vecteurs de mouvement, calculé avec un
algorithme de flot optique. En effet, nous avons proposé de valider les vecteurs à l’aide d’un test
statistique.
La deuxième étape consiste à diviser les points de la grille, à partir de leurs descripteurs, en
un certain nombre de clusters. Nous avons choisi d’utiliser pour cela un algorithme mean shift.
Comme les données considérées sont de dimension supérieure à trois, nous avons mis en place
un nouvel algorithme nommé, "pseudo balloon mean shift", reposant sur l’estimateur à noyau
balloon. Les résultats des algorithmes mean shift, qui sont basés sur l’estimation de la densité in-
connue des données à l’aide d’un estimateur à noyau, dépendent beaucoup de la taille du noyau de
l’estimateur. Comme les données sont ici particulières (elles sont multidimensionnelles et hétéro-
gènes), une nouvelle méthode de sélection de la taille du noyau a dû être proposée. Cette sélection
s’appuie sur un critère de validation de la stabilité des clusters obtenus. L’algorithme de sélection
et l’algorithme "pseudo balloon mean shift" ont été en premier lieu appliqués à la segmentation
d’images couleur. Nous avons ensuite montré comment utiliser ces méthodes pour la détection de
clusters en mouvement.
La dernière étape, facultative, du détecteur d’objets a pour but l’obtention du masque de
pixels complet des objets en mouvement, à partir des clusters en mouvement produits par l’étape
précédente. Chaque masque est le résultat de la minimisation d’une fonction d’énergie grâce au
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calcul de la coupe minimale, c’est-à-dire du flot maximal, dans un graphe. Cette étape utilise
l’ensemble des pixels de l’image. L’originalité de cette approche est l’utilisation de données
éparses sur le mouvement à l’intérieur de la fonction d’énergie.
La deuxième partie du document a traité du problème du suivi des objets en mouvement. Afin
de coupler la dernière étape du détecteur (étape de segmentation) et le suivi des objets, nous avons
proposé un nouvel algorithme basé sur la minimisation d’énergie par coupe minimale/flot maximal
dans un graphe. Il permet de segmenter et de suivre directement les clusters en mouvement obtenus
à la fin de la deuxième étape du détecteur. Le principe de la méthode proposée est de regrouper
la prédiction de l’objet suivi, des distributions sur sa photométrie et son mouvement, ainsi que
des observations extérieures, dans une fonction d’énergie. Les observations peuvent être de n’im-
porte quel type, mais nous nous sommes concentrés, dans les expérimentions, sur des masques de
pixels obtenus par soustraction de fond puis sur les clusters en mouvement donnés par le détec-
teur. Contrairement aux méthodes de suivi existantes, l’utilisation d’observations extérieures ne
nécessite pas l’ajout préalable d’une étape d’association entre les observations et les objets suivis.
Dans l’algorithme mis en place, chaque objet est suivi indépendamment, pour permettre de
bien distinguer la fusion de deux objets et l’occultation d’un objet par un autre. Il n’est cependant
pas suffisant à lui seul pour suivre indépendamment chaque objet, et plus précisément pour séparer
des objets ayant fusionné au cours du suivi. Nous avons donc rajouté une étape de séparation des
objets fusionnés reposant sur la minimisation, cette fois multi-étiquettes, d’une seconde fonction
d’énergie. La séparation repose en grande partie sur la confiance que nous accordons à la prédiction
des objets.
Les algorithmes de suivi (et de segmentation) et de séparation des objets fusionnés ont été
appliqués dans un premier temps à une séquence dans laquelle le fond est fixe. Nous avons alors
utilisé des observations issues d’une soustraction de fond. La difficulté dans cette séquence était
que les objets à suivre étaient des personnes portant des vêtements de même couleur et pouvant
avoir des mouvements similaires. Néanmoins, l’utilisation de l’algorithme de séparation des objets
fusionnés a permis de bien suivre et segmenter ces objets séparément. Nous avons ensuite appliqué
ces méthodes aux séquences complexes déjà considérées dans la première partie du document.
Les observations étaient alors les clusters en mouvement obtenus par le détecteur d’objets en
mouvement. Ces résultats finaux sont très encourageants. Nous avons ainsi été capable de détecter
la tête et/ou les mains d’un conducteur malgré le fond hautement dynamique présent derrière les
fenêtres. Finalement, les méthodes développées au cours de cette thèse pourraient probablement
être utilisées pour aider l’analyse du comportement des conducteurs.
Perspectives
Un certain nombre de perspectives (déjà évoquées dans les conclusions de parties) peuvent être
issues de cette thèse. On peut distinguer des perspectives plus méthodologiques et des perspectives
plus applicatives.
Description des points
Comme nous venons de le rappeler, le détecteur d’objets en mouvement repose sur la descrip-
tion (position, photométrie et mouvement) des points d’une grille. Les vecteurs de mouvement
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sont validés par un test statistique. Une étude plus approfondie du test utilisé, c’est-à-dire la p-
value, devrait être menée. En particulier, il serait intéressant de comparer plus en détail la p-value
à un test de corrélation, afin de mieux mettre en avant ses atouts et son apport sur les résultats
finaux de détection.
Sélection de la taille du noyau pour le clustering des points
La sélection de la taille du noyau pour les algorithmes mean shift est basée sur un critère
de stabilité des clusters. Pour cela, un ensemble de noyaux est prédéfini et un clustering mean
shift est appliqué aux données avec chacun de ces noyaux. La stabilité est alors calculée à l’aide
d’une mesure de divergence entre les lois normales représentant chacun des clusters issus de ces
clustering. Nous avons proposé d’utiliser les définitions traditionnelles de la moyenne et de la
covariance pour calculer les lois normales, mais un calcul de covariance robuste caractérisant
mieux la forme du cluster serait probablement plus approprié. Pour cela, on pourrait par exemple
s’appuyer sur les travaux de [Pena 01] ou [Wang 02].
Segmentation multi-étiquettes des objets en mouvement
Dans la dernière étape du détecteur chaque objet est segmenté en minimisant une énergie par
un algorithme de coupe minimale/flot maximal dans un graphe, afin d’obtenir le masque complet
des objets en mouvement, . Nous avons proposé de segmenter chaque objet indépendamment :
une fonction d’énergie est minimisée pour chaque objet. Les algorithmes de coupe minimale/flot
maximal donnent la possibilité de minimiser des énergies multi-étiquettes. Nous avons d’ailleurs
utilisé cette particularité au cours du suivi, dans l’algorithme de séparation des objets fusionnés.
Une extension de la méthode pourrait alors consister à modifier notre algorithme afin que tous les
objets soient segmentés simultanément. Cela permettrait d’une part d’améliorer le coût de calcul
de l’algorithme, et d’autre part de prendre en compte les interactions entre objets.
Détection des petits objets / mouvement dominant
Le résultat présenté sur la figure 5.4 a mis en avant une limitation de la méthode de détection
des objets en mouvement. En effet, sur cette figure le piéton au milieu à droite des images n’est
presque jamais détecté comme un objet en mouvement. La majorité des pixels de ce piéton ap-
partenant au mouvement dominant de l’image, trop peu de pixels en mouvement sont disponibles
pour le détecter correctement. Des travaux futurs devraient se concentrer sur l’étude de la détec-
tion de petits objets appartenant majoritairement au mouvement dominant. On peut d’ailleurs se
demander s’il est vraiment possible de les détecter tant que les pixels appartenant au mouvement
dominant ne sont pas considéré.
Description (caractérisation) des observations dans l’algorithme de suivi
Les observations extérieures sont prises en compte dans l’algorithme de suivi en ajoutant au
graphe des nœuds d’observations (un nœud par observation est ajouté). Chaque observation n’est
caractérisée que par un vecteur contenant la moyenne des vecteurs de couleur et de mouvement,
mais il serait préférable d’utiliser des distributions calculées sur toute l’observation.
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Combiner le suivi et la séparation des objets fusionnés
Le suivi et la séparation des objets fusionnés sont réalisés avec des fonctions d’énergies dif-
férentes. Ainsi, deux énergies sont pour l’instant nécessaires pour suivre indépendamment chaque
objet. Il serait intéressant d’étudier si ces énergies ne pourraient pas être réécrites afin de n’effec-
tuer qu’une minimisation pour tous les objets.
Poids des termes binaires des fonctions d’énergie
Comme expliqué dans le chapitre 6, les fonctions d’énergies minimisées par coupe mini-
male/flot maximal comportent en général deux termes principaux : un terme unaire d’attache aux
données et un terme binaire de régularisation. Un paramètre constant permet de définir l’impor-
tance de chacun de ces deux termes dans l’énergie. Ce paramètre influence beaucoup les résul-
tats. Pourtant, aucune méthode permettant de calculer ce paramètre et de l’adapter aux données
n’existent actuellement. Des travaux futurs sur les "Graph Cuts" devraient donc porter sur une
étude approfondie de ce paramètre.
Ajout de contraintes sur la forme de l’objet suivi
Une étude future pourrait également porter sur l’utilisation d’autres caractéristiques (en plus de
la couleur et du mouvement), comme par exemple la forme ou la taille de l’objet, dans l’algorithme
de suivi. La difficulté serait alors de minimiser une énergie pour laquelle le terme binaire n’est pas
forcément une fonction régulière. Des méthodes utilisant des termes globaux dans des fonctions
d’énergie minimisées par coupe minimale/flot maximal dans un graphe ont déjà été développées
dans [Yuille 03, Rihan 06, Rother 06].
Loi dynamique pour la prédiction
L’algorithme de suivi utilise la prédiction des objets à l’intérieur de la fonction d’énergie. Cette
prédiction est simplement obtenue en déplaçant l’objet à l’instant précédent t−1 avec les vecteurs
de flot optique calculés à t − 1. Il s’agit donc simplement d’une succession de segmentation se
basant sur la prédiction, les distributions et les observations. Afin d’obtenir une technique de suivi
robuste aux occultations totales et adaptées à des dynamiques plus compliquées, il serait intéres-
sant d’utiliser une loi dynamique plus sophistiquée pour la prédiction des objets. Cela a déjà été
proposé pour le suivi de courbes dans [Cremers 01, Jackson 04, Niethammer 04].
Extension de l’algorithme de suivi à d’autres applications
Pour finir, la méthode de suivi pourrait probablement être étendue à d’autres applications. En
particulier, comme les méthodes de coupe dans un graphe ont déjà été appliquées à la stéréo vision
et à la reconstruction de scène à partir de plusieurs caméras, on peut penser qu’il serait possible,
à l’aide des nœuds d’observations, de suivre conjointement le même objet dans des séquences de
la même scène, prise avec des angles de vue différents. On pourrait alors directement obtenir la
trajectoire 3D ou la reconstruction 3D de cet objet.
Annexes
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Annexe A
Preuve de convergence de l’algorithme
pseudo balloon mean shift
L’estimateur à noyau balloon est défini par :
f̂(x) =
ck
n
n∑
i=1
1
|H(x)|1/2k(‖H(x)
−1/2(x− x(i))‖2) . (A.1)
Le preuve de convergence du filtrage mean shift utilisant cet estimateur est proche de celle pro-
posée dans [Comaniciu 02] pour le filtrage mean shift avec l’estimateur sample point. Afin de
montrer que m(x) converge, nous commençons par montrer que f̂ converge pour les points de
trajectoires. Nous montrons donc que f̂(y(j)) converge quand j augmente.
Comme n est fini, l’estimée f̂ est bornée : 0 < f̂(x) ≤ ck
n|H(x)|1/2 . Il suffit donc de montrer
que f̂ est strictement croissante ou décroissante. Comme nous supposons la bande passante H(x)
constante pour tous les points de trajectoire y(j) associés au point d’estimation x, nous avons :
f̂(y(j+1))− f̂(y(j))
=
ck
n|H(x)|1/2
n∑
i=1
(
k(‖H(x)−1/2(y(j+1) − x(i))‖2)− k(‖H(x)−1/2(y(j) − x(i))‖2)
)
.
(A.2)
Le profile k étant convexe,
∀(x1, x2) ∈ [0,+∞) k(x2) ≥ k(x1) + k′(x1)(x2 − x1) .
Cela implique :
f̂(y(j+1))− f̂(y(j)) ≥ ck
n|H(x)|1/2
n∑
i=1
k′(‖H(x)−1/2(y(j) − x(i))‖2)(
‖H(x)−1/2(y(j+1) − x(i))‖2 − ‖H(x)−1/2(y(j) − x(i))‖2
)
.
(A.3)
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Supposons H(x)T = H(x). En développant le dernier terme de l’équation précédente et en utili-
sant la définition du vecteur mean shift (équation 3.29), il peut être montré que :
f̂(y(j+1))− f̂(y(j))
≥ ck
n|H(x)|1/2
n∑
i=1
k′(‖H(x)−1/2(y(j) − x(i))‖2)
(
‖H(x)−1/2(y(j+1) − y(j))‖2
)
.
(A.4)
En additionnant maintenant les termes de cette équation pour les indices j, j + 1, . . . , j +m− 1,
et en introduisant
M = argminl≥0 k(‖H(x)−1/2(y(l) − x(i))‖2
nous obtenons le résultat suivant :
f̂(y(j+m))− f̂(y(j)) ≥ ck
n|H(x)|1/2M‖H(x)
−1/2(y(j+m) − y(j))‖2 ≥ 0. (A.5)
Nous avons ainsi montré que la suite {f̂(y(j))}j=1,2... est strictement croissante, bornée, et
donc convergente. L’inégalité précédente implique que {y(j)}j=1,2... est une suite de Cauchy par
rapport à la distance de Mahalanobis et donc par rapport à la distance euclidienne (d’après l’équi-
valence des normes dans Rd). Cela prouve la convergence des points de trajectoires vers le mode
local de f̂ .
Annexe B
Critère de stabilité pour la sélection de
noyaux
Dans l’algorithme itératif de sélection de la taille du noyau défini au chapitre 4, la taille finale
Υ(x(i)) sélectionnée en chaque point x(i) correspond à la taille prédéfinie H(b
∗) ayant donné le
cluster le plus stable :
Υ(x(i)) = H(b
∗) .
Le paramètre b∗ indique l’échelle pour laquelle le cluster est le plus stable.
Dans [Comaniciu 03a], en revanche, la taille finale est la covariance de la loi normale calculée
sur le cluster le plus stable :
Υ(x(i)) = Σ(b
∗)
c(i,b∗) .
L’auteur justifie son choix de la façon suivante. Il indique que la diminution du biais d’un esti-
mateur à noyau est liée à la maximisation de la norme du gradient de la densité. Or il peut être
facilement montré que maximiser la norme du gradient revient à maximiser le vecteur mean shift
normalisé par le noyau. Le théorème suivant montre alors que ce vecteur est maximal lorsque la
taille du noyau est égale à la covariance de la distribution que l’on cherche à estimer dès lors que
celle-ci est normale :
Théorème 3
Supposons que la densité f est localement une loi normale N (µ,Σ) et le mean shift à noyau fixe
est calculé en utilisant le noyau normal K de taille H. Le vecteur mean shift normalisé par H est
maximal si la bande passante H est égale à la covariance Σ.
Nous allons, dans cette annexe, comparer les deux critères de sélection que nous nommerons :
sélection de la meilleure taille prédéfinie et sélection de la meilleure covariance. Ces deux critères
seront utilisés dans l’algorithme itératif (algorithme 5). Le théorème précédent n’est pas applicable
directement à cet algorithme. En outre, les itérations nécessitent l’utilisation d’un estimateur à
noyau variable. Nous avons, dans ce document, pris le parti d’utiliser l’estimateur balloon. Le
théorème précédent se réécrit très bien pour cet estimateur :
Théorème 4
Supposons que la densité f est localement une loi normale N (µ,Σ) et le pseudo-balloon mean
shift est calculé, en chaque point x, en utilisant le noyau normal K de taille H(x). Le vecteur
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mean shift normalisé par H(x) est maximal si la bande passante H(x) est égale à la covariance
Σ.
Ce théorème est démontré dans l’annexe C. L’utilisation du clustering mean shift basé sur l’esti-
mateur sample point n’est pas possible ici. En effet, le théorème 3 ne peut pas se démontrer avec
cet estimateur.
Comme dans [Comaniciu 03a], le théorème 4 conduit au critère de sélection de la meilleure
covariance. Seule l’étape 2.2 de l’algorithme 5 change en utilisant ce critère. Elle devient : "La
meilleure bande passante Υ(i)ρ est Σ
(b∗)
c(i,b∗),ρ".
Au chapitre 4, nous avons préféré utiliser un critère différent (sélection de la meilleure taille
prédéfinie) dans l’algorithme initial pour les deux raisons suivantes. Tout d’abord, nous n’avons
pas réussi, théoriquement, à faire le lien entre la maximisation des vecteurs mean shift normalisés
et le biais de l’estimateur. De plus, en utilisant le critère de sélection de la meilleure covariance,
on ne peut plus considérer l’algorithme comme étant basé sur la stabilité des clusters. En effet,
même si le noyau final correspond à la covariance du cluster de l’échelle la plus stable, il n’est pas
forcément compris dans l’ensemble prédéfini. Ainsi, parfois, le noyau final est inférieur au noyau
préféfini le plus faible ou supérieur au plus fort.
Cette annexe a pour but la comparaison expérimentale des deux critères de sélection. Tous les
résultats ont été obtenus en utilisant 9 noyaux prédéfinis compris entre 10 et 30. Nous comparons
les segmentations obtenues en appliquant l’algorithme de clustering "pseudo balloon mean shift"
avec les noyaux obtenus par les deux critères de sélection précédents.
Les premiers résultats sont sur l’image d’un chalet (figure B.1). La segmentation de cette image
en sélectionnant la meilleure taille prédéfinie donne 31 clusters. Le deuxième critère, "sélection de
la meilleure covariance" permet d’en obtenir 45 et conserve plus de détails. En particulier, l’ombre
sur les montagnes et la petite région de terre sur l’herbe devant le chalet sont toujours visibles
après la segmentation. Au contraire, des détails sur le chalet sont perdus, le toit et la façade étant
regroupés en une seule partition.
a) b) c)
FIG. B.1: Validation du critère de sélection sur l’image d’un chalet. a) Image originale ; b) Ré-
sultat de la segmentation avec le critère "sélection de la meilleure covariance" ; c) Résultat de la
segmentation avec le critère "sélection de la meilleure taille prédéfinie".
Nous montrons également les résultats de segmentation sur l’image d’une main (figure B.2).
Ce résultat conduit à la même conclusion : plus de détails sont conservés en utilisant la covariance
pour bande passante finale. Les ongles sont encore visibles après la segmentation alors que le
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critère initial ne permet que d’en garder un. La figure B.3 montre, pour chaque domaine les valeurs
des bandes passantes obtenues avec les deux critères pour tous les pixels d’ordonnée égale à la
moitié de la hauteur de l’image (ligne au milieu de l’image). Pour tous les domaines, excepté
le premier correspondant à l’abscisse, les tailles finales de noyau sont plus faibles si l’on choisit
la meilleure covariance plutôt que la meilleure bande passante prédéfinie. Ces figures expliquent
pourquoi plus détails sont conservés avec le critère "sélection de la meilleure covariance".
a) b) c)
FIG. B.2: Validation du critère de sélection sur l’image d’une main. a) Image originale ; b) Ré-
sultat de la segmentation avec le critère "sélection de la meilleure covariance" ; c) Résultat de la
segmentation avec le critère "sélection de la meilleure taille prédéfinie".
En conclusion les résultats expérimentaux de cette annexe montrent qu’utiliser un critère de
sélection s’appuyant sur le théorème 4, c’est-à-dire si la taille du noyau en chaque point est choisie
égale à la covariance de la distribution donnant le cluster le plus stable, permet de conserver plus
de détails et d’obtenir un nombre plus important de clusters. Cependant, il n’y a pas de réelle
justification théorique à l’utilisation d’un tel critère. De plus, il est difficile de vraiment juger une
segmentation. En effet, garder plus de détails peut avoir des avantages pour certaines applications
et au contraire peut n’être pas souhaitable pour d’autres. Dans notre application à la détection de
cluster en mouvement, nous voulons que les clusters soient de tailles suffisamment grandes, afin
qu’ils représentent bien les objets. C’est pourquoi, dans ce manuscrit, nous avons utilisé le critère
consistant à sélectionner, en chaque point, la bande passante prédéfinie donnant la partition la plus
stable.
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FIG. B.3: Valeurs finales des bandes passantes pour tous les points situés sur la ligne au milieu
de l’image d’une main a) domaine correspondant aux abscisses b) domaine correspondant aux
ordonnées c) canal rouge d) canal vert and e) canal bleu.
Annexe C
Preuve du théorème 4
Supposons que la densité f est localement une loi normale N (µ,Σ) et le pseudo-balloon
mean shift est calculé, en chaque point x, en utilisant le noyau normal K de taille H(x). Le
vecteur mean shift normalisé par H(x) est maximal si la bande passante H(x) est égale à la
covariance Σ.
Preuve La preuve de ce théorème a la même forme que celle du théorème 3 donnée dans [Co-
maniciu 03a].
Considérons l’estimateur à noyau "balloon" défini par :
f̂(x) =
1
n
n∑
i=1
KH(x)(x− x(i))
=
1
n
n∑
i=1
1
|H(x)|1/2K(H(x)
−1/2(x− x(i))) .
(C.1)
Quand la taille des données augmente, le vecteur mean shift m(x) converge vers sa limite en
probabilité donnée par :
plim m(x) = plim (H(x)
∇̂f(x)
f̂(x)
), (C.2)
En utilisant le théorème suivant :
Théorème 5 (Slutsky’s theorem)
Soient (Xn) et (Yn) deux suites de nombre aléatoire. Si (Xn) converge en probabilité vers X et
(Yn) vers Y , et si f : R→ R est une fonction continue,
alors
• (Xn + Yn) converge en probabilité vers X + Y ,
• (XnYn) converge en probabilité vers XY ,
• (Xn)/(Yn) converge en probabilité vers X/Y ,
• f(Xn) converge en probabilité vers f(X),
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l’équation (C.2) se réécrit :
plim m(x) = H
plim (∇̂f(x))
plim (f̂(x))
= H
E[∇̂f(x)]
E[f̂(x)]
.
(C.3)
L’espérance d’un l’estimateur à noyau peut être interprétée comme une convolution [Stoker 93].
L’opérateur de convolution sera noté ∗ dans la suite. Si la densité f est une loi normale N (µ,Σ),
alors l’espérance de f̂ est distribuée localement autour du point x selon une loi normale de
moyenne µ et de covariance Σ + H(x). En effet, on a :
E[f̂(x)] =
∫
x(i)
KH(x)(H(x)
−1/2(x− x(i)))f(x(i))dx(i)
= (KH(x) ∗ f)(x)
∼ N (x;µ,H(x) + Σ).
(C.4)
Comme l’opérateur gradient est linéaire, l’espérance du gradient de l’estimateur est :
E[∇̂f(x)] = ∂
∂x
N (x;µ,H(x) + Σ)
= −(H(x) + Σ)−1(x− µ)E[f̂(x)].
(C.5)
Ainsi, la limite en probabilité du vecteur mean shift est :
plim m(x) = −H(x)(H(x) + Σ)−1(x− µ) (C.6)
et le vecteur mean shift normalisé est alors donné par :
m(x; H(x)) = ‖H(x)−1/2plim m(x)‖ . (C.7)
En suivant [Comaniciu 03a], on peut alors directement montrer que le vecteur mean shift
normalisé est maximal si H(x) = Σ.
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Résumé
De nombreuses applications en vision par ordinateur nécessitent la détection et le suivi des
objets en mouvement dans une séquence d’images. La plupart des méthodes existantes ne donnent
de bons résultats que pour des séquences avec des fonds peu changeants, ou si le fond et les
objets sont rigides. Le but de cette thèse est de détecter et suivre les objets mobiles dans des
séquences (telles que des séquences de conducteurs) ayant un fond dynamique, avec de forts
changements d’illumination, de faibles contrastes et éventuellement acquises par une caméra
mobile. Cette thèse est décomposée en deux parties. Dans la première, une méthode de détection
est proposée. Elle repose sur la définition d’une grille de points décrits par leur mouvement et leur
photométrie. Ces points sont ensuite regroupés en "clusters en mouvement" avec un algorithme
mean shift à noyau variable et une méthode de sélection automatique de la taille des noyaux.
La deuxième partie propose une méthode de suivi combinant des distributions de couleur et de
mouvement, la prédiction de l’objet et des observations extérieures (pouvant être les clusters
en mouvement) dans une fonction d’énergie minimisée par coupe minimale/flot maximal dans
un graphe. Les algorithmes de détection et de suivi sont validés sur différentes séquences aux
contenus dynamiques complexes.
Mots clés : Analyse du mouvement, détection de mouvement, suivi, mean shift, coupe mini-
male/flot maximal dans un graphe.
Abstract
Detecting and tracking moving objects in dynamic scenes is a hard but essential task in a large
number of computer vision applications such as surveillance. Most existing methods only give
good results in the case of persistent or slowly changing background, or if both the objects and
the background can be characterized by simple parametric motions. This thesis aims at detecting,
segmenting and tracking foreground moving objects in sequences (such as driver sequences)
having highly dynamic backgrounds, illumination changes and low contrasts, and possibly shot
by a moving camera. Two main steps compose the thesis. First, moving points, described by
their motion and color, are selected within a sub-grid of image pixels. Clusters of points are then
formed using a variable bandwidth mean shift with automatic bandwidth selection. In a second
part, a tracking method is proposed. It combines color and motion distributions, the prediction of
the tracked object and some external observations (which can be the clusters from the detector)
into an energy function minimized with Graph Cuts. The algorithms are validated on several
different sequences with complex dynamic contents.
Keywords : Motion analysis, moving objects detection, tracking, mean shift, Graph Cuts.
