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 マルチテナントデータセンタのための OpenFlow検証手法 








OpenFlow is the state of the art technology for efficient 
network operation. Since OpenFlow enables central 
management of entire network, it is expected to widely use 
in a multi-tenant data center with its flexible routing 
control. In multi-tenant data center, a same physical 
resources will be shared with multiple tenants. It is 
significantly important to validate the configuration of the 
network flow control to satisfy both reachability within a 
tenant network and isolation among networks of different 
tenants. However, each tenant assigns arbitrary IP 
addresses to its owned networks, then it may conflicts 
each other. VLAN (Virtual LAN) technology is used to 
solve these conflicts, but it has limitation where only up 
to 4094 VLAN-ID can be used. It is difficult to assign a 
different VLAN-ID for each tenant's network segment. 
OpenFlow technology will be useful to dynamically 
assign and swap VLAN-IDs to keep the separation 
between tenants' network segments. In this paper, we 
propose a method for automatically verifying reachability 
within an OpenFlow virtual network using static analysis 
of flow table, and a method for automatically generating 
test cases to verify the correctness of the VLAN 
configuration. We also show examples of applying the 

















この問題の解決のために VXLAN(Virtual Extensible 
LAN)[4]や Nested VLAN，TRLL(Transparent Interconnect a 


































































































表的な技術として，VXLAN や TRILL などが開発されて
いる．VXLANは，Ciscoや VMWare等が中心となって開
発された規格であり，既存の IP レイヤの上に仮想的なレ
イヤ 2 ネットワークをオーバーレイすることでレイヤ 2
セグメントの拡張や IEEE802.1Q の VLAN-ID 上限問題の
解決などを実現している．VXLANでは，VXLANトンネ
リングのエンドポイントを VTEP(Virtual Tunnel End Point)
と呼んでおり，ハイパーバイザの仮想スイッチや物理サ














TRILL は，IETF で RFC6325 として標準化されている
Ethernetで経路を冗長化する技術である．TRILLにおける
マルチホップルーティングは，MAC アドレスヘッダと
TRILL ヘッダを仮想マシンから送出された Ethernet フレ
ームに付加してカプセル化することによってレイヤ 2 レ
ベルのルーティングを実現している．スイッチは仮想マ








て指定される．各 RBridge は 6~7 バイトの IS-IS ID を持


















































































































































本節では，ノード数 16，スイッチ数 20 で構成された
Fat-tree トポロジ(図 2)を対象として到達性検証を行う際
の例を示す．ここでは，各サーバに 10.0.0.0/8のプライベ
ート IP アドレスを以下のように割り当てる．Pod に 0 か
ら 3の Pod番号 p，Pod内のスイッチに同様に 0から 3の 
 
表 1．フローエントリ 























  SW1 SW4 SW8 SW12 SW16 
SW1 × 1 3 0 0 
SW4 4 × 0 1 0 
SW8 4 0 × 0 1 
SW12 0 3 0 × 0 
SW16 0 0 1 0 × 
 
スイッチ番号 s を割り当て，エッジスイッチごとに左側
のノードを 2，右側のノードを 3とノード番号 nを割り当
てたとき，10.p.s.nをサーバの IPアドレスとして割り当て





























表 3．スイッチ 1のフローエントリ 







































































i. A が𝐵に包含される場合 
A ∩ 𝐵の空間から 1つ 
?̅?∩ 𝐵の空間から 1つ 
ii. A と𝐵の一部が重なる場合 
A ∩ 𝐵の空間から 1つ 
A ∩ ?̅?の空間から 1つ 
?̅? ∩ 𝐵の空間から 1つ 
iii. A と𝐵が重ならない場合 






















 表 4．送信元アドレスの代表値の例 
テスト SW アドレス空間 代表アドレス 
1, 2, 4 T1-1 ∩ T2-1 192.168.0.1 
2 T1-1 ∩ T2‐ 1̅̅ ̅̅ ̅̅ ̅ 192.168.1.255 
1, 2, 4 T1-1 ∩ T3-1 192.168.0.1 
2 T1-1 ∩ T3‐ 1̅̅ ̅̅ ̅̅ ̅ 192.168.1.255 
1,2,4 T2-1 ∩ T3-1 192.168.0.1 
2, 3 T2-2 ∩ T3-2 192.168.3.1 
3 T1-2 192.168.2.1 
 
表 5．テストパターンの例 
Tenant SW SrcIP DstIP Assertion 
T1 2 192.168.0.1 192.168.2.1 TRUE 
T1 2 192.168.1.255 192.168.3.1 FALSE 
T2 4 192.168.0.1 192.168.3.1 TRUE 
T2 4 192.168.0.1 192.168.2.255 FALSE 
 
T1が 192.168.0/0/23と 192.168.2.0/24，T2が 192.168.0/0/23
と 192.168.3.0/24 ， そ し て T3 も 192.168.0/0/23 と















中から 1 つの計 2 つの代表アドレスを選出する．次に，




















行うと，T1は T2と T3のフローと送信先 IPアドレスのア
ドレス空間が重なっていないため，フローが競合するこ
となくいずれのテストパターンでも正常な通信ができる
ことがわかる．一方で，T2と T3は送信元と送信先 IP ア
ドレスが共に重なってしまっているため，T2-1 ネットワ
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