Abstract. It is shown that a polynomial map F = (P, Q) of C 2 with finite fibres is a polynomial automorphism if for all (a : b) ∈ P 1 the polynomials aP + bQ are irreducible and the curves aP + bQ = 0 are rational curves. In consequence, a non-zero constant Jacobian polynomial map F of C 2 is a polynomial automorphism if the inverse images F −1 (l) of complex lines l ⊂ C 2 passing through (0, 0) are irreducible rational curves.
Introduction
The mysterious Jacobian Conjecture (see [2] and [3] for its history and surveys), posed first by Otto Henrik Keller [7] since 1939 and remains open even for the case n = 2, asserts that every polynomial map F of C n satisfying the Jacobian condition det DF ∈ C * is invertible, and hence, is a polynomial automorphism of C n . The following results, which appeared in the literature in some convenience forms, characterizes the invertibility of non-zero constant jacobian polynomial maps F in terms of the topology of inverse images F −1 (l) of the complex lines l ⊂ C n , Theorem 1. A non-zero constant Jacobian polynomial map F of C n is invertible if for generic point q ∈ C n the inverse images F −1 (l) of complex lines l ⊂ C n passing through q are irreducible rational curves.
Theorem 2. A non-zero constant Jacobian polynomial map F of C n is invertible if the inverse images F −1 (l) of complex lines l ⊂ C n having same a fixed direction are irreducible rational curves.
Theorem 1 is due to Nollet and Xavier (Corollary 1.3, [13] ). They deduce it from their deep result on the holomorphic injectivity (Theorem 1.1, in [13] ). Theorem 2 appears earlier with algebraic and algebra-geometric proofs in Razar [15] , Le and Weber [8] , Friedland [14] , and Heitmann [5] for n = 2, and in Nemethi and Sigray [9] for general case. Neumann and Norbudy [10] reduce it from the fact that non-trivial rational polynomials in two variable must have reducible fibres
In this paper we would like to note that in the case n = 2 Theorem 1 still holds without the Jacobian condition and that the invertibility of polynomial maps F = (P, Q) of C 2 can be completely characterized by the irreducibility of the polynomials aP + bQ and the rationality of the curves aP + bQ = 0, (a : b) ∈ P 1 . Our main result is the following Theorem 3. A polynomial map F = (P, Q) of C 2 with finite fibres is a polynomial automorphism if for all (a : b) ∈ P 1 the polynomials aP + bQ are irreducible and the curves aP + bQ = 0 are rational curves When the curve aP + bQ = 0 is irreducible, the polynomial aP + bQ either is irreducible or has the form ch m for an irreducible polynomial h, c ∈ C * and m > 1. In the late case the curve aP + bQ = 0 is a subset of the singular point set of F . This with together Theorem 3 allows us to obtain a refine of Theorem 1 and an analog of Theorem 2 for n = 2 below.
Theorem 4.
A polynomial map F of C 2 with finite fibres is invertible if for generic points q ∈ C 2 the inverse images F −1 (l) of complex lines l ⊂ C 2 passing through q are irreducible rational curves.
Proof. Since all fibres of F are finite, we have det DF ≡ 0. So, by the assumptions we can assume that (0, 0) is a regular value of F and the curves aP + bQ = 0, (a : b) ∈ P 1 , are irreducible rational curves. This implies that the polynomials aP + bQ are irreducible. Thus, F is invertible by Theorem 3.
Theorem 5. A non-zero constant Jacobian polynomial map F of C 2 is invertible if for every complex line l ⊂ C 2 passing through (0, 0) the inverse image F −1 (l) is an irreducible rational curve.
Proof. Since det DF ≡ c = 0, the polynomials aP + bQ are free square. Therefore, they are irreducible if the curves aP + bQ = 0 are irreducible. The conclusion now is an immediate application of Theorem 3
In view of Theorem 5 the plane Jacobian conjecture becomes the question if the Jacobian condition ensures that all curves aP + bQ = 0, (a : b) ∈ P 1 , are irreducible rational curves. Theorem 5 accepts a weaker version in which we require only that for generic complex line l ⊂ C 2 passing through (0, 0) the inverse image F −1 (l) are irreducible rational curves. For when (0, 0) is not a non-proper value of F (see $2 for definitions), this version is an immediate consequence of the main result in [11] , which asserts that a non-zero constant Jacobian polynomial map F = (P, Q) is invertible if P is rational, i.e. the fibres of P are rational curves. A complete proof of this version will be presented in the preparing article [12] . In attempt to understand the plane Jacobian conjecture it is worth to consider the questions: Question 1. Is a non-zero constant Jacobian polynomial map F = (P, Q) of C 2 invertible if all of the curves aP + bQ = 0, (a : b) ∈ P 1 , are irreducible ?
Question 2. Let F = (P, Q) be a polynomial map of C 2 with finite fibres. Is F invertible if all of the polynomials aP + bQ, (a : b) ∈ P 1 , are irreducible ?
The proof of Theorem 3 presented in the last section($4), uses the basic facts on P 1 -fibrations over P 1 and Hirzebruch surfaces.
2. Compactification of pencil of curves aP + bQ = 0
From now on F = (P, Q), P, Q ∈ C[x, y], is a given polynomial map of C 2 . We always assume that all fibres of F are finite sets, i.e #F
1 , is not constant and defines a plane curve in C 2 .
aP (x, y) + bQ(x, y) = 0} for (a : b) ∈ P 1 . The family P := {D λ } λ∈P 1 forms a pencil of plane curves in C 2 with finite base locus B := F −1 (0, 0). We can associate the pencil P to the rational map f :
which is well defined far a way the finite set B and a possible finite set contained in the line at infinity L ∞ ⊂ P 2 . Every curve D λ then is the closure in C 2 of the fiber f |C 2 \B = λ. Therefore, we can construct a minimal sequence of blow-ups X π −→ P 2 to resolve indeterminacy points of f . In result, we obtain a compact algebraic surface X and a regular morphism f :
is an algebraic curve composed of a finite number of lines P 1 with simply normal crossing and f is a regular extension of f over X. We will call f :
Since the base locus B is at most finite, the divisors D ∞ and D b , b ∈ B, are disjoint, their dual graphs are connected trees and the compact algebraic surface X is the union (
For each λ ∈ P 1 we have
and
Except for a finite number of values λ ∈ P 1 , the fibres C λ are smooth (by Bertini's theorem) and the intersections C λ ∩ D ∞ and C λ ∩ D b , b ∈ B, are non-empty and finite. However, the singular fibres of f may contain some components of the
By horizontal (constant) component of f we mean an irreducible component l ⊂ X \ (C 2 \ B)) such that the restriction f l to l of f is not constant mapping (res. constant mapping). Denote by h(f ) the number of horizontal components of f and by h ∞ and h b the number of horizontal components contained in the curves D ∞ and D b , b ∈ B, respectively. By definitions and the construction of f we can easy verify the following
The regular extension f off is constructed by a minimal sequence of blowups X π −→ P 2 . The divisor D ∞ is a blow-up version of L ∞ and every divisor D b is a blow-up version of b. Once we blow up at an indeterminacy point of a blow-up version off , the exceptional curve raised is either a horizontal component or a constant component containing other indeterminacy points. In the late case we need to blow up more on this exceptional curve. It follows that any constant components in D must have self-intersections smaller than −1, excepted at most for the proper transform of L ∞ . So, we have Regarding polynomials P and Q as rational maps from P 2 into P 1 , with the blowing-up X π −→ P 2 we also obtain natural extensions p, q : X −→ P 1 of P and Q, which are rational maps defined on X with a finite number of indeterminacy points. The restrictions of p and q to each irreducible component l ⊂ X \ (C 2 \ B) then determine holomorphic maps from l to P 1 , denoted by p l and q l respectively. Let l be a horizontal component of f . We can divide horizontal components of f into some following types:
Claim 2.3. f has at least one horizontal component l of Type (IIa);
Proof. Note that for generic λ ∈ P 1 the fiber C λ is the union of D λ and a finite number of points lying in horizontal components of f , at which the rational map (p, q) is well defined. If f has no horizontal component of Type (IIa), for any generic fiber C λ the map (p, q) would obtains finite values on C λ ∩ D, and hence, would be constant on each connected component of C λ . It follows that for generic curves D λ the images F (D λ ) are finite. This is impossible, since det DF ≡ 0.
By the non-proper value set A F of F we mean the set of all values a ∈ C 2 such that a is the limit set of F (v k ) for a sequence v k ∈ C 2 tending to ∞. The set A F is a plane curve composed of the images of some polynomial maps from C into C 2 [6] . When F has finite fibres, by definitions
where deg w F is the multiplicity of F at w and deg geo. F is the number of solutions of the equation F = v for generic points v ∈ C 2 .
Claim 2.4. We have i) If A F = ∅, then f has at least one horizontal component of the types (IIb) and (IIc). ii) If (0, 0) ∈ A F , then f has at least one horizontal component of Type (IIb).
Proof. The rational map (p, q) may has some indeterminacy points lying in the divisor D ∞ . We can make a sequence of blow-ups X b π −→ X to resolve such indeterminacy points and obtain a regular extension F := ( p, q) : X −→ P 1 × P 1 of (p, q) and an extension f : X −→ P 1 of f . By definitions the non-proper value set A F can be expressed as
Suppose A F = ∅ and V is an irreducible component of A F . Then, the inverse
f (l) = P 1 . Therefore, l is a horizontal component of Type (IIc) of f , except when V is a line passing through (0, 0), i.e (0, 0) ∈ A F . In the case (0, 0) ∈ A F , the inverse F −1 (0, 0) has a connected component D, which is composed of some components of π −1 (D ∞ ). The extension F maps each neighborhood U of D onto a neighborhood of (0, 0) and hence the extension f maps such neighborhood U onto P 1 . It follows that D must contains a horizontal component of Type (IIb) of f .
Note that l is a horizontal component of f if and only if π(l) is those of f . In this case, l and π(l) are of same type. The conclusions (i-ii) now are clear.
Two lemmas on pencil of rational curves
Let F = (P, Q) be a polynomial map of C 2 with finite fibres, P = {D λ } λ∈P 1 and f : X −→ P 1 be those constructed in previous section corresponding to F = (P, Q). In this section we consider the case when the generic curves D λ are irreducible rational curves. In this case f : X −→ P 1 becomes a P 1 -fibration over P 1 and X a rational surface. By the basic facts on P 1 -fibration over P 1 (see [4] and From the first fact it follows that each reducible fiber of f is a blowing-up version of the line P 1 and can be blown down to an irreducible rational curve. In particular, the fibres C λ are connected rational curves with simple normal crossing.
Lemma 3.1. Suppose the generic curves D λ are irreducible rational curves. Then,
where r λ denotes the number of irreducible components of D λ .
Proof. In the proof we will use the following, which is known as Suzuki's formula [16] ,
Here, χ(V ) denotes the Euler-Poincare characteristic of V and C is a generic fiber of f . Let us denote by m the number of irreducible components of the divisor D := X \ (C 2 \ B) and by m λ the number of irreducible components of C λ contained in D. Then, we have χ(X) = m + 2 and
By assumptions, the generic curves of P are irreducible rational curves. So, the generic fibres of f are isomorphic to P 1 and fibres C λ are connected rational curves with simple normal crossing. Therefore, χ(C) = 2 and χ(C λ ) = r λ + m λ + 1. Now, by the above estimations we have
Putting them into (7) we get the desired equality 
Proof of theorem 3
Proof of Theorem 3. Let F = (P, Q) be a given polynomial map C 2 and suppose for all (a : b) ∈ P 1 the polynomials aP + bQ are irreducible and the curves aP + bQ = 0 are irreducible rational curves. So, we can apply the examinations carried out in the previous sections to F = (P, Q). We will use same constructions and notations presented for F = (P, Q) in the previous sections.
By the assumption all curves D λ are irreducible rational curves and any D λ has multiplicity 1 in C λ . In view of Lemma 3.1 and Lemma 3.2 we have the followings: i) f has exactly two horizontal components,
where B := F −1 (0, 0), and ii) the points b ∈ B are regular points of F . We will complete the proof by showing:
(a) If F −1 (0, 0) = ∅, then F is a polynomial automorphism; and
To see (a) assume that b ∈ F −1 (0, 0) = ∅. By Claim 2.1 and (8) we have h ∞ = 1 and h b = 1. Consequently, by Claim 2.4 B = {b} and (0, 0) can not be a non-proper value of F . Therefore, by (6) we have
since b is a regular point of F . So, F is injective, and hence, is a polynomial automorphism by the well-known fact that every polynomial injection of C n is an automorphism (e.g. see in [3] ).
The proof of (b) is more complicated. Assume the contrary that F −1 (0, 0) = ∅. Since any curve D λ is irreducible rational and has multiplicity 1 in C λ , by the mentioned basic facts on P 1 -fibration we can blow down X to a Hirzebruch surface Σ, but keep all of the components D λ . Let X φ −→ Σ be such a blowing-down map and f : Σ −→ P 1 be the induced P 1 -bundle, f • φ = f . Let us denote by E 0 the zero section of Σ, by C the generic fiber of f and by C λ the fires f = λ. By the structure of the Hirzebruch surfaces (see [4] , Chapt. 4, Sec. 3) we have that E 
Observe, by assuming F −1 (0, 0) = ∅
On the other way, since E 0 . C = 1, the set Σ \ (E 0 ∪ C 0 ) forms a C-bundle over C = P 1 \ {0}. So,
The isomorphic relations in (10) and (11) determine two embeddings i, j : C 2 ֒→ Σ, i(C 2 ) = Σ \ (E 0 ∪ C 0 ) and j(C 2 ) = Σ \ (H 1 ∪ H 2 ). We can define a birational map θ : Σ −→ Σ by setting θ(p) := i • j −1 (p) for p ∈ Σ \ (H 1 ∪ H 2 ). Note that every self-birational map of an algebraic surface is an isomorphism. This is an easy consequence of the theorem on the structure of birational maps of algebraic surfaces ( [4] , p.p. 511). So, θ is an isomorphism of Σ and maps E 0 ∪ C 0 isomorphically to H 1 ∪ H 2 , say θ(H 1 ) = E 0 and θ(H 2 ) = C 0 . The induced morphism θ * : Div(Σ) −→ Div(Σ) then is an isomorphism. In particular, 
So, as mentioned in above, we would have either
or E 2 0 = 0 and H 2 ∼ E 0 .
If H 2 ∼ C, we get H 2 . C = 0 -a contradict to (9) . In the case of (15), writing H 1 ∼ aE 0 + b C, by (13) and (15) we can see b = 1. Therefore, a = 0 as 0 = E 2 0 = H 2 1 = 2ab by (15) . Hence, we get that H 1 ∼ C and H 1 . C = 0 that again contradicts to (9) . Thus, F −1 (0, 0) can not be empty. The proof is completed.
