Abstract. We obtain the optimal global upper and lower bounds for the transition density pn(x, y) of a finite range isotropic random walk on affine buildings. We present also sharp estimates for the corresponding Green function.
Introduction
Let X be an irreducible locally finite regular thick affine building of rank r (see Subsection 4.2 below) and let p(x, y) be the transition density of a finite range isotropic random walk on good vertices of X (see Subsection 4.4) . The main focus of the paper is to describe p n the n-th iteration of the transition operator, e.g. p n (x, y) = x1,...,xn−1 p(x, x 1 )p(x 1 , x 2 ) . . . p(x n−1 , y).
The continuous counterpart of X is a Riemannian symmetric space of noncompact type. There h t the kernel of the heat semigroup e t∆ where ∆ is the LaplaceBeltrami operator, is well understood. Initial results based on specific computations were established by Sawyer [23, 24, 25] and Anker [2, 3] . Eventually, Anker and Ji in [4] proved a sharp estimates on the kernel h t (x) whenever x is smaller than some constant multiplicity of 1 + t. Global estimates were subsequently found by Anker and Ostellari [6, 5] . The results have important applications. Among them is the exact behaviour of the Green function which is the analytic input in the process of describing the Martin boundary [14, 12] . In [12] Guivarc'h, Ji and Taylor based on [4] constructed Martin compactification. The authors emphasize the importance of generalizations to Bruhat-Tits buildings associated with reductive groups over p-adic fields all the compactification procedures. The group-theoretic part of the program has already been carried out by Guivarc'h and Rémy in [13] . Moreover, among the Open Problems in [12] , the asymptotic behaviour of the Green function of finite range isotropic random walks on affine buildings is formulated.
In the present paper we provide the answer for the posed question. We give a detailed description of the off-diagonal behaviour of p n on any affine building of reduced type. The case BC r will be covered in [27] . We show sharp lower and upper estimates on p n (x, y) (see Theorem 4) uniform in the region dist(δ, ∂M) ≥ Kn −1/(2η) where y ∈ V ω (x), δ = (n + r) −1 (ω + ρ) and M is the convex envelope of the support of p(x, ·). The definition of V ω (x) may be found in Subsection 4.3. The restriction is not a difficulty thanks to good global upper bounds on p n (see Remark 6.1). Here, we state a variant of the result convenient in most applications.
Theorem. For ǫ > 0 small enough uniformly on y ∈ V ω (x) ∩ supp p n (x, ·) : dist(n −1 ω, ∂M) ≥ ǫ .
In the theorem ̺ is the spectral radius of p, P ω Macdonald symmetric polynomial and |Φ where y ∈ V ω (x).
Random walks on affine buildings have already been studied for over thirty years. In 1978 Sawyer [26] obtained the asymptotic of p n (x, x) for homogeneous trees, i.e. affine buildings of type A 1 . The result was extended to A r by Tolli [28] , Lindlbauer and Voit [18] and Cartwright and Woess [11] . Eventually, Local Limit Theorem for all affine buildings was proved by Parkinson [21] .
The off-diagonal behaviour of p n was studied only in two cases. For homogeneous trees the uniform asymptotic were obtained by Lalley [15, 16] . It should be pointed out that Lalley considered more general random walks, e.g. not necessarily radial. For affine buildings of higher rank the first results were obtained by Anker, Schapira and the author in [7] where for each building of typeÃ r the distinguished averaging operator was studied.
The main tool used in the study of isotropic random walks is the spherical Fourier transform. In 1970s Macdonald [19] developed the spherical harmonic analysis for groups of p-adic type. However, not every affine building corresponds to a group of p-adic type. Later, Cartwright and M lotkowski [10] proposed a construction of spherical Fourier transform using geometric and combinatorial properties of buildings of type A 2 . The approach was extended by Cartwright [9] to buildings of type A r and by Parkinson [20] to all affine buildings.
The result of the paper is Theorem 4. Let us give an outline of its proof: The application of spherical Fourier transform results in an oscillatory integral which is analysed by the steepest descent method. Thanks to some geometric properties of the support of spherical Fourier transform of p(O, ·) the integral can be localized. Therefore, the proof amounts to finding the asymptotic of
uniformly with respect to x ∈ a + as n approaches infinity. If x lies on the wall of the Weyl chamber a + , functions φ n (x, ·) retain symmetries in the directions orthogonal to the wall. Close to the wall we take advantage of this by expanding I n into its Taylor series and using combinatorial methods we identify remaining cancellations. In [7] , for each affine building of type A r , a particular nearest neighbour random walk was studied. Its spherical Fourier transform satisfies the key combinatorial formula that allows to avoid the analysis of cancellations (similar phenomena occurs in [4] ).
1.1. Organization of the paper. In Section 2 we present the definition and some estimates for the function s which appears later on in the estimates for p n . Next, we show two auxiliary lemmas: one analytic and one combinatorial. The later has applications beyond the subject of the paper. In Section 3 we demonstrate the general method where we derive the optimal upper and lower bounds for a finite range random walk on a grid. Furthermore, Theorem 3 improves a classical result (see e.g [17, Theorem 2.3.11]) -to the author's best knowledge this is a new outcome. In Section 4 the definitions of root systems and affine buildings are recalled, and a number of spherical-analytic facts used across the paper are recollected. The main theorem is proved in Subsection 4.5. As an application the optimal lower and upper bounds for the corresponding Green function are found (Theorem 7).
We use the convention by which C stands for a generic positive constant whose value can change from occurrence to occurrence.
Preliminaries
2.1. Function s. Let a be a r-dimensional real vector space with an inner product ·, · . By a C we denote its complexification. Let V be a finite set spanning a. Given a set of positive constants {c v } v∈V satisfying v∈V c v = 1 we define a function κ : a C → C by
If x ∈ a we denote by B x a quadratic form given by
Let M be the interior of the convex hull of V. Then
attains its maximum at the unique point s satisfying ∇ log κ(s) = δ.
Proof. Without loss of generality, we may assume ∇κ(0) = 0. Then, we have
Moreover, by (2) the function f (δ, ·) is strictly concave. Given δ ∈ M there are v 1 , . . . , v r ∈ ∂M and t 1 , . . . , t r ∈ [0, 1) such that
we get
what finishes the proof because there are η, ξ > 0 such that
By Theorem 1, ∇φ(δ) = s and δ, v = D v log κ(s) for v ∈ a. Hence, for u, v ∈ a
In particular, φ is convex. Also for δ 0 = ∇ log κ(0) we have
Let us fix v 0 ∈ V and consider δ ∈ M such that s, v 0 = max s, v : v ∈ V . Since
Therefore,
Theorem 2. There are constants η ≥ 1 and C > 0 such that for δ ∈ M and v ∈ V
where S is the unit sphere in a centred at the origin. Suppose Ω = ∅ and let k be the smallest index such that points {v 1 , . . . , v k } do not lay on the same wall of M. Then, there is ǫ > 0 such that for all x ∈ Ω we have
Let F be a wall of the maximal dimension containing {v 1 , . . . , v k−1 }. We denote by u an outward unit normal vector to M at F . For x/ x ∈ Ω and
Since κ(x) ≤ e x,v1 the theorem follows.
Analytic lemmas.
For a multi-index σ ∈ N r we denote by X σ a multiset containing σ(i) copies of i. Let Π σ be a set of all partitions of X σ and let {u 1 , . . . , u r } be a basis of a. For the convenience of the reader we recall Lemma 2.1 (Faà di Bruno's formula). There are positive constants c π , π ∈ Π σ , such that for sufficiently smooth functions f :
where π = {B 1 , . . . , B m }.
In particular, there is C > 0 such that for every σ
Using Lemma 2.1 one can show
By Lemma 2.2 a function log κ(z) is well defined whenever θ is sufficiently small. Moreover, for u, u ′ ∈ a
Therefore, by Lemma 2.2 and Cauchy-Schwarz inequality, for σ e k1 +e k2 we have
Further application of Lemma 2.2 to (7) gives
In what follows we also need a function
Again, by (7) and Lemma 2.2,
. . , C r } be a fixed sequence of subsets of a finite set X. A multi-index γ ∈ N r is called admissible if there is {X j } r j=1 a partial partition of X such that X j ⊆ C j and |X j | = γ(j). Proof. Given m ∈ J γ we construct a sequence {I j } ∞ j=0 as follows: I 0 = {m} and for i ≥ 0
We notice, I i ⊆ I i+1 . Let I = lim sup i≥0 I i and V = j∈I X j . Suppose, there is
First, we observe
Moreover, there are sequences
of distinct elements such that j 1 = m, y ∈ C jn , x 0 ∈ X j1 , x n = y and
we obtain a partial partition of X corresponding to γ such that
which is not possible since m ∈ J γ . Therefore, we must have
Suppose there is k ∈ I ∩ J c γ . Then there exists {Y j } r j=0 a partial partition corresponding to γ such that
we must have
which contradicts to (12) . Therefore, I ⊆ J γ and the Lemma follows.
Random Walk on Z r
Let {p(x, y)} x,y∈Z r be a transition probability of a random walk on Z r . Assume the walk is irreducible and has a finite range. We set
is the characteristic function of p. For v ∈ supp p n we set δ = n −1 v and denote by s the unique solution to ∇ log κ(s) = δ (see Theorem 1). Let
We have Theorem 3. There are η ≥ 1 and K > 0 such that
Proof. Using Fourier Inversion Formula we can write
Using (13) we get
thus e int0 = e i θ0,v . The integrand in (13) extends to an analytic 2πZ r -periodic function on a C . Therefore, changing the contour of integration we get
By the irreducibility of the walk for every v 0 ∈ V and ǫ > 0 there is ξ > 0 such that
Hence, we can estimate the error term
Next, we notice
If ǫ is small enough, by the inequality (11) for θ ≤ ǫ we obtain
Furthermore we have
On the other hand
4. Affine buildings 4.1. Root systems. We recall basic facts about root systems and Coxeter groups. General reference is [8] .
Let Φ be an irreducible but not necessary reduced root system in a. By Q we denote the root lattice, i.e. Z-span of Φ. Let {α i : i ∈ I 0 } where I 0 = {1, . . . , r} be a fixed base of Φ. Φ + denotes the set of all positive roots. Let a + be the positive Weyl chamber a + = {x ∈ a : α, x > 0 for all α ∈ Φ + }.
We denote asα the highest root of Φ where numbers m i satisfy the equalitỹ
and we set m 0 = 1 as well as I = I 0 ∪ {0}. Let us define the set I P by
The dual base to {α i : i ∈ I 0 } is denoted as {λ i : i ∈ I 0 }. The co-weight lattice P is the Z-span of fundamental co-weights {λ i : i ∈ I 0 }. A co-weight λ ∈ P is called dominant if λ = i∈I0 x i λ i where x i ≥ 0 for all i ∈ I 0 . Finally, the cone of all dominant co-weights is denoted by P + . Let H i = {x ∈ a : α i , x = 0} for each i ∈ I 0 . We denote by r i the orthogonal reflection in H i , i.e. r i (x) = x − α i , x α i for x ∈ a where for α ∈ Φ we puť
The subgroup W 0 of GL(a) generated by {r i : i ∈ I 0 } is the Weyl group of Φ. Let r 0 be the orthogonal reflection in the affine hyperplane H 0 = {x ∈ a : α, x = 1}. Then the affine Weyl group W of Φ is the subgroup of Aff(a) generated by {r i : i ∈ I}. Finally, the extended affine Weyl group of Φ is W = W 0 ⋉ P . Let M = (m ij ) i,j∈I be a symmetric matrix with entries in Z ∪ {∞} such that for all i, j ∈ I m ij = ≥ 2 if i = j 1 if i = j. The Coxeter group of type M is the group W given by a presentation
For a word f = i 1 · · · i k in the free monoid I we denote by r f an element of W of the form r f = r i1 · · · r i k . The length of w ∈ W , denoted l(w), is the smallest integer k such that there is a word f = i 1 . . . i k and w = r f . We say f is reduced if l(r f ) = k.
4.2.
Definition. We refer the reader to [22] for the theory of affine buildings. A set X equipped with a family of equivalence relations {∼ i : i ∈ I} is a chamber system and the elements of X are called chambers. A gallery of type f = i 1 · · · i k in X is a sequence of chambers (c 0 , . . . , c k ) such that for all 1 ≤ j ≤ k, c j−1 ∼ ij c j and c j−1 = c j . For J ⊂ I, J-residue is a subset of X such that any two chambers can be joined by a gallery of type
Let
(i) for all x ∈ X and i ∈ I, |{y ∈ X : y ∼ i x}| ≥ 2, (ii) there is W -distance function δ : X × X → W such that if f is a reduced word, then δ(x, y) = r f if and only if x and y can be joined by a gallery of type f . If W is an affine Weyl group, the building X is called affine.
A subset A ⊂ X is called an apartment if there is a mapping ψ : W → X such that A = ψ(W ) and for all w, w ′ ∈ W , δ(ψ(w), ψ(w ′ )) = δ W (w, w ′ ). A building X has a geometric realization as a simplicial complex Σ(X ) where a residue of type J corresponds to a simplex of dimension |I| − |J| − 1. Let V (X ) denote the set of vertices of Σ(X ). Define a mapping τ : V (X ) → I by declaring τ (x) = i if x corresponds to a residue of type I \ {i}.
For x ∈ X and i ∈ I, let q i (x) be equal to
A building X is called regular if for every i ∈ I, the numbers q i (x) are independent of x ∈ V (X ), locally finite if for every i ∈ I and x ∈ V (X ), q i (x) < ∞ and thick if for every i ∈ I and x ∈ V (X ), q i (x) > 1. If X is a regular building, we put
To any irreducible locally finite regular affine building we associate an irreducible, but not necessary reduced, finite root system Φ (see [20] ) such that the affine Weyl group corresponding to Φ is isomorphic to W and q τ (v) = q τ (v+λ) for all λ ∈ P and v ∈ Σ(W ). Then the set of good vertices is defined as
From now on we assume the root system Φ is reduced. The case BC r will be covered in [27] .
4.3. Spherical analysis. In this subsection we summarize spherical harmonic analysis on affine buildings (see [19, 20] ).
Let X be an irreducible locally finite regular thick affine building. Given x ∈ V P and λ ∈ P + , let V λ (x) be the set of all y ∈ V P such that there is an apartment A containing x and y, an isomorphism ψ : A → Σ(W ) and w ∈ W such that ψ(x) = 0 and ψ(y) = wλ. From regularity of X stems that |V λ (x)| is independent of x henceforth we denote as N λ the common value.
For each λ ∈ P + define an operator A λ acting on f ∈ ℓ 2 (V P ) by
Then A 0 = C-span{A λ : λ ∈ P + } is a commutative ⋆-subalgebra of the algebra of bounded linear operators on ℓ 2 (V P ). We denote by A 2 its closure in the operator norm. Gelfand transform of A 2 is defined in terms of Macdonald polynomials.
Let Φ 0 be a set of indivisible roots, i.e. Φ 0 = {α ∈ Φ|
where
where the denominator of c-function is equal 0 can be obtained by taking proper limits. Given z ∈ a C let h z : A 0 → C be the linear map satisfying h z (A λ ) = P λ (z) if λ ∈ P + . Notice, h z = h z ′ if and only if z ′ ∈ W 0 · z. For θ ∈ D r where D r = {θ ∈ a : | θ, α | ≤ 2π for all α ∈ Φ} the multiplicative functional h iθ extends to the functional on A 2 . Moreover, every multiplicative functional on A 2 is of that form. There is also an inversion formula. Given A ∈ A 2 , x ∈ V P and λ ∈ P + , we have
Random walks.
We consider an isotropic random walk on good vertices of X , i.e. a random walk with the transition probabilities p(x, y) constant on each {(x, y) ∈ V P × V P : y ∈ V λ (x)} for λ ∈ P + . We denote by A the corresponding operator acting on f ∈ ℓ 2 (V P )
Af (x) = y∈VP p(x, y)f (y).
Then A belongs to the algebra A 2 and may be expressed as
where a µ ≥ 0 and µ∈P + a µ = 1. We assume the random walk is irreducible and has a finite range. Then a µ > 0 for finitely many µ ∈ P + . Let
A(z) = h z (A) and κ(z) = ̺ −1Â (z). We set U = {θ ∈ D r : |κ(θ)| = 1}. There are a finite set V ⊂ a and positive real numbers {c v : v ∈ V} such that (see [ 
Notice, by W 0 -invariance ∇κ(0) = 0. If δ ∈ M and w ∈ W 0 we can write
where s = s(δ). Thus Theorem 1 implies w · s(δ) = s(w · δ). Since for α ∈ Φ 0 ≤ s, δ − log κ(s) − r α s, δ + log κ(r α s) = s,α α, δ the mapping s : M → a is real analytic and s(M ∩ cl a + ) = cl a + .
4.5.
Heat kernel estimates. Fix a good vertex O and consider a vertex v ∈ supp p n . We denote by ω a positive co-weight such that v ∈ V ω (O). Let ρ be the sum of fundamental co-weights
We set s = s(δ) and recall φ(δ) = s, δ − log κ(s). Then Theorem 4. There are K > 0 and η ≥ 1 such that
Proof of Theorem 4.
The function 1/c is analytic on {z ∈ a C : ℜz ∈ b} where b = {x ∈ a : x,α > − log q α for all α ∈ Φ + 0 }. By (17)
Using the definition of P ω and W 0 -invariance of the integrand we can write
(iθ) .
Since the integrand extends to an analytic 2πQ-periodic function on b + ia we can change the contour of integration and establish
By (14), we obtain (20)
Recall, for each θ 0 ∈ U there is t 0 ∈ [−π, π] such that e it0 = e i θ0,v for every v ∈ V (see [21, Lemma 2.12]). Hence without loss of generality we may assume θ 0 = 0.
Let us consider {F n } a sequence of functions on b defined by
where ϕ is given by (9) . In a we fix a basis {λ 1 , . . . , λ r }. For µ, ν ∈ N r , by Lemma 2.1 and formula (10)
Hence, F n is a real analytic function. Moreover, there is ξ > 0 such that for every x 0 ∈ cl a + and n ∈ N Taylor expansion of F n at x 0 is convergent for x − x 0 ≤ ξ. We are going to describe the asymptotic behaviour of F n close to walls. The case when x stays away from walls is simpler and similar to the analysis of the random walk on Z r . Let J ⊂ I 0 be fixed. Then Ψ = {α ∈ Φ : α, λ j = 0 if and only if j / ∈ J} is a root subsystem in a Ψ = R-span Ψ. By Γ Ψ we denote a set of all multi-indices γ such that ∂ γ ∆ Ψ = 0 where
We have Theorem 5. There are ξ, C > 0 such that for all x 0 ∈ cl a + ∩ a ⊥ Ψ and x ∈ x 0 + {h ∈ a Ψ : h ≤ ξ}
Proof. First, we modify the basis in a Ψ by choosing T Ψ λ j for j ∈ J where T Ψ : a → a is the orthogonal projection onto a Ψ . Recall the formula for T Ψ
We write
for all x ∈ cl a + and θ ≤ ǫ. Fix x 0 ∈ cl a + ∩a ⊥ Ψ . We will establish the asymptotic of ∂ σ F n (x 0 ) for any σ ∈ N J . We have
For µ + ν = σ, µ ∈ Γ Ψ we set
Then Integration by Parts yields
Therefore, it is enough to find the asymptotic of I µν n . Let γ denote a maximal multi-index belonging to Γ Ψ and such that µ γ σ. We claim
be such that |µ j | + |ν j | ≥ 1 for j ≥ 1 and
To show (21) we need to establish the asymptotic of
We introduce an auxiliary root system Υ = {α ∈ Ψ : α, λ j = 0 if and only if γ + e j ∈ Γ Ψ }.
For a multi-index β we set
and
To describe the asymptotic of I n we need to construct a sequence
We set k 0 = |Υ + 0 | + j∈Λ0 (2 − |β j |). We are going to show
Hence, we may write
Since the function G is real analytic to analyse I n we develop G(θ) into its Taylor series about θ = 0. We need the following three Propositions.
Proof. Let f (x) = ∂ τ −e k log κ(x). Suppose that for each e j τ − e k we have
Otherwise, there is e j τ − e k such that λ j , T Ψ λ k = 0. Since j ∈ J we have
Therefore, we obtain
and so α j , B x0 ρ = α k , B x0 ρ . By (8) the proof is finished.
Proposition 4.2. Let A be a self-adjoint operator commuting with
Proof. Without loss of generality, we may assume
what finishes the proof.
Proposition 4.3. Let A be a self-adjoint operator commuting with W 0 (Ψ). Then
Proof. Let X = Ψ + 0 and C i = {α ∈ Ψ + 0 : α, λ i > 0}. Then γ ∈ Γ Ψ is admissible (see Section 2.3). We choose any partial partition {X j } j∈J corresponding to γ. By Lemma 2.3 we obtain
since for α ∈ X j we have Aα, ρ = Aα j , ρ α, ρ .
We resume the analysis of I n . For j ∈ Λ 0 let k j ∈ N be such that k j + |µ j | ≥ 2. Then by (7) we have
Let us consider {τ j } j / ∈Λ0 such that
Furthermore, by Proposition 4.2, there is η
Therefore, for k ≥ |Υ
Hence, by estimates (24), if k ≥ k 0 we get
and D k θ G(0) = 0 for k < k 0 . Taking K ≥ k 0 and θ ≤ ǫ for ǫ small enough, we obtain
In particular, for θ ≤ ǫ
We recall
.
θ G(0) k 0 ! and split I n into six corresponding integrals. By formulas (15) and (27) and Proposition 4.3, we obtain
x0 . For the next three integrals we use (11), (16), (25) and (26) . The fifth is equal 0. Finally, by (25) 
Therefore, we establish (23) in the case of k 0 + |Ψ
θ G(0) k 0 ! and analogous reasoning gives
Eventually, we obtain (23) what finishes the proof of Theorem 5.
Before we apply Theorem 5 to F n we need two lemmas.
Lemma 4.1. There are ξ, C > 0 such that for all x, y ∈ cl a + , x − y ≤ ξ
Proof. Let {u j } r j=1 be an orthonormal basis of a diagonalizing B x . By (8) , for u ∈ a and k ∈ N we have
By Lemma 2.2 we get
Lemma 4.2. There are ξ, C > 0 such that for any x 0 ∈ cl a + ∩ a ⊥ Ψ and all x ∈ x 0 + {h ∈ a Ψ : h ≤ ξ} and α ∈ Ψ
Proof. Let h = x − x 0 . Since log κ is real analytic in a, by (8) there is ξ such that if h ≤ ξ
Since for k ≥ j ≥ 1 we may estimate
Now, we are ready to finish the proof of Theorem 4. Let ξ, ζ, K > 0 and assume v ∈ V ω (O) ∩ supp p n is such that for δ = (n + r) −1 (ω + ρ) and s = s(δ)
and n dist(δ, ∂M) 2η ≥ K. We set t = (I − T Ψ )s. By Theorem 5, Lemma 4.1 and Lemma 4.2 we get
We are going to calculate the leading term. For a fixed x 0 ∈ cl a + ∩ a
belongs to M ∩ cl a + . Given ν ∈ P + there is a sequence ω n ∈ supp p n such that
and containing a subsequence satisfying T Ψ ω n k = T Ψ ν. Let δ n = (n + r) −1 (ω n + ρ) and s n = s(δ n ). Then we get
The limit in (29) can be obtained by another approach. Lets n denote the unique solution to ∇ log κ(s) = (n + r) −1 (I − T Ψ )(ω n + ̺). We define
By (19) and (20) we get
Since for a fixed
w·z,TΨν .
We have Proposition 4.4. There is C > 0 such that for any smooth function f and y ∈ a
Proof. The proof is left to the reader.
By (30) we obtain
Indeed, writing Taylor polynomial centred ats n we get
By Theorem 1, we can estimate
and, by (4), we get
proving the claim. Now, we may compare (29) and (31) getting
If ξ is small enough, for any α ∈ Φ
Hence, we obtain
Since (see [1, 7] )
by (32) and (33), we get
Therefore, taking ξ small and K large enough we get
Since δ −δ ≤ Cn −1 by (4) and Theorem 2
what finishes the proof of Theorem 4. As a corollary we obtain
Remark 6.1. There are N > 0 and C > 0 such that
for all v ∈ V ω (O) ∩ supp p n .
Green function estimates.
In this section we show sharp estimates for Green function of the random walk with the transition probability p. Having Theorem 4 the proof is analogous to the proof of [7, Theorem 5 .1] but for convenience of the reader we include the details. We recall Green function G ζ is defined for ζ ∈ (0, ̺ −1 ] and x, y ∈ V P by G ζ (x, y) = n≥0 ζ n p n (x, y).
Given ζ ∈ (0, ̺ −1 ) let C = {x ∈ a : κ(x) = (ζ̺) −1 }. For u ∈ S, the unit sphere in a centred at the origin, there is the unique point s u ∈ C such that ∇κ(s u ) = ∇κ(s u ) u.
We have Proof. We set t 0 = min{t > 0 : t −1 u ∈ M}. If t > t 0 we define s t = s(t −1 u) and ψ(t, u) = t(log(ζ̺) − φ(t −1 u)). where B + = n ∈ N : n ≥ ω (t u + ǫ) , B − = n ∈ N : ω (t u − ǫ) ≥ n ≥ ω t 0 and for j ∈ N A j = n ∈ N : n ≥ ω t 0 and 2 −j ǫ > ω −1 n − t u ≥ 2 −j−1 ǫ .
There is C > 0 such that for all ω = 0 and n ≥ ω t 0
Therefore, if ǫ is small enough there is ξ > 0 such that dist(n −1 ω, ∂M) ≥ ξ for all n ∈ j≥0 A j and ω = 0. By Theorem 6 The proof of (ii) follows the same line. First, we write
where B = n : ω ǫ −1 ≥ n ≥ ω t 0 and for j ∈ N A j = n : n ≥ ω t 0 and ω ǫ −1 2 j+1 > n ≥ ω ǫ −1 2 j .
By (5), for n ∈ A j ψ( ω −1 n, u) ≍ −ǫ2 −j . 
