I. INTRODUCTION
Two-dimensional (2D) materials have motivated extensive study because of their unique electronic and thermal properties. 1 Graphene, 2 the 2D form of graphite, has the highest measured thermal conductivity of any material at room temperature-using a Raman thermometry technique, Balandin and co-workers measured a basal-plane (in-plane) thermal conductivity, j, for one suspended atomic layer of graphene in the range of 2000-5000 W m À1 K À1 depending on the size of the flake. 3 The high thermal conductivity, which arises from extremely strong sp 2 bonding in the basal plane and unusually large phonon mean free path (MFP) of the longwavelength phonons, 4 ,5 makes graphene attractive for nanoelectronic device applications such as transistors, interconnects, and heat spreaders. 6, 7 However, in these applications, graphene is in contact with other materials, and previous measurements have reported that the heat flow in graphene is suppressed not only through the graphene channel, 8, 9 but also across metal contacts 10 due to phonon interactions at the interfaces.
Based on a thermal bridge method, Seol et al. and Sadeghi et al. reported 600 W m À1 K À1 for j of single-layer graphene supported by SiO 2 at room temperature and the value increased with additional layers, up to 34 layers, approaching but not reaching the value of the graphite exfoliation source. 8, 11 Measurement of j for encased graphene is more challenging due to the lack of direct access. Using metallic heaters, Jang et al. showed that for graphene encased by SiO 2 , the top oxide layer further reduced j to below 160 W m À1 K
À1
. 9 In the cross-plane direction, the thermal boundary conductance (TBC) across graphene interfaces was measured to be 20-30 MW m À2 K À1 by Koh et al. based on time-domain thermoreflectance (TDTR), 10 lower than that of metal/dielectric interfaces. However, despite the importance of graphene-metal contacts in device design, 12 the thermal conductivity of metal-coated graphene has not been measured.
In this paper, we describe frequency domain thermoreflectance (FDTR) imaging 13 of encased graphene, using thermal waves from 100 kHz to 50 MHz to image sub-surface graphitic multilayers and create micron-scale maps of the inplane thermal conductance and TBC of two mechanically exfoliated graphene flakes encased between Ti and SiO 2 .
The obtained values indicate that depositing Ti has no significant impact on the thermal conductivity of graphene exfoliated on SiO 2 .
II. EXPERIMENTAL Figure 1 shows a schematic of our sample configuration and experimental setup. Graphene flakes were encased between a metal layer and a thermally oxidized p-type silicon wafer. A periodically modulated continuous-wave laser (the pump beam) is focused to a Gaussian spot with a 1.6 lm 1/e 2 diameter while a second, unmodulated laser beam was used to measure the surface temperature through a proportional change in reflectivity. We vary the pump beam modulation frequency and measure the phase lag of the probe signal using a lock-in amplifier. Unknown thermal properties of the sample are extracted by minimizing the error between the phase data and an analytical solution to the heat diffusion equation. Our multilayer diffusion model, described in Ref. 14, calculates the frequency response of the surface temperature to the pump beam, and includes cross-plane and radial transport as well as the TBC between each layer. Because our model is based on Fourier's law of heat conduction, the property values we obtain are effective diffusion transport properties. The room temperature phonon MFP has been estimated with the 2D kinetic theory to be 775 nm for suspended single-layer graphene, 15 and 10-50 nm for graphene encased between SiO 2 .
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Since this is significantly smaller than our pump laser spot diameter, a diffusive model is suitable. 
A. Sample preparation
We prepared two graphene samples by mechanical exfoliation of bulk graphite onto thermally oxidized p-type silicon substrates. The target thickness of the SiO 2 layer was chosen to be $300 nm to maximize the contrast of graphene flakes under an optical microscope. After mechanical exfoliation, the two samples were annealed at 400 C for 2 hours in forming gas to remove adhesive residue from the tape. 16 Optical images of the samples are shown in Figs. 2(a) and 2(b). The number of graphene layers within the flakes, labeled on each flake image, was determined by optical contrast and atomic force microscopy (AFM). For flake 1, the substrate was fresh. For flake 2, the substrate was used for mechanical exfoliation multiple times and between each exfoliation we cleaned the substrate with oxygen plasma ashing and piranha solution (sulfuric acid and hydrogen peroxide, 3:1). AFM images of the flake substrates showed similar surface roughness, but flake 2 had a significant amount of debris with a root mean square (RMS) roughness of $1 nm, shown in the AFM image of Fig. 2(b) . After AFM characterization, we deposited a thin layer of metal with electron-beam evaporation. Flake 1 was coated with a 10 nm Ti adhesion layer followed by 46 nm of Au without breaking vacuum, while flake 2 was coated with 65 nm of Ti. 
III. RESULTS AND DISCUSSION
We acquired thermal phase images by scanning the sample stage in two dimensions while recording phase data from the lock-in amplifier at six frequencies simultaneously. Maps of the in-plane thermal conductance, G k , and the TBC were created by performing a two-parameter fit of our diffusion model to the six phase data points at each pixel, after the properties of the other layers in the stack had been determined with additional measurements on reference samples. Here, we use flake 1 as an example to show the measurement procedure.
A. Parameter fitting
The configuration of flake 1, shown in Fig. 3(a) , includes four layers: Au/Ti, graphene, SiO 2 , and p-type silicon. We treat graphene as a layer with zero heat capacity, because the thermal time constant of the graphene layer is much shorter than the heating period in our measurements. 7 We also neglect the interface between Au and Ti and treat them as a single layer, since the TBC for metal-metal interfaces has been measured to be an order of magnitude higher than that for semiconductor and dielectric interfaces. 17 Figure 3(b) shows the calculated sensitivity of the phase signal to G k and the TBC of graphene layer and the next three most dominant parameters in the thermal model. The sensitivity to a property x was calculated from @/=@lnx, where / is calculated with the thermal model using pump and probe spot radii of 0.8 lm and 0.7 lm, respectively. To determine the thermal properties and thicknesses of all layers other than graphene, we co-deposited several reference samples of fused silica (thermal diffusivity ¼ 8.46 Â 10 À7 m 2 /s at 300 K, Ref. 18) , and pieces of the p-type silicon wafer with thermal oxide that was used for our graphene samples. The total thickness of Au/Ti on flake 1 is 62 nm, while the thickness of Ti on flake 3 is 65 nm, measured by AFM on reference glass slides. The oxidized p-type silicon wafer was purchased from University Wafer, Inc. The thickness of SiO 2 was measured to be 296 nm by ellipsometry. The j of the p-type silicon was measured by FDTR. We first etched away the oxide by immersing one piece of the substrate in buffered oxide etchant (BOE, 6:1) for 3 min. The substrate was left in air overnight and then coated with 74 nm of Au by electron-beam evaporation. The thermal conductivity was then measured to be 80 W m À1 K
À1
. Because the metal thermal conductivity is the most critical parameter, we took several steps to determine it as accurately as possible. We first measured the in-plane thermal conductivity, j, and electrical conductivity, r, of the Au/Ti film on the reference samples by FDTR with three spot sizes FIG. 3 . Sample configuration and sensitivity. (a) Flake 1 consists of four layers: Au/Ti, graphene, 300 nm SiO 2 , and p-type Si substrate. Each layer has five physical parameters: the volumetric heat capacity, qc p , the crossplane and in-plane thermal conductivities, j ? and j k , the layer thickness, d, and the TBC to the next layer, G. (b) Calculated sensitivity to the thermal conductivity of Au/Ti, j Au/Ti , the thermal conductivity of SiO 2 , j SiO2 , the thermal conductivity of silicon, j Si , in-plane thermal conductance, and the TBC of graphene layer, G k;g and G g . and a four-point probe, respectively. An effective Lorenz number was calculated using the Wiedemann-Franz law:
where T is the absolute temperature. 19 This Lorenz number was then used to convert four-point probe electrical conductivity measurements from the oxide regions of flake 1 to a thermal conductivity of 140 6 4 W m À1 K
, based on 23 measured values of r. The thermal conductivity of SiO 2 was measured by FDTR on a p-type silicon reference sample using the determined j values of Au/Ti and p-type silicon. Figure 4 (a) shows the reference sample configuration. The j of SiO 2 and the top and bottom TBCs, G 1 and G 2 , contribute to the thermal resistance of the SiO 2 layer. Based on the reported thermal interface resistance values of thermally grown SiO 2 on silicon, 20 we took G 2 to be 120 MW m À2 K À1 . To separate j of SiO 2 and G 1 , we performed FDTR on the sample with three spot sizes using a 50Â objective (NA ¼ 0.55), 10Â objective (NA ¼ 0.25), and 4Â objective (NA ¼ 0.1). The pump and probe spot radii were 0.8 lm and 0.7 lm, respectively, for the 50Â objective, and 2.8 lm and 1.6 lm, respectively, for the 10Â objective, while those for the 4Â objective are 6.8 lm and 3.6 lm, respectively.
By fitting the data from all three measurements simultaneously, there is sufficient sensitivity to determine both j of SiO 2 and G 1 . Alternatively, we can fit the data set at each spot size with a series of j À G 1 pairs obtained with singleparameter fitting. For any two spot sizes, only a single j À G 1 pair will match both sets of data. This is shown in Fig. 4(b 
The laser spot radii are also sensitive parameters in our thermal model. We fit the effective spot radii to match phase data from the fully characterized reference samples. By using the piezo z-stage, we could repeatably focus the pump and probe spot radii to within 10 nm by maximizing the thermal signal. Values were similar to 2D knife-edge measurements but had $5 times less variation. The fitted spot sizes, together with j of the metal coating and all the other measured parameters, were then used to fit the graphene thermal conductance images. All the parameters for the graphene samples are summarized in Table I . The thermal conductivity of the 65 nm Ti on flake 2 was measured by FDTR directly on flake 2 in the regions without graphene, using the previously measured values of SiO 2 and silicon.
B. Imaging graphene
In order to analyze the sensitivity of our measurement to the graphene layer, we performed single-point FDTR measurements using 20 frequencies at several locations on the flakes. The microscope objective was 50Â with pump and probe 1/e 2 spot radii of 0.8 lm and 0.7 lm, respectively. In Fig. 5(b) , we plot the phase data acquired from three regions on flake 1: the SiO 2 substrate without graphene, single-layer graphene, and seven-layer graphene. To highlight the differences between the three sets of data, we plot the difference between substrate and single-layer graphene data, and the difference between single-layer and seven-layer graphene data, in Fig. 5(c) . The phase difference at each frequency between different regions can be represented as P N i¼1 @/ðxÞ @x i Dx i , where Dx i is the change in property x i and N is the total number of parameters in the thermal model. When there is a dominant change in one thermal property within the sample, the shape of difference data will match the phase sensitivity to that property. In Fig. 5(e) , we plot the calculated phase sensitivity to the in-plane graphene conductance and to the cross-plane graphene conductance. The close agreement between the shapes of the curves in Figs. 5(c) and 5(e) shows that the change in signal from singlelayer graphene to the substrate is primarily from the change in cross-plane conductance, while the change from singlelayer to seven-layer graphene is mainly due to the in-plane conductance, consistent with previous cross-plane measurements that showed a minimal change due to additional graphene layers. 10 Figure 5(d) shows a typical best fit of our model to a region of single-layer graphene, where we have used nonlinear least squares minimization to simultaneously determine the thermal conductivity to be 617 W m À1 K À1 for singlelayer graphene (assuming a thickness of 0.35 nm for a monolayer of graphene 21 ) and the TBC to be 22 MW m À2 K À1 for the Au/Ti/single-layer graphene/SiO 2 interface. To generate thermal property maps, we simultaneously acquired phase images at six frequencies for each graphene sample, selected based on the sensitivity to G k as shown in Fig. 5(e) . In Fig. 6 , we show the six phase images taken for one portion of flake 1. The trend of image contrast between graphene layers agrees well with the calculated sensitivity to G k : contrast is low at the lowest frequency, arrives at a peak at 10.3 MHz, then decreases at the highest frequency.
Although the different layers are quite clear in Fig. 6 , the difference between the highest and lowest phase in each image is only 2.5
. To explain the small phase difference between layers, we temporarily neglect heat transfer in the substrate and approximate in-plane heat transfer in the metal film and graphene with a one-dimensional thermal resistance network composed of two parallel elements R ¼ , as shown in Table I . Repeating the calculation with the Ti values, we find the percentage of heat conducted in the graphene layer is increased to 36%. Enhanced sensitivity to radial transport is confirmed by comparing phase images from flake 1 and flake 2 at the same frequency in Fig. 7 . Although the signal-to-noise ratio is lower for flake 2 (due to the lower coefficient of thermoreflectance of Ti compared to Au at 532 nm), the increased sensitivity significantly reduced uncertainty in determining j of encased single-layer graphene.
The thermal conductance maps for the two samples are shown in Fig. 8 . The in-plane thermal conductance values for each layer were converted to thermal conductivities using j ¼ G k =nt, where n is the number of layers and t ¼ 0.35 nm is the thickness of monolayer graphene. 21 We used pixel statistics to calculate error bars, selecting regions with constant layer thickness and fitting the resulting histograms with normal distributions. This accounts for all sources of statistical noise in the measurement.
To account for the additional uncertainty introduced by the values of physical properties in our thermal model, we fit the property maps three times using the upper bound, average, and lower bound of the metal layer thermal conductivity, which was by far the largest factor affecting the fitted values. In addition, we found that fitting effective spot sizes with the thermal model on the well calibrated silicon reference sample reduces the uncertainty in graphene values. We first fit three sets of effective pump and probe spot radii for our 50Â objective with our thermal model on the silicon reference sample, using 136 W m À1 K
À1
, 140 W m À1 K
, and 144 W m À1 K
as the thermal conductivity of the Au/Ti layer. Figure 9(a) shows the fitted in-plane thermal conductance maps corresponding to the three sets of j and spot sizes. The pixel data from the selected regions, such as the single layer labeled by the dashed boxes in Fig. 9(a) , were converted to thermal conductivity values by dividing with the thickness of monolayer graphene. The three thermal conductivity data histograms, shown in Fig. 9(b) , are very close to each other, indicating that statistical noise dominates the uncertainty. The three histograms were then combined in Fig. 9(b) to get the total distribution. We define the average as the measured value and twice the standard deviation as the uncertainty. All the data analyses for flake 1 and flake 2 including the oxide regions without graphene were performed based on this procedure.
The resulting values for the TBC and thermal conductivity of the two flakes are summarized in Fig. 10 .
C. Discussion
Considering first the TBC values in Fig. 10(a) , for flake 1, the presence of graphene significantly reduces the TBC compared to that of the metal/SiO 2 interface of the surrounding substrate (zero layers). For flake 2, the zero-layer TBC is almost an order of magnitude lower than that for flake 1. This is likely due to the contaminating nanoparticles shown in Fig. 2(b) , since a surface roughened by nanoparticles has been shown to reduce the TBC between a metal and a substrate. 23 In this case, the graphene improved cross-plane heat transfer. A possible explanation for the enhancement is that graphene conformed to the contours of the contaminated surface, 24, 25 increasing the thermal coupling between Ti and SiO 2 .
From TDTR measurements from 50 to 500 K, Koh et al. 18 suspended single-layer and few-layer graphene (inverted triangles), 22 single-layer graphene supported on SiO 2 (left triangles), 8 few-layer graphene supported on SiO 2 (right triangles), 11 and singleand few-layer graphene encased between two SiO 2 layers (up triangles). 9 Error bars indicate 95% confidence based on three pixel histograms.
graphene and graphene/SiO 2 interfaces acting in series: Turning to the in-plane results in Fig. 10(b) , our values are similar to those reported for single-and few-layer graphene supported on SiO 2 (Refs. 8 and 11) and higher than values reported for single-and few-layer graphene encased by two layers of SiO 2 , 9 suggesting that depositing Ti on graphene that had already conformed to the SiO 2 substrate 24, 25 has no significant impact on the basal-plane thermal conductivity.
We estimated the phonon MFPs in single-layer graphene and few-layer graphene for our graphene samples using the 2D kinetic theory: j ¼ ð1=2ÞCvK, where j is the thermal conductivity, C is the volumetric heat capacity, v is the averaged phonon velocity, K is the phonon MFP, and the factor 1/2 is due to the 2D nature of graphene. 15 This simplified expression is based on the gray approximation that all phonons have the same group velocity and lifetime. Because the transverse acoustic (TA) and longitudinal acoustic (LA) phonon modes in graphene have linear dispersions near the zone center 29 and our measurement temperature is well below graphite's Debye temperature ($2000 K in-plane 30 ), this simple kinetic theory is suitable for estimating the phonon MFPs in graphene. We used C ¼ 1.57 Â 10 6 J m À3 K À1 at 300 K from the volumetric heat capacity of graphite. 18 v is an average of LA and TA phonon velocities in graphene using Table II .
IV. CONCLUSIONS
In conclusion, we have described a method for imaging sub-surface graphene in multilayer systems, and we have presented quantitative maps of both in-plane and cross-plane thermal conductance for single-layer graphene and few-layer graphene encased between a metal and SiO 2 , obtaining definite values for j of encased single-layer graphene. We found that graphene decreased the TBC between Ti and SiO 2 for clean interfaces, but enhanced the conductance for a contaminated interface. Comparison with reported j for graphene supported on SiO 2 suggests a minimal impact from the deposited Ti on the thermal conductivity of graphene encased by Ti and SiO 2 . 
