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Abstract. We present three new quantum algorithms in the quantum
query model for graph-collision problem:
– an algorithm based on tree decomposition that uses O
(√
nt
1/6
)
queries where t is the treewidth of the graph;
– an algorithm constructed on a span program that improves a result
by Gavinsky and Ito. The algorithm uses O(
√
n +
√
α∗∗) queries,
where α∗∗(G) is a graph parameter defined by
α∗∗(G) := min
V C – vertex cover of G
max
I⊆V C
I – independent set
∑
v∈I
deg v;
– an algorithm for a subclass of circulant graphs that uses O(
√
n)
queries.
We also present an example of a possibly difficult graph G for which all
the known graphs fail to solve graph collision in O(
√
n logc n) queries.
1 Introduction
graph-collision (or COL(G)) is a decision problem in which we are given an
undirected graph G and black-box access to boolean variables {xv | v ∈ V (G)},
where V (G) is the set of vertices of G, |V (G)|= n. COL(G) asks whether there
are two vertices v and v′ connected by an edge in G, such that xv = xv′ = 1.
The graph collision problem was introduced in [10] and an algorithm for
graph collision was used as a subroutine for an algorithm for triangle-finding.
The quantum query complexity of the subroutine is O(n
2/3) and this is still the
best known upper bound for graph collision for unrestricted graphs G. On the
other hand, the best known lower bound is the trivial Ω(
√
n) which follows by
embedding Grover’s search problem (in a star graph, for instance).
There is a number of algorithms for special cases of graph collision. For many
of them, their complexities depend on additional parameters of the graph.
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Complexity Parameters Discoverer
O˜(
√
n+
√
`) ` - the number of non-edges in the graph Jeffery et al. [8]
O(
√
nα
1/6) α - the size of largest independent set
of G
Belovs [2]
O
(√
n+
√
α∗
)
α∗ - the maximum total degree of any
independent set of G
Gavinsky et al. [6]
O˜(
√
n) random graphs with fixed probability of
each edge independently of the others
Gavinsky et al. [6]
O(
√
m) m - the number of edges in G trivial
In this paper we present 3 more parameterized algorithms:
Complexity Parameters
O(
√
nt
1/6) t - the treewidth of graph G
O(
√
n+
√
α∗∗)
α∗∗ = min
V C – vertex cover of G
max
I⊆V C
I – independent set
∑
v∈I
deg v
O(
√
n) G belongs to a certain subclass of circulant graphs
(see below)
2 Graph collision based on treewidth
In [2] Belovs showed a learning graph based algorithm for graph collision with
O(
√
nα
1/6) queries where α is the size of the largest independent set in the graph.
As α can be at most n the maximum number of queries needed for any graph
is at most O(n
2/3). We show a quantum algorithm that uses O(
√
nt
1/6) queries
where t is the treewidth of the graph.
Theorem 1. Graph collision on graph G on n vertices can be solved with a
bounded error quantum algorithm with O(
√
nt
1/6) queries where t is the treewidth
of the graph.
The notion of treewidth was (re)introduced by Robertson and Seymour [14]
in their series of graph minors.
Definition 1. A tree decomposition of a graph G = (V,E) is a pair ({Xi | i ∈
I}, T = (I, F )) with {Xi | i ∈ I} a family of subsets of V (called bags), one for
each node of T , and T a tree such that
–
⋃
i∈I Xi = V
– for all edges (v, w) ∈ E, there exists an i ∈ I with v ∈ Xi and w ∈ Xi
– for all i, j, k ∈ I: if j is on the path from i to k in T , then Xi ∩Xk ⊆ Xj.
The treewidth of a tree decomposition ({Xi | i ∈ I}, T = (I, F )) is
max
i∈I
|Xi|−1.
The treewidth of a graph G is the minimum treewidth over all possible tree de-
compositions of G.
We say a tree decomposition (X,T ) of treewidth k is smooth, if for all i ∈ I:
|Xi|= k+ 1, and for all (i, j) ∈ F : |Xi ∩Xj |= k. Any tree decomposition can be
transformed to a smooth tree decomposition with the same treewidth. Moreover
for a smooth tree decomposition: |I|= |V |−k. [4]
The idea of the algorithm is to use Grover search over the vertices of a bit
modified decomposition of the graph G. The algorithm has preprocessing part
where the vertices of the graph are divided into O(nt ) subsets of size O(t) in such
a way that if there is a collision in G then there is also a collision in at least one
of the induced subgraphs of the subsets. The algorithm then uses Grover search
[7] to find a subset whose induced subgraph has a collision. As a subroutine a
graph collision algorithm that uses O(n
2/3) queries for a graph on n vertices for
is used (for example the algorithm by Belovs [2] can be used).
Lemma 1. For a graph G = (V,E) with treewidth t there exists a decomposition
into subsets of vertices W = (Wi), Wi ⊆ V such that |W |=
⌈
2n−2t−1
t
⌉
, for all i:
|Wi|≤ 2t+ 1 and for each edge (v, w) ∈ E: ∃i : v, w ∈Wi.
Proof. Let ({Xi | i ∈ I}, T = (I, F )) be a smooth tree decomposition of G with
treewidth t.
The tree T can be transformed to a sequence U = (ui), ui ∈ I of length
2n − 2t − 1 of vertices of T with (ui, ui+1) ∈ F by drawing T on a plane and
traversing it like a maze by following the left wall (that is for the next edge to
traverse choosing the one which makes the smallest angle clockwise with the last
traversed edge) and finishing when every edge has been traversed exactly twice.
The sequence of the traversed vertices is U .
Next, slice the sequence U into parts of length t and merge the corresponding
vertices of G into subsets Wi =
⋃
t·(i−1)≤j<t·iXuj .
As each Wi consists of vertices from t incident tree decomposition bags and
two incident bags differ by one element, the size of each |Wi| is at most 2t+ 1.
As for each edge (u, v) ∈ E there exists a bag that contains both u and v
and the subsets Wi are unions of all bags then for each edge (u, v) ∈ E there
exists a subset Wi that contains both u and v.
The algorithm:
1. (Preprocessing) Decompose the graph G into subsets of vertices Wi as in
Lemma 1.
2. Perform a Grover search for i such that G[Wi] – the subgraph of G induced
by Wi – contains a collision. As a subroutine use an algorithm that detects
a collision in G[Wi] with |Wi|2/3 queries.
Query complexity
The preprocessing part depends only on the graph G instead of the values of the
associated variables therefore it does not use any queries.
The Grover search calls the subroutine O(
√
m) times where m is the number
of subsets. Therefore the total number of queries for the algorithm is at most
O(
√⌈
2n−2t−1
t
⌉ · (2t+ 1)2/3) = O(√nt · t2/3) = O(√nt1/6).
3 A span program for graph collision
Span programs is a model of computation introduced in [9] by Karchmer and
Widgerson in 1993. Span programs are used to evaluate a boolean function. In
2009 Reichardt showed [12,13] that there is a strong connection between a com-
plexity measure of span programs – span program’s witness size – and quantum
query complexity. Since then span programs have been of great interest in quan-
tum computing. Belovs used span programs to construct quantum algorithms
from learning graphs [3,2].
Recently, Gavinsky and Ito have used constructed span programs for graph
collision [6]. Denote by α∗(G) the maximum total degree of any independent set
of G.
Theorem 2 (Gavinsky, Ito[6]).
Q(COL(G)) = O
(√
|V (G)|+
√
α∗(G)
)
We improve their result by constructing a simpler span program that works
in a more general case, and we give an example for which our algorithm performs
better. In addition, we do not require using quantum counting as a subroutine.
3.1 Overview of span programs
Definition 2. A span program P is a tuple P = (H, |t〉 , V ), where H is a finite-
dimensional Hilbert space, |t〉 ∈ H is called the target vector, and V = {Vi,b|i ∈
[n], b ∈ {0, 1}}, where each Vi,b ⊆ H is a finite set of vectors.
Denote by V (x) =
⋃ {Vi,b|i ∈ [n], xi = b}. The span program is said to com-
pute function f : D → {0, 1}, where the domain D ⊆ {0, 1}n, if for all x ∈ D,
f(x) = 1 ⇐⇒ |t〉 ∈ span(V (x)).
It may be helpful to view V as a set of vectors with labels that put a constraint
on at most one input bit. Note that vectors with no constraints can be allowed
by including the same vector in both V1,0 and V1,1. A vector can then be used
depending on whether input x satisfies vector’s constraint.
Definition 3. (1) A positive witness for x ∈ f−1(1) is a vector w = (wv), v ∈
V (x), such that |t〉 = ∑v∈V (x) wvv. The positive witness size is
wsize1(P ) := max
x∈f−1(1)
min
w:witness of x
‖w‖2.
(2) A negative witness for x ∈ f−1(0) is a vector w ∈ H, such that 〈t|w〉 = 1
and for all v ∈ V (x): 〈v|w〉 = 0. The negative witness size is
wsize0(P ) := max
x∈f−1(0)
min
w:witness of x
∑
v∈V
〈v|w〉.
(3) The witness size of a program P is
wsize(P ) :=
√
wsize0(P ) · wsize1(P ).
(4) The witness size of a function f denoted by wsize(f) is the minimum witness
size of a span program that computes f .
Theorem 3 ([12,13]). Q(f) and wsize(f) coincide up to a constant factor.
That is, there exists a constant c > 1 which does not depend on n or f such that
1
cwsize(f) ≤ Q(f) ≤ c · wsize(f).
3.2 Span program for graph collision
Denote by N(v) be the set of neighbours of vertex v in graph G. Let V C ⊆ V (G)
be a vertex cover of G. The span program is as follows:
Span program P for graph collision
– H is a (|V C|+1) dimensional vector space with basis vectors {|0〉} ∪
{|v〉 |v ∈ V C}.
– The target vector will be |0〉.
– For all v ∈ V C, such that xv = 1, make available the vector |0〉 − |v〉.
– For all v ∈ V C, for all v′ ∈ N(v), such that xv′ = 1, make available the
vector |v〉.
It is easy to see that P indeed computes COL(G). It remains to calculate
the witness size of P . If there is a collision in the graph, it must occur between
a vertex from the vertex cover VC and some other vertex. Therefore a positive
witness on edge (v, v′) of collision with v ∈ V C is just 1 · (|0〉−|v〉)+1 · |v〉 = |0〉.
And so
wsize0(P ) ≤ 12 + 12 ≤ 2.
As the negative witness w we will pick the vector
w = |0〉+
∑
v∈V C
xv=1
|v〉.
First we check that it indeed is a negative witness and calculate all the scalar
products along the way:
1. 〈0|w〉 = 1.
2. The available vectors of the form |0〉 − |v〉 are exactly the vectors for which
w contains |v〉, therefore 〈〈0| − 〈v| |w〉 = 0. For the vectors that are not
available, the scalar product is 1, and there are at most |V C|≤ |V (G)| such
vectors.
3. The available vectors of the form |v〉 are only available if xv = 0, because
otherwise there would be a collision between v and some neighbour of v.
Therefore for available |v〉:〈v|w〉 = 0. On the other hand, if the vector is
not available, scalar product with w is 1. For any two vectors |v〉 6= |v′〉, if
〈v|w〉 = 〈v′|w〉 = 1, xv = 1 and x′v = 1, so there can be no edge (v, v′).
Therefore the vectors that have scalar product 1 with the negative witness
must correspond to vertices of an independent set. Consequently, the total
number of vectors that have 〈v|w〉 = 1 is at most
D := max
I⊆V C
I – independent set
∑
v∈I
deg v.
Finally, we choose the vertex cover V C for constructing P in such a way to
minimize D. Denote the resulting expression:
α∗∗(G) := min
V C – vertex cover of G
max
I⊆V C
I – independent set
∑
v∈I
deg v
Here we point out that α∗∗(G) ≤ α∗(G), since we get α∗(G) as a subcase of
taking all vertices of G as the vertex cover when minimizing over all vertex
covers. Our program winds up with the negative witness size of
wsize0(P ) ≤ |V (G)|+α∗∗(G).
The witness size of the graph collision can be upper bounded by the witness
size of our program:
wsize(COL(G)) ≤ wsize(P ) =
√
wsize0(P ) · wsize1(P ) =
= O
(√
|V (G)|+α∗∗(G)
)
= O
(√
|V (G)|+
√
α∗∗(G)
)
.
From Theorem 3, we arrive at
Theorem 4.
Q(COL(G)) = O
(√
|V (G)|+
√
α∗∗(G)
)
.
3.3 Improvement for explicitly specified graphs
In this section we give an example of a graph class for which algorithm per-
forms better than the existing algorithms and in particular Gavinsky’s and Ito’s
algorithm. The graph is a join of Kn and Kn (see Figure 1). For this class of
graphs:
α∗(G) = n2;
α∗∗(G) ≤ 2n.
Therefore our algorithm takes on the order of O(
√
n) queries, while their algo-
rithm uses O(n) queries.
Fig. 1. The join of K5 and K5
4 Quantum algorithm for a subclass of circulant graphs
4.1 Quantum algorithm
In this section we desribe yet another quantum algorithm for a class of graphs
that existing algorithms fail to solve efficiently. This algorithm uses Grover’s
algorithm for searching [7] and quantum algorithm for finding the minimum [5].
Definition 4. For any positive integers n, a, b such that a ≤ b ≤ n2 , the graph
CI(n, a, b) is a circulant graph of n vertices labeled with integers 0, 1, . . . , n− 1;
an edge between two vertices k, l (k < l) is present if and only if
min {l − k, n− (l − k)} ∈ [a, b].
If we draw the vertices on a circle in an increasing order (except n−1 and 0),
there is an edge between vertices k and l if there are from a− 1 to b− 1 vertices
between k and l on the circle. See, for example, Figure 2.
The algorithm for COL(CI(n, a, b)) is the following: subdivide the vertices
into consecutive chunks of size b − a:V1, V2, . . . , V nb−a . Suppose we had an al-
gorithm SUB, that given Vi calculates whether there is a collision between
some vertex v ∈ Vi and some other vertex (we can assume that it is closer in
the counterclockwise order from v) in O(
√
b− a) queries. Then using Grover’s
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Fig. 2. The graph CI(20, 4, 6)
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Fig. 3. Illustration of subroutine SUB
search over SUB(Vi), we could in time O
(√
n
b−a
√
b− a
)
= O(
√
n) determine
COL(CI(n, a, b)). The remainder of this section describes the algorithm SUB.
Consider the task SUB is up to. Assume that the chunk starts at vertex k
and ends at vertex k+ (b− a). Use algorithm for MIN(xk, xk+1, . . . , xk+b−a) to
find the smallest r, such that xr = 1. It takes O(
√
b− a) queries [5]. If we find no
xr = 1 in the chunk, we are done and return that there are no collisions on the
vertices in the chunk. Otherwise continue and similarly find the largest l in the
chunk, such that xl = 1. Now assume that vertex v is at distance b from l and
u is at distance a from r (see Figure 3). No vertex s < u or s > v is connected
with any vertex from r to l. On the other hand, if there is s ∈ [u, v] with xs = 1
then it must be connected with at least one of l and r. So, we have
Proposition 1. For some vertex s ∈ [u, v]:xs = 1, if and only if there is a
collision for some vertex in the chunk.
There are at most 3(b − a) vertices between u and v. Determining whether
there is a vertex s ∈ [u, v] with xs = 1 can be done by Grover’s search in
O(
√
b− a) queries.
Theorem 5. For graphs CI(n, a, b):
Q(COL(CI(n, a, b))) = O(
√
n).
5 Example of a potentially “difficult” graph
For all concrete graphs that we know, one of the existing algorithms solve graph
collision with O(
√
n) (or O(
√
n logc n)) queries. In this section, we present, possi-
bly, the first example of an explicit graph for which none of the existing quantum
algorithms finds graph collision with substantially less than O(n2/3) queries.
Definition 5. A graph CS(n) is graph with n vertices labeled by integers from
0 to n− 1; there is an edge between vertices k and l if |k − l| is a perfect square
not exceeding n2 .
For an example, see Figure 4, that shows CS(20) with edge “lengths” 12, 22
and 32. The graph CS(n) has Θ(n · √n) = Θ(n3/2) edges.
Let α be the size of the largest independent set in CS(n) (see Figure 5).
Then, the best known bounds on α are:
– α = Ω(n0.7334...) [1];
– α = O( nlogc n ) [11].
Thus, the O(
√
nα1/6) bound on the number of queries in the algorithm of Belovs
[2] is between O(n0.6222...) and O( n
2/3
logc n ).
For the algorithm of Gavinsky et al. [6] (or its improvement in this pa-
per), we have α∗ = Θ(α
√
n), because every vertex in CS(n) has outdegree
Θ(
√
n). Hence, the O(
√
n+
√
α∗) bound on the number of queries [6] is between
O(
√√
n · n0.7334...) = O(n0.6167...) and O( n3/4logc n ).
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Fig. 4. The graph CS(20)
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6 Conclusion
We are most optimistic about the approach of span programs. The main reason
for our optimism is that the span program was simple. If a better span program
exists, we should be able to find it using only slightly more refined methods.
The quantum query complexity of graph collision is an interesting open prob-
lem. While coming up with more efficient algorithms than O(n
2/3) for specific
classes of graphs seems quite easy – and indeed it is perhaps not surprising
given that there exists O(
√
n) algorithm for most graphs – no one has managed
to construct an O(
√
n) algorithm for the general case.
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