Let , , Ä and be, respectively, the minimum degree, the domination number, the connectivity and the independence number of a graph G. The graph G is 3-domination-critical if = 3 and the addition of any edge decreases by 1. In this paper, we prove that if G is a 3-domination-critical graph, then 6 Ä + 2; and moreover, if Ä 6 − 1, then 6 Ä + 1. We also give a short proof of Wojcicka's result, which says that every connected 3-domination-critical graph of order at least 7 contains a hamiltonian path (J. Graph Theory 14 (1990) 205).
Introduction
The graphs G = (V (G); E(G)) we consider here are ÿnite, undirected and simple. We use [1] for terminology and notation not deÿned here. The neighborhood and the degree of a vertex x are denoted by N (x) and d(x), respectively. For S ⊆ V (G), we denote by G[S] the subgraph of G induced by S, and set
If S and T are two vertex sets of G, we say that S dominates T , denoted by S ⇒ T , if every vertex of T − S has at least one neighbor in S (when S or T is reduced to
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one vertex s or t, we simply note s dominates T or S dominates t, denoted by s ⇒ T or S ⇒ t). The set S is a dominating set of the graph G if S ⇒ V (G). The domination number (G) is the minimum cardinality of a dominating set of G. We denote by (G), (G) and Ä(G) the minimum degree, the independence number and the connectivity of G, respectively. When no ambiguity can occur, we often simply write , , Ä and for (G), (G), Ä(G) and (G), respectively. The diameter diam(G) of G is deÿned as max{d(u; v) | u; v ∈ V (G)}, where d(u; v) is the distance between u and v.
There are di erent ways to study the criticality of a graph with respect to a given parameter. In [5] , Sumner and Blitch considered the behavior of (G) under edge addition. It is clear that for any edge e ∈ E(G c ), (G) − 16 (G + e)6 (G), where G c is the complement of G. They gave the following deÿnition:
Deÿnition. A graph G is edge-domination-critical, domination-critical in a shortened form, if (G + e) = (G) − 1 for every e ∈ E(G c ), and k-domination-critical if moreover (G) = k.
Below, we will write just 3-critical instead of 3-domination-critical. By the deÿnition of 3-critical graphs, it is easy to see that if G is a 3-critical graph and uv ∈ E(G c ), then there exists a vertex w ∈ V (G) − {u; v} such that either {u; w} dominates V (G) − {v} but not v or {v; w} dominates V (G) − {u} but not u. We adopt the notation in [5] and write [u; w] → v in the ÿrst case and [v; w] → u in the second one.
We summarize some known results on 3-critical graphs, which are useful for the proofs of main results of this paper, as follows.
In Theorems 1.1-1.9 below, we suppose always that G is a connected 3-critical graph. (a) (Tian et al. [6] ) G has only one vertex, say x , with degree (G); (b) (Favaron et al. [3] ) Every maximum independent set of G contains x , and N (x ) is a clique. Theorem 1.7 (Wojcicka [7] ). If |V (G)|¿7 then G has a hamiltonian path.
Theorem 1.8 (Favaron et al. [3] ). If (G)¿2 and (G)6 (G) + 1, then G has a hamiltonian cycle.
Theorem 1.9 (Tian et al. [6] ). If (G)¿2 and (G) = (G) + 2, then G has a hamiltonian cycle. Theorem 1.7 was conjectured by Sumner and Blitch [5] . In [7] , Wojcicka further conjectured that every connected 3-critical graph with ¿2 has a hamiltonian cycle. By Theorem 1.5 we can see that Theorems 1.8 and 1.9 together solve the conjecture. In proving the conjecture, Theorem 1.5 played a key role.
In this paper, we study the independence number of a 3-critical graph in relation to the connectivity and prove that 6Ä + 2; and moreover, if Ä6 − 1, then 6Ä +16 . Using these results, we give a short proof of Theorem 1.7.
Lemmas
Throughout this section, we assume that G is a connected 3-critical graph with (G)¿2. By Theorem 1.1, Ä(G)¿2. Let S be a cutset of G, and let (H 1 ; H 2 ) be a partition of the set of components of G − S, i.e., H 1 ∪ H 2 = G − S, H 1 ∩ H 2 = ∅ and each of H 1 and H 2 is a non-empty union of components of G − S. We will consider H 1 and H 2 both as subgraphs and as vertex sets. Let W with |W | = k be an independent set of G and
The following lemma restates a lemma due to Sumner and Blitch ([5, Lemma 2]), which has proven to be considerable use in dealing with 3-critical graphs. In [5] they considered the case k¿4, which guarantees x i = ∈ W , 16i6k − 1. The same arguments in [5] can prove the cases k = 2; 3 without requiring that x i = ∈ W , 16i6k − 1. For an independent set W of G with |W | = k¿2, we denote by P(W ) the sequence (x 1 ; x 2 ; : : : ; x k−1 ) guaranteed by Lemma 2.1. Lemma 2.2. Let {p; q} = {1; 2}: If |W p | = k¿3 then P(W p ) = (x 1 ; x 2 ; : : : ; x k−1 ) ⊆ S −W and for i = 1; 2; : : : ; k − 1;
Proof. Assume, without loss of generality, that p = 1. For each i = 1; 2; : : : ; k − 1, in order to dominate the vertices of
In order to dominate the vertices of H 2 , x i must belong to S ∪ H 2 . Thus we have
From Lemmas 2.2 and 2.3 we get immediately the following.
Proof. (a) Let W 2 = {v 1 ; v 2 ; : : : ; v k }, k¿3; and P(W 2 ) = (x 1 ; x 2 ; : : : ; x k−1 ). By Lemma 2.2, we have P(W 2 ) ⊆ S − W and for each x i ∈ P(W 2 );
By the hypothesis
We ÿrst prove that S − W is a clique. For 16i; j6k − 1, i = j, we may assume, without loss of generality, that there exists a vertex x such that [v i+1 ; x] → v j+1 . Thus x must be in S − W to dominate the vertices of H 1 and
. Thus x i x j ∈ E, and hence S − W is a clique. It follows that for i = 1; 2; : : : ; k − 1;
(b) Otherwise, assume that u 1 u 2 = ∈ E, where u 1 ; u 2 ∈ H 1 . Let W 2 = {v 1 ; v 2 } and S − W = {s}. Considering u i and v i for i = 1; 2; there exists a vertex z i such that [u 
It is not di cult to see that in both cases z i must be s, i = 1; 2. Obviously, this is impossible. Corollary 2.6. If S is a minimum cutset and
Proof. By Lemma 2.5(a), we have
Proof. With notation as before, we obtain, as in the proof of Lemma 2.5(a), that P(W 2 ) ⊆ S − W and that for each x i ∈ P(W 2 ); i = 1; 2; : : : ; k − 1;
Suppose that H 1 is not a clique, and
We show that we have y = x j , and hence x i x j ∈ E(G). Thus P(W 2 ) is a clique. Therefore we have that for i = 1; 2; : : : ; k − 1; Obviously y = v 2 . In order to dominate v 2 , y must be in H 2 , which is impossible, otherwise, the vertices of H 1 cannot be dominated.
Main results and proofs
Throughout this section, assume that S is a minimum cutset and W is a maximum independent set. Deÿne H 1 , H 2 , W 1 and W 2 as in Section 2. Set i = |W i |, (i = 1; 2). Assume, without loss of generality, that 1 6 2 .
Theorem 3.1. If G is a connected 3-critical graph then (G)6Ä(G) + 2.
Proof. It is obvious that Theorem 3.1 holds for (G) = 1 by Theorems 1.1 and 1.4. Below we always suppose (G)¿2 and hence Ä(G)¿2.
Assume that (G)¿Ä(G) + 3. In [6] , Tian et al. give a class of 3-critical graphs with = + 2, which shows that the upper bound + 2 of Theorem 1.5 is sharp. Since Ä6 ; by Theorem 3.1, we have Ä = for the graphs in their examples. Hence, in a sense, the upper bound Ä + 2 of Theorem 3.1 is also sharp. At ÿrst we tried to ÿnd a 3-critical graph G such that Ä(G)6 (G) − 1 and (G) = Ä(G) + 2, but the following theorem shows that such a 3-critical graph does not exist. ; y] → u. In the former case y ∈ H 2 since sv 1 ∈ E(G). Thus y ⇒ (H 2 −{v 1 }) ∪ (S ∩ W ), and hence {y; s} ⇒ V (G). In the latter case, since H 1 is a clique and s ⇒ H 1 , we have y ∈ H 2 . This is impossible since the vertices of H 1 − {u} cannot be dominated. 
. By symmetry, it is enough to consider the following three subcases.
Subcase 2.1:
In this case, we have
and
Considering u In the latter case, we have z i = s 2 , i.e. [v i ; s 2 ] → u 1 , i = 1; 2. Thus
Considering u 2 and v 2 , there exists a vertex
In this case, x must be s 1 , and hence
Thus {s 1 ; s 2 } ⇒ V (G), a contradiction. Subcase 2.2:
and hence {s 1 ; s 2 } ⇒ V (G), a contradiction. Now we give a class of 3-critical graphs with Ä¡ . For two disjoint vertex sets S and T , we denote by E G [S; T ] the set of edges between S and T in G.
We construct the graph G 1 = G 1 (k; t; m) as follows.
The graph G 1 (k; t; m) has (G 1 ) = 3, Ä(G 1 ) = t and (G 1 ) = min{k; 2m + t − 3}. Thus if 26t¡k then we have Ä(G 1 )¡ (G 1 ).
The graph G 1 (k; 2; m) shows that the upper bound of Corollary 3.4 is sharp for Ä = 2. However, we do not know if the bound is still sharp for any Ä¿3.
A short proof of Theorem 1.7
The following theorem is well known in graph theory. Proof of Theorem 1.7. Let G be a connected 3-critical graph of order at least 7.
Case 1: (G) = 1. By Theorem 1.4 we have (G) = 3. We claim that G has at most two endvertices. In fact, if G has three endvertices u, v and w, then the three vertices dominate at most three other vertices of G. Since |V (G)|¿7, there must be a vertex x ∈ V (G) such that x is not adjacent to u; v and w, which contradicts (G) = 3.
Assume G has two endvertices x 1 and x 2 . Let y 1 and y 2 be the neighbors of x 1 and x 2 , respectively. By Theorem 1.3 we have y 1 = y 2 . Since (G) = 3, H = G −{x 1 ; x 2 ; y 1 ; y 2 } is a clique. By Theorem 1.1 there exist two distinct vertices z 1 and z 2 in H such that y 1 z 1 ; y 2 z 2 ∈ E(G). Obviously, G has a hamiltonian path.
Thus we may assume that G has exactly one endvertex. Let x be an endvertex of G and y the neighbor of x in G. Set H = G − {x; y}. Thus (H ) = 2, and Ä(H )¿2 by 1(a) , and hence G has a hamiltonian path.
