Abstract. In this paper we provide a characterization for a shift maximal sequence of 1's and 0's to be the kneading sequence for a unimodal map f with f | ω(c) topologically conjugate to an adding machine, where c is the turning point of f . We show that the unimodal map f has an embedded adding machine if and only if K(f ) is a one-sided, non-periodic Toeplitz sequence with the finite time containment property. We then show the existence of unimodal maps with Toeplitz kneading sequences that do not have the finite time containment property.
Introduction
A great deal of literature is dedicated to the study of unimodal maps of an interval to itself (see, for example, [6, 7, 10] ). There has been further interest in studying the behavior of unimodal maps restricted to the omegalimit sets of their turning points. In this paper we focus on the behavior of f | ω(c) when the kneading sequence K(f ) is a one-sided, non-periodic Toeplitz sequence. We are particularly interested in understanding the relationship between Toeplitz kneading sequences K(f ) and f | ω(c) being topologically conjugate to an adding machine.
There have been many recent advances regarding the study of adding machine maps. Block and Keesling [4] provide a characterization for a continuous map on a compact metric space to be topologically conjugate to an adding machine; namely, the space must be minimal under the map and every point in the space must be regularly recurrent. It is well-known (see, for example, [10, Proposition III.4.5] ) that every infinitely renormalizable unimodal map has an embedded adding machine. It was shown by Block et al. [5] that adding machines can also be embedded in non-infinitely renormalizable unimodal maps, and more specifically, they can be embedded in maps from the symmetric tent family. Jones provided a first characterization of symmeric tent maps with these "strange adding machines" [9] , and Alvin provides an algorithm for constructing the kneading sequences of both finitely renormalizable and non-renormalizable unimodal maps with embedded adding machines in [1] ; however, not every unimodal map f with f | ω(c) topologically conjugate to an adding machine may be located by this algorithm.
In this paper we provide a characterization for a unimodal map to have an embedded adding machine relying only on its kneading sequence. In Theorem 4.7 we show that the unimodal map f is such that f | ω(c) is topologically conjugate to an adding machine if and only if the kneading sequence K(f ) is a shift maximal, non-periodic, one-sided Toeplitz sequence with the finite time containment property; this property will be defined in Definition 3.4. Further, this characterization holds in both the infinitely renormalizable and non-infinitely renormalizable cases.
In Section 2 we establish the terminology, notation, and background results that will be used throughout the paper. Sections 2.1 and 2.2 provide a brief overview of results about unimodal maps and adding machines, whereas Section 2.3 restricts the traditional definitions of Toeplitz sequences, usually defined for two-sided infinite sequences, to the one-sided case. Several results about one-sided Toeplitz sequences and the definition of the finite time containment property are introduced in Section 3.
In Section 4 we establish a relationship between Toeplitz kneading sequences of unimodal maps and several properties of the turning point, including regular recurrence. Theorem 4.7 shows that f | ω(c) is topologically conjugate to an adding machine if and only if K(f ) is Toeplitz and has the finite time containment property. Finally, we provide an example of a shift maximal, non-periodic Toeplitz sequence that does not have the finite time containment property. In this example, the turning point for the associated unimodal map f will indeed be regularly recurrent, but f | ω(c) will not be topologically conjugate to an adding machine. 
Let f n be an iterate of f and J be a maximal subinterval for which c ∈ ∂J and f n | J is monotone; then f n :
branch. An iterate n is called a cutting time if the image of the central branch of f n contains c. The cutting times are denoted S 0 , S 1 , S 2 , . . ., where it is always the case that S 0 = 1 and S 1 = 2. As the difference between two consecutive cutting times is again a cutting time, we define an integer function
Further, a kneading map is admissible (i.e., belongs to some unimodal map f ) if and only if {Q(k + j)} j≥1 {Q(Q 2 (k) + j)} j≥1 and Q(k) < k for all k ≥ 1, where represents the lexicographical ordering [8] .
Given a unimodal map f and x ∈ [0, 1], the itinerary of x under f is given by I(x) = I 0 I 1 I 2 · · · where
, and
The kneading sequence of a map f , denoted K(f ), is the sequence I(c 1 ). For ease of notation we write K(f ) = e 1 e 2 e 3 · · · ; that is, e i denotes the location of c i relative to c. If there exists some i ∈ N such that e i = * , then c is periodic and K(f ) is finite (as we make the convention that the kneading sequence stops after the first * appears), else K(f ) is infinite. One puts the parity-lexicographical ordering (plo for short) on itineraries. The plo works as follows: Suppose v = w are sequences of 1's, 0's, and * 's. Find the first position where v and w differ, then compare in that position using the ordering 0 ≺ * ≺ 1 if the number of 1's preceding this position is even and use the ordering 0 * 1 otherwise. Suppose v = v 1 v 2 · · · is a sequence of 1's and 0's (either infinite in length or finite ending in * ). We define the shift function σ on this sequence by
, and thus σ
It follows that if v is a shift maximal sequence of 1's, 0's, and * 's, then there exists a unimodal map such that K(f ) = v; moreover, the unimodal map is unique up to topological conjugacy [3] . That is, given a kneading sequence, a sequence of cutting times, or a kneading map, the associated symmetric tent or logistic map may be completely determined.
A unimodal map f is renormalizable of period n ≥ 2 provided there exists an interval J c such that f n (J) ⊂ J and f n | J is again unimodal.
If we may repeat this process infinitely often, we say the map f is infinitely renormalizable. We note that every tent map T a with a ∈ (1, √ 2] is finitely renormalizable, and every tent map T a with a ∈ ( √ 2, 2] is nonrenormalizable; no map in the tent family is infinitely renormalizable. As we assume all unimodal maps have no wandering intervals and no attracting periodic orbits, if the unimodal map f is not renormalizable we may assume f is from the symmetric tent family; in the case where f is renormalizable, we may take f to be a logistic map [6] .
There is a natural relationship between renormalization and the star structure that is well understood. A unimodal map is renormalizable if and only if its kneading sequence may be written as a star product. See [7, Chapter II.2] for a more detailed study.
Let n, m ∈ N, P = P 1 P 2 · · · P n ∈ {0, 1} n , and
The sequence P has odd parity (resp. even parity) provided there are an odd number (resp. even number) of 1's appearing in P . The star product ( -product) of P and Q is defined as
. . P Q m P if the parity of P is odd, P Q 1 P Q 2 . . . P Q m P if the parity of P is even, where Q i = 1 − Q i . Note that if P * and Q * are both shift maximal, then (P Q) * is shift maximal. One can generalize the -product to sequences P and Q where P has finite length and Q ∈ {1, 0} N . Recall that the omega-limit set of a point
We say x is regularly recurrent provided that, for every open set U containing x, there exists M ∈ N such that f M ·n (x) ∈ U for all n ∈ N. Note that every regularly recurrent point is uniformly recurrent, but the converse does not hold. Further, ω(x) is minimal if and only if x is uniformly recurrent.
Adding Machines.
In this section we discuss some known results about adding machine maps and conclude with Lemma 2.5 discussing the partition structure of ω(c) for a given unimodal map f with an embedded adding machine.
Let α = q 1 , q 2 , . . . be a sequence of integers where each q i ≥ 2. Define ∆ α to be the set of all sequences (a 1 , a 2 . . .
where δ(x i , y i ) = 0 if x i = y i and δ(x i , y i ) = 1 otherwise. Addition on ∆ α is defined as follows. Set
where z 1 = (x 1 + y 1 ) mod q 1 , and for each j ≥ 2, z j = (x j + y j + r j−1 ) mod q j with r j−1 = 0 if x j−1 + y j−1 + r j−2 < q j−1 and r j−1 = 1 otherwise (we set r 0 = 0). Define
This dynamical system f α : ∆ α → ∆ α is the α-adic adding machine map.
There are many known results about adding machines and unimodal maps. It is well-known that if f is an infinitely renormalizable unimodal map, then f | ω(c) is topologically conjugate to an adding machine [10, Prop. III.4.5]. Further, it was shown in [5] that adding machines can be embedded in non-infinitely renormalizable unimodal maps. From this point on, when we refer to an adding machine embedded in a unimodal map f , we do not distinguish between infinitely renormalizable and non-infinitely renormalizable f , unless otherwise noted. We now recall the following results about adding machines, which will be used throughout this paper.
. . be a sequence of integers greater than 1. Let m i = p 1 p 2 · · · p i for each i. Let f : X → X be a continuous map of a compact topological space X. Then f is topologically conjugate to f α if and only if the following hold.
(1) For each positive integer i, there is a cover P i of X consisting of m i pairwise disjoint, nonempty, clopen sets which are cyclically permuted by f . (2) For each positive integer i, P i+1 partitions P i . (3) If mesh(P i ) denotes the maximum diameter of an element of the cover P i , then mesh(P i ) → 0 as i → ∞.
We refer to such a collection of {P i } i∈N as a partition structure for the adding machine f | X .
In addition to this hierarchical characterization, Block and Keesling [4] provide the following results about adding machine maps. A set D of positive integers is relatively dense provided that for some integer L, each set of L consecutive positive integers contains an element of D. Let f : X → X be a continuous map and x ∈ X. Then x is almost periodic in the sense of Nemytskii and Stepanov (or almost periodic(NS) for short) if for every > 0 there is a relatively dense subset D such that for all k ∈ D and for all j ≥ 0,
Let f : X → X be continuous with X a compact zero-dimensional metric space. If x ∈ X is almost periodic(NS), then x is regularly recurrent.
Note that in general, the converse of Proposition 2.3 does not hold. We now recall the following characterization for adding machines embedded in unimodal maps in terms of the concept of almost periodic(NS). We note that in the case where f is infinitely renormalizable, the partition structure of ω(c) for the adding machine does not have any elements that straddle c; here a point set S ⊂ [0, 1] is said to straddle x ∈ [0, 1] if S contains points lying on both sides of x but does not contain x. In the case where f is not infinitely renormalizable and f | ω(c) is topologically conjugate to an adding machine, every partition structure of ω(c) will have at least one element straddling c [2, Proposition 2.3]. The following result holds for all unimodal maps with embedded adding machines (note that it holds trivially in the case where f is infinitely renormalizable).
Lemma 2.5. Let {P n } n≥1 be a partition structure for the adding machine f | ω(c) . Then for each i ∈ N there exists a j ∈ N such that all the elements of P j which straddle c are subsets of the element of P i containing c.
Proof. Let {P n } n≥1 be the partition structure for the adding machine f | ω(c) . Fix i ∈ N and let P i,k 1 , P i,k 2 , · · · , P i,k i denote the clopen elements of P i that straddle c. Note that c / ∈ P i,kn for any n = 1, 2, · · · , i. Hence, for each
Then there exists some level j of the partition structure such that mesh P j < d. Hence for each n = 1, 2, · · · , i, no point of P i,kn lies in an element of P j that straddles c. It thus follows that the only elements of P j that straddle c must be subsets of the element of P i containing c.
2.3. Toeplitz Sequences. Traditionally, Toeplitz sequences are defined when the sequence under consideration is a two-sided infinite sequence, however we restrict our definitions to apply in the case where the sequences are one-sided and infinite. We also focus on the case where the sequences are taken over only two symbols: 0 and 1. This will allow us to consider whether an infinite kneading sequence is Toeplitz. For a more detailed study of Toeplitz sequences see, for example, [11] .
Definition 2.6. A sequence e = e 1 e 2 · · · ∈ {0, 1} N is called a Toeplitz sequence provided for every k ∈ N, there exists a p k > 1 such that e k = e k+np k for all n ∈ N.
Definition 2.7. For e ∈ {0, 1} N , γ ∈ {0, 1}, and p ∈ N, set (1) Per p (e, γ) = {k ∈ N | e k+np = γ ∀n ∈ N ∪ {0}} (this set can be empty).
Note that a sequence e ∈ {0, 1} N is Toeplitz if and only if Aper(e) = ∅. Further, every Toeplitz sequence is such that for all n ∈ N, there exists a p ∈ N such that {1, 2, · · · , n} ⊆ Per p (e). Definition 2.8. For any p ∈ N and e ∈ {0, 1} N , the p-skeleton of e is the sequence obtained from e by replacing e i by a 'hole' for all i / ∈ Per p (e). That is, the p-skeleton of e is the part of e which is periodic with period p.
We now define the period structure for a non-periodic Toeplitz sequence. Definition 2.10. A period structure for a non-periodic Toeplitz sequence e is an increasing sequence {p i } i∈N of positive integers satisfying (1) For all i ∈ N, p i is an essential period for e.
We note that every non-periodic Toeplitz sequence e has a period structure. Such a period structure may be obtained as follows: Order the list of essential periods for e in increasing order and label them q 1 , q 2 , · · · . For each n ∈ N, set p n = lcm{q 1 , q 2 , . . . q n }. Finally, if p i = p j for some j > i, then remove p j . The remaining sequence is the desired period structure for e. In general, a Toeplitz sequence may have more than one period structure. For example, take a period structure {p i } for e and consider an infinite proper subsequence {p i j } ⊂ {p i }. Then {p i j } is still a period structure for e, although it differs from {p i }.
Results about Toeplitz Sequences
In this section we make some observations about Toeplitz sequences. These results will be used in Section 4 to help us identify when an infinite one-sided Toeplitz sequence is the kneading sequence for a unimodal map with an embedded adding machine. For the remainder of this paper, we assume all Toeplitz sequences are non-periodic. 
Suppose B is not Toeplitz; then Aper(B) = ∅. Thus let j ∈ N be such that j ∈ Aper(B), and hence for all p ∈ N there exists an n ∈ N such that b j = b j+pn .
As e is Toeplitz, there exists a d ∈ N such that e jk = e jk+dm for all m ∈ N. Set p = d and m = nk (with n determined as above for this p). Then e jk = e jk+pnk , and hence b j = b j+pn , a contradiction. Hence B must be Toeplitz.
The following result from elementary number theory is useful for comparing two different period structures for a given Toeplitz sequence. Lemma 3.2. Let p, q ∈ N and a 1 , a 2 ∈ Z. Then x ≡ a 1 mod p and x ≡ a 2 mod q has a solution if and only if gcd(p, q) divides a 1 − a 2 . Lemma 3.3. Let {p i } and {q j } be period structures for the non-periodic Toeplitz sequence e. Then for all i ∈ N there exists j ∈ N such that p i | q j .
Proof. Suppose there exists a p i such that p i q j for all j ∈ N. Note that if p i q j , then p l q j for all l ≥ i. Thus assume i is fixed such that Per p i (e, 0) = ∅, Per p i (e, 1) = ∅, and p i q j for all j ∈ N. Then there exists N ∈ N such that for all j ≥ N the gcd(p i , q j ) = k for some k ∈ N. It thus follows that if ∈ Per p i (e, 1) and m ∈ Per q j (e, 0), then by Lemma 3.2 k (m − ). Note that as p i q j , it follows k = p i , but k | p i .
Fix ∈ Per p i (e, 1) and suppose e +nk = 0 for some n ∈ N. Then there exists a j ≥ N such that + nk ∈ Per q j (e, 0), and thus k | ( + nk − ), a contradiction. Hence e +nk = 1 for all n ∈ N. Now as p i = k and as p i is an essential period, there exists an ∈ Per p i (e, 0) such that e +nk = 1 for some n ∈ N (if not, then Per p i (e) = Per k (e)). Hence there exists a j ≥ N such that + nk ∈ Per q j (e, 1) and it will follow that k | ( + nk − ), again a contradiction. Therefore it follows that for all i ∈ N there exists a j ∈ N such that p i | q j .
Using Lemma 3.3 we may now prove a result about a property that is preserved between two period structures for a given Toeplitz sequence. We refer to this property as the finite time containment property. Definition 3.4. A non-periodic Toeplitz sequence e with period structure {p i } has the finite time containment property for {p i } if for all i ∈ N there exists an > i with the property that whenever k / ∈ Per p i (e) and k ≡ 0 mod p i , then k ∈ Per p (e).
Lemma 3.5. Let {p i } and {q j } be period structures for the Toeplitz sequence e and suppose e has the finite time containment property for {p i }. Then e has the finite time containment property for {q j }.
Proof. Let {p i } and {q j } be period structures for e and suppose that e is such that for all i ∈ N there exists an > i with the property that whenever k / ∈ Per p i (e) and k ≡ 0 mod p i , then k ∈ Per p (e). Set K = {k : k / ∈ Per q j (e), k ≡ 0 mod q j }. Then by Lemma 3.3 there exist i, t ∈ N such p i = t · q j . Hence k ≡ 0 mod p i for all k ∈ K. Further, either k ∈ Per p i (e) for all k ∈ K or there exist k ∈ K for which k / ∈ Per p i (e). In the former case, by Lemma 3.3 there exist r, s ∈ N such that q r = s · p i , and hence k ∈ Per qr (e) for all k ∈ K. In the latter case, there exists ∈ N such that for all k ∈ K, k ∈ Per p (e). Thus, as there exist n, m ∈ N such that q m = n · p , it follows that k ∈ Per qm (e) for all k ∈ K. In all cases, e has the finite time containment property for {q j }.
It thus follows that a Toeplitz sequence e has the finite time containment property for one period structure if and only if it has the finite time containment property for every period structure. Hence, given a Toeplitz sequence e, we may either say that e has the finite time containment property or e does not have the finite time containment property; we do not need to refer to any specific period structure for e when discussing the finite time containment property.
Toeplitz Sequences and Adding Machines
In this section we prove the main results of the paper. We begin with several theorems, propositions, and lemmas that lay the foundation for Theorem 4.7, which states a characterization for a kneading sequence to belong to a unimodal map with an embedded adding machine. Namely, the kneading sequence must be Toeplitz and have the finite time containment property. We then construct an example of a kneading sequence that is Toeplitz and does not have the finite time containment property, hence providing an example of a unimodal map f where c is regularly recurrent under f , but f | ω(c) is not topologically conjugate to an adding machine. Further note that in this case c will be regularly recurrent but not almost periodic(NS). Proof. First assume that e = K(f ) is Toeplitz. Fix > 0. Then there exists N ∈ N such that if e 1 · · · e N = e k+1 · · · e k+N , then d(c, c k ) < . As e is Toeplitz, then there exists p ∈ N such that e 1 · · · e N = e 1+pn · · · e N +pn for all n ∈ N. Hence d(c, c pn ) < for all n ∈ N. It thus follows that c is regularly recurrent. Now assume c is regularly recurrent for the unimodal map f with
Continuing in this manner we see that Aper(e) = ∅. Hence e is Toeplitz, and in fact {M i } i≥0 is a period structure for e.
We note that uniform recurrence of the turning point c does not suffice to guarantee that K(f ) is Toeplitz. Consider the symmetric tent map T with Fibonacci combinatorics; that is, the unimodal map T whose kneading map is defined by Q T (k) = max{0, k − 2}. This map is so named as the cutting times are all terms from the Fibonacci sequence: S 0 = 1, S 1 = 2, S 2 = 3, S 3 = 5, S 4 = 8, . . .. Further, as lim k→∞ Q T (k) = ∞, the turning point c is uniformly recurrent under T . However, considering the initial block 10011 appearing in the kneading sequence K(T ) = 1001110110010100111001001110110011 · · · , this block does not appear in the p-skeleton of K(T ) for any p. Hence the kneading sequence for T is not Toeplitz. We note that if f | ω(c) is topologically conjugate to an adding machine then c is regularly recurrent and also almost periodic(NS). Hence the following result holds. is topologically conjugate to an adding machine, then there is a natural way to define a period structure for K(f ). Let α = q 1 , q 2 , · · · be the infinite sequence generating the adding machine under consideration. As guaranteed by Theorem 2.1, a partition structure on ω(c) can be defined from α such that each partition P n of ω(c) has q 1 q 2 · · · q n elements. Consider the set of i ∈ {1, 2, · · · , q 1 } such that c i lies in an element of the partition not containing c and not straddling c. Then e i = e i+kq 1 for all k ∈ N. Hence each such i has the property that i ∈ Per q 1 (e). Now consider the set of i ∈ {1, 2, · · · , q 1 q 2 } such that c i lies in an element of the partition that does not contain c and does not straddle c. Then e i = e i+kq 1 q 2 for all k ∈ N. So each such i has the property that i ∈ Per q 1 q 2 (e). Since meshP n → 0 as n → ∞ and by Lemma 2.5, we have that the first i such that i / ∈ Per q 1 q 2 ···qn (e) is such that i → ∞ as n → ∞. For each n ∈ N, set p n = q 1 q 2 · · · q n . As f | ω(c) is topologically conjugate to an adding machine, there exists a subset {p n j } j∈N of {p n } i∈N such that each p n j has essential period for K(f ). Further, by construction, p n j | p n j+1 and ∪ j≥1 Per pn j (e) = N. It follows that this sequence {p n j } j∈N is a period structure for K(f ). For ease, we will call a period structure obtained in this manner as a period structure generated from α.
We now establish a stronger relationship between a unimodal map having an embedded adding machine and its kneading sequence being Toeplitz. Proposition 4.5. Let f | ω(c) be topologically conjugate to an adding machine f α and consider the Toeplitz sequence e = K(f ). Then e has the finite time containment property.
Proof. Let {p i } be a period structure for e generated from the α associated with the adding machine. Then P i has p i elements for all i ∈ N. Fix i ∈ N and suppose k / ∈ Per p i (e) and k ≡ 0 mod p i . Then c k lies in an element of P i that straddles c. By Lemma 2.5 there exists a j > i such that all the elements of P j which straddle c are subsets of P i,0 , where P i,0 is the element of P i containing c. It thus follows that c k does not lie in an element of P j straddling c and hence k ∈ Per p j (e). Proposition 4.6. Let e = K(f ) be a non-periodic Toeplitz sequence. If e has the finite time containment property, then f | ω(c) is topologically conjugate to an adding machine.
Proof. Without loss of generality (see Lemma 3.1), we assume e is nonrenormalizable and let {p i } be a period structure for e. Hence we may take f to be a symmetric tent map. Fix > 0. Then there exists an M ∈ N such that if e k+1 e k+2 · · · e k+M = e l+1 e l+2 · · · e l+M then d(c k , c l ) < . Fix i ∈ N such that 1, 2, · · · , M ∈ Per p i (e); clearly p i > M . Then by assumption there exists a j > i such that if k / ∈ Per p i (e) and k ≡ 0 mod p i , then k ∈ Per p j (e), where p j = l · p i for some l ∈ N.
It follows that e mp j +rp i +1 · · · e mp j +(r+1)p i −1 = e np j +rp i +1 · · · e np j +(r+1)p i −1 for all m, n, r ∈ N ∪ {0}. Hence d(c mp j +rp i , c np j +rp i ) < for all m, n, r ∈ N ∪ {0}. As f is a symmetric tent map, d(c mp j +rp i −t , c np j +rp i −t ) < for all m, n, r ∈ N ∪ {0} (where if r = 0 then n, m = 0) and for all t = 1, 2, · · · , p i − 1.
Thus
Since D is relatively dense and is arbitrary, c is almost periodic(NS). By Lemma 2.4, f | ω(c) is topologically conjugate to an adding machine. Proof. This follows directly from Proposition 4.5 and Proposition 4.6.
We conclude this section by showing there exist unimodal maps f such that K(f ) is infinite, non-periodic, and Toeplitz, but f | ω(c) is not topologically conjugate to an adding machine. That is, not every Toeplitz kneading sequence has the finite time containment property. Example 4.8. Let the infinite sequence e be generated as follows:
Step 1 Let e 1+4n = 1, e 2+4n = 0 for all n ∈ N ∪ {0}.
Step 2 Let e 7+8n = 1 for all n ∈ N ∪ {0}.
Step 3 Let e 4+16n = 0, e 8+16n = 0, and e 11+16n = 0 for all n ∈ N ∪ {0}.
Step 4 Let e 3+32n = 0, e 12+32n = 1, e 16+32n=0 , e 28+32n = 0, e 32n = 1 for all n ∈ N ∪ {0}.
Step 5 This leaves coordinates of the form e 19+32n unfilled for all n ∈ N ∪ {0}. map; that is, g is the unique map in the logistic family with periodic points of period 2 n for all n and no other periodic points.
Note that by construction, e is a Toeplitz sequence, and as K(g) is not periodic, e is not periodic. We may define a period structure {p i } for e by p i = 4
i for all i ∈ N. Note that 3 / ∈ Per 4 (e) and 3 ≡ 0 mod 4. Let k be an arbitrary positive integer such that k ≡ 3 mod 4. Suppose there exists m ∈ N such that k ∈ Per m (e) for all such k. Then e 19 e 51 e 83 e 115 · · · must form a periodic sequence (as 19 + 32n ≡ 3 mod 4 for all n ∈ N ∪ {0}), but this is a contradiction. Hence e does not have the finite time containment property for {p i }, and thus will not have the finite time containment property for any period structure.
Finally, note that e is shift maximal. This may be verified by checking e σ k (e) for all k ∈ N. Similarly, we may assign an admissible integer function Q for this sequence by
, 2, 3, 5, 8, 5n, 5n + 2} for n ≥ 2, 2 if k ∈ {4, 7, 9, 5n + 1} for n ≥ 2, 3 if k = 6, 5 if k = 5n + 3 for n ≥ 2, k − 5 if k = 5n + 4 for n ≥ 2.
Hence there exists a unimodal map f such K(f ) = e, and by Theorem 4.7, although K(f ) is a non-periodic Toeplitz sequence, f does not have an embedded adding machine. That is, f is an example of a unimodal map for which c is regularly recurrent but not every point of ω(c) is regularly recurrent under f . Further, although the turning point is regularly recurrent, it is not almost periodic(NS).
We have now provided another characterization for the restriction of a unimodal map to its omega-limit set of the turning point to be topologically conjugate to an adding machine, and this characterization relies only on the kneading sequence for the map. The question remains whether there is an algorithm to construct Toeplitz kneading sequences with the finite time containment property. Further, are there any interesting results involving the unimodal maps whose kneading sequences are Toeplitz but do not have the finite time containment property?
