The spatial mapping of losses attributable to such disasters is now well established as a means of describing the spatial patterns of disaster risk, and it has been shown to be suitable for many types of major meteorological disasters. However, few studies have been carried out by developing a regression model to estimate the effects of the spatial distribution of meteorological factors on losses associated with meteorological disasters. In this study, the proposed approach is capable of the following: (a) estimating the spatial distributions of seven meteorological factors using Bayesian maximum entropy, (b) identifying the four mapping methods used in this research with the best performance based on the cross validation, and (c) establishing a fitted model between the PLS components and disaster losses information using partial least squares regression within a specific research area. The results showed the following: (a) best mapping results were produced by multivariate Bayesian maximum entropy with probabilistic soft data; (b) the regression model using three PLS components, extracted from seven meteorological factors by PLS method, was the most predictive by means of PRESS/SS test; (c) northern Hunan Province sustains the most damage, and southeastern Gansu Province and western Guizhou Province sustained the least.
Introduction
Meteorological disasters seriously threaten human life and property. Risk mapping methods in describing the spatial distribution of meteorological disaster risk have been applied to a range of major meteorological disasters, including floods and other water-based disasters [1, 2] , drought [3, 4] , wind [5] , freezing rain and snow disaster [6] , and tropical cyclones [7, 8] . A more reliable and efficient comprehensive form of risk assessment could improve emergency responses and allow people to evacuate and take protective measures before a disaster [9] and provide support for urban planning [10] . Meteorological factors are considered particularly important, because both meteorological disasters and secondary disasters are profoundly affected by meteorological factors: excessive precipitation is the main cause of flooding and other water-based disasters, abnormal temperatures contribute to droughts and cold disasters, and strong winds contribute to gales. Losses attributable to meteorological disasters have a strong connection to meteorological factors, whose values can be estimated from the spatial and temporal distribution of those factors. In this way, research into the link between meteorological factors and losses associated with meteorological disasters is much needed.
Scholars determine the spatiotemporal distribution of meteorological factors using different techniques, such as linear or nonlinear regression [11] [12] [13] , artificial neural networks [14, 15] , and several kriging methods [16, 17] . At present, ground-based meteorological observation systems cannot provide explicit information, mainly because of the complex topography in the study areas, as well as the sparsity of meteorological stations [18] . In this way, spatial interpolation techniques are essential to the mapping of meteorological factors, and values at unmeasured locations can be estimated 2 Advances in Meteorology based on existed observations. In addition, these studies have shown that meteorological factors are not only regionalized variables but also correlated with other variables, such as other meteorological factors, longitude, latitude, elevation, and slope [19, 20] . If these variables are not taken into consideration, accurate estimates cannot be made. Bayesian maximum entropy (BME) approach provides a numerical estimation framework for spatiotemporal analysis and mapping [21] [22] [23] . Some BME applications [24, 25] have been shown to be more accurate than previous spatial interpolation techniques, and all these advantages facilitate the process of spatially mapping multiple meteorological factors accurately.
In recent years, a large number of researchers have tried to utilize different theories to analyze meteorological disasters and their losses and have made great progress in the study of the prediction, prevention, and other matters related to disastrous meteorological events. Some works have used Grey systems theory to analyze the dynamic situation and future trends of disaster risk [8, [26] [27] [28] . Besides, 3S technology, that is, RS, GPS, and GIS, has been widely applied to disaster warning, monitoring, and integrated risk assessment [29] [30] [31] . Some regression methods have been used for building the relationship between hazard factors and disaster losses after disasters [32, 33] .
These methods are often limited to analysis of the values of potential losses or impacts, including casualties, economic losses, resettled persons, and regression prediction models of disaster losses educed by single meteorological disaster. When using these methods, it is difficult for researchers to ensure the exact probability distribution of the disastrous meteorological events without sufficiently large numbers of sampling data; it is also difficult for them to evaluate whether or not the final assessment is reasonable.
Few scholars have evaluated the exact relationship between the distribution of multivariate meteorological factors and its historical disaster loss information for a specific area. However, traditional multivariate regression requires independent input variables, and the regression model obtained from this traditional method is unstable due to the strong correlation between meteorological factors [34] . Data dimension reduction techniques, such as partial least square (PLS), offer an approach to reduce multicorrelated variables to linearly independent components, and a reasonable regression model can be established using only a few components, which are able to explain most information in meteorological factors [35] .
The following issues need to be resolved in this study: (1) The current sparse meteorological data from the observation station show that the accuracy of spatial distribution estimation of meteorological factors must be improved; (2) the relationship between the spatial distribution of mean annual values for multiple meteorological factors and the losses of meteorological disasters in the studied area needs to be made clear for the studied area; (3) for the sake of providing a scientific basis for meteorological disaster prevention and urban planning, the contributions of each meteorological factor to the disaster-induced losses and their specific causes need to be analyzed.
The purposes of this BME-PLS method are to (1) estimate the mean annual distribution in the studied area of seven meteorological factors through the integration of prior knowledge and statistical correlation between meteorological factors and soft data using BME method, (2) compare the performance of four mapping methods (kriging, cokriging, and univariate and multivariate BME with probabilistic soft data) and identify the method with the best performance as indicated by the final distributions, (3) extract linearly independent PLS components from a sampling data set of meteorological factors using PLS regression, establish a fitted model between the PLS components and disaster loss information (including droughts, heavy-rain floods, hightemperature disasters, and frost disasters), and analyze the efficiency of the fitting, and (4) present a distribution map of regional integrated disaster loss. This methodology is useful in the evaluation of synthetic losses of any concerned meteorological disasters in any region of interest, and a loss risk map can be an important reference for disaster prevention and urban planning.
Material and Methods

Methodology.
The main contents of the BME-PLS approach used in this research are composed of three processes, that is, the area of interest and preprocessing of original meteorological data, BME methodology, and partial least squares regression method (Figure 1 ). BME methodology was used to acquire the spatial distribution of seven meteorological factors, including average annual precipitation, average temperature, average relative humidity, average barometric pressure, average annual sunshine duration, average water vapor pressure, and average wind speed. A regression model was developed using PLS to estimate the effects of the spatial distribution of these factors on losses associated with meteorological disasters in a specific area to both illustrate the methodology and demonstrate disaster loss mapping.
Area of Interest and Preprocessing of Original Meteorological Data.
The study area is located within 105.0
This area has both temperate monsoon climate and subtropical monsoon climate, which are approximately divided by the Qinling Mountains-Huai River. More than 300,000,000 people live and work in the area, mainly within the urban agglomeration. There are also several villages with populations ranging from a hundred to several thousand inhabitants. The meteorological disasters that frequently take place in this area have had a negative impact on transportation, industrial production, and daily life. The four types of disasters that cause the most serious losses are droughts, heavy-rain floods, high-temperature disasters, and frost disasters [36] . The geographical location of the studied area and the locations of 121 meteorological stations in this area are shown in Figure 2 .
Hard data locations are marked with triangles ( ) and soft data locations are marked with circles (I).
Data set used in this research includes 121 sampling locations (i.e., meteorological stations), which consist of 60-year-average values of each meteorological factor per location along with their coordinates. Figure 3 shows the flow chart of the processing of original meteorological data. At 111 of these locations, so-called "true" values of meteorological observed data were available. These are considered exact data; that is, at these locations the sampling data were deemed to have no measurement errors. Therefore, we called these stations as "hard data stations."
At the rest of 10 sampling locations, their available data consisted of the historical statistical laws of each meteorological factor, and these locations are called "soft data stations." In this way, the soft data within each sampling location describes the uncertainty using probabilistic soft data. These data represent the historical statistical laws of each meteorological factor reflecting the uncertainty around the accurate sampling data. The soft data set (here, referred to as the soft probabilistic data) used in spatial mapping is based on the statistical analysis of long sequences of observed meteorological data available at the 10 locations mentioned above. These soft probabilistic data were rigorously incorporated into the BME mapping process presented in this research.
BME Methodology.
The BME approach has been applied to a variety of studies with considerable success [18, 22, 25, [37] [38] [39] [40] [41] . We implement the BME estimation for the distribution of seven meteorological factors by using the BMElib suite of functions in Matlab [39] .
The spatial distribution of average annual values of seven meteorological factors is represented as a spatial random field. The purpose of the present work was to estimate the values of the random field, ( ), at a nonmeasuring location, ( ̸ = = 1, . . . , ), given data at hard locations ( = 1, . . . , ). The knowledge used in this estimating process of BME approach can be divided into two aspects, that is, sitespecific knowledge ( -KB) and general knowledge ( -KB) [40] .
Present work primarily discusses the main steps of the BME methodology that are relevant to this study.
Prior Stage.
The purpose of this step is to maximize information content using -KB only [21, 25] . In this study, map is comprised of hard data vector hard , soft data vector soft , and the value to be estimated :
Here, we use Shannon's information criterion [25, 42] as a measure of information:
Here, ( map ) is the prior pdf acquired only by -KB [25] .
Shannon entropy function can be expressed as follows:
The following formula gives the physical constraints imposed by -KB:
Here, ( map ) are functions chosen such that the -KB is fully accounted for during the BME estimation process; and the expectations, [ ( map )], provide the statistical moments of interest [25] . Equation (4) gives the prior multivariate pdf:
Here, = ∫ exp(∑ =1 ( map )) map is a normalization constant; are Lagrange multipliers [25] .
Meta-Prior Stage.
The probabilistic type of soft data can be represented as = { soft : [ soft ≤ ] = ( ) for ∈ } [40] . In this study, assume that 108 exact meteorological stations are available at the locations hard = ( 1 , . . . , 107 , 108 ) and that 10 uncertain data sets are available at the locations soft = ( 109 , . . . , 117 , 118 ) (see Section 2.2 for details).
Posterior Stage.
We can acquire the posterior pdfs of each meteorological factor based on the conditional probability law [25] :
Here, ( ) represents the posterior pdf; ( , hard , soft ) is the prior pdfs. When soft data is expressed in the form of the pdfs, the posterior or BME pdf is produced:
Here, ( soft ) is the pdf defined based on -KB. The estimated results of four different methods (i.e., kriging, cokriging, and univariate BME with probabilistic soft data and multivariate BME with probabilistic soft data) were evaluated and compared using cross-validation [18] .
represents the experimental error between the estimated value and the corresponding sampling value 1 at location , respectively:
In this research, we repeat this estimation for the experimental data size = 10.
The cross-validation statistics of mean error (ME) can be represented as follows:
The mean absolute error (MAE) is as follows:
The root mean square error (RMSE) is as follows:
Partial Least Squares Regression
Method. This PLS method can be considered as a two-step regression technique, and its aim is to construct a linear relationship between the input variables and output variables [43] . Many previous works have described this regression method in detail [44] [45] [46] . The chief purpose of the following paragraphs is to introduce the main steps of this regression method used in this research.
In the first step, (input variables) and (output variables) metrics are decomposed in some latent variables:
In (11), is the score and is the loading for the matrix; similarly, is the score and is the loading for the matrix in (12) . The matrices and correspond to the residuals associated with the PLS modeling.
In the second step, we construct a linear inner relation linking between and :
where represents the diagonal matrix; is the residual matrix.
Finally, we can acquire the PLS regression by the following:
Here, represents the matrix of regression coefficients:
is the residual matrix.
In this research, we used the Matlab (MathWorks) software suite to perform PLS regression. The input data set consisted of a 111 × 7 matrix of the sampling values of seven meteorological factors at 111 hard locations (7 variables). Let (111 × 7) be the input matrix for PLS regression. The th (1 ≤ ≤ 111) row vector of , denoted by , consists of 7 variables which are the values of seven meteorological factors. Let be the (111 × 1) output matrix, which consisted of a 111 × 1 matrix of absolute index of meteorological disaster loss with 111 hard locations (1 variable). The th (1 ≤ ≤ 111) column vector of is the output vector of which each variable corresponds to the attribute of stimulation, and corresponds to the attribute of absolute index of meteorological disaster loss. Absolute index of meteorological disaster loss was used in this study to evaluate the regional degree of damage, calculated as follows:
Here, is the subarea of the studied area; is the index of each disaster loss involved in this study, that is, disasteraffected population, death toll, evacuated population, area of farmland damaged by the disaster, area of crop failure, number of collapsed buildings, number of damaged buildings, and direct economic losses; is the absolute index of meteorological disaster loss;
is the index value of the th disaster index in th subarea; and is the weights of these disaster indices. Here, higher values of absolute index of meteorological disaster loss represent greater losses due to meteorological disaster.
To evaluate the ability, it is justifiable to use the decrement of error as a criterion for choosing PLS components. This gives the researcher a measure of predictive power, the predictive residual error sum of squares (PRESS) [47] . When using components to build the PLS regression model, PRESS is calculated as the sum of squares of the differences between the predicted result for each location (when it is left out of the PLS regression) and the sampling value of the 6 Advances in Meteorology dependent variables. Then, SS −1 is calculated using − 1 components and the whole data set to build the PLS regression model. SS −1 denotes the error sum of squares (SS), similar to PRESS but leaving out no data during modeling. PRESS /SS −1 evaluates the predictive ability of the th component in the model. If PRESS /SS −1 ≤ 0.95 2 , the th component makes a significant contribution to the predictive ability of the model [47] , so the component will be used in building the model. Otherwise, no more components will be added to the model. Figure 4 shows a flow chart of PLS. Figure 5 shows the pdfs generated at these soft locations to have rectangle shapes. The shapes of soft pdfs were based on statistical analysis of long-time data sequences of meteorological factors. Figure 6 presents the cross-validation results for the kriging, cokriging, and univariate BME with probabilistic soft data and multivariate BME with probabilistic soft data.
Numerical Results and Plots
Comparison of ME, MAE, and RMSE uses these four methods for (a) annual precipitation, (b) average barometric pressure, (c) average wind speed, (d) average temperature, (e) average water vapor pressure, (f) average relative humidity, and (g) annual sunshine duration. Figure 7 shows the spatial distributions of seven meteorological factors in the studied area, obtained by multivariate BME with probabilistic soft data.
As presented in Figure 8 (a), when using three PLS components in the regression model, the cross-validation result of PRESS/SS was less than 0.95 2 , and those when using more components were greater than 0.95 2 . Figure 8(b) shows that the first PLS components captured approximately 36.5% of the total variance, and the first and second PLS components captured approximately 62.6% of the total variance, and the first through third PLS components captured approximately 79.7% of total variance. Table 1 shows the loadings of each meteorological factor in each PLS component. All these meteorological factors had similar loadings in the first PLS component except average wind speed and annual sunshine duration, which had small loadings. In the second PLS component, average wind speed and annual sunshine duration had the largest loadings, and average temperature, average wind speed, and average relative humidity had negative loadings. In the third PLS component, all the factors had relatively small loadings.
Advances in Meteorology Annual sunshine duration (h) Probability density (g) Figure 5 : Soft pdfs used in BME estimation. Figure 9 shows the correlation between each meteorological factor. The correlation plots (Figure 9(a) ) and correlation coefficients (Figure 9(b) ) show strong correlations between each set of meteorological factors except for the third, average wind speed.
Variables 1 through 7 represent hard data concerning annual precipitation, average barometric pressure, average wind speed, average temperature, average water vapor pressure, average relative humidity, and annual sunshine duration, respectively, after zero-mean-and-unit-variance normalization. Figure 9(a) shows the probability distribution histogram and correlation plots of seven meteorological factors after zero-mean-and-unit-variance normalization. Figure 9 (b) shows the correlation coefficients between seven meteorological factors. Figure 10 shows the spatial distributions of the first three PLS components in the studied area. Figure 10 (a) presents the distribution of these components, extracted from hard data of seven meteorological factors. With the spatial distributions of those factors, obtained with multivariate BME method, and the loadings of each factor, the explicit spatial distributions of those components were obtained, as presented in Figure 10( Figure 11 (a) presents the residuals of the predictions of PLS regression model, and Figure 11 (b) presents the correlation plot of these predictions. The correlation coefficient between the predicted output and measured output is 0.77. Figure 12 shows the distribution of meteorological losses risk in studied area. In the middle of the area, which is in northern Hunan Province, the risk of meteorological losses was greatest. It was lowest in the northwest and the southwest parts of the study area, which are in southeastern Gansu Province and western Guizhou Province, respectively.
Discussions
The spatial distributions of different meteorological factors and the risk of meteorological disasters have been studied in many ways, and a great deal of knowledge regarding the mechanisms underlying disasters has been reported, including ways of developing risk maps, which are used in disaster prevention, emergency resource scheduling, and urban planning. However, few scholars have studied the effects of the spatial distribution of multivariate meteorological factors on losses related to meteorological disasters in specific areas. In this study, the following issues were resolved: (1) the BME method in the BME-PLS model can be used to produce an accurate spatial distribution map of seven meteorological factors in the case of current sparse meteorological observation system and to provide inputs for PLS fitting model; (2) the PLS method in the BME-PLS model can be used to build a PLS fitting model to evaluate the regional degree of damage between the spatial distribution of mean annual values for seven meteorological factors and the losses originated by four meteorological disasters in the studied area; (3) the contribution of each meteorological factor to the disaster losses and its causes was analyzed, and these results may provide support for disaster prevention and urban planning. Average annual spatial distributions of meteorological factors are important estimators, and the acquisition of accurate estimated values within the studied area is a prerequisite for building regression model of the relationship between the distribution of multivariate meteorological factors and historical disaster-related losses. Some studies have focused on finding the potential distribution regularity of meteorological factors in different regions or the laws governing the spread of infectious diseases by integrating hard data and soft data into a BME framework [22] . These studies show that meteorological factors not only are suitable regionalized variables but also are correlated with other variables and if these other variables are not taken into consideration, more accurate estimates cannot be made. In most cases, partial detailed and accurate meteorological data are available from present ground-based meteorological observation systems. Relatively few studies have evaluated the content of the distribution of various meteorological factors of a selected area, on the same time scale.
The BME approach showed good performance in mapping results after comparing the performance between BME and traditional spatial interpolation techniques ( Figure 6 ). The MAE and RMSE of estimators by multivariate BME with probabilistic soft data were the closest to zero of any of the meteorological factors for all these methods (Figures 6(a)-6(g) ). The ME fluctuated due to the offset of the positive errors and minus errors, so Figures 6(a), 6 (d), 6(f), and 6(g) show the minimum ME of estimators by multivariate BME, those associated with univariate BME are shown in Figure 6 (b), and Figures 6(c) and 6(e) show the minimum ME of estimators by cokriging. The multivariate methods (cokriging and multivariate BME) were more accurate than univariate methods (kriging and univariate BME), and the BME methods (univariate BME and multivariate BME) were more accurate than kriging methods (kriging and cokriging). In all the cases, the best results were produced by multivariate BME with probabilistic soft data, better than those produced using kriging, cokriging, and univariate BME with probabilistic soft data. Generally speaking, performance in the estimated results was determined very well using BME approach, because it took soft information and spatial correlation information of these seven meteorological factors into account.
The estimation of the distribution of meteorological disaster losses in space is essential. Here, PLS regression was used to evaluate the effects of the spatial distribution of these seven factors on meteorological disaster losses in a specific area. Results showed that the reduction of the number of input variables by PLS removed their collinearity, and the 3-PLS-component regression model provided the best predictive ability (Figure 8 ). This reduction help offer an intuitive comprehension of the intricated relationships between meteorological factors and meteorological losses. The variable loadings are indicative of the importance of each meteorological factor used in the PLS method. The first PLS component is an integrated influence of all of these meteorological factors except average wind speed and annual sunshine duration, which made few contributions to the first PLS component. The second PLS component was mainly affected by average wind speed and annual sunshine duration. Average temperature, average wind speed, and average relative humidity had negative influence on it. In the third PLS component, all the factors had relatively low loadings (Table 1) . Among all seven meteorological factors, the regression model (see (17) ) shows that average barometric pressure contributes more to the meteorological disaster losses in the studied area than any other factor. Barometric pressure has a close correlation with altitude. The lower the altitude, the higher the barometric pressure. The low-altitude part in the studied area is mainly Yangtze River Plain, Huabei Plain, and Sichuan Basin, where the population is large, and agriculture and commercial activity are prosperous, so meteorological disasters may cause large losses here. This was indirectly explained by the significance of barometric pressure that became visible in the model. Annual precipitation is the second significant factor to the disaster losses. It explains the losses caused by water-based disasters. The third significant factor is annual sunshine duration, which refers to times without precipitation and explains the severity of drought losses. The following factor, average temperature, also contributes to disaster losses, and its negative efficiency in the model indicates losses caused by low temperatures. The fifth significant factor is average relative humidity, which is supplementary information regarding water-related disasters and drought. The penultimate factor is average wind speed. Its relatively small coefficient value suggests that the wind disaster in the area contributes relatively little to the meteorological disaster losses. Average water vapor pressure has the smallest coefficient value in the model, close to zero, which means this factor has little influence on those losses. With the regression model and the spatial distributions of seven meteorological factors, the risk of losses due to meteorological disasters in the studied area was evaluated. Result showed northern Hunan Province to have the highest risk and southeastern Gansu Province and western Guizhou Province to have the lowest (Figure 12 ). The results of estimation were consistent with the traditional understanding of regional disasters [36] . However, they are a relatively objective reflection of the spatial distribution of losses associated with four actual meteorological disasters. This indicates that the BME-PLS approach is suitable for studies of spatial distribution of losses associated with such disasters.
From what has been discussed above and from previous methods and results, the following can be found: (1) Through the comparison of the interpolation results using crossvalidation, results showed that the BME method performs better than the traditional interpolation methods (kriging and cokriging) with respect to the precision of interpolated results, and the multivariate BME method was found to be the most precise of the four methods of estimation used here; (2) the PLS method in the BME-PLS model can be used to determine the relationship between meteorological factors; losses associated with four kinds of meteorological disasters were constructed, the PLS components were extracted, the spatial correlations between meteorological factors were found, and the index of disaster losses was fitted. As shown in the residual plot and scatter plot, results showed that the model had a high fitting accuracy. However, other fitting methods cannot extract components or facilitate analysis of the contribution and relationship of meteorological factors.
This study suffers from limitations that should be addressed.
First, only moderately detailed descriptions of disasterassociated losses were available for the research area. PLS was used to reduce the dimensionality of the output variables, that is, by the aid of using the multidimensional disaster loss variables, to better facilitate PLS regression. Second, the spatial distribution of disaster losses at different times requires more investigation. The dynamic changes of the distribution of disaster losses were found to vary over time by extending the BME model from now spatial dimension to space-time dimension and analyzing the laws associated with this change.
Conclusions
To estimate losses associated with meteorological disasters in the studied area, kriging and BME methods and univariate cases and multivariate cases were compared, and a regression model was established using PLS, covering seven meteorological factors and meteorological disaster losses. The flexibility of BME allowed the assimilation of prior knowledge and soft data, which improved the accuracy of the estimation process. Correlations between meteorological factors provided in the multivariate cases rendered the results even more accurate. Using cross-validation tests, multivariate BME with probabilistic soft data was found to be the best method for estimating the spatial distributions of the seven meteorological factors in the studied area. The regression model using three PLS components extracted from seven meteorological factors using PLS was found to be most predictive by means of PRESS/SS test. With the regression model and the spatial distributions of seven meteorological factors, the risk of meteorological disaster losses in the studied area was evaluated. The results showed that northern Hunan Province had the highest risk and southeastern Gansu Province and western Guizhou Province had the lowest risk within the area. The distinct advantages of the BME-PLS method over previous methods can be summarized from the above discussion: (1) This method shows the more accurate spatial distribution of meteorological factors and regional disaster losses compared to previous methods. (2) It is not only able to identify the detailed distribution of regional disaster losses. Rather, it can also find the relationship between meteorological factors and determine the contribution of specific meteorological factor to disaster losses. It provides supports for meteorological disaster prevention and reduction, emergency resource allocation, and new urban development. (3) It is universal and extensible. This BME-PLS method was found to be predictive in the estimation of the risk of losses associated with meteorological disasters and can be used in other areas of interest, covering more different types of meteorological disasters.
