Crop cultivation depends on rainfall, quality of the soil and climatic conditions, short of any one of these leads to loss of crop. Diseases are major for loss of crop and really a challenge to control the diseases. Most of the plants diseases are caused by fungus, bacteria, viruses, etc. Plant disease diagnosis is an art as well as science. The diagnostic process (i.e. recognition of symptoms and signs) is inherently visual and requires intuitive judgment as well as the use of scientific methods. Photographic images of symptoms and signs of plant diseases used extensively to enhance description of plant diseases are invaluable in research, teaching and diagnostics, etc. Plant pathologists can incorporate these digital images using digital image transfer tools in diagnosis of plant diseases.
Farmers are very much concerned about the huge costs involved in these activities and severe loss. The cost intensity, automatic correct identification and classification of diseases based on their particular symptoms are very useful to farmers and also agriculture scientists. Early detection of diseases is a major challenge in horticulture/agriculture science. Development of proper methodology is certainly of use in these areas. Many diseases produce symptoms, which are the main indicators in field diagnosis. But plant disease detection is at most need for farmers. Due to natural calamities and diseases, we incur losses amounting to few crores every year. Early detection will help farmers to avoid huge loss. As such, several important decisions regarding safe practices, the production and processing of plants have been made in the recent past. Technology support would help them in this aspect by cutting on cost of pesticides. One of the main concerns of scientists is the automatic disease diagnosis and control. Computer vision systems would help to tackle the problem (Pujari et al., 2013b) .
To know the state-of-the-art in automation of tasks/ activities in agricultural field and recognition of plant diseases using machine vision techniques, a survey is made. The gist of the survey carried out is given as follows. Barbedo (2013) presented a survey on methods that use digital image processing techniques to detect, quantify and classify plant diseases from digital images in the visible spectrum. The selected proposals are divided into three classes according to their objective: detection, severity quantification, and classification. Bandi et al. (2013) proposed machine vision and image processing techniques in sleuthing the disease mark in citrus leaves. Citrus leaves were investigated using texture analysis based on colour co-occurrence matrix (CCM) and classified using various classifiers. Dubey et al. (2012) proposed image processingbased approach to evaluate diseases of apple. Local binary features were extracted from the segmented image, and finally images were classified using a multi-class support vector machine (SVM). Guru et al. (2011) have presented a novel algorithm for extracting lesion area and application of neural network to classify tobacco seedling diseases. First order statistical texture features were extracted from lesion area and probabilistic neural network (PNN) is employed to classify anthracnose and frog-eye spots present on tobacco seedling leaves. Al-Hiary et al. (2011) have evaluated a software solution for automatic detection and classification of plant leaf diseases. The affected area was segmented and texture analysis was done using CCM. Neural network classifier was used to classify various plant diseases. Sankaran et al. (2010) reviewed advanced techniques for detecting plant diseases. Some of the non-invasive techniques have been used for plant disease detection. The two major categories for non-invasive monitoring of plant diseases, namely spectroscopic and imaging techniques and volatile organic compounds profiling-based technique, were used for recognizing plant diseases. Rumpf et al. (2010) Plant diseases are visually observable patterns of a particular plant. Varieties of plant diseases, which are recognized by human beings, are identical or look similar in appearance. In this paper, we have considered recognition of fungal disease symptom like powdery mildew, looking similar in appearance affected on different produce. The powdery mildew symptom affected on produce like grape, mango, chili, wheat, beans and sunflower are considered for classification. Colour and texture features are extracted from image samples of produce affected by powdery mildew symptom. The extracted features are then used as inputs to knowledge-based and artificial neural network (ANN) classifiers and tests are performed to classify image samples. The colour analysis is done using Red, Green, Blue (RGB) and Hue, Saturation, Intensity (HSI) models. Texture analysis is done using gray level co-occurrence matrix (GLCM). The overall average classification accuracy with colour, texture and combined features are 70.48 %, 70.07 % and 76.61 % respectively using the ANN classifier. The overall average classification accuracy has increased to 71.92 %, 80.60 % and 87.80 % with colour, texture and combined features respectively using the knowledge-based classifier.
keywords: plant disease, powdery mildew, feature extraction, knowledge base, artificial neural network DOI: 10.2478 DOI: 10. /ata-2014 proposed automatic methods for an early detection of plant diseases are vital for precision crop protection. The main contribution of this paper is a procedure for the early detection and differentiation of sugar beet diseases based on SVM and spectral vegetation indices. Cui et al. (2010) report research outcomes from developing image processing methods for quantitatively detecting soybean rust severity from multi-spectral images. To achieve automatic rust detection, an alternative method of analyzing the centroid of leaf colour distribution in the polar coordinate system was investigated. Leaf images with various levels of rust severity were collected and analyzed. Kim et al. (2009) investigated the potential of using colour texture features for detecting citrus peel diseases. Classification models were constructed using the reduced texture feature sets through discriminant function based on the measure of generalized squared distance. Boissard et al. (2008) have presented a cognitive vision system that combines image processing, learning and knowledge-based techniques in early disease detection in crops. Huang (2007) has presented an application of neural network and image processing techniques for detecting and classifying phalaenopsis seedling diseases. The texture features using gray level co-occurrence matrix (GLCM) and colour features were used in the classification procedure. Back propagation neural network (BPNN) classifier was employed to classify phalaenopsis seedlings diseases. Pydipati et al. (2006) have used computer vision and image processing techniques in the early detection and classification of diseased citrus leaves from normal citrus leaves. The colour texture feature using CCM was used as an input to various classifiers.
From the literature survey it reveals that machine vision has the potential to become a viable tool to identify disease type. Although several image processing approaches have been presented for detection of plant diseases, no attempts are made for recognition of identically looking disease symptoms affected on different types of agriculture/ horticulture produce. There are several disease symptoms looking identical and similar in appearance like rust, leaf spot, anthracnose, powdery mildew, etc. on the affected produce. Due to unavailability of sufficient number of data sets, we have limited the present work only to the recognition of identically looking powdery mildew symptom. In this paper, we have developed a methodology using image processing techniques for determining the type of produce affected by identically looking powdery mildew symptom.
Powdery mildew (Blumeria graminis) is considered one of the most common, easily recognized fungal disease symptoms. The disease is most commonly observed on upper sides of leaves. It also affects the bottom sides of leaves, young stems, buds, flowers and young fruit. Powdery mildews are characterized by spots or patches of white to grayish, talcum-powder like growth. Powdery mildew symptom affects wide range of plants. In the present work, we have considered powdery mildew symptom affected on produce like grape (Vitis vinifera), mango (Mangifera indica), chili (Capsicum annuum), wheat (Triticum), beans (Phaseolus vulgaris), and sunflower (Helianthus annuus). The sample images of produce affected by powdery mildew symptom are shown in Figure1.
The paper is organized into four sections. Section 2 gives the proposed methodology. Section 3 describes results and discussion. Section 4 gives conclusion of the work.
In the present work, tasks like image acquisition, pre-processing, feature extraction, and classification are carried out. The classification tree is given in Figure 2 . The detailed block diagram of adopted methodology is shown in Figure 3 .
Material and methods figure 1
Visual powdery mildew symptom affected on: (A) grape, (B) mango, (C) chili, (D) wheat, (E) beans, (F) sunflower 
Results

Image set
We have considered image samples of produce affected by powdery mildew symptom like grape powdery mildew (Uncinula necator), mango powdery mildew (Oidium mangiferae), chili powdery mildew (Leveillula taurica), wheat powdery mildew (Blumeria graminis f. sp. tritici), beans powdery mildew (Erysiphe polygoni), and sunflower powdery mildew (Golovinomyces cichoracearum) for the study. The image samples were obtained from the Department of Plant Pathology at the University of Agricultural Sciences, Dharwad, India. In the present work, powdery mildew symptom affected on leaves considered as the first signs and symptoms appears on leaves and ambiguity in recognition is more on leaves compared to other parts of plants.
Image acquisition and pre-processing
The single powdery mildew affected image is captured by digital camera. For image acquisition, a colour camera (DXC-3000A, Sony, Tokyo, Japan) was used. The camera has a zoom lens of 10-120 mm focal length and a 72 mm close-up lens set. The camera is vertically oriented and approximately a distance of 0.5 meter is maintained while capturing the images. The images are acquired after 7 days of the first appearance of powdery mildew symptom on leaves. The quality of the image is decisive for the results of analysis, affecting both the ability to detect features under analysis and precision of subsequent measurements. To improve the quality of the image, pre-processing steps are applied over image. The pre-processing of image includes shade correction, removing artifacts and formatting. Some images, primarily from digital cameras, exhibit irregular illumination, called shade. Some regions are brighter and some others are darker than the mean value for the whole image. This phenomenon is a consequence of inaccuracy in the system and first of all due to an uncontrollable lightning conditions. Precise tuning of camera is done to minimize this effect. The images contain some artifacts induced like scratches, smearing, relief, pull-outs, comet tails or lapping tracks. We have used median filter to remove such artifacts. Formatting deals with storage representation and setting the attributes of the image. The images acquired from the camera are of 1920 X 1080 pixels and are reduced to a 400 × 300 size for the reasons of reducing computational time required for features extraction and their storage on the medium.
Feature extraction
Human beings recognize objects in the real world by the visual features such as colour, size, shape, and texture. From the images shown in Figure 1 , we find that the image samples of powdery mildew symptom affected on produce look similar. This task is challenging when we wish to deploy automation. Hence, in this work, we have used both colour and texture features for image analysis. Colour features are extracted using RGB and HSI colour models. Texture features are extracted using the gray level co-occurrence matrix (GLCM) method. We have used a total of 18 colour features and 24 texture features which are extracted from the images of produce affected by powdery mildew symptom (Pujari et al., 2013a (Pujari et al., , 2013b .
Classifiers
We have adopted knowledge-based and artificial neural network (ANN) classifiers in the recognition and classification of images of produce affected by powdery mildew symptom.
knowledge-based classification
The knowledge base is a collection of rules or other information structure derived from human expert. The major components of any knowledge-based classifier are identified as a fact base and an inference engine. The fact base and rule base combine to form a knowledge base and form the kernel of any knowledge-based classifier. The block schematic view of a typical knowledge-based system is shown in Figure 4 .
The features extracted from images are stored in the knowledge base. Typically, the rules are in the form of if/ then statements. A number of related rules collectively correspond to an inference, which leads from some initially known facts to some useful considerations. The minimum and maximum values of each of the colour and texture features are used as knowledge during classification of image samples for colour and texture features. The process adopted for classification is given by Algorithms 1 & 2. 
artificial neural network-based classification
In order to corroborate the accuracy of classification obtained from knowledge-based classifier, we have considered a multilayer back propagation neural network (BPNN) as an alternate model to recognize the produce affected by powdery mildew symptom. We have used six output nodes and forty two input nodes corresponding to six chosen categories of produce affected by powdery mildew symptom and chosen forty two features respectively. We have used sigmoid activation functions in the hidden layers. The number of nodes in the hidden layer is calculated using Equation (1). (1) where: n -number of nodes in hidden layer I -number of inputs feature O -number of outputs y -number of inputs pattern in the training set
The steps involved in recognition and classification of image samples using knowledge-based and artificial neural network (ANN) classifiers is given in Algorithm 3. algorithm 3: Recognition and classification of image samples input: Images of produce affected by powdery mildew symptom output: Recognized and classified images start
Step 1: Collect the images of produce affected by powdery mildew symptom Step 2: Extract different colour and texture features
Step 3: Train the knowledge-based and BPNN with extracted features Step 4: Collect test images and perform step 2
Step 5: Recognize and classify the images using knowledgebased and BPNN stop.
All the algorithms used in this work are implemented using MATLAB 7.10. The image samples are divided into two halves and one half is used for training and other is for testing. The percentage of recognition and classification accuracy is defined as the ratio of correctly recognized image samples to the total number of test image samples. The percentage accuracy is calculated as given by Equation (2). Percentage accuracy (%) = (2) We have considered 600 image samples (100 samples of each type). We trained with 300 samples (50 images of each type) and tested with remaining 300 samples. The training and testing are carried out with colour and texture features.
Results and discussion
correctly recognized image samplex total number of test image sample es ×100
Classification accuracy using knowledge-based classifier
The classification results with colour, texture and combined features using knowledge-based classifier are given in 
Classification accuracy using ANN classifier
The classification results with colour, texture and combined features using ANN classifier are given in 
Comparison of knowledge-based and artificial neural network classifiers
We have compared the recognition accuracies obtained using knowledge-based and neural network-based classifiers for different images of produce affected by powdery mildew symptom. Table 3 gives the performance It is observed that the accuracies using knowledge--based classifier are better than ANN. It is also observed that reduction in recognition using colour and texture features for both classifiers is due to the maximum overlap of the colour and texture features of powdery mildew symptom on different produce. With the combined colour and texture features, we have observed an increase in recognition and classification accuracies. The experimental results have shown that the combined colour and texture features using knowledge base are more suitable for recognition and classification of produce affected by identically looking powdery mildew symptom.
Conclusion
In this paper, we have discussed the different approaches to recognize the identically looking powdery mildew symptom affected on agriculture/horticulture produce. The combination of colour and texture features is suitable for recognition and classification of produce affected by identically looking powdery mildew symptom. Compared to ANN, knowledge-based classifier has given better recognition and classification accuracy.
However, there is still scope for improvement in recognition accuracies using further different neural network architectures, support vector machine (SVM), fuzzybased classifiers. We can extend this work to classify visual symptoms affected by disease symptoms on different types of vegetables, commercial crops, cereals, fruits. The work can also be extended to identify various diseases like viral, bacterial, etc. affected on agriculture/horticulture produce.
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