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Toko Rizky Barokah Nganjuk merupakan sebuah toko retail semi grosir yang terletak di Kelurahan Bogo Kabupaten 
Nganjuk Jawa Timur. Toko ini menjual berbagai macam produk kebutuhan rumah tangga diantaranya dari Unilever, P&G, 
Nestlé, dan Indofood. Dilihat dari banyaknya permintaan konsumen akan produk Unilever berdasarkan data 3 tahun terakhir, 
maka dibutuhkan prediksi untuk penjualan produk Unilever terlaris. Hal ini berguna untuk mempermudah pihak pemilik toko 
dalam perencanaan penyediaan stok. Untuk mengetahui penjualan produk Unilever terlaris digunakan teknik klasifikasi data 
mining dan algoritma K-Nearest Neighbor. Hasil dari penelitian ini berdasarkan nilai akurasi tertinggi terhadap klasifikasi 
penjualan produk sebesar 86,66% dan nilai akurasi terendah terhadap klasifikasi penjualan produk sebesar 40%. 
   
Kata kunci: forcasting, data mining, k-nearest neighbor (K-NN) 
 
ABSTRACT 
Rizky Barokah Nganjuk Store is a semi-wholesale retail store located in the Bogo District, Nganjuk, East Java. This store 
sells a variety of household products including Unilever, P&G, Nestlé and Indofood. Seen from the number of consumer 
requests for Unilever products based on data from the last 3 years, predictions are needed for sales of the best-selling Unilever 
products. This is useful to facilitate the store owner in planning the provision of stock. To find out the sales of the best-selling 
Unilever products, data mining classification techniques and the K-Nearest Neighbor algorithm are used. The results of this 
study are based on the highest accuracy value of the product sales classification of 86,66% and the lowest accuracy value of 
the product sales classification of 40%. 
  
Keywords: forcasting, data mining, k-nearest neighbor (K-NN) 
 
I. PENDAHULUAN 
rediksi atau peramalan penjualan (forecasting) merupakan suatu perhitungan untuk meramalkan keadaan 
di masa mendatang dengan melakukan pengujian terhadap keadaan di masa lalu [1]. Salah satu dari fungsi 
prediksi adalah untuk membantu pemilik perusahaan dalam pengambilan keputusan dan menentukan 
jumlah barang yang harus disediakan oleh perusahaan tersebut. Selain itu prediksi dapat membantu pihak 
perusahaan dalam penyediaan stok barang, karena prediksi ini dapat memberikan output terbaik sehingga 
diharapkan resiko kesalahan yang disebabkan oleh kesalahan perencanaan dapat ditekan seminimal mungkin. 
Prediksi biasanya digunakan untuk menemukan informasi dari data yang besar sehingga diperlukan data mining. 
Data mining merupakan teknik pembelajaran mesin, pengenalan pola, database, statistic, dan visualisasi yang 
digunakan untuk penanganan masalah pengambilan informasi dari penyimpanan database yang besar [2]. Metode-
metode yang terdapat dalam data mining untuk prediksi diantaranya yaitu metode K-Nearest Neighbor (K-NN). 
Metode ini digunakan untuk melakukan klasifikasi terhadap objek berdasarkan data pembelajaran yang jaraknya 
paling dekat dengan objek tersebut [3]. Penggunaan metode K-NN sebagai prediksi data sudah banyak digunakan, 
diantaranya K-NN dalam akitifitas manusia dalam pembelajaran online [4]. K-NN sebagai metode untuk klasifikasi 
terhadap data kanker [5].  
Toko Rizky Barokah merupakan salah satu toko retail semi gorsir yang menyediakan barang-barang fast moving 
consumer goods (FMCG). Supplier toko ini antara lain Indofood, Nestlé, P&G, dan Unilever. Dengan begitu 
banyaknya barang yang dijual pada toko ini terdapat sebuah permasalahan yakni dalam sistem restock barang. 
Dilihat dari banyaknya permintaan konsumen akan produk-produk dari Unilever, maka dibutuhkan prediksi untuk 
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penjualan produk Unilever menggunakan metode K-NN. 
II. METODE 
Tahapan dalam penelitian ini dapat dilihat pada gambar 1 berikut [6]:. 
  
Gambar 1. Tahapan Penelitian 
 
Data yang digunakan dalam penelitian ini berasal dari Toko Rizky Barokah Nganjuk, yaitu data penjualan produk 




RANGE PENJUALAN PRODUK 
kategori banyaknya penjualan (per minggu) 
laris > 200 
sedang 80 - 200 
kurang <  80 
 
Penelitian ini menggunakan metode pencarian jarak euclidean distance / perhitungan jarak terdekat. Perhitungan 
jarak terdekat dibutuhkan untuk menentukan jumlah kemiripan yang dihitung dari kemiripan kemunculan teks yang 
dimiliki suatu paragraph [7][8][9]. Setelah itu kemunculan teks yang sedang diujikan dibandingkan terhadap 
masing-masing sampel data asli [10][11]. Menghitung euclidean distance seperti pada persamaan (1) . 
𝑑(𝑖,𝑗) = √|𝑥𝑖1 − 𝑥𝑗1|
2




dimana, 𝑑(𝑖,𝑗) = Jarak data ke-i ke data ke-j, 𝑥𝑖(𝑛) = data latih , dan 𝑥𝑗(𝑛) = data uji. Confusion matrix adalah tool 
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dari prediksi yang akan dibandingkan dengan kelas yang asli dari inputan atau dengan kata lain berisi informasi 
nilai aktual dan prediksi pada klasifikasi [12]. Adapun perhitungan tingkat akurasi pada confusion matrix 





× 100% (2) 
 
Dalam algoritma K-NN cara mengklasifikan output adalah berdasarkan besarnya nilai k. Pemilihan nilai k 
(tetangga terdekat) tidak memiliki standar yang baku, maka dalam penelitian ini nilai k yang digunakan adalah 10, 
20, 30, dan 40. Berikut ini merupakan pengujian dengan hasil akurasi nilai k terendah dan nilai k tertinggi. 
 
III. PEMBAHASAN 
Contoh perhitungan manual dengan menggunakan K-Nearest Neighbor (KNN). Pada kasus ini menggunakan 
data penjualan produk yang dijual di Toko Rizky Barokah Nganjuk. Untuk memprediksi penjualan Unilever 
minggu ke-4 bulan Februari 2018, parameter yang digunakan adalah produk dari Indofood, P&G, dan Nestlé. 
Berikut ini adalah tabel 2 yang menunjukkan data penjualan produk Unilever di Toko Rizky Barokah Nganjuk. 
 
TABEL II  
PENJUALAN PRODUK UNILEVER DI TOKO RIZKY BAROKAH 






Berikut ini merupakan tabel penjualan barang yang akan dijadikan parameter untuk menghitung prediksi penjualan 
produk Unilever, seperti pada tabel 3: 
 
TABEL III 
PENJUALAN PRODUK DI TOKO RIZKY BAROKAH 
Minggu Ke- Indofood Nestlé P&G 
1 125 102 131 
2 143 115 111 
3 93 91 178 
4 112 87 193 
 
Pada kasus ini nilai K yang digunakan adalah 2. Selanjutnya adalah Menghitung jarak euclidean data baru terhadap 
data yang ada menggunakan persamaan 1. Selanjutnya, Mengurutkan jarak  euclidean terkecil. Table 4  
menunjukkan urutan   jarak euclidean terkecil. 
 
TABEL IV 
 URUTAN EUCLIDEAN DISTANCE TERKECIL 
 
Data Penjualan Februari 2018 








Minggu ke-1 125 102 131 201 72,104 2 Sedang 
Minggu ke-2 143 115 111 98 116,846 3 Sedang 
Minggu ke-3 93 91 178 177 25,514 1 Kurang 
 
Dari perhitungan diatas ditemukan hasil kategori sedang sebagai hasil yang dominan. Maka pada baris baru yang 
kategorinya masih dicari dapat dituliskan hasil sedang seperti pada tabel 5 berikut ini : 
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 HASIL PERHITUNGAN 
Minggu Ke- Unilever Indofood  Nestlé P&G Output 
1 201 125  102 131 Sedang 
2 98 143  115 111 Sedang 
3 177 93  91 178 Kurang 
4 ? 112  87 193 Sedang 
 
Dari table 4 diperoleh hasil “sedang” sebagai kategori yang mendominasi. Karena tetangga terdekat (k=2) hasil 
yang di dapat menunjukkan di klasifikasi sedang, maka dapat disimpulkan bahwa penjualan Produk Unilever di 
Toko Rizky Barokah pada Minggu ke-4 bulan Februari 2018 adalah dalam kategori sedang. 
 Pengujian yang dilakukan terhadap 50 data latih dan 10 data uji dengan nilai k=10 untuk mengetahui tingkat 
akurasi pada baris ke-51 penjualan produk Unilever ditunjukkan pada tabel 6. 
 
TABEL VI  











51 3 kurang 85 sedang 
17 3 kurang 88 sedang 
12 3 kurang 87 sedang 
124 3 kurang 90 sedang 
118 2 sedang 109 sedang 
138 2 sedang 103 sedang 
77 2 sedang 112 sedang 
24 3 kurang 89 sedang 
135 2 sedang 110 sedang 
54 3 kurang 98 sedang 
 
Tabel 1 merupakan hasil perhitungan dari 50 data latih (penjualan 1-50), dan 10 data uji (penjualan 51-60) dengan  
nilai k = 10.  Dapat dilihat bahwa dari 10 data diatas antara output aktual dengan output jaringan menghasilkan 6 
output yang berbeda. Maka dapat disimpulkan bahwa pengujian terhadap bilangan tersebut memiliki tingkat 
kearurasian sebesar 40%. 
Pengujian yang dilakukan terhadap 60 data latih dan 20 data uji dengan nilai k=30 untuk mengetahui tingkat 
akurasi pada baris ke-80 penjualan produk Unilever ditunjukkan pada tabel 7. 
 
TABEL VII 











80 2 sedang 173 sedang 
115 2 sedang 169 sedang 
117 2 sedang 189 sedang 
76 2 sedang 192 sedang 
121 2 sedang 173 sedang 
104 2 sedang 209 laris 
120 2 sedang 178 sedang 
65 2 sedang 212 laris 
107 2 sedang 170 sedang 
25 2 sedang 164 sedang 
116 2 sedang 130 sedang 
127 2 sedang 168 sedang 
20 2 sedang 172 sedang 
28 2 sedang 172 sedang 
E-ISSN : 2540 - 8984 
 
JIPI (Jurnal Ilmiah Penelitian dan Pembelajaran Informatika) 















13 2 sedang 165 sedang 
41 2 sedang 190 sedang 
22 2 sedang 171 sedang 
39 2 sedang 218 laris 
72 2 sedang 130 sedang 
106 2 sedang 155 sedang 
122 2 sedang 193 sedang 
86 2 sedang 190 sedang 
27 2 sedang 150 sedang 
109 2 sedang 143 sedang 
37 2 sedang 222 laris 
44 2 sedang 139 sedang 
56 2 sedang 170 sedang 
71 2 sedang 152 sedang 
6 2 sedang 189 sedang 
4 2 sedang 111 sedang 
 
Tabel 2 merupakan hasil perhitungan dari 60 data latih (penjualan 1-60), dan 20 data uji (penjualan 61-80) dengan  
nilai k = 30.  Dapat dilihat bahwa dari 30 data diatas antara output aktual dengan output jaringan menghasilkan 4 
output yang berbeda. Maka dapat disimpulkan bahwa pengujian terhadap bilangan tersebut memiliki tingkat 
kearurasian 86,66%. 
Berdasarkan pengujian yang telah dilakukan pada seluruh nilai k, didapatlah hasil adalah akurasi tertinggi nilai 
k sebesar 86,66% yang dihasilkan pada pengujian baris ke-80 dengan nilai k=30. Akurasi terendah nilai k sebesar 
40% yang dihasilkan pada pengujian baris ke-51 dengan nilai k=10. Nilai k  yang menghasilkan output konsisten 
meliputi 10, 20, dan 30. Hal ini dibuktikan bahwa seluruh angka yang diuji menggunakan nilai k tersebut 
menghasilkan output yang semakin besar tingkat akurasinya. Nilai k yang menghasilkan penurunan tingkat akurasi 
pada output yang dihasilkan adalah k=40. Hal ini dibuktikan pada pengujian baris ke-80 dan 135 tingkat akurasi 
nilai k mengalami penurunan. Penyebab dari penurunan tingkat akurasi nilai k=40 adalah apabila nilai k yang 
digunakan pada suatu pengujian > 30, maka nilai yang dihasilkan akan semakin heterogen.  
Diagram berikut ini merupakan gambaran dari hasil akhir nilai k yang yang telah diuji. Terdapat 4 buah nilai k 
yang digunakan peneliti dalam peneltian ini yaitu 10, 20, 30, 40. Berikut merupakan gambar 2 yang menampilkan 
perbandingan akurasi nilai k. 
 
 













10 20 30 40
Nilai K Nilai K Nilai K Nilai K
Akurasi Nilai k
Data Latih 50 Data Uji 10 Data Latih 60 Data Uji 20 Data Latih 70 Data Uji 40 Data Latih 80 Data uji 60
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Sehingga dapat ditarik kesimpulan bahwa pemilihan nilai k yang tepat untuk digunakan dalam sebuah algoritma 
K-NN mempengaruhi nilai akurasi secara signifikan. Hal ini dibuktikan bahwa hasil perhitungan euclidean distance 
antara output aktual dan output jaringan yang diperoleh dalam pengujian tersebut adalah fluktuatif.  
 
IV. KESIMPULAN 
Berdasarkan hasil perhitungan data mining menggunakan teknik klasifikasi dan algoritma K-NN, didapatkan 
hasil prediksi penjualan produk berdasarkan nilai akurasi tertinggi dan terendah. Nilai akurasi tertinggi terhadap 
klasifikasi penjualan produk sebesar 86,66%. Sedangkan nilai akurasi terendah terhadap klasifikasi penjualan 
produk sebesar 40%. Dengan demikian metode data mining dan algoritma K-NN ini dapat diimplementasikan 
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