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AFFINE QUANTUM SCHUR ALGEBRAS AT ROOTS OF UNITY
QIANG FU
Abstract. We will classify finite dimensional irreducible modules for affine quantum Schur
algebras at roots of unity and generalize [17, (6.5f) and (6.5g)] to the affine case in this paper.
1. Introduction
Finite dimensional irreducible modules for quantum affine algebras Uv(ĝ) were classified by
Chari–Pressley when v is not a root of unity in [5, 6, 7]. In the case where v is an odd root of
unity, finite dimensional irreducible modules for Uv(ĝ) were classified by Chari–Pressley in [8].
Frenkel–Mukhin [14] generalize Chari–Pressley’s result to all roots of unity case.
Finite dimensional polynomial irreducible modules for quantum affine gln were classified by
Frenkel–Mukhin in [13]. The representation theory of quantum affine gln is closely related to
that of affine quantum Schur algebras. The affine quantum Schur algebra was introduced by
Ginzburg–Vasserot and Lusztig (cf. [16, 22]), which uses cyclic flags and convolution. The
algebraic definition of affine quantum Schur algebras was given by R. Green in [18]. Varagnolo–
Vasserot [25] proved that the two definitions of affine quantum Schur algebras are equivalent.
Let U△(n)v be the quantum affine algebra over C(v) considered by Lusztig in [22], where v is
an indeterminate. Note that the algebra U△(n)v is a proper subalgebra of quantum affine gln.
Let ζr be the natural algebra homomorphism from U△(n)v to the affine quantum Schur algebra
S△(n, r)v over C(v) (see [22, 7.7]). Let U△(n, r)v = ζr(U△(n)v). According to [22, 8.2], the equality
U△(n, r)v = S△(n, r)v holds if and only if n > r.
Let S△(n, r)Z be the affine quantum Schur algebras over Z and let U△(n, r)Z be the Z-form of
U△(n, r)v, where Z = C[v, v
−1]. For any t ∈ C∗, let S△(n, r)t = S△(n, r)Z ⊗Z C and U△(n, r)t =
U△(n, r)Z ⊗Z C, where C is regarded as a Z-module by specializing v to t. Finite dimensional
irreducible modules for S△(n, r)t and U△(n, r)t were classified in [10] when t is not a root of
unity. In this paper, we will classify finite dimensional irreducible modules for the two algebras
S△(n, r)ε and U△(n, r)ε in the case where ε ∈ C is a primitive l
′-th root of 1. Furthermore, we
will generalize [17, (6.5f) and (6.5g)] to the affine case.
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We organize this paper as follows. We recall the definition of quantum affine gln, the affine
quantum Schur algebra S△(n, r)ε and the algebra U△(n, r)ε in §2, where ε ∈ C is a primitive
l′-th root of 1. In §3, we will construct a functor Gε : S△(N, r)ε-mod → S△(n, r)ε-mod, where
S△(n, r)ε-mod is the category of finite dimensional S△(n, r)ε-modules. Furthermore we will gen-
eralize [17, (6.5f)] to the affine case in Proposition 3.5 and Proposition 3.6. Finally we will
classify finite dimensional irreducible U△(n, r)ε-modules in Theorem 4.7, and use Proposition
3.5, Proposition 3.6 and Theorem 4.7 to classify finite dimensional irreducible modules for the
affine quantum Schur algebra S△(n, r)ε in Theorem 4.8. In addition, we will prove in Proposition
4.13 that the functor Gε : S△(N, r)ε-mod → S△(n, r)ε-mod is an equivalence of categories in the
case where N > n > r. This result is the affine version of [17, (6.5g)].
Throughout, let v be an indeterminate and let Z = C[v, v−1]. For c ∈ Z and t ∈ N let
[c]v =
vc − v−c
v − v−1
, [t]!v =
∏
16i6t
[i]v ,
[
c
t
]
v
=
t∏
s=1
vc−s+1 − v−c+s−1
vs − v−s
∈ Z.
Let ε ∈ C be a primitive l′-th root of 1. Let l > 1 be defined by
l =

l
′ if l′ is odd,
l′/2 if l′ is even.
We make C into a Z-module by specializing v to ε. When v is specialized to ε, [c]v , [t]
!
v and
[
c
t
]
v
specialize to complex numbers [c]ε, [t]
!
ε and
[
c
t
]
ε
respectively.
2. Quantum affine gln and affine quantum Schur algebras
2.1. The algebras Uv(ĝln), Uv(ŝln) and U△(n)v. We recall the Drinfeld’s new realization of
quantum affine gln as follows (cf. [13]).
Definition 2.1. The quantum loop algebra Uv(ĝln) (or quantum affine gln) is the C(v)-algebra
generated by x±i,s (1 6 i < n, s ∈ Z), k
±1
i and gi,t (1 6 i 6 n, t ∈ Z\{0}) with the following
relations:
(QLA1) kik
−1
i = 1 = k
−1
i ki, [ki, kj] = 0,
(QLA2) kix
±
j,s = v
±(δi,j−δi,j+1)x±j,ski, [ki, gj,s] = 0,
(QLA3) [gi,s, x
±
j,t] =


0, if i 6= j, j + 1;
±v−js [s]v
s
x±j,s+t, if i = j;
∓v−js [s]v
s
x±j,s+t, if i = j + 1,
(QLA4) [gi,s, gj,t] = 0,
(QLA5) [x+i,s, x
−
j,t] = δi,j
φ+i,s+t−φ
−
i,s+t
v−v−1
,
(QLA6) x±i,sx
±
j,t = x
±
j,tx
±
i,s, for |i− j| > 1, and [x
±
i,s+1, x
±
j,t]v±cij = −[x
±
j,t+1, x
±
i,s]v±cij ,
(QLA7) [x±i,s, [x
±
j,t, x
±
i,p]v]v = −[x
±
i,p, [x
±
j,t, x
±
i,s]v]v for |i− j| = 1,
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where [x, y]a = xy − ayx, and φ
±
i,s are defined via the generating functions in indeterminate u
by
Φ±i (u) := k˜
±1
i exp
(
±(v − v−1)
∑
m>1
hi,±mu
±m
)
=
∑
s>0
φ±i,±su
±s
with k˜i = kik
−1
i+1 (kn+1 = k1) and hi,±m = v
±(i−1)mgi,±m − v
±(i+1)mgi+1,±m (1 6 i < n).
For 1 6 j < n, let Ej = x
+
j,0 and Fj = x
−
j,0 and let
En = v[x
−
n−1,0, [x
−
n−2,0, · · · , [x
−
2,0, x
−
1,1]v−1 · · · ]v−1 ]v−1 k˜n,
Fn = v
−1k˜−1n [· · · [[x
+
1,−1, x
+
2,0]v, x
+
3,0]v, · · · , x
+
n−1,0]v.
For s > 1 let z±s = sv
±s 1
[s]v
(g1,±s + · · · + gn,±s). Then the algebra Uv(ĝln) is generated by Ei,
Fi, k
±1
i and z
±
s for 1 6 i 6 n and s > 1. Furthermore, the algebra Uv(ĝln) is a Hopf algebra
with comultiplication ∆, counit ǫ, and antipode σ defined by
∆(Ei) = Ei ⊗ k˜i + 1⊗ Ei, ∆(Fi) = Fi ⊗ 1 + k˜
−1
i ⊗ Fi,
∆(k±1i ) = k
±1
i ⊗ k
±1
i , ∆(z
±
s ) = z
±
s ⊗ 1 + 1⊗ z
±
s ;
ǫ(Ei) = ǫ(Fi) = 0 = ǫ(z
±
s ), ǫ(ki) = 1;
σ(Ei) = −Eik˜
−1
i , σ(Fi) = −k˜iFi, σ(k
±1
i ) = k
∓1
i ,
and σ(z±s ) = −z
±
s ,
where 1 6 i 6 n and s ∈ Z+ (cf. [3, 4.7], [19, 2.2] and [10, 2.3.5 and 4.4.1]).
Let Uv(ŝln) be the subalgebra of Uv(ĝln) generated by all x
±
i,s, k˜
±1
i and hi,t. Then Uv(ŝln) is
quantum affine sln (cf. [3]). Let U△(n)v be the subalgebra of Uv(ĝln) generated by all x
±
i,s, k
±1
i
and hi,t. The algebra U△(n)v is the quantum affine algebra considered by Lusztig in [22].
For 1 6 i 6 n and s ∈ Z, define the elements Qi,s ∈ Uv(ĝln) through the generating functions
Q
±
i (u) := exp
(
−
∑
t>1
1
[t]v
gi,±t(vu)
±t
)
=
∑
s>0
Qi,±su
±s ∈ Uv(ĝln)[[u, u
−1]].
Similarly, for 1 6 j 6 n−1 and s ∈ Z, define the elements Pj,s ∈ Uv(ŝln) through the generating
functions
P
±
j (u) := exp
(
−
∑
t>1
1
[t]v
hj,±t(vu)
±t
)
=
∑
s>0
Pj,±su
±s ∈ Uv(ŝln)[[u, u
−1]].
By definition we have
P
±
j (u) =
Q
±
j (uv
j−1)
Q
±
j+1(uv
j+1)
,
for 1 6 j 6 n− 1.
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Let Z = C[v, v−1]. Following [8], let UZ(ŝln) be the Z-subalgebra of Uv(ŝln) generated by
(x±i,s)
(m), k˜±1i ,
[
k˜i;0
t
]
, Pi,s (1 6 i 6 n− 1, m, t ∈ N, s ∈ Z), where
(x±i,s)
(m) =
(x±i,s)
m
[m]!
and
[
k˜i; 0
t
]
=
t∏
s=1
k˜iv
−s+1 − k˜−1i v
s−1
vs − v−s
.
Let U△(n)Z be the Z-subalgebra of U△(n)v generated by (x
±
i,s)
(m), k±1j ,
[
kj ;0
t
]
, Pi,s (1 6 i 6 n−1,
1 6 j 6 n, m, t ∈ N, s ∈ Z), where[
kj ; 0
t
]
=
t∏
s=1
kjv
−s+1 − k−1j v
s−1
vs − v−s
.
2.2. Affine quantum Schur algebras. We now recall the definition of affine quantum Schur
algebras. The extended affine Hecke algebra H△(r)Z is defined to be the Z-algebra generated by
Ti, X
±1
j (1 6 i 6 r − 1, 1 6 j 6 r),
and relations
(Ti + 1)(Ti − v
2) = 0,
TiTi+1Ti = Ti+1TiTi+1, TiTj = TjTi (|i− j| > 1),
XiX
−1
i = 1 = X
−1
i Xi, XiXj = XjXi,
TiXiTi = v
2Xi+1, XjTi = TiXj (j 6= i, i+ 1).
Let Sr be the symmetric group with generators si := (i, i + 1) for 1 6 i 6 r − 1. Let
I(n, r) = {(i1, . . . , ir) ∈ Z
r | 1 6 ik 6 n, ∀k}. The symmetric group Sr acts on the set I(n, r)
by place permutation:
iw = (iw(k))k∈Z, for i ∈ I(n, r) and w ∈ Sr.
Let ΩZ be the free Z-module with basis {ωi | i ∈ Z}. For i = (i1, . . . , ir) ∈ Z
r, write
ωi = ωi1 ⊗ ωi2 ⊗ · · · ⊗ ωir = ωi1ωi2 · · ·ωir ∈ Ω
⊗r
Z .
The tensor space Ω⊗rZ admits a right H△(r)Z-module structure defined by

ωi ·X
−1
t = ωi1 · · ·ωit−1ωit+nωit+1 · · ·ωir , for all i ∈ Z
r;
ωi · Tk =


v2ωi, if ik = ik+1;
vωisk , if ik < ik+1; for all i ∈ I(n, r),
vωisk + (v
2 − 1)ωi, if ik+1 < ik,
where 1 6 k 6 r − 1 and 1 6 t 6 r (cf. [25]). The algebra
S△(n, r)Z := EndH△(r)Z (Ω
⊗r
Z )
is called an affine quantum Schur algebra.
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Let Ωv = ΩZ ⊗Z C(v), H△(r)v = H△(r)Z ⊗Z C(v) and S△(n, r)v = S△(n, r)Z ⊗Z C(v). The
right action of H△(r)Z on Ω
⊗r
Z extends to a right action of H△(r)v on Ω
⊗r
v . Then we have the
C(v)-algebra isomorphism
S△(n, r)v ∼= EndH△(r)v (Ω
⊗r
v ).
Let ε ∈ C be a primitive l′-th root of 1. We make C into a Z-module by specializing v to ε. Let
Ωε = ΩZ ⊗Z C, H△(r)ε = H△(r)Z ⊗Z C and S△(n, r)ε = S△(n, r)Z ⊗Z C. The right action of H△(r)Z
on Ω⊗rZ induces a right action of H△(r)ε on Ω
⊗r
ε . Then we have the C-algebra isomorphism
S△(n, r)ε ∼= EndH△(r)ε(Ω
⊗r
ε ).
2.3. The algebras U△(n, r)v and U△(n, r)ε. The algebras Uv(ĝln) and S△(n, r)v can be related
by a surjective algebra homomorphism ζr, which we now describe. The vector space Ωv is a
Uv(ĝln)-module with the action
Ei · ωs = δi+1,s¯ωs−1, Fi · ωs = δ¯i,s¯ωs+1, k
±1
i · ωs = v
±δi¯,s¯ωs,
z
+
t · ωs = ωs−tn, and z
−
t · ωs = ωs+tn,
where i¯ denotes the corresponding integer modulo n. The Hopf algebra structure of Uv(ĝln)
induces a Uv(ĝln)-module Ω
⊗r
C
. According to [10, 3.5.5 and 4.4.1], the actions of Uv(ĝln) and
H△(r)v on Ω
⊗r
v are commute. Consequently, there is an algebra homomorphism
(2.1) ζr : Uv(ĝln)→ S△(n, r)v
It is proved in [10, 3.8.1] that ζr is surjective. Every S△(n, r)v-module will be inflated into a
Uv(ĝln)-module via ζr.
Let U△(n, r)v = ζr(U△(n)v), U△(n, r)Z = ζr(U△(n)Z), U△(n)ε = U△(n)Z ⊗Z C and U△(n, r)ε =
U△(n, r)Z ⊗Z C. According to [22, 8.2] the equality U△(n, r)Z = S△(n, r)Z holds if and only if
n > r. The intersection cohomology basis for U△(n, r)Z was constructed in [loc. cit.] and the
presentation of U△(n, r)v was obtained in [11, 23]. By restriction, the map ζr induces a surjective
map ζr : U△(n)Z → U△(n, r)Z . Thus, base change induces a surjective algebra homomorphism
(2.2) ζr,ε := ζr ⊗ 1 : U△(n)ε → U△(n, r)ε.
Every U△(n, r)ε-module will be inflated into a U△(n)ε-module via ζr,ε. Let
Uε(ŝln) = UZ(ŝln)⊗Z C.
Then by [12, 9.3] we have
(2.3) U△(n, r)Z = ζr(UZ(ŝln)) and U△(n, r)ε = ζr,ε(Uε(ŝln)).
If x is any element of UZ(ŝln) (resp. S△(n, r)Z), we denote the corresponding element of Uε(ŝln)
(resp. S△(n, r)ε) also by x.
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3. The functor Gε
For any algebra B, the category of all finite dimensional left B-modules will be denoted by
B-mod. In this section we will construct a functor Gε : S△(N, r)ε-mod → S△(n, r)ε-mod and
generalize [17, 6.5(f)] to the affine case in Proposition 3.5 and Proposition 3.6, which will be
used in §4.
3.1. The functors G and Gε. For 1 6 i 6 n and t ∈ N let ki = ζr(ki) and
[
ki;0
t
]
= ζr(
[
ki;0
t
]
) .
Let Λ(n, r) = {λ ∈ Nn |
∑
16i6n λi = r}. For λ ∈ Λ(n, r) let lλ =
[
k1;0
λ1
]
· · ·
[
kn;0
λn
]
. According to
[10, 3.7.4] we have
(3.1) 1 =
∑
λ∈Λ(n,r)
lλ, lλlµ = δλ,µlλ, ki =
∑
λ∈Λ(n,r)
vλi lλ.
Assume N > n. For µ ∈ Λ(n, r) let
µ˜ = (µ1, · · · , µn, 0, · · · , 0) ∈ Λ(N, r).
Let
e =
∑
µ∈Λ(n,r)
lµ˜ ∈ S△(N, r)Z .
Then eS△(N, r)ve ∼= S△(n, r)v. Consequently, we may identify eS△(N, r)ve-mod with
S△(n, r)v-mod. With this identification, we define a functor
G = GN,n : S△(N, r)v-mod −→ S△(n, r)v-mod, V 7−→ eV.
Similarly, we define the functor Gε : S△(N, r)ε-mod −→ S△(n, r)ε-mod as follows. We shall denote
the image of e in S△(N, r)ε by the same letter. Since eS△(N, r)εe ∼= S△(n, r)ε, we may identify
eS△(N, r)εe-mod with S△(n, r)ε-mod. Therefore, we may define a functor
Gε = GN,n,ε : S△(N, r)ε-mod −→ S△(n, r)ε-mod, V 7−→ eV.
3.2. Properties of the functor G. We now recall a result about G established in [15]. Let Πv
be the set of polynomials Q(u) ∈ C(v)[u] such that the constant term of Q(u) is 1. Following
[13], an n-tuple of polynomials Q = (Q1(u), . . . , Qn(u)) with Qi(u) ∈ Πv is called dominant if
Qi(v
i−1u)/Qi+1(v
i+1u) ∈ C(v)[u] for 1 6 i 6 n− 1. Let Q (n)v be the set of dominant n-tuples
of polynomials. Let
Q (n) = {Q ∈ Q (n)v | Qn(uv
n−1) ∈ C[u], Qi(v
i−1u)/Qi+1(v
i+1u) ∈ C[u], for 1 6 i 6 n− 1}.
For Q ∈ Q (n) let degQ = (degQ1(u), · · · ,degQn(u)).
For g(u) =
∏
16i6m(1− aiu) ∈ C(v)[u] with constant term 1 and ai ∈ C(v)
∗, define
(3.2) g±(u) =
∏
16i6m
(1− a±1i u
±1).
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For Q = (Q1(u), . . . , Qn(u)) ∈ Q (n), define Qi,s ∈ C, for 1 6 i 6 n and s ∈ Z, by the following
formula
Q±i (u) =
∑
s>0
Qi,±su
±s,
where Q±i (u) is defined using (3.2). Let I(Q) be the left ideal of Uv(ĝln) generated by
x+j,s, Qi,s −Qi,s, and ki − v
λi , for 1 6 j 6 n − 1, 1 6 i 6 n and s ∈ Z, where λi = degQi(u),
and define
M(Q) = Uv(ĝln)/I(Q).
Then M(Q) has a unique irreducible quotient, denoted by L(Q). By [13, 4.3], L(Q) is finite
dimensional. Let
Q (n, r) =
{
Q ∈ Q (n)
∣∣ ∑
16i6n
degQi(u) = r
}
.
Then by [10, 4.6.8] L(Q) can be regarded as an irreducible module S△(n, r)v via the map ζr
given in (2.1) for Q ∈ Q (n, r).
Assume N > n. We define an injective map Q 7→ Q˜ of Q (n, r) into Q (N, r) as follows. For
Q = (Q1(u), · · · , Qn(u)) ∈ Q (n, r) we define
(3.3) Q˜ = (Q1(u), · · · , Qn(u), 1, · · · , 1) ∈ Q (N, r).
Then the image of Q (n, r) under this map is the set
Q˜ (n, r) = {Q˜ | Q ∈ Q (n, r)}.
The following result is established in [15, 4.11].
Proposition 3.1. Assume N > n. Then G(L(Q˜)) ∼= L(Q) for Q ∈ Q (n, r). Furthermore, for
Q′ ∈ Q (N, r), G(L(Q′)) 6= 0 if and only if Q′ ∈ Q˜ (n, r).
3.3. The irreducible S△(n, r)ε-module Vε(Q). For each Q ∈ Q (n, r) we will use L(Q) to
construct an irreducible S△(n, r)ε-module Vε(Q) as below. For λ, µ ∈ Λ(n, r) write µ E λ if∑
16j6i µj 6
∑
16j6i λj for 1 6 i 6 n. By (3.1) for Q ∈ Q (n, r) we have
L(Q) =
⊕
µ∈Λ(n,r)
µEλ
L(Q)µ
where L(Q)µ = lµL(Q) and λ = degQ. Clearly, dimL(Q)λ = 1. We choose a nonzero vector
wQ in L(Q)λ and let LZ(Q) = S△(n, r)ZwQ. Then LZ(Q) = ⊕µ∈Λ(n,r)LZ(Q)µ, where LZ(Q)µ =
lµLZ(Q).
Lemma 3.2. Assume N > n. Then G(LZ(Q˜)) ∼= LZ(Q) for Q ∈ Q (n, r).
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Proof. By Proposition 3.1 there exist an S△(n, r)v-algebra isomorphism f : eL(Q˜)→ L(Q). Let
λ = degQ. By (3.1) we have f(eL(Q˜)
λ˜
) = f(l
λ˜
eL(Q˜)) = lλf(eL(Q˜)) = L(Q)λ. This, together
with the fact that dimL(Q)λ = dimL(Q˜)λ˜ = 1, implies that there exist k 6= 0 ∈ C(v) such that
f(ew
Q˜
) = kwQ. Furthermore we have ewQ˜ = elλ˜wQ˜ = wQ˜ since wQ˜ ∈ L(Q˜)λ˜. Consequently,
G(LZ(Q˜)) ∼= f(eLZ(Q˜)) = f(eS△(N, r)ZewQ˜) = S△(n, r)Zf(wQ˜) = S△(n, r)Z(kwQ)
∼= LZ(Q). 
Lemma 3.3. For Q ∈ Q (n, r), LZ(Q) is a free Z-module.
Proof. By the proof of [8, 8.2] and [14, 2.5] we see that UZ(ŝln)wQ is a free Z-module. If n > r
then S△(n, r)Z = U△(n, r)Z by [22, 8.2]. This shows that LZ(Q) = U△(n)ZwQ = U
−
Z (ŝln)wQ =
UZ(ŝln)wQ, where U
−
Z (ŝln) is the Z-subalgebra of Uv(ŝln) generated by (x
−
i,s)
(m) (1 6 i 6 n− 1,
m ∈ N, s ∈ Z). Thus LZ(Q) is a free Z-module. Now we assume n 6 r. We choose N such
that N > r. Since N > r, LZ(Q˜) is a free Z-module. This implies that G(LZ(Q˜)) is a free
Z-submodule of LZ(Q˜) since Z is a principal ideal domain. It follows from Lemma 3.2 that
LZ(Q) is a free Z-module. 
Let Lε(Q) = LZ(Q)⊗Z C. Then Lε(Q) =
⊕
µ∈Λ(n,r) Lε(Q)µ, where Lε(Q)µ = lµLε(Q).
Corollary 3.4. For Q ∈ Q (n, r) and µ ∈ Λ(n, r) we have dimC(v) L(Q) = dimC Lε(Q) and
dimC(v) L(Q)µ = dimC Lε(Q)µ.
Proof. By Lemma 3.3 we have L(Q) ∼= LZ(Q) ⊗Z C(v) and L(Q)µ ∼= LZ(Q)µ ⊗Z C(v). This
implies that dimC(v) L(Q) = rankZLZ(Q) = dimC Lε(Q) and dimC(v) L(Q)µ = rankZLZ(Q)µ =
dimC Lε(Q)µ. 
Let Q ∈ Q (n, r). According to Corollary 3.4, we have dimC Lε(Q)λ = dimC(v) L(Q)λ = 1,
where λ = degQ. Thus Lε(Q) has a unique finite dimensional irreducible quotient S△(n, r)ε-
module, denoted by Vε(Q).
3.4. Properties of the functor Gε. We are now ready to prove in Proposition 3.5 and Propo-
sition 3.6 that the functor Gε enjoys similar properties as the functor G. These results is the
affine version of [17, (6.5f)].
Proposition 3.5. Assume N > n. For Q ∈ Q (N, r), Gε(Vε(Q)) 6= 0 if and only if degQ ∈
Λ˜(n, r), where Λ˜(n, r) = {µ˜ = (µ1, · · · , µn, 0, · · · , 0) | µ ∈ Λ(n, r)} ⊆ Λ(N, r).
Proof. Let Q ∈ Q (N, r) and λ = degQ. If λ ∈ Λ˜(n, r), then elλVε(Q) = lλVε(Q) 6= 0, and hence
eVε(Q) 6= 0. Now we assume eVε(Q) 6= 0. Since 1 =
∑
α∈Λ(N,r) lα,
eVε(Q) = e
⊕
α∈Λ(N,r)
lαVε(Q) =
⊕
α∈Λ(n,r)
lα˜Vε(Q).
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This together with the fact that eVε(Q) 6= 0 implies that there exists α ∈ Λ(n, r) such that
lα˜Vε(Q) 6= 0. Since lα˜Vε(Q) 6= 0, we have α˜ E λ and, hence, r =
∑
16i6n αi 6
∑
16i6n λi 6 r.
Therefore, λ ∈ Λ˜(n, r), as desired. 
Proposition 3.6. Assume N > n, and let Q 7→ Q˜ be the injective map from Q (n, r) into
Q (N, r) given in (3.3). Then Gε(Lε(Q˜)) ∼= Lε(Q) and Gε(Vε(Q˜)) ∼= Vε(Q) for Q ∈ Q (n, r). In
particular we have dimC Vε(Q˜)µ = dimC Vε(Q)µ for µ ∈ Λ(n, r).
Proof. Let Q ∈ Q (n, r). Since Lε(Q˜) ∼= (eLZ(Q˜) ⊗Z C)
⊕
((1 − e)LZ(Q˜) ⊗Z C), we conclude
that Gε(Lε(Q˜)) ∼= G(LZ(Q˜))⊗Z C. It follows from Lemma 3.2 that Gε(Lε(Q˜)) ∼= LZ(Q)⊗Z C =
Lε(Q). This together with the fact that Vε(Q˜) is the homomorphic image of Lε(Q˜), implies that
Gε(Vε(Q˜)) is the homomorphic image of Lε(Q). Furthermore by Proposition 3.5 and [17, 6.2(b)]
we conclude that Gε(Vε(Q˜)) is an irreducible S△(n, r)ε-module. Therefore, Gε(Vε(Q˜)) ∼= Vε(Q),
since Vε(Q) is the unique irreducible quotient S△(n, r)ε-module of Lε(Q). 
We end this section with an application of the above results. Let S be an associative algebra
over a field k and let f 6= 0 be any idempotent in S. If L is a finite dimensional irreducible
S-module, then by [17, 6.2(b)], f L is either zero or is an irreducible f Sf -module. If f L 6= 0,
then by [17, 6.6(b)], we have
(3.4) [V : L] = [f V : f L]
for any finite dimensional S-module V , where [V : L] is the multiplicity of L as a composition
factor of V . Combining Proposition 3.1, Propostion 3.6 with (3.4) yields the following result.
Corollary 3.7. Assume N > n, and let Q 7→ Q˜ be the injective map from Q (n, r) into Q (N, r)
given in (3.3). Then
(1) [Lε(Q˜) : Vε(Q˜′)] = [Lε(Q) : Vε(Q
′)] for Q,Q′ ∈ Q (n, r).
(2) [Lε(Q) : Vε(Q
′)] = 0 for Q ∈ Q (N, r) \ Q˜ (n, r) and Q′ ∈ Q˜ (n, r).
4. Classification of irreducible modules for U△(n, r)ε and S△(n, r)ε
Finite dimensional irreducible Uε(ŝln)-modules were classified by Chari–Pressley [8] in the
case where ε is a root of unity of odd order. Frenkel–Mukhin [14] extend Chari–Pressley’s result
to all roots of unity. We will use these results to classify finite dimensional irreducible U△(n, r)ε-
modules in Theorem 4.7. Furthermore, we will use Proposition 3.5, Proposition 3.6 and Theorem
4.7 to classify finite dimensional irreducible S△(n, r)ε-modules in Theorem 4.8. Finally we will
use Proposition 3.5 and Theorem 4.8 to generalize [17, (6.5g)] to the affine case in Proposition
4.13.
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4.1. A simple lemma. We need some preparation. First we will generalize [21, 3.3] to all roots
of unity in Corollary 4.3.
Lemma 4.1. Let m = m0 + lm1, 0 6 m0 6 l − 1, m1 ∈ N. Then[
m
t
]
ε
= εl(t1l−t1m0−t1lm1−t0m1)
[
m0
t0
]
ε
(
m1
t1
)
for 0 6 t 6 m, where t = t0 + lt1 with 0 6 t0 6 l − 1 and t1 ∈ N.
Proof. Let X be an indeterminate. By the proof of [21, 3.2] we have
(4.1)
m−1∏
j=0
(1 + v2jX) =
m∑
t=0
[
m
t
]
v
vt(m−1)Xt ∈ Z[X].
This gives
m0+(s+1)l−1∏
j=m0+sl
(1 + ε2jX) =
l−1∏
j=0
(1 + ε2jX) = 1 + εl(l−1)X l
for s ∈ Z. It follows that
m−1∏
j=m0
(1 + ε2jX) =
m1−1∏
s=0
(m0+(s+1)l−1∏
j=m0+sl
(1 + ε2jX)
)
= (1 + εl(l−1)X l)m1 .
This together with (4.1) shows that
m∑
t=0
[
m
t
]
ε
εt(m−1)Xt = (1 + εl(l−1)X l)m1
m0−1∏
j=0
(1 + ε2jX)
=
m1∑
t1=0
(
m1
t1
)
(εl(l−1)X l)t1
m0∑
t0=0
[
m0
t0
]
ε
εt0(m0−1)Xt0
=
∑
06t6m, t=t0+lt1
06t06l−1, t1∈N
[
m0
t0
]
ε
(
m1
t1
)
εt0(m0−1)+t1l(l−1)Xt.
Comparing the coefficients of Xt in the above equality, we obtain the desired formula. 
Corollary 4.2. Let m = m0 + lm1, 0 6 m0 6 l − 1, m1 ∈ Z. Then[
m
l
]
ε
=

m1 if l
′ is odd
(−1)l+mm1 if l
′ is even
Proof. In the case where l′ is odd, the assertion follows from [21, 3.3(a)]. Now we assume l′
is even. Then l′ = 2l. Since ε is a primitive l′-th root of unity, we conclude that εl = −1.
If m1 > 1, then by Lemma 4.1, we have
[
m
l
]
ε
= m1ε
l(l−m) = (−1)l+mm1. If m1 = 0 then[
m
l
]
= 0, and hence
[
m
l
]
ε
= 0. If m1 < 0, then
[
m
l
]
ε
= (−1)l
[
−m+l−1
l
]
ε
= (−1)l+1εl(m+1)m1 =
(−1)l+mm1. 
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Corollary 4.3. If m,m′ ∈ Z satisfy εm = εm
′
,
[
m
l
]
ε
=
[
m′
l
]
ε
, then m = m′.
Proof. In the case where l′ is odd, the assertion follows from [21, 3.3(b)]. Now we assume l′ is
even. Then l′ = 2l. Since εm = εm
′
, we have m ≡ m′(mod l′). Thus we may write m = a+ sl′
and m′ = a+ tl′, where 0 6 a < l′ and s, t ∈ Z. By Corollary 4.2 we have[
m
l
]
ε
=

(−1)
l+m2s if 0 6 a < l
(−1)l+m(2s+ 1) if l 6 a < l′
and
[
m′
l
]
ε
=

(−1)
l+m′2t if 0 6 a < l
(−1)l+m
′
(2t+ 1) if l 6 a < l′
Since m−m′ = (s− t)l′ is even we have (−1)l+m = (−1)l+m
′
. This together with the fact that[
m
l
]
ε
=
[
m′
l
]
ε
implies that s = t. Consequently, m = m′, as desired. 
4.2. Finite dimensional Uε(ŝln)-modules. We now review the classification theorem of finite
dimensional irreducible Uε(ŝln)-modules. Let P (n) be the set of (n − 1)-tuple polynomials P =
(P1(u), · · · , Pn−1(u)) such that Pi(u) ∈ C[u] and the constant term of Pi(u) is 1 for 1 6 i 6 n−1.
For P ∈ P (n), define Pj,s ∈ C, for 1 6 j 6 n−1 and s ∈ Z, as in P
±
j (u) =
∑
s>0 Pj,±su
±s, where
P±j (u) is defined using (3.2).
For P ∈ P (n) let I¯ε(P) be the left ideal of Uε(ŝln) generated by (x
+
j,s)
(m),Pj,s−Pj,s, k˜j − ε
µj
and
[
k˜j ;0
l
]
ε
−
[µj
l
]
ε
for 1 6 j 6 n− 1, m ∈ N and s ∈ Z, where µj = degPj(u), and define
M¯ε(P) = Uε(ŝln)/I¯ε(P).
Then M¯ε(P) has a unique irreducible quotient, denoted by V¯ε(P).
The following classification theorem of finite dimensional irreducible Uε(ŝln)-modules is given
in [8, 8.2] and [14, 2.4].
Theorem 4.4. The modules V¯ε(P) with P ∈ P (n) are all nonisomorphic finite dimensional
irreducible Uε(ŝln)-modules of type 1.
4.3. Classification of finite dimensional irreducible U△(n, r)ε-modules. Now we are ready
to classify finite dimensional irreducible U△(n, r)ε-modules. Let P ∈ P (n) and λ ∈ Λ
+(n, r) be
such that λi − λi+1 = degPi(u), for 1 6 i 6 n− 1. Define
M¯ (P, λ) = U△(n)v/I¯(P, λ),
where I¯(P, λ) is the left ideal of U△(n)v generated by x
+
i,s, Pi,s−Pi,s and kj−v
λj for 1 6 i 6 n−1,
s ∈ Z and 1 6 j 6 n. The U△(n)v-module M¯(P, λ) has a unique irreducible quotient U△(n)v-
module, which is denoted by L¯(P, λ). Similarly, we define
M¯ε(P, λ) = U△(n)ε/I¯ε(P, λ),
where I¯ε(P, λ) is the left ideal of U△(n)ε generated by (x
+
i,s)
(m), Pi,s−Pi,s, kj−ε
λj and
[
kj ;0
l
]
ε
−[λj
l
]
ε
for 1 6 i 6 n−1, s ∈ Z, m ∈ N and 1 6 j 6 n. The U△(n)ε-module M¯ε(P, λ) has a unique
irreducible quotient U△(n)ε-module, which is denoted by V¯ε(P, λ).
12 QIANG FU
Lemma 4.5. Let P ∈ P (n) and λ ∈ Λ+(n, r) be such that λi−λi+1 = degPi(u), for 1 6 i 6 n−1.
Then V¯ε(P, λ)|Uε(ŝln)
∼= V¯ε(P) and V¯ε(P, λ) is a U△(n, r)ε-module via the map ζr,ε given in (2.2).
Proof. By [10, 4.7.5], L¯(P, λ) can be regarded as a U△(n, r)v-module via the map ζr given in
(2.1). For µ ∈ Λ(n, r) let L¯(P, λ)µ = lµL¯(P, λ). We choose a nonzero vector w0 in L¯(P, λ)λ.
Let L¯Z(P, λ) = U△(n, r)Zw0 and L¯ε(P, λ) = L¯Z(P, λ) ⊗Z C. Then
L¯Z(P, λ) =
⊕
µEλ
µ∈Λ(n,r)
L¯Z(P, λ)µ and L¯ε(P, λ) =
⊕
µEλ
µ∈Λ(n,r)
L¯ε(P, λ)µ
where L¯Z(P, λ)µ = lµL¯ε(P, λ) and L¯ε(P, λ)µ = lµL¯ε(P, λ).
By the proof of [8, 8.2] and [14, 2.5] we see that UZ(ŝln)w0 is a free Z-module. This implies
that L¯Z(P, λ) is a free Z-module, since L¯Z(P, λ) = U△(n)Zw0 = U
−
Z (ŝln)w0 = UZ(ŝln)w0. It
follows that L¯Z(P, λ)µ is a free Z-module and hence dimC L¯ε(P, λ)µ = dimC(v) L¯(P, λ)µ for µ ∈
Λ(n, r). In particular, dimC L¯ε(P, λ)λ = dimC(v) L¯(P, λ)λ = 1. Therefore, L¯ε(P, λ) has a unique
irreducible quotient U△(n, r)ε-module, denoted by V¯
′
ε(P, λ). Since V¯
′
ε (P, λ) is a homomorphic
image of M¯ε(P, λ) we conclude that V¯ε(P, λ) ∼= V¯
′
ε (P, λ) is a U△(n, r)ε-module. It follows from
(2.3) that V¯ε(P, λ)|Uε(ŝln) is irreducible, and hence V¯ε(P, λ)|Uε(ŝln)
∼= V¯ε(P). 
Lemma 4.6. Let V be a finite dimensional irreducible U△(n, r)ε-module. Then there exist P =
(P1(u), . . . , Pn−1(u)) ∈ P(n) and λ ∈ Λ
+(n, r) with λi − λi+1 = degPi(u), for all 1 6 i 6 n− 1,
such that V ∼= V¯ε(P, λ).
Proof. According to (2.3), we see that V is an irreducible Uε(ŝln)-module. It follows from
Theorem 4.4 that there exist P ∈ P (n) such that V ∼= V¯ε(P). Thus there exist w0 6= 0 ∈ V such
that
(x+i,s)
(m)w0 = 0,Pi,sw0 = Pi,sw0, k˜iw0 = ε
µiw0, and
[
k˜i; 0
l
]
w0 =
[
µi
l
]
ε
w0,
for all 1 6 i 6 n − 1 and s ∈ Z, where µi = degPi(u). Since
∑
ν∈Λ(n,r) lνw0 = w0 6= 0, there
exists λ ∈ Λ(n, r) such that lλw0 6= 0.
Clearly, we have
(x+i,s)
(m)lλw0 = 0,Pi,slλw0 = Pi,slλw0, k˜ilλw0 = ε
µi lλw0, and
[
k˜i; 0
l
]
lλw0 =
[
µi
l
]
ε
lλw0.
On the other hand, by (3.1) we have k˜ilλ = ε
λi−λi+1 lλ and
[
k˜i;0
l
]
lλ =
[
λi−λi+1
l
]
ε
lλ, where k˜i =
ζr,ε(k˜i) and
[
k˜i;0
l
]
= ζr,ε(
[
k˜i;0
l
]
). This implies that k˜ilλw0 = ε
λi−λi+1lλw0 and
[
k˜i;0
l
]
ε
lλw0 =[
λi−λi+1
l
]
ε
lλw0. So by Corollary 4.3 we have λi − λi+1 = µi, for 1 6 i 6 n− 1. This shows that
λ ∈ Λ+(n, r). Clearly, there is a surjective U△(n)ε-module homomorphism ϕ : M¯ε(P, λ) → V
defined by sending u¯ to ulλw0, for all u ∈ U△(n)ε. Therefore, V ∼= V¯ε(P, λ), as desired. 
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According to Lemma 4.5 and Lemma 4.6 we obtain the following classification theorem of
finite dimensional irreducible U△(n, r)ε-modules.
Theorem 4.7. The set
{V¯ε(P, λ) | P ∈ P (n), λ ∈ Λ
+(n, r), λi − λi+1 = degPi(u) for 1 6 i 6 n− 1}
is a complete set of nonisomorphic finite dimensional irreducible U△(n, r)ε-modules.
4.4. Classification of finite dimensional irreducible S△(n, r)ε-modules. Combining
Proposition 3.5, Proposition 3.6 with Theorem 4.7 yields the following classification theorem
of finite dimensional irreducible S△(n, r)ε-modules.
Theorem 4.8. The set
{Vε(Q) | Q ∈ Q (n, r)}
is a complete set of nonisomorphic finite dimensional irreducible S△(n, r)ε-modules.
Proof. We choose N such that N > max{n, r}. Since N > r, by [22, 8.2] we have S△(N, r)ε =
U△(N, r)ε. It follows that Vε(Q) is a homomorphic image of M¯ε(P, λ) for Q ∈ Q (N, r), where
Pi(u) = Qi(v
i−1u)/Qi+1(v
i+1u) for 1 6 i 6 N − 1 and λ = degQ. This implies that
Vε(Q) ∼= V¯ε(P, λ)
as an S△(N, r)ε-module. Thus by Theorem 4.7 the set
{Vε(Q) | Q ∈ Q (N, r)}
is a complete set of nonisomorphic finite dimensional irreducible S△(N, r)ε-modules. This to-
gether with [17, 6.2(g)] implies that the set {Gε(Vε(Q)) 6= 0 | Q ∈ Q (N, r)} forms a complete
set of nonisomorphic irreducible S△(n, r)ε-modules. Now the assertion follows from Proposition
3.5 and Proposition 3.6. 
Remarks 4.9. (1) If ε = 1, then S△(n, r)ε is the affine Schur algebra over C. Therefore, we
obtain a classification theorem for affine Schur algebras over C by Theorem 4.8.
(2) Assume n > r. Let ̟ = (̟1, · · · ,̟n) ∈ Λ(n, r), where ̟i = 1 if 1 6 i 6 r, and ̟i = 0
otherwise. Then l̟S△(n, r)εl̟ ∼= H△(r)ε. According to Theorem 4.8 and [17, 6.2(g)], the set
{l̟Vε(Q) 6= 0 | Q ∈ Q (n, r)}
forms a complete set of nonisomorphic finite dimensional irreducible H△(r)ε-modules. It would
be interesting to determine the necessary and sufficient conditions for l̟Vε(Q) to be nonzero.
In the non root of unity case, finite dimensional irreducible modules for affine Hecke algebras of
type A were classified in terms of multisegments (see [4, 28, 24]). Finite dimensional irreducible
modules for affine Hecke algebras of type A at roots of unity were classified in terms of the
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aperiodic multisegments (see [9, 1, 2]). The classification of irreducible modules for affine Hecke
algebras in all types were investigated in [20, 26, 27]. It should be interesting to determine the
aperiodic multisegments corresponding to l̟Vε(Q) when l̟Vε(Q) is nonzero.
(3) Following [13, 7.2], let UZ(ĝln) be the Z-subalgebra of Uv(ĝln) generated by (x
±
i,s)
(m), k±1j ,[
kj ;0
t
]
, Qi,s (1 6 i 6 n− 1, 1 6 j 6 n, m, t ∈ N, s ∈ Z). Let Uε(ĝln) = UZ(ĝln)⊗Z C.
Let Π be the set of polynomials Q(u) ∈ C[u] such that the constant term of Q(u) is 1.
Let Q (n)ε be the set of n-tuple of polynomials (Q1(u), · · · , Qn(u)) such that Qi(u) ∈ Π and
Qj(u)/Qj(uε
2) ∈ C[u] for 1 6 i 6 n and 1 6 j 6 n−1. According to [13, 8.2], finite dimensional
polynomial irreducible Uε(ĝln)-modules are indexed by the set Q (n)ε. Let
Q (n, r)ε =
{
(Q1(u), · · · , Qn(u)) ∈ Q (n)ε
∣∣ ∑
16i6n
degQi(u) = r
}
.
Then the natural map γ : Q (n, r) → Q (n, r)ε defined by sending (Q1(u), · · · , Qn(u)) to
(Q1(u)|v=ε, · · · , Qn(u)|v=ε) is bijective. Therefore, polynomial representation of Uε(ĝln) should
be closely related to representation of S△(n, r)ε.
4.5. Morita equivalences of affine quantum Schur algebras. We are now ready to estab-
lish Morita equivalences between affine quantum Schur algebras. Before proving Proposition
4.13 we shall need some preliminary lemmas.
Let S be an associative algebra over a field k and let f 6= 0 be any idempotent in S. We
define the functors F and H as follows:
F : S-mod −→ f Sf -mod, V 7−→ f V,
H : f Sf -mod −→ S-mod, W 7−→ Sf ⊗f Sf W.
Lemma 4.10. Assume F(L) 6= 0 for all finite dimensional irreducible S-module L. Then
Sf V = V for V ∈ S-mod.
Proof. Let V be a finite dimensional S-module and let 0 = Vt ⊆ Vt−1 ⊆ · · · ⊆ V1 ⊆ V0 = V be
the composition series of V . For 0 6 i 6 t− 1, there is a natural S-module homomorphism ϕi :
Sf Vi/Sf Vi+1 → Vi/Vi+1 defined by sending x¯ to x¯ for x¯ ∈ Sf Vi/Sf Vi+1. Since F(Vi/Vi+1) 6= 0
we have Im(ϕi) 6= 0. It follows that ϕi is surjective since Vi/Vi+1 is irreducible. This implies that
dimSf V =
∑
06i6t−1 dim(Sf Vi/Sf Vi+1) >
∑
06i6t−1 dim(Vi/Vi+1) = dimV . Consequently, we
conclude that Sf V = V . 
Lemma 4.11. Assume F(L) 6= 0 for all finite dimensional irreducible S-module L. Then for
each V ∈ S-mod, the S-module homomorphism αV : H ◦ F(V )→ V defined by sending x⊗ f w
to xf w is an isomorphism for x ∈ Sf and w ∈ V .
Proof. We proceed by induction on ℓ(V ), where ℓ(V ) is the length of V . According to [17, (6.2f)]
we see that αV is an isomorphism in the case where V is irreducible. Assume now that ℓ(V ) > 1.
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Using Lemma 4.10 we see that αV is surjective. Thus it is enough to prove that dim(H◦F(V )) =
dimV . Let M be a maximal S-submodule of V . Then αM is an isomorphism by induction. Let
ι be the inclusion map from M to V . Since ι ◦ αM = αV ◦ (H ◦ F(ι)) and αM is injective we
conclude that the map H ◦ F(ι) is injective. Thus we may regard H ◦ F(M) as a submodule of
H◦F(V ). As V/M is irreducible, we see that H◦F(V )/H◦F(M) ∼= H◦F(V/M) ∼= V/M . This
together with the fact that H ◦ F(M) ∼=M shows that dim(H ◦ F(V )) = dimV . The assertion
follows. 
Corollary 4.12. Assume F(L) 6= 0 for all finite dimensional irreducible S-module L. Then the
functor F : S-mod→ f Sf -mod is an equivalence of categories.
Proof. According to [17, 6.2d] we see that F ◦H ∼= 1f Sf -mod where 1f Sf -mod is the identity functor
on f Sf -mod. Now the assertion follows from Lemma 4.11. 
Combining Proposition 3.5, Theorem 4.8 with Corollary 4.12 yields the following Morita
equivalences of affine quantum Schur algebras, which is the affine version of [17, (6.5g)].
Proposition 4.13. Assume N > n > r. Then the functor Gε : S△(N, r)ε-mod → S△(n, r)ε-mod
is an equivalence of categories.
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