Abstract-In this letter, a new metric for fast and efficient performance comparison of iterative sub-optimal decoding algorithms is proposed. It is based on the estimation of a metric between the A-Posteriori Probability (APP) decoded symbol of optimal and suboptimal decoding algorithms. We apply the notion of entropy to evaluate this function. The metric is tested on data sets from the different sub optimal algorithms for the duo binary turbo codes used in WiMax(802.16e) application and a (251,502) Galois Field (2 6 ) low density parity check (LDPC) code. Experimental results show that the values of the proposed metric correlate well with the BER performance of the suboptimal implementation of the iterative decoding algorithm.
I. INTRODUCTION
L DPC codes and Turbo codes are among the known near Shannon limit codes that can achieve very low bit error rates for low Signal-to-Noise Ratio (SNR) applications [1] , [2] . Efficient implementations with emphasis on small area, low power consumption and high throughput are of emerging importance. The achievement of such requirements often implies the adoption of sub-optimal choices and simplifications that affect code performance. Due to the large number of options to be tested, efficient methods for performance evaluation are of great interest.
The principle of Bit Error Rate (BER) or Frame Error Rate (FER) estimation with the Monte-Carlo (MC) simulation is well known: first fix the SNR of the simulation to determine the value of the standard deviation of the white gaussian noise in the channel, then generate a modulated codeword, add the white gaussian noise and perform the iterative decoding algorithm to compute the APP of the codeword symbols. Finally, based on APP, take a decision on the decoded symbols. If uncoded and decoded codewords differ, compute the number of errors. This process is iterated a given number of time. If one looks at the set of final APP distributions before decision and the final BER (or FER), a huge amount of information has been discarded. The question arises if it is possible to take into account the information before decision to improve the BER (or FER) estimation?
In [3] it was shown that the use of APP distribution offers practical advantage of numerical stability over the conventional MC simulations. In this paper, we propose to use the value of APP before decision in a different application. Our approach is closely related to the "Role Model" realm proposed in [5] . APP of symbols at the end of a given number of iteration in case of an optimal version of algorithm is considered as the knowledge available to the role model while APP of symbols for the cases of sub optimal versions of algorithm is considered as the knowledge available to ourself. Averaged distance between APP distribution of symbols for above mentioned two cases could be an effective and quick method to determine the performance of the sub optimal version relative to the optimal one. In this work our aim is to find a metric for such a distance calculation, so that metric and performance degradation are well related.
However, the task of finding a significant metric between two symbol APP distributions is not trivial. Classical distribution distances do not give any significant correlation with BER (or FER) estimation of MC simulations. For example, use of a Manhattan distance (or norm-l1 distance) between two APP distributions does not lead to a significant correlation. This can be explained by the fact that, from a decoding point of view, probabilities of a symbol value of 10 −6 and 10
−12
are rather different, which is not the case when Manhantan distance is used. These considerations bring us to search a metric that takes into account both absolute difference and ratio of magnitude. At this point, a metric derived from the entropy definition of Shannon [4] was tested with success. The information entropy H(X) of a discrete random variable X that can take on possible values x 1 , . . . , x n is given as:
where p(x i ) = P r (X = x i ) is the probability mass function of X and entropy relates to the representation of information by quantifying its uncertainty. The rest of the paper is divided in three sections. In section II, the proposed new metric, named EID (Entropy Inspired Distance) is presented as well as the criteria to evaluate its quality. Then section III gives practical examples of the use of EID metric in case of duo-binary turbo decoder and non-binary LDPC decoder. Finally, section IV gives the conclusions. 
II. THE DISTANCE METRIC DEFINITION
In this section, we first define quality criteria which allows us to measure if there exist a direct quantitative correlation between the proposed EID metric and the BER degradation of a sub-optimal decoding algorithm. EID metric is then proposed and is compared with several classical distances in later section.
A. Definition of Quality Criteria
For a given SNR, we defined Δ BER as Δ BER = log 10 (BER sub /BER opt ). It corresponds to the BER degradation between the sub-optimal algorithm (BER sub ) and the optimal algorithm (BER opt ). Our first objective (Case 1) is to define a metric EID (to be defined later) between optimal and sub-optimal algorithm that respects the relation order between Δ BER and EID. This means that if two design choices 1 and 2 result into suboptimal algorithms with performance given by Δ BER1 < Δ BER2 , then definition of EID will calculate an higher distance for choice 2. If the computational complexity to compute EID is low compared to BER estimation through MC simulation, then EID can be an efficient tool to perform design choices. Note that the ideal situation (Case 2) is to find a monotonic function ζ so that Δ BER = ζ(EID) in a interval of interest for making design choices: in that case, no more MC simulation is required to evaluate the BER.
B. EID definition
In a Non-binary iterative decoding algorithm (Turbo or LDPC code) exchanged messages can be represented as LLR vectors. A q element probability vector P = (p 0 , p 1 , . . . , p q−1 ) is a vector of real numbers such that p i > 0 for all i and q−1 i=0 p i = 1. The LLR vector associated to P is Λ = (λ 0 , λ 1 , . . . , λ q−1 ) with λ i = log pi p0 , i = 0, . . . , q − 1. Symbol probability as a function of LLR values is expressed as follows:
In the experimental setup shown in Figure 1 , the encoded data (a set of M codewords of length K, i.e. a total of N = M × K q-ary symbols) is modulated (Binary Phase Shift Keying in our example) and sent over a noisy channel (Additive White Gaussian Noise in our example). At receiver after demodulation, intrinsic probabilities of the received symbols are computed (Database T in ). The M received codewords of T in are then fed to the optimal and to the suboptimal decoders. The N output of the optimal decoder are used to generate database T opt . The n th element of T opt is an APP vector of size q denoted as P n = (p n i ) i=0,1,···q−1 . Similarly, the output of the sub-optimal algorithm is used to generate database T sub . T sub is composed of APP vectorP n = (p n i ) i=0,1,···q−1 . Extending the entropy equation (1) we define distance EID in the form : 
III. EXPERIMENTAL RESULTS
Previously mentioned quality criteria Case 1 and Case 2 are subsequently verified for the proposed metric in the following experiments. A duo binary turbo code used in WiMax(802.16e) application (block length K=960 and rate=1/3) and a (251,502) Galois Field (2 6 ) LDPC code are used.
A. WiMax Turbo Optimal Quantization of Channel Input
Fixed point arithmetic and quantization result in additional noise in the turbo decoding system. As the rounding off noise is fixed for a given structure, increasing the signal level to quantizer could result in better performance. However it cannot be increased too much because it may cause overflow as the dynamic range of quantizer is exceeded. Thus a optimal scaling factor α for received symbol needs to be found which results in the best error performance of the decoder [6] . In order to validate the performance of the EID metric we evaluate Δ BER varying the scaling factor α. Similar experiment is performed with conventional metrics used for distance evaluation like SSD (Sum of the Squared Differences or Euclidean distance), SAD (Sum of the Absolute Differences or Manhattan distance), KLD (Kullback Leibler distance or Relative entropy [7] ). Figure 2 shows the variation of distance calculated using the conventional metrics and the proposed metric with scaling factor α. Databases T opt and T sub are created with M = 100 frames successfully decoded at the end of 7 iterations. Different distances are scaled with different factors to make sure all curves fit in the same plot. Significant performance degradation is expected at both lower and higher values of α and optimal performance should be obtained somewhere in the middle. It can be observed that conventional metrics fail to capture the expected performance degradation variation with scaling factor α. , EID) gives the same optimal value of scaling factor α at 1.6 for code rate R = 1/3 and at 1.2 for R = 1/2, thus validating the Case 1 mentioned previously. 
B. LDPC GF(2 6 ) Case
The experiments were performed over a rate 1/2 LDPC code (251,502) in GF(64). The optimal algorithm is the well known belief propagation algorithm over a non-binary LDPC code [8] . The sub-optimal algorithm is the Extended MinSum (EMS) proposed by Voicila et al. [9] . In EMS, only the highest n m probabilities of the message are consider in the decoding process, remaining (64-n m ) lower probabilities are simply discarded. Since n m is significantly lower than 64, both memory and computational complexity are saved thanks to this approximation. Using the optimal algorithm, we have generated T opt with M = 100 frames successfully decoded with 20 iterations. Then, several databases T sub have been created with the EMS algorithm for values of n m ranging from 6 to 32. The FER values are of the order of 2×10 −4 and 2 × 10 −6 for the SNR values of 1.4dB and 1.6dB respectively for the optimal algorithm. In Figure 4 correlation between Δ F ER and EID for these suboptimal algorithms (shown by the dots in the curves) is depicted. Approximately linear slope of the curves in a wide FER range validates the second quality criteria (Case2) mentioned previously for the proposed EID metric.
IV. CONCLUSION
We present a novel error performance assessment metric for sub optimal iterative decoding algorithms. It takes into account APPs measured at the end of certain iteration to estimate how far is the APP distribution of the symbol in case of suboptimal version of algorithm from the optimal version. We extended the concept of entropy to evaluate this distance. Experimental results show that the values of the proposed metric correlate well with corresponding BER performance analysis of the sub optimal iterative algorithms, giving a significant improvement in terms of simulation speed.
The work provides us a practical tool to quickly compare and assess the performance of suboptimal iterative decoding algorithms. We know that other tools of the information theory can be used for our project (like mutual information, EXIT chart and so on) but we didn't find yet a useful way of using it for our problem. This question is still open.
