Reproducing Kernel Hilbert Spaces: the Representer Theorem. An interpretation of the representer as an approximant in Learning by Martínez Crespo, Víctor
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Abstract. In this manuscript we present a complete and self-contained proof of the main
mathematical statement that supports what is known as the “kernel trick” in computational
learning: the Representer Theorem. We have chosen the more complete statement of this
result due to B. Scholkopf, R. Herbrich and A. J. Smola, published on 2001, involving regu-
larization functions. This statement requires an introduction to reproducing kernel Hilbert
spaces (RKHS for short), introduced by J. Mercer in 1909 and strongly developed by N.
Aronszajn in 1950. The main theorem of Aronszajn theory is the characterization of RKHS
in a statement known as the Aronszajn-Moore Theorem, which we also prove in detail. With
these tools we may finally prove the Representer Theorem in reproducing kernel Hilbert
spaces of R. Herbrich, B. Scholkopf and A. J. Smola. Additionally, we prove a result by A.
Argyriou, C. A. Micchelli and M. Pontil of 2009 which characterizes the Tikhonov regular-
ization functions admissible in a Representer Theorem.
On the other hand, although the Representer Theorem is claimed to be a used tool in Learn-
ing, we have not found a precise form to link this statement with the foundations of Learning
established by F. Cucker and S. Smale in 2003. Thus, we just filled the gap with our own
statements by giving an interpretation of the representer as an approximant of regression
functions within the context of Cucker-Smale foundations of learning.
In order to achieve these goals, we first introduce well-known concepts and results on Hilbert
spaces theory (Chapter 1). Then, we establish the foundations of reproducing kernel Hilbert
spaces, we prove Aronszajn-Moore Theorem and, finally, the Representer Theorem (Chapter
2). Finally, we link this theorem and its application in learning by giving an original re-
sult which proves that the Representer Theorem’s “output” is a good approximation of our
desired regression function (Chapter 3).
Key words: Hilbert spaces, reproducing kernel, Representer theorem, computational lear-
ning, approximation error.
Resumen. En este manuscrito presentamos una prueba completa y autocontenida de uno
de los principales enunciados matemáticos en lo que se conoce como el “kernel trick” en
aprendizaje computacional: el Teorema del Representante. Hemos escogido la versión más
completa del enunciado de este resultado por R. Herbrich, B. Scholkopf y A. J. Smola,
publicado en 2001, incluyendo funciones de regularización. Este enunciado requiere la in-
troducción de espacios de Hilbert con núcleo reproductor (siglas RKHS), introducido por J.
Mercer en 1909 y desarrollado por N. Aronszajn en 1950. El teorema principal de la teoŕıa
de Aronszajn es la caracterización de RKHS en un enunciado conocido como el Teorema de
Aronszajn-Moore, el cual también probamos. Con estas herramientas probamos finalmente
el Teorema del Representante en espacios de Hilbert con núcleo reproductor de R. Herbrich,
B. Scholkopf y A. J. Smola. Además, probamos un resultado de A. Argyriou, C. A. Micchelli
y M. Pontil de 2009 que caracteriza las funciones de regularización de Tikhonov admisibles
en el Teorema del Representante.
Por otro lado, aunque se dice que el Teorema del Representante es usado como herramienta
en Aprendizaje, no hemos encontrado una forma precisa de enlazar este enunciado con los
fundamentos del Aprendizaje establecidos por F. Cucker y S. Smale en 2003. Por ello, hemos
rellenado ese hueco con nuestros propios enunciados dando una interpretación del represen-
tante como un aproximante de funciones de regresión en el contesto de los fundamentos del
aprendizaje de Cucker y Smale.
Para conseguir estos objetivos, primero introducimos conceptos y resultados conocidos sobre
la teoŕıa de espacios de Hilbert (Caṕıtulo 1). Luego, establecemos los fundamentos de los
espacios de Hilbert con núcleo reproductor, probamos el Teorema de Aronszajn-Moore y,
finalmente, el Teorema del Representante (Caṕıtulo 2). Finalmente, enlazamos este teorema
y su aplicación en aprendizaje aportando un resultado original que prueba que el “output”
del Teorema del Representante es una buena aproximación de la función de regresión deseada
(Caṕıtulo 3).
Palabras clave: Espacios de Hilbert, núcleo reproductor, Teorema del Representante, apren-
dizaje computacional, error de aproximación.
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0.1. Introducción
El propósito de esta memoria es la presentación, con pruebas, del prinicipal resultado matemático
que subyace a las técnicas de Aprendizaje Computacional conocido como “kernel tricks”: se
trata de el Teorema del Representante, traducción libre del comúnmente conocido como Rep-
resenter Theorem. Adicionalmente, hemos incluido una interpretación como aproximante de
ciertas funciones de regresión del resultado afirmado por el Teorema del Representante.
A continuación, y tras una introducción del contenido del trabajo, se incluyen los resúmenes de
las principales contribuciones para ayudar a una más cercana lectura del texto.
El problema inicial del que se parte es el siguiente: Se considera un espacio de Hilbert H de
funciones a valores reales o complejos sobre un espacio topológico X, es decir, H ⊆ KX , donde
K = R∨C. Se considera una función de riesgo definida sobre H y dependiente para cada f ∈ H
de un número finito de datos que representan puntos de X y potenciales valores de f en esos
puntos. Formalmente, para cada n ∈ N, n ≥ 1 se considera una función de riesgo
En : H × (X ×K)n −→ R+ ∪ {∞}.
A cada lista ((x1, y1), ..., (xn, yn)) ∈ (X×K)n se le denomina datos observables. Supondremos,
como hipótesis fundamental del problema, que la función de riesgo En depende solamente de
los datos observados y del comportamiento de f sobre estos datos. Formalmente, esto se puede
interpretar como la existencia de una función de riesgo
(0.1.1) En : (X ×K2)n −→ R ∪ {∞}.
de tal modo que para cada f ∈ H, y para cada lista de datos observables ((x1, y1), ..., (xn, yn)) ∈
(X ×K)n se tiene:
En(f, ((x1, y1), ..., (xn, yn)) = En((x1, y1, f(x1)), ..., (xn, yn, f(xn)).
El objetivo del problema consiste en minimizar el riesgo En para una lista de datos observados
dada “a priori”. Es decir, dada una observación ω = ((x1, y1), ..., (xn, yn)) ∈ (X × K)n, hallar
f ∈ H tal que
En(f, ω) = min{En(g, ω) : g ∈ H}.
En general, la función de riesgo En se regulariza añadiendo una función de regularización
Ω : H −→ R. T́ıpicamente, se presupone que existe una función estrictamente creciente g :
[0,∞) −→ R tal que
Ω(f) = g(||f ||H), ∀f ∈ H,
donde || · ||H es la norma de f en H. Aśı, el problema de referencia es el siguiente:
Problema. Sea H un espacio de Hilbert, sea g : [0,∞) −→ R una función estrictamente
creciente y sea En : H × (X ×K)n −→ R una función de riesgo tal que existe En como en 0.1.1
de tal modo que ∀f ∈ H, ∀ω = ((x1, y1), ..., (xn, yn)) ∈ (X ×K)n,
En(f, ω) = En((x1, y1, f(x1)), ..., (xn, yn, f(xn))).
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Dado z ∈ (X ×K)n, se pide hallar una función fz ∈ H tal que
En(fz, z) + g(||fz||) = min{h ∈ H : En(h, z) + g(||h||)}.
Nótese que se pretende hallar para cada z ∈ (X × K)n un elemento fz que minimize la suma
de En con g(|| · ||).
Un ejemplo clásico es el riesgo dado por el error cuadrático medio













|f(xi)− yi|2 + ||f ||2H .
La respuesta al Problema precedente se dividiŕıa en dos partes:
i) Problema de Consistencia o Satisfactibilidad : Bajo ciertas hipótesis sobre H, En, g y
z, ¿existe fz ∈ H que minimiza En(·, z) + Ω ?.
ii) Problema de Resolución: Sabiendo que el problema de minimización es consistente,
hallar un fz que minimize En(·, z) + Ω.
El Teorema del Representante que tratamos aqúı no habla del problema de consistencia sino
del problema de resolución: básicamente, se pretende mostrar cómo dado un problema de
minimización consistente podemos expresar el mı́nimo de manera simple, de tal modo que,
“a posteriori”, existieran algoritmos capaces de calcular una función que minimice el riesgo
En(·, z) + Ω.
La solución más natural pasa por transformar el problema de minimización en H en un problema
de minimización (tipicamente no lineal) en un espacio de Hilbert de dimensión finita a través
de una proyección ortogonal. Por tanto, el Problema de Resolución pasa a ser el siguiente:
Problema (de Resolución). Sean En, H, Ω como en el enunciado del Problema 0.1. Sea
z ∈ (X × K)n y supongamos que el problema de minimizar En(·, z) + Ω es consistente en H.
Hallar un subespacio de dimensión finita Vz ⊆ H tal que ∃fz ∈ Vz verificando
En(fz, z) + Ω(fz) = min{En(h, z) + Ω(h) : h ∈ H}.
Más áun, si fuera posible, dar un sistema generador de Vz en el que expresar fz.
La respuesta al Problema de Resolución pasa por un resultado inicialmente introducido en 1970
por [KW, 70], posteriormente estudiado por [Gi, 18] y generalizado en [HSS, 01]: el Teorema
del Representante.
Teorema 0.1.1 (del Representante). Con las hipótesis precedentes, si H = HK es un espacio
de Hilbert con núcleo reproductor K : X×X −→ K, el Problema de Resolución admite respuesta
positiva siendo Vz el K-subespacio vectorial de HK generado por
{Kxi : 1 ≤ i ≤ n},
donde
Kxi : X −→ K
y 7−→ K(xi, y).
Este resultado aśı enunciado hace referencia a los espacios de Hilbert con núcleo reproductor
(en acrónimo RKHS). Los espacios de Hilbert con núcleo reproductor fueron introducidos por
J. Mercer en 1909 (cf. [Me, 09]) y estudiados en profundidad por N. Aronszajn en 1950 (cf.
[Ar, 50]). A partir del Teorema del Representante, estos espacios de Hilbert con núcleo repro-
ductor se convierten en un tema central del Aprendizaje Computacional.
En este TFG, consideramos la teoŕıa de Espacios de Hilbert con núcleo reproductor y desarrol-
lamos con detalles algunos de sus teoremas esenciales, concluyendo con una prueba del Teorema
del Representante, asi como un rećıproco (caracterización de las funciones de regularización ad-
misibles) siguiendo [AMP, 09]. Este desarrollo se realiza en el Caṕıtulo 2 y que resumiremos
en la Sección 0.2 de esta Introducción.
Usualmente, la intervención del Teorema del Representante en el Aprendizaje Computacional
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no es siempre expĺıcita en la literatura sobre el tema. Más aún si se considera dentro del marco
abstracto del Aprendizaje Computacional fijado por F. Cucker y S. Smale en su art́ıculo fun-
damental [CS, 02]. Estos autores fijan como objetivo del aprendizaje el calculo (o, al menos
la aproximación) de una función de regresión
fρ : X −→ K,






En la tarea de aproximar fρ el problema, bajo las técnicas propuestas, se descompone en dos
problemas:
i) Hallar un espacio de Hilbert con núcleo reproductor HK tal que existe fH ∈ HK
“próximo” a fρ.
ii) Una vez fijado HK , aplicar el Teorema de Representación para hallar un fz ∈ Vz que
aproxime a fρ.
De nuevo, este Trabajo de Fin de Grado omite discutir el aspecto i) en detalle y asume que
ya disponemos de un espacio de Hilbert con núcleo reproductor HK y que fρ ∈ L2ν(X), donde
ν = fX es la distribución marginal inducida por ρ sobre X, de tal modo que existe δ > 0
verificando:
d(fρ, HK)L2ν(X) ≤ δ.
Entonces, probaremos que dada una observación z ∈ (X ×K)n, bajo ciertas hipótesis sobre K
y z, tendremos que el output fz del Teorema del Representante será un buen aproximante de
fρ, es decir, obtendremos una estimación de la forma
||fρ − fz||L2ν(X) < δ + 2ε.
Este resultado de aproximación se exhibe en el Caṕıtulo 3 y que resumimos en la Sección 0.3
siguiente.
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Tras un caṕıtulo de resultados preliminares y básicos, comunmente conocidos, en este caṕıtulo
desarrollamos la teoŕıa básica de espacios de Hilbert con núcleo reproductor y el Teorema del
Representante.
El primer resultado fundamental del que nos ocupamos es el Teorema de Aronszajn-Moore sobre
la base del Teorema de Riesz-Fréchet (que probamos en la Sección 2.2), damos un teorema que
caracteriza los RKHS mediante la propiedad de que la evaluación en un punto es una función
lineal continua y acotada. Resumimos formalmente este resultado del modo siguiente:
Sea K = R ∨C, sea X un espacio topológico y H ⊆ KX un espacio de Hilbert cuyos elementos
son funciones de X en K. Para cada x ∈ X, consideremos la función evaluación en x
Lx : H −→ K
f 7−→ f(x).
Un espacio de Hilbert (H, 〈·, ·〉) formado por funciones de X en K (ie, H ⊆ KX) se denomina
espacio de Hilbert con núcleo reproductor si para cada x ∈ X, la función Lx es lineal, continua
y de norma finita.
Esta definición no hace referencia a la presencia de núcleos sino a la función evaluación en
conjunto. Un núcleo sobre X es una función K : X ×X −→ K que satisface:
i) K es simétrica si K = R o sesquilineal si K = C.
ii) K es definida positiva, es decir, dada cualquier familia finita {x1, ..., xn} ⊆ X la matriz
de Gram de K en esta familia
Gram[K](x1, ..., xn) := (K(xi, xj))1≤i,j≤n
es definida positiva.
El Teorema de Aronszajn-Moore relaciona los espacios de Hilbert con núcleo reproductor con
los núcleos de la forma siguiente:
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Teorema 0.2.1. Sea X un espacio topológico, K : X×X −→ K un núcleo sobre X. Entonces,
existe un único (salvo isometŕıa) espacio de Hilbert con núcleo reproductor HK ⊆ KX de tal
modo que:
i) Para cada x ∈ X, la función
Kx : X −→ K
y 7−→ Kx(y) := K(x, y)
verifica que Kx ∈ HK .
ii) Para cada f ∈ HK y cada x ∈ X, si Lx : HK −→ K es la función de evaluación,
Lx(f) = f(x) = 〈Kx, f〉K ,
donde 〈·, ·〉K es el producto interno de HK .
Más aún, probaremos que HK es el completado del espacio preHilbert H0 generado por la
familia
{Kx : x ∈ X}.
Hemos incluido la condición de espacio topológico sobre X, aunque no es necesaria para nuestra
demostración.
Un caso particular de núcleos son los núcleos de Mercer: son aquellos núcleos donde X es un
espacio topológico y K : X ×X −→ K es una función continua. Los núcleos de Mercer, aunque
muy citados cotidianamente, son algo más restrictivos. Aśı, por ejemplo, en el Teorema 2.3.2
probaremos que si (X, d) es un espacio métrico compacto y K : X ×X −→ K es un núcleo de
Mercer, entonces el espacio de Hilbert HK es separable y, por tanto, isométricamente identifi-
cable con `2.
En todo caso, dedicamos la Sección 2.4 del Caṕıtulo a resumir algunos resultados básicos sobre
núcleos de Mercer. Hemos elegido la forma resumida para no extender en exceso este trabajo.
Los resultados han sido tomados de [CZ, 07] y es a él a quien referiremos para las demostra-
ciones. Debe hacerse notar que [CZ, 07] establece sus resultados para el caso (X, d) espacio
métrico compacto. El resultado más destacable de esta Sección es el Teorema de Mercer (cf.
Teorema 2.4.3) en el que se muestra que los espacios de Hilbert con núcleo de Mercer sobre es-
pacios métricos compactos son separables, mediante una descipción expĺıcita de HK partiendo
de una base ortonormal numerable descrita a partir de los valores y vectores propios de un
operador integral LK .
Tras este breve resumen sobre núcleos de Mercer, dedicamos una sección a estudiar un resul-
tado sobre el Error de Aproximación entre espacios de Banach, que reusaremos en el caṕıtulo
siguiente.
El caṕıtulo concluye con dos secciones:
• La Sección 2.6 que enuncia y demuestra la versión general del Teorema del Represen-
tante conforme [HSS, 01]
• La Sección 2.7 que discute un pseudorećıproco del Teorema del Representante, con-
forme a [AMP, 09].
Como ya hemos hablado del Teorema del Representante, centrémonos en lo que se discute en la
Sección 2.7. El objetivo aqúı es tratar de discutir que propiedades deben verificar las funciones
de regularización Ω : HK −→ R para el caso en que el Teorema del Representante se satisface.
Para ello se considera el problema de interpolación sobre espacios de Hilbert con núcleo repro-
ductor.
Problema (de interpolación en espacios de Hilbert con núcleo reproductor). Sea X un con-
junto, H ⊆ CX un espacio de Hilbert con núcleo reproductor K : X × X −→ C. Lla-
maremos problema de interpolación sobre H con base en X al siguiente: Dada una instancia
z = ((x1, y1), ..., (xn, yn)) ∈ (X×C)n y dada una función de interpolación Ω : H −→ R, llamare-
mos problema de interpolación en H con instancia z y función de regularización Ω : H −→ R
al problema de minimizar el siguiente conjunto:
{Ω(ω) : ω ∈ H,ω(xi) = yi, 1 ≤ i ≤ m}.
Se consideran funciones de regularización Ω : H −→ R admisibles como aquellas para las que el
problema de interpolación es satisfactible (o consistente, ie. admite solución) en un subespacio
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generado por {Kx1 , ...,Kxn}. Nótese que el problea de interpolación puede ser visto como una
instancia particular del problema de minimización inicial: basta con suponer que la función de
riesgo es En = 0.
En la Sección 2.7 probamos la siguiente caracterización de las funciones de regularización:
Teorema 0.2.2 (Caracterización de las regularizaciones de Tikhonov). Sea H un espacio de
Hilbert y Ω : H −→ R una regularización de Tikhonov continua y diferenciable (en el sentido
de la Definición 25). Supongamos que dim(H) ≥ 2. Entonces, Ω es admisible para el problema
de interpolación sobre H si y solamente si existe una función monótona creciente h : R+ −→ R
tal que
Ω(ω) = h(||ω||2),∀ω ∈ H.
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Como se indica en casi todas las referencias al Teorema del Representante, una de sus principales
aplicaciones consiste en su utilización en Aprendizaje. Desafortunadamente, no hemos sido
capaces de localizar un resultado conclusivo, válido para un contenido abstracto como el de
[CS, 02], que permita mostrar la manera de usar este resultado para aproximar funciones de
regresión. Es notable observar que ni la referencia clásica, ni [CS, 02] sean capaces de ligar el
Teorema del Representante con los fundamentos matemáticos del Aprendizaje que ellos mismos
pretender establecer. Aśı, la Sección 6 del Caṕıtulo III de [CS, 02] introduce el Teorema del
Representante aunque no explica en qué medida este resultado está ligado a las páginas que le
preceden.
Ante esta situación hemos optado por introducir un resultado original que liga el Teorema
del Representante con los principios de Teoŕıa del Aprendizaje tal y como está establecido en
[CS, 02]. El resultado no es ni óptimo ni satisfactorio, dado que sólo establece condiciones
suficientes de aplicabilidad del Teorema del Representante al Aprendizaje sin mostrar casos
concretos en los que esa aplicabilidad es además factible. Es sólo una primera aproximación a
las palabras usadas regularmente por los autores del ámbito.
Este caṕıtulo se dedica aśı a enunciar y dar una demostración bastante completa de este teorema
original que no hemos podido encontrar en la literatura. Para poder enunciarlo, necesitamos
introducir algunas nociones preliminares.
En lo que sigue, (X, d) será un espacio métrico, I ⊆ R un intervalo, Z = X×I ⊆ X×R y B(Z)
la clase de los conjuntos de Borel del espacio producto X×I. Supondremos ρ : B −→ [0, 1] una
distribución de probabilidad definida sobre B(Z). Para cualquier función medible f : X −→ R,





El propósito de la teoŕıa del Aprendizaje, conforme a los principios de [CS, 02] consiste en
minimizar este error cuadrático promedio. Consideremos B(X) la clase de los conjuntos de
Borel sobre X y sea ρX : B(X) −→ [0, 1] la distribución marginal de ρ sobre X a través de la
proyección canónica π : Z −→ X. Es decir, para E ∈ B(X)
ρX(E) := ρ(π
−1(E)) = ρ(E × I).
Con respecto a ρX podemos definir el espacio L
2(X) de funciones cuadrado integrales. Es decir,
las funciones Borel medibles f : X −→ R tales que∫
X
|f(x)|2dρX <∞.
Bajo la hipótesis de que el espacio métrico (X, d) es separable (i.e, posee un subconjunto denso
contable), el teorema de Desintegración de la Medida nos garantiza que existe una función
fρ : X −→ R que minimiza E :
E(fρ) ≤ E(f), ∀f ∈ L2(X).
La función fρ se denomina función de regresión de f sobre X. Para que todo sea más conforme,
la Teoŕıa del Aprendizaje de [CS, 02] añade una hipótesis sobre la distribución de probabilidad
ρ:
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Definición 1. Con las notaciones precedentes una distribución de probabilidad ρ sobre Z es
admisible para su tratamiento en Teoŕıa del Aprendizaje si la función de regresión fρ es acotada
sobre X. Es decir, ρ admisible si
||fρ||∞ := sup{|fρ(x)| : x ∈ X} <∞.
Bajo la hipótesis de la Teoŕıa del Aprendizaje, si ρ es una distribución de probabilidad admisible








dρX = ||fρ||2∞ <∞.
Más aún, si || · ||L2(X) es la norma en el espacio de Hilbert L2(X), tendremos que
||fρ||L2(X) ≤ ||fρ||∞.
Por tanto, bajo la hipótesis de la Teoŕıa del Aprendizaje, fρ ∈ L2(X) es la función que minimiza
E sobre L2(X). De hecho, probamos, en la Proposición 3.2.3, que para cada f ∈ L2(X) se tiene
E(f)− E(fρ) = |E(f)− E(fρ)| = ||f − fρ||2L2(X).
Como, normalmente, fρ no es fácilmente computable, se hace una aproximación de fρ mediante
un subespacio de Hilbert H ⊆ L2(X) con buenas propiedades de aproximación de fρ que, al
mismo tiempo, sean manipulables.
Definición 2. Con las notaciones precedentes, sea δ > 0 un número real positivo y H ⊆ L2(X)
un subespacio de Hilbert. Diremos que H posee una δ-aproximación de la función de regresión
fρ : X −→ R anterior si existe fH ∈ H tal que
||fρ − fH ||2L2(X) < δ.
En la Proposición 3.2.5 probaremos que dado un espacio de Hilbert H que contiene una δ-
aproximación de fρ y siendo fH ∈ H un elemento que minimiza E sobre H se tiene:
||fρ − fH ||2L2(X) < δ,
|E(fH)− E(fρ)| < δ.
En este sentido, fH ∈ H seŕıa una buena aproximación de fρ y, por tanto, una buena codificación
de la función de regresión a través de elementos de H.
No es el propósito de este Trabajo de Fin de Grado hacer una disquisición sobre la búsqueda
de buenos espacios de Hilbert para aproximar la función de regresión. Nuestro objetivo es más
modesto: pretendemos aproximar fH a partir del Teorema del Representante. Sin embargo,
para que nuestra exposición no quedase corta en este aspecto, hemos descrito en la Subsección
3.2.4 una breve discusión sobre los ratios de Aproximación en el caso de espacios de Hilbert
definidos por núcleos de Mercer.
A partir de aqúı nos ocupamos solamente del caso en que H sea un espacio de Hilbert con
núcleo reproductor K : X × X −→ R y que H contenga una δ-aproximación de fρ. Nuestro
objetivo será calcular fH o, en su defecto, aproximar fH y aqúı es donde interviene el Teorema
del Representante. Para ello, sea z = ((x1, y1), ..., (xn, yn)) ∈ Zn una observación emṕırica de








No queda claro, a priori, que el error emṕırico tenga relación con E(f) para clases amplias de
funciones. Por ello, dado ε > 0 y dado F ⊆ H definimos:
H(n)ρ (F , ε) := {z ∈ Zn : sup
f∈F
|Ez(f)− E(f)| < ε}.
Las grandes contribuciones de V. N. Vapnik y A. Ya. Chervonenkis (cf. [CV, 71]), para F
formado por funciones caracteŕısticas de conjuntos de Borel de X, o de autores como D. Pollard
(cf. [Po, 84]), con el uso de la esperanza de números de recubrimiento, consisten en mostrar
clases F para las cuales H(n)g (F , E) 6= ∅. Más aún, los teoremas de estos autores son de la forma
Prob
(
H(n)ρ (F , ε)
)
≥ 1−Nρ(F , ε, n)e−
ε2m
D ,
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para una cierta constante D y una cierta función Nρ(F , E , n) usualmente denominada número
de recubrimiento. En la Subsección 3.2.6 mostramos un ejemplo de una cota inferior de este
tipo basada en el método combinatorio de Pollard y ciertas disgresiones estudiadas en [PS, 20].
Para concluir nuestras notaciones, si x = (x1, ..., xn) ∈ Xn, denotaremos por Gx a la matriz de
Gram asociada al núcleo K y a la lista de puntos de x. Es decir,
Gx =
 K(x1, x1) · · · K(x1, xn)... ...
K(xn, x1) · · · K(xn, xn)
 = (K(xi, xj))1≤i,j≤n,
Denotamos por (Gx
1
2 ) a la matriz ráız cuadrada de Gx, por µ(Gx
1
2 ) su número de condi-
cionamiento y por ||G
1
2
x ||F su norma de Frobenius.
Finalmente, dado z ∈ Zn, denotamos por fz ∈ H a un elemento que minimiza el error emṕırico
Ez. Nuestro primer resultado es el siguiente, que acota la norma en H del fz dado por el
Teorema del Representante.
Teorema 0.3.1. Con las notaciones precedentes, sea (X, d) un espacio métrico, H un espacio
de Hilbert con núcleo reproductor K : X ×X −→ R. Sea z = ((x1, y1), ..., (xn, yn)) ∈ Zn y sea
Wz := Span({Kx1 , ...,Kxn}),
el subespacio vectorial de H generado por {Kx1 , ...,Kxn}. Entonces, existe fz ∈Wz tal que
i)












Este resultado (Teorema 3.1.1) se prueba en la Sección 3.1. Utilizando todas estas herramientas,
probamos finalmente el siguiente enunciado en la Sección 3.2.
Teorema 0.3.2. Sea (X, d) un espacio métrico separable, I ⊆ R un intervalo, Z = X × I y
ρ una distribución de probabilidad sobre los subconjuntos de Borel de Z. Supongamos que ρ
es admisible para el aprendizaje y que la norma ||fρ||∞ de la función de regresión es finita.
Sean R, ε, δ ∈ R números reales con 0 < ε, 0 < δ < 1. Sea H un espacio de Hilbert con núcleo
reproductor K : X × X −→ R que contiene una δ-aproximación fH ∈ H de fρ. Supongamos
que R satisface las siguientes propiedades:
i) H
(n)
g (BH(0, R), ε) 6= ∅, donde BH(0, R) es la bola en H de centro 0 y radio R.
ii) ||fρ||∞ ≤ R− 1.
Supongamos que existe z = ((x1, y1), ..., (xn, yn)) ∈ H(n)g (BH(0, R), ε) tal que
µ(Gx
1
2 )||y||2 ≤ R||Gx
1
2 ||F .
Entonces, existe fz ∈Wz = Span({Kx1 , ..,Kxn) tal que
||fz − fρ||2L2(X) ≤ 2ε+ δ.
|E(fz)− E(fρ)| ≤ 2ε+ δ.
0.4. Sobre el estilo y la ortograf́ıa usados en este TFG
En algún caso precedente se ha discutido el estilo y la ortograf ı́a de las memorias presentadas
como Trabajo de Fin de Grado en Matemáticas. En evitación de intervenciones innecesarias,
queremos clarificar algunos aspectos relativos al estilo elegido en este texto.
Se ha elegido el formato de libro (book) de la American Mathematical Society (AMS). Aunque el
idioma utilizado es el español, hemos tratado de seguir lo más fielmente posible las recomenda-
ciones del Libro de Estilo de esta asociación1, juntamente con las reglas de estilo recomendadas
1M. Letourneau, J. Wright Sharp, AMS Style Guide, Journals, October 2017, AMS, Providence, 2017
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por D. E. Knuth y co-autores para la Mathematical Asociation of America (MAA)2.
Espećıficamente, hemos tratado de seguir atentamente las siguientes dos reglas:
• “Numbered theorems, lemmas, etc. are proper nouns and, thus, are capitalized: The-
orem 2.3, Lemma 3.1, Figure 4.5” (p. 79 del AMS Style Guide).
• “Rule 19. Capitalize names like Theorem 1, Lemma 2, Algorithm 3, Method 4”’ (en
D. E. Knuth et al.).
0.5. Apéndices Finales
El trabajo presentado se finaliza con 2 Apéndices para simplificar su lectura. El Apéndice
A.1 contiene parte de las pruebas de algunos resultados de la Sección 1.1 del Caṕıtulo 1 que
hemos decidido incluir aqúı por completitud del trabajo. Del mismo modo, el Apéndice A.2
está dedicado a las demostraciones de algunos resultados que podemos encontrar en la Sección
1.2 del Caṕıtulo 1.
2D. E. Knuth, T. Larrabee, P. M. Roberts, Mathematical Writing, MAA, 1989
CAṔıTULO 1
Resultados Básicos de los Espacios de Hilbert
Índice
1.1. Definiciones y Resultados Básicos sobre Espacios de Hilbert 1
1.2. Ortogonalidad. Bases Ortonormales de un Espacio de Hilbert 8
1.3. Separabilidad en Espacios de Hilbert 10
A lo largo de este caṕıtulo, más concretamente en la Sección 1.1 y en la Sección 1.2, se exponen
resultados básicos y algunos ejemplos de la teoŕıa de espacios de Hilbert. Para su estructura
se ha seguido el trabajo de [HN, 01]. Omitiremos las pruebas de estos resultados básicos que
pueden seguirse en el Apéndice A.
1.1. Definiciones y Resultados Básicos sobre Espacios de Hilbert
Definición 3. Sea (K, σ) un cuerpo con un automorfismo σ : K −→ K. Sean V y W dos
espacios vectoriales sobre K. Un morfismo de grupos L : (V, σ) −→ (W,σ) se denomina función
semilineal con respecto al automorfismo σ si satisface la siguiente propiedad:
∀λ ∈ K,∀v ∈ V L(λv) = σ(λ)L(v).
En el caso del cuerpo C de los números complejos con el automorfismo dado por la conjugación
· : C −→ C, dada una aplicación entre los C-espacios vectoriales L : V −→ W , diremos
simplemente que L es semilineal cuando L sea semilineal con respecto a la conjugación compleja.
Definición 4. Sea K = R ∨ C, es decir, o bien el cuerpo de los números reales o el cuerpo de
los números complejos. Sea V un espacio vectorial sobre K. Dada una aplicación
φ : V × V −→ K,
podemos considerar las aplicaciones obtenidas al fijar una de las coordenadas:
• Para x ∈ V , consideramos
φ(x, ·) : V −→ K
y 7−→ φ(x, y)
• Para y ∈ V , consideramos
φ(·, y) : V −→ K
x 7−→ φ(x, y)
i) Diremos que φ es una forma bilineal si para todo x, y ∈ V las aplicaciones φ(x, ·) y φ(·, y)
son aplicaciones lineales.
ii) En el caso K = C diremos que φ es una forma sesquilineal si para todo x, y ∈ V , la aplicación
φ(·, y) es lineal y la aplicación φ(x, ·) es semilineal, con respecto a la conjugación compleja.
Definición 5. Sea K un cuerpo y sea H un espacio vectorial sobre K. Se denomina producto
interno ( hermı́tico en el caso K = C) a toda aplicación:
〈·, ·〉 : H ×H −→ K,
que satisface:
i) Si K = R, 〈·, ·〉 es una forma bilineal y si K = C, 〈·, ·〉 es una forma sesquilineal.
ii) El producto interno 〈·, ·〉 es simétrico, es decir,
∀ x, y ∈ H, 〈x, y〉 = 〈y, x〉.
Aśı, en el caso K = R, 〈·, ·〉 será una forma bilineal simétrica.
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iii) El producto interno 〈·, ·〉 es semidefinido positivo, es decir,
∀ x ∈ H, 〈x, x〉 ∈ R y 〈x, x〉 ≥ 0.
iv) El producto interno 〈·, ·〉 es definido positivo, es decir, además de la propiedad iii) se
cumple
∀ x ∈ H \ {0}, 〈x, x〉 > 0.
Definición 6. Un espacio preHilbert es un espacio vectorial dotado de un producto interno.
Una propiedad clásica y esencial de los espacios preHilbert es la desigualdad de Cauchy-Schwarz.
Publicado originalmente por A. L. Cauchy para sumatorios y por H. A. Schwarz para integrales,
el resultado dice lo siguiente:
Teorema 1.1.1 (de Cauchy-Schwarz). Sea (H, 〈·, ·〉) un espacio preHilbert sobre K. Entonces,






Los productos internos definen una estructura natural de espacio normado sobre los espacios
preHilbert, como vemos en el siguiente teorema:
Teorema 1.1.2. Sea (H, 〈·, ·〉) un espacio preHilbert. Definimos la siguiente función




Entonces, (H, || · ||) es un K-espacio vectorial normado. Es decir, || · || satisface las siguientes
propiedades
i) ||x|| ≥ 0, ∀ x ∈ H.
ii) ||x|| = 0 ⇐⇒ x = 0.
iii) ||λx|| = |λ|||x||, ∀ x ∈ H, λ ∈ K.
iv) ||x+ y|| ≤ ||x||+ ||y||, ∀ x, y ∈ H.





con u = (u1, ..., un), v = (v1, ..., vn). Dada una matriz A diremos que es hermı́tica si se cumple
que si A = (aij), entonces
A = (aij) = (aji) = A
∗.
Podemos aśı definir una nueva operación dada por
〈u, v〉A = uAvT .
No es d́ıficil ver que se cumple que A es hermı́tica si y solo si 〈·, ·〉A cumple las propiedades i)
y ii) de la definición 5. Además, es producto interno si y solo si añadimos la condición de que
A sea definida positiva. El producto interno canónico viene dado por la matriz identidad.
Ejemplo 1.1.4. Sea d ∈ N un número entero positivo y {x0, ..., xn} un conjunto de variables al-
gebraicamente independientes sobre el cuerpo C de los complejos. Para K = R∨C, consideremos
el espacio vectorial de los polinomios homogéneos de grado d sobre K:
HKd := H
K
d (x0, ..., xn) = {f ∈ K[x0, ..., xn] : f = 0 ó f es homogéneo de grado d}.
Es un espacio vectorial cuya base natural viene dada por los monomios de grado d. Aśı, dado
µ = (µ0, ..., µn) ∈ Nn+1, definiremos el grado del exponente µ mediante
|µ| := µ0 + ...+ µn.
Consideremos el conjunto de todos los monomios de grado d en las variables {x0, ..., xn}:
BKd := {x0µ0 , ..., xnµn ∈ HKd : µ0 + ...+ µn = d}.
Es fácil verificar que BKd es una base de H
K












1.1. DEFINICIONES Y RESULTADOS BÁSICOS SOBRE ESPACIOS DE HILBERT 3
En ocasiones, conviene considerar la clase de polinomios con grado acotado en las variables
{x1, ..., xn}, que denominaremos polinomios afines. Se define para cada d ∈ N mediante:
PKd := {f ∈ K[x1, ..., xn] : deg(f) ≤ d}.
Un proceso clásico permite identificar los elementos de PKd y los elementos de H
K
d : son los
procesos de homogeneización y afinización de polinomios.
• Dado f ∈ HKd , llamaremos afinización con respecto a la variable x0 (o, simplemente,
afinización) al polinomio
fa := f(1, x1, ..., xn) ∈ K[x1, ..., xn].
Observamos que si f ∈ HKd , entonces fa ∈ PKd .
• Dado f ∈ PKd , llamaremos homogeneización con respecto a la variable x0 (o, simple-











∈ K[x0, ..., xn].
En términos monomiales, podemos definir la homogenización de f de la siguiente




















Con la simple construcción basada en la homogeneización y la afinización podemos concluir
(fh)a = f, ∀f ∈ PKd .
Sin embargo, no siempre se obtendŕıa (fa)h = f para f ∈ HKd . La razón es la presencia de
posibles factores múltiples de x0 entre los factores irreducibles de f . Por ejemplo, consideramos
f = x0
2x1 ∈ HK3 .
Entonces, fa = x1 que es directamente homogéneo y, por tanto, (f
a)h = x1 y x1 6= f . Para
poder acompasar mejor la relación entre afinización y homogeniezación introducimos el proceso





Entonces podemos concluir que el siguiente es un isomorfismo de espacios vectoriales:
·a : HKd −→ PKd
f 7−→ fa
y que la inversa es la homogeneización con grado d fijado:
PKd −→ HKd
f 7−→ (fh)(d)
Concluimos aśı que PKd es también un K-espacio vectorial de la misma dimensión de HKd , cuya
base es dada por la familia
a




n : µ1 + ...+ µn ≤ d}.
Vamos a introducir una métrica en HKd (y, por isomorfismo, en P
K
d ) conocida como la métrica de
Bombieri-Weyl. En realidad, es una estructura de espacio de Hilbert definida del modo siguiente:
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Es claramente un producto escalar en el caso K = R y un producto hermı́tico en el caso K = C.
Dejaremos los detalles al lector. En particular, (HKd , 〈·, ·〉d) es un espacio de Hilbert. Pode-
mos profundizar un poco más esta estructura de espacios de Hilbert. Para ello, comencemos
considerando la esfera unidad S2n+1 ⊆ Cn+1, es decir,
S2n+1 := {z = (z0, ..., zn) ∈ Cn+1 : ||z||22 = |z0|2 + ...+ |zn|2 = 1}.
La esfera unidad compleja posee una estructura natural de variedad de Riemann, con una forma
de volumen (que denotaremos mediante dνS), que confiere un volumen de S
2n+1 conocido:





Por otro lado, dado un polinomio homogéneo f ∈ HKd , podemos considerar la función que define
sobre S2n+1
f : S2n+1 −−−−−→ C
(z0, ..., zn) 7−→ f(z0, ..., zn).
Nótese que, al ser homogéneo de grado d, para cualquier otro punto u = (u0, ..., un) ∈ Cn+1\{0},







Más aún, podemos considerar la estructura de espacio de Hilbert definida mediante L2(S2n+1)








Pues bien, como observa [De, 06], la norma de Bombieri-Weyl es una normalización adicional
de la norma de L2(S2n+1), es decir,
















Omitiremos la demostración porque se sale de los objetivos de este trabajo y dejamos la refer-
encia para el lector (cf. [De, 06]). Una de las consecuencias más interesantes de está igualdad
es la invarianza de la métrica de Bombieri-Weyl por la acción del grupo unitario (o del grupo
ortogonal en el caso K = R). Discutamos el caso K = C. Recordemos que el grupo unitario
U(n+ 1) es el grupo de matrices dado por la siguiente igualdad:
U(n+ 1) := {U ∈Mn+1(C) : U∗ = U−1},
donde U∗ es la traspuesta conjugada de U . A través del grupo unitario podemos definir una
acción de grupo sobre HCd del modo siguiente:
U(n+ 1)×HCd −→ HCd(1.1.1)
(U, f) 7−→ f ◦ U∗
Por otro lado, el grupo unitario es un grupo de isometŕıas de la esfera S2n+1 con el producto
inducido por el producto hermı́tico canónico de Cn+1 :
U(n+ 1)× S2n+1 −→ S2n+1
(U, u) 7−→ Uu.
Claramente, si 〈·, ·〉2 es el producto hermı́tico canónico en Cn+1 se tiene que ∀x, y ∈ Cn+1.
〈Ux,Uy〉2 = 〈x, y〉2.
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La idea de Bombieri-Weyl y de la acción de grupo descrita en 1.1.1 consiste en transferir la
métrica hermı́tica canónica de S2n+1 (ó Cn+1) a HCd dado que se verifica:
∀u ∈ S2n+1, (f ◦ U∗)(Uu) = f(u).
El resultado de Dedieu antes citado nos muestra que la métrica de Bombieri-Weyl es invariante
por la acción del grupo unitario.
Corolario 1.1.6. El producto hermı́tico de Bombieri-Weyl es invariante por la acción del
grupo unitario en HCd , es decir, se verifica:
〈f, g〉d = 〈f ◦ U∗, g ◦ U∗〉d, ∀f, g ∈ HCd .
Para probarlo basta con observar que U define una isometŕıa sobre S2n+1. Por tanto, preserva
la integral y se tiene:∫
S2n+1
(f ◦ U∗)(Uz)(g ◦ U∗)(Uz)dνS(z) =
∫
S2n+1
(f ◦ U∗)(z′)(g ◦ U∗)(z′)dνS(z′),










(f ◦ U∗)(z′)(g ◦ U∗)(z′)dνS(z′).
Esta propiedad de la invarianza tendrá su utilidad cuando se trate la condición de HKd como
espacio de Hilbert con núcleo reproductor. Una forma alternativa, puramente calculatoria,
de demostrar esta invarianza unitaria de la métrica de Bombieri-Weyl puede verse también
en [BCSS, 98]. No sólo los polinomios individuales tienen estructura de espacio de Hilbert,
sino también las familias de sistemas de ecuaciones, que interesan especialmente en Geometŕıa
Algebraica. Sea m ∈ N un entero positivo y sea (d) = (d1, ..., dm) una lista de grados. Deno-
taremos por H K(d) a las listas de polinomios homógeneos de grados respectivos determinados por




HKdi = {(f1, ..., fm) ∈ K[x0, ..., xn]
m : fi ∈ HKdi , 1 ≤ i ≤ m}.
De nuevo, H K(d) posee una estructura de espacio de Hilbert con la métrica de Bombieri-Weyl
inducida en el espacio producto cartesiano del modo natural:
〈f, g〉(d) = 〈f1, g1〉d1 + ...+ 〈fm, gm〉dm ,
donde f = (f1, ..., fm) ∈H K(d) y g = (g1, ..., gm) ∈H
K
(d). De nuevo, será una forma sesquilineal
invariante por la acción del grupo uńıtario U(n+ 1).
(U, f) 7−→ f ◦ U∗ := (f1 ◦ U∗, ..., fm ◦ U∗).





y se le dota la estructura de espacio de Hilbert
con la métrica de Bombieri-Weyl.
Se puede demostrar un resultado rećıproco al resultado precedente. Los espacios preHilbert
se pueden caracterizar como aquellos espacios normados cuyas normas satisfacen una cierta
propiedad que generaliza el paso entre una forma cuadrática y su forma polar: la Ley del
Paralelogramo.
Teorema 1.1.7 (Ley del Paralelogramo). Sea K = R∨C y sea (V, || · ||) un K-espacio vectorial
normado. Entonces, la norma || · || sobre V es la inducida por un producto interno 〈·, ·〉 sobre
V y una estructura de espacio preHilbert (V, 〈·, ·〉) si y solamente si la norma || · || satisface la
siguiente propiedad (conocida como Ley del Paralelogramo):
∀x, y ∈ V ||x+ y||2 + ||x− y||2 = 2||x||2 + 2||y||2.
Ejemplo 1.1.8. Definimos el espacio `2 como el espacio de sucesiones en C cuya serie de
cuadrados converge, es decir
`2 = {(zn)n :
∞∑
n=1
|zn|2 <∞, zn ∈ C}.
No es d́ıficil comprobar que es un espacio vectorial con las operaciones
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• λ(zn)n = (λzn)n,
• (zn)n + (wn)m = (zn + wn)n.







Para la suma, si vemos C como un espacio preHilbert tenemos por la ley del paralelogramo que
|zn + wn|2 + |zn − wn|2 = 2|zn|2 + 2|wn|2,
con lo que deducimos que
















Está claro que cumple las propiedades del producto interno, por lo que simplemente vamos a
ver que la aplicación está bien definida: Notemos antes que dados dos números reales r y s se
tiene que





Por tanto, para cada n ∈ N



















Es decir, la serie es absolutamente convergente y por tanto convergente. Por ello, `2 dotado
con el producto interno que acabamos de definir es un espacio preHilbert.
Con las notaciones precedentes, si (H, 〈·, ·〉) es un espacio preHilbert, tenemos una métrica
definida por la norma || · ||. Aśı, dados x, y ∈ H, la distancia viene dada por d(x, y) := ||x− y||.
Por tanto, tenemos una topoloǵıa inducida en H por esa métrica. Se tiene entonces
Teorema 1.1.9. Si (H, 〈·, ·〉) es un espacio preHilbert, el producto interno es una función
continua con respecto a la topoloǵıa producto en H × H inducida por la topoloǵıa del espacio
normado (H, || · ||).
Introducimos ahora un concepto básico tanto en las matemáticas como en la f́sicia y esencial para
este trabajo. Nombrado tras el matemático David Hilbert, los espacios de Hilbert generalizan la
noción de espacio eucĺıdeo, permitiendo extender conceptos del análisis y del álgebra a espacios
de dimensión finita o infinita. Podemos definirlos formalmente de la siguiente forma:
Definición 7. Un espacio preHilbert (H, 〈·, ·〉) se dice que es un espacio de Hilbert si es
completo respecto a la métrica sobre H inducida por la norma || · ||. Es decir, si toda sucesión
de Cauchy con respecto a || · || es convergente en H.
Definición 8. Decimos que un espacio vectorial es un espacio de Banach si es un espacio
normado y completo con respecto a la métrica definida por su norma.
Corolario 1.1.10. Un espacio de Banach (V, || · ||) es un espacio de Hilbert con norma || · ||
dado por un producto interno 〈·, ·〉 : V × V −→ K si y solamente si || · || satisface la Ley del
Paralelogramo (Teorema 1.1.7).
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Proposición 1.1.11. El espacio preHilbet (`2, 〈·, ·〉) introducido en el ejemplo 1.1.8 es completo
y, por tanto, un espacio de Hilbert.
Ejemplo 1.1.12. Sea (X, ν) un espacio de probabilidad y consideramos el conjunto L2(X) de
las funciones con valores complejos con cuadrado integrable, es decir









siempre y cuando consideremos la relación de equivalencia f ≡ g si y solo si el conjunto de
puntos x ∈ X donde f(x) 6= g(x) tiene medida 0. Esta última propiedad es la que nos garantiza
que 〈f, f〉 = 0 ⇐⇒ f ≡ 0. El resto de propiedades son sencillas, por lo que no las escribiremos.
Aśı, sabemos que L2(X) es un espacio preHilbert. Vamos a ver que es completo. Sea f (k) una
sucesión de Cauchy en L2(X). Entonces para todo ε > 0 existe un δ tal que para todo k, l > δ
||f (k) − f (l)|| < ε.
Por ello, existe un k1 tal que para todo l > k1
||f (k1) − f (l)|| < 1
2
.
Del mismo modo, existe k2 > k1 tal que para todo l > k2
||f (k2) − f (l)|| < 1
22
.
Podemos aśı encontrar una sucesión k1, k2, k3, ... tal que para todo j = 1, 2, ...
||f (kj) − f (kj+1)|| < 1
2j
.
Si consideramos la sucesión f (kj) podemos escribir
f (kj) = f (k1) + [f (k2) − f (k1)] + [f (k3) − f (k2)] + ...+ [f (kj) − f (kj−1)].
Si fijamos
F (j) = |f (k1)|+ |f (k2) − f (k1)|+ |f (k3) − f (k2)|+ ...+ |f (kj) − f (kj−1)|,
tenemos que
|f (kj)| ≤ F (j).
La sucesión F (j) es una sucesión monótona creciente y por ello converge a una función F .
Esto implica que la sucesión f (kj) converge a una función f ya que las sumas parciales son
absolutamente convergentes. Es más,
||F (j)|| ≤ ||f (k1)||+ ||f (k2) − f (k1)||+ ||f (k3) − f (k2)||+ ...+ ||f (kj) − f (kj−1)||,









< ||f (k1)||+ 1.
Por el Teorema de Convergencia Monótona existe un F integrable tal que
|f (kj) − f(x)| ≤ |f (kj)|+ |f | ≤ 2F.





|f (kj)(x)− f(x)|2dν = 0.
Es decir, tenemos que para la subsucesión kj se cumple
lim
j→∞
||fkj − f || = 0.
Si fijamos ε > 0 y consideramos un δ tal que si kj > δ, ||fkj − f || < ε2 y para l > δ,
||f (kj) − f (l)|| < ε2 . Entonces, para todo l > δ
||f (l) − f || ≤ ||f (kj) − f (l)||+ ||f (kj) − f || < ε.
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Concluimos aśı que L2(X) es un espacio de Hilbert. Si consideramos X = Z+, es decir, el
conjunto de los números enteros positivos, tenemos que L2(X) = `2, siendo `2 el conjunto visto
en el ejemplo 1.1.8.
El siguiente resultado clásico permite observar que el paso al completado de un espacio pre-
Hilbert H0 permite construir un único (salvo isometŕıa) espacio de Hilbert H en el que H0 es
denso. Recordamos que como el resto de demostraciones, esta se encuentra en la Sección A.1
del Apéndice A,
Teorema 1.1.13. Sea (H, 〈·, ·〉) un espacio preHilbert sobre K. Entonces, existe un espacio de
Hilbert (H0, 〈·, ·〉H0) tal que existe una aplicación lineal continua I : H −→ H0 verificando:
i) I(H) es denso en H0 para la topoloǵıa inducida por la norma || · ||H0 .
ii) I es una isometŕıa, es decir,
〈I(x), I(y)〉H0 = 〈x, y〉H , ∀ x, y ∈ H.
Más aún, H0 es único con estas propiedades salvo isomorfismo lineal isométrico. Es decir,
dados (H ′, 〈·, ·〉H′) un espacio de Hilbert y una aplicación lineal L : H −→ H ′ que satisface las
propiedades i) y ii), entonces existe una isometŕıa lineal ϕ : H0 −→ H ′, que además cumple
que ϕ |I(H): I(H) −→ J(H) es isomorfismo.
Definición 9. Bajo las notaciones del teorema anterior, llamamos completación del espacio
preHilbert H al espacio de Hilbert H0.
Definición 10. Sea (V, ||·||) un espacio normado sobre K y sea L ∈ HomK(V,K) una aplicación
lineal L : V −→ K.
i) Decimos que L es una aplicación lineal de norma acotada si existe M ∈ R, M ≥ 0 tal
que
|L(x)| ≤M ||x|| ∀x ∈ V.
ii) Decimos que L es una aplicación lineal continua si es una función continua con-
siderando en V la topoloǵıa inducida por || · || y en K la topoloǵıa usual inducida por
su valor absoluto | · |.
El siguiente resultado es bien conocido:
Teorema 1.1.14. Sea (V, || · ||) un espacio normado sobre K y L ∈ HomK(V,K) una función
lineal. Entonces, L es continua si y solamente si es de norma acotada.
Denotaremos por V ∗ := {L ∈ HomK(V,K) : L es continua} al K-espacio vectorial formado
por todas las aplicaciones lineales continuas definidas en V . Más aún, para cada L ∈ V ∗,




1.2. Ortogonalidad. Bases Ortonormales de un Espacio de Hilbert
Definición 11. Sean x, y dos vectores de un espacio de Hilbert H. Decimos que x e y son
ortogonales, representado por x ⊥ y, si 〈x, y〉 = 0. Decimos que dos subconjuntos A,B son
ortogonales si x ⊥ y para todo x ∈ A e y ∈ B. El complementario ortogonal A⊥ de un
subconjunto A es el conjunto de vectores ortogonales a A,
A⊥ := {x ∈ H : x ⊥ y ∀y ∈ A}.
A continuación enunciaremos algunas propiedades elementales relativas a la ortogonalidad en
espacios de Hilbert. Las pruebas se han incluido en la sección A.2 del apéndice con el fin de
hacer este trabajo lo más autocontenido posible.
Teorema 1.2.1. El complementario ortogonal de un subconjunto de un espacio de Hilbert es
un subespacio lineal cerrado.
El siguiente resultado expresa una propiedad geométrica fundamental de los espacios de Hilbert.
Teorema 1.2.2. Sea M un subespacio lineal cerrado de un espacio de Hilbert H.
a) Para cada x ∈ H existe un único punto y ∈M tal que
||x− y|| = min
z∈M
||x− z||.
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b) El punto y ∈ M que cumple a) es el único elemento de M con la propiedad de que
(x− y) ⊥M.
Definición 12. Sean M y N dos subespacios lineales, cerrados y ortogonales de un espacio de
Hilbert. Definimos la suma directa de ambos, representado M⊕N como el conjunto
M⊕N := {x+ y : x ∈M, y ∈ N}.
El Teorema 1.2.2 nos dice que si M es un subespacio cerrado, cualquier x ∈ H, siendo H un
espacio de Hilbert, puede ser escrito como x = y + z, con y ∈ M es el punto más próximo a x
y z ⊥M. Por ello tenemos el siguiente corolario:
Corolario 1.2.3. Si M es un subespacio cerrado de un espacio de Hilbert H, entonces
H =M⊕M⊥.
Recordemos que un subconjunto no nulo U de vectores de un espacio de Hilbert H es ortog-
onal si dos elementos cualesquiera distintos son ortogonales. Un conjunto de vectores se dice
ortonormal si es ortogonal y ||u|| = 1 para todo u ∈ U .
Sea (V, || · ||) un espacio de Banach, I un conjunto cualquiera y X := {xi : i ∈ I} ⊆ V un sub-
conjunto cualquiera de elementos de V indexados por I. Para cada J ⊆ I finito denotaremos





Definición 13. Sea (V, || · ||) un espacio de Banach, X = {xi : i ∈ I} ⊆ V un subconjunto
de elementos de V indexado por I. Diremos que la suma x de los elementos de X converge
incondicionalmente si para cada ε ∈ R, ε > 0, existe un subconjunto finito Jε ⊆ I tal que para
todo otro subconjunto finito J ⊆ I tal que Jε ⊆ J se tiene
||SJ(X)− x|| < ε.
Obsérvese que si un conjunto X ⊆ V de un espacio de Banach (V, || · ||) converge incondicional-
mente a un elemento x ∈ V , este elemento es único. En caso contrario, si X convergiese a
x ∈ V y a x′ ∈ V , para cada ε ∈ R, ε > 0, tendŕıamos dos conjuntos finitos Jε1 ⊆ I y Jε2 ⊆ I
tales que para todo J ⊆ I finito se tiene:
• si Jε1 ⊆ J , entonces ||SJ(X)− x|| < ε.
• si Jε2 ⊆ J , entonces ||SJ(X)− x|| < ε.
Tomando Jε := Jε1 ∪ Jε2 ⊆ I, que es finito, tendŕıamos que para todo ε ∈ R, ε > 0
||x− x′|| ≤ ||x− SJ(X)||+ ||x′ − SJ(X)|| < 2ε,
con lo que x = x′.
Definición 14. Dado un espacio de Hilbert H diremos que un subconjunto ortonormal U de
H es maximal si para cualquier otro subconjunto ortonormal V , con U ⊆ V , se cumple que
U = V . Por otro lado, diremos que U es una base ortonormal si el conjunto generado por los
elementos de U es denso en H, i.e, todo elemento de H está en U o existe una sucesión en U
que converja a él.
El siguiente resultado da varias formulaciones equivalentes de la noción conjunto ortonormal
maximal. La demostración puede encontrarse en la Sección A.2 del Apéndice A.
Teorema 1.2.4. Si U = {ui : i ∈ I} es un subconjunto ortonormal de un espacio de Hilbert
H, entonces las siguientes condiciones son equivalentes:
i) 〈x, ui〉 = 0 para todo i ∈ I implica x = 0;
ii) x =
∑
i∈I〈x, ui〉ui para todo x ∈ H;
iii) ||x||2 =
∑
i∈I |〈x, ui〉|2 para todo x ∈ H;
iv) [U ] = {
∑
u∈U cuu : cu ∈ C y
∑
u∈U cuu converge incondicionalmente} = H;
v) U es un conjunto ortonormal maximal.
Está claro que si un conjunto ortonormal U cumple una (y por tanto todas) de las propiedades
del teorema precedente, entonces U es una base ortonormal. Asumiendo el lema de Zorn,
podemos afirmar que todo espacio de Hilbert posee una base ortonormal, esto es, se tiene:
Teorema 1.2.5. Asumiendo el lema de Zorn, todo espacio de Hilbert H posee una base ortonor-
mal.
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1.3. Separabilidad en Espacios de Hilbert
Por su interés en nuestro estudio de espacios de Hilbert con núcleo reproductor, formado por
funciones continuas sobre un espacio métrico compacto, nos interesan especialmente los espacios
de Hilbert separables.
Definición 15. Un espacio de Hilbert (H, 〈·, ·〉) se dice separable si posee un subconjunto denso
contable, es decir, finito o numerable.
Ejemplo 1.3.1. El espacio de Hilbert (`2, 〈·, ·〉) del Ejemplo 1.1.8 es un espacio de Hilbert
separable. Consideramos x = (xn)n ∈ `2. Por tanto, tenemos que
∑∞



























Consideramos y = (yn)n la sucesión dada por
yn =
{
xn, n ≤ k
















qjej : qj ∈ Q[i]},
con ej el correspondiente elemento de la base canónica {en : n ∈ N} de `2 dada por
(en)m =
{
1, n = m
0, en otro caso,
y Q[i] = {a+ bi : a, b ∈ Q}. Como (Q[i])n es numerable, Dn también y por ello
D = ∪n∈NDn
también es numerable, al ser unión numerable de conjuntos numerables. Si consideramos la
clausura D del conjunto D, está claro que y ∈ D, por lo que si consideramos un elemento z de
D tenemos que







Concluimos que D es numerable y denso en `2 y por tanto este espacio es separable.
Teorema 1.3.2. Un espacio de Hilbert H es separable si y solo si posee una base ortonormal
numerable.
Demostración. Recordemos que un espacio topológico es separable si contiene un sub-
conjunto denso numerable. Por tanto, tenemos que probar que un espacio de Hilbert contiene
un subconjunto denso numerable si y solo si tiene una base ortonormal numerable. Probemos
ambas implicaciones
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=⇒) Supongamos que H tiene un subconjunto denso numerable {aj} con j ∈ N. Sea
{ei}i∈I una base ortonormal de H, que sabemos de su existencia por el teorema
anterior. Supondremos que la base no es numerable. Tenemos que para cualesquiera
en 6= em, n,m ∈ I, debido a la ortonormalidad
||en−em||2 = 〈en−em, en−em〉 = 〈en, en〉+ 〈en, em〉+ 〈em, en〉+ 〈em, em〉 = ||en||+ ||em|| = 2.
Por tanto, dos elementos cualesquiera de la base están a distancia
√






que tienen cada una diámetro menor que 1. Por tanto, cada una de ellas solo puede
contener un elemento de la base, el propio centro. Además, las bolas tienen que
ser disjuntas, pues de no ser aśı la desigualdad triangular nos permitiŕıa probar que
la distancia entre los centros de las bolas es menor que 1, llegando a contradicción.
Como {aj} es un subconjunto denso y cada bola es no vaćıa, debe haber al menos un
elemento del subconjunto en cada bola. Como ya hemos dicho, las bolas son disjuntas,
por lo que podemos definir una función sobreyectiva de un subconjunto de {aj} a las
bolas. Pero hemos definido las bolas a partir de un conjunto no numerable, por lo que
debeŕıa haber una cantidad no numerable de aj , llegando a una contradicción. Por
tanto, la base ortonormal tiene que ser numerable.
⇐=) Sea {ei}i∈N una base ortonormal numerable de H. Consideramos
Q[i] = {a+ bi ∈ C : a, b ∈ Q},
que es un subconjunto numerable denso de C. Definimos además, para todo n ∈ N los




qjej : qj ∈ Q[i]},





que es numerable por ser unión numerable de conjuntos numerables. A va a ser el
subconjunto que buscamos a faltar de probar que es denso en H. La clausura de
cada An la podemos ver como el C-subespacio generado por e1, e2, ..., en, por lo que la
clausura de A contiene cualquier combinación finita de la forma
∑n
i=1 ciei con ci ∈ C.
Por el teorema 1.2.4 y la definición de base ortonormal tenemos que para todo x ∈ H,
x =
∑
i∈N〈x, ei〉ei, con 〈x, ei〉 ∈ C, luego podemos expresar x como el lmite de una
sucesión de elementos de A, por lo que la clausura de A es H y por ello A es denso.
Para el caso real, la prueba seŕıa idéntica considerando los qj ∈ Q.

Observación 1.3.3. Ya hemos visto que `2 es separable. Por tanto, con el resultado que
acabamos de probar, sabemos de la existencia de una base ortonormal numerable en este espacio.
Pero en este caso ya la conocemos, pues se trata de la misma base {en : n ∈ N} que hemos
usado en el ejemplo anterior. Con el producto interno definido en el Ejemplo 1.1.8 no es d́ıficil
ver que efectivamente la base es ortonormal.
Fijándonos en el ejemplo y en la prueba, no nos sorprende el siguiente resultado. Se trata del
papel que juega `2 en la caracterización de los espacios de Hilbert separables.
Corolario 1.3.4. Un espacio de Hilbert (H, 〈·, ·〉H) de dimensión numerable no finita es
separable si y solamente si es isomorfo isométricamente a `2. Es decir, (H, 〈·, ·〉H) es sepa-
rable si y solamente si existe un isomorfismo de espacios vectoriales normados
Φ : H −→ `2,
que es isometŕıa, es decir, tal que ∀f, g ∈ H
〈f, g〉H = 〈Φ(f),Φ(g)〉`2 .
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Demostración. Una de las implicaciones es obvia dado que si (H, 〈·, ·〉H) es isomorfo
isométricamente a (`2, 〈·, ·〉`2), entonces posee una base ortonormal numerable, lo que implica
que (H, 〈·, ·〉H) es separable. Rećıprocamente, supongamos que (H, 〈·, ·〉H) es un espacio de
Hilbert separable. Por el Teorema precedente, posee una base ortonormal numerable. Sea
B = {en : n ∈ N} esa base. Sea {ln : n ∈ N} la base ortonormal separable de (`2, 〈·, ·〉`2) descrita
en el Ejemplo anterior. Definimos entonces el siguiente isomorfismo continuo Φ : H −→ `2 tal







Es un isomorfismo isométrico dado que si f =
∑
n∈N anen, g =
∑
n∈N bnen ∈ H
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Tras un caṕıtulo de resultados preliminares y básicos, comunmente conocidos, en este caṕıtulo
desarrollamos la teoŕıa básica de espacios de Hilbert con núcleo reproductor y el Teorema
del Representante. La idea de núcleo reproductor se remonta a un trabajo de 1907 de S.
Zaremba. Simultáneamente, J. Mercer estudió ideas similares en el contexto de estudio de las
ecuaciones integrales. Las ideas quedan parcialmente estancadas durante 20 años, aunque se
produjeron algunos avances en trabajos de G. Szeg, S. Bergman o S. Bochner. El tema fue
desarrollado ampliamente por N. Aronszajn en los años 50 (cf. [Ar, 50]). El primer resultado
fundamental del que nos ocupamos es el Teorema de Aronszajn-Moore sobre la base del Teorema
de Riesz-Fréchet (que probamos en la Sección 2.2), damos un teorema que caracteriza los RKHS
mediante la propiedad de que la evaluación en un punto es una función lineal continua y acotada.
Resumimos formalmente este resultado del modo siguiente: Sea K = R ∨ C, sea X un espacio
topológico y H ⊆ KX un espacio de Hilbert cuyos elementos son funciones de X en K. Para
cada x ∈ X, consideremos la función evaluación en x
Lx : H −→ K
f 7−→ f(x).
Un espacio de Hilbert (H, 〈·, ·〉) formado por funciones de X en K (ie, H ⊆ KX) se denomina
espacio de Hilbert con núcleo reproductor si para cada x ∈ X, la función Lx es lineal, continua
y de norma finita. Esta definición no hace referencia a la presencia de núcleos sino a la función
evaluación en conjunto. Un núcleo sobre X es una función K : X ×X −→ K que satisface:
i) K es simétrica si K = R o sesquilineal si K = C.
ii) K es definida positiva, es decir, dada cualquier familia finita {x1, ..., xn} ⊆ X la matriz
de Gram de K en esta familia
Gram[K](x1, ..., xn) := (K(xi, xj))1≤i,j≤n
es definida positiva.
El Teorema de Aronszajn-Moore relaciona los espacios de Hilbert con núcleo reproductor con
los núcleos de la forma siguiente:
Teorema 2.0.1. Sea X un espacio topológico, K : X×X −→ K un núcleo sobre X. Entonces,
existe un único (salvo isometŕıa) espacio de Hilbert con núcleo reproductor HK ⊆ KX de tal
modo que:
i) Para cada x ∈ X, la función
Kx : X −→ K
y 7−→ Kx(y) := K(x, y)
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verifica que Kx ∈ HK .
ii) Para cada f ∈ HK y cada x ∈ X, si Lx : HK −→ K es la función de evaluación,
Lx(f) = f(x) = 〈Kx, f〉K ,
donde 〈·, ·〉K es el producto interno de HK .
Más aún, probaremos que HK es el completado del espacio preHilbert H0 generado por la
familia
{Kx : x ∈ X}.
Hemos incluido la condición de espacio topológico sobre X, aunque no es necesaria para nuestra
demostración. Un caso particular de núcleos son los núcleos de Mercer: son aquellos núcleos
donde X es un espacio topológico y K : X ×X −→ K es una función continua. Los núcleos de
Mercer, aunque muy citados cotidianamente, son algo más restrictivos. Aśı, por ejemplo, en el
Teorema 2.3.2 probaremos que si (X, d) es un espacio métrico compacto y K : X×X −→ K es un
núcleo de Mercer, entonces el espacio de Hilbert HK es separable y, por tanto, isométricamente
identificable con `2. En todo caso, dedicamos la Sección 2.4 del Caṕıtulo a resumir algunos
resultados básicos sobre núcleos de Mercer. Hemos elegido la forma resumida para no extender
en exceso este trabajo. Los resultados han sido tomados de [CZ, 07] y es a él a quien referiremos
para las demostraciones. Debe hacerse notar que [CZ, 07] establece sus resultados para el caso
(X, d) espacio métrico compacto. El resultado más destacable de esta Sección es el Teorema de
Mercer (cf. Teorema 2.4.3) en el que se muestra que los espacios de Hilbert con núcleo de Mercer
sobre espacios métricos compactos son separables, mediante una descipción expĺıcita de HK
partiendo de una base ortonormal numerable descrita a partir de los valores y vectores propios
de un operador integral LK . Tras este breve resumen sobre núcleos de Mercer, dedicamos una
sección a estudiar un resultado sobre el Error de Aproximación entre espacios de Banach, que
reusaremos en el caṕıtulo siguiente. El caṕıtulo concluye con dos secciones:
• La Sección 2.6 que enuncia y demuestra la versión general del Teorema del Represen-
tante conforme [HSS, 01]
• La Sección 2.7 que discute un pseudorećıproco del Teorema del Representante, con-
forme a [AMP, 09].
Como ya hemos hablado del Teorema del Representante, centrémonos en lo que se discute
en la Sección 2.7. El objetivo aqúı es tratar de discutir que propiedades deben verificar las
funciones de regularización Ω : HK −→ R para el caso en que el Teorema del Representante
se satisface. Para ello se considera el problema de interpolación sobre espacios de Hilbert con
núcleo reproductor.
Problema 1 (de interpolación en espacios de Hilbert con núcleo reproductor). Sea X un
conjunto, H ⊆ CX un espacio de Hilbert con núcleo reproductor K : X × X −→ C. Lla-
maremos problema de interpolación sobre H con base en X al siguiente: Dada una instancia
z = ((x1, y1), ..., (xn, yn)) ∈ (X×C)n y dada una función de interpolación Ω : H −→ R, llamare-
mos problema de interpolación en H con instancia z y función de regularización Ω : H −→ R
al problema de minimizar el siguiente conjunto:
{Ω(ω) : ω ∈ H,ω(xi) = yi, 1 ≤ i ≤ m}.
Se consideran funciones de regularización Ω : H −→ R admisibles como aquellas para las que el
problema de interpolación es satisfactible (o consistente, ie. admite solución) en un subespacio
generado por {Kx1 , ...,Kxn}. Nótese que el problea de interpolación puede ser visto como una
instancia particular del problema de minimización inicial: basta con suponer que la función
de riesgo En = 0. En la Sección 2.7 probamos la siguiente caracterización de las funciones de
regularización:
Teorema 2.0.2 (Caracterización de las regularizaciones de Tikhonov). Sea H un espacio de
Hilbert y Ω : H −→ R una regularización de Tikhonov continua y diferenciable (en el sentido
de la Definición 25). Supongamos que dim(H) ≥ 2. Entonces, Ω es admisible para el problema
de interpolación sobre H si y solamente si existe una función monótona creciente h : R+ −→ R
tal que
Ω(ω) = h(||ω||2),∀ω ∈ H.
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2.1. Espacios de Hilbert con Núcleo Reproductor
Haremos la discusión sobre espacios de Hilbert complejos, pero es análogo para el caso real.
Comencemos con un poco de notación. Sea X un conjunto y H ⊆ XC un espacio de Hilbert
formado por funciones f : X −→ C. Para cada función K : X × X −→ C y cada elemento
x ∈ X, consideramos la función parcial
Kx : X −→ C
y 7−→ Kx(y) := K(x, y)
Definición 16. Con las notaciones precedentes, sea 〈·, ·〉 : H × H −→ C el producto interno
del espacio de Hilbert H ⊆ XC anterior. Una función K : X ×X −→ C se denomina núcleo
reproductor de H si satisface las siguientes propiedades:
i) Para cada x ∈ X, Kx ∈ H.
ii) Para cada f : X −→ C tal que f ∈ H y para cada x ∈ X, se verifica:
f(x) := 〈f,Kx〉.
La idea subyacente al núcleo reproductor es la idea de considerar el proceso de evaluación en
un punto como elemento de un espacio de Hilbert. Aśı, con las mismas notaciones precedentes,
si H ⊆ XC, tenemos el operador lineal sobre X definido sobre H por la evaluación en un punto
x ∈ X.
Lx : H −→ C
f 7−→ f(x)
Definición 17. Un espacio de Hilbert (H, 〈·, ·〉) de funciones sobre un conjunto X se denomina
un espacio de Hilbert con núcleo reproductor si para cada x ∈ X, las funciones lineales Lx :
H −→ C son operadores lineales acotados, esto es, si para cada x ∈ X, existe un número real
Mx > 0 tal que
∀f ∈ H, |Lx(f)| = |f(x)| ≤Mx||f ||H ,
donde ||f ||H =
√
〈f, f〉 es la norma de f como elemento de H.
En la literatura se suele referir a este tipo de espacios como RKHS, las siglas del término en
inglés Reproducing Kernel Hilbert Space. Vamos ahora a verificar que las dos presentaciones
de espacios de Hilbert con núcleo reproductor de las Definiciones 16 y 17 son, en realidad, la
misma. Para ello, recuperaremos un resultado clásico como es el Teorema de Representación
de Riesz-Fréchet. Aśı, dado un espacio de Hilbert (H, 〈·, ·〉) denotaremos por H∗ su dual como
espacio de Banach, es decir, el espacio de Banach formado por todas las funciones lineales
continuas definidas en H.
Teorema 2.1.1 (de Representación de Riesz-Fréchet). Sea H un espacio de Hilbert. Para todo
L ∈ H∗ existe un f ∈ H tal que
L(g) := 〈g, f〉, ∀g ∈ H.
Es más, si denotamos por Lf al operador determinado por f ∈ H, podemos definir la siguiente
función
L : H −→ H∗
f 7−→ Lf
con las siguientes propiedades
i) L es una biyección.
ii) Preserva la norma, es decir, ||f ||H = ||Lf ||H∗ .
iii) Si consideramos el caso K = R, L es lineal.
iv) Si consideramos el caso K = C, L es sesquilineal.
Demostración. Comencemos viendo la existencia del f de la primera parte del enunciado.
SeaM = ker(L) y suponemos que la codimensión deM, dim(H)− dim(M), es al menos 1. Si
fuese 0, entonces H =M y para todo g ∈ H, L(g) = 0 por lo que bastaŕıa tomar f ≡ 0.
Como hemos supuesto que la codimensión no es 0, H 6= M y por ello 0 6= M⊥. Podemos
considerar pues un elemento u ∈M⊥ de tal forma que ||u|| = 1, pues basta elegir un elemento
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no nulo cualquiera y dividir por su norma. Entonces, por ser L lineal, tenemos que para todo
g ∈ H
L(uL(g)− hL(u)) = L(uL(g))− L(gL(u)) = L(g)L(u)− L(u)L(g) = 0,
por lo que uL(g)− gL(u) ∈M. Aśı
L(g) = L(g)||u|| = L(g)〈u, u〉 = 〈L(g)u, u〉 = 〈L(g)u− L(u)g + L(u)g, u〉 =
〈L(g)u− L(u)g, u〉+ 〈L(u)g, u〉 = 〈L(u)g, u〉.
La última igualdad viene por pertenecer uL(g) − gL(u) a M y u a M⊥. Para terminar,
como 〈L(u)g, u〉 = 〈g, L(u)u〉, si tomamos f = L(u)u habremos probado la primera parte del
resultado. Probemos que L es biyectiva. Vista la primera parte del enunciado y tal y como
hemos definido la aplicación, está claro que L es sobreyectiva. Para probar la inyectividad,
probaremos que ker(L) = {0}. Supongamos que existe f ∈ H, f no nula, tal que L(f) = Lf ≡ 0.
Entonces tendŕıamos que Lf (f) = 〈f, f〉 = 0, pero por las propiedades del producto interno,
entonces f ≡ 0, llegando a una contradicción. Por ello, ker(L) = {0} y L es inyectiva. Probamos
ahora que la norma se preserva. Aplicando la desigualdad de Cauchy-Schwarz tenemos que
||Lf ||H∗ = sup
g∈H
||g||H=1
|Lf (g)| = sup
g∈H
||g||H=1
|〈g, f〉| ≤ sup
g∈H
||g||H=1
||g||H ||f ||H = ||f ||H .
Por otro lado











|Lf (g)| = ||Lf ||H∗ .
Por último, probemos que L es lineal o sesquilineal según K sea R o C respectivamente. Vamos
a hacerlo para el caso complejo, pues el caso real es equivalente teniendo en cuenta que el
conjugado de un número real es él mismo:
L(f + g) = Lf+g = 〈·, f + g〉 = 〈·, f〉+ 〈·, g〉 = Lf + Lg = L(f) + L(g).
L(λf) = Lλf = 〈·, λf〉 = λ〈·, f〉 = λLf = λL(f).

Teorema 2.1.2. Sea X un conjunto, (H, 〈·, ·〉) un espacio de Hilbert, H ⊆ XC formado por
funciones de X en C. Son equivalentes:
i) Existe K : X ×X −→ C que es núcleo reproductor para H
ii) Para cada x ∈ X el operador evaluación en x, Lx : H −→ C es continua de norma
acotada.
Demostración. Probemos ambas implicaciones:
=⇒) Si H tiene un núcleo reproductor K, para todo x ∈ X tenemos que para cualquier
f ∈ H se cumple
Lx(f) = f(x) = 〈f,Kx〉.
Aplicando la desigualdad de Cauchy-Schwarz
|Lx(f)| = |〈f,Kx〉| ≤ ||f || ||Kx|| = ||f ||
√

















y entonces Lx está acotado y por tanto es continuo.
⇐=) Si Lx es continuo, entonces podemos aplicar el Teorema de Riesz-Fréchet: existe un
fx ∈ H tal que para todo g ∈ H
Lx(g) = 〈g, fx〉,
y como Lx(g) = g(x), tenemos que
g(x) = 〈g, fx〉.
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Por tanto, si consideramos
K : X ×X −→ C
(x, y) 7→ fx(y),
K es el núcleo reproductor que buscamos.

2.2. El Teorema de Aronszajn-Moore
El resultado aparece en el trabajo de Aronszajn (cf. [Ar, 50]), aunque el autor se lo atribuye
a E. H. Moore, de ah́ı el nombre con el que es comúnmente conocido: Teorema de Aronszajn-
Moore. Podemos ver el resultado como una especie de rećıproco de lo contado en la sección
anterior. Alĺı hemos definido los espacios de Hilbert con núcleo reproductor como aquellos
que poseen una función K : X × X −→ C que satisface los requerimientos de la Definición
16. Ahora procederemos de modo rećıproco. Consideraremos ciertas clases de funciones K :
X × X −→ C que satisfacen dos sencillas propiedades y probaremos que entonces existe un
único (salvo isometŕıa) espacio de Hilbert (HK , 〈·, ·〉) de funciones definidas en X tal que K
es el único núcleo reproductor de HK . Para probar el resultado, recuperaremos un poco de la
terminoloǵıa usual sobre funciones sesquilineales, simétricas y definidas positivas. De nuevo,
como en la sección precedente, haremos el estudio para el caso complejo, aunque el resultado
es igualmente cierto en el caso real.
Definición 18. Sea X un conjunto. Una función en valores complejos K : X ×X −→ C se
denomina simétrica si para todo par (x, y) ∈ X ×X se verifica
K(x, y) = K(y, x).
En el caso real, una función K : X ×X −→ R se dice simétrica si
∀x, y ∈ X,K(x, y) = K(y, x).
Dada una función simétrica K : X ×X −→ C y un conjunto finito de puntos de X:
X ′ = {x1, ..., xn},
podemos asociar una matriz hermı́tica K[X ′] ∈Mn(C) dada por:
K[X ′] = (K(xi, xj))1≤i,j≤n.
La matriz K[X ′] se denomina la matriz de Gram de K con respecto al conjunto finito X ′ ⊆ X.
Definición 19. Una matriz simétrica M ∈Mn(C) se denomina semidefinida positiva si para
todo z ∈ Cn se verifica
zMz∗ ≥ 0,
donde z∗ es el traspuesto conjugado del vector fila z ∈ Cn. La matriz hermı́tica M ∈ Mn(C)
se denomina definida positiva si es semidefinida positiva y además
∀z ∈ Cn\{0}, zMz∗ > 0.
Como propiedades caracteŕısticas de las matrices definidas y semidefinidas positivas, podemos
resumir las siguientes:
Proposición 2.2.1. Sea M ∈Mn(C) una matriz hermı́tica. Se tiene:
i) M es semidefinida positiva si y solamente si todos sus valores propios (que son números
reales por ser hermı́tica) son no negativos. Es decir, si λ ∈ R es un valor propio de
M , entonces λ ≥ 0.
ii) M es definida positiva si y solamente si todos sus valores propios son números reales
estrictamente positivos.
iii) M es definida positiva si y solamente si la siguiente aplicación define un producto
hermı́tico sobre Cn que le confiere estructura de espacio de Hilbert:
〈·, ·〉M : Cn × Cn −→ C
(x, y) 7−→ xMy∗
Un enunciado idéntico se tiene en el caso real:
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Proposición 2.2.2. Sea N ∈Mn(R) una matriz simétrica real. Se tiene:
i) N es semidefinida positiva si y solamente si todos sus valores propios son no negativos.
ii) N es definida positiva si y solament si es semidefinida positiva y N ∈ GL(n,R).
Equivalentemente, N es definida positiva si y solamente si todos sus valores propios
son números reales estrictamente positivos.
iii) N es definida positiva si y solamente si la siguiente aplicación es un producto interno
sobre Rn que induce una estructura de espacio de Hilbert en Rn:
〈·, ·〉N : Rn × Rn −→ R
(x, y) 7−→ xNyT
Ambas proposiciones son resultados clásicos con pruebas elementales, con lo que omitiremos la
demostración. Simplemente comentar sobre el punto iii) que puede ser el más llamativo para
este trabajo, ya discutimos algo similar en el Ejemplo 1.1.3. La generalización de las condiciones
de semidefinida o definida positiva son las siguientes en nuestro contexto:
Definición 20. Sea X un conjunto y K : X × X −→ K una aplicación simétrica. Diremos
que K es semidefinida positiva si para cualquier conjunto finito X ′ ⊆ X, la matriz de Gram
K[X ′] es semidefinida positiva.
Diremos que K es definida positiva si para cualquier conjunto finito X ′ ⊆ X, la matriz de
Gram K[X ′] es definida positiva.
Teorema 2.2.3 (Aronszajn-Moore). Sea X un conjunto y sea K : X ×X −→ K una función
simétrica y definida positiva sobre X. Entonces existe un único (salvo isometŕıa) espacio de
Hilbert con núcleo reproductor HK ⊆ KX tal que K es un núcleo reproductor de HK . Es decir,
se cumple
i) para todo x ∈ X, Kx ∈ HK ,
ii) para todo f ∈ HK y x ∈ X, f(x) = 〈f,Kx〉HK .















y vamos a probar que efectivamente se trata de un producto interno:
• 〈f, g〉H0 = 〈g, f〉H0















αiβjK(xi, xj) = 〈f, g〉H0 .






y vamos a suponer r ≥ t ya que el otro caso seŕıa análogo. De esta manera, podemos
escribir g + h como
g + h =
r∑
j=1
(βj + γj)Kxj ,
con γj = 0 para todo j > t.
Entonces










(αiβj + αiγj)K(xi, xj) =











αiγjK(xi, xj) = 〈f, g〉H0 + 〈f, h〉H0 .











αiβjK(xi, xj) = λ〈f, g〉.






αiαjK(xi, xj) ≥ 0,
por ser K definida positiva y en concreto, semidefinida positiva. Por la propia
definición de definida positiva, la igualdad se da cuando los αi son nulos. Por tanto,
f seŕıa la función nula.
Por tanto, (H0, 〈·, ·〉H0) es un espacio preHilbert. Podemos considerar su completación, que
será el HK que buscamos. Al tratarse de una completación de H0, y como H0 es el subespacio
generado por los diferentes Kx, se va a cumplir que Kx ∈ HK para todo x ∈ X, probando aśı
i). Nos falta probar el punto ii). Consideremos un f ∈ H0. Al tratarse HK de la completación















Como Kx es un generador de H0, va a existir un ı́ndice j0 tal que xj0 coincide con x y por tanto






αiK(xi, x) = f(x).
Nos falta probar la unicidad. Sea H un espacio de Hilbert que cumple las condiciones del
enunciado. Como Kx ∈ H para todo x ∈ X, está claro que H0 ⊂ H. También tenemos que
〈Kx,Ky〉H = Ky(x) = K(y, x)
〈Kx,Ky〉HK = Ky(x) = K(y, x)
luego coinciden. Por la linealidad del producto interno, está claro entonces que para todo f, g
∈ H0, 〈f, g〉HK = 〈f, g〉H . Como tanto H como HK son completaciones de H0, por la unicidad
de este, salvo isometŕıa, HK es único. 
2.3. Núcleos de Mercer. Separabilidad.
Definición 21. Sea (X, d) un espacio métrico. Un núcleo de Mercer es una aplicación K :
X×X −→ C que es simétrica, definida positiva y continua con respecto a la topoloǵıa producto
en X ×X.
El teorema de Aronszajn-Moore tiene una forma suplementaria interesante en el caso de núcleos
de Mercer.
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Teorema 2.3.1. Sea (X, d) un espacio métrico y sea K : X×X −→ K un núcleo de Mercer. Sea
(HK , 〈·, ·〉K) el espacio de Hilbert asociado a este núcleo por el Teorema de Aronszajn-Moore.





Supongamos que CK <∞. Entonces, se tiene:
i) CK := supx,t∈X
√
|K(x, t)|.
ii) HK ⊆ C (X) está formado por funciones continuas y la norma de la inclusión IK :
HK ↪−→ C (X) satisface:
||IK || ≤ CK .
iii) En particular, para cada f ∈ HK se tendrá
||f ||∞ := sup{|f(x)| : x ∈ X} ≤ CK ||f ||K .
Demostración. i) Para probar la igualdad (es obvio que CK ≤ supx,t∈X
√
|K(x, t)|)
basta con observar que, por ser la matriz de Gram en x y t definida positiva:
K[{x, t}] :=
(
K(x, x) K(x, t)
K(t, x) K(t, t)
)
,
entonces |K(x, t)|2 < K(x, x)K(t, t) y basta tomar supremos.
ii) Consideramos f ∈ HK y x ∈ X y tendremos que por Cauchy-Schwarz
(2.3.1) |f(x)| = |〈f,Kx〉K | ≤ ||f ||K ||Kx||K = ||f ||K
√
K(x, x).
Por otro lado, si f ∈ HK y x, y ∈ X tendremos que, por Cauchy-Schwarz verifica:
|f(x)− f(y)| = |〈f,Kx〉 − 〈f,Ky〉| = |〈f,Kx −Ky〉| ≤ ||Kx −Ky||K ||f ||K .
Ahora, observamos que
||Kx −Ky||2K = 〈Kx −Ky,Kx −Ky〉 = 〈Kx,Kx〉+ 〈Ky,Ky〉 − 〈Kx,Ky〉 − 〈Ky,Kx〉 =
= K(x, x) +K(y, y)− (K(y, x) +K(x, y)).
Por ser K continua, dado x ∈ X y dado ε > 0, existirá δ > 0 tal que si y ∈ X es tal
que d(x, y) < δ, entonces
||Kx −Ky||2K ≤ |K(x, x) +K(y, y)− (K(y, x) +K(x, y))| ≤ ε.
En particular, si d(x, y) < δ tendremos que
|f(x)− f(x)| ≤ ε||f ||K ,
lo que demuestra la continuidad de f ∈ HK en cualquier punto x ∈ X. Si consideramos
IK : HK ↪−→ C (X) la aplicación lineal continua dada por la inclusión, la desigualdad
2.3.1 nos dice que ∀f ∈ HK
||IK(f)||∞ = sup
x∈X
|f(x)| ≤ ||f ||K sup
x∈X
√
K(x, x) = ||f ||KCK ,
con lo que queda probado tanto ii) como iii).

La primera observación que haremos sobre núcleos de Mercer es la condición de separabilidad
en el caso en que (X, d) sea compacto, cuya prueba hemos tomado de [PR, 16]
Teorema 2.3.2. Sea (X, d) un espacio métrico compacto y sea K : X × X −→ C un núcleo
de Mercer definido sobre X. Sea HK el espacio de Hilbert asociado a K por el teorema de
Aronszjan-Moore. Entonces, HK es un espacio de Hilbert separable y, por tanto, posee una
base ortonormal numerable.
Demostración. Observemos que X ×X es también un espacio métrico compacto con la
métrica
d∗ : X ×X −→ R
((x, y), (x′, y′)) 7−→ max{|d(x, y)|, |d(x′, y′)|}.
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Como K : X ×X −→ C es continua y X ×X es compacto, K es uniformemente continua, por
lo que para todo εn =
1
n > 0 existe δn > 0 tal que para todo (x, y), (x
′, y′) ∈ X ×X se cumple









debe tener un subrecubrimiento finito al ser X compacto. Entonces, para cada n ∈ N, existe
una colección finita Fn := {x(n)1 , ..., x
(n)









j , y) = max{d(x, x
(n)
j ), d(y, y)} = d(x, x
(n)
j ) ≤ δn,
y por ello existe un j tal que








= 〈Kx −Kx(n)j ,Kx −Kx(n)j 〉HK =
〈Kx,Kx〉HK − 〈Kx(n)j ,Kx〉HK − 〈Kx,Kx(n)j 〉HK + 〈Kx(n)j ,Kx(n)j 〉HK ,












j , x) ≤ 2εn = 2n .
Es decir, para cada x ∈ X y para cada n ∈ N existe un xj ∈ Fn tal que





y por ello, {Kx : x ∈ X} está en la clausura del conjunto⋃
n∈N
{Kx : x ∈ Fn},
el cual es un conjunto numerable. Como HK es la clausura del C-espacio vectorial generado




{Kx : x ∈ Fn},
por lo que los conjuntos coinciden y
⋃
n∈N{Kx : x ∈ Fn} es denso y numerable, probando aśı
que HK es separable. 
Aśı, en el caso de espacios métricos compactos, los núcleos de Mercer no sólo definen un espa-
cio de Hilbert formado por funciones continuas sino que, además, ese espacio de Hilbert será
separable y, por tanto, o bien tiene dimensión finita o bien es isomorfo a `2.
Observación 2.3.3. En el trabajo [OS, 17] se discute una caracterización de la condición de
separabilidad de los espacios de Hilbert con núcleo reproductor asociados a espacios topológicos
metrizables. Su contenido y su resumen de resultados anteriores escapa ampliamente el alcance
de este trabajo. En todo caso, se conocen ejemplos de espacios de Hilbert con núcleo reproductor
que no son separables, como los descritos por S. Canu, X. Mary y A. Rakotomamonjy en
[CMR, 03].
El teorema de Aronszajn-Moore (ver Teorema 2.2.3) nos garantiza que dado un núcleo K :
X ×X −→ K tendremos un espacio de Hilbert con núcleo reproductor asociado. Por su parte,
si el núcleo elegido es de Mercer, el Teorema 2.3.1 nos garantiza que ese espacio de Hilbert
con núcleo reproductor está formado por funciones continuas. Veremos ahora algunos ejemplos
clásicos de espacios de Hilbert con núcleo reproductor.
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Ejemplo 2.3.4. Consideremos la esfera unidad compleja S2n+1 ⊆ Cn+1 y consideremos la
función:
K := Kd : S
2n+1 × S2n+1 −→ C
(x, y) 7−→ (〈x, y〉2)d,
donde 〈x, y〉2 es el producto hermı́tico canónico en Cn+1. Es fácil verificar que Kd es un núcleo
de Mercer para dada d ≥ 1. Consideremos z ∈ S2n+1 un punto cualquiera y consideremos
Kz : S
2n+1 −→ C





donde z = (z0, ..., zn), y = (y0, ..., yn). Esta claro que Kz ∈ HCd para cada z ∈ S2n+1. Supong-









Tendremos que Kz = Ke0 = x
d
0. Entonces, se tiene para la métrica de Bombieri-Weyl sobre
HCd :
〈f,Ke0〉 = 〈f, xd0〉 = a(d,...,0) = f(e0).
Consideremos z ∈ S2n+1 un punto cualquiera. Como la acción de U(n + 1) sobre S2n+1 es
transitiva, existe U ∈ U(n+1) tal que Ue0 = z. Observamos que, entonces, para cada y ∈ S2n+1
〈y, z〉2 = 〈y, Ue0〉 = 〈U∗y, e0〉2,
por ser U(n + 1) el grupo de isometŕıas lineales del producto hermı́tico canónico sobre Cn+1.
Por tanto, concluimos que
(〈y, z〉2)d = (〈U∗y, e0〉2)d.
En particular,
Kz(y) = Ke0(U
∗y) = (Ke0 ◦ U∗)(y).
Como Ke0 y Kz pueden verse como polinomios en H
C
d y tenemos la acción del grupo U(n+ 1)
sobre HCd descrita en el Ejemplo 1.1.4 anterior, concluimos que para cada f ∈ HCd
〈f,Kz〉d = 〈f,Ke0 ◦ U∗〉d = 〈f ◦ U, e0〉d,
donde hemos usado la invarianza de la métrica de Bombieri-Weyl por la acción de U(n+ 1).
En conclusión,
(2.3.2) 〈f,Kz〉d = 〈f ◦ U, e0〉d = (f ◦ U)(e0) = f(Ue0) = f(z)
Ahora, dado que Kz ∈ HCd para cada z ∈ S2n+1 y se cumple 2.3.2, tenemos que el espacio
de Hilbert asociado al núcleo de Mercer K antes definido es un subespacio de Hilbert de HCd .
Quedaŕıa por ver que HCd = HK . Para probarlo, consideremos el espacio ortogonal en H
C
d del
C-espacio vectorial generado por {Kz : z ∈ S2n+1}. Esto es
W = (C〈{Kz : z ∈ S2n+1}〉)⊥.
Un polinomio homogéneo f ∈ HCd está en W si y solamente si f ⊥ Kz para cada z ∈ S2n+1.
Esto significa que
0 = 〈f,Kz〉d = f(z).
Luego f ∈ W si y solamente si f |S2n+1 ≡ 0. Como f es homogéneo de grado d, entonces para
cualquier x = (x0, ..., xn) =∈ Cn+1 \ {0}, tendremos





) = ||x||d · 0 = 0,
porque x||x|| ∈ S
2n+1. Como los polinomios homogéneos se anulan en 0 ∈ Cn+1, concluiremos
que si f ∈ W , entonces f se anula idénticamente en Cn+1. Como C es un cuerpo de cardinal
infinito, si un polinomio se anula idénticamente en Cn+1, entonces f es el polinomio nulo.
Concluimos aśı que W = {0}, donde 0 ∈ HCd es el polinomio nulo y
HCd = W ⊥ C〈{Kz : z ∈ S2n+1}〉 = {0} ⊥ C〈{Kz : z ∈ S2n+1}〉,
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por lo que {Kz : z ∈ S2n+1} es un sistema generador de HCd y se tiene que HCd ⊆ HK .
Hemos visto aśı que el espacio de Hilbert con núcleo reproductor asociado a Kd es precisamente
HCd con la métrica de Bombieri-Weyl.
2.4. Un Breve Resumen sobre la Teoŕıa de Mercer
En esta sección nos vamos a ocupar simplemente de resumir las principales contribuciones de
J. Mercer en su trabajo seminal de 1909 (cf. [Me, 09]). Seguiremos una formalización más
contemporánea como la que se expone en [CZ, 07]. Omitiremos las demostraciones de estos
resultados por no hacer demasiado extenso este trabajo. Las demostraciones pueden verse en
[CZ, 07]. Se trata, por tanto, de un breve resumen de las contribuciones de Mercer. Sea (X, d)
un espacio métrico compacto, sea ν una medida de Borel finita sobre (X, d) y sea L2ν(X) el
espacio de Hilbert descrito en el Ejemplo 1.1.12. Sea K : X × X −→ R un núcleo de Mercer
y C (X) el espacio de Banach de las funciones continuas a valores reales definidas sobre X.
Definamos la correspondencia siguiente:
LK : L
2
ν(X) −→ C (X)
f 7−→ LK(f),





Definamos también la siguiente cantidad:
CK := sup{
√
K(x, x) : x ∈ X} <∞.
Nótese que esta cantidad está bien definida por ser K continua y (X, d) compacto. La correspon-
dencia LK anterior es una aplicación bien definida como se prueba en la siguiente Proposición.
Proposición 2.4.1. Con las notaciones precedentes, si K es un núcleo de Mercer, la corre-
spondencia LK es una aplicación lineal. Esto es:
i) ∀f ∈ L2ν(X), LK(f) ∈ C (X).
ii) LK es aplicación lineal.
Además, la norma de LK satisface ||LK || ≤
√
ν(X)C2K .
Demostración. La única dificultad es ver que si f ∈ L2ν(X), entonces LK(f) ∈ C (X).












{|K(x1, t)−K(x2, t)|} ||f ||L2ν(X)
Como (X, d) es compacto y K es continua, entonces K es uniformemente continua. Por tanto,
∀ε > 0 ∃δ > 0 tal que ∀x1, x2 ∈ X, t ∈ X si d(x1, x2) < δ entonces
|K(x1, t)−K(x2, t)| < ε.
Por tanto, si d(x1, x2) < δ se tiene
|(LK(f))(x1)− (LK(f))(x2)| ≤
√
ν(X) ||f ||L2ν(X) ε.










|(LK(f))(x)| = ||LK(f)||C (X) ≤
√
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El trabajo de Mercer expone un estudio del operador integral LK y su interacción con espacios
de Hilbert. Aśı, como consecuencia del Teorema Espectral de operadores autoadjuntos, Mercer
probaŕıa, en nuestro lenguaje actual:
Teorema 2.4.2. Con las notaciones precedentes, sea K : X ×X −→ R un núcleo de Mercer
sobre un espacio métrico compacto (X, d) dotado con una medida de Borel finita ν. Entonces,
i) Existe un sistema ortonormal numerable {φk : k > 1} ⊆ L2ν(X) de tal modo que cada
φk es vector propio de LK .
ii) Los valores propios asociados {λk : k > 1} (ie. LK(φk) = λkφk,∀k) son números
reales y verifican
• o bien {λk : k > 1} es un conjunto finito,
• o bien limk→∞ λk = 0.
iii) Además, con las notaciones precedentes, λk ≥ 0, ∀k ≥ 1 y





La prueba puede seguirse en [CZ, 07], en concreto, en las páginas 57 y 58. El siguiente resul-
tado, conocido como Teorema de Mercer, nos ofrece una versión expĺıcita sobre la separabilidad
de HK . Hemos elegido enunciarlo en el caso en que ν sea una medida finita no degenerada (ie.
ν(X) <∞, y para cada U ⊆ X abierto, ν(U) > 0).
Teorema 2.4.3 (de Mercer). Con las notaciones del teorema precente, consideremos la familia
F = {
√
λkφk : λk > 0}.
Entonces F es un conjunto de vectores ortonormales de HK . Además, si ν es no degenerada,
la familia F es una base ortonormal del espacio de Hilbert HK asociada al núcleo de Mercer



















ν(X)). Además, si f ∈ HK , f = L
1
2
Kg con g ∈ L2ν(X), se tendrá
||f ||K = ||g||L2ν(X).
Dejaremos también la prueba de este resultado para [CZ, 07], en las páginas 61 y 62 del
Caṕıtulo 4.
2.5. Error de Aproximación entre Espacios de Banach
Definición 22. Sean (B, || · ||B) y (H, || · ||H) dos espacios de Banach con H subespacio de B.
Definimos el K-funcional del par (B,H) mediante:
K : B × (0,∞) −→ R
(a, t) 7−→ K(a, t) := inf{||a− b||B + t||b||H : b ∈ H},
donde || · ||B es la norma de B y || · ||H es la norma de H.
Observemos que para cada a ∈ B fijo, la función K(a, ·) : (0,∞) −→ R es una función continua
no decreciente y K(a, t) ≤ ||a||B ∀a ∈ B, ∀t ∈ (0,∞) (basta con tomar b = 0 para tener esta
desigualdad). Además, si H es denso en B, limt→0K(a, t) = 0.
Definición 23. Sean 0 < r < 1 y dados (B, || · ||B), (H, || · ||H) y K como en la definición
precedente. Llamaremos espacio de interpolación (B,H)r al conjunto definido por la igualdad
siguiente:
(B,H)r := {a ∈ B : sup{
K(a, t)
tr
: t > 0} <∞}.




: t > 0}.
Luego (B,H)r := {a ∈ B : ||a||r <∞} es una definición equivalente.
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Teorema 2.5.1 (de Aproximación). Sean (B, || · ||B) y (H, || · ||H) dos espacios de Banach, con
H subespacio de B.
i) Supongamos que existe C0 ∈ R una constante tal que para cada b ∈ H, ||b||B ≤
C0||b||H . Sea 0 < r < 1 un número real positivo. Si a ∈ (B,H)r, entonces ∀R > 0 se
tiene:





ii) Si dada una constante C > 0 y dado a ∈ B, d(a,R) ≤ CR−
2r
1−r , ∀R ∈ R, entonces,









Es una función continua porque K(a, ·) lo es y t > 0. Además, se tiene
K(a, t) ≤ ||a||.
inf{f(t) : t > 0} = 0.






Por la definición del K-funcional asociado a (B,H), existirá bε ∈ H tal que



















































lo que prueba el apartado i) en este caso. Si, por el contrario, sup{f(t) : t > 0} < R, entonces,
para todo ε > 0 tal que
ε < 1− 1
R
sup{f(u) : u > 0},
y todo t > 0, existirá bt,ε ∈ H tal que
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De donde concluimos















Lo que prueba i) en este segundo caso. Para la afirmación ii) supongamos que ∀k > 0 se tiene
d(a, k) ≤ CR
−2r
1−r .







Entonces, para cada ε > 0, podemos encontrar bt,ε ∈ H tal que
||bt,ε||H ≤ Rt
||a− bt,ε||2 ≤ CR
−2r
1−r
t (1 + ε)
2.
Se sigue que





t (1 + ε) + tRt ≤ 2(1 + ε)C
1−r
2 tr.
Tomando el ĺımite cuando ε −→ 0 concluimos












2.6. Teorema del Representante
Teorema 2.6.1 (del Representante). Sea X un conjunto, K : X ×X −→ C un núcleo repro-
ductor y HK el espacio de Hilbert asociado. Sea n ∈ N y sea
En : (X × C2)n −→ R ∪ {∞}
una función de riesgo. Sea h : [0,∞) −→ R una función de regularización creciente. Consider-
amos el problema de hallar el mı́nimo ω ∈ HK del conjunto:
S = {En((x1, y1, f(x1)), ..., (xn, yn, f(xn))) + h(||f ||) : f ∈ HK}.
Entonces, si existe ω ∈ HK que minimiza S , es decir, si
En((x1, y1, ω(x1)), ..., (xn, yn, ω(xn))) + h(||ω||) = min S ,





de tal forma que ω̂ es un mı́nimo para S .
Demostración. Como K sobre HK es un núcleo reproductor, se cumple que si definimos
φ : X −→ RX
x 7−→ Kx = K(x, ·)
tenemos que
(φ(x))(y) = Kx(y) = 〈Kx,Ky〉HK = 〈φ(x), φ(y)〉HK .
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Considerando los x1, ..., xn ∈ X, cualquier f ∈ HK puede descomponerse como la suma de






con αi ∈ R y v ∈ HK satisfaciendo
〈v, φ(xi)〉HK = 0,
para todo j con 1 ≤ j ≤ m. Si evaluamos f en un punto xj :
f(xj) = 〈f,Kxj 〉HK = 〈f, φ(xj)〉HK = 〈
n∑
i=1




por lo que el primer término de las funciones de S no depende de v. Para el segundo término,
como v es ortogonal a
∑n
i=1 αiφ(xi), se cumple que
h(||f ||) = h(||
n∑
i=1

















αiφ(xi), v〉HK + 〈v,
n∑
i=1





























tal y como queŕıamos probar. 
2.7. Problema de Interpolación y Función de Regularización
En la sección precedente hemos analizado el Teorema del Representante, que reduce ciertos
problemas de optimización sobre espacios de Hilbert a subespacios de dimensión finita. De-
bido a la especial aplicación en Aprendizaje Computacional, el problema de optimización a
tratar incluye una función de regularización (conocida como la regularización de Tikhonov (cf.
[AT, 77])) Ω : H −→ R, donde H es un espacio de Hilbert. Nuestra intención ahora es dar una
caracterización de las funciones de regularización admisibles para garantizar un Teorema del
Representante en dimensión finita. Seguiremos las ĺıneas de trabajo de [AMP, 09], haciendo
el estudio a través del problema de interpolación en espacios de Hilbert.
Problema 2 (de interpolación en espacios de Hilbert). Sea H un espacio de Hilbert y Ω : H −→
R una función de regularización. Dado z = ((x1, y1), ..., (xn, yn)) ∈ (H × C)n una instancia,
llamaremos problema de interpolación en H con instancia z y regularizador Ω al problema de
hallar ω ∈ H tal que Ω(ω) minimiza el siguiente conjunto
{Ω(ω) : ω ∈ H, 〈xi, ω〉 = yi, 1 ≤ i ≤ n}.
Un problema de interpolación sobre H con instancia z y regularizador Ω se dice satisfacible si
y solamente si admite solución en H.
Como en [AMP, 09] no nos ocuparemos aqúı de las condiciones suficientes de satisfacibilidad.
Un caso particular del anterior problema de interpolación es el caso para espacios de Hilbert
con núcleo reproductor.
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Problema 3 (de interpolación en espacios de Hilbert con núcleo reproductor). Sea X un
conjunto, H ⊆ CX un espacio de Hilbert con núcleo reproductor K : X ×X −→ C. Llamare-
mos problema de interpolación sobre H con base en X al siguiente: Dada una instancia z =
((x1, y1), ..., (xn, yn)) ∈ (X × C)n y dada una función de regularización Ω : H −→ R, llamare-
mos problema de interpolación en H con instancia z y función de regularización Ω : H −→ R
al problema de minimizar el siguiente conjunto:
{Ω(ω) : ω ∈ H,ω(xi) = yi, 1 ≤ i ≤ m}.
Dado que nuestro problema aqúı es caracterizar las regularizaciones de Tikhonov apropiadas
para el Teorema del Representante, introducimos la siguienten noción:
Definición 24. Sea H un espacio de Hilbert y Ω : H −→ R una función de regularización.
Diremos que Ω es admisible para el problema de interpolación sobre H si para todo n ∈ N y
para toda instancia z = ((x1, y1), ..., (xn, yn)) ∈ (H × C)n tal que el problema de interpolación
asociado es satisfacible, se cumple que existe ω̂ ∈ Span(x1, ..., xn) tal que
(2.7.1) Ω(ω̂) = min{Ω(ω) : ω ∈ H, 〈xi, ω〉 = yi, 1 ≤ i ≤ n}.
Es decir, Ω : H −→ R es admisible si y solamente si todo problema de interpolación satisfacible
sobre H con instancia z = ((x1, y1), ..., (xn, yn)) ∈ (H × C)n y regularizador Ω satisface que





es solución de la identidad 2.7.1 anterior.
Definición 25. Sea H un espacio de Hilbert y Ω : H −→ R una función. Diremos que Ω es
diferenciable si posee derivadas direccionales en todos los puntos ω ∈ H. Es decir, diremos que
es diferenciable si para cada ω ∈ H existe ∇ωΩ ∈ H tal que para cada z ∈ H se verifica que
existe el siguiente ĺımite y se satisface:
〈∇ωΩ, z〉 = lim
t→0
Ω(ω + tz)− Ω(ω)
t
.
Lema 2.7.1. Sea H un espacio de Hilbert y Ω : H −→ R una función de regularización.
Entonces, Ω es admisible para el problema de interpolación sobre H si y solamente si satisface
para cualquier ω ∈ H
(2.7.2) ∀p ∈ H, 〈ω, p〉 = 0 ⇒ Ω(ω + p) ≥ Ω(ω).
Demostración. Supongamos que Ω satisface 2.7.2. Consideramos una instancia arbitraria
z = ((x1, y1), ..., (xn, yn)) ∈ (H × C)n.
Sea S el subespacio generado por {x1, ..., xn} ⊆ H y sea π : H −→ S la proyección ortogonal
asociada. Supongamos que ω es una solución al problema de interpolación con instancia z y
regularización Ω. Sea ω̂ = π(ω) ∈ S la proyeción ortogonal de ω. Entonces
ω = ω̂ + p, con ω̂ ∈ S , p ∈ S ⊥.
Por la propiedad 2.7.2 tenemos que Ω(ω) ≥ Ω(ω̂) y, dado que ω minimiza Ω bajo la hipótesis
〈xi, ω〉 = yi, 1 ≤ i ≤ n, ω ∈ H, entonces también Ω(ω̂) satisface esa propiedad pues
• Ω(ω̂) ≤ Ω(ω)
• 〈xi, ω〉 = 〈xi, ω̂〉+ 〈xi, p〉 = 〈xi, ω̂〉.
Por tanto ω̂ es solución al problema de interpolación y Ω es admisible. Rećıprocamente, sea
ω ∈ H y consideremos el siguiente problema de interpolación:
min{Ω(t) : t ∈ H, 〈ω, t〉 = 〈ω, ω〉}.
El problema es satisfacible, pues podemos tomar t = ω y por ser Ω admisible, al tratarse este
nuevo problema de un caso particular del anterior, existe una solución en el subespacio generado
por ω. De hecho, el propio ω es solución. Además, dado cualquier p ∈ 〈ω〉⊥ tendremos que
Ω(p+ ω) ≥ Ω(ω),
dado que 〈p+ ω, ω〉 = 〈ω, ω〉. 
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En el caso de espacios de Hilbert con núcleo reproductor, el anterior lema se transforma en el
siguiente:
Lema 2.7.2. Sea X un conjunto, H ⊆ CX un espacio de Hilbert con núcleo reproductor K :
X ×X −→ C y Ω : H −→ R una regularización. Son equivalentes:
i) Para cada instancia z = ((x1, y1), ..., (xn, yn)) ∈ (X ×C)n, si el siguiente problema de
interpolación con instancia z y regularización Ω
min{Ω(ω) : ω ∈ H,ω(xi) = yi, 1 ≤ i ≤ n}






Ω(ω̂) = min{Ω(ω) : ω ∈ H,ω(xi) = yi, 1 ≤ i ≤ n}.
ii) Para cualquier conjunto finito {x1, ...xn} ⊆ X, para cualquier función ω ∈ Span{Kx1 , ...,Kxn}
y para cualquier p ∈ (Span{Kx1 , ...,Kxn})⊥ se verifica Ω(ω + p) ≥ Ω(ω).
Demostración. La prueba es muy similar a la del lema anterior.
i)⇒ ii) Sea ω ∈ H y consideramos el problema
min{Ω(t) : t ∈ H, t(xi) = 〈ω,Kxi〉},
que es un caso particular del descrito en el enunciado. Podemos tomar t = ω y aśı






con λi ∈ C. Sea p ∈ (Span{Kx1 , ...,Kxn})⊥ y entonces
〈ω̂ + p,Kxi〉 = 〈ω̂,Kxi〉+ 〈p,Kxi〉 = yi
ii)⇒ i) Consideramos la función
φ : X −→ H
x 7−→ Kx.
Consideramos además S como el subespacio generado por {φ(x1), ..., φ(xn)} ⊆ H y
π : H −→ S la proyección ortogonal. Supongamos que ω es una solución del problema
y consideramos ω̂ = π(ω). Entonces,
ω = ω̂ + p,
con p ∈ S ⊥ y ω̂ ∈ S . Tenemos que Ω(ω) = Ω(ω̂ + p) ≥ Ω(ω̂). Además, se cumple
que ω(xi) = yi, por lo que
ω(xi) = 〈ω,Kxi〉 = 〈ω̂ + p,Kxi〉 = 〈ω̂,Kxi〉+ 〈p,Kxi〉 = ω̂(xi) = yi.
Como ω̂ ∈ Span{Kx1 , ...,Kxn}, hemos probado que Ω es admisible.

Teorema 2.7.3 (Caracterización de las regularizaciones de Tikhonov). Sea H un espacio de
Hilbert y Ω : H −→ R una regularización de Tikhonov continua y diferenciable (en el sentido
de la Definición 25). Supongamos que dim(H) ≥ 2. Entonces, Ω es admisible para el problema
de interpolación sobre H si y solamente si existe una función monótona creciente h : R+ −→ R
tal que
Ω(ω) = h(||ω||2),∀ω ∈ H.
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Demostración. Supongamos, en primer lugar, que dim(H) <∞. Tendremos que H ∼= Kd
(con K = R ∨ C) con lo que podemos directamente suponer H = Kd. Haremos la prueba para
el caso K = R, aunque es igualmente válida para K = C.
Como Ω es diferenciable, para cada ω ∈ H, existe ∇ωΩ ∈ H tal que
〈∇ωΩ, p〉 = 0
para todo p ∈ Rd tal que 〈ω, p〉 = 0. Fijemos ω0 ∈ Sd−1 ⊆ Rd un vector de norma 1 (||ω0|| = 1).
Consideremos ω ∈ Rd un elemento cualquiera. Entonces, existe una matriz ortogonal U ∈ O(d)
(en el caso complejo, una matriz unitaria U ∈ U(d)) tal que
ω = ||ω||Uω0.







es la matriz exponencial de A. Consideremos el camino en Rd dado mediante:
γU : [0, 1] −→ Rd
t 7−→ γU (t) := ||ω||etAω0.
Tenemos que γU (0) = ||ω||ω0 y que γU (1) = ω. Además, el camino satisface
(2.7.3) ∀t ∈ [0, 1], 〈γU (t), γU (t)〉 = 〈ω, ω〉.
Al ser constante, derivando con respecto a t la igualdad 2.7.3 obtendremos




= 〈∇γU (t)Ω, γ
′
U (t)〉 = 0.
Por tanto, Ω(γU (t)) es constante (a lo largo de ese camino γU ). Por ello
Ω(||ω||ω0) = Ω(ω), ∀ω ∈ H.
Definiendo h : R+ −→ R mediante
h(z) = Ω(
√
zω0), ∀z ∈ R+,
tendremos que h es no decreciente y satisface la hipótesis del enunciado. Para el caso dim(H) =
∞ el argumento es similar, pero usamos un camino como el siguiente
γ : [0, 1] −→ H
t 7−→ γ(t) = (1− t)ω0 + tω
||(1− t)ω0 + tω||
||ω||.
Este camino es diferenciable cuando ω no es linealmente independiente de ω0. Con los mismos
argumentos llegaŕıamos a que Ω ◦ γ es constante y se define h de modo similar. Para los ω
linealmente dependientes de ω0 usaremos el hecho de que Ω es continua. En cuanto al rećıproco,
si Ω(ω) = h(||ω||2), claramente se satisface la tesis del Lema 2.7.1 y Ω es admisible. 
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Como se indica en casi todas las referencias al Teorema del Representante, una de sus principales
aplicaciones consiste en su utilización en Aprendizaje. Desafortunadamente, no hemos sido
capaces de localizar un resultado conclusivo, válido para un contenido abstracto como el de
[CS, 02], que permita mostrar la manera de usar este resultado para aproximar funciones
de regresión. Es notable observar que ni la referencia clásica, ni [CS, 02] sean capaces de
ligar el Teorema del Representante con los fundamentos matemáticos del Aprendizaje que ellos
mismos pretender establecer. Aśı, la sección 6 del caṕıtulo III de [CS, 02] introduce el Teorema
del Representante aunque no explica en qué medida este resultado está ligado a las páginas
que le preceden. Ante esta situación hemos optado por introducir un resultado original que
liga el Teorema del Representante con los principios de Teoŕıa del Aprendizaje tal y como
está establecido en [CS, 02]. El resultado no es ni óptimo ni satisfactorio, dado que sólo
establece condiciones suficientes de aplicabilidad del Teorema del Representante al Aprendizaje
sin mostrar casos concretos en los que esa aplicabilidad es además factible. Es sólo una primera
aproximación a las palabras usadas regularmente por los autores del ámbito. Este caṕıtulo
se dedica aśı a enunciar y dar una demostración bastante completa de este teorema original
que no hemos podido encontrar en la literatura. Para poder enunciarlo, necesitamos introducir
algunas nociones preliminares. En lo que sigue, (X, d) será un espacio métrico, I ⊆ R un
intervalo, Z = X × I ⊆ X × R y B(Z) la clase de los conjuntos de Borel del espacio producto
X × I. Supondremos ρ : B −→ [0, 1] una distribución de probabilidad definida sobre B(Z).
Para cualquier función medible f : X −→ R, consideramos el error cuadrático promedio de f





El propósito de la teoŕıa del Aprendizaje, conforme a los principios de [CS, 02] consiste en
minimizar este error cuadrático promedio. Consideremos B(X) la clase de los conjuntos de
Borel sobre X y sea ρX : B(X) −→ [0, 1] la distribución marginal de ρ sobre X a través de la
proyección canónica π : Z −→ X. Es decir, para E ∈ B(X)
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ρX(E) := ρ(π
−1(E)) = ρ(E × I).
Con respecto a ρX podemos definir el espacio L
2(X) de funciones cuadrado integrales. Es decir,
las funciones Borel medibles f : X −→ R tales que∫
X
|f(x)|2dρX <∞.
Bajo la hipótesis de que el espacio métrico (X, d) es separable (i.e, posee un subconjunto denso
contable), el teorema de Desintegración de la Medida nos garantiza que existe una función
fρ : X −→ R que minimiza E :
E(fρ) ≤ E(f), ∀f ∈ L2(X).
La función fρ se denomina función de regresión de f sobre X. Para que todo sea más conforme,
la Teoŕıa del Aprendizaje de [CS, 02] añade una hipótesis sobre la distribución de probabilidad
ρ:
Definición 26. Con las notaciones precedentes una distribución de probabilidad ρ sobre Z es
admisible para su tratamiento en Teoŕıa del Aprendizaje si la función de regresión fρ es acotada
sobre X. Es decir, ρ admisible si
||fρ||∞ := sup{|fρ(x)| : x ∈ X} <∞.
Bajo la hipótesis de la Teoŕıa del Aprendizaje, si ρ es una distribución de probabilidad admisible








dρX = ||fρ||2∞ <∞.
Más aún, si || · ||L2(X) es la norma en el espacio de Hilbert L2(X), tendremos que
||fρ||L2(X) ≤ ||fρ||∞.
Por tanto, bajo la hipótesis de la Teoŕıa del Aprendizaje, fρ ∈ L2(X) es la función que minimiza
E sobre L2(X). De hecho, probamos, en la Proposición 3.2.3, que para cada f ∈ L2(X) se tiene
E(f)− E(fρ) = |E(f)− E(fρ)| = ||f − fρ||2L2(X).
Como, normalmente, fρ no es fácilmente computable, se hace una aproximación de fρ mediante
un subespacio de Hilbert H ⊆ L2(X) con buenas propiedades de aproximación de fρ que, al
mismo tiempo, sean manipulables.
Definición 27. Con las notaciones precedentes, sea δ > 0 un número real positivo y H ⊆ L2(X)
un subespacio de Hilbert. Diremos que H posee una δ-aproximación de la función de regresión
fρ : X −→ R anterior si existe fH ∈ H tal que
||fρ − fH ||2L2(X) < δ.
En la Proposición 3.2.5 probaremos que dado un espacio de Hilbert H que contiene una δ-
aproximación de fρ y siendo fH ∈ H un elemento que minimiza E sobre H se tiene:
||fρ − fH ||2L2(X) < δ,
|E(fH)− E(fρ)| < δ.
En este sentido, fH ∈ H seŕıa una buena aproximación de fρ y, por tanto, una buena codificación
de la función de regresión a través de elementos de H. No es el propósito de este Trabajo de Fin
de Grado hacer una disquisición sobre la búsqueda de buenos espacios de Hilbert para aproximar
la función de regresión. Nuestro objetivo es más modesto: pretendemos aproximar fH a partir
del Teorema del Representante. Sin embargo, para que nuestra exposición no quedase corta
en este aspecto, hemos descrito en la Subsección 3.2.4 una breve discusión sobre los ratios de
Aproximación en el caso de espacios de Hilbert definidos por núcleos de Mercer. A partir de aqúı
nos ocupamos solamente del caso en que H sea un espacio de Hilbert con núcleo reproductor
K : X ×X −→ R y que H contenga una δ-aproximación de fρ. Nuestro objetivo será calcular
fH o, en su defecto, aproximar fH y aqúı es donde interviene el Teorema del Representante.
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Para ello, sea z = ((x1, y1), ..., (xn, yn)) ∈ Zn una observación emṕırica de un evento donde







No queda claro, a priori, que el error emṕırico tenga relación con E(f) para clases amplias de
funciones. Por ello, dado ε > 0 y dado F ⊆ H definimos:
H(n)ρ (F , ε) := {z ∈ Zn : sup
f∈F
|Ez(f)− E(f)| < ε}.
Las grandes contribuciones de V. N. Vapnik y A. Ya. Chervonenkis (cf. [CV, 71]), para F
formado por funciones caracteŕısticas de conjuntos de Borel de X, o de autores como D. Pollard
(cf. [Po, 84]), con el uso de la esperanza de números de recubrimiento, consisten en mostrar
clases F para las cuales H(n)ρ (F , ε) 6= ∅. Más aún, los teoremas de estos autores son de la forma
Prob
(
H(n)ρ (F , ε)
)
≥ 1−Nρ(F , ε, n)e−
ε2m
D ,
para una cierta constante D y una cierta función Nρ(F , E , n) usualmente denominada número
de recubrimiento. En la Subsección 3.2.6 mostramos un ejemplo de una cota inferior de este
tipo basada en el método combinatorio de Pollard y ciertas disgresiones estudiadas en [PS, 20].
Para concluir nuestras notaciones, si x = (x1, ..., xn) ∈ Xn, denotaremos por Gx a la matriz de
Gram asociada al núcleo K y a la lista de puntos de x. Es decir,
Gx =
 K(x1, x1) · · · K(x1, xn)... ...
K(xn, x1) · · · K(xn, xn)
 = (K(xi, xj))1≤i,j≤n,
Denotamos por (Gx
1
2 ) a la matriz ráız cuadrada de Gx, por µ(Gx
1
2 ) su número de condi-
cionamiento y por ||G
1
2
x ||F su norma de Frobenius. Finalmente, dado z ∈ Zn, denotamos por
fz ∈ H a un elemento que minimiza el error emṕırico Ez. Nuestro primer resultado es el
siguiente, que acota la norma en H del fz dado por el Teorema del Representante.
Teorema 3.0.1. Con las notaciones precedentes, sea (X, d) un espacio métrico, H un espacio
de Hilbert con núcleo reproductor K : X ×X −→ R. Sea z = ((x1, y1), ..., (xn, yn)) ∈ Zn y sea
Wz := Span({Kx1 , ...,Kxn}),
el subespacio vectorial de H generado por {Kx1 , ...,Kxn}. Entonces, existe fz ∈Wz tal que
i)












Este resultado (Teorema 3.1.1) se prueba en la Sección 3.1. Utilizando todas estas herramientas,
probamos finalmente el siguiente enunciado en la Sección 3.2.
Teorema 3.0.2. Sea (X, d) un espacio métrico separable, I ⊆ R un intervalo, Z = X × I y
ρ una distribución de probabilidad sobre los subconjuntos de Borel de Z. Supongamos que ρ
es admisible para el aprendizaje y que la norma ||fρ||∞ de la función de regresión es finita.
Sean R, ε, δ ∈ R números reales con 0 < ε, 0 < δ < 1. Sea H un espacio de Hilbert con núcleo
reproductor K : X × X −→ R que contiene una δ-aproximación fH ∈ H de fρ. Supongamos
que R satisface las siguientes propiedades:
i) H
(n)
g (BH(0, R), ε) 6= ∅, donde BH(0, R) es la bola en H de centro 0 y radio R.
ii) ||fρ||∞ ≤ R− 1.
Supongamos que existe z = ((x1, y1), ..., (xn, yn)) ∈ H(n)g (BH(0, R), ε) tal que
µ(Gx
1
2 )||y||2 ≤ R||Gx
1
2 ||F .
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Entonces, existe fz ∈Wz = Span({Kx1 , ..,Kxn) tal que
||fz − fρ||2L2(X) ≤ 2ε+ δ.
|E(fz)− E(fρ)| ≤ 2ε+ δ.
3.1. Acotando la Norma del Aproximante del Teorema del Representante
No hemos encontrado en la literatura ninguna acotación de la norma del elemento óptimo que
aparece en el Teorema del Representante (cf. Teorema 2.6.1 anterior). En esta Sección vamos a
aportar una contribución original al Trabajo de Fin de Grado, escribiendo una acotación de esa
norma de fz en función del condicionamiento de la matriz de Gram. Comencemos enunciando
este resultado, para el cual necesitamos recordar algunas notaciones de las usadas en Caṕıtulos
precedentes. Consideremos un espacio métrico separable (X, d) y H ⊆ RX un espacio de Hilbert
con núcleo reproductor de funciones definidas en X a valores reales. Sea K : X ×X −→ R el
núcleo reproductor de H. Dado x = (x1, ..., xn) ∈ Xn una lista de n puntos de X, llamaremos
matriz de Gram asociada a x a la matriz
Gx =
 K(x1, x1) · · · K(x1, xn)... ...
K(xn, x1) · · · K(xn, xn)
 ∈Mn(R).
Por hipótesis, Gx es una matriz simétrica, semidefinida positiva.
Sea z = ((x1, y1), ..., (xn, yn)) ∈ (X × R)n una observación emṕırica y definamos sobre H la
función de error emṕırico cuadrático en media:






Dado z, consideremos la familia de funcionesKx1 , ...,Kxn ∈ H y seaWz = Span({Kx1 , ...,Kxn})
el subespacio vectorial de H generado por las funciones {Kx1 , ...,Kxn}. Nótese que la función
Ez anterior puede representarse como una función de riesgo
E : (X × R2)n −−−−−−−−−→ R
((x1, y1, u1), ..., (xn, yn, un)) 7−→ 1n
∑n
i=1 |yi − ui|2,
y que para cada f ∈ H
Ez(f) = E ((x1, y1, f(x1)), ..., (xn, yn, f(xn))) .
Por tanto, aplicando el Teorema del Representante (cf. Teorema 2.6.1 anterior), dado z ∈
(X × R)n, existe fz ∈Wz tal que
Ez(fz) = min{Ez(f) : f ∈ H}.
Llamaremos a fz el aproximante de H asociado a Ez. Nuestro objetivo en esta sección consiste
en probar el siguiente resultado










i) ||y||H es la norma en H con respecto a su producto interno.
ii) Gx
1
2 es una ráız cuadrada de la matriz de Gram Gx.
iii) ||A||F es la norma de Frobenius de cualquier matriz A ∈Mn(R).
iv) µ(A) es el condicionamiento de A ∈Mn(R), definido para A del modo siguiente:
µ(A) = ||A||F ||A+||2,
donde A+ es la pseudoinversa de Moore-Penrose de A y ||B||2 es la norma de B como
operador lineal para cualquier B ∈Mn(R).
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3.1.1. Proyección Ortogonal, SVD y Pseudoinversa de Moore-Penrose. Comence-
mos revisando algunas propiedades de Álgebra Lineal elemental en espacios de Hilbert reales
de dimensión finita. Consideremos (Rn, 〈·, ·〉) un espacio de Hilbert de dimensión finita sobre
R. Sea W ⊆ Rn un subespacio vectorial, también de dimensión finita y sea B = {w1, ..., wr}
una base ortonormal con respecto a 〈·, ·〉 y definimos la siguiente aplicación lineal:





Esta aplicación lineal se conoce como proyección ortogonal sobre W y satisface las siguientes
propiedades:
Proposición 3.1.2. Con las notaciones anteriores, para cada v ∈ Rn se tiene que
||v − πW (v)|| = min{||v − w|| : w ∈W}.
Demostración. Es un resultado clásico, esencialmente conocido y basado en lo que sig-
nifica el método de Gram-Schmidt y el Teorema del Reemplazamiento en espacios vectoriales
de dimensión finita. Podemos proceder del modo siguiente:
- Consideramos B = {w1, ..., wr} la base ortonormal de W , dado por el enunciado.
- Por el Teorema del Reemplazamiento, ampliamos B hasta obtener una base B̃ de Rn
de la forma siguiente:
B̃ := {w1, ..., wr, ur+1, ..., un}.
- Aplicando el método de Gram-Schmidt, obtendremos una base ortonormal B∗ de Rn
de la forma siguiente:
B∗ = {w∗1 , ..., w∗r , u∗r+1, ..., u∗n}.
Pero, por la forma del método de Gram-Schmidt, la construcción permitirá concluir que
w∗i = wi, 1 ≤ i ≤ r.
En otras palabras, existe una base ortonormal B∗ de Rn que tiene la forma
B∗ = {w1, ..., wr, u∗r+1, ..., u∗n}.
Aśı, {u∗r+1, ..., u∗n} es una base ortonormal del complementario ortogonal W⊥ ⊆ Rn de W . Más





















Es más, dado w ∈W un elemento cualquiera y supuesto w =
∑r
i=1 λiwi, tenemos
||v − w||2 =
r∑
i=1




En estas dos últimas igualdades hemos aplicado el Teorema 1.2.4. Claramente se tiene que
||v − w||2 ≥
n∑
r+1
|〈v, u∗j 〉|2 = ||v − πW (v)||2,
con lo que se tiene el resultado. 
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Recordemos, por un momento, la descomposicón en valores singulares de matrices con coorde-
nadas reales.
Teorema 3.1.3. Sea A ∈Mm×n(R) una matriz de coordenadas reales con m filas y n columnas.
Entonces, existe U ∈ O(m), V ∈ O(n) matrices ortogonales (respectivamente m×m y n× n)
y existen σ1, ..., σr ∈ R números reales que satisfacen
σ1 ≥ ... ≥ σr ≥ 0,
tales que
(3.1.1) A = U







. . . 0
...
0 · · · 0 σr 0
0 · · · · · · 0 0
V
T
Además, r = rank(A) es el rango de la matriz A y σ1, ..., σr son únicos con esas propiedades. A
la descomposición 3.1.1 se le llama descomposición de A en valores singulares y, adicionalmente,
se satisface









donde Tr es la traza y AT es la matriz traspuesta de A.





3.1.2. La SVD de Matrices Simétricas Semidefinidas Positivas. Supongamos ahora
A ∈ Mn(R) una matriz simétrica semidefinida positiva (i.e, uTAu ≥ 0,∀u ∈ Rn). Entonces,
su descomposición en valores singulares y su forma canónica de Jordan coinciden en el sentido
siguiente: Existe U ∈ O(n) una matriz ortogonal y σ1 ≥ ... ≥ σr ≥ 0 números reales positivos
tales que
(3.1.2) A = U







. . . 0
...
0 · · · 0 σr 0
0 · · · · · · 0 0
U
T
Además, {σ1, ..., σr} son los valores propios de A.
Definición 28. Sea A ∈ Mn(R) una matriz simétrica, semidefinida positiva que admite una
descomposición en valores singulares como la descrita en 3.1.2. Definiremos













. . . 0
...
0 · · · 0 σr
1
2 0
0 · · · · · · 0 0
U
T
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. . . 0
...
0 · · · 0 σr−1 0
0 · · · · · · 0 0
U
T





2 )+ = U

σ1






. . . 0
...
0 · · · 0 σr−
1
2 0
0 · · · · · · 0 0
U
T
Lema 3.1.4. Con las notaciones precedentes, sea A ∈Mn(R) una matriz simétrica semidefinida













i) La proyección ortogonal de y sobre el subespacio Im(A) generado por las columnas de













||22 = min{||y − v||2 : v ∈ Im(A)}.
















Demostración. Se trata simplemente de verificar ambas propiedades













||2 = ||y − U

σ1






. . . 0
...
0 · · · 0 σr−
1
2 0












. . . 0
...
0 · · · 0 σr 0










. . . 0
...
0 · · · 0 σr 0











. . . 0
...
0 · · · 0 σr−1 0
0 · · · · · · 0 0
U
T y.












Como U ∈ O(n), entonces U es una isometŕıa para el producto escalar canónico en
Rn (y lo mismo para UT ). Por tanto,










Considerando y′ = UT y, tendremos que Idr 0
0 0
 y′ = π1(y′),
donde π1 : Rn −→ Rr × {0}n−r es la proyección ortogonal sobre el subespacio Rr ×









 y′||2 = n∑
r+1
|y′i|2.
Sea v ∈ Rn un punto cualquiera y consideremos
||y−Av||2 = ||UT y−







. . . 0
...
0 · · · 0 σr 0
0 · · · · · · 0 0
U
T v||2 = ||y′−







. . . 0
...
0 · · · 0 σr 0










. . . 0
...
0 · · · 0 σr 0
0 · · · · · · 0 0
 v
′ ∈ Rr × {0}n−r,
con lo que
||y −Av||2 = ||y′ −







. . . 0
...
0 · · · 0 σr 0
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lo que significa que







Con ello, queda probado el apartado.
ii) La segunda propiedad es una mera comprobación que haremos a continuación. Por





























. . . 0
...
0 · · · 0 σr
1
2 0











. . . 0
...
0 · · · 0 σr−1 0












. . . 0
...
0 · · · 0 σr−
1
2 0






















3.1.3. Demostración del Teorema 3.1.1. Retomamos las notaciones introducidas al
principio de la Sección. Aśı H es un espacio de Hilbert con núcleo reproductor K : X ×
X −→ R. Dado z = ((x1, y1), ..., (xn, yn)) ∈ (X × R)n, consideramos la matriz de Gram
Gx = (K(xi, xj))1≤i,j≤n y su ráız cuadrada Gx
1
2 , definida en la subsección precedente (porque
Gx es cuadrada, simétrica y semidefinida positiva). Sea Gx
+ la pseudoinversa de Moore-Penrose


















λiKxi ∈Wz = Span({Kx1 , ...,Kxn}) ⊆ H.
Esta función verifica las siguientes propiedades:
40 3. INTERPRETACIÓN DEL REPRESENTANTE COMO APROXIMANTE
Proposición 3.1.5. Con las notaciones precedentes, se tiene:






|yi − fλ(xi)|2 = min{Ez(f) : f ∈Wz}.
ii) La función fλ minimiza el error emṕırico Ez sobre H. Es decir,
Ez(fλ) = min{Ez(f) : f ∈ H}.
En particular fλ = fz ∈Wz es uno de los aproximantes determinados por el Teorema
del Representante (Teorema 2.6.1).
iii) ||fλ||H = ||fz||H = ||(Gx
1
2 )+y||.
Demostración. Probemos las propiedades una tras otra.





































De las anteriores igualdades concluimos, por ser Gx simétrica, que
n∑
i=1
|y2i − fθ(xi)|2 = ||y −Gxθ||22,




2 es la norma eucĺıdea canónica de cualquier vector v ∈ Rn.
Como Gx ∈ Mn(R) es cuadrada, simétrica y semidefinida positiva, el Lema 3.1.4












entonces, el vector Gxλ minimiza la distancia eucĺıdea al punto y ∈ R. En particular,
para todo θ ∈ Rn se tiene que


















Luego fλ minimiza Ez sobre Wz.
ii) El Teorema del Representante implica que dado z ∈ (X × R)n, existe g ∈ Wz =
Span({Kx1 , ...,Kxn}) tal que
Ez(g) = min{Ez(f) : f ∈ H}.
Por el apartado i) precedente, fλ satisface
Ez(fλ) = min{Ez(g) : g ∈Wz} = min{Ez(f) : f ∈ H}.
En particular, fλ es uno de los aproximantes (llamados fz) que minimizan Ez sobre
H y que pertenecen a Wz. Escribimos fz = fλ.
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Por tanto, podemos escribir




Ahora, recordemos que si Gx es simétrica y semidefinida positiva, su ráız cuadrada
Gx
1
2 es también simétrica. Aśı es, puesto que si
Gx = U






0 · · · σn 0
0 · · · 0 0
UT ,











0 · · · σn
1
2 0
0 · · · 0 0
UT ,
y es fácil verificar que su traspuesta verifica:
(Gx
1
2 )T = (Gx
1
2 ).
Por otro lado, Gx
1





2 ) = Gx,










2 ) = Gx.
En particular,













 , Gx 12
 λ1...
λn















Finalmente, el Teorema 3.1.1 es una forma particular del siguiente Corolario, que procederemos
a probar:
Corolario 3.1.6. Con las notaciones de la Proposición precedente, se tiene:
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Demostración. La propiedad i) se sigue del apartado iii) de la Proposición anterior,










3.2. Breve Introducción a los Fundamentos Matemáticos del Aprendizaje
3.2.1. La Función de Regresión en Aprendizaje. En el ao 2002, F. Cucker y S. Smale
publicaron su trabajo [CS, 02], con el que pretend́ıan exponer los fundamentos matemáticos
de la Teoŕıa del Aprendizaje. Aunque el trabajo no es original (es una relectura de resultados
y terminoloǵıa) en su mayor parte, nos permitirá contextualizar la aplicación del Teorema del
Representante del Caṕıtulo anterior a la Teoŕıa del Aprendizaje. Comencemos con unas pocas
anotaciones preliminares. Sea (X, d) un espacio métrico y denotamos por Z = X × R con la
topoloǵıa producto. Sea B(Z) la clase de conjuntos de Borel de Z y ρ : B(Z) −→ [0, 1] una
distribución de probabilidad definida sobre B(Z). Dada f : X −→ R una función a valores





El objetivo principal de la Teoŕıa del Aprendizaje consiste en determinar una función fρ : X −→
R que minimiza el error cuadrático medio, es decir, algo similar a lo siguiente:
E(fρ) = min{E(f) : E(f) < +∞}.
La función fρ resulta, como veremos, dif́ıcil de explicitar , por tanto, el Aprendizaje Computa-
cional busca construir a partir de una observación emṕırica z = ((x1, y1), ..., (xn, yn)) ∈ (X×R)n
una función fz : X −→ R que sea una buena aproximación de fρ y, al mismo tiempo, E(fz)
sea próximo a E(fρ). Aqúı, los terminos fρ y “buena aproximación” requieren un poco más de
precisión, aspector que iremos desarrollando de manera breve, sin entrar en las pruebas de las
mismas, aunque daremos referencias de los principales resultados que escribiremos.
3.2.2. La Función de Regresión fρ. En primer lugar, vamos a dar argumentos que
garanticen la existencia de fρ. Para ello, consideramos ρ una distribución de probabilidad en
B(Z), con Z = X × R. La distribución marginal de ρ sobre X es la dada mediante:
ρX : B(X) −→ [0, 1]
A 7−→ fX(A) := ρ(π−1(A)) = ρ(A× R).
Nos apoyaremos en un teorema clásico de Teoŕıa de la Medida, llamado Teorema de Desinte-
gración, que enunciaremos en la versión particular de nuestro caso:
Teorema 3.2.1 (de Desintegración). Con las notaciones precedentes, supongamos que (X, d)
es un espacio métrico separable (i.e, posee un subconjunto denso contable), sea Z = X × R y
sea ρ una distribución de probabilidad sobre B(Z) y π : Z −→ X la proyección canónica.
Entonces, existe una familia {ρ(x) : x ∈ X} de distribución de probabilidad sobre B(Z) que
satisface las siguientes propiedades:
i) Para cada B ∈ B(Z), la siguiente función es medible
X −→ [0, 1]
x 7−→ ρ(x)(B)
ii) La función ρ(x) “vive dentro de la fibra π
−1({x})”, salvo por un conjunto de medida
nula en X con respecto a ρX . Es decir, ∃A ⊆ X tal que ρX(A) = 0 tal que ∀x ∈ X\A
se verifican
ρ(x)(Z\π−1({x})) = ρ(x)(Z\({x} × R)) = 0.
(En particular, si E ∈ B(Z),∀x ∈ X\A, ρ(x)(E) = ρ(x)(E ∩ π−1({x})) ).
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La distribución de probabilidad ρ(x) es la distribución condicionada ρ(·|x) y se suele usar la
notación:
dρ(y|x) = ρ(x)(y).
Un recuento de las propiedades del Teorema de Desintegración de la medida y su relación con
la probabilidad condicionada puede encontrarse en [CP, 97].
Definición 29. Con las notaciones e hipótesis del Teorema de Desintegración, llamaremos
función de regresión a la función fρ : X −→ R ∪ {+∞} definida mediante:




Hipótesis de la Teoŕıa del Aprendizaje: Supondremos que la función de regresión fρ está bien
definida y está acotada para la norma uniforme sobre X, esto es, ∃Mρ ∈ R+ un número real
positivo tal que
|fρ(x)| ≤Mρ,∀x ∈ X.
Escribiremos ||fρ||∞ para indicar una cualquiera de esas cotas superiores. Notemos que si (X, d)
es compacto y separable, se tendrá
||fρ||∞ = sup{|fρ(x)| : x ∈ X}.
Pero, para nuestros propósitos, nos sirve cualquier cota superior.
Analicemos un poco las propiedades más inmediatas de fρ tal y como se usan implicitamente en
[CS, 02]. Fijado x ∈ X, consideremos la siguiente función, dada por la traslación por −fρ(x):
Ψx : R −→ R
y 7−→ y − fρ(x)
Proposición 3.2.2. Con las notaciones anteriores, se tiene:
i) La esperanza de Ψx con respecto a la distribución ρ(·|x) del Teorema de Desintegración
es 0, es decir, ∫
R
Ψx(y)dρ(y|x) = 0.






Entonces, la esperanza de σ2(x) con respecto a la distribución marginal ρX es el error
cuadrático medio de fρ, es decir:














fρ(x)dρ(y|x) = fρ(x)− fρ(x) = 0.















(y − fρ(x))2dρ(x, y) = E(fρ).

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La función de regresión fρ minimiza el error cuadrático medio, con respecto a ρ, como con-
secuencia de la siguiente proposición. Retomemos el espacio de Hilbert L2(X) definido en el
Ejemplo 1.1.12 del Caṕıtulo 1. La Hipótesis del Aprendizaje de [CS, 02] citada anteriormente
















para cualquier Mρ tal que ||fρ||∞ ≤ Mρ. La siguiente Proposición es crucial para entender el
papel de fρ en el análisis del error cuadrático medio.
Proposición 3.2.3. Con las notaciones precedentes, si f ∈ L2(X) es una función medible,
entonces
E(f) = ||f − fρ||2L2(X) + σ
2
ρ.
En particular, fρ minimiza E sobre L2(X), esto es,
E(fρ) = min{E(f) : f ∈ L2(X)}.




(y − f(x))2dρ =
∫
Z










(y − fρ(x))(fρ(x)− f(x))dρ.
Analicemos los tres términos de la expresión 3.2.1:
• En primer lugar, tenemos∫
Z
(y − fρ(x))2dρ = E(fρ) = σ2ρ.
• En segundo lugar, tenemos∫
Z
(f(x)− fρ(x))2dρ = ||f − fρ||2L2(X).






















porque fρ(x)− f(x) no depende de y. Retomando Ψx(y) = y − fρ(x) introducido en









(fρ(x)− f(x))E[Ψx]dρX(x) = 0.
Con ello probamos la Proposición y claramente
E(fρ) = min{E(f) : f ∈ L2(X)}.

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3.2.3. Aproximaciones de la Función de Regresión por RKHS. En Teoŕıa del
Aprendizaje se da por asumida la imposibilidad de calcular fρ por lo que, bajo la Hipótesis del
Aprendizaje, se reemplaza el cálculo de fρ por el cálculo de una “decente aproximación”. La
Proposición de la Subsección precedente permite llegar a la siguiente conclusión:
Corolario 3.2.4. Sea (X, d) un espacio métrico separable, Z = X ×R, ρ una distribución de
probabilidad definida en B(Z) y sea Mρ ∈ R+ tal que ||fρ||∞ ≤Mρ. Sea H ⊆ L2(X) un espacio
de Hilbert, subespacio de L2(X). Para cada f ∈ H son equivalentes:
i) La función f minimiza la distancia a fρ, es decir
||f − fρ||2L2(X) = min{||g − f ||
2
L2(X) : g ∈ H}.
ii) La función f minimiza E sobre H
E(f) = min{E(g) : g ∈ H}.
Demostración. Es inmediato a partir de la Proposición 3.2.3
E(g) = ||g − fρ||2L2(X) + σ
2
ρ.
Por tanto, minimizar E sobre H es equivalente a minimizar la distancia a fρ. 
A partir de aqúı, el propósito de la Teoŕıa del Aprendizaje se bifurca en dos tareas distintas:
i) Problema de Aproximación. Con las hipótesis precedentes, dado δ > 0, hallar
H ⊆ L2(X) un espacio de Hilbert tal que
distL2(X)(fρ, H) < δ.
ii) Problema de minimizar el error en H. Con las hipótesis precedentes, dado ε > 0,
hallar fH ∈ H tal que
E(fH) = min{E(g) : g ∈ H}.
En [CS, 02] y en sus referencias se exhiben diversos espacios de HilbertH tales que dL2(X)(fρ, H) <
δ. No es el propósito de este trabajo enfrentar la búsqueda de tales espacios de Hilbert. Por
tanto, introducimos la siguiente noción:
Definición 30. Sea (X, d) un espacio métrico separable, Z = X × R y ρ una distribución de
probabilidad sobre B(Z). Supongamos que existe Mρ ∈ R+ tal que ||fρ||∞ ≤ Mρ. Un espacio
de Hilbert H ⊆ L2(X) se denomina δ-aproximación de la regresión de ρ, con δ > 0 un número
real positivo si ∃f ∈ H tal que
||fρ − f ||2L2(X) < δ.
Proposición 3.2.5. Con las notaciones de la Definición precedente, sea δ > 0 un número real
positivo y H un espacio de Hilbert que es una δ-aproximación de la regresión de ρ. Sea fH ∈ H
un elemento que minimiza E sobre H. Entonces, se tiene:
||fH − fρ||2L2(X) < δ
|E(fH)− E(fρ)| < δ.
Demostración. Es obvio por lo discutido anteriormente. Sea f ∈ H una función tal que
||fρ − f ||2 < δ. Entonces:




E(fH) = ||fH − fρ||2L2(X) + E(fρ).

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3.2.4. Caracterizando el Error de Aproximación en Espacios de Hilbert con
Núcleo de Mercer. Con las notaciones de la subsección anterior, suponemos (X, d) un espacio
métrico compacto, Z = X×R dotado con una distribución de probabilidad ρ y fρ : X −→ R la
función de regresión asociada. El siguiente resultado resume una caracterización de la existencia
de aproximación en espacios de Hilbert HK definidos por un núcleo de Mercer K : X×X −→ R.
Corolario 3.2.6. Con las notaciones precedentes, supongamos que la probabilidad ρX es una
medida de Borel no degenerada (ie, para cada abierto no vaćıo U ⊆ X, ρx(U) > 0). Supongamos
que, conforma a la hipótesis de admisibilidad del aprendizaje existe Mρ ∈ N tal que la función
de regresión fρ satisface:
|fρ(X)| ≤Mρ, ∀x ∈ X.
Sea ν = ρX y sea L
2
ν(X) el espacio de Hilbert definido en el Ejemplo 1.1.12. Sea θ > 0 un
número real positivo y sea r = θ2+θ < 1. Sea K : X ×X −→ R un núcleo de Mercer sobre X y
HK el espacio de Hilbert asociado. Para cada R > 0, sea BK(0, R la bola cerrada de centro 0




: t > 0},
donde
K(fρ, t) = inf{||fρ − f ||L2ν(X) + t||f ||K : f ∈ HK}.
Entonces, si ||fρ||r <∞ se tiene:





Más aún, en ese caso, tomando δ := ||fρ||
θ
r , HK contiene una δ-aproximación de fρ.
Demostración. Como la distribución ν = ρX es no degenerada, el Teorema de Mercer
nos garantiza que existe un sistema ortonormal {φk : k ≥ 1} de L2ν(X) formado por vectores
propios de LK . Además, la familia de valores propios {λk : k ≥ 1} asociada verifica:
i) sup{|λk| : k ≥ 1} = ||LK || ≤
√
ν(X)C2K .
ii) La familia {
√
λkφk : λk > 0} es una base ortonormal del espacio de Hilbert HK
asociado al núcleo de Mercer K.








donde ak = 〈f,
√
λkφk〉K , Ahora, como {φk : k ≥ 1} es un sistema ortonormal en L2ν(X)
tendremos


























λkφk : λk > 0} es una base ortonormal de HK














Por tanto, habremos concluido
||f ||L2ν(X) ≤ CK ||f ||K .













Tomando r = θ2+θ tenemos la equivalencia citada. 
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3.2.5. Error Emṕırico y Error Cuadrático Medio. La siguiente etapa de la Teoŕıa
del Aprendizaje pretende inferir la función de regresión fρ a partir de funciones que optimizen
el error emṕırico cuadrático en promedio a partir de una observación emṕırica z ∈ Zn. La
idea se retrotrae a los trabajos de V. N. Vapnik and A. Ya. Chervonenkis ([CV, 71]) y a
métodos combinatorios como el método descrito por D. Pollard en [Po, 84]. Para formalizarlo,
retomaremos nuestra definición de Ez para z = ((x1, y1), ..., (xn, yn)) ∈ Zn, con Z = X × Y .
Supongamos (X, d) métrico separable, Z = X × Y , ρ una distribución de probabilidad en Z.
Supongamos que fρ : X −→ R es la función de regresión y Mρ ∈ R+ tal que ||fρ||∞ ≤Mρ.
Sea H un espacio de Hilbert y definamos






Supongamos que H es una δ-aproximación de la regresión de ρ, supongamos fH ∈ H tal que
||fH − fρ||L2(X) < δ y fH minimiza E sobre H. Sea B = BH(0, R) = {g ∈ H : ||g||H ≤ R} la
bola cerrada de centro 0 y radio R en H. Denotemos por fB,z ∈ B un elemento que minimiza
Ez sobre B, es decir,
Ez(fB,z) = min{Ez(g) : g ∈ BH(0, R)},
y definimos para ε > 0, ε ∈ R
H(n)ρ (B, ε) = {z ∈ Zn : sup
f∈B
|Ez(f)− E(f)| ≤ ε}.
Proposición 3.2.7. Con las hipótesis y notaciones precedentes, si 0 < δ < 1 y si R ≥Mρ + 1,
se tiene para B = BH(0, R) y z ∈ H(n)g (B, ε):
i) fH ∈ B.
ii) ||fB,z − fρ||2L2(X) ≤ 2ε+ δ.
iii) |E(fB,z)− E(fρ)| ≤ 2ε+ δ.
Demostración. i) Tenemos que H ⊆ L2(X) es un espacio de Hilbert, subespacio
de L2(X). Entonces
||fH ||H = ||fH ||L2(X) ≤ ||fH − fρ||L2(X) + ||fρ||L2(X),
pero
||fρ||L2(X) ≤ ||f ||∞ ≤Mρ,
luego
||fH ||H ≤ δ +Mρ < Mρ + 1 ≤ R.
Por ello fH ∈ B.
iii)
||fB,z − fρ||L2(X) ≤ ||fB,z − fH ||L2(X) + ||fH − fρ||L2(X).
Como ||fH − fρ||L2(X) ≤ δ, solo nos queda por analizar el primer sumando. Ob-
servemos que
• Como fH ∈ B
0 ≤ Ez(fH)− Ez(fB,z).
• Como fH minimiza E sobre H tendremos:
0 ≤ E(fB,z)− E(fH).
Entonces, tendremos
|E(fB,z)− E(fH)| = E(fB,z)− E(fH) =
= E(fB,z)− Ez(fB,z) + Ez(fB,z)− E(fH).
Como Ez(fB,z) ≤ Ez(fH) quedará
|E(fB,z)− E(fH)| ≤ E(fB,z)− Ez(fB,z) + Ez(fH)− E(fH) ≤
≤ |E(fB,z)− Ez(fB,z) + Ez(fH)− E(fH)| ≤
≤ |E(fB,z)− Ez(fB,z)|+ |Ez(fH)− E(fH)| ≤ 2ε,
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porque z ∈ Hg(B, ε). En conclusión
|E(fρ)− E(fB,z)| ≤ 2ε+ δ.
Pero, además,
|E(fρ)− E(fB,z)| = ||fρ − fB,z||2L2(X),
por lo que hemos probado también el apartado ii).

3.2.6. El Método Combinatorio de Pollard en Versión [PS, 20]. Dado un espacio
de Hilbert H con núcleo reproductor K : X × X −→ R, siendo (X, d) un espacio métrico
separable, dada B = BH(0, R) una bola en H de centro 0 y radio R y dado ε > 0, hemos
introducido en la Subsección precedente la clase Hg(B, ε). Este conjunto viene dado por
(3.2.2) H(n)ρ (B, ε) = {z ∈ Zn : sup
f∈B
|Ez(f)− E(f)| ≤ ε}.
La principal contribución de Vapnik, Chervonenkis o Pollard (aśı como los Teoremas B o C
de [CS, 02]) consiste en probar que Hρ(B, ε) no solamente es no vaćıo sino que es altamente
probable en Zn con la probabilidad producto castesiano ρn, inducida en Zn por la probabilidad
ρ en Z. Esta serie de resultados permiten estimar cotas inferiores de ρn (H
(n)
ρ (B, ε)) en función
de los diversos elementos involucrados. El resultado que expondremos a continuación es la
interpretación en [PS, 20] del método combinatorio de Pollard. Se trata de un ingrediente
instrumental en el contexto de este trabajo por lo que no entraremos en la prueba.
Teorema 3.2.8. Sea (X, d) un espacio métrico separable, I ⊆ R un intervalo compacto, Z =
X × I y ρ una distribución de probabilidad sobre Z. Sea fρ la función de regresión asociada y
supongamos Mρ una cota superior de ||fρ||∞.
Sea HK un espacio de Hilbert de funciones a valores reales sobre X, con núcleo reproductor
K : X × X −→ R. Sea R := Mρ + 1 y 0 < δ < 1, de tal modo que HK contiene una δ-
aproximación fH de fρ. Sea B ∈ R un número real positivo, n ∈ N un entero y ε > 0, de tal




• ∀f ∈ BH(0, R), ∀y ∈ I se tiene





ρ (B(0, R), ε) es el conjunto definido en 3.2.2 se tiene:














3.2.7. La Prueba del Teorema Fundamental del Caṕıtulo. Consideremos I ⊆ R un
intervalo compacto, (X, d) un espacio métrico separable, Z = X × I y ρ una distribución de
probabilidad sobre X × I. Sea fρ la función de regresión.
Sea H ⊆ RX un espacio de Hilbert con núcleo reproductor K : X × X −→ R que contiene
una δ-aproximación fH ∈ H de fρ, con 0 < δ < 1. Sean R ∈ R+ y ε > 0 dos números reales
positivos. Definamos
H(n)ρ (BH(0, R), ε) = {z ∈ Zn : sup
f∈BH(0,R)
|Ez(f)− E(f)| ≤ ε}.
Sea z ∈ Hρ(BH(0, R), ε), z = ((x1, y1), ..., (xn, yn)). Supongamos que
i) ||fρ||∞ ≤ R− 1.
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• Sea fBH(0,R),z ∈ BH(0, R) un elemento que minimiza el error emṕırico en BH(0, R)
Ez(fBH(0,R),z) = min{Ez(g) : g ∈ BH(0,R),z},
y sea fz ∈Wz = Span{Kx1 , ...,Kxn} el elemento que minimiza Ez sobre H. Entonces,









Luego fz ∈ BH(0, R) y se tendrá fBH(0,R),z = fz.
Por otro lado, sabemos que 0 < δ < 1, luego si fH ∈ H es una δ-aproximación de fρ sabemos
que
||fH ||H ≤ ||fρ||L2(X) ≤ ||fρ||∞ + 1 ≤ R.
Por tanto, fH ∈ B(0, R) con las hipótesis del Teorema. Además
||fH − fρ||2L2(X) < δ
|E(fH)− E(fρ)| < δ.
Consideremos ahora
• 0 ≤ E(fz)− E(fH), porque E(fH) es mı́nimo de E sobre H.
• 0 ≤ Ez(fH)− Ez(fz), porque Ez(fz) es mı́nimo de Ez sobre H.
Entonces
|E(fz)− E(fH)| = E(fz)− E(fH) =
= E(fz)− Ez(fz) + Ez(fz)− E(fH) ≤
≤ E(fz)− Ez(fz) + Ez(fH)− E(fH)
porque Ez(fz) ≤ Ez(fH).
Entonces
|E(fz)− E(fH)| ≤ |E(fz)− Ez(fz)|+ |Ez(fH)− E(fH)|.
Pero como z ∈ H(n)ρ (BH(0, R), ε) y fz, fH ∈ BH(0, R), concluimos que
|E(fz)− Ez(fz)| ≤ ε
|E(fH)− Ez(fH)| ≤ ε.
Finalmente,
|E(fz)− E(fρ)| ≤ |E(fz)− E(fH)|+ |E(fH)− E(fρ)| ≤ 2ε+ δ.




A.1. Pruebas de Algunos Resultados Elementales sobre Espacios de Hilbert
Comenzamos los resultados de este Apéndice con una prueba de la clásica desigualdad de
Cauchy-Schwarz.
Teorema A.1.1 (Cauchy-Schwarz). Sea (H, 〈·, ·〉) un espacio preHilbert sobre K. Entonces,






Demostración. Por la no negatividad del producto interno, tenemos que
〈λx− µy, λx− µy〉 ≥ 0
para todo x, y ∈ H y λ, µ ∈ C. Desarrollando el producto interno obtenemos que
〈λx− µy, λx− µy〉 = 〈λx, λx〉+ 〈λx,−µy〉+ 〈−µy, λx〉+ 〈−µy,−µy〉 =
|λ|2〈x, x〉 − λµ〈x, y〉 − λµ〈y, x〉+ |µ|2〈y, y〉 ≥ 0,
por lo que se cumple
|λ|2〈x, x〉+ |µ|2〈y, y〉 ≥ λµ〈x, y〉+ λµ〈y, x〉.
Como 〈x, y〉 ∈ C, podremos escribirlo como
〈x, y〉 = reiθ,
con r = |〈x, y〉| y θ = arg(〈x, y〉). Si tomamos λ =
√
〈y, y〉e−iθ, µ =
√
〈x, x〉 y desarrollamos
ambos lados de la desigualdad tenemos
• En el lado izquierdo
|λ|2〈x, x〉+ |µ|2〈y, y〉 = 〈y, y〉〈x, x〉+ 〈x, x〉〈y, y〉 = 2〈x, x〉〈y, y〉.
teniendo en cuenta que |λ| =
√
〈y, y〉.
• En el lado derecho








〈x, x〉 |〈x, y〉|e−iθ = 2〈x, x〉〈y, y〉|〈x, y〉|
Por tanto, tenemos que





y suponiendo que x, y 6= 0 llegamos a que√
〈x, x〉
√
〈y, y〉 ≥ |〈x, y〉|,
tal y como queŕıamos probar. Si x o y fuesen 0, ambos lados de la desigualdad seŕıan 0, luego
el resultado sigue siendo valido. 
Por completitud, incluimos una prueba del teorema 1.1.2 del caṕıtulo 1 que enunciamos y
probamos a continuación.
Teorema A.1.2. Sea (H, 〈·, ·〉) un espacio preHilbert. Definimos la siguiente función




Entonces, (H, || · ||) es un K-espacio vectorial normado. Es decir, || · || satisface las siguientes
propiedades
i) ||x|| ≥ 0, ∀ x ∈ H.
ii) ||x|| = 0 ⇐⇒ x = 0.
iii) ||λx|| = |λ|||x||, ∀ x ∈ H, λ ∈ K.
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iv) ||x+ y|| ≤ ||x||+ ||y||, ∀ x, y ∈ H.
Demostración. Necesitamos probar las cuatro propiedades que tiene que cumplir una
función norma:
• ||x|| ≥ 0
Basta usar la definición de || · || para ver que ||x|| = 〈x, x〉 ≥ 0 por las propiedades del
producto interno.
• ||x|| = 0 ⇐⇒ x = 0
Probamos fácilmente la implicación a la derecha viendo que ||x|| =
√
〈x, x〉 = 0 ⇒
||x||2 = 〈x, x〉 = 0 ⇒ x = 0, por ser el producto interno definido positivo. La otra
implicación es trivial.
• ||λx|| = |λ| ||x||
||λx|| = 〈λx, λx〉 = λλ〈x, x〉 = |λ| ||x||.
• ||x+ y|| ≤ ||x||+ ||y||
Antes de probar esta propiedad, notemos que dado un λ ∈ C, se cumple que |Re(λ)| ≤
λ, con Re(λ) denotando la parte real de λ. Vemos esto fácilmente considerando un
z ∈ C de la forma z = a+ bi. Entonces
|z| =
√
a2 + b2 ≥
√
a2 = |a|.
Dicho esto, tenemos que
||x+y||2 = 〈x+y, x+y〉 = 〈x, x〉+〈x, y〉+〈y, x〉+〈y, y〉 = ||x||2 + ||y||2 +2Re(〈x, y〉) ≤
≤ ||x||2 + ||y||2 + 2|Re(〈x, y〉)| ≤ ||x||2 + ||y||2 + 2|〈x, y〉| ≤ ||x||2 + ||y||2 + 2||x|| ||y|| =
= (||x||+ ||y||)2,
probando aśı la cuarta condición. Notemos que la última desigualdad viene dada por
la desigualdad de Cauchy-Schwarz.

Probamos a continuación la caracterización de los espacios normados que son preHilbert a través
de la Ley del Paralelogramo, que corresponde al teorema 1.1.7 del caṕıtulo 1
Teorema A.1.3 (Ley del Paralelogramo). Sea K = R∨C y sea (V, || · ||) un K-espacio vectorial
normado. Entonces, la norma || · || sobre V es la inducida por un producto interno 〈·, ·〉 sobre
V y una estructura de espacio preHilbert (V, 〈·, ·〉) si y solamente si la norma || · || satisface la
siguiente propiedad (conocida como Ley del Paralelogramo):
∀x, y ∈ V ||x+ y||2 + ||x− y||2 = 2||x||2 + 2||y||2.
Demostración. Probamos el resultado para el caso K = C demostrando ambas implica-
ciones
=⇒) Si utilizamos la norma definida en el teorema 1.1.2.
||x+ y||2 + ||x− y||2 = 〈x+ y, x+ y〉+ 〈x− y, x− y〉 = 〈x, x〉+ 〈x, y〉+ 〈y, x〉+
〈y, y〉+ 〈x, x〉 − 〈x, y〉 − 〈y, x〉+ 〈y, y〉 = 2〈x, x〉+ 2〈y, y〉 = 2||x||2 + 2||y||2.
⇐=) Si una norma satisface la Ley del Paralelogramo, entonces la siguiente ecuación, cono-
cida como Identidad de Polarización, define un producto interno
〈x, y〉 = 1
4
(||x+ y||2 − ||x− y||2 + i||x+ iy||2 − i||x− iy||2).
Lo primero que tenemos que probar es que efectivamente 〈x, x〉 = ||x||2. Tenemos que
〈x, x〉 = 1
4
(||2x||2 + i||x+ ix||2 − i||x− ix||2) = 1
4
(4||x||2 + i||x||2|1 + i|2 − i||x||2|1− i|2).
Como |1− i| = |1 + i|, vemos fácilmente que efectivamente 〈x, x〉 = ||x||2. Por tanto,
sabemos que el 〈·, ·〉 que hemos definido cumple que es positivo y nulo solo en el 0, es
decir, las propiedades iii) y iv) del producto interno. Probemos la simetŕıa. Tenemos
que
〈x, y〉 = 1
4
(||x+ y||2 − ||x− y||2 + i||x+ iy||2 − i||x− iy||2).
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〈y, x〉 = 1
4
(||y + x||2 − ||y − x||2 − i||y + ix||2 + i||y − ix||2).
Está claro que ||x−y|| = ||y−x||, luego las partes reales coinciden. También se cumple
que
||x−iy||2 = 〈x−iy, x−iy〉 = 〈x, x〉+〈x,−iy〉+〈−iy, x〉+〈−iy,−iy〉 = 〈x, x〉+i〈x, y〉−i〈y, x〉+〈y, y〉
||y+ ix||2 = 〈y+ ix, y+ ix〉 = 〈y, y〉+ 〈y, ix〉+ 〈ix, y〉+ 〈ix, ix〉 = 〈y, y〉− i〈y, x〉+ i〈x, y〉+ 〈x, x〉
De forma análoga, vemos que ||x+ iy||2 = ||y − ix||2 y por tanto la parte imaginaria
también coincide. Con ello, probamos la propiedad ii).
Para probar la linealidad, antes debemos probar la siguiente igualdad:
∀x, y, z ∈ V, ||x+ y + z||2 = ||x+ y||2 + ||y + z||2 + ||x+ z||2 − ||x||2 − ||y||2 − ||z||2.
La demostración de esta igualdad consiste en aplicar la Ley del Paralelogramo sucesi-
vamente. Los términos subrayados son donde la aplicaremos:
||x+ y + z||2 = ||x+ y||2 + ||z||2 − ||x+ y − z||2 + ||x+ y||2 + ||z||2 =
= ||x+ y||2 + ||z||2 − 1
2
||x+ y − z||2 + 1
2
||x+ y + z||2 =
= ||x+ y||2 + ||x+ z||2 + ||z||2 + ||y||2 − 1
2
(||x− y + z||2 + ||x+ y − z||2) =
= ||x+ y||2 + ||x+ z||2 − ||x||2 − || − y + z||2 + ||y||2 + ||z||2 =
= ||x+ y||2 + ||x+ z||2 − ||x||2 + 1
2
||y + z||2 − 1
2
|| − y + z||2 =
= ||x+ y||2 + ||y + z||2 + ||x+ z||2 − ||x||2 − ||y||2 − ||z||2.
Ahora vamos a probar que
∀x, y, z ∈ V, 〈x+ y, z〉 = 〈x, z〉+ 〈y, z〉.
Para ello, nos vamos a fijar en que
〈x, y〉 = 1
4








k = 1 + i− 1− i = 0. Aśı:
〈x+ y, z〉 =
3∑
k=0








ik(||x+ ikz||2 + ||y + ikz||2) = 4〈x, z〉+ 4〈y, z〉.
Probar que 〈x, y + z〉 = 〈x, y〉 + 〈x, z〉 se realiza de forma análoga. Falta probar que
dado un λ ∈ C tenemos que 〈λx, y〉 = λ〈x, y〉. Una vez hayamos visto eso, probar
que 〈x, λy〉 = λ〈x, y〉 será solo cuestión de aplicar la simetŕıa del producto interno
complejo. Con lo que hemos visto hasta ahora, está claro que para todo n ∈ Z se
cumple que 〈nx, y〉 = n〈x, y〉.
Sea p, q ∈ Z, q 6= 0. Tenemos que
q〈p
q
x, y〉 = q〈px
q
, y〉 = p〈q x
q
, y〉 = p〈x, y〉,
por lo que 〈pqx, y〉 =
p
q 〈x, y〉. Hasta ahora hemos probado la linealidad para λ ∈ Q.
Si probamos la linealidad de la unidad imaginaria i, sumado a lo ya visto, habremos
54 A. RESULTADOS ADICIONALES
probado la linealidad para Q+Q[i]. Efectivamente:
4〈ix, y〉 = ||ix+ y||2 + i||ix+ iy||2 − ||ix− y||2 − i||ix− iy||2 =
= ||i(x− iy)||2 + i||i(x+ y)||2 − ||i(x+ iy)||2 − i||i(x− y)||2 =
= |i| ||x− iy||2 + i|i| ||x+ y||2 − |i| ||x+ iy||2 − i|i| ||x− y||2 =
= ||x− iy||2 + i||x+ y||2 − ||x+ iy||2 − i||x− y||2 = i(−i||x− iy||2 + ||x+ y||2 + i||x+ iy||2 − ||x− y||2) =
= 4i〈x, y〉
Ahora consideremos un c ∈ C y una sucesión (qn)n en Q+Q[i] tal que qn −→ c. Por
la desigualdad de Cauchy-Schwarz tenemos que
|〈qnx, y〉 − 〈cx, y〉| ≤ |qn − c| ||x|| ||y||,
luego 〈qnx, y〉 −→ 〈cx, y〉. Pero a su vez, 〈qnx, y〉 = qn〈x, y〉 −→ c〈x, y〉, por lo que
hemos probado que la linealidad es para todo λ ∈ C y finalmente que 〈·, ·〉 que hemos
definido es un producto interno. Por tanto, V es un espacio preHilbert.
Para el caso real (K = R), la prueba es idéntica salvo que la forma bilineal simétrica a utilizar
cuando (V, || · ||) es un R-espacio vectorial normado que satisface la Identidad de Polarización
es la siguiente:
〈·, ·〉 : V × V −→ R,
dada por
∀x, y ∈ V, 〈x, y〉 := 1
4
(||x+ y||2 − ||x− y||2).

Presentamos a continuación la demostración del teorema 1.1.9.
Teorema A.1.4. Si (H, 〈·, ·〉) es un espacio preHilbert, el producto interno es una función
continua con respecto a la topoloǵıa producto en H × H inducida por la topoloǵıa del espacio
normado (H, || · ||).
Demostración. Vamos a probar que si una sucesión de elementos xn converge a x,
también converge en norma, es decir ||xn|| −→ ||x||. Tenemos por la desigualdad triangular que
||x|| ≤ ||x− xn||+ ||xn||,
||xn|| ≤ ||xn − x||+ ||x||.
Como ||x− xn|| = ||xn − x||, tenemos que
−||x− xn|| ≤ ||x|| − ||xn|| ≤ ||x− xn||,
luego | ||x||−||xn|| | ≤ ||x−xn|| y como xn −→ x está claro que ||xn|| −→ ||x|| cuando n −→∞.
Por otro lado,
|〈xn, yn〉 − 〈x, y〉| = |〈xn, yn − y〉+ 〈xn − x, y〉| ≤ |〈xn, yn − y〉|+ |〈xn − x, y〉| ≤
≤ ||xn|| ||yn − y||+ ||xn − x|| ||y||,
aplicando Cauchy-Schwarz en la última desigualdad. Como ||xn|| −→ ||x|| se cumple que
|〈xn, yn〉 − 〈x, y〉| −→ 0
si n −→∞. 
Probaremos a continuación la Proposición 1.1.11 del Caṕıtulo 1.
Proposición A.1.5. El espacio preHilbet (`2, 〈·, ·〉) introducido en el ejemplo 1.1.8 es completo
y, por tanto, un espacio de Hilbert.
Demostración. Vamos a probar que `2 es completo y por tanto es un espacio de Hilbert
con el producto interno que definimos antes. Sea (xn)n una sucesión de Cauchy en `
2. Vamos
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2 , ..., z
n
k , ...)
Vamos a ver que dado k ∈ N, limn→∞ znk existe en C. Para ello basta probar que (znk )n es una
sucesión de Cauchy en C. Sea ε > 0. Vamos a probar que existe n0 ∈ N tal que para todo
n,m ≥ n0 se cumple
|znk − zmk | < ε.
Sabemos que (xn)n es una sucesión de Cauchy, luego para el mismo ε existe un n1 ∈ N tal que
||xn − xm||2 < ε,
para n,m ≥ n1. Es decir
∞∑
i=1
|zni − zmi |2 < ε.
En concreto, si tomamos n0 = n1 tenemos que
|znk − zmk |2 ≤
∞∑
i=1
|zni − zmi |2 < ε,
probando aśı que (znk )n es de Cauchy. Si llamamos z
0
k a limn→∞ z
n





2 , ..., z
0
k, ...).
Falta probar que x0 ∈ `2 y que efectivamente x0 = limn→∞ xn.
Sea ε > 0. Sabemos que (xn)n es de Cauchy, luego existe un n0 ∈ N tal que si n,m ≥ n0
entonces
||xn − xm||2 < ε =⇒
∞∑
k=1
|znk − zmk |2 < ε.
Si fijamos l ∈ N,
l∑
k=1
|znk − zmk |2 < ε
y haciendo tender n −→∞ tenemos que
l∑
k=1
|z0k − zmk |2 ≤ ε





|z0k − zmk |2



















entonces por la ecuación anterior y ∈ `2. Como tanto y como xn0 pertenecen a `2, entonces
y + xn0 = x0 ∈ `2.
Para probar que x0 = limn→∞ xn basta ver que la ecuación A.1.1 la podemos escribir como
||x0 − xm||2 ≤ ε,
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A continuación, enunciamos y probamos la existencia de completado de un espacio de Hilbert
citado como Teorema 1.1.13 del Caṕıtulo 1.
Teorema A.1.6. Sea (H, 〈·, ·〉) un espacio preHilbert sobre K. Entonces, existe un espacio de
Hilbert (H0, 〈·, ·〉H0) tal que existe una aplicación lineal continua I : H −→ H0 verificando:
i) I(H) es denso en H0 para la topoloǵıa inducida por la norma || · ||H0 .
ii) I es una isometŕıa, es decir,
〈I(x), I(y)〉H0 = 〈x, y〉H , ∀ x, y ∈ H.
Más aún, H0 es único con estas propiedades salvo isomorfismo lineal isométrico. Es decir,
dados (H ′, 〈·, ·〉H′) un espacio de Hilbert y una aplicación lineal L : H −→ H ′ que satisface las
propiedades i) y ii), entonces existe una isometŕıa lineal ϕ : H0 −→ H ′, que además cumple
que ϕ |I(H): I(H) −→ J(H) es isomorfismo.
Demostración. Comencemos defininiendo el conjunto
H ′ = {(xn)n : (xn)n es una sucesión de Cauchy en H}
y la relación ∼ dada por
(xn)n ∼ (yn)n ⇐⇒ lim
n→∞
||xn − yn|| = 0.
Probemos que se trata de una relación de equivalencia
• Reflexividad: Como limn→∞ ||xn−xn|| = limn→∞ 0 = 0, tenemos que (xn)n ∼ (xn)n.
• Simetŕıa: Sabemos que limn→∞ ||xn − yn|| = 0, pero además limn→∞ ||xn − yn|| =
limn→∞ ||yn − xn|| al tratarse de una norma, luego (yn)n ∼ (xn)n.
• Transitividad: Supongamos que (xn)n ∼ (yn)n y (yn)n ∼ (zn)n. Tenemos que
||xn − zn|| = ||xn − yn + yn − zn|| ≤ ||xn − yn||+ ||yn − zn||,
luego limn→∞ ||xn − zn|| = 0, es decir (xn)n ∼ (zn)n.
En particular, ∼ a parte de ser una relación de equivalencia cumple que si (xn)n, (yn)n ∈ H ′
entonces
[(xn)n] = [(yn)n] o [(xn)n] ∩ [(yn)n] = ∅.
Veamoslo: supongamos que [(xn)n] ∩ [(yn)n] 6= ∅, es decir, existe una sucesión (zn)n tal que
(xn)n ≡ (zn)n e (yn)n ∼ (zn)n. Supongamos además que [(xn)n] 6= [(yn)n] luego existe una
sucesión (un)n tal que (xn)n ∼ (un)n e (yn)n  (un)n. Podŕıa ser al revés, pero seŕıa un caso
análogo. Entonces sabemos que
lim
n→∞
||xn − un|| = 0.
Por la desigualdad triangular tenemos que
||yn − un|| = ||yn − zn + zn − xn + xn − un|| ≤ ||yn − zn||+ ||zn − xn||+ ||xn − un||,
por lo que limn→∞ ||yn − un|| = 0 llegando a contradicción.
Vamos a definir
H0 = {[(xn)n] : (xn)n ∈ H ′}.
Probemos ahora que si (xn)n, (yn)n ∈ H ′ entonces limn→∞〈xn, yn〉 existe. Observemos primero
que
|〈xn, yn〉 − 〈xm, ym〉| ≤ |〈xn − xm, yn〉|+ |〈xm, yn − ym〉| ≤ ||xn − xm|| ||yn||+ ||xm|| ||yn − ym||
y como (xn)n, (yn)n son de Cauchy, (||xn||)n, (||yn||)n están acotadas y ||xn − xm||, ||yn − ym||
convergen a 0 cuando n,m tienden a ∞. Por tanto, (〈xn, yn〉)n es de Cauchy y como C es
completo, la sucesión converge.
Ahora vamos a definir una serie de operaciones en H0 y probar que están bien definidas. Sea
[(xn)n], [(yn)n] ∈ H0 y sea α ∈ C. Tenemos que
• [(xn)n] + [(yn)n] = [(xn + yn)n].
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• α[(xn)n] = [(αxn)n].
• 〈[(xn)n], [(yn)n]〉H0 = limn→∞〈xn, yn〉H .
Consideramos (xn)n ∼ (x′n)n e (yn)n ∼ (y′n). Tenemos que se cumple
|〈xn, yn〉H − 〈x′n, y′n〉H | ≤ ||xn − x′n||H ||yn||H + ||x′n||H ||yn − y′n||H .
Como (xn)n ∼ (x′n), limn→∞ ||xn − x′n|| = 0 y lo mismo para (yn)n ∼ (y′n)n. Además (||x′n||)n
y (||yn||)n estn acotadas, por lo que
lim
n→∞
|〈xn, yn〉 − 〈x′n, y′n〉| = 0.
Aśı que el producto interno está bien definido. De forma similar
||(xn + yn)− (x′n + y′n)||H ≤ ||xn − x′n||H + ||yn − y′n||H
n→∞−→ 0
||αxn − αx′n||H ≤ |α| ||xn − x′n||H
n→∞−→ 0
Por lo que la suma y la multiplicación por un escalar también están bien definidos.
Si consideramos el conjunto H0 con las operaciones que acabamos de definir, podemos concluir
que H0 es un espacio preHilbert. Sencillos argumentos de computación permiten verificar que
H0 es un espacio vectorial y con el producto interno definido antes es un espacio preHilbert,
por lo que lo omitiremos en esta prueba.
Probaremos ahora que H0 es completo y por tanto es un espacio de Hilbert. Sea (X
(n) ∈ H0)n∈N
una sucesión de Cauchy. Debemos probar que tiene un ĺımite X ∈ H0 cuando n tienda a infinito.
Cada X(n) es una clase de equivalencia de las sucesiones de Cauchy en H. Supongamos que
X(n) = [(x
(n)




con ln cada vez mayor cuando n aumenta. Para ello:
(x
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Debemos probar ahora que esta sucesión efectivamente es de Cauchy. Sea ε > 0. Por la
desigualdad triangular tenemos que:
||xn − xm||H = ||x(n)ln − x
(m)
lm












≤ ||x(n)ln − x
(n)

























para cualquier l ∈ N.
• Si l ≥ ln, el primer término de la expresión anterior es más pequeño que 1n .




l ||H . Por tanto, existe un
número natural Nn,m tal que el segundo término es menor que
ε
4 cuando l ≥ Nn,m.
• Por hipótesis, la sucesión (X(n))n∈N es de Cauchy. Por tanto, existe un número natural
Ñ tal que el tercer término es más pequeño que ε4 cuando n,m ≥ Ñ .
• Finalmente, si l ≥ lm, entonces el último termino es menor que 1m .
Escogemos un número natural N ≥ max{Ñ , 4ε }. De esta forma, tomando n,m ≥ N , garanti-







escogemos un l natural tal que es mayor que max{Nn,m, ln, lm} se cumplirá también el segundo
punto, por lo que cada uno de los cuatro términos es menor que ε4 . Aśı, podemos concluir que
||xn − xm||H < ε y por tanto la sucesión es de Cauchy.
Falta probar que X = limn→∞X
(n). Sea ε > 0. Por definición:
||X −X(n)||H0 = lim
n→∞
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Aplicando la desigualdad triangular:
||x(m)lm − x
(n)
m ||H ≤ ||x
(m)
lm
− x(n)ln ||H + ||x
(n)
ln
− x(n)m ||H .
• Como la sucesión (xn = x(n)ln )n∈N es de Cauchy, existe un natural N
′ tal que el primer
término de la anterior expresión es menor que ε2 cuando n,m ≥ N
′.
• Por la construcción de ln, el segundo término es menor que 1n cuando m ≥ ln.
Con un argumento idéntico al anterior, escogemos un número natural N ≥ max{N ′, 2ε }. Vamos
a ver que ||X −X(n)|| < ε cuando n ≥ N . Para ello, si n ≥ N y consideramos un m mayor que
max{N ′, ln}, cada término de la expresión anterior es menor que ε2 , probando que la sucesión
tiene ĺımite y que por ello H0 es completo. Podemos definir ahora la aplicación
I : H −→ H0
x 7−→ [(x)n],
es decir, a cada elemento x ∈ H le lleva a la sucesión cuyos elementos son el propio x, que
claramente es una sucesión de Cauchy. Además, al tratarse I de una aplicacin cociente, sabemos
que es continua. Probemos que I es lineal y conserva el producto interno. Tenemos que
〈I(x), I(y)〉H0 = 〈[(x)n], [(y)n]〉H0 = lim
n→∞
〈x, y〉H = 〈x, y〉H ,
probando aśı la segunda propiedad. Para probar que es lineal, basta ver que
I(x+ y) = [(x+ y)n] = [(x)n] + [(y)n] = I(x) + I(y).
Falta probar que I(H) es denso para finalizar con la primera parte del enunciado. Sea X =
[(xn)n] ∈ H0. Vamos a probar que la sucesión (I(xm))m converge en H0 a X. Observamos que
||X−I(xm)||H0 = ||[(xn)n− [(xm)n]||H0 = ||[(xn−xm)n||H0 = 〈[(xn−xm)n], [(xn−xm)n]〉H0 =
= lim
n→∞
〈xn − xm, xn − xm〉 = lim
n→∞
||xn − xm||H ,
ĺımite que es igual a 0 cuando m −→∞ al tratarse (xn)n una sucesión de Cauchy.
Sea H un espacio preHilbert y sean H0 y H
′ dos completaciones, es decir, existen I : H −→ H0
y J : H −→ H ′ isometŕıas lineales con I(H) y J(H) densos en H0 y H ′ respectivamente.
Queremos ver que existe una isometŕıa ϕ : H0 −→ H ′.
Sea x0 ∈ H0. Como I(H) es denso en H0, para cada n ∈ N, existe un punto x0n ∈ B(x, 1n )∩I(H).
Claramente la sucesión (x0n)n∈N converge a x
0 en H0. Para cada n ∈ N, definimos xn = I−1(x0n),
que están bien definidos por ser I una isometŕıa y por tanto inyectiva. Por otro lado, definimos
x′n = J(xn) ∈ H ′. Como I y J son isometŕıas, para todo n,m ∈ N:
〈x′n, x′m〉 = 〈x0n, x0m〉.
Como (x0n)n converge en H0, es de Cauchy y por la igualdad anterior, está claro que (x
′
n)n
también es de Cauchy y por ser H ′ completo, la sucesión converge a algún x′ ∈ H ′.
Consideramos (x̄0n)n otra sucesión en H0 convergente a x
0. Para cada ε > 0 existe un mε ∈ N
tal que d(x0n, x
0), d(x̄0n, x
0) < ε2 cuando n ≥ mε, luego
d(x0n, x̄
0







si n ≥ mε.
Sea x̄n = I








para cada n ∈ N. Por ello, d(x′n, x̄′n) < ε si n ≥ mε. Sea ε > 0. Como (x′n)n converge a x′ en
H ′, existe un kε tal que d(x
′
n, x
′) < ε2 cuando n ≥ kε. Entonces:
d(x̄′n, x







cuando n ≥ max{kε,mε/2} y (x̄′n)n converge a x′.
Por tanto, la aplicación ϕ : H0 −→ H ′ dada por ϕ(x0) = x′ está bien definida: no importa que
sucesión en H0 convergente a x
0 tomemos para definir x′.
Es más, si x0 ∈ H0, puedo tomar x0n = x0 para todo n ∈ N y entonces ϕ(x0) = J(I−1(x0))
probando aśı que ϕ |H0= J ◦ I−1. Por tanto, como I y J son isometŕıas, son inyectivas y
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al restringir el dominio, también sobreyectivas, por lo que efectivamente ϕ restringido es un
isomorfismo.





sucesiones en H0 tales que convergen a x0, y0 respectivamente. Entonces la sucesión ((x0n, y
0
n))n
converge a (x0, y0) en H0×H0. Como la métrica d es continua en H0×H0, (d(x0n, y0n))n converge
a d(x0, y0) en R.
Como antes, para cada n ∈ N, sea xn = I−1(x0n) ∈ H y sea x′n = J(xn) ∈ H ′, tal que (x′n)n
converge a h(x0) ∈ H ′. Análogo para y′n. Por el mismo argumento que antes, tenemos que
(d(x′n, y
′
n))n converge a d(x
′, y′). Luego d(x0n, y
0




n) para cada n ∈ N.
Aśı:










por lo que h es isometŕıa. 
Continuamos, de nuevo por completitud, con la demostración del siguiente teorema, que corre-
sponde en el trabajo al teorema 1.1.14
Teorema A.1.7. Sea (V, || · ||) un espacio normado sobre K y L ∈ HomL(V,K) una función
lineal. Entonces, L es continua si y solamente si es de norma acotada.
Demostración. Probemos ambas implicaciones
=⇒) Supongamos que L es continua. En particular, L es continua en el 0, luego para
ε = 1 > 0 existe un δ > 0 tal que si ||x|| = ||x− 0|| ≤ δ entonces
||L(x)|| = ||L(x)− L(0)|| ≤ 1.
Si x 6= 0, entonces ∣∣∣∣∣∣∣∣ δx||x||
∣∣∣∣∣∣∣∣ = δ ||x||||x|| = δ,
por lo que ∣∣∣∣∣∣∣∣L( δx||x||
)∣∣∣∣∣∣∣∣ ≤ 1.









Efectivamente L está acotado.
⇐=) Supongamos que L está acotado. Entonces existe M > 0 tal que para todo x ∈ H
tenemos que
||L(x)|| ≤M ||x||.
Sea ε > 0 y definimos δ = εM . Entonces, si ||x− y|| < δ tenemos que
||L(x)− L(y)|| = ||L(x− y)|| ≤M ||x− y|| < Mδ = M ε
M
= ε.
Por tanto, L es continua.

A.2. Pruebas de Algunos Resultados Sobre Bases Ortonormales
Seguidamente incluimos una demostración elemental del Teorema 1.2.1 del caṕıtulo 1 por com-
pletitud:
Teorema A.2.1. El complementario ortogonal de un subconjunto de un espacio de Hilbert es
un subespacio lineal cerrado.
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Demostración. Sea H un espacio de Hilbert y sea A un subconjunto de H. Vamos a
probar que A⊥ es un subespacio lineal. Sean y, z ∈ A⊥ y sean λ, µ ∈ C. Tenemos que ver que
〈x, λy + µz〉 = 0, ∀x ∈ A.
La sesquilinealidad del producto interno nos dice que
〈x, λy + µz〉 = λ〈x, y〉+ µ〈x, z〉 = 0,
por ser y, z ortogonales a x. Por tanto, A⊥ es un subespacio lineal.
Para probar que A⊥ es cerrado, tenemos que probar que para toda suceción (yn) convergente
en A⊥, el ĺımite está en A⊥. Por el Teorema 1.1.9, el producto interno es continuo, luego




〈x, yn〉 = 0,
pues 〈x, y〉 = 0 para todo x ∈ A e yn ∈ A⊥. Por tanto, y ∈ A⊥ y A⊥ es cerrado. 
Lo siguiente que hacemos es probar el resultado del teorema 1.2.2.
Teorema A.2.2. Sea M un subespacio lineal cerrado de un espacio de Hilbert H.
a) Para cada x ∈ H existe un único punto y tal que
||x− y|| = min
z∈M
||x− z||.
b) El punto y ∈ M que cumple a) es el único elemento de M con la propiedad de que
(x− y) ⊥M.
Demostración. Visualmente el resultado puede parecer obvio, si nos imaginamos M
como una recta, x como un punto fuera de la recta e y el punto de M más próximo a x, como
podemos ver en la siguiente imagen.
La demostración realmente no es trivial. Empezaremos por probar la existencia del y descrito
en el apartado a). Sea d la distancia de x a M,
d = inf{||x− z|| : z ∈M}.
Tal y como hemos definido d, existe una sucesión de elementos yn ∈M tal que
lim
n→∞
||x− yn|| = d.
Entonces, para todo ε > 0, existe un N tal que
||x− yn|| ≤ d+ ε,
cuando n ≥ N . Veamos que la sucesión (yn) es de Cauchy. Si aplicamos la ley del paralelogramo
a x− yn y x− ym, tenemos que
||2x− ym − yn||2 + ||ym − yn||2 = 2||x− ym||2 + 2||x− yn||2.
Como M es lineal, tenemos que ym+yn2 ∈M y por la definición de d se cumple que
||x− ym + yn
2
|| ≥ d.
Por tanto, para todo m,n ≥ N ,
||ym − yn||2 = 2||x− ym||2 + 2||x− yn||2 − ||2x− ym − yn||2 ≤ 4(d+ ε)2 − 4d2 ≤ 4ε(2d+ ε).
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Efectivamente (yn) es de Cauchy. Como un espacio de Hilbert es completo, existe un y tal que
limn→∞ yn = y y como M es cerrado, entonces y ∈ M. La norma es una función continua,
luego
||x− y|| = lim
n→∞
||x− yn|| = d.
Ahora probamos la unicidad del vector y ∈M que minimiza ||x− y||. Supongamos que existen
dos vectores y e y′ de tal forma que ambos minimizan la distancia a x, es decir
||x− y|| = d, ||x− y′|| = d.
Aplicando la ley del paralelogramo a x− y y x− y′ tenemos que





2 || ≥ d




Por tanto ||y − y′|| = 0 y entonces y = y′, probando aśı la unicidad y con ello el apartado a).
Vamos con el apartado b). Debemos probar que el y que minimiza la distancia con x cumple
que (x − y) ⊥ M. Como y minimiza la distancia, tenemos que para todo λ ∈ C y z ∈ M se
cumple
||x− y||2 ≤ ||x− y + λz||2.
Si expandimos el lado derecho de la desigualdad, tenemos que
||x− y||2 ≤ ||x− y + λz||2 = 〈x− y + λz, x− y + λz〉 =
〈x−y, x−y〉+〈x−y, λz〉+〈λz, x−y〉+〈λz, λz〉 = ||x−y||2 +λ〈x−y, z〉+λ〈x− y, z〉+ |λ|2||z||2,
por lo que
0 ≤ λ〈x− y, z〉+ (λ〈x− y, z〉) + |λ|2||z||2 = 2Re(λ〈x− y, z〉) + |λ|2||z||2,
y entonces
−2Re(λ〈x− y, z〉) ≤ |λ|2||z||2.
Podemos escribir 〈x− y, z〉 = |〈x− y, z〉|eiθ. Si escogemos λ = −εeiθ con ε > 0, entonces
−2Re(−εe−iθ|〈x− y, z〉|e−iθ) =≤ | − εeiθ|2||z||2,
−2(−ε|〈x− y, z〉|) ≤ ε2||z||2,
2|〈x− y, z〉| ≤ ε||z||2.
Tomando el ĺımite cuando ε→ 0+, tenemos que 〈x− y, z〉 = 0, luego (x− y) ⊥M tal y como
queŕıamos probar.
Finalmente, vamos a probar que y es el único elemento deM con la propiedad de que (x−y) ⊥
M. Suponemos que existe otro elemento aśı en M y llamemosle y′. Entonces para cualquier
z ∈M se cumple que
〈x− y, z〉 = 0, 〈x− y′, z〉 = 0.
Como 〈x− y, z〉 = 0, entonces −〈x− y, z〉 = 〈y − z, z〉 = 0 y tenemos que
〈y − x, z〉+ 〈x− y′, z〉 = 〈y − x+ x− y′, z〉 = 〈y − y′, z〉 = 0.
Tomando z = y − y′ ∈M, tenemos que 〈y − y′, y − y′〉 = 0 y por las propiedades del producto
interno, concluimos que y − y′ = 0 y por tanto y = y′. 
A continuación recordamos el Teorema 1.2.4 del Caṕıtulo 1 y damos su demostración.
Teorema A.2.3. Si U = {ui : i ∈ I} es un subconjunto ortonormal de un espacio de Hilbert
H, entonces las siguientes condiciones son equivalentes:
i) 〈x, ui〉 = 0 para todo i ∈ I implica x = 0;
ii) x =
∑
i∈I〈x, ui〉ui para todo x ∈ H;
iii) ||x||2 =
∑
i∈I |〈x, ui〉|2 para todo x ∈ H;
iv) [U ] = {
∑
u∈U cuu : cu ∈ C y
∑
u∈U cuu converge incondicionalmente} = H;
v) U es un conjunto ortonormal maximal.
Demostración. Probaremos que i)⇒ ii)⇒ iii)⇒ iv)⇒ v)⇒ i):
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〈x, ui〉ui ∈ U⊥.
Sea ui0 ∈ U . Tenemos que por la continuidad del producto interno y por la ortonor-




〈x, ui〉ui, ui0〉 = 〈x, ui〉 − 〈
∑
i∈I
〈x, ui〉ui, ui0〉 =
= 〈x, ui0〉 −
∑
i∈I








〈〈ui, x〉ui, 〈uj , x〉uj〉 =
∑
i,j∈I











iii)⇒ iv) Si 〈ui, x〉 = 0 para todo i ∈ I, ||x||2 = 0, luego x = 0 y U⊥ = {0〉. Entonces, [U ]⊥ = 0
y finalmente [U ] = H.
iv)⇒ v) Si [U ] = H, U⊥ = {0〉 cumpliéndose aśı ii), por lo que cualquier v ∈ H puede escribirse
como v =
∑
i∈I ciui con ci = 〈ui, v〉. Entonces, si v ⊥ U , ci = 0 para todo i ∈ I,
por lo que v = 0. Por tanto U ∪ {v} no es ortonormal, probando aśı que no existe un
subespacio V ortonormal con U ⊂ V .
v)⇒ i) Sea U un conjunto ortonormal maximal y sea x 6= 0 ∈ H tal que 〈ui, x〉 = 0. Entonces,
podemos considerar V = U ∪ x||x|| que seŕıa un conjunto ortogonal con U ⊂ V llegando
a contradicción con el hecho de que U es maximal.

Probamos finalmente el Teorema 1.2.5 del Caṕıtulo 1.
Teorema A.2.4. Asumiendo el lema de Zorn, todo espacio de Hilbert H posee una base ortonor-
mal.
Demostración. Enunciamos el lema de Zorn como recordatorio: “Todo conjunto parcial-
mente ordenado no vaćıo en el que toda cadena (subconjunto totalmente ordenado) tiene una
cota superior, contiene al menos un elemento maximal”. Si H = {0}, la afirmación es cierta
considerando U = ∅, aśı que supondremos que H 6= {0}. Definimos un orden parcial ≤ para
los subconjuntos ortonormales de H por inclusión, es decir, U ≤ V si y solo si U ⊂ V . Si con-
sideramos {Uα : α ∈ A} como un conjunto de subconjuntos ortogonales totalmente ordenado
donde Uα ≤ Uβ o Uβ ≤ Uα, entonces ∪α∈AUα es un conjunto ortonormal y es una cota superior
de {Uα : α ∈ A}. El lema de Zorn nos asegura la existencia de un elemento maximal para el
conjunto de subconjuntos ortogonales de H, por lo que ese elemento cumple la condición v) del
Teorema 1.2.4 y por tanto H posee una base ortonormal. 
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