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Присущая производственным 
функциям нелинейность 
и порождаемые ею явления потери 
чувствительности и убывающей 
эффективности исследуются 
в рамках теории чувствительности. 
На этой основе рассматривается 
проблема оптимизации ресурсов 
с учетом критериев затрат и отдачи, 
а также нелинейной природы 
центральной причинной связи, 
свойственной естественным 
и искусственным системам. 
Отражающие эти особенности 
эффекты носят пространственно-
временной характер и отражаются 
в технике, экономике, сфере 
управления. И внимание к ним только 
усиливается.
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Общепризнано, что самую полную и полезную характеристику любой организации вне контекста пред-
метной или проблемной области можно 
получить в рамках теории систем [1, 2]. Это 
утверждение справедливо также в отноше-
нии таких ключевых аспектов строения 
и функционирования организации, как 
рациональное использование ресурсов, 
производительность, эффективность 
управления и т. д. На рис. 1 изображен 
наиболее распространенный и плодотвор-
ный системный взгляд на организацию как 
открытую систему «вход – выход».
Традиционно предполагается, что ста-
тическую картину наблюдаемой причин-
ной связи между входными и выходными 
переменными достаточно точно удается 
описать (или представить) с помощью 
обобщенной производственной функции 
Y = F(q1, … ,qn) , характеризующей техно-
логическую связь между создаваемой орга-
низацией ценностью (товары и услуги) 
и произведенными затратами экономиче-
ских факторов. И несмотря на известную 
полемику «двух Кембриджей» [3], концеп-
ция производственной функции остается 
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одной из весьма конструктивных матема-
тических схем и моделей для экономиче-
ского анализа и прогнозирования на ма-
кро- и микроуровнях [4]. Особую ценность 
представляет ее «инженерный» компонент, 
который играет важную роль для теории 
и техники экономического анализа 
и управления [5].
В теории фирмы постулируется сущест-
вование особой экономической области 
(выпуклого подмножества пространства 
затрат), в точках которой производствен-
ная функция 1 nY = F(q , … , q )  удовлетво-
ряет условиям 
2 2/ 0, / 0, 1,..., ,j jF q F q j n∂ ∂ > ∂ ∂ < =  [ 6 ] . 
Первое из них означает, что так называе-
мый предельный продукт / , 1,...,jF q j n∂ ∂ =  
положителен, но убывает по мере увеличе-
ния значения соответствующего экономи-
ческого фактора, что и отражено во втором 
условии. Данный факт известен как закон 
убывающей отдачи (или закон Госсена – не-
мецкого ученого, исследовавшего это яв-
ление в 1954 г.).
Причинной связи 1 nY = F(q , … , q )  
присуща нелинейность, которая порожда-
ет потери чувствительности между входами 
и выходами системы (между стимулом 
и реакцией) и, как следствие, потери эф-
фективности производственных факторов 
(или ресурсов). Подобные нелинейные 
эффекты имеют непосредственное отно-
шение к проблеме этики эффективности 
по отношению к ресурсам, которая за по-
следние годы становится объектом изуче-
ния растущей интенсивности [7].
Цель нашего исследования – предло-
жить подходящий аналитический инстру-
ментарий для описания и оценки упомя-
нутых уже нелинейных эффектов, связан-
ных с характеристикой 1 nY = F(q , … , q )  
в рамках теории чувствительности, а также 
определить их роль и влияние на форми-
рование эффективных соотношений для 
ряда системных характеристик, представ-
ляющих научный и практический интерес.
1. МЕРЫ чуВСТВИТЕльНОСТИ 
И убЫВающЕй эффЕкТИВНОСТИ
Будем предполагать, что нелинейная 
связь Y = F (q), q
 
= (q
1
, …, q
n
) T принадлежит 
классу вогнуто возрастающих на непустом 
выпуклом множестве nQ E+⊂  дважды не-
прерывно дифференцируемых функций 
1F : Q E+→ , удовлетворяющих условиям 
2 2/ 0, / 0, 1,..., ,j jF q F q j n∂ ∂ > ∂ ∂ < =  г д е 
jq , j = 1, … , n, –  координаты вектора 
q  Q, nE+∈  – неотрицательный ортант n−
мерного евклидова пространства nE . Как 
подчеркивалось, положительное значение 
частных производных первого порядка 
означает, что по мере роста значения аргу-
мента функция ( ),F q q Q∈  монотонно 
возрастает, а отрицательное значение вто-
рых производных показывает, что рост 
функции постепенно замедляется, вызывая 
потери чувствительности и убывающей 
эффективности связи «вход – выход».
Из теории оптимизации следует, что 
вогнуто возрастающая на непустом выпу-
клом  множестве  nQ E+⊂  функция 
1F : Q E+→  удовлетворяет дифференци-
альному неравенству [8]
( ) ( ) ( ) ( ), ,TF q F q F q q q q Q− ≤ ∇ − ∈    (1.1)
где q Q∈ −  произвольная допустимая точ-
ка, ( )F q∇ −  градиент функции ( )F q  в этой 
точке. В этом неравенстве функция 
( ) ( ) ( )Ty F q F q q q= + ∇ −  соответствует ги-
перплоскости 
{( , ) / ( ) ( ) ( ), },TFH y q y F q F q q q q Q= = + ∇ − ∈  
касательной к поверхности функции ( )F q  
в точке ,q  а градиент ( )F q∇  – тангенсу 
угла наклона этой гиперплоскости. Обо-
значив 0( )F q

 ординату точки пересечения 
гиперплоскости FH  с осью функции ( )F q  
и заметив, что точка q Q∈  произвольная, 
для функции ( )F q получим разложение 
в виде
0( ) ( ) ( ) , .
TF q F q F q q q Q= + ∇ ∈    (1.2)
Рис. 1. Взгляд на организацию как открытую 
систему «вход – выход».
Pic. 1. View of the organization as an open system 
«input – output».
Организация Выходы:товары и услуги
Внешние
воздействия
Входы
:
материальные,
информационные,
энергетические
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Второе слагаемое в правой части этого 
выражения представляет собой скалярное 
произведение двух векторов: градиента 
1
( ) ( ,..., )T
n
F F F
F q
q q q
∂ ∂ ∂
∇ ≡ ≡
∂ ∂ ∂
 с положитель-
ными координатами, значение которых 
убывают, и вектора 1( ,..., )
T
nq q q=  текущих 
значений аргументов. Этот компонент 
функции ( )F q , который мы обозначим 
( )v q , т. е.
1
( )
( ) ( )
n
T
j
j j
F q
v q F q q q
q=
∂
≡ ∇ =
∂∑ ,   (1.3)
содержит полезную информацию о ло-
кальных динамических свойствах самой 
функции ( )F q , в том числе о ее чувстви-
тельности и убывающей эффективности 
аргумента q Q∈ .
Заметим в этой связи, что, подобно 
тому как возмущение функции позволяет 
получить полезную информацию о ее по-
ведении в точках минимума или максиму-
ма [9], возмущение самого аргумента 
функции позволяет получить ценную ин-
формацию о ее локальных динамических 
свойствах, включая чувствительность. 
«Заботясь о простоте и эффективности» 
[9], используем для этой цели предел отно-
шения
( ) / ( ) ( )
/ ( )
dF tq F tq t dF tq
dt t F tq dt
=    (1.4)
при 1.t →  Обозначив этот предел через 
( )qs  и учитывая, что 1( ) ( ,..., ),nF tq F tq tq=  
а ее производная по параметру t равна
1
1 1
( )( ) ( )
( ,..., )
( ) ( )
n n
j
n j
j jj j
tqd F tq F tq
F tq tq q
dt tq t tq= =
∂∂ ∂
= =
∂ ∂ ∂∑ ∑
, 
  (1.5)
для величины ( )qs  получим формулу
1
1
( ) 1 ( )
( ) lim .
( ) ( )
n
jt
j j
t dF tq F q
q q
F tq dt F q q
s
→
=
∂
≡ =
∂∑
   (1.6)
По существу, величина ( )qs  представ-
ляет собой локальный показатель измене-
ния функции ( )F q  от пропорционального 
и з м е н е н и я  к о о р д и н а т  в е к т о р а 
1( ,..., )
T
nq q q= , а ее аддитивная структура 
дифференцированно отражает влияние 
каждой из координат этого вектора. В слу-
чае скалярного аргумента (1.6) принимает 
вид ( ) ( ( ) / ( )) / ( / )q dF q F q dq qs = , откуда 
следует, что величина ( )qs  показывает 
относительное изменение функции ( )F q  
под действием единичного относительного 
изменения аргумента. В случае векторного 
аргумента 1( ,..., )
T
nq q q=  эти локальные 
эффекты просто суммируются.
Таким образом, величину ( )qs  можно 
рассматривать как интегральную меру (от-
носительной) чувствительности функции 
( )F q  в точке q Q∈ , а ее компонентов 
( )j qs , 1,...,j n=  – как частные меры (от-
носительной) чувствительности, отражаю-
щие  роль  к аждой  и з  координат 
, 1,..., .jq j n=  Эти свойства ( )qs  и ее 
компонентов, а также то, что они безраз-
мерны, стали причиной широкого их при-
менения в системотехнике [2], экономике 
[6], теории управления [10]. В экономике 
эти величины больше извечтны как эла-
стичность.
Используя (1.6), представим выражение 
(1.3) в виде
( ) ( ) ( ),v q q F qs=    (1.7)
что, в свою очередь, позволяет перепи-
сать соотношение (1.2) в форме
0( ) ( ) ( )
(1 ( )) ( ) ( ) ( ), .
F q F q v q
q F q q F q q Qs s
= + =
− + ∈
   (1.8)
На рис. 2 приведены с целью иллюстра-
ции графики функций ( ) 1 , 0,qF q e α α−= − >  
( ) / qv q qdF dq qe αα −= =  
и 0( ) ( ) ( ) 1
q qF q F q v q e qeα αα− −= − = − −  
для скалярного аргумента .q  Как видно 
из этого рисунка, функции ( )F q  и 0( )F q  
монотонно возрастают, в то время как ( )v q  
имеет экстремум – максимум в точке 
1/ .vq α=  П р и  э т о м  ф у н к ц и я 
( ) / ( 1)qq q eαs α= − , равная по величине 
отношению отрезков прямых BC и AC, 
монотонно убывает, принимая в начале 
координат единичное значение.
Следует отметить, что для вогнуто воз-
растающей функции величина ( )qs  – 
не обязательно убывающая, как, например, 
в случае производственной функции Коб-
ба–Дугласа 
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1
( ) ,j
n
jj
u q qs
=
= ∏ где 
(0, 1), 1,..., ,j j ns ∈ = – фиксированные 
параметры. Легко заметить, что здесь 
1( ) ... nqs s s= + +  и, следовательно, явля-
ется постоянной величиной. Если же 
функция ( )F q , вогнуто возрастая, стремит-
ся к своему предельному значению F*, ве-
личина ( )qs  всегда монотонно убывает 
(как отношение:  
( / ( )) / ( / ) BC/AC dF F q dq q = на рис.2) , 
порождая тем самым эффект потери чув-
ствительности выхода по отношению 
к входу.
Возвращаясь к формуле (1.7), заметим, 
что функция ( )v f , как и ( )fs , имеет ад-
дитивную структуру, а их компоненты 
связаны друг с другом соотношениями
( )
( ) ( ) ( ), 1,..., ,j j j
j
F q
v q q q F q j n
q
s
∂
= = =
∂
  (1.9)
По существу, каждая из величин ( )jv q ,
1,...,j n=  представляет собой по аналогии 
с известной концепцией производительности 
[11] «парциальную отдачу» (или «порциаль-
ную продуктивность») соответствующей 
переменной , 1,..., ,jq j n=  при фиксиро-
ванном значении остальных переменных. 
В этом смысле величину ( )v q  можно ин-
терпретировать как «совокупную отдачу» 
(или «совокупную продуктивность») вход-
ных переменных 1, ..., .nq q  Поскольку 
в разложении ( )F q  функция ( )v q  пред-
ставляет ее динамическую составляющую, 
( )v q  будем также называть динамическим 
компонентом или просто функцией отдачи. 
Полезно также отметить, что соотношение
( ) / ( ) ( ) / ( )
( / ) , , 1,..., ,
i j i j
i j ij
v q v q q q
q q i j n
s s
µ
= =
=
   (1.10)
где через ijµ  обозначены так называемые 
предельные нормы замещения между соот-
ветствующими координатами iq и jq  [2, 6]:
/ , , 1,..., ,ij
i j
F F
i j n
q q
µ
∂ ∂
= =
∂ ∂
   (1.11)
связывает друг с другом отнощение 
компонентов величины ( )qs , координат 
вектора q  и нормы замещения ijµ , что для 
точек на поверхности ( )F q const=  может 
представить практический интерес. Кроме 
того, точки поверхности ( )F q const= , для 
которых выполняется условие
( ) / ( ) ( ) / ( ) 1i j i jv q v q q qs s= = ,   (1.12)
характеризуются устойчивыми пропорци-
ями в том смысле, что для них из (1.10) 
с л е д у е т  у с л о в и е 
/ 1/ , , 1,..., ,i j ij jiq q i j nµ µ= = =  которое 
можно интерпретировать как критерий 
устойчивости: увеличение значения одной 
переменной приводит к уменьшению ее от-
носительной роли (или относительной важ-
ности) в интегральной оценке состояния.
Покажем в заключении этого раздела, 
что в общем случае производственную 
функцию можно выразить через меру чув-
ствительности ( )qs  в виде экспоненциаль-
ной зависимости. Преобразовав с этой це-
лью формулу для полного дифференциала
1 1
1
( )
( ) ( ) ,
n n
j
j j
j jj j j
n
j
j
j j
dqF F
dF q dq q
q q q
dq
q F q
q
s
= =
=
∂ ∂
= = =
∂ ∂∑ ∑
∑
   (1.13)
и представив ее в виде
A
B
C0,632
0,368
0,264
v(q)
F0(q)
qqv =1/α
1
F (q) Lu
Рис.2. Графики функций  ( ) 1 , 0,qF q e α α−= − >
( ) qv q qe αα −= и 
0( ) ( ) ( ) 1 ;
q qF q F q v q e qeα αα− −= − = − −
( ) / ( ) / ( ) / ( 1).qq BC AC v q F q q eαs α= = = −
Pic. 2. Graphs of functions  ( ) 1 , 0,qF q e α α−= − >
( ) qv q qe αα −= and 
0( ) ( ) ( ) 1 ;
q qF q F q v q e qeα αα− −= − = − −
( ) / ( ) / ( ) / ( 1).qq BC AC v q F q q eαs α= = = −
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1
( )
ln ( ) ( ) ln ,
( )
n
j j
j
dF q
d F q q d q
F q
s
=
= = ∑    (1.14)
получим мультипликативную форму пред-
ставления производственной функции:
0
1
( ) exp( ( )),
n
j
j
F q F qφ
=
= ∏    (1.15) 
где принято обозначение
( ) ( ) ln , 1,..., ,j j jq q d q j nφ s= =∫  
F
0
 – константа.
Если предположить, что входящие 
в (1.15) величины ( ), 1,...,j q j ns =  посто-
янны, получим производственную функ-
цию типа Кобба – Дугласа, о которой уже 
шла речь. Думается, что в 20-х годах прош-
лого века Кобб и Дуглас именно из этих 
соображений и исходили. Однако никаких 
эмпирических данных или интуитивных 
соображений в пользу такого предположе-
ния не существует. Более реалистичным 
представляется предположение об убыва-
ющем характере величин ( ), 1,..., .j q j ns =  
В таком случае для восстановления фун-
кционального вида ( )F q  можно применить 
более гибкий подход, основанный на дина-
мизации процесса оценивания величин 
( ), 1,..., ,j q j ns =  как это, например, пра-
ктикуется в многомерном регрессионном 
анализе [12].
Суть динамизации заключается в том, 
что пространство оценок разбивается 
на подобласти, в пределах которых вели-
чины ( ), 1,...,j q j ns =  принимаются как 
постоянные. В результате производствен-
ная функция F (q) может быть аппрокси-
мирована сколь угодно точно.
Несмотря на известные трудности, на-
правленные на восстановление этой функ-
ции усилия, на наш взгляд, вполне оправ-
данны, особенно если учитывать ту роль, 
которую теория производственной функ-
ции играет в экономическом анализе 
и управлении на микро- и макроуровнях 
[4, 6], а также нашу заинтересованность 
в получении более точных аналитических 
инструментов для построения надежных 
и достоверных оценок технологической 
продуктивности и производительности ор-
ганизации в целом.
2. ОПТИМальНОСТь 
ПО ОТНОшЕНИю 
к чуВСТВИТЕльНОСТИ 
И ОТдачЕ РЕСуРСОВ
Оптимизация ресурсов служит ключе-
вой задачей управления современной 
фирмой. Этой проблеме посвящены две 
классические задачи теории фирмы, одна 
из которых (задача теории спроса) связана 
с  приобретением набора ресурсов 
1( ,..., )nq q  по их рыночным ценам 1,..., np p  
соответственно, который удовлетворяет 
б ю д ж е т н о м у  о г р а н и ч е н и ю 
1 1 2 2 ,..., n np q p q p q I+ + + ≤  и максимизирует 
функцию полезности потребителя 
1( ,..., )nu q q . Предполагается, что эта функ-
ция является вогнуто возрастающей 
на множестве благ nQ E
+⊂  и имеет непре-
рывные частные производные первого 
и второго порядка, удовлетворяющие 
условиям:
2 2/ 0, / 0, , 1,...,ju q u q i j n∂ ∂ > ∂ ∂ < =  [6, 13]. 
Она представляется в виде задачи матема-
тического программирования [2, 6]
u(q)     max.
pTq  I, q o
→
≤ ≥
   (2.1)
Другая задача, которую справедливо 
считать «почти двойственной» по отноше-
нию к этой [2], связана с минимизацией 
затрат производственных факторов при 
фиксированном объеме выпуска продук-
ции 1( ,..., ) .nF q q y=  Определив функцию 
затрат в виде ( ) ,Tr q p q=  где 1( ,..., ) ,
T
np p p=
1( ,..., ) ,
T
nq q q=  эту задачу можно предста-
вить как задачу математического програм-
мирования
( )
( ) min.T
F q y
r q p q
=
= →    (2.2)
Решение задачи (2.2) с помощью мето-
да Лагранжа сводится к нахождению сед-
ловой точки *( , )q l  функции
( , ) ( ( )),TL q p q y F ql l= + −  
которая удовлетворяет необходимым усло-
виям теоремы Куна – Таккера [8]
* *( , ) ( )
  р     0; 
L q F q
q q
l
l
∂ ∂
= ≥
∂ ∂
*
*T *( , ) q  = 0, q   0;
L q
q
l∂
≥
∂
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    *
*( , )= ( )= 0.
L q
y F q
l
l
∂
−
∂
   (2.3)
Для положительного решения q* первое 
условие этой системы превращается в ра-
венство, откуда непосредственно следует 
известное в общей теории соотношение
*( )
, 1,..., .j
j
F q
p j n
q
l
∂
= =
∂
   (2.4)
Умножив обе части этого равенства 
на q
j
* и просуммировав результат с учетом 
формулы (1.8), получим соотношение 
* *( ) ( )r q v ql= , которое эквивалентно ра-
венству * * * *( ) ( ) ( ) ( ) .r q q F q q yls ls= =  Эти 
соотношения показывают, что затраты 
пропорциональны отдаче ресурсов 
* * *( ) ( ) ( ),v q q F qs=  а множитель l выступа-
ет в качестве коэффициента пропорцио-
нальности. Заметим, кроме того, что в этих 
в ы р а ж е н и я х  о т н о ш е н и е 
* * * *( ) / ( ) / ( ) 1/ ( )F q r q y r q qls= =  опреде-
ляет производительность фирмы. Из (2.4) 
можно также вывести выражение для пре-
дельной нормы технического замещения 
факторов
* *
* * * *
( ) ( )
/
( ) / ( ), , 1,..., .
ij
i j
i i j j
F q F q
q q
q q q q i j n
µ
s s
∂ ∂
= =
∂ ∂
=
   (2.5)
Итак, решение q* оптимально по отно-
шению к затратам экономических факто-
ров. Исследуем теперь проблему оптималь-
ности ресурсов относительно их отдачи. 
Она сводится к решению задачи максими-
зации функции эффективности или отдачи 
ресурсов ( ) ( ) ( ) ( )Tv q F q q q F qs= ∇ =  на по-
верхности ( )F q y=  в предположении, что 
величина ( )qs  монотонно убывает. Соот-
ветствующая этой постановке задача мате-
матического программирования будет 
иметь вид
( )
1
( )
( ) max .
n
j
F q y
j j
F q
v q q
q ==
∂
= →
∂∑    (2.6)
По существу, в этой задаче необходимо 
найти на поверхности F(q) = y  точек, 
в которых функции v (q) и s (q) одновре-
менно достигают своего максимума.
Решение задачи (2.6) по методу Лагран-
жа сводится к нахождению седловой точки 
( , )vq l  функции
1
( )
( , ) ( ( )),
n
j
j j
F q
L q q y F q
q
l l
=
∂
= + −
∂∑    (2.7)
где l  – неопределенный множитель. Со-
ответствующие условия теоремы Куна–
Таккера в матричной и векторной форма 
[8]:
( , ) ( ) ( )
0,
v v v
vL q F q F qHq
q q q
l
l
∂ ∂ ∂
= + − ≤
∂ ∂ ∂
q
L q
q
qvT
v
v∂
∂
= ≥
( , )
, ,
λ
0 0
( , )
( ) 0.
v
vL q y F q
l
l
∂
= − =
∂
   (2.8)
где H  – матрица Гессе функции ( )F q . Для 
положительного вектора vq  (произведенные 
затраты) первое условие системы (2.8) 
превращается в равенство, которое после 
группировки подобных членов примет вид
( )
(1 ) 0,
v
v F qHq
q
l
∂
+ − =
∂
   (2.9)
и его решение будет равно
1 ( )(1 ) .
v
v F qq H
q
l −
∂
= − −
∂
   (2.10)
Второе условие системы (2.8) сводится 
к уравнению
( )
(1 ) ,
v
vT v vT F qq Hq q
q
l
∂
− = −
∂
   (2.11)
которое можно преобразовать к виду
(1 ) ( )
(1 ) ( ) ( ) (1 ) ( ) .
vT v v
v v v
q Hq v q
q F q q y
l
l s l s
− = − =
− = −
   (2.12)
В формулах (2.10) – (2.12) множитель 
l  удовлеторяет условию 1.l ≤ Легко уста-
новить, что если бы в задачах (2.2) и (2.6) 
присутствовало ограничение ( )F q y≥  
(производить не меньше y ), то это обсто-
ятельство никак не повлияло бы на реше-
ние первой задачи *( , )q l . В решении 
второй задачи ( , )vq l  в формулах (2.9) – 
(2.12) вместо множителя (1 )l−  появляется 
множитель (1 )l+ . Оба решения при этом 
должны удовлетворить условию дополня-
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ющ е й  н е ж е с т к о с т и  С л е й т е р а 
( ( )) 0, 0y F ql l− = ≥  [8].
Формула (2.10) показывает, что для 
различных значений параметра l  мы име-
ем оптимальную траекторию ( )vq l , 1.l ≤  
В частности, когда 1l = , решение (1)vq  
совпадает с началом координат, где функ-
ция ( )F q имеет нулевой уровень, а когда 
0l = , решение (0)vq  совпадает с точкой 
безусловного максимума функции ( ).v q  
Логично предположить, что когда l → −∞ , 
траектория ( )vq l  будет стягиваться в точку 
argmax ( ), .Fq F q q Q= ∈  Отметим, нако-
нец, основываясь на уравнении (2.9), что 
по существу в точках траектории ( )vq l  
матрица H−  «поворачивает» вектор vq  
по направлению градиента функции ( ),F q  
другими словами, всегда имеет место усло-
вие (1 ) ( ), 1.v vHq F ql l− = − ∇ ≤ Характерно, 
что в точках на траектории ( )vq l  отноше-
ния координат вектора vq  составляют
1 1( ) ( )/ ( ) / ( ) ,
, 1,..., ,
v v
v v
i j i j
F q F q
q q H H
q q
i j n
− −∂ ∂=
∂ ∂
=
 (2.13)
а выражение для предельной нормы техни-
ческого замещения факторов, согласно 
уравнению (2.9), принимает вид
*( ) ( )/ ( ) / ( ) ,
, 1,..., .
v v
v
ij i j
i j
F q F q
Hq Hq
q q
i j n
µ
∂ ∂
= =
∂ ∂
=
  (2.14)
Взаимное расположение решений *q и 
vq  в случае двух производственных факто-
ров иллюстрировано на рис. 3. В точке *q  
уровень затрат составляет * *( ) ( )r q q yls=  
и меньше, чем уровень ( )vr q , соответству-
ющий точке vq , однако в точке vq имеем 
наибольшую динамическую отдачу факто-
ров ( ),vv q  наибольшую (относительную) 
чувствительность связи «вход – выход» 
( )vqs и, а также согласованный уровень 
взаимодействия факторов ( ) .v vT vq q Hqθ = −
Принимая во внимание, что величины 
( )vv q  и ( )vqs обеспечивают максимальный 
уровень суммарного относительного изме-
нения выхода 
1
( / ( )) / ( / ),
n
j jj
F F q q q
=
Δ Δ∑
представляется разумным согласиться 
на «уступки» по затратам на величину 
*( ) ( ) 0vr q r q− ≥ , чтобы иметь решение vq , 
которое учитывает потери чувствительно-
сти и убывающую эффективность ресурсов. 
Представляется, что последний вывод 
может быть полезен при определении на-
иболее предпочтительного уровня загрузки 
производственных мощностей фирмы.
Отметим, наконец, что все точки линии 
уровня (в общем случае – поверхности 
уровня) ( )F q y= , которые соединяют ре-
шеия *q и vq , по существу, составляют 
«разумный компромисс» между критериями: 
минимума функции затрат r (q) = pTq и мак-
симума функций v(q) =  F(q)Tq   и (q). 
В этом случае мы просто имеем дело с за-
дачей векторной (в данном случае – двух-
критериальной) задачи, связанной с мини-
мизацией функции затрат ресурсов r (q) 
и максимизацией характеристик v (q) и s 
(q).
Представляет интерес исследование 
безусловного максимума функции 
( ) ( ) ( )v q q F qs=  на множестве ресурсов 
nQ  E⊂ . Заметим в этой связи, что в раз-
ложении (1.8) слагаемое
Рис. 3. Взаимное расположение решений.
q * = argmax r(q) = pTq and qv = 
argmax v(q) =  F(q)Tq
Pic. 3. Mutual location of decisions
q * = argmax r(q) = pTq and qv = 
argmax v(q) =  F(q)Tq
r(qv)
q*
F(q)=  y
q10
qv
q2
r(qv)
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0( ) (1 ( )) ( )F q q F qs= − , 
как и сама функция ( )F q , монотонно воз-
растает на множестве Q, в то время как 
слагаемое ( ) ( ) ( )v q q F qs=  имеет точку 
безусловного оптимума – максимума, ко-
торая является решением уравнения
0,
v F
Hq
q q
∂ ∂
= + =
∂ ∂
   (2.15)
где H  – матрица Гессе функции ( )F q . Так 
как для вогнуто возрастающей функции 
матрица H  отрицательно полуопределена, 
т. е. 0, ,Tq Hq q Q≤ ∈  и ее обратная матрица 
1H −  существует, то обозначив vq  искомое 
решение уравнения (2.15), получим
1 ( )
v
v F qq H
q
− ∂= −
∂
.   (2.16)
Это решение совпадает с точкой (2.8) 
при 0.l = Уровень функции ( )v q  при этом 
составляет
( ) ,v vT vv q q Hq= −    (2.17)
и совпадает с уровнем функции взаимодей-
ствия координат ( ) vT vq q Hqθ ≡ − .
Полезно заметить, что в случае скаляр-
ного аргумента уравнение (2.15) принима-
ет вид 
2
2
v d F dFq
dqdq
− = ,  а его решение: 
2
2
/ .v
dF d F
q
dq dq
= −  Величина 
2
2
/F
d F dF
q
dqdq
s = −  
представляет собой показатель кривизны 
( ),F q  следовательно, в точке vq  показатель 
кривизны вогнуто возрастающей функции 
( )F q  равен единице. Представив величину 
2
2
/ ( / ),F
d F dF
q
dqdq
s = −  приходим к выводу, 
что Fs  характеризует относительную чув-
ствительность предельной величины 
( ) / .dF q dq  В случае многомерной функции 
( )F q , если взаимодействия между коорди-
натами , 1,..., ,jq j n=  отсутствуют, тогда 
матрица H будет диагональной, и величины 
2
2
/Fj j
jj
d F dF
q
dqdq
s = − , как локальные показа-
тели кривизны функции ( )F q  относитель-
но координат , 1,..., ,jq j n=  также будут 
равны единице.
Эффект, обусловленный отмеченными 
ранее качествами решения ( )vq l , аналоги-
чен известному в современной науке эф-
фекту синергии, который возникает в не-
линейных динамических системах в ре-
зультате согласованного и совместного 
действия различных системных факторов 
[ 14 ] .  Бла годаря  э тому  в еличина 
( ) ( ) ( )v v vv q q F qs=  выступает в качестве 
эффективной отдачи входных воздействий 
(экономических факторов) на уровне 
1( ,..., ) .
v v v T
nq q q= В реальных ситуациях со-
отношения, учитывающие согласованность 
ведущих факторов исследуемой проблемы 
больше отвечают нашим предпочтениям, 
чем другие, если учитывать возможности 
и ограничения объективной модели иссле-
дуемой и оптимизируемой проблемы. Такая 
концепция в практических приложениях 
служит руководящим принципом, который 
своими корнями уходит далеко в этическую 
систему стоицизма и широко применяется 
в системотехнике [2]. В прикладных зада-
чах согласованные отношения и пропор-
ции представляют большую «управленче-
скую» ценность, чем другие, так как имен-
но они создают гармонию, повышают 
жизнеспособность и эффективность фун-
кционирования систем.
3. ИллюСТРацИя И заключЕНИЕ
В теории производственных функций 
широкое применение получили две мате-
матические схемы (или модели), которые 
предполагают постоянное значение функ-
ции чувствительности  (q)s . Одна из них – 
упомянутая выше производственная функ-
ция Кобба – Дугласа в форме
1 2
0 1 2F(q) = a ...
n
nq q q
αα α    (3.1)
где j   (0, 1),   j = 1, … , n,  α ∈ – постоян-
ные параметры. Легко проверить, что 
в этом случае 1 2 n (q) =   +  + … +  s α α α  и, 
следовательно, является постоянной вели-
чиной.
Вторая модель – это так называемая 
производственная функция с постоянной 
эластичностью
/
0 1 1
0
F(q) =  ( ... ) ,
, m  0, p   1,
p p m p
n nq qα α α
α
− − −+ +
> ≥
   (3.2)
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для которой имеет место соотношение 
 (q) ms = . Нереалистично предположить, 
что такое положение может иметь место 
на всей поверхности F(q) =  y . В работе 
[15] обсуждалась возможность аппрокси-
мации производственной функции в виде
0 1
F(q) = F  (1 )i i
n q
i
e α−
=
−∏ ,   (3.3)
для которой величина s (q) оценивается 
на всех изоквантах функции F (q) и пред-
ставляет собой убывающую функцию. 
Однако для иллюстрации изложенных 
выше аналитических соотношений более 
простой и удобной схемой служит квадра-
тичная аппроксимация функции ( )F q  
в виде
( ) (1/ 2) ,T TF q a q q Hq= +    (3.4)
где ( 1)a n− × − вектор, H −  отрицательно 
определенная ( )n n× −  матрица, 0.a Hq+ >  
Путем подбора соответствующих значений 
вектора a и матрицы H можно достичь 
приемлемого уровня адекватности данной 
модели с реальной производственной си-
туацией. Поскольку градиент функции 
(3.4) равен ,a Hf+ формула (2.10) порожда-
ет решение
1( ) ,vq H aφ l −= −    (3.5)
где ( ) (1 ) / (2 ), 1.φ l l l l= − − ≤  Формула 
(3.5) показывает, что траектория ( )v vq q l=  
овпадает с диагональю [0, qF], связывающей 
начало координат с точкой 1Fq H a−= , где 
F (q) достигает своего максимума. В точках 
этой траектории имеем:
1( ) ( ) ,v TF q a H aψ l −= −
1( ) ( ( ) / (2 )) ,v Tv q a H aφ l l −= − −
( ) 2 / (3 ),vqs l= −
где 2( ) (3 )(1 ) / 2(2 ) .ψ l l l l= − − −  Эти соот-
ношения показывают, что при изменении 
l в пределах от 1 до – , точка ( )vq l  «сколь-
зит» по диагонали [0, Fq ], причем ( )vF q  
монотонно возрастает до своего наиболь-
шего значения 1( ) (1/ 2) ,F TF q a H a−= −  ве-
личина ( )vqs  монотонно убывает до нуле-
вого значения, а величина ( )vv q монотонно 
возрастает до точки / 2,v Fq q=  достигнув 
в ней своего наибольшего значения 
1( ) (1/ 4) ,v Tv q a H a−= − и затем убывает 
до нулевого значения в точке .Fq  В точках 
диагонали [0, ]Fq  имеют место отношения
1 1/ ( ) / ( ) ,v vi j i jq q H a H a
− −=
/ / / ,v vi j i j i i j jv v a q a qs s= =
/ ,ij i ja aµ =  , 1,..., .i j n=
Таким образом, в случае квадратичной 
аппроксимации производственной функ-
ции точка / 2v Fq q= , для которой имеет 
место условие l = 0, оказывается наиболее 
приемлемой в смысле обеих характеристик 
v(q) и (q) s . В этой же точке мера чувст-
вительности принимает значение 2/3, 
функция vF(q )  составляет 3/4 своего мак-
симума, а функция эффективной отдачи 
vv(q ) составляет 2/3 величины vF(q ) .
Существует целый ряд важных прило-
жений, в которых нелинейность и обуслов-
ленные ею явления потери чувствительно-
сти и убывающей эффективности преобра-
зования ресурсов в рыночную стоимость 
являются доминирующей характеристи-
кой. К числу таких проблем относятся: 
нелинейный акселератор, связывающий 
объем индуцируемых капвложений с изме-
нением выпуска продукции экономиче-
ской системы [16]; макроэкономическая 
модель динамики «CVP», характеризующая 
зависимость денежных поступлений и за-
трат ресурсов от выхода продукции (объема 
производства) [17]; зависимость произво-
дительности от технологической продук-
тивности, производительности труда 
и продуктивности управления [11, 18]; 
пространственно-временная динамика 
функции ценности или полезности для 
принятия решений, характеризующая по-
ведение экономического субъекта в ситуа-
ции выбора [2, 19], и многие другие.
Эти явления и эффекты сходны по роли 
и влиянию нелинейной природы «цен-
тральной причинной связи», которая лежит 
в основе строения и действия соответству-
ющих систем. В этой связи весьма полезно 
вспомнить замечание Г. Саймона, сделан-
ное им при обсуждении различных точек 
зрения относительно за и против создания 
обшей теории систем: «метафора и анало-
гия могут быть очень полезными, но могут 
и уводить от истины. Все зависит от того, 
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существенно или поверхностно сходство, 
схваченное в метафоре» [20].
Нелинейные эффекты пространствен-
но-временного характера присутствуют 
в естественных и искусственных системах 
[21]. Они с заметным постоянством возни-
кают в технике, экономике и организаци-
онном управлении в контексте создания 
высокоэффективных систем, их роль 
и влияние обсуждаются с растущей интен-
сивностью в научных трудах отечественных 
и зарубежных авторов.
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aBstract
The inherent nonl inearity  of  production 
functions and loss of sensitivity generated by it 
and decreasing effectiveness are investigated 
in the framework of sensitivity theory. On this 
basis, the problem of optimization of resources 
is explored according to the criteria of benefits 
and costs, as well as the nonlinear nature of the 
central causation, which is characteristic of natural 
and artificial systems. The effects, reflecting 
these features, are spatio-temporal in nature and 
appear in engineering, economics, management. 
Attention to them is only increasing.
eNglish suMMary
Background
It is generally accepted that the most complete 
and useful characteristic of any organization can be 
obtained in the framework of system theory [1, 2]. 
This is true also with respect to such key aspects of 
the structure and functioning of the organization as a 
rational use of resources, productivity, management 
efficiency, etc. Pic. 1 shows the most common and 
productive system view of the organization as an open 
system «input – output».
Traditionally, it is assumed that a static picture of 
the observed causal relationship between input and 
output variables can be described quite accurately 
with the help of the generalized production function 
Y = F(q1, … ,qn) that characterizes the technological 
relationship between value (goods and services) 
created by the organization and the costs incurred by 
economic factors. And despite a certain controversy, 
of «two Cambridges « [3], the concept of the 
production function remains one of the very 
constructive mathematical schemes and models for 
economic analysis and forecasting at the macro and 
micro levels. [4] Of particular value is its «engineering» 
component, which plays an important role in the 
theory and techniques of economic analysis and 
control [5].
The theory of the firm postulates the existence of 
a special economic area (convex subsets of costs), 
at the points of which the production function 
1 nY = F(q , … , q ) s a t i s f i e s  t h e  c o n d i t i o n s 
2 2/ 0, / 0, 1,..., ,j jF q F q j n∂ ∂ > ∂ ∂ < =  [6]. The first of 
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