Abstract. In a recent paper, Backelin, West and Xin describe a map φ * that recursively replaces all occurrences of the pattern k . . . 21 in a permutation σ by occurrences of the pattern (k − 1) . . . 21k. The resulting permutation φ * (σ ) contains no decreasing subsequence of length k. We prove that, rather unexpectedly, the map φ * commutes with taking the inverse of a permutation.
Introduction
Let π = π 1 π 2 . . . π n be a permutation of length n. Let τ = τ 1 . . . τ k be another permutation. An occurrence of τ in π is a subsequence π i 1 . . . π i k of π that is order-isomorphic to τ . For instance, 246 is an occurrence of τ = 123 in π = 251436. We say that π avoids τ if π contains no occurrence of τ . For instance, the above permutation π avoids 1234. The set of permutations of length n is denoted by S n , and S n (τ ) denotes the set of τ -avoiding permutations of length n.
The idea of systematically studying pattern avoidance in permutations appeared in the mid-eighties [19] . The main problem in this field is to determine S n (τ ), the cardinality of S n (τ ), for any given pattern τ . This question has subsequently been generalized and refined in various ways (see for instance [1, 4, 7, 16] , and [15] for a recent survey). However, relatively little is known about the original question. The case of patterns of length 4 is not yet completed, since the pattern 1324 still remains unsolved. See [5, 8, 20, 21, 24] for other patterns of length 4.
For length 5 and beyond, all the solved cases follow from three important generic results. The first one, due to Gessel [8, 9] , gives the generating function of the numbers S n (12 . .
. k).
The second one, due to Stankova and West [22] , states that S n (231τ ) = S n (312τ ) for any pattern τ on {4, 5, . . . , k}. The third one, due to Backelin, West and Xin [3] , shows that S n (12 . . . kτ ) = S n (k . . . 21τ ) for any pattern τ on the set {k + 1, k + 2, . . . , }. In the present paper an analogous result is established for pattern-avoiding involutions. We denote by I n (τ ) the set of involutions avoiding τ , and by I n (τ ) its cardinality.
The systematic study of pattern avoiding involutions was also initiated in [19] , continued in [8, 10] for increasing patterns, and then by Guibert in his thesis [11] . Guibert discovered experimentally that, for a surprisingly large number of patterns τ of length 4, I n (τ ) is the nth Motzkin number:
This was already known for τ = 1234 (see [17] ), and consequently for τ = 4321, thanks to the properties of the Schensted correspondence [18] . Guibert explained all the other instances of the Motzkin numbers, except for two of them: 2143 and 3214. However, he was able to describe a two-label generating tree for the class I n (2143). Several years later, the Motzkin result for the pattern 2143 was at last derived from this tree: first in a bijective way [12] , then using generating functions [6] . No simple generating tree could be described for involutions avoiding 3214, and it was only in 2003 that Jaggard [14] gave a proof of this final conjecture, inspired by [2] . More generally, he proved that for k = 2 or 3, I n (12 . . . kτ ) = I n (k . . . 21τ ) for all τ . He conjectured that this holds for all k, which we prove here. We derive this from another result, which may be more interesting than its implication in terms of forbidden patterns. This result deals with a transformation φ * that was defined in [3] to prove that S n (12 . . . kτ ) = S n (k . . . 21τ ). This transformation acts not only on permutations, but on more general objects called full rook placements on a Ferrers shape (see Section 2 for precise definitions). The map φ * may, at first sight, appear as an ad hoc construction, but we prove that it has a remarkable, and far from obvious, property: it commutes with taking the inverse of a permutation, and more generally with the corresponding diagonal reflection of a full rook placement. (By the inverse of a permutation π we mean the map that sends π, seen as a bijection, to its inverse.)
The map φ * is defined by iterating a transformation φ, which chooses a certain occurrence of the pattern k . . . 21 and replaces it by an occurrence of (k − 1) . . . 21k. The map φ itself does not commute with taking the inverse of a permutation, and our proof of the commutation theorem is actually quite complicated.
This strongly suggests that we need a better description of the map φ * , on which the commutation theorem would become obvious. By analogy, let us recall what happened for the Schensted correspondence: the fact that taking the inverse of permutations exchanges the two tableaux only became completely clear with Viennot's description of the correspon-dence [23] .
Actually, since the Schensted correspondence has nice properties regarding the monotone subsequences of permutations, and provides one of the best proofs of the identity I n (12 . . . k) = I n (k . . . 21) , we suspect that the map φ * might be related to this correspondence, or to an extension of it to rook placements.
Wilf equivalence for involutions
One of the main implications of this paper is the following. This theorem was proved by Jaggard for k = 2 and k = 3 [14] . It is the analogue, for involutions, of a result recently proved by Backelin, West and Xin for permutations [3] . Thus it is not very surprising that we follow their approach. This approach requires looking at pattern avoidance for slightly more general objects than permutations, namely, full rook placements on a Ferrers board.
In what follows, λ will be an integer partition, which we represent as a Ferrers board ( Figure 1) . A full rook placement, or a placement for short, is a board λ, together with a distribution of dots on λ, such that every row and every column of λ contains exactly one dot. This implies that the board has as many rows as columns.
Each cell of the board will be denoted by its coordinates: in the first placement of Figure 1 , there is a dot in the cell (1, 4) . If the placement has n dots, we associate with it a permutation π of S n , defined by π (i) = j if there is a dot in the cell (i, j). The permutation corresponding to the first placement of Figure 1 is π = 4312. This induces a bijection between placements on the n × n square and permutations of S n .
The inverse of a placement p on the board λ is the placement p obtained by reflecting p and λ with respect to the main diagonal; it is thus a placement on the conjugate of λ, usually denoted by λ . This terminology is of course an extension to placements of the classical Figure 1 . A full rook placement on a Ferrers board, and its inverse. terminology for permutations.
Definition 2
Let p be a placement on the board λ, and let π be the corresponding permutation. Let τ be a permutation of S k . We say that p contains τ if there exists in π an occurrence π i 1 π i 2 . . . π i k of τ such that the corresponding dots are contained in a rectangular sub-board of λ. In other words, the cell with coordinates (i k , max j π i j ) must belong to λ.
The placement of Figure 1 contains the pattern 12, but avoids the pattern 21, even though the associated permutation π = 4312 contains several occurrences of 21. We denote by S λ (τ ) the set of placements on λ that avoid τ . If λ is self-conjugate, we denote by I λ (τ ) the set of symmetric (that is, self-inverse) placements on λ that avoid τ . We denote by S λ (τ ) and I λ (τ ) the cardinalities of these sets.
In [2, 3, 22] , it was shown that the notion of pattern avoidance in placements is well suited to deal with prefix exchanges in patterns. This was adapted by Jaggard [14] 
Hence Theorem 1 will be proved if we can prove that I λ (12 . . . k) = I λ (k . . . 21) for any self-conjugate shape λ. A simple induction on k, combined with Proposition 3, shows that it is actually enough to prove the following:
A similar result was proved in [3] for general (asymmetric) placements: for every shape λ, one has S λ (k . . . 21) = S λ ((k − 1) . . . 21k). The proof relies on the description of a recursive bijection between the sets S λ (k . . . 21) and S λ ((k − 1) . . . 21k). What we prove here is that this complicated bijection actually commutes with taking the inverse of a placement and this implies Theorem 4.
But let us first describe (and slightly generalize) the transformation defined by Backelin, West and Xin [3] . This transformation depends on k, which from now on is supposed to be fixed. Since Theorem 4 is trivial for k = 1, we assume k ≥ 2.
Definition 5 (The transformation φ) Let p be a placement containing k . . . 21, and let π be the associated permutation. To each occurrence of k . . . 21 in p, there corresponds a decreasing subsequence of length k in π . The A-sequence of p, denoted by A( p), is the smallest of these subsequences for the lexicographic order.
The corresponding dots in p form an occurrence of k . . . 21. Rearrange these dots cyclically so as to form an occurrence of (k − 1) . . . 21k. The resulting placement is defined to be φ( p).
If p avoids k . . . 21, we simply define φ( p) := p. The transformation φ is also called the A-shift. An example is provided by Figure 2 (the letters of the A-sequence are underlined, and the corresponding dots are black). It is easy to see that the A-shift decreases the inversion number of the permutation associated with the placement (details will be given in the proof of Corollary 11). This implies that after finitely many iterations of φ, there will be no more decreasing subsequences of length k in the placement. We denote by φ * the iterated transformation, that recursively transforms every pattern k . . . 21 into (k − 1) . . . 21k. For instance, with the permutation π = 7 4 6 3 5 2 1 of Figure 2 and k = 4, we find π = 7 4 6 3 5 2 1 → 7 3 6 2 5 1 4 → 3 2 6 1 5 7 4 = φ * (π ).
The main property of φ * that was proved and used in [3] is the following:
The key to our paper is the following rather unexpected theorem. and we observe that The fact that the A-sequence can be defined in two different ways will be used very often in the paper.
2. At this stage, we have reduced the proof of Theorem 1 to the proof of the global commutation theorem, Theorem 7.
From local commutation to global commutation
In order to prove that φ * commutes with the taking the inverse of placements, it would naturally be tempting to prove that φ itself commutes with this operation. However, this is not the case, as shown above. Given a placement p and its inverse p , we thus want to know how the placements φ( p) and φ( p ) differ.
Definition 8
For any shape λ and any placement p on λ, we define ψ( p) by
Thus ψ( p) is also a placement on λ.
In other words, ψ( p) is obtained by flipping p around the diagonal, then applying φ, and flipping the resulting placement back. In what follows, when we invoke a symmetry argument we are referring to the symmetry underlying the above definition. Note that 
For instance, for the permutation of Figure 2 and k = 4, we have the following commutative diagram, in which the underlined (resp. overlined) letters correspond to the A-sequence (resp. B-sequence):
A classical argument, which is sometimes stated in terms of locally confluent and globally confluent rewriting systems (see [13] and references therein), will show that Theorem 10 implies ψ * = φ * , and actually the following more general corollary.
Corollary 11 Let p be a placement. Any iterated application of the transformations φ and ψ yields ultimately the same placement, namely φ * ( p). Moreover, all the minimal sequences of transformations that yield φ * ( p) have the same length.
Before we prove this corollary, let us illustrate it. We think of the set of permutations of length n as the set of vertices of an oriented graph, the edges of which are given by the maps φ and ψ. Figure 3 shows a connected component of this graph. The dotted edges represent φ while the plain edges represent ψ. The dashed edges correspond to the cases where φ and ψ coincide. We see that all the paths that start at a given point converge to the same point. Proof: For any placement p, define the inversion number of p as the inversion number of the associated permutation π (that is, the number of pairs (i, j) such that i < j and π i > π j ). Assume p contains at least one occurrence of k . . . 21, and let i 1 < · · · < i k be the positions (abscissae) of the elements of the A-sequence of p. It is straightforward to
In particular, inv(φ( p)) < inv( p). By symmetry, together with the fact that inv(π
We encode the compositions of the maps φ and ψ by words on the alphabet {φ, ψ}. For instance, if u is the word φψ 2 , then u( p) = φψ 2 ( p). Let us prove, by induction on inv( p), the following two statements: By assumption, neither u nor v is the empty word. Let f (resp. g) be the rightmost letter of u (resp. v), that is, the first transformation that is applied to p in the evaluation of u( p) (resp.
If u and v are two words such that u( p) and v(
, let q be the placement f ( p). Given that inv(q) < inv( p), and that the placements u( p) = u (q) and v( p) = v (q) avoid k . . . 21, both statements follow by induction.
If
, we may assume, without loss of generality, that f = φ and g = ψ.
. This proves the first statement. If u and v are minimal for p, then so are u and v for q 1 and q 2 respectively. By the first statement of Theorem 10, q 1 and Note. We have reduced the proof of Theorem 1 to the proof of the local commutation theorem, Theorem 10. The last two sections of the paper are devoted to this proof, which turns out to be unexpectedly complicated. There is no question that one needs to find a more illuminating description of φ * , or of φ • ψ, which makes Theorems 7 and 10 clear.
The local commutation for permutations
In this section, we prove that the local commutation theorem holds for permutations (it will be extended to placements in the next section). This will be done by a long sequence of lemmas and propositions that combine to prove local commutation, in Theorem 32. First, in Section 4.1, we introduce some definitions and prove some technical lemmas that we then use in Section 4.2 to show what happens to various parts of a permutation under the A-shift and the B-shift. The composition of the two shifts is described in Section 4.3.
To begin with, let us study a big example, and use it to describe the contents and the structure of this section. This example is illustrated in Figure 4 . Observe that the intersection of A(π) and B(π ) (delimited by '/') consists of the letters 15 14 12 10 9 7, and that they are consecutive both in A(π ) and B(π ). Also, B contains more letters than A before this intersection, while A contains more letters than B after the intersection. We prove that this is always true in Section 4.1 below (Propositions 21 and 22). 2. Let us now apply the B-shift to π . One finds: 19 16 18 15 13 14 11 12 10 8 9 7 4 2 21 6 5 3 1. The new A-sequence is now A(ψ(π )) = 17 16/15 13 11 10 8 7/6 5 3 1. Observe that all the letters of A(π) that were before or after the intersection with B(π ) are still in the new A-sequence, as well as the first letter of the intersection. We prove that this is always true in Section 4.2 (Propositions 28 and 29). In this example, the last letter of the intersection is still in the new A-sequence, but this is not true in general. By symmetry with respect to the main diagonal, after the A-shift, the letters of B that were before or after the intersection are in the new B-sequence, as well as the first letter of A following the intersection (Corollary 30). This can be checked on our example: 21 20 15 19 18 13 14 11 12 10 8 9 7 6 4 2 5 3 1 Figure 4) . This is not a coincidence; we prove in Section 4.3 that this always holds (Proposition 31). 4. We finally combine all these properties to describe explicitly how the maps φ • ψ and ψ • φ act on a permutation π, and conclude that they yield the same permutation if the A-and B-sequences of π do not coincide (Theorem 32).
The A-sequence and the B-sequence
Definition 12 (Labels) Let π = π 1 π 2 . . . π n be a permutation. For 1 ≤ i ≤ n, let i be the maximal length of a decreasing subsequence in π that starts at π i . The length sequence, or -sequence, of π is (π ) = 1 2 . . . n . Alternatively, it can be defined recursively as follows: n = 1 and, for i < n,
where the maximum is taken over all m > i such that π m < π i . We refer to the entries of the -sequence as labels and say that the label i is associated to the letter π i in π . Also, if x = π i then, abusing notation, we let (
Here is an example, where we have written the label of π i below π i for each i: 4 9 1 8 5 6 2 2 3 2 4 1 3 2 2 1 The subsequence of (π) associated to 741 is 3, 2, 1.
Lemma 13
The subsequence of (π ) associated to a decreasing subsequence x m . . . 
Lemma 16 The successor sequence of x is a decreasing sequence.
Proof: By definition of the labels, one of the letters labelled (x) − 1 that are to the right of x is smaller than x. By Lemma 14, the leftmost of them, that is, the label successor of x, is smaller than x.
Let us now rephrase, in terms of permutations, the definitions of the A-sequence and B-sequence (Definition 5 and Lemma 9). The three simple lemmas above, as well as Lemma 17 below, will be used frequently, but without specific mention, in the remainder of this section. From now on we denote by  A = a k . . . a 1 and B = b k . . . b 1 the A-and B- sequences of π . Strictly speaking, A should be denoted A(π ) (and likewise for B), and occasionally we will use this notation, when ambiguity could otherwise arise. The next lemma characterizes the A-sequence in terms of labels.
Lemma 17
The letter a k is the leftmost letter in π with label k and, for i < k, a i is the first letter after a i+1 that has label i. In particular, the A-sequence of π is the successor sequence of a k , and the subsequence of (π ) associated to A(π ) is k,k − 1, . . . , 1.
Proof: Clearly, the label of a k must be at least k. If it is larger than k, then the label successor of a k is smaller than a k and is the first letter of a decreasing sequence of length k, a contradiction. Hence the label of a k must be exactly k. Now given that a k has to be as small as possible, Lemma 14 implies that a k is the leftmost letter having label k.
We then proceed by decreasing induction on i. Since a i is smaller than, and to the right of, a i+1 , its label must be at most i. Since a k . . . a i is the prefix of a decreasing sequence of length k, the label of a i must be at least i, and hence, exactly i. Since we want a i to be as small as possible, it has to be the first letter after a i+1 with label i (Lemma 14).
The following lemma, and some variations of its argument, will be used several times in what follows. 
Lemma 18
Given that the x i form a successor sequence, while the labels of B are strictly decreasing, the above two inequalities imply that x r . . . The preceding proposition will be used implicitly in the remainder of this section. Let us now assume that the two sequences do not intersect. By definition of the A- 
Proposition 22 If A and B intersect but do not coincide, then the A-sequence contains more letters than the B-sequence after the intersection and the B-sequence contains more letters than the
sequence, a k < b k . If b k precedes a k , then (b k ) > (a k ) = k, another contradiction.
The A-sequence after the B-shift
We still denote by A = a k . . . a 1 and B = b k . . . b 1 the A-and B-sequences of a permutation π. Recall that the B-shift performs a cyclic shift of the elements of the B-sequence, and is denoted ψ. We begin with a sequence of lemmas that tell us how the labels evolve during the B-shift. 
Lemma 24 (The order of

Proof:
We first show that a k is the first letter of A(ψ(π )). Suppose not. Let x be the first letter of the new A-sequence. Then x has label k in ψ(π ) and is smaller than a k , since a k still has label k in ψ(π), by Lemma 26. Since x was already smaller than a k in π , it means that the label of x has changed during the B-shift (otherwise it would have been the starting point of the original A-sequence). By Lemma 25, the label of x has actually decreased. In other words, the label of x is larger than k in π . But then the successor sequence of x in π must contain a letter with label k, and this letter is smaller than x and hence smaller than a k , which contradicts the choice of a k . Thus the first letter of the new A-sequence is a k .
We now prove that no letter can be the first (leftmost) letter that replaces one of the letters a k−1 , . . . , a i in the new A-sequence. Assume that the A-sequence of ψ(π ) starts with a k . . . a p+1 x, with i ≤ p < k and x = a p . Then x has label p in ψ(π ), and a p has label p as well (Lemma 26). Since x is chosen in A(ψ(π )) instead of a p , this means that a k , . . . , a p+1 , x, a p come in this order in ψ(π ), and that x < a p . Let us prove that the letters a k , . . . , a p+1 , x, a p also come in this order in π . Since a k , . . . , a p+1 do not belong to B, they cannot have moved during the shift, so it is clear that x follows a p+1 in π . Moreover, x must precede a p in π , otherwise we would have p = (a p ) > (x) in π , contradicting Lemma 25.
Thus a k , . . . , a p+1 , x, a p come in this order in π , and Lemma 25 implies that (x) ≥ p in π. By definition of the A-sequence, (x) cannot be equal to p. Hence (x) > p, which forces (a p+1 ) > p + 1, a contradiction.
Since no letter can be the first letter replacing one of a k−1 , . . . , a i+1 , a i in the new Asequence, these letters form the prefix of the new A-sequence.
The example presented at the beginning of this section shows that the next letter of the A-sequence, namely a i−1 , may not belong to the A-sequence after the B-shift. 
The composition of φ and ψ
We have seen that the beginning and the end of the A-sequence are preserved after the B-shift. By symmetry, we obtain a similar result for the B-sequence after the A-shift. Proof: This follows from Propositions 28 and 29, together with symmetry. Namely, since by Proposition 28 the first (largest) letter of the intersection still belongs to the A-sequence after the B-shift, the place of the last (smallest) letter of the intersection still belongs to the B-sequence after the A-shift. After the A-shift, the letter in this place is a d−1 . The rest of the claim follows directly from symmetry, together with the propositions mentioned.
It remains to describe how the intersection of the A-and B-sequences is affected by the two respective shifts. In short, we will show that the intersection is affected in the same way, regardless of the order in which we perform the two shifts. 
Local commutation: from permutations to rook placements
The aim of this section is to derive the local commutation for placements (Theorem 10) from the commutation theorem for permutations (Theorem 32). We begin with a few simple definitions and lemmas. In the following lemmas, p is supposed to be a placement on the board λ, containing the pattern k . . . 21. In what follows, the definitions of the A-and B-sequences, and of the maps ψ and φ, are extended in a straightforward manner to partial rook placements (some rows and columns may contain no dot). We extend them similarly to words with distinct letters. Proof: By Corollary 35, we can assume that R is included in λ. By Lemma 36, we can assume that λ = R, which concludes the proof.
Lemma 33 Let c be a corner cell of λ that does not contain a dot and is not contained in R
We shall denote by p R the (partial) placement obtained from p R by deleting all rows above R and all columns to the right of R (third placement in Figure 6 ). The following proposition is the last technical difficulty we meet in the proof of the commutation theorem. Now let x k . . . x 1 be the A-sequence of ψ( p), and assume that x k = a k (which implies that x k < a k ). We will derive from this assumption a contradiction, which will complete the proof.
Lemma 38
If none of the values x j were in B( p), then they would form an occurrence of k . . . 21 in p, which would be smaller than a k . . . a 1 , a contradiction. Hence at least one of the x j is in B( p). Let x = b m (resp. x i+1 = b j ) be the leftmost (resp. rightmost) of these. Then x k , . . . , x +1 and x i , . . . , x 1 are in the same places in p as in ψ( p).
We consider two cases: Case 1. Suppose first that one of the x r , for 1 ≤ r ≤ i, lies "above" the B-sequence in p. By this we mean that there exists an s such that b s < x r and b s precedes x r in p. Let r ≤ i be maximal such that x r satisfies this condition. Let s be maximal such that b s satisfies this condition for x r . Clearly, s < k, because b s < x r < x k < a k < b k .
The maximality of s implies that b s+1 > x r . In fact, b s+1 is the smallest element of B that is larger than x r . Consider, in p, the decreasing sequence It is an occurrence of a decreasing pattern, which, given that x k < a k , cannot be as long as a k . . . a 1 . That is,
Assume for the moment that r < i. By maximality of r , we know that x r +1 precedes b s in p. Let We are finally ready for a proof of the local commutation theorem, which we restate. 
