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Preface
These notes are about ridge functions. Recent years have witnessed a flurry
of interest in these functions. Ridge functions appear in various fields and
under various guises. They appear in fields as diverse as partial differential
equations (where they are called plane waves), computerized tomography
and statistics. These functions are also the underpinnings of many central
models in neural networks.
We are interested in ridge functions from the point of view of approxi-
mation theory. The basic goal in approximation theory is to approximate
complicated objects by simpler objects. Among many classes of multivariate
functions, linear combinations of ridge functions are a class of simpler func-
tions. These notes study some problems of approximation of multivariate
functions by linear combinations of ridge functions. We present here various
properties of these functions. The questions we ask are as follows. When
can a multivariate function be expressed as a linear combination of ridge
functions from a certain class? When do such linear combinations represent
each multivariate function? If a precise representation is not possible, can
one approximate arbitrarily well? If well approximation fails, how can one
compute/estimate the error of approximation, know that a best approxima-
tion exists? How can one characterize and construct best approximations?
We also study properties of generalized ridge functions, which are very much
related to linear superpositions and Kolmogorov’s famous superposition the-
orem. These notes end with a few applications of ridge functions to the
problem of approximation by single and two hidden layer neural networks
with a restricted set of weights.
We hope that these notes will be useful and interesting to both researchers
and students.
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Introduction
Recent years have seen a growing interest in the study of special multivariate
functions called ridge functions. A ridge function, in its simplest format, is a
multivariate function of the form g (a · x), where g : R → R, a = (a1, ..., ad)
is a fixed vector (direction) in Rd\ {0}, x = (x1, ..., xd) is the variable and
a ·x is the standard inner product. In other words, a ridge function is a mul-
tivariate function constant on the parallel hyperplanes a·x = c, c ∈ R. These
functions arise naturally in various fields. They arise in computerized tomog-
raphy (see, e.g., [72-74,97,106,111]), in statistics (see, e.g., [13,14,27,33,42])
and neural networks (see, e.g., [22,58,90,94,100,119,123,125]). These func-
tions are also used in modern approximation theory as an effective and con-
venient tool for approximating complicated multivariate functions (see, e.g.,
[38,57,66,101,114,118,137]).
It should be remarked that long before the appearance of the name
“ridge”, these functions have been used in the theory of partial differen-
tial equations under the name of plane waves (see, e.g., [69]). For example,
assume that (αi, βi), i = 1, ..., r, are pairwise linearly independent vectors
in R2. Then the general solution to the homogeneous partial differential
equation
r∏
i=1
(
αi
∂
∂x
+ βi
∂
∂y
)
u (x, y) = 0
are all functions of the form
u(x, y) =
r∑
i=1
gi (βix− αiy)
for arbitrary continuous univariate functions gi, i = 1, ..., r. Here the deriva-
tives are understood in the sense of distributions.
The term “ridge function” was coined by Logan and Shepp in their sem-
inal paper [97] devoted to the basic mathematical problem of computerized
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tomography. This problem consists of reconstructing a given multivariate
function from values of its integrals along certain straight lines in the plane.
The integrals along parallel lines can be considered as a ridge function. Thus,
the problem is to reconstruct f from some set of ridge functions generated
by the function f itself. In practice, one can consider only a finite number of
directions along which the above integrals are taken. Obviously, reconstruc-
tion from such data needs some additional conditions to be unique, since
there are many functions g having the same integrals. For uniqueness, Lo-
gan and Shepp [97] used the criterion of minimizing the L2 norm of g. That
is, they found a function g(x, y) with the minimum L2 norm among all func-
tions, which has the same integrals as f . More precisely, let D be the unit
disk in the plane and an unknown function f(x, y) be square integrable and
supported on D. We are given projections Pf(t, θ) (integrals of f along the
lines x cos θ + y sin θ = t) and looking for a function g = g(x, y) of mini-
mum L2 norm, which has the same projections as f : Pg(t, θj) = Pf(t, θj),
j = 0, 1, ..., n− 1, where the angles θj generate equally spaced directions, i.e.
θj =
jpi
n
, j = 0, 1, ..., n− 1. The authors of [97] showed that this problem of
tomography is equivalent to the problem of L2-approximation of the function
f by sums of ridge functions with the equally spaced directions (cos θj , sin θj),
j = 0, 1, ..., n−1. They gave a closed-form expression for the unique function
g(x, y) and showed that the unique polynomial P (x, y) of degree n−1 which
best approximates f in L2(D) is determined from the above n projections of
f and can be represented as a sum of n ridge functions.
Kazantsev [72] solved the above problem of tomography without requiring
that the considered directions are equally spaced. Marr [106] considered the
problem of finding a polynomial of degree n − 2, whose projections along
lines joining each pair of n equally spaced points on the circumference of D
best matches the given projections of f in the sense of minimizing the sum
of squares of the differences. Thus we see that the problems of tomography
give rise to an independent study of approximation theoretic properties of
the following set of linear combinations of ridge functions:
R (a1, ..., ar) = { r∑
i=1
gi
(
ai · x) : gi : R→ R, i = 1, ..., r
}
,
where directions a1, ..., ar are fixed and belong to the d-dimensional Euclidean
space. Note that the set R (a1, ..., ar) is a linear space.
Ridge function approximation also appears in statistics in Projection Pur-
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suit. This term was introduced by Friedman and Tukey [32] to name a tech-
nique for the explanatory analysis of large and multivariate data sets. This
technique seeks out “interesting” linear projections of the multivariate data
onto a line or a plane. Projection Pursuit algorithms approximate a multi-
variate function f by sums of ridge functions with variable directions, that
is, by functions from the set
Rr =
{
r∑
i=1
gi
(
ai · x) : ai ∈ Rn \ {0}, gi : R→ R, i = 1, ..., r
}
.
Here r is the only fixed parameter, directions a1, ..., ar and functions g1, ..., gr
are free to choose. The first method of such approximation was developed by
Friedman and Stuetzle [33]. Their approximation process called Projection
Pursuit Regression (PPR) operates in a stepwise and greedy fashion. The
process does not find a best approximation from Rr, it algorithmically con-
structs functions gr ∈ Rr, such that ‖gr − f‖L2 → 0, as r →∞. At stage m,
PPR looks for a univariate function gm and direction a
m such that the ridge
function gm (a
m · x) best approximates the residual f(x) −
m−1∑
j=1
gj (a
j · x).
Projection pursuit regression has been proposed as an approach to bypass
the curse of dimensionality and now is applied to prediction in applied sci-
ences. In [13,14], Candes developed a new approach based not on stepwise
construction of approximation but on a new transform called the ridgelet
transform. The ridgelet transform represents general functions as integrals
of ridgelets – specifically chosen ridge functions.
The significance of approximation by ridge functions is well understood
from its role in the theory of neural networks. Ridge functions appear in the
definitions of many central neural network models. It is a broad knowledge
that neural networks are being successfully applied across an extraordinary
range of problem domains, in fields as diverse as finance, medicine, engi-
neering, geology and physics. Generally speaking, neural networks are being
introduced anywhere that there are problems of prediction, classification or
control. Thus not surprisingly, there is a great interest to this powerful and
very popular area of research (see, e.g., [119] and a great deal of references
therein). An artificial neural network is a way to perform computations
using networks of interconnected computational units vaguely analogous to
neurons simulating how our brain solves them. An artificial neuron, which
forms the basis for designing neural networks, is a device with d real inputs
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and an output. This output is generally a ridge function of the given inputs.
In mathematical terms, a neuron may be described as
y = σ(w · x− θ),
where x = (x1, ..., xd) ∈ Rd are the input signals, w = (w1, ..., wd) ∈ Rd are
the synaptic weights, θ ∈ R is the bias, σ is the activation function and y
is the output signal of the neuron. In a layered neural network the neurons
are organized in the form of layers. We have at least two layers: an input
and an output layer. The layers between the input and the output layers (if
any) are called hidden layers, whose computation nodes are correspondingly
called hidden neurons or hidden units. The output signals of the first layer
are used as inputs to the second layer, the output signals of the second
layer are used as inputs to the third layer, and so on for the rest of the
network. Neural networks with this kind of architecture is called a Multilayer
Feedforward Perceptron (MLP). This is the most popular model among other
neural network models. In this model, a neural network with a single hidden
layer and one output represents a function of the form
r∑
i=1
ciσ(w
i·x− θi).
Here the weights wi are vectors in Rd, the thresholds θi and the coefficients
ci are real numbers and the activation function σ is a univariate function.
We fix only σ and r. Note that the functions σ(wi·x−θi) are ridge functions.
Thus it is not surprising that some approximation theoretic problems related
to neural networks have strong association with the corresponding problems
of approximation by ridge functions.
It is clear that in the special case, linear combinations of ridge func-
tions turn into sums of univariate functions. This is also the simplest case.
The simplicity of the approximation apparatus itself guarantees its utility in
applications where multivariate functions are constant obstacles. In math-
ematics, this type of approximation has arisen, for example, in connection
with the classical functional equations [11], the numerical solution of cer-
tain PDE boundary value problems [9], dimension theory [132,133], etc. In
computer science, it arises in connection with the efficient storage of data in
computer databases (see, e.g., [140]). There is an interesting interconnection
between the theory of approximation by univariate functions and problems
of equilibrium construction in economics (see [136]).
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Linear combinations of ridge functions with fixed directions allow a nat-
ural generalization to functions of the form g(α1(x1) + · · ·+ αn(xn)), where
αi(xi), i = 1, n, are real univariate functions. Such a generalization has a
strong association with linear superpositions. A linear superposition is a
function expressed as the sum
r∑
i=1
gi(hi(x)), x ∈ X,
where X is any set (in particular, a subset of Rd), hi : X → R, i = 1, ..., r,
are arbitrarily fixed functions, and gi : R→ R, i = 1, ..., r. Note that here we
deal with more complicated composition than the composition of a univariate
function with the inner product. A starting point in the study of linear
superpositions was the well known superposition theorem of Kolmogorov
[83] (see also the paper on Kolmogorov’s works by Tikhomirov [139]). This
theorem states that for the unit cube Id, I = [0, 1], d ≥ 2, there exist 2d+ 1
functions {sq}2d+1q=1 ⊂ C(Id) of the form
sq(x1, ..., xd) =
d∑
p=1
ϕpq(xp), ϕpq ∈ C(I), p = 1, ..., d, q = 1, ..., 2d+ 1
such that each function f ∈ C(Id) admits the representation
f(x) =
2d+1∑
q=1
gq(sq(x)), x = (x1, ..., xd) ∈ Id, gq ∈ C(R).
Thus, any continuous function on the unit cube can be represented as a linear
superposition with the fixed inner functions s1, ..., s2d+1. In literature, these
functions are called universal functions or the Kolmogorov functions. Note
that all the functions gq(sq(x)) in the Kolmogorov superposition formula are
general ridge functions, since each sq is a sum of univariate functions.
In these notes, we consider some problems of approximation of multivari-
ate functions by linear combinations of ridge functions with fixed directions,
general ridge functions and feedforward neural networks. The notes consist
of four chapters.
Chapter 1 is devoted to the approximation from some sets of ridge func-
tions with arbitrarily fixed directions in C and L2 metrics. First, we study
problems of representation of multivariate functions by linear combinations
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of ridge functions. Then, in case of two fixed directions and under suitable
conditions, we give complete solutions to three basic problems of uniform ap-
proximation, namely, problems on existence, characterization, and construc-
tion of a best approximation. We also study problems of well approximation
(approximation with arbitrarily small degree of accuracy) and representation
of continuous multivariate functions by sums of two continuous ridge func-
tions. The reader will see the main difficulties and remained open problems
in the uniform approximation by sums of more than two ridge functions. For
L2 approximation, a number of summands does not play such an essential
role as it plays in the uniform approximation. In this case, it is known that
a best approximation always exists and unique. For some special domains
in Rd, we characterize and then construct the best approximation. We also
give an explicit formula for the approximation error.
Chapter 2 is devoted to the simplest type of ridge functions – univariate
functions. Note that a ridge function depends only on one variable if its direc-
tion coincides with the coordinate direction. Thus, in case of coincidence of
all given directions with the coordinate directions, the problem of ridge func-
tion approximation turns into the problem of approximation of multivariate
functions by sums of univariate functions. In this chapter, we first consider
the approximation of a bivariate function f(x, y) by sums ϕ(x) + ψ(y) on a
rectangular domain R. We construct special classes of continuous functions
depending on a numerical parameter and characterize each class in terms
of the approximation error calculation formulas. This parameter will show
which points of R the calculation formula involves. We will also construct a
best approximating sum ϕ0(x)+ψ0(y) to a function from constructed classes.
Then we develop a method for obtaining explicit formulas for the error of
approximation of bivariate functions, defined on a union of rectangles, by
sums of univariate functions. It should be remarked that formulas of such
type were known only for functions defined on a rectangle with sides parallel
to the coordinate axes. Our method, based on a maximization process over
certain objects, called “closed bolts”, allows the consideration of functions
defined on hexagons, octagons and stairlike polygons with sides parallel to the
coordinate axes. At the end of this chapter we discuss one important result
from Golomb’s paper [37]. This paper, published in 1959, made a start of a
systematic study of approximation of multivariate functions by various com-
positions, including sums of univariate functions. In [37], along with many
other results, Golomb obtained a duality formula for the error of approxima-
tion to a multivariate function from the set of sums of univariate functions.
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Unfortunately, his proof had a gap, which was 24 years later pointed out
by Marshall and O’Farrell [107]. But the question if Golomb’s formula was
correct, remained unsolved. In Chapter 2, we show that Golomb’s formula
is correct, and moreover it holds in a stronger form.
Chapter 3 tells us about some problems concerning general ridge functions
g(α1(x1) + · · · + αn(xn)) and linear superpositions. We consider the prob-
lem of representation of general functions by linear superpositions. We show
that if some representation by linear superpositions, in particular by linear
combinations of general ridge functions, holds for continuous functions, then
it holds for all functions. This leads us to extensions of many superpositions
theorems (such as the well-known Kolmogorov superposition theorem, Os-
trand’s superposition theorem, etc.) from continuous to arbitrarily behaved
multivariate functions. Concerning general ridge functions, we see that every
multivariate function can be written as a general ridge function or as a sum
of finitely many such functions.
Chapter 4 is about neural network approximation. We consider a single
and two hidden layer feedforward neural network models with a restricted
set of weights. Such network models are important from the point of view of
practical applications. We study approximation properties of single hidden
layer neural networks with weights varying on a finite set of directions and
straight lines. We give several necessary and sufficient conditions for well
approximation by such networks. For a set of weights consisting of two
directions (and two straight lines), we show that there is a geometrically
explicit solution to the problem. We also obtain a sufficient condition for a
such network to be a best approximation (or extremal network). Regarding
two hidden layer feedforward neural networks, we prove that two hidden
layer neural networks with d inputs, d neurons in the first hidden layer,
2d+2 neurons in the second hidden layer and with a specifically constructed
sigmoidal and infinitely differentiable activation function can approximate
any continuous multivariate function with arbitrary precision. We see that
for such approximation a finite number of fixed weights (precisely, d fixed
weights) are sufficient.
There are topics related to ridge functions that are not presented here.
The glaring omission is that of smoothness in ridge function representation,
i.e., smoothness of each ridge function component if a finite linear combina-
tion of them is smooth. See [12,117] for a precise exposition of the problem
and [1,2,86-88,120] for the corresponding results. We also do not address, for
example, problems of interpolation on straight lines by ridge functions, linear
11
independence and spanning by linear combinations of ridge monomials in the
spaces of homogeneous and algebraic polynomials of a fixed degree, integral
representations of functions where the kernel is a ridge function. These and
similar topics may be found in the monograph by Pinkus [117].
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Chapter 1
Properties of linear
combinations of ridge functions
In this chapter, we consider approximation-theoretic problems arising in ridge
function approximation. First we review some results on approximation by
sums of ridge functions with both fixed and variable directions. Then we
analyze the problem of representability of an arbitrary multivariate function
by linear combinations of ridge functions with fixed directions. In the special
case of two fixed directions, we characterize a best uniform approximation
from the set of sums of ridge functions with these directions. For a class of
bivariate functions we use this result to construct explicitly a best approxi-
mation. Questions on existence of a best approximation are also studied. We
also study problems of well approximation (approximation with any degree
of accuracy) and representation of continuous multivariate functions by sums
of two continuous ridge functions. The reader will see the main difficulties
and remained open problems in the uniform approximation by sums of more
than two ridge functions. For L2 approximation, a number of summands does
not play such an essential role as it plays in the uniform approximation. In
this case, it is known that a best approximation is always exists and unique.
For some special domains in Rn, we characterize and then construct the best
approximation. We also give an explicit formula for the approximation error.
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1.1 Review of some results on ridge functions
In this section we review some known results on approximation from the sets
R (a1, ..., ar) and Rr.
1.1.1 R (a1, ..., ar) – ridge functions with fixed direc-
tions
It is clear that well approximation (approximation with any degree of ac-
curacy) of a given multivariate function f : X → R from some normed
space by using elements of the set R (a1, ..., ar) is not always possible. The
value of the approximation error depends not only on the approximated func-
tion f but also on geometrical structure of the given set X. For example, if
X has an interior point, then the error of approximation cannot equal to
zero for many functions f /∈ R (a1, ..., ar) (see [95]). This fact gives rise
to some problems on approximate or exact computations of the approxima-
tion error and algorithms for constructing best approximating ridge sums.
Serious difficulties arise when such problems are considered in continuous
function spaces endowed with the uniform norm. For example, consider
the algorithm for constructing a best approximation, called the Diliberto-
Straus algorithm. The essence of this algorithm is as follows. Let X be
a compact subset of Rd and Ai be a best approximation operator from
the space of continuous functions C(X) to the subspace of ridge functions
Gi = {gi (ai · x) : gi ∈ C(R), x ∈ X}, i = 1, ..., r. That is, for each function
f ∈ C(X), the function Aif is a best approximation to f from Gi. Set
Tf = (I −Ar)(I − Ar−1) · · · (I −A1)f,
where I is the identity operator. It is clear that
Tf = f − g1 − g2 − · · · − gr,
where gk is a best approximation from Gk to the function f − g1 − g2 −
· · · − gk−1, k = 1, ..., r. Consider powers of the operator T : T 2, T 3 and so
on. Is the sequence {T nf}∞n=1 convergent? In case of an affirmative answer,
which function is the limit of T nf, as n → ∞ ? One may expect that the
sequence {T nf}∞n=1 converges to f − g∗, where g∗ is a best approximation
fromR (a1, ..., ar) to f . This conjecture was first formulated by Diliberto and
Straus [26] in 1951 for the uniform approximation of a multivariate function,
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defined on the unit cube, by sums of univariate functions (that is, sums of
ridge functions with the coordinate directions). But later it was shown by
Aumann [4] that the algorithm may not converge for the cases r > 2. For
r = 2, the sequence {T nf}∞n=1 converges to f−g0 over certain convex compact
sets X , where g0 is a best approximation from R (a1, a2) (see [61,117]). In
general case, when r > 2 no efficient algorithm is known for a best uniform
approximation from the space R (a1, ..., ar). Note that in L2 metric, the
Diliberto-Straus algorithm converges to the desired function for an arbitrary
number of distinct directions (see [118]).
One of the basic problems concerning the approximation by sums of ridge
functions with fixed directions is the problem of verifying if a given function
f belongs to the space R (a1, ..., ar). This problem has a simple solution if
the space dimension d = 2 and a given function f(x, y) has partial derivatives
up to r-th order. For the representation of f(x, y) in the following form
f(x, y) =
r∑
i=1
gi(aix+ biy),
it is necessary and sufficient that
r∏
i=1
(
bi
∂
∂x
− ai ∂
∂y
)
f = 0. (1.1)
This recipe is valid for all continuous bivariate functions provided that the
derivatives are understood in the generalized sense.
Unfortunately, such simple verification does not carry over to the repre-
sentation f(x) =
r∑
i=1
gi (a
i · x) , x = (x1, ..., xd), if the dimension d > 2. Below
we formulate two results on the representation of a multivariate function by
a sum of ridge functions with fixed directions.
Proposition 1.1 (Diaconis, Shahshahani [25]). Let a1, ..., ar be pairwise
linearly independent vectors in Rd. Let for i = 1, 2, ..., r, H i denote the hyper-
plane {c ∈ Rd: c · ai = 0}. Then a function f ∈ Cr(Rd) can be represented
as
f(x) =
r∑
i=1
gi
(
ai · x)+ P (x),
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where P (x) is a polynomial of degree not more than r, if and only if
r∏
i=1
d∑
s=1
cis
∂f
∂xs
= 0,
for all vectors ci = (ci1, c
i
2, ..., c
i
d) ∈ H i, i = 1, 2, ..., r.
There are examples showing that one cannot simply dispense with the
polynomial P (x) in the above proposition (see [25]). In fact, the polynomial
term is necessary in the proof of the sufficient part of the proposition.
Lin and Pinkus [95] obtained more general result on the representation
by ridge functions. We need some notation to present their theorem. Each
polynomial p(x1, ..., xd) generates the differential operator p(
∂
∂x1
, ..., ∂
∂xd
). Let
P (a1, ..., ar) denote the set of polynomials which vanish on all the lines
{λai, λ ∈ R}, i = 1, ..., r. Obviously, this is an ideal in the ring of all
polynomials. Let Q be the set of polynomials q = q(x1, ..., xd) such that
p( ∂
∂x1
, ..., ∂
∂xd
)q = 0, for all p(x1, ..., xd) ∈ P (a1, ..., ar).
Proposition 1.2 (Lin, Pinkus [95]). Let a1, ..., ar be pairwise linearly
independent vectors in Rd. A function f ∈ C(Rd) can be expressed in the
form
f(x) =
r∑
i=1
gi(a
i · x),
if and only if f belongs to the closure of the linear span of Q.
In [120], A.Pinkus considers the problems of smoothness and uniqueness
in ridge function representation. For a given function f ∈ R (a1, ..., ar), he
poses and answers the following questions. If f belongs to some smoothness
class, what can we say about the smoothness of the functions gi? How many
different ways can we write f as a linear combination of ridge functions?
The above problem of representation of a fixed multivariate function by
ridge functions gives rise to the problem of representation of some classes of
functions by such sums. For example, one may consider the following prob-
lem. Let X be a subset of the d−dimensional Euclidean space. Let C(X),
B(X), T (X) denote the set of continuous, bounded and all real functions
defined on X correspondingly. In the first case, we additionally suppose that
X is a compact set. Let Rc (a1, ..., ar) and Rb (a1, ..., ar) denote the sub-
spaces of R (a1, ..., ar) comprising only sums with continuous and bounded
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terms gi (a
i · x), i = 1, ..., r, correspondingly. The following questions nat-
urally arise: For which sets X, one can claim that C(X) = Rc (a1, ..., ar),
B(X) = Rb (a1, ..., ar), and T (X) = R (a1, ..., ar)? The first two problems in
a more general setting were solved in Sternfeld [131,132] (see also Chapter 3).
The third problem will be solved in the next section. Let us briefly discuss
some results of Sternfeld in compliance with the case of representation by
sums of ridge functions. Let we are given directions a1, ..., ar ∈ Rd\{0} and
a set X ⊆ Rd. A family F = {a1, ..., ar} uniformly separates points of X if
there exists a number 0 < λ ≤ 1 such that for each pair {xj}mj=1, {zj}mj=1 of
disjoint finite sequences in X , there exists some direction ak ∈ F so that if
from the two sequences {ak · xj}mj=1 and {ak · zj}mj=1 we remove a maximal
number of pairs of points ak · xj1 and ak · zj2 with ak · xj1 = ak · zj2, then
there remains at least λm points in each sequence (or , equivalently, at most
(1−λ)m pairs can be removed). Sternfeld [132], in particular, proved that a
family of directions F = {a1, ..., ar} uniformly separates points of X if and
only if Rb (a1, ..., ar) = B(X). In [132], he also obtained a practically conve-
nient sufficient condition for the equality Rb (a1, ..., ar) = B(X). To describe
his condition, define the set functions
τi(Z) = {x ∈ Z : |p−1i (pi(x))
⋂
Z| ≥ 2},
where Z ⊂ X, pi(x) = ai ·x, i = 1, . . . , r, and |Y | denotes the cardinality of a
considered set Y . Define τ(Z) to be
⋂k
i=1 τi(Z) and define τ
2(Z) = τ(τ(Z)),
τ 3(Z) = τ(τ 2(Z)) and so on inductively.
Proposition 1.3 (Sternfeld [132]). If τn(X) = ∅ for some n, then
Rb (a1, ..., ar) = B(X). If X is a compact subset of Rd, and τn(X) = ∅
for some n, then Rc (a1, ..., ar) = C(X).
The sufficient condition “τn(X) = ∅ for some n” turns out to be also
necessary for the case r = 2. In this case the equality Rb (a1, a2) = B(X)
is equivalent to the equality Rc (a1, a2) = C(X). In another work [131],
Sternfeld obtained a measure-theoretic necessary and sufficient condition for
the equality Rc (a1, ..., ar) = C(X). Let pi(x) = ai · x, i = 1, . . . , r, X
be a compact set in Rd and M(X) be a class of measures defined on some
field of subsets of X . The family F = {a1, ..., ar} uniformly separates mea-
sures of the class M(X) if there exists a number 0 < λ ≤ 1 such that for
each measure µ in M(X) the equality
∥∥µ ◦ p−1k ∥∥ ≥ λ ‖µ‖ holds for some di-
rection ak ∈ F . Sternfeld [131,134], in particular, proved that the equality
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Rc (a1, ..., ar) = C(X) holds if and only if the family of directions {a1, ..., ar}
uniformly separates measures of the class C(X)∗ (that is, the class of regular
Borel measures). Besides, he proved that Rb (a1, ..., ar) = B(X) if and only
if the family of directions {a1, ..., ar} uniformly separates measures of the
class l1(X) (that is, the class of finite measures defined on countable subsets
of X). Since l1(X) ⊂ C(X)∗, the first equality Rc (a1, ..., ar) = C(X) implies
the second equality Rb (a1, ..., ar) = B(X). The inverse is not true (see [131]).
It should be remarked that the above results of Sternfeld were obtained for
more general functions, than linear combinations of ridge functions, namely
for functions of the form
∑r
i=1 gi(hi(x)), where hi arbitrarily fixed functions
(bounded or continuous) defined on X.
1.1.2 Rr – ridge functions with variable directions
Obviously, the set Rc (a1, ..., ar) is not dense in C(Rd) in the topology of
uniform convergence on compact subsets of Rd. Density here does not hold
because the number of considered directions is finite. If consider all the pos-
sible directions, then the set R = span{g(a · x) : g ∈ C(R), a ∈ Rd\{0}}
will be certainly dense in the space C(Rd) in the above mentioned topology.
In order to be sure, it is enough to consider only the functions ea·x ∈ R,
the linear span of which is dense in C(Rd) by the Stone-Weierstrass theo-
rem. In fact, for density it is not necessary to comprise all directions. The
following theorem shows how many directions in totality satisfy the density
requirements.
Proposition 1.4 (Vostrecov and Kreines [142], Lin and Pinkus [95]).
For density of the set
R(A) = span{g(a · x) : g ∈ C(R), a ∈ A ⊂ Rd}
in C(Rd) (in the topology of uniform convergence on all compacta) it is nec-
essary and sufficient that the only homogeneous polynomial which vanishes
identically on A is the zero polynomial.
Since in the definition of R(A) we vary over all univariate functions g,
allowing one direction a is equivalent to allowing all directions ka for every
real k. Thus it is sufficient to consider only the set A of directions normalized
to the unit sphere Sn−1. For example, if A is a subset of the sphere Sn−1,
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which contains an interior point (interior point with respect to the induced
topology on Sn−1), then R(A) is dense in the space C(Rd). The proof of
Proposition 1.4 highlights an important fact that the set R(A) is dense in
C(Rd) in the topology of uniform convergence on compact subsets if and only
if R(A) contains all the polynomials (see [95]).
Representability of polynomials by sums of ridge functions is a building
block for many results. In many works (see, e.g., [119]), the following fact is
fundamental: Every multivariate polynomial h(x) = h(x1, ..., xd) of degree k
can be represented in the form
h(x) =
l∑
i=1
pi(a
i · x),
where pi is a univariate polynomial, a
i ∈ Rd, and l = (d−1+k
k
)
.
For example, for the representation of a bivariate polynomial of degree k,
it is needed k+1 univariate polynomials and k+1 directions (see [97]). The
proof of this fact is organized so that the directions ai, i = 1, ..., k + 1, are
chosen once for all multivariate polynomials of k-th degree. At one of the
seminars in the Technion – Israel Institute of Technology in 2007, A. Pinkus
posed two problems:
1) Can every multivariate polynomial of degree k be represented by less
than l ridge functions?
2) How large is the set of polynomials represented by l− 1, l− 2, ... ridge
functions?
Note that for bivariate polynomials the 1-st problem is solved positively,
that is, the number l = k+1 can be reduced. Indeed, for a bivariate polyno-
mial P (x, y) of k-th degree, there exists a large set of real numbers c0, ..., ck
such that
k∑
i=0
ci
∂k
∂xi∂yk−i
P (x, y) = 0.
Further the numbers ci, i = 0, ..., k, can be selected to enjoy the property
that the polynomial
∑k
i=0 cit
i has distinct real zeros. Then it is not difficult
to verify that the differential operator
∑k
i=0 ci
∂k
∂xi∂yk−i
can be written in the
form
k∏
i=1
(
bi
∂
∂x
− ai ∂
∂y
)
,
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for some pairwise linearly independent vectors (ai, bi), i = 1, ..., k. Now from
the above criterion (1.1) we obtain that the polynomial P (x, y) can be repre-
sented as a sum of k ridge functions. Note that the problem of representation
of a multivariate algebraic polynomial P (x) in the form
∑r
i=0 gi(a
i · x) with
minimal r was extensively studied in the monograph of Pinkus [117].
In connection with the 2-nd problem of Pinkus, V. Maiorov [103] studied
certain geometrical properties of the manifold Rr. Namely, he estimated the
ε-entropy numbers in terms of smaller ε-covering numbers of the compact
class formed by the intersection of the class Rr with the unit ball in the
space of polynomials of degree at most s on Rd. Let E be a Banach space
and let for x ∈ E and δ > 0, S(x, δ) denote the ball of radius δ centered at
the point x. For any positive number ε, the ε-covering number of a set F in
the space E represents the quantity
Lε(F,E) = min
{
N : ∃x1, ..., xN ∈ F such that F ⊂
N⋃
i=1
S(xi, ε)
}
The ε-entropy of F is defined as the number Hε(F,E)
def
= log2 Lε(F,E).
The notion of ε-entropy has been devised by A.N.Kolmogorov (see [84,85])
to classify compact metric sets according to their massivity.
In order to formulate Maiorov’s result, let Pds be the space of all poly-
nomials of degree at most s on Rd, Lq = Lq(I), 1 ≤ q ≤ ∞, be the
space of q-integrable functions on the unit cube I = [0, 1]d with the norm
‖f‖q =
(∫
I
|f(x)|q dx)1/q, BLq be the unit ball in the space Lq, and BqPds =
BLq∩ Pds be the unit ball in the space Pds equipped with the Lq metric.
Proposition 1.5 (Maiorov [103]). Let r, s ∈ N, 1 ≤ q ≤ ∞, 0 < ε < 1.
The ε-entropy of the class BqPds ∩Rr in the space Lq satisfies the inequalities
1)
c1rs ≤ Hε(BqP
d
s ∩ Rr, Lq)
log2
1
ε
≤ c2rs log2
2esd−1
r
,
for r ≤ sd−1.
2)
c
′
1s
d ≤ Hε(BqP
d
s ∩Rr, Lq)
log2
1
ε
≤ c′2sd,
for r > sd−1. In these inequalities c1, c2, c
′
1, c
′
2 are constants depending only
on d.
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Let us consider Rr as a subspace of some normed linear space X endowed
with the norm ‖·‖X . The error of approximation of a given function f ∈ X
by functions g ∈ Rr is defined as follows
E(f,Rr, X) def= inf
g∈Rr
‖f − g‖X .
Let Bd denote the unit ball in the space Rd. Besides, let Zd+ denote the
lattice of nonnegative multi-integers in Rd. For k = (k1, ..., kd) ∈ Zd+, set
|k| = k1 + · · ·+ kd, xk = xk11 · · · xkdd and
Dk =
∂|k|
∂k1x1 · · · ∂kdxd
The Sobolev space Wmp (B
d) is the space of functions defined on Bd with
the norm
‖f‖m,p =
{ (∑
0≤|k|≤m
∥∥Dkf∥∥p
p
)1/p
, if 1 ≤ p <∞
max0≤|k|≤m
∥∥Dkf∥∥
∞
, if p =∞.
Here
‖h(x)‖p =
{ (∫
Bn
|h(x)|p dx)1/p , if 1 ≤ p <∞
ess supx∈Bd |h(x)| , if p =∞.
Let Smp (B
d) be the unit ball in Wmp (B
d):
Smp (B
d) = {f ∈ Wmp (Bd) : ‖f‖m,p ≤ 1 }.
In 1999, Maiorov [102] proved the following result
Proposition 1.6 (Maiorov [102]). Assume m ≥ 1 and d ≥ 2. Then for
each r ∈ N there exists a function f ∈ Sm2 (Bd) such that
E(f,Rr, L2) ≥ Cr−m/(d−1), (1.2)
where C is a constant independent of f and r.
For d = 2, this inequality was proved by Oskolkov [114]. In [102], Maiorov
also proved that for each function f ∈ Sm2 (Bd)
E(f,Rr, L2) ≤ Cr−m/(d−1). (1.3)
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Thus he established the following order for the error of approximation to
functions in Sm2 (B
d) from the class Rr:
E(Sm2 (B
d),Rr, L2) def= sup
f∈Sm2 (B
d)
E(f,Rr, L2) ≍ r−m/(d−1).
Pinkus [119] revealed that the upper bound (1.3) is also valid in Lp metric
(1 ≤ p ≤ ∞). In other words, for every function f ∈ Smp (Bd)
E(f,Rr, Lp) ≤ Cr−m/(d−1).
These inequalities were successfully applied to some problems of approx-
imation of multivariate functions by neural networks with a single hidden
layer. Recall that such networks are given by the formula
∑r
i=1 ciσ(w
i·x−θi).
By Mr(σ) let us denote the set of all single hidden layer networks with the
activation function σ. That is,
Mr(σ) =
{
r∑
i=1
ciσ(w
i·x− θi) : ci, θi ∈ R, wi ∈ Rd
}
.
The above results on ridge approximation from Rr enable us to estimate
the rate with which the approximation error E(f,Mr(σ), L2) tends to zero.
First note that Mr(σ) ⊂ Rr, since each function of the form σ(w · x− θ) is
a ridge function with the direction w. Thus the lower bound (1.2) holds also
for the set Mr(σ): there exists a function f ∈ Sm2 (Bd), for which
E(f,Mr(σ), L2) ≥ Cr−m/(d−1).
It remains to see whether the upper bound (1.3) is valid for Mr(σ).
Clearly, it cannot be valid if σ is an arbitrary continuous function. Here we
are dealing with the question if there exists a function σ∗ ∈ C(R), for which
E(f,Mr(σ∗), L2) ≤ Cr−m/(d−1).
This question is answered affirmatively by the following result.
Proposition 1.7 (Maiorov, Pinkus [99]). There exists a function σ∗ ∈
C(R) with the following properties
1) σ∗ is infinitely differentiable and strictly increasing;
2) limt→∞ σ(t) = 1 and limt→−∞ σ(t) = 0;
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3) for every g ∈ Rr and ε > 0 there exist ci, θi ∈ R and wi ∈ Rd satisfying
sup
x∈Bd
∣∣∣∣∣g(x)−
r+d+1∑
i=1
ciσ(w
i·x− θi)
∣∣∣∣∣ < ε.
Temlyakov [138] considered the approximation from some certain subclass
of Rr in L2 metric. More precisely, he considered the approximation of a
function f ∈ L2(D), whereD is the unit disk in R2, by functions
r∑
i=1
gi(a
i·x) ∈
Rr ∩ L2(D), which satisfy the additional condition ‖gi(ai · x)‖2 ≤ B ‖f‖2 ,
i = 1, ..., r (B is a given positive number). Let σBr (f) be the error of this
approximation. For this approximation error, the author of [138] obtained
upper and lower bounds. Let for α > 0, Hα(D) denote the set of all functions
f ∈ L2(D), which can be represented in the form
f =
∞∑
n=1
Pn,
where Pn are bivariate algebraic polynomials of total degree 2
n−1 satisfying
the inequalities
‖Pn‖2 ≤ 2−αn, n = 1, 2, ...
Proposition 1.8 (Temlyakov [138]). 1) For every f ∈ Hα(D), we have
σ1r(f) ≤ C(α)r−α.
2) For any given α > 0, B > 0, r > 1, there exists a function f ∈ Hα(D)
such that
σBr (f) ≥ C(α,B)(r ln r)−α.
Petrushev [116] proved the following interesting result: Let Xk be the
k dimensional linear space of univariate functions in L2[−1, 1], k = 1, 2, ....
Besides, let Bd and Sd−1 denote correspondingly the unit ball and unit sphere
in the space Rd. If Xk provides order of approximation O(k
−m) for univariate
functions with m derivatives in L2[−1, 1] and Ωk are appropriately chosen
finite sets of directions distributed on Sd−1, then the space Yk = span{pk(a ·
x) : pk ∈ Xk, a ∈ Ωk} will provide approximation of order O(k−m−d/2+1/2)
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for every function f ∈ L2(Bd) with smoothness of order m + d/2 − 1/2.
Thus, Petrushev showed that the above form of ridge approximation has the
same efficiency of approximation as the traditional multivariate polynomial
approximation.
Many other results concerning the approximation of multivariate func-
tions by functions from the set Rr and their applications in neural network
theory may be found in [43,90,94,99,119,123,125].
1.2 Representation of multivariate functions
by linear combinations of ridge functions
1.2.1 Two representation problems
Let X be a subset of Rd and {ai}ri=1 be arbitrarily fixed nonzero directions
(vectors) in Rd. Consider the following set of linear combinations of ridge
functions.
R(a1, ..., ar;X) =
{
r∑
i=1
gi(a
i · x), x ∈ X, gi : R→ R, i = 1, ..., r
}
In this section, we are going to deal with the following two problems:
Problem 1. What conditions imposed on f : X → R are necessary and
sufficient for the inclusion f ∈ R(a1, ..., ar;X)?
Problem 2. What conditions imposed on X are necessary and sufficient
that every function defined on X belongs to the space R(a1, ..., ar;X)?
As noticed in Section 1.1, Problem 1 was considered for continuous func-
tions in [95] and a theoretical result was obtained. It was also noticed there
that the similar problem of representation of f in the form
∑r
i=1 gi(a
i · x) +
P (x) with polynomial P (x) was solved for continuously differentiable func-
tions in [25]. Problem 2 was solved in [10] for finite subsets X of Rd and in
[81] for the case when r = d and ai are the coordinate directions.
Here we consider both Problem 1 and Problem 2 without imposing on X ,
f and r any conditions. In fact, we solve these problems for more general,
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than R(a1, ..., ar;X), set of functions. Namely, we solve them for the set
B(X) = B(h1, ..., hr;X) =
{
r∑
i=1
gi(hi(x)), x ∈ X, gi : R→ R, i = 1, ..., r
}
,
where hi : X → R, i = 1, ..., r, be arbitrarily fixed functions. In particular,
the functions hi, i = 1, ..., r, may be equal to scalar products of the variable
x with some vectors ai, i = 1, ..., r. Only in this special case, we have
B(h1, ..., hr;X) = R(a1, ..., ar;X).
1.2.2 Cycles
The main idea leading to solutions of the above problems is in using new
objects called cycles with respect to r functions hi : X → R, i = 1, ..., r (and
in particular, with respect to r directions a1, ..., ar). In the sequel, by δA we
will denote the characteristic function of a set A ⊂ R. That is,
δA(y) =
{
1, if y ∈ A
0, if y /∈ A.
Definition 1.1. Given a subset X ⊂ Rd and functions hi : X → R, i =
1, ..., r. A set of points {x1, ..., xn} ⊂ X is called a cycle with respect to the
functions h1, ..., hr (or, concisely, a cycle if there is no confusion), if there
exists a vector λ = (λ1, ..., λn) with the nonzero real coordinates λi, i =
1, ..., n, such that
n∑
j=1
λjδhi(xj) = 0, i = 1, ..., r. (1.4)
If hi = a
i · x, i = 1, ..., r, where a1, ..., ar are some directions in Rd, a
cycle, with respect to the functions h1, ..., hr, is called a cycle with respect
to the directions a1, ..., ar.
Let for i = 1, ..., r, the set {hi(xj), j = 1, ..., n} have ki different values.
Then it is not difficult to see that Eq. (1.4) stands for a system of
∑r
i=1 ki
homogeneous linear equations in unknowns λ1, ..., λn. If this system has any
solution with the nonzero components, then the given set {x1, ..., xn} is a
cycle. In the last case, the system has also a solution m = (m1, ..., mn) with
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the nonzero integer components mi, i = 1, ..., n. Thus, in Definition 1.1, the
vector λ = (λ1, ..., λn) can be replaced with a vector m = (m1, ..., mn) with
mi ∈ Z\{0}.
For example, the set l = {(0, 0, 0), (0, 0, 1), (0, 1, 0), (1, 0, 0), (1, 1, 1)} is
a cycle in R3 with respect to the functions hi(z1, z2, z3) = zi, i = 1, 2, 3. The
vector λ in Definition 1.1 can be taken as (2, 1, 1, 1,−1).
In case r = 2, the picture of cycles becomes more clear. Let, for example,
h1 and h2 be the coordinate functions on R
2. In this case, a cycle is the
union of some sets Ak with the property: each Ak consists of vertices of
a closed broken line with the sides parallel to the coordinate axis. These
objects (sets Ak) have been exploited in practically all works devoted to the
approximation of bivariate functions by univariate functions, although under
various different names (see, for example, [76, chapter 2]). If the functions
h1 and h2 are arbitrary, the sets Ak can be described as a trace of some point
traveling alternatively in the level sets of h1 and h2, and then returning to
its primary position. It should be remarked that in the case r > 2, cycles do
not admit such a simple geometric description. We refer the reader to Braess
and Pinkus [10] for the description of cycles when r = 3 and hi(x) = a
i · x,
x ∈ R2, ai ∈ R2\{0}, i = 1, 2, 3.
Let T (X) denote the set of all functions on X. With each pair 〈p, λ〉 ,
where p = {x1, ..., xn} is a cycle in X and λ = (λ1, ..., λn) is a vector known
from Definition 1.1, we associate the functional
Gp,λ : T (X)→ R, Gp,λ(f) =
n∑
j=1
λjf(xj).
In the following, such pairs 〈p, λ〉 will be called cycle-vector pairs of X. It
is clear that the functional Gp,λ is linear and Gp,λ(g) = 0 for all functions
g ∈ B(h1, ..., hr;X).
Lemma 1.1. Let X have cycles and hi(X) ∩ hj(X) = ∅, for all i, j ∈
{1, ..., r}, i 6= j. Then a function f : X → R belongs to the set B(h1, ..., hr;X)
if and only if Gp,λ(f) = 0 for any cycle-vector pair 〈p, λ〉 of X.
Proof. The necessity is obvious, since the functional Gp,λ annihilates all mem-
bers of B(h1, ..., hr;X). Let us prove the sufficiency. Introduce the notation
Yi = hi(X), i = 1, ..., r;
Ω = Y1 ∪ ... ∪ Yr.
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Consider the following set.
L = {Y = {y1, ..., yr} : if there exists x ∈ X such that hi(x) = yi, i = 1, ..., r}
(1.5)
Note that L is not a subset of Ω. It is a set of some certain subsets of Ω.
Each element of L is a set Y = {y1, ..., yr} ⊂ Ω with the property that there
exists x ∈ X such that hi(x) = yi, i = 1, ..., r.
In what follows, all the points x associated with Y by (1.5) will be called
(∗)-points of Y. It is clear that the number of such points depends on Y
as well as on the functions h1, ..., hr, and may be greater than 1. But note
that if any two points x1 and x2 are (∗)-points of Y , then the set {x1, x2}
necessarily forms a cycle with the associated vector λ0 = (1;−1). Indeed, if
x1 and x2 are (∗)-points of Y , then hi(x1) = hi(x2), i = 1, ..., r, whence
1 · δhi(x1) + (−1) · δhi(x2) ≡ 0, i = 1, ..., r.
The last identity means that the set p0 = {x1, x2} forms a cycle and
λ0 = (1;−1) is an associated vector. Then by the the sufficiency condition,
Gp0,λ0(f) = 0, whcih yields that f(x1) = f(x2).
Let now Y ∗ be the set of all (∗)-points of Y. Since we have already known
that f(Y ∗) is a single number, we can define the function
t : L → R, t(Y ) = f(Y ∗).
Or, equivalently, t(Y ) = f(x), where x is an arbitrary (∗)-point of Y .
Consider now a class S of functions of the form∑kj=1 rjδDj , where k is a
positive integer, rj are real numbers and Dj are elements of L, j = 1, ..., k.
We fix neither the numbers k, rj , nor the sets Dj . Clearly, S is a linear
space. Over S, we define the functional
F : S → R, F
(
k∑
j=1
rjδDj
)
=
k∑
j=1
rjt(Dj).
First of all, we must show that this functional is well defined. That is,
the equality
k1∑
j=1
r′jδD′j =
k2∑
j=1
r′′j δD′′j
always implies the equality
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k1∑
j=1
r′jt(D
′
j) =
k2∑
j=1
r′′j t(D
′′
j ).
In fact, this is equivalent to the implication
k∑
j=1
rjδDj = 0 =⇒
k∑
j=1
rjt(Dj) = 0, for all k ∈ N, rj ∈ R, Dj ⊂ L. (1.6)
Suppose that the left-hand side of the implication (1.6) be satisfied. Each
set Dj consists of r real numbers y
j
1, ..., y
j
r , j = 1, ..., k. By the hypothesis of
the lemma, all these numbers are different. Therefore,
δDj =
r∑
i=1
δyji
, j = 1, ..., k. (1.7)
Eq. (1.7) together with the left-hand side of (1.6) gives
r∑
i=1
k∑
j=1
rjδyji
= 0. (1.8)
Since the sets {y1i , y2i , ..., yki }, i = 1, ..., r, are pairwise disjoint, we obtain from
(1.8) that
k∑
j=1
rjδyji
= 0, i = 1, ..., r. (1.9)
Let now x1, ..., xk be some (∗)-points of the sets D1, ..., Dk respectively.
Since by (1.5), yji = hi(xj), for i = 1, ..., r and j = 1, ..., k, it follows from (1.9)
that the set {x1, ..., xk} is a cycle. Then by the condition of the sufficiency,∑k
j=1 rjf(xj) = 0. Hence
∑k
j=1 rjt(Dj) = 0. We have proved the implication
(1.6) and hence the functional F is well defined. Note that the functional F
is linear (this can be easily seen from its definition).
Consider now the following space:
S ′ =
{
k∑
j=1
rjδωj
}
,
where k ∈ N, rj ∈ R, ωj ⊂ Ω. As above, we do not fix the parameters
k, rj and ωj. Clearly, the space S ′ is larger than S. Let us prove that the
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functional F can be linearly extended to the space S ′. So, we must prove
that there exists a linear functional F ′ : S ′ → R such that F ′(x) = F (x), for
all x ∈ S. Let H denote the set of all linear extensions of F to subspaces of
S ′ containing S. The set H is not empty, since it contains a functional F.
For each functional v ∈ H , let dom(v) denote the domain of v. Consider the
following partial order in H : v1 ≤ v2, if v2 is a linear extension of v1 from
the space dom(v1) to the space dom(v2). Let now P be any chain (linearly
ordered subset) in H . Consider the following functional u defined on the
union of domains of all functionals p ∈ P :
u :
⋃
p∈P
dom(p)→ R, u(x) = p(x), if x ∈ dom(p)
Obviously, this functional is well defined and linear. Besides, the func-
tional u provides an upper bound for P. We see that the arbitrarily chosen
chain P has an upper bound. Then by Zorn’s lemma, there is a maximal
element F ′ ∈ H . We claim that the functional F ′ must be defined on the
whole space S ′. Indeed, if F ′ is defined on a proper subspace D ⊂ S ′, then
it can be linearly extended to a space larger than D by the following way:
take any point x ∈ S ′\D and consider the linear space D′ = {D + αx},
where α runs through all real numbers. For an arbitrary point y + αx ∈ D′,
set F
′′
(y + αx) = F ′(y) + αb, where b is any real number considered as the
value of F
′′
at x. Thus, we constructed a linear functional F
′′ ∈ H satisfying
F ′ ≤ F ′′ . The last contradicts the maximality of F ′. This means that the
functional F ′ is defined on the whole S ′ and F ≤ F ′ (F ′ is a linear extension
of F ).
Define the following functions by means of the functional F ′:
gi : Yi → R, gi(yi) def= F ′(δyi), i = 1, ..., r.
Let x be an arbitrary point in X. Obviously, x is a (∗)-point of some set
Y = {y1, ..., yr} ⊂ L. Thus,
f(x) = t(Y ) = F (δY ) = F
(
r∑
i=1
δyi
)
= F ′
(
r∑
i=1
δyi
)
=
r∑
i=1
F ′(δyi) =
r∑
i=1
gi(yi) =
r∑
i=1
gi(hi(x)).
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1.2.3 Minimal cycles and the main results
Definition 1.2. A cycle p = {x1, ..., xn} is said to be minimal if p does not
contain any cycle as its proper subset.
For example, the set l = {(0, 0, 0), (0, 0, 1), (0, 1, 0), (1, 0, 0), (1, 1, 1)}
considered above is a minimal cycle with respect to the functions hi(z1, z2, z3) =
zi, i = 1, 2, 3. Adding the point (0, 1, 1) to l, we will have a cycle, but
not minimal. The vector λ associated with l ∪ {(0, 1, 1)} can be taken as
(3,−1,−1,−2, 2,−1).
A minimal cycle p = {x1, ..., xn} has the following obvious properties:
(a) The vector λ associated with p through Eq. (1.4) is unique up to multi-
plication by a constant;
(b) If in (1.4),
∑n
j=1 |λj | = 1, then all the numbers λj , j = 1, ..., n, are
rational.
Thus, a minimal cycle p uniquely (up to a sign) defines the functional
Gp(f) =
n∑
j=1
λjf(xj),
n∑
j=1
|λj | = 1.
Lemma 1.2. The functional Gp,λ is a linear combination of functionals
Gp1, ..., Gpk , where p1, ..., pk are minimal cycles in p.
Proof. Let 〈p, λ〉 be a cycle-vector pair of X , where p = {x1, ..., xn} and
λ = (λ1, ..., λn). Let p1 = {y11, ..., y1s1}, s1 < n, be a minimal cycle in p and
Gp1(f) =
s1∑
j=1
ν1j f(y
1
j ),
s1∑
j=1
∣∣ν1j ∣∣ = 1.
Without loss of generality, we may assume that y11 = x1. Put
t1 =
λ1
ν11
.
Then the functional Gp,λ − t1Gp1 has the form
Gp,λ − t1Gp1 =
n1∑
j=1
λ1jf(x
1
j ),
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where x1j ∈ p, λ1j 6= 0, j = 1, ..., n1. Clearly, the set l1 = {x11, ..., x1n1} is
a cycle in p with the associated vector λ1 = (λ11, ..., λ
1
n1). Besides, x1 /∈ l1.
Thus, n1 < n and Gl1,λ1 = Gp,λ − t1Gp1. If l1 is minimal, then the proof is
completed. Assume l1 is not minimal. Let p1 = {y21, ..., y2s2}, s2 < n1, be a
minimal cycle in l1 and
Gp2(f) =
s2∑
j=1
ν2j f(y
2
j ),
s2∑
j=1
∣∣ν2j ∣∣ = 1.
Without loss of generality, we may assume that y21 = x
1
1. Put
t2 =
λ11
ν21
.
Then the functional Gl1,λ1 − t2Gp2 has the form
Gl1,λ1 − t2Gp2 =
n2∑
j=1
λ2jf(x
2
j ),
where x2j ∈ l1, λ2j 6= 0, j = 1, ..., n2. Clearly, the set l2 = {x21, ..., x2n2} is
a cycle in l1 with the associated vector λ
2 = (λ21, ..., λ
2
n2
). Besides, x11 /∈ l2.
Thus, n2 < n1 and Gl2,λ2 = Gl1,λ1 − t2Gp2 . If l2 is minimal, then the proof is
completed. Let l2 be not minimal. Repeating the above process for l2, then
for l3, etc., after some k − 1 steps we will come to a minimal cycle lk−1 and
the functional
Glk−1,λk−1 = Glk−2,λk−2 − tk−1Gpk−1 =
nk−1∑
j=1
λk−1j f(x
k−1
j ).
Since the cycle lk−1 is minimal,
Glk−1,λk−1 = tkGlk−1 , where tk =
nk−1∑
j=1
∣∣λk−1j ∣∣ .
Now putting pk = lk−1 and considering the above chain relations between the
functionals Gli,λi, i = 1, ..., k − 1, we obtain that
Gp,λ =
k∑
i=1
tiGpi.
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Theorem 1.1. Let X ⊂ Rd and h1, ..., hr be arbitrarily fixed real func-
tions on X. The following assertions are valid.
1) Let X have cycles with respect to the functions h1, ..., hr. A function
f : X → R belongs to the space B(h1, ..., hr;X) if and only if Gp(f) = 0 for
any minimal cycle p ⊂ X.
2) Let X have no cycles. Then B(h1, ..., hr;X) = T (X).
Proof. 1) The necessity is clear. Let us prove the sufficiency. On the strength
of Lemma 1.2, it is enough to prove that if Gp,λ(f) = 0 for any cycle-vector
pair 〈p, λ〉 of X , then f ∈ B(X).
Consider a system of intervals {(ai, bi) ⊂ R}ri=1 such that (ai, bi)∩(aj , bj) =
∅ for all the indices i, j ∈ {1, ..., r}, i 6= j. For i = 1, ..., r, let τi be one-to-one
mappings of R onto (ai, bi). Introduce the following functions on X :
h
′
i(x) = τi(hi(x)), i = 1, ..., r.
It is clear that any cycle with respect to the functions h1, ..., hr is also a
cycle with respect to the functions h
′
1, ..., h
′
r, and vice versa. Besides, h
′
i(X)∩
h′j(X) = ∅, for all i, j ∈ {1, ..., r}, i 6= j. Then by Lemma 1.1,
f(x) = g′1(h
′
1(x)) + · · ·+ g′r(h′r(x)),
where g′1, ..., g
′
r are univariate functions depending on f . From the last equal-
ity we obtain that
f(x) = g′1(τ1(h1(x))) + · · ·+ g′r(τr(hr(x))) = g1(h1(x)) + · · ·+ gr(hr(x)).
That is, f ∈ B(X).
2) Let f : X → R be an arbitrary function. First suppose that hi(X) ∩
hj(X) = ∅, for all i, j ∈ {1, ..., r}, i 6= j. In this case, the proof is similar to
and even simpler than that of Lemma 1.1. Indeed, the set of all (∗)-points
of Y consists of a single point, since otherwise we would have a cycle with
two points, which contradicts the hypothesis of the 2-nd part of the theorem.
Further, well definition of the functional F becomes obvious, since the left-
hand side of (1.6) also contradicts the nonexistence of cycles. Thus, as in the
proof of Lemma 1.1, we can extend F to the space S ′ and then obtain the
desired representation for the function f . Since f is arbitrary, T (X) = B(X).
Using the techniques from the proof of the 1-st part of the theorem, one
can easily generalize the above argument to the case when the functions
h1, ..., hr have arbitrary ranges.
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Theorem 1.2. B(h1, ..., hr;X) = T (X) if and only if X has no cycles
with respect to the functions h1, ..., hr.
Proof. The sufficiency immediately follows from Theorem 1.1. To prove the
necessity, assume that X has a cycle p = {x1, ..., xn}. Let λ = (λ1, ..., λn) be
a vector associated with p by Eq. (1.4). Consider a function f0 on X with
the property: f0(xi) = 1, for indices i such that λi > 0 and f0(xi) = −1,
for indices i such that λi < 0. For this function, Gp,λ(f0) 6= 0. Then by
Theorem 1.1, f0 /∈ B(X). Hence B(X) 6= T (X). The contradiction shows
that X does not admit cycles.
1.2.4 Corollaries
From Theorems 1.1 and 1.2 we obtain the following corollaries for the ridge
function representation.
Corollary 1.1. Let X ⊂ Rd and a1, ..., ar ∈ Rd\{0}.
1) Let X have cycles with respect to the directions a1, ..., ar. A function
f : X → R belongs to the space R(a1, ..., ar;X) if and only if Gp(f) = 0 for
any minimal cycle p ⊂ X.
2) Let X have no cycles. Then every function f : X → R belongs to the
space R(a1, ..., ar;X).
Corollary 1.2. R(a1, ..., ar;X)= T (X) if and only if X has no cycles
with respect to the directions a1, ..., ar.
Note that solutions to Problems 1 and 2 are given by Corollaries 1.1 and
1.2, correspondingly. Although it is not always easy to find all cycles of a
given set X and even to know if X possesses a single cycle, Corollaries 1.1
and 1.2 are of more practical than theoretical character. Particular cases of
Problems 1 and 2 evidence in favor of our opinion. For example, for the prob-
lem of representation by sums of two ridge functions, the picture of cycles
is completely describable (see the beginning of this section). The interpreta-
tion of cycles with respect to three directions in the plane can be found in
Braess and Pinkus [10]. A geometric description of cycles with respect to 4
and more directions is quite complicated and requires deep techniques from
geometry and graph theory. This is not within the aim of our study.
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From the last corollary, it follows that if representation by sums of ridge
functions with fixed directions a1, ..., ar is valid in the class of continuous
functions (or in the class of bounded functions), then such representation is
valid in the class of all functions. For a rigid mathematical formulation of
this result, let us introduce the notation:
Rc(a1, ..., ar;X) =
{
r∑
i=1
gi(a
i · x), x ∈ X, gi(ai · x) ∈ C(X), i = 1, ..., r
}
and
Rb(a1, ..., ar;X) =
{
r∑
i=1
gi(a
i · x), x ∈ X, gi(ai · x) ∈ B(X), i = 1, ..., r
}
Here C(X) and B(X) denote the spaces of continuous and bounded func-
tions defined on X ⊂ Rd correspondingly (for the first space, the set X is
supposed to be compact). As we know (see Section 1.1) from the results
of Sternfeld it follows that the equality Rc(a1, ..., ar;X) = C(X) implies
the equality Rb(a1, ..., ar;X) = B(X). In other words, if every continuous
function is represented by sums of ridge functions (with fixed directions!),
then every bounded function also obeys such representation (with bounded
summands). Corollaries 1.1 and 1.2 allow us to obtain the following result.
Corollary 1.3. Let X be a compact subset of Rd and a1, ..., ar be given
directions in Rd\{0}. If Rc(a1, ..., ar;X) = C(X), then R(a1, ..., ar;X) =
T (X).
Proof. If every continuous function defined on X ⊂ Rd is represented by
sums of ridge functions with the directions a1, ..., ar, then it can be shown by
applying the same idea (as in the proof of Theorem 1.2) that the set X has
no cycles with respect to the given directions. Only, because of continuity,
Urysohn’s great lemma should be taken into account. That is, it should be
taken into account that, by assuming the existence of a cycle p0 = {x1, ..., xn}
with an associated vector λ0 = (λ1, ..., λn), we can deduce from Urysohn’s
great lemma the existence of a continuous function u : X → R satisfying
1) u(xi) = 1, for indices i such that λi > 0
2) u(xj) = −1, for indices j such that λj < 0,
3) −1 < u(x) < 1, for all x ∈ X\p0.
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These properties would mean thatGp0,λ0(u) 6= 0 =⇒ u /∈ Rc(a1, ..., ar;X) =⇒
Rc(a1, ..., ar;X) 6= C(X).
But if X has no cycles with respect to the directions a1, ..., ar, then by
Corollary 1.2, R(a1, ..., ar;X) = T (X).
Let us now give some examples of sets over which the representation by
linear combinations of ridge functions is possible.
(1) Let r = 2 and X be the union of two parallel lines not perpendicular to
the given directions a1 and a2. Then X has no cycles with respect to
{a1, a2}. Therefore, by Corollary 1.2, R (a1,a2;X) = T (X).
(2) Let r = 2, a1 = (1, 1), a2 = (1,−1) and X be the graph of the function
y = arcsin(sin x). Then X has no cycles and hence R (a1,a2;X) =
T (X).
(3) Let now given r directions {aj}rj=1 and r + 1 points {xi}r+1i=1 ⊂ Rd such
that
a1 · xi = a1 · xj 6= a1 · x2, for 1 ≤ i, j ≤ r + 1, i, j 6= 2
a2 · xi = a2 · xj 6= a2 · x3, for 1 ≤ i, j ≤ r + 1, i, j 6= 3
......................................
ar · xi = ar · xj 6= ar · xr+1, for 1 ≤ i, j ≤ r.
The simplest data realizing these equations are the basis directions
in Rd and the points (0, 0, ..., 0), (1, 0, ..., 0), (0, 1, ..., 0),..., (0, 0, ..., 1).
From the first equation we obtain that x2 cannot be a point of any
cycle in X = {x1, ...,xr+1}. Sequentially, from the second, third, ...,
r-th equations it follows that the points x3,x4, ...,xr+1 also cannot be
points of cycles in X respectively. Thus the set X does not contain
cycles at all. By Corollary 1.2, R (a1, ..., ar;X) = T (X).
(4) Let given directions {aj}rj=1 and a curve γ in Rd such that for any c ∈ R,
γ has at most one common point with at least one of the hyperplanes
aj · x = c, j = 1, ..., r. Clearly, the curve γ has no cycles and hence
R (a1, ..., ar; γ) = T (γ).
Braess and Pinkus [10] considered the partial case of Problem 2: charac-
terize a set of points
(
x1, ...,xk
) ⊂ Rd such that for any data {α1, ..., αk} ⊂ R
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there exists a function g ∈ R (a1, ..., ar;Rd) satisfying g(xi) = αi, i = 1, ..., k.
In connection with this problem, they introduced the notion of the NI -
property (non interpolation property) and MNI -property (minimal non in-
terpolation property) of a finite set of points as follows:
Given directions {aj}rj=1 ⊂ Rd\{0}, we say that a set of points {xi}ki=1 ⊂
Rd has the NI -property with respect to {aj}rj=1, if there exists {αi}ki=1 ⊂ R
such that we cannot find a function g ∈ R (a1, ..., ar;Rd) satisfying g(xi) =
αi, i = 1, ..., k. We say that the set {xi}ki=1 ⊂ Rd has the MNI -property
with respect to {aj}rj=1, if {xi}ki=1 but no proper subset thereof has the NI -
property.
It follows from Corollary 1.2 that a set {xi}ki=1 has the NI -property if
and only if {xi}ki=1 contains a cycle with respect to the functions hi = ai · x,
i = 1, ..., r (or, simply, to the directions ai, i = 1, ..., r) and theMNI -property
if and only if the set {xi}ki=1 itself is a minimal cycle with respect to the given
directions. Taking into account this argument and Definitions 1.1 and 1.2,
we obtain that the set {xi}ki=1 has the NI -property if and only if there is a
vector m = (m1, ..., mk) ∈ Zk\{0} such that
k∑
j=1
mjg(a
i · xj) = 0,
for i = 1, ..., r and all functions g : R→ R. This set has the MNI -property
if and only if the vector m has the additional properties: it is unique up to
multiplication by a constant and all its components are different from zero.
This special consequence of Corollary 1.2 was proved in [10].
1.3 Characterization of an extremal sum of
ridge functions
The approximation problem considered in this section is to approximate a
continuous multivariate function f (x) = f (x1, ..., xd) by sums of two ridge
functions in the uniform norm. We give a necessary and sufficient condition
for a sum of two ridge functions to be a best approximation to f (x) . This
main result is next used in a special case to obtain an explicit formula for the
approximation error and to construct a best approximation. The problem of
well approximation by such sums is also considered.
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1.3.1 Exposition of the problem
Consider the following set of sums of ridge functions
R = R (a,b) = {g1 (a·x) + g2 (b·x) : gi∈ C (R) , i = 1, 2}.
That is, we fix directions a and b and consider linear combinations of ridge
functions with these directions.
Let f (x) be a given continuous function on some compact subset Q of Rd.
We want to find conditions that are necessary and sufficient for a function
g0 ∈ R (a,b) to be an extremal element (or a best approximation) to f . In
other words, we want to characterize such sums g0 (x) = g1 (a·x) + g2 (b·x)
of ridge functions that
‖f − g0‖ = max
x∈Q
|f (x)− g0(x)| = E (f) ,
where
E (f) = E(f,R) def= inf
g∈ R(a,b)
‖f − g‖
is the error in approximating fromR (a,b) . The other related problem is how
to construct these sums of ridge functions. We also want to know if we can
approximate well, i.e. for which compact sets Q, R (a,b) is dense in C (Q) in
the topology of uniform convergence. It should be remarked that solutions to
these problems may be useful in connection with the study of partial differ-
ential equations. For example, assume that (a1, b1) and (a2, b2) are linearly
independent vectors in R2. Then the general solution of the homogeneous
partial differential equation(
a1
∂
∂x
+ b1
∂
∂y
)(
a2
∂
∂x
+ b2
∂
∂y
)
u (x, y) = 0 (1.10)
are all functions of the form
u (x, y) = g1 (b1x− a1y) + g2 (b2x− a2y) (1.11)
for arbitrary g1 and g2. In [36], Golitschek and Light described an algorithm
that computes the error of approximation of a continuous real -valued func-
tion f (x, y) by solutions of equation (1.10), provided that a1 = b2 = 1, a2 =
b1 = 0. Using our main result (Theorem 1.3), one can characterize those solu-
tions (1.11) that are extremal to a given function f(x, y). For certain class of
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functions f(x, y), one can also easily calculate the approximation error and
construct one extremal solution (see Theorems 1.4 and 1.5).
The problem of approximating by functions from the set R (a,b) arises
in other contexts too. Buck [11] studied the classical functional equation:
given β(t) ∈ C[0, 1], 0 ≤ β(t) ≤ 1, for which u ∈ C[0, 1] does there exist
ϕ ∈ C[0, 1] such that
ϕ(t) = ϕ (β(t)) + u(t)?
He proved that the set of all u satisfying this condition is dense in the set
{v ∈ C[0, 1] : v(t) = 0 whenever β(t) = t}
if and only if R (a,b) with the unit directions a = (1; 0) and b = (0, 1) is
dense in C(K), where K = {(x, y) : y = x or y = β(x), 0 ≤ x ≤ 1}.
Although there are enough reasons to consider approximation problems
associated with the setR (a,b) in an independent way, one may ask why sums
of only two ridge functions are considered instead of sums with an arbitrary
number of terms. We will try to answer this fair question in Section 1.3.4.
1.3.2 The characterization theorem
Let Q be a compact subset of Rd and a,b ∈ Rd\{0}.
Definition 1.3. A finite or infinite ordered set p = (p1,p2, ...) ⊂ Q with
pi 6= pi+1, and either a · p1 = a · p2,b · p2 = b · p3, a · p3 = a · p4, ... or
b · p1 = b · p2, a · p2 = a · p3,b · p3 = b · p4, ...is called a path with respect
to the directions a and b.
This notion (in two-dimensional case) was introduced by Braess and
Pinkus [10]. They showed that paths give geometric means of deciding if
a set of points {xi}mi=1 ⊂ R2 has the NI property (see Section 1.2.4). Is-
mailov and Pinkus [63] used these objects to study the problem of interpo-
lation on straight lines by linear combinations of a finite number of ridge
functions with fixed directions. In [44,51,53] paths were generalized to those
with respect to two functions. The last objects turned out to be useful in
problems of approximation and representation by sums of compositions of
fixed multivariate functions with univariate functions.
If a and b are the coordinate vectors in R2, then Definition 1.3 defines
a bolt of lightning. The idea of bolts was first introduced in Diliberto and
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Straus [26], where these objects are called “permissible lines”. They appeared
further in a number of papers, although under several different names (see,
e.g., [18,29,34,36,55,56,60,62,76,79,82,93,107,108,113]). Note that the term
“bolt of lightning” is due to Arnold [3].
For the sake of brevity, we use the term “path” instead of the expression
“path with respect to the directions a and b”.
The length of a path is the number of its points. A single point is a
path of the unit length. A finite path (p1,p2, ...,p2n) is said to be closed if
(p1,p2, ...,p2n,p1) is a path.
We associate each closed path p = (p1,p2, ...,p2n) with the functional
Gp(f) =
1
2n
2n∑
k=1
(−1)k+1f(pk).
This functional has the following obvious properties:
(a) If g ∈ R (a,b), then Gp(g) = 0.
(b) ‖Gp‖ ≤ 1 and if pi 6= pj for all i 6= j, 1 ≤ i, j ≤ 2n , then ‖Gp‖ = 1.
Lemma 1.3. Let a compact set Q have closed paths. Then
sup
p⊂Q
|Gp(f)| ≤ E (f) , (1.12)
where the sup is taken over all closed paths. Moreover, inequality (1.12) is
sharp, i.e. there exist functions for which (1.12) turns into equality.
Proof. Let p be a closed path of Q and g be any function from R (a,b). Then
by the linearity of Gp and properties (a) and (b),
|Gp(f)| = |Gp(f − g)| ≤ ‖f − g‖ . (1.13)
Since the left-hand and the right-hand sides of (1.13) do not depend on g
and p respectively, it follows from (1.13) that
sup
p⊂Q
|Gp(f)| ≤ inf
R(a,b)
‖f − g‖ . (1.14)
Now we prove the sharpness of (1.12). By assumption Q has closed paths.
Then Q has closed paths p′ = (p′1, ...,p
′
2m) such that all points p1, ...,p2m
are distinct. In fact, such special paths can be obtained from any closed
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path p = (p1, ...,p2n) by the following simple algorithm: if the points of
the path p are not all distinct, let i and k > 0 be the minimal indices such
that pi = pi+2k; delete from p the subsequence pi+1, ...,pi+2k and call p the
obtained path; repeat the above step until all points of p are all distinct; set
p′ := p. On the other hand there exist continuous functions h = h(x) on Q
such that h(p′i) = 1, i = 1, 3, ..., 2m − 1, h(p′i) = −1, i = 2, 4, ..., 2m and
−1 < h(x) < 1 elsewhere. For such functions we have
Gp′(h) = ‖h‖ = 1 (1.15)
and
E(h) ≤ ‖h‖, (1.16)
where the last inequality follows from the fact that 0 ∈ R (a,b) . From (1.14)-
(1.16) it follows that
sup
p⊂Q
|Gp(h)| = E (h) .
Lemma 1.4. Let Q be a convex compact subset of Rd, f(x) ∈ C(Q).
For a vector e ∈ Rd\{0} and a real number t set
Qt = {x ∈ Q : e · x = t} , Th = {t ∈ R : Qt 6= ∅} .
The functions
g1(t) = max
x∈Qt
f(x), t ∈ Th and g2(t) = min
x∈Qt
f(x), t ∈ Th
are defined and continuous on Th.
The proof of this lemma is not difficult and can be obtained by the well-
known elementary methods of mathematical analysis.
Definition 1.4. A finite or infinite path (p1,p2, ...) is said to be extremal
for a function u(x) ∈ C(Q) if u(pi) = (−1)i ‖u‖ , i = 1, 2, ... or u(pi) =
(−1)i+1 ‖u‖ , i = 1, 2, ...
Theorem 1.3. Let Q ⊂ Rd be a convex compact set satisfying the follow-
ing condition.
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Condition (A): For any path q = (q1,q2, ...,qn) ⊂ Q there exist points
qn+1,qn+2, ...,qn+s ∈ Q such that (q1,q2, ...,qn+s) is a closed path and s is
not more than some positive integer N0 independent of q.
A necessary and sufficient condition for a function g0 ∈ R (a,b) to be an
extremal element to the given function f ∈ C(Q) is the existence of a closed
or infinite path l = (p1,p2, ...) extremal for the function f1(x) = f(x)−g0(x).
It should be remarked that satisfaction of the above condition (A) strongly
depends on the fixed directions a and b. For example, in the familiar case
of a square S ⊂ R2 there are many directions which are not allowed. If it is
possible to reach a corner of the square with not more than one of the two
directions orthogonal to a and b respectively (we don’t differentiate between
directions c and −c), the triple (S, a,b) does not satisfy condition (A) of the
theorem. Here are simple examples: Let S = [0; 1]2, a = (1; 0), b = (1; 1).
Then the ordered set {(0; 1), (1; 0), (1; 1)} is a path in S which can not be
made closed. In this case, (1; 1) is not reached with the direction orthogonal
to b. Let now a =
(
1; 1
2
)
, b = (1; 1). Then the corner (1; 1) is reached
with none of the directions orthogonal to a and b respectively. In this case,
for any positive integer N0 and any point q0 in S one can chose a point
q1 ∈ S from a sufficiently small neighborhood of the corner (1; 1) so that any
path containing q0 and q1 has the length more than N0. These examples
and a little geometry show that if a compact convex set Q ⊂ R2 satisfies
condition (A) of Theorem 1.3, then any point in the boundary of Q must be
reached with each of the two directions orthogonal to a and b respectively.
If Q ⊂ Rd, a,b ∈ Rd\{0}, d > 2, there are many directions orthogonal to a
and b. In this case, condition (A) requires that any point in the boundary
of Q should be reached with at least two directions orthogonal to a and b
respectively.
Proof. Necessity. Let g0 = g1,0 (a·x)+g2,0 (b·x) be an extremal element from
R (a,b) to f . We must show that if there is not a closed path extremal for
f1, then there exists a path extremal for f1 with the infinite length (number
of points). Suppose the contrary. Suppose that there exists a positive integer
N such that the length of each path extremal for f1 is not more than N . Set
the following functions:
fn = fn−1 − g1,n−1 − g2,n−1, n = 2, 3, ...,
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where
g1,n−1 = g1,n−1 (a·x) = 1
2
 max
y∈Q
a·y=a·x
fn−1(y) + min
y∈Q
a·y=a·x
fn−1(y)

g2,n−1 = g2,n−1(b·x) = 1
2
 max
y∈Q
b·y=b·x
(fn−1(y)− g1,n−1(a·y))
+ min
y∈Q
b·y=b·x
(fn−1(y)− g1,n−1(a·y))
 .
By Lemma 1.4, all the functions fn(x), n = 2, 3, ..., are continuous on Q.
By assumption g0 is a best approximation to f . Hence ‖f1‖ = E (f). Now
we show that ‖f2‖ = E (f). Indeed, for any x ∈ Q
f1(x)− g1,1(a·x) ≤ 1
2
 max
y∈Q
a·y=a·x
f1(y)− min
y∈Q
a·y=a·x
f1(y)
 ≤ E(f) (1.17)
and
f1(x)− g1,1(a·x) ≥ 1
2
 min
y∈Q
a·y=a·x
f1(y)− max
y∈Q
a·y=a·x
f1(y)
 ≥ −E(f). (1.18)
Using the definition of g2,1(b · x), for any x ∈ Q we have
f1(x)− g1,1(a · x)− g2,1(b · x)
≤ 1
2
 max
y∈Q
b·y=b·x
(f1(y)− g1,1(a · y))− min
y∈Q
b·y=b·x
(f1(y)− g1,1(a · y))

and
f1(x)− g1,1(a · x)− g2,1(b · x)
≤ 1
2
 min
y∈Q
b·y=b·x
(f1(y)− g1,1(a · y))− max
y∈Q
b·y=b·x
(f1(y)− g1,1(a · y))
 .
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Using (1.17) and (1.18) in the last two inequalities, we obtain that for
any x ∈ Q
−E(f) ≤ f2(x) = f1(x)− g1,1(a·x)− g2,1(b·x) ≤ E(f).
Therefore,
‖f2‖ ≤ E(f). (1.19)
Since f2(x)− f(x) belongs to R (a,b), we deduce from (1.19) that
‖f2‖ = E(f).
By the same way, one can show that ‖f3‖ = E(f), ‖f4‖ = E(f), and so
on. Thus we can write
‖fn‖ = E(f), for any n.
Let us now prove the implications
f1(p0) < E(f)⇒ f2(p0) < E(f) (1.20)
and
f1(p0) > −E(f)⇒ f2(p0) > −E(f), (1.21)
where p0 ∈ Q. First, we are going to prove the implication
f1(p0) < E(f)⇒ f1(p0)− g1,1(a · p0) < E(f). (1.22)
There are two possible cases.
1) max
y∈Q
a·y=a·p0
f1(y) = E(f) and min
y∈Q
a·y=a·p0
f1(y) = −E(f). In this case, g1,1(a ·
p0) = 0. Hence
f1(p0)− g1,1(a · p0) < E(f).
2) max
y∈Q
a·y=a·p0
f1(y) = E(f)− ε1 and min
y∈Q
a·y=a·p0
f1(y) = −E(f) + ε2,
where ε1, ε2 are nonnegative real numbers with the sum ε1 + ε2 6= 0. In this
case,
f1(p0)− g1,1(a·p0) ≤ max
y∈Q
a·y=a·p0
f1(y)− g1,1(a·p0) =
=
1
2
 max
y∈Q
a·y=a·p0
f1(y)− min
y∈Q
a·y=a·p0
f1(y)
 =
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= E(f)− ε1 + ε2
2
< E(f).
Thus we have proved (1.22). Using this method, we can also prove that
f1(p0)−g1,1(a·p0) < E(f)⇒ f1(p0)−g1,1(a·p0)−g2,1(b·p0) < E(f). (1.23)
Now (1.20) follows from (1.22) and (1.23). By the same way we can prove
(1.21). It follows from implications (1.20) and (1.21) that if f2(p0) = E(f),
then f1(p0) = E(f) and if f2(p0) = −E(f), then f1(p0) = −E(f). This
simply means that each path extremal for f2 will be extremal for f1.
Now we show that if any path extremal for f1 has the length not more
than N , then any path extremal for f2 has the length not more than N − 1.
Suppose the contrary. Suppose that there is a path extremal for f2 with
the length equal to N . Denote it by q = (q1,q2, ...,qN). Without loss of
generality we may assume that b · qN−1 = b · qN . As it has been shown
above, the path q is also extremal for f1. Assume that f1(qN ) = E(f). Then
there is not any q0 ∈ Q such that q0 6= qN , a·q0 = a·qN and f1(q0) = −E(f).
Indeed, if there was such q0 and q0 6∈ q, the path (q1,q2, ...,qN ,q0) would
be extremal for f1. But this would contradict our assumption that any path
extremal for f1 has the length not more than N . Besides, if there was such q0
and q0 ∈ q, we could form some closed path extremal for f1. This also would
contradict our assumption that there does not exist a closed path extremal
for f1.
Hence
max
y∈Q
a·y=a·qN
f1(y) = E(f), min
y∈Q
a·y=a·qN
f1(y) > −E(f).
Therefore,
|f1(qN )− g1,1(a·qN )| < E(f).
From the last inequality it is easy to obtain that (see the proof of impli-
cations (1.20) and (1.21))
|f2(qN)| < E(f).
This means, on the contrary to our assumption, that the path (q1,q2, ...,qN)
can not be extremal for f2. Hence any path extremal for f2 has the length
not more than N − 1.
By the same way, it can be shown that any path extremal for f3 has
the length not more than N − 2, any path extremal for f4 has the length
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not more than N − 3 and so on. Finally, we will obtain that there is not
a path extremal for fN+1. Hence there is not a point p0 ∈ Q such that
|fN+1(p0)| = ‖fN+1‖. But by lemma 1.4, all the functions f2, f3, ..., fN+1 are
continuous on the compact set Q; hence the norm ‖fN+1‖ must be attained.
This contradiction means that there exists a path extremal for f1 with the
infinite length.
Sufficiency. Let a path l = (p1,p2, ...,p2n) be closed and extremal for f1.
Then
|Gl(f)| = ‖f − g0‖ . (1.24)
By Lemma 1.3,
|Gl(f)| ≤ E(f). (1.25)
It follows from (1.24) and (1.25) that g0 is a best approximation.
Let now a path l = (p1,p2, ...,pn, ...) be infinite and extremal for f1.
Consider the sequence ln = (p1,p2, ...,pn), n = 1, 2, ..., of finite paths.
By condition (A) of the theorem, for each ln there exists a closed path
lmnn = (p1,p2, ...,pn,qn+1, ...,qn+mn), where mn ≤ N0. Then for any pos-
itive integer n,
|Glmnn (f)| = |Glmnn (f − g0)| ≤
n ‖f − g0‖+mn ‖f − g0‖
n+mn
= ‖f − g0‖
and
|Glmnn (f)| ≥
n ‖f − g0‖ −mn ‖f − g0‖
n+mn
=
n−mn
n+mn
‖f − g0‖ .
It follows from the above two inequalities for |Glmnn (f)| that
sup
lmnn
|Glmnn (f)| = ‖f − g0‖ .
This together with Lemma 1.3 give that
‖f − g0‖ ≤ E(f).
Hence g0 is a best approximation.
Theorem 1.3 has been proved by using only methods of classical analysis.
By implementing more deep techniques from functional analysis we will see
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below that condition (A) and the convexity assumption on a compact set Q
can be dropped.
Theorem 1.4. Assume Q is a compact subset of Rd. A function G0 ∈ R
is a best approximation to a function f ∈ C(Q) if and only if there exists a
closed or infinite path p = (p1,p2, ...) extremal for the function f −G0.
Proof. Sufficiency. There are two possible cases. The first case happens when
there exists a closed path (p1, ...,p2n) extremal for the function f −G0. Let
us check that in this case, f − G0 is a best approximation. Indeed, on the
one hand, the following equalities are valid.∣∣∣∣∣
2n∑
i=1
(−1)if(pi)
∣∣∣∣∣ =
∣∣∣∣∣
2n∑
i=1
(−1)i [f −G0] (pi)
∣∣∣∣∣ = 2n ‖f −G0‖ .
On the other hand, for any function G ∈ R, we have∣∣∣∣∣
2n∑
i=1
(−1)if(pi)
∣∣∣∣∣ =
∣∣∣∣∣
2n∑
i=1
(−1)i [f −G] (pi)
∣∣∣∣∣ ≤ 2n ‖f −G‖ .
Therefore, ‖f −G0‖ ≤ ‖f −G‖ for any G ∈ R. That is, G0 is a best
approximation.
The second case happens when we do not have closed paths extremal for
f −G0, but there exists an infinite path (p1,p2, ...) extremal for f −G0. To
analyze this case, consider the following linear functional
lq : C(Q)→ R, lq(F ) = 1
n
n∑
i=1
(−1)iF (qi),
where q = {q1, ...,qn} is a finite path in Q. It is easy to see that the norm
‖lq‖ ≤ 1 and ‖lq‖ = 1 if and only if the set of points of q with odd indices
O = {qi ∈ q : i is an odd number} do not intersect with the set of points
of q with even indices E = {qi ∈ q : i is an even number}. Indeed, from
the definition of lq it follows that |lq(F )| ≤ ‖F‖ for all functions F ∈ C(Q),
whence ‖lq‖ ≤ 1. If O ∩ E = ∅, then for a function F0 with the property
F0(qi) = −1 if i is odd, F0(qi) = 1 if i is even and −1 < F0(x) < 1 elsewhere
on Q, we have |lq(F0)| = ‖F0‖ . Hence, ‖lq‖ = 1. Recall that such a function
F0 exists on the basis of Urysohn’s great lemma.
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Note that if q is a closed path, then lq annihilates all members of the
class R. But in general, when q is not closed, we do not have the equality
lq(G) = 0, for all members G ∈ R. Nonetheless, this functional has the
important property that
|lq(g1 + g2)| ≤ 2
n
(‖g1‖+ ‖g2‖), (1.26)
where g1 and g2 are ridge functions with the directions a1 and a2, respectively,
that is, g1 = g1(a1 · x) and g2 = g2(a2 · x). This property is important in
the sense that if n is sufficiently large, then the functional lq is close to an
annihilating functional. To prove (1.26), note that |lq(g1)| ≤ 2n ‖g1‖ and|lq(g2)| ≤ 2n ‖g2‖. These estimates become obvious if consider the chain of
equalities g1(a1 · q1) = g1(a1 · q2), g1(a1 · q3) = g1(a1 · q4), ...(or g1(a1 · q2) =
g1(a1 · q3), g1(a1 · q4) = g1(a1 · q5), ...) for g1(a1 · x) and the corresponding
chain of equalities for g2(a2 · x).
Now consider the infinite path p = (p1,p2, ...) and form the finite paths
pk = (p1, ...,pk), k = 1, 2, .... For ease of notation, let us set lk = lpk . The
sequence {l
k
}∞k=1 is a subset of the unit ball of the conjugate space C∗(Q).
By the Banach-Alaoglu theorem, the unit ball is weak* compact in the weak*
topology of C∗(Q) (see [122, p.68]). It follows from this theorem that the
sequence {l
k
}∞k=1 must have weak* cluster points. Suppose l∗ denotes one of
them. Without loss of generality we may assume that lk
weak∗−→ l∗, as k →∞.
From (1.26) it follows that l∗(g1 + g2) = 0. That is, l
∗ ∈ R⊥, where the
symbol R⊥ stands for the annihilator of R. Since in addition ‖l∗‖ ≤ 1, we
can write that
|l∗(f)| = |l∗(f −G)| ≤ ‖f −G‖ , (1.27)
for all functions G ∈ R. On the other hand, since the infinite bolt p is
extremal for f −G0
|lk(f −G0)| = ‖f −G0‖ , k = 1, 2, ...
Therefore,
|l∗(f)| = |l∗(f −G0)| = ‖f −G0‖ . (1.28)
From (1.27) and (1.28) we conclude that
‖f −G0‖ ≤ ‖f −G‖ ,
for all G ∈ R. In other words, G0 is a best approximation to f . We proved
the sufficiency of the theorem.
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Necessity. The proof of this part is mainly based on the following result
of Singer: Let X be a compact space, U be a linear subspace of C(X),
f ∈ C(X)\U and u0 ∈ U. Then u0 is a best approximation to f if and only
if there exists a regular Borel measure µ on X such that
(1) The total variation ‖µ‖ = 1;
(2) µ is orthogonal to the subspace U , that is,
∫
X
udµ = 0 for all u ∈ U ;
(3) For the Jordan decomposition µ = µ+ − µ−,
f(x)− u0(x) =
{ ‖f − u0‖ for x ∈ S+,
−‖f − u0‖ for x ∈ S−,
where S+ and S− are closed supports of the positive measures µ+ and µ−,
respectively.
Let us show how we use this theorem in the proof of necessity part of
our theorem. Assume G0 ∈ R is a best approximation. For the subspace
R, the existence of a measure µ satisfying the conditions (1)-(3) is a direct
consequence of Singer’s result. Let x0 be any point in S
+. Consider the point
y0 = a1 · x0 and a δ-neighborhood of y0. That is, choose an arbitrary δ > 0
and consider the set Iδ = (y0 − δ, y0 + δ) ∩ a1 · Q. Here, a1 · Q = {a1 · x :
x ∈ Q}. For any subset E ⊂ R, put
Ei = {x ∈ Q : ai · x ∈ E}, i = 1, 2.
Clearly, for some sets E, one or both the sets Ei may be empty. Since
I1δ ∩ S+ is not empty (note that x0 ∈ I1δ ), it follows that µ+(I1δ ) > 0. At
the same time µ(I1δ ) = 0, since µ is orthogonal to all functions g1(a1 · x).
Therefore, µ−(I1δ ) > 0. We conclude that I
1
δ ∩ S− is not empty. Denote this
intersection by Aδ. Tending δ to 0, we obtain a set A which is a subset of
S− and has the property that for each x ∈ A, we have a1 · x = a1 · x0. Fix
any point x1 ∈ A. Changing a1, µ+, S+ to a2, µ− and S− correspondingly,
repeat the above process with the point y1 = a2 ·x1 and a δ-neighborhood of
y1. Then we obtain a point x2 ∈ S+ such that a2 · x2 = a2 · x1. Continuing
this process, one can construct points x3, x4, and so on. Note that the set of
all constructed points xi, i = 0, 1, ..., forms a path. By Singer’s above result,
this path is extremal for the function f −G0. We have proved the necessity
and hence Theorem 1.4.
Theorem 1.4, in a more general setting, was proven in Pinkus [117, p.99]
under additional assumption that Q is convex. Convexity assumption was
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made to guarantee continuity of the following functions
g1,i(t) = max
x∈Q
ai·x=t
F (x) and g2,i(t) = min
x∈Q
ai·x=t
F (x), i = 1, 2,
where F is an arbitrary continuous function on Q. Note that in the proof of
Theorem 1.4 we did not need continuity of these functions.
It is well known that characterization theorems of this type are very
essential in approximation theory. Chebyshev was the first to prove a similar
result for polynomial approximation. Khavinson [79] characterized extremal
elements in the special case of the problem considered here. His case allows
the approximation of a continuous bivariate function f (x, y) by functions of
the form ϕ (x) + ψ (y).
1.3.3 Construction of an extremal element
In 1951, Diliberto and Straus [26] established a formula for the error in
approximating bivariate functions by sums of univariate functions. Their
formula contains the supremum over all closed bolts. Although the formula
is valid for all continuous functions, it is not easily calculable. Therefore,
it does not give the desired effect if one is interested in the precise value of
the approximation error. After this general result some authors started to
seek easily calculable formulas for the approximation error by considering not
the whole space, but some subsets of continuous functions (see, for example,
[4,7,55,56,79,121]).These subsets were chosen so that they could provide pre-
cise and easy computation of the approximation error. Since the set of ridge
functions contain univariate functions as its proper subset, one may ask for
explicit formulas for the error in approximating by sums of ridge functions.
In this section, we see how with the use of Theorem 1.3 (or 1.4) it
is possible to find the error and an extremal element in approximating a
continuous function by sums of ridge functions. We restrict ourselves to
R2. To make the problem more precise, let Ω be a compact set in R2,
f (x1,x2) ∈ C (Ω) , a = (a1, a2) ,b = (b1, b2) be linearly independent vec-
tors. We want, in some conditions on f and Ω, to establish a formula for an
easy and direct computation of the error in approximating from R (a,b) .
Theorem 1.5. Let
Ω =
{
x ∈ R2 : c1 ≤ a · x ≤ d1, c2 ≤ b · x ≤ d2
}
,
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where c1 < d1 and c2 < d2. Let a function f(x) ∈ C(Ω) have the continuous
partial derivatives ∂
2f
∂x21
, ∂
2f
∂x1∂x2
, ∂
2f
∂x22
and for any x ∈ Ω
∂2f
∂x1∂x2
(a1b2 + a2b1)− ∂
2f
∂x21
a2b2 − ∂
2f
∂x22
a1b1 ≥ 0.
Then
E(f) =
1
4
(f1(c1, c2) + f1(d1, d2)− f1(c1, d2)− f1(d1, c2)) ,
where
f1(y1, y2) = f
(
y1b2 − y2a2
a1b2 − a2b1 ,
y2a1 − y1b1
a1b2 − a2b1
)
. (1.29)
Proof. Introduce the new variables
y1 = a1x1 + a2x2, y2 = b1x1 + b2x2. (1.30)
Since the vectors (a1, a2) and (b1, b2) are linearly independent, for any
(y1, y2) ∈ Y , where Y = [c1, d1] × [c2, d2], there exists only one solution
(x1, x2) ∈ Ω of the system (1.30). The coordinates of this solution are
x1 =
y1b2 − y2a2
a1b2 − a2b1 , x2 =
y2a1 − y1b1
a1b2 − a2b1 . (1.31)
The linear transformation (1.31) transforms the function f(x1, x2) to the
function f1(y1, y2). Consider the approximation of f1(y1, y2) from the set
Z = {z1(y1) + z2(y2) : zi ∈ C(R), i = 1, 2} .
It is easy to see that
E (f,R) = E (f1,Z) . (1.32)
With each rectangle S = [u1, v1]× [u2, v2] ⊂ Y we associate the functional
L (h, S) =
1
4
(h(u1, u2) + h(v1, v2)− h(u1, v2)− h(v1, u2)) , h ∈ C(Y ).
This functional has the following obvious properties:
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(i) L(z, S) = 0 for any z ∈ Z and S ⊂ Y .
(ii) For any point (y1, y2) ∈ Y , L(f1, Y ) =
4∑
i=1
L(f1, Si), where S1 =
[c1, y1]× [c2, y2], S2 = [y1, d1]× [y2, d2], S3 = [c1, y1]× [y2, d2], S4 = [y1, d1]×
[c2, y2].
By the conditions of the theorem, it is not difficult to verify that
∂2f1
∂y1∂y2
≥ 0 for any (y1, y2) ∈ Y.
Integrating both sides of the last inequality over arbitrary rectangle S =
[u1, v1]× [u2, v2] ⊂ Y , we obtain that
L (f1, S) ≥ 0. (1.33)
Set the function
f2(y1, y2) = L (f1, S1) + L (f1, S2)− L (f1, S3)− L (f1, S4) . (1.34)
It is not difficult to verify that the function f1 − f2 belongs to Z. Hence
E (f1,Z) = E (f2,Z) . (1.35)
Calculate the norm ‖f2‖. From the property (ii), it follows that
f2(y1, y2) = L(f1, Y )− 2(L(f1, S3) + L(f1, S4))
and
f2(y1, y2) = 2 (L (f1, S1) + L (f1, S2))− L (f1, Y ) .
From the last equalities and (1.33), we obtain that
|f2(y1, y2)| ≤ L (f1, Y ) , for any (y1, y2) ∈ Y.
On the other hand, one can check that
f2(c1, c2) = f2(d1, d2) = L (f1, Y ) (1.36)
and
f2(c1, d2) = f2(d1, c2) = −L (f1, Y ) . (1.37)
Therefore,
‖f2‖ = L (f1, Y ) . (1.38)
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Note that the points (c1, c2), (c1, d2), (d1, d2), (d1, c2) in the given order form
a closed path with respect to the directions (0; 1) and (1; 0). We conclude
from (1.36)-(1.38) that this path is extremal for f2. By Theorem 1.3, z0 = 0
is a best approximation to f2. Hence
E (f2,Z) = L (f1, Y ) . (1.39)
Now from (1.32),(1.35) and (1.39) we finally conclude that
E (f,R) = L (f1, Y ) = 1
4
(f1(c1, c2) + f1(d1, d2)− f1(c1, d2)− f1(d1, c2)) ,
which is the desired result.
Corollary 1.4. Let all the conditions of Theorem 1.5 hold and f1(y1, y2)
is the function defined in (1.29). Then the function g0(y1, y2) = g1,0(y1) +
g2,0(y2), where
g1,0(y1) =
1
2
f1(y1, c2) +
1
2
f1(y1, d2)− 1
4
f1(c1, c2)− 1
4
f1(d1, d2),
g2,0(y2) =
1
2
f1(c1, y2) +
1
2
f1(d1, y2)− 1
4
f1(c1, d2)− 1
4
f1(d1, c2)
and y1 = a1x1 + a2x2, y2 = b1x1 + b2x2, is a best approximation from the set
R(a, b) to the function f .
Proof. It is not difficult to verify that the function f2(y1, y2) defined in (1.34)
has the form
f2(y1, y2) = f1(y1, y2)− g1,0(y1)− g2,0(y2).
On the other hand, we know from the proof of Theorem 1.5 that
E(f1,Z) = ‖f2‖ .
Therefore, the function g1,0(y1)+g2,0(y2) is a best approximation to f1. Then
the function g1,0(a · x) + g2,0(b · x) is an extremal element from R(a,b) to
f(x).
Remark 1.1. Rivlin and Sibner [121], and Babaev [7] proved Theorem
1.5 for the case in which a and b are the unit vectors. Our proof of Theorem
1.5 is different, short and elementary. Moreover, it has turned out to be useful
in constructing of an extremal element (see the proof of Corollary 1.4).
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1.3.4 Density of ridge functions and some problems
Let a1 and a2 be nonzero directions in Rd. One may ask the following ques-
tion: are there cases in which the set R (a1,a2) is dense in the space of all
continuous functions? Undoubtedly, a positive answer depends on the ge-
ometrical structure of compact sets over which all the considered functions
are defined. This problem may be interesting in the theory of partial differ-
ential equations. Take, for example, equation (1.10). A positive answer to
the problem means that for any continuous function f there exist solutions
of the given equation uniformly converging to f .
It should be remarked that our problem is a special case of the problem
considered by Marshall and O’Farrell. In [107], they obtained a necessary
and sufficient condition for a sum A1 +A2 of two subalgebras to be dense in
C(U), where C(U) denotes the space of real-valued continuous functions on
a compact Hausdorff space U . Below we describe Marshall and O’ Farrell’s
result for sums of ridge functions.
Let X be a compact subset of Rd. The relation on X , defined by setting
x ≈ y if x and y belong to some path in X , is an equivalence relation. The
equivalence classes we call orbits.
Theorem 1.6. Let X be a compact subset of Rd with all its orbits closed.
The set R (a1,a2) is dense in C(X) if and only if X contains no closed path
with respect to the directions a1 and a2.
The proof immediately follows from proposition 2 in [108] established for
the sum of two algebras. Since that proposition was given without proof, for
completeness of the exposition we give the proof of Theorem 1.6.
Proof. Necessity. If X has closed paths, then X has closed paths p′ =
(p′1, ...,p
′
2m) such that all points p
′
1, ...,p
′
2m are distinct. In fact, such special
paths can be obtained from any closed path p = (p1, ...,p2n) by the follow-
ing simple algorithm: if the points of the path p are not all distinct, let i
and k > 0 be the minimal indices such that pi = pi+2k; delete from p the
subsequence pi+1, ...,pi+2k and call p the obtained path; repeat the above
step until all points of p are all distinct; set p′ := p. By Urysohn’s great
lemma, there exist continuous functions h = h(x) on X such that h(p′i) = 1,
i = 1, 3, ..., 2m−1, h(p′i) = −1, i = 2, 4, ..., 2m and −1 < h(x) < 1 elsewhere.
Consider the measure
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µp′ =
1
2m
2m∑
i=1
(−1)i−1δp′i ,
where δp′i is a point mass at p
′
i. For this measure,
∫
X
hdµp′ = 1 and
∫
X
gdµp′ = 0
for all functions g ∈ R (a1,a2). Thus the set R (a1,a2) cannot be dense in
C(X).
Sufficiency. We are going to prove that the only annihilating regular
Borel measure for R (a1,a2) is the zero measure. Suppose, contrary to this
assumption, there exists a nonzero annihilating measure on X for R (a1,a2).
The class of such measures with total variation not more than 1 we denote by
S. Clearly, S is weak-* compact and convex. By the Krein-Milman theorem,
there exists an extreme measure µ in S. Since the orbits are closed, µ must
be supported on a single orbit. Denote this orbit by T.
For i = 1, 2, let Xi be the quotient space of X obtained by identifying
the points y and z whenever ai·y = ai·z. Let pii be the natural projection
of X onto Xi. For a fixed point t ∈ X set T1 = {t}, T2 = pi−11 (pi1T1),
T3 = pi
−1
2 (pi2T2), T4 = pi
−1
1 (pi1T3), ... Obviously, T1 ⊂ T2 ⊂ T3 ⊂ · · · .
Therefore, for some k ∈ N, |µ| (T2k) > 0, where |µ| is a total variation measure
of µ. Since µ is orthogonal to every continuous function of the form g (a1·x),
µ(T2k) = 0. From the Haar decomposition µ(T2k) = µ
+(T2k) − µ−(T2k) it
follows that µ+(T2k) = µ
−(T2k) > 0. Fix a Borel subset S0 ⊂ T2k such
that µ+(S0) > 0 and µ
−(S0) = 0. Since µ is orthogonal to every continuous
function of the form g (a2·x), µ(pi−12 (pi2S0)) = 0. Therefore, one can chose a
Borel set S1 such that S1 ⊂ pi−12 (pi2S0) ⊂ T2k+1, S1 ∩ S0 = ∅, µ+(S1) = 0,
µ−(S1) > µ
+(S0). By the same way one can chose a Borel set S2 such that
S2 ⊂ pi−11 (pi1S1) ⊂ T2k+2, S2 ∩S1 = ∅, µ−(S2) = 0, µ+(S2) > µ−(S1), and so
on.
The sets S0, S1, S2, ...are pairwise disjoint. For otherwise, there would
exist positive integers n and m, with n < m and a path (yn, yn+1, ..., ym)
such that yi ∈ Si for i = n, ..., m and ym ∈ Sm ∩ Sn. But then there would
exist paths (z1, z2, ..., zn−1, yn) and (z1, z
′
2, ..., z
′
n−1, ym) with zi and z
′
i in Ti
for i = 2, ..., n− 1. Hence, the set
{z1, z2, ..., zn−1, yn, yn+1, ..., ym, z′n−1, ..., z
′
2, z1}
would contain a closed path. This would contradict our assumption on X.
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Now, since the sets S0, S1, S2, ...are pairwise disjoint, and |µ| (Si) > µ+(S0) >
0 for each i = 1, 2, ..., it follows that the total variation of µ is infinite. This
contradiction completes the proof.
The following corollary concerns the problem considered by Colitschek
and Light in [36].
Corollary 1.5. Let D be a compact subset of R2 with all its orbits closed.
Let W denote the set of all solutions of the wave equation
∂2w
∂s∂t
(s, t) = 0, (s, t) ∈ D.
Then
inf
w∈W
‖f − w‖ = 0
for any continuous function f(s, t) on D if and only if D contains no closed
bolt of lightning
Proof. Let pi1 and pi2 denote the usual coordinate projections, viz: pi1(s, t) = s
and pi2(s, t) = t, (s, t) ∈ R2. Set S = pi1(D) and T = pi2(D). It is easy to see
that
W =
{
w ∈ C(D) : w(s, t) = x(s) + y(t), x ∈ C2(S), y ∈ C2(T )} .
Set
W˜ = {w ∈ C(D) : w(s, t) = x(s) + y(t), x ∈ C(S), y ∈ C(T )} .
Since the set W is dense in W˜ ,
inf
w∈W
‖f − w‖ = inf
w∈W˜
‖f − w‖ .
But by Theorem 1.6, the equality
inf
w∈W˜
‖f − w‖ = 0
holds for any f ∈ C(D) if and only if D contains no closed bolt of lightning.
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Let us indicate difficulties with the sum of more than two ridge functions.
Consider the set
R (a1, ...,ar) = { r∑
i=1
gi
(
ai·x) , g
i
∈ C (R) , i = 1, ..., r
}
,
where a1, ...,ar are pairwise linearly independent vectors in Rd\{0}. Let
r ≥ 3. How can we define a path? Recall that in the case when r = 2,
a path is an ordered set of points (p1,p2, ...,pn) in R
d with edges pipi+1
in alternating hyperplanes. The first, the third, the fifth,... hyperplanes
(also the second, the fourth, the sixth,... hyperplanes) are parallel. If not
differentiate between parallel hyperplanes, the path (p1,p2, ...,pn) can be
considered as a trace of some point traveling in two alternating hyperplanes.
In this case, if the point starts and stops at the same location (i.e., if pn = p1)
and n is an odd number, then the path functional
G(f) =
1
n− 1
n−1∑
i=1
(−1)i+1f(pi),
annihilates each sum of ridge functions with the two fixed directions. The
picture becomes more complicated when the number of directions more than
two. The simple generalization of the above-mentioned arguments demands a
point traveling in three or more alternating hyperplanes. But in this case the
appropriate generalization of the functional G does not annihilate functions
from R (a1, ...,ar).
There were several attempts to fill this gap in the special case when r = d
and a1, ...,ar are the unit vectors. Unfortunately, all these attempts failed
(see, for example, the attempts in [26,37] and the refutations in [4,28,109]).
At the end we want to draw the readers attention to the following prob-
lems. All these problems are general and not solved by the methods intro-
duced in this section.
Let Q be a compact subset of Rd. Consider the approximation of a
continuous function defined on Q by functions from R (a1, ...,ar). Let r ≥ 3.
Problem 3. Characterize those functions from R (a1, ...,ar) that are
extremal to a given continuous function.
Problem 4. Establish explicit formulas for the error in approximating
from R (a1, ...,ar) and construct a best approximation.
Problem 5. Find necessary and sufficient geometrical conditions for the
set R (a1, ...,ar) to be dense in C(Q).
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It should be remarked that in [108], Problem 5 was set up for the sum of
r subalgebras of C(Q). Lin and Pinkus [95] proved that the set R (a1, ...,ar)
(r may be very large) is not dense in C(Rd) in the topology of uniform
convergence on compact subsets of Rd. That is, there are compact sets
Q ⊂ Rd such that R (a1, ...,ar) is not dense in C(Q). In the case r = 2,
Theorem 1.6 complements this result, by describing compact sets Q ⊂ R2,
for which R (a1,a2) is dense in C(Q).
1.4 Sums of continuous ridge functions
In this section, we find geometric means of deciding if any continuous multi-
variate function can be represented by a sum of two continuous ridge func-
tions.
1.4.1 Exposition of the problem
In this section, we will consider the following representation problem associ-
ated with the set R (a1, ..., ar) .
Problem 6. Let X be a compact subset of Rd. Give geometrical condi-
tions that are necessary and sufficient for
R (a1, ..., ar) = C (X) ,
where C (X) is the space of continuous functions on X furnished with the
uniform norm.
We solve this problem for r = 2 and indicate some difficulties related to
the case r ≥ 3. In the sequel, we will use the notation
H1 = H1 (X) =
{
g1
(
a1 · x) : g1 ∈ C (R)} ,
H2 = H2 (X) =
{
g2
(
a2 · x) : g2 ∈ C (R)} .
Note that by this notation, R (a1, a2) = H1 +H2.
At the end of this section, we generalize the obtained result from H1+H2
to the set of sums g1 (h1 (x)) + g2 (h2 (x)), where h1, h2 are fixed continuous
functions on X .
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1.4.2 The representation theorem
Theorem 1.7. Let X be a compact subset of Rd. The equality
H1 (X) +H2 (X) = C (X)
holds if and only if X contains no closed path and there exists a positive
integer n0 such that the lengths of paths in X are bounded by n0.
Proof. Necessity. Let H1 +H2 = C (X). Consider the linear operator
A : H1 ×H2 → C (X) , A [(g1, g2)] = g1 + g2,
where g1 ∈ H1, g2 ∈ H2. The norm on H1 ×H2 we define as
‖(g1, g2)‖ = ‖g1‖+ ‖g2‖ .
It is obvious that the operator A is continuous with respect to this norm.
Besides, since C (X) = H1 + H2, A is a surjection. Consider the conjugate
operator
A∗ : C (X)∗ → [H1 ×H2]∗ , A∗ [G] = (G1, G2) ,
where the functionals G1 and G2 are defined as follows
G1 (g1) = G (g1) , g1 ∈ H1; G2 (g2) = G (g2) , g2 ∈ H2.
An element (G1, G2) from [H1 ×H2]∗ has the norm
‖(G1, G2)‖ = max {‖G1‖ , ‖G2‖} . (1.40)
Let now p = (p1, ..., pm) be any path with different points: pi 6= pj for
any i 6= j, 1 ≤ i, j ≤ m. We associate with p the following functional over
C (X)
L [f ] =
1
m
m∑
i=1
(−1)i−1 f (pi) .
Since |L(f)| ≤ ‖f‖ and |L(g)| = ‖g‖ for a continuous function g(x) such that
g(pi) = 1, for odd indices i, g(pj) = −1, for even indices j and −1 < g(x) < 1
elsewhere, we obtain that ‖L‖ = 1. Let A∗ [L] = (L1, L2). One can easily
verify that
‖Li‖ ≤ 2
m
, i = 1, 2.
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Therefore, from (1.40) we obtain that
‖A∗ [L]‖ ≤ 2
m
. (1.41)
Since A is a surjection, there exists δ > 0 such that
‖A∗ [G]‖ ≥ δ ‖G‖ for any functional G ∈ C (X)∗
Hence
‖A∗ [L]‖ ≥ δ. (1.42)
Now from (1.41) and (1.42) we conclude that
m ≤ 2
δ
.
This means that for a path with different points, n0 can be chosen as[
2
δ
]
+ 1.
Let now p = (p1, ..., pm) be a path with at least two coinciding points.
Then we can form a closed path with different points. This may be done by
the following way: let i and j be indices such that pi = pj and j − i takes
its minimal value. Note that in this case all the points pi, pi+1, ..., pj−1 are
distinct. Now if j − i is an even number, then the path (pi, pi+1, ..., pj−1) ,
and if j − i is an odd number, then the path (pi+1, ..., pj−1) is a closed path
with different points. It remains to show that X can not possess closed paths
with different points. Indeed, if q = (q1, ..., q2k) is a path of this type, then
the functional L, associated with q, annihilates all functions from H1 +H2.
On the other hand, L [f ] = 1 for a continuous function f on X satisfying the
conditions f (t) = 1 if t ∈ {q1, q3, ..., q2k−1} ; f (t) = −1 if t ∈ {q2, q4, ..., q2k} ;
f (t) ∈ (−1; 1) if t ∈ X\q . This implies on the contrary to our assumption
that H1 +H2 6= C (X). The necessity has been proved.
Sufficiency. Let X contains no closed path and the lengths of all paths
are bounded by some positive integer n0. We may suppose that any path
has different points. Indeed, in other case we can form a closed path, which
contradicts our assumption.
For i = 1, 2, let Xi be the quotient space of X obtained by identifying
the points a and b whenever g (a) = g (b) for each g in Hi. Let pii be the
natural projection of X onto Xi. For a point t ∈ X set T1 = pi−11 (pi1t) , T2 =
pi−12 (pi2T1) , . . . . By O (t) denote the orbit of X containing t. Since the length
of any path in X is not more than n0, we conclude that O (t) = Tn0. Since
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X is compact, the sets T1, T2, ..., Tn0 , hence O(t), are compact. By Theorem
1.6 (see Section 1.3), H1 +H2 = C (X).
Now show that H1 +H2 is closed in C (X). Set
H3 = H1 ∩H2.
Let X3 and pi3 be the associated quotient space and projection. Fix some
a ∈ X3. Show, within conditions of our theorem, that if t ∈ pi−13 (a) , then
O (t) = pi−13 (a). The inclusion O (t) ⊂ pi−13 (a) is obvious. Suppose that there
exists a point t1 ∈ pi−13 (a) such that t1 /∈ O (t). Then O (t) ∩ O (t1) = ∅. By
X|O denote the factor space generated by orbits of X . X|O is a normal
topological space with its natural factor topology. Hence we can construct
a continuous function u ∈ C (X|O) such that u (O (t)) = 0, u (O (t1)) = 1.
The function υ (x) = u (O (x)) , x ∈ X, is continuous on X and belongs to
H3 as a function being constant on each orbit. But, since O (t) ⊂ pi−13 (a)
and O (t1) ⊂ pi−13 (a), the function υ (x) can not take different values on O (t)
and O (t1). This contradiction means that there is not a point t1 ∈ pi−13 (a)
such that t1 /∈ O (t). Thus,
O (t) = pi−13 (a) (1.43)
for any a ∈ X3 and t ∈ pi−13 (a).
Now prove that there exists a positive real number c such that
sup
z∈X3
var
pi−13 (z)
f ≤ c sup
y∈X2
var
pi−12 (y)
f (1.44)
for all f in H1. Note that for Y ⊂ X, var
Y
f is the variation of f on the set
Y. That is,
var
Y
f = sup
x,y∈Y
|f (x)− f (y)| .
Due to (1.43), inequality (1.44) can be written in the following form
sup
t∈X
var
O(t)
f ≤ c sup
t∈X
var
pi−12 (pi2(t))
f (1.45)
for all f ∈ H1.
Let t ∈ X and t1, t2 be arbitrary points of O (t). Then there is a path
(b1, b2, ..., bm) with b1 = t1 and bm = t2. Besides, by the condition, m ≤ n0 .
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Let first a2 · b1 = a2 · b2, a1 · b2 = a1 · b3, ..., a2 · bm−1 = a2 · bm. Then for any
function f ∈ H1
|f (t1)− f (t2)| = |f (b1)− f (b2) + ...− f (bm)| ≤
≤ |f (b1)− f (b2)|+ ...+ |f (bm−1)− f (bm)| ≤ no
2
sup
t∈X
var
pi−12 (pi2(t))
f. (1.46)
It is not difficult to verify that inequality (1.46) holds in all other possible
cases of the path (b1, ..., bm). Now from (1.46) we obtain (1.45), hence (1.44),
where c = n0
2
. In [108], Marshall and O’Farrell proved the following result (see
Proposition 4 in [108]): Let A1 and A2 be closed subalgebras of C(X) that
contain the constants. Let (X1, pi1), (X2, pi2) and (X3, pi3) be the quotient
spaces and projections associated with the algebras A1, A2 and A3 = A1 ∩
A2 respectively. Then A1 +A2 is closed in C(X) if and only if there exists a
positive real number c such that
sup
z∈X3
var
pi−13 (z)
f ≤ c sup
y∈X2
var
pi−12 (y)
f
for all f in A1.
By this proposition, (1.44) implies that H1+H2 is closed in C (X). Thus
we finally obtain that H1 +H2 = C (X).
Paths with respect to two directions are explicit objects and give geomet-
ric means of deciding if H1+H2 = C (X). Let us show this in the example of
the bivariate ridge functions g1 = x1+x2 and g2 = x1−x2. If X is the union
of two parallel line segments in R2, not parallel to any of the lines x1+x2 = 0
and x1 − x2 = 0, then Theorem 1.7 holds. If X is any bounded part of the
graph of the function x2 = arcsin(sin x1), then Theorem 1.7 also holds. Let
now X be the set
{(0, 0), (1,−1), (0,−2), (−11
2
,−1
2
), (0, 1), (3
4
, 1
4
), (0,−1
2
),
(−3
8
,−1
8
), (0, 1
4
), ( 3
16
, 1
16
), ...}.
In this case, there is no positive integer bounding lengths of all paths.
Thus Theorem 1.7 fails. Note that since orbits of all paths are closed, Theo-
rem 1.6 from the previous section shows H1 +H2 is dense in C (X) .
If X is any set with interior points, then both Theorem 1.6 and Theorem
1.7 fail, since any such set contains the vertices of some parallelogram with
sides parallel to the directions a1 and a2, that is a closed path.
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To solve Problem 6 for the general case in which r ≥ 3 is more difficult
than to solve it for r = 2. In this case, we even don’t know what objects will
be an appropriate generalization of paths (see Section 1.3.4). Representation
by sums of continuous ridge functions requires more complicated relations
between points of X than relations induced by paths with respect to only
two directions. If disregard continuity, we have seen in Section 1.2 that cycles
with respect to n directions are able to solve the representation problem. But
when some topology is involved, the picture is quite different. No one knows a
geometrically explicit solution to the problem of representation of continuous
multivariate functions by sums of continuous ridge functions. Nevertheless,
it should be noted that this problem in quite abstract form was solved by
Sternfeld. His solution involves a family of functions that separates regular
Borel measures on a given compact set X . A family F = {h} ⊂ C(X) is said
to be a measure separating family (m.s.f.) if there exists a number 0 < λ ≤ 1
such that for any measure µ in C(X)∗, the inequality ‖µ ◦ h−1‖ ≥ λ ‖µ‖ holds
for some h ∈ F. Sternfeld [131], in particular, proved that R (a1, ...,ar) =
C(X) if and only if the family {ai · x, i = 1, ..., r} is a m.s.f.
Theorem 1.7 admits a direct generalization to the representation by sums
g1 (h1 (x))+g2 (h2 (x)), where h1 (x) and h2 (x) are fixed continuous functions
on X . This generalization needs consideration of new objects – paths with
respect to two continuous functions.
Definition 1.5. Let X be a compact set in Rd and hi ∈ C (X) , i = 1, 2. A
finite ordered subset (p1, p2, ..., pm) of X with pi 6= pi+1 (i = 1, ..., m− 1) , and
either h1 (p1) = h1 (p2) , h2 (p2) = h2 (p3) , h1 (p3) = h1 (p4) , ..., or h2 (p1) =
h2 (p2) , h1 (p2) = h1 (p3) , h2 (p3) = h2 (p4) , ... is called a path with respect to
the functions h1 and h2 or shortly an h1-h2 path.
Theorem 1.8. Let X be a compact subset of Rd. Every function f ∈
C(X) admits a representation
f(x) = g1 (h1 (x)) + g2 (h2 (x)) , g1, g2 ∈ C(R)
if and only if the set X contains no closed h1-h2 path and there exists a
positive integer n0 such that the lengths of h1-h2 paths in X are bounded by
n0.
The proof can be carried out by the same arguments as above.
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It should be noted that Theorem 1.8 was first proved by Khavinson in his
monograph [76]. Khavinson’s proof (see [76, p.87]) used theorems of Sternfeld
[132] and Medvedev [76, Theorem 2.2], whereas our proof, which generalizes
the ideas of Khavinson, was based on the above proposition of Marshall and
O’Farrell.
1.5 On the proximinality of ridge functions
In this section, using two results of Garkavi, Medvedev and Khavinson [35],
we give sufficient conditions for proximinality of sums of two ridge functions
with bounded and continuous summands in the spaces of bounded and con-
tinuous multivariate functions, respectively. In the first case, we give an
example which shows that the corresponding sufficient condition cannot be
made weaker for certain subsets of Rn. In the second case, we obtain also
a necessary condition for proximinality. All the results are furnished with
plenty of examples. The results, examples and following discussions natu-
rally lead us to a conjecture on the proximinality of the considered class of
ridge functions.
1.5.1 Problem statement
Let E be a normed linear space and F be its subspace. We say that F is
proximinal in E if for any element e ∈ E there exists at least one element
f0 ∈ F such that
‖e− f0‖ = inf
f∈F
‖e− f‖ .
In this case, the element f0 is said to be extremal to e.
We are interested in the problem of proximinality of the set of linear
combinations of ridge functions in the spaces of bounded and continuous
functions respectively. This problem will be considered in the simplest case
when the class of approximating functions is the set
R = R (a1,a2) = {g1 (a1·x)+ g2 (a2·x) : gi : R→ R, i = 1, 2}.
Here a1and a2 are fixed directions and we vary over gi. It is clear that this
is a linear space. Consider the following three subspaces of R. The first is
obtained by taking only bounded sums g1 (a
1·x) + g2 (a2·x) over some set X
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in Rn. We denote this subspace by Ra(X). The second and the third are
subspaces of R with bounded and continuous summands gi (ai · x) , i = 1, 2,
on X respectively. These subspaces will be denoted by Rb(X) and Rc(X).
In the case of Rc(X), the set X is considered to be compact.
Let B(X) and C(X) be the spaces of bounded and continuous multivari-
ate functions over X respectively. What conditions must one impose on X
in order that the sets Ra(X) and Rb(X) be proximinal in B(X) and the set
Rc(X) be proximinal in C(X)? We are also interested in necessary condi-
tions for proximinality. It follows from one result of Garkavi, Medvedev and
Khavinson (see theorem 1 [35]) that Ra(X) is proximinal in B(X) for all
subsets X of Rn. There is also an answer (see theorem 2 [35]) for proximi-
nality of Rb(X) in B(X). This will be discussed in Section 1.5.2. Is the set
Rb(X) always proximinal in B(X)? There is an an example of a set X ⊂ Rn
and a bounded function f on X for which there does not exist an extremal
element in Rb(X).
In Section 1.5.3, we will obtain sufficient conditions for the existence of
extremal elements from Rc(X) to an arbitrary function f ∈ C(X). Based
on one result of Marshall and O’Farrell [108], we will also give a necessary
condition for proximinality of Rc(X) in C(X). All the theorems, following
discussions and examples of the paper will lead us naturally to a conjecture
on the proximinality of the subspaces Rb(X) and Rc(X) in the spaces B(X)
and C(X) respectively.
The reader may also be interested in the more general case with the set
R = R (a1, ..., ar). In this case, the corresponding sets Ra(X), Rb(X) and
Rc(X) are defined similarly. Using the results of [35], one can obtain sufficient
(but not necessary) conditions for proximinality of these sets. This needs,
besides paths, the consideration of some additional and more complicated
relations between points of X . Here we will not consider the case r ≥ 3, since
our main purpose is to draw the reader’s attention to the arisen problems of
proximinality in the simplest case of approximation. For the existing open
problems connected with the set R (a1, ..., ar), where r ≥ 3, see [53] and
[118].
1.5.2 Proximinality of Rb(X) in B(X)
Let a1 and a2 be two different directions in Rn. In the sequel, we will use
paths with respect to the directions a1 and a2. Recall that a length of a
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path is the number of its points and can be equal to∞ if the path is infinite.
A singleton is a path of the unit length. We say that a path (x1, ...,xm)
belonging to some subset X of Rn is irreducible if there is not another path(
y1, ...,yl
) ⊂ X with y1 = x1, yl = xm and l < m.
The following theorem follows from theorem 2 of [35].
Theorem 1.9. Let X ⊂ Rn and the lengths of all irreducible paths in X
be uniformly bounded by some positive integer. Then each function in B(X)
has an extremal element in Rb(X).
There are a large number of sets in Rn satisfying the hypothesis of this
theorem. For example, if a set X has a cross section according to one of
the directions a1 or a2, then the set X satisfies the hypothesis of Theorem
1.9. By a cross section according to the direction a1 we mean any set Xa1 =
{x ∈ X : a1 · x = c}, c ∈ R, with the property: for any y ∈ X there
exists a point y1 ∈ Xa1 such that a2 · y = a2 · y1. By the similar way,
one can define a cross section according to the direction a2. For more on
cross sections in problems of proximinality of sums of univariate functions
see [34,77]. Regarding Theorem 1.9 one may ask if the condition of the
theorem is necessary for proximinality of Rb(X) in B(X). While we do not
know a complete answer to this question, we are going to give an example of
a set X for which Theorem 1.9 fails. Let a1 = (1;−1), a2 = (1; 1). Consider
the set
X = {(2; 2
3
), (
2
3
;−2
3
), (0; 0), (1; 1), (1 +
1
2
; 1− 1
2
), (1 +
1
2
+
1
4
; 1− 1
2
+
1
4
),
(1 +
1
2
+
1
4
+
1
8
; 1− 1
2
+
1
4
− 1
8
), ...}.
In what follows, the elements of X in the given order will be denoted by
x0,x1,x2, ... . It is clear that X is a path of the infinite length and xn → x0
, as n → ∞. Let ∑∞n=1 cn be any divergent series with the terms cn > 0
and cn → 0, as n → ∞. Besides let f0 be a function vanishing at the
points x0,x2,x4, ..., and taking values c1, c2, c3, ... at the points x
1,x3, x5, ...
respectively. It is obvious that f0 is continuous on X . The set X is compact
and satisfies all the conditions of Theorem 1.6. By that theorem, Rc(X) =
C(X). Therefore, for any continuous function on X , thus for f0,
inf
g∈Rc(X)
‖f0 − g‖C(X) = 0. (1.47)
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Since Rc(X) ⊂ Rb(X), we obtain from (1.47) that
inf
g∈Rb(X)
‖f0 − g‖B(X) = 0. (1.48)
Suppose that f0 has an extremal element g
0
1 (a
1·x) + g02 (a2 ·x) in Rb(X).
By the definition of Rb(X), the ridge functions g0i , i = 1, 2, are bounded on
X. From (1.48) it follows that f0 = g
0
1 (a
1 ·x) + g02 (a2·x) . Since a1 · x2n =
a1 · x2n+1 and a2 · x2n+1 = a2 · x2n+2, for n = 0, 1, ..., we can write
k∑
n=0
cn+1 =
k∑
n=0
[
f(x2n+1)− f(x2n)]
=
k∑
n=0
[
g02(x
2n+1)− g02(x2n)
]
= g02(a
2 · x2k+1)− g02(a2 · x0). (1.49)
Since
∑∞
n=1 cn =∞, we deduce from (1.49) that the function g02 (a2·x) is not
bounded on X. This contradiction means that the function f0 does not have
an extremal element in Rb(X). Therefore, the space Rb(X) is not proximinal
in B(X).
1.5.3 Proximinality of Rc(X) in C(X)
In this section, give sufficient conditions and also a necessary condition for
proximinality of Rc(X) in C(X).
Theorem 1.10. Let the system of independent vectors a1 and a2 has
a complement to a basis {a1, ..., an} in Rn with the property: for any point
x0 ∈ X and any positive real number δ there exist a number δ0 ∈ (0, δ] and
a point xσ in the set
σ = {x ∈ X : a2 · x0 − δ0 ≤ a2 · x ≤ a2 · x0 + δ0},
such that the system 
a2 · x′ = a2 · xσ
a1 · x′ = a1 · x∑n
i=3 |ai · x′ − ai · x| < δ
(1.50)
has a solution x′ ∈ σ for all points x ∈ σ.Then the space Rc(X) is proximinal
in C(X).
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Proof. Introduce the following mappings and sets:
pii : X → R, pii(x) = ai · x, Yi = pii(X), i = 1, ..., n.
Since the system of vectors {a1, ..., an} is linearly independent, the map-
ping pi = (pi1, ...pin) is an injection from X into the Cartesian product Y1 ×
...×Yn . Besides, pi is linear and continuous. By the open mapping theorem,
the inverse mapping pi−1 is continuous from Y = pi(X) onto X. Let f be a
continuous function on X . Then the composition f ◦ pi−1(y1, ...yn) will be
continuous on Y, where yi = pii(x), i = 1, ..., n, are the coordinate functions.
Consider the approximation of the function f ◦ pi−1 by elements from
G0 = {g1(y1) + g2(y2) : gi ∈ C(Yi), i = 1, 2}
over the compact set Y . Then one may observe that the function f has
an extremal element in Rc(X) if and only if the function f ◦ pi−1 has an
extremal element in G0. Thus the problem of proximinality of Rc(X) in
C(X) is reduced to the problem of proximinality of G0 in C(Y ).
Let T, T1, ..., Tm+1 be metric compact spaces and T ⊂ T1× ...×Tm+1. For
i = 1, ..., m, let ϕi be the continuous mappings from T onto Ti. In [35], the
authors obtained sufficient conditions for proximinality of the set
C0 = {
n∑
i=1
gi ◦ ϕi : gi ∈ C(Ti), i = 1, ...m}
in the space C(T ) of continuous functions on T. Since Y ⊂ Y1×Y2×Z3, where
Z3 = Y3 × ... × Yn, we can use this result in our case for the approximation
of the function f ◦ pi−1 by elements from G0. By this theorem, the set G0
.is proximinal in C(Y ) if for any y02 ∈ Y2 and δ > 0 there exists a number
δ0 ∈ (0, δ) such that the set σ(y02, δ0) = [y02−δ0, y02+δ0]∩Y2 has (2, δ) maximal
cross section. The last means that there exists a point yσ2 ∈ σ(y02, δ0) with
the property: for any point (y1, y2, z3) ∈ Y, with the second coordinate y2
from the set σ(y02, δ0), there exists a point (y
′
1, y
σ
2 , z
′
3) ∈ Y such that y1 = y′1
and ρ(z3, z
′
3) < δ, where ρ is a metrics in Z3. Since these conditions are
equivalent to the conditions of Theorem 1.10, the space G0 is proximinal in
the space C(Y ). Then by the above conclusion, the spaceRc(X) is proximinal
in C(X).
Let us give some simple examples of compact sets satisfying the hypothe-
sis of Theorem 1.10. For the sake of brevity, we restrict ourselves to the case
n = 3.
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(a) Let X be a closed ball in R3, a1 and a2 be two arbitrary orthogonal
directions. Then Theorem 1.10 holds. Note that in this case, we can
take δ0 = δ and a
3 as an orthogonal vector to both the vectors a1 and
a2.
(b) Let X be the unite cube, a1 = (1; 1; 0), a2 = (1;−1; 0). Then Theorem
1.10 also holds. In this case, we can take δ0 = δ and a
3 = (0; 0; 1). Note
that the unit cube does not satisfy the hypothesis of the theorem for
many directions (take, for example, a1 = (1; 2; 0) and a2 = (2;−1; 0)).
In the following example, one can not always chose δ0 as equal to δ.
(c) Let X = {(x1, x2, x3) : (x1, x2) ∈ Q, 0 ≤ x3 ≤ 1}, where Q is the
union of two triangles A1B1C1 and A2B2C2 with the vertices A1 =
(0; 0), B1 = (1; 2), C1 = (2; 0), A2 = (1
1
2
; 1), B2 = (2
1
2
;−1), C2 =
(31
2
; 1). Let a1 = (0; 1; 0) and a2 = (1; 0; 0). Then it is easy to see that
Theorem 1.10 holds (the vector a3 can be chosen as (0; 0; 1)). In this
case, δ0 can not be always chosen as equal to δ. Take, for example,
x0 = (13
4
; 0; 0) and δ = 13
4
. If δ0 = δ, then the second equation of
the system (1.50) has not a solution for a point (1; 2; 0) or a point
(21
2
;−1; 0). But if we take δ0 not more than 14 , then for xσ = x0 the
system has a solution. Note that the last inequality |a3 · x′ − a3 · x| < δ
of the system can be satisfied with the equality a3 · x′ = a3 · x if
a3 = (0; 0; 1).
It should be remarked that the results of [35] tell nothing about necessary
conditions for proximinality of the spaces considered there. To fill this gap in
our case, we want to give a necessary condition for proximinality of Rc(X)
in C(X). Our result will be based on the result of Marshall and O’Farrell
given below. First, let us introduce some notation. By Ric, i = 1, 2, we will
denote the set of continuous ridge functions g (ai · x) on the given compact
set X ⊂ Rn. Note that Rc = R1c + R2c . Besides, let R3c = R1c ∩ R2c . For
i = 1, 2, 3, let Xi be the quotient space obtained by identifying points y1 and
y2 in X whenever f(y1) = f(y2) for each f in Ric. By pii denote the natural
projection of X onto Xi, i = 1, 2, 3. Note that we have already dealt with
the quotient spaces X1, X2 and the projections pi1, pi2 in the previous section.
Recall that the relation on X , defined by setting y1 ≈ y2 if y1 and y2 belong
to some path, is an equivalence relation and the equivalence classes are called
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orbits. By O(t) denote the orbit of X containing t. For Y ⊂ X, let varY f
be the variation of a function f on the set Y. That is,
var
Y
f = sup
x,y∈Y
|f (x)− f (y)| .
Theorem 1.11. Suppose that the spaceRc(X) is proximinal in C(X).Then
there exists a positive real number c such that
sup
t∈X
var
O(t)
f ≤ c sup
t∈X
var
pi−12 (pi2(t))
f (1.51)
for all f in R1c .
The proof is simple. In [108], Marshall and O’Farrell proved the following
result (see proposition 4 in [108]): Let A1 and A2 be closed subalgebras of
C(X) that contain the constants. Let (X1, pi1), (X2, pi2) and (X3, pi3) be
the quotient spaces and projections associated with the algebras A1, A2 and
A3 = A1 ∩ A2 respectively. Then A1 + A2 is closed in C(X) if and only if
there exists a positive real number c such that
sup
z∈X3
var
pi−13 (z)
f ≤ c sup
y∈X2
var
pi−12 (y)
f (1.52)
for all f in A1.
IfRc(X) is proximinal in C(X), then it is necessarily closed and therefore,
by the above proposition, (1.52) holds for the algebras Ai1 = Ric, i = 1, 2, 3.
The right-hand side of (1.52) is equal to the right-hand side of (1.51). Let t
be some point in X and z = pi3(t). Since each function f ∈ R3c is constant
on the orbit of t (note that f is both of the form g1 (a
1·x) and of the form
g2 (a
2·x)), O(t) ⊂ pi−13 (z). Hence,
sup
t∈X
var
O(t)
f ≤ c sup
z∈X3
var
pi−13 (z)
f (1.53)
From (1.52) and (1.53) we obtain (1.51).
Note that the inequality (1.52) provides not worse but less practicable
necessary condition for proximinality than the inequality (1.51) does. On
the other hand, there are many cases in which both the inequalities are
equivalent. For example, let the lengths of irreducible paths ofX are bounded
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by some positive integer n0. In this case, it can be shown that the inequality
(1.52), hence (1.51), holds with the constant c = n0
2
and moreover O(t) =
pi−13 (z) for all t ∈ X , where z = pi3(t) (see the proof of theorem 5 in [53]).
Therefore, the inequalities (1.51) and (1.52) are equivalent for the considered
class of sets X. The last argument shows that all the compact sets X ⊂ Rn
over which Rc(X) is not proximinal in C(X) should be sought in the class of
sets having irreducible paths consisting sufficiently large number of points.
For example, let I = [0; 1]2 be the unit square, a1 = (1; 1), a2 = (1; 1
2
).
Consider the path
lk = {(1; 0), (0; 1), (1
2
; 0), (0;
1
2
), (
1
4
; 0), ..., (0;
1
2k
)}.
It is clear that lk is an irreducible path with the length 2k + 2, where k
may be very large. Let gk be a continuous univariate function on R satisfying
the conditions: gk(
1
2k−i
) = i, i = 0, ..., k, gk(t) = 0 if t <
1
2k
, i−1 ≤ gk(t) ≤ i
if t ∈ ( 1
2k−i+1
, 1
2k−i
), i = 1, ..., k, and gk(t) = k if t > 1. Then it can be easily
verified that
sup
t∈X
var
pi−12 (pi2(t))
gk(a
1·x) ≤ 1. (1.54)
Since maxx∈I gk(a
1·x) = k, minx∈I gk(a1·x) = 0 and varx∈O(t1)gk(a1· x) =
k for t1 = (1; 0), we obtain that
sup
t∈X
var
O(t)
gk(a
1·x) = k. (1.55)
Since k may be very large, from (1.54) and (1.55) it follows that the
inequality (1.51) cannot hold for the function gk(a
1 ·x) ∈ R1c . Thus the
space Rc(I) with the directions a1 = (1; 1) and a2 = (1; 12) is not proximinal
in C(I).
It should be remarked that if a compact set X ⊂ Rn satisfies the hypoth-
esis of Theorem 1.10, then the length of all irreducible paths are uniformly
bounded (see the proof of Theorem 1.10 and lemma in [35]). We have already
seen that if the last condition does not hold, then the proximinality of both
Rc(X) in C(X) and Rb(X) in B(X) fail for some sets X. Besides the exam-
ples given above and in Section 1.5.2, one can easily construct many other
examples of such sets. All these examples, Theorems 1.9, 1.10, 1.11 and the
subsequent remarks justify the statement of the following conjecture:
Conjecture. Let X be some subset of Rn. The spaceRb(X) is proximinal
in B(X) and the space Rc(X) is proximinal in C(X) (in this case, X is
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considered to be compact) if and only if the lengths of all irreducible paths of
X are uniformly bounded.
Remark 1.2. Medvedev’s result (see [76, p.58]), which later came to
our attention, in particular, says that the set Rc(X) is closed in C(X) if
and only if the lengths of all irreducible paths of X are uniformly bounded.
Thus, in the case of C(X), the necessity of the above conjecture was proved
by Medvedev.
Remark 1.3. Note that there are situations in which a continuous func-
tion (a specially chosen function on a specially constructed set) has an ex-
tremal element in Rb(X), but not in Rc(X) (see [76, p.73]). One subsection
of [76] (see p.68) was devoted to the proximinality of sums of two univariate
functions with continuous and bounded summands in the spaces of continu-
ous and bounded bivariate functions, respectively. If X ⊂ R2 and a1, a2 be
linearly independent directions in R2, then the linear transformation y1 =
a1 · x , y2 = a2 · x reduces the problems of proximinality of Rb(X) in B(X)
and Rc(X) in C(X) to the problems considered in that subsection. But in
general, when X ⊂ Rn, n > 2, our case cannot be obtained from that of [76].
1.6 On the approximation by weighted ridge
functions
In this section, we characterize the best L2 approximation to a multivari-
ate function by linear combinations of ridge functions multiplied by some
fixed weight functions. In the special case when the weight functions are
constants, we propose explicit formulas for both the best approximation and
approximation error.
1.6.1 Problem statement
Ridge approximation in L2 was actively studied in the late 90’s by K.I. Os-
kolkov [114], V.E. Maiorov [102], A. Pinkus [118], V.N. Temlyakov [138], P.
Petrushev [116] and other researchers.
Let D be the unit disk in R2. In [97], Logan and Shepp along with other
results gave a closed-form expression for the best L2 approximation to a
function f (x1, x2) ∈ L2 (D) from the set
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R (a1, ..., ar) = { r∑
i=1
gi
(
ai · x) : gi : R→ R, i = 1, ..., r
}
.
Their solution requires that the directions a1, ..., ar be equally-spaced and
involves finite sums of convolutions with explicit kernels. In the n dimensional
case, we obtained an expression of simpler form for the best L2 approximation
to square-integrable multivariate functions over a certain domain, provided
that r = n and the directions a1, ..., ar are linearly independent (see [52]).
In this section, we consider the approximation from the more general
set
R (a1, ..., ar; w1, ..., wr) =
{
r∑
i=1
wi(x)gi
(
ai · x) : gi : R→ R, i = 1, ..., r
}
,
where w1, ..., wr are fixed multivariate functions. We are going to charac-
terize the best L2 approximation from this set for the case r ≤ n. Then, in
the special case when the weight functions w1, ..., wr are constants, we will
prove two theorems on explicit formulas for the best approximation and the
error of approximation, respectively. Unfortunately, we do not yet know any
reasonable answer to these problems in other possible cases of r.
1.6.2 Characterization of the best approximation
Let X be a subset of Rn with a finite Lebesgue measure. Consider the
approximation of a function f (x) = f (x1, ..., xn) in L2 (X) from the manifold
R (a1, ..., ar; w1, ..., wr), where r ≤ n. We suppose that the functions wi(x)
and the products wi(x) · gi (ai · x) , i = 1, ..., r, belong to the space L2 (X) .
Besides, we assume that the vectors a1, ..., ar are linearly independent. We
say that a function g0w =
r∑
i=1
wi(x)g
0
i (a
i · x) in R (a1, ..., ar; w1, ..., wr) is the
best approximation (or extremal) to f if∥∥f − g0w∥∥L2(X) = infg∈R(a1,...,ar; w1,...,wr) ‖f − g‖L2(X) .
Let the system of vectors {a1, ..., ar, ar+1, ..., an} be a completion of the sys-
tem {a1, ..., ar} to a basis in Rn. Let J : X → Rn be the linear transformation
given by the formulas
yi = a
i · x, i = 1, ..., n. (1.56)
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Since the vectors ai, i = 1, ..., n, are linearly independent, it is an injection.
The Jacobian det J of this transformation is a constant different from zero.
Let the formulas
xi = b
i · y, i = 1, ..., n,
stand for the solution of linear equations (1.56) with respect to xi, i =
1, ..., n.
Introduce the notation
Y = J (X)
and
Yi =
{
yi ∈ R : yi = ai · x, x ∈ X
}
, i = 1, ..., n.
For any function u ∈ L2 (X) , put
u∗ = u∗ (y)
def
= u
(
b1 · y, ...,bn · y) .
It is obvious that u∗ ∈ L2 (Y ) . Besides,∫
Y
u∗ (y) dy = |det J | ·
∫
X
u (x) dx (1.57)
and
‖u∗‖L2(Y ) = |det J |
1/2 · ‖u‖L2(X) . (1.58)
Set
Li2 = {w∗i (y)g (yi) ∈ L2(Y )}, i = 1, ..., r.
We need the following auxiliary lemmas.
Lemma 1.5. Let f (x) ∈ L2 (X). A function
r∑
i=1
wi(x)g
0
i (a
i · x) is
extremal to the function f (x) if and only if
r∑
i=1
w∗i (y)g
0
i (yi) is extremal from
the space L12⊕...⊕ Lr2 to the function f ∗ (y).
Due to (1.58) the proof of this lemma is obvious.
73
Lemma 1.6. Let f (x) ∈ L2 (X). A function
r∑
i=1
wi(x)g
0
i (a
i · x) is
extremal to the function f (x) if and only if∫
X
(
f (x)−
r∑
i=1
wi(x)g
0
i
(
ai · x))wj(x)h (aj · x) dx = 0
for any ridge function h (aj · x) such that wj(x )h (aj · x)∈ L2 (X) j =
1, ..., r.
Lemma 1.7. The following formula is valid for the error of approxima-
tion to a function f (x) in L2 (X) from R (a1, ..., ar; w1, ..., wr):
E (f) =
‖f (x)‖2L2(X) −
∥∥∥∥∥
r∑
i=1
wi(x)g
0
i
(
ai · x)∥∥∥∥∥
2
L2(X)
 12 ,
where
r∑
i=1
wi(x)g
0
i (a
i · x) is the best approximation to f (x).
Lemmas 1.6 and 1.7 follow from the well-known facts of functional
analysis that the best approximation of an element x in a Hilbert space H
from a linear subspace Z of H must be the image of x via the orthogonal
projection onto Z and the sum of squares of norms of orthogonal vectors is
equal to the square of the norm of their sum.
We say that Y is an r-set if it can be represented as Y1 × ... × Yr × Y0,
where Y0 is some set from the space R
n−r. In special case, Y0 may be equal
to Yr+1 × ...× Yn, but it is not necessary. By Y (i), we denote the Cartesian
product of the sets Y1, ..., Yr, Y0 except for Yi, i = 1, ..., r. That is, Y
(i) =
Y1 × ...× Yi−1 × Yi+1 × ...× Yr × Y0, i = 1, ..., r.
Theorem 1.12. Let Y be an r-set. A function
r∑
i=1
wi(x)g
0
i (a
i · x) is the
best approximation to f(x) if and only if
g0j (yj) =
1∫
Y (j)
w∗2j (y)dy
(j)
∫
Y (j)
f ∗ (y)− r∑
i=1
i 6=j
w∗i (y)g
0
i (yi)
w∗j (y)dy(j), j = 1, ..., r.
(1.59)
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Proof. Necessity. Let a function
r∑
i=1
wi(x)g
0
i (a
i · x) be extremal to f . Then
by Lemma 1.5, the function
r∑
i=1
w∗i (y)g
0
i (yi) in L
1
2 ⊕ ... ⊕ Lr2 is extremal to
f ∗. By Lemma 1.6 and equality (1.57),∫
Y
f ∗ (y)w∗j (y)h (yj) dy =
∫
Y
w∗j (y)h (yj)
r∑
i=1
w∗i (y)g
0
i (yi) dy (1.60)
for any product w∗j (y)h (yj) in L
j
2, j = 1, ..., r. Applying Fubini’s theorem
to the integrals in (1.60), we obtain that
∫
Yj
h (yj)
 ∫
Y (j)
f ∗ (y)w∗j (y)dy
(j)
 dyj
=
∫
Yj
h (yj)
 ∫
Y (j)
w∗j (y)
r∑
i=1
w∗i (y)g
0
i (yi) dy
(j)
 dyj.
Since h (yj) is an arbitrary function such that w
∗
j (y)h (yj) ∈ Lj2,∫
Y (j)
f ∗ (y)w∗j (y)dy
(j) =
∫
Y (j)
w∗j (y)
r∑
i=1
w∗i (y)g
0
i (yi) dy
(j), j = 1, ..., r.
Therefore,
∫
Y (j)
w∗2j (y)g
0
j (yj) dy
(j) =
∫
Y (j)
f ∗ (y)− r∑
i=1
i 6=j
w∗i (y)g
0
i (yi)
w∗j (y)dy(j), j = 1, ..., r.
Now, since yj /∈ Y (j), we obtain (1.59).
Sufficiency. Note that all the equalities in the proof of the necessity
can be obtained in the reverse order. Thus, (1.60) can be obtained from
(1.59). Then by (1.57) and Lemma 1.6, we finally conclude that the function
r∑
i=1
wi(x)g
0
i (a
i · x) is extremal to f (x).
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In the following, |Q| will denote the Lebesgue measure of a measurable
set Q. The following corollary is obvious.
Corollary 1.6. Let Y be an r-set. A function
r∑
i=1
g0i (a
i · x) inR (a1, ..., ar)
is the best approximation to f(x) if and only if
g0j (yj) =
1
|Y (j)|
∫
Y (j)
f ∗ (y)− r∑
i=1
i 6=j
g0i (yi)
 dy(j), j = 1, ..., r.
In [52], this corollary was proven for the case r = n.
1.6.3 Calculation of the approximation error
In this section, we are going to establish explicit formulas for both the best
approximation and approximation error, provided that the weight functions
are constants. In this case, since we vary over gi, the setR (a1, ..., ar; w1, ..., wr)
coincides with R (a1, ..., ar) . Thus, without loss of generality, we may assume
that wi(x) = 1 for i = 1, ..., r.
For brevity of the further exposition, introduce the notation
A =
∫
Y
f ∗ (y) dy and f ∗i = f
∗
i (yi) =
∫
Y (i)
f ∗ (y) dy(i), i = 1, ..., r.
The following theorem is a generalization of the main result of [52] from
the case r = n to the cases r < n.
Theorem 1.13. Let Y be an r-set. Set the functions
g01 (y1) =
1
|Y (1)|f
∗
1 − (r − 1)
A
|Y |
and
g0j (yj) =
1
|Y (j)|f
∗
j , j = 2, ..., r.
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Then the function
r∑
i=1
g0i (a
i · x) is the best approximation from R (a1, ..., ar)
to f (x).
The proof is the same as in [52]. It is sufficient to verify that the functions
g0j (yj) , j = 1, ..., r, satisfy the conditions of Corollary 1.6. This becomes
obvious if note that
r∑
i=1
i6=j
1
|Y (j)|
1
|Y (i)|
∫
Y (j)
∫
Y (i)
f ∗ (y) dy(i)
 dy(j) = (r − 1) 1|Y |
∫
Y
f ∗ (y) dy
for j = 1, ..., r.
Theorem 1.14. Let Y be an r-set. Then the error of approximation to
a function f(x) from the set R (a1, ..., ar) can be calculated by the formula
E(f) = |det J |−1/2
(
‖f ∗‖2L2(Y ) −
r∑
i=1
1
|Y (i)|2 ‖f
∗
i ‖2L2(Y ) + (r − 1)
A2
|Y |
)1/2
.
Proof. From Eq. (1.58), Lemma 1.7 and Theorem 1.13, it follows that
E(f) = |det J |−1/2
(
‖f ∗‖2L2(Y ) − I
)1/2
, (1.61)
where
I =
∥∥∥∥∥
r∑
i=1
1
|Y (i)|f
∗
i − (r − 1)
A
|Y |
∥∥∥∥∥
2
L2(Y )
.
The integral I can be written as a sum of the following four integrals:
I1 =
r∑
i=1
1
|Y (i)|2 ‖f
∗
i ‖2L2(Y ) , I2 =
r∑
i=1
r∑
j=1
j 6=i
1
|Y (i)|
1
|Y (j)|
∫
Y
f ∗i f
∗
j dy,
I3 = −2(r − 1) 1|Y |A
r∑
i=1
1
|Y (i)|
∫
Y
f ∗i dy, I4 = (r − 1)2
A2
|Y | .
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It is not difficult to verify that
∫
Y
f ∗i f
∗
j dy =
∣∣∣∣∣∣∣Y0 ×
r∏
k=1
k 6=i,j
Yk
∣∣∣∣∣∣∣A2, for i, j = 1, ..., r, i 6= j, (1.62)
and
∫
Y
f ∗i dy =
∣∣∣∣∣∣∣Y0 ×
r∏
k=1
k 6=i
Yk
∣∣∣∣∣∣∣A, for i = 1, ..., r. (1.63)
Considering (1.62) and (1.63) in the expressions of I2 and I3 respectively,
we obtain that
I2 = r(r − 1)A
2
|Y | and I3 = −2r(r − 1)
A2
|Y | .
Therefore,
I = I1 + I2 + I3 + I4 =
r∑
i=1
1
|Y (i)|2 ‖f
∗
i ‖2L2(Y ) − (r − 1)
A2
|Y | .
Now the last equality with (1.61) complete the proof.
Example. Consider the following set
X = {x ∈ R4 : yi = yi(x) ∈ [0; 1], i = 1, ..., 4},
where 
y1 = x1 + x2 + x3 − x4
y2 = x1 + x2 − x3 + x4
y3 = x1 − x2 + x3 + x4
y4 = −x1 + x2 + x3 + x4
(1.64)
Let the function
f = 8x1x2x3x4 −
4∑
i=1
x4i + 2
3∑
i=1
4∑
j=i+1
x2ix
2
j
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be given on X. Consider the approximation of this function from the set
R (a1, a2, a3) , where a1 = (1; 1; 1;−1), a2 = (1; 1;−1; 1), a3 = (1;−1; 1; 1).
Putting a4 = (−1; 1; 1; 1), we complete the system of vectors a1, a2, a3 to
the basis {a1, a2, a3, a4} in R4. The linear transformation J defined by (1.64)
maps the set X onto the set Y = [0; 1]4. The inverse transformation is given
by the formulas 
x1 =
1
4
y1 +
1
4
y2 +
1
4
y3 − 14y4
x2 =
1
4
y1 +
1
4
y2 − 14y3 + 14y4
x3 =
1
4
y1 − 14y2 + 14y3 + 14y4
x4 = −14y1 + 14y2 + 14y3 + 14y4
It can be easily verified that f ∗ = y1y2y3y4 and Y is a 3-set with Yi =
[0; 1], i = 1, 2, 3. Besides, Y0 = [0; 1]. After easy calculations we obtain that
A = 1
16
; f ∗i =
1
8
yi for i = 1, 2, 3; det J = −16; ‖f ∗‖2L2(Y ) = 181 ; ‖f ∗i ‖
2
L2(Y )
=
1
192
, i = 1, 2, 3. Now from Theorems 1.13 and 1.14 it follows that the function
1
8
∑3
i=1 (a
i · x)− 1
8
is a best approximation fromR (a1, a2, a3) to f and E(f) =
1
576
√
2
√
47.
Remark 1.4. Most of the material in this chapter is to be found in
[47,49,50,52-54,64,66].
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Chapter 2
Approximation of multivariate
functions by sums of univariate
functions
It is clear that in the special case, when directions of ridge functions coin-
cide with the coordinate directions, the problem of approximation by linear
combinations of these functions turn into the problem of approximation by
sums of univariate functions. This is also the simplest case in ridge function
approximation. The simplicity of the approximation guarantees its practi-
cability in application areas, where complicated multivariate functions are
main obstacles. In mathematics, this type of approximation has arisen, for
example, in connection with the classical functional equations [11], the nu-
merical solution of certain PDE boundary value problems [9], dimension the-
ory [132,133], etc. In this chapter, we obtain some results concerning the
problem of best approximation by sums of univariate functions.
Most of the material of this chapter is taken from [48,55,56,59].
2.1 Characterization of some bivariate func-
tion classes by formulas for the error of
approximation
This section is devoted to calculation formulas for the error of approximation
of bivariate functions by sums of univariate functions. Certain classes of
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bivariate functions depending on some numerical parameter are constructed
and characterized in terms of the approximation error calculation formulas.
2.1.1 Exposition of the problem
The approximation problem considered here is to approximate a continuous
and real-valued function of two variables by sums of two continuous functions
of one variable. To make the problem precise, let Q be a compact set in the
xOy plane. Consider the approximation of a continuous function f ∈ C(Q)
by functions from the manifold D = {ϕ(x) + ψ(y)} , where ϕ(x), ψ(y) are
defined and continuous on the projections of Q into the coordinate axes x
and y, respectively. The approximation error is defined as the distance from
f to D :
E(f) = dist(f,D) = inf
D
‖f − ϕ− ψ‖C(Q) =
= inf
D
max
(x,y)∈Q
|f(x, y)− ϕ(x)− ψ(y)| .
A function ϕ0(x) + ψ0(y) from D, if it exists, is called an extremal element
or a best approximating sum if
E(f) = ‖f − ϕ0 − ψ0‖C(Q) .
To show that E(f) depends also on Q, in some cases to avoid confusion, we
will write E(f,Q) instead of E(f).
In this section we deal with calculation formulas for E(f). In 1951 Dilib-
erto and Straus published a paper [26], in which along with other results
they established a formula for E(f, R), where R here and throughout this
section is a rectangle with sides parallel to the coordinate axes, containing
supremum over all closed lightning bolts. Later the same formula was es-
tablished by other authors differently, in cases of both rectangle (see [113])
and more general sets (see [79], [107]). Although the formula was valid for
all continuous functions, it was not easily calculable. Some authors started
to seek easily calculable formulas for the approximation error for some sub-
sets of continuous functions. Rivlin and Sibner [121] proved a result, which
allow one to find the exact value of E(f, R) for a function f(x, y) having the
continuous and nonnegative derivative ∂
2f
∂x∂y
. This result in a more general
case (for functions of n variables) was proved by Flatto [30]. Babaev [6] gen-
eralized Rivlin and Sibner’s result (as well as Flatto’s result, see [7]). More
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precisely, he considered the class M(R) of continuous functions f(x, y) with
the property
∆h1,h1f = f(x, y) + f(x+ h1, y + h2)− f(x, y + h2)− f(x+ h1, y) ≥ 0
for each rectangle [x, x+ h1] × [y, y + h2] ⊂ R, and proved that if f(x, y)
belongs to M(R), where R = [a1, b1]× [a2, b2], then
E(f, R) =
1
4
[f(a1, a2) + f(b1, b2)− f(a1, b2)− f(b1, a2)] .
As seen from this formula, to calculate E(f) it is sufficient to find only
values of f(x, y) at the vertices of R. One can see that the formula also gives
a sufficient condition for membership in the class M(R), i.e. if
E(f, S) =
1
4
[f(x1, y1) + f(x2, y2)− f(x1, y2)− f(x2, y1)] ,
for a given f and for each S = [x1, x2]×[y1, y2] ⊂ R, then the function f(x, y)
is from M(R).
Our purpose is to construct new classes of continuous functions, which
will depend on a numerical parameter, and characterize each class in terms
of the approximation error calculation formulas. The mentioned parameter
will show which points of R the calculation formula involves. We will also
construct a best approximating sum ϕ0 + ψ0 to a function from constructed
classes.
2.1.2 Definition of the main classes
Let throughout this section R = [a1, b1] × [a2, b2] be a rectangle and c ∈
(a1, b1]. Denote R1 = [a1, c] × [a2, b2] and R2 = [c, b1] × [a2, b2]. It is clear
that R = R1 ∪ R2 and if c = b1, then R = R1.
We associate each rectangle S = [x1, x2] × [y1, y2] lying in R with the
following functional:
L(f, S) =
1
4
[f(x1, y1) + f(x2, y2)− f(x1, y2)− f(x2, y1)] .
Definition 2.1. We say that a continuous function f(x, y) belongs to the
class Vc(R) if
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1) L(f, S) ≥ 0, for each S ⊂ R1;
2) L(f, S) ≤ 0, for each S ⊂ R2;
3) L(f, S) ≥ 0, for each S = [a1, b1]× [y1, y2] , S ⊂ R.
It can be shown that for any c ∈ (a1, b1] the class Vc(R) is not empty.
Indeed, one can easily verify that the function
vc(x, y) =
{
w(x, y)− w(c, y), (x, y) ∈ R1
w(c, y)− w(x, y), (x, y) ∈ R2
where w(x, y) =
(
x−a1
b1−a1
) 1
n · y and n ≥ log2 b1−a1c−a1 , satisfies conditions 1)-3)
and therefore belongs to Vc(R). The class Vc(R) has the following obvious
properties:
a) For given functions f1, f2 ∈ Vc(R) and numbers α1, α2 ≥ 0, α1f1 + α2f2 ∈
Vc(R). Vc(R) is a closed subset of the space of continuous functions.
b) Vb1(R) =M(R).
c) If f is a common element of Vc1(R) and Vc2(R), a1 < c1 < c2 ≤ b1 then
f(x, y) = ϕ(x) + ψ(y) on the rectangle [c1, c2]× [a2, b2].
The properties a) and b) are clear. The property c) also becomes clear
if note that according to the definition of the classes Vc1(R) and Vc2(R), for
each rectangle
S ⊂ [c1, c2]× [a2, b2]
we have
L(f, S) ≤ 0 and L(f, S) ≥ 0,
respectively. Hence
L(f, S) = 0 for each S ⊂ [c1, c2]× [a2, b2] .
Thus it is not difficult to understand that f is of the form ϕ(x) + ψ(y) on
the rectangle [c1, c2]× [a2, b2].
Lemma 2.1. Assume a function f(x, y) has the continuous derivative
∂2f
∂x∂y
on the rectangle R and satisfies the following conditions
1) ∂
2f
∂x∂y
≥ 0, for all (x, y) ∈ R1;
2) ∂
2f
∂x∂y
≤ 0, for all (x, y) ∈ R2;
3) df(a1,y)
dy
≤ df(b1,y)
dy
, for all y ∈ [a2, b2].
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Then f(x, y) belongs to Vc(R).
The proof of this lemma is very simple and can be obtained by integrating
both sides of inequalities in conditions 1)-3) through sets [x1, x2]× [y1, y2] ⊂
R1, [x1, x2]× [y1, y2] ⊂ R2 and [y1, y2] ⊂ [a2, b2], respectively.
Example 2.1. Consider the function f(x, y) = y sin pix on the unit
squareK = [0, 1]×[0, 1] and rectanglesK1 =
[
0, 1
2
]×[0, 1] , K2 = [12 , 1]×[0, 1].
It is not difficult to verify that this function satisfies all conditions of the
lemma and therefore belongs to V 1
2
(K).
2.1.3 Construction of an extremal element
The following theorem is valid.
Theorem 2.1. The approximation error of a function f(x, y) from the
class Vc(R) can be calculated by the formula
E(f, R) = L(f, R1) =
1
4
[f(a1, a2) + f(c, b2)− f(a1, b2)− f(c, a2)] .
Let y0 be any solution from [a2, b2] of the equation
L(f, Y ) =
1
2
L(f, R1), Y = [a1, c]× [a2, y] .
Then the function ϕ0(x) + ψ0(y), where
ϕ0(x) = f(x, y0),
ψ0(y) =
1
2
[f(a1, y) + f(c, y)− f(a1, y0)− f(c, y0)]
is a best approximating sum from the manifold D to f .
To prove this theorem we need the following lemma.
Lemma 2.2. Let f(x, y) be a function from Vc(R) and X = [a1, x]×[y1, y2]
be a rectangle with fixed y1, y2 ∈ [a2, b2]. Then the function h(x) = L(f,X)
has the properties:
1) h(x) ≥ 0, for any x ∈ [a1, b1];
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2) max
[a1,b1]
h(x) = h(c) and min
[a1,b1]
h(x) = h(a1) = 0.
Proof. If X ⊂ R1, then the validity of h(x) ≥ 0 follows from the def-
inition of Vc(R). If X is from R but not lying in R1, then by denoting
X ′ = [x, b1]× [y1, y2] , S = X ∪X ′ and using the obvious equality
L(f, S) = L(f,X) + L(f,X ′)
we deduce from the definition of Vc(R) that h(x) ≥ 0.
To prove the second part of the lemma, it is enough to show that h(x)
increases on the interval [a1, c] and decreases on the interval [c, b1]. Indeed,
if a1 ≤ x1 ≤ x2 ≤ c, then
h(x2) = L(f,X2) = L(f,X1) + L(f,X12), (2.1)
where X1 = [a1, x1]× [y1, y2] , X2 = [a1, x2]× [y1, y2] , X12 = [x1, x2]× [y1, y2].
Taking into consideration that L(f,X1) = h(x1) and X12 lies in R1 we obtain
from (2.1) that h(x2) ≥ h(x1). If c ≤ x1 ≤ x2 ≤ b1, then X12 lies in R2 and
we obtain from (2.1) that h(x2) ≤ h(x1).
Proof of Theorem 2.1. It is obvious that L(f, R1) = L(f − ϕ−ψ,R1)
for each sum ϕ(x) + ψ(y). Hence
L(f, R1) ≤ ‖f − ϕ− ψ‖C(R1) ≤ ‖f − ϕ− ψ‖C(R) .
Since a sum ϕ(x) + ψ(y) is arbitrary, L(f, R1) ≤ E(f, R). To complete the
proof it is sufficient to construct a sum ϕ0(x) + ψ0(y) for which the equality
‖f − ϕ0 − ψ0‖C(R) = L(f, R1) (2.2)
holds.
Consider the function
g(x, y) = f(x, y)− f(x, a2)− f(a1, y) + f(a1, a2).
This function has the following obvious properties
1) g(x, a2) = g(a1, y) = 0;
2) L(f, R1) = L(g, R1) =
1
4
g(c, b2);
3) E(f, R) = E(g, R);
4) The function of one variable g(c, y) increases on the interval [a2, b2].
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The last property of g allows us to write that
0 = g(c, a2) ≤ 1
2
g(c, b2) ≤ g(c, b2).
Since g(x, y) is continuous, there exists at least one solution y = y0 of the
equation
g(c, y) =
1
2
g(c, b2)
or, in other notation, of the equation
L(f, Y ) =
1
2
L(f, R1), where Y = [a1, c]× [a2, y] ,
Introduce the functions
ϕ1(x) = g(x, y0),
ψ1(y) =
1
2
(g(c, y)− g(c, y0)) ,
G(x, y) = g(x, y)− ϕ1(x)− ψ1(y).
Calculate the norm of G(x, y) on R. Consider the rectangles R′ = [a1, b1]×
[y0, b2] and R
′′ = [a1, b1]× [a2, y0]. It is clear that
‖G‖C(R) = max
{
‖G‖C(R′) , ‖G‖C(R′′)
}
.
First calculate the norm ‖G‖C(R′):
‖G‖C(R′) = max
(x,y)∈R′
|G(x, y)| = max
y∈[y0,b2]
max
x∈[a1,b1]
|G(x, y)| . (2.3)
For a fixed point y (we keep it fixed until (2.6)) from the interval [y0, b2] we
can write that
max
x∈[a1,b1]
G(x, y) = max
x∈[a1,b1]
(g(x, y)− g(x, y0))− ψ1(y) (2.4)
and
min
x∈[a1,b1]
G(x, y) = min
x∈[a1,b1]
(g(x, y)− g(x, y0))− ψ1(y). (2.5)
By Lemma 2.2, the function
h1(x) = 4L(f,X) = g(x, y)− g(x, y0), where X = [a1, x]× [y0, y] ,
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reaches its maximum on x = c and minimum on x = a1:
max
x∈[a1,b1]
h1(x) = g(c, y)− g(c, y0)
min
x∈[a1,b1]
h1(x) = g(a1, y)− g(a1, y0) = 0.
Considering these facts in (2.4) and (2.5) we obtain that
max
x∈[a1,b1]
G(x, y) = g(c, y)− g(c, y0)− ψ1(y) = 1
2
(g(c, y)− g(c, y0)) ,
min
x∈[a1,b1]
G(x, y) = −ψ1(y) = −1
2
(g(c, y)− g(c, y0)) .
Consequently,
max
x∈[a1,b1]
|G(x, y)| = 1
2
(g(c, y)− g(c, y0)) . (2.6)
Taking (2.6) and the 4-th property of g into account in (2.3) yields
‖G‖C(R′) =
1
2
(g(c, b2)− g(c, y0)) = 1
4
g(c, b2).
Similarly it can be shown that
‖G‖C(R′′) =
1
4
g(c, b2).
Hence
‖G‖C(R) =
1
4
g(c, b2) = L(f, R1).
But by the definition of G,
G(x, y) = g(x, y)− ϕ1(x)− ψ1(y) = f(x, y)− ϕ0(x)− ψ0(y),
where
ϕ0(x) = ϕ1(x) + f(x, a2)− f(a1, a2) + f(a1, y0) = f(x, y0),
ψ0(y) = ψ1(y) + f(a1, y)− f(a1, y0) =
=
1
2
(f(a1, y) + f(c, y)− f(a1, y0)− f(c, y0)) .
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Therefore,
‖f − ϕ0 − ψ0‖C(R) = L(f, R1).
We proved (2.2) and hence Theorem 2.1. Note that the function ϕ0(x)+ψ0(y)
is a best approximating sum from the manifold D to f .
Remark 2.1. In the special case c = b1, Theorem 2.1 turns into Babaev’s
result from [6].
Corollary 2.1. Let a function f(x, y) have the continuous derivative
∂2f
∂x∂y
on the rectangle R and satisfy the following conditions
1) ∂
2f
∂x∂y
≥ 0, for all (x, y) ∈ R1;
2) ∂
2f
∂x∂y
≤ 0, for all (x, y) ∈ R2;
3) df(a1,y)
dy
≤ df(b1,y)
dy
, for all y ∈ [a2, b2].
Then
E(f, R) = L(f, R1) =
1
4
[f(a1, a2) + f(c, b2)− f(a1, b2)− f(c, a2)] .
The proof of this corollary can be obtained directly from Lemma 2.1 and
Theorem 2.1.
Remark 2.2. Rivlin and Sibner [121] proved Corollary 2.1 in the special
case c = b1.
Example 2.2. As we know (see Example 2.1) the function f = y sin pix
belongs to V 1
2
(K), where K = [0, 1] × [0, 1]. By Theorem 2.1, E(f,K) = 1
4
and the function 1
2
sin pix+ 1
2
y − 1
4
is a best approximating sum.
The following theorem shows that in some cases the approximation error
formula in Theorem 2.1 is valid for more general sets than rectangles with
sides parallel to the coordinate axes.
Theorem 2.2. Let f(x, y) be a function from Vc(R) and Q ⊂ R be a com-
pact set which contains all vertices of R1 (points (a1, a2), (a1, b2), (c, a2), (c, b2)).
Then
E(f,Q) = L(f, R1) =
1
4
[f(a1, a2) + f(c, b2)− f(a1, b2)− f(c, a2)] .
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Proof. Since Q ⊂ R, E(f,Q) ≤ E(f, R). On the other hand by Theorem
2.1, E(f, R) = L(f, R1). Hence E(f,Q) ≤ L(f, R1). It can be shown, as it
has been shown in the proof of Theorem 2.1, that L(f, R1) ≤ E(f,Q). But
then automatically E(f,Q) = L(f, R1).
Example 2.3. Calculate the approximation error of the function f(x, y) =
−(x− 2)2nym (n and m are positive integers) on the domain
Q =
{
(x, y) : 0 ≤ x ≤ 2, 0 ≤ y ≤ (x− 1)2 + 1} .
It can be easily verified that f ∈ V2(R), where R = [0, 4] × [0, 2]. Besides,
Q contains all vertices of R1 = [0, 2]× [0, 2]. Consequently, by Theorem 2.2,
E(f,Q) = L(f, R1) = 2
2(n−1)+m.
2.1.4 Characterization of Vc(R)
The following theorem characterizes the class Vc(R) in terms of the approxi-
mation error calculation formulas.
Theorem 2.3. The following conditions are necessary and sufficient for
a continuous function f(x, y) belong to Vc(R) :
1) E(f, S) = L(f, S), for each rectangle S = [x1, x2]× [y1, y2] , S ⊂ R1;
2) E(f, S) = −L(f, S), for each rectangle S = [x1, x2]× [y1, y2] , S ⊂ R2;
3) E(f, S) = L(f, S1), for each rectangle S = [a1, b1]× [y1, y2] , S ⊂ R and
S1 = [a1, c]× [y1, y2].
Proof. The necessity easily follows from the definition of Vc(R), Babaev’s
above-mentioned result (see Section 2.1.1) and Theorem 2.1. The sufficiency
is clear if pay attention to the fact that E(f, S) ≥ 0.
2.1.5 Classes V −
c
(R), U(R) and U−
c
(R)
By V −c (R) we denote the class of functions f(x, y) such that −f ∈ Vc(R). It
is clear that E(f, R) = −L(f, R1) for each f ∈ V −c (R).
We define Uc(R), a1 ≤ c < b1, as a class of continuous functions f(x, y)
with the properties
1) L(f, S) ≤ 0, for each rectangle S = [x1, x2]× [y1, y2] , S ⊂ R1;
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2) L(f, S) ≥ 0, for each rectangle S = [x1, x2]× [y1, y2] , S ⊂ R2;
3) L(f, S) ≥ 0, for each rectangle S = [a1, b1]× [y1, y2] , S ⊂ R.
Using the same techniques in the proof of Theorem 2.1 it can be shown
that the following theorem is valid:
Theorem 2.4. The approximation error of a function f(x, y) from the
class Uc(R) can be calculated by the formula
E(f, R) = L(f, R2) =
1
4
[f(c, a2) + f(b1, b2)− f(c, b2)− f(b1, a2)] .
Let y0 be any solution from [a2, b2] of the equation
L(f, Y ) =
1
2
L(f, R2), Y = [c, b1]× [a2, y] .
Then the function ϕ0(x) + ψ0(y), where
ϕ0(x) = f(x, y0), ψ0(y) =
1
2
[f(c, y) + f(b1, y)− f(c, y0)− f(b1, y0)] ,
is a best approximating sum from the manifold D to f .
By U−c (R) denote the class of functions f(x, y) such that −f ∈ Uc(R). It
is clear that E(f, R) = −L(f, R2) for each f ∈ U−c (R).
Remark 2.3. The correspondingly modified versions of Theorems 2.2,
2.3 and Corollary 2.1 are valid for the classes V −c (R), Uc(R) and U
−
c (R).
Example 2.4. Consider the function f(x, y) =
(
x− 1
2
)2
y on the unit
square K = [0, 1]× [0, 1]. It can be easily verified that f ∈ U 1
2
(K). Hence,
by Theorem 2.4, E(f,K) = 1
16
and the function 1
2
(
x− 1
2
)2
+ 1
8
y− 1
16
is a best
approximating function.
2.2 Approximation by sums of univariate func-
tions on certain domains
The purpose of this section is to develop a method for obtaining explicit
formulas for the error of approximation of bivariate functions by sums of
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univariate functions. It should be remarked that formulas of this type were
known only for functions defined on a rectangle with sides parallel to the
coordinate axes. Our method, based on a maximization process over closed
bolts, allows the consideration of functions defined on hexagons, octagons
and stairlike polygons with sides parallel to the coordinate axes.
2.2.1 Problem statement
Let Q be a compact set in R2. Consider the approximation of a continuous
function f ∈ C(Q) by functions from the set D = {ϕ(x) + ψ(y)} , where
ϕ(x), ψ(y) are defined and continuous on the projections of Q into the co-
ordinate axes x and y, respectively. The approximation error is defined as
follows
E(f,Q) = inf
ϕ+ψ∈D
‖f − ϕ− ψ‖C(Q) .
Our purpose is to develop a method for obtaining explicit formulas providing
precise and easy computation of E(f,Q) for polygons Q with sides parallel
to the coordinate axes. This method will be based on the herein developed
closed bolts maximization process and can be used in alternative proofs of the
known results from [6], [59] and [121]. First, we show efficiency of the method
in the example of a hexagon with sides parallel to the coordinate axes. Then
we formulate an analogous theorem for staircase polygons and two theorems
for octagons, which can be proved in a similar way, and touch some aspects
of the question about the case of an arbitrary polygon with sides parallel
to the coordinate axes. The condition posed on sides of polygons (being
parallel to the coordinate axes) is essential for our method. This has several
reasons, which get clear through the proof of Theorem 2.5. Here we are able
to explain one of these reasons: by theorem 3 from [34], a continuous function
f(x, y) defined on a polygon with sides parallel to the coordinate axes has
an extremal element, the existence of which is required in our method. Now
let K be a rectangle (not speaking about polygons) with sides not parallel to
the coordinate axes. Does any function f ∈ C(K) have an extremal element?
No one knows (see[34]).
In the sequel, all the considered polygons are supposed to have sides
parallel to the coordinate axes.
91
2.2.2 The maximization process
Let H be a closed hexagon. It is clear that H can be uniquely represented
in the form
H = R1 ∪R2, (2.7)
where R1, R2 are rectangles and there does not exist any rectangle R such
that R1 ⊂ R ⊂ H or R2 ⊂ R ⊂ H .
We associate each closed bolt p = {p1, p2, · · · p2n} with the following func-
tional
l(f, p) =
1
2n
2n∑
k=1
(−1)k−1f(pk).
Denote by M(H) the class of bivariate continuous functions f on H sat-
isfying the condition
f(x1, y1) + f(x2, y2)− f(x1, y2)− f(x2, y1) ≥ 0
for any rectangle [x1, x2]× [y1, y2] ⊂ H.
Theorem 2.5. Let H be a hexagon and (2.7) be its representation. Let
f ∈M(H). Then
E(f,H) = max {|l(f, h)| , |l(f, r1)| , |l(f, r2)|} , (2.8)
where h, r1, r2 are closed bolts formed by vertices of the polygons H,R1, R2
respectively.
Proof. Without loss of generality, we may assume that the rectangles R1 and
R2 are of the following form
R1 = [a1, a2]× [b1, b3] , R2 = [a1, a3]× [b1, b2] , a1 < a2 < a3, b1 < b2 < b3.
Introduce the notation
f11 = f (a1, b1) , f12 = −f (a1, b2) , f13 = −f (a1, b3) ;
f21 = −f (a2, b1) , f22 = −f (a2, b2) , f23 = f (a2, b3) ;
f31 = −f (a3, b1) , f32 = f (a3, b2) .
(2.9)
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It is clear that
|l(f, r1)| = 1
4
(f11 + f13 + f23 + f21) ,
|l(f, r2)| = 1
4
(f11 + f12 + f32 + f31) ,
|l(f, h)| = 1
6
(f11 + f13 + f23 + f22 + f32 + f31) .
(2.10)
Let p = {p1, p2, · · ·p2n} be any closed bolt. We group the points p1, p2, · · · p2n
by putting
p+ = {p1, p3, · · · p2n−1} , p− = {p2, p4, · · · p2n} .
First, assume that l(f, p) ≥ 0. We apply the following algorithm, which
we call the maximization process over closed bolts, to p.
Step 1. Consider sequentially the units pipi+1
(
i = 1, 2n, p2n+1 = p1
)
with the vertices pi (xi, yi) , pi+1 (xi+1, yi+1) having equal abscissae: xi =
xi+1. Four cases are possible.
1) pi ∈ p+ and yi+1 > yi. In this case, replace the unit pipi+1 by a new
unit qiqi+1 with the vertices qi = (a1, yi), qi+1 = (a1, yi+1).
2) pi ∈ p+ and yi+1 < yi. In this case, replace the unit pipi+1 by a new
unit qiqi+1 with the vertices qi = (a2, yi) , qi+1 = (a2, yi+1) if b2 < yi ≤ b3 or
with the vertices qi = (a3, yi) , qi+1 = (a3, yi+1) if b1 ≤ yi ≤ b2.
3) pi ∈ p− and yi+1 < yi. In this case, replace pipi+1 by a new unit qiqi+1
with the vertices qi = (a1, yi), qi+1 = (a1, yi+1).
4) pi ∈ p− and yi+1 > yi. In this case, replace pipi+1 by a new unit qiqi+1
with the vertices qi = (a2, yi), qi+1 = (a2, yi+1) if b2 < yi+1 ≤ b3 or with the
vertices qi = (a3, yi), qi+1 = (a3, yi+1) if b1 ≤ yi+1 ≤ b2.
Since f ∈M(H), it is not difficult to verify that
f(pi)− f(pi+1) ≤ f(qi)− f(qi+1) for cases 1) and 2),
−f(pi) + f(pi+1) ≤ −f(qi) + f(qi+1) for cases 3) and 4) (2.11)
It is clear that after Step 1 the bolt p will be replaced by the ordered set
q = {q1, q2, · · · , q2n}. We do not say a bolt but an ordered set because of a
possibility of coincidence of some successive points qi, qi+1 (this, for example,
may happen if the 1-st case takes place for the units pi−1pi and pi+1pi+2). Let
us exclude simultaneously successive and coincident points from q. Then we
obtain some closed bolt, which we denote by q′ = {q′1, q′2, · · · , q′2m}. It is not
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difficult to understand that all points of the bolt q′ are located on straight
lines x = a1, x = a2, x = a3.
From inequalities (2.11) and the fact that 2m ≤ 2n, we deduce that
l(f, p) ≤ l(f, q′). (2.12)
Step 2. Consider sequentially units q′iq
′
i+1
(
i = 1, 2m, q′2m+1 = q
′
1
)
with
the vertices q′i = (x
′
i, y
′
i) , q
′
i+1
(
x′i+1, y
′
i+1
)
having equal ordinates: y′i = y
′
i+1.
The following four cases are possible.
1) q′i ∈ q′+ and x′i+1 > x′i. In this case, replace the unit q′iq′i+1 by a new
unit p′ip
′
i+1 with the vertices p
′
i = (x
′
i, b1) , p
′
i+1 =
(
x′i+1, b1
)
.
2) q′i ∈ q′+ and x′i+1 < x′i. In this case, replace the unit q′iq′i+1 by a new
unit p′ip
′
i+1 with the vertices p
′
i = (x
′
i, b2) , p
′
i+1 =
(
x′i+1, b2
)
if x′i = a3 and
with the vertices p′i = (x
′
i, b3) , p
′
i+1 =
(
x′i+1, b3
)
if x′i = a2.
3) q′i ∈ q′− and x′i+1 < x′i. In this case, replace q′iq′i+1 by a new unit p′ip′i+1
with the vertices p′i = (x
′
i, b1) , p
′
i+1 =
(
x′i+1, b1
)
.
4) q′i ∈ q′− and x′i+1 > x′i. In this case, replace q′iq′i+1 by a new unit p′ip′i+1
with the vertices p′i = (x
′
i, b2) , p
′
i+1 =
(
x′i+1, b2
)
if x′i+1 = a3 and with the
vertices p′i = (x
′
i, b3) , p
′
i+1 =
(
x′i+1, b3
)
if x′i+1 = a2.
It is easy to see that after Step 2 the bolt q′ will be replaced by the bolt
p′ = {p′1, p′2, · · ·p′2m} and
l(f, q′) ≤ l(f, p′). (2.13)
From (2.12) and (2.13) we obtain that
l(f, p) ≤ l(f, p′). (2.14)
It is clear that each point of the set p′+ coincides with one of the points
(a1, b1) , (a2, b3) , (a3, b2) and each point of the set p
′
− coincides with one of the
points (a1, b2) , (a1, b3) , (a2, b1) , (a2, b2) , (a3, b1) .Denote bymij the number
of points of the bolt p′ coinciding with the point (ai, bj) , i, j = 1, 3, i+j 6= 6.
By (2.9), we can write that
l(f, p′) =
1
2m
∑
i,j=1,3
i+j≤5
mijfij. (2.15)
On the straight line x = ai or y = bi, i = 1, 3, the number of points of
the set p′+ is equal to the number of points of the set p
′
−. Hence
m11 = m12+m13 = m21+m31; m23 = m22+m21 = m13; m32 = m31 = m12+m22.
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From these equalities we deduce that
m11 = m12+m21+m22; m13 = m21+m22; m23 = m21+m22; m31 = m12+m22.
(2.16)
Consequently,
2m =
∑
i,j=1,3
i+j≤5
mij = 4m12 + 4m21 + 6m22. (2.17)
Considering (2.16) and (2.17) in (2.15) and taking (2.10) into account, we
obtain that
l(f, p′) =
4m12 |l(f, r2)|+ 4m21 |l(f, r1)|+ 6m22 |l(f, h)|
4m12 + 4m21 + 6m22
≤ max {|l(f, r1)| , |l(f, r2)| , |l(f, h)|} .
Therefore, due to (2.14),
l(f, p) ≤ max {|l(f, r1)| , |l(f, r2)| , |l(f, h)|} . (2.18)
Note that in the beginning of the proof the bolt p has been chosen so that
l(f, p) ≥ 0. Let now p = {p1, p2, · · ·p2n} be any closed bolt such that l(f, p) ≤
0. Since l(f, p′′) = −l(f, p) ≥ 0 for the bolt p′′ = {p2, p3, · · · , p2n, p1},we
obtain from (2.18) that
−l(f, p) ≤ max {|l(f, r1)| , |l(f, r2)| , |l(f, h)|} . (2.19)
From (2.18) and (2.19) we deduce on the strength of arbitrariness of p that
sup
p⊂H
{|l(f, p)|} = max {|l(f, r1)| , |l(f, r2)| , |l(f, h)|} , (2.20)
where the sup is taken over all closed bolts of the hexagon H .
The hexagon H satisfies the conditions of Theorem 1.10 on the existence
of a best approximation. By theorem 2 [79] (see Section 2.3), we obtain that
E(f,H) = sup
p⊂H
{|l(f, p)|} . (2.21)
From (2.20) and (2.21) we finally conclude that
E(f,H) = max {|l(f, r1)| , |l(f, r2)| , |l(f, h)|} .
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Corollary 2.2. Let a function f(x, y) have the continuous nonnegative
derivative
∂2f
∂x∂y
on H. Then the formula (2.8) is valid.
The proof is very simple and can be obtained by integrating the inequality
∂2f
∂x∂y
≥ 0 over an arbitrary rectangle [x1, x2] × [y1, y2] ⊂ H and applying
Theorem 2.5.
The method used in the proof of Theorem 2.5 can be generalized to obtain
similar results for stairlike polygons. For example, let S be a closed polygon
of the following form
S =
N−1⋃
i=1
Pi,
where N ≥ 2, Pi = [ai, ai+1]× [b1, bN+1−i] , i = 1, N − 1, a1 < a2 < · · · < aN ,
b1 < b2 < · · · < bN . Such polygons will be called stairlike polygons (see [56]).
A closed 2m-gon F with sides parallel to the coordinate axes is called a
maximal 2m-gon of the polygon S if F ⊂ S and there is no another 2m-gon
F ′ such that F ⊂ F ′ ⊂ S. Clearly, if F is a maximal 2m-gon of the polygon
S, then m ≤ N. A closed bolt formed by the vertices of a maximal polygon
F is called a maximal bolt of S. By SB denote the set of all maximal bolts
of the stairlike polygon S.
Theorem 2.6. Let S be a stairlike polygon. The approximation error of
a function f ∈ M(S) can be computed by the formula
E (f, S) = max
{|r(f, h)| , h ∈ SB} .
For the proof of this theorem see [56].
2.2.3 E-bolts
The main idea in the proof of Theorem 2.5 can be successfully used in ob-
taining formulas of type (2.8) for functions f(x, y) defined on another simple
polygons. The following two theorems include cases of some octagons and
can be proved in a similar way.
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Theorem 2.7. Let a1 < a2 < a3 < a4, b1 < b2 < b3 and Q be an octagon
of the following form
Q =
4⋃
i=1
Ri, where
R1 = [a1, a2] × [b1, b2] , R2 = [a2, a3] × [b1, b2] , R3 = [a3, a4] × [b1, b2] , R4 =
[a2, a3]× [b2, b3]. Let f ∈M(Q). Then the following formula holds
E(f,Q) = max {|l(f, q)| , |l(f, r123)| , |l(f, r124)| , |l(f, r234)| , |l(f, r24)|} ,
where q, r123, r124, r234, r24 are closed bolts formed by the vertices of the
polygons Q, R1∪R2∪R3, R1∪R2∪R4, R2∪R3∪R4 and R2∪R4, respectively.
Theorem 2.8. Let a1 < a2 < a3 < a4, b1 < b2 < b3 and Q be an octagon
of the following form
Q =
3⋃
i=1
Ri,
where R1 = [a1, a4] × [b1, b2] , R2 = [a1, a2] × [b2, b3] , R3 = [a3, a4] × [b2, b3].
Let f ∈M(Q). Then
E(f,Q) = max {|l(f, r)| , |l(f, r12)| , |l(f, r13)|} ,
where r, r12, r13 are closed bolts formed by the vertices of the polygons R =
[a1, a4]× [b1, b3] , R1 ∪R2, R1 ∪R3, respectively.
Although the closed bolts maximization process can be applied to bolts
of an arbitrary polygon, some combinatorial difficulties arise when grouping
values at points of maximized bolts (bolts obtained after the maximization
process, see (2.15)-(2.18)). While we do not know a complete answer to this
problem, we can describe points of a polygon F with which points of max-
imized bolts coincide and state a conjecture concerning the approximation
error.
Let F = A1A2...A2n be any polygon with sides parallel to the coordinate
axes. The vertices A1, A2, ..., A2n in the given order form a closed bolt, which
we denote by rF . By [rF ] denote the length of rF . In our case, [rF ] = 2n.
Definition 2.2. Let F and S be polygons with sides parallel to the coor-
dinate axes. We say that the closed bolt rF is an e-bolt (extended bolt) of S
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if rF ⊂ S and there does not exist any polygon F ′ such that F ⊂ F ′, rF ′ ⊂
S, [rF ′ ] ≤ [rF ] .
For example, in Theorem 2.8 the octagon Q has 3 e-bolts. They are
r, r12 and r13. In Theorem 2.7, the octagon Q has 5 e-bolts, which are
q, r123, r124, r234 and r24 . The polygon S2n =
n−1⋃
i=1
Ri, where Ri = [ai, ai+1] ×
[b1, bn+1−i] , i = 1, n− 1, a1 < a2 < ... < an, b1 < b2 < ... < bn has exactly
2n−1−1 e-bolts. It is not difficult to observe that the set of points of a closed
bolt obtained after the maximization process is a subset of the set of points
of all e-bolts. This condition and Theorems 2.5-2.8 justify the statement of
the following conjecture:
Let S be any polygon with sides parallel to the coordinate axes and f ∈
M(S). Then
E(f, S) = max
h∈SE
{|l(f, h)|} ,
where SE is a set of all e-bolts of the polygon S.
2.2.4 Error estimates
Theorem 2.5 allows us to consider classes wider than M(H) and establish
sharp estimates for the approximation error.
Theorem 2.9. Let H be a hexagon and (2.7) be its representation. The
following sharp estimates are valid for a function f(x, y) having the contin-
uous derivative
∂2f
∂x∂y
on H:
A ≤ E(f,H) ≤ BC + 3
2
(B |l(g, h)| − |l(f, h)|) , (2.22)
where
B = max
(x,y)∈H
∣∣∣∣∂2f(x, y)∂x∂y
∣∣∣∣ , g = g(x, y) = x · y,
A = max {|l(f, h)| , |l(f, r1)| , |l(f, r2)|} , C = max {|l(g, h)| , |l(g, r1)| , |l(g, r2)|} ,
where h, r1, r2 are closed bolts formed by vertices of the polygons H,R1 and
R2, respectively.
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Remark 2.4. Inequalities similar to (2.22) were established in Babaev
[8] for the approximation of a function f(x) = f(x1, ..., xn), defined on a
parallelepiped with sides parallel to the coordinate axes, by sums
n∑
i=1
ϕi(x\xi).
For the approximation of bivariate functions, Babaev’s result contains only
rectangular case.
Remark 2.5. Estimates (2.22) are easily calculable in contrast to those
established in [5] for continuous functions defined on certain domains, which
are different from polygons.
To prove Theorem 2.9 we need the following lemmas.
Lemma 2.3. Let X be a normed space, F be a subspace of X. The
following inequality is valid for an element x = x1 + x2 from X:
|E(x1)− E(x2)| ≤ E(x) ≤ E(x1) + E(x2),
where
E(x) = E(x, F ) = inf
y∈F
‖x− y‖ .
Lemma 2.4. If f ∈M(H), then
|l(f, ri)| ≤ 3
2
|l(f, h)| , i = 1, 2.
Lemma 2.3 is obvious. To prove Lemma 2.4, note that for any f ∈M(H)
6 |l(f, h)| = 4 |l(f, ri)|+ 4 |l(f, r3)| , i = 1, 2,
where r3 is a closed bolt formed by the vertices of the rectangle R3 = H\Ri.
Now let us prove Theorem 2.9.
Proof. It is not difficult to verify that if ∂
2u
∂x∂y
≥ 0 on H for some u(x, y),
∂2u(x,y)
∂x∂y
∈ C(H), then u ∈ M(H) (see the proof of Corollary 2.2). Set f1 =
f +Bg. Since ∂
2f1
∂x∂y
≥ 0 on H , f1 ∈M(H). By Lemma 2.4,
|l(f1, ri)| ≤ 3
2
|l(f1, h)| , i = 1, 2. (2.23)
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Theorem 2.5 implies that
E(f1, H) = max {|l(f1, h)| , |l(f1, r1)| , |l (f1, r2)|} . (2.24)
We deduce from (2.23) and (2.24) that
E(f1, H) ≤ 3
2
|l(f1, h)| .
First, let the closed bolt h start at the point (a1, b1). Then it is clear that
E(f1, H) ≤ 3
2
l(f1, h). (2.25)
By Lemma 2.3,
E(f,H)− E(Bg,H) ≤ E(f1, H). (2.26)
Inequalities (2.25) and (2.26) yield
E(f,H) ≤ BE(g,H) + 3
2
l(f1, h). (2.27)
Since the functional l(f, h) is linear,
l(f1, h) = l(f, h) +Bl(g, h).
Considering this expression of l(f1, h) in (2.27), we obtain that
E(f,H) ≤ BE(g,H) + 3
2
Bl(g, h) +
3
2
l(f, h). (2.28)
Now consider the function f2 = Bg − f . Obviously, ∂2f2∂x∂y ≥ 0 on H . It
can be shown, in the same way as (2.28) has been obtained, that
E(f,H) ≤ BE(g,H) + 3
2
Bl(g, h)− 3
2
l(f, h). (2.29)
From (2.28) and (2.29) it follows that
E(f,H) ≤ BE(g,H) + 3
2
Bl(g, h)− 3
2
|l(f, h)| . (2.30)
Since g ∈ M(H) and h starts at the point (a1, b1), we have l(g, h) ≥ 0.
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Let now h start at a point such that l(u, h) ≤ 0 for any u ∈M(H). Then
in a similar way as above we can prove that
E(f,H) ≤ BE(g,H)− 3
2
Bl(g, h)− 3
2
|l(f, h)| , (2.31)
where l(g, h) ≤ 0. From (2.30), (2.31) and the fact that E(g,H) = C (in
view of Theorem 2.5), it follows that
E(f,H) ≤ BC + 3
2
(B |l(g, h)| − |l(f, h)|) .
The upper bound in (2.22) has been established. Note that it is attained by
f = g = xy.
The proof of the lower bound in (2.22) is simple. One of the obvious prop-
erties of the functional l(f, p) is that |l(f, p)| ≤ E(f,H) for any continuous
function f on H and a closed bolt p. Hence,
A = max {|l(f, h)| , |l(f, r1)| , |l(f, r2)|} ≤ E(f,H).
Note that by Theorem 2.5 the lower bound in (2.22) is attained by an
arbitrary function from M(H).
Remark 2.6. Using Theorems 2.7 and 2.8 one can obtain sharp estimates
of type (2.22) for bivariate functions defined on the corresponding simple
polygons with sides parallel to the coordinate axes.
2.3 On the theorem of M. Golomb
Let X1, ..., Xn be compact spaces and X = X1 × · · · × Xn. Consider the
approximation of a function f ∈ C(X) by sums g1(x1) + · · ·+ gn(xn), where
gi ∈ C(Xi), i = 1, ..., n. In [37], M.Golomb obtained a formula for the error of
this approximation in terms of measures constructed on special points of X ,
called “projection cycles”. However, his proof had a gap, which was pointed
out later by Marshall and O’Farrell [107]. But the question if the formula
was correct, remained open. The purpose of this section is to prove that
Golomb’s formula is valid, and moreover it holds in a stronger form.
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2.3.1 History of Golomb’s formula
Let Xi, i = 1, ..., n, be compact Hausdorff spaces. Consider the approxima-
tion to a continuous function f , defined on X = X1 × · · · × Xn, from the
manifold
M =
{
n∑
i=1
gi(xi) : gi ∈ C(Xi), i = 1, ..., n
}
.
The approximation error is defined as the distance from f to M :
E(f)
def
= dist(f,M) = inf
g∈M
‖f − g‖C(X) .
The well-known duality relation says that
E(f) = sup
µ∈M⊥
‖µ‖≤1
∣∣∣∣∣∣
∫
X
fdµ
∣∣∣∣∣∣ , (2.32)
whereM⊥ is the space of regular Borel measures annihilating all functions in
M and ‖µ‖ stands for the total variation of a measure µ. It should be noted
that the sup in (2.32) is attained by some measure µ∗ with total variation
‖µ∗‖ = 1. We are interested in the problem: is it possible to replace in
(2.32) the class M⊥ by some subclass of it consisting of measures of simple
structure? For the case n = 2, this problem was first considered by Diliberto
and Straus [26]. They showed that the measures generated by closed bolts
are sufficient for the equality (2.32).
In case of general topological spaces, a lightning bolt is defined similarly
to the case R2. Let X = X1 × X2 and pii be the projections of X onto
Xi, i = 1, 2. A lightning bolt (or, simply, a bolt) is a finite ordered set
{a1, ..., ak} contained in X , such that ai 6= ai+1, for i = 1, 2, ..., k − 1, and
either pi1(a1) = pi1(a2), pi2(a2) = pi2(a3), pi1(a3) = pi1(a4), ..., or pi2(a1) =
pi2(a2), pi1(a2) = pi1(a3), pi2(a3) = pi2(a4), ... A bolt {a1, ..., ak} is said to be
closed if k is an even number and the set {a2, ..., ak, a1} is also a bolt.
Let l = {a1, ..., a2k} be a closed bolt. Consider a measure µl having atoms
± 1
2k
with alternating signs at the vertices of l. That is,
µl =
1
2k
2k∑
i=1
(−1)i−1δai or µl =
1
2k
2k∑
i=1
(−1)iδai ,
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where δai is a point mass at ai. It is clear that µl ∈ M⊥ and ‖µl‖ ≤ 1.
‖µl‖ = 1 if and only if the set of vertices of the bolt l having even indices does
not intersect with that having odd indices. The following duality relation was
first established by Diliberto and Straus [26]
E(f) = sup
l⊂X
∣∣∣∣∣∣
∫
X
fdµl
∣∣∣∣∣∣ , (2.33)
where X = X1 × X2 and the sup is taken over all closed bolts of X . In
fact, Diliberto and Straus obtained the formula (2.33) for the case when
X is a rectangle in R2 with sides parallel to the coordinate axis. The same
result was independently proved by Smolyak (see [113]). Yet another proof of
(2.33), in the case when X is a Cartesian product of two compact Hausdorff
spaces, was given by Light and Cheney [93]. For X ’s other than a rectangle
in R2, the theorem under some additional assumptions appeared in the works
[62,79,107]. But we shall not discuss these works here.
Golomb’s paper [37] made a start to a systematic study of approxima-
tion of multivariate functions by various compositions, including sums of
univariate functions. Golomb generalized the notion of a closed bolt to the
n-dimensional case and obtained the analogue of formula (2.33) for the error
of approximation from the manifold M . The objects introduced in [37] were
called projection cycles and they are defined as sets of the form
p = {b1, ..., bk; c1, ..., ck} ⊂ X, (2.34)
with the property that bi 6= cj, i, j = 1, ..., k and for all ν = 1, ..., n, the
group of the ν-th coordinates of c1, ..., ck is a permutation of that of the
ν-th coordinates of b1, ..., bk. Some points in the b-part (b1, ..., bk) or c-part
(c1, ..., ck) of p may coincide. The measure associated with p is
µp =
1
2k
(
k∑
i=1
δbi −
k∑
i=1
δci
)
.
It is clear that µp ∈M⊥ and ‖µp‖ = 1. Besides, if n = 2, then a projection
cycle is the union of closed bolts after some suitable permutation of its points.
Golomb’s result states that
E(f) = sup
p⊂X
∣∣∣∣∣∣
∫
X
fdµp
∣∣∣∣∣∣ , (2.35)
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where X = X1×· · ·×Xn and the sup is taken over all projection cycles of X .
It can be proved that in the case n = 2, the formulas (2.33) and (2.35) are
equivalent. Unfortunately, the proof of (2.35) had a gap, which was pointed
out many years later by Marshall and O’Farrell [107]. But the question if
the formula (2.35) was correct, remained unsolved (see also the more recent
monograph by Khavinson [76]). Note that Golomb’s result was used and
cited in the literature, for example, in works [75,126].
In the following subsection, we will construct families of normalized mea-
sures (that is, measures with the total variation equal to 1) on projection
cycles. Each measure µp defined above will be a member of some family.
We will also consider minimal projection cycles and measures constructed
on them. By properties of these measures, we show that Golomb’s formula
(2.35) is valid in a stronger form.
2.3.2 Measures supported on projection cycles
Let us give an equivalent definition of a projection cycle. This will be useful
in constructing of certain measures having simple structure and capability of
approximating arbitrary measures in M⊥.
In the sequel, χa will denote the characteristic function of a single point
set {a} ⊂ R.
Definition 2.3. Let X = X1 × · · · × Xn and pii be the projections of
X onto the sets Xi, i = 1, ..., n. We say that a set p = {x1, ..., xm} ⊂ X is
a projection cycle if there exists a vector λ = (λ1, ..., λm) with nonzero real
coordinates such that
m∑
j=1
λjχpii(xj) = 0, i = 1, ..., n. (2.36)
Let us give some explanatory remarks concerning Definition 2.3. Fix the
subscript i. Let the set {pii(xj), j = 1, ..., m} have si different values, which
we denote by γi1, γ
i
2, ..., γ
i
si
. Then (2.36) implies that∑
j
λj = 0,
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where the sum is taken over all j such that pii(xj) = γ
i
k, k = 1, ..., si. Thus for
fixed i, we have si homogeneous linear equations in λ1, ..., λm. The coefficients
of these equations are the integers 0 and 1. By varying i, we obtain s =∑n
i=1 si such equations. Hence (2.36), in its expanded form, stands for the
system of these equations. One can observe that if this system has a solution
(λ1, ..., λm) with nonzero real components λi, then it also has a solution
(n1, ..., nm) with nonzero integer components ni, i = 1, ..., m. This means that
in Definition 2.3, we can replace the vector λ by the vector n = (n1, ..., nm) ,
where ni ∈ Z\{0}, i = 1, ..., m. Thus, Definition 2.3 is equivalent to the
following definition.
Definition 2.4. A set p = {x1, ..., xm} ⊂ X is called a projection cycle
if there exist nonzero integers n1, ..., nm such that
m∑
j=1
njχpii(xj) = 0, i = 1, ..., n. (2.37)
Lemma 2.5. Definition 2.4 is equivalent to Golomb’s definition of a
projection cycle.
Proof. Let p = {x1, ..., xm} be a projection cycle with respect to Definition
2.4. By b and c denote the set of all points xi such that the integers ni
associated with them in (2.37) are positive and negative correspondingly.
Write out each point xi ni times if ni > 0 and −ni times if ni < 0. Then
the set {b; c} is a projection cycle with respect to Golomb’s definition (see
Introduction). The inverse is also true. Let a set p1 = {b1, ..., bk; c1, ..., ck}
be a projection cycle with respect to Golomb’s definition. Here, some points
bi or ci may be repeated. Let p = {x1, ..., xm} stand for the set p1, but with
no repetition of its points. Let ni show how many times xi appear in p1. We
take ni positive if xi appears in the b-part of p1 and negative if it appears in
the c-part of p1. Clearly, the set {x1, ..., xm} is a projection cycle with respect
to Definition 2.4, since the integers ni, i = 1, ..., m, satisfy (2.37).
In the sequel, we will use Definition 2.3. A pair 〈p, λ〉 , where p is a
projection cycle in X and λ is a vector associated with p by (2.36), will be
called a “projection cycle-vector pair” of X. To each such pair 〈p, λ〉 with
p = {x1, ..., xm} and λ = (λ1, ..., λm), we correspond the measure
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µp,λ =
1∑m
j=1 |λj|
m∑
j=1
λjδxj . (2.38)
Clearly, µp,λ ∈ M⊥ and ‖µp,λ‖ = 1. We will also deal with measures
supported on some certain subsets of projection cycles called minimal pro-
jection cycles. A projection cycle is said to be minimal if it does not con-
tain any projection cycle as its proper subset. For example, the set p =
{(0, 0, 0), (0, 0, 1), (0, 1, 0), (1, 0, 0), (1, 1, 1)} is a minimal projection cycle
in R3, since the vector λ = (2,−1,−1,−1, 1) satisfies Eq. (2.36) and there is
no such vector for any other subset of p. Adding one point (0, 1, 1) from the
right to p, we will also have a projection cycle, but not minimal. Note that
in this case, λ can be taken as (3,−1,−1,−2, 2,−1).
Remark 2.7. A minimal projection cycle under the name of a loop was
introduced and used in the works of Klopotowski, Nadkarni, Rao [80,81].
To prove our main result we need some auxiliary facts.
Lemma 2.6. (1) The vector λ = (λ1, ..., λm) associated with a minimal
projection cycle p = (x1, ..., xm) is unique up to multiplication by a constant.
(2) If in (1),
∑m
j=1 |λj | = 1, then all the numbers λj, j = 1, ..., m, are
rational.
Proof. Let λ1 = (λ11, ..., λ
1
m) and λ
2 = (λ21, ..., λ
2
m) be any two vectors associ-
ated with p. That is,
m∑
j=1
λ1jχpii(xj) = 0 and
m∑
j=1
λ2jχpii(xj) = 0, i = 1, ..., n.
After multiplying the second equality by c =
λ11
λ21
and subtracting from the
first, we obtain that
m∑
j=2
(λ1j − cλ2j )χpii(xj) = 0, i = 1, ..., n.
Now since the cycle p is minimal, λ1j = cλ
2
j , for all j = 1, ..., m.
The second part of the lemma is a consequence of the first part. Indeed, let
n = (n1, ..., nm) be a vector with the nonzero integer coordinates associated
106
with p. Then the vector λ
′
= (λ
′
1, ..., λ
′
m), where λ
′
j =
nj∑m
j=1|nj |
, j = 1, ..., m, is
also associated with p. All coordinates of λ
′
are rational and therefore by the
first part of the lemma, it is the unique vector satisfying
∑m
j=1
∣∣λ′j∣∣ = 1.
By this lemma, a minimal projection cycle p uniquely (up to a sign)
defines the measure
µp =
m∑
j=1
λjδxj ,
m∑
j=1
|λj | = 1.
Lemma 2.7. Let µ be a normalized orthogonal measure on a projection
cycle l ⊂ X. Then it is a convex combination of normalized orthogonal
measures on minimal projection cycles of l. That is,
µ =
s∑
i=1
tiµli,
s∑
i=1
ti = 1, ti > 0,
where li, i = 1, ..., s, are minimal projection cycles in l.
This lemma follows from the result of Navada (see theorem 2 of [112]):
Let S ⊂ X1×· · ·×Xn be a finite set. Then any extreme point of the convex
set of measures µ on S, µ ∈ M⊥, ‖µ‖ ≤ 1, has its support on a minimal
projection cycle contained in S.
Remark 2.8. In the case n = 2, Lemma 2.7 was proved by Medvedev
(see [76, p.77]).
Lemma 2.8 (see [76, p.73]). Let X = X1 × · · · × Xn and pii be the
projections of X onto the sets Xi, i = 1, ..., n. In order that a measure µ ∈
C(X)∗ be orthogonal to the subspace M , it is necessary and sufficient that
µ ◦ pi−1i = 0, i = 1, ..., n.
Lemma 2.9 (see [76, p.75]). Let µ ∈M⊥ and ‖µ‖ = 1. Then there exist
a net of measures {µα} ⊂M⊥ weak* converging in C(X)∗ to µ and satisfying
the following properties:
1) ‖µα‖ = 1;
2) The closed support of each µα is a finite set.
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Our main result is the following theorem.
Theorem 2.10. The error of approximation from the manifold M obeys
the equality
E(f) = sup
l⊂X
∣∣∣∣∣∣
∫
X
fdµl
∣∣∣∣∣∣ ,
where the sup is taken over all minimal projection cycles of X.
Proof. Let
∼
µ be a measure with finite support {x1, ..., xm} and orthogonal to
the spaceM. Put λj =
∼
µ(xj), j = 1, ...m. By Lemma 2.8,
∼
µ(pi−1i (pii(xj))) = 0,
for all i = 1, ..., n, j = 1, ..., m. Fix the indices i and j. Then we have the
equation
∑
k λk = 0, where the sum is taken over all indices k such that
pii(xk) = pii(xj). Varying i and j, we obtain a system of such equations,
which concisely can be written as
m∑
k=1
λkχpii(xk) = 0, i = 1, ..., n.
This means that the finite support of
∼
µ forms a projection cycle. Therefore,
a net of measures approximating the given measure µ in Lemma 2.9 are all
of the form (2.38).
Let now µp,λ be any measure of the form (2.38). Since µp,λ ∈ M⊥ and
‖µp,λ‖ = 1, we can write∣∣∣∣∣∣
∫
X
fdµp,λ
∣∣∣∣∣∣ =
∣∣∣∣∣∣
∫
X
(f − g)dµp,λ
∣∣∣∣∣∣ ≤ ‖f − g‖ , (2.39)
where g is an arbitrary function in M . It follows from (2.39) that
sup
〈p,λ〉
∣∣∣∣∣∣
∫
X
fdµp,λ
∣∣∣∣∣∣ ≤ E(f), (2.40)
where the sup is taken over all projection cycle-vector pairs of X.
Consider the general duality relation (2.32). Let µ0 be a measure attaining
the supremum in (2.32) and {µp,λ} be a net of measures of the form (2.38)
approximating µ0 in the weak
* topology of C(X)∗. We already know that
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this is possible. For any ε > 0, there exists a measure µp0,λ0 in {µp,λ} such
that ∣∣∣∣∣∣
∫
X
fdµ0 −
∫
X
fdµp0,λ0
∣∣∣∣∣∣ < ε.
From the last inequality we obtain that∣∣∣∣∣∣
∫
X
fdµp0,λ0
∣∣∣∣∣∣ >
∣∣∣∣∣∣
∫
X
fdµ0
∣∣∣∣∣∣− ε = E(f)− ε.
Hence,
sup
〈p,λ〉
∣∣∣∣∣∣
∫
X
fdµp,λ
∣∣∣∣∣∣ ≥ E(f). (2.41)
From (2.40) and (2.41) it follows that
sup
〈p,λ〉
∣∣∣∣∣∣
∫
X
fdµp,λ
∣∣∣∣∣∣ = E(f). (2.42)
By Lemma 2.7,
µp,λ =
s∑
i=1
tiµli,
where li, i = 1, ..., s, are minimal projection cycles in p and
∑s
i=1 ti = 1, ti >
0. Let k be an index in the set {1, ..., s} such that∣∣∣∣∣∣
∫
X
fdµlk
∣∣∣∣∣∣ = max

∣∣∣∣∣∣
∫
X
fdµli
∣∣∣∣∣∣ , i = 1, ..., s
 .
Then ∣∣∣∣∣∣
∫
X
fdµp,λ
∣∣∣∣∣∣ ≤
∣∣∣∣∣∣
∫
X
fdµlk
∣∣∣∣∣∣ . (2.43)
Now since
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∣∣∣∣∣∣
∫
X
fdµl
∣∣∣∣∣∣ ≤ E(f),
for any minimal cycle l, from (2.42) and (2.43) we obtain the assertion of the
theorem.
Remark 2.9. Theorem 2.10 not only proves Golomb’s formula, but also
improves it. Indeed, based on Lemma 2.5, one can easily observe that the
formula (2.35) is equivalent to the formula
E(f) = sup
〈p,λ〉
∣∣∣∣∣∣
∫
X
fdµp,λ
∣∣∣∣∣∣ ,
where the sup is taken over all projection cycle-vector pairs 〈p, λ〉 of X pro-
vided that all the numbers λiupslope
∑m
j=1 |λj|, i = 1, ..., m, are rational. But by
Lemma 2.6, minimal projection cycles enjoy this property.
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Chapter 3
General ridge functions and
linear superpositions
A ridge function g(a ·x) with a direction a ∈ Rn\{0} admits a natural gener-
alization to a multivariate function of the form g(α1(x1)+···+αn(xn)), where
αi(xi), i = 1, n, are real, presumably well behaved, fixed univariate functions.
We know from Section 1 that finitely many directions aj are not enough for
sums
∑
gj (a
j · x) to approximate multivariate functions. However, we will
see in this section that sums of the form
∑
gj(α
j
1(x1) + · · · + αjn(xn)) with
finitely many αji (xi) is capable not only approximating multivariate functions
but also precisely representing them. First we study the problem of represen-
tation of a function f : X → R, where X is any set, as a linear superposition∑
j gj(hj(x)) with arbitrary but fixed functions hj : X → R. Then we apply
the obtained result and the famous Kolmogorov superposition theorem to
prove representability of an arbitrarily behaved multivariate function in the
form of a general ridge function
∑
gj(α
j
1(x1) + · · ·+ αjn(xn)).
The material of this chapter is taken from [49].
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3.1 Some results on the representation by lin-
ear superpositions
Let X be any set and hi : X → R, i = 1, ..., r, be arbitrarily fixed functions.
Consider the set
B(X) = B(h1, ..., hr;X) =
{
r∑
i=1
gi(hi(x)), x ∈ X, gi : R→ R, i = 1, ..., r
}
(3.1)
Members of this set will be called linear superpositions with respect to the
functions h1, ..., hr (see [141]). Note that sums of general ridge functions is
a special case of linear superpositions. In Section 1.2, we considered linear
superpositions defined on a subset of the d-dimensional Euclidean space,
while here X is a set of arbitrary nature. As in Section 1.2, we are interested
in the question: what conditions on X guarantee that each function on X
will be in the set B(X)? The simplest case X ⊂ Rd, r = d and hi are the
coordinate functions was solved in [81]. See also [76, p.57] for the case r = 2.
By Bc(X) and Bb(X) denote the right hand side of (3.1) with continuous
and bounded gi : R → R, i = 1, ..., r, respectively. Our starting point is the
well-known superposition theorem of Kolmogorov [83]. It states that for the
unit cube Id, I = [0, 1], d ≥ 2, there exists 2d+1 functions {sq}2d+1q=1 ⊂ C(Id)
of the form
sq(x1, ..., xd) =
d∑
p=1
ϕpq(xp), ϕpq ∈ C(I), p = 1, ..., d, q = 1, ..., 2d+ 1 (3.2)
such that each function f ∈ C(Id) admits the representation
f(x) =
2d+1∑
q=1
gq(sq(x)), x = (x1, ..., xd) ∈ Id, gq ∈ C(R). (3.3)
Note that functions gq(sq(x)), involved in the right hand side of (3.3), are
general ridge functions. In our notation, (3.3) means that Bc(s1, ..., s2d+1; Id) =
C(Id). This surprising and deep result, which solved (negatively) Hilbert’s 13-
th problem, was improved and generalized in several directions. It was first
observed by Lorentz [98] that the functions gq can be replaced by a single
continuous function g. Sprecher [128] showed that the theorem can be proven
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with constant multiples of a single function ϕ and translations. Specifically,
ϕpq in (3.2) can be chosen as λ
pϕ(xp + εq), where ε and λ are some positive
constants. Fridman [31] succeeded in showing that the functions ϕpq can be
constructed to belong to the class Lip(1). Vitushkin and Henkin [141] showed
that ϕpq cannot be taken to be continuously differentiable.
Ostrand [115] extended the Kolmogorov theorem to general compact met-
ric spaces. In particular, he proved that for each compact d-dimensional met-
ric space X there exist continuous real functions {αi}2d+1i=1 ⊂ C(X) such that
Bc(α1, ..., α2d+1;X) = C(X). Sternfeld [130] showed that the number 2d+ 1
cannot be reduced for any d-dimensional space X. Thus the number of terms
in the Kolmogorov superposition theorem is the best possible.
Some papers of Sternfeld were devoted to the representation of continuous
and bounded functions by linear superpositions. Let C(X) and B(X) denote
the space of continuous and bounded functions on some set X respectively
(in the first case, X is supposed to be a compact metric space). Let F = {h}
be a family of functions on X. F is called a uniformly separating family
(u.s.f.) if there exists a number 0 < λ ≤ 1 such that for each pair {xj}mj=1,
{zj}mj=1 of disjoint finite sequences in X , there exists some h ∈ F so that
if from the two sequences {h(xj)}mj=1and {h(zj)}mj=1 in h(X) we remove a
maximal number of pairs of points h(xj1) and h(zj2) with h(xj1) = h(zj2),
there remains at least λm points in each sequence (or , equivalently, at most
(1 − λ)m pairs can be removed). Sternfeld [132] proved that for a finite
family F = {h1, ..., hr} of functions on X , being a u.s.f. is equivalent to
the equality Bb(h1, ..., hr;X) = B(X), and that in the case where X is a
compact metric space and the elements of F are continuous functions on X ,
the equality Bc(h1, ..., hr;X) = C(X) implies that F is a u.s.f. Thus, in
particular, Sternfeld obtained that the formula (3.3) is valid for all bounded
functions, where gq are bounded functions depending on f (see also [76,
p.21]).
Let X be a compact metric space. The family F = {h} ⊂ C(X) is said to
be a measure separating family (m.s.f.) if there exists a number 0 < λ ≤ 1
such that for any measure µ in C(X)∗, the inequality ‖µ ◦ h−1‖ ≥ λ ‖µ‖
holds for some h ∈ F. Sternfeld [131] proved that Bc(h1, ..., hr;X) = C(X)
if and only if the family {h1, ..., hr} is a m.s.f. In [132], it was also shown
that if r = 2, then the properties u.s.f. and m.s.f. are equivalent. Therefore,
the equality Bb(h1, h2;X) = B(X) is equivalent to Bc(h1, h2;X) = C(X).
But for r > 2, these two properties are no longer equivalent. That is,
Bb(h1, ..., hr;X) = B(X) does not always imply Bc(h1, ..., hr;X) = C(X)
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(see [131]).
Our purpose is to consider the above mentioned problem of representation
by linear superpositions without involving any topology (that of continuity
or boundedness). We start with characterization of those sets X for which
B(h1, ..., hr;X) = T (X), where T (X) is the space of all functions on X. As in
Section 1.2, this will be done in terms of cycles. We claim that nonexistence
of cycles in X is equivalent to the equality B(X) = T (X) for an arbitrary set
X . In particular, we show that Bc(X) = C(X) always implies B(X) = T (X).
This implication will enable us to obtain some new results, namely extensions
of the previously known theorems from continuous to discontinuous multi-
variate functions. For example, we will prove that the formula (3.3) is valid
for all discontinuous multivariate functions f defined on the unite cube Id,
where gq are univariate functions depending on f.
3.2 Kolmogorov’s superposition theorem and
its extension
In this subsection, we show that if some representation by linear superposi-
tions holds for continuous functions, then it holds for all functions. This will
lead us to natural extensions of some known superposition theorems (such as
Kolmogorov’s superposition theorem, Ostrand’s superposition theorem, etc)
from continuous to discontinuous functions.
In the sequel, by χA we will denote the characteristic function of a set
A ⊂ R. That is,
χA(y) =
{
1, if y ∈ A
0, if y /∈ A.
The following definition is a generalized version of Definition 1.1 from
Section 1.2, where in connection with ridge functions only subsets of Rd were
considered.
Definition 3.1. Given an arbitrary set X and functions hi : X → R, i =
1, ..., r. A set of points {x1, ..., xn} ⊂ X is called to be a cycle with respect
to the functions h1, ..., hr (or, concisely, a cycle if there is no confusion),
if there exists a vector λ = (λ1, ..., λn) with the nonzero real coordinates
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λi, i = 1, ..., n, such that
n∑
j=1
λjχhi(xj) = 0, i = 1, ..., r. (3.4)
A cycle p = {x1, ..., xn} is said to be minimal if p does not contain any
cycle as its proper subset.
Note that in this definition the vector λ = (λ1, . . . , λn) can be chosen
so that it has only integer components. Indeed, let for i = 1, ..., r, the
set {hi(xj), j = 1, ..., n} have ki different values. Then it is not difficult
to see that Eq. (3.4) stands for a system of
∑r
i=1 ki homogeneous linear
equations in unknowns λ1, ..., λn. This system can be written in the matrix
form (λ1, . . . , λn) × C = 0, where C is an n by
∑r
i=1 ki matrix. The basic
property of this matrix is that all of its entries are 0’s and 1’s and no row
or column of C is identically zero. Since Eq. (3.4) has a nontrivial solution
(λ
′
1, . . . , λ
′
n) ∈ Rn and all entries of C are integers, by applying the Gauss
elimination method we can see that there always exists a nontrivial solution
(λ1, . . . , λn) with the integer components λi, i = 1, ..., n.
For a number of simple examples, see Section 1.2.
Let T (X) denote the set of all functions on X. With each pair 〈p, λ〉 ,
where p = {x1, ..., xn} is a cycle in X and λ = (λ1, ..., λn) is a vector known
from Definition 3.1, we associate the functional
Gp,λ : T (X)→ R, Gp,λ(f) =
n∑
j=1
λjf(xj).
In the following, such pairs 〈p, λ〉 will be called cycle-vector pairs of X. It is
clear that the functional Gp,λ is linear. Besides, Gp,λ(g) = 0 for all functions
g ∈ B(h1, ..., hr;X). Indeed, assume that (3.4) holds. Given i ≤ r, let z =
hi(xj) for some j. Hence,
∑
j (hi(xj)=z)
λj = 0 and
∑
j (hi(xj)=z)
λjgi(hi(xj)) =
0. A summation yields Gp,λ(gi ◦ hi) = 0. Since Gp,λ is linear, we obtain that
Gp,λ(
∑r
i=1 gi ◦ hi) = 0.
A minimal cycle p = {x1, ..., xn} has the following obvious properties:
(a) The vector λ associated with p by Eq. (3.4) is unique up to multiplication
by a constant;
(b) If in (3.4),
∑n
j=1 |λj | = 1, then all the numbers λj , j = 1, ..., n, are
rational.
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Thus, a minimal cycle p uniquely (up to a sign) defines the functional
Gp(f) =
n∑
j=1
λjf(xj),
n∑
j=1
|λj | = 1.
Proposition 3.1. 1) Let X have cycles. A function f : X → R belongs
to the space B(h1, ..., hr;X) if and only if Gp(f) = 0 for any minimal cycle
p ⊂ X with respect to the functions h1, ..., hr.
2) Let X has no cycles. Then B(h1, ..., hr;X) = T (X).
Proposition 3.2. B(h1, ..., hr;X) = T (X) if and only if X has no cycles.
These propositions are proved by the same way as Theorems 1.1 and 1.2.
We use these propositions to obtain our main result (see Theorem 3.1 below).
The condition whether X have cycles or not, depends both on X and
the functions h1, ..., hr. In the following, we see that if h1, ..., hr are “nice”
functions (smooth functions with the simple structure. For example, ridge
functions) and X ⊂ Rd is a “rich” set (for example, the set with interior
points), then X has always cycles. Thus the representability by linear com-
binations of univariate functions with the fixed “nice” multivariate functions
requires at least that X should not possess interior points. The picture is
quite different when the functions h1, ..., hr are not “nice”. Even in the case
when they are continuous, we will see that many sets of Rd (the unite cube,
any compact subset of that, or even the whole space Rd itself) may have no
cycles. If disregard the continuity, there exists even one function h such that
every multivariate function is representable as g ◦ h over any subset of Rd.
First, let us introduce the following definition.
Definition 3.2. Let X be a set and hi : X → R, i = 1, ..., r, be arbitrarily
fixed functions. A class A(X) of functions on X will be called a “permissible
function class” if for any minimal cycle p ⊂ X with respect to the functions
h1, ..., hr (if it exists), there is a function f0 in A(X) such that Gp(f0) 6= 0.
Clearly, C(X) and B(X) are both permissible function classes (in case of
C(X), X is considered to be a normal topological space).
Theorem 3.1. Let A(X) be a permissible function class. If A(X) ⊂
B(h1, ..., hr;X), then B(h1, ..., hr;X) = T (X).
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The proof is simple and based on Propositions 3.1 and 3.2. Assume
for a moment that X admits a cycle p. By Proposition 3.1, the functional
Gp annihilates all members of the set B(h1, ..., hr;X). By Definition 3.2 of
permissible function classes, A(X) contains a function f0 such that Gp(f0) 6=
0. Therefore, f0 /∈ B(h1, ..., hr;X). We see that the embedding A(X) ⊂
B(h1, ..., hr;X) is impossible if X has a cycle. Thus X has no cycles. Then
by Proposition 3.2, B(h1, ..., hr;X) = T (X).
In the “if part” of Theorem 3.1, instead of B(h1, ..., hr;X) and A(X) one
can take Bc(h1, ..., hr;X) and C(X) (or Bb(h1, ..., hr;X) and B(X)) respec-
tively. That is, the following corollaries are valid.
Corollary 3.1. Let X be a set and hi : X → R, i = 1, ..., r, be arbitrarily
fixed bounded functions. If Bb(h1, ..., hr;X) = B(X), then B(h1, ..., hr;X) =
T (X).
Corollary 3.2. Let X be a normal topological space and hi : X → R, i =
1, ..., r, be arbitrarily fixed continuous functions. If Bc(h1, ..., hr;X) = C(X),
then B(h1, ..., hr;X) = T (X).
The main advantage of Theorem 3.1 is that we need not check directly if
the set X has no cycles, which in many cases may turn out to be very tedious
task. Using this theorem, we can extend free-of-charge the existing superpo-
sition theorems from the classes B(X) or C(X) (or some other permissible
function classes) to all functions defined on X. For example, this theorem
allows us to extend the Kolmogorov superposition theorem from continuous
to all multivariate functions.
Theorem 3.2. Let d ≥ 2, I = [−1; 1], and ϕpq, p = 1, ..., d, q =
1, ..., 2d+ 1, be the universal continuous functions in (3.2). Then each mul-
tivariate function f : Id → R can be represented in the form
f(x) =
2d+1∑
q=1
gq(
d∑
p=1
ϕpq(xp)), x = (x1, ..., xd) ∈ Id.
where gq are univariate functions depending on f.
It should be remarked that Sternfeld [132], in particular, obtained that the
formula (3.3) is valid for functions f ∈ B(Id) provided that gq are bounded
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functions depending on f (see [76, chapter 1] for more detailed information
and interesting discussions).
Let X be a compact metric space and hi ∈ C(X), i = 1, ..., r. The result
of Sternfeld (see Section 3.1) and Corollary 3.1 give us the implications
Bc(h1, ..., hr;X) = C(X)⇒ Bb(h1, ..., hr;X) = B(X)⇒ B(h1, ..., hr;X) = T (X).
The first implication is invertible when r = 2 (see [132]). We want to
show that the second is not invertible even in the case r = 2. The following
interesting example is due to Khavinson [76, p.67].
Let X ⊂ R2 consist of a broken line whose sides are parallel to the
coordinate axis and whose vertices are
(0; 0), (1; 0), (1; 1), (1 +
1
22
; 1), (1 +
1
22
; 1 +
1
22
), (1 +
1
22
+
1
32
; 1 +
1
22
), ...
We add to this line the limit point of the vertices (pi
2
6
, pi
2
6
). Let r = 2
and h1, h2 be the coordinate functions. Then the set X has no cycles with
respect to h1 and h2. By Proposition 3.1, every function f on X is of the
form g1(x1) + g2(x2), (x1, x2) ∈ X . Now construct a function f0 on X as
follows. On the link joining (0; 0) to (1; 0) f0(x1, x2) continuously increases
from 0 to 1; on the link from (1; 0) to (1; 1) it continuously decreases from
1 to 0; on the link from (1; 1) to (1 + 1
22
; 1) it increases from 0 to 1
2
; on
the link from (1 + 1
22
; 1) to (1 + 1
22
; 1 + 1
22
) it decreases from 1
2
to 0; on the
next link it increases from 0 to 1
3
, etc. At the point (pi
2
6
, pi
2
6
) set the value
of f0 equal to 0. Obviously, f0 is a continuous functions and by the above
argument, f0(x1, x2) = g1(x1) + g2(x2). But g1 and g2 cannot be chosen as
continuous functions, since they get unbounded as x1 and x2 tends to
pi2
6
.
Thus, B(h1, h2;X) = T (X), but at the same time Bc(h1, h2;X) 6= C(X) (or,
equivalently, Bb(h1, h2;X) 6= B(X)).
3.3 Some other superposition theorems
We have seen in the previous subsection that the unit cube in Rd has no cycles
with respect to some 2d + 1 continuous functions (namely, the Kolmogorov
functions sq (3.2)). From the result of Ostrand [115] (see Section 3.1) and
Corollary 3.2 it follows that compact sets X of finite dimension also lack
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cycles with respect to a certain family of finitely many continuous functions
on X . Namely, the following generalization of Ostrand’s theorem is valid.
Theorem 3.3. For p = 1, 2, ..., m let Xp be a compact metric space of
finite dimension dp and let n =
∑n
p=1 dp. There exist continuous functions
αpq : Xp → [0, 1], p = 1, ..., m, q = 1, ..., 2n+ 1, such that every real function
f defined on Πmp=1Xp is representable in the form
f(x1, ..., xm) =
2n+1∑
q=1
gq(
m∑
p=1
αpq(xp)). (3.5)
where gq are real functions depending on f . If f is continuous, then the
functions gq can be chosen continuous.
Note that Ostrand proved ”if f is continuous...” part of Theorem 3.3,
while we prove the validity of (3.5) for discontinuous f .
One may ask if there exists a finite family of functions {hi : Rd → R}ni=1
such that any subset of Rd does not admit cycles with respect to this family?
The answer is positive. This follows from the result of Demko [23]: there
exist 2d+ 1 continuous functions ϕ1, ..., ϕ2d+1 defined on R
d such that every
bounded continuous function on Rd is expressible in the form
∑2d+1
i=1 g ◦ ϕi
for some g ∈ C(R). This theorem together with Corollary 3.1 yield that
every function on Rd is expressible in the form
∑2d+1
i=1 gi ◦ ϕi for some gi :
R → R, i = 1, ..., 2d + 1. We do not yet know if gi here can be replaced
by a single univariate function. We also don’t know if the number 2d + 1
can be reduced so that the whole space of Rd (or any d-dimensional compact
subset of that, or at least the unit cube Id) has no cycles with respect to some
continuous functions ϕ1, ..., ϕk : R
d → R, where k < 2d+1. One of the basic
results of Sternfeld [130] says that the dimension of a compact metric space
X equals d if and only if there exist functions ϕ1, ..., ϕ2d+1 ∈ C(X) such that
Bc(ϕ1, ..., ϕ2d+1;X) = C(X) and for any fmily {ψi}ki=1 ⊂ C(X), k < 2d + 1,
we have Bc(ψ1, ..., ψk;X) 6= C(X). In particular, from this result it follows
that the number of terms in the Kolmogorov superposition theorem cannot
be reduced. But since the equalities Bc(X) = C(X) and B(X) = T (X) are
not equivalent, the above question on the nonexistence of cycles in Rd with
respect to less than 2d+ 1 continuous functions is far from trivial.
If disregard the continuity, one can construct even one function ϕ : Rd →
R such that the whole space Rd will not possess cycles with respect to ϕ and
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therefore, every function f : Rd → R will admit the representation f = g ◦ ϕ
with some univariate g depending on f . Our argument easily follows from
Corollary 3.2 and the result of Sprecher [127]: for any natural number d,
d ≥ 2, there exist functions hp : I→ R, p = 1, ..., d, such that every function
f ∈ C(Id) can be represented in the form
f(x1, ..., xd) = g
(
d∑
p=1
hp(xp)
)
, (3.6)
where g is a univariate (generally discontinuous) function depending on f .
Note that the function involved in the right hand side of (3.6) is a general
ridge function. Thus, the result of Sprecher together with our result means
that every multivariate function f is representable as a general ridge function
g (·) and if f is continuous, then g can be chosen continuous as well.
Remark 3.1. Concerning genuine ridge functions g(a ·x), representation
of every multivariate function by linear combinations of such functions may
not be possible over many sets in Rd. For example, this is not possible for
sets having interior points. More precisely, assume we are given finitely many
nonzero directions a1, ..., ar in Rd. Then R (a1, ..., ar;X) 6= T (X) for any set
X ⊂ Rd with a nonempty interior. Indeed, let y be a point in the interior
of X . Consider vectors bi, i = 1, ..., r, with sufficiently small coordinates
such that ai · bi = 0, i = 1, ..., r. Note that the vectors bi, i = 1, ..., r, can
be chosen pairwise linearly independent. With each vector ε = (ε1, ..., εr),
εi ∈ {0, 1}, i = 1, ..., r, we associate the point
xε = y+
r∑
i=1
εib
i.
Since the coordinates of bi are sufficiently small, we may assume that all
the points xε are in the interior of X . We correspond each point xε to the
number (−1)|ε|, where |ε| = ε1+ · · ·+ εr. One may easily verify that the pair〈{xε}, {(−1)|ε|}〉 is a cycle-vector pair of X . Therefore, by Proposition 3.2,
R (a1, ..., ar;X) 6= T (X).
Note that the above method of construction of the set {xε} is due to Lin
and Pinkus [95].
Remark 3.2. A different generalization of ridge functions was considered
in Lin and Pinkus [95]. This generalization involves multivariate functions
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of the form g(Ax), where x ∈ Rd is the variable, A is a fixed d × n matrix,
1 ≤ n < d, and g is a real-valued function defined on Rn. For n = 1, this
reduces to a ridge function.
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Chapter 4
Applications to neural networks
Neural networks have increasingly been used in many areas of applied sci-
ences. Most of the applications employ neural networks to approximate com-
plex nonlinear functional dependencies on a high dimensional data set. The
theoretical justification for such applications is that any continuous function
can be approximated within an arbitrary precision by carefully selecting pa-
rameters in the network. The most commonly used model of neural networks
is the multilayer feedforward perceptron (MLP) model. This model consists
of a finite number of successive layers. The first and the last layers are called
the input and the output layers, respectively. The intermediate layers are
called hidden layers. MLP models are usually classified not by their number
of layers, but by their number of hidden layers. In this chapter, we study
approximation properties of the single and two hidden layer feedforward per-
ceptron models. Our analysis is based on ridge functions and the Kolmogorov
superposition theorem.
The material of this chapter may be found in [43,45,46,65].
4.1 Single hidden layer neural networks
In this section, we consider single hidden layer neural networks with a set
of weights consisting of a finite number of directions or straight lines. We
characterize compact sets X in the d-dimensional space such that the net-
work can approximate any continuous function over X . In the special case,
when weights vary only on two straight lines, we give a lower bound for the
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approximation error and find a sufficient condition for the network to be a
best approximation.
4.1.1 Problem statement
It is well known that neural networks are very powerful tools for approx-
imating complicated multivariate functions, which are the major obstacle
in applied mathematics. Approximation capabilities of networks have been
investigated in a great deal of works over the last 30 years (see, e.g., [15-17,19-
21,24,39-41,67,68,70,71,89-92,96,104,105,110, 119,123,125,135]). In this sec-
tion, we are interested in questions of density of a single hidden layer percep-
tron model. A typical density result shows that this model can approximate
an arbitrary function in a given class with any degree of accuracy.
A single hidden layer perceptron model with r units in the hidden layer
and input x = (x1, ..., xd) evaluates a function of the form
r∑
i=1
ciσ(w
i·x− θi), (4.1)
where the weights wi are vectors in Rd, the thresholds θi and the coefficients
ci are real numbers and the activation function σ is a univariate function,
which is considered to be continuous here. Note that in Eq (4.1) the functions
σ(wi·x − θi) are ridge functions. For various activation functions σ, it has
been proved in a number of papers that one can approximate arbitrarily well
a given continuous function by functions of the form (4.1) (r is not fixed!)
over any compact subset of Rd. In other words, the set
M(σ) = span {σ(w · x− θ) : θ ∈ R, w ∈Rd}
is dense in the space C(Rd) in the topology of uniform convergence on all
compacta (see, e.g., [17,21,41,67,68]). The most general result of this type
belongs to Leshno, Lin, Pinkus and Schocken [89]. They proved that the
necessary and sufficient condition for a continuous activation function to
have the density property is that it not be a polynomial. This result shows
the efficacy of the single hidden layer perceptron model within all possible
choices of the activation function σ, provided that σ is continuous. In fact,
density of the set M(σ) also holds for some reasonable sets of weights and
thresholds. (see[119]).
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Some authors showed that a single hidden layer perceptron with a suitably
restricted set of weights can also have the u.a.p. (universal approximation
property). For example, White and Stinchcombe [135] proved that a sin-
gle layer network with a polygonal, polynomial spline or analytic activation
function and a bounded set of weights has the u.a.p. Ito [68] investigated
this property of networks using monotone sigmoidal functions (tending to 0
at minus infinity and 1 at infinity), with only weights located on the unit
sphere. We see that weights required for the u.a.p. are not necessary to be of
an arbitrarily large magnitude. But what if they are too restricted. How can
one learn approximation properties of networks with an arbitrarily restricted
set of weights? This problem is too general to be solved completely in this
form. But there are some cases which deserve a special attention. The most
interesting case is, of course, neural networks with weights varying on a finite
set of directions or lines. To the best of our knowledge, approximation capa-
bilities of such networks have not been studied yet. More precisely, let W be
a set of weights consisting of a finite number of vectors (or straight lines) in
Rd. It is clear that if w varies only in W , the set M(σ) can not be dense in
the topology of uniform convergence on all compacta. In this case, one may
want to determine boundaries of efficacy of the model. Over which compact
sets X ⊂ Rd does the model preserve its general propensity to approximate
arbitrarily well every continuous multivariate function? In Section 4.1.2, we
will consider this problem and give both sufficient and necessary conditions
for well approximation by networks with weights from a finite set of direc-
tions or lines. For a set W of weights consisting of two vectors, we show that
there is a geometrically explicit solution to the problem. In this special case,
we also touch some aspects of the exact representation by neural networks.
Clearly, well approximation by neural networks with weights varying only
on two directions or straight lines is not always possible. If such networks
cannot approximate a prescribed multivariate function with arbitrarily small
degree of accuracy, one may be interested in the error of approximation.
In Section 4.1.3, we will give an explicit lower bound for the approxima-
tion error and find a sufficient condition for a neural network to be a best
approximation.
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4.1.2 Density results
In this subsection we give a sufficient and also a necessary conditions for ap-
proximation by neural networks with finitely many weights and with weights
varying on a finite set of straight lines (through the origin).
Let X be a compact subset of Rd. Consider the following set functions
τi(Z) = {x ∈ Z : |p−1i (pi(x))
⋂
Z| ≥ 2}, Z ⊂ X, i = 1, . . . , k,
where pi(x) = a
i ·x, |Y | denotes the cardinality of a considered set Y . Define
τ(Z) to be
⋂k
i=1 τi(Z) and define τ
2(Z) = τ(τ(Z)), τ 3(Z) = τ(τ 2(Z)) and so
on inductively. These functions first appeared in the work [132] by Sternfeld,
where he investigated problems of representation by linear superpositions.
Clearly, τ(Z) ⊇ τ 2(Z) ⊇ τ 3(Z) ⊇ ...It is possible that for some n, τn(Z) = ∅.
In this case, one can see that Z does not contain a cycle. In general, if some
set Z ⊂ X forms a cycle, then τn(Z) = Z. But the reverse is not true. Indeed,
let Z = X = {(0, 0, 1
2
), (0, 0, 1), (0, 1, 0), (1, 0, 1), (1, 1, 0), (1
2
, 1
2
, 0), (1
2
, 1
2
, 1
2
)},
ai, i = 1, 2, 3, are the coordinate directions in R3. It is not difficult to verify
that X does not possess cycles with respect to these directions and at the
same time τ(X) = X (and so τn(X) = X for every n).
Consider the linear combinations of ridge functions with fixed directions
a1, ..., ak
R (a1, ..., ak) = { k∑
i=1
gi
(
ai · x) : gi ∈ C(R), i = 1, ..., k
}
. (4.2)
Let K be a family of functions defined on Rd and X be a subset of Rd. By
KX we will denote the restriction of this family to X. Thus RX
(
a1, ..., ak
)
stands for the set of sums of ridge functions in (4.2) defined on X .
The following theorem is a special case of the known general result of
Sproston and Strauss [129] established for the sum of subalgebras of C(X).
Theorem 4.1. Let X be a compact subset of Rd. If ∩n=1,2,...τn(X) = ∅,
then the set RX
(
a1, ..., ak
)
is dense in C(X).
Lemma 4.1. If RX
(
a1, ..., ak
)
is dense in C(X), then the set X does
not contain a cycle with respect to the directions a1, ..., ak.
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Proof. Suppose the contrary. Suppose that the set X contains cycles. Each
cycle l = (x1, . . . , xn) and the associated vector λ = (λ1, . . . , λn) generate the
functional
Gl,λ(f) =
n∑
j=1
λjf(xj), f ∈ C(X).
Clearly, Gl,λ is linear and continuous with the norm
∑n
j=1 |λj |.It is not
difficult to verify that Gl,λ(g) = 0 for all functions g ∈ R
(
a1, ..., ak
)
. Let f0
be a continuous function such that f0(xj) = 1 if λj > 0 and f0(xj) = −1
if λj < 0, j = 1, . . . , n. For this function, Gl,λ(f0) 6= 0. Thus, we have
constructed a nonzero linear functional which belongs to the annihilator of
the manifold RX
(
a1, ..., ak
)
. This means that RX
(
a1, ..., ak
)
is not dense in
C(X). The obtained contradiction proves the lemma.
Now we are able to step forward from ridge function approximation to
neural networks. Let σ ∈ C(R) be a continuous activation function. For a
subset W ⊂ Rd, let M(σ;W,R) stand for the set of neural networks with
weights from W. That is,
M(σ;W,R) = span{σ(w · x− θ) : w ∈ W, θ ∈ R}
Theorem 4.2. Let σ ∈ C(R) ∩ Lp(R), where 1 ≤ p < ∞, or σ be a
continuous, bounded, nonconstant function, which has a limit at infinity (or
minus infinity). Let W = {a1 , a2 , ...,ak} ⊂ Rd be the given set of weights
and X be a compact subset of Rd. Then the following assertions are valid:
(1) if ∩n=1,2,...τn(X) = ∅, then the set MX(σ;W,R) is dense in the space
of all continuous functions over X.
(2) if MX(σ;W,R) is dense in C(X), then the set X does not contain
cycles.
Proof. Part (1). LetX be a compact subset of Rd for which ∩n=1,2,...τn(X) =
∅. By Theorem 4.1, the setRX
(
a1, ..., ak
)
is dense in C(X). This means that
for any positive real number ε there exist continuous univariate functions gi,
i = 1, ..., k such that ∣∣∣∣∣f(x)−
k∑
i=1
gi
(
ai·x)∣∣∣∣∣ < εk + 1 (4.3)
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for all x ∈ X . Since X is compact, the sets Yi = {ai·x : x ∈ X}, i =
1, 2, ..., k are also compacts. In 1947, Schwartz [124] proved that continu-
ous and p-th degree Lebesgue integrable univariate functions or continuous,
bounded, nonconstant functions having a limit at infinity (or minus infin-
ity) are not mean-periodic. Note that a function f ∈ C(Rd) is called mean
periodic if the set span {f(x − b) : b ∈ Rd} is not dense in C(Rd) in the
topology of uniform convergence on compacta (see [124]). Thus, Schwartz
proved that the set
span {σ(y − θ) : θ ∈ R}
is dense in C(R) in the topology of uniform convergence. We learned about
this result from Pinkus [119, page 162]. This density result means that for
the given ε there exist numbers cij, θij ∈ R, i = 1, 2, ..., k, j = 1, ..., mi such
that ∣∣∣∣∣gi(y)−
mi∑
j=1
cijσ(y − θij)
∣∣∣∣∣ < εk + 1 (4.4)
for all y ∈ Yi, i = 1, 2, ..., k. From (4.3) and (4.4) we obtain that∥∥∥∥∥f(x)−
k∑
i=1
mi∑
j=1
cijσ(a
i·x− θij)
∥∥∥∥∥
C(X)
< ε. (4.5)
Hence MX(σ;W,R) = C(X).
Part (2). Let X be a compact subset of Rd and the set MX(σ;W,R)
be dense in C(X). Then for an arbitrary positive real number ε, inequality
(4.5) holds with some coefficients cij, θij , i = 1, 2, j = 1, ..., mi. Since for
each i = 1, 2, ..., k, the function
∑mi
j=1 cijσ(a
i·x−θij) is a function of the form
gi(a
i·x), the subspace RX
(
a1, ..., ak
)
is dense in C(X). Then by Lemma 4.1,
the set X contains no cycle.
The above theorem still holds if the set of weights W = {a1, a2, ..., ak}
is replaced by the set W1 = {t1a1, t2a2, ..., tkak : t1, t2, ..., tk ∈ R}. In fact,
for the set W1, the above restrictions on the activation function σ may be
weakened.
Theorem 4.3. Let σ ∈ C(R) and assume σ is not a polynomial. Let
W1 = {t1a1 , t2a2 , ..., tkak : t1, t2, ..., tk ∈ R} ⊂ Rd be the given set of weights
and X be a compact subset of Rd. Then the following assertions are valid:
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(1) if ∩n=1,2,...τn(X) = ∅, then the setMX(σ;W1,R) is dense in the space
of all continuous functions over X.
(2) if MX(σ;W1,R) is dense in C(X), then the set X does not contain
cycles.
The proof of this theorem is similar to that of Theorem 4.2 and based on
the following result of Leshno, Lin, Pinkus and Schocken [89]: if σ is not a
polynomial, then the set
span {σ(ty − θ) : t, θ ∈ R}
is dense in C(R) in the topology of uniform convergence.
The above example with the set
{(0, 0, 1
2
), (0, 0, 1), (0, 1, 0), (1, 0, 1), (1, 1, 0), (
1
2
,
1
2
, 0), (
1
2
,
1
2
,
1
2
)}
shows that the sufficient condition in part (1) of Theorem 4.2 is not necessary.
The necessary condition in part (2), in general, is not sufficient. But it is
not easily seen. Here, is the nontrivial example showing that nonexistence of
cycles is not sufficient for the density MX(σ;W,R) = C(X). For the sake of
simplicity, we restrict ourselves to R2. Let a1 = (1; 1), a2 = (1;−1) and the
set of weights W = {a1, a2}. The set X can be constructed as follows. Let
X1 be the union of the four line segments [(−3; 0), (−1; 0)], [(−1; 2), (1; 2)],
[(1; 0), (3; 0)] and [(−1;−2), (1;−2)]. Rotate one segment in X1 90◦ about
its center and remove the middle one-third from each line segment. The
obtained set denote by X2. By the same way, one can construct X3, X4, and
so on. It is clear that the set Xi has 2
i+1 line segments. Let X be a limit of
the sets Xi, i = 1, 2, .... Note that there are no cycles.
By Si, i = 1, 4, denote the closed discs with the unit radius and centered
at the points (−2; 0), (0; 2), (2; 0) and (0;−2) respectively. Consider a con-
tinuous function f0 such that f0(x) = 1 for x ∈ (S1∪S3)∩X , f0(x) = −1 for
x ∈ (S2 ∪ S4)∩X , and −1 < f0(x) < 1 elsewhere on R2. Let p = (y1,y2, ...)
be any infinite path in X. Note that the points yi, i = 1, 2, ..., are alterna-
tively in the sets (S1 ∪ S3) ∩X and (S2 ∪ S4) ∩X . Obviously,
E(f0, X)
def
= inf
g∈RX(a1,a2)
‖f0 − g‖C(X) ≤ ‖f0‖C(X) = 1. (4.6)
128
For each positive integer k = 1, 2, ..., set pk = (y
1, ...,yk) and consider
the path functionals
Gpk(f) =
1
k
k∑
i=1
(−1)i−1f(yi).
Gpk is a continuous linear functional obeying the following obvious prop-
erties:
(1) ‖Gpk‖ = Gpk(f0) = 1;
(2) Gpk(g1 + g2) ≤ 2k (‖g1‖ + ‖g2‖) for ridge functions g1 = g1 (a1·x) and
g2 = g2 (a
2·x) .
By property (1), the sequence {Gpk}∞k=1 has a weak* cluster point. This
point will be denoted by G. By property (2), G ∈ RX (a1,a2)⊥ . Therefore,
1 = G(f0) = G(f0 − g) ≤ ‖f0 − g‖C(X) for any g ∈ RX
(
a1,a2
)
.
Taking inf over g in the right-hand side of the last inequality, we obtain
that 1 ≤ E(f0, X). Now it follows from (4.6) that E(f0, X) = 1. Recall that
MX(σ;W,R) ⊂ RX (a1,a2) . Thus
inf
h∈MX(σ;W,R)
‖f − h‖C(X) ≥ 1.
The last inequality finally shows that MX(σ;W,R) 6= C(X).
For neural networks with weights consisting of only two vectors (or direc-
tions) the problem of density becomes more clear. In this case, under some
minor restrictions on X, the necessary condition in part (2) of Theorem 4.2
(nonexistence of cycles) is also sufficient for the density of MX(σ;W,R) in
C(X). These restrictions are imposed on the following equivalent classes of
X induced by paths. The relation x ∼ y when x and y belong to some path
in a given compact set X ⊂ Rd defines an equivalence relation. Recall that
the equivalence classes are called orbits (see Section 1.3.4).
Theorem 4.4. Let σ ∈ C(R) ∩ Lp(R), where 1 ≤ p < ∞, or σ be a
continuous, bounded, nonconstant function, which has a limit at infinity (or
minus infinity). Let W = {a1 , a2} ⊂ Rd be the given set of weights and X be
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a compact subset of Rd with all its orbits closed. Then MX(σ;W,R) is dense
in the space of all continuous functions over X if and only if X contains no
closed paths with respect to the directions a1 and a2 .
Proof. Sufficiency. LetX be a compact subset of Rd with all its orbits closed.
Besides, let X contain no closed paths. By Theorem 1.6 (see Section 1.3.4),
the set RX (a1,a2) is dense in C(X). This means that for any positive real
number ε there exist continuous univariate functions g1 and g2 such that∣∣f(x)− g1 (a1·x)− g2 (a2·x)∣∣ < ε
3
(4.7)
for all x ∈ X . Since X is compact, the sets Yi = {ai·x : x ∈ X}, i = 1, 2,
are also compacts. As mentioned above, Schwartz [124] proved that continu-
ous and p-th degree Lebesgue integrable univariate functions or continuous,
bounded, nonconstant functions having a limit at infinity (or minus infinity)
are not mean-periodic. Thus, the set
span {σ(y − θ) : θ ∈ R}
is dense in C(R) in the topology of uniform convergence. This density result
means that for the given ε there exist numbers cij , θij ∈ R, i = 1, 2, j =
1, . . . , mi such that ∣∣∣∣∣gi(y)−
mi∑
j=1
cijσ(y − θij)
∣∣∣∣∣ < ε3 (4.8)
for all y ∈ Yi, i = 1, 2. From (4.7) and (4.8) we obtain that∥∥∥∥∥f(x)−
2∑
i=1
mi∑
j=1
cijσ(a
i·x− θij)
∥∥∥∥∥
C(X)
< ε. (4.9)
Hence MX(σ;W,R) = C(X).
Necessity. Let X be a compact subset of Rn with all its orbits closed and
the set MX(σ;W,R) be dense in C(X). Then for an arbitrary positive real
number ε, inequality (4.9) holds with some coefficients cij , θij, i = 1, 2, j =
1, . . . , mi. Since for i = 1, 2,
∑mi
j=1 cijσ(a
i·x − θij) is a function of the form
gi(a
i·x), the subspace RX (a1,a2) is dense in C(X). Then by Theorem 1.6,
the set X contains no closed path.
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Remark 4.1. It can be shown that the necessity of the theorem is valid
without any restriction on orbits of X . Indeed if X contains a closed path,
then it contains a closed path p = (x1, . . . ,x2m) with different points. The
functional Gp =
∑2m
i=1(−1)i−1f(xi) belongs to the annihilator of the subspace
RX (a1,a2) . There exist nontrivial continuous functions f0 on X such that
Gp(f0) 6= 0 (take, for example, any continuous function f0 taking values +1 at
{x1,x3, . . . ,x2m−1}, −1 at {x2,x4, . . . ,x2m} and −1 < f0(x) < 1 elsewhere).
This shows that the subspace RX (a1,a2) is not dense in C(X). But in
this case, the set MX(σ;W,R) cannot be dense in C(X). The obtained
contradiction means that our assumption is not true and X contains no
closed path.
Theorem 4.4 remains valid if the set of weights W = {a1, a2} is replaced
by the set W1 = {t1a1, t2a2 : t1, t2 ∈ R}. In fact, for the set W1, the required
conditions on σ may be weakened. As in Theorem 4.3, the activation function
σ can be taken only non-polynomial.
Theorem 4.5. Let σ ∈ C(R) and assume σ is not a polynomial. Let
a1 and a2 be fixed vectors and W1 = {tiai : ti ∈ R, i = 1, 2} be the set of
weights. Let X be a compact subset of Rd with all its orbits closed. Then
MX(σ;W1,R) is dense in the space of all continuous functions over X if and
only if X contains no closed paths with respect to the directions a1 and a2 .
The proof is analogous to that of Theorem 4.4 and based on the above
mentioned result of Leshno, Lin, Pinkus and Schocken [89].
Examples:
(a) Let a1 and a2 be two noncollinear vectors in R2. Let B = B1...Bk be a
broken line with the sides BiBi+1, i = 1, ..., k−1, alternatively perpen-
dicular to a1 and a2. Besides, let B does not contain vertices of any
parallelogram with sides perpendicular to these vectors. Then the set
MB(σ; {a1, a2},R) is dense in C(B).
(b) Let a1 and a2 be two noncollinear vectors in R2. If X is the union of
two parallel line segments, not perpendicular to any of the vectors a1
and a2, then the set MX(σ; {a1, a2},R) is dense in C(X).
(c) Let now a1 and a2 be two collinear vectors in R2. Note that in this case
any path consisting of two points is automatically closed. Thus the
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set MX(σ; {a1, a2},R) is dense in C(X) if and only if X contains no
path different from a singleton. A simple example is a line segment not
perpendicular to the given direction.
(d) Let X be a compact set with an interior point. Then Theorem 4.4 fails,
since any such set contains vertices of some parallelogram with sides
perpendicular to the given directions a1 and a2, that is a closed path.
4.1.3 A necessary condition for the representation by
neural networks
In this subsection we give a necessary condition for the representation of
functions by neural networks with weights from a finitely many straight lines.
Before formulating our result, we introduce new objects - semicycles with
respect to given k directions a1, a2, ..., ak ∈ Rd\{0}.
Definition 4.1. A set of points l = (x1, . . . ,xn) ⊂ Rd is called a
semicycle with respect to the directions a1, a2, ..., ak if there exists a vector
λ = (λ1, . . . , λn) ∈ Zn \ {0} such that for any i = 1, . . . , k
n∑
j=1
λjδai·xj =
ri∑
s=1
λisδai·xis , where ri ≤ k. (4.10)
Here δa is the characteristic function of the single point set {a}. Note that for
i = 1, . . . , k, the set {λis , s = 1, ..., ri} is a subset of the set {λj, j = 1, ..., n}.
Thus, Eq. (4.10) means that for each i, we actually have at most k terms in
the sum
∑n
j=1 λjδai·xj .
Recall that if in (4.10) for any i = 1, . . . , k we have
n∑
j=1
λjδai·xj = 0,
then the set l = (x1, . . . ,xn) is a cycle with respect to the directions a1, a2, ..., ak
(see Section 1.2). Thus a cycle is a special case of a semicycle.
Let, for example, k = 2, a1 · x1 = a1 · x2, a2 · x2 = a2 · x3, a1 · x3 =
a1 · x4,..., a2 · xn−1 = a2 · xn. Then it is not difficult to see that for a vector
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λ = (λ1, . . . , λn) with the components λj = (−1)j ,
n∑
j=1
λjδa1·xj = λnδa1·xn,
n∑
j=1
λjδa2·xj = λ1δa2·x1.
Thus, by Definition 4.1, the set l = {x1, . . . ,xn} forms a semicycle with
respect to the directions a1 and a2.
Note that one can construct many semicycles by adding not more than k
arbitrary points to a cycle with respect to the directions a1, a2, ..., ak. Note
also that in the case k = 2, a path with respect to two directions a1 and
a2 (see Section 1.3) satisfies Eq. (4.10). That is, every path with respect to
directions a1 and a2 is a semicycle with respect to these directions. But Eq.
(4.10) may allow also some union of paths.
A cycle (or semicycle) l is called a q-cycle (q-semicycle) if the vector λ
associated with l can be chosen so that |λi| ≤ q, i = 1, ..., n, and q is the
minimal number with this property.
The semicycle considered above is a 1-semicycle. If in that example,
a2 · xn−1 = a2 · x1, then the set {x1, x2, ..., xn−1} is a 1-cycle. Let us give
a simple example of a 2-cycle with respect to the directions a1 = (1, 0) and
a2 = (0, 1). Consider the union
{0, 1}2 ∪ {0, 2}2 = {(0, 0), (1, 1), (2, 2), (0, 1), (1, 0), (0, 2), (2, 0)}.
It is easy to see that this set is a 2-cycle with the associated vector
(2, 1, 1,−1,−1,−1,−1). Similarly, one can construct a q-cycle or q-semicycle
for any positive integer q.
Theorem 4.6. Let a1,a2,...,ak ∈ Rd,W = {t1a1,t2a2,...,tkak : t1,t2,...,tk ∈
R} and MX(σ;W,R) = C(X). Then X contains no cycle and the lengths
(number of points) of all q-semicycles in X are bounded by some positive
integer.
Proof. Let MX(σ;W,R) = C(X). Then R1 +R2 + ...+Rk = C (X), where
Ri = {gi(ai · x) : gi ∈ C(R)}, i = 1, 2, ..., k.
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Consider the linear space
U =
k∏
i=1
Ri = {(g1, . . . , gk) : gi ∈ Ri, i = 1, . . . , k}
endowed with the norm
‖(g1, . . . , gk)‖ = ‖g1‖+ · · ·+ ‖gk‖.
By U∗ denote the dual space of U . Each functional F ∈ U∗ can be written
as
F = F1 + · · ·+ Fk,
where the functionals Fi ∈ R∗i and
Fi(gi) = F [(0, . . . , gi, . . . , 0)], i = 1, . . . , k.
We see that the functional F determines the collection (F1, . . . , Fk). Con-
versely, every collection (F1, . . . , Fk) of continuous linear functionals Fi ∈ R∗i ,
i = 1, . . . , k, determines the functional F1+ · · ·+Fk, on U . Considering this,
in what follows, elements of U∗ will be denoted by (F1, . . . , Fk).
It is not difficult to verify that
‖(F1, . . . , Fk)‖ = max{‖F1‖, . . . , ‖Fk‖}. (4.11)
Let l = (x1, . . . ,xn) be any q-semicycle (with respect to the directions
a1,a2,...,ak) in X and λ = (λ1, . . . , λn) be a vector associated with it. Con-
sider the following functional
Gl,λ(f) =
n∑
j=1
λjf(x
j), f ∈ C(X).
Since l satisfies (4.10), for each function gi ∈ Ri, i = 1, . . . , k, we have
Gl,λ(gi) =
n∑
j=1
λjgi(a
i · xj) =
ri∑
s=1
λisgi(a
i · xis), (4.12)
where ri ≤ k. That is, for each set Ri, Gl,λ can be reduced to a functional
defined with the help of not more than k points of the semicycle l.
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Consider the operator
A : U → C(X), A[(g1, . . . , gk)] = g1 + · · ·+ gk.
Clearly, A is a linear continuous operator with the norm ‖A‖ = 1. Besides,
since R1 + R2 + ... + Rk = C(X), A is a surjection. Consider also the
conjugate operator
A∗ : C(X)∗ → U∗, A∗[H ] = (F1, . . . , Fk),
where Fi(gi) = H(gi), for any gi ∈ Ri, i = 1, . . . , k. Set A∗[Gl,λ] =
(G1, . . . , Gk). From (4.12) it follows that
|Gi(gi)| = |Gl,λ(gi)| ≤ ‖gi‖
ri∑
s=1
|λis| ≤ kq‖gi‖, i = 1, . . . , k,
Therefore,
‖Gi‖ ≤ kq, i = 1, . . . , k.
From (4.11) we obtain that
‖A∗[Gl,λ]‖ = ‖(G1, . . . , Gk)‖ ≤ kq. (4.13)
Since A is a surjection, there exists a positive real number δ such that
‖A∗[H ]‖ > δ‖H‖
for any functional H ∈ C(X)∗(see [122, p.100]). Taking into account that
‖Gl,λ‖ =
∑n
j=1 |λj|, for the functional Gl,λ we have
‖A∗[Gl,λ]‖ > δ
n∑
j=1
|λj |. (4.14)
It follows from (4.13) and (4.14) that
δ <
kq∑n
j=1 |λj|
.
The last inequality shows that n (the length of the arbitrarily chosen q-
semicycle l) cannot be as great as possible, otherwise δ = 0. This simply
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means that there must be some positive integer bounding the lengths of all
q-semicycles in X .
It remains to show that there are no cycles inX . Indeed, if l = (x1, . . . ,xn)
is a cycle in X and λ = (λ1, . . . , λn) is a vector associated with it, then
the above functional Gl,λ annihilates all functions from R1 +R2 + ... +Rk.
On the other hand, Gl,λ(f) =
∑n
j=1 |λj| 6= 0 for a continuous function f
on X satisfying the conditions f(xj) = 1 if λj > 0 and f(x
j) = −1 if
λj < 0, j = 1, . . . , n. This implies that R1 +R2 + ... +Rk 6= C (X). Since
MX(σ;W,R) ⊆ R1 +R2 + ... +Rk, we obtain that MX(σ;W,R) 6= C (X)
on the contrary to our assumption.
Remark 4.2. Assume MX(σ;W,R) is dense in C(X). Is it necessarily
closed? Theorem 4.6 may describe cases when it is not. For example, let
a1 = (1;−1), a2 = (1; 1), W = {a1, a2} and σ be any continuous, bounded
and nonconstant function, which has a limit at infinity. Consider the set
X = {(2; 2
3
), (
2
3
;
2
3
), (0; 0), (1; 1), (1 +
1
2
; 1− 1
2
), (1 +
1
2
+
1
4
; 1− 1
2
+
1
4
),
(1 +
1
2
+
1
4
+
1
8
; 1− 1
2
+
1
4
− 1
8
), ...}.
It is clear that X is a compact set with all its orbits closed. (In fact,
there is only one orbit, which coincides with X). Hence, by Theorem 4.4,
MX(σ;W,R) = C(X). But by Theorem 4.6, MX(σ;W,R) 6= C(X). There-
fore, the set MX(σ;W,R) is not closed in C(X).
4.1.4 Approximation error and extremal networks
If well approximation by neural networks is not possible, one may be in-
terested in the error of this approximation. Below for one special class of
bivariate functions, we give an easily calculable lower bound for the error of
approximation by neural networks with any continuous activation function
and weights varying on two lines (through the origin).
Let σ be a continuous activation function and W = {ka, tb : k, t ∈ R} be
the set of weights, where a,b are linearly independent vectors in R2. For a
compact set Ω in R2, the error of approximation of a given function f ∈ C(Ω)
with networks from MΩ(σ;W,R) is denoted by E(f,M).That is,
E(f,M) def= inf
g∈MΩ(σ;W,R)
‖f − g‖ .
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The following theorem shows that in certain cases it is possible to compute
the precise value of E(f,M) quite easily.
Theorem 4.7. Let
Ω =
{
x ∈ R2 : c1 ≤ a · x ≤ d1, c2 ≤ b · x ≤ d2
}
,
where a = (a1, a2) and b = (b1, b2) are linearly independent vectors, c1 < d1
and c2 < d2. Let a function f ∈ C(Ω) have the continuous partial derivatives
∂2f
∂x21
, ∂
2f
∂x1∂x2
, ∂
2f
∂x22
and for any x = (x1, x2) ∈ Ω[
a1
∂
∂x1
− a2 ∂
∂x2
] [
b1
∂
∂x1
− b2 ∂
∂x2
]
f ≤ 0.
Then
E(f,M) ≥ 1
4
(f1(c1, c2) + f1(d1, d2)− f1(c1, d2)− f1(d1, c2)) ,
where
f1(y1, y2) = f
(
y1b2 − y2a2
a1b2 − a2b1 ,
y2a1 − y1b1
a1b2 − a2b1
)
.
Proof. Introduce the new variables
y1 = a1x1 + a2x2, y2 = b1x1 + b2x2. (4.15)
Since the vectors (a1, a2) and (b1, b2) are linearly independent, for any
(y1, y2) ∈ Y , where Y = [c1, d1] × [c2, d2], there exists only one solution
(x1, x2) ∈ Ω of the system (4.15). The coordinates of this solution are
x1 =
y1b2 − y2a2
a1b2 − a2b1 , x2 =
y2a1 − y1b1
a1b2 − a2b1 . (4.16)
The linear transformation (4.16) transforms the function f(x1, x2) to the
function f1(y1, y2). Consider the approximation of f1(y1, y2) from the set
Z = {z1(y1) + z2(y2) : zi ∈ C(R), i = 1, 2} .
Note that
E (f,M) ≥ E (f,R) = E (f1,Z) , (4.17)
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whereR is the set of linear combinations of ridge functions with the directions
a and b.
With each rectangle S = [u1, v1]× [u2, v2] ⊂ Y we associate the functional
L (h, S) =
1
4
(h(u1, u2) + h(v1, v2)− h(u1, v2)− h(v1, u2)) , h ∈ C(Y ).
This functional has the following obvious properties:
(i) L(z, S) = 0 for any z ∈ Z and S ⊂ Y .
(ii) For any point (y1, y2) ∈ Y , L(f1, Y ) =
4∑
i=1
L(f1, Si), where S1 =
[c1, y1]× [c2, y2], S2 = [y1, d1]× [y2, d2], S3 = [c1, y1]× [y2, d2], S4 = [y1, d1]×
[c2, y2].
It is not difficult to verify that
∂2f1
∂y1∂y2
≥ 0 for any (y1, y2) ∈ Y.
Integrating both sides of the last inequality over arbitrary rectangle S =
[u1, v1]× [u2, v2] ⊂ Y , we obtain that
L (f1, S) ≥ 0. (4.18)
Set the function
f2(y1, y2) = L (f1, S1) + L (f1, S2)− L (f1, S3)− L (f1, S4) .
It is not difficult to verify that the function f1 − f2 belongs to Z. Hence
E (f1,Z) = E (f2,Z) . (4.19)
Calculate the norm ‖f2‖. From the property (ii), it follows that
f2(y1, y2) = L(f1, Y )− 2(L(f1, S3) + L(f1, S4))
and
f2(y1, y2) = 2 (L (f1, S1) + L (f1, S2))− L (f1, Y ) .
From the last equalities and (4.18), we obtain that
|f2(y1, y2)| ≤ L (f1, Y ) , for any (y1, y2) ∈ Y.
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On the other hand, one can check that
f2(c1, c2) = f2(d1, d2) = L (f1, Y ) (4.20)
and
f2(c1, d2) = f2(d1, c2) = −L (f1, Y ) . (4.21)
Therefore,
‖f2‖ = L (f1, Y ) . (4.22)
Note that the points (c1, c2), (c1, d2), (d1, d2), (d1, c2) in the given order form
a closed bolt. We conclude from (4.20)-(4.22) that z0 = 0 is a best approxi-
mation to f2. Hence
E (f2,Z) = L (f1, Y ) . (4.23)
Now from (4.17),(4.19) and (4.23) we finally obtain that
E (f,M) ≥ L (f1, Y ) = 1
4
(f1(c1, c2) + f1(d1, d2)− f1(c1, d2)− f1(d1, c2)) .
The last inequality completes the proof.
Let, for example, (a1, a2) and (b1, b2) be the coordinate vectors (1, 0)
and (0, 1), correspondingly. As a set Ω take the unit square [0, 1]2. Let
f0(x1, x2) = (x1 − 12)(x2 − 12). This function satisfies all the conditions of
Theorem 4.7. The approximating set of networks M has members of the
form
n1∑
i=1
ciσ(kix1 − θi) +
n2∑
j=1
djσ(tjx2 − λj), (4.24)
where ci, dj, θi, λj are arbitrary real numbers, ki and tj are real numbers
different from zero and n1, n2 are positive integers. Applying Theorem 4.7,
we obtain that the error of approximation E(f0,M) of the function f0 by
networks of the form (4.24) is not less than 1
4
. On the other hand note that
E(f0,M) ≤ ‖f0‖ = 14 . Thus, E(f0,M) = 14 .
Now we give a sufficient condition for a network with weights from the
set of two lines (through the origin) to be an extremal element. To make
the problem more precise, fix a function σ ∈ C(R) and vectors a1, a2 ∈
Rd\{0}. Consider neural networks from the set M(σ;W,R), where W =
{k1a1, k2a2: k1, k2 ∈ R}. Let f (x) be a given continuous function on some
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compact subset Q of Rd. We want to find sufficient conditions for a network
Ξ ∈ MQ(σ;W,R) to be an extremal element (or a best approximation) to f .
The following theorem is valid.
Theorem 4.8. Let Q be a compact subset of Rd. A network Ξ(x) ∈
MQ(σ;W ,R) is extremal to the given function f(x) ∈ C(Q) if there ex-
ists a closed or infinite path l = (p1,p2, ...) such that f(pi) − Ξ(pi) =
(−1)i ‖f − Ξ‖ , i = 1, 2, ... or f(pi)− Ξ(pi) = (−1)i+1 ‖f − Ξ‖ , i = 1, 2, ...
Proof. Let f ∈ C(Q), Ξ ∈ MQ(σ;W,R), l = (p1,p2, ...,p2n) be a closed
path in Q and f(pi)−Ξ(pi) = (−1)i ‖f − Ξ‖ , i = 1, 2, ... or f(pi)−Ξ(pi) =
(−1)i+1 ‖f − Ξ‖ , i = 1, 2, ....
Consider the functional
Gl(f) =
1
2n
2n∑
k=1
(−1)k+1f(pk).
Note that for any network g ∈ MQ(σ;W,R), Gl(g) = 0. That is, the
functional Gl belongs to the annihilator of the set MQ(σ;W,R).
It can be easily verified that
|Gl(f)| = ‖f − Ξ‖ . (4.25)
and
|Gl(f)| ≤ E(f). (4.26)
It follows from (4.25),(4.26) and the definition of E(f) that Ξ is an ex-
tremal element.
Let now a path l = (p1,p2, ...,pn, ...) be infinite and f(pi) − Ξ(pi) =
(−1)i ‖f − Ξ‖ , i = 1, 2, ... or f(pi) − Ξ(pi) = (−1)i+1 ‖f − Ξ‖ , i = 1, 2, ....
Without loss of generality we may assume that all the points pi are distinct
(in other case, we could form a closed path and prove in a few lines as above
that Ξ is an extremal element). Consider the sequence ln = (p1,p2, ...,pn),
n = 1, 2, ..., of finite paths and the path functionals
Fln(f) =
1
n
n∑
i=1
(−1)i−1f(pi).
Unlike Gl, these functionals do not belong to the annihilator of the set
MQ(σ;W,R). But it can be easily verified that ‖Fln‖ = 1 for all n ∈ N. In-
deed, ‖Fln(w)‖ ≤ ‖w‖ for all continuous functions w over Q and ‖Fln(w0)‖ =
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‖w0‖ for a continuous function taking values +1 at the points pi ∈ ln with
odd indices i, −1 at the points pi ∈ ln with even indices i and from the
interval (−1; 1) at all other points of Q. By the well-known result of func-
tional analysis (any bounded set in E∗, dual for a separable Banach space
E, is precompact in the weak* topology), the sequence {Fln}∞n=1 has a weak*
cluster point. Denote it by F. Note that for any n ∈ N
|Fln(g1 + g2)| ≤
2
n
(‖g1‖+ ‖g2‖ ,
where g1 = g1 (a
1·x) and g2 = g2 (a2·x) are arbitrary ridge functions with
directions a1 and a2. Therefore, F (g) = 0 for all sums g1 (a
1·x) + g2 (a2·x).
Besides, it is clear that ‖F‖ ≤ 1. Since every network g ∈ MQ(σ;W,R) can
be represented as a sum g1 (a
1·x) + g2 (a2·x), it follows from the last two
properties of the functional F that
|F (f)| = |F (f − g)| ≤ ‖f − g‖ , (4.27)
for all g ∈MQ(σ;W,R). Taking inf over g in the left-hand side of (4.27), we
obtain that
|F (f)| ≤ E(f). (4.28)
Since at the points p1,p2, ...,pn, ... the function f(x) − Ξ(x) reaches
alternatively its minimal and maximal values, for each finite path ln =
(p1,p2, ...,pn), n ∈ N,
|Fln(f − Ξ)| = ‖f − Ξ‖ .
Hence
|F (f)| = |F (f − Ξ)| = ‖f − Ξ‖ . (4.29)
Now by (4.28) and (4.29), we finally conclude that Ξ is an extremal element.
4.2 Two hidden layer neural networks
A single hidden layer perceptron is able to approximate a given data with
any degree of accuracy. But in applications it is necessary to define how
many neurons one should take in a hidden layer. The more the number of
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neurons, the more the probability of the network to give precise results. Un-
fortunately, practicality decreases with the increase of the number of neurons
in the hidden layer. In other words, single hidden layer perceptrons are not
always effective if the number of neurons in the hidden layer is prescribed. In
this section, we show that this phenomenon is no longer true for perceptrons
with two hidden layers. We prove that a two hidden layer neural network
with d inputs, d neurons in the first hidden layer, 2d+2 neurons in the second
hidden layer and with a specifically constructed sigmoidal and infinitely dif-
ferentiable activation function can approximate any continuous multivariate
function with arbitrary accuracy.
4.2.1 Relation of the Kolmogorov superposition theo-
rem to two hidden layer neural networks
Note that if r is fixed in (4.1), then the set
Mr(σ) =
{
r∑
i=1
ciσ(w
i·x− θi) : ci, θi ∈ R,w ∈Rd
}
is no longer dense in in the space C(Rd) (in the topology of uniform conver-
gence on compact sets) for any activation function σ. The set Mr(σ) will
not be dense even if we variate also over all univariate continuous functions
σ (see [95, theorem 5.1]). In the following, we will see that this property
of single hidden layer neural networks does not carry over to networks with
more than one hidden layer.
A two hidden layer network is defined by iteration of the one hidden layer
model. The output of two hidden layer perceptron with r units in the first
layer, s units in the second layer and the input x = (x1, ..., xd) is
s∑
i=1
diσ
(
r∑
j=1
cijσ(w
ij · x−θij)− γi
)
.
Here di, cij, θij , γi are real numbers, w
ij are vectors of Rd and σ is a fixed
univariate function.
In many applications, it is very convenient to take σ as a function tending
to 0 at minus infinity and 1 at infinity. In neural network literature, such
functions are called sigmoidal functions.
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In this section, we prove that there exist neural networks with infinitely
differentiable sigmoidal activation function σ, d units in the first layer, 2d+2
units in the second layer and having the ability to approximate every con-
tinuous multivariate function with arbitrary accuracy. The idea behind the
proof of this result is very much connected to the Kolmogorov superposition
theorem (see Section 3.1). This theorem has been much discussed in neural
network literature (see, e.g., [119]). In our opinion, the most remarkable ap-
plication of the Kolmogorov superposition theorem to neural networks was
given by Maiorov and Pinkus [99]. They showed that there exists a sigmoidal,
strictly increasing, analytic activation function for which a fixed number of
units in both hidden layers are sufficient to approximate arbitrarily well any
continuous multivariate function. Namely, the authors of [99] proved the
following theorem.
Theorem 4.9 (Maiorov and Pinkus [99]). There exists an activation
function σ which is analytic, strictly increasing and sigmoidal and has the
following property: For any f ∈ C[0, 1]d and ε > 0, there exist constants di,
cij, θij , γi, and vectors w
ij ∈ Rd for which∣∣∣∣∣f(x)−
6d+3∑
i=1
diσ
(
3d∑
j=1
cijσ(w
ij · x−θij)− γi
)∣∣∣∣∣ < ε (4.30)
for all x = (x1, ..., xd) ∈ [0, 1]d.
This theorem is based on the following version of the Kolmogorov super-
position theorem given by Lorentz [98] and Sprecher [128].
Theorem 4.10 (Kolmogorov’s superposition theorem). For the
unit cube Id, I = [0, 1], d ≥ 2, there exists constants λq > 0, q = 1, ..., d,∑d
q=1 λq = 1, and nondecreasing continuous functions φp : [0, 1] → [0, 1],
p = 1, ..., 2d+ 1, such that every continuous function f : Id → R admits the
representation
f(x1, ...xd) =
2d+1∑
p=1
g
(
d∑
q=1
λqφp(xq)
)
(4.31)
for some g ∈ C[0, 1] depending on f.
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In the next subsection, using the general ideas developed in [99], we show
that the bounds of units in hidden layers in (4.30) may be chosen even equal to
the bounds in the Kolmogorov superposition theorem. More precisely, these
bounds can be taken as 2d+2 and d instead of 6d+3 and 3d. To attain this
purpose, we change the ”analyticity” of σ to ”infinite differentiability”. In
addition, near infinity we assume that σ is ”λ-strictly increasing” instead of
being ”strictly increasing”.
4.2.2 The main result
We begin this subsection with a definition of a λ-monotone function. Let
λ be any nonnegative number. A real function f defined on (a; b) is called
λ-increasing (λ-decreasing) if there exists an increasing (decreasing) function
u : (a, b) → R such that |f(x)− u(x)| ≤ λ, for all x ∈ (a, b). If u is strictly
increasing (or strictly decreasing), then the above function f is called a λ-
strictly increasing (or λ-strictly decreasing) function. Clearly, 0-monotonicity
coincides with the usual concept of monotonicity and a λ1-monotone function
is λ2-monotone if λ1 ≤ λ2. It is also clear from the definition that a λ-
monotone function behaves like a usual monotone function as λ gets very
small.
Our purpose is to prove the following theorem.
Theorem 4.11. For any positive numbers α and λ, there exists a C∞(R),
sigmoidal activation function σ : R→ R which is strictly increasing on (−∞, α),
λ-strictly increasing on [α,+∞), and satisfies the following property: For
any f ∈ C[0, 1]d and ε > 0, there exist constants dp, cpq, θpq, γp, and vectors
wpq ∈ Rd for which∣∣∣∣∣f(x)−
2d+2∑
p=1
dpσ
(
d∑
q=1
cpqσ(w
pq · x−θpq)− γp
)∣∣∣∣∣ < ε (4.32)
for all x = (x1, ..., xd) ∈ [0, 1]d.
Proof. Let α be any positive number. Divide the interval [α,+∞) into the
segments [α, 2α], [2α, 3α], .... Let h(t) be any strictly increasing, infinitely
differentiable function on [α,+∞) with the properties
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1) 0 < h(t) < 1 for all t ∈ [α,+∞);
2) 1− h(α) ≤ λ;
3) h(t)→ 1, as t→ +∞.
The existence of a strictly increasing smooth function satisfying these
properties is easy to verify. Note that from conditions (1)-(3) it follows that
any function f(t) satisfying the inequality h(t) < f(t) < 1 for all t ∈ [α,+∞),
is λ-strictly increasing and f(t)→ 1, as t→ +∞.
We are going to construct σ obeying the required properties in stages.
Let {un(t)}∞n=1 be the sequence of all polynomials with rational coefficients
defined on [0, 1]. First, we define σ on the closed intervals [(2m− 1)α, 2mα],
m = 1, 2, ..., as the function
σ(t) = am + bmum(
t
α
− 2m+ 1), t ∈ [(2m− 1)α, 2mα], (4.33)
or equivalently,
σ(αt+ (2m− 1)α) = am + bmum(t), t ∈ [0, 1], (4.34)
where am and bm 6= 0 are appropriately chosen constants. These constants
are determined from the condition
h(t) < σ(t) < 1, (4.35)
for all t ∈ [(2m − 1)α, 2mα]. There is a simple procedure for determining a
suitable pair of am and bm. Indeed, let
M = maxh(t), A1 = min um(
t
α
− 2m+ 1), A2 = maxum( t
α
− 2m+ 1),
where in all the above max and min, the variable t runs over the closed
interval [(2m − 1)α, 2mα]. Note that M < 1. If A1 = A2 (that is, if the
function um is constant on [0, 1]), then we can set σ(t) = (1 + M)/2 and
easily find a suitable pair of am and bm from (4.33). Let now A1 6= A2 and
y = a + bx, b 6= 0, be a linear function mapping the segment [A1, A2] into
(M, 1). Then it is enough to take am = a and bm = b.
At the second stage we define σ on the intervals [2mα, (2m+ 1)α], m =
1, 2, ..., so that it is in C∞(R) and satisfies the inequality (4.35). Finally,
in all of (−∞, α) we define σ while maintaining the C∞ strict monotonicity
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property, and also in such a way that limt→−∞ σ(t) = 0. We obtain from the
properties of h and the condition (4.35) that σ(t) is a λ-strictly increasing
function on the interval [α,+∞) and σ(t)→ 1, as t→ +∞.
From the above construction of σ, that is, from (4.34) it follows that for
each m = 1, 2, ..., there exists numbers Am, Bm and rm such that
um(t) = Amσ(αt− rm)−Bm, (4.36)
where Am 6= 0.
Let f be any continuous function on the unit cube [0, 1]d. By the Kol-
mogorov superposition theorem the expansion (4.31) is valid for f. For the
exterior continuous univariate function g(t) in (4.31) and for any ε > 0 there
exists a polynomial um(t) of the above form such that
|g(t)− um(t)| < ε
2(2d+ 1)
,
for all t ∈ [0, 1]. This together with (4.36) means that
|g(t)− [aσ(αt− r)− b]| < ε
2(2d+ 1)
, (4.37)
for some a, b, r ∈ R and all t ∈ [0, 1].
Substituting (4.37) in (4.31) we obtain that∣∣∣∣∣f(x1, ..., xd)−
2d+1∑
p=1
(
aσ
(
α ·
d∑
q=1
λqφp(xq)− r
)
− b
)∣∣∣∣∣ < ε2 (4.38)
for all (x1, ..., xd) ∈ [0, 1]d.
For each p ∈ {1, 2, ..., 2d+ 1} and δ > 0 there exist constants ap, bp and
rp such that
|φp(xq)− [apσ(αxq − rp)− bp]| < δ, (4.39)
for all xq ∈ [0, 1]. Since λq > 0, q = 1, ..., d,
∑d
q=1 λq = 1, it follows from
(4.39) that ∣∣∣∣∣
d∑
q=1
λqφp(xq)−
[
d∑
q=1
λqapσ(αxq − rp)− bp
]∣∣∣∣∣ < δ, (4.40)
for all (x1, ..., xd) ∈ [0, 1]d.
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Now since the function aσ(αt−r) is uniformly continuous on every closed
interval, we can choose δ sufficiently small and obtain from (4.40) that∣∣∣∣∣
2d+1∑
p=1
aσ
(
α ·
d∑
q=1
λqφp(xq)− r
)
−
2d+1∑
p=1
aσ
(
α ·
[
d∑
q=1
λqapσ(αxq − rp)− bp
]
− r
)∣∣∣∣∣
<
ε
2
.
This inequality may be rewritten as∣∣∣∣∣
2d+1∑
p=1
aσ
(
α ·
d∑
q=1
λqφp(xq)− r
)
−
2d+1∑
p=1
dpσ
(
d∑
q=1
cpqσ(w
pq · x− θpq)− γp
)∣∣∣∣∣ < ε2 .
(4.41)
From (4.38) and (4.41) it follows that∣∣∣∣∣f(x)−
[
2d+1∑
p=1
dpσ
(
d∑
q=1
cpqσ(w
pq · x−θpq)− γp
)
− s
]∣∣∣∣∣ < ε, (4.42)
where s = (2d+ 1)b. Since the constant s can be written in the form
s = dσ
(
d∑
q=1
cqσ(w
q · x−θq)− γ
)
,
from (4.42) we finally obtain the validity of (4.32).
The next theorem follows from Theorem 4.11 easily, since the Kolmogorov
superposition theorem is valid for all compact sets of Rd.
Theorem 4.12. Let Q be a compact set in Rd. For any numbers α ∈ R
and λ > 0, there exists a C∞(R), sigmoidal activation function σ : R→ R
which is strictly increasing on (−∞, α), λ-strictly increasing on [α,+∞), and
satisfies the following property: For any f ∈ C(Q) and ε > 0 there exist real
numbers di, cij, θij, γi, and vectors w
ij ∈ Rd for which∣∣∣∣∣f(x)−
2d+2∑
i=1
diσ
(
d∑
j=1
cijσ(w
ij · x−θij)− γi
)∣∣∣∣∣ < ε
for all x = (x1, ..., xd) ∈ Q.
147
Remark 4.3. It is easily seen in the proof of Theorem 4.11 that all the
weights wij are fixed (see (4.41)). Namely, wij = αej, for all i = 1, ..., 2d+2,
j = 1, ..., d, where ej is the j-th coordinate vector of the space Rd.
Remark 4.4. In some literature, a single hidden layer perceptron is
defined as the function
r∑
i=1
ciσ(w
i·x− θi)− c0.
A two hidden layer network then takes the form
s∑
i=1
diσ
(
r∑
j=1
cijσ(w
ij · x−θij)− γi
)
− d0. (4.43)
The proof of Theorem 4.11 shows that for networks of type (4.43) the theorem
is valid if we take 2d + 1 neurons in the second hidden layer (instead of
2d+2 neurons as above). That is, there exist networks of type (4.43) having
the universal approximation property and for which the number of units in
the hidden layers is equal to the number of summands in the Kolmogorov
superposition theorem.
Remark 4.5. It is known that the 2d+1 in the Kolmogorov superposition
theorem is minimal (see Sternfeld [130]). Thus it is doubtful if the number
of neurons in Theorems 4.11 and 4.12 can be reduced.
Remark 4.6. Inequality (4.37) shows that single hidden layer neural
networks of the form (4.43) with the activation function σ and with only
one neuron in the hidden layer can approximate any continuous function on
the interval [0, 1] with arbitrary precision. Since the number b in (4.37) can
always be written as b = a1σ(0 · t− r1) for some a1 and r1, we see that two
neurons in the hidden layer are sufficient for traditional single hidden layer
neural networks with the activation function σ to approximate continuous
functions on [0, 1]. Applying the linear transformation x = a+(b−a)t it can
be proven that the same argument holds for any interval [a, b].
Remark 4.7. Inequality (4.37) and Theorem 4.12 show only existence
of an infinitely differentiable, almost monotone, sigmoidal activation func-
tion such that the corresponding single hidden layer neural networks with
148
two hidden neurons and two hidden layer neural networks with 3d + 2 hid-
den neurons can approximate arbitrarily well any continuous univariate and
d-variable function, respectively. In [39,40], such a sigmoidal function was
constructed algorithmically for both single and two hidden layer neural net-
works, and the applicability of the obtained results were illustrated with
various numerical examples.
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