This paper presents an analytical model for cellular networks supporting voice, video and data traffic. Self-similar and bursty nature of the incoming traffic causes correlation in inter-arrival times of the incoming traffic. Therefore, arrival of calls is modeled with Markovian arrival process as it allows for the correlation. Call holding times, cell residence times and retrial times are modeled as phase-type distributions. We consider that the cells in a cellular network are statistically homogeneous, so it is enough to investigate a single cell for the performance analysis of the entire networks. With appropriate assumptions, the stochastic process that describes the state of a cell is a Quasi-birth-death (QBD) process. We derive explicit expressions for the infinitesimal generator matrix of this QBD process. Also, expressions for performance measures are obtained. Further, complexity involved in computing the steady-state probabilities is discussed. Finally, queueing examples are provided that can be obtained as particular cases of the proposed analytical model. Published
Introduction
The confluence of users' demand for personal communication systems and technological advances in hardware design, RF circuitry, rechargeable batteries and spread spectrum communications has led world wide deployment of wireless communications. While 2G cellular systems were designed to carry voice and low-bit-rate data, 3G and beyond cellular networks are designed to support multimedia services, file transfer and web access. Thus, the traffic from these networks constitutes of voice, video and data. It is necessary to have a clear understanding of the qualitative and the quantitative factors that influence the performance and quality of service (QoS) of 3G cellular networks.
In order to guarantee QoS for wide range of traffic in 3G cellular networks, service providers have to efficiently use the available radio resources. However, due to scarcity of the resources, radio resource management plays a major role in QoS provisioning in 3G cellular networks. Radio resources are managed by Call Admission Control (CAC) measures such as call blocking and dropping probabilities and total carried traffic. Further, complexity involved in computing the steady-state probabilities is discussed.
The contributions of this paper is manyfold. First, it presents a phase-type model with four MAPs and, phase-type distributions for service and retrial times of the customers. Second, fixed guard channel CAC scheme for 3G cellular scheme is proposed and the performance model for this CAC scheme is developed and also, performance measures, such as, call blocking and dropping probabilities, total carried traffic, average waiting time in retrial queue and average queue length are obtained. Finally, the proposed analytical model is a generalization to the queueing models discussed in [3, 7, 12, 16, 19, 20] since Poisson process and Markov modulated Poisson process are particular cases of MAP and Exponential, Erlang, hyper-exponential all form the special cases of the phase-type distributions.
The rest of this paper is organized as follows. In Section 2, a model description of the cellular networks with voice, data and video traffic is given. In Section 3, the CAC scheme is proposed. In Section 4, by modeling the stochastic behavior of the cell into a QBD process, explicit expressions of the infinitesimal generator matrix governing the cell and important performance measures essential to analyze the network efficiency are given. Section 5 discusses the complexity of the computation in the proposed model. In Section 6, particular cases of this work are presented in detail. Finally, the conclusions and pointers to future works are given in Section 7.
Model description
In cellular networks, a given geographical area is divided into a certain number of cells. We assume that the cells are statistically homogeneous. In this performance model, we classify the incoming traffic as voice(ve), video(vo), and data(d) traffic. Video traffic has both hard and soft QoS requirements. For some applications (e.g. live video) it has hard QoS while for the remaining (e.g., video on demand), it has soft QoS. Based on the hard and soft QoS requirements, we classify the video calls as video 1 (vo1) and video 2 (vo2) calls. Each traffic has two types of calls, new and handoff and are represented as ni and hi, (i = ve, vo1, vo2, d). Many CAC schemes have been proposed in the literature which varies in terms of complexity from simple non-prioritized schemes to more complex schemes that dynamically assigns the priorities based on the measurements [1] . Fixed Guard Channel (GC) scheme is one of the popular schemes which is a good compromise in terms of performance and complexity. We, therefore, adopt the GC scheme in order to provide continuous connectivity and preferential treatment to different traffic types in 3G cellular networks. In this scheme, a fixed number of channels, say g, (g varies for each type of traffic) are reserved for each type of traffic. The calls which arrive to find at least g channels busy join the orbit. An orbit is an imaginary space from where the calls retry for idle channels after a random amount of time. We assume that inter-retrial times follow the phase-type distribution. Also, each type of call, voice (ve), video1 (vo1), video2 (vo2) and data (d) is modeled with MAP. Both, CHT and CRT for all types of calls are modeled as phase-type distributions. Note that once connected to the networks, we do not distinguish between vo1 and vo2 calls.
Some other detailed assumptions are as follows: The vehicular mobility is characterized by the cell residence time R s of a vehicle in an underlying cell. We consider R s to be phase-type distributed with representation (α, T ) and dimension r so as to capture the overall effects of irregular cellular shape and random mobility pattern. The requested call holding times say, H i of new calls of type i (i = ve, vo, d) is the duration of the requested new call connection to a network and, are independent and identically distributed random variables following the phase-type distribution with representation (β i , S i ) and dimension h i . Note that, if a random variable X is phase-type distributed with representation (x, A) and dimension a, that is, P(X ≤ t) = 1− xExp(At)e, where xe + x a+1 = 1, Ae + A 0 = 0, then the residual of X , denoted by X , also follows the phase-type distribution with representation (x, A) and dimension a, where x = x(A + A 0 x), xe = 1 [11] . Thus, the residual cell residence times (R s ) and residual call holding times H i are also phase-type distributed with representation (α, T ) with dimension r and, (β i , S i ) with dimension h i respectively [11] . Let S i,N represent the actual service time of new calls of type i (i = ve, vo, d). Then, S i,N = min(H i , R s ), minimum of the call holding time and residual cell residence time. It is shown in [11] that minimum of two phase-type distributed random variables with representations (x 1 , A 1 ) with dimension a 1 and (x 2 , A 2 ) with dimension a 2 is also phase-type distributed with representation (x, A) = (x 1 ⊗ x 2 , A 1 ⊕ A 2 ), dimension a 1 a 2 . Therefore, S i,N is phase-type distributed with representation (δ N i , L N i ) and dimension r h i , where δ N i = β i ⊗α and L N i = S i ⊕T . Similarly, actual service time of handoff calls of type i defined by S i,H = min(H i , R s ) which is minimum of the residual call holding time and cell residence time, is phase-type distributed with representation (δ H i , L H i ) and dimension r h i , where δ H i = β i ⊗ α and L H i = S i ⊕ T . In a realistic traffic, there is no significant difference in the service times of new and handoff calls, that is, S i,N , S i,H are identical for each call i and is equal to S i . Note that ⊗ denotes the Kroneckar product and ⊕ denotes the Kroneckar sum.
New voice (nve), handoff video2 (hvo2), new video2 (nvo2), new data (nd) and handoff data (hd), when, on arrival, find insufficient channels to serve them according to GC scheme join the orbit. Let λ i (i = nve, hvo2, nvo2, hd, nd) be the arrival rates of calls of type i and p i be the probability with which a call of type i retries from the orbit. Then, p i is computed as
, i, j = (nvo2, hvo2, hd, nd, nve). The calls retry for channels after a random duration R t which also follows the phase-type distribution with representation (δ, L) and dimension n. A call stays in the orbit for a cell residence time and retries for idle channels. At the end of each retrial attempt, there are three possibilities: (i) The retrial attempt is unsuccessful and cell residence time is not finished. In this case, it again retries for radio resources.
(ii) The retrial attempt is unsuccessful and its cell residence time gets over before the next retrial time determined by R t . In this case, call departs from the cell without connecting. (iii) The retrial attempt is successful. In this case, it departs from the orbit and is now accessing the radio resources of the cell. Let R = min(R t , R s ) denote the interval to the next retrial or departure from the cell, which ever happens first. Then, R is also phase-type distributed and has two absorbing states, one corresponds to the state of departure without connecting and other to the successful connectivity by a call in the orbit [19] .
Each of the voice, video1, video2 and data call arrivals are modeled with MAP using the methodology in [19] and represented as MAP1, MAP2, MAP3 and MAP4 respectively. We briefly state the arrival process for voice calls, i.e., MAP1. MAP1 is parameterized by a K -state Markov chain, sojourn time in state i is exponentially distributed with parameter λ i , (i = 1, 2, . . . , K ). At the end of sojourn time in state i, the transition to state k, (k = 1, 2, . . . , K ) takes place with three possibilities: (i) no arrival of voice calls, (ii) arrival of new voice calls and (iii) arrival of handoff voice calls. Let C ve 0 , C ve nv and C ve hv be the matrices that govern the transitions of no call arrivals, new call arrivals and handoff call arrivals respectively. Then, the generator matrix of a K -state Markov chain is given as C ve = C ve 0 + C ve nv + C ve hv . Let be the stationary probability vector of the generator C ve , that is, satisfies C ve = 0, e = 1, e is a column vector of 1's. Then, the arrival rates of new and handoff voice calls are given by λ nve = C ve n e and λ hve = C ve h e respectively. Similarly, we solve MAP2, MAP3 and MAP4 to obtain the arrival rates λ hvo1 , λ nvo1 , λ hvo2 , λ nvo2 , λ hd , λ nd for each type of new and handoff call.
Call admission control scheme
In the proposed CAC scheme, voice calls are accorded the highest priority followed by video1, video2 and data calls, whereas, among each type of call, handoff calls have more priority. Each call is assigned one or more channels based on the source traffic. For simplicity, we assume that voice and data calls are assigned only one channel and the video calls are assigned four channels [21] .
In this proposed CAC scheme, we reserve h 1 , h 2 , h 3 and h 4 channels for handoff calls of voice, video1, video2 and data traffic; and n 1 , n 2 and n 3 channels for new voice, new video1 and new video2 calls respectively. Since the new data calls are of least priority and can tolerate the delay, no channels are reserved for them. Let M be the total channels available in a cell. In order to accept the different traffic, we define the following notations:
Here, the different types of calls are accepted in the system based on available channels lie in the range
When new voice, new and handoff video2, new and handoff data calls arrive and find insufficient channels according to their GC policy, they join the orbit and retries again from the orbit. On the other hand, when handoff voice, new and handoff video1 call arrivals find insufficient channels, they are blocked. For instance, when the number of available channels is between M 3 and M 4 , voice, video1 (new and handoff), and handoff video2 calls get connected whereas new video2, handoff and new data calls on arriving join the orbit.
Analytical model
Under the general condition that CHT, CRT and retrial times are phase-type distributed and voice, video1, video2 and data calls arrive according to a MAP, in this section, we derive explicit expressions for the infinitesimal generator matrix of a QBD process describing the state of a cell.
Let M be the total number of channels and J be the size of the orbit. Let i be the number of calls receiving service out of which j are video calls and k are data calls. Let l be number of calls in the orbit. First, define the set S (1 and 2) and data calls respectively and r l be the set of retrial phase of l calls in the orbit. Let X (t) be the state of the cell at any time t. It represents the state
with i − j − k voice calls, j video calls, k data calls, l calls in orbit are in the retrial phase r l and S
k is the set of phases of service for ongoing voice, video and data calls respectively. Then, {X (t), t ≥ 0} can be modeled as a QBD process with finite-state space 
, where 0 ≤ i ≤ M. The block Q i0 represents an increase by one in the number of ongoing calls, Q i1 represents no change in the number of calls and Q i2 represents a reduction by one in the number of ongoing calls, when i calls are in service.
The notations I w , I (w, s), W r (i), V r (i, 1) and V r (i) as defined in [19] will be used to carry out the analysis. Also, we introduce the following notations.
: It represents no service completion by any of the i ongoing calls of type k, (k = ve, vo, d).
It represents a service completion by one of the i ongoing calls of type k, (k = ve, vo, d).
First, we consider the blocks Q i0 . For each i, j (0 ≤ i < M, 0 ≤ j ≤ j m ), the blocks A i j1 and A i j0 represent an increment by one in the number of voice or data calls and video calls respectively, when i calls are ongoing in a cell. It is possible when the retrials by any of the l calls in orbit is successful or a fresh call arrives. The calls originating within a cell or being handed to the underlying cell from the neighboring cells are referred to as fresh calls. We first describe the matrix structure of A i j1 and then for A i j0 . represent an increase in voice calls and data calls, respectively, due to the arrival of fresh voice calls and data calls.
• A i, j,1,k,1 l,2 and A i, j,1,k,0 l,2 represent an increase in voice calls and data calls, respectively, due to successful retrials by the new voice calls and data calls from the orbit.
Next, we consider the upper diagonal element A i j0 of Q i0 . For each i, j, A i j0 is a diagonal matrix with diagonal elements A i, j,0 represent an increase by one in the number of video calls due to the arrivals of fresh video (1 and 2) calls and due to the successful retrials by video calls from the orbit respectively.
For 0
expressions are given as:
where
Next, consider the lower diagonal blocks Q i2 of Q matrix. For each 1 ≤ i ≤ M, 1 ≤ j ≤ j m , C i j1 and C i j2 represent reduction by one in the number of ongoing voice or data calls and video calls respectively. We first describe block matrix C i j1 and then, the block matrix C i j2 . C i j1 is a lower diagonal matrix with main diagonal elements C i, j,1
represents the reduction by one in the number of ongoing voice calls. The lower diagonal elements C i, j,1
j1 corresponds to the reduction in the number of ongoing data calls. The number of ongoing calls reduces by one whenever it is completed or is handed off to a neighboring cell. Each of C
For
Now, consider C i j2 , the lower diagonal elements of (0 ≤ l ≤ J ).
• C i, j,2,k,1 l,1 corresponds to the decrement in the number of video calls, when i calls are ongoing out of which j are video calls and k are data calls and, l calls are in the orbit.
Lastly, we consider the diagonal block elements Q i1 of Q matrix. The diagonal elements B i j of Q i1 represent no change in the number of ongoing calls. It is possible when (i) no ongoing call is completed (ii) no ongoing call is handed off to the neighboring cell (iii) no fresh call arrives and (iv) retrial of the calls in the orbit is unsuccessful. For 
• B i, j,k l,2 , the lower diagonal element of B i, j k , represents the departure of a call from the orbit without connecting. For
• B i, j,k l,0 , the upper diagonal element of B i, j k , represents an increment in the number of calls in the orbit. For
otherwise.
Performance measures QBD processes on a finite space do not, in general, have a stationary probability vector of a particularly simple analytic form. However, if the underlying Markov process of a QBD is ergodic, the expressions for steady-state probabilities can be obtained through the numerical approaches [11] . Assuming that the numerical solution can be obtained for the steady-state probabilities for our model using the matrix-geometric techniques [11] , we now give the expressions for the important performance measures. Let x partitioned as x = x(i, j, k, l) with 0 ≤ i ≤ M, 0 ≤ j ≤ j m , 0 ≤ k ≤ k m , 0 ≤ l ≤ J denote the steady-state probability vector for the generator matrix Q i.e., x satisfies xQ = 0, xe = 1. Each x(i, j, k, l) is a vector ordered in the lexicographical order based on the system state
Once the state probabilities are known, we obtain the performance measures as follows:
(1) The probability mass function of the number of calls in orbit. The probability that there are l calls in the orbit is given by
(2) The dropping probabilities of handoff voice and video1 respectively are given as
The blocking probabilities of new video1 calls is given by
(4) The probability that new voice, handoff video2, handoff data and new data calls respectively has to join the orbit is given as follows for 0 Handoff data 1
Note that (1 − P r (J )) is the probability that the orbit is not full. (5) The Total Carried Traffic (TCT) defined as the average number of channels occupied, is given by 
Computational complexity
In this section, we discuss the complexity involved in determining the steady-state probabilities through an illustration. For the QBD process, the generator matrix Q obtained in Section 4 is an (M + 1) × (M + 1) block matrix. The complexity involved in the computation of steady-state probability vector depends on the order of the Q matrix which is obtained by summing the order of each of the diagonal block Q i1 , 0 ≤ i ≤ M, that is,
Order of Q i1 .
Consider a cell with total channel capacity M, say, 25. The number of channels reserved for each type of traffic, voice, video1, video 2 and data calls, as assumed, are listed in Table 1 .
Using the expressions given in Section 3, we obtain the values of M 2 and M 6 as 6 and 21 respectively. For the given values, maximum number of video calls allowed is j m = min{i, [
Similarly, maximum number of data calls allowed varies in the range 0 ≤ k m ≤ 6, (k m = min{i − j, M 2 }), where, out of i ongoing calls, j are video calls. We assume that the size of the orbit is 3, that is, at most 3 calls can wait in the orbit and can retry for free channels. Let the number of service phases for each call of type i, i = {ve, vo, d} is 2, and the number of retrial phases of the calls in the orbit is 2. Also, suppose that the underlying Markov chains for each of the MAP1, MAP2, MAP3 and MAP4 has 3 states.
With these assumptions and using Eq. (10), we obtain orders of each of the block matrix Q i1 and are listed in Table 2 . It is observed that even for small value of M (=25), phase-type distributions of dimension two for each, service and retrial times and 3-state underlying Markov chain for MAP1, MAP2, MAP3 and MAP4, the order of block of Q matrix is of the order O(10 M ). The complexity in the computations depends on the complexity associated with operations involving matrix products and inverse of block matrices Q i1 that are of order O(10 M ).
The numerical methods, for example, [22] to obtain the steady-state probabilities for QBD process involve the computation of inverse of block matrices in the generator matrix Q. Since the Q matrix obtained in this model is in the block matrix form upto four levels, the recurrence relations under the lower most level of Q matrix in our model is not the same as that of the lower most level of Q matrix in [22] . Therefore, the method in [22] cannot be used directly to numerically obtain the steady-state probability vector for our model. Further step in our research work is to develop an efficient procedure for computing the steady-state probabilities for the Q matrix obtained in Section 4. Even though numerical solution for the proposed analytical model has not been developed in this work, the proposed model is constructive enough to generalize the existing queueing models that are being framed while designing the CAC schemes for the wireless networks. In the next section, we illustrate the variety of queueing models which can be obtained as particular cases of the proposed analytical model.
Particular cases

Poisson arrivals, exponential service and retrial times, four type of calls
We consider the arrivals of handoff and new voice, video1, video 2 and data calls arriving according to Poisson process with rates λ hv , λ nv , λ hvo1 , λ nvo1 , λ hvo2 , λ nvo2 , λ hd and λ nd respectively. We also assume that, for voice, data and video (1 and 2) calls, actual service times are exponentially distributed with rates µ ve , µ d and µ vo respectively. The time to quit and getting connection by the calls from the orbit are exponentially distributed with rates µ rq and µ r c respectively. Let {X (t), t ≥ 0} be a stochastic process in a given cell on the following state space:
This stochastic process can be studied as a QBD process and the generator matrix Q is as given in the Section 4. Now, we obtain the block matrix elements of matrix Q for this particular case.
First, we give the expression of A i, j,1,k,1 l,1
and
(refer Eqs. (1) and (4)). For 0
Throughout this section, * denotes the usual multiplication (of real numbers) and (2) and (5)), (3) and (6)):
otherwise. Now, we consider the block elements of Q i2 (refer Eqs. (7)- (9)).
Finally, we consider the blocks of Q i1 (refer Eqs. (10)- (12)).
MAP arrivals, exponential service and retrial times, one type of call
We consider a network system with one type of call that arrives according to a MAP. We assume that the CHT of calls are exponentially distributed with rate µ. When all the channels are busy, the incoming new calls join the orbit, whereas the handoff calls are dropped. No channels are reserved for handoff calls. The time to get connection and to quit the orbit is exponentially distributed with rate µ r c and µ rq . The system capacity is M and the orbit size is J . The MAP for the call arrivals is as described in Section 2.
Let {X (t), t ≥ 0} be a stochastic process in a given cell with the state space
is the number of ongoing calls, l is the number of calls in the orbit, and u gives the transition phase of the underlying Markov chain of the MAP. The stochastic process can be studied as a QBD process with the generator matrix Q as given in Section 4. Note that the number of levels in Q matrix reduces by two as the system is now having only one MAP for one type of call.
First we obtain the blocks Q i0 . An increase in the number of calls can take place either due to fresh arrivals of calls or due to successful retrial by the calls from the orbit. For each i, 0 ≤ i ≤ M − 1, Q i0 is written as a lower diagonal matrix with main diagonal elements A i l1 , 0 ≤ l ≤ J and lower diagonal elements A i l2 , 1 ≤ l ≤ J . The matrices A i l1 and A i l2 correspond to the increase in the number of calls in service due to fresh arrivals of calls and due to successful retrials of calls respectively. For 0 ≤ i ≤ M − 1, the expressions (refer Eqs. (1) and (4)) are given as:
Next, consider the block Q i2 . For each i, 1 ≤ i ≤ M, Q i2 is a diagonal matrix with diagonal elements C i l1 . It represents reduction in the number of ongoing calls due to call completion when there are i calls in service and l calls in the orbit. The expression for C i l1 is given as C i l1 = iµI (refer Eq. (7)) Finally, we consider the blocks Q i1 . It represents the case of no change in the number of ongoing calls but the number of calls in an orbit may vary. It is a tri-diagonal matrix with main diagonal elements B i l1 , representing the case of no change in the number of calls in orbit. The lower diagonal elements B i l2 , represent the decrement by one in the number of calls in the orbit. This happens if the call leaves the orbit. The upper diagonal elements B i l0 correspond to an increase in number of calls in orbit. This happens when all channels are busy and arriving new call joins the orbit. The expressions as in Eq. (10) is simplified for this case as
Similarly, Eq. (11) is used to obtain the expressions for matrix B i l0 that represents an increase in the number of calls in orbit. It is possible only when on arriving the calls do not find free channels and it joins the orbit.
Lastly, decrement in the number of calls in the orbit is represented by B i l2 . It is possible when the calls in the orbit leaves. For B i l2 = l * µ rq , i = 0, 1, . . . , M, l = 1, 2, . . . , J, (refer Eq. (12)). The order of the matrix reduces for Q i1 because of the memoryless property of exponential distribution of the channel holding times and retrial times. Similarly, a wireless systems with two types of calls arriving according to MAP (separately), with exponential CHT, and finite retrial capacity [16] can be analyzed by posing the restrictions in the proposed model. 6.3. Poisson arrivals, phase-type service and exponential retrial times, one type of call [20] Consider a wireless network with voice calls only. Each new and handoff voice call arrive according to Poisson processes with rates λ N , λ H respectively. Time to get connection and quit from the orbit are exponentially distributed, respectively, with rates µ r c and µ rq . The channel holding times of the calls is phase-type distributed with representation (β, L) with dimension n. In this model, no channels are reserved for the handoff calls that is, if on arrival, a handoff call finds all channels busy, then it is dropped. On the other hand, if a new call arrival finds all channels busy, it then, joins an orbit and retries for a free channel from the orbit.
Let {X (t), t ≥ 0} be a stochastic process for this cell with the state space {(i, l, S i ), 0 ≤ i ≤ M, 0 ≤ l ≤ J }, where i is the number of ongoing calls, l is the number of calls in the orbit, S i = (s 1 , s 2 , . . . , s i ), s v = 1, 2, . . . , n, 1 ≤ v ≤ i represents the set of phases of i ongoing calls.
Even if there are calls waiting in the orbit and free channels are available, the calls that retry from the orbit and new arriving calls can be connected. The stochastic process is studied as a QBD process with the generator matrix as described in Section 4.
The expressions of A i l1 and A i l2 , (refer Eqs. (1) and (4)
C i l1 represents decrement in the ongoing calls due to service completion by one of the i, 1 ≤ i ≤ M calls and is given by V (i), for l = 0, 1, . . . , J . (refer Eq. (7)).
Lastly, the expressions of the diagonal block Q i 1 can be obtained by simplifying the Eqs. (10)- (12) . B i l1 represents no service completion by any of the i calls, no retrial attempts, and no call arrivals to the system, whereas B i l0 represents the increment in the number of calls in orbit. The decrement in the number of calls in orbit is possible when the call leaves the orbit and is given by B i l2 . The expressions are given below. W (i) and V (i) are as defined in [19] . Thus, we see that our model generalizes many retrial queueing systems.
6.4. Poisson arrivals, exponential service, no retrials, one type of call [3] In this subsection, we see that the proposed model can be used to analyze the queueing model without retrial also. Consider the arrivals of voice calls, new and handoff, according to Poisson process with rates λ N and λ H respectively. The channel holding time of a call in a cell is exponentially distributed with rate µ. Once connected, no distinction is being made in the call holding times for new and handoff calls. The priority to handoff calls is given by reserving g channels for them. Calls which get blocked due to non-availability of the channels are lost. Let {X (t), t ≥ 0} be the stochastic process for the given cell, where X (t) represents the number of ongoing calls at time t. The generator matrix Q is as given in Section 4.
We obtain the elements of Q for this special case. For i = 1, 2, . . . , M, the lower diagonal elements Q i2 represent the decrement in the number of ongoing calls where Q i2 = iµ. The upper diagonal elements Q i0 represent an increment in the number of ongoing calls due to a handoff or a new voice calls arrival whereas the main diagonal elements Q i1 correspond to no change in the number of ongoing calls. It is possible when no call completion or call arrival takes place.
Moreover, with appropriate assumptions, the proposed model can be used to analyze the performance of a wireless system with one type of calls arriving in MAP and having exponential CHT [22] . In this case, the state space consists of ordered pairs {(i, u), 0 ≤ i ≤ M, 1 ≤ u ≤ K }, where i denotes the number of ongoing calls and u is the phase of the underlying Markov chain for MAP.
Conclusions and future work
In this paper, we considered a cellular network supporting voice, video and data traffic with Markovian arrival process and phase-type cell residence times and call holding times. The stochastic behavior of the cell is modeled as a quasi-birth-death process and explicit expressions for the generator matrix Q are obtained. The proposed model is a generalization to many queueing models and few of them have been discussed as illustrations.
As mentioned earlier, it is still an open problem to develop a computationally efficient algorithm to determine the steady-state probabilities for the QBD process with rate matrix Q and we propose to work for the same in future. Further, we also plan to propose a CAC scheme with dynamic resource reservations for voice, video and data traffic.
