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ABSTRACT
The hot ionized gas of the intra-cluster medium emits thermal radiation in the X-ray band and also distorts the cosmic microwave
radiation through the Sunyaev-Zel’dovich (SZ) effect. Combining these two complementary sources of information through innovative
techniques can therefore potentially improve the cluster detection rate when compared to using only one of the probes. Our aim is
to build such a joint X-ray-SZ analysis tool, which will allow us to detect fainter or more distant clusters while maintaining high
catalogue purity. We present a method based on matched multifrequency filters (MMF) for extracting cluster catalogues from SZ and
X-ray surveys. We first designed an X-ray matched-filter method, analogous to the classical MMF developed for SZ observations.
Then, we built our joint X-ray-SZ algorithm by combining our X-ray matched filter with the classical SZ-MMF, for which we used the
physical relation between SZ and X-ray observations. We show that the proposed X-ray matched filter provides correct photometry
results, and that the joint matched filter also provides correct photometry when the FX/Y500 relation of the clusters is known. Moreover,
the proposed joint algorithm provides a better signal-to-noise ratio than single-map extractions, which improves the detection rate even
if we do not exactly know the FX/Y500 relation. The proposed methods were tested using data from the ROSAT all-sky survey and
from the Planck survey.
Key words. Methods: data analysis – Techniques: image processing – Galaxies: clusters: general – large-scale structure of Universe
– X-rays: galaxies: clusters
1. Introduction
Galaxy clusters, composed of dark matter, hot ionized gas and
hundreds or thousands of galaxies, are the largest collapsed
structures in the Universe. Since the history of cosmic structure
formation depends on the cosmology, studying galaxy clusters
at different redshifts can help us testing cosmological models
and constraining cosmological parameters. Furthermore, galaxy
clusters are celestial laboratories in which we can study different
astrophysical phenomena. Therefore, galaxy clusters have been
studied for decades both as cosmological tools and as astrophys-
ical laboratories.
To conduct these studies, there has been an increasing
need for cluster catalogues with high purity and completeness.
Since the first cluster catalogue constructed by Abell (1958) by
analysing photographic plates, numerous catalogues have been
compiled using observational data sets at different wavelengths,
from microwaves to X-rays. The first cluster catalogues were
built from optical data sets, where clusters are identified as over-
densities of galaxies. Clusters can also be detected in X-ray ob-
servations, where they appear as bright sources with extended
emission from the hot intra-cluster medium (ICM). Finally, over
the last decade, clusters have begun to be detected thanks to the
characteristic spectral distortion they produce on the cosmic mi-
crowave background (CMB), known as the Sunyaev–Zel’dovich
(SZ) effect, due to Compton scattering of the CMB photons by
the ICM electrons.
It is natural to think that cluster detection could be improved
by combining observations at different wavelengths and from
different surveys. Although multiwavelength, multisurvey detec-
tion of clusters was theoretically conceived some years ago (Ma-
turi 2007; Pace et al. 2008), it is a very complex task and, so
far, it has only been attempted in practice in the pilot study of
Schuecker et al. (2004) on X-ray data from the ROSAT All-Sky
Survey (RASS) (Truemper 1993; Voges et al. 1999) and opti-
cal data from the Sloan Digital Sky Survey (SDSS) (York et al.
2000).
The goal of this paper is to advance this topic by proposing
a novel cluster extraction technique that is based on simultane-
ous search on SZ and X-ray maps. Combining these two comple-
mentary sources of information can improve the cluster detection
rate when compared to using only one of the probes because both
the cluster thermal radiation in the X-ray band and the distortion
of the CMB through the SZ effect probe the same medium: the
intra-cluster hot ionized gas. However, the combination is not
trivial because of the different statistical properties of the signals
(nature of noise, astrophysical background, etc.).
With the motivation of obtaining a tool that is compatible
with Planck, we decided to use a matched-filter approach to
build our joint X-ray-SZ analysis tool. The Matched Multi-Filter
(MMF) (Herranz et al. 2002; Melin et al. 2006, 2012) is a pop-
ular approach to detect clusters through the SZ effect, and has
been extensively used and tested in several SZ surveys such as
Planck (Planck Collaboration 2011a), the South Pole Telescope
Article number, page 1 of 28
ar
X
iv
:1
60
4.
06
10
7v
1 
 [a
str
o-
ph
.C
O]
  2
0 A
pr
 20
16
A&A proofs: manuscript no. Tarrio-final
(SPT) survey (Bleem et al. 2015), and the Atacama Cosmology
Telescope (ACT) survey (Hasselfield et al. 2013). This technique
assumes prior knowledge of the cluster shape and the frequency
dependence of the SZ signal and leaves the cluster size and the
SZ flux amplitude as free parameters.
X-ray cluster detection techniques usually follow a different
approach that is based on maximum likelihood. A classical X-
ray cluster detection algorithm is the so-called sliding box, in
which windows of varying size are moved across the data, mark-
ing the positions where the count rate in the central part of the
window exceeds the value expected from the background de-
termined in the outermost regions of the window by a certain
predetermined factor. This technique is usually followed by a
maximum-likelihood routine that evaluates the source position,
the detection significance, and the source extent and its likeli-
hood. The flux is determined in a subsequent step, using a growth
curve method (Böhringer et al. 2000), for example.
A popular alternative cluster detection technique was de-
signed by Vikhlinin et al. (1998) for the ROSAT Position Sen-
sitive Proportional Counter (PSPC). This technique combines a
wavelet decomposition to find candidate extended sources and
a maximum-likelihood fitting of the surface brightness distri-
butions to determine the significance of the source extent. The
same principles are followed in the XMM-LSS survey (Pacaud
et al. 2006). In this case, the images are filtered in wavelet space
with a rigorous treatment of the Poisson noise, and then SExtrac-
tor (Bertin & Arnouts 1996) is used to find groups of adjacent
pixels above a given intensity level in the filtered image. Clus-
ter analysis again follows a maximum-likelihood approach: for
each detected candidate, the model that maximizes the probabil-
ity of generating the observation is determined and, from this,
some cluster characteristics are obtained (source counts, exten-
sion probability, etc.).
The Voronoi tessellation and percolation (VTP) method of
Ebeling & Wiedenmann (1993), used in the WARPS survey
(Scharf et al. 1997), has also proved to be well-suited for the
detection of extended and low surface brightness emission. The
method finds regions of enhanced surface brightness relative to
the Poissonian expectation and then derives the source extent
from the measured area and flux.
As a first step to build our X-ray-SZ detector, we devel-
oped an X-ray matched-filter detection method, analogous to the
MMF developed for SZ observations, which provides X-ray de-
tection results that are readily compatible with those yielded by
the SZ detection algorithm. The main difficulty to solve was tun-
ing the filter to take the effects of the Poisson noise in the X-
ray signal into account. Although this approach is different from
classic X-ray detection techniques, the idea of using a matched
filter for X-ray cluster detection was already proposed by Pace
et al. (2008), where a simple filter matched to the X-ray pro-
file was used to detect clusters on synthetic X-ray maps built
from hydrodynamical simulations. However, the filter was not
designed to extract cluster characteristics, such as the flux and
the size, and it did not consider Poisson noise.
In a second step, we built the joint X-ray-SZ algorithm by
combining our X-ray matched filter with the classical MMF for
SZ, for which we used the physical relation between SZ and X-
ray observations. The main idea of our joint detection algorithm
is to consider the X-ray map as an additional SZ map at a given
frequency and to introduce it, together with other SZ maps, in the
classical SZ-MMF. To our knowledge, our proposal is the first
complete analysis tool for X-ray clusters based on the matched-
filter approach tuned to take the effect of the Poisson noise into
account and, furthermore, is the first combined X-ray-SZ extrac-
tion technique.
The goal of this paper is to check whether this X-ray-SZ tool
can be used to estimate the flux of a cluster accurately, whether
the provided signal-to-noise ratio (S/N) is correct, and in partic-
ular to analyse whether it represents a gain with respect to SZ-
only or X-ray-only cluster detection; in other words: whether the
proposed technique improves the completeness. To this end, we
focus on the performance of the proposed X-ray-SZ matched fil-
ter assuming that we know the position of the cluster and its size.
This means that we will not use the filter to detect new clusters,
but to estimate some properties of already detected clusters. The
performance of the filter as a blind detection tool, which should
include an analysis of both the cluster detection rate (complete-
ness) and the false detection rate (or the purity), will be assessed
in future work. Although this is a simplification of the complete
problem, it is necessary to correctly understand the behaviour of
the filter when the statistical properties of the signal are different
from those for which the filter was initially designed. In partic-
ular, by adding the X-ray information, we must tune the filter to
consider Poisson fluctuations on the signal, which are not present
in SZ maps. The main goal of this paper is therefore to master
this challenge.
Our approach uses all-sky maps from Planck and RASS sur-
veys. RASS is the only full-sky X-ray survey conducted with
an X-ray telescope (Truemper 1993; Voges et al. 1999), which
makes it the ideal data set to combine with the all-sky Planck
survey and compile a joint all-sky cluster catalogue with a large
number of clusters. Nevertheless, the proposed technique is gen-
eral and is also applicable to other surveys, including those from
future missions such as e-ROSITA (Merloni et al. 2012), a four-
year X-ray survey that is scheduled to start in 2017 and to be
much deeper than RASS. Using the currently available obser-
vations, we are particularly interested in extending the Planck
catalogue by pushing its detection threshold towards higher red-
shift, with the specific aim of detecting massive and high-redshift
clusters.
The structure of the paper is as follows. In Sect. 2 we present
the X-ray matched filter and evaluate its performance by inject-
ing simulated clusters on RASS maps and by extracting known
clusters on RASS maps. In Sect. 3 we briefly revise the MMF
for SZ maps. Section 4 describes the joint X-ray-SZ MMF and
evaluates its performance using RASS and Planck maps. Finally,
we conclude the paper and discuss ongoing and future research
directions in Sect. 5.
Throughout, we adopt a flat ΛCDM cosmological model
with H0 = 70 km s−1 Mpc−1 and ΩM = 1 −ΩΛ = 0.3. We define
R500 as the radius at which the average density of the cluster is
500 times the critical density of the Universe, θ500 as the corre-
sponding angular radius, M500 as the mass enclosed within R500,
and L500 as the X-ray luminosity within R500 in the [0.1-2.4] KeV
band.
2. Extraction of galaxy clusters on X-ray maps
In this section, we describe and evaluate the proposed algorithm
for extracting galaxy clusters on X-ray maps. The algorithm is
based on the matched-filter approach and was designed to be
compatible with the SZ MMF known as MMF3, described by
Melin et al. (2012) and used by the Planck Collaboration (2014,
2015b) to construct their SZ cluster catalogues. This compatibil-
ity motivates some of the details of the algorithm and its prac-
tical implementation, such as the assumption of a generalized
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Navarro-Frenk-White (GNFW) profile (Nagai et al. 2007) to de-
scribe the squared density of the gas and the use of HEALPix
maps (Górski et al. 2005).
2.1. X-ray matched filter: Description of the algorithm
Galaxy clusters are powerful and spatially extended X-ray
sources. This X-ray emission is due to the very hot, low-density
gas of the ICM. The X-ray emission of the ICM is that of a
coronal plasma at ionization equilibrium. All emission processes
(like the Bremsstrahlung emission) result from collisions be-
tween electrons and ions (Arnaud 2005), thus the emission scales
as n2eε(Te), where ne is the electron density and Te is the temper-
ature. The observed surface brightness scales as the integral of
n2e along the line of sight multiplied by the emissivity Λ(Te, z),
which takes ε(Te), the absorption, the cluster redshift, and the
instrumental response into account.
The X-ray brightness profile of a cluster at a given energy
band can be written as
S (x) = s0T˜ xθs (x), (1)
where x indicates the 2D position on the sky (with x = 0 corre-
sponding to the center of the cluster), T˜ xθs (x) is a normalized clus-
ter spatial profile (normalized so that its central value is 1), and
s0 is the cluster central surface brightness. The notation T˜ xθs (x)
indicates that the cluster profile depends on the apparent size of
the cluster through the characteristic cluster scale θs.
Let us imagine that we have an X-ray map of a certain re-
gion of the sky in which a cluster is located at position x0, char-
acterized by a profile T˜ xθs (x) and a central surface brightness
s0. If we denote the convolution of the cluster profile with the
point spread function (PSF) of the X-ray instrument Bxray(x) by
T xθs (x) = T˜
x
θs
(x) ∗ Bxray(x), we can express this X-ray map as
M(x) = s0 jxT xθs (x − x0) + N(x), (2)
where jx is simply a conversion factor to express the map in any
desired units ( jx = 1 if the map is expressed in surface bright-
ness units), and N(x) is the noise map, which includes instru-
mental noise and astrophysical X-ray background. The nature
of the X-ray signal means that the map is affected by Poisson
noise. Consequently, each pixel of our X-ray map can be char-
acterized as a Poisson random variable with variance equal to
the expected value of counts. Let us represent the cluster signal,
in counts, by Tc(x) = aT xθs (x) + Na(x), where aT
x
θs
(x) is the ex-
pected number of counts at position x and Na(x) is the random
noise in addition to this, with zero-mean (〈Na(x)〉 = 0) and vari-
ance
〈
(Na(x))2
〉
= aT xθs (x). Then, we can rewrite Eq. 2 as
M(x) = s0 jxT xθs (x − x0) + Nsig(x) + Nbk(x), (3)
where Nsig(x) is the additional random noise in the cluster signal
that is due to Poisson fluctuations, and Nbk(x) is the background
noise. If we define u = s0 jx/a as the unit conversion factor from
counts to the units of the X-ray map, then we have that Nsig(x) =
uNa(x) is a random variable with zero-mean (
〈
Nsig(x)
〉
= 0) and
variance equal to〈
(Nsig(x))2
〉
= u2aT xθs (x). (4)
It is important to keep in mind that, in general, u = u(x) is not
constant across the map, but depends on the position. This is be-
cause the conversion from counts to surface brightness depends
on the exposure time and on the NH column density, which in
turn depend on the position. However, for small scales (a few
arcminutes), it can be approximated as constant.
If the cluster profile is known, the problem in Eqs. 2 or 3 re-
duces to estimating the amplitude s0 of a known signal from an
observed signal that is contaminated by noise. Generally speak-
ing, if we do not know the probability density function of the
noise, we cannot calculate the optimal estimator, that is, the min-
imum variance unbiased (MVU) estimator. However, we can re-
strict the estimator to be linear and then find the linear estimator
that is unbiased and has minimum variance, that is, the best lin-
ear unbiased estimator (BLUE).
We can construct a linear estimator, sˆ0, of the central bright-
ness s0 as a linear combination of the observed data,
sˆ0 =
∑
x
Ψθs (x − x0)M(x), (5)
where Ψθs can be interpreted as a filter to be applied to the X-
ray map. We note that Eq. 5 yields a scalar value if we know the
position x0 of the cluster, whereas if it is unknown, we can apply
the equation for every possible value of x0 to obtain a sˆ0-map
with the same size as the observed map.
If we restrict this linear estimator to be unbiased and to have
minimum variance, we obtain the following expression for the
filter in Fourier space (the derivation is analogous to that in
Haehnelt & Tegmark (1996); Herranz et al. (2002); Melin et al.
(2006, 2012)):
Ψθs (k) = σ
2
θs
jx
T xθs (k)
P(k)
, (6)
where
σ2θs =
 j2x ∑
k
∣∣∣T xθs (k)∣∣∣2
P(k)

−1
(7)
is, approximately, the background noise variance after filtering
(see Appendix A for derivation) and P(k) is the noise power
spectrum, given by 〈N(k)N∗(k′)〉 = P(k)δ(k − k′). Here and
in the remainder of the paper, we use k to denote the two-
dimensional spatial frequency, corresponding to x in the Fourier
space. All the variables expressed as a function of k are then
to be understood as variables in the Fourier space. The filter is
determined by the shape of the cluster X-ray signal and by the
power spectrum of the noise, hence, the name of X-ray matched
filter.
Taking the Fourier transform of Eq. 3, we have
M(k) = s0 jxT xθs (k) + Nsig(k) + Nbk(k). (8)
When we apply the matched filter given by Eq. 6, the filtered
map in Fourier space is
∑
k
Ψ∗θs (k)M(k) =s0 j
2
xσ
2
θs
∑
k
∣∣∣T xθs (k)∣∣∣2
P(k)
+ jxσ2θs
∑
k
T x∗θs (k)
P(k)
Nsig(k)
+ jxσ2θs
∑
k
T x∗θs (k)
P(k)
Nbk(k), (9)
where the first term on the right-hand side of the equation is
equal to s0 (the amplitude of the cluster profile), the third term is
the filtered background noise, whose variance is given by Eq. 7
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(approximately), and the second term is the filtered Poisson fluc-
tuations on the signal. The variance due to the Poisson fluctua-
tions on the signal, after passing through the filter, can be written
as (see derivation in Appendix A)
σ2Poisson =
us0 j3xσ
4
θs
n2
∑
k
∑
k′
T x∗θs (k)T
x
θs
(k′)
P(k)P(k′)
T xθs
(
k − k′) , (10)
where n2 is the total number of pixels in the map and the double
sum can be computed efficiently by making use of the cross-
correlation theorem, as explained in Appendix A. We note that
this variance depends on s0, the real value of the central surface
brightness. As this is not known in practice, it is necessary to
approximate it by its estimated value sˆ0.
Therefore, we can characterize our central brightness estima-
tor sˆ0 as a random variable with mean equal to the true central
brightness s0 and variance given by the sum of the variances of
the filtered background noise and the filtered Poisson fluctua-
tions on the signal. That is,
σ2sˆ0 = σ
2
θs
+ σ2Poisson, (11)
where we have assumed that the Poisson fluctuations on the sig-
nal are independent of the background noise, as expected, given
their independent origin. Considering this Poisson term in the
final variance is essential to correctly characterize the errors on
our flux estimation, and it is specially important for bright clus-
ters, where the Poisson noise is dominant over the background
noise.
As previously said, if the exact position of the cluster is un-
known (or if its accuracy is not high enough), we can apply Eq. 5
for every possible value of x0 and obtain a sˆ0-map with the same
size as the observed map. In this case, we also obtain a σPoisson-
map that represents the variance due to the Poisson fluctuations
on the signal at every position of the map (because u and sˆ0 de-
pend on the position) and a S/N map (sˆ0/σθs ) with the same size.
The cluster is then detected as a peak in this S/N map, down to
a given threshold. In this way, the proposed filter could also be
used as a blind detection tool and not only as an estimator of
the cluster properties. In this paper we focus on the performance
of the filter as an extraction tool (once we know that there is a
cluster at a given position); the assessment of its performance as
a detector is beyond the scope of this paper and will be under-
taken in future work.
It is important to remark that this X-ray matched-filter ap-
proach relies on the knowledge of the normalized cluster bright-
ness profile T xθs (x). In practice this profile is not known, therefore
we need to use a theoretical profile that represents the average
brightness profile of the clusters we wish to detect as well as
possible. Here we assume the average gas density profile from
Piffaretti et al. (2011):
ρgas ∝
(
x
xc
)−α′
×
1 + ( xxc
)2−3β
′/2+α′/2
, (12)
where xc = 0.303, α′ = 0.525, β′ = 0.768, x = θ/θ500 is the
distance to the center of the cluster in θ500 units, and the free pa-
rameter θ500 relates to the characteristic cluster scale θs through
the concentration parameter c500 (θs = θ500/c500). It can be seen
that ρ2gas can be written as a GNFW profile given by
p(x) ∝ 1
(c500x)γ
[
1 + (c500x)α
](β−γ)/α (13)
with α = 2, β = 6β′, γ = 2α′ and c500 = 1/xc. We therefore
describe the squared average density profile using Eq. 13 with
the parameters[
α, β, γ, c500
]
= [2.0, 4.608, 1.05, 1/0.303] . (14)
This expression is convenient to facilitate compatibility with the
classical SZ MMF, which uses a GNFW model to describe the
cluster profile (see Sect. 3). As previously said, the observed in-
tensity at a given energy in an X-ray map depends on n2e and
Λ(Te, z). In the soft X-ray band (below 2 keV), the emissivity
Λ(Te, z) is approximately independent of the temperature, so the
X-ray emission is approximately proportional to the square of
the gas density ρ2gas. Thus, the cluster profile T˜
x
θs
(x) can be ob-
tained by numerically integrating the cluster 3D squared-density
profile (Eq. 13) along the line of sight.
Finally, to take the effect of beam smoothing affecting the
observed signal into account, the cluster profile T˜ xθs (x) has to be
convolved by the PSF of the instrument, namely Bxray(x). Here
we used the X-ray maps of the ROSAT All-Sky Survey, whose
PSF is not Gaussian (see Boese 2000; Böhringer et al. 2013).
In absence of an analytical expression for the RASS PSF, we
have estimated it numerically by stacking observations of X-ray
point sources. In particular, we stacked all the point sources in
the Bright Source Catalogue (Voges et al. 1999) with Galactic
latitude |l| > 30◦ and computed the azimuthal average of the
stack.
On the other hand, the noise power spectrum P(k) can be
estimated in practice from the X-ray image itself, after masking
and inpainting the cluster region.
2.2. Performance evaluation: Simulation results
2.2.1. Description of the simulations
To assess the performance of the proposed X-ray matched fil-
ter, we carried out an experiment in which we injected simulated
clusters into real X-ray maps and extracted them using the pro-
posed filter, assuming their positions and their sizes are known.
The objective of this experiment was to check whether the flux
estimated with the matched filter and its associated error bar are
consistent with the flux of the injected clusters because a correct
photometry at this point will be important for the joint X-ray-SZ
algorithm, which relies on the FX/Y500 relation (i.e., the ratio
between the X-ray flux of the cluster within R500 in the [0.1-2.4]
KeV band and the SZ flux of the cluster within R500). The injec-
tion into real maps provides a very realistic environment, with
real background contributions and perfectly known cluster char-
acteristics against which to compare the results.
We simulated the clusters as follows. Given the redshift z, the
mass M500, and the luminosity L500 of a cluster, we first created
a map containing the cluster profile corresponding to the size
θ500 of the cluster (calculated from z and M500). This was done
by integrating the average profile defined by Eq. 13 with the pa-
rameters given in Eq. 14. Then we normalized this map so that
its total flux coincided with the flux of the cluster within 5R500
(we assumed that the total flux of the cluster is contained within
this radius and calculated it by extrapolating L500 up to 5R500 us-
ing the shape of the cluster profile) and convolved this map with
the instrument beam. Finally, to obtain a simulated image of the
cluster that reproduces the observational noise, we added Pois-
son fluctuations according to the local photon flux. To this end,
we converted the flux at each pixel into counts by using the NH
value and the exposure time corresponding to the position where
the simulated cluster was going to be injected.
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(a) (b)
(c) (d)
(e) (f)
Fig. 1. Photometry results of the extraction of simulated MCXC clusters (as described in Sect. 2.2.1) using the proposed X-ray matched filter and
assuming the position and size of the clusters are known. Top left panel: Extracted versus injected L500. Individual measurements are shown as
black dots. The solid blue line shows the line of zero intercept and unity slope and the dashed magenta line the best linear fit to the data. Top right
panel: Histogram of the difference between the extracted and the injected L500, divided by the estimated σsˆ0 (scaled to L500 units). The central
vertical line shows the median value; the other two vertical lines indicate the region inside which 68% of the clusters are located. Middle and
bottom panels: Difference between the extracted and the injected L500, divided by the estimated σsˆ0 , as a function of (c) the redshift, (d) the size,
(e) the flux, and (f) the S/N of each cluster (S/N is defined here as the injected signal divided by the theoretical σsˆ0 ). Individual measurements are
shown as black dots. The red filled circles represent the corresponding averaged values in different bins, calculated as described in the text (Sect.
2.2.2). The error bars represent the standard deviation of the values in the bin. Article number, page 5 of 28
A&A proofs: manuscript no. Tarrio-final
(a) (b)
(c) (d)
(e) (f)
Fig. 2. Photometry results of the extraction of the real MCXC clusters using the proposed X-ray matched filter and assuming the position and size
of the clusters are known. The six panels are analogous to those in Fig. 1, but comparing the extracted L500 with the published L500. Individual
measurements in panels a, c, d, e, and f are shown as black and blue dots: the black dots correspond to clusters originally detected in RASS, the
blue dots to serendipitous clusters. Panel b shows three histograms that correspond to the RASS clusters (black), the serendipitous clusters (blue),
and the complete MCXC sample (red).
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These simulated maps were then added to real X-ray patches
centered on random positions of the sky, corresponding to the
positions of the simulated clusters. These X-ray patches were
constructed in two steps. First, we created an all-sky HEALPix
map (Górski et al. 2005) using all the fields of the ROSAT all-
sky survey, as described in Appendix B. Second, we projected
this HEALPix map onto small 10◦ × 10◦ flat patches centered on
the cluster position. This way of creating the X-ray patches is,
of course, not the only alternative, but we chose it to guarantee
compatibility with the SZ MMF that we have used, so that it will
be useful for the joint X-ray-SZ algorithm.
In particular, we injected 1743 clusters at random positions
of the sky, with characteristics (z, M500, and L500) taken from
the 1743 clusters in the MCXC catalogue (Piffaretti et al. 2011).
Then, we applied the X-ray matched filter described in Sect. 2.1
at each cluster position, fixing the cluster size to the true value.
We chose to simulate this sample because it is an X-ray selected
sample, and thus it is appropriate for evaluating the performance
of our X-ray filter.
2.2.2. Results of the simulations
Figure 1 shows the extraction results for the experiment de-
scribed above. Figure 1a shows the extracted value of L500 for
each cluster as a function of the injected value. We used the red-
shift in the catalogue to convert from flux to L500. The black
dots show the individual measurements, and the red filled cir-
cles represent the corresponding averaged values in several lu-
minosity bins. These bin-averaged values were calculated as∑
(yi/σ2i )/
∑
(1/σ2i ), where yi is the estimated flux of cluster i
scaled to L500 units and σi is the estimated σsˆ0 (also scaled to
L500 units) for cluster i. The position of these bin-averaged val-
ues in the x-axis was calculated by averaging the injected flux of
the clusters in the bin with the same weights that were used to av-
erage the extracted flux. The extracted flux follows the injected
flux very well, with some dispersion. The best linear fit to these
data is given by y = 0.978(±0.005)x + 1.2(±2.7) · 10−4, which is
very close to the unity-slope line, as shown in the figure.
Figure 1b shows the histogram of the difference between the
extracted and the injected value, divided by the estimated stan-
dard deviation σsˆ0 . Some of the properties of this histogram are
summarized in Table 1. In this histogram there is no bias, and
the estimated error bars describe the dispersion on the results
well (as 68% of the extractions fall in an interval that is close
to ±1σsˆ0 ). The small asymmetry is produced by the fact that we
are approximating s0 in Eq. 10 by its estimated value sˆ0, which
yields larger error bars for the clusters with overestimated flux
and smaller error bars for the clusters with underestimated flux.
Figures 1c to 1f show the difference between the extracted
and the injected value, divided by the estimated standard devia-
tion σsˆ0 as a function of the redshift, the size, the flux, and the
S/N of each cluster. The extraction behaves correctly for all the
values of these parameters, and they do not introduce any sys-
tematic error or bias in the results.
2.3. Performance evaluation: Extraction of real clusters
Given that the X-ray matched filter performs well when applied
to simulated clusters, the next step is to check its performance on
real clusters. This section presents the results of the extraction of
known clusters from real X-ray data, assuming that we know
their position and size. The objective is to check whether the
Fig. 3. Percentage of MCXC clusters whose extracted S/N, using the
proposed X-ray matched filter and assuming the position and size of the
clusters are known, is above a given S/N threshold. Red corresponds to
the complete MCXC sample, while black and blue correspond to the
RASS and serendipitous subsamples, respectively. S/N is defined here
as the estimated signal sˆ0 divided by the estimated background noise
σθs .
photometry is still correct for real clusters, and also to quantify
the detection probability in this case.
2.3.1. Extraction of MCXC clusters
We started the analysis with the 1743 clusters of the MCXC
sample (Piffaretti et al. 2011). We extracted these clusters on
10◦ × 10◦ patches centered on the cluster position, following
the same procedure as in the previous section. Figures 2 and
3 show the extraction results for this experiment, where we di-
vided the MCXC sample into two subsamples: clusters that were
originally detected in RASS and clusters detected in ROSAT
serendipitous (deeper) observations.
Figure 2a shows the extracted value of L500 for each cluster
as a function of the published value. As in the simulations, we
used the redshift in the catalogue to convert from flux to L500.
The extracted flux follows the published flux quite well, but the
dispersion is larger than in the simulations (Fig. 1a). The best lin-
ear fit to these data is given by y = 0.913(±0.004)x−3.76(±0.29)·
10−3.
Figure 2b shows the histogram of the difference between the
extracted and the published value, divided by the estimated stan-
dard deviation σsˆ0 . Some of the properties of this histogram are
summarized in Table 1. In this histogram we show again that
there is no bias for the complete sample, but this time the es-
timated error bars do not describe the dispersion of the results
(as the 68% of the extractions fall in an interval that is almost
±2σsˆ0 ). It is reasonable to assume that this additional dispersion
comes from the difference between the profile used for extraction
and the real profile of each particular cluster (see Sect. 2.3.2). We
also need to take into account that the published flux has some
uncertainties It is difficult to characterize how these affect the
dispersion in our histogram because some of the clusters were
observed in RASS, that is, using the same data as we used, and
others were serendipitous (deeper) observations, for which the
published flux is expected to have a lower uncertainty.
Figures 2c to 2f show the difference between the extracted
and the published value, divided by the estimated standard devi-
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Fig. 4. Photometry results of the extraction of the ESZ-XMM clusters using the proposed X-ray matched filter with the average cluster profile
and assuming the position and size of the clusters are known. Top left panel: Extracted versus published L500. The error bars correspond to the
estimated σsˆ0 (scaled to L500 units). Top right panel: Histogram of the difference between the extracted and the published L500, divided by the
estimated σsˆ0 . The central vertical line shows the median value, whereas the other two vertical lines indicate the region inside which 68% of the
clusters lie. Bottom panels: Difference between the extracted and the published L500, divided by the estimated σsˆ0 as a function of (c) the scaled
central density of the cluster (at 0.01R500), which is an indicator of the shape of the cluster profile, and (d) the size θ500 of the cluster.
ation σsˆ0 as a function of the redshift, the size, the flux, and the
S/N of each cluster. The extraction behaves correctly for almost
all the values of these parameters (except for clusters with a very
large apparent size, usually very nearby in redshift, which are
not the main objects of our interest), and no systematic error is
introduced in our region of interest (more distant clusters).
Figure 3 shows the percentage of clusters whose extracted
S/N is above a given S/N threshold, which is an indicator of the
detection probability of our method. We defined this S/N thresh-
old in terms of the estimated signal sˆ0 divided by the estimated
background noise σθs (and not by the estimated total noise σsˆ0 ),
as done in the classical SZ MMF. For the clusters that were orig-
inally detected with RASS observations (the same as we used
here), our method finds 95% of them above a S/N threshold of 2,
90% above a S/N threshold of 3, and 84% above a S/N thresh-
old of 4. We recall that the proposed method was designed to be
compatible with the MMF used for SZ cluster detection, mean-
ing that it is not specifically optimized for the detection of X-
ray clusters. Nevertheless, its performance in this sense is sat-
isfactory. Obviously, our method is not able to detect many of
the serendipitous clusters because they were originally detected
using deeper observations, but still, some of them are detected:
31%, 20%, and 13% above S/N thresholds of 2, 3, and 4, respec-
tively.
2.3.2. Effect of profile mismatch
As we mentioned above, the additional dispersion we found in
the extraction of real clusters may come from the mismatch be-
tween the cluster profile and the profile used for the extraction.
Since we do not know the real profiles of all the MCXC clus-
ters, we checked the effect of the profile mismatch with the ESZ-
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Fig. 5. Photometry results of the extraction of the ESZ-XMM clusters using the proposed X-ray matched filter with the individual cluster profiles
and assuming the position and size of the clusters are known. The four panels are analogous to those in Fig. 4. The top right panel includes in this
case two histograms, one corresponding to the whole ESZ-XMM sample (black) and another corresponding to the ESZ-XMM-A subsample (red),
which includes the clusters well within the XMM-Newton field of view.
XMM sample (Planck Collaboration 2011c), a well-studied clus-
ter sample composed of 62 clusters detected at high S/N in the
first Planck data set and present in XMM-Newton archival data.
We chose this sample because its good quality data allows accu-
rately computing the individual cluster profiles.
These 62 clusters were extracted from 10◦×10◦ patches cen-
tered at the cluster positions. We repeated the extraction of these
clusters twice. First, we performed the extraction using the aver-
age profile defined by Eq. 13 with parameters given in Eq. 14, as
previously. Second, we also performed the extraction using the
individual profile of each cluster, which was obtained by fitting
an AB model (Eq. 12) to the density profile data used to de-
rive the pressure profiles presented by the Planck Collaboration
(2013), obtained from XMM-Newton observations.
Figure 4 shows the results of extracting the 62 ESZ-XMM
clusters using the average profile, and Fig. 5 shows the results
using the individual profile of each cluster. Figures 4a and 5a
show that the extracted flux is consistent with the published flux,
as there is no bias (see also Figs. 4b and 5b). The dispersion in
Fig. 4b shows the same behaviour as for the MCXC clusters (Fig.
2b): when the average profile is used, the estimated error bars
are not enough to describe the dispersion of the results (68%
of the extractions fall in the interval ±2σsˆ0 ). Figure 4c shows
that in this case the extracted flux value depends on the shape
of the "real" profile of the cluster: if the cluster is very peaked,
we tend to overestimate the flux, whereas if the cluster has a flat
profile, we tend to underestimate its flux. This effect is especially
strong in clusters with larger apparent size θ500, as shown in Fig.
4d. However, when individual profiles, which are better matched
to the "real" profiles of the cluster, are used, this dependency
disappears, as shown in Figs. 5c and 5d. The dispersion of the
results when we used the individual profiles for the extraction
(Fig. 5b) is smaller than when we used the average profile, but
it is not completely well characterized by the estimated standard
deviation. However, if we focus on subsample ESZ-XMM-A,
which includes the clusters with θ500 < 12 arcmin (well within
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Table 1. Main properties of the histograms in Figs. 1b, 2b, and 6, corre-
sponding to the extraction of clusters using the proposed X-ray matched
filter. The first column corresponds to the histogram of the extraction re-
sults for the simulated MCXC clusters (Fig. 1b). The second and third
columns correspond to the histograms of the extraction results for the
real MCXC clusters, before (Fig. 2b) and after (Fig. 6) correction for
the profile mismatch effect.
Fig. 1b Fig. 2b Fig. 6
Median -0.032 -0.042 -0.023
Mean -0.086 +0.018 -0.071
Skewness -1.799 +2.744 -0.759
Kurtosis +18.280 +61.560 +9.325
Standard deviation 1.020 3.539 1.422
68% lower limit -0.946 -1.791 -1.090
68% upper limit +0.839 +1.684 +0.976
the XMM-Newton field of view), the result is much better. We
therefore conclude that the additional dispersion when we use
the average profile for extraction comes mainly from the profile
mismatch.
Since the profile mismatch produces an additional scatter in
the estimated flux, it will also produce an additional scatter in the
estimated S/N of the clusters. The average S/N, and consequently
the global detection probability, will not be affected, but clusters
with a peaked profile will be more easily detected than clusters
with a flat profile, as in standard detection techniques.
2.4. Practical form of the algorithm
In practice, we do not know the exact profile of the clusters we
will detect, so in any case we need to use the average profile.
If we assume that the additional dispersion we will have in this
case is due to the profile mismatch, we could correct for it us-
ing a simple expression depending only on the apparent size of
the cluster. Thus, we propose to correct the estimated standard
deviation σsˆ0 , given in Eq. 11, in the following way:
σ2corr = σ
2
sˆ0 ·
(
1 + 0.1
θ500
1arcmin
)2
. (15)
The correction factor was obtained by calculating for the MCXC
clusters in several θ500 bins the standard deviation of the differ-
ence between the extracted and the published value, divided by
the estimated σsˆ0 , and checking that it increased roughly linearly
with θ500 and tended to 1 when θ500 → 0. It is important to re-
mark that this correction factor is not universal: it depends on the
beam, on the cluster sample we are working with (meaning that
it depends on the selection function), and on the evolution of the
sample. However, this correction is stronger in the regime we are
not interested in (clusters with large apparent sizes, hence at low
redshift), therefore we consider it as a good approximation for
our purposes.
When we apply this empirical correction to the estimated σsˆ0
in the MCXC cluster sample, we obtain the histogram in Fig. 6
(see main properties summarized in Table 1), which again shows
that there is no bias and that the corrected error bars now describe
the dispersion on the results well (as the 68% of the extractions
fall in the interval ±1σ).
3. Matched multifilter (MMF) for SZ cluster detection
The matched multifilter (MMF) is a well-studied approach that
was developed for SZ detection within the Planck mission
Fig. 6. Histogram of the difference between the extracted and the pub-
lished L500, divided by the standard deviation after correcting for the
effect of the profile mismatch (σcorr, scaled to L500 units) for the MCXC
clusters extracted with the proposed X-ray matched filter using the aver-
age profile and assuming the position and size of the clusters are known.
Red corresponds to the complete MCXC sample, while black and blue
correspond to the RASS and serendipitous subsamples, respectively.
For each color, the central vertical line shows the median value, whereas
the other two vertical lines indicate the region inside which 68% of the
clusters lie.
(Planck Collaboration 2011a). It has also been used to detect
clusters in other SZ surveys, such as the South Pole Telescope
(SPT) survey (Bleem et al. 2015) and the Atacama Cosmology
Telescope (ACT) survey (Hasselfield et al. 2013). In this section
we recall how it works, since its formulation is used for the joint
X-ray-SZ extraction technique.
When CMB photons pass through a galaxy cluster, they can
interact with the high-energy electrons in the ICM, gaining en-
ergy in the process. This effect, known as thermal Sunyaev-
Zel’dovich (SZ) effect, produces a small distortion in the CMB
spectrum, which can be observed as a temperature change rela-
tive to the mean CMB temperature TCMB (Sunyaev & Zeldovich
1970, 1972). The frequency dependency of this spectral distor-
tion is universal in the non-relativistic limit, while its amplitude,
given by the Compton y parameter (proportional to the integral
of the gas pressure along the line of sight), depends on the cluster
and its spatial profile (Carlstrom et al. 2002; Birkinshaw 1999).
The brightness profile of a cluster as a function of the obser-
vation frequency ν can be written as
∆T
TCMB
(x, ν) = y(x) j(ν) = y0T˜θs (x) j(ν), (16)
where j(ν) is the universal dependency on frequency of the SZ
signal and y(x) is the Compton y parameter at position x, which
can be decomposed into y0, the cluster central y-value, multiplied
by T˜θs (x), a normalized cluster spatial profile (normalized so that
its central value is 1).
Let us imagine that we have carried out an SZ survey cov-
ering a certain region of the sky at Nν observation frequencies
νi (i = 1, ...,Nν), producing Nν survey maps, and let us denote
the instrument beam at observation frequency νi by Bνi (x). Let
us further assume there is a cluster in the observed region, at
a position x0, characterized by a profile T˜θs (x) and a central y-
value y0. The set of survey maps will contain the SZ signal of
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the cluster plus noise and can be expressed in matrix form as
M(x) = y0Fθs (x − x0) + N(x), (17)
where M(x) is a column vector whose ith component is the
map at observation frequency νi: M(x) = [M1(x), ...,MNν (x)]T,
Fθs (x) is a column vector whose ith component is given by
Fi(x) = j(νi)Ti(x), where j(νi) is the SZ spectral function at fre-
quency νi and Ti(x) is the normalized cluster profile convolved
with the instrument beam at frequency νi (Ti(x) = T˜θs (x)∗Bνi (x)),
and N(x) is a column vector whose ith component is the noise
map at observation frequency νi: N(x) = [N1(x), ...,NNν (x)]T. In
this context, noise means anything that is not the SZ signal, that
is, instrumental noise and astrophysical foregrounds, such as ex-
tragalactic point sources, diffuse Galactic emission, and the pri-
mary CMB anisotropy.
There is a clear analogy between the SZ maps defined in Eq.
17 and the X-ray map defined in Eq. 2. Again, if the cluster pro-
file is known, the problem reduces to estimating the amplitude
y0 of a known signal from an observed signal contaminated by
noise. Therefore, a linear estimator, yˆ0, of y0 can be constructed
as a linear combination of the observed data (the Nν observed
maps in this case):
yˆ0 =
∑
x
ΨTθs (x − x0)M(x), (18)
where the Nν × 1 column vector Ψθs can be interpreted as a filter
whose ith component will filter the map at observation frequency
νi. As in the X-ray case, when we restrict this linear estimator
to be unbiased and to have minimum variance, we obtain the
following expression for the filter in Fourier space (Haehnelt &
Tegmark 1996; Herranz et al. 2002; Melin et al. 2006, 2012):
Ψθs (k) = σ
2
θs
P−1(k)Fθs (k), (19)
where
σ2θs =
∑
k
FTθs (k)P
−1(k)Fθs (k)
−1 (20)
is the total noise variance after filtering and P(k) is the noise
power spectrum, a Nν × Nν matrix whose i j component is given
by
〈
Ni(k)N∗j (k
′)
〉
= Pi j(k)δ(k − k′).
As in the X-ray case, this approach relies on the knowledge
of the cluster brightness profile T˜θs (x), which is not known in
practice. Therefore, we again need to use a theoretical profile
that represents as well as possible the average brightness profile
of the clusters we wish to detect. Melin et al. (2006) used a pro-
jected spherical β-profile with β = 2/3 to describe T˜θs (x) as a
function of the characteristic scale radius θs. The Planck Collab-
oration (2014) assumed that the 3D pressure profile of the cluster
followed the GNFW profile of Arnaud et al. (2010), given by Eq.
13 with the parameters[
α, β, γ, c500
]
= [1.0510, 5.4905, 0.3081, 1.177] . (21)
The cluster profile T˜θs (x) can be then obtained by numerically
integrating the cluster 3D pressure profile in Eq. 13 along the
line of sight. We will also adopt this model for the SZ cluster
profile.
Finally, as in the X-ray case, we need to convolve this cluster
profile by the instrument beams Bνi (x). We used the six highest
frequency Planck maps, from 100 to 857 GHz, and assumed that
the PSF of the instrument is Gaussian, with FWHM between
9.66 and 4.22 arcmin, depending on the frequency, as shown in
Table 6 of Planck Collaboration (2015a).
4. Joint extraction of galaxy clusters on X-ray and
SZ maps
In this section, the proposed joint X-ray-SZ extraction algorithm
is described and evaluated.
4.1. Description of the algorithm
The main idea of our joint extraction algorithm is to consider the
X-ray map as an additional SZ map at a given frequency and to
introduce it, together with the other SZ maps, into the classical
SZ-MMF described in Sect. 3. To do so, we need to convert our
X-ray map into an equivalent SZ map at a reference frequency
νref , leveraging the expected FX/Y500 relation. The details of this
conversion are described in Appendix B.
Once the X-ray map is expressed in the same units as the
SZ maps (we used ∆T/TCMB units), the MMF described in Sect.
3 can be applied almost directly to the complete set of maps
(the original Nν SZ maps obtained at observation frequencies
ν1, ..., νNν and an additional SZ map at the reference frequency
νref , obtained from the X-ray map). If there is a cluster in the
observed region at position x0, characterized by an SZ profile
T˜θs (x), a central y-value y0, and an X-ray profile T˜ xθs (x), taking
the conversion from the original X-ray map to its equivalent SZ
map into account, this set of maps can be expressed in matrix
form using Eq. 17 again, where M(x), Fθs (x) and N(x) are now
column vectors with Nν + 1 components, defined as
M(x) = [M1(x), ...,MNν (x),Mref(x)]
T, (22)
Fθs (x) = [ j(ν1)T1(x), ..., j(νNν )TNν (x),C j(νref)T˜
x
θs
(x)]T, (23)
N(x) = [N1(x), ...,NNν (x),Nref(x)]
T, (24)
where Ti(x) = T˜θs (x) ∗ Bνi (x), T xθs (x) = T˜ xθs (x) ∗ Bxray(x) and the
constant C is the ratio of the integrated fluxes of the normalized
SZ and X-ray 3D profiles up to R500, that is,
C =
∫
x<1
pSZ(x)dx∫
x<1
pX(x)dx
. (25)
The subindex ’ref’ denotes the component corresponding to the
additional map. Therefore, Nref(x) contains two types of noise:
the background noise and the random noise in addition to the
cluster signal that is due to Poisson fluctuations, as described in
Sect. 2 (Nref(x) = Nsig(x) + Nbk(x)).
Again, if the cluster profile is known, the problem reduces
to estimating the amplitude y0 of a known signal from an ob-
served signal contaminated by noise and, as before, its best lin-
ear unbiased estimator yˆ0 is given by Eqs. 18-20, where the new
(Nν+1)×1 column vectorΨθs can be interpreted as a filter whose
ith component will filter the map at observation frequency νi, σ2θs
is, approximately, the background noise variance after filtering,
Fθs is defined in Eq. 23 and P(k) is the noise power spectrum,
a (Nν + 1) × (Nν + 1) matrix whose i j component is given by〈
Ni(k)N∗j (k
′)
〉
= Pi j(k)δ(k − k′). Considering that the noise in
the X-ray map and the SZ maps is uncorrelated, we can write the
noise power spectrum as
P(k) =
[
PSZ(k) 0Nν×1
01×Nν PX(k)
]
, (26)
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where PSZ(k) is the noise power spectrum of the SZ maps, de-
fined in Sect. 3, PX(k) is the noise power spectrum of the X-ray
map, defined in Sect. 2, and 0n×m denotes a vector with n rows
and m columns whose elements are all equal to 0.
As in the X-ray case, the filtered map is composed of three
terms: the amplitude of the cluster profile y0, plus the filtered
background noise and the filtered Poisson fluctuations on the X-
ray signal. The variance of the filtered background noise is given
(approximately) by Eq. 20 and the variance due to the Poisson
fluctuations on the signal, after passing through the filter, can be
written as
σ2JPoisson =
uy0C3 j3(νref)σ4θs
n2
∑
k
∑
k′
T x
∗
θs
(k)T xθs (k
′)
PX(k)PX(k′)
T xθs
(
k − k′) ,
(27)
where n2 is the total number of pixels in the map, u is the unit
conversion factor from counts to the units of the SZ-equivalent
X-ray map (∆T/TCMB units in this case), and the double sum can
be computed efficiently by making use of the cross-correlation
theorem, as explained in Appendix A. The derivation of this
expression is completely analogous to that of the X-ray case
included in Appendix A, assuming uncorrelated X-ray and SZ
noise. We note that this variance depends on y0, the real value of
the central y-value. As this is not known in practice, it is neces-
sary to approximate it by its estimated value yˆ0.
Therefore, we can characterize our central y-value estimator
yˆ0 as a random variable with mean equal to the true central y-
value y0 and variance given by the sum of the variances of the
filtered background noise and the filtered Poisson fluctuations on
the signal. That is,
σ2yˆ0 = σ
2
θs
+ σ2JPoisson, (28)
where we have assumed that the Poisson fluctuations on the sig-
nal are independent of the background noise.
As in the previous cases, the cluster profile is not known, so
we will need to approximate it by the theoretical profile that best
represents the clusters we wish to detect. In this case, we again
assumed the GNFW profile given by Eq. 13, with parameters
given by Eqs. 21 and 14 for the components corresponding to
the original SZ maps and the additional X-ray map, respectively.
The cluster profile is then obtained by numerically integrating
these GNFW profiles along the line of sight. Finally, as in the
previous cases, we need to convolve this cluster profile by the
instrument beams, for which we used the beams defined in Sects.
2 and 3.
4.2. Performance evaluation: Gain with respect to
single-survey extractions
The goal of our joint matched filter is to improve the cluster de-
tection rate with respect to the classical SZ MMF approach. Our
technique gives a priori a higher S/N than the SZ MMF alone
due to the inclusion of the additional map, so it may improve the
detectability of galaxy clusters. Clearly, the false-detection rate
should also be kept at a low value for a good detector perfor-
mance. This latter point is beyond the scope of the present work,
but we will explore it in a future work. It can be proven that the
filtered background noise in the proposed algorithm is related to
the filtered background noise of the SZ and the X-ray maps by
the following relation:
σ−2JOINT = σ
−2
SZ + σ
−2
Xray, (29)
where σJOINT is given by Eq. 20 (with Fθs and P defined in Eqs.
23 and 26), and σSZ and σXray are calculated in an analogous
way, but just using the Nν SZ components of Fθs and PSZ in the
first case, and the X-ray component of Fθs and PX in the second
case. According to the previous relation, if the signal is perfectly
estimated, there is always a gain in S/N with respect to using a
single-map extraction (S/N2JOINT = S/N
2
SZ + S/N
2
Xray). In prac-
tice, however, we may not always see this gain in S/N because
of estimation errors.
In this section we compare the performance of the proposed
joint matched filter to that of the classical SZ MMF and the pro-
posed X-ray matched filter in terms of gain in the S/N of the
extracted objects, or equivalently, in terms of detection proba-
bility (note that when we define a cluster to be detected when
its S/N is above a given threshold, the S/N gain will translate
into a higher detection rate). This comparison is made both with
simulated and real clusters.
4.2.1. Description of the simulations
For this comparison, we first carried out a series of experiments
in which we injected simulated clusters into real SZ and X-ray
maps and extracted them using the three considered methods:
the classical SZ MMF described in Sect. 3, the proposed X-ray
matched filter, and the proposed joint matched filter. In the three
cases, we assumed that the positions and sizes of the clusters are
known, and in the joint MMF case, we further assumed that their
redshifts are known. For the injections, we used the six highest
frequency Planck all-sky maps and the X-ray all-sky HEALPix
map that we constructed from RASS data (see Appendix B).
Given the redshift z, the mass M500, the luminosity L500 and
the SZ flux Y500 of each cluster, the clusters to inject into the X-
ray maps were simulated as explained in Sect. 2.2. The simula-
tion of the corresponding SZ clusters was done similarly: we first
created a map containing the SZ cluster profile corresponding to
the size θ500 of the cluster (calculated from z and M500). This was
done by integrating the average profile defined by Eq. 13 with the
parameters given in Eq. 21. Then we normalized this map so that
its total SZ flux coincided with the SZ flux of the cluster within
5R500. This total SZ flux was calculated by extrapolating Y500 up
to 5R500 using the shape of the cluster profile. Finally, we con-
volved this map with the six different Planck beams and applied
the SZ spectral function for the corresponding Planck frequen-
cies to obtain a set of Nν = 6 images of the simulated cluster.
These simulated maps were then added to real 10◦ × 10◦ patches
centered on the (random) positions of the simulated clusters.
We divided the redshift-mass plane into 32 bins (four mass
bins: 2-4, 4-6, 6-8, and 8-10 ·1014M and eight redshift bins:
0.1-0.3, 0.3-0.5, 0.5-0.6, 0.6-0.7, 0.7-0.8, 0.8-0.9, 0.9-1.0, and
1.0-1.1), and for each bin, we injected 1000 clusters at random
positions of the sky, with z and M500 uniformly distributed in
the bin. L500 was calculated from the L-M relation in Arnaud
et al. (2010); Planck Collaboration (2011c), including the scatter
σlogL = 0.183, and Y500 was calculated from the nominal value
of L500 (from L-M relation without scatter), assuming a given
L500 − Y500 relation. For these simulations we assumed the rela-
tion found by the Planck Collaboration (2012):
FX
[
erg s−1 cm−2
]
Y500
[
arcmin2
] = 4.95 · 10−9 · E(z)5/3(1 + z)−4K(z). (30)
The K-correction was obtained by interpolating in Table 2,
which was calculated using a mekal model for a reference tem-
perature of Tref = 7 keV (corresponding approximately to the
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Table 2. K-correction for Tref = 7 keV.
z 0.01 0.02 0.05 0.10 0.15 0.20 0.3 0.4 0.5 0.6 0.7 0.8
K(z) 1.006 1.011 1.028 1.056 1.081 1.106 1.153 1.198 1.238 1.276 1.311 1.344
(b)
Fig. 7. Top panels: S/N of the clusters extracted with the proposed X-ray matched filter (left panel), the classical SZ MMF (middle panel), and the
proposed X-ray-SZ MMF (right panel), averaged in different mass and redshift bins. White lines indicate smoothed isocontours corresponding to
a S/N of 3, 4, and 5. White bins indicate a S/N greater than 20. Bottom panels: Average difference between the S/N obtained with the proposed
X-ray-SZ MMF and the S/N obtained with SZ MMF (left panel) and the X-ray MF (right panel). White lines indicate smoothed isocontours
corresponding to a difference in S/N of 1, 2, and 3. White bins indicate a difference in S/N greater than 10.
median of the clusters above z = 0.3). Since we did not include
scatter in the Y-M relation (because it is much smaller than the
L-M scatter), the σlogL = 0.183 scatter translates directly into a
FX/Y500 scatter. Then we applied the three extraction methods
at each cluster position. For the X-ray-SZ matched filter, we as-
sumed the same FX/Y500 relation used in the injection (Eq. 30),
with the real redshift of the clusters, to convert the X-ray map
into an equivalent SZ map.
4.2.2. Results of the simulations
Figure 7 shows the average S/N of the injected clusters using the
three different methods and the gain in S/N of the joint MMF
with respect to the single-survey methods. For this computation,
we excluded the clusters injected in the Galactic region, where
the foreground emission is very high, using the cosmology mask
defined by the Planck Collaboration (2015b). We first note in this
figure the different performance that we achieve using the X-ray
information from RASS and the SZ information from Planck.
While the dependence on redshift and mass is quite steep for the
X-ray case, for the SZ case it becomes flatter at high redshift
(because the SZ signal is insensitive to the (1 + z)4 dimming),
which makes high-redshift clusters easier to detect using the SZ
information. For this particular configuration, for example, the
S/N=5 and S/N=3 isocontours of these two cases cross at z = 0.5
and z = 0.6, respectively, meaning that below this redshift the X-
ray information provided by the RASS survey is more significant
than the one provided by the Planck survey, while for higher red-
shift SZ maps become more helpful. This figure also shows that
adding the X-ray information to the SZ maps improves the S/N
over the whole range of redshifts and masses, although the gain
with respect to using only the SZ information decreases with in-
creasing redshift and with decreasing mass, as expected, since
the amount of information brought by the X-ray map diminishes
in these cases. For example, the typical S/N for a cluster with
M500 = 5 · 1014M and z = 0.5 is around 5.4 for the X-ray MF,
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(a)
(b)
Fig. 8. Estimated completeness of the proposed X-ray matched filter (left panels), the classical SZ MMF (middle panels) and the proposed X-ray-
SZ MMF (right panels) for a S/N threshold of 3.0 (top panels) and 4.5 (bottom panels), in different redshift-mass bins.
(a) (b)
Fig. 9. Estimated completeness of the proposed X-ray matched filter (dashed lines), the classical SZ MMF (dotted lines), and the proposed X-
ray-SZ MMF (solid lines) as a function of redshift for a S/N threshold of 3.0 (left panel) and 4.5 (right panel). The different colors correspond to
different mass bins, as indicated in the legend.
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Fig. 10. MCXC and PSZ2 cluster samples in the mass-redshift plane.
The MCXC sample is divided into RASS and serendipitous subsamples.
around 5.2 for the SZ MMF, and around 7.5 for the X-ray-SZ
MMF, while the same cluster at z = 1.0 will typically have a S/N
around 2.8 for the X-ray MF, around 4.4 for the SZ MMF, and
around 5.2 for the X-ray-SZ MMF.
Figures 8 and 9 show the percentage of clusters found above
S/N=4.5 and S/N=3.0 in different mass and redshift bins, that
is, the estimated completeness, for the three different methods.
These figures show that adding the X-ray information improves
the detection rate over the whole range of redshifts and masses,
although the gain with respect to using only the SZ information
decreases with redshift, as expected. From the 20%, 50%, and
80% completeness levels overplotted in Fig. 8, the advantage of
using the joint algorithm is clearly visible because the detection
limit is pushed towards higher redshift and lower mass clusters.
We checked that the SZ results are compatible with the theo-
retical expectations using the ERF error function approximation
(Planck Collaboration 2014) and with the results presented by
the Planck Collaboration (2015b). We reach a 100% detection
rate for the highest mass bin with the SZ and the joint MMF.
Interestingly, a low, but non-zero, fraction of the low-mass and
high-redshift clusters can also be detected. We checked that these
are real clusters and not only noise peaks or other objects in the
maps because the extraction at the same positions but without the
injected clusters provides only one false detection in the last bin
(0.1%) with the SZ MMF and no false detection with the other
two methods.
4.2.3. Extraction of real clusters
The analysis presented above illustrates the advantage of using
the proposed X-ray-SZ MMF on simulated clusters. However,
the simulations are based on some assumptions that may not hold
in the real world, for example, an ideal cluster profile or a per-
fectly known FX/Y500 relation. To check whether the expected
behavior is maintained in a more realistic scenario, we carried
out another set of experiments in which we extracted known real
clusters, using the three methods. In particular, we extracted the
1743 clusters of the MCXC sample (Piffaretti et al. 2011), for
which we already presented the X-ray extraction results in Sect.
2.3, and the 926 confirmed clusters with redshift estimates of
the second Planck SZ (PSZ2) catalogue (Planck Collaboration
2015b) that were detected with the MMF3 method, which we
(a)
(b)
Fig. 11. Percentage of MCXC (top panel) and PSZ2 (bottom panel)
clusters extracted with the proposed X-ray matched filter (green), the
classical SZ MMF (red), and the proposed X-ray-SZ MMF (blue) whose
S/N is above a certain S/N threshold. In the top panel, the complete
MCXC sample (solid lines) is divided into RASS (dotted lines) and
serendipitous clusters (dashed lines).
used as basis of our algorithm (described in Sect. 3). Figure 10
shows these clusters in the mass-redshift plane. These two sam-
ples were chosen to analyse the possible differences in the per-
formance of the proposed joint X-ray-SZ on X-ray selected clus-
ters, as the MCXC clusters, and on SZ selected clusters, as the
PSZ2 clusters.
The MCXC clusters were extracted on 10◦×10◦ patches cen-
tered on the cluster position, fixing the cluster size to the true
value. In this case, we assumed the following FX/Y500 relation
to convert the X-ray map into an equivalent SZ map:
FX
[
erg s−1 cm−2
]
Y500
[
arcmin2
] = 7.41 · 10−9 · E(z)5/3(1 + z)−4K(z). (31)
This expression was obtained from the D2AY500 − L500 relation
found by the Planck Collaboration (2011b) for this cluster sam-
ple, with the approximation αˆL = 1 for a pivot luminosity of
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Fig. 12. S/N maps obtained in the extraction of cluster PSZ2 G156.26+59.64 using the SZ-MMF (left) and the X-ray-SZ MMF (right). The S/N at
the cluster position improves from 5.38 to 11.92. The angular size of the images is 3◦. The cluster redshift is z = 0.59. We have masked an X-ray
source to the bottom-left of the cluster.
1 erg/s. We note the difference in the normalization with respect
to Eq. 30. In Sect. 4.4 we investigate the effects of the assumed
FX/Y500 relation in detail.
For the PSZ2 sample, we used the same extraction procedure
as for the MCXC clusters, but in this case we assumed the gen-
eral FX/Y500 relation defined in Eq. 30, since there is no better
relation available for this particular sample. We also allowed for
a small freedom (2.5 arcmin) in the position to account for the
lower position accuracy provided by the PSZ2 catalogue.
Due to the small number of clusters in these samples, we
cannot statistically analyse the results in different mass and red-
shift bins, as we did for the simulations, but we can show the
global behaviour. Figure 11a shows how the proposed joint al-
gorithm increases the detection probability with respect to the
X-ray matched filter and the classical SZ MMF for the MCXC
clusters. In comparison with the extraction of the MCXC clusters
using the X-ray matched filter (see Sect. 2.3), the joint algorithm
is able to detect slightly more clusters: 97%, 93%, and 87% of
the RASS clusters (and 36%, 23%, and 14% of the serendipi-
tous clusters) for S/N thresholds of 2, 3, and 4, respectively. As
expected, for this X-ray selected sample, including the SZ infor-
mation slightly improves the detection probability, while adding
the X-ray map to the classical SZ MMF has a strong effect. Fig-
ure 11b shows the percentage PSZ2 clusters detected above a
given S/N threshold for the three detection methods. For this
SZ selected sample, the proposed joint algorithm again increases
the detection probability with respect to the X-ray matched filter
and the classical SZ MMF alone. In Appendix C we present a
more detailed comparison of the estimated S/N obtained for the
MCXC clusters and the PSZ2 clusters using the three detection
methods as a function of redshift and mass, which shows that
there is a S/N gain for most of the clusters, even for high redshift.
We therefore conclude that in comparison with the single-survey
filters, the proposed X-ray-SZ MMF provides a better signifi-
cance of the extracted clusters, helping to detect clusters up to
higher redshift and lower mass. Of course, to use the proposed
technique as a blind detection tool, the detection probability not
only has to be high, but the false-detection rate must also be kept
at a low value. The latter point is beyond the scope of this paper,
but will be investigated in future work.
As a visual illustration of the gain we can achieve, Fig. 12
shows the S/N maps obtained in the extraction of cluster PSZ2
G156.26+59.64, a massive cluster at z = 0.59, using the SZ
Fig. 13. Histogram of the difference between the extracted and the in-
jected L500, divided by the estimated σyˆ0 , for the simulated clusters (as
described in Sect. 4.3) extracted with the proposed X-ray-SZ MMF. The
central vertical line shows the median value, while the other two vertical
lines indicate the region inside which 68% of the clusters lie.
MMF and the X-ray-SZ MMF. In these images the improvement
in S/N is obvious.
4.3. Performance evaluation: Photometry
Since the joint matched filter provides an estimate of the flux of
the detected clusters by combining the X-ray and SZ informa-
tion and assuming a given underlying relation, it is important to
check whether the provided photometry is accurate and how it
depends on the assumptions. In this section we assess the perfor-
mance of the proposed joint matched filter in terms of photome-
try, through simulations and through extraction of real clusters.
First, with the aim of checking that the photometry results
are correct in the ideal setting, we carried out an injection ex-
periment, similar to the one presented in the previous section,
but without scatter in the L-M relation. We checked that the ex-
tracted flux follows the injected flux very well, with a linear fit
that is very close to the unity-slope line (y = 1.0067(±0.0015)x−
9.8(±0.9)·10−2). Figure 13 shows the histogram of the difference
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Table 3. Main properties of the histograms in Figs. 14a, 14b, and 15b,
corresponding to the extraction of clusters using the proposed X-ray-SZ
MMF. The first and second columns correspond to the histograms of the
extraction results for the real MCXC clusters, before (Fig. 14a) and after
(Fig. 14b) correction for the profile mismatch effect. The third column
corresponds to the histogram of the extraction results for the real PSZ2
clusters after correction for the profile mismatch effect (Fig. 15b).
Fig. 14a Fig. 14b Fig. 15b
Median +0.00066 +0.00035 -0.171
Mean +0.093 -0.020 -0.132
Skewness +3.119 -0.514 +3.333
Kurtosis +63.518 +7.315 +52.664
Standard deviation 3.319 1.374 2.138
68% lower limit -1.689 -1.041 -1.689
68% upper limit +1.775 +1.001 +1.251
between the extracted and the injected flux, divided by the esti-
mated standard deviation σyˆ0 corresponding to this experiment.
This histogram shows that there is no bias and that the estimated
error bars describe the dispersion on the results well (as 68% of
the extractions fall in an interval that is close to ±1σyˆ0 ). We also
checked that the extraction behaves correctly for all the values
of redshift, size, flux, and S/N and that these parameters do not
introduce any systematic error or bias in the results.
From this experiment, we conclude that the combined X-ray-
SZ matched filter performs well when applied to ideal simulated
clusters. However, the simulations are based on some assump-
tions that may not hold in the real world (ideal cluster profiles,
known L500/Y500 relation with no scatter). Therefore, the final
step in this paper is to check the performance of the proposed
filter on real clusters. In the following, we present the photome-
try results from the extraction of known clusters on real SZ and
X-ray data, assuming that we know their position, size, and red-
shift. In particular, we focused on the MCXC and the PSZ2 sam-
ples presented in Sect. 4.2.
Figure 14 shows the extraction results for the MCXC sample.
Figure 14a shows the extracted value of L500 for each cluster as
a function of the published value. As in the simulations, we used
the redshift in the catalogue to convert from flux to L500. The
extracted flux follows the published flux quite well, but the dis-
persion is larger than in the simulations. The best linear fit to
these data is given by y = 0.972(±0.004)x + 3.03(±0.28) · 10−3,
which is very close to the unity-slope line, as shown in the figure.
The subplot shows the histogram of the difference between the
extracted and the published flux, divided by the estimated stan-
dard deviation σyˆ0 . Some of the properties of this histogram are
summarized in Table 3. This histogram again shows that there is
no bias, but that this time the estimated error bars are not large
enough to describe the dispersion of the results (as the 68% of
the extractions fall in an interval that is almost ±2σyˆ0 ). This ad-
ditional dispersion may come from the difference between the
profile used for extraction and the real profile of each particular
cluster, as in the X-ray case, but also from the scatter in the real
L500/Y500 relation (we refer to Appendix D for an illustration
based on simulations of how this scatter increases the dispersion
in the extracted flux).
Since in practice the exact profile of the clusters we will de-
tect and their L500/Y500 are unknown, we will multiply the es-
timated value of σyˆ0 , given in Eq. 28, by a correction factor to
embed the additional dispersion into the estimated standard de-
viation, as we did in the X-ray case. In particular, we will use
the following expression, which was obtained similarly to the
correction factor for the X-ray case,
σ2corrJ = σ
2
yˆ0 ·
(
1 + 0.1
θ500
1arcmin
)2
. (32)
As for the X-ray case, this correction factor is not universal .
However, the correction is stronger in the regime we are not in-
terested in (clusters with large apparent sizes), therefore we con-
sider it as a good approximation for our purposes.
By applying this empirical correction, we obtain the his-
togram in Fig. 14b (see main properties on Table 3), which again
shows that there is no bias and that the corrected error bars now
describe the dispersion on the results well (as the 68% of the
extractions fall in the interval ±1σ ). Figures 14c to 14f show
the difference between the extracted and the published flux, di-
vided by the corrected σyˆ0 as a function of the redshift, the size,
the flux, and the S/N of each cluster. The extraction behaves
correctly for almost all the values of these parameters (except
for clusters with very large apparent size or that are very close,
which are not the objects of our interest), and that no systematic
error is introduced in our region of interest (more distant clus-
ters).
Figure 15 shows the extraction results for the PSZ2 sample.
Figure 15a shows the extracted value of L500 for each cluster as
a function of the published value. As before, we used the red-
shift in the catalogue to convert from flux to L500. Figure 15b
shows the histogram of the difference between the extracted and
the published flux, divided by σcorrJ, the estimated standard de-
viation corrected according to Eq. 32. Some of the properties of
this histogram are summarized in Table 3. This histogram shows
a small negative bias and a dispersion that is higher than ex-
pected. The bias arises because the assumed FX/Y500 relation is
not perfectly suited for this sample of clusters. The additional
dispersion may again stem from the scatter in the relation and
from the profile mismatch, and the correction that we found for
the MCXC clusters is not perfect in this case. Figures 15c to
15f show the difference between the extracted and the published
flux, divided by the corrected σyˆ0 as a function of the redshift,
the size, the mass, and the S/N of each cluster. In the range we
are interested in, these parameters do not introduce additional
biases.
4.4. Considerations on the FX/Y500 relation
A key point of the joint algorithm is the expected FX/Y500 re-
lation that is used to convert the X-ray map into an additional
single-frequency SZ map. If the assumed relation does not cor-
respond to the true relation for a given cluster, the estimated flux
for that cluster will be incorrect, and so will its estimated S/N.
We have already pointed out the effects on photometry in the
previous section, where we showed with the extraction of the
MCXC clusters that although we know the average FX/Y500 re-
lation for this cluster sample, the intrinsic dispersion in this rela-
tion produces an additional scatter in the estimated flux. We also
showed with the extraction of the PSZ2 clusters that if we do not
precisely know the average FX/Y500 relation for the clusters we
extract, we will get a bias in the extracted flux. In this section, we
quantitatively analyse the effects of using an incorrect FX/Y500
relation on the photometry and also on the estimated S/N.
Let us consider a given cluster for which the assumed rela-
tion differs from the true relation by a factor a defined as follows:
a =
(FX/Y500)assumed
(FX/Y500)true
. (33)
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Fig. 14. Photometry results of the extraction of the MCXC clusters using the proposed X-ray-SZ filter with the average cluster profile and assuming
the position, size, and redshift of the clusters are known. The top left panel is analogous to the top left panel of Fig. 2, and its subpanel shows the
histogram of the difference between the extracted and the published L500, divided by the estimated σyˆ0 (analogously to Fig. 2b). The five other
panels are analogous to those in Fig. 2, but in this case, the standard deviation used to normalize the difference between the extracted and the
published L500 is already corrected for the effect of the profile mismatch (σcorrJ).
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(c) (d)
(e) (f)
Fig. 15. Photometry results of the extraction of the PSZ2 clusters using the proposed X-ray-SZ filter with the average cluster profile and assuming
the position, size, and redshift of the clusters are known. The six panels are analogous to those in Fig. 14, with panel e showing the difference
between the extracted and the published L500, divided by the corrected standard deviation σcorrJ as a function of the mass of each cluster instead of
as a function of the flux as in Fig. 14e.
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Fig. 16. Expected values of the extracted flux (left panel) and the estimated S/N (right panel) when an incorrect FX/Y500 relation is assumed. The
figure shows the ratio with respect to the expected value corresponding to the true relation as a function of the relative contribution of the X-ray
and SZ background noises ω (low ω values represent better SZ maps and high ω values correspond to a better X-ray map). Different values of
a = (FX/Y500)assumed/(FX/Y500)true are shown in different colors, according to the legend.
It can be proven that the expected values for the extracted joint
flux and the S/N of that cluster are given by
y′0 = y0
1 + aω
1 + a2ω
(34)
S/N′ = S/N
1 + aω√
(1 + a2ω)(1 + ω)
, (35)
where
ω =
σ−2Xray
σ−2SZ
, (36)
and y0 and S/N = y0/σθs are the expected values when the true
FX/Y500 relation is known.
Figure 16 shows the effect of using an incorrect FX/Y500 on
the extracted flux and the estimated S/N. The joint flux can be
severely affected, especially when the noise of the X-ray map is
small in comparison to the noise of the SZ maps. For example,
when we use a relation that is a factor of two higher than the true
one, the estimated flux can be divided by two. The figure also
shows that when the assumed relation is smaller than the true
relation (a<1), the joint flux is overestimated (so the SZ flux ob-
tained from it will be also overestimated, and the corresponding
estimated X-ray flux will be underestimated), while when the as-
sumed relation is higher (a>1), the joint flux is underestimated.
For the S/N the effect of using an incorrect FX/Y500 is not as sig-
nificant as for the flux. The S/N is always underestimated with
respect to the S/N that we would obtain with the correct FX/Y500
relation. However, the ratio between the two is bounded: there
is a minimum at ω = 1/a, whose value is 2
√
a/(1 + a) (note
that this value is the same for a and 1/a). For example, if we
are incorrect by a factor of two in the FX/Y500 relation, we will
obtain down to 94% of the S/N, while if we are incorrect by a
factor of three, we will obtain down to 87% of the S/N. Given
that we do not expect to deviate from the true relation by much
more than this, we can conclude that the estimated S/N will be
affected by at most a few percent, which means that the effect on
the detection probability will be weak as well.
Fig. 17. Histogram of the relative contribution of the X-ray and SZ
background noises ω for the RASS and Planck maps.
To estimate the effect of using an incorrect FX/Y500 relation
with this figure, we still have two questions to answer. First, what
is the range of ω values that we have in our maps? and second,
what is the range of values that we expect for a?. Figure 17 an-
swers the first question, showing the regime of ω values that we
have in our maps, that is, the six highest frequency Planck all-
sky maps and the X-ray all-sky map that we constructed from
RASS data. The histograms were calculated by filtering 1000
random patches of the sky with different filter sizes. The value
of ω slightly depends on the size of the filter, while it depends
much more on the reference redshift that we use to convert the
X-ray map into an equivalent SZ map, sinceσ−2Xray is proportional
to (FX/Y500)2(z).
To illustrate the effect of the FX/Y500 relation that is assumed
in the extraction, we carried out an experiment in which we sim-
ulated clusters according to the Tinker mass function (Tinker
et al. 2008), with M500 > 3 · 1014M and 0 < z < 1. In this sim-
ulation, we injected clusters following, on average, the FX/Y500
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Fig. 18. Percentage of simulated clusters (as described in Sect. 4.4)
whose extracted S/N, using the proposed X-ray matched filter and as-
suming the position, size, and redshift of the clusters are known, is
above a given S/N threshold. The different colors correspond to differ-
ent normalizations of the FX/Y500 relation assumed for the extraction,
as indicated in the legend.
relation in Eq. 30, and we added a scatter of σlogL = 0.183,
which is the typical scatter found in the L-M relation (Arnaud
et al. 2010; Planck Collaboration 2011c). A total of 1787 clus-
ters were injected in the maps and extracted using the proposed
joint matched filter, assuming three different FX/Y500 relations
for the extraction (similar to Eq. 30, but with different normal-
izations: 3.30, 4.95 and 7.40). Although assuming a FX/Y500 re-
lation different from the real one introduces, as discussed pre-
viously, errors in the estimated flux, it has no strong effect on
the S/N of the detected clusters and therefore does not affect the
detection probability of the method, as illustrated in Fig. 18. We
also checked that the assumed FX/Y500 does not have an effect
on the estimated S/N of the joint extraction of the real MCXC
clusters, which makes the detection robust against possible er-
rors in the assumed relation.
Regarding the second question, the FX/Y500 relation for a
given cluster is not a fixed quantity: it depends on the redshift
and on the luminosity of the cluster, and even for a given red-
shift and luminosity, it also has some intrinsic dispersion. In the
following, we summarize how these variables are expected to
affect the joint extraction results:
– Redshift: When we search for clusters whose redshift we
do not know, we assume a reference redshift zref for all the
potential clusters in our maps. For example, if we take an
intermediate redshift of 0.5 as reference, and assuming the
FX/Y500 only depends on the redshift as in Eq. 30, then the
values of a would range between 0.5 and 1.7 for clusters at
z=0.1 and z=1, respectively. Since the FX/Y500 relation de-
creases with redshift, if the real redshift of a cluster is higher
(or lower) than zref , then a > 1 (a < 1), so that its SZ flux will
be underestimated (or overestimated). Regarding the S/N, the
effect of using a reference redshift that is different from the
cluster redshift is limited. For example, if we take an inter-
mediate redshift of 0.5 as reference, then the S/N for a cluster
at z=1 will only be 96.6% (at most) of the one we would ob-
tain with the correct redshift.
– Luminosity: The FX/Y500 relation is calculated by approx-
imating the Y500 − L500 relation by a unity-slope relation
Fig. 19. Histogram of the difference between the extracted and the in-
jected L500, divided by the estimated σyˆ0 (scaled to L500 units) for the
simulated clusters (as described in Sect. 4.4) extracted with the pro-
posed X-ray-SZ MMF and applying different selection criteria. The
central vertical line shows the median value, while the other two ver-
tical lines indicate the region inside which 68% of the clusters lie.
for a pivot luminosity. If this reference luminosity is higher
than the true luminosity, the assumed relation will be smaller
(a < 1). For example, the FX/Y500 relation in Eq. 30 comes
from the Y500 − L500 relation derived by the Planck Collab-
oration (2011c), for a pivot luminosity of 7 · 1044 erg/s. For
clusters with luminosities ranging from 1042 to 1046 erg/s,
the difference between Eq. 30 and the FX/Y500 value derived
from the original Y500 − L500 relation (without approxima-
tions) ranges between a = 0.88 and a = 1.05. This clearly is
a second-order effect, and it could be further reduced by us-
ing an iterative process (assume luminosity, then extract flux
for the corresponding relation, calculate new relation cor-
responding to estimated luminosity, re-extract, and so on),
which means that we do not need to worry about it.
– Intrinsic scatter: Even if we knew the redshift and luminosity
of our cluster, there is an intrinsic dispersion in the FX/Y500
relation. This will introduce an additional scatter in the esti-
mated flux (see Appendix E for an illustration), as we have
mentioned before, and slightly reduce the S/N of the clusters.
Finally, we should note that the average FX/Y500 depends on
the sample, therefore selection effects play a role in its average
value. If we take an average FX/Y500 relation that does not cor-
respond to the true average FX/Y500 relation of the clusters we
detect, the flux of the sample will be biased. To illustrate the ef-
fect of the last point, we analysed the photometry results from
the last simulation (clusters following the Tinker mass function).
Figure 19 shows how the histogram of the difference between
the extracted and the injected value, divided by the estimated
standard deviation σyˆ0 , changes depending on the selection of
the sample. For the complete sample, we can see that there is no
bias, but because of the scatter in the L500 − Y500 relation, the
estimated error bars are not enough to fully describe the disper-
sion on the results. If we select only those clusters for which the
S/N in the Planck maps is above a given threshold, an increasing
positive bias appears.
From these considerations we can conclude that the proposed
X-ray-SZ matched filter will provide a higher detection probabil-
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ity than single-survey filters, even if we have some error in the
assumed FX/Y500 relation, since the S/N of the detected clusters
is only slightly affected by these errors. However, not knowing
the value of the FX/Y500 relation has a stronger effect on the
photometry, which means that the fluxes estimated by the joint
algorithm will not be precise. It is therefore better to keep the
independent flux estimates from the two single-survey filters in-
stead of using the combined flux that depends on our knowledge
of the FX/Y500 relation.
We remark that the effects described in this section are aver-
aged effects, that is, they refer to the expected values of the flux
and S/N. In addition, there will be a scatter caused by the filtered
noise, which will be smaller for clusters with higher flux.
5. Conclusions
In this paper we have proposed a matched-filter approach to ex-
tract the signal from galaxy clusters using X-ray and SZ maps
simultaneously. The method is based on the combination of the
classical SZ MMF and an analogous single-frequency matched
filter developed for X-ray maps. The combination relies on the
physical relation between X-ray and SZ emission, namely the
expected FX/Y500 relation.
We have shown through the injection of simulated clusters on
RASS maps and through the extraction of known clusters that
the proposed X-ray matched filter provides correct photometry
results for the extracted clusters. The estimated standard devi-
ation accounts correctly for the noise in the maps (background
and Poisson contributions), but not for other issues that increase
the dispersion of the results, mainly the mismatch between the
real profile of the cluster and the one assumed for the extraction.
We proposed an empirical correction to account for this addi-
tional dispersion.
We have also demonstrated through the injection of simu-
lated clusters on RASS and Planck maps and through the ex-
traction of known clusters on these maps that the proposed joint
MMF also provides a correct photometry as long as we know
the FX/Y500 relation of our clusters. The estimated standard de-
viation in this case correctly describes the noise in the maps
(background and Poisson contributions), but does not take into
account other effects that may come into play, such as the pro-
file mismatch, the mismatch between the real and the assumed
FX/Y500 relation, or a possible shift between the X-ray and SZ
peaks. An empirical correction for the standard deviation is pro-
posed to incorporate part of these effects.
We have also checked that the proposed joint algorithm pro-
vides, in general, a better S/N than the single-map extractions,
which results in an increase of the detection rate with respect to
the X-ray MF detection or the SZ MMF detection. Interestingly,
the assumed FX/Y500 relation does not have a strong effect on
the estimated S/N, making the detection robust against possible
errors in the assumed relation.
In future work we will assess the performance of the pro-
posed filter as a blind detection tool, dealing with the fact that we
do not know the position, the size, and the redshift of the clus-
ters. In particular, we are planning to study the detection prob-
ability and the false-detection rate (i.e. the purity) and compare
it with other cluster detection methods. We will also analyse the
effect of the point sources (or other objects) on the detector per-
formance.
The main challenge to be solved when using the proposed X-
ray-SZ MMF for blind detection will be to maintain a high pu-
rity. Although adding the X-ray information increases the cluster
detection probability, it will also increase the number of false de-
tections, produced by non-cluster X-ray sources (mainly AGNs).
To deal with them correctly, we will take into account the S/N of
the blind detection candidates when extracted from X-ray-only
and SZ-only maps.
The proposed method, applied on Planck and RASS maps,
will provide the last and deepest all-sky cluster catalogue before
the e-ROSITA mission.
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Appendix A: Derivation of the noise variance after
the X-ray matched filter
Let us assume that we have an X-ray map of dimension n×n pix-
els, which we can express using Eq. 3. Taking its Fourier trans-
form, we have
M(k) = s0 jxT xθs (k) + Nsig(k) + Nbk(k). (A.1)
The matched filter in this case is given by Eqs. 6 and 7. The
filtered map in Fourier space is then
∑
k
Ψ∗θs (k)M(k) =s0 j
2
xσ
2
θs
∑
k
∣∣∣T xθs (k)∣∣∣2
P(k)
+ jxσ2θs
∑
k
T x∗θs (k)
P(k)
Nsig(k)
+ jxσ2θs
∑
k
T x∗θs (k)
P(k)
Nbk(k), (A.2)
where the first term on the right-hand side of the equation is
equal to s0 (the amplitude of the cluster profile), the second term
is the filtered Poisson fluctuations on the signal, and the third
term is the filtered background noise.
The variance of the filtered background noise can be calcu-
lated as follows:
σ2bk =
〈 jxσ2θs ∑
k
T x∗θs (k)
P(k)
Nbk(k)
  jxσ2θs ∑
k′
T xθs (k
′)
P(k′)
N∗bk(k
′)
〉
= j2xσ
4
θs
∑
k
∑
k′
T x∗θs (k)T
x
θs
(k′)
P(k)P(k′)
〈
Nbk(k)N∗bk(k
′)
〉
= j2xσ
4
θs
∑
k
∣∣∣T xθs (k)∣∣∣2
P(k)2
Pbk(k) ≈ σ2θs , (A.3)
where we used that
〈
Nbk(k)N∗bk(k
′)
〉
= δ(k − k′)Pbk(k) and that
Pbk(k) ≈ P(k). The validity of this approximation was confirmed
empirically by checking that the power spectra of the maps were
dominated by the background.
The variance due to the Poisson fluctuations on the signal,
after passing through the filter, can be written as
σ2Poisson =
〈 jxσ2θs ∑
k
T x∗θs (k)
P(k)
Nsig(k)
  jxσ2θs ∑
k′
T xθs (k
′)
P(k′)
N∗sig(k
′)
〉
= j2xσ
4
θs
∑
k
∑
k′
T x∗θs (k)T
x
θs
(k′)
P(k)P(k′)
〈
Nsig(k)N∗sig(k
′)
〉
= j2x
us0 jxσ4θs
n2
∑
k
∑
k′
T x∗θs (k)T
x
θs
(k′)
P(k)P(k′)
T xθs
(
k − k′) (A.4)
where the last equality comes from〈
Nsig(k)N∗sig(k
′)
〉
=
=
1
n2
1
n2
∑
x
∑
x′
〈
Nsig(x)Nsig(x′)
〉
e− j2pi
1
n (kTx−k′Tx′)
=
1
n2
1
n2
∑
x
〈
Nsig(x)2
〉
e− j2pi
1
n (k−k′)Tx
=
1
n2
1
n2
∑
x
u2aT xθs (x)e
− j2pi 1n (k−k′)Tx
=
1
n2
u2aT xθs (k − k′) =
1
n2
us0 jxT xθs (k − k′),
where we used that
〈
Nsig(x)Nsig(x′)
〉
= δ(x − x′)
〈
Nsig(x)
〉2
, Eq.
4, and the definition of the 2D Fourier transform,
N(k) =
1
n2
∑
x
N(x)e− j2pi
1
n k
Tx, (A.5)
where the sum is over all the pixels in the map.
The double sum in Eq. A.4 can be reduced to a sin-
gle sum and calculated very efficiently by expressing it as a
cross-correlation of two signals and making use of the cross-
correlation theorem, as we explain next.
Let us call Q(k) = T x∗θs (k)/P(k), R(k
′) = T xθs (k
′)/P(k′) and
m = k − k′. Then we can express the double sum in Eq. A.4 as
∑
k
∑
k′
T x∗θs (k)T
x
θs
(k′)
P(k)P(k′)
T xθs (k−k′) =
∑
m
T xθs (m)
∑
k
Q(k)R(k −m).
(A.6)
The second sum in the right-hand side of this equation is the
cross-correlation of Q∗ and R, evaluated at −m, that is,∑
k
Q(k)R(k −m) = (R ? Q∗)(−m) = (R ? Q∗)T(m), (A.7)
which can be computed very efficiently by making use of the
cross-correlation theorem:
(R ? Q∗) = F −1 ((F (R))∗F (Q∗)) , (A.8)
where F denotes the Fourier transform. Thus, the double sum
in Eq. A.4 can be calculated very quickly using the following
expression:∑
k
∑
k′
T x∗θs (k)T
x
θs
(k′)
P(k)P(k′)
T xθs (k − k′)
= n2
∑
m
T xθs (m)
[
F −1 ((F (R))∗F (Q∗))
]T
Appendix B: Generation of an X-ray all-sky
HEALPix map
In this section we describe how we constructed our all-sky
HEALPix map using the 1378 individual RASS fields. Each
RASS field covers an area of 6.4 deg x 6.4 deg (512 x 512 pix-
els), has a resolution of 0.75 arcmin/pixel and gives information
on the number of counts in the total (0.1-2.4 keV), hard (0.5-2.0
keV) and soft (0.1-0.4 keV) bands, and the corresponding expo-
sure time. We used the hard band information and the exposure
time to build our X-ray all-sky map.
The procedure to create the all-sky map consisted of assign-
ing each RASS pixel to the nearest HEALPix pixel (to be more
precise, the sky coordinates of the center of each RASS pixel
were calculated and the HEALPix pixels that contained those
sky positions were assigned to them). In doing so, we came
across two main difficulties: the different resolution of HEALPix
maps and RASS fields, and the overlapping of contiguous RASS
fields.
The Hierarchical Equal Area isoLatitude Pixelization
(HEALPix) scheme (Górski et al. 2005) is based on a division of
the sphere into 12 large pixels that are further subdivided dyadi-
cally at the desired resolution, yielding maps of Npix = 12 × 22r
pixels at resolution r, with a pixel size of dpix =
√
4pi/Npix =
2−r
√
pi/3. For example, at Planck resolution (r = 11), we have
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1.72 arcmin/pixel, while if we increase the resolution (r = 12),
the pixel size is divided by two: 0.86 arcmin/pixel. The resolu-
tion of the RASS fields is 0.75 arcmin/pixel, which means that
it does not coincide with any of the possible HEALPix resolu-
tions. To construct our all-sky map, we decided to work with the
HEALPix resolution closest to the RASS resolution, that is, 0.86
arcmin/pixel. Therefore, we have 1.3 RASS pixels on average
per each HEALPix pixel. To conserve the total flux of the map,
we constructed the all-sky map by summing for each HEALPix
pixel the count rate (counts/second) of the corresponding RASS
pixels.
A second difficulty is the fact that RASS fields overlap at
least 0.23 degrees with contiguous fields. The overlapping region
of two fields contains the same information, but with a differ-
ent projection (so that overlapping RASS pixels do not exactly
match). We decided to deal with these regions by considering
only one of the fields and discarding the information from the
other fields. It is worth mentioning that this choice implies that
we may lose a small fraction of the flux in the borders of the over-
lapping regions, since the RASS pixels assigned to a HEALPix
pixel in one of these borders may not cover all that HEALPix
pixel area.
At this point we have a HEALPix X-ray count rate map ready
to be used in the X-ray matched filter. To use this map together
with the Planck multifrequency maps to jointly extract clusters
using the joint X-ray-SZ MMF, we need to express all the maps
in the same units. Therefore, the last step in the map construction
consists of converting the X-ray map from counts/second to the
equivalent ∆T/TCMB units. To do so, we need to choose a refer-
ence redshift (zref), a reference frequency (νref) and a reference
temperature (Tref), as explained below, and apply the following
steps:
1. Convert countrate into X-ray flux: We convert counts/s (in
the 0.5-2 keV band) into erg/s/cm2 (in the 0.1-2.4 keV band)
using an all-sky NH map1 and interpolating in a conversion
table, calculated for a temperature of Tref = 7 keV and a
redshift of z = 0.3 using a mekal model and the PSPC-C
response file.
2. Convert X-ray flux into equivalent Y500 integrated flux: We
convert the X-ray flux in the 0.1-2.4 keV band (in erg/s/cm2)
into Y500 flux (in arcmin2), using the expected FX/Y500 re-
lation. It is important to note that this expression depends
on the redshift: we express our X-ray flux in the equivalent
Y500 flux that we expect for clusters situated at a given red-
shift. Clearly, the redshifts of the clusters we are going to
detect are not known in advance, so that to apply this expres-
sion we need to assume a reference redshift zref . The choice
of the reference redshift will have an effect, as discussed in
Sect. 4.4.
3. Convert from integrated Y500 flux (in arcmin2) into y flux
(adimensional), dividing the flux of each pixel by the
HEALPix pixel area.
4. Convert from y units into ∆T/TCMB units, using the follow-
ing expression:
data [∆T/Tunits]
data
[
y units
] = xex + 1
ex − 1 − 4, (B.1)
1 We built a HEALPix NH map from the NH map of the Lei-
den/Argentine/Bonn (LAB) survey (Kalberla et al. 2005). The
HEALPix NH map was created at a low resolution, enough for the NH
map (r=8, nside=256), and then up-sampled to the necessary resolution.
The NH value at each HEALPix pixel was calculated by taking the aver-
age of the original NH data within a radius of 1 degree of the considered
HEALPix pixel.
(a)
(b)
Fig. C.1. Percentage of RASS (top panel) and PSZ2 (bottom panel)
clusters extracted with the proposed X-ray matched filter (green), the
classical SZ MMF (red) and the proposed X-ray-SZ MMF (blue) whose
S/N is above a certain S/N threshold, in two different redshift bins.
where x = (hν)/(kTCMB). This step creates a mono-
frequency SZ map corresponding to the calculated flux. To
apply this conversion we need to assume a reference fre-
quency νref for the map, which is just a fiducial value, with
no effect on the extraction algorithm. In our case, we took
νref=1000 GHz.
Appendix C: Additional results on the gain of the
X-ray-SZ MMF
In this section we provide some additional results related to the
extraction of the MCXC and PSZ2 clusters using the three differ-
ent filters: the classical SZ-MMF, the proposed X-ray matched
filter and the proposed X-ray-SZ MMF. These results illustrate
the advantage of the joint MMF, summarized in Fig. 11 for the
complete samples, as a function of redshift and mass. Figure
C.1 shows how the proposed joint MMF improves the detec-
tion probability of the RASS and PSZ2 clusters with respect to
the single-survey filters. The samples are divided in two redshift
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bins to show that the gain in both regimes. Figures C.2 and C.3
compare the estimated S/N obtained for the MCXC clusters and
the PSZ2 clusters using the three detection methods as a function
of redshift and mass. Figure C.2 shows the individual values for
each cluster, while Fig. C.3 shows the corresponding histograms.
There is a S/N gain for most of the clusters, even for high red-
shift.
Appendix D: Additional results on the photometry
of the X-ray-SZ MMF
In this section, we provide additional results related to the pho-
tometry of the proposed joint MMF. In particular, we present
the results from an experiment in which we injected simulated
clusters in real SZ and X-ray maps and extracted them using the
proposed filter, assuming their positions, sizes, and redshifts are
known. In particular, we injected 1743 clusters at random po-
sitions of the sky, with characteristics (z, M500 and L500) taken
from the 1743 clusters in the MCXC catalogue (Piffaretti et al.
2011), to compare with the results obtained in the extraction of
the real MCXC clusters. The injection was performed follow-
ing the same procedure as in Sect. 4.2, but without scatter in the
FX/Y500 relation. Then, we applied the X-ray-SZ matched filter
described in Sect. 4.1 at each cluster position, fixing the cluster
size to the true value. To convert the X-ray map into an equiv-
alent SZ map, we assumed the same FX/Y500 relation as used
in the injection (Eq. 30), with the real redshift of the clusters.
Figure D.1 shows the extraction results for this experiment.
Figure D.1a shows the extracted value of L500 for each cluster
as a function of the injected value. We used the same L500 − Y500
relation as in the injection and the redshift in the catalogue to
convert from the extracted Y500 value to L500. The extracted flux
follows the injected flux very well, with some dispersion. The
best linear fit to these data is given by y = 0.990(±0.004)x −
0.8(±2.5) · 10−4, which is very close to the unity-slope line, as
shown in the figure.
Figure D.1b shows the histogram of the difference between
the extracted and the injected value, divided by the estimated
standard deviation σyˆ0 . Some of the properties of this histogram
are summarized in Table D.1. This histogram shows that there is
no bias and that the estimated error bars describe the dispersion
on the results well (as 68% of the extractions fall in an inter-
val that is close to ±1σyˆ0 ). The small asymmetry is produced
by the fact that we are approximating y0 in Eq. 27 by its esti-
mated value yˆ0, which yields larger error bars for the clusters
with overestimated flux and smaller error bars for the clusters
with underestimated flux.
Figures D.1c to D.1f show the difference between the ex-
tracted and the injected value, divided by the estimated standard
deviation σyˆ0 , as a function of the redshift, the size, the flux, and
the S/N of each cluster. The extraction behaves correctly for all
the values of these parameters, and they do not introduce any
systematic error or bias in the results.
Appendix E: Effect of the scatter on the FX/Y500
relation
To estimate the effect of the scatter in the FX/Y500 relation, we
compared the results of the simulations presented in Sect. 4.3
(see Fig. 13), where we simulated ideal clusters covering a large
area in the mass-redshift plane, with the simulations carried out
in Sect. 4.2, where we simulated clusters with the same positions
and characteristics, but adding scatter in the L-M relation. The
Table D.1. Main properties of the histogram in Fig. D.1.
Median -0.013
Mean -0.064
Skewness -0.657
Kurtosis +5.191
Standard deviation 0.994
68% lower limit -0.950
68% upper limit +0.777
Fig. E.1. Histogram of the difference between the extracted and the in-
jected L500, divided by the estimated σyˆ0 for the simulated clusters (as
described in Sect. 4.2) extracted with the proposed X-ray-SZ MMF. The
figure is analogous to Fig. 13, but now the simulation includes scatter
in the L-M relation. The central vertical line shows the median value,
while the other two vertical lines indicate the region inside which 68%
of the clusters lie.
case with scatter shows a very good match between the extracted
and the injected flux, as in the no-scatter case, with a linear fit
which is very close to the unity-slope line (y = 1.010(±0.001)x−
6.3(±0.9) · 10−2). We also checked that the extraction behaves
correctly for all the values redshift, size, flux, and S/N, and that
these parameters do not introduce any systematic error or bias
in the results. However, we noted that the dispersion was larger
than in the no-scatter case. Figure E.1 shows the histogram of the
difference between the extracted and the injected value, divided
by the estimated standard deviation σyˆ0 for the simulations with
scatter. By comparing this to Fig. 13, we can see that the scatter
in the L-M relation increases the scatter in the extracted flux.
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(a) (b)
(c) (d)
(e) (f)
(g) (h)
Fig. C.2. S/N gain of the joint extraction of the MCXC clusters (panels a-d) and the PSZ2 clusters (panels e-h) with respect to the individual
SZ-only and X-ray-only extractions. The upper panels show the difference between the S/N of the joint extraction and the S/N of the SZ-only
extraction, as a function of redshift (a) and mass (b), for the MCXC clusters. The panels in the second row show the difference between the S/N of
the joint extraction and the S/N of the X-ray-only extraction, as a function of redshift (c) and mass (d), for the MCXC clusters. The four bottom
panels are analogous to panels a-d, but for the PSZ2 clusters. In all the cases, the S/N is defined as the estimated flux divided by the estimated
background noise. Individual measurements are color-coded according to the best extraction.
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(a) (b)
(c) (d)
(e) (f)
(g) (h)
Fig. C.3. Histograms of the S/N gain of the joint extraction of the MCXC clusters (panels a-d) and the PSZ2 clusters (panels e-h) with respect to
the individual SZ-only and X-ray-only extractions. The upper panels show the histogram of the difference between the S/N of the joint extraction
and the S/N of the SZ-only extraction, on two redshift bins (a) and two mass bins (b), for the MCXC clusters. The panels in the second row show
the histogram of the difference between the S/N of the joint extraction and the S/N of the X-ray-only extraction, on two redshift bins (c) and two
mass bins (d), for the MCXC clusters. The four bottom panels are analogous to panels a-d, but for the PSZ2 clusters. In all the cases, the S/N is
defined as the estimated flux divided by the estimated background noise.
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(a) (b)
(c) (d)
(e) (f)
Fig. D.1. Photometry results of the extraction of simulated MCXC clusters (as described in Appendix D) using the proposed X-ray-SZ MMF and
assuming the position, size, and redshift of the clusters are known. The six panels are analogous to those in Fig. 1.
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