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Abstract
This thesis details the redesign of a reproducible, low-resource instrumentation
package for deployment on multipoint sensorcraft arrays. Distributed arrays of sensors
allow for the collection of simultaneous multipoint data which captures both temporal
and spatial variation of the observed field. This instrumentation package provides power,
attitude data, digitization, measurement timing and telemetry for two suborbital auroral
thermal ion sensors. Each instrumentation package consists of an Arduino Uno, a custom
printed circuit board shield, and a commercial inertial measurement unit. This hardware
and software platform provides a basic instrumentation interface which can be
customized for different mission criteria. This thesis addressed limitations of previous
design, including measurement synchronization across multiple devices, external
interfacing, and customizability. Testing and integration procedures were developed for
the redesigned package, which were implemented throughout the fabrication of 29
devices. This design, fabrication and integration process will culminate in the production
of packages for deployment on four NASA sounding rocket missions. Results are
presented from the use of these devices on the 2019 test flight launch of Sub-Tec 8 at the
NASA Wallops Flight Facility in Virginia. Recommendations are made for future
iterations of this design.
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1. Introduction
1.1 Research Context
The aurora borealis, commonly known as the Northern Lights, is a natural
phenomenon characterized by a beautiful display of colored light in the sky in the polar
regions. The aurora occurs when energetic electrons are accelerated down the Earth’s
magnetic field lines and collide with the Earth’s upper atmosphere at altitudes just below
the ionized gas in the ionosphere. These collisions
excite the neutral atmosphere and create the light that
can be observed from the ground, as depicted in
Figure 1.1. The aurora is widely studied within the
ionospheric and plasma physics community because
it is a visible marker of this interaction between the
Earth’s ionosphere and the externally precipitating
particles, which impact the plasma flow in this
region. It is important to note that the ionosphere is a
distributed system; the aurora does not occur at one
single point in space, but rather is due to disturbances
within the plasma flow field.
Thermal ion sensors are useful for taking in situ measurements of the plasma
density and flow within auroral arcs (Fraunberger et al, 2020). In order to capture the
distributed nature of these interactions, multiple sensors must be deployed at points
distributed in space. The 2013 National Academy of Sciences’ Decadal Survey on Solar
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and Space Physics identified “multipoint observations to develop understanding of the
coupling between disparate regions...to resolve temporal and spatial ambiguities” as an
important area of focus for the decade (National Research Council, 2013, pg. 338).
Multipoint measurements of the plasma in auroral arcs can be collected by deploying
thermal ion sensors on a sounding rocket and ejecting instrumented sub-payloads within
the region of interest. Placing instruments on both the main rocket payload and ejectable
sub-payloads provides an array of measurement points for collecting synchronized,
multipoint measurements.
The Lynch Rocket Lab at Dartmouth
college, in conjunction with engineers from the
sounding rocket program at NASA Wallops Flight
Facility, has designed a small ejectable sub-payload
for deployment on sounding rockets, pictured in
Figure 1.2. This payload is a suborbital platform for
use on sounding rockets; it is not designed for
orbital velocities or operating conditions. This
sub-payload contains three main components: Petite Ion Probes, a communication
system, and an instrumentation package. The Petite Ion Probes (PIPs) are thermal ion
sensors built at Dartmouth, located on the front and side of the sub-payload (Roberts et
al, 2017; Fraunberger et al, 2020). The back half of the sub-payload contains a power and
telemetry system built at NASA Wallops, which will be referred to in this paper as the
Swarm communication system (NASA Goddard Space Flight Center, 2019). In between
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the sensors and the Swarm system is an instrumentation package, which is the focus of
this thesis. The instrumentation package interfaces with the two PIPs, digitizes the analog
voltage they output, collects payload attitude data, and sends data packets to the Swarm
communication system. The instrumentation package also controls the high level
functionality of the system; it dictates the timing of when to sample from the PIPs, when
to collect attitude data and when to transmit to the telemetry system.

1.2 Design Constraints & Parameter Space
The use of this instrumentation package within a small sub-payload provides a
strict set of design constraints. It is within this specific parameter space that the
instrumentation package was designed.
First, the instrumentation package design must be low-resource in terms of size,
mass, power and cost. Size, mass and power are all precious commodities in sounding
rockets because they dictate the amount of energy needed to propel the system. Cost was
a particular concern for this design because, as opposed to a typical instrument which
would be only built once for a given rocket, multiple devices need to be built for a single
mission in order to collect multipoint measurements.
In order to reduce cost and fit the small-scale operating needs of the research
group, a viable design must be readily manufacturable within the resources available in
the Dartmouth College Physics department. Simplicity, in both design and fabrication,
was prioritized because many of the individuals working to fabricate and use these
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instrumentation packages are undergraduate students with varying degrees of engineering
experience.
Finally, the design for this instrumentation package must be customizable for
slightly different implementations. The goal was to create a single design that would
provide a base hardware and software system which could be customizable for different
science missions, so a new package would not have to be completely redesigned for each.
This design decision reduces the production cost across multiple missions but introduces
the need for a fabrication process which accounts for these mission-specific details.

1.3 Heritage
The instrumentation package detailed in this thesis was heavily informed by a
heritage of previously built devices within the Lynch research group. The Lynch Rocket
Lab has been building arrays of instruments to measure distributed systems over the past
fifteen years, beginning with the student-run GreenCube projects deployed as telemetered
systems on weather balloons. The first small sub-payload system to support a PIP was
developed in 2010 by a Dartmouth graduate student in the lab, Phillip Bracikowski. This
was an FPGA-based system that was later launched on the Cornell University
Magnetosphere-Ionosphere Coupling in the Alfven Resonator (MICA) sounding rocket in
2012 (Bracikowski et al, 2010). Because of changing science needs, the desire for a
simplified design, and manufacturability concerns, this FPGA system was replaced with a
commercial Arduino Uno outfitted with a custom printed circuit board shield, referred to
as the BobShield, by Jacob Weiss in his senior honors thesis in 2016 (Weiss, 2016). The
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Arduino Uno is a commercially produced, open-source microcontroller platform with a
simple, accessible software interface (www.Arduino.cc). This BobShield design was
iterated upon by Max Roberts for the use on a sounding rocket mission. BobShieldv4.3
was launched on the 2017 Dartmouth College Ionospheric Structuring: In Situ and
Ground-based Low Altitude StudieS (ISINGLASS) sounding rocket mission, which
included the deployment of four ejectable sub-payloads (Roberts et al, 2017).
This thesis details the design of BobShieldv5.1. Much of the software
implemented on BobShield v5.1 remains from what was written by Max Roberts in 2017
and the hardware designs are also similar. This work would not have been possible
without this heritage design and the body of knowledge passed down by previous lab
members. This thesis also provides recommendations for a future BobShield iteration.

1.4 Statement of Thesis
This thesis details the redesign of a reproducible, low-resource instrumentation
package for deployment on spacecraft. Testing and integration procedures were
developed for the redesigned package, which were implemented throughout the
fabrication of 29 devices. These instrumentation packages can be configured for use on
varied rocket campaigns including multipoint low-resource sensorcraft arrays as well as
other data collection applications.

5

1.5 Paper Overview
An overview of the instrumentation package redesign is presented in Chapter 2.
This outlines the hardware and software systems and the design’s functionality. The
limitations of the previous iteration which motivated this redesign are addressed. Three of
these limitations and their solutions in the redesign are presented in the following
chapters.
The synchronization of measurements collected on different devices is presented
in Chapter 3. This problem was addressed by aligning both the frequency and phase of
each device’s sampling cadence.
The incorporation of a redesigned external interface for the instrumentation
package is presented in Chapter 4. This required both a redesigned hardware interface
that could receive the alignment pulses described in Chapter 3 and a software design to
implement this functionality.
A fabrication and integration process was designed to build dozens of the
customized instrumentation packages, which is presented in Chapter 5. These procedures
resulted in the fabrication of 29 packages in 2019 and 2020.
The demonstrated use of this instrumentation package on multiple sounding
rockets is described in Chapter 6. The fabricated instrumentation packages were
integrated into the full rocket system at NASA WFF in the summer of 2019. Results from
the 2019 SubTec 8 flight are discussed.
Chapter 7 lays out the future of this project. Recommendations for changes in
future iterations are described and preliminary designs are discussed.
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1.6 My Contributions
I was fortunate to be supported by the work, advice and expertise of many people
throughout this project, as noted in the Acknowledgements section. My role in this
project began with the creation of the redesign in the fall of 2018. I identified limitations
of the previous device, created solutions, and implemented them on a prototype. I then
incorporated this new design into the printed circuit board layout for BobShieldv5.1. I
created the fabrication and verification procedures that were implemented in the build of
these instrumentation packages. I completed a portion of these procedures, along with the
help of multiple other students and staff, most notably Ralph Gibson and Alan Goldblatt.
I led the system management of this project under the guidance of my advisor, Professor
Kristina Lynch. Using the analysis of Sub-Tec 8 test flight data provided by Professor
Lynch and Mike Fraunberger, along with my own knowledge of the system, I created the
recommendations for future iterations.
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2. Design Overview
2.1 System Overview

Figure 2.1. Block diagram of the instrumentation package.

Figure 2.2. Photograph of an instrumentation package, which shows the shield board
mounted on an Arduino Uno.
This instrumentation package consists of an Arduino Uno, a custom printed
circuit board (PCB) shield and an inertial measurement unit (IMU), depicted in Figures
2.1 and 2.2. A coprocessor mounted on the PCB generates the signal sent to each PIP and
digitizes the received analog voltages through an analog to digital converter (ADC). The
three-axis IMU collects acceleration, rotation and magnetic field measurements. The
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EEPROM memory chip stores data. This instrumentation package operates off a single
6-15V power source and communicates externally via a UART interface.
The software environment for this instrumentation package consists of code in the
Arduino, the coprocessor and off-board Python data processing scripts. The Arduino code
drives the main functionality of the device, querying the coprocessor and IMU for data
and communicating with the external interface. The coprocessor interfaces with external
sensors and the ADC and encodes the signals into data packets. The post data collection
processing code parses the transmitted data packets into manipulatable data from which
the measurements are interpreted.
This thesis will focus on the use of this system to interface with PIPs on NASA
sounding rockets, although the hardware can support different data logging use cases.
Within the context of supporting PIPs, this instrumentation package was designed to be
customizable for different science missions. For example, it can be configured to be
flown on ejectable sub-payloads or mounted onto a sounding rocket deck directly.
Sampling frequency, data transmission baud rate and board identification numbers can
each be customized in the Arduino code. Using the same base electrical hardware design,
wiring harnesses and software parameters are tuned for different implementations.

2.2 Hardware
The instrumentation package hardware consists of a four layer PCB shield, with
parts on both sides, mounted onto a commercial Arduino Uno. The Arduino was selected
for this design because it is cheap, open source, well-documented, and easily accessible
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to students with little engineering background. The accessibility of the Arduino
environment is key because this instrumentation package was designed for use in a
research group with many undergraduates. The Arduino platform provided the necessary
computing power packaged within an environment that any student could understand
relatively easily. A simplified block diagram of the instrumentation package is depicted
in Figure 2.1 and the layout and schematic of the shield are included in Appendices A
and B.
This system operates off a single 5.5-15V power source at under 200mA. Power
regulators provide 5V and 3.3V power to the Arduino and shield board respectively. A
+/-12 V DC-DC converter provides isolated power to the external sensors.
An ATxmega32E5 microprocessor is used in this system as a coprocessor to
control the complex data collection and logging routines. The internal digital to analog
converter on this device is used to generate a staircase-shaped waveform, referred to in
this thesis as a “sweep,” which the PIP requires to function, shown in Figure 2.3. The
coprocessor is included in this system design in addition to the Arduino Uno because the
Arduino microcontroller can only complete one task at a time. The delegation of PIP
interfacing to the coprocessor allows the Arduino to complete other tasks while PIP
voltage is sweeping and sampling is occurring. Additionally, the use of a coprocessor
abstracts the details of the PIP interface from the main Arduino code. This allows for the
use of the accessible Arduino interface to determine the overall device functionality while
the coprocessor handles the more complex data collection process. The coprocessor
delivers sweep data packets to the Arduino using a serial peripheral interface (SPI).
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Figure 2.3. Oscilloscope waveform depicting a single sweep (yellow) which is the signal
generated by the instrumentation package and sent to each PIP once per sampling
period.
An analog to digital converter is used to digitize the analog voltage returned by
each PIP. An external analog to digital converter (ADC) was selected instead of using the
ADC built into the coprocessor because this device has more precision and lower
digitization noise. This ADC has four analog inputs, only two of which are used to
interface with PIPs. It transmits measurements to the coprocessor using SPI.
An SPI network consists of a master device and one or more slave devices. A
slave device is active when it receives a chip select signal from the master. Because the
coprocessor sometimes functions as a slave in the Arduino network and at other times as
a master to query the ADC, a multiplexer is used to direct the signals from the single SPI
port of the coprocessor to these two separate SPI networks.
The memory chip on the shield is a 2 Mb EEPROM device. It can be written to
and read from the Arduino directly as a slave device in the Arduino-driven SPI network.
In order for the 5V logic-level Arduino to interface with the 3.3 V memory chip,
coprocessor, and multiplexer, a level-shifter is used.
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The design includes a commercial IMU which consists of a 3-axis gyroscope,
accelerometer and magnetometer. This IMU is cabled to the shield but the signals are
routed to the Arduino pins directly. Data is transmitted between the Arduino and the IMU
over a 5V referenced I2C bus.
Finally, a RS422 transceiver is used to receive and drive signals from the Arduino
to the external interface. The design of this external interface is explored in depth in
Chapter 4.
The layout of the shield board was designed within the form factor of the Arduino
Uno with surface mount Arduino headers. The layout was created using the computer
aided design software AutoDesk Eagle. Components were arranged to mitigate coupling
between the switching power supplies and the sensitive analog signals. A ground plane
and physical distance was used to shield the analog inputs from the switching
communication lines. Loop size within the amplifier circuit was minimized to reduce
coupling by induced magnetic fields. Much of this layout design was incorporated from
the previous BobShieldv3 iteration.
A design decision made in the previous iteration which was again implemented
was the addition of indicator LEDs for the 3.3.V power, 5V power and coprocessor
activity. An LED is also located on the chip select signal of the memory chip to indicate
when it is active. These LEDs proved to be invaluable while debugging and one of them
turning off is an immediate indication of malfunction.
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2.3 Software
The software environment for this instrumentation package consists of three
bodies of code, used by the Arduino, coprocessor and off-board data processing scripts.
The Arduino code, written in the Arduino language very similar to C++, controls
the main functionality of the instrumentation package. During each sampling period, the
Arduino commands the coprocessor to conduct a sweep of the voltage on the PIP, queries
the IMU for attitude data and transmits a data packet through the external interface. The
initialization of the Arduino code dictates the minimum and maximum sweep voltages,
the number of sweeps, the duration of each step, and the frequency with which to sweep.
These parameters are communicated once to the coprocessor upon startup, after which
the Arduino simply commands the coprocessor to conduct a sweep. The timing of the
Arduino tasks is implemented using a finite state machine, which is described in detail in
Chapter 4. This state machine was formulated by me and Josh Gutow, and Josh Gutow
implemented this logic in code.
The coprocessor generates sweeps, samples the PIP voltages with the ADC, and
passes data packets to the Arduino. A sweep consists of a staircase-shaped signal which
sets the potential of the PIP screen. At each “step” of the sweep, the analog signal from
the PIP is sampled by the ADC, after it settles to steady state. Measurements at each step
are averaged to reduce noise. A sweep data packet consists of a sequence of averaged
measured voltages at each step. This condensed sweep data packet is what the
coprocessor sends to the Arduino once every sampling period. The C code for the
coprocessor used on this redesigned package was nearly unchanged from the previous
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iteration, written by then undergraduate Jacob Weiss and post-doctoral researcher Max
Roberts.
The third body of code for this system is the Python parsing scripts, which parse
the data stream output by the instrumentation package into interpretable measurements.
One version of the parsing script accepts a continuous asynchronous datastream and
displays the measurements in real time. This code is very helpful to display data while
debugging, although it is susceptible to crash with even a single bit of error. A different
Python script is used to parse pre-collected files of data, including those collected during
flight. The output of this parser is a data file of timestamped PIP and IMU measurements,
from which plasma parameters can be determined. The original parsing code was written
by Max Roberts, and it continues to be updated as the design and usage change.
Together, these three bodies of code execute the functionality of the
instrumentation package and direct the flow of information. The Arduino commands the
coprocessor to sweep the voltage sent to the PIP. The PIP returns an analog voltage which
is proportional to the ion count at each potential. This analog signal is digitized and
packaged into a data packet which is sent from the coprocessor to the Arduino. The
Arduino combines this PIP data stream with an IMU sample and transmits them to the
external telemetry system. Data logs are parsed using the Python code to extract
measurement data. Finally, these measurements are translated into physical units and
analyzed.

14

2.4 Limitations of Previous Iteration
The redesign detailed in this thesis was motivated by specific limitations of the
previous iteration. The synchronization of measurements collected by different
instrumentation packages proved to be difficult in the 2017 ISINGLASS mission because
of the clock drift error of each sub-payload. In order to address this problem, the Arduino
timing was improved using a crystal oscillator and an external alignment pulse was
delivered to each system, which required the reconfiguration of the external interface.
Additionally, a customizable fabrication and integration process was required to build
devices for four different missions, as the previous iteration was built only for a single
mission and the main contributors had left the College. Each of these three main redesign
focuses - synchronization, interfacing and fabrication - will be addressed in the following
three chapters. Additional design considerations in this redesign included increasing the
sampling frequency, mitigating overheating concerns, reducing measurement noise, and
implementing an onboard memory chip.
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3. Synchronization
3.1 Problem Definition
A multipoint network of sensors most effectively captures both spatial and
temporal variations when the measurements are collected synchronously at different
locations. When synchronized, this spatial array of measurements provides a snapshot of
the system dynamics at a given point in time. However, synchronizing sampling across a
network of sub-payloads which do not communicate with each other provides a complex
engineering challenge. This requires fixing both the sampling frequency of each device
and aligning the phase of each sampling period.
Measurement synchronization proved to be
very difficult to implement in the 2017
ISINGLASS mission, and involved a noisy radio
beacon and poor Arduino timing. The effects of
this misalignment error were evident in the IMU
data collected by each sub-payload, referred to
here as a “bob.” Each of the four bobs were
deployed from the main rocket at the same instant
in the configuration shown in Figure 3.1. However, the acceleration spike caused by this
deployment was recorded at different times by the instrumentation package on each bob,
as can be seen in Figure 3.2. The 0.2 second range of recorded deployment times is not
due to an actual deviation in deployment time but rather is due to the clock frequency
error of each device integrated over the previous 122 seconds of flight. The timing of
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each instrumentation package is dependent on the frequency of oscillation of the ceramic
resonator which the Arduino microcontroller references. The ceramic resonator which is
used on the commercial Arduino Uno has a frequency tolerance of 0.5% and a frequency
stability across temperature of 0.3%, which is evident in this 0.2 second error range in the
bob acceleration data (datasheet:
www.murata.com/~/media/webrenewal/support/library/catalog/products/timingdevice/cer
alock/p16e.ashx). This time scaling error is significant for this use case because the
instrumentation package in the upcoming missions is sampling at 45 Hz, with a period of
.022 seconds, with a flight time ranging between 400 to 1500 seconds.

Figure 3.2. Unadjusted acceleration data from each of the ISINGLASS sub-payloads
around the time of ejection. Credit: T. M. Roberts, JPL.

Figure 3.3. Acceleration data from each of the ISINGLASS sub-payloads around the time
of ejection, scaled for clock drift. Credit: T. M. Roberts, JPL.
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The previous strategy used to address this timing error was to scale the times of
each data stream by a constant correction factor, calculated using the launch and
deployment accelerations as fixed reference points. However, this solution is not ideal
because it assumes that the deployments were truly simultaneous. It also assumes that the
frequency of oscillation of each resonator is constant throughout the flight, which is not a
valid assumption given the 0.3% stability tolerance and the temperature fluctuations
throughout flight. Finally, this scaling scheme merely allows us to align the data streams
for different bobs with an agreed upon time scale. However, it does not address the fact
that measurements were not being collected simultaneously, and the sampling frequencies
were not identical and thus the measurements were not in phase.

3.2 Arduino Oscillator Modification
This synchronization issue was addressed through two solutions: one to address
the sampling frequency and one to align sampling periods. In order to standardize the
sample frequency across different devices, the ceramic resonator which provides the
Arduino’s internal reference timing was replaced with a much more accurate temperature
compensated crystal oscillator (TCXO). The TCXO selected has a frequency stability and
frequency tolerance that are three orders of magnitude lower than that of the ceramic
resonator. The frequency tolerance of this TCXO is 2.0 ppm and the frequency stability
across temperature is 2.5 ppm (datasheet:
https://abracon.com/Oscillators/ASTX-H11.pdf). For a flight time of 1000 seconds, this
results in a maximum error of +/-0.0025 seconds, which is significantly less than the
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maximum error of the ceramic resonator, +/- 5.0 seconds, as depicted in Figure 3.4. This
0.0025 seconds is an error range which was acceptable for the instrumentation package
needs, because this error accrued over flight is an order of magnitude smaller than the
sampling period, so no sub-payload could become noticeably out of sync.

Figure 3.4. Plot of error range in time recorded by the ceramic resonator (blue) and
TCXO (green) throughout flight time based on manufacturer specifications for frequency
tolerance. Over a flight time of 1000 seconds, the TCXO accrues a maximum error of
+/-0.0025 seconds.
In order to replace the ceramic resonator with the TCXO, the TCXO chip was
epoxied onto the surface of the Arduino because the two devices have different
footpoints, as shown in figure 3.5. The bypass capacitor and the TCXO were attached to
the pin on the microprocessor on the Arduino using hand-soldered jumper wires. Because
the ceramic resonator is a passive part and the TCXO is an active chip, their pinouts and
interface with the microprocessor differ. The TCXO has a single output, rather than the
differential resonator output. In order for the microprocessor to correctly interpret the
TCXO as an external clock on pin XTAL1, the fuse bits on the processor code needed to
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be changed (user manual:
ww1.microchip.com/downloads/en/DeviceDoc/Atmel-42005-8-and-16-bit-AVR-Microco
ntrollers-XMEGA-E_Manual.pdf). The fuse bits were set by programming the
microcontroller via the In-Circuit Serial Programming (ISCP) interface, which requires
bypassing the standard Arduino USB port. The ISCP interface was accessed and the
microcontroller’s bootloader was programmed using the SparkFun AVR Pocket
Programmer (learn.sparkfun.com/tutorials/installing-an-arduino-bootloader). The
discovery of this programming solution was supported and advised by Professor Yorke
Brown. Reloading the bootloader code through the Arduino IDE with the correct fuse bits
allows the microprocessor to properly reference the TCXO and utilize the standard
Arduino interface.

Figure 3.5. Arduino Uno with TCXO modification implemented, visible in the center of
this image.
This crystal oscillator modification was implemented on the Arduino of each
instrumentation package built in the spring of 2020 and on the sub-payloads built in
2019. The oscillator frequency of a populated TCXO was measured to be 16.0001 MHz,
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shown in Figure 3.6, which is two orders of magnitude more accurate than the frequency
of the ceramic resonator it replaced. This is the measurement precision of the
oscilloscope that was used, so the accuracy of the device could not be experimentally
observed with any more precision in my makeshift home lab setup in spring term of
2020. However, the manufacturer stated stability specifications indicate that the devices
are accurate up to an additional decimal place. The implementation of this TCXO ensures
that the time scale on each instrumentation package is aligned and the sampling
frequencies are within an acceptable tolerance.

Figure 3.6. Oscilloscope data of TCXO implemented on Arduino, measuring an
oscillation frequency of 16.0001 MHz.
3.3 1PPS Alignment Pulse
Substituting the Arduino’s ceramic resonator with the very accurate TCXO
ensures that each instrumentation package is actually sampling with the same frequency
and they have a common time scale. However, each device may be turned on at a
different time, and thus their sampling periods are not in phase. The left panel of Figure
3.7 depicts the sweeps, which are characteristic of one sampling period, of two different
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instrumentation packages which are out of phase. In order to align these systems, a 1 Hz
external alignment trigger pulse was implemented. This pulse was generated by the main
rocket’s GPS system and is a highly accurate one pulse per second (1PPS) reference
signal. The pulse is sent simultaneously to each instrumentation package on the main
rocket; main payload mounted packages receive this signal throughout the entire flight
and sub-payload packages receive it during the upleg while stowed. When the
instrumentation packages receive a pulse, they align their sampling periods so the devices
are sampling in phase, as depicted in the right panel of Figure 3.7.

Figure 3.7. Sweep output of two deck-mounted instrumentation packages (one in blue, the
other in yellow) during integration at WFF in 2019. Left (a): instrumentation packages
sampling out of phase before receiving alignment pulse. Right (b): devices sampling in
phase after receiving the alignment pulse. Credit: R. Clayton, Embry-Riddle.
By implementing these two solutions - the modified oscillator and 1PPS
alignment signal - measurement collection is synchronized across multiple packages. The
1PPS signal provides a reference to align sampling periods of different devices and the
oscillator provides a sufficiently accurate clock so the periods remain synchronized after
sub-payloads are deployed.
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4. External Interface
4.1 Problem Definition
In order to implement the 1PPS alignment signal described in Chapter 3, the
instrumentation package requires the hardware interface to receive this signal. The
previous iteration of this design only included a one directional RS422 transmitter to send
out data but was not designed to receive any data. A similar alignment pulse scheme was
implemented with this previous iteration, but the previous solution to the interfacing
problem required either a noise radio beacon for the sub-payloads or an additional PCB to
buffer the incoming pulse for the deck-mounted packages, both of which were clunky and
inefficient.
The external transmission of data on the previous iteration of sub-payloads on the
2017 ISINGLASS mission used a frequency-hopping and intermittently transmitting
DNT 900MHz radio. This intermittent radio disrupted the PIP measurements, so the
sub-payload could either sweep the sensor voltage or transmit data via the radio, not
complete both tasks simultaneously. With the development of the NASA Wallops Swarm
communication system, which uses a continuously transmitting S-band radio, the
interference was no longer present. The ability to transmit data packets and sweep the PIP
voltage at the same time allowed for a much faster sampling cadence. However, this
required a redesign of the functionality and timing scheme of the system. Additionally,
interfacing with this new Wallops system required an electrical interface in a format that
the system expected, with a common voltage level, communication protocol and baud
rate.
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The implementation of a 1PPS alignment signal received by the instrumentation
package and interfacing with the new Swarm communications system required a redesign
of both the data transceiving hardware and the software functional design.

4.2 Hardware Solution
The hardware solution to this external interface problem was the addition of a
RS422 transceiver chip. This chip buffers data being sent to and from the instrumentation
package between the differential signals on the external-facing side and a single-ended
5V logic level signal which the Arduino expects. Because the received 422 signal was
intended to be used as an alignment trigger, instead of being routed to the pin on the
Arduino dedicated to the UART interface, it was routed to digital pin two which is
intended to accept external interrupts. A 100 Ohm terminating resistor was placed across
the differential received signal traces, as is standard practice, to reduce transmission line
reflections. This RS422 transceiver chip was selected because it was recommended by
the engineers at NASA Wallops and is the same chip used on their system, so they are
designed to interface.

Figure 4.1. Schematic portion containing the RS422 chip, center, which converts logic
levels between the Arduino, left, and the differential signals received on the external
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interface header, right. The terminating resistor R3 is placed across the receiving signal
traces.
4.3 Software Solution
The Arduino code, which controls the functionality of the instrumentation
package, was completely rewritten to handle the occasional alignment pulse and to
implement a new timing scheme. This functionality was implemented using a finite state
machine structure, which is diagrammed in Figure 4.2. A finite state machine is a
sequential logic model commonly used in digital design, probability theory and software
architecture to organize a series of sequential actions or states of a system. Each state
represents a functional mode of the system and is indicated in the diagram by a circle.
The arrows represent event-triggered state transitions. This state machine is said to be
finite because the system is always occupying a single of the finite number of states. The
finite state machine model was chosen for this application because the instrumentation
package has well-defined operational states - such as transmitting data packets - and
event-driven functionality - such as when an alignment pulse is received. This state
machine was formulated by me and Josh Gutow, another undergraduate student in the
Lynch research group. Josh implemented this state machine in Arduino code.
The basic structure of the state machine timing is that while the coprocessor is
conducting a sweep of the PIP voltage, the data from the previous sweep is being
transmitted through the RS422 transceiver. With no alignment pulse, the uninterrupted
sequential logic for one sample period traces the clockwise path around the diagram in
Figure 4.2: tell the coprocess to start a sweep, transmit the sweep data packet from the

25

previous period, sample IMU data, transmit the IMU data, wait for the ongoing sweep to
finish, query the sweep data from the coprocessor, and then wait until the next cycle. This
behavior can be observed in Figure 4.3, which shows the sweep signal in blue and the
transmitted data in yellow. Immediately after the descending sweep begins, the longer
data packet, which is the previous sweep, is transmitted. There is a pause in data
transmission as IMU data is collected, and then transmitted in the smaller, second data
packet. After the sweep has finished, there is a delay time before the next sampling
period. If an alignment pulse is received at any point in this routine, the system returns to
the waiting for the new cycle state and, after a slight delay, a new sweep begins.

Figure 4.2. State machine diagram that displays functionality of Arduino code and
response to an alignment pulse. Developed in partnership with J. Gutow, Dartmouth.
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Figure 4.3. Oscilloscope waveform displaying the sweep signal (blue) and data
transmission RS422 signal (yellow) of the same instrumentation package. Data is being
transmitted at a baud rate of 230400 bits per second.
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5. Customizable Fabrication & Integration Process
5.1 Problem Definition
This instrumentation package was designed to be customizable for different
science missions and implementations. While this customizable design is useful to reduce
cost and allows the same hardware design to be reused for different missions, the number
of packages that needed to be built and the customizable parameters introduced
challenges for the fabrication process. The two main use cases of this instrumentation
package were deck-mounting directly on the main rocket payload or installing the
package into an ejectable sub-payload, shown in Figure 5.1. These two uses,
deck-mounted and sub-payload, required the instrumentation packages to have different
mechanical mounting and cable harnessing. However, they have the same functionality
and identical electrical components.

Figure 5.1. Right: Experimental section of the CREX 2 sounding rocket, housed under the
nose cone. The instrumentation packages are mounted within the four rectangular boxes
in the center of the image and PIPs are located on two extending booms. Credit: NSROC.
Left: Design of ejectable sub-payload built for Sub-Tec 8. Credit: J Yacobucci, NASA
WFF.
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In order to produce multiple dozen of these instrumentation packages, each with
customizable parameters, a comprehensive fabrication and integration procedure was
required. A large team of staff, graduate students and undergraduate students worked on
assembling and verifying these packages. This process could not have happened without
each of their help. However, this group of individuals had a wide range of experience
with engineering and the rotating cast allowed for human error to be introduced as
devices switched hands. Additionally, the instrumentation packages needed to be
completely characterized and their functionality fully verified before they left Dartmouth.
There is only one opportunity for a sounding rocket flight, so each device’s reliable
performance under flight conditions was of utmost importance. In order to be flown on a
NASA sounding rocket, strict guidelines for manufacturing practiceness and cleanliness
must be adhered to. The confluence of customizable parameters, a large team, strict
guidelines, and the required reliability posed a system and project management challenge.
This thesis encompassed the creation of a procedure to address this system management
challenge and create documents to guide the process in the future.

5.2 Previous and Upcoming Missions
This instrumentation package was built for flight on four science missions, listed
below. One of these rockets, Sub-Tec 8, has already been launched and results are
discussed in Chapter 6. The remaining three missions have had schedule delays due to the
CoVID-19 epidemic but are tentatively scheduled for the next two winters.
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The Suborbital Technology (Sub-Tec 8) test flight mission successfully flew on
October 24th, 2019 at NASA Wallops Flight Facility. The Principal Investigator was
Cathy Hesh of NASA Wallops.
The Cusp Region EXperiment (CREX) 2 mission was scheduled for launch in
November 2019 out of Andøya Space Center in Norway, but due to bad conditions it
could not fly during that launch window. This mission is postponed until Fall 2021. The
Principal Investigator is Dr. Mark Conde of University of Alaska Fairbanks.
Loss through Auroral Microburst Pulsations (LAMP) is scheduled for Winter
2021/2022 to be launched out of the Poker Flats Rocket Range in Alaska. The Principal
Investigator is Dr. Sarah Jones of NASA Goddard Space Flight Center.
Kinetic-scale Energy and momentum Transport eXperiment (KiNET-X) 2 is
scheduled for launch in the winter of 2021 out of NASA Wallops. The Principal
Investigator is Dr. Peter Delamere of University of Alaska Fairbanks.
The instrumentation packages built for each of these missions are outlined in
Table 5.1. Each type of instrumentation package built for flight is accompanied by a
flight spare, with which it could be replaced if malfunction or damage occurs during
integration.
Mission

Deck-mounted Packages

Sub-payload Packages

Status

Sub-Tec 8

-

2 sub-payloads, 1 spare

Successfully launched

CREX 2

4 deck-mounted, 1 spare

-

Integration completed

LAMP

4 deck-mounted, 1 spare

-

Verification ongoing

KiNET-X

4 deck-mounted, 1 spare

2 sub-payloads, 1 spare

Verification ongoing

Table 5.1. List of the deck-mounted and sub-payload instrumentation packages which
were built. Mission and build status are listed as well.
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5.3 Procedure
A comprehensive fabrication, verification and integration process was created to
advance this project from the design stage to the production of flight hardware. This
process, depicted in Figure 5.2, consists of PCB population, cabling, verification and
characterization procedures, and system integration. This process was all completed at
Dartmouth by members of the Lynch Rocket Lab research group. I oversaw the project
management and higher level organization of this process.
Fabrication of more than a dozen boards in parallel required the implementation
of an organizational scheme to track progress and standardize procedures. Each PCB was
numbered and was stored in a designated anti-static tray. The number corresponded to a
designated use for each shield which was consistent throughout fabrication, testing,
integration and post-flight data processing. A build notebook dedicated to fabrication
included a checksheet for each board, where its status was recorded, specifically noting
times when they were exchanged between lab members. If at any point during fabrication
or testing a mistake was discovered or a change needed to be made, a change sheet would
be filled out. These change sheets provide a record of adjustments, iterations, and failure
points. Checksheets were also created for the verification and characterization
procedures, which we stored in a dedicated testing notebook in room 317. Checksheets
are useful to outline the steps needed for each process and record completion. The
verification checksheets also require documentation of each board’s performance, such as
power consumption. This documentation process ensured consistency and reliability and
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provided information on each board’s operation history. All check sheets are included in
the Appendices of this document.
In addition to using written check sheets to standardize the fabrication process,
dedicated inspection steps were included throughout the process to examine errors. The
first inspection was carried out by Ralph Gibson after PCBs were populated. This
inspection examined each board for proper reflow and any parts which were offset from
their footprints were adjusted. Another inspection occurred after cabling and before
powering each device. All cables were checked for continuity using a digital multimeter,
verifying there were no mistakes in the pinning of connectors or hand soldering of wires.
A final inspection occurred at the end of the fabrication and characterization process.
This final inspection was conducted by Dave McGaw, an electrical engineer in the
Physics department with no other involvement in the project. This inspection functioned
as an external review of the workmanship before boards were delivered for integration.
These successive inspection points proved to be invaluable, particularly for the first few
boards, when fabrication techniques were still being adjusted. They provided feedback
which was incorporated into the fabrication procedures.
Fabrication procedures were designed to adhere to best practices for assembling
space flight hardware, outlined in the NASA Workmanship Standards
(workmanship.nasa.gov/lib/insp/2%20books/frameset.html). Cleanliness of flight
hardware is particularly important in sounding rocket applications because outgassing
will affect plasma particle measurements, which are key for the missions. Special
attention was paid to removing all flux from solder joints by soaking each board in
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isopropyl alcohol after the solder was reflowed. After cleaning each device, gloves were
worn while handling flight hardware to avoid depositing oils and dirt. Electrostatic
discharge (ESD) posed a risk to sensitive hardware, particularly the analog to digital
converter and operational amplifier ICs. ESD risk was mitigated by always wearing a
grounding wrist strap when handling populated boards or sensitive parts, as is required in
the Workmanship Standards. These are the same procedures and standards to which other
labs adhere when fabricating instruments for sounding rockets.

Figure 5.2. Graphic displaying fabrication and integration procedure. Paper icons
indicate the use of a formal check sheet to record results and green boxes indicate an
inspection.
5.4 Fabrication: PCB Population & Cabling
The entire fabrication process, beginning with receiving blank PCBs to delivering
flight hardware to NASA, was conducted here at Dartmouth College using the resources
of the Arts and Sciences Electronics Division, located in the basement of Wilder Hall.
This process will be broadly outlined in this document to provide a reference for future
work.
Before part population, each blank PCB was etched with its identification number
and then cleaned. Solder paste was applied using a 6mil stencil, which was ordered along
with the PCBs from Advanced Circuits. Advanced Circuits was chosen as the PCB
manufacturer for this project because of a longstanding relationship, helpful customer
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support and reliable products at a reasonable price. I would recommend continuing to use
this provider in the future. Parts were populated onto the blank boards using a
semi-automatic pick and place machine, which accelerated population time and ensured
accuracy of part placement. The solder was then reflowed using a reflow oven. The
temperature profile of the reflow oven was adjusted to align with the specifications of the
solder paste in order to create reliable solder joints. Using an oven allowed multiple
boards to be reflowed simultaneously and was significantly faster than reflowing each
part by hand. Flux residue generated by reflow was carefully removed by gently
scrubbing solder joints after soaking the board in an isopropyl alcohol bath.
After population, boards were delivered to Ralph Gibson for an initial inspection.
Next, cabling harnesses and hand-soldered Arduino mounting pins were attached.
Cabling is the only parameter which is customized in the fabrication process.
Deck-mounted instrumentation packages were harnessed to D-Sub connectors and
sub-payload packages used Winchesters. Cabled boards were cleaned once more to
remove flux and delivered to 317 fully fabricated.

5.5 Verification & Characterization
A systematic verification and characterization procedure was designed to
standardize validation across flight boards. It occurs in three stages, each of which is
documented on a check sheet and stored for reference. An initial inspection verifies
wiring continuity and checks for shorts using a digital multimeter. The first verification
checksheet outlines the process to check each board for baseline functionality. Power
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regulator operation is examined using the multimeter and nominal power consumption is
recorded. The Arduino and coprocessor are programmed with a generic base code. The
LEDs located on the top of the shield provide helpful feedback in this step as they
indicate 3.3.V power, 5V power, and coprocessor activity. The baseline functionality of
the Arduino and coprocessor is confirmed by probing the sweep output and verifying that
sweeps occur at a regular frequency, as depicted in Figure 2.3. The memory chip
functionality is verified by running a script which simply writes sequential numbers to
the chip and then reads them back. This procedure is identical for each board.
The second verification procedure integrates the customizing of board- and
mission-specific parameters. At this step, each shield is mounted onto a dedicated
Arduino with the crystal oscillator described in Chapter 3 and unique code is uploaded.
This code includes mission-specific parameters such as sampling frequency and the use
of buffer memory. Board-specific parameters are tuned in the Arduino code for each
device in order to calibrate the sweeps to exactly 0 to 5V. Tolerances of the regulator
which provides the reference voltage to the coprocessor, and the tolerance of the resistors
in the operational amplifier circuit result in an output sweep signal which deviates
slightly from the intended 0-5V. Adjusting the values sent to the digital to analog
converter in the Arduino code for each board mitigates this variation. This process is
conducted by observing the sweep waveform on an oscilloscope and adjusting the
Arduino values until the desired 0-5V range is reached.
The third and final checksheet procedure characterizes the noise level of each
board, verifies the functionality of the external interface and simulates flight operation,
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which is identical across all boards. Data is recorded from each instrumentation package
on the lab computer by using an external RS422 to USB converter. An external alignment
pulse is generated by a different Arduino and transmitted to the instrumentation package.
Collected data files and sweep waveforms are examined to ensure proper data
transmission and response to the alignment pulse. To characterize ADC behavior, a
reference voltage is applied to the ADC inputs while data is being displayed using the
live plotting script. Noise margin at multiple input voltages and the saturation voltage are
recorded. Finally, data is collected for a continuous ten minutes, simulating the flight run
time. All of this characterization data is recorded so it can be referred to during
integration and post-flight data processing.
Together, these three procedures validate nominal functionality, tune customized
parameters, and characterize flight operation.

Figure 5.3. Verification and characterization bench setup. The Arduino on the left
generates a 1PPS alignment pulse, which is buffered through a 422 transmitter chip on
the breadboard and then sent to the instrumentation package on the right. The power
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supplies power each board and provide a reference analog voltage input to the
instrumentation package, by which the noise is characterized. Data is converted to USB
using the red board on the bottom right to collect data on the computer. The oscilloscope
is used to view the sweep sampling outputs.
5.6 Outcomes
This customized fabrication and integration process was carried out in the
production of 29 instrumentation packages built for 4 missions and a few bench spares.
The first build, which occurred in the winter and spring of 2019, culminated in the
hardware for Sub-Tec 8 and CREX 2, pictured in Figure 5.4. Much was learned
throughout this first build process, as the procedures were still being formed while
fabricating and verifying the first few bench-testing dedicated boards.

Figure 5.4. Left: Three assembled ejectable sub-payloads built for Sub-Tec 8. Just the
Dartmouth-built portion of the sub-payload is shown, disconnected from the Swarm
communication system. Right: Two deck-mounted instrumentation packages (located in
the boxes with red tags) built for CREX 2. Shown here with 8 PIPs mounted onto their
mechanical structure on either side.
Lessons learned from the 2019 build were implemented in the procedure used for
the build process in the winter of 2020 in preparation for the upcoming LAMP and
KiNET-X missions. In 2019, the PCB population was conducted by a number of first year
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research interns who were not very familiar with the project and had little prior
fabrication experience. They were assigned this task because all students with previous
experience had graduated and the technique required was underestimated. They
completed these tasks to the best of their ability and the work was much appreciated;
however, because we had not prepared these students effectively for this task, there were
numerous workmanship errors. The formal inspections were instituted to catch these
recurring workmanship errors. For the build in 2020, these inspections were continued
and I completed all of the PCB population personally. The second major change between
the build in 2019 and the build in 2020 was the formalization of the three checksheets.
The 2019 sheets were slightly repetitive and haphazard, because the software design and
verification procedures were adjusted while the boards were progressing. Before the
beginning of the 2020 build, each checksheet was reexamined to distill the important
steps and add clear instructions so anyone vaguely familiar with the project and electrical
engineering could repeat the procedure.
In winter of 2020, 15 instrumentation packages were fabricated, which are
pictured in Figure 5.5. The revised checksheets incorporating lessons from 2019 were
used and can be referenced in the appendix. Verification and characterization procedures
were underway when lab access was stalled due to the CoVID-19 pandemic. This work
was put on hold during spring term of 2020 but will resume soon. The goal is to finish
these procedures by mid-summer of 2020 and have the packages ready for integration for
LAMP and KiNET-X in the fall.
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Figure 5.5. Image of 15 instrumentation packages during the verification process, built
for LAMP and KiNET-X.
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6. Demonstrated Use: Moving from 317 to Wallops
This instrumentation package was designed specifically for use on the four
sounding rocket missions discussed. Thus, seamless integration with the main rocket
infrastructure, specifically the Swarm communication system, was key to a successful
design. Demonstrated use of this instrumentation package while integrated with
supporting systems is discussed in this chapter. This begins with the validation of a
prototype design, continues with the integration of the final packages into two rockets,
and culminates in the 2019 launch of Sub-Tec 8.

6.1 Prototype Design Validation
A noteworthy step in the redesign process was the creation of a prototype in the
fall of 2018. This prototype was built using a blank PCB from BobShield v4.3, as a
stand-in for a breadboard, adjusted with changes proposed for the redesign. These
adjustments included the integration of a new 422 transceiver, tuning of load capacitance
on the power regulators, the addition of an EEPROM memory chip, and the
implementation of an early version of the new state machine Arduino code. This
prototype provided a platform to adjust design parameters before the full fabrication
flight hardware. Each of these individual design choices were implemented and tested on
the bench at Dartmouth. The whole prototype underwent vacuum chamber run-time
testing to ensure reliability throughout flight. However, in order to have sufficient
confidence in this redesigned system to move forward and invest in ordering new PCBs,
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integration testing with the Swarm communication system under development at NASA
Wallops was necessary.
In December of 2019, Professor Lynch and I travelled to NASA Wallops with this
prototype to verify the interface between the instrumentation package and the Swarm
communication system. Both the Dartmouth and the Wallops system were still in
development at this point in time so validating communication was informative for both
teams. For this integration testing, the power and communication interface was set up as
it would be during flight, depicted in Figure 6.1. Power and a 1PPS alignment signal were
provided by the Swarm system. Data packets were transmitted from the prototype to the
Swarm communication system, through their main telemetry system, and back to the
Dartmouth computer in an asynchronous output stream. Successful data transmission
through this datapath demonstrated the nominal operation of our system and external
interfacing capabilities at multiple baud rates. This process also validated the parsing
code which could successfully receive and decode the asynchronous data stream from the
Swarm telemetry system. This successful demonstration of interface capability gave us
the confidence to move forward with the redesign and begin the 2019 build.
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Figure 6.1. Prototype instrumentation package during interface integration testing at
NASA Wallops in December of 2018. Two PIPs are attached on the right, communication
lines are connected on the top left, and oscilloscope probes are attached on the bottom
right.
6.2 Integration
Every sounding rocket mission consists of multiple experiments and requires
coordination between teams from different institutions. The process of installing each
institution’s equipment on the main rocket payload, referred to as integration, is a weeksor months-long process which includes rigorous testing sequences. Integration begins
with subsystem testing of each instrument, verifying correct operation using the main
payload’s power and telemetry. Each instrument is sequentially integrated into the main
payload while engineers adhere to strict cleanliness, documentation, and ESD protection
protocols. Once fully assembled, the entire science payload undergoes vibration,
electromagnetic interference, and sub-payload deployment testing. This process simulates
nominal and worst case flight conditions and verifies operation throughout a simulated
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launch sequence. For Sub-Tec 8 and CREX 2, integration occurred at NASA Wallops
Flight Facility in the summer of 2019.
The instrumentation packages performed reliably throughout the integration
processes for Sub-Tec 8 and CREX 2, with few exceptions. The rigorous verification and
characterization procedures described in Chapter 5 were designed to identify and address
errors, so this reliability during integration demonstrated the effectiveness of those
procedures. During integration, the live plotting python script provided immediate data
visualization, which was used to verify nominal operation and a functioning
communication interface. This immediate feedback was particularly helpful when
debugging communication interruptions of the ejectable telemetry system on Sub-Tec 8.
Extensive deployment testing occurred for each of the sub-payloads because of their
complex mechanical mounting, depicted in Figure 6.2.

Figure 6.2. An ejectable sub-payload being installed into the main payload during
integration for Sub-Tec 8 at WFF in the summer of 2019. The darker, left half of the
sub-payload is the Dartmouth-built portion, containing an instrumentation package and
two PIPs. Credit: Berit Bland, NASA
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At one point during vibration testing of the CREX 2 payload, one instrumentation
package’s power consumption suddenly decreased and communication through the
asynchronous telemetry channel was lost. Power draw for each board was recorded
during the characterization procedure at Dartmouth, so when the power deviated from
this typical value it was recognized as a sign of a malfunction. Upon visual inspection of
this package, it was apparent that the shield had become unseated from the Arduino due
to the vibrations, as shown in Figure 6.3. This unseating had resulted in a loss of power to
the shield and the mounting coprocessor. To address this issue, the shield on each
instrumentation package was mechanically secured to its Arduino using a non-conducting
thread. This adjustment was applied to every instrumentation package in order to prevent
further issues.

Figure 6.3. The shield in this instrumentation package became unseated from the Arduino
to which it was mounted during vibration testing of CREX 2. This unseating is indicated
by the exposed interface pins in the center of this image. Credit: R. Clayton,
Embry-Riddle
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Aside from this minor unseating issue, integration for both missions proceeded
without any significant issues with the Dartmouth-built hardware. This demonstrated the
instrumentation packages’ reliability and prepared the entire system for flight.

6.3 Sub-Tec 8 Test Flight
The Sub-Tec 8 sounding rocket launched out
of Wallops Island, Virginia on October 24th, 2019,
depicted in Figure 6.3. This was a test flight, which
is a mission designed to test new technologies to
determine if they are reliable for science flights.
New technologies flown on Sub-Tec 8 included
multiple new instruments, including our
instrumentation package and the Swarm
communication system. This was the first flight for
these two systems, so Sub-Tec 8 was an important
step to verify their flight-readiness for future
science missions.
The instrumentation package demonstrated nominal operation throughout the
Sub-Tec 8 test flight. Data from each sub-payload was received and could be parsed,
which means that both the instrumentation package and the Swarm telemetry system
successfully functioned as expected. There was no science goal for this mission, so the
successful transmission of IMU data was the main result of this test flight for our

45

instrument. Preliminary raw data from one of the sub-payloads is presented in Figure 6.4,
which provides additional information about the flight.

Figure 6.5: Plot of raw data recorded on a sub-payload during the Sub-Tec 8 test flight.
The left panel of Figure 6.4 displays the IMU data. This attitude data provided
insight into the trajectory of the sub-payload and the mechanical deployment fixture. The
acceleration spike in the top left plot occurs when the sub-payload is deployed from the
main rocket. The oscillations in the magnetometer data in the plot below reflect the
spinning of the sub-payload due to the rifling of the deployment. The higher frequency
oscillations of the orange and green data are due to this expected rotation of the
sub-payload. The lower frequency oscillation most visible in the blue signal is a product
of the accidental coning of the sub-payload. The engineers at NASA Wallops who
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designed the deployment mechanism hypothesize that the sub-payload did not eject
symmetrically and was tipped at the moment of deployment, resulting in this precession
about the center axis. This deployment mechanism is under review before use on the next
flight.
The synchronization scheme described in Chapter 3 was implemented on this test
flight. A 1PPS alignment signal was sent to each sub-payload while it was stowed. The
signature of this alignment pulse can be observed in the bottom right panel of Figure 6.4.
The alignment pulse stops and the sampling cadence is uniform after ejection. This
successful implementation of an alignment pulse and stable oscillator to maintain
synchronization between sub-payloads throughout flight reaffirmed our confidence in this
scheme, which will be used in future science missions.
The top right panels of Figure 6.4 display raw data from the PIPs. The plasma
characteristics extracted from this data will not be discussed in detail because that
data-processing is outside the scope of this thesis. However, the noteworthy aspect of
these plots are the vertical bands of color, which are indicative of garbled data. These
plots are taken from the downleg of the flight, when the sub-payloads are far from the
main rocket radio. The telemetry dropouts increased with the deployment distance,
leaving patches in the intelligible data in the second half of the flight. This occurrence of
telemetry dropouts will be addressed both on the Swarm telemetry system and in
implementations of the instrumentation package hardware. New Arduino code will be
written to buffer collected data and transmit each sweep data packet twice, to mitigate the
effects of drop outs. Additionally, the python code which parses the asynchronous data
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stream into manipulatable data is being adjusted to make the translation more robust and
able to handle occasional missing bits.
The PIP data displayed in Figure 6.4 is also noteworthy because this was the first
flight of a newly iterated PIP preamplifier circuit. The gain on this sensor was increased
and an additional suppression screen was added. The data received from this PIP
indicated that the gain allowed the detection of relatively low density of plasma and
without introducing additional noise. This redesigned PIP will be flown on all three
upcoming missions.
Overall, this test flight was a success for this project. Both the instrumentation
package and the Swarm telemetry system functioned nominally. Additional information
was gleamed through the data recorded which impacts the future work, as discussed
above. Ultimately, this test flight gave both us and NASA the confidence in the reliability
and functionality of the redesigned instrumentation package. The success of this test
flight enables the use of this instrument on upcoming science flights.
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7. Conclusions: Future Work
7.1 Future of this Project
The immediate next steps of this project are to finish the fabrication of
instrumentation packages for LAMP and KiNET-X, which were delayed due to the
CoVID-19 pandemic. The devices for this mission will hopefully be finished in
mid-summer of 2020 in preparation for each mission’s integration. CREX 2, LAMP and
KiNET-X are each scheduled for launch in the next two years. The timeline of each of
these missions has also been shifted due to the pandemic so launch dates are not yet
finalized. The data collected on each of these three science missions will be analyzed to
characterize the plasma flow field present during flight.
The future use of this instrumentation package beyond these three science flights
is unknown. A proposal to fly PIPs on a new sounding rocket is possible. However, this
next mission might be very different and require another redesign of the instrumentation
package. My recommendations for a future iteration are detailed in Section 7.2.
Independent of the future use of this instrumentation package, the Lynch Rocket
Lab continues to study the auroral ionosphere using multipoint measurements. Other lab
members are working on analyzing the PIP data, utilizing arrays of multipoint
measurements to reconstruct a potential field and integrating measured plasma
parameters into an ionospheric model. The sounding rocket flights provide a case study
through which we have learned multipoint measurement and analysis techniques. These
techniques informed the creation of a proposal for an array of 32 satellites supported by
ground-based cameras across Alaska to study the auroral ionosphere. The future of this
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proposed mission, named the Auroral Reconstruction Cube Swarm (ARCS), should be
determined in the next few weeks. This instrumentation package will not be flown on
ARCS because it and the accompanying PIP sensors are not designed for orbital
velocities and conditions. However, the experience and knowledge gained from the
instrumentation package sounding rocket flights directly impacted this proposal design
and our understanding of multipoint measurement systems.

7.2 Recommendations for Next Iteration
Through the fabrication, integration, and use of this instrumentation package, I
have identified specific areas which could be improved in future iterations. I completed
the redesign and PCB layout of the shield in the fall of my Junior year, when I had very
little experience with electrical engineering or PCB layout. Much of the layout of this
redesigned package was implemented simply as it was laid out in BobShieldv4.3, because
this design was nominally functional. I only changed the parts of the layout which were
directly causing the limitations of the previous device and did not fully evaluate the
design as a whole. As this project has progressed and my understanding of system
architecture has grown, I have identified several aspects which could be improved in a
future iteration.
The first step in the next iteration redesign should be to remove the heritage
footprints of the DNT radio system which currently remain in the current layout.
Although these parts were not populated for the four flights discussed in this thesis, the
footprints were kept in the redesigned package in case the Swarm communication system
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did not function properly and the old shield-mounted DNT would be necessary.
Removing these unused parts frees up a significant amount of room on the PCB, which
allows for a further examination of part placement. Specifically, the placement of
communication lines between each of the active components should be examined and
these signals should be routed away from the analog sensor signals to reduce coupling.
A main area of focus in the future iteration should be to re-examine the power
architecture to improve efficiency and decrease measurement noise. The 3.3V and 5V
power regulators currently used are both 3A devices, which are very oversized for this
use. A more appropriate choice of regulator, in the range of a few hundred mA, would
reduce size and increase power consumption efficiency. Additionally, the ripple of the
output voltage on the selected power regulators should be examined and appropriate
output capacitance used. The current design uses a single 3.3V source to supply both the
digital power to the coprocessor and the analog voltage reference. This has caused
coupling between the coprocessor activity and measurements using this reference
voltage. I recommend that a future redesign explores the possibility of using a high
precision, stable reference voltage in addition to including proper bypass capacitors by
every active component. The power architecture also deserves to be closely examined
because the current design provides a 5V input to the Arduino Uno, effectively bypassing
the Arduino’s own voltage regulator, which is not recommended by the manufacturer. A
possible solution would be to supply the unregulated battery voltage directly to the
Arduino and let the regulators on the Arduino create its 5V supply. This 5V supply
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generated on the Arduino could be used to power the other 5V chips on the shield,
eliminating the shield’s 5V regulator altogether.
Further details which should be examined include the operational amplifier circuit
which is used to scale the sweep output. The resistors values are currently chosen to
allow for a sweep that could range between +10 and -10 V. This means that the 0-5V
sweep is using only a small range of the DAC output. Additionally, I did not pay attention
to the tolerance of the resistors I bought for this section of the board. Using resistors that
are low tolerance and better sized for this circuit would increase the precision of the
sweep and reduce the sweep parameter tuning necessary.
The fabrication process for a future iteration also can be simplified by changes in
the shield layout. Most of the passive parts used on the current design are 0402 parts,
which are extremely tedious and difficult to place. By using larger sized parts and smaller
variety of passive components, the speed and complexity of the pick and place process
could be significantly reduced. Additionally, clearer labelling of the silk screen and
clearance between the pads of different components would reduce the risk of assembly
error. These suggestions sound obvious in retrospect, but I did not realize how useful
these decisions could have been until I was deep into fabrication.
A final area of focus that could reduce measurement noise would be to examine
the harnessing and external interface of this design. The current harnessing design uses
twisted pairs to reduce coupling between signals due to induced magnetic fields. These
signals could be further protected from noise by using a shielded cable, grounded on each
side. A shielded cable could also mitigate disruption on the sensor side of the system
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because it would eliminate the exposed +/-12V that are currently sitting near the PIP
anode. This exposed voltage likely affects the payload potential in this region, which is
measured by the PIP. Additionally, harnessing could be improved by using a
board-mounted connector on the shield instead of hand soldering each wire. This would
both significantly decrease the fabrication timen and remove possible interactions
between signals on overlapping wires.
Dedicated mounting holes should be included in the new layout to strengthen the
mechanical interface between the shield and the Arduino. This would reduce strain on the
electrical interface pins and eliminate the possibility of a shield becoming unseated from
an Arduino.
A final design choice which should be examined in a future iteration is the use of
the Arduino Uno itself. The Arduino system has thus far proved to be incredibly useful
because of its simplicity, accessibility and robustness. Most significantly, it is easily
programmable over USB through the Arduino IDE. However, the microprocessor on the
Arduino is supported by hardware that is not necessary for this application, such as the
interface for an external wall-supplied power source and extraneous indicator lights. It
also doubles the size of the instrumentation package, introduces mechanical mounting
issues, and creates the need for level shifting between the 3.3.V and 5V devices. The
future student should consider if the Arduino Uno still fits the needs of the upcoming
missions. One possible solution would be to incorporate the microprocessor and USB
interface chip from the Arduino directly on the shield board. This would be a complicated
design, but there is a huge body of open-source Arduino reference material.
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I hope that this thesis provides a useful body of knowledge for future students
working on this project. It outlines the design choices and fabrication processes that
culminated in the production of flight hardware. Initial results from a first test flight are
presented along with areas for future work. All files will be archived on the shared lab
drive and many are included below in the Appendices of this document. I look forward to
seeing the future work of the 317 lab.
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Appendices
Appendix A: Shield Board Layouts
Complete EAGLE layout and schematic files will be archived on the lab shared
drive. Images of the top and bottom layout are included here for reference.

Layout of the top side of the shield board.
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Layout of the bottom side of the shield board (the side that faces the Arduino).
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Appendix B: Shield Board Schematic
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Appendix C: Shield Board Bill of Materials
Bob Shield v5.1 Bill of Materials
Note: This BOM does not include the DNT parts, which were unpopulated on
shields fabricated for Sub-Tec, CREX, LAMP and KiNET-X
Qty. Value

Mfr. PN

4

.001uF

4

Parts

Description

C0402C102K8RACTU 399-7757-1-ND

C20, C21, C29, C30

Capacitor

.01uF

CL05B103KP5NNNC

1276-1502-1-ND

C3, C4, C27, C28, C26 Capacitor

6

.1uF

CL05B104KP5NNNC

1276-1002-1-ND

C12, C13, C14, C16,
C17, C45

9

1uF

GRM155C81A105KA1 490-12699-1-ND
2D

C2, C5, C10, C9, C11, Capacitor
C23, C24, C25, C41

8

22uF

GRM188R61A226ME1 490-10476-1-ND
5D

C7, C33, C34, C40,
C42, C44, C46, C53

Capacitor

2

22uF/25V CL21A226MAQNNNE 1276-2908-1-ND

C51, C52

Capacitor

3

47uF/25V C3216X5R1E476M160 445-8047-1-ND
AC

C47, C49, C50

Capacitor

2

100uF

GRM21BR60J107ME15 490-13981-1-ND
L

C32, C54

Capacitor

1

Red

150120RS75000

732-4991-1-ND

D9

SMD LED

1

Orange

5988230107F

350-2049-1-ND

D2

SMD LED

1

Yellow

5988250107F

350-2051-1-ND

D3

SMD LED

1

Blue

150120BS75000

732-4989-1-ND

D10

SMD LED

SD103AWS-TP

SD103AWSTPMSCT D5, D6, D7, D8
-ND

Diode

4

DigiKey PN

Capacitor

2

47uH

82473C

811-2477-1-ND

L2, L3

Inductors

3

2.2

RC0402FR-072R2L

311-2.20LRCT-ND

R21, R23, R22

Resistor
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1

120

RC0402JR-07120RL

311-120JRCT-ND

R3

Resistor

4

180

RC0402FR-07180RL

311-180LRCT-ND

R12, R29, R30, R38

Resistor

4

1k

RC0402FR-071KL

311-1.00KLRCT-ND R1, R32, R8, R14

Resistor

2

2k

RC0402FR-072KL

311-2KLRCT-ND

R5, R31

Resistor

2

5.1k

RC0402JR-075K1L

311-5.1KJRCT-ND

R26, R28

Resistor

1

7.5K

RC0402FR-077K5L

311-7.50KLRCT-ND R6

Resistor

2

8.2K

RC0402FR-078K2L

311-8.20KLRCT-ND R9, R15

Resistor

4

10K

RC0402FR-0710KL

311-10.0KLRCT-ND R7, R16, R25, R27

Resistor

9

100k

RC0402FR-07100KL

311-100KLRCT-ND R4, R11, R13, R33,
R34, R35, R36, R37

Resistor

1

OPA4172 OPA4172AQPWRQ1

296-50371-1-ND

Op Amp

1

MAX488E
MAX488EESA+
ESA

MAX488EESA+-ND IC2

RS422
transceiver

1

TXS0108 TXS0108EPWR

296-23011-1-ND

U$1

Level Shifter

1

QS3VH25 QS3VH257PAG8
7

800-1766-1-ND

U$11

Multiplexer

1

ATXMEG ATXMEGA32E5-AUR ATXMEGA32E5-AU U$2
AXE5
RCT-ND

Coprocessor

1

MAX1147 MAX1147BCUP+

MAX1147BCUP+-N U$9
D

ADC

1

AT25M02- AT25M02-SSHM-B
SSHM-B

AT25M02-SSHM-B- U2
ND

EEPROM 2Mb

1

LT-1529-5 LT1529IQ-5#PBF

LT1529IQ-5#PBF-N U$10
D

5V Regulator

1

LT-1529-3. LT1529IQ-3.3#PBF
3

LT1529IQ-3.3#PBF- U$14
ND

3.3V Regulator

1

VAT2-S5- VAT2-S5-D12-SMT-TR 102-2075-1-ND
D12
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IC1

U$7

+/- 12V
Regulator

Appendix D: Verification Checksheet 1
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Appendix E: Verification Checksheet 2
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Appendix F: Verification Checksheet 3

Continued on next page:
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Appendix G: Instructions to Program the Coprocessor and Arduino
How to program the Arduino:
Plug in the Arduino to the usb port and to your computer using a USB to USB-B
cable. If you are using the shield, it’s best to also connect that to a power supply at 8V so
that it can get enough voltage (the shield does not run well off of just the power from the
USB cable). Open the set of code you want to use. Go down and change shield_number
to the number of the shield you are using (is written on the shield). This takes the correct
DAC numbers and frequency from sweep_values_v5_1.h. This pops up as another tab
inside the Arduino IDE, so if you want to change the sweep range, go through here. The
sweep_values are saved so that you can only put in the shield number of a shield that is
supposed to have that code. So, if it is throwing you errors, make sure you are putting the
right code on the right shield.
How to Program the Coprocessor:
The programmer chip for the coprocessor is stored in the red box above the lab
bench in 317. It’s a MT-UX rep chip, with a converter with multi colored wires coming
out the bottom. We use the 4 pin PDI header, which is plugged into 6 holes in the middle
of the shield, next to the LEDS. This is the pinout and layout:
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The black wire on the programmer is GND, which is also marked on the shield.
Make sure you plug this in correctly!
You should put the programmer on the shield board and connect a black micro
USB to USB cable to the programmer before turning anything on. Make sure the shield is
attached to an Arduino during this too. Once the programmer is placed, power on the
shield board at 8V and plug the black wire into the computer. Use the lab mac because it
already has all the code and correct libraries on it.
Go to Shield Board Code and open the SlaveMain.c file to make sure it has the
right shieldID. This number should match the number written on the shield board (and
the one used in the Arduino code). Then save this file and close it. With the shield board
and arduino powered and attached, open the terminal and navigate to the Shield Board
Code folder. Type make. Then hold the programmer firmly into its holes so each pin
makes contact. Type make program. If it works it will tell you. If it doesn’t, then just tilt
the programmer and hold it in and try again.
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