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Abstract: We consider the problem of nonparametric regression under shape con-
straints. The main examples include isotonic regression (with respect to any partial or-
der), unimodal/convex regression, additive shape-restricted regression, and constrained
single index model. We review some of the theoretical properties of the least squares
estimator (LSE) in these problems, emphasizing on the adaptive nature of the LSE.
In particular, we study the behavior of the risk of the LSE, and its pointwise limiting
distribution theory, with special emphasis to isotonic regression. We survey various
methods for constructing pointwise confidence intervals around these shape-restricted
functions. We also briefly discuss the computation of the LSE and indicate some open
research problems and future directions.
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1. Introduction
In nonparametric shape-restricted regression the observations {(xi, yi) : i = 1, . . . , n} satisfy
yi = f(xi) + εi, for i = 1, . . . , n, (1)
where x1, . . . , xn are design points in some space (e.g., Rd, d ≥ 1), ε1, . . . , εn are unob-
served mean-zero errors (with finite variances), and the real-valued regression function f is
unknown but obeys certain known qualitative restrictions like monotonicity, convexity, etc.
Let F denote the class of all such regression functions. Letting θ∗ := (f(x1), . . . , f(xn)),
Y := (y1, . . . , yn) and ε := (ε1, . . . , εn), model (1) may be rewritten as
Y = θ∗ + ε, (2)
and the problem is to estimate θ∗ and/or f from Y , subject to the constraints imposed by
the properties of F . The constraints on the function class F translate to constraints on θ∗
of the form θ∗ ∈ C, where
C := {(f(x1), . . . , f(xn)) ∈ Rn : f ∈ F} (3)
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is a subset of Rn (in fact, in most cases, C will be a closed convex cone). In the following
we give some examples of shape-restricted regression.
Example 1.1 (Isotonic regression). Probably the most studied shape-restricted regression
problem is that of estimating a monotone (nondecreasing) regression function f when x1 <
. . . < xn are the univariate design points. In this case, F is the class of all nondecreasing
functions on the interval [x1, xn], and the constraint set C reduces to
I := {(θ1, . . . , θn) ∈ Rn : θ1 ≤ . . . ≤ θn}, (4)
which is a closed convex cone in Rn (I is defined through n − 1 linear constraints). The
above problem is typically known as isotonic regression and has a long history in statistics;
see e.g., [23, 5, 138].
Example 1.2 (Order preserving regression on a partially ordered set). Isotonic regression
can be easily extended to the setup where the covariates take values in a space X with a
partial order -1; see e.g., [118, Chapter 1]. A function f : X → R is said to be isotonic (or
order preserving) with respect to the partial order - if for every pair u, v ∈ X ,
u - v ⇒ f(u) ≤ f(v).
For example, suppose that the predictors take values in R2 and the partial order - is defined
as (u1, u2) - (v1, v2) if and only if u1 ≤ v1 and u2 ≤ v2. This partial order leads to a
natural extension of isotonic regression to two dimensions; see e.g., [71, 117, 29]. One can
also consider other partial orders; see e.g., [131, 132] and the references therein for isotonic
regression with different partial orders. We will introduce and study yet another partial order
in Section 6.
Given data from model (1), the goal is to estimate the unknown regression function
f : X → R under the assumption that f is order preserving (with respect to the partial order
-). The restrictions imposed by the partial order - constrain θ∗ to lie in a closed convex
cone C which may be expressed as
{(θ1, . . . , θn) ∈ Rn : θi ≤ θj for every i, j such that xi - xj}.
Example 1.3 (Convex regression). Suppose that the underlying regression function f :
Rd → R (d ≥ 1) is known to be convex, i.e., for every u, v ∈ Rd,
f(αu+ (1− α)v) ≤ αf(u) + (1− α)f(v), for every α ∈ (0, 1). (5)
Convexity appears naturally in many applications; see e.g., [73, 86, 38] and the references
therein. The convexity of f constrains θ∗ to lie in a (polyhedral) convex set C ⊂ Rn which,
when d = 1 and the xi’s are ordered, reduces to
K :=
{
(θ1, . . . , θn) ∈ Rn : θ2 − θ1
x2 − x1 ≤ . . . ≤
θn − θn−1
xn − xn−1
}
, (6)
whereas for d ≥ 2 the characterization of C is more complex; see e.g., [121].
1A partial order is a binary relation - that is reflexive (x - x for all x ∈ X ), transitive (u, v, w ∈ X , u - v
and v - w imply u - w), and antisymmetric (u, v ∈ X , u - v and v - u imply u = v).
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Observe that when d = 1, convexity is characterized by nondecreasing derivatives (sub-
gradients). This observation can be used to generalize convexity to k-monotonicity (k ≥ 1):
a real-valued function f is said to be k-monotone if its (k − 1)’th derivative is monotone;
see e.g., [94, 28]. For equi-spaced design points in R, this restriction constrains θ∗ to lie in
the set
{θ ∈ Rn : ∇kθ ≥ 0}
where ∇ : Rn → Rn is given by ∇(θ) := (θ2−θ1, θ3−θ2, . . . , θn−θn−1, 0) and ∇k represents
the k-times composition of ∇. Note that the case k = 1 and k = 2 correspond to isotonic
and convex regression, respectively.
Example 1.4 (Unimodal regression). In many applications f , the underlying regression
function, is known to be unimodal; see e.g., [49, 27] and the references therein. Let Im, 1 ≤
m ≤ n, denote the convex set of all unimodal vectors (first decreasing and then increasing)
with mode at position m, i.e.,
Im := {(θ1, . . . , θn) ∈ Rn : θ1 ≥ . . . ≥ θm ≤ θm+1 ≤ . . . ≤ θn}.
Then, the unimodality of f constrains θ∗ to belong to U := ∪nm=1Im. Observe that now U is
not a convex set, but a union of n convex cones.
Example 1.5 (Shape-restricted additive model). In an additive regression model one as-
sumes that f : Rd → R (d ≥ 1) depends on each of the predictor variables in an additive
fashion, i.e., for (u1, . . . , ud) ∈ Rd,
f(u1, . . . , ud) =
d∑
i=1
fi(ui),
where fi’s are one-dimensional functions and fi captures the influence of the i’th variable.
Observe that the additive model generalizes (multiple) linear regression. If we assume that
each of the fi’s are shape-constrained, then one obtains a shape-restricted additive model; see
e.g., [6, 97, 105, 35] for a study of some possible applications, identifiability and estimation
in such a model.
Example 1.6 (Shape-restricted single index model). In a single index regression model one
assumes that the regression function f : Rd → R takes the form
f(x) = m(x>β∗), for all x ∈ Rd,
where m : R → R and β∗ ∈ Rd are unknown. Single index models are popular in many
application areas, including econometrics and biostatistics (see e.g., [114, 90]), as they
circumvent the curse of dimensionality encountered in estimating the fully nonparamet-
ric regression function by assuming that the link function depends on x only through a
one-dimensional projection, i.e., x>β∗. Moreover, the coefficient vector β∗ provides inter-
pretability. Observe that single index models extend generalized linear models (where the link
function m is assumed known). Moreover, as most known link functions are nondecreasing,
the monotone single index model (where m is assumed unknown but nondecreasing) arises
naturally in applications; see e.g., [108, 57, 9].
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Observe that all the aforementioned problems fall under the general area of nonpara-
metric regression. However, it turns out that in each of the above problems one can use
classical techniques like least squares and/or maximum likelihood (without additional ex-
plicit regularization/penalization) to readily obtain tuning parameter-free estimators that
have attractive theoretical and computational properties. This makes shape-restricted re-
gression different from usual nonparametric regression, where likelihood based methods are
generally infeasible. In this paper we try to showcase some of these attractive features of
shape-restricted regression and give an overview of the major theoretical advances in this
area.
Let us now introduce the estimator of θ∗ (and f) that we will study in this paper.
The least squares estimator (LSE) θˆ of θ∗ in shape-restricted regression is defined as the
projection of Y onto the set C (see (3)), i.e.,
θˆ := arg min
θ∈C
‖Y − θ‖2, (7)
where ‖ · ‖ denotes the usual Euclidean norm in Rn. If C is a closed convex set then θˆ ∈ C
is unique and is characterized by the following condition:
〈Y − θˆ, θ − θˆ〉 ≤ 0, for all θ ∈ C, (8)
where 〈·, ·〉 denotes the usual inner product in Rn; see [20, Proposition 2.2.1]. It is easy to
see now that the LSE θˆ is tuning parameter-free, unlike most nonparametric estimators.
However it is not generally easy to find a closed-form expression for θˆ. As for estimating f ,
any fˆn ∈ F that agrees with θˆ at the data points xi’s will be considered as a LSE of f .
In this paper we mainly review the main theoretical properties of the LSE θˆ with special
emphasis on its adaptive nature. The risk behavior of θˆ (in estimating θ∗) is studied in
Sections 2 and 3 — Section 2 mainly deals with the isotonic LSE in detail whereas Section 3
summarizes the main results for other shape-restricted problems. In Section 4 we study the
pointwise asymptotic behavior of the LSE fˆn, in the case of isotonic and convex regression,
focusing on methods for constructing (pointwise) confidence intervals around f . In the
process of this review we highlight the main ideas and techniques used in the proofs of the
theoretical results; in fact, we give (nearly) complete proofs in some cases.
The computation of the LSE θˆ, in the various problems outlined above, is discussed
in Section 5. In Section 6 we mention a few open research problems and possible future
directions. Although the paper mostly summarizes known results, we also present some new
results — Theorems 2.1, 2.2, 2.3, and 6.1, and Lemma 3.1 are new. Appendix A contains
some of the detailed proofs of results in this paper.
There are indeed many other important applications and examples of shape-restricted
regression beyond those highlighted so far. We briefly mention some of these below. Shape
constrained functions also arise naturally in interval censoring problems (e.g., in the current
status model; see [65, 76]), in survival analysis (e.g., in estimation of monotone/unimodal
hazard rates [75]), and in regression models where the response, conditional on the covariate,
comes from a regular parametric family (e.g., monotone response models [13]). It also arises
in the study of many inverse problems; e.g., deconvolution problems (see e.g., [65, 77]) and
the classical Wicksell’s corpuscle problem (see e.g., [58, 124]). There are many applications
that involve testing with shape constraints; see e.g., [44, 123, 140] and the references therein.
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In this paper we will mostly focus on estimation of the underlying shape-restricted func-
tion using the method of least squares. Although this produces tuning parameter-free esti-
mators, the obtained LSEs are not “smooth”. There is also a line of research that combines
shape constraints with smoothness assumptions — see e.g., [107, 93, 64] (and the refer-
ences therein) where kernel-based methods have been combined with shape-restrictions,
and see [96, 104, 108, 84] where splines are used in conjunction with the shape constraints.
1.1. Some applications of shape-restricted regression
Shape-constrained regression has a long history in statistics: Hildreth [73] considered least
squares estimation (i.e., maximum likelihood estimation under Gaussian errors) of produc-
tion functions under the natural assumption of nonincreasing returns (which implies that
the production function is concave and nondecreasing). Around the same time, Brunk [23]
considered maximum likelihood estimation of a regression function under monotonicity con-
straints. Since then isotonic regression (under any partial order) has seen many applications
in diverse settings: in biology [111], in dose-response models [74], in psychology [83], in ge-
netics [91], etc.
Similarly, convexity or concavity constraints arise natural in many disciplines. Economic
theory dictates that utility functions are increasing and concave [100] whereas production
functions are often assumed to be concave [139]. In finance, theory restricts call option
prices to be convex and decreasing functions of the strike price [2]; in stochastic control, value
functions are often assumed to be convex (see [79] [12, Chapter 2] and [127]); see [92] for some
applications of convex regression in optimization (in particular, in linear programming).
Unimodal regression also arises in many settings; see [49] and the references therein.
Shape-restricted additive and single-index regression models offer flexible, yet interpretable,
statistical procedures for handling multidimensional covariates, and have been extensively
used in econometrics, epidemiology and other fields (see [35, 116, 84] and the references
therein).
2. Risk bounds in Isotonic Regression
In this section we attempt to answer the following question: “How good is θˆ as an estimator
of θ∗?”. To quantify the accuracy of θˆ we first need to fix a loss function. Arguably the
most natural loss function here is the squared error loss: ‖θˆ − θ∗‖2/n. As the loss function
is random, we follow the usual approach and study its expectation:
R(θˆ, θ∗) :=
1
n
Eθ∗
[‖θˆ − θ∗‖2] = 1
n
Eθ∗
n∑
i=1
(
θˆi − θ∗i
)2
(9)
which we shall refer to as the risk of the LSE θˆ. We focus on the risk in this paper. It
may be noted that upper bounds derived for the risk usually hold on the loss ‖θˆ − θ∗‖2/n
as well, with high probability. When ε ∼ Nn(0, σ2In), this is essentially because ‖θˆ − θ∗‖
concentrates around its mean; see [136] and [19] for more details on high probability results.
One can also try to study the risk under more general `p-loss functions. For p ≥ 1, let
R(p)(θˆ, θ∗) :=
1
n
Eθ∗
[‖θˆ − θ∗‖pp] = 1nEθ∗
n∑
i=1
∣∣θˆi − θ∗i ∣∣p (10)
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where ‖u‖p :=
(∑n
j=1 |uj |p
)1/p
, for u = (u1, . . . , un) ∈ Rn. We shall mostly focus on the
risk for p = 2 in this paper but we shall also discuss some results for p 6= 2.
In this section, we focus on the problem of isotonic regression (Example 1.1) and describe
bounds on the risk of the isotonic LSE. As mentioned in the Introduction, isotonic regression
is the most studied problem in shape-restricted regression where the risk behavior of the
LSE is well-understood. We shall present the main results here. The results described in this
section will serve as benchmarks to which risk bounds for other shape-restricted regression
problems (see Section 3) can be compared.
Throughout this section, θˆ will denote the isotonic LSE (which is the minimizer of
‖Y −θ‖2 subject to the constraint that θ lies in the closed convex cone I described in (4)) and
θ∗ will usually denote an arbitrary vector in I (in some situations we deal with misspecified
risks where θ∗ is an arbitrary vector in Rn not necessarily in I).
The risk, R(θˆ, θ∗), essentially has two different kinds of behavior. As long as θ∗ ∈ I and
V (θ∗) := θ∗n − θ∗1 (referred to as the variation of θ∗) is bounded from above independently
of n, the risk R(θˆ, θ∗) is bounded from above by a constant multiple of n−2/3. We shall refer
to this n−2/3 bound as the worst case risk bound mainly because it is, in some sense, the
maximum possible rate at which R(θˆ, θ∗) converges to zero. On the other hand, if θ∗ ∈ I
is piecewise constant with not too many constant pieces, then the risk R(θˆ, θ∗) is bounded
from above by the parametric rate 1/n up to a logarithmic multiplicative factor. This rate
is obviously much faster compared to the worst case rate of n−2/3 which means that the
isotonic LSE is estimating piecewise constant nondecreasing sequences at a much faster rate.
In other words, the isotonic LSE is adapting to piecewise constant nondecreasing sequences
with not too many constant pieces. We shall therefore refer to this logn/n risk bound as
the adaptive risk bound.
The worst case risk bounds for the isotonic LSE will be explored in Section 2.1 while the
adaptive risk bounds are treated in Section 2.2. Proofs will be provided in the Appendix A.
Before proceeding to risk bounds, let us first describe some basic properties of the isotonic
LSE.
An important fact about the isotonic LSE is that θˆ = (θˆ1, . . . , θˆn) can be explicitly
represented as (see [118, Chapter 1]):
θˆj = min
v≥j
max
u≤j
∑v
l=u yl
v − u+ 1 , for j = 1, . . . , n. (11)
This is often referred to as the min-max formula for isotonic regression. The isotonic LSE
is, in some sense, unique among shape-restricted regression LSEs because it has the above
explicit characterization. It is this characterization that allows for a precise study of the
properties of θˆ.
The above characterization of the isotonic LSE shows that θˆ is piecewise constant, and
in each “block” (i.e., region of constancy) it is the average of the response values (within
the block); see [118, Chapter 1]. However, the blocks, their lengths and their positions, are
chosen adaptively by the algorithm, the least squares procedure. If θ∗i = f(xi) for some
design points 0 ≤ x1 < · · · < xn ≤ 1, then we can define the isotonic LSE of f as the
piecewise constant function fˆn : [0, 1] → R which has jumps only at the design points and
such that fˆn(xi) = θˆi for each i = 1, . . . , n. Figure 1 shows three different scatter plots,
for three different regression functions f , with the fitted isotonic LSEs fˆn. Observe that for
the leftmost plot the block-sizes (of the isotonic LSE) vary considerably with the change
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Fig 1: Plots of Y (circles), θˆ (red), and θ∗ (blue) for three different choices of f : (i) cubic polynomial
(left plot), (ii) constant (middle plot), and (iii) piecewise constant. Here n = 60, and ε ∼
Nn(0, σ
2In) with σ = 0.1. Here In denotes the identity matrix of order n.
in slope of the underlying function f — the isotonic LSE, fˆn, is nearly constant in the
interval [0.3, 0.7] where f is relatively flat whereas fˆn has many small blocks towards the
boundary of the covariate domain where f has large slope. This highlights the adaptive
nature of the isotonic LSE fˆn and also provides some intuition as to why the isotonic LSE
adapts to piecewise constant nondecreasing functions with not too many constant pieces.
Moreover, in some sense, fˆn can be thought of as a kernel estimator (with the box kernel)
or a ‘regressogram’ ([134]), but with a varying bandwidth/window.
2.1. Worst case risk bound
The worst case risk bound for the isotonic LSE is given by the following inequality. Under
the assumption that the errors ε1, . . . , εn are i.i.d. with mean zero and variance σ
2, the risk
of the isotonic LSE satisfies the bound (see [146]):
R(θˆ, θ∗) ≤ C
(
σ2V (θ∗)
n
)2/3
+ C
σ2 log(en)
n
(12)
where V (θ∗) = θ∗n − θ∗1 denotes the variation of θ∗ ∈ I and C > 0 is a universal constant.
Let us try to understand each of the terms on the right side of (12). As long as the
variation V (θ∗) is not small the risk R(θˆ, θ∗) is given by (σ2V (θ∗)/n)2/3, up to a constant
multiplicative factor. This shows that the rate of estimating any monotone function (under
the `2-loss) is n
−2/3. Moreover, (12) gives the explicit dependence of the risk on the variation
of θ∗ (and on σ2).
The second term on the right side of (12) is also interesting — when V (θ∗) = 0, i.e., θ∗
is a constant sequence, (12) shows that the risk of the isotonic LSE scales like log n/n. This
is a consequence of the fact that θˆ chooses its blocks (of constancy) adaptively depending
on the data. When θ∗ is the constant sequence, θˆ has fewer blocks (in fact, it has of the
order of log n blocks; see [18, Theorem 3] and [102, Theorem 1]) and some of the blocks will
be very large (see e.g., the middle plot of Figure 1), so that averaging the responses within
the large blocks would yield a value very close to the grand mean Y¯ = (
∑n
i=1 yi)/n (which
has risk σ2/n in this problem). Thus (12) already illustrates the adaptive nature of the LSE
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— the risk of the LSE θˆ changes depending on the “structure” of the true θ∗. In the next
subsection (see (13)) we further highlight this adaptive nature of the LSE.
Remark 2.1. To the best of our knowledge, inequality (12) first appeared in [102, The-
orem 1] who proved it under the assumption that the errors ε1, . . . , εn are i.i.d. N(0, σ
2).
Zhang [146] proved (12) for much more general errors including the case when ε1, . . . , εn
are i.i.d. with mean zero and variance σ2. The proof we give (in Section A.2 of Appendix A)
follows the arguments of [146]. Another proof of an inequality similar to (12) for the case
of normal errors has been given recently by [26] who proved it as an illustration of a general
technique for bounding the risk of LSEs.
Remark 2.2. The LSE over bounded monotone functions also satisfies the bound (12) and
has been observed by many authors including [109, 135, 39]. Proving this result is easier,
however, because of the presence of the uniform bound on the function class (such a bound
is not present for the isotonic LSE). It must also be kept in mind that the bounded isotonic
LSE comes with a tuning parameter that needs to chosen by the user.
Remark 2.3. Inequality (12) also implies that the isotonic LSE achieves the risk (σ2V/n)2/3
for θ∗ ∈ IV := {θ ∈ I : θn− θ1 ≤ V } (as long as V is not too small) without any knowledge
of V . It turns out that the minimax risk over IV is of the order (σ2V/n)2/3 as long as V is
in the range σ/
√
n . V . σn (see e.g., [28, Theorem 5.3]). Therefore, in this wide range of
V , the isotonic LSE is minimax (up to constant multiplicative factors) over the class IV .
This is especially interesting because the isotonic LSE does not require any knowledge of V .
This illustrates another kind of adaptation of the isotonic LSE; further details on this can
be found in [31].
2.2. Adaptive risk bounds
As the isotonic LSE fit is piecewise constant, it may be reasonable to expect that when θ∗
is itself a piecewise constant (with not too many pieces), the risk of θˆ would be small. The
rightmost plot of Figure 1 corroborates this intuition. This leads us to our second type of
risk bound for the LSE. For θ ∈ I, let k(θ) ≥ 1 denote the number of constant blocks of θ,
i.e., k(θ) is the integer such that k(θ) − 1 is the number of inequalities θi ≤ θi+1 that are
strict, for i = 1, . . . , n− 1 (the number of jumps of θ).
Theorem 2.1. Under the assumption that ε1, . . . , εn are i.i.d. with mean zero and variance
σ2 we have
R(θˆ, θ∗) ≤ inf
θ∈I
[
1
n
‖θ∗ − θ‖2 + 4σ
2k(θ)
n
log
en
k(θ)
]
(13)
for every θ∗ ∈ Rn.
Note that θ∗ in Theorem 2.1 can be any arbitrary vector in Rn (it is not required that
θ∗ ∈ I). An important special case of inequality (13) arises when θ∗ ∈ I and θ is taken to
be θ∗ in order to obtain:
R(θˆ, θ∗) ≤ 4σ
2k(θ∗)
n
log
en
k(θ∗)
. (14)
It makes sense to compare (14) with the worst case risk bound (12). Suppose, for ex-
ample, θ∗j = 1{j > n/2} (here 1 denotes the indicator function) so that k(θ∗) = 2 and
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V (θ∗) = 1. Then the risk bound in (12) is essentially (σ2/n)2/3 while the right side of (14)
is (8σ2/n) log(en/2) which is much smaller than (σ2/n)2/3. More generally, if θ∗ is piecewise
constant with k blocks then k(θ∗) = k so that inequality (14) implies that the risk is given
by the parametric rate kσ2/n with a logarithmic multiplicative factor of 4 log(en/k) — this
is a much stronger bound compared to (12) when k is small.
Inequality (14) is an example of an oracle inequality. This is because of the following.
Let θˆOR denote the oracle piecewise constant estimator of θ∗ which estimates θ∗ by the
mean of Y in each constant block of θ∗ (note that θˆOR uses knowledge of the locations of
the constant blocks of θ∗ and hence is an oracle estimator). It is easy to see then that the
risk of θˆOR is given by
R(θˆOR, θ∗) =
σ2k(θ∗)
n
.
As a result, inequality (14) can be rewritten as
R(θˆ, θ∗) ≤
(
4 log
en
k(θ∗)
)
R(θˆOR, θ∗). (15)
Because this involves a comparison of the risk of the LSE θˆ with that of the oracle esti-
mator θˆOR, inequality (14) is referred to as an oracle inequality. Inequality (15) shows that
the isotonic LSE, which uses no knowledge of k(θ∗) and the positions of the blocks, has
essentially the same risk performance as the oracle piecewise constant estimator (up to the
multiplicative logarithmic factor 4 log(en/k(θ∗))). This is indeed remarkable!
For certain piecewise constant vectors θ∗ with k blocks, it might be possible to approx-
imate θ∗ closely with another piecewise constant vector θ˜ having k′ blocks where k′ < k.
In such cases, it makes sense to compare the performance of the isotonic estimator θˆ to
the oracle piecewise constant estimator with k′ blocks. Such a comparison is achieved by
inequality (13) which is a stronger inequality than (14). In fact, (13) can actually be viewed
as a more general oracle inequality where the behavior of the isotonic LSE is compared with
oracle piecewise constant estimators even when θ∗ /∈ I. We would like to mention here that,
in this context, (13) is referred to as a sharp oracle inequality because the leading constant
in front of the ‖θ∗ − θ‖2/n term on the right-hand side of (13) is equal to one. We refer to
[19] for a detailed explanation of oracle and sharp oracle inequalities.
Based on the discussion above, it should be clear to the reader that the adaptive risk
bound (13) complements the worst case bound (12) as it gives much finer information about
how well any particular θ∗ (depending on its ‘complexity’) can be estimated by the LSE θˆ.
Remark 2.4 (Model misspecification). As already mentioned, the sharp oracle inequal-
ity (13) needs no assumption on θ∗ (which can be any arbitrary vector in Rn), i.e., the
inequality holds true even when θ∗ /∈ I. See [28, Section 6] for another way of handling
model misspecification, where θˆ is compared with the “closest” element to θ∗ in I (and not
θ∗).
Remark 2.5. To the best of our knowledge, an inequality of the form (13) first explicitly
appeared in [28, Theorem 3.1] where it was proved that
R(θˆ, θ∗) ≤ 4 inf
θ∈I
[
1
n
‖θ∗ − θ‖2 + 4σ
2k(θ)
n
log
en
k(θ)
]
(16)
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under the additional assumption that θ∗ ∈ I. The proof of this inequality given in [28] is
based on ideas developed in [146]. Note the additional constant factor of 4 in the above
inequality compared to (13).
Under the stronger assumption ε ∼ Nn(0, σ2In), Bellec [19, Theorem 3.2] improved (16)
and proved that
R(θˆ, θ∗) ≤ inf
θ∈I
[
1
n
‖θ∗ − θ‖2 + σ
2k(θ)
n
log
en
k(θ)
]
, (17)
for every θ∗ ∈ Rn. A sketch of the proof of this inequality is given in Subsection A.3 of
Appendix A. A remarkable feature of this bound is that the multiplicative constants involved
are all tight, which implies, in particular, that
R(θˆ, θ∗) ≤ inf
θ∈I
[
1
n
‖θ∗ − θ‖2 + Cσ
2k(θ)
n
log
en
k(θ)
]
cannot hold for every θ∗ if C < 1. This follows from the fact that when θ∗ = (0, 0, . . . , 0) ∈ I
and ε ∼ Nn(0, σ2In), the risk R(θˆ, θ∗) exactly equals σ2
∑n
j=1 1/j  σ2 log n; see [19] for an
explanation. It must be noted that this implies, in particular, that the logarithmic term in
these adaptive risk bounds cannot be removed.
Note that inequality (13) has an additional factor of 4 compared to (17) on the second
term in the right-hand side. This is because the errors ε1, . . . , εn can be non-Gaussian in
Theorem 2.1.
Remark 2.6. One may attempt to prove (12) from the adaptive risk bound (13) by approx-
imating arbitrary θ∗ ∈ I via θ ∈ I with a bound on k(θ). However, it is likely that such
an approach will lead to additional logarithmic terms on the right hand side of (12) (see
e.g., [28, Theorem 4.1]).
Remark 2.7. For some choices of θ∗ ∈ M, it is possible to obtain bounds on the risk
R(θˆ, θ∗) of the LSE which combine aspects of both (12) and (13). For example, if θ∗ is
piecewise constant with k blocks for 1 ≤ i ≤ n/2 and if it is strictly increasing with variation
bounded by V for n/2 ≤ i ≤ n, then it can be shown that the risk of the LSE will be
bounded from above by a constant multiple of σ2(k/n) log(en/k) + (σ2V/n)2/3. Techniques
for obtaining such hybrid risk bounds in isotonic regression can be found in [146, Sections
2 and 3].
2.2.1. Adaptive Risk Bounds for R(p)(θˆ, θ∗).
The risk bound (13) (or more specifically (15)) implies that the isotonic LSE pays a log-
arithmic price in risk compared to the oracle piecewise constant estimator. This fact is
strongly tied to the fact that the risk is measured via squared error loss (as in (9)). The
story will be different if one measures risk under `p-metrics for p 6= 2. To illustrate this, we
shall describe adaptive bounds for the risk R(p)(θˆ, θ∗) defined in (10).
The following result bounds the risk R(p)(θˆ, θ∗) assuming that θ∗ ∈ I. The risk bounds
involve a positive constant Cp that depends on p alone. Explicit expressions for Cp can be
gleaned from the proof of Theorem 2.2 (in Section A.5).
Theorem 2.2. Assume that the errors ε1, . . . , εn are i.i.d. N(0, σ
2). Fix θ∗ ∈ I and let
p ≥ 1, p 6= 2. Let k denote the number of constant blocks of θ∗ and let the lengths of the
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blocks be denoted by n1, . . . , nk. We then have
R(p)(θˆ, θ∗) ≤ Cpσ
p
n
k∑
i=1
n
(2−p)+/2
i ≤ Cpσp
(
k
n
)min(p,2)/2
(18)
where Cp is a positive constant that depends on p alone.
Remark 2.8. As stated, Theorem 2.2 appears to be new even though its conclusion is
implicit in the detailed risk calculations of [146] for isotonic regression. We have assumed
that ε1, . . . , εn are normal in Theorem 2.2 but it is possible to allow non-Gaussian errors
by imposing suitable moment conditions.
Remark 2.9. From an examination of the proof of Theorem 2.2 (given in Subsection A.5),
it is evident that the constant Cp tends to +∞ as p→ 2. Note that this makes sense because
when p = 2, the right hand side of (18) equals Cpσ
2k/n and we know from the previous
subsection that there must be a logarithmic term (in n) for the risk when p = 2. It is helpful
here to note that by Jensen’s inequality (and the bound (14)), we have, for 1 ≤ p ≤ 2, the
bound
R(p)(θˆ, θ∗) ≤
(
R(2)(θˆ, θ∗)
)p/2 ≤ 4p/2σp(k
n
)p/2 (
log
en
k
)p/2
.
which does not explode as p ↑ 2. The above bound can also be obtained by modifying the
proof of Theorem 2.2 where in place of the inequality
n∑
j=1
j−p/2 ≤ 2
2− pn
1−(p/2) for 1 ≤ p < 2, (19)
we use
n∑
j=1
j−p/2 ≤ n
 1
n
n∑
j=1
1
j
p/2 ≤ n( log(en)
n
)p/2
for all 1 ≤ p ≤ 2 (20)
which is again a consequence of Jensen’s inequality.
Let us now compare the isotonic LSE to the oracle piecewise constant estimator θˆOR
(introduced in the previous subsection) in terms of the `p-risk. It is easy to verify that the
risk of θˆOR under the `p-loss is given by
R(p)(θˆOR, θ∗) = (E|η|p)σp 1
n
k∑
i=1
n
(2−p)/2
i (21)
for every p > 0 where η := ε1/σ is standard normal.
Comparing (18) and (21), we see that the isotonic LSE performs at the same rate (up
to constant multiplicative factors) as the oracle piecewise constant estimator for 1 ≤ p < 2
(there is not even a logarithmic price for these values of p). When p = 2, as seen from (15),
the isotonic LSE pays a logarithmic price of 4 log(en/k(θ∗)). For p > 2 however, there is a
significant price that is paid. For example, if all the constant blocks have roughly equal size,
then the oracle estimator’s risk, when p > 2, is of order (k/n)p/2 while the bound in (18) is
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of order k/n. It is also actually true that if Ik denotes the class of all θ∗ ∈ I with k constant
blocks, then (for a positive constant Cp)
sup
θ∗∈Ik
R(p)(θˆ, θ∗) ≥ Cpσp
(
k
n
)
for every p > 2 (22)
and this confirms the fact that there is a significant price to be paid by the LSE (compared
to the oracle piecewise constant estimator) for estimating θ∗ ∈ Ik when the risk is measured
by R(p)(θˆ, θ∗) for p > 2. A sketch of the proof of (22) is given in Subsection A.4.
Theorem 2.2 can be generalized to situations where θ∗ ∈ I has a large number of constant
blocks provided it can be well-approximated by θ ∈ I with a small (compared to n) number
of constant blocks. This result is given below (and proved in Subsection A.6). It is similar in
spirit to (13) even though it is not as sharp or clean as (13). We need some notation to state
this result. An interval partition pi of n is a finite sequence of positive integers that sum to
n. Let Π denote the set of all such interval partitions pi of n. For each pi = (n1, . . . , nk) ∈ Π,
let k(pi) := k. The variation of θ ∈ I with respect to pi ∈ Π is defined as
Vpi(θ) := max
1≤i≤k
(
θsi − θsi−1
)
where si, 0 ≤ i ≤ k are defined (with respect to the partition pi := (n1, . . . , nk)) as s0 := 0
and si := n1 + · · ·+ ni for i = 1, . . . , k.
Theorem 2.3. Assume that the errors 1, . . . , n are i.i.d N(0, σ
2). Fix θ∗ ∈ I and let
p ≥ 1, p 6= 2. Then
R(p)(θˆ, θ∗) ≤ Cp inf
pi∈Π
(
[Vpi(θ
∗)]p + σp
(
k(pi)
n
)min(p,2)/2)
(23)
for a positive constant Cp that depends on p alone.
Unlike (13), inequality (23) is not a sharp oracle inequality because it only holds for
θ∗ ∈ I (and not for general θ∗ ∈ Rn) and because the constant in front of the Vpi(θ∗) term
is not one. However it is still useful and it includes Theorem 2.2 as a special case (indeed
to derive (18) from (23), just take the partition pi which corresponds to the constant blocks
of θ∗). The bound (23) can also be used to obtain worst case risk bounds for the LSE in
terms of the Lp risk for 1 ≤ p < 2 (analogous to (12)). Indeed, it can be shown (see, for
example, [28, Lemma 11.1 in the supplementary material]) that for every θ∗ ∈ I and δ > 0,
there exists pi ∈ Π with
Vpi(θ
∗) ≤ δ and k(pi) ≤ 1 + V (θ
∗)
δ
.
This implies from (23) that
R(p)(θˆ, θ∗) ≤ Cp inf
δ>0
(
δp + σp
(
1
n
+
V (θ∗)
nδ
)min(p,2)/2)
.
From here, it can be shown that
R(p)(θˆ, θ∗) ≤ Cp
(
σ2V (θ∗)
n
)p/3
+ Cp
(
σ2
n
)p/2
for 1 ≤ p < 2.
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It turns out that this bound cannot be improved (up to the multiplicative factor Cp) as
argued in [146, Theorem 2.2 and the following discussion]. We would like to remark here
that this method will lead to a suboptimal worst case risk bound for R(p)(θˆ, θ∗) for p > 2.
3. Risk bounds in other shape-restricted regression problems
In this section we consider the problems of convex regression (Example 1.3), isotonic regres-
sion on a partially ordered set (Example 1.2), unimodal regression (Example 1.4) and shape
restricted additive models (Example 1.5). In each of these problems, we describe results
related to the performance of the LSEs. The reader will notice that the risk results are not
as detailed as compared to the isotonic regression results of the previous section.
3.1. Convex Regression
Let us consider Example 1.3 where the goal is to estimate a convex function f : [0, 1]→ R
from regression data as in (1). The convex LSE θˆ is defined as the projection of Y onto the
closed convex cone K (see (6)). This estimator was first proposed in [73] for the estimation
of production functions and Engel curves. It can be shown that θˆ is piecewise affine with
knots only at the design points; see [62, Lemma 2.6]. The accuracy of the LSE, in terms
of the risk R(θˆ, θ∗) (defined in (9)), was first studied in [68] followed by [28, 19, 27]. These
results are summarized below. Earlier results on the risk under a supremum loss can be
found in [70, 43].
Suppose that ε ∼ Nn(0, σ2In). In [27], the following worst case risk bound for θˆ was
given (when xi = i/n are the ordered design points):
R(θˆ, θ∗) ≤ C
(
σ2
√
T (θ∗)
n
)4/5
+ C
σ2
n4/5
(24)
where C > 0 is a universal constant and T (θ∗) is a constant depending on θ∗ (like V (θ∗)
in (12) for isotonic regression). Roughly speaking, T (θ∗) measures the “distance” of θ∗ from
the set of all affine (functions) sequences. Formally, Let L denote the subspace of Rn spanned
by the constant vector (1, . . . , 1) and the vector (1, 2, . . . , n); i.e., L is the linear subspace
of affine sequences. Let PL denote the orthogonal projection matrix onto the subspace L
and let β∗ := (In − PL)θ∗. Then T (θ∗) := max1≤i≤n β∗i −min1≤i≤n β∗i . Observe that when
θ∗ itself is an affine sequence (which is also a convex sequence), then T (θ∗) = 0.
The risk bound (24) shows that the risk of the convex LSE is bounded above by n−4/5.
Inequality (24) improved a result in [68], which had a similar bound but with an additional
multiplicative logarithmic factor (in n). Comparing with (12), it is natural to conjecture that
the second term in (24) can be improved to Cσ2(log(en))/n but this has not been proved
so far. Another feature of (24) is that the errors are assumed to be Gaussian; it might
be possible to extend them to sub-Gaussian errors but this is still a strong assumption
compared to the corresponding result for isotonic regression (see (12)) which holds without
distributional assumptions.
The proof of (24) (and other worst case risk bounds like (24) for shape-restricted re-
gression problems under Gaussian/sub-Gaussian errors) involves tools from the theory of
imsart-generic ver. 2014/10/16 file: ShapeReg-Arxiv-II.tex date: July 3, 2018
A. Guntuboyina and B. Sen/Shape-restricted Regression 14
Gaussian processes like chaining and Dudley’s entropy bound and crucially relies on an ac-
curate ‘size’ measure of the underlying class (e.g., ‘local’ balls of K) as captured by its metric
entropy; see Section 3.5 for a broad outline of the proof strategy. Although the main idea
of the proof is simple, deriving appropriate bounds on the metric entropy of the underlying
class can be challenging.
As with the isotonic LSE, the convex LSE θˆ exhibits adaptive behavior. As the convex
LSE θˆ is piecewise affine it may be expected that the risk of θˆ would be nearly parametric
if the true θ∗ is (well approximated by) a piecewise affine function. Indeed this is the case.
For θ ∈ K let q(θ) ≥ 1 denote the number of affine pieces of θ; i.e., q(θ) is an integer such
that q(θ)− 1 is the number of inequalities in (6) that are strict. This adaptive behavior can
be illustrated through the following risk bound:
R(θˆ, θ∗) ≤ inf
θ∈K
[
1
n
‖θ∗ − θ‖2 + 8σ
2q(θ)
n
log
en
q(θ)
]
. (25)
This inequality has been proved by [19, Section 4] improving earlier results of [68, 28] which
had superfluous multiplicative constants. Note that this bound holds for ε ∼ N(0, σ2In). It is
not known if the bounds holds for non-Gaussian errors (compare this with the corresponding
inequality (13) for isotonic regression which holds without distributional assumptions on
the errors). Let us also note that risk bounds for the LSE under the R(p)(θˆ, θ∗) risk (defined
in (10)) are not available for convex regression.
3.2. Isotonic regression on a partially ordered set
We now turn our attention to Example 1.2 where the covariates are partially ordered and the
goal is to estimate the order preserving (isotonic) regression function. The book Robertson
et al. [118, Chapter 1] gives a nice overview of the characterization and computation of LSEs
in such problems along with their applications in statistics. However, not much is known
in terms of rates of convergence for these LSEs beyond the example of coordinate-wise
nondecreasing ordering introduced in Example 1.2.
In this subsection we briefly review the main results in [29] which considers estimation of
a bivariate (d = 2) coordinate-wise nondecreasing regression function. An interesting recent
paper [69] has extended these results to all dimensions d ≥ 2 (see Remark 3.1). Estimation
of bivariate coordinate-wise nondecreasing functions has applications and connections to the
problem of estimating matrices of pairwise comparison probabilities arising from pairwise
comparison data ([32, 126]) and to seriation ([47]).
As the distribution of the design points xi complicate the analysis of shape-restricted
LSEs, especially when d > 1, for simplicity, we consider the regular uniform grid design.
This reduces the problem to estimating an isotonic ‘matrix’ θ∗ := (θ∗ij) ∈ Rn1×n2 from
observations
yij = θ
∗
ij + εij , for i = 1, . . . , n1, j = 1, . . . , n2,
where θ∗ is constrained to lie in
M := {θ ∈ Rn1×n2 : θij ≤ θkl whenever i ≤ k and j ≤ l},
and the random errors εij ’s are i.i.d. N(0, σ
2), with σ2 > 0 unknown. We refer to any
matrix inM as an isotonic matrix. Letting Y := (yij) denote the matrix (of order n1 × n2;
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n := n1n2) of the observed responses, the LSE θˆ is defined as the minimizer of the squared
Frobenius norm, ‖Y − θ‖2, over θ ∈M, i.e.,
θˆ := arg min
θ∈M
n1∑
i=1
n2∑
j=1
(yij − θij)2. (26)
As M is a closed convex cone in Rn1×n2 , the LSE θˆ exists uniquely.
The goal now is to formulate both the worst case and adaptive risk bounds for the matrix
isotonic LSE θˆ in estimating θ∗. In [29, Theorem 2.1] it was shown that
R(θˆ, θ∗) ≤ C
(√
σ2V 2(θ∗)
n
(log n)4 +
σ2
n
(log n)8
)
(27)
for a universal constant C > 0, where V (θ∗) := θ∗n1n2 − θ∗11 is the variation of the isotonic
matrix θ∗. The above bound shows that when the variation V (θ∗) of θ∗ is a non-zero con-
stant, the risk of θˆ decays at the rate n−1/2, while when V (θ∗) = 0 (i.e., θ∗ is a constant), the
risk is (almost) parametric. The above bound probably has superfluous logarithmic factors
but bounds with smaller logarithmic factors have not yet been proved. Some understanding
of the dependence of the bound (27) on σ, V (θ∗) and n (which is different from the corre-
sponding dependence in the one dimensional bound (12)) can be derived from the following
scaling argument. The risk R(θˆ, θ∗) only depends on θ∗ and σ so let us denote it by g(θ∗, σ).
By a natural scaling argument (where we multiply all the observations by a constant t > 0),
it should be clear that
g(θ∗, σ) = t2g(θ∗/t, σ/t) for every t > 0. (28)
It is easy to see now that the same identity holds when g(θ∗, σ) is taken to be the right hand
side of (27) as well. This will not be true if, for example, V 2(θ∗) is replaced by some other
power of V (θ∗) in the right hand side of (27). This argument, via the scaling identity (28),
can be used to understand the dependencies on θ∗ and n in the one-dimensional bound (12)
as well.
To describe the adaptive risk bound for the matrix isotonic LSE we need to introduce
some notation. A subset A of {1, . . . , n1} × {1, . . . , n2} is called a rectangle if A = {(i, j) :
k1 ≤ i ≤ l1, k2 ≤ j ≤ l2} for some 1 ≤ k1 ≤ l1 ≤ n1 and 1 ≤ k2 ≤ l2 ≤ n2. A rectangular
partition of {1, . . . , n1} × {1, . . . , n2} is a collection of rectangles pi = (A1, . . . , Ak) that are
disjoint and whose union is {1, . . . , n1} × {1, . . . , n2}. The cardinality of such a partition,
|pi|, is the number of rectangles in the partition. The collection of all rectangular partitions
of {1, . . . , n1} × {1, . . . , n2} will be denoted by P. For θ ∈ M and pi = (A1, . . . , Ak) ∈ P,
we say that θ is constant on pi if {θij : (i, j) ∈ Al} is a singleton for each l = 1, . . . , k. We
define k(θ), for θ ∈M, as the “number of rectangular blocks” of θ, i.e., the smallest integer
k for which there exists a partition pi ∈ P with |pi| = k such that θ is constant on pi. In [29,
Theorem 2.4] the following adaptive risk bound was stated:
R(θˆ, θ∗) ≤ inf
θ∈M
(‖θ∗ − θ‖2
n
+
Cσ2k(θ)
n
(log n)8
)
. (29)
where C > 0 is a universal constant.
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In [29] the authors also established a property of the LSE that they termed ‘variable’
adaptation. Let In1 := {θ ∈ Rn1 : θ1 ≤ · · · ≤ θn1}. Suppose θ∗ = (θ∗ij) ∈ I has the property
that θ∗ij only depends on i, i.e., there exists θ
∗∗ ∈ In1 such that θ∗ij = θ∗∗i for every i and
j. If we knew this fact about θ∗, then the most natural way of estimating it would be
to perform vector isotonic estimation based on the row-averages y¯ := (y¯1, . . . , y¯n1), where
y¯i :=
∑n2
j=1 yij/n2, resulting in an estimator θ˘ of θ
∗∗. Note that the construction of θ˘ requires
the knowledge that all rows of θ∗ are constant. As a consequence of the adaptive risk bound
(29), it was shown in [29, Theorem 2.4] that the matrix isotonic LSE θˆ achieves the same
risk bounds as θ˘, up to additional logarithmic factors. This is remarkable because θˆ uses no
special knowledge on θ∗; it automatically adapts to intrinsic dimension of θ∗.
Remark 3.1 (Extension to d ≥ 2). The recent paper, Han et al. [69], studied d-dimensional
isotonic regression for general d ≥ 1 and proved versions of inequalities (27) and (29).
Specifically, it is shown there that the worst case risk of the LSE is bounded from above by
n−1/d(log n)4 (ignoring multiplicative factors involving σ and V (θ∗)). Note that for d = 2,
this matches the rate given by (27). Interestingly, it is also shown in [69] that the LSE
is minimax rate optimal (up to the (log n)4 factor) over the class of all bounded isotonic
functions. This minimax optimality of the LSE is especially impressive because the class of
all bounded isotonic functions for d ≥ 3 is quite massive in terms of metric entropy and it
was suspected previously that the LSE might suffer from overfitting. [69] also extended the
adaptive risk bound (29) to d ≥ 3 by proving that
R(θˆ, θ∗) ≤ inf
θ∈M
(
‖θ∗ − θ‖2
n
+ Cdσ
2
(
k(θ)
n
)2/d
(log n)8
)
.
Note that the k(θ)/n term in (29) is replaced by (k(θ)/n)2/d in the above bound. [69, Proposi-
tion 2] also observed that the above bound will not hold if (k(θ)/n)2/d is replaced by k(θ)/n.
This implies that the LSE for d ≥ 3 also displays adaptive behavior for piecewise hyper-
rectangular constant functions but that the adaptation risks are not parametric. We should
also mention here that [69] also obtained results for the isotonic LSE under random design
settings.
Let us reiterate that the bounds (27) and (29) are established under the assumption that
the errors εi,j are i.i.d. N(0, σ
2). It is possible to generalize them to sub-Gaussian errors
(see [19, Section 6] for general results with sub-Gaussian errors). However, it is not known
if they hold under general error distributions that are not sub-Gaussian. Also risk bounds
in other loss functions (such as those in appropriate `p-metrics) are not available.
3.3. Unimodal Regression
In this subsection we summarize the two kinds of risk bounds known for the LSE in unimodal
(decreasing and then increasing) regression, introduced in Example 1.4. The unimodal LSE θˆ
is defined as any projection of Y onto U , a finite union of the closed convex cones described in
Example 1.4. It is known that θˆ is piecewise constant with possible jumps only at the design
points. Once the mode of the fitted LSE is known (and fixed), θˆ is just the nonincreasing
(isotonic) LSE fitted to the points to the left of the mode and nondecreasing (isotonic) LSE
fitted to the points on the right of the mode.
imsart-generic ver. 2014/10/16 file: ShapeReg-Arxiv-II.tex date: July 3, 2018
A. Guntuboyina and B. Sen/Shape-restricted Regression 17
As in isotonic regression, the unimodal LSE θˆ exhibits adaptive behavior. In fact, the
risk bounds for the unimodal LSE θˆ are quite similar to those obtained for the isotonic LSE.
The two kinds of risk bounds are given below (under the assumption that ε ∼ Nn(0, σ2In)):
R(θˆ, θ∗) ≤ C
(
σ2V (θ∗)
n
)2/3
+ C
σ2
n2/3
, where θ∗ ∈ U , (30)
and
R(θˆ, θ∗) ≤ C inf
θ∈U
[
1
n
‖θ∗ − θ‖2 + Cσ
2(k(θ) + 1)
n
log
en
k(θ) + 1
]
(31)
where k(θ) is the number of constant blocks of θ, V (θ∗) := maxi,j |θ∗i − θ∗j | is the range or
variation of θ∗ and C > 0 is a universal constant.
The worst case risk bound (30) is given in [30, Theorem 2.1] while the adaptive risk
bound (31) is a consequence of [19, Theorem A.4] (after integrating the tail probability).
The proof of (30) (given in [30, Theorem 2.1]) is based on the general theory of least squares
outlined in Section 3.5; also see [26, Theorem 2.2]. It shows that a unimodal regression
function can also be estimated at the same rate as a monotone function. The adaptive risk
bound (31), although being similar in spirit to that of the isotonic LSE, is weaker than (17)
(obtained for the isotonic LSE). Note that inequality (31) is not sharp (i.e., the leading
constant on the right side of (31) is not 1); in fact it is not known whether a sharp oracle
inequality can be constructed for R(θˆ, θ∗) (see [19]). The proof of the adaptive risk bound is
also slightly more involved than that of Theorem 2.1; the fact that the underlying parameter
space U is non-convex complicates the analysis.
3.4. Shape-restricted additive models
Given observations (x1, y1), . . . , (xn, yn) where {xi = (xij , 1 ≤ j ≤ d)}ni=1 are d-dimensional
design points and y1, . . . , yn are real-valued, the additive model (see e.g., [72, 95]) assumes
that
yi = µ
∗ +
d∑
j=1
f∗j (xij) + εi for i = 1, . . . , n
where µ∗ ∈ R is an unknown intercept term, f∗1 , . . . , f∗d are unknown univariate functions
satisfying
1
n
n∑
i=1
f∗j (xij) = 0, for every j = 1, . . . , d, (32)
and ε1, . . . , εn are unobserved mean-zero errors. An assumption similar to (32) is necessary
to ensure the identifiability of f∗1 , . . . , f∗d . We focus our attention to shape-restricted additive
models where it is assumed that each f∗j obeys a known qualitative restriction such as
monotonicity or convexity which is captured by the assumption that f∗j ∈ Fj for a known
class of functions Fj . One of the main goals in additive modeling is to recover each individual
function f∗j ∈ Fj for j = 1, . . . , d.
The LSEs µˆ, fˆj of µ
∗, f∗j , for j = 1, . . . , d are defined as minimizers of the sum of squares
criterion, i.e.,
(µˆ, fˆ1, . . . , fˆd) := arg min
n∑
i=1
(
yi − µ−
d∑
j=1
fj(xij)
)2
(33)
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under the constraints µ ∈ R, fj ∈ Fj ,
∑n
i=1 fj(xij) = 0 for j = 1, . . . , d. It is natural to
compare the performance of these LSEs to the corresponding oracle estimators defined in
the following way. For each k = 1, . . . , d, the oracle estimator fˆORk is defined as
fˆORk := arg min
fk
n∑
i=1
(
yi − µ∗ −
∑
j 6=k
f∗j (xij)− fk(xik)
)2
, (34)
where fk ∈ Fk and satisfies
∑n
i=1 fk(xik) = 0. In other words, fˆ
OR
k assumes knowledge of
f∗j , for j 6= k, and µ∗, and performs least squares minimization only over fk ∈ Fk.
A very important aspect about shape-restricted additive models is that it is possible
for the LSE fˆk to be close to the oracle estimator fˆ
OR
k , for each k = 1, . . . , d. Indeed,
this property was proved by Mammen and Yu [98] under certain assumptions for additive
isotonic regression where each function fj is assumed to be monotone. Specifically, [98]
worked with a random design setting where the design points are assumed to be i.i.d. from a
Lipschitz density that is bounded away from zero and infinity on [0, 1]d (this is a very general
setting which allows for non-product measures). They also assumed that each function
fj is differentiable and strictly increasing. Although the design restrictions in this result
are surprisingly minimal, we believe that the assumptions on the fj ’s can be relaxed. In
particular, this result should hold when fj ’s are piecewise constant and even under more
general shape restrictions such as convexity.
Our intuition is based on the following simple observation that there exist design con-
figurations where the LSE fˆk is remarkably close to fˆ
OR
k for each k = 1, . . . , d under almost
no additional assumptions. The simplest such instance is when the set of design points
X := {x1, . . . , xn} ⊆ Rd has a Cartesian product structure in the sense that X equals
X1× · · ·×Xd where each Xi is a subset of the real line. In this case, it is easy to see that fˆk
is exactly equal to fˆORk as stated in the result below. It is convenient here to index the ob-
servations as (i1, . . . , id) where each ij ranges in the set Xj for j = 1, . . . , d. The observation
model can then be written as
yi1,i2,...,id = µ
∗ + f∗1 (i1) + f
∗
2 (i2) + · · ·+ f∗d (id) + εi1,i2,...,id , (35)
for in ∈ Xj , j = 1, . . . , d. The following result is proved in Section A.7 for the special case
d = 2 (the proof for the general case follows analogously).
Lemma 3.1. Consider model (35) where f∗j ∈ Fj, for j = 1, . . . , d. Suppose that fˆj , j =
1, . . . , d denote the LSEs of f∗j , j = 1, . . . , d, as defined in (33). Also, let the oracle estimators
fˆORj , j = 1, . . . , d be as defined in (34). Then fˆj = fˆ
OR
j for every j = 1, . . . , d.
Note that we have made no assumptions at all on F1, . . . ,Fd. Thus when the design
points come from a product set X1 × · · · × Xd in Rd, the LSE of f∗j is exactly equal to the
oracle estimate fˆORj for every j = 1, . . . , d. For general design configurations, it might be
much harder to relate the LSEs to the corresponding oracle estimators. Nevertheless, the
aforementioned phenomenon for gridded designs allows us to conjecture that the closeness
of fˆj to fˆ
OR
j must hold in much greater generality than has been observed previously in the
literature.
It may be noted that the risk behavior of fˆORj is easy to characterize. For example, when
f∗j is assumed to be monotone, fˆ
OR
j will satisfy risk bounds similar to those described in
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Section 2. Likewise, when f∗j is assumed to be convex, then fˆ
OR
j will satisfy risk bounds
described in Subsection 3.1. Thus, when fˆj is close to fˆ
OR
j (which we expect to happen
under a broad set of design configurations), it is natural to expect that fˆj will satisfy such
risk bounds as well.
3.5. General theory of LSEs
In this section, we collect some general results on the behavior of the LSEs that are useful for
proving the risk bounds described in the previous two sections. These results apply to LSEs
that are defined by (7) for a closed convex constraint set C. Convexity of C is crucial here (in
particular, these results do not directly apply to unimodal regression where the constraint
set is non-convex; see Section 3.3). We assume that the observation vector Y = θ∗ + ε for
a mean-zero random vector ε. Except in Lemma 3.4, we assume that ε ∼ Nn(0, σ2In).
The first result reduces the problem of bounding R(θˆ, θ∗) to controlling the expected
supremum of an appropriate Gaussian process. This result was proved by Chatterjee [26]
(see [33, 136] for extensions to penalized LSEs).
Lemma 3.2 (Chatterjee). Consider the LSE (7) for a fixed closed convex set C. Assume
that Y = θ∗+ ε where ε ∼ Nn(0, σ2In) and θ∗ ∈ C. Let us define the function gθ∗ : R+ → R
as
gθ∗(t) := E
[
sup
θ∈C:‖θ−θ∗‖≤t
〈ε, θ − θ∗〉
]
− t
2
2
. (36)
Let tθ∗ be the point in [0,∞) where t 7→ gθ∗(t) attains its maximum (existence and unique-
ness of tθ∗ are proved in [26, Theorem 1.1]). Then there exists a universal positive constant
C such that
R(θˆ, θ∗) ≤ C
n
max
(
t2θ∗ , σ
2
)
. (37)
Remark 3.2. Chatterjee [26] actually proved a result that is much stronger than (37).
Specifically, he proved that the fluctuations of the random variable ‖θˆ − θ∗‖ around the
deterministic quantity tθ∗ are of the order
√
tθ∗. When tθ∗ is large, this therefore implies
that ‖θˆ − θ∗‖ is tightly concentrated around tθ∗. The bound (37) is an easy consequence of
this concentration result.
Lemma 3.2 reduces the problem of bounding R(θˆ, θ∗) to that of bounding tθ∗ . For this
latter problem, [26, Proposition 1.3] observed that
tθ∗ ≤ t∗∗ whenever t∗∗ > 0 and gθ∗(t∗∗) ≤ 0.
In order to bound tθ∗ , one therefore seeks t
∗∗ > 0 such that gθ∗(t∗∗) ≤ 0. This now requires
a bound on the expected supremum of the Gaussian process in the definition of gθ∗(t)
in (36). A simple upper bound for this expected Gaussian supremum is given by Dudley’s
entropy bound (see e.g., [133, Chapter 2]) which is given below. This bound involves covering
numbers. For a subset K ⊆ Rn and  > 0, let N(,K) denote the -covering number of K
under the Euclidean metric ‖ · ‖ (i.e., N(,K) is the minimum number of closed balls of
radius  required to cover K). The logarithm of N(,K) is known as the -metric entropy
of K. Also, for each θ∗ ∈ C and t > 0, let
B(θ∗, t) := {θ ∈ C : ‖θ − θ∗‖ ≤ t}
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denote the ball of radius t around θ∗. Observe that the supremum in the definition in (36)
is over all θ ∈ B(θ∗, t). Dudley’s entropy bound leads to the following upper bound for the
expected Gaussian supremum appearing in the definition of gθ∗(t).
Lemma 3.3 (Chaining). For every θ∗ ∈ C and t > 0,
E
[
sup
θ∈B(θ∗,t)
〈ε, θ − θ∗〉
]
≤ σ inf
0<δ≤2t
{
12
∫ 2t
δ
√
logN(, B(θ∗, t)) d+ 4δ
√
n
}
.
Remark 3.3. Dudley’s entropy bound is not always sharp. More sophisticated generic
chaining arguments exist which gives tight bounds (up to universal multiplicative constants)
for suprema of Gaussian processes; see [133].
Lemma 3.2 and Lemma 3.3 present one way of bounding R(θˆ, θ∗). This involves control-
ling the metric entropy of subsets of the constraint set C of the form B(θ∗, t). This method
is useful but works only for the case of Gaussian/sub-Gaussian errors.
Let us now present another result which is useful for proving adaptive risk bounds under
misspecification. We shall now work with general error distributions for ε that are not
necessarily Gaussian (we only assume that E(ε) = 0). This result essentially states for
bounding R(θˆ, θ∗), it is possible to work with tangent cones associated with C instead of C.
It is easier to deal with cones as opposed to general closed convex sets which leads to the
usefulness of this result.
For a closed convex set C and θ ∈ C, the tangent cone of C at θ is defined as
TC(θ) := Closure{t(η − θ) : t ≥ 0, η ∈ C}.
Informally, TC(θ) represents all directions in which one can move from θ and still remain
in C. It is helpful to note that when C is a closed convex cone (as in many applications of
shape restricted regression), then the tangent cone has the following simple expression:
TC(θ) = {c− tθ : c ∈ C, t > 0} . (38)
In other words, we simply add the generator −θ to the cone C to obtain TC(θ).
The following lemma relates the risk R(θˆ, θ∗) to tangent cones.
Lemma 3.4. Let C be a closed convex set in Rn. Let θ∗ ∈ Rn and suppose that Y = θ∗+σZ
for some mean-zero random vector Z with E‖Z‖2 <∞. Then,
E
[‖θˆ − θ∗‖2] ≤ inf
θ∈C
{
‖θ∗ − θ‖2 + σ2E[‖ΠTC(θ)(Z)‖2]}, (39)
where ΠTC(θ)(Z) denotes the projection of Z onto the closed convex cone TC(θ).
Some remarks on this lemma are given below.
Remark 3.4 (Statistical dimension). When Z ∼ Nn(0, In) and K is a closed convex cone
in Rn, the quantity
δ(K) := E
[‖ΠK(Z)‖2] = E[〈Z,ΠK(Z)〉] = E[( sup
θ∈K:‖θ‖≤1
〈Z, θ〉
)2]
,
has been termed the statistical dimension of K by Amelunxen et al. [3]. Therefore, when Z ∼
Nn(0, In),inequality (39) bounds the risk R(θˆ, θ
∗) of the LSE via the statistical dimension
of the tangent cones TC(θ).
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Remark 3.5 (No distributional assumptions). There are no distributional assumptions on
Z for (39) to hold. In particular, the components of Z can be arbitrarily dependent and
non-Gaussian (as long as E‖Z‖2 <∞). This follows from [19, Proposition 2.1] which is a
deterministic assertion.
Remark 3.6. When θ∗ ∈ C, then one can take θ = θ∗ in the right side of (39) to deduce
that
E‖θˆ − θ∗‖2 ≤ σ2E‖ΠTC(θ∗)(Z)‖2. (40)
This inequality (40) was first proved by [112]. Bellec [19] extended it to the case when θ∗ /∈ C
by proving Lemma 3.4.
Remark 3.7 (Tightness). A remarkable fact proved by Oymak and Hassibi [112] is that
lim
σ↓0
1
σ2
E‖θˆ − θ∗‖2 = E‖ΠTC(θ∗)(Z)‖2 when θ∗ ∈ C. (41)
Analogues of this inequality when θ∗ /∈ C have been recently proved in [46]. The equality
in (41) implies that if rn(θ), for θ ∈ C, is any rate term controlling the adaptive behavior
of the LSE in the following sense:
E‖θˆ − θ∗‖2 ≤ inf
θ∈C
{‖θ∗ − θ‖2 + σ2rn(θ)} for every θ∗ ∈ Rn (42)
then it necessarily must happen that
rn(θ) ≥ E‖ΠTC(θ)(Z)‖2 for every θ ∈ C.
Thus it suffices to work with tangent cones (i.e., focussing on bounding E‖ΠTC(θ)(Z)‖2) for
proving adaptive risk bounds of the form (42). It must be noted here though that (42) can
be quite suboptimal when σ is large.
We shall show how to apply Lemma 3.4 to prove the adaptive risk bound (13) in Section
A.1. Lemma 3.4 is also crucially used in [19] to prove the adaptive risk bound (25) for
convex regression. Lemma 3.4 also has applications beyond shape-restricted regression. It
has been recently used to prove risk bounds for total variation denoising and trend filtering
(see [67]).
4. Pointwise Asymptotic Theory
Till now we have focused our attention on (global) risk properties of shape-restricted LSEs.
In this section we investigate the pointwise limiting behavior of the estimators. By the
pointwise behavior we mean the distribution of the LSE fˆn at a fixed point (say t), properly
normalized. Developing asymptotic distribution theory for the LSEs turns out to be rather
non-trivial, mainly because there is no closed form simple expression for the LSEs; all the
properties of the estimator have to be teased out from the general characterization (8).
The LSEs exhibit non-standard asymptotics: The limiting distributions that arise are
non-normal (and the rates of convergence are slower than n−1/2) and involve many nuisance
parameters (that are difficult to estimate). As before, analyzing the isotonic LSE is probably
the simplest, and we will work with this example in Section 4.1. In Section 4.2 we develop
bootstrap and likelihood based methods for constructing (asymptotically) valid pointwise
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Fig 2: The left panel shows the scatter plot with the fitted function fˆn (in red) and the true f
(in blue) while the right panel shows the CSD (dashed) along with its GCM (in red). Here
n = 10, f(x) = x and ε ∼ Nn(0, σ2In) with σ = 0.5.
confidence intervals, for the isotonic regression function f , that bypass estimation of nuisance
parameters. Section 4.3 deals with the case when f is convex — we sketch a proof of the
pointwise limiting distribution of the convex LSE. Not much is known in this area beyond
d = 1 for any of the shape-restricted LSEs discussed in the Introduction.
4.1. Pointwise limit theory of the LSE in isotonic regression
Let us recall the setup in (1) where f is now an unknown nondecreasing function. Further,
for simplicity, let xi = i/n, for i = 1, . . . , n, be the ordered design points and we assume that
ε1, . . . , εn are i.i.d. mean zero errors with finite variance σ
2 > 0. The above assumptions can
be relaxed substantially, e.g., we can allow for dependent, heteroscedastic errors and the
xi’s can be any sequence whose empirical distribution converges to a probability measure
on [0, 1]; see e.g., [4], [137, Section 3.2.15].
We start with another useful characterization of the isotonic LSE ([17, Theorem 1.1]).
Define the cumulative sum diagram (CSD) as the continuous piecewise affine function Fn :
[0, 1]→ R (with possible knots only at i/n, for i = 1, . . . , n) for which
Fn(0) := 0, and Fn
( i
n
)
:=
1
n
i∑
j=1
yj , for i = 1, . . . , n. (43)
For any function g : I → R, where I ⊂ R is an interval, we denote by g˜ the greatest convex
minorant (GCM) of g (on I), i.e., g˜ is the largest convex function sitting below g. Thus,
F˜n denotes the GCM of Fn (on the interval [0, 1]). Let fˆn : (0, 1] → R be defined as the
left-hand derivative of the GCM of the CSD; i.e.,
fˆn := [F˜n]
′ ≡ F˜ ′n,
the left-hand slope of F˜n. Then, it can be shown that (see e.g., [118, Chapter 1]) the isotonic
LSE θˆ is given by θˆi = fˆn(i/n), for i = 1, . . . , n. Figure 2 illustrates these concepts from a
simple simulation.
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Fix 0 < t < 1 and suppose that f has a positive continuous derivative f ′ on some neigh-
borhood of t. The following gives the asymptotic distribution of fˆn(t), properly normalized:
∆n := n
1/3{fˆn(t)− f(t)} d→ κC, (44)
where C := arg minh∈R{W(h) + h2} has Chernoff’s distribution (here W(·) is a two-sided
Brownian motion starting from 0) and κ := [4σ2f ′(t)]1/3; see e.g., [24, 142, 54, 55]. In
Section A.10 we give an outline of a proof of (44). The first result of this type was derived
in [115] for the Grenander estimator — the maximum likelihood estimator of a nonincreasing
density in [0,∞) (see [53]). Note that the Chernoff’s random variable C is pivotal and its
quantiles are known; see e.g., [36, 66].
4.1.1. Other asymptotic regimes.
Observe that the assumption f ′(t) 6= 0 is crucial in deriving the limiting distribution in (44).
One may ask, what if f ′(t) = 0? Or even simply, what if f is a constant function on [0,1]?
In the latter case, we can easily show that, for t ∈ (0, 1),
√
n{fˆn(t)− f(t)} d→ σ[B˜]′(t),
where B is the standard Brownian motion on [0, 1]. The above holds because of the following
observations. First note that
√
n{fˆn(t)−f(t)} is the left-hand slope of the GCM of
√
n(Fn−
F ) at t (as F is now linear). As
√
n(Fn−F ) converges in distribution to the process σB on
D[0, 1], we have √
n{fˆn(t)− f(t)} =
√
n[F˜n − F ]′(t) d→ σ[B˜]′(t).
The above heuristic can be justified rigorously; see e.g., [59, Section 3.2]. In the related (non-
increasing) density estimation problem, [55, 25] showed that if f(t) lies on a flat stretch of
the underlying function f then the LSE (which is also the nonparametric maximum likeli-
hood estimator, usually known as the Grenander estimator) converges to a non-degenerate
limit at rate n−1/2, and they characterized the limiting distribution.
If one assumes that f (j)(t) = 0, for j = 1, . . . , p−1, and f (p)(t) 6= 0 (for p ≥ 1), where f (j)
denotes the j’th derivative of f , then one can derive the limiting distribution of fˆn(t), which
now converges at the rate n−p/(2p+1); see e.g., [142, 88]. Note that all the above scenarios
illustrate that the rate of convergence of the isotonic LSE fˆn(t) crucially depends on the
the behavior of f around t; this demonstrates the adaptive behavior of the isotonic LSE
from a pointwise asymptotics standpoint.
4.2. Constructing asymptotically valid pointwise confidence intervals
Although (44) gives the asymptotic distribution of the isotonic LSE at the point t, it is not
immediately clear how it can be used to construct a confidence interval for f(t) — the lim-
iting distribution involves the nuisance parameter f ′(t) that needs to be estimated. A naive
approach would suggest plugging in an estimator of f ′(t) in the limiting distribution in (44)
to construct an approximate confidence interval. However, as fˆn is a piecewise constant
function, fˆ ′n is either 0 or undefined and cannot be used to estimate f ′(t) consistently. This
motivates the use of bootstrap and likelihood ratio based methods to construct confidence
intervals for f(t). In the following we just assume that ε1, . . . , εn i.i.d. mean zero errors with
finite variance.
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4.2.1. Bootstrap based inference.
Let us revisit (44) and consider the problem of bootstrapping fˆn to estimate the distribution
of ∆n ∼ Hn (say). Suppose that Hˆn is an approximation of Hn (which will be obtained
from bootstrap in this subsection) that can be computed. Then, an approximate 1 − α
(0 < α < 1) confidence interval for f(t) would be
[fˆn(t)− qˆ1−α/2n−1/3, fˆn(t)− qˆα/2n−1/3],
where qˆα denotes the α’th quantile of Hˆn.
In a regression setup there are two main bootstrapping techniques: ‘bootstrapping pairs’
and ‘bootstrapping residuals’. Bootstrapping pairs refers to drawing with replacement sam-
ples from the data {(xi, yi) : i = 1, . . . , n}; it is more natural when we have i.i.d. bivariate
data from a joint distribution. The residual bootstrap procedure fixes the design points xi’s
and draws
y∗i := fˇn(xi) + ε
∗
i , i = 1, . . . , n
(the ∗ indicates a data point in the bootstrap sample) where fˇn is a natural estimator of
f in the model, and ε∗i ’s are i.i.d. (conditional on the data) having the distribution of the
(centered) residuals {yi − fˇn(xi) : i = 1, . . . , n}. Let fˆ∗n denote the isotonic LSE computed
from the bootstrap sample. The bootstrap counterpart of ∆n (cf. (44)) is
∆∗n := n
1/3{fˆ∗n(t)− fˇn(t)}.
We now approximate Hn by Hˆn, the conditional distribution of ∆
∗
n, given the data. Note
that a natural candidate for fˇn in isotonic regression is the LSE fˆn.
Will this bootstrap approximation (by Hˆn) work? This brings us to the notion of con-
sistency of the bootstrap. Let d denote the Levy metric or any other metric metrizing weak
convergence of distributions. We say that Hˆn is weakly consistent if d(Hn, Hˆn)→ 0 in proba-
bility. If the convergence holds with probability 1, then we say that the bootstrap is strongly
consistent. If Hn has a weak limit H, then consistency requires Hˆn to converge weakly to
H, in probability; and if H is continuous, consistency requires supx∈R |Hˆn(x)−H(x)| → 0
in probability.
It is well-known that both the above bootstrap schemes — bootstrapping pairs and
bootstrapping residuals with fˇn = fˆn — yield inconsistent estimators of Hn; see [1, 122, 82,
125, 56]. Intuitively, the inconsistency of the residual bootstrap procedure can be attributed
to the lack of smoothness of fˆn. Indeed a version of the residual bootstrap where one
considers fˇn as a smoothed version of fˆn (that can approximate the nuisance parameter
f ′(t) consistently) can be shown to be consistent; see e.g., [125]. Specifically, suppose that
fˇn is a sequence of estimators such that
lim
n→∞ supx∈I
∣∣fˇn(x)− f(x)∣∣ = 0, (45)
almost surely, where I ⊂ [0, 1] is an open neighborhood of t, and
lim
n→∞ suph∈K
n1/3
∣∣fˇn(t+ n−1/3h)− fˇn(t)− f ′(t)n−1/3h∣∣ = 0 (46)
almost surely for any compact set K ⊂ R. It can be shown, using arguments similar to
those in the proof of [125, Theorem 2.1], that if (45) and (46) hold then, conditional on the
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data, the bootstrap estimator ∆∗n converges in distribution to κC, as defined in (44), almost
surely. Thus, this bootstrap scheme is strongly consistent.
A natural question that arises now is: Can we construct a smooth fˇn such that (45)
and (46) hold w.p. 1? We briefly describe such a smoothed bootstrap scheme. Let k(·)
be a differentiable symmetric density (kernel) with compact support (e.g., k(x) ∝ (1 −
x2)21[−1,1](x)) and letK(x) :=
∫ x
−∞ k(s) ds be the corresponding distribution function. Let h
be a smoothing parameter. Note that h may depend on the sample size n but, for notational
convenience, we write h instead of hn. Let kh(x) := k(x/h)/h and Kh(x) := K(x/h). Then
the smoothed isotonic LSE of f is defined as (cf. [64])
fˇn(x) ≡ fˇn,h(x) :=
∫
Kh(x− s) dfˆn(s), x ∈ [0, 1].
It can be easily seen that fˇn is a nondecreasing function (if t2 > t1, then Kh(t2−s) ≥ Kh(t1−
s) for all s). Observe that fˇn is a smoothed version of the step function fˆn. In [125] it is shown
that the obtained bootstrap procedure is strongly consistent, i.e., ∆∗n = n1/3{fˆ∗n(t)− fˇn(t)}
converges weakly to κC, conditional on the data, almost surely.
It is natural to conjecture that a (suitably) smoothed bootstrap procedure would also
yield (asymptotically) valid pointwise confidence intervals for other shape-restricted regres-
sion functions (e.g., convex regression). Moreover, it can be expected that the naive ‘with
replacement’ bootstrap and the residual bootstrap using the LSE would lead to inconsistent
procedures. However, as far as we are aware, there is no work that rigorously proves these
claims.
4.2.2. Likelihood ratio based inference.
Banerjee and Wellner [15] proposed a novel method for constructing pointwise confidence
intervals for a monotone function (e.g., f) that avoids the need to estimate nuisance pa-
rameters; also see [13, 60]. Specifically, the strategy is to consider the testing problem
H0 : f(t) = φ0 versus H1 : f(t) 6= φ0, where φ0 ∈ R is a known constant, using the like-
lihood ratio statistic (LRS), constructed under the assumption of i.i.d. Gaussian errors. If
one could find the limiting distribution of the LRS under the null hypothesis and show that
the limit is pivotal (as is the case in parametric models where the limiting distribution turns
out to be χ2) then that would provide a convenient way to construct a confidence interval
for f(t) via the method of inversion: an asymptotic level 1−α confidence set would be given
by the set of all φ0’s for which the null hypothesis H0 : f(t) = φ0 is accepted.
To study the form of the LRS, we first need to understand the constrained isotonic LSE.
Consider the setup introduced in the beginning of Subsection 4.1 and suppose that l := bntc,
so that l/n ≤ t < (l+ 1)/n. Under H0 : f(t) = φ0, the constrained isotonic LSE fˆ0n is given
by {
fˆ0n(i/n) : i = 1, . . . , n
}
:= arg min
θ∈Rn:θ1≤···≤θl≤φ0≤θl+1≤···≤θn
n∑
i=1
(Yi − θi)2.
Note that both functions fˆn and fˆ
0
n are identified only at the design points. By convention,
we extend them as left-continuous piecewise constant functions defined on the entire interval
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(0, 1]. The hypothesis test is based on the following LRS:
Ln :=
n∑
i=1
(
Yi − fˆ0n(i/n)
)2 − n∑
i=1
(
Yi − fˆn(i/n)
)2
.
As shown in [13, 14] (in the setting of random design, which can be easily generalized to
cover the uniform grid design; see [7]), if f(t) = φ0 and f
′(t) 6= 0, then
Ln
d→ σ2L,
where L is a nonnegative random variable expressible as a functional of two-sided Brownian
motion plus quadratic drift {W(h) + h2 : h ∈ R}, and σ2 is the common variance of the
errors. An important feature of this limiting distribution is that it is pivotal — free of
the parameters of the problem. This readily yields confidence sets for f(t) (obtained by
the method of inversion) that do not need estimation of the nuisance parameter f ′(t) — a
challenging quantity to estimate in practice. However, an estimate of σ2 is required, which
can be easily obtained: The natural estimator ‖Y − θˆ‖2/n of σ2 is asymptotically normal
with mean σ2 and variance 2σ4/n (see [102, Proposition 3]). This methodology has been
applied successfully in several monotone function estimation problems; see e.g., [15, 13, 60].
The method, and extensions thereof, also applies to both short- and long-range dependence
regimes for the errors; see [7]. Also see [16, 7] for illustrations and examples of the superior
performance of the LR based method over plug-in methods for constructing confidence
intervals for f(t), especially when the estimation of the derivative f ′(t) is difficult.
Not much is known about the (asymptotic) distribution of the LRS beyond monotone
function estimation problems. However, in the recent papers [40, 41] the authors study
the LRS for testing the location of the mode of a log-concave density f using the uncon-
strained/constrained maximum likelihood estimator of a log-concave density (also see [11])
and show that, under the null hypothesis which fixes the value of the mode of f (and
assumes strict curvature of − log f at the mode), the LRS is asymptotically pivotal.
4.3. Pointwise limit theory of the LSE in convex regression
We assume that we have data from (1) where f : [0, 1] → R is now assumed to be convex
(see Example 1.3). In this section we study the pointwise asymptotic theory for the convex
LSE. For simplicity, as before, we consider equi-spaced design points. Let us first describe
the characterization of the convex LSE that will drive the asymptotic analysis. Given the
convex LSE θˆ, let Θˆ = (Θˆ1, . . . , Θˆn) denote the vector of its cumulative sums (divided by
n), i.e., Θˆi := n
−1∑i
j=1 θˆj , for i = 1, . . . , n, and recall Fn, as defined in (43). Then, θˆ has
the following characterization: θˆ is the unique vector such that Θˆn = Fn(1) and
j−1∑
i=1
Θˆi
{
≥∑j−1i=1 Fn(i/n) for j = 2, . . . , n,
=
∑j−1
i=1 Fn(i/n) if θˆ has a kink at j/n or j = n;
(47)
this follows from the characterization of projection on the closed convex set K (as defined
in (6)); see [62, Lemma 2.6] for a complete proof. We define the convex LSE fˆn : [1/n, 1]→ R
of f as the piecewise linear interpolation of the points {(i/n, θˆi) : i = 1, . . . , n}.
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Fix t ∈ (0, 1) and consider the estimation of f(t) using the convex LSE fˆn(t) under
the assumption that f ′′ is continuous and nonzero in a neighborhood of t. If the errors are
i.i.d. sub-Gaussian with mean zero and f ′′(t) 6= 0, the rate of convergence of fˆn(t) is known
to be n−2/5 (see [94]). The pointwise asymptotic distribution of the convex LSE (properly
normalized) is derived in [62]. In Groeneboom et al. [62] the authors show that
∆n := n
2/5{fˆn(t)− f(t)} d→ H′′(0), (48)
whereH is the “invelope” of integrated Brownian motion with quartic drift (+h4), andH′′(0)
is the second derivative of H at 0 (which exists w.p. 1). The invelope is a cubic spline lying
above and touching integrated Brownian motion +h4; compare this with the “envelope” of
Brownian motion with a parabolic drift (+h2) that appears when analyzing the isotonic
LSE (see Section A.10). Although a rigorous proof of the above weak convergence is long
and delicate (see [62, Theorem 6.3]), the main intuition for such a limit can be gotten
from looking at the characterization given in (47). We describe some of the main ideas
below. The first step is to show that the characterization in (47) can be ‘localized’ in an
appropriate sense. Then we show that the right side of the inequality in (47), appropriately
localized and normalized, converges to a limiting process involving integrated Brownian
motion +h4. Then, a continuous mapping-like result, where we look at the limiting version
of the localized (47), yields the convergence of ∆n. A slightly more detailed sketch of the
main steps is provided in Section A.11.
Remark 4.1 (Multiscale inference in shape-restricted problems). The pointwise asymptotic
theory for isotonic and convex regression is developed under suitable smoothness assumptions
on f , e.g., (44) needs f ′(t) 6= 0 whereas the weak convergence of (48) assumes f ′′(t) 6=
0. In [42], utilizing suitable multiscale tests, the author constructs confidence bands for
f that are locally adaptive in a certain sense (to the underlying smoothness in f) and
have guaranteed coverage, assuming that f is isotonic or convex. These confidence bands
are computationally feasible and are also shown to be asymptotically sharp optimal in an
appropriate sense. Also see the recent paper [144] for another method of constructing finite-
sample locally adaptive confidence bands in isotonic regression.
5. Computation of the LSE
In this section we discuss the computation of the LSE θˆ in nonparametric shape-restricted
regression problems. Note that in most cases (see e.g., Examples 1.1–1.5) the LSE θˆ is the
projection of Y onto C, a (finite union of) closed convex set(s) in Rn. If C is a polyhedral
convex set, then the computation of θˆ involves solving a quadratic program with a bunch of
linear constraints. Many off-the-shelf solvers — e.g., CPLEX, MOSEK, Gurobi — can solve
these quadratic programs easily even for moderately large sample sizes (e.g., n ≈ 105). In
the following we consider the main examples in the Introduction and discuss some problem
specific algorithms that are computationally more efficient.
Isotonic and unimodal regression. For the monotone regression problem [17] pre-
sented a graphical interpretation of the isotonic LSE (defined in (11)) in terms of the GCM
of the CSD; see Section 4.1. The method of successive approximation to the GCM can
be described algebraically as the pool-adjacent-violators algorithm (PAVA); see e.g., [118,
p. 9-10]. Roughly speaking, PAVA works as follows. We start with y1 on the left. We move
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to the right until we encounter the first violation yi > yi+1. Then we replace this pair by
their average, and back-average to the left as needed, to get monotonicity. We continue
this process to the right, until finally we reach yn. If skillfully implemented, PAVA has a
computational complexity of O(n); see [131] for a comparison of various algorithms to solve
isotonic regression in `p-metrics, for p ≥ 1. The isoreg command in the stats package in the
R programming language implements the isotonic LSE. Further, see [130] for an efficient
(requiring only O(n) time) computation of the unimodal LSE (Example 1.4).
Order preserving regression on a partially ordered set. Given a partial order -
on the design points xi’s we can compute the LSE θˆ of the isotonic (order preserving) θ
∗
by solving (7). Here C, the space where Y is projected onto to obtain θˆ, is a closed convex
cone and can be represented as
C := {(θ1, . . . , θn) ∈ Rd : θi ≤ θj if xi - xj , for some i 6= j}.
Thus, the computation of θˆ involves solving a quadratic program with O(n2) linear con-
straints (although for some special situations, like isotonic regression in d = 1, C can be
represented by O(n) linear constraints). The computation of the order preserving LSE on a
partially ordered set (Example 1.2) has received quite a bit of attention recently; see e.g., [87,
132] and the references therein. In particular, https://github.com/sachdevasushant/Isotonic
gives an implementation of the isotonic LSE using interior point methods. The special case
of the matrix isotonic LSE defined in (26) can be computed efficiently by an iterative algo-
rithm (see e.g., [51] and [118, Chapter 1]).
Once we obtain θˆ = (θˆ1, . . . , θˆn) we can then easily construct an estimate fˆn of the order
preserving f at any x (not necessarily a design point) by taking a maximum over a selected
number of coordinates of θˆ: We can define fˆn as
fˆn(x) := sup
j:xj- x
θˆj , for x ∈ Rd,
where we take the convention that sup(∅) = −∞. Note that fˆn is indeed order preserving
— for u, v with u - v we have fˆn(u) = supj:xj- u θˆj ≤ supj:xj- v θˆj = fˆn(v), as in the right
side the supremum is taken over a bigger set.
Convex regression. Algorithms for the computation of the convex LSE (Example 1.3)
when d = 1 can be found in [45], [48], [63] and the references therein. When d > 1, the
problem is substantially harder: Due to the lack of a natural ordering of points in Rd (for
d > 1), the constraint set C is not easy to express (cf. (6)). In fact, in this case C can be
expressed as the projection of the higher-dimensional polyhedron{
(ξ, θ) ∈ Rdn+n : ξ = [ξ>1 , . . . , ξ>n ]>, θj + ξ>j (xi − xj) ≤ θi,∀ i, j = 1, . . . , n
}
onto the space of θ; see [34]. The above characterization can be seen as a consequence
of the subgradient inequality for convex functions; see [119, Theorem 25.1, p. 242]. Thus
the computation of the convex LSE θˆ involves solving a quadratic program with n(d + 1)
variables and n(n−1) linear constraints; see [121] for the characterization, computation and
consistency of the convex LSE where off-the-shelf interior point solvers (e.g., cvx, MOSEK,
etc.) were used to compute θˆ. However, these off-the-shelf solvers do not scale well and
become prohibitively expensive for n ≥ 300 mainly due to the presence of O(n2) linear
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constraints. In [101], exploiting problem specific structure, the authors propose a scalable
algorithmic framework based on the augmented Lagrangian method to compute the convex
LSE θˆ. This iterative algorithm can compute the LSE with n ∼ 5000 and d ∼ 10 within
moderate accuracy (i.e., 4 significant digits) in around 30 minutes in a laptop.
Shape constrained additive models. The computation of the additive shape-restricted
(Example 1.5) LSE is discussed in [106, 35]. As this reduces to solving a quadratic program
with O(n) linear constraints, off-the-shelf solvers can be effectively used for computing the
LSE. The shape-restricted LSE can also be computed efficiently by the back-fitting algo-
rithm ([22]) — a simple iterative procedure used to fit a generalized additive model —
which involves fitting one function at a time (out of the d many univariate nonparametric
functions).
Shape-restricted single index model. Let us now look at Example 1.6. Here inter-
est focuses on estimating the nonparametric (shape-restricted) function m and the finite-
dimensional parameter β∗. Although single index models are well-studied in the statistical
literature (see e.g., [114], [89], [37] and the references therein), estimation and inference in
shape-restricted single index models are not very well-developed, despite their numerous
applications. The LSE in the monotone single index model is defined as
(mˆ, βˆ) := arg min
ψ,β
n∑
i=1
(yi − ψ(x>i β))2, (49)
where the minimization is over all nondecreasing functions ψ : R → R and over β ∈ Rd
(with ‖β‖ = 1, for identifiability). As the above LSE solves a non-convex problem, its
computation is non-trivial. A version of the following alternating minimization scheme is
typically applied to compute the LSE. For a fixed β, the sum-of-squared errors can be easily
minimized over all nondecreasing functions (as this reduces to the problem to univariate
isotonic regression). However, the minimization of the profiled least squares criterion (over
β), for a fixed ψ, is non-smooth and non-convex; see [78, 57] and the references therein
for some strategies to find βˆ. A similar strategy is employed in computing the maximum
likelihood estimate in the related problem of current status regression; see e.g., [57]. Also
see [84] and the R package simest for the related computation in a convex single index
model.
6. Some open problems
In this section we state and motivate a few open research problems and some possible future
directions.
Beyond i.i.d. Gaussian errors. We have mentioned in Section 2 that risk bounds for
isotonic regression do not assume that the errors ε1, . . . , εn are Gaussian. Indeed, the worst
case risk bound (12) as well as the adaptive risk bound in Theorem 2.1 work under no
distributional assumptions on the errors (it is only assumed that the errors are i.i.d. with
mean zero and finite variance σ2; even the i.i.d. assumption can be relaxed considerably; see
[146]). However the risk bounds for other shape-restricted regression problems (including
convex regression, isotonic regression on partially ordered sets such as multivariate isotonic
regression, unimodal regression, etc.) assume Gaussian (or sub-Gaussian) errors. Based on
the results for the univariate isotonic LSE, we believe that the assumption of Gaussianity
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should not really be necessary for these other problems as well. However the existing proof
techniques for these risk bounds strongly rely on the assumption of sub-Gaussianity. It will
be very interesting to prove risk bounds in these problems without Gaussianity. We believe
that new techniques will need to be developed for this.
Beyond `2-loss. Most of the risk results available in the shape constrained literature
apply only to the `2-loss. A notable exception is the case of isotonic regression where risk
bounds are available under the `p-loss for every p ≥ 1 (as already described in Subsection
2.2.1). It will be interesting to develop risk results for `p-losses in problems such as convex
regression and multivariate shape-restricted regression. The results for isotonic regression
(see Theorem 2.2 and the following discussion) indicate that adaptation risk bounds for
LSEs have a different relationship with oracle risk bounds for p 6= 2. For example, for p < 2,
the isotonic LSE is suboptimal only by a constant factor in comparison to the oracle while
for p > 2, the isotonic LSE is significantly suboptimal. We believe that it is quite non-trivial
to study risk of the LSEs under `p-loss functions for p 6= 2. The existing abstract theory for
studying LSEs seems to give risk results only under the `2-loss function.
Minimax Results. The risk of a LSE R(θˆ, θ∗) in a shape-restricted regression problem
usually varies quite significantly as θ∗ varies over the parameter space. For example, in
isotonic regression, the risk behaves as n−2/3 when V (θ∗) is bounded and as (k/n) log(n/k)
when θ∗ is piecewise constant having k constant pieces. Minimax lower bounds over these
parameter classes allow the assessment of optimality of the LSE compared to other es-
timators. We mentioned in Remark 2.3 that the isotonic LSE is minimax optimal over
{θ ∈ I : θn − θ1 ≤ V } for a wide range of values of V . In an interesting recent paper [50],
the authors characterized the minimax risk over the class of all monotone vectors with at
most k constant pieces. Their results imply that the risk (k/n)(log(n/k)) achieved by the
isotonic LSE over this class is only suboptimal by a factor of (log n)/(log log n) in compar-
ison to the minimax risk. Minimax lower bounds exist for other shape-restricted regression
problems (see e.g., [68, 28, 19, 69, 31]) which suggest that the LSE is nearly minimax optimal
but some of these results are not as tight as the corresponding results for univariate isotonic
regression. It will be interesting to develop tight minimax results for other shape-restricted
regression problems which will allow a precise evaluation of the minimaxity properties of
the LSEs.
Estimation of other shape constrained regression functions. In the recent years
there has been quite a bit of interest in studying different shape-restricted regression func-
tions, beyond d = 1. We have already seen a few such examples in this paper (e.g., Exam-
ples 1.2, 1.3 and 1.5). What are other useful shape-restrictions in multi-dimension? In the
following we mention a few such shape constraints (that have many real applications): (i)
unordered weak majorization, (ii) quasiconvexity, and (iii) supermodularity.
Unordered weak majorization. In Example 1.2 we discussed the problem of estimating an
order preserving regression function (with respect to a partial order). Robertson et al. [118,
Chapter 1] gives a nice overview of the properties of the LSE in this problem. As an example
we introduced a generalization of monotonicity beyond d = 1, namely, coordinate-wise
monotonicity. In the following we introduce and characterize another related (and slightly
stronger) notion of monotonicity in multi-dimensions that is closely tied to the concept of
majorization and Schur-convexity (see e.g., [99]). We define the unordered weak majorization
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partial order - as
(u1, . . . , ud) - (v1, . . . , vd) if and only if
i∑
k=1
uk ≤
i∑
k=1
vk for i = 1, 2, . . . , d.
The following result characterizes all functions that preserve the ordering -.
Theorem 6.1. Let f : Rd → R be a continuously differentiable function. Then f preserves
the partial order - if and only if for any z ∈ Rd,
f(1)(z) ≥ f(2)(z) ≥ . . . ≥ f(d)(z) ≥ 0, (50)
where f(i) denotes the partial derivate of f with respect to the i’th coordinate.
The above result shows that in a regression setup if f can be assumed to obey (50), i.e.,
the influence of the predictor variables is ordered, LS estimation under the unordered weak
majorization partial order can be used to estimate f . Constraints like (50) appear quite
often in econometrics; see e.g., [145] and the references therein.
Quasiconvexity. A function f : Rd → R is quasiconvex if and only if its sub-level sets
Sα(f) = {u ∈ Rd : f(u) ≤ α} are convex for every α ∈ R; see [21, Section 3.4]. Alternatively,
a function f is quasiconvex if and only if f(αu + (1 − α)v) ≤ max{f(u), f(v)}, for all
u, v ∈ Rn, and α ∈ [0, 1] (cf. (5)). Quasiconvex functions extend the notion of unimodality to
multi-dimensions and have applications in mathematical optimization and economics. The
computation of f using the method of least squares is likely to be a non-convex problem.
Supermodularity. A function f : Rd → R is supermodular if f(u∨ v) + f(u∧ v) ≥ f(u) +
f(v) for all u, v ∈ Rd, where u∨v and u∧v denote the component-wise maximum and mini-
mum of u and v, respectively, i.e., (u1, . . . , ud)∨(v1, . . . , vd) := (max{u1, v1}, . . . ,max{ud, vd})
and (u1, . . . , ud)∧ (v1, . . . , vd) := (min{u1, v1}, . . . ,min{ud, vd}). The concept of supermod-
ularity is used in the social sciences (economics and game theory). If f is twice continuously
differentiable, then supermodularity is equivalent to the condition ∂
2f(u)
∂ui ∂uj
≥ 0 for all i 6= j;
see e.g., [128].
In all the above problems, computation of the LSE, its theoretical properties (consistency,
rates of convergence, etc.) are unknown.
Connection to nonnegative least squares. In many shape-restricted regression prob-
lems the LSE θˆ is defined as the projection of Y onto a closed convex polyhedral cone C;
see Examples 1.1–1.3 and 1.5. As every closed convex polyhedral cone C in Rn can be rep-
resented in terms of its generators (i.e., there exists a finite subset of C, whose elements
are referred to as generators of C, such that every vector θ ∈ C is a nonnegative linear
combination of the generators; see, for example, [120, Corollary 7.1a]), θˆ can be thought
of as solving a nonnegative least squares problem. Moreover, in the examples mentioned
above, C is generated by at least O(n) vectors (which form the design matrix) that are
highly correlated; see e.g., [103] for the exact form of the generators of some of the exam-
ples discussed. In fact, for isotonic and convex regression in d = 1 there are exactly n + 1
and n + 2 generators, respectively. However, for their higher dimensional analogues (i.e.,
d > 1) it is not clear what the generators are. We think this is an open problem. More
generally, one can ask how does one construct the design matrix (or the generators) cor-
responding to any closed convex polyhedral cone expressed in terms of linear inequalities,
imsart-generic ver. 2014/10/16 file: ShapeReg-Arxiv-II.tex date: July 3, 2018
A. Guntuboyina and B. Sen/Shape-restricted Regression 32
e.g., C := {θ ∈ Rn : Aθ ≤ 0} where A is an m × n matrix (m being the number of linear
constraints) and the ‘≤’ is interpreted coordinate-wise.
As the number of generators (or the columns of the design matrix) is increasing with n, we
are essentially solving a ‘high-dimensional’ nonnegative least squares problem; see e.g., [129].
A general open question is: Can a theory be developed on the estimation accuracy of the
LSE θˆ based solely on the properties of the design matrix? It may be noted here that the
generators can be highly correlated.
Boundary behavior of shape-restricted LSEs. It is well known that the isotonic
LSE is inconsistent at the boundary of the covariate domain, i.e., fˆn(0+) does not consis-
tently estimate f(0+) (see e.g., [141, 85, 10] for detailed discussions on the properties of the
LSE for a nonincreasing density near 0). Intuitively, this inconsistency is because there are
very few ‘constraints’ near the boundary (of the covariates). This phenomenon is expected to
persist for other shape constrained LSEs, especially in multi-dimensional problems. However
not much is known about the boundary behavior of these LSEs. Even in one-dimensional
convex regression, as far as we are aware, whether fˆn(0+) is a Op(1) random variable is
not known; see [52] for some results on fˆn(0+) and its derivative (also see [8]). This has
motivated the study of bounded/penalized shape-restricted LSEs; see e.g., [34, 143, 84].
Shape-restricted single index models. Although several smoothing based methods
have been proposed and investigated in single index models (see e.g., [108, 57] and the
references therein) to obtain
√
n-consistent and efficient estimators of β∗ (see [110] for a
brief overview of the notion of semiparametric efficiency), not much is known for just shape-
restricted single index models. Durot et al. [9] studied the LSE in a monotone single index
model (see (49)) and showed the n1/3-consistency of the LSEs of m and β∗; also see [108]
and [57]. However many open questions remain. The limiting distribution of the LSE βˆ of
β∗ is unknown; in fact, it is not known whether βˆ is
√
n-consistent.
In a convex single index model (i.e., m is convex), [84] shows that the Lipschitz con-
strained convex LSE (where we minimize the least squares criterion over the class of all
L-Lipschitz convex functions, for L fixed) yields a semiparametrically efficient estimator of
the index parameter β∗. However, the behavior of the convex LSE (without the Lipschitz
assumption) is unknown.
As mentioned above, the computation of the shape-restricted LSEs is non-trivial. Usually
an alternating minimization scheme is used to compute the LSEs. However, no convergence
guarantees (to a local optimum) exist for such an alternating minimization procedure.
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Appendix A: Proofs
This section contains proofs of some of the results from the main paper.
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A.1. Proof of Theorem 2.1
To prove the adaptive risk bound (13) for isotonic regression we shall apply inequality (39)
with Z = ε/σ which reduces the task to proving that
E‖ΠTI(θ)(Z)‖2 ≤ 4k(θ) log
en
k(θ)
for every θ ∈ I. (51)
To prove this, we obviously need to characterize the tangent cone TI(θ). Fix θ ∈ I and let
k = k(θ). This means that θ has k constant pieces (and k − 1 jumps). Let the lengths of
the k constant pieces be n1, . . . , nk (so that nj ≥ 1 and
∑k
j=1 nj = n). It is now an easy
exercise to verify (via (38)) that the tangent cone TI(θ) is given by
TI(θ) = In1 × · · · × Ink (52)
where × denotes Cartesian product and, for an integer ` ≥ 1,
I` :=
{
(x1, . . . , x`) ∈ Rl : x1 ≤ · · · ≤ x`
}
.
The equality (52) immediately implies that
E‖ΠTI(θ)(Z)‖2 =
k∑
j=1
E‖ΠInj (Z(j))‖2 (53)
where Z(j) denotes the part of the vector Z corresponding to the jth constant piece of θ.
The key now is to prove that
E‖ΠIn(Z)‖2 ≤ 4
(
1 +
1
2
+ · · ·+ 1
n
)
for every n ≥ 1. (54)
This, along with the standard fact that
∑n
j=1(1/j) ≤ log(en), implies that
E‖ΠInj (Z(j))‖2 ≤ 4 log(enj).
Thus, we obtain, via (53),
E‖ΠTI(θ)(Z)‖2 ≤
k∑
j=1
4 log(enj) ≤ 4k log en
k
where the last inequality follows from the concavity of the logarithm function. This proves
(51) and consequently (13). To prove (54) let
U = (U1, . . . , Un) := ΠIn(Z).
The representation (11) gives
Uj = min
v≥j
max
u≤j
Z¯uv for every 1 ≤ j ≤ n
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where Z¯uv represents the mean of Zu, . . . , Zv. It is clear from here that
Uj ≤ max
u≤j
Z¯un
so that
E(Uj)2+ ≤ Emax
u≤j
(Z¯un)
2
+.
Here x+ := max(x, 0) and a
2
+ := (a+)
2. The key now is to realize that the sequence of ran-
dom variables Z¯1n, . . . , Z¯jn is a martingale (easy to verify) so that by Doob’s submartingale
maximal inequality, we deduce that
E(Uj)2+ ≤ 4E(Z¯jn)2+.
By an analogous argument, we can also deduce that
E(Uj)2− ≤ 4E(Z¯1j)2−
where x− := max(0,−x). Putting together, we deduce
E‖ΠIn(Z)‖2 =
n∑
j=1
EU2j ≤ 4
n∑
j=1
(
E(Z¯jn)2+ + E(Z¯1j)2−
)
.
Now because Z1, . . . , Zn are i.i.d. (Z1, . . . , Zn) has the same distribution as (Zn, . . . , Z1) so
that
E‖ΠIn(Z)‖2 ≤ 4
n∑
j=1
(
E(Z¯1,n−j+1)2+ + E(Z¯n−j+1,n)2−
)
= 4
n∑
j=1
(
E(Z¯1j)2+ + E(Z¯jn)2−
)
.
Adding the above two inequalities, we obtain
2E‖ΠIn(Z)‖2 ≤ 4
n∑
j=1
(
E(Z¯jn)2 + E(Z¯1j)2
)
= 4
n∑
j=1
(
1
n− j + 1 +
1
j
)
= 8
n∑
j=1
1
j
.
This proves (54) and completes the proof of (13).
A.2. Proof of inequality (12)
The initial steps of this proof follow the same steps as in the beginning of the proof of
Theorem 2.2 (the proof of Theorem 2.2 is provided in Subsection A.5). Specifically, we use
inequality (60) for p = 2 which says that
Eθ∗
(
θˆj − θ∗j
)2
+
≤ Eθ∗
((
θ¯∗j,j+m − θ∗j
)
+
(
max
u≤j
ε¯u,j+m
)
+
)2
.
for every 1 ≤ j ≤ n and 0 ≤ m ≤ n−j. The elementary inequality E(c+X)2 ≤ (c+
√
EX2)2
for c ≥ 0 applied to c = θ¯∗j,j+m − θ∗j ≥ 0 and X := (maxu≤j ε¯u,j+m)+ now gives
Eθ∗
(
θˆj − θ∗j
)2
+
≤
(
θ¯∗j,j+m − θ∗j +
√
Emax
u≤j
(ε¯u,j+m)
2
+
)2
.
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Doob’s maximal submartingale inequality applied to the expectation above results in
Emax
u≤j
(ε¯u,j+m)
2
+ ≤ 4E (ε¯u,j+m)2+ ≤ 4 (ε¯u,j+m)2 =
4σ2
m+ 1
.
We have thus proved that
Eθ∗
(
θˆj − θ∗j
)2
+
≤ min
0≤m≤n−j
(
θ¯∗j,j+m − θ∗j +
2σ√
m+ 1
)2
. (55)
Similarly, we can prove that
Eθ∗
(
θˆj − θ∗j
)2
−
≤ min
0≤m≤j−1
(
θ∗j − θ¯∗j−m,j +
2σ√
m+ 1
)2
. (56)
For each 1 ≤ j ≤ n, let us define
m1(j) := max
{
0 ≤ m ≤ n− j : θ¯∗j,j+m − θ∗j ≤
2σ√
m+ 1
}
and
m2(j) := max
{
0 ≤ m ≤ j − 1 : θ∗j − θ¯∗j−m,j ≤
2σ√
m+ 1
}
.
Note that these choices of m1(j) and m2(j) are different from those made in the proof of
Theorem 2.2. From (55) and (56), we obtain
Eθ∗
∣∣∣θˆj − θ∗j ∣∣∣2 ≤ 16σ2( 1m1(j) + 1 + 1m2(j) + 1
)
so that the risk of θˆ is bounded by
R(θˆ, θ∗) ≤ 16σ
2
n
 n∑
j=1
1
m1(j) + 1
+
n∑
j=1
1
m2(j) + 1
 . (57)
We shall bound
∑
j(m1(j) + 1)
−1 below. The bound for the term involving m2(j) will be
similar.
For each m ≥ 0, let
ρ(m) :=
n∑
j=1
I {m1(j) = m} and l(m) :=
n∑
j=1
I {m1(j) < m} .
Clearly ρ(m) = l(m+ 1)− l(m) and hence
n∑
j=1
1
m1(j) + 1
=
∑
m≥0
ρ(m)
m+ 1
=
∑
m≥0
l(m+ 1)− l(m)
m+ 1
=
∑
m≥0
l(m+ 1)
(m+ 1)(m+ 2)
(58)
because l(0) = 0. For 0 ≤ m ≤ n− 1, we can write
l(m+ 1) =
n∑
j=1
I{m1(j) < m+ 1} ≤
n−m−1∑
j=1
I{m1(j) < m+ 1}+m+ 1.
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When 1 ≤ j ≤ n−m− 1 and m1(j) < m+ 1, the definition of m1(j) implies that
θ¯∗j,j+m+1 − θ∗j >
2σ√
m+ 2
so that
I {m1(j) < m+ 1} <
√
m+ 2
θ¯∗j,j+m+1 − θ∗j
2σ
for 1 ≤ j ≤ n−m− 1.
and
l(m+ 1) ≤ m+ 1 +
√
m+ 2
2σ
n−m−1∑
j=1
(
θ¯∗j,j+m+1 − θ∗j
)
for 0 ≤ m ≤ n− 1.
We now use Lemma A.1 to bound the right hand side above in terms of V := V (θ∗). Indeed,
Lemma A.1 (applied with l = m+ 2) gives
l(m+ 1) ≤ m+ 1 + (m+ 1)
√
m+ 2
2σ
V.
Also, the trivial upper bound l(m+ 1) ≤ n always holds. We thus obtain
l(m+ 1) ≤ min
(
n,m+ 1 +
(m+ 1)
√
m+ 2
2σ
V
)
for all m ≥ 0.
This inequality, together with (58), gives
n∑
j=1
1
m1(j) + 1
≤
∑
m≥0
1
(m+ 1)(m+ 2)
min
{
n,m+ 1 +
(m+ 1)
√
m+ 2
2σ
V
}
.
Now let
s := min
((σn
V
)2/3
, n
)
and write (C below stands for a positive constant whose value may change from appearance
to appearance; it does not depend on n, V or σ)
n∑
j=1
1
m1(j) + 1
≤
∑
m≥0
1
(m+ 1)(m+ 2)
min
{
n,m+ 1 +
(m+ 1)
√
m+ 2
2σ
V
}
≤
∑
0≤m≤s
(m+ 1) + (m+ 1)
√
m+ 2(V/(2σ))
(m+ 1)(m+ 2)
+ n
∑
m>s
1
(m+ 1)(m+ 2)
≤
∑
m≤n
1
m+ 2
+
∑
m≤(σn/V )2/3
V
2σ
√
m+ 2
+ n
∑
m>s
1
(m+ 1)(m+ 2)
≤ C log(en) + CV
σ
(σn
V
)1/3
+
Cn
s
= C log(en) + C
V 2/3n1/3
σ2/3
+ Cnmax
((
V
σn
)2/3
,
1
n
)
≤ C log(en) + CV
2/3n1/3
σ2/3
.
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One can analogously argue that
n∑
j=1
1
m2(j) + 1
≤ C log(en) + CV
2/3n1/3
σ2/3
.
The above pair of inequalities, when combined with (57), complete the proof of inequality
(12).
The following auxiliary lemma was used in the proof of inequality (12).
Lemma A.1. For every nondecreasing sequence a1, . . . , an and l ≥ 1, we have
n−l+1∑
i=1
(a¯i,i+l−1 − ai) ≤ l − 1
2
(an − a1) (59)
where a¯i,j for i ≤ j is the mean of ai, . . . , aj.
Proof. Write bi = ai − ai−1 for i ≥ 2 and b1 = a1. It is elementary to check that
a¯i,i+l−1 =
1
l
l−1∑
j=1
(l − j)bi+j for i = 1, . . . , n− l + 1.
As a result, the right hand side of (59) can be easily seen to be a linear combination of
b2, . . . , bn which are all nonnegative because a1, . . . , an is nondecreasing. The maximum
value of the coefficient of any bj is (l − 1)/2 which completes the proof.
A.3. Proof of (17)
It is now assumed that ε1, . . . , εn are i.i.d. N(0, σ
2). Let Zi := εi/σ, i = 1, . . . , n so that
Z1, . . . , Zn are i.i.d. N(0, 1). We will use the same ideas as in the proof of Theorem 2.1.
However, when Z ∼ Nn(0, In), (54) holds with equality and without the multiplicative
factor 4, for every n ≥ 1. This can be proved via symmetry arguments based on the theory
of finite reflection groups. A sketch of this argument can be found in [3, Subsection D.4].
This observation therefore completes the proof of (17).
A.4. Proof Sketch of (22)
To see why (22) is true, first consider the case k = 1 where we can take θ∗ to be the zero
vector without loss of generality. We then have (by the formula (11))
R(p)(θˆ, θ∗) ≥ 1
n
E
∣∣∣θˆn∣∣∣p = 1
n
E
∣∣∣∣maxu≤n
∑n
i=u yi
n− u+ 1
∣∣∣∣p ≥ 1nE (yn)p+ = σpCpn
where we have used the fact that when θ∗ = 0, the random variable yn is normal with mean
zero and variance σ2. This proves (22) for k = 1. For general k, fix θ∗ ∈ Ik and let n1, . . . , nk
denote the lengths of the k constant blocks of θ∗. Let si := n1 + . . . ni for 1 ≤ i ≤ k. Now
if the k − 1 jumps of θ∗ are all very large in magnitude, then with high probability,
θˆsi = max
u≤si
min
v≥si
∑v
l=u yl
v − u+ 1 ≥ maxu≤si
∑si
l=u yl
si − u+ 1 ≥ ysi .
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This can be rigorized to prove that
R(p)(θˆ, θ∗) ≥ 1
n
k∑
i=1
(
ysi − θ∗si
)p
+
≥ Cpσp
(
k
n
)
which yields (22).
A.5. Proof of Theorem 2.2
We only need to prove the first inequality in (18). The second inequality is a consequence
of Jensen’s inequality (note that x 7→ x(2−p)+/2 is concave on (0,∞)).
We use the representation (11) of the isotonic LSE. Fix 1 ≤ j ≤ n and let 0 ≤ m ≤ n−j.
By (11), we have
θˆj = min
v≥j
max
u≤j
Y¯uv ≤ max
u≤j
Y¯u,j+m = max
u≤j
(
θ¯∗u,j+m + ε¯u,j+m
)
.
Because θ∗ ∈ I, we have θ¯∗u,j+m ≤ θ¯∗j,j+m for all u ≤ j. We therefore have
θˆj − θ∗j ≤
(
θ¯∗j,j+m − θ∗j
)
+ max
u≤j
ε¯u,j+m.
Taking positive parts on both sides and then raising to power p and taking expectations on
both sides, we derive
Eθ∗
(
θˆj − θ∗j
)p
+
≤ Eθ∗
((
θ¯∗j,j+m − θ∗j
)
+ max
u≤j
ε¯u,j+m
)p
+
. (60)
Let us now introduce some notation. Let k = k(θ∗) and let n1, . . . , nk denote the lengths of
the k constant blocks of θ∗. Let s0 := 0 and let si := n1 + · · · + ni for 1 ≤ i ≤ k. For each
j = 1, . . . , n, let us define two integers m1(j) and m2(j) in the following way: m1(j) = si−j
and m2(j) = j− 1− si−1 when si−1 + 1 ≤ j ≤ si. The key is to realize that θ¯∗j,j+m1(j) = θ∗j
for every j. As a result, inequality (60) with m = m1(j) gives
Eθ∗
(
θˆj − θ∗j
)p
+
≤ E
(
max
u≤j
ε¯u,j+m1(j)
)p
+
= σpE
(
max
u≤j
Z¯u,j+m1(j)
)p
+
(61)
where, as before, Zj := εj/σ for j = 1, . . . , n. The fact that Z¯1,j+m1(j), . . . , Z¯j,j+m1(j) is
a martingale allows us to deduce, via Doob’s Lp maximal inequality for nonnegative sub-
martingales, that
E
(
max
u≤j
Z¯u,j+m1(j)
)p
+
≤
(
p
p− 1
)p
E
(
Z¯j,j+m1(j)
)p
+
(62)
=
(
p
p− 1
)p
E (η)p+
(
1
m1(j) + 1
)p/2
where η ∼ N(0, 1) is a standard normal random variable. This inequality requires p > 1 so
we assume now that p > 1. The argument for controlling the left hand side above for p = 1
will be given subsequently.
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We have therefore proved that, for p > 1,
Eθ∗
(
θˆj − θ∗j
)p
+
≤ σp
(
p
p− 1
)p
E (η)p+
(
1
m1(j) + 1
)p/2
for every 1 ≤ j ≤ n. A similar argument gives
Eθ∗
(
θˆj − θ∗j
)p
−
≤ σp
(
p
p− 1
)p
E (η)p−
(
1
m2(j) + 1
)p/2
.
Putting the above two inequalities together, we obtain
Eθ∗
∣∣∣θˆj − θ∗j ∣∣∣p ≤ σp2
(
p
p− 1
)p
E|η|p
{(
1
m1(j) + 1
)p/2
+
(
1
m2(j) + 1
)p/2}
for every j = 1, . . . , n. Note now that
n∑
j=1
(
1
m1(j) + 1
)p/2
=
k∑
i=1
si∑
j=si−1+1
(
1
si − j + 1
)p/2
=
k∑
i=1
ni∑
j=1
(
1
j
)p/2
and the same bound holds for
∑
j(m2(j) + 1)
−p/2 as well. This gives
R(p)(θˆ, θ∗) =
1
n
Eθ∗
n∑
i=1
∣∣∣θˆj − θ∗j ∣∣∣p ≤ σpn
(
p
p− 1
)p
E|η|p
k∑
i=1
ni∑
j=1
(
1
j
)p/2
. (63)
We now consider the two cases 1 < p < 2 and 2 < p <∞ separately. The simple bound
n∑
j=1
j−p/2 ≤ 2
2− pn
1−(p/2) for 1 ≤ p < 2
gives
R(p)(θˆ, θ∗) ≤ 2
2− p
σp
n
(
p
p− 1
)p
E|η|p
k∑
i=1
n
1−(p/2)
i
which proves (18) for 1 < p < 2.
For p > 2, we simply use
∑k
i=1
∑ni
j=1
(
1
j
)p/2 ≤ k∑∞j=1 j−p/2 in (63). This completes the
proof of (18) for the case when p > 1, p 6= 2.
For p = 1, we shall bound the expectation in the right hand side of (61) in the following
way. Let τ2 := 1/(m1(j) + 1) be the variance of Z¯j,j+m1(j).
E
(
max
u≤j
Z¯u,j+m1(j)
)
+
≤ τ +
∫ ∞
τ
P
{
max
u≤j
(
Z¯u,j+m1(j)
)
+
≥ t
}
dt
Because Z¯u,j+m1(j), u = 1, . . . , j is a martingale, the sequence (Z¯u,j+m1(j))+ is a nonnegative
submartingale and hence Doob’s maximal inequality gives
P
{
max
u≤j
(
Z¯u,j+m1(j)
)
+
≥ t
}
≤ 1
t
E
[(
Z¯u,j+m1(j)
)
+
{(
Z¯u,j+m1(j)
)
+
≥ t
}]
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so that
E
(
max
u≤j
Z¯u,j+m1(j)
)
+
≤ τ + E (Z¯u,j+m1(j))+ ∫ ∞
τ
{(
Z¯u,j+m1(j)
)
+
≥ t
} dt
t
= τ + τE
[
η+
∫ ∞
1
{η+ ≥ t} dt
t
]
≤ τ + τEη2+
∫ ∞
1
dt
t2
≤ 3τ
2
=
3
2(m1(j) + 1)
where, as before, η is a standard normal random variable. Using the above inequality in
place of (62) proves (18) for p = 1 thereby completing the proof of Theorem 2.2.
A.6. Proof of Theorem 2.3
The proof of Theorem 2.3 basically follows from the same ideas as in the proof of Theorem
2.2. Here we only highlight the changes that need to be made to the proof of Theorem 2.2.
Start with inequality (60) and using (a+ b)p ≤ Cp(ap + bp) (for example, Cp can be taken
to be 2p), obtain
Eθ∗
(
θˆj − θ∗j
)p
+
≤ Cp
(
θ¯∗j,j+m − θ∗j
)p
+ CpEθ∗
(
max
u≤j
ε¯u,j+m
)p
+
.
Now we fix an interval partition pi = (n1, . . . , nk) with k(pi) = k and take s0 := 0 and
si := n1 + · · ·+ni for 1 ≤ i ≤ k. As before we take m1(j) = si− j and m2(j) = j− 1− si−1
whenever si−1 +1 ≤ j ≤ si. We apply the above inequality with m = m1(j). Note then that
θ¯∗j,j+m1(j) − θ∗j ≤ Vpi(θ∗).
The second term involving the errors is dealt with in the same way as in the proof of
Theorem 2.2. All other details follow just as in the proof of Theorem 2.2.
A.7. Proof of Lemma 3.1
We shall prove Lemma 3.1 for the case d = 2 for simplicity of notation. The generalization
to arbitrary d is straightforward.
Let nj be the cardinality of Xj for j = 1, 2 and note then that n = n1n2. Assumption (32)
becomes
1
n1
∑
i1∈X1
f∗1 (i1) =
1
n2
∑
i2∈X2
f∗2 (i2) = 0.
The key observation is that for every pair of functions f1 and f2 satisfying
1
n1
∑
i1∈X1
f1(i1) =
1
n2
∑
i2∈X2
f2(i2) = 0, (64)
and µ ∈ R, the following quantity∑
i1∈X1
∑
i2∈X2
(
yi1,i2 − µ− f1(i1)− f2(i2)
)2
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is equal to ∑
i1∈X1
∑
i2∈X2
(yi1,i2 − y¯i1,· − y¯·,i2 + y¯·,·)2 + n2
∑
i1∈X1
(y¯i1,· − y¯·,· − f1(i1))2
+ n1
∑
i2∈X2
(y¯·,i2 − y¯·,· − f2(i2))2 + n1n2 (y¯·,· − µ)2
where y¯i1,· :=
(∑
i2∈X2 yi1,i2
)
/n2 and y¯·,i2 :=
(∑
i1∈X1 yi1,i2
)
/n1. Also the overall mean is
y¯·,· :=
(∑
i1∈X1
∑
i2∈X2 yi1,i2
)
/(n1n2). This nice decomposition of the least squares criterion
implies that
fˆ1 = arg min
∑
i1∈X1
(y¯i1,· − y¯·,· − f1(i1))2 : f1 ∈ F1,
∑
i1∈X1
f1(i1) = 0

and
fˆ2 = arg min
∑
i2∈X2
(y¯·,i2 − y¯·,· − f2(i2))2 : f2 ∈ F2,
∑
i2∈X2
f2(i2) = 0

and also that µˆ = y¯·,·.
The above decomposition of the least squares criterion holds for every µ, f1 and f2
satisfying (64). In particular, it holds when f1 (resp. f2) is replaced by f
∗
1 (resp. f
∗
2 ). It
follows therefore that fˆ1 = fˆ
OR
1 and fˆ2 = fˆ
OR
2 .
A.8. Proof of Theorem 6.1
The proof of the above result uses the following lemma, which we prove in Section A.9.
Lemma A.2. Let f be a continuous real-valued function defined on Rd (d ≥ 1). Define the
transformation Tk, : Rn → Rn for k ∈ {1, 2, . . . , d} and  ∈ R as
Tk,(z1, . . . , zd) := (z1, . . . , zk−1, zk + , zk+1 − , zk+2, . . . , zd).
Then, f is order preserving with respect to the partial order - if and only if for every z ∈ Rd,
and k = 1, . . . , d, f(Tk,(z)) is nondecreasing in .
Fix z ∈ Rd. Since f is differentiable and order preserving, by Lemma A.2 this is equivalent
to
d
d
f(Tk,(z)) ≥ 0,
i.e., f(k)(Tk,(z))− f(k+1)(Tk,(z)) ≥ 0,
for all k ∈ {1, 2, . . . , d− 1}. Letting  go to zero yields the desired result.
A.9. Proof of Lemma A.2
Suppose that f is order preserving, i.e., if u - v, where u, v ∈ Rd, then f(u) ≤ f(v). Let
z ∈ Rd and  < ′ ∈ R. We want to show that f(Tk,(z)) ≤ f(Tk,′(z)), for k = 1, . . . , d. Fix
k ∈ {1, 2, . . . , d} and define
u := Tk,(z) and v := Tk,′(z).
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Therefore,
∑j
i=1 ui =
∑j
i=1 vi, for j = 1, . . . , k − 1,
∑k
i=1 ui <
∑k
i=1 vi, and
∑j
i=1 ui =∑j
i=1 vi, for j = k + 1, . . . , d. Thus, u - v and we have f(u) ≤ f(v), i.e., f(Tk,(z)) ≤
f(Tk,′(z)).
Now suppose that f(Tk,(z)) is nondecreasing in , for every z ∈ Rd. Take u ≡ (u1, . . . , ud) -
(v1, . . . , vd) ≡ v in Rd. Let k :=
∑k
i=1(vi − ui), for k = 1, . . . , d. By definition, k ≥ 0, for
all k. Define
sk := Tk,k(sk−1),
for k = 1, . . . , d, where s0 ≡ u. Note that sk ∈ Rd for every k = 1, . . . , d and sd =
Td,d(sd−1) = v. Then from the nondecreasing property of f(Td,(·)) (and using the fact
that k ≥ 0 for all k),
f(u) ≡ f(T1,0(s0)) ≤ f(T1,1(s0)) = f(T2,0(s1)) ≤ f(T2,2(s1)) = f(T3,0(s3))
≤ · · · ≤ f(Td,0(sd−1)) ≤ f(Td,d(sd−1)) ≡ f(v),
yielding the desired result.
A.10. Outline of a proof of (44)
In the following we sketch an outline of a proof of (44). Our proof technique directly
appeals to the characterization of the isotonic LSE as described at the beginning of this
section; see [137, Section 3.2.15] for an alternative proof technique that uses the switching
relationship, due to Groeneboom [55]. Let us further assume that the i.i.d. errors εi’s have
a finite moment generating function near 0. This assumption lets us avoid the use of heavy
empirical process machinery and, we hope, will make the main technical arguments simple
and accessible to a broader audience.
We consider the stochastic process
Zn(h) := n2/3[Fn(t+ n−1/3h)− Fn(t)− n−1/3hf(t)],
for h ∈ [−tn1/3, (1 − t)n1/3]. We regard stochastic processes as random elements in D(R),
the space of right continuous functions on R with left limits, equipped with the projection
σ-field and the topology of uniform convergence on compacta; see [113, Chapters IV and V]
for background.
Observe that if u is a bounded function and v is affine then u˜+ v = u˜ + v. Using this,
Z˜n, the largest convex function sitting below Zn, has the form
Z˜n(h) = n2/3[F˜n(t+ n−1/3h)− Fn(t)− n−1/3hf(t)],
for h ∈ [−tn1/3, (1− t)n1/3]. By taking the left-derivative of the above process at h = 0 we
get (w.p. 1),
∆n = [Z˜n]′(0). (65)
The above relation is crucial, as it relates ∆n, the quantity of interest, to a functional of the
process Zn. We study the process Zn (and show its convergence) and apply a (version of)
‘continuous’ mapping theorem (see e.g., [80, pp. 217-218]) to derive the limiting distribution
of ∆n.
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Let Fˇn : [0, 1]→ R be the continuous piecewise affine function (with possible knots only
at i/n, for i = 1, . . . , n) with
Fˇn
( i
n
)
:=
1
n
i∑
j=1
f
( j
n
)
, for i = 0, . . . , n,
and let F : [0, 1]→ R be defined as
F (x) :=
∫ x
0
f(s)ds.
To study the stochastic process Zn we decompose Zn into the sum of the following three
terms:
Zn,1(h) := n2/3[Fn(t+ n−1/3h)− Fˇn(t+ n−1/3h)− Fn(t) + Fˇn(t)],
Zn,2(h) := n2/3[Fˇn(t+ n−1/3h)− F (t+ n−1/3h)− Fˇn(t) + F (t)],
Zn,3(h) := n2/3[F (t+ n−1/3h)− F (t)− n−1/3hf(t)],
Observe that Fn−Fˇn is just the partial sum process, properly normalized. By the Hungarian
embedding theorem (see e.g., [81]) we know that the partial sum process is approximated
by a Brownian motion process such that
Fn(x)− Fˇn(x) = n−1/2σBn(x) +Rn(x), (66)
where Bn is a Brownian motion on [0,1] and
sup
x
|Rn(x)| = O
( log n
n
)
w.p. 1.
Thus,
Zn,1(·) = σWn(·) + op(1),
where the process Wn is defined as Wn(h) := n1/6{Bn(t + n−1/3h) − Bn(t)}, h ∈ R, and
Wn ∼ W with W being distributed as a two-sided Brownian motion (starting at 0). This
shows that the process Zn,1 converges in distribution to W.
To study Zn,2, observe that as f(·) is continuously differentiable in a neighborhood N
around t, we have (by a simple interpolation bound)
sup
x∈N
|Fˇn(x)− F (x)| = O(n−1).
Thus, Zn,2 converges to the zero function. By a simple application of Taylor’s theorem, we
can show that Zn,3 converges, uniformly on compacta, to the function D(h) := h2f ′(t)/2.
Combining the above results, we obtain that Zn converges in distribution to the process
Z(h) := σW(h) + h2f ′(t)/2, i.e.,
Zn
d→ Z
in the topology of uniform convergence on compacta. Thus, it is reasonable to expect that
∆n = [Z˜n]′(0)
d→ [Z˜]′(0).
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However, a rigorous proof of the convergence in distribution of ∆n involves a little more
than an application of a continuous mapping theorem. The convergence of Zn to Z is only
under the metric of uniform convergence on compacta. However, the GCM near the origin
might be determined by values of the process far away from the origin; the convergence
Zn to Z itself does not imply the convergence of [Z˜n]′(0) to [Z˜]′(0). We need to show that
∆n is determined by values of Zn(h) for h in an Op(1) neighborhood of 0; see e.g., [80,
pp. 217-218] for such a result with a detailed proof.
It can be shown that [Z˜]′(0) d= κC (see e.g., [59, Chapter 3.2] and [59, Exercise 3.12])
which completes the proof sketch of (44).
A.11. A sketch of the main steps in the proof of (48)
Let Θˆn : [0, 1] → R be the continuous piecewise affine function (with possible knots only
at i/n) such that Θˆn(i/n) = Θˆi, for i = 1, . . . , n, and Θˆn(0) = 0. Let Θ˜n : [0, 1] → R be
defined as
Θ˜n(x) :=
∫ x
0
fˆn(s) ds.
Note that Θˆn and Θ˜n are asymptotically the same, but it is easier to study Θ˜n. Let Gn
denote the empirical distribution function of the design points {i/n : i = 1, . . . , n}. Further,
let us define the stochastic processes Hlocn and H˜locn (on R) as
Hlocn (h) := n4/5
∫ t+n−1/5h
t
[
Θˆn(v)− Θˆn(t)−
∫ v
t
{
f(t)− (u− t)f ′(t)}dGn(u)] dv +Anh+Bn,
H˜locn (h) := n4/5
∫ t+n−1/5h
t
[
Θ˜n(v)− Θ˜n(t)−
∫ v
t
{
f(t)− (u− t)f ′(t)}du] dv +Anh+Bn,
where
An := n
3/5{Θˆn(t)− Fn(t)}, and Bn := n4/5
∫ t
0
{Θˆn(s)− Fn(s)} ds.
The process Hlocn can be thought of as the ‘localization’ of the left side of (47). The process
H˜locn is important for the following reason. As Θ˜′n(x) = fˆn(x), for x ∈ (0, 1), by differentiating
the process H˜locn twice we get
(H˜locn )′′(h) = n2/5{fˆn(t+ n−1/5h)− f(t)− f ′(t)n−1/5h}.
Thus, the quantity of interest ∆n is related to the process H˜locn as
∆n = (H˜locn )′′(0),
and this motivates the study of the process H˜locn (cf. (65)). Further, one can show that H˜locn
and Hlocn are asymptotically the same; see [62, p. 1696].
The following process can be thought of as the localization of the right side of (47):
Zlocn (h) := n4/5
∫ t+n−1/5h
t
[
Fn(v)− Fn(t)−
∫ v
t
{
f(t)− (u− t)f ′(t)}dGn(u)] dv.
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Moreover, as we will show, the process Zlocn converges to a limiting distribution and is
related to Hlocn (and thus to H˜locn ) as, for all h ∈ R,
Hlocn (h)− Zlocn (h) = n4/5
∫ t+n−1/5h
t
{Θˆn(v)− Fn(v)}dv +Bn
= n4/5
∫ t+n−1/5h
0
{Θˆn(v)− Fn(v)}dv ≥ 0,
with equality if t + n−1/5h is a kink point. As the process Zlocn involves empirical averages
we can use empirical process techniques (or the Hungarian embedding theorem; see (66))
and Taylor’s expansion to show that
Zlocn (h)
d→
√
f(t)
∫ h
0
W(s)ds+
1
24
f ′′(t)h4 := Z(h), h ∈ [−K,K],
as a stochastic process in D[−K,K], for any K > 0, under the metric of uniform convergence
on [−K,K], where W is a two-sided Brownian motion; see [62, pp. 1694–1696].
By [62, Theorem 6.1] there exists an almost surely uniquely defined random continuous
process H, called an invelope of the process Z, such that (i) H(h) ≥ Z(h), for each h ∈ R;
(ii) H has a convex second derivative, and, with probability 1, H is three times differentiable
at h = 0; and (iii)
∫ {H(h)−Z(h)}dH(3)(h) = 0 (which signifies that H = Z on the set where
H(3) has a jump). Further, it is shown in [62, pp. 1689–1692] that along with the process
Zlocn , the “invelope” Hlocn converges in such a way that the second and third derivatives of
Hlocn at zero converges in distribution to the corresponding quantities of H; also see [61].
Thus, H˜locn converges weakly to H (as H˜locn and Hlocn are asymptotically equivalent) and
∆n = (H˜locn )′′(0) (see (48)) converges weakly to H′′(0).
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