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Zusammenfassung
Wurden fru¨her Data-Warehouse-Systeme meist nur zur Datenanalyse fu¨r die Ent-
scheidungsunterstu¨tzung des Managements eingesetzt, haben sie sich nunmehr zur
zentralen Plattform fu¨r die integrierte Informationsversorgung eines Unternehmens
entwickelt. Dies schließt vor allem auch die Einbindung des Data-Warehouses in ope-
rative Prozesse mit ein, fu¨r die zum einen sehr aktuelle Daten beno¨tigt werden und
zum anderen eine schnelle Anfrageverarbeitung gefordert wird. Daneben existieren
jedoch weiterhin klassische Data-Warehouse-Anwendungen, welche hochqualitative
und verfeinerte Daten beno¨tigen. Die Anwender eines Data-Warehouse-Systems ha-
ben somit verschiedene und zum Teil konfligierende Anforderungen bezu¨glich der
Datenaktualita¨t, der Anfragelatenz und der Datenstabilita¨t. In der vorliegenden
Dissertation wurden Methoden und Techniken entwickelt, die diesen Konflikt adres-
sieren und lo¨sen. Die umfassende Zielstellung bestand darin, eine Echtzeit-Data-
Warehouse-Architektur zu entwickeln, welche die Informationsversorgung in seiner
ganzen Breite – von historischen bis hin zu aktuellen Daten – abdecken kann.
Zuna¨chst wurde ein Verfahren zur Ablaufplanung kontinuierlicher Aktualisierungs-
stro¨me erarbeitet. Dieses beru¨cksichtigt die widerstreitenden Anforderungen der
Nutzer des Data-Warehouse-Systems und erzeugt bewiesenermaßen optimale Ab-
laufpla¨ne. Im na¨chsten Schritt wurde die Ablaufplanung im Kontext mehrstufiger
Datenproduktionsprozesse untersucht. Gegenstand der Analyse war insbesondere,
unter welchen Bedingungen eine Ablaufplanung in Datenproduktionsprozessen ge-
winnbringend anwendbar ist.
Zur Unterstu¨tzung der Analyse komplexer Data-Warehouse-Prozesse wurde eine Vi-
sualisierung der Entwicklung der Datenzusta¨nde, u¨ber die Produktionsprozesse hin-
weg, vorgeschlagen. Mit dieser steht ein Werkzeug zur Verfu¨gung, mit dem explora-
tiv Datenproduktionsprozesse auf ihr Optimierungspotenzial hin untersucht werden
ko¨nnen.
Das den operativen Datena¨nderungen unterworfene Echtzeit-Data-Warehouse-System
fu¨hrt in der Berichtsproduktion zu Inkonsistenzen. Daher wurde eine entkoppelte
und fu¨r die Anwendung der Berichtsproduktion optimierte Datenschicht erarbeitet.
Es wurde weiterhin ein Aggregationskonzept zur Beschleunigung der Anfragever-
arbeitung entwickelt. Die Vollsta¨ndigkeit der Berichtsanfragen wird durch spezielle
Anfragetechniken garantiert.
Es wurden zwei Data-Warehouse-Fallstudien großer Unternehmen vorgestellt sowie
deren spezifische Herausforderungen analysiert. Die in dieser Dissertation entwickel-
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The only reason for time is so that
everything doesn’t happen at once.“
Albert Einstein (Deutscher Physiker, 1879-1955)
Die Begriffe Echtzeit und Data-Warehouse im Kontext der Datenanalyse erschei-
nen zuna¨chst widerspru¨chlich. Ersteres beschreibt den Bedarf nach aktuellen und
Letzteres die Notwendigkeit fu¨r historische Daten. Jedoch existieren zahlreiche An-
wendungen, in denen eben diese Verbindung aktueller und historischer Daten einen
entscheidenden Mehrwert generieren kann. Ein Anwendungsfall aus dem Handel ist
etwa die Vermeidung sogenannter Regallu¨cken (engl. Out-of-Stock), d.h. Situatio-
nen, in denen Waren nachgefragt werden aber nicht mehr verfu¨gbar sind. Um diese
Fa¨lle zu minimieren, sind zum einen historische Verkaufstransaktionen zur Bildung
von Vorhersagemodellen erforderlich, zum anderen aber auch aktuelle Lagerbesta¨n-
de und Transaktionsdaten zum Abgleich mit bzw. zur Verfeinerung der Vorhersagen.
In der Autoversicherungsbranche existieren Feldstudien [97], die Beitra¨ge bzw. die
Tarif- und Risikoberechnung nutzungsabha¨ngig statt, wie sonst u¨blich, pauschal er-
heben. Dafu¨r sind zum einen Unfall- und Schadensstatistiken aufgeschlu¨sselt nach
Tageszeit, Jahreszeit und Geographie erforderlich, um die Risiken bzw. die daraus
abgeleiteten Tarife zu errechnen. Zum anderen bedarf es der aktuellen Fahrzeugko-
ordinaten sowie der Information, ob das Auto bewegt wird oder steht. Durch die
Kombination beider Informationen kann der Versicherungsbeitrag nutzungsabha¨n-
gig erhoben werden.
Flughafenbetreiber, wie zum Beispiel die Fraport AG, deren Gescha¨ftsmodell auf
der optimalen Abwicklung des Flug- und Terminalbetriebs (engl. aviation mana-
gement) sowie der Bodendienste (engl. ground handling) basiert, sind ebenfalls in
einem hohen Maß auf operative Informationen angewiesen. Einem zu startenden oder
zu landenden Flugzeug ko¨nnen bis zu 1.000 Attribute zugewiesen sein [Fraport], wie
zum Beispiel das Wetter am Flugstandort, die Auslastung oder die Nationalita¨t der
Passagiere. Diese Daten werden mit Vergangenheitsinformationen, Statistiken und
Prognosen abgeglichen und somit die genannten Prozesse gesteuert. Ein Beispiel ist
die Einplanung des Bodenpersonals zur Visaabfertigung in Abha¨ngigkeit der Natio-
nalita¨ten der Flugzeugpassagiere.
Hatten in der Vergangenheit Data-Warehouse-Systeme den Auftrag der Informa-
tionsversorgung von Management und Wissensarbeitern (engl. knowledge worker),
haben sie sich inzwischen zur zentralen Plattform fu¨r die integrierte Informationsver-
sorgung eines Unternehmens entwickelt. Dies schließt neben strategischen Analysen
vor allem auch die Unterstu¨tzung operativer Prozesse mit ein. Eine klare Trennung
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1 Einleitung
zwischen operativen und analytischen Systemen, wie sie bisher propagiert wurde,
wird es daher in Zukunft nicht mehr geben.
Zur Verwirklichung dieses Ziels sind jedoch noch eine Vielzahl offener Probleme
zu lo¨sen. Bislang wurden die Daten eines Data-Warehouses in batchbasierten Pro-
zessen eingepflegt, unter Verwendung periodischer Snapshots der operativen Quel-
len. Zur Unterstu¨tzung der Datenintegration in Echtzeit ist ein Paradigmenwechsel
weg von den klassischen, pull-basierten Batch-Prozessen hin zu kontinuierlichen,
push-basierten Ladevorga¨ngen notwendig. Mit der Aktualisierungsperiodizita¨t mu¨s-
sen sich auch die auf die Verarbeitung von Massendaten spezialisierten ETL-Prozesse
(Extraktion, Transformation und Laden) in Richtung einer strombasierten Verarbei-
tung (engl. streaming ELT ) a¨ndern. Ralph Kimball hat diese Entwicklung umschrie-
ben mit dem Satz:
”
Real Time is anything that is too fast for your current ETL“.
Die Optimierung von ETL-Prozessen hinsichtlich einer tupelbasierten Verarbeitung
wurde bereits in mehreren Papieren [59, 83, 42, 80] untersucht und bleibt aktuelles
Forschungsthema.
Der Gegenstand dieser Dissertation ist jedoch ein Anderer: Ein Data-Warehouse als
zentrale Plattform der Informationsversorgung eines Unternehmens muss auch in
Zukunft neben hochaktuellen Informationen weiterhin qualitative, gepru¨fte und u¨ber
viele Verarbeitungsschritte verfeinerte Daten zur Verfu¨gung stellen. Data-Warehouse-
Systeme sehen sich somit einer heterogenen Anwendergruppe gegenu¨ber die verschie-
dene Anforderungen an die Aktualita¨t, die Anfragelatenz, die Konsistenz und die
Stabilita¨t der Daten stellt. Am Beispiel der oben dargestellten Anwendungsszena-
rien, sind in einem Data-Warehouse neben den Echtzeitdaten zur Erkennung von
Regallu¨cken auch klassische Anwendungen wie das Controlling oder Marketing mit
Daten zu versorgen. Fu¨r diese gelten offensichtlich andere Anforderungen als fu¨r
Ad-hoc-Datenanalysen, deren Ergebnisse mitunter schnell wieder verworfen werden.
In der vorliegenden Dissertation werden Methoden und Techniken entwickelt die
diesen Konflikt adressieren. Die globale Zielstellung war dabei, eine Echtzeit-Data-
Warehouse-Architektur zu realisieren welches die Informationsversorgung in seiner
ganzen Breite, von historischen bis hin zu aktuellen Daten, abdecken kann.
Beitra¨ge der Arbeit
Die Architektur eines Echtzeit-Data-Warehouse-Systems aus Sicht der Datenproduk-
tion ist in Abbildung 1.1 skizziert. Zuna¨chst werden die Daten aus den operativen
Systemen u¨bernommen und in das Data-Warehouse u¨bertragen. Dort durchlaufen
sie einen mehrstufigen Datenverfeinerungsprozess und stehen parallel – in den ver-
schiedenen Verfeinerungszusta¨nden – der Anfrageverarbeitung zur Verfu¨gung. Um
der Forderung nach Stabilita¨t, wie sie fu¨r einige Anwendungen notwendig ist, nach-
zukommen, ist eine zusa¨tzliche Datenschicht notwendig. Diese ist von der Echtzeit-
produktion der Daten entkoppelt, wodurch unkontrollierte Datena¨nderungen ver-
mieden werden ko¨nnen. Die Beitra¨ge dieser Dissertation sind horizontal, entlang des
dargestellten Datenproduktionsprozesses, wiederzufinden:
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• Es wird ein Verfahren zur Datenproduktionssteuerung bzw. zur Ablaufplanung
kontinuierlicher Aktualisierungsstro¨me erarbeitet. Dies ist zuna¨chst einstufig,
d.h. es wird nur die Datenu¨bernahme von den operativen Systemen in das
Data-Warehouse betrachet. Das Verfahren beru¨cksichtigt die widerstreitenden
Anforderungen der Nutzer des Data-Warehouse-Systems und erzeugt bewiese-
nermaßen optimale Ablaufpla¨ne.
• Die entwickelte Ablaufplanung wird im Kontext mehrstufiger Datenproduk-
tionsprozesse untersucht. Insbesondere wird analysiert, unter welchen Bedin-
gungen eine Ablaufplanung in Datenproduktionsprozessen gewinnbringend an-
wendbar ist.
• Die Ablaufplanung macht die Bestimmung der Abha¨ngigkeiten zwischen An-
fragen und Aktualisierungen notwendig. Dazu wird ein partitionsbasiertes Ver-
fahren entwickelt, mit dem die entsprechenden Korrelationen effizient bestimmt
werden ko¨nnen. Die Genauigkeit der Abha¨ngigkeitsbestimmung wird durch ei-
ne Reihe statistischer Methoden erga¨nzt und verbessert.
• Zur Unterstu¨tzung der Analyse komplexer Data-Warehouse-Prozesse wird eine
Visualisierung der Entwicklung der Datenzusta¨nde, u¨ber die Produktionspro-
zesse hinweg, vorgeschlagen. Mit dieser steht ein Werkzeug zur Verfu¨gung, mit
dem explorativ Datenproduktionsprozesse auf ihr Optimierungspotenzial hin
untersucht werden ko¨nnen.
• Das den operativen Datena¨nderungen unterworfene Echtzeit-Data-Warehouse-
System fu¨hrt in der Berichtsproduktion zu Inkonsistenzen. Daher wird eine
entkoppelte und fu¨r die Anwendung der Berichtsproduktion optimierte Daten-
schicht erarbeitet. Es wird weiterhin ein neuartiges Aggregationskonzept zur
Beschleunigung der Anfrageverarbeitung entwickelt. Die Vollsta¨ndigkeit der
Berichtsanfragen wird durch spezielle Anfragetechniken garantiert.
• Die Anfrage erfordert die explizite Speicherung von Nullwerten. Zur effizi-
enten Speicherung dieser Werte werden Komprimierungsverfahren erarbeitet.
Zur Rekonstruktion des urspru¨nglichen Datenraums werden partielle Dekom-
primierungstechniken entwickelt und in die Anfrageverarbeitung integriert.
• Zur Bewertung der entwickelten Verfahren werden zwei komplexe Data-Ware-
house-Szenarien aus der Praxis in Form von Fallstudien vorgestellt.
• Die Anforderungen der situativen Datenanalyse u¨berschneiden sich stark mit
denen der Echtzeit-Data-Warehouse-Systeme. Dieses Forschungsgebiet wird
daher umfangreich untersucht. In dieser Arbeit wird ein neuer Ansatz zur Un-






















Abbildung 1.1: Gliederung der Arbeit am Aufbau eines Echtzeit-Data-Warehouse-
Systems
Aufbau der Arbeit
Kapitel 2 stellt zwei Data-Warehouse-Architekturen großer bo¨rsennotierter Unter-
nehmen vor, arbeitet deren Besonderheiten heraus und analysiert die zuku¨nftigen
Herausforderungen. Kapitel 3 gliedert sich in vier gro¨ßere Abschnitte, die den ge-
samten Forschungsrahmen fu¨r diese Arbeit aufspannen: Im ersten Teil wird der
klassische Data-Warehouse-Begriff definiert und ein Architektur-Referenzmodell fu¨r
Data-Warehouse-Systeme beschrieben. Der zweite Abschnitt befasst sich mit der
situativen Datenanalyse, einem verwandten Forschungsgebiet der Echtzeit-Data-
Warehouse-Systeme. Der dritte Teil diskutiert die Rolle von Data-Warehouse-Sys-
temen heute und ero¨rtert neue Facetten und Anwendungen. Die Erkenntnisse des
Kapitels werden im vierten Teil in einer Anforderungsanalyse zusammengefasst, ge-
meinsam mit der Formulierung der Problemstellungen dieser Dissertation. Die drei
anschließenden Kapitel bilden den fachlichen Kern dieser Arbeit: Kapitel 4 stellt
einen Algorithmus zur multikriteriellen Ablaufplanung vor und diskutiert dessen
Anwendung in einem dynamischen Umfeld. Die Untersuchung von Ablaufplanungs-
algorithmen in mehrstufigen Data-Warehouse-Szenarien ist Inhalt von Kapitel 5.
Des Weiteren wird eine Visualisierungstechnik vorgestellt, mit deren Hilfe komplexe
Datenproduktionsprozesse analysiert werden ko¨nnen. In Kapitel 6 werden Metho-
den und Techniken erarbeitet, welche die Datenstabilita¨t auch in Echtzeit-Data-
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Warehouse-Systemen garantieren. Kapitel 7 fasst die Ergebnisse dieser Arbeit zu-




Die in dieser Arbeit entwickelten Algorithmen und Verfahren werden unter Verwen-
dung von sowohl synthetischen als auch realen Daten und Workloads ausfu¨hrlich
evaluiert. Nichtsdestotrotz sind die Experimentierumgebungen stets gewissen An-
nahmen unterworfen und ko¨nnen daher nur eine Anna¨herung an die Praxis darstel-
len. Die in dieser Dissertation erarbeiteten Lo¨sungen sollen jedoch auch einem Ab-
gleich mit realen Data-Warehouse-Projekten standhalten. Aus diesem Grund werden
in den folgenden Abschnitten zwei Data-Warehouse-Projekte aus dem Bankensek-
tor und der Marktforschung vorgestellt, deren Besonderheiten herausgearbeitet und
Herausforderungen analysiert. Die Komplexita¨t der einzelnen Szenarien ist zum Teil
enorm, weshalb sich die Darstellungen nur auf wenige Details beschra¨nken.
Es bleibt anzumerken, dass die in diesem Kapitel pra¨sentierten Fallstudien keine
konkreten Echtzeit-Data-Warehouse-Architekturen beschreiben. Stattdessen werden
Data-Warehouse-Landschaften vorgestellt in denen Echtzeitanforderungen existie-
ren und diesbezu¨glich in den na¨chsten Jahren ein Umbruch zu erwarten ist. Data-
Warehouse-Architekturen, die Echtzeiteigenschaften implementieren, sind zum heu-
tigen Zeitpunkt kaum vorhanden. Nach Aussage der Unternehmen die im Rahmen
dieser Arbeit befragt wurden, ist nach dem starken Wachstum der Data-Warehouse-
und Analyseanwendungen in den letzten Jahren zuna¨chst eine Konsolidierung der
Systeme notwendig, um im na¨chsten Schritt neue strategische Herausforderungen
anzugehen. Das Thema Echtzeit wurde dabei stets hoch priorisiert.
Die Ergebnisse der Kapitel 4, 5 und 6 die den fachlichen Kern dieser Dissertation
bilden sind im Folgenden jeweils im Kontext der Fallstudien zu diskutieren und zu
bewerten.
2.1 Fallstudie A: UBS AG
Data-Warehouse-Systeme werden im Bankensektor seit vielen Jahren erfolgreich ein-
gesetzt und sind fu¨r den erfolgreichen Betrieb zahlreicher Anwendungen sowie zur
Unternehmenssteuerung unverzichtbar. Beispielhaft seien nur das Marketing bzw.
das Customer Relationship Management, die Geldwa¨schebeka¨mpfung, das Risiko-
management, die Missbrauchsprognose beim Einsatz von elektronischen Bezahlsys-
temen oder die Personalverwaltung genannt. Die Data-Warehouse-Landschaft der
UBS AG, einer der weltweit fu¨hrenden Banken, ist Inhalt der folgenden Abschnitte.
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2.1.1 Unternehmen und Anwendungsdoma¨ne
Die Schweizer UBS AG ist eine Großbank mit Unternehmenssitzen in Zu¨rich und
Basel und bescha¨ftigt zirka 69.000 Mitarbeiter in 50 La¨ndern. Sie erbringt Finanz-
dienstleistungen fu¨r Privat- und Firmenkunden sowie institutionelle Anleger. Die
UBS AG ist mit 2.233 Milliarden Franken verwalteter Kundengelder der gro¨ßte Ver-
mo¨gensverwalter der Welt (Stand 2009 [2]). Der Konzern gliedert sich in vier Ge-
scha¨ftsbereiche: Global Wealth Management & Swiss Banking, Wealth Management
Americas, Investment Bank und Global Asset Management.
Gescha¨ftsbereiche Die Strategie des Konzerns konzentriert sich auf die Vermo¨-
gensverwaltung, welche neben der Investmentbank den gro¨ßten Anteil am Umsatz
und Gewinn des Unternehmens ausmacht. Der Bereich Global Wealth Manage-
ment verwaltet das Vermo¨gen internationaler (mit Ausnahme Amerikas) privater
und institutioneller Kunden, z.B. privatwirtschaftlicher und staatlicher Pensionskas-
sen, Stiftungen, Gemeinden, wohlta¨tiger Organisationen, Versicherungsgesellschaf-
ten, Regierungen, Zentralbanken sowie supranationaler Organisationen. Die Anlage-
entscheidungen werden durch eine vorherige Vermo¨gensberatung durch den Kunden
selbst oder durch einen Vermo¨gensverwalter selbststa¨ndig getroffen. Die Schwer-
punkte und Risikobegrenzungen werden bei der Vermo¨gensverwaltung durch Anla-
gerichtlinien festgehalten. Der Bereich Wealth Management Americas bietet diese
Dienstleistungen den amerikanischen Kunden. Die Swiss Bank stellt ihren Schweizer
Kunden Finanzdienstleistungen wie Kontenverwaltung, E-Banking, Kartenzahlung,
Finanzberatungen, Vorsorge, Versicherungen und Hypotheken zur Verfu¨gung.
Der Bereich Investment Bank bietet Wertschriften sowie Studien und Beratung in
den Bereichen Aktien, Festverzinsliches, Zinsen, Devisen und Edelmetalle an. Die
Kunden der Investmentbank sind Firmen, Institutionen, Finanzintermedia¨re und
Vermo¨gensverwalter. Des Weiteren unterstu¨tzt die Investment Bank Unternehmen
bei Kapitalaufnahmen, z.B. Bo¨rsenga¨nge.
Der Gescha¨ftsbereich Global Asset Management ist eine internationale Vermo¨gens-
verwaltung und bietet Anlagelo¨sungen fu¨r Privatkunden, Finanzintermedia¨re und
institutionelle Anleger. Der Unternehmensbereich stellt Investment-Mo¨glichkeiten
in verschiedenen Anlageklassen, wie Aktien, Festgelder, Wa¨hrungen, Hedge Funds,
Immobilien, Infrastruktur- und Private-Equity-Anlagen, zur Verfu¨gung.
Im Folgenden wird lediglich der Gescha¨ftsbereich Global Wealth Management &
Swiss Banking betrachtet.
2.1.2 Systemarchitektur
Das gro¨ßte und umfassendste Data-Warehouse der UBS AG wird im Gescha¨ftsbe-
reich Global Wealth Management & Swiss Banking (im Weiteren abgeku¨rzt mit
WM&SB) betrieben. Dieses wird bezu¨glich der Anforderung fu¨r die Datenanalyse
in drei Bereiche, sogenannte analytische Doma¨nen, unterteilt: 1) Sales Management,
das unter anderem die Produkt-, Markt- und Partneranalyse sowie die U¨berwa-
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Abbildung 2.1: U¨bersicht des Data Sourcing Framework (DSF)
chung von Verkaufskampagnen beinhaltet, 2) Production Management, das die Op-
timierung von Finanzprodukten und -prozessen sowie die Analyse des Portfolios
von Korrespondenzbanken umfasst und 3) Finance Risk and Control, in dem sich
die Verantwortlichen mit der Rentabilita¨t von Produkten und Kunden, der Risi-
kou¨berwachung von Kreditlinien sowie der ordnungsgema¨ßen Vergabe von Krediten
bescha¨ftigen. Weiterhin existiert eine analytische Doma¨ne Shared, in der alle gemein-
sam genutzten Daten, wie zum Beispiel Kalender-, Organisations- und Strukturdaten
sowie Daten zu Finanzinstrumenten, der Bank gemeinsam verwaltet werden. Die ge-
meinsame Data-Warehouse-Architektur der analytischen Doma¨nen sowie die Lade-
und Transformationsprozesse werden im Folgenden detailiert betrachtet.
Data Sourcing Framework (DSF)
Die UBS verfolgt den sogenannten Single-Sourcing-Ansatz, d.h. jede Information
wird nur einmal von den operativen Systemen in die Analyseplattform u¨bernommen
bzw. extahiert, tranformiert und bereinigt. Durch die vereinheitlichte Interpretati-
on der Daten und die Vermeidung von Redundanzen wird zum einen der Imple-
mentierungsaufwand seitens der Datenquelle und des Data-Warehouse gesenkt und
zum anderen die Datenkonsistenz und -qualita¨t erho¨ht. Die Zahl der Schnittstellen
zwischen operativen Systemen und Data-Warehouse kann somit reduziert und die
Kopplung zwischen diesen Systemen vermindert werden.
Zwischen je zwei persistenten Datenschichten (z.B. das Data-Warehouse oder die
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Data-Marts), dem Quell- und dem Zielsystem, existiert eine sogenannte Sourcing-
Schicht, welche die Extraktion, die Transformation und das Laden der Daten imple-
mentiert. Zur Entkopplung der durch die Sourcing-Schicht verbundenen Schichten
werden die Daten per Datentransfer oder u¨ber eine Datenbankverbindung ausge-
tauscht. Zwischen Datenquellen und Data-Warehouse werden die Daten per Da-
tentransfer u¨bermittelt. Die Kontrolle u¨ber den Zeitpunkt der Datenu¨bermittlung
obliegt den Datenquellen und wird typischerweise im Rahmen des Tagesabschlusses
geta¨tigt. Pull-Mechanismen bei dem Transfer in das Data-Warehouse werden un-
terstu¨tzt. Die Daten zwischen Data-Warehouse und Data-Marts werden per Push-
Mechanismus transferiert. Obwohl die Sourcing-Schicht prima¨r fu¨r den Datentransfer
zwischen Quell- und Zielsystem konzipiert ist, ko¨nnen Datenkorrekturen bzw. abge-
leitete Daten des Zielsystems zuru¨ck in das Quellsystem u¨bertragen werden.
Die verschiedenen Sourcing-Schichten sowie deren einzelne Prozesse folgen einer
standardisierten, Inhouse-entwickelten Implementierung, die durch das Data Sour-
cing Framework (DSF) bereitgestellt wird. Die Architektur und die Komponenten
des Framework sind in Abbildung 2.1 illustriert. Es werden standardisierte Kom-
ponenten zum Laden der Daten u¨ber verschiedene Schnittstellen, zur Datenberei-
nigung (z.B. Datentyppru¨fung, Wertebereichspru¨fung, Prima¨rschlu¨sselvalidierung),
zur U¨berwachung der Datenqualita¨t, zur Fehlerbehandlung usw. bereitgestellt.
Des Weiteren ist die Datenproduktion durch die Definition von Ereignissen voll auto-
matisiert. So ko¨nnen Zeitpunkte oder Zeitfenster durch die Verwendung verschiede-
ner Kalenderdefinitionen und Perioden definiert werden, zu denen bestimmte Daten
geliefert oder verarbeitet werden mu¨ssen. Die Festlegung von Datenabha¨ngigkeiten
erlaubt es, logisch zusammenha¨ngende Datenpakete gemeinsam zu verarbeiten. Die
zu u¨bertragenden Daten werden zuna¨chst im Operational Data Pool, kurz ODP,
gesammelt und in der ODP-Anwendungsschicht zeitlich synchronisiert (siehe Abbil-
dung 2.1).
Die ODP-Anwendungsschicht bildet den Kern des Data Sourcing Frameworks. Durch
die Verwendung von Metadaten kann ermittelt werden, aus welcher der u¨ber 13.000
Staging-Tabellen die Anwendungen mit Daten zu versorgen sind und in welcher Fre-
quenz die Daten propagiert werden mu¨ssen. Insgesamt existieren u¨ber 750 Daten-
quellen und u¨ber 3.000 verschiedene Daten- bzw. Dokumenttypen. Ta¨glich werden
zirka 2.000 bis 2.500 Dateien verarbeitet, die in summa je nach Tagesabschluss 290
bis 1.000 GB groß sind bzw. aus 700 bis 1.200 Millionen Datensa¨tzen bestehen.
Unter Anwendung des Job Dependency Managers, kurz JDM, werden die Daten ge-
gebenenfalls transformiert und in die Zieldatenbank geladen. Tranformationsprozesse
werden durch PowerCenter
TM
-Sessions (Informatica) bzw. durch SQL-Anweisungen
realisiert. Diese sind fest in das DSF eingebettet und ko¨nnen u¨ber das Framework ge-
startet und zuru¨ckgesetzt werden. Weiterhin werden die Log- und Fehlerinformatio-
nen der PowerCenter-Session an das DSF propagiert (eingehender Delivery Stream
in Abbildung 2.1) und dort zentral behandelt. Zur Durchfu¨hrung der Datentrans-
formationen existieren zirka 2.500 verschiedene PowerCenter-Sessions und 46.000
SQL-Anweisungen. Diese sind auf u¨ber 12.000 Jobs abgebildet, welche die Einheiten
darstellen, in der die Daten in das Data-Warehouse bzw. in die Data-Marts geladen
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werden. Einem Job wird unter Verwendung der Metadaten eine Priorita¨t und der
Grad der Parallelisierung zugewiesen. Ho¨her priorisierte Jobs, die etwa Stammdaten
enthalten, werden stets bevorzugt verarbeitet. Der Parallelisierungsgrad bestimmt
die Anzahl der Jobs, die parallel verarbeitet werden ko¨nnen. Hoch priorisierten Jobs
wird meist eine geringe Parallelisierung zugewiesen, um das Verhungern von niedrig
priorisierten Jobs zu vermeiden. Jeden Tag mu¨ssen zirka 3.200 bis 5.000 Jobs verar-
beitet werden.
Die DWH-Anwendungsschicht stellt a¨hnliche Funktionalita¨t wie die ODP-Anwen-
dungsschicht zur Verfu¨gung. Der Ladezustand der Data-Warehouse-Tabellen wird
u¨berwacht und mit den Datenanforderungen der Anwendungen verglichen. Ist die
Vollsta¨ndigkeit fu¨r eine einzelne oder eine Menge von Datentabellen gegeben, so
werden Trigger ausgelo¨st, durch die die Daten weiter propagiert werden.
Fehlerfa¨lle im Data Sourcing Framework werden zum großen Teil automatisch be-
handelt und die Datenu¨bertragungen neu eingeplant. Unbekannte Fehler werden
zentral gespeichert und mu¨ssen von den Verantwortlichen bearbeitet werden. Ei-
ne U¨berwachungskomponente erlaubt die Erkennung von U¨berlastsituationen bzw.
von Engpa¨ssen in der Datenverarbeitung. Durch die Aufzeichnung von Statistiken
ko¨nnen damit fru¨hzeitig Engpa¨sse erkannt und durch den Ausbau der Hardware-
komponenten bzw. durch die Optimierung der Software vermieden werden.
Durch die im Data Sourcing Framework zentral entwickelten und bereitgestellten
Komponenten fu¨r das Laden, die Bereinigung und die Transformation der Daten ist
der Entwicklungs- und Wartungsaufwand erheblich reduziert. Erga¨nzt durch zentral
steuerbare U¨berwachungs-, Ablaufplanungs-, Automatisierungs- und Fehlerbehand-
lungsmechanismen, kann die Datenqualita¨t kontrolliert und in Folge erho¨ht werden.
Aufbau des Data-Warehouse
Das Data-Warehouse des Gescha¨ftsbereichs WM&SB verwaltet Daten im Umfang
von 60 TB (komprimiert) und hat zirka 17.500 Nutzer, von denen 16.000 mit stati-
schen Berichten versorgt werden und weitere 1.500 mit Analysewerkzeugen auf die
Daten zugreifen. Im Mittel muss das System jede Stunde zirka 500 bis 3.000 Anfra-
gen verarbeiten. Die gesamte Data-Warehouse-Umgebung basiert auf IBM-pSeries-
Hardware mit einem AIX-Betriebssystem. Als Datenbank kommt DB2 V9.5 LUW
von IBM zum Einsatz.
Der vollsta¨ndige Aufbau des Data-Warehouse ist in Abbildung 2.2 dargestellt. Bei
der Datenaufnahme und -extraktion werden die Dateinamen entsprechend der Na-
menskonvention angepasst, Dateiparameter fu¨r die Weiterverarbeitung vorbereitet
und die Dateien archiviert. Die Landing Area, als Teil des im vorhergehenden Ab-
schnitt beschriebenen Data Sourcing Framework, dient zur tempora¨ren Speicherung
der in das Data-Warehouse zu ladenden Daten. Diese werden unter Verwendung des
DSF zuna¨chst in das Data-Warehouse und dann weiter in die Data-Marts geladen, wo
sie fu¨r die verschiedenen Analysewerkzeuge und das Reporting zur Verfu¨gung stehen.











































































Data-Warehouse Die Data-Warehouse-Schicht konsolidiert die Daten aus u¨ber 700
verschiedenen Quellen, die logisch in eine Menge analytischer Doma¨nen bzw. Data-
Warehouses aufgeteilt sind. Jede dieser Doma¨nen verwendet jedoch die gleiche phy-
sische Plattform.
Das logische Datenmodell fu¨r operative und analytische Systeme ist in vielen Fa¨llen
unterschiedlich, wodurch der Aufwand fu¨r die Datenintegration erho¨ht wird sowie
die Datenqualita¨t bei Fehlern in der Integration sinkt. In der UBS WM&SB wurden
daher innerhalb der einzelnen analytischen Doma¨nen die Terminologie, Semantik,
Beziehungen, Schlu¨sselbezeichnungen usw. konsolidiert und vereinheitlicht. Dies er-
mo¨glicht die vereinfachte Integration sowie die Bestimmung der Herkunft der Daten
(engl. lineage). In den analytischen Modellen werden zur optimalen Unterstu¨tzung
der Auswertung noch weitere Beziehungen hinzugefu¨gt. Ein unternehmensweites Da-
tenmodell ist aufgrund der Gro¨ße und Komplexita¨t des Systems bisher nicht reali-
siert. Fu¨r bereichsu¨bergreifende Analysen ist daher eine wechselseitige Anpassung
der Datenmodelle notwendig. Um die Wiederverwendbarkeit zu maximieren, wer-
den lediglich Basisdaten in dritter Normalform vorgehalten. Fu¨r Zeitreihenauswer-
tungen werden historische bzw. zeitraumbezogene Daten beno¨tigt, die durch das
Data-Warehouse zur Verfu¨gung gestellt werden mu¨ssen.
Data-Marts und Cubes Die Data-Mart-Schicht stellt die fu¨r Gescha¨ftsanalysen
notwendigen Daten in effizienter und fachbereichsspezifischer Form zur Verfu¨gung.
Die Data-Marts werden ausschließlich durch die Data-Warehouse-Schicht versorgt.
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Ein Data-Mart kann aus mehreren Data-Warehouses abgeleitet werden, wodurch red-
undante Datenhaltung auf der Data-Warehouse-Schicht vermieden wird. Der direkte
Datenaustausch zwischen zwei Data-Marts ist gema¨ß des Architekturframeworks der
analytische Systeme nicht gestattet. Ein Data-Mart kann stets neu aus den entspre-
chenden Data-Warehouses abgeleitet werden.
Fu¨r Analyseanforderungen, die zeitlich begrenzt sind, ko¨nnen sogenannte Sandbox-
Data-Marts verwendet werden. Diese stehen lediglich einer bestimmten Nutzergrup-
pe zur Verfu¨gung und werden nach Abschluss der Analyse entweder gelo¨scht oder,
falls die entsprechenden Ergebnisse bzw. Gescha¨ftsmethodiken von breiterem Inter-
esse sind, in die regula¨re Data-Warehouse- oder Data-Mart-Schicht u¨bernommen.
Zur Verbesserung der Anfrageperformanz wird das Datenmodell der Data-Marts
hinsichtlich den Analyse- und Berichtsanforderungen optimiert (Denormalisierung)
und die Komplexita¨t reduziert. Dazu werden Ausschnitte gebildet, die Daten vor-
aggregiert, durch die Materialisierung von Verbundergebnissen denormalisiert und
abgeleitete Kennzahlen vorberechnet. In summa existieren zirka 5.000 Data-Mart-
Tabellen und 2.000 Sandbox-Tabellen, die zur Datenanalyse beno¨tigt werden. Zu-
sa¨tzlich werden zur Unterstu¨tzung spezieller OLAP-Werkzeuge, wie Business Ob-
jects oder Cognos, Cube-Strukturen erzeugt und fu¨r Analysen vorgehalten.
Reporting Die Reporting-Schicht bietet verschiedene Mo¨glichkeiten, die Daten des
Data-Warehouse und der Data-Marts fu¨r Analysen zu verwenden. Die Daten sind in
den Data-Marts vorzuhalten, falls diese regelma¨ßig beno¨tigt werden und das Daten-
volumen sehr hoch ist. Andernfalls ist das Data-Warehouse vorzuziehen, um die An-
zahl der Data-Marts gering zu halten. Eingebettet in ein Informationsportal werden
statische Berichte in Form von Listen und PDF-Dokumenten zur Verfu¨gung gestellt
(monatlich u¨ber 5.000). Das Informationsportal u¨berpru¨ft die Datenauthorisierung
einzelner Nutzer, um unberechtigten Zugriff zu vermeiden und schla¨gt anhand der
Nutzerrolle bestimmte Berichte vor. Des Weiteren werden fu¨r zirka 1.500 Nutzer
Adhoc-Analysen durch OLAP-Werkzeuge wie Business Objects, Cognos oder SAS
unterstu¨tzt.
2.1.3 Besonderheiten und Herausforderungen
Die Data-Warehouse-Landschaft der WM&SB sieht sich vielen Herausforderungen
gegenu¨ber. Besonders hervorzuheben sind das wachsende Datenvolumen, die Ent-
wicklung hin zu dienstorientierten Architekturen, um doma¨nenu¨bergreifende Analy-
sen zu unterstu¨tzen sowie die zunehmenden Anforderungen nach echtzeitunterstu¨t-
zenden Analysewerkzeugen.
Wachsende Datenvolumina
Das Data-Warehouse umfasst zum Zeitpunkt Dezember 2009 zirka 60 TB an Daten
sowie Indexstrukturen. Diese wurden bereits durch Anwendung der DB2-Kompres-
sionsmechanismen reduziert, wodurch gleichzeitig auch die Anfrageperformanz ver-
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bessert werden ko¨nnte. Das Datenvolumen wuchs zwischen den Jahren 2007 bis 2009
um den Faktor vier. Ein weiteres Wachstum ist zu erwarten. Da die Konsolidierung
der Data-Warehouse- und Data-Mart-Schicht weitestgehend abgeschlossen ist und
der Single-Sourcing-Ansatz bereits in zu großen Teilen umgesetzt wurde, ist eine
Reduzierung des Datenvolumens durch eine Verschlankung der Data-Warehouse-
Architektur kaum mehr mo¨glich. Somit ist eine weitere Vergro¨ßerung des Systems
nur durch einen Ausbau der Hardware zu erreichen. Der Einsatz von AIX in Ver-
bindung mit DB LUW und seiner Mo¨glichkeit zur Partitionierung ermo¨glicht eine
nahezu lineare Skalierung der Architektur.
Fachbereichsu¨bergreifende und situative Datenanalysen
Die UBS AG ist aufgrund ihrer Gro¨ße in viele Fachbereiche und somit getrennte
Verantwortungsbereiche unterteilt, die jeweils eine sogenannte analytische Doma¨-
ne bilden. Innerhalb dieser Doma¨nen ist das logische Datenmodell konsolidiert und
vereinheitlicht. Fu¨r fachbereichsu¨bergreifende Analysen ist jedoch eine Anpassung
der Datenmodelle notwendig. Im Idealfall formulieren die Fachbereiche ihre Daten-
anforderungen an die IT-Abteilung in Form von Projekten, die in einem gewissen
Zeitrahmen umgesetzt werden. Spezielle oder auch tempora¨r begrenzte Reporting-
bedu¨rfnisse haben in der Vergangenheit teil zu Eigenentwicklungen der Fachbereiche
ohne Beteiligung der IT gefu¨hrt. Diese Eigenentwicklungen fo¨rdern das Entstehen
sogenannter Daten-Silos, durch welche unno¨tige Redundanz eingefu¨hrt wird und mit
denen ein Kontrollverlust der IT einher geht. Des Weiteren ist die Korrektheit der
so integrierten Daten nicht garantiert.
Diesen Entwicklungen gilt es entgegen zu wirken. Ein erster Schritt wurde durch die
Schaffung einer gemeinsamen technischen Data-Warehouse-Plattform bereits getan,
wodurch die technische Integration bereits entfa¨llt. Fu¨r die fachliche Integration
mu¨ssen seitens der IT flexible Schnittstellen u¨ber Fachbereichsebenen hinweg ge-
schaffen werden. Zusa¨tzlich ist eine fo¨derierte Datenintegrationsschicht erforderlich,
welche dem Nutzer eine globale und einheitliche Sicht auf die Daten bietet.
Neben den vorhandenen u¨ber 700 Datenquellen, die bereits in das Data-Warehouse
geladen werden, existieren jedoch noch viele weitere fu¨r die Datenanalyse interessan-
ten Ressourcen. Dies sind zum Beispiel erweiterte Anlageproduktinformationen oder
Hintergrundinformationen zu Fondsmanagern, die aus frei verfu¨gbaren Internetquel-
len integriert werden ko¨nnen. Die zumeist unstrukturiert vorliegenden Daten mu¨ssen
jedoch mittels semantischer Analysen zuna¨chst in eine strukturierte Form u¨berfu¨hrt
werden. In der fo¨derierten Datenintegrationsschicht muss die IT die externen Da-
ten den Fachbereichen proaktiv zur Verfu¨gung stellen bzw. Werkzeuge entwickeln,
mit denen die Fachbereiche selbst fremde Daten erschließen ko¨nnen. Die konkre-
te technische Umsetzung eines solchen fo¨derierten Systems wird in Abschnitt 3.2.3
tiefergehend diskutiert.
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Echtzeitanforderungen
Viele der derzeitigen Data-Warehouse-Anwendungen beno¨tigen ihre Daten lediglich
auf tages-, wochen- oder monatsaktueller Basis. Dabei spielt vor allem die Stabi-
lita¨t und die Qualita¨t der Daten eine Rolle, die oft nur nach Tagesabschluss ga-
rantiert werden kann. Die Forderung nach aktuellen Daten innerhalb des Tagesge-
scha¨fts nimmt jedoch zu. So muss das Investitionsvolumen bestimmter Anlagen sehr
schnell in Berichten sichtbar sein, obwohl die entsprechende Transaktion noch nicht
abschließend bilanziert wurde. Eine schlechtere Datenqualita¨t wird somit bewusst
in Kauf genommen, um im Gegenzug sehr aktuelle Daten zu erhalten. Das Laden
der Daten nach Tagesabschluss bleibt davon unberu¨hrt. Weitere Anwendungen, die
Echtzeitdaten beno¨tigen sind zum Beispiel die Betrugserkennung im Fall von Kre-
ditkartenzahlungen oder das Aufdecken von Geldwa¨schegescha¨ften. In beiden Fa¨llen
mu¨ssen historische Daten, die ein gewisses Verhalten repra¨sentieren, gegen aktuelle
Daten verglichen werden, um entsprechende Abweichungen zu erkennen.
Das in Abschnitt 2.1.2 vorgestellte Data Sourcing Framework ist in seiner jetzigen
Form auf die Verarbeitung von Massendaten ausgelegt. Zur Prozessierung kontinu-
ierlicher, kleiner Datenlieferungen, bei anna¨hernd gleichbleibendem Durchsatz, sind
daher Vera¨nderungen am DSF erforderlich. Die auf diese Weise produzierten Daten
ko¨nnen jedoch nur unter Vorbehalt in das Data-Warehouse geladen werden, da zur
endgu¨ltigen Validierung stets der gesamte Datensatz eines Tages beno¨tigt wird.
2.2 Fallstudie B: GfK Retail and Technology
Die zweite Fallstudie adressiert ein Anwendungsszenario aus dem Bereich der pa-
nelorientierten Marktforschung, fu¨r das aufgrund der anfallenden Datenvolumen
und der Mengen und Komplexita¨t der anfallenden Berichte der Einsatz eines Data-
Warehouse-Systems ein zentrale Rolle spielt.
2.2.1 Unternehmen und Anwendungsdoma¨ne
Die GfK-Gruppe ist ein weltweit fu¨hrendes Marktforschungsinstitut mit mehr als
120 Tochtergesellschaften und rund 10.000 Mitarbeitern weltweit. Die Tochtergruppe
GfK Retail&Technology ist verantwortlich fu¨r das Gescha¨ftsfeld
”
Non-Food Tracking“
(langlebige Verkaufsgu¨ter) und stellt periodisch internationale Kennzahlen zu tech-
nischen Gebrauchsgu¨tern bereit. Dieser Unternehmensbereich verfu¨gt mit STAR-
TRACK (System To Analyze and Report on TRACKing Data) u¨ber ein Produk-
tionssystem zur Erfassung, Konsolidierung und Analyse von Markforschungsdaten
aus ca. 350.000 Gescha¨ften in u¨ber 70 La¨ndern. Das System wird in Deutschland
entwickelt und betrieben. Grundlage fu¨r das sogenannte Non-Food Retail Panel der
GfK sind Datenlieferungen von Handelsunternehmen zu zentralen Marktkennzah-
len wie verkauften Einheiten, Verkaufspreisen und Bestandszahlen, aus denen die
GfK dann ein repra¨sentatives Marktbild ableitet. Bevor im folgenden Abschnitt die
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Architektur von STARTRACK beschrieben wird, erfolgt zuna¨chst eine detailierte
Vorstellung des Anwendungszenarios.
Methodik der panelorientierten Marktforschung Die Analyse der Marktdaten ge-
schieht durch Methoden der panelorientierten Marktforschung. Ein Panel ist dabei
definiert als eine gleichbleibende Menge von Untersuchungseinheiten (in diesem Fall
Verka¨ufe), die regelma¨ßig zu verschiedenen Zeitpunkten mit den gleichen Untersu-
chungsinstrumenten erhoben werden. Das Ziel besteht darin, Marktvera¨nderungen
wie sich vera¨ndernde Martkanteile oder Distributionen zu erkennen. Die zentralen
Begriffe der Panelmethoden sind Grundgesamtheit, Stichprobe und Hochrechnung,
auf die kurz eingegangen werden soll: Die Grundgesamtheit beschreibt eine sachli-
che, ra¨umliche und zeitliche Abgrenzung innerhalb einer Menge von Untersuchungs-
einheiten. Sollen etwa Elektroha¨ndler betrachtet werden, so geschieht eine sachli-
che Abgrenzung der Gescha¨fte anhand ihres Umsatzes oder des Verkaufsanteils von
Elektrogera¨ten, die ein bestimmtes Mindestmaß erreichen mu¨ssen, um sich fu¨r die
Grundgesamtheit zu qualifizieren. Die zeitliche Abgrenzung meint vor allem die Fi-
xierung der Grundgesamtheit auf einen bestimmten Zeitraum. Zur Bestimmung der
Grundgesamtheiten werden in der Regel alle zwei bis drei Jahre sogenannte Basis-
studien durchgefu¨hrt [62].
Zur wirtschaftlichen Realisierung der Datenerhebungen werden Stichproben ange-
legt, die auf Basis der Grundgesamtheit nur einen kleinen Teilbereich aller Gescha¨fte
bzw. aller Verka¨ufe beinhalten. Die Stichprobengro¨ße wird dabei so gewa¨hlt, dass
ein fu¨r die Anwendung akzeptierbarer statistischer Fehler nicht u¨berschritten wird.
Neben der Fehlergrenze ist die Gro¨ße der Stichprobe vor allem von der Heteroge-
nita¨t bzw. der Varianz der Grundgesamtheit abha¨ngig. Um die Varianz, und damit
die Stichprobengro¨ße, zu reduzieren, wird die Grundgesamtheit in nach Jahresum-
satz gestaffelte Schichten unterteilt. In einem Hochrechnungsschritt werden durch
Multiplikation mit einem Hochrechnungsfaktor die tatsa¨chlichen Verka¨ufe fu¨r eine
Grundgesamtheit ermittelt.
Fehler bei der Dateneingabe oder -verarbeitung bzw. durch Sonderangebote in einzel-
nen Gescha¨ften ko¨nnen zu Ausreißerwerten und damit zur Verzerrung der Stichpro-
ben fu¨hren. Um den dadurch entstehenden Fehler zu kompensieren, mu¨ssen Extrem-
werte bzw. Ausreißer durch Vergleiche mit anderen Warengruppen oder Gescha¨ften
identifiziert werden. Ein Handelsforscher kann anschließend durch Anpassung des
Hochrechnungsfaktors den Einfluss des Extremwertes auf die Stichprobe reduzieren.
Verteilung des Datenbeschaffungsprozesses Da die wichtigsten Nutzer von Markt-
forschungsleistungen heute global engagiert sind, ist die Notwendigkeit fu¨r inter-
nationale Analysen offensichtlich. Die Beschaffung der Marktforschungsdaten kann
jedoch, aufgrund fehlender la¨nder- und marktspezifischer Kenntnisse, nicht zentral
durchgefu¨hrt werden. Daher existieren weltweit viele strukturell unabha¨ngige Nie-
derlassungen, die fu¨r die jeweilige Beschaffung der Daten vor Ort und deren Be-
reitstellung fu¨r ein la¨nderu¨bergreifendes Reporting verantwortlich sind. Diese Struk-
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Abbildung 2.3: Aufbau von STARTRACK
tur hat jedoch zur Folge, dass die Marktforschungsdaten standortbedingt zeitlich
versetzt produziert werden. Das heißt, der Prozess der Datenbereitstellung, begin-
nend bei der Identifikation, u¨ber die Qualita¨tskontrolle bis hin zur Speicherung im
Data-Warehouse, findet zeitlich unkoordiniert statt. Wa¨hrend also die Marktberich-
te fu¨r die La¨nder sofort produziert werden ko¨nnen, sobald die Daten auf nationaler
Ebene verfu¨gbar sind, kann beispielsweise der Europabericht erst nach Datenver-
fu¨gbarkeit im letzten Land erstellt werden. Zwischenzeitliche Fehlerkorrekturen, die
unter Umsta¨nden erst nach Auslieferung der La¨nderberichte durchgefu¨hrt wurden,
haben dann zur Folge, dass die im Europabericht fu¨r ein Land ausgewiesenen Zah-
len von den La¨nderberichten abweichen ko¨nnen. Um die Konsistenz der Berichte
zu gewa¨hrleisten, mu¨ssen derartige Korrekturen entweder durch Neuberechnung der
La¨nderberichte publik gemacht oder, wenn die Auswirkungen auf die Berichtsquali-
ta¨t vernachla¨ssigbar sind, zuru¨ckgestellt werden.
2.2.2 Systemarchitektur
Das System STARTRACK bildet die Wertscho¨pfungskette der GfK Marketing Ser-
vices mit Hilfe einer Reihe von Komponenten ab, die in Abbildung 2.3 skizziert sind.
Dies sind das Master Data Management (MDM) zur Verwaltung der Stammdaten fu¨r
den gesamten Prozess, das International Data Acquisition System (IDAS) zur Da-
tenerfassimg, ein System zur Vorverarbeitung und Bereinigung der Daten und das
Data-Warehouse als Analyseplattform zur Erzeugung von Berichten. Der gesamte
Wertscho¨pfungsprozess im U¨berblick beinhaltet die Erfassung der global produzier-
ten Verkaufsdaten, die Pru¨fung und Bereinigung, die Abbildung auf international
einheitliche Artikelkodierungen, die U¨berfu¨hrung in Analyseformate, die Erzeugung
von Kundenberichten und die Sicherstellung der Datenqualita¨t u¨ber den kompletten
Prozess hinweg. In summa sind 60 Verarbeitungsschritte notwendig, um die Rohda-
ten ausgehend von den Quellsystemen in Kundenberichte zu u¨berfu¨hren [63].
Die Komponenten des STARTRACK-Systems sowie des Datenproduktionsprozesses
im Detail werden im Folgenden dargestellt.
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MDM Das Master Data Management (MDM) ist die zentrale Komponente des
STARTRACK-Systems und dient zur Pflege der Artikel-, Gescha¨fts- und Kunden-
stammdaten. Als Beispiele fu¨r Artikelstammdaten lassen sich der Modellname oder
die Warengruppen nennen, welche Artikel gleichen Typs zusammenfassen. Die Ge-
scha¨ftsstammdaten umfassen Informationen zu den Gescha¨ftsstellen im Handel, de-
ren geographische Lage, den Jahresumsatz des Gescha¨fts und weitere Kenngro¨ßen.
Kundenstammdaten enthalten zum Beispiel die vertraglichen Vereinbarungen der
Kunden mit der GfK und die Produkte, die von ihnen bezogen werden.
Eine besondere Herausforderung bildet die Menge der Merkmalsattribute, die jeder
Artikel haben kann und die von besonderem Interesse fu¨r die Auswertung sind. Je
nach Warengruppe ko¨nnen bis zu 100 verschiedene Produktmerkmale erhoben wer-
den. Am Beispiel der Warengruppe
”
Mobiltelefone“ sind dies etwa Bildschirmauflo¨-
sung, Touch-Funktion, die Anzahl der unterstu¨tzten Netze usw. Die Eigenschaften
der Artikel und Warengruppen sind durch technische Weiterentwicklung sta¨ndigen
Vera¨nderungsprozessen unterworfen, wodurch auch das Datenschema betroffen ist.
Mit Hilfe des MDM ko¨nnen daher auf Basis eines Metaschemas die konkreten Da-
tenschemata ermittelt werden.
IDAS Die Aufgabe des International Data Acquisition System, kurz IDAS, ist die
Erfassung und Integration der international produzierten Handelsdaten. Hierbei han-
delt es sich im Gegensatz zum MDM um Bewegungsdaten, etwa Verkaufsmengen,
Besta¨nde, Preise usw. Die besondere Herausforderung bei diesem System besteht
darin, die marktspezifischen Anforderungen in den einzelnen La¨ndern zu beru¨ck-
sichtigen und gleichzeitig die Integration der Daten, im Hinblick auf eine Speiche-
rung im Data-Warehouse, zu gewa¨hrleisten. Dazu mu¨ssen Artikel, die im Handel
unter verschiedenen Bezeichnungen gefu¨hrt werden, durch eine Begriffskonsolidie-
rung unifiziert werden. Des Weiteren ist eine Vereinheitlichung der Daten hinsicht-
lich der Formate, Granularita¨ten und Segmentebenen (filialgenau oder auf Ebene
der Zentrale) erforderlich. Daru¨ber hinaus findet durch einen Vergleich mit histo-
rischen Datenlieferungen eine Vollsta¨ndigkeits- und Plausibilita¨tspru¨fung statt. In
bis zu 30% bis 50% der Fa¨lle wird die Lieferung der Datenpakete verzo¨gert und
damit der Datenproduktionsprozess gesto¨rt. Eine ha¨ufige Ursache dafu¨r ist, dass die
Qualita¨t der Daten eines Lieferanten unzureichend ist und sie durch andere Daten
einer anderen Periode oder eines anderen Ha¨ndlers ersetzt werden mu¨ssen. Dies ist
mo¨glich, da die integrierten Daten spa¨ter nicht mehr einzeln betrachtet, sondern
mittels Hochrechnung zu Marktu¨bersichten aggregiert werden. Abschließend werden
die Bewegungsdaten u¨ber eine Schnittstelle zur Weiterverarbeitung zur Verfu¨gung
gestellt.
Die Verarbeitung eines Datenpakets in einem Produktionsschritt wird als Produk-
tionsauftrag bezeichnet. Durchschnittlich werden zirka 20.000 Produktionsauftra¨ge
pro Tag verarbeitet, in Spitzenzeiten sogar bis zu 200.000 Auftra¨ge. Die Bearbei-
tungsdauer einzelner Auftra¨ge reicht von wenigen Sekunden bis hin zu einigen Stun-
den, abha¨ngig von der Datenpaketgro¨ße, dem Produktionsschritt und der Notwen-
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Abbildung 2.4: Ablauf eines STARTRACK-Prozesses
digkeit zur Nutzerinteraktion.
Der gesamte Verarbeitungsprozess kann u¨ber eine desktop- bzw. webbasierte An-
wendung betrachtet und gesteuert werden, wobei die Datenhaltung in einer Oracle-
Datenbank stattfindet.
Vorverarbeitung Hinter dem Begriff Vorverarbeitung stehen eine Reihe von Ver-
arbeitungsschritten (siehe Abbildung 2.4), die inbesondere mit der Erzeugung von
Berichtsprojekten, deren Befu¨llung mit Daten und der Qualita¨tssicherung befasst
sind. Dazu werden sowohl die bereits vorgestellten Systeme MDM und IDAS als
auch noch weitere Softwarewerkzeuge verwendet.
In einem ersten Schritt werden u¨ber den DWH-Administrator alle notwendigen
Stammdaten, d.h. Warengruppen und Absatzkana¨le, die zur Erzeugung der Be-
richtsprojekte notwendig sind, aus dem MDM extrahiert. Im na¨chsten Schritt erfolgt
das Anlegen der sogenannten BaseProjects, die Daten einer oder mehrerer Produkt-
gruppen gemeinsamer Periodizita¨t beinhalten. Von den BaseProjects abgeleitet, wer-
den des Weiteren ProductionProjects und ReportingProjects definiert, die spezifizie-
ren, in welchen Einheiten die Daten geladen werden sollen bzw. welche BaseProjects
zu einem Bericht zusammengefasst werden. In einem dritten Schritt erfolgt u¨ber die
ProductionProjects der Bewegungsdatenabzug. Zu diesem Zweck werden zuna¨chst
in einem Produktionsprojekt mit Hilfe einer DataOrder neue Bewegungsdaten aus
IDAS angefordert. IDAS nimmt diese Anforderung entgegen und stellt im sogenann-
ten Output Pool zuna¨chst nur aggregierte Kennzahlen bereit. Der Anwender kann
in Schritt 4 mit Hilfe des FactTools die verdichteten Kennzahlen betrachten, feh-
lende Informationen erkennen und entsprechend mit Daten aus Vergleichsperioden
kompensieren. Diese Modifikationen werden in sogenannten Load Definitions gespei-
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chert. In Schritt 5 werden diese Load Definitions ausgefu¨hrt und u¨ber IDAS die De-
tailbewegungsdaten in entsprechende QC-Projekte (Quality Control) geladen. Dabei
vera¨ndert IDAS die Bewegungsdaten entsprechend der Vorschrift aus der Load Defi-
nition. Im letzten Schritt o¨ffnet der Anwender im DWH-Explorer die QC-Projekte,
wo er die Detaildaten einsehen, Berichte erzeugen und feinere Korrekturen durch-
fu¨hren kann (Schritt 7). Sind diese Modifikationen beendet, erfolgt die Freigabe der
Daten fu¨r die jeweiligen Basisprojekte.
Data-Warehouse Die in den vorhergehenden Schritten produzierten Daten werden
abschließend zentral im Data-Warehouse der GfK Marketing Services abgelegt. Die
Datenhaltung orientiert sich an einem Star-Schema mit den drei Hauptdimensionen
Gescha¨ft, Artikel und Zeit und einer Faktentabelle zur Speicherung von Kennzahlen
wie etwa verkaufte Stu¨ckzahlen und Preise. Aus diesen Fakten werden verschiedene
ho¨herwertige, additive und nicht-additive Kennzahlen wie Umsa¨tze bzw. Marktan-
teile und Distributionen errechnet. Die Analyse erfolgt seitens der Gescha¨fte hierar-
chisch nach La¨ndern und Vertriebskana¨len sowie auf Produktseite nach Warengrup-
pen und Kategorien. Zu diesem Zwecke werden mit dem DWH-Explorer sogenannte
Standardberichte definiert, die regelma¨ßig berechnet werden. Pro Monat werden so
zirka 100.000 nationale und internationale Berichte erzeugt, wobei zur Erstellung
eines Berichts bis zu 100.000 SQL-Anfragen notwendig sind [25]. Die hohe Kom-
plexita¨t ist zum einen durch die Vielzahl der auszuweisenden Kombinationen von
Artikeleigenschaften gegeben und zum anderen durch die Menge der Vertriebskana¨-
le und La¨nder sowie die Unterteilung der Kennzahlen in Preisklassen bestimmt. Zur
Verteilung der Anfragelast werden, abha¨ngig von der Komplexita¨t der Berichte und
des Datenumfangs der Produktgruppe, periodisch kunden- bzw. doma¨nspezifische
Data-Marts angelegt.
Neben der statischen Berichtsproduktion ist es auch mo¨glich, dass Kunden direkt
u¨ber ein Online-Portal ad hoc eigene Berichte erzeugen. Diese besitzen niedrigere
Komplexita¨t als die Standardberichte, da sie nur einzelne Berichtsseiten umfassen.
Allerdings sind die Anforderungen bezu¨glich der Antwortzeiten, welche im Bereich
von wenigen Sekunden liegen, ho¨her im Vergleich zur statischen Berichtsproduktion.
2.2.3 Besonderheiten und Herausforderungen
Die Anwendungsdoma¨ne bzw. die daraus abzuleitende Data-Warehouse-Infrastruktur
der GfK Marketing Services hat mehrere besondere Eigenschaften, die es hervorzu-




klassischen“ Data-Warehouses (siehe Abschnitt 3.1.1), sind die Daten
im Data-Warehouse der GfK nicht eingefroren, sondern ko¨nnen durchaus noch Mo-
difikationen erfahren, sei es durch Korrekturen an den Dimensionsdaten oder auch
20
2.2 Fallstudie B: GfK Retail and Technology
durch die Aufnahme nachtra¨glicher Datenlieferungen auf Faktenebene. Letzteres re-
sultiert im Wesentlichen aus der ra¨umlich verteilten und dadurch zeitlich versetzten
Datenproduktion (siehe Abschnitt 2.2.1). Die Menge der Verarbeitungsschritte bzw.
die La¨nge des Datenproduktionsprozesses versta¨rkt diesen Effekt noch einmal und
fu¨hrt dazu, dass der Zeitpunkt der Datenlieferungen schwer vorhersagbar und daher
nicht mit der Berichtsproduktion synchronisierbar ist.
Aufgrund dieser nachgelagerten Datenlieferungen bzw. A¨nderungen bereits einge-
brachter Daten kann das Data-Warehouse der GfK Marketing Services auch als
operatives Data-Warehouse bezeichnet werden.
Echtzeitanforderungen fu¨r Online-Analysen
Das bisherige Gescha¨ftsmodell der GfK Retail&Technology befasste sich mit der Be-
reitstellung von Kennzahlen zu technischen Gebrauchsgu¨tern, haupsa¨chlich in Form
von Wochen- und Monatsberichten. In Zukunft ko¨nnte sich das Gescha¨ftsfeld um
die Bereitstellung von Online-Analysen fu¨r elekronische Warenha¨user erweitern. In-
besondere fu¨r die Steuerung des Vertriebs virtueller Waren wie Musik, Spiele, An-
wendung fu¨r das Mobiltelefon oder elektronische Bu¨cher, steigt die Anforderungen
nach hochaktuellen Daten. Durch den Wegfall von Warenhaltung, Vertriebslogistik,
Kunden-Support usw. ist der Vertrieb von virtuellen Gu¨tern viel dynamischer, so
das die Preise sta¨ndig angepasst werden ko¨nnen und mu¨ssen. Die Verkaufsaktivita¨-
ten der elektronische Handelsplattformen sind dazu in Echtzeit auszuwerten und die
Kennzahlen unmittelbar bereitzustellen. Fu¨r das neue Gescha¨ftsfeld mu¨ssen daher
die mehrstufigen Datenproduktionsprozesse vereinfacht und manuelle Qualita¨tspru¨-
fungen und -a¨nderungen entfallen.
Schema- und Anfragekomplexita¨t
Das Datenvolumen des Data-Warehouse ist mit nur einem Terabyte eher gering. Die
eigentliche Herausforderung liegt stattdessen in der Menge und Komplexita¨t der Be-
richte und der daraus resultierenden Anfragenmenge. Die hohe Komplexita¨t beruht
vor allem auf der Vielzahl der dimensionalen Eigenschaftsattribute, die insbesondere
zur Auswertung der Produkte herangezogen werden. Pro Warengruppe ko¨nnen dies
allein in der Produktdimension 100 Dimensionen sein.
Um zum einen das hohe Anfragevolumen zu bewa¨ltigen und zum anderen die Ant-
wortzeiten fu¨r Ad-hoc-Anfragen gering zu halten, ist eine sorgfa¨ltige Optimierung
des Data-Warehouses, etwa durch Anlegen von Indizes und materialisierten Sichten,
zwingend notwendig. Gerade Letztere sind jedoch nur sehr stark eingeschra¨nkt nutz-
bar: Auf der einen Seite ist eine geeignete Auswahl der Aggregationsebenen aufgrund
der hohen Dimensionalita¨t nicht sinnvoll zu treffen – allein durch die 100 Dimen-
sionen einer Warengruppe ergeben sich potenziell 2100 Aggregationsniveaus. Auf der
anderen Seite sind viele wichtige Kennzahlen der Marktforschung, wie zum Beispiel
Distributionen, nicht additiv berechenbar und daher nicht fu¨r Vormaterialisierungen
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geeignet. Daru¨ber hinaus ist die Wartung der materialisierten Sichten angesichts der
sta¨ndigen Datena¨nderungen nicht effizient durchfu¨hrbar.
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Data-Warehouses haben sich seit ihrer ersten Erwa¨hnung 1988, damals noch unter
dem Begriff
”
Information Warehouse“, enorm weiterentwickelt und bilden heutzutage
die Grundlage fu¨r wichtige Entscheidungsfindungen in vielen Unternehmen. Im Zu-
ge der Globalisierung und der damit einhergehenden zunehmenden Vernetzung und
dem wachsenden Wettbewerb haben sich jedoch auch die Anforderungen an ent-
scheidungsunterstu¨tzende Systeme vera¨ndert. Die Auswirkungen dieser A¨nderungen
auf das Konzept des Data-Warehouses sowie auf dessen unterstu¨tzende Technologien
bilden den wesentlichen Inhalt dieses Kapitels.
Im ersten Teil wird zuna¨chst der klassische Data-Warehouse-Begriff definiert und ein
Architektur-Referenzmodell fu¨r Data-Warehouse-Systeme beschrieben. Der zweite
Abschnitt behandelt die situative Datenanalyse, die eine ha¨ufige Anforderung im
Kontext von Echtzeit-Data-Warehouse-Systemen darstellt. Bezugnehmend auf die
Fallstudien aus Kapitel 2, diskutiert Abschnitt 3.5 die Rolle von Data-Warehouse-
Systemen und ero¨rtert neue Aspekte und Anwendungen. Abschnitt 3.5 fasst das
Kapitel in Form einer Anforderungsanalyse zusammen und definiert die dieser Dis-
sertation zugrunde liegenden Problemstellungen.
3.1 Der Data-Warehouse-Begriff und Referenzarchitektur
Bevor in den folgenden Abschnitten auf konkrete Vera¨nderungen der Data-Ware-
house-Systeme eingangen wird und die Anforderungen an diese analysiert werden,
erfolgt zuna¨chst eine Konkretisierung der grundlegenden Konzepte. So wird zu Be-
ginn der Begriff Data-Warehouse als Namensgeber des Data-Warehouse-Systems de-
finiert. Anschließend werden der typische Aufbau eines Data-Warehouse-Systems
sowie dessen Bestandteile anhand einer Referenzarchitektur erla¨utert. Die Referenz-
architektur ist als idealtypisches Modell zu interpretieren, das als Leitfaden fu¨r die
Entwicklung eines Data-Warehouse-Systems dient. Praktische Umsetzungen dieser
Modellarchitektur ko¨nnen, aufgrund bestehender Altsysteme oder organisatorischer
Restriktionen, durchaus abweichen. Langfristig ist aber stets eine Anna¨herung der
konkreten Data-Warehouse-Systeme an die Referenzarchitektur anzustreben.
3.1.1 Definition des klassischen Data-Warehouse-Begriffs
Der Begriff Data-Warehouse, als zentraler Bestandteil eines Data-Warehouse-Systems,
bezeichnet weder eine Technik noch ein Produkt, sondern vielmehr ein Konzept
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zur Speicherung und Verarbeitung von Daten. Da dieser Begriff in der Literatur
nicht eindeutig festgelegt ist, werden anhand der verbreitetsten Definitionen des-
sen wesentliche Charakteristika herausgearbeitet: Nach Kimball et al. ist ein Data-
Warehouse
”
[..] a copy of transaction data specifically structured for querying and
reporting.“ Diese Definition grenzt somit Data-Warehouses von operativen Systemen
ab und beschreibt die Art der Verwendung. Wa¨hrend transaktionale Systeme we-
sentlich im Tagesgescha¨ft eines Unternehmens zu finden sind (beispielsweise bei der
Bearbeitung von Flugbuchungen), liegt der Fokus bei Data-Warehouses auf der Da-
tenanalyse. Die Verschiedenheit in der Anwendung hat auch unterschiedliche Nutzer-
zahlen zur Folge. Wa¨hrend die operativen Daten von einem großen Nutzerkreis ver-
wendet werden, ist der Einsatz des Data-Warehouses nur auf einen kleineren Kreis,
meist auf das Management eines Unternehmens, beschra¨nkt. Ein Data-Warehouse
hat somit die Aufgabe der organisatorischen Trennung der operativen Gescha¨ftsda-
ten von den Daten, die zur Gescha¨ftsanalyse bzw. zur Entscheidungsunterstu¨tzung
verwendet werden. Die Trennung geschieht durch Kopieren der Daten bzw. durch
eine Datenu¨bernahme aus den Quellsystemen in das Data-Warehouse.
Eine zweite und sehr verbreitete Definition bieten Inmon et al. mit ihrer Beschrei-
bung der Datenhaltung bzw. der in einem Data-Warehouse gespeicherten Daten:
”
A data warehouse is a subject-oriented, integrated, nonvolatile, and time-variant
collection of data in support of management’s decisions.“ Die Daten eines Data-
Warehouses sind somit entsprechend des Analysezwecks themen- bzw. fachorientiert,
d.h. sie werden nach bestimmten Attributen wie z.B. Region oder Produktgruppe
ausgewa¨hlt. Das zweite Merkmal,
”
Integration“, beschreibt die Eigenschaft eines
Data-Warehouses als integrierte Sicht auf Daten verschiedener Quellsysteme in ver-
einheitlichter und strukturierter Form. Um dies zu erreichen, ist eine Anpassung
und Transformation der Daten notwendig. Das Merkmal
”
nichtvolatil“ formuliert
den Anspruch einer dauerhaften und physischen Datenspeicherung. Der Zugriff auf
das Data-Warehouse erfolgt nur lesend, d.h. Daten werden lediglich hinzugefu¨gt und
bereits in das Data-Warehouse eingebrachte Daten werden nicht mehr entfernt oder
gea¨ndert. Dies grenzt Data-Warehouses von fo¨derierten Datenbanksystemen ab, die
zwar ebenfalls eine integrierte Sicht auf die Daten bereitstellen, jedoch ohne diese zu
materialisieren. Zur Unterstu¨tzung der Datenanalyse im Hinblick auf zeitliche Ver-
a¨nderungen (
”
time-variant“) ist des Weiteren eine Zeitdimension erforderlich. Jedes
Datum erha¨lt somit einen Zeitstempel, wodurch eine Historisierung der Daten als
auch Analysen u¨ber die Zeit hinweg ermo¨glicht werden.
3.1.2 Referenzarchitektur
Als Ausgangspunkt fu¨r weitere Diskussionen bzw. die Vertiefung spezifischer Aspek-
te wird zuna¨chst das bekannteste Architekturreferenzmodell fu¨r Data-Warehouse-
Systeme vorgestellt. Dieses Modell wurde in der Literatur unter anderem in [49, 8, 60]
beschrieben. Es adressiert die allgemeinen Forderungen, wie Persistenz, Effizienz,
Wiederverwendbarkeit, Flexibilita¨t, Skalierbarkeit usw., die an eine Architektur zur
Datenanalyse gestellt werden und beschreibt die Rolle einzelner Komponenten sowie
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den Datenfluss zwischen diesen. Parallel zur Beschreibung der Referenzarchitektur
wird die Rolle der einzelnen Bestandteile in einem Echtzeit-Data-Warehouse-System
diskutiert.
Wie im vorhergehenden Abschnitt bereits erla¨utert, bildet ein Data-Warehouse-
System die Infrastruktur zur Datenanalyse. Da sich die zu analysierenden Daten
aus einer Vielzahl von Quellsystemen speisen, mu¨ssen diese in einem aufwendigen
Prozess zuna¨chst bereinigt, transformiert, konsolidiert und in ein fu¨r die Analyse op-
timiertes Format gebracht werden. An dieser schrittweisen Verfeinerung der Daten
sind eine Vielzahl von Systemen beteiligt, die im gemeinsamen Zusammenwirken
das Data-Warehouse-System bilden. Die Einzelsysteme sowie deren Kopplung zu
einem mehrstufigen Datenproduktionsprozess werden im Folgenden beschrieben. Ei-
ne schematische Darstellung dieser Referenzarchitektur ist dazu in Abbildung 3.1
gegeben.
Quellsysteme
Aus architektonischer Sicht nicht zum Data-Warehouse geho¨rend, jedoch Ursprung
aller im Data-Warehouse erfassten Daten sind die Quellsysteme. In der Praxis sind
dies einfach strukturierte Dateien, XML-Daten, Excel-Tabellen, komplexe relationale
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Datenbanken, SAP-Systeme usw. Die in diesen Systemen enthaltenen Daten werden
in einem Extraktionsschritt in das Data-Warehouse-System u¨berfu¨hrt. Aus konzep-
tioneller Sicht werden Quellsysteme bezu¨glich zweier Dimensionen klassifiziert: zum
einen nach der Verfu¨gbarkeit der Datenquellen, zum anderen nach der Herkunft der
Daten. Die Verfu¨gbarkeit, in [49] auch als Kooperationsbereitschaft der Quellsyste-
me bezeichnet, beschreibt, inwieweit der Extraktionsprozess durch das Quellsystem
unterstu¨tzt wird. Eine Extremform bilden Replikationsquellen, in denen A¨nderun-
gen am Quellsystem synchron in den Arbeitsbereich des Data-Warehouse-Systems
u¨bernommen werden. Abstufungen im Hinblick auf eine schwa¨cher werdende Koope-
rationsbereitschaft bilden Aktive Quellen, Snapshot-Quellen, Exportbasierte Quel-
len, Logbasierte Quellen und Nicht Unterstu¨tzende Quellen. Quellen letzteren Typs
ko¨nnen jedoch auch – durch die Implementierung spezieller Adaptoren – dem Ex-
traktionsprozess zuga¨nglich gemacht werden.
Einen weiteren Aspekt der Kooperationsbereitschaft bildet der Umfang der Daten,
der jeweils pro Extraktionsvorgang kopiert werden kann. Im schlechtesten Fall kann
immer nur der vollsta¨ndige Datenbestand eines Quellsystems extrahiert werden. Die-
ses Vorgehen ist jedoch nur bei sehr vielen A¨nderungen an den Quelldaten zwischen
den einzelnen Extraktionsschritten sinnvoll. Bei wenigen A¨nderungen zwischen den
Extraktionsschritten sind Quellsysteme zu favorisieren, welche die Extraktion der
Nettoa¨nderungen unterstu¨tzen. Bei diesen Systemen werden jeweils nur die A¨nde-
rungen, also hinzugefu¨gte oder gelo¨schte Daten bzw. Aktualisierungen, an das Data-
Warehouse-System propagiert.
In Bezug auf die Herkunft erfolgt eine Unterscheidung der Quellsysteme in Datenlie-
feranten fu¨r externe bzw. interne Daten. Externe Datenquellen sind organisatorisch
vom Data-Warehouse-System separiert, wodurch die Mo¨glichkeiten zur Datenextrak-
tion meist begrenzt sind. Eine Ausnahme bilden Quellsysteme, die als Dienst in einer
service-orientierten Architektur (SOA) bereitgestellt werden. Als Beispiele fu¨r exter-
ne Quellsysteme sind die Daten fachfremder Abteilungen oder weitergehende Daten
von Drittanbietern wie Marktforschungsinstituten, Kommunen usw. zu nennen. Bei
Quellsystemen, die interne Daten bereitstellen, handelt es sich meist um operative
Systeme, die Produktionsdaten zur Verfu¨gung stellen, oder um von Mitarbeitern
gepflegte Daten, z.B. Excel-Tabellen, oder um Daten, die aus dem Data-Warehouse-
System selbst in das Quellsystem zuru¨ckfließen.
Im Hinblick auf eine echtzeitfa¨hige Architektur mu¨ssen Quellsysteme mehrere Vor-
aussetzungen erfu¨llen: Zum einen mu¨ssen sie, um der Anforderung nach schneller
Sichtbarkeit von Datena¨nderungen im Data-Warehouse-System gerecht zu werden,
Datennettoa¨nderungen zur Verfu¨gung stellen. Da jede einzelne A¨nderung an das
Data-Warehouse propagiert wird, muss dies durch das Quellsystem unterstu¨tzt wer-
den. Aus Sicht der Unterstu¨tzung des Extraktionsprozesses sind Replikationsquellen
oder Aktive Quellen zu bevorzugen, da diese selbststa¨ndig A¨nderungen an das Data-
Warehouse-System propagieren. Dies entspricht dem Paradigma der push-basierten
Propagierung von Datena¨nderungen, einer Grundanahme in echtzeitfa¨higen Data-
Warehouse-Systemen (siehe Abschnitt 3.5). Fu¨r weniger unterstu¨tzende Quellsyste-
me kann diese Eigenschaft durch die Implementierung einer Zwischenschicht emu-
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liert werden. Im Fall von Snapshot-Quellen mu¨ssten dazu zwei aufeinanderfolgende
Snapshots miteinander verglichen und daraus die Datena¨nderungen abgeleitet wer-
den. Der dazu no¨tige Aufwand kann jedoch den Extraktionsprozess stark verzo¨gern,
was im Widerspruch zu den Echtzeitanforderungen steht (siehe Abschnitt 3.5.1).
Eine Anpassung des Quellsystems hinsichtlich der Anforderungen einer Echtzeitar-
chitektur ist fu¨r interne Quellen meist einfacher realisierbar als fu¨r externe Quellen,
an denen keine A¨nderungen erlaubt sind.
Im weiteren Verlauf dieser Arbeit werden die Begriffe Quellsystem, Datenproduzent
und Datenlieferant synonym verwendet.
Arbeitsbereich
Der Arbeitsbereich, im Englischen als
”
staging area“ bezeichnet, ist ein tempora¨rer
Datenspeicher, eingebettet zwischen den Quellsystemen und der Basisdatenbank.
Die Transformationen zur Konsolidierung, Bereinigung und Integration der Daten
werden auf dieser Datenbank ausgefu¨hrt. Erst nach Abschluss der Transformationen
erfolgt das Laden in die Basisdatenbank. Dadurch wird der mitunter sehr aufwendige
Transformationsprozess von den Quellsystemen und der Basisdatenbank entkoppelt
und diese dadurch entlastet. Nach erfolgreicher Einbringung in die Basisdatenbank
werden die Daten aus dem Arbeitsbereich gelo¨scht. Die Zeit des Hinzufu¨gens der
Daten in den Arbeitsbereich, und damit in das Data-Warehouse-System, wird als
”
load time“ bezeichnet [49].
Konsolidierte Basisdatenbank
Zwischen dem Arbeitsbereich und den Data-Warehouses ist die konsolidierte Basis-
datenbank zur organisationsu¨bergreifenden und anwendungsunabha¨ngigen Daten-
speicherung angesiedelt. Die Basisdatenbank, oft auch als Kooperativer Datenspei-
cher bezeichnet, dient somit zur Datenintegration als auch zur Weiterverteilung der
Daten an anwendungsspezifische Data-Warehouses bzw. Anwendungen.
Die Basisdatenbank ist eine optionale Datenschicht, die besonders bei hohen An-
forderungen bezu¨glich der Betriebsbereitschaft bei der Datenwiederherstellung oder
bei der Reorganisation des Data-Warehouses verwendet wird. Die Daten der Ba-
sisdatenbank sind sehr feingranular bzw. unaggregiert, vollsta¨ndig und umfassend.
Dies bedeutet, dass die Daten unabha¨ngig von ihrer aktuellen Verwendung persis-
tiert werden, d.h. Spalten einer Tabelle werden auch gespeichert, wenn sie aktuell
nicht beno¨tigt werden. Dadurch kann im Fall unvorhergesehener Ereignisse im Data-
Warehouse-Betrieb schnell reagiert werden.
Die konsolidierte Basisdatenbank stellt technisch vereinheitlichte, integrierte und
somit anwendungsneutrale Daten zur Verfu¨gung. In Abha¨ngigkeit von den Anforde-
rungen der Anwendungen werden eine Reihe von Optimierungen durchgefu¨hrt: So
werden Datensa¨tze, die ha¨ufig in Kombination abgefragt werden, persistiert. Des
Weiteren erfolgt in dieser Schicht eine Anreicherung um Daten, die ha¨ufig auf Ge-
scha¨ftsseite beno¨tigt werden, z.B. die Umrechnungswerte von Umsa¨tzen in andere
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Wa¨hrungen. Diese Maßnahmen verringern die technische Komplexita¨t auf der An-
wendungsseite und sorgen damit fu¨r eine hohe Akzeptanz seitens der Anwender.
Statt des Indirektionsschritts u¨ber das Data-Warehouse ko¨nnen die Daten der Ba-
sisdatenbank auch direkt zu Analysezwecken genutzt werden. Dies ist vor allem fu¨r
Anfragen mit hohen Datenaktualita¨tsanforderungen von Nutzen. Ab dem Zeitpunkt
des Hinzufu¨gens neuer Daten in die Basisdatenbank sind diese fu¨r den Nutzer des
Data-Warehouse-Systems verwendbar. Dieser Zeitpunkt wird daher, in Abgrenzung
zur
”
load time“ des Arbeitsbereiches, als
”
refresh time“ bezeichnet.
In der Praxis wird ha¨ufig auf die Basisdatenbank verzichtet und die Daten werden
stattdessen direkt in das Data-Warehouse geladen. Dies liegt zum einen in den Kos-
ten begru¨ndet, die durch diese zusa¨tzliche Datenschicht verursacht werden. Meist
sind die Gru¨nde jedoch organisatorischer Natur: Eine zentrale unternehmensweite
Datenbasis scheitert oft an der fehlenden Kommunikation und den widerstreitenden
Anforderungen beteiligter Fachbereiche sowie an der Frage, durch welchen Fachbe-
reich die Kosten zu finanzieren sind.
Data-Warehouse
Aufbauend auf der konsolidierten Basisdatenbank werden die Daten in einem wei-
teren Schritt in das Data-Warehouse u¨bernommen. Dieses ist speziell fu¨r Analyses-
zenarien konzipiert. Bei relationalen Datenbanken beginnt dies beim Entwurf durch
Verwendung eines Star- bzw. Snowflake-Schemas. Auf Instanzebene werden im Zu-
ge sogenannter redundanzbehafteter Optimierungen Daten vorverdichtet, komplexe
Kennzahlen vorberechnet und materialisiert. Des Weiteren implementieren die meis-
ten Datenbanksysteme spezielle Zugriffsstrukturen, z.B. Bitmap-Indexe, oder Ver-
bundoperationen, z.B. den Star-Join-Verbund, zur Unterstu¨tzung von Data-Ware-
house-Anfragen. Eine Erga¨nzung der Zugriffsstrukturen leistet die horizontale Par-
titionierung der Daten. Diese wird in Abha¨ngigkeit des Anfrageprofils meist fu¨r die
Faktentabelle umgesetzt.
Neben dem Analyseprozess wird auch das Laden der Daten in das Data-Warehouse
durch verschiedene Techniken unterstu¨tzt. Die Daten ko¨nnen fu¨r relationale Daten-
banken u¨ber eine SQL-Schnittstelle geladen werden oder, wenn große Datensa¨tze
mo¨glichst effizient eingebracht werden mu¨ssen, u¨ber den Einsatz sogenannter Mas-
senlader (engl. bulk loader). Die verbesserte Effizienz im Vergleich zum herko¨mm-
lichen Laden wird u¨ber die Deaktivierung bestimmter Datenbankfunktionen, wie
transaktionale Sicherheit und Konsistenzpru¨fung, erreicht.
Data-Marts
Data-Marts werden, wie auch schon das Data-Warehouse, ebenfalls fu¨r die Datenana-
lyse verwendet, bilden jedoch strukturell als auch inhaltlich nur eine Teilmenge des
unternehmensweiten Datenbestandes ab. Auch ist die Granularita¨t der Daten durch
Aggregationen verringert, was jedoch in einer verbesserten Anfrageperformanz im
Vergleich zum Data-Warehouse resultiert. Eine weitere Bereinigung oder Transfor-
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mation der Daten findet in der Regel nicht statt, so dass Anfrageergebnisse aus
dem Data-Warehouse und den Data-Marts, bei gleichem Aktualisierungsgrad, stets
konsistent zueinander sind. In der hier vorgestellen Referenzarchitektur werden die
Data-Marts intern durch das Data-Warehouse aktualisiert und aufgrund dieser In-
terdependenz als abha¨ngige Data-Marts bezeichnet. Den Gegensatz dazu bilden die
sogenannten unabha¨ngigen Data-Marts, die direkt u¨ber die Quellsysteme versorgt
werden. Der Vorteil dieses Typs liegt in der einfacheren, schnelleren und meist kos-
tengu¨nstigeren Erstellung, oft auch durch die Fachabteilungen selbst. Die Unabha¨n-
gigkeit zu anderen Systemen begu¨nstigt auch ein schnelles Laden bzw. Aktualisieren
dieser Data-Marts. Mit wachsender Anzahl solcher unabha¨ngigen Data-Marts wird es
jedoch zunehmend schwieriger, diese gegeneinander konsistent zu halten. Aufgrund
dessen und wegen der unterschiedlichen organisatorischen Verantwortungsbereiche
ist eine unternehmensweite Analysemo¨glichkeit mit unabha¨ngigen Data-Marts nicht
mo¨glich.
Im Hinblick auf die Skalierbarkeit der Anfrageverarbeitung mit steigenden Nutzer-
zahlen bildet ein einzelnes Data-Warehouse den Engpass eines Data-Warehouse-
Systems. Data-Marts verteilen den Data-Warehouse-Datenbestand und dienen somit
der Lastverteilung und -optimierung, mu¨ssen jedoch auch aktualisiert und gepflegt
werden.
Die Abgrenzung zwischen Data-Warehouse und Data-Mart ist in der Praxis nicht
immer klar gegeben, da Data-Warehouses nur selten eine unternehmensweite In-
tegration leisten und somit nur einen Ausschnitt abbilden. Die Anforderung der
Anwendungsneutralita¨t ist somit nicht erfu¨llt. Andererseits sind viele Systeme, trotz
der eingeschra¨nkten Datensicht, zu komplex, um noch von einem Data-Mart spre-
chen zu ko¨nnen. Die Referenzarchitektur als Leitbild fu¨r den Entwurf eines Data-
Warehouse-Systems bleibt gleichwohl gegenwa¨rtig, muss jedoch fu¨r den konkreten
Anwendungsfall variiert werden.
Operational Data Store
Das Data-Warehouse kann zur Verarbeitung von sehr aktuellen Informationen zu-
sa¨tzlich um sogenannte Operational Data Stores, kurz ODS, erweitert werden (siehe
Abbildung 3.1). Inmon beschreibt in [38] einen Operational Data Store als
”
eine
themenorientierte, integrierte, nicht dauerhafte detaillierte Sammlung von Daten,
um Organisationen mit aktuellen, betrieblichen, integrierten und gesamtheitlichen
Informationen zu unterstu¨tzen.“ Die Daten des Operational Data Store sind, im Ge-
gensatz zum Data-Warehouse, von feinerer Granularita¨t und zeigen stets nur ein
aktuelles Abbild, d.h. Analysen auf historischen Daten sind nicht mo¨glich. Die we-
sentliche Eigenschaft eines ODS besteht jedoch in den kurzen Aktualisierungszyklen.
Ein ODS unterstu¨tzt somit die zeitnahe Auswertung einfach strukturierter Anfra-
gen auf meist kleineren Datenbesta¨nden. Ein Beispiel hierfu¨r ist die Ermittlung der
letzten Kundenbestellung in einem Call-Center.
Neben dem parallelen und unabha¨ngigen Betrieb eines Operational Data Store kann
dessen Datenbestand a¨hnlich denen der Quellsysteme dem Data-Warehouse-System
29
3 Evolution der Data-Warehouse- Systeme und Anforderungsanalyse
zugefu¨hrt werden. Aus Projektsicht werden Operational Data Stores meist von den
Fachabteilungen selbst implementiert und verwaltet. Wie auch bei den unabha¨ngigen
Data Marts ko¨nnen aus solchen Projekten u¨ber die Zeit hinweg Data-Warehouse-
Systeme erwachsen.
Im Zuge der steigenden Echtzeitanforderungen an Data-Warehouse-Systeme bilden
Operational Data Stores einen mo¨glichen Lo¨sungsansatz, sind aber im Hinblick auf
den Umfang der Daten, die Anzahl integrierter Quellsystem und die Qualita¨t der
Datenaufbereitung stark beschra¨nkt und daher nur fu¨r sehr einfache Szenarien an-
wendbar.
Metadatenrepositorium
Das Metadatenrepositorium speichert Informationen zu allen vom Data-Warehouse
verwalteten Daten sowie prozessbezogene Informationen u¨ber die Datenverarbei-
tung. Das sichert zum einen die Nachvollziehbarkeit des Datenproduktionsprozesses
aus Sicht der Endanwender und zum anderen die effiziente Verwaltung des Systems
durch die Administratoren. Um eine durchga¨ngige Dokumentation des Gesamtsys-
tems zu gewa¨hrleisten, muss, wie in Abbildung 3.1 dargestellt, jede Komponente des
Data-Warehouse-Systems A¨nderungen mit dem Metadatenrepositorium synchroni-
sieren.
3.2 Situative Datenanalyse
Der Untersuchungsgegenstand dieser Arbeit besteht in der Bereitstellung von Echt-
zeitdaten im Kontext von Data-Warehouse-Systemen. Das Thema motiviert sich
aus der zunehmenden Forderung der Data-Warehouse-Anwender nach sowohl his-
torischen als auch hochaktuellen Daten fu¨r ihre Analysen. In diesem Zusammen-
hang wird ha¨ufig der Begriff der situativen Datenanalyse (engl. situational BI)
verwendet. Das Wesen der situativen Datenanalyse im Vergleich zu Echtzeit-Data-
Warehouse-Systemen besteht darin, dass die zu verwendenden Datenquellen dem
Data-Warehouse-Betreiber a priori nicht bekannt und ad hoc dem Nutzer zur Ver-
fu¨gung zu stellen sind. Die Anforderung nach der zeitnahen Integration neuer Da-
tenquellen stellt fu¨r die heutigen Data-Warehouse-Architekturen jedoch ein Problem
dar. Diese sind aufgrund der Forderungen nach hoher Datenqualita¨t und Konsistenz
relativ starr und du¨rfen nur innerhalb wohldefinierter Entwicklungszyklen vera¨ndert
werden.
Zur Unterstu¨tzung situativer Datenanalysen existieren diverse Methoden und Lo¨-
sungsansa¨tze sowohl auf organisatorischer als auch auf technischer Ebene. Im ersten
Fall ist dies die Verbesserung der Kommunikation zwischen IT (Dienstleister) und
Fachbereichen (Anwender) sowie des Projektmanagements (Abschnitt 3.2.1). Auf
technischer Ebene werden sogenannte Spreadmart-Lo¨sungen eingesetzt, die im Ab-
schnitt 3.2.2 diskutiert werden. Ein zweiter Lo¨sungsansatz basierend auf dienstorien-
tierten Architekturen und Mashups wird in Abschnitt 3.2.4 vorgestellt. In Abschnitt
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3.2.4 werden abschließend die Vor- und Nachteile der verschiedenen Ansa¨tze zusam-
mengefasst sowie deren Einfluss auf die Projektkosten der IT und der Fachbereiche
verglichen.
3.2.1 Interaktion zwischen IT und Fachbereich
Fu¨r den erfolgreichen Betrieb eines Data-Warehouse-Systems ist die Integration von
Fachbereichswissen unbedingt erforderlich. Nur die Fachbereiche sind in der Lage,
ihre inhaltlichen und operativen Anforderungen zu formulieren, die dann von der IT
umgesetzt werden mu¨ssen. Dieses Zusammenspiel zwischen IT und Fachbereich fu¨hrt
in der Praxis jedoch ha¨ufig zu Problemen und wird durch den Trend der situativen
Datenanalysen noch weiter versta¨rkt. Im Folgenden werden die Interaktionspunkte
zwischen der IT und den Fachbereichen betrachtet sowie Lo¨sungsansa¨tze zur Opti-
mierung von Arbeitsabla¨ufen im Data-Warehouse-Projektmanagement vorgestellt.
Prozess der Informationsbereitstellung
In Unternehmen sind die einzelnen Fachbereiche organisatorisch getrennt und wer-
den von einer zentralen IT-Abteilung im Sinne eines Dienstleisters versorgt. Im
Idealfall formulieren die Fachbereiche ihre Anforderungen an die IT-Abteilung in
Form von Projekten, die in einem gewissen Zeitrahmen umgesetzt werden. Sind die
Datenbeschaffungs- bzw. Entwicklungszyklen der IT-Abteilung zu langsam, fu¨hrt
dies oft zu Eigenentwicklungen der Fachbereiche ohne Beteiligung der IT. Diese
Eigenentwicklungen fo¨rdern das Entstehen sogenannter Daten-Silos, durch welche
unno¨tige Redundanz bezu¨glich der Datenspeicherung und den Lade- und Extrakti-
onsprozessen eingefu¨hrt wird.
Der gesamte Prozess der Informationsbereitstellung ist in Abbildung 3.2 dargestellt.
Der Informationsbedarf der Fachabteilung muss im ersten Schritt in Form einer Da-
tenanfrage spezifiziert werden. Die IT nimmt die Anfragen entgegen und pru¨ft diese
auf ihre strukturelle Plausibilita¨t. Herrschen Unklarheiten, mu¨ssen diese in Abstim-
mung mit dem Fachbereich gekla¨rt werden. Ist die Plausibilita¨tspru¨fung abgeschlos-
sen, wird die Verfu¨gbarkeit der angeforderten Informationen u¨berpru¨ft. Das Nicht-
vorhandensein der Informationen kann mehrere Ursachen haben: Zum einen ko¨nnen
abgeleitete Informationen fehlen, die entsprechend nachberechnet werden mu¨ssen.
Zum anderen kann die Ursache in fehlenden Basisinformationen liegen, so dass zu-
sa¨tzliche Extraktoren und Ladeprozesse definiert werden mu¨ssen. In beiden Fa¨llen ist
die Integration der Datenbeschaffung in die bestehenden Datenproduktionsprozes-
se erforderlich. Stehen die Daten bereit, so ko¨nnen diese von den Fachbereichen auf
Vollsta¨ndigkeit und U¨bereinstimmung mit den Anforderungen hin u¨berpru¨ft werden.
Besteht weiterer Informationsbedarf, so ist eine neue Datenanfrage zu formulieren.
Aus der Prozessbeschreibung wird ersichtlich, dass die Informationsbereitstellung
mitunter erheblichen Komplikationen und daraus resultierenden Verzo¨gerungen un-
terworfen ist. Im na¨chsten Abschnitt werden diese genauer beschrieben und Emp-
fehlungen abgeleitet, welcher Bereich welche Kompetenzen innehaben sollte.
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Abbildung 3.2: Prozess der Informationsbereitstellung nach [26]
Aufwandstreiber und Kompetenzverteilung
Die Interessen und Aufwa¨nde bei der Entwicklung neuer Data-Warehouse-Anwen-
dungen ko¨nnen aus zwei Blickwinkeln betrachtet werden. Aus Sicht der Fachbereiche
ist der Aufwandstreiber vor allem die sehr ausfu¨hrliche Spezifikation der umzuset-
zenden Fachlogik, die fu¨r eine korrekte Umsetzung durch die IT notwendig ist. Sind
die Spezifikationen unvollsta¨ndig oder inkonsistent, so resultiert dies in zusa¨tzlichen
Iterationsschritten, wodurch wiederum ein Mehraufwand erzeugt wird. Weitere Kos-
ten entstehen bei der Kontrolle der von der IT gelieferten Daten, um die fachliche
Richtigkeit zu garantieren. Sind die Fachbereichsanforderungen ha¨ufigen A¨nderun-
gen unterworfen, wie das bei situativen Analyseszenarien der Fall ist, multiplizieren
sich die Spezifikations- und Kontrollkosten.
Die IT als Betreiber eines Data-Warehouses ist als Dienstleister gegenu¨ber den Fach-
bereichen dazu verpflichtet, Daten und Dienste entsprechend definierter Dienstgu¨te-
vereinbarungen (engl. service-level agreements) bereitzustellen. A¨nderungsanforde-
rungen sind daher systematisch, anhand standardisierter Vorgehensmodelle umzu-
setzen. Insbesondere du¨rfen bereits vorhandene Daten nicht gea¨ndert und bestehende
Datenproduktionsprozesse nicht u¨ber die Dienstgu¨tevereinbarung hinaus verzo¨gert
werden. Des Weiteren ist die IT bestrebt, das Data-Warehouse kosteneffizient zu
betreiben und dementsprechend automatisierte Prozesse einzusetzen. Der Entwick-
lungsaufwand zur Automatisierung von Datenproduktionsprozessen steht ebenfalls
im Konflikt mit der situativen Datenanalyse.
Zur Umsetzung kurzfristiger Datenanforderungen ist die IT bzw. die Kommunikati-
on zwischen IT und Fachbereichen zu starr organisiert. Stattdessen muss von Fall zu
Fall abgewa¨gt werden, in welcher Einheit welche Kompetenz anzusiedeln ist. Diese
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Entscheidung kann unter Zuhilfenahme der folgenden vier Kriterien getroffen wer-
den:
• A¨nderungsha¨ufigkeit der Fachbereichsanforderungen
• Automatisierbarkeit der Prozesse bzw. Grad der Interaktion mit den Fachbe-
reichen
• Allgemeingu¨ltigkeit der Daten und Prozesse (fu¨r eine Menge von Fachberei-
chen)
• Juristische Gewa¨hrleistung hinsichtlich des Betriebs und der Datenqualita¨t.
In Abha¨ngigkeit von der Gewichtung dieser Kriterien sind die Kompetenzen zur
Datenextraktion, -integration und -verwaltung, zur Informationsgewinnung und zum
Informationszugriff entsprechend auf die IT und die Fachbereiche zu verteilen.
Kompetenzzentren Neben der optimalen Verteilung der Verantwortlichkeiten auf
IT und Fachbereiche, muss des Weiteren die Kommunikation zwischen den beiden
Organisationseinheiten verbessert werden. Zu diesem Zweck wurde in [77] erstmals
die Einrichtung sogenannter Kompetenzzentren (engl. BI competence center, kurz
BICC) als Verbindungsglied zwischen der IT und den Fachbereichen vorgeschla-
gen. Diese sind durch Mitarbeiter sowohl der IT als auch aller Fachbereiche besetzt
und formulieren die BI-Strategie einer Organisation. Dies umfasst insbesondere die
proaktive Bereitstellung von Daten bzw. die Schaffung notwendiger Infrastrukturen.
Das Kompetenzzentrum ist Ansprechpartner fu¨r die Fachbereiche bei der Informa-
tionsbeschaffung und wacht u¨ber die Einhaltung von Prozessstandards.
Der Prozess der Informationsbeschaffung wird durch die Einrichtung eines Kompe-
tenzzentrums wesentlich beschleunigt, da die Kommunikation verbessert wird und
der Informationsbedarf strategisch und vorausschauend bestimmt werden kann. Fu¨r
die situative Datenanalyse ist das Kompetenzzentrum daher ein wichtiger Erfolgs-
faktor.
3.2.2 Spreadmart-Lo¨sungen
Ist der Prozess der Informationsbereitstellung aus Fachbereichssicht zu langwierig,
um situative Datenanalysen zu unterstu¨tzen bzw. zu kostenintensiv, so resultiert dies
in Eigenlo¨sungen der Fachbereiche, die in der Literatur als Spreadmarts bezeichnet
werden. Diese wurden in einer Studie des TDWI [22] aus dem Jahr 2008 wie folgt
definiert:
”
A spreadmart is a reporting or analysis system running on a desktop database (e.g.,
spreadsheet, Access database, or dashboard) that is created and maintained by an in-
dividual or group that performs all the tasks normally done by a data mart or data
warehouse, such as extracting, transforming, and formatting data as well as defining
metrics, submitting queries, and formatting and publishing reports to others. Also
known as data shadow systems, human data warehouses, or IT shadow systems.“
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Diese Spreadmart-Lo¨sungen bergen jedoch hohe Risiken. Insbesondere kann die Qua-
lita¨t und Konsistenz der mit Spreadmarts erstellten Analysen nicht gewa¨hrleistet
werden. Verschiedene Fachbereiche verwenden unterschiedliche Kalenderdefinitio-
nen, Namenskonventionen und Berechnungen fu¨r ihre Datenanalysen, was zu inkon-
sistenten Sichten auf die Daten fu¨hrt. Durch die Nichtbeachtung von IT-Standards
sind die durch Spreadmarts bereitgestellten Daten weniger verla¨sslich. Diese Fehler
potenzieren sich bei der Erzeugung von Spreadmarts durch Ableitung von bestehen-
den Spreadmarts. Des Weiteren liegt die Datenintegration und -aufbereitung nicht
im Aufgabenbereich der Gescha¨ftsanalysten, wodurch den Fachbereichen Arbeitszeit
verloren geht und Zusatzkosten entstehen. In [22] wurde erhoben, dass Gescha¨fts-
analysten 40% ihrer Zeit lediglich auf die Erstellung von Spreadmarts verwenden.
Trotz der genannten Risiken werden Spreadmarts in u¨ber 90% aller Organisationen
eingesetzt [22]. Einer der Gru¨nde, die Verzo¨gerung bei der Informationsbeschaffung,
wurde bereits in Abschnitt 3.2.1 genannt. Weitere Ursachen, die in der Studie des
TDWI [22] als besonders relevant identifiziert werden konnten, sind der hohe Grad
an Autonomie, die niedrigeren Kosten, das Bedu¨rfnis Interessen zu schu¨tzen und das
Fehlen geeigneter Analysewerkzeuge seitens der IT. Spreadmart-Lo¨sungen haben so-
mit ihre Daseinsberechtigung, sollten jedoch nicht zur Speicherung und Verwaltung
zentraler Unternehmensdaten eingesetzt werden, sondern sich stattdessen auf die
Datenanalyse und Entscheidungsunterstu¨tzung beschra¨nken. Im Rahmen von Kom-
petenzzentren sind die bestehenden Spreadmarts zu sichten und anhand dieser die
Bedu¨rfnisse der Fachbereiche zu analysieren. Die so ermittelten Transformationen
und Gescha¨ftsregeln mu¨ssen anschließend in die Datenproduktion integriert werden.
Spreadmart-Werkzeuge
Einer der wesentlichen Gru¨nde fu¨r die geringen Kosten der Spreadmart-Lo¨sungen
sind die Werkzeuge, die zu deren Erstellung verwendet werden. Die drei am ha¨ufigs-
ten genutzten Werkzeuge sind nach [22] Microsoft Excel (mit 41%), Microsoft Access
(mit 11%) und Microsoft Powerpoint (mit 9%), die auf den meisten Bu¨rocomputern
zu finden sind und daher keine Zusatzkosten verursachen. Die Ma¨chtigkeit dieser
drei Werkzeuge ist jedoch beschra¨nkt. Fu¨r gro¨ßere Datenvolumen existieren daher
hauptspeicherbasierte Analysewerkzeuge, wie zum Beispiel IBM Cognos TM1 [99],
QlikTech Qlikview [QlikView], Tableau Desktop [Tableau], Panoratio PANOSight
[PANOsight], Comma Soft Infonea Cube [Infonea], HumanIT InfoZoom [InfoZoom]
und PivotLink [PivotLink], mit denen mehrere Gigabyte große Datensa¨tze auf her-
ko¨mmlichen Desktoprechnern analysiert werden ko¨nnen. Besonderes Augenmerk ist
auf das 2010 erscheinende Microsoft PowerPivot fu¨r Excel 2010 [PowerPivot] (Pro-
jektname
”
Gemini“) zu richten. PowerPivot integriert hauptspeicherbasierte Analy-
semethoden in Excel und ermo¨glicht es den Nutzern, in ihrer gewohnten Tabellenkal-
kulationsumgebung Daten zu integrieren, zu bereinigen, zu analysieren und Berichte
zu erstellen. Unter Beru¨cksichtigung der allgemeinen Verfu¨gbarkeit von Excel in Un-
ternehmen und des bereits verbreiteten Know-how zu Excel, besteht die Gefahr, dass
die Anzahl der Spreadmart-Lo¨sungen in Zukunft weiter steigen wird.
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3.2.3 Analytische Mashups und dienstorientierte Architekturen
Der isolierte Betrieb von Spreadmart-Lo¨sungen ist im Sinne einer unternehmens-
weiten BI-Strategie kontraproduktiv. Wichtige Analyseergebnisse und Erkenntnisse
bleiben den Betreibern der Spreadmarts vorenthalten, wodurch zum einen wertvolles
Wissen ungenutzt bleibt und zum anderen vielfach redundante Analysearbeit ver-
richtet wird. Kompetenzzentren ko¨nnen zum Teil Abhilfe schaffen, jedoch schra¨nkt
die Fu¨lle der verschiedenen Spreadmart-Werkzeuge sowie die mangelnde Schnittstel-
lenkompatibilita¨t die Wiederverwendbarkeit von Informationen ein.
Der Aspekt der Verteilung von Daten und Mitarbeiterkompetenzen fu¨hrt zu dem
Ansatz, das Data-Warehouse-Konzept und dienstorientierte Architekturen (engl.
service-oriented architecture, kurz SOA) miteinander zu verknu¨pfen. Die grundlegen-
de Idee ist dabei, die Data-Warehouse-Daten als Dienste bereitzustellen, die durch
die Fachbereiche frei kombinierbar sind, und die resultierenden Analyseergebnisse
ebenfalls wieder als Dienste zur Verfu¨gung zu stellen. Als Mittel zur Kompositi-
on von Diensten hat sich in den letzten Jahren das Mashup-Konzept durchgesetzt.
Die Verwendung von Mashups und dienstorientierten Architekturen zur Entwicklung
von BI-Lo¨sungen ist Inhalt der folgenden Abschnitte. Insbesondere wird anhand ei-
ner Diskussion aktueller Enwicklungen und Trends der Mehrwert dieses Ansatzes
gegenu¨ber Spreadmart-basierten Lo¨sungen herausgestellt.
Treiber der Entwicklung hin zu Mashup-basierten Lo¨sungen
Mashups haben zum Ziel, bestehende Daten und Dienste aus verschiedensten Quel-
len miteinander zu verbinden und dadurch neue Inhalte zu generieren. Der Erfolg des
Mashup-Ansatzes ist somit maßgeblich an die Verfu¨gbarkeit von Daten und Diensten
geknu¨pft. Dabei sind fu¨r die Mashup-Datenanalyse nicht nur unternehmensinterne
Informationen relevant sondern vor allem auch externe Inhalte. An dieser Stelle
wirken zwei Entwicklungen der letzten Jahre als Treiber hin zu Mashup-basierten
Lo¨sungen: Zum einen ist dies die zunehmende O¨ffnung von Datenbesta¨nden durch
Beho¨rden und Unternehmen. Die US-Internetseite data.gov etwa stellt bereits heute
Daten von u¨ber 100 Beho¨rden frei zur Verfu¨gung. Dies sind zum Beispiel demogra-
phische Informationen, Wetter- und Klimastatistiken, geologische Daten usw. Der
Trend hin zur O¨ffnung von Datenbesta¨nden wird durch Regierungsinitiativen (Open
Government) wie zum Beispiel E-Government 2.0 [101] in Deutschland sowie auf
europa¨ischer Ebene die Initiative i2010 [i2010] bewusst vorangetrieben. Auf Seiten
der Unternehmen gibt es ebenfalls das Bestreben, Inhalte o¨ffentlich zuga¨nglich zu
machen, um in Kombination mit anderen Diensten einen Mehrwert zu generieren.
Hier sei nur die von Google entwickelte OpenSocial-API [OpenSocial] genannt, wel-
che Programmierschnittstellen fu¨r Funktionen und Inhalte sozialer Netzwerke zur
Verfu¨gung stellt.
Die andere Entwicklung sind die im Zuge von Web 2.0 entstandenen Webdienste
und Mashups selbst, die beste Voraussetzungen zur computergestu¨tzten Entschei-
dungsunterstu¨tzung bieten. Die Umsetzung komplexer Berechnungen, Visualisierun-
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gen oder semantischer Analysen von Dokumenten muss nicht mehr selbst implemen-
tiert, sondern kann durch einfache Dienstaufrufe in die Datenanalyse integriert wer-
den. Das auf der Software Mathematica basierende WolframAlpha [WolframAlpha]
etwa bietet Dienste zur Berechnung mathematischer Ausdru¨cke und zur Darstel-
lung von Informationen. Der von Thomsen Reuters entwickelte Dienst OpenCalais
[OpenCalais] nimmt unstrukturierte Dokumente entgegen und extrahiert Entita¨ten
(Personen, Organisationen, Produkte, usw.), Fakten und Ereignisse und fu¨gt diese
in Form von Metadaten den Dokumenten an. Zusa¨tzlich werden durch Zuru¨ckgreifen
auf eine Wissensbasis Assoziationen zu anderen Dokumenten hergestellt. Dadurch
ko¨nnen Dokumente in eine strukturierte Form u¨berfu¨hrt und fu¨r weitere Datenanaly-
sen verwendet werden. Zur Visualisierung von Analyseergebnissen stehen zahlreiche
Dienste bereit, wie zum Beispiel IBM Manyeyes [ManyEyes], Swivel [Swivel], Track-
n-Graph [TracknGraph], iCharts [iCharts] oder Mycrocosm [Mycrocosm].
Studien In einem Treffen von Analysten der Marktforschungsgruppe Gartner im
Januar 2009 [58] wurden folgende Feststellungen bzw. Vorhersagen getroffen:
• Bis 2010 werden 20% aller Organisationen industriespezifische Analyseanwen-
dungen via
”
Software as a Service“ (SAAS) standardma¨ßig in ihr BI-Portfolio
integriert haben.
• 2009 wird sich die kollaborative Entscheidungsfindung als neue Produktkate-
gorie etablieren und soziale Software mit BI-Plattformfunktionalita¨t kombinie-
ren.
• Bis 2012 werden ein Drittel aller auf Gescha¨ftsprozessen angewendeten Ana-
lyseanwendungen in Form von Mashups publiziert.
Dies unterstreicht nochmals die Bedeutung von Mashup-Technologien im Data-
Warehouse- und BI-Umfeld und verweist auf eine weitere Facette der BI-Anwen-
dungen: Wa¨hrend bisher Datenanalyseapplikationen von einzelnen Analysten entwi-
ckelt und betrieben wurden (siehe Abschnitt 3.2.2), wird dies in Zukunft kollaborativ
geschehen. Dienstorientierte Architekturen und Mashups bieten dafu¨r gute Voraus-
setzungen.
Analytische Mashups
Mashups repra¨sentieren eine Gattung interaktiver Webanwendungen, die bestehende
Inhalte und Dienste kombinieren, um neue und innovative Dienste anzubieten. Ein
typisches Beispiel ist die Verknu¨pfung von Nachrichtenmeldungen mit Google Maps,
um dem Rezipienten zusa¨tzliche Informationen zum Ort des Geschehens liefern zu
ko¨nnen. Dieser Ansatz kann weiterentwickelt und in der Form sogenannter Analytical
Mashups zur Datenintegration und -analyse verwendet werden.
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Abgrenzung zu ETL Die zur klassischen Datenintegration verwendeten ETL-Pro-
zesse (Extraktion, Transformation, Laden) werden jedoch durch analytische Mas-
hups nicht abgelo¨st. Wa¨hrend ETL die skalierbare Integration von Massendaten
fu¨r langlebige Anwendungen adressiert, fokussiert der Ansatz der analytischen Mas-
hups die situative Datenanalyse. Aufgrund der eingeschra¨nkten Datenmenge sowie
in Anbetracht der zeitlichen Flu¨chtigkeit situativer Analysen, spielen nichtfunktio-
nale Aspekte wie die Leistung und Skalierbarkeit fu¨r analytische Mashups nur eine
untergeordnete Rolle. Auch sind die Anforderungen an die Qualita¨t der Mashup-
Daten im Allgemeinen geringer.
Das dreistufige ETL-Vorgehensmodell, bestehend aus der Extraktion, der Transfor-
mation und dem Laden der Daten, ist grundsa¨tzlich auf den Mashup-Ansatz u¨ber-
tragbar. Im Kontext von Mashups werden diese Stufen mit Fetch, Shape und Pick
bezeichnet. Der Fetch-Schritt beschreibt das Abgreifen der Daten unter Verwendung
interner oder externer Dienste, wofu¨r im Vergleich zum ETL keine komplexe Extrak-
tionslogik no¨tig ist. Der Begriff Shape beschreibt eine Abschwa¨chung des Transfor-
mationsprozesses, da aufwendige Bereinigungsschritte nicht notwendig sind und die
Transformation in ein Data-Warehouse-Schema entfa¨llt. Es sind keine komplexen
Ladeprozeduren notwendig, sondern der Nutzer kann direkt die Daten verwenden
(Pick), statt sie in Zieldatenbanken abzulegen. Zusammenfassend la¨sst sich sagen,
dass ETL der IT-getriebene Ansatz zur Datenintegration ist, wohingegen analytische
Mashups fachbereichsgetrieben sind.
Mashup-Beschreibungssprache EMML Die Open Mashup Alliance [OMA] (OMA)
ist ein Konsortium bestehend aus Technologieunternehmen wie Adobe Systems,
Hewlett-Packard und Intel sowie Technologieanwendern wie der Bank of Ameri-
ca und Capgemini, mit der Zielsetzung, die Interoperabilita¨t von Mashups zu ver-
bessern und im Zuge dessen eine Mashupbeschreibungssprache zu entwickeln. Das
Ergebnis ist die Enterprise Mashup Markup Language, kurz EMML, eine XML-
basierte Beschreibungssprache zur Verarbeitung und Kombination von Datenquellen
verschiedenster Formate wie XML, JSON oder JDBC. EMML unterstu¨tzt eine Rei-
he von Datenoperationen wie das Filtern, Sortieren, Verbundoperationen heteroge-
ner Dienste und Datenformate, Gruppieren und Aggregrieren sowie die Annotation
um zusa¨tzliche Semantik. Die Ausfu¨hrungslogik kann durch Verwendung von Be-
dingungen, Schleifen und parallelen Aufrufen strukturiert werden. Zur Erweiterung
der Logik ko¨nnen Skripte verschiedener Sprachen wie JavaScript, JRuby, Groovy
oder XQuery in EMML eingebettet werden. Des Weiteren unterstu¨tzt EMML das
Parsen von HTML-Seiten, um so neue Datenquellen zu erschließen. Eine EMML-
Referenzimplementierung steht unter [OMA] zur Verfu¨gung.
Mashup-Entwicklungsplattform Die EMML bietet gute Voraussetzungen fu¨r eine
Mashup-Entwicklungsplattform. Diese muss zur Unterstu¨tzung situativer Datenana-
lysen einer Reihe von Anforderungen genu¨gen, von denen nur die wichtigsten genannt
werden:
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• Suche von Datenquellen und Diensten: vorhandene Daten, sogenannte Mas-
hables, und Dienste mu¨ssen zentral registriert werden, um so die Wiederver-
wendbarkeit zu erho¨hen und Redundanz zu vermeiden
• Kollaborative Entwicklung: Nutzern muss es mo¨glich sein, Mashups individu-
ellen Bedu¨rfnissen anzupassen und weiterzuentwickeln; das gemeinsame Arbei-
ten mehrerer Nutzer muss unterstu¨tzt werden (Mehrbenutzerbetrieb, Versio-
nierung)
• Optimierte Verarbeitung: die Mashupausfu¨hrung, unter dem Aspekt der Da-
tenverteilung und der verteilten Ausfu¨hrung, ist zu optimieren; dies schließt
insbesondere eine effiziente Abbildung auf die IT-Infrastruktur ein.
Die Rolle von SOA in der Mashup-Entwicklung Der Begriff SOA beschreibt ein
Konzept zur Ausrichtung der IT-Landschaft eines Unternehmens an seinen Ge-
scha¨ftsprozessen. Dies wird durch die Bereitstellung lose gekoppelter, atomarer Diens-
te erreicht, die flexibel miteinander kombinierbar sind. Aus technischer Sicht kann
SOA mittels jeder beliebigen dienstbasierten Architektur umgesetzt werden. In der
Praxis haben sich jedoch die drei Standards SOAP, WSDL und UDDI durchgesetzt:
hierbei dient SOAP als Kommunikationsprotokoll zwischen Diensten, WSDL ist eine
Sprache zur Schnittstellenbeschreibung der Dienste und UDDI ist der Verzeichnis-
dienst zur Registrierung und Lokalisierung von Diensten.
U¨bertragen auf die Vision einer Mashup-Entwicklungsplattform sind die Daten eines
Data-Warehouses als Datendienst bereitzustellen und ko¨nnen dann von Anwendern
dieser Plattform fu¨r die Datenanalyse verwendet werden. Diese Art der Nutzung un-
terscheidet sich signifikant von der klassischen Nutzungsweise der Data-Warehouse-
Daten. Die Mehrheit der Nutzer eines Data-Warehouses bekommt lediglich vorbe-
rechnete Berichte in verschiedenen Dateiformaten bereitgestellt. Nur einer Minder-
heit ist der direkte Zugriff auf das Data-Warehouse bzw. die Data-Marts gestattet.
Die Datennutzung in Form von Diensten durch eine große und weitestgehend unbe-
kannte Anwendergruppe fu¨hrt zu den folgenden Problemen:
• Optimierung: Durch das willku¨rliche und nicht vorhersagbare Anfrageverhal-
ten ist eine zielgerichtete Optimierung des Data-Warehouses kaum mo¨glich.
• Fehlerhafte Datennutzung: Im Gegensatz zum klassischen Datenbanknutzer,
der mit dem Datenschema und den Daten selbst vertraut ist, ko¨nnen exter-
ne Nutzer das Datenmodell falsch interpretieren und die Daten falsch oder
inada¨quat nutzen.
• Wartbarkeit: A¨nderungen am Datenbankschema ko¨nnen unerwartete Auswir-
kungen auf daru¨berliegende Anwendungen haben.


















































































































































Abbildung 3.3: Integration der Mashup-Plattform in eine DWH-Architektur
Eine pragmatische Lo¨sung, die diese Probleme adressiert, jedoch mit dem Gedanken
der situativen Datenanalyse in Konflikt steht, besteht darin, nur vordefinierte An-
fragen als Dienste zu kapseln und bereitzustellen. Der Aspekt der Wartbarkeit stellt
fu¨r kurzlebige Analysen kein Problem dar. Nur wenn gegen die Philosophie der si-
tuativen Datenanalyse verstoßen wird und Mashups fu¨r langfristige Analyseprojekte
verwendet werden, ist deren Wartung zu beru¨cksichtigen.
Organisatorische Einordnung einer Mashup-Plattform Eine Data-Warehouse-Ar-
chitektur, die eine Mashup-Plattform integriert sowie eine organisatorische Trennung
in IT, Fachbereiche und Kompetenzzentrum vollzieht, ist in Abbildung 3.3 skizziert.
Die Verantwortung der IT liegt in der technischen Bereitstellung der gesamten Infra-
struktur des Data-Warehouses und der Mashup-Plattform. Hinsichtlich der Datenbe-
reitstellung zeichnet die IT fu¨r das Data-Warehouse sowie die weitestgehend anwen-
dungsneutralen IT-Data-Marts zusta¨ndig. Die anwendungsspezifischen Fachbereich-
Data-Marts werden durch ein Kompetenzzentrum, bestehend aus IT- und Fachbe-
reichsmitarbeitern (siehe Abschnitt 3.2.1), definiert. Die Fachbereiche werden fu¨r
strategische Analysen weiterhin mit vordefinierten Berichten oder Cubes versorgt
(nicht dargestellt in Abbildung 3.3). Besteht in den Fachbereichen der Bedarf nach
situativen Datenanalysen, wird dies mittels der Mashup-Entwicklungsplattform um-
gesetzt. Die dazu verwendeten internen Datendienste werden von der IT und dem
Kompetenzzentrum bereitgestellt. Die IT als Betreiber der Mashup-Plattform kann
unter Absprache mit dem Kompetenzzentrum besonders ha¨ufig verwandte Mashups
oder Mashup-Teile in den regula¨ren Datenproduktionsprozess u¨berfu¨hren.
Die Nutzer der Mashup-Plattform mu¨ssen sich daru¨ber bewusst sein, dass die Zusi-
cherung zur Datenkonsistenz (strukturelle Zusicherungen) und zum operativen Be-
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trieb (operative Zusicherungen in Abbildung 3.3) mit zunehmendem Einfluss der
Fachbereiche und abnehmendem Einfluss der IT sinkt.
3.2.4 Werkzeuge und Methoden im Kostenvergleich
Die in diesem Abschnitt beschriebenen Konzepte und Lo¨sungen zur Umsetzung si-
tuativer Datenanalysen werden abschließend in einem Kostenvergleich evaluiert. Zu
diesem Zweck sind in Abbildung 3.4 die Kosten der Umsetzung einer Datenana-
lyseanwendung in Abha¨ngigkeit von der Dynamik der Anforderungen skizziert. In
einer statischen Umgebung sind die Entwicklungskosten fu¨r eine IT stets geringer als
fu¨r die Fachbereiche ohne die entsprechenden Kompetenzen. Dieser Vorteil schwin-
det jedoch mit zunehmender Dynamik der Anforderungen, bis schießlich ein Punkt
erreicht wird, an dem der Fachbereich selbst die Anwendung gu¨nstiger entwickeln
kann. Es ist zu beachten, dass dieser Punkt aus subjektiver Sicht des Fachbereichs
schon fru¨her erreicht werden kann.
Neben dem kosteneffizienten Betrieb ist es das Ziel einer IT-Abteilung, ihre Diens-
te wesentlich gu¨nstiger anzubieten als es den Fachbereichen mo¨glich wa¨re, d.h. den
Schnittpunkt in Abbildung 3.4 zu senken. Dies ist seitens der IT zum einen durch
die Verscha¨rfung von Prozessstandards zu erreichen, die bei Eigenentwicklungen be-
ru¨cksichtigt werden mu¨ssen. Ein Beispiel dafu¨r ist die Verpflichtung zur Abschaltung
von Spreadmarts. Ho¨here IT-Standards sind jedoch aus gesamtunternehmerischer
Sicht nicht das beste Mittel. Stattdessen muss die IT bei der Umsetzung von Ana-
lysenanwendungen auch unter schnell vera¨nderlichen Anforderungen kostengu¨nstig
operieren. Die Organisationsform der Kompetenzzentren zur Verbesserung der Kom-
munikation zwischen Fachbereichen und IT (siehe Abschnitt 3.2.1) bildet hierzu
einen Beitrag. Auch die Verku¨rzung und Optimierung von Entwicklungsprozessen
durch Anwendung der Methoden der agilen Softwareentwicklung, wie zum Beispiel
das Scrum-Vorgehensmodell, ko¨nnen die IT-Kosten senken. Die Kosten auf Seiten
der Fachbereiche werden jedoch durch zunehmende Verbesserung der Werkzeugun-
terstu¨tzung (siehe Spreadmart-Werkzeuge in Abschnitt 3.2.2) ebenfalls gesenkt und
stehen somit in Konkurrenz zu den IT-Entwicklungen. Die Umsetzung von Daten-
analyseprojekten durch die Anwendung von Mashup-Technologien ist hinsichtlich
der Kosten neutral zu bewerten, da sie sowohl auf IT- als auch Fachbereichsseite zur
Optimierung von Abla¨ufen beitra¨gt.
3.3 Evolution der Data-Warehouse-Systeme
Die in Abschnitt 3.1 erarbeitete Definition des klassischen Data-Warehouse-Begriffs
hat trotz den Entwicklungen in diesem Bereich nach wie vor ihre Gu¨ltigkeit. Jedoch
erfordert ein zunehmend breiteres Spektrum an Data-Warehouse-Anwendungen und
Nutzern eine Erweiterung des Begriffs um zusa¨tzliche Facetten. Das Ziel dieses Ka-
pitels besteht darin, diese Vera¨nderungen zu motivieren und zu beschreiben, um in
Abschnitt 3.5 die Anforderungen an ein Data-Warehouse-System um den Aspekt der
Echtzeit zu erweitern.
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Abbildung 3.4: Kosten der Realisierung durch IT und Fachbereich in Abha¨ngigkeit
zur A¨nderungsdynamik
3.3.1 Nutzung von Data-Warehouse-Systemen
Das Konzept der Data-Warehouse-Systeme ist fu¨r eine Vielzahl von Einsatzberei-
chen nutz- und anwendbar. Initial jedoch werden Data-Warehouse-Projekte fu¨r sehr
konkrete Anwendungsbereiche geplant und umgesetzt. Erst mit zunehmender Nut-
zungsdauer und wachsender Nutzerakzeptanz wa¨chst die Zahl der Anwendungen,
wodurch die Anforderungen an das System und die Data-Warehouse-Architekten zu-
nehmen. Die im Folgenden skizzierte Evolution der Data-Warehouse-Anwendungen
ist sowohl im Kleinen, innerhalb spezifischer Data-Warehouse-Projekte, als auch im
Großen, als generelle historische Entwicklung der letzten Jahre, beobachtbar.
Art der Anwendungen
Zuna¨chst wird der vierstufige Entwicklungsverlauf der Data-Warehouse-Anwendung-
en beschrieben (siehe Abbildung 3.5). In der ersten Stufe einer Data-Warehouse-
Instal- lation werden diese vorwiegend fu¨r die Berichtsproduktion verwendet. Sie
werden einmalig definiert und dann in bestimmten Berichtszyklen neu berechnet.
Charakteristisch fu¨r diese Art der Anwendung sind die bereits a priori bekannten
Anfragen sowie die festgelegten Zeitpunkte, zu denen die Berichte erzeugt werden
mu¨ssen. Aufgrund des starren Verarbeitungsmusters wird dieses Vorgehen auch als
Batch-Verarbeitung bezeichnet. Fu¨r diese Art der Anwendung lassen Datenbanken
sich sehr spezifisch optimieren, z.B. durch Materialisierung von Summendaten.
In der na¨chsten Anwendungsstufe kommen zusa¨tzliche Fragestellungen hinzu. Neben
der reinen Repra¨sentation von Fakten wird daru¨ber hinaus die Analyse der Ursa-
chen untersucht. Ausgehend von grobgranularen Fakten kann der Nutzer, z.B. durch
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Berichtsproduktion Analyse Vorhersage Operationalisierung












Batch Adhoc Analytics Aktualisierungen
.
Stufe 1 Stufe 2 Stufe 3 Stufe 4
Abbildung 3.5: Die vier Stufen der Nutzung eines Data-Warehouse-Systems (nach
[12])
Drill-down-Navigation, die Informationen immer weiter verfeinern. Die Anfragemus-
ter sind somit nicht mehr statisch, wie in Stufe 1, sondern durch die notwendige Inter-
aktivita¨t sehr dynamisch und nicht vorhersagbar. Diese interaktiven Nutzeranfragen
werden als Ad-hoc-Anfragen bezeichnet. Der Zeitpunkt, zu dem diese Anfragen an
das System gestellt werden, ist nicht vorhersagbar, was bei hoher Nebenla¨ufigkeit





warum“ von Abla¨ufen in der Vergangen-
heit beantworten ko¨nnen, ist in der na¨chsten Anwendungsstufe die Vorhersage von
zuku¨nftigen Entwicklungen von Interesse. Um Vorhersagemodelle realisieren zu ko¨n-
nen, ist aufbauend auf dem Data-Warehouse-System der Einsatz von Data-Mining-
Software notwendig. Durch die Komplexita¨t der Data-Mining-Software ist deren An-
wenderkreis sehr beschra¨nkt. Dessen ungeachtet ist der Ressourcenverbrauch dieser
Anwendung, aufgrund der Datenintensivita¨t der Vorhersagealgorithmen, sehr hoch.
Des Weiteren wird die Parametrierung der Vorhersagemodelle zunehmend verein-
facht, bis hin zu parameterfreien Algorithmen, so dass sich der Anwenderkreis noch
vergro¨ßern wird.
Die bisherigen Anwendungen haben vor allem die langfristige bzw. strategische Ent-
scheidungsfindung unterstu¨tzt. Das Data-Warehouse-System wurde dazu turnusma¨-
ßig, auf Wochen- oder Monatsbasis, beladen. Zur Unterstu¨tzung der ta¨glichen Ge-
scha¨ftsprozesse und -vorga¨nge, der sogenannten operativen Entscheidungsfindung,
ist die dadurch erreichte Datenaktualita¨t nicht ausreichend. Im Idealfall werden A¨n-
derungen sofort propagiert, so dass ein stetiger Strom von Aktualisierungen, zu-
sa¨tzlich zu dem heterogenen Anfrageworkload, das System belastet. Eine weitere
Steigerung der operativen Entscheidungsfindung bilden die Active Data Warehou-
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ses. Diese automatisieren den Entscheidungsprozess, so dass die Latenzzeit, die durch
menschliche Interaktion entsteht, entfa¨llt.
Die vorgestellten Anwendungsbereiche ersetzen einander nicht, sondern werden in
Koexistenz zueinander betrieben. So besteht der Workload in Anwendungsstufe 4
weiterhin zu einem signifikanten Anteil aus Batch-Anfragen zur Berichtsproduktion
sowie aus analytischen Anfragen. Aufgrund der Verschiedenheit der Anwendungen
und der Heterogenita¨t der Nutzergruppen sieht sich ein Data-Warehouse-System
somit einer Reihe von Dienstgu¨teanforderungen (engl. service level) gegenu¨ber.
Klassifizierung der Entscheidungsebenen
Die skizzierten Anwendungen unterstu¨tzen Gescha¨ftsprozesse innerhalb verschiede-
ner Entscheidungsebenen. Diese lassen sich in eine strategische, eine taktische und
eine operative Ebene klassifizieren, deren Charakteristika im Folgenden beschrieben
werden (siehe Abbildung 3.6).
Prima¨r unterscheiden sich die drei Ebenen in dem Zeithorizont, u¨ber den die Ent-
scheidung wirkt, sowie in der Art bzw. dem Bezug der Entscheidung. Strategische
Entscheidungen beziehen sich auf die Definition und das Erreichen von Zielen und
sind somit sehr langfristig orientiert. Im Unterschied dazu beziehen sich operative
Entscheidungen auf einzelne Prozesse und sind nur innerhalb eines kurzen Zeitrau-
mes von Relevanz. Dies sei an einem Beispiel dargestellt: die Entscheidung u¨ber
die Vergabe eines Kredits mit einer Laufzeit von 20 Jahren fa¨llt sehr langfristig
aus, stellt jedoch fu¨r die betreffende Bank lediglich eine operative Entscheidung
dar. Die Betrachtung des Zeithorizonts ist somit nicht ausreichend zur Differenzie-
rung der Entscheidungsebenen. Durch Hinzunahme der Art der Entscheidung bzw.
des Wirkungsbereiches wird die Trennung jedoch klarer. Die Vergabe eines Kredits
hat keinen Einfluss auf die Unternehmenspolitik bzw. deren Zielsetzung, sondern
wirkt lediglich auf den Einzelfall im operativen Gescha¨ft. Im Gegensatz dazu ist die
Festlegung der Produkt- bzw. Distributionspolitik eines Unternehmens sowohl vom
Zeithorizont als auch vom Wirkungsbereich her eine strategische Entscheidung. Zwi-
schen diesen beiden Ebenen befindet sich die taktische Entscheidungsebene, die sich
vor allem mit der Kontrolle und Umsetzung von Unternehmenszielen befasst und
somit mittelfristig wirkt. Darunter fa¨llt zum Beispiel die Kontrolle der Preisentwick-
lung und die Anpassung der Preisgestaltung, um etwa eine bestimme Produktpolitik
erfolgreich umzusetzen.
Die verschiedenen Entscheidungsebenen bedu¨rfen unterschiedlicher Daten, die eben-
falls in Abbildung 3.6 schematisiert sind. Die den Entscheidungen zugrunde liegenden
Daten werden nach ihrem zeitlichen Bezug bzw. der Datenlatenz und der Art der
Datenquellen unterschieden. So beno¨tigen strategische Entscheidungen historische
bzw. zeitraumbezogene Daten, wohingegen operative Entscheidungen sehr aktuel-
le und zeitpunktbezogene Daten erfordern. Die Datenlatenz, d.h. die Verzo¨gerung
zwischen Eintreffen des Ereignisses bis hin zur Informationsextraktion, muss so-
mit fu¨r die operative Entscheidungsfindung sehr gering sein. Demgegenu¨ber sind
die Anforderungen an die Datenaktualita¨t fu¨r strategische Entscheidungen wesent-
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Abbildung 3.6: Vergleich strategische, taktische und operative Entscheidungsfin-
dung
lich niedriger. Bedingt durch den organisationsweiten Wirkungsbereich strategischer
Entscheidungen ist die Zahl der zu betrachtenden Datenquellen deutlich ho¨her als
fu¨r operative Entscheidungen. Die Datenquellen der strategischen Ebene schließen
auch unstrukturierte Daten, zum Beispiel Textdokumente, mit ein. Im Gegensatz
dazu liegen die Daten auf operativer Ebene in strukturierter Form vor, wodurch
sich Entscheidungsprozesse einfach automatisieren lassen. Durch die hohe Menge an
Informationen, die zur strategischen Entscheidungsfindung notwendig sind, werden
diese in der Regel in aggregierter Form verarbeitet. Auf operativer Entscheidungs-
ebene sind hingegen Detaildaten unerla¨sslich.
Die drei vorgestellten Entscheidungsebenen stellen unterschiedliche Bedu¨rfnisse an
das zugrunde liegende Data-Warehouse-System. In dieser Arbeit sind vor allem der
Zeithorizont der Entscheidungsebenen und die daraus folgenden verschiedenen An-
forderungen an die Datenlatenz von Interesse.
Vera¨nderung der ETL-Prozesse
Das erweiterte Anwendungsspektrum von Data-Warehouses sowie deren Einbindung
auf verschiedenen Entscheidungsebenen zieht auch Vera¨nderungen bei den Prozessen
zur Datenversorgung nach sich. In einer Untersuchung des TDWI aus dem Jahr 2005
[88] wurden 672 IT-Fachleute zur Verwendung von ETL, EAI und EII-Werkzeugen
befragt. Bestandteil dieser Untersuchung war unter anderem eine Umfrage zum Ein-
satz von ETL in den Unternehmen. Der ETL-Prozess wurde dazu in drei Kategori-
en unterschieden: klassische Batch-ETL-Verarbeitung, Change-Data-Capture-ETL
(CDC-ETL) und Online-ETL, auch als Real-Time-ETL oder Trickle-Feed-ETL be-
zeichnet (siehe Abbildung 3.7). Letzteres beschreibt eine push-basierte Propagierung
von A¨nderungen in das Data-Warehouse-System, wohingegen CDC-ETL lediglich die
Verwendung von Techniken zur Feststellung von A¨nderungen meint (zeitstempel-,
triggerbasierte Verfahren usw.). Von den Befragten gaben 57 Prozent den Grad der
Nutzung von Batch-ETL in ihren Unternehmen als hoch an. Bei der Frage nach
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hoch mittel niedrig nicht unbekannt









































Abbildung 3.7: Die Entwicklung des ETL-Marktes
dem Maß der Nutzung in der Kategorie
”
hoch“ in zwei Jahren stieg dieser Wert auf
lediglich 58 Prozent an. Dies zeigt zum einen die hohe Relevanz von Batch-ETL,
zum anderen jedoch auch eine Sa¨ttigung dieser Verarbeitungssemantik in den Un-
ternehmen.
Ein anderes Bild ergibt sich fu¨r die Kategorien Change-Data-Capture-ETL und
Online-ETL: das Maß der hohen Nutzung wurde im Jahr 2005 mit jeweils 16 bzw.
6 Prozent angegeben. Bei der Abscha¨tzung fu¨r die Zeit in zwei Jahren stiegen die-




hoch“ fu¨r das Online-ETL in der Zeit in zwei Jahren ergibt einen Wert von 55 Pro-
zent. Dies zeigt den klaren Trend hin zu Online-ETL und den damit einhergehenden
wachsenden Bedarf nach Echtzeitanalysen in den Unternehmen.
Data-Warehouse-Workload
Die letzten drei Abschnitte haben gezeigt, dass sowohl hinsichtlich der Aktualisierungs-
als auch der Anfrageworkloads von Data-Warehouse-Systemen große Vera¨nderungen
stattgefunden haben. Immer sta¨rker werdende Datenaktualita¨tsanforderungen ma-
chen eine kontinuierliche Aktualisierung des Data-Warehouses, durch sogenanntes
Online-ETL oder Real-Time-ETL, erforderlich. Die klassischen Batch-orientierten
Ladeprozesse werden dadurch jedoch nicht verdra¨ngt, sondern haben nach wie vor
ihre Existenzberechtigung, da nicht fu¨r alle Daten eines Data-Warehouses geringe
Latenzzeiten erforderlich sind. Auf Seiten der Anfragen existieren unterschiedliche
Anwendungen, die in verschiedene Entscheidungsebenen klassifiziert werden ko¨nnen
und somit vielfa¨ltige Anforderungen an die Datenaktualita¨t stellen. Eine Gartner-
Studie aus dem Jahr 2008 [24] belegt diese Vera¨nderungen noch einmal. In dieser
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Untersuchung wird die Heterogenita¨t heutiger Data-Warehouse-Workloads als gro¨ßte
Herausforderung der na¨chsten drei Jahre fu¨r die Datenbankhersteller beschrieben.
Gro¨ße der in Data-Warehouses gespeicherten Datenmenge
Neben der steigenden Anzahl der Nutzer und Anfragen sowie der ho¨her werdenden
Anfragekomplexita¨t, steigt auch die Menge der in Data-Warehouses gespeicherten
Daten. In einer Studie von Richard Winter [90] wird der ja¨hrliche Wachstumsfaktor
der Data-Warehouse-Datenvolumen mit 1,5 bis 2,5 beziffert. Zum Beispiel hat sich
das Datenvolumen des Data-Warehouses von LGR Telecommunications, eine der
zehn gro¨ßten Installationen weltweit, innerhalb von vier Jahren verzehnfacht [89].
Dieses umfasst nunmehr 310 Terabyte und wird jeden Tag um zirka 13 Milliarden
Tupel erweitert.
Dieses Wachstum hat mehrere Ursachen: Zum einen sind dies die stark sinkenden
Preise bei der Anschaffung von Plattenspeichern, die es Unternehmen mittlerwei-
le ermo¨glichen, nahezu alles abzuspeichern. So halbieren sich die Preise fu¨r Plat-
tenspeicher aller 1,5 Jahre, bei gleichzeitiger Verdoppelung der Festplattengro¨ße
aller zwei Jahre. Zum anderen liegt das Datenwachstum in den Data-Warehouse-
Anwendungen begru¨ndet: Komplexer werdende Analysen beno¨tigen detaillierte Da-
ten, um zuverla¨ssige Aussagen treffen zu ko¨nnen. So ist es fu¨r die Bewertung der
Kundenprofitabilita¨t notwendig, das gesamte Kundenverhalten zu analysieren, d.h.
alle Verkaufstransaktionen, Lieferkosten, Kosten aus Regressanspru¨chen usw. Die
Forderung nach umfassenderen Analysen fu¨hrt auch zu einem la¨ngeren Vorhalten
von Daten – mittlerweile durchschnittlich sieben Jahre lang [89]. Dieser Trend wird
nochmals versta¨rkt durch neue Regulierungsvorschriften, wie zum Beispiel Basel II
im Bankwesen oder Sarbanes Oxley fu¨r bo¨rsennotierte Unternehmen, die die Da-
tenvorhaltung fu¨r einen bestimmten Zeitraum vorschreiben. Des Weiteren werden
neue Arten von Daten verfu¨gbar, die ebenfalls gespeichert und fu¨r Analysen aufbe-
reitet werden mu¨ssen, wie zum Beispiel GPS-Daten, E-Mail-Kundenkontakte oder
Call-Center-Audiomitschnitte.
3.3.2 Entwicklungsprozess der Hardware- und DBMS-Architekturen
In den vorangegangenen Abschnitten wurden die Auswirkungen der zunehmenden
Anwendungskomplexita¨t auf den Data-Warehouse-Workload sowie das Datenvolu-
men dargestellt. Zur Bewa¨ltigung dieser Anforderungen mu¨ssen sich auch die den
Data-Warehouse-Systemen zugrundeliegenden Datenbanksysteme anpassen bzw. wei-
terentwickeln. Dies gilt zum einen fu¨r die verwendeten Hardware-Architekturen als
auch fu¨r die Architektur der Datenbanksysteme. Fu¨r beide sind im Folgenden die
aktuellen Entwicklungen und ihre Auswirkungen auf die Architektur der Data-
Warehouse-Systeme dargestellt.
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Data-Warehouse-Hardware-Architektur
Aus den zunehmenden Anforderungen an Systeme zur Datenanalyse sind in den
letzten Jahren eine Reihe von Architekturansa¨tzen entstanden. Die wesentlichen
Techniken – Parallelisierung, Einsatz spezieller Hardware und die massive Nutzung
vom Hauptspeicher – sowie einige Vertreter werden im Weiteren vorgestellt.
Parallelisierung Ein wichtiger Ansatz, um trotz steigender Anzahl von Anfragen
und gro¨ßer werdenden Datenvolumen gute Antwortzeiten zu erreichen, ist die Paral-
lelisierung von DBMS-Architekturen. Hier werden die folgenden drei Ansa¨tze unter-
schieden: Shared-Memory, Shared-Disk und Shared-Nothing. Der einfachste aber zu-
gleich auch am wenigsten leistungsfa¨hige Ansatz ist die Shared-Memory-Architektur
(z.B. Microsoft SQL Server [MSSQL]): Alle Prozessoren teilen sich gemeinsamen
Haupt- und Plattenspeicher, wodurch die Implementierung dieser Systeme verein-
facht wird, da auf verteilte Sperrprotokolle verzichtet werden kann, was aber gleich-
zeitig auch die gro¨ßte Beschra¨nkung darstellt. Da sich alle Prozessoren den glei-
chen Bus fu¨r E/A-Operationen und Speicherzugriffe teilen mu¨ssen, skalieren diese
Systeme nur sehr schlecht. A¨hnlichen Beschra¨nkungen unterliegt die Shared-Disk-
Architektur. Voneinander unabha¨ngige Verarbeitungsknoten, mit jeweils eigenem
Hauptspeicher, greifen gemeinsam auf einen Plattenspeicher zu. Da gemeinsame
Hauptspeicherbereiche fehlen, sind verteilte Sperrmechanismen notwendig, die je-
doch bei steigender Anzahl von Verarbeitungsknoten zum Engpass fu¨r das gesamte
System werden. Oracle RAC [RAC] ist ein Beispiel fu¨r diese Architektur. Die ska-
lierbarste dieser drei Architekturen ist die Shared-Nothing-Architektur, auch als
Massive-Parallel-Processing- oder kurz MPP-Architektur bezeichnet. In dieser be-
sitzen alle Verarbeitungsknoten, die u¨ber ein LAN verbunden sind, ihren eigenen
Festplattenspeicher. Die Datentabellen werden horizontal partitioniert und auf die
Verarbeitungsknoten verteilt. Pufferspeicher und Sperrtabellen werden lokal fu¨r je-
den Verarbeitungsknoten gehalten und ko¨nnen somit nicht zum Engpass werden.
Bekannte Vertreter dieser Architektur sind zum Beispiel Teradata [Teradata], Ne-
tazza [Netazza] und Greenplum [Greenplum]. Zusa¨tzlich interessant werden MPP-
Systeme beim Einsatz einfacher Commodity-Hardware, wodurch sich kostengu¨nstig
sehr leistungsfa¨hige Systeme bauen lassen.
Hardwarebeschleunigung Einen anderen Weg beschreiten Systeme, die durch den
Einsatz spezieller und meist proprieta¨rer Hardware Datenbankoperationen beschleu-
nigen. Xtreme Data Appliance [Xtreme] nutzt dazu Hauptplatinen mit zwei Sockeln,
wobei ein Standardprozessor, erga¨nzt um einen FPGA-Chip (Field Programmable
Gate Array), zum Einsatz kommt. Der FPGA-Chip dient dabei der Beschleunigung
von Kernroutinen bei der Anfrageverarbeitung. Netezza verwendet ebenfalls FPGAs
und erga¨nzt mit diesen den Festplatten-Controller zur Datenvorverarbeitung. Wei-
terhin existieren Forschungsprojekte zur Nutzung spezieller Mehrkernarchitekturen,
wie etwa Grafikkartenprozessoren oder der Cell-Prozessor von IBM [98]. Aus Sicht
datenintensiver Data-Warehouse-Anwendungen, die vor allem durch langsame Fest-
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plattenzugriffe beschra¨nkt sind, werden jedoch vor allem hauptspeicherorientierte
Ansa¨tze relevant, die im folgenden Abschnitt beschrieben werden.
Hauptspeicherdatenbanken Die Optimierung von Data-Warehouse-Anfragen wird
vor allem durch die Reduzierung des E/A-Aufwandes erreicht. Auf Seiten der Algo-
rithmen und Software wird dies vor allem durch Materialisierung von Aggregationen,
Reduzierung von Zwischenergebnissen durch den Optimierer, spaltenorientierte Spei-
cherung, Kompression usw. erreicht. Auf Hardwareseite ist der E/A-Aufwand durch
die extensive Nutzung vom Hauptspeicher reduzierbar, indem die Daten vollsta¨n-
dig im Arbeitsspeicher hinterlegt und somit Festplattenzugriffe u¨berflu¨ssig werden.
Durch den Einsatz von Kompressionsalgorithmen, die eine Reduzierung des Datenvo-
lumens um den Faktor 5 bis 100 erlauben, ist es mo¨glich, selbst sehr große Datenban-
ken komplett im Hauptspeicher abzulegen. Fu¨r noch ho¨here Anforderungen ist durch
die Verwendung der Shared-Nothing-Architektur fu¨r Hauptspeicherdatenbanken ei-
ne nahezu beliebige Skalierung mo¨glich (z.B. SAP BI Accelerator [SAPAcc]). Ein
weiterer Vorteil der Hauptspeicher-DBMS besteht darin, dass durch den Verzicht
auf Zugriffsstrukturen die Anfragezeiten relativ konstant bzw. vorhersagbar sind.
Neben den eigensta¨ndigen Hauptspeicherdatenbanken existieren des Weiteren noch
Hauptspeicher-Caches, wie zum Beispiel IBM solidDB Universal Cache [SolidDB]
und Oracle In-Memory Database Cache [OracleInMem], zur Erga¨nzung relationaler
Datenbanken.
Sind klassische Datenbanksysteme vor allem E/A-lastig, ist bei Hauptspeicherda-
tenbanken die CPU die begrenzende Ressource. Die im vorangegangenen Abschnitt
vorgestellten speziellen Hardware-Architekturen sind daher auch zentraler Bestand-
teil vieler Hauptspeicherdatenbanken.
Datenbanksysteme
Auf Seiten der DBMS-Architekturen bzw. der Datenbank-Engines sind vor allem
zwei Entwicklungen hervorzuheben: Im Allgemeinen ist dies die Diversifizierung der
Datenbanksysteme in verschiedene Spezialsysteme zur Verarbeitung unterschiedli-
cher Datenformate und zum anderen der Trend hin zur spaltenorientierten Speiche-
rung, vor allem in Analyseanwendungen.
Diversifizierung in spezialisierte Datenbank- bzw. Datenmanagementsysteme In
einer Reihe von Papieren kritisieren Stonebraker et al. [75, 74, 76] die Produktstra-
tegie der kommerziellen Datenbankanbieter, die dem Paradigma
”
one size fits all“
folgen und ihre Altsysteme stetig erweitern, um neuen Anforderungen gerecht zu
werden. Stattdessen wird ein
”
rewrite from scratch“ gefordert, indem fu¨r spezifi-
sche Probleme wie Datenstromverarbeitung, Textsuche, Suchmaschinen, Informati-
onsintegration, Data-Warehousing usw. angepasste Lo¨sungen geschaffen werden. In
Experimenten haben die Autoren gezeigt, dass spezialisierte Datenbanksysteme, wie
zum Beispiel spaltenorientierte Datenbanken, im Bereich von zwei Gro¨ßenordnungen
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schneller sind als die etablierten, generalisierten Systeme. Franklin et al. formulie-
ren das Problem in ihrem Artikel
”
From Databases to Dataspaces“ [28] in anderer
Weise: Der Begriff
”
Datenbank“ wird als unzureichende Abstraktion beschrieben, der
fu¨r viele Datenmanagementprobleme zu eng gefasst ist. Anstelle davon proklamieren
die Autoren den Begriff der
”
Dataspaces“, welche Basisoperationen fu¨r verschiedene
Arten von Datenquellen bereitstellen und je nach Anforderungen erweitert werden
ko¨nnen. Als Entwicklungs- und Ausfu¨hrungsumgebung wird eine DataSpace Sup-
port Platform (DSSP) vorgeschlagen, die es Entwicklern ermo¨glicht, sich auf die
spezifischen Problemstellungen zu konzentrieren.
Dass die notwendige Diversifizierung der Datenmanagementsysteme bereits Realita¨t
geworden ist, belegt eine Gartner-Studie aus dem Jahr 2008 [24], die 15 Hersteller von
Data-Warehouse- bzw. Data-Mart-Lo¨sungen unterschiedlicher Spezialisierung nennt
und vergleicht. Als besonders starker Trend sind die spaltenorientierten Datenbank-
systeme zu nennen, die im folgenden Abschnitt detailliert beschrieben werden.
Zeilen- versus spaltenorientierte Datenbanksysteme Zur Abbildung von Daten-
banktabellen, die auf konzeptioneller Ebene durch eine zweidimensionale Daten-
struktur repra¨sentiert werden, auf die physische Ebene eines eindimensionalen Spei-
cheradressbereichs existieren zwei Mo¨glichkeiten: die zeilen- oder die spaltenorien-
tierte Speicherung. Erfolgt der Zugriff auf Tabelleneintra¨ge meist tupelweise, was
inbesondere auch fu¨r Einfu¨ge-, Lo¨sch- und Aktualisierungsoperationen gilt, so ist
die zeilenorientierte Speicherung im Vorteil. Wird jedoch, wie fu¨r OLAP-Anfragen
typisch, meist nur auf wenige Spalten einer Tabelle zugegriffen, so reduziert die
spaltenorientierte Speicherung den E/A-Aufwand und damit die Kosten der An-
frageverarbeitung erheblich. A¨nderungsoperationen in spaltenorientierten Systemen
sind in der Regel teurer, da die Daten eines Tupels nicht, wie in zeilenorientierten
Systemen, hintereinander gespeichert werden und somit mehrere Schreiboperatio-
nen notwendig sind. Jedoch fa¨llt diese Einschra¨nkung fu¨r OLAP-Anwendungen, bei
denen Daten nur selten geschrieben werden, nicht so stark ins Gewicht. Die aufein-
anderfolgende Speicherung von Daten gleichen Typs bei den spaltenorientierten Da-
tenbanksystemen erlaubt den Einsatz vielfa¨ltiger Kompressionstechniken, wie zum
Beispiel Laufla¨ngenkodierung, Delta-Kodierung oder Wo¨rterbuchkompression. Da-
durch wird der E/A-Aufwand im Vergleich zu zeilenorientierten Systemen nochmals
um ein Vielfaches reduziert. Die Anfrageverarbeitung wird durch den Einsatz von
Kompressionstechniken jedoch nicht notwendigerweise verzo¨gert. Stattdessen kann
die Datenverarbeitung direkt auf den komprimierten Daten durchgefu¨hrt werden.
Hierzu sind vor allem die Laufla¨ngenkodierung, die Delta-Kodierung und einige An-
sa¨tze der Wo¨rterbuchkompression geeignet [3].
Implementiert wurde die spaltenorientierte Speicherung und Anfrageverarbeitung
sowohl durch Forschungsprototypen wie C-Store (mittlerweile in Vertica kommer-
zialisiert) und Monet-DB sowie in kommerziellen Systemen wie Sybase IQ (fest-
speicherbasiert) und SAP BI Accelerator (hauptspeicherbasiert).
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Abbildung 3.8: Lebenszyklus eines Gescha¨ftsentscheids
3.4 Architektur eines Echtzeit-Data-Warehouse
Der in Abschnitt 3.3 dargestellte Trend hin zur Einbindung von Data-Warehouse-
Systemen in operative Entscheidungsprozesse fu¨hrt zu der Forderung nach echtzeit-
fa¨higen Data-Warehouses. Auf Grundlage des in Abschnitt 3.1 definierten Data-
Warehouse-Begriffs und der vorgestellten Referenzarchitektur wird im Folgenden
der Aufbau eines Echtzeit-Data-Warehouse konzipiert. Dem vorangestellt ist jedoch
zuna¨chst der Begriff
”
Echtzeit“ zu konkretisieren. Weiterhin werden die zur Reali-
sierung eines Echtzeit-Data-Warehouse erforderlichen Annahmen in einem System-
modell zusammengefasst.
3.4.1 Der Echtzeit-Begriff im Data-Warehouse-Umfeld
In Abschnitt 3.3.1 wurde die zunehmende Notwendigkeit nach hochaktuellen Da-
ten in der Data-Warehouse-Nutzung diskutiert. Fu¨r Data-Warehouses, die diesen
Anspruch adressieren hat sich der Begriff Echtzeit-Data-Warehouse (engl. real-time
data warehouse) in der Literatur durchgesetzt, der jedoch wenig mit dem klassi-
schen Echtzeit-Begriff gemeinsam hat. Im Allgemeinen wird ein Computersystem als
echtzeitfa¨hig beschrieben, wenn Ergebnisse innerhalb fest definierter Zeitintervalle
garantiert berechnet werden ko¨nnen. Dabei steht vor allem die Vorhersagbarkeit,
wann ein Ergebnis geliefert werden kann im Vordergrund. Die Performanz des Sys-
tems bleibt sekunda¨r. Dies steht im Gegensatz zur Auffassung des Echtzeit-Begriffs
im Umfeld von Data-Warehouses. Hier meint der Begriff Echtzeit, A¨nderungen in
der Realwelt bzw. der Diskurswelt zeitnah im Data-Warehouse abzubilden. Um dies
zu erreichen, sind sowohl der Prozess der Datenbeschaffung als auch die Einbringung
von Aktualisierungen sowie die Anfrageverarbeitung performant umzusetzen. Dies
gilt ebenfalls fu¨r den Informationsru¨ckfluss im Fall einer Closed-Loop-Architektur,
wie sie in Active Data Warehouses gegeben ist.
Ein Data-Warehouse-System echtzeitfa¨hig – im klassischen Sinne – zu gestalten,
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birgt vielerlei Schwierigkeiten: Zum einen mu¨ssen A¨nderungen sowohl an den Quell-
systemen als auch im Data-Warehouse innerhalb einer Transaktion eingebracht wer-
den. Dies ist in lose gekoppelten Data-Warehouse-Systemen nur u¨ber verteilte Trans-
aktionsprotokolle mo¨glich, welche jedoch zu langen Schreibsperren an den Quell-
systemen fu¨hren. Der Prozess der Datenbeschaffung in Data-Warehouses ist daher
von den Quellsystemen entkoppelt bzw. asynchron. Ein weiteres Problem stellt die
Antwortzeit von Anfragen dar. Die in relationalen Datenbanksystemen verwendeten
Anfrageoptimierer liefern nur gescha¨tzte Kosten bzw. Anfragezeiten, die in keinem
Fall garantiert werden ko¨nnen. Um dies zu gewa¨hrleisten, sind Echtzeitdatenbanken
notwendig, die aufgrund der Vielzahl der zu lo¨senden Problemstellungen einen eige-
nen Forschungsbereich darstellen [61].
Diese Aspekte spielen in der vorliegenden Arbeit keine Rolle. Das Augenmerk liegt
vielmehr in der Integration hochaktueller Daten in das Data-Warehouse-System un-
ter Beibehaltung der in Abschnitt 3.1.1 beschriebenen Eigenschaften. Aufgrund der
Mehrdeutigkeit des Echtzeit-Begriffs wird in der Literatur auch von Near-Real-Time-
, Right-Time-, On-Time- oder Living-Data-Warehouses gesprochen.
3.4.2 Architektur eines Echtzeit-Data-Warehouses
Ausgehend von der Referenzarchitektur aus Abschnitt 3.1 wird im Folgenden die
Architektur eines Echtzeit-Data-Warehouse skizziert (siehe Abbildung 3.9).
Die wesentlichen Unterscheidungsmerkmale im Vergleich zu klassischen Architek-
tur, sind zum einen die ku¨rzeren Aktualisierungszyklen und zum anderen die An-
fragezugriffe, die nicht nur auf die Data-Marts beschra¨nkt sind, sondern entlang des
Datenverfeinerungsprozess in jeder Prozessstufe ausgefu¨hrt werden ko¨nnen. Statt
der bisher batch-orientierten Verarbeitungsweise von A¨nderungen, wodurch Anfra-
gen und Aktualisierungen streng voneinander getrennt wurden, ist im Kontext von
Echtzeit-Data-Warehouses eine gleichzeitige Verarbeitung von lesenden und schrei-
benden Transaktionen notwendig. Die Funktionalita¨t des Datenintegrationsprozess
als solches bleibt jedoch davon unberu¨hrt. Bill Inmon hat die Bedeutung der Inte-
gration in [39] wie folgt formuliert:
”
There is no point in bringing data ... into the data warehouse environment without
integrating it. If the data arrives at the data warehouse in an unintegrated state, it
cannot be used to support a corporate view of data. And a corporate view of data is
one of the essences of the architected environment.“
Der in dieser Dissertation gewa¨hlte Ansatz besteht somit darin, sowohl die Anfor-
derungen nach hochaktuellen Daten zu bedienen als auch den klassischen Mehrwert
eines Data-Warehouse, als eine integrierte, stabilen Datenbasis, zu erhalten. Die
Nutzer eines Echtzeit-Data-Warehouse sind sich zum einen der Volatilita¨t der Daten
bewusst und ko¨nnen zum anderen gezielt auf noch nicht vollsta¨ndig integrierte und
verfeinerte Daten zugreifen um den Forderungen nach hochaktuellen Daten gerecht
zu werden. Data-Warehouse-Anfragen sind um die entsprechenden Anforderungen
annotiert und werden von einer Anfrageschicht (siehe Abbildung 3.9) transparent
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Abbildung 3.9: Architektur eines Echtzeit-Data-Warehouses
auf die einzelnen Prozessstufen umgeleitet. Dies setzt entsprechende Umschreibeme-
chanismen fu¨r Anfragen (engl. query-rewrite) voraus.
Um die von einem Data-Warehouse geforderte Datenstabilita¨t zu gewa¨hrleisten,
ist des Weiteren eine neue Datenschicht erforderlich, die von dem kontinuierlich
aktualisierten Echtzeit-Data-Warehouse entkoppelt ist. Diese ist in Abbildung 3.9
als Reporting-Layer dargestellt und wird in Kapitel 6 ausfu¨hrlich betrachtet. Der
Reporting-Layer als letzte Stufe im Datenproduktionsprozess wird ebenfalls von der
Anfrageschicht bedient, so dass Anfragen mit den entsprechenden Anforderungen
nach Datenstabilita¨t (zum Beispiel fu¨r die Berichtsproduktion) automatisch an die-
se Stufe weitergeleitet werden.
Die Synchronisierung der stetigen Last von Anfragen und Aktualisierung denen ein
Echtzeit-Data-Warehouse ausgesetzt ist, wird in den Kapiteln 4 und 5 betrachtet.
Kapitel 4 behandelt dabei zuna¨chst nur den einstufigen Fall, d.h. es wird jeweils nur
eine, der in Abbildung 3.9 dargestellten, Prozessstufen isoliert betrachtet. In Kapitel
5 wird dieses Problem auf den gesamten Datenproduktionsprozess erweitert, wobei
jedoch die Datenu¨bernahme in den Reporting-Layer getrennt zu untersuchen ist.
3.4.3 Systemmodell
Die zur Realisierung eines Echtzeit-Data-Warehouse-Systems erforderlichen Annah-
men und Rahmenbedingungen werden in diesem Abschnitt zu einem gemeinsamen
Systemmodell (siehe Abbildung 3.10) zusammengefasst. Die Darstellung der einzel-
nen Modelle erfolgt zuna¨chst nur schematisch und wird in den folgenden Kapiteln
detailliert ausgefu¨hrt.
Nutzer- und Workloadmodell
Die Analyse der Data-Warehouse-Anwendungen und -Nutzer in Abschnitt 3.3.1 hat
gezeigt, dass diese in drei Entscheidungsebenen klassifiziert werden ko¨nnen, die in-
besondere den erforderlichen Grad der Datenaktualita¨t spezifizieren. Insofern ist die
Notwendigkeit von Echtzeitdaten nicht fu¨r jeden Nutzer gegeben. Diese Unterschei-
dung kann zur Priorisierung des Stroms an Aktualisierungen und damit zum per-
formanten Betrieb eines Echtzeit-Data-Warehouses verwendet werden. Dazu muss
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der Nutzer in der Lage sein, seine Anforderungen bezu¨glich der Datenaktualita¨t in
Form einer Maßzahl auszudru¨cken. Dieses Maß wird im Weiteren abstrakt als Da-
tenqualita¨t (engl. Quality of Data, kurz QoD) bezeichnet. Die Datenaktualita¨t ist
nur eine mo¨gliche Auspra¨gung der Datenqualita¨t, welche je nach Anforderung auch
durch verschiedene Qualita¨tsdimensionen besetzt werden kann. Ein Vergleich ver-
schiedener Qualita¨tsdimensionen und Metriken erfolgt in Kapitel 4.
Die Forderung nach einer hohen Datenaktualita¨t und der damit verbundenen Prio-
risierung von Schreibtransaktionen fu¨hrt aufgrund von Sperrkonflikten zur Verzo¨-
gerung zeitgleich laufender Anfragen. Die erho¨hte Antwortzeit fu¨hrt zur Vermin-
derung der Dienstqualita¨t (engl. Quality of Service, kurz QoS) des Echtzeit-Data-
Warehouses, welche den zweiten Nutzerparameter bildet. Beide Parameter, QoS und
QoD, stehen in einer wechselseitigen, jedoch nicht linearen Abha¨ngigkeit zueinander.
Ein Algorithmus zur Ablaufplanung, der diesen Konflikt adressiert, wird in Kapitel
4 entwickelt.
Der Workload eines Echtzeit-Data-Warehouses teilt sich in zwei Arten von Trans-
aktionen: Anfragen einerseits und Einfu¨ge-, Lo¨sch- bzw. Aktualisierungsoperationen
andererseits, die im Weiteren nur noch als Aktualisierungen bezeichnet werden. Auf-
grund der push-basierten und somit von Anfragen unabha¨ngigen Propagierung von
Aktualisierungen sind gemischte Transaktionen nicht zula¨ssig. Reihenfolgeabha¨ngig-
keiten zwischen Aktualisierungen untereinander ko¨nnen jedoch auftreten.
Das Workloadmodell setzt sich aus einer Reihe von Parametern zusammen, die zur
Priorisierung der Transaktion beno¨tigt werden: Fu¨r Anfragen und Aktualisierungen
sind dies die vom Optimierer gescha¨tzten Kosten. Anfragen werden des Weiteren
um die vom Nutzer spezifizierten QoS- und QoD-Parameter erweitert. Fu¨r Aktua-
lisierungen wird ein Parameter namens Profit ermittelt, der den Nutzen der Ak-
tualisierung aus Sicht der Anfragen spezifiziert. Die Semantik dieses Parameters ist
wiederum abha¨ngig von der konkreten Datenqualita¨tsdimension.
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Partitionierte Datenproduktion und -speicherung
Eine weitere fu¨r die Realisierung eines Echtzeit-Data-Warehouse-Systems grundle-
gende Annahme ist die der partitionierten Datenproduktion und -speicherung. Das
bedeutet, dass alle Daten, die den Datenproduktionsprozess durchlaufen sowie al-
le persistierten Daten bezu¨glich einer gemeinsamen Menge dimensionaler Elemente
partitioniert werden. Die Partitionierungsdimensionen bzw. -attribute sind durch
die Granularita¨t der Einheiten vorgegeben, in denen die Daten produziert werden.
Am Beispiel der Fallstudie B aus Abschnitt 2.2 sind dies etwa die Produktfamilie
der Produktdimension, das Land seitens der Gescha¨ftsdimension und Wochen- bzw.
Monatsperioden in der Zeitdimension. Somit werden die Datenelemente anhand der
durch die Anwendungsdoma¨ne implizit vorgegebenen Dimensionen in logische Ein-
heiten unterteilt. Dimensionsattribute, die fu¨r das entsprechende Gescha¨ftsmodell
keine treibende Rolle spielen (zum Beispiel das Attribut Farbe in dem GfK-Szenario),
qualifizieren sich daher nicht als partitionierendes Kriterium.
Durch die Eigenschaft der Partitionierung sind zwei wichtige Systemfunktionen effi-
zient realisierbar: Zum einen ko¨nnen Korrelationen zwischen Anfragen und Aktua-
lisierungen auf Basis der Partitionen ermittelt werden. Dies ist notwendig, um eine
nutzer- bzw. qualita¨tsgetriebene Ablaufplanung umzusetzen (siehe Kapitel 4 und
5). Zum anderen ermo¨glicht die Partitionierung die Realisierung eines effizienten
Verfahrens zur Ermittlung der Datenvollsta¨ndigkeit, wie es fu¨r die in Kapitel 6 zu
entwickelnde Datenschicht beno¨tigt wird.
Mehrstufiger Datenverfeinerungsprozess
Ein Data-Warehouse-System ist, wie die Referenzarchitektur in Abschnitt 3.1.2 sowie
die Fallstudien in Kapitel 2 gezeigt haben, per se ein mehrstufiger Prozess. Es wird
aus einer Reihe lose gekoppelter Einzelsysteme gebildet, die durch einen gemeinsa-
men Datenproduktionsprozess miteinander verbunden sind. Der Begriff Datenpro-
duktionsprozess – in Analogie zu klassischen Produktionsprozessen der Sachgu¨ter-
fertigung – ist dabei bewusst gewa¨hlt. Auch Daten erfahren, ausgehend von ihrem
Rohzustand, eine schrittweise Verfeinerung bzw. Veredelung, bis sie schließlich in
Form von Berichten oder Datenexports verteilt werden. Die Produktionseinheit ist
durch die im vorangegangenen Abschnitt vorgestellten Partitionen gegeben.
Die Anzahl der Stufen eines Datenproduktionsprozesses wird vor allem durch zwei
Faktoren bestimmt: zum einen durch die in der Referenzarchitektur dargestellten
Verarbeitungsschritte zur Datenintegration (Abschnitt 3.1.2), die in Abha¨ngigkeit
von den Anwendungen variieren. Zum anderen ist das die Diversifizierung der Da-
tenbanksysteme und damit auch der Data-Warehouse-Landschaft, durch Einfu¨hrung
von Spezialsystemen fu¨r unterschiedliche Datenarten und Anwendungsbereiche (Ab-
schnitt 3.3.2).
In Kapitel 4 wird ein Algorithmus zur Ablaufplanung von Aktualisierungen in einem
zuna¨chst einstufigen System erarbeitet. Die Evaluierung von Ablaufplanungsalgo-
rithmen in mehrstufigen Systemen ist Inhalt von Kapitel 5. In Kapitel 6 wird durch
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Einfu¨hrung einer zusa¨tzlichen Datenschicht zur Gewa¨hrleistung der Datenstabilita¨t
der Datenproduktionsprozess um eine weitere Stufe erga¨nzt.
3.5 Anforderungen an ein Echtzeit-Data-Warehouse
Auf Grundlage des im vorhergehenden Abschnitt erweiterten Data-Warehouse-Begriffs
werden im Folgenden die Anforderungen an ein Echtzeit-Data-Warehouse analysiert
und damit die Thesen dieser Dissertation formuliert.
3.5.1 Maximierung der Datenaktualita¨t
Unter Echtzeitfa¨higkeit eines Data-Warehouse-Systems wird die Fa¨higkeit verstan-
den, Daten schnell in das Data-Warehouse zu integrieren und diese in fu¨r die Da-
tenanalyse geeignete Formate zu u¨berfu¨hren. Der Prozess vom Eintreten eines Er-
eignisses bis hin zu einer daraus folgenden Entscheidung und deren Umsetzung ist
in Abbildung 3.8 dargestellt. Dieser ist in fu¨nf Stufen unterteilt, wobei jede Stufe
den Prozess um einen gewissen Grad verzo¨gert. Die erste Stufe ist die der Datenmo-
difikation, welche im Kontext von Data-Warehouse-Systemen den ETL- bzw. Da-
tenproduktionsprozess bezeichnet. Die durch den ETL-Prozess eingefu¨hrte zeitliche
Verzo¨gerung wird als Datenverzo¨gerung bezeichnet. Eine Reduzierung der Daten-
verzo¨gerung ist unter anderem durch logische und physische Optimierung der ETL-
Prozesse und durch Bereitstellung ausreichender Hardware-Ressourcen zu erreichen.
Diese Maßnahmen vorausgesetzt, ist eine entscheidende Verringerung der Datenver-
zo¨gerung, vor allem durch ku¨rzere Ladezyklen, zu erzielen. Die Batch-orientierten
Ladeprozesse werden dabei durch einen kontinuierlichen Strom von Aktualisierungen
ersetzt, so dass A¨nderungen in der Realwelt sofort an das Data-Warehouse propa-
giert werden.
Diese Aktualisierungssemantik ermo¨glicht eine hohe Datenaktualita¨t, steht jedoch in
Konflikt mit der Anfragelatenz (Abschnitt 3.5.2) und der Datenstabilita¨t (Abschnitt
3.5.3), wie in Abbildung 3.11 dargestellt. Die Anwendungsanalyse in Abschnitt 3.3.1
hat jedoch gezeigt, dass Data-Warehouse-Workloads bezu¨glich der Anforderung an
die Datenaktualita¨t sehr heterogen strukturiert sind. Daraus folgt, dass hinsichtlich
der Relevanz einer Aktualisierung eine Abstufung existiert, die zur Priorisierung
bzw. zur Ablaufplanung verwendet werden kann. Um den Grad der erforderlichen
Datenaktualita¨t seitens der Anwendung auszudru¨cken, bedarf es eines Nutzer- bzw.
Workloadmodells, das in Abschnitt 3.4.3 beschrieben ist.
Die im Abschnitt 3.1.2 vorgestellte Referenzarchitektur verfolgte einen anderen An-
satz, um mit unterschiedlichen Datenaktualita¨tsanforderungen umzugehen, indem
eine Trennung in Data-Warehouse und Operational Data Store vorgenommen wur-
de. Die historischen Daten werden somit von definierten Datenbereichen hoher Ak-
tualita¨t separiert. Dies setzt voraus, dass zur Entwurfszeit bekannt ist, welche Da-
tenbereiche besonderen Aktualita¨tsanforderungen genu¨gen mu¨ssen. Fu¨r beliebige
Ad-hoc-Anfragen kann jedoch die Datenaktualita¨t nicht garantiert werden. In die-
ser Arbeit wird daher ein verallgemeinerter Ansatz eines Echtzeit-Data-Warehouse-
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Abbildung 3.11: Anforderungen an ein Echtzeit-Data-Warehouse
Systems vorschlagen, in dem fu¨r alle Daten der gleiche Datenproduktionsprozess
angewandt wird und erst zur Laufzeit eine Priorisierung erfolgt.
3.5.2 Minimierung der Anfragelatenz
In der zweiten Stufe in Abbildung 3.8 werden durch das Formulieren von Anfragen
aus den Daten Informationen abgeleitet. Die Latenz, die bei der Anfrageverarbeitung
durch das Datenbanksystem entsteht, wird als Informationsverzo¨gerung bezeichnet
(siehe Abbildung 3.8). Sie ist durch die in Abschnitt 3.3.2 vorgestellten Optimierun-
gen bzw. alternativen Hardware- und Datenbanksystemarchitekturen reduzierbar.
Jedoch sind die Optimierungen zum großen Teil fu¨r den klassischen Data-Warehouse-
Einsatz konzipiert und setzen daher dedizierte Aktualisierungsfenster voraus. Fu¨r die
in Echtzeit-Data-Warehouses vorkommenden gemischten Workloads, bestehend aus
Anfragen und Aktualisierungen, ist ein allgemeinerer Ansatz erforderlich. Um den in
Abbildung 3.11 dargestellten Konflikt zwischen Datenaktualita¨t und Anfragelatenz
bzw. zwischen Aktualisierungen und Anfragen zu lo¨sen, muss das im vorangegan-
genen Abschnitt vorgeschlagene Nutzermodell erweitert werden. Neben der erfor-
derlichen Datenaktualita¨t muss auch die beno¨tigte Anfragelatenz durch den Nutzer
ausdru¨ckbar sein. Dadurch erweitert sich auch das Scheduling-Problem um eine zu-
sa¨tzliche Dimension: Die Aktualisierungen mu¨ssen so priorisiert werden, dass zum
einen die Datenaktualita¨t maximiert und zum anderen die Anfragelatenz minimiert
wird. Da beide Kriterien nicht unabha¨ngig voneinander optimiert werden ko¨nnen,
ergibt sich ein multikriterielles Optimierungsproblem, das in Kapitel 4 im Detail
betrachtet wird.
Die Stufen 3 bis 5 in Abbildung 3.8 sind im Wesentlichen durch menschliche Inter-
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Abbildung 3.12: Klassifikation in Datenproduktion und -nutzung
aktion bestimmt bzw. verzo¨gert und werden daher im Weiteren nicht untersucht.
3.5.3 Erhalt der Datenstabilita¨t
Die Anwendungsanalyse in Abschnitt 3.3.1 hat gezeigt, dass Data-Warehouse-Sys-
teme sowohl in Anwendungen zur operativen als auch zur klassischen, strategischen
Entscheidungsfindung eingesetzt werden. Die push-basierte Aktualisierungsseman-
tik eines Echtzeit-Data-Warehouse-Systems erho¨ht zwar die Datenaktualita¨t, wie
sie in operativen Prozessen gefordert wird, stellt jedoch ein Problem fu¨r strategische
Analysen dar. Die fortwa¨hrenden Datena¨nderungen, die im Widerspruch zum klassi-
schen Data-Warehouse-Begriff (siehe Abschnitt 3.1.1) stehen, fu¨hren zu Inkonsisten-
zen in Analyseprozessen sowie in der Berichtsproduktion. Des Weiteren existieren
viele Data-Warehouse-Szenarien, in denen die Datenbasis kontinuierlich vera¨ndert
wird, da die Datenproduktion aufgrund betrieblicher Abla¨ufe nicht homogenisiert
werden kann. Die Datenauswertung jedoch erfolgt weiterhin klassisch, auf Ebene
taktischer und strategischer Entscheidungsfindungen, zumeist durch die Erzeugung
von Standardberichten. Eine Klassifikation bezu¨glich der Datenproduktion und der
Datennutzung ist in Abbildung 3.12 dargestellt: Im klassischen Data-Warehouse-
Betrieb ist die Datenstabilita¨t durch die in Batches organisierten Ladeprozesse ga-
rantiert. Dahingegen kann im Fall der kontinuierlichen Aktualisierungen nur durch
Einfu¨hrung einer zusa¨tzlichen, entkoppelten Datenschicht die Stabilita¨t gewa¨hrleis-
tet werden. Stabilita¨t heißt insbesondere, dass sich berichtsrelevante Daten nicht
unkontrolliert a¨ndern ko¨nnen, sondern definierte Publikationszeitpunkte existieren.
57
3 Evolution der Data-Warehouse- Systeme und Anforderungsanalyse
Kapitel 6 beschreibt Aufbau, Organisation und Betrieb dieser Datenschicht.
Die Forderung nach Datenstabilita¨t steht, wie schon in Abbildung 3.11 gezeigt, im
Konflikt mit dem Bedu¨rfnis nach Datenaktualita¨t. In Bezug zur Anfragelatenz ist
die Datenstabilita¨t jedoch von Vorteil, da sie Mo¨glichkeiten zur Vorberechnung von
Aggregationen ero¨ffnet. In Kapitel 6 werden entsprechende Strategien diskutiert.
Es bleibt anzumerken, dass der in Abbildung 3.12 dargestellte Fall der operativen
Datennutzung auf in Batches aktualisierten Daten eher pathologischer Natur ist.
Dieser ist stattdessen durch den Betrieb eines klassischen oder eines echtzeitfa¨higen
Data-Warehouses zu ersetzen.
In der Referenzarchitektur aus den Abschnitt 3.1.2 ist das Problem der Datensta-
bilita¨t durch die explizite Trennung von Data-Warehouse und Operational Data
Store gelo¨st, so dass die historischen, nicht vera¨nderlichen Daten von den transien-
ten Daten separat gespeichert sind. Diese Trennung ist aufgrund der oben genannten
Nachteile fu¨r ein Echtzeit-Data-Warehouse-System nicht ada¨quat und ist daher in




Data-Warehouse-Systeme sind als zentrale Plattformen fu¨r die integrierte Informa-
tionsversorgung gesamter Unternehmen in einer Vielzahl von unterschiedlichen An-
wendungen und Gescha¨ftsprozessen involviert. In Abschnitt 3.3.1 wurden diese zum
einen in Anwendungstypen als auch in Entscheidungsebenen (strategisch, taktisch
und operativ) klassifiziert. Besonders die operativen Anwendungen – und damit die
Forderung nach hochaktuellen Daten – stellen Data-Warehouse-Systeme vor große
Herausforderungen. Zur Gewa¨hrleistung einer hohen Datenaktualita¨t muss der klas-
sische Batch-Betrieb zur Beladung des Data-Warehouse durch eine push-basierte
Propagierung von Aktualisierungen ersetzt werden. Der daraus resultierende kon-
tinuierliche Strom von Aktualisierungen steht im Konflikt zum Anfrageworkload.
Aus Sicht der Data-Warehouse-Nutzer ergeben sich daraus zwei Mo¨glichkeiten. Zum
einen ko¨nnen auf Kosten der Aktualita¨t Aktualisierungen verzo¨gert werden, um so
die Anfrageverarbeitung zu beschleunigen. Zum anderen ko¨nnen vor der Anfrage-
ausfu¨hrung stets alle relevanten Aktualisierungen eingebracht werden, wodurch die
Aktualita¨t zwar maximiert, die Anfrageverarbeitung jedoch stark verzo¨gert wird.
Beide Optimierungsziele stehen offensichtlich im Konflikt zueinander und ko¨nnen
nicht getrennt optimiert werden. Diese Art von Optimierungsproblem wird als mul-
tikriterielle Optimierung bezeichnet.
Im Folgenden werden zuna¨chst die Dienst- und Datenqualita¨tskriterien im Allge-
meinen betrachtet und fu¨r den Anwendungsfall geeignete Metriken ausgewa¨hlt. Das
multikriterielle Optimierungsproblem wird auf ein bekanntes Problem der Kombi-
natorik zuru¨ckgefu¨hrt und es wird ein Algorithmus erarbeitet, der dieses Problem
effizient lo¨st. Darauf aufbauend wird dieser in ein Online-Scheduling-Verfahren inte-
griert. Die partitionsbasierte Korrelationsbestimmung zwischen Anfragen und Ak-
tualisierungen wird im Detail untersucht und Optimierungen werden erarbeitet. Ei-
ne umfassende Evaluierung der Qualita¨t der Ablaufplanung sowie der Laufzeit- und
Speicherkomplexita¨t schließen dieses Kapitel ab.
4.1 Qualita¨tskriterien und Systemmodell
Unter dem Begriff Qualita¨tskriterium im Kontext der Datenverarbeitung sind sowohl
die Dienst- als auch die Datenqualita¨t subsummiert, die sich wiederum in eine Viel-
zahl von Dimensionen unterscheiden lassen. Im ersten Teil dieses Abschnitts werden
verschiedene Qualita¨tsdimensionen vorgestellt und aus diesen die zur Beschreibung
des Optimierungsziels geeigneten Dimensionen ausgewa¨hlt. Diese Qualita¨tsdimen-
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Qualitätdimension Qualitätskriterien
Antwortzeit Wiederherstellbarkeit DurchsatzDienstqualität ,  ,  , Skalierbarkeit, Verfügbarkeit, Wartbarkeit, Flexibilität
Aktualität, Genauigkeit, Vollständigkeit, Zuverlässigkeit,
Gl bh fti k it N h f l b k it Obj kti ität
Datenqualität
au a g e ,  ac ver o g ar e ,  e v , 
Reputation, Relevanz, Datenmenge, Mehrwert, 
Interpretierbarkeit, Verständlichkeit, Konsistenz, 
Prägnanz Zugänglichkeit Sicherheit,  , 
Abbildung 4.1: Dienstqualita¨ts- und Datenqualita¨tskriterien
sionen spannen ein multikriterielles Optimierungsproblem auf, welches in Abschnitt
4.1.3 zuna¨chst abstrakt formuliert wird. Die zur Optimierung notwendigen Annah-
men an das Data-Warehouse-System sowie den Workload werden abschließend in
einem Modell in Abschnitt 4.1.4 skizziert.
4.1.1 Dienstqualita¨tskriterien
Die Dienstqualita¨t eines Systems umfasst die Menge der qualitativen und quanti-
tativen Kriterien, mit denen ein Dienst erbracht werden kann und wird insbeson-
dere zur Bewertung und Analyse von Multimediaanwendungen, Datennetzwerken,
Datenstrom- und Datenbanksystemen angewandt. Die wichtigsten und in der Litera-
tur am ha¨ufigsten zitierten Dienstqualita¨tskriterien sind in Abbildung 4.1 dargestellt.
Dienstqualita¨tskriterien die nur qualitativ beschrieben und daher nicht weiter be-
trachtet werden, sind zum Beispiel die Wiederherstellbarkeit, die Wartbarkeit sowie
die Flexibilita¨t. Die Notwendigkeit, Dienstqualita¨tskriterien auch in Informationssys-
teme zu integrieren wird in [87] und [11] argumentiert und ist in dem Forschungspro-
jekt Mariposa [73], das sich mit der verteilten Datenhaltung bescha¨ftigt, konsequent
umgesetzt.
Von besonderer Relevanz bei der Bewertung der Dienstgu¨te eines Information-Ma-
nagement- bzw. eines Datenbanksystems sind vor allem die quantitativen Dienst-
qualita¨tskriterien wie der Durchsatz, die mittlere Antwortzeit, die Varianz der Ant-
wortzeiten und die gewichtete mittlere Antwortzeit (engl. mean stretch). Die Frage,
welche dieser Metriken die Qualita¨t der Nutzererfahrung am besten widerspiegelt,
ist nur schwer zu beantworten und wurde in einer Reihe von Studien untersucht
[94, 19]. Wie diese Frage zu beantworten ist, ha¨ngt aber insbesondere von der Art
der Anwendung ab: In OLTP-Systemen, in denen die Anfragen oft gleichartig struk-
turiert sind und daher eine a¨hnliche Verarbeitungszeit fu¨r alle Anfragen zu erwarten
ist, liefert die mittlere Antwortzeit ein gutes Maß fu¨r die Qualita¨t bzw. die Ge-
schwindigkeit der Datenbank. In OLAP- bzw. BI-Anwendungen hingegen kann sich
die Verarbeitungszeit einzelner Anfragen um ganze Gro¨ßenordnungen unterscheiden.
Beispielsweise wurden in [53] eine Reihe von Workloads aus der Praxis evaluiert und
Unterschiede in der Laufzeit von Anfragen um den Faktor 10.000 festgestellt. Die
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Abbildung 4.2: Auswirkung der Ablaufplanung auf die Dienstqualita¨tsmetriken
Verteilung der Verarbeitungszeit in solchen Workloads wird daher als endlastig (engl.
heavy-tailed) bezeichnet. Da in die Berechnung der Antwortzeit einer Anfrage auch
die eigene Verarbeitungszeit mit eingeht, ist fu¨r endlastige Workloads die mittlere
Antwortzeit zu ungenau bzw. aus Nutzersicht nicht fair. Das heißt, ist sich ein Nut-
zer der Komplexita¨t – und damit der Laufzeit seiner Anfrage – bewusst, so wird er
auch eine proportional ho¨here Antwortzeit erwarten. Statt der mittleren Antwort-
zeit sollte daher die mittlere gewichtete Antwortzeit verwendet werden, bei der die
Antwortzeit einer Anfrage zusa¨tzlich auf die eigene Ausfu¨hrungszeit normiert ist.
Die Anfrageplanung im Kontext von BI-Systemen, in denen endlastige Workloads
ha¨ufig zu finden sind, wurde in [45, 46, 14, 53] betrachtet.
Eine weitere wichtige Metrik zur Messung der Dienstqualita¨t ist die Varianz der Ant-
wortzeiten. Untersuchungen in [19] haben gezeigt, dass Nutzer eine ho¨here mittlere
Antwortzeit akzeptieren, wenn im Gegenzug die einzelnen Antwortzeiten unterein-
ander weniger Varianz aufweisen. Mathematisch wird dies durch die Minimierung
der maximalen Antwortzeit aller Anfragen eines Workloads erreicht.
Der Durchsatz, als Maß fu¨r die Gesamtperformanz eines Systems, ist kein guter Indi-
kator fu¨r die Qualita¨t der einzelnen Nutzererfahrungen und wird daher nicht weiter
betrachtet.
Um die vorgestellten Metriken in ihrer Anwendbarkeit hinsichtlich der Bewertung
der Dienstqualita¨t zu bewerten, ist in Abbildung 4.2 ein Beispiel skizziert. In diesem
sind drei Ablaufpla¨ne, bestehend aus sieben Anfragen mit unterschiedlichen Bearbei-
tungszeiten bzw. Kosten, dargestellt. Jeder der drei Ablaufpla¨ne wird bezu¨glich der
mittleren Antwortzeit (AWZ), der Varianz der Antwortzeiten und der gewichteten
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mittleren Antwortzeit bewertet. Die Anfragen im ersten Ablaufplan sind nach kei-
nem Schema geordnet und liegen in der Reihenfolge ihrer Ankunft vor. Entsprechend
sind die Werte der einzelnen Metriken nur durchschnittlich bis schlecht. Im zweiten
Ablaufplan wurden die Anfragen absteigend nach ihrer Ausfu¨hrungszeit geordnet.
Dieses Schema der Ablaufplanung wird als Shortest-Job-First, kurz SJF, bezeichnet
und fu¨hrt bewiesenermaßen zur minimalen mittleren Antwortzeit und auch zur mini-
malen gewichteten mittleren Antwortzeit [65, 64]. Um den Effekt des Verhungerns zu
vermeiden, der auftreten kann, wenn Anfragen sehr hoher Bearbeitungsdauer fort-
wa¨hrend durch kleinere Anfragen verdra¨ngt werden, kann Shortest-Job-First durch
Lottery-Scheduling-Algorithmen approximiert werden [85].
Die Minimierung der Varianz der Antwortzeiten ist, im Gegensatz zu den vorher-
gehenden Metriken, ein NP-hartes Problem und daher nur fu¨r kurze Ablaufpla¨ne
optimal lo¨sbar. In [92] werden zwei heuristische Algorithmen – Balanced-Spiral und
Verified-Spiral – zur na¨herungsweisen Lo¨sung dieses Problems vorgestellt. Fu¨r die
sieben Beispielanfragen ist der optimale Ablaufplan in Abbildung 4.2 dargestellt.
Es ist ersichtlich, dass die Varianz der Antwortzeiten im Vergleich zu den anderen
Ablaufpla¨nen deutlich verbessert werden konnte.
Dienstqualita¨t und Aktualisierungen
Bisher wurde die Dienstqualita¨t nur in Verbindung mit den Anfragen eines Systems
betrachtet. Jedoch haben Aktualisierungen einen ebenso großen Einfluss. In Ab-
schnitt 3.5 wurde der Konflikt zwischen Datenaktualita¨t und Datenlatenz in einem
Data-Warehouse-System dargestellt. Die Ausfu¨hrung einer Aktualisierung verbes-
sert die Aktualita¨t eines Systems (siehe Abschnitt 4.1.2), erho¨ht jedoch die Daten-
latenz, da Anfragen verzo¨gert werden mu¨ssen. Somit kann eine Optimierung der
Dienstqualita¨t nur unter gleichzeitiger Betrachtung der Anfragen und der Aktuali-
sierungen erfolgen. Um dies zu gewa¨hrleisten, ist der Ablaufplan der Anfragen als
gegeben zu betrachten. Das zu verwendende Ablaufplanschema ist dabei abha¨ngig
von der Wahl des Optimierungskriteriums.
Sollen in den Anfrageablaufplan Aktualisierungen eingebettet werden, so ist zu be-
werten, wie sich das auf die Datenlatenz und die Datenaktualita¨t der Anfragen
auswirkt. Letzteres wird im darauf folgenden Abschnitt diskutiert. Die Auswirkung
auf die Datenlatenz wird an dem in Abbildung 4.2 dargestellten Beispiel diskutiert.
Unter Verwendung des Ablaufplanschemas Shortest-Job-First fu¨hrt das Einfu¨gen
von Aktualisierungen, die ebenfalls mit Kosten behaftet sind, zu einer stetigen Ver-
schlechterung der mittleren Antwortzeit sowie der gewichteten mittleren Antwort-
zeit. Die Auswirkung einer Aktualisierung auf die Antwortzeiten ist umso gro¨ßer, je
weiter rechts die Aktualisierung in den Anfrageablaufplan eingeschoben wird. Wei-
terhin kann das Einfu¨gen von Aktualisierungen unabha¨ngig voneinander betrachtet
werden, da die Auswirkungen auf die Antwortzeiten proportional stets die gleichen
sind. Besteht das Optimierungskriterium aus der Minimierung der Varianz der Ant-
wortzeiten, sind diese Eigenschaften nicht gegeben. Aufgrund des V-fo¨rmigen Ablauf-
planes (siehe Abbildung 4.2), der die Optimalita¨t der Varianz garantiert, beschreibt
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die Vera¨nderung der Varianz beim Einfu¨gen einer Aktualisierung keine stetige Funk-
tion in Abha¨ngigkeit der Ausfu¨hrungsreihenfolge. Des Weiteren ist eine unabha¨ngige
Betrachtung beim Einfu¨gen mehrerer Aktualisierungen nicht mo¨glich, da die Varianz
je nach Position der Aktualisierungen zueinander sowohl erho¨ht als auch gemindert
werden kann. Fu¨r das Dienstqualita¨tskriterium der Antwortzeitvarianz ist es somit
nicht mo¨glich, eine Zielfunktion aufzustellen, anhand derer das Einfu¨gen von Aktua-
lisierungen optimiert werden kann.
Aufgrund der oben dargelegten Eigenschaften der Dienstqualita¨tsmetriken werden
im Folgenden nur noch die mittlere Antwortzeit und die gewichtete mittlere Antwort-
zeit betrachtet. Da beide Metriken durch die Anwendung desselben Ablaufplansche-
mas minimiert werden ko¨nnen (Shortest-Job-First), wird im allgemeinen Fall nur
von der mittleren Antwortzeit die Rede sein.
4.1.2 Datenqualita¨tskriterien
Die Datenqualita¨t beschreibt die Gu¨te einer Information aus der Sichtweise der Pro-
zesse oder der Nutzer, die diese Information verwenden (engl. fitness for use). Der
Begriff Datenqualita¨t ist komplex und vielschichtig und daher mehrdimensional de-
finiert, wobei jede Dimension einen spezifischen Teilaspekt umfasst. In der Literatur
existiert eine Vielzahl von Ansa¨tzen, Qualita¨tsdimensionen zu klassifizieren, von de-
nen hier nur die wichtigsten genannt werden: Jarke et al. [41], Wang et al. [86],
Naumann et al. [56] und Francalanci et al. [27]. Naumann et al. [56] unterscheidet
zum Beispiel die technische (Verfu¨gbarkeit), inhaltsbezogene (Genauigkeit, Vollsta¨n-
digkeit), subjektive (Glaubwu¨rdigkeitm Reputation) und instanzbezogene (Zuga¨ng-
lichkeit) Qualita¨tsdimension. Die in der Literatur am ha¨ufigsten genannten Daten-
qualita¨tskriterien sind in Abbildung 4.1 zusammengefasst dargestellt. Als besonders
relevant ko¨nnen hier insbesondere die Genauigkeit (engl. accuracy), die Aktualita¨t
(engl. currency), die Vollsta¨ndigkeit (engl. completeness) und die Konsistenz (engl.
consistency) eingestuft werden.
Zur Optimierung eines Systems bezu¨glich einer Dimension ist zuna¨chst eine Metrik
zu entwickeln bzw. auszuwa¨hlen, anhand derer die Qualita¨t messbar gemacht werden
kann. Fu¨r einige Dimensionen, wie zum Beispiel die Konsistenz und die Interpretier-
barkeit, sind nur qualitative Aussagen mo¨glich. Die Gu¨te anderer Dimensionen, wie
Genauigkeit oder Aktualita¨t, kann hingegen konkret quantifiziert werden. Die Er-
hebung der Werte der Datenqualita¨tsmetriken fu¨r relationale Datenbanksysteme im
Allgemeinen wurde in [55] betrachtet und fu¨r Data-Warehouse-Systeme im Speziel-
len in [84].
In Abschnitt 3.5.1 wurde dargelegt, dass die Echtzeitfa¨higkeit eines Data-Warehouse-
Systems dessen Fa¨higkeit bemisst, die Verzo¨gerung der Dateneinbringung zu mini-
mieren bzw. die Datenaktualita¨t zu maximieren. Aus diesem Grund wird in den
weiteren Ausfu¨hrungen ausschließlich die Qualita¨tsdimension Aktualita¨t fokussiert.
Die anderen bereits genannten Datenqualita¨tsdimensionen spannen getrennte For-
schungsgebiete auf und bedu¨rfen daher einer gesonderten Betrachtung.
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Datenaktualita¨t
Die Bestimmung der Datenaktualita¨t eines Anfrageergebnisses erfolgt anhand ver-
schiedener Metriken, die in drei Klassen unterschieden werden ko¨nnen: (1) Abstands-
basierte Metriken (engl. lag-based metrics) bemessen die Aktualita¨t einer Anfrage
anhand der Anzahl der noch nicht eingebrachten Aktualisierungen. Dazu sind ledig-
lich die Abha¨ngigkeiten zwischen Anfragen und Aktualisierungen zu ermitteln. (2)
Divergenzbasierte Ansa¨tze betrachten die Wertdifferenz zwischen dem bereits persis-
tierten Datum und dem Datum nach der Aktualisierung. Diese Differenz ist jedoch
im strengen Sinne im Kontext der Anfragen zu sehen. So kann eine Aktualisierung
unter Anwendung der divergenzbasierten Metrik als sehr wichtig eingestuft werden,
hinsichtlich der Vera¨nderung der Anfrageergebnisse aber kaum einen Einfluss haben.
Da eine Betrachtung der Anfragesemantik im Einzelnen nicht durchfu¨hrbar ist, ko¨n-
nen an dieser Stelle nur Annahmen getroffen werden. Ein weiterer Nachteil dieses
Ansatzes besteht darin, dass zur Berechnung der Wertdifferenz das zu aktualisie-
rende Datum ermittelt werden muss, was eine sehr teure Operation darstellt. (3)
Zeitbasierte Aktualita¨tsmetriken messen die zeitliche Differenz zwischen der letzten
Aktualisierung eines Datums und der a¨ltesten noch nicht eingebrachten Aktualisie-
rung. Auch fu¨r diesen Ansatz mu¨ssen wie fu¨r die abstandsbasierte Metrik lediglich
die Abha¨ngigkeiten zwischen Anfragen und Aktualisierungen ermittelt werden.
Angesichts ihrer einfachen Berechenbarkeit sowie ihrer klaren Semantik sollen im
Folgenden die abstandsbasierte und die zeitbasierte Aktualita¨tsmetrik zur Bestim-
mung der Datenqualita¨t verwendet werden.
4.1.3 Multikriterielle Optimierung
Die multikriterielle Optimierung bezeichnet eine Klasse von Optimierungsproble-
men, bei denen mehrere in Konflikt stehende Zielsetzungen vorliegen. Ein typisches
Beispiel ist die Suche nach Hotels, bei der sowohl der Preis als auch die Na¨he zum
Strand zu minimieren ist. Es ist leicht zu sehen, dass es sich dabei um zwei wider-
streitende Kriterien handelt.
Formal la¨sst sich ein multikriterielles Minimierungsproblem wie folgt beschreiben:
minx[µ1(x), µ2(x), ..., µn(x)]
gj(x) ≤ 0, 1 ≤ j ≤ r
hk(x) = 0, 1 ≤ k ≤ s
xl ≤ xi ≤ xu.
Dabei bezeichnet µi die i-te Optimierungsfunktion, g und h sind die r Ungleichungs-
bzw. die s Gleichheitsbedingungen fu¨r das Problem und xl und xu sind die Beschra¨n-
kungen des Suchraums nach unten bzw. nach oben. Die Lo¨sungen dieser Problem-
definition werden als Pareto-effizient bezeichnet. Sie sind dadurch gekennzeichnet,
dass eine Verbesserung in einer Dimension nur durch eine Verschlechterung in einer
anderen Dimension zu erreichen ist. Fu¨r multikriterielle Probleme gibt es daher nicht
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nur ein optimales Ergebnis, sondern die Lo¨sung besteht aus einer Menge von Pareto-
effizienten Ergebnissen. Aufgrund der geltenden Dualita¨t maxµm(x) = −minµm(x)
kann jedes Minimierungsproblem in ein Maximierungsproblem transformiert werden
und umgekehrt, so dass obiger Formalismus auch im Allgemeinen angewendet wer-
den kann.
Multikriterielle Problemstellungen sind in vielen Anwendungsgebieten pra¨sent, im
Umfeld von Data-Warehouse-Systemen jedoch kaum untersucht. Eine der wenigen
existierenden Arbeiten ist [68], in der ein sogennantes QoX-Framework fu¨r die quali-
ta¨tsgetriebene Entwicklung von ETL-Prozessen vorgeschlagen wird. Es wurden ver-
schiedenen Qualita¨tsdimensionen diskutiert und beispielhaft die Abha¨ngigkeiten zwi-
schen den Qualita¨tsdimensionen in verschiedenen Experimenten untersucht sowie die
Konflikte zwischen diesen in Abha¨ngigkeitsgraphen dargestellt. In dieser Disserta-
tion wird ein konkreter Konflikt zwischen den Qualita¨tskriterien Antwortzeit und
Datenaktualita¨t herausgegriffen und es werden multikriterielle Optimierungsansa¨tze
erarbeitet.
Lo¨sungsmethoden
Der einfachste und intuitivste Lo¨sungsansatz fu¨r multikriterielle Probleme besteht
aus der U¨berfu¨hrung der Menge der Optimierungsfunktionen in eine einzige aggre-
gierte Funktion. Im Allgemeinen besteht diese Funktion aus der gewichteten linea-
ren Summe der Einzeloptimierungskriterien [37]. Die entstehende Gleichung kann
sehr effizient mittels Methoden der nichtlinearen Progammierung gelo¨st werden. Der
Nachteil dieser Ansa¨tze besteht jedoch in der Notwendigkeit von A-priori-Wissen zur
Festlegung der Gewichte. Ist dieses Wissen nicht vorhanden, kann die Zuweisung der
Gewichte nur subjektiv erfolgen. Des Weiteren ist es mit diesem Ansatz unmo¨glich,
alle Pareto-Punkte zu ermitteln. Andere Ansa¨tze, wie Normal Boundary Intersection
[16], Normal Constraint [54] und Successive Pareto Optimization [33], umgehen diese
Nachteile, indem statt einer aggregierten Funktion mehrere aggregierte Funktionen
erstellt werden, die jeweils unter verschiedenen Annahmen die Pareto-Lo¨sungen lie-
fern. Eine weitere sehr verbreitete Klasse von Lo¨sungsmethoden fu¨r multikriterielle
Probleme sind die evolutiona¨ren Algorithmen. Einen guten U¨berblick dieser Ansa¨tze
liefern Wiley & Sons in [18].
Fu¨r das vorliegende Problem, der Ermittlung von Ablaufpla¨nen zur Maximierung
der Datenaktualita¨t und zur Minimierung der Antwortzeit, wurde eine spezifische
Lo¨sung entwickelt. Diese basiert auf der Beobachtung, dass nicht alle Pareto-Punkte
gefunden werden mu¨ssen, sondern stets nur derjenige, der die Nutzeranforderung op-
timal erfu¨llt. Weiterhin sind nur zwei Qualita¨tsdimensionen relevant: die Antwortzeit
als Dimension der Dienstqualita¨t (siehe Abschnitt 4.1.1) und die Aktualita¨t als Di-
mension der Datenqualita¨t (siehe Abschnitt 4.1.2). Dadurch konnte die Fragestellung
auf ein bekanntes Optimierungsproblem der Kombinatorik, dem Rucksackproblem,
mit zusa¨tzlichen Nebenbedingungen abgebildet werden (siehe Abschnitt 4.2.2).
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4.1.4 Workload- und Systemmodell
Das zu betrachtende Szenario besteht aus drei Komponenten: 1) einem zentralen
Data-Warehouse zur Verarbeitung von Nutzeranfragen und Aktualisierungen, 2) ei-
nem Arbeitsbereich, der kontinuierlich Aktualisierungen an das Data-Warehouse
propagiert und 3) einer Data-Warehouse-Anwendung, in der nutzerdefinierte An-
fragen erzeugt werden. Der Aufbau des Workloads, dessen Parameter, das Partitio-
nierungsmodell sowie die konkreten Dienst- und Datenqualita¨tskriterien werden in
den folgenden Abschnitten vorgestellt.
Workloadmodell
Der Workload W in einem Echtzeit-Data-Warehouse kann in zwei Klassen unter-
schieden werden: in den Workload Wq, der ausschließlich Anfragen qi ∈Wq beinhal-
tet und in den Workload Wu, bestehend aus Aktualisierungen uj ∈Wu. Der Begriff
Aktualisierung wird im Folgenden synonym fu¨r alle A¨nderungsoperationen wie Ein-
fu¨gen, Lo¨schen und Aktualisieren verwendet. Gemischte Transaktionen, bestehend
aus Anfragen und Aktualisierungen, ko¨nnen aufgrund der push-basierten und damit
von den Anfragen unabha¨ngigen Einbringung von Aktualisierungen nicht auftreten.
Zur Unterstu¨tzung der Ablaufplanung bei der Optimierung der Datenaktualita¨t und
der Antwortzeiten sind eine Reihe von Parametern notwendig, die in einem Vorver-
arbeitungsschritt fu¨r jede Anfrage und jede Aktualisierung ermittelt werden (sie-
he Abbildung 4.3). Jede Anfrage ist mit den Anforderungen der jeweiligen Nutzer
bezu¨glich der beiden Qualita¨tsdimensionen – Aktualita¨t als Dimension der Daten-
qualita¨t und Antwortzeit als Dimension der Dienstqualita¨t – annotiert. Diese sind
als Parameterpaar <qosqi , qodqi>, mit qosqi ∈ [0, 1] und qosqi ∈ [0, 1], darstellbar,
wobei gilt, dass die Summe beider Parameter immer 1 ergibt (qosqi + qodqi = 1).
Weist ein Nutzer qosqi einen hohen Wert zu, so votiert er damit fu¨r geringe Ant-
wortzeit, wohingegen ein hoher Wert fu¨r qodj fu¨r ho¨here Aktualita¨tsanforderungen
steht. Auch wenn der Zusammenhang zwischen Dienst- und Datenqualita¨t nicht li-
near ist, bietet dieses Parameterpaar dennoch eine gute Metapher zur Spezifikation
der Nutzeranforderungen.
Zur Bewertung des Nutzwertes einer Aktualisierung fu¨r die Datenqualita¨t eines Sys-
tems wird jede Aktualisierung um einen Profitparameter puj erweitert. Die Belegung
dieses Profitparameters ist abha¨ngig von der gewa¨hlten Datenqualita¨tsmetrik, kann
jedoch einfach bestimmt werden (siehe Abschnitt 4.1.2).
Durch die Kompilierung der Anfragen und Aktualisierungen ko¨nnen na¨herungswei-
se die Kosten bestimmt werden (siehe Abbildung 4.3). Der Kostenparameter einer
Anfrage qi wird mit cqi und der einer Aktualisierung uj mit cuj bezeichnet. Die zur
Scha¨tzung der Kosten ermittelten Pla¨ne ko¨nnen bei der eigentlichen Ausfu¨hrung der
Anfragen bzw. der Aktualisierungen wiederverwendet werden.
Reihenfolgeabha¨ngigkeiten zwischen Aktualisierungen werden in diesem Workload-
modell nicht beru¨cksichtigt, so dass die Ausfu¨hrungsordnung beliebig vera¨nderbar
ist. Allerdings kann das Modell sehr einfach um diese Eigenschaft erweitert wer-
66


















den. Dies ha¨tte positive Auswirkungen hinsichtlich der Laufzeiteigenschaften des in
Abschnitt 4.2 entwickelten Scheduling-Algorithmus, da durch den Erhalt von Ab-
ha¨ngigkeitsbedingungen der Suchraum zusa¨tzlich eingeschra¨nkt wird.
Partitionierungsmodell
In Abschnitt 3.4.3 wurde die partitionierte Datenproduktion und -speicherung als
Grundvoraussetzung fu¨r den Betrieb eines Echtzeit-Data-Warehouses eingefu¨hrt.
Diese ermo¨glicht die Bestimmung des Wertes einer Aktualisierung, indem korre-
lierende Anfragen ermittelt werden ko¨nnen. Die Granularita¨t der Partitionierung
bestimmt dabei die Genauigkeit sowie die Kosten der Korrelationsbestimmung. Der
Aufbau der Datenstruktur zur Partitionsbestimmung wird im Detail in Kapitel 6
betrachtet.
Jede Anfrage qi und jede Aktualisierung uj liest bzw. schreibt eine oder mehrere
Partitionen (|Pqi | ≥ 1 und |Puj | ≥ 1). Die Bestimmung der Menge der Partitionen
kann durch einen effizienten Datenbankzugriff realisiert werden (siehe Abbildung
4.3). Eine Korrelation zwischen einer Anfrage und einer Aktualisierung liegt vor,
wenn die Schnittmenge der beiden Partitionsmengen nicht leer ist (Pqi ∩ Puj 6= ∅).
Bestimmung der mittleren Antwortzeit
Die Antwortzeit einer Anfrage qi setzt sich zusammen aus der eigenen Verarbei-
tungszeit eqi sowie der Wartezeit verursacht durch die Ausfu¨hrung vorheriger An-
fragen und Aktualisierungen. Wa¨hrend die Wartezeit, verursacht durch die Menge
an Anfragen, iterativ berechnet werden kann, wird die durch die Aktualisierungen
verursachte Wartezeit jeweils zu den Kosten der darauffolgenden Anfrage addiert.







(|Wq| − i) · (eqi + cuj ). (4.1)
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Bestimmung der Aktualita¨t
Die Bestimmung der Aktualita¨t einer Anfrage bzw. eines gesamten Workloads erfolgt
unabha¨ngig von der verwendeten Metrik (abstandsbasiert oder zeitbasiert) allein
auf Basis des Profitparamters puj . Dazu muss lediglich sichergestellt werden, dass
der Profit durch eine positive Zahl ausdru¨ckbar ist und ein ho¨herer Profitwert mit
einer verbesserten Datenqualita¨t bzw. Datenaktualita¨t korrespondiert. Wird eine
Aktualisierung uj vor einer Anfrage qi ausgefu¨hrt und besteht eine Abha¨ngigkeit
zwischen diesen (Pqi ∩ Puj 6= ∅), so wird die Datenaktualita¨t der Anfrage qi um
die Gro¨ße des Profitwertes puj erho¨ht. Die mittlere Aktualita¨t aller Anfragen eines





qi∈Wq , uj∈Wu, Pq∩Pj 6=∅
puj . (4.2)
Die Festlegung des Profitparameters soll am Beispiel der abstandsbasierten Metrik il-
lustriert werden. Diese misst die Aktualita¨t einer Anfrage anhand der Anzahl an noch
nicht eingebrachten Aktualisierungen und stellt somit ein Minimierungsproblem dar.
Durch Vergabe eines negativen Profitwertes fu¨r alle Aktualisierungen (∀uj , pj = −1)
kann das Minimierungsproblem in ein Maximierungsproblem u¨berfu¨hrt werden. Die
Ausfu¨hrung einer Aktualisierung vor einer korrelierenden Anfrage wu¨rde somit die
Aktualita¨t dieser Anfrage um 1 verbessern.
4.2 Multikriterielle Ablaufplanung
Das Problem der multikriteriellen Optimierung wurde in Abschnitt 4.1 bereits ab-
strakt dargelegt und die zwei Qualita¨tsdimensionen Aktualita¨t und Antwortzeit ein-
gefu¨hrt. Darauf aufbauend wird in den folgenden Abschnitten zuna¨chst der Begriff
Pareto-Effizienz fu¨r Ablaufpla¨ne definiert und ein Algorithmus entwickelt, der sowohl
im statischen als auch im dynamischen Fall den optimalen Ablaufplan ermittelt.
4.2.1 Pareto-effiziente Ablaufpla¨ne
Die Lo¨sungen eines multikriteriell definierten Problems wurden in Abschnitt 4.1.3
als Pareto-effizient bezeichnet. Ein einleitendes Beispiel veranschaulicht den Begriff
der Pareto-Effizienz im Kontext der Ablaufplanoptimierung.
Einleitendes Beispiel
Der zu betrachtende Beispielworkload besteht aus sieben Transaktionen: fu¨nf Anfra-
gen q1 bis q5 und zwei Aktualisierungen u1 und u2. Der vollsta¨ndige Lo¨sungsraum fu¨r
diesen Workload setzt sich aus 7! = 5.400 mo¨glichen Permutationen bzw. Ablaufpla¨-
nen zusammen, die in Abbildung 4.4 dargestellt und bezu¨glich der Antwortzeit (x-
Achse) und Aktualita¨t (y-Achse) bewertet sind. Es sollen zuna¨chst nur die optimalen
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Abbildung 4.4: Alle 7! mo¨glichen Ablaufpla¨ne eines Workloads bestehend aus fu¨nf
Anfragen und zwei Aktualisierungen
Antwortzeit wird durch das Scheduling-Verfahren Shortest-Job-First (SJF) garan-
tiert, welches eine absteigende Sortierung der Anfragen nach ihrer Verarbeitungszeit
vornimmt. Da zusa¨tzlich auch Aktualisierungen in den Ablaufplan integriert wer-
den mu¨ssen, ergibt sich der optimale Ablaufplan durch Ausfu¨hrung aller Anfragen
vor allen Aktualisierungen (engl. Queries-First, QF) und der Anwendung von SJF.
Die Maximierung der Aktualita¨t wird durch die Priorisierung der Aktualisierungen
vor den Anfragen erreicht. Werden die Anfragen zusa¨tzlich wieder nach dem SJF-
Schema geordnet, kann der in Abbildung 4.4 dargestellte Ablaufpan UF + SJF
ermittelt werden. Beide Ablaufpla¨ne sind Pareto-effizient, da keine Verbesserung in
einer Dimension mo¨glich ist, ohne in der anderen Dimension ein schlechteres Er-
gebnis zu erzielen. Bei gleichzeitiger Betrachtung beider Optimierungsziele sind alle
Ablaufpla¨ne berechenbar, wobei besonders die Pareto-effizienten Ablaufpla¨ne auf
den verbindenden Linien zwischen QF + SJF und UF + SJF von Interesse sind.
Diese werden als Pareto-Front bezeichnet. Ziel ist es, fu¨r gegebene Nutzeranforde-
rungen einen Ablaufplan auf der Pareto-Front zu finden, der diesen Anforderungen
am na¨chsten kommt. Beispielhaft ist noch ein weiterer Ablaufplan dargestellt, der
nach dem FIFO-Prinzip geordnet ist, wodurch keine Optimalita¨t gewa¨hrleistet wird.
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Abbildung 4.5: Pareto-effiziente Ablaufpla¨ne des Workloads: q1, q2, q3, u1, u2, u3
Definitionen
In dem vorhergehenden Beispiel wurden die Ablaufpla¨ne QF +SJF und UF +SJF
als Pareto-effizient identifiziert. Im folgenden Abschnitt wird dieser Begriff im Kon-
text der Ablaufplanung definiert und eine Metapher zur Beschreibung von Aktuali-
sierungen vorgestellt.
In Abbildung 4.5 sind drei Aktualisierungen unterschiedlicher Kosten und Profite
dargestellt, welche in einen gegebenen Ablaufplan, bestehend aus drei Anfragen,
einzufu¨gen sind. Jede der drei Aktualisierungen kann durch zwei Vektoren repra¨sen-
tiert werden: in x-Richtung durch einen Kostenvektor und in y-Richtung durch einen
Profit-Vektor. Zur Veranschaulichung wird angenommen, dass alle Anfragen von al-
len Aktualisierungen profitieren. In spa¨teren Abschnitten wird auch der allgemeinere
Fall betrachtet. Die Reihenfolge der Anfrage sei durch ein beliebiges Scheduling-
Verfahren oder durch Nutzerpriorisierungen [45, 66, 17, 78, 79] fest vorgegeben. Die
Position einer Aktualisierung unj in einem Ablaufplan S sei beschrieben durch n und
initial mit dem Wert 0 besetzt, d.h. die Aktualisierung wird nach allen Anfragen
ausgefu¨hrt. Der Positionswert n ist durch die Anzahl der Anfragen im Workload
begrenzt, d.h. eine Aktualisierung kann maximal um die Anzahl der im Workload
vorhandenen Anfragen verschoben werden. Die Menge aller mo¨glichen Ablaufpla¨ne
– und damit der Lo¨sungsraum fu¨r das Optimierungsproblem – ist dann wie folgt
definiert:
Definition 4.1 (Lo¨sungsmenge P) P ist die Menge der Ablaufpla¨ne, die sich
durch die Verschiebung aller Aktualisierungen unj um 0 bis maximal |Wq| Positionen
ergeben: P = {unj |∀j, 0 ≤ n ≤ |Wq|}.







schreibbar. Zur Bestimmung Pareto-effizienter Ablaufpla¨ne wird der Begriff der Do-
minanz beno¨tigt, der wie folgt definiert ist:
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Definition 4.2 (Dominanz /) Gilt fu¨r zwei Ablaufpla¨ne S und S′, dass S in min-
destens einem Kriterium (Minimierung der Kosten, Maximierung des Profits) besser
und in keinem Kriterium schlechter als S′ ist, so wird S’ von S dominiert: S′ / S,
falls c(S) ≤ c(S′), p(S′) ≥ p(S) und c(S) 6= c(S′) oder p(S) 6= p(S′).
Im Beispiel in Abbildung 4.5 wird S5 von S2 in beiden Kriterien und S8 von S4
bezu¨glich des Aktualita¨ts-Kriteriums dominiert. Aufbauend auf der Dominanz ist
ein Pareto-effizienter Ablaufplan wie folgt definiert:
Definition 4.3 (Pareto-effizienter Ablaufplan) Seien S und S′ ∈ P , dann ist
S Pareto-effizient, falls kein S′ mit S / S′ existiert. P ∗ = {S ∈ P |@S′ ∈ P, S / S′}.
Ein Pareto-effizienter Ablaufplan garantiert somit, dass eine Verbesserung in einem
Kriterium nicht mo¨glich ist, ohne dass sich das Ergebnis in einem anderen Kriterium
verschlechtert. Im Beispiel ist dies fu¨r die Ablaufpla¨ne S1, S2, S3 und S4 erfu¨llt.
Das Problem der Ablaufplanoptimierung unter Beru¨cksichtigung zweier Kriterien
gleichzeitig wurde bereits 1956 in [71] erstmalig betrachtet (mit den Optimierungszie-
len Minimierung der Job-Verarbeitungszeit und Minimierung der verspa¨teten Jobs).
Jedoch sind keine Arbeiten zur Ablaufplanung von Aktualisierungen unter Beru¨ck-
sichtigung der Qualita¨tsdimensionen Antwortzeit und Aktualita¨t bekannt.
4.2.2 Abbildung auf das Rucksackproblem
Das Problem der Auswahl von Aktualisierungen, die die Datenaktualita¨t maximie-
ren und gleichzeitig die dafu¨r notwendige zusa¨tzliche Antwortzeit minimieren, kann
auf das 0-1-Rucksackproblem zuru¨ckgefu¨hrt werden (0-1 bedeutet, dass jedes Ele-
ment bzw. jede Aktualisierung ho¨chstens einmal in der Lo¨sungsmenge vorkommen
darf). Die Abbildung auf dieses Problem, das heisst die Erzeugung der Rucksackele-
mente sowie die Festlegung der Rucksackgro¨ße und zusa¨tzlicher Nebenbedingungen,
ist Inhalt der folgenden Abschnitte.
Definition des Rucksackproblems
Die in den Rucksack einzufu¨genden Aktualisierungen werden jeweils durch einen Pro-
fitparameter pj und einen Kostenparameter cj beschrieben. Das 0-1-Rucksackproblem
besteht darin, eine Menge von Aktualisierungen auszuwa¨hlen, so dass die Summe









cjuj ≤ B (4.4)
uj ∈ {0, 1}, j = 1, ..., |U |. (4.5)
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Da die mehrmalige Ausfu¨hrung einer Aktualisierung semantisch nicht sinnvoll ist,
gilt zusa¨tzlich die Einschra¨nkung, dass jede Aktualisierung nur einmal in der Lo¨-
sungsmenge vorhanden sein darf (Gleichung (4.5)).
Bestimmung der Rucksackgro¨ße
Zur Berechnung der Rucksackgro¨ße B, d.h. der zur Verfu¨gung stehenden Zeit zur
Ausfu¨hrung von Aktualisierungen, werden die minimale und die maximale Antwort-
zeit des gesamten Workloads beno¨tigt. Die minimale Antwortzeit ergibt sich aus
der Ausfu¨hrung aller Anfragen vor allen Aktualisierungen, durch Anwendung der
Query-First-Strategie QF (siehe Abbildung 4.6). Analog wird die maximale Aus-
fu¨hrungszeit durch Anwendung der Update-First-Strategie UF erreicht, d.h. der
Ausfu¨hrung aller Akualisierungen vor allen Anfragen. Die Differenz beider Werte
ergibt das Zeitfenster BTotal, welches notwendig ist, um alle Aktualisierungen zuerst
auszufu¨hren und damit garantiert die ho¨chste Datenaktualita¨t zu erreichen:
BTotal(W ) = MittlereAntwortzeit(WUF )−MittlereAntwortzeit(WQF ). (4.6)
Die Gro¨ße des fu¨r die Aktualisierungen zur Verfu¨gung stehenden Zeitfensters wird
durch die Nutzer mittels der in Abschnitt 4.1.4 eingefu¨hrten Parameter<qosqi , qodqi>
vorgegeben. Dazu wird der qosqi-Parameter aller Anfragen qi mit dem Zeitfenster
BTotal aus Gleichung (4.6) multipliziert (siehe Abbildung 4.6), so dass sich die Ruck-






1− qosqi , qosqi ∈ [0, 1]. (4.7)
Die Rucksackgro¨ße B bildet somit die Beschra¨nkung fu¨r das in den Formeln (4.3)-
(4.5) formulierte Rucksackproblem. Ein hoher Wert fu¨r B bzw. eine schwache Be-
schra¨nkung erlaubt das Einfu¨gen vieler Aktualisierungen, wodurch die Datenqualita¨t
bzw. Datenaktualita¨t verbessert wird. Ein kleines B fu¨hrt dazu, dass nur wenige Ak-
tualisierungen eingefu¨gt werden ko¨nnen, wodurch die Dienstqualita¨t verbessert und
die Datenqualita¨t verschlechtert wird.
Die in Formel (4.7) ermittelte Rucksackgro¨ße B ist nur ein rechnerisch ermittel-
ter Wert, was zur Folge hat, dass die Antwortzeit des damit errechneten Pareto-
effizienten Ablaufplans von B abweichen bzw. darunter liegen kann. Dieser Zusam-
menhang ist in Abbildung 4.6 dargestellt: Die Rucksackgro¨ße B liegt zwischen zwei
Pareto-effizienten Ablaufpla¨nen Si und Si + 1, wobei Si die Lo¨sung des Rucksack-
problems darstellt. Die Differenz zwischen der vorgegebenen Rucksackgro¨ße B und
der Antwortzeit des Ablaufplans Si ha¨ngt von der Dichte der Pareto-Front ab. Diese
wird durch die Anzahl der Pareto-effizienten Pla¨ne |P ∗| bestimmt und ist nach unten
durch n + 1 und nach oben durch 2n beschra¨nkt. Erstgenannter Wert ergibt sich,
wenn jeweils die Profite bzw. die Kosten aller Aktualisierungen identisch sind, d.h.
(puj = puk ∧ cuj = cuk ∀uj , uk ∈Wu). Sind jeweils die Werte der Kosten gleich den
Werten der Profite fu¨r jede Aktualisierung, d.h. (puj = cuj ∀uj ∈Wu), so ergibt sich
72
4.2 Multikriterielle Ablaufplanung







Abbildung 4.6: Ermittlung der Rucksackgro¨ße B
die obere Schranke. In praktischen Szenarien liegt die Anzahl der Pareto-effizienten
Lo¨sungen zwischen diesen zwei Werten, ist aber in jedem Fall hoch genug, dass der
ermittelte Ablaufplan sehr nah an der vorgegebenen Rucksackgro¨ße liegt.
Erzeugung von Eingabelementen
Die Eingabeelemente des Standardrucksackproblems sind durch Kosten (bzw. Ge-
wicht) und Profit bestimmt. Auch fu¨r Aktualisierungen sind Kosten- und Profit-
parameter bekannt, jedoch variieren diese aus Sicht der Anfragen in ihrer Position
innerhalb eines Anfrageablaufplanes. Um die Kosten und Profite der Aktualisierun-
gen an den jeweiligen Positionen zu bestimmen, wird eine Abha¨ngigkeitsmatrix D
der Gro¨ße |Q|× |U | angelegt, die angibt, welche Anfrage von welcher Aktualisierung
profitiert (siehe Abbildung 4.7). Existiert eine solche Abha¨ngigkeit, wird das entspre-
chende Matrixelement ukj mit dem Wert 1 versehen. Die Kosten und Profite einer
Aktualisierung ukj ko¨nnen damit als Funktionen der Position k formuliert werden:
cost(ukj ) = cj · k (4.8)




Bei der Verschiebung einer Aktualisierung von Position i auf Position i+ 1 wachsen
die Kosten stets um einen festen Faktor, der Profit wa¨chst jedoch nur, wenn eine Ab-
ha¨ngigkeit mit Anfrage qi+1 besteht, d.h. das Matrixelement u
i+1
j gesetzt ist. Durch
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Abbildung 4.7: Beispiel einer Abha¨ngigkeitsmatrix
Anwendung der Abha¨ngigkeitsmatrix kann fu¨r jede Aktualisierung eine Menge von
Aktualisierungselementen mit variierenden Profiten und Kosten bestimmt werden
(siehe Abbildung 4.7). Dabei mu¨ssen nur die Aktualisierungselemente betrachtet
und erzeugt werden, fu¨r die eine Abha¨ngigkeit besteht. Aktualisierungselemente an
einer Position k, an der keine Abha¨ngigkeit vorhanden ist (ukj = 0), brauchen nicht
betrachet werden, da sie von Aktualisierungselementen uij (i < k) dominiert werden
(siehe Definition 4.2). Die Anzahl der mo¨glichen Aktualisierungselemente einer Ak-
tualisierung uj wird durch den Parameter Nj definiert. Um zu gewa¨hrleisten, dass
sich von jeder Aktualisierung maximal ein Aktualisierungselement fu¨r die Lo¨sungs-




uij ≤ 1. (4.10)
Diese Problemstellung ist eine Variation des Multiple-Choice-Rucksackproblems (engl.
Multiple-Choice Knapsack Problem, MCKP) [57], dessen Bedingung darin besteht,
genau ein Element jeder Klasse (Aktualisierung) fu¨r die Lo¨sungsmenge zu ermitteln.
Die Anzahl der Aktualisierungselemente ist zum einen durch die Anzahl der Anfragen
und Aktualisierungen und zum anderen durch die Dichte der Abha¨ngigkeitsmatrix
bestimmt. Bei einer Abha¨ngigkeitsdichte von 100% wa¨re die Anzahl der Aktualisie-
rungselemente gleich |Q| · |U |. In praktischen Szenarien ist jedoch von einer weitaus
geringeren Abha¨ngigkeitsdichte auszugehen, so dass die Anzahl der Aktualisierungs-
elemente entsprechend verringert wird.
4.2.3 Lo¨sung mittels dynamischer Programmierung
Das Rucksackproblem geho¨rt zur Liste der 21 klassischen NP-vollsta¨ndigen Pro-
bleme, die 1972 von Richard Karp aufgestellt wurde [44]. Jedoch existieren Algo-
rithmen, die nicht das gesamte Problem, sondern nur Unterprobleme lo¨sen und die
nach Garey and Johnson [29],
”
[..] will display ’exponential behavior’ only when
confronted with instances containing ’exponentially large’ numbers.“ Diese Art der
Algorithmen werden als pseudopolynomiell bezeichnet. Die Laufzeit pseudopolyno-
mieller Algorithmen ist durch ein Polynom in Abha¨ngigkeit der Eingabela¨nge und
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der gro¨ßten in der Kodierung vorkommenden Zahl beschra¨nkt. Ist diese Zahl relativ
klein, sind diese Algorithmen sehr effizient lo¨sbar, wie auch die Experimente in 4.5.3
besta¨tigen.
Ein pseudopolynomieller Algorithmus fu¨r das 0-1-Rucksackproblem, basierend auf
den Ideen dynamischer Programmierung, wurde in [82] entwickelt und wird unter
Beru¨cksichtigung der Einschra¨nkung in Gleichung (4.6) erweitert (MultiOptSchedu-
ling-Algorithmus 1). Die Eingabe besteht aus der Anzahl der zu bearbeitenden Ele-
mente N (die Anzahl der Aktualisierungselemente), der Rucksackgro¨ße B (das zur
Verfu¨gung stehende Zeitfenster fu¨r Aktualisierungen) sowie den Profit- und Kosten-
vektoren der Aktualisierungselemente. Zusa¨tzlich sind alle Aktualisierungselemente
uij innerhalb ihrer Klasse nach dem Profit aufsteigend sortiert und der Rang in-
nerhalb der Klasse ist in einem Array classpos[N + 1] gespeichert. Weiterhin wird
angenommen, dass alle Eingabewerte sowie alle Zwischenergebnisse ganzzahlig sind.
In der dynamischen Programmierung werden zuna¨chst fu¨r einfachere Teilproble-
me Zwischenlo¨sungen ermittelt, dann fu¨r auf diesen aufbauenden immer komplexer
werdende Probleme und schließlich fu¨r das gesamte Problem selbst. Zur Speiche-
rung der Zwischenlo¨sungen wird eine Matrix der Gro¨ße N + 1 × B + 1 P ange-
legt, deren Elemente mit 0 initialisiert werden. Fu¨r alle Variablen 1 ≤ n ≤ N
und 1 ≤ c ≤ B speichert P [n][c] die optimale Lo¨sung des entsprechenden Teil-
Rucksackproblems. Dabei gilt: sind die Kosten des n-ten Aktualisierungselements
kleiner gleich der Kostenschranke des betrachteten Teilproblems (Zeile 3), so tra¨gt
dieses Element potenziell zur Teillo¨sung bei, ansonsten kann dies u¨bersprungen
werden. Gilt Ersteres, so berechnet sich der Profit dieses Matrixelements mittels
P [n][c] = profit[n] + P [n − classpos[n]][c − cost[n]] (Zeile 4), d.h. aus dem aktuell
betrachteten Element und dem Element der Vorga¨ngerklasse. Durch einen Vergleich
mit dem Profit des Vorga¨ngerelements (P [n][c] = P [n − 1][c]) wird die bessere Lo¨-
sung mittels P [n][c] = max(P [n−1][c], p) errechnet (Zeile 6). Eine zweite Matrix R,
ebenfalls der Gro¨ße N + 1×B+ 1, speichert, ob die einzelnen Elemente Bestandteil
einer Teillo¨sung waren oder nicht (Zeile 7).
Nachdem beide Iterationen abgeschlossen sind, wird die Gesamtlo¨sung mittels Ru¨ck-
verfolgung aus den Teillo¨sungen in absteigender Komplexita¨t berechnet. Dazu wird,
beginnend mit dem letzten Element R[N + 1][B + 1], jeweils die Zugeho¨rigkeit zu
einer Teillo¨sung u¨berpru¨ft und so die Ergebnismenge sukzessiv aufgebaut (Zeilen 10
bis 20). Der Ru¨cksprung zum letzten Element der Vorga¨ngerklasse (n−classpos[n] in
Zeile 4 und 16) ist wichtig, um die Bedingung in Gleichung (4.6) zu garantieren, dass
die Lo¨sung nur ein Aktualisierungselement jeder Aktualisierung entha¨lt. Das Ergeb-
nis des Algorithmus sind diejenigen Aktualisierungselemente, welche die Aktualita¨t
maximieren ohne die Kostenschranke zu verletzen. Der so entstandene Ablaufplan
ist Pareto-effizient, da die Aktualita¨t nicht weiter verbessert werden kann, ohne die
Kostenschranke zu verletzen. Ist fu¨r eine Aktualisierung uj kein Aktualisierungsele-
ment ukj in der Ergebnismenge vertreten und die Lo¨sung daher unvollsta¨ndig, so
wird das Element u0j der Lo¨sungsmenge hinzugefu¨gt. Diese Aktualisierungen werden
nach allen Anfragen ausgefu¨hrt und verursachen damit weder Kosten noch erho¨hen
75
4 Datenproduktionssteuerung in einstufigen Systemen
Algorithmus 1 MultiOptScheduling(N, B, profit[N], cost[N])
Beno¨tigt: P [N + 1][B + 1] // mit 0 initialisieren
R[N + 1][B+ 1] // mit 0 initialisieren
classpos[N + 1] // Position der Akt.-Elements in seiner Klasse
result[N ] // mit Falsch initialisieren
1: for n = 1 to N do // fu¨r jedes Aktualisierungselement
2: for c = 1 to B do // fu¨r jeden Schrankenwert c ≤ B
3: if cost[n] ≤ c then // wenn Elementkosten kleiner sind
4: // der Profit des aktuellen Akt.-Elements und der vorhergehenden Klasse
5: p = profit[n] + P [n− classpos[n]][c− cost[n]]
6: end if
7: P [n][c] = max(P [n− 1][c], p) // die Alternative mit dem ho¨chsten Profit wa¨hlen
8: R[n][c] = (p > P [n−1][c]) // Akt.-Elementals Element einer Teillo¨sung markieren
9: end for
10: end for
11: // Berechnung der Lo¨sungsmenge aus den Teillo¨sungen
12: c = B, n = N // die Za¨hler mit der Gro¨ße der Matrix initialisieren
13: while n > 0 do // vom letzten zum ersten Element
14: if R[n][c] then // wenn Element in Teillo¨sung enthalten
15: result[n] = true // das Akt.-Element in der finalen Lo¨sungsmenge speichern
16: c = c− cost[n] // c um die Kosten des Aktualisierungselements reduzieren
17: n = n− classpos[n] // zum letzten Akt.-Element der vorhergehenden Klasse
18: else
19: n = n− 1 // zum vorhergehenden Akt.-Element springen
20: end if
21: end while
sie den Profit. Die Eigenschaft der Pareto-Effizienz wird somit nicht verletzt.
Die Laufzeit- und Speicherkomplexita¨t des Algorithmus ist durch die Parameter N
und B gegeben und betra¨gt O(N · B) bzw. Ω(N · B). Ob der Algorithmus effizient
gelo¨st werden kann, ha¨ngt daher maßgeblich von der Gro¨ße der beiden Paramter
ab: N ist durch die Anzahl der sich gleichzeitig im System befindlichen Anfragen
und Aktualisierungen und deren Abha¨ngigkeitsdichte stark nach oben begrenzt, was
auch in den Experimenten in Abschnitt 4.5.3 besta¨tigt wird. Die Gro¨ße des Parame-
ters B ist durch die Gro¨ße des Zeitfensters, aber vor allem durch die Genauigkeit der
verwendeten Zeiteinheiten bestimmt. Ist eine Genauigkeit im Bereich einiger Milli-
sekunden gefordert, so wird B entsprechend groß. Da die Kosten der Anfragen und
Aktualisierungen jedoch auf gescha¨tzten Werten des Optimierers beruhen und daher
mit Ungenauigkeit behaftet sind, kann die Zeiteinheit dahingehend gro¨ber gewa¨hlt
werden.
Beispiel Die Funktionsweise des MultiOptScheduling-Algorithmus wird an einem
Beispielworkload, dargestellt in Abbildung 4.8a, illustriert. Dieser besteht aus drei
Aktualisierungen u1, u2 und u3 sowie zwei Anfragen q1 and q2, deren Abha¨ngigkei-
ten in der Matrix D in Abbildung 4.8b dargestellt sind. Ausgenommen des Paares














(a) Drei Aktualisierungen u1, u2
und u3 als Kosten-Profit-
Vektor
Aktualisierungs‐q2 q1 elemente
u1 1 1 u11, u12
u2 1 1 u21, u22
u3 1 0 u32
(b) Abha¨ngigkeitsmatrix D
Kosten Profit classPos n
u11 1 2 1 1
u12 2 4 2 2
u21 2 3 1 3
u 2 4 6 2 42
u32 4 5 1 5
(c) Datenstruktur der Aktualisierungsele-
mente
n\c 0 1 2 3 4 5
0 0 0 0 0 0 0
1 0 2 2 2 2 2
2 0 2 4 4 4 4
3 0 2 4 5 7 7
4 0 2 4 5 7 8
5 0 2 4 5 7 8
(d) Lo¨sungsmatrix P : graue Kreise mar-
kieren den Pfad der Ru¨ckverfolgung,
schwarze Kreise die Lo¨sungselemente
Abbildung 4.8: Beispiel fu¨r den MultiOptScheduling-Algorithmus
fu¨nf Aktualisierungselemente (N = 5) aus der Abha¨ngigkeitsmatrix ableiten las-
sen, die in der rechten Spalte in Abbildung 4.8b skizziert sind. Die Datenstruktur
der Aktualisierungselemente ist in Abbildung 4.8c dargestellt: Zur Berechnung der
Kosten und Profite der Aktualisierungselemente werden die Funktionen (4.8) bzw.
(4.9) verwendet. Weiterhin wird jedes Aktualisierungselement innerhalb der Klasse
aufsteigend sortiert und der Rang in der Spalte classPos gespeichert. Klassenu¨ber-
greifend werden alle Aktualisierungselemente in Spalte n aufsteigend nummeriert.
Die resultierende Datenstruktur in Abbildung 4.8c bildet die Eingabe fu¨r den Mul-
tiOptScheduling-Algorithmus.
Die Teillo¨sungen werden in einer Matrix P der Gro¨ße N + 1 × B + 1, dargestellt
in Abbildung 4.8d, gespeichert. Der Parameter B sei in diesem Beispiel mit dem
Wert 5 belegt. In Fettschrift dargestellte Matrixelemente kennzeichnen Teillo¨sungen
(korrespondierend zur Matrix R in Algorithmus 1). Die jeweils erste Zeile und Spalte
der Lo¨sungmatrix ist mit 0 initialisiert und wird fu¨r den Vergleich mit dem Vorga¨n-
gerelement beno¨tigt.
Der Algorithmus beginnt mit dem Aktualisierungselement u11 (costs(u
1
1) = 1), das in
jeden Rucksack der Gro¨ße 1 bis 5 hineinpasst und daher als Teillo¨sung in jeder Spalte
markiert wird. Das na¨chste Aktualisierungselement u21 kann in jeden Rucksack der
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Gro¨ße 2 und ho¨her aufgenommen werden. Da der Profit von u21 ho¨her als der Profit
des Vorga¨ngerelements u11 ist (4 > 2), wird dieses Bestandteil der Teillo¨sung in den
Spalten 2 bis 5. Das Element u12 der Aktualisierung u2 bildet fu¨r die Rucksackgro¨ße
3 eine Teillo¨sung zusammen mit dem Element u11 und fu¨r c = 4 und c = 5 zusam-
men mit u21. Fu¨r das na¨chste Aktualisierungselement u
2
2, mit Kosten in Ho¨he von
4, gilt dies fu¨r c = 5 zusammen mit u11 der Vorga¨ngerklasse. Die Ru¨cksprungvaria-
ble n − classpos[n] in Zeile 4 in Algorithmus 1 stellt sicher, dass mehrelementige
Teillo¨sungen stets nur aus Aktualisierungselementen verschiedener Klassen gebildet
werden. Das letzte zu bearbeitende Element u23 ist in keiner Teillo¨sung repra¨sentiert.
In einem Ru¨ckverfolgungsverfahren, beginnend bei Element u23, wird die Gesamtlo¨-
sung zusammengesetzt. Da dieses Element nicht als Teillo¨sung markiert ist, wird das
Vorga¨ngerelement u22 (n = n − 1 der gleichen Spalte (c = 5)) betrachtet. Dies ist
als Teillo¨sung markiert und wird daher der Ergebnismenge hinzugefu¨gt. Die na¨chste
zu betrachtende Spalte wird aus der Differenz der aktuellen Spalte und den Kosten
von u22 ermittelt, d.h. 5− costs(u22) = 5− 4 = 1). Die na¨chste Zeilennummer in der
Lo¨sungsmatrix ist n = n − classpos[n] = 5 − 2 = 2. Das Element u21 ist auch nicht
in einer Teillo¨sung enthalten, so dass im na¨chsten Schritt u11 gefunden wird und der
Algorithmus beendet ist.
Zur Vervollsta¨ndigung der Lo¨sung wird das Element u03 dem Ergebnis hinzuge-
fu¨gt, so dass sich folgender Pareto-effizienter Ablaufplan fu¨r dieses Beispiel ergibt:
S = {u11, u22, u30}.
Gesamtprozess der Ablaufplanung
Die fu¨r die Bestimmung Pareto-effizienter Ablaufpla¨ne notwendigen Verarbeitungs-
schritte sind in Abbildung 4.9 zu einem vollsta¨ndigen Prozess zusammengefu¨gt. Die
beiden kontinuierlichen Anfrage- bzw. Aktualisierungsstro¨me werden zuna¨chst un-
abha¨ngig voneinander prozessiert. In Schritt (1) wird der optimale Ablaufplan fu¨r
die Anfragen (SJF), unter Verwendung des Dienstqualita¨tkriteriums Antwortzeit,
bestimmt. Im na¨chsten Schritt wird durch Anwendung der Abha¨ngigkeitsmatrix D
die Menge der Aktualisierunselemente ermittelt. Parallel dazu wird in Schritt (3) die
Rucksackgro¨ße B aus den Nutzeranforderungen der Anfragen berechnet. In Schritt
(4) werden die optimalen Positionen der Aktualisierungselemente, unter Einhaltung
der Schranke B, bestimmt und im letzten Schritt wird der finale Ablaufplan erstellt.
4.3 Dynamische Ablaufplanung zur Laufzeit
Die meisten Publikationen behandeln ausschließlich die Berechnung von Pareto-
effizienten Lo¨sungen fu¨r das statische Ablaufplanungsproblem, bei dem alle Jobs
und ihre Verarbeitungsinformationen a priori bekannt sind. Eine empfehlenswerte
U¨bersicht bietet [81]. Nach bestem Kenntnisstand existiert keine Arbeit zur Pareto-
effizienten Ablaufplanung in dynamischen Szenarien.
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Abbildung 4.9: Gesamtprozess der Ablaufplanung
Im Gegensatz zu der bisher betrachteten statischen Ablaufplanung, ist im dynami-
schen Fall die Menge der Anfragen und Aktualisierungen nicht a priori bekannt.
Stattdessen werden diese kontinuierlich dem Scheduler bzw. dem Data-Warehouse
zugefu¨hrt. Dies hat zur Folge, dass ein Pareto-effizienter Ablaufplan S1 vom Zeit-
punkt t1 zu einem spa¨teren Zeitpunkt t2, nachdem neue Anfragen und Aktualisie-
rungen hinzugefu¨gt wurden, sehr wahrscheinlich von einem anderen Ablaufplan S2
dominiert wird (siehe Definition 4.2). Daher kann in der dynamischen Ablaufplanung
von Pareto-Effizienz nur zu einem konkreten Ausfu¨hrungszeitpunkt gesprochen wer-
den. Dynamische Ereignisse sind unter anderem das Eintreffen neuer Anfragen und
Aktualisierungen sowie deren Ausfu¨hrung. Nach jedem Eintreten eines solchen Er-
eignisses muss der Ablaufplan bis zu einem gewissen Grad neu berechnet werden. Bei
dieser Neuberechnung sind vier Fa¨lle zu unterscheiden, die jeweils unterschiedlichen
Berechnungsaufwand beno¨tigen:
1. Ausfu¨hrung einer Anfrage qi: Die Ausfu¨hrung einer Anfrage macht die Neu-
berechnung der Abha¨ngigkeitsmatrix D notwendig (Schritt (2) in Abbildung
4.9), falls Aktualisierungen existieren, fu¨r die gilt ∃uji = 1, fu¨r 1 ≤ j ≤ |U |.
Da sich der QoS-Wert durch Ausfu¨hrung der Anfrage qi a¨ndert, mu¨ssen auch
die Schranke B (Schritt (3)) und demzufolge auch die Aktualisierungselemente
neu berechnet werden (Schritt (4)).
2. Ausfu¨hrung einer Aktualisierung uj : Bei Ausfu¨hrung einer Aktualisierung uj
mu¨ssen die betreffenden Eintra¨ge uij , fu¨r 1 ≤ i ≤ |Q|, der Abha¨ngigkeitsma-
trix D gelo¨scht und in Konsequenz die Aktualisierungselemente neu berechnet
werden.
3. Hinzufu¨gen einer Anfrage qi: Eine neue Anfrage qi resultiert in der Neuberech-
nung der Abha¨ngigkeitsmatrix D, falls ∃uji , fu¨r 1 ≤ j ≤ |U |. Zusa¨tzlich muss
die Schranke B aktualisiert und der Ablaufplan neu berechnet werden.
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4. Hinzufu¨gen einer Aktualisierung uj : Nach dem Hinzufu¨gen einer neuen Ak-
tualisierung uj muss die Abha¨ngigkeitsmatrix D aktualisiert werden, und falls
∃uij fu¨r 1 ≤ i ≤ |Q| gilt, muss auch der Ablaufplan neu berechnet werden.
Andernfalls ist der vorhergehende Ablaufplan immer noch Pareto-effizient und
kann daher wiederverwendet werden.
In einigen der oben beschriebenen Fa¨lle ist es mo¨glich, zu einem Zeitpunkt i den
vorhergehenden Ablaufplan Si−1 bzw. die vorhergehende Matrix Pi−1 wiederzuver-
wenden und damit den Gesamtaufwand der Neuberechnung zu reduzieren: Bei der
Ausfu¨hrung einer Aktualisierung in Fall (2) werden Aktualisierungselemente bzw.
Zeilen in Matrix Pi−1 entfernt. Wenn keines dieser gelo¨schten Aktualisierungsele-
mente ukj Teil einer partiellen Lo¨sung war, d.h. R[j][c] = false ∀c, k, kann der vor-
hergehende Ablaufplan Si−1 wiederverwendet werden. Durch das Hinzufu¨gen neuer
Aktualisierungen (Fall (4)) ist die Matrix P um neue Aktualisierungselemente zu
erga¨nzen. Der Algorithmus zur Ermittlung des Pareto-effizienten Ablaufplans muss
dann nur noch auf diese neuen Eintra¨ge ∆P angewendet werden. Fu¨r die Anfragen
betreffenden Fa¨lle (1) und (3) ist stets eine Neuberechnung der Matrix P notwen-
dig, da durch das Hinzukommen bzw. Wegfallen von QoS-Werten die Schranke B
gea¨ndert wird.
Stabilita¨tsmaß Bisher wurde gezeigt, dass die Berechenbarkeit der Pareto-effizienten
Ablaufpla¨ne auch im dynamischen Fall mo¨glich ist. Dabei ist zu erwarten, dass – in
Abha¨ngigkeit von der Anzahl neuer Ereignisse – sich aufeinanderfolgende Ablauf-
pla¨ne verschieden stark voneinander unterscheiden. In dynamischen Systemen wird
die Sta¨rke des Unterschieds zwischen einer Lo¨sung zum Zeitpunkt t1 und einer Lo¨-
sung zu einem spa¨teren Zeitpunkt t2 als A¨nderungsstabilita¨t bezeichnet [10]. Ist die
A¨nderungsstabilita¨t zweier Lo¨sungen bzw. Ablaufpla¨ne besonders gering, so deutet
dies darauf hin, dass die jeweiligen Probleminstanzen gar nicht oder nur schwach
miteinander korrelieren. Um zwei Ablaufpla¨ne miteinander vergleich zu ko¨nnen, soll











Die Distanz ist somit als Mittelwert der Differenzen aller Aktualisierungspositionen
definiert, die in den beiden zu vergleichenden Ablaufpla¨nen vorkommen. Die Di-











3), nach der Ausfu¨hrung von u1, betra¨gt somit (|2−1|+|4−5|)/2 = 1.
Eine geringe Distanz steht demzufolge fu¨r eine hohe A¨nderungsstabilita¨t und umge-
kehrt.





Die Ermittlung der Abha¨ngigkeiten zwischen Anfragen und Aktualisierungen basiert
auf der Annahme, dass die Daten in partitionierter Form vorliegen und dass diese
Partitionen stets von jeder Transaktion adressiert werden. Eine Anfrage ist abha¨n-
gig von einer Aktualisierung, wenn beide eine gemeinsame Menge an Partitionen
selektieren, d.h. Pqi ∩ Puj 6= ∅ (siehe Abschnitt 4.1.2). Die Wahl der Partitionie-
rungsattribute bestimmt dabei die Granularita¨t der entstehenden Partitionen und
beeinflusst somit die Genauigkeit der ermittelten Abha¨ngigkeiten bzw. Korrelatio-
nen. Da eine Partition mehrere hundert oder gar tausende Tupel repra¨sentiert, ist die
partitionsbasierte Bestimmung der Korrelationen nur als na¨herungsweises Verfahren
zu bezeichnen. Dies fu¨hrt zu folgenden Problemen: 1) Wenn eine Abha¨ngigkeit zwi-
schen einer Anfrage qi und einer Aktualisierung uj fa¨lschlicherweise ermittelt wurde
und dies zu einer Priorisierung dieser Aktualisierung uj fu¨hrt, so wird dadurch die
Anfrage qi unno¨tig verzo¨gert und damit die Datenlatenz erho¨ht. 2) Des Weiteren
werden durch fa¨lschlicherweise positiv ermittelte Abha¨ngigkeiten andere Aktualisie-
rungen niedriger priorisiert und damit wird die Datenaktualita¨t gemindert. Ein ana-
lytisches Verfahren zur Bewertung der Genauigkeit des partitionsbasierten Ansatzes
sowie eine darauf basierende Ausnahmebehandlung werden in diesem Abschnitt dis-
kutiert.
Korrelationswahrscheinlichkeit Die Pra¨dikate in den WHERE-Klauseln einer An-
frage und einer Aktualisierung ko¨nnen, wie in Abbildung 4.10 dargestellt, in zwei
Typen unterschieden werden: zum einen in Pra¨dikate, die Attribute des Partitio-
nierungsschemas PS enthalten und zum anderen in Pra¨dikate, die den Datenraum
innerhalb der Partition weiter einschra¨nken. Die in Letzteren vorkommenden Attri-
bute werden als Residuum R bezeichnet, wobei gilt, dass PS ∩ R = ∅. Die bisher
nur einstufige Betrachtung der U¨bereinstimmung auf Ebene der selektierten Par-
titionen (Attributmenge PS) kann damit um eine zweite Stufe erweitert werden
(Attributmenge R). Dazu wird die Selektivita¨t der Pra¨dikate, die die Attributmen-
ge R enthalten, betrachtet. Die Wahrscheinlichkeit der U¨berlappung zwischen einer
Anfrage q mit der Selektivita¨t sq und einer Aktualisierung u mit der Selektivita¨t su
ist durch Anwendung der hypergeometrischen Verteilung ermittelbar. Diese gibt die
Wahrscheinlichkeit dafu¨r an, dass eine bestimmte Anzahl von Elementen, die eine
definierte Eigenschaft erfu¨llen, aus einer Stichprobe der Gro¨ße n gezogen werden. Die
Elemente der Stichprobe werden dabei aus einer Basispopulation ohne Zuru¨cklegen
gezogen. Die hypergeometrische Verteilung wird mit den Parametern N (Grund-
gesamtheit), M (Anzahl der Elemente, die eine bestimmte Eigenschaft erfu¨llen), n
(Anzahl der Elemente in der Stichprobe) und k (Anzahl der Elemente mit der zu























































Abbildung 4.10: Schematische U¨bersicht der selektionsbasierten Ausnahmebe-
handlung
Die Belegung der Parameter fu¨r den vorliegenden Anwendungsfall ergibt sich wie
folgt: Die Anzahl der Elemente der Grundgesamtheit N ist durch die Kardinalita¨t
der betrachteten Partition gegeben. Aus diesem Parameter kann, zusammen mit der
Selektivita¨t der Anfrage sq, M mit sq ·N berechnet werden. Die Gro¨ße der Stichprobe
n wird anhand der Selektivita¨t der Aktualisierung su durch su ·N ermittelt. Zur Ver-
einfachung des Problems wird des Weiteren der Fall betrachtet, dass keine Elemente
in der Stichprobe gefunden werden ko¨nnen, d.h. k = 0. Daraus ergibt sich die Be-
rechnungsvorschrift der Korrelationswahrscheinlichkeit p(N, sq, su) fu¨r eine Anfrage
q und eine Aktualisierung u bei gegebener Partition der Gro¨ße N :








, sq + su < 1
1 , anderenfalls.
Fu¨r den Fall, dass die Summe der Selektivita¨ten gro¨ßer als 1 ist, ergibt sich eine
Korrelationswahrscheinlichkeit von 100%.
Das Beispiel in Abbildung 4.10 illustriert die Zusammenha¨nge: Gegeben sind eine
Anfrage mit der Selektivita¨t sq = 0, 5, eine Aktualisierung der Kardinalita¨t sq = 0, 33
sowie ein Datensatz bestehend aus zehn Tupeln und unterteilt in zwei Partitionen
P1 und P2. Auf Ebene der Partitionen kann eine Korrelation festgestellt werden, da
sowohl die Anfragen als auch die Aktualisierung dieselbe Partition P2 adressieren.
Die tatsa¨chliche Korrelation ist durch zwei Symbole innerhalb der einzelnen Tupel
hervorgehoben. Fu¨r dieses Beispiel ist eine U¨berlappung in Tupel t8 erkennbar. Die
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(c) Partitionsgro¨ße 1.000, verschiedene Anfrageselektivita¨ten sq und va-
riierende Aktualisierungsselektivita¨t su zwischen 0% und 10%
Abbildung 4.11: Evaluierung der Korrelationswahrscheinlichkeit
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Vorschrift errechnet werden. Die Bestimmung der dazu notwendigen Parameter fu¨r
die Funktion p(N, sq, su) ist in Abbildung 4.10 dargestellt. Im Beispiel ergibt sich
somit eine Korrelationswahrscheinlichkeit von 80%.
Evaluierung Der Einfluss der Partitionsgro¨ße N und der Selektivita¨ten sq und su
auf die Korrelationswahrscheinlichkeit eines Anfrage-Aktualisierungs-Paares ist in
Abbildung 4.11 dargestellt. Im ersten Experiment wurde zu diesem Zweck die Ak-
tualisierungsselektivita¨t su auf 10% festgelegt; die Partitionsgro¨ßen (zwischen 20 und
1000) und Anfrageselektivita¨ten variieren (siehe Abbildung 4.11a). Es ist erkenn-
bar, dass die Korrelationswahrscheinlichkeit fu¨r gro¨ßere Partitionen selbst schon
bei hohen Anfrageselektivita¨ten sehr schnell gegen 100% strebt. Abbildung 4.11b
stellt diesen Zusammenhang nochmals detaillierter fu¨r sehr hohe Anfrageselektivita¨-
ten und wachsende Partitionsgro¨ßen dar. Den Zusammenhang zwischen variierenden
Anfrage- und Aktualisierungsselektivita¨ten zeigt abschließend Abbildung 4.11c. Bei
hohen Anfrageselektivita¨ten von 0.5% und 1% steigt die Korrelationswahrscheinlich-
keit mit kleiner werdender Aktualisierungsselektivita¨t nur sehr langsam an, steigt
aber kontinuierlich mit abnehmender Anfrageselektivita¨t.
Aus der Analyse der Korrelationswahrscheinlichkeit sind folgende Schlu¨sse ableitbar:
Ist fu¨r ein System die Gu¨ltigkeit des bisherigen Korrelationskriteriums Pqi∩Pu 6= ∅ zu
u¨berpru¨fen, so ist eine Analyse des Workloads, d.h. der Korrelationswahrscheinlich-
keit der Anfrage-Aktualisierungs-Paare, notwendig. Ist die Korrelationswahrschein-
lichkeit gleichbleibend hoch und kann davon ausgegangen werden, dass sich der
Workload auch in Zukunft wenig vera¨ndert, so ist das bisherige Kriterium ausrei-
chend. Andernfalls muss das Korrelationskriterium um eine Ausnahmebehandlung
erweitert werden, die jeweils die Wahrscheinlichkeit einer U¨berlappung pru¨ft:
Pqi ∩ Pu 6= ∅ ∧ p(N, sqi , su) > MPT.
Der Parameter MPT (engl. matching probability threshold) ist ein vom Syste-
madministrator festzulegender Schwellwert, der angibt, wie hoch die Wahrschein-
lichkeit sein muss, damit eine Korrelation festgestellt wird.
4.5 Evaluierung
In einer Reihe ausgewa¨hlter Experimente wurden 1) die Leistung und Adaptivita¨t,
2) die Laufzeit- und Speicherkomplexita¨t und 3) die A¨nderungsstabilita¨t der multi-
kriteriellen Ablaufplanung unter verschiedenen Workloads und Nutzeranforderungen
evaluiert.
4.5.1 Experimentierumgebung
Die Experimentierumgebung besteht aus zwei Komponenten: einem Workload-Gene-
rator und einer Scheduling-Komponente, die verschiedene Scheduling-Verfahren so-
wie die multikriterielle Ablaufplanung implementiert. Beide Komponenten sind durch
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(a) Leistungsvergleich der verschiedenen Ablaufplanstrategien
(b) Adaptivita¨t der multikriteriellen Ablaufplanung
Abbildung 4.12: Screenshots der Simulationsumbegung
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eine zentrale Simulationsumgebung, die in den Abbildungen 4.12a und 4.12b darge-
stellt ist, parametrier- und steuerbar. Der durch den Generator erzeugte Workload
bietet vielfa¨ltige Parameteroptionen, die in der Simulationsumgebung vera¨ndert wer-
den ko¨nnen: Anzahl der Anfragen und Aktualisierungen sowie deren Kosten, Profit
der Aktualisierungen, zeitlicher Abstand zwischen dem Hinzufu¨gen neuer Trans-
aktionen (Simulation der Last) und Nutzeranforderungen bezu¨glich Aktualita¨t und
Antwortzeit. Die Werteverteilung aller Parameter folgt wahlweise einer Normal- oder
einer Zipfverteilung. Weiterhin ist der Grad der Abha¨ngigkeit zwischen Anfragen und
Aktualisierungen parametrierbar, so dass verschiedene Anfragetypen erzeugt werden
ko¨nnen: große Bereichsanfragen, die von vielen Aktualisierungen abha¨ngig sind und
Punktanfragen, die nur wenige oder keine Abha¨ngigkeit vorweisen.
Die durch eine festgelegte Parametrierung erzeugten Workloads ko¨nnen des Weiteren
aufgezeichnet werden, so dass eine Wiederholbarkeit und Vergleichbarkeit der Expe-
rimente gewa¨hrleistet ist. Mit Hilfe eines aufgezeichneten Workloads ist es ebenfalls
mo¨glich eine sogenannte
”
Endlossimulation“ durchzufu¨hren, in welcher der Workload
in einer Schleife ausgefu¨hrt wird und so die Mo¨glichkeit gibt, verschiedenen Para-
metrierungen zu testen. Weiterhin wurden verschiedene Sichten implementiert um
die Leistungsfa¨higkeit der in diesem Kapitel vorgestellten Verfahren zu analysieren.
Zwei dieser Sichten sind in den Abbildungen 4.12a und 4.12b dargestellt: In Abbil-
dung 4.12a ist ein Vergleich zwischen der multikriteriellen Ablaufplanung und den
Referenzalgorithmen QF (queries first) und UF (updates first) dargestellt. Es wird
jeweils die fu¨r einen Workload erzielte Aktualita¨t und das Mittel der Antwortzeiten
berechnet. Die Adaptivita¨t der multikriteriellen Ablaufplanung kann in der in Abbil-
dung 4.12b gezeigten Sicht nachvollzogen werden. In dieser sind die Anforderungen
der Nutzer an das System (in der Abbildung oben) sowie die tatsa¨chliche Umsetzung
dargestellt.
Die Ausfu¨hrung der Transaktionen erfolgt ebenfalls simuliert ohne Verwendung ei-
ner Datenbank. Die Ausfu¨hrungzeiten sind dabei durch die vom Workload-Generator
erzeugten Kosten vorgegeben. Durch den Datenbankoptimierer verursachte Fehler,
resultierend aus schlechten Kostenabscha¨tzungen, wurden somit nicht betrachtet.
Es ist jedoch offensichtlich, dass die Qualita¨t der Ablaufplanung direkt durch die
Qualita¨t der Kostenscha¨tzungen beeinflusst wird.
4.5.2 Leistungsvergleich und Adaptivita¨t
Im ersten Experiment wurde zuna¨chst die Qualita¨t der multikriteriellen Ablauf-
planung im Vergleich zu zwei Basisalgorithmen, QF und UF , evaluiert sowie die
Adaptivita¨t bei sich a¨ndernden Nutzeranforderungen gezeigt. QF favorisiert stets
Anfragen vor Aktualisierungen und minimiert somit die Antwortzeit. UF priorisiert
stets Aktualisierungen vor Anfragen und maximiert dadurch die Datenaktualita¨t.
Beide Algorithmen liefern in dem jeweiligen Qualita¨tskriterium das optimale Ergeb-
nis, wie in Abbildung 4.13 dargestellt.
Die Adaptivita¨t der multikriteriellen Ablaufplanung wurde an zwei Workloads be-
wertet, WGAUSS und WZIPF . Beide bestehen aus jeweils 5.000 Anfragen und 5.000
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Abbildung 4.13: Adaptivita¨t und Leistung der multikriteriellen Ablaufplanung
Aktualisierungen, deren Kosten und Profit aus einer Normalverteilung (mit µcq =
5000 ms, µcu = 500 ms, µpu = 50 rows und σ = 1)) bzw. aus einer Zipfverteilung
gezogen wurden (mit cq = 10− 20000 ms, cu = 5− 500 ms und pu = 1− 500 rows).
Wa¨hrend der Ausfu¨hrung beider Workloads wurde das Nutzerverhalten sechsmal
zwischen den Extremen qosqi = 0 und qosqi = 1 vera¨ndert. In den Abbildungen
4.13a und 4.13b sind die Antwortzeit und die Aktualita¨t der Anfragen u¨ber die
Laufzeit der Workloads hinweg dargestellt. Zur Gla¨ttung der Darstellung wurde der
Durchschnitt der Werte u¨ber ein gleitendes Fenster der Gro¨ße 30 gebildet. Es ist
zu sehen, dass mit jeder A¨nderung des Nutzerverhaltens von einem Extrem (hohe
Datenaktualita¨t) in das andere (kurze Antwortzeit) auch die Ablaufplanung ange-
passt wird. Hohe Aktualita¨tsanforderungen resultieren in einem ho¨heren Wert der
Rucksackgro¨ße, wodurch mehr Aktualisierungen sta¨rker priorisiert werden. Bei der
Forderung nach kurzen Antwortzeiten wird der Rucksack verkleinert, wodurch we-
niger oder gar keine Aktualisierungen vor Anfragen ausgefu¨hrt werden.
Des Weiteren wird ersichtlich, dass die multikriterielle Ablaufplanung in jeder Phase
– mit kleinen Abstrichen – genauso gut ist wie die jeweilige optimale Ablaufplanung
QF bzw. UF (siehe die grauen und scharzen dicken Linien in den Abbildungen 4.13a
and 4.13b). Die marginal schlechteren Ergebnisse resultieren aus U¨berlastsituatio-
nen, in denen Anfragen aus der vorherigen Phase noch im System sind und somit
gegenteilige Anforderungen enthalten.
4.5.3 Laufzeit- und Speicherkomplexita¨t
Die in Abschnitt 4.2.3 analytisch ermittelte Laufzeit- und Speicherkomplexita¨t,O(N ·
B) bzw. Ω(N · B), wurde in einer Reihe von Experimenten untersucht. Von beson-
derem Interesse war dabei das pseudopolynomielle Verhalten des MultiOptSchedu-
ling-Algorithmus.
Fu¨r das erste Experiment wurde die Abha¨ngigkeitsdichte zwischen Anfragen und
Aktualisierungen auf 10% festgesetzt, was einem eher hohen bzw. pessimistischen
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Abbildung 4.14: Laufzeit und Speicherbelegung
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Wert entspricht. Die durch den MultiOptScheduling-Algorithmus zu verarbeiten-
de Last wurde zunehmend erho¨ht, indem die Transaktionen (1.000 Anfragen und
1.000 Aktualisierungen) zunehmend schneller dem System hinzugefu¨gt wurden. Un-
ter geringster Last war die Ankunftsrate der Transaktionen gleich der Bedienrate
des Systems (balanced in Abbildung 4.14a). Bei ho¨chster Last wurden alle Trans-
aktionen gleichzeitig in das System gegeben, d.h. die Ablaufplanung musste 2.000
Transaktionen gleichzeitig verarbeiten (a priori). In Abbildung 4.14a sind Laufzeit
und Speicheranforderung unter steigender Last dargestellt. Fu¨r praxisnahe Szenari-
en mit wenigen dutzend bzw. hundert zu verarbeitenden Transaktionen gleichzeitig
betra¨gt die Laufzeit 2,5 bis 150 Millisekunden und der Speicherverbrauch liegt zwi-
schen 0,1 und 15 MB. Im Fall der A-priori-Verarbeitung der 2.000 Transaktionen zur
gleichen Zeit beno¨tigt der MultiOptScheduling-Algorithmus 16 Sekunden und 1.400
MB Speicher. In Echtzeit-Data-Warehouse-Systemen, in denen die Aktualisierun-
gen kontinuierlich verarbeitet werden, sind 1.000 Aktualisierungen zur gleichen Zeit
jedoch eine sehr pessimistische Annahme. Auf der anderen Seite ko¨nnen bei sehr
großen Aktualisierungsfenstern, bestehend aus 1.000 Aktualisierungen und mehr, 16
Sekunden im Vergleich zur Laufzeit der Transaktionen vernachla¨ssigt werden.
In einem zweiten Experiment wurde das Laufzeit- und Speicherverhalten unter ab-
nehmender Abha¨ngigkeitsdichte, von 100% bis 0%, fu¨r 1.000 Anfragen und 1.000
Aktualisierungen und balancierte Last untersucht (siehe Abbildung 4.14b). Es ist
zu sehen, dass mit fallender Abha¨ngigkeitsdichte sowohl die Laufzeit als auch der
Speicherverbrauch immer sta¨rker abnehmen. Dies liegt in der bereits in Abschnitt
4.2.3 analytisch ermittelten Komplexita¨t begru¨ndet, die insbesondere von der An-
zahl der Aktualisierungselemente N abha¨ngig ist. Diese wird aus dem Produkt der
Anzahl der sich gleichzeitig im System befindlichen Anfragen und Aktualisierungen
sowie der Abha¨ngigkeitsdichte berechnet, die somit maßgeblich die Laufzeit- und
Speicheranforderungen beeinflusst.
Beide Experimente zeigen die Anwendbarkeit des MultiOptScheduling-Algorithmus
fu¨r praxisnahe Workloads, die aus wenigen hundert Transaktionen zur gleichen Zeit
bestehen und eine mittlere Abha¨ngigkeitsdichte von 20% und weniger aufweisen.
Der durch die Ablaufplanung verursachte Mehraufwand kann somit fu¨r diese Sze-
narien im Vergleich zur Verarbeitungszeit komplexer BI-Anfragen sowie hinsichtlich
des verbesserten Antwortzeitverhaltens durch die Optimierungen (siehe vorheriger
Abschnitt) vernachla¨ssigt werden.
4.5.4 A¨nderungsstabilita¨t
In einem letzten Experiment wurde die A¨nderungsstabilita¨t der Pareto-effizienten
Ablaufpla¨ne unter Anwendung des Distanzmaßes aus Abschnitt 4.3 untersucht. Der
verwendete Workload bestand aus 5.000 Anfragen und 5.000 Aktualisierungen und
die Nutzeranforderungen wurden 1, 50, 500 bzw. 1.000 mal zwischen den beiden Ex-
tremen gea¨ndert (von qosqi = 0 nach qosqi = 1 und vice versa). In Abbildung 4.15a
sind die Distanzen aller paarweisen Ablaufpla¨ne u¨ber die Simulationszeit hinweg
dargestellt. Fu¨r gleichbleibende Nutzeranforderungen sind die Distanzen zwischen
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(b) Histogramm des Distanzmaßes
Abbildung 4.15: A¨nderungsstabilita¨t unter vera¨nderlichen Nutzeranforderungen
(qosqi = 0↔ 1)
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den Ablaufpla¨nen sehr gering, nehmen jedoch mit wachsender Frequenz der Anfor-
derungswechsel stark zu. In Abbildung 4.15b sind die gerundeten Distanzwerte in
einer alternativen Darstellungsform als Histogramm zu sehen.
Die dargestellten Ergebnisse entsprechen der Anforderung, dass stabile Umgebungs-
verha¨ltnisse in a¨hnlichen Ablaufpla¨nen resultieren. So wird bei gleichbleibenden
Nutzeranforderungen ein Pareto-effizienter Ablaufplan zum Zeitpunkt t1 mit ho-
her Wahrscheinlichkeit auch zu einem spa¨teren Zeitpunkt noch die Eigenschaft der
Pareto-Effizienz besitzen. Bei wechselnden Nutzeranforderungen ist zu erwarten,
dass auch die aufeinanderfolgenden Pareto-effizienten Ablaufpla¨ne stark voneinander
abweichen. Dies wird durch die Ergebnisse in Abbildung 4.15b besta¨tigt. Fu¨r ha¨ufige
Anforderungswechsel wird auch die Gewichtung der zu optimierenden Qualita¨tskri-
terien vera¨ndert, was zu hohen Distanzwerten zwischen den Ablaufpla¨nen fu¨hrt.
Dies unterstreicht nochmals die Ergebnisse aus Abschnitt 4.5.2, in welchem die Ad-
aptivita¨t des Ansatzes gezeigt wurde; außerdem verdeutlicht dies die Anwendbarkeit
der multikriteriellen Ablaufplanung auch fu¨r das Online-Scheduling (siehe Abschnitt
4.3).
4.6 Zusammenfassung
Echtzeit-Data-Warehouse-Systeme mu¨ssen kontinuierliche Stro¨me aus Anfragen und
Aktualisierungen, unter Beru¨cksichtigung widerstreitender Anforderungen, verarbei-
ten. Basierend auf der Anforderungsanalyse aus den Abschnitten 3.5.1 und 3.5.2
wurden die Datenaktualita¨t sowie die Anfrageantwortzeit als zentrale Qualita¨ts-
dimensionen herausgerarbeitet. Fu¨r beide Qualita¨tskriterien wurden verschiedene
Metriken vorgestellt und gegeneinander verglichen sowie Maximierungs- und Mini-
mierungsprobleme formuliert. Es wurde ein Workloadmodell erarbeitet, mit welchem
Aktualisierungen und ihre Position in der Anfragewarteschlange als Kosten-Profit-
Vektor darstellbar sind. Darauf aufbauend, konnte ein Algorithmus zur Lo¨sung der
multikriteriellen Optimierung, auf Grundlage des Rucksackproblems, entwickelt wer-
den. Die so ermittelten Ablaufpla¨ne besitzen die Eigenschaft der Pareto-Effizienz,
d.h. sie sind in keiner Qualita¨tdimension verbesserbar, ohne sich in der anderen
Dimension zu verschlechtern. Die Ablaufpla¨ne sind somit, hinsichtlich der im Data-
Warehouse-System vorliegenden Nutzeranforderungen, optimal. Zur Bewertung der
Stabilita¨t von Pareto-effizienten Ablaufpla¨nen unter dynamischen Aspekten wurde
ein entsprechendes Distanzmaß entwickelt. Dieses wurde in Experimenten fu¨r den
dynamische Fall untersucht und die Anwendbarkeit der multikriteriellen Ablaufpla-
nung auch fu¨r das Online-Scheduling besta¨tigt. Des Weiteren wurden die Laufzeit-
und Speicheranforderungen evaluiert und die Adaptivita¨t der vorgeschlagenen Ab-
laufplanung bezu¨glich sich a¨ndernden Nutzeranforderungen erfolgreich nachgewie-
sen.
Zur Ermittlung von Abha¨ngigkeiten zwischen Anfragen und Aktualisierungen wurde
die Annahme gemacht, dass die Daten in partitionierter Form vorliegen und dass
diese Partitionen stets von jeder Transaktion adressiert werden. Die Genauigkeit
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dieser grobgranulare Korrelationsbestimmung wurde analytisch evualiert, sowie um
ein statistisches Verfahren, basierend auf den Selektivita¨ten der Anfragen und Ak-
tualisierungen, erweitert.
Fallstudiendiskussion
Mit der zunehmenden Forderung nach der Integration hochaktueller Daten in das
Data-Warehouse wird eine intelligente Ablaufsteuerung immer wichtiger. Dies gilt
sowohl fu¨r das Data-Warehouse-Szenario der UBS WM&SB (Fallstudie A, siehe Ab-
schnitt 2.1) als auch fu¨r die GfK Retail&Technology (Fallstudie B, siehe Abschnitt
2.2).
Die UBS WM&SB besitzt mit dem Data Sourcing Framework sowie dem Job Depen-
dency Manager bereits die Infrastruktur, um zentral die Aktualisierungs- und An-
fragelast zu u¨berwachen und zu steuern. Dazu wird einem Aktualisierungsvorgang
bzw. einem Job eine Priorita¨t zugewiesen sowie die Menge an Ressourcen festgelegt,
die der Job bei der Ausfu¨hrung verwenden darf (Grad der Parallelita¨t). Des Weite-
ren ko¨nnen fu¨r die Parameterzuweisung unterschiedliche Zeitfenster unterschieden
werden. So ist zum Beispiel der Grad der Parallelita¨t fu¨r Jobs, die tagsu¨ber einge-
bracht werden stark begrenzt, um nebenla¨ufige Anfragen nur wenig zu verzo¨gern.
Nimmt die Anfragelast in den Feierabendstunden und in der Nacht ab, so gelten an-
dere Parameterbelegungen. Allerdings erfolgt die Parameterzuweisung nur statisch
anhand fest definierter Regeln, was zur Folge hat, dass die Ablaufpla¨ne nicht opti-
mal sind und zur Verfu¨gung stehende Ressourcen nicht voll ausgenutzt werden, d.h.
ein Job wird nur soviele Ressourcen verwenden wie ihm zugewiesen wurden, auch
wenn die aktuelle Last sehr gering ist. In der momentanen Situation, in der Aktua-
lisierungen außerhalb der Gescha¨ftszeiten eingebracht werden, ist die vorhandene
statische Ablaufplanung ausreichend. Bei zunehmendem Bedarf nach Echtzeitdaten
a¨ndern sich jedoch die Anforderungen, da sowohl Aktualisierungen als auch Anfra-
gen kontinuierlich um Ressourcen konkurrieren. Eine statische Ablaufplanung, in
der die Parameter nur drei Belegungszusta¨nde kennen (Gescha¨ftszeit, Abendstun-
den und Nacht), ist im Echtzeitumfeld nicht ada¨quat. Stattdessen kann die in diesem
Kapitel entwickelte multikriterielle Ablaufplanung angewendet werden. Der Profit-
und der Kosten-Parameter ist dazu mit der notwendigen Semantik zu belegen. So
werden zum Beispiel Aktualisierungen an den Stammdaten im Data-Warehouse der
WM&SB stets priorisiert verarbeitet und mu¨ssen daher einen ho¨heren Profit zuge-
wiesen bekommen.
Das Data-Warehouse der GfK Retail&Technology wurde in Abschnitt 2.2 als ope-
rativ klassifiziert, da die Daten sta¨ndigen A¨nderungen unterworfen sind. Bereits
eingebrachte Daten ko¨nnen aufgrund von Qualita¨tspru¨fungen noch nachtra¨glich ge-
a¨ndert werden. Des Weiteren ist der Zeitpunkt fu¨r die Datenlieferungen infolge der
ra¨umlichen Datenproduktion nur schwer vorhersagbar. Eine Ablaufplanung ko¨nnte
helfen, die Datenproduktion und die Datennutzung aufeinander abzustimmen. Je-
doch sind Ad-hoc-Anfragen in diesem Szenario relativ selten. Stattdessen werden fu¨r
die Berichtsproduktion die Anfragen stapelweise verarbeitet (bis zu 100.000 Anfra-
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gen pro Batch), so dass die Freiheitsgrade fu¨r eine Ablaufplanung relativ gering sind.
Fu¨r zuku¨nftige Online-Analysen (siehe Abschnitt 2.2.3) ko¨nnte die multikriterielle
Ablaufplanung jedoch mit Gewinn eingesetzt werden.
93

5 Bewertung von Ladestrategien in
mehrstufigen
Datenproduktionsprozessen
Die Anforderungsanalyse in Kapitel 3 hat gezeigt, dass Datenproduktionsprozesse
in der Regel mehrstufiger Natur sind, was auch durch die Fallstudien aus Kapitel 2
besta¨tigt werden konnte. Der mehrstufige Charakter des Datenproduktionsprozesses
sowie die lose Kopplung der involvierten Datenbanksysteme fu¨hren zu der Beobach-
tung, dass die Daten innerhalb des Data-Warehouse-Systems mehrfach, zum Teil
in verschiedenen Aggregationsstufen, repliziert werden. Die Granularita¨t, in wel-
cher die Datenverarbeitung stattfindet, ist durch das Partitionierungsschema des
Data-Warehouse-Systems vorgegeben (siehe Abschnitt 4.1.4). Zu einem bestimmten
Zeitpunkt betrachtet weisen die gleichen Partitionen – in verschiedenen Produkti-
onsstufen – unterschiedliche Datenaktualita¨t auf. Beginnend bei den Quellsystemen
nimmt der Grad der Datenaktualita¨t in Richtung des Data-Warehouses und der
Data-Marts kontinuierlich ab, wie in Abbildung 5.1 beispielhaft dargestellt. Die Ak-
tualita¨t der Daten im Vergleich zu den Quellsystemen (∆ti) ist dabei farblich kodiert.
Der Fortschritt der technischen Integration innerhalb des Datenproduktionsprozesses
entscheidet u¨ber die Anwendbarkeit des Partitionierungsschemas, was in Abbildung
5.1 durch Struktur und Verteilung der einzelnen Partitionen dargestellt ist. Sind die
Daten in der entsprechenden Stufe des Datenproduktionsprozesses soweit integriert,
dass das Partitionierungsschema angewandt werden kann (in der Darstellung ist dies
fu¨r den Arbeitsbereich und alles daru¨ber der Fall), so ermo¨glicht dies den direkten
Vergleich der Partitionsaktualita¨t u¨ber mehrere Stufen hinweg.
Im Kontext des Echtzeitbetriebs eines Data-Warehouse-Systems ist es somit mo¨glich,
Nutzeranfragen, die eine hohe Aktualita¨t erfordern, an diejenige Stufe des Daten-
produktionsprozesses zu leiten, die diese Aktualita¨t zur Verfu¨gung stellen kann. Dies
setzt in den meisten Fa¨llen ein Umschreiben der Anfragen voraus, was im Folgen-
den jedoch als gegeben betrachtet wird. Des Weiteren ist eine prozessu¨bergreifende
Ablaufplanung der Aktualisierungen erforderlich, um stets die notwendige Aktua-
lita¨t in allen Prozessstufen zur Verfu¨gung stellen zu ko¨nnen. In Kapitel 4 wurde
ein Algorithmus zur Ablaufplanung vorgestellt, der stets den optimalen bzw. den
Pareto-effizienten Ablaufplan hinsichtlich der Qualita¨tsdimensionen Antwortzeit und
Aktualita¨t liefert. Der so ermittelte Ablaufplan kann auch als minimalintrusiv be-
zeichnet werden, da stets nur so viele Aktualisierungen eingebracht werden wie zum
Erhalt der Datenqualita¨t notwendig sind. Der Untersuchungsgegenstand beschra¨nk-
te sich dabei jedoch auf lediglich einstufige Prozesse und wird daher im Folgenden
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Abbildung 5.1: Push-basiertes Laden eines Data-Warehouses und Illustration der
Aktualita¨t
auf mehrstufige Prozesse ausgeweitet.
Daraus ergeben sich zwei zentrale Fragestellungen, die in diesem Kapitel adres-
siert werden: Zum einen, wie ist die multikriterielle Ablaufplanung aus Kapitel 4
in mehrstufige Prozesse zu integrieren, um sowohl innerhalb der einzelnen Prozess-
stufen als auch auf Ebene des gesamten Prozesses eine optimale Datenaktualita¨t
zu erreichen? Und zum anderen, wie ko¨nnen komplexe mehrstufige Datenprodukti-
onsprozesse u¨berwacht, d.h. wie kann die Entwicklung der Datenaktualita¨t visuali-
siert werden, um so Ladevorga¨nge zu optimieren? Die Fragestellungen ko¨nnen nach
dem Optimierungszeitraum in Online- bzw. Oﬄine-Ansa¨tze unterschieden werden.
Wa¨hrend die Ablaufplanung die Online-Optimierung zur Laufzeit adressiert, unter-
stu¨tzt die Visualisierung der Aktualita¨tszusta¨nde von Datenproduktionsprozessen
die Oﬄine-Optimierung.
5.1 Ablaufplanung in mehrstufigen
Datenproduktionsprozessen
In Kapitel 4 wurde ein minimal-intrusiver Algorithmus zur Ablaufplanung vorge-
stellt, der stets nur diejenigen Aktualisierungen priorisiert, die in Hinblick auf die
Erfu¨llung der Nutzeranforderungen notwendig sind. Die erforderliche Aktualita¨t der
Daten war somit zu jedem Zeitpunkt gewa¨hrleistet, ohne dass eine definierte Kos-
tenschranke u¨berschritten wurde. Fu¨r mehrstufige Datenproduktionsprozesse ist die
Ablaufplanung jedoch wesentlich komplexer, da durch die vielen Verarbeitungsschrit-
te die Aktualisierungen zusa¨tzlichen Verzo¨gerungen bzw. Verweilzeiten ausgesetzt
sind. Dies hat zur Folge, dass die Nutzeranforderungen, aufgrund der zeitlichen Ver-
schiebung, nur sehr verzo¨gert oder gar nicht erfu¨llt werden ko¨nnen.
Zur Adressierung dieses Problems ko¨nnen zwei wesentliche Ansa¨tze unterschieden
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werden: die lokale und die globale Ablaufplanung. Der erste Ansatz implementiert
fu¨r jede Prozessstufe eine individuelle Ablaufplanung, die die Anfragen und Ak-
tualisierungen dieser Stufe beru¨cksichtigt; dies ist aus lokaler Sicht damit optimal.
Jedoch ko¨nnen die so entstehenden Ablaufpla¨ne aus Sicht des gesamten Produkti-
onsprozesses nie die beste Aktualita¨t erreichen. Daher ist dieser Ansatz der globalen
Ablaufplanung gegenu¨ber zu stellen, welche den Workload des gesamten Datenpro-
duktionsprozesses kennt. Die Vor- und Nachteile dieser beiden Ansa¨tze sind Unter-
suchungsgegenstand der folgenden Abschnitte.
Es bleibt anzumerken, dass lediglich Ad-hoc-Anfragen betrachtet werden und somit
kein zusa¨tzliches Wissen zu wiederkehrenden Zugriffsmustern vorhanden ist.
5.1.1 Ladestrategien und Problemstellung
Grundlage der Untersuchungen ist eine Data-Warehouse-Landschaft, bestehend aus
einer Reihe entkoppelter Datenbanken, die durch einen gemeinsamen Datenproduk-
tionsprozess miteinander verknu¨pft sind. Die lose Kopplung der Systeme wird durch
Warteschlangen realisiert. Pro Datenbank existieren jeweils zwei Warteschlangen, ei-
ne fu¨r Anfragen und eine fu¨r Aktualisierungen (siehe Abbildung 5.2). Alle Anfragen
an das Data-Warehouse-System werden u¨ber eine gemeinsame Middleware an die
verschiedenen Prozesstufen verteilt. Hierbei sind verschiedene Strategien denkbar,
welche jedoch nicht Gegenstand dieser Arbeit sein sollen. Aktualisierungen werden
in Reihenfolge ihres Aufretens aufsteigend propagiert und zur Laufzeit priorisiert.
Zur Vereinfachung der Untersuchung wird angenommen, dass sich der Datenproduk-
tionsprozess nicht verzweigt.
Pro Prozessstufe existiert eine Komponente zur Ablaufplanung Si, welche die Daten-
banken entsprechend der Nutzeranforderungen mit Anfragen bzw. Aktualisierungen
versorgt. Die Ablaufplanung kann lokal oder global erfolgen. Im ersten Fall hat der
Scheduler Si nur Wissen u¨ber den Workload der eigenen Stufe i; im zweiten Fall hat
er Informationen u¨ber die Anfragen in allen Stufen. Zwischen diesen Extrema sind
beliebige Abstufungen denkbar.
Sowohl die lokale als auch die globale Ablaufplanung basieren auf dem Algorith-
mus zur multikriteriellen Ablaufplanung, der in Kapitel 4 vorgestellt wurde. Beide
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Verfahren sind in Teilen a¨hnlich und daher in Algorithmus 2 gemeinsam skizziert.
Der wesentliche Unterschied besteht in der Erzeugung der Eingabeelemente fu¨r den
Rucksackalgorithmus. Wa¨hrend in der lokalen Ablaufplanung lediglich die Anfragen
Qk und die Aktualisierungen Uk der betreffenden Prozessstufe k betrachtet werden,
sind in der globalen Ablaufplanung alle Anfragen qi ∈
⋃
l=k..nQ
l zu betrachten. Das
heisst, zur Berechnung der Aktualisierungselemente fu¨r die Ablaufplanung in Pro-
zessstufe k werden die Anfragen aller folgenden Stufen ebenfalls beru¨cksichtigt.
Daraufhin wird in beiden Verfahren der Pareto-effiziente Ablaufplan bestimmt, wie
in Abschnitt 4.2 dargelegt. Das Ergebnis sind jeweils fu¨r die einzelnen Prozessstufen
gu¨ltige Ablaufpla¨ne. Zusa¨tzlich kann auch eine Gewichtung der Anfragen und damit
auch der korrelierten Aktualisierungen durch die Einfu¨hrung von Service-Leveln er-
folgen. Bei der Ausfu¨hrung einer Anfrage wird deren Datenaktualita¨t bestimmt und
fu¨r spa¨tere Auswertungen gespeichert.
Problemstellung Bei der nutzergetriebenen Ablaufplanung in einstufigen Prozes-
sen wird auf Basis der Kosten und Profite der Aktualisierungen der Pareto-effiziente
Ablaufplan fu¨r alle sich im System befindlichen Transaktionen erzeugt. Dies ist im
mehrstufigen Prozess jedoch nicht ohne Weiteres mo¨glich, da durch jede Prozessstufe
eine zusa¨tzliche Verzo¨gerung eingefu¨hrt wird, durch welche die zeitliche Abha¨ngig-
keit zwischen Anfragen und mit diesen korrelierten Aktualisierungen gesto¨rt wird. Im
konkreten Fall fu¨hrt dies dazu, dass die Aktualita¨t von Anfragen gemindert wird,
da Aktualisierungen erst nach deren Ausfu¨hrung eingebracht werden. Die beiden
Strategien – die lokale und die globale Ablaufplanung – sind dahingehend zu unter-
suchen, inwieweit sie die zeitliche Lokalita¨t zwischen Anfragen und Aktualisierungen
erhalten und damit zu guten Ablaufpla¨nen fu¨hren.
Ein a¨hnliches Problem ist in der Cache-Speicherverwaltung mehrstufiger Cache-
Hierarchien anzutreffen [95, 31, 15]. Auch hier nimmt die zeitliche Lokalita¨t in der
Cache-Hierarchie zunehmend ab. Die typischen Lo¨sungsansa¨tze bestehen darin, zu-
sa¨tzliches Anwendungswissen [52, 91] zu verwenden und so die Lokalita¨t zu erho¨hen.
Dies a¨hnelt im Vorgehen der globalen Ablaufplanung. Auch hier wird zur Verbesse-
rung der Datenaktualita¨t zusa¨tzliches Workloadwissen verwendet. Der Unterschied
zwischen der Cache-Speicherverwaltung und den Datenproduktionsprozessen liegt
jedoch in der Zugriffsstruktur. Wa¨hrend Cache-Zugriffe streng entlang der Cache-
Hierarchie erfolgen, ist es in Datenproduktionsprozessen mo¨glich, Anfragen direkt
an eine beliebige Prozessstufe zu propagieren.
5.1.2 Evaluierung und Diskussion
Der experimentelle Vergleich zwischen der lokalen und der globalen Ablaufplanung
ist Inhalt der folgenden Abschnitte. Ziel ist es, die Eigenschaften der Datenprodukti-
onsprozesse und Workloads herauszustellen, unter denen die globale Ablaufplanung
die Datenaktualita¨t im Vergleich zur lokalen Ablaufplanung signifikant verbessern
kann. Im Zuge dessen sind Richtlinien zu entwickeln, die die Entscheidung, welche
Ablaufplanung zu verwenden ist, unterstu¨tzen. Unter Anwendung dieser Ergebnis-
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Algorithmus 2 Schematische Beschreibung der Ablaufplanung
1: if modus=lokal then
2: Berechnung der Anfrage-Aktualisierungskorrelation zwischen Uk und allen qi ∈ Qk
3: else if modus=global then
4: Berechnung der Anfrage-Aktualisierungskorrelation zwischen Uk und allen qi ∈⋃
j=k..nQj
5: end if
6: Berechnung des Pareto-effizienten Ablaufplans
7: Ausfu¨hrung der Transaktion mit der ho¨chsten Priorita¨t
8: if transaktion=Anfrage then
9: Ausfu¨hrung der Anfrage qi
10: Ermittle die Anzahl der nicht eingebrachten Aktualisierungen fu¨r qi
11: else if modus=Aktualisierung then
12: Ausfu¨hrung der Anfrage ui
13: end if
se werden die Schwa¨chen der globalen Ablaufplanung ermittelt und Verbesserungen
vorgeschlagen.
Da der Aufbau einer echten verteilten Umgebung sehr aufwendig und teuer ist, wur-
de eine entsprechende Simulationsumgebung entwickelt. Diese erlaubt es, Datenpro-
duktionsprozesse unterschiedlicher Gro¨ße anhand einer Vielzahl von Experimenten
effizient gegeneinander zu vergleichen.
Experimentierumgebung
Die Experimentier- bzw. Simulationsumgebung zur Untersuchung der Ablaufpla-
nung in mehrstufigen Prozessen ist in den Abbildungen 5.3a und 5.3b dargestellt.
Sie setzt sich zusammen aus einem Workload-Generator, einer Komponenten zur
Ablaufplanungen, die auf Datenproduktionsprozessen beliebiger La¨nge instanziiert
werden ko¨nnen sowie zahlreichen Sichten zur Unterstu¨tzung der Auswertung. Die Im-
plementierung ermo¨glicht es Datenproduktionsprozessen bis zu einer La¨nge von 15
Stufe zu u¨berwachen und bezu¨glich verschiedener Leistungsparameter auszuwerten.
In Abbildung 5.3a ist die Online-Auswertung eines fu¨nfstufigen Datenproduktions-
prozess dargestellt. Die Stufe sind von links beginnend aufsteigend sortiert. Fu¨r jede
Produktionsstufe ist eine separate Ansicht verfu¨gbar, in welcher zum einen die Be-
legung der Anfrage- und Aktualisierungswarteschlangen und zum anderen die Last
dargestellt ist. In einer weiteren Ansicht (siehe Abbildung 5.3b) sind die nicht einge-
brachten Aktualisierungen je Prozessstufe dargestellt. Dafu¨r steht ein Histogramm-
Sicht (unterer Teil) und eine erweiterte Sicht zur Verfu¨gung (oberer Teil), in welcher
fu¨r jede Anfrage die Anzahl der fehlenden Aktualisierungen sowie deren Position im
Datenproduktionsprozess dargestellt ist (farblich kodiert).
Im oberen Teil der Simulationsumgebung kann der Workload bezu¨glich verschie-
dener Parameter variiert werden: Anzahl der Anfragen und Aktualisierungen, Last,
Aktualita¨tsanforderungen, Anfrage und Aktualisierungskosten und Service-Level der
Anfragen (jeweils aus einer Normalverteilung bzw. einer Pareto-Verteilung gezogen).
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(a) Darstellung der Arbeitslast und der Warteschlangenla¨nge
(b) Darstellung der nicht eingebrachten Aktualisierungen
Abbildung 5.3: Simulationsumgebung zur Analyse mehrstufiger Datenprodukti-
onsprozesse
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5.1 Ablaufplanung in mehrstufigen Datenproduktionsprozessen
Weiterhin ist es mo¨glich einen erzeugten Workload aufzuzeichnen und somit auf Da-
tenproduktionsprozessen verschiedener La¨nge und Konfigurationen zu testen.
Bewertungskennzahlen Die Entwicklung der Datenaktualita¨t in mehrstufigen Da-
tenproduktionsprozessen ist der prima¨re Untersuchungsgegenstand der folgenden
Evaluierungen. Zu deren Bewertung werden zwei Kennzahlen, basierend auf der
in Abschnitt 4.1.2 vorgestellten abstandsbasierten Metrik, verwendet. Diese bemisst
die Aktualita¨t eines Anfrageergebnisses nach der Anzahl nicht eingebrachter Ak-
tualisierungen (engl. unapplied updates, kurz uu). Die Aktualita¨t einer Anfrage qi,
ausgefu¨hrt an Prozessstufe i, berechnet sich aus allen Aktualisierungen, die noch in





Der Index im Exponent bezeichnet die entsprechende Prozessstufe. Zur Bewertung
einer Ablaufplanung fu¨r einen Workload wird in jeder Prozessstufe die mittlere An-







Fu¨r detailliertere Analysen sind die nicht eingebrachten Aktualisierungen in Form
eines Histogramms zu visualisieren. Die Anzahl der Histogrammklassen ergibt sich
aus der maximalen Zahl nicht eingebrachter Aktualisierungen fu¨r einen Workload;
die Klassenbreite betra¨gt 1. Die Anzahl der Vorkommen der Anfragen, die eine be-
stimmte Zahl fehlender Aktualisierungen vorweisen, ist auf der y-Achse abgetragen.
Durch den Vergleich der allgemeinen Kurvenverla¨ufe, der Streuung und der Zentrie-
rung der Histogramme sind ausfu¨hrliche Analysen mo¨glich.
Einfluss der Prozessla¨nge
In einem ersten Experiment wurde die Auswirkung der La¨nge n des Datenproduk-
tionsprozesses auf den Grad der Verzo¨gerung der Aktualita¨t untersucht. Der dazu
verwendete Workload bestand aus 2.500 Anfragen und 1.000 Aktualisierungen, de-
ren Kosten aus einer Normalverteilung stammten (µ = 100ms, σ = 20ms). Unter
Anwendung der lokalen Ablaufplanung wurde der Workload 20 mal ausgefu¨hrt und
die Resultate wurden gemittelt. Die La¨nge des Datenproduktionsprozesses variierte
dabei zwischen einer und fu¨nf Stufen.
Das Ergebnis ist in Abbildung 5.4 in Form von fu¨nf Histogrammen – eines fu¨r jede
Stufe – dargestellt. Die Klasse eines Histogramms bezeichnet die fu¨r eine Anfrage
vorkommende Anzahl nicht eingebrachter Aktualisierungen, deren Ha¨ufigkeiten in
der y-Achse dargestellt sind. Es ist zu erkennen, dass in Stufe 1 der mehrheitliche
Teil der Anfragen aktuelle Ergebnisse lieferte (0 uu) und nur relativ wenige Aktuali-
sierungen nicht rechtzeitig propagiert werden konnten (bis zu 5 uu). Dies entspricht
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Abbildung 5.4: Anzahl der nicht eingebrachten Aktualisierungen in Abha¨ngigkeit
von der La¨nge des Datenproduktionsprozesses
den Ergebnissen aus Kapitel 4, in dem gezeigt werden konnte, dass die multikriteriel-
le Ablaufplanung in einem einstufigen System bezu¨glich der Aktualita¨t das optimale
Ergebnis liefert.
Je spa¨ter allerdings die einzelnen Stufen im Datenproduktionsprozess angesiedelt
sind, desto schlechter wird die Datenaktualita¨t. Fu¨r Anfragen, die in der letzten
Stufe ausgefu¨hrt werden, ko¨nnen jeweils bis zu 20 Aktualisierungen nicht rechtzeitig
eingebracht werden. Im Mittel schwankt dieser Wert um den Wert zehn. Der Grund
fu¨r die Verminderung der Datenaktualita¨t liegt in den zunehmenden Verweilzeiten
der Aktualisierungen begru¨ndet, die durch jede weitere Prozessstufe erho¨ht werden.
Aktualisierungen, die mit Anfragen in spa¨teren Stufen korrelieren, werden durch
fru¨here blockiert, welche nur auf Basis lokaler Nutzeranforderungen priorisieren. Die
Datenaktualita¨t sinkt somit mit zunehmender La¨nge des Datenproduktionsprozes-
ses.
Vergleich zwischen lokaler und globaler Ablaufplanung
In dem vorangegangenen Experiment wurde die Schwa¨che der lokalen Ablaufplanung
bei zunehmender La¨nge des Datenproduktionsprozesses nachgewiesen. Das folgende
Experiment vergleicht dieses mit der globalen Ablaufplanung. Dazu wurde fu¨r bei-
de Verfahren die Datenaktualita¨t an Stufe 5 eines insgesamt fu¨nfstufigen Prozesses
untersucht. Alle an Stufe 5 geleitete Anfragen bekamen das ho¨chste Service-Level
zugewiesen. In Abbildung 5.5a ist das Ergebnis dargestellt. Es ist zu sehen, dass die
globale Ablaufplanung zu einer besseren Verteilung der nicht eingebrachten Aktua-
lisierungen fu¨hrt als die lokale Ablaufplanung. Im Mittel hatte jede Anfrage unter
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Verwendung der lokalen Ablaufplanung 10,7 uu, was durch die globale Ablaufplanung
auf 8,1 uu und somit um zirka 30% verbessert werden konnte. Unter dem Gesichts-
punkt jedoch, dass den Anfragen und damit auch den korrelierten Aktualisierungen
die ho¨chste Priorita¨t zugewiesen war, ist eine Verbesserung um 30% vergleichsweise
wenig. Welche konkreten Einflussgro¨ßen hier eine Rolle spielen, wird in den Ab-
schnitten 5.1.2 und 5.1.2 im Detail untersucht.
In einem zweiten Schritt wurde dieses Experiment generalisiert und die prozentuale
Verbesserung der globalen Ablaufplanung gegenu¨ber der lokalen Ablaufplanung in der
n-ten Stufe eines n-stufigen Prozesses gemessen. Bei der Zuweisung der Service-Level
wurden folgende Fa¨lle unterschieden: 1) das ho¨chste Service-Level an Anfragen der
letzten Stufe (SL hoch), 2) das gleiche Service-Level fu¨r alle Anfragen (SL gleich)
und 3) das ho¨chste Service-Level fu¨r Anfragen der ersten Stufen (SL niedrig).
In Abbildung 5.5b sind die Ergebnisse fu¨r einen Datenproduktionsprozess steigender
Prozessla¨nge dargestellt. Fu¨r einen zweistufigen Prozess kann eine Verbesserung um
50% und 30% bzw. keine Verbesserung fu¨r die Konfiguration SL niedrig beobachtet
werden. Diese nimmt allerdings kontinuierlich mit der La¨nge des Prozesses ab und
betra¨gt in einem 15-stufigen Prozess in der 15. Stufe nur noch 3%. Des Weiteren ver-
lieren mit zunehmender Prozessla¨nge auch die Service-Level ihren Einfluss. In Stufe
5 ist durch Zuweisung des ho¨chsten Service-Levels an Anfragen der fu¨nften Stufe (SL
hoch) nur noch eine Verbesserung von 7% im Vergleich zur Zuweisung des gleichen
Service-Levels an alle Anfragen (gleiche SL) zu erzielen. Da durch die Priorisierung
einer bestimmten Prozessstufe andere Stufen des Produktionsprozesses gleichzeitig
niedriger priorisiert werden, ist der Einsatz von Service-Leveln ab einer bestimmten
Prozessla¨nge nicht zu empfehlen. Der Grund dafu¨r liegt in der zunehmenden Verzo¨-
gerung mit steigender Prozessla¨nge. Die Aktualisierungen, die mit Anfragen in der
15. Stufe korrellieren, werden zwar priorisiert behandelt, ko¨nnen jedoch durch die
Verzo¨gerung in den vorhergehenden 14 Stufen nicht rechtzeitig propagiert werden.
Beide Experimente haben gezeigt, dass der Zuwachs an Aktualita¨t, der durch An-
wendung einer globalen Ablaufplanung erzielt werden kann, begrenzt ist, d.h. die glo-
bale Ablaufplanung lohnt nur fu¨r relativ kurze Datenproduktionsprozesse. Auch der
Einfluss unterschiedlicher Service-Level ist durch die La¨nge des Prozesses beschra¨nkt.
In den folgenden Experimenten werden die begrenzenden Faktoren betrachtet und
Empfehlungen abgeleitet, welche Ablaufplanung unter welchen Bedingungen einzu-
setzen ist.
Einfluss stufenkonkurrierender und langlaufender Aktualisierungen
Eine Annahme der bisherigen Untersuchungen bestand darin, die Anfrage- und Ak-
tualisierungskosten gleichzusetzen. Daher ist im Folgenden zu untersuchen, wie die
Qualita¨t der Ablaufplanung sich bei steigenden Aktualisierungskosten vera¨ndert. Die
Abbildungen 5.6a, 5.6b, 5.6c und 5.6d fassen die Ergebnisse durch eine Visualisie-
rung der Anfrageaktualita¨ten zusammen. Die Experimentierumgebung wird anhand
der Abbildungen erla¨utert: Dargestellt sind 100 Anfragen in 5 Warteschlangen bzw.
Prozessstufen. Der Kopf der Warteschlange befindet sich am unteren Ende der Ab-
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(b) Abnehmende Verbesserung mit zunehmender Prozessla¨nge
Abbildung 5.5: Vergleich der lokalen und globalen Ablaufplanung
bildung. Jede Anfrage ist farblich kodiert (die entsprechende Legende dazu befindet
sich jeweils links der Abbildungen). Die Fa¨rbung einer Anfrage repra¨sentiert die
Anzahl der nicht eingebrachten Aktualisierungen und somit die Aktualita¨t, die die-
se Anfrage bei ihrer Ausfu¨hrung im besten Fall haben wird. Die Service-Level der
Anfragen wurden aufsteigend vergeben, d.h. Anfragen der fu¨nften Stufe haben das
ho¨chste und Anfragen der ersten Stufe das niedrigste Service-Level. Aktualisierun-
gen, die mit Anfragen ho¨herer Stufen korrellieren, sind daher ho¨her priorisiert. Die
Anfragekosten wurden, wie in den vorhergehenden Experimenten, aus einer Normal-
verteilung gezogen (µ = 100ms, σ = 20ms), wohingegen die Aktualisierungskosten
variieren (µ =100ms bis 500ms).
Im ersten Experiment (siehe Abbildung 5.6a) korreliert eine Anfrage stets genau
mit einer Aktualisierung. Kann diese Aktualisierung vor Ausfu¨hrung der Anfrage
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(d) Jede Anfrage korreliert mit 20 Aktualisie-
rungen
Abbildung 5.6: 100 Anfragen in 5 Stufen mit steigenden Aktualisierungskosten
bis zur entsprechenden Stufe propagiert werden, so ist die Aktualita¨t fu¨r die Anfra-
ge maximal (gru¨ne Markierung in Abbildung 5.6a). Die Korrelation der Anfragen
der einzelnen Stufen mit der Menge der jeweiligen Aktualisierungen ist disjunkt, d.h.
alle Anfragen an Stufe 1 korrelieren mit einer Menge von Aktualisierungen U1, alle
Anfragen an Stufe 2 mit U2 aber nicht mit U1 usw. Werden die Aktualisierungskosten
von 100 ms auf 500 ms erho¨ht, so ist zu sehen, dass fu¨r einen zunehmenden Teil der
Anfragen (rot markiert) die korrelierte Aktualisierung nicht rechtzeitig propagiert
werden kann. Dies betrifft im konkreten Fall bei Aktualisierungskosten von 500 ms
in Stufe 5 rund ein Drittel aller Anfragen.
In den weiteren Experimenten ist jede Anfrage mit 5, 10 bzw. 20 Aktualisierungen
korreliert, die stufenu¨bergreifend ebenfalls wieder disjunkt sind. Die Aktualisierungs-
kosten werden wiederum schrittweise von 100 ms auf 500 ms erho¨ht. Es ist zu sehen,
dass in Stufe 5 bei Aktualisierungskosten von 500 ms stets alle Anfragen bei ihrer
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Ausfu¨hrung die geringste Aktualita¨t besitzen, d.h. 5, 10 bzw. 20 fehlende Aktualisie-
rungen aufweisen. In den Experimenten mit 10 bzw. 20 korrelierten Aktualisierungen
(Abbildungen 5.6c und 5.6d) gilt das sogar bereits fu¨r Aktualisierungskosten von nur
200 bzw. 300 ms.
Zusammengefasst la¨sst sich sagen, dass fu¨r alle Anfragen, die in den Abbildungen
5.6a bis 5.6d rot dargestellt sind, es nicht mo¨glich ist, die Datenaktualita¨t zu verbes-
sern, ohne diese Anfragen zusa¨tzlich verzo¨gern zu mu¨ssen. Dieser Anfragetyp wird
als nicht optimierbar bezeichnet. Die Anzahl der nicht optimierbaren Anfragen er-
ho¨ht sich 1) mit dem sich verschlechternden Kostenverha¨ltnis zwischen Anfragen und
Aktualisierungen, 2) mit zunehmender Anzahl stufenu¨bergreifender disjunkter Ak-
tualisierungen und 3) wie in Abschnitt 5.1.2 bereits gezeigt, mit zunehmender La¨nge
des Datenproduktionsprozesses. Die Datenaktualita¨t der nicht optimierbaren Anfra-
gen verha¨lt sich somit invariant gegenu¨ber dem verwendeten Scheduling-Verfahren,
d.h. die globale Ablaufplanung kann die Aktualita¨t dieser Anfragen nicht weiter ver-
bessern. Mit zunehmender Anzahl nicht optimierbarer Anfragen in einem Workload
verschlechtert sich auch die Leistung der globalen Ablaufplanung im Vergleich zur
lokalen Ablaufplanung. In Abschnitt 5.1.2 wird dieser Aspekt detaillierter betrachtet
und die globale Ablaufplanung dahingehend erweitert, dass die nicht optimierbaren
Anfragen bei der Ablaufplanung nicht beru¨cksichtigt werden.
Anteil der stufenkonkurrierenden Aktualisierungen
Die Annahme im vorherigen Experiment bestand darin, dass die Menge der Aktua-
lisierungen, die in die einzelnen Stufen eingebracht werden, vo¨llig disjunkt vonein-
ander sind. Dies ist in praktischen Szenarien oft nicht der Fall, sondern stattdessen
werden Anfragen unterschiedlicher Stufen oft gemeinsam von einer Aktualisierung
profitieren.
In diesem Experiment wurden die Kosten der Anfragen und Aktualisierungen gleich-
gesetzt, jedoch jeweils die U¨berlappungen bzw. Disjunktheit der Aktualisierungs-
mengen variiert. In Abbildung 5.7 ist dies symbolisch durch die Venn-Diagramme
dargestellt. Bei einem Anteil stufenu¨bergreifender Aktualisierungen von 0% korrelie-
ren die Anfragen aller Stufen mit der gleichen Aktualisierungsmenge. Dieser Anteil
nimmt in 5%-Schritten zu, bis schließlich die Anfragen jeder Stufe mit einer jeweils
disjunkten Aktualisierungsmenge korrelieren. Die La¨nge des Datenproduktionspro-
zesses wurde auf 5 festgesetzt. Den Anfragen an Stufe 5 wurde das ho¨chste Service-
Level zugewiesen. Fu¨r jede Abstufung der Disjunktheit wurde die lokale und die
globale Ablaufplanung angewendet und die mittlere Anzahl der nicht eingebrachten
Aktualisierungen an Stufe 5 gemessen (siehe Abbildung 5.7). Bei einer Disjunkt-
heit von 0% erzielen beide Scheduling-Algorithmen das gleiche Ergebnis. Da die
Anfragen aller Stufen mit der gleichen Menge an Aktualisierungen korrellieren, ist
durch die gesamtheitliche Betrachtung kein Mehrwert zu erzielen. Mit zunehmender
Disjunktheit kann sich allerdings die globale Ablaufplanung gegenu¨ber der lokalen
Ablaufplanung sukzessiv verbessern. Bei vo¨llig disjunkten Aktualisierungsmengen
ist das Ergebnis der globalen Ablaufplanung um 40% besser im Vergleich zur lokalen
106




































































0% 25% 50% 75% 100%
#
Anteil stufenkonkurrierender Aktualisierungen   
Abbildung 5.7: Variierung des Anteils stufenkonkurrierender Aktualisierungen
Ablaufplanung. Die Beru¨cksichtigung aller Nutzeranforderungen innerhalb des Da-
tenproduktionsprozesses ist also nur bei wenig u¨berlappenden bis hin zu disjunkten
Aktualisierungsmengen gewinnbringend.
Optimierungsansatz
In einem vorangegangenen Abschnitt wurde nachgewiesen, dass es fu¨r die sogenann-
ten nicht optimierbaren Anfragen nicht mo¨glich ist, die Datenqualita¨t zu verbessern.
Die Priorisierung der mit diesen Anfragen korrellierten Aktualisierungen verursacht
daher Kosten, erzeugt jedoch keinen Profit. Diese Eigenschaft ist fu¨r eine Optimie-
rung der globalen Ablaufplanung ausnutzbar. Dazu werden bei der Priorisierung von
Aktualisierungen Korrelationen mit diesen Anfragetypen unberu¨cksichtigt gelassen.
Dadurch wird der Anteil der Aktualisierungen verringert, die hoch priorisiert wer-
den, die jedoch aufgrund der in 5.1.2 beschriebenen Verzo¨gerung nicht rechtzeitig
propagiert werden ko¨nnen. Um die Auswirkung der Optimierung zu evaluieren, wur-
de in einem fu¨nfstufigen Prozess die Datenaktualita¨t in Stufe 1 und 5 sowohl mit als
auch ohne Optimierung ermittelt (siehe Abbildung 5.8). Es ist zu sehen, dass durch
die Optimierung die Datenaktualita¨t in Stufe 5 nur sehr geringfu¨gig verschlechtert
wird, die in Stufe 1 aber um fast 60% verbessert werden kann. Der Effekt, dass eine
Verbesserung der Datenaktualita¨t in einer Stufe i zu einer Verschlechterung der Da-
tenaktualita¨t in allen vorhergehenden Stufen kleiner i fu¨hrt, kann somit durch die
Optimierung verringert werden. Im Kontext der Pareto-effizienten Ablaufplanung
aus Kapitel 4 ist der vorgeschlagene Optimierungsansatz als Vorverarbeitungsschritt
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Abbildung 5.8: Optimierung der globalen Ablaufplanung
in die Erzeugung der Aktualisierungselemente (siehe Abschnitt 4.2.2) zu integrieren.
Die dort angegebene Abha¨ngigkeitsmatrix zwischen Aktualisierungen und Anfragen
verkleinert sich durch den Optimierungsansatz, was in weniger Aktualisierungsele-
menten und somit in einer geringeren Laufzeit des Rucksackalgorithmus resultiert
(siehe Abschnitt 4.5.3).
Auswirkung langlaufender Anfragen und Aktualisierungen zur Laufzeit
Der negative Effekt hoher Aktualisierungskosten auf die Ergebnisse der globalen
Ablaufplanung wurde in den letzten Experimenten evaluiert. In den folgenden Ex-
perimenten wurde das Laufzeitverhalten fu¨r Workloads mit langlaufenden Anfragen
und Aktualisierungen untersucht.
Im ersten Experiment wurden die Kosten der 2.500 Anfragen aus einer Normalver-
teilung gezogen (µ = 100ms, σ = 20ms) und die Kosten der 1.000 Aktualisierungen
aus einer Pareto-Verteilung mit einem Minimalwert von 50 ms und einem Alpha von
0,8, wobei die Kosten nach oben auf 5.000 ms beschra¨nkt waren. In Abbildung 5.9 ist
das Ergebnis u¨ber die Simulationszeit hinweg dargestellt. Die Anzahl der nicht einge-
brachten Aktualisierungen wurde dabei u¨ber ein Fenster bestehend aus 25 Anfragen
gemittelt. Wie durch die vorherigen Experimente besta¨tigt, ist fu¨r ein ausgeglichenes
Kostenverha¨ltnis die Aktualita¨t der Anfragen fu¨r die globale Ablaufplanung konstant
besser als fu¨r die lokale Ablaufplanung. Werden jedoch langlaufende Aktualisierun-
gen ausgefu¨hrt, so verschlechtern sich die lokale und die globale Ablaufplanung im
gleichen Maße und na¨hern sich in ihrer Leistung einander an. Der Grund hierfu¨r
ist, dass durch die Ausfu¨hrung teurer Aktualisierungen die Verarbeitung anderer
Transaktionen stark verzo¨gert und damit die zeitliche Lokalita¨t gesto¨rt wird. Die
Betrachtung der Korrelationen u¨ber alle Stufen hinweg ist in solchen Fa¨llen nicht
gewinnbringend.
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(b) Pareto-verteilte Anfragekosten
Abbildung 5.9: Auswirkung langlaufender Aktualisierungen und Anfragen zur
Laufzeit
In einer weiteren Untersuchung wurde das gleiche Experiment, jedoch mit kon-
stant gehaltenen Aktualisierungskosten und Pareto-verteilten Anfragekosten durch-
gefu¨hrt. Das Ergebnis ist in Abbildung 5.9b dargestellt. Im Mittel ist die globale
Ablaufplanung analog zum ersten Experiment konstant besser als die lokale Ab-
laufplanung. Werden jedoch langlaufende Anfragen verarbeitet, so fu¨hrt dies zum
gleichen Ergebnis wie oben. Die teuren Anfragen blockieren den Datenprodukti-
onsprozess, wodurch der zeitliche Bezug zwischen einer Anfrage und der mit ihr
korrelierten Aktualisierungsmenge unterbrochen wird.
109
5 Bewertung von Ladestrategien in mehrstufigen Datenproduktionsprozessen
5.2 Visualisierung der Datenqualita¨t in mehrstufigen
Datenproduktionsprozessen
Wie bereits in der Einleitung dieses Kapitels aufgefu¨hrt, durchlaufen die Daten in
einem Data-Warehouse-System einen komplexen Prozess aus Lade-, Transfer- und
Transformationsoperationen. Die Teilprozesse sind zeitlich und organisatorisch meist
voneinander entkoppelt, so dass durch jede Operation die Verweilzeit der Daten an
den Zwischenstationen erho¨ht und damit die Aktualita¨t gemindert wird. Zu einem
gegebenen Abfragezeitpunkt stehen dem Data-Warehouse-Nutzer somit unter Um-
sta¨nden nur veraltete Informationen zur Verfu¨gung, da noch nicht alle Daten den
Produktionsprozess vollsta¨ndig durchlaufen haben und freigegeben wurden.
Zur Gewa¨hrleistung bzw. zur Verbesserung der Datenaktualita¨t und anderer Qua-
lita¨tsdimensionen muss eine Visualisierung zur U¨berwachung und Analyse der Da-
tenproduktion entwickelt werden. Anhand der Analyseergebnisse kann eventuelles
Potenzial zur Optimierung des Datenproduktionsprozesses aufgedeckt und damit
ko¨nnen Zwischenverweilzeiten minimiert werden.
5.2.1 Erfassung und Speicherung
Zur ganzheitlichen Analyse der Datenproduktionsprozesse mu¨ssen in jeder Prozess-
stufe A¨nderungen der Datenaktualita¨t protokolliert und gespeichert werden. Setzt
man die Prozessstufen in Beziehung zueinander, wird so ein direkter Vergleich der
Stufen mo¨glich. Die Granularita¨t, in der die Prozessstatusdaten gespeichert wer-
den, ist durch das Partitionierungsschema des Data-Warehouse-Systems vorgegeben
(siehe Abschnitt 4.1.4). Dies ist am folgenden Beispiel, einem dreidimensionalen Da-
tenschema, illustriert:
Zeit⇒ {Jahr 7→ Quartal 7→Monat}
Filiale⇒ {Region 7→ Land 7→ Stadt 7→ Name}
Produkt⇒ {Kategorie 7→ Familie 7→Marke 7→ Name}.
Ist bekannt, dass die eintreffenden Daten zeitlich nach Quartalen sowie nach Pro-
duktfamilie prozessiert und eingepflegt werden, so erfolgt eine Partitionierung der
Daten bezu¨glich dieser beiden Dimensionsebenen:
Zeit⇒ {Jahr 7→ Quartal}
Produkt⇒ {Kategorie 7→ Produktfamilie}.
Im vorangegangenen Kapitel konnten durch diese Vereinfachung Korrelationen zwi-
schen Anfragen und Aktualisierungen festgestellt werden. Im vorliegenden Kontext
werden die Datenaktualita¨tsinformationen aggregiert und auf Ebene der Partitio-
nierung gespeichert. Dazu wird fu¨r jede Prozessstufe eine Tabelle angelegt, die das
Partitionierungsschema implementiert und als Fakten die Datenqualita¨tsinformatio-
nen speichert (Schritt (1) in Abbildung 5.10). Am Beispiel der Aktualita¨tsmetriken
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Abbildung 5.10: Vorgehensweise der Visualisierung von Datenproduktionsprozes-
sen
aus Abschnitt 4.1.2 ist dies entweder die Anzahl der eingebrachten Aktualisierungen
(unter Verwendung der abstandsbasierten Metrik) oder der Zeitstempel der letzten
Aktualisierung (unter Nutzung der zeitbasierten Metrik).
Es bleibt anzumerken, dass die Granularita¨t der Partitionierung stets ein Kompro-
miss zwischen dem Detailgrad der Kennzahlen und dem Aufwand zur Speicherung
und Wartung dieser Datenstruktur ist. ´
5.2.2 Visualisierung der Datenqualita¨t
Ausgehend von der Tatsache, dass das visuelle Wahrnehmungssystem des Menschen
hocheffiziente Fa¨higkeiten zur Mustererkennung und zur Erfassung komplexer, ganz-
heitlicher Zusammenha¨nge bildlicher Strukturen besitzt, ist es naheliegend, diese zu
nutzen und die Daten graphisch darzustellen. Die Visualisierung unter Verwendung
herko¨mmlicher Darstellungsmittel, wie Balken-/Sa¨ulen-/Tortendiagramme etc., ist
jedoch ab drei und mehr Dimensionen nicht mehr ada¨quat, so dass zumeist die Me-
tapher eines Baums verwendet wird, dessen Knoten die Daten und dessen Kanten
die Beziehung der Dimensionshierarchien repra¨sentieren.
Die Anforderungen bei der Darstellung von Baumstrukturen sind zum einen Kom-
paktheit und zum anderen visuelle Skalierbarkeit. Kompaktheit meint vor allem
die platzsparende Repra¨sentation und die optimale Ausnutzung des rechteckigen
Bildschirms. Die Anforderung der Skalierbarkeit bringt zum Ausdruck, dass mit zu-
nehmender Datenmenge bei der Navigation von der Baumwurzel zu den Bla¨ttern
die Darstellungsform immer noch zweckma¨ßig sein muss. Des Weiteren ist es aus
Gru¨nden der Komplexita¨t nicht fo¨rderlich, alle Daten zugleich und parallel in ihrer
feinsten vorliegenden Granularita¨t darzustellen. Vielmehr sollte die graphische Dar-
stellung des Baums bzw. des Datenwu¨rfels den Prinzipien des Online Analytical Pro-
cessing (OLAP) folgen: Dem Analysten ist also die Mo¨glichkeit zu geben, zwischen
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Abbildung 5.11: Beispiel einer Baumstruktur nach [67]
verschiedenen Detailstufen zu wechseln, sich zuerst einen aggregierten U¨berblick
u¨ber die Daten zu verschaffen und explorativ entlang der Dimensionshierarchien auf
detailliertere Ebenen der graphischen Darstellung zu navigieren. Weiterhin muss die
Visualisierung die Darstellung von Kennzahlen (z.B. Aktualita¨t) ermo¨glichen und
den Anwender bei deren Unterscheidung durch Verwendung verschiedener Farben,
Fla¨chen oder Formen unterstu¨tzen. ´
Tree-Map
Eine Visualisierungsform, die all diese Forderungen adressiert, ist die Tree-Map, vor-
gestellt in [67]. Diese erlaubt die Darstellung einzelner Dimensionsebenen als auch
die gleichzeitige Ansicht verschiedener Granularita¨ten. Durch die rechteckige Form
ist sie besonders kompakt und skaliert auch mit großen Datenmengen. Des Weiteren
unterstu¨tzt sie viele der aus dem OLAP-Bereich bekannten Navigationsoperationen.
Kernpunkt des Verfahrens ist die platzausfu¨llende Darstellung einer Baumstruktur in
einem rechteckigen, zweidimensionalen Zeichenbereich. Die Bla¨tter des Baums beste-
hen aus einem numerischen Attribut oder sind auf ein solches abbildbar; die Knoten
beinhalten die Aggregationswerte der jeweiligen Kinder, mit der Wurzel als Super-
aggregat (Beispiel siehe Abbildung 5.11). Der Algorithmus beginnt bei der Wurzel
des Baums und unterteilt den Zeichenbereich in Teilrechtecke, die in ihrer Gro¨ße
proportional zu den Attributwerten der Kinder sind. Diese werden so in den Zei-
chenbereich eingefu¨gt, dass der zur Verfu¨gung stehende Platz vollsta¨ndig ausgenutzt
wird. Anschließend steigt der Algorithmus rekursiv entlang der Zweige bis zu den
Bla¨ttern ab und partitioniert die lokalen Teilrechtecke wiederum jeweils proportional
zu den Attributwerten der jeweiligen Kinder. Die Gro¨ße der Tree-Map-Fla¨chen ist so-
mit a¨quivalent zu den Werten der zugrundliegenden Kennzahlen und Abweichungen
sind leicht erkennbar. Zusa¨tzlich kann dies zur besseren Unterscheidung noch durch
Farb- oder Grauabstufungen unterstu¨tzt werden. Dazu wird der Wertebereich des
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Abbildung 5.12: Tree-Map fu¨r o.g. Baumstruktur [67]
zur Einfa¨rbung genutzten Attributs auf den Wertebereich der gewu¨nschten Farbs-
kala abgebildet. Alternativ kann die farbliche Repra¨sentation auch zur Darstellung
eines zweiten Attributs verwendet werden. Dieses wird ebenfalls nach denselben Ag-
gregationsvorschriften wie das Partitionierungsattribut in den Bla¨ttern und Knoten
der Baumstruktur abgelegt und mitgefu¨hrt (siehe Abbildung 5.12).
Abbildung des Hyperwu¨rfels auf die Tree-Map
Zur Visualisierung des Hyperwu¨rfels muss dieser zuna¨chst in eine Baumstruktur
transformiert und anschließend dem Tree-Map-Algorithmus u¨bergeben werden. Da-
zu wird eine Sicht auf den Datenwu¨rfel erzeugt, welche die Hierarchiefolge der Di-
mensionen zueinander festlegt (Schritt (2) in Abbildung 5.10). Die Reihenfolge der
Dimensionen ist nicht starr, sondern kann auch wa¨hrend der Analyse vera¨ndert wer-
den, um eine andere Sicht auf die Daten zu erlangen.
Der Wu¨rfel in seiner Gesamtheit bildet die Wurzel des Baumes (Schritt (3)). Dar-
an schließen sich als Kindknoten die Auspra¨gungen der ersten Dimension gema¨ß
der gewa¨hlten Hierarchiereihenfolge an. An jedem dieser Knoten werden stufenweise
die Auspra¨gungen der na¨chsten Dimension als Kindknoten angeha¨ngt. Die Aus-
pra¨gungen der untersten Hierarchiedimension bilden schließlich die Bla¨tter, welche
die Kennzahlen zur Beschreibung der Datenqualita¨t beinhalten. Die Partitionierung
sowie die Einfa¨rbung der Zeichenfla¨che geschieht wahlweise mit denselben oder ver-
schiedenen Kennzahlen.
Die Aggregationsfunktion, welche fu¨r die Werte in den inneren Knoten verwendet
wird, ist abha¨ngig von der Semantik der darzustellenden Kennzahl. Wird zur Bewer-
tung der Datenqualita¨t eine zeitbasierte Metrik verwendet (siehe Abschnitt 4.1.2),
so ist zur Aggregation die Maximum-Funktion geeignet, d.h. das Alter des Vaterkno-
tens entspricht dem des a¨ltesten Kindknotens. Wird eine abstandsbasierte Metrik
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verwendet, qualifizieren sich sowohl der Mittelwert als auch das Maximum als Ag-
gregationsfunktion.
OLAP-Operationen
Die Tree-Map bzw. das in Abbildung 5.10 dargestellte Vorgehensmodell unterstu¨t-
zen eine Reihe von OLAP-Operationen: Die Pivotierung, d.h. die Rotation der An-
sicht, kann durch eine Vertauschung der Dimensionsreihenfolge in Schritt (2) erfol-
gen. Ebenso kann durch das Weglassen einer Dimension eine Slice-Operation rea-
lisiert werden. Beim Drill-down, d.h. der Auswahl einer bestimmten Fla¨che, wird
der entsprechende innere Knoten in Schritt (3) selektiert und der darunter liegende
Teilbaum, mit diesem inneren Knoten als neue Wurzel, dem Tree-Map-Algorithmus
u¨bergeben. Ein Roll-up erfolgt analog durch Aufhebung der Selektion.
5.2.3 Prototypische Umsetzung
Das vorgestellte Verfahren wurde prototypisch, unter Verwendung der Eclipse Rich
Client Platform (RCP), implementiert. Zur Abbildung des Datenproduktionsprozes-
ses kamen mehrere Apache-Derby-Datenbanken [100] zum Einsatz, welche zentral an
einem Mondrian-ROLAP-Server [Mondrian] registriert wurden. Fu¨r die Tree-Map-
Visualisierung wurde die SWT-Komponente JTreeMap von ObjectLab [JTMap] ver-
wendet. Diese ist quelloffen und steht unter der Apache Software License sowie der
Eclipse Public License. Die JTreeMap-Klassen wurden fu¨r die vorliegende Anwen-
dung teilweise abgeleitet und erweitert. In dem zu Illustationszwecken verwendeten
Schema sind Verka¨ufe nach den Dimensionen Produkt, Zeit, Gescha¨ft, Promotion
usw. hinterlegt. Das Partitionierungsschema bzw. die Dimensionsreihenfolge, unter
deren Verwendung die Tree-Map erstellt werden soll (Schritt (2) in Abbildung 5.10),
wird in einem Dialogfenster (siehe Abbildung 5.13a) festgelegt. In diesem Beispiel
ist dies in absteigender Ordnung das Quartal der Zeitdimension, die Produktfamilie
der Produktdimension, der Bundesstaat in der Gescha¨ftsdimension sowie die Pro-
duktionsstufen in der untersten Dimensionsebene (zwei Stufen in diesem Beispiel).
Das Ergebnis der Visualisierung ist in Abbildung 5.13b dargestellt: Die Daten sind













WA“ ist gut zu sehen, dass die Datenqualita¨tsmetriken der beiden
Stufen stark voneinander abweichen. Dies ist zum einen durch die verschieden großen
Fla¨chen als auch durch die unterschiedliche Einfa¨rbung hervorgehoben. Ebenso sind
andere Partitionen zu erkennen, deren Datenqualita¨t nicht oder nur kaum diffe-
riert. Bei der Ebenenbeschriftung sind die kompakte und die informative Variante
zu unterscheiden. Bei Ersterer sind nur die Bla¨tter beschriftet, bei Zweiterer alle
Dimensionsebenen, d.h. auch innere Knoten. Je nach Umfang der darzustellenden
Daten ko¨nnen Beschriftungsebenen hinzugefu¨gt bzw. weggelassen werden.
Die graphische Darstellung als Tree-Map bietet somit eine geeignete Visualisie-
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(a) Bestimmung der Hierarchiereihenfolge
(b) Treemap-Darstellung
Abbildung 5.13: Prototypische Umsetzung der Visualisierung von Datenproduk-
tionsprozessen
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rung der Kennzahlen eines Datenproduktionsprozesses, unterstu¨tzt deren explorative
Analyse und la¨sst Ru¨ckschlu¨sse auf mo¨gliche Engpa¨sse und Optimierungen zu.
5.3 Zusammenfassung
In diesem Kapitel wurden zwei zentrale Fragestellungen im Kontext mehrstufiger Da-
tenproduktionsprozesse untersucht: Die erste befasste sich mit der Integration der in
Kapitel 4 entwickelten multikriteriellen Ablaufplanung in mehrstufige Prozesse. Ins-
besondere wurde untersucht, ob und unter welchen Bedingungen eine Ablaufplanung
in Datenproduktionsprozessen anwendbar ist. Zur Beantwortung der Frage wurden
zwei Extremfa¨lle – die lokale und die globale Ablaufplanung – definiert und in einer
Reihe von Experimenten untersucht und miteinander verglichen. Die mit der globa-
len Ablaufplanung zu erreichende Aktualita¨t war nicht oder nur wenig besser als die
Ablaufplanung auf Basis lokaler Informationen. Nur unter sehr extremen Annahmen,
wie sehr kurzen Datenproduktionsprozessen, disjunkten Aktualisierungsmengen und
ungleich verteilten Service-Leveln, konnte durch die globale Ablaufplanung ein signfi-
kanter Mehrwert erzeugt werden. Dies ist vor allem durch die Sto¨rung der zeitlichen
Lokalita¨t, zwischen Anfragen und Aktualisierungen in Prozessen ab einer bestimm-
ten La¨nge begru¨ndet. Im Allgemeinen la¨sst sich daher die Empfehlung aussprechen,
fu¨r jede Prozessstufe eine individuelle Ablaufplanung zu verwenden. Die fu¨r Daten-
produktionsprozesse typische lose Kopplung der einzelnen Prozessstufen kann somit
beibehalten werden. Lediglich in Einzelfa¨llen ist zu untersuchen, ob ein hybrider An-
satz, d.h. die gemeinsame Ablaufplanung eines Teils des Produktionsprozesses, von
Nutzen sein kann.
Die zweite Fragestellung befasste sich mit der Analyse komplexer Prozesse durch
eine Visualisierung der Datenqualita¨t im Allgemeinen bzw. der Aktualita¨t im Spe-
ziellen. Durch Anwendung des Partitionierungsschemas auf die Datenbanken der
einzelnen Prozessstufen ko¨nnen die Datenqualita¨tsinformationen in einer vereinheit-
lichten Datenstruktur erfasst und gesammelt werden. Das Partitionierungssschema
ist auch Ausgangspunkt fu¨r die graphische Darstellung der Prozessinformationen.
Die partitionierenden Dimensionen werden gemeinsam mit den Faktattributen, wel-
che die Datenqualita¨t beschreiben, in eine Baumstruktur u¨berfu¨hrt und anschließend
in Form einer Tree-Map visualisiert. Diese ist aufgrund ihrer Kompaktheit und Ska-
lierbarkeit besonders fu¨r die Darstellung der vorliegenden multidimensionalen und
hierarchischen Daten qualifiziert. Des Weiteren wurde die Tree-Map um Standard-
OLAP-Operationen erweitert, so dass dem Nutzer ein Werkzeug zur Verfu¨gung steht,
mit dem explorativ Datenproduktionsprozesse auf ihr Optimierungspotenzial hin un-
tersucht werden ko¨nnen.
Fallstudiendiskussion
Wie bereits dargestellt, unterscheiden sich die Datenproduktionssprozesse der GfK
Marketing Services und der UBS WM&SB wesentlich in der Anzahl der Verarbei-
tungsstufen. Im Allgemeinen muss zwar im Einzelfall entschieden werden, inwiefern
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eine globale Ablaufplanung lohnend eingesetzt werden kann, jedoch ist diese fu¨r
das Szenario der GfK Marketing Services wahrscheinlich meist nicht zweckma¨ßig.
Zum einen ist die Anzahl der Verarbeitungsstufen – mit u¨ber 60 an der Zahl – den
Experimenten aus Abschnitt 5.1.2 zufolge zu hoch. Zum anderen sind in vielen Pro-
zessstufen manuelle Verarbeitungsschritte bzw. Qualita¨tsu¨berpru¨fungen notwendig,
wodurch die Verzo¨gerung zusa¨tzlich stark erho¨ht wird (siehe Abschnitt 5.1.2). Diese
beiden Eigenschaften sto¨ren den zeitlichen Bezug zwischen Anfragen und Aktualisie-
rungen, so dass eine globale Ablaufplanung keinen Nutzen bringt. Im Vergleich dazu
ist der Datenproduktionsprozess der UBS WM&SB – bestehend aus fu¨nf bis sechs
Verarbeitungsschritten – wesentlich ku¨rzer. Auch sind die Datentransformationspro-
zesse viel sta¨rker automatisiert, wodurch Verzo¨gerungen durch manuelle Eingriffe
vermieden werden. Da die Mehrheit der Aktualisierungen erst zum Tagesabschluss
eingebracht werden, ist ihr Datenvolumen entsprechend groß, was in langlaufenden
Aktualisierungsjobs resultiert. Aktualisierungen dieser Art sto¨ren, wie in Abschnitt
5.1.2 gezeigt, die zeitliche Lokalita¨t und fu¨hren zur Verbesserung der lokalen gegen-
u¨ber der globalen Ablaufplanung. Im Hinblick auf steigende Echtzeitanforderungen
werden die langlaufenden Jobs jedoch zunehmend in kleinere Aktualisierungen un-
terteilt, was fu¨r eine globale Ablaufplanung spricht. U¨ber die Anzahl der stufenkon-
kurrierenden Aktualisierungen (siehe Abschnitt 5.1.2) in den beiden Szenarien kann
an dieser Stelle keine Aussage gemacht werden. Stattdessen sind zusa¨tzliche Unter-
suchungen notwendig.
Die Visualisierung der Datenqualita¨t im Verlauf des Datenproduktionsprozesses kann
in beiden der in Kapitel 2 vorgestellten Szenarien gewinnbringend eingesetzt werden.
Insbesondere fu¨r die Datenwertscho¨pfungskette der GfK Marketing Services, die aus
bis zu 60 Verarbeitungsschritten besteht, ist eine visuelle U¨berwachungskomponente
sehr hilfreich. Allerdings ko¨nnen die 60 Verarbeitungsstufen aufgrund der daraus re-
sultierenden Komplexita¨t der Darstellung nicht gleichzeitig angezeigt werden. Statt-
dessen ist eine Klassifizierung der Verarbeitungsstufen sowie eine Unterteilung in
Hierarchieebenen erfordlich. Die Datenqualita¨t kann dann explorativ durch die be-
reits integrierten OLAP-Operationen, wie zum Beispiel Drill-Down, untersucht wer-
den. Neben der Untersuchung der Datenaktualita¨t ist im Szenario der GfK Marke-
ting Services vor allem die Vollsta¨ndigkeit der Daten fu¨r die Berichtsproduktion von
Interesse. Um diese zu u¨berwachen, mu¨ssten je nach Berichtskontext und Kunden
entsprechende Vollsta¨ndigkeitsmetriken definiert werden. Die UBS WM&SB besitzt
mit dem Data Sourcing Framework bereits die notwendige Infrastruktur zur Fort-
schrittskontrolle der Datenproduktion. Die dafu¨r notwendigen Schnittstellen ko¨nnten
fu¨r die Umsetzung einer Visualisierungskomponente wiederverwendet werden.
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6 Konsistente Datenanalyse in operativen
Datenproduktionsprozessen
Aktuelle Data-Warehouse-Systeme werden, wie in Abschnitt 3.3.1 dargestellt, sowohl
in Anwendungen zur operativen als auch zur klassischen, strategischen Analyse ein-
gesetzt. Die push-basierte Aktualisierungssemantik eines Echtzeit-Data-Warehouse-
Systems erho¨ht zwar die Datenaktualita¨t, wie sie in operativen Prozessen gefor-
dert wird, stellt jedoch ein Problem fu¨r die auf der Berichtsproduktion basieren-
de strategische Entscheidungsfindung dar. In klassischen Data-Warehouse-Szenarien
werden die Daten zu definierten Zeitpunkten aktualisiert, so dass die Datenbasis
zwischen den Aktualisierungen stabil bleibt. Die Invalidierung bereits erzeugter Be-
richte ist daher ausgeschlossen. Im Gegensatz dazu sind die Daten eines Echtzeit-
Data-Warehouse-Systems zu keinem Zeitpunkt stabil, sondern sta¨ndigen A¨nderun-
gen unterworfen. Dies hat vor allem Auswirkungen auf die Berichtskonsistenz: Zwei
Berichte, die zeitlich kurz nacheinander erzeugt wurden, ko¨nnen ein widerspru¨chli-
ches Bild auf die Daten erzeugen. Diese Inkonsistenzen sind den Anwendern eines
Data-Warehouse-Systems nur schwer zu vermitteln und verringern das Nutzerver-
trauen. Ein weiteres Problem der push-basierten Aktualisierung besteht darin, dass
die Vollsta¨ndigkeit der Daten, aufgrund der kontinuierlichen Datenproduktion, nicht
garantiert werden kann. Daher gilt es insbesondere zu vermeiden, Berichte auf un-
vollsta¨ndigen Daten zu produzieren.
Die fu¨r die Berichtsproduktion notwendige Stabilita¨t kann durch Einfu¨hrung einer
zusa¨tzlichen und vom Echtzeitbetrieb des Data-Warehouse-Systems entkoppelten
Datenschicht erzielt werden, die im Weiteren als Reporting-Layer bezeichnet wird.
Stabilita¨t heißt insbesondere, dass sich berichtsrelevante Daten nicht unkontrolliert
a¨ndern ko¨nnen, sondern definierte Publikationszeitpunkte existieren. Die Einord-
nung des Reporting-Layer in die Architektur eines Echtzeit-Data-Warehouses (sie-
he Abschnitt 3.4.2) ist in Abbildung 6.1 skizziert. Der Reporting-Layer als letzte
Stufe im Datenproduktionsprozess wird ebenfalls von der zentralen Anfrageschicht
bedient, so dass Anfragen mit den entsprechenden Anforderungen bezu¨glich der Da-
tenstabilita¨t an diese Stufe weitergeleitet werden.
Der Aufbau, die Organisation und der Betrieb dieser Datenschicht wird im ersten
Teil dieses Kapitels dargelegt. Der zweite Teil befasst sich mit der Komprimierung
von Nullwerten, deren explizite Speicherung fu¨r die Vollsta¨ndigkeitsbestimmung bei
der Berichtserzeugung notwendig ist. Weiterhin wird die Anfrageverarbeitung auf
nullwertkomprimierten Daten dargestellt.
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Abbildung 6.1: Einordnung des Reporting-Layer in die Architektur eines Echtzeit-
Data-Warehouses
6.1 Der Reporting-Layer als Basis einer stabilen
Berichtsproduktion
Im Gegensatz zu Ad-hoc-Anfragen, bei denen nur der aktuelle Zustand von Interes-
se ist und die Ergebnisse schnell wieder verworfen werden, spielt die Konsistenz bei
der Berichtsproduktion eine große Rolle. Dies liegt vor allem darin begru¨ndet, dass
Berichte selbst eine persistierte Sicht auf die Daten bilden, somit einen la¨ngeren Le-
benszyklus haben und daher die Konsistenz zueinander gewa¨hrleistet werden muss.
Aufgrund der stetigen Aktualisierungen in Echtzeit-Data-Warehouse-Systemen kann
Stabilita¨t nur durch Einfu¨hrung einer zusa¨tzlichen, vom Echtzeitbetrieb entkoppel-
ten, Datenschicht garantiert werden. Diese wird im Folgenden als Reporting-Layer
bezeichnet und ist in Abbildung 6.2 schematisch dargestellt. Die Idee des Reporting-
Layer ist in gewisser Hinsicht mit der eines klassischen Data-Warehouses zu verglei-
chen (siehe Abschnitt 3.1.1). Beide haben die Aufgabe der organisatorischen Tren-
nung der operativen Daten von den zur Analyse verwendeten Daten. Die Trennung
geschieht durch Kopieren der Daten aus den Quellsystemen in das Data-Warehouse
bzw. aus dem Echtzeit-Data-Warehouse in den Reporting-Layer. Weitere Aspekte,
wie die Datenaufbereitung und -integration, sind bereits durch das Echtzeit-Data-
Warehouse-System abgedeckt und spielen in diesem Kontext keine weitere Rolle.
6.1.1 Stabilita¨t durch Entkopplung
Fu¨r die U¨bernahme der Daten aus dem Echtzeit-Data-Warehouse in die Basista-
belle des Reporting-Layer werden die Daten zuna¨chst in definierte Verwaltungs-
einheiten auf Basis ausgewa¨hlter Dimensionsattribute aufgeteilt (siehe Abschnitt
6.1.2), welche dann zu festgelegten Publikationszeitpunkten in den Reporting-Layer
eingebracht werden (Schritt (A1) in Abbildung 6.2). Die sukzessive Bereitstellung
der Verwaltungseinheiten wird in einer Publish-Tabelle protokolliert (Schritt (A2)).
Wa¨hrend der Gu¨ltigkeitsdauer einer Verwaltungseinheit sind alle darauf berechneten
Berichte zueinander konsistent. Die Datenpublikation kann durch den Verwalter ei-
ner bestimmten Datendoma¨ne oder automatisch mittels definierter Regeln erfolgen.
Trotz festgeschriebener Publikationszeitpunkte muss eine Berichtigung der Daten
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Abbildung 6.2: Reporting-Layer: Datenhaltung und Anfrageverarbeitung
des Reporting-Layer jederzeit mo¨glich sein. Nachtra¨gliche A¨nderungen erho¨hen je-
doch den Wartungsaufwand, da Berichte eventuell invalidiert werden mu¨ssen, und
sind dementsprechend teure Operationen. Das Ziel ist es, fu¨r jede Datendoma¨ne ein
sinnvolles o¨konomisches Maß an Stabilita¨t und Aktualita¨t zu erreichen. Das heißt,
Daten sind zum einen zeitnah zu publizieren, damit fru¨hzeitig Berichte berechnet
werden ko¨nnen. Zum anderen sollte die Datenfreigabe erst stattfinden, wenn die
Wahrscheinlichkeit fu¨r nachtra¨gliche A¨nderungen nur noch sehr gering ist.
6.1.2 Vorberechnung von Basisaggregaten
Mit dem Fokus auf der Verwendung zur Berichtserzeugung sind die folgenden An-
forderungen an den Reporting-Layer zu stellen: Aggregate mu¨ssen vorberechenbar
sein, um so die Erzeugung von Standardberichten, deren Berichtsstruktur a priori
bekannt ist, zu beschleunigen. Zusa¨tzlich muss es mo¨glich sein, Ad-hoc-Berichte auf
dem Reporting-Layer zu berechnen. Dafu¨r sind bereits vorhandene Aggregate wie-
derzuverwenden sowie fehlende Aggregate zu identifizieren, nachzuberechnen und
nachzuladen. Die Pru¨fung auf Vollsta¨ndigkeit der Daten des Reporting-Layer muss
zudem ohne viel Mehraufwand mo¨glich sein. Dies wird durch die Partitionierung der
Daten erreicht, wodurch zum einen der Ladezustand des Reporting-Layer protokol-
lierbar ist und zum anderen fehlende Aggregate effizient identifiziert werden ko¨nnen.
Vor der Darstellung der Datenhaltung und Anfrageverarbeitung auf Basis des Repor-
ting-Layer wird im folgenden Abschnitt zuna¨chst das Partitionierungsschema sowie
dessen Verwendung zur Vollsta¨ndigkeitsbestimmung formal beschrieben.
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Partitionierungsschema
Das multidimensionale Datenmodell weist einige interessante Eigenschaften auf, die
im Folgenden fu¨r eine Partitionierung der Daten verwendet werden. Ein multidi-
mensionales Schema besteht aus einer Menge von Dimensionshierarchien, die sich in
Klassifikationsattribute und Eigenschaftsattribute unterteilen sowie aus einer Menge
von Kennzahlen. Beide Konstrukte werden nachfolgend im Detail und am Beispiel
der in Abbildung 6.3 dargestellten Produktionsdimension betrachet.
Eine Dimension besteht aus einer Menge von Attributen, die bezu¨glich einer funk-
tionalen Abha¨ngigkeit geordnet vorliegen. Die Dimensionsattribute ko¨nnen in drei
Kategorien unterschieden werden:
• Prima¨rattribut, das – in Analogie zum Prima¨rschlu¨ssel des relationalen Daten-
modells – alle anderen Attribute einer Dimension bestimmt und die Feinheit
der Granularita¨t nach unten begrenzt. In Abbildung 6.3 ist dies die ProduktID.
• Klassifikationsattribute CAi, welche die Dimensionen in verschiedenen Ebe-
nen kategorisieren, wie die Produktfamilie und die Produktgruppe im Beispiel
in Abbildung 6.3. Auspra¨gungen der Klassifikationsattribute werden als Klas-
sifikationsknoten bezeichnet, etwa die Auspra¨gung DVD-Spieler des Klassifi-
kationsattributs Produktfamilie.
• Eigenschaftsattribute FAj , die funktional durch die Prima¨r- und Klassifikati-
onsattribute bestimmt werden und die Instanzen einer Dimension zusa¨tzlich
beschreiben. Nicht alle Eigenschaftsattribute mu¨ssen, wie zum Beispiel die
Farbe oder die Marke der Produktdimension, fu¨r alle Auspra¨gungen einer Di-
mension semantisch gu¨ltig sein. Dies gilt etwa fu¨r die Eigenschaftsattribute
Bildschirmauflo¨sung oder Auflo¨sung, die nur Produkte des Klassifikationskno-
tens Monitore oder Fernseher na¨her beschreiben. Im Gegensatz zu Klassifi-
kationsattributen sind hierarchische Aggregationen auf Eigenschaftsattributen
nicht mo¨glich.
Zusa¨tzlich ist das generische Dimensionsattribut TOP mit der einzigen Auspra¨gung
ALL Teil jeder Dimensionshierarchie.
In Abschnitt 3.4.3 wurden die partitionierte Datenproduktion und -speicherung be-
reits abstrakt eingefu¨hrt und Empfehlungen ausgesprochen, nach welchen Dimensi-
onsattributen die Partitionierung durchzufu¨hren ist. Dafu¨r qualifizieren sich insbe-
sondere diejenigen Attribute, die die Einheiten vorgeben, nach welchen die Daten
produziert werden. Die Unterscheidung in Klassifikations- und Eigenschaftsattribute
erlaubt eine begriﬄiche Pra¨zisierung des Partitionierungsschemas:
Partitionierungsschema: Ein Partitionierungsschema PS besteht aus einem n-
Tupel {D1.CA1, ..., Dn.CAn}), wobei jedes Element durch ein Klassifikationsattribut
sowie die Dimension als Pra¨fix beschrieben ist. Des Weiteren gilt, dass fu¨r jede Di-
mension des multidimensionalen Schemas ein Klassifikationsattribut Element des
Partitionierungsschemas sein muss.
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Abbildung 6.3: Klassifikations- und Eigenschaftsattribute am Beispiel einer Pro-
duktdimension
Bezogen auf das Beispiel in Abbildung 6.3 ist PS = {Produkt.Gruppe} ein gu¨ltiges
Partitionierungsschema. Durch die Partitionierung wird somit der multidimensionale
Datenraum in gro¨bere Verwaltungseinheiten zerlegt. Die Festlegung des Partitionie-
rungsschemas beschra¨nkt den Detailgrad der Daten nach unten und muss dement-
sprechend sorgfa¨ltig gewa¨hlt werden. Jedoch kann beobachtet werden, dass fu¨r viele
Datenanalysen ohnehin meist mit Aggregaten gerechnet wird, so dass dadurch kei-
ne Einschra¨nkungen entsteht. Der fu¨r die Auswertung notwendige Detailgrad wird
vielmehr durch die Eigenschaftsattribute sowie deren Kombination bestimmt. Diese
qualifizieren sich nicht als Teil des Partitionierungsschemas, da sie andere Dimensi-
onsattribute nicht funktional bestimmen und auch nicht fu¨r alle Auspra¨gungen einer
Dimension semantisch sinnvoll sind.
Aggregationsmodell
Zur Beschleunigung der Berichtsproduktion mu¨ssen Aggregate vorberechnet und
in der Aggregationstabelle abgelegt werden (Schritt (A3) in Abbildung 6.2). Die
Struktur und Granularita¨t der Aggregate ist dabei durch das Partitionierungssche-
ma bzw. die Unterscheidung in Klassifikationsattribute und Eigenschaftsattribute
vorgegeben, wodurch die Wiederverwendbarkeit und Wartbarkeit der Aggregate er-
ho¨ht wird. Die Intuition dahinter ist, dass Berichte durch die Klassifikationsattribute
strukturiert und durch die Eigenschaftsattribute lediglich verfeinert werden, so dass
Berichtkennzahlen direkt aus der Aggregationstabelle entnommen bzw. abgeleitet
werden ko¨nnen.
Dieser Zusammenhang ist in einem Beispiel in Abbildung 6.4 illustriert. Dazu wurde
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Abbildung 6.4: Aggregationsmodell und Bestimmung der Vollsta¨ndigkeit
die Produktdimension aus dem vorhergenden Beispiel um eine Gescha¨ftsdimension
erweitert. In Abbildung 6.4 sind drei Berichte dargestellt, die Verkaufskennzahlen
fu¨r eine bestimmte Produktgruppe, ein Land sowie Marke und Farbe ausweisen.
Zur Berechnung der Kennzahlen existieren zwei Mo¨glichkeiten: zum einen die Ver-
wendung von Detaildaten der Basistabelle, was in Abha¨ngigkeit des Umfangs der
Basisdaten sehr teuer sein kann, und zum anderen die Wiederverwendung bereits
berechneter und in der Aggregationstabelle gespeicherter Aggregate, deren Aggre-
gationsniveau durch das Partitionierungsschema fest vorgeben ist. Die Aggregati-
onstabelle kann fu¨r jeden Standardbericht mit allen notwendigen Aggregaten auf
Basis der Klassifikationsattribute des Partitionierungsschemas (in diesem Beispiel
PS = (Produkt.Gruppe,Geschaeft.Land)) und der Menge der Eigenschaftsattri-
bute vorberechnet werden. Die in Abbildung 6.4 dargestellten drei Berichte sind
dann durch den direkten Abruf der zwo¨lf Aggregate berechenbar. Des Weiteren sind
auch ho¨herwertige Aggregationen auf Basis der Aggregationstabelle ableitbar. Im
Beispiel ist dies durch eine Aggregation der La¨nder auf einen Klassifikationsknoten
”
TOP3“ dargestellt. Auch fu¨r diese Berechnung werden lediglich die zwo¨lf Basisag-
gregate beno¨tigt.
124
6.1 Der Reporting-Layer als Basis einer stabilen Berichtsproduktion
6.1.3 Vollsta¨ndigkeitsbestimmung und Nullwertsemantik
Durch das standardisierte Berichtswesen, wie es in den meisten Unternehmen vor-
zufinden ist, kann die Aggregationstabelle bei der Publikation der Daten gezielt mit
allen fu¨r den Standardbericht notwendigen Aggregaten gefu¨llt werden. Kennzeich-
nend fu¨r das beschriebene Verfahren ist, dass Aggregate nur in der Basisgranulari-
ta¨t des Partitionierungsschemas gehalten und ho¨herwertige Aggregate grundsa¨tzlich
aus diesen Teilaggregaten synthetisiert werden. Dies fu¨hrt zwar bei wiederkehrendem
Ausweis derselben abgeleiteten Aggregate im Berichtswesen zu einem leicht erho¨hten
Berechnungsaufwand, ha¨lt allerdings den Speicherbedarf fu¨r die Aggregationstabelle
unter Kontrolle und fu¨hrt u¨berdies zu einer erho¨hten Wiederbenutzungswahrschein-
lichkeit der materialisierten Aggregate.
Jedoch ko¨nnen auch Ad-hoc-Anfragen von der Aggregationstabelle profitieren, falls
die notwendigen Basisaggregate schon im Kontext von Standardberichten materia-
lisiert wurden. Um zu ermitteln ob eine beliebige Anfragen mit Hilfe der in dem
Reporting-Layer gespeicherten Aggregate beantwortet werden kann, bedarf es einer
Vollsta¨ndigkeitsbestimmung. Dazu ist eine Publish-Tabelle notwendig, in welcher
hinterlegt ist, zu welchen Verwaltungseinheiten Daten fu¨r die Berichtsproduktion
freigegeben wurden. Das Schema der Publish-Tabelle ist dabei identisch mit dem
Partitionierungsschema. Die Eintra¨ge der Publish-Tabelle werden dazu verwendet,
die Vollsta¨ndigkeit einer Anfrage zu bestimmen. Dafu¨r werden zwei Maße beno¨tigt:
Zum einen die Erwartungskardinalita¨t, welche durch Umschreiben der Anfragen auf
die Publish-Tabelle des Reporting-Layer bestimmt werden kann. Und zum ande-
ren die Ergebniskardinalita¨ten einer Anfrage. Ist die Ergebniskardinalita¨t bzw. die
tatsa¨chliche Kardinalita¨t des Aggregats einer Anfrage niedriger als der Wert der Er-
wartungskardinalita¨t, so ist die Aggregationstabelle fu¨r diese Anfrage unvollsta¨ndig.
Die Identifizierung der fehlenden Aggregate, deren Nachberechnung sowie die Be-
stimmung der Kardinalita¨ten wird in Abschnitt 6.1.5 betrachtet.
Sind in einer Verwaltungseinheit fu¨r eine bestimmte Kombination von Eigenschaft-
sattributen keine Basisdaten vorhanden, so wird dieser Wert mit NULL besetzt und
physisch abgelegt. Die Speicherung von solchen NULL-Werten ist eine notwendi-
ge Voraussetzung, um diese von Basisaggregaten zu unterscheiden, die noch nicht
berechnet wurden, da sie bisher nicht berichtsrelevant waren. Auf den Gegenstand
bezogen ist die explizite Speicherung von Nullwerten notwendig um die Ergebnis-
kardinalita¨ten einer Anfragen und damit die Vollsta¨ndigkeit dieser korrekt zu be-
stimmen. Die explizite Speicherung von Nullwerten ist vor allem fu¨r du¨nnbesetzte
Datenra¨ume ein Problem, da zusa¨tzlicher Speicheraufwand ensteht. Ein Komprimie-
rungsverfahren, welches den Speicherbedarf erheblich reduziert, wird in Abschnitt
6.2 im Detail betrachtet.
Beispiel fu¨r die Vollsta¨ndigkeitsbestimmung
Das Beispiel in Abbildung 6.4 illustriert diese Zusammenha¨nge. Das Ergebnis einer
Berichtsanfrage auf der Aggregationstabelle, welche die La¨nder in einen Klassifika-
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tionsknoten
”
TOP3“ zusammen aggregiert, ist in der Abbildung unten rechts darge-
stellt (
”
TOP3“ steht fu¨r Deutschland, Frankreich und Großbritannien). Erwartungs-
gema¨ß werden die Einzelverka¨ufe zu gro¨beren Aggregaten verdichtet. Zusa¨tzlich sind
die Ergebniskardinalita¨ten, d.h. die Anzahl der Basisaggregate, aus denen sich das
gro¨bere Aggregat berechnet, mit angegeben. Diese haben, mit einer Ausnahme, den
Wert 3. Lediglich fu¨r das Tupel (FR, TV, silber, Aiwa) ergibt sich eine Kardinalita¨t
von 2, da ein Basisaggregat noch nicht berechnet wurde.
Zur Bestimmung der Vollsta¨ndigkeit der so ermittelten Aggregate mu¨ssen die Er-
gebniskardinalita¨ten mit der zu erwartenden Kardinalita¨t verglichen werden. Die
Erwartungskardinalita¨t wird auf Basis der in der Publish-Tabelle gespeicherten Ver-
waltungseinheiten ermittelt. In dieser sind Daten fu¨r Deutschland, Frankreich und
Großbritannien in der Produktgruppe
”
TV“ protokolliert. Das Bilden des
”
TOP3“-
Aggregats auf Basis der in der Publish-Tabelle gespeicherten Daten fu¨hrt zu einer
Erwartungskardinalita¨t von 3. Ein Vergleich mit den vorher ermittelten Ergebniskar-
dinalita¨ten beweist, dass das Aggregat (FR, TV, silber, Aiwa) des TOP3-Berichts
nicht vollsta¨ndig ist.
6.1.4 Datenhaltung
Die Grundlage der Datenhaltung der Reporting-Layer-Infrastruktur bilden vier Ta-
bellen: die Basis-, die Aggregations-, die Publish- und die Feature-Dictionary-Tabelle.
Die in Abschnitt 6.1.1 bereits eingefu¨hrte Basistabelle hat die Aufgabe, den Reporting-
Layer von den operativen Datena¨nderungen des Echtzeit-Data-Warehouses zu tren-
nen. Das Schema der Basistabelle entspricht dabei dem des Data-Warehouses, wobei
Voraggregationen ebenfalls zula¨ssig sind. Die Publish-Tabelle protokolliert alle in
den Reporting-Layer bzw. in die Basistabelle eingebrachten und somit stabilen Da-
ten. Die Granularita¨t, in der die publizierten Daten protokolliert werden, entspricht
dem angewendeten Partitionierungsschema. Die Kardinalita¨t sowie die Anzahl der
Spalten der Publish-Tabelle ist sehr gering, so dass die Zugriffskosten fu¨r die Bestim-
mung der Erwartungskardinalita¨t vernachla¨ssigbar sind (vgl. Abschnitt 6.1.7). Die
Aggregationstabelle speichert die fu¨r die Berichtsproduktion notwendigen Aggrega-
te. Deren Granularita¨t ist ebenfalls durch das Partitionierungsschema vorgegeben,
kann aber durch Hinzunahme beliebiger Eigenschaftsdimensionsattribute verfeinert
werden.
Da die Anzahl der Eigenschaftsattribute sehr unterschiedlich sein kann und daher
die Auspra¨gungen dieser Attribute sehr du¨nn besetzt sind, werden diese durch ei-
ne Menge von Attribut-Wert-Paaren, zum Beispiel (Farbe:silber) oder (Farbe:Silber,
Marke:Sony), repra¨sentiert und in einer Spalte gespeichert. Die Dimensionalita¨t, die
durch eine Dimension mit n Eigenschaftsdimensionsattributen verursacht wird, ver-
ringert sich damit auf zwei: ein Attribut als Teil des Partitionierungsschemas und ein
Attribut, welches die Auspra¨gungen der Eigenschaftsdimensionen repra¨sentiert. Zur
Vermeidung teurer Zeichenkettenoperationen bei der Anfrageverarbeitung auf Ei-
genschaftsattributen wird jede Menge von Attribut-Wert-Paaren zusa¨tzlich u¨ber eine
injektive Funktion auf einen eineindeutigen numerischen Schlu¨ssel, der Eigenschaft-
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sID, abgebildet. Die Zuordnung zwischen den EigenschaftsIDs und den Auspra¨gun-
gen ist in der Tabelle Feature-Dictionary hinterlegt. Die EigenschaftsID wird von
der Aggregationstabelle referenziert, so dass auch hochdimensionale Eigenschafts-
kombinationen kompakt gespeichert werden ko¨nnen. Diese Art der Speicherung hat
des Weiteren den Vorteil, dass mit einer Anfrage eine Menge von Aggregaten unter-
schiedlicher Granularita¨ten ermittelt werden kann.
6.1.5 Prozess der Anfrageverarbeitung mit Vollsta¨ndigkeitsbestimmung
Die Anforderungen an die Anfrageverarbeitung des Reporting-Layer sind zweigeteilt:
Zum einen mu¨ssen Standardberichte schnell und effizient auf Basis vorberechneter
Aggregationen ableitbar sein. Zum anderen mu¨ssen auch Ad-hoc-Berichte unter Nut-
zung der Aggregationstabelle schnell beantwortet werden ko¨nnen. Dazu mu¨ssen feh-
lende Aggregate erkannt und unter Nutzung der Basistabelle nachberechnet und in
die Aggregationstabelle geladen werden. Zur Erkennung fehlender Aggregationen ist
fu¨r jede Anfrage die Vollsta¨ndigkeit zu bestimmen. Die Vollsta¨ndigkeitsbestimmung
ist so umzusetzen, dass die erste Anforderung nicht verletzt wird. Das heisst, An-
fragen zur Berechnung von Standardberichten, die immer vollsta¨ndig beantwortet
werden ko¨nnen, du¨rfen durch die Vollsta¨ndigkeitspru¨fung nicht verzo¨gert werden.
Der gesamte Prozess der Anfrageverarbeitung ist in Abbildung 6.2 dargestellt. In
den Schritten (B1) und (B2) wird eine Anfrage Q parallel sowohl an die Aggregati-
onstabelle als auch an die Publish-Tabelle gestellt. Die Anfrage Q wird dabei um ein
COUNT (∗) erga¨nzt, um so die Ergebniskardinalita¨t zu bestimmen. Zur Bearbeitung
der Anfrage Q auf der Publish-Tabelle wird diese in eine Anfrage Q′ umgeschrie-
ben, die lediglich die Attribute des Partitionierungsschemas adressiert. Zur Bestim-
mung der Erwartungskardinalita¨t wird Q′ ebenfalls um eine Aggregationsfunktion
COUNT (∗) erweitert. Die Mehrkosten durch die zusa¨tzliche Aggregationsfunktion
sind dabei vernachla¨ssigbar (siehe Abschnitt 6.1.7). Durch einen Vergleich der Menge
der Ergebnis- und der Erwartungskardinalita¨ten wird in Schritt (B3) die Vollsta¨n-
digkeit der Aggregationstabelle fu¨r die Anfrage Q bestimmt.
Ist die Aggregationstabelle fu¨r eine Anfrage unvollsta¨ndig, d.h. sind Erwartungskar-
dinalita¨t und Ergebniskardinalita¨t verschieden, so folgt die zweite Phase der Anfra-
geverarbeitung, bestehend aus den Schritten (C1) bis (C3), dargestellt in Abbildung
6.2. In Schritt (C1) wird das unvollsta¨ndige Aggregate in die Basisaggregate zerlegt
und die fehlenden Basisaggregate werden durch einen Vergleich mit dem Inhalt der
Aggregationstabelle bestimmt. Die fehlenden Aggregate werden unter Verwendung
der Basistabelle in Schritt (C2) nachberechnet und anschließend in Schritt (C3) in
die Aggregationstabelle geladen. Das Ergebnis der Anfrageverarbeitung besteht aus
der Ergebnismenge aus Phase 1 und den nachberechneten Aggregate aus Phase 2.
6.1.6 Verwandte Arbeiten und Techniken
Das Vorberechnen von Aggregaten, die Vollsta¨ndigkeitspru¨fung sowie das dynami-
sche Nachladen, wie es in dem Reporting-Layer zum Einsatz kommt, teilen viele
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Eigenschaften mit bekannten Techniken wie materialisierten Sichten und Caching.
Diese werden im Folgenden vorgestellt sowie gegen den Reporting-Layer-Ansatz ab-
gegrenzt.
Das allgemeine Problem der Anfrageverarbeitung unter Verwendung materialisierter
Sichten wurde in [34] behandelt und in [72] zusa¨tzlich um den Aspekt der Aggre-
gationen erweitert. Ein grundlegendes Problem bei der Verwendung materialisierter
Sichten, die deskriptiv durch Anfragen beschrieben werden, besteht in der Pru¨fung
auf Enthaltensein sowie der notwendigen Umformulierung von Anfragen, die bewie-
senermaßen NP-hart ist [43, 51]. Die Suche nach Umformulierungen fu¨r Aggregati-
onsanfragen verursacht zusa¨tzliche Komplexita¨t im Vergleich zu konjunktiven An-
fragen ohne Aggregation [4, 5]. Dies ist ein wesentliches Unterscheidungsmerkmal
zum Reporting-Layer, in der durch die Verwendung eines Partitionierungsschemas
das Anfrageraster fest vorgegeben ist, wodurch Anfrageumformulierungen entfal-
len. Die Vollsta¨ndigkeit bzw. Ableitbarkeit wird stattdessen auf Auspra¨gungsebene
durch einen Vergleich der Kardinalita¨ten u¨berpru¨ft. Des Weiteren werden die zu ma-
terialisierenden Ergebnisse im Reporting-Layer zwar ebenfalls durch Anfragen bzw.
Berichtsstrukturen vorgeben, die Aggregationen jedoch auf ein einheitliches Niveau
festgelegt. Durch die Abbildung der Eigenschaftsattribute einer Dimension auf ei-
ne Spalte ist es außerdem mo¨glich, mit einer Anfrage eine Mengen von Aggregaten
unterschiedlicher Granularita¨ten zu ermitteln. Bei der Verwendung materialisierter
Sichten sind dazu mehrere Sichten sowie Anfragen notwendig.
Das Problem, die Vollsta¨ndigkeit zu pru¨fen bzw. zu garantieren findet sich auch beim
Caching wieder. Ein bekannter Vertreter ist DBCache [6, 35], das verschiedene Tech-
niken zum Caching in mehrstufigen Infrastrukturen bereitstellt. DBCache verwendet
sogenannte Cache-Gruppen und fu¨hrt das Konzept von Cache-Schlu¨sselbedingungen
und referenziellen Cache-Bedingungen ein, um die Vollsta¨ndigkeit von Wert und Do-
maine zu garantieren. Sobald diese Bedingungen durch den Datenbankadministrator
festgelegt wurden, kann DBCache asynchron und je nach Bedarf die Cache-Tabellen
fu¨llen. Allerdings ist DBCache nicht in der Lage, Aggregationen zwischenzuspeichern
und die Verwendung von Cache-Bedingungen im multidimensionalen Modell kann
schnell zu riesigen in der Cache-Datenbank zu speichernden Datenmengen fu¨hren.
In dem hier vorgestellten Reporting-Layer wird die Vollsta¨ndigkeit duch die Ermitt-
lung der Kardinalita¨ten u¨berpru¨ft und ist somit stets garantiert. Der Effekt des
unkontrollierten Nachladens ist im Reporting-Layer nicht gegeben, da stets nur die
fehlenden Basisaggregate nachberechnet werden. Auch ist der Reporting-Layer kei-
nen Speicherplatzbeschra¨nkungen unterworfen, wie das bei klassischem Caching der
Fall ist, so dass ein Großteil der beno¨tigten Aggregate vorberechnet werden kann.
Eine sehr einfache und in bestimmten Anwendungsgebieten sehr effiziente Cache-
Strategie bietet der Result-Cache in Oracle 11g. In diesem werden Anfrageergeb-
nisse im Speicher vorgehalten, so dass spa¨tere Anfragen davon profitieren ko¨nnen.
Allerdings muss eine Anfrage, die vorberechnete Ergebnisse wiederverwenden mo¨ch-
te, identisch zu der Anfrage sein, deren Ergebnis im Cache abgelegt wurde. Dies
schra¨nkt den Nutzen des Result-Caches stark ein. In Anwendungen, in denen die
Anfragen sehr homogen strukturiert sind und sich oft wiederholen, kann dieser An-
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satz jedoch lohnend sein.
Im Bereich der OLAP-Anwendungen ist eine Arbeit zur schemaspezifische Pufferung
bekannt [21]. Bei diesem Ansatz wird der multidimensionale Datenraum ebenfalls in
Blo¨cke unterteilt. Fu¨r eingehende Anfragen werden diese Blo¨cke berechnet und in
zwei Gruppen kategorisiert: zwischengespeicherte Blo¨cke und nicht zwischengespei-
cherte Blo¨cke. Um eine Anfrage zu verarbeiten, berechnet das System die fehlenden
Blo¨cke aus den Rohdaten. Dieser Ansatz wurde in [20] weiterentwickelt, wo auch
Blo¨cke in unterschiedlichen Aggregationsstufen betrachtet werden. Dieses blockba-
sierte Zwischenspeichern a¨hnelt dem Ansatz der einheitlichen Verwaltungseinheiten
des Reporting-Layer. Dieser geht jedoch noch weiter und nutzt den Partitionierungs-
ansatz als Vollsta¨ndigkeitskriterium.
Eine notwendige Voraussetzung fu¨r die Wiederverwendung von Ergebnissen aus vor-
berechneten Kennzahlen ist die Summierbarkeit, welche in [50] definiert ist.
6.1.7 Evaluierung
Die Zielstellung bei der Entwicklung des Reporting-Layer lag in der Schaffung einer
stabilen Datenbasis zur effizienten Berichtserzeugung. Die Stabilita¨t wurde dabei
durch die Entkopplung von den operativen Datena¨nderungen erreicht. Dies ermo¨g-
licht den Einsatz vormaterialisierter Aggregationen zur Beschleunigung der Berichts-
produktion. Die Skalierbarkeit der Anfrageverarbeitung auf voraggregierten Daten
sowie die Bewertung des Aufwands zur Bestimmung der Vollsta¨ndigkeit sind Inhalt
der folgenden Abschnitte.
Experimentierumgebung
Zur Evaluierung des Reporting-Layer wurden sowohl synthetische als auch reale Da-
tensa¨tze aus der Marktforschung verwendet. Der synthetische Datensatz bestand
aus 1 Mio., der reale Datensatz aus zirka 3 Mio. Basisaggregaten. Die Ausfu¨h-
rung aller Experimente erfolgte auf einem Intel Celeron mit 2,66 GHz, Windows-
Betriebssystem und 2 GB Speicher. Die in Abschnitt 6.1.5 beschriebene Anfrageaus-
fu¨hrung wurde mittels Stored Procedures in DB2 Version 8.5 umgesetzt.
Skalierbarkeit
Im ersten Experiment wurde die Skalierbarkeit der Anfrageausfu¨hrung auf der Repor-
ting-Ebene untersucht. Dazu wurden verschiedene Anfragen erzeugt, die sich voll-
sta¨ndig auf Basis der Aggregationstabelle beantworten lassen und im Mittel 200
Basisaggregate beno¨tigen. Die mittlere Laufzeit der Anfragen auf den realen und
den synthetischen Datensa¨tzen bei ansteigender Kardinalita¨t ist in Abbildung 6.5a
dargestellt. Fu¨r beide Datensa¨tze skaliert die Anfrageverarbeitung nahezu linear.
Ein a¨hnliches Verhalten ist auch fu¨r die ansteigende Anzahl notwendiger Basisag-
gregate beobachtbar, bei gleichbleibender Kardinalita¨t der Aggregationstabelle von
750.000 sowohl fu¨r den synthetischen als auch den realen Datensatz (siehe Abbildung
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(b) Wachsende Kardinalita¨t der Anfragen
Abbildung 6.5: Evaluierung der Skalierbarkeit der Anfrageverarbeitung
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6.5b). Auch hier wa¨chst die mittlere Laufzeit der Anfragen linear mit der Anzahl
der Basisaggregate.
Aufwand der Vollsta¨ndigkeitsu¨berpru¨fung und der Nachberechnung
In einer zweiten Reihe von Experimenten wurde der Mehraufwand der Vollsta¨ndig-
keitsbestimmung und der Nachberechnung von Aggregaten untersucht. Die Kosten
fu¨r die Vollsta¨ndigkeitspru¨fung sind vor allem durch die Ermittlung der Erwartungs-
kardinalita¨t, das zusa¨tzliche COUNT (∗) zur Berechnung der Ergebniskardinalita¨t
und deren Vergleich bestimmt. Der Aufwand fu¨r diese Einzeloperationen sowie ihr
Anteil an den Gesamtkosten der Anfrageverarbeitung wird im Folgenden untersucht.
Zuna¨chst wurden die Kosten der zusa¨tzlichen Aggregationsfunktion COUNT (∗), um
die jede Anfrage erweitert werden muss, evaluiert. Die mittleren Laufzeiten von fu¨nf
Anfragen, mit und ohne COUNT (∗), jeweils auf dem realen Datensatz ausgefu¨hrt,
sind in Abbildung 6.6a dargestellt. Die Anfragen sind nach aufsteigender Komple-
xita¨t geordnet, wobei diese durch die Anzahl adressierter Eigenschaftsdimensionen
variiert wurde. Im Mittel erzeugte die zusa¨tzliche Aggregationsfunktion zur Ermitt-
lung der Ergebniskardinalita¨t einen vernachla¨ssigbaren Mehraufwand von 1,7%.
Die Laufzeit der Anfrage zur Ermittlung der Erwartungskardinalita¨t ist prima¨r durch
die Kardinalita¨t der Publish-Tabelle bestimmt. Diese ist jedoch im Vergleich zur Ag-
gregationstabelle vernachla¨ssigbar klein. Fu¨r den realen Datensatz, bestehend aus 3
Mio. Tupeln, und das angewendete Partitionierungsschema (Land, Monat und Pro-
duktgruppe) betra¨gt die Kardinalita¨t der Publish-Tabelle nur zirka 1.000. Fu¨r den
Vergleich der Ergebnis- und der Erwartungskardinalita¨ten ist ein Verbund der ma-
terialisierten Ergebnisse der Anfrage an die Aggregationstabelle und der Anfrage an
die Publish-Tabelle notwendig. Da besonders letzteres Anfrageergebnis von geringer
Kardinalita¨t ist, sind die zu erwartenden Kosten des Verbunds relativ niedrig (zum
Beispiel durch Anwendung eines Hash-Verbunds). Die Aufschlu¨sselung der Kosten
der Anfrageverarbeitung in Abbildung 6.6b besta¨tigt dies. Es ist zu sehen, dass die
Kosten der Anfrageverarbeitung vorwiegend durch die eigentliche Ausfu¨hrung be-
stimmt sind. Mit zunehmender Kardinalita¨t des Anfrageergebnisses steigen auch die
Kosten des Verbunds, bleiben jedoch im Verha¨ltnis relativ gering. Der Zugriff auf
die Publish-Tabelle geht in konstantem Verha¨ltnis in die Gesamtkosten mit ein.
Zuletzt wurde das Laufzeitverhalten der Anfrageverarbeitung bei wachsender An-
zahl fehlender Aggregate untersucht. Die Kardinalita¨t des synthetischen Datensatzes
betrug 1 Mio., die des realen Datensatzes 3 Mio. Tupel. Die fu¨r das Experiment not-
wendigen Anfragen beno¨tigten im Mittel 10.000 Basisaggregate. Von diesen wurde
eine ansteigende Zahl stetig gelo¨scht, so dass eine Nachberechnung der Aggregate
notwendig wurde (siehe Abschnitt 6.1.5). Der durch die Nachberechnung verursachte
Mehraufwand gegenu¨ber der Anfrageausfu¨hrung auf einer vollsta¨ndigen Aggregati-
onstabelle ist in Abbildung 6.6c dargestellt. Bereits fu¨r zehn fehlende Basisaggregate
steigt der Mehraufwand um u¨ber 70% und wa¨chst linear weiter mit der Anzahl der
fehlenden Aggregate. Aufgrund der Nutzung des Reporting-Layer zur Vorberech-
nung von Aggregaten fu¨r die Standardberichtsproduktion ist die Notwendigkeit von
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(c) Wachsende Anzahl fehlender Aggregate
Abbildung 6.6: Evaluierung der Anfrageverarbeitung mit Vollsta¨ndigkeitspru¨fung
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6.2 Nullwertkomprimierung
Nachberechnungen nur selten gegeben.
Die Experimente haben gezeigt, dass der durch die Vollsta¨ndigkeitsbestimmung ver-
ursachte Mehraufwand vernachla¨ssigbar gering ist. Der Reporting-Layer erfu¨llt somit
die Anforderungen der performanten Ausfu¨hrung von Anfragen zur Erzeugung von
Standardberichten. Zusa¨tzlich ko¨nnen auch Ad-hoc-Berichte von vorberechneten Ag-
gregaten profitieren und mit minimalen Zusatzkosten auf Vollsta¨ndigkeit u¨berpru¨ft
werden.
6.2 Nullwertkomprimierung
In Abschnitt 6.1.2 wurde ein Verfahren zur Vollsta¨ndigkeitsbestimmung von Be-
richtsanfragen vorgestellt, welches die explizite Speicherung von Nullwerten voraus-
setzt. Diese sind notwendig, um zu unterscheiden, ob ein Aggregat noch nicht vorbe-
rechnet wurde, weil bisher kein Bericht das Aggregat beno¨tigte oder ob das Aggre-
gat bereits berechnet wurde, jedoch keine Basisdaten vorlagen. Die Speicherung von
Nullwerten wird auch als negatives Caching bezeichnet, d.h. das Nichtvorhandensein
von Daten wird explizit persistiert.
In hochdimensionsalen Daten, die typischerweise du¨nn besetzt sind, da auf Grund
der kombinatorischen Explosion fu¨r viele Auspra¨gungen keine Werte exisitieren, sind
Nullwerte sehr ha¨ufig vorzufinden. Es kann gezeigt werden, dass in realen Datensa¨t-
zen der Anteil der Nullwerte an der gesamten Aggregationstabelle leicht 95% und
mehr betra¨gt (siehe Evaluierung in Abschnitt 6.2.5). Der so entstehende zusa¨tzliche
Speicherbedarf u¨bersteigt somit den der Aggregationstabelle um ein Vielfaches. Da
diese mit Nullwerten besetzten Aggregate nichts zum Ergebnis beitragen, jedoch zur
korrekten Bestimmung der Vollsta¨ndigkeit beno¨tigt werden, wird im Folgenden ei-
ne Nullwertkomprimierung betrachtet, die den Speicheraufwand erheblich reduziert
aber gleichzeitig die notwendigen Eigenschaften der Nullwerte erha¨lt.
Das Vorgehen der Nullwertkomprimierung, die Anfrageverarbeitung sowie die War-
tung der komprimierten Daten sind in Abbildung 6.7 skizziert. Der aus Nullwerten
bestehende Anteil Rnull einer Tabelle R wird im ersten Schritt analysiert. Sogenannte
Abha¨ngigkeitsregeln werden identfiziert (SDT ) und im Anschluss zur Komprimie-
rung der Nullwerte eingesetzt (siehe Abschnitt 6.2.2). Das Ergebnis ist eine Tabelle
R′, deren Anteil an Nullwerten R′null erheblich reduziert ist. Der Mehraufwand zur
Speicherung der Abha¨ngigkeitsregel SDT fa¨llt dabei nicht ins Gewicht. Zur Lauf-
zeit einer Anfrage werden in Schritt (2) die zur Bestimmung der Vollsta¨ndigkeit
notwendigen Nullwerte dekomprimiert (siehe Abschnitt 6.2.3). Des Weiteren ist die
Wartung der komprimierten Daten bei Einfu¨ge-, Lo¨sch- und Aktualisierungsopera-
tionen zu beru¨cksichtigen (Schritt (3), siehe Abschnitt 6.2.3). Die Leistungsfa¨higkeit
der Nullwertkomprimierung und der Anfrageverarbeitung auf komprimierten Daten
wird in Abschnitt 6.2.5 in einer Reihe von Experimenten untersucht.
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Abbildung 6.7: Vorgehensmodell zur Nullwert-Komprimierung
6.2.1 Einleitendes Beispiel und Vorbetrachtungen
Die grundlegende Idee des Ansatzes wird an einem Beispiel illustriert. Hierzu sei eine
Tabelle mit PKW-Verkaufsdaten gegeben (siehe Abbildung 6.8). Diese entha¨lt die
Anzahl der verkauften PKWs sowie die erzielten Umsa¨tze, unterteilt nach Land, Mo-
nat, Produkt, Marke und Farbe. Land, Monat und Produkt sind in diesem Beispiel
Klassifikationsattribute (siehe Abschnitt 6.1.2). Marke und Farbe sind Eigenschaft-
sattribute, die die Produktdimension weiter verfeinern. Der Attributwert
”
*“ steht
fu¨r eine Generalisierung aller Werte dieses Attributs.
Zuna¨chst wird das Produkt
”
Pickup“ betrachtet, welches ha¨ufig in Kanada aber
eher selten in Europa vorzufinden ist. Anhand des Beispieldatensatzes ist ersicht-
lich, dass wenige Verka¨ufe dieses PKW-Typs in Deutschland und keine Verka¨ufe in
Italien geta¨tigt wurden. Weiterhin ist zu sehen, dass fu¨r die Marke
”
Dodge“, welche
in Deutschland kaum etabliert ist, keine Verka¨ufe im
”
Mai 2009“ vorhanden sind
(siehe Tupel 7). Daraus kann geschlossen werden, dass auch fu¨r alle abgeleiteten
Tupel in diesem Zeitraum – in Deutschland – keine Verka¨ufe existieren ko¨nnen.
Von Tupel 7 (
”









weiß“). Durch den Erhalt dieser
Abha¨ngigkeit bzw. Ableitbarkeit ko¨nnen diese Nulltupel, die keine zusa¨tzlichen In-
formationen beinhalten, gelo¨scht werden. Im Beispiel Italien ko¨nnen alle Datensa¨tze,
die von den Tupeln 12 und 14 ableitbar sind, gelo¨scht werden.
In der Praxis wird jeweils nur eine kleine Teilmenge aller PKW-Typen oder Auto-
marken in den einzelnen La¨ndern verkauft, so dass mit hoher Wahrscheinlichkeit die
Anzahl der Nulltupel den gro¨ßten Teil der Daten ausmachen wird.
Wie bereits in Abschnitt 6.1.2 beschrieben, werden multidimensionale Daten durch
eine Reihe von Dimensionen aufgespannt, deren Attribute in Klassifikations- und Ei-
genschaftsattribute unterschieden werden. Klassifikationsattribute CAi (i = 0, ..., n)
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Land Monat Produkt Marke Farbe Verkauf Umsatz
Klassifikationsattribute Eigenschaftsattribute Kennzahlen
1 Kanada Mai 09 Pickup * * * 14.300 150,2 Mio.
2 Kanada Mai 09 Pickup Dodge * * 3.800 43,4 Mio.
3 Kanada Mai 09 Pickup Dodge silber * 1.900 21,4 Mio.
4 Kanada Mai 09 Pickup Dodge weiß * 1.150 13,8 Mio.
5 … … … … … … ….
6 Deutschland Mai 09 Pickup * * * 255 4,8 Mio.
7 Deutschland Mai 09 Pickup Dodge * null null…
8 Deutschland Mai 09 Pickup Dodge silber * null null
9 Deutschland Mai 09 Pickup Dodge weiß * null null
2…
10 Deutschland Mai 09 Pickup VW silber * 230 4,3 Mio.
11 … … … … … * … …
12 Italien Mai 09 Pickup * * * null null
13 … … … … … * … …
14 It li J i 09 Pi k * * * ll lla en un c up nu nu
15 … … … … … … … …
Abbildung 6.8: Multidimensionaler Datensatz mit PKW-Verkaufsdaten
beschreiben eine Hierarchie und sind bezu¨glich ihrer funktionalen Abha¨ngigkeit ge-
ordnet. Instanzen der Klassifikationsattribute werden als Klassifikationsknoten be-
schrieben, z.B.
”
Pickup“ als Instanz des Klassifikationsattributes
”
Produkt“. Den
Wurzelknoten der Klassifikationshierarchie bildet das Attribut CAj = TOP mit der
einzigen Auspra¨gung
”
ALL“. Im Gegensatz zu Klassifikationsattributen bestehen
zwischen Eigenschaftsattributen FAi (i = 0, ..., n) keine funktionalen Abha¨ngigkei-
ten. Jedoch werden Eigenschaftsattribute funktional durch Klassifikationsattribute
bestimmt.
Als durchgehendes Beispiel fu¨r die folgenden Abschnitte wird die Tabelle R(A,B,
C,D,E, F,M), bestehend aus sechs Eigenschaftsattributen A bis F und einem Fak-
tenattribut M (siehe Abbildung 6.9a), verwendet. Da die Komprimierung ausschließ-
lich durch Abha¨ngigkeit auf Basis der Eigenschaftsattribute definiert ist, werden die
Klassifikationsattribute einer zu komprimierenden Tabelle hier zuna¨chst nicht be-
trachtet. Sie werden erst wieder bei der Durchfu¨hrung der Komprimierung in Ab-
schnitt 6.2.2 relevant. Die Tabelle ist mit einer Menge von Beispieldaten gefu¨llt,
wobei die Auspra¨gung
”
ALL“ durch das Zeichen
”
*“ repra¨sentiert wird. Die Kombi-
nationen der verschiedenen Wertauspra¨gungen der Eigenschaftsattribute in R bilden
einen direkten azyklischen Graphen (Γ,≺), dargestellt in Abbildung 6.9b. Die Kan-
ten des Graphen sind wie folgt definiert: Ist F (FA1, ..., FAn) ≺ F ′(FA′1, ..., FA′n),
dann muss fu¨r FA′i 6= ∗ gelten, dass fu¨r ∀i FAi = FA′i. Der Graph (Γ,≺) ist keine
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Repra¨sentation des vollsta¨ndigen multidimensionalen Wu¨rfels, da nur die fu¨r den
Nutzer interessanten Kombinationen von Eigenschaften Teil der Tabelle R sind. So
fehlt zum Beispiel die Eigenschaftsmenge (∗, B, ∗, ∗, ∗, ∗), abgeku¨rzt als B.
6.2.2 Nullwertkomprimierung
Aufbauend auf dem Beispiel des vorangegangenen Abschnitts, wird im Folgenden die
Extraktion von Abha¨ngigkeitsregeln aus den Nullwerten einer zu komprimierenden
Tabelle beschrieben, die im Anschluss zur Komprimierung der nullwertigen Daten
verwendet werden. Weiterhin wird eine Datenstruktur zur effizienten Speicherung
und Abfrage der komprimierten Daten entwickelt.
Nullwertverha¨ltnis als Kennzahl
Der Grad der Komprimierbarkeit einer Tabelle, bestehend aus Eigenschaftsattribu-
ten F und einem Fakt M , wird durch das Nullwertverha¨ltnis der einzelnen Eigen-
schaftsattributkombinationen bestimmt. Dies ist wie folgt definiert:
Definition 6.1 (Nullwertverha¨ltnis) Gegeben sei eine Menge von Eigenschaft-
sattributen F einer Tabelle R. Cv(F ) ist die Kardinalita¨t der Tupel, die diese Ei-
genschaftsattribute instanziieren und deren Faktattribut M kein Nullwert ist, d.h.
M 6= null. Analog dazu ist Cn(F ) die Kardinalita¨t der Tupel, deren Faktattribut
durch einen Nullwert besetzt ist, d.h. M = null. Aus diesen beiden Werten ergibt
sich das Nullwertverha¨ltnis ρ einer Eigenschaftsmenge wie folgt:
ρ(F ) =
Cn(F )
Cv(F ) + Cn(F )
.
Die Reduzierung auf lediglich ein Faktattribut dient der Vereinfachung der folgen-
den Beschreibung. Sie ist jedoch zula¨ssig, da aus der Nullwertigkeit eines Faktes, d.h.
dem Nichtvorhandensein von Basisdaten, auch die Nullwertigkeit aller anderen Fak-
ten geschlossen werden kann. Die Intuition hinter dem Nullwertverha¨ltnis wird an
dem folgenden Beispiel illustriert: Das Eigenschaftsattribut F = (A) aus Abbildung
6.9b besitzt zwei Auspra¨gungen: zum einen den Wert 600 fu¨r das Faktattribut M
und zum anderen den Nullwert. Daraus ergibt sich fu¨r A, nach obiger Definiton, ein
Nullwertverha¨ltnis von ρ(A) = 0, 5. Aus diesem Wert la¨sst sich unter Annahme einer
Gleichverteilung der Eigenschaftskombinationen ableiten, dass jeder Nachfolger von
A ein Nullwertverha¨ltnis gro¨ßer oder gleich dem Nullwertverha¨ltnis von A haben
muss, z.B. ρ(AB) = 0, 83 > ρ(A) = 0, 5. Die Gleichverteilung von Eigenschaftsattri-
buten ist wie folgt definiert:
Eigenschaft 6.1 (Gleichverteilung von Eigenschaftsattributen) Die Gleich-
verteilung von Eigenschaftsattributen beschreibt die Eigenschaft, dass jede Auspra¨-
gung von Eigenschaftsattributen Fi auch in allen Nachfolgern Fj ≺ Fi enthalten ist.
Am Beispiel des Eigenschaftsattributs A bedeutet dies, dass a1 und a2 auch in allen
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A B C D E F M
a1 * * * * * null
a2 * * * * 600
* * c1 * * * 400
* * … * * * null
* * c10 * * * null
* * * d1 * * 150
… … … … … … null
* * * d5 * * 150
a1 b1 * * * * null
a1 b2 * * * * null
a1 b3 * * * * null
a2 b1 * * * * 400
a2 b2 * * * * null
a2 b3 * * * * null
… … … … … … null
* * * * e1 * null
* * * * e2 * null
* * * * e1 f1 null
* * * * e1 f1 null
ll… … … … … … nu
(a) Beispielrelation R
all
A DC1/2 = 50% 1/10 = 10% 20% E2/2 = 100% 
AB ADAC CDBC5/6 = 83% 40% 60% 50% 25% EF100% 
ABC BCD90% 70% 
ABCD95% 
(b) Graph der Eigenschaftsmenge
Abbildung 6.9: Beispieldatensatz
Nachfolgern von A, AB, AC, AD, ABC usw. vorkommen mu¨ssen. Da die Navigati-
on durch multidimensionale Daten meist beginnend von gro¨beren und hin zu verfei-
nerten Kennzahlen geschieht (Drill-down), indem schrittweise immmer neue Eigen-
schaftsattribute hinzugenommen werden, ist die Annahme der Gleichverteilung in
den meisten Datensa¨tzen korrekt. Der hier vorgestellte Ansatz ist jedoch nicht aus-
schließlich auf gleichverteilte Daten beschra¨nkt. Im Evaluierungskapitel 6.1.7 wird
der Algorithmus zur Komprimierung auch fu¨r andere Verteilungen untersucht.
Neben dem Nullwertverha¨ltnis wird zum Vergleich von Eigenschaftsattributen noch
die Gro¨ße einer Eigenschaftsattributmenge beno¨tigt, die folgendermaßen definiert
ist:
Definition 6.2 (Gro¨ße einer Eigenschaftsattributmenge) Die Gro¨ße einer
Eigenschaftsattributmenge Fi ist die Anzahl der in Fi vorkommenden Eigenschafts-
attribute.
Eigenschaften von Basistupeln
Mit den bisher beschriebenen Methoden ist es mo¨glich, fu¨r eine Tabelle R, bestehend
aus Eigenschafts- und Faktattributen, eine Graphstruktur aufzubauen, deren Kno-
ten die Eigenschaftsattribute von R und ihre Nullwertverha¨ltnisse ρ repra¨sentieren.
Ausgehend von dieser Struktur, kann die Nullpartition Rnull ⊆ R komprimiert wer-
den. Der Komprimierungsansatz basiert auf sogenannten Basis- bzw. Seed-Tupeln,
deren Eigenschaften in diesem Abschnitt beschrieben werden.
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Das Eigenschaftsattribut A, mit den zwei Auspra¨gungen a1 (M = null) und a2
(M = 600), hat, wie im vorigen Abschnitt hergeleitet, ein Nullwertverha¨ltnis von
ρA = 0, 5. Unter der Annahme, dass die Eigenschaft 3.1 fu¨r R gegeben ist, kann
geschlossen werden, dass fu¨r alle Nachfolger, t ∈ Fi ≺ FA, mindestens 50% der Tu-
pel ebenfalls einen Nullwert enthalten mu¨ssen. Am Beispiel in Abbildung 6.9b sind
dies die Tupel 12-14, da sie ebenfalls die Auspra¨gung a1 des Eigenschaftsattributs A
enthalten. Durch Erhalt des Tupels 1 ko¨nnen somit die Tupel 12-14 abgeleitet bzw.
neu erzeugt werden. Tupel (a1, ∗, ∗, ∗, ∗, ∗) ist somit ein Basistupel, welches in dem
Beispiel alle Tupel (a1, b1, ∗, ∗, ∗, ∗) abdeckt. Die Nulltupel einer Relation werden in
Basistupel sowie zwei andere Arten unterschieden:
• Die Menge der Basistupel, Rseed ⊂ Rnull, besteht aus den Tupeln, aus deren
Existenz andere Tupel ableitbar sind und welche somit explizit gespeichert
werden mu¨ssen, d.h. Rseed ⊂ R′null.
• Redundante Tupel, Rredundant ⊆ Rnull, sind die Tupel, welche aus der Menge
der Basistupel Rseed abgeleitet sind und die somit aus Rnull entfernt werden




• Die Ausreißertupel, Routlier ⊆ Rnull, sind weder Basistupel noch werden sie
durch ein Basistupel abgedeckt und mu¨ssen daher ebenfalls explizit gespeichert
werden, d.h. Routlier ⊂ R′null.
Um die Basistupel einer Nullpartition bestimmen zu ko¨nnen, ist noch eine weite-
re Kennzahl notwendig: der Abdeckungsgrad einer Eigenschaftsattributmenge. Als
Beispiel sind die Eigenschaftsattributmengen A and D aus Abbildung 6.9b zu be-
trachten. Aus diesen ist ableitbar, dass 50% aller Nulltupel des Nachfolgers AD
durch A und 20% durch D abgedeckt sind. Im Allgemeinen kann der Abdeckungs-
grad einer Eigenschaftsattributmenge Fn wie folgt bestimmt werden:
Definition 6.3 (Abdeckungsgrad) Der Abdeckungsgrad ω(Fn, C) einer Eigen-
schaftsattributmenge Fn, welche durch eine Menge von Eigenschaftsattributmengen
C abgedeckt ist, wobei Fn ≺ Fi fu¨r jedes Fi ∈ C gilt, ist definiert als
ω(Fn, C) = 1−
∏
(1− ρ(Fi)) ∀Fi ∈ C
unter der Annahme, dass Eigenschaft 3.1 erfu¨llt ist.
Fu¨r das vorhergehende Beispiel ergibt sich somit ω(FAD, {FA, FD}) = 1 − (1 −
0, 5)(1 − 0, 2) = 0, 6, d.h. 60% aller Nulltupel in AD werden durch A und D abge-
deckt. Das Maß der Abdeckung wird im Folgenden dazu verwendet, die Basistupel
zu identifizieren, von denen mo¨glichst viele andere Nulltupel ableitbar sind. Um-
so ho¨her das Nullwertverha¨ltnis und der Abdeckungsgrad, desto mehr redundante




Beno¨tigt: Tabelle R und minimaler Abdeckungsgrad mincover.
1: for all Tupel ∈ R do
2: za¨hle Cn und Cv fu¨r jede Eigenschaftsattributkombination
3: end for
4: Erzeuge leeren Graphen G
5: for all Eigenschaftsattributkombination do
6: Erzeuge Knoten N = (S = , Cn, Cv) in G mit
7: end for
8: level = 1
9: for all Knoten N ∈ G, traversiert in absteigender Ordnung der Nullwertverha¨ltnisse
und in aufsteigender Ordnung der Gro¨ße der Eigenschaftsattributkombination do
10: for all Knoten N do







18: for all Knoten N do
19: if N .seedset 6= NULL then




Algorithmus zur Suche von Basistupeln
Wie im vorherigen Abschnitt dargelegt, sind von Basistupeln ableitbare Tupel redun-
dant und ko¨nnen somit entfernt werden. Unter Ausnutzung der bereits eingefu¨hrten
Kennzahlen – dem Nullwertverha¨ltnis, der Gro¨ße einer Eigenschaftsattributmenge
und dem Abdeckungsgrad – wird im Folgenden ein Algorithmus zur Identifizierung
der Abha¨ngigkeitsregeln in einer Relation R entwickelt. Dieser wird im Weiteren mit
Abha¨ngigkeitssuche bezeichnet und ist in den Algorithmen 3 und 4 dargestellt.
Im ersten Schritt sind die Nullwertverha¨ltnisse aller Eigenschaftsattributkombina-
tionen zu bestimmen (siehe Zeilen 1 bis 3 in Algorithmus 3). Diese ko¨nnen in einem
Lauf u¨ber die Basistabelle R, durch Za¨hlen der Ha¨ufigkeiten der Null- bzw. Nicht-
Null-Auspra¨gungen (Cn bzw. Cv), ermittelt werden. In einem zweiten Schritt ist der
Graph, bestehend aus den Eigenschaftsattributkombinationen, zu erzeugen. Jeder
Knoten des Graphen wird repra¨sentiert durch ein Tripel, bestehend aus Cn, Cv und
einer Seed-Menge, die zuna¨chst leer initialisiert wird. Die Knoten werden in einer
Tabelle FeatureSetNode(featureset, Cv, Cn) und die Seed-Mengen der einzelnen Kno-
ten in einer zweiten Tabelle FeatureSetEdge(featureset,parent) gespeichert.
Nach Erstellung des Graphen wird dieser in aufsteigender Ordnung der Gro¨ße der
Eigenschaftsattributmenge und in absteigender Ordnung der Nullwertverha¨ltnisse
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Algorithmus 4 Trace-Down
Beno¨tigt: Knoten N , mincover.
1: for all c ∈ N.nachfolger do
2: if c.coverratio < mincover ∧ N /∈ c.seedset then
3: fu¨ge N in c.seedset ein






abgearbeitet. Somit werden Knoten mit wenigen Attributen und hohem Nullwert-
verha¨ltnis bevorzugt, da die entsprechenden Auspra¨gungen viele Nulltupel abdecken.
Die Traversierung der Knoten ist in ihren Einzelheiten in Abbildung 4 dargestellt.
Fu¨r jeden Nachfolgerknoten eines Knoten N wird u¨berpru¨ft, ob dessen Abdeckungs-
grad bereits ein definiertes Limit mincover u¨berschreitet. Falls dies der Fall ist, wird
dieser Knoten nicht weiter betrachtet, da er bereits ausreichend durch eine Menge
von Eigenschaftsattributmengen abgedeckt ist. Falls der Abdeckungsgrad geringer
als die definierte Grenze ist, so wird N der Basistupelmenge des betrachteten Kno-
ten hinzugefu¨gt und der Grad der Abdeckung dieses Knoten wird neu berechnet.
Die Berechnungsvorschrift des Abdeckungsgrad ist in Definition 6.3 dargestellt. Die
Traversierung endet, falls alle Knoten die minimale Abdeckung mincover erreicht
haben oder alle Knoten verarbeitet wurden.
Abschließend wird der Graph ein zweites Mal durchlaufen, um die ermittelten Eigen-
schaftsattributkombinationen und deren Seed-Mengen zu extrahieren und persistent
zu machen. Fu¨r jeden Knoten, dessen Seed-Menge nicht leer ist, wird ein entspre-
chender Eintrag in die Basistupelabha¨ngigkeitstabelle, kurz SDT , eingefu¨gt. Jeder
Eintrag in dieser Tabelle bildet eine sogenannte Abha¨ngigkeitsregel.
Beispiel Der Algorithmus zur Suche von Abha¨ngigkeitsregeln wird an einem Bei-
spiel (siehe Abbildung 6.10) illustriert. Der minimale Abdeckungsgrad wurde fu¨r das
Beispiel auf 90% gesetzt. Durch die Verarbeitung der Knoten in absteigender Ord-
nung der Nullwertverha¨ltnisse qualifiziert sich E als Erstes. Der einzige Nachfolger
von E ist der Knoten EF , in dessen Seed-Menge E eingefu¨gt wird. Im na¨chsten Ver-
arbeitungsschritt folgt A mit seinen Nachfolgern AB, AC, AD, ABC und ABCD,
die jeweils A in ihre Seed-Menge aufnehmen. Analog wird in den Verarbeitungs-
schritten 3 bis 5 verfahren. In Schritt 6 wird der Knoten AB verarbeitet. Dessen
Nachfolger ist der Knoten ABC, welcher bereits durch die Knoten A und C aus
vorangegangenen Verarbeitungsschritten abgedeckt wird. Der Abdeckungsgrad des
Knoten ABC ermittelt sich aus 1− (1− 0, 5)(1− 0, 1) = 0, 55 und ist daher geringer
als der minimale Abdeckungsgrad von 90%. Somit wird AB ebenfalls zur Basistu-
pelmenge von ABC hinzugefu¨gt. Um den neuen Abdeckungsgrad des Knoten ABC













Abbildung 6.10: Beispiel zur Identifizierung von Basistupeln und die daraus re-
sultierende Abha¨ngigkeitstabelle (SDT )
6.3 anzufu¨gen, da die 83% des Nullwertverha¨ltnisses von AB wiederum durch A
ableitbar sind, welches Element der Basistupelmenge von AB sowie ABC ist. Aus
diesem Grund muss zuna¨chst das Nullwertverha¨ltnis von AB bezu¨glich der eigenen
Basistupelmenge S = {A,C} wie folgt berechnet werden:
ρ(AB, {A,C}) = 1− (1− 0, 83)
(1− 0, 5) = 0, 66.
Durch Anwendung dieses Nullwertverha¨ltnis kann der Abdeckungsgrad des Knoten
ABC neu berechnet werden: 1− (1− 0, 5)(1− 0, 1)(1− 0, 66) = 0, 85.
Die resultierenden Abha¨ngigkeitsregeln fu¨r dieses Beispiel sind in der Abbildung
6.10 rechts dargestellt. Die Abha¨ngigkeitsregeln ko¨nnen dabei durchaus rekursiv
definiert sein. So kommt zum Beispiel die Eigenschaftsattributmenge AB zweimal
auf der rechten Seite einer Regel vor und wird in einer dritten Abha¨ngigkeitsregel
durch A abgedeckt. Des Weiteren ko¨nnen auch redundante Seed-Mengen, wie zum
Beispiel {CD,C,D} fu¨r BCD, auftreten. Unter der Annahme, dass die Eigenschaft
6.1 erfu¨llt ist, ko¨nnten entweder C und D oder CD aus der Seed-Menge gelo¨scht
werden. Jedoch ist fu¨r reale Datensa¨tze die Eigenschaft 6.1 nicht immer erfu¨llt, so
dass die redundante Speicherung zu ho¨heren Komprimierungsraten fu¨hren kann und
daher beibehalten wird.
Nullwertkompression einer Tabelle
Im vorherigen Abschnitt wurden die Charakteristika der Basistupel beschrieben so-
wie ein Algorithmus zu deren Identifizierung von Abha¨ngigkeitsregeln vorgestellt, der
die Zuordnung zwischen Eigenschaftsattributkombinationen und den Seed-Mengen
speichert. Anhand dieser kann fu¨r jedes Tupel einer zu komprimierenden Datentabel-
le die Menge der potenziellen Basistupel bestimmt werden. Die Abha¨ngigkeitstabelle
beschra¨nkt demzufolge den Suchraum bei der Bestimmung von Basistupeln und er-
mo¨glicht dadurch eine effiziente Komprimierung. Zur Bestimmung der Basistupel
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on    t3.featureset in grow(t2.featureset)
as t1
as t2 as t3
and  t2.CAi = t3.CAi        i
Rnull RnullRnull
Abbildung 6.11: Anweisung zur Komprimierung der Partition Rnull
fu¨r ein gegebenes Tupel ti, bei vorhandener Abha¨ngigkeitstabelle SDT , wird eine
Funktion Grow beno¨tigt.
Definition 6.4 (Grow) Grow erha¨lt als Eingabe ein Tupel ti sowie die Abha¨ngig-
keitstabelle SDT und erzeugt eine Tupelmenge gro¨berer Granularita¨t entsprechend
der in SDT definierten Abha¨ngigkeiten: Grow(ti, SDT ) = Tj, mit Fti ≺ FTj .
Die Funktionsweise von Grow wird an einem Beispiel erla¨utert: Gegeben sei das Ein-
gabetupel {A = a1, B = b4, C = c9} und die Abha¨ngigkeitstabelle aus Abbildung
6.10. Dieses Tupel ist eine Auspra¨gung der Eigenschaftsattributkombination ABC,
fu¨r die ein Eintrag in der Abha¨ngigkeitstabelle existiert. Die Anwendung der Funkti-
on Grow gibt eine Menge aus vier Basistupeln, {A = a1, B = b4}, {B = b4, C = c9},
{A = a1} und {C = c9}, zuru¨ck. Ohne das Vorhandensein der Abha¨ngigkeitstabelle
mu¨ssten zur Erzeugung potenzieller Basistupel alle Teilmengen einer Eigenschaft-
sattributkombination u¨berpru¨ft werden. Fu¨r die Eigenschaftsattributkombination
ABCD mu¨ssten in diesem Fall alle 14 ableitbaren Teilmengen u¨berpru¨ft werden.
Die zu komprimierende Tabelle R ist in zwei Partitionen, Rvalue und Rnull, unterteilt.
Erstere entha¨lt alle Tupel, deren Faktattribute eine nicht nullwertige Auspra¨gung
besitzen; zweitere entha¨lt alle nullwertigen Tupel. Alle weitergehenden Betrachtun-
gen beziehen sich ausschließlich auf die Partition Rnull. Die Komprimierung der
Partition Rnull mit den zu ermittelnden Basistupeln wird durch die in Abbildung
6.11 dargestellte Anweisung realisiert. Durch einen Verbund der Partition Rnull mit
sich selbst wird ermittelt, ob ein Tupel von einem Basistupel ableitbar und somit
redundant ist (t2 und t3 in Abbildung 6.11). Dazu wird die Funktion Grow auf alle
Tupel in t2 angewendet, um die potenziellen Basistupel zu ermitteln. Durch einen
Verbund mit t3 = Rnull wird berechnet, ob die potenziellen Basistupel existieren und
somit die entsprechenden Tupel in t2 redundant sind oder nicht. Alle redundanten
Tupel qualifizieren sich fu¨r das Teilergebnis t4 und werden u¨ber die Mengenoperation
MINUS aus der Ursprungsrelation t1 = Rnull entfernt. Durch die Mengenopera-
tion werden gleichzeitig auch Duplikate eliminiert, die dadurch auftreten, dass ein
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redundantes Tupel von mehreren Basistupeln ableitbar ist. Die resultierende kom-
primierte Tabelle R′null entha¨lt demzufolge nur noch Basistupel oder Ausreißer.
Das Verbundpra¨dikat zwischen t2 und t3 entha¨lt noch eine weitere Bedingung, durch
die sichergestellt wird, dass nur Tupel innerhalb derselben Auspra¨gung der Klassifi-
kationsdimensionen verglichen werden. Ein Tupel mit den Eigenschaftsattributwer-
ten {Farbe =′ wei′,Marke =′ VW ′} der Produktfamilie
”
Pickup“ kann somit nicht
von einem Tupel {Farbe =′ wei′} der Produktfamilie
”
SUV“ abgeleitet werden. Aus
diesem Grund muss jeweils die Gleichheit der Klassifikationsattribute CAi in dem
Verbundpra¨dikat u¨berpru¨ft werden.
6.2.3 Anfrageverarbeitung auf nullwertkomprimierten Daten
In Kapitel 6.1 wurde der von operativen A¨nderungen entkoppelte Reporting-Layer
vorgestellt. Die Anfrageverarbeitung mit Vollsta¨ndigkeitspru¨fung auf dem Reporting-
Layer macht die Speicherung von Nullwerten notwendig. Die Realisierung der An-
frageverarbeitung auf nullwertkomprimierten Daten sowie deren Wartung bei A¨nde-
rungsoperationen ist Inhalt dieses Abschnitts.
Partielle Dekomprimierung
Zur inhaltlich korrekten Beantwortung von Anfragen, insbesondere unter dem Aspekt
der Vollsta¨ndigkeitspru¨fung, mu¨ssen die Nullwerte wieder rekonstruiert bzw. die Da-
ten dekomprimiert werden. Dies geschieht zur Laufzeit der Anfragen und nur fu¨r den
Teil der Daten, der zur Beantwortung der Anfragen notwendig ist. Die Anweisung,
die diese partielle Dekomprimierung leistet und stets vor der eigentlichen Anfra-
geverarbeitung ausgefu¨hrt werden muss, ist in Abbildung 6.12 dargestellt. Zur Be-
antwortung einer Anfrage Q mu¨ssen zuna¨chst die in dieser Anfrage vorkommenden
Klassifikations- und Eigenschaftsattribute analysiert werden. Da nur der Teil der
Daten dekomprimiert wird, der fu¨r die Anfrage relevant ist, erfolgt eine Selektion
u¨ber die in Q vorkommenden Klassifikationsattribute und Auspra¨gungen. Dies wird
durch die Menge der Pra¨dikate CAi = Predi, mit Predi ∈ Q, realisiert. Das Ergeb-
nis dieser Operation erha¨lt das Alias t1.
Die in der Anfrage Q vorkommenden Instanzen der Eigenschaftsattribute werden
in einer tempora¨ren Tabelle Temp Feature, alias t2, gespeichert. Durch Anwendung
der Funktion Grow auf die Tabelle Temp Feature und einen Verbund mit t1 kann
ermittelt werden, ob ein Tupel der potenziellen Ergebnismenge aus den in t1 ge-
speicherten Basistupeln ableitbar ist. Wird ein angefragtes Tupel durch mindestens
ein Basistupel aus R′null abgedeckt, so folgt daraus, dass dieses Tupel auf Basis
von R′null beantwortbar und somit Teil der Ergebnismenge ist. Neben den ableitba-
ren bzw. redundanten Tupeln sind dies auch die Basis- und die Ausreißertupel, die
das zweite Verbundpra¨dikat, t1.featureset = t2.featureset, erfu¨llen. Zur Eliminie-
rung von Duplikaten, die durch mehrfache Ableitbarkeit oder durch Aktualisierungen
(siehe na¨chster Abschnitt) entstehen ko¨nnen, ist eine abschließende GROUP-BY -
Operation erforderlich. Das Ergebnis ist eine partielle Dekomprimierung von R′null.
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(t1.CAi,t2.featureset,t1.M)
GRP(t1.CAi,t2.featureset,t1.M)
ON t1.featureset in grow(t2.featureset)
OR t1 f t t t2 f t tas t1  . ea urese = . ea urese




Abbildung 6.12: Partielle Dekomprimierung der Partition R′null
Es bleibt zu bemerken, dass die durch die Dekomprimierung erzeugten Tupel nicht
zwingend in der Originalrelation Rnull vorhanden sein mussten. So kann zum Bei-
spiel eine Anfrage, die das Tupel {A = a11, D = d7} selektiert, beantwortet werden,
falls die Basistupel {A = a11} oder {D = d7} Teil der komprimierten Tabelle R′null
sind. Das Tupel {A = a11, D = d7} muss dazu nicht notwendigerweise Teil der
Originalrelation Rnull gewesen sein.
Inkrementelle Wartung der komprimierten Daten
Das Identifizieren der Basistupel sowie die Komprimierung einer Datentabelle ist –
abha¨ngig von deren Gro¨ße und der Anzahl der Eigenschaftsattribute – ein aufwen-
diger Prozess (siehe Abschnitt 6.2.5). Dieser kann somit nicht nach jeder A¨nderung
an der Basistabelle neu ausgefu¨hrt werden, sondern muss inkrementell duchfu¨hrbar
sein.
Einfu¨gen Zuna¨chst wird das Einfu¨gen neuer Tupel in die komprimierte Tabelle R′
betrachtet. Das einzufu¨gende Tupel wird mit tnew bezeichnet. Zwei Fa¨lle sind beim
Einfu¨gen zu unterscheiden:
• Fall 1: IstM(tnew) <> null, wird tnew inR′value eingefu¨gt und FeatureSetNode
aktualisiert, d.h. Cv um eins inkrementiert.
• Fall 2: Ist M(tnew) = null, muss bestimmt werden, ob tnew von einem bereits
vorhandenen Tupel ableitbar ist:
– Ist tnew ableitbar, wird es nicht in R
′
null eingefu¨gt und FeatureSetNode
wird aktualisert, d.h. Cn wird inkrementiert.
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– Ist tnew nicht ableitbar, wird das Tupel inR
′
null eingefu¨gt, FeatureSetNode
aktualisiert und alle Tupel in R′null, die von tnew ableitbar sind, werden
gelo¨scht.
Durch das Vorgehensmodell wird garantiert, dass keine redundanten Tupel in die
komprimierte Tabelle R′ eingefu¨gt werden. Dadurch ist zu jedem Zeitpunkt eine
optimale Komprimierung gewa¨hrleistet (Sofortiger Modus). Zur U¨berpru¨fung der
Redundanz ist jedoch ein Test auf Ableitbarkeit und somit eine partielle Dekom-
primierung notwendig. Alternativ kann die Pru¨fung auf Ableitbarkeit eines Tupels
tnew entfallen und das Einfu¨gen dahingehend vereinfacht werden, dass jedes Tupel
in R′ eingefu¨gt und FeatureSetNode entsprechend aktualisiert wird. Dieses Vor-
gehen wird als Verzo¨gerter Modus bezeichnet und ermo¨glicht durch das Einfu¨hren
von Redundanz ein schnelleres Einfu¨gen. Duplikate, die beim Einfu¨gen redundan-
ter Tupel entstehen, werden durch die partielle Dekomprimierung (siehe vorheriger
Abschnitt) kompensiert.
Lo¨schen Wie auch beim Einfu¨gen von Tupeln, sind beim Lo¨schen zwei Fa¨lle zu
unterscheiden. Mit tdel wird das zu lo¨schende Tupel bezeichnet.
• Fall 1: Ist M(tdel) <> null, wird tdel aus R′value gelo¨scht und FeatureSetNode
aktualisiert, d.h. Cv um eins dekrementiert.
• Fall 2: Ist M(tdel) = null, muss bestimmt werden, ob tdel ein Basistupel ist:
– Ist tdel ein Basistupel, dann impliziert das Lo¨schen von tdel auch das Lo¨-
schen aller Tupel, die ausschließlich von tdel abha¨ngig sind. Wird zum
Beispiel das Basistupel {A = a1} gelo¨scht, so ist nach dieser Semantik
auch das Tupel {A = a1, D = d7} zu entfernen. Da durch das Lo¨schen
eines Basistupels viele abha¨ngige Nulltupel implizit mit entfernt werden,
ist es notwendig, die Anzahl der Nullwertvorkommen im Graph zu aktua-
lisieren. Dies ist nur heuristisch mittels Eigenschaft 3.1 mo¨glich, da keine
exakten Informationen u¨ber die Anzahl der Abha¨ngigkeiten existieren.
Das aktualisierte Nullwertverha¨ltnis C ′n einer Eigenschaftsattributkombi-
nation Fj , welche von dem Basistupel tdel mit der Eigenschaftsattribut-
kombination Fi abha¨ngig ist (Fj ≺ Fi), wird folgendermaßen bestimmt:
C ′n(Fj) = Cn(Fj)−
Cn(Fj)
Cn(Fi) · ρ(Fi) .
Am Beispiel der Eigenschaftsattributkombination AB mit Cn(AB) =
20.000 und A mit Cn(A) = 50 und einem Nullverha¨ltnis ρ(A) = 0, 5
ergibt sich C ′n(AB) zu
C ′n(AB) = Cn(AB)−
Cn(AB)
Cn(A) · ρ(A) = 20.000−
20.000
50 · 0, 5 = 19.200
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Das bedeutet, dass durch Entfernen des Basistupels {A = a1} implizit 800
weitere redundante Tupel gelo¨scht werden und somit aus der Za¨hlung der
Nulltupel entfallen. Weiterhin muss die FeatureSetNode-Tabelle aktua-
lisiert, d.h. Cn dekrementiert werden.
– Ist tdel kein Basistupel, dann kann tdel gelo¨scht und Cn um eins dekre-
mentiert werden.
Aktualisieren Die Aktualisierung eines Tupels wird durch das Ausfu¨hren der Ope-
rationen Lo¨schen und Einfu¨gen umgesetzt.
Inkrementelle Rekomprimierung
Die oben beschriebenen Aktualisierungsschritte fu¨hren zu A¨nderungen der Kardi-
nalita¨ten der Null- und Wertetupel (Cn und Cv), welche in der FeatureSetNode-
Tabelle gespeichert sind. Als Folge vera¨ndern sich auch die Nullwertverha¨ltnisse der
Eigenschaftsattributkombinationen, wodurch die Seed-Mengen und damit die Ab-
ha¨ngigkeitstabelle invalidiert werden. Bisher gu¨ltige Abha¨ngigkeitsregeln veralten
bzw. neue Abha¨ngigkeitsregeln kommen hinzu. Um ein optimales Speicherplatzver-
halten zu gewa¨hrleisten, muss die Komprimierung daher regelma¨ßig ausgefu¨hrt wer-
den. Die Vera¨nderungen der Abha¨ngigkeitsregeln sind dazu transparent zu machen,
indem die Abha¨ngigkeitstabelle um eine Spalte
”
Status“, mit den Auspra¨gungen
fortwa¨hrend, neu und veraltet, erweitert wird (siehe Abbildung 6.13). Des Weite-
ren werden die Seed-Mengen in ihre Elemente zerlegt und einzeln abgespeichert.
Bei der Neuausfu¨hrung des Algorithmus zur Ermittlung der Abha¨ngigkeitsregeln
wird jeweils eine neue Abha¨ngigkeitstabelle SDT ′ angelegt. Eine Abha¨ngigkeits-
regel, die in der neuen Tabelle SDT ′ vorhanden ist, nicht aber in der vorherge-
henden Version SDT (r ∈ SDT ′ ∧ r /∈ SDT ), wird in SDT eingefu¨gt und als
”
neu“ gekennzeichnet. Abha¨ngigkeitsregeln, die in beiden Tabellen vorhanden sind,
d.h. r ∈ SDT ′ ∧ r ∈ SDT , werden mit
”
fortwa¨hrend“ markiert. U¨berholte Regeln,
r /∈ SDT ′ ∧ r ∈ SDT , werden mit
”
veraltet“ gekennzeichnet.
Die Statusinformation einer Abha¨ngigkeitsregel wird bei der Komprimierung wie
folgt beru¨cksichtigt: Unter Anwendung des Sofortigen Modus sind jeweils nur die
mit nneummarkierten Regeln zu verwenden, da als
”
fortwa¨hrend“ markierte Regeln
bereits bei der Aktualisierung angewendet wurden. Im Verzo¨gerten Modus hingegen
mu¨ssen sowohl die mit
”
neu“ als auch mit
”
fortwa¨hrend“ markierten Regeln beru¨ck-
sichtigt werden. Veraltete Regeln werden nicht mehr angewendet, da sie zu einem
schlechteren Komprimierungsverha¨ltnis im Vergleich zu den aktuellen Regeln fu¨h-
ren. Jedoch ko¨nnen sie nicht aus der Abha¨ngigkeitstabelle entfernt werden, solange
noch Basistupel in R′null vorhanden sind, die durch diese Regeln bestimmt sind.
6.2.4 Verwandte Arbeiten und Techniken
Klassische Techniken zur Datenkompression basieren meist auf Statistiken oder Wo¨r-
















Abbildung 6.13: Erweiterte Abha¨ngigkeitstabelle
als eine einzige große Byte-Kette verstehen. Zur Vermeidung der Dekompression der
kompletten Datenbank wa¨hrend eines Tabellenzugriffs werden u¨blicherweise einzelne
Tupel oder Attribute komprimiert. Fu¨r kleine Byte-Sa¨tze eingesetzt, ist die syntak-
tische Kompression jedoch fu¨r gewo¨hnlich nicht sehr effizient.
Im Umfeld von MOLAP sind vollsta¨ndige Kompressionsmethoden, wie die sogenann-
te Header Compression [23] oder die Chunk-Offset Compression [93] weit verbreitet;
bei diesen Methoden mu¨ssen Nachbarschaften in den multidimensionalen Daten er-
halten bleiben.
Modernere Ansa¨tze, die auch die Semantik bei der Kompression beru¨cksichtigen,
sind [7, 47, 40, 48, 1]. Die aktuelleren Arbeiten zu Condensed Cubes [1] und Quotient
Cubes [47, 48] gruppieren Tupel mit a¨hnlichen Aggregationswerten in gemeinsame
Partitionen. Dies ist im vorliegenden Ansatz nur bedingt mo¨glich, da die Mehrzahl
der Tupel mit Nullwerten besetzt ist, die gemeinsam eine sehr große Partition bil-
den. Die Condensed Cubes extrahieren spezielle Tupel und erzeugen ein zusa¨tzliches
Dimensionsattribut, wodurch eine Menge von Tupeln repra¨sentiert wird. Durch An-
wendung einer einfachen Operation kann ein solches Tupel expandiert und somit
ko¨nnen alle urspru¨nglichen Tupel wieder hergestellt werden. Dies a¨hnelt der Idee
der Basistupel, durch die abgedeckte Tupel entfernt bzw. rekonstruiert werden ko¨n-
nen. Die Quotient Cubes unterteilen die Wu¨rfel in Klassen, so dass jede Zelle einer
Klasse denselben Aggregationswert entha¨lt. Die Kompression ergibt sich dadurch,
dass nur die Zellen an der unteren und oberen Grenze pro Klasse gespeichert werden
mu¨ssen.
Einen anderen Ansatz verfolgt das Konzept der
”
Eisbergwu¨rfel“ (engl. iceberg cu-
bes), welches nur diejenigen Group-by-Kombinationen vorberechnet, deren Aggre-
gationswert u¨ber einem bestimmten Schwellwert fu¨r den minimalen Support liegt.
Dieser Ansatz wurde zuerst durch [9] vorgestellt. In der Praxis ist es oftmals schwie-
rig, diesen Schwellwert festzulegen, insbesondere auch bei dem vorliegenden Ansatz,
in dem auch sehr du¨nnbesetzte Datenra¨ume gespeichert werden mu¨ssen.
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Dwarf Cubes sind komprimierte Datenstrukturen, welche die Gro¨ße der Datenwu¨rfel
verringern ko¨nnen, indem sie Pra¨fix- und Suffixredundanzen beseitigen. Der Grad
der Kompression basiert auf der Dichte der multidimensionalen Rohdaten [69, 70].
Die minimale Beschreibungsla¨nge (engl. Minimum Description Length, MDL) ist
eine informationstheoretische Methode zur Beschreibung der Regelma¨ßigkeit bzw.
der Strukturiertheit in Daten. Je ho¨her die Regelma¨ßigkeit, umso sta¨rker ist der zu
erreichende Kompressionsgrad. Im OLAP-Umfeld wird diese Methodik in [13] zur
Komprimierung verwendet. Dazu werden Zusammenfassungen der Form SθH fu¨r
k-dimensionale Wu¨rfel erzeugt, wobei S die Anfrageergebnisse generalisiert und H
alle Ausnahmen dieser Generalisierung beschreibt.
In [32] wird die Datenbankkompression mit Data-Mining-Techniken vorgeschlagen.
Durch Anwendung des Apriori-Algorithmus werden Regeln extrahiert, anhand derer
die Daten mit geringem Speicheraufwand abgelegt werden. Mit Hilfe der Regelmenge
ist der Originalzustand wiederherstellbar.
6.2.5 Evaluierung
Die Leistungsfa¨higkeit des Kompressionsalgorithmus, die Anfrageperformanz auf den
komprimierten Daten sowie deren Wartung wurde in einer Reihe von Experimenten
untersucht.
Experimentierumgebung
Zur Untersuchung der vorgestellten Algorithmen wurden sowohl synthetische als
auch reale Datensa¨tze verwendet. Die synthetischen Daten ko¨nnen bezu¨glich des
Nullwertverha¨ltnisses, der Anzahl der Dimensionen und Tupel sowie der Verteilung
variiert werden. Die Verteilung bzw. die Schiefe der Daten kann u¨ber einen Parameter
S vea¨ndert werden. Die in Eigenschaft 6.1 definierte Gleichverteilung ist bei einem
Wert S = 1, 0 gegeben. Fu¨r diese Verteilung ist auch die zu erreichende Komprimie-
rungsrate maximal. Jedoch ko¨nnen auch alternative Verteilungen gewa¨hlt werden.
Eine Schiefe von S = 1, 2 bedeutet zum Beispiel, dass 20% aller Auspra¨gungen
einer Eigenschaftsattributkombination Fi nicht in den Nachfolgeknoten, Fj ≺ Fi,
vorkommen. Dies ist in Anwendungsszenarien der Fall, in denen die Nutzer nicht
alle Aggregate feinster Granularita¨t selektiert haben. Weiterhin wurde ein realer
Datensatz aus der Marktforschung betrachtet, in dem die Verkaufsinformationen zu
bestimmten Produkten hinterlegt sind. Dieser entha¨lt ca. 3 Mio. Tupel (340 MB) in
11 Dimensionen. Das Nullwertverha¨ltnis des gesamten Datensatzes betra¨gt aufgrund
der Du¨nnbesetztheit des Datenraums cirka 99%.
Die Ausfu¨hrung aller Experimente erfolgte auf einem Intel Celeron mit 2,66 GHz,
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Abbildung 6.14: Evaluierung der Nullwertkomprimierung
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Komprimierung
In einer ersten Reihe von Experimenten wird die Gu¨te der Komprimierung unter-
sucht. Die entsprechenden Ergebnisse sind in den Abbildungen 6.14a fu¨r den syn-
thetischen bzw. in 6.14b fu¨r den realen Datensatz dargestellt.
Die Anzahl der Tupel fu¨r den synthetischen Datensatz war auf 2,5 Mio. fesgelegt,
wohingegen die Schiefe von 1,0 auf 1,25 und 1,5 vera¨ndert wurde. Abbildung 6.14a
stellt das Komprimierungsverha¨ltnis fu¨r diese drei Datensa¨tze in Abha¨ngigkeit von
der Dimension der Daten, zwischen 1 und 10 variiert, dar. Es ist festzustellen, dass
fu¨r eine wachsende Anzahl von Dimensionen das Komprimierungsverha¨ltnis kontinu-
ierlich verbessert werden kann. Je ho¨her die Zahl der Dimensionen, umso komplexer
wird der Graph aus Eigenschaftsattributkombinationen, was zu besseren, d.h. fu¨r den
Datensatz allgemein gu¨ltigeren Abha¨ngigkeitsregeln fu¨hrt. Fu¨r eine 10-dimensionale
Basistabelle Rnull kann der gleichverteilte Datensatz sogar bis auf 0,05% seiner Ur-
sprungsgro¨ße reduziert werden. Fu¨r nicht gleichverteilte Daten ist das Komprimie-
rungsverha¨ltnis wie erwartet schlechter, da nicht alle Auspra¨gungen gleich ha¨ufig
vorkommen und daher unterschiedlich stark von den Basistupeln abgedeckt werden.
Jedoch wird auch fu¨r einen 10-dimensionalen Datensatz der Schiefe S1, 5 immer noch
ein Komprimierungsverha¨ltnis von 4% erreicht.
Auch fu¨r den in Abbildung 6.15b dargestellten realen Datensatz wurde das Kompri-
mierungsverha¨ltnis mit steigender Anzahl der Dimensionen kontinuierlich verbessert.
Bei Betrachtung aller 11 Dimensionen kann der Datensatz auf 1% seiner Ursprungs-
gro¨ße reduziert werden.
Der Mehraufwand, welcher zur Speicherung der Abha¨ngigkeitsregeln notwendig ist,
wurde in den Experimenten bereits beru¨cksichtigt und ist vernachla¨ssigbar gering.
Am Beispiel des synthetischen Datensatzes mit 2,5 Mio. Tupeln und 10 Dimensionen
sind dies nur 226 zu speichernde Abha¨ngigkeitsregeln.
Weiterhin wurde das Laufzeitverhalten der Nullwertkomprimierung fu¨r verschiedene
Tabellengro¨ßen und Nullwertverha¨ltnisse untersucht. Das Ergebnis ist in Abbildung
6.14c dargestellt. Es ist zu beobachten, dass die Ausfu¨hrungszeit der Nullwertkom-
primierung sowohl mit wachsender Kardinalita¨t der Basistabelle als auch mit steigen-
dem Nullwertverha¨ltnis ansteigt. Beide Faktoren fu¨hren zu einer gro¨ßer werdenden
Nullwertpartition Rnull, wodurch die zur Komprimierung notwendigen Operationen
verteuert werden (siehe Abbildung 6.11).
Anfrageverarbeitung auf nullwertkomprimierten Daten
Die Auswirkungen der partiellen Dekomprimierung auf die Performanz der Anfrage-
verarbeitung sind Inhalt der folgenden Experimente. Dazu wurden drei verschiedene
Datensa¨tze unterschiedlicher Kardinalita¨ten und Nullwertverha¨ltnisse erzeugt (sie-
he Abbildung 6.15). Der erste Datensatz R1 umfasst 125.000 Tupel und beinhaltet
Nulltupel im Umfang von 50%. Datensatz R2 besteht aus 1,5 Mio. Tupeln, wovon
75% mit Nullwerten besetzt sind, und Datensatz R3 umfasst 3,75 Mio. Tupel, mit
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(c) |R3| = 3, 75 Mio
Abbildung 6.15: Evaluierung der Anfrageverarbeitung auf nullwertkomprimierten
Daten
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verschiedene Zugriffsarten unterschieden: die Beantwortung der Anfragen auf Basis
der Originalrelation R und der komprimierten Relation R′ sowie auf Basis einer
Relation R¬null, die keine Nullwerte entha¨lt, so dass zur Bestimmung der Vollsta¨n-
digkeit Zugriffe auf die Basisrelation im Data-Warehouse notwendig sind.
Fu¨r alle drei Datensa¨tze und die verschiedenen Modi der Anfrageverarbeitung wurde
die Kardinalita¨t der von den Anfragen beno¨tigten Tupel variiert. Greifen die Anfra-
gen – im Sinne einer Punktanfrage – nur auf wenige Tupel zu, so ist die Anfragever-
arbeitung auf den komprimierten Daten am schnellsten. Bei steigender Tupelanzahl
fa¨llt zunehmend die Operation der partiellen Dekomprimierung ins Gewicht, so dass
ab einem gewissen Punkt die Anfragen auf den unkomprimierten Daten schneller
verarbeitet werden ko¨nnen. Die Ausfu¨hrung von Anfragen auf einer Relation R¬null,
die keine Informationen u¨ber Nullwerte entha¨lt, ist in jedem Fall schlechter, da wei-
tere Zugriffe auf das Data-Warehouse notwendig werden.
Wartung der komprimierten Daten
Der Aufwand der inkrementellen Wartung bei A¨nderungen an der komprimierten
Relation wird in einer letzten Reihe von Experimenten untersucht. Die Gro¨ße der
Relation R war auf 2,5 Mio. Tupel und das Nullwertverha¨ltnis auf 50% bzw. 90%
festgelegt.
Die Ergebnisse fu¨r die Einfu¨geoperation sind in Abbildung 6.16a dargestellt. Das
Einfu¨gen im Verzo¨gerten Modus erzielt die besten Ausfu¨hrungsgeschwindigkeiten,
da die komprimierte Relation R′ klein im Vergleich zur Originalrelation R ist und
der teure Dekomprimierungsschritt entfa¨llt. Unter Anwednung des Sofortigen Modus
ist die Laufzeit der Einfu¨geoperation vor allem von dem Nullwertverha¨ltnis der Ur-
sprungsrelation abha¨ngig. Bei einem geringen Nullwertverha¨ltnis von 50% erfolgt das
Einfu¨gen noch schneller als auf der Originalrelation R, wa¨hrend bei einem Nullwert-
verha¨ltnis von 90% das Einfu¨gen bereits deutlich langsamer ist. Der Grund hierfu¨r
ist der im Dekomprimierungsschritt erzeugte Datenraum, welcher mit steigendem
Nullwertverha¨ltnis zunehmend gro¨ßer wird und dadurch die zur Dekomprimierung
notwendige Verbundoperation verteuert (siehe Anfrageplan in Abbildung 6.12).
Die Kosten der einzelnen Operationsschritte fu¨r das Einfu¨gen von Tupeln und der
inkrementellen Wartung sind in Abbildung 6.17 aufgeschlu¨sselt. Es ist zu sehen, dass
die Bestimmung, ob ein Tupel abgedeckt ist, den Anteil an den Gesamtkosten mit
zunehmender Anzahl einzufu¨gender Tupel dominiert. Fu¨r 5.000 einzufu¨gende Tupel
betra¨gt der Anteil dieser Operation 85% an den Gesamtkosten. Im Gegensatz da-
zu bleibt die Bestimmung, ob die einzufu¨genden Tupel Basistupel sind, auch mit
steigender Tupelanzahl konstant. Die dafu¨r notwendige Anfrage an die Abha¨ngig-
keitstabelle, die im Vergleich zur komprimierten Relation R′ nur sehr wenige Tupel
entha¨lt, kann fu¨r gro¨ßere Einfu¨geoperationen vernachla¨ssigt werden.
Abschließend wurde der Wartungsaufwand der komprimierten Daten unter Lo¨sch-
und A¨nderungsoperationen betrachtet (siehe Abbildungen 6.16b and 6.16c). Die Gro¨-
ße der Relation R betra¨gt wiederum 2,5 Mio. Tupel und das Nullwertverha¨ltnis ist
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Aktualisierte Tupel
(c) Aktualisieren
Abbildung 6.16: Wartung der komprimierten Daten (|R| = 2.5 Mio)
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1 25 50 100 200 300 500 1000 2000 5000
Eingefügte Tupel
Abbildung 6.17: Kostenverteilung der einzelnen Schritte der Einfu¨geoperation
Lo¨schen auf den komprimierten Relationen schneller durchgefu¨hrt werden kann als
auf der Ursprungsrelation R. Die Ursache liegt zum einen in der geringeren Gro¨ße
der Relation selbst, aber vor allem auch in dem verminderten Aufwand bei der inkre-
mentellen Wartung im Vergleich zur Einfu¨geoperation. Beim Lo¨schen eines Tupels
muss lediglich festgestellt werden, ob dieses Tupel ein Basistupel ist. Dies ist eine
vergleichsweise gu¨nstige Operation, wie im vorhergehenden Experiment gezeigt.
Aktualisierungen werden durch die kombinierte Ausfu¨hrung einer Lo¨sch- und einer
Einfu¨geoperation umgesetzt. Dementsprechend ist zu erwarten, dass die Evaluierung
der Laufzeit fu¨r die Aktualisierungen eine Mischung aus den vorhergehenden Ergeb-
nissen fu¨r Laufzeiten der Lo¨sch- und Einfu¨geoperationen ergibt. Das Ergebnis ist in
Abbildung 6.16c dargestellt. Fu¨r kleinere Mengen zu aktualisierender Tupel ist das
Aktualisieren auf dem komprimierten Datensatz am schnellsten. Mit zunehmender
Tupelanzahl versta¨rkt sich das Gewicht der teuren Einfu¨geoperation, so dass der
Datensatz mit einem geringeren Nullwertverha¨ltnis von 50% die besseren Ergebnis-
se liefert.
6.3 Zusammenfassung
Die in Echtzeit-Data-Warehouse-Systemen geforderte Datenaktualita¨t wird vor al-
lem durch die push-basierte Progagierung von Aktualisierungen erreicht. Operative
Prozesse, die lediglich einen aktuellen Zustand beno¨tigten, profitieren von dieser
Aktualisierungssemantik. In der Berichtsproduktion fu¨hrt die fortwa¨hrende Aktuali-
sierung zu Inkonsistenzen. Der im ersten Teil dieses Kapitels vorgestellte Reporting-
Layer entkoppelt das, von operativen Datena¨nderungen unterworfene Echtzeit-Data-
Warehouse-System von der Berichtsproduktion und vermeidet unkontrollierte A¨n-
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derungen berichtsrelevanter Daten. Dazu werden die Daten zu definierten Publikati-
onszeitpunkten fu¨r die Berichtsproduktion freigegeben. Zwischen den Publikations-
zeitpunkten ist garantiert, dass sich die Daten mit sehr hoher Wahrscheinlichkeit
nicht mehr a¨ndern. Die somit erreichte Datenstabilita¨t erlaubt den Einsatz speziel-
ler Aggregationstechniken, um die Produktion von Standardberichten zu beschleuni-
gen. Dazu werden alle Aggregate in einer festgelegten Granularita¨t vorgehalten, um
so eine hohe Wiederverwendbarkeit zu erreichen. Des Weiteren sind auch Ad-hoc-
Berichte auf dem Reporting-Layer berechenbar. Diese ko¨nnen – sofern vorhanden –
ebenfalls von bereits materialisierten Aggregaten profitieren. Die Vollsta¨ndigkeit der
Berichtsanfragen ist durch die Protokollierung der publizierten Daten sowie durch
spezielle Anfragetechniken zu jeder Zeit garantiert. Der durch die Vollsta¨ndigkeits-
pru¨fung verursachte Mehraufwand ist dabei minimal, so dass die Standardberichts-
anfragen nicht verzo¨gert werden.
Der zweite Teil dieses Kapitels befasste sich mit der Komprimierung von Nullwerten,
die zur korrekten Vollsta¨ndigkeitsbestimmung notwendig sind. Die explizite Speiche-
rung von Nullwerten erlaubt die Unterscheidung in Aggregate, die noch nicht vorbe-
rechnet wurden, weil bisher kein Bericht das Aggregat beno¨tigte und in Aggregate,
die bereits berechnet wurden, fu¨r die jedoch keine Basisdaten vorlagen. Experimen-
te haben gezeigt, dass aufgrund der Du¨nnbesetztheit multidimensionaler Datensa¨tze
der Anteil der Nullwerte leicht 95% des gesamten Datensatzes ausmachen kann. Zur
Reduzierung des Speicheraufwands von nullwertbesetzten Daten wurde ein Verfah-
ren entwickelt, das durch Extraktion und Anwendung sogenannter Abha¨ngigkeitsre-
geln die Daten komprimiert. In Experimenten mit synthetischen und realen Daten
konnte gezeigt werden, dass die komprimierten Daten nur noch bis zu 0,05% der Ur-
sprungsgro¨ße ausmachen. Die fu¨r die Anfrageverarbeitung notwendigen Eigenschaf-
ten der Nullwerte bleiben durch Anwendung partieller Dekomprimierungstechniken
erhalten.
Fallstudiendiskussion
Das Data-Warehouse der UBS WM&SB wird in seiner jetzigen Form lediglich fu¨r
strategische Analysen, zumeist durch die Erzeugung von Berichten, verwendet. Je-
doch la¨sst sich, wie in Abschnitt 2.1.3 dargestellt, prognostizieren, dass der Bedarf
nach hochaktuellen Daten in der Zukunft steigen wird. Dessen ungeachtet, wird die
periodische Berichtsproduktion kaum an Relevanz verlieren. Daraus resultiert ein
Konflikt zwischen der Forderung nach Aktualita¨t bzw. kurzen Aktualisierungszyklen
auf der einen Seite und dem Bedu¨rfnis nach Stabilita¨t fu¨r die Berichtserzeugung auf
der anderen Seite. Ein pragmatischer Lo¨sungsansatz besteht darin, die bereits einge-
brachten Echtzeitdaten zum Tagesabschluss zu verwerfen und die Daten wie bisher
in langlaufenden Batch-Prozessen zu laden. Somit wa¨re die fu¨r die Berichtsprodukti-
on beno¨tigte Datenqualita¨t gewa¨hrleistet, allerdings wu¨rde Datenintegrationsarbeit
doppelt geleistet werden. Eine zusa¨tzliche Datenschicht zur Trennung der Echtzeit-
analysedaten von den Daten zur Berichtserzeugung wu¨rde dieses Problem beseitigen.
Die notwendige Stabilita¨t ist dabei durch definierte Vero¨ffentlichungszeitpunkte ge-
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wa¨hrleistet.
Im Data-Warehouse der GfK Marketing Services ist der hier vorgestellte Ansatz be-
reits heute anwendbar. Durch nachtra¨gliche Datenkorrekturen bzw. durch die Auf-
nahme verspa¨teter Datenlieferungen sind die Daten der GfK Marketing Services
nicht stabil, was zu Problemen bei der Berichtsproduktion fu¨hrt. Marktberichte fu¨r
einzelne La¨nder ko¨nnen sofort produziert werden, sobald die Daten auf nationaler
Ebene verfu¨gbar sind. Internationale Berichte, wie zum Beispiel ein Europabericht,
ko¨nnen erst erstellt werden, wenn alle La¨nderdaten vorhanden sind. Zwischenzeitli-
che Fehlerkorrekturen, die unter Umsta¨nden erst nach Auslieferung der La¨nderbe-
richte durchgefu¨hrt wurden, haben zur Folge, dass die im Europabericht fu¨r ein Land
ausgewiesenen Zahlen von den La¨nderberichten abweichen ko¨nnen. Derartige Inkon-
sistenzen sind dem Kunden nur schwer zu vermitteln und mu¨ssen vermieden werden.
Durch die Einfu¨hrung einer zusa¨tzlichen Datenschicht, dem Reporting-Layer, kann
dies gewa¨hrleistet werden. Ein weiterer Vorteil des Reporting-Layer besteht darin,
dass keine materialisierten Sichten mehr angelegt werden mu¨ssen, sondern stattdes-
sen Aggregate in einer einheitlichen Granularita¨t erzeugt werden. Die Granularita¨t
wird so gewa¨hlt, dass alle Anfragen von den vorberechneten Aggregaten profitieren
ko¨nnen.
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Data-Warehouse-Systeme haben sich im Laufe der letzten Jahre zur zentralen Platt-
form der Informationsversorgung von Unternehmen und Organisationen entwickelt.
Dies schließt sowohl strategische und taktische Analysen basierend auf vorberechne-
ten Berichten oder multidimensionalen Wu¨rfeln als auch die Unterstu¨tzung ope-
rativer Unternehmensprozesse mit ein. Letzteres macht die Integration von Da-
ten in Echtzeit notwendig, was jedoch im Konflikt zu klassischen Data-Warehouse-
Anforderungen steht. Im Detail konnten fu¨r ein Echtzeit-Data-Warehouse-System
(i) die Maximierung der Datenaktualita¨t, (ii) die Minimierung der Anfragelatenz
und (iii) der Erhalt der Datenstabilita¨t trotz operativer A¨nderungen als zentrale
Optimierungsziele herausgestellt werden. In dieser Dissertation wurden neue Me-
thoden und Techniken entwickelt die diese konfligierenden Ziele adressieren und die
in Summe den Betrieb eines Echtzeit-Data-Warehouse-System ermo¨glichen.
Datenaktualita¨t und Anfragelatenz Der von Echtzeit-Data-Warehouse-Systemen
zu verarbeitende kontinuierliche Strom aus Anfragen und Aktualisierungen erzeugt
einen Konflikt zwischen der Datenaktualita¨t und der Anfragelatenz. Fu¨r beide Qua-
lita¨tsdimensionen wurden in Kapitel 4 verschiedene Metriken evaluiert und getrennte
Maximierungs- und Minimierungsprobleme formuliert. Die gemeinsame Betrachtung
dieser beiden Probleme fu¨hrte zu einem multikriteriellen Optimierungsproblem. Es
wurde gezeigt, dass die Position der Aktualisierungen in der Anfragewarteschlange
durch einen Kosten-Profit-Vektor dargestellt werden kann, wodurch das multikri-
terielle Optimierungsproblem auf ein erweitertes Rucksackproblem zuru¨ckgefu¨hrt
werden konnte. Dieses ließ sich dann mittels dynamischer Programmierung effizi-
ent lo¨sen. Die resultierenden Ablaufpla¨ne sind hinsichtlich der Anforderungen der
Anwender eines Echtzeit-Data-Warehouse-Systems optimal. In einer Reihe von Ex-
perimenten konnte weiterhin gezeigt werden, dass die multikriterielle Ablaufplanung
auch fu¨r das Online-Scheduling anwendbar ist. Die beiden ersten Ziele – die Ma-
ximierung der Datenaktualita¨t und die Minimierung der Anfragelatenz – wurden
somit im zuna¨chst einstufigen Fall gelo¨st.
Ablaufplanung in mehrstufigen Datenproduktionsprozessen Die mehrstufige Ab-
laufplanung wurde in Kapitel 5 betrachtet. In einer Reihe von Experimenten wurde
untersucht, unter welchen Bedingungen eine Ablaufplanung in komplexen Daten-
produktionsprozessen anwendbar ist. Dazu wurden die lokale und die globale Ab-
laufplanung als Extremfa¨lle gegenu¨bergestellt und deren Qualita¨t unter variierenden
Bedingungen miteinander verglichen. Das Ergebnis war, dass nur unter relativ ex-
tremen Annahmen, wie zum Beispiel sehr kurzen Datenproduktionsprozessen, dis-
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junkten Aktualisierungsmengen und ungleich verteilten Service-Leveln, die globa-
le Ablaufplanung einen signifikanten Mehrwert erzeugen konnte. Diese Annahmen
ko¨nnen jedoch zum Teil in konkreten Szenarien erfu¨llt sein, wie die Fallstudie in
Abschnitt 2.1 gezeigt hat. Die Art der anzuwendenden Ablaufplanung fu¨r mehrstu-
fige Datenproduktionsprozesse ist daher fallbasiert zu entscheiden. Die erarbeiteten
Empfehlungen ko¨nnen dabei als Leitfaden verwendet werden.
Analyse von Datenproduktionsprozessen Zur Analyse komplexer Datenprodukti-
onsprozesse wurde ein Visualisierungskonzept erarbeitet, mit dem die Entwicklung
der Datenqualita¨t u¨ber den Prozessverlauf hinweg dargestellt und untersucht wer-
den kann. Dafu¨r wurden die prozessierten Daten durch Anwendung eines Partitio-
nierungsschemas in eine einheitliche Datenstruktur u¨berfu¨hrt. Diese kann in Kombi-
nation mit den partitionierenden Dimensionen in eine Baumstruktur transformiert
werden. Aufgrund der Menge der darzustellenden Daten wurde die Tree-Map als
Darstellungsform gewa¨hlt, die besonders kompakt und skalierbar ist. Zur Explora-
tion der Daten wurde die Tree-Map um Standard-OLAP-Operationen erweitert, so
dass dem Anwender ein Werkzeug zur Verfu¨gung steht, mit dem explorativ Daten-
produktionsprozesse auf ihr Optimierungspotenzial hin untersucht werden ko¨nnen.
Datenstabilita¨t fu¨r die Berichtsproduktion Die operativen Datena¨nderungen in
Echtzeit-Data-Warehouse-Systemen erho¨hen zwar die Datenaktualita¨t, wie sie zur
Unterstu¨tzung operativer Prozesse notwendig ist, fu¨hren aber in der Berichtsproduk-
tion sehr schnell zu Inkonsistenzen. Zur Lo¨sung des Konflikts zwischen Datenaktua-
lita¨t und -stabilita¨t wurde in Kapitel 6 eine zusa¨tzliche Datenschicht, die Reporting-
Ebene, eingefu¨hrt, die das Echtzeit-Data-Warehouse-System von der Berichtspro-
duktion entkoppelt. Datena¨nderungen in dieser Schicht sind nur zu definierten Pu-
blikationszeitpunkten mo¨glich, wodurch die Datenstabilita¨t zwischen den Publika-
tionszeitpunkten garantiert ist. Dies ermo¨glicht auch den Einsatz vorberechneter
Aggregationen zur Beschleunigung der Standardberichtsproduktion. Die Granulari-
ta¨t wurde, anders als bei der Verwendung materialisierter Sichten, vereinheitlicht,
wodurch ein hoher Grad an Wiederverwendbarkeit erreicht werden konnte. Sowohl
Berichts- als auch Ad-hoc-Anfragen profitierten von den vorberechneten Aggrega-
ten. Die U¨berpru¨fung auf Vollsta¨ndigkeit bei der Anfrageverarbeitung wird durch
die Protokollierung der publizierten Daten sowie durch spezielle Anfragetechniken
garantiert.
Komprimierung von Nulltupeln Die korrekte Vollsta¨ndigkeitsbestimmung der Re-
porting-Ebene macht die Speicherung von Nulltupeln notwendig. Aufgrund der Du¨nn-
besetztheit der multidimensionalen Daten betra¨gt der Anteil der Nullwerte am Ge-
samtdatensatz jedoch 95% und mehr. Zur Minimierung des Speicheraufwands wur-
de daher ein Komprimierungsverfahren entwickelt, das im ersten Schritt sogenannte
Abha¨ngigkeitsregeln identifiziert und diese im zweiten Schritt zur Komprimierung
der Daten verwendet. Zur Laufzeit der Anfrage kann durch Anwendung partieller
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Dekomprimierungstechniken der Datensatz rekonstruiert werden. Dadurch ko¨nnen
die Daten der Reporting-Ebene auf einen Bruchteil ihrer Ursprungsgro¨ße reduziert
werden, ohne dass die Anfrageverarbeitung bzw. die Vollsta¨ndigkeitsbestimmung be-
eintra¨chtigt wird.
Durch den Einsatz der Reporting-Ebene in Verbindung mit der Nullwertkompri-
mierung kann der Erhalt der Datenstabilita¨t trotz der operativen A¨nderungen in
Echtzeit-Data-Warehouse-Systemen gewa¨hrleistet werden.
Ausblick
In der Praxis existiert bisher nur eine sehr begrenzte Anzahl von Data-Warehouse-
Architekturen, die Daten in Echtzeit integrieren. Jedoch sind zahlreiche Anwendun-
gen bekannt, in denen durch die Einbindung des Data-Warehouses in operative Pro-
zesse ein Mehrwert generiert werden kann. Laut einer Gartner-Studie [30] werden
bis 2010 30% aller BI-Funktionalita¨ten Daten mit einer Aktualita¨t von 15 Minu-
ten und ho¨her beno¨tigen. Die Ursache fu¨r die Zuru¨ckhaltung bei der Entwicklung
ist vielfa¨ltig. Zum einen sind Data-Warehouse-Systeme extrem komplex, wodurch
A¨nderungen an vielen Komponenten, wie den Quellsystemen, den ETL-Systemen,
den Analysewerkzeugen, der Datenrepra¨sentation usw., notwendig werden, um von
der Integration hochaktueller Daten zu profitieren. Unter Beru¨cksichtigung der ho-
hen Entwicklungskosten im Data-Warehouse-Bereich ist die Hu¨rde damit hoch ange-
legt. Zum anderen existieren Befu¨rchtungen, dass durch notwendige A¨nderungen und
Weiterentwicklungen die Datenqualita¨t und -integrita¨t leidet. Hier ist es die Aufgabe
der Unternehmen, die na¨chsten Schritte zu gehen und ihre Data-Warehouse-Systeme
entsprechend dem aktuellen Forschungsstand weiterzuentwickeln. Diese Dissertation
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