ABSTRACT Fine-grained image categorization is still a challenging computer vision problem in recent years. Most of existing methods highly rely on massive labeled data which are scarce in many real world applications. It should also be noticed that progressive learning demands of existing data is very common today. That is, we may pay attention to more fine-grained information (like arctic tern, black tern, buttercup or tulip) in an existing data set with labels like ''bird'' and ''flower''. It is reasonable to believe that the existing labels and model with transferable knowledge would be helpful to another related but different, fine-grained recognition task. In this context, an improved transfer deep learning approach with hierarchical multi-adversarial networks is proposed in this paper. With this approach, cross domain features are extracted by advanced deep encoders coarsely. After that, we annotate a small amount of images in the target domain, thereby creating the ''active labels'' which can provide instructions for adversarial learning. Then, the GANbased hierarchical model is utilized to select cross domain categories and enhance related features so as to facilitate an effective transfer. In order to exploit useful local features, a novel adaptive attention mechanism, Region Adversarial Network (RAN) which can select attention regions during adversarial learning and generate valuable fine-grained features, is introduced in the article. We call the proposed hierarchical framework ''Attentional Multi-Adversarial Networks (AMAN)''. Experimental results show that AMAN is able to augment cross domain features well-directly and build an effective classifier for fine-grained categorization in the target domain with fewer training samples and higher accuracies.
I. INTRODUCTION
Fine-grained image recognition task is very common in our everyday life. This problem is challenging for several reasons. On the one hand, high interclass similarity between different subclasses will make it hard to distinguish one sample from another. On the other hand, due to the fact that deep
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learning-based approaches need a large number of data for training, the labeled data about a specific subclass are always not sufficient in most practical applications [1] .
Fine-grained labels are valuable resource for many visual processing issues. A number of GAN-based image captioning methods need this kind of labels as conditional inputs [2] , while some typical cross modal image synthesis approaches also utilize fine-grained labels to improve their encoders for texts and pictures [3] , [4] . Subclass labels can also help us to prepare detailed descriptions for pictures since samples in a same subclass usually have same characteristics. In those state of art text-to-image generation models like StackGAN [5] , [6] and AttGAN [7] , detailed descriptions are necessary for a vividly generated picture.
Considering the difficulties of fine-grained image classification, scholars all around the world carried out many valuable works. In general, there are 2 ways to better fine-grained classifiers: taking advantage of useful local features in order to improve accuracies, and reducing the annotating work so as to build a generalizable algorithm. Most of the classical models need strong supervision signals like part annotations and bounding boxes to analyze the fine-grained details in the pictures [8] . Although advanced CNN-based architectures only need labels associated with subordinate categories, preparing enough labeled samples (more than 50% of each data set [9] , [10] ) is still a troublesome work. This paper focuses on weakly supervised methods with limited training samples and high utilization on fine-grained features.
From another perspective, large-scale labeled data sets like ImageNet [11] and MS COCO [12] have already been collected along with the development of information technology. In different industrial or life scenarios, an increasing number of pictures are annotated with coarse-grained or associated labels. Based on the hypothesis that pictures with related semantics always have shared features, it is valuable to design some effective models to exploit existing data and utilize the learnt information so as to process the new pictures in a fine-grained subset with less human work.
Learning coarse to fine with transferable knowledge -this is also consistent with the process that human perceive the world. There are various applications of this ''progressive learning'' in real-world scenarios. For example, in remote sensing field, the low-resolution images can be classified into ''urban'' and ''country''. With this kind of labels, we can further annotate related high-resolution images as ''building'', ''road'' or ''farmland'' [13] . In medical image processing, the first step should be the positioning and alignment of pictures associated with a special organ. Then the advanced picture analysis strategies can be utilized to perceive special features so as to obtain an appropriate diagnose. How to take a good use of hierarchical semantic information among pictures and labels is already become a research focus. Chen et al. adopted multi-instance multi-label learning to handle this problem [13] , [14] . Multi-Scale learning method is also embedded in many image processing tasks [15] , [16] . In most of these models, manual feature descriptors, or a number of labeled training samples are always necessary. Transfer learning can be a good solution to reduce restrictions like these for many fine-grained classification problems. In addition to transfer the shared features from ImageNet [11] to a specific field, it is also a good choice to use existing domain images effectively and transfer the features from one task to another, from source domain to target domain. This is the so called ''progressive transfer learning for fine-grained classification'' in this paper, as shown in Fig. 1 .
These years, it has been demonstrated that deep networks have strong ability to extract deep features. How to enhance and align the transferable features is an important issue in deep network-based transfer learning methods. The classic work is to retrain or fine-tune the pre-trained models obtained on ImageNet [11] . Based on it, many improved strategies such as maximum mean discrepancies constraint [17] , adaptation layer with domain confusion loss [18] et al. are embedded in deep networks to reduce domain discrepancy. Among these, generative adversarial learning is regarded as a promising and effective way for domain adaption and many achievements have been obtained on several benchmark data sets [19] , [20] . Different from existing GAN-based methods which only deal with the same categories between 2 domains, the scheme developed in this paper can also take advantage of shared features among different subclasses. In addition, improved attention mechanism is introduced to make use of partially sensitive information in the limited training samples so as to built an effective fine-grained classifier. The work in this paper is mainly inspired by [21] - [23] and [24] . General GAN-based domain adaption frameworks and their optimization methods are presented in [21] and [22] . The relax assumption for domain adaption and multi-GAN structure are proposed in [23] . Reference [24] designs an ingenious and effective attention mechanism which can be further developed in adversarial learning.
The main contributions of this paper can be listed as follows:
1) We outline the progressive transfer learning problem. In this problem, shared label space assumption is further relaxed, defining that the labels in target domain are groups of different labels related to source domain (but they are different, this is the so-called progressive transfer learning in this paper). Statistical results show that the shared features among the classes and linked subclasses are also very instructive for transfer. This meets the actual situation: the demands on image analysis is changing coarse to fine. 2) We design and propose an improved GAN-based progressive transfer learning framework, Attentional Multi-Adversarial Networks (AMAN) which would be introduced in section IV. This framework has 4 distinguished characteristics: 1) Instead of simply align features by a single GAN, a hierarchical structure with multiple GANs is designed to learn transferable information coarse to fine; 2) Feature extractor and generator are divided into 2 different but related parts in our model; 3) Built in few-shot adversarial learning, generators play an important role for fine-grained classification with new and related labels in target domain, different from existing methods which are more dependent on discriminators; The generators can enforce and map useful features into target domain, suitable for the progressive transfer learning; 4) SVMs are fine-tuned and embedded in the framework, substituting the last fully-connected layer. The proposed scheme is very suitable for fine-grained classification and its performance is excellent. 3) A novel attention mechanism, Region Adversarial Network (RAN) with improved ranking loss, is proposed in the article. With limited samples in target domain, the mechanism can adaptively select classification-valuable regions in the pictures and enhance them for fine-grained categorization. 4) Sufficient experiments are carried out on public data sets for fine-grained classification. Results show that our method is able to achieve state of art performance.
The rest of the paper is organized into following sections. In section 2, related works are summarized briefly. Existing adversarial discriminative domain adaption strategies are elaborated and analyzed in section 3. In section 4, the proposed progressive transfer learning scheme, Attentional Multi-Adversarial Networks (AMAN) is described in detail. Experimental analysis and the conclusion are given in section 5 and section 6 respectively.
II. RELATED WORK A. FINE-GRAINED IMAGE CATEGORIZATION
As a challenging problem in computer vision area, fine-grained image categorization aims to distinguish samples from more detailed subsets, such as ''Laysan albatross'' and ''Sooty albatross'' from ''Bird'' as shown in Fig.1 . Common benchmarks for fine-grained classification include CUB200-2011 (Caltech-UCSD Birds) [9] , Stanford Dogs [25] , Oxford Flowers [26] , Cars [27] and FGVC-Aircraft [28] data sets.
There are mainly 3 groups of approaches to handle fine-grained categorization. Before the popularization of deep learning, traditional methods depends on local features represented by HOG [29] and SIFT [30] , and suitable encoding approaches like VLAD [31] and Fisher Vector [32] . The main drawback of these strategies is that they are highly dependent on manual annotations (Bounding Boxes, Part locations et. al) which are very costly in many applications [8] , [33] .
The strongly-supervised deep learning method denotes CNN-based method with sufficient annotations. General pipeline of this strategy includes 3 steps: cropping images by annotations (like bounding boxes), extracting deep features by CNN or other modified deep learning models, and fine-tuning a simple classifier. Many useful skills such as pose normalization [10] , selective search [34] are utilized in these algorithms.
Compared with strongly-supervised models, another supervised way only needs the category labels which is more in line with general application scenarios [35] . Recent deep learning-based works show that this kind of methods can also achieve good accuracies. Due to the fact that local feature is the most important instruction for classification, almost all the methods like this aim to detect and exploit discriminative parts in images. Adaptive attention mechanism is a good choice to deal with this problem [24] , [36] , [37] . For most supervised algorithms, a certain number of training data with category labels are still necessary. How to keep the classification accuracy and reduce troublesome annotating work at the same time is still a challenging topic [38] .
B. GENERATIVE ADVERSARIAL NETWORKS
Since GAN was proposed by Goodfellow [39] , it shows powerful performance on many weak-supervised scenarios and becomes one of the most popular research topics in recent years. As illustrated in Fig. 2 , GAN is a two-player game with a generater G and a discriminator D. The generator tries to learn the feature distribution of samples and generate ''pseudo'' ones while the discriminator aims to distinguish the ''real'' samples from the generated.
The objective function of original GAN is written in equation (1) and equation (2) . After alternative training for G and D, the model is expected to achieve its goal that G can produce an image like the real one without priori hypotheses and D has a strong discriminating ability.
where P data (x) is the real distribution of data X and P z (z) is noise signal, such as gaussian noise.
Adversarial learning enable GAN to generate high-quality features and samples. This is very suitable for weaksupervised and even unsupervised tasks in which we often need a model to predict the missing labels.
The main improved models based on GAN include Deep Convolutional GAN (DCGAN) [40] , Conditional GAN(CGAN) [41] , Wasserstein GAN(WGAN) [42] et al. In DCGAN, CNN is utilized as the generator so as to handle most computer vision tasks and it is the most popular model in the past decade. To solve the vanishing gradient problem in GAN-based structure, a conditional variable is introduced in CGAN and weight clipping strategy is embedded in WGAN. This years, GAN is widely used in many picture enhancement and synthesis tasks and many dedicated algorithms such as LAPGAN for high resolution image reconstruction [43] , CycleGAN for image style transfer [44] , TP-GAN(Two-Pathway Generative Adversarial Networks) for image inpainting [45] , CoGAN(Coupled Generative Adversarial Networks) for domain adaption [46] et al.
C. TRANSFER LEARNING AND DOMAIN ADAPTION
Different from classical machine learning algorithms with the assumption that the training data and testing data are collected from same domain, transfer learning attempts to transfer the applicable knowledge from source domain to a new, different target area. This is a valuable topic since it is more in line with the real-world scenario. One the one hand, taking enough data in some specific applications, such as biomedical images, is very hard [47] . One the other hand, there are significant deviations among many existing data sets. Data gathered by different sensors will have totally different feature distribution and the classifier trained on one data set may has a poor performance on the other. With the development of machine learning techniques, multi-kernel learning [48] , reinforcement learning [49] , [50] and deep learning [51] approaches are all utilized in many transfer learning applications.
In reference [52] , transfer learning is divided into 4 groups: instance-based, feature-based, parameter-based and relational-based transfer learning. There are some definitions in transfer learning: a domain D, a task T and feature distribution X in the source domain and target domain respectively. They can be written as equation (3) and (4):
where χ is the feature space,
where Y is the label space according to the categories, f (·) is a predictive function which can be obtained by learning from feature vector and label pairs {(x i , y i )}. The main target of transfer learning is to obtain f (·) in target domain D t . Typically, domain adaption is a common transfer learning problem. In this problem, a few labels existing in target domain is approved. This is the so-called semi-supervised domain adaptation.
D. GAN-BASED DOMAIN ADAPTION
There is no debate that CNN can extract high-level features and it can be used to classify images combined with other classical classifiers like SVM. [53] analyzed the feasibility of a pre-trained deep model on ImageNet to be used on another task with very few data. [54] and [55] carried out ample experiments so as to discuss the differences among different CNN layers. [56] proposed a supervised representation learning method with KL divergence to enforce the feature distribution between the source domain and target domain. [17] introduced Multi-kernel Maximum Mean Discrepancies (MK-MMD) into CNN-based feature extracting model, adaptively transferring useful features. All these papers aim to find an approach with it the model can extract and transfer useful features.
However, due to the unbalanced distribution of data and the domain differences among features, directly transferring to target domain may weaken the classifier's ability. Many recent works focus on adversarial learning in order to mitigate the domain discrepancy in real applications [57] . Tzeng et al. pre-trained encoder using labeled data in source domain, then enhanced the target encoder by GAN so as to map the samples in the shared feature space [22] . They presented a general framework of unsupervised domain adaption. [19] designed a bi-directional GAN with two generative adversarial losses VOLUME 7, 2019 and the training process was along with source-to-target and target-to-source directions symmetrically. [58] employed adversarial learning to align feature distribution and utilized the presented model in semantic segmentation. [20] split domain discriminator into K class-wise discriminators according to the label probability distribution which could be obtained by label predictor. The model is able to enhance positive transfer in a fully unlabeled target domain. Based on it, [23] expended the method into patrial transfer learning scenario that the target label space is a subspace of the source label space. They also presented a class-level weighting method in order to remove the negative impact arisen from outlier classes in source domain. Other valuable works include introducing centroid alignment into adversarial adaptation method [59] , directly synthesizing data for classification [60] et al.
Based on the analysis mentioned above, it reasonable to believe that deep adversarial learning is a promising way to handle complex domain adaption and lighten the negative effects from domain shift.
III. ADVERSARIAL DISCRIMINATIVE DOMAIN ADAPTION
This paper is inspired by [21] and [22] which introduced adversarial learning for unsupervised domain adaption. During the alternative training, the mapping of samples is enforced into a shared space in which the domain discriminator D can not determine samples' domains correctly. Adversarial learning enable deep models represent and enhance shared features, then the model achieved in source domain can handle the data in a different target domain.
In general transfer learning, we need to train a classifier C on source domain with enough labeled data. The loss can be written as equation (5):
where C is the classifier, x s is the labeled data in source domain and y s is the related label; E means the mathematical expectation; F s is the feature exactor.
In order to expand the classification ability of C, transfer learning approaches try to establish the mapping of samples among different domains. Symmetrical transfer learning denotes the strategy that the source domain and target domain are mapped into a shared space, while in asymmetric transfer learning, the mapping is one-way, always mapping the target domain into source domain. There are many optimization constraints which can be introduced into adversarial transfer learning so as to obtain appropriate F and implement an effective transfer, such as [17] - [19] and [20] , aligning features or determining suitable layers for the shared feature space and parameters. In this paper, GAN-based structure is used to align and enforce the domain invariant features. 
A. SYMMETRICAL TRANSFER LEARNING WITH GAN
The model in [21] is typical symmetrical transfer learning method as shown in Fig. 3 . Feature extractor F is trained in both optimization process for classifier C and domain discriminator D.
In this method, the loss of D can be written as equation (6):
where D is the domain discriminator; X s , X t are samples in source and target domains; F is feature extractor; θ F are parameters to be optimized for an effective adversarial learning. Because of the opposite optimization goals of F(or G in this model) and D, a gradient reverse layer is introduced into symmetrical transfer learning [21] . Its function can be written as equation (7):
This is in line with the minimax objective O as (8):
The optimization process can be split into 2 parts. That is to keep D stable and optimize F, or to fix the parameters of F then optimize D as (9) and (10):
arg min
One disadvantage of this gradient reverse layer-based symmetrical domain adaption is that the training process for D may converge quickly and the gradient is likely to vanish later [22] . 
B. ASYMMETRICAL TRANSFER LEARNING WITH GAN
To address the vanishing gradient problem in GAN-based symmetrical transfer learning, Tzeng et al. improved L F and proposed many valuable frameworks for domain adaption [22] , [45] . It should be noticed that these strategies mainly focus on the unsupervised domain adaption. Since there is no labeled data in target domain, most of them try to map the samples from target domain to source domain by some constraints, like MMD [17] .
Typical GAN-based asymmetrical transfer learning framework, ADDA (Adversarial Discriminative Domain Adaption) [22] is demonstrated in Fig. 4 . In this scheme, 2 independent encoders, F s , F t , are designed for source domain and target domain respectively and there is no shared parameters between F s and F t . This is one difference between ADDA and the unsupervised domain adaption method mentioned in section 3.1.
The improved loss for discriminator, L D is written in (11), different from (6): (11) where D is the domain discriminator; X s , X t are samples in source and target domains; F s and F t are associated feature extractors; θ are those parameters in different parts of the model.
In ADDA, F s and C are fixed, only D and F t are optimized during the adversarial learning. This is the manifestation of asymmetrical transfer. Then, L F t is written as equation (12):
Compared with equation (6) and (7), these improved loss functions are able to slow down the convergence speed thereby keeping an appropriate gradient. The experiments in [22] show that the asymmetrical mapping (the mapping form target domain to source domain by F t ) can achieve the state-of-art performance, expanding the ability of classifier C (obtained in source domain as equation (5)) to the target domain.
Therefore, the parameters can be obtained during a alternative optimizations as (13) and (14):
All these unsupervised domain adaption approaches are based on one assumption: the categories in target domain are same to those in source domain. In many practical applications, this assumption is not valid.
IV. SEMI-SUPERVISED PROGRESSIVE TRANSFER LEARNING WITH ATTENTIONAL MULTI-ADVERSARIAL NETWORKS
The architecture of proposed Attentional Multi-Adversarial Networks(AMAN) is shown in Fig. 5 . There are 3 main parts in AMAN: feature extractor F, adversarial networks composed of a group of generators G and discriminators D, the classifiers in target domain
, n is the number of categories in source domain, G i and D i denotes the adversarial units with different scales. Different from existing GAN-based transfer learning approaches, 4 adjustments have been made in our framework.
A. HIERARCHICAL ARCHITECTURE OF AMAN
Due to the different label spaces in 2 domains, AMAN is a hierarchical model with 2-level structure considering the VOLUME 7, 2019 FIGURE 6. The performance of GAN-based hierarchical architecture on feature enhancement. After adversarial learning, the boundary is clearer, the texture is smoother and the local features become more distinct.
progressive transfer. We built a middle layer with n nodes, y 1 s , y 2 s , . . . , y n s , according to the label set in source domain as shown in Fig. 5 . n denotes n categories in source domain which can be predicted by the classifier C s . With this middle layer, shared features can be targeted to the related subclasses coarse to fine.
In AMAN, feature extractor F and generator G are split into 2 individual parts. F and C s can be optimized by cross entropy loss as equation (15):
where C s is the classifier, x s is the labeled data in source domain and y s is the related label; E means the mathematical expectation; F is the feature exactor.
F can extract coarse features, while C s can link the input sample x into the related group of fine-grained subclasses. Different from existing frameworks mentioned in section 3 which have only one adversarial learning unit, in AMAN, we designed many pairs of G and D with different scales (this will be explained in section 4.3). Similar to [20] and [23] , the multi-adversarial structure can effectively and directly link those related classes respectively thereby promote a positive transfer learning and suppress those negative transfers (unrelated classes). This is one important improvement in out model.
As discussed in section 3, asymmetrical structures are more suitable for domain adaption. AMAN is also an asymmetrical framework, however, not like ADDA et al. which map the samples from target domain to the source, AMAN links the features from source domain to the target because of the difference in the label spaces. As a result, the relative individual G plays more important role in AMAN. Actually, G enhance or even generator the valuable features for the fine-grained classification. The process is based on the extracted features f from F, then producing new features. The loss for this adversarial learning can be written in equation (16) and equation (17):
where G i are generators with different scales, D i are associated domain discriminators; i = 1, 2, . . . , n, n is the number of categories in source domain; X s , X t are samples in source and target domains; f s and f t are features generated by F, θ denotes the parameters.
Then we can optimize the parameters by a alternative process as (18) and (19) , similar to the optimization mentioned in section 3.2:
In AMAN, we keep a relative stable F, then apply the generators G to enhance those valuable features. Fig. 6 shows the feature maps before and after one generator in the proposed hierarchical framework. We superimpose the values from all the channels, it is obvious that after the feature enhancement by G, the picture become more distinctive.
B. ATTENTIONAL MULTI-ADVERSARIAL LEARNING
The discriminative details in the picture are necessary information for fine-grained classification. In order to detect this kind of parts and features, researchers conducted may valuable works such as designing fine-grained networks, like bilinear CNN [61] , or employing detection networks, like R-CNN [62] , to locate those useful object parts thereby building an accurate classifier [63] . These years, attention mechanism has been widely used in computer vision and natural language processing tasks. This mechanism aims to adaptively select those sensitive and salient information, exactly those valuable mini regions in the image.
Inspired by the region proposal network in faster-RCNN [64] and attention proposal network in RA-CNN [24] , we propose region adversarial networks(RAN) which can adaptively select discriminative region attention in the picture and enhance the relative features by G mentioned in section 4.1 with different scales.
RAN is built with two stacked fully-connected layers to predict the squares for classification. We also use 3 variables to indicate the square: t x , t y and t l . t x and t y denote the coordinates of the central point in the region, while t l indicates half of the side length of the square. Then the equation of RAN can be written as (20) :
where F denotes CNN-based feature extractor; G is the generator and D is the discriminator, i = 1, 2, .., n, n in the number of categories in source domain; j = 1, 2, . . . , m, m is the number of scales; R is the fully connected predictive network.
In this paper, we use 3-scale attentional regions:
In order to exploit local information and enhance valuable features, we suppose that the small-scale regions would be more discriminative. Therefore, AMAN should generate features associated with those small regions. That is to disable D for those small-scale ''pseudo data'', generating a bigger output(closer to 1). Then we can enforce related features to the target domain.
The optimization for RAN is also alternative. In addition to the adversarial learning loss as (16)-(19), we also design a pair-wise ranking loss for RAN. The loss can be written as equation (21) and (22):
where D j i denotes the discriminator for the ith category (in the source domain) with the jth scale.
For our feature enhancement task, along with the adversarial learning, all the outputs from D will be close to 1. This will cause the difficulty to optimize parameters and determine or adjust an appropriate margin. Therefore, the loss in (22) should be further improved. We record the 1 × 1 output χ of D j i (also the input of (D 
− e −χ j+1 e −χ j + e −χ j+1 + margin} (23) We use the same mask function S = (t x , t y , t l ) as [24] so as to determine the attention regions and generate gradients. The main differences between AMAN and RA-CNN [24] is that the instructive scores for attention proposal is achieved from D, instead of the classifiers. The attention region is determined during the adversarial learning. This is the reason why AMAN can obtain appropriate attention with very limited samples. We carried out experiments on CUB200-2011 data set [9] to evaluate the performances of RAN. The implementation details is written in section 5.1. The convergence curves of these 3 region propose losses, the loss of attention proposal network (APN) in [24] , the loss as equation (22) (RAN-1) , and the loss as equation (23) (RAN-2) are drawn in Fig. 7 . As shown in Fig. 7 , all these 3 ranking losses can converge with in 1000 epoches and determine the attention regions. The performance of RAN-2 is better with limited labeled pictures. With this RAN structure, a group of regional adversarial learning units (i × j pairs of G and D) are embedded in the AMAN framework, aligning and generating the features coarse to fine. Fig. 8 illustrates the effects of the AMAN with 3 different scales determined by RAN (feature maps before and after generators, shown in page 10). The valuable information is enhanced by our strategy, showing evident regional concentration. The parts in these new feature maps become smoother. It is reasonable to believe that those features are more suitable for fine-grained categorization.
C. SEMI-SUPERVISED LEARNING WITH ''ACTIVE LABELS''
Those algorithms analyzed in section 3 mainly focus on unsupervised domain adaption, considering the difficulties among certain special applications in which obtaining labeled data is hard. In most fine-grained categorization tasks, making a bit of labels is affordable with abundant professional knowledge. Therefore, semi-supervised learning is also a good choice.
Besides, there is no same label set in target domain for our progressive transfer learning problem. The differences of categories in 2 domains disable the totally unsupervised transfer learning since the effective mapping can not be established. In order to make use of the shared features between domains, we need to prepare ''active labels'' in target domain. This is corresponding to the concept of ''active learning'', actively VOLUME 7, 2019 selecting data which are valuable for classification and labeling them.
Preparing these labeled data is the first step in our pipeline. The limited but targeted information can promote an effective feature enhancement. In the fine-grained classification task for birds [9] , just needing 6 labeled pictures for each subclass, our model can predict with pinpoint accuracy. This will be described in section 5.
D. MULTI-SCALE JOINT REPRESENTATION AND FINE-TUNED SVM CLASSIFIERS
The proposed AMAN can extract features with different scales. We up-sample the small-scale mini feature maps obtained by AMAN and enlarge them to the original size, then carry out the adversarial learning on them. After that, a sample can be represented as equation (24):
where x 1 , x 2 , . . . , x j are j feature descriptors obtained by RAN with same dimension, j is the number of scales. With ''active labels'' mentioned in section 4.3, a group of SVMs can also be fine-tuned for a higher accuracy. In AMAN, we utilized the feature vectors as (24) , then reduce their dimensions by tSNE(t-distributed Stochastic Neighbor Embedding) algorithm [65] .
We visualize the embeddings of pictures in several subclasses in CUB200-2011(Caltech-UCSD Birds) [9] in Fig. 9  (shown in page 11) . It is vividly shown that after the feature enhancement, inter-class distances increases and intra-class distances for some subclasses, like mallard, are decreased.
The outlier points, like those in ''blue-jay'' subclass, also become fewer.
V. EXPERIMENTS A. IMPLEMENTATION DETAILS 1) EXPERIMENTAL SETUP
In order to proof the effectiveness of AMAN, we carried out several experiments on public fine-grained classification data sets. All the experiments are conducted on a server with two Intel Xeon(R) E5-2640K CPUs @2.4GHz, a 64GB RAM and two 11GB GeForce RTX 2080 Ti GPUs. Development environment is Pycharm on Ubuntu 18.04.1 system. We adapt TensorFlow1.12 deep learning library. (Except the experiments about RA-CNN [24] , the work is reproduced with Pytoch1.0.)
ResNet 101 [66] is selected as the feature extractor. For the SVM classifers, we use the output, the 100352-dimensional vector, from the 4th pooling layer of ResNet 101, then reduce its dimension to 1000. Therefore, the dimension of the vector in equation (24) is 3000.
The parameters for training are set as this: batch-size, 50; learning-rate, 0.0001; epoch, 6000; learning-rate-decay, 0.99. LeakyRelu is applied as the activation function in order to avoid the vanishing gradient. We also introduce the batch-normalization strategy to prevent over-fitting.
2) TRAINING STRATEGY
We initialize the convolutional layers as the pre-trained networks from ImageNet. For the first square to optimize RAN, we simply choose the highest response value (to determine the t x and t y ) in the last convolutional layer as mentioned FIGURE 9. The visualization of t-SNE embedding for 20 subclasses in CUB200-2011 [9] .
in [24] . t l is half of the original side-length of the picture. Other squares in smaller scales can also be initially determined as this. After that, we conduct a 3-step cyclical training process.
Step 1 We keep G and D stable, then update different attention regions by RAN;
Step 2 Attention squares and D are fixed, then G can be optimized to converge;
Step 3 Attention squares and G are kept unchanged, while D will be trained. Then we go back to Step 1.
For G, we use Adam optimization (β 1 = 0.9, β 2 = 0.999); while for D, we adapt SGD(Stochastic Gradient Descent) optimization (momentum = 0.9, weight-decay = 0.0001).
B. DATA SETS AND BASELINES
The comparative experiments are carried out on 3 challenging fine-grained image categorization data sets: Caltech-UCSD Birds (CUB-200-2011) [9] , Stanford Dogs [25] and Oxford Flowers [26] .
In this group of experiments, for our hierarchical AMAN, the main difference between the source domain and target domain is the task. We combine all these 3 data sets, then train them for a coarse classification (bird, dog or flower), constituting the task in source domain. In target domain, the task is changed into a fine-grained classification progressively.
Many outstanding methods in recent years are selected as the comparisons. They are: Part-RCNN [63] , PA-CNN [67] , FCAN [68] , TLAN [37] , DVAN [69] , NAC [70] and PDFR [71] . Part-RCNN [63] and PA-CNN [67] utilized part training annotations and obtained confident accuracies. FCAN [68] , TLAN [37] and DVAN [69] designed effective attention mechanism for regional perception. NAC [70] aimed to detect key points with higher response values by CNN; the points are always correlated with valuable regional information. PDFR [71] considered those specific patterns and designed effective filters for them; it also used fisher vector to encode filters. ResNet101 [66] is also utilized to deal with the fine-grained images to show the effect of feature extractors.
In addition, we compare the performance of AMAN to state of art domain adaption approaches, CoGAN [46] and ADDA [22] . It should be noticed that CoGAN [46] and ADDA [22] are mainly focus on unsupervised domain adaption. We choose the same feature extraction methods and training strategies as these 2 approaches, then utilize ''active labels'' mentioned in section 4.4 to supervise the adversarial learning, instead of using the unsupervised methods. We call them semi-supervised CoGAN (SCoGAN) and semi-supervised ADDA (SADDA). Another main difference between AMAN and these unsupervised approaches is the number of adversarial learning units. There are a group of G and D in AMAN.
The details of these 3 data sets are shown in table. 1. 
C. STATISTICAL RESULTS AND ANALYSES
Experimental results of different methods on these 3 data sets are listed in Table 2, Table 3 and Table 4 respectively. In the fine-grained classification of birds, part annotations can help the models, PART-RCNN [63] and PA-CNN [67] , to obtain higher accuracies than TLAN [37] and VOLUME 7, 2019 DVAN [69] . Compared with part annotation-based methods, attention-based model like TLAN [37] , DVAN [69] and FCAN [68] are more generalized. The fully convolutional attention strategy, FCAN [68] can even have a better performance than annotation-based methods. RA-CNN [24] perform best with the multi-scale combined features.
The adversarial learning-based methods, SCoGAN [46] and SADDA [22] show strong classification ability with limited training data. SADDA [22] obtains a similar accuracy to RA-CNN [24] with single scale.
Our AMAN performs better than SADDA [22] with the combination of different scales. Its accuracy is very close to RA-CNN [24] (0.07% lower). The main advantage of AMAN is that the labeled training samples are decreased significantly (only 6 pictures in each subclass).
For a randomly selected picture, ''blue-jay'', we superimpose all the feature maps from 512 channels in the 4th pooling layer and show them in Fig. 8 . The visualization of feature enhancement by G is shown in Figure. 10 (64 channels' feature maps from the first pooling layer) and Figure. 11 (512 channels' feature maps from the 4th pooling layer). On the Stanford Dogs [25] data set, it is obvious that RA-CNN [24] performs better than previous methods. AMAN achieves a higher accuracy then other adversarial learning-based approaches. Our framework with 1 scale(scale 2) have a better accuracy than NAC [70] , PDFR [71] and DVAN [69] . The contrast of individual GAN and AMAN indicates that the hierarchical structure has the advantage in feature enhancement. AMAN with joint features (3 scales) and SVM has the best performance.
We also make the synthetic pictures (''dog-labrador'') with 512 feature maps obtained from the 4th pooling layer and show it in Fig. 12 . Obviously, AMAN has enhanced the valuable regional features(eyes, ears, nose and mouth). All the 64/512 channels are shown in Figure. 13 and Figure. 14.
In the experiments on Oxford Flowers [26] data set, AMAN obtains better results than SCoGAN [46] and SADDA [22] . The disparities between AMAN with different scales and related RA-CNN are very small. SVMs integrated AMAN also obtains the best accuracy. When the categories in target domain become fewer, the performance of AMAN becomes better.
Similarly, the synthetic feature maps made by 512 channels' values in the 4th pooling layer of a ''flower-tulip'' sample are shown in Fig. 15 . All the channels(64/512) are shown in Figure. 16 and Figure. 17.
D. DISCUSSION
In above experiments, we compare our AMAN with classical and state-of-the-art fine-grained image classification VOLUME 7, 2019 FIGURE 14. 512 channels' feature maps of a ''labrador'' picture. models. These models can be divided into 3 groups: (1) supervised models with part annotations; (2) weakly-supervised models that only need category labels; (3) semi-supervised GAN-based models with limited training samples. Compared with supervised models like PART-RCNN [63] and PA-CNN [67] , AMAN has a better performance, almost 3% higher in accuracy on CUB-200-2011 [9] data set.
In models like TLAN [37] , DVAN [69] , FCAN [68] and RA-CNN [24] , different attention mechanisms, e.g., object-level and part-level attention [37] , fully convolutional attention [68] , are embedded in CNN-based structures. Attention mechanisms help these methods have good performance without part annotations. On Stanford Dogs [25] data set, DVAN [69] obtained 81.52% accuracy and FCAN [68] obtained 84.17%. AMAN outperforms them by almost 6% and 4% respectively. There are similar attention mechanisms in RA-CNN [24] and AMAN, experimentally better than other attention mechanisms mentioned in this article. The introduction of pair-wise ranking loss generates multi-scale features for classification. In AMAN, we propose an improved loss which is more stable so as to keep gradients from D. With competitive accuracies (AMAN performs best on Stanford Dogs [25] and Oxford Flowers [26] data sets), the training samples of AMAN are only 20% of those for almost all the supervised methods. In the comparative experiments on GAN-based adversarial learning methods, SCoGAN [46] , SADDA [22] and AMAN, it can be seen that SCoGAN [46] and SADDA [22] have obtained comparable accuracies on all these 3 data sets in semi-supervised fashion (20% training set). SADDA [22] has better accuracies, higher than TLAN [37] by 4.25%, DVAN [69] by 3.2% on CUB-200-2011 [9] ; higher than DVAN [69] by 1.69% on Stanford Dogs [25] . The performance of our AMAN is more excellent, exceeding SADDA [22] by 3.07%, 4.92% and 3.88% on CUB-200-2011 [9] , Stanford Dogs [25] and Oxford Flowers [26] respectively. The hierarchical architecture and multi-scale attention mechanism in AMAN are very effective.
Our experiments show that in AMAN, adversarial learning is able to refine features so as to reduce training samples significantly, while the multi-scale attention mechanism can help the model achieve excellent performance. The advantage of AMAN is reasonable since different modules (CNN, GAN and SVM) are integrated and the models can be further trained in the added middle layer(training for the coarse classification). This may cause the overuse of computing resources. The training time for all these 3 data sets in our server is approximately 31 hours, still affordable. We believe that AMAN's shortcoming can be further improved with the development of advanced computing hardware. Fig. 18 shows the process that during the alternative training, the presented RAN(region adversarial networks) can determine the scales gradually. In our experiments, scale 2 and scale 3 are proposed by RAN. The features in scale 1 are produced by cropping original pictures according to specified size.
E. ATTENTION VISUALIZATION
We also visualize the performance of AMAN on feature refinement. As shown in Fig. 19 (corresponding to Fig. 8) , after adversarial learning, the discriminative features (regions) are more distinct. The higher the response values are, the brighter the regions in pictures. Fig. 19 which demonstrates the results of feature enhancement by AMAN, in Fig. 20 , we list the attention maps of 2 typical pictures generated during the adversarial learning process. It is obvious that the features are enhanced effectively step by step.
Different from

F. ADDITIONAL EXPERIMENTS FOR EVALUATION ON AMAN WITH CONDITIONAL ENTROPY
It has been experimentally verified that in un-supervised domain adaption methods, although the features are enhanced by adversarial training, the boundary after adaptation may fail the manifold since there is no control on the module. We further improve AMAN by the introduction of additional information as the Condition, similar to reference [2] . We call this improved model ''CAMAN''. That is to modify equation (16) to (25) ,
− E x t ∼X t [log(1 − D i (G i (f t |y t )))], (25) where G i are generators with different scales, D i are associated domain discriminators; i = 1, 2, . . . , n, n is the number of categories in source domain; X s , X t are samples in source and target domains; f s and f t are features generated by F; θ denotes the parameters; y s , y t are related labels in source domain and target domain.
We list the experimental results in Table 5 . In these experiments, we adopt 3 scales and SVM classifier.
It is clearly that the introduction of conditional entropy can further improve the performance of AMAN. In further work, we will pay more attention on strategies that can keep the manifold appropriately and refine the features more pointedly.
VI. CONCLUSION
In this paper, we propose a novel deep transfer learning framework, AMAN, for fine-grained categorization. Different from conventional image recognition approaches, hierarchical structure and multi-adversarial learning units are designed in the framework. We summarize the popular adversarial learning-based domain adaption methods and carry out enough experiments to evaluate our strategy. Experimental results show that the proposed AMAN is able to handle few shot classification task with fine-grained labels progressively. It can obtain a higher accuracy with very few training data, suitable for the progressive transfer learning problem.
AMAN is a 2-step transfer learning method. In addition to transfer the parameters from pre-trained networks, like [53] , deep feature extractors are further optimized on domain images coarsely in order to exploit shared information. Compared with the classical methods, e.g. [63] and [67] , AMAN does not need additional annotations (bounding boxes). Due to the utilization of the knowledge and ''coarse'' labels in source domain, AMAN can obtain a higher accuracy with very fewer training data (only 20%) than existing weakly-supervised methods (e.g. [68] and [69] ), suitable for the progressive transfer learning problem.
Not alike those state-of-the-art adversarial domain adaption methods like [21] and [22] , in AMAN, generators (or feature enhancers) play a more important role than discriminators. These generators are embedded in deep feature extractors. They can enhance or even generate features welldirectly, aligning distinguishing features in target domain. Besides, the attentional and multi-scales-joint representation is integrated in adversarial learning which can use regional details effectively and boost the accuracy. Along with the increasing of attention scales and labeled data, the performance of AMAN become better.
Our future work will focus on (1) modified models for stable and targeted feature refinement, (2) 
