Abstract. The prime number theorem gives the following asymptotic for the n-th prime: pn ∼ iL(n), where we are calling iL the inverse to the logarithmic integral function, Li. Letπ(x) denote the number of primes p ≤ x with p = [iL(n)] for some n. We say that these primes hit the value suggested by the prime number theorem "on the nose". Using exponential sums, we show
Introduction
It is a folklore conjecture that any integer-valued function should contain infinitely many primes, so long as no devastating obstacle presents itself (for instance, it would be quite extraordinary if one could find many primes in the sequence {n 2 − 1}). Dirichlet answered this question completely in the case of lines, and none since has succeeded for a single higher-degree polynomial. Iwaniec [4] showed that there are infinitely many almost primes (numbers with at most two factors) in the sequence {n 2 + 1} and similarly in any admissible one-variable quadratic polynomial. Allowing two variables, there are the famous results of Friedlander and Iwaniec [1] that there are infinitely many primes in X 2 + Y 4 , and the corresponding theorem of Heath-Brown [3] for the even sparser polynomial X 3 + 2Y 3 . In the 1950's, Piatetski-Shapiro [7] gave an interpolation between Dirichlet's primes in arithmetic progressions and the higher degree case via the sequence {[n c ]}. Here [x] is the integer part of x and c is any constant in some interval [1, c 0 ). Clearly there are no primes when c = 2 but it is believed that c 0 = 2 is the correct upper bound. Piatetski-Shapiro succeeded with c 0 = 12 11 ≈ 1.0909 . . . , and then improvements of Kolesnik [6] , Heath-Brown [2] , and Rivat [8] (among many others) brought it to the current record, c 0 = 2817 2426 ≈ 1.1612 . . . due to Rivat and Sargos [9] .
The quantitative result is of course an asymptotic formula. Let π c (x) represent the number of primes p ≤ x with p = [n c ] for some n. Then these theorems
While the common interpretation of Piatetski-Shapiro's theorem is an instance of primes in a higher order polynomial, we prefer to say that it demonstrates the independence of the exponential function n c and the random process of the primes. More precisely, the fraction of c-th powers to all numbers up to x is roughly x while the corresponding probability for primes is 1 log x . The two events (hitting a prime or a c-th power) are independent if the probability of the intersection is the product of the fractions, namely
x log x . But this is nothing more than that corresponding asymptotic for the count, π c (x) ∼
In the present work we are concerned not with improving the value of c 0 but with the opposite direction -decreasing the exponent down to a log. So we would like to find primes in the sequence {n log n}. Actually, the Prime Number Theorem gives the asymptotic formula for the n-th prime, p n ∼ iL(n) where we are (somewhat facetiously) calling iL the inverse to the logarithmic integral function,
The following expansion can be found for example in [11] :
iL(x) = x log x + x log log x − x + x log log x − 2 log x + . . . .
Letπ(x) denote the number of primes p ≤ x which hit the prime number theorem "on the nose", p = [iL(n)] for some integer n. Our main result is
Our interpretation is again that the sequence [iL(n)] is independent of the process of the primes. This is our reason for choosing to write the first equality in Theorem 1.1. There is the same proportion of elements of [iL(n)] and primes less than x, namely
x . Multiplying these probabilities gives the fraction
and the count forπ(x) as above. In some sense, this is completely expected, but in another sense, it is a bit surprising -the process of the primes is independent of its average value.
The proof follows analogously to Piatetski-Shapiro's and uses the techniques of estimating exponential sums and integrals. It seems that the result follows more easily, though, presumably because the sequence iL(n) is much less sparse than the exponential sequence. H||θ|| ) = h∈Z a h e(θh) and
We are using the standard notation: ||θ|| is the distance to the nearest integer, ||θ|| = min k∈Z |θ − k| and e(x) = e 2πix . In the above, H is a parameter which we will choose later.
So we have:
Since Li ′ (x) = 1 log x , we use the Taylor expansion:
By partial summation and the prime number theorem,
Therefore it suffices to show that
Actually, we will be able to show that not just the difference, but the individual sums are small; in fact, we will find a power savings! Thus Theorem 1.1 will follow once we demonstrate Lemma 2.1.
n≤N {Li(n)} ≪ N 2 3 +ǫ for any ǫ > 0.
We have replaced x by N to reserve the former for a real-valued variable. By the expansion (2.1), we break the sum above into Σ I + O(Σ II ) with
We now require the following estimate
Proof. The estimate Σ < N is trivial. We use [10] , we find that
Putting this into Σ I , we find:
For Σ II , we rely on the estimate (2.2)
Setting H = N 
Conclusion
Despite our colloquial use of "on the nose", we should point out that p = [iL(n)] need not be the n-th prime, though we believe that most of the time, this should be correct. It would be interesting to investigate just how often a prime on the nose can actually intrude on a neighbor's expected value. Also, as a result of the current investigation, the author became interested in the following question. Can one obtain a lower bound for the, say, Lebesgue measure of the set of t ≤ x for which |π(t) − Li(t)| ≤ c √ t? An affirmative answer would say that the Riemann Hypothesis is true for a positive proportion of values. This question should be somewhat analogous to Selberg's theorem that a positive proportion of the zeros of the Riemann Zeta Function lie on the critical line, though the author is not aware of a way to relate the two statements. Another direction of further research is to attempt a theorem along the lines of Green-Tao to find three-term (or longer) arithmetic progressions of primes on the nose. We hope to pursue these matters in the future.
