In this paper, we consider the Cauchy's problem of global existence and scattering behavior of small, smooth, and localized solutions of cubic fractional Schrödinger equations in one dimension,
Introduction and Main results
In this paper we study the Cauchy's problem of nonlinear fractional Schrödinger equations " iB t u´p´∆q α 2 u " c˚|u| 2 u, pt, xq P R`ˆR, u| t"0 " u 0 pxq, (1.1) where u : R`ˆR Ñ C, u 0 pxq : R Ñ C and c˚P R.
The model (1.1) was shown by Laskin [24] in quantum mechanics. Namely, the quantum mechanics path integral over Brownian trajectories leads to classical Schrödinger equations (α " 2), and the path integral over Lévy trajectories leads to fractional Schrödinger equations (1 ă α ă 2).
The Cauchy's problem for nonlinear classical Schrödinger equations has been studied extensively. For instances, to prove the global existence of Cauchy's problems for a class of classical Schrödinger equations (1.2) iB t u´∆u " |u| p´1 u, pp ą 1q, there are basically two approaches, namely, Strichartz estimates and vector-fields methods. In the aspect of Strichartz estimates, the dacay estimate of linear part possesses fundamental importance. For p is large enough, one can use Strichartz estimates to prove the global existence of small solutions; for small p, the structure of nonlinear terms starts to play a crucial role. More precisely, two values of p are particularly important-the Strauss exponent ? n 2`1 2n`4`n`2 2n [30] and the short range exponent 1`2 n . For p is larger than the Strauss exponent, it has been proved by Strauss [30] that global solutions exist of (1.2) for small initial data, and furthermore, the solution scatters in a certain sense. For p ą 1`2 n , the solution becomes asymptotically free, and wave operators can be constructed in general for small data in [8, 27] . But the situation is quite different for 1 ă p ă 1`2 n , and we refer the readers to see the interesting work [28, 17] of Ogawa and Hayashi-Naumkin respectively. Meanwhile, McKean and Shatah in [26] proved the global existence of solutions to (1.2) by using vector-fields methods. The key in their paper is to prove global Sobolev inequalities, which is similar to that for the wave equation obtained in [22] by Klainerman. For p " 1`2 n , Germain etc. in [11] proved the global existence and scattering of small solutions for 2D quadratic Schrödinger equations using the idea of space-time resonance, where the Fourier analysis they developed is essentially a new point. For other nonlinearities relying on u,ū, ∇u, ∇ū to (1.2), there are some known results addressing global existence and asymptotic behavior of solutions. The readers could see [4, 10, 18, 21, 6, 7, 16, 32, 33] for referring.
However, concerning the Cauchy's problem of linear fractional Schrödinger equations (1.3) iB t u´p´∆q α 2 u " F pt, xq, pt, xq P R`ˆR n , the vector-fields method for classical Schrödinger equations may not be used directly and Stricharz estimates are also not apparent. Despite that, there are some key developments for nonlinear fractional Schrödinger equations. For instances, Guo and Huo in [13] showed that global solutions to (1.1) exist in one dimension for 1 ă α ă 2, where tri-linear estimates in Bourgain space played a important role. Later, Guo etc. in [15] proved the global existence of radial solutions in critical energy spaces to (1.3) (α P p n n´1 , 1q, n ě 2) with power-type nonlinearity. Recently, Cho etc. in [5] proved inhomogeneous Strichartz estimates for (1.3) (n ě 2) in the radial case, and they applied this to establish the global well-posedness theory for a class of potential nonlinear fractional Schrödinger equations. There are also some other interesting results for nonlinear fractional Schrödinger equations, see references [14, 1, 12] for details.
For Cauchy's problem (1.1), we are asking for which α we can obtain a global solution in some Sobolev spaces, given that initial data satisfy smallness conditions. Since the pointwise decay is just t´1 2 , it seems that one could only prove almost global existence of small solutions. Ionescu and Pusateri presented a pioneer work for us in [20] . Establishing dispersive linear estimates and identifying a suitable nonlinear logarithmic correction, they proved the global existence and scattering of small, smooth solutions of (1.1) for α " 1 2 . However, the long time behavior of solutions to (1.1) is not very clear for α P p0, 1 2 q Y p 1 2 , 1q. In case α P p0, 1 2 q Y p 1 2 , 1q, we could not get the conclusion of global small solutions if we use directly dispersive estimates devised in [20] . Those push us to establish appropriate dispersive linear estimates to equations (1.1) for general α. Considering different value of α, the stationary point of phase is different. At the same time, we also need enough time decay rate in dispersive estimates. Therefore, how to set the time decay rate for general α plays a crucial role. Exploring stationary phase methods deeply, we give a modified dispersive estimate (see Lemma 3.1), which is suitable for all α P p 1 3 , 1q. We then use it to prove the global existence of small solutions for (1.1) by bootstrap arguments and energy estimates. In this process, the Z norm(the definition of Z see (1.5)) of middle frequency of solution is the most difficult part (see (5.6 ) and Lemma 5.5). Considering nonlinear structures of (1.1), we could go through these difficulties using space-time resonance analysis. Here, the concrete Fourier analysis techniques is a developing idea of Germain-Mausmoudi-Shatah and Ionescu-Pusateri.
The goal of this paper is to prove the global existence and scattering behavior of small solutions for cubic fractional Schrödinger equations in one dimension for α P p 1 3 , 1q. Our result is as follows.
Theorem 1.1. Let α P p 1 3 , 1q and N 0 " 100. For any fixed α, we choose p 0 P p0, 1 1000 s such that α ď 1 1`2p0 . Assume 0 ă ε 0 ă 1 and u 0 P H N0 pRq satisfying
Then there is a unique global solution u P Cpr0,`8q, H N0 pRqq of Cauchy's problem (1.1).
In addition, let f ptq " e itp´∆q α 2 uptq. Then there exists a universal positive constant C such that the following bound
hold. Moreover, the solution possesses the scattering behavior: there is p 1 ą 0 and w P L 8 with the property that
p1`tq p1 ||p1`|ξ|q 10 e iHpξ,tqf pξ, tq´wpξq|| L 8 ξ ď Cε 0 , where (1.8) Hpξ, tq :" c 0 c˚|ξ| 2´α ż t 0 |f pξ, rq| 2 dr r`1 , c 0 " 2π αp1´αq .
Notations: The notation A À B means A ď CB for some universal constant C independent with A, B. We also denote k`:" maxt0, ku for integer k.
The plan of this paper is as follows: in Section 2, we prove Theorem 1.1 as a result of a bootstrap argument based on the local existence and dispersive estimate. In Section 3, we prove the dipersive estimate using stationary-phase method. In Section 4, we introduce some preliminary estimates. Combining basic energy estimates and space-time resonance, we conclude the bootstrap argument in Section 5.
Proof of Theorem 1.1
We plan to prove Theorem 1.1 using local existence theorem and bootstrap arguements. To begin with, we have Theorem 2.1. Local well-posedness (1) For given u 0 P H 4 pRq, there exists a constant T 0 ą 0 determined by ||u 0 || H 4 pRq and a unique solution u P Cpr´T 0 , T 0 s, H 4 q to Cauchy's problem (1.1).
(2) Let N ě 4, u 0 P H N pRq, and u P Cpr´T 0 , T 0 s, H 4 q be a solution in (1) . Hence, u P Cpr´T 0 , T 0 s, H N q and
Proof. Using a standard fixed-point theorem in space
then there a unique solution u P Cpr´T 0 , T 0 s, H 4 q to Cauchy's problem (1.1).
The estimate (2.1) is from
0q is a solution for Cauchy's problem (1.1), and the initial data u 0 satisfying
Under assumptions of p 0 P p0, 1 1000 s and
we could get estimates
Modified dispersive estimates
In this part, we will prove dispersive estimates using phase decomposition methods, which is a modified version compared with the dispersive estimate for α " 1 2 in [20] . Lemma 3.1. Let α P p 1 3 , 1q. For @t P R`, we have the dispersive estimate
Proof. Let ϕ : R Ñ r0, 1s be an smooth function supported in r´2, 2s and ϕpxq " 1 for x P r´1, 1s. Denote
In general, we define
where m, k P Z, m ď k. To prove Lemma 3.1, we need prove that the estimate
For low frequency part, it's not hard to get
whereP k f pξq "f pξqϕ k pξq. The operator P k is also called the Littlewood-Paley operator, and we will use it frequently in the whole paper.
For high frequency part, we have
Therefore, it remains to prove
Let Φpξq " t|ξ| α`x ξ. Then we have
Assume that t ě 1, from (3.4) we obtain
In fact, we could estimate
Case 1 : p 0 ď α ď 1 2 , we can get
Therefore, it suffices to prove
Let l 0 denote the smallest integer with the property that 2 2l0 ě t´12 kp2´αq and we have
Using (3.4), we obtain
Therefore,
Moreover, for Φ 1 pξq´Φ 1 pξ 0 q " Φ 2 pηqpξ´ξ 0 q, η P pξ 0 , ξq, we get |Φ 1 pξq| Á |t|2´k p2´αq 2 l whenever |ξ| « 2 k and |ξ´ξ 0 | « 2 l .
For l ą l 0 , we integrate J l pξq by parts
and it follows that
As a result, we have
Preliminaries
In this section, we will introduce some basic estimates and commutator.
Let P j is the Littlewood-Paley operator andf j "P j f , j P Z. We denote
where Ψpξ, η, σq :" |ξ| α´| ξ´η| α´| η´σ| α`| σ| α . Using Littlewood-Paley decomposition, we have Ipξ, tq " ř k1,k2,k3PZ I k1,k2,k3 pξ, tq. Here
Without loss of generality, we assume k 1 ď k 2 ď k 3 .
We also introduce the following estimates based on assumption (2.2), which will be used throughout our paper. In view of assumption (2.2), we could deduce that
for any l P Z and s P r2 m´2 , 2 m`1 s Ş r0, T s.
for some A P p0, 8q. Then for any pp, q, rq P tp2, 2, 8q, p2, 8q, p8, 2, 2qu, we have
uptq and u is the unique local solution of (1.1). Under the assumption of Proposition 2.1, for any l P Z and s P r2 m´1 , 2 m`1 s Ş r0, T s, we have
Proof. Firstly, we have B tf pξ, tq "´ip2πq´2c 0 Ipξ, tq. We just need prove
Using (4.2), for n P Z, we have
Using dispersive estimate in Lemma 3.1, we get
On the other hand, we have
To achieve our goal, we use phase decomposition 
Thus, we could conclude the proof of (4.8).
As for estimate (4.9), we will divide it into several cases.
Case 1 : For l ě 0, by passing to the physical space and estimating the two highest frequency components in L 2 and the lowest frequency component in
Case 2 : For l ă 0. if k 1 ď maxtl,´mu`10 or k 3 ě m 10 , it's similar with Case 1. Case 3 : For l ă 0 and maxtl,´mu`10 ď k 1 , k 2 , k 3 ď m 10 , therefore |k 2´k3 | ď 4. Let χ be a smooth, cut-off function χ : R Ñ r0, 1s supported in r´1 1 10 , 11 10 s and equal to 1 in r´9 10 , 9 10 s. We define
To estimate J 1 we integrate by parts in σ. Recall the definition of Ψpξ, η, σq, which shows that |B σ Ψpξ, η, σq| À 2 pα´1qk2 . Integrating J 1 by parts in σ, we get
Using (4.2),(4.3),(4.4), we deduce that
Thus, we finish the proof of this Lemma. Here rA, Bs :" AB´BA.
Proof. It is easy to check rS, iB t s "´αiB t ,
and for any smooth g with compact support,
As a result, we get rS, iB t´p´∆ q α 2 s "´αipiB t´p´∆ q α 2 q.
Proof of Propositon 2.1
In this section, we will give the proof of Propositon 2.1 combining basic energy estimates and space-time resonance.
Lemma 5.1. For any t P r0, T s, we have
Proof. If t " 0, we have
For any t P p0, T s, we assume that
By the assumption (2.2) and Lemma 3.1, it follows easily that
Using the bootstrap arguement, we conclude the proof of (5.1).
Lemma 5.2. With the same assumptions in Proposition 2.1, we have, for any t P r0, T s,
Proof. Following basic energy estimate (2.1) and dispersive estimate (3.1), for any t P r0, T s, we have
Therefore, we have
Lemma 5.3. With the same assumptions in Proposition 2.1, we have, for any t P r0, T s,
Proof. Let f ptq " e itp´∆q α 2 uptq, t P r0, T s and we have
Therefore, it follows
Lemma 5.4. With the same assumptions in Proposition 2.1, we have, for any t P r0, T s,
Proof. For any t P r2 m´2 , 2 m`1 s X r0, T s with m P Z`, |ξ| P r2 k , 2 k`1 s with k P Z and k P p´8,´5p 0 mq Y p5p 0 m,`8q,
As a result,
It remains to prove for k P r´5p 0 m, 5p 0 ms
Note that the contribution of space-time resonances lie in the points where Ψpξ, η, σq " B η Ψpξ, η, σq " B σ Ψpξ, η, σq " 0.
Therefore, the spacetime resonance arises in pξ, η, σq P tpξ, 0, ξq, pξ, 0,´ξqu. Fortunately, these points are not absolutely integrable in time. This is to a large extent the key of establishing (5.6) for k P r´5p 0 m, 5p 0 ms.
To achieve this goal, we recall where Hpξ, sq " c 0 c˚|ξ| 2´α ş s 0ˇf pξ, rqˇˇ2 dr r`1 and c 0 " 2π αp1´αq .
We will prove Lemma 5.5 in different cases.
Lemma 5.6. The bound (5.7) holds provided that
Proof. Using the fact that k P r´5p 0 m, 5p 0 ms, we have when k 3 ě 1`53p0
If k 1 ď´4m, we get
where we use (4.2) and (4.4).
Moreover, using (4.9), we havěˇˇˇˇ| ξ| 2´αf k1 pξ, sqf k2 pξ, sqf k3 p´ξ, sq s`1ˇˇˇÀ
Lemma 5.7. The bound (5.7) holds provided that |k| ď 5p 0 m, (5.9) To achieve this goal, we will integrate by parts with respect to η in the formula (5.14) . Note that |B η Φpξ, η, σq| " α |sgnpξ`η`σq| |ξ`η`σ| α´1´| ξ`η| α´1 |sgnpξ`ηq| (5.15) Á 2 l2 2 kpα´2q , (5.16) where |ξ`η| « 2 k , |ξ`η`σ| « 2 k , |σ| « 2 l2 .
Then we have |J l1,l2 pξ, sq| ď |J l1,l2,1 pξ, sq|`|F l1,l2,1 pξ, sq|`|G l1,l2,1 pξ, sq| ,
e isΦpξ,η,σqf k1 pξ`η, sqf k2 pξ`σ, sqBf k3 p´ξ´η´σ, sqm 1 pη, σqdηdσ and m 1 pη, σq " ϕ plq l1 pηqϕ l2 pσq sB η Φpξ, η, σq ϕ rk1´2,k1`2s pξ`ηqϕ rk3´2,k3`2s pξ`η`σq.
To estimate F l1,l2,1 pξ, sq, we first writê bpηq " e´i s|ξ`η| α Bf k1 pξ`η, sq, gpσq " e´i s|ξ`σ| αf k2 pξ`σ, sqϕp σ 2 l2`4 q,
hp´η´σq " e is|ξ`η`σ| αf k3 p´ξ´η´σ, sqϕp´η´σ 2 l2`4 q.
Use (4.2), (4.10),(4.11), we have
It is easy to verify, comparing with (5.15), that m 1 satisfies the stronger estimate (5.18) |B η m 1 pη, σq| À p2´m2´l 2 2 kp2´αq q2´l 1 1 r0,2 l 1`4s p|η|q1 r2 l 2´4 ,2 l 2`4s p|σ|q.
Therefore, we get ||F´1m 1 || L 1 À 2´m2´l 2 2 kp2´αq .
Note that since 2´l 2 2 À 2 kp 1 2´α 4 q 2´m 4 and |k| ď 5p 0 m, we have |F l1,l2,1 pξ, sq| À ||b||
Similarly, the following holds |G l1,l2,1 pξ, sq| À ε 3 1 2´m2´p 0m 2´1 0k`.
As for J l1,l2,1 pξ, sq, integrate by parts again with respect to η, Compared with m 1 , m 2 satisfies the stronger bounds (5.20) |m 2 pη, σq| À p2´m2´l 1´l2 2 kp2´αq qp2´m2´l 2 2 kp2´αq q1 r0,2 l 1`4s p|η|q1 r2 l 2´4 ,2 l 2`4s p|σ|q.
(5.21) |B η m 2 pη, σq| À p2´m2´l 1´l2 2 kp2´αq qp2´m2´l 2 2 kp2´αq q2´l 1 1 r0,2 l 1`4s p|η|q1 r2 l 2´4,2 l 2`4s p|σ|q.
Considering |k 1´k3 | ď |k 1´k |`|k 3´k | ď 8, we get |F l1,l2,2 pξ, sq|`|G l1,l2,2 pξ, sq| À ||b||
Noticing the estimate (5.21), we could estimate J l1,l2,2 pξ, sq by
We could get the desire estimates using the same methods as in Case 1. Therefore, we have |J l1,l2 pξ, sq| À 2´mε 3 1 2´3 p0m 2´1 0k`. Case 3 : l 1 " l 2 "l.
Using the decomposition (5.13) , it suffices to prove that
By Taylor expansion, we geťˇˇˇΦ pξ, η, σq´αpα´1q ησ |ξ| 2´αˇÀ 2 kpα´3q p|η|`|σ|q 3 .
Therefore, by the L 8 bounds in (4.4), we havěˇˇJl ,l pξ, sq´J 1 l,l pξ, sqˇˇÀ ||e isΦpξ,η,σq´e iαpα´1qsησ |ξ| 2´α
provided |η|`|σ| ď 2l`4.
Therefore, we havěˇˇˇJ 1 l,l pξ, sq´ż
k1 pξ, sqf k2 pξ, sqf k3 p´ξ, sqϕp2´lηqϕp2´lσqdηdσˇˇˇÀ (5.25) which follows the definition ofl in (5.12 Combing (5.23), (5.25) and (5.27) , we have finished the proof of (5.22).
Lemma 5.8. The bound (5.7) holds provided that
Proof. To achieve this goal, it suffices to prove that, for any s P rt 1 , t 2 s,
Consider k 3´k1 ě 5, and notice that |B η Φpξ, η, σq| " αsgnpξ`η`σq|ξ`η`σ| α´1´| ξ`η| α´1 sgnpξ`ηq Á 2 k1pα´1q , (5.31) provided that |ξ`η| « 2 k1 , |ξ`η`σ| « 2 k3 . We integrate by parts in η to estimate |I k1,k2,k3 pξ, sq| ď |J 1 pξ, sq|`|F 1 pξ, 
As a result, we get Consider k 3 « k 2 « k 1 , and notice that |B η Φpξ, η, σq| " α|sgnpξ`η`σq|ξ`η`σ| α´1´| ξ`η| α´1 sgnpξ`ηq| Á 2 k2pα´1q , (5.35) provided that |ξ`η| P r2 k1´2 , 2 k1`2 s, |ξ`η`σ| P r2 k3´2 , 2 k3`2 s, and |σ| P r2 k2´2 , 2 k2`2 s. 
Therefore, by passing to the physical space and estimating it by Minkovski-inequality, we have
Hence, we conclude that |J 2 pξ, sq|`|F 2 pξ, sq|`|G 2 pξ, sq| À ε 3 1 2´m2´p 0m 2´1 0k`. when k 1 , k 2 , k 3 P r´3 8α m, 53p0`1 7 ms, 2 k1 « 2 k2 « 2 k3 , and |k| ď 5p 0 m. |f k1 pξ´η, sq||f k2 pη´σ, sq||f k3 pσ, sq|dηdσ À 2 m 2 k1`k2¨ε3 1 2´1 0pk1`k2`k3 q À ε 3 1 2´1 0k`2´0.2m and ż t2 t1 e iHpξ,sq |ξ| 2´αf k1 pξ, sqf k2 pξ, sqf k3 p´ξ, sq s`1 ds " 0.
Then we finish our proof of this Lemma. For j " 1, 2, apply Lemma 4.1 witĥ bpηq " e´i tj |ξ`η| αf k1 pξ`η, t j q, gpσq " e´i tj |ξ`σ| αf k2 pξ`σ, t j q, hp´η´σq " e itj |ξ`η`σ| αf k3 p´ξ´η´σ, t j q. and use (4.7)-(4.9) to conclude M j pξ, sq À ε 1 2´m 2¨ε 1 2´m 2¨ε 1 2´m 2¨2´k 2 e isΦpξ,η,σq m 5 pξ, σqf k1 pξ`η, sqf k2 pξ`σ, sqB sfk3 p´ξ´η´σ, sqdηdσˇˇˇŤ herefore, by Lemma 3.3, we have |M 1 0 pξ, sq| À ε 1 2 3p0m 2´2 0k1 2´m¨ε 1 2´m 2¨ε 1 ε 1 2 p0m 2´N 0k3¨2´k 2 2 À ε 3 1 2´m2´p 0m 2´1 0k`, (5.40) where we need 8α ă 15. Hence, we could get the following estimates |M 2 0 pξ, sq| À ε 3 1 2´m2´p 0m 2´1 0k`, (5.41)
On the other hand, we have sup sPrt1,t2s |B 2 s Hpξ, sq| À ε 2 1 2 p2´αqk 2´2 0k`23p0m´1.5m , Combining with (4.7)-(4.9), it follows that |M 0 0 pξ, sq| À ε 3 1 2 p2´αqk 2´2 0k`23p0m´1.5m 2 3p0m´1.5m¨2k1`k2 À ε 3 1 2´m2´p 0m 2´1 0k`, (5.43) for k 1 P r´4m,´3 8α ms, k 2 P r´4m, 53p0`1 7 ms.
In view of (5.40)-(5.43), we complete the proof of this Lemma.
