Abstract: This paper deals with stabilization of continuous-time linear systems affected by uncertain time-varying input delay. Existing solutions usually augment the state vector with the previous input and make use of standard robust stability analysis and synthesis techniques. Instead of discarding knowledge of the previous input, we employ a relaxed version of control Lyapunov functions (CLFs) that can cope with the additive term formed by the previous input. By solving an optimization problem on-line, in a receding horizon manner, we allow the CLF to be locally non-monotone, while taking into account state and input constraints. We then propose a special constraint that governs the non-monotonicity of the CLF such that attractivity is still attained. Moreover, we show that for CLFs defined using the infinity norm the developed method can be implemented as a single linear program, which can be solved explicitly via multiparametric programming. The developed theory is validated on a benchmark example: control of a DC-motor affected by time-varying input delay.
INTRODUCTION
Time-delay systems are a class of systems that we find almost everywhere in our daily life; examples of systems with inherent time-delays lie in the areas of electronic, biological, mechanical and many other types of systems. Time-delays can either be introduced by the system itself or they can be introduced deliberately for control purposes. A comprehensive overview of the issues in various types of time-delay systems and existing solutions to these issues was given by Malek-Zavarei and Jamshidi (1987) and, more recently, by Michiels and Niculescu (2007) .
In general, two important classes of time-delay systems can be distinguished. Firstly, there are systems with a time-invariant and possibly known delay, see, for example, the survey by Kharitonov (1999) . Secondly, there are systems with a timevarying and possibly unknown delay. An example presented in (Cloosterman, 2008) , in which a constant time-delay does not destabilize the system, but a time-varying one of the same size does, indicates that systems affected by uncertain time-varying delays are a very challenging topic within time-delay systems. For an overview on stability of continuous-time systems with uncertain delays we refer to (Gu and Niculescu, 2003) , while for the discrete-time case we refer to (Tipsuwan and Chow, 2003) .
A modeling technique that has recently attracted much interest for uncertain time-varying delay systems uses polytopic over-approximations to deal with the nonlinear terms arising from time-varying delays. Several methods were recently proposed by Hetel et al. (2006) ; Cloosterman (2008) ; Olaru and The research presented in this paper is supported by the Veni grant "Flexible Lyapunov Functions for Real-time Control", grant number 10230, awarded by STW (Dutch Science Foundation) and NWO (The Netherlands Organization for Scientific Research).
Niculescu (2008); Gielen et al. (2009) . Using this approach, the discrete-time uncertain nonlinear model arising from a continuous-time linear system with time-varying delay can be transformed into an uncertain linear model affected by an additive term due to the previous input. Then, a common approach (Åström and Wittenmark, 1990) is to augment the state vector with the previous input, which yields a linear model with parametric uncertainty in a higher dimension state-space. Thus, classical robust control methods based on Lyapunov theory for uncertain linear systems become available. For example, using extreme realizations of the uncertainty and convexity arguments, linear matrix inequalities (LMI) can be used for controller synthesis via quadratic Lyapunov functions. However, the obvious drawback of augmenting the state vector is that knowledge of the previous input is discarded, leading to potentially more conservative stability conditions. As such, although many controller synthesis methods become available, it is unclear if they are likely to yield feasible problems or control laws, especially when state and input constraints are present.
In this paper we propose a novel stabilization method for systems with uncertain time-varying input delay based on nonmonotone control Lyapunov functions (CLFs). We consider an uncertain linear model affected by an additive term due to the previous input. Then, we construct an optimization problem (to be solved on-line) that enforces stability by an explicit CLF-type constraint and includes state and input constraints as well. An auxiliary optimization variable is introduced to relax the CLF condition, which makes it possible to allow for local non-monotone behavior of the predetermined candidate CLF. This proves to be an effective solution for dealing with the additive term induced by the previous input, while convergence to the equilibrium is still attained via a particular constraint on the auxiliary optimization variable. For CLFs defined using the infinity norm, we show that the proposed method can be implemented as a single linear program which can be solved explicitly off-line. This brings within range fast sampled-and large dimension-systems. The developed theory is validated on a benchmark example in time-delay systems: control of a DCmotor subject to time-varying input delay (Tipsuwan and Chow, 2001 ).
PRELIMINARIES

Notation and basic definitions
Let R, R + , Z and Z + denote the field of real numbers, the set of non-negative reals, the set of integer numbers and the set of non-negative integers respectively. We use the notation Z ≥c1 and Z (c1,c2] to denote the sets {k ∈ Z + |k ≥ c 1 } and {k ∈ Z + |c 1 < k ≤ c 2 }, respectively, for some c 1 , c 2 ∈ Z + . For a vector x ∈ R n let · denote an arbitrary p-norm and let [x] i , i = 1, . . . , n denote the i-th component of x. Let
denote its corresponding induced matrix norm. It is well known that
n is a set obtained as the intersection of a finite number of open and/or closed half-spaces. A polytope is a compact (closed and bounded) polyhedron. Let Co(·) denote the convex hull and let int(S) denote the interior of an arbitrary set S. A function ϕ : R + → R + belongs to class K if it is continuous, strictly increasing and ϕ(0) = 0. A function ϕ : R + → R + is said to belong to class K ∞ if it is of class K and lim s→∞ ϕ(s) = ∞. A function β : R + × R + → R + belongs to class KL if for each fixed k ∈ R + , β(·, k) ∈ K and for each fixed s ∈ R + , β(s, ·) is decreasing and lim k→∞ β(s, k) = 0.
Stability of difference inclusions
Consider the discrete-time autonomous nonlinear system
where x k ∈ X ⊆ R n is the state at the discrete-time instant k and the mapping Φ : R n ⇒ R n is an arbitrary nonlinear setvalued function. We assume that system (1) has the origin as equilibrium point, i.e. Φ(0) = {0}, and that 0 ∈ int(X). The reason for considering difference inclusions is twofold: firstly, we will use polytopic set over-approximations to deal with nonlinear terms induced by delay; secondly, we will analyze the stability of a system in closed-loop with a set-valued control law. In what follows we will be interested in strong properties of the difference inclusion (1), i.e. properties that are defined to hold for all possible trajectories generated by the set-valued map Φ(·). Definition 1. (i) We call the origin of (1) attractive in X if for all x 0 ∈ X it holds that the corresponding state trajectories of (1) satisfy lim k→∞ x k = 0; (ii) the origin of (1) is called Lyapunov stable (LS) if for every ε > 0 there exists a δ(ε) > 0 such that, if x 0 < δ then x k < ε for all corresponding state trajectories of (1) and all k ∈ Z + ; (iii) We call system (1) asymptotically stable in X (AS(X)) if it is both attractive in X and LS.
2 Definition 2. We call a set X ⊆ R n positively invariant (PI) for system (1) if for all x ∈ X it holds that Φ(x) ⊆ X.
2 Theorem 1. Let X be a PI set for (1) with 0 ∈ int(X). Let
for all x ∈ X and all x + ∈ Φ(x). Then system (1) is AS(X). 2
The proof of the above theorem is similar in nature to the proof given in (Lazar, 2006) , by replacing the difference equation with the difference inclusion as in (1) and is omitted here for brevity. We call a function V (·) that satisfies the hypothesis of Theorem 1 a Lyapunov function (LF).
Next, consider the following discrete-time autonomous nonlinear system subject to disturbances
where
n is the disturbance at the discrete-time instant k. We assume that 0 ∈ int(X) and 0 ∈ int(V). Next, let us recall the definition of input-to-state stability (ISS) (Jiang and Wang, 2001) . Definition 3. System (3) is said to be ISS in X with respect to disturbances in V if there exist a KL-function β(·, ·) and a Kfunction γ(·) such that for each disturbance v ∈ V and each x 0 ∈ X, it holds for all corresponding state trajectories of (3) that
Finally, consider the discrete-time constrained system
where x k ∈ X ⊆ R n is the state and u k ∈ U ⊆ R m is the control input at the discrete-time instant k. φ :
is an arbitrary set-valued function with φ(0, 0) = {0}. We assume that X and U are compact sets with 0 ∈ int(X) and
and for which there exists a control law, possible set-valued, π : R n ⇒ U such that
Discrete-time model for controller design
Consider the continuous time system with input delaẏ
where t k = kT s , k ∈ Z + and T s ∈ R + denotes the sampling period. A c ∈ R n×n , B c ∈ R n×m are the system matrices, u k ∈ R m is the control action generated at time t = t k , u(t) ∈ R m is the system input and x(t) ∈ R n is the system state. τ k ∈ R + denotes the input delay at time k ∈ Z + . We assume that at every k ∈ Z + , τ k takes values in R [0,Ts) , i.e. the delay is always smaller than the sampling time. Furthermore, we assume that
m is a predetermined constant vector.
Next, we employ several classical algebraic manipulations to obtain a discrete-time description of system (8), i.e.
The objective is to design a controller that achieves stability for all possible values of τ k . However, as τ k enters the above system nonlinearly, this model is in general not suitable for the considered synthesis problem. To simplify the model we define
which yields:
where A d = e AcTs and B d = Ts 0 e Ac(Ts−θ) dθB c . The challenge that remains is to find a polytopic over-approximation of the nonlinear function (10). To achieve this we define the following polytopic subset of the matrix space R n×m :
such that ∆ k ∈ ∆τ for all τ k ∈ R [0,τ ] , whereτ < T s is the maximum input delay that can be induced by the network and L ∈ Z ≥1 , the number of points (generators) spanning the polytope ∆τ , is finite. Remark 2. Matrix spaces are isomorph to vector spaces and thus any property defined on one space also holds in the other space (Kreyszig, 1989; Grünbaum, 2003) . As such, every set defined as the convex hull of a finite number of matrices will be refered to as a polytopic set. 2
As in (Gielen et al., 2009 ) several methods to obtain the polytope (12) are presented and compared, we refer the interested reader to this reference for further details and assume for remainder of this paper that the polytope (12) is known. The term arising from the time-varying input delay in (11) can now be treated as a combination of a parametric uncertainty that takes values in a bounded polyhedral set and an additive disturbance formed by the previous input. Thus, (11) becomes
and u −1 is equal to some fixed, predetermined value.
Problem formulation
Now the problem of interest is how to design a feedback control law that stabilizes system (13). This in turn will guarantee stability of system (9) for all τ k ∈ R [0,τ ] , because all possible realizations are taken into account via ∆τ . Furthermore, even stability of the original continuous-time system (8) can be guaranteed under certain assumptions, as shown in (Cloosterman, 2008) , see Chapter 4 (Section 4.3).
How to prove stability by means of a classical CLF for the model (13) is non-trivial as abrupt changes in the control input can make the standard CLF requirement (7) conservative. Obviously, a non-monotone CLF would be able to cope with such jumps in the control action, which motivates and justifies the novel stabilization method proposed in this paper.
MAIN RESULT
In this section we will propose a solution for relaxing classical CLFs. Consider the following inequality corresponding to (7)
where λ k is an additional decision variable which allows the CLF V (·) to be non-monotone, i.e. it can increase if (7) is too conservative at a certain time instant k ∈ Z + , possibly due to a large value of u k−1 − u k . Based on inequality (14) we can formulate the following optimization problem.
Let α 3 , α 4 ∈ K ∞ and J : R → R + be an arbitrary function such that α 3 (|λ|) ≤ J(λ) ≤ α 4 (|λ|) for all λ ∈ R. Furthermore, let V (·) be a candidate CLF for system (13). Problem 3. At time k ∈ Z + measure the state x k and minimize the cost J(λ k ) over λ k subject to
2 Remark 4. As the set-valued map φ(·, ·, ·) is linear in u k , u k−1 and E ∆ , if V (·) is a convex function it suffices to impose (15) for a finite number of realizations of E ∆ , i.e. the generators of the set ∆τ .
2
is a function that satisfies (6). Furthermore, suppose that Problem 3 is feasible for x 0 in X and that lim k→∞ λ * k = 0, where λ * k denotes the optimum in Problem 3 for all k ∈ Z + . Then the difference inclusion
is attractive in X.
Proof. As Problem 3 is feasible for all states in X, it remains feasible for all k ∈ Z + due to constraint (15a). As such, X is a positively invariant set for system (16) and the inequality (15b) can be applied recursively. Notice that λ * k ≤ sup x∈X,y∈U,z∈U,x + ∈φ(x,y,z)
for all k ∈ Z + , where the supremum exists due to boundedness of X, U and ∆τ , continuity of φ(·, ·, ·) in all arguments and the K ∞ bounds (6) on V (·). This further implies that λ * k is bounded for all k ∈ Z + . Then, for any x k+1 ∈ φ cl (x k , π(x k , u k−1 ), u k−1 ), x k ∈ X and u k−1 ∈ U, it holds that:
Then by the lowerbound in (6) we have that
Firstly, observe that α −1 1 ∈ K ∞ . Then, using the inequality α
with β(y, z) := α −1 1 (2ρ z α 2 (y)) ∈ KL and γ(y) := α −1 1 ( 2y 1−ρ ) ∈ K, where we used that 0,k] . Thus, we have proven that the system (16) is ISS in X with respect to input λ * k . Then, similarly as shown in (Jiang and Wang, 2001) , it can be proven that there exists aγ ∈ K such that
for all x 0 ∈ X and λ * 
Observing that for all x k+1 ∈ φ cl (x k , π(x k , u k−1 ), u k−1 ) the above reasoning holds completes the proof. 2 Remark 6. The property lim k→∞ λ * k = 0 is crucial for allowing the candidate CLF to be non-monotone and still attain attractivity. However, for guaranteeing LS, and hence AS, V (·) is required to be a local CLF for system (16), i.e. in a nonempty neighborhood of the origin. Although this neighborhood can be arbitrarily small, it is unclear how to obtain a regular CLF candidate for (16), due to the presence of the previous input. This issue can be resolved by employing a discrete-time equivalent of a Lyapunov-Razumikhin function (Hale, 1977) , which makes the subject of further research.
Next, we provide a non-conservative solution for guaranteeing that lim k→∞ λ * k = 0. By non-conservative we mean that a nonmonotone evolution of λ * k should be allowed, while λ * k → 0 as k → ∞. The following result presents such a solution. Lemma 7. Let N ∈ Z ≥1 be a fixed constant to be chosen a priori and let ρ ∈ R [0,1) . If
then lim k→∞ λ k = 0.
Proof. Since by (17) λ * k is bounded for all k ∈ Z + , there exists an M ∈ R + such that λ * k ≤ M for k ∈ Z + . This and (23) implies
for all k ∈ Z ≥N . Observing that ρ ∈ R [0,1) , concludes the proof.
By augmenting Problem 3 with constraint (23) the property lim k→∞ λ * k = 0 is thus guaranteed. This in turn allows for a non-monotone behavior of V (·) via constraint (15b). Remark 8. Constraint (23) is not active for the first N discretetime instants, and then λ k can take any value in R [0,M] . Then, starting with k = N it provides a monotonically decreasing upper boundM k which allows λ k to take any value in (23) is equivalent to λ k = 0, which is always feasible at the equilibrium. However, in real-life applications, where noise is present, or in case of reference tracking, the constraint (23) can become unfeasible. To recover feasibility it suffices to discard (23) for the next N discrete-time instants, as done initially. 2
IMPLEMENTATION ISSUES
In this section we explain how the proposed theory can be implemented in a computationally efficient fashion. We first explain how the control problem can be solved by a linear programming algorithm and then further minimize computation effort by calculating an explicit form of the optimal control input by using multiparametric linear programming (mp-LP).
Implementation as a linear program
In this section we assume that Problem 3 is augmented with the inequality (23) and we assume that X, U and ∆τ are polytopes. We pick 1 a candidate CLF of the form V (x) = P x ∞ for some P ∈ R p×n with full column rank. Then, it is sufficient to impose constraint (15b) for the vertices of the set ∆τ , which leads to a finite number of linear inequalities in u k and λ k .
Furthermore, to provide a way for selecting a feasible control action on-line and to improve closed-loop performance in terms of settling time we add a cost-function that penalizes the one-step ahead predicted state and the control input, i.e.
. This gives the following optimization problem: min
subject to
are known. Recall that for any vector x ∈ R n , [x] i denotes the ith element of x. Since by definition x ∞ = max i∈Z [1,n] |[x] i |, for a constraint x ∞ ≤ c with c > 0 to be satisfied, it is necessary and sufficient to require that ±[x] i ≤ c for all i ∈ Z [1,n] (in total, these are 2n linear inequalities in x). This yields 2pL + 1 linear inequalities in the optimization variables u k and λ k for the constraints of optimization problem (25).
The min-max problem can be reformulated as solving the following optimization problem instead: minimize ,L] and all i ∈ Z [1,n] . Here we used the fact that the maximization over all x + ∈ φ(x k , u k , u k−1 ) can, by a convexity argument, be reduced to imposing the constraints on the cost function for all the points spanning the convex set x + . Thus, Problem 3 was reformulated, without introducing any conservatism, as a single linear programming problem which can be solved efficiently by solvers such as OSL from IBM or Cplex.
Explicit solution
In order to further reduce computation times we exploit the fact that the solution to a linear program can be obtained as a function of parameters, i.e. x, that appear linearly in the program, via mp-LP, as shown by Bemporad et al. (2002) . Let the parameter vector (x) and the control vector (u) be defined as
where λ c := max i∈[1,N ] ρ i λ k−i is a value to be determined and given as input on-line. The explicit solution now consists of two sets of matrices F and G such that u = F i x + G i , where F i ∈ F and G i ∈ G with i corresponding to the region in which the input vector x lies. In the simulation section we have obtained the optimal solution off-line using the MultiParametric Toolbox (MPT) (Kvasnica et al., 2004) . The linear program from Section 4.1 and its explicit counterpart return identical results, but there is a significant difference in the computational burden required for each control update as shown in the next section.
ILLUSTRATIVE EXAMPLE
In this section the results derived in this work are tested on a DC-motor subject to uncertain time-varying input delay. The system under observation is the benchmark example from (Tipsuwan and Chow, 2001) . The system can be described using the following continuous-time state space model
where i a is the armature current and ω is the angular velocity of the motor. The maximum range of the input signal, the armature voltage e a , is bounded to maintain the motor's linear characteristics, i.e. u k ∈ R [−15,15] Volts. The parameters of the motor used in this paper are shown in Table 1 . A sampling time The function V (x) = P x ∞ and ρ = 0.95 were used in (15b) and N was set equal to 8 in (23). Simulation results are shown in Figure 1 ; observe that the constraints on the input are satisfied. In Figure 1- as a function of the time. Simulations were performed using Matlab 7.5.0 and Simulink on a 2.66GHz Intel Q9400 desktop PC. Table 2 shows the maximal calculation time needed for calculating a control update during simulation. Observe that both methods remain well below the sampling time of 0.02s and that using the explicit solution is already twice as fast as solving the linear programming problem online. Even better results can be achieved by using more efficient search methods for finding the region in which the parameter vector lies. In Figure 3 we plot a cut-through of the regions from the explicit solution of the linear program. The regions in the upper figure are those for which a classical CLF exists, i.e. λ * = 0 for all states inside that region. The lower plot gives an indication of which additional states might be regulated towards the origin if an increase in the value of the CLF is allowed. The cutthrough is for ω = 0 and λ c = 0.5. The complete explicit solution consists of 28 regions, which indicates that very good performance in the presence of time-varying uncertain input delay was attained with a low complexity via the method presented in this paper.
CONCLUSIONS
This paper considered stabilization of systems affected by uncertain time-varying input delay. Instead of discarding knowledge of the previous input, we employed a relaxed version of control Lyapunov functions (CLFs) that can cope with the additive term formed by the previous input. We demonstrated that by solving an optimization problem on-line, in a receding horizon manner, it is possible to allow non-monotonicity of a candidate CLF, while taking into account state/input constraints. Furthermore, we showed how the developed theory can be implemented in a computationally efficient manner such that fast sampled-and large dimension-systems are within reach. The developed theory was validated on a benchmark example: control of a DC-motor affected by time-varying input delay.
