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1. PREL IMINARIES  
Let F be a field and let AF denote the F-algebra of all sequences S = (so, sl, s2,.. • ) of elements 
of F where addition, multiplication, and scalar multiplication are performed componentwise. 
Let f be a polynomial over F of positive degree n with nonzero constant erm. Thus, f = 
~-~=o ci xi, with Co # 0, Cn # O. We define LF(f) to be the set of all S in AF such that 
f i  CiSk - - i  -~" 0 
i=0  
for all k > n. We usually write L for LF, except when the subscript is needed for clarity. L(f) 
is evidently an n-dimensional subspace of AF. Let A denote the set of all such L(f). 
L(f) + L(g) is the set of all sums of a sequence in L(f) and a sequence in L(g); it is equal 
to L(l.c.m.(f, g)) (see Lemma 2 below). The product B C of subspaces B and C of AF is defined 
as the smallest subspace of AF containing all products of a sequence in B and a sequence in C. 
It is shown in [1] how to compute the essentially unique polynomial h E F[x] (with h(0) ¢ 0) 
such that L(f)L(g) = L(h). Thus, A is closed under the addition and multiplication just defined. 
Both operations are commutative and associative, and multiplication is distributive over addition 
(see Lemma 3). 
For S E AF and a positive integer k define S(k) to be the decimation of S by k: that is, S(k) = 
(so, sk,s2k,...). For B C AF define the decimation of B by k as B(k) = {S(k) : S e B}. It is 
easy to see that decimation commutes with sum and product in A. 
Duvall and Mortick [2] and Thacker [3] consider a finite field F and, given f and k as above, 
exhibit a polynomial h depending on f ,  k and the characteristic of F such that L(k)(f) = L(h). 
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We will show how these results, as well as their generalization to arbitrary fields, can be obtained 
by application of propositions from [1]. 
We use this connection between decimations and products: the generating polynomial h(x) 
of L(k) (f)  satisfies 
L(h(xk) )  = L ( f (x ) )L (x  k - 1). (,) 
It is easy to see that, in general, L(h(xk)) is the set of all sequences obtained by interleav- 
ing k members of L(h(x)). Next observe that a basis for L(x k - 1) as a k-dimensional sub- 
space of AF consists of the k sequences of period k in which each 1 is followed by k - 1 O's. 
When (1 ,0 , . . . ,  0, 1 . . . .  ) e L(x k - 1) multiplies S = (so, s l , . . .  ) • L(f) ,  the result is 
(So, 0 , . . . ,  0, sk, 0 , . . . ,  0, s2k, 0, . . .  ), 
which is the sequence S(k) • L(k) interleaved with k - 1 zero sequences. L( f )L (x  k - 1) consists 
of all sums of translates of such sequences, and so is the set of all interleavings of k members 
of L(k)(f) = L(h(x)), and (*) follows. Using a result from [1] (Theorem 1 below), we will need 
to apply (*) only in the case that f (x)  = (x - 1) r for some positive integer . 
We use the following results from [1]. Let f l ,  f2, . . .  ,fro be polynomials over F with nonzero 
constant erms. 
LEMMA 1. Let F be a subfield of a field E. Then 
m m 
H LF( f , )=  AFN H LE(S~). 
i=1  i=1 
LEMMA 2. Let f be the/east common multiple of the fi. Then 
m 
L(f )  = Z L(f~). 
i= l  
LEMMA 3. Let B be any subspace olAF.  Then 
m m 
SL( f i )  = B ~ L(f,). 
i=1  i=1 
Let f be a polynomial over F with distinct nonzero roots and let r be a positive THEOREM 1. 
integer. Then 
L (fr)  = L( f )L ( (x  - 1)r). 
THEOREM 2. Let a and b be positive integers. Then 
n ((x - 1) a) L ((x - 1) b) = L ((x - 1)avb) ,
where a V b is defined as follows. Let p be the characteristic of F. 
For p = O, 
aVb=a+b-1 .  
For p # 0 we write 
a -1 - -~-~j~p ~, O<j~<p,  
b -  l = ~ kvp v, O < kv < p. 
Let A be the smallest nonnegative integer such that j~ + kv < p for M1 v > A. Then 
aVb =p~ + ~ (j~ + kv)p ~. 
v>_A 
We need one more result from [1] to handle the inseparable case. Suppose that the characteristic 
of F is p > 0 and let f be an irreducible, inseparable polynomial over F with f(0) ~ 0. For some 
power q of p and extension field E of F there is a polynomial h over E with distinct roots such 
that f = h q (see [1, Section 5]). We call q the degree of inseparability of f .  It is convenient to 
define a separable, irreducible polynomial to have degree of inseparability one. 
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LEMMA 4. Let f be an irreducible, possibly inseparable polynomial over F with f(O) ~ O, and 
let q be the degree of inseparability of f . Then for any positive integer 
L (fr) = L( f )L  ((x - 1)qr). 
Proofs of the preceding lemmas and theorems can be found in [1]. 
2. THE GENERATING POLYNOMIAL  OF  A DECIMATION 
Let 12 be a fixed algebraic losure of F. Suppose f is monic, irreducible and separable over F. 
Let E be the splitting field of f in f~ and let a l , . . . ,an  be the roots o f f  in E. We use the 
notation: f(k)(x) is the monic polynomial whose roots are the distinct k th powers of the roots 
of f ;  that is, f(k)(X) ---- 1.c.m.((x -- alk),..., (x -- ak)). Since all conjugates of roots of f(k) are also 
roots, f(k) has coefficients in F. 
Now 
n 
= 1-[  - 
i----1 
and 
SO 
LE(f)  = ~ LE(X -- ai), 
i=l 
LE,(k)(f) = ~ LE,(k)(x -- a{) 
i=1 
= ~ LE (x -- a k) 
i=l 
= LE  ( f (k ) ) "  
Hence, 
L(k)(f) = AF A Ls,(k)(f) = AF N LE (f(k)) = L (f(k)), 
where the first and last equalities follow from Lemma 1 (with m = 1), and, as usual, we write L 
for LF. This establishes the following well-known result. 
LEMMA A. Suppose f is irreducible and separable over F. Then 
L(k)(f) = L (f(k)). 
The interesting case occurs when we decimate sequences whose generating polynomial is a 
power of an irreducible. Let [tJ denote the largest integer not greater than a real number t. We 
first prove the following. 
LEMMA B. Let k and r be positive integers. Then for a certain integer e 
L(k) ((x - 1) r) = L ((x - 1)e). 
If the characteristic p o fF  is not zero, write k = k'p 3 where (k',p) -- 1. Then 
I[ F has characteristic O, then e = r. 
PROOF. We will determine a polynomial h(x) such that 
L( (x  - 1) r) L (x  k - 1) = L (h (xk)). (*) 
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Since any sequence on the left is obtained by interleaving k sequences in L(k)((x - 1)~), it will 
follow that  
L(k) ((x - 1) ~) = L(h). 
Suppose first that F is of nonzero characteristic p and k = k'p / with (k',p) = 1. Note 
that  x k' - 1 has distinct roots since it is relatively prime to its (nonzero) derivative k~x k'-l. 
Consider the following sequence of equations: 
(( L ((x - 1)") L (x k - 1) = L ((x - 1)") L x k' - 1 
= L( (x -1 ) r )L  ((x - 1)P~)L (x k ' -  1) 
= L(x  k ' -  1) L ( (x -1 )  type) 
= L(x  k ' -  1) L ( (x -1 )  pie) 
=L((xk ' - l )  pj~) 
= L ( (x  k -  1)e).  
(1) 
(2) 
(3) 
(4) 
(5) 
(6) 
Theorem 1 is used to obtain equations (2) and (5) while (3) is an application of Theorem 2. We 
will use the definition of V in Theorem 2 to show that that r V/P = pJ e for the value of e given 
in the statement. We will then have h(x k) = (x k - 1) e so h(x) = (x - 1) e, completing the proof. 
Write 
r -  l = E i~P~, O ~ iv < p, 
j -1  
p J -  1= (p -  1) Ep ' .  
tJ=0 
If i j -1 # 0, then ~ = j, else )~ = min{k : iv = 0 for ~, = k, . . . .  j - 1} and 
j -1  
+(p- 1) Z + Z 
Thus, for the value of e in the statement, we have shown that h(x k) = (x k -1)  e so h(x) = (x -  1) e 
and 
L(k) ((x - 1) r) = L ((x - 1)e). 
Now suppose F has characteristic 0. Then x k - 1 has distinct nonzero roots so 
L(h(xk) )  = L ( (x -1 )  r )L (x  k- l )  
Hence, h(x) ---- (x - 1) ~. | 
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LEMMA C. Suppose f (x )  is irreducible and separable over the field F, with f(O) ~ O, and r is a 
positive integer. Then there exists a positive integer e such that 
L(k) (f~) = L (( f(k))e).  
I f F  is of nonzero characteristic p, write k = k'p j where (k',p) = 1. Then 
I[ F is o[ characteristic O, then e = r. 
PROOF. By Theorem 1, 
SO 
L (f~) = L ( f )L  ((x - 1)r),  
L(k) ( f )  : L(k)(f)L(k) ((x -- 1) ~) 
= L (f(k)) L(k) ((x -- 1) ~) 
= L (f(k)) L ((x - 1) e) 
(s(;) =L k , 
where the first equality expresses the fact that decimation commutes with multiplication of se- 
quences, the second equality follows from Lemma A, the third from Lemma B, and the fourth 
from Theorem 1. | 
COROLLARY. Suppose f is a separable polynomial over F with nonzero constant term: 
f (x )  =H~(x) ,  
i=l  
where the fi are distinct irreducible polynomials over F. Given a positive integer k, define 
f(k)(X) : 1.c.m. ( f l , (k) , . . . ,  fm,(k)). 
Then if r is a positive integer, 
(s °) L(k ) ( f r )=L  (k) , 
where e = r i f  the characteristic p of F is O, else e = 1 + [ ( r -  1)/pJ ] where k : k'p j with (k', p) = 1. 
PROOF. 
L(a) (fr) : ~ L(k)(fr) 
i :1  
/;% 
z (s, c ) = L ,(k) 
i= l  
=L k • 
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LEMMA D. Suppose that  F has characteristic p # O. Let f be an irreducible, inseparable 
polynomial over F with f(O) # O, let q be the degree of inseparability of f ,  and let h be 
the polynomial over the splitting field E of f such that f = h q. Then for positive integers 
r and k = Mp j with (k',p) = 1, 
where u = 1 + [(qr - 1) /~ J  and h u (k)(X) C F[x]. In particular, if p j divides q, then u = qr /p  i
PROOF. By Lemma 4, L(ff) = L( f )L ( (x  - 1) qr) so, writing k = k'/P with (M,p) = 1, 
i(k) ( i f )  = L(a)(f)L(k) ( (x - 1) q~) 
= L(a)( f )L  ((x - 1)u), 
where the second equation comes from Lemma B with u = 1 + [(qr - 1)/pJJ.  Since f = h q, 
L(k)( f )  = L(k)(h q) so if E is the splitting field of f ,  
LE,(k)(f) = LE,(k) (h q) 
(h(~)) = LE  k 
by the Corol lary to Lemma C with e = 1 + [(q - 1)/pY]. Combining the last two results, 
(S  r)  = ( (x  - 1) 
= LE (h(k)) LE ((x -- 1) e) LE ((x -- 1) ~) 
= LE (h(k)) LE ((x -- 1) ~w) 
= LE ( , 
where we have used Theorem 2 for the next to last and Theorem 1 for the last equation. 
Over E,  h factors into distinct linear factors, say h(x) = 1-Lm=l (x - ai). Lett ing y be a new 
indeterminate satisfying yP~ = x, 
k . ,m} h(k)(X) = 1.c.m. {x - -  a i : i = 1,..  
=l.c.m. y-a  i )  : i=  l , . . . ,m . 
I fp J>_q(soe=landeVu=u) , then  
h(k ) (x) = 1.c.m. y -  a~ ) : i = 1 , . . . ,m 
= h p~u (~ (k,) ~Y)" 
In the last polynomial,  only powers of yP~ = x appear, and, since q I PJ, its coefficients are in F; 
hence, 
Now suppose that  p~ divides q. Then pJ(e V u) -- qr, so 
h(k ) (x) = 1.c.m. y - a~' qr 
= 
In the last polynomial,  only powers of yq = X q/p~ appear, and, since the polynomial is raised to a 
hqr/pJ ~ , power that  is a multiple of q, its coefficients are in F; that  is, h~,) (y) = (k) (x) is a polynomial  
over F.  Hence, 
qr/p jL(k) ( f r (x ) )  = L (h(k) ) .  
This completes the proof of the Lemma D. II 
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THEOREM. Let f (x)  be a polynomial over F with nonzero constant erm: 
m 
s(x) = H 
i----1 
where the fi are distinct irreducible polynomials and the r, are positive integers. Then, given 
a positive integer k, there exist positive integers ei and separable polynomials hi over f~ such 
that h~:(k)(x ) • F[x] for a11i : 1,.. .  ,m and 
 (lcm :, 
I f  fi is separable, hi = fi. 
If  F has characteristic O, ei = ri. 
If  F has characteristic p > 0 and fi has degree of inseparability qi >- 1, then hi is the separable 
polynomial over the splitting field of f such that f{ = h~ ~. Write k = k'p ] with (k',p) -- 1. 
Then ei : 1 + [(qiri - 1)/PJ]. In particular, if p i [ qi, then ei = qiri/p j. 
m L( f r ,  PROOf. By Lemma 2, L(f )  = ~-:~i=1 ~,i /, so 
7rt 
L(k)(f) : Z n(k) (f~') 
i=l 
=ELk  i,(k)], 
i-~ l 
where we have used Lemmas C and D to obtain the last equation. The result now follows from 
Lemma 2. | 
DEFINITION. I f  f (x)  • F[x] with f(O) ~ 0 and k is a positive integer, let f(k)(x) denote the 
polynomial specified in the Theorem such that L(k)(f) = L(f(k)). 
3. ON COMPUTING f (k)  
We describe how to compute f(k) when f is the power of an irreducible since the Theorem says 
that a general f(k) is just the least common multiple of these. First we have two useful lemmas. 
Suppose that k = uv for positive integers u and v. Then in order to decimate a sequence by k, 
we can evidently first decimate it by u and then by v. In other words, we have the following. 
LEMMA E. f(u,) : f(u)(,). | 
LEMMA F. Suppose f (x)  : ~-~.in=o cix i is separable, Co # O, c,~ # O, F has characteristic p > 0 
and j is a positive integer. Then 
f(w)(x) = ~ x .  
i :0  
PROOF. L(f(k)(xk)) : L ( f (x) )L(x  k - 1) for any positive integer k since the sequences on either 
side are obtained by interleaving any k members of L(k ) (f(x)). When k -- pJ, the right-hand side 
is 
(s'(.)) 
by Theorem 1. That is, 
and we have only to replace x ~¢ by x to obtain the result. 
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Suppose F has characteristic p > 0 and we wish to compute f(k) with k = k'p j where (k', p) -- 1. 
According to Lemma E, we can first compute g = f(k') and then g(pj) = f(k). But the second 
computation is just the easy one given in Lemma F so, in effect, we can assume (k,p) = 1. We 
will also assume that f is separable, for otherwise we can work with the corresponding separable 
polynomial h of Lemma D. 
Thus, we suppose that f (x)  E F[x] is separable and irreducible with f(O) # O, that r and k are 
positive integers, and that (k,p) = 1 if F has characteristic p > O. Now according to Lemma C 
L(a) ( f  r) = L ((f(k)) r) 
so we need only compute f(k), the minimum polynomial g of the k th powers of the roots of f .  
If a E ~ is any root of f and h is the minimum polynomial of a k over F, then h = g. To see 
this, observe that a is a root of h(x k) so f (x)  I h(xk), from which it follows that the k th power 
of every root of f (x)  = 0 is a root of h(x) = 0; that is, h = g. 
The most efficient way to compute g is evidently the following. Let G be the residue class 
field F[x] / ( f (x) )  represented by the polynomials of degree < n where n is the degree of f .  
Construct a sequence S of 2n elements of F by taking the successive constant terms of the 
elements 1, xk,x2k,... ,X (2n-1)k of G. The polynomial g(x) is then obtained by applying the 
algorithm [4] for finding the generating polynomial of S. An alternative method involves solving 
linear equations over F to find the desired minimum polynomial as an F-relation among the 
elements 1,xk,x2k, . . .  ,x  nk of G. A disadvantage of this method is that it needs storage for n 2 
elements of F, whereas the first method requires room for only 2n elements. 
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