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CONDITIONS FOR RATIONAL WEAK MIXING
JON. AARONSON
Abstract. We exhibit rationally ergodic, spectrally weakly mix-
ing measure preserving transformations which are not subsequence
rationally weakly mixing and give a condition for smoothness of re-
newal sequences.
Weak mixing in infinite ergodic theory.
The classical “weak mixing theorem” breaks down for conservative,
ergodic transformations preserving infinite measures (see §4 of [6]).
However (Thm. 4.7 in [6]) for a conservative, ergodic, measure pre-
serving transformation (X,B,m,T ) of a σ-finite measure space, the
following conditions are equivalent:
f ∈ L∞, λ ∈ S1, f ○ T = λf a.e. ⇒ f is constant a.e.(i)
T × S is ergodic ∀ ergodic, probability preserving S;(ii)
1
n
n−1
∑
k=0
∣∫
X
uf ○ T kdm∣ Ð→
n→∞
0 ∀ u ∈ L10, f ∈ L
∞.(iii)
We’ll call a measure preserving transformation satisfying (any one of)
them spectrally weakly mixing. This is in the interest of disambiguation
as other notions of “weak mixing” are also considered here. In [6] and
elsewhere “spectral weak mixing” is called ”weak mixing”.
A stronger notion was introduced in in [3]. The conservative, ergodic,
measure preserving transformation (X,B,m,T ) is called
● rationally weakly mixing along K ⊂ N if ∃ F ∈ F+ so that
1
an(F )
n−1
∑
k=0
∣m(A ∩ T −kB) −m(A)m(B)uk(F )∣ Ð→
n→∞, n∈K
0(☀)
∀ A, B ∈ B ∩ F ;
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where uk(F ) ∶=
m(F∩T−kF )
m(F )2 ;
● rationally weakly mixing if it is rationally weakly mixing along N
and
● subsequence rationally weakly mixing if it is rationally weakly mixing
along some K ⊂ N.
Weak rational ergodicity.
As in [2], the conservative, ergodic, measure preserving transforma-
tion (X,B,m,T ) is called weakly rationally ergodic if ∃ F ∈ F+ so that
1
an(F )
n−1
∑
k=0
m(B ∩ T −kC) Ð→
n→∞, n∈K
m(B)m(C) ∀ B,C ∈ B ∩F(☆)
where an(F ) ∶= 1m(F )2 ∑n−1k=0 m(F ∩ T −kF ).
In case T is weakly rationally ergodic
● the collection of sets R(T ) satisfying (☆) is a hereditary ring;
● ∃ an(T ) (the return sequence) such that
an(A)
an(T )
Ð→
n→∞
1 ∀ A ∈ R(T );
● as shown in [3], if T is rationally weakly mixing, then T is weakly
rationally ergodic and
{F ∈ F+ ∶ (☀) holds for F} = R(T ).
The stronger properties of rational ergodicity and bounded rational
ergodicity are considered in [2] and [1] respectively.
We show by example in §1 that weak rational ergodicity and spectral
weak mixing does not imply subsequence rational weak mixing. The
main examples are dyadic towers with super-growth sequences (defined
below). We also give zero type examples. See [9] for related examples.
As shown in [13], a Markov shift is conservative, ergodic iff the asso-
ciated stochastic matrix is irreducible and recurrent, and in this case is
rationally ergodic ([2]). It is spectrally weakly mixing iff its associated
renewal sequences are aperiodic, and (subsequence) rationally weakly
mixing iff the associated renewal sequences are (subsequence) smooth
(thm. 9.1 in [3]).
It is not known whether every aperiodic, recurrent renewal sequence
is subsequence smooth, or whether smoothness implies Orey’s strong
ratio limit property. See §8 in [3].
Smoothness of the renewal sequence u would follow e.g. from the
property ∑n≥1 ∣un − un+1∣ < ∞. This is known for positively recurrent,
weak mixing 3
aperiodic, renewal sequences and is conjectured for all aperiodic re-
newal sequences (see [14] §1.6(iv)).
In [2], we showed using [10] that an aperiodic renewal sequence with
∑nk=1 uk α-regularly varying with 0 < α < 1 is smooth. Here, in §2, we
give a sufficient condition establishing smoothness e.g. when ∑nk=1 uk is
1-regularly varying.
§1 Examples
1.1 Dyadic towers over the dyadic adding machine.
Let Ω ∶= {0,1}N, and let P ∈ P(Ω) be the symmetric product mea-
sure: P = ∏(12 , 12), and let τ ∶ Ω → Ω be the dyadic odometer defined
by
τ(1, . . . ,1,0, ωℓ+1, . . . ) = (0, . . . ,0,1, ωℓ+1, . . . )
where ℓ = ℓ(ω) ∶=min {n ≥ 1 ∶ ωn = 0}.
An increasing sequence q ∈ NN(↑) is a growth sequence as in [1] if
qn >∑1≤k<n qk.
The dyadic cocycle ϕ ∶ Ω → N associated to the growth sequence
q ∈ NN(↑) is defined by
ϕ(ω) ∶= qℓ(ω) −
ℓ(ω)−1
∑
k=1
qk =∑
n≥1
qn(τ(ω)k − ωk).(o)
The dyadic tower with the growth sequence q is the tower over (Ω,B(Ω), P, τ)
with height function ϕ, namely (X,B(X),m,T ) with
X ∶= {(x,n) ∈ Ω ×N ∶ 1 ≤ ϕ(x)}, m(A × {n}) ∶= P (A ∩ [ϕ ≥ n]),
T (x,n) = { (x,n + 1) ϕ(x) ≥ n + 1;(τx,1) ϕ(x) = n.
Rational ergodicity of T . Recall from [1] that (X,B,m,T ) is (bound-
edly) rationally ergodic with return sequence
an(T ) ≍ 2c(n) where c(n) =min {k ≥ 1 ∶ qk ≥ n}.
Weak mixing of T .
By [5], T is spectrally weakly mixing iff G2(q) = {0} where
G2(q) ∶= {t ∈ T ∶ ∑
n≥1
∥qnt∥2 < ∞}
where ∥x∥ ∶=minn∈Z ∣x − n∣.
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By lemma 3 and theorem 2 in [15] (see also [4]), if qn+1 = anqn + 1
where an ∈ N, ∑n 1a2n = ∞, then G2(q) = {0} and T is spectrally weakly
mixing. See also [7].
Negation of subsequence rational weak mixing.
Let q ∈ NN(↑) be a growth sequence. For ǫ ∈ E ∶= {η ∈ {−1,0,1}N ∶
ηn → 0}, let
Nǫ ∶=∑
k≥1
ǫkqk.
It is easy to see that ǫ ↦ Nǫ (E → Z) is injective if q is a super growth
sequence in the sense that qn > 2∑1≤k<n qk.
For ǫ ∈ E , we have that Nǫ > 0 iff ǫκmax = 1 where κmax(ǫ) ∶=max{k ≥
1 ∶ ǫk ≠ 0}.
Write E+ ∶= {ǫ ∈ E ∶ ǫκmax = 1} and ∥ǫ∥ ∶=∑n≥1 ∣ǫn∣.
We claim that
© A dyadic tower with a super growth sequence cannot be subse-
quence, rationally weakly mixing.
Using the above, it is easy to construct super growth sequences
q ∈ NN(↑) with G2(q) = {0} and hence with spectrally weakly mix-
ing dyadic towers.
Let q ∈ NN(↑) be a super growth sequence and let (X,B,m,T ) be
the corresponding dyadic tower as above.
The claim (©) will follow from
m(Ω ∩ T −nΩ) = { 12∥ǫ∥ n = Nǫ, ǫ ∈ E ;
0 else.
(R)
Proof of (R) (see [12])
Let N ≥ 1 and x ∈ Ω, then TNx ∈ Ω iff ∃ N ≥ 1 so that ϕN(x) = N .
By (o),
N = ϕN(x) =∑
k≥1
qk(τN(ω)k − ωk) =∑
k≥1
ǫkqk =∶ Nǫ
for some ǫ ∈ E+.
We now show that m(Ω ∩ T −NǫΩ) = 1
2∥ǫ∥ .
If n1 < n2 < ⋅ ⋅ ⋅ < nk, m1 <m2 < . . .mℓ and
ǫni = 1, ǫmj = −1 & ǫn = 0 else,
then
Ω ∩ T −NǫΩ = {ω ∈ Ω ∶ ωni = 0 ∀ i & ωmj = 1 ∀ j}
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and for ω ∈ Ω ∩ T −NǫΩ, TNǫω = Gω where G ∶ Ω → Ω is defined by
G(x)k = { 1 − xk k ∈ {ni}i ∪ {mj}j;
xk else.
Thus
m(Ω ∩ T −NǫΩ) =m({ω ∈ Ω ∶ ωni = 1 ∀ i & ωmj = 0∀ j}) = 12∥ǫ∥ . V(R)
Proof of (©)
It suffices to show that
lim
n→∞
1
2c(n)
n
∑
k=1
∣uk − uk+q1 ∣ > 0
where un = un(Ω) ∶=m(Ω ∩ T −nΩ).
To see this, we restrict summation to k = Nǫ where ǫ ∈ E+ & ǫ1 = 0;
noting Nǫ ≤ n iff κmax ≤ c(n).
Here
uNǫ =
1
2∥ǫ∥
, uNǫ+q1 =
1
2∥ǫ∥+1
and
uNǫ − uNǫ+q1 =
1
2
⋅ uNǫ.
Thus
n
∑
k=1
∣uk − uk+q1 ∣ ≥ ∑
ǫ∈E+, ǫ1=0, κmax≤c(n)
∣uNǫ − uNǫ+q1 ∣
=
1
2
∑
ǫ∈E+, ǫ1=0, κmax≤c(n)
uNǫ
=
1
2
∑
ǫ∈E+, ǫ1=0, κmax≤c(n)
1
2∥ǫ∥
.
Now
∑
ǫ∈E+, ǫ1=0, κmax≤c(n)
1
2∥ǫ∥
= ∑
∅≠F⊂N∩[2,c(n)]
∑
ǫ∈E+, supp ǫ=F
1
2#F
.
For fixed F ,
#{ǫ ∈ E , supp ǫ = F} = 2#F .
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Thus
n
∑
k=1
∣uk − uk+q1 ∣ ≥ 12 ∑ǫ∈E+, ǫ1=0, κmax≤c(n)
1
2∥ǫ∥
=
1
2
#{∅ ≠ F ⊂ N ∩ [2, c(n)]}
≥
1
8
⋅ 2c(n). V
1.2 A zero type example.
As in [11] we say that a conservative, ergodic, measure preserving
transformation (X,B, µ, T )
● of zero type if m(A ∩ T −nB) ÐÐ→
n→∞
0 for some (and hence all)
A,B ∈ B, 0 <m(A), m(B) <∞, and
● of positive type otherwise.
Let (X,B, µ, T ) be a spectrally weakly mixing, dyadic tower with
a super-growth sequence (as above). It follows from (R) that T is of
positive type. To get a zero type example we multiply T by a suitable
Markov shift – a renewal process.
Renewal sequences and processes.
As in [8] and [14], a sequence u = (u0, u1 . . . ) ∈ [0,1]N0 is a renewal
sequence if u0 = 1 & there are numbers f1, f2, ⋅ ⋅ ⋅ ≥ 0 satisfying the
renewal equation:
un =
n
∑
r=1
frun−r ∀ n ≥ 1.
It follows from this that∑∞k=1 fk ≤ 1 with equality if and only if∑∞n=0 un =
∞, in which case u is called recurrent and f = (f1, f2, . . . ) ∈ P(N) is
called its (associated) lifetime distribution.
Given a recurrent renewal sequence u, there is an irreducible, re-
current, stochastic matrix P ∶ N × N → [0,1] so that p(n)1,1 = un. The
corresponding invertible, stationary Markov shift
(Y,C, ν, S) = (NZ,B(NZ), ν,Shift)
(with ν the stationary Markov measure with transitions given by P ) is
called the renewal process and is conservative, ergodic by [13].
The measure ν is infinite iff u is null recurreent (i.e. un ÐÐ→
n→∞
0).
In case the renewal sequence u is aperiodic in the sense that
gcd{n ≥ 1 ∶ un > 0} = 1,
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the one sided renewal process (Y+,C+, ν, σ) is exact (⋂n≥1 σ−nC+ ν= {∅, Y })
and the two sided renewal process (Y,C, ν, S) is spectrally weakly mix-
ing.
As in [2], a set A ∈ C, 0 < ν(A) <∞ is called a recurrent event for S
if for 0 = n0 ≤ n1 ≤ n2 ≤ ⋅ ⋅ ⋅ ≤ nk, we have
ν( k⋂
j=0
S−njA) = ν(A) k∏
j=1
unj−nj−1 where un ∶=
ν(A ∩ T −nA)
ν(A) .
The sequence u = u(A) = (u0, u1, . . . ) is a renewal sequence.
In particular, it follows from the Markov property that the set A =[1]0 = {x ∈ N ∶ x0 = 1} is a recurrent event for the renewal process S.
Recall from §1.5 of [14] that a Kaluza sequence is a sequence u =(u0, u1 . . . ) ∈ (0,1]N0 so that u0 = 1 & un+1un ↑. Evidently, if Kaluza
sequences are non-increasing. If in addition, ∑∞n=0 un =∞, then u is an
aperiodic, recurrent renewal sequence (thm. 1.8 in [14]).
We can now continue the construction of the zero type example.
By theorem 3.3 in [6], there is a conservative, aperiodic, ergodic, re-
newal process (Y,C, ν, S) with recurrent event A whose associated re-
newal sequence u(A) ∶= (u0, u1 . . . ) is a null recurrent Kaluza sequence
and so that so that S × T is conservative.
We claim
Y The transformation (Y ×X,C ⊗ B, ν × µ,S × T ) is zero-type,
rationally ergodic and spectrally weakly mixing, but not subsequence,
rationally weakly mixing.
Proof
The null recurrence of u(A) ensures that S × T is of zero type.
To see that S × T is spectrally weakly mixing, let V be an ergodic,
probability preserving transformation. It follows (from the spectral
weak mixing of T ) that V × T is conservative, ergodic. Since S is
the natural extension of a an exact transformation (which is mildly
mixing), we have by theorem 6.7 in [6] that
(S × T ) × V = S × (T × V )
is conservative, ergodic. This shows that S × T is spectrally weakly
mixing.
Next, we claim that S×T is rationally ergodic with A×Ω ∈ R(S×T ).
Proof It suffices to consider the one sided Markov shift (Y+,C+, ν, σ)
and show that σ × T is rationally ergodic with A ×Ω ∈ R(σ × T ).
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Since u = u(A) is Kaluza, vk ∶= uk−uk+1 > 0 and on A×Ω, the transfer
operator is given by
σ̂ × T
n(1A×Ω)(y,ω) = σ̂n(1A)(y)1Ω(T −nω) = un1Ω(T −nω).
Writing an(Ω) ∶= ∫Ω S(T±1)k (1Ω)dm, we have by bounded rational er-
godicity of T that ∃ M > 0 so that
∥S(T±1)n (1Ω)∥L∞(Ω) ≤Man(Ω) ∀ n ≥ 1
and so, for (y,ω) ∈ A ×Ω,
∑
1≤k≤n
σ̂ × T
k(1A×Ω)(y,ω) = ∑
1≤k≤n
uk1Ω(T −kω)
= ∑
1≤k≤n
uk(S(T−1)k (1Ω)(ω) − S(T−1)k−1 (1Ω)(ω))
= ∑
1≤k≤n
vkS
(T−1)
k (1Ω)(ω) + unS(T−1)n (1Ω)(ω)
≤M ∑
1≤k≤n
vkak(Ω) +Munan(Ω)
=M ∑
1≤k≤n
ukµ(Ω ∩ T −kΩ) + 2Munan(Ω)
≤ 3M ∫
A×Ω
S
(S×T )
n (A ×Ω)dνdm.
Rational ergodicity of S × T and A ×Ω ∈ R(S × T ) follow from this.
To see that S × T is not rationally weakly mixing, consider E, F ∈
R(S × T ) given by
E ∶= A ×Ω, F ∶= A × T −q1Ω,
then for n = Nǫ with ǫ1 = 0, we have
ν × µ(E ∩ (S × T )−nE) − ν × µ(F ∩ (S × T )−nF )
= un(µ(Ω ∩ T −nΩ) − µ(Ω ∩ T −(n+q1)Ω))
=
1
2
unµ(Ω ∩ T −nΩ).
Noting that
an(S × T ) ∼ ∑
ǫ∈E+, Nǫ≤n
uNǫ
1
2∥ǫ∥
≍ ∑
ǫ∈E+, ǫ1=0, Nǫ≤n
uNǫ
1
2∥ǫ∥
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we see that
∑
1≤k≤n
∣ν × µ(E ∩ (S × T )−kE) − ν × µ(F ∩ (S × T )−kF )∣
= ∑
1≤k≤n
un∣µ(Ω ∩ T −nΩ) − µ(Ω ∩ T −(n+q1)Ω)∣
≥ ∑
ǫ∈E+, ǫ1=0, Nǫ≤n
uNǫ
1
2∥ǫ∥
≍ an(S × T ). VY
§2 Smoothness of renewal sequences
Suppose that u = u(f) = (u0, u1, . . . ) is an aperiodic, recurrent, re-
newal sequence with lifetime distribution f ∈ P(N).
The renewal sequence u is called smooth if
n
∑
k=1
∣uk − uk+1∣ = o(an) as n→∞ where an = a(u)n ∶= n∑
k=1
uk.
It follows from [10] that if u = (u0, u1, . . . ) is an aperiodic, recurrent,
renewal sequence and a(u) is α-regularly varying with α ∈ (0,1), then
u is smooth (see [3]). The case α = 1 follows from the next proposition
(which is related to proposition 8.3 in [3]).
For u = u(f), let cN ∶= f([N,∞)) and L(N) ∶=∑Nk=1 ck.
Proposition If u = (u0, u1, . . . ) is an aperiodic, recurrent, renewal
sequence with
lim
N→∞
NcN
L(N) < 1√5 + 1 ,(Z)
then u is smooth.
Remark If a(u) is t-regularly varying for some t >
√
5√
5+1
, then by
the renewal equation and Karamata theory, L(N) ∝ N
a(u)(N) is (1 − t)-
regularly varying, NcN ∼ (1 − t)L(N) and (Z) holds.
Proof We show first that
∞
∑
k=1
(uk − uk+1)2 <∞.(o)
Let u = u(f) and let cN ∶= f([N,∞)), M(N) ∶=∑1≤n≤N nfn and V (N) ∶=
∑1≤n≤N n2fn.
By (Z), ∃ R < 1√
5+1
so that NcN ≤ RL(N)) for large N . It follows
that
NcN ≤ RL(N) = R(M(N) +NCN)
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whence
NcN ≤ R
1 −R
⋅M(N)(®)
for large N where R
1−R
< 1√
5
.
In particular
M(N) ≍ L(N) as N →∞;
and
∞
∑
n=1
1
n2M(n)2 <∞.
We’ll use these to prove (o).
By Parseval’s formula, and the renewal equation,
∫
π
−π
∣θ∣2dθ∣1 − f(θ)∣2 <∞ ⇐⇒
∞
∑
n=1
(un − un+1)2 <∞
where f(θ) ∶= ∑∞n=1 fneinθ. By aperiodicity, supǫ≤∣θ∣≤π ∣f(θ)∣ < 1 ∀ ǫ > 0
whence (using symmetry)
∫
π
−π
∣θ∣2dθ∣1 − f(θ)∣2 <∞ ⇐⇒ ∫
ǫ
0
θ2dθ∣1 − f(θ)∣2 <∞ for some ǫ > 0.
For ∣θ∣ < π
2
,
1 − f(θ) = ∞∑
n=1
fn(2 sin2(nθ
2
) − i sin(nθ))
= ( ∑
1≤n≤ 2
π∣θ∣
+ ∑
n> 2
π∣θ∣
)fn(2 sin2(nθ
2
) − i sin(nθ))
and
∣1 − f(θ)∣ ≥ ∣ ∑
1≤n≤ 2
π∣θ∣
∣ − ∣ ∑
n> 2
π∣θ∣
∣.
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Now
∣ ∑
1≤n≤ 2
π∣θ∣
∣ =
¿ÁÁÁÀ( ∑
1≤n≤ 2
π∣θ∣
fn2 sin
2(nθ
2
))2 + ( ∑
1≤n≤ 2
π∣θ∣
fn sin(nθ))2
≥ ∣ ∑
1≤n≤ 2
π∣θ∣
fn sin(nθ)∣
≥
2
π
⋅ ∣θ∣ ∑
1≤n≤ 2
π∣θ∣
nfn
=
2
π
⋅ ∣θ∣M( 2
π∣θ∣ );
and
∣ ∑
n> 2
π∣θ∣
∣ = ∣ ∑
n> 2
π∣θ∣
fn(2 sin2(nθ
2
) − i sin(nθ))∣
≤
¿ÁÁÁÀ( ∑
n> 2
π∣θ∣
fn2 sin
2(nθ
2
))2 + ( ∑
n> 2
π∣θ∣
fn sin(nθ))2
≤ √5c 2
π∣θ∣
.
By assumption ∃ ∆ > 0 so that for ∣θ∣ <∆,
c 2
π∣θ∣
≤ R′2∣θ∣
π
M( 2
π∣θ∣ )
where R′ = R
1−R
= 1√
5
(1 − η) for some η > 0; whence
∣1 − f(θ)∣ ≥ 2
π
⋅ ∣θ∣M( 2
π∣θ∣ ) −
√
5c 2
π∣θ∣
≥
2
π∣θ∣M( 2π∣θ∣ )(1 −
√
5R′)
=
2η
π∣θ∣M( 2π∣θ∣ ).
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Let N ≥ 1, ∆ > π
N
, then
∫
π
N
0
θ2dθ∣1 − f(θ)∣2 ≪ ∫
π
N
0
θ2dθ(θM( 2
π∣θ∣))2
= ∫
π
N
0
dθ
M( 2
π∣θ∣)2
=
∞
∑
n=N
∫
π
n
π
n+1
dθ
M( 2
π∣θ∣)2
≍
∞
∑
n=N
1
n2M(n)2 <∞. V(o)
To see smoothness, by assumption
logL(N) ∼ N∑
k=1
ck
L(k) ≤
N
∑
k=1
1√
5k
+O(1) = 1√
5
logN +O(1)
whence
L(N) = O(N 1√5 ).
Using the renewal equation, au(n) ≍ nL(n) , whence au(n) ≫ N1− 1√5 and√
n
an
≪
1
N
1
2
−
1√
5
ÐÐ→
n→∞
0.
By the Cauchy-Schwartz inequality,
1
au(n)
n
∑
k=1
∣uk − uk+1∣ ≤
√
n
au(n) ⋅
¿ÁÁÀ ∞∑
k=1
(uk − uk+1)2 ÐÐ→
n→∞
0. V
References
[1] J. Aaronson. Rational ergodicity, bounded rational ergodicity and some con-
tinuous measures on the circle. Israel J. Math., 33(3-4):181–197 (1980), 1979.
A collection of invited papers on ergodic theory.
[2] Jon Aaronson. Rational ergodicity and a metric invariant for Markov shifts.
Israel J. Math., 27(2):93–123, 1977.
[3] Jon Aaronson. Rational weak mixing in infinite measure spaces. Ergodic Theory
Dynam. Systems, 33(6):1611–1643, 2013.
[4] Jon Aaronson, Maryam Hosseini, and Mariusz Leman´czyk. IP-rigidity and
eigenvalue groups. Ergodic Theory Dynam. Systems, 34(4):1057–1076, 2014.
[5] Jon Aaronson and Mahendra Nadkarni. L∞ eigenvalues and L2 spectra of non-
singular transformations. Proc. London Math. Soc. (3), 55(3):538–570, 1987.
[6] Jonathan Aaronson, Michael Lin, and Benjamin Weiss. Mixing properties of
Markov operators and ergodic transformations, and ergodicity of Cartesian
products. Israel J. Math., 33(3-4):198–224 (1980), 1979. A collection of invited
papers on ergodic theory.
weak mixing 13
[7] Terrence Adams, Nathaniel Friedman, and Cesar E. Silva. Rank-one weak
mixing for nonsingular transformations. Israel J. Math., 102:269–281, 1997.
[8] Kai Lai Chung. Markov chains with stationary transition probabilities. Sec-
ond edition. Die Grundlehren der mathematischen Wissenschaften, Band 104.
Springer-Verlag New York, Inc., New York, 1967.
[9] Irving Dai, Xavier Garcia, Tudor Padurariu, and Cesar E. Silva. On ratio-
nally ergodic and rationally weakly mixing rank-one transformations. Ergodic
Theory Dynam. Systems, 35(4):1141–1164, 2015.
[10] Adriano Garsia and John Lamperti. A discrete renewal theorem with infinite
mean. Comment. Math. Helv., 37:221–234, 1962/1963.
[11] Arshag B. Hajian and Shizuo Kakutani. Weakly wandering sets and invariant
measures. Trans. Amer. Math. Soc., 110:136–151, 1964.
[12] Arshag B. Hajian and Shizuo Kakutani. Example of an ergodic measure pre-
serving transformation on an infinite measure space. In Contributions to Er-
godic Theory and Probability (Proc. Conf., Ohio State Univ., Columbus, Ohio,
1970), pages 45–52. Springer, Berlin, 1970.
[13] T. E. Harris and Herbert Robbins. Ergodic theory of Markov chains admitting
an infinite invariant measure. Proc. Nat. Acad. Sci. U. S. A., 39:860–864, 1953.
[14] J. F. C. Kingman. Regenerative phenomena. John Wiley&Sons Ltd., London-
New York-Sydney, 1972. Wiley Series in Probability and Mathematical Statis-
tics.
[15] Franc¸ois Parreau. Ergodicite´ et purete´ des produits de Riesz. Ann. Inst.
Fourier (Grenoble), 40(2):391–405, 1990.
School of Math. Sciences, Tel Aviv University, 69978 Tel Aviv,
Israel.
E-mail address : aaro@tau.ac.il
