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Die Erkennung von Intentionen und Aktivita¨ten im Bereich der smarten Umgebungen erfor-
dert die schnelle und effiziente Auswertung großer Datenmengen. Da die u¨blicherweise ge-
nutzten Statistikprogramme, wie zum Beispiel R, bei Hauptspeichergro¨ße u¨berschreitenden
Datenmengen Performanceeinbußen erleiden, ist ein hier gewa¨hlter Ansatz die Verarbeitung
mit einem parallelen Datenbanksystem. In vielen der verwendeten Algorithmen sind dabei
solche Operationen des wissenschaftlichen Rechnens, wie beispielsweise die Matrixmultiplika-
tion, Bestandteil, dessen alleinige Ausfu¨hrung schon zeitaufwendig ist. Die in vielen parallelen
Datenbanksystemen umgesetzte Interanfrage- und Interoperatorparallelita¨t ist in diesen Fa¨llen
nicht ausreichend, weshalb hier die weniger implementierte Intraoperatorparallelita¨t untersucht
wird. Schwerpunkte sind dabei die Evaluierung einer Partitionierungsstrategie, hinsichtlich der
lokal mo¨glichen Berechnungen und Kommunikationskosten, anhand der Matrixmultiplikation.
Um die erlangten theoretischen Erkenntnisse und den Stand der Umsetzung in einem aktuel-
len System miteinander zu vergleichen, wurden die Strategien mit Postgres-XL realisiert und
ausgewertet.
Detection of intentions and activities in the context of smart environments requires a fast
and efficient evaluation of large amounts of data. Commonly used statistics programs, like R,
suffer from performance losses when data sizes become larger than main memory. To address
this problem, the use of database systems is proposed. Many used algorithms contain operations
of scientific computing, for example matrix multiplication, which are in itself time-consuming.
In this case the often available interquery- and interoperator-parallelism is not sufficient. Thus
in this work, intraoperator-parallelism is examined, which is used less frequently in current
database management systems. We aim at the evaluation of partition strategies, with respect
to locally feasible computations and communications costs, based on the matrix multiplication.
Furthermore, to compare the achieved theoretical findings with the current state in a nowadays
system, the evaluated partition strategies are implemented and analyzed with Postgres-XL.
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1 Einleitung
Aktivita¨ts- und Intentionserkennung mittels Machine-Learning-Algorithmen hat sich, beispiels-
weise durch die Nutzung von Assistenzsystemen, in vielen Bereichen der Forschung und dem
ta¨glichen Leben etabliert.
Dabei sorgen immer leistungsfa¨higere, kostengu¨nstigere und kompaktere Sensoren dafu¨r, dass
große Mengen an Informationen einfach zu sammeln sind. Die Auswertung dieser anfallen-
den großen Datenmengen u¨bersteigt dabei die Mo¨glichkeiten einzelner Hardwarekomponenten,
weshalb eine intensive Untersuchung zur effizienten parallelen Verarbeitung solcher Mengen
no¨tig ist.
Die zum Erkennen von Intentionen und Aktivita¨ten genutzten Algorithmen basieren, beispiels-
weise mit der Matrizenmultiplikation oder Vektor-Matrixmultiplikation, auf Konstrukten der
linearen Algebra. Dabei werden solche Berechnungen oftmals mit Statistikprogrammen wie
R [R C16] durchgefu¨hrt, welche jedoch bei Hauptspeichergro¨ße u¨berschreitenden Datenmen-
gen Performanceeinbußen verzeichnen. Um auch diese Gro¨ße effizient handhaben zu ko¨nnen,
ist die Verwendung von Datenbanksystemen ein hier gewa¨hlter Ansatz. Mit der Ausrichtung
auf die Verwaltung und Bearbeitung großer Datenmengen, sowie der Mo¨glichkeit auf parallelen
Datenbanksystemen die Berechnungen zu verteilen, bieten diese gute Voraussetzungen fu¨r die
Auswertung von Datenmengen, welche die Hauptspeichergro¨ße u¨berschreiten.
Auf dem Gebiet der parallelen Anfrageverarbeitung mit Datenbanksystemen gibt es zwei Arten,
die im Stand der Technik zu finden sind: Interanfrage- und Interoperatorparallelita¨t. Hierbei
werden im ersten Fall einzelne Anfragen an verschiedene Knoten geschickt und im zweiten Fall
die in einer Anfrage vorhandenen Operatoren verteilt. Allerdings treten in wissenschaftlichen
Berechnungen ha¨ufiger Operationen auf, wie zum Beispiel die Matrixmultiplikation, welche
als Einzelne zu zeitaufwa¨ndig sind. Die zwei genannten Arten erreichen in dieser Situation
nur eine geringfu¨gige Verbesserung, weshalb die Notwendigkeit besteht, einzelne Operatoren
zu parallelisieren. Diese als Intraoperatorparallelita¨t bezeichnete Form ist in parallelen Daten-
banksystemen jedoch wenig implementiert.
Entgegen der Interanfrage- und Interoperatorparallelita¨t ist es fu¨r die Verteilung des einzel-
nen Operators no¨tig, die zu bearbeitende Relation in Partitionen aufzuteilen, auf der dann
jeweils eine Operatorinstanz die Berechnung ausfu¨hrt. In dieser Arbeit sollen daher Partitio-
6
nierungskonzepte beispielhaft fu¨r die Matrizenmultiplikation entwickelt und hinsichtlich der
Kommunikationskosten untersucht werden. Anschließend findet ein Vergleich der gewa¨hlten
Konzepte auf dem parallelen Datenbanksystem Postgres-XL statt.
Diese Masterarbeit gliedert sich in sechs Kapitel. Dabei folgt auf diese Einleitung in Kapitel 2
die Problemstellung, in der genauer die vorliegenden Problematiken und die Zielsetzung dieser
Arbeit vorgestellt werden. Mit der kurzen Einfu¨hrung von SQL und relationalen Datenban-
ken, sowie bestimmter mathematischer Operatoren und dem Vorwa¨rtsalgorithmus des Hidden
Markov Model legt das dritte Kapitel Grundlegende Konzepte eine Basis, bevor im Kapitel 4
Stand der Technik und Forschung vertiefend bekannte Ansa¨tze und Methodiken Erla¨uterung
finden. Auf Grundlage dieser folgt im Kapitel 5 die Umsetzung, in der zuna¨chst im Abschnitt
5.1 ein Matrixrelationenschema ermittelt wird. Dieses bildet die Basis fu¨r die Entwicklung von
sequentiellen SQL-Anfragen fu¨r die vorgestellten mathematischen Operatoren im Abschnitt
5.2. In den Abschnitten 5.4 Parallelisierung der SQL-Anfragen und 5.5 Implementation mit
Postgres-XL werden Partitionierungsstrategien ermittelt, hinsichtlich ihrer Kommunikations-
kosten bei der Matrixmultiplikation evaluiert und anschließend auf dem System Postgres-XL
umgesetzt sowie analysiert. Den Schluss dieser Arbeit bildet das Kapitel 6. Dort werden die
Erkenntnisse zusammengefasst, bewertet und auf Basis derer ein Ausblick gegeben.
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2 Problemstellung
Die Verarbeitung großer Datenmengen erfordert, unabha¨ngig vom System, eine Parallelisie-
rung, um eine effiziente Auswertung zu ermo¨glichen. Hierbei gibt es verschiedene Ebenen, auf
denen Parallelisierung stattfinden kann, welche im speziellen Kontext der parallelen Daten-
banksysteme als Interanfrage-, Interoperator- und Intraoperatorparallelita¨t bezeichnet werden.
Algorithmen des maschinellen Lernens beinhalten ha¨ufig Operationen, wie beispielsweise die
Matrizenmultiplikation, dessen alleinige Ausfu¨hrung viel Zeit in Anspruch nimmt. Die bloße
Verteilung der im Algorithmus vorhandenen Operationen auf existierende Knoten ist, beson-
ders wenn die weiteren Teilberechnungen verha¨ltnisma¨ßig simpel sind, nicht zielfu¨hrend, da die
Dauer des Gesamtprozesses vom langsamsten Operator abha¨ngt. Diese Form, die Interopera-
torparallelita¨t, ist daher nicht ausreichend, um solche Auswertungen effizient zu bearbeiten.
Eine mo¨gliche Verbesserung ist hierbei die Intraoperatorparallelita¨t, bei der ein einzelner Ope-
rator mit dem Ziel der Antwortzeitverku¨rzung parallelisiert wird. In den ga¨ngigen parallelen
Datenbanksystemen ist die Interanfrage- und Interoperatorparallelita¨t umfangreich implemen-
tiert, wohingegen die Intraoperatorparallelita¨t nur bedingt Umsetzung findet.
Diese Situation ist unter Anderem dem geschuldet, dass sich fu¨r die Parallelisierung eines ein-
zelnen Operators die Problemdimension erho¨ht. Bei den beiden vorherigen Varianten ist es
ausreichend, eine Relation im Gesamten auf Knoten zu verteilen. Fu¨r die Intraoperatorparalle-
lita¨t ist es hingegen no¨tig, eine Relation zu partitionieren und die entstandenen Teilrelationen
zu verteilen, damit diese von Operatorinstanzen bearbeitet werden ko¨nnen. Daru¨ber hinaus
unterscheidet sich bei bestimmten Operationen, wie zum Beispiel dem Durchschnitt, die Be-
rechnungsvorschrift einer Operatorinstanz von der des Gesamtoperators.
Aufgrund dessen wird im Rahmen dieser Arbeit stellvertretend fu¨r eine komplexe Operati-
on die Matrizenmultiplikation und als Algorithmus der Vorwa¨rtsalgorithmus betrachtet. Dabei
fordert der große Einfluss von Kommunikationskosten auf die Abarbeitungszeiten in verteilten
parallelen Berechnungen die Evaluierung einer Partitionierungsstrategie, die bezu¨glich der loka-
len Berechnungskosten und der no¨tigen Kommunikation optimiert ist. Das prima¨re Ziel dieser
Arbeit ist es daher, am Beispiel der Matrizenmultiplikation gu¨nstige Strategien zu finden. In
der Folge bietet eine gute Partitionierung dem parallelen Datenbanksystem die theoretische Ba-
sis, effiziente und kostengu¨nstige Abarbeitungspla¨ne zu erstellen. Zur Untersuchung, ob diese
Mo¨glichkeiten zur Intraoperatorparallelisierung vom Anfrageplanoptimierer bereits ohne An-
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frageanpassung ausgenutzt werden, erfolgt eine Analyse von Laufzeiten und Anfragepla¨nen,
welche auf der Umsetzung mit dem parallelen Datenbankclustersystem Postgres-XL basieren.
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3 Grundlegende Konzepte
Im Verlauf dieser Arbeit werden Mo¨glichkeiten, Verhalten und Probleme bei der Intraoperator-
parallelisierung von ha¨ufig im wissenschaftlichen Rechnen verwendeten Basisoperationen mit
der Datenbankanfragesprache SQL untersucht. Zum besseren Versta¨ndnis findet eine Ein-
fu¨hrung in die verwendeten Bestandteile von SQL und der zu Grunde liegenden Relationenal-
gebra statt. Ebenso werden verschiedene, beim wissenschaftlichen Rechnen benutzte, mathe-
matische Operationen erla¨utert und der Vorwa¨rtsalgorithmus im Rahmen des Hidden Markov
Models vorgestellt.
3.1 SQL und relationale Datenbanken
Das Relationenmodell ist eines der am weitesten verbreiteten Datenbankmodelle. Dabei fin-
det es in kommerziellen Datenbanksystemen und der Forschung, aufgrund seiner Einfachheit
und Exaktheit, gleichermaßen Verwendung [SSH13]. Hier wird, bezugnehmend auf den Inhalt
dieser Arbeit, zuna¨chst kurz der Strukturteil vorgestellt und anschließend mit der Relationenal-
gebra ein Anfragemodell pra¨sentiert. Darauf folgt die Erla¨uterung der Umsetzung dargestellter
Anfragen. Die Abschnitte 3.1.1 bis 3.1.3 orientieren sich am Buch [SSH13].
3.1.1 Relationenschema
Die Basis im Strukturteil des Relationenmodells bildet das Relationenschema. Ein solches be-
steht aus einer Menge von Attributen, denen ein Wertebereich zugeordnet ist. Oftmals sind
Wertebereiche Standarddatentypen, es ko¨nnen aber jegliche endliche, nicht-leere Mengen sein.
Eine bestimmte Instanz eines Schemas wird als Relation bezeichnet. Verglichen mit einer Ta-
belle sind die Attribute einer Relation die Spaltenko¨pfe der Tabelle. Der Inhalt sind Werte
aus dem entsprechenden Wertebereich des Attributs. Eine Zeile der Tabelle ist ein Tupel der
Relation.
Dem Relationenmodell liegt der wichtige Aspekt zu Grunde, dass alles eine Relation ist. Be-
stimmte Objekttypen, wie beispielsweise Listen oder Arrays, sind nicht vorhanden und ko¨nnen
nur u¨ber ein entsprechendes und dabei vom Nutzer selbst gewa¨hltes Schema definiert wer-
den. Die gewa¨hlte Struktur hat dabei erheblichen Einfluss auf die Formulierung der Anfragen
und mo¨glicherweise auch auf die Performance dieser. Hier sollen vor allem wissenschaftliche
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Berechnungen untersucht werden, welche Matrizen als Objekttyp verwenden. Daher wird im
Abschnitt 5.1 ein dafu¨r geeignetes Schema hergeleitet.
3.1.2 Relationenalgebra
Um mit den Datensa¨tzen zu interagieren ist eine Anfragesprache no¨tig, etwa die Relationen-
algebra, welche verschiedene Operationen zur Interaktion mit Datensa¨tzen bereitstellt. Hier
werden die in dieser Arbeit wichtigsten Operationen kurz an einem Beispiel dargestellt: Pro-
jektion, Selektion, Verbund, Vereinigung und Umbenennung.
Als Beispiel dienen die zwei nachfolgend dargestellten Relationen RA und RB. Die angegebenen












Die Projektionsoperation kann Attribute einer Relation ausblenden. Als Parameter werden die
Attribute angegeben, die im Ergebnis vorhanden sein sollen und die Relation, auf der diese








Eine Selektion ermo¨glicht es, Tupel anhand einer Bedingung auszuwa¨hlen. Der Parameter
ist hier eine Bedingung, die angibt, wann ein Tupel im Ergebnis erhalten sein soll und die
Relation, auf der die Operation durchgefu¨hrt wird. Die Selektion mit der Bedingung A > 2 auf






Mittels der Verbundoperation werden zwei Relationen miteinander u¨ber angegebene Verbund-
attribute verknu¨pft. Im Ergebnis bleiben solche Tupel erhalten, bei denen die Werte der Ver-







Die Umbenennungsoperation ermo¨glicht es, Attributnamen zu a¨ndern, um sie zum Beispiel fu¨r
die Vereinigung vorzubereiten, da diese von den Namen der Attribute abha¨ngt. Im Beispiel







Bei der Vereinigung werden alle Tupel aus den beteiligten Relationen in die Ergebnisrelation
u¨bernommen und Doppelte entfernt. Voraussetzung ist hierbei, dass die Anzahl, Namen und











SQL ist eine Datenbankanfragesprache, welche weitestgehend die Operationen aus der Re-
lationenalgebra umsetzt. Dabei erfu¨llt sie bestimmte Kriterien an Anfragesprachen, die in
[SSH13] aufgelistet wurden. Unter dem Gesichtspunkt dieser Arbeit ist vor allem die Abge-
schlossenheit ein wichtiger Aspekt, da diese sicherstellt, dass jede Operation wieder eine Re-
lation erzeugt. Fu¨r die Struktur der Ergebnisrelation ist jedoch allein der Nutzer verantwortlich.
Das Basiskonstrukt, um Abfragen mit SQL zu ta¨tigen, ist der SELECT-FROM-WHERE-Block (SFW-
Block). Dieser setzt sich, entsprechend des Namens, aus dem SELECT-, FROM- und WHERE-
Abschnitt zusammen.
1 SELECT projektionsliste FROM relationsliste WHERE bedingungen
Programmbeispiel 3.1: SFW-Block von SQL
Im Folgenden werden die SQL-Anfragen zu den in Abschnitt 3.1.2 vorgestellten Operationen
aufgefu¨hrt.
Projektion, Selektion und Umbenennung
Wie im Programmbeispiel 3.1.3 ersichtlich ist, erfolgt die Projektion im SELECT- und die Se-
lektion im WHERE-Abschnitt des SFW-Blocks. Ebenfalls im SELECT-Abschnitt findet die Um-
benennung von Attributen statt.
1 SELECT A FROM RA
Programmbeispiel 3.2: Projektion mit SQL
1 SELECT * FROM RA WHERE A > 2
Programmbeispiel 3.3: Selektion mit SQL
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1 SELECT B AS A, C AS B FROM RB
Programmbeispiel 3.4: Umbenennung mit SQL
Verbund und Vereinigung
Die Vereinigung erfolgt zwischen zwei SFW-Blo¨cken u¨ber den Operator UNION. Beim Verbund
findet die Verknu¨pfung hingegen im FROM-Abschnitt der Anfrage statt. Hierbei gibt es mehre-
re Verbundarten, die mit den Literalen INNER JOIN, LEFT JOIN, RIGHT JOIN, NATURAL JOIN
und FULL OUTER JOIN erzeugt werden. Außer beim NATURAL JOIN, bei dem dies implizit u¨ber
gleichbenannte Attribute geschieht, ist es notwendig, mit einer ON-Klausel die Verbundattribu-
te anzugeben. Die genannten Verbu¨nde unterscheiden sich dabei hinsichtlich der Tupel, die im
Ergebnis enthalten sein sollen. Beim inneren Verbund sind nur Tupel im Ergebnis, bei denen
die Werte in den Verbundattributen gleich sind. Beim linken und rechten Verbund sind alle
Tupel der linken bzw. rechten Relation im Ergebnis und zusa¨tzlich die zutreffenden Tupel aus
der anderen Relation. Der komplette a¨ußere Verbund gibt alle Tupel beider Relationen zuru¨ck.
Dabei werden Datensa¨tze zu einem Tupel verbunden, wenn die Verknu¨pfungsbedingung erfu¨llt
ist. Im anderen Fall werden die u¨brigen Attribute mit NULL-Werten gefu¨llt.
Im Abschnitt 3.1.2 wurde der innere Verbund vorgestellt, da dieser hier am ha¨ufigsten Ver-
wendung finden wird. Programmbeispiel 3.1.3 zeigt die entsprechende SQL-Anfrage.
1 SELECT * FROM RA INNER JOIN RB ON RA.B = RB.B
Programmbeispiel 3.5: Innerer Verbund mit SQL
Dieser Verbund wird ebenfalls als Equijoin bezeichnet und kann in SQL auch nur mit JOIN
oder u¨ber [...] FROM RA, RB WHERE RA.B = RB.B erzeugt werden. Wird im letzten Fall der
WHERE-Abschnitt weggelassen, so entsteht ein kartesisches Produkt.
Aggregatfunktionen
Zusa¨tzlich zu den pra¨sentierten Operationen ist es mo¨glich, Funktionen anzugeben, die eine
Menge von Werten in einen Wert umwandeln. Diese werden als Aggregatfunktionen bezeichnet.
In SQL gibt es davon bereits einige Vordefinierte, die im SELECT-Teil der Anfrage aufgerufen
werden. Bekannte Funktionen sind die Summation (SUM()), das Maximum und Minimum (MAX
() und MIN()) und der Durchschnitt (AVG()). Neben weiteren vordefinierten Funktionen ist es
auch mo¨glich solche u¨ber Anfragen selbst zu gestalten.
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Aggregatfunktionen ko¨nnen nach [GBL+96] in drei Kategorien eingeteilt werden: distributiv,
algebraisch und holistisch. Fu¨r die Klassifizierung nehmen wir eine zweidimensionale Menge
von Werten {Xi,j} an.
• Distributiv: Eine Aggregatfunktion F ist distributiv, wenn es eine Funktion G gibt,
sodass F ({Xi,j}) = G({F ({Xi,j |i = 1, ..., I; j = 1, ..., J})}). Bekannte Funktionen die-
ser Kategorie sind SUM(), MIN(), MAX() und COUNT(). Außer fu¨r COUNT() gilt bei den
Beispielen sogar G = F .
• Algebraisch: Die Aggregatfunktion F ist algebraisch, wenn es eine M-Tupel-wertige
Funktion G und eine Funktion H gibt, sodass F ({Xi,j}) = H({G({Xi,j |i = 1, ..., I, j =
1, ..., J})}). Beispielhaft fu¨r diese Kategorie ist die AVG()-Funktion.
• Holistisch: Eine Aggregatfunktion F ist holistisch, wenn es keine Konstante M gibt,
durch die ein M-Tupel die Berechnung charakterisiert. Als Beispiel sei hier der Median
genannt.
Zur besseren Einordnung erfolgt eine Beschreibung der Funktionen F , G beziehungsweise H fu¨r
die Aggregatfunktionen SUM(), COUNT() und AVG(). Hierbei agieren die inneren Funktionen, F
und G, auf Partitionen. Im Fall der SUM-Aggregation bildet die innere Funktion F Teilsummen
fu¨r jede Partition. Diese werden im Anschluss von der Funktion G zur Gesamtsumme addiert.
Daraus ist ersichtlich, dass F und G hinsichtlich der Berechnungsvorschrift gleich sind und sich
nur die Eingabewerte a¨ndern. Bei der COUNT-Aggregation sind diese Funktionen nicht gleich.
Auf den einzelnen Partitionen za¨hlt die Funktion F die Anzahl der Eintra¨ge und G addiert
diese anschließend zum Endergebnis. Wichtig fu¨r die Kategorie distributiv ist demnach, dass
die innere Funktion F , welche auf den Partitionen arbeitet, der a¨ußeren Funktion F entspricht.
Fu¨r die algebraischen Aggregatfunktionen gilt dies nicht, wie am Beispiel vom AVG gezeigt wer-
den soll. Hier erzeugt die Funktion G fu¨r jede Partition ein Tupel aus Summe und Anzahl der
vorhandenen Elemente. Die Funktion H addiert und dividiert diese anschließend. Bei dieser
Kategorie ist daher die Funktion, welche auf den Partitionen arbeitet, nicht identisch zu der
a¨ußeren Funktion F .
Fu¨r diese Arbeit von Bedeutung ist die Parallelisierbarkeit von Aggregatfunktionen. Aus der
U¨bersicht wird deutlich, dass distributive Funktionen ohne Vera¨nderung auf Partitionen agie-
ren ko¨nnen. Algebraische Funktionen lassen sich durch ein Umschreiben dieser parallelisieren.
Fu¨r holistische Funktionen gilt, dass sie nicht in einem Schritt parallelisierbar sind, da dort die
Gesamtheit der Daten betrachtet werden muss.
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3.2 Mathematische Operationen
In diesem Abschnitt findet eine Vorstellung mathematischer Operationen statt, die im Be-
reich des maschinellen Lernens Bestandteil vieler Algorithmen sind. Da diese Operationen,
auch in Verbindung mit bekannten Verfahren des maschinellen Lernens, in der spa¨teren Um-
setzung mittels SQL implementiert und anschließend parallelisiert werden sollen, gilt dieser
Abschnitt der mathematischen Pra¨sentation des Skalarproduktes, der Matrixmultiplikation,
Transponierung und Faktorisierung. Im Rahmen dieser Arbeit beziehen sich die Operationen
und Algorithmen auf Zahlen des reellen Raums R. Die nachfolgenden Einfu¨hrungen richten
sich nach dem Buch [Fis14].
3.2.1 Skalarprodukt
Im reellen n-dimensionalen Raum Rn wird zwei Vektoren x = (x1, ..., xn) und y = (y1, ..., yn)
die Zahl
〈x, y〉 = x1y1 + ...+ xnyn
zugeordnet. Die sich ergebende Abbildung
〈 , 〉 : Rn × Rn → R, (x, y) 7→ 〈x, y〉
heißt kanonisches Skalarprodukt.
3.2.2 Matrixmultiplikation
Das eben vorgestellte Skalarprodukt findet bei der Matrixmultiplikation Verwendung. Dabei
definiert sich diese fu¨r zwei Matrizen
A = (aij) ∈M(m× n) und B = (bjk) ∈M(n× r)
als




Eine Matrixmultiplikation ist demnach nur mo¨glich, wenn die Spaltenanzahl der Matrix A und
Zeilenanzahl der Matrix B gleich sind. Wird eine Zeile der Matrix A als transponierter Spal-
tenvektor aufgefasst, und eine Spalte der Matrix B ebenfalls als Spaltenvektor, so entspricht
dies dem Skalarprodukt.
Blockmatrixdarstellung
Es ist mo¨glich, Matrizen in Blo¨cke zu zerlegen, die ihrerseits wieder kleinere Matrizen sind.
Hierfu¨r ist in Abbildung 3.1 eine beispielhafte Aufteilung einer Matrix in Blo¨cke dargestellt.
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
1 2 3 4
5 6 7 8
9 9 8 7
6 5 4 3

Abbildung 3.1: Aufteilung einer Matrix in Blo¨cke
Aufgrund der Unterteilungen ist es machbar, auf den entstandenen Teilmatrizen Berechnungen
zu formulieren, wie beispielsweise fu¨r die Matrixmultiplikation. Dabei muss fu¨r die Gro¨ße der
einzelnen Blo¨cke, bei A · B, die Bedingung gelten, dass die Blockbreite von A der Blockho¨he
von B entspricht. Daru¨ber hinaus gilt weiterhin die Bedingung an die Gesamtdimensionen der
beiden Matrizen. Sind Beide erfu¨llt, so gilt fu¨r Blockmatrizen dieselbe Berechnungsvorschrift
wie fu¨r die klassische Matrixmultiplikation, da in dem Fall Elemente als einelementiger Block
aufgefasst werden. Der Unterschied ist hingegen das Zwischenergebnis, welches kein skalarer
Wert, sondern wiederum eine Matrix ist. Aus diesem Grund ist hier insbesondere auf die
Faktorenreihenfolge der einzelnen Teilmultiplikationen zu achten [Str03]. Nachfolgend findet












A11B11 +A12B21 A11B12 +A12B22
A21B11 +A22B21 A21B12 +A22B22
]
3.2.3 Transponierung
Die eben erwa¨hnte Transponierung beschreibt das Tauschen von Zeilen- und Spaltenindizes
bei Vektoren und Matrizen. Formal wird dies wie folgt beschrieben:
A = (aij) ∈M(m× n)⇒ AT = (a′ij) ∈M(n×m) mit a′ij := aji.
3.3 Hidden Markov Model
Stellvertretend fu¨r Machine-Learning-Verfahren wird hier der frequent genutzte Vorwa¨rts-
algorithmus vorgestellt, welcher auf dem Hidden Markov Model (HMM) basiert. Dieses wird
daher zuna¨chst eingefu¨hrt. Als Hidden Markov Model wird ein doppelt stochastischer Prozess
bezeichnet, bei dem es einen unterliegenden und nicht sichtbaren Prozess gibt, der nur durch
weitere stochastische Prozesse, welche eine Sequenz von sichtbaren Symbolen erzeugen, beob-
achtbar ist [RJ86]. Anwendung findet das HMM zum Beispiel bei der Spracherkennung und
Aktivita¨tserkennung, da hier zu den empfangenen Signalen der Zustand, zum Beispiel gesagter
Buchstabe oder Position des Menschen, gesucht wird. Die nachfolgende Einfu¨hrung richtet sich
nach der von L. Rabiner in [RJ86].
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Definiert wird das HMM λ durch ein Fu¨nf-Tupel (S, V,A,B, pi):
• Eine endliche Menge an diskreten Zusta¨nden S = {s1, s2, ..., sn}
• Eine endliche Menge an beobachtbaren Symbolen V = {v1, v2, ..., vm}
• U¨bergangswahrscheinlichkeiten A = (aij) ∈ Rn×n zwischen den Zusta¨nden
• Wahrscheinlichkeiten B = (bij) ∈ Rn×m, um eine Beobachtung in einem bestimmten
Zustand zu machen
• Anfangsverteilung pi ∈ Rn, die angibt, mit welcher Wahrscheinlichkeit ein Zustand der
Anfangszustand ist
Von Bedeutung ist, dass die U¨bergangswahrscheinlichkeit nur vom aktuellen Zustand abha¨ngt
und nicht von den Vorherigen.
Es werden drei Hauptprobleme charakterisiert, deren Lo¨sungen fu¨r eine Anwendung bei realen
Problemen notwendig sind.
1. Auswertungsproblem: Gegeben sei eine Beobachtungssequenz O = o1, o2, ..., oT und
ein HMM λ. Wie kann die Wahrscheinlichkeit berechnet werden, dass O von λ produziert
wurde?
2. Aufdecken der versteckten Zusta¨nde: Gegeben sei auch hier eine Beobachtungs-
sequenz O = o1, o2, ..., oT und ein HMM λ. Wie wa¨hlen wir eine Zustandssequenz, die
optimal ist?
3. Optimierung der Modelparameter: Wie kann das HMM angepasst werden, um die
Genauigkeit der Wahrscheinlichkeitsberechnung zu maximieren?
Hier wird in Bezug auf die weitere Arbeit nur auf das Auswertungsproblem eingegangen. Ziel
ist es, die Wahrscheinlichkeit zu berechnen, dass eine Beobachtungssequenz O mit der La¨nge
T im HMM λ auftritt - ausgedru¨ckt als Pr(O|λ).
Als naiver Weg besteht die Mo¨glichkeit, die Wahrscheinlichkeit fu¨r jede mo¨gliche Zustands-
sequenz der La¨nge T zu ermitteln. Ausgangspunkt ist die Wahrscheinlichkeit, dass eine Be-
obachtungssequenz O und eine Zustandssequenz I gleichzeitig auftreten. Ausdru¨ckbar ist dies
mit
Pr(O, I|λ) = Pr(O|I, λ) Pr(I|λ).
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Die Wahrscheinlichkeit Pr(O|λ) ist dabei berechenbar durch die Summation von Pr(O, I|λ)




Pr(O|I, λ) Pr(I, λ).
Zur weiteren Auflo¨sung der Formel ist es no¨tig, Pr(O|I, λ) und Pr(I|λ) zu ersetzen. Fu¨r jede
bekannte Zustandssequenz I = (i1, . . . , in) ist die Wahrscheinlichkeit fu¨r die Beobachtungsse-
quenz O = (o1, . . . , oT ) darstellbar als
Pr(O|I, λ) = bi1(o1)bi2(o2)...biT (oT ).
Die Wahrscheinlichkeit fu¨r das Auftreten einer Zustandssequenz I ist
Pr(I|λ) = pii1ai1i2ai2i3 ...aiT−1iT .
Nachteilig ist bei diesem Ansatz die Komplexita¨t von 2T · i, weil fu¨r jeden Zeitpunkt alle
Zusta¨nde Betrachtung finden und fu¨r jeden Summanden 2T Berechnungen durchgefu¨hrt wer-
den. Es wird deutlich, dass diese Komplexita¨t schon bei kleinen Sequenzen fu¨r Gro¨ßenordnungen
sorgt, die eine angemessene Auswertung unmo¨glich macht. Als alternative Lo¨sung gibt es den
Vorwa¨rtsalgorithmus, der im folgenden Abschnitt vorgestellt wird.
3.3.1 Vorwa¨rtsalgorithmus
Der Vorwa¨rtsalgorithmus berechnet Pr(O|λ) mit Hilfe sogenannter Vorwa¨rtsvariablen, die als
αt(i) = Pr(o1, o2, ..., ot, it = qi|λ) definiert werden. Der Algorithmus besteht aus drei Schritten:
Initialisierung, Rekursion und Terminierung.
Initialisierung













Zum besseren Versta¨ndnis wird der Algorithmus anhand eines kurzen Beispiels dargestellt.
Wir definieren unser λ = (S, V,A,B, pi) wie folgt:
S = {Sonne,Regen}
















Die Beobachtungssequenz O, fu¨r die Pr(O|λ) gesucht wird, ist (nass, nass). Die ersten Werte
des Vektors α lassen sich u¨ber die Initialisierungsformel errechnen.




























(0.07 · 0.8 + 0.285 · 0.3) · 0.1







Abschließend la¨sst sich die Wahrscheinlichkeit Pr(O|λ) mit der Terminierungsformel berechnen:
Pr(O|λ) = 0.01415 + 0.202825 = 0.22.
Die gesuchte Wahrscheinlichkeit fu¨r die Beobachtungssequenz (nass, nass) im gegebenen HMM
λ ist folglich 22%.
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4 Stand der Technik und Forschung
Algorithmen des maschinellen Lernens arbeiten oftmals auf einer Menge von Daten, deren
Auswertung die Leistungsfa¨higkeit einer oder weniger Rechner u¨bersteigt. Damit weiterhin
eine effiziente Verarbeitung der Daten mittels dieser Algorithmen mo¨glich ist, gibt es den An-
satz, die Ausfu¨hrung zu parallelisieren. Zur Betrachtung dieser parallelen Auswertung wird
hier das parallele Datenbanksystem vorgestellt und von den a¨hnlichen Systemarten, verteil-
tes Datenbanksystem und Multidatenbanksystem, abgegrenzt. Vertiefend liegt in dieser Arbeit
der Fokus auf den parallelen Datenbanksystemen und der Intraoperatorparallelita¨t, weshalb
zugeho¨rige Architekturen, Methoden zur Datenplatzierung, einhergehende Probleme und Stan-
dardalgorithmen vorgestellt werden. Abschließend erfolgt die Darstellung des Datenbanksys-
tems PostgreSQL und der parallelen Variante Postgres-XL. Weitere bekannte Ansa¨tze aus der
parallelen Verarbeitung von Daten, wie beispielweise MapReduce [DG04] oder die parallele
Datenflussprogrammierung, finden hier keine Betrachtung, da im Rahmen des Forschungs-
projektes PArADISE bereits einige Vorteile bei der Verwendung von SQL identifiziert wurden
[MH17]. Neben Vorzu¨gen, welche sich auf die weiteren Forschungspunkte Privatheit und Prove-
nance beziehen, ist der hier Bedeutsame die Mo¨glichkeit mit SQL Algorithmen ohne Anpassung
der Anfrage zu parallelisieren. Inwieweit dies auch auf die Intraoperatorparallelita¨t zu trifft,
wird im Rahmen dieser Arbeit untersucht. Die nachfolgenden Abschnitte 4.1 bis 4.4 richten
sich nach dem Buch [O¨V11].
4.1 Parallele Datenbanksysteme
Im Umfeld der parallelen und verteilten Datenverarbeitung lassen sich drei Systemarten, die
aufgrund ihrer verschiedenen Charakterisierung fu¨r unterschiedliche Aufgabenbereiche geeig-
net sind, festmachen: verteilte Datenbanksysteme, Multidatenbanksysteme und parallele Da-
tenbanksysteme.
Eine verteilte Datenbank ist eine Kollektion mehrerer, logisch miteinander verknu¨pfter Da-
tenbanken, die u¨ber ein Netzwerk verteilt sind und u¨ber dieses kommunizieren. Die Software,
welche diese Datenbanken verwaltbar und gleichzeitig die Verteilung gegenu¨ber dem Nutzer
transparent macht, ist das verteilte Datenbanksystem. Bei Multidatenbanksystemen sind die
Knoten vollkommen autonom und haben, entgegen den verteilten Datenbanken, kein Koope-
rationskonzept. Als paralleles Datenbanksystem wird eines auf einem eng gekoppelten Mul-
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tiprozessorsystem bezeichnet. Bekannte Architekturen sind hier Shared-Nothing, Shared-Disk
und Shared-Memory. Die beiden zuletzt genannten unterscheiden sich insofern von den ver-
teilten Datenbanken, als das die Kommunikation nicht u¨ber das Netzwerk geschieht, sondern
u¨ber die geteilten Ressourcen. Auch wenn Shared-Nothing in dieser Hinsicht einer verteilten
Datenbank a¨hnlich ist, so liegt hier der Unterschied darin, dass die Knoten allesamt homogen
sind. Auf die eben genannten Architekturen und deren Mischformen, wie dem Cluster, wird
jetzt eingegangen.
4.1.1 Architekturen
Die Architekturen unterscheiden sich hinsichtlich der Art und Weise wie die Hauptkomponen-
ten, Prozessor, Hauptspeicher und Festplatte, u¨ber ein schnelles Netzwerk verbunden sind und
welche Komponenten sich die Knoten teilen. Abha¨ngig von diesen geteilten Ressourcen gibt
es die drei bereits vorher erwa¨hnten Hauptarchitekturen Shared-Nothing, Shared-Memory und
Shared-Disk. Eine Mischarchitektur ist das Cluster.
Shared-Memory
Beim Shared-Memory-Ansatz hat jeder Prozessor u¨ber eine schnelle Verbindung, zum Beispiel
einen Hochgeschwindigkeitsbus, Zugriff auf den Hauptspeicher oder Festplatte. Alle Prozesso-
ren sind dabei unter der Kontrolle von einem Betriebssystem.
Shared-Nothing
In diesem Fall hat jeder Prozessor exklusiven Zugriff auf seinen eigenen Hauptspeicher und
eigene Festplatte. Jeder Knoten, bestehend aus Prozessor, Hauptspeicher und Festplatte, wird
kontrolliert von einer eigenen Kopie des Betriebssystems. Demnach ko¨nnen diese als lokale Sta-
tion wie bei einem verteilten Datenbanksystem angesehen werden, weshalb hier viele Lo¨sungen
verteilter Datenbanksysteme anwendbar sind.
Shared-Disk
Bei dieser Architektur hat jeder Prozessor u¨ber eine Verbindung Zugriff auf alle Festplatten,
aber exklusiven Zugang zu seinem Hauptspeicher. Der einzelne Prozessor wird von der eigenen
Kopie des Betriebssystems verwaltet. Jedem Prozessor ist es also mo¨glich, Datenseiten von den
geteilten Festplatten in seinen eigenen Hauptspeicher zu laden. Dadurch entsteht jedoch die
Aufgabe, diesen Cache konsistent zu halten, welche durch einen Lock-Manager u¨bernommen
wird.
Vorteile von der Shared-Disk-Architektur gegenu¨ber den Anderen sind die gute Erweiterbar-
keit, einfacheres Load Balancing und einfache Migration ausgehend von zentralisierten Daten-
banksystemen. Auf der Gegenseite steht die Notwendigkeit von verteilten Datenbankproto-
22
kollen zur Sperrverwaltung und der mo¨gliche Mehraufwand durch Konsistenzbewahrung der
einzelnen Caches.
Cluster
Als Datenbankcluster wird eine Ansammlung von autonomen Datenbanken bezeichnet, wobei
die einzelnen Datenbanken von einem handelsu¨blichen Datenbankmanagementsystem verwaltet
werden ko¨nnen. Der prima¨re Unterschied zu einem parallelen Datenbanksystem auf einem
Cluster ist, dass das Datenbankmanagementsystem jedes Knotens als Blackbox fungiert und
dadurch parallele Datenmanagementaufgaben u¨ber eine Middleware realisiert werden mu¨ssen.
Cluster ko¨nnen entweder eine Shared-Disk- oder Shared-Nothing-Architektur haben.
4.2 Parallelita¨t von Anfragen
Im Laufe dieses Abschnitts werden verschiedene Herangehensweisen an die parallele Verarbei-
tung von Anfragen vorgestellt. Hierbei findet eine Unterscheidung in Interanfrageparellelita¨t
und Intraanfrageparallelita¨t statt. Der erste Begriff beschreibt die parallele Ausfu¨hrung von
mehreren Anfragen, wodurch der Durchsatz erho¨ht wird, der Zweite, die Parallelisierung inner-
halb einer Anfrage mit dem Ziel der Antwortzeitverku¨rzung. In einer Anfrage ko¨nnen mehrere
Operatoren, z.B. der Selektions- und Projektionsoperator, vorkommen, weshalb eine weitere
Unterscheidung zwischen der Inter- und Intraoperatorparallelita¨t vollzogen wird. Im Folgenden
erfolgt eine Vorstellung der Interoperatorparallelita¨t und in Bezug auf das Thema dieser Arbeit
die Pra¨sentation der Intraoperatorparallelita¨t.
4.2.1 Interoperatorparallelita¨t
Interoperatorparallelita¨t beschreibt die Parallelisierung von verschiedenen Operatoren inner-
halb einer Anfrage. Dabei ist es zum einen mo¨glich, dass Operatoren ein Erzeuger-Verbraucher-
Verha¨ltnis eingehen, wodurch der verbrauchende Operator bereits Tupel verarbeiten kann,
wa¨hrend der Erzeuger noch agiert. Ein visualisierendes Beispiel hierfu¨r ist eine Anfrage, bei
der Tupel zweier Relationen selektiert werden, um sie anschließend miteinander zu verbinden
(siehe Abbildung 4.1). Hier sind die Selektionen die Erzeuger fu¨r den Verbund als Verbraucher.
Diese Art ist die Pipelineparallelita¨t. Zum anderen ist es mo¨glich, Operatoren auszufu¨hren, die
voneinander unabha¨ngig sind, so wie die Selektionsoperatoren im genannten Beispiel. Genannt
wird diese Form Unabha¨ngigkeitsparallelita¨t. Aus dem Beispiel geht ebenfalls hervor, dass die
Pipeline- und Unabha¨ngigkeitsparallelita¨t in einer Anfrage anwendbar ist.
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Abbildung 4.1: Operatoren im Erzeuger-Verbraucher-Verha¨ltnis (Grafik aus [O¨V11])
4.2.2 Intraoperatorparallelita¨t
Entgegen dem Verfahren der Interoperatorparallelita¨t wird bei der Intraoperatorparallelita¨t
ein einzelner Operator parallelisiert. Hierfu¨r wird dieser in Operatorinstanzen zerteilt, wobei
jede Instanz auf einer Partition des gewu¨nschten Datenbestandes arbeitet (siehe Abbildung
4.2).
Abbildung 4.2: Zerlegung eines Operators in mehrere Instanzen (Grafik aus [O¨V11])
Im Folgenden werden in Abschnitt 4.3 fu¨r die Intraoperatorparallelita¨t no¨tige Partitionierungs-
strategien vorgestellt. Dem folgt die Erla¨uterung von Problemen in 4.4, die insbesondere im
Kontext dieser Parallelisierungsart auftreten, bevor in 4.5 bekannte Standardalgorithmen Be-
schreibung finden.
4.3 Datenplatzierung
Im Vergleich zu einem zentralisierten Datenbanksystem ergeben sich bei parallelen Datenbank-
en durch die Verwendung mehrerer Knoten offensichtliche Unterschiede bei der Datenhaltung.
Grundlegend ergibt sich die Frage, wo eine Relation gespeichert wird und ob dies als Gesamt-
heit erfolgen soll. Jenes kann an einem oder mehreren Orten stattfinden.
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Alle Daten an einem Ort zu speichern, wu¨rde am Ende einem zentralisierten Datenbanksys-
tem entsprechen und die restliche Menge der Knoten unbenutzt lassen. Dementsprechend ist
es sinnvoll, die vorhandenen Daten zu verteilen. Wenn jedoch alle Tupel einer Relation auf
einem Knoten gespeichert werden, kommt es zu einem Flaschenhals, wenn sich die Mehrheit
aller Anfragen an diese Tabelle richtet und dafu¨r sorgt, dass viele Knoten nicht ausgelastet
sind. Zur Lo¨sung dieses Problems werden die Tabellen zerteilt und diese Abschnitte auf ver-
schiedene Knoten verteilt. Na¨her wird darauf im nachfolgenden Abschnitt 4.3.1 Partitionierung
eingegangen.
4.3.1 Partitionierung
Wie einleitend beschrieben, ist Partitionierung die Zerteilung einer Relation in Partitionen mit
der anschließenden Verteilung dieser auf mehrere Knoten. Ziel ist hierbei, durch die Auslastung
vieler Knoten, die Parallelita¨t zu erho¨hen und damit die Antwortzeit zu verku¨rzen. Im Umfeld
der verteilten Datenbanksysteme gibt es fu¨r das a¨hnliche Prinzip den Begriff der Fragmentie-
rung, welcher in horizontale und vertikale Fragmentierung unterteilt wird. Dort entscheidet der
Datenbankadministrator selbst u¨ber Kriterien wie Anfrageha¨ufigkeit einer Relation und eines
Attributs u¨ber die Fragmentierung und Verteilung. Hier wird eine alternative Lo¨sung vorge-
stellt: die vollsta¨ndige Partitionierung. Bei dieser wird jede Relation horizontal, also tupelweise,
u¨ber alle Knoten des Systems verteilt. Die drei Basisstrategien sind dabei Round-Robin sowie
Bereichs- und Hashpartitionierung.
Round-Robin
Ausgehend von n Partitionen wird das i-te Tupel einer Relation auf die Partition (i mod n)




















Bei diesem Verfahren werden Tupel anhand des Wertebereichs eines oder mehrerer Attribute

























Im Abschnitt 3.2.2 wurden bereits Blockmatrizen vorgestellt. Hierbei handelt es sich im Grunde
um eine Partitionierungsform der Mathematik, die mit der hier vorgestellten Bereichspartitio-
nierung abbildbar ist, da ein Block einem Spalten- und Zeilenbereich einer Matrix entspricht.
Daru¨ber hinaus findet diese Partitionierungsform im Kontext der parallelen Matrixmultipli-
kation in der Vero¨ffentlichung [GW97] Benutzung, um die Fa¨lle der Basic Linear Algebra
Subprograms (BLAS) zu realisieren. Wie diese Partitionierungsstrategie in SQL umsetzbar ist,
wird im Abschnitt 5.4.1 beschrieben.
Hashpartitionierung
Fu¨r diese Form der Partitionierung wird einem Attribut eine Hashfunktion zugewiesen, welche
die Partitionsnummer ausgibt. Folgendes Beispiel zeigt die Verteilung mit der Hashfunktion
















7 mod 3 = 1
1 mod 3 = 1
13 mod 3 = 1
19 mod 3 = 1
Abbildung 4.5: Hashpartitionierung
Die Beispiele verdeutlichen den starken Einfluss des gewa¨hlten Bereiches und gewa¨hlter Hash-
funktion auf die Gro¨ße der Partition. Die Partitionierung hat dabei direkte Konsequenzen fu¨r
die parallele Ausfu¨hrung, sodass beispielsweise bei der in 4.5 gezeigten Hashpartitionierung ein
Knoten alle Last tragen wu¨rde. Es ist folglich fu¨r eine gewu¨nschte Aufgabe no¨tig, die beste
Strategie und zugeho¨rige Funktion zu elaborieren.
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U¨berlappende Partitionierung
Bei den bisherigen Partitionierungsarten wurde nicht betrachtet, wie die Berechnung auch beim
Ausfall eines Knotens weiterhin sichergestellt werden kann, was offensichtlich nur u¨ber repli-
zierte Daten, also dem Anlegen von Kopien, passieren kann. Die u¨berlappende und verkettete
Partitionierung sind zwei Mo¨glichkeiten, diese Sicherheitskopien so zu verteilen, dass auch bei
Knotenausfa¨llen noch eine Berechnung in angemessener Zeit mo¨glich ist.
Bei der u¨berlappenden Partitionierung werden die Sicherheitskopien in (Anzahl Knoten - 1)
Teile zerlegt. Diese werden dann jeweils auf die u¨brigen Knoten, also die, auf denen nicht die
prima¨re Kopie liegt, verteilt (siehe Abbildung 4.6). Im Fehlerfall wird die Last auf die Knoten
mit der Sicherheitskopie geschoben. Beim Ausfall von mehr als einem Knoten ist jedoch keine
Weiterfu¨hrung der Berechnung mo¨glich.
Abbildung 4.6: U¨berlappende Partitionierung (Grafik aus [O¨V11])
Verkettete Partitionierung
Eine andere Lo¨sung ist die verkettete Partitionierung. Anstatt die Sicherheitskopien weiter
zu zerteilen, werden diese im Gesamten auf die anderen Knoten so verteilt, dass jeweils der
Nachbarknoten diese erha¨lt (siehe Abbildung 4.7). Die Hauptidee dahinter ist, dass die Wahr-
scheinlichkeit fu¨r den Ausfall zweier benachbarter Knoten wesentlich geringer ist, als die fu¨r
den Ausfall zweier beliebiger Knoten.
Abbildung 4.7: Verkettete Partitionierung (Grafik aus [O¨V11])
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4.3.2 Replikation
Datenreplikation bezeichnet die Lagerung von gleichen Datenelementen auf mehreren oder allen
Knoten. Das Ziel ist eine verbesserte Verfu¨gbarkeit, ho¨here Ausfallsicherheit und Verringerung
der Kommunikationskosten, die beim Verschicken von Daten auftreten. Im Zuge dessen ist
es no¨tig, Protokolle einzufu¨hren, die dafu¨r sorgen, dass die Datenelemente in den Replika
konsistent sind. Solche Protokolle unterscheiden sich zum einen in der Art und Weise, wann
sie die Kopien aktualisieren: Entweder noch vor dem Commit einer einzelnen Transaktion,
bezeichnet als Eager (dt. eifrig) oder nach dem Commit, was als Lazy (dt. faul) bezeichnet
wird. Zum anderen findet eine Unterteilung bezu¨glich des Ortes statt, an dem eine Update-
Operation ausgelo¨st werden kann - zentral an einem Ort oder verteilt an Mehreren.
4.4 Auftretende Probleme
In diesem Abschnitt werden Probleme, die durch ungu¨nstige Partitionierungen und Szenarien
auftreten ko¨nnen, diskutiert und mit Bezug auf diese Arbeit eingeordnet.
Das erste Problem ist mit der Lastbalancierung die Fragestellung, wie ankommende Anfragen
auf die vorhandenen Ressourcen verteilt werden, um den mo¨glichst gro¨ßten Zeitgewinn zu
erlangen. Fu¨r gewo¨hnlich ist dies dann, wenn alle Knoten gleich stark ausgelastet sind. In
diesem Zusammenhang entsteht mit der Datenschiefheit (engl. data skew) ein weiteres Problem.
4.4.1 Lastbalancierung
Da die Antwortzeit eines parallelen Systems durch den langsamsten der laufenden Prozesse
bestimmt wird, hat die Lastbalancierung einen enormen Einfluss auf die Performance eines
solchen Systems.
Bei der eingefu¨hrten Interoperatorparallelita¨t bearbeitet ein Knoten einen Operator, wobei
Operatoren eine unterschiedliche Komplexita¨t aufweisen ko¨nnen. Wenn ein Operator deut-
lich komplexer ist als die anderen, muss seine Antwortzeit reduziert werden. Dies kann bei-
spielsweise u¨ber Intraoperatorparallelita¨t geschehen. Gleichzeitig ist es weiterhin no¨tig, eine
gleichma¨ßige Verteilung der Last auf alle Knoten zu realisieren, um den Durchsatz zu maxi-
mieren. Diese eben beschriebene Schiefheit in der Belastung einzelner Knoten entsteht nicht
nur durch die unterschiedliche Komplexita¨t der Operatoren, sondern auch durch ungu¨nstige
Verteilung der Daten. Dies wirkt sich vor allem bei der Intraoperatorparallelita¨t aus, weshalb
dies hier genauer betrachtet wird.
4.4.2 Datenschiefheit
Bei der Intraoperatorparallelita¨t bearbeiten Operatorinstanzen die ihnen zugeordnete Parti-
tion. Obwohl die Komplexita¨t dieser Instanzen auf jeder der Teilmengen gleich ist, kann es
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hier zu Schiefheit kommen, wenn die Partitionen unterschiedlich groß sind. Dabei wird die
Datenschiefheit weiter kategorisiert in Tupelplatzierungs-, Selektivita¨ts-, Umverteilungs- und
Verbundschiefheit [HM00]. Jede dieser Arten tritt zu unterschiedlichen Zeitpunkten in oder
vor einer Berechnung auf.
Tupelplatzierungsschiefheit beschreibt den Sachverhalt, wenn ein Knoten viele Tupel und ein
anderer wenige Zeilen zugeordnet bekommt. Bedingt wird dies durch nicht uniforme Daten und
die gewa¨hlte Partitionierungsstrategie. Als Beispiel kann hier eine Relation angesehen werden,
in der Studenten mit ihrem Studienfach gespeichert sind. Bei einer Bereichs- oder Hashparti-
tionierung u¨ber das Studienfachattribut werden manchem Knoten viele Tupel zugeordnet, wie
beispielsweise dem, der die Wirtschaftwissenschaftsstudenten verwaltet. Andere Knoten sind
nur fu¨r wenige Tupel zusta¨ndig, beispielsweise der fu¨r die Informatikstudenten. Eine einfache
Aggregatfunktion wie COUNT dauert folglich auf dem Wirtschaftwissenschaftsstudentenknoten
la¨nger, als auf dem der Informatikstudenten. Diese Tupelplatzierungsschiefheit ist auch in den
Abbildungen aus 4.3.1 erkennbar.
Selektivita¨tsschiefheit tritt bei der Verarbeitung auf, wenn eine Selektion auf einem der
Knoten viele und auf einem Anderen wenige Tupel auswa¨hlt.
Umverteilungsschiefheit entsteht beim erneuten Verteilen zwischen zwei Operatoren. Da hier
die gewa¨hlte Verteilungsart den Schiefheitsgrad bestimmt, ist dies vergleichbar mit der bereits
beschriebenen Tupelplatzierungsschiefheit.
Verbundschiefheit entsteht, wenn die Verbundselektivita¨t auf den einzelnen Knoten unter-
schiedlich ist. Folglich kann dies durch Tupelplatzierungsschiefheit hervorgerufen werden.
Die Auswirkungen von Datenschiefheit ko¨nnen bei der Intraoperatorparallelita¨t im schlimms-
ten Fall, wenn ein Knoten alle Tupel bearbeiten muss, dazu fu¨hren, dass keine Parallelisierung
stattfindet. Um die initiale Tupelplatzierungsschiefheit zu verhindern, werden im Abschnitt
5.4.1 des Umsetzungskapitels einzelne Partitionierungsstrategien unter anderem hinsichtlich
dieser Problematik betrachtet.
4.5 Intraoperatorparallelita¨t von Aggregatfunktionen
Aggregatfunktionen sind nicht nur in allen Datenbankbereichen ein ha¨ufiger Bestandteil von
SQL-Anfragen, sondern auch in Algorithmen und Berechnungen des maschinellen Lernens. Da-
her soll hier einfu¨hrend auf die in [SN95] vorgestellten grundlegenden Techniken und Ansa¨tze
eingegangen werden, welche eine Intraoperatorparallelisierung von Aggregatfunktionen ermo¨g-
lichen. In der Vero¨ffentlichung werden zwei bereits bekannte Algorithmen analysiert: der zen-
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trale Zwei-Phasen-Algorithmus und der Repartitionierungsalgorithmus. Auf Basis der festge-
stellten Schwa¨chen fand eine Vorstellung des adaptiven Zwei-Phasen- und ebenfalls adaptiven
Repartitionierungsalgorithmus statt. Ziel dieses Abschnittes ist die kurze Pra¨sentation der
Ansa¨tze und auftretenden Probleme, jedoch nicht die vollsta¨ndige Darstellung der einzelnen
Algorithmen. Der Fokus liegt hier nur auf den im SQL:92-Standard (siehe [Sql]) vorhande-
nen, distributiven Aggregatfunktionen (siehe Abschnitt 3.1.3) COUNT, MAX, MIN, SUM und der
algebraischen Funktion AVG.
Zwei-Phasen-Algorithmus
Ein intuitiver Ansatz bei der Berechnung eines Aggregats ist der zentrale Zwei-Phasen-Algorithmus,
wobei die vorliegenden Daten nach dem Round-Robin-Prinzip verteilt sind. Hier berechnet in
der ersten Phase jeder Knoten den lokalen Aggregatwert, beziehungsweise im Fall des Durch-
schnitts die Summe und Anzahl der Tupel einer Partition. Dieses Vorgehen fu¨hrt nur dann
zu einem einzelnen Zwischenergebnistupel pro Knoten, wenn das Gesuchte ein skalares Ag-
gregat ist - also global nur ein einziges Ergebnistupel entsteht. U¨ber die GROUP BY-Klausel
einer Aggregatanfrage ko¨nnen jedoch Gruppen gebildet werden, u¨ber die aggregiert wird. Eine
solche Anfrage ist zum Beispiel das Bilden des Durchschnittsalters nach Studiengang. Hierbei
entspricht das Studienfach dem Gruppierungsattribut. Es wird deutlich, dass hier der Koordi-
nator zum Flaschenhals werden kann, wenn es viele verschiedene Studienfa¨cher gibt und somit
viele Zwischenergebnistupel entstehen. Um dieses Problem zu beheben, kann die zweite Phase
ebenfalls parallelisiert werden, indem die entstandenen lokalen Aggregattupel nach den Grup-
penwerten hashpartitioniert und alle Knoten gemeinsam den globalen Aggregatwert bilden.
Bekannt ist dieses Vorgehen als Zwei-Phasen-Algorithmus. Durch die Round-Robin-Verteilung
ergibt sich jedoch weiterhin, dass im schlimmsten Fall eine Gruppe auf jedem Knoten aggregiert
wird. Dadurch sind die Zwischenergebnisse gro¨ßer und die zweite Phase la¨nger.
Repartitionierungsalgorithmus
Ein anderer standardma¨ßiger Ansatz, welcher das zuletzt beschriebene Problem lo¨st, ist der
Repartitionierungsalgorithmus. Bei diesem findet vor der lokalen Aggregationsphase eine Hash-
partitionierung auf die vorhanden Knoten anhand der Gruppenwerte statt, wodurch sich alle
Tupel einer Gruppe nur auf einem Knoten befinden ko¨nnen. Es wird deutlich, dass dieser Algo-
rithmus bei wenig verschiedenen Gruppenwerten nicht alle Knoten auslastet. Bei beispielsweise
einem einzigen Studienfach wa¨re nur ein Knoten belastet und die Berechnung wu¨rde zu einer
sequentiellen entarten.
Adaptiv
Beide Algorithmen weisen Probleme bei verschiedenen Szenarien auf. Diese entstehen beim
Zwei-Phasen-Algorithmus, wenn es viele Gruppen gibt und beim Repartitionierungsalgorith-
mus, wenn die Anzahl gering ist. Daher werden in [SN95] adaptive Varianten der beiden Al-
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gorithmen vorgeschlagen, die je nach Belastung von dem Einen in den Anderen wechseln.
Die obige Ausfu¨hrung zeigt den fundamentalen Wert gu¨nstiger Partitionierungsstrategien. Wei-
terhin wird die Zweistufigkeit von Aggregatfunktionen erneut, wie auch in den Formeln von
3.1.3, deutlich. Die erste Stufe ist dabei die lokale Aggregation auf Partitionen, gefolgt von der
zweiten Stufe mit der globalen Aggregation.
4.6 PostgreSQL
PostgreSQL ist ein freies objektrelationales Datenbankmanagementsystem, das auf dem von
der University of California geschriebenen Paket, POSTGRES, basiert. Genutzt ist das System
im kommerziellen und universita¨ren Umfeld gleichermaßen. Gru¨nde sind hierfu¨r unter anderem,
dass PostgreSQL als Open-Source-Projekt frei nutzbar ist, viele Werkzeuge unterstu¨tzt werden
und eine gute Anbindung an viele Programmiersprachen bietet. Daru¨ber hinaus wird der SQL-
Standard zu großen Teilen unterstu¨tzt und es existiert eine umfangreiche Dokumentation.
In dem hiesigen Kontext ist von Bedeutung, dass es mit Postgres-XL eine auf PostgreSQL
basierende Lo¨sung fu¨r Clustersysteme gibt. Zuna¨chst soll aber mit dem Abschnitt 4.6.1 auf die
Verarbeitung paralleler Anfragen mittels PostgreSQL Version 9.6 eingegangen werden [Pos].
4.6.1 Parallele Anfrage
Seit der Version 9.6 bietet PostgreSQL die Mo¨glichkeit, bestimmte Anfragen auf mehreren Pro-
zessoren gleichzeitig auszufu¨hren. Hierbei pru¨ft der Anfrageplanoptimierer, ob die Verwendung
eines parallelen Anfrageplans einen Vorteil gegenu¨ber dem standardma¨ßig sequentiellen Plan
verspricht.
Funktionsweise
Wenn sich der Optimierer fu¨r einen parallelen Plan entscheidet, so wird ein Plan generiert, in
dem es einen Sammelknoten (engl. Gathernode) gibt. Alle Punkte, die nach diesem Knoten
im Plan stehen, werden parallel verarbeitet. Einem Plan mit hohem Parallelita¨tsgrad steht ein
Sammelknoten voran.
Beim Erreichen eines Sammelknotens werden mehrere Prozesse gestartet, wobei die maxima-
le Anzahl vom Administrator festlegbar ist. Jeder von den erfolgreich gestarteten Prozessen
arbeitet dann den gleichen Teilplan, der nach dem Sammelknoten steht, ab. Dieser muss so
modifiziert sein, dass jeder Arbeitsprozess eine Partition der Daten bearbeitet. Ohne diese
Bedingung wu¨rde die Parallelisierung zu keiner Beschleunigung fu¨hren. Somit generiert jeder
Prozess aus einer Teilmenge der Input-Daten wiederum eine von den anderen Teilmengen ver-
schiedene Teilmenge der Output-Daten. Diese modifizierten, parallelen Pla¨ne gibt es fu¨r Scans,
Verbu¨nde und Aggregationen, wovon letzterer hier vorgestellt wird.
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Die parallele Aggregation besteht aus zwei Phasen. In der Ersten erstellt jeder der aktivier-
ten Arbeitsprozesse auf seiner zugeordneten Partition das gewu¨nschte Aggregat und liefert
das Ergebnis an den Leadworker, welcher einer der aktivierten Worker ist. Dieser setzt die
Teilergebnisse zum Endaggregat zusammen. Dies a¨hnelt dem in Abschnitt 4.5 beschriebenen
Zwei-Phasen-Algorithmus und weist die gleiche Schwa¨che auf. Sind die Teilergebnisse groß, ist
der Fu¨hrungsprozess stark belastet. PostgreSQL erkennt dies und benutzt in diesem Fall einen
sequentiellen Plan fu¨r die gesamte Anfrage.
Fazit
PostgreSQL bietet mit der umfangreichen Unterstu¨tzung des SQL-Standards, guten Dokumen-
tationen und seiner aktiven Gemeinschaft, gute Voraussetzungen fu¨r die Nutzung im univer-
sita¨ren und wirtschaftlichen Umfeld. Mit der neuen Erweiterung ist es jetzt mo¨glich, alle Pro-
zessorkerne auszunutzen und somit Parallelita¨t in die sonst sequentielle PostgreSQL-Umgebung
zu bringen. Daru¨ber hinaus bildet PostgreSQL die Grundlage fu¨r das im na¨chsten Abschnitt
vorgestellte System Postgres-XL.
4.7 Postgres-XL
Postgres-XL ist eine verteilte bzw. parallele Auspra¨gung von PostgreSQL. Dabei steht das XL
fu¨r eXtensible Lattice (dt. erweiterbares Gitter) und beschreibt damit eine Kerneigenschaft von
Postgres-XL: Skalierbarkeit. Die Na¨he zu PostgreSQL ermo¨glicht die Einbindung von bereits
bestehenden PostgreSQL-Datenbanken.
Mit Postgres-XL ist es mo¨glich, ein Datenbankcluster zu erstellen, bei dem die Datenbank-
en und Relationen partitioniert und repliziert auf verschiedenen Knoten liegen. Dabei erfu¨llt
es die ACID-Eigenschaften u¨ber das Multi-Version Concurrency Control Protokoll. Es ist also
gewa¨hrleistet, dass im gesamten Cluster konsistente Daten vorhanden sind.
Im Nachfolgenden werden die einzelnen Komponenten eines Postgres-XL Systems mit ihren
jeweiligen Funktionen vorgestellt. Die zwei Abschnitte 4.7.1 und 4.7.2 richten sich nach [Theb].
4.7.1 Komponenten
Das System besteht aus drei Hauptkomponenten: dem globalen Transaktionsmanager, dem
Koordinator und den Datenknoten. Die grundlegende Architektur eines Postgres-XL Cluster
ist in Abbildung 4.8 zu sehen.
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Abbildung 4.8: Postgres-XL Architektur (Bild aus [PX])
Globaler Transaktionsmanager
Der globale Transaktionsmanager (GTM) sorgt fu¨r konsistente Transaktionsverarbeitung und
kontrolliert die Sichtbarkeit von Tupeln. Um die Konsistenz zu gewa¨hrleisten, benutzt der
GTM das oben erwa¨hnte Multiversion Concurrency Control Protokoll, welches in [BG83] na¨her
beschrieben wird.
Koordinator
Der Koordinator dient als Schnittstelle zwischen den Anwendungen und der Datenbank. Dabei
verha¨lt sich der Koordinator wie ein normaler PostgreSQL-Prozess, jedoch speichert er keine
Daten.
Datenknoten
Die Datenknoten speichern Relationen. Dabei ist es mo¨glich, diese verteilt, also partitioniert,
auf mehreren Knoten zu lagern oder auf alle Knoten zu replizieren. Der jeweilige Datenknoten
kennt nur seine lokalen Daten.
4.7.2 Ziele
Das prima¨re Ziel von Postgres-XL ist Datenbankskalierbarkeit mit gleichzeitiger Erfu¨llung der
ACID-Eigenschaften bei allen Arten von Datenbankbelastungen. Um dies zu realisieren, soll
das System mehrere Eigenschaften erfu¨llen:
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1. Transaktionen ko¨nnen von mehr als einem Server angenommen werden.
2. Jeder Koordinator liefert den anfragenden Applikationen einen konsistenten und trans-
parenten Blick auf die Datenbank.
3. Datenknoten ko¨nnen miteinander kommunizieren, um Anfragen effizient und parallel
abzuarbeiten.
4. Tabellen ko¨nnen verteilt und repliziert werden, wobei die Verteilung gegenu¨ber der Ap-
plikation transparent sein soll.
5. PostgreSQL-Schnittstellen sind kompatibel.
6. Die Struktur von SQL-Anfragen ha¨ngt nicht von der tatsa¨chlichen, mo¨glicherweise ver-
teilten und replizierten, Speicherung ab.
Im Rahmen dieser Arbeit sind vor allem die Eigenschaften 3 und 5 bedeutungsvoll, da sie
durch die Verteilung und Interknoten-Kommunikation den Grundstein fu¨r eine mo¨gliche Intra-
operatorparallelisierung von SQL-Anfragen legen.
4.7.3 Erweiterungen gegenu¨ber PostgreSQL
Postgres-XL verbessert, laut den Entwicklern, mehrere Punkte gegenu¨ber dem nicht parallelen
Datenbanksystem PostgreSQL. Dazu geho¨rt, neben der aus dem Namen ableitbaren Erweiter-
barkeit und Skalierbarkeit, unter anderem auch die massive parallele Verarbeitung (kurz MPP
fu¨r engl. Massively Parallel Processing). Zu diesem Punkt geho¨rt die Multiknotenverarbeitung,
Drei-Phasen-Aggregation, automatische Datenumordnung und kooperative Scans, welche im
Folgenden kurz erla¨utert werden [2nd].
Die Multiknotenverarbeitung ermo¨glicht das Ausfu¨hren von SQL-Anfragen auf mehreren Kno-
ten gleichzeitig, wodurch die Arbeitslast gleichma¨ßig im Cluster verteilt wird. Durch die drei
Phasen Aggregation soll der Kommunikationsaufwand verringert werden, indem die Aggrega-
tion parallel und mo¨glichst weit unten realisiert wird. Bei komplexen SQL-Anfragen findet eine
automatische Umordnung der Daten statt, um diese zu ermo¨glichen. Die kooperativen Scans
verhindern doppeltes Lesen der gleichen Daten [2nd].
4.7.4 Ausnutzung der parallelen Anfrage von PostgreSQL
Im Abschnitt 4.6.1 wurde die parallele Anfrageverarbeitung von PostgreSQL vorgestellt, die es
ermo¨glicht, ankommende Anfragen auf mehreren Prozessorkernen zu verarbeiten. Diese Ent-
wicklung kann auch Postgres-XL seit der Version 9.15 ausnutzen, da die einzelnen Knoten
normale PostgreSQL-Instanzen sind. Das bedeutet, dass zuna¨chst die Arbeit an vorhandene
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Datenknoten verteilt wird. Jeder dieser Knoten verteilt die ankommende Arbeit anschließend
an die vorhandenen Prozessorkerne (siehe Abbildung 4.9) [Deo].
Abbildung 4.9: Postgres-XL mit Paralleler Anfragetechnik von PostgreSQL (Bild aus [Deo])
Fazit
Postgres-XL o¨ffnet mit der Partitionierung und Verteilung von Relationen auf verschiedene
Knoten und der Knoten-zu-Knoten-Kommunikation die Tu¨r zur Intraoperatorparallelita¨t, bei
der Operatoren in Instanzen zerlegt werden, um auf den einzelnen Partitionen zu agieren (siehe
Abschnitt 4.2.2). Als Nachfahre von PostgreSQL bietet es den gleichen Unterstu¨tzungsumfang
des SQL-Standards, profitiert von deren Weiterentwicklungen und ermo¨glicht die Nutzung von
bekannten Anbindungen wie dem Java-Database-Connectivity-Treiber (JDBC-Treiber). Auf
Grund dieser Bedingungen ist Postgres-XL ein guter Kandidat fu¨r Intraoperatorparallelita¨t
mit einem Datenbankmanagementsystem.
4.8 Fazit
In den vorherigen Abschnitten wurden grundlegende Architekturen, Techniken, Probleme und
Standardvorgehensweisen einfu¨hrend erla¨utert, um eine Basis fu¨r das kommende Umsetzungs-
kapitel zu legen. Hier soll daher zusammenfassend dargestellt werden, welche Punkte aus diesem
Kapitel insbesondere im Folgenden Verwendung finden.
Von den vorgestellten Architekturen ist hier das Cluster als Mischarchitektur im Fokus, da
mit dem ebenfalls hier vorgestellten System Postgres-XL eine Clusterlo¨sung zur spa¨teren
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Ausfu¨hrung und Analyse der SQL-Anfragen genutzt wird. Aus den vorgestellten Partitio-
nierungsstrategien ist hier hauptsa¨chlich die Bereichspartitionierung von Bedeutung, da die
im Anschluss evaluierten Strategien dieser Art entsprechen. Das Problem der Datenschief-
heit findet bei der Erstellung von Partitionierungsstrategien Betrachtung. Die Darstellung des
Zwei-Phasen- und Repartitionierungsalgorithmus wird im spa¨teren Verlauf bei der Analyse
von Anfragepla¨nen beno¨tigt. Weniger von Bedeutung sind hier die Lastbalancierung, Replika-
tion und verkettete sowie u¨berlappende Partitionierung. Die Lastbalancierung wird hier von
Postgres-XL vorgenommen und ist nicht weiter Bestandteil der Untersuchung. Das Ziel der Re-
plikation und der beiden genannten Partitionierungsarten ist unter anderem die Verbesserung
der Ausfallsicherheit, was im Rahmen dieser Arbeit nicht das prima¨re Ziel ist.
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5 Umsetzung
In den vorherigen Kapiteln wurden zuna¨chst typische mathematische Operationen und Al-
gorithmen des wissenschaftlichen Rechnens identifiziert und formal betrachtet. Um diese auf
einem normalen und spa¨ter parallelen Datenbanksystem umzusetzen, ist es im ersten Schritt
no¨tig, eine relationale Darstellung fu¨r Matrizen zu finden. Auf Basis dieser ist es anschließend
mo¨glich, die Operationen mit der Datenbanksprache SQL zu formulieren. Die gewu¨nschte Pa-
rallelisierung dieser Operatoren erfordert eine Aufteilung der Relationen in geeignete Partitio-
nen, so dass die anfallenden Kommunikationskosten mo¨glichst gering sind.
Innerhalb dieses Kapitels ist es daher das Ziel, ein Relationenschema fu¨r Matrizen zu be-
stimmen, SQL-Ausdru¨cke fu¨r die genannten mathematischen Operationen zu formulieren und
gu¨nstige Partitionierungsstrategien anhand der Matrixmultiplikation zu evaluieren. Abschlie-
ßend werden die formulierten SQL-Ausdru¨cke auf dem parallelen Datenbankcluster Postgres-
XL ausgefu¨hrt und die entstandenen Anfragepla¨ne hinsichtlich der Intraoperatorparallelita¨t
untersucht. Dabei ist eine der zu beantwortenden Kernfragen, ob der vorhandene Datenbank-
optimierer die Mo¨glichkeiten zur Parallelisierung erkennt und diese in den Anfragepla¨nen um-
setzt.
Zur Erreichung dieser Zielstellungen ist dieses Kapitel in fu¨nf Abschnitte unterteilt. In 5.1
wird das Relationenschema vorgestellt, bevor im Abschnitt 5.2 SQL-Anfragen fu¨r die mathe-
matische Operationen und in Abschnitt 5.3 fu¨r den Vorwa¨rtsalgorithmus formuliert werden.
Anschließend erfolgt in Abschnitt 5.4 die Entwicklung von Partitionierungsstrategien, sowie
die Berechnung der Kommunikationskosten anhand der Matrixmultiplikation. In Abschnitt
5.5 werden die entwickelten Strategien umgesetzt und hinsichtlich der Anfragepla¨ne und Lauf-
zeiten ausgewertet.
5.1 Matrixdarstellung im Relationenschema
In relationalen Datenbanksystemen, wie zum Beispiel PostgreSQL und Postgres-XL, ist die
einzige vorhandene Datenstruktur eine Relation, welche u¨ber einem Schema definiert wird.
Bei der Ausfu¨hrung von Operationen oder Anfragen auf einer Relation entsteht immer eine
Relation - auch bezeichnet mit dem Kriterium der Abgeschlossenheit. Die Struktur, also das
Schema der Ergebnisrelation, ist dabei jedoch abha¨ngig von der Anfrage. Im Rahmen dieser
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Arbeit ist es daher notwendig, ein Schema fu¨r die Repra¨sentation einer Matrix zu bestimmen
und bei den anschließenden Operationen diese Struktur als Ergebnis zu erzeugen. In [Weu16]
wurde ein solches Schema ausfu¨hrlicher hergeleitet, weshalb hier nur die wesentlichen Punkte
aufgefu¨hrt werden.
Kriterien fu¨r die Matrixrelation sind, dass jedes Element der Matrix eindeutig identifizier-
bar ist und keine Operation die Integrita¨t der Datenbank verletzten wu¨rde. In der einfachsten




Bei dieser Struktur ist jedoch die eindeutige Identifizierbarkeit eines Wertes nicht gegeben. Die
Erweiterung um ein Attribut row, welche die Tupel und damit Zeilen einer Matrix eindeutig
beschreibt, lo¨st dieses Problem. Allerdings wird die zweite Bedingung, dass keine Operation
die Integrita¨t verletzt, nicht erfu¨llt, da beispielsweise bei der Transponierung Attributnamen
mit Prima¨rschlu¨sseln getauscht werden mu¨ssten. Die Lo¨sung, welche beide Kriterien erfu¨llt,






Jedes Element der Matrix ist bei dieser Struktur eindeutig u¨ber die Kombination von row und
col ansprechbar. Daru¨ber hinaus vera¨ndert die Transponierung nicht das Datenbankschema.
Im Fall du¨nn besetzter Matrizen ko¨nnen Null-Elemente weggelassen werden.
Im Kommenden wird fu¨r Matrizen das hier vorgestellte Schema genutzt. Vektoren werden
als Spezialfall aufgefasst und als einspaltige Matrix behandelt.
5.2 Mathematische Operationen in SQL
Nach der Festlegung des Datenbankschema fu¨r Matrizen ist es mo¨glich, die in 3.2 vorgestellten,
Operationen als SQL-Anfragen zu formulieren. Hierbei geht es zuna¨chst nur darum, Anfragen
zu zeigen, die vorgegebene Operationen erfu¨llen. Die Mo¨glichkeiten zur Parallelisierung werden
im Abschnitt 5.4 erla¨utert und angewendet.
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Zur Verdeutlichung der Anfragen seien zwei Matrizen A und B definiert.
A =

5 6 7 5
3 5 6 8
3 5 7 4
7 3 6 5
 B =

1 2 3 4
2 3 3 2
3 4 5 6
4 6 6 4







































Das Skalarprodukt zweier Vektoren wird durch 〈x, y〉 = x1y1 + ... + xnyn beschrieben. Hier
verwenden wir als Vektoren die erste Spalte A:1 der Matrix A und die erste Spalte B:1 der














 = 5 · 1 + 3 · 2 + 3 · 3 + 7 · 4 = 48
Fu¨r die Umsetzung mit SQL wurden die beschriebenen Spaltenvektoren in Relationen mit
den Bezeichnern x und y gespeichert. Die Relation x entspricht dabei den ersten vier Zeilen
von Relation A und die Relation y den ersten vier Zeilen von Relation B. Unter diesen Bedin-
gungen kann das Skalarprodukt mit der Anfrage aus dem Programmbeispiel 5.1 erstellt werden.
1 SELECT SUM(x.val * y.val) FROM x JOIN y ON x.row = y.row;




Es wird deutlich, dass diese Anfrage auch fu¨r du¨nn besetzte Vektoren funktioniert, da es bei
fehlendem Tupel in einer der beiden Relationen keine U¨bereinstimmung im Verbundattribut
gibt.
5.2.2 Matrixmultiplikation
In diesem Abschnitt werden die Matrizen A und B miteinander multipliziert. Dabei wird be-
reits bei der mathematischen Betrachtung deutlich, dass jeder Zielwert in der entstehenden
Matrix das Skalarprodukt eines Zeilen- und Spaltenvektors von A und B ist.
Fu¨r die Berechnung der Matrixmultiplikation ist die Anfrage des Skalarproduktes aus 5.1 nur
bei den Verbundattributen und der Projektionsliste zu vera¨ndern. Statt u¨ber die Zeilen zu
verknu¨pfen, wird jetzt a.col = b.row gesetzt und zusa¨tzlich u¨ber a.row, b.col projiziert.
Die gesamte Anfrage mit der entsprechenden Ergebnisrelation ist nachfolgend zu sehen.
1 SELECT a.row , b.col , SUM(a.val * b.val) FROM a JOIN b ON a.col =
b.row GROUP BY a.row , b.col;





















Die Transponierung einer Matrix entspricht dem Vertauschen der Rolle von Zeilen und Spalten.
Fu¨r die Umsetzung in SQL kann dafu¨r der Umbenennungsoperator genutzt werden, sodass bei
der Transponierung von B im SELECT-Abschnitt zuna¨chst u¨ber die drei Attribute row, col
und val projiziert wird, um sie anschließend mit dem AS-Operator umzubenennen. Folgende
Anfrage transponiert demnach eine Matrix:





















In diesem Abschnitt wird der Vorwa¨rtsalgorithmus zuna¨chst, wie aus der Definition bekannt,
rekursiv und anschließend iterativ umgesetzt. Dabei gibt es fu¨r die iterative Umsetzung zwei
Varianten: die Nutzung einer verschachtelten Anfrage oder das U¨berschreiben alter Daten mit
der UPDATE-Funktion. Die verschachtelte und UPDATE-Anfrage sind nicht darauf angewiesen,
dass das Datenbanksystem Rekursion unterstu¨tzt, weshalb sie auch in Systemen wie MonetDB
nutzbar wa¨ren. Die hier vorgestellten SQL-Anfragen richten sich nach [MH17].
Im Implementationsteil 5.5 der Arbeit wird der Vorwa¨rtsalgorithmus auf einer großen Menge
an Daten getestet, welche zur Visualisierung ungeeignet sind. Daher werden die beiden An-
fragen anhand des Beispiels aus der Einfu¨hrung im Abschnitt 3.3.1 erla¨utert. Das zu Grunde
liegende HMM λ hat die Zusta¨nde S = {Sonne,Regen} und die mo¨glichen Beobachtungen
V = {nass, trocken}. Die Matrizen A und B sowie die Anfangsverteilung pi haben, entspre-
chend des bekannten Relationenschemas, folgende Form.
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Berechnet werden soll hier die Wahrscheinlichkeit fu¨r die Beobachtungssequenz (nass, nass, trocken)






Die Spalte val wird hierbei mit Zahlen gefu¨llt, wobei 1 fu¨r nass und 2 fu¨r trocken steht.
Dies ist sinnvoll, da dies gleichzeitig dem Spaltenindex der Matrix B entspricht.
Rekursiv
Vor der Umsetzung des Algorithmus ist es no¨tig, die Rekursion in SQL zu erkla¨ren. PostgreSQL
bietet die Mo¨glichkeit, in einer WITH-Klausel tempora¨re Relationen anzulegen, welche nur im
Kontext der nachgestellten Anfrage gu¨ltig sind. Folgendes Beispiel soll die Syntax verdeutli-
chen. Die Relation temp ist nur in dem nachfolgendem SFW-Block gu¨ltig.
1 WITH temp AS (
2 SELECT row , col , a.val FROM a JOIN b ON a.row = b.row AND a.
col = b.col
3 ) SELECT row , col , val FROM temp;
Mit dem Zusatzmodifikator RECURSIVE hinter dem WITH-Literal ist es mo¨glich, rekursive An-
fragen zu erstellen, da die WITH-Anfrage sich auf seinen eigenen Output beziehen kann. Dabei
besteht diese Anfrage aus einem nicht-rekursiven Teil, einer Vereinigung mit UNION und ei-
nem rekursiven Teil, wobei nur im rekursiven Teil die Referenzierung auf den eigenen Output
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mo¨glich ist. In der Dokumentation von PostgreSQL [Pos] ist als Einfu¨hrungsbeispiel folgende
Berechnung der Summe der Zahlen von 1 bis 100 aufgefu¨hrt.
1 WITH RECURSIVE t(n) AS (
2 VALUES (1)
3 UNION ALL
4 SELECT n+1 FROM t WHERE n < 100
5 )
6 SELECT sum(n) FROM t;
In der ersten Zeile wird die tempora¨re Tabelle samt Schema definiert. Die zweite Zeile re-
pra¨sentiert den nicht rekursiven Teil der Anfrage, welcher u¨ber die Vereinigung mit dem re-
kursiven Teil verknu¨pft wird.
Bezogen auf die in 3.3.1 vorgestellten Formeln entspricht der Inititalisierungsschritt dem nicht
rekursiven Teil, weshalb die Rekursionsformel folglicherweise im zweiten Teil der Anfrage zu
beschreiben ist. Daraus ergibt sich fu¨r die rekursive Berechnung des Vorwa¨rtsalgorithmus fol-
gender SQL-Abschnitt.
1 WITH RECURSIVE alpha (iteration , row , val) AS (
2 SELECT 2, pi.row , (pi.val * b.val)
3 FROM pi JOIN b
4 ON pi.row=b.row and b.col=
5 (SELECT val from obs where i=1)
6 UNION ALL
7 SELECT alp_a.iteration+1, alp_a.row , alp_a.val*b.val
8 FROM b JOIN
9 (SELECT alpha.iteration as iteration , alpha.row as row , a.
col as col ,
10 SUM(alpha.val*a.val) as val
11 FROM alpha JOIN a ON alpha.row=a.row
12 GROUP BY alpha.row , a.col) alp_a
13 ON b.row=alp_a.row
14 WHERE b.col=( SELECT val from obs where obs.row=alp_a.
iteration)
15 AND alp_a.iteration <= (SELECT max(row) from obs)
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16 ) SELECT SUM(val) FROM alpha WHERE iteration = (SELECT max(
iteration) from alpha)
Programmbeispiel 5.3: Rekursive SQL-Anfrage des Vorwa¨rtsalgorithmus
Obwohl diese Anfrage den Anforderungen des SQL-Standards genu¨gt, ist sie auf aktuellen Ver-
sionen von PostgreSQL nicht ausfu¨hrbar, da dieses System keine Aggregation im rekursiven
Teil der Anfrage erlaubt. Beim spa¨ter verwendeten parallelen Datenbanksystem Postgres-XL
ist die Rekursion auf verteilten Relationen ga¨nzlich verboten, weshalb der rekursive Ansatz im
Rahmen dieser Arbeit nicht weiter untersucht wird. Da das beschriebene Aggregatfunktions-
problem auch in anderen Systemen, wie MySQL und DB2 1, auftritt, konnte die Anfrage nicht
auf Validita¨t gepru¨ft werden.
Iterativ
Neben der rekursiven Form dieses Algorithmus ist es mo¨glich, iterativ das Ergebnis zu erzeugen.
Aus der Rekursionsformel, vorgestellt in Abschnitt 3.3.1, wird deutlich, dass ein Vektor α bei
der Ausfu¨hrung entsteht. Um dies auf SQL-Ebene abzubilden, gibt es zwei Mo¨glichkeiten: Up-
dates auf der Relation alpha oder das Nutzen einer verschachtelten Anfrage. Beide Varianten
werden nachfolgend am eingefu¨hrten Beispiel vorgestellt.
Updatevariante
Analog zur rekursiven Version sind auch hier im Wesentlichen drei Schritte notwendig: Initali-
sierung, Iteration und Terminierung mit der Summation. Die Initialisierung berechnet mittels
der Anfangsverteilung Pi und der Matrix B die Anfangswerte fu¨r alpha. In der hier gewa¨hlten
Implementierung werden in jedem Schritt die bisherigen Werte u¨berschrieben, anstatt weitere
anzufu¨gen, weshalb ein zweizeiliger Vektor entsteht. Dies ist mo¨glich, da nur die letzten Werte
von alpha im Terminierungsschritt summiert werden. Mit SQL la¨sst sich das folgendermaßen
realisieren:
1 INSERT INTO alpha
2 SELECT Pi.row , 1, Pi.val * B.val FROM
3 Pi JOIN B ON Pi.row = B.row
4 WHERE B.col = (SELECT val FROM obs WHERE row = 1 AND col =
1);
Programmbeispiel 5.4: Initialisierung Updatevariante
1Erkenntnis von Projektgruppen des Moduls Neueste Entwicklungen in der Informatik im Sommersemester
2017.
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Auf diesem Stand kann die Iteration u¨ber die weiteren Beobachtungszeitpunkte ansetzen. Dabei
werden bei jedem Schritt die Werte von alpha mit einem UPDATE erneuert. Hier sind aufgrund
der Beobachtungssequenzla¨nge von drei insgesamt zwei UPDATE-Aufrufe no¨tig.
1 -- Zeitpunkt t = 2
2 UPDATE alpha SET val = (
3 SELECT alpha_a.val * B.val FROM
4 (SELECT A.col as row , SUM(alpha.val * A.val) as val FROM
alpha
5 JOIN A ON alpha.row = A.row GROUP BY A.col) alpha_a
6 JOIN B ON alpha_a.row = B.row
7 WHERE B.col = (SELECT val FROM obs WHERE row = 2 and col = 1)
AND B.row = alpha.row)
8 WHERE EXISTS (SELECT * FROM (SELECT DISTINCT col as row FROM A
) ttt WHERE ttt.row = alpha.row);
9
10 -- Zeitpunkt t = 3
11 UPDATE alpha SET val = (
12 SELECT alpha_a.val * B.val FROM
13 (SELECT A.col as row , SUM(alpha.val * A.val) as val FROM
alpha
14 JOIN A ON alpha.row = A.row GROUP BY A.col) alpha_a
15 JOIN B ON alpha_a.row = B.row
16 WHERE B.col = (SELECT val FROM obs WHERE row = 3 and col = 1)
AND B.row = alpha.row)
17 WHERE EXISTS (SELECT * FROM (SELECT DISTINCT col as row FROM A
) ttt WHERE ttt.row = alpha.row);






Der letzte Schritt erfordert die Summation u¨ber die val-Spalte des Vektors alpha.
1 SELECT SUM(val) FROM alpha;




Die Wahrscheinlichkeit fu¨r die Beobachtungssequenz (nass, nass, trocken) im beschriebenen
HMM λ ist 7.2%. Die gleiche Berechnung soll nachfolgend mit einer verschachtelten Variante
durchgefu¨hrt werden.
Verschachtelte Variante
Vor der Darstellung der gesamten Anfrage werden die Komponenten dieser einzeln vorgestellt.
Auch hier ist wieder ein Initialisierungs-, Iterations- und Terminierungsabschnitt vorhanden.
Die einzelnen Anfragen werden dann im letzten Schritt zu einer Gesamtanfrage zusammenge-
setzt.
Die Initialisierung ist dieselbe Anfrage wie bei der Update-Variante, mit dem Unterschied,
dass das Ergebnis nicht in die Relation alpha geschrieben wird. Diese entspricht derer zum
Zeitpunkt t = 1 und ist die innerste Subanfrage.
1 SELECT Pi.row as row , Pi.val * B.val as val FROM PI JOIN B on Pi
.row = B.row WHERE B.col = (SELECT val FROM obs WHERE row = 1
AND col = 1)
Programmbeispiel 5.7: Initialisierung bei geschachtelter Anfrage
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Die weiteren Anfragen gelten fu¨r alle Zeitpunkte t > 1 und beinhalten gleichzeitig die vorhe-
rigen Subanfragen, welche hier mit Q(t-1) gekennzeichnet sind. In der letzten Zeile entspricht
der Buchstabe t keinem Attribut, sondern der Variable t.
1 SELECT alpha_a.row as row , alpha_a.val * B.val as val FROM (
SELECT A.col as row , SUM(aa.val * A.val) as val FROM Q(t-1) as
aa JOIN A ON aa.row = A.row GROUP BY A.col) alpha_a JOIN B on
alpha_a.row = B.row WHERE b.col = (SELECT val FROM obs WHERE
row = t and col = 1);
Programmbeispiel 5.8: Iterationsanfrage
Im Anschluss ist es mo¨glich, u¨ber das tempora¨re Ergebnis der geschachtelten Anfrage zum
Zeitpunkt T zu aggregieren.
1 SELECT SUM(val) FROM Q(T)
Programmbeispiel 5.9: Summation der geschachtelten Anfrage
Zum Abschluss wird hier die gesamte Anfrage, welche sich aus den beschriebenen Komponen-
ten zusammensetzt und die Wahrscheinlichkeit der Beobachtungssequenz (nass, nass, trocken)
berechnet, gezeigt.
1 -- Start Summation
2 SELECT SUM(val) FROM
3 -- Start Subanfrage t=3
4 (SELECT alpha_a.row as row , alpha_a.val * B.val as val FROM (
SELECT A.col as row , SUM(aa.val * A.val) as val FROM
5 -- Start Subanfrage t=2
6 (SELECT alpha_a.row as row , alpha_a.val * B.val AS val FROM
(SELECT A.col as row , SUM(aa.val * A.val) as val FROM
7 -- Start Subanfrage t=1
8 (SELECT Pi.row as row , Pi.val * B.val as val FROM PI JOIN
B on Pi.row = B.row WHERE B.col = (SELECT val FROM obs
WHERE row = 1 AND col = 1)) as aa
9 -- Ende Subanfrage t=1
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10 JOIN A ON aa.row = A.row GROUP BY A.col) alpha_a JOIN B on
alpha_a.row = B.row WHERE B.col = (SELECT val FROM obs
WHERE row = 2 AND col = 1)) as aa
11 -- Ende Subanfrage t=2
12 JOIN A ON aa.row = A.row GROUP BY A.col) alpha_a JOIN B on
alpha_a.row = B.row WHERE b.col = (SELECT val FROM obs WHERE
row = 3 and col = 1))
13 -- Ende Subanfrage t=3
14 as complete_query;
15 -- Ende Summation




Bei der Ausfu¨hrung fu¨hrt diese Anfrage erwartungsgema¨ß zum gleichen Ergebnis wie die vorhe-
rige Variante. Es ist davon auszugehen, dass die UPDATE-Variante eine schlechtere Performance
hat, da bei jedem UPDATE die Transaktionssicherheit gewa¨hrleistet sein muss. Desweiteren wird
bei jeder Anfrage persistent in die Datenbank geschrieben, was zu einer ho¨heren Belastung
fu¨hrt. Aus Zeitgru¨nden wurde diese Vermutung nicht weiter untersucht.
5.4 Parallelisierung der SQL-Anfragen
In den bisherigen Abschnitten dieses Kapitels wurden ein Relationenschema fu¨r Matrizen fest-
gelegt und darauf aufbauende SQL-Anfragen fu¨r die Matrixmultiplikation und den Vorwa¨rts-
algorithmus formuliert.
Um eine Basis fu¨r die angestrebte Intraoperatorparallelita¨t zu schaffen, ist nun die Parti-
tionierung von Relationen zu untersuchen. Mo¨gliche Strategien werden daher im Abschnitt
5.4.1 vorgestellt. Da bei verteilten Systemen die Kommunikationskosten oftmals den Verar-
beitungsprozess dominieren, erfolgt im Abschnitt 5.4.2 die Ermittlung dieser fu¨r die einzelnen
Partitionierungsvarianten. Dieses Vorgehen soll dem Datenbanksystem mo¨glichst gute Voraus-
setzungen fu¨r die Umsetzung der Intraoperatorparallelisierung schaffen. Die Analyse, ob der




Die Zerlegung einer Relation in kleinere Bestandteile, mit der anschließenden Verteilung auf
verschiedene Knoten, ist eine wesentliche Voraussetzung der Intraoperatorparallelita¨t, da nur
so Operatorinstanzen auf einzelnen, kleineren Abschnitten agieren ko¨nnen. Eine Verteilung
und Replikation ganzer Relationen wu¨rde nur Interanfrage- bzw. Interoperatorparallelita¨t er-
mo¨glichen. In diesem Abschnitt soll auf Basis der in 4.3.1 vorgestellten Strategien eine gu¨nstige,
anhand nachfolgender Kriterien, ermittelt werden.
Im Rahmen dieser Arbeit sollen Operationen des maschinellen Lernens betrachtet werden.
Aus den Einfu¨hrungen wird bereits deutlich, dass bei solchen Algorithmen Multiplikationen
zwischen Matrizen und Vektoren eine große Bedeutung haben. Ziel ist es daher, eine Parti-
tionierungsform zu wa¨hlen, die fu¨r diese Operationen vorteilhaft ist. Hier kann angenommen
werden, dass eine Strategie gut ist, wenn mit ihr wenig Kommunikation no¨tig ist. Dies ist
dann mo¨glich, wenn viele der Datenabschnitte bereits auf dem jeweiligen Knoten vorhanden
sind. Als weiteres Kriterium ist wichtig, dass die einzelnen Knoten mo¨glichst gleich viele Da-
ten bearbeiten. Dieses Problem wurde in 4.4.2 als Datenschiefheit eingefu¨hrt. Daru¨ber hinaus
soll die gewa¨hlte Strategie gegenu¨ber Vera¨nderungen mo¨glichst robust sein. Dazu za¨hlt zum
Beispiel das Vertauschen der Matrizen bei der Matrixmultiplikation oder gar die Verwendung
einer komplett anderen Operation.
Zur Visualisierung werden die Matrizen A und B aus Abschnitt 5.2 auf zwei Knoten verteilt.
Die vorgestellten Varianten sind zeilenweise, spaltenweise, zeilen-spaltenweise und Blockparti-
tionierung.
Zeilenweise Partitionierung
Bei der hier vorgestellten zeilenweisen Partitionierung werden alle Elemente einer Zeile ei-
nem Knoten zugeordnet. Die Knotennummer s(i) der entsprechenden Zeile i la¨sst sich u¨ber
s(i) = (i − 1 mod m) bestimmen. Andere Formen, wie mehrere Zeilen hintereinander einem
Knoten zuzuordnen, werden hier nicht betrachtet.
51

5 6 7 5
3 5 6 8
3 5 7 4
7 3 6 5


1 2 3 4
2 3 3 2
3 4 5 6
4 6 6 4

Knoten 1
5 6 7 5
3 5 7 4
1 2 3 4
3 4 5 6
Knoten 2
3 5 6 8
7 3 6 5
2 3 3 2
4 6 6 4
Abbildung 5.1: Zeilenweise Partitionierung
Spaltenweise Partitionierung
Analog zur zeilenweisen Partitionierung werden hier alle Elemente einer Spalte einem Knoten
zugeordnet. Dementsprechend ergibt sich die Knotennummer s(i) der Spalte j u¨ber s(j) = (j−1
mod m).

5 6 7 5
3 5 6 8
3 5 7 4
7 3 6 5


1 2 3 4
2 3 3 2
3 4 5 6
4 6 6 4

Knoten 1
5 3 3 7
7 6 7 6
1 2 3 4
3 3 5 6
Knoten 2
6 5 5 3
5 8 4 5
2 3 4 6
4 2 6 4
Abbildung 5.2: Spaltenweise Partitionierung
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Zeilen-Spaltenweise Partitionierung
Hierbei handelt es sich um eine Kombination aus den beiden vorherigen Partitionierungsarten
mit dem Ziel, die Eigenschaft der Matrixmultiplikation, das Skalarprodukt zwischen Zeilen
und Spalten zu bilden, zu nutzen. Dafu¨r wird die Matrix A zeilenweise und die Matrix B
spaltenweise partitioniert.

5 6 7 5
3 5 6 8
3 5 7 4
7 3 6 5


1 2 3 4
2 3 3 2
3 4 5 6
4 6 6 4

Knoten 1
5 6 7 5
3 5 7 4
1 2 3 4
3 3 5 6
Knoten 2
3 5 6 8
7 3 6 5
2 3 4 6
4 2 6 4
Abbildung 5.3: Zeilen-Spaltenweise Partitionierung
Blockweise
Im Abschnitt 3.2.2 und 4.3.1 wurde bereits das Verhalten der Matrixmultiplikation bei Block-
matrizen beschrieben. Um dieses anwenden zu ko¨nnen, ist es sinnvoll, die Matrizen in Blo¨cke
zu teilen. Bei dieser Art ist es erneut mo¨glich, zwischen Zeilenweise, Spaltenweise oder gemischt




5 6 7 5
3 5 6 8
3 5 7 4
7 3 6 5


1 2 3 4
2 3 3 2
3 4 5 6
4 6 6 4

Knoten 1
5 6 7 5
3 5 6 8
1 2 3 4
2 3 3 2
Knoten 2
3 5 7 4
7 3 6 5
3 4 5 6
4 6 6 4

5 6 7 5
3 5 6 8
3 5 7 4
7 3 6 5


1 2 3 4
2 3 3 2
3 4 5 6
4 6 6 4

Knoten 1
5 3 3 7
6 5 5 3
1 2 3 4
2 3 4 6
Knoten 2
7 6 7 6
5 8 4 5
3 3 5 6
4 2 6 4
Abbildung 5.4: Blockweise Partitionierung
Im folgenden Abschnitt wird fu¨r die vorgestellten Partitionsstrategien eine Berechnung der
Kommunikationskosten vorgenommen.
5.4.2 Kommunikationskosten
Die Berechnung der Matrixmultiplikation auf mehreren Knoten erfordert immer das Versen-
den von Elementen zwischen diesen. Die dadurch entstehenden Kommunikationskosten sind
ein bekannter Flaschenhals vieler verteilter Berechnungen und sollen deshalb mo¨glichst gering
sein. Demzufolge ist es gut, viele Berechnungen bereits ohne Senden realisieren zu ko¨nnen. Be-
vor hier fu¨r die im Abschnitt 5.4.1 vorgestellten Strategien Kommunikationskosten und lokal
berechenbare Anteile ermittelt werden, ist es sinnvoll, die Berechnungsvorschrift der Matrix-
multiplikation, hier fu¨r A ·B = C, zu untersuchen.
a1,1 a1,2 · · · a1,n





an,1 an,2 · · · an,n
 ·

b1,1 b1,2 · · · b1,n






























Aus dieser Aufstellung wird zuna¨chst deutlich, dass fu¨r die Ergebnismatrix n×n Zielelemente




ai,kbk,j = ai,1b1,j + ai,2b2,j + · · ·+ ai,nbn,j .
Es werden demnach 2n Elemente fu¨r die Berechnung eines ci,j beno¨tigt, weshalb fu¨r die gesam-
te Matrix C 2n3 Elemente agieren. Die letzte Formel verdeutlicht ebenfalls eine Zweiteilung




In der Multiplikationsphase werden die Elemente betrachtet, welche fu¨r die Multiplikation
notwendig sind. Die zur Bildung der gesamten Summe anfallenden Kosten werden der zweiten
Phase zugeordnet.
Die Ermittlung der Kommunikationskosten erfolgt auf Matrizen mit einer Dimension von n×n,
die auf eine Knotenanzahl m verteilt werden. Daru¨ber hinaus soll n ein Vielfaches der Knoten-
anzahl von m sein. Die Einschra¨nkung auf n× n Matrizen ist im Bereich der Sensordatenver-
arbeitung beispielsweise u¨ber eine Verkleinerung des Datensatzes auf das na¨chst mo¨gliche n zu
realisieren, da bei der vorhandenen Datengro¨ße durch diese keine Aussagea¨nderung zu erwar-
ten ist. Auch in weiteren Algorithmen sind quadratische Matrizen Bestandteil oder Grundlage,
wie beispielsweise die U¨bergangswahrscheinlichkeitsmatrix A des HMM (Abschnitt 3.3) und
die Matrix bei der Berechnung des Google PageRank [LM03].
Zusammenfassend werden die beschriebenen Bedingungen aufgefu¨hrt:
• Matrixdimension: n× n, wobei n = x ·m mit x ∈ Z
• Knotenanzahl: m, es gilt m = n/x
• Vielfaches: x, es gilt x = n/m
Mit Bezug auf die genannten Bedingungen ergibt sich eine Aussage u¨ber die Kommunikati-
onskosten, welche fu¨r alle Strategien gilt: Jede Zeile beno¨tigt jede Spalte. Das bedeutet fu¨r
n Zeilen und n Spalten mit wiederum n Elementen sind die Maximalkosten n3. Bei einem
Vielfachen x > 1 verwaltet ein Knoten jedoch mehrere Zeilen, wodurch nicht an n Zeilen,
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sondern m Knoten gesendet werden muss. Demnach ist die obere Begrenzung der Kosten in
der Multiplikationsphase
n2m. (5.1)
In den kommenden Kostenberechnungen wird daher ermittelt, welche Elemente bereits lokal
vorhanden sind, um sie von n2m abzuziehen. Fu¨r die Blockpartitionierung kann diese Formel
abgewandelt werden, was im Abschnitt 5.4.2 erla¨utert wird. Die Kosten aus Formel 5.1 entste-
hen nur, wenn die beiden Matrizen auf disjunkten Mengen von Knoten gespeichert sind.
Die nachfolgenden Bereiche gliedern sich jeweils in einen allgemeinen Teil, in dem die For-
meln zur Berechnung der Kosten Betrachtung finden und einen Veranschaulichungsteil, in dem
einzelne Kommunikationsabschnitte anhand der Beispielmatrizen gezeigt werden.
Kosten bei zeilenweise Partitionierung
Im Rahmen aller Kostenberechnungen soll zur Einstiegsvisualisierung die Darstellung einer
Multiplikation zweier 4 × 4 Matrizen dienen, bei denen die Zahlen den Knotennummern ent-
sprechen, auf dem das jeweilige Element liegt. Innerhalb der Ergebnismatrix beschreibt das
Tupel (1, 2) eine Multiplikation zweier Elemente, von denen das Erste auf Knoten 1 und das
Zweite auf Knoten 2 liegt. Die einzelnen Tupel, die bei der Summation beno¨tigt werden, sind
durch Kommas getrennt. Bei dieser Partitionierungsstrategie ergibt sich folgendes Schema.

1 1 1 1
2 2 2 2
3 3 3 3
4 4 4 4
 ·

1 1 1 1
2 2 2 2
3 3 3 3
4 4 4 4
 =

(1,1), (1, 2), (1, 3), (1, 4) (1,1), (1, 2), (1, 3), (1, 4) (1,1), (1, 2), (1, 3), (1, 4) (1,1), (1, 2), (1, 3), (1, 4)
(2, 1), (2,2), (2, 3), (2, 4) (2, 1), (2,2), (2, 3), (2, 4) (2, 1), (2,2), (2, 3), (2, 4) (2, 1), (2,2), (2, 3), (2, 4)
(3, 1), (3, 2), (3,3), (3, 4) (3, 1), (3, 2), (3,3), (3, 4) (3, 1), (3, 2), (3,3), (3, 4) (3, 1), (3, 2), (3,3), (3, 4)
(4, 1), (4, 2), (4, 3), (4,4) (4, 1), (4, 2), (4, 3), (4,4) (4, 1), (4, 2), (4, 3), (4,4) (4, 1), (4, 2), (4, 3), (4,4)

Es wird deutlich, dass nur in der ersten Phase Elemente gesendet werden mu¨ssen, da nach
dem Senden der Spaltenelemente alle zur Summation no¨tigen Multiplikationspaare auf einem
Knoten liegen. Daru¨ber hinaus ist mindestens eines der Faktorenpaare lokal vorhanden. Da fu¨r
dieses nicht gesendet werden muss, verringert sich die Anzahl aus Formel 5.1. Die Menge dieser




ist. Diese Anzahl an Paaren ist fu¨r m Knoten und n Spalten in Formel 5.1 enthalten und muss
demnach abgezogen werden. U¨ber Umformungen von m · n · n
m
ergibt sich n2. Wie eingangs
beschrieben, fallen in der zweiten Phase keine Kosten an, wodurch sich die Gesamtkosten wie
folgt aufschlu¨sseln:
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• Multiplikationsphase: n2m− n2 zu versendende Elemente
• Summationsphase: keine zu versendenden Elemente
Der Sendevorgang soll anhand der bekannten Beispielmatrizen verdeutlicht werden. Ausgehend
davon, dass jede Berechnung eines Zielelementes gleich abla¨uft, wird hier die des Elementes
c1,3 betrachtet.
Knoten 2 Knoten 3 Knoten 4

5 6 7 5
3 5 6 8
3 5 7 4
7 3 6 5
 ·

1 2 3 4
2 3 3 2
3 4 5 6
4 6 6 4
 =

58 86 98 94
63 93 102 90
50 73 83 80
51 77 90 90

Knoten 1
5 · 3 + 6 · 3 + 7 · 5 + 5 · 6
Abbildung 5.5: Berechnung des Elementes c1,3 bei Zeilenpartitionierung
Kosten bei spaltenweise Partitionierung
Bei dieser Partitionsstrategie ist analog zur Zeilenweise-Partitionierung nur das Senden von
Elementen in der ersten Phase notwendig, in der erneut Faktorenpaare lokal zur Verfu¨gung
stehen.
Zuna¨chst wird hier wieder, anhand des im letzten Abschnitt vorgestellten Schemas, die Be-
legung der Knoten und ihre Bedeutung innerhalb der Zielmatrix dargestellt.

1 2 3 4
1 2 3 4
1 2 3 4
1 2 3 4
 ·

1 2 3 4
1 2 3 4
1 2 3 4




(1,1), (2, 1), (3, 1), (4, 1) (1, 2), (2,2), (3, 2), (4, 2) (1, 3), (2, 3), (3,3), (4, 3) (1, 4), (2, 4), (3, 4), (4,4)
(1,1), (2, 1), (3, 1), (4, 1) (1, 2), (2,2), (3, 2), (4, 2) (1, 3), (2, 3), (3,3), (4, 3) (1, 4), (2, 4), (3, 4), (4,4)
(1,1), (2, 1), (3, 1), (4, 1) (1, 2), (2,2), (3, 2), (4, 2) (1, 3), (2, 3), (3,3), (4, 3) (1, 4), (2, 4), (3, 4), (4,4)
(1,1), (2, 1), (3, 1), (4, 1) (1, 2), (2,2), (3, 2), (4, 2) (1, 3), (2, 3), (3,3), (4, 3) (1, 4), (2, 4), (3, 4), (4,4)

Analog zur Zeilenpartitionierung sind fu¨r jedes Ergebniselement Faktorenpaare lokal vorhan-
den. Um wieder nur in der ersten Phase Kommunikationskosten zu haben, ist es sinnvoll, alle
Zeilen der linken Matrix an die Spaltenknoten der rechten Matrix zu senden. Die Formel 5.1
bleibt davon unberu¨hrt. Die Anzahl der in dieser zu viel bedachten Paare ist wiederum mit n2
ermittelbar, wodurch sich die gleichen Gesamtkosten wie bei der Zeilenpartitionierung ergeben.
Kostenu¨bersicht Spaltenpartitionierung:
• Multiplikationsphase: n2m− n2 zu versendende Elemente
• Summationsphase: keine zu versendenden Elemente
Auch hier wird die Berechnung des Elementes c1,3 an den bekannten Matrizen visualisiert.
Knoten 1 Knoten 2 Knoten 4

5 6 7 5
3 5 6 8
3 5 7 4
7 3 6 5
 ·

1 2 3 4
2 3 3 2
3 4 5 6
4 6 6 4
 =

58 86 98 94
63 93 102 90
50 73 83 80
51 77 90 90

Knoten 3
5 · 3 + 6 · 3 + 7 · 5 + 5 · 6
Abbildung 5.6: Berechnung des Elementes c1,3 bei Spaltenpartitionierung
Kosten bei zeilen-spaltenweise Partitionierung
Die Berechnungsvorschrift der Matrixmultiplikation, bei der jeweils Zeilen der ersten Matrix
mit Spalten der zweiten Matrix verknu¨pft werden, legt eine unterschiedliche Verteilung der
beiden Matrizen nahe. Die Aufteilung und Berechnung der einzelnen Elemente dieser Partitio-
nierung geschieht schematisch wie folgt:
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
1 1 1 1
2 2 2 2
3 3 3 3
4 4 4 4
 ·

1 2 3 4
1 2 3 4
1 2 3 4
1 2 3 4
 =

(1,1),(1,1),(1,1),(1,1) (1, 2), (1, 2), (1, 2), (1, 2) (1, 3), (1, 3), (1, 3), (1, 3) (1, 4), (1, 4), (1, 4), (1, 4)
(2, 1), (2, 1), (2, 1), (2, 1) (2,2),(2,2),(2,2),(2,2) (2, 3), (2, 3), (2, 3), (2, 3) (2, 4), (2, 4), (2, 4), (2, 4)
(3, 1), (3, 1), (3, 1), (3, 1) (3, 2), (3, 2), (3, 2), (3, 2) (3,3),(3,3),(3,3),(3,3) (3, 4), (3, 4), (3, 4), (3, 4)
(4, 1), (4, 1), (4, 1), (4, 1) (4, 2), (4, 2), (4, 2), (4, 2) (4, 3), (4, 3), (4, 3), (4, 3) (4,4),(4,4),(4,4),(4,4)

Aus der U¨bersicht wird deutlich, dass fu¨r die n Diagonalelemente keine Kommunikation no¨tig
ist. Fu¨r die restlichen n2 − n Elemente ist jedoch keines der Faktorenpaare auf einem gleichen
Knoten, weshalb (n2−n) · (m−1) Kosten anfallen. Sollte das Vielfache x jedoch gro¨ßer 1 sein,
so lassen sich die Kosten mit n2 · (m−1) errechnen, da m−1 Knoten n-mal-n Spaltenelemente
beno¨tigen. Ausklammern dieser Formel fu¨hrt zur bekannten Darstellung n2m− n2. Diese gilt
unabha¨ngig davon, ob die Zielmatrix Zeilen- oder Spaltenform hat. In der zweiten Phase ent-
stehen wiederum keine Kosten.
Es la¨sst sich zusammenfassen:
• Multiplikationsphase: n2m− n2 zu versendende Elemente
• Summationsphase: keine zu versendenden Elemente
Da sich hier die Bestimmung der Diagonalelemente von den Anderen unterscheidet, werden in
der nachfolgenden Abbildung stellvertretend c2,2 und c1,3 betrachtet.
Knoten 3

5 6 7 5
3 5 6 8
3 5 7 4
7 3 6 5
 ·

1 2 3 4
2 3 3 2
3 4 5 6
4 6 6 4
 =

58 86 98 94
63 93 102 90
50 73 83 80
51 77 90 90

Knoten 1
5 · 3 + 6 · 3 + 7 · 5 + 5 · 6
Knoten 2
3 · 2 + 5 · 3 + 6 · 4 + 8 · 6
Abbildung 5.7: Berechnung der Elemente c2,2 und c1,3 bei Zeilen-Spaltenpartitionierung
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Kosten fu¨r Blockpartitionierung
Fu¨r die Betrachtung der Kosten dieser Strategie wird die oben angefu¨hrte Bedingung hin-
sichtlich der Knotenanzahl eingeschra¨nkt, um eine Partitionierung in quadratische Blo¨cke zu
ermo¨glichen. Hierfu¨r muss die Knotenanzahl m eine Quadratzahl k2, k ∈ Z sein. Fu¨r die Di-
mension n der Matrix in diesem Abschnitt gilt: n = x · √m = x · k. Diese Variante ermo¨glicht
zum einen die in 3.2.2 vorgestellte Berechnungsvorschrift fu¨r Blockmatrizen anzuwenden. Zum
anderen ist aber auch von gesteigerter Robustheit gegenu¨ber vera¨nderten Operationen auszu-
gehen.
Die definierte Knotenlandschaft kann logisch als quadratisches Netz mit den Abmaßen k × k
angesehen werden, auf das die Matrizen der Dimension (x · k)× (x · k) so verteilt werden, dass
die Blo¨cke selbst wieder quadratisch sind. Da in diesem quadratischen Netz k Knoten pro Zeile
und Spalte liegen, ist die Gro¨ße fu¨r einen Block folglich auf x× x festzulegen.
Die Kostenberechnung wird hier einmal anhand der standardma¨ßigen Berechnungsvorschrift
und anschließend auf Basis derer fu¨r Blockmatrizen (beide Fa¨lle in 3.2.2 beschrieben) durch-
gefu¨hrt. Bei beiden ist ein Versenden von Elementen in der Multiplikations- und Summations-
phase no¨tig.
Die eingefu¨hrte Formel 5.1 zur Maximalkostenberechnung in der Multiplikationsphase muss
hier angepasst werden. Dort wurde angenommen, dass eine Spalte nur einmal zu einem Knoten
geschickt werden muss, wenn dieser mehr als eine Zeile speichert, weshalb mit der Gesamtzahl
aller Spaltenelemente2 n2 und der Anzahl Knoten m die obere Schranke der Kosten errechen-
bar waren. Fu¨r die Blockpartitionierung kann statt m die Anzahl der Blockzeilen, ausgedru¨ckt





5 6 7 5
3 5 6 8
3 5 7 4
7 3 6 5

Abbildung 5.8: Blockzeilen einer Matrix
2Jedes Element einer Matrix ist ein Spalten- und Zeilenelement
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Konventionelle Berechnung Bei der konventionellen Matrixmultiplikation ergeben sich in
der Multiplikationsphase blockweise unterschiedliche Fa¨lle: Zielelementberechnungen ohne lo-
kal vorhandene Faktorenpaare und mit lokal vorhandenen Faktorenpaaren. Zur Verdeutlichung
wird wieder die bekannte Darstellung genutzt.

1 1 2 2
1 1 2 2
3 3 4 4
3 3 4 4
 ·

1 1 2 2
1 1 2 2
3 3 4 4
3 3 4 4
 =

(1,1),(1,1), (2, 3), (2, 3) (1,1),(1,1), (2, 3), (2, 3) (1, 2), (1, 2), (2, 4), (2, 4) (1, 2), (1, 2), (2, 4), (2, 4)
(1,1),(1,1), (2, 3), (2, 3) (1,1),(1,1), (2, 3), (2, 3) (1, 2), (1, 2), (2, 4), (2, 4) (1, 2), (1, 2), (2, 4), (2, 4)
(3, 1), (3, 1), (4, 3), (4, 3) (3, 1), (3, 1), (4, 3), (4, 3) (3, 2), (3, 2), (4,4),(4,4) (3, 2), (3, 2), (4,4),(4,4)
(3, 1), (3, 1), (4, 3), (4, 3) (3, 1), (3, 1), (4, 3), (4, 3) (3, 2), (3, 2), (4,4),(4,4) (3, 2), (3, 2), (4,4),(4,4)

In der Beschreibung von Formel 5.2 wurde bereits erla¨utert, dass eine Spalte nur einmal pro
Block versendet werden muss. Jedoch sind in dieser Formel, wie auch in Formel 5.1, die lokal
vorhandenen Elemente mitbetrachtet, welche daher identifiziert und anschließend abgezogen
werden mu¨ssen. Im Allgemeinen bezieht sich diese Begebenheit auf die Elemente der Diago-
nalblo¨cke einer Ergebnismatrix, welche im Beispiel die Blo¨cke links oben und rechts unten sind.
Wird diese Situation aus Sicht der gesendeten Spalten betrachtet, so ist zu erkennen, dass x
Elemente jeder Spalte in einer der k Blockzeilen u¨berflu¨ssig sind. Bezogen auf das Beispiel sind
c1,1, c1,2, c2,1, c2,2 fu¨r die ersten beiden Spalten, sowie c3,3, c3,4, c4,3 und c4,4 fu¨r die letzten
beiden Spalten, bereits auf dem richtigen Knoten. Demnach ist von der Formel 5.2 die Anzahl
der Spalten n mal das Vielfache x abzuziehen.
Die Kosten der Multiplikationsphase sind daher ermittelbar u¨ber folgende Formel:
n2k − xn
Wie bereits beschrieben, werden hier in beiden Phasen Elemente versendet. In der Zweiten, der
Summationsphase, werden jene betrachtet, die zum Errechnen der Gesamtsumme no¨tig sind.
Im Allgemeinen sind das die Ergebnisse der einzelnen Multiplikationen, wovon pro Zielelement
n existieren. Da jedoch jeweils n/k Multiplikationen auf dem gleichen Knoten stattfinden, ist
es mo¨glich auf diesen bereits Teilsummen zu bilden. Die Anzahl der fu¨r die Gesamtsummati-
on beno¨tigten Elemente verringert sich dadurch auf k und es mu¨ssen k − 1 zu einem anderen
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Knoten geschickt werden. Die Summation erfordert somit das Versenden von
n2 · (k − 1) = n2k − n2
Teilsummen.
Die Addition der einzelnen Kosten ergibt die Gesamtkosten:
n2k − xn+ n2k − n2
Im Folgenden sollen die aufgefu¨hrten Fa¨lle und Berechnungen mittels einer Grafik verdeutlicht
werden, wobei hier beispielhaft ein Diagonalelement und ein anderes Element Betrachtung fin-
det.
Knoten 1 Knoten 3 Knoten 2 Knoten 4

5 6 7 5
3 5 6 8
3 5 7 4
7 3 6 5
 ·

1 2 3 4
2 3 3 2
3 4 5 6
4 6 6 4
 =

58 86 98 94
63 93 102 90
50 73 83 80
51 77 90 90

Knoten 1 Knoten 2
5 · 3 + 6 · 3 7 · 5 + 5 · 6
Knoten 1 Knoten 2





Abbildung 5.9: Berechnung der Elemente c2,2 und c1,3 bei Blockpartitionierung
Blockmatrixberechung Wie bereits erwa¨hnt ist ein Vorteil der Blockpartitionierung die An-
wendbarkeit der in 3.2.2 vorgestellten Berechnungsvorschrift fu¨r Blockmatrizen. Die Herleitung
soll hier anhand der Beispielmatrizen aus 5.2 erfolgen.
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Beide Beispielmatrizen lassen sich in vier Submatrizen aufteilen, die wiederum auf vier Knoten










































A1B1 +A2B3 A1B2 +A2B4
A3B1 +A4B3 A3B2 +A4B4
]
Da hier einzelne Blo¨cke betrachtet werden, ist es mo¨glich, die Formel 5.2 anzupassen: An k
Blockzeilen sind k Blockspalten mit k Blo¨cken zu senden, wodurch sich folgende Formel ergibt:
k3 (5.3)
Analog zur konventionellen Variante werden hier in der Diagonale Blo¨cke mitbetrachtet, die
bereits lokal vorhanden sind. Pro versendeter Blockspalte betrifft dies einen der k Spalten-
blo¨cke, weshalb insgesamt k · 1 = k Blo¨cke von Formel 5.3 abgezogen werden mu¨ssen. Da ein
Block aus x2 Elementen besteht, sind die Kosten der Multiplikationsphase ausdru¨ckbar mit:
x2k3 − x2k = n2k − xn
Es wird deutlich, dass diese Kosten denen der konventionellen Berechnungsvariante entspre-
chen.
Fu¨r die zweite Phase findet keine Unterscheidung der Blo¨cke statt, da in jedem Fall k Teilma-
trizen mit x2 Elementen existieren, die von k − 1 Knoten an einen Anderen gesendet werden
mu¨ssen. Bei insgesamt k2 Blo¨cken entstehen dadurch Kosten in Ho¨he von x2k2 · (k − 1).
Die Gesamtkosten dieser Berechnungsart sind zusammenfassend ermittelbar u¨ber
n2k − xn+ x2k2 · (k − 1).
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Das Umformen der Formel fu¨hrt zu den gleichen Kosten wie bei der konventionellen Art:
n2k − xn+ n2k − n2.
Kosten fu¨r andere Operationen
Wie einfu¨hrend beschrieben, sollen die Partitionierungsstrategien mo¨glichst robust gegenu¨ber
anderen Operationen sein. Zur U¨berpru¨fung dessen werden in diesem Abschnitt die Kosten der
vorgestellten Strategien fu¨r B ·A (1) und AT ·B (2) betrachtet.
Betrachtung fu¨r (1) Fu¨r die drei Strategien zeilenweise, spaltenweise und blockweise ist in-
tuitiv zu erkennen, dass keine A¨nderung der Partitionierung auftritt. Folglich sind die Kosten
fu¨r A ·B und B · A gleich. Lediglich bei der zeilenweise-spaltenweise Variante ergibt sich eine
andere Verteilung, deren Kosten hier berechnet werden.
Aus der fu¨r A·B geltenden zeilenweise-spaltenweise Partitionierung wird beim Vertauschen der
Matrizen eine spaltenweise-zeilenweise Partitionierung. Die zugeho¨rige Partitionierung der 4×4
Beispielmatrizen ist durch die am Anfang des Abschnitt eingefu¨hrte Darstellung repra¨sentiert.
1 2 3 4
1 2 3 4
1 2 3 4
1 2 3 4
 ·

1 1 1 1
2 2 2 2
3 3 3 3
4 4 4 4
 =

(1, 1), (2, 2), (3, 3), (4, 4) (1, 1), (2, 2), (3, 3), (4, 4) (1, 1), (2, 2), (3, 3), (4, 4) (1, 1), (2, 2), (3, 3), (4, 4)
(1, 1), (2, 2), (3, 3), (4, 4) (1, 1), (2, 2), (3, 3), (4, 4) (1, 1), (2, 2), (3, 3), (4, 4) (1, 1), (2, 2), (3, 3), (4, 4)
(1, 1), (2, 2), (3, 3), (4, 4) (1, 1), (2, 2), (3, 3), (4, 4) (1, 1), (2, 2), (3, 3), (4, 4) (1, 1), (2, 2), (3, 3), (4, 4)
(1, 1), (2, 2), (3, 3), (4, 4) (1, 1), (2, 2), (3, 3), (4, 4) (1, 1), (2, 2), (3, 3), (4, 4) (1, 1), (2, 2), (3, 3), (4, 4)

Es ist zu erkennen, dass in der Multiplikationsphase kein Senden erforderlich ist, da die
beno¨tigten Faktoren immer auf gleichen Knoten liegen. Nach den dort ausgefu¨hrten Multi-
plikationen existieren n Ergebnisse, wovon m − 1 zu einem anderen Knoten geschickt werden
mu¨ssen. Die Gesamtkommunikationskosten sind demnach n2 · (m− 1).
Betrachtung fu¨r (2) Im Fall der Transponierung von A entstehen fu¨r die Strategien zei-
lenweise, spaltenweise und zeilen-spaltenweise bereits bekannte Varianten: spalten-zeilenweise,
zeilen-spaltenweise und ebenfalls spaltenweise Partitionierung. Die Kosten fu¨r diese Fa¨lle wur-





5 6 7 5
3 5 6 8
3 5 7 4
7 3 6 5


5 3 3 7
6 5 5 3
7 6 7 6
5 8 4 5

Abbildung 5.10: Transponierung von A
Bei der Transponierung einer Matrix mit Blockpartitionierung ergeben sich jedoch Unterschie-
de zu den bereits ermittelten Kosten von A ·B, weshalb hier die Berechnung fu¨r AT ·B anhand
















A1B1 +A2B2 A1B3 +A2B4
A3B1 +A4B2 A3B3 +A4B4
]
Wie bei der Berechnung von A · B ist hier zwischen Diagonal- und anderen Blo¨cken zu un-
terscheiden. Fu¨r die Diagonalblo¨cke sind hier im Gegensatz zu A ·B sogar alle Faktorenpaare
auf gleichen Knoten, weshalb in der Multiplikationsphase fu¨r diese k Blo¨cke keine Kommuni-
kation no¨tig ist. Fu¨r jede Blockspalte, die an alle Zeilenknoten gesendet wird, tritt dies genau
einmal auf, weshalb von Formel 5.3 k2 abgezogen werden muss. Nach der Multiplikation mit
x2 Elementen pro Block ergeben sich x2k3 − x2k2 = n2k − n2 zu versendende Elemente in
der Multiplikationsphase. Die Kosten in der Summationsphase sind unvera¨ndert zu A ·B mit
n2k − n2 berechenbar.
Da x = n/k ist, kann xn maximal gleich groß wie n2 sein. Dies bedeutet, dass die trans-
ponierte Variante sogar besser ist, als die fu¨r A ·B.
Zusammenfassung der Kostenberechnungen
In diesem Abschnitt werden die Ergebnisse der vorherigen Abschnitte zusammengefasst und
anschließend auf Grundlage dieser ein Fazit gezogen. Als erste Gegenu¨berstellung dient die







Zeilen n2m− n2 - n2m− n2
Spalten n2m− n2 - n2m− n2
Zeilen-Spalten n2m− n2 n2m− n2
Spalten-Zeilen - n2m− n2 n2m− n2
Block (konventio-
nell)
n2k − xn n2k − n2 n2k−xn+n2k−n2
Block (Blockma-
trixrechnung)
n2k − xn n2k − n2 n2k−xn+n2k−n2
Tabelle 5.1: Kosten der Strategien fu¨r A ·B
Aus dieser U¨bersicht wird deutlich, dass sich die Kommunikationskosten innerhalb der Zeilen-
und Spaltenpartitionierungen nicht unterscheiden. Lediglich die Blockpartitionierung fu¨hrt zu
einer Verbesserung der Kommunikationskosten.
Die Robustheit der einzelnen Partitionen wurde mittels der Kommutation von A und B, sowie
der Transponierung von A untersucht. Die folgende Tabelle zeigt dabei die ermittelten Formeln






Zeilen unvera¨ndert zu 5.1
Spalten unvera¨ndert zu 5.1
Zeilen-Spalten entspricht Spalten-Zeilen aus 5.1
Spalten-Zeilen entspricht Zeilen-Spalten aus 5.1
Block unvera¨ndert zu 5.1
Tabelle 5.2: Kosten der Strategien fu¨r B ·A
Aus der Tabelle ist die Robustheit aller vorgestellten Partitionierungsstrategien gegenu¨ber der
Kommutation ersichtlich, da in keinem Fall andere Kommunikationskosten auftreten. Bei der








Zeilen entspricht Spalten-Zeilen aus 5.1
Spalten entspricht Zeilen-Spalten aus 5.1
Zeilen-Spalten entspricht Spaltenpartitionierung
Spalten-Zeilen entspricht Zeilenpartitionierung
Block n2k − n2 n2k − n2 n2k−n2+n2k−n2
Tabelle 5.3: Kosten der Strategien fu¨r AT ·B
Hier ergibt sich bei der Blockpartitionierung eine Vera¨nderung in den Kosten - allerdings zum
Positiven. Nach der Transponierung von A sind alle Diagonalblo¨cke lokal berechenbar, wodurch
sich die Anzahl der zu versendenden Elemente verringert.
In der Abbildung 5.11 sind die Kosten der Spalten-, Zeilen-, Spalten-Zeilen- und Zeilen-
Spaltenpartitionierung denen der Blockpartitionierung fu¨r eine Konfiguration mit 9 Knoten
gegenu¨ber gestellt.
Durch die Linienverla¨ufe wird der geringere Sendeaufwand bei der Verwendung der Blockpar-
titionierung gegenu¨ber den anderen Varianten deutlich. Daru¨ber hinaus ist die Verbesserung
durch Transponierung im Fall der Blockverteilung ersichtlich.
Die Analyse der verschiedenen Partitionierungsarten hinsichtlich der Anzahl zu versenden-
der Elemente fu¨hrt zu mehreren Ergebnissen. Die Partitionierungsarten spaltenweise, zeilen-
weise, spalten-zeilenweise und zeilen-spaltenweise haben alle die gleiche Kostenformel. Eine
Vera¨nderung der Matrixreihenfolge beziehungsweise die Transponierung einer Matrix fu¨hrt zu
einer dieser vier Partitionierungsarten, weshalb dabei keine Vera¨nderung der Kosten entsteht.
Die Anzahl der zu versendenden Elemente ist bei der Blockpartitionierung sowohl mit der kon-
ventionellen, als auch der Blockmatrixrechnung gleich und dabei geringer, als die der anderen
Partitionierungsarten. Bei der Kommutation entsteht keine Vera¨nderung der Kostenformel,
dafu¨r jedoch bei der Transponierung. Diese fu¨hrt allerdings zu einer Verbesserung dieser. Es
la¨sst sich daher feststellen, dass alle Varianten hinsichtlich der Kosten robust sind.
Die Berechnungen beruhen auf der Annahme, dass nur die no¨tigsten Elemente gesendet und die
lokal mo¨glichen Operationen dort auch ausgefu¨hrt werden. Somit zeigen diese Kostenformeln
an, bei welcher Partitionierungsart der Optimierer das meiste Potenzial hat, um Kommunika-
tion zu vermeiden. Im nachfolgenden Abschnitt soll daher unter Anderem gepru¨ft werden, ob
dieses von Postgres-XL ausgescho¨pft wird.
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Abbildung 5.11: Elementanzahl der Partitionierungsstrategien im Vergleich
5.5 Implementation mit Postgres-XL
Auf Basis der in Abschnitt 5.4.1 vorgestellten und in Bereich 5.4.2 analysierten Partitionie-
rungsstrategien soll die Matrixmultiplikation exemplarisch, mit dem in Abschnitt 4.7 vorge-
stellten parallelen Datenbanksystem Postgres-XL, umgesetzt werden.
Aus den vorherigen Erkenntnissen lassen sich mehrere Kernfragen ableiten, die in diesem Ab-
schnitt Untersuchung finden. Aus dem Stand der Technik wird deutlich, dass Interanfrage-
und Interoperatorparallelita¨t bereits Bestandteil herko¨mmlicher paralleler Datenbanksysteme
sind. Mit der Mo¨glichkeit zur Partitionierung einzelner Relationen in Postgres-XL ist jedoch
zusa¨tzlich die Grundlage fu¨r Intraoperatorparallelita¨t im Datenbankbereich geschaffen worden.
Hier ist demnach zu untersuchen, ob diese Option vom Datenbankoptimierer bereits bei den
Anfragen aus 5.2 sowie 5.3 erkannt und im Anfrageplan umgesetzt wird. Daru¨ber hinaus ist
zu untersuchen, inwiefern die betrachteten Partitionierungsstrategien den Anfrageplan und die
Bearbeitungszeit beeinflussen.
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Zur Kla¨rung dieser Kernfragen wird mit Postgres-XL die Multiplikation auf zwei zeilenwei-
se und blockweise partitionierten Matrizen mit der in 5.2 gezeigten Anfrage fu¨r verschie-
dene Dimensionen umgesetzt und analysiert. Ebenfalls wird als komplexere Operation der
Vorwa¨rtsalgorithmus (siehe Abschnitte 3.3.1 und 5.3) mit einer Blockpartitionierung unter
den gleichen Gesichtspunkten betrachtet.
Dieser Abschnitt strukturiert sich in sechs Unterpunkte. Zuna¨chst werden die Details des
Postgres-XL-Datenbankclusters in 5.5.1 dargestellt, bevor eine Erla¨uterung zur Umsetzung
der Partitionierungsstrategien stattfindet. Dem folgt die Betrachtung der Anfragepla¨ne und
Darstellung der Laufzeiten in den Abschnitten 5.5.3 und 5.5.4. Abschließend werden in 5.5.5
und 5.5.6 die Ergebnisse validiert und ein Fazit auf Grundlage der Erkenntnisse gezogen.
5.5.1 Hardwareu¨bersicht
Das im Rahmen der Rostock Massive Data Research Facility zur Verfu¨gung stehende Postgres-
XL Cluster besteht aus insgesamt 9 Knoten, wobei die installierten Versionen Postgres-XL
9.5r1.4 (Cluster) und PostgreSQL 9.5.5 (Knoten) sind. Von der standardma¨ßigen Installation
weichen dabei die in Tabelle 5.4 aufgelisteten Punkte ab.
Effective Cache Size 4 GB
Worker Memory 512 MB
Maintenance Memory 1 GB
Temporary Buffer 64 MB
Shared Buffer 1 GB
Segment Size 1 GB
Tabelle 5.4: Gea¨nderte Hardwareparameter
Die Netzgeschwindigkeit im Cluster betra¨gt 10 Gbit/s. Da auf den Knoten PostgreSQL in der
Version 9.5.5 la¨uft, ist die in 4.6.1 vorgestellte Multicoreprozessorausnutzung nicht mo¨glich.
5.5.2 Verteilung der Relationen
Relationen ko¨nnen in Postgres-XL auf vier verschiedene Arten partitioniert werden. Dabei ba-
sieren drei auf dem systemeigenen Befehl DISTRIBUTE BY [Thea] und die vierte Variante auf
der bereits in PostgreSQL bekannten Vererbung von Tabellenstrukturen [Pos].
U¨ber die Anweisung DISTRIBUTE BY ist es mo¨glich, die Daten Round-Robin, per Hash und
Modulo zu verteilen. Dabei ist es jedoch nicht mo¨glich, die Hashfunktion selbst anzulegen.
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Stattdessen wird eine interne Funktion verwendet, die anhand der Werte einer gewa¨hlten Spalte
die Tupel auf entsprechende Knoten verteilt, was der aus 4.3.1 bekannten Bereichspartitionie-
rung a¨hnelt. Beim Modulomodus werden die Werte der gewa¨hlten Spalte mit der Knotenanzahl
Modulo gerechnet. Im Round-Robin-Verfahren erfolgt die Zuordnung der einzelnen Tupel zum
Knoten hingegen u¨ber die Reihenfolge ihres Hinzufu¨gens.
Die letzte Strategie basiert auf der Vererbung von Relationen, die so auch in PostgreSQL exis-
tiert, nur dass hier zusa¨tzlich die Kindtabellen auf verschiedene Knoten gelegt werden ko¨nnen.
Diese Art beno¨tigt eine Mastertabelle von der die Kindtabellen ihre Struktur erben und an
die, fu¨r gewo¨hnlich, Anfragen gestellt werden. Dabei ist die Mastertabelle meist leer und die
Daten liegen in den Kindtabellen. Regeln ermo¨glichen es u¨ber Attributwerte, auch fu¨r mehrere
Attribute, zu steuern, in welche Kindtabelle die Daten eingefu¨gt werden. Folglich sind mit
dieser Variante alle vorgestellten Partitionierungsstrategien umsetzbar. Dennoch wird im Fol-
genden nur die Blockpartitionierung mit dieser Form umgesetzt, da die Zeilenverteilung u¨ber
DISTRIBUTE BY MODULO(row) in Postgres-XL intern besser verwertbar scheint. Um mo¨gliche
Vorteile durch die vorimplementierte Funktion DISTRIBUTE BY auch bei der Blockpartitionie-
rung auszunutzen, werden die Daten in gewu¨nschter Reihenfolge im Round-Robin-Verfahren
in die Relation eingefu¨gt.
Matrixmultiplikation
Zur Analyse der Matrizenmultiplikation werden die Relationen zeilenweise via Modulo und
blockweise u¨ber Round-Robin, sowie mittels der Vererbungsmethode realisiert. In allen Fa¨llen
liegen auf jedem Knoten 1/9 der Gesamtelemente.
Zeilenweise mit Modulo
Eine Relation, bei der die Daten zeilenweise verteilt werden, la¨sst sich mit dem folgenden
Befehl erzeugen.
CREATE TABLE zeilenweise (row INTEGER , col INTEGER , val DOUBLE
PRECISION) DISTRIBUTE BY MODULO(row)
Beim Einfu¨gen neuer Daten entscheidet das Ergebnis von MODULO(Attributwert von row)
u¨ber den Speicherort des Tupels.
Blockweise mit Vererbung
Das Erstellen der Blockpartitionierung u¨ber die Vererbung von Relationen erfolgt in zwei
Schritten. Im ersten Schritt mu¨ssen die einzelnen Relationen erstellt werden, was hier pro
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Matrix eine Mastertabelle und neun Kindtabellen sind (entsprechend der Knotenanzahl).
Diese lassen sich, hier beispielhaft fu¨r n = 900 und eine Kindtabelle, u¨ber folgende Befehle
erzeugen.
CREATE TABLE blockMaster (row INTEGER , col INTEGER , val DOUBLE
PRECISION);
CREATE TABLE blockChild1 (CHECK row >0 AND row <=300 AND col >0
AND col <=300) INHERITS(blockMaster) TO NODE(dn_1);
Im zweiten Schritt mu¨ssen Regeln erstellt werden, welche die Daten beim Einfu¨gen an die
korrekte Kindtabelle delegieren.
CREATE OR REPLACE RULE AS ON INSERT TO blockMaster WHERE row >0
AND row <=300 AND col >0 AND col <=300 DO INSTEAD INSERT INTO
blockChild1 VALUES (NEW.*);
Blockweise mit Round-Robin
Analog zu Modulovariante kann mit folgendem Befehl eine Relation erstellt werden, bei der
die Daten nach der Reihenfolge des Hinzufu¨gens verteilt werden.
CREATE TABLE blockweiseRoundRobin (row INTEGER , col INTEGER ,
val DOUBLE PRECISION) DISTRIBUTE BY ROUNDROBIN
Um u¨ber diese Methode eine Blockpartitionierung zu erreichen, werden die Daten, beispiels-
weise fu¨r eine Matrix mit n = 900, nach folgendem Schema eingefu¨gt:
(1,1,a_{1,1}), (1,301,a_{1 ,301}), (1,601,a_{1 ,601}), (301,1,a_
{301 ,1}), (301 ,301,a_{301 ,301}), (301 ,601,a_{301 ,601}),
(601,1,a_{601 ,1}), (601,301 ,a_{601 ,301}) , (601,601 ,a_
{601 ,601}) ...
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Es ist erkennbar, dass nur fu¨r die Modulovariante die Struktur der Importdatei keinen Einfluss
auf die Verteilung hat und Daten fu¨r jede Dimension ohne weitere Bearbeitung einfu¨gbar sind.
Beim Vererbungsfall hingegen muss fu¨r jede Matrixgro¨ße eine Anpassung der Einfu¨geregeln
erfolgen und im Round-Robin-Modus die Importdatei vera¨ndert werden.
Vorwa¨rtsalgorithmus
Die Berechnung der Wahrscheinlichkeit einer Beobachtungssequenz in einem HMM (siehe 3.3)
mit dem Vorwa¨rtsalgorithmus beno¨tigt die U¨bergangswahrscheinlichkeitsmatrix A, Beobach-
tungswahrscheinlichkeitsmatrix B, den Anfangsverteilungsvektor pi und Observationsvektor
obs.
Die beiden Matrizen werden blockweise u¨ber die Round-Robin-Variante (siehe 5.5.2) reali-
siert, wohingegen die Verteilung beider Vektoren, welche im Rahmen dieser Arbeit einspaltige
Matrizen sind, normal mittels Round-Robin erfolgt.
5.5.3 Analyse der Anfragepla¨ne
Die Analyse der Anfragepla¨ne soll kla¨ren, ob der Optimierer das Potenzial, einen Operator zu
parallelisieren, erkennt und folglich einen Plan erstellt, der Teilanfragen an Knoten weiterleitet,
auf deren Ergebnissen anschließend die Bearbeitung fortgesetzt wird.
Matrixmultiplikation
Dabei ergeben sich bei der Matrixmultiplikation zwischen den Pla¨nen mit DISTRIBUTE BY-
Relationen und Vererbungsrelationen Unterschiede. Die Pla¨ne der DISTRIBUTE BY-Tabellen
sind hingegen, unabha¨ngig von Round-Robin oder Modulo, gleich.
Vererbung
Aus Gru¨nden der U¨bersichtlichkeit ist der entscheidende Anteil des Plans in Abbildung 5.12
verdeutlicht, wobei der gesamte Plan im Anhang in Programmbeispiel A.1 einzusehen ist.
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Abbildung 5.12: Anfrageplan Matrixmultiplikation bei der Vererbungsvariante
Aus dem Plan ist ableitbar, dass alle Daten von den Datenknoten geholt und an einem
Ort zusammengefasst werden. An diesem erfolgt dann der Verbund zwischen den Relatio-
nen und die anschließende Aggregation. Intraoperatorparallelita¨t ist aus den vorhandenen
Informationen nicht ableitbar.
Modulo und Round-Robin
Betrachtet wird hier der Plan mit Matrizen der Dimension n = 900. Dabei ergeben sich bei
diesen Varianten keine Unterschiede im erstellten Abarbeitungsplan, welcher im nachstehen-
den Programmbeispiel 5.11 dargestellt ist. Um die U¨bersichtlichkeit zu wahren, wurden die
Kostenscha¨tzungen entfernt und nur die aktuellen Kosten aufgefu¨hrt.
1 HashAggregate (actual time =72180.348..72432.103 rows =810000 loops =1)
2 Output: a."row", b.col , sum((sum((a.val * b.val))))
3 Group Key: a."row", b.col
4 -> Remote Subquery Scan on all (dn_1,dn_2,dn_3,dn_4,dn_5,dn_6,dn_7,dn_8,dn
_9) (actual time =58400.427..66192.068 rows =7290000 loops =1)
5 Output: a."row", b.col , sum((a.val * b.val))
Programmbeispiel 5.11: Plan fu¨r Modulo und Round-Robin verteilte Matrizen
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Der Plan setzt sich aus dem inneren Remote Subquery Scan und einem a¨ußeren Hash
Aggregate zusammen. In beiden Fa¨llen besteht die Ausgabe aus den Attributen a.row,
b.col und dem Aggregat sum(a.val *b.val). Aus der Darstellung sum((sum((a.val *b.
val)))), der a¨ußeren Abarbeitung, la¨sst sich ableiten, dass hier bereits teilweise aggregierte
Summen verarbeitet werden. Die Anzahl der Tupel, die das Remote Subquery weitergibt,
entspricht mit 7290000 der Knotenanzahl multipliziert mit der Relationskardinalita¨t einer
Matrix.
Bei der Abfrage des Plans mit EXPLAIN ANALYZE wird diese tatsa¨chlich ausgefu¨hrt und der
verwendete Plan angezeigt. Jedoch werden in diesem nicht die mit Remote Subquery Scan
bezeichneten Unteranfragen, die auf den Knoten stattfinden, ausgegeben. Diese sind aller-
dings mit EXPLAIN ersichtlich, wobei hier nicht sichergestellt ist, dass dieser Plan bei der
Abfrage benutzt wird. In 5.12 ist der mit EXPLAIN erzeugte Subplan gezeigt.
1 -> HashAggregate
2 Group Key: a."row", b.col
3 -> Hash Join
4 Hash Cond: (b."row" = a.col)
5 -> Remote Subquery Scan on all (dn_1,dn_2,...,dn_9)
6 Distribute results by H: "row"
7 -> Seq Scan on brr b
8 -> Hash
9 -> Remote Subquery Scan on all (dn_1,dn_2,...,dn_9)
10 Distribute results by H: col
11 -> Seq Scan on arr a
Programmbeispiel 5.12: Subplan von Modulo und Round-Robin
Auch dieser Plan besteht wiederum aus zwei Ebenen. Auf der zweiten, inneren Ebene erfolgt
ein Hash Join, dessen Ergebnis eine Schicht weiter oben u¨ber HashAggregate aggregiert
wird. Von Bedeutung ist hier vor allem die sechste und zehnte Zeile, da dort eine Repartitio-
nierung der Relationen nach ihrem JOIN-Attribut stattfindet. Folglich ist ab diesem Schritt
die gewa¨hlte Block- oder Zeilenverteilung nicht mehr vorhanden und beide Varianten agieren
gleich. Ein Unterschied in der Laufzeit (siehe Abschnitt 5.5.4) du¨rfte demnach nur aus dem
Datenbeschaffungs- und Repartitionierungsschritt resultieren.
Die Betrachtung der beiden Anfragepla¨ne verdeutlicht, dass mit einem parallelen Datenbank-
system, hier Postgres-XL, Matrixmultiplikation in einem gewissen Maße mit Intraoperator-
parallelisierung abgearbeitet wird. Dabei scheint der Optimierer jedoch nur bei der Benutzung
des eigenen DISTRIBUTE BY-Befehls die Verteilung auszunutzen. Der Repartitionierungsschritt
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zeigt daru¨ber hinaus eine fehlende Differenzierung zwischen den gewa¨hlten Partitionierungs-
strategien, sowie die Nichtausnutzung von bereits lokal mo¨glichen Operationen.
Vorwa¨rtsalgorithmus
Der in Abbildung 5.13 visualisierte Anfrageplan (als Programmbeispiel in A.2) basiert auf der
geschachtelten Anfrage 5.3 mit drei Beobachtungen. Weiterhin haben beide Matrizen die Di-
mension n × n mit n = 900, weshalb der Anfangsverteilungsvektor die La¨nge 900 hat. Zum
besseren Versta¨ndnis sind hier Abschnitte, welche einen Anfrageteil darstellen, farblich gekenn-















Output: col, sum(((alpha_a_1.val *val)*val))
900 Tupel
Hash Join
Condition: alpha_a_1.row = row
Output: alpha_a_1.val, val, col, val
810000 Tupel
Hash Join
Condition: alpha_a_1.row = row















Output: col, sum(((val *val)* val))
810000 Tupel
Hash










Abbildung 5.13: Anfrageplan Vorwa¨rtsalgorithmus
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1 (SELECT A.col as row , SUM(aa.val * A.val) as val FROM
2 (SELECT Pi.row as row , Pi.val * B.val as val FROM intra.pi900 as PI
JOIN intra.hmmb900 as B on Pi.row = B.row WHERE B.col = 1) as aa
3 JOIN hmmarr as A ON aa.row = A.row GROUP BY A.col) alpha_a
1 (SELECT alpha_a.row as row , alpha_a.val * B.val AS val FROM
2 (QUERY 1)
3 alpha_a JOIN intra.hmmb900 as B on alpha_a.row = B.row WHERE B.col =
2)
1 (SELECT A.col as row , SUM(aa.val * A.val) as val FROM
2 (QUERY 2)
3 JOIN hmmarr as A ON aa.row = A.row GROUP BY A.col) alpha_a
1 (SELECT alpha_a.row as row , alpha_a.val * B.val as val FROM
2 (QUERY 3)
3 JOIN intra.hmmb900 as B on alpha_a.row = B.row WHERE b.col = 3)








Abbildung 5.14: Zuordnung von Baum- zu Anfrageabschnitt
Aus den einzelnen Bestandteilen des Anfrageplans la¨sst sich eine sequentielle Abarbeitungsme-
chanik feststellen. Einzelne Operatoren, wie zum Beispiel die Summation im Remote Subquery
Scan der Anfrage 1, werden zwar auf Partitionen geschoben, jedoch findet keine Aufteilung der
Gesamtanfrage auf Teilrelationen statt. Dies bedeutet, dass zwar fu¨r kleinere Bestandteile eine
Intraoperatorparallelisierung stattfindet, allerdings nicht fu¨r den Algorithmus im Gesamten.
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5.5.4 Laufzeit der Anfragen
In diesem Abschnitt findet die Laufzeitanalyse der Matrizenmultiplikation und des Vorwa¨rts-
algorithmus statt. Dabei werden fu¨r die Matrizenmultiplikation Abarbeitungszeiten fu¨r un-
terschiedliche Dimensionen und die verschiedenen Partitionen durchgefu¨hrt. Beim Vorwa¨rts-
algorithmus werden hingegen die La¨nge der Beobachtungssequenz und Matrixdimension vari-
iert.
Matrixmultiplikation
Die Abbildung 5.15 visualisiert vergleichend die Laufzeiten der Multiplikation zweier Matrizen
mit den Dimensionen 900, 1200, 1500, 1800 und 3000 fu¨r die vorgestellten Partitionierungsstra-
tegien. Hierbei sind die Werte des Attributs val zufa¨llige DOUBLE PRECISION Zahlen zwischen
1 und 1000.





















Abbildung 5.15: Laufzeit der Matrixmultiplikation bei verschiedenen Partitionierungen
Die Varianten Blockweise u¨ber Round-Robin und Zeilenweise u¨ber Modulo haben bei jeder
Dimension a¨hnliche Laufzeiten, wobei bis zu n = 1800 Zeilenweise geringfu¨gig schneller als
Blockweise ist. Mo¨gliche Gru¨nde lassen sich jedoch nicht aus den Anfragepla¨nen (siehe 5.5.3)
erkennen.
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Die Laufzeiten der Vererbungsmethode sind, wie ausgehend vom Anfrageplan zu erwarten,
wesentlich langsamer als die beiden anderen Versionen. Ab der Dimension n = 1500 musste
die Analyse nach sieben Stunden ohne Ergebnis abgebrochen werden.
Vorwa¨rtsalgorithmus
Die Laufzeiten fu¨r den Vorwa¨rtsalgorithmus (siehe Abbildung 5.16) basieren auf Transitions-
und Beobachtungswahrscheinlichkeitsmatrizen der Dimension 900, 1200, 1500, 1800 und 3000.
Dabei werden fu¨r jede Matrixdimension Beobachtungssequenzen der La¨nge 5, 6, 7, 8, 9 und 10
betrachtet.
















Abbildung 5.16: Laufzeit des Vorwa¨rtsalgorithmus bei verschiedenen Beobachtungsse-
quenzla¨ngen
Anhand der grafischen Darstellung ist bei allen Dimensionen eine lineare Gerade bezu¨glich
der Observationsla¨nge zu erkennen. Dabei erho¨ht sich der Anstieg dieser je Dimension, da
die zu bearbeitende Datenmenge steigt. Weiterhin la¨sst sich daraus fu¨r diesen Dimensions-
und Observationsbereich ableiten, dass keine Anpassung des Anfrageplans aufgrund gro¨ßerer
Elementanzahlen stattfindet.
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5.5.5 Validita¨t der Ergebnisse
Zur U¨berpru¨fung, ob die erzeugten Ergebnisse korrekt sind, wird hier eine zweiteilige Validie-
rung vorgenommen. Dabei gilt es zuna¨chst sicherzustellen, dass die Relationen wie gewu¨nscht
auf die vorhanden Knoten verteilt sind. Anschließend erfolgt die Kontrolle der berechneten
Ergebnisse des hier vorgestellten Vorwa¨rtsalgorithmus und der Matrixmultiplikation.
Partitionierung
Der erste Fall la¨sst sich u¨ber SQL-Anfragen kla¨ren, die nur auf einzelnen Knoten ausgefu¨hrt
werden und nur die dort vorhanden Daten anzeigen. Zusammen mit WHERE-Klauseln, welche
auf die gewu¨nschten Blo¨cke beziehungsweise Zeilen einschra¨nken, la¨sst sich die Gewu¨nschte
mit der tatsa¨chlichen Anzahl an Elementen vergleichen.
Stellvertretend findet die Darstellung zweier Validierungsanfragen, jeweils eine fu¨r Block- sowie
Zeilenverteilung, auf der Matrixdimension n = 900, statt. Fu¨r den Block A4 gelten beispiels-
weise die Bedingungen row > 300, row <= 600, col <= 300 und die Knotennummer 4, welche
mit der nachfolgenden SQL-Anfrage u¨berpru¨ft werden:
1 EXECUTE DIRECT ON (dn_4) ’SELECT COUNT(*) FROM arr900 WHERE row
> 300 AND row <= 600 AND col <= 300’;
Diese Abfrage ermittelt COUNT = 90000, was im Zusammenhang mit der Matrixdimension von
900 eine korrekte Partition A4 bedeutet.
Im Fall der Zeilenverteilung ist die WHERE-Klausel anzupassen, da hier die einzelnen Zeilen,
welche auf dem Knoten vorhanden sein sollen, Betrachtung finden. Korrekt ist die Partitionie-
rung fu¨r einen Knoten, wenn die Abfrage 90000 Tupel errechnet.
1 EXECUTE DIRECT ON (dn_4) ’SELECT COUNT(*) FROM am900 WHERE row %
9 = 3’;
Diese Anfragen wurden fu¨r die verschiedenen Dimensionen und Partitionierungsarten aus-
gefu¨hrt, wodurch die Richtigkeit der Verteilung hier verwendeter Relationen besta¨tigbar ist.
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Berechnung
Die Validierung der berechneten Matrixmuliplikationsergebnisse erfolgt in zwei Schritten. Als
erstes wird mit dem Statistikprogramm R u¨ber den vorimplementierten Matrixoperator [R C16]
eine Ergebnismatrix erzeugt, um diese anschließend in Postgres-XL zu importieren. Dort wird,
im zweiten Schritt, u¨ber die SQL-Anfrage in 5.13 ermittelt, ob die beiden Ergebnismatrizen c1
und c2 u¨bereinstimmen. Da die Attributwerte vom Datentyp DOUBLE PRECISION sind, wird ei-
ne U¨bereinstimmung angenommen, wenn das Ergebnis der Abfrage nah bei oder genau null ist.
1 SELECT SUM(c1.val * c1.val - c2.val * c2.val) FROM c1 JOIN c2 ON
c1.row = c2.row AND c1.col = c2.col
Programmbeispiel 5.13: Validierungsanfrage Matrixmultiplikation
Die Resultate der Abfrage 5.13 fu¨r die verschiedenen Dimensionen sowie Verteilungen sind in
nachfolgender Tabelle aufgefu¨hrt.
Dimension Blockweise, Round-Robin Blockweise, Vererbung Zeilenweise, Modulo
900 0 0 0
1200 0 0 0
1500 0 - 0
1800 0 - 0
3000 0* - 0*
Die dargestellten Ergebnisse besta¨tigen die Richtigkeit der Matrixmultiplikation fu¨r alle Parti-
tionierungsarten und Dimensionen. Bei den mit einem Stern (*) markierten Varianten wurden
die Werte von c1.val und c2.val manuell auf die vierte Kommastelle gerundet. In den vor-
herigen Varianten geschah dies, sowohl bei R als auch SQL automatisch.
Die Validierung der Ergebnisse des Vorwa¨rtsalgorithmus erfolgte hingegen in R. Als Berech-
nungsvorschrift wurde der in [MH17] dargestellte Programmcode verwendet.
5.5.6 Fazit
Die Analyse der Anfragepla¨ne und Laufzeiten sollte kla¨ren, inwieweit aktuelle Systeme, im
speziellen Postgres-XL, die Mo¨glichkeiten zur Intraoperatorparallelisierung erkennen und aus-
nutzen.
Dabei wurde zum einen ersichtlich, dass simple Aggregatfunktionen, wie zum Beispiel die Sum-
mation, auf einzelne Knoten verschoben werden. Hierbei findet demnach eine Intraoperator-
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parallelisierung fu¨r diese Aggregation statt. Wenn sich eine Operation nur aus solchen Ag-
gregaten zusammensetzt, wie bei der Matrixmultiplikation, ist auch die Parallelisierung dieser
im Gesamten mo¨glich. Zum anderen wurde durch den Repartitionierungsschritt die fehlen-
de Ausnutzung der vorhanden Partitionierungsstrategien ersichtlich. Die Mo¨glichkeiten, lokale
Berechnungen durchzufu¨hren und nur bestimmte Elemente zu senden, wurde von Postgres-XL
nicht umgesetzt. Gru¨nde ko¨nnen hier, neben der fehlenden Implementierung, die hohe Netzge-
schwindigkeit sein, durch die ein Repartitionierungsschritt kostengu¨nstig ist. Bei der Analyse
des Vorwa¨rtsalgorithmus wird der beschriebene Sachverhalt, dass die Operation nicht als Gan-
zes, sondern als Kombination von Einzeloperationen angesehen wird, deutlicher. Hier entspricht
der Anfrageplan dem sequentiellen Abarbeiten der einzelnen Teilanfragen und Parallelisierung
findet nur auf dieser Ebene statt. Mit der Verwendung der Vererbungsvariante zur Erstellung
von Partitionen wurde der Schwachpunkt aufgedeckt, dass Postgres-XL Aggregatfunktionen
nur bei Verwendung des eingebauten DISTRIBUTE BY-Befehls auf untere Ebenen verschiebt.
Die Laufzeitbetrachtung galt hier dem Vergleich zwischen den einzelnen Strategien und nicht
der Gegenu¨berstellung mit anderen Systemen. Bei diesem zeigt sich bezu¨glich der Matrixmul-
tiplikation ein deutlicher Unterschied zwischen der Vererbungsvariante und den Fa¨llen mit
DISTRIBUTE BY. Dies belegt die mo¨gliche Verbesserung, die eine intraoperatorparallelisierte
Anfrage gegenu¨ber einem sequentiellen Plan bietet.
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6 Zusammenfassung und Ausblick
Abschließend werden die Inhalte dieser Arbeit zusammengefasst dargestellt und bewertet. Auf
Basis der gewonnenen Erkenntnisse erfolgt anschließend ein Ausblick. Das Ziel war es, die In-
traoperatorparallelita¨t frequenter Basisoperationen des wissenschaftlichen Rechnens in SQL zu
untersuchen.
Hierfu¨r fand der Einstieg mit der Identifizierung und Vorstellung typischer mathematischer
Operationen im Bereich des wissenschaftlichen Rechnens statt. Daneben erfolgte die
Erla¨uterung des aus dem Gebiet der Aktivita¨ts- und Intentionserkennung bekannten Vorwa¨rts-
algorithmus. Weitere Grundlagen wurden mit der Relationenalgebra und der hier verwendeten
Datenbankanfragesprache SQL pra¨sentiert.
Diesen Grundlagen folgte die Darstellung bekannter Architekturen, Techniken und Proble-
me, welche im allgemeinen Kontext der Parallelisierung, aber auch im speziellen Bereich der
Intraoperatorparallelita¨t, vorhanden sind. Als spezielle Systeme, welche in dieser Arbeit Ver-
wendung finden, wurden PostgreSQL und Postgres-XL vorgestellt.
An die Kla¨rung der Grundlagen und Vorstellung von bisherigen Ansa¨tzen dieses Forschungsge-
bietes schloss sich im ersten Umsetzungsabschnitt die Festlegung eines Matrixrelationensche-
mas und die darauf basierende Entwicklung von SQL-Anfragen fu¨r die identifizierten mathe-
matischen Operationen und den Vorwa¨rtsalgorithmus an. Dabei stellte sich heraus, dass die
rekursive Variante des Vorwa¨rtsalgorithmus mit PostgreSQL und Postgres-XL nicht realisier-
bar ist und in Postgres-XL Rekursion im Allgemeinen nicht auf verteilten Relationen mo¨glich
ist.
In der Folge wurden verschiedene Partitionierungsstrategien hinsichtlich der zu versendenden
Elemente bei der Matrixmultiplikation betrachtet. Bei den untersuchten Partitionierungsstrate-
gien zeigte sich, dass die Zeilen-, Spalten- und Zeilen-Spaltenpartitionierung die gleiche Anzahl
an zu versendenden Elementen beno¨tigen. Da die untersuchten Vera¨nderungen, Kommutati-
on und Transponierung, wieder eine dieser Partitionierungen ergaben, gelten auch hier die
gleichen Kosten. Es konnte jedoch der im Vergleich niedrigere Kommunikationsaufwand bei
der Blockpartitionierung belegt werden, welcher bei Transponierung der ersten Matrix noch
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geringer ist. Diese Partitionierung ist daher fu¨r die Matrixmultiplikation unter dem Aspekt der
Kommunikationskosten gu¨nstig.
Anschließend wurden von den betrachteten Partitionierungsarten die Zeilen- und Blockpar-
titionierung auf dem Postgres-XL-Cluster umgesetzt und eine Analyse von Anfragepla¨nen so-
wie Laufzeiten durchgefu¨hrt. Die Blockpartitionierung wurde dabei auf zwei Arten realisiert:
zum einen mit der Vererbung zwischen Eltern- und Kindrelationen und zum anderen u¨ber
den vorimplementierten DISTRIBUTE BY-Befehl. Dieser ermo¨glicht jedoch nur die Distribution
u¨ber Hashing der Attributwerte, bei nicht anpassbarer Hashfunktion, oder die Round-Robin-
Mechanik. Zur Lo¨sung dieses Problems wurde eine Methode entwickelt, mit der Blockpartitio-
nierung u¨ber den DISTRIBUTE BY ROUNDROBIN-Befehl realisierbar ist. Die Laufzeitbetrachtung
fu¨hrte zu der Erkenntnis, dass die DISTRIBUTE BY-Varianten wesentlicher weniger Zeit in An-
spruch nahmen als die Vererbungsmethode. Bei den Matrixdimensionen n = 900 bis n = 1800
sind die Laufzeiten der Modulo-Variante und Blockpartitionierung u¨ber Round-Robin a¨hnlich.
Ab der Matrixdimension n = 3000 verzeichnet jedoch die im Konzeptteil favorisierte Block-
partitionierung die beste Performance.
Auf Basis der gewonnenen Erkenntnisse la¨sst sich feststellen, dass Intraoperatorparallelita¨t
in Postgres-XL prinzipiell ohne Anpassung der sequentiellen SQL-Anfragen mo¨glich ist. Je-
doch zeigt sich auch, dass die Parallelisierung eines Operators stark von den Bestandteilen der
SQL-Anfrage abha¨ngt, da die Optimierung hier vielmehr auf der Ebene von einzelnen SQL-
Operationen, als auf der gesamten mathematischen Operation, erfolgt.
Die durchgefu¨hrte Betrachtung der Kommunikationskosten fu¨r die verschiedenen Partitionie-
rungsstrategien hat mit der Blockpartitionierung eine kostengu¨nstige Strategie evaluiert, wo-
durch eine systemunabha¨ngige Grundlage fu¨r weitere Arbeiten geschaffen wurde. Die Laufzeit-
analyse bezog sich nur auf den Vergleich der einzelnen Partitionierungen und gibt eine Tendenz
der unterschiedlichen Strategien. Durch die Berechnungszeiten des sequentiellen Plans bei der
Vererbungsvariante wurde das Potenzial von den intraoperatorparallelisierten Anfragen der
Modulo- und Round-Robin-Variante deutlich, was eine weitere Forschung in diese Richtung
nahelegt.
Im Rahmen dieser Arbeit sind Fragestellungen offen geblieben oder entstanden, die Ansa¨tze
und Schwerpunkte kommender Arbeiten sein ko¨nnen. In der bisherigen Betrachtung wurden die
SQL-Anfragen unvera¨ndert ausgefu¨hrt und damit die Erstellung des Anfrageplans ga¨nzlich dem
Datenbankoptimierer u¨berlassen. Hier kann auf verschiedenen Wegen angesetzt werden. Zum
einen ist das Anpassen der Anfrage mo¨glich, um den Optimierer in die gewu¨nschte Richtung zu
lenken. Zum anderen wa¨re es realisierbar, die Anfrage aufzuteilen und von mehreren Nutzern
parallel ausfu¨hren zu lassen. Im Fall der Matrixmultiplikation wu¨rde ein Nutzer einen Zielblock
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berechnen. Als weiterer Ansatz kann die Betrachtung anderer paralleler Datenbanksysteme mit
dem Ziel sein, dass der implementierte Datenbankoptimierer die Potenziale vielseitiger aus-
nutzt. Daru¨ber hinaus wurden die Anfragen in dieser Arbeit auf - fu¨r Big-Data-Verha¨ltnisse
- relativ kleinen Daten und einem Cluster mit hoher Netzgeschwindigkeit durchgefu¨hrt. Es
ist also zum einen zu pru¨fen, ob und wie sich die Erho¨hung der Datenmenge auf die Anfra-
gepla¨ne sowie Laufzeiten auswirkt und im kritischen Bereich der Hauptspeichergro¨ße agiert.
In dieser Arbeit stand die Betrachtung der Anfragepla¨ne und darauf basierenden Feststellung
der grundsa¨tzlichen Machbarkeit von Intraoperatorparallelita¨t im Fokus. Zum anderen ist die
Auswirkung langsamerer Netzgeschwindigkeiten, wie sie beispielsweise in verteilten Systemen
vorzufinden sind, auf Anfragepla¨ne und Laufzeiten zu beobachten.
Mit dieser Arbeit konnten erste positive Erkenntnisse im Bereich der Intraoperatorparalle-
lita¨t von Basisoperationen des wissenschaftlichen Rechnens mit SQL gewonnen werden, welche
als Basis fu¨r kommende Forschung und Arbeiten auf diesem Gebiet dienen ko¨nnen.
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A Programmbeispiele
In den nachfolgenden Programmbeispielen wurden die Kostenscha¨tzungen aus dem Anfrage-
plan entfernt, wobei die tatsa¨chlichen Kosten weiterhin aufgefu¨hrt sind.
1 HashAggregate (actual time =858640.120..859035.012 rows =810000 loops =1)
2 Output: a_1."row", b_1.col , sum((a_1.val * b_1.val))
3 Group Key: a_1."row", b_1.col
4 -> Merge Join (actual time =4668.431..335439.037 rows =729000000 loops =1)
5 Output: a_1."row", a_1.val , b_1.col , b_1.val
6 Merge Cond: (b_1."row" = a_1.col)
7 -> Sort (actual time =2280.701..2565.806 rows =810000 loops =1)
8 Output: b_1.col , b_1.val , b_1."row"
9 Sort Key: b_1."row"
10 Sort Method: quicksort Memory: 87858kB
11 -> Append (actual time =2.927..1536.674 rows =810000 loops =1)
12 -> Remote Subquery Scan on all (dn_1,dn_2,dn_3,dn_4,dn_5,dn_6,dn_7,dn_8,dn
_9) (actual time =1.528..1.528 rows=0 loops =1)
13 Output: b_1.col , b_1.val , b_1."row"
14 -> Remote Subquery Scan on all (dn_1) (actual time =1.397..151.343 rows
=90000 loops =1)
15 Output: b_2.col , b_2.val , b_2."row"
16 -> Remote Subquery Scan on all (dn_2) (actual time =1.453..140.113 rows
=90000 loops =1)
17 Output: b_3.col , b_3.val , b_3."row"
18 -> Remote Subquery Scan on all (dn_3) (actual time =1.604..138.512 rows
=90000 loops =1)
19 Output: b_4.col , b_4.val , b_4."row"
20 -> Remote Subquery Scan on all (dn_4) (actual time =1.598..150.699 rows
=90000 loops =1)
21 Output: b_5.col , b_5.val , b_5."row"
22 -> Remote Subquery Scan on all (dn_5) (actual time =1.640..157.846 rows
=90000 loops =1)
23 Output: b_6.col , b_6.val , b_6."row"
24 -> Remote Subquery Scan on all (dn_6) (actual time =1.576..155.285 rows
=90000 loops =1)
25 Output: b_7.col , b_7.val , b_7."row"
26 -> Remote Subquery Scan on all (dn_7) (actual time =1.621..152.508 rows
=90000 loops =1)
27 Output: b_8.col , b_8.val , b_8."row"
28 -> Remote Subquery Scan on all (dn_8) (actual time =1.681..154.611 rows
=90000 loops =1)
29 Output: b_9.col , b_9.val , b_9."row"
30 -> Remote Subquery Scan on all (dn_9) (actual time =1.407..146.560 rows
=90000 loops =1)
31 Output: b_10.col , b_10.val , b_10."row"
32 -> Sort (actual time =2387.678..105477.829 rows =728999101 loops =1)
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33 Output: a_1."row", a_1.val , a_1.col
34 Sort Key: a_1.col
35 Sort Method: quicksort Memory: 87858kB
36 -> Append (actual time =3.083..1594.636 rows =810000 loops =1)
37 -> Remote Subquery Scan on all (dn_1,dn_2,dn_3,dn_4,dn_5,dn_6,dn_7,dn_8,dn_
9) (actual time =1.691..1.691 rows=0 loops =1)
38 Output: a_1."row", a_1.val , a_1.col
39 -> Remote Subquery Scan on all (dn_1) (actual time =1.390..157.847 rows
=90000 loops =1)
40 Output: a_2."row", a_2.val , a_2.col
41 -> Remote Subquery Scan on all (dn_2) (actual time =1.419..136.356 rows
=90000 loops =1)
42 Output: a_3."row", a_3.val , a_3.col
43 -> Remote Subquery Scan on all (dn_3) (actual time =1.129..137.392 rows
=90000 loops =1)
44 Output: a_4."row", a_4.val , a_4.col
45 -> Remote Subquery Scan on all (dn_4) (actual time =1.698..163.664 rows
=90000 loops =1)
46 Output: a_5."row", a_5.val , a_5.col
47 -> Remote Subquery Scan on all (dn_6) (actual time =1.661..171.967 rows
=90000 loops =1)
48 Output: a_6."row", a_6.val , a_6.col
49 -> Remote Subquery Scan on all (dn_7) (actual time =1.636..162.999 rows
=90000 loops =1)
50 Output: a_7."row", a_7.val , a_7.col
51 -> Remote Subquery Scan on all (dn_8) (actual time =1.463..146.201 rows
=90000 loops =1)
52 Output: a_8."row", a_8.val , a_8.col
53 -> Remote Subquery Scan on all (dn_9) (actual time =1.367..155.463 rows
=90000 loops =1)
54 Output: a_9."row", a_9.val , a_9.col
55 -> Remote Subquery Scan on all (dn_5) (actual time =1.586..162.319 rows
=90000 loops =1)
56 Output: a_10."row", a_10.val , a_10.col
Programmbeispiel A.1: Anfrageplan Matrixmultiplikation mit Vererbungsstrategie
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1 Aggregate (actual time =2980.761..2980.761 rows=1 loops =1)
2 Output: sum(( alpha_a.val * val))
3 -> Hash Join (actual time =2978.714..2980.527 rows =900 loops =1)
4 Output: alpha_a.val , val
5 Hash Cond: ("row" = alpha_a."row")
6 -> Remote Subquery Scan on all (dn_1,dn_2,dn_3,dn_4,dn_5,dn_6,dn_7,dn_8,dn_9) (
actual time =15.275..15.616 rows =900 loops =1)
7 Output: val , "row"
8 -> Hash (actual time =2963.138..2963.138 rows =900 loops =1)
9 Output: alpha_a.val , alpha_a."row"
10 Buckets: 1024 Batches: 1 Memory Usage: 47kB
11 -> Subquery Scan on alpha_a (actual time =2962.105..2962.859 rows =900 loops =1)
12 Output: alpha_a.val , alpha_a."row"
13 -> HashAggregate (actual time =2962.102..2962.473 rows =900 loops =1)
14 Output: col , sum ((( alpha_a_1.val * val) * val))
15 Group Key: col
16 -> Hash Join (actual time =2139.384..2450.474 rows =810000 loops =1)
17 Output: alpha_a_1.val , val , col , val
18 Hash Cond: (alpha_a_1."row" = "row")
19 -> Hash Join (actual time =594.431..599.512 rows =900 loops =1)
20 Output: alpha_a_1.val , alpha_a_1."row", val , "row"
21 Hash Cond: ("row" = alpha_a_1."row")"
22 -> Remote Subquery Scan on all (dn_1,dn_2,dn_3,dn_4,dn_5,dn_
6,dn_7,dn_8,dn_9) (actual time =9.502..10.765 rows =900
loops =1)
23 Output: val , "row"
24 -> Hash (actual time =584.877..584.877 rows =900 loops =1)
25 Output: alpha_a_1.val , alpha_a_1."row"
26 Buckets: 1024 Batches: 1 Memory Usage: 47kB
27 -> Subquery Scan on alpha_a_1 (actual time
=584.046..584.620 rows =900 loops =1)
28 Output: alpha_a_1.val , alpha_a_1."row"
29 -> HashAggregate (actual time =584.042..584.298 rows
=900 loops =1)
30 Output: col , sum((sum (((val * val) * val))))
31 Group Key: col
32 -> Remote Subquery Scan on all (dn_1,dn_2,dn_3,dn
_4,dn_5,dn_6,dn_7,dn_8,dn_9) (actual time
=565.134..571.146 rows =8100 loops =1)
33 Output: col , sum (((val * val) * val))
34 -> Hash (actual time =1537.099..1537.099 rows =810000 loops =1)
35 Output: col , val , "row"
36 Buckets: 1048576 (originally 524288) Batches: 1 (originally
1) Memory Usage: 49325kB
37 -> Remote Subquery Scan on all (dn_1,dn_2,dn_3,dn_4,dn_5,dn_
6,dn_7,dn_8,dn_9) (actual time =5.093..485.853 rows =810000
loops =1)
38 Output: col , val , "row""
Programmbeispiel A.2: Anfrageplan Vorwa¨rtsalgorithmus
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B Tabellen
Tabelle B.1 zeigt die gemessenen Laufzeiten (in ms) der in 5.2 beschriebenen Matrixmultiplika-
tionsanfrage auf den in 5.4.1 erla¨uterten Partitionierungsstrategien. Bei der Vererbungsvariante
wurde die Anfrage der Dimension n = 1500 nach 7 Stunden ohne Ergebnis abgebrochen.







1 101430 75732 864343
2 92559 74079 845751
3 87210 73706 859167
4 89599 78778 854703
5 90844 80858 836787
1200
1 250864 196452 2298860
2 211175 187657 2274921
3 220548 184114 2391932
4 223489 206367 2293283
5 229691 184287 2289321
1500
1 466972 353116 > 7 Stunden
2 448788 362778 -
3 448619 395833 -
4 439357 381367 -
5 430899 367907 -
1800
1 762158 627659 -
2 794796 604945 -
3 751398 641511 -
4 766801 654172 -
5 763338 639481 -
3000
1 2125039 2840625 -
2 2138117 2705397 -
3 2119178 2890165 -
4 2148988 2859685 -
5 2159162 2749166 -
Tabelle B.1: Laufzeiten (in ms) der Matrixmultiplikation bei verschiedenen Partitionierungen
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Die nachfolgende Tabelle B.2 stellt die Laufzeiten (in ms) des Vorwa¨rtsalgorithmus auf einer
Blockpartitionierung (Round-Robin Variante) fu¨r die Sequenzla¨ngen 5 bis 10 dar.
Dimension Testlauf 5 6 7 8 9 10
900
1 6999 8619 10300 11137 14360 15907
2 6655 8098 9388 13444 13945 16425
3 6899 8457 10396 12904 12638 15882
4 6589 8560 11096 12506 13988 15745
1200
1 11390 15083 17523 20341 21869 27030
2 10690 13335 17354 19928 22749 25537
3 9939 13241 15808 19460 22041 25093
4 9786 12590 16344 19849 21781 26792
1500
1 17755 20731 26791 30321 33028 41100
2 14925 20208 25692 29831 34852 39056
3 16284 19912 24535 29850 34543 41355
4 15481 20160 23479 29650 33439 37728
1800
1 21745 27982 39233 41889 48546 54863
2 20697 30318 34746 43316 50897 55884
3 20652 29867 33564 41097 47320 58064
4 20892 28816 36173 42371 49286 56821
3000
1 57851 76977 96774 112691 133931 145814
2 59242 76842 97905 111234 133771 149935
3 58480 77098 96055 113254 131909 153281
4 57236 76252 96832 113281 132394 147931
Tabelle B.2: Laufzeiten (in ms) des Vorwa¨rtsalgorithmus
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C Datentra¨geru¨bersicht
Dieser Masterarbeit liegt eine CD bei, deren Struktur hier aufgelistet ist.
• Text (Ordner)
– beinhaltet die PDF-Datei der Masterarbeit
• Literatur (Ordner)
– beinhaltet die im Literaturverzeichnis gekennzeichnete Literatur
– Dateien sind nach dem Schema [Zitierschlu¨ssel]-titel-der-literatur.pdf benannt
• Code (Ordner)
– Testscripte (Ordner)
∗ beinhaltet zum Testen verwendete .sh-Dateien
– Testergebnisse (Ordner)
∗ beinhaltet die Testergebnisse als .csv-Dateien und die Plots als .pdf-Dateien
– Erstellungsscripte (Ordner)
∗ beinhaltet zum Generieren der Testmatrizen verwendete .py- und .r-Skripte
– Validierung (Ordner)
∗ beinhaltet den zur Validierung genutzten Vorwa¨rtsalgorithmus als .r-Programm
∗ beinhaltet das zur Validierung der Matrixmultiplikation genutzte .r-Programm
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