The precise measurement of the mass of the 
Introduction
¡ boson and the top quark masses will allow a stringent consistency check of the Standard Model. To ensure that the experimental errors on ¡ ¤ £ ¦ ¥ and equally contribute to the uncertainty on (the other electroweak parameters being far better measured), the precision on ! ¡ ¤ £ " ¥ and has to satisfy the following relation [1] :
The mass of the top quark is foreseen to be measured at the LHC with an accuracy better than 2 GeV [2] . It follows that a global precision on of about 15 MeV has to be achieved, to avoid it to be the dominant error in the estimate of . Such a precision measurement of the ¡ mass at the LHC becomes feasible because a huge sample of data available at the LHC will guarantee a small statistical error and a good control of the systematic effects.
At hadron colliders, the W mass measurement is performed through the study of the leptonic decays for the production of W bosons decaying into one lepton and the corresponding neutrino is about 30 nb. Then about 300 millions of events are expected with 10 fb£ ¦ ¤ of integrated luminosity. This large sample of data will ensure a nearly negligible statistical error ($ 2 MeV [1] ). The most relevant contributions to the systematic uncertainties on the measurement of the W mass come from the lepton energy/momentum scale, the lepton energy/momentum resolution, the modelling of the system recoiling against the ¡ boson, the parton distribution functions, the ¡ intrinsic width, the radiative decays and the background. All these contributions should be kept below about 10 MeV to achieve the aimed precision of 15 MeV on D
, combining channels and experiments. To accomplish this, new strategies for the ¡ mass measurements must be considered. The most promising one consists in predicting the distribution of experimental observables sensitive to the is anticipated. Besides any statistical consideration, the full exploitation of this approach requires a detailed understanding of the experimental apparatus, of its calibration and resolution and might be difficult at the early stages of the experiment. Still, just because most of the instrumental effects are cancelled by this approach, it seems to provide the best way to get an early measurement of the ¡ mass from the first 1 fb £ ¥ ¤ of data.
In this paper, after a conceptual description of the analysis methods, with details on their theoretical motivation (Section 2), a description of the experiment simulation and of the data samples is given (Section 3). Section 4 and 5 describe the analyses of In the analysis of ¡ e 6 G i 9
events, the use of missing energy requires a fully functional calorimeter, and the muon momentum measurements requires a fully functional tracker with a well modelled resolution.
Analysis strategy
Two different ways to scale ¢ -to ¡ -boson events are considered in this work. The first one, conceptually discussed in [4] , is based on the comparison of the same experimental observables in . The transformation is repeated for different values in mass, and the resulting distributions of the transverse mass are compared with the distribution measured for ¡ boson candidates. While ensuring conservation of momentum by construction, the proposed method does not conserve four-momentum, as the system recoiling against the boson is not adapted to the new mass. The ratio between the energy deposited in the electromagnetic calorimeter and the energy deposited in the hadron calorimeter is required to be lower than 0.05;
The ratio between the energy of the supercluster and the momentum of the associated track is required to exceed 0.8; the track isolation, defined as the sum over all the tracks (except the electron track) in a cone of radius 
is required to be lower than 0.2.
The electron transverse energy spectra in ¡ 6 9
events obtained from FAMOS and ORCA simulations after their criteria are in good agreement, as shown in Fig. 3 . The RMS of the (6 Muon definition For the reconstruction of the muons, the Global Muon Reconstructor is used. This method and its properties are described in detail in Volume I of the CMS Physics TDR [9] .
In Fig. 4 , the relative resolution of the transverse momentum of the muon is shown. The comparison of the full with the fast detector simulation shows that both simulations tend to larger reconstructed R i p compared to generator information. The magnitude of these differences is at the scale of one-tenth of a percent. It is obvious that both distributions are not symmetric. In addition, the relative resolution of R p differs between the FAMOS and the OSCAR simulation. For the latter, the mean of the distribution is (3.56 0.14)Y 10 £ . On average the reconstructed transverse momentum of the muons according to the fast simulation is too large by a factor of (2.61 0.02W , has also been studied with both ORCA and FAMOS. The distributions are symmetric and the mean values compatible with zero. FAMOS, however, predicts slightly wider distributions than ORCA. The differences between Oscar and the real detector in 2007 will need to be understood better than the present differences between FAMOS and OSCAR for precision measurements. A valuable monitoring quantity is the distribution of the ¢ boson mass as determined from the reconstructed muons. Its mean value allows for calibration of the average momentum scale of the muons, and the width provides information on the angular and momentum resolution. A comparison of the simulations of the reconstructed ¢ mass with FAMOS and OSCAR/ORCA is shown in Fig. 5 for illustration. The differences discussed above lead to a clearly observable and statistically very significant shift between the mass distributions of the ¢ boson, amounting to 0.16 GeV. In the real experiment, with an expected number of approximately 500 000 accepted events for an integrated luminosity of 1 fb£ ¦ ¤ , a comparison of the reconstructed ¢ mass in real data with the Monte Carlo simulation will detect the presence of such shifts with a very good statistical precision of about 5 MeV. Thus, the shape of the reconstructed ¢ peak will provide an essential monitoring tool to verify the quality of the detector description in the Monte Carlo, and can also be used to tune the simulation. the calorimeter towers. The effect of pile-up on the modelling of the transverse energy is quite important. Without the inclusion of pile-up in the fast simulation, the MET resolution is about 9 GeV, to be compared to 12 GeV from the full simulation with pile-up. The distributions of the missing transverse energy and the resolution on missing transverse energy are presented in Fig. 6 , for the fast simulation with pile-up and for the full simulation with ORCA. 
The Missing Transverse Energy and the neutrino definition

Event selections
Event selection are designed both to obtain a clean signal of ¡ 8 6 9
events and a sample of ¢ 6 £ events that mimic at best the signal sample. ¡ e 6 9 candidates are selected among the events that passed the High Level Trigger (HLT) [9] ), where the energy reconstruction is not optimal (see Fig. 7 ). The requirement on the electron to be in the fiducial volume leads to a loss of efficiency, but it is acceptable considering the high statistics available. 's followed by a decay to an electron (1.2% and 0.2% respectively). We have tested the stability of these predictions against the assumptions in the Monte Carlo generator. A harder boson R q p spectrum would imply a higher efficiency of the 6 p cut to electrons coming from tau decays. This is balanced by a lower efficiency of the requirement that the system recoiling against the boson be lower than 20 GeV. The final effect is at the 5% level for a R p spectrum twice as hard as in the Monte Carlo generator, which is incompatible with existing data.
A contribution to the background can also be expected from di-jet events in which one jet mimics an electron and the other is mismeasured, creating missing 6 p . Such events, referred to as QCD background, are contaminating the ¡ samples collected at the Tevatron at the percent level or below [10] . At the LHC the production ratio of ¡ to di-jet events of large carefully, as the uncertainty associated to it is larger than for the backgrounds mentioned above. A precise figure for the level of contamination due to QCD events could not be obtained with full detail, as a rejection power larger than 10 has to be established, which is beyond the statistical reach of the fast simulation. Still, a contamination lower than about 0.1% has been estimated as follows. "Fake-electron" from di-jet events are accepted by the singleelectron HLT in a ratio 1:1 to ¡ e 6 9 events [9] . An additional reduction of the QCD background of order candidates were retained out of about 1000 events with "quasi-electron" objects, which implies a QCD background in the ¡ sample at the 0.1% level or below. Noteworthily, this method can be applied to to directly estimate from real data themselves the level of background implied by QCD events (see also [10] ). (see Fig. 8-right) and, in general, the total background is expected to be small. Moreover, it can be further reduced by testing the co-planarity of the electron pair.
A breakdown of the efficiency after each selection both for ¡ and ¢ candidates is given in 
Precision forecast
The study of the expected precision has been fully addressed for the analysis of the electron transverse energy spectrum with a statistical sample corresponding to 1 fb£ ¦ ¤ of integrated luminosity. Some considerations about the achievable precision in the analysis of the transverse mass distribution are added at the end of this Section.
The evaluation of the systematic uncertainties of theoretical origin affecting the measurements is performed by determining the distortion to to the theoretical prediction exactly describing the samples of generated events (i.e. an exact knowledge of the theory is assumed) and by introducing distortions and biases in the detector response. The resulting shift in , determined from a fitting procedure, is assumed as the systematic uncertainty associated to the effect. In this way systematics effects of instrumental origin and of theoretical origin are factorised.
A conservative figure for the uncertainties achievable with the first inverse femptobarn of integrated luminosity is assumed. Table 2 summarises our precision forecast and lists the effect considered, the required precision for 10 MeV shift in the ¡ mass and the resulting error on , given the level of precision that we expect to achieve. Extrapolation to 10 fb£ ¥ ¤ are attempted when applicable. A detailed account of all the effects considered is given in the following. It might be already clear that the most critical effects are related to the definition of the lepton transverse energy scale and in particular to non-linearities in the scale, which are not cancelled in the ratio of With the present knowledge, the largest systematic errors associated to this method may be of theoretical origin, related to the effects on the lepton transverse energy implied by the radiative corrections to the boson R i p spectrum.
Statistical method and precision
The analysis procedure is based on a can not be directly taken form the theory, but its shape must be determined from a detailed simulation to account for different acceptance and detector effects on 
Systematic uncertainties of instrumental origin
The final precision on will be affected by several systematic uncertainties of instrumental origin. Hereafter the main effects are considered along with the methods to control them. The precision expected from the first sample of 1 fb£ candidate sample. The same background model was also added to the sample of scaled ¢ events entering the fitting procedure. In the latter case, the relative normalisation of the background has been assumed to be uncertain and the best fit value for has been extracted for several different background normalisations. The variation of determined form the fitting procedure as a function of the background normalisation is shown in Fig. 11 , indicating that a precision of around 1 MeV would require a background knowledge at the 1% level.
Assuming the background to be known at the 10 level as in the CDF experiment [10] , we can foresee an uncertainty of the order of 10 MeV on the ¡ mass. This is a conservative figure for the initial phase, as most of the uncertainty in the background modelling is related to the QCD background, which is expected to be smaller at the LHC than it was at the Tevatron (see Section 4.1). Moreover, the use of di-jet events with "quasi-electron" objects and a topology similar to In order to quantify an uncertainty associated to the selection criteria, each selection cut has been moved by an amount corresponding to the resolution and the scale uncertainty anticipated for the observable under consideration. The re-weighting function was not changed, instead. This procedure describes a possible mismatch between the final experiment and the Monte Carlo which is assumed to describe it and to provide b Q P ¢ W
. The variation of the selection cut on the observables with a good resolution has a marginal impact on . This is true for all the observables, but the missing transverse energy (MET) and the transverse momentum of the recoil system (¨¨¨), which are considered in more detail in section 4.2.2
Electron energy calibration:
The energy scale can be modified in two ways: by an absolute scale factor and by a non linearity term. The effect of the former mis-calibration is expected to be largely reduced by the adopted analysis strategy, as a common mis-calibration in ¢ and ¡ events will cancel in the ratio. The latter effect is more nasty.
Absolute scale calibration:
The impact of the uncertainty on the electron energy scale has been estimated introducing a mis-calibration factor In Fig. 12 , the shift on the ¡ mass extracted from the fitting procedures shown as a function of the applied miscalibration factor. A shift # of about 40 MeV for ¡ 6 c p ' 6 c p $ 1 is found. This is about 20 times smaller than the impact of the scale uncertainty in the traditional approach. Ideally, in the method adopted, the effect of a scale uncertainty should be exactly zero, the residual effect is due to the slope of the re-weighting function: a wrong scale results in a wrong weight.
The statistical precision on the overall energy scale with 1fb£ ¦ ¤ is expected to about 0.05 from the calibration of the electromagnetic calorimeter using ¢ 6 £ events [11] . Non-uniformities in the response to electrons as a function of © are expected, as a result of the variation of the tracker material distribution in front of the calorimeter. These would spoil the resolution and not the overall scale. Nevertheless, we have conservatively assumed that the energy scale be known with a precision of 0.25 in the initial phase. This figure, comparable to the precision of the calorimeter inter-calibration, would lead to an uncertainty on ¡ mass measurement of about 10 MeV, that is anyway marginal with respect to the statistical precision of the method.
The estimate of the transverse energy of the electron is based on the calorimetric measurement of the energy and on the measurement of the 
Energy scale non-linearities:
The effect of non-linearities in the estimate of the transverse energy, which are expected to be present, are definitely more critical. The prediction of the transverse spectrum for the observable
is based on a scaling procedure from a corresponding variable in the ¢ events. Due to the 10% mass difference between the two vector bosons, a 10% difference in the range of 6 Q p spectra relevant in the two cases is anticipated. A non-linearity in the energy scale about the Jacobian peak can be parameterised as:
While this results, on the average, in a correct transverse energy estimate for ¢ events, a shift in the transverse energy estimate for events around the Jacobian peak of the ¡ boson is expected:
This implies a shift in the determination of the . This rough estimate, well consistent with the required precision quoted by the CDF experiment [10] , has been confirmed by changing the non-linearity in the computation of b P ¢ W , while leaving unaffected the sample simulating the experiment. Any differential non-linearity between the Monte Carlo and the final experiment will therefore need to be controlled at this level. This is a serious challenge, since the methods used at the Tevatron to control non-linearities will not be easily available. In particular, the and ¡ ' £ ¢ resonances will be largely filtered by the single-and double-electron HLT and in any case will provide mostly events of low transverse energy. On the other hand, the control of the linearity based on a comparison of the momentum to the energy scale, also attempted at Tevatron, is also difficult and would bring magnet and tracking uncertainties into the game. This is not desirable in particular with the first sample of collected data. To cope with these difficulties and limitations, a different procedure is envisaged, based on the use of 
¦ ¤
when larger statistical samples will be available and a better understanding of the overall detector response including tracking will be gained, the method proposed here can be cross-checked with more traditional approaches to help reduce the uncertainty below 10 MeV. A similar study can be performed to control the transverse momentum©¨¨of the hadron system recoiling against the boson. In this case, the control can be performed using the hadron recoil to the events is shown on the right; the slope is 1.077 0.003. by the uncertainty on the PDF parameters. An example of these distortions is shown in Fig. 18 for some sets of PDF of the CTEQ61 [12] and MRST [13, 14, 15] families. These were computed by means of the LHAPDF libraries [16] to re-weight the simulated data samples. The impact on the determination of can then be determined quantitatively by repeating the fitting procedure for several re-weighting functions b Q P ¢ W , corresponding to different PDF parameters' sets and by determining the effect on . In this procedure we have mainly considered the PDF set CTEQ61 [12] . According to the PST approach [17] , this PDF family contains one central PDF set (
A &
) and 40 PDF members, 
These figures can be quoted as the expected systematic error coming from PDF uncertainties, as the PDF sets belonging to the MSRT family at NLO and NNLO give results consistent to the CTEQ61 central value within 10 MeV. The largest differences on
between the CTEQ61 and the MRST sets are indeed limited to the region of large p (see Fig. 18 ).
It must be noted that early LHC results will definitely imply an improved determination of the PDF sets relevant to this analysis. Hence, the figures quoted above have to be regarded as a conservative estimate of the uncertainty induced on for an integrated luminosity of 1 fb£ ¥ ¤ , while a substantial reduction of this error is expected at increased luminosities. 
Effect of¨
The present uncertainty on¨ is of about 30 MeV from direct measurements and somewhat better from the indirect constraints assuming Standard Model consistency. Such a variation of¨ would directly affect the shape of the Jacobian peak and modify the high 6 p tail of the transverse energy distribution. This can be exploited in a two-parameter fit of the observed distribution, which has not been attempted yet. We have preliminary tested, instead, the uncertainty induced on the shows a difference of up to 10% in the ratio in the region above the resonance ( p ¦ 4 ) . A preliminary estimate of the error associated to the missing orders in the perturbative expansion has been addressed by studying the dependence of the NLO prediction on the choice of the renormalisation and factorisation scales. The computation has been performed with the DYRAD program [19] , which also allows for the introduction of experimental selections (lepton transverse energy and rapidity, missing energy and leading jet energy). A reference point has been computed with the renormalisation and factorisation scales both set to the boson mass ( Table 2 ). A more detailed analysis, with improved numerical precision is in order to quantify the ultimate precision of this method at 10 fb£ ¥ ¤ of integrated luminosity. Should the precision turn out to be insufficient, the extension of the calculation one order higher in 
Event Selection
The following subsections describe the selection of ¡ and ¢ events.
Detector Acceptance and Trigger System
The Level-1 trigger accepts only single muon events with a transverse momentum of the muon greater than 14 GeV. For di-muon events the threshold is lowered to 3 GeV for each muon. The High Level Trigger enforces these constraints to 19 GeV for a single muon event and 7 GeV for di-muons, respectively. An overview of the trigger acceptance is given in Table 3 .
single muon events di-muon events Level-1 trigger 14 GeV 3 GeV; 3 GeV High Level Trigger 19 GeV 7 GeV; 7 GeV Table 3 : Overview of the muon acceptance of the CMS Trigger System. The thresholds are given for single muon and di-muon events as these are characteristic for muonic W and Z boson decays [20] .
In addition, effective muon reconstruction is only possible in the barrel region and the endcaps of the CMS detector. These areas cover values in pseudo-rapidity up to¨©
The selection cuts for the analysis are chosen tighter than the constraints of the detector and the trigger system in order to avoid threshold and edge effects.
Z Boson Event Selection
In order to achieve a clean GeV or with more than one jet are also discarded. These cuts also suppress the QCD background. A summary of the applied selection cuts and the fraction of remaining ¢ boson events after each cut is presented in Table 4 .
After these cuts, a very clean sample of ¢ boson events is expected, containing only an irreducible, but well predicted fraction of Drell-Yan events produced through a virtual photon. This conclusion is supported by current results by the the Tevatron experiments CDF and DØ, who observe no significant contribution of background processes to their ¢ signal [21] .
Possible background processes to the channel ¢ 6 G h G £ have been generated with PYTHIA with the constraint that only events with two or more muons are selected. In addition, it is required that the transverse momentum of each muon is larger than 25 GeV and that their pseudo-rapidity fulfils¨© Table 4 : Consecutive selection cuts for generated events of the process
In the right column the remaining fraction of events after each cut is listed.¨ represents the hadronic recoil. Table 5 : Consecutive selection cuts for generated events of the process ¡ 6 G i 9
Cut
. In the right column, the remaining fraction of events after each cut is listed.¨ represents the hadronic recoil.
Note that no isolation criteria on the muons have been used so far; these will significantly reduce the background. A corresponding study, however, needs very large samples of fully simulated events, which are not available at present. Similar considerations hold for background processes like for each of the processes, no event passes the preselection cuts. Therefore, an upper limit for the contribution of each of the processes to the signal, before application of any isolation criterion, is about 1.2%.
W Boson Event Selection
The HLT threshold for single muon events is 19 GeV and the corresponding cuts are chosen with the same reasoning as for the ¢ boson events. To accept an event, the lower limit on momentum of an isolated muon and its pseudo-rapidity is set to 25 GeV and¨© ¡ t (
. In addition, the missing transverse energy,
, measured in an event has to exceed 25 GeV in order to improve the probability that a neutrino is contained in the final state. For the hadronic recoil, which is determined from the missing transverse energy measured in the calorimeter,
GeV is required. Events with at least one extra jet with
GeV or with more than one jet are also discarded. The last two cuts reject ¡ bosons produced with high transverse momentum. A summary of the applied selection cuts and the fraction of remaining ¡ events after each cut is presented in Table 5 .
The transverse mass is reconstructed from the measured lepton 
The cut on the hadronic recoil, as listed above, ensures that the transverse mass is dominated by the measurement of the lepton R p
. It is, however, evident, that the transverse mass is sensitive to fluctuations in the calorimetric missing transverse energy, caused either by resolution, detector inhomogeneities or pile-up.
With the cuts described above, most of the background is suppressed. However, ¢ bosons decaying into two muons with one of them not being detected constitute an irreducible background. The non-identification of a muon as missing energy can have two causes: the muon was not reconstructed, or it did not passed through the region of the CMS detector instrumented with muon chambers. Events of the first case might be reduced by applying cuts at the level of muon hits. One might be tempted to reject events of the second case by requiring that the missing energy points into the acceptance region for muons. This can in principle be determined using a ¡ mass constraint. In addition, the resolution of the longitudinal component of the missing energy is not sufficient. In Fig. 21 , the contribution of ¢ boson events to the ¡ sample is shown.
The distribution of the background is flattish, but situated in the region of the Jacobian edge. Current results from the DØ collaboration as well show such a background at a comparable level [21] .
Another source of backgrounds stems from the process
, which provides events similar to a typical ¡ signature and might therefore fake signal events. As its investigation needs a large statistics of fully simulated events and its contribution is expected to be small, it is not studied here. is estimated to amount to 1.3% [22] . This background is suppressed by the cut on the muon momentum, as the neutrinos carry away a large fraction of the momentum. At DØ, this contribution is very small and occurs mainly up to 75 GeV in the transverse mass spectrum [21] , well below the Jacobian edge. 
Measurement of the W Boson Mass
The event sample obtained from the fast detector simulation is the basis for the studies presented below. This is justified as these are meant to demonstrate the principle and allow for studies of various systematic effects. Thus, areas of importance will be identified where reliable simulation and validation of the underlying physics and of the detector performance are needed. The selection cuts listed above define a working point of the analysis around which systemic uncertainties are evaluated.
Weight factors
In order to obtain a prediction of the distribution of the transverse 
Mass fit
The ratio of the transverse mass distributions given in Fig. 22 is taken as the basis to determine re-weighting factors c P ¤ ! p W applied to morphed ¢ events. These weights take into account all effects beyond the analytical transformations to account for the difference in mass and width of 
Systematic Effects
The working point, defined in the previous subsection, forces the distributions in transverse mass to agree perfectly by the application of appropriate weights. Effects on the ¡ mass of cuts, detector alignment, the muon momentum scale, parton density functions etc. are evaluated by variation of the corresponding observables around this working point in the following paragraphs.
Muon momentum scale and resolution The measured transverse mass depends directly on the muon momentum scale, which is determined by the precision of the mappig of the magnetic field. In the proposed mehtod, cancellations between the 
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MeV, as is shown in Fig. 25 , while the transverse mass distribution of the ¡ itself shifts by 800 MeV. For a precision of 0.1%, the systematic error is only 14 MeV. MeV, respectively. Although the scale uncertainty is large compared to the level of precision to be reached on the ¡ mass, the effect on is rather small due the cut on the hadronic recoil, which ensures that the transverse mass is mostly dominated by the measured muon . Such differences are expected due to radiative ¡ decays, in which the transverse energy of photons radiated from a muon is also measured as calorimetric transverse energy. Although most of this difference will probably be understood, conservatively, a systematic error of 5% on the modelling of the resolution in missing energy in the calorimeters is assumed as the systematic error for the initial detector. Increasing the difference between the true and the reconstructed missing transverse energy in the calorimeters by 5%, separately for the x and y components, results in an effect on Alignment of the early detector The alignment of the early detector after the analysis of an integrated luminosity of 1 fb£ ¥ ¤ is significantly worse than the perfectly aligned detector, leading to a resolution in R p which is about two times worse (see Figure 9 .12 in [9] ). The effect of the larger uncertainties with the early detector were simulated by applying an additional smearing in Parton density functions The effect of a variation of the parton density function has been studied in detail for the scaled R p -lepton method in the electron case, and the effects are assumed to be of a similar size for the morphing method.
Theoretical errors
In the study presented, the main emphasis was given to purely experimental aspects of the method. In addition, there are potentially large theoretical errors, arising from differences in the Further studies involving next-to-leading order QCD calculations and higher-oder electroweak corrections will need to be performed for a full evaluation of all errors.
Summary of systematic effects
The systematic effects studied in the previous sub-sections are summarised in Table 6 . The last column in the table specifies the level to which each source of uncertainty needs to be restricted if a systematic uncertainty of 10 MeV is to be achieved on the ¡ boson mass. 
Using the
Comparison of the two Analyses
In the previous sections studies of systematic effects on the measurement have been described, and the sensitivities of to detector systematics have been summarised in Table 2 for the scaled 6 Q p -lepton method applied to the electron channel and in Table 6 for the morphing method applied to the muon channel.
The expected size of various detector effects for the early detector, after the analysis of an initial integrated luminosity of 1 fb£ ¥ ¤ and for a better detector understanding expected after employing an integrated luminosity of 10 fb£ ¥ ¤ , is shown in Table 7 , together with the resulting uncertainties on p study. Differences in the impact of the lepton scale and resolution between the two methods come mainly from the different shape of the re-weighting functions used in the two procedures (see Fig. 9 for the scaled 6 p analysis using electrons, and Fig. 22 for the transverse mass in the muon channel). From Table 7 , it becomes clear that the scaled R p -lepton method suffers less from experimental systematic errors than the morphing method, which is dominated by uncertainties arising from the measurement of the missing transverse energy in the calorimeters. If systematic errors arising from the theoretical prediction of the transverse momenta of the 
