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ISOMORPHISMS OF SOME QUANTUM SPACES
JASON GADDIS
Abstract. We consider a series of questions that grew out of determining
when two quantum planes are isomorphic. In particular, we consider a similar
question for quantum matrix algebras and certain ambiskew polynomial rings.
Additionally, we modify a result by Alev and Dumas to show that two quantum
Weyl algebras are isomorphic if and only if their parameters are equal or
inverses of each other.
1. Introduction
Quantum rigidity says that automorphism groups of quantum spaces should be
small in some sense. Analogously, there should be relatively few isomorphisms
between quantum spaces of the same type. In this paper we study the isomorphism
problem for quantum matrix algebras, certain ambiskew polynomial rings, and
quantum Weyl algebras.
It can be shown that two quantum planes, Op(K
2) and Oq(K
2), are isomorphic
if and only if p = q±1. There are multiple approaches to this proof. If one consid-
ers only graded isomorphisms, then the result follows by considering Op(K
2) and
Oq(K
2) as geometric algebras (see [10]). In the case that p and q are not roots of
unity, Alev and Dumas proved this result by considering an invariant of the quo-
tient division ring ([1], Corollary 3.11). Our results rely on the linear algebra of
graded algebras. While more computational, this allows one to handle the root of
unity and nonroot of unity case simultaneously.
Throughout, K is a field and all algebras are K-algebras. Isomorphisms should
be read as ‘isomorphisms as K-algebras’. An algebra is said to be graded (or N-
graded) if A has a direct sum decomposition A =
⊕
d∈NAd by abelian groups and
AdAe ⊂ Ad+e. An element a ∈ Ad is said to be homogeneous with degree d. If
A0 = K, then A is said to be connected graded. If A1 generates A as an algebra,
then A is said to be generated in degree 1 and a basis for A1 is a generating basis for
A. If A1 is finite-dimensional, then A is said to be affine. All algebras considered in
this paper are affine connected graded and generated in degree 1 with the exception
of the quantum Weyl algebras.
If R is an affine connected graded algebra and a ∈ R, then we can decompose a
into its homogeneous components, a = a0 + · · · + an, ad ∈ Ad. If Φ : R → S is a
map between affine connected graded algebras and xi a generating element of R, we
denote by Φd(xi) the homogeneous degree d component of the image of xi under Φ.
We frequently make use of the graded structure and defining relations of the various
algebras. By T (i, j) we mean the image of the defining relation determined by xi
and xj under Φ written as an expression in terms of the various Φ(xk). Note that,
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if Φ is an isomorphism, then T (i, j) = 0. In particular, because T (i, j) lies in S,
then each graded component Td(i, j) is zero. We will exploit this fact throughout.
The definitions presented below are well-known and there are many excellent
references. Our primary source is [4].
Quantum matrix algebras. Let p ∈ K×. The single parameter quantum matrix
algebra Op(Mn(K)) has generating basis {Xij}, 1 ≤ i, j ≤ n, subject to the
relations
XijXlm =


pXlmXij i > l, j = m
pXlmXij i = l, j > m
XlmXij i > l, j < m
XlmXij + (p− p
−1)XimXlj i > l, j > m.
Many authors use different relations which amount to swapping p, p−1. The iso-
morphism result here is identical to that for the quantum planes (Proposition 3.1).
We say q = (qij) ∈ Mn(K
×) is multiplicatively antisymmetric if qii = 1 and
qij = q
−1
ji for all i 6= j. Let An ⊂ Mn(K
×) be the subset of multiplicatively
antisymmetric matrices. The multi-parameter quantum n × n matrix algebra,
Oλ,p(Mn(K)), has generating basis {Xij}, 1 ≤ i, j ≤ n, with parameters λ ∈ K
×
and p ∈ An subject to the relations
XijXlm =


pilpmjXlmXij + (λ − 1)pilXljXim i > l, j > m
λpilpmjXlmXij i > l, j ≤ m
pmjXlmXij i = l, j > m.
Because of the parameter λ, we do not expect a result as simple as that for the
single parameter case. However, we can provide a related result for the case of
n = 2.
Certain ambiskew polynomial rings. In [8], Jordan defines a class of iter-
ated skew polynomial rings with generating basis {x1, x2, x3, x4} and parameters
a, b, p1, p2 ∈ K
× subject to the relations
x4x1 = ax1x4 x2x1 = p
−1
1 a
−1x1x2 x1x3 = p1x3x1
x4x3 = bx3x4 x2x3 = p1b
−1x3x2 x2x4 = p2x4x2 + (1 − p2ab)x1x3.
Denote these algebras by R(a, b, p1, p2). Making the identifications x1 = λq
−1X12,
x2 = X22, x3 = X21, x4 = X11, we see that R(q
−1, λ−1q, λ−1q2, 1) is isomorphic
to Oλ,q(M2(K)) where q12 = q. In Section 4, we give necessary and sufficient
conditions for two rings of the form R(a, b, p1, 1) to be isomorphic under certain
hypotheses.
Jordan matrix algebra. There is an additional ‘quantum matrix algebra’ cor-
responding to the Jordan plane. As defined in [5], the algebra OJ(M2(K)) has
generating basis {x1, x2, x3, x4} subject to the relations
0 = [x1, x3] + x
2
3 = [x1, x2]− x1x3 + x1x4 − x2x3 − x
2
1
= [x4, x3] + x
2
3 = [x2, x4] + x1x3 − x1x4 + x2x3 + x
2
4
= [x2, x3] + x1x3 + x3x4 = [x1, x4]− x1x3 + x3x4 − x
2
3.
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We show that this algebra is not isomorphic to the ambiskew polynomial rings above
(Proposition 5.1) and therefore not isomorphic to the previously defined quantum
matrix algebras.
Quantum Weyl algebras. The quantum Weyl algebra, Aq1(K), is generated by
two elements x and y, subject to the relation xy − qyx = 1, q ∈ K×. It is affine
and generated in degree 1 but not graded. Instead, the algebra has a filtration by
subspaces Wd = {y
ixj | i, j ∈ N, i + j ≤ d}. Then Wd ⊂ Wd+1, WdWe ⊂ Wd+e,
and
⋃
dWd = A
q
1(K).
We prove that Ap1(K)
∼= A
q
1(K) if and only if p = q
±1. Our proof of this theorem
is split into two propositions (Proposition 6.3 and 6.4). This result was proved
recently in greater generality in [12] in the context of quantum generalized Weyl
algebras. We offer a different approach, by adapting the proof of Proposition 1.5
in [2] by Alev and Dumas.
In the appendix (Section 7), we utilize the results of this paper to prove an
isomorphism result for quantum affine spaces. For additional applications, see [6].
2. General results
Throughout this section, let Φ : R → S be a (not necessarily graded) isomor-
phism between affine connected graded algebras. Let {xi} (resp. {yi}) be a gen-
erating basis for R (resp. S) and suppose 1 ≤ i ≤ n in both cases. Our general
strategy is to consider the image of certain defining relations under Φ. The images
of the generators can be controlled to a great degree by the graded structure on
these algebras.
Lemma 2.1. The degree 1 components of Φ(x1), . . . ,Φ(xn) are all K-linearly in-
dependent. Moreover, Φ1 maps R1 isomorphically onto S1.
Proof. The isomorphism Φ is completely determined by its action on the xi. Hence,
the elements {Φ(xi)} generate all of S. Let fi ∈ R such that yi = Φ(fi), i ∈
{1, . . . , n}. Since deg(yi) = 1, then yi = Φ1(fi).
Because S is graded, then Φ2(xi)·Φd(xj) ∈ Sd+2. Moreover, since S is connected
graded, then Φ0(xi) ∈ S0 = K. Let r = xi1 · · ·xim be an arbitrary monomial in R.
Then
Φ1(r) =
(
m∏
k=1
Φ(xik )
)
1
=
(
m∏
k=1
Φ0(xik) + Φ1(xik )
)
1
.
Thus, we can write,
yi =
n∑
j=1
αijΦ1(xj), αij ∈ K.
Hence Φ1 : R1 → S1 is onto. Moreover, dimK(R1) = dimK(S1) and so Φ1 is an
isomorphism. 
The next step is to show that the constant term of the image of each generator
is zero. This need not always hold, but it does in the generic case.
Lemma 2.2. If i, j ∈ {1, . . . , n} such that xixj − pxjxi = 0 for some p ∈ K
×,
p 6= 1, then Φ0(xi) = Φ0(xj) = 0.
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Proof. Without loss of generality, suppose Φ0(xi) 6= 0. Let T = Φ(xi)Φ(xj) −
pΦ(xj)Φ(xi). Then T0 = Φ0(xi)Φ0(xj)(1 − p) = 0, so Φ0(xj) = 0. Thus, T1 =
Φ0(xi)Φ1(xj)(1 − p) = 0. Since Φ1(xj) 6= 0 by Lemma 2.1, then T1 6= 0, a contra-
diction. 
3. Quantum matrix algebras
By [4], Lemma II.9.7, GK.dim(Op(Mn(K))) = n
2. Hence, Op(Mn(K)) ∼=
Oq(Mm(K)) implies m = n. Let {Xij} (resp. {Yij}) be a generating basis for
Op(Mn(K)) (resp. Oq(Mn(K))). Throughout, we assume n ≥ 2.
Proposition 3.1. The single parameter quantum matrix algebras Op(Mn(K)) and
Oq(Mn(K)) are isomorphic if and only if p = q
±1.
Proof. That Op(Mn(K)) ∼= Oq(Mn(K)) when p = q
±1 follows from [11], Remark
3.7.2. We prove the converse here.
Since O1(Mn(K)) is commutative, then O1(Mn(K)) ∼= Oq(Mn(K)) implies
q = 1. Suppose p, q 6= 1. Write Φ1(X22) =
∑
arsYrs and Φ1(X12) =
∑
brsYrs. By
Lemma 2.2, Φ0(X22) = Φ0(X12) = 0. Let T = T ((2, 2), (1, 2)). Then,
T2 = Φ1(X22)Φ1(X12)− pΦ1(X12)Φ1(X22)
= (1− p)

 ∑
1≤i,j≤n
aijbijY
2
ij

+ (1− p) ∑
i>l,j>m
(aijblm + almbij)YlmYij
+
∑
i>l,j=m
i=l,j>m
((q − p)aijblm + (1− pq)almbij)YlmYij
+
∑
i>l,j<m
(
(1− p)(aijblm + almbij) + (q − q
−1)(aimblj − paljbim)
)
YlmYij .
The coefficients of the Y 2ij being zero imply that, for all (i, j), either aij = 0 or bij =
0. If i > l and j > m, then the coefficient of YlmYij is (1− p)(aijblm + almbij) = 0.
One of aijblm, almbij must be zero, which implies that either they are both zero or
p = 1. The latter case contradicts our hypothesis. Thus, aijblm = almbij = 0 for
all i > l, j > m. It then follows that if i > l and j < m, then aljbim − paimblj = 0.
Hence,
T2 =
∑
i>l,j=m
i=l,j>m
((q − p)aijblm + (1− pq)almbij)YlmYij
+ (1− p)
∑
i>l,j<m
(aijblm + almbij)YlmYij .
Similar logic to the above shows that aijblm = almbij = 0 when i > l and j < m.
Therefore,
T2 =
∑
i>l,j=m
i=l,j>m
((q − p)aijblm + (1− pq)almbij)YlmYij .
By Lemma 2.1, there exists (i, j) 6= (l,m) such that aij , blm 6= 0. It now follows
easily that either p = q or p = q−1. 
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4. Certain ambiskew polynomial rings
We now consider the ambiskew polynomial rings defined in the introduction.
Throughout this section, let {xi} (resp. {yi}) be a generating basis for R(a, b, p1, p2)
(resp. R(c, d, q1, q2)).
Proposition 4.1. Suppose (a, b, p1, p2) is one of the following tuples:
(1) (c, d, q1, q2),
(2) (q−11 c
−1, q1d
−1, q1, q
−1
2 ),
(3) (d, c, q−11 , q2),
(4) (q1d
−1, q−11 c
−1, q−11 , q
−1
2 ).
Then R(a, b, p1, p2) ∼= R(c, d, q1, q2).
Proof. We define a rule Φ : R(a, b, p1, p2)→ R(c, d, q1, q2) in each case by
(1) x1 7→ y1, x2 7→ y2, x3 7→ y3, x4 7→ y4,
(2) x1 7→ cdy1, x2 7→ y4, x3 7→ y3, x4 7→ y2,
(3) x1 7→ q1y3, x2 7→ y2, x3 7→ y1, x4 7→ y4,
(4) x1 7→ q1cdy3, x2 7→ y4, x3 7→ y1, x4 7→ y2.
We leave it to the reader to verify that these images indeed satisfy the defining
relations of R(a, b, p1, p2) and therefore extend to bijective homomorphisms. 
At the present time, we are most interested in the multi-parameter quantum
matrix algebras. Hence, we take p2, q2 = 1. Then there is no confusion in writing
p = p1 and q = q1. Moreover, we assume that a, b, ab, p
2, pa, pb−1, pa2, p−1b2 6= 1
(and similarly for the c, d, q). These last two requirements, in terms of the matrix
algebras, both translate to λ 6= 1.
Proposition 4.2. With the above hypotheses, if Φ : R(a, b, p, 1) → R(c, d, q, 1) is
an isomorphism, then (a, b, p, 1) is one of (1)-(4) in Proposition 4.1.
Proof. By Lemma 2.2 and our hypotheses on the parameters, Φ0(xi) = 0 for each
i, i ∈ {1, . . . , 4}. Write, Φ1(xi) =
∑4
j=1 αijyj . Then
T2(1, 3) = (1− p)
4∑
d=1
α1dα3dy
2
d + (α11α32(qc− p) + α31α12(1 − qcp))y2y1
+ (α11α33(q − p) + α31α13(1− qp) + (α12α34 − pα32α14)q(1− cd))y3y1
+ (α11α34(c
−1 − p) + α31α14(1− c
−1p))y4y1
+ (α12α33(qd
−1 − p) + α32α13(1− qd
−1p))y3y2
+ (1− p)(α12α34 + α32α14)y4y2
+ (α13α34(d
−1 − p) + α33α14(1− d
−1p))y4y3.
We claim α12, α14, α32, α34 = 0. Suppose to the contrary that α12 6= 0. Since the
coefficient of y2d in T2(1, 3) is zero for each d ∈ {1, . . . , 4}, and because p 6= 1 and
α12 6= 0, then α32 = 0. Now the coefficient of y4y2 is (1−p)α12α34, and so α34 = 0.
Repeating this argument with T2(1, 2) and T2(1, 4) we have α22 = α24 = α42 =
α44 = 0. But then dim(Span{Φ1(x2),Φ1(x3),Φ1(x4)}) = 2, contradicting Lemma
2.1. Thus, α12 = 0. A similar argument shows α14, α32, α34 = 0.
Now T2(1, 3) = (α11α33(q− p) +α31α13(1− qp))y3y1. If α11 = α13 = 0 or α33 =
α31 = 0, then we contradict Lemma 2.1. If α11 = α31 = 0, then α
−1
13 Φ1(x1) = y3 =
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α−133 Φ1(x3). Thus, 0 = Φ1(α
−1
13 x1 − α33x3) and, by Lemma 2.1, α
−1
13 x1 − α33x3 =
0, contradicting the linear independence of x1 and x3. We arrive at a similar
contradiction if we assume α33 = α13 = 0. Thus, either α11α33 6= 0, in which case
q = p, or else α31α13 6= 0, in which case p = q
−1. By our assumption that p2 6= 1,
these both cannot hold.
Case 1 (p = q) In this case, Φ1(x1) = α11y1 and Φ1(x3) = α33y3 with α11, α33 6=
0. For i 6= j, the coefficient of y2d in T2(i, j) is zero. Thus, α41 = α43 = 0 and so
T2(4, 1) = (α42y2 + α44y4)α11y1 − aα11y1(α42y2 + α44y4)
=
[
α42(1− aqc)y2 + α44(1− ac
−1)y4
]
α11y1.
If α42 and α44 are both nonzero, then 1 = aqc and 1 = ac
−1 implying qc2 = 1,
contradicting our hypothesis. Hence, either a = c or a = (qc)−1, and, depending
on the choice, T2(3, 4) implies b = d or b = qd
−1, respectively.
Case 2 (p = q−1) In this case, Φ1(x1) = α13y3 and Φ1(x3) = α31y1 with
α13, α31 6= 0. Then, as in Case 1, α41 = α43 = 0 and so
T2(4, 1) = (α42y2 + α44y4)α13y3 − aα13y3(α42y2 + α44y4)
=
[
α42(1− aq
−1d)y2 + α44(1 − ad
−1)y4
]
α13y3.
If α42 and α44 are both nonzero, then q = ad and a = d implying q = d
2, con-
tradicting our hypothesis. Hence, either a = d or a = qd−1, and, depending on
the choice, the commutation relation for y4 and y3 implies b = c or b = (qc)
−1,
respectively. 
The problem with applying this approach to the general case (p2, q2 6= 1) is that
α12 6= 0 no longer implies α34 = 0. Further restrictions on the defining parameters
would allow this proof to carry through. Otherwise, it seems clear that another
approach will be necessary.
5. Jordan matrix algebra
In this section we give a brief proof that OJ (M2(K)) is not isomorphic to the
matrix algebras discussed above. We cannot apply Lemma 2.2, but we can achieve
a similar result that will be sufficient for these purposes.
Proposition 5.1. The algebra OJ(M2(K)) is not isomorphic to R(c, d, q1, q2).
Proof. Suppose to the contrary that Φ : OJ(M2(K)) → R(c, d, q1, q2) is an iso-
morphism. Let {xi} be the generating basis for OJ (M2(K)) and {yi} that for
R(c, d, q1, q2). Let T = Φ(x1)Φ(x3) − Φ(x3)Φ(x1) + Φ(x3)
2. Since T0 = 0, then
Φ0(x3)
2 = 0. Thus, Φ0(x3) = 0 and so T1 = 0. Now,
T2 = (Φ1(x1)Φ1(x3) + Φ0(x1)Φ2(x3))− (Φ1(x3)Φ1(x1) + Φ2(x3)Φ0(x1)) + Φ1(x3)
2
= Φ1(x1)Φ1(x3)− Φ1(x3)Φ1(x1) + Φ1(x3)
2.
Write Φ1(x1) =
∑
αiyi and Φ1(x3) =
∑
βiyi. Then
T2 =
4∑
k=1
β2ky
2
k +
∑
1≤i6=j≤4
(αiβj − αjβi + βiβj)yiyj .
Because the commutation relations in R(c, d, q1, q2) for yiyj do not involve y
2
k,
k ∈ {1, . . . , 4}, then T2 = 0 implies βk = 0 for all k, contradicting Lemma 2.1. 
ISOMORPHISMS OF SOME QUANTUM SPACES 7
6. Quantum Weyl algebras
In this section we assume charK = 0. In this case, the quantum Weyl algebra,
A
q
1(K), is simple if and only if q = 1. Moreover, Aut(A
q
1(K))
∼= K unless q = ±1
[2]. Thus, there is no loss in assuming henceforth that p, q 6= ±1.
Let {X,Y } (resp. {x, y}) be a generating basis for Ap1(K) (resp. A
q
1(K)) and
define the normal elements Z = XY − Y X ∈ Ap1(K) and z = xy − yx ∈ A
q
1(K).
Proposition 6.1. If p = q±1, then Ap1(K)
∼= A
q
1(K).
Proof. If p = q, then there is nothing to prove. If p = q−1, then define a rule by
θ(X) = qy and θ(Y ) = −x. Then,
θ(X)θ(Y )− q−1θ(Y )θ(X)− 1 = −qyx+ xy − 1 = 0.
Hence, θ extends to a homomorphism Ap1(K) → A
q
1(K). Moreover, the map is
bijective and therefore an isomorphism. 
Recall that Aq1(K) is PI if and only if q is a primitive root of unity of order ℓ, in
which case Z(Aq1(K)) = K[x
ℓ, yℓ], and otherwise Z(Aq1(K)) = K ([3], Lemma 2.2).
Hence, we consider the nonroot and root of unity cases separately (Propositions
6.3 and 6.4, respectively). The nonroot of unity case actually follows from [1],
Proposition 3.11. However the proof given here is more direct and is re-used in
Proposition 6.4.
Let Z(A) denote the center of the algebra A = Aq1(K) or A = A
p
1(K). Through-
out the remainder of this section, assume θ : Ap1(K) → A
q
1(K) is an isomorphism.
By degree we mean total degree in X and Y in Ap1(K) (resp. x and y in A
q
1(K)).
The next lemma can be thought of as an ungraded version of Lemma 2.1.
Lemma 6.2. deg(θ(X)), deg(θ(Y )) ≥ 1.
Proof. Without loss of generality, suppose deg(θ(X)) = 0. Then θ(X) ∈ Z(Aq1(K)),
implying X ∈ Z(Ap1(K)). This cannot hold by the above discussion. 
Proposition 6.3. Let p, q ∈ K× with p, q non-roots of unity. If Ap1(K)
∼= A
q
1(K),
then p = q±1.
Proof. By [7], Theorem 8.4 (a), the intersection of all nonzero prime ideals in Ap1(K)
(resp. Aq1(K)) is ZA
p
1(K) (resp. zA
q
1(K)). Hence, θ(ZA
p
1(K)) = θ(Z)θ(A
p
1(K)) =
θ(Z)Aq1(K). Since θ(Z) ∈ zA
q
1(K), then θ(Z) = λz for some λ ∈ A
q
1(K). We claim
λ ∈ K×. The ideal zAq1(K) is generated by z, so there exists g ∈ A
q
1(K) such
that g · λz = z. Hence, λ is a unit in Aq1(K) and therefore λ ∈ K
×. This gives
θ(Z) = λz = λ(xy − yx) = λ(q − 1)yx+ λ, and so,
θ(X)θ(Y ) = θ(Y )θ(X) + λ(q − 1)yx+ λ.
Since θ is an isomorphism,
0 = θ(XY − pY X − 1) = θ(X)θ(Y )− pθ(Y )θ(X)− 1
= (θ(Y )θ(X) + λ(q − 1)yx+ λ)− pθ(Y )θ(X)− 1
= (1− p)θ(Y )θ(X) + λ(q − 1)yx+ (λ− 1),
and so,
θ(Y )θ(X) = (p− 1)−1 (λ(q − 1)yx+ (λ− 1)) .(6.1)
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We claim deg θ(X) = θ(Y ) = 1 in Aq1(K). Write θ(X) = a = a0 + · · · an, an 6= 0,
and θ(Y ) = b = b0 + · · · bm, bm 6= 0, wherein ad is the sum of the monomomials
of total degree d written according to the filtration {yixj | i, j ∈ N} (and similarly
for bd). Because A
q
1(K) is a domain, the highest degree component of θ(Y )θ(X) is
bman 6= 0. If n or m is greater than 1, then the left hand side of (6.1) will have
degree greater than 2, a contradiction. This proves the claim. Thus, we can write
θ(X) = αx+ βy+ γ and θ(Y ) = α′x+ β′y+ γ′, α, α′, β, β′, γ, γ′ ∈ K. Substituting
this into (6.1) gives
α′αx2 + α′βxy + α′γx+ β′αyx+ β′βy2 + β′γy + γ′αx+ γ′βy + γ′γ
= λ
q − 1
p− 1
yx+
λ− 1
p− 1
.(6.2)
Thus, α′α = β′β = 0. If α = β = 0, then θ(X) is a constant and similarly for θ(Y )
if α′ = β′ = 0. This contradicts Lemma 6.2.
If α′ = β = 0, then (6.2) reduces to
β′αyx+ β′γy + γ′αx + γ′γ = (p− 1)−1(λ(q − 1)yx+ (λ− 1)).
Thus, β′α 6= 0 but β′γ = γ′α = 0 so γ = γ′ = 0. This holds only if λ = 1 so
0 = θ(XY − pY X − 1) = β′α(xy − pyx)− 1
= β′α(qyx+ 1− pyx)− 1 = β′α(q − p)yx+ (β′α− 1).
Therefore, p = q.
Otherwise, α = β′ = 0 and (6.2) reduces to
α′βxy + α′γx+ γ′βy + γ′γ = (p− 1)−1(λ(q − 1)yx+ (λ− 1))
α′β(qyx+ 1) + α′γx+ γ′βy + γ′γ = (p− 1)−1(λ(q − 1)yx+ (λ− 1))
qα′βyx+ α′γx+ γ′βy + (α′β + γ′γ) = (p− 1)−1(λ(q − 1)yx+ (λ− 1)).
As above, γ = γ′ = 0 so
0 = θ(XY − pY X − 1) = α′β(yx− pxy)− 1
= α′β(yx− p(qyx+ 1))− 1 = α′β(1 − pq)yx− (pα′β + 1).
Therefore, p = q−1. 
Proposition 6.4. Let p, q ∈ K× with p, q 6= ±1 primitive roots of unity. If
A
p
1(K)
∼= A
q
1(K), then p = q
±1.
Proof. As in Proposition 6.3, write θ(X) = a = a0 + · · · + an and θ(Y ) = b =
b0 + · · · + bm, an, bm 6= 0. By Lemma 6.2, m + n > 0. We decompose an and bm
further as
an =
n∑
i=0
an,iy
n−ixi, bm =
m∑
j=0
bm,jy
m−jxj , an,i, bm,j ∈ K for all i, j.
Choose r, sminimal such that an,r, bm,s 6= 0. As 0 = θ(XY−pY X−1) = ab−pba−1,
the highest y-degree term in anbm − pbman is
an,rbm,s
[
qr(m−s) − pqs(n−r)
]
yn+m−r−sxr+s = 0.
Hence, qr(m−s) − pqs(n−r) = qr(m−s)(1− pqns−mr) = 0. This implies that
p = qmr−ns.(6.3)
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Likewise, q = pt for some t ∈ N. Thus, p and q are roots of unity of the same order
ℓ. Hence, Z(Ap1(K)) = K[X
ℓ, Y ℓ] and Z(Aq1(K)) = K[x
ℓ, yℓ]. Then θ(Xℓ) = aℓ =
a′nℓ + a
′
nℓ−1 + · · · a
′
0 where a
′
d is the term of a
ℓ of total degree d. Thus,
a′nℓ = α
ℓ
n,rq
vy(n−r)ℓxrℓ +
rℓ−1∑
j=0
α′nℓ,jy
nℓ−jxj ,(6.4)
with v ∈ Z and α′nℓ,j ∈ K. Similarly, θ(Y
ℓ) = bℓ = b′mℓ + b
′
mℓ−1 + · · · b
′
0 where
b′mℓ = β
ℓ
m,sq
wy(m−s)ℓxsℓ +
sℓ−1∑
j=0
β′mℓ,jy
mℓ−jxj .(6.5)
The restriction of θ to the centers of the respective algebras determines an auto-
morphism of the polynomial ring in two variables. The centrality of Xℓ and Y ℓ
implies θ(Xℓ) and θ(Y ℓ) are central. Thus, a′e = b
′
e = 0 if e 6≡ 0 modulo ℓ and
α′nℓ,j = β
′
mℓ,j = 0 if j 6≡ 0 modulo ℓ. Lemma 2 of [9] shows that there are three
possibilities for an automorphism of the polynomial ring in two variables (see also
[2]).
Case 1: There exists t ∈ Z>0 and λ ∈ K such that a
′
nℓ = λ(b
′
mℓ)
t. Substituting
into (6.4) and (6.5) shows that r = st and n = mt, so ns = mr. Then (6.3) implies
p = 1, a contradiction.
Case 2: There exists t ∈ Z>0 and λ ∈ K such that b
′
mℓ = λ(a
′
nℓ)
t. This gives the
same contradiction as above.
Case 3: θ(Xℓ) = ζxℓ+ξyℓ+ω and θ(Y ℓ) = ζ′xℓ+ξ′yℓ+ω′ with ζ, ξ, ω, ζ′, ξ′, ω′ ∈
K. Hence, deg θ(X) = deg θ(Y ) = 1 and we refer to the proof of Proposition
6.3. 
7. Appendix: Quantum affine spaces
For p ∈ An, quantum affine n-space Op(K
n) is defined as the algebra with
generating basis {xi}, 1 ≤ i ≤ n, subject to the relations xixj = pijxjxi for all 1 ≤
i, j ≤ n. The algebra Op(K
n) is affine connected graded and generated in degree
1. By [4], Lemma II.9.7, GK.dim(Op(K
n)) = n. Hence, if Op(K
n) ∼= Oq(K
m),
then n = m. We prove that two quantum affine n-spaces, Op(K
n) and Oq(K
n),
are isomorphic if and only if p is a permutation of q (Theorem 7.4).
Lemma 7.1. Let Φ : R → S be a (not necessarily graded) isomorphism between
affine connected graded algebras. Let {xi} (resp. {yi}) be a generating basis for R
(resp. S) and suppose 1 ≤ i ≤ n in both cases. The isomorphism Φ determines a
permutation τ ∈ Sn.
Proof. Write Φ1(xi) =
∑
γijyj and let M = (γij). By Lemma 2.1, Φ1 : R1 → S1 is
a vector space isomorphism, and so det(M) 6= 0. The case of n = 1 is trivial. We
proceed by induction. Let Mj be the minor of M corresponding to the entry γ1j .
Then,
det(M) =
n∑
j=1
(−1)j+1γ1j det(Mj).
Since det(M) 6= 0, there exists τ(i) ∈ {1, . . . , n} such that γiτ(i) det(Mτ(i)) 6= 0.
We pass to Mτ(i) and, because dim(Mτ(i)) = (n − 1)
2, the result follows by the
inductive hypothesis. 
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For the remainder, let {xi} (resp. {yi}) be a generating basis for Op(K
n) (resp.
Oq(K
n)) and suppose Φ : Op(K
n)→ Oq(K
n) is an isomorphism. By Lemma 7.1,
Φ gives a permutation τ ∈ Sn. It suffices to show that p = τ.q.
Lemma 7.2. If r, s ∈ {1, . . . , n} such that prs 6= 1, then prs = qτ(r)τ(s).
Proof. By Lemma 2.2, Φ0(xr) = Φ0(xs) = 0. Write Φ1(xr) =
∑
αiyi and Φ1(xs) =∑
βiyi. Let T = T (xr, xs). Then,
0 = T2 = (1− prs)
(
n∑
d=1
αdβdy
2
d
)
+
∑
1≤i6=j≤n
(αiβj − prsαjβi) yiyj .
Since prs 6= 1, then αd = 0 or βd = 0 for each d. Thus,
T2 =
∑
1≤i<j≤n
[(αiβj − prsαjβi) + qji(αjβi − prsαiβj)] yiyj
=
∑
1≤i<j≤n
[(αjβi(qji − prs) + αiβj(1− qjiprs)] yiyj .(7.1)
By Lemma 7.1, ατ(r), βτ(s) 6= 0. Thus, ατ(s) = 0 and βτ(r) = 0. If τ(r) > τ(s),
then by (7.1) the coefficient of yτ(s)yτ(r) is ατ(r)βτ(s)(qτ(r)τ(s) − prs). Therefore,
prs = qτ(r)τ(s). One the other hand, if τ(r) < τ(s), then the coefficient of yτ(r)yτ(s)
is ατ(r)βτ(s)(1−qτ(s)τ(r)prs). Therefore, prs = q
−1
τ(s)τ(r) = qτ(r)τ(s). Because prs 6= 1,
then r 6= s and so, because τ is a permutation, τ(r) 6= τ(s) and so the result
follows. 
For p ∈ An, let p
# = {pij ∈ p | pij 6= 1}.
Lemma 7.3. If r, s ∈ {1, . . . , n} such that prs = 1, then prs = qτ(r)τ(s).
Proof. By Lemma 7.2, p# ≤ q#. Because Φ is an isomorphism, then we can apply
Lemma 7.2 to Φ−1 to get that q# ≤ p#. Thus, p# = q#. 
Theorem 7.4. Op(K
n) ∼= Oq(K
n) if and only p is a permutation of q.
Proof. Suppose there exists σ ∈ Sn such that p = σ.q. We wish to define a
homomorphism Op(K
n) → Oq(K
n) via the rule Ψ(xi) = yσ(i). For all i, j, 1 ≤
i, j ≤ n, this rule gives
Ψ(xi)Ψ(xj)− pijΨ(xj)Ψ(xi) = yσ(i)yσ(j) − qσ(i)σ(j)yσ(j)yσ(i) = 0.
Hence, Ψ extends to a bijective homomorphism. Thus, Op(K
n) ∼= Oq(K
n).
Conversely, suppose Op(K
n) ∼= Oq(K
n). Lemma 7.1 gives a permutation τ ∈
Sn. By Lemmas 7.2 and 7.3, p = τ.q. 
Corollary 7.5. Op(K
2) ∼= Oq(K
2) are isomorphic if and only if p = q±1.
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