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Let {dik(x): i, k = 1, 2,...) be a double orthonormal system on a positive measure 
space (X,.F,p) and {aik) a double sequence of real numbers for which 
Cp”=, x7=, ai < co. Then the sum f(x) of the double orthogonal series 
C~I Ckm,l aik#ik(X) exists in the sense of L2-metric. If, in addition, 
Cp”=, cp=, afk K’(i, k) < 00 with an appropriate double sequence {~(i, k)) of 
positive numbers, then a rate of approximation to f(x) can be concluded by the 
rectangular partial sums s,,,“(x) = Cy=, C;=, ai,Cix(x), by the first arithmetic 
means of the rectangular partial sums a,,(x) = (l/mn) x7=, C;=, s,~(x), by the 
first arithmetic means of the square partial sums or(x) = (l/r) CL= r s&x), etc. The 
so-called strong approximation tof(x) by smn(x) is also studied. 
c 1984 Academic Press, Inc. 
1. INTRODUCTION 
Let (X,X, p) be an arbitrary positive measure space and {$ik(~) : i, 
k = 1, 2,...} an orthonormal system (abbreviated ONS) on X. We will 
consider the double orthogonal series 
5 2 aik4ik(X), (1.1) 
i=l k=l 
where {uik : i, k = 1, 2,...} is a double sequence of real numbers (coefficients) 
for which 
2 f  afk< co. (1.2) 
i=l &=I 
By the Riesz-Fischer theorem there exists a function f(x) E L2 = 
L*(X,F, p) such that the series (1.1) is the Fourier series of f(x) with 
respect to the system {4ik(~)}. In particular, the rectangular partial sums 
smn(x) = 2 f aikiik(x> (m, n = 1, 2 )... ), 
i=l k=l 
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converge toy(x) in the L2-metric: 
i [&?m(x> - f(x)1 2 44x) -+ 0 as min{m, n) + co. 
Here and in the sequel the integrals are taken over the entire space X. 
By the extension of the Rademacher-Meniov theorem (see, e.g., [ 1,9]), if 
g1 g, &Pog(i + 1)12P%(k + W’ < 003 (1.3) 
then the rectangular partial sums smn(x) regularly converge a.e., a fortiori 
converge in Pringsheim’s sense to f(x) a.e., and there exists a function 
F(x) E L2 such that 
sup Is,,(x>l <F(x), a.e. 
man>1 
In this paper the logarithms are to the base 2. As for the notion of regular 
convergence, see [7 and lo], and for convergence in Pringsheim’s sense see, 
e.g., [14, p. 303; or lo]. 
Denote by omn(x) the first arithmetic means of the rectangular partial 
sums: 
~rnn(X> = y& g i Si&) 
r-1 k=l 
=tl $, (1-:)(1-q) Uik#ik(X) (mYn= 1V2Y..*). 
By the extension of the MenSov-Kaczmarz theorem if 
,g, kzl 4Alog lw(i + 3)]*[1og log+ + 3)12 < CO, (1.4) 
then the (C, 1, 1)-means a,,(x) regularly converge a.e., a fortiori converge in 
Pringsheim’s sense to f(x) a.e., and there exists a function f(x) E L2 such 
that 
sup lo,,(x)l < F(x), a.e. 
m,n>1 
This extension was firstly stated by Fedulov [5]. Unfortunately, his proof 
contains two essential defects. Later on, Csernyak [4] restated this theorem, 
but he corrected only the first defect in Fedulov’s proof. A complete proof 
was given by the present author in [ 121. 
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We will consider the arithmetic means of the rectangular partial sums with 
respect to only m: 
and those with respect to only n: 
These means are called the (C, 1,0) and (C, 0, l)-means of series (l.l), 
respectively. 
2. MAIN RESULTS: APPROXIMATION BY RECTANGULAR PARTIAL 
SUMS AND THEIR MEANS 
First we make the following convention. Given a double sequence {fmn(x)} 
of functions in L2 and a double sequence {n(m, n)} of positive numbers, we 
write 
f,,(x) = ox{% n>L a-e. as min{m, n) --) 0~) (2.1) 
(or max{m, n) -+ oo), 
if 
fm,(x> ___ + 0, a.e. 
Wb n> 
as min{m, n) -+ co 
(or maxim, n} -+ co), 
and, in addition, there exists a function F(x) E L2 such that 
lfmn WI 
2 A(m, n) 
< F(x), a.e. 
Here m ranges over either 0, l,..., or 1,2 ,...; and so does n. Furthermore, we 
agree to omit the expression “as min{m, n} + co” in (2.1). Also, in o, 
estimates containing both m and n as free parameters we mean that 
min{m, n} --f 00, unless it is specified otherwise. A similar meaning is 
assigned to the symbol 
f,(x) = o,{A(m)}, a.e. as m-a, 
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where {f,(x)} is a sequence of functions in L* and {n(m)} is a sequence of 
positive numbers, both defined either for m = 0, l,..., or for m = 1,2 ,... . The 
specification “as m + co”, is also omitted if m is the only free parameter 
involved. 
In Section 1 we have mentioned that conditions (1.3) and (1.4) are 
sufficient for the a.e. convergence of s,,(x) and omn(x) tof(x), respectively. 
Now the main point is that if we require somewhat more than (1.3) and 
(1.4), then we can even state an approximation rate for the deviations 
s,,(x) - f(x) and ~m,(4 -f(x), respectively. A part of the theorems 
obtained can be considered the extensions of the two theorems of Tandori 
[ 131 from single orthogonal series to double ones. 
In the sequel the double sequence {n(m, n)} will be specified as 
A(m, n) = max{L,(m), &(n)j (m, n = 1,2,...; A,( 1) = A,( 1) = l), (2.2) 
where {n,(m): m = 1, 2 ,... } and (n,(n): n = 1, 2 ,... } are nondecreasing 
sequences of positive numbers tending to co. 
THEOREM 1. If 
fl jJ, 4kPog(i+ W[log(k+ l)12[maxl~,(~>,~2(~)}12 < ~0, (2.3) 
then 
%Ax) -f(x) = 0.x I 
1 1 
I,(m+l)+ A2(n+ 1) ’ a’e’ I 
(2.4) 
We note that the right-hand side of conclusion (2.4) can be equivalently 
rewritten as o,{max{ l/dr(m + l), l/&(n + l)}}, a.e. 
The next theorem provides an approximation rate when a double subse- 
quence of the rectangular partial sums is considered, instead of the whole 
sequence. 
THEOREM 2. Let {ip : p = 1, 2 ,... ) and {k, : q = 1, 2 ,.., ] be two strictly 
increasing sequences of positive integers. If 
2 2 (*=$ 
p=1 9=1 
;’ a”) IWP + l)l’[Wq+ 01’ 
p-,t 1 k=k,-,+ 1 
x b=bW,), ~2(k,>~12 < 03 (i, = k, = 0), (2.5) 
then 
a.e. (2.6) 
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This theorem is of special interest in the cases where ip = 2p, k, = q and 
ip = 2p, k, = 2q 7 respectively. (See Part 1 in Sects. 6 and 7.) 
THEOREM 3. If 
&Pm) < W(m) with Cc 2 form>mm,, P-7) 
wn> = W*(n)13 (2.8) 
and 
2 f a$,[log log(i t 3)]* [log(k + l)]‘[max{l,(i), A,(k)}]’ < ~0, 
i=l kfl 
then 
(2.9) 
! 1 L”(X) -f(x) = 0, - 1 - A,(m) + l,(n) ’ a*e* 1 (2.10) 
Here and in the sequel, by C we denote positive constants not necessarily 
the same at each occurrence. We note that, under (2.7), condition (2.5) in 
the special case ip = 2p and k, = q is equivalent to (2.9). 
THEOREM 4. If condition (2.7) is satisfied, 
A2(2n> < CA,(n) withC<2 forn>n,, (2.11) 
and 
I81 gl &bg log(i + 3)l*bg log@ + 3)1* 
X [max{~,(i),~,(k>}]* -c 00, (2.12) 
then 
I,, - f @> = 0, i - I A,tm) + A,(n) \’ a’e’ 
-!A (2.13) 
It is clear that, under (2.7) and (2.1 l), condition (2.5) for i, = 2p and 
k, = 2q is equivalent to (2.12). If we assume that m and n tend restrictedly 
to co, i.e., there exists a constant 0 > 1 such that 8-i < n/m < 0, then we can 
achieve essentially the same rate of approximation as in (2.13) under a 
weaker assumption. 
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THEOREM 5. If condition (2.7) is satisfied and 
jZ1 j!i &Jog log(max{k k} + 3)]* J:(max{i, k)) < CO, (2.14) 
then for every 0 > 1, 
It is a simple observation that 
The next theorem reveals that the average of the deviations sik(x) -f(x) is of 
o,.{ l/l,(m)} in (2.15) not because of the cancellation of positive and 
negative terms, but because the pairs (i, k) for which ]sik(x) -f(x)] is not 
small are sparse, at least in the case where the ratio k/i is bounded both from 
below and from above. 
THEOREM 6. If conditions (2.7) and (2.14) are satisj?ed and {m/l,(m)} 
is nondecreasing, then for every 6’ > 1, 
By Czi,Om,i we mean that the summation is extended over those integers k 
for which O-‘i<k<&. 
Remark 1. Condition (2.7) is satisfied, e.g., if n,(m) = ma with 
0 ( a < 1 or n,(m) = m”[log(m + l)]” with 0 <a < 1 and p > 0. 
Remark 2. Following Alexits [3], the property expressed in (2.16) can 
be called a strong approximation to f(x) by the rectangular partial sums. In 
particular, via the Cauchy inequality (2.16) implies 
Remark 3. By slightly modifying the proof of Theorem 6, one can 
conclude the following somewhat stronger statement: If condition (2.14) is 
satisfied, 
4Pm) < C&(m) with C<@ form>m,, (2.17) 
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and {m/l:(m)} is nondecreasing, then for every 9 > 
( , a.e. 
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3. APPROXIMATION BY SPECIAL PARTIAL SUMS AND THEIR MEANS 
We fix a single sequence Q = {Q,: r = 1, 2,...} of finite sets in N2 = {(i, k) : 
i, k = 1, 2,...} such that 
Q,cQ,c..., and z Q,=N’. 
r= 1 
The sums 
sJQ;X> = )‘ 
Ci,GQ, 
aik#ik(X) (r = 1, 2,...), 
can be also regarded as a certain kind of partial sums of series (1.1). The 
following two special cases are well known: 
Q, = {(i, k) E N2 : i, k = 1, 2 ,..., r} 
provides the square partial sums, while 
Q,={(i,k)EN2:i2+k2<r2} (r = 1, 2,...), 
provides the spherical partial sums of series (1.1). 
Denote by c,(Q;x) the first arithmetic means of the s,(Q;x): 
ur(Q;x> = $ ,%I s,(Q; x) 
c aikgik(x) (r = 1, 2,...; Q,= 0). 
(i.k)EQll\Qp--l 
The one-parameter versions of Theorems 1,2,3, and 6 read as follow. In 
these theorems {A,(r): r = 1,2,...} is a nondecreasing sequence of positive 
numbers tending to co. 
THEOREM 1’. If 
c ufk [log(r + l)]’ A:(r) < 00, 
(i,k)EQ,jQ,-, 
(3.1) 
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s,(Q; x) -f(x) = o, 1 
1 A,(r: 1) ’ CLe* I 
For the square partial sums, (3.1) is equivalent to the condition 
THEOREM 2’. Let { rP : p = 1, 2,... } be a strictly increasing sequence of 
positive integers. If 
-? -v 
pe, U,fOECpk?rDm, 
ai:, [log(p + 1)12~Xrp) < 02 (r. = 0, Q, = 0), 
(3.2) 
s,(Q;x)-f(x)=o, 
In the special case where rP = 2p and 
(3.2) goes over to the condition 
jJ ( C afk) [log log(r + 3)]* A:(r) < co. (3.3) 
r=1 (~.~)EQ,\Q~-~ 
Specialized further, in the case of square partial sums (3.3) is equivalent to 
condition (2.14). 
THEOREM 4’. Zf conditions (2.7) and (3.3) are satisjled, then 
I l o,(Q; xl -f(x) = 0, 1 n,~ 9 I a.e. 
THEOREM 6’. Zfconditions (2.17) and (3.3) are satisfied and (r/l:(r)} is 
nondecreasing, then 
The last theorem expresses a strong approximation tof(x) by the s,(Q; x), 
in a particular case by the square partial sums. 
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4. AUXILIARY RESULTS ON NUMERICAL SEQUENCES 
Given a double sequence {A(m, n): m, n = 1,2,...} of numbers, we write 
A loA(m, n) = L(m, n) - L(m + 1, n), 
A,,l(m, n) = k(m, n) - k(m, n + l), 
A,,J(m, n) = L(m, n) - L(m + 1, n) - d(m, n + 1) + I(m + 1, n + 1). 
We say that {,I(m, n)} is nonincreasing if both A,,L(m, n) > 0 and 
A,, L(m, n) > 0, while {n(m, n)} is nondecreasing if both A&m, n) < 0 and 
A,,l(m, n) < 0 for all m and n. Furthermore, (L(m, n)} is said to be convex 
if A,,L(m, n) > 0 for all m and n. 
LEMMA 1. If Mm>: m = 1,2,..} and {A,(n): n = 1,2 ,... } are 
nondecreasing sequences of positive numbers and {n(m, n)} is defined by 
(2.2) then { l/A( m, n)} is nonincreasing and convex. 
ProoJ It is clear that {l/1( m, n)} is nonincreasing. We will prove that it 
is convex. To this effect, let a pair (m, n) of positive integers be given. 
Without loss of generality, we may assume n,(m) > L,(n). Then, by 
definition n(m, n) = Al(m) and d(m + 1, n) = L,(m + 1). 
We distinguish two cases: either 
(a) L(m,n+ 1)=fI,(m)>2,(n+ 1) or 
(b) n(m, n + 1) = I,(n + 1) > n,(m). 
In case (a), by definition A(rn + 1, n + 1) = Ll(m + l), consequently 
1 
‘I1 n(m, n) = O’ 
In case (b), there are two subcases: either 
(b,) I(m+l,n+l)=l,(m+l)>&(n+1)or 
(b2) n(m+ l,n+ l)=l,(nt l)>ll(mt 1). 
In case (b,), by definition and property (b), 
1 1 1 -=-- 
‘11 L(m, n) L,(m) &(n + 1) ’ O’ 
while in case (b2), by the monotony of {L,(m)}, 
1 1 1 
‘11 L(m, n) =n,(m>-J,(m+ 1)“. ’ 
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LEMMA 2. If{A( m, n)} is a nondecreasing sequence of positive numbers 
for which { l/A(m, n)} is convex and the condition 
2 f aik[log(i + l)]‘[log(k + l)]’ L*(i, k) < c0 (4.1) 
i=l k=l 
is satisfied, then there exists a nondecreasing sequence {n*(m, n)} of positive 
numbers for which { l/A*(m, n)} is convex, 
and 
WvO +. 
l*(m, n) 
as max{m, n} + 00, 
2 5 afk[log(i + l)]*[log(k + l)]‘[A*(i, k)]* < co. 
i=l k=I 
(4.2) 
(4.3) 
Proof By (4. l), there exists a strictly increasing sequence {m,} of 
positive numbers such that 
zgl g, afk[log(i+ 1)12[10g(k+ 1)12A2(iyk)<$ (p = 1, 2,...). 
max(i,k) >m, 
Define 
i*(i, k) = n(i, k) for i,k = 1, 2 ,..., m, - 1; 
= pJ(i, k) for mp < max{i, k} < mp+, (p = 2, 3,...). 
The fulfillment of (4.2) and (4.3) are obvious. To prove that (l/k*(i) k)} is 
convex, we distinguish four cases. 
Case (a). max{i, k} < m,. Then, by assumption, 
A 
1 1 
l1 L*(i, k) =A,, qi, k) a 0. 
Case (b). m,<max(i,k} <mp+l- 1 
definition, 
A 
1 1 
1’ A*(j,k) ‘pd” 
Case (c). max{i, k} = m,,, - 1, but 
m Ptl - 1, say, then 
for some p > 1. Then, by 
1 
L(i, k) “* 
min{i, k} < mp+, - 1. If i= 
A 
1 1 1 1 1 
l’ A*(i, k) =p 
-- 
“‘L(i,k) 
-A 
p+ 1 O1 L(i+ 1,k) 
1 1 1 1 =- A- A > 0. 
P ” L(i, k) + p(p + 1) Or A(i + 1, k) 
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Case (d). i=k=m,+,- 1. Then 
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1 1 1 1 1 1 
All l*(i,k) =pl(i,-pp 1 J(i+l,k)+I(i,ktl)-A(itl,ktl) 
1 
=- A 
p+l 
1 
l1 J(if k) ’ p(p + l)A(i, k) ’ 
>o. I 
LEMMA 3. If {n,(m) ] is a nondecreasing sequence of positive numbers 
for which condition (2.7) is satisfied, then 
(9 &- 00, as m-,oo, 
(4 ~,~=~ j&( (P = 0, L.-L 
1 1 
(iii) f~,&=o /&)I 
(i = 1, 2,...), 
(iv) 5 *=O /IX&?-/ (p = 0, L...), 
lTl=p 
(“) 2 $LOjy[ (i = 1, 2,...). 
m=i m 
(4.4) 
(4.5) 
(4.6) 
(4.7) 
(4.8) 
Proof. Here we drop the one subscript on n,(m). 
(9 BY Wj, 
whence 
1(2Pm,) < CPl(m,) (p = 0, l,...; c < 2), 
2”m, 2 p 
c 1 
m, 
WW >c no’m 
as p+cO. 
In the case where 2pp1m0 < m < 2pm,, we suffice to take into account the 
inequality 
m> 
2pp’m 
L(m) ’ I(Zpm,O) ’ 
(ii) Let 2” I > m, . Then for every m and p such that m, < m < p, 
A(2P) < CP-mA(2m), 
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and by (2.7), 
F. M6RICZ 
(iii) Let 2p < i < 2 p+l. Then by (ii) and (2.7), 
(iv) Let 2”’ > m,. Then for every p and m, m, < p < m, 
I(2m) < P-PA(29. 
Consequently, by (2.7), 
4 A2(2P) 
=4 -p--’ 
(v) Let 2p <i < ZPf’. Then by 
24+‘-1 n’(m) 
Li m3 q=p m=2q in3 
“, J’(m) < 5 c 
GC 
cc P(29+ ‘) = o 
4=P 
224 
v) and (2. 
P(2p+ 1) 
22pt2 
1, 
=o n’(i) 
I 1 I - . I 
5. PROOFS OFTHEOREMS 1 AND 2 
Proof of Theorem 1. First we apply Lemmas 1 and 2, then the extended 
Rademacher-MenBov theorem to the double orthogonal series 
resulting in a function F(x) E L2 such that 
Is,*,(x)l = 1 f jj a,J*(i, k) dik(x) / <F(x), a.e. (m, n = 1, 2 ,... ). (5.1) 
i=l k=l 
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We represent the differencef(x) - s,,(x) figuring in (2.4) as follows 
= A (l)(x) + A (“(x) + A (3)(x), mn mn mn say. 
Applying a double Abel transformation (see [6 or 111) yields 
(5.2) 
Agr!(x>= f g  aikn*(i,k)4ik(X) A*(: kj 
i=l k=n+l 
m-1 cc co 
= z, ,;+, 5xXPll 
n*(j:,k) +’ 2 
1 
k=n+l 
s;k(x)dO, A*(~, k) 
m-1 
On account of (5.1) and the convexity of { l/A*(i, k)}, 
‘Ai(xKF(x) ; L*(l,: + 1) - I*(m,ln + 1) 1 + L*(m,Ln + 1) 
1 1 1 
+ i”(l,n+ 1>- I*(m,nt 1) i i 
I 
+ I*(m,nt I)\ 
2W 
= A”(l, n + 1)’ 
a*e*’ 
(5.3) 
independently of m. 
Similarly, independently of n, 
(5.4) 
Finally, applying again a double Abel transformation, 
A:i(x)= i=t+, kj+l siTk(x)d11 A&) - k;+, s:k(x)dOl A”(~: 1 k) 
n 3 
- i=f+l si*(x)~,ll l 
S,*“(X) 
I*(i,n+l)-L*(mtl,ntl) 
whence 
IA %(x>i G 
Wx) 
13.*(m+ 1,n t 1)’ a*e. (5.5) 
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Putting (5.2)-(U) together, we find 
By (2.2) and (4.2), this implies the wanted inequality (2.4). 1 
Proof of Theorem 2. We set 
a* - 
I 
ip 
F- + Uik 
112 
P4- & 
!  
(p, q = 1, 2,...; i, = k, = 0) 
i=i,-,t 1 k=k,-,+I 
and 
uik#ik(X) if a,* # 0, 
= di,, kAx) if a,* = 0. 
It is obvious that {d,*,(x): p, q = 1,2,...} is an ONS and by (2.5) 
gl j$ b,*,12bg(p+ l>l’Podq+ ~>12~~~~~~l~~p>~~~~~q~~12 < 00. 
Thus, the application of Theorem 1 yields 
Si,,k,(X) -f(x) = i $ aS#Xx> -f(x) 
i-=1 t=1 
=Ox 1n,(:,,) +I,(lf,+,) ’ a*e* 1
This is (2.6) to be proved. I 
6. PROOF OF THEOREM 3 
Let 2P<m<2p”1 with an integer p 2 0. (For m = 1 we have 
rln(x) = sin(x).) Then clearly 
Lwz(x> -f(x) = b2P&) - f(x>l 
+ hP,,(4 - ~2P&>l + [urn&> - ~24nWl. (6.1) 
Accordingly, the proof of (2.10) is split into three parts. 
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Part 1. By Theorem 2 (in the special case i, = 2* and k, = q), 
condition (2.9) implies 
Part 2. We will prove that, under the condition 
we have 
sup 
n>1 
I S2a,n(4 - ~2&>I = 0, 
s 2p,nC+f(4=ox )&+&$ a.e. (6.2) 
f z aik[log(k+ l)]‘A:(i) < co, (6.3) 
i=l k=l 
, a.e. as p-+co. (6.4) 
The proof of (6.4) is done in two steps, while using the representation 
SZD&) - T~PJX) = ? 2 $-! adi&) (p, n = 1, 2 ,... ). (6.5) 
i=2 k=l 
Step 1. First we treat the special case where IZ = 2q (q = 0, l,...) and 
prove 
sup I s2P,*&) - r 2p,2q(x>I = ox/ & 1 T a.e. as p-+00. (6.6) 
q>o 
To this end, by the Cauchy inequality and (6.5) 
< ! +(r+l)’ F 6 
i-l 2 112 4 1 
EO I 2-2 k=ZfIIl+ 1 
2p 
aikdik(x) II 1 rfo (r + 1)2 
112 
t ’ 
with the agreement that by 2-l we mean 0 in this paper. Taking into account 
that the last factor on the right does not exceed {n2/6} “2, we can conclude 
that 
hPP) 1 sup IS2P,2&> - T2P,2S 
q>o 
@)I ] 
9* i fo(r+ 1)2~:(2p) I g2 kE$,+l 7jyaik@ik(X) i- 1 II 2 1/2 . 
\” O” F,(x) = I*;, x0 (r + 1)’ a2*) I ,g2 ,=2$,+, 
i- 1 2 l/2 
2p aik#ik(X) 3 
II 
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we have to show that F,(x) EL*. Indeed, by (4.7) and (6.3), 
I F:(X) Q(X) = f fJ (r + 1)’ 1i(2p) $ 
p=1 r=O i=2 k=*r-l+ 1 
( 5 2 f (i-&l2 afk[log 4k]* Ai(2p) 
p=l k=l i=2 
= 5 f (i- 1)2a~k[log4k]2 C 9 
i=2 k=l p:*P>i 
m  m  
=O{l} c 2 afk[log4k]* n:(i) < m. 
i=2 k=l 
(6.8) 
Hence B. Levi’s theorem implies (6.6) via (6.7). 
Step 2. Let 2q < n < 2q+’ with some q > 1. Then by (6.5), 
i=2 k=29+ 1 
whence 
24<rff:~q+, 1b2&4 - ~2wtW G 1bzp,24(4 - 52p,24(-4 +M;;‘(x), (6.9) 
where 
We are going to prove that, under condition (6.3), 
as max{p,q} + co. (6.10) 
To this effect, we apply the Rademacher-Mens’ov inequality (see, e.g., [2, 
p. 79; or 8, Theorem 31) to obtain 
[M~)(x)]2d,(x) < [log 2q+1]2 5 ‘f’ (ii2i)’ a:. 
i=2 k=Zq+l 
Setting 
F,(x) = 1 2 5 i:(2”)[A4~)(x)]j 1’2, 
p=1 q=, 
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we can obtain, in the same manner as in (6.8), 
I F;(x)&(x) < f f Lf(2P)[log 24+‘]* : *g’ @*;)* u3 p=1 q=, i=2 k=*s+ 1 
< f f -f @;*;I* 
p=, k=2 ,3 
&[log 2k12 Izf(2P) < co. 
Now (6.10) follows from B. Levi’s theorem. Combining (6.6), (6.9), and 
(6.10), we get (6.4). 
Part 3. We will prove that, under condition (6.3), 
as p+co. (6.11) 
Taking into account that 
2p<nJ~a+, I TAX> - t*LJ,nw G c I%&> - T,- &>I =4x-a 
rn=ZPi 1 
(6.12) 
we will prove somewhat more, namely, 
as p-+co. (6.13) 
We carry out the proof again in two steps, using the representation 
tmn(x) - t,- JX) = ;: + 
i-l 
,52 kZl m(m - 1) 
q./&(X) (m = 2, 3 ,...; n = 1, 2 )... ). 
(6.14) 
Step 3. First we verify (6.13) in the special case n = 29, i.e., 
1 
sup A;&(X) = 0, - I I Izr(2P) ’ a*e* as p-tco. (6.15) 4>1 
To achieve this goal, we use (6.14) and the Cauchy inequality: 
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This inequality suggests defining 
F3(x) = 
1 
f f m(r + 1)2Af(m) 
m=2 r=o 
By (4.8) and (6.3), 
= f 2 i2aik[log 4k]* ?’ $!$ 
i=2 k=l m=i 
= O(1) f f- a,‘,[log4k]‘/2;(i) < CO. 
i=2 k=l 
Hence B. Levi’s theorem implies (6.15) through (6.16). 
(6.17) 
Step 4. We proceed similarly to Step 2. By (6.14), 
2P+l 
2s<y;$s+, AJP,‘(x) <A$&) + 2 M:;(x)9 (6.18) 
rn=2Pi 1 
where 
(m = 2, 3 ,...; q = 1, 2 )... ). 
Applying the Cauchy inequality: 
2P+l 
x M:;(x) < (6.19) 
m=2pt1 
1 F’ m[M;;yx)]2~ 1’2, 
m=2p+ 1 
then the Rademacher-MenBov inequality separately for each fixed m: 
< -f 2f1 $z:,[log 2k]2. 
i=2 k=24+1 m  
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Setting 
we can get, in the same way as in (6.17), 
F:(x)&(x) < f f 5 2$’ &t[log 2k12 n:(m) 
m=2 q=l i=2 k=2q+l 
= f2 z3 g2 $ a:k[log 2k12 ‘%) < O”’ 
I- 
Hence B. Levi’s theorem implies, through (6.19), 
2P+l 1 
SUP c M~;(x)=o, - 
q>o m=2P+l I ! &(2P) ’ a*e* asp+co. (6.20) 
Putting (6.15), (6.18), and (6.20) together, we find (6.13) to be proved. 
Finally, (2.10) follows from (6. l), (6.2), (6.4), and (6.11). 1 
7. PROOF OF THEOREM 4 
We start with the identity 
~m,(X> -f(x) = [ S2P,29(4 -f(x)1 + b2.2d-4 - S2P,2&41 
+ bm,2@) - CJ 2P.24M + b2D,fIW - ~2P,2&4 
+ [~mn(X> - %,2d4 - ~2P,&) + ~,P,,&>l~ (7.1) 
where 2p < m < 2p+’ and 2q < n < 2q” , p and q being nonnegative integers. 
Accordingly, the proof is accomplished in five parts. 
Part 1. In the special case ip = 2” and k, = 2q Theorem 2 states that, 
under condition (2.12), 
S2424@) -f(X) = 0, 1 1 1 A1(2p) + A2(2q) , a.e. f 
Part 2. We prove that 
i 
1 
S2P,2&) - fJ2P,2&) = 0, - 
1 
- A,(29 + /12(24) ’ a-e* i 
(7.2) 
(7.3) 
126 F. MhICZ 
To this goal, we use the representation 
S2a,&) - %P,&) 
i- 1 k-1 (i-W-1) a, 9,k(X) - -_ 
2” + 24 2p24 i lk I 
= b2P.244 - G!,&>l + bZP,2dX) - 4t!2&>1 
- ,f2 g2 (i - i!‘,“u- ‘) aikdik(x)o (7.4) 
Thus, the proof of (7.2) is divided into three steps. 
Step 1. First we are going to prove that if 
j$, kfjl dk[l”g log@ + 3)12 ni(i) < coT (7.5) 
1 
SUP Is~~,~~(x) - 5ii!24(41 = 0, ~ y a.e. i 1 hPP) as p-+00. (7.6) q>o 
This statement is a simple consequence of (6.4). In fact, setting 
(r = 0, l,...), 
and 
uik$ik(X) if pi, # 0, 
= 9i,24x) if rZi, = 0; 
we obtain a new ONS {Fi,.(x) : i = 1, 2 ,...; r = 0, l,... }. By (7.5), 
i.e., condition (6.3) is fulfilled. Thus, by (6.4), 
SUP I s;P,,@> - G’d,, (x)1=0, [&j-i, a.e. as p-+ 00, (7.7) 
q>o 
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That is, (7.7) is equivalent to (7.6) to be proved. 
Step 2. In the same way one can deduce that if 
[z, kt, dk[l”g lo& + 3)12 A#) < Ooy (7.8) 
then 
sup I SZI,&) - f:?&7(X)l = 0, 
1 
- i I 12(2q) , a.e. as 4’ 03. (7.9) P>O 
Step 3. We show that under the condition 
(7.10) 
we have 
&sJx)= -f f y(:p- l) 
uik$ik(X) 
i=2 k=2 
a.e. as max{p, q} + co. (7.11) 
Indeed, setting 
we get by (4.7), 
= ,fj2 f2 (i- 1)2(k- l)‘dk c 
p:ZP>i 
= o{ 1) c 2 &n:(i) < a# 
i=2 k=2 
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Hence B. Levi’s theorem implies 
which is the first half of statement (7.11). The second half can be proved 
analogously. 
Collecting (7.6), (7.9), and (7.11) we find (7.3). 
Part 3. We will prove that under condition (7.5) 
sup max q>(J zP<m<ZP+l IO m,2&) - %&)I = 0, 1 I I -qF)’ 
a.e. as p+co. (7.12) 
We even prove a bit more; under (7.5), 
2PCl 
q>o m=ZP+, 
as p+ a (7.13) 
(cf. (6.12) and (6.13)). Using the representation 
~mn(X> - %-l,n(X> = g2 kg* m&-y 1) ( 1 -&q uik$ik(X) 
(m = 2, 3,...; n = 1, 2 )... ), (7.14) 
and taking (6.5) into account, we can write 
I,,,, - %-l.2d-4 = bm,2&4 - LI,2~Wl 
-g 5 (i-l)(k-1) 
i=2 kc2 m(m- 112” 
uik#ik(X)* 
Hence 
2P+l 
,=z+ 1 bm.2d-4 - %-1,24(x)I am:, + A;)(x), 
(7.15) 
where AZ(x) was defined in (6.12) (now n = 2q) and 
We divide the proof of (7.13) into two steps. 
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Step 4. Using the same “contraction” technique as in Step 1 above, 
from estimate (6.13) one can deduce that, under condition (7.5), 
1 
sup AK&(x) = 0, ~ I I 11(2P) ’ a.e* as p+co. (7.16) q>o 
Step 5. We will check that, under condition (7.10) 
A:‘(X) = 0, min \ 
1 
1 1 
- 
/lpy’ 12*(24) ’ a-e* iI 
as max(p, q) + 00. (7.17) 
In fact, by the Cauchy inequality, 
Agyx) < ) y m T ;“- (i- l)(k- 1) 
[ I 
2 l/2 
Qik hk(X) 
m--zJ7+1 i%2 ,e2 m(m - I)2” 
1 
Setting 
by (4.8) and (7.10) 
I’ F;(x)&(x)= 2 F 
(i - 1)2(k - 1)2 
m=2 q=1 m2(m- I)2224 dk 
< T ; ;: < i2k2 -&l:(m) 
mt2 qf, ,e2 k$2 m322q 
m  02 
= C 2 i2k2afk 
i=2 k=2 
= 0{ I} 2 2 af,A:(i) < co. 
i=2 k=2 
Hence B. Levi’s theorem implies the one half of (7.17). The other half can be 
proved similarly. Combining (7.15~(7.17) yields (7.13). 
Part 4. The companion statement to (7.12) reads as follows: Under 
condition (7.8), 
as q-co. (7.18) 
130 F. M6RICZ 
Part 5. Finally, we prove that, under condition (7.8), 
A:‘(x) = max max 
2P(m(2P+l 24<n<2s+1 
b,,(x) - ~,~dx) - a2p,n(4 + f~~~,~~(x)I 
1 1 
=0 x 1 min 1 L,O’ m tt , a.e. as max{p, 4}-+ 00. (7.19) 
The proof is based on the following estimation: 
Now we define 
A simple computation gives, by (4.8) and (7.10), 
It remains to apply B. Levi’s theorem in order to obtain the part 
o,{ 1/d,(2P)} in (7.19). The proof of the part o,{ 1/A2(2q)} is quite similar. 
Collecting (7.1)-(7.3), (7.12), (7.18), and (7.19) we obtain (2.13) to be 
proved. I 
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8. PROOFS OF THE THEOREMS IN SECTION 3 
We set 
! 
112 
a, = c 4 
(i.k)EQr\Qr-l 
(r = 1, 2,...; Q, = 0) 
and 
(Jr(x) =’ -i- 
‘r (i,k)E$\Q,-l 
aik4ik(X) 
= #Jx) with some (i, k) E Q,\Q,-, 
if 5, # 0, 
if 5, = 0. 
It is clear that {Fr(x): r = 1, 2,...} is an ONS and conditions (3.1)-(3.3) turn 
into the following ones: 
and 
$, ti:pog log@ + 3)12 n:(r) < co. 
Thus, we can apply the two theorems of Tandori [ 131 in order to conclude 
Theorems 1’ and 4’. Theorem 2’ can be deduced from Theorem 1’ in the 
same way as Theorem 2 is deduced from Theorem 1 in Section 5. It remains 
to prove Theorem 6’. 
To this effect, let {vi(x): i = 1,2,...} be an (ordinary) ONS and consider 
the single orthogonal series 
2 biWi(x)T 
i=l 
(8.1) 
where {bi : i = 1,2,...} is a sequence of real numbers with JJ bf < co. By the 
Riesz-Fischer theorem there exists a function g(x) E L2 such that the partial 
sums 
sm(x) = F biVi(x) (VI = 1, 2,...), 
i=l 
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of series (8.1) converge to g(x) in L’metric: 
!^ Lhl(x> - &>I * 4(x)+ 0 as m+oo. 
Denote by a,(x) the first arithmetic means of the partial sums: 
a,(x) =; f! Si(X) = 
Z 
(m = 1,2,...). 
The following theorem seems to be new. 
THEOREM 7. Zf conditions (2.17) and 
g bf[log lo& + 3)12 w < 00 
are satisfied and {m/A:(m)} is nondecreasing, then 
I k $ Isitx> - g(x)12 i-l j”2 =o, [&I, a.e. (8.3) 
After these preliminaries, Theorem 6’ can be deduced from Theorem 7 in 
the same manner as Theorems 1’ and 4’ are deduced from the corresponding 
theorems of [ 13 1. 
Proof of Theorem 7. We begin with the obvious inequality 
+ 1; itl [ui(x> - g(x)l’/ I”. (8.4) 
On the one hand, by (8.2) we can apply [ 13, Theorem 21 resulting in 
u,(x) - g(x) = 0, 
1 I I - A,(m) ’ a.e’ 
We note that in the Tandori theorem in question a stronger requirement is 
imposed on the sequence {n,(m)} than (2.17), namely 
Mm*) = W,(m)1 (m = 1, 2,...). 
But an analysis of his proof reveals that even condition (2.7) is actually 
enough. 
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Due to (2.17), {n:(m)} satisfies condition (2.7). By (4.4), (4.6), and (8.5), 
one can conclude that 
1; $ hi(x) - g(x)l* 1”’ = 0, !$$I, a.e. l-l 
(8.6) 
On the other hand, letting 
c [s,(x) - a,(x)]* ( I’*, 
the termwise integration gives 
I F;(x) lip(x) = 1 - 
“, g(m) ft (i - 1)’ bf 
m=l m i i=2 m* ’ 
C(m) = F (i- 1yq T m)= 
,q 
O( 1) c bf/q(i) < co, 
m=i i=2 
where we used (4.8) and (8.2). By B. Levi’s theorem F,(x) E L*. We can 
apply the well known Kronecker lemma (see, e.g., [2, p. 721) since 
{m/A:(m)} is nondecreasing by assumption and tends to co by (4.4). As a 
result we get 
I 
1 “, - 
’ m iZ1 IsiCx) - ai(x>l 2 
/“*=ox i&l, a.e. (8.7) 
To sum up, (8.4), (8.6), and (8.7) result in (8.3) to be proved. 1 
9. PROOFS OF THEOREMS 5 AND 6 
Proof of Theorem 5. It resembles the proof of Theorem 4. Therefore we 
only sketch the proof. We again use identity (7.1), this time with p = q. 
Part 1. Theorem 2’ in the special case Q,= {(i.k)E N*: 
i, k = 1,2,..., r} (square partial sums) and rP = 2p states that, under condition 
(2.14) 
SZP,&) - f(x) = 0, ] +pj- 1, a.e. 
Part 2. If 
(9.1) 
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then 
S2P,2&) - (J 2~,2&> = 0, /&I, ax. (9.3) 
Indeed, setting 
~dx> =I f mP)hP,*P(.4 - ~2P,2P(X)12 “I p=o I 
by (7.4), (4.7), and (9.2) one can show that F,(x) EL’. Applying B. Levi’s 
theorem yields (9.3). 
Part 3. If (9.2) is satisfied, then for every 192 1 
M;;(x) = max 
.9-~2P<m<l32P+~ 
ID rn,2P(X) - ~ZP,2P(X)I 
1 
=o * i I 1,(2P) ’ a*e* (9.4) 
It is clear that 
+ max 
2P<m<e2P+l 
ID m,2&) - ~2P,&l 
= M$(X) + ME’,(x), (9.5) 
say. For instance, we treat ME’,(x) in detail. By the Cauchy inequality 
e2p+f 
@23(x) G c I%,2~(4 - ~m-l,*P(x)I 
rn=2Pi 1 
1 
e2p+l 
< (2t9- 1) c [a 
m=2L-t1 
m,*a(x) - Ll.2Pw~ 1'2. 
Using (7.14), (4.7), and (9.2) one can check that 
F,,(x) = 
i 
2 n:(2”)[&q$(x)] “2 E L2, 
p=o I 
whence B. Levi’s theorem implies 
APPROXIMATION THEOREMS 135 
The same estimate can be deduced for M$(x). This completes the proof 
of (9.4). 
Part 4. The symmetric counterpart of (9.4) reads as follows: If (9.2) 
is satisfied, then for every 8> 1 
e-,*P~~&2p+, l(J2P.M - fJ2P,2P (XII =ox/ -j-&I , a.e. (9.6) 
Part 5. Under (9.2), for every 19 > 1, 
max max 
2P<m(ZP+I 9-‘2P(n(e2P+’ 
I ~r?In(X) - %,2PW - ~ZP,&) + ~2P,ZP(X)l 
In fact, it is enough to estimate 
Mu) = max max 
2P<m<2P+I 2P<n(aZP+l 
lf~~A.4 - ~m,2p(x) - a2p,,(4 + ~2p,2pWI 
(cf. (9.5)). Introducing 
F,,(x) = 1 t n;(2p)[M;)(x)]2 1 “2 
P 0 
and using an estimate similar to (7.20) (this time p = q), one can conclude 
F,,(x) E L2. and (9.7). Putting (9.1) (9.3), (9.4), (9.6), and (9.7) together, 
we find (2.15). I 
Proof of Theorem 6. It will be done in two parts. 
Part 1. Due to the monotony of {m/A,(m)} and (4.6), 
l+ico 1 
2 “n:(i> I t n:(m> 
(m = 1, 2,...). 
m 1=I 
Consequently, by Theorem 5, 
If .fl ki-,i L”idX) -ftx)12 1 “2 
136 F. Mi)RICZ 
Part 2. We will prove that if (9.2) is satisfied and {m/A,(m)) is 
nondecreasing, then for every t?> 1, 
This can be verified by showing 
F,,(x) = 2 9 1 rn=l .=z,, b,,(x) - %nw2 ( 1’2 E L2. 
To this end, one has to use a representation analogous to (7.4), then (4.8) 
and (9.2). 
So, the series 
converges a.e. One can apply the Kronecker lemma, since m/A,(m) -+ 00 as 
m + co in a nondecreasing way, and obtain (9.9). Combining (9.8) and 
(9.9), we get (2.16) to be proved. 1 
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