ABSTRACT In recent years, online feature selection has been a research topic on streaming feature mining, as it can reduce the dimensionality of the streaming features by removing the irrelevant and redundant features in real time. There are many representative research efforts on the online feature selection with streaming features, i.e., alpha − investing, online streaming feature selection (OSFS), and scalable and accurate online approach (SAOLA) for feature selection. In these studies, alpha-investing has limited prediction accuracy and a large number of selected features. SAOLA sometimes offers outstanding efficiency in running time and prediction accuracy but possesses a large number of selected features. OSFS offers high prediction accuracy in many datasets, but its running time increases exponentially with an increasing number of features with low redundancy and high relevance. To address the limitations of the above-mentioned works, we propose an online learning algorithm named OSFASW , which samples streaming features in real-time by a self-adaption sliding-window and discards the irrelevant and redundant features by conditional independence. The OSFASW obtains an approximate Markov blanket with high prediction accuracy, meanwhile reducing the number of selected features. The efficiency of the proposed OSFASW algorithm was validated in a performance test on widely used datasets, e.g., NIPS2003 and causalityworkbench. Through the extensive experimental results, we demonstrate that OSFASW significantly improves the prediction accuracy and requires a smaller number of selected features than alpha − investing, OSFS, and SAOLA.
I. INTRODUCTION
Feature selection effectively combats the curse of dimensionality [1] - [3] by removing the redundant and irrelevant features, thereby obtaining an ''optimal'' subset from the original high-dimensional feature set under a certain criterion [4] . In traditional feature selection, all candidate features are available before learning starts. Nevertheless, in real-world applications, the feature spaces are very highdimensional and continually increasing [5] , [6] . Examples are real-time monitoring and analysis of environments, dynamic image capture, feature collection in intrusion detection, behavioral changes of hot topics in Weibo, automated medical diagnosis and cancer prediction [6] , [7] , and remotesensing image classification [1] . Such streaming-feature spaces, which dynamically receive new features one by one, require a sequential treatment. Hence, it is not practical to wait until all features have been generated before feature selection begins [8] .
As the most important branches of feature selection, Online feature selection [9] - [12] can process the stream features in real time rather than waiting for all features to arrive [13] , [14] . Representative methods of online feature selection with streaming feature [8] include Grafting [15] , Alpha-investing [16] , OSFS [17] , OGFS [18] , and SAOLA [19] . Grafting [15] is an embedded featureselection approach that discards many of the irrelevant and redundant features. Although it handles the streaming features, it requires a known feature size to evaluate the regularization parameter λ [15] , [17] . Alpha-investing [16] can handle infinitely large feature sets, but evaluates each feature exactly once, without considering the redundancy of the selected features. Therefore, the prediction accuracy of Alpha-investing is low and unstable. OSFS [17] decides the conditional independence by the G 2 test and Fisher z-test, then identifies the irrelevant and redundant features and removes them from the streaming features. Consequently, OSFS achieves higher prediction accuracy with fewer features than Grafting and Alpha-investing in datasets with highly redundant features. However, although OSFS adaptively handles extremely high-dimensional feature sets, its runtime exponentially explodes as the number of non-redundant features increases. OGFS [18] selects features using the group structure information as prior knowledge. This algorithm improves the selected features by implementing both intra-group and inter-group feature selection, but must choose a small number of positive parameters in advance, which is relatively difficult without prior information. SAOLA [19] performs online pairwise comparisons, and filters out redundant features by a k-greedy search strategy. The algorithm handles feature spaces with extremely high dimensionality, but it cannot find an optimal value for the relevance threshold and the number of selected features is too large. In addition, some methods, e.g. self-adapting feature evaluation (SAFE), and adaptive neighborhood selection based on expansion strategy (ANSES), are proposed by using an adaptive cost function to automatically handle. They adaptively optimize relevance, redundancy, and complementarity while minimizing the subset size. But it is not suitable for handling streaming features [20] , [21] .
The above methods greatly relieve the burden of processing high-dimensional streaming-feature datasets. Nevertheless, the overflow of streaming features cannot be addressed. With the continuous arriving of new features and the increasing of redundant features, some streaming-features datasets, e.g., medical diagnosis datasets [6] , would be analyzed repeatedly. The re-processing of redundant features will cost some runtime. This may lead to the overflow of new features before they can be processed. Therefore, the overflow of streaming features may occur.
Based on the above observations, we propose an efficient framework of feature selection with streaming features. Based on this framework, we develop a novel algorithm called OSFASW that processes the streaming features. Unlike most existing online feature-selection algorithms with streaming features, we adopt a sliding-window sampling with self-adaption strategy that aims to solve the following challenges: 1) explore the influence of the slidingwindow size on streaming-feature selection by an effective mechanism, 2) select features with high accuracy using the sliding-window strategy and 3) evaluate the performance of our algorithm and tackle its drawbacks.
The main contributions that distinguish the proposed method from existing methods are threefold. 1) Our slidingwindow sampling with self-adaption strategy processes streaming features with higher accuracy and fewer selected features than existing methods. 2) The streaming features are saved in a size-adjustable buffer, which prevents the overflow of streaming features.
3) The theoretical properties of the OSFASW algorithm are analyzed, and their empirical performances are evaluated in an extensive set of experiments.
The remainder of the paper is organized as follows. Section II introduces the preliminaries, including the important notations, definitions, and the OSFASW framework for online streaming-feature selection. Section III proposes and analyzes our OSFASW algorithm, and Section IV reports the experimental results. The paper concludes with Section V.
II. FRAMEWORK FOR STREAMING FEATURE FILTERING A. NOTATIONS AND DEFINITIONS
The entire feature set consists of four types of features: irrelevant, redundant, weakly relevant but non-redundant, and strongly relevant features [17] . Strongly relevant features are indispensable in the sense that they cannot be removed without loss of prediction accuracy. If a strongly relevant feature is removed alone, it will result in performance deterioration of an optimal classifier. Weakly relevant features can sometimes contribute to prediction accuracy. Therefore, they are divided into non-redundant features and redundant features [17] . Irrelevant features are not necessary for improving prediction accuracy [22] .
In the process of feature selection, the selected features are optimally assigned to a class attribute [23] . The optimized feature set contains all non-redundant and strongly relevant features [17] . The optimal feature subset is called a markov blanket of the class attribute. The markov blanket criterion removes all irrelevant and redundant features from the feature space [23] .
The present paper considers the problem of online feature selection from streaming datasets. Table 1 demonstrates the symbols and notations used in the paper.
In the present study, S is a set of feature space containing all available features under the streaming feature condition. Assuming that x i denotes the ith input feature and a new incoming feature at timet i , CSF i−1 is the selected feature set until time t i−1 (CSF i−1 ⊂ S), and C is the class attribute [19] . Since we process one dimension at a time, the research problem at any time t i is how to maintain a minimum size of a feature subset S i .
Definition 1 (Independence): In a variable set S, two variables x, y ∈ S are independent with respect to a probability distribution P, denoted as x⊥y, iff P(x, y) = P(x)P(y). Similarly, if x and y are not independent denoted as x\ ⊥y iff P(x, y) = P(x)P(y). Conditional independence is a generalization of the traditional notion of statistical independence in Bayesian networks because of the factorizations of the allowed joint probability distribution. If x and y are dependent in the condition of S i , then we can write P(x, y|S i ) = P(x|S i )P(y|S i ).
Definition 3 (Null-Conditional Independence): In a variable set S, two variables x, y ∈ S are null-conditionally independent iff P(x|y,
Definition 4 (Markov Blanket [19] , [24] ): A markov blanket of class attribute C, denoted as MB(C), is a minimal set of features, make
x⊥C|MB(C).
A markov blanket of class attribute C, denoted as MB(C), is a set of parents, children, and children's parents (spouses) of C. In Pearl's terminology, MB(C) is also called the markov boundary [25] . Using the markov blanket, we can eliminate conditionally independent features from the feature selection, without increasing the distance from the desired distribution.
Definition 5 (Strong Relevance [17] ): A feature x is strongly relevant to the class attribute, C, iff
Definition 6 (Weak Relevance [17] ): A feature x is weakly relevant to the class attribute, C, iff [17] 
Definition 7 (Redundant Features
As shown in Eq. (3), the adjustment ratio r is the redundant ratio rd divided by the relevant ratio rl. The r is proportional to rd. Meanwhile, r is inversely proportional to rl. The larger the proportion of redundant features in the relevant features is, the large value of r will be obtained, and vice versa.
The values of N rd and N rl are automatically obtained during the running of the OSFASW algorithm. The value of r varies continuously with N rd and N rl . The reason is that N rd and N rl . dynamically change with the coming of the streaming features.
THE VALUE OF R VARIES CONTINUOUSLY WITH N AND N.
2) SIZE OF SLIDING-WINDOW SW
The size of the sliding-window sw is calculated by Eq. (4). The sw is related to r, λ, r α , r β and sw 0 . Here, sw 0 is the initial value of sw. λ is the adjustment coefficient. Meanwhile, r α and r β are threshold values.
The values of these parameters may affect the runtime and the number of features in the OSFASW algorithm. Therefore, appropriately setting the parameter values is crucial for effective execution of the algorithm. The adjustment coefficient λ is obtained through training, whereas r α and r β are artificially constructed. r is automatically computed according to the streaming features. A larger r means that the size of slidingwindow sw will be enlarged. Contrarily, a smaller r means that the size of sliding-window sw will be reduced. Therefore, r is strongly related to sw. The reason why the value of sw varies by Eq. (4) is that we want to quickly remove redundant features by the k-greedy search strategy in the buffer of sliding-window BSW and candidate features sets CFS. In the case of sw, the less redundant features in relevant features are, the more time is spent, and we will reduce sw. Similarly, the more redundant features in relevant features are, the less time is spent, and we will increase sw.
3) FEATURE SELECTION USING SLIDING-WINDOW SAMPLING STRATEGY
Streaming features can be selected in a stepwise manner, as shown in Fig. 1 . A feature space is assumed as the set of all features before the arrival of new features x i at time t i . Of course, the feature space is not saved, and only the new features are filtered.
The streaming features are contained in a dynamic streaming-feature space that flows over time while the number of data instances remains fixed [17] . The streaming features are sampled step-by-step by the sliding-window. Once sampled, the features are further filtered in the redundancy analysis. The online feature selection using the slidingwindow sampling strategy proceeds as follows.
• The irrelevant features are separated from the streaming features by the null-conditional dependence criterion (Definition 3). The irrelevant features are discarded because they are unimportant to class attribute C. e.g., f 14, f 15 , f 18 , f 19 , f 20 . The relevant features enter the buffer of sliding-window BSW for step-by-step sampling. The relevant features are divisible into two categories: strongly relevant and weakly relevant.
• The sliding-window continuously collects the relevant features and saves them in the buffer of slidingwindow BSW. When the buffer is full, the stored features are passed to the redundancy analysis. The size of sliding-window is dynamic changed according to Eq. (4).
• The redundancy analysis removes the redundant features from the relevant features (Definition 7) by the conditional independence criterion (Definition 2). In Phase 1, the filtering is executed in the buffer of sliding-window BSW. In Phase 2, it is executed in the candidate features set CFS. The filtering process continues as new features stream through, and the selected features continue to change. Consequently, the remaining features are the finally selected features.
C. THE OSFASW FRAMEWORK
In this section, we propose a framework for streaming features selection by the conditional independence and selfadaption sliding-window sampling, as illustrated in Fig.2 .
In the proposed framework, the data instances are fixed while the features flow through and are evaluated on arrival. The online relevance analysis discards the irrelevant features. The relevant features are then sampled by the sliding-window, and the redundant features are removed by the redundancy analysis.
1) ONLINE RELEVANCE ANALYSIS
The online relevance is analyzed to identify and remove the irrelevant features from the streaming features. If an incoming feature is relevant to class attribute C, it is added to the BSW; otherwise, it is classed as an irrelevant feature and is discarded. In Fig. 2 , theBSW is a buffer array that stores the sampling features, and CFSis a candidate feature set in current time.
Proposition 1: The features filtered by null-conditional independence are irrelevant features.
Proof: By Definitions 3 and 8, the following holds.
By above knowable, x and y are non-conditionally independent and irrelevant to each other.
Therefore, the features filtered by null-conditional independence are irrelevant features.
2) ONLINE REDUNDANCY ANALYSIS
The conditional independence criterion identifies the redundant features in the BSW and CFS. After filtering by conditional independence, the elements in BSW and CFS are strongly relevant or non-redundant. TakeCFS as an example.
Filtering by conditional independence:when a new feature is merged into theCFS, it is filtered by the conditional independence. In this phase, the redundant features can be filtered out through a k-greedy search strategy. The filtering processes in CFS are as follows: i) For class attribute C and each y ∈ CFS,
Proposition 2: For a class attribute, C, the candidate feature set CFS goes through the filtering of conditional independence. If ∀f ∈ CFS, ∀,
Proof: Suppose CFS has already been filtered through the filtering of conditional independence. ∀f ∈ CFS,
III. ONLINE STREAMING FEATURE SELECTION ALGORITHMS A. THE OSFASW ALGORITHM AND ANALYSIS
Based on the OSFASW framework, we proposed our OSFASW algorithm of streaming feature selection. The overall implementation is described in Fig.3 . In this algorithm, f is a new feature.
Steps 8 and 9 of the OSFASW algorithm analyze the online relevance and remove the irrelevant features from the streaming features. If feature f is irrelevant to class attribute C, it will be discarded. Otherwise, the algorithm proceeds to steps 10 to 34, and BSW = BSW ∪ {f }. If BSWis full or no new feature is received, the algorithm moves to steps 16 to 20.
In steps 16 to 20, OSFASW filters the redundant features in BSW. The filtering proceeds as follows: if feature x in the BSW is independent of C under the condition ∃ subSW ∈ BSW-{x}, it is ejected from the BSW. Finally, the algorithm sets BSW = BSW -{x}, and enters step 21.
Steps 24 to 28 of theOSFASW algorithm discard the redundant features in CFS. For each y, y ∈ CFS, if ∃ subset ⊆ CFS-{y}, s.t. y is the independent feature under the conditions of subset, OSFASWremoves y from the CFS. The loop in steps 24 to 28 removes the redundant features in the CFSas new features arrive in the BSW.
In steps 29 to 31, sw will be resized according Eq. (3). After clearing the buffer, i.e., setting BSW = {}, new features are analyzed until no new features arrive or thestopping criteriaare met.
The OSFASWalgorithm denotes conditional independence by the x⊥C|S notation, with S ⊆ CFS-{x}. To evaluate x⊥C|S, OSFASW uses the p-value returned by the G 2 test for discrete data, and the Fisher's z-test for continuous data. The significance level α is usually set to 0.01 or 0.05.
In this paper, the threshold of the significance level was set to α = 0.05. We define ρ as the obtained p-value. x⊥C|S defines the null hypothesis (H 0 ); that is, x and C are conditionally independent givenS, iff ρ > α. In the alternative hypothesis (H 1 ), x and C are non-conditionally independent given S, iff ρ ≤ α. H 0 is denoted as x ⊥C|S. The time complexity of x⊥C|S is nlog(n), where n is the number of training instances. In practice, the quality of OSFASW highly depends on its ability to statistically determine x⊥C|S or x ⊥C|S.
B. TIME COMPLEXITY OF OSFASW
The complexity of the OSFASW algorithm mainly depends on the testing of redundant features. Assuming that |M | features have arrived thus far, the times of the features gathered in the sliding-window is s, s = |M |/sw. k is the maximum size to which CFS can grow, and |RF| is the total number of relevant features in |M |. Thus, the overall complexity of OSFASW is O(s · sw · 2 sw/2 + |RF| · |CFS| · k |CFS| ). The worst-case time complexity of OSFASW is O(s · sw · 2 sw + |M | · |CFS| · k |CFS| ), when the number of feature in the CFS is N (step 23). If the number of relevant features is too large, the complexity of OSFASW will become very high. In this case, the redundant features cannot be found, and all relevant features will be assessed as strongly relevant. Obviously, this case is hardly possible.
C. ANALYSIS OF SELECTED FEATURES OF OSFASW
To guarantee a unique markov blanket for class attribute C, the distribution of the dataset must be faithful [22] , [26] , [27] . When the faithfulness condition is violated (as in many datasets from real-worlds applications), the markov blanket of the class attribute C is non-unique [28] . Therefore, we only intend to find an approximate markov blanket rather than prove whether the set of selected features by the OSFASW is a markov blanket.
The OSFASW discards a large number of features from the CFS. The remaining features constitute the elements of the set of selected features. According to Definition 4 and Propositions 1 and 2, the discarded features are excluded from the markov blanket of the class attribute C. Obviously, the set of selected features is an approximate markov blanket. 
IV. EXPERIMENT RESULTS

A. EXPERIMENT SETUP
The experiments are included in two aspects. First, we analyze four parameters r a , r b , λ and sw of the OSFASWalgorithm in Section B. Secondly, we compare the OSFASWalgorithm with three established online algorithms in Section C.
All experiments were conducted on a computer with a Xeon(R)-processor CPU E3-1505M (3.0 GHz) and 32 GB RAM. The representative Alpha-investing, OSFS, SAOLA and OSFASW algorithms were tested on the 14 benchmark datasets listed in Table 2 .
The arcene, dexter, ionosphere, lung cancer, prostate, madelon, dorothea, and leukemia datasets come from the NIPS 2003 feature-selection challenge [8] , and the lymphoma and sido0 datasets are from Rosenwald et al. [29] . We also downloaded the slyva, lung, and reged1 datasets from Causality Workbench. Reged1 is a genomics dataset containing putative lung-cancer genes. In ten of these datasets (lung, dexter, sylva, lymphoma, reged1, lung-cancer, prostate, leukemia, arcene, and Smk_can_187), the number of features exceeds the number of instances. These 14 datasets cover a wide range of real-world application domains, and include gene expressions, ecological findings, and casual discoveries. Constructing the feature selections for such diverse data is extremely challenging.
The experiments were conducted in the following steps. 1) setting of parameter r a and r b in Section B.1, 2) training of the parameter λ in Section B.2 , 3) analyzing the effect of swon the number of selected features and runtime in Section B.3, 4) comparing the prediction accuracies of OSFASW with those of Alpha-investing, OSFS and SAOLA in four state-of-the-art classifiers, namely, Decision Tree, K -nearest neighbor (KNN), Support vector machine (SVM), and Ensemble in SectionC.1, and 5) analyzing the number of selected features and runtime of the above algorithms in Section C.2.
B. PARAMETERS ANALYSIS 1) SETTING OF PARAMETER r α AND r β
In this section, we focus on emphasizing the influence of r α and r β to runtime and the number of selected features. We choose 6 benchmark datasets in Table 3 . These datasets represent various redundancies. For convenience of experiment, we set the initial value of sw 0 to 5, and λ to 0.5, then let r α and r β take different values, e.g. r α = 0.1, r β = 0.9; r α = 0.2, r β = 0.8; andr α = 0.3, r β = 0.7.
In Table 3 , we report the comparison results with different values of r α and r β . The less runtime are highlighted in bold face. We observe these results as follows. (1) Under different values of r α and r β , the runtimes of the OSFASW algorithm are different. (2) Using both r α = 0.2 and r β = 0.8, the OSFASW algorithm achieves less runtime against other values of r α and r β . (3) The number of selected features is irrelevant with r α and r β .
In Table 4 , The elements are respectively labels of selected features in datasets. We can observe that no matter what the value of r α and r β are, the selected features are the same.
As mentioned above, r α and r β only affects the runtime without affecting the result of selected features. This is because the size of the sliding-window is fixed, even though r α and r β are constantly changing in the experiment.
2) TRAINING OF ADJUSTMENT COEFFICIENT λ
In this section, we focus on the analysis of λ by training λ in the given datasets. To observe the effect of λ on the size of sliding-window, runtime and the number selected features, we chose six datasets for training, and divided them into two categories: high-redundancy datasets (arcene, leukemia, lymphoma and Smk_can_187) and low-redundancy datasets (sylva and lung-cancer), and the latter group has high relevance. Moreover, r α , r β were assigned 0.2 and 0.8, respectively.
• Effect of λ on the size ofsliding-window As shown in Eq. (4), obviously, λ affects the variation amplitude of sw. The variational amplitudes ofsw increase with the increasing of λ. In order to observe the effects of λ on the size of sliding-window with the inflow of features, we introduce four datasets with different redundant ratios. In the experiment, r α , r β were assigned 0.2 and 0.8, respectively. The parameter λ is sequentially set to 0.5, 0.75, 1.0, 1.25, 1.5, 1.75, and 2.0. The parameter sw 0 is set 5. Fig. 4 presents the experimental results.
We can observe as follows. (1) With the increase of streaming features, the sw tends to be stable. This is because the overall structure of datasets is generally consistent. (2) The sw increase faster in all datasets. The reason is that the irrelevant features in the datasets have been filtered before the slidingwindow self-adjusts. (3) In the case of different values of λ, the sw varies greatly. For λ = 0.5 and 0.75, sw has hardly changed. Therefore, λ = 0.5 and 0.75 are unsatisfactory. For λ = 1.75 and 2.0, sw changes greatly. From Fig.4 , we know that the OSFASW algorithm use k-greedy regulation in the phases of removing redundant feature. If sw is too large, the complexity of the filtering of redundant features will increase exponentially. For λ = 1.0, 1.25, and 1.5, sw changes appropriately with the constant inflow of relevant features. Simultaneously, OSFSAW can preserve better performance with λ = 1.0, 1.25, and 1.5, especially λ = 1.0, and we will discuss in details in the Section of ''effect of λ on runtime''. (4) In Fig.4 , the length of the curve represents the changing number of the sliding-window. We can observe that the changing number of sliding-window is small in condition of λ = 0.5 and 0.75. On the contrary, the changing number of the sliding-window is large in condition of λ = 1.75 and 2.0. This is because the changing number of the sliding-window will decrease with the increasing of sw.
• Effect of λ on runtime In this section, we present the experiments to evaluate the effect of λ on runtime. The time complexity of the OSFASW is closely related to sw, in which λ is an important parameter of sw.
To measure the performance of λ in OSFASW algorithm, we used six representative datasets, four of which are highly redundant (arcene, leukemia, lymphoma, Smk_can_187), and the other two are lowly redundant (sylva, lung-cancer). Figs. 5 and 6 show the changes of runtime in these datasets when λ varies from 0.5 to 2.0. The runtimes of all datasets reach minimum at λ = 1.0. As λ moves farther from 1.0, the runtime of OSFASW increases. This is because OSFASW algorithm uses a heuristic k-greedy strategy to filter redundant features. Meanwhile, as shown in Fig.5 , when λ = 1.0, sw is the most suitable. Therefore, when sw is very large or very small,OSFASW will slow down.
• Effect of λ on feature number In this experiment, λ was varied from 0.5 to 2.0. Changing λ does not influence the number of OSFASW-detected features VOLUME 7, 2019 in the 6 datasets (Fig. 7) . This indicates that λ does not affect the feature number, at least in the current datasets.
3) EFFECT OF sw ON THE NUMBER OF SELECTED FEATURES AND RUNTIME Table 5 tabulates the changes in the number of selected features and runtime with different values of sw. When the sw is too large or too small, the accuracy of the feature selection is compromised.
Therefore, sw must be selected to both maximize the accuracy and minimize the runtime. To find the selection rules, we respectively set sw to 5, 10, 20, 30, 40, and 50. These six values yield very high complexities in the worst-case scenarios, so are sufficient for our purpose. In these experiments, we explored the parameters that determinesw. The results are summarized below.
• Table 5 plots the number of selected features versus sliding-window size in the lung and lymphoma datasets (as examples). As the size of sliding-window increased, the number of selected features fluctuated. More specifically, for sw = 5, 10, 20, 30, 40, and 50, OSFASW selected 11, 11, 11, 10, 11, and 10 features in the lung dataset, and 5, 4, 4, 5, 5, and 4 features in the lymphoma dataset. As is shown in Fig. 8 , the prediction accuracies of the four classifiers were very statistically close indicating that the prediction accuracy ofOSFASW was stable in the four classifiers.
• Changing the size of sliding-window clearly altered the runtime (Table 5) , and (by implication) the capturing number of the streaming features. If the runtime is too large, the buffer will enlarge. Therefore, there exists an optimal sw that minimizes the runtime under the precondition of high accuracy. As shown in Table 5 , the runtime is increased in the low-redundancy and high-relevance datasets (lung, reged1, sylva, lung-cancer, sido0).
C. COMPARISON OF OSFASW WITH THREE ESTABLISHED ONLINE ALGORITHMS
This section empirically evaluates the performance of OSFASW and similar existing algorithms. The performances of the OSFASW algorithm and the three state-of-the-art online feature selection algorithms (Alpha-investing, OSFS, and SAOLA) were compared by 10-fold cross validation on each training dataset. As the evaluation measures, we adopted the prediction accuracy, number of selected features, and runtime. All of the above algorithms were implemented in Library of Online streaming-Feature Selection (LOFS) [30] , an open-source library for online feature selection with streaming features. To experimentally evaluate the qualities of the selected features, we adopted the classifiers Decision Tree (Complex Tree), SVM(Medium Gaussian SVM), KNN(Cosine KNN) and Ensemble(Boosted Trees) on the 14 datasets described in section IV.A. The classifiers were integrated in MATLAB 2017'sApp tool. As statistical tests, we applied the G 2 test for discrete data, and the Fisher z-test for continous data at a significance level of α = 0.05. We compared the prediction accuracies, numbers of selected features, and runtimes of OSFASWwith λ = 1.0, r α = 0.2, r β = 0.8, and those of its rival algorithms.
1) PREDICTION ACCURACY
We adopted four widely used classifiers to evaluate the selected feature subsets in the experiments. The prediction accuracies of the four algorithms, each run with the four classifiers, are listed in Table 6 .
• OSFASW with Decision Tree achieved the highest prediction accuracy in most of the datasets. In 6 datasets, the prediction accuracy exceeded 95%. OSFASW with SVM outperformed the other algorithms on the lung, dexter, Smk_can_187, sylva, dorothea, reged1, and lung-cancer datasets, and achieved prediction accuracies above 90% on 10 datasets. OSFASW with KNN outperformed the other algorithms on the dexter, sylva, prostate, dorothea, reged1, lungcancer, sido0, and madelon datasets, and its prediction accuracy exceeded 90% on 9 datasets. OSFASW with Ensemble outperformed the other algorithms on the lung, dexter, sylva, ionosphere, prostate, dorothea, reged1, leukemia, arcene, and madelon datasets, but its prediction accuracy exceeded 90% on 4 datasets.
• Alpha-investing was the least accurate predictor on most of the datasets. The Alpha-investing algorithm performs poorly because it only considers the newly added features, without removing the redundant features. In contrast, the redundancy analysis procedure of OSFS might mistakenly discard non-redundant features under the redundant-features condition, which degrades its predictive accuracy and lessens the number of selected features. SAOLA selects many features because it cannot easily optimize the relevance threshold. The OSFASW algorithm offers a significant advantage over other algorithms, especially when the number of redundant features is low, as in the lung, dexter, sylva, prostate, dorothea, sido0, lung-cancer, and VOLUME 7, 2019 reged1 datasets. Therefore, as confirmed in Table 6 , the OSFASW algorithm is very competitive.
• The prediction accuracies on the madelon and Smk_can_187 datasets were the lowest in all four algorithms (below 65% and 80%, respectively).
These poor performances are related to the intrinsic nature of the datasets: the madelon dataset is a synthetic dataset including many redundant and noise features, and the Smk_can_187 dataset is a very class-imbalanced dataset.
2) NUMBER OF SELECTED FEATURES AND RUNTIME
To further analyze the performances of the four algorithms, we determined the numbers of selected features and runtimes of the algorithms on these 14 datasets. The results are presented in Table 7 .
• Summary of selected-feature numbers in the four algorithms On the premise of maintaining high prediction accuracy, we find that OSFASW selects fewer features thanAlphainvesting and SAOLA in the lung, dexter, sSmk_can_18, sylva, ionosphere, prostate, dorothea, lymphoma, reged1, lung-cancer, sido0, and leukemia datasets ( Table 7) . However, OSFASW selected more features than OSFSin the Smk_can_187 dataset, because Smk_can_187 contains many low-relevance features. The OSFS is especially efficient and accurate on datasets with high irrelevant and redundant features, owing to its conditional independence test.
• A summary of algorithm runtimes The runtime performances of the four algorithms are also reported in Table 7 . Obviously, theAlpha-investing and SAOLA algorithms were much faster than OSFS and OSFASW on most of the datasets. This is becauseAlphainvesting only considers the newly added features, and the discarded features are identified and never considered again. Although this scheme accelerates the algorithm, it also lowers the prediction accuracy in general (as shown for the Smk_can_187, prostate, reged1, and madelon datasets in Table 6 ). The runtime performances of OSFASW and OSFS were largely different. OSFASWwas much faster than OSFS on most of datasets. Because the sampling by the sliding-window filters out redundant features in advance. OSFASW outran OSFS on the sylva, dorothea, lung-cancer and reged1 datasets, because during the redundancy analysis, OSFASWexecutes the G 2 test and Fisher z-test less time thanOSFS. So for these low-redundancy datasets, OSFASWruns much less time than OSFS. The differences arise from the feature relevancies and redundancies in the datasets. The datasets highlighted in bold font in Table 6 are low-redundancy datasets yielding many selected features. The runtimes of the OSFASW and OSFS algorithms are therefore significantly influenced by the numbers of candidate selected features.
V. CONCLUSION
In the present study, we studied the online feature selection problem with streaming features. Our proposed OSFASW algorithm employs a self-adaption sliding-window sampling strategy and a redundancy analysis by conditional independence. These implementations reduce the dimensionality of the streaming features by removing the irrelevant and redundant features in real time.
The proposed OSFASW outputs an approximate markov blanket with high prediction accuracy and a low number of selected features. In a battery of experiments, the OSFASW outperforms existing algorithms on datasets with high redundancy among their streaming features. Our empirical study demonstrated that: 1) OSFASWmines fewer selected features with higher prediction accuracy than Alpha-investing and SALOA, 2) OSFASW is more efficient than OSFS in terms of runtime, 3) OSFASW avoids the overflow of streaming features by increasing the buffer size for very large datasets with many redundant features, and 4) OSFASW retains the features in the markov blanket as far as possible, ensuring that the strongly relevant features are not discarded.
Despite its high prediction accuracy, theOSFASW can potentially spend more time and may select more features in some datasets. Therefore, the following questions warrant a thorough theoretical analysis and more empirical studies: 1) How to further improves the running time of the OSFASW algorithm by optimizing the adjustment strategy of size of sliding-window; and 2) How to mines an accurate markov blanket by the OSFASW so as to improve the prediction accuracy. 
