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INVERSE SPECTRAL PROBLEMS FOR SCHRO¨DINGER OPERATORS
HAMID HEZARI
Abstract. In this article we improve some of the inverse spectral results proved by Guillemin and Uribe
in [GU]. They proved that under some symmetry assumptions on the potential V (x), the Taylor expansion
of V (x) near a non-degenerate global minimum can be recovered from the knowledge of the low-lying
eigenvalues of the associated Schro¨dinger operator in Rn. We prove some similar inverse spectral results
using fewer symmetry assumptions. We also show that in dimension 1, no symmetry assumption is needed
to recover the Taylor coefficients of V (x). We establish our results by finding some explicit formulas for
wave invariants at the bottom of the well.
Keywords: Schro¨dinger operator, Wave invariants, Semi-Classical trace formulaes.
1. Introduction and Statement of Results
In this article we study some inverse spectral problems of the eigenvalue problem for the semi-classical
Schro¨dinger operator,
(1) Pˆ = −~
2
2
△+ V (x) on L2(Rn),
associated to the Hamiltonian
P (x, ξ) =
1
2
ξ2 + V (x).
Here the potential V (x) in (1) satisfies
(2)


V (x) ∈ C∞(Rn),
V (x) has a unique non-degenerate global minimum at x = 0 and V (0) = 0,
For some ε > 0, V −1[0, ε] is compact.
Under these conditions for sufficiently small ~, say ~ ∈ (0, h0), and sufficiently small δ, a classical fact tells
us the spectrum of Pˆ in the energy interval [0, δ] is finite. We denote these eigenvalues by
{Ej(~)}mj=0.
We call these eigenvalues the low-lying eigenvalues of Pˆ . We notice the Weyl’s law reads
(3) m = N~(δ) = ♯{j; 0 ≤ Ej(~) ≤ δ} = 1
(2π~)n
(
∫
1
2 ξ
2+V (x)≤δ
dxdξ + o(1)).
Recently in [GU], Guillemin and Uribe raised the question whether we can recover the Taylor coefficients
of V at x = 0 from the low-lying eigenvalues Ej(~). They also established that if we assume some sym-
metry conditions on V , namely V (x) = f(x21, ..., x
2
n), then the 1-parameter family of low-lying eigenvalues,
{Ej(~) | ~ ∈ (0, h0)}, determines the Taylor coefficients of V at x = 0.
In this article we will attempt to recover as much of V as possible from the family Ej(~), by establishing
some new formulas for the wave invariants at the bottom of the potential (Theorem 1.1). Using these new
expressions for the wave invariants, in Theorem 1.2 we improve the inverse spectral results of [GU] for a
larger class of potentials.
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A classical approach in studying this problem is to examine the asymptotic behavior as ~ → 0 of the
truncated trace
(4) Tr(Θ(Pˆ )e
−it
~
Pˆ ),
where Θ ∈ C∞0 ([0,∞)) is supported in I = [0, δ] and equals one in a neighborhood of 0.
The asymptotic behavior of the truncated trace Tr(t, ~) around the equilibrium point (x, ξ) = (0, 0) has
been extensively studied in the literature. It is known that (see for example [BPU]) for t in a sufficiently
small interval (0, t0), Tr(Θ(Pˆ )e
−it
~
Pˆ ) has an asymptotic expansion of the following form:
(5) Tr(Θ(Pˆ )e
−it
~
Pˆ ) ∼
∞∑
j=0
aj(t)~
j , ~→ 0.
Throughout this paper when we refer to wave invariants at the bottom of the well, we mean the coefficients
aj(t) in (5).
By applying an orthogonal change of variable, we can assume that V is of the form
(6) V (x) =
1
2
n∑
k=1
ω2kx
2
k +W (x), ωk > 0,
W (x) = O(|x|3), |x| → 0.
In addition to conditions in (2), we also assume that {ωk} are linearly independent over Q. We note that
we have W (0) = ∇W (0) = HessW (0) = 0.
Our first result finds explicit formulas for the wave invariants.
Theorem 1.1. For 0 < t < min1≤k≤n{ π2wk },
1.
a0(t) = Tr(e
−it
~
Hˆ0) =
n∏
k=1
1
2i sin ωkt2
, where Hˆ0 = −1
2
~2∆+
1
2
n∑
k=1
ω2kx
2
k.
2. For j ≥ 1 , the wave invariants aj(t) defined in (5) are given by
(7) aj(t) = a0(t)
2j∑
l=1
il(n−1)+
n
2 ei
π
4 sgnHl
∫ t
0
∫ s1
0
...
∫ sl−1
0
Pl+jbl(0)dsl...ds1,
where for every m,
Pmbl(0) =
i−m
2mm!
< H−1l ∇,∇ >m (bl)(0),
bl =
l∏
i=1
W (
cosωksi
2
(zki+1 + z
k
i )−
sinωksi
ωk
ξki + (
sinωk(t− si) + sinωksi
sinωkt
)xk),
and H−1l is the inverse matrix of the Hessian Hl =Hess Ψl(0), where
Ψl = Ψl(t, x, z1, ..., zl, ξ1, ..., ξl) =
n∑
k=1
{(−ωk tan ωk
2
t)x2k + (
ωk
2
cotωkt)(z
k
1 )
2 +
l∑
i=1
(zki+1 − zki )ξki }.
The Hessian of Ψl is calculated with respect to every variable except t. Therefore the entries of the matrix
H−1l are functions of t. The matrix H
−1
l is shown in (34).
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3. The wave invariant aj(t) is a polynomial of degree 2j of the Taylor coefficients of V . The highest order of
derivatives appearing in aj(t) are of order 2j + 2. In fact these higher order derivatives appear in the linear
term of the polynomial and
(8)
aj(t) =
a0(t)
(2i)j+1
∑
|~α|=j+1
t
~α!
(
−1
2~ω
cot
~ω
2
t)~αD2j+22~α V (0) + {a polynomial of Taylor coefficients of order ≤ 2j + 1}
Notice that in (8), we have used the standard shorthand notations for multi-indices, i.e. ~α = (α1, ...αn),
~ω = (ω1, ...ωn), |~α| = α1 + ...+ αn, ~α! = α1!...αn!, ~X~α = Xα11 ...Xαnn , and Dm~α = ∂
m
∂x
α1
1 ...∂x
αn
n
with m = |~α|.
Our second result improves the result of Guillemin and Uribe in [GU]. This theorem is actually a non-
trivial corollary of Theorem 1.1.
Theorem 1.2. Let V satisfy (2), (6), and be of the form
(9) V (x) = f(x21, ..., x
2
n) + x
3
ng(x
2
1, ..., x
2
n),
for some f, g ∈ C∞(Rn). Then the low-lying eigenvalues of Pˆ = − 12~2∆+V determine D
|~α|
~α V (0), |~α| = 2, 3,
and if D33~enV (0) :=
∂3V
∂x3n
(0) 6= 0, they determine all the Taylor coefficients of V at x = 0.
One quick consequence of Theorem 1.2 is the following:
Corollary 1.3. If n = 1, and V ∈ C∞(R) satisfies (2), then (with no symmetry assumptions) the low-lying
eigenvalues determine V ′′(0) and V (3)(0), and if V (3)(0) 6= 0, then these eigenvalues determine all the Taylor
coefficients of V at x = 0.
Let us briefly sketch our main ideas for the proofs. First, because of a technical reason which arises in
the proofs, we will need to replace the Hamiltonian P by the following Hamiltonian H

H(x, ξ) = 12 ξ
2 + V~(x),
V~(x) =
1
2
∑n
k=1 ω
2
kx
2
k +W~(x),
W~(x) = χ(
x
~
1
2
−ε
)W (x), ε > 0 sufficiently small,
where the cut off χ ∈ C∞0 (Rn) is supported in the unit ball B1(0) and equals one in B 12 (0).
Then in two lemmas (Lemma 2.1 and Lemma 2.2) we show that for t is a sufficiently small interval (0, t0),
in the sense of tempered distributions we have
Tr(Θ(Pˆ )e
−it
~
Pˆ ) = Tr(e
−it
~
Hˆ) +O(~∞).
This reduces the problem to studying the asymptotic of Tr(e
−it
~
Hˆ). For this we use the construction of the
kernel k(t, x, y) of the propagator U(t) = e
−it
~
Hˆ found in [Z]. In [Z] it is shown that
(10) k(t, x, y) = C(t)e
i
~
S(t,x,y)
∞∑
l=0
al(t, ~, x, y),
where
(11) S(t, x, y) =
n∑
k=1
ωk
sinωkt
(
1
2
(cosωkt)(x
2
k + y
2
k)− xkyk),
a0 = 1, and for l ≥ 1,
al(t, ~, x, y) = (
−1
2π
)ln(
1
i~
)l(n+1)
∫ t
0
...
∫ sl−1
0
2l︷ ︸︸ ︷∫
...
∫
e
i
~
Φlbl(s, x, y, ~z, ~ξ)d
lzdlξdls,
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where
Φl =
n∑
k=1
{ωk
2
cotωkt(z
k
1 )
2 +
l∑
i=1
(zki+1 − zki )ξki },
and
bl =
l∏
i=1
W~(
cosωksi
2
(zki+1 + z
k
i )−
sinωksi
ωk
ξki +
sinωk(t− si)
sinωkt
yk +
sinωksi
sinωkt
xk).
Next we apply the expression in (10) for k(t, x, y) to the formula Tr(e
−it
~
Hˆ) =
∫
k(t, x, x)dx. Then we ob-
tain an infinite series of oscillatory integrals, each one corresponding to one al. Finally we apply the method
of stationary phase to each oscillatory integral and we show that the resulting series is a valid asymptotic
expansion. From the resulting asymptotic expansion we obtain the formulas (7).
Now let us compare our approach for the construction of k(t, x, y) with the classical approach. In the
classical approach (see for instance [DSj],[D], [R], [BPU] and [U]), one constructs a WKB approximation for
the kernel kP (t, x, y) of the operator Θ(Pˆ )e
−it
~
Pˆ , i.e.
(12) kP (t, x, y) =
∫
e
i
~
(ϕP (t,x,η)−y.η)bP (t, x, y, η, ~)dη,
where ϕP (t, x, η) satisfies the Hamilton-Jacobi equation (or eikonal equation in geometrical optics)
∂tϕP (t, x, η) + P (x, ∂xϕP (t, x, η)) = 0, ϕP |t=0 = x.η,
and the function bP has an asymptotic expansion of the form
bP (t, x, y, η, ~) ∼
∞∑
j=0
bP,j(t, x, y, η)~
j .
The functions bP,j(t, x, y, η) are calculated from the so called transport equations. See for example [R], [DSj],
[EZ] or Appendix A of the paper in hand for the details of the above construction.
In this setting, when one integrates the kernel k(t, x, y) on the diagonal and applies the stationary phase
to the given oscillatory integral, one obtains very complicated expressions for the wave invariants. Of course
the classical calculations above show the existence of asymptotic formulas of the form (5) (which can be used
to get Weyl-type estimates for the counting functions of the eigenvalues, see for example [BPU]). Unfortu-
nately these formulas for the wave invariants are not helpful when trying to establish some inverse spectral
results.
Hence, one should look for more efficient methods to calculate the wave invariants aj(t). One approach is
to use the semi-classical Birkhoff normal forms, which was used in [GU], to get some inverse spectral results
as mentioned in the beginning of the introduction. The Birkhoff normal forms methods were also used before
by S. Zelditch in [Z4] to obtain positive inverse spectral results for real analytic domains with symmetries
of an ellipse. Zelditch proved that for a real analytic plane domain with symmetries of an ellipse, the wave
invariants at a bouncing ball orbit, which is preserved by the symmetries, determine the real analytic domain
under isometries of the domain.
Recently in [Z3], Zelditch improved his earlier result to real analytic domains with only one mirror symme-
try. His approach for this new result was different. He used a direct approach (Balian-Bloch trace formula)
which involves Feynman-diagrammatic calculations of the stationary phase method to obtain a more explicit
formula for the wave invariants at the bouncing ball orbit.
Motivated by the work of Zelditch [Z3] mentioned above, our approach in this article is also somehow
direct and involves combinatorial calculations of the stationary phase.
Our formula in (10) for the kernel of the propagator, U(t) = e
−it
~
Hˆ , is different from the WKB-expression
in the sense that we only keep the quadratic part of the phase function, namely the phase function S(t, x, y)
in (11) of the propagator of Anisotropic oscillator , and we put the rest in the amplitude
∑∞
l=0 al(t, ~, x, y)
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in (10). The details of this construction are mentioned in Section 2.2.
Remark 1.4. After the initial posting of this article, Guillemin and Colin de Verdie`re posted two articles
(see [CG1], also [C]) in which they study some inverse spectral problems of 1 dimensional semi-classical
Schro¨dinger operators. One of the main results in [CG1] is our Corollary 1.3 in this paper.
1.1. Acknowledgements: I am sincerely grateful to Steve Zelditch for introducing the problem and many
helpful discussions and suggestions on the subject. I would also like to thank him for his great support and
encouragement as I was writing this article.
2. Proofs of the results
2.1. Some reductions. Because of some technical issues arising in the proof of Theorem 1.1, we will need
to use the following lemmas as reductions.
In the following, we let χ ∈ C∞0 (Rn) be a cut off which is supported in the unit ball B1(0) and equals one
in B 1
2
(0).
Lemma 2.1. Let the Hamiltonians P and H be defined by
(13)


P (x, ξ) = 12 ξ
2 + V (x)
V (x) = 12
∑n
k=1 ω
2
kx
2
k +W (x)
,


H(x, ξ) = 12 ξ
2 + V~(x),
V~(x) =
1
2
∑n
k=1 ω
2
kx
2
k +W~(x),
W~(x) = χ(
x
~
1
2
−ε
)W (x), ε > 0 sufficiently small,
and let Pˆ and Hˆ be the corresponding Weyl (or standard) quantizations. Then for t in a sufficiently small
interval (0, t0)
Tr(Θ(Pˆ )e
−it
~
Pˆ ) = Tr(Θ(Hˆ)e
−it
~
Hˆ) +O(~∞).
In other words, the wave invariants aj(t) will not change if we replace P by H.
Proof. Proof is given in Appendix A.
Next we use the following lemma to get rid of Θ(Hˆ).
Lemma 2.2. Let H be defined by (13). Then in the sense of tempered distributions
Tr(Θ(Hˆ)e
−it
~
Hˆ) = Tr(e
−it
~
Hˆ) +O(~∞).
This means that if we sort the spectrum of Hˆ as
E1(~) < E2(~) ≤ ... ≤ Ej(~)→ +∞,
then for every Schwartz function ϕ(t) ∈ S(R)
< Tr(e
−it
~
Hˆ)− Tr(Θ(Hˆ)e−it~ Hˆ), ϕ(t) >=
∞∑
j=1
(1−Θ(Ej(~)))ϕˆ(Ej(~)
~
) = O(~∞).
Proof. Proof is given in Appendix B.
Because of the above lemmas, it is enough to study the asymptotic of Tr(e
−it
~
Hˆ).
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2.2. Construction of k(t, x, y), the kernel of e
−it
~
Hˆ . In this section we follow the construction in [Z] to
obtain an oscillatory integral representation of k(t, x, y), the kernel of the propagator e
−it
~
Hˆ . The reader
should consult [Z] for many details. In that article Zelditch uses the Dyson’s Expansion of propagator to
study the singularities of the kernel k(t, x, y). But he does not consider the semi-classical setting ~ → 0 in
his calculations (i.e. ~ = 1). So we follow the same calculations but also consider ~ carefully.
In [Z], potentials of the form
V (x) =
1
2
n∑
k=1
ω2kx
2
k +W~(x),
are considered, where W~ ∈ B(Rn), i.e. bounded with bounded derivatives.
We denote 

Hˆ0 = − 12~2∆+ 12
∑n
k=1 ω
2
kx
2
k, (Anisotropic Oscillator)
Hˆ = Hˆ0 +W~(x) = − 12~2∆+ V~(x),
and by U0(t) = e
−it
~
Hˆ0 , and U(t) = e
−it
~
Hˆ , we mean their corresponding propagators.
From
(i~∂t − Hˆ0)U(t) =W~.U(t),
we obtain
(14) U(t) = U0(t) +
1
i~
∫ t
0
U0(t− s).W~.U(s)ds.
By iteration we get the norm convergent Dyson Expansion:
(15) U(t) = U0(t) +
∞∑
l=1
1
(i~)l
∫ t
0
...
∫ sl−1
0
U0(t)[U0(s1)
−1.W~.U0(s1)]...[U0(sl)
−1.W~.U0(sl)]dsl...ds1.
For t 6= mπωk , the kernel of U0(t) is given by
(16) k0(t, x, y) = (
n∏
k=1
ωk
2πi~ sinωkt
)
1
2 e
i
~
S(t,x,y),
where
S(t, x, y) =
n∑
k=1
ωk
sinωkt
(
1
2
(cosωkt)(x
2
k + y
2
k)− xkyk).
Then by taking kernels in (15) and after some change of variables (see [Z]), we get
(17) k(t, x, y) = (
n∏
k=1
ωk
2πi~ sinωkt
)
1
2 e
i
~
S(t,x,y)
∞∑
l=0
al(t, ~, x, y),
where a0 = 1 and for l ≥ 1,
(18) al(t, ~, x, y) = (
−1
2π
)ln(
1
i~
)l(n+1)
∫ t
0
...
∫ sl−1
0
2l︷ ︸︸ ︷∫
...
∫
e
i
~
Φlbl(s, x, y, ~z, ~ξ)d
lzdlξdls,
where
(19) Φl =
n∑
k=1
{ωk
2
cotωkt(z
k
1 )
2 +
l∑
i=1
(zki+1 − zki )ξki },
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and
(20) bl =
l∏
i=1
W~(
cosωksi
2
(zki+1 + z
k
i )−
sinωksi
ωk
ξki +
sinωk(t− si)
sinωkt
yk +
sinωksi
sinωkt
xk). (zl+1 := 0)
In [Z], integration by parts in the variables z, ξ, for the integrals in (18) are performed (in that article, there
is no ~, i.e. ~ = 1, because of different motivations) to prove that the sum a(t, 1, x, y) =
∑
l=0 al(t, 1, x, y) is
absolutely uniformly convergent. Additionally, it is shown that a(t, 1, x, y) is in B(Rnx ×Rnx). More precisely,
there exists k0 = k0(α, β, n) such that
(21) |∂~αx ∂~βy al(t, 1, x, y)| ≤
1
l!
Cα,β,n(t)
l||W1||l|α|+|β|+k0 , (W1 =W~ |~=1)
which implies
|∂~αx ∂~βy a(t, 1, x, y)| ≤ exp{Cα,β,n(t)||W1|||α|+|β|+k0}.
The estimates (21) will change if one considers ~ in the calculations. We will establish these ~ estimates in
Lemma 2.3. As a simple consequence of Lemma 2.3, let us assume for now that a(t, ~, x, y) ∈ B(Rnx × Rnx).
2.3. Oscillatory Integral Representation for the Trace of U(t) = e−
it
~
Hˆ . In this section we show that
the integral TrU(t) =
∫
k(t, x, x)dx is convergent as an oscillatory integral and that from (17) and (18) we
can write
(22)
TrU(t) = (
n∏
k=1
ωk
2πi~ sinωkt
)
1
2
∞∑
l=0
(
−1
2π
)ln(
1
i~
)l(n+1)
∫ t
0
...
∫ sl−1
0
2l+1︷ ︸︸ ︷∫
...
∫
e
i
~
Ψlbl(s, x, x, ~z, ~ξ)d
ls dlz dlξ dx,
where
(23) Ψl = S(t, x, x) + Φl =
n∑
k=1
{(−ωk tan ωk
2
t)x2k +
ωk
2
cotωkt(z
k
1 )
2 +
l∑
i=1
(zki+1 − zki )ξki }.
Before proving (22), we review some standard facts. First of all we know that the sum
Tr U(t) =
∑
e−
itEj(~)
~
is convergent in the sense of tempered distributions, i.e. Tr U(t) ∈ S′(R). This can be shown by the Weyl’s
law in its high energy setting, which implies that for potentials of the form V (x) = 12
∑n
k=1 ω
2
kx
2
k +W~(x),
with W ∈ B(Rn), for fixed ~, the j−th eigenvalue Ej(~) satisfies
(24) Ej(~) ∼ C(n, ~)j 2n , j →∞.
Another way to define Tr U(t) is to write it as the limit
(25) TrU(t) = lim
ε→0+
TrU(t− iε) = lim
ε→0+
∑
e−
(it+ε)Ej(~)
~ .
This time the Weyl’s law (24) implies that the sum Tr U(t−iε) is absolutely uniformly convergent because of
the rapidly decaying factor e−
εEj(~)
~ . As a result, U(t− iε) is a trace class operator. It is clear that the kernel
of U(t− iε) is k(t− iε, x, y), the analytic continuation of the kernel k(t, x, y) of U(t). Clearly k(t− iε, x, y)
is continuous in x and y. So we can write Tr U(t− iε) = ∫ k(t− iε, x, x)dx. We notice that this integral is
uniformly convergent. This is because up to a constant this integral equals to
∫
e
i
~
S(t−iε,x,x) a(t− iε, ~, x, x),
and the exponential factor in the integral is rapidly decaying for ε > 0 as |x| → ∞ and a is a bounded
function. More precisely
ℜ(iS(t− iε, x, x)) =
n∑
k=1
ℜ(−iωk tan(ωk(t− iε)
2
))x2k =
n∑
k=1
ωk(1− e2εωk)
|1 + ewk(it+ε)|2x
2
k,
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and
ωk(1− e2εωk)
|1 + ewk(it+ε)|2 < 0.
The discussion above shows that the integral
∫
k(t, x, x)dx can be defined by integrations by parts as follows:
Since
< Dx >
2 eiS(t,x,x) := (1−∆)eiS(t,x,x) = (1+ ‖ 2~ω tan(~ωt
2
)~x ‖2 +2i
n∑
k=1
ωk tan(
ωkt
2
))eiS(t,x,x),
we can write
(26)
∫
e
i
~
S(t,x,x) a(t, ~, x, x)dx = ~
n
2
∫
eiS(t,x,x) a(t, ~,
√
~x,
√
~x)dx =
~
n
2
∫
eiS(t,x,x) (< Dx >
2 (1+ ‖ 2~ω tan(~ωt
2
)~x ‖2 +2i
n∑
k=1
ωk tan(
ωkt
2
))−1)n0a(t, ~,
√
~x,
√
~x)dx
If we assume 0 < t < min1≤k≤n{ π2wk }, then by choosing n0 > n2 , and because a(t, ~, x, y) ∈ B(Rnx ×Rny ), the
integral becomes absolutely convergent. Finally, since by (27) the series a(t, ~, x, y) =
∑∞
l=0 al(t, ~, x, y) is
absolutely uniformly convergent, we have∫
e
i
~
S(t,x,x) a(t, ~, x, x)dx =
∞∑
l=0
∫
e
i
~
S(t,x,x) al(t, ~, x, x)dx,
and therefore we obtain (22), which is an infinite sum of oscillatory integrals. The next step is to apply
the stationary phase method to each integral in (22) and then add the asymptotics to obtain an asymptotic
expansion for the Tr U(t). Because we have an infinite sum of asymptotic expansions, we have to establish
that the resulting asymptotic for the trace is a valid approximation. Hence we have to find some appropriate
~-estimates for the remainder term of the series (22).
2.4. ~-estimates for the remainder. The goal of this section is to find an ~-estimate for the remainder
term of the series (22). First we state the following important estimate, which shows how the estimates in
(21) change in the ~-dependence case.
Lemma 2.3. For every ~α, ~β, there exists k0 = k0(α, β) such that for every 0 < ~ ≤ h0 ≤ 1
(27) |∂~αx ∂~βy al(t, ~, x, y)| ≤
Cα,β,n(t)
l||W ⋆
~
||l|α|+|β|+k0
l!
~l(
1
2−3ε),
where
(28) W ⋆~ (x) =
W~(~
1
2x)
~3(
1
2−ε)
= χ(~εx)
W (~
1
2x)
~3(
1
2−ε)
is uniformly in B(Rnx); i.e. W
⋆
~
is bounded with bounded derivatives and the bounds are independent of ~.
Before proving this lemma, let us show how the lemma is applied to get estimates for the remainder term
of the series (22). Define Il(t, ~) to be the l-th term in (22) (removing the constant
∏n
k=1(
ωk
2πi sinωkt
)
1
2 ), i.e.
(29) Il(t, ~) = ~
−n2
∫
e
i
~
S(t,x,x) al(t, ~, x, x)dx.
Hence by this notation, TrU(t) =
∏n
k=1(
ωk
2πi sinωkt
)
1
2
∑∞
l=0 Il(t, ~). If in (29) we integrate by parts as we did
in (26), and choose n0 = [
n
2 ] + 1, then using (27) we get
|Il(t, ~)| ≤ C′n(t)
Cn(t)
l||W ⋆
~
||l2n0+k0
l!
~l(
1
2−3ε),
where Cn(t) = max|α|+|β|≤2n0{Cα,β,n(t)}. We choose ε > 0 such that 12 − 3ε > 0, or ε < 16 . Now it is clear
that for every positive integer m, and every 0 < ~ ≤ h0 ≤ 1,
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(30) |
∞∑
l=m
Il(t, ~)| ≤ C′n(t)e{Cn(t)||W
⋆
~
||2n0+k0}~m(
1
2−3ε).
Since by Lemma 2.3, sup0<~≤1 ||W ⋆~ ||2n0+k0 <∞, we have
(31) Tr U(t) =
n∏
k=1
(
ωk
2πi sinωkt
)
1
2
m−1∑
l=0
Il(t, ~) +O(~
m( 12−3ε)).
This is a useful estimate that we will use in the next section to obtain the asymptotic expansion of the trace
and prove Theorem 1.1. Let us first prove Lemma 2.3.
Proof of Lemma 2.3:
The proof is straightforward from (21). First, in (18), we apply the change of variables ~z 7→ ~ 12 ~z and
~ξ 7→ ~ 12 ~ξ. This gives us ~ln in front of the integral. Then we replace W~ by ~3( 12−ε)W ⋆~ . After collecting all
the powers of ~ in front of the integral we obtain
al(t, ~, x, y) = (
−1
2π
)ln~l(
1
2−3ε)
∫ t
0
...
∫ sl−1
0
2l︷ ︸︸ ︷∫
...
∫
eiΦlb⋆l (s, x, y, ~z,
~ξ)dlzdlξdls,
where
b⋆l (s, x, y, ~z,
~ξ) =
l∏
i=1
W ⋆~ (
cosωksi
2
(zki+1 + z
k
i )−
sinωksi
ωk
ξki +
sinωk(t− si)
sinωkt
yk +
sinωksi
sinωkt
xk).
Next we apply (21) to the above integral with W1 replaced by W
⋆
~
, and we get (27). To finish the proof we
have to show that for every positive integer m we can find uniform bounds (i. e. independent of ~) for the
m-th derivatives of the function W ⋆
~
(x). Since χ(x) is supported in the unit ball, from the definition (28) we
see that W ⋆
~
is supported in |x| < h−ε. So from (28) it is enough to find uniform bounds in ~ for the m-th
derivatives of the function W (~
1
2 x)
~
3( 1
2
−ε)
in the ball |x| < ~−ε. This is very clear for m ≥ 3. For m < 3 , we use
the order of vanishing of W (x) at x = 0. Since W (0) = ∇W (0) =HessW (0) = 0, the order of vanishing of
W at x = 0 is 3. Therefore in the ball |x| < ~−ε, the functions
W (~
1
2 x)
(~
1
2x)3
,
∂αW (~
1
2 x)
(~
1
2x)2
,
∂α∂βW (~
1
2x)
~
1
2x
,
are bounded functions with uniform bounds in ~, and the statement follows easily for m < 3, noting that
|x| < ~−ε.
2.5. Stationary phase calculations. In this section we will apply the stationary phase method to each
Il(t, ~) in (31). We know
(32) Il(x, ~) = (
−1
2π
)ln(
1
i~
)l(n+1)+
n
2
∫ t
0
...
∫ sl−1
0
2l+1︷ ︸︸ ︷∫
...
∫
e
i
~
Ψlbl(s, x, x, ~z, ~ξ)d
ls dlz dlξ dx.
It is easy to see that the only critical point of the phase function Ψl, given by (23), is at (x, ~z, ~ξ ) = 0.
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Next we calculate Hl =HessΨl(0) and H
−1
l . In the following we use the notation D(~v) for the diagonal
matrix Diag(v1, ..., vn), where ~v = (v1, ..., vn). From (23), we get
(33)
Hl =


D(−2~ω tan(~ωt2 ))n×n 0 0
0
(
D(~ω cot ~ωt)n×n 0
0 0
)
ln×ln


−I 0 .. 0
I −I 0 .. 0
0 I ...
.˙ ...
0 I −I


ln×ln
0


−I I .. 0
0 −I I .. 0
. 0 ... ...
. I
0 0 −I


ln×ln
0


(2l+1)n×(2l+1)n
,
where I = In×n is the identity matrix of size n× n.
SinceHl is of the formHl =

 K 0 00 A B
0 BT 0

, the inverse matrix equalsH−1l =

 K
−1 0 0
0 0 BT
−1
0 B−1 −B−1ABT−1

 .
A simple calculation shows that
(34) H−1l =


D(−12~ω cot(
~ωt
2 )) 0 0
0 0


−I −I ... −I
0 −I −I ... −I
0 0 −I ... .˙
.˙ ... ... −I
0 ... 0 −I


0


−I 0 ... 0
−I −I 0 .˙
.˙ .˙ ... .˙
−I ... ... −I 0
−I ... −I −I




−Ω −Ω ... −Ω
−Ω −Ω ... −Ω
˙˙. ˙˙.
−Ω −Ω ... −Ω




,
where Ω = D(~w cot ~ωt).
It is also easy to see that
(35) detHl = (−1)(l+1)n
n∏
k=1
2ωk tan
ωkt
2
.
By applying the stationary phase lemma to (32) and plugging into (31) we obtain
(36)
Tr U(t) =
n∏
k=1
(
ωk
sinωkt
)
1
2
m−1∑
l=0
~−l
il(n+1)+
n
2
(−1)lneiπ4 sgnHl√
|detHl|
∫ t
0
...
∫ sl−1
0
∞∑
j=0
~jPjbl(0)dsl...ds1 +O(~
m( 12−3ε)),
where
(37) Pjbl(x, ~z, ~ξ) =
i−j
2j .j!
< H−1l ∇,∇ >j bl(x, ~z, ~ξ) =
i−j
2j .j!
∑
r1,...,r2j∈Al
hr1r2l ...h
r2j−1r2j
l
∂2jbl(x, ~z, ~ξ)
∂r1...∂r2j
,
where in the sum (37) the indices r1, ..., r2j run in the set Al = {xk, zk1 , ..zkl , ξk1 , ..ξkl }nk=1, and hrr
′
l with
r, r′ ∈ Al, corresponds to the (r, r′)-th entry of the inverse Hessian H−1l .
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We note that Pjbl(0) = 0 if 2j < 3l. This is true because of (20) and because W (0) = ∇W (0) =
HessW (0) = 0. This implies, first, there are not any negative powers of ~ in the expansion (as we were
expecting). Second, the constant term (i.e. the 0-th wave invariant), which corresponds to the term l = j = 0
in the sum, equals
a0(t) = TrU0(t) =
n∏
k=1
(
ωk
sinωkt
)
1
2
i−
n
2 e
−πn
4
(2ωk tan
ωkt
2 )
1
2
=
n∏
k=1
1
2i sin ωkt2
.
And third (using (35)), for j ≥ 1 the coefficient of ~j in (36) equals
aj(t) = (
n∏
k=1
1
2i sin ωkt2
)
2j∑
l=1
il(n−1)+
n
2 ei
π
4 sgnHl
∫ t
0
∫ s1
0
...
∫ sl−1
0
Pl+jbl(0)dsl...ds1.
The sum goes only up to 2j because if l > 2j then 2(l + j) < 3l and Pl+jbl(0) = 0.
This proves the first two parts of Theorem 1.1.
2.6. Calculations of the wave invariants and the proof of Theorem 1.1.3. In this section we try
to calculate the wave invariants aj(t) from the formulas (7). First of all, let us investigate how the terms
with highest order of derivatives appear in aj(t). Because bl is the product of l copies of W~ functions, and
because we have to put at least 3 derivatives on eachW~ to obtain non-zero terms, the highest possible order
of derivatives that can appear in Pj+lbl(0), is 2(j + l) − 3(l − 1) = 2j − l + 3. This implies that, because
in the sum (7) we have 1 ≤ l ≤ 2j, the highest order of derivatives in aj(t) is 2j + 2 and those derivatives
are produced by the term corresponding to l = 1, i.e. Pj+1b1(0). The formula (7) also shows that aj(t) is a
polynomial of degree 2j. The term with the highest polynomial order is the one with l = 2j, i.e. P3jb2j(0)
(which has the lowest order of derivatives) and the term Pj+1b1(0) is the linear term of the polynomial. Now
let us calculate Pj+1b1(x, ~z, ~ξ ) and prove Theorem 1.1.3.
By (37),
(38) Pj+1b1 =
i−(j+1)
2j+1.(j + 1)!
∑
r1,...,r2j+2∈A1
hr1r21 ...h
r2j+1r2j+2
1
∂2j+2b1
∂r1...∂r2j+2
,
where here by (20)
b1 = W~(
cosωks
2
zk − sinωks
ωk
ξk + (
sinωk(t− s) + sinωks
sinωkt
)xk).
Also by (34),
H−11 =

 D(−12~ω cot(~ωt2 )) 0 00 0 −I
0 −I −D(~w cot ~ωt)

 .
Hence the only non-zero entries of H−11 are the ones of the form h
xkxk
1 , h
zkξk
1 = h
ξkzk
1 , and h
ξkξk
1 . Now we let

ixkxk = the number of times h
xkxk
1 appears in h
r1r2
1 ...h
r2j+1r2j+2
1 in (38),
izkξk = the number of times h
zkξk
1 appears in h
r1r2
1 ...h
r2j+1r2j+2
1 in (38),
iξkξk = the number of times h
ξkξk
1 appears in h
r1r2
1 ...h
r2j+1r2j+2
1 in (38).
By applying these notations to (38), (20) we get
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Pj+1b1 =
i−(j+1)
2j+1(j + 1)!
∑
P
n
k=1 ixkxk+izkξk+iξkξk=j+1
(j + 1)! 2
Pn
k=1 izkξk∏n
k=1 ixkxk !izkξk !iξkξk !
n∏
k=1
(− cot ωkt2
2ωk
)i
xkxk
(−1)izkξk (−ωk cotωkt)iξkξk
×
n∏
k=1
{(
sinωk(t− s) + sinωks
sinωkt
)2i
xkxk (cosωks
2
)i
zkξk
(− sinωks
ωk
)i
zkξk
+2i
ξkξk
}
.D
2j+2
2α1,...2αn
W~,
where αk = ixkxk + izkξk + iξkξk , for k = 1, ..., n.
Next we write the above big sum as
∑
P
n
k=1 ixkxk+izkξk+iξkξk=j+1
(j + 1)!∏n
k=1 ixkxk !izkξk !iξkξk !
(⋆) =
∑
P
αk=j+1
(j + 1)!∏
αk!
∑
i
xkxk
+i
zkξk
+i
ξkξk
=αk
n∏
k=1
αk!
ixkxk !izkξk !iξkξk !
(⋆).
So the coefficient of D2j+22α1,...2αnW~ in Pj+1b1, equals
i−(j+1)
2j+1
(−1)j+1
(
∏
αk!)(
∏
ωαkk )
n∏
k=1
(
1
2
cot
ωkt
2
(
sinωk(t− s) + sinωks
sinωkt
)2
− cosωks sinωks+ cotωkt sin2 ωks
)αk
.
Now we observe that the term in the parenthesis simplifies to
1
2
cot
ωkt
2
(
sinωk(t− s) + sinωks
sinωkt
)2
− cosωks sinωks+ cotωkt sin2 ωks = 1
2
cot
ωkt
2
.
So we get
(39) Pj+1b1 =
1
(2i)j+1
∑
|~α|=j+1
1
~α!
(−1
2~ω
cot
~ωt
2
)~α
D
2j+2
2~α W~,
Finally, by plugging (x, ~z, ~ξ ) = 0 into equation (39) and applying it to (7), we get (8). This finishes the
proof of Theorem 1.1.3.
For future reference let us highlight the equation we just proved
(40) S1 :=
∑
r1,...,r2j+2∈A1
hr1r21 ...h
r2j+1r2j+2
1
∂2j+2W
∂r1...∂r2j+2
= (j + 1)!
∑
|~α|=j+1
1
~α!
(−1
2~ω
cot
~ωt
2
)~α
D
2j+2
2~α W,
where
W = W (
cosωks
2
zk − sinωks
ωk
ξk + (
sinωk(t− s) + sinωks
sinωkt
)xk).
2.7. Calculations of
∫ t
0
∫ s1
0
Pj+2b2(0), and the proof of Theorem 1.2. Throughout this section we
assume that V is of the form (9). Hence, the only non-zero Taylor coefficients are of the form D2j+22~α V (0),
or D2j+12~α+3~enV (0), where ~en = (0, ..., 0, 1).
We notice that based on our discussion in the previous section, the Taylor coefficients of order 2j+1 appear
in
∫ t
0
∫ s1
0 Pj+2b2(0), and they are of the form D
2j+1
~β
V (0)D3~δV (0). Therefore we look for the coefficients of
the data
(41)
{
D
2j+1
2~α+3~en
V (0)D33~enV (0); |~α| = j − 1
}
.
in the expansion of aj(t).
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Proposition 2.4. In the expansion of aj(t), the coefficient of the data D
2j+1
2~α+3~en
V (0)D33~enV (0), |~α| = j − 1,
is
(42)
c2(n)
(2i)j+2
t
~α!
(−1
2~ω
cot
~ωt
2
)~α(
1
3ω2n
(
2αn + 5
αn + 1
)(
−1
2ωn
cot
ωnt
2
)2 +
1
9ω4n
)
.
Therefore
(43) aj(t) =
c1(n)
(2i)j+1
∑
|~α|=j+1
t
~α!
(
−1
2~ω
cot
~ωt
2
)~αD2j+22~α V (0)
+
c2(n)
(2i)j+2
∑
|~α|=j−1
t
~α!
(−1
2~ω
cot
~ωt
2
)~α(
1
3ω2n
(
2αn + 5
αn + 1
)(
−1
2ωn
cot
ωnt
2
)2 +
1
9ω4n
)
D
2j+1
2~α+3~en
V (0)D33~enV (0)
+{a polynomial of Taylor coefficients of order ≤ 2j}.
Before we prove Proposition 2.4, let us show how to use this proposition to prove Theorem 1.2.
Proof of Theorem 1.2. First of all, we prove that for all ~α, the functions(
cot
~ω
2
t
)~α
,
are linearly independent over C. To show this we define{
~cot : (0, π)n −→ Rn,
~cot(x1, ..., xn) = (cot(x1), ..., cot(xn)).
Because ωk are linearly independent over Q, the set {(ω12 t, ..., ωn2 t)+πZn; t ∈ R}∩ (0, π)n is dense in (0, π)n.
Since ~cot is a homeomorphism and is π-periodic, we conclude that the set {(cot(ω12 t), ..., cot(ωn2 t); t ∈ R} is
dense in Rn. Now assume ∑
~α
c~α
(
cot
~ω
2
t
)~α
= 0.
Since {(cot(ω12 t), ..., cot(ωn2 t); t ∈ R} is dense in Rn, we get∑
~α
c~α ~X
~α = 0,
for every ~X = (X1, ..., Xn) ∈ Rn. But the monomials ~X~α are linearly independent over C. So c~α = 0.
Next we argue inductively to recover the Taylor coefficients of V from the wave invariants. Since
a0(t) =
n∏
k=1
1
2i sin ωkt2
,
we can recover
∏n
k=1 sin
ωkt
2 , and therefore we can recover {ωk} up to a permutation. This can be seen by
Taylor expanding
∏n
k=1 sin
ωkt
2 . We fix this permutation and we move on to recover the third order Taylor
coefficient D33~enV (0). This term appears first in a1(t). By Proposition 2.4, we have
a1(t) = c1(n)
t
(2i)2
∑
|~α|=2
1
~α!
(
−1
2~ω
cot
~ω
2
t)~αD42~αV (0)
+ c2(n)
t
(2i)3
(
5
3ω2n
(
−1
2ωn
cot
ωnt
2
)2 +
1
9ω4n
)(
D33~enV (0)
)2
+{a rational function of ωk}.
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Now since the functions {(cot ~ω2 t)~α}|~α|=2 and
(
5
3ω2n
( −12ωn cot
ωnt
2 )
2 + 19ω4n
)
are linearly independent over C,
we can therefore recover the data {D42~αV (0)}|~α|=2 and {D33~enV (0)2} from a1(t). So we have determined
the third order term D33~enV (0) up to a minus sign from the first invariant a1(t). This choice of minus sign
corresponds to a reflection. We fix this reflection and we move on to determine the higher order Taylor
coefficients inductively.
Next we assume D33~enV (0) 6= 0 and that we know all the Taylor coefficients Dm~β V (0) with m ≤ 2j. We
wish to determine the data {D2j+12~α+3~enV (0)}|~α|=j−1 and {D
2j+2
2~α V (0)}|~α|=j+1, from the wave invariant aj(t).
At this point we use Proposition 2.4, and to finish the proof of Theorem 1.1 we have to show that the set of
functions
{
(cot
~ω
2
t)~α; |~α| = j + 1
}
∪
{
(cot
~ωt
2
)~α
(
1
3ω2n
(
2αn + 5
αn + 1
)(
−1
2ωn
cot
ωnt
2
)2 +
1
9ω4n
)
; |~α| = j − 1
}
,
are linearly independent over C. But this is clear from our discussion at the beginning of proof.
Proof of Proposition 2.4. As we mentioned at the beginning of Section 2.7, the dataD2j+12~α+3~enV (0)D
3
3~en
V (0),
|~α| = j−1, appears first in aj(t) and it is a part of the term
∫ t
0
∫ s1
0 Pj+2b2(0). So let us calculate those terms
in the expansion of Pj+2b2(0) which contain D
2j+1
2~α+3~en
V (0)D33~enV (0). By (20), since here l = 2, we have
(44)
b2(s1, s2, x, x, z1, z2, ξ1, ξ2) = W1W2, where,
W1 = W (
cosωks1
2 (z
k
1 + z
k
2 )− sinωks1ωk ξk1 + (
sinωk(t−s1)+sinωks1
sinωkt
)xk),
W2 = W (
cosωks2
2 z
k
2 − sinωks2ωk ξk2 + (
sinωk(t−s2)+sinωks2
sinωkt
)xk).
Also from (34) we have
(45) H−12 =


D(−12~ω cot(
~ωt
2 )) 0 0 0 0
0 0 0 −I −I
0 0 0 0 −I
0 −I 0 −D(~ω cot(~ωt)) −D(~ω cot(~ωt))
0 −I −I −D(~ω cot(~ωt)) −D(~ω cot(~ωt))


5n×5n
.
By (37) and (44), Pj+2b2(0) =
i−j
2j .j!S2, where S2 is the following sum
(46) S2 =
∑
r1,...,r2j+4∈A2
hr1r22 ...h
r2j+3r2j+4
2 (W1W2)r1...r2j+4(0),
where A2 = {xk, zk1 , zk2 , ξk1 , ξk2}nk=1 and for every r, r′ ∈ A2, hrr
′
2 is the (r, r
′)-entry of the matrix H−12 in (45).
We would like to separate out those terms in S2 which include D
2j+1
2~α+3~en
V (0)D33~enV (0). To do this, from the
total number 2j + 4 derivatives that we want to apply to W1W2, we have to put 3 of them on W1 (or W2)
and put 2j + 1 of them on W2 (or W1 respectively). These combinations fit into one of the following two
different forms
(47) S12 =
∑
r1,...,r2j+4∈A2
hr1r22 ...h
r2j+3r2j+4
2 (W1)r1r2r3 (W2)r4,r5...r2j+4(0).
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There are 2(j + 1)(j + 2) terms of this form in the expansion of S2.
(48) S22 =
∑
r1,...,r2j+4∈A2
hr1r22 ...h
r2j+3r2j+4
2 (W1)r1r3r5 (W2)r2,r4,r6,r7...r2j+4(0).
There are 23
(
j + 2
3
)
terms of this form in the expansion of S2.
Now, we calculate the sums S12 and S
2
2 .
2.8. Calculation of S12 . We rewrite S
1
2 as
S12 =
∑
r1,...,r4
hr1r22 h
r3r4
2
( ∑
r5,...,r2j+4
hr5r62 ...h
r2j+3r2j+4
2 (W2)r5...r2j+4
)
r4
(W1)r1r2r3(0).
Then from the definition of W2 in (44) and also from (45) it is clear that we can apply (40) to the sum in
the big parenthesis above. Hence we get
(49) S12 = (j + 1)!
∑
|~α|=j
1
~α!
(−1
2~ω
cot
~ωt
2
)~α ( ∑
r1,...,r4
hr1r22 h
r3r4
2
(
D
2j
2~αW2
)
r4
(W1)r1r2r3
)
(0).
This reduces the calculation of S12 to calculating the small sum
A12 =
∑
r1,...,r4
hr1r22 h
r3r4
2 (W˜2)r4(W1)r1r2r3(0), (W˜2 = D
2j
2~αW2).
Computation of the sum A12 is straight forward and we omit writing the details of this computation. Using
Maple, we obtain ∫ t
0
∫ s1
0
A12 ds2 dt = −
t
2ω2n
(
−1
2ωn
cot
ωnt
2
)
(
D1~enW˜2D
3
3~enW1
)
(0).
If we plug this into (49), after a change of variable αn → αn + 1 in indices, we get
(50)
∫ t
0
∫ s1
0
S12 ds2 dt =
(j + 1)!
αn + 1
∑
|~α|=j−1
1
~α!
(−1
2~ω
cot
~ωt
2
)~α
(− t
2ω2n
)(
−1
2ωn
cot
ωnt
2
)2D2j+12~α+3~enV (0)D
3
3~enV (0).
2.9. Calculation of S22 . We rewrite S
2
2 as
S22 =
∑
r1,...,r6
hr1r22 h
r3r4
2 h
r5r6
2
( ∑
r7,...,r2j+4
hr7r82 ...h
r2j+3r2j+4
2 (W2)r7...r2j+4
)
r2,r4,r6
(W1)r1r3r5(0).
Again from (45) it is clear that we can apply (40) to the sum in the big parenthesis above. So
(51) S22 = (j + 1)!
∑
|~α|=j−1
1
~α!
(−1
2~ω
cot
~ωt
2
)~α ( ∑
r1,...,r6
hr1r22 h
r3r4
2
(
D
2j−2
2~α W2
)
r2,r4,r6
(W1)r1r3r5
)
(0).
So we need to compute
A22 =
∑
r1,...,r6
hr1r22 h
r3r4
2 h
r5r6
2 (W˜2)r2,r4,r6(W1)r1r3r5(0), (W˜2 = D
2j−2
2~α W2).
Using Maple ∫ t
0
∫ s1
0
A22 ds2 dt =
(− t
2ω2n
( −1
2ωn
cot
ωnt
2
)2 − t
12ω4n
)(
D3~3en
W˜2D
3
3~enW1
)
(0).
If we plug this into (51) we get
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(52)∫ t
0
∫ s1
0
S22 ds2 dt = (j+1)!
∑
|~α|=j−1
1
~α!
(−1
2~ω
cot
~ωt
2
)~α (− t
2ω2n
( −1
2ωn
cot
ωnt
2
)2− t
12ω4n
)
D
2j+1
2~α+3~en
V (0)D33~enV (0).
We note that the part of the expansion of
∫ t
0
∫ s1
0
Pj+2b2(0) which contains the data D
2j+1
2~α+3~en
V (0)D33~enV (0),
equals
i−j
2j.j!
(
2(j + 2)(j + 1)
∫ t
0
∫ s1
0
S12 + 2
3
( j + 2
3
) ∫ t
0
∫ s1
0
S22
)
.
Finally, by applying equations (50) and (52) to this we obtain (43).
3. Appendix A
In this appendix we prove Lemma 2.1.
Proof. First of all we would like to change the function Θ slightly by rescaling it. We choose 0 < τ < 2ε
so that ~1−τ = o(~1−2ε). Then we define
(53) Θ~(x) := Θ(
x
~1−τ
).
Thus Θ~ ∈ C∞0 ([0,∞)) is supported in the interval I~ = [0, ~1−τδ]. In Appendix B, using min-max principle
we show that
Tr(Θ(Hˆ)e
−it
~
Hˆ) = Tr(Θ~(Hˆ)e
−it
~
Hˆ) +O(~∞) = Tr(e
−it
~
Hˆ) +O(~∞).
Hence to prove the lemma it is enough to show
Tr(Θ(Pˆ )e
−it
~
Pˆ ) = Tr(Θ~(Hˆ)e
−it
~
Hˆ) +O(~∞).
To prove this identity we use the WKB construction of the kernel of the operators Θ(Pˆ )e
−it
~
Pˆ and
Θ~(Hˆ)e
−it
~
Hˆ and make a compression between them.
3.1. WKB construction for Θ(Pˆ )e
−it
~
Pˆ . In [DSj], chapter 10, a WKB construction is made for Θ(Pˆ )e
−it
~
Pˆ
for symbols P in the symbol class S00(1) which are independent of ~ or of the form P (x, ξ, ~) ∼ P0(x, ξ) +
~P1(x, ξ) + ..., where Pj ∈ S00 are independent of ~ (but not for symbols H = H(x, ξ, ~) ∈ S0δ0).
It is shown that we can approximate Θ(Pˆ )e
−it
~
Pˆ for small time t, say t ∈ (−t0, t0), by a fourier integral
operator of the form
UP (t)u(x) = (2π~)
−n
∫ ∫
ei(ϕP (t,x,η)−y.η)/~bP (t, x, y, η, ~)u(y)dydη,
where bP ∈ C∞((−t0, t0); S(1)) have uniformly compact support in (x, y, η), and ϕP is real, smooth and is
defined near the support of bP . The functions ϕP and bP are found in such a way that for all t ∈ (−t0, t0)
||Θ(Pˆ )e−it~ Pˆ − UP (t)||tr = O(~∞).
Let us briefly review this construction, made in [DSj]. First of all, in Chapter 8, Theorem 8.7, it is proved
that for every symbol P ∈ S00(1), we have Θ(Pˆ ) = Opw(aP (x, ξ, ~)) for some aP (x, ξ, ~) ∈ S00(1), where here
Pˆ and Opw(aP (x, ξ, ~)) are respectively the Weyl quantization of P and aP (x, ξ, ~). It is also shown that
aP ∼ aP,0(x, ξ) + haP,1(x, ξ) + ... for some aP,j(x, ξ) ∈ S00(1). The idea of proof is as follows. In Theorem
8.1 of [DSj] it is shown that if Θ ∈ C∞0 (R), and if Θ˜ ∈ C10 (C) is an almost analytic extension of Θ (i.e.
∂¯Θ˜(z) = O(|ℑz|∞)), then
(54) Θ(Pˆ ) =
−1
π
∫
C
∂¯Θ˜(z)
z − Pˆ L(dz).
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Then it is verified that for some symbol r(x, ξ, z; ~), we have (z − Pˆ )−1 = Opw(r(x, ξ, z; ~)). By symbolic
calculus, one can find a formal asymptotic expansion of the form
r(x, ξ, z; ~) ∼ 1
z − P + ~
q1(x, ξ, z)
(z − P )3 + ~
2 q2(x, ξ, z)
(z − P )5 + ...,
by formally solving Opw(r(x, ξ, z; ~))♯~(z − Pˆ ) = (z − Pˆ )♯~Opw(r(x, ξ, z; ~)) = 1. We can see that qj(x, ξ, z)
are polynomials in z with smooth coefficients. Finally it is shown that Θ(Pˆ ) = Opw(aP (x, ξ, ~)), where
aP ∈ S00 is given by
aP (x, ξ, ~) =
−1
π
∫
C
∂¯Θ˜(z)r(x, ξ, z; ~)L(dz).
By the above asymptotic expansion for r(x, ξ, z; ~) one obtains an asymptotic aP ∼ aP,0+ ~aP,1+ ..., where
(55) aP,j =
−1
π
∫
C
∂¯Θ˜(z)
qj(x, ξ, z)
(z − P )2j+1L(dz) =
1
(2j)!
∂
2j
t (qj(x, ξ, t)Θ(t))|t=P (x,η).
Then, again in Chapter 10 of [DSj], it is shown that ϕP (t, x, η) and bP (t, x, y, η, ~) satisfy
(56) ∂tϕP (t, x, η) + P (x, ∂xϕP (t, x, η)) = 0, ϕP |t=0 = x.η,
bP ∼ bP,0 + ~bP,1 + . . . , bP,j = bP,j(t, x, y, η) ∈ C∞((−t0, t0); S00(1)),
where
(57)


∂tbP,j +
〈
∂xϕP , ∂xbP,j
〉
+ 12∆xϕP . bP,j = − 12∆xbP,j−1, j ≥ 0, (bP,−1 = 0),
bP,j|t=0 = ψ(x, η)aP,j(x+y2 , η)ψ(y, η).
In (57), aP,j is given by (55) and ψ(x, η) is any C
∞
0 function which equals 1 in a neighborhood of P
−1(I)
where I = [0, δ] is, as before, the range of our low-lying eigenvalues and where Θ is supported.
There exists a similar construction for Θ~(Hˆ)e
−it
~
Hˆ , except here H ∈ S0δ0 .
3.2. WKB construction for Θ~(Hˆ)e
−it
~
Hˆ . Since in (13), H = H(x, ξ, ~) ∈ S0δ0 , with δ0 = 12 − ε, we can
not simply use the construction in [DSj] mentioned above. Here in two lemmas we show that the same
construction works for the operator Θ~(Hˆ)e
−it
~
Hˆ . We will closely follow the proofs in [DSj].
Lemma 3.1.
1) Let Θ~ be given by (53) and H ∈ S0δ0 by (13). Then for some aH ∈ S0δ0 we have Θ(Hˆ) =
Opw(aH(x, ξ, ~)). Moreover aH(x, ξ, ~) ∼ aH,0(x, ξ, ~) + ~aH,1(x, ξ, ~) + ..., where aH,j(x, ξ, ~) ∈ S0δ0
is given by
(58) aH,j =
−1
π
∫
C
∂¯Θ˜(z)
qH,j(x, ξ, z, ~)
(z −H)2j+1 L(dz) =
1
(2j)!
∂
2j
t (qH,j(x, ξ, t, ~)Θ~(t))|t=H(x,ξ,~).
2) Choose c such that 0 < c < min{1, ω2k}nk=1 ≤ max{1, ω2k}nk=1 < 1c . Let ψ~(x, η) be a function
in C∞0 (R
2n) ∩ S0δ0(R2n) which is supported in the ball {x2 + η2 < 4c−1~1−τ δ} and equals 1 in a
neighborhood of H−1(I), where I~ = [0, ~
1−τδ] (I~ is where Θ~ is supported). Then
(59) Θ~(Hˆ)u(x) = (2π~)
−n
∫ ∫
ei(x−y).η/~ψ~(x, η)aH(
x+ y
2
, η, ~)ψ~(y, η)u(y)dydη +K(~)u(x),
where ||K(~)||tr = O(~∞).
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Proof of Lemma 3.1: Since H ∈ S0δ0 and δ0 = 12 − ε < 12 , the symbolic calculus mentioned in the last
section can be followed similarly to prove Lemma 3.1.1. It is also easy to check that in (58), aH,j ∈ S0δ0 . The
second part of the Lemma is stated in [DSj] , equation 10.1, for the case P ∈ S00 . The same argument works
for H ∈ S0δ0 , precisely because the factor ~N on the right hand side of the inequality in Proposition 9.5 of
[DSj] changes to ~N−δ0α. Thus the discussion on pages 115− 116 still follows.
Lemma 3.2. For every t in some small interval (−t0, t0), there exist functions ϕH(t, x, η, ~) and bH(t, x, y, η, ~)
such that the operator UH(t) defined by
(60) UH(t)u(x) = (2π~)
−n
∫ ∫
ei(ϕH(t,x,η,~)−y.η)/~bH(t, x, y, η, ~)u(y)dydη,
satisfies
||Θ~(Hˆ)e
−it
~
Hˆ − UH(t)||tr = O(~∞).
Moreover, we can choose ϕH and bH such that
1) ϕH satisfies the eikonal equation
(61) ∂tϕH(t, x, η, ~) +H(x, ∂xϕH(t, x, η, ~)) = 0, ϕH |t=0 = x.η.
This equation can be solved in (−t0, t0)× {x2 + η2 < C~1−τ δ} where C is an arbitrary constant. In
fact ϕH is independent of ~ in this domain. (Only the domain of ϕH depends on ~. See (64).)
2) For all t ∈ (−t0, t0), we have bH(t, x, y, η, ~) ∈ S0δ0 with supp bH ⊂ {x2 + η2, y2 + η2 < C1~1−τδ} for
some constant C1. Also bH has an asymptotic expansion of the form
(62) bH ∼ bH,0 + ~bH,1 + . . . , bH,j = bH,j(t, x, y, η, ~) ∈ C∞((−t0, t0); S0δ0(1)),
and the functions bH,j satisfy the transport equations
(63)


∂tbH,j +
〈
∂xϕH , ∂xbH,j
〉
+ 12∆xϕH . bH,j = − 12∆xbH,j−1, j ≥ 0, (bH,−1 = 0),
bH,j |t=0 = ψ~(x, η)aH,j(x+y2 , η, ~)ψ~(y, η),
where in (63) we let ψ~(x, η) be a function in C
∞
0 (R
2n) ∩ S0δ0(R2n) which is supported in the ball
{x2 + η2 < 4c~1−τδ} and equals 1 in a neighborhood of H−1(I~), where I~ = [0, ~1−τδ]. Here c is
defined in Lemma 3.1.2. Also in (63), the functions aH,j are defined by (58).
4)
(64) ϕH(t, x, η, ~) = ϕP (t, x, η) on {x2 + η2, y2 + η2 < C1~1−τδ} ⊃ supp (bH(x, y, η, ~)).
5)
(65) bH,j(t, x, y, η, ~) = bP,j(t, x, y, η) on
{
x2 + η2, y2 + η2 < c~1−τ δ
}
.
Proof of Lemma 3.2: First of all we assume UH(t) is given by (60) and we try to solve the equation

||(~i ∂t + Hˆ)UH(t)||tr = O(~∞),
UH(0) = Θ~(Hˆ).
for ϕH and bH , for small time t.
Using (59), this leads us to
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

e−iϕH/~(~i ∂t + Hˆ)(e
iϕH/~bH) ∈ C∞((−t0, t0); S−∞δ0 (1)),
b|t=0 = ψ~(x, η)aH(x+y2 , η, ~)ψ~(y, η).
We choose the phase function ϕH = ϕH(t, x, η, ~) to satisfy the eikonal equation (61). This equation can
be solved in a neighborhood of the support of bH , for small time t ∈ (−t0, t0) with t0 independent of ~.
Let us explain how to solve this equation. We let (x(t, z, η; ~), ξ(t, z, η; ~)) be the solution to the Hamilton
equation
(66)


∂tx = ∂ξH(x, ξ, ~) = ξ, x(0, z, η; ~) = z
∂tξ = −∂xH(x, ξ, ~) = −∂xV~(x), ξ(0, z, η; ~) = η
.
We can show that (see section 4 of [Ch]) there exists t0 independent of ~ such that for all |t| ≤ t0 we have
(67)


|∂zx(t, z, η; ~)− I| ≤ 12 , |∂ηx(t, z, η; ~)| ≤ 12
|∂zξ(t, z, η; ~)| ≤ 12 , |∂ηξ(t, z, η; ~)− I| ≤ 12
.
We can choose t0 independent of ~, precisely because in equation 4.4 of [Ch] we have a uniform bound in ~
for Hess(V~(x)). Now, we define
λ : (z, η) 7−→ (x(t, z, η; ~), η).
It is easy to see that λ(0, 0) = (0, 0). This is because if (z, η) = (0, 0) then H(x, ξ) = H(z, η) = 0. By (13)
and (2), and W (x) = O(|x|3), we can see that H(x, ξ) = 0 implies (x(t, 0, 0; ~), ξ(t, 0, 0; ~)) = (0, 0). On the
other hand from (67) we have 12 < |∂zx(t, z, η; ~)| < 32 . Therefore λ is invertible in a neighborhood of origin.
We define the inverse function by
λ−1(x, η) = (z(t, x, η; ~), η),
which is defined in a neighborhood of (x, η) = (0, 0). Then we have
(68) ϕH(t, x, η, ~) = z(t, x, η; ~).η +
∫ t
0
1
2
|ξ(s, z(t, x, η; ~), η; ~)|2 − V~(x(s, z(t, x, η; ~), η; ~))ds,
A similar formula holds for ϕP except in (66) H should be replaced by P and in (68) V~ by V . It is known
that the eikonal equation for ϕP can be solved near suppbP , for small time t ∈ (−t0, t0) (Of course t0 is
independent of ~). Now, we want to show that
(69) ϕH(t, x, η, ~) = ϕP (t, x, η) in (−t0, t0)× {x2 + η2 < C~1−τδ}.
Let (x, η) be in {x2+η2 < C~1−τ δ}. First, we show that |z(t, x, η; ~)| < 8C 12 ~ 1−τ2 δ 12 . Because z(t, 0, 0; ~) = 0,
by Fundamental Theorem of Calculus we have
|z(t, x, η; ~)| ≤ (|x|+ |η|)sup{(|∂x|+ |∂η|)(z(t, x, η; ~))}.
From x(t, z(t, x, η; ~), η; ~) = x, we get
∂ηz = −(∂zx)−1∂ηx.
Thus by (67), |∂xz| + |∂ηz| ≤ 4. Hence |z(t, x, η; ~)| < 4(|x| + |η|) < 8C 12 ~ 1−τ2 δ 12 . This implies that for
all |t| ≤ t0, (x(s, z(t, x, η; ~), η; ~), ξ(s, z(t, x, η; ~), η; ~)) will stay in a ball of radius O(~1−τ ) centered at the
origin. On the other hand, by definition (13), P and H agree in the ball {x2+ η2 < 14~1−2ε} and τ < 2ε. So
for all t, s ∈ (−t0, t0) and (x, η) ∈ {x2 + η2 < C~1−τδ} we have
(70)
zP (t, x, η) = z(t, x, η; ~),
xP (s, zP (t, x, η), η) = x(s, z(t, x, η; ~), η; ~),
ξP (s, zP (t, x, η), η) = ξ(s, z(t, x, η; ~), η; ~),
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where zP (t, x, η), xP (s, zP (t, x, η), η) and ξP (s, zP (t, x, η), η) are corresponded to the Hamilton flow of P .
Hence by (68) and a similar formula for ϕP , we have (69). This also shows that we can solve (61) in
(−t0, t0)× {x2 + η2 < C~1−τδ}.
To find bH we assume it is of the form (62) and we search for functions bH,j such that e
−iϕH/~(~i ∂t +
Hˆ)(eiϕH/~bH) ∼ 0. After some straightforward calculations and using the eikonal equation for ϕH we obtain
the so called transport equations (63). Now let us solve the transport equations inductively (see [Ch]).
In [Ch] it is shown that the solutions to the transport equation (63) are given by
(71)
bH,0(t, x, y, η, ~) = J
− 12 (t, x, η, ~)bH,0(0, z(t, x, η; ~), η; ~), y, η, ~)
bH,j(t, x, y, η, ~) = J
− 12 (t, x, η, ~)
(
bH,j(0, z(t, x, η; ~), η; ~), y, η, ~)
− 12
∫ t
0 J
1
2 (s, x, η, ~)∆bH,j−1(s, x(s, z(t, x, η; ~), η; ~), y, η, ~)ds
)
.
where
J(t, x, η, ~) = det(∂xz(t, x, η; ~))
−1.
Now, we notice by the assumption on ψ~, we have supp(bH,j(0, x, y, η; ~)) ⊂ {x2+ η2, x2+ η2 < 4c−1~1−τδ}.
So by our previous discussion on z(t, x, η, ~), we can argue inductively that for all t ∈ (−t0, t0), supp(bH,j) ⊂
{x2 + η2, y2 + η2 < C1~1−τδ} for some constant C1. Since bH,j|t=0 ∈ S0δ0 , we can also see inductively from
(71) that bH,j ∈ S0δ0 . Finally, Borel’s theorem produces a compactly supported amplitude bH ∈ S0δ0 from the
compactly supported functions bH,j ∈ S0δ0 . This finishes the proof of items 1− 3 in Lemma 3.2.
Now we give proofs for items 4, 5 in Lemma 3.2.
By choosing C > C1, equation (64) is clearly true from (69). Next we prove that equation (65) holds.
Using (55) and (58), and because P and H agree in the ball {x2+η2 < 14~1−2ε}, we observe that the functions
aP,j(x, η) and aH,j(x, ξ, ~) agree in this ball. Therefore, because suppψ~(x, η) ⊂ {x2+ η2 < 4c−1~1−τδ} and
ψ~ = 1 in {x2 + η2 < c~1−τδ}, by (57) and (63)
bH,j(0, x, y, η, ~) = bP,j(0, x, y, η) on {(x, y, η); x2 + η2, y2 + η2 < c~1−τδ}.
This proves (65) only at t = 0. But by applying (70) to (71) and a similar formula for bP , we get (65). This
finishes the proof of Lemma 3.2.
To finish the proof of Lemma 2.1, we have to show that for t sufficiently small TrUH(t) = TrUP (t)+O(~
∞),
or equivalently
∫ ∫
ei(ϕH (t,x,η,~)−x.η)/~bH(t, x, x, η, ~)dxdη =
∫ ∫
ei(ϕP (t,x,η)−x.η)/~bP (t, x, x, η, ~)dxdη + O(~
∞).
By (64), the phase function ϕH of the double integral on the left hand side equals ϕP on the support of the
amplitude bH , so ϕH is independent of ~ in this domain. Now, if t ∈ (0, t0) where t0 is smaller than the
smallest non-zero period of the flows of P and H respectively in the energy balls
{(x, η)| H(x, η) ≤ δ~1−τ} ⊂ {(x, η)| P (x, η) ≤ δ},
then for every such t, (x, η) = (0, 0) is the only critical point of the phase functions ϕH(t, x, η, ~) − x.η and
ϕP (t, x, η)− x.η in these energy balls.
Obviously both integrals in the equation above are convergent because their amplitudes are compactly
supported. But the question is whether or not we can apply the stationary phase lemma to these integrals
around their unique non-degenerate critical points. By Lemma 3.2 the phase functions ϕH and ϕP are
independent of ~ on the support of their corresponding amplitudes. Hence ϕH , ϕP ∈ S00 on supp bH and
supp bP respectively. On the other hand bH(t, x, x, η, ~) ∈ S0δ0 , δ0 < 12 ; and bP (t, x, x, η, ~) ∈ S00 . These facts
can be used to get the required estimates for the remainder term in the stationary phase lemma (for an
estimate for the remainder term of the stationary phase lemma, see for example Proposition 5.2 of [DSj]).
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Finally, by (64) and (65) it is obvious that the integrals above must have the same stationary phase
expansions.
4. Appendix B
In this appendix we prove Lemma 2.2. In fact we prove that if Θ~ is given by (53) then in the sense of
tempered distributions
(72) Tr(Θ~(Hˆ)e
−it
~
Hˆ) = Tr(e
−it
~
Hˆ) +O(~∞).
Proof of Lemma 2.2 follows similarly.
We will use the min-max principle.
Min-max principle. Let H be a self-adjoint operator that is bounded from below, i.e. H ≥ cI, with
purely discrete spectrum {Ej}∞j=0. Then
(73) Ej = sup
ϕ1,...,ϕn−1
inf
ψ ∈ D(H); ‖ψ‖ = 1
ψ ∈ span(ϕ1, ..., ϕn−1)⊥
(ψ,Hψ).
As before we put Hˆ = − 12~2∆+V~(x) = − 12~2∆+ 12
∑n
k=1 ω
2
kx
2
k+W~(x), and Hˆ0 = − 12~2∆+ 12
∑n
k=1 ω
2
kx
2
k.
Then if we let C = ‖W~(x)‖
L∞
(
Rn×(0,h0)
), we have
(ψ, Hˆ0ψ)− C ≤ (ψ, Hˆψ) ≤ (ψ, Hˆ0ψ) + C,
and therefore by applying the min-max principle to the operators Hˆ and Hˆ0 we get
(74) E0j (~)− C ≤ Ej(~) ≤ E0j (~) + C.
Notice we have explicit formulas for the eigenvalues E0j (~) of Hˆ0. They are given by the lattice points in the
first quadrant of Rn. More precisely
σ(Hˆ0) =
{
E0~γ(~) = ~
n∑
k=1
ωk(γk +
1
2
); γk ∈ Z≥0
}
.
Since in the sense of tempered distributions
Tr(Θ~(Hˆ)e
−it
~
Hˆ) = Tr(χ[0,δ~1−τ ](Hˆ)e
−it
~
Hˆ) +O(~∞); (see for example [KD]),
to prove (72), it is clearly enough to show that for every ϕ in S(R)
∑
{j;Ej(~)>δ~1−τ}
ϕˆ(
Ej(~)
~
) = O(~∞).
Since ϕˆ is in S(R), for every p ≥ 0 there exists a constant Cp such that
|ϕˆ(x)| ≤ Cp|x|−p.
Hence by (74)
ϕ(
Ej(~)
~
) ≤ Cp
∣∣∣Ej(~)
~
∣∣∣−p ≤ Cp∣∣∣E0j (~)− C
~
∣∣∣−p.
Again using (74) and because C = ‖W~(x)‖
L∞
(
Rn×(0,h0)
) < A~ 32−3ε < δ4~1−τ we get
ϕ(
Ej(~)
~
) ≤ Cp( δ~
1−τ − C
δ~1−τ − 2C )
p
∣∣∣E0j (~)
~
∣∣∣−p < 2Cp∣∣∣E0j (~)
~
∣∣∣−p, for Ej(~) > δ~1−τ .
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Now let m be an arbitrary positive integer. So in order to prove the lemma it is enough to find a uniform
bound for
A(~) := ~−m
∑
{~γ;
P
ωk(γk+
1
2 )>
δ~1−τ−C
~
}
|
n∑
k=1
ωk(γk +
1
2
)|−p.
By applying the geometric-arithmetic mean value inequality we get
A(~) ≤ n−p~−m
∑
{~γ;
P
ωk(γk+
1
2 )>
δ~1−τ−C
~
}
|
n∏
k=1
ωk(γk +
1
2
)|−p
≤ n−p
n∑
k=1
{(
~−m
∑
{γk∈Z≥0; ωk(γk+
1
2 )>
δ~1−τ−C
n~
}
|ωk(γk+1
2
)|−p
) ∏
k′ 6=k
(∑
γk′
|ωk′(γk′+1
2
)|−p
)}
.
We claim for p large enough there is a uniform bound for the sum on the right hand side of the above
inequality. It is clear that if p ≥ 2 then the series ∑γk′ |ωk′(γk′ + 12 )|−p is convergent. Also if for some γk
we have ωk(γk +
1
2 ) >
δ~1−τ−C
n~ , then because C = O(~
3
2−3ε), for ~ small enough we have
(
ωk(γk +
1
2 )
)1/τ
>
( δ2n )
1/τ 1
~
. Thus
∑
{γk∈Z≥0; ωk(γk+
1
2 )>
δ~1−τ−C
n~
}
~−m|ωk(γk + 1
2
)|−p ≤ (2n
δ
)m/τ
∑
γk
|ωk(γk + 1
2
)|mτ −p.
So if we choose p > max {mτ , 2}, then the sum on the right hand side is convergent and therefore we have a
uniform bound for the sum on the left hand side and hence for A(~). This finishes the proof of (72).
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