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Abstract
Let Hn be the directed symmetric n-dimensional hypercube. Using the computer, we show that
for any permutation of the vertices of H4, there exists a system of pairwise arc-disjoint directed
paths from each vertex to its target in the permutation. This veri3es Szymanski’s conjecture
(Proceedings of the International Conference on Parallel Processing, 1989, pp. I-103–I-110) for
n=4. We also consider the so-called 2–1 routing requests in Hn, where any vertex can be used
twice as a source but only once as a target; we construct for any n¿3 a 2–1 request that cannot
be routed in Hn by arc-disjoint paths: in other words, for n¿3, Hn is not (2–1)-rearrangeable.
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1. Introduction
The directed symmetric hypercube Hn of dimension n¿1 has the set of vertices
Vn with |Vn| = 2n and the set of arcs An with |An| = n · 2n. From several possible
equivalent de3nitions, we choose the following: Vn consists of all the integers i such
that 06i62n − 1 and for i; j ∈ Vn, (i; j) is an arc of Hn from i to j iA the binary
representations B(i) and B(j) of i and j diAer in exactly one bit. Here the binary
representation B(k) of k ∈ Vn is the binary string bn−1 : : : b0, where b ∈ {0; 1} and
k =
∑n−1
=0 b · 2. If (i; j) ∈ An and B(i), B(j) diAer in the bit b, 066n − 1, we
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Fig. 1. Examples of hypercubes.
say that (i; j) is in dimension . For every , 066n − 1, in Hn there are 2n arcs
in dimension . Observe that Hn is symmetric, i.e. for each i; j ∈ Vn, (i; j) ∈ An iA
(j; i) ∈ An. Examples of Hn for 16n63 are given in Fig. 1.
For h; k¿1, we de3ne a h–k routing request (cf. [5]).
Denition 1 (Routing request). A routing request on a directed graph G is a multi-set
R of ordered pairs of vertices of G. For each pair [s; t] in a routing request, s is called
the source and t is called the target of the pair. A routing request R is said to be h–k
if each vertex appears in R at most h times as a source and at most k times as a target.
A routing request on G is called a partial permutation if it is 1–1, and a permutation
if it is 1–1 and has exactly |V (G)| pairs.
Note that in the following, if it is clear from the context, a routing request [s; t]
might be denoted by s → t.
Observe that if h= 1 or k = 1 then R contains no two identical source–target pairs.
Hence, R can be considered to be an injection of V (G) into 2V (G), the set of all subsets
of V (G), ful3lling the condition that the size of an image of every vertex of G is at
most h.
Szymanski [8] considered the following problem: given a hypercube Hn and a per-
mutation R on the vertices of Hn, is it possible to realize these source–target pairs by
arc-disjoint paths? That is, is it possible to 3nd for each [si; ti] ∈ R a directed path Pi
from si to ti such that the paths Pi are pairwise arc-disjoint? Or, in the terminology of
interconnection networks: is the hypercube rearrangeable? Szymanski [8] conjectured
that the answer is yes for any n¿1; he proved it for n63, with the stronger property
that all the requests are satis3ed by shortest paths. In the following, we will refer
to Szymanski’s conjecture with the shortest paths property as the strong Szymanski’s
conjecture.
Lubiw [6] gave a counterexample to the strong Szymanski’s conjecture: she gave an
example of a permutation in H5 which cannot be realized by arc-disjoint and shortest
paths. Moreover, Darmet [4] gave a counterexample to the strong Szymanski’s con-
jecture for H4. It is presented in Fig. 2, which gives a 1–1 routing request  on the
vertices of H4. Note that  is a partial permutation, but, still,  cannot be routed by
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Fig. 2.  cannot be routed in H4 by arc-disjoint and shortest paths.
arc-disjoint and shortest paths. Any permutation realizing at least the requests from 
would fail to be routed by arc-disjoint and shortest paths as well.
Note that all the source–target pairs which are given in the table are such that
dist(x; (x)) = 2 in H4. This is the base of the proof: suppose we want to 3nd a
shortest path for the source–target pair [6; 15]. Then, we can either route via 14, or
via 7. Suppose, we route via 14, that is 6 → 15 : 6; 14; 15. Hence, the only solution to
route the pair [2; 14] is 2 → 14 : 2; 10; 14, which means that 0 → 10 : 0; 8; 10, hence,
4 → 8 : 4; 12; 8, and consequently 12 → 9 : 12; 13; 9. In that case, the arcs (14; 15)
and (12; 13) have both been used. Hence it is impossible to route from 14 to 13 by a
shortest path in an arc-disjoint fashion. Similarly, if we decide to route from 6 to 15
via 7, we end up with a contradiction of the same sort.
Observe that we will see in Theorem 2 that all the permutations on H4 that realize
at least  can be routed by nonshortest paths.
Since, we managed to 3nd a counterexample for n = 4 to the strong Szymanski’s
conjecture, it is easy to see that for every n¿4, we can 3nd a permutation for which
it is not possible to route by shortest paths, since for a hypercube Hn with n¿4, H4
is a subgraph of Hn. To this end, we take any subgraph isomorphic to H4 in Hn and
apply  on this subgraph; then we “complete”  to get a permutation on H4.
However, until now, it is still an open problem whether Szymanski’s conjecture
(i.e. the rearrangeability of Hn, with n¿4, without the shortest paths condition) holds.
Note that many authors [5,3,7,2,9] have been solving the problem partially, whether by
proving that some families of permutations could be routed in any Hn, or by proving
that by doubling the arcs of Hn in one or several of its dimensions, any permutation
could be routed in Hn. For a good survey of the results concerning the latter, we refer
to [5].
In this paper, we 3rst show in Section 2 that Szymanski’s conjecture holds for n=4;
for this, we use a computer program. We will see that this proof implies the use of
2–1 routing requests. Hence, in Section 3, we will focus on the (2–1)-rearrangeability
of Hn, that is the rearrangeability of Hn with respect to the 2–1 routing requests. In
H3, we show that two such (2–1) routing requests cannot be routed by arc-disjoint
paths; this can be generalized, and we show in Section 3.2 that for any n¿3, Hn is
not (2–1)-rearrangeable.
2. On the rearrangeability of H4
Here, we prove Szymanski’s conjecture for n = 4. This is done using a computer
program, whose steps are detailed below. First, we observe that deleting all the arcs
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in dimension i (06i6n − 1) in Hn results in a disconnected graph, each of the two
connected components being a copy of Hn−1. Hence, we will call a cut in dimension i
(06i6n−1) the deletion of all the directed egdes of Hn in dimension i. The two copies
of Hn−1 that we get that way are called subcubes. For example, the cut in dimension
0 of H4 gives us two subcubes of dimension 3, say H3;0 and H3;1, where H3;0 (resp.
H3;1) is the subgraph of H4 induced by the vertices p (resp. q) with 06p67 (resp.
with 86q615).
H4 has 16 vertices, and therefore there are 16! permutations on the vertices of H4.
Hence, by brute force method, we could have tried to route each and every permutation
on the vertices of H4. However, a deeper study of H3 will save us many unnecessary
computations.
2.1. Converting the problem from H4 to H3
The main idea here is to answer the following question: can any 2–1 routing request
be routed by arc-disjoint paths in H3? Indeed, if we manage to prove this, then it is not
diRcult to see that any permutation can be routed by arc-disjoint paths in H4: suppose
we have a permutation  in H4, and let us cut H4 in dimension 0. Let V3;0 = {v ∈
V4 | 06v67} and V3;1 = {v ∈ V4 | 86v615}. Now let us route  using the following
“cross 3rst strategy”. For each v ∈ V3; i (06i61):
• If (v) ∈ V3; j with i 	= j, then route using the arc (v; v′) such that v′ ∈ V3; j, and
route v′ → (v) using only the arcs of V3; j;
• If (v) ∈ V3; i, then route using only the arcs of V3; i.
Clearly, following this strategy, any arc of the form (v; v′) with v ∈ V3; i and v′ ∈ V3; j
with i 	= j will be used at most once. Moreover, this strategy induces in each of the
subcubes H3;0 and H3;1 a 2–1 routing request. Hence, if any 2–1 routing request can
be routed by arc-disjoint paths in H3, then H4 is rearrangeable.
To know whether any 2–1 routing request on H3 can be routed by arc-disjoint
paths, we use the computer. For a better understanding, we give an overview of the
algorithm used: 3rst, for each request [si; ti], we are allowed certain paths depending
on the distance from si to ti in H3. These paths are the following:
• if dist(si; ti) = 1, we can only use the shortest path, that is the arc (si; ti);
• if dist(si; ti) = 2, we can use the 2 shortest paths or the 6 paths of length 4
in H3;
• if dist(si; ti) = 3, we can use the 6 shortest paths or the 6 paths of length 5 in H3.
Note that, for each request, we order the possible paths by priority (in that case, the
shortest paths will be placed 3rst, then the nonshortest ones).
The algorithm is the following: for each request, take the path with higher priority.
If at least one arc of this path is already used by a previous request, then try the
second path, etc., till one path is such that no arc has been used before. If it is not
possible, then backtrack to the previous request, and do the same thing recursively till
we can 3nd a path P with no arc already used. In that case, use the path P, and try to
route the next request. If no path P is found, the routing request is said to be failing.
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Fig. 3. A 2–1 routing request  in H3.
If a path is found for each of the requests, then the given 2–1 routing request can be
routed in H3 by arc-disjoint paths.
Thanks to the computer, we are able to show that “most” of the 2–1 routings on
H3 can be routed by arc-disjoint paths. In fact, only 72 of them did not get through
our algorithm (cf. Appendix A). Let us call them the 72 failing routing requests.
Thanks to the numerous automorphisms of H3, we can show that only two of them are
nonequivalent by automorphism: these are the 2–1 routing requests f3 and g3 de3ned
in Section 3.1.
Note that our algorithm does not try each and every possible path for a given request.
However, we show in Section 3.1 that f3 and g3 cannot indeed be routed in H3 by
arc-disjoint paths.
2.2. Getting back to H4
Now let us consider one of those 72 2–1 failing routing requests, say . The aim is
to consider  as the “projection” on H3 of a permutation  of the vertices of H4 and
to retrieve all the possible corresponding permutations . Depending on which of the
4 dimensions we decide to cut H4, and, having done so, on which of the 2 subcubes
of dimension 3 we consider, there are 4 · 2 = 8 possibilities. Once we have decided
this, we have to “rebuild”  from the informations given by . In each  among the
72 failing routing requests, three of the eight vertices are used twice as a source (this
can be veri3ed in Appendix A); hence, only 3ve distinct vertices are used as sources.
Consider the following example (Fig. 3), where we consider  in the subgraph H3;0
induced by a cut in dimension 0.
In that case, we see that 2 is taken twice as a source. Hence the corresponding
permutations in H4 will either have [2; 5] and [10; 7], or [2; 7] and [10; 5], as source–
target pairs. The same goes for a vertex which is only taken once as a source. Take,
for instance, vertex 3. The corresponding permutations in H4 either could have [3; 4]
as a source–target pair, or [11; 4]. As we have 3ve vertices which are sources at least
once, this gives us 25 = 32 possible diAerent sets of 8 requests in H4. This 3xes only
8 requests; hence, there are 8!=40320 possibilities for the 8 remaining requests in H4.
Consequently, for each of the 8 considered subcubes of dimension 3, and for each
2–1 routing request  in this subcube, we need to test 32 · 40320 = 1290240 permu-
tations  in H4. Thanks to the computer, it is very easy and fast to verify that those
permutations in H4 can be routed by arc-disjoint paths. Indeed, suppose we have cut
H4 in dimension 0, and that we are looking at H3;0, i.e. the hypercube of dimen-
sion 3 induced by the vertices 06p67. In that case, for each of the 72 2–1 failing
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Fig. 4. f3 (left) and g3 (right).
routing requests , we have to test the rearrangeability of H4 on the permutations i;
(16i632 ·40320). For a given i;, let us cut H4 in a diAerent dimension (say 1) and
see, in each of the two subcubes induced by the cutting, if the 2–1 routing requests
induced by this cut is among the 72 failing ones. If this is not the case, then we know
it is possible to route i; in an arc-disjoint fashion thanks to this new cutting. If this
is the case, let us try by cutting in another dimension (say 2), etc.
It appears that, for each of the 72 2–1 routing requests , no i; is such that,
by cutting H4 in one of the three other dimensions, the new 2–1 routing requests
given in each of the two subcubes are among the 72 failing ones. Consequently, if a
permutation  is such that a cut in dimension 06d63 induces one of the 72 failing
routing requests in at least one of its two subcubes of dimension 3, then there exists
06d′ 	= d63 such that a cut in dimension d′ does not imply this situation. Hence
the following Theorem, which answers and con3rms Szymanski’s conjecture for the
hypercube of dimension 4.
Theorem 2. Any permutation  on the vertices of H4 can be routed by arc-disjoint
paths; that is H4 is rearrangeable.
3. 2–1 routing requests in Hn
In Section 3.1, we study two examples of 2–1 routing requests, f3 and g3 (cf.
Section 2.1), and prove that they cannot be routed in H3 by arc-disjoint paths. Starting
from g3, we show in Section 3.2 a recursively constructed 2–1 routing request on Hn,
gn, for which no arc-disjoint routing can be found; this proves Theorem 14.
3.1. H3 is not (2–1)-rearrangeable
We have seen in Section 2.1 that among the 72 failing 2–1 routing requests, only
two of them are nonequivalent by automorphism of H3. We denote those two routing
requests f3 and g3, which are shown in Fig. 4. We are going to show that none of them
can be routed in H3 by arc-disjoint paths. First, we introduce some auxiliary notions.
We call an arc (x; y) of Hn a d-arc (downwards going arc) if x¿y, otherwise, i.e.
if x¡y, we call it a u-arc. Note that if Hn is drawn using a “level” representation
in such a way that 0 is the lowest and 2n − 1 the highest vertex in the drawing, then
d-arcs are really directed downwards and u-arcs upwards (cf. for instance Fig. 5).
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Fig. 5. The hypercube H3 drawn in “level representation”.
We easily verify that for any s; t ∈ Vn all shortest directed paths from s to t in Hn
use the same number of d-arcs (resp. u-arcs); let us denote it d(s; t) (resp. u(s; t)).
Also, any directed path P from s to t uses at least d(s; t) d-arcs and u(s; t) u-arcs,
whereas the diAerence of the number of d-arcs and that of u-arcs P actually uses equals
d(s; t)− u(s; t).
For a routing request R=[s1; t1]; : : : ; [sr; tr] in Hn, we de3ne d(R) and u(R) as follows:
d(R) =
∑r
i=1 d(si; ti) and u(R) =
∑r
i=1 u(si; ti).
Finally we de3ne, for x ∈ Vn : xin = {(y; x);y ∈ Vn and (y; x) ∈ An} and xout =
{(x; y);y ∈ Vn and (x; y) ∈ An}. Now, we are ready to prove the following.
Proposition 3. Neither f3 nor g3 can be routed by arc-disjoint paths in H3.
Proof. First, observe that d(f3) = 9, u(f3) = 11, d(g3) = 12, and u(g3) = 8.
Assume that there is a routing by arc-disjoint paths in H3 for f3, let us denote it
by . Analyzing the sources and targets of f3, we conclude that  must use the arcs
(0; 4), (1; 5), (2; 6) and (3; 7), i.e. all the arcs leading from the subcube induced in
H3 by the vertices {0; 1; 2; 3} to the subcube induced by the vertices {4; 5; 6; 7} (the
reason is that four pairs of f3 have their sources in the 3rst subcube and targets in
the second one). It follows quite similarly that  must also use the arcs (0; 1), (2; 3),
(4; 5) and (6; 7). Further, we conclude that  uses not more than 2 arcs from each of
the following sets: 1out, 4out and 5in (since, e.g. 1 is a target but not a source, hence
exactly one path from  ends in 1 and no path from  begins there). Since  uses
(1; 5) and (4; 5), it does not use (7; 5).
Let us look at the set 1out: at least one of its arcs is not used by ; since we showed
above that (1; 5) must be used, there are two cases to be considered:
(1) (1; 3) is not used by : then all the remaining 11 u-arcs have to be used by
 and  is necessarily a shortest path routing. It follows that 0 → 3 : 0; 2; 3; 0 →
6 : 0; 4; 6; 2 → 7 : 2; 6; 7; 2 → 5 : 2; 0; 1; 5. Now consider 6 → 1: it can start neither
with (6; 7) (used already) nor with (6; 2) (there is no way out from 2), hence 6 → 1 :
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6; 4; 5; 1; 3nally, 5 → 0 : 5; 4; 0. This is a contradiction, since all the 3 arcs from 4in
are already used and therefore 3 → 4 cannot be done.
(2) (1; 0) is not used by : because of symmetry and the fact that at most 2 arcs
from 4out may be used by , we conclude that (4; 0) is not used by  either. Since
d(f3) = 9 and the d-arcs (1; 0), (4; 0), (7; 5) are not used by ,  has to be a shortest
path routing. This is a contradiction, because, obviously, 5 → 0 cannot be routed by a
shortest path. This contradiction completes the analysis of the second case and we are
done with f3.
Let us now consider g3: Since d(g3) = 12 and in H3 there are altogether 12 d-arcs,
all the d-arcs must be used and we conclude that  consists of shortest paths. Consider
the subset S = {3; 5; 7} of V3. Observe that, in , there are 5 paths with targets in
V3 \ S, which start in S. On the other hand, there are 5 arcs leading from vertices in
S to vertices in V3 \ S. We conclude that 5 → 3 : 5; 7; 3. Further,  uses not more
than 2 arcs from 6out, since 6 is a target and not a source in g3. However, as we
noted above, all d-arcs must be used; hence,  does not use (6; 7), and we conclude
that 4 → 7 cannot be managed by a shortest path. This contradiction accomplishes the
whole proof.
3.2. 2–1 routing requests in Hn
In this Section, we are going to de3ne recursively a 2–1 routing request gn in the
hypercube of dimension n, Hn, and show in Theorem 14 that for any n¿3, gn cannot
be routed in Hn by arc-disjoint paths. This shows that for any n¿3, Hn is not (2–
1)-rearrangeable.
The idea here is to 3nd an “equivalent” of the routing request g3 of Section 3.1 for
any n¿3, and to generalize the arguments that allowed us to show that g3 cannot be
satis3ed by arc-disjoint paths. Because of the remark following De3nition 1, we may
assume that g3 is an injection of V3 into 2V3 ful3lling |g3(v)|62 for all v ∈ V3.
We are going to de3ne recursively a 2–1 routing request gn in Hn for n¿3; we will
do it de3ning gn again as an injection of Vn into 2Vn .
Denition 4 (2–1 routing request gn). Let g3 be the injection of V3 into 2V3 de3ned
in Section 3.1. Let n¿3 and assume that the injection gn of Vn into 2Vn is already
de3ned. De3ne gn+1 as follows:
• if 06i62n − 1, put gn+1(i) = {j + 2n; j ∈ gn(i)}. (Observe that gn(i) = ∅ implies
gn+1(i) = ∅ as well.)
• if 2n6i62n+1 − 1, put gn+1(i) = gn(i − 2n).
In what follows, we are going to use gn (for n¿3) to denote both the 2–1 routing
request in Hn and the corresponding injection of Vn into 2Vn . (A misunderstanding will
be avoided by the context.)
The lemmas given below list properties of gn we will need in the sequel (a proof
missing means that the statement follows trivially).
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Lemma 5. For n¿3; gn is a 2–1 routing request in Hn.
Lemma 6. For n¿3; every vertex of Hn is used in gn exactly once as a target.
Lemma 7. For n¿3; d(gn) = n · 2n−1.
Proof. Observe that for n¿3, if 06i; j62n − 1, then d(i; j+ 2n) = d(i; j), and d(i+
2n; j)=d(i; j)+1. Using Lemma 6, we easily verify that d(gn+1)=d(gn)+d(gn)+2n,
n¿3, and, using the already known equality d(g3) = 12, we accomplish the proof by
induction.
Lemma 8. For n¿3; any routing by arc-disjoint paths in Hn; satisfying gn; must be
a shortest path routing.
Proof. Observe that in Hn there are exactly n · 2n−1 d-arcs and use Lemma 7.
Now, let Sn denote the set of those vertices of Hn which have 2 targets in gn, i.e.
Sn = {i ∈ Vn; |gn(i)|= 2}:
The next lemma characterizes elements of Sn using their binary representation.
Lemma 9. Let n¿3 and i ∈ Vn. Then i ∈ Sn if and only if B(i) ends with 011; 101;
or 111; i.e. B(i) = pp′; where p ∈ {0; 1}n−3 and p′ ∈ {011; 101; 111}.
Proof. Observe that S3 = {3; 5; 7} and use induction.
Lemma 10. For n¿3 there are exactly 5 · 2n−3 arcs in Hn; leading from a vertex of
Sn to a vertex of Vn \ Sn.
Proof. The statement follows directly from Lemma 9.
Lemma 11. For n¿3; [s; t] is a request of gn with s; t ∈ Sn if and only if B(s)=m101
and B(t) = Tm011; where m ∈ {0; 1}n−3 and Tm is the complementary string to m (i.e.
the string arising from m by changing each bit of m to its opposite: 0 → 1 and
1 → 0).
Proof. We will prove the lemma by induction on n. Since S3 = {3; 5; 7} and [5; 3]
(with B(5)=101 and B(3)=011) is the only request of g3 with both source and target
in S3, we are done with the case n= 3.
Now, let n¿3, let s; t ∈ Vn+1. It follows from De3nition 4, that [s; t] is a request in
gn+1 if and only if one of the following possibilities occurs:
(1) 06s¡ 2n, 2n6t ¡ 2n+1 and there is a request [s′; t′] in gn such that s′ = s and
t′ = t − 2n;
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(2) 2n6s¡ 2n+1, 06t ¡ 2n and there is a request [s′; t′] in gn such that s′ = s − 2n
and t′ = t.
Let [s; t] be a request in gn+1, let possibility 1 occur. Obviously, B(s)= 0B(s′), B(t)=
1B(t′) and therefore (Lemma 9) both s and t belong to Sn+1 if and only if both s′
and t′ belong to Sn. Using induction hypothesis, we conclude that this happens if and
only if B(s′) = m101 and B(t′) = Tm011 for some m ∈ {0; 1}n−3 and this is equivalent
(because of equalities above) to B(s)=0m101, B(t)=1 Tm011= Tm011. So, in case 1, we
are done with the induction step; we proceed analogously in the case when possibility
2 occurs.
Lemma 12. For n¿3; there are exactly 2n−3 requests [s; t] in gn with s; t ∈ Sn.
Proof. Use Lemma 11.
Lemma 13. Let n¿3; let [s; t] be a request of gn with s; t ∈ Sn. Then any routing by
arc-disjoint paths in Hn; satisfying gn; uses only vertices of Sn in order to route the
request [s; t].
Proof. First, using Lemma 9, we obtain |Sn| = 3 · 2n−3, n¿3. Let n be a routing
by arc-disjoint paths in Hn, satisfying gn. Using Lemma 12, and observing that every
source vertex of Sn has two targets, we conclude that n contains 5 ·2n−3 paths leading
from Sn to Vn \ Sn. Since in Hn there are exactly 5 · 2n−3 arcs leading from a vertex
of Sn to a vertex of Vn \ Sn (Lemma 10), we conclude that every path of n leading
from Sn to Vn \ Sn uses just one of these arcs; hence, to route a request [s; t] of gn
with s; t ∈ Sn, only the arcs with both end vertices in Sn may be used.
Property 1. Let n¿3 and m ∈ {0; 1}n−3; let x and y be vertices of Hn such that
B(x)=m101 and B(y)=m111. Then any routing by arc-disjoint paths in Hn; satisfying
gn; uses the arc (x; y) to route a particular request [s; t] of gn with s; t ∈ Sn.
Proof. Let n¿3 and let [s1; t1] be a request of gn with s1; t1 ∈ Sn. Using Lemma 11,
we observe that there is p ∈ {0; 1}n−3 such that B(s1) = p101 and B(t1) = Tp011.
Assume that n is a routing by arc-disjoint paths in Hn, satisfying gn and consider
the path P of gn, routing the request [s1; t1]. Necessarily, there are x1; y1 ∈ Vn such
that:
(1) x1 and y1 are two consecutive vertices of P and thus (x1; y1) is an arc of Hn,
(2) there is p′ ∈ {0; 1}n−3 ful3lling either
2a. B(x1) = p′101 and B(y1) = p′001,
or
2b. B(x1) = p′101 and B(y1) = p′111.
Let us observe that the case 2a cannot occur, because B(y1) = p′001 implies y1 	∈ Sn
(Lemma 9) and this is a contradiction to Lemma 13. In this way, we found, given a
request [s1; t1] of gn with s1; t1 ∈ Sn, the arc (x1; y1) and p′ ∈ {0; 1}n−3 such that 2b
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Fig. 6. Property 1 illustrated in H4.
holds. Since the paths of n are arc-disjoint, we accomplish the proof by observing
that |{0; 1}n−3|= 2n−3 and using Lemma 12.
We refer to Fig. 6 for an illustration of this property in the case n=4. In that case,
S4 = {3; 5; 7; 11; 13; 15} (Lemma 9), and there are 2 requests of the form [si; ti] with
si; ti ∈ V4, i=1; 2. These requests are [5; 11] and [13; 3] (with B(5)=0101, B(11)=1011,
B(13) = 1101 and B(3) = 0011), cf. Lemma 11. We then see that the two arcs (5; 7)
and (13; 15) must be used to route those two requests, otherwise at least one arc (x; y)
with x ∈ S4 and y 	∈ S4 would be used, which contradicts Lemma 13.
Property 2. For n¿3 and m ∈ {0; 1}n−3; let x and y be vertices of Hn such that
B(x)=m110 and B(y)=m111. Then any routing by arc-disjoint paths in Hn; satisfying
gn; does not use the arc (x; y).
Proof. As a 3rst step it is easy to verify by induction that, for n¿3, if x′ is a vertex
of Hn ful3lling B(x′) = p110 for some p ∈ {0; 1}n−3, then gn(x′) = ∅ (i.e. x′ has no
target in gn).
So, let n¿3, assume that n is a routing by arc-disjoint paths in Hn, satisfying gn.
Using Lemma 6 observe that, if gn(y′) = ∅ for some y′ ∈ Vn, then at least one arc
from y′out is used by no path of n. If, moreover, there is an arc in y′in not used by
n, then there are at least two arcs in y′out used by no paths of n.
Next, using Lemma 7, we observe that n must use all the d-arcs of Hn.
Let x ∈ Vn ful3l B(x) = m110 for some m ∈ {0; 1}n−3. If n = 3, then x = 6, xout
consists of two d-arcs and the u-arc (6; 7) which is used by no 3. Therefore, in the
rest of the proof we may assume n¿4.
We are going to prove a stronger statement, namely: for n¿4 and m ∈ {0; 1}n−3, let
x and y be vertices of Hn such that B(x) =m110 and B(y) =m111. Then any routing
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Fig. 7. Property 2 illustrated in H4. The arcs (1110; 1111) and (0110; 0111) are unused by 4.
by arc-disjoint paths in Hn, satisfying gn, uses all the arcs from xout with the exception
of the arc (x; y).
The proof will be by induction on |m|0, the number of zero bits of the string m.
(I) If |m|0 = 0, i.e. if B(x)= 1 : : : 1110 then the only u-arc contained in xout is (x; y)
and all the remaining arcs in xout are d-arcs; we are done with the basis of induction.
(II) Assume 0¡ |m|06n−3. We already know that n does not use at least one arc
from xout; it is necessarily a u-arc. Let the arc not used be (x; y′), where B(y′)=m′110
for m′ arising from m by changing exactly one zero bit of m to 1. Observe that
|m′|0 = |m|0 − 1 and thus, by induction hypothesis, there is exactly one arc from y′out
not used by n (and this is the arc (y′; y′′) where B(y′′) = m′111). However, we see
that (x; y′) ∈ y′in is not used by n, and also gn(y′) = ∅, therefore at least two arcs
from y′out are not to be used by n, which is a contradiction. Hence the arc from xout
not to be used by n must be (x; y); we are done also with the induction step, which
accomplishes the whole proof.
We refer to Fig. 7 for an illustration of Property 2 in the case n= 4.
Theorem 14. For n¿3; gn cannot be routed in Hn by arc-disjoint paths; in other
words; for n¿3; Hn is not (2; 1)-rearrangeable.
Proof. It follows immediately from the de3nition that, for n¿3, gn contains the request
[4; 2n− 1]. Assume that there is a routing by arc-disjoint paths in Hn satisfying gn, let
it be n. Observe that B(4) = 0 : : : 0100, B(2n − 1) = 1 : : : 1111. Since n is a shortest
path routing (Lemma 8), there are x; y ∈ Vn and m ∈ {0; 1}n−3 such that the arc (x; y)
is used by n to route the request [4; 2n − 1] and either
B(x) = m101 and B(y) = m111
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Fig. 8. An arc-disjoint routing for the 2–1 routing request f4.
or
B(x) = m110 and B(y) = m111:
However, the 3rst possibility is excluded by Property 1 (because 4 	∈ Sn), the second
by Property 2. The contradiction proves the theorem.
Remark 15. We note that if we apply the same construction to the 2–1 routing request
f4, we do not necessarily get a 2–1 routing request in Hn which cannot be routed by
arc-disjoint paths.
Indeed, let f4 be the 2–1 routing request on H4 obtained by applying to f3 the same
operation which gave g4 from g3. In that case, f4 can be routed in H4 by arc-disjoint
paths, as shown in Fig. 8 above.
4. Conclusion
In the 3rst part of this paper, we use the computer to prove the rearrangeability of
H4. This proof relies on the “splitting” of any permutation in H4 into two 2–1 routing
requests (one in each of the H3 obtained by cutting H4 in dimension 0), which we
try to route by arc-disjoint paths in their respective subcube of dimension 3. We note
that this method is the one employed by Szymanski [8] to prove the rearrangeability
of H3.
Consequently, our 1–1 routing request problem has turned into a 2–1 routing request
problem. Hence, the study of 2–1 routing requests appears to be of high interest as
well; this is the object of the second part of this paper. Indeed, we have derived from
our routing algorithm 72 failing 2–1 routing requests, among which 2 appear to be
non-equivalent by automorphism of H3. We have shown that these two 2–1 routing
requests cannot indeed be routed in H3 by arc-disjoint paths. Moreover, we have derived
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Fig. 9. A 2–1 routing request  in H3.
Fig. 10. Another way to see .
from one of them a recursive de3nition of a 2–1 routing request, and we have shown
that it cannot be routed in an arc-disjoint fashion in Hn, for any n¿3.
Starting from what was a study of 1–1 routing requests in Hn and the rearrange-
ability of Hn, we have mainly studied and proved the non-rearrangeability of Hn with
respect to 2–1 routing requests. Though we have answered the question of the (2–
1)-rearrangeability of Hn, the question of the (1–1)-rearrangeability of Hn for any
n¿5 is still open.
5. Uncited Reference
[1]
Appendix A. The 72 failing 2–1 routing requests
In this Appendix, the 72 2–1 routing requests which failed to get through our al-
gorithm (cf. Section 2.1) are given. For a better understanding, let us explain how a
2–1 routing request is denoted in the following. For this, let us take an example. For
instance, take the 2–1 routing request  described below:
5××4 3 6× 1××××7 2× 0
In that case,  can also be viewed as corresponding to the table given in Fig. 9. If,
in the table, (x) = × twice for some x, then this means that x is not a source
in . Otherwise, x is a source in  and (x) can be read from the table. This
gives the 2–1 routing request  above (Fig. 10). The 72 2–1 routing requests that
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failed to get through our algorithm are then the following:
× × 5 4 3 6 1 × × × 7 × 2 × 0 ×
× × 5 4 7 3 × 1 × × × 6 × 2 × 0
× 4 × 5 7 2 1 × × 6 × × 3 0 × ×
× 6 1 4 3 2 × × × 7 × 5 × 0 × ×
× 6 4 × 3 2 5 × × × × × 7 0 1 ×
× 6 5 4 1 2 × × × 7 × 0 × 3 × ×
× 6 7 × × 3 5 4 × × × × × 2 1 0
× 2 4 × 3 × 5 0 × 6 7 × × × 1 ×
× 4 5 × 7 × 3 0 × 6 × × 2 × 1 ×
3 × 5 4 × 2 1 × 6 × 7 × × 0 × ×
3 × 5 4 2 × × 0 7 × 1 6 × × × ×
3 4 1 × × 2 0 × 7 6 5 × × × × ×
3 6 × 4 × × 1 2 × 7 × 5 × × × 0
5 × × 4 3 6 × 1 × × × × 7 2 × 0
5 × 4 × 3 6 × 0 7 × × × 1 2 × ×
5 4 1 × × 3 × 0 7 6 × × × 2 × ×
5 6 × × × 3 1 4 × 7 × × × 2 × 0
6 × × 4 3 × 5 2 × × × × 7 × 1 0
6 × 5 × × 2 3 4 × × 7 × × × 1 0
6 2 4 × × × 3 0 7 × 5 × × × 1 ×
7 × 1 4 × 6 3 × × × 5 × × 2 0 ×
7 × × 5 3 2 × 4 × × × × 1 6 × 0
7 × 4 × × 6 3 2 × × 5 × × × 1 0
7 2 × 4 × × 3 1 × 6 × 5 × × × 0
× 2 5 4 3 × 1 × × × 7 6 × × 0 ×
× × 7 4 3 6 × 1 × × × 5 × 2 × 0
× 4 5 × 3 6 1 × × × × × 7 2 0 ×
× 6 1 4 × 2 3 × × 7 5 0 × × × ×
× 6 5 × 3 2 × 4 × × 7 × × 0 × 1
× 6 5 4 2 × 3 × × × 7 0 × × 1 ×
× 7 × 4 3 × 5 2 × × × 6 × × 1 0
× 2 5 4 3 × × 0 × 7 × 6 1 × × ×
× 6 4 × 7 3 × 0 × × 5 × 1 2 × ×
3 × 5 4 × 2 × 1 × × 7 6 × × × 0
3 2 × 5 1 × × 0 7 6 × 4 × × × ×
3 4 5 × × 2 × 1 7 6 × × × 0 × ×
3 6 4 × × × 1 2 7 × 5 × × × 0 ×
5 × × 4 7 2 1 × 6 × × 0 3 × × ×
5 2 × 4 3 × × 1 7 6 × 0 × × × ×
5 4 × 0 3 × 1 × 7 6 × × 2 × × ×
5 6 1 × 3 × × 2 7 × 4 × × × × 0
6 × × 4 × 2 5 1 7 × × × × × 3 0
6 × 4 0 3 2 × × 7 × 5 × 1 × × ×
6 2 5 × 3 × × 1 7 4 × × × × × 0
7 × × 4 3 2 5 × × × × 6 1 × 0 ×
7 × × 6 2 × 5 4 × × × × 3 × 1 0
7 × 4 6 × 3 1 × × × 5 0 × 2 × ×
7 4 × × × 3 5 1 × 6 × × × 2 × 0
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× 2 5 4 × 3 1 × × 6 7 0 × × × ×
× × 4 6 7 2 1 × × × 5 × 3 × 0 ×
× 6 × 4 3 2 5 × × 7 × × 1 0 × ×
× 6 × 4 7 × 3 2 × × × 5 × × 1 0
× 6 5 × 3 × 1 4 × 7 × × × × 0 2
× 6 5 4 3 × × 2 × × × 0 7 × × 1
× 7 5 × × 6 3 4 × × × × × 2 1 0
× 4 5 × 3 6 × 0 × 7 1 × × 2 × ×
× 6 7 4 2 × × 0 × × 1 5 3 × × ×
3 × × 6 × 2 1 4 7 × × 5 × × × 0
3 2 4 × × 0 1 × 7 6 5 × × × × ×
3 6 × 4 × 2 1 × 5 7 × × × × 0 ×
3 6 5 × 1 × × 4 7 × × × 2 × × 0
5 × × 4 × 6 1 2 7 × × × × 3 × 0
5 2 × 4 3 × 0 × 7 6 × × 1 × × ×
5 6 × × 3 × 1 4 7 × × × 2 × 0 ×
6 × 1 4 3 × × 2 7 × 5 0 × × × ×
6 × 5 × 3 2 × 4 7 × × × 1 0 × ×
6 × 5 4 2 0 × × 7 × 1 × 3 × × ×
6 4 × × 3 × 5 0 7 × × × 2 × 1 ×
7 × 1 4 × 3 × 2 × × 5 6 × × × 0
7 × × 4 3 6 1 × × × × 5 2 0 × ×
7 2 × 4 × 3 5 × × 6 × × × 0 1 ×
7 4 × 5 × 2 3 × × 6 × 0 × × 1 ×
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