Abstract 
Introduction
In recent years, peer-to-peer (P2P) Grid
Computing has gained its popularity in many large scale distributed applications [1] . In such context, trust management is a complex and difficult task since resources are geographically distributed, heterogeneous in nature, autonomous, and owned by different organizations. Especially in a P2P environment, selfish peers will have little incentive to contribute their resources, if there are no efficient solutions to enforce node cooperation. Some providers may provide services with poor quality and do not guarantee the user will be satisfied, or even maintain the impression of cooperation, but not put in the practical effort.
Worse in an environment lack of punishment, they maybe propagate false resources or information for their own interest and exaggerate the capabilities of their services.
Establishing reputation systems is one of good solutions to deal with unreliable peers and assist in the selection process for Grid resources. With the introduction of this type of reputation, how to collect locally-generated feedbacks and aggregate them to yield the global reputation scores is a prime concern in a typical P2P environment, since each peer records personal experience with the others and basically there is no centralized reputation repository in the system. It maybe more difficult in a P2P Grid system since resources are essentially in virtual organizations across multiple domains and managed by various administrators.
In this paper, we propose a reputation framework for trust management in a typical P2P Grid. The rest of this paper is structured as follows. The related work is introduced in section 2. In section 3, we present the system framework for P2P Grid environment. The collection and aggregation of reputation values in a single VO is discussed in section 4. In section 5, we show to aggregate and query the reputation score of a specific node across multi domains, and how to elect the coordinator to implement this task. In section 6, a context-related reputation function is designed to facilitate an efficient mechanism for service provider selection in this P2P Grid environment. The operation based on reputation values and how to generate the feedback score are suggested. Section 7 shows the initial simulation results. The finial section summarizes the paper and gives the suggestion for future works.
Related Work
To encourage resource sharing and detect malicious nodes, reputation management is essential for peers to assess the trustworthiness of others and have more incentive to contribute their resources. In this type of reputation system, the global reputation score of a node is calculated by considering the opinions from all other nodes that have interacted with this node. In [2] , authors selected several existing reputation algorithms and performed a quantitative comparison of both the accuracy and overhead associated with these techniques. In [3] , a survey of trust and reputation systems was given for online service provision. J. H. Abawajy proposed a service selection method which integrates Grid information service and reputation management facility [4] . He also suggested the underlying algorithm for computing and managing reputation in service-oriented grid computing. In [5] , authors presented minimum and maximum threshold for reputation from other entities to decrease malicious competition and a rewarding mechanism was proposed to encourage collaboration.
Then authors presented how to integrate this reputation scheme into grid resource allocation approach to overcome malicious nodes problem. In [6] , authors designed a Beta reputation function to calculate reputation value. All these projects do not address the problem of dealing with reputation service in a P2P environment. The reputation storage mechanism is usually built on the assumption that there are some highly pre-trusted entities in the Grid, which can be used to store indirect reputation. However, this centralized storage model is typically unusual in the P2P environment.
A formal discuss of trust in the context of P2P networks was given in [7] , which designs a decentralized storage method (P-Grid) to access information about the probability that an agent will cheat in the future. However, in this approach, trust is only evaluated according to referrals from neighbors, instead of all information in the system. Buchegger and Budded presented a reputation evaluation approach based on Bayesian learning technique [8] . In their approach, the first-hand information is exchanged frequently and the second-hand information is merged, if it is compatible with current reputation rating. In PeerTrust system [9] , the trustworthiness of a given peer is computed as the average feedback weighted by the scores of the feedback originators. The limitation of this approach is that the computation and communication load is heavy in a large-scale P2P system since the computation convergence rate is not provided. The EigenTrust system [10] assumes some pre-trusted peers exist, and they are trusted by all peers in the system. Peers perform a distributed calculation approaching the eigenvector of the trust matrix over the peers. However, this assumption may be over optimistic in a distributed computing environment.
The GridEigenTrust project proposes a reputation service uses an algorithm for evaluating Grid reputation by combining the eigenvectors method and global trust method [11] . In PowerTrust system [12] , according to the power-law feedback characteristics, only small number of power nodes that are most reputable will be dynamically selected using a distributed ranking mechanism. Authors show that this system improves in global reputation accuracy and aggregation speed, and as a result, reduces the total job
System Framework

Network Architecture
We can model a P2P Grid as Fig.1 . Here, the Grid comprises nodes within three different virtual organizations. To model reputation management system in our P2P Grid, we show a framework in figure 2. In our system, a Distributed Hash Table (DHT) mechanism such as Chord [13] is adopted to implement the distributed query mechanism on the fully connected physical network. Within any VO, nodes are organized as a P2P system. Reputation data is stored in a completely distributed manner and collected by using eigenvectors to compute global reputation score.
Across multi-VOs, a special node called coordinator is elected for each VO. Some pre-defined services, such as the Grid Information Service (GIS) are offered to provide coordinator advertisement and discovery. The coordinator is responsible for storing feedback and replying reputation query from nodes within different VOs.
Trust overlay network
A trust overlay network (TON) [12] can be used 
Notation
In this section, we give the notation adopted in this paper. We define:  F(i, j, t, c): a direct feedback for the context c at time t of node i towards node j.  R(i, j, t, c): a accumulative direct relationship for the context c at time t of node i towards node j.  R(j, t, c): the global reputation of node j for the 
Collecting Reputation within a VO
Eigenvector Method
The reputation vector R can be calculated by an iterative convergence process in Eq. (1). Given an initial reputation vector R (0) and small error threshold ε.
R | > ε , we can compute the successive reputation vectors recursively by:
After sufficient number of k iterations, the global reputation vector converges to the eigenvector of the trust matrix R [11] . This recursive process is motivated by the Markov random walk, and is widely used in many fields. In [15] , a comparison of random walk strategies for Ad Hoc Networks is implemented. Now the question is how we can collect raw local reputation data efficiently and accelerate converges in this specific model.
We propose a forward-attach random walk (FARW) strategy to efficiently aggregate global reputations within one VO. The mechanism is designed to each node in the network can attach its first hand data when it forward its neighbors' information.
Compared to regular random walk, the surfer makes the decision based knowledge by itself and its successor node. The aggregation overhead decreases apparently. We will give the detail in next section.
FARW Reputation Collection Algorithm
Since we assume nodes are selfish, it is unacceptable that any peer manages its reputation score itself. So every node should be assigned a score manager that accumulates its global reputation. When a new node i joins the system, node j is assigned as the score manager of node i if node j is the successor node of i based on chord algorithm. The score manager is unknown to all other nodes. If a peer issues the feedback scores for node i, it will send the score message to node i. Then it is easy for node i to forward this message to its successor node j, since node i can communicate with its successor in chord directly.
Security can be solved by signature and encryption.
Node i can not know its global reputation score itself.
All nodes can access the global reputation of node i by issuing a lookup request to i, then node i will forward this request to node j again. Different hash functions can be adopted to have multiple score managers for each node in case the malicious score manager reports some wrong global reputation scores.
Detailed FARW algorithm is given below. is exactly forwarded to node j. Now, let's consider the time complexity of algorithm. In Chord system, we know that with high probability, the number of nodes that must be contacted to find a successor in an N-node network is O(logN). We can see using FARW algorithm, any node can send a feedback score within O(logN) hop counts too.
As an example, consider a 10-node typical Chord system in figure 3 . Suppose node 8 issues a feedback score F(i, j, t, c) to node 56. In the chord, node 8 sends the feedback message to node 42 using its finger For any node N l at time t+1
Receive all feedback_message;
Calculate the global reputation score of node j using Eq. (1); message directly to its successor node 14, which will forward the message to node 48, then node 56, accordingly using the Chord method. 
Since old feedback may not always be relevant for the actual reputation rating, the provider may change its behavior over time. An available approach is that old feedback is given less weight than more recent feedback. We introduce a so-called forgetting factor δ , which can be adjusted according to the expected rapidity of forgetting old feedback.
The global reputation R(j, t, c) is gotten from the coordinator. The coordinator also uses a reputation (4) Where m is the number of nodes issue the feedback to node j.
Election Algorithm
The coordinator plays an important role to collect and aggregate Reputation Across multi-VOs. If the coordinator crashes, an election algorithm is needed to get a new coordinator. Since peers can join and leave the Grid freely, it is desired that some relatively permanent power nodes are considered as coordinators.
We assume that the node with the highest reputation score is most likely to be a permanent power node. The ring algorithm to elect the coordinator is designed below. 
Operations on Reputation Values
Since every peer has its own criteria to generate feedback scores, our system can incorporate different methods. In this scene, we use a queue theory approach to get reputation values.
Selection of Providers
In a P2P Grid, a node hopes to select some service providers from many candidates. The reputation score of peers can be considered as an evaluating indicator Now consider under grid service context c, a service provider with N nodes access in discrete time and the service request arrival rate at this provider is . However, it is not enough since the overload of node has always an important role for node selection. A solution is to mix these two matrixes when decision is made.
λ , while service implementation rate is µ. Using M/M/1 queue model, we can get the probability that the system is empty when any packet arrival occurs is:
Then the average packet delay can be computed as:
When a node wants to request a service, it first sends a request_reputation message to all. All these providers should reply a message including their reputation score plus their current values about parameters N, and λ at this time. Once this node collects all these information, it will use Eq. (7) to get
Where m is the number of potential service providers, R(k, t, c) is the normalized global reputation score of node k, and parameterα presents the weight of nodes' overload.
Note that it is possible that some providers report false information for their overload and exaggerate their capabilities. So some mechanisms are desired to detect malicious providers and isolate them. The details about feedback score is given in next section.
Feedback Score
Before transaction, the service request use matrix S to select providers. Once the provider is determined, node i submits the request. Then the practical delay
can be gotten. In our project, consider Grid service context c, the feedback score F(i, j, t, c) that node i rates node j at time t can be defined in Eq. 8.
(8)
Simulation Results
To test the performance of our model, several There is no power node in the simulated P2P Grid.
Simulation parameters used in the experiments are summarized in Table 3 . The convergence overhead is measured as the number of iterations before the global reputation convergence. That is to say, the distance between two consecutive reputation vectors is smaller than the pre-defined threshold. Figure 8 shows the convergence overheads for our reputation framework in one VO.
Distributed ranking mechanism is adopted so that the performance of system has no big change when nodes join or depart from network freely. Based on the FARW algorithm, the significant traffic reduction on the network means less work for all peers involved.
The low overhead of our system makes it attractive in performing highly scalable P2P applications, such as P2P Grids. Table 3 shows the provider selection for one requester in potential 10 providers when we vary the parameter α . With the increase of α , the overload of nodes at current time has more influence on user's decision. We can see the choice of provider is changing with the weight of the nodes' overload.
Simulation parameters used in this experiment are summarized in Table 2 . λ is measured as the number of request per minute, and µ as the execution time of one task. We adopt the root-mean-square (RMS) error in [12] to evaluate the effectiveness and robustness of the reputation system against various malicious peer behaviors. The RMS error is defined by:
) / ) (( where v i and v i ' are the actual and measured global reputation scores of peer i, respectively. Figure 9 and percentage of malicious nodes varies from 0 to 20%. In figure 9 , the malicious nodes belong to type one, namely those nodes only report dishonest overloads.
The system can find this type of misbehavior and correct it. In figure 10 , malicious nodes rate the false reputation scores, the RMS error increases with the percentage of malicious nodes increases. The total message number experiment is performed under both one VO and three VOs settings.
In one VO with 1500 nodes, the global reputation score is calculated using FARW algorithm over Chord ring.
In three VOs respectively with 500 nodes, the global reputation score is calculated using integrated model.
We count the total number of messages sent for reputation aggregation. It is defined that the maximum outdegree of any node various from 10 to 100 in both cases.
In figure 11 , this plot shows significant gap of the message number between the two systems. Since using the FARW algorithm, any node sends a feedback score within O(logN) hop counts. However, nodes can directly contact the coordinator after it registers in the system. That means the number of messages is O(1). For the future work, first we hope to extend our system to work on the unstructured P2P system. Since most P2P systems deployed on the Internet are unstructured. Without a fast searching or hashing mechanism, how to perform fast reputation aggregation is a major challenge. Another new idea is to modify our algorithm for ad hoc network case and use it for providing membership services in mobile Grid networks.
