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Meereis beeinﬂußt u¨ber komplexe Ru¨ckkopplungsprozesse nicht nur das lokale Klima im
Wirkungsgefu¨ge Ozean-Atmospha¨re-Meereis, sondern auch die Allgemeine Zirkulation der
Atmospha¨re und die ozeanische Zirkulation. Neben einer ausgepra¨gten interannualen Va-
riabilita¨t weist die Meereisausdehnung in den letzten beiden Jahrzehnten arktisweit einen
signiﬁkant negativen Trend mit maximalen Werten im Fru¨hling und Sommer auf. Diese
werden ha¨uﬁg auf (kleinra¨umige) Prozesse in der sibirischen Arktis bzw. in der Laptew-
see zuru¨ckgefu¨hrt. Das Ziel dieser Arbeit ist die Erweiterung des Prozeßversta¨ndnisses
der Atmospha¨re-Meereis-Wechselwirkungen auf der regionalen Raum-Zeitskala wa¨hrend
des Sommers von 1979 bis 2002 in der Arktis mit dem Schwerpunkt auf der Laptewsee.
Dazu werden numerische Simulationsrechnungen mit dem regionalen Atmospha¨renmodell
HIRHAM4 in Kombination mit boden- und satellitengestu¨tzten Beobachtungsdaten ein-
gesetzt.
Als Voraussetzung fu¨r numerische Experimente und zur realita¨tsnahen Reproduktion
atmospha¨rischer Prozesse wird ein verbesserter unterer Modellrandantrieb fu¨r HIRHAM4
auf einer Beobachtungsdatenbasis erstellt, validiert und beschrieben.
Um die Wirkung der Meereisverteilung, der -eigenschaften und kleinra¨umiger Strukturen
auf die Atmospha¨re zu untersuchen, wird HIRHAM4 systematisch mit unterschiedlichen
Modelleinstellungen zur variablen Einbeziehung unterer Randantriebsdaten im Rahmen
von Sensitivita¨tsstudien verwendet. Bereits geringe Vera¨nderungen des unteren Randan-
triebs reichen bei identischem seitlichem Randantrieb aus, um signiﬁkant verschiedene
atmospha¨rische Zirkulationsmuster relativ zu den Kontrolla¨ufen mit Standardantrieb und
-einstellungen zu erzeugen. Die in dieser Arbeit besonders untersuchte Zyklonenaktivita¨t
wird ebenfalls vera¨ndert. Mittlere atmospha¨rische Zirkulationsmuster und die bodennahe
Lufttemperaturverteilung ko¨nnen mit dem neuen Antrieb realita¨tsna¨her reproduziert wer-
den, was Validierungsexperimente mit Beobachtungsdaten zeigen. Den gro¨ßten relativen
Einﬂuß neben einer vera¨nderten Meereisausdehnung und Verteilung hat die Nutzung von
Meereisbedeckungsgraden anstelle einer bina¨ren Meereismaske.
Durch die Nutzung von Meereisdriftdaten ko¨nnen dynamische und thermodynamische
Prozeßkomponenten ansatzweise getrennt werden, um die Ursache fu¨r die Entstehung von
Meereisanomalien in der Laptewsee zu untersuchen. Diese sind abha¨ngig von einer zeitkri-
tischen Abfolge von Atmospha¨renzusta¨nden und Meereiseigenschaften zwischen Mai und
August. Positive Lufttemperaturanomalien werden als entscheidende Steuergro¨ße fu¨r die
Entwicklung negativer Meereisanomalien identiﬁziert. Sie sind eine Folge erho¨hter kurzwel-
liger Strahlungsbilanzen, die an autochthone Hochdruckwetterlagen oder Zwischenhochs
von Tiefdrucksystemen gekoppelt sind. Die fru¨hsommerlichen Polynjen scheinen dabei
wichtige Einﬂußfaktoren zu sein. Wegen geringerer Prozeßraten wirkt die windinduzier-
te Meereisdrift unterstu¨tzend bzw. abschwa¨chend, kann eine Anomalie jedoch nicht iso-
liert auslo¨sen. Eine exakte Trennung zwischen der Wirksamkeit von Meereistransport und
Schmelzprozessen ist datenbedingt nicht mo¨glich.
III
Summary
Sensitivity studies and analysis of atmosphere-sea-ice-interactions with the
regional atmospheric model HIRHAM4 using a newly developed observatio-
nal lower boundary forcing dataset during selected summers over the Arc-
tic / Laptev Sea
By means of complex interaction processes sea ice not only modiﬁes the regional climate
in the ocean-atmosphere-sea-ice system but also the general circulation of the atmosphere
and the ocean’s circulation. Besides a strong interannual variability sea-ice extent shows
an arcticwide signiﬁcant negative trend during the last two decades with maximum rates
in spring and summer. These are often linked to (small-scale) processes in the Siberian
Arctic and the Laptev Sea, respectively. The objective of this thesis is the expansion
of the understanding of the processes concerning atmosphere-sea-ice interactions on the
regional scale during the summer from 1979 to 2002 in the Arctic with a special emphasis
on the Laptev Sea. To achieve this, numerical simulations of the regional climate model
HIRHAM4 are used in conjunction with ground- and satellite-based observational data.
A precondition for the numerical experiments and the realistic reproduction of atmos-
pheric processes is an improved lower boundary forcing dataset for HIRHAM4 based on
observational datasets, which is developed, validated and described.
To investigate the eﬀects of the sea-ice distribution, its properties and small-scale fea-
tures on the atmosphere, HIRHAM4 is used in sensitivity studies systematically with
diﬀerent model settings, each of which incorporates the lower boundary forcing data in a
diﬀerent manner. Even little changes in the lower boundary forcing ﬁelds, while retaining
the lateral boundary forcing, are suﬃcient to cause the model to produce signiﬁcantly
diﬀerent atmospheric circulation patterns relative to the control simulations which use
standard forcings and settings. Cyclone activity, which is a special focus of this study,
is also altered. The mean atmospheric circulation patterns and the near-surface air tem-
perature distribution can be reproduced more realistically with the new forcing dataset,
which is shown by validation experiments with observational data. The biggest relative im-
pact, besides an altered sea-ice coverage and distribution, can be reached by using sea-ice
concentrations instead of a binary sea-ice mask.
By utilizing sea-ice drift data, dynamic and thermodynamic processes can be partial-
ly seperated from each other to investigate the development of sea-ice anomalies in the
Laptev Sea. They depend on a time-critical succession of atmospheric conditions and the
properties of sea ice during May and August. Positive air temperature anomalies are iden-
tiﬁed to be the key driving factors for the development of negative sea-ice anomalies. They
are found to be a result of enhanced short-wave radiation balances, which are coupled to
high pressure areas and intermediate anticyclones. The polynyas during early summer
seem to have an important inﬂuence too. Because of lower process rates, the wind-induced
sea-ice drift is enhancing and damping the development of the sea-ice area anomalies, but
it cannot cause an anomaly all by itself. A precise seperation of the eﬀectiveness of the




Die Grundlage dieser Dissertation sind numerische Simulationsrechnungen mit dem re-
gionalen Atmospha¨renmodell HIRHAM41. Diese werden in Kombination mit boden- und
satellitengestu¨tzten Beobachtungsdaten dazu eingesetzt, Sensitivita¨tsstudien zu den Aus-
wirkungen eines speziell entwickelten, beobachtungsbasierten unteren Randantriebs durch-
zufu¨hren und Wechselwirkungen zwischen der Atmospha¨re und dem Meereis im hochkom-
plexen, sensiblen Klimasystem der Arktis und im speziellen in der Laptewsee zu untersu-
chen.
1.1 Stand der Forschung und Motivation
Wirkungsgefu¨ge Ozean-Atmospha¨re-Meereis
Meereis beeinﬂußt durch die Modiﬁkation des Stoﬀ-, Energie- und Impulstransfers in
der planetarischen Grenzschicht nicht nur das lokale und regionale Klima im Wirkungs-
gefu¨ge Ozean-Atmospha¨re-Meereis, sondern u¨ber komplexe Ru¨ckkopplungsprozesse auch
die Allgemeine Zirkulation der Atmospha¨re sowie die thermohaline ozeanische Zirkulation.
Meereiseigenschaften wie Typ, Bedeckungsgrad, Dicke, Driftrichtung und -geschwindigkeit,
Rheologie sowie Materialeigenschaften werden ihrerseits von thermodynamischen und dy-
namischen Prozessen kontrolliert, die eine heterogene Meereisstruktur verursachen. Das
Meereisvolumen steht u¨ber die Strahlungsbilanz und die Energiebilanz (fu¨hlbarer und
latenter Wa¨rmstrom, Wa¨rmeleitung, Schmelz- und Erstarrungswa¨rme) sowie die Impuls-
bilanz (bodennahes Windfeld, ozeanische Stro¨mung, Corioliskraft, Rheologie und Vertikal-
bewegungen durch Wellengang oder Gezeitenhub) in Wechselwirkung mit der Atmospha¨re
und dem Ozean. Eine zusammenfassende U¨bersicht liefert z.B. Barry et al. (1993).
Gefrier- und Schmelzprozesse in Zusammenhang mit einer jahreszeitlichen Vera¨nderung
des Strahlungsklimas steuern die mittlere ja¨hrliche Fla¨chena¨nderung des arktischen Meer-
eises. Hinzu kommt die dynamische Einwirkung von ozeanischen Stro¨mungsmustern sowie
der mittleren bodennahen atmospha¨rischen Zirkulation auf die Meereisdrift und ihre Va-
riabilita¨t. Auf la¨ngeren Zeitskalen ist die Wirkung der beiden Faktoren gleichbedeutend, da
sich die kurzzeitig bedeutendere windinduzierten Driftmuster in der Massenbilanz kompen-
sieren. Diesem mittleren Faktorengefu¨ge ist eine deutliche Variabilita¨t auf der synoptischen
Zeitskala von wenigen Tagen bis Wochen u¨berlagert, die prima¨r durch die windinduzierte
Meereisdrift verursacht wird. Solche kurzperiodischen Wechselwirkungen zwischen Meer-
eis und Atmospha¨re sind entscheidende Steuergro¨ßen fu¨r die große inter- und intraannuale
Variabilita¨t. Sie sind oftmals gekoppelt an die Intensita¨t und Ha¨uﬁgkeit polarer Zyklonen,
die neben der Luftmassenadvektion das mesoskalige Windfeld und damit die Schubspan-
nung sowie die Impulsbilanz an der Meereisoberﬂa¨che vera¨ndern. Solche Prozesse sind
besonders wirkungsvoll wa¨hrend der Sommermonate, wenn aufgrund einer fragmentierten
Packeisdecke eine leichtere Verdriftung mo¨glich ist (Thorndike und Colony, 1982; Barry
et al., 1993; Tansley und James, 1999). Die wichtigsten atmospha¨rischen Steuergro¨ßen sind
das bodennahe Windfeld und die Lufttemperatur als integrative Variable der Strahlungs-
und Energiebilanz an der Meereisoberﬂa¨che (Fischer und Lemke, 1994).




Das arktische Klimasystem gilt als hochsensibel mit starken interannualen Schwankungen
und saisonal unterschiedlichen atmospha¨rischen Zirkulationszusta¨nden.
Die Meereisausdehnung schwankt im langja¨hrigen Mittel (1979 bis 1999) zwischen einer
Fla¨che von 15.3·106 km2 im Ma¨rz und 6.9·106 km2 im September. Von 1979 bis 1999 kann
fu¨r die nordhemispha¨rische Meereisausdehnung mit Daten passiver Mikrowellenradiometer
ein signiﬁkant negativer Trend von -32.9±6.1·103 km2 a−1 (-2.7%Dezennium−1) abgeleitet
werden. Die sta¨rksten negativen Trends treten wa¨hrend der Fru¨hlings (April bis Juni)
und der Sommermonate (Juli bis September) von -32.1±6.8·103 km2 a−1 (-2.3%Dezenni-
um−1) und -41.6±12.9·103 km2 a−1 (-4.9%Dezennium−1) auf (Parkinson und Cavalieri ,
2002). Eine detaillierte pha¨nomenologische Darstellung zu den mittleren Zusta¨nden und
der Variabilita¨t der Meereisausdehnung und meereisbedeckten Fla¨che liefert Kapitel 3.1.
Das Hauptmerkmal des mittleren Meereisdriftmusters ist der antizyklonale Beaufort-
Wirbel u¨ber dem Kanadischen Becken, der teilweise in den Transpolardrift u¨bergeht, wel-
cher das Eurasische Becken entlang der sibirischen Schelfe durchstro¨mt und dann durch
die Framstraße in die Gro¨nlandsee ﬂießt (Orvig et al., 1970; Proshutinsky und Johnson,
1997). Hiervon wird auch die mittlere Meereisdickenverteilung beeinﬂußt. Typische Mee-
reisdicken von mehrja¨rigem Eis, z.B. no¨rdlich des Kanadischen Archipels in einem Kon-
vergenzbereich, erreichen 6m bis 7m. Am Pol betra¨gt die Eisdicke im Mittel etwa 4m
und in Gebieten mit einja¨hrigem Meereis wie in den sibirischen Randmeeren bzw. Di-
vergenzgebieten etwa 2m (Barry et al., 1993; Haas und Eicken, 1999). Im Gegensatz
zur meereisbedeckten Fla¨che, die mit Fernerkundungsverfahren sehr gut erfaßt werden
kann, sind ﬂa¨chendeckende Beobachtungsdaten zur Meereisdicke noch nicht vorhanden
(Wadhams und Davis, 2000; Drinkwater et al., 2003). Verschiedene Autoren (z.B. Hilmer
und Lemke (2000), Polyakov und Johnson (2000), Holloway und Sou (2002)) ko¨nnen mit
Ozean-Meereismodellen vergleichbare negative Trends der Meereisvolumina (d.h. Dicken-
abnahmen) innerhalb der vergangenen vier Dezennien rekonstruieren. Hilmer und Lemke
(2000) geben von 1961 bis 1998 eine Abnahme von -4%Dezennium−1 an. Alle Unter-
suchungen besta¨tigen eine große Sensibilita¨t der Simulationsrechnungen hinsichtlich der
antreibenden Windfelder.
Die Lufttemperaturen im bodennahen Bereich liegen wa¨hrend des Sommers wegen der
Schnee- und Eisschmelze u¨ber Meereis um den Gefrierpunkt mit Maxima um 278K im
Juli. Die fast ganzja¨hrig negative Strahlungsbilanz (kurzwellige Strahlungsbilanz von et-
wa 100Wm−2 im Juli) macht die Polarregionen zu globalen Wa¨rmesenken mit einem
anna¨hernd meridionalen Temperaturgradienten zu den mittleren Breiten. Maximale Tem-
peraturgradienten treten im Sommer in den Eisrandbereichen bzw. Randmeerbereichen
auf. Etwa 60% des polwa¨rtigen Energietransfers erfolgt in der Atmospha¨re durch den
Transport fu¨hlbarer und latenter Wa¨rme (Orvig et al., 1970). Anhand von Beobachtungs-
daten weisen Rigor et al. (2000) signiﬁkante Temperaturerho¨hungen der bodennahen Luft-
temperatur von 2KDezennium−1 u¨ber arktischen Landoberﬂa¨chen wa¨hrend des Winters
und Fru¨hlings nach. Dies gilt auch fu¨r den o¨stlichen Arktischen Ozean. Damit einher geht
dort auch eine Verla¨ngerung der Schmelzsaison von 2.6TagenDezennium−1. Die Analy-
sen von Rigor et al. (2000) beziehen sich auf den Zeitraum von 1979 bis 1997, der mit
0.16KDezennium−1 sta¨rksten globalen Erwa¨rmungsphase wa¨hrend der vergangenen 150
Jahre (Jones et al., 1999).
Die mittlere atmospha¨rische Zirkulation im Sommer ist nach der Abschwa¨chung des
winterlichen Island- und Ale¨utentiefs und dem Abbau des Hochdruckru¨ckens u¨ber der zen-
tralen Arktis zwischen den Ferrel’schen Ka¨ltehochs u¨ber Kanada und Sibirien durch ein
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1.1 Stand der Forschung und Motivation
Tiefdruckgebiet u¨ber der zentralen Arktis gekennzeichnet. Das bodennahe Luftdruckfeld
ist durch geringe Luftdruckunterschiede gepra¨gt (Orvig et al., 1970; Walsh und Chapman,
1990). Typische (nordhemispha¨rische) Zirkulationsmuster und die daran gekoppelten Wit-
terungsverha¨ltnisse ko¨nnen in ihrer interannualen Variabilita¨t und der Sta¨rke ihrer Aus-
pra¨gung durch den NAO-Index (Wallace und Gutzler , 1981) und den AO Index (Thompson
und Wallace, 1998) beschrieben werden. Obwohl sie hauptsa¨chlich Muster wa¨hrend der
Wintermonate beschreiben, haben sie auch bedeutsame Auswirkungen z.B. auf die som-
merliche Meereisentwicklung (Deser et al., 2000; Rigor et al., 2002). Wa¨hrend positiver
NAO-Phasen werden mit einer versta¨rkten Weststro¨mung warme, feuchte und maritime
Luftmassen in das no¨rdliche Eurasien transportiert (Wanner et al., 2001). In den 1990er
Jahren kommt es zu einer allgemeinen Abnahme des Bodenluftdrucks u¨ber der Arktis
(Walsh et al., 1996), dies ist konsistent mit einer positiven AO-Phase, die u.a. mit ho¨her-
en Temperaturen u¨ber Nordsibirien einhergeht. Mit positiven NAO- und AO- Phasen ist
auch eine Zunahme der Zyklonenaktivita¨t seit den 1960er Jahren verknu¨pft. In den Ar-
beiten von Proshutinsky und Johnson (1997) oder Polyakov et al. (1999) werden zwei
hauptsa¨chlich in der Arktis wirksame Zirkulationsregime vorgestellt, die von zyklonalen
bzw. antizyklonalen Windfeldern dominiert sind und weitreichende dynamische Auswir-
kungen auf die Meereisvariabilita¨t haben.
Serreze et al. (2000) geben eine auf Beobachtungsdaten basierende U¨bersicht zu rezen-
ten Umweltvera¨nderungen in den hohen Breiten. Gekoppelte globale Ozean-Atmospha¨re-
Meereismodelle weisen die Arktis in Szenarios zur zuku¨nftigen Klimaentwicklung bei einer
Erho¨hung der klimawirksamen Spurengase als das Gebiet mit der gro¨ßten Erwa¨rmung
aus (Houghton et al., 2001). Die Ursachen sind u.a. positive Ru¨ckkopplungsprozesse durch
sogenannte ”ice albedo feetbacks“ (Curry et al., 1995). Holland und Bitz (2003) weisen
z.B. bei einem Vergleich mehrerer gekoppelter Klimamodelle in einem CO2-Verdopplungs-
Szenario nach, daß die globale Erwa¨rmung im Mittel in fast allen Modellen u¨ber der Arktis
2- bis 3-fach versta¨rkt ist.
Geosystem Laptewsee
Die Laptewsee ist ein wichtiger Bereich fu¨r die winterliche Netto-Meereisproduktion im
Arktischen Ozean. Etwa 20% des Meereisvolumens, das durch die Framstraße mit der
Transpolardrift in den nordatlantischen Ozean transportiert wird, bildet sich in den Poly-
njen und Rinnen der Laptewsee (Zakharov , 1966; Dethleﬀ , 1995; Rigor und Colony , 1997).
Damit verbunden ist die Entstehung arktischen Zwischenwassers, das eine wichtige Kom-
ponente in der ozeanischen Zirkulation und der Dichteschichtung darstellt (Martin und
Cavalieri , 1989). Die Laptewsee ist u.a. Vorﬂuter der Flu¨sse Chatanga, Anabar, Olen-
jok, Lena und Jana. Dominierend ist dabei die Lena mit etwa 530 km3 Abﬂuß. Bareiss
(2003) untersucht den Einﬂuß des Flußwassers auf Festeisprozesse in Mu¨ndungsgebieten.
Eine weitreichende Beeinﬂussung der u¨brigen Meereisgebiete hinsichtlich der sommerli-
chen Anomalieentstehung scheint Flußwasser nicht zu haben Bareiss et al. (1999). U¨ber
den ﬂachen Schelfen mit Wassertiefen im su¨dlichen Bereich von 15m bis 20m werden bei
der Meereisentstehung erhebliche Sedimentfrachten eingebunden, was einen großen An-
teil des Sedimenttransports durch den Arktischen Ozean ausmacht (Nu¨rnberg et al., 1994;
Eicken et al., 1997; Pﬁrman et al., 1997; Eicken et al., 2000).
Die Laptewsee weist eine große zeitliche und ra¨umliche saisonale sowie interannuale Va-
riabilita¨t der Meereisbededeckung auf. Die gro¨ßten negativen regionalen Meereisanomalien
in der Arktis zwischen 1979 und 2002 ereigneten sich in der Laptewsee und der ostsibiri-
schen See (Serreze et al., 1995; Maslanik et al., 1996; Parkinson et al., 1999; Serreze et al.,
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2003). Meereisrandbereiche in der Laptewsee und der Ostsibirischen See weisen wa¨hrend
der Monate Juli bis September in Deser et al. (2000) von 1957 bis 1991 die gro¨ßten
arktisweiten Standardabweichungen von u¨ber 0.15 Meereisbedeckungsgrad auf. Bareiss
und Go¨rgen (eingereicht) analysieren, basierend auf Daten passiver Mikrowellenradiometer
(Kap. 2.1 und 3.1), detailliert das Meereisregime der Laptewsee. Wie Voruntersuchungen
zeigen, betragen Trends der meereisbedeckten Fla¨che in einzelnen Gebieten wa¨hrend der
Sommermonate bis zu -5.5%Dezennium−1 (gesamte Laptewsee, August, 1979 bis 2002).
Kotchetov et al. (1994) geben eine umfassende, auf Beobachtungsdaten beruhende, all-
gemeine U¨bersicht zu den Prozessen im Geosystem Laptewsee; Kapitel 3.1 entha¨lt eine
zusammenfassende U¨bersicht zu den Meereiseigenschaften.
Atmospha¨reneinﬂuß
Die Ursachen fu¨r die starken positiven und negativen Meereisanomalien in der Arktis bzw.
der Laptewsee, d.h. die Kontrollmechanismen der natu¨rlichen Klimavariabilita¨t, sind noch
nicht ausreichend verstanden. Bareiss und Go¨rgen (eingereicht) geben eine U¨bersicht zu
den bisherigen Erkenntnissen bezogen auf die Laptewsee.
Die Wirkung großra¨umiger atmospha¨rischer Zirkulationsmuster auf die Meereisvaria-
bilita¨t in der Arktis bzw. den Randmeeren ist Gegenstand von Slonosky et al. (1997),
Proshutinsky und Johnson (1997), Mysak und Venegas (1998), Polyakov et al. (1999), Ar-
feuille et al. (2000), Deser et al. (2000), Kwok (2000) oder Polyakov und Johnson (2000).
Die grundlegende Erkenntnis vieler Arbeiten ist, daß die Atmospha¨re im Bereich der Ark-
tis bzw. der Nordhemispha¨re zwischen unterschiedlichen Zirkulationszusta¨nden alterniert,
was eine Umstellung der mittleren Meereisdriftmuster zur Folge hat. Es kommt dabei
nicht zu einer vollsta¨ndigen Zirkulationsvera¨nderung, sondern zu Verlagerungen und In-
tensita¨tsa¨nderungen der dominierenden Drucksysteme. Die interannuale Variabilita¨t der
Meereisverha¨ltnisse ist demnach kontrolliert von der großra¨umigen atmospha¨rischen Zir-
kulation, die sich lokal durch eine Modiﬁkation der Temperatur- und Windfelder manife-
stiert. Die zyklonalen und antizyklonalen Zirkulationsrgime von Proshutinsky und Johnson
(1997) ko¨nnen dabei mit einem hohen bzw. niedrigen AO-Index (Thompson und Wallace,
1998) in Verbindung gebracht werden (Maslowski et al., 2000; Rigor et al., 2002). Wa¨hrend
antizyklonaler Zirkulationsregime verlagert sich die Transpolardrift z.B. in Richtung der
eurasischen Ku¨ste. Die Massenbilanzen, die Alexandrov et al. (2000) anhand von Ferner-
kundungsdaten und Modellergebnissen fu¨r die Laptewsee ableiten, sind in U¨bereinstim-
mung mit diesen Zirkulationsregimen. Im Mittel werden z.B. im Winter etwa 500·103 km2
Meereis in den Arktischen Ozean exportiert. Da keine Dickeninformationen vorliegen, wird
der Massenﬂuß oftmals in Form der Meereisﬂa¨che, die durch eine Bilanzlinie driftet, an-
gegeben.
Deser et al. (2000) und Rigor et al. (2002) gehen auf die Pra¨konditionierung der som-
merlichen Meereisverha¨ltnisse durch winterliche atmospha¨rische Zirkulationsregime ein.
Die Bodenluftdruckverteilung im Fru¨hling ist bei Deser et al. (2000) korreliert mit som-
merlichen Meereiseisanomalien. Positive Meereis-Albedo-Ru¨ckkopplungen sollen die zeit-
liche Verzo¨gerung erkla¨ren. Nach Rigor et al. (2002) kommt es wa¨hrend Wintern mit
einem hohen AO-Index zu einem zyklonalen Meereiszirkulationsregime, dies fu¨hrt zu ei-
ner versta¨rkten Meereisdivergenz in der sibirischen Arktis und damit zu einer Fla¨chen-
und Dickenabnahme. Der versta¨rkte ozeanische Wa¨rmestrom in die Atmospha¨re und das
Freiwerden von Erstarrungswa¨rme verursachen zudem positive Lufttemperaturanomali-
en. Diese winterlichen Prozesse fu¨hren nach Rigor et al. (2002) wegen der Persistenz der
Meereisdecke zu negativen Anomalien wa¨hrend des folgenden Sommers.
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Mit der Umstellung der großra¨umigen atmospha¨rischen Zirkulation geht auch eine Ver-
a¨nderung der Zyklonenaktivita¨t einher, die entscheidende regionale Vera¨nderungen in den
Meereisverha¨ltnissen auf Zeitskalen von wenigen Tagen bis Wochen hervorrufen kann. In
Arbeiten von z.B. Serreze et al. (1995), Maslanik et al. (1996) oder Serreze et al. (2003)
werden die negativen sommerlichen Meereisanomalien in der Laptewsee in Zusammenhang
mit der (versta¨rkten) Zyklonenaktivita¨t untersucht, die auf Zyklogeneseprozesse entlang
der Arktikfront zuru¨ckzufu¨hren ist (Serreze et al., 2001). Kapitel 3.2 entha¨lt eine ausfu¨hr-
liche pha¨nomenologische Darstellung der Zyklonenaktivita¨t u¨ber der Arktis und der Lap-
tewsee. Eine erho¨hte Zyklonenaktivita¨t wird fu¨r die Meereisanomalien 1990, 1993 und 1995
(Maslanik et al., 1996) und 2002 (Serreze et al., 2003) verantwortlich gemacht.
Neben einer erho¨hten Schubspannung und damit einem erho¨hten Impulsﬂuß aus der
Atmospha¨re zur Meereisdecke aufgrund erho¨hter Windgeschwindigkeiten und wechselnder
Windrichtungen kommt es beim Zyklonendurchzug auch zu einem Luftmassentransport,
was oftmals mit einer Warmluftadvektion aus Gebieten su¨dlich der Laptewsee verbun-
den ist. Daraus ergibt sich eine positive Ru¨ckkopplung, die negative Meereisanomalien
versta¨rken kann. Die mechanische Belastung der Meereisdecke fu¨hrt zu einem fru¨heren
Aufbrechen der geschlossenen Packeisdecke oder des Festeises, zusammen mit versta¨rkten
Schmelzprozessen durch die Warmluftadvektion. Sobald oﬀene Wasserﬂa¨chen vorhanden
sind, setzt der Prozess der Eis-Albedo-Ru¨ckkopplung ein (Curry et al., 1995). Mit zuneh-
menden oﬀenen Wasserﬂa¨chen versta¨rkt sich die Eisdrift, der Ablenkungswinkel zwischen
bodennahem Windfeld und Meereisdriftrichtung betra¨gt dann anstatt 8◦ wie im Winter
etwa 18◦ (Barry et al., 1993). Du¨nne, wenig kompakte Meereisdecken – aufgrund diver-
genter Eisdriftmuster wa¨hrend der Wintermonate – erho¨hen die Prozessraten. Durch eine
Versta¨rkung der Baroklinita¨t im Bereich von Meereisra¨ndern oder oﬀenen Wasserﬂa¨chen in
der Meereisdecke wirkt die Meereisdecke ihrereits auf die Atmospha¨re bzw. die Evolution
von Zyklonen ein (Tansley und James, 1999). Die Trennung von Dynamik und Thermody-
namik stellt in diesem Zusammenhang eines der grundlegenden Probleme dar. Weiterhin
wichtig ist die zeitliche Abfolge des Wettergeschehens, welche die Wirksamkeit z.B. eines
Zyklonendurchgangs in Abha¨ngigkeit der einzelnen Systemzusta¨nde beeinﬂußt (Maslanik
und Barry , 1989; Maslanik et al., 1996; Serreze et al., 2003). Dierer und Schlu¨nzen (2001)
zeigen mit Simulationen eines vollgekoppelten Modellsystems anhand eines Fallbeispiels
einer polaren Mesozyklone in der Framstraße sehr detailliert den Einﬂuß einer Zyklone
auf die Meereisdecke. Die dynamische Wirkung der Zyklone fu¨hrt dabei vor allem zu einer
Auﬂockerung des Meereisfeldes.
Im Zusammenhang mit den o.g. Arbeiten und Erkla¨rungsansa¨tzen zu den Meereis-
verha¨ltnissen zeigen Bareiss und Go¨rgen (eingereicht) Widerspru¨che auf. Die sommerlichen
Meereisanomalien sind das Resultat einer zeitkritischen U¨berlagerung und Wechselwirkung
verschiedener Systemkomponenten bzw. Subsysteme wobei dynamische und thermodyna-
mische Prozesse unterschiedlicher Raum- und Zeitskalen miteinander interagieren.
Abgesehen von einigen detaillierten Fallstudien (z.B. Maslanik und Barry (1989)) oder
Untersuchungen mit idealisierten Rahmenbedingungen, werden ursa¨chliche Atmospha¨re-
Meereis-Zusammenha¨nge oftmals mit zeitlich (z.B. Monatsmittel, Saisonmittel) und ra¨um-
lich (z.B. Re-Analysedaten mit 2.5◦Gitterweite) relativ grob aufgelo¨sten Daten nur fu¨r
einzelne Anomaliejahre untersucht. Die gemittelten Datenfelder enthalten keine Auskunft
zu den tatsa¨chlichen Witterungsabla¨ufen. Die Pra¨konditionierung ist wichtig fu¨r die Ent-
wicklung der sommerlichen Meereisverha¨ltnisse, sie kann aber mit den vorhandenen Beob-
achtungsdaten noch nicht exakt erfaßt werden. Großra¨umige Zirkulationsmuster ko¨nnen
die beobachteten Anomalien nicht vollsta¨ndig und widerspruchsfrei erkla¨ren. Entschei-
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dend scheint nach Voruntersuchungen vor allem der genaue Witterungsablauf wa¨hrend
der Monate Mai bis August, der – auch abha¨ngig von der Pra¨konditionierung – daru¨ber
entscheidet, ob sich eine Meereisanomalie in der Laptewsee – abgesehen von den saisonalen
Schwankungen – entwickelt. Da hochaufgelo¨ste gekoppelte Modelle noch keine realita¨ts-
nahe Reproduktion der beobachteten Verha¨ltnisse ermo¨glichen, ist damit eine Trennung
von Dynamik und Thermodynamik zur ursa¨chlichen Anomalieerkla¨rung noch nicht exakt
mo¨glich.
Ozeanisches und hydrologisches Faktorengefu¨ge
Der Arktische Ozean, als Teil der globalen Kaltwasserspha¨re no¨rdlich der ozeanischen
Polarfront, besteht aus drei Wassermassen. An die etwa 50m ma¨chtige, intensiv turbulent
durchmischte, isotherme Deckschicht schließt bis etwa 200m Tiefe eine Halokline an. Es
folgt zwischen 200m und 900m Tiefe das relativ wa¨rmere Atlantische Zwischenwasser (sog.
”Atlantic Layer“), unter dem sich das Bodenwasser beﬁndet. Wichtig fu¨r den Erhalt der
Deckschicht und die Stabilita¨t der Schichtung ist der kontinentale Su¨ßwassereintrag der
arktischen (insbesondere der sibirischen) Flußsysteme. Eine Zunahme der Salinita¨t (z.B.
bei der herbstlichen Meereisbildung) fu¨hrt zu einer Abschwa¨chung der Halokline (Orvig
et al., 1970; Barry et al., 1993).
Die versta¨rkte Zyklonenaktivita¨t in den 1990er Jahren bzw. in Jahren mit einem zy-
klonalen Zirkulationsregime (s.o.) fu¨hrt nach Maslowski et al. (2000) und Johnson und
Polyakov (2001) zu einer gro¨ßeren Meereisneubildung in Polynjen und Rinnen in den
Randmeeren der sibirischen Arktis mit der Folge einer Destabilisierung der Halokline. Dies
wird versta¨rkt durch eine Ost-Verlagerung des einstro¨menden Su¨ßwassers der sibirischen
Flu¨sse. Die Konsequenz ist der Abbau bzw. eine Abschwa¨chung der Halokline. Damit
kommt relativ warmes Atlantisches Zwischenwasser mit der Deckschicht in Beru¨hrung.
Der versta¨rkte ozeanische Wa¨rmeﬂuß fo¨rdert basales Meereisschmelzen (Steele und Boyd ,
1998). Nach Johnson und Polyakov (2001) fu¨hrt der Transport der Salinita¨tsanomalien
der Laptewsee in den Bereich des Eurasischen Beckens zu arktisweiten Vera¨nderungen
der Meereisprozesse. Hierzu za¨hlt insbesondere auch eine generelle Dickenabnahme des
arktischen Meereises (Rothrock et al., 1999). Wa¨hrend antizyklonal dominierter Zirkulati-
onsregime stabilisiert sich die Wassermassenschichtung wieder.
Die Polynjen in der Laptewsee (Kap. 3.1) haben einen wichtigen Einﬂuß auf die zeitliche
und ra¨umliche Entwicklung der sommerlichen Meereisverha¨ltnisse in der Laptewsee. Sie
sind im Fru¨hling wegen ihrer geringen Albedo Fla¨chen intensiver Strahlungsabsoprtion und
beschleunigen auch das laterale Schmelzen der umgebenden Festeis- und Packeisgebiete.
Die la¨ngeren U¨berstro¨mwege mit einer geringeren Oberﬂa¨chenrauhigkeit fu¨hren zu ho¨heren
Windgeschwindigkeiten und Wellenho¨hen, die eine mechanische Desintegration der Mee-
reisdecke fo¨rdern. Die Polynjaaktivita¨t ist dabei auch von den zyklonalen / antizyklonalen
Zirkulationsregimen (Proshutinsky und Johnson, 1997) gesteuert. Die winterlichen Polyn-
jen in der Laptewsee verzeichnen von 1979 bis 2002 eine verku¨rzte Lebensdauer bei einer
tendentiell vergro¨ßerten Gesamtﬂa¨che (Bareiss und Go¨rgen, eingereicht).
Neben der Bedeutung fu¨r die Meereisentstehung, die Dichteschichtung und damit die
Stabilisierung der Vertikalstruktur hat der Flußwassereintrag, wie Bareiss et al. (1999) und
Bareiss (2003) nachweisen, eine deutliche Auswirkung auf die sommerliche Festeisdyna-
mik entlang der su¨dlichen Ku¨sten von Laptewsee und Ostsibirischer See. Im Bereich der
Mu¨ndungsgebiete bilden sich Ku¨stenpolynjen. Festeis wird vom relativ wa¨rmeren Fluß-
wasser u¨ber- und unterstro¨mt. Die U¨berstro¨mung hat eine Vera¨nderung der Albedo durch
Sedimentablagerungen auf dem Eis zur Folge und damit eine Modiﬁkation der Strahlungs-
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bilanz, wa¨hrend die Unterstro¨mung basales Schmelzen beschleunigt. Die Anwendung eines
eindimensionalen thermodynamischen Meereismodells in Bareiss (2003) ergibt dabei fu¨r
ku¨stennahes Festeis im Mittel von 1979 bis 1993 einen atmospha¨rischen Anteil des Energie-
eintrags zum Schmelzen von 53%, 47% sind durch wa¨rmeres Flußwasser gesteuert. Diese
Wirkung verschiebt sich bei ku¨stenfernem Festeis zu Werten von 90% bzw. 10%.
Numerische Modelle
Routinema¨ßig u¨ber la¨ngere Zeitra¨ume erhobene Beobachtungsdaten meteorologischer Pa-
rameter liegen fu¨r die Arktis bodengestu¨tzt hauptsa¨chlich von SYNOP- und RASO-Sta-
tionen sowie Bojen vor, seit 1979 kommen regelma¨ßige satellitengestu¨tzte Daten hinzu
(Kap. 2). Diese Datenbasis reicht wegen der Raumabdeckung jedoch vielfach nicht aus,
um Prozesse im arktischen Klimasystem vollsta¨ndig zu erfassen und zu verstehen. Nu-
merische Modelle sind in diesem Zusammenhang ”intelligente Datengeneratoren“, die den
Zustand des Geoo¨kosystems und seiner Teilsysteme unter Einbeziehung der Wechselwir-
kungen kontinuierlich und ﬂa¨chendeckend abbilden ko¨nnen. Da die Funktionsweise des
Ist-Zustand des arktischen Klimasystems noch Fragen aufwirft, werden an dieser Stel-
le keine prognostischen Untersuchungen durchgefu¨hrt, sondern Prozeßabla¨ufe der letzten
beiden Dekaden, die durch eine relativ gute Datengrundlage abgedeckt sind, epignostisch
analysiert.
Es liegen fu¨r diesen Zeitraum Datensa¨tze der ERA- und NCEP/NCAR-(Re-)Analyse-
projekte vor, die auf globalen Atmospha¨renmodellen mit einer speziellen Datenassimilati-
on beruhen, bei der alle verfu¨gbaren Beobachtungsdaten in die Modellrechnung einﬂießen
(Kalnay et al., 1996; Gibson et al., 1997; Simmonds und Gibson, 2000; Kistler et al.,
2001). GCMs und gekoppelte GCMs, die ein fundamentaler Bestandteil sowohl der Wet-
tervorhersage als auch der Klimaforschung sind, haben i.d.R. geringere Auﬂo¨sungen als
Regionalmodelle und ko¨nnen mesoskalige meteorologische Pha¨nomene (polare Zyklonen,
Wolkenbildung, Niederschlag, usw.) als oftmals subskalige Prozesse nur unzureichend pa-
rametrisieren, zumal die Parametrisierungsschemata teilweise nicht an polare Verha¨ltnisse
angepaßt sind (z.B. sehr stabile thermische Schichtung in der Grenzschicht). Besonde-
re Eigenschaften der Erdoderﬂa¨che (Topographie, Vegetationsbedeckung und hier spezi-
ell Meereiseigenschaften), ko¨nnen in GCMs auﬂo¨sungsbedingt nicht detailliert abgebildet
werden. Insbesondere fu¨r die Meereisbedeckung wichtige Steuergro¨ßen wie das bodennahe
Wind- und Temperaturfeld weichen speziell in Polargebieten oftmals von Beobachtungsda-
ten ab, die Ergebnisse verschiedener Modelle unterscheiden sich teilweise stark (McGinnis
und Crane, 1994; Walsh et al., 2002). Die Beeinﬂussung der atmospha¨rischen Zirkulation
durch eine gea¨nderte Meereisverteilung wurde mit relativ grob aufgelo¨sten gekoppelten glo-
balen Ozean-Atmospha¨re-Meereis-Modellen z.B. von Glowienka-Hense und Hense (1992),
Crowley et al. (1994) oder Murray und Simmonds (1995) untersucht.
Regionalmodelle (unterschiedlicher Komplexita¨t) sind z.B. wegen ihrer ho¨heren Auflo¨-
sung, des nichtlinearen Energietransfers und hydrodynamischer Instabilita¨ten in der Lage,
mesoskalige Wetterpha¨nomene und regionale Aspekte der natu¨rlichen interannualen Va-
riabilita¨t verbessert zu simulieren (Rinke und Dethloﬀ , 2000). Arbeiten von Rinke et al.
(1999a) oder Maslanik et al. (2000) belegen beispielsweise die Mo¨glichkeiten des Einsatzes
regionaler Atmospha¨renmodelle u¨ber der Arktis wa¨hrend McGregor (1997) eine U¨bersicht
zu RCMs gibt. Sie werden in den meisten Fa¨llen an den (seitlichen) Modellra¨ndern mit Da-
ten globaler Simulationsrechnungen angetrieben. Trotz deren mittlerweile erho¨hter ra¨um-
licher Auﬂo¨sung sowie verbesserter Parametrisierungen und Antriebsdaten (z.B. ERA40)
bestehen weiterhin Nachteile bei regionalen Untersuchungsschwerpunkten hinsichtlich der
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Eﬃzienz (Rechnerressourcen), Flexibilita¨t (optimierte Parametrisierungen, Sensitivita¨ts-
studien) und der Konrolle der Experimente durch einen a¨ußeren Randantrieb, wie bei
einem RCM.
Die Meereisbedeckung spielt bei regionalen Simulationsrechungen eine entscheidende
Rolle, vor allem in den Sommermonaten mit einer sehr heterogenen Verteilung unterschied-
licher Oberﬂa¨chentypen und einer großen interannualen und intrasaisonalen Variabilita¨t
(s.o.). Auf mesoskaligen Raum-Zeit-Skalen, zusa¨tzlich zur großra¨umigen Verteilung, sind
kleinra¨umige Meereisstrukturen (z.B. eisfreie Randmeerbereiche oder Polynjen) wichtige
Bestandteile der ablaufenden Wechselwirkungen. Um ursa¨chliche Atmospha¨re-Meereis Zu-
sammenha¨nge zu untersuchen – unabha¨ngig von idealisierten Modellstudien –, scheint ein
mo¨glichst realita¨tsnaher konsistenter Randantrieb notwendig, der alle relevanten Kompo-
nenten entha¨lt. Ein Randantriebsdatensatz, der diese Anforderungen erfu¨llt, steht arktis-
weit fu¨r la¨ngere Zeitspannen nicht zur Verfu¨gung. Selbst großra¨umige Verteilungen sind –
nicht nur in GCMs – oftmals nur unzureichend erfaßt.
Wenn der Randantrieb auf Beobachtungsdaten basiert, dann kann mit einem regiona-
len Atmospha¨renmodell durch Sensitivita¨tsstudien einerseits untersucht werden, inwieweit
die Atmospha¨re durch den unteren Randantrieb beeinﬂußt wird und welche Atmospha¨ren-
zusta¨nde andererseits zu der beobachteten Meereisverteilung gefu¨hrt haben. Solche Un-
tersuchungen sind mit dem hier eingesetzten regionalen Atmospha¨renmodell HIRHAM4
(Dethloﬀ et al., 1996) umfassend und systematisch noch nicht durchgefu¨hrt worden. Des-
weitern existieren zwar implementierte aber bislang nur wenig getestete variable Modellein-
stellungen in HIRHAM4, die verschiedene Mo¨glichkeiten bieten, den unteren Randantrieb
in die Simulationsrechnungen zu integrieren (Kap. 2.4).
In dem ARCMIP werden Simulationsergebnisse verschiedener regionaler Atmospha¨ren-
modelle (darunter auch HIRHAM4) fu¨r die SHEBA-Projektjahre 1997 und 1998 vergli-
chen, basierend auf einem a¨hnlichen Randantriebsdatensatz, wie dem hier entwickelten.
Bei diesen Untersuchungen steht die Frage nach der Reaktion der Atmospha¨re bei vor-
gegebener Meereisverteilung im Vordergrund. Im Falle der (Ozean)-Meereismodelle wird
prima¨r die Reaktion der Meereisdecke auf atmospha¨rische Einwirkungen untersucht (z.B.
Maslowski et al. (2000), Ko¨berle und Gerdes (2003)).
Verschiedene Experimente zeigen, daß gekoppelte Ozean-Atmospha¨re-Meereis-Regional-
modelle, wie das PARHAM-MOM2-EVP des AWI (Rinke et al., 2003) oder das ARCSyM
(Maslanik et al., 2000), bei dem derzeitigen Entwicklungsstand noch nicht in der Lage sind,
vor allem realistische Meereisverteilungen in den Sommermonaten zu reproduzieren. Die
im Vergleich hierzu einfache Einbeziehung der fest vorgegebenen Meereisverteilungen in
HIRHAM4 erleichtert das Versta¨ndnis der Wirkungsgefu¨ge. Ein weiteres vollgekoppeltes
Modellsystem ist das nicht-hydrostatische Modell METRAS, gekoppelt an ein dynamisch-
thermodynamisches Meereismodell, das jedoch mit einer sehr viel ho¨heren Modellauﬂo¨sung
prima¨r fu¨r einzelne Fallstudien Verwendung ﬁndet (Birnbaum, 1998; Dierer und Schlu¨nzen,
2001).
Die Nutzung eines regionalen Atmospha¨renmodells mit beobachtungsgestu¨tztem, rea-
lita¨tsnahem unteren Randantrieb und zusa¨tzlichen Beobachtungsdaten (z.B. Meereisdrift-
vektoren) wird bei den im folgenden aufgezeigten Problemstellungen als optimaler Ansatz
erachtet atmospha¨rische Prozesse reproduzieren zu ko¨nnen, die dann ihrerseits zu einer
Erkla¨rung der natu¨rlichen Variabilita¨t der Meereisverteilung im arktischen Klimasystem
beitragen.
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Wirtschaftliche Aspekte
Die große Variabilita¨t der Meereisbedeckung in der Ostsibirischen Arktis und die nega-
tiven Meereisanomalien sind neben ihrer Bedeutung fu¨r das Klima- bzw. Geoo¨kosystem
auch von Interesse fu¨r die wirtschaftliche Inwertsetzung der Schelfmeere. Die ehemals mi-
lita¨rstrategischen Interessen spielen mittlerweile keine bedeutende Rolle mehr. Wichtig ist
vielmehr die mo¨gliche Nutzung des No¨rdlichen Seeweges sowie der Abbau bedeutender
Rohstoﬀvorkommen in diesem extremen Naturraum (Brigham, 2000).
1.2 Zielsetzung und Aufgabenstellung
Vor dem dargelegten Hintergrund ist das DFG Projekt ”Untersuchung des Einﬂusses der
atmospha¨rischen Zirkulation auf die Variabilita¨t der sommerlichen Meereisbedeckung in
der Laptewsee mit Hilfe eines gekoppelten Atmospha¨re-Meereis-Ozean-Regionalmodells“
angesiedelt, in dessen Rahmen diese Arbeit entstanden ist.
Das allgemeine Ziel ist die Erweiterung des Prozeßversta¨ndnisses der Atmospha¨re-Meer-
eis-Wechselwirkungen auf der regionalen Raum-Zeitskala wa¨hrend des Sommers von 1979
bis 2002. Den ra¨umlichen Schwerpunkt bildet die Arktis mit der Laptewsee als dem Haupt-
untersuchungsgebiet. Dazu werden die folgenden technischen und geowissenschaftlichen
Teilaspekte bearbeitet:
• Vor- bzw. Weiterverarbeitung von satelliten- und bodengestu¨tzten Beobachtungsda-
ten sowie Daten von Re-Analyseprojekten und Entwicklung geeigneter Analysever-
fahren und -werkzeuge (Kap. 2, Anhang A).
• Pha¨nomenologische Darstellung der mittleren Zusta¨nde und der raum-zeitlichen Va-
riabilita¨t der Systemkomponenten Meereisbedeckung und Zyklonenaktivita¨t (Kap. 3).
• Erstellung, Validierung und Beschreibung eines mo¨glichst realita¨tsnahen alternati-
ven neuen unteren Randantriebs fu¨r das HIRHAM4, prima¨r auf satellitengestu¨tz-
ten Fernerkundungsdaten basierend, und Vergleich mit dem bestehenden Randan-
triebsdaten (Kap. 4). Dieser Randantrieb stellt in dieser Untersuchung die wichtigste
Grundlage fu¨r die HIRHAM4-Simulationsrechnungen dar.
• Simulation zehn ausgewa¨hlter Sommer mit positiven / negativen Meereisanomalien
in der Laptewsee zwischen 1983 und 1999 mit dem HIRHAM4. Verschiedene Simu-
lationsversionen: zwei verschiedene untere Randantriebsdatensa¨tze und eine variable
funktionale Einbeziehung der Oberﬂa¨cheneigenschaften am unteren Modellrand zur
Schaﬀung einer Datengrundlage fu¨r die geowissenschaftlichen Analysen (Kap. 2.4).
• Erfassung der Wirkung der ra¨umlichen Verteilung von Meereis, seiner Eigenschaf-
ten (z.B. Schneeauﬂage) oder kleinra¨umiger Strukturen (z.B. Polynjen) im unteren
Randantrieb auf die Atmospha¨re im HIRHAM4 durch Sensitivita¨tsstudien. Validie-
rungsexperimente zur Erfassung der Gu¨te der Simulationsergebnisse (Kap. 5).
• Ableitung eines Zusammenhanges zwischen der Variabilita¨t der Meereisbedeckung
bzw. -drift und der (großra¨umigen) atmospha¨rischen Zirkulation (inkl. Zyklonenak-
tivita¨t). Analyse mesoskaliger atmospha¨rischer Prozesse zur Erkla¨rung natu¨rlicher
Variationen im arktischen Klimasystem. Im Vordergrund steht die Entstehung von
Anomalien der Meereisbedeckung wa¨hrend neun ausgewa¨hlter Sommer im Bereich
der Laptewsee (Kap. 6).
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2 Datenmaterial und numerisches Modell HIRHAM4
Ein Hauptproblem geowissenschaftlicher Untersuchungen in Polargebieten ist deren Un-
zuga¨nglichkeit, das extreme Klima und die große Fla¨che. Dieses generelle Problem wird
in der Arktis (U¨bersicht, Abb. 2.1) dadurch versta¨rkt, daß den umgebenden Landberei-
Abbildung 2.1: Physisch-geographische U¨bersicht der Arktis in orthographischer Projektion.
Die Ho¨heneinteilung ist nicht linear, Binnengewa¨sser und vergletscherte Gebiete sind nicht ge-
sondert ausgewiesen. Verwendete Stationsdaten: Kreuze=SYNOP-Stationen, Rauten=RASO-
Stationen. Du¨nne / dicke rote / blaue Linien u¨ber den Ozeanﬂa¨chen markieren die 0.15 / 0.5
Isoplethen der langja¨hrig (1979 bis 2002) gemittelten Monatsmittel der Meereisbedeckungs-
grade im September / Ma¨rz, d.h. die minimale (3.9·106 km2) bzw. maximale (12.4·106 km2)
Meereisausdehnung. Zur Abgrenzung der Schelfe ist die 200 m-Tiefenlinie eingezeichnet
(schwarz). Digitales Ho¨henmodell: ETOPO5 (National Geophysical Data Center, Boulder,
Colorado); Gebietsabgrenzungen der sibirischen Randmeere (lila): Bruns (1958); Orvig et al.
(1970); Pavlov et al. (1994). Die roten Quadrate markieren die Eckpunkte des arktischen In-
tegrationsgebiets des HIRHAM4-Atmospha¨renmodells. Mit einem roten Kreis sind diejenigen
Stationspositionen eingefaßt, deren Daten im Laufe der Arbeit Verwendung ﬁnden.
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chen mit einer geringen aber gleichma¨ßig verteilten meteorologischen Meßnetzdichte der
nahezu datenlose Bereich des zentralen Arktischen Ozeans mit einer ra¨umlich und zeitlich
sehr lu¨ckenhaften Meßnetzdichte gegenu¨bersteht. Detaillierte Prozeßstudien sind auf die-
ser Grundlage kaum mo¨glich. Die Anzahl der Radiosondenstationen no¨rdlich 66.5◦ N mit
regelma¨ßigen Aufstiegen betrug z.B. zwischen 1979 und 1995 insgesamt 44 Stationen auf
ca. 21·106 km2. Im September 2003 befanden sich zum Vergleich in Deutschland 9 aerologi-
sche Beobachtungsstationen auf ca. 0.35·106 km2; die gleiche Meßnetzdichte zu erreichen,
mu¨ßte die Arktis mit etwa 540 RASO-Stationen abgedeckt werden. Dieser Zusammen-
hang ist in einer globalen U¨bersicht zur Dichte meteorologischer Standardmeßnetze u.a.
in Peixoto und Oort (1992) zusammengefaßt.
In diesem Kontext ﬁndet daher eine Kombination verschiedener Datentypen Verwen-
dung: (a) Homogene, zeitlich und ra¨umlich hoch aufgelo¨ste, ﬂa¨chendeckende Daten lie-
fern die durchgefu¨hrten Simulationsrechnungen mit dem regionalen Atmospha¨renmodell
HIRHAM4, die zusammen mit Beobachtungsdaten zur Analyse der Atmospha¨re-Meereis
Wechselwirkungen verwendet werden. (b) Daten globaler Re-Analyseprojekte werden als
Modellantrieb, als Basis fu¨r die Ableitungen von Zyklonenstatistiken und in geringem Maße
zur Validierung von Modellergebnissen eingesetzt. (c) Satellitengestu¨tzte Beobachtungs-
daten sind die Grundlage der Meereisbedeckungsgrade und -driftvektoren sowie der Ober-
ﬂa¨chentemperaturfelder fu¨r Prozeßstudien und den Modellantrieb. (d) Die Validierung der
Simulationsergebnisse erfolgt u.a. mit Beobachtungsdaten von Schiﬀsexpeditionen, Drift-
bojen, Driftstationen, Radiosonden und Landstationen. Die Unabha¨ngigkeit dieser Daten
von den Simulationsergebnissen ermo¨glicht objektive Vergleiche, wenngleich diese Beob-
achtungen in die Re-Analysen und Analysen assimiliert werden, die dann den Modellan-
trieb bilden.
Der Untersuchungszeitraum erstreckt sich datenbedingt von Januar 1979 bis Dezember
2002. Dies ist, abweichend vom System der 30-ja¨hrigen internationalen Referenzperioden
(z.B. von 1961 bis 1990) der WMO fu¨r meteorologische bzw. klimatologische statistische
Berechnungen, auch die Bezugsperiode fu¨r die statistischen Berechnungen in dieser Arbeit.
Zeitangaben werden in koordinierter Weltzeit angegeben. In der Regel liegen Daten der
unterschiedlichen Quellen fu¨r die vier Haupttermine 00, 06, 12 und 18 UTC vor. Die
Schreibweise von Namen, Koordinaten- und Ho¨henangaben von SYNOP-Stationen basiert
auf Angaben der WMO (1993). Eine Transliteration der kyrillischen Benennungen erfolgt
nicht.
Einen quantitativen Vergleich der unterschiedlich aufgelo¨sten und projizierten Rasterda-
tensa¨tze bzw. die Nutzung als Modellantrieb ermo¨glichen Gittertransformationen (Inter-
polationsmethode, Projektions- und Gitterdeﬁnition, s. Kap. A.2). Als gemeinsame Gitter
werden das HIRHAM4-Modellgitter und das EASE-Gitter des NSIDC in unterschiedlichen
Auﬂo¨sungen und Raumausschnitten eingesetzt.
2.1 Beobachtungsdaten
Meereisbedeckungsgrade
Die Datengrundlage fu¨r die Meereiskonzentrationen bzw. Meereisbedeckungsgrade sind
Messungen passiver Mikrowellenradiometer (SMMR und SSM/I) auf dem Nimbus-7 und
den DMSP Satelliten. Sie liefern ta¨glich ﬂa¨chendeckend, beleuchtungs- und bewo¨lkungs-
unabha¨ngig Strahlungstemperaturen fu¨r die Polargebiete (Carsey, 1992; Gloersen et al.,
1992). Der verwendete Datensatz ist wegen der Datenverfu¨gbarkeit ein Komposit aus den
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Sea Ice Concentrations from Nimbus-7 SMMR and DMSP SSM/I Passive Microwave Data
(1979-2000, Vol.1 bis Vol.4) (Cavalieri et al., 1999, aktualisiert 2002) und DMSP SSM/I
Daily and Monthly Polar Gridded Sea Ice Concentrations (2001 und 2002) (Cavalieri et al.,
1990-2002) Datensa¨tzen. Die Monate Oktober bis Dezember 2002 entstammen wegen der
Vorlaufzeit der herstellerseitigen Prozessierung dem Near Real-Time DMSP SSM/I Daily
Polar Gridded Sea Ice Concentrations Datensatz (Cavalieri et al., 2001). Die Daten ent-
halten Tagesmittel der Gesamt-Meereiskonzentrationen (hiernach Meereisbedeckungsgrad
genannt) in einer ra¨umlichen Auﬂo¨sung von 25 km×25 km (304×448 Gitterpunkte) auf
einem ﬂa¨chentreuen polarstereographischen EASE-Gitter. Eine a¨hnliche Datensatzkombi-
nation wird auch in Serreze et al. (2003) verwendet. Die Hersteller sind das Oceans and
Ice Branch, Laboratory for Hydrospheric Processes at NASA GSFC sowie das NSIDC, das
die Daten auch zur Verfu¨gung stellt.
Die Meereisbedeckungsgrade ergeben sich aus der Addition der Fla¨chenanteile von ein-
und mehrja¨hrigem Meereis pro Gitterpunkt. Diese sind mit dem Standard- bzw. einem
modiﬁzierten NASA Team-Algorithmus aus Tagesmitteln der Strahlungstemperaturen ver-
schiedener Frequenzen und Polarisationsrichtungen abgeleitet. Der Team-Algorithmus ist
optimiert fu¨r die typischen Meereisverha¨ltnisse in der Arktis (Gloersen und Cavalieri ,
1986). Korrektur-Algorithmen (sog. ”Wetterﬁlter“) beseitigen in allen Datensa¨tzen fehler-
hafte Meereisbedeckungsgrade, hervorgerufen durch Wasserdampf, Wolkenwasser, Regen
und aufgerauhte Meeresoberﬂa¨chen. Da sich die Aufnahmegeometrien und Sensoreigen-
schaften der verschiedenen Systeme (Nimbus 7: SMMR, DMSP F8, F11, F13: SMM/I) un-
terscheiden, erfolgt herstellerseitig eine weitestgehende Homogenisierung der Daten durch
eine Anpassung der Kalibrationskonstanten der Algorithmen sowie eine Interpolation klei-
nerer Datenlu¨cken und vereinzelter Fehlwerte. Die sogenannte “Landkontamination“, die
sich entlang der Ku¨stenlinien aufgrund der Mischpixel (grobe geometrische Auﬂo¨sung) er-
gibt, wird durch Filterfunktionen in dem Datensatz von Cavalieri et al. (1999, aktualisiert
2002) zusa¨tzlich ebenfalls herstellerseitig unterdru¨ckt.
Die Genauigkeit der abgeleiteten Gesamt-Meereisbedeckungsgrade ist generell abha¨ngig
von den verwendeten Algorithmen und der herstellerseitigen Datenvorverarbeitung. Die
Meereisdicke und der Aggregatzustand bzw. die physikalische Struktur der Meereisober-
ﬂa¨chen haben insbesondere im Sommer einen großen Einﬂuß. Die Abweichung der Meer-
eisbedeckungsgrade auf Basis des NASA Team-Algorithmus von realen Verha¨ltnissen wird
im Mittel je nach Quelle mit ca. ±0.075 angegeben (Gloersen und Cavalieri , 1986; Ca-
valieri et al., 1997; Stroeve et al., 1997). Es handelt sich dabei hauptsa¨chlich um Un-
terscha¨tzungen der Bedeckungsgrade. Das kann zu einer 23% niedriger meereisbedeckten
Fla¨che fu¨hren, bei allerdings nur geringfu¨gigen Diﬀerenzen in der Meereisausdehnung. Dies
zeigen z.B. Vergleichsstudien des Team- und Bootstrap-Algorithmus mit Referenzmeereis-
daten des NIC in Singarayer und Bamber (2003). Hiernach verringern insbesondere du¨nnes
Eis und Oberﬂa¨chenschmelzen die Genauigkeit, was zu Problemen in den Eisrandzonen
fu¨hrt. Andererseits zeigen Ergebnisse des Team-Algorithmus eine realistischere Variabilita¨t
in geschlossenen Packeisgebieten. Die zeitliche und ra¨umliche Variabilita¨t der unterschied-
lichen Datenprodukte stimmt hingegen gut u¨berein. Trotz unterschiedlicher Vorverarbei-
tung sind nach Serreze et al. (2003) die abgeleiteten meereisbedeckten Fla¨chen und die
Meereisausdehnung des Cavalieri et al. (2001)-Datensatzes denjenigen aus Cavalieri et al.
(1999, aktualisiert 2002) sowie optischen Fernerkundungsdaten des MODIS-Systems sehr
a¨hnlich.
Da z.B. die Landkontamination und der Einﬂuß meteorologischer Gro¨ßen herstellerseitig
nicht vollsta¨ndig beseitigt sind, mu¨ssen weitere Vorverarbeitungsschritte vor der Verwen-
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dung in statistischen Untersuchungen oder als Modellantrieb erfolgen. Fehlende Gitter-
punkte durch nicht u¨berlappende Aufnahmestreifen in mittleren Breiten oder Meßwert-
ausfa¨lle werden aus dem arithmetischen Mittel der acht Nachbarpixel gebildet. Die verblie-
benen Wettereﬀekte und fehlerhafte Meereisbedeckungsgrade durch die “Landkontamina-
tion“ entlang der Ku¨sten im Sommer werden durch Multiplikation mit Ozeanmasken des
NSIDC eliminiert, die alle im langja¨hrigen Monatsmittel eisfreien Fla¨chen enthalten. Die
Artefakte im Ku¨stenbereich innerhalb der im langja¨hrigen Monatsmittel meereisbedeckten
Bereiche sind damit jedoch nicht zu beseitigen. Daten des SMMR Sensors (26. Oktober
1978 bis 26. August 1987) haben bedingt durch die Aufnahmegeometrie einen datenlosen
Polbereich ab 84.5◦ N. Ab dem SMM/I Sensor (09. Juli 1987 bis heute) verkleinert sich
die mit Fehlwerten gekennzeichnete Polmaske auf den Bereich ab 87.0◦ N. Da sich die
Landmasken der beiden Datensa¨tze unterscheiden, wird ein Komposit gebildet. Doppelt
vorkommende Felder in U¨berlappungszeitra¨umen aufeinanderfolgender Sensoren werden
arithmetisch gemittelt. Eine lineare Interpolation schließt die einta¨gigen Datenlu¨cken, da
die SMMR Daten im Original nur fu¨r jeden zweiten Tag vorliegen.
Schneeschmelzbeginn auf Meereis
Der Snow Melt Onset Over Arctic Sea Ice from SMMR and SSM/I Tbs Datensatz (Dro-
bot und Anderson, 2001) ist aus denselben Satellitendaten wie die Meereisbedeckungs-
grade abgeleitet. Er entha¨lt das jeweilige Datum des Einsetzens der initialen fru¨hsommer-
lichen Schneeschmelze u¨ber Meereis von 1979 bis 1998 auf dem o.g. polarstereographischen
EASE Gitter in 25 km×25 km Auﬂo¨sung. Aufgrund des funktionalen Zusammenhanges
zwischen Oberﬂa¨chentemperatur und Schmelzbeginn werden Schmelztermine zur Validie-
rung der alternativen Randantriebsdaten verwendet. Durch den Schmelzbeginn a¨ndern
sich die Materialeigenschaften (Feuchte, Temperatur, Volumenstreuung, Schichtma¨chtig-
keit) in der Oberﬂa¨chenschicht, was eine A¨nderung der komplexen relativen Dielektri-
zita¨tskonstante zur Folge hat. Dies fu¨hrt zu einer wellenla¨ngenabha¨ngigen A¨nderung des
Emissionsgrades und damit zu unterschiedlichen Strahlungstemperaturen in den einzel-
nen Aufnahmekana¨len und Polarisationsrichtungen. Hierauf aufbauend detektiert der Ad-
vanced Horizontal Range Algorithm (Anderson und Drobot , 2001) durch verschachtel-
te Strahlungstemperatur-Schwellenwertabfragen initial schmelzende Eisoberﬂa¨chen bzw.
Schneeauﬂagen. Der Vergleich mit einem Detektionsverfahren basierend auf NASA Scat-
terometerdaten in Forster et al. (2001) ergibt vergleichbare Eintrittstermine. Die Vorver-
arbeitung umfaßt die Transformation auf das HIRHAM4-Gitter unter Verwendung eines
Nearest-Neighbour Resampling-Algorithmus; die Datenquelle und der Hersteller ist das
NSIDC.
Oberﬂa¨chentemperaturen und Wolkenbedeckungsgrade
Die Erdoberﬂa¨chentemperaturen fu¨r den Modellantrieb und Validierungsaufgaben sowie
die Wolkenbedeckungsgrade sind ein Teil des AVHRR Polar Pathﬁnder Twice-Daily 25 km
EASE-Grid Composites Datensatzes (Maslanik et al., 1997; Fowler et al., 2000). Daten-
grundlage sind GAC 1b Satellitendaten des AVHRR Sensors an Bord der NOAA-POES-7,
-9, -11 und -14 Satelliten. Die vorverarbeiteten Datenfelder (Kalibration, geometrische
Korrektur, Georeferenzierung, Kompositbildung) sind auf ein ﬂa¨chentreues, polsta¨ndiges,
azimutales EASE-Gitter (1805×1805 Gitterpunkte) projiziert und zur Reduktion des Da-
tenvolumens herstellerseitig von 5 km×5 km auf 25 km×25 km (361×361 Gitterpunkte)
degradiert. Die extrahierte Zeitspanne umfaßt Mai bis Oktober von 1981 bis 2000, mit
ta¨glichen Beobachtungszeitpunkten von etwa 04 UTC und 14 UTC.
Die Oberﬂa¨chentemperaturen und die Bewo¨lkungsinformationen basieren auf dem fu¨r
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AVHRR Daten entwickelten CASPR-System (Key , 2002). Der Algorithmus zur Berech-
nung der Oberﬂa¨chentemperatur aus den Strahlungstemperaturen der AVHRR Kana¨le
4 und 5 im thermalen Infrarot besteht aus an die Polargebiete angepassten semiempi-
rischen Regressionsansa¨tzen fu¨r verschiedene Oberﬂa¨chentypen (Land bzw. Ozean und
schneebedecktes Land). Diese werden basierend auf Strahlungstemperaturen der SSM/I
Sensoren (s.o.) klassiﬁziert. Die Bewo¨lkungsfelder dienen in diesem Falle ausschließlich der
Maskierung der Oberﬂa¨chentemperaturen, deren Ableitung im CASPR Algorithmus fu¨r
Meereisoberﬂa¨chen und wolkenlose Bedingungen optimiert ist. Fu¨r solche Fa¨lle wird die
Genauigkeit der abgeleiteten Oberﬂa¨chentemperaturen mit ±2K beziﬀert, basierend auf
Vergleichen mit in situ Messungen (Fowler et al., 2000; Maslanik et al., 2001). Da die
verfu¨gbaren Daten verschiedenen Datensatz-Versionen angeho¨ren muß innerhalb des Da-
tensatzes von variablen Unsicherheiten ausgegangen werden. Hersteller und Datenquelle
ist das NSIDC.
SYNOP-, Bojen-, Meßkampagnen- und RASO-Daten
Unkorrigierte SYNOP-Wettermeldungen aus dem internationalen Wetterfernmeldesystem
(GTS) liegen fu¨r das no¨rdliche Sibieren von 1966 bis 1998 vor. Die Daten dienen der Vali-
dierung der HIRHAM4-Simulationsrechnungen im Zuge der Sensitivita¨tsstudien (Kap. 5).
Die Auswahl beschra¨nkt sich ra¨umlich auf Ku¨stenstationen und Stationen innerhalb des
HIRHAM4-Modellgebiets in der ostsibirischen Arktis (Abb. 2.1). Den Datenvertrieb u¨ber-
nimmt der DWD in Hamburg (Gescha¨ftsfeld Seeschiﬀahrt). Aufgrund von Meß-, U¨ber-
mittelungs- und Verschlu¨sselungsfehlern, wie sie typisch sind fu¨r Daten aus synoptischen
Beobachtungsmeßnetzen, sind umfassende Vorverarbeitungsschritte und Datentransforma-
tionen notwendig. Es werden ausschließlich Daten der Haupttermine (00, 06, 12, 18 UTC)
weiterverarbeitet. Die stationsweise Qualita¨tskontrolle und Fehlerkorrektur ist in mehrere
Schritte unterteilt: (1) Abfrage, ob die Daten innerhalb meteorologisch sinnvoller Grenz-
werte liegen (Gesamt-Bedeckungsgrad, 2m-Lufttemperatur, 2m-Taupunkt, Luftdruck in
NN, Windrichtung und -geschwindigkeit); (2) logische Kontrollen der Bedeckungsgrade,
von Windrichtung und -geschwindigkeit, 2m-Taupunkt; (3) die Standardabweichung der
2m-Lufttemperatur, des 2m-Taupunkts sowie des Luftdrucks in NN innerhalb eines 15-
ta¨gigen gleitenden Zeitfensters dient der Variabilita¨tskontrolle; ungu¨ltige Meßwerte liegen
bei invariantem Werteverlauf vor; (4) Ausreißer in diesen drei Meßgro¨ßen werden be-
stimmt, indem m.H. einer lokalen Statistik innerhalb eines 15-ta¨gigen gleitenden Zeitfen-
sters bestimmt wird, ob die Abweichungen vom 15-ta¨gigen Mittelwert außerhalb des Wer-
tebereichs Mittelwert ±3-fache Standardabweichung liegen (Essenwanger , 1986; O¨sterle
et al., 1999). Wann immer ein Datenwert eine Kontrolle nicht besteht, wird er als Ausfall-
wert gekennzeichnet.
Die Daten des Surface Heat Budget of the Arctic Ocean (SHEBA) Projektes dienen
als unabha¨ngige Vergleichsdaten zur Validierung der Oberﬂa¨chentemperaturen im alter-
nativen unteren Randantriebsdatensatz. Es handelt sich um punktuelle meteorologische
Meßdaten zur detaillierten Untersuchung der Oberﬂa¨chen-Energiebilanz und der Massenbi-
lanz von Meereis im Atmospha¨re-Meereis-Ozean Geosystem, die in einem schiﬀsgestu¨tzen
Eiscamp vom 2. Oktober 1997 bis zum 12. Oktober 1998 erhoben wurden (Uttal et al.,
2002). Aufgrund der Eisdrift umfaßt die ra¨umliche Abdeckung hauptsa¨chlich Packeisberei-
che der Beaufortsee. Der aus diesem Projekt ausgewa¨hlte Datensatz ist eine Kombination
aus Messungen mehrerer Sensoren (SHEBA Projektphase III: Analyse und Weiterverar-
beitung von Beobachtungsdaten), die von der ”Atmospheric Surface Flux Group“ ortsfest
u¨ber Schnee- bzw. Meereisoberﬂa¨che auf mehrja¨rigem Packeis vom 31. Oktober 1997 bis
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zum 30. September 1998 betrieben wurden (Persson et al., 2002). Die stu¨ndlichen Basisda-
ten bilden Oberﬂa¨chentemperaturen, die aus passiv-infrarot Pyrgeometer-Messungen der
langwelligen Ein- und Ausstrahlung unter Verwendung einer ganzja¨hrig konstanten Emis-
sivita¨t von ε = 0.99 abgeleitet wurden. Meßausfa¨lle sind durch Daten eines Pra¨zisions-
Infrarotthermometers, eines Hygrometers und eines Widerstandsthermometers am selben
Standort ersetzt. Persson et al. (2002) geben fu¨r die stu¨ndlichen Meßwerte Genauigkei-
ten von ±0.5K an. Innerhalb des Beobachtungszeitraums liegen fu¨r 93.4% der Fa¨lle Be-
obachtungsdaten vor. Die Vorverarbeitung umfaßt lediglich die Berechnung von Tages-
mitteln. Aufgrund fehlender zeitlicher U¨berlappung ist kein Vergleich mit HIRHAM4-
Simulationsergebnissen mo¨glich, wie dies z.B. im ARCMIP durchgefu¨hrt wird. Den Ver-
trieb der SHEBA-Daten organisiert das Polar Science Center, Applied Physics Laboratory
der University of Washington (Seattle) u¨ber das JOSS/UCAR.
Die Radiosondendaten zur punktuellen Validierung von Simulationsergebnissen des HIR-
HAM4 beruhen auf den Historical Arctic Rawinsonde Archive (HARA) (Kahl et al., 1992;
Serreze et al., 1997) und Daily Arctic Ocean Rawinsonde Data from Sovjet Drifting Ice
Stations (NP) (Kahl et al., 1999) Datensa¨tzen, die beide vom NSIDC vorverarbeitet und
zur Verfu¨gung gestellt werden. Der HARA-Datensatz beinhaltet Aufstiegsdaten von 98
Landstationen no¨rdlich von 65◦ N mit einer relativ homogenen ra¨umlichen Abdeckung
u¨ber den Gesamtzeitraum von 1958 bis Mitte 1996 mit ersten vereinzelten Beobachtungen
ab 1947. Die Vorverarbeitung erfolgt durch ein mehrstuﬁges Verfahren: (1) Fu¨r jede Sta-
tion sind Aufstiegsdaten zu den synoptischen Hauptterminen auf Bodenniveau sowie den
1000 hPa, 850 hPa, 700 hPa, 500 hPa, 400 hPa und 250 hPa Hauptisobarﬂa¨chen extrahiert.
Auf diesen Niveaus liegen die geopotentielle Ho¨he der Isobarﬂa¨chen, die Lufttemperatur,
der Taupunkt sowie die Windrichtung und -geschwindigkeit vor. (2) Aus diesem transfor-
mierten Datensatz sind die Aufstiege wa¨hrend der HIRHAM4-Simulationsmonate Mai bis
Oktober von 1979 bis 1995 zu den 00 UTC und 12 UTC SYNOP-Terminen ausgewa¨hlt.
Damit die Vergleichsdaten eine zeitlich relativ homogene Besetzung aufweisen, wird als
Auswahlkriterium fu¨r die zu verwendenden Stationen festgelegt, daß pro Monat minde-
stens fu¨r ein Drittel der Aufstiege pro Haupttermin Sondierungen vorliegen mu¨ssen. Um
die Zuru¨ckweisungsgrenze herabzusetzen darf dieses Kriterium in 80 von den insgesamt
204 Monaten, die u¨berpru¨ft werden, verletzt sein. Das Ergebnis dieser Vorgehensweise in
Form der Stationsverteilung zeigt Abbildung 2.1 (Rauten-Symbole). Die Aufstiegsdaten
der NP-Driftstationen liegen fu¨r 21 Stationen von April 1954 bis Juli 1990 vor. Im Mittel
werden die Stationen mit der Transpolardrift von den Startpositionen in der no¨rdlichen
Tschuktschensee und Beaufortsee u¨ber den zentralen Arktischen Ozean in Richtung Fram-
straße verlagert. Die Vorverarbeitung verla¨uft identisch mit derjenigen der HARA-Daten.
Es werden Daten der Stationen NP-26 (Juli 1983 bis Februar 1986), NP-28 (Juli 1986 bis
Dezember 1988) und NP-31 (Juni 1989 bis Juli 1990) ausgewa¨hlt. Eine Qualita¨tskontrol-
le der Daten beschra¨nkt sich auf die Korrektur von Ausreißern und erfolgt erst bei dem
Vergleich mit den Modelldaten.
Die 2m-Lufttemperaturdaten des International Arctic Buoy Programme /Polar Ex-
change at the Sea Surface (IABP/POLES) Datensatzes (Rigor et al., 2000) werden zur
Bewertung der Ergebnisse der Modellsimulationen des HIRHAM4 verwendet. Die Daten-
basis bilden umfassend vorverarbeitete, korrigierte und homogenisierte Beobachtungsdaten
von SYNOP-Stationen im Umfeld des Arktischen Ozeans, NP-Driftstationen des AARI
und Driftbojen des IABP. Diese Daten werden mit dem Verfahren der optimalen Inter-
polation auf ein 100 km×100 km aufgelo¨stes (ﬂa¨chentreues) Gitter fu¨r die gesamte Arktis
interpoliert (Martin und Munoz , 1997; Rigor et al., 2000). Die zeitliche Abdeckung des
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vorliegenden Datensatzes reicht von 1979 bis 2001 bei einer 12-stu¨ndigen Auﬂo¨sung (00
UTC und 12 UTC). Datenquelle ist das Polar Science Center des Applied Physics La-
boratory an der University of Washington (Seattle). Die Vorverarbeitung beschra¨nkt sich
auf eine Transformation der Daten auf das HIRHAM4-Gitter. Rigor et al. (2000) geben
in einem Vergleich der interpolierten Datenfelder mit Beobachtungen an der NP-28 Sta-
tion von Januar 1987 bis Dezember 1988 positive sommerliche Abweichungen von 0.5K
an. Da in den sibirischen Randmeeren aufgrund des mittleren Meereisdriftmusters weder
Meßwerte von bemannten Driftstationen noch Bojen vorliegen, sind die Temperaturfelder
dort hauptsa¨chlich von den sibirischen Ku¨stenstationen abha¨ngig.
Die Daten der Schneedeckenma¨chtigkeit auf Meereis basieren ebenfalls auf Messungen
des AARI an den NP-Driftstationen. In dem alternativen Randantriebsdatensatz ﬁnden
langja¨hrig gemittelte Monatsmittel der Schneedeckenma¨chtigkeit Verwendung, die von
der Environmental Working Group im Joint U.S.-Russian Arctic Sea Ice Atlas, Vol. 1
vero¨ﬀentlicht sind. In je nach Wetterlage monatlichen bzw. 10-ta¨gigen Meßintervallen
wurden zwischen 1954 und 1990 (NP-4 bis NP-31) fu¨r die Dauer des jeweiligen Sta-
tionsbetriebs in 10m-Absta¨nden entlang eines 1 km langen Transektes Messungen der
Ma¨chtigkeit der Schneedecke auf Meereis durchfgefu¨hrt. Insgesamt stehen etwa 40 mittlere
Schneedeckenma¨chtigkeiten der Transekte fu¨r jeden Monat zur Verfu¨gung. Die Transekte
befanden sich auf mehrja¨hrigen Eisschollen mit einer ebenen, homogenen Oberﬂa¨chen-
struktur. Wegen der meereisdriftbedingten weitla¨uﬁgen Verlagerung der Stationen in un-
terschiedliche Niederschlagsregime, stellt der gemittelte Datensatz eine gute Anna¨herung
fu¨r den gesamten arktischen Ozean dar. Eine Standardabweichung von im Mittel etwa 8 cm
charakterisiert die große Variabilita¨t der Basisdaten (Colony et al., 1998; Environmental
Working Group, 2000). Warren et al. (1999) leiten auf Basis der NP-Messungen mit ei-
ner zweidimensionalen quadratischen Funktion klimatologische ra¨umliche Verteilungen der
Schneema¨chtigkeit auf Meereis ab.
Die Meeresoberﬂa¨chentemperaturen aus dem Version 2.2 of the Global sea-Ice and
Sea Surface Temperature data set, 1903-1994 (GISST2.2) (Parker et al., 1995; Rayner
et al., 1996) werden als Validierungsdaten des alternativen unteren Randantriebs verwen-
det. Die Daten sind Komposite aus unterschiedlichen Beobachtungsdatenquellen (NOAA
AVHRR Satellitendaten, Bojen- und Schiﬀsbeobachtungen) und liegen global auf einem
1◦×1◦Gitter als Monatsmittel vor. Die Vorverarbeitung umfaßt die Transformation auf
das HIRHAM4-Gitter. Der Hersteller ist das UK Met Oﬃce, die Datenquelle das BADC.
Meereisdriftdaten
Meereisdriftdaten sind neben den Meereisbedeckungsgraden in dieser Arbeit die wichtig-
ste beobachtungsgestu¨tzte Meereiseigenschaft. Sie ist dem Polar Pathﬁnder Daily 25 km
EASE-Grid Sea Ice Motion Vectors Datensatz entnommen, der von November 1978 bis
Ma¨rz 2003 vorliegt (Fowler , 2003). Ein ﬂa¨chentreues EASE-Gitter mit einer ra¨umlichen
Auﬂo¨sung von 25 km×25 km (361×361 Gitterpunkte) entha¨lt Tagesmittel der u- und v-
Driftkomponenten und damit auch die Driftrichtung und -geschwindigkeit fu¨r die gesamte
Arktis beginnend ab etwa 48.4◦ N. Sowohl der Hersteller als auch die Datenquelle ist das
NSIDC.
Die Datenbasis bilden abgeleitete Geschwindigkeitskomponenten aus GAC-Daten des
optischen AVHRR-Sensors (4 U¨berﬂu¨ge pro Tag, 5 km Auﬂo¨sung), der passiven Mi-
krowellenradiometer SMMR (Tagesmittel jeden zweiten Tag, 37GHz Kanal mit 25 km
Auﬂo¨sung) und SSM/I (Tagesmittel, 37GHz Kanal mit 25 km und 85GHz mit 12.5 km
ra¨umlicher Auﬂo¨sung) sowie den Driftdaten der Bojen des IABP (Positionsdaten ta¨glich
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um 12 UTC). Zur zeitlich und ra¨umlich lu¨ckenlosen Erfassung der Meereisdrift ist eine
Kombination dieser Datenquellen notwendig, da die jeweiligen Meßsysteme eine unter-
schiedliche zeitliche und ra¨umliche Auﬂo¨sung und Abdeckung besitzen und die Signalge-
winnung verschieden stark vom Atmospha¨renzustand, den Oberﬂa¨cheneigenschaften (insb.
Reﬂexion und Emission) sowie von Beleuchtungs- bzw. Bewo¨lkungsverha¨ltnissen abha¨ngt
und damit auch unterschiedlichen Fehlerquellen unterworfen ist.
So haben die AVHRR-Daten eine ho¨here zeitliche und ra¨umliche Auﬂo¨sung als passi-
ve Mikrowellenradiometerdaten; diese sind wiederum nahezu bewo¨lkungsunabha¨ngig. Im
Sommer werden die Emmissionssignale durch atmospha¨rischen Wasserdampf jedoch stark
gesto¨rt. Im Fall der Satellitensensoren wird die Eisdrift abgeleitet, indem die gro¨ßte ra¨um-
liche Korrelation zwischen einem Ausgangsdatenfenster und mehreren – zum Ausgangs-
punkt versetzten – Zieldatenfenstern in zeitlich aufeinanderfolgenden Aufnahmeszenen
bestimmt wird. Direkte Driftmessungen stammen von Bojen, sie gelten als die verla¨sslich-
sten Daten. Allerdings ist ihre ra¨umliche Abdeckung lu¨ckenhaft und die Randmeere der
Sibirischen Arktis werden aufgrund der Meereisdrift und -regime nur sehr selten erfaßt.
Mit der dargestellten Vorgehensweise sind in den Sommermonaten Driftvektoren fu¨r
10% bis 30% der meereisbedeckten Gitterelemente zu erfassen. Die verbleibenden Kom-
ponenten des Driftvektors sind mit einem Kokriging-Ansatz fu¨r jeden meereisbedeckten
Gitterpunkt auf dem EASE Bezugsgitter abgeleitet. Die verschiedenen fernerkundlichen
Meßsysteme liefern anteilig im Sommer etwa a¨hnlich viele verwertbare Driftvektoren (ins-
gesamt etwa 300 bis 500 Driftvektoren pro Monat). Die Daten des 37GHz-Kanals der passi-
ven Mikrowellenradiometer sind mit einem Anteil von im Mittel etwa 50% vor den 85GHz
und den Bojendaten im Sommer die wichtigste Datenbasis. Die Verfolgunsmethode m.H.
der ra¨umlichen Korrelationen ist aber speziell im Eisrandbereich mit großer raum-zeitlicher
Dynamik und bei Gitterpunkten mit einer raschen A¨nderung der Oberﬂa¨cheneigenschaf-
ten z.B. im Zusammenhang mit Schmelzprozessen fehleranfa¨llig. Fowler (2003) gibt die
Genauigkeit des verwendeten Komposit-Datensatzes mit 0.1 cm·s−1 (mittlere quadrati-
sche Abweichung der Fehler: 3.364 cm·s−1) fu¨r die u-Komponente und 0.4 cm·s−1 (mittle-
re quadratische Abweichung der Fehler: 3.39722 cm·s−1) fu¨r die v-Komponente auf dem
EASE-Gitter an.
Die Vorverarbeitung umfaßt die Berechnung der Driftrichtung und -geschwindigkeit
aus den u- und v-Geschwindigkeitskomponenten auf dem EASE-Gitter und die Umrech-
nung in Richtungsvektoren mit einer Nordorientierung sowie die Transformation auf das
HIRHAM4-Gitter. Dabei wird aufgrund der Degradation der ra¨umlichen Auﬂo¨sung von
25 km auf 50 km Gitterkantenla¨nge und einer Nearest-Neighbour-Suchstrategie nur etwa
jedes vierte Gitterelement des Originalgitters beru¨cksichtigt. Bei dieser Vorgehensweise
bleibt die Richtungs- und Geschwindigkeitsinformation der Originaldaten jedoch weitest-
gehend erhalten, so daß Konvergenzen- und Divergenzen im horizontalen Meereisbewe-
gungsfeld exakt u¨bertragen werden ko¨nnen. Die u- und v-Komponenten werden zusa¨tz-
lich in zonale und meridionale Geschwindigkeitskomponenten auf dem HIRHAM4-Gitter
u¨berfu¨hrt.
2.2 (Re-)Analysedaten
Der Modellantrieb des HIRHAM4-Atmospha¨renmodells beruht am seitlichen und teilwei-
se auch am unteren Rand auf ERA-15 Re-Analysen (1979 bis 1993) bzw. operationellen
Analysen des ECMWF im u¨brigen Zeitraum. Die ERA-15 Daten sind das Ergebnis von Si-
mulationsrechnungen eines globalen Atmospha¨renmodells mit einer spektralen Auﬂo¨sung
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von T106 und 31 Schichten in einem Druck-Koordinatensystem mit einem konstanten As-
similationschema (Gibson et al., 1997). Die extrahierten Modellergebnisse liegen 6-stu¨nd-
lich zu den SYNOP-Terminen und in einer Auﬂo¨sung in zonaler Richtung von konstant
1.125◦und in meridionaler Richtung von im Mittel 1.1213◦vor. Die außer zum Model-
lantrieb auch fu¨r Datenvergleiche verwendeten ERA-15 Re-Analysen (Luftdruck in NN)
werden aus dem ECMWF GRIB-Format in das NetCDF Format umgewandelt und auf
das ﬂa¨chentreue EASE-Gitter (143×143 Gitterpunkte) transformiert. Die Datenquelle fu¨r
die Re-Analysen ist die CERA-Datenbank des DKRZ, die Analysen bzw. Re-Analysen fu¨r
den Modellantrieb stammen aus dem MARS Datenarchiv des ECMWF.
Visuelle Vergleiche z.B. zu Kontrollzwecken und die Berechnung der Zyklonenstati-
stik erfolgen mit Daten des NCEP/NCAR Reanalysis Project. Es handelt sich um eine
Fortfu¨hrung des NMC Climate Data Assimilation System Project. Grundlage des Projekts
ist das 1995 in die operationellen Analysen des NCEP implementierte spektrale globale
Atmospha¨renmodell mit einer horizontalen spektralen Auﬂo¨sung von T62 und 28 vertika-
len Schichten sowie ein unvera¨nderliches Datenassimilationsschema. Die Atmospha¨renda-
ten liegen in unterschiedlichen Datenformaten, Gittern (regelma¨ßig 2.5◦×2.5◦und Gauß-
Gitter) und zeitlichen Auﬂo¨sungen vor. Die Re-Analysen beginnen 1948 und werden na-
hezu in Echtzeit mit dem CDAS fortgefu¨hrt. Die Daten sind je nach Beeinﬂussung durch
Beobachtungsdaten bzw. die Modellrechnungen in drei Gu¨teklassen A (Datenassimilation
beruht vorzugsweise auf Beobachtungsdaten, daher als sehr verla¨ßlich eingestuft), B und
C unterteilt. Bodendruck fa¨llt dabei in die Gu¨teklasse B (sowohl durch Beobachtungen als
auch stark durch die Modellrechnungen beeinﬂußt). Der einzige Vorverarbeitungsschritt
ist die Transformation auf das ﬂa¨chentreue EASE-Gitter (143×143 Gitterpunkte). Daten-
quelle ist das NOAA-CIRES CDC (Kalnay et al., 1996; Kistler et al., 2001).
2.3 Zyklonenstatistik
Die Erstellung einer Zyklonenstatistik mit eigens entwickelten Programmen beinhaltet die
Erfassung und Verfolgung von Tiefdruckgebieten basierend auf 6-stu¨ndlichen ﬂa¨chentreuen
Bodendruckfeldern. Das Ergebnis sind tabellierte Informationen zu Zeitpunkt der Erfas-
sung, geographischer Position des Systems, Ausdehnung, Kerndruck, Intensita¨t, zuru¨ck-
gelegte Strecke und Drucktendenz seit der letzten Beobachtung, Informationen ob eine
Zyklogenese oder Zyklolyse vorliegt sowie eine eindeutige Identiﬁkationsnummer. Damit
ist eine Ableitung der Zyklonenaktivita¨t mo¨glich, d.h. der raum-zeitlichen Verteilung der
Tiefdruckgebiete, Kerndruck, Intensita¨t, Zuggeschwindigkeit, Lebensdauer. Die Positions-
informationen werden in Kombination mit den Zyklonenkennziﬀern zur Bestimmung der
Zyklonenanzahlen fu¨r bestimmte Gebiete und Mittelungsintervalle, fu¨r ra¨umliche Vertei-
lungen sowie zur Ableitung des Bewegungsfeldes verwendet (Kap. A.1).
Um fehlerhaft als Zyklonen identiﬁzierte Depressionen im Druckfeld zu eliminieren,
werden nur diejenigen Systeme beru¨cksichtigt und als wetterwirksam eingestuft, die ei-
ne Gesamtlebensdauer von mehr als vier Terminen, d.h. 24 Stunden, haben. Solche Fehler
kommen einerseits im Sommer im Bereich thermischer Hitzetiefs vor und andererseits we-
gen der fehlerbehafteten Luftdruckreduktion bei großen topographischen Ho¨hen, weshalb
Gro¨nland in allen Abfragen ausmaskiert ist. Um auch solche Zyklonen zu erfassen, deren
Zentrum lediglich die Randbereiche der Untersuchungsgebiete tangiert, sind die Abfrage-
boxen relativ groß gewa¨hlt (Abb. 3.1). Wegen ihrer teilweise großen Horizontalausdehnung
ko¨nnen die Systeme eine nicht zu vernachla¨ssigende Fernwirkung haben.
Neben einer Zyklonenstatistik auf Basis der Modellergebnisse, wird eine Zykonenstati-
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stik aus nordhemispha¨rischen Re-Analysedaten abgeleitet (Kap. 3.2). Da die durchgefu¨hr-
ten Simulationsla¨ufe nur die Sommer ausgewa¨hlter Jahre erfassen, und die Ursprungsgebie-
te der Zyklonen oftmals nur teilweise abdecken, ergibt sich eine unvollsta¨ndige großra¨umi-
ge synoptische Situation. Da die Modellantriebe aus ECMWF Re-Analysen nur fu¨r einen
Teil des Untersuchungszeitraums (1979-1993) und -gebiets (50◦ N-90◦ N) vorliegen und die
ERA-40 Re-Analysen (1957-2001) noch nicht verfu¨gbar waren, werden zur Ableitung der
Zyklonenstatistik Bodendruckfelder der global verfu¨gbaren NCEP/NCAR Re-Analysen
verwendet (Simmonds und Gibson, 2000).
Ein Vergleich der Bodenluftdruckfelder der ERA-15 mit denjenigen der NCEP/NCAR
Re-Analysen im U¨berlappungszeitraum von 1979 bis 1993 zeigt eine gute U¨bereinstimmung
(Daten nicht gezeigt). Die Diﬀerenzen (NCEP/NCAR minus ECMWF) der langja¨hrig
(1979 bis 1993) gemittellten Monatsmittel der Bodenluftdruckfelder (transformiert auf
ein einheitliches nordhemispha¨risches EASE-Gitter mit 143×143 Gitterpunkten) sind im
Winterhalbjahr und u¨ber Landﬂa¨chen am gro¨ßten. Die minimalen /maximalen Diﬀeren-
zen betragen z.B. im Januar -4.9 hPa / 14.7 hPa und im Juli -7.6 hPa / 3.3 hPa bei identi-
schen Mittelwerten und Standardabweichungen der Ausgangsdatenfelder. Ein qualitativer
Vergleich der Bodenluftdruckfelder zu den SYNOP-Terminen fu¨r 1990 (Daten nicht ge-
zeigt) ergibt eine sehr gute U¨bereinstimmung der ra¨umlichen Anordnung synoptischer
Tiefdrucksysteme. Zeitreihendiﬀerenzen (NCEP/NCAR minus ECMWF) der Tagesmit-
tel der ra¨umlichen Mittelwerte des Luftdrucks in NN no¨rdlich des Polarkreises (dmin =-
2.92 hPa, dmax =3.27 hPa, |d| =0.54 hPa) bzw. im Bereich er Laptewsee (dmin =-8.65 hPa,
dmax =7.77 hPa, |d| =1.28 hPa) von 1979 bis 1993 besta¨tigen die allgemein geringen Un-
terschiede der Datensa¨tze. Die Ergebnisse der beiden Zyklonenstatistiken ko¨nnen daher
verglichen und kombiniert werden. Die Zyklonen, die in den ECMWF-Antriebsdaten der
Regionalmodelle enthalten sind, setzen sich u¨ber den seitlichen Randantrieb in das Mo-
dellgebiet fort und sind auch in den HIRHAM4-Simulationsrechnungen enthalten.
2.4 Regionales Atmospha¨renmodell HIRHAM4
Allgemeine U¨bersicht
HIRHAM4 ist ein regionales hydrostatisches Atmospha¨renmodell (Christensen und Meij-
gaard , 1992; Christensen et al., 1996). Der dynamische Teil basiert auf dem regionalen At-
mospha¨ren-Wettervorhersage-Modell HIRLAM (Machenhauer , 1988; Gustafsson, 1993),
die physikalischen Parametrisierungen sind dem globalen ECHAM4 Modell entnommen
(Roeckner et al., 1996).
Die horizontalen Windkomponenten, der Bodenluftdruck, die speziﬁsche Feuchte, die
Lufttemperatur und der Wolkenwassergehalt werden mit prognostischen, die vertikale
Windgeschwindigkeit und die geopotentielle Ho¨he mit diagnostischen Gleichungen nu-
merisch berechnet. Die physikalischen Parametrisierungen umfassen Strahlungs-, Land-
oberﬂa¨chen-, Meeresoberﬂa¨chen-Meereis-Prozesse, Grenzschichtprozesse, Impulstransport
durch Schwerewellen, Cumuluskonvektion und großra¨umige Kondensation. Das Modell-
gebiet (Abb. 2.2) umfaßt die Arktis auf einem rotierten Breiten-La¨ngengitter (Nordpol
bei 0◦N und 0◦ E) mit 110×100 Gitterpunkten, die Gitterweite betra¨gt 0.5◦×0.5◦(etwa
50 km×50 km). Die Tropo- und Stratospha¨re sind zwischen Erdboden und 10 hPa in 19
Modellniveaus in Sigma-Druck Hybridkoordinaten unterteilt. Der seitliche Randantrieb
durch ein dynamisches Downscaling erfolgt u¨ber eine Randzone von 10 Gitterpunkten, die
in Bereichen mit einer erho¨hten meteorologischen Meßnetzdichte liegen und daher stark
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Abbildung 2.2: Orographie und Land-Meer-Verteilung des HIRHAM4-Atmospha¨renmo-
dells im arktischen Integrationsgebiet. Die rote Linie trennt Bereiche mit einem Land-
anteil pro Gitterpunkt von kleiner bzw. gro¨ßer gleich 0.5. Klassiﬁkation der Landantei-
le: 0.9 ≤ Hellgrau ≤ 1.0, 0.5 ≤ Mittelgrau < 0.9, 0.1 < Grau < 0.5, 0.0 < Dunkelgrau ≤ 0.1,
0.0 = Weiß. Isohypsen: 50, 100, 250, 500, 1000, 1500, 2000, 3000 m. Projektion: HIRHAM4-
Gitter (110×100 Gitterpunkte).
beobachtungsgesteuert sind. Die Modellausgaben bezogen auf Modell- und Druckniveaus
sowie die Erdoberﬂa¨che erfolgen viermal ta¨glich zu den SYNOP-Terminen. Eine zusam-
menfassende Modellu¨bersicht liefert Dorn (2001).
Simulationsrechnungen, die zeigen, daß HIRHAM4 die natu¨rliche Variabilita¨t der ark-
tischen Atmospha¨re realistisch wiedergibt, sind u.a. in Dethloﬀ et al. (1996), Rinke et al.
(1999a) und Rinke et al. (1999b) vorgestellt. Hierbei basieren untere und seitliche Rand-
antriebe auf ECMWF (Re)-Analysen bzw. bei Dorn et al. (2000) auf Ergebnissen von
ECHAM4 T30 Simulationen. Christensen et al. (1997), Christensen et al. (1998) und
Christensen und Kuhry (2000) wenden HIRHAM4 in einer Vergleichstudie u¨ber Zentraleu-
ropa und zu hydrologischen bzw. Permafrost-Studien u¨ber Skandinavien an. Validierungs-
und Sensitivita¨tsstudien sind Gegenstand in Rinke et al. (1997) und Rinke und Dethloﬀ
(2000). In Rinke et al. (2000) wird HIRHAM4 mit dem ARCSyM Modell verglichen; es
zeigt sich daß Unterschiede insbesondere auf die verschiedenen Parametrisierungen von
Prozessen in der Grenzschicht und an Oberﬂa¨chen zuru¨ckzufu¨hren sind. Neben dieser Stu-
die werden in dem ARCMIP verschiedene Regionalmodelle, darunter auch HIRHAM4, im
Bereich der Messungen des SHEBA Projekts fu¨r den Zeitraum 1997/98 unter identischen
Simulationsbedingungen miteinander verglichen.
Meeresoberﬂa¨chen-Meereis-Prozesse
HIRHAM4 beno¨tigt am unteren Modellrand als Antriebsvariablen an Gitterpunkten u¨ber
Wasserﬂa¨chen die Meeresoberﬂa¨chentemperatur, den Meereisbedeckungsgrad, die Meereis-
dicke, die Schneema¨chtigkeit auf Meereis, die Meereisoberﬂa¨chentemperatur und die Ober-
ﬂa¨chentemperatur der Schneeauﬂage auf Meereis. Wie in Abbildung 2.3 zu sehen, sind auf
dieser Datengrundlage fu¨nf Zusta¨nde am unteren Modellrand u¨ber Ozeanﬂa¨chen mo¨glich.
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Abbildung 2.3: Schematische Darstellung der mo¨glichen Zusta¨nde des unteren Randan-
triebs im HIRHAM4-Modell. Querschnitt durch fu¨nf Gitterpunkte. Die Abku¨rzungen bezie-
hen sich auf HIRHAM4-Variablen: SST = Meeresoberﬂa¨chentemperatur, SICED = Meereis-
dicke, SEAICE = Meereisbedeckungsgrad, TSI = Meereisoberﬂa¨chentemperatur bzw. Grenz-
schichttemperatur zwischen Meereis und Schneeauﬂage, TSISKI = Oberﬂa¨chentemperatur der
Schneedecke auf Meereis, SISND = Ma¨chtigkeit der Schneeauﬂage.
Mindestens die Meeresoberﬂa¨chentemperatur und der Meereisbedeckungsgrad mu¨ssen ex-
tern vorgegeben werden (z.B. aus klimatologischen Feldern oder u¨ber Randantriebsfelder
zu jedem Zeitschritt).
Das HIRHAM4-Modell entha¨lt Funktionalita¨ten, die es einerseits ermo¨glichen, eine un-
terschiedliche Anzahl von Variablen des unteren Randantriebs extern vorzugeben und
andererseits eine unterschiedliche physikalische Meereisbehandlung zu verwenden. Diese
Modelleinstellungen werden nun mit ihren Auswirkungen vorgestellt. Ihre Benennung ist
aus der Variablenbezeichnung ”OPYC“ im HIRHAM4-Programmcode und den drei damit
verknu¨pften Bool’schen Einstellmo¨glichkeiten abgeleitet.
• opyc000: Dies ist die Standardvariante mit der die Kontrollsimulationsrechnungen
durchgefu¨hrt werden, sie ist dem ECHAM3 Atmospha¨renmodell entnommen (DKRZ
Modellbetreuungsgruppe, 1993). Die Meereisbedeckungsgrade und die Meeresober-
ﬂa¨chentemperaturen werden extern vorgegeben. Ein Ozeangitterpunkt wird entwe-
der als vollsta¨ndig oder gar nicht mit Meereis bedeckt angenommen (Bina¨rmaske).
Die Meereisdicke und die Schneema¨chtigkeit auf Meereis sind konstant bei 2m und
0m bzw. 0mm Equivalent Wassersa¨ule. Die Meereisoberﬂa¨chentemperatur wird mit
einer linearisierten Wa¨rmebilanzgleichung (Christensen et al. (1996), S. 12, Gl. 19)
unter Voraussetzung einer ﬁxen Meereisdicke und einer konstanten Wa¨rmekapazita¨t
des Meereises diagnostisch berechnet. Sie wird zum ersten Zeitschritt einer Simula-
tionsrechnung aus der Lufttemperatur des untersten Modellniveaus des Antriebsda-
tensatzes initialisiert.
• opyc100: Bei dieser Einstellung werden die Meereisbedeckungsgrade an den einzelnen
Ozeangitterpunkten beru¨cksichtigt, d.h. die meereisbedeckte Fla¨che ist nicht mehr
von einer vollsta¨ndig geschlossenen Eisschicht u¨berdeckt. Dadurch ist eine wesent-
liche Erho¨hung des fu¨hlbaren und latenten Wa¨rmeﬂusses zwischen Ozeanoberﬂa¨che
und atmospha¨rischer Grenzschicht mo¨glich. Die Schnee-Meereis-Grenzﬂa¨chentempe-
ratur und die Oberﬂa¨chentemperatur der Schneeschicht werden nach einem Ansatz
aus dem OPYC-Ozeanmodell (Oberhuber , 1993) mit einer linearisierten Wa¨rme-
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bilanzgleichung prognostisch bestimmt. In diese Gleichung geht insbesondere der
Meereisbedeckungsgrad ein. Details hierzu ﬁnden sich in Christensen et al. (1996)
(S. 13, Gl. 20 bis 22) und in Oberhuber (1993) (S. 19 bis 23).
• opyc110: Zusa¨tzlich zur Funktionalita¨t der OPYC100-Einstellungen werden nun auch
die Meereisdicke und die Ma¨chtigkeit der Schneeauﬂage extern vorgegeben und sind
damit variabel. Die Schneeauﬂage beeinﬂußt im Modell die Albedo, den latenten
Wa¨rmeﬂuß und die Rauhigkeitsla¨nge. Die Meereisdicke bleibt wa¨hrend der Experi-
mente konstant auf 2m.
• opyc111: Die Initialisierung der Oberﬂa¨chentemperaturen u¨ber (partiell) meereisbe-
deckten Gitterpunkten erfolgt nicht u¨ber die Temperaturen im untersten Modellni-
veau des Antriebsdatensatzes, sondern durch extern vorgegebene Felder. Dies wird
als der realistischste Fall angesehen Meereis im HIRHAM4-Modell zu beru¨cksichti-
gen.
Eine weitere Modiﬁkation bei Verwendung dieser Einstellung besteht darin, die Ober-
ﬂa¨chentemperaturen nicht prognostisch zu bestimmen, sondern 6-stu¨ndlich oder
ta¨glich als unteren Randantrieb vorzugeben. Dies ist u.a. der Ansatz, wie er im
ARCMIP Anwendung ﬁndet. Er fu¨hrt jedoch dann zu Problemen, wenn der Tempe-
raturgegensatz zwischen unterstem Modellniveau und den Meereisoberﬂa¨chentem-
peraturen zu groß wird. Dies ist z.B. dann wahrscheinlich, wenn Datensa¨tze un-
terschiedlichen Ursprungs kombiniert werden sollen (z.B. ECMWF-Atmospha¨renan-
trieb, satellitengestu¨tzte Oberﬂa¨chentemperaturen).
Durchgefu¨hrte Simulationen
Simulationsrechnungen liegen fu¨r die Sommermonate von neun Jahren mit positiven und
negativen sommerlichen Meereisanomalien in der Laptewsee vor (Kap. 3.1). Fu¨r Mai bis
Oktober sind dies die Jahre 1990, 1995 und 1996, wa¨hrend in den u¨brigen Jahren 1983,
1986, 1987, 1991, 1992 und 1993 nur Simulationsrechnungen von Mai bis August durch-
gefu¨hrt wurden. Das Jahr 1999 wurde zwar simuliert, wird im folgenden jedoch nur teil-
weise benutzt.
Pro Monat sind fu¨nf unterschiedliche Simulationsrechnungen durchgefu¨hrt worden: zum
einen mit den beiden unteren Randantriebsdatensa¨tzen, d.h. dem Standardantrieb auf
Basis der ECMWF (Re-)Analysen (hiernach mit ”ECMWF“ bezeichnet) und dem al-
ternativen Randantrieb auf Basis von Beobachtungsdaten (hiernach mit ”OBS“ bezeich-
net), siehe Kapitel 4; zum anderen mit einer unterschiedlichen Behandlung der Meeres-
oberﬂa¨chen-Meereis-Prozesse bzw. einer variablen Anzahl einbezogener Randantriebsfel-
der durch Verwendung der sog. OPYC-Optionen (opyc000, opyc100, opyc110 und opyc111,
s.o.). Eine Kombination aus der Antriebsdatenbezeichnung und den speziellen HIRHAM4-
Modelleinstellungen dient zur Kennzeichnung der Simulationsla¨ufe: ECMWFopyc000 (Kon-
trollauf mit Standardantrieb), OBSopyc000 (Kontrollauf mit alternativem Antrieb), OB-
Sopyc100, OBSopyc110, OBSopyc111. Da sich die OBSopyc111-La¨ufe noch nicht als ziel-
fu¨hrend erwiesen haben, sind sie nicht in die vorgestellten Analysen mitaufgenommen.
Verschiedene Landoberﬂa¨chenparameter (Orographie und verschiedene abgeleitete Gro¨-
ßen, Land-See-Maske, mittlere Albedo, Blattﬂa¨chenindex, Waldanteil, FAO Bodentyp,
Feldkapazita¨t) werden fur die verschiedenen Simulationsla¨ufe unvera¨nderlich auf Monats-
basis aus langja¨hrig gemittelten Monatsmitteln vorgegeben. Zur Modellinitialisierung wer-
den ebenfalls auf Monatsbasis die Landoberﬂa¨chentemperatur, die mittlere Temperatur
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und der mittlere Bodenwassergehalt in den obersten zwei Schichten des Bodens (5-schich-
tiges Bodenmodell bis 10m Tiefe), das in der Vegetationsschicht gespeicherte Wasser (als
A¨quivalent Wassersa¨ule), die Rauhigkeitsla¨nge und die Schneedeckenma¨chtigkeit fest vor-
gegeben (Christensen et al., 1996 2001). Der seitliche Randantrieb (horizontale Wind-
komponenten, Lufttemperatur, speziﬁsche Feuchte und Bodenluftdruck) basiert bei allen
Simulationsrechnungen auf den ECMWF (Re-)Analysen und erfolgt 6-stu¨ndlich um 00, 06,
12, 18 UTC. Fu¨r den 6-stu¨ndlichen unteren Randantrieb stehen Tagesmittel der ECMWF-
und OBS-Datensa¨tze zur Verfu¨gung.
Der Modellzeitschritt betra¨gt 300 Sekunden, der Simulationszeitraum jeweils einen Mo-
nat und jeder Monat wird mit einer Normalmodeninitialisierung initialisiert. Durch diese
Art des Modellstarts entstehen bei Monatsu¨berga¨ngen unvermeidbare, kleinere Inkonsi-
stenzen zwischen den Ausgabefeldern. Die Simulationsrechnungen erfolgen mit einer Ein-
prozessorvariante des Modells auf dem Ho¨chstleistungsrechnersystem (NEC SX-6) fu¨r die
Erdsystemforschung (HLRE) des DKRZ.
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3 Variabilita¨t der Meereisverteilung und der Zyklonenaktivita¨t,
1979 bis 2002
Da die Wechselwirkung zwischen Meereis und Zyklonenaktivita¨t einen Untersuchungs-
schwerpunkt darstellt, geben die folgenden Kapitel einen U¨berblick der mittleren Zusta¨nde
und der Variabilita¨t auf zeitlicher und ra¨umlicher Ebene. Das Ziel ist dabei eine pha¨nome-
nologische Betrachtung, die einen Einblick in die Dynamik wichtiger Systemkomponenten
gibt. Abbildung 3.1 entha¨lt eine U¨bersicht der verwendeten Gitter und der Lage der Ab-
fragemasken.
































Abbildung 3.1: Ra¨umliche Anordnung der Abfragemasken zur Analyse der Meereis-
und der Zyklonendaten. Links: Meereisdaten, ausgewa¨hlte Gebiete ab 55◦N (Nordpo-
larmeer, Sibirische Randmeere mit Barentssee, Karasee, Laptewsee und Ostsibirische
See sowie Tschuktschensee, Beaufortsee, Kanadisches Archipel, Baﬃnbai, Labradorsee,
Gro¨nlandsee, Irmingersee) (dunkel- und hellgrau, Fla¨che=12.26·106 km2) und Laptew-
see (hellgrau, Fla¨che=0.62·106 km2), EASE-Gitter (25 km×25km, 304×448 Gitterpunkte,
polarstereographisch). Rechts: Zyklonendaten, Bereiche ab 60◦N (dunkel- und hellgrau,
Fla¨che=34.14·106 km2) und Laptewsee-Bereich (hellgrau, Fla¨che=5.64·106 km2), EASE-Gitter
(125km×125km, Ausschnitt, 81×81 Gitterpunkte), azimutal. Das schwarze Kreuz markiert
jeweils den geographischen Nordpol.
3.1 Meereis
Die aus Tagesmitteln der Meereisbedeckungsgrade (Kap. 2.1) abgeleiteten Monatsmit-
tel fu¨r den Zeitraum 1979 bis 2002 sind die Basis fu¨r die folgenden Darstellungen. Die




Ein Gitterpunkt wird als mit Meereis bedeckt deﬁniert, wenn der Bedeckungsgrad ≥ 0.15
betra¨gt. Dadurch wird der Einﬂuß fehlerhaft klassiﬁzierter Gitterpunkte reduziert. Die
meereisbedeckte Fla¨che errechnet sich aus der Summe der meereisbedeckten Fla¨chenan-
teile (Gitterpunktsﬂa¨che multipliziert mit Meereisbedeckungsgrad) aller meereisbedeckten
Gitterpunkte im Abfragebereich (u¨ber die Fla¨che integrierte Meereisbedeckungsgrade). Die
Meereisausdehnung ist deﬁniert als die kumulative Summe der Fla¨che der meereisbedeck-
ten Gitterpunkte; sie ist damit immer mindestens genauso groß wie die meereisbedeckte
Fla¨che. Die Diﬀerenz der beiden Gro¨ßen kann als Maß fu¨r die oﬀenen Wasserﬂa¨chen in-
nerhalb des Packeises gelten (u.a. Parkinson et al. (1999)).
Der in den SMMR und SSM/I Satellitendaten wegen der Aufnahmegeometrie enthaltene
datenlose Bereich um den geographischen Nordpol ab 84.6◦ N bzw. 87.6◦ N wird einheitlich
ab 84.6◦ N mit Fehlwerten besetzt und nicht beru¨cksichtigt. Um eine ”Landkontamination“
der Meereisbedeckungsgrade entlang der Ku¨sten zu vermeiden, werden die Ausgangsdaten-
felder vor der Zeitreihenberechnung mit einer um einen Gitterpunkt erweiterten bina¨ren
Landmaske multipliziert (u.a. Maslanik et al. (1996)).
In allen folgenden Zeitreihenabbildungen gibt die Einheit der Zeitachse die zeitliche
Auﬂo¨sung der dargestellten Daten an, unabha¨ngig von den Zeitangaben in der Beschrif-
tung der Zeitachse selbst.
3.1.1 Mittlerer Zustand und saisonale Variabilita¨t
Die mittlere Verteilung der Meereisbedeckungsgrade in Abbildung 3.2 weist hauptsa¨chlich
im Bereich der Rand- bzw. Schelf- und Nebenmeere des Arktischen Ozeans große sommer-
liche Fla¨chena¨nderungen auf. Diese sind hauptsa¨chlich auf das Schmelzen und Verdriften
von einja¨hrigem Eis zuru¨ckzufu¨hren, wobei sich in den mittleren Zusta¨nden prima¨r ther-
modynamische Eﬀekte durch Wassermassenadvektion und die A¨nderung der Globalstrah-
lungssummen zeigen. Die Westliche Neusibirische Polynja und die Neusibirische Polynja
in der Laptewsee sind deutlich von Mai bis in den Juli hinein zu erkennen. Die zentra-
len Bereiche des Arktischen Ozeans sind hauptsa¨chlich von zwei- und mehrja¨hrigem Eis
mit sommerlichen Bedeckungsgraden zwischen 0.75 und 0.9 bedeckt (Barry et al., 1993;
Parkinson und Cavalieri , 1989; Kotchetov et al., 1994).
Die saisonal gepra¨gten Jahresga¨nge in Abbildung 3.3 fu¨r ausgewa¨hlte Gebiete ab 55◦ N
(im Verlauf dieses Kapitels als ”Arktis“ bezeichnet) bzw. die Laptewsee zeigen im 24-ja¨hri-
gen Mittel ein Minimum im September mit einer meereisbedeckten Fla¨che von 3.57·106 km2
bzw. 0.21·106 km2 und einem Maximum im Ma¨rz mit 8.11·106 km2 bzw. 0.61·106 km2 im
Januar (siehe Abb. 3.1 zur Gebietsdeﬁnition).
Die gro¨ßeren relativen Standardabweichungen wa¨hrend des Sommers bzw. die geringeren
wa¨hrend des Winters in der Laptewsee-Zeitreihe sind auf die gro¨ßere Bezugsﬂa¨che der
Arktis-Zeitreihe und der damit verbundenen Erfassung unterschiedlicher Prozeßregime mit
sich gegenseitig kompensierenden Entwicklungen sowie die zum Nordatlantik hin oﬀenen
Systemgrenzen zuru¨ckzufu¨hren. Die Laptewsee ist hingegen nur nach Norden oﬀen und im
Winter vollsta¨ndig mit Meereis bedeckt, was sich am mittleren Jahresgang zeigt (Parkinson
et al., 1999).
Im Arktis-Jahresgang verlangsamt sich die rasche, stetige Zunahme der Meereisbedeck-
ung von September bis Dezember (1.30·106 km2 Monat−1) bis zu ihrem Maximum im Ma¨rz,
gefolgt von einer Periode maximaler Meereisabnahme von Juni bis August (1.42·106 km2
Monat−1).
Der Jahresgang in der Laptewsee ist sta¨rker dreigeteilt. Wa¨hrend der Wintermona-
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Abbildung 3.2: Langja¨hrig (1979 bis 2002) gemittelte Monatsmittel der Meereisbedeckungs-
grade der Monate Mai bis Oktober. Dargestellter Raumausschnitt: 226×251 Gitterpunkte,
von 50 bis 275 in x-Richtung und 50 bis 300 in y-Richtung. Das schwarze Kreuz markiert den
geographischen Nordpol. Projektion: EASE-Gitter (304×448 Gitterpunkte), polarstereogra-
phisch. Basisdatensatz: SMMR und SSM/I Meereisbedeckungsgrade.
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Abbildung 3.3: Saisonale Variabilita¨t der langja¨hrig (1979 bis 2002) gemittelten Monats-
mittel der meereisbedeckten Fla¨che [km2] (durchgezogen) und der Standardabweichungen der
Monatsmittel von 1979 bis 2002 von den langja¨hrigen Monatsmitteln [km2] (strich-gepunktet)
fu¨r die Arktis (links) und die Laptewsee (rechts). Basisdatensatz: SMMR und SSM/I Meer-
eisbedeckungsgrade.
te von November bis April sind die Randmeere fast vollsta¨ndig mit Meereis bedeckt
(x¯ =0.60·106 km2) mit minimalen A¨nderungsraten und Variabilita¨ten durch Polynjen und
Rinnen (s¯ =5.47·103 km2). Die registrierte Abnahme der Meereisbedeckung von Mai bis
August beginnt zuna¨chst mit Oberﬂa¨chenschmelzen, das wegen der A¨nderung des Emissi-
onsvermo¨gens der Oberﬂa¨chenschicht (A¨nderung des Flu¨ssigwassergehalts, Schneeschmel-
ze, Schmelztu¨mpelbildung) in den passiven Mikrowellenradiometerdaten etwa Mitte Juni
eine scheinbare Abnahme der Meereisbedeckung hervorruft (Bareiss et al., 1999; Drobot
und Anderson, 2001; Forster et al., 2001). In den Monatsmitteln sind diese Prozesse nicht
zu erkennen. Die sprunghafte Abnahme der Meereisbedeckung zwischen Juni und Au-
gust (0.14·106 km2 Monat−1) wird durch positive Ru¨ckkopplungen im Ozean-Atmospha¨re-
Meereissystem beschleunigt. Sie ist u.a. durch das Entstehen von oﬀener Meereisdrift
(”free-drift“ Bedingungen) mit einer gleichzeitigen Abnahme der Festeisfelder ab einer
grenzwertigen Eisdicke von 1.0m bis 1.3m und insbesondere Eis-Albedo Ru¨ckkopplun-
gen (Curry et al., 1995) zu erkla¨ren. Die Eisbildung zwischen September und November
(0.20·106 km2 Monat−1) erfolgt initial entlang der no¨rdlichen Packeiskante und entlang
der Ku¨sten. Sie wird u.a. begu¨nstigt durch (a) geringe Salinita¨ten aufgrund des ﬂuvia-
len Su¨ßwassereintrages, (b) geringe Wassertiefen im Bereich der Schelfe und damit eine
geringma¨chtige Wassersa¨ule, in der die Vertikalkonvektion beim Abku¨hlen der Wassermas-
sen abla¨uft, was eine schnelle Abku¨hlung der Wassermassen zur Gefrierpunkttemperatur
begu¨nstigt, (c) windgeschu¨tzte Bereiche mit geringen Wellenho¨hen und damit einer re-
duzierten mechanischen Fragmentierung und Vermischung von Neueis (Kotchetov et al.,
1994; Kassens et al., 1994).
Die Zeitra¨ume mit den gro¨ßten A¨nderungen der Oberﬂa¨cheneigenschaften und Prozeß-
raten (Gefrieren, Schmelzen, Verdriften von Meereis), insbesondere der Eisru¨ckgang bzw.
das Entstehen der sommerlichen Meereisanomalien von Mai bis August / September und
die Eisbildung wa¨hrend September /Oktober, werden mit dem Untersuchungs- und Simu-
lationszeitraum von Mai bis August bzw. Oktober sowohl fu¨r die Laptewsee als auch fu¨r
die Arktis vollsta¨ndig erfaßt.
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3.1.2 Interannuale Variabilita¨t
Die in Kapitel 1.1 dargelegten Zusammenha¨nge hinsichtlich der Meereisanomalien und
Trends sollen an dieser Stelle weiterfu¨hrend dargestellt werden. Die Trendanalysen und
die statistischen Signiﬁkanzabscha¨tzungen in dieser Arbeit beruhen auf einer statistischen
Programmbibliothek des PIK (O¨sterle et al., 1999). Die Signiﬁkanz der mit einer linea-
ren Regressionsanalyse berechneten Trends wird mit dem verteilungsfreien Mann-Kendall-
Trendtest bewertet. Die Angabe von Trendinformationen als deskriptives Maß bezieht sich
immer nur auf den betrachteten Zeitraum und wird nicht fu¨r Prognosen eingesetzt.
Die 24 Jahre umfassenden Zeitreihen der Monatsmittelwerte der Meereisausdehnung
und der meereisbedeckten Fla¨che der Laptewsee sowie der Arktis in Abbildung 3.4 zeigen
neben dem typischen Jahresgang auch eine deutliche interannuale Variabilita¨t. Aufgrund
der ra¨umlichen Abgeschlossenheit der Laptewsee sind die Schwankungen wa¨hrend der Win-
termonate minimal (niedrige Standardabweichungen in Abb. 3.3), die Meereisausdehnung
kann ein winterliches Maximum erreichen. Daraus erkla¨rt sich auch die unterschiedliche
Kurvenform im Vergleich zur Arktis als oﬀenes System. Die Diﬀerenz zwischen Meereis-
ausdehnung und meereisbedeckter Fla¨che in der Laptewsee ist auf oﬀene Wasserﬂa¨chen
in Polynjen und Rinnen in der winterlichen Meereisdecke zuru¨ckzufu¨hren. Eine Unter-
scheidung in unterschiedliche Eisoberﬂa¨chen (z.B. ein- oder mehrja¨hriges Meereis) wird
bei solchen Betrachtungen i.d.R nicht vorgenommen. Die Meereisausdehnung ist auch aus
Vergleichgru¨nden wegen der geringeren Diﬀerenzen bei der Ableitung mit unterschiedli-
chen Algorithmen in die Abbildung mitaufgenommen (Kap. 2.1).
Die Zeitreihe der Abweichungen der Monatsmittel von den langja¨hrig (1979 bis 2002) ge-
mittelten Monatsmitteln der meereisbedeckten Fla¨che weist fu¨r den Gesamtzeitraum einen
Trend u¨ber der Arktis von -19447 km2 a−1 und u¨ber der Laptewsee von -1102 km2 a−1 auf.
Im Gegensatz zur Arktis-Zeitreihe sind die Anomalien in der Laptewsee fast ausschließlich
auf die Sommermonate Mai bis Oktober beschra¨nkt.
Parkinson und Cavalieri (2002) geben fu¨r die gesamte Nordhemispha¨re einen auf dem
99% Niveau signiﬁkaten Trend fu¨r den Zeitraum von 1979 bis 1999 der Meereisausdehn-
ung von -32900±6100 km2 a−1 an. Alle Jahreszeiten zeigen nordhemispha¨risch signiﬁkant
negative Trends, die jedoch fu¨r die Fru¨hlings- (April bis Juni) und Sommermonate (Ju-
li bis September) mit -32100±6800 km2 a−1 und -41600±12900 km2 a−1 am gro¨ßten sind.
Lediglich der St.-Lorenz-Golf und die Beringsee verzeichnen wa¨hrend der Wintermonate
positive Trends. Von allen betrachteten Unterregionen ist der negative Trend im Ark-
tischen Ozean (ohne Barentssee, Karasee und Meeresgebiete im Kanadischen Archipel,
jedoch inklusive der Laptewsee und der Ostsibirsichen See) mit -9400±3400 km2 a−1 bei
Parkinson und Cavalieri (2002) am sta¨rksten. Die in Abbildung 3.4 vorgestellten Ergeb-
nisse sind nicht direkt mit Parkinson und Cavalieri (2002), Parkinson et al. (1999) oder
Comiso et al. (2001) vergleichbar, da (1) die Bezugsﬂa¨chen nicht u¨bereinstimmen, (2) der
Berechnungszeitraum 24 statt 21 Jahre betra¨gt, (3) anstelle der Meereisausdehnung die
meereisbedeckte Fla¨che betrachtet wird und (4) die Vorverarbeitung und Auswertung sich
z.B. in der Behandlung der Polmaske und der ku¨stennahen Gitterpunkte unterscheidet.
Dennoch stimmen sowohl die Grundaussagen als auch die Zeitpunkte und Sta¨rken der
Anomalien gut u¨berein.
Im Gegensatz zu dem sehr schwach ausgepra¨gten Trend in der Anomaliezeitreihe des
gesamten Untersuchungszeitraumes, zeigen die Zeitreihen einzelner Sommermonate in Ab-
bildung 3.5 zwar keine nach dem Mann-Kendall-Trendtest signiﬁkanten aber dennoch ins-
gesamt negative zeitliche Entwicklungen auf. An diesen Beispielen wird besonders die
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Abbildung 3.4: Interannuale Variabilita¨t der meereisbedeckten Fla¨che und Meereisausdehn-
ung. Obere Abbildungen: Monatsmittel der meereisbedeckten Fla¨che (schwarz) und der Meer-
eisausdehnung (rot) von 1979 bis 2002 in der Arktis (erste Abbildung) und der Laptew-
see (zweite Abbildung) [km2]. Untere Abbildungen: Abweichung der Monatsmittel von den
langja¨hrig (1979 bis 2002) gemittelten Monatsmitteln der meereisbedeckten Fla¨che [km2],
Trendgerade (rot) und 95% Prognoseintervall (gestrichelt) in der Arktis (dritte Abbildung)
und der Laptewsee (vierte Abbildung). Mann-Kendall-Trendtestwert (M/K): Arktis M/K
= −9.16 (Signiﬁkanz = 100.00%), Laptewsee M/K = −1.26 (Signiﬁkanz = 79.12%). Ba-
sisdatensatz: SMMR und SSM/I Meereisbedeckungsgrade.
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Si = 80.29%
T = −715± 959
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(b) Juni
Si = 78.51%
T = −1571 ± 2285
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(c) Juli Si = 72.49%
T = −2317± 3269
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(d) August Si = 81.96%
T = −3592± 4117
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(e) September Si = 76.62%
T = −3060± 4763
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(f) Oktober Si = 76.62%
T = −2939± 3852
Abbildung 3.5: Interannuale Variabilita¨t der meereisbedeckten Fla¨che einzelner Sommer-
monate. Monatsmittel der meereisbedeckten Fla¨che [km2] ohne ku¨stennahe Gitterpunkte von
1979 bis 2002 der Monate Mai bis Oktober in der Laptewsee, Trendgerade und 95% Pro-
gnoseintervall (gestrichelt). Unter jeder Zeitreihe ist die Signiﬁkanz (Si) [%] des linearen
Trends nach dem Mann-Kendall-Trendtest sowie der Trend (T ) der meereisbedeckten Fla¨che
[km2 Monat−1] mit den Fehlergrenzen angegeben. Basisdatensatz: SMMR und SSM/I Meer-
eisbedeckungsgrade.
ausgepra¨gte interannuale Variabilita¨t sichtbar, die auf eine U¨berlagerung der mittleren
Prozeßregime durch atmospha¨rische, hydrologische und ozeanische Systemkomponenten
hindeutet. Die Diskussion der Ursachen fu¨r diese große Dynamik des Meereisregimes ist
z.B. Gegenstand von Maslanik et al. (1996), Maslanik et al. (1999) oder Serreze et al.
(2003).
Die hier gezeigten Zeitreiheninformationen fu¨r die Laptewsee bilden neben der Daten-
verfu¨gbarkeit die Grundlage fu¨r die Auswahl der Simulationsjahre: 1983, 1990, 1991, 1995
(negative Meereisanomalien) und 1986, 1987, 1992, 1993, 1996 (positive Meereisanomali-
en). Tabelle 3.1 entha¨lt eine genauere Quantiﬁzierung der Meereisanomalien fu¨r die Monate
Mai bis Oktober.
3.1.3 Ra¨umliche Verteilung der Variabilita¨t
Die absoluten Abweichungen der Monatsmittel von den 24-ja¨hrig gemittelten Monats-
mitteln in Abbildung 3.6 dienen als Maß fu¨r die zeitliche Variabilita¨t des Meereisbe-
deckungsgrades an einem Gitterpunkt und zur Verortung der Meereisanomalien. Die zeit-
liche Vera¨nderung der Variabilita¨t im Laufe des Sommers macht weiterhin unterschiedliche
Meereisregime sichtbar (s. auch die AVHRR-Aufnahme in Abb. 4.7).
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Abbildung 3.6: Absolute Abweichung der Monatsmittel der Meereisbedeckungsgrade der
Monate Mai bis Oktober von den langja¨hrig (1979 bis 2002) gemittelten Monatsmitteln. Fu¨r
Details zur Darstellung siehe Abbildung 3.2.
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Tabelle 3.1: Quantiﬁzierung der Meereisanomalien in der Laptewsee zur Auswahl der Si-
mulationsjahre. Die Tabelle entha¨lt die Monatsmittel der meereisbedeckten Fla¨che [106 km2]
von Mai bis Oktober wa¨hrend der neun ausgewa¨hlten Simulationsjahre zwischen 1983
und 1996. Die Prozentangabe unter den Fla¨chenangaben gibt die U¨ber- bzw. Unterschrei-
tung des langja¨hrig (1979 bis 2002) gemittelen Monatsmittels an (letzte Spalte), wobei die
Plus- und Minuszeichen Monate mit positiven bzw. negativen Anomalien kennzeichnen. Die
Plus- und Minuszeichen unter den Jahreszahlen kennzeichnen die Einstufung der Meereisbe-
deckung der Sommermonate eines Jahres in positive oder negative Anomalien. Kursiv ge-
druckte Zahlenwerte bedeuten, daß fu¨r die entsprechenden Monate verwertbare HIRHAM4-
Simulationsrechnungen vorliegen. Alle Werte sind gerundet. Basisdatensatz: SMMR und
SSM/I Meereisbedeckungsgrade.
Monat Monatsmittel der meereisbedeckten Fla¨che [106 km2] lang-
1983 1986 1987 1990 1991 1992 1993 1995 1996 ja¨hriges
(–) (+) (+) (–) (–) (+) (+) (–) (+) Mittel
Mai 0.588 0.599 0.604 0.538 0.567 0.592 0.556 0.576 0.590 0.585
+0.4 +2.4 +3.1 -8.0 -3.2 +1.2 -5.0 -1.5 +0.9
Jun 0.511 0.533 0.548 0.415 0.503 0.533 0.465 0.433 0.585 0.503
+1.8 +6.1 +9.0 -17.3 +0.1 +6.0 -7.6 -13.9 +16.3
Jul 0.397 0.461 0.441 0.286 0.281 0.378 0.406 0.238 0.492 0.375
+5.7 +22.7 +17.5 -23.9 -25.1 +0.7 +8.2 -36.6 +31.1
Aug 0.160 0.329 0.251 0.125 0.135 0.226 0.316 0.059 0.391 0.231
-30.8 +42.5 +8.6 -46.0 -41.8 -2.2 +36.7 -74.6 +69.0
Sep 0.151 0.309 0.289 0.111 0.010 0.256 0.281 0.013 0.428 0.209
-27.7 +47.9 +38.5 -46.7 -52.2 +22.6 +34.8 -93.8 +104.8
Okt 0.524 0.524 0.534 0.408 0.444 0.559 0.529 0.207 0.568 0.475
+10.2 +10.2 +12.3 -14.1 -6.5 +17.7 +11.3 -56.5 +19.5
der Eiskanten an der Grenze zum perennierenden Meereis auf. Die großen interannualen
Variabilita¨ten der meereisbedeckten Fla¨che, die mit einer unterschiedlichen Position der
Packeiskante einhergehen, zeigen sich in Abbildung 3.6 an den breiten Zonen maxima-
ler Variabilita¨t. Dies ist kennzeichnend fu¨r die Randmeere im August und September,
wenn diese gro¨ßtenteils eisfrei werden. Von Mai bis Juni treten maximale Variabilita¨ten
hauptsa¨chlich entlang der Packeiskante z.B. im Nordatlantik bzw. in der Barentssee und
in Bereichen mit Polynjen auf.
Die Mai- und Juni-Abbildungen in 3.2 und 3.6 charakterisieren die fu¨r den Winter und
Fru¨hling typischen Eisverha¨lnisse in der Laptewsee, bevor das Randmeer im Mittel von
Su¨den aus bis September eisfrei wird.
Zu Sommerbeginn erstreckt sich entlang der Ku¨sten des Festlandes und der Inseln Sibi-
riens (Sewernaja Semlja, Neusibirische Inseln) hauptsa¨chlich einja¨hriges Festeis. Nach De-
ﬁnition der WMO (1985) handelt es sich hierbei um Meereis, das sich entlang von Ku¨sten,
Eisbergen oder u¨ber Untiefen erstreckt, und in situ oder aus Packeis gebildet wird. Die
maximalen Dicken liegen Ende April zwischen 1.5m und 2.0m bei einer Gesamtﬂa¨che von
etwa 250·103 km2 (etwa 40% der Gesamtﬂa¨che der Laptewsee). Insbesondere das Festeis-
gebiet im Su¨dosten der Laptewsee zwischen der Yana-Mu¨ndung, dem Lenadelta und den
Neusibirischen Inseln fa¨llt durch seine sehr geringe interannuale Variabilita¨t auf (Yana-
Eismassiv). Dies wird auch von Bareiss (2003) durch die Erfassung der Festeiskanten im
Monat Mai von 1982 bis 1994 aus AVHRR Daten besta¨tigt, die nur eine sehr geringe Ho-
rizontalverlagerung zeigen. Mehrja¨hriges Festeis kommt teilweise mit einer Breite von bis
zu 20 km entlang der Taimyr-Halbinsel vor (Dethleﬀ et al., 1993; Kotchetov et al., 1994;
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Reimnitz et al., 1994 1995; Bareiss, 2003).
Seewa¨rtig entlang der Festeiskante schließt sich eine Zone mit einer erho¨hten Varia-
bilita¨t in der Meereisbedeckung an. Hier beﬁnden sich Polynjen (”ﬂaw polynyas“) oder
Rinnen (”ﬂaw leads“), welche im Winter Hauptgebiete der arktischen Meereisproduktion
sind und prima¨r durch die Schubspannung ablandiger Winde und die freiwerdende Erstar-
rungswa¨rme bei der Neueisbildung oﬀen gehalten werden (WMO , 1985). Die Oberﬂa¨che
besteht aus Neueis und oﬀenen Wasserﬂa¨chen, die wegen der Abnahme der Meereispro-
duktion im Fru¨hling anteilig zunehmen, bis die Polynja im Juli oder August in die oﬀenen
Wasserﬂa¨chen des Randmeeres u¨bergeht (Zakharov , 1966; Dethleﬀ et al., 1993; Kotchetov
et al., 1994). Dieser Zeitpunkt und die Prozeßraten des O¨ﬀnens unterliegen einer ausge-
pra¨gten interannualen Variabilita¨t (Kap. 6.4). Nach Kotchetov et al. (1994) existieren in
der Laptewsee die folgenden Polynjen, die wegen entgegengesetzt wirkender Prozesse je-
doch nicht gleichzeitig geo¨ﬀnet sind; von West nach Ost: o¨stlich von Sewernaja Semlja,
nord-o¨stlich der Taimyr-Halbinsel, o¨stlich der Taimyr-Halbinsel, vor den Mu¨ndungsberei-
chen von Anabar und Lena (Anabar-Lena Polynja), westlich der Neusibirischen Inseln
(Westliche Neusibirische Polynja) und no¨rdlich der Neusibirischen Inseln (Neusibirische
Polynja). Die zuletzt genannten drei Polynjen sind besonders in der Mai-Abbildung gut
zu erkennen. Die Gesamtla¨nge dieser oﬀenen Wasserﬂa¨chen kann bis zu 2000 km bei einer
Breite von 25 km bis 100 km betragen (Zakharov , 1966; Kotchetov et al., 1994).
Im Norden schließt sich ein Gebiet mit ein- und mehrja¨hrigem, kompaktem bis oﬀenem
Packeis an, das nur eine sehr geringe Variabilita¨t aufweist. Diese Dreiteilung, wie sie im
mittleren Zustand im Fru¨hling und Fru¨hsommer vorkommt, in Festeis, Polynjen und Pack-
bzw. Treibeis, ist z.B. auch typisch fu¨r die Meereisverha¨ltnisse in der Ostsibirischen See.
Im Juli und August zeigen die Festeisgebiete in der Laptewsee ihre maximale inter-
annuale Variabilita¨t, wobei die angrenzenden Mu¨ndungsgebiete von Lena und Yana im
August auch durch den Su¨ßwassereintrag der Flu¨sse meistens eisfrei sind (Bareiss, 2003);
diese oﬀenen Wasserﬂa¨chen dehnen sich im September auf die gesamte su¨dliche Laptewsee
aus. Entscheidend fu¨r die sommerlichen Anomalien ist der Ru¨ckzug der Packeiskante nach
Norden.
Die einheitlich hohen Prozeßraten bei der Neueisbildung im Herbst erkla¨ren die relativ
geringen interannualen Variabilita¨ten im Oktober, im Gegensatz zur Beringsee (kleiner
Schelf) oder der Tschukschensee bzw. Karasee und Barentssee (ozeanische Advektion) mit
anderen Prozeßregimen.
Einen umfassenden U¨berblick der Prozeßkomponenten im Geoo¨kosystem der Laptewsee
liefern u.a. auf Expeditionen beruhende Arbeiten des AWI, wie die von Dethleﬀ et al.
(1993) oder Kassens et al. (1995) und Arbeiten des AARI, wie z.B. Kotchetov et al.
(1994).
Eines der inhaltlichen Ziele dieser Arbeit ist es, die den bekannten Vorga¨ngen u¨berla-
gerten, modiﬁzierenden mesoskaligen Prozesse, z.B. die Zykloneneinwirkung, zu erfassen
und damit zum prozessualen Versta¨ndnis der Meereisanomalien beizutragen.
3.2 Zyklonen
Die Datenbasis fu¨r die Zyklonenstatistik, aus der die im folgenden vorgestellte Zyklonenak-
tivita¨t abgeleitet ist, sind 6-stu¨ndliche, ﬂa¨chentreue Luftdruckfelder in NN. Die untersuchte
Zeitspanne reicht von 1979 bis 2002. Die ra¨umliche Auﬂo¨sung betra¨gt 125 km×125 km
auf einem u¨ber dem Nordpol zentrierten Ausschnitt des EASE-Gitters mit 101×101 Git-
terpunkten (Kap. 2.3 und A.1).
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Abbildung 3.7: Langja¨hrig (1979 bis 2002) gemittelte Monatssummen registrierter Tief-
druckereignisse (hellgrau) u¨ber der Arktis (links) und der Laptewsee (rechts); Schwarze Punk-
te: Standardabweichung der Monatssummen von den langja¨hrig gemittelten Monatssummen.
Dunkelgraue Balken: Anzahl registrierter Zyklonen. Beru¨cksichtigt sind Tiefdrucksysteme
mit einer Lebensdauer von mehr als vier SYNOP-Terminen, Gro¨nland ist ausmaskiert. Da-
tengrundlage: Zyklonenstatistik basierend auf Bodenluftdruckfeldern der NCEP/NCAR Re-
Analysen.
Es wird zwischen einem Tiefdruckereignis und einem Tiefdrucksystem unterschieden
(Kirchga¨ßner , 1998). Als Tiefdrucksystem wird eine Folge von Tiefdruckereignissen be-
zeichnet, die zu derselben Zyklone geho¨ren, d.h. aufgrund des Verfolgungsalgorithmus die-
selbe Kennziﬀer besitzen. Eine Depressionen im Druckfeld wird daher nur dann als Tief-
druckereignis ausgewertet bzw. u¨berhaupt in die Zyklonenstatistik aufgenommen, wenn
das Ereignis Teil eines Tiefdrucksystems ist. Die Anzahl der Tiefdruckereignisse wird als
das wichtigere Maß erachtet, da jedes Vorkommen eines Tiefdruckwirbels Auswirkungen
auf die unterliegende Oberﬂa¨che und damit die Ozean-Atmospha¨re-Meereis Wechselwir-
kungen hat. Bei entsprechend langer Lebensdauer eines Tiefdrucksystems hat dieses eine
große (langandauernde) Wirkung an der Erdoberﬂa¨che, die Systemanzahl alleine ta¨uscht
hieru¨ber u.U. hinweg.
Als einfaches Intensita¨tsmaß wird der Zyklonenkerndruck verwendet. Er ist repra¨sen-
tativ fu¨r die Druckgradientkra¨fte d.h. den ageostrophischen Wind innerhalb des Tief-
druckwirbels und damit die mechanische Wirkung einer Zyklone durch die Schubspan-
nungsgeschwindigkeit auf die Meereisdecke. Aus den Diﬀerenzen von Ereignisanzahl und
Systemanzahl u¨ber einem Gebiet lassen sich indirekt Ru¨ckschlu¨sse auf die Zyklonenlebens-
dauer bzw. die Zuggeschwindigkeit ziehen.
3.2.1 Mittlerer Zustand und saisonale Variabilita¨t
Die Zeitreihen der von 1979 bis 2002 gemittelten Monatssummen der registrierten Tief-
druckereignisse und Zyklonen in Abbildung 3.7 weisen einen deutlichen Jahresgang auf. Er
ist fu¨r beide Abfragebereiche zweigeteilt: in ein Sommer- (Mai bis Oktober) und Winter-
halbjahr (November bis April), mit einem Minimum/Maximum der Tiefdruckereignisse
u¨ber der Arktis im Februar /August (457.9 / 700.8) und in der Laptewsee im Januar bzw.
Februar / Juni (62.8 /127.6). Das Verha¨ltnis aus der Systemanzahl und der Anzahl regi-
strierter Tiefdruckereignisse, als Maß fu¨r die Lebensdauer u¨ber großen Abfragegebieten,
betra¨gt u¨ber der Arktis im Sommer im Mittel 0.10 und im Winter 0.11. Dies zeigt eine
leichte Zunahme der Lebensdauer im Sommer an. Das Minimum/Maximum der Anzahl
der Tiefdrucksysteme wird u¨ber der Arktis im Mittel im Februar /August (53.4 / 69.0) und
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Abbildung 3.8: Langja¨hrig (1979 bis 2002) gemittelte Monatsmittel des Kerndrucks regi-
strierter Tiefdruckereignisse [hPa] u¨ber der Arktis (links) und der Laptewsee (rechts). Schwarze
Punkte: Standardabweichung des Kerndrucks der Monatsmittel von den langja¨hrig gemittelten
Monatsmitteln [hPa]. Fu¨r Details zur Darstellung siehe Abbildung 3.7.
in der Laptewsee im Januar / Juli (9.7 / 17.1) erreicht. Im Jahresmittel treten in der Ark-
tis / Laptewsee 579.5 / 88.4 Tiefdruckereignisse und 62.0 / 12.7 Systeme pro Monat auf. Die
Unterschiede in den absoluten Anzahlen ergeben sich aus den Gro¨ßen der Abfragemasken
(Abb. 3.1), wobei die Arktismaske insbesondere die synoptische Aktivita¨t im Bereich des
Islandtiefs, des nordatlantischen Stormtracks und des Ale¨utentiefs umfasst. Die Laptew-
seemaske wird von vielen Systemen nur u¨berquert. Es werden daher relativ mehr Systeme
als bei gro¨ßeren Abfragemasken erfasst.
Basierend auf anderen Ausgangsdaten (Datenquelle, Vorverarbeitung, Zyklonendetek-
tion), fu¨hren Serreze et al. (1993) eine a¨hnliche Untersuchgung durch. Das Abfragegebiet
beﬁndet sich no¨rdlich von 65◦N inklusive Gro¨nland. Fu¨r den Zeitraum von 1952 bis 1989,
geben Serreze et al. einen a¨hnlichen Jahresgang an, mit einem Maximum von 64 Systemen
im August und einem Minimum von 43 Systemen im Februar und einer Standardabwei-
chung von 10 bzw. 13 Systemen.
Auﬀa¨llig ist in der Laptewsee die starke Zunahme von 74.0 (11.9) im April auf 127.6
(16.3) Ereignissen (Systemen) im Juni. Die Standardabweichungen liegen dabei zwischen
relativ hohen 25.6 und 37.4 Ereignissen von Mai bis Oktober, was auf eine ausgepra¨gte
interannuale Variabilita¨t hindeutet. Die Ursache fu¨r den Anstieg sind hauptsa¨chlich Zy-
klonen, die sich an der Arktikfront u¨ber Nord-Ost-Sibirien bilden und u¨ber das Gebiet der
Laptewsee in das in der zentralen Arktis liegende Zyklolysegebiet einwandern (Reed und
Kunkel , 1960; Serreze et al., 1993 2001).
Die im Mittel allgemeine Zunahme der Zyklonenaktivita¨t im Sommer ist gekoppelt an
die Umstellung der arktisweiten Zirkulation. Der Ho¨henru¨cken u¨ber der zentralen Arktis,
der im Winter das Sibirische mit dem Kanadischen Ka¨ltehoch verbindet, besteht bis etwa
Ende Ma¨rz. In dieser Zeit liegt die westliche Laptewsee im Randbereich des Zyklolysege-
biets der nordatlantischen Zugbahnen der Tiefdruckgebiete (Serreze, 1995). Im Ma¨rz und
April nimmt die Intensita¨t der thermischen Ka¨ltehochs u¨ber dem asiatischen und nord-
amerikanischen Kontinent zusammen mit den dynamischen Island- und Ale¨utentiefs ab.
Wa¨hrend April und Mai verlagert sich das nordamerikanische Hoch weiter in die zentrale
Arktis hinein, so daß hier eine antizyklonale Zirkulation (Kerndruck gro¨ßer als 1020 hPa)
vorherrscht, die sog. ”Polare Antizyklone“. Von Juni bis August ist die Zirkulation durch
Hitzetiefs u¨ber den Kontinentﬂa¨chen und einer zyklonalen Zirkulation (Zyklolysebereich)
u¨ber dem Arktischen Ozean gekennzeichnet. Sowohl Island- als auch Ale¨utentief sind ge-
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Tabelle 3.2: Linearer Trend mit Fehlergrenzen und Signiﬁkanz des linearen Trends nach dem
Mann-Kendall-Trendtest fu¨r die Anzahl der Tiefdruckereignisse und den mittleren Kerndruck
fu¨r den Bereich der Laptewsee von 1979 bis 2002.
Monat Anzahl Tiefdruckereignisse Mittlerer Kerndruck
Trend [Anzahl Monat−1] Signifikanz [%] Trend [hPa] Signifikanz [%]
Mai 0.8930±1.8648 58.74 0.0337±0.2406 19.59
Juni -0.0574±1.7095 5.93 -0.0864±0.1463 70.25
Juli 0.2135±1.4319 21.51 -0.0554±0.0908 70.25
August -0.1070±1.3997 1.98 -0.0579±0.1357 23.40
September 0.2904±1.2945 52.82 -0.1616±0.1715 89.84
Oktober 0.3496±1.7029 36.29 -0.0979±0.2212 34.47
genu¨ber den Wintermonaten stark abgeschwa¨cht. Ein Charakteristikum fu¨r die mittlere
sommerliche Druckverteilung sind die geringen Druckunterschiede. Im September bzw. Ok-
tober intensivieren sich die Drucksysteme wieder und die typische Wintersituation stellt
sich ein (Orvig et al., 1970; Walsh und Chapman, 1990; Serreze, 1995).
Der Jahresgang des mittleren Kerndrucks der Tiefdruckereignisse u¨ber der Arktis ist
komplementa¨r zu dem der Ha¨uﬁgkeit (Abb. 3.8). Mit der Abschwa¨chung des Kerndrucks
auf ein Monatsmittel von 999.8 hPa fu¨r die Monate Mai bis Oktober im Vergleich zu
996.4 hPa von November bis April geht fu¨r die Systeme u¨ber der gesamten Arktis eine
Verringerung der interannualen Variabilita¨t (Standardabweichung der Monatsmittel) von
4.1 hPa auf 1.8 hPa einher (siehe auch Serreze et al. (1993)). Die Lage im Bereich eines
Zyklolysegebiets im Winter und einer Zyklonenzugbahn im Sommer fu¨hren im Bereich der
Laptewsee zu einer sommerlichen Abnahme des Kerndrucks, mit einem mittleren Kern-
druck von 999.6 hPa / 1002.4 hPa im Sommer /Winter bei einem Minimum/Maximum
von 998.4 hPa / 1004.2 hPa im August /April.
3.2.2 Interannuale Variabilita¨t
Der oben beschriebene Jahresgang des Auftretens von Tiefdruckereignissen (Systemen)
zeigt sich auch an den Zeitreihen der Monatssummen bzw. den gleitenden Mittelwerten
fu¨r die Laptewsee mit einem Minimum/Maximum von 12 (3) / 206 (26) und im Mittel
88.8 (12.7) Ereignissen (Systemen) pro Monat (Abb. 3.9). Die interannuale Variabilita¨t
der Zyklonenaktivita¨t, wie sie sich in der Anomaliezeitreihe zeigt, ist Ursache fu¨r die
großen Standardabweichungen in Abbildung 3.7; die Wertespanne reicht von -80.33 bis
88.75 Ereignissen pro Monat. Die Gesamtzeitreihe weist einen linearen Trend von -1.28
Ereignissen mit einer Signiﬁkanz von 26.92% nach dem Mann-Kendall-Trendtest fu¨r den
gesamten Zeitraum auf (0.54 EreignisseDezennium−1). Auﬀa¨llig sind die positiven An-
omalien zwischen 1989 und 1996 in den Jahren 1989, 1992, 1995 und 1996 bei 55 U¨ber-
und 41 Unterschreitungen und einem Mittelwert von 6.0 Ereignissen (1989 bis 1996). Es
folgt eine Phase mit geringerer Zyklonenaktivita¨t bis zum Jahr 2000 (19 U¨ber- und 29
Unterschreitungen, Mittelwert von -8.7 Ereignissen). Die Anzahl von Tiefdruckereignissen
u¨ber der Arktis (Daten nicht gezeigt) weist einen positiven Trend mit einer Zunahme von
8.25 Ereignissen von 1979 bis 2002 auf (3.4 EreignisseDezennium−1), bei einer Signiﬁkanz
von 68.8% nach dem Mann-Kendall-Trendtest.
Die Zeitreihen der Saisonmittel der jeweiligen Jahreszeiten bzw. der einzelnen Monate
(Daten nicht gezeigt) weisen ebenfalls nur geringe nicht signiﬁkante lineare Trends auf.
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Abbildung 3.9: Interannuale Variabilita¨t des Auftretens von Tiefdruckgebieten. Oben: An-
zahl registrierter Tiefdruckereignisse pro Monat im Bereich der Laptewsee von 1979 bis 2002
(dunkelgraue Balken) und 6-monatig tiefpaßgeﬁlterte (Gaußﬁlter) Zeitreihe (rote Kurve); An-
zahl registrierter Zyklonen (graue Balken) und tiefpaßgeﬁlterte Zeitreihe (blaue Kurve). Unten:
Abweichung der Monatssummen von den langja¨hrig (1979 bis 2002) gemittelten Monatssum-
men der Anzahl registrierter Tiefdruckereignisse, Trendgerade (durchgezogen) und 95% Pro-
gnoseintervall (gestrichelt). Mann-Kendall-Trendtestwert (M/K): M/K = −0.34 (Signiﬁkanz
= 26.92%). Beru¨cksichtigt sind Tiefdrucksysteme mit einer Lebensdauer von mehr als vier
Synopterminen, Gro¨nland ist ausmaskiert. Datengrundlage: Zyklonenstatistik basierend auf
Bodenluftdruckfeldern der NCEP/NCAR Re-Analysen.
Der Trend des Fru¨hlings-Saisonmittels (April, Mai, Juni) u¨ber der Arktis betra¨gt 1.7
(-0.47) Ereignisse (Systeme) pro Dezennium, der des Sommer-Saisonmittels (Juli, August,
September) 14.3 (0.33) Ereignisse (Systeme) pro Dezennium. In den selben Zeitspannen
liegen die Trends im Bereich der Laptewsee bei 2.1 (-0.13) bzw. 1.3 (0.1) Ereignissen
(Systemen) pro Dezennium. Die interannualen Diﬀerenzen der Sommermittel liegen dabei
in der Laptewsee z.B. zwischen 1989 und 1990 bei 35 (7) Ereignissen (Systemen).
Tabelle 3.2 gibt eine detaillierte U¨bersicht zur Entwicklung der Anzahl registrierter Tief-
druckereignisse und des Kerndrucks fu¨r die Monate Mai bis Oktober. Aufgrund der großen
interannualen Variabilita¨t sind die Unsicherheiten in den Steigungen der Trendgeraden,
d.h. die Fehlergrenzen, bei Annahme eines 95% Konﬁdenzintervalls sehr hoch. Im Ge-
gensatz zu den gering ausgepra¨gten Trends in der Laptewsee nehmen Tiefdruckereignisse
arktisweit insbesondere im Mai, August und September stark zu (Daten nicht gezeigt).
Die Zeitreihe des mittleren Kerndrucks (Abb. 3.10, oben) weist einen deutlichen Jahres-
gang auf, mit einem Minimum/Maximum der Monatsmittel von 987.4 hPa / 1016.9 hPa
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Abbildung 3.10: Interannuale Variabilita¨t des mittleren Kerndrucks registrierter Tief-
druckereignisse. Oben: mittlerer Kerndruck aller pro Monat registrierten Tiefdruckereignisse
von 1979 bis 2002 (dunkelgraue Balken) und 6-monatig tiefpaßgeﬁlterte (Gaußﬁlter) Zeitreihe
(rote Kurve). Unten: Abweichung der Monatsmittel von den langja¨hrig (1979 bis 2002) ge-
mittelten Monatsmitteln Kerndrucks, Trendgerade (durchgezogen) und 95% Prognoseintervall
(gestrichelt). Mann-Kendall-Trendtestwert (M/K): M/K = −0.92 (Signiﬁkanz = 64.03%). Fu¨r
Details zur Darstellung siehe Abbildung 3.9.
bei 1001.0 hPa mittlerem Kerndruck. Neben ausgepra¨gten interannualen Variabilita¨ten
wird auch deutlich, daß nicht in allen Jahren eine feste saisonale Abha¨ngigkeit besteht
(z.B. Abnahme des Kerndrucks 1988 im Gegessatz zu einer Zunahme 1989). Die Zeitspan-
ne von 1989 bis 1996 der Anomaliezeitreihe (Abb. 3.10, unten) ist im Gegensatz zu den
vorangehenden und nachfolgenden Jahren durch einen um etwa 2 hPa niedrigeren mittle-
ren Kerndruck von 999.6 hPa und damit intensivere Zyklonen gekennzeichnet (37 U¨ber-
und 59 Unterschreitungen). Dies geht einher mit positiven Anomalien der Tiefdrucker-
eignisse. Der Zeitraum geho¨rt gleichzeitig zu einer Phase mit einem dominierenden zy-
klonalen Zirkulationsregime (Proshutinsky und Johnson, 1997). Nach dem Mann-Kendall-
Trendtest hat der lineare Trend von 0.75 hPa der Gesamtzeitreihe eine Signiﬁkanz von
64.03% (-0.31 hPaDezennium−1). Von 1979 bis 2002 nimmt der mittlere Kerndruck fu¨r
die einzelnen Sommermonate, mit Ausnahme fu¨r den Mai, auf Werte von ca. 998 hPa ab;
allerdings mit sehr großen Unsicherheiten (Tab. 3.2).
Serreze et al. (1993) geben fu¨r die Arktis ab 65◦N signiﬁkant positive Trends der Sy-
stemanzahl von 1952 bis 1988 fu¨r Winter, Fru¨hling und Sommer an. Die gro¨ßten Trends
werden im Sommer mit 1.154 Systemen pro Jahr erreicht; die Trends des Zyklonenkern-
drucks sind fu¨r keine Jahreszeit signiﬁkant. Der mittlere Kerndruck liegt in der Arbeit von
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Serreze et al. (1993) bei 997 hPa fu¨r den Fru¨hling und 998 hPa im Sommer. Die starke
Zunahme in der Summe der Systemanzahlen in Maslanik et al. (1996), z.B. von etwa 125
Systemen 1987 auf etwa 225 Systeme 1992 bzw. 165 im Jahre 1993 fu¨r die Monate April bis
September im no¨rdlichen Bereich der Laptewsee, kann mit der vorliegenden Datengrund-
lage nicht besta¨tigt werden (Daten nicht gezeigt). Serreze et al. (2000) leiten ebenfalls
einen signiﬁkant positiven Trend der Tiefdruckereignisse und Intensita¨ten (Anwendung
des Laplace-Operators) fu¨r alle Jahreszeiten außer Herbst fu¨r die gesamte Arktis no¨rd-
lich von 60◦N von 1958 bis 1997 ab. Ein Vergleich mit den hier vorgestellten Ergebnissen
innerhalb des U¨berlappungszeitraums von 1979 bis 1997 zeigt jedoch qualitativ a¨hnliche
Ergebnisse.
3.2.3 Ra¨umliche Verteilung und Bewegungsfeld
Die ra¨umliche Verteilung von Tiefdrucksystemen kann als Maß fu¨r die Lage von Zyklonen-
zugbahnen – unter Hinzuziehung von Zugbahndaten – und fu¨r die ra¨umliche Dichte von
Tiefdruckereignissen dienen (Sickmo¨ller et al., 2000). Zur Verdeutlichung der mittleren
Verha¨ltnisse, werden die Monatssummen der Tiefdruckereignisse der Sommermonate von
1979 bis 2002 an jedem Gitterpunkt gemittelt und innerhalb von 3×3 Gitterpunkte umfas-
senden Boxen summiert und anschließend mit einem 3×3 Tiefpaßﬁlter gegla¨ttet. Gro¨nland
ist wegen Fehlklassiﬁkationen des Erfassungsalgorithmus durch die fehlerbehaftete Luft-
druckreduktion u¨ber den Inlandeisﬂa¨chen auf Basis des 125 km aufgelo¨sten Ausgangsgit-
ters ausmaskiert. Die ra¨umlich ho¨her aufglo¨ste Landmaske vermittelt in einigen Fa¨llen
den Eindruck die Zugrichtungsvektoren wu¨rden eine Box u¨ber Gro¨nland repra¨sentieren.
Das Ergebnis ist in Abbildung 3.11 dargestellt. Die artefaktartig hohe Zyklonenanzahl in
Zentralasien wird auf ortsfeste thermische Hitzetiefs und fehlerhafte Luftdruckreduktion
u¨ber Hochgebirgsregionen (Altai, Jablonowyjgebirge, Stanowoigebirge) zuru¨ckgefu¨hrt.
Zur Ableitung der Bewegungsfelder in Abbildung 3.12 aus der Zyklonenstatistik sind
die zonalen und meridionalen Komponenten der Verlagerung der einzelnen Tiefdrucksy-
steme monatsweise von 1979 bis 2002 fu¨r jeden Gitterpunkt zeitlich vektoriell gemittelt
und anschließend komponentenweise ra¨umlich innerhalb von 3×3 Gitterpunkte umfassen-
den Boxen gemittelt. Oﬀensichtlich fehlerhafte Zugrichtungsvektoren resultieren aus einer
sehr geringen Zyklonenha¨uﬁgkeit pro Gitterbox und damit einem großen Einﬂuß anomaler
Zugrichtungen auf die Mittelwerte.
Die Zunahme der Zyklonen- bzw. Tiefdruckereignis-Anzahl im Sommer geht einher mit
einer Umstellung der ra¨umlichen Verteilung der Zyklonenaktivita¨t, die hauptsa¨chlich durch
eine weitra¨umigere Verteilung u¨ber die Arktis gekennzeichnet ist. Zusa¨tzlich zu den Ge-
bieten der Wintermonate nimmt die Zyklonenaktivita¨t prima¨r in einem breiten Band im
no¨rdlichen Eurasien und u¨ber dem zentralen Arktischen Ozean zu.
Diese zonal entlang der eurasischen Ku¨ste orientierte Zyklonenaktivita¨t steht im Zu-
sammenhang mit der sommerlichen Arktikfront, die sich neben der su¨dlicher gelegenen
Polarfront ausbildet (Reed und Kunkel , 1960). Die versta¨rkte Baroklinita¨t in diesen Berei-
chen fu¨hrt zu einer Zunahme der Zyklogenese. Wie Serreze et al. (2001) nachweisen und wie
aus Abbildung 3.12 ersichtlich ist, wandern viele dieser Systeme, neben einer ostwa¨rtigen
Bewegungsrichtung u¨ber die Laptewsee und die Ostsibirische See, in die zentrale Arktis
ein. Dort beﬁndet sich eines der Haupt-Zyklolysegebiete der sommerlichen Zyklonenak-
tivita¨t, das durch eine inhomogene Zugrichtungsverteilung und geringe Zuggeschwindig-
keiten auﬀa¨llt (Borisov , 1965; Serreze und Barry , 1988; Serreze, 1995). Diese mittlere
Zugbahnverteilung ist auch die Erkla¨rung fu¨r den starken Anstieg der Tiefdruckereignisse
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Abbildung 3.11: Ra¨umliche Verteilung von Tiefdruckereignissen. Langja¨hrig (1979 bis 2002)
gemittelte Monatsmittel der Monatssummen pro Gitterpunkt; je 3×3 Gitterpunkte sind zu
einer Bezugsﬂa¨che von 375km×375km und einer kumulativen Summe zusammengefaßt und
mit einer 3×3 Filtermatrix tiefpaßgeﬁltert. Konturlinienabstand: 0.5 Ereignisse. Beru¨cksichtigt
sind Tiefdrucksysteme mit einer Lebensdauer von mehr als vier SYNOP-Terminen. Projektion:
EASE-Gitter (125 km×125km, 101×101 Gitterpunkte). Raumausschnitt: 81×81 Gitterpunk-
te. Fla¨chen su¨dlich von 40◦N und Gro¨nland sind ausmaskiert. Das schwarze Kreuz markiert
den geographischen Nordpol. Datengrundlage: Zyklonenstatistik basierend auf Bodendruck-
feldern der NCEP/NCAR Re-Analysen.
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bzw. -systeme u¨ber der Laptewsee von April bis Juni (Abb. 3.7). Die Hauptbewegungsrich-
tung der Zyklonen folgt im Mittel der zyklonalen Drehrichtung der steuernden Systeme im
500 hPa Niveau. Die erwa¨hnten Hauptzugbahnen sind gleichzeitig Regionen mit erho¨hter
Zuggeschwindigkeit, die ebenfalls einem Jahresgang unterliegt. Beispielsweise betra¨gt die
mittlere Zuggeschwindigkeit aller im Zeitraum von 1979 bis 2002 registrierten Systeme im
Januar etwa 35 kmh−1 und im Juli etwa 23 kmh−1.
Insbesondere im Winter (Daten nicht gezeigt) ist der Zusammenhang zwischen der
mittleren Verteilung synoptischer Zyklonen und dem mittleren Bodenluftdruckfeld sehr
deutlich. Eine ausgepra¨gte Zyklonenaktivita¨t ﬁndet sich in den Zyklogenesebereichen im
Zusammenhang mit dem Island- und Ale¨utentief entlang der Polarfront. Sie erstreckt sich
weiterhin bogenfo¨rmig um Su¨dgro¨nland und reicht u¨ber die nordatlantischen Zugbahnen
bis in die Barentssee, Karasee und an ihrem Westrand auch bis in die Laptewsee hinein.
Erho¨hte Aktivita¨t gibt es auch u¨ber dem Kanadischen Archipel bzw. langgestreckt ent-
lang des Ale¨utenbogens u¨ber dem Nordpaziﬁk. Im Bereich des Ho¨henru¨ckens u¨ber dem
Arktischen Ozean und des thermischen Hochs u¨ber Sibirien sind synoptische Zyklonen
wa¨hrend des Winters selten (Serreze et al., 1993; Serreze, 1995; Sickmo¨ller et al., 2000).
Zu beru¨cksichtigen ist hierbei jedoch, daß das verwendete Verfahren nur die Zentren der
Zyklonen erfasst, nicht aber den gesamten ra¨umlichen Einﬂußbereich, den eine Zyklone
abdeckt.
Trotz unterschiedlicher Ausgangsdaten, Verarbeitungs- und Analyseschritte stimmen
diese Ergebnisse gut mit jenen in Serreze et al. (1993) und Serreze (1995) u¨berein. Nach
Serreze et al. (1993) ist die ra¨umliche Auspra¨gung der Zyklonenaktivita¨t entscheidend
fu¨r das im Mittel gradientschwache Bodenluftdruckfeld im Sommer. Sie ist im Vergleich
zum Winterhalbjahr sowohl durch eine gleichma¨ßigere Verteilung der Zugbahndichte als
auch weniger intensive Systeme und den ra¨umlichen Wechsel zyklonaler und antizyklonaler
Zirkulationsregime gekennzeichnet.
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Zuggeschwindigkeit:  50 km h-1 
Abbildung 3.12: Mittlere Zyklonenzugrichtung und -geschwindigkeit. Die Vektorpfeilorien-
tierung und -la¨nge ergibt sich aus dem langja¨hrigen (1979 bis 2002) Mittel der x- bzw. y-
Verlagerung der registrierten Tiefdrucksysteme pro Monat innerhalb von 3×3 Gitterpunkte
umfassenden Bezugsﬂa¨chen. Mittlere Zuggeschwindigkeiten von mehr als 62.5 kmh−1 sind
durch einen Punkt dargestellt. Vektorpfeile, die aus dem dargestellten Raumausschnitt hin-
ausragen sind nicht dargestellt. Nur Gro¨nland ist ausmaskiert. Fu¨r Details zur Darstellung
siehe Abbildung 3.11.
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Um Zusammenha¨nge zwischen Meereis und Atmospha¨re auf mesoskaligen Raum- und
Zeitskalen untersuchen zu ko¨nnen, ist es notwendig, daß neben der großra¨umigen saisonlen
Variabilita¨t auch insbesondere kleinra¨umige Strukturen in den Meereisdaten im unteren
Randantrieb enthalten sind. Da es sich hier nicht um idealisierte Prozeßstudien mit synthe-
tischen Randbedingungen handelt, sind mo¨glichst realita¨tsnahe Feldverteilungen erforder-
lich, die im Standard-Modellantrieb (ECMWF-Antrieb, ECMWF-Simulationsrechnungen)
nicht enthalten sind. Es werden daher Beobachtungsdaten verwendet, um einen alterna-
tiven unteren Randantrieb abzuleiten (OBS-Antrieb, OBS-Simulationsrechnungen). Der
Beschreibung der Datenvorverarbeitung folgt die Darstellung mittlerer Zusta¨nde des neu-
en Datensatzes und ein Vergleich mit unabha¨ngigen Beobachtungsdaten zur Bewertung der
Datenqualita¨t, dem sich ein Unterkapitel anschließt, das die Unterschiede zum Standard-
Modellantrieb aufzeigt.
Singarayer und Bamber (2003) weisen im Zusammenhang mit GCMs auf die Notwen-
digkeit mo¨glichst realistischer Meereisdaten hin – sowohl hinsichtlich der exakten Er-
fassung der Verteilung und Variabilita¨t der Meereisbedeckung als auch der quantitativ
mo¨glichst exakten Erfassung der Bedeckungsgrade. Trotz relativ geringer geometrischer
Modellauﬂo¨sung stellen Parkinson et al. (2001) mit einem GCM bei Sensitivita¨tsstudi-
en mit großﬂa¨chig gea¨nderten Meereisbedeckungsgraden deutliche Vera¨nderungen in den
bodennahen Lufttemperaturfeldern fest. Rinke et al. (2003) und Maslanik et al. (2000)
belegen in Studien bei Vergleichen von Simulationsergebnissen von gekoppelten und un-
gekopplten Regionalmodellen die Wichtigkeit realistischer unterer Randantriebe.
4.1 Prozessierung
Die Datengrundlage zur Erstellung des beobachtungsgestu¨tzten unteren Randantriebs
sind satellitengestu¨tzte Meereisbedeckungsgrade (Gesamt-Meereiskonzentrationen), Ober-
ﬂa¨chentemperaturen, Wolkenbedeckungsgrade und an Driftstationen gemessene mittlere
Schneedeckenma¨chtigkeiten (Kap. 2). Diese Felder sollen in einem recheneﬃzienten, robu-
sten Verfahren zu konsistenten, lu¨ckenlosen Feldern des unteren Randantriebs prozessiert
werden. Dieser alternative Randantriebsdatensatz entha¨lt Meeresoberﬂa¨chentemperatu-
ren, Meereisbedeckungsgrade, Meereisdicken, Schneedeckenma¨chtigkeit auf Meereis, Mee-
reisoberﬂa¨chentemperaturen und Oberﬂa¨chentemperaturen der Schneeschicht auf Meereis
(Kap. 2.4).
Bei der Erstellung der Antriebsdaten treten drei Hauptschwierigkeiten auf: (1) Interpo-
lation der ra¨umlichen Datenlu¨cken in den Oberﬂa¨chentemperaturdaten des passiven opti-
schen Fernerkundungssystems AVHRR, die durch Bewo¨lkung entstehen; (2) Zerlegung der
gemessenen Oberﬂa¨chentemperaturfelder, die Mischpixel aus verschiedenen Oberﬂa¨chen
darstellen, in die Meeresoberﬂa¨chentemperatur und die Eisoberﬂa¨chentemperatur; (3) Bei-
behaltung des Zusammenhangs zwischen Meereisverteilung und Meeresoberﬂa¨chentempe-
ratur. Die Prozessierung erfolgt fu¨r jeden Tag in mehreren Schritten:
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Abbildung 4.1: Zwischenschritte der Antriebsdatenprozessierung. Beispiel fu¨r den 27. Juni
1993. Transformierte Daten auf HIRHAM4-Gitter (110×100): (a) kombinierte Oberﬂa¨chen-
temperaturen (Wasser- und Landﬂa¨chen), vor der Interpolation der Datenlu¨cken, (b) Meer-
eisbedeckungsgrade, vor Ableitung der Polmaskenwerte, (c) Oberﬂa¨chentemperaturen nach
Interpolation der Wolkenlu¨cken und Tiefpaßﬁlterung, (d) Meereisbedeckungsgrade, Polmaske
ersetzt durch lineare Regression, (e) abgeleitete Meeresoberﬂa¨chentemperatur, (f) abgeleitete
Meereisoberﬂa¨chentemperatur. Weitere Erla¨uterungen im Text.
1. Datenimport und zeitliche, gleitende Mittelwertbildung der Oberfla¨chen-
temperaturfelder
Die Oberﬂa¨chentemperaturfelder werden zuna¨chst mit der zugeho¨rigen bina¨ren Wol-
kenmaske maskiert. Aufgrund großer Fehlwertanzahlen pro Feld ergibt sich die Not-
wendigkeit fu¨r die folgende Verfahrensweise.
Die mittleren Oberﬂa¨chentemperaturen (u¨ber Land- und Ozeanﬂa¨chen) fu¨r den Tag
i werden aus allen verfu¨gbaren Feldern des 7-Tage-Intervalls i−3 bis i+3 gebildet. Da
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pro Tag fu¨r 04 UTC und 14 UTC Beobachtungen vorliegen, ergeben sich bei Wolken-
losigkeit aller Termine 14 Oberﬂa¨chentemperaturen zur Bildung des arithmetischen
Mittelwertes pro Gitterpunkt. Fu¨r die Fa¨lle, daß (a) keine Felder im gesuchten Zeit-
raum vorliegen (die AVHRR Daten sind teilweise lu¨ckenhaft) und/ oder (b) nach der
Interpolation (s.u.) auf das HIRHAM4-Gitter mehr als 75% der Gitterpunkte Fehl-
werte sind, wird das Auswahlfenster in jede Richtung um jeweils einen Tag erweitert;
diese Erweiterung wird maximal zweimal durchgefu¨hrt, bevor die Antriebsdaten fu¨r
den jeweiligen Tag i als nicht ableitbar gelten. Diese Verarbeitungsschritte laufen
noch auf dem Original-Gitter ab (EASE, 361×361 Gitterpunkte).
Die Tagesmittel der Meereisbedeckunsgrade liegen ohne zeitliche und ra¨umliche
Lu¨cken vor, weshalb jedem Tag i das zugeho¨rige Feld zugewiesen werden kann. Eine
zeitliche Mittelung erfolgt nicht.
2. Transformation der Oberfla¨chentemperaturen und Meereisbedeckungs-
grade auf das HIRHAM4-Modellgitter
Die Ausgangsdaten fu¨r die folgenden Prozessierungsschritte sind die Meereisbedeck-
ungsgrade und die Oberﬂa¨chentemperaturen (Land- und Ozeanﬂa¨chen) auf den
Original-Gittern. Bei der Transformation der Daten auf das HIRHAM4-Gitter wer-
den die Oberﬂa¨chentemperaturen der Land- und Ozeanﬂa¨chen getrennt behandelt.
Dadurch wird eine Verfa¨lschung der Daten entlang von Ku¨stenlinien vermieden, wel-
che durch die ra¨umliche Mittelung von Temperaturen u¨ber unterschiedlichen Ober-
ﬂa¨chentypen bei der Distanzgewichtungsinterpolation hervorgerufen wu¨rde (Kap.
A.2). Oﬀene Wasserﬂa¨chen gelten bei der Transformation der Meereisbedeckungs-
grade nicht als Fehlwerte. Die einheitliche Gewichtung der Ausgangsdaten innerhalb
des Suchradius (Gewichtungsfaktor=1) bewirkt eine leichte Tiefpaßﬁlterung der Er-
gebnisfelder (Abb. 4.1 (a) und 4.1 (b)).
Entscheidend fu¨r die Transformation sind die Zuordnungsvorschriften in den Gitter-
transformationstabellen. Der Suchradius fu¨r die Distanzgewichtungsinterpolation bei
einer Gitterboxgro¨ße von je 25 km×25 km ist in allen Fa¨llen konstant 35 km. Die mi-
nimale Anzahl der zu erfassenden Punkte innerhalb dieses Suchradius ist vier, wobei
die mittlere Anzahl der gefundenen Punkte 6.1 auf dem Oberﬂa¨chentemperatur-
Gitter und 6.4 auf dem Meereisbedeckungsgrad-Gitter betra¨gt. Alle HIRHAM4-
Gitterpunkte ko¨nnen interpoliert werden.
3. Interpolation von Wolkenlu¨cken in den Oberfla¨chentemperaturen
Sofern die Anzahl der Fehlwerte im Oberﬂa¨chentemperaturfeld nach der Transforma-
tion auf das HIRHAM4-Gitter insgesamt 75% nicht u¨berschreitet, kann eine Inter-
polation der verbliebenen Fehlwerte erfolgen. Diese erfolgt wegen der teilweise sehr
lu¨ckenhaften ra¨umlichen U¨berdeckung nicht gesondert fu¨r Land- und Ozeanﬂa¨chen.
Abbildung 4.2 gibt eine U¨bersicht zur ra¨umlichen Verteilung der Fehlwerte. Darin
sind die Zyklonenzugbahn im Nordatlantik im Bereich der sommerlichen Packeiskan-
te und der Bereich versta¨rkter Zyklogenese in der zentralen Arktis ebenso deutlich
wie die allgemein ha¨uﬁgeren Fehlwerte durch Bedeckung im gesamten arktischen
Becken im Vergleich zu den benachbarten Kontinentﬂa¨chen (arktischer Stratus u¨ber
schmelzenden Meereisﬂa¨chen).
Basierend auf einer Delaunay-Triangulation zwischen den vorhandenen Punkten wer-
den die Datenlu¨cken mit einer linearen Interpolation aufgefu¨llt. In einem zweiten
Schritt werden Fehlwerte in den Eck- und Randbereichen eliminiert, siehe z.B. Ab-
bildung 4.1 (a). Hierzu wird ein 3×3 Filterkernel mit einheitlichen Gewichtungsfak-
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Abbildung 4.2: Ra¨umliche Verteilung der Fehlwertanzahlen in den transformierten AVHRR-
Oberﬂa¨chentemperaturdaten; Mittel der langja¨hrig gemittelten Monatssummen der Fehlwer-
te der Monate Mai bis Oktober fu¨r die 16 Jahre von 1981 bis 2000, in denen keine Da-
tenlu¨cken vorkommen, siehe Tabelle 4.1; die dargestellten Daten sind mit einer 5×5 Filterma-
trix tiefpaßgeﬁltert; deskriptive Statistik der Originaldaten: Minimum xmin = 0.16, Maximum
xmax = 30.02, Arithmetischer Mittelwert x¯ = 2.65, Standardabweichung s = 1.64. Projektion:
HIRHAM4-Gitter (110×100 Gitterpunkte).
toren in zwei entgegengesetzte Richtungen jeweils horizontal und vertikal u¨ber die
Ausgangsdatenmatrix verschoben. Liegt der Zentralwert des Filters u¨ber einem Fehl-
wert, wird dieser durch das arithmetische Mittel der gu¨ltigen Werte im Filterkernel
ersetzt. Aus den vier entstehenden Datenmatrizen wird eine gemittelte Datenmatrix
errechnet, die keine Fehlwerte mehr entha¨lt. Die nach dem ersten Interpolations-
schritt noch verbleibenden Fehlwerte im Ausgangsdatenfeld ko¨nnen so gezielt ersetzt
werden.
Ein 3×3 Tiefpaßﬁlter, der getrennt u¨ber Land- und Ozeanﬂa¨chen eingesetzt wird,
unterdru¨ckt verbliebenes kleinra¨umiges Rauschen, ohne jedoch die relevanten meso-
skaligen Strukturen im Datenfeld zu verwischen (Abb. 4.1 (c)).
4. Interpolation von Datenlu¨cken in den Meereisbedeckungsgraden
Im Feld der Meereisbedeckungsgrade in Abbildung 4.1 (d) sind Bedeckungsgrade un-
ter 0.05 pro Gitterzelle durch oﬀene Wasserﬂa¨chen ersetzt. Dadurch wird die gla¨tten-
de Wirkung der Transformationsroutine und die Einbeziehung der Wasserﬂa¨che in
den Eisrandzonen bei der Transformation auf das gro¨ber aufgelo¨ste HIRHAM4-
Gitter gemindert.
Der SMMR-Polmaskenbereich in den Ausgangsdaten der Meereisbedeckungsgrade,
der vor der Transformation auf 1.0 gesetzt wird, kann mit einer Regressionsbeziehung
mit den Oberﬂa¨chentemperaturen ersetzt werden. Dazu wird eine lineare Einfachre-
gression zwischen den Oberﬂa¨chentemperaturen und den Meereisbedeckungsgraden
in einem kreisfo¨rmigen Bereich (82.5◦ N bis 84.5◦ N) um die Polmaske (Bereiche
no¨rdlich von 84.5◦ N) berechnet. Es gilt die Annahme, daß gro¨ßere oﬀene Wasser-
ﬂa¨chen in der Packeisdecke wegen des ozeanischen Wa¨rmestroms mit einer ho¨heren
mittleren Oberﬂa¨chentemperatur innerhalb der Gitterzelle einhergehen.
5. Einbau der Meereisdicke und Schneedeckenma¨chtigkeit
Die Meereisdicke wird konstant fu¨r alle abgeleiteten Felder an jedem Gitterpunkt
mit einem Meereisbedeckungsgrad > 0 auf 2m festgelegt. Dies ist eine stark ver-
einfachende Annahme; Rinke und Dethloﬀ (2000) zeigen z.B. fu¨r Januar 1990 mit
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Abbildung 4.3:Mittlerer Jahresgang der Schneedeckenma¨chtigkeit auf Meereis. Datenquelle:
Environmental Working Group, Joint U.S.-Russian Arctic Sea Ice Atlas, Vol. 1.
verschiedenen Sensitivita¨tsstudien, daß HIRHAM4 sehr sensibel auf Eisdickena¨nde-
rungen reagiert. Die Energiebilanz an der Meereisoberﬂa¨che wird neben den atmo-
spha¨rischen Strahlungsstro¨men und den Energieﬂußdichten auch vom ozeanischen
Wa¨rmeﬂuß gesteuert, der umgekehrt proportional zur Meereisdicke ist.
Die Schneedeckenma¨chtigkeit auf Meereis (Abb. 4.3) wird fu¨r die gesamte meereis-
bedeckte Fla¨che als homogen angenommen und fu¨r jeden Monat unvera¨nderlich vor-
gegeben.
6. Ableitung der Meeres- und der Meereisoberfla¨chentemperaturen aus den
AVHRR-Oberfla¨chentemperaturen
Die Temperaturen der Meeres- und Meereisoberﬂa¨chen bzw. der Schneeauﬂage auf
Meereis werden unter Zuhilfenahme der Meereisbedeckungsgrade aus den AVHRR-
Oberﬂa¨chentemperaturen abgeleitet. Diese stellen wegen des Sensor-Footprints und
der anschliessenden geometrischen Degradation auf 50 km×50 km bzgl. der erfassten
Oberﬂa¨chentypen Mischpixel dar. Die Methodik zur Ableitung basiert auf der An-
triebsdatenprozessierung des ARCMIP. Da wa¨hrend des Sommers von einer schmel-
zenden Schneedecke auf Meereis mit einem isothermen vertikalen Temperaturpro-
ﬁl ausgegangen werden kann, werden die Meereisoberﬂa¨chentemperatur und die
Oberﬂa¨chentemperatur des Schnee auf Meereis gleichgesetzt; da immer von einer
Schneeauﬂage ausgegangen wird, ist die Meereisoberﬂa¨chentemperatur eine Grenz-
schichttemperatur zwischen Meereis und Schneedecke. Temperaturen im Bereich der
bina¨ren Landmaske (ab einem Landﬂa¨chenanteil von > 0.5) spielen im folgenden kei-
ne Rolle. Die Gefrierpunkttemperatur des Meerwassers wird einheitlich fu¨r alle Som-
mermonate (Mai bis Oktober) und die gesamte Ozeanﬂa¨che auf -1.79◦ C (271.37 K)
festgelegt, was einer Salinita¨t von 32.69 ppt entspricht. Dieser Wert liegt unter der
mittleren ozeanischen Salinita¨t von 35.0 ppt, jedoch u¨ber gemessenen Salinita¨ten von
10 ppt bis 30 ppt im Bereich der Randmeere mit Su¨ßwassereintrag und schmelzen-
dem Meereis (Orvig et al., 1970; Kotchetov et al., 1994; Kassens et al., 1994 1995;
Polyakov et al., 2003).
U¨ber Ozeanﬂa¨chen sind in diesem Fall drei Oberﬂa¨chentypen mo¨glich:
• Oﬀene Wasserﬂa¨che: Die Meeresoberﬂa¨chentemperatur ist gleich der aus dem
Sensorsignal abgeleiteten Oberﬂa¨chentemperatur. Bei einer Unterschreitung der
Gefrierpunkttemperatur wird die Meeresoberﬂa¨chentemperatur auf die Gefrier-
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punkttemperatur gesetzt. Bei dieser Vorgehensweise wird der Eisdatensatz, der
die oﬀenen Wasserﬂa¨chen entha¨lt, als verla¨ßlicher eingestuft.
• Geschlossene Packeisﬂa¨che: Die Meeresoberﬂa¨chentemperatur ist in diesem Fall
gleich mit der Gefrierpunktstemperatur. Sofern die Oberﬂa¨chentemperatur einen
Wert von 273.16 K u¨berschreitet, wird sie auf die Schmelztemperatur von Eis,
273.15 K, gesetzt. Bei einer Unterschreitung von 273.16 K ist die abgeleitete
Oberﬂa¨chentemperatur gleich der Oberﬂa¨chentemperatur der Schneeauﬂage.
• Mischpixel mit Meereis- und Wasserﬂa¨chenanteilen: Bei einer Unterschreitung
der Gefrierpunkttemperatur von Meerwasser wird die Meeresoberﬂa¨chentempe-
ratur auf diesen Wert gesetzt. Die vom AVHRR-Signal abgeleitete Oberﬂa¨chen-
temperatur wird dann der Oberﬂa¨chentemperatur der Schneeauﬂage zugewie-
sen. Diese Vorgehensweise ﬁndet bei einer U¨berschreitung der Gefrierpunkt-
temperatur umgekehrt Anwendung.
Die aus den Oberﬂa¨chentemperaturen abgeleiteten Gro¨ßen mu¨ssen manuellen Qualita¨ts-
kontrollen unterzogen werden. Tabelle 4.1 gibt Aufschluß u¨ber die zeitlichen Datenlu¨cken
in den Ausgangsdaten, die nicht korrigiert werden ko¨nnen. Aufgrund der Verteilung der
Lu¨cken wird in einem solchen Fall der gesamte Monat verworfen. Weiterhin aufgelistet sind
die korrigierbaren Zeitra¨ume; fehlerhafte Feldbelegungen resultieren meist aus zu hohen
Oberﬂa¨chentemperaturen. Innerhalb dieser Zeitra¨ume werden alle Gitterpunkte der Mee-
resoberﬂa¨chentemperaturen, der Meereisoberﬂa¨chentemperaturen und der Oberﬂa¨chen-
temperaturen der Schneeauﬂage auf Meereis linear zwischen den Feldern von Lu¨ckenbeginn
bis -ende interpoliert. Um mo¨gliche Extrema in den Stu¨tzpunkten zu da¨mpfen, werden je
zwei Felder arithmetisch gemittelt. An Gitterpunkten, wo die Stu¨tzpunkte der Meereiso-
berﬂa¨chentemperaturen u¨ber Gitterpunkten ohne Meereisbedeckung liegen, wird ein Tem-
peraturwert von 273.15 K festgelegt. Unter Beru¨cksichtigung der Meereisbedeckungsgrade
wird die Konsistenz der Feldbelegung nach der Fehlwertinterpolation abha¨ngig von den
Oberﬂa¨chentypen nach obigem Verfahren u¨berpru¨ft.
Tabelle 4.1: Auﬂistung der zeitlichen Datenlu¨cken und fehlerhaften Zeitspannen in den un-
teren Randantriebsdaten fu¨r HIRHAM4 von 1981 bis 2000, Mai bis Oktober. Die Datenlu¨cken
und -fehler treten lediglich in den AVHRR-Oberﬂa¨chentemperaturen und den abgeleiteten
Gro¨ßen auf. Die letzte Spalte gibt diejenigen Monate an, fu¨r die aufgrund der Datenlu¨cken
keine Randantriebsdatensa¨tze erstellt werden ko¨nnen.
Jahr Datenlu¨cken fehlerhafte Daten (korrigierbar) fehlende Antriebsdaten




1989 10.09.-31.10. September, Oktober
1991 19.07.-24.07.
06.10.-12.10.




Wegen des zeitlichen Schwerpunktes der Untersuchung auf Mai bis August und der
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neun ausgewa¨hlten Simulationsjahre, bilden die Datenverluste keine Einschra¨nkung der
Simulationsrechnungen.
Fehlerhaft belegte Gitterpunkte entlang der Randmeerku¨sten resultieren aus der Misch-
pixelproblematik der Meereisbedeckungsgrade (s.o.) und ko¨nnen nicht eliminiert werden.
Die Regressionsbeziehung zur Ersetzung der einheitlichen Meereisbedeckungsgrade im Be-
reich der Polmaske liefert nicht in allen Fa¨llen befriedigende Ergebnisse, so daß teilweise
immer noch kleinere Spru¨nge im Meereisbedeckungsgrad zwischen umgebendem Packeis
und Polmaskenbereich auftreten (Abb. 4.6).
Den mittleren Zustand, die Eigenschaften und die raum-zeitliche Variabilita¨t des alter-
nativen Randantriebsdatensatztes zeigen die Abbildungen 4.4, 4.5 und 4.6 im folgenden
Kapitel.
Der hier verwendete ECMWF-”Standardantrieb“ wird aus Meeresoberﬂa¨chentempera-
turen der ECMWF (Re-)Analysen abgeleitet. Wenn im Bereich eines Ozeangitterpunkts
eine Gefrierpunkttemperatur fu¨r Meerwasser von -1.8◦ C unterschritten wird, dann wird
dem entsprechenden Gitterpunkt eine geschlossene Meereisdecke zugewiesen (Meereisbe-
deckungsgrad = 1). Bei Meeresoberﬂa¨chentemperaturen > -1.0◦ C gilt der Gitterpunkt als
eisfrei (Meereisbedeckungsgrad = 0). Bei Meeresoberﬂa¨chentemperaturen zwischen diesen
Schwellenwerten wird ein linearer Zusammenhang zwischen Meeresoberﬂa¨chentempera-
tur und Meereisbedeckungsgrad hergestellt. Die u¨brigen Felder werden als konstant ange-
nommen (Meereisdicke, Schneedeckenma¨chtigkeit auf Meereis) oder diagnostisch bestimmt
(Meereisoberﬂa¨chentemperatur).
4.2 Mittlerer Zustand und raum-zeitliche Variabilita¨t der Antriebsdaten
Die Datengrundlage fu¨r die langja¨hrig gemittelten Monatsmittel und die Anomalie-Felder
als Grundlage fu¨r die EOF-Analyse sind die Monatsmittel aller Monate ohne fehlende Fel-
der zwischen 1981 und 2000 (Tab. 4.1). Die Bedingung fu¨r die Berechnung der Mittel der
Meereisoberﬂa¨chentemperaturen ist ein Meereisbedeckungsgrad > 0 am jeweiligen Gitter-
punkt wa¨hrend des gesamten Mittelungszeitraumes. Deshalb stellen die gezeigten Felder
eine ra¨umliche Untermenge der Meereisbedeckungsgrade bzw. der Meereisoberﬂa¨chentem-
peraturen dar. Die EOFs zeigen das dominierende ra¨umliche Muster der Variabilita¨t, die
EOF-Koeﬃzienten den zeitlichen Verlauf dieser Variabilita¨t sowie die Sta¨rke der Aus-
pra¨gung (Tab. 4.2).
Tabelle 4.2: Erkla¨rte Varianzen durch die EOF 1 der variablen Felder in den OBS-
Randantriebsdaten [%].
Monat Meeresoberfla¨chentemperatur Meereisoberfla¨chentemperatur Meereisbedeckungsgrad
Mai 27.39 35.65 25.71
Jun 22.53 41.64 18.42
Jul 20.98 42.93 17.53
Aug 28.78 57.25 18.39
Sep 22.12 49.51 19.75
Okt 25.56 29.15 22.26
Entscheidend fu¨r die in dem alternativen Randantriebsdatensatz enthaltenen mesoska-
ligen Strukturen sind die Muster in EOF 1, die bei den Meeresoberﬂa¨chentemperaturen
und dem Meereisbedeckungsgrad besonders in den Randmeeren stark ausgepra¨gt sind.
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1981   1985    1990    1995    2000
  
 
         




         
<-1.5    -0.9  -0.3  0.3  0.9     >1.5
EOF 1, Meeresoberflaechentemperatur [K]
Abbildung 4.4: Meeresoberﬂa¨chentemperatur [K]. Linke Spalte (linker Farbbalken):
langja¨hrig gemittelte Monatsmittel (1981 bis 2000); mittlere Spalte (rechter Farbbalken):
EOF 1; rechte Spalte: EOF 1 Koeﬃzienten-Zeitreihe. Zeilen von oben nach unten: Mai bis
Oktober. Projektion: HIRHAM4-Gitter (110×100 Gitterpunkte).
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1981   1985    1990    1995    2000
  
 
         




         
<-3    -2  -1  0  1     >2
EOF 1, Meereisoberflaechentemperatur [K]
Abbildung 4.5: Langja¨hrig gemittelte Monatsmittel, EOF 1 und EOF 1 Koeﬃzientenzeitrei-
he der Meereisoberﬂaechentemperatur [K] fu¨r Mai bis Oktober. Wegen der angenommenen
isothermen Schneedecke entspricht die Meereisoberﬂaechentemperatur der Oberﬂa¨chentempe-
ratur des Schneedecke auf Meereis. Fu¨r Details zur Darstellung siehe Abbildung 4.4.
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1981   1985    1990    1995    2000
  
 
         




         
<-0.15    -0.09  -0.03  0.03  0.09     >0.15
EOF 1, Meereisbedeckungsgrad
Abbildung 4.6: Langja¨hrig gemittelte Monatsmittel, EOF 1 und EOF 1 Koeﬃzientenzeitrei-




Die Koeﬃzientenzeitreihen dieser beiden Gro¨ßen weisen auf starke interannuelle Variabi-
lita¨ten hin. Mulitpliziert man die EOF mit dem entsprechenden Koeﬃzienten und addiert
das Feld mit dem Feld der langja¨hrig gemittelten Monatsmittel, dann ergibt sich die in
dem entsprechenden Monat dominierende ra¨umliche Verteilung der Variable.
4.3 Validierung
Durch einen Vergleich mit Beobachtungsdaten, die unabha¨ngig von den verwendeten Ein-
gangsgro¨ßen der Prozessierung sind, soll im folgenden jeweils exemplarisch die Qualita¨t
der raum-zeitlich variablen Felder (Meereisbedeckungsgrade, Meeresoberﬂa¨chentempera-
tur, Meereisoberﬂa¨chentemperatur) der OBS-Antriebsdaten bewertet werden.
Trotz der zeitlichen Variabilita¨t der Schneedeckenma¨chtigkeit auf Meereis ist eine Va-
lidierung nicht angebracht, da es sich (a) um ra¨umlich invariante klimatologische Daten
handelt, (b) die Schneedeckenma¨chtigkeiten in (Re-)Analyse-Daten nur unzureichend wie-
dergegeben werden und (c) neben Warren et al. (1999), die NP-Daten verwenden, nur
wenig weitere Bearbeitungen von in situ Datensa¨tzen vorliegen, die jedoch nur sehr kurze
Zeitspannen und relativ kleine Raumausschnitte umfassen, z.B. Iacozza und Barber (1999)
oder Sturm et al. (2002).
4.3.1 Meereisbedeckungsgrad
Auf die Qualita¨t der auf passiven Mikrowellenradiometerdaten beruhenden Meereisbe-
deckungsgrade wurde bereits in Kapitel 2.1 (Meereisbedeckungsgrade) eingegangen. An
dieser Stelle wird daher prima¨r die Gu¨te der Transformation auf das HIRHAM4-Gitter in
Erga¨nzung zu den Ausfu¨hrungen zur Gittertransformation im Anhang A.2 bewertet.
Abbildung 4.7: Vergleich der Meereisbedeckung in der Laptewsee am 01. Juni 1995. Links:
Meereisbedeckungsgrade, abgeleitet aus SSM/I-Satellitendaten, umprojiziert auf HIRHAM4-
Gitter (50 km×50 km), rotiert um 90◦ im Uhrzeigersinn. Rechts: NOAA AVHRR-Szene (NO-
AA 14, LAC, Kanal 1, 0.58µm bis 0.68µm). Anabar-Lena Polynja, Westliche Neusibirische
Polynja, Neusibirische Polynja (West nach Ost). Die Projektionen, Raumausschnitte und
Maßsta¨be der Abbildungen stimmen nicht u¨berein. Datenquellen: NSIDC und NOAA Satellite
Active Archive.
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Meereisbedeckungsgrad
Abbildung 4.8: Vergleich der ra¨umlichen Verteilung der Tagesmittel der Meereisbedeckungs-
grade, 10. September 2000. Links: vorverarbeitete SSM/I-Ausgangsdaten, Projektion: EASE-
Gitter, dargestellter Raumausschnitt: 226×226 Gitterpunkte (von 50 bis 275 in x-Richtung
und 75 bis 300 in y-Richtung). Rechts: transformierte Randantriebsdaten des Regionalm-
odells, Projektion: HIRHAM4-Gitter (110×100 Gitterpunkte). Das schwarze Kreuz markiert
den geographischen Nordpol. Basisdatensatz: SMMR und SSM/I Meereisbedeckungsgrade.
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Abbildung 4.9: Vergleich der vorverarbeiteten SSM/I Ausgangsdaten (schwarz) mit den auf
das HIRHAM4-Gitter transformierten Randantriebsdaten des Regionalmodells (rot). Mittler-
er ta¨glicher Meereisbedeckungsgrad der Laptewsee fu¨r 1996 (links) und 2000 (rechts). Gitter-
punkte mit Bedeckungsgraden unter 0.15 sind nicht beru¨cksichtigt; ku¨stennahe Gitterpunkte
sind nicht ausmaskiert. Basisdatensatz: SMMR und SSM/I Meereisbedeckungsgrade.
Der qualitative Vergleich der transformierten Meereisbedeckungsgrade in Abbildung 4.7
mit einer NOAA AVHRR-Aufnahme (LAC, 1.1 km×1.1 km Auﬂo¨sung) zeigt, daß mesos-
kalige Strukturen wie in diesem Fall die Anabar-Lena-Polynja, die Westliche Neusibirische
Polynja und die Neusibirische Polynja auch in der 50 km Auﬂo¨sung des Modellgitters ent-
halten sind. Aufgrund der Aufnahmezellengro¨ße der Originaldaten und der ra¨umlichen
Mittelung beim Resampling entstehen Mischpixel, so daß die meereisbedeckte Fla¨che bei
kleinra¨umigen Strukturen in der Meereisdecke tendentiell u¨berscha¨tzt wird.
Die Gegenu¨berstellung von vorverarbeiteten Meereisbedeckungsgraden auf deren EASE-
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Ausgangsgitter und dem transformierten Feld fu¨r den 10. September 2000 verdeutlicht die
Genauigkeit der Gittertransformation (Abb. 4.8). Die ra¨umliche Diﬀerenzierung der Mee-
reisdecke wird trotz des Generalisierungssprunges exakt wiedergegeben. Da bei der Pro-
zessierung nur die gro¨ßere Polmaske des SMMR-Sensors Anwendung ﬁndet, sind die Be-
reiche mit einem Bedeckungsgrad von etwa 0.6 zwischen Svalbard, Franz-Josef-Land und
dem Nordpol bei der Vorverarbeitung wegmaskiert. Der lineare Regressionsansatz zwi-
schen Oberﬂa¨chentemperatur und Meereisbedeckungsgrad im Polumfeld kann die Meer-
eisbedeckung ha¨uﬁg nur unzureichend rekonstruieren. Trotzdem ist diese Vorgehensweise
gegenu¨ber der Vergabe konstanter Bedeckungsgrade im datenlosen Polbereich zu bevorzu-
gen. Aufgrund der verwendeten Transformationsvorschrift, die besagt, daß im Falle eines
ku¨stennahen Gitterpunktes keine Erweiterung des konstanten Suchradius um den zu in-
terpolierenden Gitterpunkt erfolgt, werden vereinzelte als meereisbedeckt fehlklassiﬁzierte
Gitterpunkte auf dem HIRHAM4-Gitter u¨berbewertet. Daraus resultieren in vielen Fa¨llen
die niedrigen Meereisbedeckungsgrade entlang der Ku¨stenlinien in den Antriebsdaten.
Trotz dieser Einschra¨nkungen werden die OBS-Meereisbedeckungsgrade als die verla¨ß-
lichste Gro¨ße bei der Antriebsdatenerzeugung angesehen. Ihr kommt die Funktion einer
Steuervariable bei der Prozessierung zu. Eine quantitative Abscha¨tzung der Datensatzgu¨te
ermo¨glicht Abbildung 4.9. Sie zeigt beispielhaft fu¨r die beiden Meereisanomaliejahre in der
Laptewsee 1996 und 2000 den ta¨glichen mittleren Meereisbedeckungsgrad aus den Basis-
daten (EASE-Gitter) und dem OBS-Antrieb. Wegen der unterschiedlichen Gittergeome-
trien, Auﬂo¨sungen und Land-See-Masken ist ein Vergleich generell schwierig, weshalb ein
ﬂa¨chenbasierter Vergleich mit der meereisbedeckten Fla¨che oder der Meereisausdehnung
auch fehlschla¨gt. Insbesondere der Kurvenverlauf stimmt – mit Ausnahme kleiner Abwei-
chungen bei niedrigeren Meereisbedeckungsgraden – sehr gut u¨berein.
4.3.2 Meeresoberﬂa¨chentemperatur
Die Meeresoberﬂa¨chentemperatur des OBS-Antriebs stellt eine wichtige Steuergro¨ße fu¨r die
fu¨hlbaren und latenten Wa¨rmestro¨me dar. Sie wird zur Validierung mit den ﬂa¨chendecken-
den, umprojizierten Monatsmitteln des GISST 2.2-Datensatzes verglichen (Kap. 2.1). Es
werden im folgenden diejenigen Fla¨chen verglichen, die in beiden Datensa¨tzen eisfrei sind
(Meereisbedeckungsgrad=0).
Ein qualitativer ra¨umlicher Vergleich aller Temperaturfelder (Daten nicht gezeigt) zeigt
eine gute U¨bereinstimmung der ra¨umlichen Muster, exemplarisch ist der August 1990
in Abbildung 4.10 dargestellt. Die A¨hnlichkeit ist u.a. auch darauf zuru¨ckzufu¨hren, daß
AVHRR-basierte Oberﬂa¨chentemperaturen in die Interpolationsschemata der GISST 2.2-
Herstellung einﬂießen. Die relativ gute U¨bereinstimmung zeigt sich auch in Abbildung 4.11,
ebenfalls fu¨r August 1990 (x¯GISST2.2 = 281.2K, x¯OBS = 278.0K). Die Ha¨ufung der niedri-
geren Temperaturen in den OBS-Antrieben ist auf die hohen Meeresoberﬂa¨chentemperatu-
ren (bis zu ca. 288K im Yana und Lena Mu¨ndungsgebiet) in den ostsibirischen Randmeeren
zuru¨ckzufu¨hren (Abb. 4.10), wie sie auch in den u¨brigen Jahren (Daten nicht gezeigt) bei
Eisfreiheit der Randmeere in den GISST 2.2-Daten vorkommen. Nach Dethleﬀ et al. (1993)
sind insbesondere in der o¨stlichen Laptewsee solche Temperaturen realistisch, ebenso wie
die ku¨hleren sommerlichen Wassermassen in der westlichen Laptewsee (ca. 280K), die von
der no¨rdlichen Tajmyr-Stro¨mung beeinﬂußt sind. Die ebenfalls beobachtungsgestu¨tzten
Temperaturangaben in Kotchetov et al. (1994) liegen hingegen bei ca. 278K in den o.g.
Mu¨ndungsgebieten und ca. 276K im Bereich der Eiskante. Diese Angaben stimmen besser
mit den Meeresoberﬂa¨chentemperaturen der OBS-Antriebsdaten u¨berein.
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Abbildung 4.10: Ra¨umlicher Vergleich der Monatsmittel der Meeresoberﬂa¨chentemperatu-
ren [K] des unteren Randantriebsdatensatzes mit dem GISST 2.2-Vergleichsdatensatz, August
1990. (a) GISST 2.2 und (b) GISST 2.2 minus OBS. Die dargestellten Daten sind mit einer
3×3 Filtermatrix tiefpaßgeﬁltert. Die weißen Fla¨chen markieren Bereiche mit Meereis in min-
destens einem der beiden Vergleichsfelder. Zu beachten ist die asymmetrische Farbskala der
Diﬀerenzabbildung. Das schwarze Kreuz markiert den geographischen Nordpol. Projektion:
HIRHAM4-Gitter (110×100 Gitterpunkte).





































Abbildung 4.11: Vergleich der Monatsmittel der Meeresoberﬂa¨chentemperaturen [K] des
unteren OBS-Randantriebsdatensatzes mit denjenigen des GISST 2.2-Datensatzes fu¨r August
1990. Es sind alle Punktepaare im Bereich oﬀener Wasserﬂa¨chen (Meereisbedeckungsgrad=0)
in beiden Datensa¨tzen beru¨cksichtigt. Die Steigung der Regressionsgeraden (grau) betra¨gt
0.84.
Ein Vergleich der beiden Temperaturzeitreihen (wegen ha¨uﬁger Datenlu¨cken durch Meer-
eisbedeckung nicht gezeigt), die aus ra¨umlichen Mitteln im Bereich der Laptewsee-Abfrage-
maske (Abb. 4.16) gebildet sind, zeigt ebenfalls allgemein ho¨here Temperaturen im GISST
2.2-Datensatz (GISST 2.2: x¯ = 278.8K zeitliches Mittel u¨ber die ra¨umlichen Mittelwer-
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Abbildung 4.12: Zeitreihenvergleich der Monatsmittel der Meeresoberﬂa¨chentemperaturen
[K] des unteren OBS-Randantriebsdatensatzes (rot) mit denjenigen des GISST 2.2-Datensatzes
(schwarz) von 1981 bis 1994 der Monate Mai bis Oktober im Bereich der Gro¨nlandsee
(ca. 1.1·106 km2). Aufgrund unbesetzter Felder in den Randantriebsdaten liegen nicht fu¨r alle
Zeitpunkte Daten vor.
te, s = 1.85K Standardabweichung der Zeitreihe, s¯ = 1.68K mittlere ra¨umliche Stan-
dardabweichung; OBS-Antrieb: x¯ = 274.8K, s = 1.79K, s¯ = 1.21K; GISST 2.2 minus
OBS-Antrieb: |d| = 4.1K mittlere absolute Diﬀerenz). Die Zeitreihen in Abbildung 4.12,
die u¨ber einer Abfragebox im Bereich der Gro¨nlandsee gewonnen sind, besta¨tigen die
niedrigeren Temperaturen in den OBS-Antrieben (GISST 2.2: x¯ = 278.6K, s = 1.19K,
s¯ = 2.07K; OBS-Antrieb: x¯ = 276.8K, s = 1.56K, s¯ = 2.39K; GISST 2.2 minus OBS-
Antrieb: |d| = 1.7K). Wobei die U¨bereinstimmung im Vergleichsjahr 1990 am besten ist.
4.3.3 Meereisoberﬂa¨chentemperatur
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Abbildung 4.13: Vergleich der Tagesmittel der Oberﬂa¨chentemperaturen [K] des unteren
OBS-Modellantriebs (rot) mit einem Beobachtungsdatensatz des SHEBA-Projekts (schwarz).
Es sind diejenigen Antriebsdaten dargestellt, die innerhalb eines 100km Suchradius um die
Position des SHEBA-Eiscamps die minimale Diﬀerenz zu den SHEBA-Meßwerten aufwei-
sen. Basisdatensa¨tze: AVHRR-Oberﬂa¨chentemperaturen, SHEBA Atmospheric Surface Flux
Group.
Zur Validierung der Meereisoberﬂa¨chentemperaturen werden der kombinierte Datensatz
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Abbildung 4.14: Vergleich der Eintrittszeitpunkte [Kalendertag] des Oberﬂa¨chenschmelzens
im OBS-Antrieb mit dem aus SMMR/SSM/I-Satellitendaten abgeleiteten Terminen. Die Stei-
gung der Regressionsgeraden (grau) betra¨gt 0.085.
Abbildung 4.15: Ra¨umlicher Vergleich der Eintrittszeitpunkte [Kalendertag] des Ober-
ﬂa¨chenschmelzens im unteren OBS-Antrieb und in SMMR/SSM/I-Satellitendaten, 1985. (a)
SMMR/SSM/I und (b) SMMR/SSM/I minus OBS. Die SMMR/SSM/I-Vergleichsdaten sind
mit einer um 2 Gitterpunkte erweiterten Landmaske maskiert, daher liegen z.B. keine Daten
im Bereich des Kanadischen Archipels vor. Zu beachten ist die asymmetrische Farbskala der
Diﬀerenzabbildung. Das schwarze Kreuz markiert den geographischen Nordpol. Projektion:
HIRHAM4-Gitter (110×100 Gitterpunkte).
des SHEBA-Projektes (Kap. 2.1) und die Eintrittstermine des initialen Oberﬂa¨chenschmel-
zens (Kap. 2.1) verwendet. Abbildung 4.13 zeigt einen Vergleich von Tagesmitteln der SHE-
BA Oberﬂa¨chentemperaturen mit dem OBS-Antrieb (SHEBA: x¯ = 269.9K, s = 4.56K;
OBS-Antrieb: x¯ = 267.0K, s = 4.79K; SHEBA minus OBS-Antrieb: |d| = 2.8K). Die
OBS-Oberﬂa¨chentemperaturen sind generell zu niedrig. Dem gut erfaßten Temperatur-
anstieg im Mai folgt ein Phase von etwa 10 Tagen, in der die OBS Temperaturen um
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etwa 265K liegen anstatt um die Gefrierpunkttemperatur. Im folgenden Verlauf treten
Abweichungen von bis zu 5K auf. die allgemeine Temperaturentwicklung wird jedoch re-
lativ gut wiedergegeben. Im August und September betra¨gt die Diﬀerenz im Mittel 3.9K.
Die Grundtendenz kann dabei von den OBS-Antriebsdaten wiederum gut erfaßt werden,
jedoch auf zu niedrigem Niveau.
Mit einem a¨hnlichen Vergleichsverfahren, NOAA AVHRR vs. SHEBA, erzielen Masla-
nik et al. (2001) (Abb. 4 b) von April bis Juli – insbesondere wa¨hrend des U¨bergangs
zu ho¨heren Temperaturen in der zweiten Maiha¨lfte – eine bessere U¨bereinstimmung mit
vereinzelten negativen Abweichungen von bis zu 8K. Da sich jedoch sowohl die exakte
Datenbasis und die Vorverarbeitung der Datensa¨tze (zeitliche Mittelung, Wolkenlu¨ckenin-
terpolation) als auch das Vergleichsverfahren (Suchradien, Mittelung) unterscheiden, sind
die abweichenden Validierungsergebnisse nicht direkt vergleichbar. Die Ursachen der Diﬀe-
renzen in Abbildung 4.13 sind unklar. Abweichungen von 3K bis 5K treten auch bei einem
Vergleich von Meereisoberﬂa¨chentemperaturen abgeleitet aus AVHRR und Bojendaten in
Veihelmann et al. (2001) (Abb. 4) auf.
Insbesondere fu¨r die Strahlungs- und Energiebilanz der Meereisoberﬂa¨chen ist das Er-
reichen der Schmelztemperatur entscheidend. Der zweite Validierungsansatz der OBS-
Meereisoberﬂa¨chentemperaturen basiert daher auf einem Vergleich des Kalendertages des
Eintretens von Oberﬂa¨chenschmelzen mit Schmelzbeginn-Terminen aus SMMR- und SSM/I-
Satellitendaten (Kap. 2.1) u¨ber Meereis. Der Vergleichszeitraum erstreckt sich von Mai bis
August der Jahre 1982 bis 1998. Derjenige Kalendertag, an dem die Meereisoberﬂa¨chen-
temperaturen der OBS-Antriebsdaten 273K erstmalig u¨berschreiten, wird als Beginn des
Oberﬂa¨chenschmelzens im jeweiligen Jahr deﬁniert.
Die Verteilung der Punktwolke in Abbildung 4.14 zeigt sehr deutlich den stark verzo¨ger-
ten Schmelzbeginn in den OBS-Antriebsdaten (SMMR/SSM/I: x¯ =144.0Kalendertag,
s =33.0Kalendertag; OBS-Antrieb: x¯ =171.9Kalendertag, s =15.3Kalendertag) im Ver-
gleich zu den SMMR/SSM/I Daten (ganzja¨hrig anstatt von Mai bis Oktober). Diese haben
aufgrund der zeitlichen Abdeckung auch eine gro¨ßere mo¨gliche Wertespanne von Kalen-
dertag 60 bis Kalendertag 213. Die ra¨umliche Verteilung der Eintrittstermine (Abb. 4.15)
verdeutlicht ebenfalls die allgemein geringere ra¨umliche Diﬀerenzierung im Einsetzen des
OBS-Oberﬂa¨chenschmelzens. Diese relativ homogene Verteilung zeigt sich in einer a¨hnli-
chen Feldverteilung des Diﬀerenzfeldes. In den Randmeerbereichen betra¨gt die Diﬀerenz
etwa -30 Kalendertage. Die geringsten Diﬀerenzen treten in zentralen Packeisbereichen
auf.
Im Mittel u¨ber die 17 Vergleichsjahre werden an mehr als 21.0% der Gitterpunkte der
meereisbedeckten Fla¨che in den OBS-Antriebsdaten die Schmelztemperatur von Mai bis
August nicht erreicht. In 1.5% der Fa¨lle liegt die Oberﬂa¨chentemperatur bereits zu Be-
ginn des Abfragezeitraums u¨ber dem Temperaturschwellwert. Tritt einer dieser Fa¨lle ein,
werden die Gitterpunkte im Vergleich nicht beru¨cksichtigt. Daraus ergeben sich im Mittel
2312 Vergleichsgitterpunkte pro Jahr. Ra¨umlich liegen die Ausfallwerte hauptsa¨chlich im
Bereich des mehrja¨hrigen zentralen arktischen Packeises. Das gezeigte Jahr 1985 bildet
diesbezu¨glich eine Ausnahme. Am 1. Mai 1985 ist bei 1.4% der Gitterpunkte die Schmelz-
temperatur u¨berschritten und bei 2.4% der vergleichbaren Gitterpunkte wird sie bis Ende
August nicht erreicht.
Die Ergebnisse dieses Vergleichs besta¨tigen die Aussage zu Abbildung 4.13. Die Ober-
ﬂa¨chentemperaturen sind allgemein zu niedrig und die Schmelztemperatur wird, wenn
u¨berhaupt, zu spa¨t erreicht.
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Die unteren Randantriebsdaten sind neben der Modellkonﬁguration (OPYC-Optionen) die
Haupta¨nderungen, die zu mo¨glichst realita¨tsnahen Simulationsergebnissen fu¨hren sollen.
Im folgenden werden daher die Unterschiede des Standardantriebsdatensatzes (ECMWF)
und des alternativen unteren Randantriebs aus Beobachtungsdaten (OBS) aufgezeigt. Der
Vergleich bezieht sich nur auf die Meeresoberﬂa¨chentemperatur und den Meereisbedeck-
ungsgrad, da die u¨brigen Antriebsdaten im Falle des ECMWF Antriebs nicht extern vor-
gegeben werden.
Den mittleren Zustand zeigen die Felder der langja¨hrig gemittelten Monatsmittel ﬂa¨chen-
haft fu¨r die gesamte Arktis. Eine Abscha¨tzung der Sta¨rke und der ra¨umlichen Vertei-
lung der interannuellen Variabilita¨t liefern die Standardabweichungen. Hierbei sind nur
die ECMWF Antriebsdaten und die Diﬀerenzen ECMWF minus OBS dargestellt, da die
OBS-Daten in den Abbildungen der Kapitel 4.2 und 3.1 dokumentiert sind. Ein Vergleich
der ﬂa¨chenhaft gemittelten Monatsmittel gibt ebenfalls Aufschluß u¨ber die Variabilita¨t
und die Werteverteilung. Den kleinsten Raumausschnitt bei ho¨chster zeitlicher Auﬂo¨sung
zeigen die Zeitreihen der ra¨umlich u¨ber die Laptewsee gemittelten Tagesmittel. Die Abbil-
dung 4.16 zeigt die auch fu¨r spa¨tere Untersuchungen verwendeten Abfragemasken auf dem
HIRHAM4-Gitter. Bei der Bewertung der langja¨hrig gemittelten Monatsmittel und deren
Standardabweichungen ist die Datenbasis von lediglich drei Jahren (1990, 1995, 1996) fu¨r
die Monate September und Oktober zu beachten, die zu relativ großen Unsicherheiten
fu¨hrt.














Abbildung 4.16: Ra¨umliche Anordnung der Abfragemasken auf dem HIRHAM4-Gitter.
Orange: Laptewsee (276 Gitterpunkte), rot: Westliche Neusibirische Polynja (38 Gitterpunk-
te), dunkelrot: Packeistestgebiet (81 Gitterpunkte), grau /weiß: Land-See-Maske (5565 / 5435
Gitterpunkte). Der schwarze Punkt markiert den geographischen Nordpol. Projektion:
HIRHAM4-Gitter (110×100 Gitterpunkte).
4.4.1 Statistische Methoden
Um eine objektive quantitative Hilfestellung bei der Bewertung von Diﬀerenzen sowohl
zwischen Datensa¨tzen oder Modellergebnissen als auch zur Datenbeschreibung zu erhal-
ten, werden neben deskriptiven Stichprobenbeschreibungen (Minimum, Maximum, Spann-
weite, Standardabweichung, Varianz, mittlere absolute Abweichung vom arithmetischen
Mittelwert und Median, arithmetischer Mittelwert, Median, Schiefe, Exzeß) auch jeweils
die Stichproben der Ausgangsdaten auf zufa¨llige oder u¨berzufa¨llige Unterschiede mit ei-
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ner 5%-Irrtumswahrscheinlichkeit gepru¨ft. Es kommen ausschließlich verteilungsfreie Tests
zum Einsatz: der Zeichentest, der U-Test (Wilcoxon-Test) und der χ2-Test (Vergleich der
empirischen Ha¨uﬁgkeitsverteilungen zweier Stichproben bzw. zum Test auf Normalver-
teilung). Die Klassenzahl und die Intervallgrenzen bei der Berechnung von empirischen
Ha¨uﬁgkeitsverteilungen werden je nach Datensatz fest vorgegeben. Dies dient der Ver-
gleichbarkeit unterschiedlicher Auswertungen und dem Vergleich der Ha¨uﬁgkeitsverteilun-
gen mit einem Testverfahren. Bei der Bewertung von Diﬀerenzen erfolgt in jedem Fall auch
eine Ausza¨hlung der Vorzeichen (Taubenheim, 1969; Scho¨nwiese, 1992; Wilks, 1995).
Eine ra¨umlich diﬀerenzierte Bewertung von Diﬀerenzen 2-dimensionaler Felder ermo¨g-
licht die Unterteilung der Ausgangsdaten in rechteckige, gleichverteilte Abfrageboxen (z.B.
Abb. 4.17). Fu¨r jede Abfragebox werden die oben beschriebenen statistischen Analysen
durchgefu¨hrt. Dies ist insbesondere dann sinnvoll, wenn die Anzahl der Ausgangsfelder
gering ist, z.B. bei dem Vergleich von langja¨hrig gemittelten Monatsmitteln (hier z.B. n
= 10 Simulationsjahre, inkl. 1999) oder Monatsmitteln von Modellergebnissen (28 ≤ n
≤ 31). Desweiteren lassen sich auf diese Weise strukturelle Vergleiche der Eingangsdaten
durchfu¨hren. Im Falle des HIRHAM4-Gitters betra¨gt die Abfragebox-Gro¨ße 10×10 Git-
terpunkte. Dadurch ko¨nnen die Relaxationszonen des seitlichen Modellantriebs ebenso wie
kleinra¨umige, sto¨rende Strukturen aus der statistischen Bewertung ausgeschlossen werden.
Im Falle nicht-kontinuierlicher Felder (Meereisbedeckungsgrad, Meeresoberﬂa¨chentempe-
ratur wegen der Landmaske) sind pro Abfragebox weitere Abfragen notwendig: eine de-
skriptive Statistik kann ab einer Mindestzahl von zwei gu¨ltigen Gitterpunkten berechnet
werden, mindestens 20 Gitterpunkte mu¨ssen besetzt sein, um eine Teststatistik zu rechnen,
zusa¨tzlich darf keines der Felder (Stichproben bzw. Diﬀerenzen) homogene/undiﬀerenzierte
Daten enthalten. In einem solchen Falle wird die Abfragebox mit einem schra¨gen Kreuz
markiert, bei statistisch signiﬁkanten Unterschieden mit einem Punkt bzw. einem Kreis
bei nicht-signiﬁkanten Unterschieden. Wenn die Anzahl der Ausgangsfelder ausreichend
ist, wird die Teststatistik zusa¨tzlich fu¨r jede gu¨ltige Gitterposition berechnet.
4.4.2 Meeresoberﬂa¨chentemperatur
Der mittlere Zustand der Meeresoberﬂa¨chentemperaturverteilung im HIRHAM4-Modell-
gebiet wa¨hrend des Sommers ist gekennzeichnet durch einheitlich niedrige Temperaturen
der Oberﬂa¨chenschicht knapp u¨ber dem Gefrierpunkt in der inneren Polarregion und große
horizontale Temperaturgradienten im Bereich der ozeanischen Polarfront zu relativ ein-
heitlich warmen Wassermassen des Nordatlantiks bzw. Ausla¨ufern des Golfstromsystems
(Abb. 4.17). Wa¨hrend des dargestellten Zeitraumes ist großﬂa¨chig eine Erwa¨rmung (Ma-
ximum im August) bzw. Abku¨hlung der Oberschicht im zentralen Arktischen Ozean sowie
eine Ausdehnung der Warmwasserspha¨re nach Norden zu sehen.
In den Monaten Juni bis August sind insbesondere u¨ber dem zentralen Arktischen
Ozean systematische Strukturen in den Meeresoberﬂa¨chentemperatur-Feldern zu erken-
nen, die als Interpolationsartefakte interpretiert werden. Diese treten bei der Umprojekti-
on der merkator-projizierten ECMWF Ausgangsdaten auf das HIRHAM4-Gitter auf. Da
die Meereisbedeckungsgrade im ECMWF-Antrieb von diesen Temperaturfeldern abgelei-
tet werden (Kap. 4.1) treten auch dort solche Strukturen auf (Abb. 4.21 und 4.22). Ein
weiteres Artefakt sind zu hohe Temperaturen entlang der Ku¨stenlinien (z.B. im Kana-
dischen Achipel), die dann aufgrund der Ableitung der Meereisbedeckungsgrade entlang
der Ku¨sten zu unrealistisch niedrigen Meereisbedeckungsgraden fu¨hren. Dies wird auf die
Nicht-Beru¨cksichtigung der Landmaske bei der Umprojektion zuru¨ckgefu¨hrt (siehe hierzu
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Abbildung 4.17: Langja¨hrig gemittelte Monatsmittel der Meeresoberﬂa¨chentemperatu-
ren [K] der Monate Mai bis Oktober (von links oben nach rechts unten) des ECMWF-
Standardantriebs, Mittelungszeitraum: 10 Simulationsjahre, (erste und dritte Reihe) und Dif-
ferenzen (ECMWF minus OBS) der Meeresoberﬂa¨chentemperaturen [K] (zweite und vierte
Reihe). Ein schwarzer Punkt /Kreis innerhalb der 10×10 Gitterbox bedeutet einen signi-
ﬁkanten / nicht signiﬁkanten Unterschied der Stichproben der Ausgangsdatensa¨tze auf dem
95% Signiﬁkanzniveau nach dem Wilcoxon–Rangsummentest. Ein schra¨ges Kreuz kennzeich-
net Fla¨chen fu¨r die keine Teststatistik durchgefu¨hrt werden kann (siehe Text). Das schwarze
Kreuz markiert den geographischen Nordpol. Projektion: HIRHAM4-Gitter (110×100 Gitter-
punkte).
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Meeresoberflaechentemperatur [K]
Abbildung 4.18: Standardabweichung der Monatsmittel der Meeresoberﬂa¨chentemperaturen
[K] von den langja¨hrig (10 Simulationsjahre) gemittelten Monatsmitteln der Monate Mai bis
Oktober (von links oben nach rechts unten) des ECMWF-Standardantriebs (erste und dritte
Reihe) und Diﬀerenzen (ECMWF minus OBS) der Standardabweichungen der Meeresober-
ﬂa¨chentemperaturen [K] (zweite und vierte Reihe) zur Erfassung der Variabilita¨tsunterschiede.
Fu¨r Details zur Darstellung siehe Abbildung 4.17.
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Abbildung 4.19: Vergleich der Monatsmittel der Meeresoberﬂa¨chentemperaturen [K] u¨ber
oﬀenen Wasserﬂa¨chen (Meereisbedeckungsgrad < 0.15) des ECMWF mit dem OBS Ran-
dantriebsdatensatz auf dem HIRHAM4-Gitter. Farbzuweisung: lila=Mai, blau=Juni, dun-
kelrot=Juli, rot=August, orange=September, gelb=Oktober. Mittlere Spannweite der ECM-
WF/OBS Monatscluster: 1.1K/ 1.8K.
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Abbildung 4.20: Tagesmittel der Meeresoberﬂa¨chentemperatur [K], ra¨umlich gemittelt u¨ber
die Laptewsee, ECMWF (blau) und OBS (rot) Randantriebsdatensa¨tze. Die gestrichelte Linie
markiert die Schmelztemperatur bei 273.15K. 91.6% der Basisdaten fu¨r die Zeitreiheninfor-
mationen unterscheiden sich signiﬁkant nach dem U-Test mit einer Irrtumswahrscheinlichkeit
von 5%. Standardabweichung der ECMWF/OBS Zeitreihen: 0.57K/ 1.18K. Zeitliches Mittel
der ra¨umlichen Standardabweichungen der ECMWF/OBS Basisdaten: 0.85K/ 0.43K.
auch Dorn (2001), S. 37f).
Signiﬁkante Unterschiede zwischen den ECMWF- und den OBS-Antrieben ergeben sich
hauptsa¨chlich im Nordatlantik, den Eisrandzonen und den Randmeeren des Arktischen
Ozeans. Die Meeresoberﬂa¨chentemperaturen der Randmeere sind in den OBS-Antrieben
insbesondere ab Juli, wenn die Randmeere im Mittel eisfrei sind, um mehr als 1.8 K ho¨her
als in den ECMWF-Antrieben. Diese mesoskaligen Strukturen in den Randmeeren sind we-
gen der groben ra¨umlichen Auﬂo¨sung der Basisdaten der ECMWF-Antriebe nicht enthal-
ten. Im Nordatlantik sind die OBS-Antriebe im Mittel fast einheitlich zwischen 0.6K und
3K niedriger als die ECMWF-Antriebe. Die signiﬁkanten Unterschiede im zentralen Arkti-
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schen Ozean sind teilweise auf die unterschiedlichen Temperatur-Minima zuru¨ckzufu¨hren,
die sich aus unterschiedlichen Annahmen zur mittleren Salinita¨t des Oberﬂa¨chenwassers
ergeben. Bei der statistischen Bewertung der Diﬀerenzfelder ko¨nnen einzelne Abfrageboxen
wegen homogener Oberﬂa¨chentemperaturen unterhalb geschlossener Meereisdecken nicht
beru¨cksichtigt werden.
Die mittleren Standardabweichungen (Abb. 4.18) als Indikator fu¨r die ra¨umliche Vertei-
lung der interannualen Variabilita¨t zeigen a¨hnliche ra¨umliche Muster wie die Mittelwertfel-
der (Abb. 4.17). Die Variabilita¨t beschra¨nkt sich hauptsa¨chlich auf die im Mittel eisfreien
Gebiete des Nordatlantik, die Eisrandzone mit interannual ﬂuktuierendem Eisrand und
die Randmeere. Die signiﬁkant ho¨here Variabilita¨t in den OBS Daten im Juli und August
in den sibirischen Randmeeren und der Beaufortsee geht mit der stark variablen Meereis-
bedeckung in diesen Bereichen einher (s. Abb. 4.22). Ebenfalls gro¨ßere Variabilita¨ten als in
den ECMWF Antrieben treten im Bereich des Norwegenstroms auf. Die große Variabilita¨t
im Bereich der Gro¨nland-, Norwegen- und Barents-See im September und Oktober sind
wegen des nur dreija¨hrigen Datenkollektivs in diesem Falle nicht u¨berzubewerten.
Durch Verwendung der Monatsmittel der Meereisbedeckungsgrade zur Selektion nicht-
meereisbedeckter Fla¨chen bei der Berechnung der ra¨umlichen Mittel fu¨r Abbildung 4.19,
wird der abschwa¨chende Einﬂuß der unterschiedlichen Meeresoberﬂa¨chentemperatur-Mi-
nima unter Meereis weitestgehend eliminiert. Die Monatsmittel ergeben sich wegen der
Maskierung aus unterschiedlichen Bezugsﬂa¨chen. Die Monatscluster zeigen eine deutliche
saisonale Variabilita¨t. Die ho¨heren Temperaturen im Mittel in den ECMWF-Antrieben
u¨ber dem Nordatlantik zeigen sich auch in den ho¨heren ra¨umlichen Monatsmitteln, außer
im Juni und Juli. Ursache hierfu¨r sind wahrscheinlich die oﬀenen Wasserﬂa¨chen in den
Randmeeren mit erho¨hten Temperaturen in den OBS-Antrieben. Der Einﬂuß der varia-
bleren meereisbedeckten Fla¨che zeigt sich auch in der interannuellen Variabilita¨t; sie ist
wie die ra¨umliche Variabilita¨t bei den OBS-Antriebsdaten gro¨ßer.
Ein Vergleich der u¨ber die Laptewsee ra¨umlich gemittelten Tagesmittel in Abbildung 4.20
verdeutlicht weiterhin die Unterschiede speziell im Bereich der Randmeere. Im Monat Mai
werden bei noch weitestgehend geschlossener Eisdecke die Unterschiede in den Gefrier-
punkttemperaturen der Datensa¨tze deutlich. Im Mittel u¨ber den betrachteten Zeitraum
(1413 Tage) haben 34.4% der Gitterpunkte der ra¨umlichen Diﬀerenzfelder (ECMWF mi-
nus OBS) ein positives, 65.6% ein negatives Vorzeichen (Daten nicht gezeigt).
4.4.3 Meereisbedeckungsgrad
Die langja¨hrig gemittelten Monatsmittel und die Standardabweichungsabbildungen zeigen
signiﬁkante Unterschiede im mittleren Meereisbedeckungsgrad von teilweise > 0.5 und
Unterschiede in der Variabilita¨t von < -0.25 in den Randmeeren des zentralen Arktischen
Ozeans, der nordatlantischen Eisrandzone und im Bereich des Kanadischen Archipels sowie
der Baﬃn Bai (Abb. 4.21 und 4.22). Gut sichtbar sind auch die mesoskaligen Polynjen in
der Laptewsee und der Ostsibirischen See im Mai und Juni in den gemittelten Feldern. Ver-
glichen mit den Beobachtungsdaten ist die Meereisausdehnung in den ECMWF-Antrieben
generell zu groß auch wenn man die leichte Unterscha¨tzung der Meereisbedeckungsgrade
durch die Ableitung mit dem NASA Team-Algorithmus beru¨cksichtigt.
In den Scatterplots in Abbildung 4.23 ist neben dem Jahresgang (Verlagerung der
Monats-Cluster) von einer maximalen meereisbedeckten Fla¨che bzw. Meereisausdehn-
ung im Mai zu einem Minimum im August / September hin zu einer Zunahme im Ok-
tober auch eine Zunahme der Unterschiede zwischen der meereisbedeckten Fla¨che und der
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Differenz Meereisbedeckungsgrad
Abbildung 4.21: Langja¨hrig gemittelte Monatsmittel der Meereisbedeckungsgrade der Mo-
nate Mai bis Oktober (von links oben nach rechts unten) des ECMWF-Standardantriebs,
Mittelungszeitraum: 10 Simulationsjahre, (erste und dritte Reihe) und Diﬀerenzen (ECMWF
minus OBS) der Meereisbedeckungsgrade (zweite und vierte Reihe). Fu¨r Details zur Darstel-
lung siehe Abbildung 4.17.
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Abbildung 4.22: Ra¨umliche Verteilung der zeitlichen Variabilita¨t der Meereisbedeckungs-
grade. Standardabweichung der Monatsmittel der Meereisbedeckungsgrade von den langja¨hrig
(10 Simulationsjahre) gemittelten Monatsmitteln der Monate Mai bis Oktober (von links oben
nach rechts unten) des ECMWF-Standardantriebs (erste und dritte Reihe) und Diﬀerenzen
der ECMWF- und OBS-Standardabweichungsfelder (ECMWF minus OBS) der Meereisbe-
deckungsgrade (zweite und vierte Reihe) zur Erfassung der Variabilita¨tsunterschiede. Fu¨r De-
tails zur Darstellung siehe Abbildung 4.17.
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Abbildung 4.23: Vergleich der Monatsmittel der Meereisausdehnung [106 km2] (links)
und der meereisbedeckten Fla¨che [106 km2] (rechts) des ECMWF- mit dem OBS-
Randantriebsdatensatz fu¨r die gesamte Ozeanﬂa¨che des HIRHAM4-Gitters. 10 Simulationsjah-
re mit 4 bzw. 6 Monaten. Farbzuweisung: lila=Mai, blau=Juni, dunkelrot=Juli, rot=August,
orange=September, gelb=Oktober. Gitterpunkte mit einem Meereisbedeckungsgrad < 0.15
sind nicht beru¨cksichtigt.
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Abbildung 4.24: Ra¨umliches Mittel u¨ber die Laptewsee der Tagesmittel der Meereisbe-
deckungsgrade, ECMWF- (blau) und OBS-Randantriebsdatensatz (rot). 92.7% der Basisda-
ten fu¨r die Zeitreiheninformationen unterscheiden sich signiﬁkant nach dem U-Test mit ei-
ner Irrtumswahrscheinlichkeit von 5%. Standardabweichung der ECMWF/OBS Zeitreihen:
0.13 / 0.28. Zeitliches Mittel der ra¨umlichen Standardabweichungen der ECMWF/OBS Ba-
sisdaten: 0.21 / 0.19.
Meereisausdehnung wa¨hrend des Sommers durch Schmelzprozesse und das Aufbrechen
der Packeisdecke zu sehen. Bis auf die Monate Juni und Juli zeigen die ECMWF- rela-
tiv zu den OBS-Antriebsdaten eine zu große Meereisbedeckung. Die niedrigen Juni- und
Juli-Werte beruhen auf einer allgemein niedrigeren Meereisbedeckung in diesen Monaten
in den ECWMF-Antrieben, die aus der Ableitung der Meereisbedeckungsgrade aus den
Oberﬂa¨chentemperaturen resultiert (Kap. 4.1).
Einen Vergleich zeitlich hochaufgelo¨ster Meereisbedeckungsgrade zeigt Abbildung 4.24.
Die Unterschiede der ra¨umlichen Mittel u¨ber die Laptewsee sind typisch fu¨r die zu ho-
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Abbildung 4.25:Meereisbedeckte Fla¨che (durchgezogene Linie) und Meereisausdehnung (ge-
strichelte Linie) des ECMWF- (blau) und OBS-Randantriebsdatensatzes (rot) im gesamten
HIRHAM4-Modellgebiet; 7-ta¨gig tiefpaßgeﬁlterte (Gaußﬁlter) Zeitreihe. Ausgangsdaten: Ta-
gesmittel der Meereisbedeckungsgrade. Die Landmaske ist nicht erweitert.
he sommerliche Meereisbedeckung der ECMWF-Antriebe in den arktischen Randmeeren.
Die starken negativen Anomalien der Jahre 1983, 1990, 1991, 1995 und 1999 werden in
den ECMWF-Antrieben lediglich 1990 und 1999 wiedergegeben, allerdings ebenfalls zu
schwach. Im zeitlichen Mittel u¨ber den betrachteten Zeitraum (1413 Tage) haben 71.3%
der Gitterpunkte der Diﬀerenzfelder (ECMWF minus OBS) in der Laptewsee ein positives,
21.7% ein negatives Vorzeichen (Daten nicht gezeigt). In Abbildung 4.25 sind erga¨nzend
die Zeitreihen der meereisbedeckten Fla¨che und der Meereisausdehnung u¨ber die gesamte
Arktis dargestellt.
4.5 Zusammenfassung
Da die Meereisbedeckungsgrade im OBS-Antrieb auf Beobachtungsdaten beruhen, die
Oberﬂa¨chen- bzw. Meeresoberﬂa¨chentemperaturen hierzu konsistent sind und bei der Her-
leitung der u¨brigen Randantriebsfelder diese Meereisbedeckungsgrade Verwendung ﬁnden,
kann der OBS-Antrieb als verla¨ßlicher und realita¨tsna¨her als der ECMWF-Antrieb ein-
gestuft werden (Kap. 4.1 und 4.3). Ein Datenvergleich mit unterschiedlichen ra¨umlichen
und zeitlichen Auﬂo¨sungen zeigt signiﬁkante Unterschiede zwischen den Randantriebsda-
tensa¨tzen (Kap. 4.4). Insbesondere mesoskalige Strukturen in den Randmeeren sind in den
ECMWF-Meeresoberﬂa¨chentemperaturen und damit den abgeleiteten Meereisbedeckungs-
graden kaum enthalten. Die interannuale und saisonale Variabilita¨t in diesen Gebieten ist
nur schwach ausgepra¨gt. Nimmt man die Beobachtungsdaten als Referenz, dann enthalten
die ECMWF-Antriebe generell zu hohe Meereisausdehnungen und Bedeckungsgrade bei
relativ geringer ra¨umlicher Diﬀerenzierung.
Die Validierung des OBS-Antriebs mit Beobachtungsdaten hat gezeigt, daß die Meereis-
oberﬂa¨chentemperaturen zu niedrig sind und die Schmelztemperatur von Schnee zu spa¨t
bzw. u¨berhaupt nicht erreichen. Dies ist im Rahmen der hier gezeigten Analysen jedoch
weniger wichtig, da die Ergebnisse der OBSopyc111-Simulationsrechnungen nicht in die
folgenden Analysen einbezogen werden. Die Meeresoberﬂa¨chentemperaturen werden hin-
gegen nur leicht unterscha¨tzt, wobei die starken Unterschiede in den ostsibirischen Rand-
meeren z.T. auf Ungenauigkeiten in dem GISST 2.2-Vergleichsdatensatz zuru¨ckgefu¨hrt
werden. Im Rahmen der Genauigkeit der Meereis-Ausgangsdaten werden diese Felder als
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am realistischsten eingestuft, weshalb sie auch die Funktion einer Steuergro¨ße bei der
Ableitung der OBS-Antriebe einnehmen. Als entscheidendes Qualita¨tsmerkmal des al-
ternativen Randantriebsdatensatzes wird jedoch das Vorhandensein realistischer, in-sich
konsistenter, raum-zeitlicher Diﬀerenzierungen angesehen.
Der alternative OBS-Antrieb kann nur in Kombination mit den verschiedenen OPYC-
Modelleinstellungen bzw. erweiterten Meereisfunktionalita¨ten im HIRHAM4 vollsta¨ndig
genutzt werden. Welche Auswirkungen dies hat, untersucht das folgende Kapitel.
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5 Auswirkungen vera¨nderter Oberﬂa¨cheneigenschaften im
HIRHAM4
Dieses Kapitel beschreibt Sensitivita¨tsstudien, wodurch die folgenden Fragestellungen be-
handelt werden sollen:
• Abscha¨tzung der Sensitivita¨t des HIRHAM4 hinsichtlich einer A¨nderung des unteren
Randantriebs u¨ber Ozeanﬂa¨chen, d.h. der Oberﬂa¨cheneigenschaften. Im Vergleich zu
den Referenzla¨ufen ECMWFopyc000 bzw. OBSopyc000 wird die Meereisverteilung
und der -bedeckungsgrad, die Meeresoberﬂa¨chentemperatur und die Schneema¨chtig-
keit auf Meereis sowie die funktionale Einbeziehung dieser Gro¨ßen (OPYC-Optionen)
in den Modellauf vera¨ndert (Kap. 2.4).
• Erweiterung des Prozeßversta¨ndnisses zum Einﬂuß der Meereisverteilung und klein-
ra¨umiger Strukturen (z.B. Polynjen oder Rinnen) auf die Atmospha¨re (inkl. Zyklo-
nenaktivita¨t), sowohl allgemein auf Prozeßebene als auch regional im Bereich der
Laptewsee.
• Validierung der Simulationsergebnisse mit Beobachtungsdaten zur Bewertung der
Gu¨te und Eignung der einzelnen Simulationsla¨ufe. Damit soll bewertet werden, ob
das Atmospha¨renmodell einen ”perfekten“ unteren Randantrieb beno¨tigt, um rea-
lita¨tsnahe Zirkulationszusta¨nde zu reproduzieren.
Hierzu dient der Vergleich meteorologischer Basiselemente bodennah und auf verschiede-
nen Hauptisobarenﬂa¨chen (Kap. 5.1), der synoptischen Aktivita¨t anhand von Zyklonensta-
tistiken (Kap. 5.2) und von Grenzschichtprozessen (Kap. 5.3) auf unterschiedlichen Raum-
und Zeitskalen. Gleichzeitig ergibt sich so ansatzweise eine pha¨nomenologische Darstel-
lung der wesentlichen sommerlichen (Mai bis Oktober) mittleren Atmospha¨renzusta¨nde in
Erga¨nzung zu Kapitel 3. Die Datengrundlage fu¨r diese Untersuchungen sind Modellrech-
nungen mit dem ECMWF-basierten (ECMWFopyc000) und dem beobachtungsgestu¨tzten
(OBSopyc000, OBSopyc100 und OBSopyc110) unteren Randantrieb. Der seitliche Rand-
antrieb bleibt zwischen den La¨ufen unvera¨ndert. Bis auf die OPYC-Optionen wird HIR-
HAM4 bei diesen Simulationsrechnungen mit identischer Modellkonﬁguration betrieben
(Kap. 2.4). Insgesamt werden neun Sommer untersucht. Aus Gru¨nden der Datenverfu¨gbar-
keit ergeben sich folgende U¨berschneidungszeitra¨ume, deren Zeitspannen – sofern nicht
anders vermerkt – auch allen in diesem Unterkapitel folgenden statistischen Auswertun-
gen zugrunde liegen: Mai bis August fu¨r 1983, 1986, 1987, 1991, 1992, 1993 und Mai bis
Oktober fu¨r 1990, 1995 und 1996.
Die Validierung der Druckfelder und damit der Zirkulationszusta¨nde erfolgt mit RASO-
Daten (HARA und NP); die POLES-Daten dienen dem ﬂa¨chenhaften Vergleich boden-
naher Lufttemperaturfelder und Beobachtungen von SYNOP-Stationen zur punktuellen
Bewertung von Parametern in der Grenzschicht. Wichtig ist dabei insbesondere die Va-
lidierung des bodennahen Wind- und Temperaturfeldes als wichtige Steuergro¨ßen fu¨r die
Meereisdrift sowie das Schmelzen und Gefrieren von Meereis.
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Da zwischen den Simulationsrechnungen ausschließlich der untere Randantrieb vera¨ndert
wird und bei identischem Randantrieb gleiche Ergebnisse zwischen verschiedenen Simula-
tionsrechnungen realisiert werden, kann davon ausgegangen werden, daß die Vera¨nderun-
gen in der Modellatmospha¨re funktional an die A¨nderungen des unteren Randantriebs
gekoppelt sind.
5.1 Großra¨umige Dynamik und Thermodynamik
Dieses Kapitel bescha¨ftigt sich hauptsa¨chlich mit der Modiﬁkation der großra¨umigen, d.h.
arktisweiten Zirkulationsmuster und dem Einﬂuß des Randantriebs auf die (bodennahe)
Lufttemperaturverteilung.
5.1.1 Luftdruck
Abbildung 5.1: Mittlere zeitliche Entwicklung der Unterschiede des Luftdrucks in NN [hPa]
zwischen verschiedenen HIRHAM4-Simulationsrechnungen: ECMWFopyc000 minus OBSo-
pyc000 (blau), OBSopyc000 minus OBSopyc100 (gru¨n), OBSopyc100 minus OBSopyc110
(rot), ECMWFopyc000 minus OBSopyc110 (schwarz). Links: Summe der absoluten Diﬀeren-
zen, Mittelwerte der Monate Mai bis August der neun verwertbaren Simulationsjahre (insge-
samt 36 Monate) in 6-stu¨ndlicher Auﬂo¨sung (SYNOP-Termine), ohne Tag 31; rechts: Stan-
dardabweichungen der Basisdaten von den Mittelwerten u¨ber die 36 Monate. Grundlage fu¨r
die Berechnung sind Simulationsergebnisse eines Raumausschnitts von 11 bis 100 in x- und 11
bis 90 in y-Richtung auf dem HIRHAM4-Gitter, d.h. ohne die Randantriebszone.
Die mittlere zeitliche Entwicklung der Unterschiede zwischen verschiedenen Simulations-
rechnungen zeigt Abbildung 5.1 exemplarisch fu¨r den Luftdruck in NN. Als objektives Maß
fu¨r die Unterschiede dienen die Summen der absoluten Diﬀerenzen zwischen zwei Daten-
feldern im zentralen Modellbereich ohne die 10 Gitterpunkte umfassende Zone, in der die
Variablen des seitlichen Randantriebs an das Modell u¨bergeben werden. Aufgrund der Mo-
dellinitialisierung mit externen Antriebsdaten zu jedem Monatsanfang entwickeln sich die
Unterschiede zwischen den verschiedenen Simulationsrechnungen erst nach etwa 10 Tagen,
die Steigung der Kurven nimmt zu. Auﬀallend ist die ha¨uﬁg zu beobachtende deutliche Ab-
nahme der Diﬀerenzen zum Ende des jeweiligen Monats, die sich in den mittleren Kurven
nur als leichte Abnahme der Steigung zeigt (Daten nicht gezeigt).
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Systematische Unterschiede zwischen den einzelnen Monaten von Mai bis August lassen
sich bei der Untersuchung einer Simulationsvariante nicht ableiten (Daten nicht gezeigt).
Da die Unterschiede im unteren Randantrieb insbesondere bei extremen Meereisanoma-
liejahren von den ECMWF-Antrieben nicht wiedergegeben werden, versta¨rken sich die
Unterschiede im Laufe des simulierten Sommers zwar im Randantrieb, nicht jedoch syste-
matisch bei den Simulationsergebnissen. Das bedeutet zuna¨chst, daß ein vera¨nderter un-
terer Randantrieb – unabha¨ngig von der Gro¨ße der Unterschiede – in den durchgefu¨hrten
Simulationsrechnungen eine a¨hnlich starke Antwort in den bodennahen Zirkulationsmu-
stern hervorruft.
Bei dem Vergleich verschiedener Diﬀerenz-Kombinationen zeigt sich, daß deutliche Un-
terschiede in der Zeitreihenentwicklung bestehen (Abb. 5.1). Die geringsten Unterschiede
– der Betrag der Diﬀerenzensumme ist niedriger und bei einem parallelen Kurvenverlauf
ist das Anwachsen der Diﬀerenzensummen zuna¨chst langsamer – treten bei den Diﬀe-
renzen zwischen OBSopyc100 und OBSopyc110 auf. Diese beiden Simulationsversionen
unterscheidet die Schneeauﬂage und damit eine vera¨nderte Meereisalbedo. Die Vera¨nde-
rung hat auf das Luftdruckfeld als dynamische Variable relativ zu den u¨brigen A¨nderungen
einen geringeren Einﬂuß. Die A¨nderung der Meereisausdehnung (ECMWFopyc000 vs. OB-
Sopyc000) hat ebenfalls eine vergleichsweise geringere Auswirkung. Beide Kurven weisen
in den ersten 10 Tagen der Simulationsrechnungen im Mittel sehr geringe Unterschiede
auf.
Die Abweichungen zwischen OBSopyc000 und OBYopyc100 resultieren aus der Beru¨ck-
sichtigung der Meereisbedeckungsgrade pro Gitterpunkt anstelle einer Bina¨rmaske, die
lediglich zwischen einer geschlossenen Meereisdecke und einer oﬀenen Wasserﬂa¨che un-
terscheidet. Die zeitliche Entwicklung ist anna¨hernd deckungsgleich mit derjenigen der
Diﬀerenzen zwischen ECMWFopyc000 und OBSopyc110 (gro¨ßte Vera¨nderungen im Rand-
antrieb und den Modelleinstellungen) bzw. ECMWFopyc000 vs. OBSopyc100 und OBSo-
pyc000 vs. OBSopyc110 (letztere beiden nicht gezeigt). Innerhalb des letzten Monatsdrit-
tels nehmen die Diﬀerenzen langsamer zu.
Da die zuerst genannten A¨nderungen (Schneeauﬂage und Meereisausdehnung) nur ge-
ringe Auswirkungen haben, kann davon ausgegangen werden, daß die Vera¨nderung der
meereisbedeckten Fla¨che (Abnahme durch Meereisbedeckungsgrade < 1) im Vergleich zu
den u¨brigen Parametern die gro¨ßten A¨nderungen hervorruft. Die Auswertung der geopo-
tentiellen Ho¨he der 500 hPa Hauptisobarﬂa¨che ergibt das gleiche Ergebnis (Daten nicht
gezeigt). Die Zunahme der Standardabweichungen mit zunehmender Modellzeit ist ein In-
dikator fu¨r die sehr unterschiedliche zeitliche Entwicklung der Diﬀerenzen und die große
Variabilita¨t der Diﬀerenzen auf Monatsbasis.
In Abbildung 5.2 sind die unterschiedlichen ra¨umlichen Auspra¨gungen durch den ver-
a¨nderten unteren Randantrieb beispielhaft fu¨r 1990 in den bodennahen Luftdruck- und
damit Windverha¨ltnissen sowie den steuernden Zirkulationsmustern in der mittleren Tro-
pospha¨re zu sehen. Wegen der verzo¨gerten Entwicklung der Unterschiede sind diese bei
einer zeitlichen Mittelung erst in den mittleren Feldern des letzten Monatsdrittels deutlich
sichtbar.
Systematische Unterschiede, d.h. typische wiederkehrende Vera¨nderungen, ergeben sich
aufgrund des geringen Stichprobenumfangs aus Abbildung 5.2 nicht. Die Simulationser-
gebnisse unterscheiden sich dennoch deutlich in der Lage und Intensita¨t der Drucksysteme
und damit auch der Windrichtung und -sta¨rke (z.B. Juli 1990). Dabei sind die Unterschie-
de erwartungsgema¨ß beim Luftdruck in NN gro¨ßer als bei der geopotentiellen Ho¨he im
500 hPa Niveau. Bei Monatsmitteln oder langja¨hrig gemittelten Monatsmitteln u¨ber die
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Abbildung 5.2: Auswirkungen des Randantriebs auf den Luftdruck in NN [hPa] (rote Iso-
bare) und die geopotentielle Ho¨he in 500hPa [gpm] (blaue Isohypsen), Beispiele fu¨r 1990.
Dargestellt sind jeweils die mittleren Felder vom 20. bis zum 30. Tag der Monate Mai bis Au-
gust von vier unterschiedlichen Simulationsla¨ufen (Kap. 2.4, ECMWFopyc000, OBSopyc000,
OBSopyc100, OBSopyc110). Die dazugeho¨rigen Meereisfelder aus den OBS- und ECMWF-
Randantriebsdatensa¨tzen sind in weiß (oﬀene Wasserﬂa¨che und Bed.grad<0.15), dunkelgrau
(0.15≤Bed.grad<0.5) und grau (0.5≤Bed.grad<1.0) eingeplottet. Der Isolinienabstand betra¨gt
2.5 hPa bzw. 25 gpm. Das schwarze Kreuz markiert den geographischen Nordpol. Projektion:
HIRHAM4-Gitter (110×100 Gitterpunkte).
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Abbildung 5.2: Fortsetzung. Juli und August.
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Abbildung 5.2: Fortsetzung. September und Oktober.
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neun Simulationsjahre (Daten nicht gezeigt) sind hingegen nur leichte, jedoch statistisch
signiﬁkante Verlagerungen der Druckzentren und geringe Intensita¨tsunterschiede sichtbar.
Gro¨nland ist in den Feldern des Luftdrucks in NN ausmaskiert, Grund ist die fehler-
behaftete Luftdruckreduktion auf Meeresniveau bei großen topographischen Ho¨hen. Diese
Ursache haben auch die artefaktartigen, kleinra¨umigen Strukturen im Bereich des Kana-
dischen Archipels, der nordamerikanischen Ku¨sten-Kordilleren sowie des Kolymagebirges.
Das negative Meereisanomaliejahr 1990 eignet sich als Vergleichsjahr sowohl wegen der
deutlichen Unterschiede zwischen den ECMWF- und OBS-Antriebsdaten als auch der zeit-
lich langanhaltenden anomal geringen Meereisbedeckung. Zudem liegen fu¨r 1990 a¨hnliche
Untersuchungen vor: z.B. analysieren Serreze et al. (1995) die Ursachen der Meereisanoma-
lien im Kontext von Zirkulations- und Temperaturverha¨ltnissen und sowohl Maslanik et al.
(2000) als auch Rinke et al. (2003) haben Meereis-Sensitivita¨tsstudien im Zusammenhang
mit Tests gekoppelter Ozean-Atmospha¨re-Meereis Simulationen durchgefu¨hrt.
Eine Analyse der Anzahl der positiven und negativen Diﬀerenzen sowie der indiﬀe-
renten Gitterpunktwerte bei dem Vergleich unterschiedlicher Simulationsrechnungen auf
Terminbasis zeigt ein schwach ausgepra¨gtes systematisches Verhalten in Abha¨ngigkeit
der verglichenen Simulationsrechnungen (Abb. 5.9, links). Der Vergleich wird innerhalb
des zentralen Modellgebiets ohne die Randantriebszone durchgefu¨hrt. Der mittlere An-
teil der negativen Diﬀerenzen u¨ber die Monate Mai bis August bei einer Mittelung u¨ber
die neun HIRHAM4-Simulationsjahre betra¨gt x¯neg =49.5% bei ECMWFopyc000 minus
OBSopyc000-Diﬀerenzfeldern bei einem Anteil von x¯indiﬀ =0.03% indiﬀerenten Gitter-
punkten. Im Falle ebenfalls geringer Unterschiede bei den OBSopyc100- mit den OBS-
opyc110-Rechnungen ist x¯neg =48.8% und x¯indiﬀ =4.7%.
Abbildung 5.3: Mittlere zeitliche Entwicklung des Anteils negativer (dicke Lini-
en) und indiﬀerenter Gitterpunktdiﬀerenzen (du¨nne Linien), verschiedene HIRHAM4-
Simulationsrechnungen: ECMWFopyc000 minus OBSopyc000 (blau), OBYopyc000 minus OB-
Sopyc100 (gru¨n), OBSopyc100 minus OBSopyc110 (rot), ECMWFopyc000 minus OBSopyc110
(schwarz). Links: Luftdruck in NN, rechts: geopotentielle Ho¨he im 500hPa Niveau. Mittel u¨ber
die Monate Mai bis August der neun verwertbaren Simulationsjahre (insgesamt 36 Monate)
in 6-stu¨ndlicher Auﬂo¨sung (SYNOP-Termine), ohne Tag 31. Die Standardabweichungen (ge-
punktet) sind nur fu¨r die negativen Diﬀerenzanteile geplottet. Grundlage fu¨r die Berechnung
sind Daten eines Raumausschnitts auf dem HIRHAM4-Gitter von 11 bis 100 in x- und 11 bis
90 in y-Richtung, d.h. ohne die Randantriebszone.
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Alle Vergleiche, bei denen – ebenso wie bei der zeitlichen Entwicklung der Summe der
absoluten Diﬀerenzen – in den Simulationsrechnungen Meereisbedeckungsgrade anstelle
einer bina¨ren Meereismaske verwendet werden, weisen in Abbildung 5.9 einen a¨hnlichen
Kurvenverlauf auf. Bei den OBSopyc000 vs. OBSopyc100-Diﬀerenzfeldern ist x¯neg =43.0%
und x¯indiﬀ =1.1%, wa¨hrend es bei dem ECMWFopyc000 vs. OBSopyc110-Vergleich x¯neg =
44.0% und x¯indiﬀ =0.2% sind. Das U¨berwiegen positiver Diﬀerenzen bedeutet im Mittel
einen ho¨heren Luftdruck in NN z.B. bei den ECMWFopyc000- als bei den OBSopyc110-
Rechnungen. Dies gilt insbesondere fu¨r die zweite Monatsha¨lfte, wenn der Anteil indiﬀe-
renter Gitterpunkte auf anna¨herend Null abfa¨llt. Dieses Verhalten wird auf eine vera¨nderte
synoptische Aktivita¨t mit einer Zunahme bzw. Intensita¨tsa¨nderung von Tiefdrucksystemen
zuru¨ckgefu¨hrt.
Die Diﬀerenzstruktur beim Vergleich der geopotentiellen Ho¨he der 500 hPa Isobarﬂa¨che
in Abbildung 5.9 unterscheidet sich von derjenigen des Luftdruck in NN hauptsa¨chlich da-
durch, daß Indiﬀerenzen fast nicht vorkommen und die ECMWFopyc000 vs. OBSopyc110-
sowie die OBSopyc000 vs. OBSopyc100-Vergleiche entgegengesetzte Verla¨ufe im ersten
Monatsdrittel aufweisen.
Ein seperater Vergleich der Monate Mai bis August (Daten nicht gezeigt) ergibt im Mo-
natsmittel fu¨r die neun Simulationsjahre einen Anstieg, d.h. eine zunehmende Gleichver-
teilung, der negativen Diﬀerenzen bei den OBSopyc000 vs. OBSopyc100- (x¯negMai =34%,
x¯negAug =49%) und den ECWMFopyc000 vs. OBSopyc110- (x¯negMai =38%, x¯negAug =
47%) Vergleichen des Luftdruck in NN von Mai bis August. Die ECMWFopyc000 vs.
OBSopyc000-Diﬀerenzen zeigen wa¨hrend der vier Sommermonate eine ungefa¨hre Gleich-
verteilung positiver und negativer Diﬀerenzen. Bei dem OBSopyc100 vs. OBSopyc110-
Vergleich im Mai liegt im Mittel ein ho¨herer Luftdruck in NN mit x¯negMai =56% bei den
OBSopyc110-Daten vor, der bis August auf x¯negAugust =43% abnimmt. Indiﬀerenzen zum
Monatsanfang treten nur bei den Vergleichen auf, in die die ECMWFopyc000-Ergebnisse
nicht einbezogen sind.
Im Mittel sind bei allen Vergleichen, bei denen sich die zugrundeliegenden Simulations-
rechnungen in der Behandlung des Meereisbedeckungsgrades unterscheiden, zunehmende
Gleichverteilungen positiver und negativer Diﬀerenzen zu registrieren (Luftdruck in NN).
Dies geschieht parallel zu der Zunahme der oﬀenen Wasserﬂa¨chen und einer Abnahme der
Meereisbedeckungsgrade in den Packeisgebieten in den unteren Randantriebsdaten. Dies
gilt auch fu¨r die mittlere zeitliche Entwicklung der Diﬀerenzen der geopotentiellen Ho¨he
der 500 hPa Isobarﬂa¨che (Daten nicht gezeigt).
In einer vergleichbaren Untersuchung verwenden Rinke et al. (2003) HIRHAM4 fu¨r die
Sommermonate 1990 mit einem a¨hnlichen beobachtungsgestu¨tzten unteren Randantrieb
(AVHRR Meeresoberﬂa¨chentemperaturen, SSM/I Meereisbedeckungsgrade mit Bootstrap-
Algorithmus) und assimilierten ECMWF-Re-Analysen als seitlichen Randantrieb. Nur bei
Verwendung der Beobachtungsdaten am unteren Modellrand, kann das monatsmittlere
bodennahe Druckfeld und damit das Windfeld, das entscheidend fu¨r die Entwicklung der
negativen Meereisanomalie im September 1990 sein soll, u¨bereinstimmend mit den ECM-
WF Re-Analysedaten simuliert werden. Bei der Simulation des Monats Mai 1990 mit
geringeren Unterschieden zwischen den verschiedenen Meereisantriebsdaten, treten nur ge-
ringe Unterschiede zwischen den Simulationsergebnissen auf. Diese Ergebnisse von Rinke
et al. (2003) (Abb. 5 und 6) stimmen sehr gut mit den entsprechenden Monatsmitteln der
ECMWFopyc000- bzw. OBSopyc100- Simulationsrechnungen in Abbildung 5.4 u¨berein.
Trotz der verbesserten unteren Randantriebe, ko¨nnen die ECMWF-Zirkulationsmuster in
diesem Beispiel jedoch nicht vollsta¨ndig erfaßt werden. Im Monat August wird bei zuneh-
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Abbildung 5.4: Vergleich der HIRHAM4-Simulationsergebnisse (blau) mit assimilier-
ten ECMWF Re-Analysen (rot). Obere Abbildungsreihen: Monatsmittel des Luftdruck
in NN [hPa], Mai und August 1990, ECMWFopyc000-, OBSopyc000- und OBSopyc100-
Simulationsrechnungen. Untere Abbildungsreihen: wie oben, jedoch geopotentielle Ho¨he der
500hPa Hauptisobarﬂa¨che [gpm]. Die ECMWF-Felder sind pro Monat unvera¨ndert. Der Isoli-
nienabstand betra¨gt 2.5 hPa bzw. 25 gpm. Projektion: ﬂa¨chentreue, polsta¨ndige Lambert’sche
Azimutalprojektion ab 65◦N.
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mender Verbesserung des Antriebs von OBSopyc000 zu OBSopyc110 auch eine bessere
U¨bereinstimmung sowohl beim Luftdruck in NN als auch bei der geopotentiellen Ho¨he in
500 hPa erreicht. Im Mai hingegen verschlechtert sich die Reproduktion des Tiefdruckwir-
bels bei Sewernaja Semlja durch eine Su¨d-West-Verlagerung des Zirkulationszentrums.
Bei Vergleichen der Modellergebnisse mit den Basisdaten der Randantriebsdatensa¨tze,
wie sie z.B. in Rinke et al. (1999b), Rinke et al. (2000) oder Rinke und Dethloﬀ (2000)
vorgestellt sind, wird davon ausgegangen, daß sich die atmospha¨rischen Prozesse im Mo-
dellsystem nach der Initialisierung – weiterhin beeinﬂußt durch den seitlichen und un-
teren Randantrieb – frei entwickeln ko¨nnen. Da in die (Re-)Analysedaten alle verfu¨gba-
ren Beobachtungsdaten assimiliert werden, kann dieser (Antriebs-)Datensatz auch als be-
obachtungsgestu¨tzter Validierungsdatensatz verwendet werden. Im Idealfall stimmen die
Simulationsergebnisse mit den Re-Analysen u¨berein. Da in den Re-Analyse-Schemata je-
doch auch ha¨uﬁg vereinfachende Parameterisierungen und geringere ra¨umliche Auﬂo¨sun-
gen verwendet werden, werden an dieser Stelle und im weiteren Verlauf Vergleiche mit
Beobachtungsdaten durchgefu¨hrt.
Ein Vergleich der langja¨hrig u¨ber die neun Simulationsjahre gemittelten Monatsmittel
der relativen Feuchte im 950 hPa Niveau zwischen den ECWMFopyc000- und OBSopyc100-
Simulationsrechnungen weist tendentiell in den Randmeerbereichen ho¨here Werte von u¨ber
5% auf. Dies ko¨nnte auf versta¨rkte latente Wa¨rmeﬂu¨sse durch die Zunahme oﬀener Was-
serﬂa¨chen in den Randmeeren und den Packeisgebieten hinweisen (Daten nicht gezeigt).
Da bei dem Vergleich der RASO-Aufstiegsdaten mit den HIRHAM4-Simulationsergeb-
nissen Punktmessungen mit Fla¨chen- bzw. Volumendaten verglichen werden, stellt sich
– wie auch bei den folgenden Vergleichen mit den SYNOP-Stationsdaten – das Pro-
blem der Repra¨sentativita¨t der Stationsdaten und der Vergleichbarkeit. In geringeren
Ho¨hen bzw. bodennah sind die Modelldaten ra¨umlich meist inhomogener, in gro¨ßeren
Ho¨hen mit homogeneren Feldverteilungen, d.h. geringeren horizontalen Gradienten, sind
die Radiosonden relativ zu ihrer Startposition bereits verdriftet. Die Vergleiche erfolgen je-
weils mit dem zur Stationsposition na¨chstgelegenen HIRHAM4-Gitterpunkt zum 12 UTC-
Termin. Bei der Bildung von zeitlichen Mittelwerten werden nur diejenigen Datenwerte
beru¨cksichtigt, fu¨r die ein Vergleichswert in den teilweise sehr lu¨ckenhaften Stationsda-
tensa¨tzen vorliegt. Die RASO- bzw. SYNOP-Stationsauswahl ist mehr an der ra¨umlichen
Lage als an der zeitlichen Meßwertabdeckung orientiert. Eine Mindestbesetzung von 33%
pro Monat am 12 UTC-Termin bei den RASO-Aufstiegen wird vorausgesetzt. Als Kri-
terien gelten: (1) eine Lage innerhalb des zentralen Modellgebiets, d.h. außerhalb des
seitlichen Randantriebsbereichs, (2) eine niedrige Ho¨henlage der Stationen wegen mo¨gli-
cher Luftdruck-Reduktionsprobleme und (3) die ra¨umliche Na¨he zu den Gebieten mit den
maximalen A¨nderungen im unteren Randantrieb. Aufgrund der Besonderheiten des NP-
Stationsdatensatzes erfolgt hier die Auswahl lediglich aufgrund der zeitlichen U¨berlappung
mit den Simulationsjahren.
Aus dem HARA-Datensatz sind Beobachtungsdaten der RASO-Stationen auf Jan Mayen
(01001) in der Gro¨nlandsee, am Kap Tscheljuskin (20292), auf der Kotelnyj-Insel (21432)
in der westlichen bzw. o¨stlichen Laptewsee und am Point Barrow (70026) in Nordalas-
ka an der Ku¨ste zur Beaufortsee fu¨r die acht Simulationsjahre zwischen 1983 und 1995
beispielhaft ausgewa¨hlt (zur Lage der Stationen, s. Abb. 2.1). Fu¨r die Simulationsjahre
1986, 1987 und den Sommerbeginn 1990 liegen verwertbare Aufstiegsdaten der NP-28 und
NP-31 Driftstationen vor. Diese befanden sich wa¨hrend dieser Zeitspannen in der Transpo-
lardrift no¨rdlich der Tschuktschensee mit einer Haupt-Driftrichtung zum geographischen
Nordpol.
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Abbildung 5.5: Vergleich der Monatsmittel des Luftdrucks in NN [hPa] (obe-
re vier Abbildungen) und der geopotentiellen Ho¨he [gpm] im 500hPa Niveau
(untere vier Abbildungen) der Beobachtungsdaten von vier ausgewa¨hlten RASO-
Stationen mit HIRHAM4-Simulationsergebnissen (blau /Raute: RASO-ECMWFopyc000,
gru¨n /Dreieck: RASO-OBSopyc000, rot / Stern: RASO-OBSopyc100, schwarz / Schra¨gkreuz:
RASO-OBSopyc110). Die Symbole (linke Ordinate) geben die Diﬀerenz RASO minus
HIRHAM4-Simulationsergebnis an (Monatsmittel), die hellgrauen Balken (rechte Ordina-
te) die gemittelten RASO-Beobachtungsdaten. Eine Datenlu¨cke bedeutet keine verfu¨gbaren
RASO-Daten im jeweiligen Monat. Zu beachten sind die teilweise unterschiedlichen Achsen-
skalierungen zwischen den verschiedenen Stationen.
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Die Vergleiche der Monatsmittel der RASO-Beobachtungsdaten mit den HIRHAM4-
Simulationsergebnissen in Abbildung 5.5 zeigen eine relativ gute U¨bereinstimmung. Die
mittlere absolute Abweichung der geopotentiellen Ho¨he im 500 hPa Niveau betra¨gt u¨ber
alle Simulationsla¨ufe und Monate an den Stationen 01001 und 70026 ¯|x| =10.7 gpm. Dies
entspricht gema¨ß der barometrischen Ho¨henstufe in einer Standardatmospha¨re bei 0 ◦C
theoretischer Schichtmitteltemperatur etwa 0.63 hPa. Die starke Streuung der Daten ver-
deutlicht das Mittel der absoluten Abweichungen aller Simulationsla¨ufe von d¯ =9.34 gpm.
Diese geben die Abweichung der Monatsmittel von dem langja¨hrigen u¨ber acht Simulati-
onsjahre und alle Sommermonate (Mai bis August) gemittelten Monatsmittel an. Auﬀa¨llig
sind die wesentlich gro¨ßeren Abweichungen bei den Stationen in der Laptewsee ( ¯|x| =41.8
gpm, d¯ =37.97 gpm), die sich auch bei den Luftdruck in NN Vergleichen zeigen. Hier liegen
die mittleren Unterschiede an Station 01001 / 70026 bei ¯|x| =1.2 hPa (d¯ =0.9 hPa) und an
Station 20292 / 21432 bei ¯|x| =3.0 hPa (d¯ =2.9 hPa). Qualitativ a¨hnliche Vergleichsergeb-
nisse der Monatsmittel des Monats Januar fu¨r 11 Jahre zeigen auch Rinke et al. (1999a)
(Abb. 6).
Eine mo¨gliche Ursache ko¨nnte in der geringeren Genauigkeit der Beobachtungsdaten
in der sibirischen Arktis bzw. den NP-Driftstationen liegen. Aufgrund identischer Vor-
verarbeitung und Analysen erscheint es jedoch wahrscheinlicher, daß bedingt durch die
ra¨umliche Na¨he der 01001 und 70026 Stationen zur seitlichen Antriebszone (Abstand von
jeweils etwa 15 Gitterpunkten zum a¨ußeren Modellrand) der Einﬂuß dieses Randantriebs
sta¨rker ausgepra¨gt ist. Außerdem sind die Beobachtungsdaten als Datenquelle in die an-
treibenden (Re-)Analysen assimiliert. Die beiden Stationen 20292 und 21432 liegen in
etwa doppelter Entfernung zum Modellrand. Weiterhin werden insbesondere bei Station
01001 durch das advektive Zirkulationsregime in Verbindung mit dem quasistationa¨ren
Island-Tief Eigenschaften des a¨ußeren Randantriebs sehr schnell in das Modellgebiet hin-
eintransportiert. Im Bereich der Laptewsee und der zentralen Arktis herrschen aufgrund
der ra¨umlichen Verteilung der Zyklonenaktivita¨t komplexe synoptische Verha¨ltnisse vor.
Die Abnahme des Luftdrucks in NN weist auf die versta¨rkte Zyklonenaktivita¨t in Verbin-
dung mit der Zyklogenese an der Arktikfront und der Zyklolyse in der zentralen Arktis
hin (Abb. 5.5, Balken).
Vergleiche mit einer zeitlichen Auﬂo¨sung von 24 Stunden auf 12 UTC Terminbasis (Da-
ten nicht gezeigt) belegen die exakte Nachbildung des Wettergeschehens im Bereich der
01001 und 70026 Stationen. Die prinzipiellen zeitlichen A¨nderungen werden auch in der
ostsibirischen Arktis von HIRHAM4 erfaßt, wie Abbildung 5.5 belegt, jedoch teilweise
auf sehr unterschiedlichem Werteniveau. Die hochaufgelo¨sten Zeitreihen (Daten nicht ge-
zeigt) enthalten ha¨uﬁg das auf die Modellinitialisierung zuru¨ckzufu¨hrende Pha¨nomen bes-
ser u¨bereinstimmender Daten zum Monatsbeginn.
Wegen ihrer großen Entfernung zum a¨ußeren Rand eignen sich die NP-Beobachtungen
besonders fu¨r eine Modellvalidierung und die Bewertung der Antriebseﬀekte, zumal sie in
einem Bereich vorliegen, der durch die Vera¨nderung der Meereisbedeckungsgrade neben
den Randmeerbereichen besonders stark beeinﬂußt wird. Die sehr lu¨ckenhafte zeitliche
Abdeckung wirkt sich nachteilig aus, so daß die Bildung von Monatsmitteln und Zeitrei-
hen nicht angebracht ist. Die Streudiagramme in Abbildung 5.6 enthalten einen Vergleich
der RASO-Daten mit den ECMWFopyc000- und OBSopyc110-Simulationsergebnissen.
Bei niedrigerem Luftdruck in NN und geopotentiellen Ho¨hen scheint tendentiell eine
U¨berscha¨tzung in den HIRHAM4-Daten vorzuliegen. Das herausragenste Merkmal der
Verteilung ist jedoch die sehr starke Streuung, wobei diese im Falle der OBSopyc110-
Simulationen etwas geringer auszufallen scheint.
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Abbildung 5.6: Vergleich der geopotentiellen Ho¨he [gpm] im 500 hPa Niveau (obere Zeile)
und des Luftdrucks in NN [hPa] (untere Zeile) zum 12 UTC-Termin der Beobachtungsdaten
der NP-28 und NP-31 Driftstationen und der HIRHAM4-Simulationsergebnisse (links: ECM-
WFopyc000, rechts: OBSopyc110) der Monate Mai bis August der Jahre 1986 (gru¨n) und 1987
(blau) und Mai bis Juli 1990 (rot). Bei 42% der Termine weisen die RASO-Daten Lu¨cken auf.
Insbesondere dieser Vergleich mit einer Auswahl der RASO-Daten zeigt keine syste-
matischen Unterschiede oder Verbesserungen zwischen den vier verglichenen HIRHAM4-
La¨ufen. Die mittleren absoluten Abweichungen und die Mittelwerte dieser Abweichungen
auf Monatsbasis weisen ebensowenig wie Vergleiche der Daten zum Termin signiﬁkante
Unterschiede auf. Eine Abha¨ngigkeit der Abweichungen von einzelnen Monaten und der
damit verbundenen Zunahme der Unterschiede im unteren Randantrieb kann ebenfalls
nicht nachgewiesen werden. Es existiert auch kein Zusammenhang zwischen Meereisano-
malien und der Gu¨te der Simulationsrechnungen. Die A¨hnlichkeit der Simulationsla¨ufe
ECMWFopyc000 mit OBSopyc000 bzw. von OBSopyc100 mit OBSopyc110 wird teilweise
in Abbildung 5.5 sichtbar.
5.1.2 Lufttemperatur
Die Lufttemperatur in 2m Ho¨he ist eine integrative meteorologische Variable, die neben
der Luftmassenadvektion hauptsa¨chlich von der Strahlungs- und Energiebilanz an der Erd-
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oberﬂa¨che und damit von den Oberﬂa¨cheneigenschaften beeinﬂußt wird. Aufgrund dieser
Kopplung verla¨uft die zeitliche Entwicklung der absoluten Diﬀerenzen auch anders als beim
Luftdruck in NN oder der geopotentiellen Ho¨he (Abb. 5.7). Aufgrund der prognostischen
Bestimmung der Lufttemperatur reagiert das Modellsystem bereits direkt nach der Initia-
lisierung auf die Vera¨nderungen am unteren Rand. Wegen der funktionalen Kopplung an
den unteren Rand sind weniger unterschiedliche thermodynamische Systemzusta¨nde zwi-
schen den einzelnen Modellsimulationen mo¨glich; die Summe der absoluten Diﬀerenzen
nimmt daher relativ langsam zu.
Der August steht mit sehr a¨hnlichen Entwicklungskurven stellvertretend fu¨r die Mona-
te Juni und Juli. Der steile Anstieg Anfang Mai ist auf die großen A¨nderungsraten zum
Sommerbeginn zuru¨ckzufu¨hren, wenn kleine Zeitversa¨tze große Diﬀerenzen hervorrufen.
Der sprunghafte Anstieg der ersten 48 Stunden im August geht auf die Initialisierung
mit den (Re-)Analysen aus dem untersten Modellniveau zuru¨ck, bevor sich die Energiebi-
lanz an der Erdoberﬂa¨che an die im HIRHAM4 aufgrund des Randantriebs herrschenden
Verha¨ltnisse anpaßt.
Sehr deutlich sind die Unterschiede zwischen den Diﬀerenz-Entwicklungen, wenn nur
Ozeanﬂa¨chen betrachtet werden. Aufgrund der oben geschilderten Abha¨ngigkeiten ko¨nnen
sich Unterschiede nur innerhalb begrenzter Systemzusta¨nde entwickeln. Dies gilt insbeson-
dere fu¨r die Fla¨chen u¨ber Meereis. Die typische Gruppierung der Zeitreihen ist im August
(und auch von Mai bis Juli) aufgehoben. Sie ist abha¨ngig davon, ob Meereisbedeckungs-
grade beru¨cksichtigt werden oder nicht, wie auch bereits in Abbildung 5.1 oder wie hier
im Monat Mai zu sehen. Die Unterschiede im Vergleich von ECMWFopyc000 und OBYo-
pyc000 nehmen weiter zu, da die Unterschiede in der Meereisausdehnung immer weiter
Abbildung 5.7: Mittlere zeitliche Entwicklung der Unterschiede der Lufttemperatur in 2m
Ho¨he [K] zwischen verschiedenen HIRHAM4-Simulationsrechnungen: ECMWFopyc000 minus
OBSopyc000 (blau), OBSopyc000minus OBSopyc100 (gru¨n), OBSopyc100minus OBSopyc110
(rot), ECMWFopyc000 minus OBSopyc110 (schwarz). Summe der absoluten Diﬀerenzen: Mit-
telwerte zu den SYNOP-Terminen in den Monaten Mai und August der neun verwertbaren
Simulationsjahre in 6-stu¨ndlicher Auﬂo¨sung (Linien); Standardabweichungen der Basisdaten
(neun Simulationsjahre) von den Mittelwerten (Punkte). Links: Grundlage fu¨r die Berech-
nung sind Daten eines Raumausschnitts auf dem HIRHAM4-Gitter von 11 bis 100 in x- und
11 bis 90 in y-Richtung, d.h. ohne die Randantriebszone; rechts: wie links, jedoch sind nur die
Ozeangitterpunkte beru¨cksichtigt. Der Tag 31 ist nicht dargestellt.
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Abbildung 5.8: Auswirkungen des Randantriebs auf die Lufttemperatur [K] in 2m Ho¨he,
Beispiele fu¨r 1990. Dargestellt sind jeweils die mittleren Felder vom 20. bis zum 30. Tag der
Monate Mai und August von vier unterschiedlichen Simulationsla¨ufen (Kap. 2.4, ECMWFo-
pyc000, OBSopyc000, OBSopyc100, OBSopyc110). Die dazugeho¨rigen Meereisfelder aus den
OBS- und ECMWF-Randantriebsdatensa¨tzen sind als weiße Isolinien (Bedeckungsgrade: 0.15
du¨nne Linie, 0.5 dicke Linie) eingeplottet. Das schwarze Kreuz markiert den geographischen
Nordpol. Projektion: HIRHAM4-Gitter (110×100 Gitterpunkte).
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Abbildung 5.8: Fortsetzung. Mai und August 1996.
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anwachsen.
Von besonderem Interesse ist die Entwicklung der OBSopyc100- minus OBSopyc110-
Zeitreihen. Die vera¨nderte Albedo aufgrund einer modiﬁzierten Schneeauﬂage ist die Haupt-
ursache fu¨r die kontinuierliche Zunahme der Diﬀerenzen ab dem zweiten Monatsdrittel,
wobei dieser Eﬀekt im Mai nicht ausgepra¨gt ist. Ansonsten ist die Beru¨cksichtigung von
Meereisbedeckungsgraden anstelle einer bina¨ren Meereismaske auch in diesem Fall eine
wichtige A¨nderung bei der Integration des Modellantriebs in die Simulationsrechnung.
Der vermeintliche Tagesgang in den Kurven entsteht durch den zeitlichen Versatz der
Tagesga¨nge der Lufttemperatur. Je nach SYNOP-Termin und Strahlungsklima kommt
es aufgrund der ungleichen Verteilung von Land- und Wasserﬂa¨chen im Polargebiet zu
einer Versta¨rkung oder einer Abschwa¨chung dieses Eﬀekts, was die Periodizita¨t der Kurve
erkla¨rt. Bei ausschließlicher Betrachtung der Ozeangitterpunkte nimmt der Eﬀekt ab.
Abbildung 5.9: Mittlere zeitliche Entwicklung des Anteils negativer (dicke Linien) und indif-
ferenter Gitterpunktsdiﬀerenzen (du¨nne Linien) der Lufttemperatur in 2m Ho¨he zwischen ver-
schiedenen HIRHAM4-Simulationsrechnungen: ECMWFopyc000 minus OBSopyc000 (blau),
OBYopyc000 minus OBSopyc100 (gru¨n), OBSopyc100 minus OBSopyc110 (rot), ECMWF-
opyc000 minus OBSopyc110 (schwarz). Mittel u¨ber die Monate Mai bis August der neun
verwertbaren Simulationsjahre (insgesamt 36 Monate) in 6-stu¨ndlicher Auﬂo¨sung (SYNOP-
Termine), ohne Tag 31. Die Standardabweichungen sind nur fu¨r die negativen Diﬀerenzan-
teile geplottet. Grundlage fu¨r die Berechnung sind Daten eines Raumausschnitts auf dem
HIRHAM4-Gitter von 11 bis 100 in x- und 11 bis 90 in y-Richtung, d.h. ohne die Randan-
triebszone.
Einen ra¨umlichen Eindruck der sich entwickelnden Unterschiede gibt Abbildung 5.8
exemplarisch fu¨r die letzten 10 Tage im Mai und August im negativen Meereisanomalie-
jahr 1990 und 1996 als positivem Anomaliejahr. Die Meereis Isolinien verdeutlichen den
Einﬂuß der Meereisverteilung bzw. die Abha¨ngigkeit der Lufttemperatur. Im geschlos-
senen Packeisbereich betra¨gt die Lufttemperatur bei bina¨rer Meereismaske (ECMWFo-
pyc000, OBSopyc000) etwa 271K im Mai 1990 und etwa 275K in den OBSopyc100- und
OBSopyc110-Simulationsrechnungen. Die großﬂa¨chige Meereisbedeckung reduziert den Ef-
fekt des alternativen Antriebs, weshalb zwischen den ECMWFopyc000- und OBSopyc000-
La¨ufen nur geringe Unterschiede existieren. Mit einer Zunahme der oﬀenen (wa¨rmeren)
Wasserﬂa¨che im August nehmen die Unterschiede zu, wie in diesem Beispiel insbesondere
in der sibirischen Arktis. Die Lufttemperaturen in 2m Ho¨he im Bereich der Laptewsee,
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der Ostsibirischen See und der Tschuktschensee sind bei Verwendung des OBS-Antrieb bis
zu 10K ho¨her als bei ECMWF-Antrieb. Die Meereisﬂa¨che ku¨hlt im August bereits wieder
ab. Der versta¨rkte Wa¨rmeﬂuß und die verringerte Albedo durch die verringerten Meereis-
bedeckungsgrade verursachen ho¨here Lufttemperaturen. Ein deutlicher Eﬀekt durch die
erho¨hte Albedo wegen der Schneeauﬂage bei OBSopyc110 ist nicht zu erfassen.
Die systematische Auswertung der Diﬀerenzen in Abbildung 5.9 belegt im Mittel fu¨r den
gesamten Simulationszeitraum eine erho¨hte Lufttemperatur in den Vergleichsdatensa¨tzen
fu¨r den Fall, daß eine A¨nderung in der Meereisbehandlung im HIRHAM4 vorgenommen
wird (OBSopyc000 vs. OBSopyc110 und ECMWFopyc000 vs. OBSopyc110) von u¨ber 60%
zu jedem Zeitpunkt. Die beiden u¨brigen Vergleiche weisen nach einer Anpassungszeit von
etwa 10 Tagen eine Gleichverteilung positiver und negativer Diﬀerenzen auf, wobei indif-
ferente Lufttemperaturen kaum vorkommen.
Den Eﬀekt der erho¨hten Lufttemperaturen durch die OBS-Nutzung und die Simula-
tionsoptionen faßt Abbildung 5.10 zusammen. Die mittlere absolute Diﬀerenz der Luft-
temperaturen in 2m Ho¨he betra¨gt hier 1.7 K; u¨ber alle Simulationsjahre ist |d| =1.1K.
Dieser Eﬀekt beschra¨nkt sich aufgrund der Wirksamkeit der durchgefu¨hrten Vera¨nderun-
gen am unteren Randantrieb prima¨r auf den Ozeanbereich. Deutlich zu sehen sind auch
die Versa¨tze an den Monatsu¨berga¨ngen wegen der Modellinitialisierung und die sinken-
den Lufttemperaturen Ende August u¨ber den Ozeanﬂa¨chen. Da im Mittel die ECMWF-
Meeresoberﬂa¨chentemperaturen im Nordatlantik um etwa 2K ho¨her sind als diejenigen des
OBS-Antriebs (Abb. 4.17), sind die beschriebenen Eﬀekte hauptsa¨chlich auf die Prozesse
in den Randmeeren und die Meereisbereiche zuru¨ckzufu¨hren.
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Abbildung 5.10: Zeitreihe der ra¨umlichen Mittel der Lufttemperatur in 2m Ho¨he [K].
HIRHAM4-Simulationsrechnungen: ECMWFopyc000 (blau) und OBSopyc110 (rot), Mai bis
Oktober 1990, SYNOP-Termine; langja¨hrig (neun bzw. drei Simulationsjahre) gemittelte Mo-
natsmittel: ECMWFopyc000 (Kreuz) und OBSopyc110 (Raute). Links: Bezugsﬂa¨che sind
Ozeangitterpunkte, rechts: siehe links, jedoch Landgitterpunkte. Grundlage fu¨r die Berech-
nung sind Daten eines Raumausschnitts auf dem HIRHAM4-Gitter von 11 bis 100 in x- und
11 bis 90 in y-Richtung, d.h. ohne die Randantriebszone. Der Tag 31 ist nicht dargestellt.
Zur Validierung der Lufttemperatur in 2m Ho¨he werden Monatsmittel fu¨r Mai und Au-
gust 1990 aus dem POLES-Datensatz mit den Ergebnissen der HIRHAM4-Simulations-
rechnungen verglichen. Die Datenbasis bilden die Temperaturfelder zum 12 UTC-Termin.
Ein Vergleich der Felder auf Terminbasis zeigt große Diﬀerenzen, da das HIRHAM4-
Lufttemperaturfeld sehr stark durch den jeweiligen Gesamtbedeckungsgrad beeinﬂußt ist,
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Abbildung 5.11: Vergleich der Monatsmittel der Lufttemperatur in 2m Ho¨he [K], Mai
und August, 1990. Linke Spalte: POLES-Beobachtungsdaten; mittlere und rechte Spal-
ten: HIRHAM4-Simulationsergebnisse (ECMWFopyc000, OBSopyc000, OBSopyc100, OBSo-
pyc110). Die Meereisfelder aus dem OBS-Randantriebsdatensatz sind als weiße Isolinien (0.15
Meereisbedeckungsgrad) eingeplottet. Aufgrund der geometrischen Auﬂo¨sung der POLES-
Ausgangsdaten entsteht durch die Kombination der HIRHAM4- und der POLES-Landmaske
eine degradierter Ku¨stenlinienverlauf auf dem HIRHAM4-Gitter. Das schwarze Kreuz markiert
den geographischen Nordpol. Basisdaten sind die Felder zum 12 UTC-Termin. Projektion:
HIRHAM4-Gitter (110×100 Gitterpunkte).
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dieser Eﬀekt ist in den POLES-Beobachtungen nicht enthalten (Daten nicht gezeigt). Die
POLES-Daten weisen allgemein ra¨umlich sehr homogene Lufttemperaturverteilungen u¨ber
Meereis auf.
In Erga¨nzung zu den POLES/HIRHAM-Vergleichen in Rinke et al. (2003) (Abb. 8 und
9) sind die HIRHAM4-Lufttemperaturen der ECMWFopyc000- und OBSopyc000-La¨ufe in
relativ guter U¨bereinstimmung mit den Beobachtungsdaten, wenngleich der Bereich niedri-
ger Lufttemperatur zwischen dem kanadischen Archipel und der Karasee nicht vollsta¨ndig
reproduziert werden kann (Abb. 5.11). Wegen allgemein ho¨herer Lufttemperaturen ist die
U¨bereinstimmung beim Vergleich mit den OBSopyc100- bzw. OBSopyc110-Ergebnissen
im Mai 1990 am schlechtesten. Die interpolierten POLES Meßdaten werden um bis zu 6K
u¨berschritten. Wesentlich bessere U¨bereinstimmungen werden im August u¨ber geschlosse-
nen Meereisﬂa¨chen erzielt, hier sind die Lufttemperaturen in den ECMWFopyc000- und
OBSopyc000-Ergebnissen um etwa 2K zu niedrig.
Die eingeplotteten Eisra¨nder verdeutlichen die oﬀenbar fehlerhaft zu niedrigen Tempe-
raturen in den POLES Daten in den sibirischen Randmeeren und im Nordatlantik. Die
Ursache hierfu¨r sind die stations- und bojenbasierten Beobachtungsdaten, dabei liegen
u¨ber oﬀenen Wasserﬂa¨chen keine Informationen vor (Rigor et al. (2000), Abb. 1 zur Stati-
onsverteilung). Im POLES August-Lufttemperaturfeld ist z.B. deutlich ein kreisfo¨rmiger
Bereich erho¨hter Temperatur im Bereich der Insel Jan Mayen mit einer Beobachtungsstati-
on (WMO-Code 01001, s.o.) zu erkennen. Das Band von etwa 275K zwischen Svalbard und
Nord-Norwegen resultiert auf Messungen auf der Ba¨ren-Insel. Die erho¨hten Temperaturen
entlang der Ku¨sten ergeben sich aus der Interpolation u¨ber die Ku¨stenlinien hinweg.
Ein Vergleich der Zeitreihen der ra¨umlichen Monatsmittel der Lufttemperatur in 2m
Ho¨he zum 12 UTC-Termin u¨ber meereisbedeckten Ozeangebieten (Meereisbedeckungs-
grad ≥0.15 in den OBS-Randantriebsdaten) u¨ber die Monate Mai bis Oktober aller neun
Simulationszeitra¨ume besta¨tigt diese Ergebnisse (Daten nicht gezeigt). Die OBSopyc100-
bzw. OBYopyc110-Simulationsla¨ufe heben sich deutlich von den ECMWFopyc000- und
OBSopyc000-La¨ufen ab. Die POLES-Temperaturen sind im Mittel im Mai mit x¯ =265.8K
deutlich niedriger als die ECMWFopyc000 /OBSopyc110-Ergebnisse mit x¯ =269.6K und
x¯ =270.2K. In den Monaten Juni bis August ist die U¨bereinstimmung am besten, wobei
die POLES-Lufttemperaturen im Mittel mit x¯ =272.8K / x¯ =274.2K im Juni / Juli etwa
0.5K bis 1.0K u¨ber den OBSopyc100 /OBSopyc110 und diese wiederum u¨ber den ECM-
WFopyc000 /OBSopyc000-Simulationsergebenissen liegen. Das Lufttemperatur-Maximum
wird im Juli erreicht. Fu¨r die Jahre 1990, 1995 und 1996 liegen die Modelltemperatu-
ren in den Monaten September und Oktober innerhalb einer Wertespanne von ±1.5K
um die POLES-Temperaturen (x¯POLESSep =267.4K / x¯POLESOkt =258.7K). Lediglich die
ECMWFopyc000-La¨ufe weisen, wie auch von Mai bis August, die vergleichsweise nied-
rigsten Temperaturen auf (x¯ECMWFopyc000 =264.3K / x¯ECMWFopyc000 =251.8K) im Sep-
tember /Oktober. Die Mittel der ra¨umlichen Standardabweichung der Monatsmittel u¨ber
Meereis (s.o., Daten nicht gezeigt) sind in diesem Zusammenhang bei den POLES-Daten
von Mai bis August ebenfalls am gro¨ßten (x¯POLES =1.84K vs. x¯HIRHAM4Sim. =1.07K), d.h.
die mittleren HIRHAM4-Lufttemperaturfelder u¨ber Meereis sind ra¨umlich homogener als
die POLES-Beobachtungsdaten.
Der Vergleich mit NP- und HARA-RASO-Daten im 850 hPa Niveau (Abb. 5.12, 5.13)
dient der Herleitung der Beeinﬂussung der Lufttemperatur durch den OBS-Antrieb, jedoch
losgelo¨st vom direkten Einﬂuß der unterliegenden Oberﬂa¨chen. Der Vergleich ist konform
mit dem in Abbildung 5.5 und 5.6 zur Bewertung des Luftdruck in NN und der geopo-
tentiellen Ho¨he aufgebaut. Unterschiede zwischen den einzelnen Simulationsla¨ufen ko¨nnen
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5.1 Großra¨umige Dynamik und Thermodynamik
Abbildung 5.12: Vergleich der Monatsmittel der Lufttemperatur im 850hPa Niveau
[K] der Beobachtungsdaten von vier ausgewa¨hlten RASO-Stationen mit HIRHAM4-
Simulationsergebnissen. Fu¨r Details zur Darstellung siehe Abbildung 5.5.
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Abbildung 5.13: Vergleich der Lufttemperatur [K] im 850hPa Niveau zum 12
UTC-Termin. Beobachtungsdaten der NP-28 und NP-31 Driftstationen und HIRHAM4-
Simulationsergebnisse (links: ECMWFopyc000, rechts: OBSopyc110) der Monate Mai bis Au-
gust der Jahre 1986 (gru¨n) und 1987 (blau) und Mai bis Juli 1990 (rot). Bei 42% der Termine
weisen die RASO-Daten Lu¨cken auf.
anhand der Monatsmittel nicht festgestellt werden. Die mittlere absolute Abweichung der
Lufttemperatur im 850 hPa Niveau betra¨gt u¨ber alle Simulationsla¨ufe und Monate an den
vier betrachteten RASO-Stationen ¯|x| =2.34K. Wie bei den Vergleichen der geopotentiel-
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len Ho¨he und des Luftdruck in NN sind auch in diesem Falle die Abweichungen und die
Streuung in Randna¨he (01001 und 70026) geringer als im Bereich der sibirischen Arktis
(20292, 21432) oder an den NP-28 / 31-Stationen (Abb. 5.13).
Generell berechnet HIRHAM4 relativ zu den RASO-Daten zu hohe Lufttemperaturen
im 850 hPa Niveau, die Abweichungen nehmen in Abbildung 5.12 jedoch tendentiell von
Mai bis August ab, und auch in Abbildung 5.13 weist die Regressionsgerade bei zuneh-
menden Temperaturen auf eine bessere U¨bereinstimmung hin. Diese Feststellung stimmt
mit den POLES-Vergleichen u¨berein, bei denen insbesondere im Mai zu hohe HIRHAM4-
Temperaturen festgestellt werden. Die Erwa¨rmung der Atmospha¨re wa¨hrend des Sommers
ist in den RASO-Monatsmitteln sehr deutlich sichtbar an der raschen Temperaturzunahme
von Mai bis Juni.
5.2 Zyklonenaktivita¨t
Zur Bewertung des Einﬂusses der Meereisverteilung bzw. des unteren Randantriebs und
der Modelleinstellungen auf die Zyklonenaktivita¨t, werden zuna¨chst die Zykloneneigen-
schaften Kerndruck, Intensita¨t und Zuggeschwindigkeit verglichen. Die Auswirkungen der
ra¨umlichen Unterschiede der Meereisbedeckung werden bei der Betrachtung der ra¨umli-
chen Verteilung der Zyklonenaktivita¨t und der Zugbahnverteilung deutlich. Die Wirkung
kleinra¨umiger Meereiseigenschaften auf die Zyklonenaktivita¨t wird in einer lagrange’schen
Betrachtung analysiert. Auf das spezielle Problemfeld der polaren Mesozyklonen (”Polar
Lows“) wird in dieser Arbeit nicht eingegangen.
Bei den folgenden Untersuchungen sind die Basisdaten 6-stu¨ndliche Felder des Luftdruck
in NN der unterschiedlichen HIRHAM4-Simulationsrechnungen. Bei einem Unterschreiten
der Mindestlebensdauer pro System von 5 SYNOP-Terminen werden die Ereignisse eines
Tiefdrucksystems zuru¨ckgewiesen. Gro¨nland ist bei allen Analysen wegen mo¨glicher Luft-
druckreduktionsprobleme ausmaskiert. Aufgrund der initialisierungsbedingten Spru¨nge im
Luftdruckfeld bei einem Monatswechsel und des ra¨umlich begrenzten Modellgebiets, das
wichtige Bereiche der nordatlantischen Zyklonenzugbahnen in Zusammenhang mit dem
Islandtief nicht entha¨lt, sind Aussagen zur Lebensdauer nicht sinnvoll. Der begrenzte
Randbereich erschwert auch eine zusammenha¨ngende Zyklonenverfolgung, insbesondere
im Bereich der Arktikfront u¨ber Westsibirien.
Auf eine Validierung der Ergebnisse der Zyklonenstatistik wird an dieser Stelle ver-
zichtet, die allgemeine Vorgehensweise ist ansatzweise im Anhang A.1 validiert. Eine
Validierungsmo¨glichkeit wa¨re die Auswertung der Wetterbeobachtungen der vorhandenen
SYNOP-Daten, sowie der Druck-, Wind- und Temperaturzeitreihen, gekoppelt an die Er-
gebnisse der Zyklonenstatistik fu¨r das jeweilige Gebiet. Einen a¨hnlichen Ansatz verfolgen
z.B. Hudak und Young (2002).
5.2.1 Zykloneneigenschaften
Die relative Ha¨uﬁgkeitsverteilung des Kerndrucks (Abb. 5.14) gleicht anna¨hernd einer
Normalverteilung, dies ist auch typisch fu¨r alle nicht gezeigten Verteilungen. Die Unter-
schiede in der Klassenbesetzung zwischen den unterschiedlichen Simulationsrechnungen
fu¨r das arktisweit negative Meereisanomaliejahr 1995 mit signiﬁkanten Unterschieden in
den unteren Randantriebsdaten sind gering. Die Klasse von 992 hPa bis 996 hPa ist bei
allen La¨ufen am sta¨rksten besetzt. Speziﬁsche Gemeinsamkeiten, wie sie sich auch bei
den Druckfeldvergleichen in Kapitel 5.1.1 zeigen, sind methodisch bedingt auch in der Zy-
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klonenstatistik zu sehen. Die ECMWFopyc000- und OBSopyc000-Simulationsrechnungen
weisen zumindest teilweise a¨hnliche Zykloneneigenschaften auf. Generell ist jedoch kei-
ne systematische Vera¨nderung der Zykloneneigenschaften zu erfassen. Abweichungen von
3% werden nicht u¨berschritten. Vergleichbare Ergebnisse erzielen Maslanik et al. (2000)
bei einem a¨hnlichen Vergleich unterschiedlicher Simulationsergebnisse mit dem gekopplten
ARCSyM fu¨r den Sommer 1990. Auch hier sind die Unterschiede bei gea¨ndertem unteren
Rand in der hier gezeigten Gro¨ßenordnung.
Ein Vergleich der Histogramme u¨ber alle neun Simulationsjahre von jeweils Mai bis
August weist noch geringere Unterschiede auf, Maxima liegen unter 1% (Daten nicht ge-
zeigt). Die Klasse zwischen 996 hPa und 1000 hPa ist im Mittel u¨ber alle Simulationsrech-
nungen mit 21.5% am sta¨rksten besetzt. Ein Kerndruckvergleich zwischen den einzelnen
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Abbildung 5.14: Relative Ha¨uﬁgkeitsverteilung [%] des Zyklonenkerndrucks [hPa], der
Zyklonenintensita¨t [hPa] und der Zuggeschwindigkeit [kmh−1]. Datengrundlage sind al-
le Tiefdruckereignisse von Mai bis Oktober 1995 einer Zyklonenstatistik basierend auf
den ECMWFopyc000- (gru¨ne Dreiecke, 1851 Tiefdruckereignisse), OBSopyc000- (blaue
Rauten, 1755 Tiefdruckereignisse), OBSopyc100- (rote Sterne, 1817 Tiefdruckereignis-
se) und OBSopyc110- (schwarze Schra¨gkreuze, 1739 Tiefdruckereignisse) HIRHAM4-
Simulationsrechnungen. Tiefdrucksysteme mit einer Lebensdauer von weniger als 30 Stunden
bleiben in der Auswertung unberu¨cksichtigt. Gro¨nland ist ausmaskiert. Die a¨ußeren Klassen
sind oﬀen. Die Klassenbreite betra¨gt 4 hPa, 1 hPa und 5 kmh−1.
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Sommermonaten bei einer Zusammenfassung der Eigenschaften aller Systeme wa¨hrend
neun Simulationsjahren (Daten nicht gezeigt) zeigt von Mai bis August keine Verschie-
bung der relativen Ha¨uﬁgkeiten hin zu Klassen mit niedrigerem Kerndruck, wie sie sich
in Kapitel 3.2.1 in Abbildung 3.8 in den NCEP/NCAR-basierten Zyklonenstatistiken an-
deuten. Deutlich ist jedoch eine gro¨ßere Varianz im U¨bergangsmonat Mai, wenn sich die
sommerlichen Zirkulationsstrukturen ausbilden. Bei einem Vergleich der relativen Ha¨uﬁg-
keitsverteilungen des Kerndrucks der ECMWFopyc000- und OBSopyc110-Simulationsla¨ufe
innerhalb einzelner Monate – gruppiert nach positiven (1983, 1986, 1987, 1996) und ne-
gativen (1990, 1991,1993, 1995) arktisweiten Meereisanomalien (Kap. 3.1.2, Abb. 3.4) –
zeigt sich unabha¨ngig vom Anomaliezustand tendentiell eine Zunahme der Varianz bei
OBSopyc110 und insbesondere eine Verschiebung in der Klassenbesetzung um eine Klasse
hin zu niedrigeren Kerndru¨cken (Daten nicht gezeigt). Die Unterschiede betragen dabei
teilweise (z.B. im August) bis zu 4%.
Das Intensita¨tsmaß errechnet sich als der arithmetische Mittelwert von zwei Druckgra-
dienten zwischen dem als Zyklonenzentrum identiﬁzierten Gitterpunkt des Luftdruck in
NN Feldes und in diesem Falle zwei Punkten in einer Entfernung von 10 Gitterpunkten,
d.h. 500 km, in x- und y-Richtung auf dem HIRHAM4-Gitter. Die im Mittel im Jahr 1995
u¨ber alle Tiefdruckereignisse mit einer relativen Ha¨uﬁgkeit von etwa 13.5% am ha¨uﬁg-
sten besetzte Klasse der linksschiefen Verteilung reicht von 6 hPa bis 7 hPa (Abb. 5.14).
Die bei einem Luftdruckgradienten von 6.5 hPa pro 500 km wirkende Druckgradientkraft
entspricht bei gradlinigen, parallelen Isobaren in 80◦N einem geostrophischen Wind von et-
wa 7m s−1 (25.2 kmh−1). Maximale Druckgradienten von 20 hPa auf 500 km verursachen
geostrophische Winde von etwa 21.6m s−1. Das mit der Zyklone assoziierte bodennahe
Windfeld ist dabei entscheidend fu¨r die Schubspannung an der Eisoberﬂa¨che und damit
relevant fu¨r die windinduzierte Meereisdrift sowie teilweise fu¨r die mechanische Belastung
des Meereisko¨rpers (Kap. 1.1).
Die gezeigte Ha¨uﬁgkeitsverteilung ist repra¨sentativ fu¨r die mittlere Verteilung, die sich
bei der Untersuchung aller registrierter Tiefdruckereignisse innerhalb der Monate Mai bis
August wa¨hrend der neun Simulationsjahre ergibt (Daten nicht gezeigt). Bei der Betrach-
tung einzelner Monate ergibt sich – a¨hnlich wie bei den Kerndruckanalysen – bei dem
Vergleich von ECMWFopyc000 mit OBSopyc110 Daten eine Abnahme der Besetzung der
ha¨uﬁgsten Klasse mit einer Tendenz zu Klassen, die sta¨rkere Intensita¨ten und damit Druck-
gradientkra¨fte repra¨sentieren. Die Unterschiede liegen jedoch nicht u¨ber 2% (Daten nicht
gezeigt). Die ebenfalls abgeleiteten Formparameter (Kap. A.1) werden an dieser Stelle
nicht untersucht. Das vermehrte Auftreten oﬀener Wasserﬂa¨chen scheint nur einen unter-
geordneten Einﬂuß auf die mittleren Zykloneneigenschaften zu haben. Aufgrund der relativ
geringen horizontalen Temperaturgradienten fu¨hren die Wasserﬂa¨chen in der OBS-La¨ufen
oﬀenbar nicht zu einer versta¨rkten Labilita¨t und Baroklinita¨t, die intensivere Zyklonen
vermuten lassen wu¨rde.
Dierer und Schlu¨nzen (2001) stellen mit Hilfe einer hochauﬂo¨senden Simulation eines
winterlichen Zyklonendurchzugs in der Framstraße fest, daß eine voll entwickelte Zyklone
zwar einen deutlichen Einﬂuß auf die unterliegende Meereisdecke haben kann (mecha-
nische Belastung, Auﬂockerung), die Zyklonenstruktur und die Zugbahn wird durch die
Meereisverteilung allerings nur geringfu¨gig beeinﬂußt (s. auch Kap. 5.2.5).
Das Histogramm der Zuggeschwindigkeit, mit einem deutlichen Maximum in der Klas-
se von 15 kmh−1 bis 20 kmh−1, ergibt sich u.a. wegen der diskreten, gittergebundenen
Berechnung der Verlagerungsdistanz zwischen aufeinanderfolgenden Zeitschritten, daraus
ergibt sich eine endliche Anzahl von mittleren mo¨glichen Zuggeschwindigkeiten – eine
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Abbildung 5.15: Anzahl registrierter Tiefdruckereignisse pro Monat in der Arktis (gesamtes
HIRHAM4-Modellgebiet) und im Bereich der Laptewsee fu¨r neun Simulationsjahre (Mai bis
August) und Diﬀerenzen zwischen den verschiedenen Simulationsrechnungen. Datengrundla-
ge sind alle Tiefdruckereignisse einer Zyklonenstatistik basierend auf den ECMWFopyc000-
(gru¨ne Dreiecke), OBSopyc000- (blaue Rauten), OBSopyc100- (rote Sterne) und OBSopyc110-
(schwarze Schra¨gkreuze) HIRHAM4-Simulationsrechnungen. Beru¨cksichtigt sind Tiefdrucksy-
steme mit einer Lebensdauer von mehr als vier SYNOP-Terminen. Gro¨nland bleibt bei den
Datensatzabfragen unberu¨cksichtigt.
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gleichfo¨rmige Verlagerung vorausgesetzt (Abb. 5.14). Erwartungsgema¨ß mu¨ßte die Klasse
von 20 kmh−1 bis 25 kmh−1 mit etwa 20% besetzt sein.
5.2.2 Zyklonenha¨uﬁgkeit
Die Anzahl registrierter Tiefdruckereignisse ist ein eindeutiger Indikator fu¨r die synopti-
sche Aktivita¨t in einer Region. Die Zyklonenanzahlen fu¨r die Laptewsee in Abbildung 5.15
stimmen qualitativ gut mit denjenigen in Kapitel 3.2 (Abb. 3.9) auf NCEP/NCAR-Basis
u¨berein. Dieser Vergleich ist mo¨glich, da der Laptewsee-Abfragebereich (1892 Gitterpunk-
te, 4.73·106 km2, nicht gezeigt) in seiner ra¨umlichen Abdeckung etwa demjenigen, der
fu¨r die NCEP/NCAR basierten Zyklonenstatistik verwendet wird (Abb. 3.1), entspricht.
Auﬀa¨llig sind die Sommer-Maxima in den Zyklonen-Zeitreihen der Laptewsee und die
Minima u¨ber der Arktis.
Die Ergebnisse der Vergleiche der verschiedenen Simulationsergebnisse sind – daten-
bedingt – vergleichbar mit den Analysen zur Vera¨nderung des Druckfeldes (Kap. 5.1.1).
Die Vera¨nderung der Meereiseigenschaften (Bedeckungsgrade anstelle einer bina¨ren Eis-
maske, opyc000 zu opyc100) hat gro¨ßere Auswirkungen als z.B. die Vera¨nderung der
Meereisausdehnung (ECMWF zu OBS). Neben dem unterschiedlichen Diﬀerenzzeitrei-
hen zeigt sich dies auch in einer Wertegruppierung in den Ausgangsdaten (oberste Rei-
he, Abbildung 5.15). Die mittlere absolute Abweichung fu¨r den ECWMFopyc000 mi-
nus OBSopyc000-Vergleich betra¨gt fu¨r die Arktis / Laptewsee |d| =16.25 / |d| =8.75 Er-
eignisse, bei dem Vergleich ECWMFopyc000 minus OBSopyc110 sind es beispielsweise
|d| =24.22 / |d| =15.33 Ereignisse. Bei fast allen Vergleichen gilt sowohl fu¨r die Laptewsee
als auch die Arktis, ein U¨berwiegen positiver Diﬀerenzen. Die Mittelwerte u¨ber 36 Mo-
nate der Ausgangsdaten sind dabei zwischen den verschiedenen Simulationsrechnungen
anna¨hernd gleich. Fu¨r die Laptewsee gilt x¯ =92Ereignisse pro Monat (s =2Ereignisse)
und fu¨r die Arktis x¯ =280Ereignisse pro Monat (s =4.6Ereignisse). Die auf den OB-
Sopyc110 Simulationsrechnungen basierenden Zyklonenstatistiken haben die geringsten
langja¨hrigen Mittelwerte.
Die Unterschiede der meereisbedeckten Fla¨che bzw. der Meereisausdehnung zwischen
den ECMWF- und OBS-Antriebsdaten scheinen sich nicht systematisch auf das Vorkom-
men von Tiefdrucksystemen auszuwirken. Geringere Diﬀerenzen der Meereisfelder im Mo-
nat Mai resultieren z.B. nicht in verminderten Unterschieden der Zyklonenaktivita¨t.
5.2.3 Ra¨umliche Verteilung
Wegen der signiﬁkanten Verlagerungen in den Luftdruckfeldern (Kap. 5.1.1) und den Er-
gebnissen in Kapitel 5.2.2, ist zu erwarten, daß die ra¨umliche Verteilung der Zyklonenak-
tivita¨t ebenfalls durch den alternativen Antrieb und die OPYC-Einstellungen vera¨ndert
wird.
Im Vergleich zur ra¨umlichen Verteilung, wie sie mit der NCEP/NCAR basierten Zyklo-
nenstatistik abgeleitet ist (Kap. 3.2.3, Abb. 3.11), reproduziert HIRHAM4 die ra¨umliche
Verteilung der Zyklonenaktivita¨t in Abbildung 5.16 (obere Abbildungsreihe) gut. Die im
Sommer abgeschwa¨chte Zyklonenzugbahn im Bereich des Nordatlantik in Zusammenhang
mit dem Island-Tief wird ebenso wiedergegeben wie die versta¨rkte Zyklonenaktivita¨t im
Bereich der sommerlichen Arktikfront u¨ber Nordsibirien. Auﬀa¨llig ist hierbei die Zyklo-
nenzugbahn im Bereich der Laptewsee in den Zyklolyse-Bereich in der zentralen Arktis,
der maximale Summen von u¨ber sieben Ereignissen pro Monat aufweist. In den 10 Git-
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Differenz Zyklonenanzahl
Abbildung 5.16: Ra¨umliche Verteilung von Tiefdruckereignissen (ECMWFopyc000) und Un-
terschiede in der Verteilung zwischen HIRHAM4-Simulationsergebnissen (ECMWFopyc000
minus OBSopyc000, OBSopyc000 minus OBSopyc100, OBSopyc100 minus OBSopyc110,
ECMWFopyc000 minus OBSopyc110). U¨ber alle 9 Simulationsjahre gemittelte Monatsmit-
tel der Monatssummen der Anzahl der Tiefdruckereignisse pro Gitterpunkt; je 10×10 Git-
terpunkte sind zu einer Bezugsﬂa¨che von 500 km×500km und einer kumulativen Summe
zusammengefaßt. Beru¨cksichtigt sind Tiefdrucksysteme mit einer Lebensdauer von mehr als
vier SYNOP-Terminen. Gro¨nland ist ausmaskiert, hellgraue Fla¨chen kennzeichnen den Wert
null. Das schwarze Kreuz markiert den geographischen Nordpol. Projektion: HIRHAM4-Gitter
(110×100 Gitterpunkte). Datengrundlage: Zyklonenstatistik basierend auf Feldern des Luft-
druck in NN der HIRHAM4-Simulationsrechnungen.
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terpunkte umfassenden Randantriebszonen, die mit den a¨ußeren Boxen zusammenfallen,
werden einerseits aufgrund der mittleren meteorologischen Verha¨ltnisse und andererseits
durch Schwierigkeiten mit der Erfassung von einwandernden oder neu gebildeten Tief-
drucksystemen im Randbereich weniger Ereignisse registriert. Wegen der starken Beein-
ﬂussung durch den seitlichen Randantrieb sind dies bei den Diﬀerenzabbildungen der un-
terschiedlichen Simulationsergebnisse diejenigen Bereiche mit den geringsten Diﬀerenzen.
Die Unterschiede in der ra¨umlichen Verteilung der Zyklonenaktivita¨t, die sich in den
Diﬀerenzfeldern zeigen, sind nicht eindeutig und sehr schwer zu systematisieren. Dies ist
in U¨bereinstimmung mit den vorangehenden Ergebnissen. Die Bildung von Kompositen,
d.h. die Klassiﬁzierung und Zusammenfassung der Simulationsergebnisse einzelner Jahre
bzw. Monate, basierend auf positiven oder negativen Meereisanomalien ergibt aufgrund
der relativ geringen Anzahl an Realisierungen ebenfalls keine eindeutigen Wirkungszusam-
menha¨nge (Daten nicht gezeigt).
Im no¨rdlichen Bereich der ostsibirischen Randmeere wird die Zyklonenanzahl in den
ECMWFopyc000-Simulationsrechnungen oftmals unterscha¨tzt, außer im Monat Mai, wo
bei dem ECMWFopyc000 /OBSopyc000-Vergleich große Diﬀerenzen bestehen. Bei Ver-
gleichen der Simulationsrechnungen, die auf einem unterschiedlichen Randantreib basie-
ren, scheinen die negativen Diﬀerenzen, im Bereich der im OBS-Antrieb eisfreien Fla¨chen,
eine einheitliche Struktur zu sein. Im Gegenzug ist die Zyklonenanzahl der OBSopyc000-
und OBSopyc110-La¨ufe in den zentralen Gebieten geringer als diejenige auf Grundlage
der ECMWFopyc000-Rechnungen. Die qualitativ geringsten Unterschiede treten bei dem
OBSopyc100- und OBSopyc110-Vergleichen auf. Im Falle der OBSopyc000 /OBSopyc100-
Vergleiche sind die maximalen Unterschiede ebenfalls auf die o¨stliche Arktis konzentriert.
Die grundlegende mittlere ra¨umliche Verteilung a¨ndert sich zwischen den verschiedenen
La¨ufen jedoch nicht.
5.2.4 Zugbahnverteilung in ausgewa¨hlten Monaten 1995
Um zu sehen, wie sich die A¨nderung der ra¨umlichen Verteilung der Zyklonenaktivita¨t
(Abb. 5.16) in der Zugbahnverteilung einzelner Tiefdrucksysteme in den verschiedenen
Simulationsrechnungen widerspiegelt, sind in Abbildung 5.17 Zugbahnen fu¨r die Mona-
te Mai und Juni sowie August und September fu¨r das Jahr 1995 und die dazugeho¨rige
Meereisausdehnung dargestellt. Das Jahr 1995 eignet sich sehr gut, da die Diﬀerenzen
der meereisbedeckten Fla¨che bzw. der Meereisausdehnung in den OBS- und ECMWF-
Randantriebsdaten maximale Unterschiede im August und September und relativ geringe
Diﬀerenzen mit deutlich ausgepra¨gten Polynjen im OBS-Antrieb im Mai und Juni aufwei-
sen (Abb. 4.24 und 4.25). Neben der Westlichen Neusibirischen Polynja und der Neusi-
birischen Polynja sind insbesondere die North Water Polynja in der no¨rdlichen Baﬃnbai
su¨dlich der Ellesmereinsel und die Ku¨stenpolynjen westlich der Banksinsel in der westli-
chen Beaufortsee im Juni stark ausgepra¨gt (Winsor und Bjo¨rk , 2000). Zusa¨tzlich zu dem
identischen seitlichem Randantrieb schaﬀt die Modellinitialisierung zum Monatsanfang
kontrollierte Bedingungen fu¨r die Szenarien.
Aufgrund der schwierigen Verfolgung der sommerlichen Tiefs, die im Vergleich zu den
winterlichen Systemen eine geringere Intensita¨t aufweisen, muß davon ausgegangen wer-
den, daß die tatsa¨chlichen Zugbahnen bei einer la¨ngeren Lebensdauer der Systeme la¨nger
sind, was im Zuge des automatisierten Verfahrens allerdings aufwendig rekonstruierbar
wa¨re. Lange Zugbahnen, wie sie z.B. mit manuellen Auswertemethoden in LeDrew (1988)
gezeigt sind, legen diese Vermutung nahe. Andererseits stellt Kirchga¨ßner (1998) mit ei-
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Abbildung 5.17: Zyklonenzugbahnen fu¨r die Monate Mai / Juni und August / September
des negativen Meereisanomaliejahres 1995 und die Monatsmittel der Meereisbedeckungs-
grade (Isolinie bei 0.5) fu¨r die verschiedenen HIRHAM4-Simulationsrechnungen. Rote Zug-
bahnen / durchgezogene Meereisgrenze: Juni und September, blaue Zugbahnen / gestrichelte
Meereisgrenze: Mai und August. Beru¨cksichtigt sind Tiefdrucksysteme mit einer Lebensdauer
von mehr als vier SYNOP-Terminen. Raute: Zyklogenese, Quadrat: Zyklolyse; Zugbahnen,
die ohne Symbol enden, geho¨ren zu Systemen, die in den Raumausschnitt hinein- bzw. hin-
auswandern oder teilweise zum Vor- bzw. Folgemonat za¨hlen. Projektion: HIRHAM4-Gitter
(110×100 Gitterpunkte). Gro¨nland ist ausmaskiert. Das schwarze Kreuz markiert den geogra-
phischen Nordpol. Datengrundlage: Zyklonenstatistik basierend auf Luftdruckfeldern in NN
der HIRHAM4-Simulationsrechnungen.
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nem halbautomatischen Verfahren zur Erfassung und Verfolgung von Zyklonen u¨ber der
Arktis eine Zyklonenlebensdauer von weniger als 3 Tagen fu¨r 75% aller Zyklonen wa¨hrend
des Sommers (April bis Oktober, 1987 bis 1991) fest. Dies ist ein Ergebnis, das mit den
hier vorgestellten Zugbahnen gut u¨bereinstimmt.
In den Monaten Mai und Juni ist die Aktivita¨t im Bereich der nordatlantischen Zyklo-
nenzugbahn gering. U¨ber Nordsibirien bildet sich die Arktikfront aus, was vermutlich zu
der erho¨hten Aktivita¨t im Bereich der Laptewsee fu¨hrt. Ob die Zyklogenesen im Rand-
bereich auf frontogenetische Prozesse an dieser Frontalzone zuru¨ckzufu¨hren sind oder auf
die erstmalige Erfassung der Zyklonen nach dem Einwandern in das Modellgebiet, kann
an dieser Stelle nicht beantwortet werden. In diesem Zusammenhang fallen die a¨hnlichen
Zugbahnen in den stark vom seitlichen Randantrieb beeinﬂussten Randbereichen des Mo-
dellgebiets auf. Die Zugbahnverteilungen fu¨r 1990 (Daten nicht gezeigt) – mit a¨hnlichen
Meereisunterschieden in den ECMWF- und OBS-Antriebsdaten wie 1995 – weisen wie
1995 bei den OBSopyc100- und OBSopyc110-La¨ufen eine scheinbar weitra¨umigere, weni-
ger gedra¨ngte Zugbahndichte auf. Die anomal hohe Zyklonenaktivita¨t im Mai 1990, die
mitverantwortlich fu¨r die negative Meereisanomalie im Spa¨tsommer in der ostsibirischen
Arktis resp. der Laptewsee war (Maslanik et al., 2000), wird dabei von HIRHAM4 ex-
akt erfaßt (Daten nicht gezeigt). Die Anzahl der registrierten Ereignisse u¨ber der Arktis
ist im Mai 1995 anna¨hernd gleich zwischen den unterschiedlichen Simulationsrechnungen
(Abb. 5.15); die maximale Abweichung betra¨gt im Juni 1995 zwischen den OBSopyc000-
und den OBSopyc110-Ergebnissen etwa 50 Ereignisse. Ursache hierfu¨r ist die versta¨rkte
Zyklonenaktivita¨t im Bereich der zentralen Arktis im OBSopyc000-Simulationslauf.
Die qualitativen Unterschiede zwischen den verschiedenen La¨ufen sind im August und
September weniger groß. Es kommt hauptsa¨chlich im September zu einer Versta¨rkung des
nordatlantischen Zugbahnbereichs und einer scheinbaren Konzentration der Zugbahnen
u¨ber den oﬀenen Wasserﬂa¨chen der sibirischen Randmeere. Die Tendenz in die zentrale
Arktis einzuwandern nimmt dabei von den ECMWFopyc000- zu den OBSopyc110-La¨ufen
ab. Im August ist die Zugbahnverteilung homogener u¨ber das arktische Becken verteilt.
Die Darstellungen in Abbildung 5.17 zeigen, daß trotz relativ geringer Unterschiede bei
den Zykloneneigenschaften, der Zyklonenanzahl und den gemittelten Luftdruckfeldern, ei-
ne deutliche Variabilita¨t zwischen den einzelnen Simulationsrechnungen im zentralen Mo-
dellgebiet vorliegt. Wie Maslanik et al. (2000) hervorheben, ko¨nnen eben solche Vera¨nde-
rungen der synoptischen Prozeßabfolgen – in Wechselwirkung mit der Meereisverteilung,
in Zusammenhang mit Pra¨konditionierung und aktuellem Zustand der Meereisdecke – die
entscheidenden Steuergro¨ßen fu¨r eine Anomalieentwicklung sein. Leichte Zugbahnverlage-
rungen fu¨hren zu einem vera¨nderten bodennahen Windfeld und dieses wiederum zu einer
A¨nderung der Richtung des Impulsﬂuß aus der Atmospha¨re in die Meereisdecke, was zu
vera¨nderten Meereisdriftmustern fu¨hrt, die allerdings im Bereich der Randmeere stark vom
Ku¨stenlinienverlauf mitbeeinﬂußt werden.
Da sowohl die Bildung als auch die Verlagerung von Zyklonen neben den steuernden
Drucksystemen in der mittleren bis oberen Tropospha¨re insbesondere von Luftmassen-
fronten gesteuert wird, ist ein Zusammenhang zwischen der Meereisbedeckung und der
speziﬁschen Zugbahnverteilung im vorliegenden Fall wie folgt denkbar.
Wie die Zeitreihen in Abbildung 5.15 zeigen, nimmt die Anzahl der Ereignisse mit
zunehmender oﬀener Wasserﬂa¨che (gea¨nderte Ausdehnung und Bedeckungsgrad) ab. Die
Zunahme oﬀener Wasserﬂa¨chen fu¨hrt einerseits zu einem erho¨hten fu¨hlbaren und latenten
Wa¨rmestrom in die Atmospha¨re (Kap. 5.3) bei gleichzeitiger Verringerung der Gesamt-
Albedo, was eine positive Meereis-Albedo Ru¨ckkopplung bedeutet (Curry et al., 1995).
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Aufgrund der externen Vorgabe des unteren Randantriebs ist dieser Ru¨ckkopplungsprozeß
einerseits nicht im HIRHAM4 abzubilden, durch die Verwendung von Beobachtungsdaten
wird er jedoch andererseits durch die raum-zeitliche Variabilita¨t der Antriebsdaten an das
Modellsystem u¨bertragen.
Die geschlossene Packeisdecke, die z.B. in der sibirischen Arktis (fast) an die Land-
ﬂa¨chen anschließt, wie sie z.B. im Mai und Juni in beiden Randantrieben vorkommt und
im August und September nur noch im ECWMF-Antrieb (siehe Beispiel 1995), resultiert
in einer negativeren Gesamtenergiebilanz der arktischen Atmospha¨re und starken horizon-
talen Gradienten, verbunden mit erho¨hter Baroklinita¨t im Bereich der Eisrandzone. Im
August und September 1995 beﬁndet sich zwischen der relativ kompakten Meereisdecke
in den OBS-Antrieben eine oﬀene Wasserﬂa¨che, die einerseits die horizontalen Tempera-
turgradienten zwischen stark erwa¨rmten Landoberﬂa¨chen (Polartag) und relativ ku¨hlen
schmelzenden Meereisoberﬂa¨chen abschwa¨cht, andererseits durch Evaporation und damit
latenten Wa¨rmeﬂuß die Zyklonen versta¨rken kann. Diese abschwa¨chende Wirkung nimmt
jedoch im September ab, wenn die oﬀenen Wasserﬂa¨chen die bereits relativ stark abgeku¨hl-
ten Land- und Meereisoberﬂa¨chen trennt (Abb. 5.10, Temperaturzeitreihen). Dies wird in
Abbildung 5.17 als die Ursache fu¨r die Konzentration der Zugbahnen im September in die-
sem Gebiet angesehen. Verglichen mit den Verha¨ltnissen wa¨hrend der Wintermonate sind
die Eﬀekte der oﬀenen Wasserﬂa¨chen wegen der geringeren Lufttemperatur- und Feuchte-
gradienten im Sommer vergleichsweise gering. Die Gro¨ße der Gesamtﬂa¨che und die ra¨um-
liche Heterogenita¨t haben dennoch signiﬁkante Auswirkungen auf die Atmospha¨re. Die
großen Unterschiede in der Zugbahnverteilung im Mai 1995 zwischen dem OBSopyc000-
und dem OBSopyc100- bzw. dem OBSopyc110-Simulationsergebnis verdeutlicht den Ef-
fekt einer bina¨ren Meereismaske (vollsta¨ndig geschlossene Packeisdecke) im Vergleich zur
Nutzung realistischer Bedeckungsgrade. Die Vermutung, daß mit wahrscheinlich weniger
stark ausgepra¨gten Frontalzonen die Zugbahnverteilung weitra¨umiger ist, la¨ßt sich anhand
der Datenlage nicht kla¨ren.
Eine Kla¨rung der Prozeßabla¨ufe in dem hypothetisch dargelegten Wirkungsgefu¨ge ist
an dieser Stelle nicht mo¨glich. Zur weitergehenden Unterschung wa¨re es u.a. notwendig
das Modellgebit weiter nach Su¨den in die Zyklogenesegebiete der Polar- und Arktikfront
auszudehnen. Zusammenfassend gilt jedoch, daß die Meereisverteilung einen deutlichen
Einﬂuß auf die mesoskaligen Prozesse in Zusammenhang mit der Zyklonenaktivita¨t nimmt.
5.2.5 Fallbeispiele: Zyklonenzugbahn u¨ber eine Polynja und entlang einer Eiskante
Um zu zeigen, welchen Einﬂuß kleinra¨umige Strukturen in der Meereisdecke (Polynjen)
und Meereiskanten haben, dienen detaillierte Analysen der zeitlichen Entwicklung der
Zykloneneigenschaften von ausgewa¨hlten Tiefdrucksystemen in der Laptewsee sowie im
Bereich der Meereiskante in der no¨rdlichen Ostsibirischen See. Dazu werden die A¨nderun-
gen der Atmospha¨ren- und der Oberﬂa¨chen-Eigenschaften im Zentrum der Zyklone einer
lagrange’schen Betrachtung unterzogen (Kraus, 2000). Es werden diejenigen Systeme vor-
gestellt, deren Zugbahn in Abbildung 5.17 gesondert ausgewiesen sind (dick eingezeich-
nete Zugbahnen). Keine der Meereisstrukturen ist im ECMWF-Antrieb enthalten. Die
Tiefdrucksysteme erstrecken sich zeitlich nicht u¨ber Monatsgrenzen hinweg (Modellinitia-
lisierung). Die betrachteten Systeme sind direkt vergleichbar. Es handelt sich um dieselben
Systeme, die zeitgleich in demselben Bereich in den ECMWFopyc000- und OBSopyc110-
Simulationsrechnungen vorkommen.
Den allgemeinen Einﬂuß kleinra¨umiger Meereisstrukturen auf die atmospha¨rische Zirku-
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lation zeigen bereits die signiﬁkanten Unterschiede, die in Kapitel 5.1.1 fu¨r den Monat Mai
mit relativ geringen Abweichungen in den Meereisbedeckungsgraden und der Verteilung
abgeleitet sind. Die Entstehung der Zyklonen ist stark von den Zirkulationszusta¨nden, die
durch den a¨ußeren Randantrieb vorgegeben werden, gesteuert. Dennoch kann anhand der
beiden Fallbeispiele examplarisch die unterschiedliche zeitliche Entwicklung der Zyklonen-
eigenschaften untersucht werden.
Da bei der hier vorgenommenen lagrange’schen Betrachtung lediglich Daten im Zy-
klonenzentrum abgefragt werden, kann der gesamte Wirkungsbereich eines Systems mit
Horizontalerstreckungen von bis zu 1000 km nicht erfaßt werden.
Westliche Neusibirische Polynja und Neusibirische Polynja, Laptewsee
Die Ergebnisse der beiden Simulationsrechnungen in Abbildung 5.18 weisen relativ ge-
ringe Unterschiede auf, obwohl die Meereisverteilung im OBS-Antrieb von derjenigen des
ECWMF-Antriebs abweicht. Aufgrund der relativ hohen Zuggeschwindigkeit und der La-
ge der Westlichen Neusibirischen und Neusibirischen Polynja (Abb. 5.17) ist die Zyklone
auf ihrer fast kreisfo¨rmigen Zugbahn um die Laptewsee nur fu¨r drei Termine im direk-
ten Einﬂußbereich der Polynja. Da das Maximum der Energieﬂußdichten bereits nach
18 Stunden erreicht ist und zusammenfa¨llt mit einer Temperatur- und Windgeschwindig-
keitserho¨hung, kann von keinem Einﬂuß der oﬀenen Wasserﬂa¨che von Termin 24 bis 36
ausgegangen werden. Die weiteren lokalen Maxima bei Termin 52 und 78 des fu¨hlbaren
Wa¨rmestroms in ECWMFopyc000 sind prima¨r an die versta¨rkte turbulente Diﬀusion bei
erho¨hter Windgeschwindigkeit gekoppelt.
Die aus der Zyklonenstatistik extrahierten Parameter Kerndruck, Intensita¨t, Kerndruck-
a¨nderung und Zuggeschwindigkeit zeigen zwischen den ECMWFopyc000- und OBSopyc110-
Simulationsrechnungen keine deutlichen Unterschiede. Starke A¨nderungen im Wind- und
Temperaturfeld sowie den Energieﬂußdichten, wie sie z.B. Birnbaum (1998) in einer idea-
lisierten Studie beim U¨berstro¨men einer Polynja mit einem 4 km aufgelo¨sten gekoppelten
Modell bei wesentlich sta¨rkeren Gradienten im Ausgangsdatenfeld zeigt, sind in diesem Fall
nicht zu erfassen. In dem betrachteten Fall kann – da der ECMWFopyc000-Referenzlauf
ein vergleichbares Verhalten ohne die Polynja zeigt – davon ausgegangen werden, daß die
Polynja keine baroklinen Instabilita¨ten verursacht, die einen Einﬂuß auf die Zyklonenent-
wicklung haben (LeDrew , 1988; Tansley und James, 1999).
Sowohl die horizontalen Gradienten als auch die ra¨umliche Auﬂo¨sung mit 50 km×50 km
in der verwendeten HIRHAM4-Version, scheinen nicht ausreichend zu sein, um Pha¨nomene
wie diese Polynja zu erfassen. Auf dieses Problem machen auch Maslanik et al. (2000)
aufmerksam, die mit einer Auﬂo¨sung von 100 km×100 km im ARCSyM – im Gegensatz
zum HIRHAM4-OBS-Antrieb – die Polynjen bereits in den Antriebsfeldern nur schwer
erfassen ko¨nnen.
Eisrandzone, Laptewsee /Ostsibirische See
Die betrachteten Systeme in Abbildung 5.19 aus den ECMWFopyc000- und den OBSopyc-
110-Simulationsrechnungen beginnen im Anadyr Bergland, im Su¨dosten der Ostsibirischen
See am selben HIRHAM4-Gitterpunkt. Die Zugbahnen entwicklen sich verschieden. Das
System in den OBSopyc000-Daten zieht entlang der Eiskante im OBS-Antrieb mit ho¨herer
Geschwindigkeit durch die no¨rdliche Ostsibirische See, entlang der Nordgrenze der Lap-
tewsee. Der Zyklolysepunkt liegt nordo¨stlich von Franz-Josef-Land. Die Eiskante in dem
ECMWF-Antrieb ist anna¨hernd deckungsleich mit der sibirischen Ku¨stenlinie. Dement-
sprechend verlagert sich die Zyklone weiter su¨dlich. Das Zentrum u¨berquert dabei die
Neusibirischen Inseln bevor die Zyklolyse in der zentralen Laptewsee eintritt. Die Lebens-
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Abbildung 5.18: Lagrange’sche Betrachtung der Atmospha¨ren- und Oberﬂa¨cheneigenschaf-
ten im Zentrum einer Zyklone. Beispiel einer Zyklone aus der Laptewsee, Zeitspanne: 09. Juni
1995 00 UTC bis 14. Juni 1995 00 UTC. Ergebnisse einer Zyklonenstatistik basierend auf
Bodendruckfeldern und Ergebnisfeldern der ECMWFopyc000- (blau) und OBSopyc110- (rot)
HIRHAM4-Simulationsrechnungen. Die zeitliche Auﬂo¨sung betra¨gt 6 Stunden. Sowohl die
Zuggeschwindigkeiten als auch die Kerndrucka¨nderungen sind Mittelwerte des 6-Stunden In-
tervalls vor dem jeweiligen Termin. Zur Verortung des Systems siehe Abbildung 5.17.
dauer des OBSopyc110-Systems ist sechs Stunden la¨nger.
Die Zuggeschwindigkeiten im OBSopyc110-System sind u¨ber den Meereis- bzw. oﬀenen
Wasserﬂa¨chen ho¨her als diejenigen des ECMWFopyc000-Systems zu den gleichen Termi-
nen, mit dem Kernbereich na¨her am Festland. Parallel zu den Windgeschwindigkeitsma-
xima versta¨rken sich die Energieﬂu¨sse. Ein negatives Vorzeichen bedeutet einen in die
Atmospha¨re gerichteten Massen- bzw. Energieﬂuß. Aufgrund niedrigerer Lufttemperatu-
ren in den ECMWFopyc000-La¨ufen kommt es zum Beispiel bei Termin 24 zu fu¨hlbaren
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Wa¨rmeﬂu¨ssen von etwa 50Wm−2. Latente Wa¨rmestro¨me sind fast ausschließlich in die
Atmospha¨re gerichtet.
In diesem Fall kann wohl davon ausgegangen werden, daß die Entstehung der beiden Sy-
steme stark vom seitlichen Randantrieb beeinﬂußt ist, und die weitere Entwicklung einer-
seits durch die dynamisches Eigenschaften der advehierten Luftmasse und andererseits die
Oberﬂa¨chenrauhigkeit der Unterlage sowie deren thermische Eigenschaften beeinﬂußt ist
(LeDrew , 1988). In beiden Fa¨llen fu¨hrt die erho¨hte Baroklinita¨t aufgrund thermischer Kon-
traste zwischen den oﬀenen Wasser- bzw. Landﬂa¨chen und dem meereisbedeckten Ozean
(mit teilweise großen horizontalen Gradienten wegen sehr kompakter Meereisdecken) ver-
Abbildung 5.19: Lagrange’sche Betrachtung der Atmospha¨ren- und Oberﬂa¨cheneigenschaf-
ten im Zentrum einer Zyklone. Beispiel einer Zyklone im Bereich einer Eisrandzone in der
Ostsibirischen See und der Laptewsee, Zeitspanne: 18. September 1995 00 UTC bis 22. Sep-
tember 1995 00 UTC. Fu¨r Details zur Darstellung siehe Abbildung 5.18.
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mutlich zur Ausbildung einer Frontalzone an der sich sowohl die Zyklogenese als auch die
Zyklonenzugbahnen orientieren (Reed und Kunkel , 1960; Serreze et al., 2001). Die oﬀe-
ne Wasserﬂa¨che fu¨hrt dann weiterhin zu einer Verlagerung der Zugbahnen. Serreze et al.
(2001) untersuchen Fronten in diesem Bereich m.H. eines thermischen Frontparameters ba-
sierend auf NCEP/NCAR Re-Analysen und ﬁnden keine Trends hinsichtlich der Sta¨rke
der Frontalzonen.
5.3 Grenzschichtprozesse
Als wichtigste meteorologische Parameter in der planetarischen Grenzschicht im Hinblick
auf die Vera¨nderungen des unteren Randantriebs und hinsichtlich ihrer Relevanz fu¨r die
Beinﬂussung der Meereisbedeckung werden die Lufttemperatur in 2m Ho¨he als integrative
thermodynamische und die 10m-Windgeschwindigkeit als wichtigste dynamische Varia-
ble untersucht. Im Unterschied zu Kapitel 5.1 werden zeitlich hochaufgelo¨ste Daten, die
u¨ber kleinen Raumausschnitten (Westliche Neusibirische Polynja und ein Testgebiet im
zentralen arktischen Packeis, s. Abb. 4.16) abgefragt werden, verglichen. Damit werden
kleinra¨umige Eﬀekte bei sehr unterschiedlichen Meereisverha¨ltnissen sichtbar.
5.3.1 Lufttemperaturen
Die bodennahen Lufttemperaturen in Abbildung 5.20 (obere Abb.) zeigen eine deutliche
Abha¨ngigkeit von den Meereisbedeckungsgraden. Im Bereich der Westlichen Neusibiri-
schen Polynja werden die ho¨chsten 2m-Lufttemperaturen im Juni bzw. Juli erreicht. Nur
fu¨r den Fall einer im Mittel vollsta¨ndigen Eisfreiheit im August, kommt es – wie z.B. 1990
in den OBSopyc110-Simulationsergebnissen – zu einer zeitlichen Verschiebung des Maxi-
mums. Ansonsten liegen die Lufttemperaturen im August bereits unter dem Gefrierpunkt.
Da in den ECMWF-Antrieben die mittleren Meereisbedeckungsgrade von 0.6 mit Aus-
nahme 1990 nicht unterschritten werden, wird der Gefrierpunkt nur selten u¨berschritten.
Der Mittelwert der Zeitreihen (7-terminig tiefpaßgeﬁlterte 6-stu¨ndliche ra¨umliche Mittel)
betra¨gt x¯ =271.5K/ x¯ =273.2 bei den ECMWFopyc000 /OBSopyc110-Ergebnissen. Das
Mittel der absoluten Diﬀerenzen ist |d| =1.7K; nur in 3% der Fa¨lle (4428 Zeitschritte
insgesamt) treten positive Diﬀerenzen auf, d.h. sind die ECMWFopyc000-Temperaturen
gro¨ßer als die OBSopyc110-Werte. Eine Diﬀerenzierung nach Monaten ergibt im Mittel
u¨ber alle neun Simulationsjahre eine Zunahme der mittleren absoluten Diﬀerenzen von
|d|Mai =1.2K zu |d|Aug =2.67K.
Den Eﬀekt einer ”durchla¨ssigen“ Meereisoberﬂa¨che verdeutlichen die Temperaturzeitrei-
hen u¨ber der Testﬂa¨che im zentralen Arktischen Ozean in Abbildung 5.20 (untere Abb.).
Trotz relativ geringer Unterschiede der mittleren Meereisbedeckungsgrade betra¨gt der zeit-
liche Mittelwert u¨ber die Monate Mai bis August der neun Simulationsjahre x¯ =270.9K /
x¯ =272.3K fu¨r die ECMWFopyc000 /OBSopyc110-Simulationsergebnisse. Wegen der Sy-
stematik der Unterschiede ko¨nnen advektive Vorga¨nge fu¨r die mittleren Unterschiede aus-
geschlossen werden. Sie sind auf eine verringerte Albedo und damit versta¨rkte Absorption
u¨ber den oﬀenen Wasserﬂa¨chen oder dem versta¨rkten fu¨hlbaren Wa¨rmestrom aus dem
Ozean in die Atmospha¨re zuru¨ckzufu¨hren. Der negative Ausreißer beim U¨bergang von
Mai nach Juni 1990 ist auf die Modellinitialisierung zuru¨ckzufu¨hren. Die Schwankungen
um den Gefrierpunkt in den OBSopyc110-Daten sind typisch fu¨r schmelzendes Meereis
und stimmen qualitativ gut mit den SHEBA-Messungen u¨berein (Persson et al., 2002).
Die Einbeziehung der u¨brigen Simulationsergebnisse (OBSopyc000, OBSopyc100) zeigt
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Abbildung 5.20: Zeitreihen der ra¨umlichen Mittel der Lufttemperatur [K] in 2m Ho¨he im
Bereich der Westlichen Neusibirischen Polynja (obere Abbildungen) und dem Testgebiet u¨ber
dem zentralen arktischen Packeis (untere Abbildungen) der ECWMFopyc000- (blau) und
OSBopyc110- (rot) Simulationsrechnungen sowie die mittleren Meereisbedeckungsgrade der
ECMWF- (blau) und OBS-Antriebsdaten (rot). Zeitspanne: neun Simulationsjahre, Mai bis
August, die zeitliche Auﬂo¨sung der Basisdaten betra¨gt sechs Stunden bzw. einen Tag. Die
Lufttemperaturzeitreihen sind zur besseren Darstellbarkeit nach der ra¨umlichen Mittelung
7-terminig, die Meereisbedeckungsgrade 3-ta¨gig tiefpaßgeﬁltert (Gaußﬁlter).
a¨hnliche Ergebnisse, wie sie schon aus den vorangegangenen Kapiteln bekannt sind (Da-
ten nicht gezeigt). Die OBSopyc000-Simulationen a¨hneln in ihrem Ergebnis sehr stark
den ECMWFopyc000-Berechnungen. Dies gilt insbesondere fu¨r die Testﬂa¨che u¨ber der
Packeisdecke, die bei der opyc000-Einstellung im Modellauf eine vollsta¨ndige Meereisbe-
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deckung aufweist (|d| =0.8K). Auch bei dem OBSopyc100 /OBSopyc110-Vergleich sind
die Unterschiede zu vernachla¨ssigen (|d| =0.3K). Im Bereich der Westlichen Neusibi-
rischen Polynja verursacht die A¨nderung der Meereisausdehnung bei dem ECMWFo-
pyc000 /OBSopyc000-Vergleich eine mittlere absolute Abweichung von |d| =1.6K, wohin-
gegen bei Hinzunahme der Schneeauﬂage (OBSopyc100 vs. OBSopyc110) nur sehr geringe
Unterschiede (|d| =0.3K) auftreten.
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Abbildung 5.21: Vergleich von Simulationsergebnissen und Beobachtungsdaten. Diﬀerenzen
der Zeitreihen der ra¨umlichen Mittel der Lufttemperatur [K] in 2m Ho¨he u¨ber dem Testgebiet
u¨ber dem zentralen arktischen Packeis: POLES minus ECWMFopyc000 (blau) und POLES
minus OSBopyc110 (rot). Zeitspanne: neun Simulationsjahre, Mai bis August, die zeitliche
Auﬂo¨sung der Basisdaten betra¨gt 24 Stunden, Lufttemperaturen um 12 UTC werden ver-
glichen. Die Diﬀerenzzeitreihen sind zur besseren Darstellbarkeit nach der Diﬀerenzbildung
7-terminig tiefpaßgeﬁltert (Gaußﬁlter). Werte unter -5K und u¨ber 5K sind nicht dargestellt.
Aufgrund der in Kapitel 5.1.2 vermuteten Ungenauigkeiten der POLES-Daten u¨ber den
Randmeeren durch die Interpolation der Meßwerte von Landstationen u¨ber Ozeanﬂa¨chen,
erfolgt eine Validierung nur u¨ber dem Testfeld in der zentralen Arktis. Wegen der Gleichar-
tigkeit der ECMWFopyc000- und OBSopyc000- sowie der OBSopyc100- und OBSopyc110-
Simulationsergbnisse, werden nur die beiden ECMWFopyc000- und OBSopyc110-Simu-
lationen in Abbildung 5.21 verglichen. Die U¨bereinstimmung ist am besten mit dem
OBSopyc110-Ergebnissen in den Monaten Juni und Juli, die Temperaturabnahme im
August verursacht den Anstieg der Diﬀerenzen. Zu hohe Lufttemperaturen scheint HIR-
HAM4 in allen Simulationsjahren im Mai aufzuweisen, mit Diﬀerenzen von u¨ber 5K zu
den POLES-Beobachtungen bzw. den daraus interpolierten Feldern. Unter Beru¨cksich-
tigung, daß die POLES-Daten einen positven Temperaturfehler von etwa 0.5K in den
Sommermonaten wegen der Erwa¨rmung der Bojengeha¨use aufweisen (Kap. 2.1), liegen
die HIRHAM4-Ergebnisse bei diesem Vergleich im Juni und Juli etwa in einem Wertebe-
reich von ±0.5K um die POLES-Daten.
Ein Vergleich der Lufttemperaturen in 2m Ho¨he der vier HIRHAM4-Simulationsrech-
nungen mit Beobachtungsdaten von SYNOP-Stationen im Ku¨stenbereich der Laptewsee
soll zeigen, bei welchem Randantrieb und welcher opyc-Einstellung die beste U¨bereinstim-
mung erzielt wird. Wie bei dem Vergleich mit den RASO-Aufstiegsdaten in Kapitel 5.1
ist fu¨r die Stationsauswahl hauptsa¨chlich die Ku¨stenlage entscheidend. Aus dem SYNOP-
Datensatz sind Beobachtungsdaten fu¨r neun Simulationsjahre beispielhaft ausgewa¨hlt: die
Stationen am Kap Tscheljuskin (20292) und auf der Großen Begitschew-Insel (21504) an
der Mu¨ndung des Chatanga-A¨stuars in der su¨dwestlichen Laptewsee sowie einer Station
auf der Kotelnyj-Insel (21432) in der o¨stlichen Laptewsee. Der Vergleich erfolgt auf Basis
von Tagesmitteln. Es wird davon ausgegangen, daß die meteorologischen Variablen auf
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Abbildung 5.22: Vergleich der Diﬀerenzzeitreihen der Tagesmittel (00, 06, 12, 18 UTC)
der Lufttemperatur in 2m Ho¨he [K]. SYNOP minus ECWMFopyc000 (blau) und SYNOP
minus OBSopyc110 (rot) an der SYNOP-Station 21432 (Kotelnyj-Insel). Zeitspanne: neun
Simulationsjahre, Mai bis August. Die Diﬀerenzzeitreihen sind zur besseren Darstellbarkeit
nach der Diﬀerenzbildung 7-terminig tiefpaßgeﬁltert (Gaußﬁlter). Werte unter -10K sind nicht
dargestellt.
den Gitterpunkten nahe der Stationen eine Beeinﬂussung durch den gea¨nderten unteren
Randantrieb erfahren, und dies durch einen Datenvergleich abscha¨tzbar wird. Aufgrund
der relativ zum realen Ku¨stenverlauf groben horizontalen ra¨umlichen Modellauﬂo¨sung,
werden die jeweils vier na¨chstgelegenen HIRHAM4-Gitterpunkte zu einem Vergleichswert
gemittelt. Damit kann der meteorologische Einﬂuß vermindert werden, den die unterschied-
lichen Oberﬂa¨cheneigenschaften (Landﬂa¨chen, Ozeanﬂa¨chen mit und ohne Meereisbedeck-
ung) der HIRHAM4-Gitterpunkte auf die Lufttemperaturberechnung in der Grenzschicht
ausu¨ben. Nur der zur SYNOP-Station 21504 na¨chstgelegene HIRHAM4-Gitterpunkt be-
ﬁndet sich z.B. u¨ber einer Landﬂa¨che.
Die Ergebnisse des Vergleichs sind examplarisch fu¨r die SYNOP-Station 21432 auf der
Kotelnyj-Insel in Abbildung 5.22 anhand der Diﬀerenzzeitreihen dargestellt. Diese Station
liegt in unmittelbarer Na¨he zu der Westlichen Neusibirischen Polynja. Die Ergebnisse der
beiden SYNOP-Stationen 20292 und 21504 weisen a¨hnliche Ergebnisse auf (Daten nicht
gezeigt). Es treten deutliche Abweichungen in beiden Simulationsergebnissen ECMWFo-
pyc000 und OBSopyc110 u¨ber die gesamte Zeitspanne von bis zu 10K auf. Die mittleren
absoluten Diﬀerenzen u¨ber die neun Simulationsjahre betragen |d| =3.1K/ |d| =3.3K
bei den ECMWFopyc000 /OBSopyc110-Simulationsrechnungen. Bei 1107 Vergleichszeit-
punkten sind bei dem ECWMFopyc000 / SYNOP-Vergleich 47%/ 52% der Diﬀerenzen
positiv / negativ (d =-0.5K) bei etwa 1% Fehlwertanteil; bei dem OBSopyc110 / SYNOP-
Vergleich sind 33%/ 66% der Diﬀerenzen positiv / negativ (d =-1.8K). Charakteristisch
ist dabei die zeitliche Abha¨ngigkeit. Den negativen Diﬀerenzen mit ho¨heren Temperaturen
in den HIRHAM4 Simulationen im Mai und Juni folgen im Mittel niedrigere Temperaturen
als in den SYNOP-Daten im Juli und August.
Der Einﬂuß der oﬀenen Wasserﬂa¨chen in den mit dem OBS-Antrieb durchgefu¨hrten
Simulationsrechnungen zeigt sich an den geringen Unterschieden der ECMWFopyc000- und
OBSopyc000-Diﬀerenzzeitreihen (Daten nicht gezeigt). In positiven Anomaliejahren (z.B.
1986, 1987, 1996), wenn sich die Meereisausdehnung zwischen den ECMWF- und OBS-
Antrieben nur geringfu¨gig unterscheidet, kommt es wie schon bei fru¨heren Auswertungen
zu anna¨hernd identischen Vergleichsergebnissen der ECMWFopyc000- und OBSopyc000-
Simulationen (z.B. August 1996: |d|ECMWFopyc000 =2.21K, |d|OBSopyc000 =2.21K).
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In Abbildung 5.22 wird die steuernde Wirkung der Meereisausdehnung bzw. Bedeckungs-
grade an den geringen Unterschieden der Diﬀerenzzeitreihen im Mai / Juni-Mittel deut-
lich (|d|ECMWFopyc000 =3.54K, |d|OBSopyc110 =4.52K). Die besseren Ergebnisse des SYN-
OP/ECMWFopyc000-Vergleichs resultieren aus den erho¨hten Lufttemperaturen in den
OBSopyc110-Feldern wegen der oﬀenen Wasserﬂa¨chen in den Polynjen. Mit einer Zunah-
me der Unterschiede zwischen dem ECWMF- und OBS-Randantrieb im Juli und August
wa¨hrend negativer Anomaliejahre (z.B. 1990, 1991, 1995) nehmen die Diﬀerenzen gemit-
telt u¨ber alle Simulationsjahre bei den OBSopyc110-La¨ufen ab, verglichen mit denen der
ECMWFopyc000-La¨ufe (|d|ECMWFopyc000 =2.66K, |d|OBSopyc110 =1.98K). Dies besta¨tigt
sich auch ansatzweise bei Betrachtung der Diﬀerenzzeitreihen fu¨r die Station 21504, bei
einer Datenextraktion am na¨chstgelegenen Gitterpunkt zur Station auf einem Landgitter-
punkt auf dem HIRAHAM4-Gitter (Daten nicht gezeigt).
Ein Vergleich der Ausgangszeitreihen weist auf mo¨gliche Ursachen fu¨r die großen Diﬀe-
renzen hin (Daten nicht gezeigt). Die bodennahen Stationsmessungen sind stark abha¨ngig
von der lokalen Strahlungs- und Energiebilanz, die von den Oberﬂa¨cheneigenschaften der
Landoberﬂa¨che gepra¨gt sind. Die Lufttemperaturzeitreihen weisen eine ausgepra¨gtere in-
trasaisonale Variabilita¨t auf. Die HIRHAM4-Ergebnisse aus der Umgebung der SYNOP-
Stationen (Suchradius 60 km) sind am unteren Modellrand durch andere Oberﬂa¨chenei-
genschaften beeinﬂußt. Die Gitterpunkte u¨ber den Ozeanﬂa¨chen mit geringen Tempera-
turamplituden aufgrund des ozeanischen Wa¨rmestroms da¨mpfen z.B. die sommerlichen
Maxima an den Landgitterpunkten.
Die angewandte Vergleichsmethodik erscheint in heterogenen U¨bergangsbereichen (Ku¨s-
tenlinie, variable Meereisbedeckung, ungleiche topographische Ho¨hen) bei einer Modellgit-
terweite von 50 km fu¨r einen solchen Vergleich nicht geeignt. Andererseits existieren an-
sonsten – bis auf Messungen verschiedener Schiﬀsexpeditionen – keine verla¨ßlichen in situ
Temperaturmessungen u¨ber den Randmeeren. Trotz der insgesamt schlechten U¨berein-
stimmung, scheint der OBS-Antrieb bei diesen detaillierten Vergleichen in einigen Fa¨llen
eine leichte Verbesserung der Modellergebnisse zu bewirken.
5.3.2 Bodennahes Windfeld
Eine vera¨nderte bzw. erho¨hte Windgeschwindigkeit u¨ber dem meereisbedeckten Ozean
hat neben der erho¨hten Schubspannung und damit versta¨rkten Meereisdrift bzw. gro¨ßeren
mechanischen Belastung der Meereisdecke auch Auswirkungen auf die Stabilita¨t der ther-
mischen Schichtung in der Grenzschicht und damit auf Austauschprozesse. Der turbulente
Diﬀusionskoeﬃzient und damit der Strom fu¨hlbarer und latenter Wa¨rme wird versta¨rkt.
Die mittlere Windgeschwindigkeit im Gebiet der Westlichen Neusibirischen Polynja
(obere Abbildung 5.23) ist relativ einheitlich fu¨r alle Simulationsrechnungen x¯ =5.7m s−1
bei einer Standardabweichung von s =1.8m s−1. Die durch den unteren Randantrieb modi-
ﬁzierte atmospha¨rische Zirkulation hat Auswirkungen auf die bodennahen Windgeschwin-
digkeiten, weshalb ein terminbasierter Vergleich automatisch Unterschiede aufweist. Ein
Vergleich der mittleren absoluten Diﬀerenzen u¨ber den gesamten Zeitraum ergibt eine
Vera¨nderung der Windgeschwindigkeit mit der Nutzung von Meereisbedeckungsgraden an-
stelle von bina¨ren Meereismasken (opyc000 vs. opyc100). Dies ist in U¨bereinstimmung mit
vorangegangenen Analysen. Die Unterschiede zwischen ECMWFopyc000 /OBSopyc000
und OBSopyc100 /OBSopyc110 betragen einheitlich |d| =0.77m s−1, bei dem Vergleich
OBSopyc000 /OBSopyc100 und ECMWFopyc000 /OBSopyc110 jedoch |d| =1.0m s−1.
Bei letztgenanntem Vergleich betra¨gt der Anteil (4428 Vergleichstermine insgesamt) po-
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sitiver Diﬀerenzen 37.5% und derjenige negativer Diﬀerenzen 62.5%, d.h. die Windge-
schwindigkeit in den OBSopyc110-Ergebnissen ist im Mittel ho¨her als diejenige in den
ECMWFopyc000-Ergebnissen. Ein a¨hnliches Verha¨ltnis ergibt sich auch fu¨r den ECMWF-
opyc000 /OBSopyc000-Vergleich, bei den beiden u¨brigen Vergleichen sind die Vorzeichen
der Diﬀerenzen gleichverteilt.
Aufgrund der großen Unterschiede der meereisbedeckten Fla¨che im Bereich der Lap-
tewsee (Abb. 4.24), im Monat August, kommt es zu systematischen Unterschieden, die
sich aus einer verminderten Oberﬂa¨chenrauhigkeit (z.B. keine Preßeisru¨cken) und einem
la¨ngeren U¨berstro¨mweg (”wind fetch“) u¨ber den oﬀenen Wasserﬂa¨chen ergeben (Daten
nicht gezeigt). Im Mittel u¨ber die neun Simulationsjahre nimmt die Windgeschwindigkeit
in 10m Ho¨he von 5.37m s−1 (ECWMFopyc000) auf 5.71m s−1 (OBSopyc110) zu. In nega-
tiven Meereisanomaliejahren in der Laptewsee geht mit der Verwendung des OBS-Antriebs
eine Erho¨hung des August-Monatsmittels der Windgeschwindigkeit einher, z.B. 1990 von
4.91m s−1 (ECMWFopyc000) auf 5.50m s−1 (OBSopyc000) oder 1983 von 4.88m s−1 (ECM-
WFopyc000) u¨ber 5.56m s−1 (OBSopyc000) auf 6.00m s−1 (OBSopyc110); 1986 hingegen
(positives Anomaliejahr) bleiben die mittleren Windgeschwindigkeiten ungefa¨hr auf einem
a¨hnlichen Werteniveau mit 5.75m s−1 (ECMWFopyc000), 5.72m s−1 (OBSopyc000) und
5.61m s−1 (OBSopyc110).
Im Testgebiet u¨ber dem zentralen arktischen Packeis (untere Abbildung 5.23) sind die
mittleren Windgeschwindigkeiten mit x¯ =5.29m s−1 (s =1.8m s−1) in beiden Simulations-
rechnungen (ECMWFopyc000, OBSopyc110) gleich. Die mittleren absoluten Diﬀerenzen
liegen in derselben Gro¨ßenordnung wie in der Laptewsee. Die Wirkung einer gea¨nderten
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Abbildung 5.23: Zeitreihen der ra¨umlichen Mittel der Windgschwindigkeit [m s−1] in 10m
Ho¨he. Die Zeitreihen sind zusa¨tzlich zu dem 7-terminigen noch 15-terminig tiefpaßgeﬁltert.
Oberer Plot: Westliche Neusibirische Polynja; unterer Plot: Testgebiet u¨ber dem zentralen
arktischen Packeis. Fu¨r Details zur Darstellung siehe Abbildung 5.20.
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Meereisbedeckung und Modelleinstellungen u¨ber dem Packeisgebiet fa¨llt jedoch erwar-
tungsgema¨ß schwa¨cher aus. Lediglich in 54.8% der Vergleiche weist der OBSopyc110-Lauf
ho¨here Windgeschwindigkeiten auf als ECMWFopyc000. Damit stimmt auch u¨berein, daß
der oben beschriebene Eﬀekt einer Windgeschwindigkeitszunahme im August in diesem
Fall nicht auftritt.
Die Unterschiede zwischen den beiden Gebieten resultieren einerseits aus den unter-
schiedlichen Meereiseigenschaften bzw. Gesamtbedeckungsgraden und andererseits aus der
unterschiedlichen Lage der Gebiete innerhalb der Arktis. Die Laptewsee liegt in einer som-
merlichen Zyklonenzugbahn wa¨hrend das Packeis-Testgebiet in einem Zyklolyse-Bereich
liegt.
In Erga¨nzung zu den Ausfu¨hrungen in Kapitel 5.1.1 verdeutlicht Abbildung 5.24, daß der
vera¨nderte untere Randantrieb neben den A¨nderungen, die sich – wenn auch abgeschwa¨cht
– in gemittelten Feldern zeigen, noch sta¨rkere Unterschiede auf der synoptischen Zeit-
skala hervorrufen kann. Aufgrund des zeitkritischen Zusammenwirkens der atmospha¨ri-
schen Zirkulation und des jeweiligen, großra¨umigen Meereiszustandes ko¨nnen durch ein
modiﬁziertes bodennahes Windfeld sehr verschiedene Prozeßabla¨ufe initiiert und gesteu-
ert werden (Kap. 6.3.2). Entscheidend fu¨r die Terminwahl in folgendem Beispiel sind große
Unterschiede der meereisbedeckten Fla¨che in den dazugeho¨rigen Antriebsdaten und eine
Entwicklungszeit von 25 Tagen ab der Modellinitialisierung, d.h. dem Monatsanfang.
Abbildung 5.24:Beispiel fu¨r unterschiedliche Zirkulationszusta¨nde vom 25. Juli 1995 12UTC
in ECMWFopyc000- (links) und OBSopyc110- (rechts) Simulationsrechnungen, Luftdruck in
NN [hPa] (Feld zum Termin) und Windgeschwindigkeit in 10m Ho¨he [m s−1] (Mittel u¨ber das
letzte 6-Stunden Ausleseintervall). Das schwarze Kreuz markiert den geographischen Nordpol.
Projektion: HIRHAM4-Gitter (110×100 Gitterpunkte).
Die synoptische Situation im Zusammenhang mit den relevanten Drucksystemen stellt
sich wiefolgt dar. In beiden Simulationsrechnungen zieht ein isolierter Tiefdruckwirbel
mit Zentrum u¨ber der no¨rdlichen Karasee in Richtung Svalbard. In der OBSopyc110-
Simulation konvergiert dieses etwas schwa¨chere System mit der Zyklone, die sich von
Su¨den aus Richtung Island na¨hert. Das im ECMWFopyc000-Lauf sta¨rker ausgepra¨gte
System aus der Karasee wandert hingegen in die zentrale Arktis ein, wo das su¨dlichere von
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Island kommende Tief nach etwa 10 Zeitschritten auf dieses auﬂa¨uft. Im OBSopyc110-Lauf
bleibt das su¨dliche System nach der Konvergenz hingegen ortsfest im Bereich der Eiskante
und verlagert sich dann in Richtung Laptewsee. Die Abbildung 5.24 zeigt die Felder des
Luftdrucks in NN und des Windfeldes am 25. Juli 1995 um 12UTC, 24 Stunden nach der
Konvergenz im OBSopyc110-Lauf.
Ein visueller Vergleich mit Bodenluftdruckfeldern des ERA40 Datensatzes des ECMWF
ergibt trotz etwas unterschiedlicher Vorgeschichte vom 25. Juli 00UTC bis zum 30. Juli
18UTC eine qualitativ bessere U¨bereinstimmung mit den OBSopyc110 Feldern. Die Felder
des Luftdrucks in NN stimmen in ihrer ra¨umlichen Verteilung und Intensita¨t weitgehend
u¨berein.
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Abbildung 5.25: Vergleich der Zeitreihen der Windgeschwindigkeit [m s−1] in 10m Ho¨he
der SYNOP-Station 21432 (Kotelnyj-Insel) (schwarz) mit ECMWFopyc000- (blau) und
OBSopyc110- (rot) HIRHAM4-Ergebnissen am na¨chstgelegenen Modellgitterpunkt. Die
Zeitreihen mit einer Auﬂo¨sung von 6 Stunden sind zur besseren Darstellbarkeit 29-terminig
(7-ta¨gig) tiefpaßgeﬁltert (Gaußﬁlter).
Die Validierung der Windrichtungs- und Geschwindigkeitsdaten aus den HIRHAM4-
Simulationsrechnungen erfolgt wie in Kapitel 5.3.1 durch den Vergleich mit Beobach-
tungsdaten von SYNOP-Stationen im Randbereich der Laptewsee. Ein Beispiel fu¨r einen
solchen Vergleich entha¨lt Abbildung 5.25. Die zeitliche Entwicklung und die Betra¨ge der
Windgeschwindigkeit kann HIRHAM4 nicht vollsta¨ndig wiedergeben. Unabha¨ngig von der
Modellinitialisierung, d.h. auch zu Monatsbeginn, treten große Abweichungen auf. Generell
werden die Stationsmessungen unterscha¨tzt. Die mit einer versta¨rkten Zyklonenaktivita¨t
wa¨hrend des Fru¨hlings 1990 (hier im Mai) assoziierten anomal hohen Windgeschwindig-
keiten sind in den Stationsdaten enthalten (Serreze et al., 1995).
Bei einer detaillierten Betrachtung zeigt sich, daß die allgemeine zeitliche Vera¨nde-
rung gut erfaßt wird. Die SYNOP-Stationsmessungen sind u¨ber die letzten 10 Minu-
ten vor dem SYNOP-Termin gemittelt, die HIRHAM4-Ergebnisse stellen jedoch zeit-
liche Mittel u¨ber das jeweils letzte Ausleseintervall von 6 Stunden dar. Daraus erkla¨ren
sich in vielen Fa¨llen trotz synchronen Zeitreihenverlaufs die Diﬀerenzen. Die HIRHAM4-
Windgeschwindigkeiten erreichen selten mehr als 10m s−1, wohingegen bei den SYNOP-
Daten Werte von u¨ber 30m s−1 ebenso wie Kalmen vorkommen. Aus diesem Grund ist
eine deskriptive statistische Erfassung der Unterschiede nicht sinnvoll. Hinzu kommt, daß
auch dieser Vergleich durch die oben beschriebenen prinzipiellen Probleme bei Punkt-zu-
Fla¨che-Vergleichen erschwert wird.
Diese Probleme gelten auch fu¨r die Validierung der Windrichtungen – hier deﬁniert als
die Richtung, aus der der Wind kommt. Eine quantitative Erfassung der Unterschiede ist
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Abbildung 5.26: Vergleich der Zeitreihen der Windrichtung (Richtung, aus der
der Wind kommt) der SYNOP-Station 21432 (Kotelnyj-Insel) (schwarze Schra¨gkreu-
ze) und ECWMFopyc000- (blaue Dreiecke) und OBSopyc110- (rote Sterne) HIRHAM4-
Simulationsergebnisse am na¨chstgelegenen Modellgitterpunkt, Mai 1990. Die Zeitreihen ha-
ben eine Auﬂo¨sung von 6 Stunden. Die Windrichtungen sind in 36 10◦-Klassen eingeteilt. 5◦<
Kasse 1 ≤ 15◦, usw. Die Mittelungsintervalle betragen fu¨r die SYNOP-Daten 10 Minuten und
fu¨r die HIRHAM4-Daten 6 Stunden vor dem jeweiligen SYNOP-Termin.
daher auch in diesem Falle nur eingeschra¨nkt mo¨glich. Bei der Erfassung der Windrichtun-
gen in den vorliegenden SYNOP-Daten wird eine 36-teilige Windrose verwendet (Klasse
36 markiert die Nord-, Klasse 18 die Su¨drichtung, bei einer 10◦-Einteilung). Beispielhaft
sind in Abbildung 5.26 die Windrichtungen zu den SYNOP-Terminen des Monats Mai
1990 der ECMWFopyc000- und OBSopyc110-Simulationsrechnungen mit den Beobach-
tungsdaten an der SYNOP-Station 21432 auf der Kotelnyj-Insel verglichen. An eine Phase
mit einer relativ guten U¨bereinstimmung bis Tag 13, schließt sich die Zeitspanne von
Tag 14 bis 27 an, die durch große Abweichungen gekennzeichnet ist – auch zwischen den
HIRHAM4-Simulationsergebnissen. Dies ist auf die Entwicklung unterschiedlicher Zirkula-
tionszusta¨nde mit zunehmendem zeitlichen Abstand zum Initialisierungszeitpunkt zuru¨ck-
zufu¨hren. In der ersten Monatsha¨lfte kommen versta¨rkt su¨dliche (Klasse 15 bis 21) Rich-
tungen vor, das stimmt mit der Warmluftadvektion in Zusammenhang mit der versta¨rkten
Zyklonenaktivita¨t wa¨hrend des Fru¨hlings 1990 u¨berein (Serreze et al., 1995). Trotz großer
Abweichungen im zeitlichen Verlauf, die teilweise entgegengesetzte Anstro¨mrichtungen und
damit unterschiedliche Prozeßabla¨ufe bedeuten, wiederholen sich in den u¨brigen Jahren,
unabha¨ngig vom Monatsanfang, d.h. dem Einﬂuß der Modellinitialisierung, immer wieder
Phasen guter U¨bereinstimmung (Daten nicht gezeigt).
Die Histogramme der Windrichtungsverteilung der Beobachtungsdaten an den SYNOP-
Stationen und die HIRHAM4-Simulationsergebnisse zeigen tendentiell a¨hnliche Besetzun-
gen der Windrichtungsklassen (Abb. 5.27). Im untersuchten Gesamtzeitraum betra¨gt die
Anzahl der Fehlwerte 283 / 593 an SYNOP-Station 21432 / 20292 bei 100 / 108 Terminen
mit Windstille damit betra¨gt die Anzahl verwertbarer Vergleiche 91%/ 84% pro Stati-
on. Das Histogramm fu¨r die SYNOP-Station am Kap Tscheljuskin weist eine bimodale
Ha¨uﬁgkeitsverteilung auf. Demnach ist das lokale Windfeld am Rand der westlichen Lap-
tewsee hauptsa¨chlich von West- bzw. Ostwind gepra¨gt. Ein Grund hierfu¨r ko¨nnte in einem
Kanalisierungseﬀekt der lokalen Windverha¨ltnisse im Bereich der Wilkizkijstraße sein, die
aus der Lage zwischen dem Byrrangagebirge auf der Taimyr-Halbinsel und der Topogra-
phie der Bolschewik-Insel resultieren. Im Bereich der Station 21432 auf der Kotelnyj-Insel
scheint fast eine Gleichverteilung der Windrichtungen vorzuliegen, ein Indikator fu¨r die
variablen sommerlichen Zirkulationsverha¨ltnisse. Die mittleren absoluten Diﬀerenzen bei
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Abbildung 5.27: Histogramme der Windrichtungsverteilung der SYNOP-Stationen 21432
(Kotelnyj-Insel) und 20292 (Kap Tscheljuskin) (schwarze Balken) mit ECMWFopyc000- (blaue
Balken) und OBSopyc110- (rote Balken) HIRHAM4-Ergebnissen am na¨chstgelegenen Modell-
gitterpunkt. Neun Simulationsjahre, Mai bis August, Anzahl der Vergleichszeitpunkte: 4428.
Die Windrichtungen sind in 36 10◦-Klassen eingeteilt. 5◦< Kasse 1 ≤ 15◦, usw. Kalmen sind
unberu¨cksichtigt.
einem SYNOP/ECMWFopyc000- und einem SYNOP/OBSopyc110-Vergleich betragen
0.49% und 0.61% an der Station 21432 sowie 1.03% und 1.02% an der Station 20292.
5.3.3 Strahlungs- und Wa¨rmestro¨me
Die kurz- und langwelligen Strahlungsbilanzen der Erdoberla¨che sind wichtige Steuer-
gro¨ßen fu¨r die Wa¨rmestro¨me und damit die Prozesse in der atmospha¨rischen Grenzschicht.
Im HIRHAM4 hat die Verwendung von Meereisbedeckungsgraden und einer Schneeauﬂage
bei Nutzung der opyc-Funktionalita¨ten neben Auswirkungen auf die Berechnung der Ober-
ﬂa¨chentemperaturen auch einen Einﬂuß auf die Rauhigkeitsla¨nge, die turbulente Diﬀusion
und die Oberﬂa¨chenalbedo. Da sowohl die Meereisdicke als auch die Schneedeckenma¨chtig-
keit und die Meereisbedeckungsgrade fest vorgegeben sind, ko¨nnen positive und negative
Ru¨ckkopplungsmechanismen aus Meereiseigenschaften (Albedo und Oberﬂa¨chentempera-
tur), wie sie in Curry et al. (1995) beschrieben sind, nicht einsetzen.
Neben den Oberﬂa¨cheneigenschaften Albedo und Temperatur beeinﬂußt insbesondere
die Bewo¨lkung, durch Reﬂexion an der Wolkenoberseite und Absorption der kurzwelligen
Strahlungsstro¨me und durch eine Versta¨rkung der atmospha¨rischen langwelligen Gegen-
strahlung, die kurz- und langwelligen Strahlungsbilanzen an der Erdoberﬂa¨che (Abb. 5.28).
Die Maxima der kurzwelligen Strahlungsbilanz werden in den Monaten Juni und Juli er-
reicht, wa¨hrend des Polartags mit maximalem Sonnenzenitwinkel und einer maximalen
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Abbildung 5.28: Zeitreihen des ra¨umlichen Mittels der kurz- (Zeitreihen im positiven Wer-
tespektrum) und langwelligen (Zeitreihen im negativen Wertespektrum) Strahlungsbilanzen
[Wm−2] an der Erdoberﬂa¨che. Die Zeitreihen sind zusa¨tzlich zu dem 7-terminigen Tiefpaß-
ﬁlter noch 15-terminig tiefpaßgeﬁltert. Oberer Plot: Westliche Neusibirische Polynja; unterer
Plot: Testgebiet u¨ber dem zentralen arktischen Packeis. Fu¨r Details zur Darstellung siehe
Abbildung 5.20.
astronomischen Sonnenscheindauer (24 Stunden). U¨ber beiden Abfragemasken (Westliche
Neusibirische Polynja und zentrales Packeis) ist die Bilanz bei Verwendung des OBS-
Antriebs aufgrund der oﬀenen Wasserﬂa¨chen mit niedrigerer Albedo und versta¨rkter Ab-
sorption erwartungsgema¨ß gro¨ßer.
Basierend auf Daten mit einer 6-stu¨ndlichen Auﬂo¨sung ergibt sich fu¨r die Polynja-Maske
eine mittlere Gesamt-Strahlungsbilanz u¨ber die neun Simulationsjahre von Q∗ =136Wm−2
bzw. Q∗ =182Wm−2 fu¨r die ECMWFopyc000 /OBSopyc110-Simulationsergebnisse (mitt-
lere Albedo: α =0.50 bzw. α =0.23). U¨ber der Packeis-Maske werden Q∗ =119Wm−2 bzw.
Q∗ =146Wm−2 erreicht (α =0.52 bzw. α =0.33). Neben der no¨rdlicheren geographischen
Lage und dem damit verbundenen ungu¨nstigeren Strahlungsklima, ist hauptsa¨chlich die
geringere oﬀene Wasserﬂa¨che fu¨r den niedrigeren Gesamtenergieeintrag verantwortlich. Die
Ergebnisse zwischen den ECMWFopyc000- und OBSopyc000-La¨ufen u¨ber dem Packeisge-
biet sind anna¨hernd identisch, ebenso wie diejenigen der OBSopyc100- und OBYopyc110-
Simulationsrechnungen (Daten nicht gezeigt). U¨ber dem Polynja-Gebiet hingegen, mit
großen Unterschieden zwischen der Meereisausdehnung in den OBS- und ECWMF-An-
trieben, besteht bereits ein Unterschied in der mittleren Strahlungsbilanz von 26Wm−2
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zwischen den ECMWFopyc000- und den OBSopyc110-Ergebnissen.
Die Beobachtungen des SHEBA Projekts liefern u¨ber mehrja¨hrigem Packeis ein Mo-
natsmittel der Gesamt-Strahlungsbilanz von 80Wm−2 fu¨r Juli 1998 bei einer mittleren
Albedo von α =0.55 (Perovich et al., 2002; Persson et al., 2002). Dies gilt allerdings fu¨r
eine Punktmessung und ist daher nur bedingt mit den u¨ber den hier gewa¨hlten Raumaus-
schnitt gemittelten Daten vergleichbar.
Die simulierten Werte der kurzwelligen Strahlungsbilanz liegen in realistischen Berei-
chen fu¨r Schnee- und Eisoberﬂa¨chen (Oke, 1987). Den langja¨hrig (neun Simulationsjahre)
gemittelten Monatsmitteln der OBSopyc100- und OBSopyc110-La¨ufe von etwa 180Wm−2
im Juni und Juli stehen die ECMWFopyc000-Ergebnisse mit im Mittel etwa 127Wm−2
im selben Zeitraum im Bereich der Polynja-Maske gegenu¨ber. Die Wirkung der Meereisbe-
deckungsgrade macht sich bei einem Vergleich mit den Daten der Packeis-Maske wiederum
genauso bemerkbar, wie bei der Gesamt-Strahlungsbilanz.
Mit einem erho¨hten Strahlungsenergieeintrag steigt die Oberﬂa¨chentemperatur, so daß
die langwellige Strahlungsbilanz (jeweils untere Kurven in Abb. 5.28) auf einem niedri-
geren Werteniveau fast entgegengesetzt zu der kurzwelligen Strahlungsbilanz verlaufen.
Die zeitliche Entwicklung wa¨hrend eines Sommers innerhalb einer Wertespanne von et-
wa -10Wm−2 bis -75Wm−2 erkla¨rt sich aus den niedrigen Oberﬂa¨chentemperaturen z.B.
im Mai, denen jedoch auch relativ geringe Atmospha¨rentemperaturen und damit geringere
Werte der langwelligen atmospha¨rischen Gegensatrhlung entsprechen. Dem gro¨ßeren Ener-
gieverlust wa¨hrend der Monate Juni und Juli mit erho¨hten Oberﬂa¨chentemperaturen wirkt
eine versta¨rkte atmospha¨rische langwellige Gegenstrahlung entgegen, wobei neben einem
vera¨nderten Temperaturproﬁl auch die stratiforme Bewo¨lkung den Strahlungsstrom modi-
ﬁziert. Die mittlere langwellige Strahlungsbilanz betra¨gt etwa -34Wm−2 fu¨r die Polynja-
Maske und -29Wm−2 im Bereich der Packeis-Maske.
Wegen der niedrigen Oberﬂa¨chentemperaturen sind die fu¨hlbaren Wa¨rmestro¨me in der
Mehrzahl der Fa¨lle von der Atmospha¨re zur Eis- bzw. Meeresoberﬂa¨che gerichtet (Abb.
5.29). Aufgrund der geringen Gradienten sind die absoluten Betra¨ge relativ gering. Insbe-
sondere Anfang Mai und Ende August, wenn die kurzwelligen Strahlungsstro¨me geringe
Energieﬂußdichten aufweisen bzw. große oﬀene Wasserﬂa¨chen vorhanden sind, kehrt sich
das Vorzeichen um und es kommt zu einem fu¨hlbaren Wa¨rmestrom in die Atmospha¨re. Die
Mittelwerte der ECMWFopyc000 /OBSopyc110-Simulationsrechnungen u¨ber die gesamte
Zeitreihe betragen QH =8.0Wm−2 /QH =6.0Wm−2, bei einer mittleren absoluten Dif-
ferenz von |d| =7.1Wm−2 im Bereich der Westlichen Neusibirischen Polynja. U¨ber dem
zentralen arktischen Packeis treten Mittelwerte von QH =2.8Wm−2 /QH =1.4Wm−2
fu¨r die ECMWFopyc000 /OBSopyc110-Simulationsrechnungen auf (|d| =4.3Wm−2). Mit
zunehmender oﬀener Wasserﬂa¨che (opyc100 und opyc110) verringert sich der Temperatur-
gradient zwischen Atmospha¨re und Erdoberﬂa¨che und damit auch der fu¨hlbare Wa¨rme-
strom. Die allgemein ho¨heren Lufttemperaturen in 2m Ho¨he in den Simulationsrechnungen
mit dem OBS-Antrieb und den opyc100- bzw. opyc110-Optionen fu¨hren bei gleichzeitig
erho¨hter Oberﬂa¨chentemperatur nicht zu einer Versta¨rkung der Wa¨rmestro¨me.
Die latenten Wa¨rmestrome in Abbildung 5.30 sind von der Oberﬂa¨che in die Atmo-
spha¨re gerichtet, d.h. es kommt zu einem divergenten Massenﬂuß (Evaporation). Aufgrund
der gro¨ßeren verdunstenden Fla¨che, weisen die OBSopyc110-Simulationsrechnungen auch
gro¨ßere Verdunstungsraten auf (Daten nicht gezeigt). Der Monat August 1990 ist ein sehr
gutes Beispiel fu¨r einen solchen Fall. Wie an Abbildung 4.24 zu sehen, unterscheiden sich
die mittleren Meereisbedeckungsgrade in der Laptewsee in diesem Monat um etwa 0.5,
die anna¨hernd geschlossene Meereisdecke unterbindet die Evaporation. Dieser Eﬀekt ist
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Abbildung 5.29: Zeitreihen des ra¨umlichen Mittels des fu¨hlbaren Wa¨rmestroms [Wm−2]
an der Erdoberﬂa¨che. Ein negatives Vorzeichen bedeutet einen von der Fla¨che in die Atmo-
spha¨re gerichteten Temperaturgradienten. Die Zeitreihen sind zusa¨tzlich zu dem 7-terminigen
noch 15-terminig tiefpaßgeﬁltert. Oberer Plot: Westliche Neusibirische Polynja; unterer Plot:
Testgebiet u¨ber dem zentralen arktischen Packeis. Fu¨r Details zur Darstellung siehe Abbil-
dung 5.20.
auch deshalb so eﬃzient, da Schneeschmelze und Schmelztu¨mpelbildung im HIRHAM4
nicht beru¨cksichtigt werden. Die Folge ist ein mittlerer latenter Wa¨rmestrom von QL =-
4.7Wm−2 /QL =-5.9Wm−2 in den ECMWFopyc000-Simulationsrechnungen u¨ber der
Polynja- /Packeis-Maske bzw. QL =-8.1Wm−2 /QL =-9.1Wm−2 in den OBSopyc110-
Ergebnissen. Die mittlere absolute Abweichung betra¨gt |d| =4.5Wm−2 / |d| =3.7Wm−2
u¨ber der Polynja- / Packeis-Maske. Eine geringe speziﬁsche Feuchte ist im Monat Mai
die Ursache fu¨r den Dampfdruckgradienten, der zu latenten Wa¨rmestro¨men von unter
-20Wm−2 fu¨hrt.
Ein qualitativer Vergleich mit den Meßergebnissen des SHEBA-Projekts zeigt relativ
gute U¨bereinstimmungen bzgl. der Gro¨ßenordnungen der erfaßten Pha¨nomene. Die große
interannuale Variabilita¨t in den SHEBA-Daten, die sich in a¨hnlicher Form auch in den
HIRHAM4-Ergebnissen zeigt, wird von Persson et al. (2002) auf synoptische Ereignisse
mit einer erho¨hten Windgeschwindigkeit und damit einem erho¨hten turbulentem Diﬀusi-
onskoeﬃzienten zuru¨ckgefu¨hrt. Der zur Oberﬂa¨che gerichtete fu¨hlbare Wa¨rmestrom ist in
den SHEBA-Messungen prima¨r auf die stabile Schichtung, d.h. inverse Temperaturschich-
tung, zuru¨ckzufu¨hren.
Die hier gezeigten Energie- und Stoﬄu¨sse sind insgesamt sehr gering, verglichen mit
winterlichen Prozessen. Beobachtungen an einer Polynja su¨do¨stlich von Bennett-Island
(no¨rdlich der Neusibirischen Inseln) vom 23. November 1993 (Daten nicht gezeigt) lassen
z.B. fu¨hlbare Wa¨rmestro¨me von bis zu 500Wm−2 vermuten. Die geringen horizontalen
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Abbildung 5.30: Zeitreihen des ra¨umlichen Mittels des latenten Wa¨rmestroms [Wm−2] an
der Erdoberﬂa¨che. Ein negatives Vorzeichen bedeutet einen von der Fla¨che in die Atmospha¨re
gerichteten Gradienten. Die Zeitreihen sind zusa¨tzlich zu dem 7-terminigen noch 15-terminig
tiefpaßgeﬁltert. Oberer Plot: Westliche Neusibirische Polynja; unterer Plot: Testgebiet u¨ber
dem zentralen arktischen Packeis. Fu¨r Details zur Darstellung siehe Abbildung 5.20.
und vertikalen Lufttemperaturgradienten zwischen oﬀenen Wasserﬂa¨chen und den angren-
zenden Bereichen wird vor allem als Grund angesehen, weshalb z.B. in Kapitel 5.2.5 keine
sta¨rkere Wirkung der oﬀenen Wasserﬂa¨chen auf die Zyklonenaktivita¨t zu erfassen ist.
5.4 Zusammenfassung
Bei Vergleichen arktisweiter Luftdruckfelder (Kap. 5.1.1) stellen sich signiﬁkant unter-
schiedliche Zirkulationsstrukturen ein, die aufgrund einer gewissen Einschwingzeit we-
gen der Modellinitialisierung nur bei zeitlich hochaufgelo¨ster Betrachtung in den letzten
beiden Monatsdritteln deutlich werden. Die Gro¨ßenordnung dieser Unterschiede ist je-
doch nicht proportional zu den Vera¨nderungen des unteren Randantriebs, d.h. geringe
Vera¨nderungen in der Meereisausdehnung ko¨nnen bereits Vera¨nderungen der Druckfelder
bis in die mittlere Tropospha¨re hervorrufen. Ein exemplarischer Vergleich mit ECMWF-
Re-Analysen ergibt eine Verbesserung der Reproduktion der mittleren atmospha¨rischen
Zirkulation bei Nutzung des OBS-Antriebs. Die Vergleiche der Simulationsergebnisse mit
RASO-Beobachtungsdaten liefern hingegen keine eindeutigen Ergebnisse. Die niederfre-
quente Variabilita¨t der RASO-Messungen kann anna¨hernd reproduziert werden. Die Luft-
temperaturen in 2m Ho¨he (Kap. 5.1.2) werden – auch im Vergleich zu Beobachtungsdaten
– bei Verwendung der OBS-Daten realistischer wiedergegeben, sowohl u¨ber Packeisﬂa¨chen
als auch vor allem in den Randmeerbereichen mit kleinra¨umigen Meereisstrukturen. Le-
diglich im Monat Mai sind die HIRHAM4-Lufttemperaturen tendentiell zu hoch.
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Die Zyklonenaktivita¨t wird duch den alternativen unteren Randantrieb ebenfalls ver-
a¨ndert (Kap. 5.2). Die Auswirkungen auf die mittleren Zykloneneigenschaften Kerndruck,
Intensita¨t und Zuggeschwindigkeit sind gering. Die Zyklonenanzahl nimmt tendentiell in
den OBSopyc110-La¨ufen gegenu¨ber den ECWMFopyc000-Simulationen eher ab bei einer
realistischen Erfassung der ra¨umlichen Verteilung der Aktivita¨t. Gekoppelt an die Verla-
gerungen der Druckfelder verlagern sich auch die Zyklonenzugbahnen. Es scheinen jedoch
keine eindeutigen systematischen Zusammenha¨nge zwischen den oﬀenen Wasserﬂa¨chen
bzw. den OPYC-Optionen und der Umstrukturierung der Verteilung zu geben. Sowohl
eine Abschwa¨chung als auch eine Versta¨rkung der Frontalzonen im Bereich der sibirischen
Arktis durch die oﬀenen Wasserﬂa¨chen im OBS-Antrieb erscheint denkbar. Kleinra¨umige
Strukturen nehmen auf die Zyklonenaktivita¨t wegen der geringen sommerlichen Gradien-
ten und der teilweise hohen Zuggeschwindigkeiten oﬀenbar wenig Einﬂuß.
Die zeitlich hochaufgelo¨sten Vergleiche und Validierungsansa¨tze im Bereich der Grenz-
schicht (Kap. 5.3) erga¨nzen speziell die Erkenntnisse aus Kapitel 5.1. Die bodennahe
Lufttemperaturverteilung kann bei Nutzung des OBS-Antriebs in Kombination mit der
opyc100- oder opyc110-Option realistischer reproduziert werden. In Abha¨ngigkeit oﬀener
Wasserﬂa¨chen ko¨nnen bei Verwendung der OBS-Antriebe und der opyc100-Einstellungen
systematisch ho¨here Windgeschwindigkeiten registriert werden. Das Wettergeschehen wird
in einem Beispiel in einem OBSopyc110-Ergebnis realistischer erfaßt. Die Schneeauﬂage
auf Meereis hat nur sehr geringe Auswirkungen auf die Strahlungs- und Energiebilan-
zen. Diese liegen in realistischen Wertebereichen. Die Wa¨rmestro¨me sind – verglichen mit
winterlichen Vera¨ltnissen – jedoch relativ gering.
Die Validierungsexperimente mit den SYNOP-Stationsdaten ergeben, trotz teilweise
erheblicher Abweichungen, eine prinzipielle U¨bereinstimmung bei der Gro¨ßenordnung der
betrachteten Prozesse. Die zeitliche Variabilita¨t kann reproduziert werden. Anhand der Va-
lidierung zeigen sich aber auch die begrenzten Mo¨glichkeiten eines Vergleichs von Modell-
mit Beobachtungsdaten, speziell in diesem Fall bei stark variablen Oberﬂa¨cheneigenschaf-
ten.
In U¨bereinstimmung mit Rinke et al. (2003) kann gefolgert werden, daß die Meereis-
verteilung (Ausdehnung und meereisbedeckte Fla¨che) gemeinsam mit den OPYC-Einstell-
ungen nachweislich einen klaren Einﬂuß auf die regionale atmospha¨rische Zirkulation, wie
sie in HIRHAM4 simuliert wird, ausu¨bt. HIRHAM4 ist in der Lage, die sommerliche atmos-
pha¨rische Zirkulation realita¨tsnah zu reproduzieren. Trotz bestehender Deﬁzite, wie die
scheinbar relativ geringe Sensitivita¨t gegenu¨ber kleinra¨umigen Strukturen (einzelne Polyn-
jen) oder die relativ großen Abweichungen bei den Vergleichen mit den SYNOP-Stationen,
werden die Simulationsergebnisse auf Basis des gea¨nderten unteren Randantriebs als rea-
lita¨tsna¨her eingestuft als diejenigen mit bestehendem ECMWF-Antrieb. Sie werden daher
in Kapitel 6 zur Herleitung von Atmospha¨re-Meereis-Zusammenha¨ngen eingesetzt.
Es zeigt sich, daß bei allen A¨nderungen des unteren Randantriebs und seiner funk-
tionalen Nutzung im HIRHAM4 Unterschiede in den Simulationsergebnissen auftreten.
Die wichtigste Vera¨nderung ist die Nutzung von Meereisbedeckungsgraden (OBSopyc100,
OBSopyc110) anstelle von bina¨ren Meereismasken (ECMWFopyc000, OBSopyc000). Eine
weitere Verbesserung der Modellergebnisse kann wahrscheinlich durch Restart-La¨ufe ohne
monatliche Modellinitialisierung zusammen mit der opyc111-Einstellungsvariante und ei-
ner aus Beobachtungsdaten initialisierten Meereisoberﬂa¨chentemperatur sowie einer geo-
metrischen Auﬂo¨sung von 25 km×25 km erreicht werden. Die heterogenen Oberﬂa¨chenei-
genschaften wa¨hrend des Sommers stellen – verglichen mit Simulationsrechnungen der
Wintermonate – u.a. wegen der geringen Gradienten, schwierige Randbedingungen dar.
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Nachdem in den vorangegangenen Kapiteln der allgemeine Einﬂuß des unteren Randan-
triebs (auf die Atmospha¨re) untersucht wurde, soll in diesem Kapitel der Wissensstand
aus Kapitel 1.1 zu einer ursa¨chlichen Erkla¨rung der beobachteten Meereiseigenschaften
bzw. Anomalien in der Laptewsee wa¨hrend des Sommers erweitert werden (d.h. Einﬂuß
der Atmospha¨re auf die Meereisverteilung). Die Datengrundlage sind die OBSopyc110-
Simulationsergebnisse fu¨r neun Sommer sowie aus Gru¨nden der Vergleichbarkeit und Kom-
binierbarkeit auf das HIRHAM4-Gitter projizierte SMMR und SSM/I Meereisbedeckungs-
grade und Meereisdriftdaten von 1979 bis 2002 (Kap. 2.1).
Da bei den verwendeten OBSopyc110-Simulationsergebnissen der untere Randantrieb
ta¨glich aus Beobachtungsdaten vorgegeben wird und nachweislich (Kap. 5) eine Vera¨nde-
rung der atmospha¨rischen Zirkulation, der Zyklonenaktivita¨t und der simulierten Grenz-
schichtprozesse bewirkt, kann davon ausgegangen werden, daß die Simulationsergebnisse
prinzipiell den atmospha¨rischen Feldern entsprechen, welche die Meereisverha¨ltnisse (Drift,
Schmelzen, Gefrieren) ursa¨chlich mitbeeinﬂußt haben. Die Meereisdriftdaten, die konsi-
stent sind mit den Meereisbedeckungsgraden, ermo¨glichen in diesem Zusammenhang die
Ableitung einer Transportbilanz, d.h. einer Abscha¨tzung der Wirksamkeit der windgetrie-
benen Meereisdrift als dynamischer Systemkomponente. Eine Untersuchung von Atmos-
pha¨re-Meereis-Wechselwirkungen scheint so im Ansatz mo¨glich zu sein. Es soll versucht
werden Dynamik und Thermodynamik zu trennen (Anteil Schmelzen und Verdriften an
den Meereisanomalien). Da jedoch keine physikalische Kopplung zwischen dem Atmo-
spha¨renmodell und dem Meereis vorliegt, bleibt der hergeleitete Zusammenhang rein sta-
tistisch – anders als bei gekoppelten Modellsystemen.
Die Schwerpunkte dieses Kapitels sind Untersuchungen zu dem mesoskaligen Wetter-
geschehen wa¨hrend neun Sommern mit positiven und negativen Meereisanomalien in der
Laptewsee. Es wird dabei davon ausgegangen, daß die synoptischen Prozesse im Fru¨hling
und Sommer von Mai bis August entscheidend fu¨r die meist im September maximal ausge-
pra¨gten anomalen Meereisausdehnungen sind. Sie sind dem großra¨umigen Prozessregime
u¨berlagert bzw. von diesem mitbeeinﬂußt. Die Pra¨konditionierung der Meereisdecke im
Winter und Fru¨hling nimmt ebenfalls auf die nachfolgende Entwicklung Einﬂuß. Mit den
bisherigen Ansa¨tzen ist noch keine widerspruchsfreie Erkla¨rung der stark variablen Sy-
stemzusta¨nde mo¨glich (Bareiss und Go¨rgen, eingereicht).
Die zeitliche Entwicklung der sommerlichen Meereisanomalien in Zusammenhang mit
atmospha¨rischen Einﬂußfaktoren ist Gegenstand von Kapitel 6.1. Es soll dazu dienen die
atmospha¨rischen Ursachen der Anomalieentstehung zu erfassen und den Einﬂuß bzw. die
Wirksamkeit dynamischer und thermodynamischer Prozesse abzuscha¨tzen. In Kapitel 6.2
werden zuna¨chst die mittleren Zusta¨nde und die zeitliche Variabilita¨t der Meereisdriftda-
ten und Massenﬂu¨sse als wichtiger Datengrundlage vorgestellt. Da die Laptewsee insbe-
sondere von den IABP-Driftbojen nur am no¨rdlichen Rand im Bereich der Transpolardrift
erfaßt wird, liegen hierzu bislang nur wenige beobachtungsgestu¨tzte Datensa¨tze vor, die
teilweise nur sehr kurze Zeitspannen erfassen (z.B. Alexandrov et al. (2000)). Den Ein-
ﬂuß, den die Meereisdrift auf die Pra¨konditionierung der winterlichen Meereisdecke hat
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und der Zusammenhang mit großra¨umigen Zirkulationszusta¨nden (vor allem die AO), re-
pra¨sentiert durch ihre Indizes, soll ebenfalls kurz untersucht werden. In Kapitel 6.3 wird
ero¨rtert, welche Ursachen die steuernden Atmospha¨reneigenschaften und die daran ge-
koppelten Wirkungsgefu¨ge (darunter auch die Zyklonenaktivita¨t) haben, die entscheidend
fu¨r die in Kapitel 6.1 dargestellten Atmospha¨renzusta¨nde sind. Der Einﬂuß der variablen
Polynjaeigenschaften ist schließlich Gegenstand von Kapitel 6.4.
6.1 Entwicklung der sommerlichen Meereisbedeckung
Durch eine Zusammenschau von dynamischen und thermodynamischen kryospha¨rischen
und atmospha¨rischen Gro¨ßen soll in diesem Kapitel versucht werden, die anteiligen Ursa-
chen festzustellen, die in den neun Simulations- bzw. Anomaliejahren in der Laptewsee zu
den beobachteten Meereisverteilungen wa¨hrend des Sommers gefu¨hrt haben. Diese Analy-
se a¨hnelt in der Betrachtung der Evolution einer Anomalie z.B. derjenigen von Haas und
Eicken (1999) oder Serreze et al. (2003), sie bezieht sich jedoch auf eine gro¨ßere Anzahl
von Jahren bei einer detaillierteren Betrachtung beteiligter meteorologischer Steuergro¨ßen.
Die relativ hohe zeitliche Auﬂo¨sung von einem Tag ermo¨glicht den Zeitablauf genau zu
erfassen. Auf die Darstellung ra¨umlicher Feldverteilungen wird an dieser Stelle verzichtet,
da ausschließlich Prozesse im begrenzten Bereich der Laptewsee untersucht werden, die
ohne Fernwirkung vor Ort wirksam werden.
6.1.1 Methodik der Berechnung von Meereistransportbilanzen
Abbildung 6.1: Anordnung der Linien zur Erfassung der Meereistransportbilanz auf dem
HIRHAM4-Gitter (110×100 Gitterpunkte) im Bereich der Laptewsee. Die Pfeile geben die
Richtung an, in der der Massen- bzw. Fla¨chenﬂuß registriert wird. Die Zahlen kennzeichnen
die verschiedenen Bilanzlinien (in Klammern steht die Anzahl der Gitterpunkte aus denen die
Bilanzlinie besteht): (1) entlang 126◦ E (11), (2) Nordgrenze, westlicher Teil (9), (3) Nord-
grenze, o¨stlicher Teil (10), (4) Ostgrenze, no¨rdlicher Teil (2), (5) Ostgrenze, su¨dlicher Teil (3),
(6) Bolschwik-Insel zu Kotelnji-Insel (18).
Der Meereistransport wird an Bilanzlinien berechnet. Diese bestehen aus Gitterpunkten
auf dem HIRHAM4-Modellgitter und begrenzen die Laptewsee im no¨rdlichen und o¨stli-
chen Bereich (Abb. 6.1 und Abb. 4.16). Zusa¨tzlich ist eine Unterteilung in einen westlichen
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und o¨stlichen (etwa entlang 126◦ E) sowie einem su¨dlichen und no¨rdlichen Randmeerbe-
reich (Verbindungslinie Bolschwik-Insel zu Kotelnji-Insel) vorgenommen. Anders als z.B.
bei Hilmer (2001) oder Rigor et al. (2002) ist die Orientierung der Bilanzlinien – bis auf
die letztgenannte – nicht an den Hauptachsen des Gitters, sondern an der Randmeerab-
grenzung orientiert.
Die Driftdaten liegen pro Gitterpunkt als u- und v-Komponenten auf dem HIRHAM4-
Gitter vor. Pro Bilanzlinie wird nur jeweils eine Driftrichtung beru¨cksichtigt (je nach
Orientierung im HIRHAM4-Gitter entweder u oder v, Abb. 6.1). Die Erfassung von Git-
terpunkten ohne Drift oder ein Verdriften innerhalb der Bilanzlinie zu den Nachbargit-
terpunkten ist ausgeschlossen. Die mit der Meereisdrift transportierte Eigenschaft ist der
Meereisbedeckungsgrad an dem jeweiligen Gitterelement der Bilanzlinie. Da beide Da-
tensa¨tze als Tagesmittel vorliegen ist das Ergebnis ein Fla¨chenﬂuß pro Tag (km2 d−1),
aufgespalten in die Summe des Im- und Exports pro Bilanzlinie.
Da keine Meereisdickeninformationen vorliegen, wird die innerhalb eines Tages verdrifte-
te meereisbedeckte Fla¨che als Maß genommen. Die Driftgeschwindigkeit an dem jeweiligen
Gitterpunkt der Bilanzlinie wird in Bezug gesetzt zur Gitterweite (50 km, HIRHAM4-
Modellgitter) und mit der meereisbedeckten Fla¨che (Meereisbedeckungsgrad · Gro¨ße der
Auﬂo¨sungszelle) multipliziert. In Abha¨ngigkeit der Driftgschwindigkeit kann nur ein gewis-
ser Teil der meereisbedeckten Fla¨che transportiert werden. Bei einer Driftgeschwindigkeit
entlang einer Gitterachse von 50 kmd−1 wu¨rde die gesamte Meereismasse des Gitterpunkts
verlagert. Voraussetzung fu¨r diesen Ansatz sind die Annahmen einer gleichfo¨rmigen Drift-
bewegung und einer homogenen Meereisverteilung innerhalb einer Gitterzelle. Die Kompo-
nenten u und v der Driftdaten werden zur Feststellung der Driftrichtung beno¨tigt, d.h. Im-
oder Export an der Bilanzlinie. Da bei typischen Driftgeschwindigkeiten von z.B. 30 cm s−1
ein Meereisfeld bei gleichfo¨rmiger Bewegung theoretisch acht Tage beno¨tigt, um 50 km weit
zu verdriften, ist es ausreichend, nur eine Gitterpunktreihe im Bereich einer Bilanzlinie zu
beru¨cksichtigen. Die Bilanzlinie ist in diesem Fall deﬁniert durch die Gitterpunktzentren
der Gitterpunkte. Es handelt sich bei der Erfassung der Drift um subskalige Prozesse,
die auf dem zugrundeliegenden Gitter wegen der geringen Driftgeschwindigkeiten in ihrer
tatsa¨chlichen Auspra¨gung nicht erfaßt werden ko¨nnen.
Ein Vergleich der kombinierten Ergebnisse an der Nordgrenze der Laptewsee mit den
Meereistransportbilanzen in Alexandrov et al. (2000), die u.a. Driftdaten fu¨r die Winter-
monate aus SSM/I Fernerkundungsdaten und Modellrechnungen (Gitterweite des Ozean-
Meereismodells etwa 100 km) ableiten, ergibt fu¨r die Tagesmittel der Winter (Oktober bis
Mai) der Jahre 1987/1988 und 1994/1995 gute U¨bereinstimmungen der absoluten Betra¨ge
und der zeitlichen Entwicklung (Daten nicht gezeigt). Der maximale Meereisexport an
der no¨rdlichen Bilanzlinie zwischen 1979 und 1995 mit 732·103 km2 bei Alexandrov et al.
(2000) im Winter 1988/98 wird mit etwa 832·103 km2 u¨berscha¨tzt, ebenso wie der mini-
male Winterwert, der anstatt 251·103 km2 mit dem hier verwendeten Verfahren und den
Ausgangsdaten bei 406·103 km2 liegt. Dementsprechend liegt das langja¨hrige (1979 bis
1995) Winter-Export-Mittel in diesem Vergleich bei 558·103 km2 anstatt 492·103 km2 und
das Sommer-Import-Mittel bei 130·103 km2 anstatt bei 40·103 km2.
Weder die Abfragesystematik noch die Bilanzlinien oder das zugrundeliegende Gitter,
die Ausgangsdaten und die geometrische Auﬂo¨sung stimmen jedoch mit Alexandrov et al.
(2000) u¨berein, was die Bewertung des Vergleichs erschwert. Es wird jedoch von einer
U¨berscha¨tzung der Massenﬂu¨sse mit dem hier verwendeten Verfahren ausgegangen.
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6.1.2 Zeitliche Abfolge der Anomalieentstehung
Die Abbildung 6.2 entha¨lt neben Zeitreihen zur Entwicklung der meereisbedeckten Fla¨che
und dem Meereisﬂa¨chentransport durch die Bilanzlinien auch aus den OBSopyc110 HIR-
HAM4-Simulationsrechnungen abgeleitete thermodynamische und dynamische Variablen
(s.u.). Der Darstellbarkeit und U¨bersichtlichkeit halber sind die Zeitreihen aus ra¨umlichen
Mitteln im Ozeanbereich der Laptewsee-Maske (Abb. 4.16) auf dem HIRHAM4-Gitter
abgeleitet. Die 6-stu¨ndlichen Modellergebnisse sind zu Tagesmitteln gemittelt und mit
einem Gaußﬁlter 3-ta¨gig tiefpaßgeﬁltert.
Die Vera¨nderung der meereisbedeckten Fla¨che, basierend auf den Meereisbedeckungs-
graden, wird einerseits durch die Originalzeitreihe (projiziert auf das HIRHAM4-Gitter,
ohne vergro¨ßerte Landmaske) und durch die interdiurnen A¨nderungsraten erfaßt und an-
dererseits zum Netto-Meereisﬂa¨chentransport in Bezug gesetzt. Dieser ergibt sich aus der
Summe der Transportbilanzen an den Bilanzlinien Nr. 2 bis Nr. 5 (Abb. 6.1) der Laptewsee
zum Arktischen Ozean und zur Ostsibirischen See. Dadurch ist der ungefa¨hre Anteil des
Meereistransports an der Gesamt-Fla¨chena¨nderung innerhalb des Randmeeres abscha¨tz-
bar. Zusatzinformationen, wie die mittlere Meereisdriftrichtung und -geschwindigkeit im
Zusammenhang mit der Windgeschwindigkeit und -richtung in 10m Ho¨he, erga¨nzen die
Betrachtung dieser dynamischen Systemkomponente.
Die bodennahe Lufttemperatur ist kein guter Indikator, um die thermischen Eigenschaf-
ten einer mo¨glichen Luftmassenadvektion oder einer anders verursachten Lufttemperatur-
erho¨hung bewerten zu ko¨nnen, da sie zu stark von der Strahlungs- und Energiebilanz der
Unterlage beeinﬂußt wird. Da u¨ber Meereisﬂa¨chen wa¨hrend des Sommers Oberﬂa¨chen-
schmelzen vorherrscht, weist die Lufttemperatur in diesen Bereichen – ebenso wie u¨ber
den Wasserﬂa¨chen – nur selten eine erho¨hte Variabilita¨t auf (Abb. 4.13, 5.10, 5.20). Jeder
Energieeintrag in Form fu¨hlbarer Wa¨rme in das System wird in Schmelzenergie u¨berfu¨hrt.
Als Maß fu¨r die thermische Energie ﬁndet daher die Lufttemperatur im 950 hPa Niveau
(etwa 500m Ho¨he) Verwendung, die in Verbindung mit der relativen Topographie der
500 hPa u¨ber der 850 hPa Fla¨che und der mittleren Windrichtung und Geschwindigkeit im
700 hPa Niveau auch Aussagen u¨ber die wirksamen Luftmasseneigenschaften zula¨ßt.
Das Datum des Einsetzens der Schneeschmelze auf Meereis dient – fu¨r die su¨dliche (bis
72◦N), no¨rdliche (72◦ N bis 82◦ N) und die gesamte Laptewsee – als Indikator fu¨r die
Vera¨nderung der Oberﬂa¨chenalbedo durch die Erho¨hung des Flu¨ssigwasseranteils und der
Entstehung von Schmelzwassertu¨mpeln. Dies ist ein wichtiger Zeitpunkt fu¨r die beginnen-
de Zersto¨rung der zusammenha¨ngenden Meereisﬂa¨chen. In desintegriertem Zustand sind
diese durch positive Ru¨ckkopplungsprozesse (Curry et al., 1995) anfa¨lliger fu¨r laterales
Schmelzen, wobei die oﬀenen Wasserﬂa¨chen Bereiche starker kurzwelliger Strahlungsab-
sorption sind (Johnson und Polyakov , 2001).
Da keine Schmelz- bzw. Gefrierraten fu¨r das Meereis vorliegen, dient eine Abnahme
der meereisbedeckten Fla¨che und eine zeitgleiche Lufttemperaturzunahme, gekoppelt an
geringe Meereisexportraten, als ein Indikator fu¨r Schmelzprozesse. Dies kann jedoch dann
zu falschen Annahmen fu¨hren, wenn eine Kompaktion z.B. durch Eisdrift innerhalb der
Laptewsee, die Fla¨chenabnahme hervorruft; dies ist nicht unwahrscheinlich (Kap. 6.2.2,
6.3.2).
Ein weiterer mo¨glicher Nachteil bei dieser Analyse ist die Datenqualita¨t der Meereis-
driftdaten und der Meereisbedeckungsgrade wa¨hrend der Sommermonate. Unter Beru¨ck-
sichtigung der ra¨umlichen Degradation auf das 50 km aufgelo¨ste HIRHAM4-Gitter, scheint
die Genauigkeit der Driftvektoren von unter 1 cm s−1 jedoch relativ zu typischen Driftge-
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Abbildung 6.2: Zeitreihen verschiedener dynamischer und thermodynamischer Komponen-
ten des arktischen Klimasystems im Bereich der Laptewsee, 1983, April bis November, nega-
tives Anomaliejahr. Die grauen Linien sind langja¨hrige (9 Simulationsjahre bei HIRHAM4-
Ergebnissen, 1970 bis 2002 bei NSIDC-Meereisdaten) 7-ta¨gig tiefpaßgeﬁlterte Mittel (Gauß-
ﬁlter). Bis auf die Richtungsangaben sind alle u¨brigen Zeitreihen 3-ta¨gig tiefpaßgeﬁltert.
Die blauen Symbole kennzeichnen das Einsetzen des Oberﬂa¨chenschmelzens in der su¨dli-
chen (Stern), no¨rdlichen (Kreuz) und gesamten Laptewsee (Dreieck). Ein positiver Wert des
Netto-Meereistransports bedeutet einen Netto-Eisexport (in km2 verdriftete Fla¨che), negative
Meereis-A¨nderungsraten eine Abnahme der meereisbedeckten Fla¨che. Die Wind- und Drift-
richtungen sind als skalares Mittel der Gitterpunktwerte zu einem Zeitpunkt berechnet. Die
langja¨hrigen Mittelwerte der HIRHAM4-Ergebnisse im September und Oktober beruhen nur
auf den Jahren 1990, 1995 und 1996.
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Abbildung 6.2: Fortsetzung. 1986, positives Anomaliejahr.
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Abbildung 6.2: Fortsetzung. 1987, positives Anomaliejahr.
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Abbildung 6.2: Fortsetzung. 1990, negatives Anomaliejahr.
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Abbildung 6.2: Fortsetzung. 1991, negatives Anomaliejahr.
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Abbildung 6.2: Fortsetzung. 1992, positives Anomaliejahr.
129
6 Atmospha¨re-Meereis-Zusammenha¨nge wa¨hrend ausgewa¨hlter Sommer
Abbildung 6.2: Fortsetzung. 1993, positives Anomaliejahr.
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Abbildung 6.2: Fortsetzung. 1995, negatives Anomaliejahr.
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Abbildung 6.2: Fortsetzung. 1996, positives Anomaliejahr.
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schwindigkeiten (Abb. 6.5) tolerabel. Die Genauigkeit der Meereisbedeckungsgrade ent-
lang der Bilanzlinien wird als hoch eingescha¨tzt, da diese, insbesondere im Bereich der
no¨rdlichen Begrenzung durch die der prima¨re Austausch stattﬁndet, in Packeisbereichen
mit allgemein relativ hohen Meereisbedeckungsgraden und dickem Meereis liegen, dessen
Fla¨che realita¨tsnah detektiert werden kann (Kap. 2.1).
6.1.3 Diskussion
Die allgemeine zeitliche Entwicklung der meereisbedeckten Fla¨che wa¨hrend der Monate
Mai bis Oktober in allen neun Anomaliejahren in Abbildung 6.2 ist dominiert durch eine
vom Strahlungsklima gesteuerte Fla¨chenabnahme von Mai bis Juli und ein sommerliches
Minimum im August und September, dem sich ein rascher Anstieg durch herbstliche Meer-
eisneubildung im Oktober anschließt, wie dies im langja¨hrigen Mittel zu sehen und in
Kapitel 3.1 beschrieben ist.
Die entscheidende Zeitspanne zur Entwicklung einer positiven oder negativen Meereis-
anomalie reicht von Mai bis August. Wa¨hrend dieser Zeit alterniert der Meereistransport
zwischen einem U¨berwiegen des Netto-Imports bzw. -exports bei ausgepra¨gter interannu-
aler Variabilita¨t (Abb. 6.4). Die kumulative Summe des Netto-Meereistransports (Export
minus Import) – gebildet ab April des jeweiligen Jahres – in Abbildung 6.2 (oberste Rei-
he, links, rote Kurve) zeigt den Gesamteﬀekt des Meereisim- und -exports bis zu einem
Zeitpunkt an.
Im Mittel u¨ber 24 Jahre von 1979 bis 2002 (Daten nicht gezeigt) betra¨gt der An-
teil der Summe des Meereisexports zwischen Mai und August aus der Laptewsee 21.4%
(x¯24aExp =175·103 km2) der Summe der Fla¨chenabnahme. Eine Zunahme der meereisbe-
deckten Fla¨che in demselben Zeitraum wird im Mittel zu 47.6% (x¯24aImp =165·103 km2)
durch Importe abgedeckt. Die Zeitspanne von Mai bis August ist dabei prima¨r von einer
Abnahme der meereisbedeckten Fla¨che gekennzeichnet. Eine Ausnahme bildet die artefakt-
artige scheinbare Verringerung der tatsa¨chlichen meereisbedeckten Fla¨che zwischen Ende
Mai bis Mitte Juni. Sie entsteht durch Oberﬂa¨chenschmelzen (Kap. 3.1) und folgt da-
her den (ebenfalls aus passiven Mikrowellenradiometerdaten abgeleiteten) eingeplotteten
Terminen des Schneeschmelzbeginns. Ohne diesen Eﬀekt wa¨re wa¨hrend des Sommers bei
vorherrschenden Schmelzprozessen der Anteil des Imports an der Fla¨chenzunahme gro¨ßer.
Bei gesonderter Betrachtung des Monats August liegt der importbedingte Anteil der Mee-
reisﬂa¨chenzunahme z.B. im Mittel bei 67%. Der Exportanteil weist u¨ber 24 Jahre von
1979 bis 2002 als Summe u¨ber die Monate Mai bis August einen auf dem 95% Signikanz-
niveau nach dem Mann-Kendall-Trendtest signiﬁkant (99.6%) positiven linearen Trend
von 5.1%Dezennium−1 auf; der positive Trend des Importanteils von 7.3%Dezennium−1
ist nicht signiﬁkant (91.6%).
Der anteilige Eﬀekt von Meereisimport und -export zeigt sich auch an den Netto-
Transportraten in Abbildung 6.2 (zweite Reihe, links, rote Kurve) im Vergleich zur ta¨gli-
chen A¨nderungsrate der meereisbedeckten Fla¨che (schwarze Kurve). Zu beachten sind
die unterschiedlichen Skalierungen im Vergleich zur Darstellung der Ausgangsdaten in
der Abbildung daru¨ber. Ein qualitativer ra¨umlicher Vergleich zu jedem Zeitschritt der
Meereistransportbilanz mit dem bodennahen HIRHAM4-Windfeld und der Meereisdrift
im Bereich der Laptewsee besta¨tigt die gezeigten Ergebnisse (Daten nicht gezeigt). Sofern
die Bilanz zwischen Import und Export nicht ausgeglichen ist, ist dies an der kumulativen
Summe des Netto-Meereistransports in einer Zu- oder Abnahme sichtbar. Allgemein fa¨llt
der scheinbar geringe Anteil auf, den der Meereistransport an der Vera¨nderung der meer-
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eisbedeckten Fla¨che hat, trotz der wahrscheinlichen U¨berscha¨tzung des Meereisexports
mit dem hier verwendeten Verfahren und Daten.
Eine Erkla¨rung ist die relativ zu den Gesamtﬂa¨chena¨nderungen geringe Gesamt-Prozeß-
rate des Meereisﬂa¨chentransports durch die Bilanzlinien. Sie erkla¨rt sich aus den geringen
Meereisdriftgeschwindigkeiten und der hohen zeitlichen Variabilita¨t der windgetriebenen
Meereisdrift. Im Bereich der u.a. verwendeten Bilanzlinien Nr. 2 bis Nr. 4 betra¨gt die mitt-
lere Driftgeschwindigkeit (richtungsunabha¨ngig) u¨ber 24 Jahre von 1979 bis 2002 von Mai
bis August 10.4 cm s−1. Unter der Voraussetzung einer gleichfo¨rmigen, ungesto¨rten Meer-
eisdrift aus der Laptewsee wu¨rde eine Verdriftung um 50 km mit dieser Geschwindigkeit
etwa 5.6 Tage dauern. Bei einem Meereisbedeckungsgrad von 1.0 an jedem der 21 Gitter-
punkte der kombinierten Bilanzlinie wu¨rden 52500 km2 meereisbedeckte Fla¨che verdriftet.
Die Abnahme der meereisbedeckten Fla¨che in der Laptewsee betra¨gt im langja¨hrigen Mit-
tel von Mai bis August 11233 km2 d−1 (62900 km2 5.6 d−1). Wie in Abbildung 6.2 (zweite
Reihe, links, rote Kurve) zu sehen, werden Transportraten von ±8000 km2 d−1 jedoch sel-
ten u¨berschritten. Es stellt sich die Frage, ob diese Transportbilanz – zuna¨chst unabha¨ngig
von ihren Ursachen – wenn sie zum richtigen Zeitpunkt wirksam wird in Kombination mit
den Lufttemperaturdaten eine mo¨gliche Erkla¨rung zur Anomalieentstehung abgibt.
Auﬀa¨llig ist die Konzentration der Meereisdriftrichtungen wa¨hrend der gezeigten neun
Jahre auf eine Su¨d-Nord- bzw. Su¨dwest-Nordost- oder Su¨dost-Nordwest-Richtung, das be-
deutet bei einem mittleren Ablenkungswinkel fu¨r sommerliche Meereisdecken von 18◦einen
Eisexport (Barry et al., 1993). Mit zunehmender Abnahme der Meereisbedeckung im Au-
gust und September nimmt die Streuung der Driftrichtungen in dem betrachteten Zeit-
raum zu, es herrschen dann in großen Teilen der Laptewsee ”free-drift“-Bedingungen. Im
Mittel u¨ber die Laptewsee betra¨gt die Meereisdriftgeschwindigkeit von Mai bis August
x¯=3.03 cm s−1 (s¯=1.72 cm s−1). Die ra¨umlichen Mittel der Richtungs- und Geschwindig-
keitsdaten sind begleitet von einer großen Streuung der Daten, die vor allem bei direkter
Einwirkung eines Tiefdruckereignisses ausgepra¨gt ist (Kap. 6.3.2).
Weil davon ausgegangen wird, daß wa¨hrend der Sommer individuelle Prozesskombina-
tionen wirksam sind und damit – wie sich an den teilweisen Widerspru¨chen in bisherigen
Untersuchungen gezeigt hat – eine allgemeingu¨ltige ursa¨chliche Erkla¨rung schwierig ist,
wird im folgenden die Entwicklung der Anomalien fu¨r neun Jahre anhand der Zeitreihen
in Abbildung 6.2 jeweils gesondert diskutiert.
1983
Das mittlere Einsetzen des Oberﬂa¨chenschmelzens in der gesamten Laptewsee ist 1983
am Kalendertag 154 (3. Juni), 4 Tage nach dem langja¨hrigen (1979 bis 1998) Mittel. Die
Meereisverteilung vera¨ndert sich konform zum langja¨hrigen Mittel (graue Kurve) bis En-
de Juli. Das Schmelzsignal in den passiven Mikrowellenradiometerdaten liegt im letzten
Juni-Drittel; der folgende Anstieg zeigt sich deutlich an der positiven Fla¨chena¨nderungs-
rate der meereisbedeckten Fla¨che. Von Mai bis Juli ist der Eﬀekt einer Fla¨chena¨nderung
durch Meereisdrift gering. Die Lufttemperaturentwicklung verla¨uft gro¨ßtenteils unter dem
9-ja¨hrigen Mittel. Die Abnahme der meereisbedeckten Fla¨che von etwa 0.3·106 km2 Ende
Juli auf etwa 0.1·106 km2 Ende August, etwa 0.1·106 km2 unter dem langja¨hrigen Mittel,
verursacht eine negative Meereisanomalie. Fast zeitgleich mit der starken Abnahme zu An-
fang August ﬁndet Meereisexport statt, der die Anomalie jedoch nicht erkla¨ren kann. Die
mittlere Meereisdriftgeschwindigkeit nimmt ebenfalls zu. Entscheidender scheint aber die
zu Beginn des August 1983 einsetzende und den August u¨ber andauernde positive Luft-
temperaturanomalie zu sein. Diese Temperaturerho¨hung ist gebunden an eine Warmluft-
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advektion, wie aus der relativen Topographie der 500 hPa u¨ber der 850 hPa Niveauﬂa¨che
ersichtlich ist. Die Herkunft der Warmluftmasse ist westlich bzw. su¨dwestlich der Lap-
tewsee, wie aus den mittleren Windrichtungen hervorgeht. Parallel zu den erho¨hten 10m-
Windgeschwindigkeiten Ende August nimmt auch die mittlere Meereisdriftgeschwindig-
keit wieder zu. Die weitaus ho¨heren bodennahen Windgeschwindigkeiten im Mai und Juni
ko¨nnen vermutlich aufgrund der erho¨hten Meereisbedeckung trotz la¨ngerer Andauer keine
direkte Wirkung entfalten. Wie ra¨umliche Verteilungen der Meereisbedeckungsgrade bele-
gen (Daten nicht gezeigt), bleibt 1983 das Tajmyr-Eismassiv weitestgehend erhalten, die
nordo¨stliche Laptewsee wird hingegen eisfrei. Die Zunahme der Meereisbedeckung im Sep-
tember und Oktober wird gesteuert von der Vera¨nderung des Strahlungsklimas (ku¨rzere
astronomisch mo¨gliche Sonnenscheindauer, geringerer Einfallswinkel und la¨ngerer Strah-
lungspfad der solaren kurzwelligen Einstrahlung durch die Atmospha¨re, mehr spiegelnde
Reﬂexion an den Wasser- bzw. Eisoberﬂa¨chen).
1992
Trotz einer unterschiedlichen Meereisverteilung, bei der die westliche anstelle der o¨stlichen
Laptewsee im August eisfrei wird, ist das Jahr 1992 mit 1983 vergleichbar. Die Betra¨ge
der meereisbedeckten Fla¨che Ende Juli sind fast gleich. Der Juli 1992 ist im Gegensatz zu
1983 von einer positiven Lufttemperatur-Anomalie gepra¨gt. Es folgen aber anomal niedrige
Lufttemperaturen ab Mitte August. Eine Kaltluftmasse stro¨mt aus Norden ein, alle Wind-
und Driftrichtungen besta¨tigen dies fu¨r die zweite Augustha¨lfte. Sie sind gekoppelt an einen
leichten Meereisimport, der die Zunahme der meereisbedeckten Fla¨che fast vollsta¨ndig
erkla¨rt. Eine weitere Abnahme mit Prozeßraten wie im Juli ist damit ausgeschlossen.
Wegen des ho¨heren Werteniveaus von dem aus die Meereisneubildung im September startet
entsteht der Zeitversatz zur mittleren Kurve und damit eine positive Anomalie.
1986
Im Mai 1986 sind die Westliche Neusibirische Polynja, die Polynja vor dem Lenadelta und
die Neusibirische Polynja gut ausgepra¨gt. Das Oberﬂa¨chenschmelzen macht sich besonders
u¨ber den Festeisgebieten der su¨do¨stlichen Laptewsee bemerkbar (Daten nicht gezeigt) und
fu¨hrt zu einer Bedeckungsabnahme im Juni. Das Schmelzsignal ist zeitlich verzo¨gert zu
dem an Kalendertag 138 (18. Mai) bereits erfaßten Schneeschmelzbeginn von Drobot und
Anderson (2001). Es scheint gekoppelt zu sein an die Warmluftadvektion etwa am 20.
Juni. Bis auf einen Bereich nahe der Neusibirischen Inseln ist die Laptewsee wa¨hrend Juli
und August no¨rdlich von etwa 77◦ N vollsta¨ndig meereisbedeckt (Daten nicht gezeigt).
Meereistransport an der Begrenzung zum arktischen Ozean bleibt fast vollkommen aus,
bis auf geringe Importe im Juli und August. Diese geringe Meereisdrift zeigt sich auch an
den Bilanzlinien Nr. 1 und Nr. 6 (Daten nicht gezeigt) und den anomal niedrigen Drift-
geschwindigkeiten. Der Meereistransport ist an der Bilanzlinie Nr. 1 von West nach Ost
orientiert, das ist konsistent mit dem vorherrschenden Windfeld. Ein Massenaustausch
mit dem zentralen Arktischen Ozean wird aufgrund der hohen Meereisbedeckungsgrade,
die dort vorherrschen, wahrscheinlich verhindert. Wegen der geringen Meereistranspor-
te kann vermutet werden, daß die Fla¨chena¨nderungen 1986 prima¨r auf Schmelzprozesse
zuru¨ckzufu¨hren sind. Das Einﬂießen von Kaltluft aus nordwestlicher Richtung im letz-
ten Juli-Drittel bremst die Abnahmerate. Die Lufttemperaturerho¨hung Anfang August
(teilweise Su¨dwind) kann eine weitere Meereisreduktion wegen der nachfolgenden weiteren
Temperaturabnahme nicht herbeifu¨hren.
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1987
Das Jahr 1987 kann fast als ”Normaljahr“ bezeichnet werden, auch wenn sich wa¨hrend
des August und Septembers eine positive Meereisanomalie durch eine im Vergleich zum
Mittel verfru¨hte Neueisbildung ergibt. Eine Besonderheit ist das sehr fru¨he mittlere Ein-
setzen der Schneeschmelze in der su¨dlichen Laptewsee bereits am 8. Ma¨rz 1987. Dies
macht sich allerdings nicht in einer verfru¨hten allgemeinen Abnahme der meereisbedeckten
Fla¨che bemerkbar. Meereisimporte scheinen die Abnahmeraten im Mai und Juni teilwei-
se zu kompensieren. Alle von HIRHAM4 simulierten Lufttemperaturerho¨hungen sind mit
Warmluftadvektionen aus su¨dlichen bzw. su¨do¨stlichen Anstro¨mrichtungen verbunden. Oh-
ne den Meereisimport ha¨tte die positive Temperaturanomalie Ende Mai 1983 u.U. schon
zu einer Meereisreduktion gefu¨hrt. Die beiden Temperaturanstiege im Juni fu¨hren zu der
Meereisabnahme zwischen dem 10. und 15. Juni und der Entstehung des Schmelzarte-
fakts am Monatsende, wobei letzteres noch von einem Exportereignis begleitet wird. Das
Temperaturmaximum im Juli bewirkt eine Abnahme um etwa 0.2·106 km2 bis zum Mo-
natsende. Zeitgleich erreicht die mittlere Meereisdriftgeschwindigkeit ein lokales Maximum
bei erho¨hten Exportwerten, die aber nur etwa 16% der Fla¨chena¨nderung erkla¨ren ko¨nnen.
Ohne eﬀektive Exportereignisse zeigt sich, daß im Monat August eine dem Mittel ent-
sprechende Lufttemperatur nicht ausreicht, um ein versta¨rktes Schmelzen und damit eine
entscheidende Fla¨chenabnahme zu verursachen, wie sich dies z.B. 1983 ereignet hat.
1990
Die Entwicklung der negativen Meereisanomalien im Jahr 1990 ist bereits umfassend un-
tersucht, u.a. in Arbeiten von Serreze et al. (1995) und Maslanik et al. (1996) oder in
gekoppelten Modellstudien von Maslanik et al. (2000) und Rinke et al. (2003). Das Ober-
ﬂa¨chenschmelzen setzt in diesem Jahr am Kalendertag 134 (14. Mai) verfru¨ht ein. Die
anschließende Abnahme der meereisbedeckten Fla¨che geht auf in diesem Jahr große Poly-
njen entlang der Tajmyr-Halbinsel und vor dem Lenadelta zuru¨ck (Daten nicht gezeigt).
Das starke Schmelzsignal im Juni wird einerseits durch die erho¨hten Lufttemperaturen
sowie die – im Vergleich zu den positiven Anomaliejahren – starken Meereisexporte ver-
ursacht. Diese alternieren zwar mit Importphasen, generell scheint der Meereistransport
bzw. -export aber eine gro¨ßere Bedeutung zu haben als in den positiven Anomaliejahren.
Die Meereisverteilung im Juni ist gepra¨gt durch Schmelzprozesse u¨ber dem su¨do¨stlichen
Festeis und einer deutlichen Vergro¨ßerung der eisfreien Fla¨chen in der westlichen Lap-
tewsee, ausgehend von den Polynjen, die sich verbinden (Daten nicht gezeigt). Inwiefern
diese den Meereisru¨ckgang ebenfalls mitbeeinﬂussen kann nicht abgescha¨tzt werden. Auf-
fallend sind scharfe Gradienten der Bedeckungsgrade zum no¨rdlichern Packeis. Im Monat
Juli erweitert sich die eisfreie Fla¨che ausgehend von der urspru¨nglichen Polynja weiter im
su¨dlichen Teil der Laptewsee (su¨dlich von 75◦N) indem sie hauptsa¨chlich in die Festeis-
gebiete u¨bergreift. Der Meereisabnahme zu Beginn des Monats, die mit einem moderaten
Temperaturanstieg nach einem Abfall Ende Juni einhergeht, folgt in der zweiten Juli-
Ha¨lfte ein deutlicher Temperaturru¨ckgang. Die Windrichtung im 700 hPa Niveau dreht
auf Nord. In dieser Phase kommt es zu einer Stagnation der Meereisabnahme und zu
einem geringfu¨gigen Meereisimport.
In der Folge entwickelt sich im August und September eine stark ausgepra¨gte negative
Meereisanomalie, bei der etwa der gesamte Bereich su¨dlich 80◦N der Laptewsee eisfrei
wird; lediglich der nordwestliche Bereich entlang Sewernaja Semlja ist noch eisbedeckt.
Ausschlaggebend scheint in diesem Fall vor allem die Meereisdrift zu sein; eine Eigenschaft
der Meereisdecke 1990 sind vor allem die anomal hohen mittleren Driftgeschwindigkeiten
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wa¨hrend des gesamten Sommers. Sie erreichen ihre Maxima im August. Die Maxima der
antreibenden 10m Windgeschwindigkeit sind ebenfalls anomal hoch, allerdings koinzidie-
ren sie zeitlich nicht mit den Meereisdriftgeschwindigkeiten. Die Meereisexportraten im
August entsprechen ungefa¨hr den zeitgleichen Fla¨chena¨nderungen. Die starke Abnahme
zu Beginn des Monats wird vermutlich auch durch die zu dieser Zeit auf das mittlere
Niveau erho¨hten Lufttemperaturen mitbeeinﬂusst. Trotz auch im September hohen Drift-
geschwindigkeiten kann sich aufgrund der Temperaturabnahme die Anomalie nicht noch
weiter ausbilden. Zudem fu¨hren Importereignisse im ersten September-Drittel zu einem
lokalen Anstieg der meereisbedeckten Fla¨che.
Die Ausgangssituation der Meereisdecke Ende Juli, wie sie sich in den passiven Mikro-
wellenradiometerdaten zeigt, scheint ebenfalls bedeutsam zu sein (Daten nicht gezeigt). In
der su¨do¨stlichen und o¨stlichen Laptewsee beﬁnden sich geringe Meereisbedeckungsgrade
zwischen 0.3 und 0.5. Neben der Verlagerung der no¨rdlichen Packeiskante bis teilweise
außerhalb des hier deﬁnierten Untersuchungsgebiets, wird Meereis in diesen Bereichen
abgebaut. Die große Streuung der Meereisdriftrichtungen weist bereits auf ungeordnete
Driftmuster hin, was eine erga¨nzende Untersuchung ta¨glicher Meereisdriftfelder besta¨tigt
(Daten nicht gezeigt). Dies ha¨ngt auch mit der relativ komplexen synoptischen Situation in
Verbindung mit kleinra¨umigen Tiefdruckwirbeln in der Laptewsee zusammen (Daten nicht
gezeigt). Trotz der relativ niedrigen Lufttemperaturen Mitte August kann der Energieein-
trag durch Strahlungsabsorption im Bereich der oﬀenen Wasserﬂa¨chen laterales Schmelzen
sicherlich beschleunigen. Die großen oﬀenen Wasserﬂa¨chen mit geringen Rauhigkeitsla¨ngen
im Vergleich zu Meereis ermo¨glichen ho¨here Windgeschwindigkeiten (siehe 10m Windge-
schwindigkeiten) und damit auch wiederum ho¨here Meereisdriftgeschwindigkeiten.
1991
Die Meereisentwicklung 1991 verla¨uft von der Westlichen Neusibirischen Polynja, der Neu-
sibirischen Polynja und der Polynja vor dem Lenadelta ausgehend. Diese vergro¨ßern sich
im Juni und Juli, wenn oﬀene Wasserﬂa¨chen entlang der Tajmyr-Halbinsel gemeinsam
mit reduzierten Meereisbedeckungsgraden im Bereich der Festeisgebiete an der Su¨dku¨ste
hinzukommen. Im August und September sind wiederum nur noch Gebiete im no¨rdlichen
Bereich der Laptewseemaske entlang der Tajmyr-Halbinsel und Sewernaja Semlja meereis-
bedeckt (Daten nicht gezeigt). Nach dem Einsetzen der Schneeschmelze am Kalendertag
135 (15. Mai) fu¨hrt eine Temperaturerho¨hung gegen Ende Mai zu einer Meereisabnah-
me, die mit Lufttemperaturen unter dem Gefrierpunkt zu Beginn des Juni stagniert. Die
anomale Meereisentwicklung ab Mitte Juni bis Ende Juli ist gekennzeichnet von positiven
Temperaturanomalien in Zusammenhang mit Warmluftadvektionen aus su¨dlichen Rich-
tungen, was zu versta¨rkten Schmelzprozessen fu¨hren sollte. Mit einer Normalisierung der
Temperaturverteilung Ende Juli wird die Abnahmerate der Meereisbedeckung deutlich
gesenkt. Zusa¨tzlich kommt es bei leicht erho¨hten mittleren Meereisdriftgeschwindigkeiten
im Juni und Juli zu einem kontinuierlichen Meereisexport, d.h. einer Zustandsa¨nderung
durch dynamische Prozesse. Im August kompensieren sich – trotz erho¨hter Driftgeschwin-
digkeiten – Import und Export, was u.a. auch durch die sta¨rkere Streuung der Richtungs-
verteilung zum Ausdruck kommt. Die Temperaturerho¨hung im August scheint ebenfalls
nur geringe Auswirkungen zu haben. Interessant ist die weitere Verringerung der meereis-
bedeckung im September, der ungefa¨hr die Vera¨nderung in der kumulativen Summe des
Netto-Transports entspricht, kombiniert mit erho¨hten Driftgeschwindigkeiten.
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1993
Im Gegensatz dazu domiert der Meereisimport von Anfang Mai bis Ende August im Jahr
1993 bei fast kontinuierlich u¨berdurchschnittlichen Meereisdriftgeschwindigkeiten. Nach
einer kurzen Phase erho¨hter Lufttemperaturen und Export Anfang August scheint eine
Versta¨rkung der Import-Prozeßrate Mitte August zusammen mit sinkenden Lufttempe-
raturen eine weitere Abnahme zu hemmen. Zuvor fu¨hrt eine Warmluftadvektion Ende
Juni parallel zu erho¨hten Meereisdriftgeschwindigkeiten zu einer beschleunigten Abnahme
der meereisbedeckten Fla¨che, die aufgrund niedriger Lufttemperaturen im 950 hPa Niveau
um den Gefrierpunkt zuvor nur geringe A¨nderungsraten aufweist. Sowohl der Zeitpunkt
der Schneeschmelze als auch das Einsetzten des Schmelzsignals sind an Lufttemperatur-
erho¨hungen gebunden. Trotz der kontinuierlichen Meereisimporte, die von Mai bis August
etwa 0.15·106 km2 ausmachen, scheinen geringe Lufttemperaturerho¨hungen (z.B. im Juli)
auszureichen, um substantielle Fla¨chenabnahmen hervorzurufen. Sofern eine ungehinder-
te Meereisdrift mo¨glich ist, wie Ende August, sind durch Meereisexporte gekoppelt an
erho¨hte Driftgeschwindigkeiten sichtbare Einﬂußnahmen mo¨glich.
1995
Das Jahr 1995 weist von den hier untersuchten Meereiszeitreihen die gro¨ßten negativen
Meereisanomalien innerhalb der Laptewsee von 1979 bis 2002 auf. Unter den betrachte-
ten neun Jahren ist 1995 das einzige Jahr, in dem im Juni bereits eine meereisbedeckte
Fla¨che von 0.5·106 km2 erreicht wird, ohne daß diese – wie z.B. 1990 – das Resultat ei-
nes Schmelzartefakts zu sein scheint. Im weiteren Verlauf ist der Temperaturanstieg Ende
Juni wichtig, der zu einer weiteren Reduzierung der meereisbedeckten Fla¨che fu¨hrt. Der
Unterschied zu anderen Jahren – unabha¨ngig von der Pra¨konditionierung – ist der fru¨he
Temperaturanstieg und ein weiterer Lufttemperaturverlauf ohne die Gefrierpunkttempera-
tur bis Ende August nochmals zu unterschreiten. Im Mai 1993 herrschen z.B. hinsichtlich
des Schneeschmelzbeginns und der meereisbedeckten Fla¨che a¨hnliche Verha¨ltnisse; das
Absinken der Lufttemperatur unter die Gefrierpunkttemperatur Anfang Juni verhindert
jedoch eine Meereisabnahme in dieser wichtigen Phase. Da 1995 bereits zu einem sehr
fru¨hen Zeitpunkt Ende Juni bei maximaler astronomischer Sonnenscheindauer wa¨hrend
des Sommer-Solstitiums anna¨hernd 50% der Abfragemaske meereisfrei sind, ko¨nnen posi-
tive Ru¨ckkopplungen wegen der verringerten mittleren Oberﬂa¨chenalbedo einsetzten, die
selbstversta¨rkend zu einer zunehmenden Strahlungsabsorption und damit zu einer positi-
ven Energiespeichera¨nderung fu¨hren ko¨nnen.
Vergleichbar mit 1993 sind auch die Zusta¨nde Ende Juni 1990, wo eine Kaltluftadvektion
die Abnahme hemmt, ebenso wie die niedrigen Lufttemperaturen im Juli, die im Gegen-
satz zu 1995 jedoch unter die Gefrierpunkttemperatur sinken. Die Temperaturabnahme
im Juli 1995 reduziert die Prozßrate hingegen ledigleich kurzfristig. Die zunehmenden
Windgeschwindigkeiten im August und die versta¨rkte Meereisdrift ko¨nnen durch mecha-
nische Belastung der verbliebenen Meereisdecke bei entsprechend langem U¨berstro¨mweg
zusa¨tzlich die Prozeßrate steigern. In keinem weiteren Jahr treten Ende August Luft-
temperaturen von fast 285K im 950 hPa Niveau auf. Im Jahr 1990 reichen die minimal
erho¨hten Temperaturen z.B. im September nachdem die Neueisbildung bereits eingesetzt
hat nicht mehr aus, um eine Meereisreduktion herbeizufu¨hren. Das Einsetzten der hohen
Lufttemperaturen 1995, wa¨hrend die oﬀenen Wasserﬂa¨chen noch großﬂa¨chig existieren,
kann die Neueisbildung eﬃzient verzo¨gern, vor allem, da wa¨hrend des vorangegangenen
Kaltlufteinbruchs (Nordwind), wie schon im Juli, keine Eisbildung einsetzen kann. Die
durch die Meereisdrift transportierten Massen sind gering, der Meereistransport weist
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aber kontinuierlich eine no¨rdliche Driftrichtung auf. Dieses Beispiel zeigt sehr anschau-
lich die Bedeutung der zeitlichen Prozeßabfolge fu¨r die Anomalieentstehung. Zudem muß
von einer gu¨nstigen Pra¨konditionierung ausgegangen werden. Haas und Eicken (1999) ge-
ben hierzu anhand von in situ Meereisdickenmessungen eine um teilweise 30 cm geringere
Meereisdicke an als z.B. im Folgejahr.
1996
Die zeitliche Entwicklung 1996, dem ausgepra¨gtesten positiven Meereisanomaliejahr zwi-
schen 1979 und 2002 ist ebenfalls direkt gekoppelt an Luftmassenadvektionen bzw. zumin-
dest Lufttemperatura¨nderungen. Ungefa¨hr am 10. Juni wird die Gefrierpunkttemperatur
fu¨r la¨ngere Zeit im ra¨umlichen Mittel u¨berschritten, was Anfang Juli erstmals zu einer
Abnahme der Meereisbedeckung fu¨hrt. Aufgrund der wesentlich gro¨ßeren meereisbedeck-
ten Fla¨che in diesem Jahr hat die Temperaturabnahme im Juli – anders als z.B. 1995 oder
1990 – wesentlich sta¨rkere Auswirkungen, anstelle einer Stagnation der Abnahme kommt
es wahrscheinlich zu Gefrierprozessen und einer sommerlichen Neueisbildung. Die mee-
reisbedeckte Fla¨che betra¨gt Ende Juli 1996 mehr als 0.55·106 km2. Es schließen sich hohe
Abnahmeraten an, die wiederum mit einer Temperaturerho¨hung Anfang August einherge-
hen. Weil dieser Temperaturanstieg aber nur etwa 10 Tage andauert, reicht er nicht aus,
um bis Anfang September die Meereisﬂa¨che noch weiter zu reduzieren, bevor im Mittel bei
einem normalen Temperaturverlauf die herbstliche Neueisbildung einsetzt. Die Meereisex-
portraten sind wa¨hrenddessen minimal. Erst mit der Zunahme der oﬀenen Wasserﬂa¨chen
kommt es zu einem versta¨rkten Export. Das lokale Maximum der Driftgeschwindigkeit im
August wird als Artefakt durch fehlerhafte Daten eingestuft.
Zusammenfassung
Die Auswertung der zeitlichen Entwicklung der meereisbedeckten Fla¨che in positiven und
negativen Anomaliejahren in dieser Arbeit ergibt zuna¨chst, daß neben der allgemeinen
sommerlichen Meereisabnahme durch die Vera¨nderung des Strahlungsklimas, der Ener-
gieeintrag in Form einer Erho¨hung der Lufttemperatur (hier festgestellt im 950 hPa Ni-
veau) eine scheinbar gro¨ßere Auswirkung auf die Prozeßraten der Vera¨nderung (vor allem
Abnahmen) der meereisbedeckten Fla¨che hat als der Massentransport durch die (wind-
getriebene) Meereisdrift. Das heißt, die thermodynamische Systemkomponente (Gefrie-
ren / Schmelzen) ist wichtiger als die dynamische (Meereisdrift). In wenigen Fa¨llen ent-
spricht der Netto-Meereistransport pro Zeiteinheit, bezogen auf die gesamte Fla¨che der
Laptewsee, der A¨nderungsrate der meereisbedeckten Fla¨che. Es besteht ein deutlicher Zu-
sammenhang zwischen positiven Lufttemperaturanomalien, gekoppelt an Warmluftmassen
und mo¨gliche Warmluftadvektionen, und der Abnahme der meereisbedeckten Fla¨che.
Die Ursache fu¨r die Entstehung der negativen bzw. positiven Meereisanomalien wa¨hrend
der neun Simulationsjahre ist das Witterungsgeschehen innerhalb des jeweiligen Sommers
(Mai bis August / September). Dies ist aus verschiedenen Arbeiten bekannt (z.B. Barry
et al. (1993), Serreze et al. (1995) oder Serreze et al. (2003)). Wichtig sind neben den
Eigenschaften der Teilsysteme zu Beginn des Sommers (Pra¨konditionierung), vor allem
der zeitliche Ablauf des Wettergeschehens in der zu betrachtenden Region; dies kann me-
teorologisch plausibel in den meisten der oben betrachteten Fa¨lle gezeigt werden. Eine
allgemeingu¨ltige Erkla¨rung scheint aufgrund der komplexen zeitkritischen Interaktionen
nur schwer mo¨glich zu sein. Die Monate Mai und Juni sind bei der Anomalieentstehung
besonders entscheidend. Eine Vera¨nderung des Systemzustands wa¨hrend dieser Zeit ist
relevant fu¨r die spa¨ter ablaufenden Ru¨ckkopplungsprozesse, die Auswirkungen auf Prozeß-
raten haben. Wenn die Abnahme der meereisbedeckten Fla¨che zu spa¨t einsetzt, dann kann
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sich aufgrund der Limitierungen des Klimasystems (z.B. astronomisch mo¨gliche Sonnen-
scheindauer, kurzwellige Einstrahlung, etc.) eine negative Anomalie nicht mehr ausbilden,
weil bei den typischen Prozeßraten die Zeit bis zur winterlichen Neueisbildung nicht mehr
ausreicht.
Die Meereisdrift scheint die Anomalieentstehung zwar nicht zu kontrollieren, in allen
untersuchten negativen Meereisanomaliejahren (1983, 1990, 1991 und 1995) u¨berwiegt
jedoch der Meereisexport vor dem -import, es mu¨ssen also im Mittel divergierende Bewe-
gungsmuster herrschen, welche die Entstehung von Rinnen zwischen den Treibeisschollen
mit einer versta¨rkten Absorption und Schmelzprozessen begu¨nstigen. In den Jahren 1990
und 1991 entspricht die kumulative Summe der Netto-Transportraten ab April mit etwa
0.035·106 km2 bzw. etwa 0.042·106 km2 fast der jeweiligen Diﬀerenz der anomal niedrigen
meereisbedeckten Fla¨che zum langja¨hrigen Mittel. Ob die Exportereignisse, die oftmals
mit den positiven Lufttemperaturanomalien aufgrund der su¨dlichen Windrichtungen ein-
hergehen, notwendig fu¨r die Anomalieentstehung sind, la¨ßt sich mit dem hier verwende-
ten Datenmaterial nicht abschließend beantworten. Neben dem zeitkritischen Auftreten
von Warmluftadvektionen und einem assozierten Meereistransport mu¨ssen auch die Mee-
reisdriftverha¨ltnisse und -bedeckungsgrade im zentralen Arktischen Ozean einen Export
zulassen.
Klar scheint, daß Meereisanomalien vor allem durch Abnahmen der Meereisbedeckung
u¨ber kurze Zeitspannen mit hohen Prozeßraten gekoppelt an anomale Lufttemperaturen
entstehen. Schon aufgrund der Prozeßraten kann die Meereisdrift bzw. der -export dabei
keinen großen Anteil leisten, zumal sich die Eﬀekte der zeitlich hoch variablen Driftvek-
toren oftmals durch gleichzeitige Im- und Exporte neutralisieren, wie sie an die Zyklo-
nenaktivita¨t gekoppelt sein ko¨nnen (Kap. 6.3.2). Ob kleinra¨umige Meereisverlagerungen,
gesteuert durch regionale Windfelder, Konvergenzzonen und damit eine Kompaktion der
Meereisdecke bewirken, die Auswirkungen auf die Anomalienentstehung hat, ist nicht Ge-
genstand der Untersuchung. Bei einer zonalen Meereisdrift wa¨re z.B eine Anlagerung an
die umgebenden Landmassen bzw. Inseln denkbar. Auf die mittlere ra¨umliche Verteilung
der Stro¨mungsfelder geht Kapitel 6.2.2 detaillierter ein.
Wegen fehlender Schmelz- und Gefrierraten, Meereisdicken und Informationen zum Mee-
reisspannungsfeld ist vor allem der Systemzustand zum Sommerbeginn schwer abscha¨tz-
bar. Daher kann die Wirksamkeit der Temperaturerho¨hungen auch nicht quantiﬁziert wer-
den.
Da im HIRHAM4 der untere Randantrieb fest vorgegeben ist und auch bei den OBS-
opyc110-Simulationsrechnungen teilweise Probleme bestehen auf kleinra¨umige Meereis-
strukturen zu reagieren (Kap. 5.2.5), ist eine Bewertung der Richtung und Sta¨rke der At-
mospha¨re-Meereis-Kopplung schwierig. Die synoptischskaligen Wettererscheinungen schei-
nen aber der Antrieb fu¨r die Meereisanomalien zu sein, die ihrerseits eine vergleichsweise
geringere Wirkung auf die Atmospha¨re ausu¨ben (Kap. 5).
Inwiefern die Meereisdrift im Winter Einﬂuß auf die Pra¨konditionierung hat und ob die
Zyklonenaktivita¨t (Warmluftadvektion, Windfeld) und die Polynjaaktivita¨t (Anfangsbe-
dingungen, Gro¨ße, Andauer, Ha¨uﬁgkeit) die abgeleiteten Prozesse mitbeeinﬂussen, soll in
den nachfolgenden Kapiteln untersucht werden, da bei der bisherigen Betrachtung z.B. die
Ursachen fu¨r die Temperaturschwankungen noch nicht ausreichend untersucht sind.
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6.2 Meereisdriftmuster und -transportbilanzen
Die Informationen zur Meereisdrift (u- und v- Komponenten bzw. Richtung und Geschwin-
digkeit) fu¨r jeden meereisbedeckten Gitterpunkt werden in diesem Kapitel dazu verwendet,
einerseits in Erga¨nzung zu den Aussagen in Kapitel 6.1.3 eine pha¨nomenologischen U¨ber-
sicht zu dieser Meereiseigenschaft zu geben und einen Zusammenhang zwischen der win-
terlichen Meereisdrift und den sommerlichen Meereisanomalien herzustellen. Neben dem
Bewegungsfeld za¨hlt hierzu auch der Netto-Transport (Meereismassenbilanz), d.h. das Vo-
lumen des Meereisimports und -exports an den Grenzen der Laptewsee-Abfragemaske zu
der Ostsibirischen See und dem zentralen Arktischen Ozean.
6.2.1 Mittlerer Zustand und interannuale Variabilita¨t der Meereistransportbilanz in
der Laptewsee
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Abbildung 6.3: Zeitreihe der Monatsmittel des Netto-Meereistransports an der Begren-
zung der Laptewsee (Fla¨chenﬂuss) [103 km2 d−1] (schwarz) und 5-monatig tiefpaßgeﬁltert (rot)
(Gaußﬁlter), 1979 bis 2002. Die Bilanz errechnet sich aus Export minus Import an allen rand-
lichen Bilanzlinien (2, 3, 4, 5, s. Abb. 6.1). Positive Werte bedeuten Meereisexport, negative
Import in das Gebiet der Laptewsee. Datengrundlage: NSIDC Meereisbedeckungsgrade und
Meereisdriftdaten, umprojiziert auf HIRHAM4-Gitter.
Die Zeitreihe der Monatsmittel des Netto-Meereistransports an den Grenzen der ra¨umli-
chen Begrenzung der Laptewsee, ausgedru¨ckt in Form einer Verlagerung meereisbedeckter
Fla¨che pro Tag, in Abbildung 6.3, weist eine stark ausgepra¨gte saisonale Variabilita¨t auf
(s. auch Abb. 6.4). Die Wintermonate sind dominiert durch Meereisexport und die Som-
mermonate durch allgemein geringe Massenﬂu¨sse und teilweise dominierenden Import.
Dies ist in U¨bereinstimmung mit Zakharov (1966), Kotchetov et al. (1994) oder Alexan-
drov et al. (2000). Der Mittelwert des Netto-Meereistransports u¨ber alle Monate betra¨gt
x¯ =758 km2 d−1 bei einer Standardabweichung von s =1268 km2 d−1. Die Bilanzlinien zur
ostsibirischen See – vor allem die su¨dlichere im Bereich der Dmitrij-Laptew-Straße – sind in
dieser Zeitreihe relativ unbedeutend. Die zonal angeordnete Bilanzlinie Nr. 6 im Zentrum
der Laptewsee weist a¨hnliche Zeitverla¨ufe auf wie die gezeigte bzw. die beiden no¨rdlich
gelegenen Nr. 2 und Nr. 3 (Daten nicht gezeigt).
Auﬀa¨llig ist die große intrannuale Variabilita¨t. Dabei wechseln sich – speziell im Sommer-
halbjahr – Monate mit dominierendem Meereisimport und -export oftmals ab, z.B. 1990.
Dies ist gekoppelt an die Variabilita¨t der atmospha¨rischen Zirkulation, die besonders bei
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Abbildung 6.4: Zeitreihe der langja¨hrigen (1979 bis 2002) Tagesmittel des Netto-
Meereistransports [103 km2 d−1] (Export minus Import) (schwarz) und 15-ta¨gig tiefpaßge-
ﬁltert (rot) (Gaußﬁlter) sowie die Standardabweichung der Tageswerte der einzelnen Jahre
von den langja¨hrig gemittelten Tageswerten (grau) und 15-ta¨gig tiefpaßgeﬁltert (blau) an
den Grenzen der Laptewsee (Bilanzlinien: 2, 3, 4, 5, s. Abb. 6.1). Arithmetischer Mittelwert:
x¯ =754km2 d−1; Standardabweichung: s =989km2 d−1. Datengrundlage: NSIDC Meereisbe-
deckungsgrade und Meereisdriftdaten, umprojiziert auf HIRHAM4-Gitter.
den fragmentierten Meereisdecken wa¨hrend des Sommers kurzfristige Modiﬁkationen der
Meereisdrift und damit eine Umkehr der Massenbilanz verursachen kann (Kap. 6.1).
Eine Trenduntersuchung fu¨r die Monate Januar bis Dezember fu¨r 24 Jahre von 1979
bis 2002 ergibt mit Ausnahme von Juni und September positive lineare Trends, die auf
dem 95% Signiﬁkanznievau nach dem Mann-Kendall-Trendtest allerdings nicht signiﬁkant
sind. In den Wintermonaten November, Dezember und Januar sind die Vera¨nderungen am
sta¨rksten. Der mittlere Trendwert u¨ber diese drei Monate betra¨gt 1808 km2 24 a−1. Wegen
der großen interannualen Variabilita¨t ko¨nnen die linearen Regressionsansa¨tze wa¨hrend
dieser drei Monate im Mittel nur 14.4% der Varianz der Ausgangsdaten erkla¨ren.
Die interannuale Variabilita¨t besta¨tigt in der Zusammenschau nochmals die Erkennt-
nisse aus Kapitel 6.1.3 fu¨r den gesamten Zeitbereich wonach positive sommerliche Mee-
reisanomalien (Abb. 3.4) begleitet sind von Meereisimport wa¨hrend des Sommers (z.B.
1992, 1993, 1998, 2001). Im Gegensatz dazu dominiert in vielen negativen Anomaliejah-
ren wa¨hrend des Sommers ein Meereisexport. In den Jahren 1995 und 2002 z.B. zeigen die
Monatsmittel keine Meereisimporte, wenngleich die Bilanzen anna¨hernd ausgeglichen sind.
In Jahren wie 1990, 1991, 1999 oder 2000 kommt es zwar zu Netto-Importen, allerdings
alternierend mit einem versta¨rkten Meereisexport.
6.2.2 Meereis-Zirkulationsmuster
Die mittleren Meereisdriftverha¨ltnisse in der Arktis wa¨hrend der Monate Mai bis Au-
gust zeigt Abbildung 6.5. Die mittleren Meereistransportraten fu¨r die Laptewsee werden
in dem ra¨umlichen Zusammenhang mit der sommerlichen Umstellung der arktisweiten
Zirkulation besser versta¨ndlich. Wie Kapitel 1.1 bereits kurz erleutert, wird das mittlere
Bewegungsfeld von dem antizyklonalen Beaufort-Wirbel dominiert, der in die Transpolar-
drift u¨bergeht, die den Eisexport aus der zentralen Arktis durch die Framstraße verursacht.
Das Mai-Bewegungsfeld ist typisch fu¨r diesen Zustand. Es ist noch beeinﬂußt von der win-
terlichen Hochdruckbru¨cke, die sich u¨ber der zentralen Arktis zwischen den sibirischen
142
6.2 Meereisdriftmuster und -transportbilanzen
Driftgeschwindigkeit:  10 cm s-1 
Abbildung 6.5: Mittlere langja¨hrige (1979 bis 2002) Meereis-Driftmuster [cm s−1], Mai bis
August. Jeder fu¨nfte Vektor ist eingezeichnet. Fehlerhafte Vektoren in Randmeerbereichen
ohne Meereisbedeckung sind ausmaskiert. Die blaue Isolinie verla¨uft entlang eines Meereisbe-
deckungsgrades von 0.15. Das schwarze Kreuz markiert den geographischen Nordpol. Projek-
tion: HIRHAM4-Gitter (110×100 Gitterpunkte). Basisdatensatz: SMMR und SSM/I Meereis-
bedeckungsgrade und NSIDC Meereisdriftvektoren.
und kanadischen Ka¨ltehochs ausbildet. Die Vera¨nderung des Luftdruckfeldes (Daten nicht
gezeigt) hin zu einer zyklonal dominierten Zirkulation in der zentralen Arktis, u.a. wegen
des Zyklolyse-Gebiets (Kap. 3.2.3), ist an den mittleren August-Verha¨ltnissen sichtbar.
Der Beaufort-Wirbel wird im Laufe des Juni und Juli zuru¨ckgedra¨ngt, die Transpolar-
drift nimmt an Intensita¨t ab. Auﬀa¨llig ist die allgemein niedrigere Driftgeschwindigkeit
in den Monaten Juli und August, die mit geringeren Luftdruckgradienten und damit ab-
geschwa¨chter Schubspannung bzw. atmospha¨rischem Antrieb einhergeht. Die Umstellung
der zonalen Zirkulationskomponente im Mittel in der Laptewsee von Mai zu Juni von
einer Ost-West Stro¨mung zu einer West-Ost dominierten Zonalkomponente ist auch an
den Transportbilanzen der Bilanzlinie Nr. 1 deutlich zu sehen (Daten nicht gezeigt). Der
versta¨rkte Export in den Wintermonaten aus der Laptewsee wird plausibel, wenn von ei-
nem antizyklonalen Beaufortwirbel ausgangen wird, der in Zusammenhang mit zyklonaler
Zirkulation durch die winterliche nordatlantische Zyklonenzugbahn, die in die westliche
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sibirische Arktis hineinreicht, einen Ost-West orientierten Lufttdruckgradienten bedingt,
der zu einem Meereisexport aus der Laptewsee fu¨hrt (Orvig et al., 1970; Walsh und Chap-
man, 1990; Barry et al., 1993).
Es ist deutlich sichtbar, daß sich im Mittel in der no¨rdlichen Laptewsse ein zyklonaler
Wirbel ausbildet, vor allem wenn die Transpolardrift, wie hier im Juni und Juli, in die
zentrale Arktis verlagert ist. Eine kleinra¨umige Verlagerung der antreibenden atmospha¨ri-
schen Zirkulationsverha¨ltnisse kann – auch beeinﬂußt durch die Land-Meer-Verteilung –
eine entscheidende Vera¨nderung des Meereistransports verursachen. Eine solche Verlage-
rung und teilweise Umstellung des Meereiszirkulationsregimes sind z.B. die von Proshutins-
ky und Johnson (1997) aus Ergebnissen eines Ozean-Meereis-Modells und Datenanalysen
abgeleiteten zyklonalen und antizyklonalen Zirkulationsregime. Wa¨hrend eines antizyklo-
nalen Regimes (intensiver, großer Beaufortwirbel) verlagert sich die Transpolardrift in
Richtung sibirische Ku¨ste, so daß Eis aus den sibirischen Randmeeren transportiert wer-
den kann (vgl. ungefa¨hr den Mai-Zustand in Abb. 6.5). Wa¨hrend eines zyklonalen Regimes
ist die Transpolardrift weiter in den zentralen Arktischen Ozean verlagert. In beiden Fa¨llen
ist jedoch prinzipiell ein Eisexport aus der Laptewsee mo¨glich.
Hinzu kommt, daß die Regime jeweils auch einem Jahresgang unterliegen und dabei
die Sommermonate prima¨r von zyklonalen Zirkulationsverha¨ltnissen gapra¨gt sind (Pros-
hutinsky und Johnson, 1997) (vgl. ungefa¨hr den August-Zustand in Abb. 6.5). Die Jahre
1979 und 1984 bis 1988 fallen z.B. alle in antizyklonale Regime, in keinem dieser Jahre ist
die meereisbedeckte Fla¨che in der Laptewsee durch große negative sommerliche (Mai bis
September) Meereisanomalien gekennzeichnet (Kap. 3.1.2). Die Jahre 1995 und 1996 wei-
sen die gegensa¨tzlichsten Meereiszusta¨nde innerhalb des Untersuchungszeitraums von 1979
bis 2002 auf. Sie liegen beide innerhalb eines zyklonalen Zirkulationsregimes; die Monats-
mittel der Meereisdriftfelder zeigen 1995 fast ausschließlich no¨rdliche und 1996 su¨dliche
Driftrichtungen in den Monaten Juni und Juli (Daten nicht gezeigt). Ein Vergleich von
Monatsmitteln der Driftvektoren in Polyakov et al. (1999) der Jahre 1987 (antizyklona-
les Regime) und 1992 (zyklonales Regime) weist hingegen deutlichere Unterschiede auf.
Trotzdem ist aufgrund der Driftmuster in allen Fa¨llen ein sommerlicher Meereisexport
nach Norden aus der Laptewsee mo¨glich, nach Rigor et al. (2002) bei zyklonalem Regime
bzw. positiver AO allerdings versta¨rkt.
Hinsichtlich der Wirksamkeit wa¨hrend des Sommers scheinen kurzperiodische Vera¨nde-
rungen, z.B. durch Zykloneneinwirkung, wichtiger zu sein (Kap. 6.1.3). Eine Komposit-
bildung, bei der mittlere Meereisdriftmuster durch eine Klassiﬁkation nach positiven und
negativen Meereisanomalien in der Laptewsee gebildet werden, la¨ßt ebenfalls keine klaren
Zusammenha¨nge zwischen mittlerem Driftmuster und Anomalieentstehung erkennen (Da-
ten nicht gezeigt). Ein Vergleich von zyklonalen und antizyklonalen Zirkulationsregimen
und dem mittleren Meereisexport aus der Laptewsee, abgeleitet mit einem semiempiri-
schen Verfahren aus Luftdruckgradienten, in Alexandrov et al. (2000) zeigt von 1946 bis
1994 keinen eindeutigen Zusammenhang.
6.2.3 Pra¨konditionierung
Unter der Pra¨konditionierung wird die Beeinﬂussung der Meereiseigenschaften (Dicke,
Kompaktheit, usw.) wa¨hrend des Winters und Fru¨hlings verstanden, die Einﬂuß auf die
sommerliche Entwicklung der Meereisbedeckung nimmt.
Rigor et al. (2002) stellen heraus, daß Meereis hinsichtlich der winterlichen Prozesse eine
Persistenz besitzt, na¨mlich dahingehend, daß ein versta¨rkter winterlicher Meereisexport
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aus der Laptewsee bei entsprechend hohen Meereisneubildungsraten in Rinnen und Po-
lynjen eine Ausdu¨nnung der Meereisdecke zur Folge hat. Dies verursacht einerseits einen
versta¨rkten ozeanischen Wa¨rmestrom in die Atmospha¨re und positive Lufttemperatur-
anomalien sowie andererseits eine schnellere mechanische Zersto¨rung sowie Schmelzen der
Meereisdecke wa¨hrend des Fru¨hlings und Sommers. Nach Rigor et al. (2002) sind die
mittleren Meereiszirkulationsmuster dabei wa¨hrend positiven AO-Phasen und einem zy-
klonalen Zirkulationsregime sowie einem negativen AO-Index und einem antizyklonalen
Zirkulationsregime sehr a¨hnlich.
Abbildung 6.6 entha¨lt einen Vergleich des winterlichen AO-Index mit der sommerli-
chen meereisbedeckten Fla¨che in der Laptewsee. Auﬀa¨llig ist der starke Anstieg und die
tendentiell ho¨heren AO-Indizes seit 1989. Nach obigem Zusammenhang mu¨ßte ein posi-
tiver AO-Index, d.h. ein zyklonales Zirkulationsregime, mit einem versta¨rkten winterli-
chen Eisexport und damit negativen Meereisanomalien im Sommer korreliert sein. In den
Jahren 1986, 1987, 1990, 1995, 1996 oder beispielsweise 2002 existieren solche Verha¨lt-
nisse, in anderen Jahren hingegen, z.B. 1982, 1993 oder 1994, kann von diesem einfachen
Wirkungsgefu¨ge nicht ausgegangen werden. Der Pearson-Korrelationskoeﬃzient der bei-
den normalisierten und trendbereinigten Zeitreihen betra¨gt -0.28 bei einer Signiﬁkanz von
83%.








































 1980  1983  1986  1989  1992  1995  1998  2001 
Abbildung 6.6: Vergleich der Zeitreihen des winterlichen AO-Index (Mittel u¨ber die
Monatsindizes der Monate Januar, Februar, Ma¨rz) (durchgezogen) und die standardi-
sierten Anomalien der meereisbedeckten Fla¨che der Laptewsee (Mittel u¨ber die Mo-
natsmittel der Monate Juni, Juli, August, September) (gepunktet) von 1979 bis 2002.
Basisdatensa¨tze: SMMR und SSM/I Meereisbedeckungsgrade; Annular Modes Website
(http://horizon.atmos.colostate.edu/ao, Stand: 04. Januar 2004, D. W. J. Thompson), Thomp-
son und Wallace (2002) (AO-Index auf Monatsbasis).
Deser et al. (2000) stellen fest, daß anomal niedrige Meereisausdehnungen im Sommer
in der Barentssee, Karasee und Laptewsee verbunden sind mit anomal hohem Luftdruck
u¨ber der Arktis im Fru¨hling (April bis Juni), d.h. einer antizyklonalen Zirkulation mit
einer assoziierten Warmluftadvektion und no¨rdlicher Meereisdrift.
Um festzustellen, ob zwischen dem winterlichen Meereisexport – unabha¨ngig von Zir-
kulationsregimen – und der sommerlichen Anomalieentwicklung ein Zusammenhang be-
steht, wird die Summe sowohl der Export- als auch der Importraten und der Netto-
Transportbilanz fu¨r 24 Winter jeweils von Dezember bis Ma¨rz gebildet. Dies ist ein Zeit-
raum, der von Exportereignissen dominiert ist (Abb. 6.4). Allgemein ist festzustellen, daß
in allen drei Fa¨llen ein deutlich positiver Trend vorliegt, hin zu einem versta¨rkten winter-
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lichen Meereistransport. Vor allem die Exportversta¨rkung in den 1990er Jahren fa¨llt auf
(Daten nicht gezeigt).
Da sowohl Jahre mit negativen als auch positiven sommerlichen Meereisanomalien hohe
Meereisexporte bzw. positive Netto-Transportbilanzen aufweisen, kann kein eindeutiger
Zusammenhang zwischen anomal hohen winterlichen Meereisexporten aus der Laptewsee
und anomal niedriger meereisbedeckter Fla¨che im Sommer hergestellt werden (Daten nicht
gezeigt). Die Gesamt-Bilanz im Jahr 1990 liegt z.B. mit etwa 0.15·106 km2 121 d−1 ungefa¨hr
auf dem Niveau von 1996 und in den Jahren 1992 und 1993 werden noch ho¨here Gesamt-
Bilanzen erreicht, d.h. der winterliche Export dominiert noch sta¨rker obwohl in diesen
Jahren im Sommer sogar leicht positive Meereisanomalien vorherrschen.
Ein Vergleich der normalisierten Zeitreihen der winterlichen Netto-Bilanzen und Ex-
portraten mit den normalisierten fru¨hsommerlichen (Mai, Juni, Juli) meereisbedeckten
Fla¨chen ermo¨glicht Aussagen zur Beeinﬂussung der Abnahmeraten. Da Ende April die
sommerliche Meereisdeckenentwicklung i.d.R. bei einer fast vollkommen geschlossenen
Meereisdecke einsetzt, ist ein fru¨hes Erreichen niedriger meereisbedeckter Fla¨chen in den
Monaten Mai bis Juli mit großen Abnahmeraten verbunden. Dies ist ein Indikator fu¨r
beschleunigte Prozeßraten, was gema¨ß Rigor et al. (2002) erleichterte Schmelzprozesse
durch geringere Meereisdicken bedeuten kann. Von 1980 bis 1987 stehen relativ geringen
Exportsummen hohe Werte der meereisbedeckten Fla¨che gegenu¨ber. Die Jahre 1990 und
1995 sind hingegen ideale Beispiele fu¨r hohe winterliche Meereisexporte und eine sehr ge-
ringe Meereisbedeckung im Fru¨hsommer. Fu¨r Mai und Juni gilt dies auch fu¨r das Jahr
1993. In den u¨brigen Jahren kann jedoch mit dieser stark vereinfachten Methodik ebenfalls
kein eindeutiger kausaler Zusammenhang hergestellt werden.
Da es mit den verschiedenen Ansa¨tzen nicht mo¨glich scheint, einen eindeutigen Zusam-
menhang zwischen winterlichen und fru¨hsommerlichen bzw. sommerlichen Meereiseigen-
schaften herzustellen, zeigt, daß die Pra¨konditionierung in dem komplexen Wirkungsgefu¨ge
nicht die alleinige Ursache fu¨r eine Anomalieentstehung sein kann.
6.3 Atmospha¨rische Ursachen fu¨r die Meereisentwicklung
Die Ursachen fu¨r die Lufttemperaturanomalien, die nachweislich an der sommerlichen
Meereisanomalieentstehung bzw. -entwicklung beteiligt sind (Kap. 6.1.3), sollen in diesem
Kapitel untersucht werden. Weiterhin werden beispielhaft verschiedene Druckkonstellatio-
nen hinsichtlich ihrer Wirkung auf die Meereiseisdrift und den assoziierten Luftmassen-
transport vorgestellt.
6.3.1 Lufttemperatur vs. Zyklonenaktivita¨t und Strahlungsbilanz
Anhand der Zeitreihen in Abbildung 6.7 wird ein Zusammenhang zwischen der Lufttem-
peratur im 950 hPa Niveau, als wichtiger Steuergro¨ße fu¨r die sommerliche Meereisent-
wicklung, und der Zyklonenaktivita¨t sowie der kurzwelligen Strahlungsbilanz an der Erd-
oberﬂa¨che hergestellt. Bis auf die Zykloneninformationen, die 6-stu¨ndlich dargestellt sind,
sind die u¨brigen Kurven aus HIRHAM4 OBSopyc110-Simulationsrechnungen hergeleitet.
Die 6-stu¨ndlichen Modellausgaben sind zu Tagesmitteln gemittelt und aus Darstellungs-
gru¨nden 3-ta¨gig tiefpaßgeﬁltert. Die Lufttemperatur- und Strahlungszeitreihen sind zu je-
dem Zeitintervall ra¨umlich u¨ber die Ozeanﬂa¨che der Laptewsee gemittelt (Abb. 4.16), der
Luftdruck in NN und die detektierten Zyklonenereignisse (ein Punkt pro Tiefdruckereignis
zum Termin) beziehen sich auf eine gro¨ßere Abfragemaske (Abb. 3.1). Die Information
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Abbildung 6.7: Zeitreihen verschiedener Atmospha¨reneigenschaften im Gebiet der Laptew-
see. Zeitreihen der Lufttemperatur [K] im 950 hPa Niveau, der kurzwelligen Strahlungsbilanz
an der Erdoberﬂa¨che [Wm2], des Luftdrucks in NN [hPa] und des Zyklonenkerndrucks [hPa]
der Tiefdruckereignisse (Punkte) in der Laptewsee. Weitere Informationen im Text.
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zum Vorhandensein eines Tiefdruckereignisses gibt gleichzeitig den Kerndruck desselben
an.
Die positiven Lufttemperaturanomalien in Abbildung 6.2, die von Mai bis August noch-
mals in Abbildung 6.7 gezeigt sind, gehen nicht ausschließlich auf allochtone Wetterlagen
mit Warmluftadvektion zuru¨ck, sondern in vielen Fa¨llen unter Hochdruckeinﬂuß bei auto-
chthonen Wetterlagen auf die versta¨rkte kurzwellige Einstrahlung, die prima¨r durch den
Wolkenbedeckungsgrad gesteuert wird (Daten nicht gezeigt). Luftmassentransporte sind
sowohl in Kombination mit Tiefdrucksystemen und Frontdurchga¨ngen, als auch gekoppelt
an Zirkulationsstrukturen von Antizyklonen mo¨glich. Die Diﬀerenz des mittleren Luft-
drucks in NN und des Zyklonenkerndrucks in Abbildung 6.7 kann jeweils als Maß fu¨r die
Zyklonenintensita¨t bzw. die Horizontalerstreckung eines Systems innerhalb des Abfrage-
gebiets dienen.
Das letzte Juni-Drittel 1983 ist ein typisches Beispiel fu¨r den oben beschriebenen Fall
einer autochthonen Wetterlage. Bei relativ hohem Luftdruck in NN von u¨ber 1025 hPa wer-
den kurzwellige Strahlungsbilanzen von u¨ber 250Wm2 erreicht. Gleichzeitig beﬁndet sich
kein Tiefdrucksystem im Bereich der Laptewsee (Abb. 6.7). Die Windgeschwindigkeiten
im 700 hPa Niveau (Abb. 6.2) sind mit unter 10m s−1 wa¨hrend dieser Zeitspanne ebenfalls
sehr niedrig. Aufgrund der teilweise relativ geringen Gro¨ße der sommerlichen Tiefs oder
daran gekoppelter Zwischenhochs bzw. der weitra¨umigen Abfragemaske zur Erfassung von
Tiefdrucksystemen um die Laptewsee, schließen sich jedoch hohe Strahlungsbilanzwerte
und die Existenz von Tiefdruckgebieten mit erho¨hten Wolkenbedeckungsgraden nicht aus.
Dies ist z.B. 1987 im Juli der Fall, wenn eine langanhaltende Phase mit hohem Luftdruck
und Strahlungsbilanzwerten durch ein sich Su¨d-Nord u¨ber die Laptewsee verlagerndes
Tiefdrucksystem und mehrere Systeme su¨dlich der Laptewsee (no¨rdlicher Arktikfrontbe-
reich) unterbrochen wird. Zu Beginn der Verlagerung, etwa zwischen dem 15. und dem 20.
Juli, u¨berdeckt das Tief den Abfragebereich noch nicht vollsta¨ndig, so daß in den wolken-
freien Bereichen hohe Einstrahlungswerte mo¨glich sind (Daten nicht gezeigt). Allgemein
gilt, daß die Maxima der kurzwelligen Strahlungsbilanz gegenu¨ber dem Zeitpunkt des Sol-
stitiums am 21. Juni u.a. deshalb in den August verschoben sind, weil erst dann genu¨gend
eisfreie Fla¨chen mit einer niedrigen Albedo und damit versta¨rkter Strahlungsabsorption
auftreten.
Lokale Maxima der Lufttemperatur und Strahlungsbilanz sind innerhalb der neun vorge-
stellten Jahre immer wieder gekoppelt an Zeitra¨ume mit hohem Luftdruck in NN und einer
geringen Zyklonenaktivita¨t. So scheinen z.B. die aufgrund der Analyse in Kapitel 6.1.3 als
sehr wichtig fu¨r die Meereisanomalieentstehung erachteten anomal hohen Lufttempera-
turen zu Beginn und am Ende des Juni 1995 auf einen hohen Strahlungsenergieeintrag
zuru¨ckzufu¨hren zu sein. Zusa¨tzlich liegt die Laptewsee wa¨hrend dieser Perioden zumin-
dest zeitweilig in einem Bereich mit einer su¨dlichen bzw. su¨dwestlichen Anstro¨mrichtung
(Abb. 6.2 und Druckfeldanalysen, nicht gezeigt). Diese Zirkulationsform ist bedingt durch
ein Hochdruckgebiet u¨ber der Ostsibirischen See und einem Tief im Bereich der Karasee,
das allerdings wegen der Lage der Abfragemaske nicht in Verbindung mit der Laptewsee
gebracht wird. Der Lufttemperaturanstieg im 950 hPa Niveau zu Beginn des August 1996
scheint hingegen prima¨r an Luftmassentransporte im Zusammenhang mit Tiefdrucksyste-
men gekoppelt zu sein (Abb. 6.7), deren Zugbahn die Laptewsee direkt u¨berlagert.
Hieran zeigt sich, daß die Wirksamkeit von Zyklonen, auf diese Weise nur unzureichend
erfaßt werden kann. Wie bereits mehrfach angedeutet, ist die ra¨umliche Lage der Tief-
drucksysteme relativ zu den Randmeeren zusammen mit dem Zustand der Meereisdecke
entscheidend. In Kapitel 6.3.2 werden Beispiele hierfu¨r gegeben. Die von den Zyklonen
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mo¨glicherweise modiﬁzierten Meereisdriftverha¨ltnisse werden durch den Ku¨stenverlauf da-
bei noch weiter modiﬁziert. Tansley und James (1999) zeigen in einer idealisierten Mo-
dellstudie wie der Zustand der Meereisdecke im Bereich der Zirkulation eines Tiefs bei
großer Kompaktheit anstelle von divergenten sogar konvergente Meereisdriftmuster zur
Folge haben kann.
Zeitreihenvergleiche der normalisierten Anomalien (Daten nicht gezeigt, s. auch Abb. 3.4
und 3.9) u¨ber 24 Jahre von jeweils Januar bis Dezember zwischen der Zyklonenaktivita¨t
(Anzahl der Tiefdruckereignisse pro Monat) auf Basis der NCEP/NCAR Re-Analysen
im Bereich der Laptewsee (Abb. 3.1) und der meereisbedeckten Fla¨che (Monatsmittel,
abgeleitet aus NSIDC Meereisbedeckungsgraden auf dem EASE-Gitter) in der Laptewsee
zeigen keinen eindeutigen Zusammenhang. Anomal viele Zyklonen wa¨hrend des Fru¨hlings
oder Winters sind nicht unbedingt gekoppelt an eine negative Meereisanomalie wa¨hrend
des Sommers. 1990 ist die Zyklonenzahl z.B. ganzja¨hrig anomal hoch bei einer negativen
Meereisanomalie; 1991 tritt ebenfalls eine negative Meereisanomalie ein, allerdings bei
anomal wenig Zyklonen; 1995 und 1996 sind im Winter und Fru¨hling gleichermaßen von
einer a¨hnlichen Zyklonenaktivita¨t gepra¨gt, der dann allerdings vollkommen gegensa¨tzliche
Meereisverteilungen folgen.
Die wichtigen Lufttemperaturanstiege scheinen in den meisten Fa¨llen mit einer erho¨hten
kurzwelligen Strahlungsbilanz verbunden zu sein, was fu¨r wolkenlose Verha¨ltnisse bei auto-
chthonen Hochdruckwetterlagen und Zwischenhochs in Verbindung mit Zyklonen spricht.
Der vollsta¨ndige Einﬂuß von Tiefdruckgebieten ist schwer abscha¨tzbar, vor allem der me-
chanische Einﬂuß auf die Meereisdecke. Generell fa¨llt die große Anzahl registrierter Tief-
drucksysteme wa¨hrend des Sommers auf, wobei nur solche Ereignisse erfaßt werden, die
zu einem System mit einer minimalen Lebensdauer von mehr als vier Terminen geho¨ren.
Hinsichtlich einer Warmluftadvektion von den relativ wa¨rmeren Kontinentﬂa¨chen in die
Randmeere ko¨nnen Tiefdrucksysteme u¨ber der westlichen Laptewsee bzw. der o¨stlichen
Karasee eﬃzient wirksam werden. Dies entspricht auch der Hauptzugrichtung der Tief-
drucksysteme in diesem Bereich (Abb. 3.12). Eine Kombination beider Einﬂußgro¨ßen mit
einer dominierenden Bedeutung der Strahlungskomponente – vor allem in den Monaten
Mai, Juni und Juli (Zeitraum gu¨nstiger strahlungsklimatischer Faktoren) – erscheint wahr-
scheinlich.
6.3.2 Ra¨umliche Zyklonenwirkung
Die Zyklonen sind durch ihre dynamische und thermodynamische Einwirkung wichtige
Steuergro¨ßen fu¨r die Eigenschaften von Meereisdecken und den damit verbundenen Wech-
selwirkungen (Maslanik und Barry , 1989; Maslanik et al., 1996; Tansley und James, 1999;
Dierer und Schlu¨nzen, 2001). Bisher ist die Wirkung von Zyklonen prima¨r durch die
Ha¨uﬁgkeit ihres Auftretens und Intensita¨tsparameter abgescha¨tzt worden (Kap. 3.2, 6.3.1).
Die Abfragebereiche umfassen aufgrund der Zyklonenausdehnung die Laptewsee dabei in
einer weit u¨ber die Ozeanbereiche hinausgehenden Maske. Im Zuge einer synoptischen
Entwicklung kann ein Tiefdrucksystem innerhalb dieses Bereichs jedoch vollkommen un-
terschiedliche ra¨umliche Auswirkungen haben. Im folgenden werden daher sechs Beispiele
fu¨r den Bereich der Laptewsee aus dem Zeitraum Mai bis Oktober 1990 gezeigt, die dies
dokumentieren, indem Druck-, Wind- und Meereisdriftfelder kombiniert dargestellt sind
(Abb. 6.8). Dies verdeutlicht nochmals die Notwendigkeit einer detaillierten synoptischen
Betrachtung von Prozeßabla¨ufen zur Erkla¨rung der Anomalieentstehung.
Es sind verschiedene Fa¨lle der Zykloneneinwirkung bei unterschiedlich großen Tiefdruck-
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Abbildung 6.8: Beispiele fu¨r die ra¨umliche Wirkung von Tiefdrucksystemen auf die Meer-
eisdriftmuster im Bereich der Laptewsee, 1990. Atmospha¨rendaten: Luftdruck in NN [hPa],
gru¨ne Isobare, 5 hPa Abstand, Felder zum SYNOP-Termin; Windgeschwindigkeit in 10m Ho¨he
[m s−1], schwarze Vektoren, Mittel u¨ber das letzte Ausleseintervall; Zyklonenzentrum, blaues
Stern-Symbol. Meereisdaten: auf HIRHAM4-Gitter umprojizierte Meereisdriftdaten [cm s−1],
rote Vektoren, Tagesmittel; Meereisbedeckungsgrade, 0.15 du¨nne blaue Linie, 0.5 dicke blaue
Linie, Tagesmittel. Der hellgelbe Bereich markiert die Laptewsee-Abfragemaske. Jeder zwei-
te Vektor ist dargestellt. Projektion: HIRHAM4-Gitter (110×100 Gitterpunkte), 55 bis 95
(x) und 45 bis 85 (y). Basisdatensatz: SMMR und SSM/I Meereisbedeckungsgrade, NSIDC
Meereisdriftvektoren, HIRHAM4 OBSopyc110-Simulationsergebnisse, Zyklonenstatistik.
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systemen in Abbildung 6.8 dargestellt. Um eine mo¨glichst große Meereisausdehnung mit
Driftvektoren zeigen zu ko¨nnen, sind nur Beispiele vom Sommer- und Winterbeginn aus-
gewa¨hlt.
• 02.05.1990: Hauptsa¨chlich das Tief no¨rdlich der Laptewsee steuert die Meereisdrift
und verursacht eine ausgeglichene Transportbilanz, indem das Meereis zyklonal durch
die no¨rdliche Laptewsee verdriftet wird. Diese Zirkulationsform stimmt ungefa¨hr mit
den ozeanischen Stro¨mungsmustern u¨berein, die Kotchetov et al. (1994) beschreiben.
Die asymmetrische Meereisverteilung in eine eisreichere West- und eine eina¨rmere
Ostha¨lfte (entlang 126◦ E), die in dieser Arbeit weiter keine Beru¨cksichtigung ﬁndet,
erkla¨rt auch aus dieser relativ ha¨uﬁg auftretenden Zyklonenwirkung. Weiterhin sind
Konvergenzen bei Ost-West gerichteten Meereisdriftmustern steuernd.
• 03.07.1990: Die Wirkung in diesem Fall ist a¨hnlich wie oben, allerdings bei einem
schwa¨cheren atmospha¨rischen Antrieb, die Druckgradientkra¨fte sind geringer. Dieser
Zirkulationszustand a¨hnelt der Darstellung in Rigor et al. (2002) (Abb. 10 b und
d), die mittlere Meereiszirkulationszusta¨nde bei einem zyklonalen Zirkulationsregime
bzw. einem hohen AO-Index zeigt.
• 02.06.1990: Diese Druckkonstellation ist ebenfalls vergleichbar mit den beiden erstge-
nannten, eine Zyklone beﬁndet sich no¨rdlich der Laptewsee. Die su¨dwestlichen Winde
ermo¨glichen jedoch einen eﬃzienteren Meereisexport. Die bislang vorgestellten Tief-
drucksysteme liegen in dem Bereich, der in Maslanik et al. (1996) als Anomaliegebiet
mit einer Zunahme der Zyklonenaktivita¨t ausgewiesen wurde. Die Beispiele zeigen,
daß davon eine eﬃziente Wirkung auf die Meereisbedeckung in der Laptewsee aus-
gehen kann.
• 16.06.1990: Bei einer Zyklone innerhalb der Laptewsee kommt es hingegen fast aus-
schließlich zu einer Massenverlagerung innerhalb des Randmeeres mit gegenla¨ufugen
Driftrichttungen ohne Austausch mit dem Arktischen Ozean. Daran zeigt sich auch,
daß in solchen Situation die mittleren Driftrichungen und Windgeschwindigkeiten
aus Abbildung 6.2 keine sinnvolle Aussage ergeben.
• 22.06.1990: Wenn sich eine Zyklone u¨ber der Ostsibirischen See beﬁndet, kann – auch
beeinﬂußt durch die Meereisverha¨ltnisse im zentralen Arktischen Ozean – genau der
gegenteilige Fall im Vergleich zum 24.10.1990, na¨mlich ein versta¨rkter Meereisimport,
eintreten. Im konkreten Fall ist das Tiefdrucksystem aus dem Bereich der Arktikfront
u¨ber die Ostsibirische See in die zentrale Arktis eingewandert.
• 24.10.1990: Dies ist ein Beispiel fu¨r eine Druckkonstellation mit hohen potentiellen
Meereisexportraten. Die Zyklone su¨dlich der Karasee ist u¨ber die nordatlantische
Zyklonenzugbahn aus dem Bereich des Island-Tiefs in die Arktis eingewandert. Der
Ho¨henru¨cken zu dem die Antizyklone im Bereich der Ostsibirischen See geho¨rt ist
Teil des Ho¨henru¨ckens, der in den Wintermonaten die thermischen Ka¨ltehochs u¨ber
Kanada und Sibirien verbindet. Diese Wetterlage ist typisch fu¨r die langja¨hrig gemit-
telten Luftdruckfelder von Oktober bis Ma¨rz. Aufgrund der großen Druckunterschie-
de (1035 hPa u¨ber der Ostsibirischen See und 965 hPa u¨ber der Karasee) entsteht
ein optimales Meereistransportregime, das durch die Driftrichtung auch nicht duch
Ku¨stenlinien nachteilig beeinﬂußt ist.
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In einigen Fa¨llen stimmt das Meereisdriftmuster nicht mit dem dominierenden atmo-
spha¨rischen Antrieb u¨berein, dann kommt es z.B. nicht zu der typischen Rechtsablenkung
der Meereisdrift relativ zum geostrophischen Wind (Barry et al., 1993). Als Ursachen wer-
den angesehen: (1) Eine nicht u¨bereinstimmende zeitliche Auﬂo¨sung der Modellergebnisse
und der Meereisdaten; die 6-stu¨ndliche Auﬂo¨sung der HIRHAM4-Ergebnisse ist aber not-
wendig, da ansonsten die große Variabilita¨t der Zirkulationsformen in Zusammenhang mit
einem Zyklonendurchzug nur unzureichend erfaßt werden kann. (2) Die Simulationsergeb-
nisse stimmen, wegen der fehlenden Kopplung mit dem unteren Randantrieb, nicht immer
mit den realen Verha¨ltnissen u¨berein. (3) Die Zuggeschwindigkeit der Tiefdruckgebiete ist
teilweise sehr hoch, gekoppelt an relativ geringe Druckgradienten und damit schwache bo-
dennahe Windfelder bei einem schnell wechselnden Windfeld; je nach Meereiseigenschaften
(Kompaktion, etc.) kann sich die Meereisdecke nicht auf den vera¨nderten atmospha¨rischen
Antrieb einstellen. Die eﬃzienteste Wirkung entfalten Zyklonen nicht bei einer Lage des
Zyklonenzentrums innerhalb des Ozeangebiets der Laptewsee, sondern bei einer Positio-
nierung außerhalb. Die wichtigsten prinzipiellen Konstellation sind oben aufgefu¨hrt. Es ist
oﬀensichtlich, daß bereits eine geringsfu¨gige Vera¨nderung der Lage der Zyklonenzugbahn-
en, wie sie durch eine Modiﬁkation des unteren Randantriebs z.B. mo¨glich ist (Kap. 5.2),
zu vollkommen unterschiedlichen Prozeßabfolgen fu¨hren kann. Neben dem dynamischen
Einﬂuß gilt dies besonders auch fu¨r die thermischen Eigenschaften der advehierten Luft-
massen in Abha¨ngigkeit ihrer Ursprungsgebiete.
6.3.3 Luftdruck- und Lufttemperaturfelder
Die Felder der Monatsmittel der geopotentiellen Ho¨he im 850 hPa Niveau und die Ano-
maliefelder der Lufttemperatur im 950 hPa Niveau fu¨r die Monate Mai bis August vier
ausgewa¨hlter Anomaliejahre in Abbildung 6.9 und 6.10 sind Beispiele dafu¨r, welche Unter-
schiede in der mittleren ra¨umlichen Auspra¨gung der Felder u.a. zur Anomalieentwicklung
bzw. den dynamischen und thermodynamischen Prozeßkomponenten in den Abbildun-
gen 6.2 und 6.7 gefu¨hrt haben. Sie sind eine Erga¨nzung der Ausfu¨hrungen in Kapitel 6.1.3
und 6.3.1. Unabha¨ngig von großra¨umigen Zirkulationsregimen (AO, NAO, ACCR/CCR)
sind positive Meereisanomaliejahre mit 1987 und 1993 mit einem u¨berwiegenden Meer-
eisimport (Abb. 6.2, kumulative Summen des Netto-Meereistransports) und die negativen
Meereisanomaliejahre 1991 und 1995 mit einem u¨berwiegendem sommerlichen Export ver-
treten.
Eine eindeutige Diﬀerenzierung der Luftdruckverteilungen zwischen positiven und ne-
gativen Anomaliejahren ergibt sich weder aus Abbildung 6.9 noch aus Kompositen oder
EOF-Analysen (Daten nicht gezeigt). Die langja¨hrigen Monatsmittel in der obersten Bild-
reihe lassen die antizyklonale Zirkulation im Bereich der Beaufortsee im Mai noch gut
erkennen, bevor sich in der zentralen Arktis zyklonale Zirkulationsformen ausbilden, wel-
che die Monate Juni bis August dominieren. Diese mittlere zyklonale Zirkulation ist ver-
ursacht durch synoptische Tiefdrucksysteme die u.a. von der Arktikfront aus einwandern
und in der zentralen Arktis okkludieren (Kap. 3.2.3). Die Zyklonenaktivita¨t (Anzahl regi-
strierter Systeme) hat nach Maslanik et al. (1996) z.B. zu Beginn der 1990er Jahre stark
zugenommen (Walsh et al., 1996; Cullather und Lynch, 2003). Dieser Zeitraum fa¨llt in
eine Periode mit einem zyklonalen Zirkulationsregime (Polyakov et al., 1999). Die mittlere
Lage der Zyklonenzentren im Juli und August wu¨rde dabei einen Meereistransport durch
die no¨rdliche Laptewsee verursachen.
Die mittleren geopotentiellen Ho¨hen der 850 hPa Isobarﬂa¨che stimmen relativ gut mit
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Abbildung 6.9: Langja¨hrig (neun Simulationsjahre) gemittelte Monatsmittel der geopoten-
tiellen Ho¨he der 850 hPa Isobarﬂa¨che [gpm] und Monatsmittel von Mai bis August. Anomalie-
jahre: positive Meereisanomalie mit dominierenden Eisimporten: 1987, 1993; negative Meereis-
anomalie mit dominierenden Meereisexporten: 1991, 1995. Die Konturlinien (schwarz) basieren
auf 3×3 tiefpaßgeﬁlterten Ausgangsdaten, Isolinienabstand: 10 gpm. Die weißen Konturlini-
en umgrenzen die langja¨hrigen bzw. die individuellen Monatsmittel der Meereisausdehnung
bei Bedeckungsgraden von 0.15 (du¨nne Linie) und 0.5 (dicke Linie). Gro¨nland ist wegen Feh-
lern in der Luftdruckreduktion ausmaskiert. Das schwarze Kreuz markiert den geographischen
Nordpol. Projektion: HIRHAM4-Gitter (110×100 Gitterpunkte).
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Abbildung 6.10: Langja¨hrig (neun Simulationsjahre) gemittelte Monatsmittel der Lufttem-
peratur [K] im 950hPa Niveau von Mai bis August und Abweichungen der Monatsmittel von
dem langja¨hrigen Mittel (Monatsmittel minus langj. Monatsmittel). Fu¨r Details zur Darstel-
lung siehe Abbildung 6.9.
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dem Luftdruck in NN u¨berein. Sie sind ein Maß fu¨r den geostrophischen Wind und auch
das bodennahe Windfeld, das gro¨ßtenteils auch die Meereisdrift steuert. In vielen Fa¨llen
sind die von den Luftdruckfeldern abgeleiteten mittleren Windfelder jedoch nicht konsi-
stent mit den aus Beobachtungsdaten gebildeten Monatsmitteln der Meereisdrift (Daten
nicht gezeigt) – ungeachtet des variablen Ablenkungswinkels der Meereisdrift relativ zum
antreibenden bodennahen Windfeld. Dies zeigt sich oftmals in einem ra¨umlichen Versatz
der Zirkulationszentren. Ein qualitativer Vergleich der geopotentiellen Ho¨he der 850 hPa
Isobarﬂa¨che mit NCEP/NCAR Re-Analysedaten (Daten nicht gezeigt) ergibt neben ei-
ner u¨berwiegenden U¨bereinstimmung der meisten Monatsmittel auch Fa¨lle, bei denen die
HIRHAM4-Simulationsergebnisse kleinra¨umigere Zirkulationsstrukuturen enthalten, die
in den Re-Analysen fehlen.
Die langja¨hrigen Mittel der Lufttemperatur in der 950 hPa Isobarﬂa¨che zeigen neben
einer zonalen Abnahme auch eine deutliche Abha¨ngigkeit von der Meereisausdehnung.
Gut zu sehen ist die bereits im August großﬂa¨chig einsetzende Abku¨hlung nach Erreichen
der Lufttemperaturmaxima (z.B. etwa 274K am Nordpol) im 950 hPa Niveau im Juli.
Der meridional von Su¨den nach Norden verlaufende Druckgradient im Mai 1987 verur-
sacht die Ost-West orientierten mittleren Wind- und Driftfelder. Es kann davon ausgegan-
gen werden, daß dies Meereiskonvergenzen und eine versta¨rkte Kompaktion im Bereich
der westlichen Laptewsee entlang der Sewernaja Semlja Inselgruppe verursacht. Kleinere
Ku¨stenpolynjen bilden sich dort erst im Juli. Auch im Juni ist die Meereisdrift antizyklonal
mit einer ausgepra¨gten Transpolardrift. Der (geringe) Netto-Import ist durch den Import
in die o¨stliche Laptewsee erkla¨rbar, obwohl der prima¨re Massenﬂuß entlang der no¨rdlichen
Begrenzung außerhalb der Laptewseemaske verla¨uft bzw. das importierte Meereis in der
nordwestlichen Laptewsee wieder exportiert wird (Daten nicht gezeigt). In den beiden Fol-
gemonaten dominiert Meereisexport, gesteuert durch die antizyklonale Zirkulation nord-
o¨stlich der Laptewsee. Die positive Lufttemperaturanomalie im Juli aus Abbildung 6.2,
welche die entscheidende Abnahme der Meereisbedeckung ausgelo¨st hat (Kap. 6.1.3), ist
sehr gut im Lufttemperaturanomaliefeld zu erkennen. Neben der versta¨kten kurzwelligen
Einstrahlung (Abb. 6.7) ist gerade fu¨r den Bereich der Karasee eine Luftmassenadvektion
von den Kontinentﬂa¨chen wahrscheinlich. Die Sommermonate im Jahr 1987 sind im Mittel
dominiert durch anomal hohen Luftdruck in der zentralen Arktis, wa¨hrend einer ACCR-
Phase mit einer geringen Zyklonenaktivita¨t in Form registrierter Systeme im Bereich der
Laptewsee (Abb. 3.9).
Sehr a¨hnlich wie 1987, jedoch mit ho¨heren Meereisdriftgeschwindigkeiten, ist der mittle-
re Massentransport 1993 zonal Ost-West orientiert. Die anomal hohen Lufttemperaturen
von 1.5K, die sich vom Lenadelta u¨ber Sewernaja Semlja zum Nordpol erstrecken, ko¨nnen
an die Luftmassentransporte an der no¨rdlichen Flanke des Tiefdrucksystems su¨dlich der
Karasee gebunden sein. Im Juni 1993 ist der Beaufort-Wirbel stark abgeschwa¨cht (Daten
nicht gezeigt). Die anomal hohe Zyklonenaktivita¨t im Juni (Abb. 3.9) fu¨hrt aufgrund der
no¨rdlichen Anstro¨mrichtungen zu keiner Temperaturerho¨hung. Der Meereisimport domi-
niert bei dieser Luftdruckkonstellation. Die sprunghafte Temperaturerho¨hung Ende Juni
(Abb. 6.2, 6.7), die großﬂa¨chige Schmelzprozesse einleitet und zu einer Abnahme der meer-
eisbedeckten Fla¨che von etwa 0.1·106 km2, kann mit den mittleren Feldern nicht erfaßt wer-
den. Im Juli sind die Netto-Meereistransportraten fast ausgeglichen, bei leicht erho¨htem
Import. Die Tiefdruckgebiete su¨dlich der Laptewsee verursachen innerhalb der Laptewsee
im Juli-Mittel eine zyklonale Meereiszirkulation (Daten nicht gezeigt). Sie scheinen auch
Warmluft zu advehieren, da der kontinuierliche Lufttemperaturanstieg in Abbildung 6.7
nicht vollsta¨ndig durch eine Erho¨hung der kurzwelligen Strahlungsbilanz erkla¨rt werden
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kann. Die oﬀenen Wasserﬂa¨chen beschra¨nken sich im Juli-Mittel zudem fast ausschließlich
auf die o¨stliche Laptewsee (auch bedingt durch das Meereisdriftmuster). Die Ursprungs-
gebiete der Luftmassen liegen su¨dlich der Ostsibirischen See in einem Bereich mit einer
positiven Temperaturanomalie von etwa 5K. U¨ber der Beaufortsee werden bei einer auto-
chthonen Hochdrucklage im Juli ebenfalls solche positiven Temperaturanomalien erreicht.
Die sehr eﬀektiven Meereisimporte im August 1993 gehen mit einer antizyklonalen Zir-
kulation in Zusammenhang mit dem Ho¨henru¨cken zwischen Svalbard und Nowaja Semlja
einher, versta¨rkt durch die zyklonale Zirkulationskomponente in der zentralen Arktis. Die
Driftdaten weisen allerdings ho¨here mittlere Driftgeschwindigkeiten auf, als die Druckgra-
dienten vermuten lassen. Das Ursprungsgebiet der Luftmassen liegt in diesem Fall u¨ber
dem Packeis des zentralen Arktischen Ozeans. Die Meereisdecke in der westlichen Laptew-
see kann nicht abgebaut werden.
Der Sommer 1991 ist durch kontinuierliche Massenexporte gekennzeichnet. Die groß-
ra¨umige arktisweite Zirkulation im Mai und Juni a¨hnelt teilweise derjenigen von 1987,
allerdings mit einigen entscheidenden Unterschieden. Aufgrund geringerer Druckgradient-
kra¨fte ist die zonale Meereisdrift (Daten nicht gezigt ) im Mai 1991 weniger stark als im Mai
1987. Im Juni 1991 liegt die Laptewsee im Bereich eines Tiefdrucksystems mit nur verein-
zelt hohen Driftgeschwindigkeiten. Die Ausdehnung der Polynjen (Westliche Neusibirische,
Neusibirische und Anabar-Lena Polynja sowie die Polynjen entlang der Sewernaja Semlja
Inselgruppe und der Tajmyr-Halbinsel) ist im Juni 1991 deutlich gro¨ßer als im Vergleichs-
monat 1987. Dies kann wahrscheinlich auf die versta¨rkte Kompaktion des Meereisdecke
in der westlichen Laptewsee 1987 durch die Meereisdrift zuru¨ckgefu¨hrt werden. Die ent-
scheidende Abnahme im Juli verla¨uft dann in beiden Jahren mit a¨hnlichen Prozeßraten,
1991 allerdings von einem anderen Ausgangsniveau (Abb. 6.2). Die anomale antizyklonale
Zirkulation mit den hohen Strahlungssummen im Juli hat Lufttemperaturanomalien von
u¨ber 6K im Bereich der Laptewsee zur Folge (Abb. 6.10). Die Lage des Tiefdrucksystems
mit dem Zentrum no¨rdlich des Kanadischen Archipels wird – verglichen mit den Meereis-
driftdaten – in den Simulationsrechungen falsch wiedergegeben. Das Zentrum mu¨sste im
Bereich des geographischen Nordpols liegen. Im Falle einer Modellkopplung wu¨rde die-
se wahrscheinlich fehlerhafte Druckverteilung eine verfa¨lschte Meereisdrift bedeuten. Die
zyklonal dominierte Zirkulation im August bedingt einen zonalen West-Ost orientierten
Meereistransport, der nur geringe Netto-Meereisexporte zur Folge hat.
Die Meereisdecke in der Laptewsee ist 1995 nur von geringen positiven Temperatur-
anomalien beeinﬂußt um Juli sogar von einer negativen Anomalie. Das mittlere Meereis-
bewegungsfeld im Mai ist, wie in den u¨brigen Jahren auch, noch von der antizyklonalen
Zirkulation im Bereich der Beaufortsee gesteuert. Bei einer starken Transpolardrift al-
ternieren Meereisimport im nordo¨stlichen Laptewseebereich und Export im Nordwesten
(Daten nicht gezeigt). Der Meereisexport nimmt im Juni zu, mit einer no¨rdlichen Meer-
eisdrift. Das aus den HIRHAM4 OBSopyc110-Simulationsrechnungen abgeleitete mittlere
Druckfeld fu¨r Juni, das von einer versta¨rkten Zyklonenaktivita¨t im Bereich der Laptewsee
gekennzeichnet ist, ist nicht konsistent mit dem beobachteten mittleren Meereisdriftmu-
ster. Die Driftmuster im Juli sind hingegen wiederum konsistent. Die negativen Lufttem-
peraturanomalien im su¨do¨stlichen Teil der Laptewsee scheinen gebunden zu sein an die
geringen Werte der kurzwelligen Strahlungsbilanz und die Luftmassenadvektion aus den
Packeisbereichen der Ostsibirischen See bzw. der Tschuktschensee. Die Druckkonstellation
mit anomal hohem Druck u¨ber der zentralen Arktis und anomal niedrigem Luftdruck bei
Svalbard ist fu¨r den Meereisexport relativ gu¨nstig. Das Tief u¨ber Nowaja Semlja im Au-
gust verhindert einen Massenimport und lenkt Warmluft an seiner Su¨dseite in die westliche
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Laptewsee. In der zweiten Augustha¨lfte gera¨t diese zunehmend unter Hochdruckeinﬂuß
(Abb. 6.7).
6.4 Auswirkungen der Polynjen
In Kapitel 6.1.3 wurde bereits auf den potentiellen Einﬂuß der Polynjen in Form selbst-
versta¨rkender Ru¨ckkopplungsprozesse auf die Entwicklung der sommerlichen Meereisver-
ha¨ltnisse in der Laptewsee hingewiesen. Sie sind im Fru¨hling (Mai, Juni) Gebiete einer
versta¨rkten Strahlungsabsorption, was zu einer Versta¨rkung von lateralen und basalen
Schmelzprozessen fu¨hrt. Nach Bareiss und Go¨rgen (eingereicht) betra¨gt der Energieein-
trag durch kurzwellige Strahlung in den Polynjen der zentralen Laptewsee im Mittel bis
Ende Juni 2.9·1016 kJ, was theoretisch ausreichend wa¨re um 22% der gesamten Meereis-
decke (2m Dicke) der Laptewsee zu schmelzen. Die Verla¨ngerung der U¨berstro¨mwege
verursacht ho¨here Windgeschwindigkeiten und damit eine sta¨rkere mechanische Belastung
der benachbarten Meereisdecken bzw. ho¨here Wellen, die in die Meereisdecke einlaufen
(Smith et al., 1990). Die Mo¨glichkeit einer versta¨rkten Evaporation kann Nebel- und Wol-
kenbildung beeinﬂussen. Die großen Temperaturgradienten in den Wintermonaten in Po-
lynjenbereichen ko¨nnen einen versta¨rkten Einﬂuß auf die Zyklonenaktivita¨t nehmen.
Bareiss und Go¨rgen (eingereicht) geben eine U¨bersicht u¨ber den mittleren Zustand und
die interannuale Variabilita¨t der Eigenschaften aller wiederkehrenden Polynjen in der Lap-
tewsee, die sich entlang der Festeisgebiete erstrecken (”ﬂaw polynyas“, Kap. 3.1.1). Die
Polynjen bilden sich durch ein ablandiges lokales Windfeld und werden im Winter durch
die freiwerdende Erstarrungswa¨rme, die bei der Neueisbildung an die umgebenden Was-
sermassen und die Atmospha¨re abgegeben wird, aufrechterhalten. Neben den Polynjen
entlang Sewernaja Semlja und der Tajmyr-Halbinsel werden bei Bareiss und Go¨rgen (ein-
gereicht) hauptsa¨chlich die Anabar-Lena Polynja und die Westliche Neusibirische Polynja
untersucht, wie sie auch in Abbildung 4.7 zu sehen sind (Kotchetov et al., 1994). Die Da-
ten der Untersuchung von Bareiss und Go¨rgen (eingereicht) werden auch an dieser Stelle
verwendet. Die Eigenschaften verschiedener Polynjen in der gesamten Arktis m.H. eines
Polynja-Modells untersuchen Winsor und Bjo¨rk (2000). In Lynch et al. (1997) werden Sa-
tellitendaten und das gekoppelte ARCSyM-Regionalmodell zur Untersuchung winterlicher
Prozesse an der St. Lawrence Island Polynya su¨dlich der Beringstraße eingesetzt.
Methodik
Die Polynja-Eigenschaften Ha¨uﬁgkeit, Zeitpunkte und Dauer des Auftretens sowie die oﬀe-
ne Wasserﬂa¨che (Polynja-”Aktivita¨t“) werden anhand von Zeitreihen der Tagesmittel der
oﬀenen Wasserﬂa¨che innerhalb ﬁxer Abfrageboxen (vgl. z.B. Abb. 4.16) auf einem EASE-
Gitter (25 km×25 km) abgeleitet. Die oﬀenen Wasserﬂa¨chen errechnen sich auf Basis der
Meereisbedeckungsgrade (Kap. 2.1) aus der Diﬀerenz von Gitterpunktsﬂa¨che minus Mee-
reisbedeckungsrad. Der Untersuchungszeitraum umfaßt die Monate November bis Juni,
danach gehen die Polynjen in die oﬀenen Wasserﬂa¨chen u¨ber, die sich meist ku¨stennah
bilden.
Vergleiche mit georeferenzierten NOAA AVHRR LAC und GAC Satellitendaten be-
weisen einerseits die Eignung der Methodik und dienen als Validierungsgrundlage des
Schwellenwerts von 1.5% oﬀener Wasserﬂa¨che innerhalb einer Abfragemaske, bei dessen
U¨berschreitung von der Existenz einer Polynja ausgegangen wird. Die oﬀene Wasserﬂa¨che
wird in den Fru¨hlingsmonaten, wenn in den Polynjen keine Neueisproduktion mehr statt-
ﬁndet, jedoch teilweise u¨berscha¨tzt, weil Rinnen in den Randbereichen der Abfrageboxen
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unabha¨ngig von einer Polynja vorkommen ko¨nnen. Wa¨hrend der Wintermonate mit starker
Neueisbildung kann der NASA Team-Algorithmus zwischen du¨nnem Neueis und umgeben-
dem a¨lteren Packeis kaum unterscheiden, so daß die tatsa¨chlich wirksame Polynjengro¨ße
unterscha¨tzt wird. In diesem Zusammenhang interessieren aber prima¨r die Polynjen im
Mai und Juni bzw. der Zeitpunkt des O¨ﬀnens derjenigen Polynjen, die bis Ende Juni oﬀen
bleiben und dann in die oﬀene Wasserﬂa¨che der Laptewsee u¨bergehen.
Ergebnisse
Im Mittel von 1979 bis 2002 betra¨gt die Andauer der Polynja-Ereignisse 13 bis 22 Tage.
Die Westliche Neusibirische Polynja umfaßt teilweise bis zu etwa 12% der Fla¨che der Lap-
tewsee (oﬀene Wasserﬂa¨che [103 km2]: x¯ =4, xmin =0, xmax =73). Solche Ereignisse treten
versta¨rkt in den Monaten April bis Juni auf, wobei sich die dann entwickelnden Polynjen
auch meist bis in den Sommer hinein erstrecken. Die bedeutsamsten Polynjen sind we-
gen ihrer Gro¨ße und Ha¨uﬁgkeit die Westliche Neusibirische und die Anabar-Lena Polynja.
Das fru¨he Auftreten solcher Ereignisse wird als wichtige Komponente in der Entwicklung
der sommerlichen Meereisanomalien angesehen (Bareiss und Go¨rgen, eingereicht; Serreze
et al., 2003).
Ein Vergleich der Trends der Meereisausdehnung und der meereisbedeckten Fla¨che in der
Laptewsee von 1979 bis 2002 ergibt eine sta¨rkere Abnahme der bedeckten Fla¨che, was eine
Zunahme der oﬀenen Wasserﬂa¨che bedeutet, die von Bareiss und Go¨rgen (eingereicht) auf
eine versta¨rkte Polynja-Aktivita¨t zuru¨ckgefu¨hrt wird. Die Polynja-Aktivita¨t weist dabei
eine starke interannuale Variabilita¨t auf.
Der Zeitpunkt des O¨ﬀnens der Polynjen, die bis Ende Juni erhalten bleiben, liegt bei der
Westlichen Neusibirischen Polynja in negativen Meereisanomaliejahren in der Laptewsee
(1983, 1988, 1990, 1991, 1994, 1995, 1999, 2000, 2002, s. Abb. 3.4) bei x¯ =104Kalendertag
(14. April) (s =20.8 d) und in positiven Meereisanomaliejahren (1979, 1984, 1986, 1987,
1989, 1992, 1993, 1998, 2001) bei x¯ =124Kalendertag (4. Mai) (s =25.7 d). 1996 bildet
sich keine Polynja im Fru¨hling bzw. zu Sommerbeginn aus. Die mittlere oﬀene Wasser-
ﬂa¨che, dieser Polynjen ist neben der Wirksamkeit der Polynja auf die Atmospha¨re und
die umgebenden Meereisﬂa¨chen auch ein Maß fu¨r die Prozeßraten seit Beginn des O¨ﬀ-
nens. In der Westlichen Neusibirischen Polynja betra¨gt sie x¯ =23381 km2 (s =7262 km2)
bzw. x¯ =16182 km2 (s =8866 km2) in negativen / positiven Meereisanomaliejahren. Die
Anabar-Lena Polynja o¨ﬀnet sich im Mittel wa¨hrend der negativen Anomaliejahre bei
x¯ =107Kalendertag (17. April) (s =17.7 d) mit einer mittleren oﬀenen Wasserﬂa¨che von
x¯ =14785 km2 (s =5574 km2). In positiven Anomaliejahren ﬁndet das O¨ﬀnen im Mittel
bei x¯ =141Kalendertag (21. Mai) (s =21.8 d) statt. Die mittlere oﬀene Wasserﬂa¨che bis
Ende Juni liegt bei x¯ =11174 km2 (s =5590 km2).
Die Unterschiede der O¨ﬀnungstermine bei gleicher Stichprobengro¨ße von 20 Tagen bei
der Westlichen Neusibirischen Polynja und 37 Tagen bei der Anabar-Lena Polynja zwi-
schen den positiven und negativen Meereisanomaliejahren ist deutlich. Diese Unterschiede
zeigen sich auch in den mittleren oﬀenen Wasserﬂa¨chen. Eine fru¨he Entstehung der Polyn-
jen scheint einen Einﬂuß auf die Anomalieentstehung auszuu¨ben. Eine Entstehung bereits
Mitte April hat Ende Mai bereits relativ große oﬀene Wasserﬂa¨chen zur Folge, so daß bis
zum Zeitpunkt maximal mo¨glicher astronomischer Sonnenscheindauer am 21. Mai bereits
große Energiesummen absorbiert werden ko¨nnen. In den Jahren 1984, 1992 und 1996, in
denen im Mai noch keine Polynja wirksam war, erfolgte der Festeisaufbruch und -ru¨ckgang
z.B. spa¨ter als u¨blich. Umgekehrtes gilt fu¨r die Jahre 1990, 1995 und 2000.
Auﬀa¨llig sind die großen Standardabweichungen aller genannten Parameter, die auf
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stark variable Prozeßregime hindeuten. Dies ist u.a. bedingt durch die Abha¨ngigkeit der
Polynja-O¨ﬀnung von der synoptischen Situation, respektive des bodennahen Windregi-
mes, des Zeitpunkts des Einsetzens, der Andauer und Konstanz der Winde. Ein einfacher
Zusammenhang der O¨ﬀnungstermine mit der Zyklonenaktivita¨t in der Laptewsee scheint
nicht zu bestehen. Eine genaue Untersuchung der Auswirkung der Polynjen auf die atmo-
spha¨rische Zirkulation ist mit den verfu¨gbaren Methoden nur schwer mo¨glich (Kap. 5.2.5).
Wa¨hrend einer Phase mit einem zyklonalen Zirkulationsregime von 1989 bis 1997 ist die
Polynja-Ha¨uﬁgkeit und -Fla¨che von November bis Juni allgemein gro¨ßer als wa¨hrend do-
minierender antizyklonaler Zirkulation, z.B. von 1985 bis 1998 (Proshutinsky und Johnson,
1997; Bareiss und Go¨rgen, eingereicht). Diese Feststellung ist konsistent mit den Ergeb-
nissen von Rigor et al. (2002), daß bei positivem AO-Index bzw. zyklonal dominiertem
Meereisregime im Winter eine versta¨rkte Meereisdrift aus der Laptewsee auftritt und da-
mit auch eine versta¨rkte Meereisdivergenz an der Festeiskante, d.h. dem Bereich, in dem
sich die Polynjen bilden.
6.5 Zusammenfassung
Die Entstehung der sommerlichen positiven und negativen Meereisanomalien in der Lap-
tewsee in neun ausgewa¨hlten Jahren zwischen 1983 und 1996 ist abha¨ngig von der je-
weiligen synoptischen Situation in den Monaten Mai bis August. Die zeitkritische Ab-
folge von Atmospha¨renzusta¨nden in Abha¨ngigkeit der Meereiseigenschaften wa¨hrend die-
ser Zeitspanne bestimmt insbesondere die Prozeßraten der Abnahme der meereisbedeck-
ten Fla¨che, was sich schließlich als Anomalie im August bzw. September a¨ußert. Eine
Kombination aus zueinander konsistenten Meereisbedeckungsgraden, Meereisdriftvekto-
ren (Meereistransportbilanzen) und Atmospha¨rendaten aus den HIRHAM4 OBSopyc110-
Simulationsrechnungen ergibt als Ursache eine Kombination aus dynamischen und ther-
modynamischen Faktoren.
Die Lufttemperaturanomalien werden als die wichtigere atmospha¨rische Systemkom-
ponente angesehen, mit der entscheidende, kurzzeitige Vera¨nderungen der Prozeßraten
einhergehen, d.h. versta¨rkte Schmelzprozesse sind die wahrscheinlichen Auslo¨ser einer ne-
gativen Meereisanomalie. Die windinduzierte Meereisdrift hat aufgrund der typischen Pro-
zeßraten hingegen einen geringeren Einﬂuß. In allen negativen Anomaliejahren dominiert
allerdings der Meereisexport. In einigen Fa¨llen entspricht die kumulative Summe des Mee-
reisexports wa¨hrend des Sommers fast dem Betrag, der die negative Anomalie relativ zu
den langja¨hrigen Mittelwerten ausmacht. Eine exakte Unterscheidung der Wirksamkeit
zwischen Meereistransport und Schmelzprozessen ist nicht mo¨glich, da in den meisten
Fa¨llen einer anomalen Temperaturerho¨hung auch Luftmassenadvektionen aus su¨dlichen
Richtungen vorherrschen, die ihrerseits eine no¨rdliche Meereisdrift und damit einen Meer-
eisexport verursachen.
Wichtig scheint speziell das Witterungsgeschehen im Mai und Juni zu sein. Eine Vera¨nde-
rung des Systemzustands (große oﬀene Wasserﬂa¨chen) wa¨hrend dieser Zeitspanne steuert
die spa¨ter ablaufenden, selbstversta¨rkenden Prozesse z.B. u¨ber eine positive Eis-Albedo-
Ru¨ckkopplung. Bei einem zu spa¨ten Einsetzen der Meereisabnahme kann sich – u.a. auf-
grund der Abha¨ngigkeiten vom Strahlungsklima – selbst bei großen Prozeßraten eine ne-
gative Meereisanomalie bis zur herbstlichen Neueisbildung nicht mehr ausbilden. In nega-
tiven Meereisanomaliejahren o¨ﬀnen sich die Polynjen, die spa¨ter in die oﬀene Wasserﬂa¨che
u¨bergehen, fru¨her und erreichen bis Ende Juni gro¨ßere Ausdehnungen, was sie zu einer
steuernden Systemkomponente macht. Welche Auswirkung die Pra¨konditionierung auf die
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Meereiseigenschaften zu Beginn des sommerlichen Untersuchungszeitraumes hat, ist mit
dem vorliegenden und derzeitig allgemein verfu¨gbaren Datenmaterial nur schwer bewert-
bar, vor allem, da keine großﬂa¨chigen und zeitlich hochaufgelo¨sten Meereisdickeninforma-
tionen vorliegen. Die AO als pra¨konditionierender Faktor im Winter und Fru¨hling kann
nur in einigen Fa¨llen mit den sommerlichen Meereisanomalien in Bezug gesetzt werden.
Eine eindeutige Zuweisung speziﬁscher (großra¨umiger) Zirkulationsmuster zur Entste-
hung der sommerlichen Meereisanomalien in der Laptewsee ergibt sich aus den vorlie-
genden Daten nicht, zu beachten ist jedoch die unzureichende Stichprobengro¨ße von neun
Sommern. Eine allgemeine Regelhaftigkeit zur Anomalieentstehung kann daher nicht abge-
leitet werden. Wegen der analysierten Abha¨ngigkeiten von dem jeweiligen Wettergeschehen
wird allerdings bezweifelt, daß dies u¨berhaupt mo¨glich ist.
Die Untersuchung der mit der Anomalieentstehung assoziierten Atmospha¨renzusta¨nde
ergibt eine deutliche Abha¨ngigkeit z.B. der positiven Temperaturanomalien von erho¨hten
kurzwelligen Strahlungsbilanzen, die ihrerseits an Hochdruckwetterlagen oder Zwischen-
hochs mit geringen Wolkenbedeckungsgraden gebunden sind. In anderen Fa¨llen ist eine
Warmluftadvektion durch Zyklonen steuernd. Der Zykloneneinﬂuß kann nicht exakt ab-
gescha¨tzt werden. Je nach Zugbahn, Horizontalerstreckung, Intensita¨t und Meereiseigen-
schaften kann eine Zyklone gegensa¨tzliche Auswirkungen auf die meereisbedeckte Fla¨che
bzw. die Transportbilanzen haben.
Hinsichtlich der Richtung und Sta¨rke der Atmospha¨re-Meereis-Kopplung scheint zumin-
dest fu¨r die Laptewsee zu gelten, daß die atmospha¨rischen Prozesse einen gro¨ßeren Anteil
an der Vera¨nderung der Meereiseigenschaften bzw. der Entstehung anomaler Zusta¨nde ha-
ben als dies umgekehrt der Fall ist. So sind die Meereisdriftmuster z.B. in einigen Beispielen
deutlich von der bodennahen Zirkulation in Tiefdruckgebieten abha¨ngig. Da jedoch kein
gekoppeltes Modell eingesetzt wird, sind solche Zusammenha¨nge nicht direkt nachweisbar.
Das gesamte als relevant erachtete Faktorengefu¨ge kann in der vorliegenden Untersu-
chung nicht beru¨cksichtigt werden, dennoch sind die abgeleiteten kausalen Zusammenha¨nge
meteorologisch plausibel und konsistent. Wichtige atmospha¨rische Systemkomponenten
sind beru¨cksichtigt. Vor allem die Meereisdicke bzw. Schmelz- und Gefrierraten ko¨nn-
ten erga¨nzend zu einer vollsta¨ndigen physikalisch basierten Trennung von Dynamik und
Thermodynamik beitragen. Ozeanische Systemkomponenten, wie die Stro¨mungsmuster in






Das geowissenschaftliche Ziel dieser Arbeit ist die Erweiterung des Prozeßversta¨ndnis-
ses der Atmospha¨re-Meereis-Wechselwirkungen. Dazu werden Sensitivita¨tsstudien zu den
Auswirkungen eines alternativen unteren Randantriebs in dem regionalen Atmospha¨ren-
modell HIRHAM4 zur Untersuchung von Modelleigenschaften und der Analyse der Meer-
eis-Atmospha¨re-Wirkung auf der mesoskaligen Raum-Zeitskala durchgefu¨hrt. Hierauf auf-
bauend wird zur Erkla¨rung natu¨rlicher Variationen im arktischen Klimasystem die Atmo-
spha¨re-Meereis-Wirkung untersucht. Wegen der ausgepra¨gten interannualen Variabilita¨t
der Meereisausdehnung und dem Einﬂuß auf arktisweite Meereiseigenschaften konzentrie-
ren sich die Analysen auf die Sommermonate und den Bereich der Laptewsee. Technische
Teilaspekte, wie umfassende Datenvorverarbeitungen, die Entwicklung geeigneter Ana-
lysewerkzeuge, die Erzeugung und Validierung des alternativen Randantriebsdatensatzes
und die Durchfu¨hrung der Simulationsrechnungen, sind die Voraussetzungen fu¨r die in-
haltlichen Analysen. Folgende Schlußfolgerungen ergeben sich:
Bereitstellung des Randantriebs und Durchfu¨hrung der Simulationsrechnungen
• Der alternative untere Randantriebsdatensatz fu¨r das Regionalmodell HIRHAM4
erfu¨llt die in dieser Arbeit vor allem notwendigen Anforderungen einer realita¨tsna-
hen, detaillierten Erfassung der Meereisbedeckung und der Meeresoberﬂa¨chentem-
peraturen. Im Vergleich zu den ECMWF-Antrieben stellt der OBS-Datensatz eine
wesentliche Verbesserung dar, indem er vor allem auch kleinra¨umige Meereisstruk-
turen entha¨lt und konsistente raum-zeitliche Diﬀerenzierungen und Variabilita¨ten
aufweist. Prinzipiell besteht durch eine Anpassung der Gittertransformationstabel-
len an beliebige andere Modellgitter die Mo¨glichkeit, den Datensatz bzw. das Her-
stellungsverfahren universell auch fu¨r andere Modellsysteme bis zu einer ra¨umlichen
Auﬂo¨sung von etwa 25 km Gitterkantenla¨nge einzusetzen.
• Die Meereisoberﬂa¨chentemperaturen ko¨nnen mit den verwendeten satellitengestu¨tz-
ten Daten und dem einfachen Interpolationsansatz sowie der pragmatischen Be-
handlung der Mischpixelproblematik nicht in U¨bereinstimmung mit bodengestu¨tzten
Beobachtungsdaten abgeleitet werden. Da die Simulationsrechnungen mit opyc111-
Einstellungen keine Verwendung ﬁnden, hat dies keine nachteiligen Folgen.
• Zusammen mit dem lateralen Modellantrieb aus ECMWF (Re-)Analysen bildet der
alternative OBS- und der ECMWF-Antrieb die Grundlage fu¨r Simulationsrechnung-
en mit dem HIRHAM4 u¨ber neun Sommer mit unterschiedlichen Modelleinstellun-
gen. Die Simulationsergebnisse bilden neben den Validierungsdatensa¨tzen zuna¨chst
die Datengrundlage fu¨r umfassende Sensitivita¨tsstudien.
Sensitivita¨tsstudien
• Da prinzipiell nur der untere Rand vera¨ndert wird, ist eine Abscha¨tzung der Auswir-
kungen der verschiedenen Meereiseigenschaften auf die Modellatmospha¨re mo¨glich.
Neben der Frage, ob auch kleinra¨umige Strukturen signiﬁkante A¨nderungen der
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großra¨umigen Zirkulation hervorrufen ko¨nnen und welche Auswirkungen die Meer-
eisverteilung im HIRHAM4 auf die Zyklonenaktivita¨t hat, kann durch Vergleiche
mit Beobachtungsdaten eine Bewertung der Reproduktion natu¨rlicher Atmospha¨ren-
zusta¨nde vorgenommen werden.
• Die Verwendung des beobachtungsgestu¨zten unteren Randantriebs fu¨hrt mit Zunah-
me der extern vorgegebenen Antriebsfelder (OPYC-Optionen) sukzessive zu einer
Verbesserung der Simulationsergebnisse im Sinne einer besseren Reproduktion be-
obachteter Atmospha¨renzusta¨nde. Wegen der großen Heterogenita¨t der Oberﬂa¨chen
wa¨hrend des Sommers sollten in zuku¨nftigen Simulationen beobachtungsgestu¨tzte
untere Randantriebe eingesetzt werden.
• Den relativ gro¨ßten Einﬂuß hat der Einsatz von Meereisbedeckungsgraden anstel-
le von bina¨ren Meereismasken – noch vor den Auswirkungen einer A¨nderung der
Meereisausdehnung. Es existieren jedoch gerade bei raum-zeitlich hochaufgelo¨sten
Vergleichen auch bei den OBSopyc110-Simulationsrechnungen noch erhebliche Un-
terschiede zu den Beobachtungsdaten, wenngleich die niederfrequente Variabilita¨t
und die Wertebereiche gut wiedergegeben werden.
• Die bodennahen Lufttemperaturen nehmen u¨ber den meereisbedeckten Fla¨chen und
in den Randmeeren, auch bei kleinra¨umigen Meereisstrukturen, systematisch zu.
• Die Zirkulationsstrukturen a¨ndern sich signiﬁkant bis in die mittlere Tropospha¨re,
eine Systematik ist nicht zu erkennen. Selbst geringe Variationen im unteren Rand-
antrieb haben große Auswirkungen.
• Die genaue Auswirkung des Randantriebs auf die Zyklonenaktivita¨t la¨ßt sich nicht
vollsta¨ndig ableiten. Auch hier reagiert HIRHAM4 sensibel, die Zykloneneigenschaf-
ten a¨ndern sich nur geringfu¨gig, die Intensita¨t bei OBSopyc110 nimmt leicht zu, so
wie die Anzahl bei ECMWFopyc000. Großra¨umige systematische Vera¨nderungen in
der mittleren Verteilung sind nicht zu erfassen, wohl aber eine deutliche Vera¨nderung
der Lage einzelner Zyklonenzugbahnen, was bei gekoppelten Simulationsrechnung-
en erhebliche Auswirkungen auf die Meereisverteilung haben kann. Kleinra¨umige
Meereisstukturen scheinen wegen der geringen bodennahen Gradienten, z.B. in den
sommerlichen Temperatur- und Feuchtefeldern, auf die Zykloneneigenschaften und
ihre -struktur nur eine relativ geringe Auswirkung zu haben.
• Die Strahlungs- und Energiebilanzen in der atmospha¨rischen Grenzschicht werden
durch die Meereiseigenschaften systematisch modiﬁziert. Hier wird vor allem der
Eﬀekt kleinra¨umiger Meereisstrukturen (in diesem Falle eine Polynja) in den Rand-
meeren deutlich. Mit einer Zunahme der Windgeschwindigkeit wirken sie sich auch
systematisch auf dynamische Prozesse aus.
Analyse der Ursachen der Meereisanomalien
• Die validierten OBSopyc110-Simulationsrechnungen bilden neben Daten der Meer-
eisbedeckungsgrade und der Meereisdrift die Grundlage zur Ableitung eines Zusam-
menhanges zwischen regionalen atmospha¨rischen Zusta¨nden und Prozessen und der
Entstehung der sommerlichen Meereisanomalien. Nur aufgrund der Nutzung des al-
ternativen unteren Randantriebs ist es mo¨glich aus einer Kombination der o.g. Da-
ten ansatzweise eine Trennung dynamischer (Meereisdrift) und thermodynamischer
(Schmelzen und Gefrieren) Systemkomponenten vorzunehmen.
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• Die großra¨umigen, mittleren Prozesse sind u¨berlagert vom mesoskaligen Wetterge-
schehen, dessen zeitkritische Abfolge die Anomalieentwicklung in den Monaten Mai
bis August steuert. Wichtige Einﬂußfaktoren sind der Zustand der Meereisdecke
(Pra¨konditionierung) zu Beginn des Sommers und die Polynja-Aktivita¨t. Im Gegen-
satz zu bestehenden Analysen werden in dieser Studie mehr Anomaliejahre mit einer
ho¨heren ra¨umlichen und zeitlichen Auﬂo¨sung betrachtet und Prozesse wie die Meer-
eisdrift und die Transportbilanz werden detaillierter mit Atmospha¨reneigenschaften
gekoppelt.
• Die Entstehung der Anomalien der meereisbedeckten Fla¨che wird prima¨r kontrolliert
durch Lufttemperaturanomalien. Diese werden einerseits durch versta¨rkte kurzwel-
lige Strahlungsbilanzen in Zwischenhochs und autochthonen Hochdruckwetterlagen
und durch die Advektion von Warmluftmassen gesteuert. Das Ergebnis versta¨rk-
ter Prozeßraten der Meereisabnahme sind negative sommerliche Anomalien. Wegen
positiver Meereis-Albedo-Ru¨ckkopplungsprozesse ist aufgrund des begrenzten Zeit-
fensters zur Anomalieentstehung der witterungsabha¨ngige Zeitpunkt einer Tempe-
raturanomalie wichtiger als ihre Sta¨rke.
• In allen Jahren mit negativen sommerlichen Meereisanomalien, wird ein fru¨hes O¨ﬀ-
nen von anomal großen Polynjen festgestellt. Dies beschleunigt und versta¨rkt die
Meereis-Albedo-Ru¨ckkopplungsprozesse.
• Die Meereisdrift als dynamische Komponente ist bisher fu¨r die Laptewsee auf Be-
obachtungsdatenbasis noch nicht fu¨r einen solch langen Zeitraum (1979 bis 2002)
analysiert worden. Sie ist mitentscheidend fu¨r die Anomalieentstehung, denn in allen
negativen Meereisanomaliejahren dominiert der Meereisexport. Sie kann eine Ano-
malie in den betrachteten Beispielen wegen der geringen Prozeßraten jedoch nicht
auslo¨sen.
• Da ein versta¨rkter Meereisexport in vielen Fa¨llen bei Su¨dwind mit den positiven
Lufttemperaturanomalien einhergeht, ist eine quantitative Trennung von Dynamik
und Thermodynamik auf der bestehenden Datengrundlage nicht mo¨glich. Die Meer-
eisdrift innerhalb der Laptewsee, die durch Meereiskompaktion Schmelzprozesse vor-
ta¨uschen kann, wird nicht beru¨cksichtigt. Aufgrund des Fehlens von Anfangsmeereis-
dicken sowie Gefrier- und Schmelzraten sind mit der Kombination aus ungekoppel-
tem Modell und den Drift- bzw. Bedeckungsgrad-Beobachtungsdaten nur physika-
lisch plausible Kausalita¨ten ableitbar.
• Aus den großra¨umigen mittleren Zirkulationsmustern lassen sich keine typischen mit
den Meereisanomalien assoziierten Atmospha¨renzusta¨nde ableiten. Indizes wie AO,
NAO, CCR, ACCR werden bewußt nicht oder nur peripha¨r (z.B. bei der Pra¨kondi-
tionierung) in den hier verwendeten Erkla¨rungsansatz einbezogen.
• Die Zyklonenaktivita¨t kann mit einem eigens entwickelten Erfassungs- und Verfol-
gungsprogramm aus Luftdruckfeldern abgeleitet werden. Die Laptewsee liegt im
Sommer im Bereich einer Zyklonenzugbahn, wie pha¨nomenologische Voruntersu-
chungen zeigen. Je nach Zugbahn und Meereiseigenschaften kann eine Zyklone voll-
kommen gegensa¨tzliche Auswirkungen haben, was wiederum die Bedeutung eines




• Aufgrund der Abha¨ngigkeit vom jeweiligen Wettergeschehen innerhalb eines Jahres,
erscheint es nicht mo¨glich ein allgemeingu¨ltiges Wirkungsgefu¨ge zur Erkla¨rung der
sommerlichen Meereisanomalien abzuleiten.
7.2 Ausblick
Eine Verbesserung des unteren Modellantriebs erscheint notwendig, insbesondere bei ei-
ner zuku¨nftigen Nutzung der opyc111-Optionen im HIRHAM4. Da die aus den AVHRR-
Fernerkundungsdaten abgeleiteten Meereisoberﬂa¨chentemperaturen u¨ber sommerlichem,
schmelzenden Meereis unrealistisch niedrige Werte aufweisen, wa¨re eine Kombination mit
den POLES-Daten bzw. die alleinige Nutzung der POLES-Daten u¨ber Meereis denkbar.
U¨ber den Randmeeren ko¨nnte eine Kombination aus GISST2.2 bzw. dem Nachfolgeda-
tensatz HadISST1.1- und AVHRR-Daten zum Einsatz kommen oder Daten des AMSR-E
Systems (s.u.). Isolierte Tests der opyc111-Funktionalita¨ten mit verschiedenen Antriebsda-
ten ließen sicherlich weitere Erkenntnisse zur Beeinﬂussung der Simulationsrechnungen zu
und wu¨rden ein weiteres Verbesserungspotential der Einbeziehung von Beobachtungsdaten
am unteren Modellrand in HIRHAM4 ero¨ﬀnen. Desweiteren wa¨ren sicherlich Kriging-Ver-
fahren zur Interpolation großer ra¨umlicher Datenlu¨cken geeigneter als der hier gewa¨hlte
Ansatz.
HIRHAM4 hat sich als geeignet erwiesen, um Untersuchungen zu Atmospha¨re-Meereis-
Zusammenha¨ngen durchzufu¨hren. Mittlerweile steht eine Version mit 25 km Gitterweite
zur Verfu¨gung, in der kleinra¨umige Meereisstrukturen verbessert aufgelo¨st werden ko¨nnen.
Aufgrund der U¨bergangseﬀekte durch die Modellinitialisierung an jedem Monatsanfang er-
scheint es sinnvoll zuku¨nftig Restart-Simulationsrechnungen durchzufu¨hren, evtl. mit einer
Einschwingzeit von einem Monat. Projekte wie das z.Z. laufende ARCMIP basierend auf
SHEBA-Beobachtungen tragen weiter zu einer Modelloptimierung bei. Bei ISPOL, einer
a¨hnlichen Feldkampagne wie SHEBA, jedoch im Fru¨hling und Sommer im Weddellmeer in
der Antarktis 2004 / 2005, werden weitere hochaufgelo¨ste Basisdaten fu¨r Modelloptimie-
rungen erfaßt werden. Die mittlerweile verfu¨gbaren ERA40 Re-Analysedaten des ECMWF
(Simmonds und Gibson, 2000) stellen eine verbesserte Datengrundlage fu¨r die Randan-
triebe bei ho¨her aufgelo¨sten Simulationsrechnungen dar.
Gekoppelte dreidimensionale Ozean-Atmospha¨re-Meereismodelle, wie das PARHAM-
MOM2-EVP bzw. HIRHAM-MOM, wie es gerade am AWI weiterentwickelt wird (Rinke
et al., 2003), oder das gekoppelte ARCSyM (Maslanik et al., 2000), sind wichtige Werk-
zeuge, um die komplexen Interaktionen im arktischen Klimasystem zu verstehen. Die phy-
sikalisch basierte Kopplung der Meereiseigenschaften (Drift, Bedeckungsgrad, Schmelzen,
usw.) an die simulierten atmospha¨rischen Prozesse unter Beru¨cksichtigung aller relevanten
Ru¨ckkopplungsmechanismen ermo¨glicht eine klare Trennug von dynamischen und thermo-
dynamischen Ursachen z.B. bei der Analyse der Meereisanomalieentstehung. Eine kombi-
nierte Auswertung solcher Modellergebnisse mit Ergebnissen ”einfacherer“ ungekoppelter
Modelle ero¨ﬀnet ein verbessertes Versta¨ndnispotential der Wechselwirkungen Rinke et al.
(2003).
Die Verwendung eines nicht-hydrostatischen Modells mit Auﬂo¨sungen im Sub-Kilometer-
Bereich wa¨re wu¨nschenswert, um die Prozesse im Bereich oﬀener Wasserﬂa¨chen – speziell
Polynjen – im Fru¨hling in ihrer Auswirkung auf die Entstehung sommerlicher Anomalien
detailliert zu untersuchen. Die meisten bestehenden Polynja-Modelle bzw. Untersuchungen
beschra¨nken sich auf das Winterhalbjahr.
Die Beobachtungsdatenbasis – auch fu¨r solche kleinra¨umigen Prozesse – ist durch den
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7.2 Ausblick
Start des NASA Aqua Satelliten als Teil des NASA Earth Observing System im Mai 2002
mit dem passiven Mikrowellenradiometer AMSR-E deutlich verbessert worden (Comiso
et al., 2003; Kawanishi et al., 2003). Dieses System liefert als geophysikalisches Datenpro-
dukt u.a. ta¨glich Meereisbedeckungsgrade mit einer umgerechneten Horizontalauﬂo¨sung
von 10 km. Weiterhin ko¨nnen Schneedeckenma¨chtigkeiten auf Meereis und Meeresober-
ﬂa¨chentemperaturen abgeleitet werden. Der im Laufe des Jahres 2004 geplante Start des
ESA Satelliten CryoSat im Rahmen des Living Planet Programms ermo¨glicht mit seinem
Radaraltimeter erstmals eine großﬂa¨chige indirekte Erfassung der Meereisdicken (Drink-
water et al., 2003) und damit eine wesentliche Information z.B. zum fru¨hsommerlichen
Systemzustand des Meereises.
In Zukunft werden also komplexere, optimierte Modelle eine verbesserte Datenbasis
liefern, die gekoppelt mit hochauﬂo¨senden, ﬂa¨chendeckenden neuen Beobachtungsdaten
und Feldkampagnen eine weitere Verbesserung der geowissenschaftlichen Einsichten in
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A.1 Zyklonenerfassung und -verfolgung
Methodik
Basisdaten sind 6-stu¨ndliche ﬂa¨chentreu projizierte Felder des Luftdrucks in NN sowie
die geographischen Koordinaten der Gitterpunkte (z.B. HIRHAM4- oder EASE-Gitter).
Die Erfassung der Zyklonen basiert auf einem mehrstuﬁgen Verfahren, das es ermo¨glicht,
Zyklonen unterschiedlicher Gro¨ße und Intensita¨t auch in synoptisch komplexen Situationen
und in Randbereichen von Gittern auﬂo¨sungsunabha¨ngig zu erfassen und zu verfolgen.
A¨hnliche Vorgehensweisen sind u.a. beschrieben und angewendet in Simmonds und Wu
(1993), Serreze (1995), Grigoriev et al. (2000), und Sickmo¨ller et al. (2000).
Im Gegensatz zu lokalen Schwellenwertabfragen innerhalb eines wandernden Abfragefen-
sters bei Serreze et al. (1993) und Serreze (1995) ermittelt ein Watershed-Algorithmus die
maximal geschlossenen Isobaren, den Fla¨cheninhalt und das mo¨gliche Zyklonenzentrum
mit Kerndruck fu¨r alle Druckfelddepressionen (Moga und Gabbouj , 1997). Das Verha¨ltnis
von Watershed-Fla¨che zum Fla¨cheninhalt der maximal geschlossenen Isolinie im Bereich
der Watershed-Fla¨che klassiﬁziert durch einen Schwellenwertvergleich, ob ein einfaches
oder komplexes synoptisches System mit mehreren Zentren (konvergierende und diver-
gierende Drucksysteme) innerhalb einer Watershed-Fla¨che vorliegt. Bei jeder so erfassten
Depression im Druckfeld werden je nach Klasse Schwellenwerte getestet: (1) der Fla¨chen-
inhalt der maximal geschlossenen Isobare und die Druckdiﬀerenz zwischen Kerndruck und
dieser Isobare (einfache Zyklone) bzw. (2) die Watershed-Fla¨che und der Fla¨cheninhalt
der maximal geschlossenen Isolinie im Bereich der Watershed-Fla¨che (komplexe Zyklone).
Bei einer U¨berschreitung der datensatzabha¨ngigen Schwellenwerte gilt die Depression im
Druckfeld als Zyklone und wird mit einer Identiﬁkationsnummer versehen.
Zyklonen im unmmittelbaren Randbereich des Datenfeldes werden eliminiert. Innerhalb
einer deﬁnierten Randzone werden die o.g. Fla¨chenkriterien skaliert, so daß auch Systeme
erfaßt werden ko¨nnen, die sich in das Datenfeld hinein- bzw. hinausbewegen. Bei der
eingeschra¨nkten Fla¨chenabdeckung der regionalen Modellgebiete mu¨ssten ansonsten zu
große Puﬀerzonen gebildet werden. Bei den NCEP/NCAR Bodendruckfeldern wird daher
ein nordhemispha¨rischer Raumauschnitt ab etwa 30◦N analysiert.
Bei der Zyklonenverfolgung kommen nur diejenigen Zyklonen als Vorga¨ngersysteme in
Frage, welche eine deﬁnierte Druckdiﬀerenz und einen deﬁnierten Abstand zum Zyklo-
nenzentrum nicht u¨berschreiten. Die Zyklone mit der geringsten Entfernung wird als
Vorga¨ngersystem identiﬁziert. Im Falle einer Konvergenz oder Divergenz werden neue
Identiﬁkationsnummern vergeben.
Neben dem Kerndruck wird als weiterer objektiver Intensita¨tsparameter fu¨r jedes iden-
tiﬁzierte System das arithmetische Mittel zweier Luftdruckdiﬀerenzen berechnet. Diese
werden jeweils in x- und y-Richtung des Gitters als Diﬀerenz zwischen einem Bezugspunkt
in einer konstanten Entfernung und dem Zyklonenzentrum (niedrigster Druck) gebildet.
Dieser Entfernungswert in Gitterkoordinaten wird in Abha¨ngigkeit der Gitterauﬂo¨sung
gewa¨hlt. Bei einer negativen Diﬀerenz wird der Intensita¨tsparameter fu¨r den jeweiligen
Zeitschritt verworfen, da dann eine Feldkonstellation mit Systemen von geringer Hori-
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zontalerstreckung vorliegt, so daß der Bezugspunkt bereits innerhalb des Nachbarsystems
liegt. Als Maß fu¨r die Art des Druckabfalls bzw. als Formparameter wird die Diﬀerenz
zwischen dem Luftdruckwert an der Gitterposition zwischen dem a¨ußeren Bezugspunkt
und dem Zyklonenzentrum und einem ﬁktiven Luftdruckwert auf der Verbindungsgera-
den zwischen Zyklonenzentrum und a¨ußerem Bezugspunkt berechnet. Das Vorzeichen der
Diﬀerenz wird auf die Luftdruckdiﬀerenz u¨bertragen. Bei unterschiedlichen Vorzeichen in
x- und y-Richtung wird dies gekennzeichnet. Ein positives Vorzeichen bedeutet demnach
einen starken Druckabfall zum Zyklonenzentrum hin, daraus resultierend hohe Druckgra-
dientkra¨fte und damit starke Gradientwinde bzw. ageostrophische Massenﬂu¨sse.
Bei dem erstmaligen Auftreten des Systems wird das Tiefdruckereignis als Zyklogenese,
bei letztmaligem Auftreten als Zyklolyse gekennzeichnet.
Basierend auf diesen Informationen werden dann innerhalb des Erfassungs- und Verfol-
gungsprogramms alle in Kapitel 2.3 aufgeza¨hlten Variablen abgeleitet.
Validierung
Die Gu¨te der Zyklonenerfassung wird durch einen Vergleich der Tiefdruckereignisanzahl
auf Basis der NCEP/NCAR Zyklonenstatistik mit manuell ausgeza¨hlten Tiefdrucker-
eignissen in den ta¨glichen nordhemispha¨rischen Bodenwetterkarten des EWB des DWD
abgescha¨tzt. Die Tiefdruckereignisse zum 12 UTC Termin werden in diesen Karten durch
einen Meteorologen des DWD identiﬁziert, aufgrund der synoptischen Situation, die sich
in Boden- und 700 hPa Feldern numerischer Analysen zeigt (Dr. U. Ru¨ge, DWD, pers.
Komm.). Alle ausgewerteten Tiefdruckereignisse geho¨ren zu einem Tiefdrucksystem. Die-
se Systemzugeho¨rigkeit, wie sie sich aus der automatischen Zyklonenverfolgung ergibt,
bleibt bei dieser Validierung jedoch unberu¨cksichtigt.
Abbildung A.1 zeigt beispielhaft einen Vergleich fu¨r 1993, der Sektoren (I bis VIII)
ab 40◦ N umfaßt. Eine Voraussetzung fu¨r diesen Vergleich ist die U¨bereinstimmung der
Bodendruckfelder in beiden Analysen; hiervon kann – wie visuelle Vergleiche ausgewa¨hlter
Druckfelder zeigen – aufgrund der a¨hnlichen Datenbasis des operationellen EWB und der
Re-Analysen weitestgehend ausgegangen werden. Um auch den Eﬀekt der Maskierung von
Systemen mit einer Lebensdauer von i.d.R. unter vier SYNOP-Terminen zu verdeutlichen,
sind sowohl geﬁlterte als auch ungeﬁlterte Datensa¨tze ausgewertet. Basisdaten fu¨r die
folgende Betrachtung sind die Monatssummen der registrierten Tiefdruckereignisse im Jahr
1993, bzw. die Diﬀerenzen zwischen den NCEP/NCAR Zyklonenstatistik-Daten und den
manuell ausgeza¨hlten Tiefdrucksystemen. Die Prozentangaben setzen diese Diﬀerenzen in
Bezug zu den Referenzwerten aus dem EWB.
Die Mittelwerte u¨ber alle Sektoren der mittleren absoluten Diﬀerenzen pro Sektor be-
tra¨gt ungeﬁltert 10.3 Ereignisse (21.4%) und geﬁltert 10.9 Ereignisse (20.1%), die Stan-
dardabweichung 3.9 (9.4%) bzw. 6.6 (8.6%). Die mittleren absoluten Diﬀerenzen pro Sek-
tor variieren ungeﬁltert zwischen 5.5 (10.1%) in Sektor I und 17.6 (28.2%) in Sektor VI
bzw. geﬁltert zwischen 3.8 (10.6%) in Sektor III und 21.6 (31.1%) in Sektor VIII.
Die jeweiligen Abweichungen der Monatswerte sind jahreszeitenunabha¨ngig und mehr
oder weniger systematisch, d.h. an vorherrschende Prozeßregime gebunden. Im ungeﬁlter-
ten Fall gibt es je 4 Sektoren mit jeweils vorherrschenden U¨ber- bzw. Unterschreitungen
des EWB-Referenzwertes, wobei pro Sektor in diesem Falle fast ausschließlich entweder
U¨ber- oder Unterschreitungen vorkommen. Die geﬁlterten Daten weisen, mit 5 Unter- und
2 U¨berschreitungen und mit einer sta¨rkeren Gleichverteilung innerhalb der Sektoren, eine
andere Charakteristik auf.
Ein Vergleich der mittleren absoluten Abweichungen der einzelnen Sektoren weist insbe-
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(a) I: 60◦≤ B ≤ 90◦, 0◦≤ L ≤ 90◦E
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(b) II: 60◦≤ B ≤ 90◦, 90◦E ≤ L ≤ 180◦E
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(c) III: 60◦≤ B ≤ 90◦, 90◦W ≤ L ≤ 180◦W
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(d) IV: 60◦≤ B ≤ 90◦, 0◦≤ L ≤ 90◦W
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(e) V: 40◦≤ B ≤ 60◦, 0◦≤ L ≤ 90◦E
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(f) VI: 40◦≤ B ≤ 60◦, 90◦E ≤ L ≤ 180◦E
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(g) VII: 40◦≤ B ≤ 60◦, 90◦W ≤ L ≤ 180◦W
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(h) VIII: 40◦≤ B ≤ 60◦, 0◦≤ L ≤ 90◦W
Abbildung A.1: Validierung der Zyklonenerfassung. Monatssummen registrierter Tief-
druckereignisse zum 12 Uhr UTC Termin fu¨r acht Sektoren (I bis VIII) ab 40◦ N, 1993. Daten-
grundlage: EWB (schwarze Balken), Zyklonenstatistik basierend aus Bodendruckfeldern der
NCEP/NCAR Re-Analysen (hellgrau: alle Tiefdruckereignisse beru¨cksichtigt, dunkelgrau: nur
Tiefdruckereignisse die zu Systemen mit einer Lebensdauer von mehr als 4 SYNOP-Terminen
geho¨ren beru¨cksichtigt). In den Zyklonenstatistiken ist Gro¨nland ausmaskiert, davon betrof-
fen ist Sektor IV, Abbildung (d). ”B“ und ”L“ in den Abbildungsuntertiteln steht fu¨r die
geographische Breite und La¨nge.
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Abbildung A.2: Zyklonenzugbahnen fu¨r Januar und Juli 1993. Beispielhaft fu¨r die Verla-
gerung der Zyklonenzentren, wie sie mit dem verwendeten Verfahren erfasst werden kann.
Beru¨cksichtigt sind Tiefdrucksysteme mit einer Lebensdauer von mehr als vier SYNOP-
Terminen. Raute: Zyklogenese, Quadrat: Zyklolyse; Zugbahnen, die ohne Symbol enden,
geho¨ren zu Systemen, die in den Raumausschnitt hinein- bzw. hinauswandern oder teilwei-
se zum Vor- bzw. Folgemonat za¨hlen. Projektion: EASE-Gitter (125km×125km, 101×101
Gitterpunkte). Raumausschnitt: 81×81 Gitterpunkte. Gro¨nland ist ausmaskiert. Das schwar-
ze Kreuz markiert den geographischen Nordpol. Datengrundlage: Zyklonenstatistik basierend
auf Bodendruckfeldern der NCEP/NCAR Re-Analysen.
sondere die Sektoren I bis III im eigentlichen Untersuchungsgebiet als relativ gut u¨berein-
stimmend aus. Die absolute Abweichung der geﬁlterten Daten im Bereich der ostsibirischen
Arktis in Sektor II betra¨gt z.B. 4.3 Ereignisse (15.7%) im Jahresmittel und 3.0 Ereignisse
(7.4%) im Sommer (Mai bis Oktober), ungeﬁltert sind es 11.2 Ereignisse (25.3%). Das
Mittel wa¨hrend der Sommermonate u¨ber die Sektoren I bis III ist 5.8 Ereignisse (11.5%)
und 9.6 (24.2%) im ungeﬁlterten Fall. Die Ursache ist wahrscheinlich eine erho¨hte Kon-
vektion wa¨hrend der Sommermonate und damit eine zwangsla¨uﬁge Fehlerfassung durch
den Watershed-Algorithmus.
Diese Eﬀekte spielen wohl auch im Bereich der sommerlichen innerasiatischen Hitzetiefs
in Sektor VI ein Rolle mit einer mittleren absoluten Abweichung von geﬁltert 8.5 Er-
eignissen (14.2%) und ungeﬁltert 17.6 Ereignissen (28.2%). Die hohe Fehlerfassungsrate
in Sektor IV (geﬁltert 30.6%, ungeﬁltert 13.2%), im Zentralbereich der nordatlantischen
Zyklonenzugbahnen, ist wahrscheinlich auf die Ausmaskierung von Gro¨nland bei der Ab-
leitung der Zyklonenaktivita¨t zuru¨ckzufu¨hren sowie auf den 4-terminigen Zeitﬁlter, der
in diesem Sektor zu viele kurzlebige dynamische Systeme eliminiert. Eine fehlerbehaftete
Luftdruckreduktion auf Meeresniveau u¨ber den nordamerikanischen Kordilleren ist in Sek-
tor VII der Grund fu¨r die Verringerung der Abweichungen durch den Zeitﬁlter von einer
mittleren absoluten Abweichung von 11.3 (20.2%) Systemen auf 6.6 (11.8%). Die systema-
tische Unterscha¨tzung (geﬁltert 31.1%, ungeﬁltert 19.5%) in der synoptisch aktiven Regi-
on von Sektor VIII ko¨nnte auf die unterschiedlichen Ausgangsdaten, die Gitterauﬂo¨sung
der Re-Analysen bzw. das stark vereinfachte Erfassungsverfahren im Vergleich zu einem
menschlichen Auswerter und der Nutzung mehrer Variablen zuru¨ckzufu¨hren sein.
Zusammenfassend gilt, daß die Erfassung mit dem hier eingesetzten Verfahren prinzipiell
gute Ergebnisse liefert, die in der Arktis (Sektoren I bis III) im betrachteten Zeitraum bes-
ser als in den mittleren Breiten (V bis VIII) sind (mittlere absolute Abweichung: geﬁltert
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14.9% vs. 21.4%, ungeﬁltert 25.8% vs. 20.2%). Die Nutzung des 4–terminigen Zeitﬁlters
fu¨hrt zu einer weiteren Angleichung der Ergebnisse fu¨r die Sommermonate.
Da keine verla¨sslichen quantitativen Zugbahninformationen als Referenzdatensatz ver-
fu¨gbar sind, ist eine Gu¨teabscha¨tzung schwierig. Die zusammenfassenden Abbildungen
3.11 und 3.12 und die beispielhafte Abbildung A.2 zeigen ein konsistentes Bild der Zug-
bahnverteilung im qualitativen Vergleich mit a¨hnlichen Auswertungen, z.B. in Berry et al.
(1954), Franz (1973), Sickmo¨ller et al. (2000), Serreze et al. (2001) oder auch Ubl (2001).
Bei der Wahl der datensatzabha¨ngigen Steuerparameter des Erfassungs- und Verfolgungs-
programms werden durch visuelle Kontrolle iterativ optimale Einstellungen ermittelt. Fu¨r
eine Vielzahl von Auswertungen erscheint daru¨ber hinaus eine exakte Erfassung wichtiger
als die Verfolgung, d.h. die Zugbahnableitung.
A.2 Gittertransformation
Da fu¨r jeden Gitterpunkt aller Datensa¨tze die geographischen Koordinaten in Dezimalgrad
vorliegen, erfolgt die Gittertransformation mit der inversen Distanzgewichtungsinterpola-
tion (”Inverse Distance Weighted Interpolation“). Der Datenwert y an einem Gitterpunkt
des Bezugsgitters errechnet sich aus dem gema¨ß der Entfernungen di gewichteten ra¨umli-
chen Mittel der n Datenwerte xi der benachbarten Gitterpunkte im zu transformierenden














Durch die Festlegung eines Suchradius um einen Bezugsgitterpunkt und die Wahl des
Gewichtungsfaktors µ, kann, je nach Datensatz, der ra¨umliche Einﬂußbereich und die
Sta¨rke des Einﬂusses gesteuert werden. Liegen zu wenige oder gar keine Gitterpunk-
te innerhalb dieses Suchradius, ist der Referenzgitterpunkt im Bezugsgitter nicht inter-
polierbar. Bei einer Transformation von azimutalen oder polarstereographisch projizier-
ten, regelma¨ßig angeordneten Daten (z.B. HIRHAM4-Simulationsergebnisse, Meereisbe-
deckungsgrade) werden nach der Nearest-Neighbour-Suchstrategie alle Positionen inner-
halb eines konstanten Suchradius verwendet. Bei transversal-zylindrisch projizierten Daten
mit Meridiankonvergenz (z.B. Re-Analysen) wird der Suchradius um den jeweiligen Gitter-
punkt des Bezugsgitters iterativ um ein Entfernungsinkrement bis zu einem vorgegebenen
Maximalabstand erho¨ht, um eine vorgegebene Anzahl von n Gitterpunkten im Ausgangs-
gitter zu erfassen, die gema¨ß den Regeln des Quadrantensuchverfahrens um den Bezugs-
punkt angeordnet sind. Die na¨chstgelegenen Punkte innerhalb des jeweiligen Quadranten
werden selektiert. Die Anordnung der Quadranten orientiert sich an der Nordrichtung.
Bei der Verwendung von Land-See-Masken bei der Transformation bodennaher meteo-
rologischer Elemente bleiben Gitterpunkte, die beispielsweise auf einer der Landmasken
der beiden Gitter liegen, bei der Interpolation unberu¨cksichtigt; der Suchradius wird in
diesem Fall nicht erweitert. Eine Erweiterung des ﬁxen oder variablen Suchradius ist nur
dann zula¨ssig, wenn in einem solchen Falle keine Gitterzellen im Ausgangsgitter die Be-
dingung erfu¨llen, das transformierte Datenfeld jedoch zum Modellantrieb genutzt werden
soll (z.B. Transformation der Meereisbedeckungsgrade auf das HIRHAM4-Modellgitter).
Da die Ausgangsgitter die ra¨umliche Abdeckung der Bezugsgitter nicht u¨berschreiten,
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(b) EASE-Gitter (250 km×250 km)
PRMSLmin = 982.75 hPa
PRMSLmax = 1043.28 hPa
PRMSL = 1016.61 hPa
Abbildung A.3: Beispiel einer Gittertransformation, Luftdruck [hPa] reduziert auf mittleres
Meeresniveau (PRMSL), 13. Januar 2000, 00 UTC, NCEP/NCAR Re-Analysen. (a) Aus-
gangsdaten, NCEP/NCAR Re-Analyse Gitter (144×37), Nullmeridian: (0:0) bis (0:36); (b)
umprojiziertes Datenfeld, EASE-Gitter (71×71), Nullmeridian: (35:0) bis (35:35); Raumaus-
schnitt: Nordhemispha¨re. Die Diﬀerenzen zwischen den deskriptiven Statistiken resultieren aus
der Zuweisung von drei Gitterpunkten im Ausgangsgitter auf einen Gitterpunkt im Bezugsgit-
ter, was eine leichte Tiefpaßﬁlterung bewirkt. Die Berechnung des arithmetischen Mittelwertes
fu¨r das Feld auf dem Re-Analyse Gitter erfolgt mit einer Fla¨chengewichtung.
ko¨nnen alle Transformationen ohne Fehlwerte durchgefu¨hrt werden. Systematische Arte-
fakte, in Form von getreppten Wertea¨nderungen bei Transformationen auf ra¨umlich ho¨her
aufgelo¨ste Gitter, werden durch einen 3×3 Tiefpaßﬁlter gemindert. Da ein Gewichtungs-
faktor µ > 1 ebenfalls solche Artefakte verursacht, wird bei allen Transformationen µ = 1
beibehalten, was keine Entfernungsgewichtung bedeutet.
Die Entfernungen zwischen den Positionen auf den unterschiedlichen Gittern werden
durch den spha¨rischen Abstand (Orthodrome) d [km] als geringste Distanz zwischen zwei
Punkten P1(λP1, ϕP1) und P2(λP2, ϕP2) [rad] auf einer Kugeloberﬂa¨che mit dem Radius
R = 6371 km (Bartelme, 1995; Bronstejn, 2000) angegeben:
d = arccos[ sin(LatP1,i) sin(LatP2,i)
+ cos(LatP1,i) cos(LatP2,i) cos(LonP2,i − LonP1,i) ]R (A.2)
Als Ergebnis der Transformationsberechnung werden in einer Zuordnungstabelle einem
Bezugsgitterpunkt mehrere Gitterpunkte mit Entfernungen aus dem zu transformierenden
Ausgangsgitter zugewiesen. Bei der eigentlichen Transformation der Datenfelder sind dann
weder eine Projektionsberechnung noch ein Resampling oder eine vorherige Fla¨chengewich-
tung notwendig. Ein visueller Vergleich (z.B. Abb. A.3) und ein Vergleich der statistischen
Maßzahlen arithmetischer Mittelwert, Minimum, Maximum und Standardabweichung der
transformierten Datenfelder mit den Originaldatenfeldern sowie der Vergleich von Tran-
sekten dienen der Abscha¨tzung der Gu¨te der Transformation (Kokaly , 1996).
In dieser Arbeit werden Daten hauptsa¨chlich auf das HIRHAM4-Modellgitter (Kap. 2.4)
sowie das EASE-Gitter des NSIDC transformiert. Das verwendete EASE-Gitter tra¨gt die
interne NSIDC Bezeichnung ”Nl“. Es basiert auf einer polsta¨ndigen, ﬂa¨chentreuen Lam-
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bert’schen Azimutalprojektion, welche die gesamte Nordhemispha¨re umfasst (721×721
Gitterpunkte). Der Erdko¨rper wird als Kugel mit einem Radius von 6371.228 km ange-
nommen. Basierend auf dieser Projektionsgrundlage sind verschiedene Gitterdeﬁnitionen
mo¨glich. Die geometrische Auﬂo¨sung des Originalgitters betra¨gt 25.0675 km×25.0675 km.
Drei verschiedene Gitterdeﬁnitionen sind hiervon abgeleitet. Das hochaufgelo¨ste Gitter
hat eine geometrische Auﬂo¨sung von 25 km×25 km und umfasst einen Raumausschnitt
von 401×401 Elementen. Die geographischen Koordinaten der Zentren der Eckpunkte
des Gitters liegen bei jeweils 22.38274◦N geographischer Breite und dazugeho¨rig 135◦E,
45◦E, 45◦W bzw. 135◦W geographischer La¨nge; damit werden alle relevanten Raumaus-
schnitte des Regionalmodells und der Vergleichsdatensa¨tze erfasst. Fu¨r die globalen Re-
Analysedaten liegen degradierte Gitter mit einer Auﬂo¨sung von 250 km×250 km (71×71
Gitterpunkte) und 125 km×125 km (143×143 Gitterpunkte) fu¨r die gesamte Nordhemi-
spha¨re vor. Der geographische Nordpol liegt bei allen EASE-Gittern im Zentrum (Snyder ,
1987; Brodzik , 1997).
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Abku¨rzungen und Akronyme
AARI Arctic and Antarctic Research Institute
ACCR Anticyclonic Circulation Regime
AMSR-E Advanced Microwave Radiometer for EOS
AO Arctic Oscillation
ARCMIP Arctic Model Intercomparison Project
ARCSyM Arctic Regional Climate system Model
AVHRR Advanced Very High Resolution Radiometer
AWI Stiftung Alfred-Wegener-Institut fu¨r Polar- und Meeresforschung in
der Helmholtz-Gemeinschaft
BADC British Atmospheric Data Centre
CASPR Cloud and Surface Parameter Retrieval
CCR Cyclonic Circulation System
CDC Climate Diagnostics Center
CDAS Climate Data Assimilation System
CERA Climate and Environmental data Retrieval and Archiving
CIRES Cooperative Institute for Research in Environmental Sciences
DKRZ Deutsches Klimarechenzentrum GmbH, Hamburg
DMSP Defence Meteorological Satellite Program
DWD Deutscher Wetterdienst
EASE Equal Area Scalable Earth Grid
ECHAM4 ECMWF Modell + HAMburg Parametrisierungspaket
ECMWF European Centre for Medium Range Weather Forecasts
EOF Empirische Orthogonal Funktion
EOS Earth Observing System
ETOPO5 Earth Topography - 5 Minute
EWB Europa¨ischer Wetterbericht
GAC Global Area Coverage
GCM Global Climate Model
GFDL Geophysical Fluid Dynamics Laboratory
GISST Global sea Ice and Sea Surface Temperature data set
GRIB GRIdded Binary
DSFC Goddard Space Flight Center
GTS Global-Telecommunication-System
HIRHAM4 HIRLAM + ECHAM4
HIRLAM High Resolution Limited Area Model
HARA Historical Arctic Rawinsonde Archive
IABP International Arctic Buoy Programme
ISPOL Ice Station Polarstern
JOSS Joint Oﬃce for Science Support /UCAR
LAC Local Area Coverage
MARS Meteorological Archival and Retrieval System
MODIS Moderate Resolution Imaging Spectroradiometer
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Abku¨rzungen und Akronyme
NASA National Aeronautics and Space Administration
NAO North Atlantic Oscillation
NCAR National Center for Atmospheric Research
NCEP National Centers for Environmental Prediction
NetCDF Network Common Data Format
NIC National Ice Center
NMC National Meteorological Center
NN Normal Null, mittleres Meeresniveau
NOAA National Oceanographic and Atmospheric Administration
NP North Pole
NSIDC National Snow and Ice Data Center
PEOS Polar Earth Observing Satellites
POLES Polar Exchange at the Sea Surface
RASO Radiosonde
RCM Regional Climate Model
SHEBA Surface Heat Budget of the Arctic Ocean
SMMR Scanning Multichannel Microwave Radiometer
SSM/I Special Sensor Microwave / Imager
SYNOP Synoptisch
UCAR University Corporation for Atmospheric Research
UTC Universal Time Coordinated
WMO World Meteorological Organisation
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