Abstract. In this paper we introduce a sub-family of synchronized alternating pushdown automata, one-turn Synchronized Alternating Pushdown Automata, which accept the same class of languages as those generated by Linear Conjunctive Grammars. This equivalence is analogues to the classical equivalence between one-turn PDA and Linear Grammars, thus strengthening the claim of Synchronized Alternating Pushdown Automata as a natural counterpart for Conjunctive Grammars.
Introduction
Context-free languages lay at the very foundations of Computer Science, proving to be one of the most appealing language classes for practical applications. One the one hand, they are quite expressive, covering such syntactic constructs as necessary, e.g., for mathematical expressions. On the other hand, they are polynomially parsable, making them practical for real world applications. However, research in certain fields has raised a need computational models which extend context-free models, without loosing their computational efficiency.
Conjunctive Grammars (CG) are an example of such a model. Introduced by Okhotin in [9] , CG are a generalization of context-free grammars which allow explicit intersection operations in rules thereby adding the power of conjunction. CG were shown by Okhotin to accept all finite conjunctions of context-free languages, as well as some additional languages. However, there is no known non-trivial technique to prove a language cannot be derived by a CG, so their exact placing in the Chomsky hierarchy is unknown. Okhotin proved the languages generated by these grammars to be polynomially parsable [9, 10] , making the model practical from a computational standpoint, and therefore, of interest for applications in various fields such as, e.g., programming languages.
Alternating automata models were first introduced by Chandra, Kozen and Stockmeyer in [2] . Alternating Pushdown Automata (APDA) were further explored in [8] , and shown to accept exactly the exponential time languages. As such, they are too strong a model for Conjunctive Grammars. Synchronized Alternating Pushdown Automata (SAPDA), introduced in [1] , are a weakened ver-sion of Alternating Pushdown Automata, which accept conjunctions of contextfree languages. In [1] , SAPDA were proven to be equivalent to CG 1 . In [9] , Okhotin defined a sub-family of Conjunctive Grammars called Linear Conjunctive Grammars (LCG), analogously to the definition of Linear Grammars as a sub-family of Context-free Grammars. LCG are an interesting subfamily of CG as they have especially efficient parsing algorithms, see [11] , making them particularly appealing from a computational standpoint. Also, many of the interesting languages derived by Conjunctive Grammars, can in fact be derived by Linear Conjunctive Grammars. In [12] , Okhotin proved that LCG are equivalent to a type of Trellis Automata.
It is a well-known result, due to Ginsburg and Spanier [4] , that Linear Grammars are equivalent to one-turn PDA. One-turn PDA are a sub-family of pushdown automata, where in each computation the stack height switches only once from non-decreasing to non-increasing. That is, once a transition replaces the top symbol of the stack with , all subsequent transitions may write at most one character.
In this paper we introduce a sub-family of SAPDA, one-turn Synchronized Alternating Pushdown Automata, and prove that they are equivalent to Linear Conjunctive Grammars. The equivalence is analogues to the classical equivalence between one-turn PDA and Linear Grammars. This result greatly strengthens the claim of SAPDA as a natural automaton counterpart for Conjunctive Grammars.
The paper is organized as follows. In Section 2 we recall the definitions of Conjunctive Grammars, Linear Conjunctive Grammars, and SAPDA. In Section 3 we introduce one-turn SAPDA as a sub-family of general SAPDA. Section 4 details our main result, namely the equivalence of the LCG and one-turn SAPDA models. Section 5 discusses the relationship between LCG and Mildly Context Sensitive Languages, and Section 6 is a short conclusion of our work.
Preliminaries
Following, we recall the definitions of Conjunctive Grammars, Linear Conjunctive Grammars, and Synchronized Alternating Pushdown Automata, as appeared in [1] .
Conjunctive Grammars
The following definitions are taken from [9] . Definition 1. A Conjunctive Grammar is a quadruple G = (V, Σ, P, S), where -V, Σ are disjoint finite sets of non-terminal and terminal symbols respectively. -S ∈ V is the designated start symbol.
-P is a finite set of rules of the form A → (α 1 & · · · & α k ) such that A ∈ V and α i ∈ (V ∪ Σ)
The intuition of the above derivation rules is as follows. For example, the word aabbcc can be derived as follows.
L(C)
=S ⇒ (C & A) ⇒ (Cc & A) ⇒ (Ccc & A) ⇒ (Dcc & A) ⇒ (aDbcc & A) ⇒ (aaDbbcc & A) ⇒ (aabbcc & A) ⇒ (aabbcc & aA) ⇒ (aabbcc & aaA) ⇒ (aabbcc & aaE) ⇒ (aabbcc & aabEc) ⇒ (aabbcc & aabbEcc) ⇒ (aabbcc & aabbcc) ⇒ aabbcc
Linear Conjunctive Grammars
Okhotin defined in [9] a sub-family of conjunctive grammars called Linear Conjunctive Grammars (LCG) and proved in [12] that they are equivalent to Trellis Automata. 5 The definition of LCGs is analogues to the definition of Linear Grammars as a sub-family of Context-free Grammars.
Definition 5.
A conjunctive grammar G = (V, Σ, P, S) is said to be linear if all rules in P are in one of the following forms.
* and A, B i ∈ V , or -A → w; w ∈ Σ * , and A ∈ V .
Several interesting languages can be generated by LCGs. In particular, the grammar in Example 1 is linear. Following is a particularly interesting example, due to Okhotin, of a Linear CG which uses recursive conjunctions to derive a language which cannot be obtained by a finite conjunction of context-free languages.
Example 2. ([9, Example 2])
The following linear conjunctive grammar derives the non-context-free language {w$w : w ∈ {a, b} * }, called reduplication with a center marker. G = (V, Σ, P, S), where -V = {S, A, B, C, D, E}, Σ = {a, b, $}, and -P consists of the following derivation rules. 5 As Trellis Automata are not a part of this paper, we omit the definition, which can be found in [3] or [13] .
The non-terminal C verifies that the lengths of the words before and after the center marker $ are equal. The non-terminal D derives the language {w$uw|w, u ∈ {a, b}}. The grammar languages is the intersection of these two languages, i.e., the reduplication with a center marker language. For a more detailed description, see [9, Example 2].
Synchronized Alternating Pushdown Automata
Following, we recall the definition of Synchronized Alternating Pushdown Automata (SAPDA). Introduced in [1] , SAPDA are a variation on standard PDA which add the power of conjunction. In the SAPDA model, transitions are made to a conjunction of states. The model is non-deterministic, therefore, several different conjunctions of states may be possible from a given configuration. If all conjunctions are of one state only, the automaton is a standard PDA.
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The stack memory of an SAPDA is a tree. Each leaf has a processing head which reads the input and writes to its branch independently. When a multiplestate conjunctive transition is applied, the stack branch splits into multiple branches, one for each conjunct. 7 The branches process the input independently, however sibling branches must empty synchronously, after which the computation continues from the parent branch.
Definition 6. A Synchronized Alternating Pushdown Automaton is a tuple A = (Q, Σ, Γ, δ, q 0 , ⊥), where δ is a function that assigns to each element of Q × (Σ ∪ { }) × Γ a finite subset of
Everything else is defined as in the standard PDA model. Namely, -Q is a finite set of states, -Σ and Γ are the input and the stack alphabets, respectively, -q 0 ∈ Q is the initial state, and -⊥ ∈ Γ is the initial stack symbol, see, e.g., [5, pp. 107-112] . 6 This type of formulation for alternating automata models is equivalent to the one presented in [2] , and is standard in the field of Formal Verification, e.g., see [6] . 7 This is similar to the concept of a transition from a universal state in the standard formulation of alternating automata, as all branches must accept.
We describe the current stage of the automaton computation as a labeled tree. The tree encodes the stack contents, the current states of the stack-branches, and the remaining input to be read for each stack-branch. States and remaining inputs are saved in leaves only, as these encode the stack-branches currently processed.
Definition 7.
A configuration of an SAPDA is a labeled tree. Each internal node is labeled α ∈ Γ * denoting the stack-branch contents, and each leaf node is labeled (q, w, α), where -q ∈ Q is the current state, -w ∈ Σ * is the remaining input to be read, and -α ∈ Γ * is the stack-branch contents.
For a node v in a configuration T , we denote the label of v in T by T (v). If a configuration has a single node only, 8 it is denoted by the label of that node. That is, if a configuration T has a single node labeled (q, w, α), then T is denoted by (q, w, α).
At each computation step, a transition is applied to one stack-branch. 9 If a branch empties, it cannot be chosen for the next transition (because it has no top symbol). If all sibling branches are empty, and each branch emptied with the same remaining input (i.e., after processing the same portion of the input) and with the same state, the branches are collapsed back to the parent branch.
Definition 8. Let A be an SAPDA and let T , T be configurations of A. We say that T yields T in one step, denoted T A T (A is omitted if understood from the context), if one of the following holds.
-There exists a leaf node v in T , T (v) = (q, σw, Xα) and a transition (q 1 , α 1 )∧ · · · ∧ (q k , α k ) ∈ δ(q, σ, X) which satisfy the conditions below.
• If k = 1, then T is obtained from T by relabeling v with (q 1 , w, α 1 α).
• If k > 1, then T is obtained from T by relabeling v with α, and adding to it k child nodes v 1 , . . . , v k such that T (v i ) = (q i , w, α i ), i = 1, . . . , k. In this case we say that the computation step is based on (
-There is a node v in T , T (v) = α, that has k children v 1 , . . . , v k , all of which are leaves labeled the same (p, w, ), and T is obtained from T by removing all leaf nodes v i , i = 1, . . . , k and relabeling v with (p, w, α).
In this case we say that the computation step is based on a collapsing of the child nodes of v.
As usual, we denote by * A the reflexive and transitive closure of A .
Definition 9. Let A be an SAPDA and let w ∈ Σ * .
-The initial configuration of A on w is the configuration (q 0 , w, ⊥).
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-An accepting configuration of A is a configuration of the form (q, , ).
-A computation of A on w is a sequence of configurations T 0 , . . . , T n , where • T 0 is the initial configuration,
. . , n, and • all leaves v of T n are labeled (q, , α), in particular, the entire input string has been read. -An accepting computation of A on w is a computation whose last configuration T n is accepting.
The language L(A) of A is the set of all w ∈ Σ * such that A has an accepting computation on w.
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Example 3. The SAPDA A = (Q, Σ, Γ, δ, q 0 , ⊥) defined below accepts the noncontext-free language {w : |w| a = |w| b = |w| c }.
, c}, and -δ is defined as follows.
The first step of the computation opens two branches, one for verifying that the number of as in the input word equals to the number of bs, and the other for verifying that the number of bs equals to the number of cs. If both branches manage to empty their stack then the word is accepted. Figure 1 shows the contents of the stack tree at an intermediate stage of a computation on the word abbcccaab. The left branch has read abbccc and indicates that one more bs than as have been read, while the right branch has read abb and indicates that two more cs than bs have been read. Figure 2 shows the configuration corresponding the above computation stage of the automaton. We now consider the following example of an SAPDA which accepts the non-context-free language {w$uw : w, u ∈ {a, b}}. Note that the intersection of this language with {u$v : u, v ∈ {a, b} ∧ |u| = |v|} is the reduplication with a center marker language. As the latter language is context-free, and SAPDA are closed under intersection, the construction can easily be modified to accept the reduplication language.
The example is of particular interest as it showcases the model's ability to utilize recursive conjunctive transitions, allowing it to accept languages which are not finite intersections of context-free languages. Moreover, the example gives additional intuition towards understanding Okhotin's grammar for the reduplication language as presented in Example 2. The below automaton accepts the language derived by the non-terminal D in the grammar. -Q = {q 0 , q e } ∪ {q
The computations of the automaton have two main phases: before and after the $ sign is encountered in the input. In the first phase, each input letter σ which is read leads to a conjunctive transition (transition 1) that opens two new stackbranches. One new branch continues the recursion, while the second checks that the following condition is met.
Assume σ is the n-th letter from the $ sign. If so, the new stack branch opened during the transition on σ will verify that the n-th letter from the end of the input is also σ. This way, if the computation is accepting, the word will in fact be of the form w$uw. To be able to check this property, the branch must know σ and σ's relative position (n) to the $ sign. To "remember" σ, the state of the branch head is q 1 σ (the 1 superscript denoting that the computation is in the first phase). To find n, the branch adds a # sign to its stack for each input character read (transition 2), until the $ is encountered in the input. Therefore, when the $ is read, the number of #s in the stack branch will be the number of letters between σ and the $ sign in the first half of the input word.
Once the $ is read, the branch perpetuating the recursion ceases to open new branches, and instead transitions to q e and empties its stack (transition 3). All the other branches denote that they have moved to the second phase of the computation by transitioning to states q 2 σ (transition 4). From this point onward, each branch "waits" to see the σ encoded in its state in the input (transition 5). Once it does encounter σ, it can either ignore it and continue to look for another σ in the input (in case there are repetitions in w of the same letter), or it can "guess" that this is the σ which is n letters from the end of the input, and move to state q e (transition 6).
After transitioning to q e , one # is emptied from the stack for every input character read. If in fact σ was the right number of letters from the end, the ⊥ sign of the stack branch will be exposed exactly when the last input letter is read. At this point, an -transition is applied which empties the stack branch (transition 8).
If all branches successfully "guess" their respective σ symbols then the computation will reach a configuration where all leaf nodes are labeled (q e , , ). From here, successive branch collapsing steps can be applied until an accepting configuration is reached.
Consider a computation on the word abb$babb. Figure 3 shows the contents of the stack tree after all branches have read the prefix ab. The rightmost branch is the branch perpetuating the recursion. The leftmost branch remembers seeing a in the input, and has since counted one letter. The middle branch remembers seeing b in the input, and has not yet counted any letters. Figure 4 shows the contents of the stack tree after all branches have read the prefix abb$bab. The rightmost branch, has stopped perpetuating the recursion, transitioned to q e , and emptied its stack. The leftmost branch correctly "guessed" that the a read was the a it was looking for. Subsequently, it transitioned to q e and removed one # from its stack for the b that was read afterwards. The second branch from the left correctly ignored the first b after the $ sign, and only transitioned to q e after reading the second b. The second branch from the right is still waiting to find the correct b, and is therefore still is state q 
One-turn Synchronized Alternating Pushdown Automata
It is a well-known result, due to Ginsburg and Spanier [4] , that linear grammars are equivalent to one-turn PDA. One-turn PDA are a sub-family of pushdown automata, where in each computation the stack height switches only once from non-decreasing to non-increasing. hat is, once a transition replaces the top symbol of the stack with , all subsequent transitions may write at most one character. A similar notion of one-turn SAPDA can be defined, where each stack branch can make only one turn in the course of a computation.
Definition 10. Let A be an SAPDA and let T, T be configurations of A such that T T .
-The computation step (or transition) T T is called decreasing, if it is based on the collapsing of sibling leaves, or is based on (q, ).
-The computation step T T is called non-changing, if it is based on (q, X), X ∈ Γ .
A computation step is non-decreasing (respectively, non-increasing), if it is nonchanging or increasing (respectively, decreasing).
Intuitively, a turn is a change from non-decreasing computation steps to nonincreasing ones. We would like to capture the number of turns each stack branch makes through the course of a computation. Stack branches are determined by nodes in the configuration tree. We first define the segment of the computation in which a specific node appears, and then we can consider the number of turns for that node.
Definition 11. Let A be an SAPDA , let T 0 · · · T n be a computation of A, and let v be a node that appears in a configuration of this computation. Let T i be the first configuration containing v and let T j be the last configuration containing v, 0 ≤ i ≤ j ≤ n. The span of node v is the sub-computation beginning with configuration T i and ending with configuration T j .
For example, if v is the root node then the span of v is the entire computation
Within the span of a node v, not all transitions are relevant to v. For example, transitions may be applied to a node v which is in a different sub-tree of the configuration. The relevant transitions are, first and foremost, those that are applied to v. However, at some point, v may have child nodes. In this case, transitions applied to v's children are not relevant, but the collapsing of these nodes is. This is because the collapsing of child nodes is similar to popping a symbol from the stack (when one considers the combined stack heights of the parent and the children nodes), and can therefore be viewed as a decreasing transition on v.
Definition 12. Let A be an SAPDA and let T 0 · · · T n be a computation of A. Let v be a node that appears in (a configuration of ) this computation, and let T i · · · T j be its span. Let t i , . . . , t j−1 be the sequence of transitions applied in the computation
The relevant transitions on v is the (order-maintaining) subsequence t 1 , . . . , t m of t i , . . . , t j−1 such that for each k = 1, . . . , m, one of the following holds.
is based on a collapsing of child nodes of v.
Definition 13.
An SAPDA A is one-turn, if for each accepting computation T 0 A · · · A T n the following holds. Let v be a node that appears in (a configuration of ) this computation and let t 1 , . . . , t m be the relevant transitions on v.
-for all 1 ≤ k < k, the computation steps T k T k +1 are non-decreasing, and -for all k ≤ k < m, the computation steps T k T k +1 are non-increasing.
Informally, the definition states that in every accepting computation, the hight of each stack branch turns exactly once. Note that the requirement of a decreasing step in the computation is not limiting as we are considering acceptance by empty stack. As such, every accepting computation must have at least one decreasing computation step. Remark 1. Reordering transitions as necessary, we can assume that all transitions on a node v and its descendants, are applied sequentially.
12 By this assumption, all transitions in the span of a node v are applied either to v or to one of its descendants.
If the automaton is one-turn, these transitions can be partitioned into three parts, the first being non-decreasing transitions applied to v, the second being transitions applied to descendants of v, and the third being non-increasing transitions applied to v. The relevant transitions on v, in this case, are the first and third parts. Note that if the middle section is non-empty then the last transition in the first part must be a conjunctive one which creates child nodes for v (an increasing transition), and the first transition in the final part must be the collapsing of these child nodes (a decreasing transition).
When viewing a classical one-turn PDA as a one-turn SAPDA, there is only one "node" in all configurations, because there are no conjunctive transitions. Therefore, the span of the node is the entire computation, and it is comprised only of the first and third parts, i.e., non-decreasing transitions followed by nonincreasing ones, coinciding with the classical notion of a one-turn PDA.
Note that the automaton described in Example 4 is in fact a one-turn SAPDA, while the automaton from Example 3 is not.
Linear CG and One-Turn SAPDA
Similarly to the context-free case, one-turn SAPDA and LCG are equivalent. Theorem 1. A language is generated by an LCG if and only if it is accepted by a one-turn SAPDA.
The proof of the "only if" part of the theorem is presented in Section 4.1 and the proof of its "if" part is presented in Section 4.2.
We precede the proof of Theorem 1 with the following immediate corollary.
Corollary 1. One-turn SAPDA are equivalent to Trellis Automata.
While both computational models employ a form of parallel processing, their behavior is quite different. To better understand the relationship between the models, see the proof of equivalence between LCG and Trellis Automata in [12] . As LCG and one-turn SAPDA are closely related, the equivalence proof provides intuition on the relation with one-turn SAPDA as well.
Proof of the "only if " part of Theorem 1
For the purposes of our proof we assume that grammars do not contain -rules. Okhotin proved in [9] that it is possible to remove such rules from the grammar, with the exception of an -rule from the start symbol in the case where is in the grammar language. We also assume that the start symbol does not appear in the right-hand side of any rule. This can be achieved by augmenting the grammar with a new start symbol S , as is done in the classical case.
Let G = (V, Σ, P, S) be a linear conjunctive grammar. Consider the SAPDA A G = (Q, Σ, Γ, q 0 , ⊥, δ), where
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-q 0 = q , and -δ is defined as follows.
is an extension of the classical one, see, e.g., [5, Theorem 5.3, . The construction is modified so as to result in a oneturn automaton. For example, transitions, such as transition 2, are used to avoid removing symbols from the stack in the increasing phase of the computation.
In the classical proof, a correlation is shown between the input and stack contents of the automaton and sentential forms of the grammar. In the case of SAPDA, the stack is a tree. Therefore, as a preliminary step, we define a tree representation, and a simplified form for conjunctive formulas. These definitions will later assist us in showing a similar correlation.
* is the longest prefix of α belonging to Σ * .
As we are concerned only with linear grammars, we note the unique structure that all sentential forms of linear grammars have.
Definition 15. A linear conjunctive formula is recursively defined as follows:
-Formulas of the form xAy, for some x, y ∈ Σ * and A ∈ V ∪ { }, are linear.
Lemma 1. Let G = (V, T, P, S) be a linear conjunctive grammar, and let α = xAy be a linear formula, then every conjunctive formula A s.t. α ⇒ As S is a linear formula, we have the following immediate corollary.
Corollary 2. Let G = (V, T, P, S) be a linear conjunctive grammar and let A be a conjunctive formula. If S ⇒ * G A then A is a linear formula.
Proof (of Lemma 1). Let G = (V, T, P, S) be a linear conjunctive grammar, let α = xAy be a linear conjunctive formula, and let A be a formula s.t. α ⇒ * G A. The proof is by induction on the length n of the derivation of A from α.
Basis: n = 0. Then A = α, and the lemma follows.
Induction
* , then by the induction hypothesis A is linear, and the lemma follows. Otherwise,
Next, we define the simplified form of a linear formula.
Definition 16. Let A be a linear formula. The simplified form of A, denoted S(A) is defined by the following recursion.
Intuitively, the simplified form of a linear formula is obtained by pushing all prefixes of enclosing subformulas, which, by Definition 15 are words over Σ, into the level of the simple conjuncts. For example, the simplified form of the formula
obtained by "pushing in" ab and c.
Remark 2. Note that to each simple conjunct of a linear formula A corresponds a simple conjunct of S(A) and vice versa. The correspondence is defined by the following recursion.
-Let A = α ∈ (V ∪ Σ) * . By Definition 16, S(α) = α. Therefore, the only simple conjunct of A, α, corresponds to itself.
-Let A be of the form x(A 1 & · · · & A k )y, where x, y ∈ Σ * and all conjuncts A 1 , . . . , A k are linear, and let β ∈ (V ∪ Σ * ) be a simple conjunct of A. Then, for some i = 1, . . . , k, β is a simple conjunct of xA i and its corresponding simple conjunct in S(xA i ) is also the corresponding simple conjunct in S(A).
In addition, as simplification "pushes in" Σ-prefixes, it follows that the simple conjunct of S(A) corresponding to the simple conjunct x Ay of A is of the form ux Ay , where u ∈ Σ * . In particular, if A is of the form x(x 1 A 1 y 1 & · · · & x n A n y n )y, where x, y, x i , y i ∈ Σ * and A i ∈ V , i = 1, . . . , k, then the simple conjunct of S(A) corresponding to the simple conjunct x i A i y i of A is xx i A i y i , i = 1, . . . , k.
For any linear formula, the simplification process always terminates with a unique result. Simplification can be easily shown to maintain the language of the formula, and, therefore, we have the following lemma. The proof of the lemma easily follows from Definitions 4 and 16 and is omitted.
As we want to show a correlation between linear formulas and the stack tree structure, we must define a tree structure for the former as well. The tree structure of linear formulas is naturally motivated by Definition 16.
Definition 17. The tree representation of a linear formula A, denoted T (A), is recursively defined as follows:
consists of a root node labeled y with the tree representations of S(xA i ), i = 1, . . . , k, appended as children, see Figure 5 .
Example 5. The simplified form of the linear formula
and, therefore, its tree representation is as shown in Figure 6 .
14 We now show that the suggested automaton, A G does in fact accept the language L(G). The proof is based on Propositions 1 and 2 below.
, and let T 0 * T . Let the label of a leaf v of T be (q xv , u v , α v ), and let y v such that y v u v = u.
15 If for some leaf v , u v = , then there exists a linear formula A such that S ⇒ * A, and relabeling each leaf v in T with y v x v α v results in T (A).
. . . We say that the above formula A matches T .
Proof (of Proposition 1).
The proof is by induction on the length of the computation of A G .
Basis: If the number of computation steps is zero, then u = and T = S. Therefore, the proposition holds for A = S, and the zero-step derivation.
Induction step: Assume the proposition holds for every computation shorter than n. Let T 0 n−1 T n−1 T n be a computation on u such that T n satisfies the proposition prerequisites.
If T n−1 T n by an -transition, then, since no input was read, the set of the remaining input components of the labels of the leaves of T n−1 equals to that of the leaves of T n . Therefore, T n−1 also satisfies the proposition prerequisites for u, that is, for some leaf v , u v = . Thus, by the induction hypothesis, there exists a leftmost formula B matching T n−1 such that S ⇒ * B. Since the last computation step of A G on u is an -transition, it is of the form (q x1 , A 1 y 1 )∧· · ·∧ (q u k , A k y k ) ∈ δ(q , , A) and is applied to a leaf v of T n−1 labeled (q , u v , Aα v ), where Aα v = α v . Therefore, in T n , v is an internal node labeled α v and it has k child nodes labeled (q xi , u v , A i y i ), i = 1, . . . , k. Since B matches T n−1 , the node v in T (B) is labeled y v Aα v (as x v = ). By the definition of δ, A → (
and by applying this rule to the corresponding A in B we obtain a linear formula A matching T n such that S ⇒ * A. This is so, because T n−1 and T n have the same tree structure, the "matching" labels of their nodes are the same "modulo v and its child leaves," the label of v in T (A) is y v , and the labels of the child leaves of v in T (A) are y v x i A i y i , i = 1, . . . , k.
If T n−1 T n by a transition on some σ ∈ Σ from state q , then this transition is δ(q , σ, σ) = {(q , )}. Therefore, the labels of all leaves in T n are the same as those in T n−1 , except for leaf v (to which the transition is applied) whose label changed from (q , σu v , σα v ) to (q , u v , α v ). We examine the possible cases.
-In T n−1 there is at least one leaf whose remaining input is empty. In this case, T n−1 satisfies the proposition prerequisites for u, and by the induction hypothesis, there exists a linear formula A matching T n−1 such that S ⇒ * A.
We contend that A matches T n as well. Since T n−1 and T n have the same tree structure and the labels of their nodes different from v are the same, it suffices to show that the label of v in T (A) is y v α v (as x v = ).
The label of v in T n−1 is (q , σu v , σα v ). Therefore, by the induction hypothesis, its label in T (A) is y v σα v , where y v σu v = u. That is, y v = y v σ, implying y v σα v = y v α v , and the contention follows.
-In T n−1 all leaves have (non-empty) input left to read, and let u = u σ. Then, T n−1 satisfies the proposition prerequisites for u , because the remaining input at the leaf v is empty. By the induction hypothesis, there exists a leftmost formula A matching T n−1 such that S ⇒ * L A. In T n , u v = , implying y v = u = u σ. Again, since T n−1 and T n have the same tree structure and the labels of their nodes different from v are the same, we have only to show that the label of v in T (A) is y v α v (as
If T n−1 T n by a transition on some σ ∈ Σ from state q σx , then this transition is δ(q σx , σ, A) = {(q x , A)}. Therefore, the labels of all leaves in T n are the same as those in T n−1 , except for leaf v (to which the transition is applied) whose label changed from (q σx , σu v , α v ) to (q x , u v , α v ). We examine the possible cases.
-In T n−1 there is at least one leaf whose remaining input is empty. In this case, T n−1 satisfies the proposition prerequisites for u, and by the induction hypothesis, there exists a linear formula A matching T n−1 such that S ⇒ * A. We contend that A matches T n as well. Since T n−1 and T n have the same tree structure and the labels of their nodes different from v are the same, it suffices to show that the label of v in T (A) is y v xα v (as x v = x).
The label of v in T n−1 is (q σx , σu v , α v ). Therefore, by the induction hypothesis, its label in T (A) is y v σxα v , where y v σu v = u. That is, y v = y v σ, implying y v σxα v = y v xα v , and the contention follows.
-In T n−1 all leaves have (non-empty) input left to read, and let u = u σ. Then, T n−1 satisfies the proposition prerequisites for u , because the remaining input at the leaf v is empty. By the induction hypothesis, there exists a linear formula A matching T n−1 such that S ⇒ * A.
In T n , u v = , implying y v = u = u σ. Again, since T n−1 and T n have the same tree structure and the labels of their nodes different from v are the same, we have only to show that the label of v in T (A) is y v xα v (as
If T n−1 T n collapses a set of sibling leaves in T n−1 , then these leaves have the same label (q , u , ), u ∈ Σ * . Note that the state must be q as the only transition which empties symbols from the stack, results in q . Since no input was read in the transition, T n−1 satisfies the proposition prerequisites for u. Thus, by the induction hypothesis, there exists a linear formula B matching T n−1 such that S ⇒ * B. In particular, the leaves in T (B) "matching" the leaves of T n−1 collapsed in the computation step T n−1 T n of A G , are all labeled the same word y ∈ Σ * such that y u = u. Therefore, B contains a subformula of the form (w & · · · & w ) for some suffix w of y .
16 Let A be the linear formula obtained from B by applying contraction to this subformula (w & · · · & w ). Then, S ⇒ * A and T (A) matches T n . Like in the case of an -transition, this is so, because T n−1 and T n have the same tree structure and the "matching" labels of their nodes are the same "modulo v and its child leaves."
We precede the second auxiliary proposition (Proposition 2) with a number of necessary definitions and related results.
Definition 18 below is motivated by Remark 2.
Definition 18. Let A be a linear formula. The Σ-prefix of A, denoted M (A), is the longest word over Σ that is a prefix of each simple conjunct in S(A).
For example, the Σ-prefix of ab(cA & c(dE & dF ))a is abc. It is not abcd, because the latter is not a prefix of the leftmost simple conjunct abcA in the simplified form of the formula.
It follows from the definition that, for all linear formulas A and B such that Proof. Let w ∈ L(A). By Lemma 3, all Σ-prefixes of the simple conjuncts in S(A) are prefixes of w. Thus, the shortest Σ-prefix of a simple conjunct in S(A) is a prefix of all other Σ-prefixes and, therefore, is M (A).
Definition 19. We say that a derivation is strong, if at each step the rule or contraction is applied to a simple conjunct α whose corresponding conjunct in the simplified form of the formula has the shortest Σ-prefix. Namely, the derivation steps are as follows.
-If α is a terminal word, i.e., α ∈ Σ + , 17 then contraction is applied on the enclosing formula. Note that, if contraction cannot be applied, then, in the enclosing formula, either all conjuncts are terminal words, but not the same, or there is a simple conjunct α containing a variable. Since there are no -rules and α has the shortest Σ-prefix, α = αβ, for some formula β ∈ (V ∪ Σ)
+ . Therefore, α will be a proper prefix of any terminal word derived from α . Either way, the language of the enclosing formula is empty, and the case can be disregarded.
16 Actually, the y s are the corresponding conjuncts of w in S(B). 17 Recall that we assume that the grammar contains no -rules.
-Else, α is of the form uAv for some u, v ∈ Σ * and A ∈ V , and a production rule is applied to A.
The one-step strong derivation relation is denoted ⇒ S , and, as usual, its reflexive and transitive closure is denoted ⇒ * S .
The idea behind the notion of strong derivations is to always develop one of the least developed simple conjuncts, which are those with "the shortest Σ-prefix in the simplified form." By Proposition 2 below, this type of derivation is correlated with the computation of the SAPDA constructed from the grammar.
Again, similarly to context-free grammars, in CGs, the order in which independent derivation rules are applied, does not affect the derived word. Therefore, we have the following lemma.
Lemma 5. Let α ∈ (V ∪ Σ)
* and w ∈ Σ + be such that α ⇒ * w. Then α ⇒ * S w. We denote the result of the above transformation of T by u · T . Thus, the proposition states that u · T = T (A).
Proof (of Proposition 2).
The proof is by induction on the length of the strong derivation of A from S.
Basis: In zero derivation steps, A is S and, therefore, u = . Thus, the proposition holds for the zero-step computation (with only the initial configuration).
Induction step: Assume the proposition holds for all strong derivations shorter than n and let S ⇒ n S A. It follows that there exists a linear formula B such that S ⇒ n−1 S B ⇒ S A. Let u = M (B). By the induction hypothesis, there exists a computation of A G on u ending in a configuration T such that u · T = T (B). We examine the different cases based on the rule used in the last derivation step B ⇒ S A.
-Assume that A is derived from B by contraction, and let the contracted formula be of the form (w & · · · & w). Since contraction is applied to the formula with the shortest Σ-prefix, which by Lemma 4, is u = M (B), u = vw, for some v ∈ Σ * . Thus, in T (B), the leaves corresponding to the contracted conjuncts are all labeled u. Since u · T = T (B), by the induction hypothesis, each corresponding leaf v in T is labeled (q xv , , ) for some q xv ∈ Q. The only transition which empties symbols from the stack, results in q . Therefore, as their stack branches are empty, all states q xv must be q . It follows that these leaves may be collapsed resulting in a configuration T such that u · T = T (A).
-Assume that B ⇒ A by application of the rule
Since the derivation is a strong derivation, A is the variable in a simple conjunct α having the shortest Σ-prefix, which, by Lemma 4, is u. Therefore, the simple conjunct α in S(B) corresponding to α is of the form uAy for some y ∈ Σ * . By the induction hypothesis, the leaf v in T corresponding to α needs to be labeled (q x , , α) s.t. uxα = uAy. Therefore, x = , because it cannot contain A. So, in both cases, after applying appropriate transitions we have u · T = T (A). If u = M (A), then we are done. If, however, M (A) = uy for some y ∈ Σ + , 18 then all leaves v in T (A) are labeled uyα v , for some α v , and the corresponding leaves in T are labeled (q y1 , , y 2 α v ) where y 1 y 2 = y. Therefore, by appending y to u we obtain a computation of A G on the prefix u of uy (= M (A)) ending in a configuration where all leaves v are labeled (q y1 , y, y 2 α v ). By repeatedly applying transitions of the form δ(q , σ, σ) = {(q , )}, or δ(q σx , σ, A) = {(q x , A)} to all leaves, all symbols of y can be emptied. That is, after reading the whole uy, A G is in the configuration T , where all leaves v are labeled (q , , α v ), implying uy · T = T (A).
By the definition of
A G , (q x1 , A 1 y 1 ) ∧ · · · ∧ (q x k , A k , y k ) ∈ δ(q , ,
From Propositions 1, 2 we can deduce that
That is, there is a computation of A G on w ending in the accepting configuration (q , , ). By Proposition 1, there exists a linear formula A matching (q , , ) such that S ⇒ * A. Therefore, T (A) consists of a single node labeled w. The only linear formula having this tree representation is w itself. That is, S ⇒ * w, implying L(A G ) ⊆ L(G). Conversely, let w ∈ L(G). Then, by Lemma 5, S ⇒ * S w. Since w consists of terminals only, it is in simplified form, M (w) = w, and its tree representation has a single node labeled w. Therefore, by Proposition 2, there exists a computation of A G on w ending in the accepting configuration (q , ,
It remains to be shown that A G is a one-turn SAPDA. Let T 0 · · · T n be an accepting computation of A G , let v be a node appearing in (a configuration of) the computation, and let T i · · · T j , 0 ≤ i ≤ j ≤ n, be the span of v. Proposition 3. In T i , the contents of the stack of v is of the form Ay, where A ∈ Γ and y ∈ Σ * .
Proof. If v is the root, then T i = T 0 and v has S in the stack. If v is not the root, then, since T i is the first configuration containing v, T i−1 T i was by a transition of type 1(b). Therefore, v contains Ay in its stack.
Proposition 4. In T j , the contents of the stack of v is empty.
18 Since B ⇒S A, M (B) is a prefix of M (A).
Proof. If v is the root, then T j = T n and the proposition follows from the fact that the computation is accepting. If v is not the root, then, since T i is the last configuration containing v, T j T j+1 is a collapsing of nodes, one of which is v.
Since nodes can only be collapsed with empty stacks, the proposition follows in this case as well.
Let t 1 , . . . , t m be the relevant transitions on v. Corollary 3 below immediately follows from Propositions 3 and 4.
Corollary 3. There exists k ∈ {1, . . . , m} such that t k is decreasing. Now, let k be the smallest index such that t k is decreasing (i.e., t k is first decreasing transition applied to v). There are three possible cases: t k is of type 1(a), where w = ; or it is of type 3; or it is a collapsing of child nodes. In all cases, if the stack is not empty after applying the transition, it contains only terminal symbols. This is because type 1(a) transitions remove the non-terminal symbol, and type 3 and collapsing transitions assume the top symbol is in Σ. By the construction of the automaton, if there is a non-terminal symbol in a stack branch, then it is the top symbol. Therefore, if the top symbol is terminal, so are all the rest. It follows that all subsequent relevant transitions can only be of type 3, meaning they are all decreasing, and A G is, in fact, one-turn.
Proof of the "if " part of Theorem 1
The proof is a variation on a similar proof for the classical case presented in [4] . For the purposes of simplification, we make several assumptions regarding the structure of one-turn SAPDA, namely that they are single-state and that their transitions write at most two symbols at a time. We prove that these assumptions are not limiting in the following two lemmas.
Lemma 6. For each one-turn SAPDA there is an equivalent single-state oneturn SAPDA.
Proof. Let A = (Q, Σ, Γ, q 0 , ⊥, δ) be an SAPDA. Consider the single-state SAPDA A = (Σ, Γ , ⊥ , δ ), where
19 and -δ is defined as follows.
•
, and all conjunctions of the form
, such that q i,j ∈ Q, i = 1, . . . , k, i = 1, . . . , m i , and
19 Renaming ⊥ , if necessary, we may assume that ⊥ ∈ Q × Γ × Q.
The stack symbol [q, X, p] represents the current state q and the current top stack symbol X. The state p needs to be saved so that, when X is erased from a stack by a computation of A, A can determine whether the computation was legal.
Namely, a symbol [q, X, p] is erased from the stack if and only if there is a transition in A from q to p emptying X. When two symbols are one on top of the other in the stack, they are always of the form [q 1 , X 1 , p][p, X 2 , q 2 ]. Therefore, if [q 1 , X 1 , p] is emptied by a transition of A from q to p, then the next exposed symbol [p, X 2 , q 2 ] does in fact show p to be the current state of A and thus the correctness is maintained.
The above intuitive explanation is formalized by the claim that, for all [q, X, p] ∈ Γ and all w ∈ Σ * , (q, w, X) *
We prove the "only if" part of the claim by induction on the number of computation steps of A.
Induction step: Assume the claim holds for all computations of A shorter than n and let (q, σw, X) n A (p, , ), where σ ∈ Σ ∪ { }. Let the first transition applied be
and let v 1 , . . . , v k be the k new leaf nodes added to the (root) configuration. The last step of the computation empties these branches, as the computation terminates as soon as they are collapsed. Therefore, steps 2 through n − 1 of the computation empty all v i sub-trees for i = 1, . . . , k, and, because of the synchronization constraint, emptying each tree "consumes" the entire remaining portion w of the input. Each transition in this part of the computation is applied to one of the v i sub-trees. Since there is no interaction between these sub-trees, we may assume that the first sub-tree v 1 is emptied in the first n 1 steps, then the next sub-tree v 2 is emptied in the next n 2 steps,and so forth until the last subtree v k is emptied in the last n k steps, after which the last step of the derivation collapses all sub-trees v i , i = 1, . . . , k. Since n 1 + · · · + n k = n − 2, each n i is smaller than n. Then for each sub-tree v i , i = 1, . . . , k, there exist states q i,1 , . . . , q i,mi+1 , q i,1 = p i , such that for each i = 1, . . . , m i , the sub-computation emptying the sub-tree of v i uses sub-computations of the form
where Y i,j+1 is exposed as the top symbol of the stack branch only at the last step of the computation. Therefore,
Each of these sub-computations is shorter than n. Hence, by the induction hypothesis, (
for the subword w i = w i,1 · · · w i,mi of w. The last computation step of A empties all sub-trees v i , i = 1, . . . , k. Therefore, all states q mi+1 , i = 1, . . . , k, are the same state p, and all w i are w, because all branches begin with w as the remaining input and end with . Thus, starting with the transition
, we obtain the desired computation (σw, [q, X, p]) * A ( , ). We prove the "if" part of the claim by induction on the number of computation steps of A .
Therefore, by the definition of δ , (p, ) ∈ δ(q, σ, X), implying (q, w, X) A (p, , ).
Induction step: Assume the claim holds for all computations of A shorter than n and let (σw, [q, X, p]) n A ( , ). Let the first step of the computation be by the transition
and let v 1 , . . . , v k be the k new leaf nodes added to the (root) configuration. The last step of the computation empties these branches, as the computation terminates as soon as they are collapsed. Therefore, steps 2 through n − 1 of the computation empty all v i sub-trees for i = 1, . . . , k, and, because of the synchronization constraint, emptying each tree "consumes" the entire remaining portion w of the input. Each transition in this part of the computation is applied to one of the v i sub-trees. Since there is no interaction between these sub-trees, we may assume that the first sub-tree v 1 is emptied in the first n 1 steps, then the next sub-tree v 2 is emptied in the next n 2 steps, and so forth until the last subtree v k is emptied in the last n k steps, after which the last step of the derivation collapses all sub-trees v i , i = 1, . . . , k. Since n 1 + · · · + n k = n − 2, each n i is smaller than n. Then for each sub-tree v i , i = 1, . . . , k, there exist states q i,1 , . . . , q i,mi+1 , q i,1 = p i , such that for each i = 1, . . . , m i , the sub-computation emptying the sub-tree of v i uses sub-computations of the form
where [q i,j+1 , Y i,j+1 , q i,j+2 ] is exposed as the top symbol of the stack branch only at the last step of the computation. Therefore,
Each of these sub-computations is shorter than n. Hence, by the induction hypothesis, (q i,j , w i,j , Y i,j ) * (q i,j+1 , , ). Therefore, for the subword w i = w i,1 · · · w i,mi of w,
The last computation step of A empties all sub-trees v i , i = 1, . . . , k. Therefore, by the definition of δ , all states q mi+1 , i = 1, . . . , k, are the same state p, and all w i are w. This is because all branches begin with w as the remaining input and end with . Thus, starting with the transition
from (w, q, X), we obtain the desired computation (q, σw, X, ) * A (p, , ). It follows from the claim that L(A ) = L(A). Moreover, the proof of the claim shows that each accepting computation of A from the second step 20 corresponds step by step to an accepting computation of A and vice versa, and at each corresponding step of corresponding computations, the stack hight in both A and A is the same. In particular, each turn in A is a turn in A and vice versa. Therefore, since A is a one-turn SAPDA, so is A .
Definition 20. Let A = (Σ, Γ, ⊥, δ) be a single-state SAPDA. We say that A is bounded if for all σ ∈ Σ ∪ { } and all X ∈ Γ the following holds.
-For every α ∈ δ(σ, X), |α| ≤ 2.
Lemma 7. Every single-state one-turn SAPDA is equivalent to a bounded singlestate one-turn SAPDA.
Proof. The proof idea is quite standard. We construct an equivalent automaton A , where all words α ∈ Γ * written to the stack are of length two or shorter. For this we encode "long" words with special stack symbols, and then repetitively write the word to the stack, each time adding another symbol.
Let A = (Σ, Γ, ⊥, δ) be a single-state one-turn SAPDA, and let the subsets B 1 and B 2 of Γ * be as follows.
That is, B 1 is the set of all words over Γ which appear as conjuncts in the transitions of δ.
-B 2 = {α : and for some β, αβ ∈ B 1 }. That is, B 2 is the set of all prefixes of the words in B 1 .
Consider the SAPDA A = (Σ, Γ , ⊥, δ ), where
and -δ is defined as follows.
(1) For all σ ∈ Σ ∪ { } and X ∈ Γ ,
That is, when A writes a word α to the stack, A writes $ α to the stack instead. Subsequent transitions can only be of type (2), (3), or (4), ultimately replacing $ α with α in the stack, as A would have written in the first place. Thus, it is easily seen that A and A are equivalent.
We also have the following correspondence between computation steps of A and A .
-Each non-changing computation step of A "is replaced" with two non-changing computation steps of A , where the first if of type (1) and the second is of type (3). -Each decreasing computation step of A "is replaced" in A with a nonchanging computation step of type (3) followed by a decreasing computation step of type (4). -Each increasing computation step of A based on α 1 ∧· · ·∧α k , k ≥ 2, such that α i = , i = 1, . . . , k, "is replaced" in A with an increasing computation step of type (1) followed by a number of increasing or non-changing computation steps of type (2). -Each increasing computation step of A based on |α| ≥ 2 "is replaced" in A with a non-changing computation step of type (1), where k = 1, followed by a number of increasing computation steps of type (2). -Finally, let an increasing computation step of A be based on α 1 ∧ · · · ∧ α k , k ≥ 2, such that for some i = 1, . . . , k, α i = , and let v i be the configuration leaf corresponding to the conjunct α i created in this computation step. Since α i = , the next computation step of A applied to v i must the collapsing of the sibling leaves of v i . That is, this computation step of A is decreasing. In A it "is replaced" with the decreasing computation step of type (4), followed by the collapsing of the sibling leaves, that is also a decreasing computation step.
Consequently, since A is a one-turn automaton, A is a one-turn automaton as well.
We can now proceed to the proof of the "if" part of Theorem 1, i.e., to converting a one-turn SAPDA, call it A, to an equivalent LCG. By Lemmas 6 and 7, we may assume that A is single-state and bounded.
So, let A = (Σ, Γ, ⊥, δ). Consider the linear conjunctive grammar G A = (V, Σ, P, S), where
, and -P is the union of the following sets of rules, for all σ ∈ Σ ∪ { } and all
k ≥ 2 and
The grammar variables [X, Y ] correspond to zero-and one-turn computations starting with X in the stack and ending with Y in the stack. In particular, any word derived from [⊥, ] is a word with a one-turn emptying computation of A.
The various types of production rules defined, correspond to the different types of transitions of the automaton.
-Rules of type 1 correspond to increasing computation steps, -rules of type 2, 3 and 6 correspond to non-changing computation steps, -rules of type 4 correspond to conjunctive transitions, -rules of type 5 correspond to the turn step, and -rules of type 7 correspond to decreasing computation steps.
The correctness of the construction follows form Proposition 5 below. Proof. We start with the proof of the "only if" part of the proposition which is by induction on the length of the derivation in G A .
Basis: Let w ∈ Σ * be such that [X, Y ] ⇒ w. The only rules which derive a terminal word directly are rules of type 5. Therefore, w = σ ∈ Σ ∪ { } and ∈ δ(σ, X), implying (σ, X) ( , ).
Induction step: Assume the "only if" part of the proposition holds for all derivations of G L A of length up to n and let w ∈ Σ * be such that [X, Y ] ⇒ n+1 w. We consider the various cases based on the first rule applied in this derivation. Note that it cannot be of type 5, as that would halt the derivation.
-If the first rule applied is of type 1, then for some σ ∈ Σ ∪ { } and some u ∈ Σ * , w = σu, and
By the definition of rules of type 1, ZY ∈ δ(σ, X), and, by the induction hypothesis, (u, Z) * ( , ). Therefore, (σu, X) (u, ZY ) * ( , Y ). -If the first rule applied is of type 2 or 3, then for some σ ∈ Σ ∪ { } and some u ∈ Σ * , w = σu and
By the definition of rules of type 2 and 3, Z ∈ δ(σ, X), and, by the induction hypothesis, (u, Z) * ( , Y ). Therefore, (σu, X) (u, Z) * ( , Y ). -If the first rule applied is of type 4, then Y = , for some σ ∈ Σ and some u ∈ Σ * , w = σu and
where k ≥ 2. Thus, [X i , ] ⇒ <n u, i = 1, . . . , k, and, by the induction hypothesis, (u, X i ) * ( , ), i = 1, . . . , k. By the definition of rules of type 4, X 1 ∧ · · · ∧ X k ∈ δ(σ, X), which allows us to construct the following computation of A on w. The automaton starts with the configuration (σu, X), and applying the above the conjunctive transition, opens k leaves each labeled (u, X i ) i = 1, . . . , k, whereas the root is labeled . Then it applies the transitions of the sub-computations provided by the induction hypothesis on each of the leaves, which results in the configuration where the leaves v i , i = 1, . . . , k, are labeled ( , ). Finally, A collapses, these leaves which results in the configuration ( , ). That is, all together, (σu, X) * ( , ). -If the first production applied is of type 6 or 7, then for some u ∈ Σ * and some σ ∈ Σ ∪ { }, w = uσ, and
By the definition of rules of type 6 and 7, Y ∈ δ(σ, Z), and by the induction hypothesis, (u, X) * ( , Z). Therefore, (uσ, X) * (σ, Z) ( , Y ).
The proof of the "if" part of the proposition is by induction on the length of the computation of A.
Basis: Let w be a terminal word such that (w, X) ( , Y ). Since there is a turn in the computation, Y = . Therefore, by the definition of productions of type 5, [X, ] ⇒ σ.
Induction step: Assume the "if" part of the proposition holds for all computations of A of length up to n and let w ∈ Σ * be such that (w, X) n+1 ( , y) with exactly one turn. We consider the various cases based on the first transition applied in this computation. Note that in the first computation step, A must write at least one symbol to the stack. Otherwise it will be empty after the first computation step, which contradicts the assumption that the computation is of n + 1 steps for n ≥ 1.
Mildly Context-Sensitive Languages
Computational linguistics focuses on defining a computational model for natural languages. Originally, context-free languages were considered, and many natural language models are in fact models for context-free languages. However, certain natural language structures that cannot be expressed in context free languages, led to an interest in a slightly wider class of languages which came to be known as mildly context-sensitive languages (MCSL). Several formalisms for grammar specification are known to converge to this class [?] .
Mildly context sensitive languages are loosely categorized as having the following properties: (1) They contain the context-free languages; (2) They contain such languages as multiple-agreement, cross-agreement and reduplication; (3) They are polynomially parsable; (4) They are semi-linear 22 . It is clear that there is a strong relation between the class of languages derived by linear conjunctive grammars (and accepted by one-turn SAPDA) and the class of mildly context sensitive languages. The first criterion of MCSL is obviously met, as both CG and SAPDA contain their context free counterparts. The third criterion is also met by Okhotin's proof that CG membership is polynomial. Multiple-agreement and reduplication with a center marker 23 are shown in Examples 1 and 2 respectively, and an LCG for cross-agreement can be easily constructed.
Surprisingly, it is the fourth criterion of semi-linearity which is not met. In [?], Okhotin presents an LCG for the language {ba 2 ba 4 · · · ba 2n b|n ∈ N}, which has super-linear growth. In this respect, LCG and one-turn SAPDA accept some languages not characterized as mildly context-sensitive, making them stronger than the minimum required for natural language processing.
Concluding Remarks
We have introduced one-turn SAPDA as a sub-family of SAPDA, and proven that they are equivalent to Linear Conjunctive Grammars. This supports our claim from [1] that SAPDA are a natural counterpart for CG. The formulation as an automaton provides additional insight into Linear Conjunctive Grammars, and may help solve some of the open questions regarding them.
In [7] , Kutrib and Malcher explore a wide range of finite-turn automata with and without turn conditions, and their relationships with closures of linear context-free languages under regular operations. It would prove interesting to explore the general case of finite-turn SAPDA, perhaps finding models for closures of linear conjunctive languages under regular operations.
22 A language L is semi-linear if {|w| | w ∈ L} is a finite union of sets of integers of the form {l + im | i = 0, 1, . . . }, l, m ≥ 0. 23 Okhotin has conjectured that reduplication without a center marker cannot be generated by any CG. However, this is still an open problem.
