We complete the study of a parabolic version of a system of Von Karman type on a compact Kähler manifold of complex dimension m. We consider a family of problems (P) k . We prove existence of local in time solutions when k = 0. When −m k < 0, we define a notion of weak solution, and give some uniqueness and existence results.
Introduction

Summary
We consider an evolution problem of parabolic type, related to an elliptic system of Von Karman's equations on a compact Kähler manifold. In [2] , we studied the stationary case, using a variational method suggested by Berger's paper [1] , while in [3] we proved the unique local solvability of the initial value problem, in a class of sufficiently regular functions. More precisely, the solutions we consider belong to a scale X k of Sobolev spaces, where the integer k is a measure of the degree of regularity of the solutions (see Theorem 1.1 below). In [3] , we studied the case k 1; the technique we used could not be applied to the case k = 0, due to a rather drastic role played by the limit case of the Sobolev imbedding. Here, we remove this restriction, and prove the existence of local solutions of minimal regularity, resorting to an iterative procedure based on the well-posedness of the problem when k = 0, and the existence of solutions when k = 1, both of these results having been established in [3] . When 0 > k −m, we introduce a notion of weak solution, which is harder to define, due to the nature of the nonlinearity in the equations. In this case, we establish a uniqueness result when 0 k > −m, and an existence result when k = −m = −2.
The equations
We keep the notations of [3] . All functions we consider are real valued. Let V = (V 2m , g) denote a C ∞ compact Kähler manifold, of complex dimension m 2, without boundary. If u 1 , . . . , u m ∈ C ∞ (V ), we define where δ α 1 ...α m β 1 ...β m is the Kronecker tensor, and ∇ β α := g βγ ∂ αγ , in any local chart compatible with the complex structure of V . We also set u := −∇ α α u, and adopt the convention with k 1 + · · · + k p = m. Given T ∈ ]0, +∞[, a function ϕ defined on [0, T ] × V , and an initial value u 0 defined on V , we seek to determine, on [0, T ] × V , two functions u and f , satisfying the system u t + m u = N f, u (m−1) + N ϕ (m−1) , u , (1.4) m f = −M(u), (1.5) with u subject to the initial condition u(0, ·) = u 0 .
(1.6)
We refer to problem (1.4) + (1.5) + (1.6) as "problem (P)", and we look for solutions {u, f } to this problem in a suitable scale of Banach spaces, depending on the regularity of the problem. Strong solutions are considered in the spaces X k (T ) × Y k (T ), k 0, defined in (1.8), (1.9) below, and weak ones in the spaces X a h (T ) × L b (0, T ; H 2m−h ), 0 < h m, a, b 2, with X a h (T ) defined in (3.2) below.
Function spaces
For 1 p +∞, we set L p := L p (V ), and denote its norm by | · | p . For any integer k 0, we denote by W k,2 (V ) the Sobolev space of the measurable functions on V , whose generalized derivatives of order up to k are in L 2 , and set
The zero-average condition allows us to choose in H k the norm
we denote by ·,· and · the corresponding scalar product and norm in H 0 . Finally, we denote by H −k the dual of H k . Given T > 0 and a Banach space X, we denote by C([0, T ]; X) the space of the continuous functions from [0, T ] into X, endowed with the uniform convergence topology. We also denote by L 2 (0, T ; X) the space of the functions from [0, T ] into X which are square integrable, with norm ( T 0 u(t, ·) 2 X dt) 1/2 . Finally, for any integer k 0 and T > 0, we introduce the Banach spaces
endowed with their natural norms, defined by
We refer to Section 1.3 of [3] for the main properties of these spaces. In particular, X k (T ) → Y k (T ); according to Lemma 1.1 of [3] , the estimate 
with C 1 independent of u, f and T .
Previous results
We report from [3] the following local well-posedness and regularity results for problem (P), which we need in the sequel; these results are proved, respectively, in Theorems 4.1, 2.1 and 4.2 of [3] .
1. Local existence of regular solutions:
2. Minimal regularity well-posedness:
, corresponding respectively to the data {u 0 , ϕ} and {ũ 0 ,φ}. Then, the difference u −ũ satisfies the estimate
where, for χ ∈ Y 0 (T ), Q(·) is the quadratic function defined by
and is increasing with respect to each of these variables. In addition, C * does not depend explicitly on τ . In particular, there is at most
In fact, problem (P) is well-posed in X k (τ k ) × Y k (τ k ), k 0, although we did not prove this. In [3] , C * was stated to depend also on f Y 0 (τ ) and f Y 0 (τ ) . However, by Proposition 1.1, with k = 0,
and analogously forf ; hence, such dependence can be absorbed into the dependence of C * on u Y 0 (τ ) and ũ Y 0 (τ ) .
Time-uniform regularity result:
Theorem 1.3. Let k 0 and T > 0, and assume that problem (P) has a solution u ∈ X k (τ k ), for some τ k ∈ ]0, T ], corresponding to data
We remark explicitly that Theorem 1.3 also holds for k = 0, even if we do not know yet that problem (P) has a solution in any X 0 (τ 0 ). In addition, using Eq. (1.4) and Proposition 1.1 to estimate u t , we have an inequality of the form
with F continuous, and increasing with respect to each of its arguments. Estimate (1.19) implies that, in order to show that u ∈ X k (τ ) for some τ ∈ ]0, T ], it is sufficient to establish an a priori bound on the norm of u in Y k (τ ) . (1.20) and the assumption u ∈ X k (τ k ) in Theorem 1.3 can be relaxed to u ∈ Y k (τ k ). In particular, recalling Proposition 1.1 for f , we deduce the following result:
Extensions
In the sequel, we assume that,
(1.21)
In this case, we call T k the maximal time of existence ofũ; ifũ ∈ Y k (T ), we agree to set T k = T . For simplicity, in the sequel we will not distinguish between u and its extensionũ, writing u instead ofũ; we also note that any extension of u implies, by Proposition 1.1, a corresponding extension of f to the same interval. Finally, we note that T k+1 T k . For, if T k+1 < T k , then, by the definition of T k , u ∈ Y k (T k+1 ). By (1.20), u ∈ X k (T k+1 ); in turn, by Theorem 1.3, this implies that u ∈ X k+1 (T k+1 ) → Y k+1 (T k+1 ), and this contradicts (1.21) for k replaced by k + 1 (note that T k+1 < T k T ).
Minimal regularity solutions
In this section we extend Theorem 1.1 to the "minimal regularity" case k = 0. We claim:
There exists τ ∈ ]0, T ], and a unique pair
Proof. 1. If u 0 = 0, the pair {u, f } ≡ {0, 0} is the (only) solution to problem (P), and there is nothing to prove. Thus, we can assume u 0 = 0. Denote by
the continuous function referred to in (1.16) of Theorem 1.2. With R as in (2.1) and ϕ ∈ Y 0 (T ), define
, (2.4) and choose approximating sequences
for each r 0. Note that the first of (2.4) and (2.5), together with the fact that γ ∈ ]0, 1[, imply that u r 0 ≡ 0 for all r. If ϕ ≡ 0, we replace the first of (2.4) with 0 < γ u 0 m , and take ϕ r = 0 for all r. In the sequel, we assume ϕ ≡ 0.
With such u r 0 and ϕ r as data, we resort to Theorem 1.1, with k = 1, to determine local solutions
For simplicity, we write τ r instead of τ (r) 1 , suppressing the reference to the regularity expressed by the index 1. We now claim that all these solutions are defined on some common interval [0, τ ] ⊆ [0, T ], and satisfy a uniform bound of the type
for some Λ > 0 independent of r. By (1.19) with k = 0, (2.6) yields an estimate on u r X 0 (τ ) , uniform in r. Thus, letting r → +∞ we will obtain a limit {u, f } ∈ X 0 (τ ) × Y 0 (τ ), which is the local solution of problem (P), corresponding to the original data {u 0 , ϕ}.
2. We proceed to determine τ . Given
is continuous and non-decreasing, there is τ ∈ ]0, τ 0 ] such that
By the first of (2.5) and (2.4),
thus, from (2.8), (2.9) and (2.1),
Note that τ depends on u 0 0 m+1 and ϕ 0 Y 1 (T ) ; however, τ will remain fixed throughout the rest of our argument.
3. We now show that, if τ r < τ , then u r can be extended to [0, τ ], with u r ∈ X 1 (τ ). To this end, let T (r) 0 denote the maximal time of existence of u r with respect to the Y 0 -norm, as characterized in part 5 of Section 1. It is then sufficient to show that T (r) 0 > τ , because, if this is the case, then u r ∈ Y 0 (τ ), and Corollary 1.1 implies that u r ∈ X 1 (τ ). In fact, we also claim that, for all r 0,
2R.
(2.11)
For simplicity, we write T r instead of T (r) 0 , again suppressing the reference to the regularity expressed by the index 0.
We proceed by induction on r, using the estimates of Theorem 1.2. At first, we deduce from (2.5), (2.4) and (2.1), that for all j 0,
For r = 0, it is clear that τ < T 0 , and (2.11) follows from (2.10). Fix then r 0, and assume that T j > τ for j = 0, . . . , r, and (2.11) holds, with r replaced by j . We wish to show that T r+1 > τ as well. Arguing by contradiction, assume that T r+1 τ . Then, (1.21) and (2.12) for
On the other hand, since θ < T r+1 τ < T k for 0 k r, the induction assumption (2.11) implies that, for 1 k r, 
Because of (2.14), (2.15) and (2.13), u k
Recalling then the definition (2.3) of h(R), and that γ ∈ ]0, 1[, we deduce from (2.17) that
; thus, by (2.10) and the second of (2.4), 
contradicting (2.21). In conclusion, all the approximations u r are defined on the common interval [0, τ ], with u r ∈ X 1 (τ ), and satisfying the uniform estimate (2.11). In turn, because of (1.19), (2.11) implies that the sequence (u n ) n 0 is bounded in X 0 (τ ). 4. The rest of the argument proceeds as in the proof of Theorem 5.1 of [3] , to which we refer for details; for convenience, we recall the main steps of the argument. Each function f n , defined for n 0 as the solution of (1. where ψ and ζ are suitable smooth functions. As far as we can see, the L 2 integrability in time implied by the definition of the spaces X k (T ) and Y k (T ) is not sufficient for this purpose, even if ψ and ζ are bounded in t.
To remedy this, while trying to keep some degree of analogy with the definition of strong solutions, we define weak ones as follows. Given p ∈ [1, +∞], we denote by p its conjugate index; that is, 1 p + 1 p = 1. Then, changing k into −h, 0 h m, we introduce the spaces
for some a 2. Note that, by the trace theorem,
hence, X a h (T ) → Y a h (T ) as well. In the sequel, we will write C u,v,... to denote a constant that depends continuously on powers of the norms of the functions u, v, etc., in L ∞ (0, T ; H m−h ).
3.2.
The definition of weak solution we propose is based on the following results. With these, we estimate (3.20) N(f, u (m−1) ) is. Note also that the exponents of the norms of u and ϕ at the right side of the estimates in Propositions 3.1, 3.2, and 3.3, depend only on h and m, explicitly and via p and a 0 .
3.3.
We are now ready to introduce the following 
3.4.
We now show that weak solutions are unique, at least if h m − 1. At the moment, however, we are not able to show existence of such solutions. In contrast, when h = m = 2, we can obtain the existence, but not the uniqueness, of another type of weak solutions, namely with u ∈ L 2 (0, T ; H 2 ) ∩ L ∞ (0, T ; L 2 ) (see the next section). We set Proof. We first immediately check that, since a 0 2, a 1 a 0 . Let {u, f }, {ũ,f }, be two weak solutions of problem (P) in Z a h (T ), corresponding to the same data u 0 ∈ H m−h and ϕ ∈ Y b h (T ). Let z := u −ũ and g := f −f . As shown in Section 2 of [3] , z solves the equation N(g, u (m−1) ) and, for k 2, each A k has the common structure A k =  N(z,f ,û (m−2) ), withû denoting either one of the functions u orũ. By Remark 2, each term of Eq. (3.28) is in L 2m/(m+h) for almost all t ∈ [0, T ]; hence, we can multiply (3.28) by 2 m−h z, which is in H h → L 2m/(m−h) for almost all t. We obtain:
Acting as in (3.13), we estimate
By the interpolation inequalities (3.9), we can proceed with By Hölder's inequality, it follows that, for η > 0,
having recalled the second of (3.27). The estimate of A is analogous. For the term A 1 , we have
(3.33) By (2.12) of [3] , Recalling the first of (3.27), by Hölder's inequality it follows from (3.35) that
For the terms of type A k , 2 k m, recalling that f m C ũ m m (as from Lemma 1.3 of [3]), we estimate
that is, A k satisfies the same estimate (3.35) as A 1 . Consequently, we obtain that, for η > 0, In fact, the imbedding H m → L ∞ does not hold; hence, we cannot estimate the term A + B, z > * ,m as we did in (3.29). Worse, we cannot estimate this term in L 1 (0, T ), in terms of the norm of z in L 2 (0, T ; H m ), since A + B is only in L a (0, T ; H −m ), and a < 2. Indeed, looking for example at the term A 1 , as far as we can see, the only estimate available is (this requires that z(t) ∈ L ∞ for almost all t, but this can be justified by a density argument, as in the proof of Proposition 3.2). In any case, it is clear that from (3.41) we can proceed no further.
The case h = m = 2
As we mentioned in the previous section, when h = m = 2 we can obtain the existence of a weak solution {u, f } of problem (P) in the space Y 2 2 (T ) × L 2 (0, T ; H 2 ), by means of a Galerkin approximation procedure. The a priori estimates necessary to establish the convergence of the scheme can be carried out thanks to the specific structure of the nonlinearities in the equation; in particular, the negative sign at the right side of Eq. (1.5) turns out to be essential. On the other hand, the question of existence of this kind of solutions, that is, with only L 2 integrability in time, for m > 2, as well as that of their uniqueness for m 2, remains open.
We set
this space is well defined, because if ψ ∈ L ∞ (0, T ; H 2 ) and ψ t ∈ L 2 (0, T ; H −2 ), then ψ ∈ X 2 2 (T ), so that, by (3.4) , ψ(T , ·) ∈ L 2 . The type of weak solutions we consider in this section are defined as follows. We remark that the right sides of (4.2) and (4.3) make sense, as consequence of the estimates
both of which follow from the inequality
We claim: with C independent of u and f .
Proof. If u 0 = 0, the pair u ≡ 0, f ≡ 0 is a weak solution, and the theorem is proved. Thus, we assume u 0 = 0, and proceed to obtain u and f as limits of subsequences of Galerkin approximations. 1. THE DISCRETIZED SYSTEM. For j ∈ N >0 , we consider the eigenfunctions of the Laplace operator with null-average condition, defined by
It is well known that the sequence (w j ) j 1 is a complete orthonormal Fourier system in H 0 . For n 1, we set W n := span(w 1 , . . . , w n ), and denote by P n : H 0 → W n the corresponding orthogonal projection, defined by
For each n 1, we look for a function u n : [0, T ] → W n , solution of the discrete system ⎧ ⎨ ⎩ u n t + 2 u n , w j = N − −2 N u n , u n , u n + N ϕ, u n , w j , j = 1, . . . , n, u n (0) = u n 0 := P n u 0 .
(4.10)
We interpret (4.10) as the projection of problem (P) into the finite-dimensional subspaces W n . Indeed, u n is to have the form u n (t, x) = n k=1 γ kn (t)w k (x), (4.11) so that (4.10) is in fact a n-dimensional nonlinear system of ODEs, of the form ⎧ ⎨ ⎩ γ jn = i j (t; γ 11 , . . . , γ nn ), γ jn (0) = u 0 , w j , j = 1, . . . , n, (4.12) in the unknown function t → γ n (t) = (γ 1n (t), . . . , γ nn (t)) ∈ R n . This system can be solved by means of Carathéodory's theorem, since for each γ ∈ R n the function t → ψ j (t; γ ) is measurable on [0, T ], and for each t ∈ [0, T ] the function γ → ψ j (t; γ ) is continuous on R n . Indeed, ψ j depends explicitly on t only through the function ϕ, which is measurable, and ψ j is a cubic polynomial in γ , as we see from N −2 N u n , u n , u n , w j = n h,k, =1 γ hn γ kn γ n N −2 N(w h , w k ), w , w j ; (4.13) note that N(w h , w k ) ∈ C ∞ (V ), since each w j ∈ C ∞ (V ). Carathéodory's theorem provides a local solution γ n ∈ AC([0, t n ]; R n ) of (4.12), for some t n ∈ ]0, T ]; we then define u n and f n ∈ AC([0, t n ]; W n ), respectively by (4.11) and
Then,
N(γ hn w h , γ kn w k ) = −N u n , u n , (4.15) so that, replacing into (4.10), we conclude that u n solves the equations u n t + 2 u n , w j = N f n , u n + N ϕ, u n , w j , (4.16)
for j = 1, . . . , n.
A PRIORI ESTIMATES.
We proceed to show that each pair {u n , f n } can be extended to all [0, T ], and that the sequences (u n ) n 1 and (f n ) n 1 are bounded, respectively in Y 2 2 (T ) and L 2 (0, T ; H 2 ). To this end, we multiply (4.16) by γ jn (t), and then sum the resulting identities for 1 j n, to obtain u n t + 2 u n , u n = N f n , u n + N ϕ, u n , u n . We note explicitly that it is at this point that the special structure of the equations plays a crucial role. We estimate the right side of (4.19) as N ϕ, u n , u n C ∂ 2 ϕ 4 ∂u n 4 ∂u n 2 C ϕ 3 u n 2 u n 1 C ϕ 3 u n 1/2 u n 3/2 2 C ϕ 4 3 u n 2 + u n 2 2 .
(4.20)
Putting this into (4.19), we deduce that Since u n (0) = u n 0 → u 0 in H 0 , we conclude from (4.22) that, for all t ∈ [0, t n ],
with M = 0 depending only on the data u 0 and ϕ. Since M is independent of t, (4.23) allows us to extend each u n to all of [0, T ], with u n ∈ AC([0, T ]; W n ); since M is also independent of n, (4.23) also implies that (u n ) n 1 and (f n ) n 1 are bounded sequences, respectively in Y 2 2 (T ) and L 2 (0, T ; H 2 ), as claimed.
Remark 5. We note that, provided that ϕ ∈ L 2m (0, T ; H m+1 ), steps 1 and 2 can be implemented also for m > 2, with {u n , f n } bounded in Y 2 m (T ) × L 2 (0, T ; H m ).
3. CONVERGENCE. We now show that a weak solution of (P) can be obtained as the weak limit of suitable subsequences of {u n , f n }.
3.1. Because of (4.23), there exist subsequences, still denoted (u n ) n 1 and (f n ) n 1 , and functions u, f , such that Assuming this for the moment, keeping j fixed in (4.27) and letting n → +∞, because of (4.24) and (4.26) we deduce that that is, (4.32) and, therefore, (4.31), hold. From (4.24) and (4.31), we deduce that the sequence (u n ) n 1 is bounded in the space {v ∈ L 2 (0, T ; H 2 ) | v t ∈ L 2 (0, T ; H −3 )}. By Lions' compactness theorem (see Lions [4] ), this space is compactly imbedded in L 2 (0, T ; H 2−ε ), ε ∈ ]0, 1[. Hence, there is a subsequence, still denoted (u n ) n 1 , such that, in addition to (4.24) and (4.25), u n → u in L 2 0, T ; H 2−ε strong. 
