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PREFACE 
I his dissertation entitled "Stochastic Quadratic Programming' consists of tlve 
chapters' aims to provide a comprehensive reference volume that covers fundamentals of 
Quadratic Programming and Stochastic Programming that have been used successfully in the 
field Stochastic Quadratic Programming. 
The Chapter-1 entitled "An Introduction of Mathematical Programming" is of an 
introductory nature. As the title signifies the chapter deals with Mathematical Programming 
problem, Linear Programming Problem, Non-Linear Programming Problem, Quadratic 
Programming Problem, Multi-Objective Programming Problem, Dynamic Programming, 
Goal Programming Problem, Fuzzy Programming Problem and Stochastic Programming 
Problem. 
The Chapter-2 entitled "Stochastic Quadratic Knapsack with Recourse" this 
chapter is dedicated to a study of different extensions of the classical knapsack problem to the 
case when different elements of the problem formulation are subject to a degree of 
uncertainty described by random variables. This brings the knapsack problem into the realm 
of stochastic programming. Four different model formulations are proposed, based on the 
introduction of probability constraints. The first one is a two-stage quadratic knapsack with 
recourse (2QKR), and serves as the base on which we develop the three other models. The 
second one is a 20KR with a probability constraint on the capacity of the knapsack on the 
first stage. The third one is a 2QKR where we introduce a probability constraint on the 
capacity of the knapsack in the second stage. Finally, the last model is also a 2QKR which 
uses probability constraints on the capacity constraints of both stages. As far as we know, this 
is the first time such a constraint has been used in a two-stage model. The solution techniques 
are based on the semidefinite relaxations. This allows for solving large instances, for which 
exact methods cannot be used. 
The Chapter-3 entitled "Solving Two-Stage Stochastic Quadratic Production 
Planning Problems". In this chapter we formulate a two-stage stochastic quadratic 
optimization problem that models a production planning problem of multiple products, over 
several time periods, with uncertain demands. This model considers quadratic inventory 
holding and demand backlogging recourse costs, which model the saturation phenomenon 
inherent to the increase of the invenloiy and/oi backlogged demand levels. Next, we app!> a 
decomposition algorithm for solving general two-stage stochastic convex quadratic 
continuous problems. The resulting algorithm essentially reduces to the solution of a 
sequence of linear optimization problems of the same nature of the underlying deterministic 
i 
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problem in the linear case. Finally, some numerical experiences using AMPL/CPLEX are 
reported. 
The Chapter-4 entitled "Robust Design with Dynamic Characteristics Using 
Stochastic Sequential Quadratic Programming" presents the study of Robust design with 
dynamic characteristics is an important off-line quality engineering technique for improving 
product quality over a range of input conditions by reducing variations caused by 
uncontrolled factors. Since several studies have indicated that there are important limitations 
to Taguchi's S=N ratio analysis, the solution procedure for dynamic systems deserves fiarther 
investigation. This paper proposes a stochastic optimization modeling procedure to overcome 
the difficulty in Taguchi's method to accommodate dynamic characteristics. The main idea 
underlying the proposed method is to minimize the total variations on quality characteristics 
while attaining the target performance over a range of input conditions. Due to the nonlinear 
nature of the stochastic optimization model, two stochastic versions of sequential quadratic 
programming respectively embedded with a Monte Carlo simulation and numerical 
approximations are devised to solve the problem. In the robust design of a temperature 
control circuit often discussed in dynamic problems, the proposed method performs 
efficiently and effectively. Compared with the Taguchi method, the design solved in this 
paper has smaller variations, indicating that the proposed method is a promising technique for 
dynamic-characteristic robust design. 
The Chapter-5 entitled "An Inexact Stochastic Quadratic Programming Method 
for IVIunicipal Solid Waste Management" presents that the existences of nonlinearities and 
uncertainties are the main complexities that cause difficulties in planning municipal solid 
waste-management systems. In this study, an inexact stochastic quadratic programming 
method is developed for handling nonlinearities in the cost objective to reflect the economies 
of scale and uncertainties expressed as probability distributions and discrete intervals. This 
model improves upon the conventional inexact quadratic programming and two-stage 
stochastic programming approaches. It can better reflect system cost variations and generate 
more reasonable and applicable solutions. It can also be used for analyzing various policy 
scenarios that are associated with different levels of penalties when the promised policy 
targets are violated. The developed method is applied to a case of long-term waste 
management planning. The interactive and derivative algorithms are employed for solving the 
developed model. The solutions are presented as combinations of deterministic, interval and 
distributional information. They can be used for generating decision alternatives and thus 
help waste managers to identify desired policies under various environmental, economic and 
system-reliability constraints. 
ii 
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CHAPTER! 
An Introduction of Mathematical Programming 
1.1 An Overview^ 
Since the beginning of the history of mankind, man has been confronted with, 
and intrigued by the problem of deciding a course of action that would be the best for 
him under given circumstances. This process of making optional judgment according 
to various criteria is known as the science of decision-making. Unfortunately, there 
was no scientific method for such an important class of problems until very recently. 
It is only in 1930s that a systematic approach to the decision problem started 
developing, mainly due to the 'New-Deal' in the United States and similar attempts in 
other parts of the world to curve the great economic depression prevailing throughout 
the world during this period. As a result during the 1940s, a new science began to 
emerge out. 
About the same time, during World War II, the military management in the 
United Kingdom called upon a group of scientists from different disciplines to use 
their scientific knowledge for providing assistance to several strategic and logical war 
problems. The encouraging results achieved by the British scientist soon motivated the 
military management of the U.S.A. to start on similar activities. The methodology 
applied by these scientists to achieve their objectives was named as Operations 
Research (O.R.) because they were dealing with "research on military operations". 
Operations Research is a branch of mathematical sciences which is concerned 
with the application of scientific methods and techniques to decision-making problems 
and with establishing the best or optimal solutions. 
The systematic approach to decision making generally involves two closely 
interrelated stages. The first stage towards optimization is to express the desired 
benefits, required efforts and collecting the other relevant data, as a function of certain 
variables that may be called "decision variable''. 
The second stage continues the process with an analysis of the mathematical 
model and selection of an appropriate numerical technique for finding the optimeil 
solution. 
Page 1 
Stochastic OitadratiL Programming 2011 
1.2 Mathematical Programming Problem 
Mathematical Programming first arose in the field of economics where 
allocation problems had been a subject of long interest to economists. Von Neumann 
in the late 1930s and 1940s developed a linear model of an expanding economy. 
Leontief [51] showed a practical solution method for linear type problems, when 
demonstrated his input-output model of an economy. These economic solution 
procedures did not provide optimal solution, but only a satisfying solution, given the 
model's linear constraints. Hitchcock [39] formulated and solved the transportation 
type problem, which was also accomplished by Koopman. Kantoravitch [42] 
formulated but did not solve the transportation problem. In 1945, the economist G.J 
Stigler solved the formulated "minimum cost diet" problem. 
During World War II a group of researchers under the direction of Marshall K. 
Wood sought to solve allocation type problem for the United States Air Force. One of 
the member of this group, George B. Dantzig, formulated and devised a solution 
procedure in 1947 for Linear Progi'amming (L.P.) type problem. This solution 
procedure, called the Simplex method, marked the beginning of the field of study 
called mathematical programming (M.P.). During the 1950s other researchers such as 
David Gale, H.W. Kuhn and A.W. Tucker contributed to the theory of duality in L.P. 
Others such as Charnes and Cooper contributed numerous LP applications illustrating 
the use of M.P in managerial decision-making. 
A general Mathematical Programming Problem may be stated as following: 
Max (or Min) Z =/ (A ' ) (1) 
subjectto gi{X){<,-,>)bi,y i = 1,2, ,m (2) 
and X > 0 (3) 
where Z = value of the objective function which measures the effectiveness of the 
decision choice. 
QiiX) = set of the ith constraints. 
X — unknown variables that are subject to the control of the decision 
maker. 
Page 2 
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b^ = available productive resources in limited supply. 
The objective function is a mathematical equation describing a functional 
relationship between various decision variables and the outcome of the decisions. The 
outcome of managerial decision-making is the index of performance, and is generally 
measured b> profits, sales, costs, or time. Thus, the value of the objective function in 
mathematical programming is expressed in monetary, physical, or some other terms, 
depending on the nature of the problem situation and of the decision to be made. The 
objective function may be either a linear or nonlinear function of variables. The 
objective of the decision maker is to select the values of the variables so as to optimize 
the value of the objective function Z frequently; the decision maker is confronted with 
making a sequence of interrelated decisions over time to optimize overall outcomes. 
This type of decision-making process is dynamic, rather than static. 
1.3 Linear Programming Problem 
Linear Programming (LP) is a mathematical technique most closely associated 
with operations research and management science. Linear programming is concerned 
with problems, in which a linear objective function in terms of decision variables is to 
be optimized (i.e., either minim.ized or maximized) while a set of linear equations, 
inequalities and sign restrictions are imposed on the decision variables as 
requirements (A linear equation / in-" quality is the one, which does not have a multi-
degree polynomial within it). A linear programming problem is often referred to as an 
allocation problem because it deals with allocation of resources to alternative uses. 
A general Linear Programming Problem can be described as follows: 
Max(or Min) Z =2]f^x^ (1) 
/=! 
subject to '^a,iX/<or = or>)h^ ,V/ = 1,2 ,m (2) 
/ - I 
and x^ > 0 V/ = l,2, ,n (3) 
Linear programs have turned out to be appropriate models for solving practical 
problem in many fields. G.B. Dantzig first conceived the linear programming problem 
in 1947. Koopman and Dantzig coined the name 'Linear programming' in 1948, and 
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propoNCci dP e!Tcc{!\e "simplex methtxi" for solving linear programming problems m 
l^ 4V Ddnt/ig sinipiev melhud solves J imcai piogidiii b} cvaiHiHiiig IIK cvUeniL 
p^)inls of a ton \e \ feasible region 
Linear programming is often referred lo as a uni-objeetive constrained 
uptimi/ation technique I ni objcctne relcrs to ihe tsa that imear piogramming 
problems seek to either maximi/e an objecti\e such as profit or minimize the cost. 
The maximization of profit or minimization of cost is always constrained by the real 
world limitations of finite resources. LP allows decision makers an opportunity to 
combine the constraniing imhiatious of the decision enMionment vsith LIK iiiteiattion 
of the variables they are seeking to optimize. 
Development of new techniques for solving LPP is still going on. Decades of 
work on Dantzig"s simplex method had failed to yield a pol>nomial-time variant. I he 
first polynomial-time LP problem called Ellipsoid algorithm, developed by IChachiyan 
(1979). opened up the possibility that non-combinatorial methods might beat 
combinatorial one for linear programming. Karmarker (1984) developed a new 
polynomial time algorithm, which often outperform simplex method by a factor of 50 
on real world problems. 
Some recent polynomial-time algorithms developed by Reneger [71], Monteiro 
and Adler [57], Reha and Tutun [70] are faster than Karmarkar's algorithm. 
1.4 Non-Linear Programming Problem 
Non-linear programming emerges as an increasingly important tool in 
economic studies and in operations research. Non linear programming problems arise 
in various disciplines as engineering, business administration, physical sciences and in 
mathematics or in any other area where decision must be taken in some complex 
situation that can be represented by a mathematical model: 
M'nimi/c / ( r ) 
subject to gi(x) > 0,i = 1,2, ,m 
and X >0 
Ihe function fix) or g{x) or both may be non linear function in x 
Page 4 
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Interest in nonlinear programming problems developed simultaneously with the 
growing mterest in linear programming. In the absence of general algorithms for 
nonlinear programming problems, it lies near at hand to explore the possibilities of 
approximate solution by linearization. The nonlinear functions of a mathematical 
programming problem were replaced by piecewise linear functions, these 
approximations may be expressed in such a way that the whole problem is turned into 
linear programming. 
Kuhn & Tucker [49] published an important paper "Nonlinear programming", 
dealing with necessar> and sufficient conditions for optimal solutions to programming 
problems, which laid the foundations for a great deal of later work in nonlinear 
programming. 
1.5 Quadratic Programming Problem 
A quadratic programming problem is a nonlinear programming problem with 
objective function as a sum of a quadratic and a linear form and linear constraints. 
A mathematical form of a quadratic programming problem (QPP) can be stated as: 
^/r„„,•v^,•r^^/^^„ A/r;„;w,;^Q\ n ^ y ^ — f(v\ — r'v j - v ' n Y (^\ 
iViaA.imiz.k^ \\jv iviliiiiiiiz.v/y Kj \A j — / [A I — !:L.— ' — iL y ' 
subject to ^ K.— k 
and ^ > 0 
where X_= (^i<^2, >^n)\ 
C_ = (Ci ,C2, 'CnJ • 
Each element of £ is called cost coefficient, yl is an m x n matrix whose i ,j-
th element is a^j, i - 1,2, ,m; j — 1,2, ,n;m<n and b_ = 
(bi,b2, ibn)', ^j ^ 0. The modifications are required to handle b^ of any sign. 
Ihe assumption of all b^ > 0 ensures that the model has a feasible solution and 
trivializes the task of finding such solution. D is a symmetric matrix of order n whose 
L ,j-th element is Uij ,i = 1,2, ,m;j = 1,2, ,n . The elements ofi4, ^ and 
C are (known) arbitrary constants. 
Page 5 
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We can always assume that D is a symmetric matrix. For, if D is not 
symn:etric. we can uniquely define new coefficients 
Cij = Gji = ( dij + djJ/2 ,i = 1,2,... .. ...,m;j = 1,2, ,n. 
where d^j + dji is the coefficient of X^Xj in XD X_, so that Cj^  + eji = dij + dji and 
E = ((ejy)) is symmetric. 
/ ( x ) is a point in E' while X is a point in E", the n-dimensional Euclidean 
Space. 
The slack and surplus variables are assumed to be included into the constraint 
set as and where needed. We assume that there are m constraints and n decision 
variables and m < n. 
In quadratic programming problem the structural relation among the variables 
is assumed to be known. Our aim is to determine the optimal policies subject to the 
known structural restrictions and the condition of non-negativity of the variables. The 
real problem situations do not allow the variables to have negative values. As implied, 
the optimum solution point either maximizes or minimizes some linear or non-linear 
combination of the decision variables. Since the maximum of an objective function 
equal to minus the minimum of the negative of the objective function, we can 
consider, without loss of generality, either only the maximization problem or 
minimization problem. 
i.e. m a x / ( x ) = - m i n {-f{X_)]. 
Although quadratic programming problems call for the determination of a 
global optimum, numerical techniques will, in general, lead to a local optimum. On 
the more, it is not possible to determine if a local optimum is really a global optimum. 
Even if it could be done, quadranc programming procedures have no way of 
proceeding from a local optimum to a global optimum. 
Fortunately, mathematical tools have been developed to establish the 
coincidence of the local and global optima and a number of computational procedures 
have been framed for finding a global optimum for quadratic programming problems 
for those cases where it is known that any local optimum is also a global optimum. 
The set of feasible solutions to the constraints is a convex set. Thus we know 
that if the objective function is concave over the convex set of feasible solutions, then 
Page 6 
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any relative maximum is a global maximum. Now f{X) defined in (1) is a sum of 
linear form (which may be considered as concave) and a quadratic form. Since bum of 
the two concave functions is concave over the convex set, the objective function fQQ 
will be concave over the convex set if the quadratic form X^D X is a concave function. 
X^D X^ vvill he concave if X'/) )(_ is negative semidefinite or negative definite. If X 'D X_ 
is negative definite, then /(x) is strictly concave over the convex set of feasible 
solutions to the constraints and the global maximum is unique. When X ' D X_ is 
negative definite the quadratic programming problem defined in (1) cannot have an 
unbounded solution. When )CD X_ is semidefinite, then there is possibility to have an 
unbounded solution. 
On the other hand, there is no suitable method to solve the general quadratic 
programming problem with an arbitrary symmetric matrix, Kunzi and Krelle [50]. 
The common midpoint of a family of contour lines fQC) — constant 
corresponds to a free maximum of f{X) when fQQ is strictly concave. 
Any X_ that satisfies all the constraints including the non-negativity condition of 
the variables is termed feasible. A point )C that attains the maximum (minimum) of 
f{X) over the convex region is called optimal. Given our assumption about bi 
a n d / ( x ) , three types of optimal solution are possible. The optimal point may be in 
the interior or at the vertex or on the boundary surface of the feasible domain. 
Thus nonlinear programming algorithms must permit consideration of non 
basic solutions, in sharp contrast to linear programming techniques. 
The feasible domain specified by the constraints is a convex polyhedron. As in 
the case of linear programming problem our aim is to find a point of the polyhedron 
that lies on a contour line with max f{X) value. 
In linear programming exactly n of the n + m constraint inequalities are satisfied as 
equah'ties at the optimal point of a unique non-degenerate solution whereas in 
quadratic programming problem it is true for at most n inequalities. The quadratic 
program is feasible if convex polyhedron is not empty and the constraints are not 
inconsistent. 
Page 7 
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1.5.1 Classification of Quadratic Programming Problem 
L'nconstrained quadratic minimization problem is one tliat requires the minimization 
of a quadratic function Q{X_) over the whole space R^ with no constraints. 
Equality constrained quadratic minimization problem is one that requires the 
minimization of a quadratic function Q{)[) subject to linear equality constraints on the 
variables, A X_= ^. These equations can be used to eliminate some variables by 
expressing them in terms of the others, and thereby transform the problem into an 
unconstrained one in the remaining variables Thus, these problems are 
mathematically equivalent to (and can be solved by techniques similar to those of) 
unconstrained quadratic minimization problems. 
hiequality constrained quadratic minimization problem is one that requires the 
minimization of a quadratic function (2(x) subject to linear inequality constraints 
B X_— d^, and possibly bounds on individual variables { < X_< u, and may be some 
equality constraints A X_= b_. 
Bound constrained quadratic minimization problem is one that requires the 
minimization of a quadratic function subject only to bounds (lower and/or upper) on 
the variables. 
1.5.2 Convex Quadratic Programming 
Convex quadratic programming is an important class of convex programs in 
which the objective function is quadratic and convex and the constraints are linear. 
The objective function may be a sum of a linear form and a convex quadratic form and 
hence is also convex. The standard formulation is the following: 
Minimize f{X_) = C'X + X'D X 
subjectto giK)'"AX_= b (1) 
and 1 ^ 0 
where £ is a row vector with n components, D is an n x n symmetric matrix, b an m-
vector and A is an mxn coefficient matrix. 
If D is positive semidefinite or more precisely, if / is a convex function over 
the convex set of feasible solutions 
Pages 
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S =: {X_\AI= b, I > O] . (2) 
then (1) is called a convex quadratic programming problem. 
The hyper surfaces given by A X_= b_ and X_ > 0 are called boundary surfaces 
of the convex constraint set. The convex quadratic program is feasible if s is not 
empt>. A feasible point J is a boundar>' point if it lies on at least one of the boundary 
hyper surfaces. Else, if 5[(^) < b^ and Xi> 0 for all i,] then it is an interior point of 
the convex constraint set. 
The convex quadratic program is solvable if f{X) is bounded over S and 
achieves its minimum in S. A feasible point X_* that minimizes fijC) is a solution or 
optimal point. 
i-e. / ( ^ ' ) < fOO for all X_e S 
If S is closed, bounded and nonempty, then there exists at least one solution. If 5 is not 
bounded, the boundedness of f{X) over S is not enough for a convex quadratic 
program to be solvable. 
1.5.3 Some Important Applications of Quadratic Programming 
Here we discuss some important practical applications oi QP models in different 
areas. 
(I) Finance: Analysis using QP models is an established part of selecting optimum 
investment strategies. With X_ as the vector of stock investments, the Markowitz 
model employs the variation in return as measured by the quadratic function X^D X_ , 
where D is the variance/covariance matrix of returns for measuring the risk. This risk 
is the objective function to be minimized. Constraints in the model guarantee 
conservation on the flow of funds and a lower bound on the expected returns from the 
portfolio. There may also be bounds placed on the investments in particular sectors of 
the economy (such as pharmaceuticals, utilities, etc.) to make sure that the model does 
not put too many eggs in any one basket, thus achieving diversification. Many other 
practical aspects of investing can easily be included by either adding appropriate 
constraints or modifying the objective function by including quadratic penalty terms. 
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For selecting the best investment strategy, several publications measure risk \iy 
different objective functions (see IViurty |59|). Many authors (e.g., Crum and Nye 
[23J: Mulvey [55]) have designed similar multiperiod quadratic generalized network 
flow models in vvhich interest, dividends, and loans are modelled by means of arc 
multipliers. 
(II) Taxation: QP models play a very important role these days in the analysis of tax 
policies. Political leaders at the national and state levels are relying more and more on 
such analyses to forecast growth rates in tax revenues and to set various taxes at levels 
that are likel> to ensure growth at desired rates. White [87] gives a detailed 
description of such an analysis carried out for the state of Georgia. National and state 
government taxes, such as sales tax. motor fuels tax, alcoholic beverages tax, personal 
income tax, etc., are all set at levels to ensure a healthy economic growth. Government 
finance is based on the assumption of predictable and steady growth of each tax over 
time. 
If s is the tax rate for a particular tax and 5^ the expected tax revenue for this 
tax in year t, then a typical regression equation used to predict S^- as a function of s and 
t logg St^ = a + bt + cs where a, b, c are parameters to be estimated from past data to 
give the closest fit by the least squares method, a QP technique. The annual growth 
rate in this tax revenue is then the regression coefficient b multiplied by 100 to 
convert it to percent. 
The decision variables in the model are Sj = the tax rate for tax J in the base 
year (O"^  year) as a fraction. From the known tax base for tax 7 in the 0th >ear, the 
revenues from tax j in this year can be obtained as 5^  (tax base for tax f) = x (tax base 
for tax J) = Xj . The instability or variability in this revenue is measured by the 
quadratic function (? (^) = K^D X_, where D is the variance covariance matrix 
estimated from past data. Q{X^ is to be minimized. The constraints in the model 
consist of bounds on x, and a condition that Yxj = 7 , the total expected tax revenue 
in the 0th year. And there is an equation that the overall growth rate which can be 
measured by the weighted average of the growth rates of the various taxes J. 
YJ(XJ bj) / T should be equal to the desired growth rate A. Any other linear constraints 
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that the decision variables are required to satisfy can also be included. !n fact, A can 
be treated as a parameter and the whole mode! solved as a parametric QP model, 
f^xploring the optimum solution for different values of A in the reasonable range yields 
information for the political decision makers to determine good values for the various 
tax rates that are consistent with expected growth in tax revenues 
(III) Equilibrium Models: Economists use equilibrium models to analyze expected 
changes in economic conditions, predict prices, inflation rates, etc. These models 
often involve QPs. As an example, in (Glassey [32]), a simple equilibrium model of 
interregional trade in a single commodity is described. He considers N regions and the 
following data elements and variables. 
Data: a^ > 0 the equilibrium price in the i th region in the absence of imports 
and exports. 
b^ > 0 the elasticity o^ supply and demand in the i th region. 
Cij the cost/unit to ship from itoj. 
Variables: Pi equilibrium price in the i th region. 
y. net imports into the i th region (may be > 0, or 0, or < 0) 
Xij actual exports from region i to regiony. 
If Pi > Ui, supply locally exceeds demand in the i th region, the difference 
being available for export. From this, we have Pi = a^ — b^y^. Also, y^ and x^j are 
linked through flow conservation equations. The interregional trade equilibrium 
conditions are 
Pi + Cij > p, for all I, j 
{pi +Cij -V,)x„ = 0 foralU, j 
If the first condition above does not hold, exports from i to j will increase until 
the elasticity effects in markets / and/ rise, and prices will adjust so that additional 
profit from export no lougei exists. / Iso , if .v^ j > 0 , we must have p^ + c^j — Pj = 0. 
It can be verified that these conditions are the first-order necessary optimality 
conditions for a quadratic network flow problem in which the quadrafic objective 
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function can be interpreted as a net social payoff function. Using this observation 
(Glassey [32]) describes a procedure for computing the equiHbrium prices and flows 
based on solving the QP. 
In the same way traffic engineers use traffic equilibrium models solved by 
quadratic network flow algorithms for road and communication network planning. 
These traffic equilibrium models typically have hundreds of thousands of variables 
and constraints and are probably the largest QP models solved on a regular basis. 
(TV) Electrical Networks: Even during the ph>sicist J.C. Maxwell's time in the 
second half of the 19"^  century, it has been well recognized that the equilibrium 
conditions of an electrical or a hydraulic network are attained at the point where the 
total energy loss is minimized. Dennis ([26]) has formally shown that the sum of the 
energy losses in the resistors and at the voltage sources in an electrical network, is a 
quadratic function of the branch currents, if all devices in the network are of a linear 
(i.e., ohmic) nature. Using this he formulated the problem of determining the branch 
currents at equilibrium in an electrical network connecting various devices, voltage 
sources, diodes, and resistors, as a QP. He then showed that the optimality conditions 
for this QP are precisely the Kirchoff laws governing the equilibrium conditions of the 
network, with the Lagrange multipliers representing node potentials. In the 
distribution of electrical power, this QP model is used to solve the load flow problem 
concerned with the flow of power through the transmission network to meet a given 
demand. 
(V) Power System Scheduling Problem: The economic dispatch problem in an 
electrical power system operation deals with the problem of allocating the demand for 
power - or system load- among the generating units in operation at any point of time. 
The optimal allocation of load among the units to achieve a least cost allocation 
depends on the relative efficiencies of the units and can be modelled as a QP (see 
Wood [90]). In power system operation, this model is usually solved many times 
during the day with appropriate load adjustments. 
(VI) Application in Solving General Nonlinear Programs: At the moment, one of 
the most popular algorithms for solving general nonlinear programming problems is 
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the SQP (sequential or recursive quadratic programming) method. It is an iterative 
nvethod that in each iteration solves a convex QP to find a search direction and a line 
search problem (1-dimensional minimization problem for a merit function) in that 
direction. The original concepts of this method are outlined in (Wilson [88]; Han [36|; 
Powell [67]), but it has been developed into a successful approach through the work of 
many researchers (see Eldersveld [27]; Bazaraa et al. [4] of Chap. 5; Murty [60] of 
Chap. 2). The success of these methods has made QP a very important topic in 
mathematical programming. A nice software package for nonlinear programs based on 
this approach is FSQP (Zhou and Tits [91]). 
1.6 Multi-Objective Programming Problem 
After the development of the simplex method by Dantzig for solving linear 
programming problems, various aspects of single objective mathematical 
programming have been studied quite extensively. It was however, realized that 
almost every real life problem involves more than one objective. Multi objective 
programming is a powerful mathematical procedure and applicable in decision making 
to a wide range of problems in the government organizations, non-profitable 
organizations and private sector etc. 
A multiple objective linear programming model with p objectives functions can be 
stated as follows: 
Max or Mm { f,(X)J,(X) f]JX) } | 
subject to X eS J 
where f, (X), V /=1,2 p is a linear function of decision variable X and S is 
the set of feasible solutions. 
The ideal solution for a multiple objective linear programming problem would 
be to find that feasible set of decision variables X , which would optimize the 
individual objective function of the problem simultaneously. However, with the 
conflicting objecfives in the models, a feasible solution that optimizes one objective 
may not optimize any of the other remaining objective functions. This means that 
what is optimal in terms of one of the p objectives is generally not optimal for the 
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Other p-\ objectives i.e.. multiple objective optimization has no wa> in which we 
ma) optimi/e all the objectives simultaneously. 
A number of methodologies have been developed to handle the problem of 
multiple objectives. Methods of multi-objective optimization can be classified in 
man}' ways according to criteria, hi Cohn (1985). they are categorized into two 
relatively distinct subsets: generating methods and preference-based method. In 
generating methods, the set of Pareto optimal (or efficient) solutions is generated for 
the decision maker, who then chooses one of the alternatives. In preference-based 
methods, the preferences of the decision maker are taken into consideration as the 
solution process goes on, and the solution that best satisfies the decision maker's 
preferences is selected. 
Infact there is no universally accepted definition of "optimum" in multiple 
objective optimizations as in single objective optimization, which makes it difficult to 
even compare results of one method to another. Normally the decision about what the 
"best" answer is corresponds to the so-called human decision maker CeoUo [12]. 
1.7 Dynamic Programming 
Dynamic programming is a mathematical technique concerned with the 
optimization of multi-stage decision processes. The technique was developed in the 
early 1950s by Richard Bellman, who also coined its name "'Dynamic programming". 
The name might suggest that dynamic programming refers to problems in which 
changes overtime were important. However, the technique can be applied to problems 
in which time is no way relevant. In this technique, the problem is divided into small 
sub problems (stages) which are then solved successively and thus forming a sequence 
of decisions which leads to an optimal solution of the problem. 
Unlike linear programming, there is no standard mathematical formulation of 
the dynamic programming problem. Rather, d}namic programming is a general 
approach to solving optimization problem. Each problem is viewed as a new one and 
one has to develop some insight to recognize when a problem can be solved by 
dynamic technique and hoys' it could be done. This ability can possibly be best 
developed by an exposure to a wide variety of dynamic programming applications. 
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There are some common features of all dynamic programming problems, 
which act as a guide to develop the dynamic programming model. 
1.8 Goal Programming Problem 
The Goal Programming (GP) is the most widel> and suitable technique for 
solving the multi-objective linear problems. In searching for the origin of the goal 
programming analysis, some analysts start with G.B. Dantzig's (1947) iterative 
procedure used in the analysis. While this start may be appropriate, it does not focus 
clearly on the specific nature of what is known today as goal programming. The ideas 
of goal programming were originally conceived by Charnes [18] for solving multi-
objective linear programming problems. One of the most significant contributions that 
stimulated interest in the applications of GP was due to Charnes and Cooper [17].They 
introduced the concept of goal programming in connection with unsolvable linear 
programming problems (LPP). Additionally they pointed the issue of goal attainment 
and the value of goal programming in allowing for goals to be flexibility included in 
the model formulation. 
Another contribution during 1960s that had a significant impact on the 
formulation of the goal programming models and their application was contained in a 
text written by Ijiri [40]. He explained the use of "preemptive priority factors" to treat 
multiple conflicting objectives in accordance with their importance in the objective 
function. Ijiri also suggested the" generalized inverse approach" and doing so, 
established goal programming as a distinct mathematical programming technique. 
Goal Programming is suitable for the situations where a satisfactory solution is sought 
rather than an optimal one that seeks the attainment of more than one goal. It attempts 
to achieve a satisfactory level in the attainment of multiple (often conflicting) 
objectives. 
Thus goal programming, like other multiple objective techniques is meant not 
for optimizing but for satisfying "as close as possible". Since there is no well-accepted 
operations research technique to find the optimum solution for objective optimization 
problems, goal programming gives a better representation of the actual problem. 
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In general the Goal Programming model can be stated as follows: 
Min Z - 2 ] vi^ ',I\ d ( for k = \2. K) (1) 
subjectto 2^<:/„x^-hJ;-^ = b, (fori^\2 P) (2) 
and x^,d] ,d\ >^(fori^\X , P ; . / = U ,n) . (3) 
where the objective function minimizes Z which is the sum of weighted deviational 
variables. ?]^ are the preemptive priorit}' factors. The weight w is assessed for each Ith 
deviational variable and attached to each ^th priority factors. The objective function is 
minimized subject to ? goal constraints where a^'s are the coefficients for the 
decision variablesx,'5. There are n decision variables in the model. The value bi 
represents the right-hand-side for the goal constraint. 
1.9 Fuzzy Programming Problem 
The mathematical model for a multi-objective mathematical programming 
problem can be presented as follows: 
Max:f, (x)=f, (x„x„ ,x„ ),k = 1,2 K (1) 
subjectto g,fx,,X2, x^) <b, ,i = 1,2, m (2) 
and X, >0 , y = l,2 m. (3) 
It is assumed that the functions/.fxj, A: = 1,2 K and g,(x) ,i = l,2,..,m are of 
either the convex or the concave type (they may be linear or non-linear). The above 
problem can be described as a vector-maximum problem. We further assume that the 
problem is feasible and that there an optimal compromise exists. Fuzzy set theory for 
decision-making was first introduced by Bellman and Zadeh [9]. This technique has 
been applied to almost all mathematical programming problems, including linear 
programming, non-linear progranmiing, stochastic programming and dynamic 
programming, and too many other real-life mathematical programming problems 
(Kibzun and Kan [44J; Mohan and Nguyen [56]; Romero [72j; Ballestero [5]). hi this 
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section, we present a brief fuz/y programming method for solving the deterministic 
problem. 
Let XY' X'/\XV', Xl," be the ideal solutions for the respective objective 
function. Using the above ideal solutions, we formulate a pay-off matrix. Then lower 
and upper bound of each of the objective functions is estimated from the pay off 
matrix as 
L,<f, <U, ,k^\2 K (4) 
Next, we deime a fuzzy membership function for the k objective function,/^ : 
Mijx)-- ^^' ^^ ifL,<f,<U, (5) 
The above membership function is used to formulate a crisp model: 
Mm:X (6) 
subject to A (" XpX,, x„) + (U;^~L^)>U^ , k = ],2, ,K (7) 
g / X | , X 2 , x,,)<b, ,i = \,2, ,m (8) 
and /l>0,x, >0, 7 = 12, ,rr (9) 
1.10 Stochastic Programming Problem 
Stochastic programming is a framework for modeling optimization problem 
that involve uncertainty, whereas deterministic optimization problems are formulated 
with known parameters. Real world problems almost invariably include some 
unknown parameters. When the parameters are known only within certain bounds, one 
approach of tackling such problem h called robust optimization. Here is a goal to tlnd 
a solution, which is feasible for all such data and optimal h\ some sense. Stochastic 
programming models are similar in style but take advantage of the fact that probability 
distributions governing the data are known or can be estimated. The goal here is to 
find some policy that is feasible for all (or almost all) the possible data, for instances, 
for maximizing the expectation of some function of the decisions and random 
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variables. More generally, such models are formulated, solved anahtically or 
numerically, and analyzed in order to provide useful information to a decision maker. 
Beginning with the seminal work of Beale [7], Bellman [10], Bellman and 
Zadeh [9], Charnes and Cooper [18J, Dantzig [24] and Tintner [81], optimization 
under uncertainty has experienced rapid development in both theory and algorithms. 
For detail information related to stochastic optimization, there are many recent text 
books of Bertsekas and Tsitsiklis [82], Birge and Louveaux [11], Kail and Wallace 
[41], Pre'kopa [68] and Zimmerman [93]. 
A stochastic linear programming problem can be stated as: 
Maximize f(x) -"^c^x^ (1) 
subject to ^Qy-y, ^6, (2) 
( = 1 
and X, > 0 . y = f2, n. (3) 
where c^ , a,^  and b, are random variables. 
(a) Two Stage Stochastic Program ning 
Tv/o-stage stochastic programming is concerned with problems that require a 
here and now decision on the basis of given probabilistic information on the random 
data without making further observations. The cost to be minimized consist of the 
direct costs of the here and now (or first-stage) decision as well as the costs generated 
by the need of taking a recourse (or second-stage) decision in response to the random 
environment. Recourse costs are often formulated by means of expected values with 
respect to the probability distribution of the involved random data. In this way, two-
stage models and their solutions depend on the underlying probability distribution. 
Since this distribution is often incompletely known in applied models, or it has to be 
approximated for computational purposes, the stability behavior of stochastic 
programming models when changing the probability measure is important. 
This problem is studied in a number of papers published by Artstein and Wets 
[3], King and Rockafellar [45], Romisch and Schultz ([73], [74]), Shapiro ([76], [77]). 
Artstein and Wets [3] obtained general results on continuity properties of optimal 
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values and solutions when perturbing the probability measures with respect to the 
topoiog> of weak convergence. Quantitative continuity results of solution sets to two-
stage stochastic programs with respect to suitable distances of probability measures 
are obtained by Romisch and Schultz ([73J, [74]). Asymptotic properties of statistical 
estimators of values and solutions to stochastic programs arc derived by King and 
Rockafellar [45J and Shapiro ([76]. [77]). 
(b) Chance Constrained Programming 
Although two-stage stochastic linear programs are often regarded as the 
classical stochastic programming-modeling paradigm, the discipline of stochastic 
programming has grown and broadened to cover a wide range of models and solution 
approaches. Applications are widespread, from finance to fisheries management. An 
alternative modeling approach uses so-called Chance constraints. These do not require 
that our decisions are feasible for (almost) every outcome of the random parameters, 
but require feasibility with at least some specified probability. One natural 
generalization of two stage model extends it to many stages. Here each stage consists 
of a decision followed by a set of observations of the uncertain parameters which are 
gradually revealed overtime. In this context stochastic programming is closely related 
to decision analysis, optimization of discrete event simulations, stochastic control 
theory, Markov decision process and dynamic programming. 
In chance constrained programming, the stochastic linear programming 
problem is stated as follows: 
n 
Minimize f(x) =^< "^yA", (4) 
;=i 
subject to P Z«.^ ; ^^ ' > p, ,/ = l,2 m (5) 
and x^ >0 ./-1.2, n (6) 
where c a and A, are random va;iables, and/?, are specified probabilities. 
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Note that equation (5) indicate that the /th constraint y]a„x^ </>, has to be satisfied 
with a probabiHty of at least p, where 0< p <1 
Chance constrained programming was formulated originally by Charnes, 
Cooper and Symonds [19| and Charnes and Cooper [18] and has since been further 
developed and applied by Charnes and Cooper ([16], [15]), Charnes Cooper and 
Thompson ([14], [15]), Bel Israel [8], Kataoka [43], Kirby [46], Naslund [61], Thiel 
[80], Van De Panve and Popp [83] and Miller and Wagner [54]. 
1.11 Applications of Stochastic Programming 
(I) Energy 
A particularly important field of application of stochastic programming is the 
optimization of production, trading, storage, and transportation of all kinds of energy, 
i.e., electricity (power), gas, oil; e.g., (c.f Wallace and Ziemba [85]) for a recent 
survey. Typically, the stochastic nature of prices and demands cannot be neglected in 
energy optimization models. Especially the optimization of electricity production and 
trading (electricity portfolio management) seems to fit exceedingly well to the 
stochastic programming paradigm. One reason for this is that regulations for 
electricity trading include a fixed time discretization into intervals of, e.g., one hour 
length. 
Moreover, electricity is a non-storable commodity and, therefore, the 
consideration of the stochastic nature of the parameters becomes even more important 
since discrepancies at one time cannot be compensated at another time. There is a lot 
of literature dealing with optimal power planning in terms of stochastic programming. 
A general distinction may be drawn between models for systems in regulated and in 
liberalized markets. However, several other distinctions can be made, e.g.. with 
respect to the level of abstraction from physical aspects of electricity production and 
transmission. 
The classical application in regulated markets is the so-called unit commitment 
problem where a number of power production units (e.g., blocks of thermal power 
plants or hydroelectric power plants) have to be scheduled in such a way that the 
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(Expected) fuel costs are minimized under the constraint that a (stochastic) demand of 
elcctricit> is always met. hi addition, there are technical constraints for each unit; etc.. 
(cf. Nowak [62]: Nowak and Romisch [63]: Growe-Kuska and Romisch [34] for a 
seminal stud>. For further studies; etc., (cf Sen et. al. [75]; Philpott and Schultz [64]; 
Fscudero et al. [28]). Some of these already incorporate aspects of liberalized 
markets. 
Within a liberalized market power production and demand satisfaction do not 
necessarily need to be optimized jointly. Production capacity as well as demand can 
be submitted to an electricity pool market, e.g., to the spot market auction of a power 
exchange. For a producer it may be reasonable to consider some units (or even a 
single unit) and to optimize their (its) production schedule only with respect to the 
pool market; etc., (cf Fleten and Kristoffersen [30]; Conejo et. al. [21]; Plazas el. al. 
[65]; Philpott and Schultz [64]). Also retailers and distributors can rely solely on the 
market to satisfy electricity demands; etc., (cf Fleten and Pettersen [31]). In either 
case, there is the question of optimal offer construction since electricity spot markets 
typically allow to submit offers which are sensitive to the effective market clearing 
prices; etc., (cf Fleten and Pettersen [31]; Fleten and Kristofferson [30]; Philpott and 
Schultz [64]; Coneja et. al. [22]; Plazas et.al. [65]). 
However, spot market prices are known to be highly volatile, hence, the 
consideration of financial risk is indispensable in this case. Market price risk may be 
reduced by hedging instruments, i.e., by energ>' derivative products such as futures or 
options; etc., (cf Clewlow and Strickland [20]). For managing these hedging 
instruments, stochastic programming may again be an appropriate framework, in 
particular if an integrated handling of optimal production planning and risk 
management is adopted; etc., (cf Fleten et. al. [31]; Hochreiter et. al. [38]). In the later 
study it is shown that the integrated approach yields additional overall efficiency. 
Alternatively, bilateral delivery contracts between producers and distributors may be 
arranged to reduce the impact of spot market volatility to the respective revenues. 
Finally, the trend towards renewable energy sources yields additional 
challenges for optimization in power. The consideration of physical aspects of 
electricity, production and transmission becomes more important; etc., (cf Handschin 
et. al. [37]) for stochastic programming study on dispersed generation taking into 
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account the topology of the transmission network. 
(II) Other Applications 
Many real-world applications of mathematical programming could be 
reasonably extended to stochastic programming models since there are often some 
parameters that could be considered as uncertain. 
However, if the degree of uncertainty is low, the effort to pass from a 
deterministic to a stochastic model might not be worthwhile; the abandonment of 
other model assumptions and simplifications may be more rewarding. Furthermore, 
the availability of statistical information about the uncertainties is a necessary 
condition for a stochastic approach. And, moreover, the question arises whether it is 
then possible to solve a particular stochastic programming model since the additional 
complexity induced by the stochastic is typically huge. 
Notwithstanding these limitations stochastic programming has been 
successfully applied to numerous real-world problems. Important fields beside energy, 
where the stochastic programming approach has turned out to be essential or fruitful, 
are, e.g., finance (Ziemba [92]), logistics (Powell and Topalogu [66]). engineering, 
production, revenue management, airline planning, supply chain management, sports, 
catastrophe management, and others; etc., (cf. Wallace and Ziemba [85]) for a recent 
collection of case studies and reviews. 
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CHAPTER-2 
Stochastic Quadratic Knapsack with Recourse 
2.1 Introduction 
The knapsack problem (KP) is a well-known and well-studied problem in 
combinatorial optimization. Knapsack problems are often used to model mdustr'ml 
situation, financial decisions or network design problems. They may also appear as 
sub-problems of larger or more complex problems. The most famous form of KP is 
the single constraint binary version: we are given N items, with return p^ for the 
item i, and a weight <w, for the item t, with i — 1,2,..., N and a knapsack capacity c. 
The problem is to select a subset of items so that the weight of the subset does not 
exceed c, and gives a maximal total return. In this form, the problem is known to be 
NP-Hard Garey and Johnson [1], and has been intensively studied in the past decades, 
and several exact and approximate algorithms are known for this problem. In 
particular, it admits a FPTAS Ibarra and Chul [2]. For the quadratic knapsack 
problem, a survey done by David Pisinger [3] gives detailed information on the 
problem and a number of results on the performance of various relaxations and 
algorithms used to solve or approximate the problem. 
In the case of modeling financial decisions, transportation, or production plans, 
however, this formulation shows its limitations, since it does not take into account 
uncertainty on the problem parameters, such as the prices pj or the weights (0,. 
Similarly, such decisions are not static, and this model cannot take into account new 
information available on the prices or the weights. There have been several studies 
done on the stochastic knapsack problem in the past years: work has been done to tlnd 
heuristics see Amy Mainville Cjhn and Cynthia Barnhart [4], approximation 
algorithms Anton and Jason [5]. Brian C. Dean, Michel X. Goemans, and Jan Vondrak 
[6|, David B. Shmoys and Chaitanya Swamy [7]. . 
Stochabtic knapsack problems can reach a number of bmary variables and 
constraints of such magnitude that commercial packages cannot find a solution in a 
reasonable time or memory space, requiring the use of linear relaxations to find an 
upper bound on the problem. While linear relaxations were successful for many 
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combinatorial optimization problems, it turns out that knapsack problems, especially 
their quadratic formulation, cannot be approximated tightly by linearization based 
methods. Stronger relaxation methods, namely semidefinite relaxations (called SDP 
thereafter), have turned out to be particularly interesting for such combinatorial 
optimization problems Michel X. and David P [8], C. Helmberg and F. Rendl [9]. See 
also David Pisinger [3] for a survey on the quadratic knapsack problem. 
More precisely, semidefinite programming is a recent development of convex 
optimization, which deals with optimization problems over symmetric positive 
semidefinite matrices with linear cost function and linear constraints. Groetschel and 
al. showed that semidefinite optimization problems can be solved in polynomial time 
Grotschel and Lovasz [10]. 
In this chapter the two-stage quadratic knapsack with recourse which is used as 
the base for three variants of stochastic optimization problems are presented: the first 
one is a two-stage quadratic knapsack with probability constraint on the capacity in 
the first stage. The probability constraint is used to model the risk we are willing to 
take when making our initial decision. We only know some information about the 
weights of the items, but we have to take a decision with this limited knowledge at the 
risk of breaking the capacity constraint with the knowledge that a second stage 
decision (the recourse) will come after, allowing to correct the decision to some 
extent. In this chapter, we consider a two-fold recourse, in the sense that items can be 
removed if they turn out to be suboptimal or if their weight appears to be too heavy, or 
added if they appeared to be uninteresting at first, but reveal to be desirable. The 
second model is a two-stage quadratic knapsack with probability constraint on the 
second stage capacity constraint. In this model, we also have a two-stage formulation 
which models a situation where we make a decision with limited information, but 
where the second stage decision is made after receiving additional (but still 
incomplete) information about the weight, or prices. This allows to modify initial 
decisions. In this model, since at the second step, some information is still unknown, 
we face a risk of breaking the capacity constraint when taking the second stage 
decision. Finally, the last model combines the probability constraints on the capacity 
constraint in both stages. In this model, we are willing to take a risk in all the 
decisions. 
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!!ic iniiial Jcusiori is made dining ihe hrst stage beloic MiDWJiig llit 'C<il!/aliu!i. o! 
ihe random varubiCN Iheii ihese reali/alums dxc IpartiaU) ) re\ealed and the second 
stage decision is made uhich corrects the first stage decision, taking into account this 
mlbttnatior; Jhi-- m<«!ciine schc-ait is knowi. as stochastic progratp with recourse. 
Moreover, we introduce probability constraints in the second stage, lo the best ol'our 
knowledge, this formulation has not been studied in the literature. We start by 
formulating the general quadratic stochastic program with recourse with probabilitx 
constraint hi the bccond ,-ilagc. A generic quadratic stochastic problem with recourse 
can be modeled as follows: 
max x' CX + E^O(u,(o) (1) 
R X < s (2) 
where (2) models generic linear constraints, with R&%"""' and.se 9?"'. The second 
stage value is given by the solution of the problem: 
Q(u,co) - maxu' D(coju (3) 
II 
W(co) + T((o)x< h(Q)) (4) 
In this model, the uncertainty is described by the probability vector co with a 
given probability distribution. When the initial decision is made, co is unknown. After 
this decision, part of the information is revealed. This corresponds to the realization of 
random vector co. The second stage decision can then be taken, with knowledge of co 
and of the first stage decision v. More details can be found in R. Lopez A. Gaivoronsk 
[in. 
2.2.1 First Stage Decision 
We now need to adapt this generic model to our knapsack problem. We assume we 
have n items, and each item is chaivcterized by its value c,^, and weight w'^ . i = I: n. 
Each item pair is characterized m the same manner by Itb value c\j. The objective is to 
maximize the value of the items contained in the knapsack, with the constraint that it 
has a limited capacity cJ. The selection of an item during the first stage is defined by a 
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binary decision variable i, which takes value 1 if the item i is included in the selection 
and 0 otherwise. The formulation of this first stage decision of the problem is of the 
following: 
max Y^YJ'^-I ^' ^ / + E^^Q(u.a)) (5) 
'^w,x, < d (6) 
; = i 
The constraint (6) describes the knapsack capacity constraint. Equation (5) 
consists of two parts: the value of the knapsack during the first stage and the expected 
value of the same knapsack during the second stage. This expected value depends on 
the items selected in the first stage (the vectors), and the realization of the random 
vector CO. 
2.2.2 Second Stage Decision 
After the first stage decision is made, the values of items may change, as well as their 
weight. During the second stage, the item i has the value />„ (co) and the weight v, ((o). 
Each item pair (i,;) has the value b^^ (co). Similarly to the first stage, there is a 
constraint on the capacity of the knapsack, which is subject to change too. We note the 
new capacity/?(^6;j. The realization of vector co is known before making the second 
stage decision. 
The second stage decision allows to change the initial decision in order to 
correct mistakes which appear after extra information is known. There are two 
possibilities: first, an item which was selected during the first stage can be removed. 
In this case, we describe this decision by a binary variable u~^ set to 1 if item / is 
removed from the knapsack, 0 otherwise. Likewise, an item that was previously 
rejected can be selected. In this case, we use a binary variableii,, set to 1 if we select 
the item i in the second stage, 0 otherwise. Note that if item i was selected during the 
first stage, then if it is not removed during the second, it is considered selected again 
(i.e. M, = 1) in the second stage. When an item i is removed, it comes at a cost, which 
includes penalties, such as time or manipulation costs necessary to reorganize the 
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knapsack. This allows us to formulate the second stage decision as follows: 
z/, >x, -u~ , 7=1 ; n (8) 
//" <x, , i = ] n (9) 
N 
'Y,v,(co)(u,+ X, -n;) <h(co) (10) 
( = 1 
Equation (7) is our objective: we want to maximize the value of the knapsack 
where we reduce the cost of removing items previously selected. The two constraints 
(8) and (9) link the first stage and second stage decisions: the first one means that if an 
item i was selected during the first stage and not deselected, then it is necessarily 
considered selected during the second stage. Conversely, the constraint (9) means that 
only an item that was selected during the first phase can be deselected. Constraint (10) 
represents the capacity constraint in the second stage. 
This model serves as the base on which we build stochastic extensions: first we 
introduce a probability constraint on the first stage of the problem, in the first sub-
section, then in the second sub-section we look at the model where the probability 
constraint is on the second stage. Finally, in the third sub-section, we combine 
probability constraints in both stages. 
2.3 Probability Constraints in the Two-stage Quadratic Knapsack 
In order to model the risk, we need to introduce probability constraints. Taking a risk 
in a two-stage decision process can happen in either or both of the stages, therefore 
leading to three variants of the two-stage quadratic knapsack. 
2,3.1 Two-Stage Quadratic Knapsack Problem with Probability Constraint in the 
First Stage 
In order to mode! risk-taking in the first stage decision, we have to replace the 
capacity constraint (6) with a probability constraint. 
p\Y,w,((l>)x,<d\>(\-a:) (11) 
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Where ^ is a probability vector with a given known distribution representing the 
uncertainty on the weights of the items, and ex, is the risk we take of ignoring the 
capacity constraint. This case corresponds to a situation in which we must make a first 
decision under very limited knowledge (on the weights and on the future), knowing 
that we will be able to correct the decision in a second stage. 
2.3.2 Two-Stage Quadratic Knapsack Problem with Probability Constraint in the 
Second Stage 
Similarly to the case with a probability constraint in the first stage, the base problem 
(5)-(10) can be modified to allow risk-taking in the second stage decision. We have to 
replace constraint (10). This time, we model the added uncertainty on a second 
probability vector^, conditioned on the vector&>.While the realization of vector & is 
known before making the second stage decision, only the distribution of ^  is known, 
conditioned ono. 
P\Y.V,(W,I//)(U,+X,~U; )< h(w,ii/)\co\>(\-a,) (12) 
This situation corresponds to the case where information about the future is very 
limited. In fact, the distribution of v* eights in the second stage is not known until after 
CO is realized. 
2.3.3 Two-Stage Quadratic Knapsack Problem with Probability Constraint in the 
Both Stage 
Finally, the last variant combines risk taking in both stages. This combines the limited 
information of both cases above: the tlrst decision is taken with uncertainty about the 
first stage weights, then information is revealed, but is still incomplete, which leads to 
a second stage decision under uncertainty. In this case the problem becomes: 
max XS*^'/ ^' ^1 + ^ uQ(^'^'^) ^^^) 
p\f^w,(<P)x,<d\>(\-a,) (14) 
1=1 
Page 28 
stochastic Ouadiatit Progiamming 2011 
\ N ^ h 
Q(u.oJ) = max'^'^b,I (aj)u, u^ ~ "^^b" (a))u'u~ (15) 
" " =-1 / - I -< i ~ i 
u>x~u,i = \ n (16) 
z/~ <j , , / = 1 .- n (17) 
P\YV,(W.'V)(U,+X,-U; )< h(w,,//)\co\>(\-a,) (18) 
As we showed in Gaivoronski and Lisser [11], formulation (5)-(10) of the two-
stage quadratic knapsack problem is quite general and covers many specific cases. 
Our formulation (5)-(10) is general enough to allow the modeling of additional 
characteristics which do not appear explicitly in the problem description. The main 
such feature is that this model allows a different composition of the allowable set of 
items during the first and the second stage. Since the weights of the items and the 
capacity of the knapsack may change (based on the realization ofco) between the first 
and second stage, it allows us to model cases where some items may not be allowed 
during either stage. For example, an item could be unavailable during the first stage 
and only available during the second stage, in which case it would have co, >d. This 
also allows having different set of items for the two stages, which is traditional in 
recourse models: items which can only be decided on in the first phase will have a 
deselection cost b~, set to a very large number (to prevent deselection), and a second 
stage value Z>,,,/), ^ < 0 (which means selection in the second phase is suboptimal, 
since it only affects the weight and does not increase the profit). 
We will now work with this problem and reformulate it in order to be able to 
use resolution techniques like SDP. The tlrst step of the reformulation is to rewrite the 
problem into deterministic equivalent problems. Then we will be able to use 
semidefinite relaxations on the deterministic equivalent problems. 
2.4 Deterministic Equivalent Problem 
In order to rewrite the stochastic quadratic knapsack with recourse into a deterministic 
form, we need to consider the case when the distribufion of the random vectors^, a 
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and I// is concentrated in a finite number of points. We assume that the random vector 
a is concentrated in the fmite number of pointsfti^. k = / ; K with probabilities/?^". 
We will refer to these points as scenarios. In this case the problem (5)-(10) can be 
rewritten as follows. The objective function in the first stage becomes: 
max 
With the second stage decision becoming: 
(19) 
Q(u,k) = max YLh,„ u 
h N 
n " ; A TJlK. ^'\ "~>^ 
, = \ ; = l 
(20) 
The second stage constraint capacity also changes: 
N 
X v „ (u„ +x, -M- ) < h(a)) \/k = l:K (21) 
where Q(u,coJ=Q(u,k), h,/coJ=b,^^. b'(co,)=b-^^, v,(oj,)=v,,, h(coJ = h, 
Substituting (20) into (19) and collecting constraints for each scenario we obtain an 
equivalent problem: 
max 
N N N N K f N N 
ZZ '^i- '^^ y + Z K ZZ^'i* ",/t"A- ZZ^^ 
= 1 ( = 1 l = \ 1 = 1 
II, > X, - u", , i = \: n, k=l:K 
u~ < X, , i = I : n,k = \: K 
V 
(22) 
(23) 
(24) 
(25) 
(26) 
2.4.1 Probabilistic Constraints 
Probability constraints (11) and (12) are reformulated as deterministic equivalent 
constraints. Suppose that the random vector ^ (resp. pl'^) is concentrated in the finite 
number of points ^i, 1 = 1 • L (resp.if/,^^,k-\: K, r = \ : R) with probabilities 
pf (resp.pl)such ^hat 
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Y^pl =1, Pi, >0, k^\ K 
r =1 
Then constraint (11) is equivalent to the pair: 
/e l 
Where (0,/=co^((fi), d,~d(^) and r is a subset of scenarios of set {i, ,L} where the 
capacity constraint is satisfied, while the set {l,...,l|\r corresponds to the scenarios 
where risk is taken. These constraints can be reformulated as binary constraints by 
introducing the auxiliary binary variable yf (resp.yl^) for each scenario 1 = 1: L (resp. 
observation r = 1: R and scenario k = 1: K) as follows: 
y; 
\o if / G T 
1 otherwise 
This yields the following deterministic equivalent constraints: 
^fi; , ,x < di+Mf yf 
(27) 
/ = ! 
where Mf is an arbitrary number such that 
Mf >Y.co„-d, 
In the same manner, constraint (12) is equivalent to: 
' N 
E ^.kr(u,t^x,-u~k) ^ ^kr' re A,, k = \ • K 
1 = 1 
where v,^ ^ = v,^  f^ ^ J , /7^ ^ =/;^ ("i//^ ;^ A^ is a subset ofjl,...,/?/.Again we can 
reformulate them using binary variables: 
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yl 
\u if re/\^ 
1 otherwise 
Yielding the following deterministic equivalent constraints: 
T; (28) 
r = \ 
where A/J' is an arbitrary number such that 
N 
Ml' > maxY^v,,, - h,, 
2.5 Conclusion 
In this paper we detailed the models for two-stage quadratic knapsack problems with 
recourse, on which we introduced probability constraints on the first stage, second 
stage, or both. Currently, numerical experiments are underway to complete those 
presented in Gaivoronski and Lisser [11]. Furthermore, these experiments add a 
distinction between models where the deselection of items is allowed {like presented 
in this paper {and the case where items can only be added, and not removed. These 
experiments compare the problem size and result between a MIP formulation solved 
by CPLEX, a LP relaxation, and various SDP relaxations for various sizes of instances 
of each variation. In particular, we show that these problems, even for low values of 
the size parameters (number of items, number of scenarios), quickly grow into large 
numerical problems where exact resolution is impossible. When this happens, we look 
at the improvements brought by the SDP relaxations over the LP relaxation. 
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underlying deterministic problem m the linear case, which we assume, as our 
paradigm, ihal we know iiov\ to efficientl} solve to optimalii}. 
The paper is organized as follows: after this introduction, in section 2, we 
describe a deterministic production planning model and the proposed extension to a 
stochastic optimization model. In section 3. we describe the algorithm used for solving 
the quadratic optimization model. In section 4 we report the computational results 
obtained with this algorithm and, finally, in section 5, we state some brief comments 
and conclusions about the present paper. 
3.2 The Planning Production Model 
In order to obtain an efficient production planning policy, our deterministic model 
considers an objective function that maximizes the total profit of the plant, defined as 
the difference between the total incomes and the total costs. The cost function 
includes: the production and raw material cost, the inventory holding cost and the 
demand backlogging cost. The inventory and backlogging costs consider increasing 
marginal costs with constant rates of change, which give rise to quadratic penalty 
costs. The desired solution must satisfy a set of constraints that concern the demand 
requirements and the machine capacity constraints. 
First, we briefly describe the deterministic production planning model which 
gave rise to the two-stage stochastic optimization model that we formulate and solve 
in this paper. The nonnegative parameters which appear in the objective function are, 
for each item / and each time period t, the unit price/?,,, the unit production and raw 
materials cost cr,,, the inventory holding fix marginal cost c/„, the inventory variable 
marginal cost rate r/,,, the backlogged demand fix marginal cost c6,, and, finally, the 
backlogged demand variable marginal cost rate rft,,t. For the last period t = T, the 
costs cb,i and r/?,, correspond to the shortage fix and variable marginal cost rate, 
respeclively. These last costs penalize the final unmeet demand level instead of 
imposing the usual condition that this final level be zero. 
On the other hand, the nonnegative parameters that appear in the different 
constraints are: the demand t/,, for item / in period t, the initial inventory level iC for 
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item / , the initial backlogged demand le\el w/o for item / . the number of hours /;, 
required by machine k for manufacturing one unit of item / , the total amount of 
available manufacturing hours a/^f for machine k in period t. fhe decision variables 
for this deterministic model are: the production level X^^ for item / at period r, the 
inventory level ut, for item / at period t and the backlogged demand level Un for 
item / at period t, for / = 1 , ..., V^ and t = 1, ..., T. The resulting deterministic 
quadratic model is then given by. 
Max "V "V p,, \x,, +u* -u":, - V V cr,, x,, - V V ci,, ii^ 
subject to: x,, +tC_t -u^, =rf,, +if^ ^ -u', i = \,....,N; t = \,....T, (2) 
"r,^"ro+L.u^- '=1 '^ ••^ =1 T, (3) 
X.,v'-*^"^«*' ^=1 ,c-^=i,....r, (4) 
x„ > 0, <, > 0, u;, >0 / = !,....,A^; ( = \,....T, (5) 
Constraints (2) state the demand requirements for each item at each time period, 
demands that must be satisfied with production, inventory or backlogged demand 
units. Constraints (3) establish that the backlogged demand level, for each item and at 
each time period, can never exceed the starting backlogged demand level, plus the 
accumulated demand until this same period. Constraints (4) establish that the total 
requirement for any machine at any period can never exceed the total available 
capacity for this same machine. Constraints (5) are the non-negativity constraints for 
the different decision variables. 
Usually, the model formulation of a production planning problem assumes that 
all the parameters of the model are known with certainty. However, there are many 
real world optimization problems VMiere this assumption is not valid. These problems 
may be solved using stochastic optimization techniques, which explicitly incorporate 
uncertainty in the model formulation. In the next section, we consider a stochastic 
extension of the previous production planning model, for the case of uncertain 
demands. 
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In what follows, we state a two-stage stochastic quadratic optimization model 
to our production planning problem with uncertain demands, based on previous papers 
by F^scudero and Kamesan [5], Escudero et al. [6! and Albornoz and Contesse \1\. We 
model the uncertainty in the demands by means of a given finite set of scenarios for 
the values of these demands. These scenarios could be defined as simple outlooks 
given by some experts. Alternatively, these scenarios could also be obtained from 
some available historical data using classical forecasting techniques, for different 
input values for the forecasted parameters. Let Q =--/7 S} denote the finite set of 
scenarios and d^ =((i,;^)the demand scenario vector, where d^^^ defines the demand 
for item / at time period /, for the scenario seCl. Associated with each scenario^s-eQ, 
there is a weight or a probability p^. 
Once the scenarios are settled, we define a two-stage stochastic optimization 
model with quadratic inventory and/or backlogged demand recourse costs. For this 
purpose, we define the inventory level decision variables z/"" , w"" ,...,«'' and the 
backlogged demand level decision variables u' ,u' ....,u' ,for the different 
scenarios. 
The proposed model maximizes the expected total profit, given by the expected 
value of the difference between the incomes and the costs for the different scenarios, 
where these last costs include the quadratic inventory and backlogged demand 
recourse costs. The variables z^ /j^  and u~,^, whose values depend on the 
corresponding scenario realization seCl, define the so called recourse decision 
variables. Meanwhile, the production decision variables, whose values do not depend 
on the particular scenario realization, defme the so called here-and-now decision 
variables. 
The resulting model is actually a two-stage stochastic quadratic program with 
(fixed) recourse, where the here-and-now and the recourse variables define the first 
and the second stage decision variables, respectively. The extended deterministic 
equivalent program for this model is given by the following optimization problem: 
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subject to 
x„+»;,-!.-<M =^,M+i'", -iCs V/ V/, seQ (7) 
«-,<M,"o+2],_,,«',;, ^ = 1 ,/V / = !, / , seU (8) 
X ^ , ^ r „ x „ < a „ ^ ^ 1 , ,K,I = \, T. (9) 
x„ > 0 / = 1, N, t^\. T (10) 
iC^>0,u;,^>0 i = \, ,N.t = \, T.seQ (11) 
Constraints (9) and (10) correspond to the capacity and non-negativity constrains 
where appear uniquely the first stage decisions variables, (8) and (11) correspond to 
bounds of the second stage decision variables, while demand constraint (7) constrains 
both the first and the second stage decision variables, that not allow the separation of 
the proposed model by scenario. As a matter of fact, all the constraints concerning the 
second-stage variables are indexed now by scenario which, in general, makes them be 
very numerous. In this model, as in the deterministic underlying model, the 
backlogged demand recourse variables are bounded from above, at each time period, 
by the accumulated demands until that period, for each product and for each scenario. 
Nevertheless, these bounds are large enough so that, for any first stage feasible 
production policy, including the extreme null production policy, there is always a 
second stage feasible inventory and/or backlogged demand policy that allows to 
satisfy the different demands, scenario by scenario. This last property simply 
establishes that the proposed model has (fixed) full recourse. 
3.3 Decomposition Strategy 
Since the optimization model (6)-(l 1) has significantly more variables and constraints 
than the underlying deterministic one. in order to solve this type of problems in the 
practice, we will usually be lorced to apply decomposition techniques, sec for 
example Birge and Louveaux [1], firmoliev and Wets [8] and Ruszczynski [9]. hi 
particular, we propose a specialized decomposition algorithm for solving the proposed 
model, conceived under the paradigm that we know how to solve to optimality the 
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underlying linear deterministic production planning model. The algorithm applies the 
l-rank-Wolfe linean/ation algorithm within a classical projection strategy. This 
strategy makes that, at each iteration of the algorithm, wc mainly solve a linear 
production planning problem whose cost coefficients are known after solving a Unite 
set of continuous convex quadratic programs, one for each scenario. 
In order to simplify the description of the algorithm, we equivalently 
reformulate model (6)-(ll) under a more generic compact form, as the following 
minimization model: 
Min c^, x+ Ssen/^'k": +^ 1 / 2 > : Q: «: + c: u; + (\/2)u^ Q: U:\ (U) 
subject to: 
Ax + Mu[-Mu'^ ^d\ s^Q. (13) 
Cx<b, (14) 
x > 0 . (15) 
w;>0, 0 < W ; < M ; , S&Q. (16) 
Where x represents the here-and-now production decision variables, u* the inventory 
level recourse variables andwj, the backlogged demand level recourse variables, for 
all scenario 5 G Q . The vector c^^ defines the set of net profits for the different 
products, c^ the alternative inventory holding costs andc", the variable backlogged 
demand costs. For each scenario s, the matrices Q* and Q~ are positive semi-definite 
diagonal matrices, whose diagonal elements define the variable marginal inventory 
and backlogged demand recourse costs, respectively. 
As for the constraints, (13) establishes the demand requirements for the 
different scenarios, in terms of the production and recourse variables, with M being 
the corresponding fixed recourse matrix. The inequality (14) defines the capacity 
constraints, finally, (15) and (16) define the non-negativity and bound constraints tor 
the recourse variables. 
Now, applying the classical projection (partitioning) strategy, model (12)-(16) 
can be equivalently reformulated, under the full recourse hypothesis, as the following 
two-level quadratic minimization problem: 
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Mm t ^ , x + p^„ fc^, ul„ +( I 2ju,, Q^, II 0 r 
f:„M:„ + fl 2)u Q^,u^,\ ^Y,^^^^p^0jx) (17) 
subject to: 
Ax + Mii[, - Mu^,-^d" , (18) 
Cx<b, (19) 
X > 0, (20) 
»:„>o o < »-, < zr„ (21) 
where s^ denotes an arbitrary fix scenario. Here, the projected function value <p^{x), 
for any i ^ Q^ , .SQ , is defined as the optimal value of the following quadratic problem: 
(j)^(x)=Mm c\u\-v(\/2)u\Q\u\ + c~u' + (\/2)u; Q; u; (22) 
subject to: 
Mu\ - Mu; = d'- Ax (23) 
w^  > 0, 0 < w; < u;, (24) 
The quadratic projected problem (17)-(21), although with significantly less continuous 
decision variables, is at least as difficult to solve as the original deterministic 
production planning problem (l)-(5). Indeed, due to the lack of differentiability of the 
projected function for some values of the first stage production variables, problem 
(17)-(21) is no longer a quadratic problem as it is the case for the original problem. 
However, following our paradigm, we propose an algorithm that takes advantage of 
the lower dimensionality of model (17)-(21) with respect to (12)-(16). 
In order to solve problem (17)-(21), we apply an extension of the Frank-Wolfe 
linearization algorithm; see for example Minoux [10]. The algorithm starts with some 
given initial feasible solution x^ ^ near the optimal solution for the convex problem 
(17)-(21). Next, in order to find a feasible descent direction for the piecewise 
quadratic cost function of the problem, at each iteration the algorithm solves 
essentially a linearization of the problem. Eliminafing constant terms in the linear 
function that approximate the real function (17), the opfimal value of the linearization 
is clearly less or equal to zero, depending on the fact that this problem provides or not 
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a feasible descent direction for problem (17)-(21). In case there is no such feasible 
direction, the algorithm ends at iteration k with the current approximation x^^' as an 
optimal solution of the problem. 
It is worth noting that, to compute the coefficients that define the linearized 
cost function that approximate function (17), we require the evaluation of the 
subgradient of each function ^^(x) at the current linearization pointx' *. In general, 
these last values are obtained from the optimal multipliers of the second stage 
recourse constraints, as a by-product of solving to optimality the finite set of quadratic 
programming subproblems (22)-(24), one for each scenario. However, in some 
particular cases, as it is the case for the model that concerns us in this paper, these 
subgradients can be computed in a closed form. 
If the optimal solution of the linearized problem provides a feasible descent 
direction for problem (17)-(21), the algorithm performs a line search minimization of 
over the segments that define the current approximation and the optimal solution of 
the linearized problem. The point that minimizes the cost function (17) over this 
segment, gives the new linearization point. This last minimization is done using a 
quadratic interpolation minimization which, in our case, is exact near the optimal 
solution. In general, the algorithm will generate an infinite sequence of 
approximations that converge to the optimal solution under some classical regularity 
and optimality conditions, see Contesse [11, 12] and Albornoz and Contesse [13]. 
3.4 Computational Experiences 
Next, we describe some numerical experiences that were done in the application of the 
proposed algorithm to the solution of a particular stochastic production planning 
problem. This problem concerns the manufacturing of different items, over a planning 
horizon of six months (periods). To model this problem, three different cases were 
considered, comprising, respectivcl}, 9, 27 and 81 demand scenarios, defined for the 
whole planning horizon. The size of the corresponding two-stage stochastic models 
(6)-(l 1), are summarized in the following table: 
Table 1. Size of the solved models 
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Number of variables 
Number of 
constraints 
number of scenarios 
9 
1380 1 
1026 
27 
3000 
1836 
1 
81 
6240 
3456 
The numerical experiences were performed using the algebraic modeling language 
AMPL [13], with CPLEX as the underlying linear solver. The algorithm started from 
an initial feasible solution, which was provided b> CPTEX, as the optimal solution of 
the linear deterministic model for the scenario sO that results from simply neglecting 
the quadratic terms in the objective function of the quadratic deterministic model for 
this same scenario. 
Table 2 summarize the following values: the optimal value (EV) of the 
deterministic problem (l)-(5), for the expected value of the given set of scenarios, the 
optimal value (NR) of the two-stage stochastic problem (6)-(ll) and the Expected 
Expected Value (EEV), for each of the three given sets of demand scenarios, that 
represent the best lower bound that we can obtain for the optimal value of the 
stochastic model (6)-(ll), once the production policy level is fixed at the value that 
result in the computation of EV. All these values represent millions of dollars. 
Table 2. Optimal values 
EV 
NR 
EEV 
number of scenarios 
9 
11.78 
11.00 
9.83 
27 
11.78 
11.17 
10.82 
^ 1 
11.78 
10.99 
7.76 
The Value of the Stochastic Solution (VSS), defined as VSS=NR-EEV, is relatively 
more significative with respect to the EEV value in the case of 81 scenarios, where it 
represents almost 42% of this last value. In this case, it may be advantageous to 
determine the optimal production planning policy as the first-stage optimal solution of 
the corresponding two-stage stocha'tic optimization model (6)-(l 1). than solving the 
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deterministic model for the average demand scenario, for this same purpose. On the 
contrar\, in the case of 27 scenarios, where this relaxed relative value is only ot about 
3%, we can state that it is useless to solve the two-stage stochastic quadratic 
optimization planning problem instead of the underlying deterministic quadratic 
optimization planning problem. Finally, in the case of 9 scenarios, this value is o\^ 
about 12%, which is not negligible. 
3.5 Conclusions 
Starting from a deterministic quadratic production planning model, we have 
formulated a two-stage stochastic quadratic optimization model. This last model 
provides a practical way to face the uncertainty in the different demands and to define 
a good here-and now production policy, in the presence of quadratic congestion costs 
for the inventory holding and backlogged demand recourse variable levels. 
The specialization of the proposed algorithm gives a promising numerical 
strategy for solving the two-stage stochastic quadratic production planning model with 
full recourse. The aim of this algorithm is to decompose the solution of this convex 
model, by way of a two level decomposition strategy such that, at the master level, 
requires the solution of a problem of the same nature and size than the underlying 
deterministic problem in the linear case (which defines our paradigm), while the 
recourse subproblems are simple continuous quadratic problems which, in our 
particular case, could be explicitly solved using some simple closed form formulae. 
To this end, it is worth noting that, under the full recourse property, the 
application of the strategy is well defined since there is no need of generating any 
implicit second stage feasibility constraint. Nevertheless, this last fact is also true 
under more restrictive recourse properties, as the relative complete recourse, which 
actually must guide the choice of the leading scenario itself. Moreover, as previously 
stated, this leading scenario should also be chosen as the one that better fits the 
demands without using the recourses. All in all, an ideal choice for the leading 
scenario would be to choose the one that fixes the optimal first stage production 
pattern. 
The computation of the optimal value NR of the two-stage stochastic convex 
quadratic planning problem with recourse and of the EEV value for the optimal 
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production policy of the underlving deterministic problem for the average demand 
scenario, allows the calculation of Value of the Stochastic Solution (VSS). If for a 
given set of scenarios the VSS value is relatively small, we may be certain that the 
solution of the two-stage stochastic program, instead of the underlying deterministic 
one. is useless. 
The performance of the proposed algorithm in its actual form, can be certainly 
improved using a more elaborated linearization algorithm than the Frank-Wolfe 
Algorithm, as the Simplicial Decomposition algorithm of von Hohenbalken [15]. 
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CHAPTER-4 
Robust Design with Dynamic Characteristic using Stochastic Sequential 
Quadratic Programming 
4.1 Introduction 
Robust design in quality engineering as popularized by Taguchi [23] has been widely 
applied to many industrial fields, such as mechanical engineering [4, 13, 17], chemical 
engineering [5, 24], aeronautical and astronautical engineering [12, 16, 26], and 
electrical engineering [2]. Its fundamental principle is to impro\e product qualit> by 
continuously reducing the effects of variations rather than by eliminating them. Often 
robust design refers to parameter design and tolerance design. Parameter design is the 
main step to enhance product quality without increasing the manufacturing cost by 
minimizing the variations transmitted to quality performance from noise factors. 
Tolerance design is concerned with minimizing variations in the cost caused by 
control factors. It is performed only when the product parameter design is not 
acceptable because a trade-off is made between reduction in the loss of quality and 
increased cost. 
In addition to control factors and noise factors, there are signal factors that can 
be used to classify quality problems into two groups: static problems and dynamic 
problems [19]. A static problem has no signal factors; i.e. it has a fixed target value 
for the quality characteristic. Otherwise, when the quality characteristic is a function 
of its signal factor, the robust design problem is dynamic. In actual production 
activities, usually the target value of a quality characteristic is not fixed; that is, a 
quality characteristic may have diiferent outputs coiTesponding to the changeable 
inputs. Many concrete examples can be found in Table I of Lunani et al. [14]. 
Recently, applying dynamic characteristics to technology development has been of 
interest to several US companies [1], since dynamic systems are often encountered in 
practice and they are more realistic than static systems. In tact, there has been 
considerable interest recently in robust design with dynamic characteristics [14]. 
For dynamic robust design, Taguchi used an inner-outer orthogonal array for 
setting experiments and developed a signal-to-noise (S=N) ratio constructed by the 
estimated slope and intercept of the fitted linear regression between quality 
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characteristics and the signal factor. The detailed description of the Taguchi method 
for dynamic problems can be found in Phadke [18]. However, studies indicate that 
there are some limitations of the data anaKsis methods recommended b\ Taguchi. For 
example, Wasserman [27] applied the procedure to a case of door weather strip 
design, and pointed out that this procedure may even lead to erroneous conclusions 
[also see Refs. 3, 4, 8, 15, 24, 25]. [ unani et al. [14] reviewed the overall strategy and 
demonstrated some limitations of the Taguchi method for dynamic problems. 
Considering the structure of the robust design problem with dynamic 
characteristics, each factor has its own experimental range, no matter whether it is a 
control factor, a noise factor, or a signal factor. Incorporating those ranges of factors 
with interactions among them, a multidimensional space that describes the design 
requirements is formed. In mathematical programming, this is generally called a 
feasible region. Therefore, it is clear that the robust design with dynamic 
characteristics can be formulated as a stochastic optimization problem. In fact, the 
Taguchi method is an experimental based technique featuring discrete data obtained 
from factorial-type experiments. That is, only finite experimental points chosen from 
the feasible region are used. In addition to some limitations for using S=N ratios, the 
relationship between the response and the signal factors are generally unknown and 
they may be highly nonlinear. Therefore, for dynamic problems of the continuous-
continuous (C-C) type (that is, both the signal factor and the response variable are 
continuous), the results obtained from Taguchi's approach can be improved by using 
stochastic optimization approaches. 
This study deals with the dynamic problems of the continuous-continuous (C-
C) type. Without using any S=N ratio as a performance measure, in this paper the 
dynamic problem of C-C type is formulated as a stochastic optimization model with 
direct minimization of the total variations on quality characteristics as the objective. 
Since the stochastic optimization problem is essentially a nonlinear program, the 
solution methods for nonlinear programming (NLP) problems can be applied. Due to 
the special structure of this problem, this paper develops two NLP solution procedures 
respectively embedded with a Monte Carlo simulation and numerical approximation 
methods. 
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In the following sections, firstlv. the nature of the dynamic problem is 
described. Secondl>, formulations in which a modified sequential quadratic 
programming method can be applied efficientl}' are introduced. One example 
commonly discussed is then solved by the devised method. Finally, comparisons with 
the Taguchi method together with some discussions are provided. 
4.2 Stochastic Optimization Model 
In the robust design process, there are a number of factors that influence the quality 
characteristic (system's response) Y of the product. In general, these factors can be 
classified as control factors (r), noise factors (x), and signal factors (A/). Thus, the 
quality characteristic Y can be represented as a function of z, x, and M, in symbols, 
F = / ( r , X, M). Unlike the static problem, in the dynamic problem the target value 
for the system's response 7 varies with the signal factor over a range of values. Note 
that the signal factor has an important property that the desired response can be 
represented as a function of M only [19], that is, Y=T(M). In Taguchi's approach, it 
is often called the ''ideal function" which describes the "ideal" relationship between 
the signal factors and the response [15]. 
The goal of solving a dynamic system is to find the optimal level of each 
control factor such that the variation caused by various noise factors is minimized at 
each level of the signal factor. During the design stage of a product, the design 
engineering determines a set of values forz=(z^, ,Zj), say //-, such that for a 
nominal set of values for x=(X|, ,X/^), say//;^, and a set of values for 
M=(A/,, ,Mj). say //^/. which are set by the user=operator, we have 
/ ( /v . , jU^,jU\[) = r(// |y). However, ^he presence of noise could result in the values of 
2, X, and M deviating from their respective nominal values, hence causing the value of 
y to deviate from its target value T(M). Thus Y is a. random variable. Denote {//y )^/ 
as the mean of }' at the bet of values for M, and C7y as the variance of }'. Clearly, the 
values of (//j ),v/ and crj^  depend on the values of r, x and M. According to the goal of 
solving a dynamic system, we therefore define the dynamic problem to be the problem 
of finding a set of values of z to minimize <T)^  subject to some constraints, where a 
Page 46 
S/oc haslic Quadratic Pi ogrammini^ 2011 
t} pical type of constraints is to set the expectation of tlie value oi' f{z, x, M) equal to 
its desired target value r i M ) . Ihcretbre. the robust design problem with dynamic 
characteristics can be formulated as a stochastic optimization model as follows: 
minimize a' 
subject to 
gjz. X) <Q,i = 1 , / 
{^lJ„=T(M) (1) 
2 C Z 
M € S 
where g,(.), i = 1, , /denotes a set of design constraints Z, X, and S respectivel}-
represent the sets of acceptable values for z, x, and M. 
Model (1) is a stochastic optimization model, which is intrinsically a nonlinear 
program. In principle, any good NLP solver can be applied to find the optimal 
solution. Unfortunately, in Model (1) the analytical form of cr^ may be either 
unknown or very difficult to obtain, and these constraints involve multivai'iate 
integration and uncertainty. Due to the special structure of Model (1), many existing 
commercial NLP solvers are inapplicable, and NLP methods should be modified. 
Moreover, some techniques that can alleviate the computational burden are needed. 
From a practical perspective, the relationships between the response and its 
input (Control, noise, and signal factors) are usually complex, such that their effects 
on the response are dillicult to handle. Therefore, usually the analytical form of cr^ is 
either unknown or is very difficult to obtain, and the value of a^ has to be 
approximated. Here two methods for estimating cj^ are considered: numerical 
approximation and Monte Carlo simulafion. LetA:r,Ax and AA/ respectively denote 
the specified or given tolerances on the nominal values z. x, and I/, representing the 
maximum fluctuations about the nominal values z, x, and M. In this paper, it is 
assumed that M follows a uniform distribution within the range [M - A A/, M+ AMJ 
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The first approximation method for rr^ is numerical approximation. On the 
basis of Taylor's expansion series, cxf can be estimated by a/ of the following fornr 
' - '' ' ^ dy> \ U dv ^' 
d: / - I dx, A}-=y-iz_Az +yu^ti/ix-, + yii^AA/, (2) 
where all ot the partial derivations are evaluated by a central difference approximation 
[20].When the correlation between the factors is negligible and the specified 
fluctuations are small, Eq. (2) provides fairly accurate approximations [18]. 
The other approximation method is the Monte Carlo simulation, which is a 
controlled statistical sampling technique driven by a random number generator (RNG) 
for estimating the performance of complex systems [11]. Using Monte Carlo 
simulation, cry can be estimated by cXj* of the following form: 
a] ^ ^^^—- (3) 
where Y = 2^^ ^ Y^ / N and TV is the number of samples. By controlling the RNG and 
using appropriate sampling methods in simulation experiments, Eq. (3) can provide 
very promising estimates [11]. 
Furthermore, to maintain the feasibility of the design, the variations transmitted 
from z and x to functional constraints g{.) should be considered. By using numerical 
approximation, the estimated variation on the ith constraint is: 
When the Monte Carlo simulation is used, the variation on the ith constraint can be 
estimated by: 
,^__^;tA_ll (4b) 
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where ^, ^ denotes the value of g, at the _/'th replication in the simulation experiment 
'^ = ^ ^ iV . Then the design constraints become 
g /x , zj + Ag, < 0, / - I / (5) 
Let Y, denote the response of the jth replication corresponding to the /th setting of 
signal factors, say M,, for ; =^  I, / and / = I, , Nil. Then the second set of 
constraints in Model (1) becomes 
N/I 
= V [M.l / - I / (6) 
According to the above discussions and Eqs. (2) through (6), two models can be 
summarily formulated as follows: 
Model 1. Numerical approximation 
d}' 
subject to 
minimize > -Az, 
dz V ' J 
s dy \-Ax, 
V ^ - ^ * J 
T dy dM, 
\-
A M , 
/=! ^^, 
T{M\ / = 1 ,/ 
z^^[z^-t^^,z,+ tszj, 7 = 1 ,,/ 
Xj e/Xj-Ar^,Xj +Ax^J, k = l ,K 
M, e U{ M, - AiW,, M, +L\M,}, /=1, L 
g,(x,z) + i^(^Az^)+2^(^AxJ < 0, / = ], , / (7) 
where t/(a,6)denotes, hereafter, a uniform distribution with a lower bound a and an 
upper bound b. 
Model 2. Monte Carlo simulation 
minimize 
/ N 
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subject to 
y 'Y 
V V 
\ / 
Y 
T{M ) / = ! / 
A / 
-, e / - , - A r ^ , r ^ + A T , / , j = \, ,J 
M, e U(Mi -AiV/,, Ml +AM,), l = \, L 
4.3 Sequential Quadratic Programming 
To efficiently and effectively solve Models (7) and (8). an adequate NLP algorithm is 
required. Some recent studies indicate that sequential quadratic programming (SQP) is 
a very promising method particularly for problems with functions that are complex [6, 
22]. Moreover, the SQP method has been successfully adopted for solving the 
tolerance allocation problem with a structure that is similar to that of Models (7) and 
(8) [24J. Hence, in this study, the SQP method is used as a basis for solving Models 
(7j and (8). 
The basic notion of SQP is to linearly approximate the constraints and 
quadratically approximate the Lagrangian function to form a series of quadratic 
programs (QP). Consider a general NLP problem of the following form: 
minimize f(x) 
subject to g,(x)>{), / = 1, .m (9) 
The associated QP constructed at a given point x-'*' is: 
minimize p^ d +0 5d' Ld 
subject to g,(x'") + V^; (x'")d> 0, / = 1, , m (10) 
wherep = V f(x')-Yl/'.'^^g/x') ,L = V'f(x')-^[^Xr V'-g,(x') , 
d = x-x' ', and 1'/ ' are the Lagrangian multipliers of (10). Fhe basic structure of an 
SQP algorithm can be described by the following four steps [20]: 
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Step ]: Set up and solve a QP subproblem, yielding a search direction d. 
Step 2: Test For con\ergcnce, if it is satisfied then stop. 
Step 3: Fake a step along the search direction to a new point. 
Step 4: Update the approximated Hessian matrix L used in QP and return to 
Step 1. 
Since Models (7) and (8) are stochastic programs, which are intrinsically 
nonlinear programs, the SQP algorithm can be adopted for their solution. In this 
chapter, the efficient and robust SQP algorithm with QR factorization of Kao and 
Chen 19] is utilized. In resolving each QP. QR matrix factorization can reduce the 
computational burden. The derivatives are approximated by central differences. A 
detailed description of the SQP algorithm with QR matrix factorization can be found 
in Kao and Chen [9]. 
The SQP method has a sound theoretical basis and provides promising 
empirical results for solving general NLP problems [6, 9, 22]. As one advantage, it 
possesses a superlinear convergence property under certain conditions [7]. Moreover, 
infeasibility is allowed in the intermediate steps of the SQP solution process. 
Therefore, the inexact calculation by the Monte Carlo simulation does not cause any 
problem; in fact, this increases computational efficiency [10]. 
4.4 Empirical Test 
As an illustration, an example of dynamic characteristic robust design is adopted to 
demonstrate the validity of the proposed method. This example is the same one used 
by Phadke fl8] to demonstrate the Taguchi's two-step optimization procedure with 
the suggested 5 / A" ratio for dynamic problems. 
4.4.1 The Temperature Circuit Design 
Consider a standard circuit of a temperature control system. The function of the 
temperature control circuit is to maintain the system's temperature at a target. Let 
/?i,^2'^3 and R^ represent the resistance of the respective resistors, as shown in 
Figure 1; let E_ represent the nominal voltage of the Zener diode; let E^ represent the 
power supply voltage; and let RT represent the thermistor resistance. The system's 
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temperature is sensed by the thermistor. Tvpicalh the thermistor is assumed to have a 
negative temperature coeffiwicnt, that is, R^ will decrease when the system's 
temperature increases. When the system's temperature increases above a critical 
value, R, drops below a threshold such that the difference in the voltages between the 
terminals 1 and 2 becomes negative, then actuating the lelav to turn (»ff the heatei and 
vice versa. 
Let R,_()s and Ri_oii represent the values of /?, at which the heater turns on 
and off. respectively. Following Phadke [18], R.^ ,,\ and R, ,„, are appropriately 
selected as quality characteristics; R^ is chosen as the signal factor; i?,, 7?_ i?^  and E^ 
are control factors; and the tolerances or\R^,R,,R^, £„ and E^ are noise factors. 
Table I lists the settings of noise factors and signal factors. Note that /?„ is not a 
control factor and its value is fixed at 10.0 (V). Alternate levels of the four control 
factors are listed in Table II. In addition the design requirements for proper operation 
of the circuit are that£^ < £„, and R^ must be greater than /?, and R^ [18]. 
Figure 1: The standard circuit of a temperature control system (reprinted from phadke 
[18J). 
According to standard techniques of circuit analysis, the dynamic characteristic 
equations of this system are zero point proportional equations [18] as follows: 
RJE.R^ +E,R,) 
R / - ( A 
R 
R\(E,R2, + E,R,-E,R,) 
R.R, 
«. 
/ - ( ; / / R\(R, + RJ R. 
(I la) 
( l ib) 
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Suppose the above equations for the evaluation oi' R,_,)s, and R ,^^ ,, are not available 
and experiments are needed to determine their values 
TABLE r Settings of Noise Factors and Signal Factors. 
Factor 
R 
R2 
R. 
E, 
E, 
R. (signal) 
Mean 
4.0 k D 
8.0 k Q 
40.0k Q 
lO.OV 
6.0V 
-
Tolerance (%) 
5 
5 
5 
5 
5 
-
I e\els (multipK b> 
noise factors) 
1 
1.0204 
1.0204 
1.0204 
1.0204 
1.0204 
1.0204 
2 
1.0 
1.0 
1.0 
1.0 
1.0 
1.0 
mean for 
3 
0.9796 
0.9796 
0.9796 
0.9796 
0.9796 
0.9796 
TABLE II Settings of Control Factors. 
Levels 
Factor 
^, 
R2 
R. 
E, 
1 
2.668 
5.336 
26.68 
4.8 
4.0 
8.0 
40.0 
6.0 
3 
6.0 
12.0 
60.0 
7.2 
As stated in Section 3, a typical dynamic robust design can be formulated as 
stochastic optimization models (7) and (8), in which the objective functions consist of 
variations on quality characteristics transmitted from all factors, including signal 
factors. To investigate the superiority of the proposed method to other methods, the 
results from Phadke [18] are adopted for comparison. For the unique signal lactor v^3, 
Phadke considered three levels: 0.5 ( k Q ) , 1.0 (kQ) , and 1.5 ( k Q ) . Therefore, in 
this paper the range of i?, is set as 0.5 to 1.5 continuously. In the Monte Carlo 
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simulation, the settings of the signal factor /?, are generated from 100 sample points 
of a uniform distribution withm JO-.T. 1.5), and 10.000 sample pomls are collected to 
derive an accurate estimation of the variations on qualit> characteristics and 
constraints. 
4.4.2 Results 
Table III lists the resuhs from this research and Phadke [18]. where SQP-NA. SQP-
SIM, and TA-S / N respectively denote the SQP method with the numerical 
approximation, the SQP method vvith the Monte Carlo simulation, and the laguchi 
Method using S / N ratio. 
As expected, both SQP-NA and SQP-SIM outperform TA-S / N, in that the smallest 
total variations of responses {(Jy T-CTJ') and the larger sum of S / N ratios (/; + /;') are 
experienced. Tor a^+cr;-, the ciy+cr;-of SQP-NA and SQP-SIM are 34.67% and 
54.18%, respectively, smaller than that of TA-S / N. With regard to r] + r]', both of the 
;; + ;?' of SQP-NA and SQP-SIM are 0.34% larger than that of TA-S / N. 
Smaller variation means the more robust way for quality design. The proposed 
m.ethod in this paper is evidently superior to the Taguchi method in dynamic problems 
such as the design of a temperature control circuit. Even if the sum of S / N ratios is 
used as the performance measure, the proposed method has larger sum of S / N ratios. 
Some studies have indicated that the computational requirements of the Monte 
Carlo simulation are somewhat excessive [18]. In this current study, all programs are 
coded in FORTRAN and executed on a 586PC with 133 MHz. For SQP-SIM, the time 
to obtain the presented solution did not exceed 10 seconds, indicating that the 
proposed method using the Monte Carlo simulation for collecting data is efficient. 
Moreover, in Table III, the robust designs obtained from SQP-NA and SQP-SIM are 
the same; while the other estimates are close enough. Therefore, SQP-NA is a viable 
alternative for designing dynamic systems when computations arc limited. 
4.4.3 Iterative Optimization 
Phadke [18] pointed out that the Taguchi approach can be an iterative optimization 
method when further improvement i; expected. For each iteration, the middle level for 
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each control factor is set to the optimum level obtained from the previous iteration, 
following the planning of experiments in Phadke [18], the SQP-SIM also performs 
three iterations. Table IV lists the S / N ratio from SQP-SIM and the Taguchi 
approach, together with the rates of improvement using the starting condition as a 
benchmark. Clearly, SQP-SIM can successfully solve the ^' "^  
TABLE III Comparison between SQP-NA, SQP-SIM, and TA-S / N. 
TA-S / N 
SQP-NA 
SQP-SIM 
^, 
4 
6 
6 
7?2 -^4 
5.333 60 
5.333 60 
5.333 60 
E, 
1.1 
7.2 
7.2 
2 ('' 
<7y +ay 
0.323 
0.211 
0.148 
/; + /; 
55.54 
55.73 
55.73 
TABLE IV Comparison of Iterative Optimization Between SQP-SIM and TA-S/N. 
SQP-SIM TA-S-N 
f] rj' n + V' Improved (%) ^ r/' V + U' !mproved(%) 
Iteration 1 26.62 29.1155.73 3.63 26.44 29.1155.54 3.25 
Iteration 2 27.55 28.70 56.25 4.61 27.30 28.70 56.00 4.13 
Iteration 3 28.00 28.52 56.52 5.09 27.77 28.51 56.28 4.65 
dynamic problem. Compared with Taguchi's approach, the designs solved by SQP-
SIM have larger sums of the two S / N ratios in all of the three iterations. Thus the 
rates of improvement in SQP-SIM increase more rapidly than those in the Taguchi 
approach. 
4.4.4 Discussion 
Phadke [18] pointed out some advantages of Taguchi"s orthogonal array 
experimentation approach over commonly used nonlinear programming. However, 
these do not apply to the proposed method in this paper. Firstly, in Taguchi's approach 
no derivatives need to be computed. By comparison, in the solution procedure of the 
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present proposed method, using central difference approximation for estimating 
deri\atives has been demonstrated to be appropriate and efficient |21j. Secondly, the 
Hessian matrix does not ha\e to be computed in Faguchi's approach. In Step 4 of the 
SQP algorithm, the Hessian matrix is computed approximately by the BFGS formula 
[7. 20]. Several studies have demonstrated the promising qualities of this 
approximation [6, 9, 20]. Thirdly, Taguchi"s approach is less sensitive to starting 
conditions. However, the SQP method has been demonstrated to be a robust 
optimization method regardless of the starting conditions [6, 9, 22]. Fourthly, a large 
number of variables can be easily handled in Taguchi's approach. In the Kao-Chen 
SQP algorithm, QR matrix factorization allows it to easily handle large-scale 
nonlinear programming problems [9]. Finally, combinations of continuous and 
discrete variables can be handled easily in Taguchi's approach. By comparison, in the 
present approach an efficient Monte Carlo simulation handles it efficiently. From the 
above discussion, it is clear that Phadke's comments are not totally correct. 
4.5 Concluding Remarks 
Robust design with dynamic characteristics is an important engineering technique that 
has been extensively studied, although relatively few research results have been 
published. To relax the limitations of the S/N ratio used in Taguchf s two-step 
optimization procedure, this paper proposes a stochastic optimization modelling 
procedure for considering all variations on quality characteristics, and then solving by 
the devised SQP algorithm embedded with numerical approximation and Monte Carlo 
simulation. In the example of a temperature control circuit, compared with the 
Taguchi method, the proposed SQP method is able to significantly reduce the total 
variations transmitted on quality characteristics. 
Probably the most significant property of the proposed method is that it does 
not require any performance measure as the S/N ratio. Other properties of the 
proposed method are summarized as follows: 
(1) The proposed method allows for any functional relationship among the factors to 
be easily incorporated in the model. 
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(2) Unlike an experimental design approach, which can provide for onK two or three 
levels of each of the factors, the proposed method allows each factor to take on any 
value within its allowable range. 
(3) The proposed method can also be used in cases where a product has several quality 
characteristics of interest. 
In short, the proposed method in this paper provides an alternative approach for 
solving the dynamic characteristics problems. In an example often used in dynamic 
quality design, the results obtained from the proposed method are more suitable than 
those obtained from the Taguchi method that is based on the use of designed 
experiments. 
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CHAPTERS 
An Inexact Stochastic Quadratic Programming Method for Municipal Solid 
Waste Management 
5,1 Introduction 
In municipal solid waste (MSW) management, uncertainties may exist in related costs 
(for collection, transportation, treatment and disposal), impact factors and objective, 
and will affect the related decision processes (Huang et a!. fl2]). Moreover, these 
uncertainties may be further multiplied by not only interactions among these complex, 
dynamic and uncertain parameters, but also their associations with economic penalties 
if the promised targets are violated (Howe et al. [10]). Consequently, various methods 
dealing with uncertainties have been developed for planning MSW management 
systems. Most of them can be grouped into fuzzy, stochastic and interval 
mathematical programming approaches (abbreviated as tMP, SMP and IMP) (Kirca 
and Erkip [16], Zhu and Revelle [31], Huang et al. [12], [13], [14], Chang and Wang 
[5], [6], [4], Leimbach [17], Maqsood and Huang [23]). 
Two-stage stochastic programming (TSP) is effective for problems (Li and 
Huang [20], [19]) wheie an analysis of policy scenarios is desired and when the right-
hand side coefficients are random with known probability distributions. In the TSP, a 
decision is first taken before values of random variables are known and, then, after the 
random events have happened and their values are known, a second decision is made 
in order to minimise "penalties* that may appear due to any infeasibility (Loucks et al. 
[22], Birge and Louveaux [2]). TSP methods were widely explored over the past 
decades (Ruszczj-nski [24], Schultz et al. [26], Ruszcz^nski and Swietanov\ski [25], 
Huang and Loucks [14]. Seifi and Hipel [27], Maqsood and Huang [23]; Ahmed et al. 
[1], Li et al. [20]). Among them, Maqsood and Huang [23] first explored an interval 
two-stage stochastic linear programming (ITSP) method for planning solid waste-
management systems: I i et al [20] proposed an interval-parameter two-stage chance-
constrained integer linear programming method to reflect the risk levels of violating 
system constraints under uncertainty. These methods could tackle uncertainties 
expressed as discrete intervals and random variables; however, they were based on an 
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assumption of linear objective function. In fact, economics of scale could affect the 
cost coefficients m the two-stage pre gram, leading to a nonlinear objective function. 
Quadratic programming (QP) is a useful tool for environmental systems 
analysis. It reflects nonlinearity in cost objectives which exists in many environmental 
problems, and has global optimum under a number of system conditions (Hillier and 
Lieberman [9]). For example, Canestrelli and Giove [3] proposed a fuzzy approach for 
solving optimization problems with a quadratic objective function and several fuzzy 
linear coefficients; Shil'man [28] used a stochastic quasigradient method for 
quadratic optimization under dependent observations; Huang et ai. [13j proposed an 
inexact quadratic programming (IQP) method through introduction of interval 
numbers into the QP framework. One of the main challenges with the IQP method 
was the identification of uncertain relationships between the objective function and 
the related decision variables, leading to difficulties in the method's practical 
application to complicated problems. Consequently, Chen and Huang [8] proposed a 
derivative algorithm method (DAM) for solving the IQP, which required much lower 
computational efforts than the previous algorithm and thus facilitated the IQP's 
application to large-scale problems. However, although the IQP approach could 
handle me interval uncertainties in the model's left- and/or right-hand sides as well as 
cost coefficients, it had difficulties in dealing with uncertainties expressed as random 
variables and had a lack of linkages to economic consequences of violated policies. 
Therefore, this study is an extension of the previous efforts, developing an 
inexact stochastic quadratic programming (ISQP) method and applying it to the MSW 
management. This approach will integrate techniques of interval-parameter 
programming (IPP) and TSP within a QP framework. It can handle uncertainties 
expressed as not only probability distributions but also discrete intervals. Moreover, it 
can deal with nonlinearities in cost objective to reflect the economies of scale in many 
environmental problems. The ISQP method will then be applied to a case of long-term 
waste-management planning. The results can be used for generating a range of 
decision alternatives under various system conditions, and thus helping MSW 
managers to identify desired waste-management policies. 
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5.2 Mode! Development 
5.2.1 Inexact Two-Stage Stochastic Programming 
Consider a waste-management system wherein a manager is responsible for allocating 
waste flows from multiple districts to facilities over several time periods, and the 
waste-management options include land filling, incinerating, composting and 
recycling. Based on the local waste-management policies, a projected allowable 
waste-flow level from each district is predefined. If this level is not exceeded this will 
result in a regular (normal) cost to the system. However, if it is exceeded the surplus 
waste flow will be disposed of at a premium, resulting in an excess cost (penalty) to 
the system. The economic penalties are associated with (i) operating cost for excess 
waste flows (i.e. disposed locally to alternative and more expensive facilities); (ii) 
transportation cost for excess flows to more remote facilities; and (iii) extra expenses 
and/or fines caused by the improper policies. Under such a situation, the total waste-
flow amount will be the sum of both fixed allowable and probabilistic surplus flows. 
The goal is to achieve optimal planning of waste-flow allocation with a 
minimized system cost. The waste-generation amounts from the districts are uncertain 
and are expressed as random variables, while a plan for the allowable waste-flow 
levels must be made before the realizations of the random variables. Moreover, the 
uncertainties in the model's left-hand sides, such as costs of waste transportation and 
facility operation and revenues from waste-management facilities can be presented by 
interval numbers. Therefore, the problem under consideration can be formulated as an 
ITSP model as follows: 
u V Q u V R 
^'"^'=ZZZ^'^^'^'^'^^^'^''+ 0P±)+ ^2^L,X±^F£-±(Fr±+ 0P±) 
1 = 1 l = \k=l i=2] = lk = l 
u u <! s 
+ Z Z Z Z ^ '^  p^'^  ^ '*''''*^ ^^ '*'^ +^ '^*^ ) 
[ = 1 y = l k = l h = l 
U V <J S 
+z z z z ^  p^ '^ ^ ^^x'^ ^ *^ ^ ^^'  ^  ^ *^^^  "^^  1=2 ; = 1 k = l (1=1 
u V Q u V Q s 
i = 2) = lk = \ 1 = 2 ; = 1/c = l / i = l 
subject to: 
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V Q / u \ 
(landfill capacity constraint) 
V 
^ (;^ J, + MJ, J < TC^ , Vk, h; I = 2,3 u (Ic) 
7 = 1 
(capacity constraints of waste treatment facilities) 
V 
Z [^ik + ^^m] > Wj-kh ' V;, k, h; (Id) 
7 = 1 
(waste-disposal demand constraints) 
4 fe + <fch ^ ^4^ ; fch ' V;,fc,/i; £ = 2,3 u ( l e ) 
(diversion rate constraints of waste flows to treatment facilities) 
^^jkma. ^ ^[]Kmax ^ K^h ^ 0 Vi,y,/c,/i; (1/) 
(non-negativity and technical constraints), where: 
/ " = expected net system cost ($); 
i = type of waste-management facility, where z =1 for landfill and i = 
2,3, ,u for other waste-treatment facilities such as recycling, incinerating 
and composting facilities; 
;• = name of district and) = 1,2, ,v; 
k = planning period and k = 1,2, , q; 
Lf. = length of period k (day); 
h =^  level of waste-generation rate in district y, and h — 1,2, ,s; 
DP^l = operating cost of facility i for excess waste flow during period '^ '' '' ' ' (the 
second-stage cost parameter), where Z)f,^  > QPj , and i = 1,2, , u; 
DG^i^ = diversion rate of waste flow to facility i regulated by the authority in period 
k, and i = 2,3, , u; 
DR^^;^ = transportation cost for excess waste flows from district j to facility i during 
period k'"^  ' ' ( the second-stage cost parameter), whereZ)/?,"^^ >TRfj^^ , 
and i = 1,2, ,u\ 
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DT]/^ ^ transportation cost of excess waste residue from waste-disposal facility / to 
the landfill during period k ($/t) (the second-stage cost parameter), where 
DT^i^ > FT^i . and i = 2,3, , u\ 
FEf = residue flow rate from facility / to the landfill (% of incoming mass to the 
facility i), and i = 2,3, ,u; 
FT,i = transportation cost for allowable residue flow from facility i to the landfill 
during period k ($/t), and i = 2,3, , u; 
LC~ = the existing landfill capacity (tonne); 
Mfj/^fj^ amount by which the allowable waste-flow level (v^,^^) is exceeded 
when the waste-generation rate is w^^;, with probability Pj/,; 
OP^i = operating cost of facility i for allowable waste flow during period k 
($/t), and i = 1,2, ,u; 
Pjfj = probability of waste-generation rate (w^^;,) in district ) with generation 
level h; 
REfi^ = revenue from facility i during period k ($/t). and i = 2,3,.. ..,u; 
RM% = revenue from facility i because of excess waste flow during period k 
($/t) (the second-stage cost parameter), and i = 2,3, ,u\ 
TCf = capacity of waste-treatment facility I (t/day), and i = 2,3, , u; 
TRfji = transportation cost for allowable waste flow from district j to facility i 
during period k ($/t) (the first-stage cost parameter); 
^'~jkh "" amount of waste generated in district) with generation level h in period k; 
Xfji^ = allowable waste flow from district j to facility i during period k (^/day) 
(the first-stage variable); 
-^fjkimx ^ maximum allowable waste flow from districty to facility i during 
period k (f/day). 
Page 62 
^ijk-' -^ijLl • 
StiKhasiic Otiadnnic Progiamming 201! 
In model (1), the decision variables ai-cM/^^;,, which represent probabilistic excess 
Hows from multi-district to waste-management facilities under varied waste-
generation rates; X;^^JR;^^ . OP,i , DR~i^ . DP;^ . FE; , /?£,7 . RMf^, I C ' a n d 
TCf are interval parameters, and superscripts '-' and '+' represent lower and upper 
bounds of the parameters (or variables), respectively. For example, letting X~^ and 
X^ji^ be lower and upper bounds ofX,*^, respectively, we haveX,*^ = 
In addition, the uncertainties in waste-generation rate u'"^ /^, are expressed as random 
variables; at the same time, these random values exist as discrete intervals with the 
lower and upper bounds. This leads to dual uncertainties in the waste-generation 
information. 
The ITSP model can be transformed into two deterministic submodels based on 
an interactive algorithm which correspond to the lower and upper bounds of the 
desired objective, respectively (Maqsood and Huang [23], Li et al. [21]). Although the 
ITSP method can generate interval solutions with the minimized system cost, it is only 
suitable for problemiS with linear cost functions. An extended consideration based on 
this model to reflect the effects of economies of scale on the cost parameters, is 
nonlinear programming method. In fact, in many practical problems, the quality of 
information that can be obtained for cost coefficients is mostly not satisfactory enough 
to be presented as deterministic interval numbers. The previous ITSP method would 
thus have difficulties in handling such complexities. 
5.2.2 Interval Quadratic Programming 
Huang et al. [13] developed an interval quadratic programming (IQP) method 
that was useful for addressing both nonlinearities in objective function and 
uncertainties in modeling parameters. In the IQP, a number of quadratic functions 
were mtroduced into an interval programming model's objective function to 
approximate the effects of economies of scale. Later, Chen and Huang [8] proposed a 
DAM for solving the IQP, which required lower computational efforts and could thus 
facilitate the IQP's application to large-scale problems. Prior to incorporating the IQP 
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within a TSP framework, the IQP method as well as the DAM wi!! be introduced first 
(Huang et aL [13 j . Chen and Huang [8]). An IQP mode! can be expressed as follows-
, 2 i n 
subject to: 
(2a) 
n I 
/ = 1 
a-jXj" < b~, i = 1,2, 
rn, 
(26) 
x~ > 0, ; = 1,2 ,n (2c) 
where afj,bf ,c~ ^d. andx* are interval parameters/variables. Model (2) can be 
transformed into two deterministic submodels that correspond to the upper and lower 
bounds of the desired objective-function value. Solution of the IQP-primal model can 
then be obtained through integration of the outputs from the two submodels. However, 
since nonlinearity exists in the objective function, the main difficulty in solving Model 
(2) is identifying bounds of the decision variables corresponding to two bounds of the 
objective function value. According to Chen and Huang [8], it can then be solved 
throu^ considering two situations as follows: 
(1) When cost coefficients c~ and dj have the same sign (i.e. if cj" > 0, then dj 
should be > 0, and vice versa), the bounds for cost coefficients and decision variables 
corresponding to the upper and lower bounds of the objective function value can be 
easily defined. Thus, the submodel corresponding to / " can be formulated as follows 
(assume that/jf > 0 and / ~ > 0): 
Min f = 
7 = 1 
X- + d; {x;Y + y [c/x/ + d; {x+Y (3a) 
l = ki + l 
subject to: 
1 \a,j\'^Signia'^j)Xj + 2_, k^yl Slgn{a^j)x^ < b/, 
J=k i+1 
and xf > 0, / = 1,2, ,n 
\fi (3b) 
(3c) 
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wherex)" ,7 - 1,2 ,^, , are irnerval variables with positive coetTicients in the 
objective function;!^, j A, f 1, A, 4 2, , n, , are interval \ariablcs with negative 
coefficients. Solutions of x^ "^ ,^ j,(y = 1,2 ,/:,) and xjg,p,(j = A,+!,/:,+2,....,«) can be 
obtained through submodel (3). Then, we have the second submodel (corresponding 
Mm /^  = 2 W^^ + '^^ ^""^^^ + J l^ '*'''" + '^^ ^^^^^] (4a) 
]=1 J=ki+l 
subject to: 
Y^\a,j\~Sign{a-)x;+ ^ {aj'"Sign(a^j)x;- < h;, \/i (46) 
7=1 /=fca+l 
x / > x^ pf, i = 1,2 k^ (4c) 
0 < x / < x/opt, j = h + 1, k2 + 2, , n (4d) 
Solutions of xj„p,(7=l,2, ,/c,) and xj^^,(J = A:, +1,/cj + 2, «) can be obtained 
through submodel (4). Thus, we can obtain the general solutions whencj and d'j 
have the same sign as follows: 
^fopt ~ y^j opt' ^yoptJ'W C^* )^ 
fopt ~ [fopti foptl- (So) 
(2) When cost coefficients c* and dj have different signs, the optimal bound 
distribution for x^ can then be identified through a two-step process. First, by letting 
all left- and/or right-hand side coefficients be equal to their mid-values, Model (2) can 
be converted 
)2 (6a) 
subject to: 
^UM,,, (^7),„, ^ (^)m.. ^ = 1<2 m, {6b) 
and (x,) > 0, / = 1,2, ,n, (6c) 
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\\!it.-!n,t, )„„. (t/ ,) , ,„. (CI j „, and (/^  |,,,^  are miU-\alucN ol t , t/ . a , and /i 
[i g ii ;„,, {i * t ' ) rj !i\ loh inc Model {(>}. wi. van ubtain ilic opliiiiaJ 
, v ' j . Thus, ihe 
houiidi di>li ibutinn foi ^ tan Ix identified ateuiding lo (he fuliowiiig criiena 
f/Wopt)^ fi^ix-„pf),when2d + (Xj)„,yovt+ c/ > 0, (7a) 
/i^C^opf) =S /,^(^ro?;J'^^e"2d;fx,)„,^„j,f + c; < 0. (7&) 
When criterion (7b) is satisfied, x ' corresponds to/"^; when criterion (7b) is 
satisfied, x~ corresponds to f*. This DAM is particularly useful for application of 
IQP to large-scale real-world problems, where nian> { L. ,J^ ] pairi have different 
signs. It has much lower computational requirements than the method proposed b> 
fiuang et al. [13J, where 2" sub-models need to be solved. 
5.2.3 Interval Two-Stage Stochastic Quadratic Programming 
In the real-world of MSW management problems, the MSW generation rates 
may vary between different districts and different periods, and the costs for waste 
transportation and treatment also vary temporally and spatially (Huang and Chen [11], 
Yeomans et al. [30]). For example, collection cost within a collection area depends on 
the type of vehicle used (and costs associated with it) and the efficiency of collection. 
Ihe efficiency of collecfion in turn depends on factors such as t\pe of vehicle, crew 
si/e. collection routes, collection frequency and local conditions. Ihe waste-
transportation cost is related to vehicle movements outside the collection areas during 
a working day. Fhey include a number of separated trips; (i) from garage to collection 
area at the beginning of a working day; (ii) from collection area to discharge site; (iii) 
from discharge site to collection area: and (iv) from discharge site to garage. Trips (ii) 
and (iii) ma> be repeated when neeessar>. Consequent!), interactions cxibt between 
the waste flows and their transportation costs due to the effects of economies of scale; 
especiall) when waste flows are high or hauling distances are long, the effects ol 
economies of scale ma\ be significant. 
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Considering the transportation costs for !nunicipality-to-faci!it\ waste flows 
and incinerdlor-to-landfiU residue flows are approximated as interval linear functions 
of waste flow to reflect the economies-of-scale effects. Accordingly, the economies-
of-scale effect in terms of waste transportation is expressed as a sizing model with a 
power law (Thuesen et al [29], Huang et al. 113]): 
where A^^ is a waste flow decision variable (t/day), X^^ is a reference waste flow 
(t/day). Ci is the transportation cost for waste-flow X, ($/t), C,^ is a known 
transportation cost for reference waste flow X,^{%l\), and m is an economies-of-scale 
exponent (0<m<l). For waste-transportation equipment, m value is approximately 
0.8-0.9, and the nonlinear relationships in formula (8) can be approximated by interval 
linear functions with a reasonable degree of error (Huang et al. [13]). 
Thus, in a waste-management system, when (i) transportation costs are 
approximated as inexact linear functions of waste flows to reflect the economies of 
scale, (ii) waste-generation amounts are uncertain in the future, and (iii) a linkage to 
predefined policy is desired, one potential approach is to introduce the IQP technique 
into the ITSP framework This leads to an ISQP model as follows: 
U V (? 
1 = 1 ; = 1 /c = l 
U V Q 
1 = 2 ; = 1 fe=l 
u V (I s 
+ Z Z Z Z '^^  ^^^ ^^i^Mk^U + ^U + DP±) 
1 = 1 ; = 1 A: = l h = l 
u V Q s 
1 = 2 ; = 1 fe=l h = l 
XI V 1 i! 13 f( 
Z Z Z '^^  ^ ^J' ^^ '^  '2.1.1.1.^'^^' Wj,,/?M± (9a) 
i = 2 ; = l k = l 1 = 2 j = l k = l h = l 
subject to: 
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V Q r U \ 
X Z ^ ^ (X±,-f M±,,)+ ^FZ-±(;f±, +M±,,) <LC\ Vh, (9b) 
; = l f e = l V i = 2 J 
V 
X (^^Jk + ^ J/c'i) ^ ^^* ' ^^' '^- ^ = 2.3 u (9c) 
X K/. + ^ i J ^ ;^ih . Vy, fc, /i; (9d) 
^*/c + <fc/z ^ DG^,Wji^, yj.k.h- I = 2,3, ,u (9e) 
^Uma. ^ ^ikmax ^ W,;kh > 0 Vt,y,/c,/l, ( 9 / ) 
where: 
a~ji^ = slope of transportation cost curve for allowable waste flow from district y to 
facility i during period k (the first-stage cost parameter); 
/^;^ji = Y-intersect of transportation cost curve for allowable waste from district j 
to facility i during period k (the first-stage cost parameter); 
o-~i^ = slope of transportation cost curve for allowable residue from facility i to 
landfill during period k (the first-stage cost parameter), and 
i = 2,3, ,u: 
§~^ = Y-intersect of transportation cost curve for allowable residue from facility i 
to landfill during period k (the first-stage cost parameter), and i = 2,3, , u; 
y~j/^ = slope of transportation cost curve for excess waste from city 7 to facility i 
during period k (the second-stage cost parameter); 
(p~j/^ = Y-intersect of transportation cost curve for excess waste from city j to 
facility i during period k (the second-stage cost parameter); 
i//,/^ = slope of transportation cost curve for excess residue from facility i to 
landfill during period k (the second-stage cost parameter), and 
,^7 =" Y-intersect of transportation cost curve for excess residue from facility i to 
landfill during period k (the second-stage cost parameter), and [ = 2,3, ,u. 
In the ISQP, when penalty coefficients that are related to the decision variables have 
the same sign, the bounds for decision-variables corresponding to the upper and lower 
bounds of the objective function value can be easily defined (Chen and Huang [8], Li 
et al. [21]); however, when they have different signs, a DAM proposed by Chen and 
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Huang [8] can be emplo}ed to solve the ISQP mode!. B\ letting a!! left- and/or right-
hand iide coefficients be equal to their mid-values, a mid-value QP submodel for 
Model (9) can be firstly formulated first as 
IL V Q 
Ml 
( - 1 j - l k - l 
u V Q 
'^ 2-I2-J2^ ^feC'^i;'')'"^ {PEi)mv i{(^ik)mvi^ijk)mvi.Pf^i)mv + i^ik^mv + (O^lfc)mvJ 
1=2 j = l k = l 
u V Q s 
+ 
1 = 1 1 = 1 fc = l h=l 
u V  s 
+ 
1 = 2 ] = 1 fc=l h = l 
X \i}Pik)mv{^ijkh)mviPEi)rav + {.^ik)mv + (^^lfc)mi;J 
K P <? U V Q S 
- 2 _ , / _ , / _ , f^c (^i;fc)mt,(«£'ik)mv " 2 j Z J Z j 2 J ^^ ''^'^ (^ 'Jkl)m^;C^'^ik)mi; 
i = 2 ; = l f c = l I = 2 ; = l k = l h = l 
(10a) 
subject to: 
\—^ \—' 1 r -. \ ^ - - 1 
7 ) ^k \[{^l]k)m.v{Ml]kh)mv\+ } (^£'i)}nt;[(^ufe)7ni;(WijWi))npJ [ ^ ^^nw / ^/l-
j = l k = l ^ 1=2 J 
(10b) 
V 
^ [(^t;fc)mi,(Mi;k^)„ip] < (rc,),„^ , V/c,h; t = 2.3 u (10c) 
7 = 1 
V 
2 ^ [(^,;fe)mv(Mi;fch)mr] ^ (w,kh)mv - V;, k, h, ( l O d ) 
; = i 
(^i;fc)?ni; + (^i;A:/i)mi7 ^ (^^ifc)mt;(^7/ch)7nP' '^j,k,h; i = 2,3, ,U, 
(lOe) 
> 0 Vi,y,/c,/i. ( 10 / ) 
B} soKing Model (10), the optimal solutions of(M^^^/,),„, ^p, can be obtained. 
According to the descriptions of Section 2.2, the bound distribution forM,"^/, can be 
identified based on the following criteria: 
f' iKkovt) ^ f^ Kfc/iopt)' when 2d^;i,(M,j„^),^^op, + c^^ > 0, (11a) 
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f {Kkopt) ^ f^ (Kkh opt)-when 2d,%(M,^fcft)^^opt + </c < 0 (ilb) 
When criterion (11a) is satisfied. M/^^;, corresponds t o / ; when criterion 
(l ib) is satisfied. M,~^;,corresponds t o / * . This DAM is particularl> useful for 
application of ISQP in large-scale real-world problems where man> coefficients ha\c 
different signs. Then, the ISQP model can be transformed into two deterministic 
submodels corresponding to lower and upper bounds of the objective function (Huang 
et al. [13], Chen and Huang [8]). Interval solutions which are feasible and stable in the 
given decision space, can then be ob^ a^ined by solving the two submodels sequentially 
When the planning problem is to minimize the system cost, the submodel 
corresponding to the lower bound of the objective function value (f) should be 
formulated and solved first and then, the second submodel corresponding to the upper 
bound objective ( / ^ ) can be formulated and solved on the basis of the constraints of 
the first submodel solutions (Huang et al. [13], Chen and Huang [8], Li et al. [21]). 
The detailed solution process for the ISQP model with the objective being minimized 
is summarized in Figure 1. 
In general, the ISQP method is based on three optimization techniques namely 
TSP, IPP and QP. Each technique has a unique contribution to enhancing the m.odel's 
capability in dealing with uncertainties and nonlinearities in the system information 
and the associated policies. For example, the probability distributions and policy 
implications were handled though the TSP, the uncertainties presented as discrete 
intervals through the IPP, and the nonlinearities in the objective function were 
addressed through the QP. 
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Policy and uncertainties Quadratic objective function 
Inexact two-stage 
Stociiastic programming 
Quadratic 
programming 
Inexact stochastic quadratic programming (ISQP) 
If C(jfc and dy^ have 
different signs, then solve 
the mid-value submodel If C;^ .^ and d^ji^ have 
the same sign 
Calculate 2d^j^iM,^i,^)^^^^^ + c^j^ 
values, identify optimal bound 
distribution for M[^ fe/i 
Formulate lower- and upper- bound submodels corresponding 
to / " and /+ 
Optimal solution of primal ISQP model 
Figure 1. Solution process for the ISQP model. 
5.3 Case study 
Consider a hypothetical case wherein a solid-waste manager is responsible for 
allocating waste flows from two cities to two treatment facilities over a 15-year 
planning horizon (with three 5-year periods). One existing landfill and one incinerator 
are available to serve the MSW treatment/disposal needs. The incinerator generates 
residues of approximately 30% (on a mass basis) of the incoming waste streams, 
which are disposed at the landfill. The landfill has an existing capacity of [2.5, 2.9] 
million tonnes and the incinerator has a capacity of [270, 320J tonne day. In addition, 
a diversion rate of 40%, which the least proportion of waste flows is treated by the 
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incinerator is forced to the two cities, respectively. The waste-generation rates ma} 
vary among different cities and different periods and the costs of waste transportation 
and operation also var}' temporally and spatially. Moreover, interactions exist between 
the waste flows and their transportation costs due to the effects of economies of scale. 
Table 1 shows the waste generation rates and their associated probabilities of 
occurrence in the two cities. Tables 2 and 3 contain transportation costs for allowable 
and excess waste flows from the two cities to the two facilities, operating costs of the 
two facilities and revenues from the incinerator. It is indicated that the transportation 
costs that are approximated as inexact linear functions of waste flows. Table 4 
presents the allowable and maximum waste-flow levels from cities to facilities over 
the planning horizon. Excess waste flows will be generated if the allowable waste-
flow levels (i.e. quotas of waste flows from the city to the three facilities, as 
predefined by the authorities) are exceeded; excess flow = generated flow - assigned 
quota. Under such a situation, the total waste flow will be the sum of both fixed 
allowable and probabilistic excess flows. 
Therefore, the problem under consideration is how to effectively allocate waste 
flows from the two cities to suitable waste-management facilities under varied waste-
generation-management conditions, in order to minimize the net system cost. 
Table 1. Waste-generation rates under different probability levels. 
Level of waste-generation 
City 1 
h=l (L = low) 
h=2 (M = medium) 
h=3 (H = high) 
City 2 
h=l (L = low) 
h=2 (M = medium) 
lv'~3 (M-II medium 
h=4 (H = high) 
-high 
Probability 
0.2 
0.6 
0.2 
0.15 
0.4 
)0.3 
0.15 
Waste-generation rate, Wj 
k=l 
[90, 130] 
[130, 180] 
[180,230] 
[110, 150] 
[150,200] 
[200, 255] 
[255, 295] 
k=2 
[120, 160] 
[160,215] 
[215,270] 
[130, 170] 
[170,220] 
[220, 275] 
[275,315] 
A/,(t/day) 
k-3 
[150, 190] 
[190, 245] 
[245, 300] 
[155, 195] 
[195,245[ 
[245, 300] 
[300, 340] 
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Table 2. Regular cost and revenue for allowable waste flows. 
Time period 
k=l k=2 k=3 
Transportation cost for cit>-to-landfill ($/t) 
7/?i-i^(Cit> 1) -0.0123X+14.58 -0.0135x + 16.04 -0.0148.T+17.64 
r/?^+ifc(City 1) -0.0163X+19.40 - 0 . 0 1 7 9 T + 21 34 -0.0197x+23.48 
TRi2k (Cit> 2) -0.0106.r^ 12.65 -0 .0 l l7x+ 13.92 "0.0129x+ 15.31 
r/?i-2k (City 2) -0.0142X+16.87 -0.0156x + 18.56 -0.0172x+20.41 
Transportation cost for city-to-incinerator ($/t) 
r7?2"ik (City 1) -0.0097x + 11.: 7 -0.0107x + 12.73 -0.0118x+ 14.00 
ri?2\k (City 1) -0.0130X+15.42 -0.0143x+16.97 -0.0157.r+18.66 
r/?2~2k (City 2) -0.0102X+12.17 -0.0113x+13.39 -0.0124x+14.73 
ri?2^ 2k (City 2) -0.0136X+16.15 -0.0149x + 17.76 -0.0164x+19.54 
Regular operation cost ($/t) 
0P{^^ (landfill) [25,35] [30.45] [40.60] 
0P2^ (incinerator) [55,75] [60,85] [65,95] 
Transportation cost for residues from incinerator to landfill ($/t) 
FTi^ -0.0048X + 5.71 -0.0053x + 6.28 -0.0058x + 6.91 
FT,^ -0.0064X + 7.62 -0.0070x + 8.38 -0.0077x + 9.22 
Revenue from incinerator ($/t) [15, 20] [20,25] [25,30] 
The decision variables will represent probabilistic excess waste flows from each city 
to the landfill and incinerator under different waste-generation levels. The constraints 
involve all relationships among the decision variables and the waste-
generation/management conditions. Since the effects of economies of scale on waste-
transportation costs exist, uncertainties may exist in terms of intervals and random 
variables; moreover, a linkage to the predefined policies as formulated by the 
authorities is desired. Thus, the ISQP method is considered to be a suitable approach 
for tackling this planning problem. 
5.4 Result and Discussion 
Fable 5 presents the solutions obtained through the ISQP model which are the 
optimized system cost and the allocated waste-flow levels from the two cities to the 
landfill and incinerator. It is 
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Table 3. Penalt> and revenue for excess waste flows. 
1 ime Period 
k^3 
Transportation cost for city-to-landfill ($/t) 
Z)/?[-ifc (City 1) -0.0197X +23.33 -().0216x + 25.66 
DRtrk (City 1) -0.026Lr ^31.04 -0 0286.r + 34 14 
Z)/?i-2/c (City 2) -0.0170x4 20.24 -0.0187x - 22.27 
D/?i+2fc (City 2) -0.0227X + 26.99 -0.0250x + 29.70 
Transportation cost for city-to-incinerator ($/t) 
DR^xk (City 1) -0.0155X + 18.51 -0.0171x + 20.37 
D/?2\fc (City 1) -0.0208X + 24 67 
DR22k (City 2) -0.0163X+ 19.47 
DRi2k (City 2) -0.0218X + 25.84 
Regular operation cost ($/t) 
DPf^ (landfill) [45,60] 
DP^y. (incinerator) [95, 130] 
Transportation cost for residues from incinerator to landfill 
Dlfc" -0.0077x4-9.14 -0.0085x+10.05 
DT^ -0.0102X+12.19 -0.0112x + 13.41 
Revenue from incinerator ($/t) [15, 20] [20, 25] 
-0.0229X + 27.15 
-0.0181X +21.42 
-0.0238X +28.42 
[55, 80] 
[105, 145] 
-0.0237X+28.22 
-0 0315X+37 57 
-0.0206xf 24.50 
-0.0275X+32.66 
-0.0189X+22.40 
-0.0251x^29.86 
-0.0198X+23.57 
-0.0262X+31.26 
[70. 100] 
[115, 155] 
($/t) 
-0.0093X+ 11.06 
-0.0123X+ 14.75 
[25, 30] 
Table 4. Allowable waste flows from, the city to the three facilities. 
Time period 
k - 1 k = 2 k = 3 
Allowable waste flow to landfill (t/day) 
City 1 [75,85] [85,95] 
City 2 [100,110] [105,115] 
Allowable waste flow to incinerator (l/day) 
City 1 [55,65] [60, 70] 
City 2 [70,80] [75, 85] 
Maximum waste flow to landfill (t/day) 
City 1 150 170 
City 2 180 200 
Maximum waste flow to incinerator (t/day) 
City 1 105 120 
City 2 155 160 
[95, 
[110. 
[65, 
105] 
, 120] 
75] 
[80, 90] 
200 
230 
140 
180 
indicated that the patterns of excess waste-flow allocation vary among different 
periods because of the temporal and spatial variations of waste-management 
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conditions over the planning horizon, as well as the uncertainties existing in system 
components. In case of excess waste, allotment to the landfill should be first assigned 
under achieving the diversion rate and then to the incinerator due mainly to their 
differences in treatment costs. The analysis of the modeling solutions for Period 1 are 
provided below, while those for Periods 2 and 3 can be similarly interpreted based on 
Tables. 
The optimized waste-flow pattern between the cities and the landfill under 
different waste-generation rates over the planning horizon are presented in Figure 2. 
Each optimized waste flow is a sum of the allowable and excess flows from each city 
to each facility under a given waste-generation condition. 
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Table 5. Solutions of the ISQP model. 
ijkh 
n i l 
1112 
108] 
1113 
138] 
1121 
1122 
129] 
1123 
162] 
1131 
114] 
1132 
147] 
1133 
180] 
1211 
110] 
1212 
120] 
1213 
153] 
1214 
177] 
1221 
115] 
1222 
132] 
1223 
165] 
1224 
189] 
1231 
120] 
1232 
147] 
1233 
180] 
1234 
204] 
2111 
2112 
2113 
2121 
2122 
How 
Facility 
Landfill 
Landfill 
Landfill 
Landfill 
Landfill 
Landfill 
Landfill 
Landfill 
Landfill 
Landfill 
Landfill 
Landfill 
Landfill 
Landfill 
Landfill 
Landfill 
Landfill 
Landfill 
Landfill 
Landfill 
Landfill 
Incinerator 
Incinerator 
Incinerator 
Incinerator 
Incinerator 
Opt 
City 
2 
2 
2 
2 
2 
2 
2 
2 
2 
2 
2 
2 
mi/cd 
Period 
1 
1 
1 
2 
T 
2 
3 
3 
3 
1 
1 
1 
1 
2 
2 
2 
2 
3 
3 
3 
3 
1 
1 
1 
2 
2 
Waste 
generation Probability 
rate 
Low 
Medium 
High 
Low 
Medium 
High 
Low 
Medium 
High 
Low 
Medium 
Medium-
High 
Low 
Medium 
Medium-
High 
Low 
Medium 
Medium-
High 
Low 
Medium 
High 
Low 
Medium 
(%) 
20 
60 
20 
20 
60 
20 
20 
60 
20 
15 
40 
high 30 
15 
15 
40 
high 30 
15 
15 
40 
high 30 
15 
20 
60 
20 
20 
60 
Allowable 
waste flow 
(t/day) 
|75,85! 
[75, 85] 
[75, 85] 
[85, 95] 
[85. 95] 
[85, 95] 
[95, 105] 
[95, 105] 
[95, 105] 
[100, 110] 
[100, 110] 
[100, 110] 
[100, 110] 
[105, 115] 
[105, 115] 
[105, 115] 
[105, 115] 
[110, 120] 
[110, 120] 
[110, 120] 
[110, 120] 
[55, 65] 
[55, 65] 
[55, 65] 
[60, 70] 
|60. 701 
Excess 
waste flow waste 
(t''day) 
0 
[0, 23] 
[33, 53] 
0 
[11 34] 
[44, 67] 
[0,9] 
[19,42] 
[52, 75] 
0 
[0, 10] 
[20, 43] 
[53, 67] 
0 
[0, 17] 
[27, 50] 
[60, 74] 
0 
[5, 27] 
[37, 60] 
[70, 84] 
0 
[0,7] 
[17,27] 
0 
[4, 16] 
a/day) 
[75,85] 
[75, 
[108, 
[85, 95] 
[96. 
[129, 
[95, 
[114, 
[147, 
[100, 
[100, 
[120, 
[153, 
[105, 
[105, 
[132, 
[165, 
[110, 
[115, 
[147. 
[180, 
[55, 65] 
[55,72] 
[72, 92] 
[60,70] 
[64, 86] 
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2!23 
108j 
213! 
2132 
2133 
120] 
2211 
2212 
2213 
102] 
2214 
118] 
2221 
2222 
2223 
110] 
2224 
126] 
2231 
2232 
2233 
120] 
2234 
136] 
Incinerator 
Incinerator 
Incinerator 
Incinerator 
Incinerator 
Incinerator 
Incinerator 
Incinerator 
Incinerator 
Incinerator 
Incinerator 
Incinerator 
Incinerator 
Incinerator 
Incinerator 
Incinerator 
Expected system cosl 
1 
1 
1 
1 
2 
•^ 
2 
2 
2 
2 
2 
2 
2 
2 
2 
2 
:f$106j 
2 
3 
3 
3 
1 
i 
1 
1 
2 
2 
2 
2 
3 
3 
3 
3 
• • / ' 
fligh 
I.ow, 
Medium 
High 
Low 
Medium 
Medium-
High 
Low 
Medium 
Medium-
High 
Low 
Medium 
Medium-
High 
•high 
high 
high 
20 
20 
60 
20 
15 
40 
30 
15 
15 
40 
30 
15 
15 
40 
30 
15 
}opt=[118.0, 232.4] 
[60, 70] 
[65. 75] 
165. 75] 
[65,75] 
[70, 80] 
[70. 80] 
[70, 80] 
[70, 80] 
[75, 85] 
[75. 85] 
[75, 85] 
[75, 85] 
[80. 90] 
[80, 90] 
[80, 90] 
[80, 90] 
[26, 38] 
[0. 1] 
[11,23] 
[33,45] 
0 
0 
[10,22] 
[32, 38] 
0 
[0.3] 
[13,25] 
[35,41] 
0 
[0,8] 
[18,30] 
[40, 46] 
[86, 
(65. 76] 
[76, 98] 
[98, 
[70, 80] 
|70, 80) 
[80, 
[102, 
[75,85] 
[75. 88] 
[88, 
[110, 
[80, 90] 
[80, 98] 
[98, 
[120, 
iii-)i 
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The solutions of iV//,,,^ --0 , ^'/nno/;; "= [^ -^23] . and M/,, ,^  =^  [3\ 5l] i / da\ 
indicate that for waste flo\^ from City 1 to the landfill in Period 1. there would be no 
excess (in reference to the allowable waste-loading level) when the waste-generation 
rate is low and associated with a probabilit> of 20% and thus, the optimized waste-
flow allocation pattern would then be the allowable loading level predefined by the 
authorifies (i.e. ^f, j j^^^, = Xfj | = [75,85] t / day); however, there would be excesses 
of [0, 21] and [11, 51] t/day under medium and high waste-generation rates 
(probabilities = 60% and 20%) and correspondingly, the optimized waste flows are 
80, 113, 113, 143, t/day, respectively. Similarly, for wastes from City 2 to the landfill 
during Period 1, the results ofMf2i!op/ "^0 .M^2\2opi = [0,10], M,^,3, , ,=[20,41] 
and Af,'^ 2i4o/3/ = [53, 67] t / day indicate that there would be no excess under low 
waste-generation rate; however, when waste generation exceeds the low level, excess 
flows of [0, 10], [20,43] 
City 1 City 2 
-• Pe i iod 1 >-
City 1 Ci ty 2 
•* Per iod 2 *• 
Ci ty 1 City 2 
< Per iod ? 
Ltmcr allow able waste -X- lowei optimised was'r 
Uppei allowable waste ™i_ Upper optimised waste 
Figure 2. Optimised waste flows from cities to the landfill. 
and [53, 67] t / day would exist under medium, medium-high and high waste-
generation rates, respectively. 
The optimized waste flows from the cities to the incinerator under different 
waste-generation rates are summarized in Figure 3. For wastes from City 1 to the 
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incinerator during Period 1. there would be no excess when the waste-generation rate 
is lovv: in comparison, under medium and high waste-generation rates, the excess 
tlows would become [0, 7] and [17, 27] t/day, respectively; the optimized waste flows 
from City 1 to the incinerator would be [55, 65], [55, 72] and [72, 92] t/day, 
respectively. For waste flows from City 2 to the incinerator in Period 1, the results 
indicate that there would be no excess under low and medium waste-generation rates; 
however, when waste-generation rates become medium-high and high, the excess 
flows of [10, 22] and [32, 38] t/day would exist; correspondingly, the optimized waste 
flows would be [70, 80], [70, 80], [80,102] and [102, 118] t/day, respectively. 
The solution of the objective function (/^^, = $[ll8.0,232.4]x 10^)is 
presented as two extreme values of the expected net system cost. As the actual value 
of each variable or parameter varies within its two bounds, the expected system cost 
may change correspondingly between /^p^and /^p, with different reliability levels. 
For example, the lower bounds of cost coefficients and 
130 
150 
120 
90 
60 
30 
City 1 City 2 
-* Period 1 *• 
City I City 2 
** Period 2 •-
City ! City 2 
•* Period 3 *• 
—0— Lower allowable waste - X - Lower optimised vvaite 
-HH- Upper allowable waste _ ^ Upper optimised waste 
Figure 3. Optimized waste flows from cities to the incinerator. 
the lower bounds of waste-generation levels could be suitable for advantageous 
system conditions that would bring about a lower system cost. In comparison, the 
upper bounds of cost coefficients and the upper bounds of waste-generation levels 
could be for more demanding conditions with a higher system cost. Thus, planning for 
the lower bound of the objective-function value could lead to a lower cost but a higher 
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risk of violating the allowable waste-flow levels. Conversely, planning with a higher 
system cost would correspond to a lower probability of such violation. T'hese 
demonstrate that a tradeoff between the v^aste-management cost and the system-
failure risk must be analyzed. 
The ISQP mode! could provide a linkage to the pre-regulated policies 
determined by authorities that have to be respected when a modeling effort is 
undertaken. The complexity associated with the allowable waste-flow levels is mainly 
caused by the limited capacity for waste disposal and the increasing waste-generation 
level. Therefore, variations in the values ofXf j^ would lead to different scenarios 
corresponding to different policies for managing waste generation, reduction and 
recycling, as well as waste diversion and disposal. For example, if the allowable waste 
flows are regulated at too low levels, then high penalties may have to be paid when 
the allowances are violated; conversely, if allowable waste-flow levels are too high, 
high waste of system resources will be generated. There may exist multiple options 
with regards to the varying allowable waste-flow levels, the existing and expanded 
waste-management capacities and the excess waste-flow levels under different waste-
generation rates. They are associated with different levels of waste-management cost 
and system-failure risk, where effective tradeoff analyses are desired. 
The study problem can also be solved through an ITSP model without 
considering the effects of economies of scale on waste-transportation costs. In the 
ITSP, waste-transportation costs are considered to be interval numbers, independent of 
the quantities of wastes handled. The solution of the objective function (obtained 
through the ITSP) is $[120.1, 236.2] x 10^, different from that of ISQP. This is 
mainly because the ITSP method is based on the assumption that effects of economies 
of scale are negligible and thus the relevant objective function is linear. However, the 
effects will be significant, and thus make the ITSP method less realistic when waste 
flows are high or hauling distances are long. For example, if the majority of waste 
flows from a city are determined to be transported to the landfill in the ISQP solution, 
its waste flow to the incinerator will be low (or zero). Consequently, the ISQP model 
reflects the fact that lower allocated waste flows will have higher unit transportation 
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costs due to the effects of economies of scale and vice versa. In comparison, the ITSP 
mode! assumes the same transportation cost for the range of waste flows. Thus, the 
main Hmitation of the ITSP is its over-simplification of the relationship between the 
transportation cost and waste amount; in comparison, the ISQP method can better 
reflect system cost variations and generate more reasonable and applicable solutions. 
5.5 Conclusions 
ISQP method has been developed for MSW management under uncertainty. This 
method improves upon the existing IQP and TSP approaches. It can deal with 
nonlinearities in the objective function to reflect the economies of scale and 
uncertainties expressed as probabilit}' distributions and discrete intervals. It can also 
be used for analyzing various policy scenarios that are associated with different levels 
of economic penalties when the promised policy targets are violated. 
The developed method has been applied to a case of long-term waste-
management planning. The interactive and derivative algorithms are employed for 
solving the developed ISQP model. The solutions are presented as combinations of 
deterministic, interval and distributional information, and can thus facilitate the 
commiunication for different forms of uncertainties. They can be used for generating 
decision alternatives and thus help waste managers to identify desired policies under 
various environmental, economic and system-reliability constraints. 
Compared with the ITSP method, the ISQP considers the effects of economies 
of scale on the objective function value and can better reflect system cost variations 
and generate more reasonable and applicable solutions. Thus, although this study is 
the first attempt for planning waste-management system through developing the ISQP 
approach, the results suggest that this integrated technique is applicable to other 
environmental problems that involve uncertainties presented in multiple formats. 
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