3D object reconstruction using stereo and motion by Grosso, Enrico et al.
IEEE TRANSACTIONS ON SYSTEMS, MAN, AND CYBERNETICS, VOL. 19, NO. 6, NOVEMBER/DECEMBER 1989 1465 
3-D Object Reconstruction Using 
Stereo and Motion 
ENRICO GROSSO, GIULIO SANDINI AND MASSIMO TISTARELLI 
Ahsfrucf -The extraction of reliable range data from images is investi- 
gated, considering, as a possible solution, the integration of different 
sensor modalities. Two different algorithms are used to obtain independent 
estimates of depth from a sequence of stereo images. The results are 
integrated on the basis of the uncertainty of each measure. The stereo 
algorithm uses a coarse-to-fine control strategy to compute disparity. An 
algorithm for depth-from-motion is used exploiting the constraint imposed 
by active motion of the cameras. To obtain a three-dimensional (3-D) 
description of the objects, the motion of the cameras is purposively 
controlled, as to move around the objects in view, while the direction of 
gaze is kept still toward a fixed point in space. This egomotion strategy, 
which is similar to that adopted by the human visuomotor system, allows a 
better exploration of partially occluded objects and simplifies the motion 
equations. The algorithm has been tested on real scenes, demonstrating a 
low sensitivity to image noise, mainly due to the integration of independent 
measures. An experiment, performed on a real scene containing several 
objects, is presented. 
I.  INTRODUCTION 
NE O F  THE PRIMARY goals of early vision is that 0 of extracting volumetric measures about the observed 
objects in a scene from a continuous flow of visual infor- 
mation. In humans this task is accomplished using many 
different sources of information coming from multiple 
sensor modalities. 
So far many methods have been proposed to acquire 
information about the three-dimensional (3-D) structure of 
the world, with the aim of building a feasible and handy 
representation of the environment [1]-[9]. 
It is our opinion that, at present, all computationally 
reasonable algorithms for range estimation suffer from 
errors and uncertainities peculiar to each method. For 
example, the illumination condition is a weak point in 
deriving shape from shading [lo], [ll] and the computation 
of stereo disparity fails when the matclung is performed on 
edges parallel to the epipolar lines [3], [12]. A possible 
solution is to select and to integrate, according to a relia- 
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bility measure, the results obtained from different informa- 
tion sources to obtain a unique representation of the 
environment [13], [14]. 
In this paper we present an example of the integration 
of range data computed from stereo matching and optical 
flow, ending with a 3-D (volumetric) representation of the 
solids in view. The experimental setup is based on a pair of 
cameras, with a coplanar optical axis directed toward a 
common fixation point, moving around an object and 
traclng an environmental point [15], [16] (i.e., the move- 
ment is performed keeping the fixation point still). 
Along with the measure of depth, an explicit estimation 
of uncertainty is carried out. This uncertainty value, trans- 
formed into a reliability map and associated with the 
corresponding depth map, is used, along with the instanta- 
neous position in space and the geometry of the stereo pair 
(i.e., proprioceptive information), to update the volumetric 
representation of the environment continuously [14], [17]. 
In fact, in spite of the great deal of information, ob- 
tained from the different viewpoints, it is clear that from a 
bus relief (i.e., a depth image) only a partial description of 
the 3-D shape can be derived. To complete and refine this 
information it is necessary to “move around,” exploring 
the environment actively [18]. This is true not only because 
occluded objects can become evident from different view- 
points, but also because during the motion depth informa- 
tion can be derived from motion parallax. The tracking 
strategy, adopted to drive the egomotion, allows the active 
inspection of the environment and of the objects in the 
scene from different viewpoints. 
In principle, the continuous flow of information, repre- 
sented as continuously changing depth images derived 
from stereo measures and motion parallax, needs to be 
cast into an incremental representation. This casting pro- 
cess acts like an accumulator where only the “new” infor- 
mation changes the current description whereas the redun- 
dant (or duplicate) information does not affect it. 
In our approach the casting process makes use of a 
geometric description of the world in terms of a 3-D array 
of voxels. The visual bas relief computed from each view- 
point is used to update this volumetric description. 
During the integration process, the reliability map is 
used to weight the depth measure with respect to the 
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accumulated one. Each voxel of the volumetric accumula- 
tor stores, at each instant of time, the measure of probabil- 
ity of “empty space.” It is worth noting that this analogic 
geometric representation of the environment is certainly 
not sufficient for high-level processing (for example, recog- 
nition); on the other hand its primary use is to help the 
accumulation of depth information. More “complete” geo- 
metric description, including also surface information, can 
be derived from the voxel representation and logically 
linked to it. 
11. ACQUISITION OF RANGE DATA 
The outline of the experiment described in this paper is 
presented in Fig. 1. The images were acquired from four 
positions in space (east, west, south, and north), moving a 
stereo pair around a set of objects while tracking a fixed 
point on the surface of the central object. The distance of 
the cameras from the fixation point was kept constant 
during the movement (a circular trajectory) and equal to 
103 cm. 
From each position in space eleven stereo pairs were 
acquired. The displacement between successive position is 
4” along the circular trajectory, around a vertical axis 
centered on the fixation point. The total angular span, 
between the first and last image of each sequence, is, 
consequently, 40”. 
On the eleven stereo pairs, the third was used to com- 
pute depth from stereo, while all the remaining images 
were used in the motion algorithm to compute the depth 
map, also relative to the third image. 
All the images were acquired at 256x256 pixels with 8 
bits of resolution in intensity, with two CCD cameras 
(COHU 4713) and a VDS 7001 Eidobrain image process- 
ing system. 
A. Disparity Extraction and Edge Matching 
The first part of the algorithm is based on the computa- 
tion of the cross correlation between corresponding square 
patches of the stereo pair; the images over which the cross 
correlation is performed are obtained by convolving the 
originals with a Laplacian of Gaussian operator and repre- 
senting only the sign of the filtered images [19], [3]. The 
estimation of correspondence is performed, using a coarse- 
to-fine approach, in three successive steps. At each step the 
correlation is computed at a different spatial frequency 
band (i.e., filtering the images with a v ’G mask of differ- 
ent size) going from low to high spatial frequencies; as a 
consequence also the size of the correlation patches de- 
creases at each step (it is directly proportional to the size 
of the mask). At the end of each step, a measure of 
disparity is obtained which is successively refined during 
the following steps. 
Finally, the maximum precision in disparity is achieved, 
performing an explicit edge matching between the zero 
crossings of the right and left image, extracted at the 
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Fig. 1. Schematic representation of experimental setup. Square in mid- 
dle represents tray with objects on top; initial positions of stereo 
cameras, with respect to objects, are indicated as north, south, east, and 
west. Arrows indicate direction of movement of cameras acquiring 
sequences. 
highest resolution scale. This process is performed using 
the disparity value computed by the three-step cross-corre- 
lation procedure. In particular, starting from an edge point 
in the left image, the corresponding contour point in the 
right image is searched in a neighborhood of the disparity 
computed during the previous phase. The amplitude of the 
search space is determined by the amplitude of the v 2 G  
mask used to filter the image at the higher resolution scale. 
The correlation values computed in a region with uni- 
form shade (Le., lacking in significant edges) have a low 
reliability and can produce many errors on the final re- 
sults. For this reason the correlation is performed only 
over the regions of higher contrast, which correspond to 
the image areas whose energy, measured on the left image 
convolved with a Laplacian or Gaussian operator, is great- 
est. 
Overlap constraints, with a threshold on the minimum 
energy value, limits the overall number of patches used to 
perform the correlation. In practice, the patches can be 
positioned directly on the edges, while the slope of the zero 
crossings (extracted from the convolved images) is used as 
the sorting value for the selection of the best image patches. 
The correlation measure is weighted using measures of 
slope and spatial orientation of the gradient computed 
over the filtered images. As a consequence the disparity, 
identified by the peak of the correlation function, is also a 
function of local orientation. The value of correlation is 
used as a reliability factor [20], [21]. 
In Fig. 2, the four stereo pairs used in the experiment 
are presented. In Fig. 3 the result of the correlation process 
is shown, performed on the first stereo pair filtered with a 
v 2 G  mask with standard deviation U equal to 8, 4, and 2 
pixels; the grey level is proportional to the disparity of the 
patches. The map presented in Fig. 3(a) represents the 
final disparity obtained from the regional part of the 
algorithm. 
A planar model is used to determine depth from stereo 
(see Fig. 4). In this case the depth of a world point with 
respect to the left camera is a function of six independent 
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Fig. 2. Stereo pairs used in experiment. Resolution of images is 256 X 256 pixels 
parameters: 
Z ,  = Z, (  s ( ) ,  -Y, .  8. F, I ,  i 7 1 )  
r---- [ y1 sin0 + Fcosd] + [ F +  V Z ] [  Fsin8 -- xI  cos 01 + Fx, 
(1) __  = \iF' + A,' 
[xl.xo + F ~ ]  sin8 + F [  Y() - x , ] c o s ~  
The four parameters 8 ,  I, M ,  L' (refer to the scheme 
depicted in Fig. 4) depend upon a calibration procedure, 
while x,, and x1 are two corresponding points in the left 
and right image, respectively (i.e., x1 = x,, + d,  where d is 
image disparity). 
The depth map obtained from the first stereo pair is 
presented in Fig. 3(b) The depth values are computed at 
the edge points obtained from the convolved image at the 
highest resolution; the final depth map is computed, for all 
the image points, with a linear interpolation. Along with 
depth also the associated uncertainty measure is presented 
in Fig. 3(c); this measure reflects the reliability of the 
computed depth (see Section 111-A). 
B. Estimatiori of Depth from Motion 
The estimation of the optic flow from an image se- 
quence is based on a gradient technique in which proprio- 
ceptive knowledge of the egomotion parameters is used to 
constrain and solve, in closed form, the motion equations. 
The measurement is performed at the contour points ob- 
tained by filtering the images with a v 2 C  operator and 
extracting the zero crossings [ 2 2 ] .  The procedure for the 
computation of the optic flow is divided into the following 
steps: 
computation of the velocity component perpendicu- 
lar to the local orientation of the contour; for each contour 
point the component V' is computed as the ratio between 
the time derivative and the local edge slope; 
computation of the true direction of motion. 
The computation of the direction of motion requires, 
in the case of general motion of the camera in a steady 
environment, the knowledge of at least seven variables 
related to the egomotion (six for displacements and rota- 
tions and the focal length). A reduction of the parameters 
required is achieved constraining the movement of the 
observer. 
In this approach the motion of the camera was con- 
strained as to keep the fixation point still during the 
motion around the objects in view. As a consequence the 
egomotion parameters that need to be measured are the 
distances of the camera from the fixation point (Dl and 
D,) measured at successive time instants, the rotation 
angles 8, $, and + (measured for each sampled frame) and 
the focal length of the camera F (for explanation of the 
symbols refer to Fig. 5). From these parameters the _direc- 
tion of the t o w  due to the translation of the sensor r/; and 
the vector V,., due to the rotational part of motion, are 
computed. 
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Fig. 4 .  Geometry of stereo setup. 
(C) 
Fig. 3. Results of stereo algorithm relative to single view (topmost pair 
of Fig. 2). (a) Results of regional correlation step; grey level codes 
image disparity (h) Depth map obtained by linear interpolation of 
contour values, obtained after edge matching refinement (depth is 
proportional to gray level). (c) Associated uncertainty (uncertainty is 
proportional to gray level). 
The direction of the flow field is obtained solving, in 
closed form, a set of non-linear equations, which incorpo- 
rates the known egomotion parameters and the motion 
constraints: 
matching of corresponding contours of successive im- 
age pairs (instantaneous optic flow). 
The optic flow computed at the previous steps is refined 
searching for the first zero crossing in the successive image 
along the computed direction. This lund of search is moti- 
vated by the fact that, capturing the images with a high 
sampling frequency and by the smoothing operated by the 
Gaussian filtering, it is unlikely to find more than one 
contour between corresponding edges. 
\ 
Fig. 5. Schematic representation of camera coordinate system with ego- 
motion parameters used in motion algorithm. 
A confidence measure is associated with the matched 
points which reflects the likelihood of the match to be 
correct. This measure is obtained comparing the edge 
orientation and slope at corresponding contour points (this 
topic is further discussed in Section 111-A). 
To achieve a sufficient range of velocity for distance 
computation, the instantaneous optic flows, resulting after 
the edge matching, are joined together, giving a global 
optic flow, relative to a part of the sequence. 
The images in Fig. 6 are the first and last left images of 
one of the stereo sequences acquired for the experiment 
(refer to Section 11. and Fig. 1 for more explanation of the 
acquisition procedure). 
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Fig. 6. First and last image of four sequences of 11 images used in experiment. Fixation point was kept still during motion 
of camera. Resolution of images is 256 X 256 pixels. 
The zero crossings extracted from the first, third, fifth, 
seventh, and ninth left images are presented in Fig. 7(a) 
superimposed (the value of U used is four pixels). The 
contours corresponding to image noise were eliminated 
using an hysteresis threshold on the average slope mea- 
sured at the edge points [23]. A representation of the 
global optic flow is given in Fig. 7(b), the displayed vectors 
are evenly spaced along image contours and were obtained 
from the original flow by taking one vector every other 
vector. 
The distance of the objects in the scene is determined 
from the optic flow and the known egomotion parameters 
E is the component of the image velocity vector due to 
camera translation: it-is computed by subtracting the 
rotational component V ,  from the whole velocity V;  D, is 
the displacement of the considered contour point from the 
focus of expansion (FOE) or the focus of contraction 
(FOC)'; W, is the velocity of the camera along the optic 
'A focus in the optic flow represents the intersection of an imaginary 
straight line. along the direction of translation and passing through the 
conciergeiice porn/ of the optical system, with the image plane. In particu- 
lar, in the case of egomotion, a FOE is produced if the camera moves 
towards the scene. then the velocity vectors are radiating from the focus; 
i f  the camera is moving away we have a FOC, and the velocity vectors 
collapse on i t .  
axis; Z,  is the distance of the world point from the 
camera along the direction of the optic axis. 
The information acquired at the contour points is not a 
depth map; in the experiments we compute a dense depth 
map by interpolating the values at the contour points in a 
linear manner. The procedure described in this section has 
been applied to the optic flow of the analyzed sequence. 
The velocity of the camera W, and the position of the 
FOE were computed from the known egomotion parame- 
ters D,, D,, and the rotation angles B and I,L (the camera 
did not rotate about the X axis). 
In Fig. 7(c) the depth map of the analyzed scene is 
presented. It was obtained, for all image points, by a linear 
interpolation of the depth values computed at contour 
points. The gray level is proportional to depth. The uncer- 
tainty relative to the depth map shown in Fig. 7(c) is 
presented in Fig. 7(d); the intensity is proportional to the 
uncertainty of the measured depth. 
111. DEPTH UNCERTAINTY AND DATA INTEGRATION 
Numerous sources of noise must be considered in pro- 
cessing images. Geometric distortions of the sensors and 
aliasing, in addition to the inevitable discretization of the 
image plane, are among the most important causes of 
errors. Also, stereo geometry and the egomotion parame- 
ters are among the potential sources of error. The reliabil- 
ity of these parameters is directly related to the accuracy of 
the measurement device. 
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(a) (b) (C) (4 
(a) Zero crossings of four images of sequence. (b) Optical flow. (c) Depth map obtained by linear interpolation of 
depth values computed from optical flow (depth is proportional to gray level). (d) Associated uncertainty (uncertainty is 
proportional to gray level). 
Fig. 7. 
These errors should be taken into account estimating 
range from images. The problem can be faced by determin- 
ing, for each parameter, an uncertainty region or a suitable 
probability distribution (Gaussian normal, triangular, etc.) 
[24]-[ 261. 
Stochastic models of visual processes have already been 
proposed in the past [25], [27]-[29]. In particular, concern- 
ing 3-D vision, research has been mainly devoted to the 
refinement of depth through uncertainty measurements. 
Many researchers have identified Kalman filtering as a 
viable solution for this problem, as it explicitly incorpo- 
rates a representation of uncertainty and allows incremen- 
tal refinement of the measurement over time. Ayache and 
Faugeras [ 301 developed an elegant formalism (extended 
Kalman filter) to build and refine a 3-D representation of 
an observed scene. While it is very powerful, their system, 
which is based on the matching of sparse object features 
like points and lines, is not suitable to represent volumetric 
objects and their spatial occupancy, though it is most 
appropriate for path planning in robotic navigation. 
Matthies and Kanade [31], [26] applied the Kalman for- 
malism for motion estimation from stereo images and for 
incremental depth measurement from known camera mo- 
tion. Only two special cases of camera motion are consid- 
ered, which, on the other hand, seem to maximize the 
accuracy in depth estimation (relative to other transla- 
tional trajectories). However, the system computes only a 
depth map of the scene; a 3-D description of objects is not 
provided nor is an explicit integration between stereo- and 
motion-derived information performed. 
Poggio and his associates at MIT [32], [33] followed 
another line of research, investigating random Markov 
fields (RMF's) as a tool for merging visual modalities, 
detecting discontinuities in image features, and incremen- 
flow, based on the incremental accumulation of dense 
depth maps, with their uncertainty, into a 3-D (volumetric) 
representation of the observed scene. The 3-D model of 
the objects is continuously updated according to a simpli- 
fied version of Kalman filter. 
In our scheme some quantities are directly measured 
(position and intensity of pixels, stereo and egomotion 
parameters) to compute the depth value. Starting from the 
uncertainty of the measured quantities, the goal is then to 
obtain an uncertainty measure of depth. A further purpose 
is to strengthen the estimate of the values of the uncertain 
quantities, for example, using repeated measures of the 
same object or integrating different sensor modalities. In 
the same way, the correct position of edge points depends 
upon the procedure of contour extraction, while the uncer- 
tainty in the disparity and velocity measures are deter- 
mined according to the computational model. 
A. Uncertainty Analysis 
In Section 11-B we addressed the computation of visual 
motion, aimed at determining depth maps from dynamic 
views of a static scene. The proposed approach is subject 
to errors due to the finite accuracy of the measured param- 
eters and, particularly, to the computational scheme. To 
evaluate, and eventually reduce, the amount of errors in 
the computed parameters (optical flow and depth), a sta- 
tistical analysis of the computational process has been 
performed. The basic idea is that of considering the mea- 
surement process as stochastic, where the state variables 
are Gaussian with known or measurable variance and 
mean values corresponding to their actual values. 
A generic function h ( - )  of s ( i ,  j )  variables 
z = h [s( l ,  1); . . , s( M -1, N - l)] 
tally refining a representation of the observed scene. This 
approach, first proposed by Geman and Geman [29], is 
general, as it can be applied to heterogeneous image mea- 
surements, and provides a nice representation for both 
dense feature maps and their discontinuities. Up to now 
the system has been limited to integration of visual maps 
without an explicit representation of volumetric objects. 
In this paper we present a method for the integration of 
range data computed from stereo matching and optical 
produces, by linear approximation, a Gaussian output 
statistic with mean and variance defined as follows: 
z= h [s( 1, l ) ;  . ' , s( M - 1, N - l)] .;= J V J ~  (3) 
where V is the covariance matrix for the sequence s ( i ,  j )  
and J is the Jacobian of the function h( .). 
To estimate depth from motion, the unknown depth is 
expressed as a function of the known parameters, as stated 
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by (2): 
z,, = Z n 1 ( X ,  Y ,  v,,, V Y ,  w. ,  D,, F )  (4) 
where x and y are the coordinates of the considered point 
on the image plane, W, is the component of camera 
velocity along the optic axis, which corresponds to the 2 
axis referred to the camera coordinate system, V,, and KY 
are the components of the image velocity vector due to the 
translation of the camera, D, is the position of the FOE 
with respect to the image point (x, y ) ,  and F is the focal 
length of the camera. 
Considering (2), the distance D, of a pixel P, from the 
FOE can be expressed in the following way: 
assuming that 
N = \ I [ F W , - X W , ] ~ + [ F W , -  yW.1,; ( 5 )  
then (2) can be rewritten as 
M=N+ICIW,. (6) 
Moreover, assumed the tracking egomotion strategy, the 
camera translation is computed from the parameters D,, 
D,, +, and 8 (refer to Fig. 5): 
W, = D, cos + sin 8 
W y  = D2sin+ 
Wz= D, - D,COS+COS~’ 
The translational component of the image velocity is com- 
puted as difference between the optical flow and the 
rotational component of image velocity, which is com- 
puted from the rotation angles of the camera +, 8,  +. 
Hence the depth function Z ,  results: 
Z , , = Z , ( x , Y , V x , ~ ” l y D 1 , D 2 , + , e , + , F ) .  
Considering all the state variables as Gaussian and uncor- 
related, the mean value of depth is assumed equal to Z,, 
while its variance is expressed, using a linear approxima- 
tion, as 
where U; represents the variance of depth, U:, U; repre- 
U; is the variance of the computed focal length of the 
camera expressed in pixels. U;, u i 2  and U;, U:, U; are the 
variances of the known egomotion parameters of the cam- 
era (i.e., the distances of the camera from the fixation 
point D,, D, and the rotational angles +, 4, +). These 
variances depend upon the accuracy of the measurement 
devices, while the variance of the focal length is obtained 
from the characteristics of the imaging sensor (position of 
the image center, deviation of the optical axis, etc.). The 
variance of the pixel position [ x ,  y ]  corresponds to the 
error in the localization of the contour, due to the v2G 
filtering (which is assumed to be approximately equal to 
half the standard deviation U of the mask [34]). A better 
approximation can be obtained computing the statistic of 
the image (see, for example, [35]). 
The right side on the first line of (7) constitutes the part 
that makes explicit the dependency of depth uncertainty 
from the variance of the optical flow. This is the last factor 
to be determined to estimate the uncertainty of Z,. 
The model underlying the estimation of visual motion is 
quite complex, as it involves an initial differentiation to 
recover the component V L  of velocity, followed by a 
computation of the direction of velocity from propriocep- 
tive data (the egomotion parameters) and a final matching 
procedure to refine the estimation. The final flow of a long 
sequence is obtained accumulating the partial flow fields 
relative to image pairs. 
An accurate analysis should take into account the prop- 
agation of the errors due to the matching and the accumu- 
lation processes [36]. As to the present paper the variance 
of the flow field is determined from these observations. 
Corresponding contour points should exhibit the same 
characteristics (such as edge slope and local orienta- 
tion). 
The velocity of a straight edge segment cannot be 
determined if it is moving along a direction parallel to 
its orientation. 
The accuracy in the estimation of the component V I  
(which is used to compute the optical flow) is in- 
versely proportional to the edge slope. In fact, 
where Ig represents a zero crossing point of the image 
I filtered with the v 2 G  operator, IvZg( is the edge 
slope, E,, Evl ,  and E,, are the measurement errors 
of the component V L  of velocity, the edge slope, and 
the image time derivative I, = aIg/at, respectively. 
Taking these considerations into account, the variances of 
the x and y components of the flow field are determined 
in the following way: 
1 
sent the errors in the localization of the contour point, and 
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A i  is the difference between the local orientation_ of the 
contour and the direction of the velocity vector V, Aw is 
the difference between the orientation of the correspond- 
ing contour points in the first and last frame of the 
sequence, and k is a normalizing factor bounding 
[(l/lvZg12) + A i 2  + (l/Au2)](l/k) between zero and one. 
Processing stereo images to estimate environmental 
depth involves the comparison of the gray-scale maps (to 
compute image disparity) and the use of external parame- 
ters relative to the acquisition sensors (to compute depth). 
As in the case of depth-from-motion, the stereo algo- 
rithm provides an uncertain measure of distance: 
Z, = Z,(L m ,  8 ,  F ,  XO, 4. 
According to (3), the variance of depth is computed using 
a linear approximation: 
az, 
All parameters are considered stochastic Gaussian vari- 
ables with known variance: among them the stereo pair 
parameters ( 8 ,  lm) are dynamically computed during im- 
age acquisition, whereas F, which is more properly a 
camera parameter, can be derived from camera-lens tech- 
nical specifications. The uncertainty of these quantities 
depends on the accuracy of the calibration phase, and it is 
partially affected by external factors or noise (measure- 
ment errors). The position of the point xo and its uncer- 
tainty, depend upon the procedure of contour extraction. 
Analyzing the case of egomotion, we have investigated 
the influence of the errors in the measured parameters (as 
well as of visual motion) in the estimation of depth. For 
the stereo algorithm we introduce some different consider- 
ations to determine the uncertainty of image disparity. An 
uncertainty estimate is possible, in t h s  case, only in the 
presence of some precise simplifications and assumptions, 
as follows. 
An image is a spatially nonstationary random process: 
j ( i , j )  = f ( i ,  j ) + s ( i , j ) ,  O + M - I , O + N - I .  
s ( i ,  j )  is a high-frequency component which has sta- 
tionary statistics and a mean value equal to zero. In 
more detail s ( i ,  j )  are uncorrelated Gaussian vari- 
ables in the range (0 t M - 1,0 f N - 1). 
we can still use a simple description such as 
A is the maximum intensity value of the images, while 
a determines the peak amplitude. The value of a can 
be easily stated considering that R ( d )  should not 
have central amplitude greater than the amplitude of 
the convolution mask used for the last step of the 
pyramidal correlation process. 
Under these assumptions it is possible to evaluate the 
disparity variance in relation to the statistical parameters 
used in the stereo algorithm. The correlation between two 
images Zl and 12, performed on a patch with dimension 
H X K shifted horizontally by T can be expressed as 
R ( 7 , i ,  j )  
1 H - l  K - I  
The correlation function, which depends on disparity 
d ,  is modeled in exponential form [3]. If a value of 
disparity do corresponds to the peak of the correlation 
function, we can write 
1 H - 1  K - 1  
=- C I , ( i + m , j + n ) I , ( i + m + T , j + n )  
HK m = O  n = O  
+ S,(i+ m, j +  n)S , ( i+ m + 7, j +  n )  
+ f l ( i +  m ,  j +  n ) s , ( i +  m +  T, j +  n )  
+ S,( i+  m ,  j +  n ) 1 2 ( i + m  + I-, j + n )  (11) 
where 
1 H - 1  K - 1  
~ [ ~ ( 7 , i , j ) ]  =- I , ( i + m , j + n )  
HK m = O  n = O  
- I , ( i +  m +  7, j +  H). 
R ( T ,  i,  j )  is a function of S,(i + m, j + n )  and S,(i + m + 
T, j + n )  statistical variables for each m and n .  The vari- 
ance of R ( 7 , i ,  j )  is obtained differentiating (11) with 
respect to S, and S,: 
.varS,(i + m + I-, j + n )  
+[  HK J 2 ( i +  m + T, j +  n )  
- v a r S , ( i + m , j + n )  
where norm is a normalization factor for I ,  and I,. 
It is worth noting that considering images filtered with a 
v2G operator, as in the algorithm described in Section 
11-A, the variance of the correlation does not increase. In 
fact, as the v 2G operator preserves the range of intensity 
values of the image, the filtering does not increase the 
variance of the image. 
Posing varSl(i + m, j + n )  = varS2(i + ?+ 7, j + n )  = 
u2 and bounding the range of j l ( i ,  j )  and 12(2, j )  with A 
we obtain 
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TABLE I 
x, Y , + l  X ,+1  
Current Value New Value of Final Value of 
In our case the side of the patch is H = K = 4w, hence 
A2u 
8w2 u,2(i, j )  < - (12) Stored in the Occupation Occupation 
Matrix Probability Probability 
U U x, 
U 0 Y,+l  
0 0 x, 
which approximates the variance of the correlation be- 
tween two images. 0 U x, 
The variance of disparity is now computed inverting (10) S U x, 
and differentiating d( R )  with respect to R: 
In R -lnA2 
d=d,+  
a 
S 0 x, 
U S Y, + 1 
0 S Y,+1 






Substituting (12) in (13), we obtain S Seen. 
A2u 
R2a28w2 
U; < ~ 
where a is the width of the peak of the correlation func- 
tion, R is the estimated maximum of the correlation 
function, A is the maximum intensity value of the image, 
w is the amplitude of the central lobe of the v 2 G  mask 
used for the filtering of the stereo pair, and U is the 
variance of the s(i, j )  process (which corresponds to the 
image noise). 
B. Volumetric Integration 
the position of the observer with respect to the work 
space is computed (or known); 
a line is traced from the position of the observer 
through the depth image, and all the voxels crossed by 
the line are modified according to probability of empty 
space. 
To perform the actual accumulation, we must consider 
that a single view cannot carry information on the space 
which is not seen; this occurs for the objects outside the 
visual field and for occluded objects. In fact, we subdivide 
Both the stereo and motion algorithm described in the the ’pace in three parts. 
previous paragraphs provide a depth map of the scene 
from the same view point. The peculiar errors of each 
algorithm are coded in the uncertainty measure associated 
with the computed depth. 
As explained in Section 11, four depth maps and the 
associated uncertainty maps were computed for both stereo 
and motion. The integration of stereo and motion is per- 
formed by projecting into a 3-D voxel representation of 
space the stereo and motion bas reliefs, weighted with the 
relative uncertainty measures. 
In other words, each partial representation embedded in 
the visual bas reliefs can be used to generate and/or 
update a full 3-D representation of the solids in view. As 
in the present paper, the 3-D integration is performed 
using the bas reliefs obtained from different viewpoints to 
carue a 3-D array of voxels representing the viewed space. 
If the depth of an image point j has a variance up, then 
we can suppose that along the line of sight crossing that 
image point the space is entirely empty for distances less 
than ( j - up) and vice versa: the space is full for distances 
greater than ( j + up). All the intermediate values represent 
uncertain values. In this way a sort of rind is associated 
with the depth map. The thickness of thls rind is propor- 
tional to up. 
From a procedural point of view, the accumulation of 
incoming depth images is performed in the following way: 
a 3-D matrix of voxels is defined representing the 
“work space”; 
Seen space ( S ) :  This portion of the work space lies 
inside the visual field and, at the same time, belongs 
to the rind (j - up) < p < (j + up). This measure is 
different from zero in the zones where disparity infor- 
mation is present. 
Occluded space (0):  It belongs to vision cone but lies 
behind the rind (i.e., at p > ( j + up). 
Unknown space ( U ) :  This is the space external to the 
vision cone. 
Every time a new depth map is obtained, the voxel work 
space is updated in accordance with Table I (initially the 
array is set to unknown). The update is performed, voxel 
by voxel, projecting the new depth map into the existing 
volumetric representation. If a new depth map does not 
add any information (unknown probability), the voxel is 
not updated. Also, if the new value if occluded, the voxel is 
not updated, unless it was already unknown (fourth row of 
Table I); in this case we label the voxel as occluded. 
It is worth noting the operational equivalence between 
the occluded and unknown space. On the other hand, the 
distinction is not redundant because the two situations 
have a very different meaning: the observer has a strong 
interest in the occluded space, which must be reduced as 
much as possible (the knowledge of occluded space can be 
used, for example, to drive exploratory strategies). On the 
contrary, unknown space represents “all the universe” and 
must be considered in particular situations only. 
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(c) (d) 
3-D volumetric integration of depth maps. Perspective representation of voxel-based accumulator. Gray-level codes 
distance (brighter means closer). (a) Integration of four depth maps derived from four stereo pairs of Fig. 2, (b) Integration 
of four depth maps derived from optical flow, (c) Integration of both stereo and motion-derived information. Left column: 
objects seen from above. fight column: Object seen approximately from point of view of Fig. 8(d). Tall package is visible 
(brighter areas on top views) as are two apples. For this picture any information coming from below tray have been clipped 
(as consequence square base is not visible). (d) Original picture of scene observed from same point of view of perspective 
representation in (a), (b). and (c). 
Fig. X. 
The most interesting case occurs when the new visual 
bas relief carries a new occupation probability for a voxel 
which labels it as seen: if it was unknown or occluded, 
then it is set to seen with the new probability value; if it 
was already seen, then the probability value is updated 
according to the new information. In the latter case, a 
simplified version of Kalman filter is used to update the 
voxel probability: 
~ l + l = X l + k , [ ~ l + l - x l l  
k; ' = 0 xo = unknown. (15) 
k;+ll = k ,  + 1 
K ,  is the Kalman gain factor, x, is the current probability 
of the considered voxel, x, + is the updated voxel proba- 
bility, and y,  + is the probability (inverse normalized 
uncertainty) of newly computed depth map. This expres- 
sion achieves the arithmetic average among all considered 
probability values, updating the uncertainty associated to 
full space. However, it is required to store the k, coeffi- 
cient for each voxel, doubling the memory necessary to 
maintain a comprehensive description of the work space. 
An example of integration is shown in Fig. 8; in Fig. 
8(a) the integration of the four depth maps derived from 
stereo is shown. In Fig. 8(b) the result of the same proce- 
dure is shown for the motion-derived depth maps. In Fig. 
8(c), finally, the integration of both stereo and motion-de- 
rived depth images is shown. The probability of occupa- 
tion is, for the three images of Fig. 8, set to 0.35. As it can 
be noticed, the approximation is better in Fig. 8(c) than in 
both Fig. 8(a) and (b). In Fig. 9 the result obtained raising 
the value of probability of filled space is shown: raising 
the voxel probability, the volume of the solid is reduced, 
until the achievement of a nucleus is certainly full. Notice 
that the filled space increases if the certainty measure is 
lowered. 
IV. CONCLUSION 
The fusion of different sensor modalities constitutes one 
of the hot topics in today's computer vision. The main 
advantage of the integration of multiple sensorial outputs 
is the robustness of the overall measurement process; 
moreover, the precision of the measures can be consider- 
ably improved. This is especially important when dealing 
with 3-D vision and its applications in robotics, like obsta- 
cle avoidance or automatic vehicle guidance, etc. In those 
and other cases, it is dangerous to produce erroneous 
measures, while it is necessary to know their reliability. 
In this paper we have presented two algorithms for 
recovering the 3-D structure of objects from stereo match- 
ing and motion parallax, as examples of visual processes 
that can independently compute environmental depth. The 
stereo algorithm is characterized by robustness, due to 
regional correlation, and precision achieved with the final 
edge matching. The structure-from-motion algorithm takes 
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( L i  (J) 
Same representation as in Fig. 8. Results obtained by raising probability of filled space. From top to bottom i 
probability changes from 0.15 to 0.75. For higher levels of probability tray disappears and only some voxels around package : 
and two apples (i.e., largest objects) remains. Left column: objects seen from above. Right column: object seen I 
approximately from point of view of Fig. 8(d)., 
Fig. 9. 
advantage of a particular motion strategy of the observer, 
which allows the simplification of the motion constraint 
equations. The optic flow of a long sequence (obtained by 
matching successive image pairs) is used to compute depth. 
The depth is computed, in both cases, at the contour 
points; a dense depth map is obtained performing a linear 
interpolation of the depth values. 
Both the stereo and motion algorithms provide a visual 
bas relief (a depth map) from several viewpoints, wlule the 
camera is moving around. Different measures are com- 
bined, continuously updatjng a volumetric description of 
the scene. We used a volumetric representation to model 
the environment: a cube of voxel, in which the b a ~  reliefs 
are projected (with a ray-casting procedure) from the dif- 
ferent viewpoints, carving the shape of the objects. 
Each measure is characterized by an uncertainty value: 
the bas reliefs are projected into the work space weighted 
with their probability. To compute the uncertainty relative 
to each visual modality, a stochastic model of the processes 
has been developed in whch all the parameters involved 
are assumed to be uncorrelated Gaussian variables with 
known variance and mean values corresponding to the 
measured values. The depth maps are integrated into the 
worlung space using Kalman filtering to update the volu- 
metric representation. 
other shape-from ... algorithm or of ranging devices like 
ultrasound or laser range finders, could be added into the 
volumetric description of the world. For the future, we are 
developing a technique to segment the volumetric repre- 
sentation, isolating single objects, and to transform the 
voxel-based description to one based on the superficial 
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