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요  약
본 연구의 목적은 수면상태 분석을 위한 분류기를 설계해줌과 동시에 생체신호를 기반으로 하여 수면상태 판별에 유효한 
주요 특징벡터들을 추출함에 있다. 수면은 인간의 삶에 중요한 영향을 끼친다. 따라서 사람들이 수면부족 혹은 수면장애를 겪
게 되면 집중력 감퇴, 인지기능 장애 등의 문제를 가질 우려가 생기게 되므로, 수면단계 판별에 관한 많은 연구들이 이루어지
고 있다. 본 연구에서는 피험자가 수면을 취하는 동안 피험자의 생체신호를 획득하였다. 획득 된 생체신호로부터 필터링 등의 
전처리 과정을 통하여 특징들을 추출하여 주었다. 추출된 특징들은 유전 알고리즘과 신경망을 결합하여 만든 새로운 알고리즘
의 입력으로 사용되었으며, 알고리즘은 수면단계 분석을 위하여 높은 가중치를 가지는 특징을 선택하여 주었다. 이에 따른 결
과로 뇌파 신호와 심전도 신호 모두 사용 시 알고리즘의 정확도는 약 90.26%가 나왔으며, 선택되어진 특징은 뇌파 신호의 α파
와 δ파의 주파수 파워와 심전도 신호의 SDNN(Standard deviation of all normal RR intervals)이다. 선택된 특징은 수면상태를 
분류하는데 중요한 역할을 함을 알고리즘을 반복적으로 수행하여 확인하였고, 이 연구는 추후 수면장애의 진단 혹은 수면분석
의 지침을 만드는데 사용가능할 것으로 사료된다. 
Abstract
The aim of this study is to design a classifier for sleep stage analysis and select important feature set which shows 
sleep stage well based on physiological signals during sleep. Sleep has a significant effect on the quality of human life. 
When people undergo lack of sleep or sleep-related disease, they are likely to reduced concentration and cognitive 
impairment affects, etc. Therefore, there are a lot of research to analyze sleep stage. In this study, after acquisition 
physiological signals during sleep, we do pre-processing such as filtering for extracting features. The features are used 
input for the new combination algorithm using genetic algorithm(GA) and neural networks(NN). The algorithm selects 
features which have high weights to classify sleep stage. As the result of this study, accuracy of the algorithm is up to 
90.26% with electroencephalography(EEG) signal and electrocardiography(ECG) signal, and selecting features are alpha and 
delta frequency band power of EEG signal and standard deviation of all normal RR intervals(SDNN) of ECG signal. We 
checked the selected features are well shown that they have important information to classify sleep stage as doing 
repeating the algorithm. This research could use for not only diagnose disease related to sleep but also make a guideline 
of sleep stage analysis.
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Ⅰ. 서  론
수면은 인간이 활동을 함에 있어서 큰 부분을 차지하
고 있다. 수면은 자극이 주어져도 반응이 줄어드는 행
동상태로서 무의식 상태를 유지하게 된다. 이러한 수면 
상태 시 우리 몸은 휴식을 제공받게 되고, 몸의 에너지
를 다시 채울 수 있는 시간을 가지게 된다. 평균 성인은 
하루 7시간에서 8시간 반 정도의 수면을 취하고, 노인
이나 어린 아이는 성인과는 다른 수면 시간을 가진다. 
특히 신생아의 경우에는 하루에 14시간에서 16시간 정
도의 수면을 취한다[1]. 이는 수면이 생체활동과 깊은 관
련이 있다는 것을 보여준다. 이에 따라 수면이 부족하
거나 수면 장애가 생기는 경우, 집중력, 판단력이 떨어
질 뿐만 아니라 심하게는 지적 능력까지 떨어짐으로 크
고 작은 문제들을 발생한다. 따라서 수면 단계의 정확
한 분석은 사고 방지의 기초적 단계라고 볼 수 있다[2].
수면은 크게 렘수면과 비 렘수면으로 나눌 수 있다. 
렘수면 상태에서는 빠른 안구운동이 일어난다는 특징을 
가짐으로 비 렘수면 상태와 구분된다. 렘수면과 비 렘
수면은 수면 시 일정 사이클을 가지고 일어나며, 이 사
이클은 수면 시간 계산을 통하여 수면의 정상 패턴을 
알기 위하여 표준적 기준이 될 수 있다. 수면을 좀 더 
상세하게 분류 시에는 수면의 깊이에 따라 수면 상태 
분류가 가능하다. 각성 상태를 거쳐 얕은 수면 상태, 깊
은 수면 상태 그리고 렘수면 상태까지 4가지 상태로 분
류가 가능하며, 이때 얕은 수면과 깊은 수면은 각 각 1
단계 2단계로 분류가 가능하여 수면은 총 6단계의 분류
가 가능하다[3]. 
각 각의 수면 상태에서는 모두 다른 뇌파 신호의 주
파수 영역을 가지며 이는 수면연구에 있어 가장 유용한 
지표로 삼아져 오고 있다[4～5]. 뇌파 신호뿐만이 아닌 사
람의 몸에서 측정가능 한 생체신호들 역시 수면상태 분
류의 정확도를 높이기 위해 많이 사용이 된다. 특히 안
구 근전도 신호는 렘수면 상태의 판별에 있어 중요한 
역할을 한다. 그러나 안구 근전도 신호의 측정을 위해
서는 수면 중 눈 주위에 전극을 부착해야 하므로 다른 
전극에 비해 이질감이 커 수면을 방해하는 요소로 작용
할 가능성이 있다. 또한 현재 널리 사용되고 있는 수면
다원검사 같은 경우 모든 생체신호를 종합적으로 측정
하는 방법을 사용하고 있다. 이는 수면뿐만이 아닌 전
체적 몸 상태의 이상 여부를 판단해주는 보다 정확한 
검사라는 장점이 있는 반면, 많은 센서의 사용으로 인
하여 생체신호를 획득하는 과정이 복잡하다는 단점 또
한 가진다. 
따라서 본 논문에서는 측정 채널이 보다 간편하고 생
체신호로부터 특징 추출이 용이한 심전도 신호와 수면
을 가장 잘 나타내주는 뇌파 신호를 이용하였다. 두 개
의 생체신호로부터 간편하고 정확한 특징을 추출하여 
분류기의 정확도를 높이고자 하였고, 더 나아가 수면 
상태 판별에 유효한 최소한의 특징을 선택해 주는 특징 
선택 알고리즘을 설계하고자 한다.
Ⅱ. 방 법
1. 데이터 획득 및 샘플 생성
수면분석을 위하여 사용 된 데이터는 평균 28살의 성
인 남성 7명으로부터 측정되었다. 실험은 평균 6.5시간
의 피험자 수면 시간 동안 진행이 되었고, 모든 피험자
들에게 실험 전 동의를 받고 진행되었다.
측정 된 데이터는 심전도 신호와 뇌파 신호이다. 심
전도 신호는 사지유도 법으로 측정되었고, 일회용 전도
성 접착전극을 사용하였고, 뇌파 신호는 C4 영역에 비
침습적 접시전극을 부착하여 측정하였다. 신호는 
BIOPAC을 이용하여 측정하였고, 1000Hz로 샘플링 시
켜 민감한 생체신호를 정확히 측정하고자 하였다. 또한 
신호는 BIOPAC에서 전원 노이즈를 제거해주는 필터처
리를 거쳐 획득되었다[6].
측정된 평균 6.5 시간의 데이터는 30초씩 윈도우를 
주었고, 윈도우 한 개 당 한 개의 샘플을 획득할 수 있
었다. 30초씩 윈도우를 씌운 데이터를 Rechtschaffen 
and Kales rule(R&K rule)에 따라 뇌파 신호를 육안으
로 분석하여 부류를 정하여 주었다. R&K 규칙은 수면 
상태를 판별하기 위하여 기존부터 널리 쓰이고 있는 방
법으로 육안으로 분석한다는 단점이 있으나 그만큼 정
확하다는 장점을 가진다. R&K 규칙에 의하면 각성 상
태 시에는 α파와 β파가 나타나는 것을 볼 수 있고, 얕
은 수면 시에는 σ파와 스핀들 현상 및 K-complex가 나
타남을 볼 수 있다. 또한 깊은 수면 상태에서는 δ파가  
렘 상태에서는 모든 범위의 주파수 대역의 파형이 나타
남을 확인할 수 있다[7,8].
특징 추출에 앞서 나누어 준 30초씩의 윈도우를 사
용하여 수면 데이터 한 개당 평균 780개의 샘플을 획
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득할 수 있다. 그러나 본 연구 데이터에서는 각성 상태
의 데이터가 상대적으로 부족하였기 때문에 샘플들의 
개수를 균일하게 맞춰주는 과정이 필요하였다. 따라서 
다른 수면상태 시 데이터들의 개수와 비슷한 샘플 개
수를 가질 수 있도록 각성상태 시 획득 된 데이터를 
이용하여 샘플을 더 생성하여 주었다. 최종적으로 생성




뇌파 신호는 근육의 미세 움직임에 영향을 받아 노이
즈를 발생시킬 가능성이 많으므로 전처리 과정이 필요
하다. 획득된 뇌파 신호의 원 신호에서 총 신호의 평균
값을 제거하여 베이스라인을 맞추어 주고, 직선 성분을 
제거하여 움직임에 의해 영향을 받은 파형을 상쇄시켜 
주었다. 다음으로 전원 노이즈 및 고주파 성분을 제거
해주는 필터처리를 거쳐주었고, 신호처리가 된 뇌파 신
호를 획득할 수 있었다[9]. 전처리가 된 뇌파 신호를 주
파수 영역 특징 벡터를 추출하기 위하여 fast fourier 
transform(FFT)을 이용하여 주파수 대역을 분리해 주
었다. 분리된 주파수 대역을 이용하여 30초마다의 δ파, 
σ파, α파, β파, γ파 각 각의 특징 주파수 파워들을 계산
하여 주었다. 계산된 주파수 파워를 총 주파수 파워로 
나눠 상대적 주파수 파워를 계산하였다. 이는 C4영역에
서의 뇌파 신호의 특징 값들로 추출되었다[10]. 
(2) 심전도(ECG; Electrocardiography)
심전도 신호는 심박변이도(HRV; Heart rate 
variability)를 사용하여 시간 도메인 혹은 주파수 도메
인의 분석을 해준다. 따라서 정확한 심박변이도를 구하
는 것은 심전도 신호로부터 특징을 추출하는데 기본이 
되고, 이는 QRS 검출을 정확히 할 때 성립될 수 있다. 
따라서 심박변이도 추출에 앞서 사지유도법을 통해 
BIOPAC으로 측정 된 심전도 신호를 다시 한 번 
MATLAB을 사용하여 필터처리 하였다. 이는 측정 및 
획득과정에서 생기는 신체움직임에 의하여 발생되는 잡
음 가능성을 완연 방지하고자 함이다. 필터처리가 된 
심전도 신호를 사용하여 QRS를 검출하여 주었고, 찾은 
R 피크의 간격을 이용하여 심박변이도를 구해 주었다. 
본 연구에서는 아래 (1)~(4)의 식을 이용하여 심박변
이도의 시간 도메인 영역인 mean, standard deviation 
of all normal RR intervals(SDNN), root mean square 
of the successive differences(RMSSD), successive NN 
intervals differing more than 50ms(NN50)의 값들을 
찾아 주었다. 
               
         (1)
                           (2)
                                        (3)
             
 
                  
i f                     
(4)
또한 주파수 도메인 영역 분석을 통하여 저주파와 고
주파의 비(LF/HF)를 추출하여 심전도의 특징벡터로 만
들어 주었다[11～13].
추출 된 특징 값들은 서로 상이하게 다른 범위의 값
들을 가지고 있다. 따라서 가중치의 편향성을 막기 위
하여 모든 특징들을 각 각 0에서 1사이의 값들로 정규
화 시켜 특징 벡터로 만들어 주었다. 그림 1은 각 각 0
에서 1사이로 정규화 된 뇌파 신호와 심전도 신호의 특
징 벡터들을 각 수면상태 별로 나타내 준 것이다. 본 논
문의 알고리즘은 이와 같은 특징 벡터를 가지고 분석하
그림 1. 뇌파 신호와 심전도 신호의 특징
Fig. 1. Features about EEG and ECG singals.
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그림 2. GA-NN 알고리즘의 흐름도
Fig. 2. Flowchart of GA-NN algorithm.
Hidden node layer 1 1 1 1 1 1 1 1
Hidden nodes 4 4 3 5 8 10 4 4
Epoch 500 3000 500 500 500 500 500 500
Activation  function (Hidden) sigmoid sigmoid sigmoid sigmoid sigmoid sigmoid sigmoid sigmoid
Activation function (Output) sigmoid sigmoid sigmoid sigmoid sigmoid sigmoid linear tangent
Time[sec] 9.31 51.15 7.94 10.11 12.12 14.23 8.15 8.16
Accuracy(%) 76.69 77.93 75.34 78.65 49.44 85.14 87.10 66.81
Hidden node layer 1 1 2 2 2
Hidden nodes 4 4 4 4 4 3 4 3
Epoch 500 3000 500 500 500
Activation  function (Hidden) linear tangent sigmoid sigmoid sigmoid sigmoid sigmoid linear
Activation function (Output) sigmoid sigmoid sigmoid sigmoid sigmoid
Time[sec] 1.63 9.80 8.71 8.63 9.99
Accuracy(%) 70.63 75.14 58.07 66.12 82.41
표 1. 신경망 알고리즘 설정조건에 따른 성능
Table 1. Performance by NN conditions.
였다.
그림 1은 뇌파 신호와 심전도 신호로부터 추출된 특
징들을 나타낸 것이다. 가로축은 각각의 특징벡터들을 
나타내고, 세로축은 0에서 1사이로 정규화 된 특징 값
을 나타낸다. 그림 1을 통하여 각각의 특징벡터가 수면
상태에 따라 다른 값을 가지는 것을 확인할 수 있다. 뇌
파신호로부터 추출된 신호는 수면상태에 따라 모두 차
이를 보이지만 심전도신호에서 추출된 특징들은 항상 
유의한 차이를 가지는 것은 아님을 알 수 있다. 또한 0
에서 1사이로 정규화 된 특징벡터는 각 수면상태 간 차
이가 충분하지 않다면 분산의 영향을 받을 가능성이 있
기 때문에 특징벡터의 조합이 필요로 된다.
3. GA-NN(Genetic algorithm-neural networks)
추출된 특징 벡터들을 사용하여 수면 상태 판별을 더
욱 정확하게 해주고 중요한 특징 선택을 위하여 유전 
알고리즘과 신경망을 결합하였다[14]. 유전 알고리즘을 
통하여 중요한 역할을 하는 특징을 추출해 주고, 적합
도 함수로 신경망을 사용하여 데이터의 분류 에러 비율
을 최소화시켜주도록 하였다[15-17].
그림 2는 전체적인 GA-NN 알고리즘의 흐름도이다. 
알고리즘의 입력으로는 뇌파 신호와 심전도 신호로부터 
추출된 특징들을 사용한다. 입력으로 들어가는 특징에 
따라 신경망을 이용한 적합함수의 값이 다르게 나온다. 
따라서 수면상태 판별상태를 평가하는 적합함수 계산을 
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통하여 특징선택, 교차 그리고 변이의 과정을 거쳐 최
적의 특징벡터를 선택할 수 있도록 하였다.
(1) 신경망(NN; Neural networks)
수면상태 분석을 위해 신경망의 역전파 알고리즘을 
사용하였다. 이는 주어진 특징 벡터에 관하여 전방계산
으로 오류를 추정하고, 다시 출력 층에서 입력 층으로 
후방 계산하며 오류를 갱신하는 과정을 거치는 알고리
즘이다. 이와 같은 과정을 반복하며 가중치를 최적화시
킴으로 원하는 결과를 얻을 수 있다[18～19]. 역전파 알고
리즘을 사용하기 위하여서는 히든 층의 개수, 노드 개
수, 활성 함수 등 설정해 주어야 하는 조건들이 있고, 
이러한 조건들에 따라 분류기의 수행능력이 달라진다[2
0～21].
신경망은 사용자에 의하여 설계되기 때문에 표 1과 
같이 다양한 설정 조건을 바탕으로 신경망 알고리즘의 
수행시간 및 성능을 평가하였다. 가장 적절한 신경망 
알고리즘 조건은 은닉 층이 1개, 은닉 노드가 4개, 반복 
횟수는 500번, 은닉 층 활성함수는 시그모이드함수, 출
Hidden node layer 1 1 1
Hidden nodes 4 3 4
Epoch 500 500 500






Time[sec] 7.46 6.48 7.34
Accuracy(%) 75.06 70.31 81.95
표 2. 뇌파 신호에서 신경망 알고리즘 성능
Table 2. NN performance from EEG.
Hidden node layer 1 1 1
Hidden nodes 4 3 4
Epoch 500 500 500






Time[sec] 7.27 6.45 7.49
Accuracy(%) 61.35 56.75 65.08
표 3. 심전도 신호에서 신경망 알고리즘 성능
Table 3. NN performance from ECG.
력 층 활성함수는 선형함수일 경우로 약 8.15초 동안 
87.1% 정도의 가장 높은 정확도를 가짐을 확인하였다. 
따라서 이때의 조건을 뇌파 신호와 심전도 신호 모두 
사용할 경우의 적합도 함수 조건으로 지정하여 주었다.
표 2는 뇌파 신호만 사용하였을 때, 표 3은 심전도 
신호만 사용하였을 때의 신경망 알고리즘 조건을 나타
낸 것이다. 두 경우 모두 은닉 층이 1개, 은닉 노드가 4
개, 반복 횟수는 500번, 은닉 층 활성함수는 시그모이드
함수, 출력 층 활성함수는 선형함수일 경우일 때 가장 
높은 정확도를 보였으므로 신경망 알고리즘 조건은 표 
2 및 표 3과 같이 설정하였다.
(2) 유전 알고리즘(GA; Genetic algorithm)
유전 알고리즘은 생물체의 유전자와 같이 좋은 개체
만을 후대에 재생시킬 수 있는 원리를 가지고 설계 된 
알고리즘이다[22]. 유전 알고리즘은 적합도가 가장 높은 
개체들과 이들을 만드는 부모세대 및 돌연변이 등이 필
요함으로 이를 사용자가 적절히 정해주어야 한다.
유전자 개체 집단의 적절한 사이즈는 유전 알고리즘
에서 중요한 역할을 한다. 따라서 너무 적은 개체집단
은 탐색될 유전자 개체의 한정으로 알고리즘의 성능을 
저하시킬 수 있다. 반면, 너무 많은 개체집단은 연산 량
이 방대하게 증가하여 알고리즘이 비효율적으로 사용될 
우려가 있다. 때로는 처음에 준 개체집단에서 원하는 
답이 없을 가능성이 존재하는데 이는 변이설정을 통하
여 개체집단을 조금씩 랜덤하게 바꾸어주어 해결이 가
능하다[16～17].
추출된 특징을 선택하기 위하여 유전 알고리즘의 입
력 벡터를 1과 0으로 주었다. 1이면 입력 특징을 선택
하고, 0이면 선택하지 않도록 하여 특징벡터를 바꾸어 
주는 알고리즘을 만들었다. 이를 통하여 수면상태의 분
류에 있어 주요 역할을 하는 특징 선택이 가능하였다. 
주어진 입력 특징은 개체 집단에 따른 여러 조합에 따
라 적합도 함수를 만족시켜 나간다. 이 때 룰렛과 같은 
유전자 선택 방식에 따라 유전자의 교차와 변이를 바탕
으로 유전자의 개체집단이 적합도 함수의 수행 능력을 
높여 주는 방향으로 수렴하게 된다. 
또한 알맞는 유전 알고리즘의 사용을 위하여 같은 훈
련 집합과 테스트 집합으로부터 설정 조건만을 다양하
게 바꾸어 주며 알고리즘의 전역 최저점으로의 수렴상
태를 확인하였다. 
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10 50 roulette 1 random 0.25 feasible 89.08 δ, σ, α, β frequency powerSDNN, NN50, LF/HF
30 50 roulette 1 random 0.25 feasible 90.52 δ, σ, α, β, γ frequency power SDNN, NN50
50 50 roulette 1 random 0.25 feasible 90.80 δ, σ, α, γ frequency powerSDNN, NN50
50 100 roulette 1 random 0.25 feasible 90.52 δ, α, β, γ frequency powerMean, SDNN, NN50
50 50 tournament 1 random 0.25 feasible 89.96 δ, α, γ frequency powerSDNN, NN50
50 50 roulette 5 random 0.25 feasible 90.23 δ, α, β, γ frequency powerMean, SDNN, RMSSD
50 50 roulette 1 one point 0.25 feasible 89.94 δ, α, γ frequency powerMean, SDNN, NN50
50 50 roulette 1 two point 0.25 feasible 90.52 δ, σ, α, β, γ frequency powerMean, SDNN, RMSSD, NN50
50 50 roulette 1 random 0.5 feasible 90.52 δ, α, γ frequency powerMean, SDNN, NN50
50 50 roulette 1 random 0.75 feasible 90.52 δ, σ, α, β, γ frequency powerMean, SDNN, RMSSD, LF/HF
50 50 roulette 1 random 0.25 gauss 90.23 δ, α , β, γ frequency powerMean, SDNN, LF/HF
표 4. 유전 알고리즘 설정조건에 따라 선택된 특징
Table 4. Selected features by GA conditions.










10 50 roulette 1 random 0.25 feasible 85.34 δ, α, β, γ frequency power
30 50 roulette 1 random 0.25 feasible 85.34 δ, α, β, γ frequency power
50 50 roulette 1 random 0.25 feasible 87.64 δ, σ, α, β, γ frequency power
50 50 tournament 1 random 0.25 feasible 86.21 δ, σ, α, β, γ frequency power
50 50 roulette 5 random 0.25 feasible 86.21 δ, σ, α, β, γ frequency power
50 50 roulette 1 one point 0.25 feasible 85.92 δ, α, β, γ frequency power
50 50 roulette 1 two point 0.25 feasible 86.49 δ, σ, α, β, γ frequency power
50 50 roulette 1 random 0.5 feasible 87.64 δ, α, β, γ frequency power
50 50 roulette 1 random 0.75 feasible 85.64 δ, σ, α, β, γ frequency power
50 50 roulette 1 random 0.25 gauss 85.92 δ, α, β, γ frequency power
표 5. 뇌파 신호에서 선택된 특징
Table 5. Selected features from EEG.
Ⅲ. 결  과 
표 4는 유전 알고리즘의 조건에 따라 선택되는 특징
들을 나타내 준 것이다. 유전 알고리즘 설정의 기본 조
건으로 같은 훈련 집합과 테스트 집합에서 개체집단이 
50개, 반복 50번, 선택은 룰렛방식으로 1개의 개체만 엘
리트로 끝까지 유지하도록 하였다. 교차점은 무작위로 
개체 집단의 0.25%를 교차시켜주고, 변이는 필요할 때 
자율적으로 될 수 있도록 하였다. 이를 기본으로 설정 
조건을 하나씩 바꿔주며 그에 따라 선택되는 특징들을 
확인하였다.   
앞서 말한 기본 설정조건을 바탕으로 표 5는 뇌파 신
호만 사용하였을 때의 선택 된 특징들을 나타내어 준 
것이고, 표 6은 심전도 신호만 사용하였을 때의 선택 
된 특징들을 나타내 준 것이다.
유전알고리즘은 조건의 변화에 따른 약간의 성능의 
차이를 가졌다. 적합도 함수인 신경망 알고리즘이 많은 
부분을 좌우하기 때문에 성능이 크게 변화하지 않지만 
신경망 알고리즘만 사용한 것과 비교하여 정확도가 높
아짐을 볼 수 있다. 또한 특징을 선택해줌에 따라 정확
도가 모든 특징을 사용하는 것에 비해 향상하는 것을 
확인할 수 있으나, 신경망 알고리즘과 유전 알고리즘의 
(2664)
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10 50 roulette 1 random 0.25 feasible 67.81 Mean, SDNN, LF/HF
30 50 roulette 1 random 0.25 feasible 68.11 SDNN, RMSSD, NN50
50 50 roulette 1 random 0.25 feasible 69.54 SDNN, RMSSD, NN50
50 50 tournament 1 random 0.25 feasible 68.97 SDNN, RMSSD, NN50
50 50 roulette 5 random 0.25 feasible 69.83 SDNN, RMSSD, NN50, LF/HF
50 50 roulette 1 one point 0.25 feasible 69.83 SDNN, RMSSD, NN50
50 50 roulette 1 two point 0.25 feasible 70.11 SDNN, RMSSD, NN50, LF/HF
50 50 roulette 1 random 0.5 feasible 69.83 SDNN, RMSSD, NN50
50 50 roulette 1 random 0.75 feasible 70.11 SDNN, RMSSD, NN50
50 50 roulette 1 random 0.25 gauss 70.40 SDNN, RMSSD, NN50
표 6. 심전도 신호에서 선택된 특징






δ, α frequency power, 
SDNN
EEG 86.24 δ, α, β, γ frequency power
ECG 69.45 SDNN
표 7. 평균 정확도 및 공통적으로 선택된 특징
Table 7. Mean accuracy and common selected features.
조합은 전반적으로 결과 도출 시까지 세대의 반복으로 
인하여 시간이 오래 걸렸다.
표 7은 각 신호 별 평균 정확도 및 공통적으로 선택
된 특징들을 요약하여 정리한 것이다. 뇌파 신호와 심
전도 신호 모두 넣어주었을 때 평균 정확도는 90.26%로 
적합도 함수의 성능인 87.10%보다 약 3%가량 높아진 
것을 확인하였다. 이때 뇌파 신호의 δ파와 α파의 주파
수 파워, 심전도 신호의 SDNN을 반복적으로 선택하여 
줌을 확인할 수 있었다. 뇌파 신호만 넣어주었을 경우
에는 약 86.24%의 성능을 보였으며 이는 적합도 함수보
다 높은 성능인 약 81.95%보다 약 4% 가량 높은 성능
을 보임을 확인하였고, 이때 대부분의 특징인 δ파, α파, 
β파 그리고 γ파의 주파수 파워가 계속적으로 선택되어  
짐을 확인하였다. 마지막으로 심전도 신호만 넣어주었
을 경우 정확도는 평균 69.45%로 적합도 함수의 정확도
인 65.09%보다 약 4%정도 높아짐을 보였고, 공통적으
로 선택되는 특징은 SDNN이었다.
Ⅳ. 토의 및 결론 
기존의 진행되어진 수면연구를 보면 수면단계분석을 
위하여 대부분 뇌파 신호를 기본적으로 사용함을 확인
할 수 있다. 뇌파는 수면상태에 따라 다른 주파수 영역
을 가지기 때문에 유효한 결과를 나타내고 대부분 70% 
이상의 정확도를 가지는 것을 확인할 수 있다[23]. 또한 
기존의 연구에서는 뇌파 신호의 시간 영역의 특징을 추
출하는 경우도 있었으나 시간 영역의 신호는 무작위 변
화를 동반하므로 해석이 어렵다는 단점을 가지므로 본 
연구에서는 뚜렷한 특징을 가지는 뇌파의 주파수 영역 
특징을 사용하였다[24]. 또한 다른 생체신호들과 비교하
여 상대적으로 측정이 간편하고, 잡음의 영향을 덜 받
으며, 특징이 뚜렷한 심전도 신호를 획득하여 입력벡터
로 사용함으로 정확도를 기존 연구와 비교하여 더 높이
고자 하였다[4, 12].
본 연구는 수면상태를 분석하기 위하여 신경망 알고
리즘을 이용한 교사학습을 하였다. 따라서 테스트 집합
을 통한 수면상태 분류 정확도를 통하여 신경망 알고리
즘의 조건을 찾아주었다[15]. 또한 유전알고리즘을 사용
하여 높은 차원의 특징벡터에서 유의한 특징 값을 찾아
주고자 하였다. 유전알고리즘의 설정 조건을 일정하게 
유지하여 특징을 선택하는 것 역시 가능하나 본 연구에
서는 유전 알고리즘의 조건을 바꾸어 주므로 알고리즘
이 지역 최저점에 빠지지 않고 전역 최저점을 찾을 수 
있도록 하였다[16, 21]. 유전알고리즘에 의하여 추출 된 특
징벡터 내에서도 더욱 명확한 특징을 선택하여 준다. 
따라서 향후 연구에서는 특징벡터 추출 시 특정 특징만
을 추출하므로 입력벡터 계산 효율을 높여줄 것으로 사
료된다.
앞서 언급했듯이 수면은 각 각의 상태별로 서로 다른 
주파수 영역을 가진다. 특히 α파는 각성상태를, δ파는 
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깊은 수면을 나타내주는 특징이다[10]. 이 파라미터들이 
주요 특징으로 선택되어졌다는 것은 이론과 같이 뇌파 
신호의 주파수 영역이 수면 상태를 분류하기 위해서 주
요한 역할을 한다는 것을 반증할 수 있는 결과이다.
심전도 신호의 특징 값으로 선정된 SDNN은 자율신
경계의 해석에서 많이 쓰이는 특징이다. SDNN은 
GA-NN 알고리즘을 통하여 수면 단계 분류에 있어서
도 유의한 특징을 가짐을 확인할 수 있었고, 수면 무호
흡에 관한 연구에서 역시 심전도 신호의 R피크 간격이 
수면 무호흡 검출에 주요 역할을 한다는 사전 연구의 
결과를 보았을 때 수면과 심전도 신호가 관련성이 있음
을 확인할 수 있었다[4, 25]. 
또한 각 생체신호별 정확도와 선택 된 특징들을 구별
하여 분석한 결과, 수면상태 판별에 있어서는 뇌파 신
호가 중요한 역할을 함을 다시 확인할 수 있었다. 또한 
심전도 신호 역시 수면상태 판별에 있어 중요한 역할을 
가지고 있으며 심전도 신호를 넣어주면 더 정확한 수면
상태 판별이 가능함을 확인하였다. 그러나 심전도 신호
의 특징은 심박변이도를 기반으로 만들어 주는 신호이
므로 수면상태 판별에 있어 비슷한 역할을 하는 특징들
은 계산 시 비용이 적은 함수를 선택하여 넣어주는 것
이 알고리즘 성능 향상에 도움을 줄 수 있다.
수면상태를 분석함에 있어 약 90%의 정확도가 필요
한 경우, 뇌파 신호와 심전도 신호를 이용하여 
GA-NN 알고리즘을 구현하면 된다. 그러나 뇌파 신호
와 심전도 신호를 기반으로 수면상태를 분석 시 신경
망 알고리즘만 사용하여도 85% 이상의 정확도를 가진
다. 따라서 수면시간을 실시간 분석하고자 하면 알고리
즘 속도가 GA-NN보다 비교적 빠른 신경망 알고리즘
만을 응용하는 것이 효율적이다. 그러나 전극의 부착시
간 비용, 특징벡터 추출비용 등을 고려한다면 뇌파신호
만을 추출한 GA-NN 알고리즘을 사용하여도 85% 이
상의 정확도를 가질 수 있다. 따라서 추후 연구의 목적
에 맞는 생체신호 사용이 가능할 것으로 사료된다. 특
히 환자의 진단을 위하여 응용 시에는 알고리즘의 속
도가 느려도 정확한 진단을 할 수 있도록 뇌파 신호와 
심전도 신호를 모두 사용한 GA-NN 알고리즘이 유효
할 것으로 추측된다.
수면상태를 분석함에 있어 GA-NN 알고리즘 구현 
시 적합도 함수로 신경망 알고리즘을 사용하기 때문에 
알고리즘은 신경망의 영향을 많이 받게 된다. 유전 알
고리즘과 신경망의 조합은 지역 최소 점에 빠질 수 있
는 신경망의 단점을 유전 알고리즘이 보완해준다[16]. 따
라서 알고리즘의 정확도를 높여 줄 뿐만 아니라 알고리
즘에 들어가는 입력 요소를 단순화 시켜줌으로 기존의 
방법들과 비교하여 더 정확한 판별이 가능하게 해준다. 
그러나 때로는 신경망 알고리즘은 초기 값에 따라 많은 
영향을 받게 되므로 같은 입력 벡터를 넣어도 상이한 
분류 성능을 가질 때가 있었다. 이때 한 세대 안에서도 
큰 편차가 나타남을 확인하였고 이는 개체집단의 수렴
을 방해하는 성질을 보였다. 이는 초기 가중치를 일정
하게 잡아줌으로 더 좋은 성능을 낼 수 있을 것이라고 
예측된다. 또한 현재 설정 값보다 더 높은 세대 수를 설
정해 준다면 알고리즘이 더욱 안정화 될 것이라고 예상
된다.
알고리즘 설계에서는 적합도 함수 설정을 위하여 사
용자가 직접 조건을 바꿔주며 최고의 성능을 가지는 조
건을 찾아주었다. 적합도 함수의 조건 역시 유전 알고
리즘의 특성을 연장하여 이용해 더욱 쉽게 미지수를 구
할 수 있을 것이라 사료된다.
본 연구는 수면 부족 혹은 수면 장애를 진단하고 이
에 따른 사고 방지를 위하여 사용이 가능하다. 또한 현
재는 수면다원검사를 통하여 생체에서 측정 가능한 모
든 생체 신호를 측정함으로 수면의 이상 여부를 통하여 
질병을 측정하고 있는 실태이다[1, 4]. 그러나 본 논문에
서 제안한 유전알고리즘과 신경망 알고리즘의 조합을 
적용한다면 최소한의 생체신호 측정으로도 더욱 빠르고 
정확한 진단이 가능할 것이다. 더 나아가 본 연구를 바
탕으로 수면 단계 판별에 관한 신뢰할 수 있는 객관적 
자료의 도출이 가능할 것으로 사료된다.
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