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Abstract 
The linear arrangement problem is a fundamental problem that arises in many practical 
applications such as VLSI circuit layout. In this paper, we present two methods to evaluate the 
lower bound of the linear arrangement problem in graphs. The first method uses a linear 
programming formulation which is based on the rank constraints. The second method uses the 
information provided by a minimum cuts algorithm to generate these lower bounds. Computa- 
tional results and comparisons of both techniques against a Gomory-Hu tree based approach 
indicate that the generated lower bounds are very tight. 
Keywords: Linear arrangement; VLSI layout; Combinatorial optimization 
1. Introduction 
G be a graph with node set V and edge E. Let n the of nodes 
m the of edges of the graph. We let denote weight e = In 
this we assume the weights nonnegative & denote the 
integer set 1,2, _. , A linear of G a l-l cp : + Z,. length 
of edge uv respect to cp is by c,,( q(u) - The 
minimum arrangement problem to find arrangement with minimum 
total length. When = 1, every uv E, the is called 
linear arrangement 
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It is well known that the minimum linear arrangement problem (weighted and 
unweighted) is NP-hard [S]. For a pair k, 1 E Z,, we let 
b = k-l ifk>l, 
kl 
0 otherwise. 
For uE T/and kEZ,, we let 
i 
1 if cp(u)=k, 
X 
“k = 0 otherwise. 
Then the problem can be formulated as a quadratic assignment problem as follows: 
min z1 Cu~bklXukXd 
subject to 
1 x,k = I for every u E v, 
k 
C xok = 1 for every krz Z,, 
x,k 2 0, &k E (0, l}. 
However, in the special case that G is a tree, Goldberg and Klipker [6], Shiloach 
[12] and Chung [3] present efficient polynomial algorithms for finding the optimal 
ordering. Chung’s algorithm is an O(n’) algorithm, where c1 is approximately 1.6. The 
linear arrangement problem is becoming an increasingly important problem to solve 
for the VLSI layout area [2]. In this area, since a wire may connect more than two 
modules, we have problem on hypergraphs instead of ordinary graphs. Several 
researchers have used various graph-based and eigenvector-based approaches to 
solve this hypergraph linear arrangement problem. Ohtsuki et al. [lo] show that this 
problem is equivalent to the minimum clique number augmentation problem. They 
describe a polynomial-time heuristic for finding this augmentation. Hall [8], Blanks 
[2], Otten [11] and Vannelli and Rowan [13] describe efficient eigenvector ap- 
proaches for finding such arrangements. These eigenvector approaches define a con- 
nectivity measure between pairs of the n modules. Linear arrangements are generated 
by finding the smallest eigenvalues of the resulting square matrix and sorting the 
corresponding eigenvector components. A variation of this approach is presented in 
Section 4 of this paper. 
It is always desirable to incorporate a good (lower) bounding method to show the 
quality of the solution for any heuristic method. While various heuristic methods are 
reported to work well for different applications, the lower bounding techniques are 
not usually satisfactory in this area. A lower bound can be obtained by solving the 
quadratic program formulated above. But the usual linear programming approxima- 
tion or eigenvector approach for the quadratic programming can hardly give a satis- 
factory lower bound. Adolphson and Hu [1] suggest using the total weight of 
W. Liu, A. Vannelli / Discrete Applied Mathematics 59 (1995) 137- 151 139 
Gomory-Hu tree as a lower bound. This bound is easy to obtain while behaving 
similar to other methods. 
In this paper, we present two methods to evaluate the lower bound of the linear 
arrangement problem in graphs. The first method uses a linear programming formula- 
tion. We calculate the optimal linear arrangement values for some specific classes of 
graphs. For a general graph, we find many subgraphs in our “good” classes and 
associate with each subgraph a “rank” constraint, then we solve the linear program 
subject to these rank constraints to get a lower bound. A cutting plane technique is 
used in this method. The second method is based on the information of several 
minimum cuts. Instead of using minimum cuts between two nodes in Gomory- 
Hu tree method, we use the minimum cuts between a node and another pair of 
nodes. The computational results are presented in Section 4. We compare our lower 
bounds with the one obtained in Adolphson and Hu [l] and give the gap between 
the best lower bound and the upper bound obtained using Vannelli and Rowan’s 
method [13]. 
2. Rank constraints 
In this section, we introduce a simple linear programming formulation which is 
used to evaluate the lower bound of the minimum linear arrangement problem. 
Let @ denote the set of all arrangements. For a graph G, the rank of G is defined by 
the following: 
We let x,, be the variable assigned to edge uu, which indicates the unweighted length 
of uu. The following is an equivalent formulation for the value of a minimum linear 
arrangement: 
min 1 CU”XU” (2.1) 
subject to 
c x,, 2 r(G) for any subgraph G’, 
uvsE(G’) 
Xij > 1 . 
In general, computing r(G’) is hard, because it is itself the unweighted linear 
arrangement problem. We are interested in finding some families of graphs for which 
the unweighted linear arrangement problem can be solved in polynomial time. 
We let (ol, v2, . . . . u,) denote an arrangement cp with q(Ui) = i, for i = 1, . . . . n. For 
node sets Si, . . . . Sk, we let (S,, . . . . Sk) denote any arrangement satisfying q(u) < q(u) 
for any u E Si and v E Sj, where i < j. 
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For a subset S of nodes, we let 6(S) denote the cut 
{UU E E: u E S, u 4 S}, 
and E(S) denote the edge set 
{UV E E: u, u E S} . 
Let cp be an arrangement. We let 4 denote the length function induced by cp, i.e. we 
have 4: E + Z, Q(e) # ) q(u) - cp(v)J for e = UU. For a functionfon set S and a subset 
S’ c S, we letf(S) denote C(f( ). i i E S’}. Hence the rank of an edge set E’ is just q(E’). 
For an arrangement cp and a node set U, we let Uz denote the node set 
{u E K q(u) 2 q(u) for some u E U} , 
and similarly let U; denote the node set 
(21 E I/: q(u) d ~(24) for some u E U}. 
For a singleton {u}, we use u,’ instead of {a},‘. 
The following lemma shows a second way to calculate the rank. 
Lemma 2.1. Let E’ be a subset of E, and cp be an arrangement. We have 
$(E’) = c 16(u;) n E’j 
EV 
Associated with an arrangement rp, a subset of nodes U is partitioned into several 
“blocks”. A U-block associated with q is a maximal subset of U whose nodes are 
arranged contiguously. We are interested in those subgraphs which can be arranged in 
one block associated with some optimal arrangement. 
We say that a node set S is located between u1 and u2, if cp(ur) < q(u) < (p(uz) or 
q(uz) d q(u) 6 cp(ur), for every u E S. 
Theorem 2.2. Let P = ul, . . . , uk be an ear in G, i.e., P is a path andfor every i, 1 < i < k, 
deg,(vJ = 2. Then ~2, . . . , ok _ 1 are in one block associated with an optimal arrangement. 
Proof. Suppose that cp is an optimal arrangement. Without loss of generality, we 
assume that q(ur) < cp(vk). 
Let S denote the set {u2, . . . , vk_ 1} and Sdenote the set V\S. For every node u E S, 
we have 6(uz) n E(S) = 6(u;) n E(S), and if u and v are in one S-block then we have 
6(uG) n E(S) = 6(v,f) n E(S). For an S-block S’, we let a(S’) denote the number of 
edges in the set 6(ui) n E(S) , where u E S’. 
Now we choose an S-block S* which has the minimum CJ value and if possible we 
choose one which is located between v1 and ok. We construct a new arrangement 
x which preserves the order of cp for all nodes not in S and arranges the nodes of S in 
the location of S* and in the order v2, . . . , ok 1. 
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Now we show that 5(E) < q(E). We let U1 denote the set of nodes which have 
smaller cp value than ur, U3 denote the set of nodes which have larger cp value than 
vk and U2 denote the rest of nodes. 
Case 1: The block S* is located between u1 and vk. We have 
= fi(E(P)) 
and 
@(E(S)) = c 6(v,+) n E(S) 
VSV 
= x_d(v,+) n E(S) + c h(vG) n E(S) 
vss VSS 
2 C 6(v,+) n E(S) + ISI-@*) 
v.s 
= ff(E(f)). 
Case 2: Every block between v1 and ak has larger IS value than S* does. We may 
assume that S* c U1. Then 
@(E(P)) 2 2(l U1 n SG I + I U3 n S; I) + (I UZ I - 1) 
3 2(l U1 n S,+ I + IU2 n Sl) + (I U2\Sl- 1) - I U2 n SI 
>E(E(P))-lU,nSI 
and 
@(E(S)) = c 6(vG) n E(S) 
VEV 
= 1 6($) n E(S) + c 6(uG) n E(S) 
0.s VES 
3~6(v~)nE(S)+JSI-a(S*)+ISnU,I 
DES 
= fi(E(S)) + IS n U21. 
Therefore, in either case we have 4(E) b 5(E). 0 
A graph G’ is called an elementary subdivision of G if there is an edge e = uv such 
that G’ is obtained by adding a new node x and two edges ux and xv to the graph 
G - e. A graph H is called a subdivision of G if it is obtained from G by a sequence of 
elementary subdivisions. The above theorem may help us to determine the rank for 
the subdivisions of G when we know how to calculate the rank of G. 
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Shiloach [12] and Goldberg and Klipker [6] solved the unweighted arrangement 
problem for trees. Chung [3] improves the computational time to 0(n’.6). Thus the 
rank of a tree can be computed by applying the algorithm. Since the algorithm is 
complicated, there is no easy formulation for this rank in general. The following is 
a special case where we are able to give a formulation. 
A star is a graph where every edge has one common end. We call graph G a star 
graph, if G is a subdivision of a star. 
Proposition 2.3. Let G be a star graph with paths PI, Pz, . . . , Pk which are incident to the 
common node u. Zf E(P,) > E(P,) 2 ..a > E(P,), then 
Proof. One node arrangement is the following: 
(UPi), V(P%), . . ., 0, . . ., 4Pd, WJ) 3 
such that the nodes in a path are ordered naturally and where V(Pi) are the nodes in 
path Pi. This arrangement gives an upper bound 
(2.2) 
To prove that Eq. (2.2) is also a lower bound, one can use Theorem 2.2 and apply 
induction. Cl 
Corollary 2.4. Let G be a star with k edges. Then an arrangement cp is optimal ifand only 
ifq(v) = [k/21 or Lk/2]. 
Now we consider the case when G is a subdivision of a multiple edge. 
Proposition 2.5. Suppose that G consists of k internally disjoint s-t paths PI, Pz, . . . , Pk. 
We assume that 
and let ni denote the number of the internal nodes in Pi, i.e. ni = I(E(PJl - 1. Then 
lW’,)I 2 IW’dl 3 ..a 2 IW’dl, 
r(G) = 2nI + 2n2 + 4n3 + 4n4 + ... +2~~lni+...+2~~lnk-,+k(nk+1). 
Proof. By Theorem 2.2, we only need to choose the position of these paths. Suppose 
Pi = Sj Vi, es *, u& t. It is easy to see that if k is odd then the arrangement 
<v: ,..., u,l,,v: ,..., vi3 ,..., s,u: ,...) ok t 4 4 2 nk, , ...,vn4,...,ul,u.2’..., a 
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Fig. 1. A 6-wheel. 
is optimal and if k is even then the arrangement 
co:, . ..) v,l,, v;, ...) v& . ..) s, t, . ..) v& . ..) v:, vjf2, . ..) uf) 
is optimal. 0 
Harper [9] solved the linear arrangement problem for the n-cube. His algorithm is 
the following: first take an arbitrary node u and arrange it at location 1, and if the first 
k locations have been filled, then choose the next node as the one whose neighbor 
contains maximum number of arranged nodes. Although this method does not work 
in general, this idea of minimizing 6(uz) for every u can still be applied in some cases, 
especially when the graph is highly symmetric so then we know the solution for the 
following problems 
minlb(S)lsuch that ISI = i for every iEZ,. 
It is obvious that such examples will include complete graphs, cycles and complete 
bipartite graphs. We consider also examples uch as wheels and prisms. 
A k-wheel (k 2 3) is a graph of k + 1 nodes which is an edge disjoint union of 
a k-edge cycle and a k-edge star. Fig. 1 shows a 6-wheel. 
Proposition 2.6. Let G be a k-wheel which is the edge disjoint union of the cycle Ck and 
star Sk Then 
r(G) = r(C,) + r(&) + 1. 
Proof. Let v be the center of the wheel and ui, . . . , uk be a transversal of the outer cycle. 
Then (ul, . . . , uLk/Z J, v, urk/Z+ ..-v uk) is an arrangement with value r(C,) + r(&) + 1. 
Since the edges in Ck and Sk are disjoint, we have r(G) > r(C,) + r(Sk). It is 
impossible to arrange a wheel with the value r(Ck) + r(&), because this requires two 
conflicting arrangements: the nodes in the cycle must be arranged continuously and 
the center of the wheel must be arranged in the middle. 0 
The next class is k-prism. A k-prism is a graph with two k-edge cycles 
C” = ui, . ..) uk,uk+i = u1 and C” = vl, . . . . uk, uk + 1 = ~1 and edges { UiVi: i = 1, . . . , k). 
A 3-prism is shown in Fig. 2. 
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Fig. 2. A 3-prism. 
Proposition 2.7. For a 3-prism G, r(G) = 17. Let G be a k-prism with k 2 4. Then 
r(G)=3*2+4(k-1)+5(k-2). 
Proof. The result for the 3-prism is easy to show. We only consider the case k > 4. 
Claim. Consider a k-prism with k > 4. Let S be any proper subset of nodes. We have 
1 
3 ylSl=l or n-l, 
IS(S)1 2 4 ifn- 1 >ISI > 1, ISI even, 
5 ifn- 1 >ISI >l, ISI odd. 
Proof. In the case where ISJ = 1 or n - 1, the claim is obviously true. 
If S does not contain at least one node from each of the cycles C” and C”, then 6(S) 
contains at least four edges in E(C”) u E(C”). When (S( is odd, 6(S) contains at least 
one more edge of UiVi. 
If S = I’(P) or V(C”), then 6(S) = ISI. If S c V(C’) or V(C”), then 6(S) > (SJ + 2. 
When Sz V(c”) or V(C”), we simply consider k’\S instead. Hence the claim is true. 
By the above claim, we have r(G) 3 3 -2 + 4(k - 1) + 5(k - 2) . We only need to 
show an arrangement which achieves the lower bound. The following is one such 
arrangement: 
Our first lower bounding algorithm is the following. 
Algorithm 1 (Rank constraint approach). 
Step 1. Initially, let x,, = 1 for every edge UU. Let z = CuveEcUU. Let the set of 
constraints be empty. 
Step 2. Find some subgraphs G’ satisfying r(G’) > ‘&.cG,j~e. For all above sub- 
graphs G’, add the constraints 
1 x, > r(G’), 
esE(G') 
into the constraint set. If G’ = 0, then stop, otherwise goto step 3. 
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Step 3. Solve the linear programming problem (2.1) subject to the current set of 
constraints. Let z be the optimal objective value and x be the optimal solution. 
Goto Step 2. 
In practice, we stop when the optimal value of the current linear program is the 
same as the previous one. 
3. A lower bounding method using minimum cuts 
By Lemma 2.1, the value of an arrangement equals to the sum of the capacities of 
a family of cuts. In this section, we present another lower bounding algorithm by 
estimates the capacities of cuts. 
Let D be a ground set and Y be a family of pairwise distinct subsets of D. We call 
9’ a stacked family, if for any two subsets S and Tin the family either S c T or T c S. 
We call it a nested family, if for any two subsets S and Tin the family either S c T or 
TcSorTr\S=@. 
Let G = (V, E) be a graph and c E [WE be a weight vector. For an arrangement cp, the 
sets (u;: u E VI (or (r4,‘: u E V}) form a stacked family. On the other hand, a stacked 
family of n nonempty subsets of V uniquely determines an arrangement. The min- 
imum linear arrangement problem is to find a stacked family Y of n nonempty subsets 
Si of V which minimizes the value Cl= lc(6(Si)). 
If we relax the requirement of a stacked family to a nested family, then the weakened 
problem can be solved in polynomial time. In fact, we can obtain the nested family by 
applying the Gomory-Hu cut tree algorithm [7]. The cut tree is just another way to 
represent his nested family. While the tree is a path, it represents a stacked family. 
Nevertheless, the total edge weights in the Gomory-Hu cut tree is a lower bound of 
the linear arrangement problem [l]. 
For an arrangement cp, we call a cut 6(u;) a cross cut of cp. For an integer k, we let 
G~((P, G) denote the number of cross cuts which has capacity at least k. We let crk(G) , or 
simply ITS, denote the number 
For example, if the capacity of a minimum cut of a graph is m, then we have 
c1 = OX = . . . = c,,, = n - 1. The following lemma is straightforward. 
Lemma 3.1. For any arrangement cp, we have 
where K is an integer for which bK + 1 = 0. 
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We do not know of a method to find the exact value of ok for an arbitrary integer k. 
To estimate the value of ok, one way is to find a node set such that every cut which 
separates any pair of nodes in the set has capacity at least k. We first show that this 
lower bound is exactly the one suggested by Adolphson and Hu [l]. 
A node set U is called k-joined if every cut in G which separates a pair of nodes in 
lJ has the total weights no less than k. By convention, a singleton is k-joined for any 
integer k. It is clear that a two-node set is k-joined if and only if a minimum cut 
between these two nodes has the capacity at least k. In the case when c = 1, the node 
set of a k-edge connected subgraph is k-joined, but a k-joined node set may even 
induce a disconnected subgraph. 
From the definition of the k-joined set, we have 
ok(G) > 1 (I U 1 - 1: for every maximal k-joined set U). (3.1) 
It is easy to see that a node set U is maximal k-joined if and only if U induces 
a maximal subtree of the Gomory-Hu tree in which every edge has capacity at least k. 
Hence the estimate of ok given by formula (3.1) is equivalent o what Adolphson and 
Hu suggested. 
Now we suggest a new method to estimate ok. For two disjoint node sets S and T, 
we let mincut(S, T) denote the value of a minimum cut separating S and T. 
Let w be a fixed node. For every pair of nodes (u, v), we can calculate the value 
mincut({u, u}, w) . Based on these values, we get the evaluation for rrb For a node u and 
a number k, we let w,(o) denote the node set {a E V: mincut({u, u>, w) 2 k}. 
Theorem 3.2. Let w be a node. If there is a node set U and a number m such that for 
every pair of nodes (vl, v2) E U, 
(3.2) 
then 
Proof. Let cp be an arbitrary arrangement. Let u, and vb be the two nodes in U which 
have the minimum and the maximum cp value, respectively. For a node 
u E wk(&) n wk(v,) A U, we either have c@(u;)) 2 k if q(u) < q(w), or have 
c@(uJ)) 2 k if q(u) > q(w). Therefore, we have 
To apply the theorem, we first choose the node w which has maximum degree in 
G or which is incident to some maximum weighted edges in the Gomory-Hu cut tree. 
Then we calculate all the values mincut({u, v>, w) for every pair u and u. 
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For a given set U, it is easy to calculate the value 
min 1 W,(u,) n W,(u,) n UI . 
“,,U*EU 
We want to find the largest m and the corresponding node set U satisfying (3.2). We 
first choose the largest number m. and the corresponding node set U. which satisfies 
two necessary conditions 1 Uol > m. and 1 W,(u) n U. 1 2 mo, for every node in Uo. 
Now for a number m < mo, we call a pair (u,, ub) E U a failure pair with respect o m, if 
1 Wk(u,) A W,(u,) n Uol < m. We are going to find a minimum subset U’ of U. which 
covers all the failure pairs, i.e. it contains at least one node of every failure pair. 
Although this in general is an NP-hard problem, the problem size is usually very small 
so that some heuristic method can work well for our purpose. If IUo\U’I 2 m, then 
m can be our estimate of (Tk and the node set is just U = Uo\U’, otherwise we decrease 
the m value and try to find another set U. The algorithm is summarized as the 
following. 
Algorithm 2 (Minimum cut approach). 
Step 1. Find the Gomory-Hu cut tree T of G. Let k be the largest edge weight in T. 
Let w be a node which is incident to an edge weighted k in T. Compute min- 
cut((u, u}, w) for every pair of nodes (u, u}. Let k = max,,,,y mincut({u, u}, w). 
Step 2. Determine m. and Uo. 
2.1. Let mo = max,,y 1 w,(u) 1. 
2.2. Let uo = {u E F 1 w&)1 2 mo}. 
2.3. IF lUol -C mo, then m, = m. - 1, goto 2.2. 
2.4. Let U’ = {u E Uo: IWk(u) n Uol -C mo}. If I Uo\U’I < mo, then m. = m. - 1, 
goto 2.2, otherwise let U. = Uo\U’. 
2.5. Let m = m. and U = Uo. 
Step 3. If there is no failure pair with respect o m, then let ok = m. If U. # V then 
let k = k - 1, goto Step 2. 
Step 4. Find a minimum subset U’ of U which covers all failure pairs. If 
I U\U’I 2 m, then let U = U\U’, otherwise, let m = m - 1. Goto Step 3. 
Notice that in the algorithm we can use a binary search for m or m, instead of letting 
it be reduced by 1 when there is no satisfactory U or Uo. Since the nodes number are 
small in our testing problem, the above form of algorithm is simpler. 
4. Algorithms and computational results 
In this section, we present our computational experience on several graphs. 
The graphs used here are generated from the VLSI design problems. In the VLSI 
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MOD POS 
Fig. 3. An example. 
placement problem, we are considering hypergraphs. Usually a node is called a module 
and a hyperedge is called a wire or a net. For an arrangement cp, the length of 
a hyperedge  is defined by 
max{cp(i): i E e> - min{cp(i): i E e} . 
Usually in these hypergraphs, the size of nets are small. From a given hypergraph H, 
we generate the graph G as an approximation of H. We let V(G) = V(H) . For every 
hyperedge  E E(H), if e contains only two nodes, then let e be an edge of G and let 
w, = 1; if e contains more than two nodes, then we arbitrarily choose three nodes in 
e and let all three possible edges joining these three nodes be edges of G and let the 
weight on each of these three edges be 4. Finally, we substitute very multiple edges by 
a single edge with the edge weight equal to the sum of the weights on the multiple 
edges and scale the weights to integer by multiplying all the weights by 2. 
In Fig. 3, we show a possible linear arrangement for a Smodule 7-net problem. The 
total wirelength for this arrangement is 17 and it requires 7 channels or nonoverlap- 
ping tracks to be connected. 
In Vannelli and Rowan [ 131, an eigenvector-based heuristic method is described to 
generate initial linear arrangements layouts where the total wirelength is made as 
small as possible. A powerful module interchange algorithm is then used to further 
reduce wirelength. We modify the approach of Blanks [2] and minimize the following 
cost function 
min r = f,: ,i cij(xi - x~)~ 
1-1*-l 
s.t. ik x' = 1, 
(4.1) 
where cij is the number of generalized edges containing modules i and j. The quadratic 
constraint attempts to uniformly place the modules in a linear arrangement. Problem 
(4.1) is equivalent o 
min r = xTBx (4.2) 
s.t. XTX = 1. 
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Fig. 4. Optimal arrangement. 
where the matrix B is defined by 
6, = 
1 if y > 0, 
0 otherwise. 
Matrix B is a positive semidefinite matrix having a minimum eigenvalue 0 and the 
corresponding eigenvector 1. If u1 is the corresponding eigenvector of the smallest 
nontrivial eigenvalue I1 of B, then 
Thus the heuristic for finding the linear arrangement of modules (nodes) which 
minimizes the wirelength is to find the second smallest eigenvalue of B and sort the 
corresponding eigenvector components of ui from the largest value to the smallest 
value. 
We illustrate this heuristic technique on the simple Smodule 7-edge problem 
considered in Fig. 4. We see that 
/ 2 0 0 -2 o\ 
0 3-l o-2 
B= 0 -1 5 -2 -2 . 
-2 o-2 5-l 
\ 0 -2 -2 -1 5/ 
We find that the first nontrivial eigenvalue of B is Ai = 1.3854 and 
ur = (0.7554, - 0.4964, - 0.1807,0.2321, - 0.3104). 
Thus the best linear arrangement in sorting the eigenvector components from the 
largest to the smallest component is given in Fig. 4. This is the optimal linear 
arrangement for this simple problem. The wirelength is 9 units and we require only 
four tracks to accomplish this wiring. 
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Table 1 
Graph n m G-H tree Algorithm 1 Algorithm 2 Upper Gap (%) 
1 24 30 54 71 82 88 6.8 
2 24 46 126 175 182 192 5.2 
3 24 49 136 188 208 218 4.8 
4 24 50 136 179 200 212 5.7 
5 46 82 230 302 335 351 4.6 
We tested both lower bounding technique on five graphs and used above heuristic 
to obtain the upper bounds. Table 1 shows our computational results. 
From the results, we can see that the lower bounds we obtained are significantly 
better than the sum of the edge weights on a Gomory-Hu tree. 
5. Conclusions 
In this paper, we developed two lower bounding methods for the minimum 
arrangement problem from two different points of view. The gaps between the lower 
and upper bounds are much closer than previous methods. An attractive future 
research problem is to obtain a better linear programming formulation for the 
problem. The rank constraint formulation given in Section 2 has a flaw that it is not 
a Cl formulation and even if we have an integer solution for this linear programming 
we still cannot recover an arrangement from the solution. On the other hand, some 
formulations which are approximations of the quadratic assignment formulation 
given in Section 1, usually contain a large number of variables and they usually have 
an obvious linear programming optimal value 0. There may be some advantage in 
combining these two different types of formulation. 
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