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1.1 Pre´sentation des e´quations de Navier-Stokes
Dans ces travaux, nous conside´rons un ﬂuide incompressible F qui remplit un domaine ﬁxe´
Ω de Rn (ici, n sera e´gal a` 2 ou 3). On sait que le mouvement de ce ﬂuide est donne´ par les
e´quations suivantes :
∂tu+ (u · ∇)u = div T (u, p) + f dans (0;+∞)× Ω
div u = 0 dans (0;+∞)× Ω.
Dans ces e´quations, les inconnues sont u(x, t), la vitesse moyenne des particules en un point x
de Ω a` l’instant t et p(x, t) qui est la pression dans le ﬂuide au point x et a` l’instant t. La donne´e
est f qui de´signe les forces volumiques exte´rieures s’exerc¸ant sur le ﬂuide. Par ailleurs, u et f
sont des fonctions a` valeurs vectorielles (dans Rn) et p est une fonction a` valeurs re´elles. Ces
e´quations traduisent la seconde loi de Newton applique´e a` l’ensemble des particules constituant
le ﬂuide, le membre de gauche provenant de leur acce´le´ration et le membre de droite provenant
des forces exerce´es sur ces particules. T est ainsi le tenseur des contraintes, c’est une fonction
a` valeurs matricielles dont la divergence donne les forces internes s’exerc¸ant dans le ﬂuide.
Enﬁn, la seconde e´quation traduit la conservation de la masse dans le cadre d’un ﬂuide
incompressible, c’est-a`-dire si on conside`re que la masse volumique du ﬂuide est uniforme et
constante.
Il nous faut ensuite une loi qui nous donne T (u, p) aﬁn d’avoir une e´quation totalement
explicite. Dans le cadre d’un ﬂuide newtonien classique, on a la formule suivante :
T (u, p) = ν(∇u+ t∇u)− pId
ou` Id de´signe la matrice identite´ de Rn et ν est la viscosite´ du ﬂuide. On obtient donc le syste`me
∂tu+ (u · ∇)u− νΔu+∇p = f
div u = 0
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car le terme t∇u est de divergence nulle.
Ce syste`me a e´te´ introduit tout d’abord par Navier dans son me´moire, puis a e´te´ retravaille´
par Poisson, De Saint Venant et Stokes ([42], [9], [45], [49]) qui ont ame´liore´ la de´rivation des
e´quations a` partir des lois de la physique.
Pour re´soudre cette e´quation, il nous manque certaines donne´es. Comme c’est une e´quation
d’e´volution, on est amene´ a` re´soudre le proble`me de Cauchy associe´, pour lequel il nous faut
donc une donne´e initiale u(·, 0) = u0. Ensuite, suivant le type de domaine Ω conside´re´, il faut
imposer des conditions au bord (que ce soit dans le cas d’un vrai bord ou a` l’inﬁni).
Pour un domaine borne´, on imposera des conditions au bord u(t, x) = u∗(x) pour x ∈ ∂Ω.
Pour le cas ou` Ω = Rn, on imposera simplement une condition a` l’inﬁni du type u(t, x) → u∞
quand |x| → ∞ ou` u∞ est un vecteur constant.
Dans le cas d’un domaine non borne´ mais pourvu d’un bord, comme par exemple un domaine
exte´rieur (le comple´mentaire d’un compact) ou le demi-espace Ω = Rn+ = {(x1, . . . , xn)|xn > 0},
on imposera a` la fois une condition au bord u(t, x) = u∗(x) et une condition a` l’inﬁni u(t, x) →
u∞ quand |x| → ∞.
Concernant les aspects mathe´matiques, on voit de´ja` que la pression est une inconnue auxi-
liaire : si on connaˆıt U et f , alors on connaˆıt ∇p et donc p a` une constante pre`s. On voit
notamment qu’en prenant la divergence de l’e´quation, on obtient :
Δp = div f − div((u · ∇)u)
qui est une e´quation elliptique pour laquelle les the´ories de re´solution sont tre`s avance´es
(d’ailleurs, cette e´quation ne de´pend pas explicitement du temps, c’est pour cela qu’on n’a
pas besoin de condition initiale pour p).
Par ailleurs, on verra dans la suite qu’on peut en fait se de´barrasser de la pression pour
obtenir des e´quations portant uniquement sur u. Dans cette the`se, lorsqu’on parlera d’une
solution de l’e´quation de Navier-Stokes, on parlera donc d’une fonction u telle qu’il existe une
fonction p telle que le couple (u, p) ve´riﬁe l’e´quation de Navier-Stokes.
On peut remarquer que ce cas est tre`s diﬀe´rent du cas compressible, pour lequel on a une
inconnue de plus (la masse volumique), et dans lequel on doit alors avoir une loi donnant la
pression en fonction de la masse volumique, ce qui fait que la pression joue un roˆle totalement
diﬀe´rent dans l’e´quation.
Dans nos travaux nous nous inte´resserons au cas stationnaire de cette e´quation, c’est-a`-dire
qu’on cherche des solutions ne de´pendant pas du temps u(t, x) = U(x). Il faut pour cela bien
entendu supposer que les donne´es ne de´pendent pas non plus du temps, et cette e´tude peut
avoir diﬀe´rentes applications. Ces solutions stationnaires peuvent notamment eˆtre de bonnes
candidates pour le comportement en temps long des solutions d’e´volution (par exemple quand
le terme de force admet une limite quand t → ∞). Par exemple, dans l’article [4], apre`s avoir
prouve´ l’existence et l’unicite´ de solutions petites dans R3 au proble`me stationnaire, les auteurs
prouvent que les solutions de l’e´quation d’e´volution convergent vers ces solutions stationnaires.
Enﬁn, nous eﬀectuerons une dernie`re re´duction en prenant la viscosite´ e´gale a` 1, ce qui n’est
pas restrictif car il suﬃt, pour s’y ramener, de dilater l’espace. On e´tudiera donc dans cette
the`se l’e´quation suivante :
−ΔU + (U · ∇)U +∇p = f, divU = 0. (1.1.1)
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Nous nous inte´resserons tout particulie`rement au comportement asymptotique des solutions
de cette e´quation quand |x| → ∞. Nous conside´rerons donc toujours des domaines non borne´s
(l’espace entier Rn, des domaines exte´rieurs ou le demi-espace). Il nous faudra donc choisir une
condition a` l’inﬁni, et nous e´tudierons dans ces travaux le cas U∞ = 0. C’est un cas tre`s diﬀe´rent
de U∞ = 0 car les syste`mes line´arise´s correspondants ont des proprie´te´s tre`s diﬀe´rentes. Dans
le cas U∞ = 0, le syste`me line´arise´ est le syste`me de Stokes suivant :
−ΔU +∇p = f, divU = 0
tandis que dans le cas U∞ = 0 c’est le syste`me d’Oseen suivant :
−ΔU + (U∞ · ∇)U +∇p = 0, divU = 0.
Pour ce qui est des conditions au bord, nous les conside´rerons aussi ge´ne´rales que possible, en
nous restreignant quand ne´cessaire au cas d’une donne´ a` ﬂux nul au bord (c’est-a`-dire ve´riﬁant∫
∂Ω
U∗ · ν = 0 ou` ν est la normale au bord ∂Ω) et en faisant l’hypothe`se que ces donne´es sont
petites lorsque nous faisons des raisonnements par perturbation.
1.2 Pre´ce´dents travaux
Faisons maintenant le tour des re´sultats de´ja` obtenus dans la litte´rature sur le sujet.
1.2.1 Les solutions de Leray
Les travaux fondateurs sur la re´solution de ce proble`me ont e´te´ ceux de Leray [39], prolonge´s
par Ladyzhenskaya et Hopf ([37], [30]) dans lesquels les auteurs parviennent a` prouver l’existence
de solutions ve´riﬁant l’estimation suivante∫
Ω
|∇U |2 M (1.2.1)
ou` M > 0 est une constante ne de´pendant que des donne´es du proble`me. En re´alite´, ces auteurs
prouvent d’abord l’existence de solutions dans un domaine borne´, puis ils les e´tendent a` un
domaine exte´rieur (ou a` l’espace tout entier avec la meˆme proce´dure). On va supposer dans
cette partie que le domaine Ω est borne´. L’estimation a` priori (1.2.1) vient de (1.1.1) que l’on
multiplie par U et que l’on inte`gre sur Ω (au moins formellement dans un premier temps). On
a alors ∫
Ω
[−U ·ΔU + ((U · ∇)U) · U + U · ∇p] =
∫
Ω
U · f.
On eﬀectue ensuite une inte´gration par parties. On supposera dans ces calculs une condition
de Dirichlet homoge`ne au bord (U∗ = 0). On e´tendra ensuite le re´sultat au cas U∗ = 0. En
utilisant le fait que divU = 0, le terme avec la pression disparaˆıt, et en remarquant (toujours
en utilisant divU = 0) que 2(U · ∇)U · U = div(|U |2U) on en de´duit que le terme non line´aire
s’annule e´galement. On obtient donc∫
Ω
∇U : ∇U =
∫
Ω
f · U.
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E´tant dans un domaine borne´, on peut ensuite utiliser l’ine´galite´ de Poincare´ ‖U‖L2(Ω) 
C(Ω)‖∇U‖L2(Ω). On obtient alors, avec l’ine´galite´ de Cauchy-Schwartz,∫
Ω
|∇U |2  C(Ω)2
∫
Ω
|f |2. (1.2.2)
Cette ine´galite´ est fondamentale et elle nous pousse a` travailler avec des champs de vecteurs
de W 1,20 (Ω) a` divergence nulle. L’ide´e est ensuite de reformuler l’e´quation (1.1.1) au sens faible
dans cet espace, puis de trouver des proble`mes approche´s que l’on va pouvoir re´soudre et enﬁn
de passer a` la limite par compacite´ graˆce a` l’ine´galite´ (1.2.2). C’est la me´thode de Galerkine.
La formulation faible est la suivante : on dit que U est solution faible de (1.1.1) si U ∈ W 1,20 (Ω)
et si pour tout champ de vecteurs ψ ∈ D(Ω) ve´riﬁant divψ = 0 on a∫
Ω
∇U : ∇ψ + ((U · ∇)U) · ψ =
∫
Ω
f · ψ.
On peut ensuite e´tendre cette formulation faible a` toutes les fonctions ψ ∈ W 1,20 (Ω) par den-
site´, sachant que, d’apre`s les ine´galite´s de Sobolev et de Ho¨lder, l’application A : (U, V,W ) →∫
Ω
(U ·∇)V ·W est continue surW 1,20 ×W 1,2×W 1,20 . On conside`re ensuite une suite de proble`mes
approche´s en conside´rant une base hilbertienne convenable de W 1,20 (Ω) et en projetant le
proble`me sur une partie croissante mais ﬁnie de cette base. Cette suite de proble`mes en di-
mension ﬁnie se re´sout facilement et, en utilisant l’estimation (1.2.2), on en de´duit l’existence
d’une solution comme limite faible de la suite de solutions approche´es obtenues.
Ce re´sultat peut ensuite se ge´ne´raliser a` des conditions au bord non nulles (U∗ = 0) en
conside´rant un proble`me un peu diﬀe´rent : en e´crivant U = u+V avec V un champ de vecteurs
de divergence nulle prolongeant U∗, on se rame`ne a` re´soudre
−Δu+ u · ∇u+ V · ∇u+ u · ∇V + V · ∇V +∇p = f +ΔV
div u = 0
u|∂Ω = 0.
Ce proble`me se re´sout de la meˆme fac¸on et assez facilement, la seule diﬃculte´ re´sidant dans le
fait que, pour conserver l’ine´galite´ (1.2.1), il faut majorer A(u, V, u) par α‖∇u‖2L2 avec α < 1.
Il faut pour cela construire V de fac¸on subtile. Il faut de´ja` avoir que 0 =
∫
∂Ω
U∗ · ν car cela est
une conse´quence directe de la relation div V = 0 inte´gre´e sur Ω. Sous cette hypothe`se de ﬂux
nul, dans le cas ou` le bord de Ω est connexe on parvient a` construire facilement V satisfaisant
l’ine´galite´ voulue en prenant W telle que curlW = U∗ sur ∂Ω (ici, l’ope´rateur curl de´signe le
rotationnel) et en posant V = curl(ψεW ) ou` ψε est une fonction de troncature valant 1 pre`s
du bord de Ω et permettant de rendre la norme de ∇V aussi petite que voulu. Dans le cas ou`
∂Ω est constitue´ d’un nombre ﬁni de composantes connexes, Leray avait traite´ le cas ou` le ﬂux
sur chacune de ces composantes est nul. Dans un cas plus ge´ne´ral, des travaux ont e´te´ eﬀectue´s
en supposant que le domaine et les donne´es (f et b) ve´riﬁent des conditions de syme´trie ou
bien en supposant que les ﬂux a` travers les diﬀe´rentes composantes de ∂Ω sont suﬃsamment
petits. Dans le cas ge´ne´ral, on peut citer l’article re´cent de Korobkov, Pileckas et Russo ([35])
qui traitent le cas ge´ne´ral en dimension 2 et le cas avec syme´tries en dimension 3.
On a donc bien l’existence d’une solution sur tout domaine borne´.
Enﬁn, le proble`me des solutions obtenues est qu’elles sont solutions dans un sens tre`s faible,
leur re´gularite´ n’est donc pas e´vidente. Cependant, comme l’e´quation line´arise´e (l’e´quation de
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Stokes) est elliptique, elle a un eﬀet re´gularisant sur la solution, et ainsi, si les donne´es (f et
U∗) sont re´gulie`res, alors la solution sera re´gulie`re e´galement. Nous appliquerons ce genre de
raisonnement pour e´tendre nos re´sultats dans R3 au cas d’un domaine exte´rieur.
On peut e´galement mentionner des travaux eﬀectue´s avec des conditions au bord plus
ge´ne´rales, et qui permettent de mode´liser un corps tombant dans un ﬂuide visqueux de fac¸on
stationnaire (le mouvement est toujours invariant au cours du temps). Ce sujet a notamment
e´te´ aborde´ par Weinberger [53], Hillairet et Serre ([48], [25], [24]).
Il convient ensuite, pour le cas des domaines exte´rieurs, de distinguer suivant les diﬀe´rentes
dimensions. Commenc¸ons par le cas n = 3.
1.2.2 La dimension 3
Pour le cas d’un domaine exte´rieur en dimension 3, (c’est-a`-dire sur le comple´mentaire d’un
compact de bord re´gulier), la construction se ge´ne´ralise, la seule diﬀe´rence re´sidant dans la
construction de V . La condition sur le ﬂux est alors moins e´vidente car si on inte`gre div V = 0
sur Ω ∩ B(0, R) avec R > 0, on obtient∫
∂B(0,R)
V · ν −
∫
∂Ω
U∗ · ν = 0,
la premie`re inte´grale pouvant compenser la seconde quand on fait tendre R vers +∞ si V ne
de´croˆıt pas trop vite a` l’inﬁni. En re´alite´, la construction est plus complexe mais, a` condition
que le ﬂux ne soit pas trop grand sur chaque composante connexe de ∂Ω, on parvient a` nouveau
a` construire V et a` de´montrer l’existence d’une solution U .
Une autre notion de solution a e´galement e´te´ introduite par Finn et Smith [14], celle de
solutions physiquement raisonnables. Ces solutions doivent ve´riﬁent les conditions suivantes :
|U(x)− U∞| = O
(
1
|x|1/2+ε
)
pour U∞ = 0, ε > 0
|U(x)| = O
(
1
|x|
)
pour U∞ = 0.
On les appelle physiquement raisonnables car elles ve´riﬁent notamment l’e´galite´ d’e´nergie sui-
vante qui doit eˆtre ve´riﬁe´e par toute solution physique (obtenue en multipliant les e´quations
par (U − U∞) et en les inte´grant) :∫
Ω
[∇U : ∇U + f · (U − U∞)]− ∫
∂Ω
[(U∗ − U∞) · T (U, p)− 1
2
|U∗ − U∞|2U∗] · ν = 0. (1.2.3)
A` propos de ces solutions, Finn et Smith parvinrent a` montrer qu’elles existent et sont uniques
dans le cadre de donne´es petites (c’est-a`-dire que si U∗ et f sont petits dans un certain espace
fonctionnel, alors il existe une unique solution petite) en utilisant un the´ore`me de point ﬁxe
(c’est la me´thode que nous utiliserons dans tous les re´sultats de cette the`se). Leur de´marche
est de conside´rer l’e´quation line´arise´e (soit le syste`me de Stokes soit le syste`me d’Oseen suivant
la valeur de U∞) et de faire un raisonnement par perturbation autour de cette solution. Or,
pour voir la diﬀe´rence qui se fait entre le syste`me de Stokes et le syste`me d’Oseen, on peut
regarder les solutions fondamentales de ces solutions dans R3. On obtient alors, pour le syste`me
de Stokes (le cas U∞ = 0) la solution fondamentale (aussi appele´e fonction de Green) suivante :
G(z) =
−1
8π
[
Id
|z| +
z ⊗ z
|z|3
]
.
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Pour le syste`me d’Oseen, on suppose que U∞ = λ(1, 0, 0) avec λ = 0 et on obtient alors, en
posant s = λ(|z| − z1), la solution fondamentale suivante :
GO1,1(z) =
1
4π|z|
[
−e−s + 1
2λ|z|
[−z1
|z| (1− e
−s) + se−s
]]
GOi,i(z) =
−e−s
4π|z| +
1
8π
[[
1
|z| −
z2i
|z|3
]
1− e−s
s
+
λz2i (se
−s − 1 + e−s)
|z|2s2
]
pour i ∈ {2, 3}
GO1,i(z) = G
O
i,1(z) =
−zi
8π|z|2
[
e−s − 1− e
−s
λ|z|
]
GO2,3(z) = G
O
3,2(z) =
z2z3
8π|z|3
[
e−s − 1
s
+
λ|z|(se−s − 1 + e−s)
s2
]
.
On remarque que pour λ → 0, on retrouve la solution fondamentale de Stokes, mais on a des
majorations diﬀe´rentes a` l’inﬁni pour ces deux solutions fondamentales. En eﬀet, on a
|G(z)|  C|z|
|GO(z)|  C(1− e
λ(z1−|z|))
λ|z|(|z| − z1) .
Ainsi, alors que la solution fondamentale de Stokes se comporte de la meˆme manie`re a` l’inﬁni
quelle que soit la direction, on note que pour la solution fondamentale d’Oseen, au voisinage de la
direction de U∞ on a une de´croissance en 1|z| mais si on s’en e´loigne, on a une de´croissance qui se
rapproche de 1|z|2 . Ces solutions fondamentales permettent d’obtenir les solutions des e´quations
line´arise´es par convolution, ces dernie`res pre´sentent donc a` peu pre`s le meˆme comportement a`
l’inﬁni. On eﬀectue ensuite un raisonnement par perturbation autour de ces solutions line´arise´es
aﬁn d’obtenir les solutions des e´quations de Navier-Stokes (cette me´thode sera de´veloppe´e dans
les diﬀe´rents chapitres de la the`se). Ceci explique pourquoi on obtient des comportements si
diﬀe´rents dans les cas U∞ = 0 et U∞ = 0.
On se pose alors la question de connaˆıtre le lien entre ces deux types de solutions (les
solutions de Leray et les solutions physiquement raisonnables) notamment aﬁn de savoir si les
solutions de Leray convergent bien vers U∞ quand |x| → ∞.
A` ce sujet, Babenko et Galdi ([3], [15]) ont de´montre´ que si f est a` support compact et
U∞ = 0, alors les solutions de Leray sont physiquement raisonnables. Ils sont meˆme parvenus
a` de´montrer que ces solutions admettaient un de´veloppement asymptotique a` l’inﬁni dont le
premier terme est donne´ par la solution du syste`me line´arise´ (le syste`me d’Oseen de´crit plus
haut).
Dans le cas U∞ = 0 qui, comme on l’a vu, est plus diﬃcile, Galdi dans [15] est parvenu a`
montrer que les solutions de Leray sont physiquement raisonnables, mais il doit supposer en
plus que les donne´es sont petites et que l’on a l’e´galite´ d’e´nergie (1.2.3). On ne sait donc pas
encore si l’e´galite´ d’e´nergie est vraie quelles que soient les donne´es.
Il reste donc encore de nombreuses questions ouvertes, notamment celle de savoir si l’e´galite´
d’e´nergie et la de´croissance a` l’inﬁni sont satisfaites par les solutions de Leray dans le cas de
donne´es grandes et de connaˆıtre le de´veloppement asymptotique des solutions dans ce cas. On
peut aussi se demander si on peut prouver l’existence de solutions (de type Leray) quel que soit
le ﬂux (c’est-a`-dire se de´barrasser de la condition de petitesse).
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On s’inte´resse maintenant particulie`rement au comportement asymptotique lorsque U∞ = 0,
qui est le sujet que nous aborderons dans cette the`se. A` ce propos, il faut e´voquer plusieurs
travaux. On peut citer d’abord Bjorland, Brandolese, Iftimie et Schonbek [4] qui ont prouve´ que
si on suppose que la solution du syste`me line´aire de´croˆıt en 1/|x|2, alors on a le de´veloppement
asymptotique en 1/|x|2 suivant pour la solution de l’e´quation de Navier-Stokes :
U(x) = U0(x) +m(x) :
∫
R3
U ⊗ U +O
(
log |x|
|x|3
)
,
ou` U0 est la solution du syste`me line´arise´ et m est une fonction homoge`ne de degre´ −2 que
l’on connaˆıt explicitement. L’hypothe`se faite implique notamment que f est d’inte´grale nulle,
ce qui est assez restrictif.
Dans le cas ge´ne´ral, Deuring et Galdi ont tout d’abord prouve´ dans [11] que le comportement
asymptotique de U ne pouvait pas eˆtre donne´ par la solution de l’e´quation line´arise´e car, dans
le cas de solutions physiquement raisonnables, c’est-a`-dire se comportant en 1/|x|, le terme non
line´aire est du meˆme ordre que le terme line´aire.
En fait, il est bien connu qu’un sujet important pour de´terminer le comportement asympto-
tique des solutions est l’e´tude des solutions invariantes par le scaling de l’e´quation conside´re´e. Le
scaling se de´ﬁnit ainsi : si U est solution de (1.1.1) dans le cas Ω = Rn alors Uλ = λU(λ·) pour
λ > 0 est e´galement solution du syste`me pour le terme de force fλ = λ
3f(λ·) et avec la pression
pλ = λ
2p(λ·). Les solutions invariantes par le scaling (c’est-a`-dire ve´riﬁant Uλ = U pour tout
λ > 0) sont donc les fonctions homoge`nes de degre´ −1 satisfaisant (1.1.1) dans Ω = Rn\{0}.
Les fonctions homoge`nes de degre´ −1 sont a` la fois celles qui permettent de de´crire le com-
portement asymptotique des solutions physiquement raisonnables (c’est-a`-dire se comportant
en 1/|x| a` l’inﬁni) et aussi celles qui sont invariantes par le scaling de l’e´quation. De ce fait,
les solutions homoge`nes de degre´ −1 de l’e´quation sont particulie`rement importantes, ce qui se
ve´riﬁera aussi dans la suite.
A` propos de la caracte´risation de ces solutions particulie`res, Landau [38] a de´couvert, de`s
1944, une famille a` un parame`tre de solutions homoge`nes de degre´ −1 aux e´quations de Navier-
Stokes. Cannone et Karch ainsi que Tian et Xin ([7], [52]) ont e´galement e´tudie´ les solutions
singulie`res des e´quations de Navier-Stokes (incluant des solutions homoge`nes de degre´−1) et ont
prouve´ leur existence et leur unicite´ dans le cadre de donne´es petites. Pour Cannone et Karch,
ils y parviennent en se plac¸ant dans le cadre de pseudo-mesures, c’est-a`-dire des distributions
tempe´re´es dont la transforme´e de Fourier est majore´e par 1/|x|2 (ce qui inclut des fonctions
homoge`nes de degre´ −1 re´gulie`res en-dehors de l’origine). On a e´galement un re´sultat de ce
type dans [4] puisque les auteurs e´tudient, en plus du comportement asymptotique en 1/|x|2,
des solutions dans l’espace de Lorentz L3,∞ qui inclut les solutions homoge`nes de degre´ −1.
Sˇvera´k [50] prouva ensuite que les solutions de Landau sont les seules solutions homoge`nes
de degre´ -1 ve´riﬁant (1.1.1) sur Ω = R3\{0} avec f = 0. On peut meˆme aller plus loin en
disant que la solution de Landau avec parame`tre c est la seule qui ve´riﬁe (1.1.1) au sens des
distributions dans Ω = R3 avec f = β(c)δ0 ou` β(c) est un vecteur de R
3 explicite. On peut
ensuite citer l’article de Nazarov et Pileckas [43] dans lequel ces auteurs de´montrent que le
comportement asymptotique des solutions physiquement raisonnables est bien donne´ par une
fonction homoge`ne de degre´ −1, dans le cas de donne´es petites. Enﬁn, Korolev et Sˇvera´k [36]
ont prouve´ que dans le cas ou` Ω est un domaine exte´rieur avec des donne´es au bord petites et
f = 0 (ou de fac¸on e´quivalente Ω = R3 avec f a` support compact et petite), le comportement
asymptotique des solutions physiquement raisonnables est donne´ par une solution de Landau
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telle que β(c) =
∫
R3
f =
∫
∂Ω
T (u, p). Ceci ache`ve l’e´tude du proble`me dans le cas d’un terme
de force a` support compact.
Enﬁn, pour clore sur la dimension 3, on peut e´galement mentionner deux travaux eﬀectue´s
sur une variante du proble`me. Premie`rement, en extension du re´sultat de Korolev et Sˇvera´k,
dans les travaux de Farwig et Hishida [13], voir aussi Farwig et Galdi [12], les auteurs de´montrent
que, dans le cas d’un corps en rotation dans un ﬂuide stationnaire, ce qui modiﬁe quelque peu
l’e´quation, on a e´galement un comportement asymptotique a` l’inﬁni donne´ par une solution
de Landau (pourvu que la vitesse de rotation ne soit pas trop grande). Ensuite, dans l’article
[34], les auteurs prouvent que dans le cas de solutions pe´riodiques (dans le cas de l’e´quation
d’e´volution) et sous de bonnes hypothe`ses (notamment un terme de force de´croissant fortement
a` l’inﬁni), les solutions tendent e´galement vers une solution de Landau quand |x| → ∞.
1.2.3 La dimension 2
Dans le cas de la dimension 2, la situation est tre`s diﬀe´rente. Il faut distinguer entre les cas
Ω = R2 et Ω domaine exte´rieur.
Si Ω = R2, le proble`me est que le passage a` la limite n’est plus possible dans le terme non
line´aire car la convergence d’une suite de gradient borne´ dans L2 n’implique aucune convergence
dans Lploc. On n’a en fait aucun re´sultat d’existence connu dans le cas ge´ne´ral dans R
2.
Dans le cas d’un domaine exte´rieur nous avons des re´sultats partiels. La construction de V
dans le cas d’un domaine exte´rieur ne fonctionne plus, notamment car l’injection de Sobolev
W 1,2 → L6 ne fonctionne plus, alors qu’elle e´tait essentielle dans l’estimation du terme biline´aire
en dimension 3. Il nous faut donc supposer que le ﬂux
∫
∂Ω
U∗ · ν est nul. Sous cette hypothe`se,
en s’appuyant sur l’ine´galite´ de Poincare´ et en utilisant la donne´e au bord, il est possible de
construire des solutions sur Ω∩B(0, R) et de passer a` la limite quand R → ∞ pour trouver une
solution sur Ω, c’est notamment ce qui a e´te´ fait par Leray dans [39]. Malheureusement, on ne
parvient pas a` montrer que cette solution ve´riﬁe bien la condition a` l’inﬁni. Remarquons que
l’ine´galite´ (1.2.1) n’implique pas la convergence de U vers un vecteur constant U0 a` l’inﬁni. On
peut le voir notamment en conside´rant la fonction W (x) = (log |x|)α avec α ∈ (0, 1/2) de´ﬁnie
sur Ω = R2\B(0, 2). On a bien alors ∫
Ω
|∇W |2 < +∞ mais W croˆıt de fac¸on logarithmique a`
l’inﬁni.
On peut cependant citer quelques re´sultats partiels relatifs a` la validite´ de la condition a`
l’inﬁni. On sait notamment d’apre`s les travaux de Gilbarg et Weinberger [18] et les travaux
d’Amick [2] que si U∗ = f = 0, alors il existe U0 tel que
– ou bien U0 = 0 et dans ce cas nous avons
lim
R→∞
∫
|x|=R
|U(x)− U0| = 0;
– ou bien U0 = 0 et dans ce cas nous avons
U → 0 uniforme´ment.
Malheureusement, rien ne permet d’aﬃrmer que U0 = U∞, il est donc tre`s diﬃcile de savoir
s’il existe une solution ve´riﬁant les e´quations de Navier-Stokes tout en satisfaisant la condition
a` l’inﬁni.
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Se pose ensuite la question du de´veloppement asymptotique des solutions. Cependant, cette
question est tre`s diﬃcile. Notamment dans le cas U0 = 0, Hamel [23] a construit des solutions
de´croissant plus vite que toute puissance de |x| a` l’inﬁni. Il paraˆıt donc diﬃcile de faire un
de´veloppement en puissances de |x| a` l’inﬁni. Cela dit, ces solutions ayant un ﬂux non nul, on
pourrait s’inte´resser au cadre des solutions avec ﬂux nul.
Il reste donc encore de nombreuses questions ouvertes que nous de´crivons maintenant. On
aimerait tout d’abord prouver que l’on a bien U0 = U∞, ce qui semble tre`s diﬃcile. Si U0 = 0,
on aimerait savoir si on peut obtenir la convergence au moins ponctuelle de U vers U0 et non
pas seulement en moyenne. On remarque donc qu’il n’y a pas en ge´ne´ral d’existence de solutions
de (1.1.1) quand on impose une condition a` l’inﬁni particulie`re, par exemple dans le cas qui
nous inte´ressera U∞ = 0.
Toutefois, des re´sultats sur le comportement asymptotique ont e´te´ trouve´s pour U0 ﬁxe´.
Tout d’abord, Amick [1] dans le cas U0 = 0, trouve un de´veloppement asymptotique de la
solution dont le premier terme de´croˆıt en 1|x|1/2 , sous une hypothe`se de syme´trie des donne´es
qui s’ave`re assez restrictive. Galdi et Sohr [17] ont prouve´ le meˆme re´sultat avec l’hypothe`se∫
|x|>R |U · U⊥0 |s dx < +∞ avec s > 1 et R suﬃsamment grand. Cette condition signiﬁe que la
composante orthogonale a` U0 de la vitesse ne croˆıt pas trop (est suﬃsamment inte´grable) a`
l’inﬁni.
Dans le cas U0 = 0, on peut commencer par citer Hamel [23], voir aussi [50], qui de´termina
une famille de solutions homoge`nes de degre´−1 des e´quations de Navier-Stokes, leur importance
e´tant tout aussi grande qu’en dimension 3. Cette famille de solutions est donne´e en coordonne´es
polaires par
uΦ,n(r, θ) =
−1
r
ϕΦ,n(θ + θ0)er
et
uΦ,μ(r, θ) =
Φ
2πr
er +
μ
r
eθ.
Ici, (er, eθ) est la base orthonorme´e mobile associe´e aux coordonne´es polaires (r, θ), Φ =
∫
S1
u ·
er est l’inte´grale sur le cercle unite´ de la composante radiale de u, μ est un parame`tre re´el
quelconque et n est un entier non nul ve´riﬁant 4 + Φ
π
 n2. La fonction ϕ est alors une
fonction 2π
n
-pe´riodique. La seconde famille de solution uΦ,μ correspond au cas n = 0 de la
premie`re famille, et dans ce cas le parame`tre μ apparaˆıt en plus. Ces solutions sont inte´ressantes
mais, malheureusement, on ne peut pas appliquer les raisonnements par perturbation autour
de cette solution qui permettraient de de´montrer qu’elle donne le comportement asymptotique
des solutions ge´ne´rales (comme c’e´tait le cas en dimension 3 par exemple) car les parame`tres
ne suﬃsent pas a` annuler les termes apparaissant dans le de´veloppement asymptotique de la
solution de l’e´quation line´arise´e.
On peut citer e´galement l’article de Guillod et Wittwer [20] dans lequel les auteurs ge´ne´ralisent
ces solutions de Hamel en conside´rant cette fois-ci des solutions invariantes par le scaling ”a`
rotation pre`s”, c’est-a`-dire ve´riﬁant : pour tout λ > 0, il existe Rλ une rotation dont l’angle
de´pend continuˆment de lambda telle que λU(λ·) = R−1λ U ◦Rλ. Ils de´couvrent alors des solutions
de la forme
Un,Φ,a(r, θ) =
1
r
[−ϕ(θ + θ0 + a log r)er + a(ϕ(θ + θ0 + a log r)− 4)eθ],
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avec une condition sur les trois parame`tres (a,Φ, n) ∈ R×R×N∗ pour que ces solutions existent.
Nous avons repris ici les meˆmes notations que plus haut, et ϕ est toujours une fonction 2π
n
-
pe´riodique de´pendant des trois parame`tres.
Cependant, ces solutions, que ce soit celles d’Hamel ou les solutions plus ge´ne´rales de Guillod
et Wittwer ne permettent pas de faire un raisonnement par perturbation autour de ces solutions
et d’en de´duire l’existence de solutions petites physiquement raisonnables. On a cependant le
re´sultat de Hillairet et Wittwer [29] dans lequel les auteurs parviennent a` eﬀectuer un argument
par perturbation autour de la solution μeθ/r mais ils doivent pour cela supposer μ suﬃsamment
grand. On obtient ainsi toute une classe de solutions mais pas de solutions petites.
Le seul cadre dans lequel on a des re´sultats est, comme on l’a vu, celui dans lequel on se
restreint a` des donne´es syme´triques et qu’on recherche des solutions e´galement syme´triques.
Dans ce cadre, on a les premiers re´sultats de´couverts par Pileckas et Russo ([44], [46], [47]).
Dans le second article, les auteurs de´montrent l’existence de solutions de Leray syme´triques
par rapport aux coordonne´es pour des valeurs arbitraires du ﬂux Φ. Dans les articles de Russo,
l’auteur de´montre tout d’abord une de´croissance sur les de´rive´es des solutions de Leray a` l’inﬁni
en O
(
1
|x|1/2−ε
)
pour tout ε > 0. Puis il de´montre que, si le ﬂux des donne´es au bord du domaine
exte´rieur est suﬃsamment petit, alors l’e´quation de Navier-Stokes admet une solution de Leray,
et que les de´rive´es de cette solution de´croissent en O
(
1
|x|3/4−ε
)
pour tout ε > 0 a` l’inﬁni. En
revanche, dans ces deux cas, il ne parvient pas a` de´montrer la convergence de la vitesse elle-
meˆme vers 0.
Citons maintenant le re´sultat d’existence de solutions de´croissant a` l’inﬁni en 1/|x|2 sur
lequel nous reviendrons beaucoup, celui de Yamazaki [54]. Dans cet article, l’auteur suppose
les syme´tries suivantes sur la vitesse et le champ de force :
f1(x1,−x2) = f1(x1, x2), f2(x1,−x2) = −f2(x1, x2), f1(x2, x1) = f2(x1, x2).
Alors, en supposant que le terme de force de´croˆıt suﬃsamment a` l’inﬁni et est de norme petite,
il parvient a` de´montrer l’existence et l’unicite´ de solutions de´croissant a` l’inﬁni en 1/|x|, sans
toutefois expliciter le comportement asymptotique de ces solutions.
Un autre proble`me inte´ressant qui a e´te´ e´tudie´ ces dernie`res anne´es est l’e´tude en dimension
2 d’un obstacle se de´plac¸ant a` vitesse constante dans un ﬂuide pre`s d’un mur, ce qui correspond
a` un domaine Ω = R2+\B ou` B est une boule et R2+ = {(x1, x2) ∈ R2|x2 > 0}. Dans ce cas de la
dimension 2, un outil inte´ressant est le tourbillon, qui permet de caracte´riser la solution (U, p)
par un unique champ scalaire ω = −∂2U1 + ∂1U2. En eﬀet, un champ U de divergence nulle
est uniquement de´termine´ par son tourbillon ω, et dans le cas Ω = R2, on peut le retrouver a`
partir de cette fonction graˆce a` la loi de Biot-Savart :
U(x) =
∫
R2
(x− y)⊥
2π|x− y|2ω(y) dy.
Dans ce cadre, Hillairet et Wittwer ont e´tudie´, dans l’article [26], le cas de l’e´quation d’Oseen
qui, apre`s simpliﬁcations, s’e´crit
−∂1ω +Δω = ϕ dans Ω, ω(x1, 0) = ω0(x),
ou` la fonction ω0 provient de la donne´e ϕ et des conditions au bord sur la vitesse U(x1, 0) = 0
et U(x) = −e1 sur ∂B. Cette e´quation mode´lise la line´arisation de l’e´quation de Navier-Stokes
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lorsque l’obstacle B se de´place a` une vitesse constante le long d’un mur repre´sente´ ici par
le plan x2 = 0. Ils de´montrent alors que si ϕ est C
∞ a` support compact, alors il existe une
unique solution ω de classe C∞ et continue jusqu’au bord du domaine. De plus, ils donnent
l’inte´grabilite´ de telles solutions si ϕ est une de´rive´e : si ϕ = ∂1f alors
ω
(1+y)4−ε est dans L
p pour
p suﬃsamment grand, et si ϕ = ∂2f alors
ω
(1+y)3−ε est dans L
p pour p suﬃsamment grand.
Dans la suite de ce re´sultat, ces meˆmes auteurs e´tudient dans [27] et [28] le syste`me de
Navier-Stokes complet associe´ a` ce proble`me, cette fois-ci avec la formulation en vitesse et non
pas en tourbillon :
−ΔU + (U · ∇)U + ∂1U +∇p = 0, divU = 0 dans Ω
U = −e1 sur ∂B, U(x, 0) = 0, lim|x|→∞U(x) = 0.
Pour ce faire, les auteurs commencent par appliquer a` l’e´quation la transforme´e de Fourier dans
la coordonne´e x1 puis, en conside´rant la seconde variable x2 comme un temps et en conside´rant
l’e´quation obtenue comme une famille d’e´quations diﬀe´rentielles ordinaires, ils parviennent a`
de´montrer leurs re´sultats.
Dans le premier article, ils se de´barrassent de l’obstacle (la me´thode ne pouvant s’appliquer
que dans tout R2+) en faisant un prolongement de U re´gulier a` tout R
2
+ et en re´solvant l’e´quation
avec un terme de force a` support compact qui apparaˆıt. Ils prouvent alors que si ce terme est
suﬃsamment petit dans une certaine norme, alors il existe une unique solution petite avec une
de´croissance a` l’inﬁni donne´e par
|U1(x)|  C1
x
3/2
2
.
Dans le second article, ils ne se de´barrassent plus de l’obstacle en le remplac¸ant par un terme de
force et ils re´solvent le proble`me en combinant la technique de´crite avec une approximation du
domaine par des domaines plus petits, selon la me´thode de Leray pour obtenir l’existence des
solutions par compacite´. Ils en de´duisent alors l’existence et l’unicite´ d’une solution pourvu que
le diame`tre de l’obstacle soit suﬃsamment petit, avec la meˆme de´croissance a` l’inﬁni que dans
le premier article. De plus, ils obtiennent un comportement asymptotique explicite a` l’inﬁni.
Dans l’article [21], Guillod et Wittwer poursuivent l’e´tude de ce proble`me, cette fois-ci
sans obstacle et avec une vitesse nulle a` l’inﬁni, et toujours en voyant la deuxie`me variable x2
comme un temps et en re´solvant une famille d’e´quations diﬀe´rentielles ordinaires. Cette fois-ci,
les auteurs partent de solutions particulie`res UJH de´couvertes par Hamel [23] et Jeﬀery [33],
identiques aux solutions de Hamel de´crites plus haut a` l’exception de la condition d’annulation
sur le bord ∂Ω. Ils de´montrent alors que l’e´quation de Navier-Stokes dans le demi-plan avec
pour condition au bord U = UJH +Ub ou` Ub est une correction petite permettant de re´gulariser
le proble`me. En particulier, ils supposent que son ﬂux a` travers le bord du domaine est nul. Ils
de´montrent alors l’existence d’une solution U ve´riﬁant
sup
x1∈R
|U − UJH | = o
(
1
x2
)
.
Enﬁn, dans l’article [22], ces meˆmes auteurs conside`rent a` nouveau l’e´quation de Navier-
Stokes avec une vitesse non nulle a` l’inﬁni, mais cette fois-ci dans Ω = R2\B ou` B est un
compact de bord lisse, c’est-a`-dire qu’on est a` nouveau dans le cas d’un domaine exte´rieur. En
conside´rant que la vitesse a` l’inﬁni est e1 = (1, 0), ils parviennent a` donner un comportement
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asymptotique qui est valide dans toutes les directions et pas seulement pre`s de e1 comme dans
les travaux ante´rieurs. La formule qu’ils trouvent alors, portant sur le tourbillon, est
ω(r, θ) = rA(1−cos θ)+B sin θ
[
μ(θ)
r1/2
+O
(
1
r1/2+ε
)]
e−r(1,cos θ),
en coordonne´es polaires et avec A et B des constantes de´pendant du terme de force et μ une
fonction 2π-pe´riodique de´pendant des donne´es.
1.3 Re´sultats de la the`se
Nous de´taillons maintenant les re´sultats obtenus dans la the`se en distinguant les diﬀe´rents
cas e´tudie´s et en donnant une ide´e des me´thodes utilise´es.
1.3.1 La dimension 3
Dans le cas de la dimension 3 nous commenc¸ons, dans le chapitre 3, par e´tudier le cas de
l’espace entier (Ω = R3) et nous ge´ne´ralisons le re´sultat de Korolev et Sˇvera´k (voir [36] ou`
les auteurs montrent que dans un domaine exte´rieur avec une condition au bord quelconque,
les solutions de (1.1.1) se comportent a` l’inﬁni comme des solutions de Landau (voir dans le
chapitre 3 pour la formule des solutions de Landau).
Le comportement asymptotique pertinent des solutions est donc en 1/|x| a` l’inﬁni. Or si la
solution de´croˆıt en 1/|x| a` l’inﬁni, on s’attend a` ce que le terme de force de´croisse en 1/|x|3
a` l’inﬁni. Nous conside´rons de fac¸on naturelle un terme de force pouvant se de´composer (a`
l’inﬁni) comme la somme d’une fonction homoge`ne de degre´ −3 et d’un reste de´croissant un
peu plus vite a` l’inﬁni. Nous obtenons alors le re´sultat suivant :
– Si f = f0 + γδ0 avec f0 une fonction homoge`ne de degre´ -3 et γ ∈ R3, alors on a une
condition ne´cessaire
∫
S2
f0 = 0 pour l’obtention de solutions homoge`nes. Si cette condition
est ve´riﬁe´e et f0 et γ sont suﬃsamment petits, alors il existe une unique solution petite
homoge`ne de degre´ -1 a` l’e´quation de Navier-Stokes.
– Si f = f0 + O
(
1
|x|3+ε
)
avec f0 homoge`ne de degre´ -3 et ε ∈ (0, 1), et si la condition
ne´cessaire
∫
S2
f0 = 0 est ve´riﬁe´e et que f est suﬃsamment petite, alors il existe une
unique solution petite U a` l’e´quation de Navier-Stokes qui a le comportement suivant a`
l’inﬁni :
U(x) = U0(x) +O
(
1
|x|1+ε
)
,
ou` U0 est la solution homoge`ne de degre´ -1 de l’e´quation de Navier-Stokes avec terme de
force f0 +
∫
R3
fδ0 donne´e par le re´sultat d’avant.
Pour de´montrer ces re´sultats, on commence par de´gager la condition ne´cessaire
∫
S2
f0 = 0.
Dans le cas de l’e´quation homoge`ne, on voit tout de suite qu’elle est ne´cessaire car sinon f0 ne
de´ﬁnit pas une distribution homoge`ne sur R3 (avec cette condition elle en de´ﬁnit une au sens
de la valeur principale) alors que le membre de gauche −ΔU + div(U ⊗ U) + ∇p en de´ﬁnit
bien une puisque U , U ⊗ U et p sont localement inte´grables (et homoge`nes). Pour montrer
cette condition d’inte´grale nulle, on inte`gre l’e´quation de Navier-Stokes sur une boule de rayon
tendant vers l’inﬁni et on identiﬁe les comportements asymptotiques des diﬀe´rents termes.
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Nous de´montrons ensuite les deux re´sultats mentionne´s ci-dessus en e´tudiant le terme PΔ−1f
qui est de´ﬁni au sens de la valeur principale. On parvient a` de´montrer le comportement asymp-
totique voulu pour ce terme, puis en appliquant un the´ore`me de point ﬁxe dans des espaces
de fonction de´croissantes a` l’inﬁni mais pouvant avoir une singularite´ en 0 (ce qui inclut les
fonctions homoge`nes), on parvient au re´sultat ge´ne´ral.
Nous e´tendons ensuite ce re´sultat au cas d’un domaine exte´rieur Ω = R3\B ou` B est une
boule ferme´e. Nous de´montrons alors que si on a une solution de Navier-Stokes U avec f qui
est de la forme f = f0+O
(
1
|x|3+ε
)
comme ci-dessus, ces termes e´tant suﬃsamment petits, alors
U a le comportement asymptotique donne´ par U(x) = U0(x) + O
(
1
|x|1+ε
)
avec U0 la solution
homoge`ne de l’e´quation de Navier-Stokes avec pour terme de force f0 + mδ0. La seule chose
qui change est qu’ici l’expression de m est beaucoup moins explicite (celle que nous obtenons
de´pend de la solution elle-meˆme). Pour le prouver, nous e´tendons la solution U a` l’espace entier
de fac¸on re´gulie`re, ce qui fait apparaˆıtre un terme de force supple´mentaire a` support compact,
auquel on peut appliquer le re´sultat pre´ce´dent.
Nous examinons ensuite dans le chapitre 4 le cas du demi-espace Ω = {(x1, x2, x3) ∈ R3|x3 >
0}. Dans ce cas le re´sultat est assez diﬀe´rent car la fonction de Green ne se comporte pas de la
meˆme fac¸on. Nous de´montrons alors plusieurs choses.
– Dans le cas d’un terme de force et d’un terme de bord de´croissant suﬃsamment a` l’in-
ﬁni (un terme de force en O
(
1
|x|4+ε
)
et un terme de bord en O
(
1
|x|2+ε
)
) et de normes
suﬃsamment petites, on obtient l’existence et l’unicite´ d’une solution de la forme
U =
x3C · x
|x|5 x+O
(
1
|x|2+ε
)
quand |x| → ∞
ou` C est un vecteur constant. Le terme dominant est en ge´ne´ral non nul (on peut toujours
trouver des donne´es, soit un terme de force, soit un terme de bord, aussi petites que l’on
veut, telles que ce terme soit non nul).
– Dans le cas d’un terme de force du meˆme type que dans le cas de l’espace entier : f =
f0 + O
(
1
|x|3+ε
)
et un terme de bord similaire, on trouve des re´sultats analogues mais
avec des conditions modiﬁe´es. Plus pre´cise´ment, on de´montre que si f0 est homoge`ne de
degre´ -3 et b0 de´ﬁnie sur ∂Ω homoge`ne de degre´ -1, de normes suﬃsamment petites, alors
l’e´quation avec pour terme de force f = f0 et pour terme de bord b = b0 admet une
unique solution petite homoge`ne de degre´ -1. Enﬁn, supposons que f = f0 + O
(
1
|x|3+ε
)
avec f0 homoge`ne de degre´ -3 et f suﬃsamment petite et b = b0 + O
(
1
|x|1+ε
)
avec b0
homoge`ne de degre´ -1 et b petite. Alors on a l’existence et l’unicite´ d’une solution petite
U de´croissant en 1/|x|, avec le comportement asymptotique U = U0 + O
(
1
|x|1+ε
)
ou` U0
est solution de l’e´quation de Navier-Stokes avec pour terme de force f0 et pour terme de
bord b0. En comparant avec le the´ore`me correspondant dans R
3, on remarque que dans
le cas du demi-plan non seulement nous n’avons plus la condition d’inte´grale nulle sur la
sphe`re (ou un analogue) mais en plus nous n’avons plus de masse de Dirac additionnelle
dans l’e´quation ve´riﬁe´e par U0. C’est pour cela que si les donne´es de´croissent plus vite,
on se retrouve avec une de´croissance a` l’inﬁni plus forte que 1/|x|, contrairement au cas
de l’espace entier.
Pour de´montrer le premier re´sultat, on utilise les fonctions de Green associe´es a` l’e´quation
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de Stokes (une pour le terme de force et une autre pour la donne´e au bord) qui nous permettent
de mettre l’e´quation sous forme inte´grale. On de´montre ensuite que les termes provenant des
donne´es donnent bien des fonctions de´croissant en 1|x|2 a` l’inﬁni avec le de´veloppement asymp-
totique voulu. Puis on montre que la forme biline´aire obtenue est bien continue dans l’espace
de ces fonctions, ce qui nous permet d’appliquer un the´ore`me de point ﬁxe. On utilise ensuite
les de´veloppements asymptotiques de´montre´s lors des estimations sur les diﬀe´rents termes, et
on en de´duit le re´sultat. Enﬁn, un calcul sur les fonctions de Green nous permet de de´terminer
que le terme dominant dans le comportement asymptotique obtenu est en ge´ne´ral non nul.
Pour de´montrer le second re´sultat, on proce`de essentiellement comme dans le cas de l’espace
entier, en se plac¸ant dans des espaces de fonctions pouvant admettre une singularite´ en 0, et en
utilisant les nouvelles fonctions de Green, on trouve les re´sultats annonce´s. La disparition de la
condition d’inte´grale nulle sur la sphe`re provient du fait que la fonction de Green associe´e au
terme de force s’annule sur le bord de Ω donc en 0, et comme elle est re´gulie`re, elle compense
la singularite´ de f0 en 0 (voir le chapitre 4 pour les de´tails).
1.3.2 La dimension 2
Dans le cas de la dimension 2, les re´sultats sont plus complique´s a` obtenir, ce qui se voit
de´ja` dans l’e´tat de la recherche a` ce sujet. Il y a alors plusieurs choses a` e´tudier : d’une part,
trouver des solutions particulie`res comme les solutions homoge`nes de´crites plus haut, certains
auteurs essayant meˆme de trouver des familles de solutions plus ge´ne´rales pour essayer de faire
un argument de point ﬁxe en line´arisant l’e´quation autour de ces solutions. D’autre part, comme
la de´couverte de solutions dans le cas ge´ne´ral n’est pas encore accessible, on les recherche dans
des cas particuliers, par exemple avec des conditions de syme´trie.
Dans le chapitre 5, nous apportons une contribution au premier proble`me. En eﬀet, jusqu’ici
les solutions homoge`nes de degre´ -1 avaient essentiellement e´te´ recherche´es pour un terme de
force nul, et dans ce chapitre nous montrons leur existence pour tout terme de force homoge`ne
de degre´ -3 petit dans une certaine norme. Plus pre´cise´ment, nous de´montrons que pour un
terme de force f homoge`ne de degre´ -3 de circulation nulle sur le cercle unite´ (c’est-a`-dire
ve´riﬁant
∫
S1
f · x⊥ = 0 avec x⊥ = (−x2, x1)) et avec un tourbillon de norme suﬃsamment
petite, il existe une famille de solutions a` deux parame`tres Uα,γ avec α =
∫
S1
U · x⊥ = 0 et γ
un parame`tre proche du ﬂux de f ,
∫
S1
f · x. Ces solutions de´crivent l’ensemble des solutions
homoge`nes de degre´ -1 de circulation non nulle avec un terme de force de tourbillon petit par
rapport a` cette circulation et avec γ proche du ﬂux de f .
Pour de´montrer cela, les fonctions e´tant homoge`nes on se rame`ne a` une e´quation sur le cercle
avec les deux parame`tres mentionne´s portant sur la seule inconnue u = U · x. On re´sout alors
la partie line´aire de cette e´quation pour α = 0 (c’est une condition ne´cessaire pour que cette
partie line´aire admette une unique solution pe´riodique). Enﬁn, on re´sout l’e´quation globale a`
l’aide du the´ore`me de point ﬁxe qui permet de de´gager les hypothe`ses de petitesse mentionne´es.
Enﬁn, nous isolons une sous-famille de solutions constitue´e de celles ve´riﬁant
∫
S1
U · x = 0.
Ces solutions sont celles qui ve´riﬁent l’e´quation divU = 0 au sens des distributions jusqu’en
0 et ce sont les seules pouvant de´crire le comportement asymptotique a` l’inﬁni de champs de
vecteurs re´guliers de divergence nulle. Nous montrons alors que si f est de tourbillon petit
et de circulation nulle sur le cercle unite´, il existe une famille de solutions U a` un parame`tre
α =
∫
S1
U · x⊥ ve´riﬁant ∫
S1
U · x = 0. Ces solutions de´crivent toutes les solutions de circulation
non nulle sur le cercle, avec un terme de force et une composante normale petits par rapport a`
cette circulation.
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Pour ﬁnir, dans le chapitre 6 nous nous inte´ressons au comportement asymptotique des
solutions petites dans le domaine Ω = R2 avec des conditions de syme´trie. Plus pre´cise´ment,
dans le cas de la dimension 2, comme on l’a vu auparavant, on peut s’inte´resser a` l’e´quation
sur le tourbillon de U , ω, qui ve´riﬁe
−Δω + (U · ∇)ω = curl f, U(x) =
∫
R2
(x− y)⊥
2π|x− y|2ω(y) dy. (1.3.1)
On recherchera alors une solution de (1.3.1) qui ve´riﬁe les proprie´te´s de syme´trie utilise´es par
Yamazaki [54] :
ω(x1,−x2) = ω(x2, x1) = −ω(x1, x2).
Pour le terme de force, nous supposerons qu’il ve´riﬁe des conditions de syme´trie, donne´es par
f1(−x1, x2) = −f1(x1, x2), f2(−x1, x2) = f2(x1, x2), f1(x2, x1) = f2(x1, x2). (1.3.2)
Remarquons que, avec ces conditions de syme´trie, toutes les quantite´s introduites sont uni-
quement de´termine´es par leurs valeurs dans le secteur S = {ρeiθ ; ρ > 0, 0 < θ < π/4}. De
plus, on peut aise´ment ve´riﬁer que la vitesse est tangente au bord de S et le tourbillon s’annule
au bord de S. Et re´ciproquement, si on se donne un champ de vitesse et un tourbillon de´ﬁnis sur
S et ve´riﬁant ces conditions au bord ainsi que l’e´quation sur S, on peut les prolonger a` R2 tout
entier en des solutions des e´quations de Navier-Stokes stationnaires qui ve´riﬁent ces conditions
de syme´trie. Ces conditions au bord sont aussi connues sous le nom de conditions au bord de
glissement parfait (sans friction), ou encore conditions de Navier. On peut les trouver dans des
nombreux travaux sur les e´quations de Navier-Stokes, citons par exemple le livre fondamental
de Lions [40, pages 87–98]. Re´soudre les e´quations de Navier-Stokes dans R2 avec ces conditions
de syme´trie revient donc a` re´soudre les e´quations de Navier-Stokes dans S avec les conditions
au bord de Navier sans friction.
Nous montrons alors les re´sultats suivants.
– Si un terme de force f ve´riﬁe ces conditions et de´croˆıt a` l’inﬁni comme 1|x|6 , alors il
existe une unique solution petite ω de (1.3.1) ve´riﬁant les conditions de syme´trie sur
ω et de´croissant en 1|x|4 . De plus, on prouve que cette solution admet le de´veloppement
asymptotique suivant
ω(x) = m
x1x2(x
2
1 − x22)
|x|8 +O
(
1
|x|5
)
quand |x| → ∞.
On a une expression explicite pour cette constante m et on peut prouver qu’en ge´ne´ral
elle est non nulle.
– Par ailleurs, nous parvenons a` e´tendre ce re´sultat au cas d’un domaine exte´rieur. En eﬀet,
si U est solution de l’e´quation de Navier-Stokes dans le comple´mentaire d’un disque avec
une norme petite, de´croissant en 1|x|3 avec un tourbillon de´croissant en
1
|x|4 et un terme
de force en 1|x|6 , toutes ces fonctions ve´riﬁant les bonnes conditions de syme´trie, alors ω
admet bien le meˆme de´veloppement asymptotique que dans le cas du plan tout entier.
– Enﬁn, nous prouvons un re´sultat similaire au cas de la dimension 3 : Si f0 est une fonction
homoge`ne de degre´ -3 ve´riﬁant les conditions de syme´trie (1.3.2) et de norme petite, alors
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il existe une unique solution homoge`ne de degre´ -1 et petite U0 des e´quations de Navier-
Stokes ve´riﬁant ces meˆmes conditions de syme´trie. De plus, si on a f = f0 + O
(
1
|x|3+ε
)
avec f0 homoge`ne de degre´ -3, f0 et f satisfaisant les conditions (1.3.2) et e´tant de normes
petites, alors l’e´quation de Navier-Stokes admet une unique solution petite U ve´riﬁant
les conditions (1.3.2) et de´croissant comme 1|x| a` l’inﬁni. De plus, U a le comportement
asymptotique suivant :
U(x) = U0(x) +O
(
1
|x|1+ε
)
ou` U0 est la solution homoge`ne associe´e au terme de force f0.
Pour prouver le premier re´sultat, on proce`de comme dans le cas du demi-espace : on met
l’e´quation sous forme inte´grale, on prouve que les termes sont bien continus a` valeurs dans
les fonctions en 1|x|4 a` l’inﬁni, et on calcule leurs de´veloppements asymptotiques. On applique
ensuite un the´ore`me de point ﬁxe pour de´montrer l’existence et l’unicite´ de la solution, et on
utilise les de´veloppements asymptotiques montre´s pour en de´duire celui de ω.
Pour l’e´tendre au cas d’un domaine exte´rieur, on proce`de exactement comme dans le cas de
la dimension 3, en e´tendant une solution U sur le comple´mentaire d’un disque en une solution
sur le plan entier. On veille simplement a` ce que cette extension et le terme de force qui s’ajoute
ve´riﬁent les conditions de syme´trie.
Enﬁn, dans le cas du dernier re´sultat ou` le terme de force est homoge`ne de degre´ -3, nous
avons une diﬃculte´ supple´mentaire par rapport a` la dimension 3. Si U0 est homoge`ne de degre´
-1, le terme (U0 · ∇)U0 = div(U0 ⊗U0) n’est pas bien de´ﬁni au sens des distributions (meˆme au
sens de la valeur principale). On arrive cependant a` donner un sens aux e´quations de Navier-
Stokes en les e´crivant sous une forme inte´grale. Sous cette forme, les inte´grales qui apparaissent
sont bien de´ﬁnies au sens de la valeur principale graˆce aux conditions de syme´trie, meˆme si le
terme d’origine U0 ⊗ U0 ne l’est pas. Ensuite la de´marche est assez proche de ce qui a e´te´ fait
en dimension trois, avec cependant des estimations spe´ciﬁques a` la dimension 2.
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Ge´ne´ralite´s
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Ce chapitre ne contient pas de re´sultat original. Le lecteur presse´ pourra passer sans diﬃ-
culte´ au chapitre suivant. Nous avons choisi de souligner ici quelques re´sultats classiques mais
essentiels pour notre travail car utilise´s a` des nombreuses reprises. Nous avons inclus les preuves
(en oubliant certains de´tails trop techniques) par souci de comple´tude. De plus, dans le cas de la
formule de Green pour l’ope´rateur de Stokes dans le demi-espace avec des conditions homoge`nes
au bord donne´e dans la relation (2.3.3), nous avons eu du mal a` trouver l’expression correcte qui
est en fait la transpose´e de ce qui est annonce´ dans [16, Section IV.3]. Or la formule exacte est
tre`s importante pour nous, avec une formule meˆme le´ge`rement inexacte une partie des re´sultats
que nous de´montrerons dans le chapitre 4 seraient faux. Il est donc donc tre`s important d’avoir
la bonne formule, nous avons donc choisi de la montrer en de´tail. C’est la seule preuve qui est
indispensable dans ce chapitre.
Nous commencerons par de´montrer un lemme de point ﬁxe qui est bien connu. Puis, dans
l’optique du prolongement de champs de vecteurs de divergence nulle d’un domaine exte´rieur a`
l’espace entier, nous de´montrerons un re´sultat de Bogovskii permettant de re´soudre l’e´quation
div V = g, d’inconnue V et de donne´e g, dans des espaces de Sobolev avec une continuite´ de
l’ope´rateur solution. Enﬁn, nous de´duirons les formules des fonctions de Green associe´es au
proble`me de Stokes en dimension trois.
2.1 Un lemme de point ﬁxe
Nous de´montrons dans cette section le lemme de point ﬁxe suivant, qui est bien connu et
que nous utiliserons dans tous les chapitres pour de´montrer l’existence et l’unicite´ des solutions
petites des e´quations e´tudie´es :
Lemme 2.1.1 ([6]). Soit X un espace de Banach et B : X×X → X une application biline´aire.
Supposons que pour tout x1, x2 ∈ X on a
‖B(x1, x2)‖X  η‖x1‖X‖x2‖X .
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Alors pour tout y ∈ X satisfaisant 4η‖y‖X < 1, l’e´quation
x = y +B(x, x), (2.1.1)
admet une unique solution x ∈ X dans la boule BX(0, 12η ). Par ailleurs, cette solution ve´riﬁe la
proprie´te´ :
‖x‖X  2‖y‖X .
Preuve. On construit la solution de l’e´quation (2.1.1) comme la limite de la suite suivante :
x0 = y, xk+1 = y +B(xk, xk) ∀k.
Pour montrer que cette suite converge vers une solution de (2.1.1), commenc¸ons par montrer
qu’elle est borne´e. Pour cela, introduisons ζ la plus petite solution de l’e´quation ζ = ‖y‖+ ηζ2.
On a donc ζ =
1−
√
1−4η‖y‖
2η
> 0 e´tant donne´ que 4η‖y‖ < 1. On va alors montrer que ‖xk‖  ζ
pour tout k. Pour k = 0, on remarque que ‖x0‖ = ‖y‖ et
ζ =
1− (1− 4η‖y‖)
2η(1 +
√
1− 4η‖y‖) 
4η‖y‖
4η
= ‖x0‖.
Pour k quelconque, par re´currence on a :
‖xk+1‖  ‖y‖+ η‖xk‖2  ‖y‖+ ηζ2 = ζ.
Par ailleurs, on voit facilement que ζ  2‖y‖  1
2η
.
On va ensuite montrer que cette suite est de Cauchy. Pour cela, on conside`re pour k  1
‖xk+1 − xk‖ = ‖B(xk, xk)− B(xk−1, xk−1)‖
= ‖B(xk − xk−1, xk) + B(xk−1, xk − xk−1)‖
 2ηζ‖xk − xk−1‖.
Or, comme ζ < 1
2η
, la somme
∑∞
0 (2ηζ)
k converge, ce qui garantit que la suite (xk) est de Cauchy.
Comme X est un espace de Banach, on en de´duit qu’il existe x∞ tel que limk→∞ xk = x∞, et
par continuite´ de B on a :
x∞ = y +B(x∞, x∞).
Il ne nous reste plus qu’a` prouver l’unicite´. Soient x1, x2 deux solutions de (2.1.1) telles que
‖x1‖, ‖x2‖ < 12η . On a alors
‖x2 − x1‖ = ‖B(x1, x1)−B(x2, x2)‖
= ‖B(x1, x1 − x2) + B(x1 − x2, x2)‖
 η(‖x1‖+ ‖x2‖)‖x2 − x1‖,
et comme ‖x1‖ + ‖x2‖ < 1η , ceci n’est possible que si x2 = x1. Ceci ache`ve la preuve du
lemme.
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2.2 Ope´rateurs de Bogovskii
Un outil important pour l’e´tude des e´quations de Navier-Stokes est la re´solution de l’e´quation
suivante
div V = f dans Ω, V = b sur ∂Ω,
ou` Ω est un domaine de Rn e´toile´ par rapport a` une boule B. La re´solution de ce type de
proble`me est particulie`rement importante, notamment lorsque l’on veut prolonger ou perturber
des fonctions tout en pre´servant la proprie´te´ de divergence nulle. Tout d’abord, on constate
qu’on peut se ramener tre`s facilement au cas b = 0. En eﬀet, si on suppose que Ω a un bord
lisse, on sait que si b a la bonne re´gularite´ alors il existe une extension V0 de b avec la bonne
re´gularite´. Il suﬃt ensuite de re´soudre
div V = f − div V0 dans Ω, V = 0 sur ∂Ω.
Par exemple, si on cherche a` re´soudre l’e´quation dans des espaces de Sobolev comme on va le
faire dans la suite, si on a f ∈ W k,p(Ω) et b ∈ W k+1−1/p,p(∂Ω) alors on aura V0 ∈ W k+1,p(Ω)
avec ‖V0‖k+1,p  C‖b‖k+1−1/p,p et div V0 ∈ W k,p(Ω) est dans le meˆme espace que f .
On introduit alors, pour re´soudre cette e´quation, les ope´rateurs de Bogovskii, qui donnent
une solution a` cette e´quation avec une continuite´ dans les espaces de Sobolev. Cette solution
n’est e´videmment pas unique, et on a d’ailleurs dans la construction suivante une grande liberte´
de choix.
On a le the´ore`me suivant (voir [5] et [16]) :
The´ore`me 2.2.1 ([5]). Soit f ∈ W k,q0 (B) ou` B est une boule et k ∈ N, 1 < q < ∞. Suppo-
sons que
∫
B
f = 0. Alors il existe une solution V ∈ W k+1,q0 (B) de l’e´quation div V = f avec
l’estimation suivante :
‖V ‖Wk+1,q(B)  C(q, k, B)‖f‖Wk,q(B).
Preuve. Ces solutions sont de´ﬁnies de la fac¸on suivante : soit χ ∈ C∞0 (B) une fonction ve´riﬁant∫
B
χ = 1, alors on pose pour x ∈ B
V (x) =
∫
B
H(x, y)f(y) dy,
H(x, y) =
∫ 1
0
x− y
t
χ
(
y +
x− y
t
)
dt
tn
.
Commenc¸ons par de´terminer la divergence de V . De´ja`, remarquons que si x, y ∈ B, alors pour
t ∈ [0, 1], y+ x−y
t
=
(
1− 1
t
)
y+ 1
t
x appartient a` la droite passant par x et y, et est situe´ entre x
et l’inﬁni. On en de´duit donc que si x est sur le bord de B ou a` l’exte´rieur de B, cet e´le´ment ne
peut pas eˆtre dans B, or comme χ est a` support dans B, on en de´duit que l’inte´grale est nulle.
D’ou` V est a` support dans B. De plus, on a
∣∣y + x−y
t
∣∣→ ∞ quand t → 0 et on en de´duit, si R
est le rayon de B et x0 son centre,
R 
∣∣∣∣y + x− yt − x0
∣∣∣∣⇒ R  |x− y|t − |y − x0| ⇒ R  |x− y|t −R ⇒ t  |x− y|2R .
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On a donc
H(x, y) =
∫ 1
|x−y|
2R
x− y
t
χ
(
y +
x− y
t
)
dt
tn
,
qui est bien de´ﬁnie. Par ailleurs, on peut faire la majoration suivante sur H :
|H(x, y)|  ‖χ‖L∞
∫ 1
|x−y|
2R
|x− y|
tn+1
dt  C|x− y|
[
(2R)n
|x− y|n − 1
]
 C|x− y|n−1 ,
ce qui nous donne que H ∈ Lqloc pour q < nn−1 . Et comme
|V (x)|  C
∫
B
|f(y)|
|x− y|n−1 dy
on a d’apre`s l’ine´galite´ de Young
‖V ‖Lp(B)  C
∥∥∥∥ 1|x|n−1
∥∥∥∥
L1(B′)
‖f‖Lp(B),
ou` B′ est la boule de centre 0 et de rayon 2R. On en de´duit que l’application qui a` f associe
V est continue de Lp(B) dans Lp(B). On cherche ensuite a` ve´riﬁer la relation div V = g. Pour
cela, on e´crit V de la fac¸on suivante :
V (x) = lim
ε→0
∫
B
∫ 1
ε
x− y
tn+1
χ
(
y +
x− y
t
)
f(y) dt dy,
d’ou`
div V = lim
ε→0
∫
B
∫ 1
ε
(
n
tn+1
χ
(
y +
x− y
t
)
+
x− y
tn+2
· ∇χ
(
y +
x− y
t
))
f(y) dt dy.
Or, on remarque que
d
dt
(
1
tn
χ
(
y +
x− y
t
))
=
−n
tn+1
χ
(
y +
x− y
t
)
− x− y
tn+2
· ∇χ
(
y +
x− y
t
)
,
d’ou`
div V (x) = − lim
ε→0
∫
B
[
1
tn
χ
(
y +
x− y
t
)]1
ε
f(y) dy
= − lim
ε→0
∫
B
[
χ(x)− 1
εn
χ
(
y +
x− y
ε
)]
f(y) dy
= lim
ε→0
∫
B
1
εn
χ
(
y +
x− y
ε
)
f(y) dy
car
∫
B
f = 0. On a donc
div V (x) = lim
ε→0
∫
Rn
1
εn
χ
(
y +
x− y
ε
)
f(y)1B(y) dy
= lim
ε→0
∫
Rn
1
(1− ε)nχ(y)f
(
1
1− ε(x− εy)
)
1B
(
1
1− ε(x− εy)
)
dy.
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A` pre´sent, supposons que f soit uniforme´ment continue sur B. E´tant donne´ que∣∣∣∣ 11− ε(x− εy)− x
∣∣∣∣ = ∣∣∣∣ ε1− ε(x− y)
∣∣∣∣  2Rε1− ε  Cε
on en de´duit que ∣∣∣∣f ( 11− ε(x− εy)
)
− f(x)
∣∣∣∣  ω(Cε)
ou` ω est le module de continuite´ de f . On a alors la majoration∣∣∣∣χ(y)(f ( 11− ε(x− εy)
)
1B
(
1
1− ε(x− εy)
)
− f(x)1B
(
1
1− ε(x− εy)
))∣∣∣∣  |χ(y)ω(Cε)|,
et donc
| div V (x)− f(x)| =
∣∣∣lim
ε→0
∫
Rn
1
(1− ε)nχ(y)
(
f
(
1
1− ε(x− εy)
)
1B
(
1
1− ε(x− εy)
)
− f(x)1B
(
1
1− ε(x− εy)
))∣∣∣
 lim
ε→0
∫
Rn
1
(1− ε)n |χ(y)w(Cε)|
= 0
car χ est inte´grable et on a
f(x) = lim
ε→0
∫
Rn
f(x)χ(y)1B
(
1
1− ε(x− εy)
)
dy
par le the´ore`me de convergence domine´e et en se rappelant que
∫
B
χ(y) dy = 1. On a donc
bien div V = f pourvu que f soit uniforme´ment continue. Or, les fonctions continues a` support
compact (qui sont en particulier uniforme´ment continues) sont denses dans Lp(B). Donc, si
f ∈ Lp(B), il existe une suite fk de fonctions uniforme´ment continues qui approchent f dans
Lp(B). Par continuite´, la suite Vk de fonctions associe´es par l’ope´rateur de Bogovskii converge
vers V dans Lp(B). Or, pour tout k, on a div Vk = fk, d’ou` par convergence dans D′(B), on en
de´duit que div V = f .
Il ne reste plus qu’a` de´montrer la majoration sur les normes de Sobolev. Pour cela, on va
utiliser le the´ore`me de Caldero´n-Zygmund. En eﬀet, on a vu la majoration |H(x, y)|  C|x−y|n−1
et on a le meˆme type de majoration sur ∇xH(x, y) :
∇xH(x, y) =
∫ 1
|x−y|
2R
[
In
t
χ
(
y +
x− y
t
)
+
x− y
t2
⊗∇χ
(
y +
x− y
t
)]
dt
tn
d’ou`
|∇xH(x, y)|  ‖χ‖W 1,∞(B)
∫ 1
|x−y|
2R
[
1
tn+1
+
|x− y|
tn+2
]
dt  C|x− y|n .
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On a donc bien aﬀaire ici a` une inte´grale singulie`re et il suﬃt, pour que l’application f →
∇xV =
∫
B
∇xH(x, y)f(y) dy soit continue de Lp(B) dans lui-meˆme, que pour tous x, y ∈ B et
x′ ∈ Rn tel que |x− x′|  |x− y|/2 on ait
|∇xH(x, y)−∇xH(x′, y)|  C|x− x
′|
|x− y|n+1
|∇xH(y, x)−∇xH(y, x′)|  C|x− x
′|
|x− y|n+1 ,
voir le livre de Grafakos [19].
Ces estimations se font assez facilement, en utilisant le fait que pour un tel x′ on a
χ
(
y +
x− y
t
)
− χ
(
y +
x′ − y
t
)
= ∇χ(ζ1) · x− x
′
t
χ
(
x+
y − x
t
)
− χ
(
x′ +
y − x′
t
)
= ∇χ(ζ2) ·
(
1− 1
t
)
(x− x′)
∇χ
(
y +
x− y
t
)
−∇χ
(
y +
x′ − y
t
)
= ∇2χ(ζ3) · x− x
′
t
∇χ
(
x+
y − x
t
)
−∇χ
(
x′ +
y − x′
t
)
= ∇2χ(ζ4) ·
(
1− 1
t
)
(x− x′)
d’apre`s la formule de Taylor-Lagrange, ou` les ζi sont des e´le´ments de B. On doit e´galement
estimer les bornes sur lesquelles on inte`gre, en eﬀet on sait que l’inte´grale qui de´ﬁnit H(x, y)
peut eˆtre prise sur [ |x−y|
2R
, 1]. Or, on a |x′ − y|  |x − y| − |x − x′|  |x − y|/2, on peut donc
prendre toutes les inte´grales sur [ |x−y|
4R
, 1]. On obtient alors
∇xH(x, y)−∇xH(x′, y) =
∫ 1
|x−y|
4R
[
In
t
(
χ
(
y +
x− y
t
)
− χ
(
y +
x′ − y
t
))
+
x− y
t2
⊗
(
∇χ
(
y +
x− y
t
)
−∇χ
(
y +
x′ − y
t
))
+
x− x′
t2
⊗∇χ
(
y +
x′ − y
t
)]
dt
tn
,
d’ou`
|∇xH(x, y)−∇xH(x′, y)|  C‖χ‖W 2,∞
∫ 1
|x−y|
4R
[ |x− x′|
tn+2
+
|x− x′||x− y|
tn+3
]
dt
 C|x− x
′|
|x− y|n+1 .
De la meˆme fac¸on on obtient
|∇xH(y, x)−∇xH(y, x′)|  C‖χ‖W 2,∞
∫ 1
|x−y|
4R
[
(1− t)|x− x′|
tn+2
+
(1− t)|x− x′||x− y|
tn+3
+
|x− x′|
tn+2
]
dt
 C|x− x
′|
|x− y|n+1 .
Donc ∇xH est bien un noyau d’inte´grale singulie`re et on a
‖V ‖W 1,p  C‖f‖Lp .
Pour les de´rive´es d’ordre supe´rieur, il suﬃt de remarquer que si α ∈ Nn alors div ∂αV = ∂αf et
on peut donc appliquer le re´sultat a` ∂αV , ce qui nous donne le re´sultat du the´ore`me 2.2.1.
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2.3 Solutions fondamentales de l’ope´rateur de Stokes
Dans cette section nous allons e´tudier les fonctions de Green qui apparaissent dans la
re´solution des EDP line´aires (essentiellement l’e´quation de Stokes ici) dans les diﬀe´rents cas
qui nous inte´ressent. Apre`s quelques conside´rations ge´ne´rales sur les fonctions et distributions
homoge`nes et leurs transforme´es de Fourier, nous montrerons les expressions explicites des fonc-
tions de Green associe´es au proble`me de Stokes en dimension 3, dans l’espace entier puis dans
le demi-espace.
Par ailleurs, nous pre´cisons les notations employe´es dans cette the`se : si V est un champ
a` valeurs vectorielles et M un champ a` valeurs matricielles, alors on notera tout d’abord les
ope´rateurs diﬀe´rentiels de la fac¸on suivante :
(∇V )i,j = ∂jVi, (divM)i =
∑
j
∂jMi,j.
De plus, si N est un autre champ a` valeurs matricielles, on de´ﬁnit comme suit les produits de
matrices et de vecteurs ou les produits de matrices entre elles :
(M · V )i =
∑
k
Mi,kVk, (M ·N)i,j =
∑
k
Mi,kNk,j.
Conside´rons donc tout d’abord l’e´quation de Stokes sur R3 :
ΔU −∇p = f, divU = 0.
On introduit alors le projecteur de Leray P, qui est le projecteur orthogonal dans L2(R3) sur
les champs de vecteurs de divergence nulle. Cette projection se fait paralle`lement aux champs
de gradient, et on peut trouver assez facilement son expression en Fourier : si V ∈ L2(R3,R3)
alors on a V = PV +∇p, d’ou` Vˆ (ξ) = F(PV )(ξ)+ iξpˆ(ξ) et donc, en prenant le produit scalaire
par ξ, on obtient i|ξ|2pˆ = ξ · Vˆ d’ou` pˆ(ξ) = −iξ·Vˆ|ξ|2 et enﬁn
F(PV ) = Vˆ (ξ)− (ξ · Vˆ )ξ|ξ|2 = M(ξ) · Vˆ ,
ou`
M(ξ) = I3 − ξ ⊗ ξ|x|2 .
En repassant dans le domaine re´el, on en de´duit que
PV = F−1(M) ∗ V.
Ici, F−1(M) est une fonction singulie`re qui fait intervenir des transformations de Riesz, mais
nous n’en aurons pas besoin ici. Nous allons plutoˆt appliquer cet ope´rateur et son expression
en Fourier a` notre e´quation. On obtient alors
PΔU = Pf.
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Or, PΔU = ΔU car divΔU = ΔdivU = 0. On est donc ramene´ a` re´soudre ΔU = Pf , ce qui
en Fourier donne
Uˆ(ξ) =
(−I3
|ξ|2 +
ξ ⊗ ξ
|x|4
)
· fˆ = N(ξ) · fˆ = F(F−1(N) ∗ f)
ou`
N(ξ) =
−I3
|ξ|2 +
ξ ⊗ ξ
|x|4
est une fonction a` valeurs matricielles homoge`ne de degre´ −2 et de classe C∞ en-dehors de 0.
Or on a le the´ore`me suivant :
The´ore`me 2.3.1. Soit g une fonction homoge`ne de degre´ −α ou` 0 < α < 3 sur R3\{0} qui
soit C∞ sur ce domaine, alors gˆ est une fonction homoge`ne de degre´ −3 + α qui est e´galement
C∞ sur R3\{0}.
Preuve. Tout d’abord, remarquons que la condition sur α garantit que g et gˆ sont dans L1loc si
celle-ci a bien l’homoge´ne´ite´ souhaite´e, et on peut alors les conside´rer indiﬀe´remment comme
des fonctions ou des distributions sur R3. Prouvons l’homoge´ne´ite´ de gˆ : par de´ﬁnition, g est
homoge`ne de degre´ −α si et seulement si, pour tout ϕ ∈ D(R3), λ > 0,
〈g, ϕ(λ·)〉 = λ−3+α 〈g, ϕ〉
donc
〈gˆ, ϕ(λ·)〉 =
〈
g, ϕ̂(λ·)
〉
.
Or on a
F(ϕ(λ·))(ξ) =
∫
R3
e−ix·ξϕ(λx) dx
= λ−3
∫
R3
e−i(y/λ)·ξϕ(y) dy
= λ−3F(ϕ)(·/λ),
donc on en de´duit
〈gˆ, ϕ(λ·)〉 = λ−3 〈g, ϕˆ(·/λ)〉
= λ−3+3−α 〈g, ϕˆ〉
= λ−α 〈gˆ, ϕ〉 .
Ceci prouve bien le degre´ d’homoge´ne´ite´ de gˆ, et il nous reste a` prouver sa re´gularite´ en-dehors
de 0. Pour ce faire, multiplions gˆ par une grande puissance de |ξ| pour avoir, par de´rivation,
une de´croissance a` l’inﬁni suﬃsante dans l’espace re´el :
|ξ|2mgˆ(ξ) = F(Δ2mg).
Nous se´parons ensuite ce qui se passe au voisinage de 0 du reste, c’est pourquoi nous introduisons
ψ ∈ C∞(R3) une fonction a` valeurs positives telle que ψ(x) = 1 pour |x| < 1 et ψ(x) = 0 pour
|x| > 2. On e´crit alors
|ξ|2mgˆ(ξ) = F(Δ2m(ψg)) + F(Δ2m((1− ψ)g)).
24
Ici, le premier terme est la transforme´e de Fourier d’une distribution a` support compact, il est
donc dans C∞ et le second est la transforme´e de Fourier d’une fonction C∞ dans R3 tout entier,
et qui de´croˆıt comme |x|−α−2m car g est homoge`ne, donc si 2m est suﬃsamment grand, il sera
dans L1 et cette transforme´e de Fourier sera continue. Donc, apre`s avoir divise´ par |ξ|2m, on
en de´duit que gˆ est une fonction continue sur R3\{0}. Pour les de´rive´es d’ordre supe´rieur, on
proce`de de la meˆme fac¸on. Soit γ ∈ N3 tel que |γ| = k, alors on a :
|ξ|2m∂γ gˆ(ξ) = F(Δ2m((ix)γg))
= F(Δ2m((ix)γψg)) + F(Δ2m((ix)γ(1− ψ)g)).
Ici encore, le premier terme est la transforme´e de Fourier d’une distribution a` support compact
et le second d’une fonction C∞ qui de´croˆıt en |x|k−α−2m d’ou`, pour m suﬃsamment grand,
cette fonction est dans L1 et ∂γg est continue en-dehors de 0. Ce qui ache`ve la preuve du
the´ore`me.
On peut donc e´crire N = Gˆ avec G une fonction a` valeurs matricielles, homoge`ne de degre´
−1 et C∞ en-dehors de 0.
En re´alite´, on peut meˆme trouver une expression explicite pour G. On suivra pour cela la
de´marche de Galdi dans [16]. On va alors conside´rer e´galement la solution fondamentale pour
la pression, appelons-la q. C’est une fonction homoge`ne de degre´ −2 a` valeurs vectorielles, C∞
en-dehors de 0 e´galement. L’ide´e est de prendre G et q sous la forme suivante :
G(x) = (−I3Δ+∇2)Φ(x), q(x) = ∇ΔΦ(x),
ou` Φ est une fonction homoge`ne de degre´ 1, de classe C∞ en-dehors de 0 e´galement. Cette
forme permet d’avoir une compensation entre ΔG et ∇q. En eﬀet, on obtient
ΔG−∇q = −Δ2ΦI3 +Δ∇2Φ−∇2ΔΦ = −Δ2ΦI3
divG = −∇ΔΦ+Δ∇Φ = 0.
Il suﬃt donc de choisir pour Φ la solution fondamentale de l’ope´rateur −Δ2 et on obtiendra
ΔG − ∇q = δ0I3. Pour cela, il suﬃt de trouver une fonction dont le laplacien soit la solution
fondamentale de −Δ lui-meˆme. Cette solution fondamentale est donne´e par
A(x) =
1
4π|x| .
On peut donc chercher Φ sous la forme Φ(x) = |x|
α
. On obtient alors ∇Φ(x) = x
α|x| et enﬁn
ΔΦ(x) =
3
α|x| −
|x|2
α|x|3 =
2
α|x| .
Il suﬃt donc de prendre α = 8π. On a alors la formule suivante pour G la fonction de Green
de l’ope´rateur de Stokes dans R3 :
G(x) = −A(x)I3 +∇2
( |x|
8π
)
=
−1
8π
[
I3
|x| +
x⊗ x
|x|3
]
. (2.3.1)
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La solution du proble`me
ΔU −∇p = f, divU = 0 dans R3
est donne´e par la formule
U(x) =
∫
R3
G(x− y)f(y) dy.
Maintenant que nous connaissons le tenseur de Green pour le syste`me de Stokes dans R3,
nous allons montrer l’expression du meˆme tenseur mais dans le demi-espace Ω = {(x1, x2, x3) ∈
R3|x3 > 0}. Pour cela, on va commencer par introduire le tenseur associe´ au proble`me
ΔU −∇p = 0 dans Ω, divU = 0 dans Ω, U = b sur ∂Ω. (2.3.2)
Ce tenseur est donne´ dans [16] et [8] par la formule suivante :
K(x) =
3x3x⊗ x
2π|x|5 .
La solution U du syste`me (2.3.2) est alors donne´e par la formule suivante, a` condition que b
satisfasse de bonnes proprie´te´s :
U(x) =
∫
∂Ω
K(x− y′) · b(y′) dy′ pour x ∈ Ω.
En particulier, ceci sera vrai si b est borne´e. En eﬀet, on aura alors
|U(x)|  3x3‖b‖L∞(∂Ω)
2π
∫
∂Ω
|x− y′|2
(|x− y′|2 + x23)5/2
dy′.
On remarque alors que cette inte´grale est uniforme´ment convergente pour x3 > a > 0 car la
fonction inte´gre´e est re´gulie`re et de´croˆıt en 1|y′|3 quand |y′| → ∞. Pour que ce tenseur soit la
fonction de Green associe´e au syste`me (2.3.2), il faut ve´riﬁer trois choses :
– div tK =
∑3
i=1 ∂xiKi,j = 0.
– lim
x3→0
∫
∂Ω
K(x− y′) · b(y′) dy′ = b(x1, x2, 0).
– ΔK = t∇q avec q un champ a` valeurs vectorielles.
La premie`re condition vient simplement du fait qu’on souhaite que U soit de divergence nulle,
on tombe alors naturellement, vues nos de´ﬁnitions, sur le fait que la transpose´e de K doive
eˆtre de divergence nulle. Pour montrer que cette condition est ve´riﬁe´e, on utilisera les formules
suivantes : pour a un champ a` valeurs scalaires, V et W des champs a` valeurs vectorielles et
M un champ a` valeurs matricielles, on a
div(atM) = a div tM + tM · ∇a, div(V ⊗W ) = (divW )V +∇V ·W.
On obtient alors la divergence suivante pour K :
2π
3
div tK =
x⊗ x
|x|5 · ∇x3 + x3x⊗ x · ∇
(
1
|x|5
)
+
x3
|x|5 ((div x)x+∇x · x).
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Conside´rant que ∇x3 = e3, div x = 3, ∇x = I3 et ∇
(
1
|x|5
)
= −5x|x|7 , on en de´duit :
2π
3
div tK =
x3x
|x|5 − 5
x3x
|x|5 + 3
x3x
|x|5 +
x3x
|x|5 = 0.
On conside`re ensuite la deuxie`me condition. Pour cela, on va conside´rer x = (x1, x2, x3) ∈ Ω,
et on notera dans la suite x′ = (x1, x2, 0). On fait alors le calcul suivant :∫
∂Ω
K(x− y′) · b(y′) dy′ = 3
2π
∫
∂Ω
x3(x− y′)⊗ (x− y′)
(|x′ − y′|2 + x23)5/2
· b(y′) dy′
=
3
2π
∫
R2
x3(z
′, x3)⊗ (z′, x3)
(|z′|2 + x23)5/2
· b(x′ − z′) dz′,
ou` on a fait le changement de variables z′ = (x1 − y1, x2 − y2) ∈ R2, le vecteur (z′, x3) est donc
bien un vecteur de R3. On a alors, en posant z′ = x3t,∫
∂Ω
K(x− y′) · b(y′) dy′ = 3
2π
∫
R2
x33(t, 1)⊗ (t, 1)
x53(|t|2 + 1)5/2
· b(x′ − x3t) x23dt
=
3
2π
∫
R2
(t, 1)⊗ (t, 1)
(|t|2 + 1)5/2 · b(x
′ − x3t) dt.
On suppose ensuite que b est borne´e et continue, et l’inte´grale
∫
R2
(t,1)⊗(t,1)
(|t|2+1)5/2 dt e´tant convergente,
on peut appliquer le the´ore`me de convergence domine´e, et on de´duit la convergence suivante∫
∂Ω
K(x− y′) · b(y′) dy′ −−−→
x3→0
3
2π
∫
R2
(t, 1)⊗ (t, 1)
(|t|2 + 1)5/2 dt · b(x
′).
Il ne reste plus alors qu’a` calculer cette inte´grale a` valeurs matricielles. On commence par
remarquer que les coeﬃcients non diagonaux sont nuls :∫
R2
t1t2
(1 + |t|2)5/2 dt =
∫
R2
t1
(1 + |t|2)5/2 dt =
∫
R2
t2
(1 + |t|2)5/2 dt = 0,
car chaque inte´grande est impaire par rapport a` au moins une des coordonne´es. Pour les termes
diagonaux, on va utiliser les coordonne´es polaires : comme
∫
R2
t21
(1+|t|2)5/2 dt =
∫
R2
t22
(1+|t|2)5/2 dt par
syme´trie, on a∫
R2
t21
(1 + |t|2)5/2 dt =
1
2
∫
R2
|t|2
(1 + |t|2)5/2 dt
= π
∫ +∞
0
r3
(1 + r2)5/2
dr
= π
∫ +∞
0
r(1 + r2)
(1 + r2)5/2
dr − π
∫ +∞
0
r
(1 + r2)5/2
dr
=
π
2
∫ +∞
0
2r
(1 + r2)3/2
dr − π
2
∫ +∞
0
2r
(1 + r2)5/2
dr
=
2π
3
.
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De la meˆme fac¸on, on trouve que∫
R2
dt
(1 + |t|2)5/2 = 2π
∫ +∞
0
r dr
(1 + r2)5/2
=
2π
3
.
On en de´duit que ∫
R2
(t, 1)⊗ (t, 1)
(|t|2 + 1)5/2 dt =
2π
3
I3
ce qui est exactement le re´sultat voulu.
Il ne nous reste plus qu’a` ve´riﬁer la troisie`me condition, a` savoir ΔK = t∇q avec q un champ
a` valeurs vectorielles. Cette condition vient naturellement quand on demande que ΔU = ∇p
avec p un champ a` valeurs scalaires. Pour cela, on eﬀectue le calcul suivant :
ΔK(x) =
3
2π
[
Δ(x3x⊗ x)
|x|5 +Δ
(
1
|x|5
)
x3x⊗ x+ 2∇(x3x⊗ x) · ∇
(
1
|x|5
)]
.
Or on a ∇
(
1
|x|5
)
= −5x|x|7 , d’ou` Δ
(
1
|x|5
)
= div∇
(
1
|x|5
)
= −5·3|x|7 +
−5·(−7)x·x
|x|9 =
20
|x|7 .
De plus avec la formule x3x⊗ x =
⎛⎝ x21x3 x1x2x3 x1x23x1x2x3 x22x3 x2x23
x1x
2
3 x2x
2
3 x
3
3
⎞⎠ on trouve
Δ(x3x⊗ x) =
⎛⎝2x3 0 2x10 2x3 2x2
2x1 2x2 6x3
⎞⎠ = 2x3I3 + 2x⊗ e3 + 2e3 ⊗ x.
Enﬁn, on e´crit terme a` terme ∂xk(x3xixj) = δ3,kxixj + δi,kx3xj + δj,kx3xi que l’on doit
appliquer a` x, ce qui nous donne
∑
k ∂xk(x3xixj)xk = 3x3xixj. Au ﬁnal, on obtient
ΔK(x) =
3
2π
[
2x3I3 + 2x⊗ e3 + 2e3 ⊗ x
|x|5 −
10x3x⊗ x
|x|7
]
.
Cette matrice e´tant syme´trique, ΔK = t∇q e´quivaut a` ΔK = ∇q, on cherchera donc plutoˆt
un champ q ve´riﬁant la deuxie`me forme. Pour trouver cette fonction a` valeurs vectorielles, on
peut par exemple chercher sous la forme d’un polynoˆme de degre´ 2 divise´ par |x|5, et ce qui
paraˆıt le plus naturel dans notre situation est de regarder V (x) = x3x|x|5 , dont un rapide calcul
nous donne : ∇V (x) =
(
x3I3+x⊗e3
|x|5 − 5x3x⊗x|x|7
)
, d’ou` ΔK(x) = 3
π
∇V (x) + 3e3⊗x
π|x|5 . Pour le dernier
terme, on remarque que ∇
(
e3
|x|3
)
= −3 e3⊗x|x|5 et on en de´duit
ΔK(x) = ∇
(
3x3x
π|x|5 −
e3
π|x|3
)
ce qui ache`ve la preuve que K est bien la fonction de Green associe´e au syste`me voulu.
On veut maintenant de´terminer la fonction de Green E associe´e au syste`me
ΔU −∇p = f dans Ω, divU = 0 dans Ω, U = 0 sur ∂Ω.
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Cette fonction nous permettra d’exprimer U sous la forme
U(x) =
∫
Ω
E(x, y) · f(y) dy.
Pour cela, on va utiliser les tenseurs pre´ce´dents en nous basant sur les travaux [8], [16] et [41].
Le premier auteur fait une analyse des proprie´te´s de ce tenseur a` partir d’une formule faisant
intervenir G et K, et les deux suivants, en plus de cette analyse, parviennent a` de´terminer une
expression explicite de cette fonction.
Pour de´terminer ce tenseur E, on peut commencer par regarder ce qu’il doit ve´riﬁer. Il doit
eˆtre de divergence nulle (dans le meˆme sens que pour K), s’annuler sur le bord ∂Ω et satisfaire
ΔE + t∇q = δ0I3. Comme on sait que l’on a de´ja` ΔG−∇q = δ0I3, il suﬃt alors de prendre
E(x, y) = G(x− y)−
∫
∂Ω
G(x− z′) ·K(y − z′) dz′.
A` partir de la`, on peut trouver une expression explicite que l’on prendra de [41] ou [16] et sur
laquelle on ve´riﬁera les conditions voulues. On obtient alors :
E(x, y) = G(x− y)−G(x− y∗) · I∗3 +
x3y3
4π
∇x ⊗∇y
(
1
|x− y∗|
)
− x3
4π
∇x
(
1
|x− y∗|
)
⊗ e3
− y3
4π
e3 ⊗∇y
(
1
|x− y∗|
)
+
1
4π|x− y∗|e3 ⊗ e3, (2.3.3)
ou` on a utilise´ la notation y∗ = (y1, y2,−y3) et I∗3 =
⎛⎝1 0 00 1 0
0 0 −1
⎞⎠. Cette expression nous
permet tout d’abord de ve´riﬁer facilement la divergence de E, qui doit eˆtre teste´e par rapport
a` la variable x. On obtient apre`s quelques calculs
divx
tE(x, y) = divx(G(x− y))− I∗3 div(G(x− y∗))
+
y3
4π
(
∇y ⊗∇x
(
1
|x− y∗|
)
· ∇x(x3) + x3 divx
(
∇y ⊗∇x
(
1
|x− y∗|
)))
− 1
4π
(
e3 ⊗∇x
(
1
|x− y∗|
)
· ∇x(x3) + x3 divx
(
e3 ⊗∇x
(
1
|x− y∗|
)))
− y3
4π
divx
(
∇y
(
1
|x− y∗|
)
⊗ e3
)
+ e3 ⊗ e3 · ∇x
(
1
4π|x− y∗|
)
.
On rappelle que divG = 0 et Δx
(
1
|x−y∗|
)
= 0. On peut donc simpliﬁer l’expression ci-dessus en
divx
tE(x, y) =
y3
4π
(
∇y ⊗∇x
(
1
|x− y∗|
)
· e3 + x3∇yΔx
(
1
|x− y∗|
))
− 1
4π
(
e3 ⊗∇x
(
1
|x− y∗|
)
· e3 + x3Δx
(
1
|x− y∗|
)
e3
)
− y3
4π
∂x3∇y
(
1
|x− y∗|
)
− e3 ⊗ e3 ·
(
x− y∗
4π|x− y∗|3
)
=
y3
4π
∂x3∇y
(
1
|x− y∗|
)
− 1
4π
∂x3
(
1
|x− y∗|
)
e3
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− y3
4π
∂x3∇y
(
1
|x− y∗|
)
− x3 + y3
4π|x− y∗|3 e3
= 0.
Le crite`re sur la divergence est donc bien ve´riﬁe´. On va maintenant ve´riﬁer que ce tenseur
s’annule bien pour x3 = 0. Pour cela, on va calculer les de´rive´es qui apparaissent dans la formule
(2.3.3). On remarque que ∇y
(
1
|x−y∗|
)
= ∇y
(
1
|y−x∗|
)
= x
∗−y
|x−y∗|3 , et on a alors :
E(x, y) =G(x− y)−G(x− y∗) · I∗3 +
x3y3
4π
t∇x
(
x∗ − y
|x− y∗|3
)
+
x3
4π
x− y∗
|x− y∗|3 ⊗ e3
− y3
4π
e3 ⊗ x
∗ − y
|x− y∗|3 +
1
4π|x− y∗|e3 ⊗ e3
=G(x− y)−G(x− y∗) · I∗3 +
x3y3
4π
(
I∗3
|x− y∗|3 − 3
(x− y∗)⊗ (x∗ − y)
|x− y∗|5
)
+
x3
4π
x− y∗
|x− y∗|3 ⊗ e3 −
y3
4π
e3 ⊗ x
∗ − y
|x− y∗|3 +
1
4π|x− y∗|e3 ⊗ e3.
Avec cette expression, on peut maintenant faire x3 = 0, ce qui implique notamment que x
∗ = x
et |x− y∗| = |x− y|. On a alors, avec la formule (2.3.1)
E(x, y) =G(x− y)−G(x− y∗) · I∗3 −
y3
4π
e3 ⊗ x− y|x− y|3 +
1
4π|x− y|e3 ⊗ e3
=
−1
8π
[
I3
|x− y| +
(x− y)⊗ (x− y)
|x− y|3
]
+
1
8π
[
I∗3
|x− y| +
(x− y∗)⊗ (x− y)
|x− y|3
]
− y3
4π
e3 ⊗ x− y|x− y|3 +
1
4π|x− y|e3 ⊗ e3.
On e´crit ensuite x − y∗ = x − y + 2y3e3 et on remarque que I3 − I∗3 = 2e3 ⊗ e3, ce qui nous
donne :
E(x, y) =
−1
8π
[
(I3 − I∗3 )
|x− y| +
(x− y)⊗ (x− y)
|x− y|3 −
(x− y)⊗ (x− y) + 2y3e3 ⊗ (x− y)
|x− y|3
]
− y3
4π
e3 ⊗ x− y|x− y|3 +
1
4π|x− y|e3 ⊗ e3
=
−1
8π
[
2e3 ⊗ e3
|x− y| − 2y3
e3 ⊗ (x− y)
|x− y|3
]
− y3
4π
e3 ⊗ x− y|x− y|3 +
1
4π|x− y|e3 ⊗ e3
=0.
Par ailleurs, on remarque que notre tenseur posse`de la syme´trie suivante : E(y, x) = tE(x, y),
on aura donc automatiquement E(x, y) = 0 si y3 = 0.
Pour ﬁnir, il reste a` de´montrer que ΔxE(x, y)− t∇xq(x, y) = I3δ0(x− y). On peut pour cela
trouver une formulation e´quivalente plus agre´able en l’appliquant a` un vecteur C quelconque :
il faut que pour tout C ∈ R3, on ait
ΔxE(x, y) · C −∇x(C · q)(x, y) = Cδ0(x− y). (2.3.4)
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On va pour cela utiliser la relation suivante sur G :
ΔG = ∇2ΔΦ+ δ0I3
= ∇2A+ δ0I3
= ∇
( −x
4π|x|3
)
+ δ0I3.
En particulier, si C est un vecteur constant, on a
ΔG · C = −∇
(
C · x
4π|x|3
)
+ δ0C.
On applique Δx a` (2.3.3). En utilisant la relation ci-dessus, en se rappelant que Δx
(
1
|x−y∗|
)
et la formule Δ(fg) = gΔf + fΔg + 2∇f · ∇g on obtient
ΔxE(x, y) · C =ΔxG(x− y) · C −ΔxG(x− y∗) · I∗3 · C +
2y3
4π
(C · ∇y)∇2x
(
1
|x− y∗|
)
· ∇x(x3)
− 2
4π
(C · e3)∇2x
(
1
|x− y∗|
)
⊗ e3 · ∇x(x3)
=∇x
(
(y − x) · C
4π|x− y|3
)
+ Cδ0(x− y) +∇x
(
(x− y∗) · C∗
4π|x− y∗|3
)
+
y3
2π
∂x3∇x
(
(C · ∇y)
(
1
|x− y∗|
))
− 1
2π
∂x3∇x
(
C · e3
|x− y∗|
)
=Cδ0(x− y) +∇x
(
C · (y − x)
4π|x− y|3
)
+∇x
(
C · (x∗ − y)
4π|x− y∗|3
)
+∇x
(
C ·
(
y3
2π
∂x3∇y
(
1
|x− y∗|
)))
−∇x
(
C ·
(
∂x3
e3
2π|x− y∗|
))
d’ou` la relation (2.3.4) avec
q(x, y) =
y − x
4π|x− y|3 +
x∗ − y
4π|x− y∗|3 +
y3
2π
∂x3∇y
(
1
|x− y∗|
)
− ∂x3
e3
2π|x− y∗| .
Ceci ache`ve la preuve que E est bien le tenseur que l’on recherchait sur le demi-espace.
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Chapitre 3
Solutions dans R3 tout entier
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3.1 Introduction
Nous conside´rons ici les e´quations de Navier-Stokes stationnaires incompressibles avec terme
de force dans R3 :
−ΔU + (U · ∇)U +∇p = f, divU = 0 dans R3, lim
|x|→0
U(x) = 0. (3.1.1)
Le terme de force f est donne´ et les inconnues sont le champ de vitesse U et la pression scalaire
p. Il est clair que p est uniquement de´termine´ (a` une constante pre`s) par f et U . Pour cette
raison, lorsque nous parlons d’une solution de (3.1.1) il s’agit uniquement du champ de vitesse
U . En d’autres mots, tout au long de ce chapitre une solution de (3.1.1) est un champ de
vecteurs U tel qu’il existe p tel que (3.1.1) est satisfaite.
Le but de ce chapitre est de de´terminer le comportement asymptotique des solutions a`
l’inﬁni sous des hypothe`ses raisonnables sur le terme de force f . Diﬀe´rents auteurs ont eﬀectue´
des travaux sur ce proble`me.
Dans [4] les auteurs e´tudient l’existence et l’unicite´ des solutions dans l’espace critique L3,∞
sous une hypothe`se de petitesse. De plus, cet article trouve un comportement asymptotique
explicite des solutions avec une de´croissance en O( 1|x|2 ) en supposant que PΔ
−1f est majore´ par
C/(1 + |x|2), ou` P est le projecteur de Leray. Plus pre´cise´ment, ils prouvent le de´veloppement
suivant de la solution :
U(x) = PΔ−1f(x) +m(x) :
∫
R3
U ⊗ U +O
(
ln |x|
|x|3
)
quand |x| → ∞ (3.1.2)
ou` m(x) est une fonction explicite homoge`ne de degre´ −2 et re´gulie`re en dehors de 0. On peut
remarquer que PΔ−1 est un ope´rateur de convolution dont le noyau est une fonction homoge`ne
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de degre´ −1. En conse´quence, si f de´croˆıt suﬃsamment a` l’inﬁni, la condition |PΔ−1f | 
C/(1 + |x|2) impose´e dans [4] est vraie si et seulement si ∫
R3
f = 0.
Mais comme tous les termes du de´veloppement dans (3.1.2) sont enO( 1|x|2 ), cela exclut toutes
les solutions qui sont homoge`nes de degre´ −1. En particulier cela exclut le cas particulier tre`s
important des solutions de Landau. Ces solutions ont e´te´ introduites par Landau dans [38] et
elles sont donne´es par les formules explicites suivantes :
vc1(x) = 2
c|x|2 − 2x1|x|+ cx21
|x|(c|x| − x1)2 , v
c
2(x) = 2
x2(cx1 − |x|)
|x|(c|x| − x1)2 , v
c
3(x) = 2
x3(cx1 − |x|)
|x|(c|x| − x1)2
avec la pression
p(x) = 4
cx1 − |x|
|x|(c|x| − x1)2 .
Elles ve´riﬁent (3.1.1) avec le terme de force f = βδ ou`
β =
8πc
3(c2 − 1)
(
2 + 6c2 − 3c(c2 − 1) log
(
c+ 1
c− 1
))
et δ est la masse de Dirac en 0 (voir [7]). Il a meˆme e´te´ prouve´ par Sˇvera´k [50] que toutes
les solutions homoge`nes de (3.1.1) sur R3 \ {0} avec terme de force nul sont des solutions de
Landau.
Il apparaˆıt alors que le comportement asymptotique pertinent a` l’inﬁni pour les solutions
de (3.1.1) est plutoˆt en O(1/|x|). Et il a eﬀectivement e´te´ prouve´ dans [43] que les solutions
petites des e´quations de Navier-Stokes stationnaires incompressibles dans un domaine exte´rieur
de R3 se comportent comme v(x)+o(1/|x|) ou` v est un champ de vecteur inconnu homoge`ne de
degre´ −1. De plus, Korolev et Sˇvera´k [36] ont montre´ que le proﬁl asymptotique de v doit eˆtre
une solution de Landau. Plus pre´cise´ment, ils ont prouve´ que si U est petite et ve´riﬁe (3.1.1)
dans l’exte´rieur d’une boule sans condition au bord, alors il existe a tel que U = va + o(1/|x|)
quand |x| → ∞.
Mentionnons aussi [12] ou` les auteurs e´tudient le proble`me de Navier-Stokes stationnaire
autour d’un obstacle en rotation. Ils obtiennent une nouvelle fois que le comportement asymp-
totique de la solution est donne´ par une solution de Landau quand la vitesse de rotation de
l’obstacle est suﬃsamment petite.
Comme le comportement asymptotique a` l’inﬁni le plus pertinent est homoge`ne de degre´
−1 et comme le terme de force correspondant a` un champ de vitesse homoge`ne de degre´ −1 est
homoge`ne de degre´ −3, il est inte´ressant d’e´tudier le comportement asymptotique des solutions
de (3.1.1) avec un terme de force dont le comportement asymptotique a` l’inﬁni est homoge`ne
de degre´ −3.
Soit α ∈ (0, 1) ﬁxe´ une fois pour toutes. Nous supposerons dans le reste de ce chapitre que
le terme de force est de la forme
f = ϕf0 + f1 (3.1.3)
ou`
– f0 est homoge`ne de degre´ −3, localement borne´e sur R3 \ {0} ;
– on a |f1(x)|  C/(1 + |x|)3+α pour une certaine constante C ;
– ϕ ∈ C∞(R3; [0, 1]) est une fonction de troncature radiale telle que ϕ(x) = 0 pour |x|  1/2
et ϕ(x) = 1 pour |x|  1.
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Les questions que nous nous posons sont les suivantes. Sous quelles hypothe`ses sur f0 et f1
peut-on trouver une solution U de (3.1.1) telle que |U(x)|  C/|x| pour une certaine constante
C ? Quand une telle solution existe, comment se comporte-t-elle a` l’inﬁni ? Tre`s rapidement,
nous y apportons les re´ponses suivantes. Si une telle solution U existe alors ne´cessairement∫
S2
f0 = 0.
Et re´ciproquement, si la condition ci-dessus est ve´riﬁe´e et si f0, f1 sont suﬃsamment petites,
alors il existe une unique solution U qui soit petite et majore´e comme O(1/|x|). De plus, nous
avons le comportement asymptotique suivant a` l’inﬁni pour la solution :
U(x) = U0(x) +O(|x|−1−α),
ou` U0 est l’unique solution petite de l’e´quation de Navier-Stokes avec terme de force f0+(
∫
R3
f1)δ
qui est homoge`ne de degre´ −1.
Les re´sultats pre´cis et les notations sont donne´s dans la prochaine section. Dans la section 3
nous de´montrons une condition ne´cessaire pour l’existence de solutions en O(1/|x|). Nous prou-
vons ensuite dans la section 4 l’existence et l’unicite´ des solutions homoge`nes. Nous prouvons
le re´sultat principal dans la section 5. Pour ﬁnir, dans la section 6 nous e´tendons notre re´sultat
au cas d’un domaine exte´rieur.
3.2 Principaux re´sultats et notations
Nous introduisons l’espace fonctionnel suivant pour a > 0 :
X˙a =
{
f ∈ L1loc(R3 \ {0}) ; |f(x)| 
C
|x|a
}
muni de la norme
‖f‖X˙a = sup
x∈R3\{0}
|x|a|f(x)|.
Nous rappelons maintenant certains re´sultats sur les distributions homoge`nes que l’on peut
trouver dans le livre d’Ho¨rmander [31, Section 3.2]. Soit v ∈ D ′(R3 \ {0}) une distribution
homoge`ne de degre´ −3. Il existe une constante S(v) telle que la relation suivante soit ve´riﬁe´e :
〈v, ϕ〉 = S(v)
∫ ∞
0
ϕ(r)
r
dr (3.2.1)
pour toute fonction test radiale ϕ ∈ C∞0 (R3 \{0}). On de´ﬁnit alors l’inte´grale de v sur la sphe`re
unite´ comme e´tant la constante S(v) : ∫
S2
v ≡ S(v).
Cette de´ﬁnition est justiﬁe´e par le fait que la relation ci-dessus est ve´riﬁe´e lorsque v est une
fonction continue d’apre`s le the´ore`me de Fubini en coordonne´es polaires.
Le re´sultat suivant sur l’extension des distributions homoge`nes est e´nonce´ dans [31, Theorem
3.2.4].
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Proposition 3.2.1 ([31]). Soit g ∈ D ′(R3 \ {0}) une distribution homoge`ne de degre´ −3. Il
existe une distribution h ∈ D ′(R3) homoge`ne de degre´ −3 telle que h∣∣
R3\{0}= g si et seulement
si
∫
S2
g = 0. De plus, si on ajoute que g est une fonction localement borne´e et que
∫
S2
g = 0
alors toutes les distributions h correspondantes sont donne´es par
h = pv(g) + Cδ
ou` C est une constante arbitraire et la valeur principale de g est de´ﬁnie par
pv(g) ∈ D ′(R3) : 〈pv(g), ϕ〉 = lim
ε→0
∫
|x|>ε
gϕ ∀ϕ ∈ D(R3).
Dans la suite nous travaillerons avec des inte´grales de fonctions ayant une de´croissance en
1/|x|3 a` l’inﬁni ou ayant des singularite´s en 1/|x|3 a` l’origine. Ces inte´grales sont de´ﬁnies au
sens de la valeur principale de la fac¸on suivante :
pv
∫
R3
h = lim
ε→0
R→∞
∫
ε<|x|<R
h
lorsque cette limite existe.
On notera dans ce chapitre P le projecteur de Leray, i.e. la projection orthogonale dans L2
sur le sous-espace des champs de vecteurs de divergence nulle. En appliquant P a` (3.1.1) et en
inversant le laplacien, on obtient la formulation e´quivalente suivante de (3.1.1) dans laquelle on
a e´limine´ la pression :
U = PΔ−1 div(U ⊗ U)− PΔ−1f. (3.2.2)
Pour e´noncer notre principal re´sultat, nous devons d’abord e´tablir un re´sultat d’existence
et d’unicite´ pour les solutions homoge`nes.
The´ore`me 3.2.2. Soit f0 ∈ X˙3 une fonction homoge`ne de degre´ −3. Si les e´quations (3.1.1)
sur R3 \ {0} avec terme de force f0 admettent une solution U0 telle que U0 ∈ X˙1 et U0 est
homoge`ne de degre´ −1, alors ne´cessairement∫
S2
f0 = 0 (3.2.3)
et il existe un vecteur constant γ ∈ R3 tel que U0 veriﬁe (3.1.1) sur R3 avec terme de force
pv(f0) + γδ.
Re´ciproquement, supposons que γ ∈ R3 et f0 ∈ X˙3 est homoge`ne de degre´ −3 et que la
condition (3.2.3) est ve´riﬁe´e. Alors PΔ−1 pv(f0) est bien de´ﬁni au sens de la valeur principale
et il existe ε1 telle que si
‖f0‖L∞(S2) + |γ| < ε1
alors il existe une unique solution U0 ∈ X˙1 de (3.2.2) sur R3 avec terme de force pv(f0) + γδ
telle que ‖U0‖X˙1  ε1. De plus, U0 est homoge`ne de degre´ −1.
Nous pouvons maintenant e´noncer le the´ore`me principal de ce chapitre :
The´ore`me 3.2.3. Soit f une fonction telle que de´crite dans (3.1.3). Si il existe une solution
U de (3.1.1) qui appartient a` X˙1, alors (3.2.3) doit eˆtre vraie.
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Re´ciproquement, supposons que (3.2.3) soit vraie. Il existe ε2 > 0 tel que si
‖f0‖L∞(S2) + ‖f1‖X˙0∩X˙3+α  ε2
alors l’e´quation (3.2.2) admet une unique solution petite U ∈ X˙1. De plus, cette solution a le
comportement asymptotique suivant a` l’inﬁni :
U(x) = U0(x) +O(|x|−1−α) quand |x| → ∞
ou` U0 est l’unique solution homoge`ne de degre´ −1 de l’e´quation de Navier-Stokes avec terme
de force pv(f0) + (pv
∫
R3
f)δ obtenue dans le the´ore`me 3.2.2.
3.3 Une condition ne´cessaire
Le but de cette section est de montrer que si le comportement asymptotique a` l’inﬁni du
terme de force est homoge`ne de degre´ −3, alors une condition ne´cessaire pour l’existence de
solutions en O(1/|x|) est que la partie asymptotique du terme de force ait une inte´grale nulle
sur la sphe`re unite´. Plus pre´cise´ment, on a le re´sultat suivant :
Proposition 3.3.1. Soit R0 > 0 et U un champ de vecteurs de divergence nulle de´ﬁni sur
Ω0 = {x ; |x| > R0} tel que |U(x)|  C0/|x| pour une certaine constante C0. Soient f0 et f1
des distributions a` valeurs vectorielles telles que f0 ∈ D ′(R3 \ {0}) est homoge`ne de degre´ −3
et f1 est une mesure de Radon ﬁnie (a` valeurs vectorielles) sur Ω0. Si il existe p ∈ D ′(Ω0) tel
que
−ΔU + (U · ∇)U +∇p = f0 + f1 dans D ′(Ω0) (3.3.1)
alors ∫
S2
f0 = 0.
Preuve. Prenons deux fonctions radiales ϕ1 et ϕ2 ve´riﬁant :
– ϕ1 ∈ C∞(R3; [0, 1]) telle que ϕ1(x) = 0 pour tout |x|  R0 + 1 et ϕ1(x) = 1 pour tout
|x|  R0 + 2.
– ϕ2 ∈ C∞0 (R3; [0, 1]), ϕ2(x) = 1 pour tout |x|  1 et ϕ2(x) = 0 pour tout |x|  2.
On de´ﬁnit ϕR(x) = ϕ2(x/R)ϕ1(x) et on observe que ϕ
R ∈ C∞0 (BcR0). On applique l’ope´rateur
curl a` (3.3.1) et on y applique le champ de vecteurs test VR ≡ ϕR
⎛⎝ 0x3
−x2
⎞⎠ pour obtenir
−〈ΔcurlU, VR〉+ 〈curl div(U ⊗ U), VR〉 = 〈curl(f0 + f1), VR〉
ce qui implique que
−〈U, curlΔVR〉 − 〈U ⊗ U,∇ curlVR〉 = 〈f0 + f1, curlVR〉. (3.3.2)
Notons
X =
⎛⎝ 0x3
−x2
⎞⎠ et e1 =
⎛⎝10
0
⎞⎠ .
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On a alors
curlΔVR = Δ(∇ϕR ×X + ϕR curlX)
= Δ(∇ϕR ×X − 2ϕRe1)
= ∇ΔϕR ×X + 2
3∑
i=1
∂i∇ϕR × ∂iX − 2ΔϕRe1
= ∇ΔϕR ×X + 2∂1∇ϕR − 4ΔϕRe1.
On observe ensuite que
∇ϕR(x) = 1
R
∇ϕ2(x/R)ϕ1(x) + ϕ2(x/R)∇ϕ1(x) = 1
R
∇ϕ2(x/R) +∇ϕ1(x) (3.3.3)
si R  R0 + 2. En conse´quence, si R  R0 + 2,
curlΔVR =
1
R3
∇Δϕ2(x/R)×X + 2
R2
∂1∇ϕ2(x/R)− 4
R2
Δϕ2(x/R)e1
+∇Δϕ1 ×X + 2∂1∇ϕ1 − 4Δϕ1e1.
Il est clair que
|〈U, 1
R3
∇Δϕ2(x/R)×X〉|  C
R3
∫
|∇Δϕ2(x/R)| = C‖∇Δϕ2‖L1
et de fac¸on similaire
|〈U, 2
R2
∂1∇ϕ2(x/R)− 4
R2
Δϕ2(x/R)e1〉|  C‖∇2ϕ2/|x|‖L1 .
On en de´duit que
〈U, curlΔVR〉 = O(1) as R → ∞.
On peut prouver de la meˆme fac¸on que
〈U ⊗ U,∇ curlVR〉 = O(1) as R → ∞.
On de´duit de (3.3.2) que 〈f0 + f1, curlVR〉 doit e´galement eˆtre borne´ quand R → ∞. Mais
on a
〈f0 + f1, curlVR〉 = 〈f0 + f1,−2ϕRe1 +∇ϕR ×X〉
= −2〈(f0)1, ϕR〉 − 2〈(f1)1, ϕR〉+ 〈f0,∇ϕR ×X〉+ 〈f1,∇ϕR ×X〉
≡ I1 + I2 + I3 + I4.
Rappelons que ∇ϕR peut s’e´crire comme dans (3.3.3). Par homoge´ne´ite´, on remarque que
I3 ne de´pend pas de R. Comme ϕ
R et ∇ϕR ×X sont uniforme´ment borne´es et comme f1 est
une mesure de Radon ﬁnie, on sait que I2 et I4 sont borne´es. On en de´duit que I1 doit eˆtre
borne´e quand R → ∞. Comme f0 est homoge`ne de degre´ −3 et ϕR est radiale, en appliquant
(3.2.1) on obtient : ∫
R3
(f0)1ϕ
R =
∫ ∞
0
ϕR(r)
r
dr
∫
S2
(f0)1.
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Mais ϕR est positive et ϕR(r) = 1 pour tout r ∈ [R0 + 2, R], on a donc∫ ∞
0
ϕR(r)
r
dr 
∫ R
R0+2
ϕR(r)
r
dr 
∫ R
R0+2
1
r
dr = ln(R)− ln(R0 + 2).
On en conclut que pour que 〈(f0)1, ϕR〉 soit borne´e, il est ne´cessaire d’avoir
∫
S2
(f0)1 = 0. Le
meˆme argument peut eˆtre applique´ aux autres composantes de f0, et on en de´duit ﬁnalement
que la condition ∫
S2
f0 = 0
doit eˆtre ve´riﬁe´e. Ceci comple`te la preuve de la proposition.
3.4 Solutions homoge`nes
Dans cette section, nous de´montrons le the´ore`me 3.2.2.
Supposons d’abord qu’il existe U0 ∈ X˙1 un champ de vitesse homoge`ne de degre´ −1 et un
scalaire p0 tel que
−ΔU0 + div(U0 ⊗ U0) +∇p0 = f0 dans R3 \ {0}.
La proposition 3.3.1 implique imme´diatement que la condition (3.2.3) doit eˆtre ve´riﬁe´e.
Nous prouvons maintenant qu’il existe un vecteur γ ∈ R3 tel que U0 ve´riﬁe (3.1.1) sur R3
avec terme de force pv(f0) + γδ.
Comme |U0|  C/|x|, on remarque que U0 ∈ L1loc(R3). En conse´quence, U0 de´ﬁnit une
distribution homoge`ne de degre´ −1 de D ′(R3). En prenant le laplacien de cette distribution, on
obtient que ΔU0 s’e´tend en une distribution sur R
3 tout entier qui est homoge`ne de degre´ −3.
De la meˆme fac¸on, U0 ⊗ U0 est majore´ par C/|x|2 donc il appartient a` L1loc(R3) ⊂ D ′(R3) et
donc div(U0⊗U0) admet e´galement une extension en une distribution sur R3 qui est homoge`ne
de degre´ −3. De´ﬁnissons f 0 de la fac¸on suivante :
−ΔU0 + div(U0 ⊗ U0) = f 0. (3.4.1)
On sait donc que f 0 est une distribution sur R
3 qui est homoge`ne de degre´ −3. Clairement,
curl f 0 = curl(−ΔU0 + div(U0 ⊗ U0)) = curl f0 dans D ′(R3 \ {0})
donc curl f 0 − curl pv(f0) est une distribution dans D ′(R3), homoge`ne de degre´ −4 et dont le
support est a` l’origine. Il existe donc trois vecteurs A1, A2, A3 tels que
curl(f 0 − pv(f0)) = A1∂1δ + A2∂2δ + A3∂3δ dans D ′(R3). (3.4.2)
On de´duit de l’identite´ div curl = 0 que
div(A1∂1δ + A2∂2δ + A3∂3δ) = 0
et donc
3∑
i,j=1
aij∂ijδ = 0
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ou` aij sont les coeﬃcients de la matrice A dont les colonnes sont A1, A2, A3. Les de´rive´es de
la masse de Dirac e´tant line´airement inde´pendantes, on en de´duit que la matrice A doit eˆtre
antisyme´trique. Il existe donc un vecteur γ =
⎛⎝γ1γ2
γ3
⎞⎠ tel que
A =
⎛⎝ 0 γ3 −γ2−γ3 0 γ1
γ2 −γ1 0
⎞⎠ .
On peut alors ve´riﬁer facilement que
A1∂1δ + A2∂2δ + A3∂3δ = curl(γδ)
et on de´duit de (3.4.2) que
curl(f 0 − pv(f0)− γδ) = 0 in D ′(R3).
En conse´quence, il existe une distribution p ∈ D ′(R3) telle que
f 0 − pv(f0)− γδ = ∇p
et donc l’e´quation (3.4.1) peut se re´e´crire sous la forme
−ΔU0 + div(U0 ⊗ U0) = pv(f0) + γδ +∇p dans D ′(R3).
Ce qui signiﬁe que U0 ve´riﬁe l’e´quation de Navier-Stokes dans R
3 avec terme de force pv(f0)+γδ.
Supposons maintenant que
∫
S2
f0 = 0. Alors par la proposition 3.2.1 on sait que pv(f0) est
bien de´ﬁnie et est une distribution homoge`ne de degre´ −3.
Il n’est pas diﬃcile de montrer que F(pv(f0)) est une fonction borne´e, et alors PΔ−1 pv(f0)
peut eˆtre facilement de´ﬁni dans l’espace de Fourier. Toutefois, il nous faut des estimations
sur PΔ−1 pv(f0) dans l’espace X˙1 nous allons donc pre´fe´rer le produit de convolution a` la
transforme´e de Fourier et prouver directement que PΔ−1 pv(f0) est bien de´ﬁni, et l’estimer
dans l’espace X˙1.
Comme on l’a vu dans la section 2.3, l’ope´rateur PΔ−1, qui ne fait que donner la solution
line´aire du syste`me de Stokes, est un ope´rateur a` noyau dont l’expression est :
G(x) = − 1
8π
( I3
|x| +
x⊗ x
|x|3
)
(3.4.3)
ou` I3 est la matrice identite´.
On de´montre ensuite que la convolution G ∗ f0 est bien de´ﬁnie.
Lemme 3.4.1. Le produit de convolution G ∗ f0 est bien de´ﬁni au sens de la valeur principale
suivante :
G ∗ f0(x) = pv
∫
R3
G(x− y)f0(y) dy
et on a la majoration
‖G ∗ f0‖X˙1  C‖f0‖X˙3 = C‖f0‖L∞(S2)
pour une constante universelle C.
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Preuve. L’existence de G ∗ f0 au sens de la valeur principale vient des majorations ci-dessous.
On de´compose
pv
∫
R3
G(x− y)f0(y) dy =
∫
|y|>2|x|
G(x− y)f0(y) dy +
∫
2|x|>|y|>|x|/2
G(x− y)f0(y) dy
+ pv
∫
|x|/2>|y|
G(x− y)f0(y) dy
=
∫
|y|>2|x|
G(x− y)f0(y) dy +
∫
2|x|>|y|>|x|/2
G(x− y)f0(y) dy
+
∫
|x|/2>|y|
(G(x− y)−G(x))f0(y) dy
≡ I1 + I2 + I3
ou` on a utilise´ le fait que f0 est de moyenne nulle sur la sphe`re unite´ et donc
pv
∫
|x|/2>|y|
f0(y) dy = 0.
On majore maintenant chacun de ces termes. Observons d’abord que
|I1| =
∣∣∣∣∫|y|>2|x|G(x− y)f0(y) dy
∣∣∣∣

∫
|y|>2|x|
C‖f0‖L∞(S2)
|x− y||y|3 dy
 C‖f0‖L∞(S2)
∫
|y|>2|x|
1
|y|4 dy
 C‖f0‖L∞(S2)|x| .
Ensuite,
|I2| =
∣∣∣∣∫
2|x|>|y|>|x|/2
G(x− y)f0(y) dy
∣∣∣∣

∫
2|x|>|y|>|x|/2
C‖f0‖L∞(S2)
|x− y||y|3 dy
 C‖f0‖L∞(S2)|x|3
∫
|x−y|<3|x|
1
|x− y| dy
 C‖f0‖L∞(S2)|x| .
On majore maintenant I3. L’e´galite´ des accroissements ﬁnis nous donne que G(x − y) −
G(x) = y · ∇G(ξ) pour un certain ξ ∈ [x, x− y]. Si |y| < |x|/2 alors on peut faire la majoration
|G(x− y)−G(x)|  |y| sup
ξ∈[x,x−y]
|∇G(ξ)|  C|y| sup
ξ∈[x,x−y]
1
|ξ|2  C
|y|
|x|2 .
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D’ou`
|I3| =
∣∣∣∣∫|x|/2>|y|(G(x− y)−G(x))f0(y) dy
∣∣∣∣
 C‖f0‖L∞(S2)|x|2
∫
|x|/2>|y|
1
|y|2 dy
 C‖f0‖L∞(S2)|x| .
En re´unissant les majorations pre´ce´dentes, on obtient l’e´nonce´ du lemme.
Une fois ce lemme prouve´, il n’est pas diﬃcile de terminer la preuve du the´ore`me 3.2.2. En
eﬀet, on a G∗ δ = G ∈ X˙1 et donc G∗ (pv(f0)+γδ) ∈ X˙1. On en de´duit que PΔ−1(pv(f0)+γδ)
est bien de´ﬁni, appartient a` X˙1 et on a la majoration
‖PΔ−1(pv(f0) + γδ)‖X˙1  C‖f0‖L∞(S2) + C|γ|. (3.4.4)
Pour montrer l’exsitence et l’unicite´ d’une solution petite U0, il suﬃt d’appliquer le re´sultat
suivant, extrait de [4, The´ore`mes 2.2 et 3.1] :
The´ore`me 3.4.2 ([4]). Il existe une constante unverselle ε0 > 0 ayant la proprie´te´ suivante.
Si f est tel que PΔ−1f ∈ X˙1 et
‖PΔ−1f‖X˙1 < ε0
alors il existe une unique solution U ∈ X˙1 de (3.2.2) telle que
‖U‖X˙1  2‖PΔ−1f‖X˙1 .
En utilisant (3.4.4), on peut appliquer le the´ore`me ci-dessus et et en de´duire que si ‖f0‖L∞(S2)+
|γ| est suﬃsamment petit, alors il existe une unique solution petite U0 de (3.2.2) avec terme de
force pv(f0) + γδ. De plus, on a
‖U0‖X˙1  C‖f0‖L∞(S2) + C|γ|. (3.4.5)
Il reste a` prouver que U0 est homoge`ne de degre´−1. Ceci vient d’un argument de scaling assez
classique. Par homoge´ne´ite´, pv(f0)+γδ est invariant par le changement d’e´chelle f → λ3f(λx).
De plus, la norme X˙1 de PΔ
−1f est e´galement invariante par ce changement d’e´chelle. Mais si
U0 est solution de l’e´quation de Navier-Stokes avec terme de force f alors U0,λ(x) = λU0(λx)
est e´galement solution de l’e´quation de Navier-Stokes, avec pour terme de force λ3f(λx). Par
unicite´ des solutions, on doit avoir que U0,λ = U0 pour tout λ > 0. En conse´quence, la solution
U0 est homoge`ne de degre´ −1.
3.5 Comportement asymptotique pour les solutions ge´-
ne´rales
Dans cette section nous prouvons le the´ore`me 3.2.3.
La condition ne´cessaire (3.2.3) pour l’existence de U ∈ X˙1 est une conse´quence de la pro-
position 3.3.1.
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On suppose maintenant que la condition (3.2.3) est ve´riﬁe´e. Le terme PΔ−1(ϕf0) = G∗(ϕf0)
est bien de´ﬁni car ϕf0 est majore´ par
C
(1+|x|)3 et on peut donc le convoluer au sens classique
avec G. De plus, on peut, comme dans le lemme 3.4.1 montrer qu’il appartient a` X˙1 et qu’on
a la majoration suivante
‖PΔ−1(ϕf0)‖X˙1  C‖f0‖L∞(S2)
pour une certaine constante universelle C. La preuve s’applique inte´gralement, elle est juste
simpliﬁe´e du fait que les inte´grales ne sont plus de´ﬁnies au sens de la valeur principale mais au
sens classique.
Pour f1 ∈ X˙0 ∩ X˙3+α ⊂ X˙3, on sait d’apre`s [4, relation (3.1)] que PΔ−1f1 ∈ X˙1 et
‖PΔ−1f1‖X˙1  C‖f1‖X˙0∩X˙3+α .
Cela vient de la de´composition suivante :
G ∗ f1(x) =
∫
|y||x|/2
G(x− y)f1(y) dy +
∫
|y|>|x|/2
G(x− y)f1(y) dy
≡ I1 + I2.
On a alors
|I1|  C
∫
|y||x|/2
|f1(y)|
|x− y| dy
 C|x|
∫
|y||x|/2
|f1(y)| dy
 C‖f1‖L1|x|

C‖f1‖X˙0∩X˙3+α
|x| .
Pour le deuxie`me terme on a
|I2|  C‖f1‖X˙3
∫
|y|>|x|/2
dy
|x− y||y|3 ≡ C‖f1‖X˙3I(x).
Or on voit facilement que I(x) de´ﬁnit une fonction radiale et homoge`ne de degre´ -1, elle est
donc de la forme I(x) = C/|x|. Ceci donne imme´diatement
|I2|  C
‖f1‖X˙3
|x| .
On en de´duit que PΔ−1f ∈ X˙1 et
‖PΔ−1f‖X˙1  C(‖f0‖L∞(S2) + ‖f1‖X˙0∩X˙3+α)  Cε2.
Rappelons le re´sultat suivant, notamment de´montre´ dans [4, Lemma 3.6] :
Lemme 3.5.1 ([4]). Soit U1 ∈ X˙1+β et U2 ∈ X˙1+γ avec β, γ  0 et β + γ < 1. On a alors
PΔ−1 div(U1 ⊗ U2) ∈ X˙1+γ+β et
‖PΔ−1 div(U1 ⊗ U2)‖X˙1+γ+β  C‖U1‖X˙1+β‖U2‖X˙1+γ .
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Preuve. Pour prouver ce re´sultat, on commence par e´crire PΔ−1 div(U1⊗U2) comme une convo-
lution. En eﬀet, si A est un champ a` valeurs matricielles qui de´croˆıt suﬃsamment a` l’inﬁni, on
peut e´crire, comme on l’a vu avant,
PΔ−1 divA = G ∗ divA = ∇G ∗ A = m ∗ A,
ou` on appelle m la fonction ∇G qui a` chaque point de l’espace associe une application line´aire
sur les matrices a` valeurs vectorielles. En utilisant le fait que m, est de classe C∞ en dehors de
0 et homoge`ne de degre´ -2, on en de´duit que |m(x)|  C|x|2 . On a alors les estimations suivantes :
|m ∗ (U1 ⊗ U2)(x)| 
∫
R3
|m(x− y)||U1(y)||U2(y)| dy
 C‖U1‖X˙1+β‖U2‖X˙1+γ
∫
R3
1
|x− y|2|y|2+β+γ dy.
Comme avant, si on introduit J(x) =
∫
R3
1
|x−y|2|y|2+β+γ dy, on peut voir que c’est une fonction
bien de´ﬁnie sur R3\{0} car β + γ < 1, qu’elle est radiale et homoge`ne de degre´ −1− β− γ. On
en de´duit alors
|m ∗ (U1 ⊗ U2)(x)| 
C‖U1‖X˙1+β‖U2‖X˙1+γ
|x|1+β+γ
ce qui donne le re´sultat du lemme.
On en de´duit alors que l’application X˙1 × X˙1  (U1, U2) → PΔ−1 div(U1 ⊗ U2) ∈ X˙1 est
biline´aire et continue. En appliquant le lemme 2.1.1 on trouve que si ε2 est suﬃsamment petit,
alors il existe une unique solution U de (3.2.2) qui soit petite dans X˙1. Par ailleurs, d’apre`s la
preuve du lemme 2.1.1 la solution U est obtenue comme limite des solutions approche´es de´ﬁnies
par
U0 = −PΔ−1f, Uk+1 = PΔ−1 div(Uk ⊗ Uk)− PΔ−1f.
De plus, on sait que ‖Uk‖X˙1  Cε2 pour tout k.
Soit U0 l’unique solution homoge`ne de degre´ −1 de l’e´quation de Navier-Stokes avec terme
de force pv(f0) + (pv
∫
R3
f)δ que nous donne le the´ore`me 3.2.2. On de´ﬁnit alors v = U − U0.
Pour achever la preuve du the´ore`me 3.2.3 nous devons de´montrer que v ∈ X˙3+α. On sait que v
satisfait l’e´quation suivante :
v = PΔ−1 div(v ⊗ v + v ⊗ U0 + U0 ⊗ v)− PΔ−1f2
ou`
f2 = (ϕ− 1)f0 + f1 −
(∫
R3
f1
)
δ.
Nous avons utilise´ plus haut que
∫
S2
f0 = 0 et que ϕ est radiale pour de´duire que pv
∫
R3
ϕf0 = 0
et donc
∫
R3
f1 = pv
∫
R3
f . Comme U est la limite des solutions approche´es Uk, on sait que v est
la limite des solutions approche´es vk = U
k − U0 qui ve´riﬁent
v0 = −PΔ−1f2, vk+1 = PΔ−1 div(vk ⊗ vk + vk ⊗ U0 + U0 ⊗ vk)− PΔ−1f2.
On sait que
‖vk‖X˙1  Cε2 ∀k. (3.5.1)
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En eﬀet, nous avons observe´ plus haut que ‖Uk‖X˙1  Cε2 pour tout k et nous savons e´galement,
d’apre`s la preuve du the´ore`me 3.2.2 que ‖U0‖X˙1  Cε2 (voir la relation (3.4.5)).
Nous allons montrer par re´currence qu’il existe ε3 > 0 tel que si ε2 est suﬃsamment petit,
alors vk ∈ X˙1+α pour tout k et
‖vk‖X˙1+α  ε3. (3.5.2)
Nous commenc¸ons par prouver ce re´sultat pour k = 0.
Lemme 3.5.2. On a
‖PΔ−1f2‖X˙1+α  C(‖f0‖L∞(S2) + ‖f1‖X˙3+α).
Preuve. Rappelons tout d’abord que PΔ−1 est un ope´rateur de convolution de noyau G de´ﬁni
dans (3.4.3). On e´crit alors
PΔ−1(ϕf0 + f1)(x) =
∫
R3
G(x− y) · (ϕ(y)f0(y) + f1(y)) dy
= pv
∫
R3
G(x− y)f0(y) dy +G(x) ·
∫
R3
f1
+ pv
∫
R3
G(x− y) · (ϕ− 1)(y)f0(y) dy
+
∫
R3
(G(x− y)−G(x)) · f1(y) dy
= G ∗
(
f0 +
∫
R3
f1δ
)
(x) +
∫
|y|1
(G(x− y)−G(x)) · (ϕ− 1)(y)f0(y) dy
+
∫
R3
(G(x− y)−G(x)) · f1(y) dy.
On en de´duit que
|PΔ−1(f2)(x)| 
∣∣∣∣∫|y|1(G(x− y)−G(x)) · (ϕ− 1)f0(y) dy
∣∣∣∣
+
∣∣∣∣∫
R3
(G(x− y)−G(x)) · f1(y) dy
∣∣∣∣

∣∣∣∣∫|y|min(|x|/2,1)(G(x− y)−G(x)) · (ϕ− 1)f0(y) dy
∣∣∣∣
+
∣∣∣∣∫|x|/2|y|1(G(x− y)−G(x)) · (ϕ− 1)f0(y) dy
∣∣∣∣
+
∣∣∣∣∫|y||x|/2(G(x− y)−G(x)) · f1(y) dy
∣∣∣∣
+
∣∣∣∣∫|y||x|/2(G(x− y)−G(x)) · f1(y) dy
∣∣∣∣
≡ I1 + I2 + I3 + I4,
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ou` on suppose que I2 = 0 si |x| > 2. On estime maintenant chacun de ces termes. Tout d’abord,
I1 
∫
|y|min(|x|/2,1)
|G(x− y)−G(x)||(ϕ− 1)f0(y)| dy
 C‖f0‖L∞(S2)
∫
|y|min(|x|/2,1)
|∇G(ζ(x, y)) · y|
|y|3 dy
ou` ζ(x, y) est sur le segment reliant x et x− y, d’ou` 1/|ζ|2  C/|x|2
 C‖f0‖L∞(S2)
∫
|y|min(|x|/2,1)
1
|x|2|y|2 dy
 C‖f0‖L∞(S2)|x|2 min(|x|/2, 1)
 C‖f0‖L∞(S2)|x|(1 + |x|)
 C‖f0‖L∞(S2)|x|1+α .
Ensuite, si |x|  2 alors on peut borner I2 exactement comme dans le lemme 3.4.1 pour obtenir
|I2| =
∣∣∣∣∫|x|/2|y|G(x− y) · (ϕ− 1)f0(y) dy
∣∣∣∣
 C‖f0‖L∞
∫
|x|/2|y|2|x|
1
|x− y||y|3 dy + C‖f0‖L∞
∫
2|x||y|
1
|x− y||y|3 dy
 C‖f0‖L∞|x|3
∫
|x−y|3|x|
1
|x− y| dy + C‖f0‖L∞
∫
2|x||y|
1
|y|4 dy
 C‖f0‖L∞(S2)|x|
 C‖f0‖L∞(S2)|x|1+α .
On peut ensuite estimer I3 de la fac¸on suivante :
I3 
∫
|y||x|/2
|G(x− y)−G(x)||f1(y)| dy
 C‖f1‖X˙3+α
∫
|y||x|/2
|∇G(ζ) · y|
|y|3+α dy
ou` ζ(x, y) est entre x et x− y, d’ou` 1/|ζ|2  C/|x|2

C‖f1‖X˙3+α
|x|2
∫
|y||x|/2
1
|y|2+α dy

C‖f1‖X˙3+α
|x|1+α .
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Finalement,
I4 
∫
|y||x|/2
|G(x− y)−G(x)||f1(y)| dy

∫
|x|/2|y|2|x|
|G(x− y)| |f1(y)| dy +
∫
|y|2|x|
|G(x− y)| |f1(y)| dy +
∫
|y||x|/2
|G(x)||f1(y)| dy
 C‖f1‖X˙3+α
(
1
|x|3+α
∫
|x|/2|y|2|x|
1
|x− y| dy +
∫
|y|2|x|
1
|y|4+α dy +
1
|x|
∫
|y||x|/2
1
|y|3+α dy
)

C‖f1‖X˙3+α
|x|1+α .
Ce qui ache`ve la preuve du lemme.
Nous revenons maintenant a` la preuve de la relation (3.5.2). D’apre`s le lemme 3.5.2 on en
de´duit que
‖v0‖X˙1+α  Cε2.
On impose la condition Cε2  ε3 de telle sorte que (3.5.2) soit ve´riﬁe´e pour k = 0. En supposant
que l’on ait prouve´ (3.5.2) pour vk, on veut la montrer pour vk+1. On utilise la relation (3.5.1)
et le lemme 3.5.1 pour majorer
‖vk+1‖X˙1+α  C(‖vk‖X˙1+α‖vk‖X˙1 + ‖vk‖X˙1+α‖U0‖X˙1) + ‖v0‖X˙1+α
 Cε2‖vk‖X˙1+α + Cε2
 Cε2(1 + ε3).
Clairement si ε2 est suﬃsamment petit, on peut choisir ε3 such that Cε2(1 + ε3)  ε3. Pour un
tel choix de ε2 et ε3, la relation (3.5.2) est vraie pour tout k. Elle doit donc eˆtre ve´riﬁe´e pour
la limite v. D’ou` v ∈ X˙1+α ce qui ache`ve la preuve du the´ore`me 3.2.3.
3.6 Le cas du domaine exte´rieur
Dans cette section, nous prouvons l’extension suivante du the´ore`me 3.2.3 au cas des do-
maines exte´rieurs.
The´ore`me 3.6.1. Soit R > 0 et conside´rons f , U et p de´ﬁnis pour |x| > R. Supposons que
U ∈ X˙1 et f = f0+ f1 avec f0 ∈ X˙3 homoge`ne de degre´ −3 et f1 ∈ X˙3+α. Supposons e´galement
que
−ΔU + (U · ∇)U +∇p = f, divU = 0 in {|x| > R},
que la condition (3.2.3) est ve´riﬁe´e et que∫
|x|=R1
U · x = 0 (3.6.1)
pour tout R1 > R. Alors il existe ε > 0 tel que, si
‖f0‖X˙3 + ‖f1‖X˙3+α + ‖U‖X˙1  ε
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alors il existe un vecteur constant m0 petit tel que U admette le de´veloppement asymptotique
suivant :
U(x) = U0(x) +O
(
1
|x|1+α
)
quand |x| → ∞
ou` U0 est l’unique solution homoge`ne de degre´ −1 de l’e´quation de Navier-Stokes avec terme de
force pv(f0) +m0δ obtenue dans le the´ore`me 3.2.2. De plus, on peut e´crire m0 sous la forme
suivante :
m0 =
∫
|x|>R1
f1 +
∫
|x|=R1
[−∂νU + (U · ν)U + pν] dσ ∀R1 > R (3.6.2)
ou` ν = x/|x|.
Remarque 3.6.2. La condition (3.6.1) est assez naturelle. Elle est automatiquement ve´riﬁe´e si U
ve´riﬁe l’e´quation de Navier-Stokes associe´e a` une condition au bord de Dirichlet homoge`ne dans
un domaine exte´rieur Ω. Cela peut eˆtre aise´ment ve´riﬁe´ en inte´grant la relation divU = 0 sur
Ω ∩ {|x| < R1}. De plus, une inte´gration similaire nous montre que l’inte´grale dans la relation
(3.6.1) est proportionnelle a` R1. Il suﬃt donc de supposer la relation (3.6.1) vraie pour un seul
R1.
Pour prouver le the´ore`me 3.6.1, nous suivons le proce´de´ de [36]. Nous e´tendons U a` l’espace
tout entier, nous e´tudions le terme de force supple´mentaire qui apparaˆıt et nous appliquons le
the´ore`me 3.2.3.
Soit Ω = {|x| > R}. Tout d’abord, observons que U et p sont plus re´gulie`res que ce que
nous avons e´nonce´ avant :
Lemme 3.6.3. On a : (U, p) ∈ W 2,qloc (Ω) ×W 1,qloc (Ω) pour tout 1 < q < ∞. De plus, pour tout
K ouvert connexe relativement compact dans Ω, il existe une constante C = C(K) telle que
‖U‖W 2,q(K) + ‖p‖W 1,q(K)  C(‖U‖X˙1 + ‖f‖X˙3)
quitte a` soustraire une constante (qui de´pend de K) de la pression p.
Preuve du lemme. La preuve de´coule du the´ore`me de re´gularite´ inte´rieure suivant pour l’e´quation
de Stokes stationnaire, de´montre´ dans [51] :
The´ore`me 3.6.4 ([51]). Soient Ω un domaine de R3, et B1 ⊂ B2 deux boules concentriques
de rayons R et 2R, strictement incluses dans Ω. Soient 1 < q < ∞ et f ∈ W−1,qloc (Ω). Si
(U, p) ∈ W 1,qloc (Ω) × Lqloc(Ω) sont solutions du syste`me de Stokes stationnaire avec un terme de
force f dans Ω (sans condition au bord), alors
‖U‖W 1,q(B1) + inf
c∈R
‖p− c‖Lq(B1)  C(‖U‖L1(B2\B1) + ‖f‖W−1,q(B2)).
Ce the´ore`me implique le re´sultat de re´gularite´ suivant :
Si U ∈ L1loc(Ω), p ∈ D′(Ω) et f ∈ W−1,qloc (Ω) ve´riﬁent divU = 0 et −ΔU +∇p = f dans Ω,
alors U ∈ W 1,qloc (Ω).
Pour le prouver, conside´rons B1 une boule incluse dans Ω de rayon R, B2 la boule concen-
trique de rayon R/2 et B3 la boule concentrique de rayon R/4. Conside´rons alors η une fonction
de troncature, η ∈ C∞0 (B1; [0, 1]) telle que η = 1 au voisinage de B2 et η = 0 dans Bc1. Prenons
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e´galement ρ une approximation de l’unite´, c’est-a`-dire une fonction dans C∞0 (B(0, 1),R
+) telle
que
∫
ρ = 1. Notons enﬁn, pour ε > 0, ρε(x) = ε
−3ρ(x/ε) et
U ε = ρε ∗ (ηU), pε = ρε ∗ (ηp), f ε = ρε ∗ (ηf).
Pour ε suﬃsamment petit on sait que U ε, pε et f ε sont C
∞ a` support compact dans B1 et on a
−ΔU ε +∇pε = f ε dans B2
divU ε = 0 dans B2.
On peut alors appliquer le the´ore`me 3.6.4 dans B3 :
‖U ε‖W 1,q(B3)  C(‖U ε‖L1(B2\B3) + ‖f ε‖W−1,q(B2)). (3.6.3)
Comme ‖ρε‖L1 = 1, on sait que
‖U ε‖L1(B2\B3)  ‖U ε‖L1(B2)  ‖ρε‖L1‖ηU‖L1(B1)  ‖U‖L1(B1).
Pour ce qui est de f ε, conside´rons ϕ ∈ W 1,q
′
0 (B2) et prolongeons-le par 0 en dehors de B2. On
a alors
〈f ε, ϕ〉 = 〈ρε ∗ (ηf), ϕ〉 = 〈ηf, ρˇε ∗ ϕ〉 = 〈f, ηρˇε ∗ ϕ〉
ou` ρˇε(x) = ρε(−x). Et donc
|〈f ε, ϕ〉|  ‖f‖W−1,q(B1)‖ηρˇε ∗ ϕ‖W 1,q′ (B1)
 ‖f‖W−1,q(B1)‖ρˇε ∗ ϕ‖W 1,q′ (B1)
 C‖f‖W−1,q(B1)‖ρε‖L1‖ϕ‖W 1,q′ (B1)
= C‖f‖W−1,q(B1)‖ϕ‖W 1,q′ (B2).
D’ou` on en de´duit que
‖f ε‖W−1,q(B2)  C‖f‖W−1,q(B1).
La relation (3.6.3) implique maintenant l’ine´galite´ suivante :
‖U ε‖W 1,q(B3)  C(‖U‖L1(B1) + ‖f‖W−1,q(B1)) (3.6.4)
pour tout ε suﬃsamment petit. Enﬁn, on sait que U ε → ηU , donc par passage a` la limite dans
(3.6.4) on obtient que U ∈ W 1,q(B3) avec les estimations voulues.
Revenons maintenant a` la preuve du lemme. On observe que f ∈ W−1,qloc (Ω) et div(U ⊗U) ∈
W−1,qloc (Ω) pour tout 1 < q < ∞. Comme on a
−ΔU +∇p = f − div(U ⊗ U)
divU = 0
dans Ω, on peut appliquer le re´sultat de re´gularite´ pre´ce´dent pour de´duire que U ∈ W 1,qloc (Ω)
pour tout 1 < q < ∞. On peut ensuite de´river l’e´quation par rapport a` une variable et on
obtient :
−Δ(∂jU) +∇(∂jp) = ∂jf + div(∂j(U ⊗ U))
div(∂jU) = 0
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pour tout j ∈ {1, 2, 3}. Encore une fois ∂jf ∈ W−1,qloc (Ω) pour tout 1 < q < ∞. De plus, comme
U ∈ L∞loc(Ω) ∩ W 1,qloc (Ω), on sait que ∂j(U ⊗ U) = ∂jU ⊗ U + U ⊗ ∂jU ∈ Lqloc(Ω) pour tout
1 < q < ∞. D’ou` div ∂j(U ⊗U) ∈ W−1,qloc (Ω) pour tout 1 < q < ∞. En appliquant a` nouveau le
re´sultat de re´gularite´, on en de´duit que U ∈ W 2,qloc (Ω) pour tout 1 < q < ∞ et que sa norme est
controˆle´e par les quantite´s voulues.
Pour la pression, l’e´quation nous donne directement ∇p = f + ΔU − (U · ∇)U ∈ Lqloc(Ω)
avec une borne pour ‖∇p‖Lq(K). Nous avons donc que p ∈ W 1,q(K). Si on suppose que p est
de moyenne nulle sur K (ce qui est toujours possible en ajoutant une certaine constante a` p),
l’ine´galite´ de Poincare´ nous dit que ‖p‖Lq(K)  C‖∇p‖Lq(K). On a donc une borne sur la norme
W 1,q de p et ceci conclut la preuve du lemme.
Soit R < R0 < R1 et conside´rons une fonction de troncature radiale η ∈ C∞(R3, [0, 1]) telle
que η = 0 sur B(0, R0) et η = 1 sur B(0, R1)
c. Nous de´ﬁnissons les prolongements suivants de
(U, p) :
U˜ = U, p˜ = p sur B(0, R1)
c
U˜ = ηU + v, p˜ = ηp sur B(0, R1)
ou` nous avons prolonge´ ηU et ηp par 0 pour |x|  R. Le champ de vecteurs v est construit de
telle sorte que U˜ ∈ L∞ ∩ X˙1 et div U˜ = 0 dans tout l’espace. En conse´quence, v doit ve´riﬁer le
proble`me suivant :
div v = −U · ∇η dans B(0, R1)
v = 0 sur ∂B(0, R1).
(3.6.5)
Ce proble`me a de nombreuses solutions, et on peut en construire avec des estimations sur les
normes de Sobolev graˆce aux ope´rateurs de Bogovskii, comme de´taille´ dans la section 2.2 (voir
le the´ore`me 2.2.1). Or, on a∫
B(0,R1)
U · ∇η =
∫
S(0,R1)
U · ν η −
∫
B(0,R1)
η divU =
∫
S(0,R1)
U · ν = 0
ou` nous avons utilise´ la condition (3.6.1). De plus, comme U ∈ W 2,qloc (Ω) pour tout 1 < q < ∞
on sait que U · ∇η ∈ W 2,q pour tout 1 < q < ∞. En utilisant le the´ore`me 2.2.1 on en de´duit
qu’il existe v ∈ W 3,q0 (B(0, R1)) pour tout 1 < q < ∞ solution de (3.6.5). On prolonge v a`
l’espace tout entier R3 en posant v = 0 pour |x| > R1 et on obtient alors v ∈ W 3,q(R3).
On observe ensuite que le prolongement (U˜ , p˜) ve´riﬁe l’e´quation de Navier-Stokes suivante
dans l’espace entier :
−ΔU˜ + (U˜ · ∇)U˜ +∇p˜ = ηf + F, div U˜ = 0 (3.6.6)
ou` on a pose´
F = −Δv−ΔηU−2∇U ·∇η+div(ηU⊗v+ηv⊗U+v⊗v+η2U⊗U)−η div(U⊗U)+p∇η
qui est a` support compact dans B(0, R1).
E´tant donne´ que U ∈ W 2,qloc , p ∈ W 1,qloc et v ∈ W 3,q pour tout 1 < q < ∞, on de´duit des
injections de Sobolev que F est borne´e. D’apre`s les estimations des the´ore`mes 3.6.4 et 2.2.1 on
sait que la norme W 2,qloc de U et la norme W
3,q de v peuvent eˆtre borne´es par les normes X˙1 et
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X˙3 de U et f . Ces normes e´tant suppose´es petites, on en de´duit que F est borne´e, petite et a`
support compact. De plus, U˜ est e´galement petit dans X˙1. On peut donc appliquer le the´ore`me
3.2.3 a` l’e´quation (3.6.6) pour en de´duire que U˜ a le comportement asymptotique suivant :
U˜ = U0 +O
( 1
|x|1+α
)
ou` U0 est l’unique solution homoge`ne de degre´ −1 des e´quations de Navier-Stokes avec terme
de force pv(f0) +m0δ obtenue par le the´ore`me 3.2.2 avec
m0 =
∫
R3
ηf1 +
∫
R3
F.
Il ne reste donc plus qu’a` prouver la relation (3.6.2). Pour cela, on inte`gre la relation (3.6.6)
sur la boule B(0, R1) et on utilise la formule de Stokes pour trouver :∫
B(0,R1)
(ηf1 + F ) =
∫
B(0,R1)
div(−∇U˜ + U˜ ⊗ U˜ + p˜Id) =
∫
S(0,R1)
[−∂νU + (U · ν)U + pν].
Comme F est a` support compact dans B(0, R1) on en de´duit que∫
B(0,R1)
F =
∫
R3
F
et la relation (3.6.2) en de´coule imme´diatement.
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Chapitre 4
Le cas du demi-espace
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4.1 Introduction
Dans ce chapitre, nous e´tudierons le proble`me suivant, analogue a` celui du chapitre pre´ce´dent
mais dans un demi-espace :
−ΔU + (U · ∇)U +∇p = f, divU = 0 dans Ω
U = b sur ∂Ω, lim
|x|→∞
U(x) = 0 (4.1.1)
ou` Ω = {(x1, x2, x3) ∈ R3|x3 > 0} de´signe le demi-espace et ∂Ω est le bord de Ω, le plan
d’e´quation x3 = 0. Les inconnues sont a` nouveau U et p et les donne´es sont f le terme de
force et b la condition au bord. Encore une fois, la pression peut eˆtre aise´ment de´termine´e en
fonction du reste et nous appellerons solution de (4.1.1) une fonction U telle qu’il existe p telle
que (U, p) ve´riﬁe ce syste`me.
Ce proble`me a notamment e´te´ e´tudie´ dans [8], dans lequel l’auteur e´tudie (4.1.1) pour un
faible nombre de Reynolds (ce qui revient a` dire que les donne´es sont petites), pour f = 0 et
pour b ∈ C∞0 (∂Ω). L’auteur de´montre qu’il existe une solution U ∈ C∞(Ω) ∩ C(Ω) telle que
U et son gradient soient majore´s par C
(1+|x|)2 . De plus, il montre que cette solution est unique
dans l’espace des fonctions suﬃsamment petites appartenant a` W 1,2(Ω) et de´croissant en 1/|x|
a` l’inﬁni.
Dans ce chapitre, nous allons e´tudier cette e´quation pour b de´croissant a` l’inﬁni un peu plus
vite que 1/|x|2 (c’est-a`-dire en 1/|x|2+ε avec 0 < ε < 1) et f de´croissant a` l’inﬁni un peu mieux
que 1/|x|4 (en 1/|x|4+ε). On obtient alors l’existence et l’unicite´ de solutions petites de´croissant
a` l’inﬁni en 1/|x|2 et on trouve une expression explicite de leur comportement asymptotique,
qui est donne´ par
x3C · x
|x|5 x ou` C est un vecteur constant. Pour ﬁnir, nous de´montrerons que
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si on prend un terme de force analogue au cas e´tudie´ dans Ω = R3, alors on retrouve bien
un comportement en 1/|x| dont le premier terme du de´veloppement asymptotique est solution
d’une e´quation homoge`ne. En revanche, les conditions d’inte´grale nulle qui apparaissaient ne
sont plus la` et l’e´quation homoge`ne obtenue est plus simple.
Dans ce chapitre, nous introduirons les notations utilise´es et le the´ore`me principal dans
la section 4.2, nous de´montrerons ce the´ore`me dans la section 4.3 et nous expliciterons le
comportement asymptotique trouve´ dans la section 4.4. Enﬁn, dans la dernie`re section, nous
de´montrerons le comportement asymptotique des solutions dans le cas d’un terme de force qui
decroˆıt en 1/|x|3 a` l’inﬁni.
4.2 Notations et re´sultat principal
Nous allons d’abord pre´ciser nos notations sur les multiplications de scalaires, de vecteurs
et de matrices aﬁn que tout soit clair. Le produit d’un scalaire et d’un autre e´le´ment sera note´
sans symbole car il n’y a aucune ambigu¨ıte´ sur la de´ﬁnition d’un tel produit. Le symbole ”· sera
utilise´ pour de´signer le produit standard entre deux vecteurs, entre une matrice et un vecteur,
entre deux matrices ou entre un tenseur et une matrice. Plus pre´cise´ment, si on a deux vecteurs
v = (vi)1i3, w = (wi)1i3 et deux matrices M = (mi,j)1i,j3, N = (ni,j)1i,j3, alors on
utilisera la notation
v · w =
3∑
i=1
viwi, (M · v)i =
3∑
k=1
mi,kvk, (M ·N)i,j =
3∑
k=1
mi,knk,j.
Nous utiliserons e´galement les notations suivantes :
(a⊗ b)i,j = aibj, M : N =
∑
1i,j3
mi,jni,j.
Ces conventions introduites, nous allons de´ﬁnir les espaces fonctionnels utilise´s dans ce proble`me.
Si α > 0, on introduit l’espace suivant.
De´ﬁnition 4.2.1. Soit Xα (resp. Yα) l’ensemble des fonctions f ∈ L1loc(Ω) (resp. f ∈ L1loc(∂Ω))
telles que
‖f‖Xα = sup
x∈Ω
(1 + |x|)α|f(x)| < ∞
resp. ‖f‖Yα = sup
x∈∂Ω
(1 + |x|)α|f(x)| < ∞
muni de la norme introduite dans le membre de gauche.
On utilisera cette notation pour de´signer des fonctions a` valeurs dans diﬀe´rents espaces :
fonctions a` valeurs scalaires, vectorielles ou a` valeurs dans l’espace des matrices carre´es 3× 3.
On rappelle les formules pour les fonctions de Green du proble`me de Stokes :
−ΔV +∇p = f, div V = 0 dans Ω, V = b sur ∂Ω, V (x) → 0 quand |x| → ∞
ou` f ∈ Xα et b ∈ Yα−2 pour α  3. On a vu dans le chapitre 2 que ce proble`me admet une
unique solution donne´e par la formule suivante
V (x) = −
∫
Ω
E(x, y) · f(y) dy +
∫
∂Ω
K(x− y′) · b(y′) dy′ (4.2.1)
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ou` le noyau
K(x) =
3x3x⊗ x
2π|x|5 (4.2.2)
correspond au proble`me de Stokes a` force nulle et le noyau
E(x, y) = G(x− y)−G(x− y∗) · I∗3 +
x3y3
4π
∇x ⊗∇y
(
1
|x− y∗|
)
− x3
4π
∇x
(
1
|x− y∗|
)
⊗ e3
− y3
4π
e3 ⊗∇y
(
1
|x− y∗|
)
+
1
4π|x− y∗|e3 ⊗ e3 (4.2.3)
correspond au proble`me de Stokes a` donne´e au bord nulle. Ici
G(x) =
−1
8π
(
I3
|x| +
x⊗ x
|x|3
)
.
est la fonction de Green dans l’espace R3 tout entier et on a utilise´ les notations suivantes :
e3 = (0, 0, 1)
I∗3 =
⎛⎝1 0 00 1 0
0 0 −1
⎞⎠
z∗ = I∗3z = (z1, z2,−z3).
La proposition suivante regroupe quelques proprie´te´s de E qui nous seront utiles dans la
suite.
Proposition 4.2.2 ([8], [16]). Nous avons
– Ei,j(x, y) = Ej,i(y, x) pour tous x, y ∈ Ω et i, j ∈ {1, 2, 3}.
– lim
x3→0
E(x, y) = lim
y3→0
E(x, y) = 0.
– E(x, y) → 0 quand |y| → ∞ a` x ﬁxe´.
– Pour tout k ∈ N il existe une constante Ck telle que
|∇kyE(x, y)|+ |∇kxE(x, y)| 
Ck
|x− y|1+k ∀x = y ∈ Ω.
Nous allons maintenant reformuler les e´quations (4.1.1) en utilisant cette fonction de Green
associe´e au proble`me line´aire. Sous des hypothe`ses de re´gularite´ convenables et en utilisant la
formule (4.2.1), les e´quations (4.1.1) s’e´crivent sous la forme
U(x) =
∫
∂Ω
K(x− y′) · b(y′) dy′ −
∫
Ω
E(x, y) · (− div(U ⊗ U)(y) + f(y)) dy
=
∫
∂Ω
K(x− y′) · b(y′) dy′ −
∫
Ω
∇yE(x, y) · (U(y)⊗ U(y))−
∫
Ω
E(x, y)f(y) dy.
(4.2.4)
Pre´cisons la notation : si A = (ai,j)1i,j3 est une matrice, alors on de´ﬁnit ∇yE(x, y) ·A comme
e´tant le vecteur donne´ par
(∇yE(x, y) · A)i = 3∑
j,k=1
∂ykEi,j(x, y)aj,k.
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Par ailleurs, la relation de syme´trie E(x, y) = tE(y, x) nous donne que ∇yE(x, y) = ∇xtE(y, x)
il est donc facile de passer de la diﬀe´rentielle par rapport a` une variable a` l’autre.
Justiﬁons l’inte´gration par parties faite dans (4.2.4) :∫
Ω
E(x, y) · div(U ⊗ U)(y) dy
= lim
ε→0
R→∞
∫
Ω∩{|x−y|>ε,|y|R}
E(x, y) · div(U ⊗ U)(y) dy
= − lim
ε→0
R→∞
{∫
Ω∩{|x−y|>ε,|y|R}
∇yE(x, y) · U ⊗ U(y) dy
+
∫
{|y|=R,y3>0}
(
U(y) · y
R
)
E(x, y) · U(y) dσ(y)
−
∫
y3=0,|y′|<R
U3(y
′)E(x, y′) · U(y′) dy′
+
∫
S(x,ε)
(
U(y) · x− y
ε
)
E(x, y) · U(y) dσ(y)
}
ou` dσ(y) de´signe la mesure de Hausdorﬀ sur la sphe`re. Or, si on suppose U ∈ Xa avec a > 12 ,
on a pour tout |y| = R∣∣∣(U(y) · y
R
)
E(x, y) · U(y)
∣∣∣  C|x− y|R2a  CR2a+1
quand R → ∞. On en de´duit que l’inte´grale sur la demi-sphe`re de rayon R tend vers 0 quand
R → ∞ puisque sa surface est en O(R2). Par ailleurs, l’inte´grale sur le plan y3 = 0 est nulle car
E s’annule en y3 = 0. Enﬁn, il est facile de voir que si U est localement borne´e alors l’inte´grale
sur S(x, ε) est en O(ε).
Comme nous travaillerons dans la suite avec des solutions qui sont au moins dans X1, on
peut conside´rer que les e´quations (4.1.1) sont e´quivalentes a` la formulation suivante :
U(x) =
∫
∂Ω
K(x− y′) · b(y′) dy′ −
∫
Ω
∇yE(x, y) · (U(y)⊗ U(y))−
∫
Ω
E(x, y)f(y) dy. (4.2.5)
C’est sur cette formulation e´quivalente que nous allons travailler dans la suite.
On peut maintenant e´noncer le re´sultat qui sera de´montre´ dans ce chapitre.
The´ore`me 4.2.3. Soit 4 < α < 5. Il existe ε > 0 et C0 > 0 deux constantes telles que, pour
tout f ∈ Xα et b ∈ Yα−2 ve´riﬁant
‖b‖Yα−2 + ‖f‖Xα  ε
il existe une unique solution U ∈ X2 de (4.2.5) satisfaisant ‖U‖X2  C0ε. De plus, U admet le
de´veloppement asymptotique suivant :
U(x) = K(x) ·
∫
∂Ω
b(y′) dy′ −∇yE(x, 0) ·
∫
Ω
(f(y)⊗ y + U(y)⊗ U(y)) dy +O
(
1
|x|α−2
)
quand |x| → ∞.
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Remarque 4.2.4. Nous verrons dans la section 4.4 que le terme dominant trouve´ ci-dessus peut
s’e´crire sous la forme plus simple suivante :
x3C · x
|x|5 x
ou` C est le vecteur de composantes :
C1 =
3
2π
(∫
∂Ω
b1(y
′) dy′ +
∫
Ω
[
y3f1(y) + U1(y)U3(y)
]
dy
)
C2 =
3
2π
(∫
∂Ω
b2(y
′) dy′ +
∫
Ω
[
y3f2(y) + U2(y)U3(y)
]
dy
)
C3 =
3
2π
∫
∂Ω
b3(y
′) dy′.
Nous ﬁnissons avec un re´sultat d’unicite´ dans la classe plus grande de solutions majore´e par
C/(1 + |x|).
The´ore`me 4.2.5. Les solutions obtenues dans le the´ore`me pre´ce´dent sont uniques dans la
classe des solutions petites dans X1. Plus pre´cise´ment, il existe ε
′ > 0 tel que, si f, b et α
ve´riﬁent les hypothe`ses du the´ore`me 4.2.3 avec ε = ε′ et U0 est la solution dans X2 correspon-
dante, alors c’est l’unique solution de (4.2.5) dans X1 ve´riﬁant ‖U‖X1  ε′.
4.3 Preuve du re´sultat principal
Nous allons d’abord montrer trois lemmes.
Lemme 4.3.1. Pour f une fonction a` valeurs vectorielles on de´ﬁnit
mf : Ω → R3, mf (x) =
∫
Ω
E(x, y) · f(y) dy.
Nous avons :
– Si 2 < α < 4 alors l’ope´rateur f → mf est continu de Xα dans Xα−2.
– Si 4 < α < 5 alors l’ope´rateur f → mf est continu de Xα dans X2 et on a de plus le
comportement asymptotique suivant :
mf (x) = ∇yE(x, 0) ·
∫
Ω
f(y)⊗ y dy +O
(
1
|x|α−2
)
, (4.3.1)
quand |x| → ∞.
Preuve. On de´compose l’inte´grale de´ﬁnissant mf (x) pour x ∈ Ω de la fac¸on suivante :
mf (x) =
∫
Ω∩{|y|2|x|}
E(x, y) · f(y) dy +
∫
Ω∩{|x|/2<|y|<2|x|}
E(x, y) · f(y) dy
+
∫
Ω∩{|y||x|/2}
E(x, y) · f(y) dy
≡ I1 + I2 + I3.
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On a alors
|I1| =
∣∣∣∣∫
Ω∩{|y|2|x|}
E(x, y) · f(y) dy
∣∣∣∣
 C‖f‖Xα
∫
Ω∩{|y|2|x|}
1
|x− y|(1 + |y|)α dy
 C‖f‖Xα
∫
Ω∩{|y|2|x|}
1
|y|(1 + |y|)α dy
 C‖f‖Xα min
(∫
|y|2|x|
dy
|y|α+1 ,
∫
Ω
dy
|y|(1 + |y|)α
)
 C‖f‖Xα min
(
1
|x|α−2 , 1
)
 C‖f‖Xα
(1 + |x|)α−2
car α > 2.
Ensuite
|I2| =
∣∣∣∣∫
Ω∩{|x|/2<|y|<2|x|}
E(x, y)f(y) dy
∣∣∣∣
 C‖f‖Xα
∫
Ω∩{|x|/2<|y|<2|x|}
1
|x− y|(1 + |y|)α dy
 C‖f‖Xα
(1 + |x|)α
∫
|y−x|<3|x|}
1
|x− y| dy
 C‖f‖Xα
(1 + |x|)α−2 .
On conside`re enﬁn
I3 =
∫
Ω∩{|y||x|/2}
E(x, y)f(y) dy.
Ici, on va utiliser le fait que E(x, 0) = 0. D’apre`s la formule de Taylor-Lagrange, on a E(x, y) =
∇yE(x, 0) · y + 12∇2yE(x, ζ)(y, y) avec ζ ∈ [0, y]. En eﬀet, d’apre`s la formule (4.2.3) E(x, y) est
C∞ si x = y et comme |y|  |x|/2, le point x ne peut pas appartenir au segment [0, y]. On a
en plus la majoration, pour |y|  |x|/2,
|∇2yE(x, ζ)| 
C
|x− ζ|3 
C
|x|3 .
On a alors∣∣∣∣I3 −∇yE(x, 0) · ∫
Ω∩{|y||x|/2}
f(y)⊗ y dy
∣∣∣∣  C‖f‖Xα|x|3
∫
Ω∩{|y||x|/2}
|y|2
|y|α dy
 C‖f‖Xα|x|α−2
(4.3.2)
ou` on a utilise´ que α < 5. Pour obtenir le re´sultat ﬁnal, on fait la distinction suivante :
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Cas α ∈ (2, 4). Nous avons∣∣∣∣∇yE(x, 0) · ∫
Ω∩{|y||x|/2}
f(y)⊗ y dy
∣∣∣∣  C‖f‖Xα|x|2
∫
Ω∩{|y||x|/2}
dy
|y|α−1
 C‖f‖Xα|x|α−2
car, comme α < 4, y → 1|y|α−1 est inte´grable en 0.
Cas α ∈ (4, 5). Remarquons d’abord que l’on a l’ine´galite´ suivante :
|I3|  C‖f‖Xα|x|2 ∀|x|  1. (4.3.3)
En eﬀet, nous avons que
|∇yE(x, 0)|  C|x|2
et ∣∣∫
Ω∩{|y||x|/2}
f(y)⊗ y dy∣∣  C‖f‖Xα ∫
Ω
|y|
(1 + |y|)α dy  C‖f‖Xα
car α > 4. L’ine´galite´ (4.3.3) de´coule maintenant de (4.3.2). Il nous reste a` montrer que I3 est
borne´ lorsque |x|  1 :
|I3|  C‖f‖Xα
∫
Ω∩{|y||x|/2}
1
|x− y|(1 + |y|)α dy
 C‖f‖Xα
∫
|x−y|3/2
1
|x− y| dy
 C‖f‖Xα .
Pour obtenir le comportement asymptotique e´nonce´ dans (4.3.1), nous remarquons que nous
avons de´ja` montre´ le comportement asymptotique suivant :
mf (x) = ∇yE(x, 0) ·
∫
Ω∩{|y||x|/2}
f(y)⊗ y dy +O
(
1
|x|α−2
)
quand |x| → ∞. On doit controˆler le terme suivant
∇yE(x, 0) ·
∫
Ω∩{|y||x|/2}
f(y)⊗ y dy.
On fait alors l’estimation suivante :∣∣∣∣∇yE(x, 0) · ∫
Ω∩{|y||x|/2}
f(y)⊗ y dy
∣∣∣∣  C‖f‖Xα|x|2
∫
Ω∩{|y||x|/2}
1
|y|α−1 dy
 C‖f‖Xα|x|α−2
car α > 4. Ceci ache`ve la preuve du lemme.
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Il nous faut ensuite une estimation sur l’inte´grale contre ∇yE. On a le re´sultat suivant :
Lemme 4.3.2. Pour tout V a` valeurs matricielles on introduit
MV : Ω → R3, MV (x) =
∫
Ω
∇yE(x, y) · V (y) dy.
Nous avons
– Si 1 < β < 3 alors l’ope´rateur V → MV est continu de Xβ dans Xβ−1.
– Si 3 < β < 4 alors l’ope´rateur V → MV est continu de Xβ dans X2 et nous avons de plus
le comportement asymptotique suivant :
MV (x) = ∇yE(x, 0) ·
∫
Ω
V (y) dy +O
(
1
|x|β−1
)
.
quand |x| → ∞.
Remarque 4.3.3. Ce lemme est une ge´ne´ralisation du the´ore`me 1 prouve´ par Chang dans [8],
qui prouve uniquement que V → MV est continu de X4 dans X2.
Preuve. On de´compose a` nouveau l’inte´grale de´ﬁnissant MV en trois parties :
MV (x) =
∫
Ω∩{|y|2|x|}
∇yE(x, y) · V (y) dy +
∫
Ω∩{|x|/2<|y|<2|x|}
∇yE(x, y) · V (y) dy
+
∫
Ω∩{|y||x|/2}
∇yE(x, y) · V (y) dy
≡ I1 + I2 + I3.
On a alors la premie`re estimation suivante :
|I1|  C‖V ‖Xβ
∫
Ω∩{|y|2|x|}
1
|x− y|2(1 + |y|)β dy
 C‖V ‖Xβ min
(∫
|y|2|x|
1
|y|β+2 dy,
∫
Ω
dy
|y|2(1 + |y|)β
)

C‖V ‖Xβ
(1 + |x|)β−1 .
On traite ensuite le cas de I2 :
|I2|  C‖V ‖Xβ
∫
Ω∩{|x|/2<|y|<2|x|}
1
|x− y|2(1 + |y|)β dy

C‖V ‖Xβ
(1 + |x|)β
∫
|y−x|<3|x|
1
|x− y|2 dy

C‖V ‖Xβ
(1 + |x|)β−1 .
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Pour ce qui est de I3, on commence par traiter le cas 1 < β < 3. On fait alors l’estimation
suivante :
‖I3‖  C‖V ‖Xβ
∫
Ω∩{|y||x|/2}
dy
|x− y|2(1 + |y|)β

C‖V ‖Xβ
|x|2
∫
|y||x|/2
dy
|y|β

C‖V ‖Xβ
|x|β−1 .
Pour le cas 3 < β < 4, on va comme dans le lemme pre´ce´dent faire un de´veloppement de
∇yE(x, y). On a en eﬀet ∇yE(x, y) = ∇yE(x, 0) +∇2yE(x, ζ) · y ou` ζ ∈ [0, y]. On a toujours la
majoration |∇2yE(x, ζ)|  C|x|3 pour |y|  |x|/2. On en de´duit donc l’estimation suivante :∣∣∣∣I3 −∇yE(x, 0) · ∫
Ω∩{|y||x|/2}
V (y) dy
∣∣∣∣  C‖V ‖Xβ|x|3
∫
Ω∩{|y||x|/2}
1
|y|β−1 dy

C‖V ‖Xβ
|x|β−1 .
On estime ensuite l’inte´grale suivante∣∣∣∣∇yE(x, 0) · ∫
Ω∩{|y||x|/2}
V (y) dy
∣∣∣∣  C‖V ‖Xβ|x|2
∫
|y||x|/2
1
|y|β dy

C‖V ‖Xβ
|x|β−1
car β > 3.
Pour terminer la preuve il reste a` montrer que si β > 1 alors le terme I3 est borne´ pour
|x|  1. On majore I3 pour |x|  1 de la manie`re suivante :
|I3| 
∣∣∣∣∫
Ω∩{|y||x|/2}
∇yE(x, y) · V (y) dy
∣∣∣∣
 C‖V ‖Xβ
∫
|y||x|/2
1
|x− y|2(1 + |y|)β dy
 C‖V ‖Xβ
∫
|x−y|3/2
1
|x− y|2 dy
 C‖V ‖Xβ
ce qui ache`ve la preuve du lemme 4.3.2.
Il nous faut ensuite un dernier re´sultat pour estimer l’inte´grale de b contre K. On a le lemme
suivant :
Lemme 4.3.4. Pour toute fonction b a` valeurs vectorielles on de´ﬁnit
m′b : Ω → R3, m′b(x) =
∫
∂Ω
K(x− y′) · b(y′) dy′.
Nous avons
61
– Si 0  γ < 2 alors l’ope´rateur b → m′b est continu de Yγ dans Xγ.
– Si 2 < γ < 3 alors l’ope´rateur b → m′b est continu de Yγ dans X2 et on a de plus le
comportement asymptotique
m′b(x) = K(x) ·
∫
∂Ω
b(y′) dy′ +O
(
1
|x|γ
)
.
quand |x| → ∞.
Preuve. On eﬀectue la de´composition suivante :∫
∂Ω
K(x− y′) · b(y′) dy′ =
∫
∂Ω∩{|y′||x|/2}
K(x− y′) · b(y′) dy′ +
∫
∂Ω∩{|y′||x|/2}
K(x− y′) · b(y′) dy′.
≡ I1 + I2
Pour estimer I1, on remarque que la formule explicite de K donne´e dans (4.2.2) implique
l’estimation |K(x)|  Cx3|x|3 donc
|I1|  C‖b‖Yγ
∫
∂Ω∩{|y′||x|/2}
x3
|x− y′|3|y′|γ dy
′  C‖b‖Yγx3|x|γ
∫
∂Ω
1
|x− y′|3 dy
′.
Puis, en notant y′ = (z, 0) et x = (x′, x3) on a∫
∂Ω
1
|x− y′|3 dy
′ =
∫
R2
1
(|x′ − z|2 + x23)
3
2
dz =
1
x3
∫
R2
1
(|η|2 + 1) 32 dη
ou` on a fait le changement de variables z = x′ + x3η. On conclut que
|I1| 
C‖b‖Yγ
|x|γ .
Pour γ ∈ [0, 2), on estime
|I2|  C‖b‖Xγ
∫
∂Ω∩{|y′||x|/2}
1
|x− y′|2(1 + |y′|)γ dy
′
 C‖b‖Xγ|x|2
∫
∂Ω∩{|y′||x|/2}
1
|y′|γ dy
 C‖b‖Xγ|x|γ .
Dans le cas γ ∈ (2, 3), on eﬀectue la de´composition suivante :
I2 = K(x) ·
∫
∂Ω
b(y′) dy′ +
∫
∂Ω∩{|y′||x|/2}
(K(x− y′)−K(x)) · b(y′) dy′
−K(x) ·
∫
∂Ω∩{|y′||x|/2}
b(y′) dy′
≡ I ′1 + I ′2 + I ′3.
62
Nous avons
|I ′3| 
C‖b‖Yγ
|x|2
∫
∂Ω∩{|y′||x|/2}
dy′
|y′|γ 
C‖b‖Yγ
|x|γ
car γ > 2. Enﬁn, pour le deuxie`me terme on a
I ′2 =
∫
∂Ω∩{|y′||x|/2}
y′ · ∇K(ζ) · b(y′) dy′
ou` ζ ∈ [x; x− y′] et donc |ζ|  |x|/2. D’ou`
|I ′2| 
C‖b‖Yγ
|x|3
∫
∂Ω∩{|y′||x|/2}
dy′
|y′|γ−1 
C‖b‖Yγ
|x|γ
ou` on a utilise´ le fait que γ < 3.
Enﬁn, K e´tant une fonction singulie`re en 0, il reste a` montrer que m′b est borne´ pour γ  0.
Pour cela, on fait l’estimation suivante :∣∣∣∣∫
∂Ω
K(x− y′) · b(y′) dy′
∣∣∣∣  Cx3‖b‖Yγ ∫
∂Ω
dy′
|x− y′|3(1 + |y′|)γ
 Cx3‖b‖Yγ
∫
∂Ω
dy′
|x− y′|3
 C‖b‖Yγ
Ceci conclut la preuve du lemme.
On dispose a` pre´sent de tous les e´le´ments pour appliquer le the´ore`me de point ﬁxe e´nonce´
dans le lemme 2.1.1, et trouver le comportement asymptotique de notre solution. Introduisons
tout d’abord l’application biline´aire
B(U, V )(x) = −
∫
Ω
∇yE(x, y) · (U(y)⊗ V (y)) dy (4.3.4)
et la quantite´
F (x) = −
∫
Ω
E(x, y) · f(y) dy +
∫
∂Ω
K(x− y) · b(y) dy.
Il faut re´soudre l’e´quation (4.2.5) qui s’e´crit sous la forme
U = F +B(U,U).
Le lemme 4.3.2 nous montre que B est bien continue de X2×X2 dans X2 car si (U, V ) est dans
l’espace de de´part, alors U ⊗ V ∈ X4 ⊂ X7/2 et, d’apre`s le lemme 4.3.2, B(U, V ) ∈ X2 avec la
majoration suivante sur les normes :
‖B(U, V )‖X2  C‖U ⊗ V ‖X7/2  C‖U ⊗ V ‖X4  C‖U‖X2‖V ‖X2 .
De plus, pour ce qui est de F , les lemmes 4.3.1 et 4.3.4 nous donnent
‖F‖X2  C(‖b‖Yα−2 + ‖f‖Xα).
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On peut donc appliquer le lemme 2.1.1 et on en de´duit qu’il existe ε > 0 et C > 0 telles que, si
‖f‖Xα+‖b‖Yα−2  ε, alors ils existe une unique solution U ∈ X2 de (4.2.5) telle que ‖U‖X2  Cε.
De plus, U ve´riﬁe ‖U‖X2  C(‖f‖Xα + ‖b‖Yα−2). On remarque ensuite que U ⊗U ∈ X4 ⊂ Xα−1
et on peut donc appliquer les lemmes 4.3.1, 4.3.4 et 4.3.2 pour de´duire que
U(x) = K(x) ·
∫
∂Ω
b−∇yE(x, 0) ·
∫
Ω
(f(y)⊗ y + U(y)⊗ U(y)) dy +O
(
1
|x|α−2
)
quand |x| → ∞. Ceci ache`ve la preuve du the´ore`me 4.2.3.
On prouve a` pre´sent le the´ore`me 4.2.5. Soit U0 la solution petite dans X2 donne´e par le
the´ore`me 4.2.3 et une solution U ∈ X1 de (4.2.5) ve´riﬁant ‖U‖X1  ε′. On pose W = U − U0
qui ve´riﬁe
W (x) = −
∫
Ω
∇E(x, y) : (W ⊗ U0 + U ⊗W )(y) dy.
D’apre`s le lemme 4.3.2, on a
‖W‖X1  C(‖W ⊗ U0‖X2 + ‖U ⊗W‖X2)
 C‖W‖X1(‖U0‖X1 + ‖U‖X1)
 C‖W‖X1(C0ε+ ε′).
D’ou`, si on prend ε′ et ε telles que C(C0ε+ε′) < 1 alors on en de´duit que W = 0, ce qui prouve
le the´ore`me 4.2.5.
4.4 E´tude du terme dominant dans le de´veloppement
asymptotique
Le but de cette section va eˆtre, dans un premier temps, de calculer ∇yE(x, 0) aﬁn d’avoir
une expression simple pour le terme dominant du de´veloppement de U . Cette expression nous
permettra aussi de de´terminer a` quelle condition ce terme est non nul (et donc pertinent pour
de´crire le comportement de U a` l’inﬁni). En particulier, nous montrerons que si b = 0 il existe f
tel que le terme dominant dans le de´veloppement de U a` l’inﬁni est non nul. Nous montrerons
aussi que si f = 0 il existe b tel que le terme dominant dans le de´veloppement de U a` l’inﬁni
est non nul.
Nous commenc¸ons donc par calculer ∇yE(x, 0). Pour cela, on rappelle l’expression des
coordonne´es de E(x, y) a` partir de la formule (4.2.3). On introduit donc un troisie`me indice
k ∈ {1, 2, 3} et la notation suivante : δ∗i,j = 1 si i = j = 3, δ∗i,j = −1 si i = j = 3 et δ∗i,j = 0 si
i = j.
On a alors la formule suivante :
Ei,j(x, y) =
−1
8π
(
δi,j
|x− y| +
(xi − yi)(xj − yj)
|x− y|3
)
+
1
8π
(
δ∗i,j
|x− y∗| +
(xi − y∗i )(x∗j − yj)
|x− y∗|3
)
+
x3y3
4π
(
δ∗i,j
|x− y∗|3 + 3
(xi − y∗i )(yj − x∗j)
|x− y∗|5
)
+
x3δ3,j(xi − y∗i )
4π|x− y∗|3 +
y3δ3,i(yj − x∗j)
4π|x− y∗|3 +
δ3,iδ3,j
4π|x− y∗| .
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On va a` pre´sent calculer la de´rive´e de cette matrice par rapport a` yk, ce qui nous donnera
le tenseur voulu. On obtient alors la formule suivante :
∂ykEi,j(x, y) =
−1
8π
(−δi,j(yk − xk)
|x− y|3 −
δi,k(xj − yj)
|x− y|3 −
δj,k(xi − yi)
|x− y|3 −
3(xi − yi)(xj − yj)(yk − xk)
|x− y|5
)
+
1
8π
(−δ∗i,j(yk − x∗k)
|x− y∗|3 −
δj,k(xi − y∗i )
|x− y∗|3 −
δ∗i,k(x
∗
j − yj)
|x− y∗|3 −
3(xi − y∗i )(x∗j − yj)(yk − x∗k)
|x− y∗|5
)
+
δ3,kx3
4π
(
δ∗i,j
|x− y∗|3 +
3(xi − y∗i )(yj − x∗j)
|x− y∗|5
)
+
x3y3
4π
(−3δ∗i,j(yk − x∗k)
|x− y∗|5 −
3δ∗i,k(yj − x∗j)
|x− y∗|5 +
3δj,k(xi − y∗i )
|x− y∗|5 −
15(xi − y∗i )(yj − x∗j)(yk − x∗k)
|x− y∗|7
)
+
δ3,jx3
4π
( −δ∗i,k
|x− y∗|3 −
3(xi − y∗i )(yk − x∗k)
|x− y∗|5
)
+
δ3,iδ3,k(yj − x∗j)
4π|x− y∗|3
+
δ3,iy3
4π
(
δj,k
|x− y∗|3 −
3(yj − x∗j)(yk − x∗k)
|x− y∗|5
)
− δ3,iδ3,j(yk − x
∗
k)
4π|x− y∗|3 .
Ou` on a notamment, pour de´river plus facilement, utilise´ le fait que |x − y∗| = |y − x∗| donc
∇y|x − y∗| = ∇y|y − x∗| = y−x∗|y−x∗| . Pour ce qui nous inte´resse, nous allons nous contenter de la
restriction de cette expression a` y = 0, ce qui nous donne :
∂ykEi,j(x, 0) =
−1
8π
(
δi,jxk
|x|3 −
δi,kxj
|x|3 +
3xixjxk
|x|5
)
+
1
8π
(
δ∗i,jx
∗
k
|x|3 −
δ∗i,kx
∗
j
|x|3 +
3xix
∗
jx
∗
k
|x|5
)
+
δ3,kx3
4π
(
δ∗i,j
|x|3 −
3xix
∗
j
|x|5
)
+
δ3,jx3
4π
(−δ∗i,k
|x|3 +
3xix
∗
k
|x|5
)
− δ3,iδ3,kx
∗
j
4π|x|3 +
δ3,iδ3,jx
∗
k
4π|x|3 .
Il faut a` pre´sent voir ce que donne ce tenseur applique´ a` une matrice, ce qui de´terminera la
forme du terme ∇yE(x, 0) ·
∫
Ω
(f⊗y+U⊗U). Conside´rons donc A = (aj,k)j,k∈{1,2,3} une matrice,
on a alors pour i ∈ {1, 2, 3},
(∇yE(x, 0) · A)i =
∑
j,k
∂ykEi,j(x, 0)aj,k.
Avant de remplacer par l’expression explicite de ∇yE(x, 0), nous allons simpliﬁer les notations.
Dans les calculs qui suivent, par de´faut les produits seront des produits de matrice classiques ou
des produits de matrice par des vecteurs classiques, nous omettrons les ”·”. Par ailleurs, nous uti-
liserons la notation tvMw classique en alge`bre biline´aire pour de´signer le scalaire
∑
i,j mi,jviwj.
On obtient alors
∇yE(x, 0) · A = 1
8π|x|3 (−Ax+
tAx+ I∗3Ax
∗ − I∗3 tAx∗ + 2x3I∗3Ae3 − 2x3I∗3 tAe3
− 2(tx∗Ae3)e3 + 2(te3Ax∗)e3)
+
3
8π|x|5 (−(
txAx)x+ (tx∗Ax∗)x− 2x3(tx∗Ae3)x+ 2x3(te3Ax∗)x).
Pour simpliﬁer cette expression, on va e´crire x∗ = x − 2x3e3, ce qui permettra de re´duire le
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nombre de termes. On obtient donc
∇yE(x, 0) · A = 1
8π|x|3 ((I
∗
3 − I3)Ax− 2x3I∗3Ae3 + (I3 − I∗3 )tAx+ 2x3I∗3 tAe3 + 2x3I∗3Ae3
−2x3I∗3 tAe3 − 2(txAe3)e3 + 4x3(te3Ae3)e3 + 2(te3Ax)e3 − 4x3(te3Ae3)e3
+
3
8π|x|5 (−(
txAx)x+ (txAx)x− 2x3(txAe3)x− 2x3(te3Ax)x+ 4x23(te3Ae3)x− 2x3(txAe3)x
+4x23(
te3Ae3)x+ 2x3(
te3Ax)x− 4x23(te3Ae3)x).
On eﬀectue ensuite quelques simpliﬁcations et on a
∇yE(x, 0) · A = 1
8π|x|3 ((I
∗
3 − I3)Ax+ (I3 − I∗3 )tAx− 2(txAe3)e3 + 2(te3Ax)e3
+
3
8π|x|5 (−4x3(
txAe3)x+ 4x
2
3(
te3Ae3)x).
Puis, en remarquant que (I3 − I∗3 )z = 2z3e3, on voit que toute la premie`re ligne se simpliﬁe. Il
ne reste donc plus que
∇yE(x, 0) · A = −3x3x
2π|x|5 ((A · e3) · (x− x3e3)). (4.4.1)
Nous allons maintenant simpliﬁer le terme principal que nous avons trouve´ dans le de´-
veloppement asymptotique de la solution. Rappelons que ce terme s’e´crit sous la forme
U0(x) = K(x) ·
∫
∂Ω
b−∇yE(x, 0) ·
∫
Ω
(f ⊗ y + U ⊗ U).
En utilisant la formule du noyau K donne´e dans (4.2.2) et la relation (4.4.1), nous pouvons
simpliﬁer l’expression de U0 :
U0(x) =
3x3x
2π|x|5
(
x ·
∫
∂Ω
b+ x1
∫
Ω
[
y3f1(y) + U1(y)U3(y)
]
dy + x2
∫
Ω
[
y3f2(y) + U2(y)U3(y)
]
dy
)
.
On conclut a` partir de cette formule que la condition ne´cessaire et suﬃsante pour que U0
s’annule est la suivante :∫
∂Ω
b3 = 0,
∫
Ω
(y3f1 + U1U3) = −
∫
∂Ω
b1,
∫
Ω
y3f2 + U2U3 = −
∫
∂Ω
b2.
Il suﬃt donc que
∫
∂Ω
b3 = 0 pour obtenir que U0 est non nul. De plus, si b = 0 on peut
construire un terme de force f aussi petit qu’on veut tel que U0 = 0. En eﬀet, soit f tel que∫
Ω
y3f1 = 0. Pour ε suﬃsamment petit, soit U ε la solution associe´e au terme de force εf et au
terme de bord εb. Supposons par l’absurde que le U ε0 associe´ est nul. Alors nous avons que∫
Ω
(
y3f1 +
U ε1U
ε
3
ε
)
= 0. (4.4.2)
Or ‖U ε‖X2 = O(ε) d’ou` ∫
Ω
U ε1U
ε
3
ε
= O(ε).
En passant a` la limite ε → 0 dans (4.4.2) on trouve ∫
Ω
y3f1 = 0 ce qui constitue une contradic-
tion.
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4.5 Autres comportements asymptotiques
Nous avons e´tudie´ dans ce qui pre´ce`de le comportement a` l’inﬁni des solutions lorsque les
donne´es sont suﬃsamment de´croissantes a` l’inﬁni. C’est le cas le plus pertinent puisque souvent
(notamment pour le cas des domaines exte´rieurs) on se rame`ne au cas des donne´es a` support
compact. Cela dit, on peut aussi conside´rer des donne´es qui de´croissent “lentement” a` l’inﬁni
comme on l’a fait dans le cas de l’espace entier dans le chapitre 3. Ce sera aussi l’occasion de
souligner les diﬀe´rences entre le comportement asymptotique dans le cas de l’espace entier et
le comportement asymptotique dans le cas du demi-espace. On a de´ja` eu un avant-gouˆt de ces
diﬀe´rences puisqu’on a vu que dans le cas des donne´es a` support compact, le comportement
asymptotique dans l’espace entier est homoge`ne de degre´ -1 (donne´ par les solutions de Landau)
tandis que dans le demi-espace ce comportement asymptotique est homoge`ne de degre´ -2. Nous
allons maintenant voir comment se traduisent ces diﬀe´rences dans le cas ou` la force admet la
de´croissance critique 1/|x|3 a` l’inﬁni.
Tout d’abord, remarquons qu’on peut facilement construire des solutions dans le demi-
espace qui sont O(1/|x|) a` l’inﬁni de´s lors que les donne´es ont la bonne de´croissance a` l’inﬁni.
Plus pre´cise´ment, nous avons le re´sultat suivant :
The´ore`me 4.5.1. Il existe ε > 0 et C > 0 tel que si f ∈ X3 et b ∈ Y1 ve´riﬁent ‖b‖Y1+‖f‖X3 
ε, alors il existe exactement une solution de (4.2.5) telle que ‖U‖X1  Cε.
Preuve. Pour prouver ce the´ore`me, on peut tout d’abord remarquer que le point ﬁxe qui nous
a permis de de´terminer l’existence d’une solution dans X2 peut e´galement se faire dans X1. En
eﬀet, si on conside`re f ∈ X3 et b ∈ Y1, d’apre`s les lemmes 4.3.1 et 4.3.4, on a que
F (x) = −
∫
Ω
E(x, y) · f(y) dy +
∫
∂Ω
K(x− y) · b(y) dy
ve´riﬁe F ∈ X1 et
‖F‖X1  C(‖f‖X3 + ‖b‖Y1).
Qui plus est, l’application B introduite dans (4.3.4) est continue de X1×X1 dans X1 d’apre`s
le lemme 4.3.2 car si U, V ∈ X1 alors U ⊗ V ∈ X2 et B(U, V ) = −MU⊗V ∈ X1. On en de´duit
que si f et b sont petits dans X3 et Y1 respectivement, alors il existe une unique solution de
(4.2.5) qui soit petite dans X1.
Maintenant, nous aimerions montrer comme dans le chapitre 3, que si les donne´es ont un
comportement asymptotique homoge`ne a` l’inﬁni, alors ce sera aussi le cas pour la solution.
Montrons d’abord l’existence des solutions homoge`nes.
The´ore`me 4.5.2. Soit f0 une fonction a` valeurs vectorielles, homoge`ne de degre´ -3 et borne´e
sur S2+ = {x ∈ S2 ; x3 > 0}. Soit b0 : ∂Ω → R3 une fonction homoge`ne de degre´ −1 et borne´e
sur S1 = {x′ ∈ ∂Ω ; |x′| = 1}. Il existe ε > 0 et C > 0 inde´pendants de f0 et b0 tels que
si ‖b0‖L∞(S1) + ‖f0‖L∞(S2+)  ε alors il existe un unique U0 homoge`ne de degre´ −1 solution de
l’e´quation
U0(x) =
∫
∂Ω
K(x− y′) · b0(y′) dy′ −
∫
Ω
∇yE(x, y) · (U0(y)⊗U0(y))−
∫
Ω
E(x, y)f0(y) dy (4.5.1)
telle que ‖U0‖L∞(S2+)  Cε.
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Remarque 4.5.3. Dans la formulation (4.5.1) toutes les inte´grales sont bien convergente. La
question se pose notamment pour la dernie`re inte´grale ou` f0 admet une singularite´ en 0 de
1/|y|3 qui est non inte´grale. Mais E(x, y) s’annule lorsque y3 = 0, en particulier quand y = 0.
Donc, par le the´ore`me des accroissements ﬁnis E(x, y) = O(y) quand y → 0 ce qui atte´nue la
singularite´ de f en 0.
Remarque 4.5.4. Dans ce cas du demi-espace, on n’a pas de condition supple´mentaire du type∫
S2+
f0 = 0 comme on en avait dans le cas de l’espace entier. Ceci est duˆ a` nouveau au fait que,
comme observe´ ci-dessus, l’annulation du noyau de la fonction de Green a` l’origine atte´nue la
singularite´ de f0.
Preuve. On remarque que le point ﬁxe dans X1 pre´sente´ dans le the´ore`me pre´ce´dent peut se
faire dans les espaces homoge`nes X˙α et Y˙α de´ﬁnis par
‖f‖X˙α = sup
x∈Ω
|x|α|f(x)| < ∞,
‖b‖Y˙α = sup
x∈∂Ω
|x|α|b(x)| < ∞.
En eﬀet, on peut remarquer que les lemmes 4.3.1, 4.3.2 et 4.3.4 se ge´ne´ralisent partiellement
(en excluant les comportements asymptotiques) aux espaces X˙ et Y˙ de la fac¸on suivante :
Lemme 4.5.5. Soit α ∈ (2, 4), alors l’application m introduite dans le lemme 4.3.1 est continue
de X˙α dans X˙α−2.
Lemme 4.5.6. Soit β ∈ (1, 3), alors l’application M introduite dans le lemme 4.3.2 est continue
de X˙β dans X˙β−1.
Lemme 4.5.7. Soit γ ∈ (0, 2), alors l’application m′ introduite dans le lemme 4.3.4 est continue
de Y˙γ dans X˙γ.
Ces trois lemmes se de´montrent exactement de la meˆme fac¸on que dans le cas des espaces
X et Y en remplac¸ant dans les estimations 1 + |y| par |y|.
Il suﬃt donc, pour montrer l’existence d’une solution petite U0 ∈ X˙1, de montrer que
F0 = −mf0 + m′b0 ∈ X˙1 et que l’application biline´aire B(U, V ) = −MU⊗V est bicontinue de
X˙1 × X˙1 dans X˙1. Le premier fait vient de l’application directe des lemmes 4.5.5 et 4.5.7 a`
f0 ∈ X˙3 et b0 ∈ Y˙1. Le second vient du fait que, si U, V ∈ X˙1, alors
‖B(U, V )‖X˙1  C‖U ⊗ V ‖X˙2  C‖U‖X˙1‖V ‖X˙1 .
On obtient donc qu’il existe une unique U0 ∈ X˙1 solution de (4.5.1) telle que ‖U0‖X˙1 
Cε. Enﬁn, graˆce a` cette unicite´ et a` l’invariance de l’e´quation par le changement d’e´chelle
Uλ(x) = λU(λx) qui est toujours valide dans le demi-espace, on en de´duit que cette solution
est homoge`ne de degre´ −1. Ceci conclut la preuve.
Enﬁn, nous pouvons e´noncer un the´ore`me sur des solutions avec un comportement asymp-
totique homoge`ne de degre´ -1. Soit ϕ ∈ C∞0 (Ω, [0, 1]) une fonction radiale telle que ϕ(x) = 0 si
|x|  1 et ϕ(x) = 1 si |x|  2. Nous avons le re´sultat suivant :
The´ore`me 4.5.8. Soit 3 < α < 4. Soit f ∈ X3 a` valeurs vectorielles de la forme f = ϕf0 + f1
avec f0 une fonction homoge`ne de degre´ −3 de´ﬁnie sur Ω et f1 ∈ Xα. Soit b ∈ Y1 une fonction
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a` valeurs vectorielles de la forme b = ϕb0 + b1 avec b0 une fonction homoge`ne de degre´ −1
de´ﬁnie sur ∂Ω et b1 ∈ Yα−2. Il existe ε > 0 et C > 0 qui ne de´pendent pas de f et b tels que si
‖b0‖Y˙1 + ‖f0‖X˙3 + ‖b1‖Yα−2 + ‖f1‖Xα  ε
alors l’unique solution U de (4.2.5) fournie par le the´ore`me 4.5.1 admet le comportement asymp-
totique suivant :
U = U0 +O
(
1
|x|α−2
)
quand |x| → ∞, ou` U0 est l’unique solution homoge`ne de degre´ -1 de (4.5.1) fournie par le
the´ore`me 4.5.2.
Remarque 4.5.9. En comparant avec le the´ore`me correspondant dans l’espace entier (the´ore`me
3.2.3) on constate que dans le demi-espace nous n’avons pas besoin de corriger par une masse
de Dirac l’e´quation homoge`ne qui donne le terme dominant.
Preuve. On pose V = U − U0 et on montre que V ∈ X˙α−2. Le champ de vecteurs V satisfait
l’e´quation suivante :
V = −MU0⊗V+V⊗U0+V⊗V −m(ϕ−1)f0+f1 +m′(ϕ−1)b0+b1 .
Comme U est trouve´ en appliquant le lemme de point ﬁxe 2.1.1, il est la limite de la suite
re´currente construite dans la preuve de ce lemme :
U0 = −mf +m′b, Uk+1 = −MUk⊗Uk + U0,
D’ou` V est la limite de la suite re´currente suivante :
V 0 = −m(ϕ−1)f0+f1 +m′(ϕ−1)b0+b1 , V k+1 = −MU0⊗V k+V k⊗U0+V k⊗V k + V 0.
Nous allons montrer par re´currence que pour tout k, V k ∈ X˙α−2 avec une borne uniforme en k
sur la norme dans cet espace. Ceci permet, par passage a` la limite, d’en de´duire que V ∈ X˙α−2.
On sait de´ja`, par les preuves d’existence et d’unicite´ de U et U0, que V
k ∈ X˙1 pour tout k,
et comme la suite (Uk) est majore´e par O(ε) dans cet espace, on sait que pour tout k
‖V k‖X˙1  C ′ε.
Or, comme par hypothe`se (ϕ−1)f0+f1 ∈ X˙α, d’apre`s le lemme 4.5.5, on sait que m(ϕ−1)f0+f1 ∈
X˙α−2 avec ‖m(ϕ−1)f0+f1‖X˙α−2  C(‖f0‖L∞(S2+) + ‖f1‖Xα). Par ailleurs, comme (ϕ − 1)b0 +
b1 ∈ Y˙α−2, on sait d’apre`s le lemme 4.5.7 que m′(ϕ−1)b0+b1 ∈ X˙α−2 avec ‖m′(ϕ−1)b0+b1‖X˙α−2 
C(‖b0‖L∞(S1) + ‖b1‖Xα−2). On a donc l’estimation
‖V 0‖X˙α−2  C ′′ε,
ce qui ache`ve l’initialisation. Supposons que
‖V k‖X˙α−2  2C ′′ε
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et montrons que cela reste vrai pour k + 1. En appliquant le lemme 4.5.6 on a
‖V k+1‖X˙α−2  C(2‖U0‖X˙1‖V k‖X˙α−2 + ‖V k‖X˙1‖V k‖X˙α−2) + ‖V 0‖X˙α−2
 C3ε‖V k‖X˙α−2 + C ′′ε
 2C ′′C3ε2 + C ′′ε
 2C ′′ε
pourvu que ε  1
2C3
. Ceci conclut la preuve du the´ore`me.
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Chapitre 5
Solutions homoge`nes en dimension 2
Sommaire
5.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 71
5.2 Simpliﬁcation de l’e´quation . . . . . . . . . . . . . . . . . . . . . . . 73
5.3 Re´solution de l’e´quation line´aire . . . . . . . . . . . . . . . . . . . . 75
5.4 Re´solution de l’e´quation comple`te . . . . . . . . . . . . . . . . . . . 78
5.5 Solutions homoge`nes “pertinentes” . . . . . . . . . . . . . . . . . . . 81
5.1 Introduction
On va e´tudier maintenant le cas de la dimension 2. Comme on l’a vu auparavant, une partie
du proble`me consiste a` trouver des solutions particulie`res qui soient de bonnes candidates pour
de´crire le comportement asymptotique des solutions (comme les solutions de Landau dans le cas
de la dimension 3). Plusieurs types de solutions particulie`res ont de´ja` e´te´ e´tudie´s. Notamment
dans [23] (voir aussi [50]), Hamel trouve toutes les solutions homoge`nes de degre´ -1 lorsque le
terme de force est nul. Il prouve que ce sont soit les solutions triviales U(x) = μ1
x⊥
|x|2 +μ2
x
|x|2 avec
μ1, μ2 constantes, soit une famille discre`te de solutions qu’il explicite avec la formule suivante
en coordonne´es polaires :
U(r, θ) =
fk(θ − θ0)
r
er
ou` θ de´signe l’argument, r la distance a` l’origine, er = (cos θ, sin θ) et er = (− sin θ, cos θ). Ici,
θ0 est un nombre arbitraire et fk s’exprime a` partir des fonctions elliptiques classique et a une
pe´riode de 2π/k.
Dans [20], Guillod et Wittwer ont trouve´ des solutions invariantes par changement d’e´chelle
a` une rotation pre`s, c’est-a`-dire que pour tout λ > 0,
λU(λx) = R−1λ U(Rλx).
ou` Rλ est une rotation dont l’angle de´pend de λ. Ils prouvent que ces solutions forment une
famille a` deux parame`tres continus et un parame`tre discret, qui sont une ge´ne´ralisation des
solutions de Sˇvera´k.
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Dans ce chapitre, nous allons ge´ne´raliser le travail de Hamel et Sˇvera´k (la recherche de
solutions homoge`nes de degre´ -1) en introduisant un terme de force non ne´cessairement nul. On
conside`re donc les e´quations de Navier-Stokes suivantes dans l’espace R2\{0}
−ΔU + (U · ∇)U +∇p = F, divU = 0 dans R2\0,
λU(λx) = U(x) ∀λ > 0, x ∈ R2\{0} (5.1.1)
ou` on recherche U homoge`ne de degre´−1, p homoge`ne de degre´−2 et ou` on suppose F homoge`ne
de degre´ −3. On suppose e´galement que ces fonctions sont suﬃsamment re´gulie`res (U de classe
C2, p de classe C1 et f de classe C0). Ces solutions sont les analogues bidimensionnelles des
solutions trouve´es dans la section 3.4. Nous montrerons ici que dans le cas ou` la composante
orthoradiale de U est non nulle (ce qui dans le cas de la force nulle e´tudie´ par Hamel et Sˇvera´k
donne les solutions triviales), on a l’existence et l’unicite´ d’une solution homoge`ne qui de´pend
de deux parame`tres.
Il n’est pas diﬃcile de voir qu’une condition ne´cessaire pour que le proble`me (5.1.1) admette
une solution est que ∫
S1
F · x⊥ = 0 (5.1.2)
(cf. les calculs de la section suivante). Nous ferons cette hypothe`se dans la suite. De plus, cette
condition nous assure l’existence d’une primitive pe´riodique de la restriction de curlF a` S1 vue
comme une fonction pe´riodique de pe´riode 2π (cf. relation (5.2.4)). On de´signe par F l’unique
primitive pe´riodique de moyenne nulle de curlF
∣∣
S1
.
Nous allons de´montrer le re´sultat suivant :
The´ore`me 5.1.1. On se donne
– α ∈ R\{0} ;
– γ ∈ R ;
– F ∈ C0(R2\{0},R2) continue et homoge`ne de degre´ −3 telle que la condition (5.1.2) soit
satisfaite.
Supposons de plus la condition de petitesse suivante :
‖F‖L∞(T) +
∣∣∣∣γ + 12π
∫
S1
F · x
∣∣∣∣  ε(α) =
{
4 tanh2
(
π|α|
2
√
16−α2
)
si 0 < |α| < 4
4 si |α|  4
(5.1.3)
ou` F est l’unique primitive pe´riodique de moyenne nulle de curlF
∣∣
S1
.
Alors il existe exactement un champ de vecteurs U = Uα,γ ∈ C2(R2\{0},R2) de´pendant de
α, γ et F , homoge`ne de degre´ −1, solution de (5.1.1) ve´riﬁant
1
2π
∫
S1
U · x⊥ = α,
∫
S1
U · x(U · x+ 4) = −
∫
S1
F · x− 2πγ, ‖U · x‖L∞(S1) 
√
ε(α).
(5.1.4)
Remarque 5.1.2. Les deux premie`res e´galite´s de la relation (5.1.4) impliquent, a` F ﬁxe´, l’injec-
tivite´ de l’application (α, γ) → Uα,γ. A` F donne´, on a donc toute une famille de solutions Uα,γ
de (5.1.1) a` deux parame`tres. Il n’est pas diﬃcile de voir que, quitte a` renforcer un petit peu
les conditions de petitesse, toutes les solutions de (5.1.1) de composante orthoradiale non nulle
et de composante radiale petite par rapport a` la composante orthoradiale sont force´ment de la
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forme Uα,γ trouve´e dans le the´ore`me 5.1.1. Plus pre´cise´ment, si l’on suppose que U est solution
de (5.1.1) et que
1
2π
∫
S1
U · x⊥ = α = 0, ‖F‖L∞(T)  ε(α)/2, et ‖U · x‖L∞(S1)  ε′ = ε(α)
4 +
√
16 + 2ε(α)
alors U est de la forme U = Uα,γ pour un certain γ. En eﬀet, il suﬃt de poser
γ = − 1
2π
∫
S1
(
F · x+ U · x(U · x+ 4)).
Alors ∣∣∣∣γ + 12π
∫
S1
F · x
∣∣∣∣ = 12π ∣∣∣
∫
S1
U · x(U · x+ 4)
∣∣∣  ε′(ε′ + 4) = ε(α)
2
.
Les conditions (5.1.3) et (5.1.4) sont ve´riﬁe´es et le the´ore`me 5.1.1 s’applique : on a U = Uα,γ.
Remarque 5.1.3. Nous verrons a` la ﬁn de la preuve du the´ore`me que, pour avoir la norme L∞ de
F petite, il suﬃt que la norme L∞ de F sur le cercle unite´ soit petite. La condition de petitesse
du the´ore`me est donc implique´e par une condition de petitesse sur γ et F (avec une constante
de petitesse qui de´pend de α). Il n’y a pas de condition de taille sur la constante α. Enﬁn,
la condition de petitesse sur F est e´quivalente a` une condition de petitesse sur l’amplitude de
curlF
∣∣
S1
, mais F peut ne´anmoins eˆtre grande.
Remarque 5.1.4. Un re´sultat similaire au the´ore`me 5.1.1 ne saurait eˆtre vrai si α = 0. En eﬀet,
si α = 0 et F = 0, Hamel [23] a trouve´ toutes les solutions homoge`nes et celles-ci forment une
famille discre`te.
Dans la section 5.2 nous re´duirons l’e´quation dans le plan a` une e´quation sur le cercle.
Dans la section 5.3 nous re´soudrons la partie line´aire de l’e´quation. Dans la section 5.4 nous
ache`verons la re´solution de l’e´quation ge´ne´rale par un argument de point ﬁxe. Nous terminons ce
chapitre par une dernie`re section ou` on cherche les solutions homoge`nes qui sont de divergence
nulle jusqu’en 0.
5.2 Simpliﬁcation de l’e´quation
Pour e´crire un syste`me d’e´quations sur S1 e´quivalent a` (5.1.1), nous utilisons les coordonne´es
polaires (r, θ) telles que (x, y) = (r cos θ, r sin θ). On notera notamment
er = (cos θ, sin θ) et eθ = (− sin θ, cos θ).
On posera alors
U(r, θ) =
u(θ)
r
er +
v(θ)
r
eθ, p(r, θ) =
q(θ)
r2
et F (r, θ) =
f(θ)
r3
er +
g(θ)
r3
eθ.
On rappelle maintenant les formules en coordonne´es polaires pour les principaux ope´rateurs
diﬀe´rentiels : l’ope´rateur nabla s’e´crit maintenant ∇ = er∂r + eθ ∂θr , et si a : (r, θ) → a(r, θ), A :
(r, θ) → Ar(r, θ)er +Aθ(r, θ)eθ, est une fonction a` valeurs scalaires, respectivement vectorielles,
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alors on a
∇a(r, θ) = ∂raer + ∂θa
r
eθ
Δa(r, θ) =
1
r
∂r(r∂ra) +
1
r2
∂2θa
divA(r, θ) =
1
r
∂r(rAr) +
1
r
∂θAθ
curlA(r, θ) =
1
r
∂r(rAθ)− 1
r
∂θAr
ΔA(r, θ) =
(
ΔAr − Ar
r2
− 2
r2
∂θAθ
)
er +
(
ΔAθ − Aθ
r2
+
2
r2
∂θAr
)
eθ.
Les e´quations (5.1.1) s’e´crivent alors de la fac¸on suivante :
−1
r
∂r
(
r∂r
(u
r
))
− 1
r2
∂2θ
(u
r
)
+
u
r3
+
2
r2
∂θ
(v
r
)
− u
2
r3
+
u′v
r3
− v
2
r3
+ ∂r
( q
r2
)
=
f
r3
−1
r
∂r
(
r∂r
(v
r
))
− 1
r2
∂2θ
(v
r
)
+
v
r3
− 2
r2
∂θ
(u
r
)
+
v′v
r3
+
1
r
∂θ
( q
r2
)
=
g
r3
1
r
∂r
(
r
(u
r
))
+
1
r
∂θ
(v
r
)
= 0
et ce pour tous θ ∈ T = [0, 2π] et r > 0. Apre`s simpliﬁcations, on en de´duit le syste`me suivant :
−u′′ + 2v′ − u2 + u′v − v2 − 2q = f
−v′′ − 2u′ + v′v + q′ = g
v′ = 0.
D’ou`, en utilisant la troisie`me e´quation, on obtient
−u′′ − u2 + vu′ − v2 − 2q = f
−2u′ + q′ = g
v′ = 0.
On en de´duit imme´diatement que l’on doit avoir
∫
T
g = 0 ce qui e´quivaut a` (5.1.2). Si l’on
conside`re h la primitive de g ve´riﬁant elle-meˆme
∫
T
h = 0, on aura
−u′′ + α′u′ − 4u− u2 = f + 2h+ γ′ (5.2.1)
q = 2u+ h+ β′
v = α′ (5.2.2)
ou` (α′, β′, γ′) ∈ R3 sont des constantes lie´es par la relation γ′ = α′2 + 2β′. Supposons que pour
un couple (α′, γ′) on trouve une unique solution uα′,γ′ de la premie`re e´quation. Avec la valeur
de β′ = (γ′ − α′2)/2 de´coulant des 2 premiers parame`tres, on trouve la pression q graˆce a` la
deuxie`me e´quation qui ne joue aucun autre roˆle. Puis on constate que les deux e´galite´s de la
relation (5.1.4) impliquent α′ = α et γ′ = γ. Et re´ciproquement, toute solution de (5.2.1) et
(5.2.2) ve´riﬁe les deux e´galite´s de la relation (5.1.4) avec α′ = α et γ′ = γ. En eﬀet,
1
2π
∫
S1
U · x⊥ = α
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revient a` dire que
1
2π
∫
T
v = α
d’ou` α = α′ puisque v = α′. Puis, en inte´grant l’e´quation (5.2.1) on obtient
−
∫ 2π
0
(4u+ u2) =
∫ 2π
0
f + 2πγ′
ce qui, en comparant avec (5.1.4), entraˆıne γ = γ′.
Tout le proble`me consiste maintenant a` re´soudre sur le tore T l’e´quation (5.2.1) avec α′ = α
et γ′ = γ :
−u′′ + αu′ − 4u− u2 = f + 2h+ γ. (5.2.3)
Par ailleurs, on remarque que
curlF (r, θ) = −2g(θ) + f
′(θ)
r4
(5.2.4)
donc −f−2h est une primitive de la restriction de curlF au cercle unite´, de moyenne − 1
2π
∫
T
f .
La primitive F de la restriction de curlF au cercle unite´ qui est de moyenne nulle est donne´e
par
F = −f − 2h+ 1
2π
∫
T
f.
On pose alors f˜ = f + 2h+ γ de sorte que f˜ = −F + γ + 1
2π
∫
T
f . C’est sur cette fonction que
l’on devra imposer une condition de petitesse pour appliquer le lemme 2.1.1, et c’est donc de
la` que vient l’hypothe`se de petitesse dans l’e´nonce´ du the´ore`me 5.1.1.
5.3 Re´solution de l’e´quation line´aire
On va chercher a` pre´sent a` de´terminer, pour z ∈ C0(T) et α = 0, toutes les solutions
pe´riodiques de l’e´quation
−u′′ + αu′ − 4u = z. (5.3.1)
Montrons d’abord qu’il y a au plus une solution pe´riodique. S’il y avait deux solutions pe´riodiques
a` l’e´quation (5.3.1), alors leur diﬀe´rence serait une solution pe´riodique de l’e´quation homoge`ne
(le cas z = 0). Nous montrons que toutes les solutions homoge`nes et pe´riodiques de (5.3.1) sont
nulles.
Supposons d’abord que α = ±4. Les solutions de l’e´quation homoge`ne sont de la forme
Aeζ+θ + Beζ−θ avec ζ± = α2 ±
√(
α
2
)2 − 4 les racines du polynoˆme caracte´ristique. On aurait
alors pour tout θ,
Aeζ+(θ+2π) +Beζ−(θ+2π) = Aeζ+θ +Beζ−θ
ce qui implique
Aeζ+θ(e2πζ+ − 1) = Beζ−θ(1− e2πζ−).
Si e2πζ+ = 1 ou e2πζ− = 1 alors on de´duit que ζ± = ik avec k ∈ Z, ce qui n’est possible que si
α = 0, cas que nous avons exclu de notre the´ore`me. On trouve donc que
Ae2θ
√
(α2 )
2−4 = B
1− e2πζ−
e2πζ+ − 1 .
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On observe que le membre de droite ne de´pendant pas de θ, le membre de gauche doit donc
eˆtre constant, ce qui n’est ve´riﬁe´ que si A = B = 0 ou
√(
α
2
)2 − 4 = 0 et donc α = ±4, ce que
nous avons exclu temporairement.
Dans le cas α = ±4, les solutions sont de la forme (Aθ + B)e±2θ, la pe´riodicite´ e´quivaut
donc a` : pour tout θ ∈ T,
(A(θ + 2π) + B)e±2(θ+2π) = (Aθ +B)e±2θ
donc
Aθ(e±4π − 1) = B(1− e±4π)− 2πAe±4π.
Le membre de gauche ne doit plus de´pendre de θ, ce qui implique ne´cessairement que A = 0,
et l’e´galite´ B = 0 s’en de´duit imme´diatement.
Nous avons donc montre´ que dans le cas α = 0, il y a au plus une solution pe´riodique a`
l’e´quation. Nous allons maintenant en de´terminer une en utilisant la me´thode de la variation
de la constante.
Les racines du polynoˆme caracte´ristiques e´tant ζ± = α2±
√(
α
2
)2 − 4, on obtient pour α = ±4
des solutions de la forme
u(θ) = A(θ)eζ+θ +B(θ)eζ−θ
ou` A et B sont solutions du syste`me :
A′eζ+θ +B′eζ−θ = 0
ζ+A
′eζ+θ + ζ−B′eζ−θ = −z.
D’ou` on obtient, si α = ±4,
A′(θ) =
1
ζ− − ζ+ ze
−ζ+θ
B′(θ) =
1
ζ+ − ζ− ze
−ζ−θ.
En inte´grant de θ0 a` θ (avec θ0 a` de´terminer ulte´rieurement), on trouve la solution parti-
culie`re suivante :
u(θ) =
1
ζ− − ζ+
∫ θ
θ0
z(τ)[eζ+(θ−τ) − eζ−(θ−τ)] dτ.
Pour le cas α = ±4, on obtient une racine double ζ = α/2, et des solutions de la forme
u(θ) = A(θ)θeζθ +B(θ)eζθ
avec
A′θeζθ +B′eζθ = 0
A′(eζθ + ζθeζθ) + ζB′eζθ = −z.
D’ou`
A′(θ) = −z(θ)e−ζθ
B′(θ) = θz(θ)e−ζθ.
76
On cherchera alors la solution pe´riodique sous la forme
u(θ) =
∫ θ
θ0
(τ − θ)z(τ)eζ(θ−τ) dτ.
Il faut a` pre´sent trouver θ0 pour que la solution u obtenue ci-dessus soit 2π-pe´riodique. Or, il
se trouve que si θ0 = ±∞, on a bien la pe´riodicite´ au moins formellement. En eﬀet, si θ0 = −∞
par exemple, on a formellement (plus pre´cise´ment a` condition que l’inte´grale converge) :
u(θ + 2π) =
1
ζ− − ζ+
∫ θ+2π
−∞
z(τ)[eζ+(θ+2π−τ) − eζ−(θ+2π−τ)] dτ
=
1
ζ− − ζ+
∫ θ
−∞
z(s− 2π)[eζ+(θ−s) − eζ−(θ−s)] ds
= u(θ)
en utilisant la pe´riodicite´ de z. Et on obtient la meˆme chose si θ0 = +∞. Pour savoir s’il faut
choisir θ0 = +∞ ou θ0 = −∞, il faut s’inte´resser a` la partie re´elle de ζ+ et ζ− aﬁn de savoir
quelle inte´grale va converger. On a plusieurs cas :
Si α ∈ (−4, 4), alors on a
√(
α
2
)2 − 4 ∈ iR, d’ou` Re(ζ±) = α/2 d’ou`, si α ∈ (0, 4) on prendra
θ0 = +∞ et si α ∈ (−4, 0) on prendra θ0 = −∞.
Si |α|  4, alors ζ± ∈ R. Mais dans ce cas, on remarque que 0 
√(
α
2
)2 − 4 < |α|
2
, donc ζ±
est du signe de α. D’ou`, si α  4, on prendra θ0 = +∞ et si α  −4 on prendra θ0 = −∞.
On peut donc e´crire, pour α /∈ {−4, 0, 4},
u(θ) =
1
ζ− − ζ+
∫ θ
sgn(α)∞
z(τ)[eζ+(θ−τ) − eζ−(θ−τ)] dτ (5.3.2)
et, dans le cas ou` α = ±4,
u(θ) =
∫ θ
±∞
(τ − θ)z(τ)eα2 (θ−τ) dτ. (5.3.3)
Par ailleurs, on remarque que cette formule est la limite de la pre´ce´dente quand α → ±4,
on n’e´crira donc dans la suite que la premie`re et la seconde ve´riﬁera les meˆmes proprie´te´s
automatiquement.
Pour conclure sur l’e´quation line´aire, on doit de´terminer la re´gularite´ de u. En eﬀet, si on
regarde les formules (5.3.2) et (5.3.3), on peut voir que si z est continue, alors u est de classe
C2. Par exemple, pour la premie`re formule on a
u(θ) =
1
ζ− − ζ+
[
eζ+θ
∫ θ
sgn(α)∞
e−ζ+τz(τ) dτ − eζ−θ
∫ θ
sgn(α)∞
e−ζ−τz(τ) dτ
]
ou` il est clair que u est de classe C1 comme somme et produits de fonctions de classe C1 et de
primitives de fonctions continues. Enﬁn, en utilisant l’e´quation on trouve que u′′ = αu′−4u−z
est continue, donc u est de classe C2.
On a montre´ le re´sultat suivant :
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Proposition 5.3.1. Soient α = 0 et z ∈ C0(T). Alors l’e´quation (5.3.1) admet une unique
solution u ∈ C2(T) donne´e par la formule :
u(θ) =
1√
α2 − 16
∫ θ
sgn(α)∞
[
e(θ−τ)
(
α
2
−
√
(α2 )
2−4
)
− e(θ−τ)
(
α
2
+
√
(α2 )
2−4
)]
z(τ) dτ si α /∈ {−4, 0, 4}
u(θ) =
∫ θ
sgn(α)∞
(τ − θ)eα2 (θ−τ)z(τ) dτ si α = ±4.
Remarque 5.3.2. Dans le cas α = 0, les solutions de l’e´quation homoge`ne sont les fonctions de
la forme u(θ) = A cos(2θ) + B sin(2θ), elles sont donc toutes pe´riodiques. On de´duit que soit
toutes les solutions de l’e´quation non homoge`ne sont pe´riodiques, soit aucune ne l’est. Il n’est
pas diﬃcile de voir que la condition ne´cessaire et suﬃsante sur z pour que l’e´quation admette
des solutions pe´riodiques est la suivante :∫
T
z(θ) cos(2θ)dθ =
∫
T
z(θ) sin(2θ)dθ = 0.
Ce cas est donc totalement diﬀe´rent, a` la fois du point de vue de l’existence et de l’unicite´,
du cas α = 0 et nous ne le traiterons pas ici. On peut se douter que les re´sultats seraient tre`s
diﬀe´rents, car on voit que dans le cas des solutions de Hamel [23]) qui correspond au cas f = 0,
on obtient dans le cas α = 0 une famille de solutions a` un parame`tre discret.
5.4 Re´solution de l’e´quation comple`te
En se rappelant que nous avons pose´ f˜ = f + 2h + γ, l’e´quation (5.2.3) que nous devons
re´soudre s’e´crit sous la forme suivante :
−u′′ − αu′ − 4u = f˜ + u2.
On supposera dans ce qui suit que α < 0 pour plus de simplicite´ (il suﬃt de changer les
signes pour avoir le cas α > 0). En appliquant la proposition 5.3.1 et en supposant u et f˜
continues, l’e´quation ci-dessus est e´quivalente a`
u =
1√
α2 − 16
∫ θ
−∞
(f˜ + u2)(τ)
[
e
(
α
2
−
√
(α2 )
2−4
)
(θ−τ) − e
(
α
2
+
√
(α2 )
2−4
)
(θ−τ)
]
dτ
= g˜ +B(u, u)
(5.4.1)
avec
g˜ =
1√
α2 − 16
∫ θ
−∞
f˜(τ)
[
e
(
α
2
−
√
(α2 )
2−4
)
(θ−τ) − e
(
α
2
+
√
(α2 )
2−4
)
(θ−τ)
]
dτ
B(u, v)(θ) =
1√
α2 − 16
∫ θ
−∞
u(τ)v(τ)
[
e
(
α
2
−
√
(α2 )
2−4
)
(θ−τ) − e
(
α
2
+
√
(α2 )
2−4
)
(θ−τ)
]
dτ.
On a ici un proble`me de point ﬁxe, et on va essayer d’appliquer le lemme 2.1.1 dans l’es-
pace C0(T). Pour ce faire, il faut montrer que l’application biline´aire B de´ﬁnie par la formule
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pre´ce´dente est continue sur C0(T) × C0(T) et que le terme g˜ est suﬃsamment petit avec les
hypothe`ses du the´ore`me 5.1.1. On munira ici l’espace C0(T) de la norme inﬁnie.
On commence par faire le changement de variables τ = θ + s pour re´e´crire B(u, v) sous la
forme suivante :
B(u, v)(θ) =
1√
α2 − 16
∫ 0
−∞
u(θ + s)v(θ + s)
[
e
−s
(
α
2
−
√
(α2 )
2−4
)
− e−s
(
α
2
+
√
(α2 )
2−4
)]
ds
D’ou`
‖B(u, v)‖L∞(T)  ‖u‖L∞(T)‖v‖L∞(T) 1|√α2 − 16|
∫ 0
−∞
e
|α|
2
τ
∣∣∣∣eτ√(α2 )2−4 − e−τ√(α2 )2−4∣∣∣∣ dτ
≡ I(α)‖u‖L∞(T)‖v‖L∞(T).
On peut alors calculer l’inte´grale I(α) aﬁn d’avoir une borne pre´cise sur la norme de B. Pour
cela, on va distinguer les diﬀe´rents cas.
Si α ∈ (−4, 0), alors on pose δ =
√
4− (α
2
)2
et on a
I(α) =
1
2δ
∫ 0
−∞
e
|α|
2
τ |2i sin(δτ)| dτ
=
1
δ
∞∑
k=0
∫ −kπ/δ
−(k+1)π/δ
e
|α|
2
τ | sin(δτ)| dτ
=
1
δ
∞∑
k=0
(
−
∫ −2kπ/δ
−(2k+1)π/δ
e
|α|
2
τ sin(δτ) dτ +
∫ −(2k+1)π/δ
−(2k+2)π/δ
e
|α|
2
τ sin(δτ) dτ
)
=
1
δ
∞∑
k=0
(
−
∫ −2kπ/δ
−(2k+1)π/δ
e
|α|
2
τ sin(δτ) dτ − e−|α|π2δ
∫ −2kπ/δ
−(2k+1)π/δ
e
|α|
2
τ sin(δτ) dτ
)
=
−(1 + e−|α|π2δ )
2iδ
∞∑
k=0
∫ −2kπ/δ
−(2k+1)π/δ
(
e(
|α|
2
+iδ)τ − e( |α|2 −iδ)τ
)
dτ
=
−(1 + e−|α|π2δ )
2iδ
∞∑
k=0
[
e(
|α|
2
+iδ)τ
|α|
2
+ iδ
− e
( |α|2 −iδ)τ
|α|
2
− iδ
]−2kπ/δ
−(2k+1)π/δ
=
−(1 + e−|α|π2δ )
2iδ
∞∑
k=0
[
e
−kπ|α|
δ
|α|
2
+ iδ
− e
−kπ|α|
δ
|α|
2
− iδ +
e
−(2k+1)π|α|
2δ
|α|
2
+ iδ
− e
−(2k+1)π|α|
2δ
|α|
2
− iδ
]
=
−(1 + e−|α|π2δ )
2iδ
∞∑
k=0
e
−kπ|α|
δ (1 + e
−|α|π
2δ )
−2iδ(
α
2
)2
+ δ2
=
(1 + e
−|α|π
2δ )2
4
1
1− e−|α|πδ
=
1 + e
−|α|π
2δ
4(1− e−|α|π2δ )
=
1
4 tanh
(
|α|π
4δ
) .
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Pour α < −4, on pose δ =
√(
α
2
)2 − 4 et on obtient
I(α) =
−1
2δ
∫ 0
−∞
(
e(
|α|
2
+δ)τ − e( |α|2 −δ)τ
)
dτ
=
−1
2δ
[e( |α|2 +δ)τ
|α|
2
+ δ
− e
( |α|2 −δ)τ
|α|
2
− δ
]0
−∞
=
−1
2δ
−2δ(
|α|
2
)2
− δ2
=
1
4
.
Pour α = ±4, comme l’inte´grale est la limite quand δ → 0 des expressions pre´ce´dentes, on
obtient I(α) = 1
4
.
Ceci ache`ve la preuve de la continuite´ de B.
On peut majorer ‖g˜‖L∞(T) de la meˆme fac¸on que ‖B(u, v)‖L∞(T) :
‖g˜‖L∞(T)  I(α)‖f˜‖L∞(T).
Enﬁn
‖f˜‖L∞(T) =
∥∥∥∥−F + γ + 12π
∫
T
f
∥∥∥∥
L∞(T)
 ‖F‖L∞(T) +
∣∣∣∣γ + 12π
∫
T
f
∣∣∣∣ .
On peut alors appliquer le lemme 2.1.1 avec η = I(α). On obtient que si ‖g˜‖L∞(T)  14I(α) ,
alors il existe une unique solution u ∈ C0(T) de l’e´quation (5.4.1) dans la boule de centre 0 et
de rayon 1
2I(α)
=
√
ε(α). On a de plus l’ine´galite´ ‖u‖L∞(T)  2‖g˜‖L∞(T). Pour avoir ‖g˜‖L∞(T) 
1
4I(α)
, il suﬃt que ‖f˜‖L∞(T)  14I2(α) = ε(α). En particulier si ‖F‖L∞(T) +
∣∣γ + 1
2π
∫
T
f
∣∣  ε(α),
on obtient le re´sultat voulu. L’hypothe`se ‖F‖L∞(T)+
∣∣γ + 1
2π
∫
T
f
∣∣  ε(α) pourrait sembler plus
forte que ce qui est ne´cessaire puisque seul f˜ doit eˆtre majore´ par ε(α). En fait ce n’est pas le
cas puisque si f˜ est petit, sa moyenne l’est e´galement donc γ+ 1
2π
∫
T
f doit eˆtre petit aussi. On
remarque enﬁn que, comme u et donc u2 et f˜ sont continues, la proposition 5.3.1 implique que
u est de classe C2. Ceci conclut la preuve du the´ore`me 5.1.1.
Nous concluons ce chapitre par une justiﬁcation de la remarque 5.1.3. Si la norme inﬁnie de
F sur le cercle unite´ est suﬃsamment petite, la norme de F sera e´galement petite car
‖F‖L∞(T) =
∥∥∥∥f − 12π
∫
T
f + 2h
∥∥∥∥
L∞(T)
 2‖f‖L∞(T) + 2‖h‖L∞(T).
Or, comme h est la primitive de moyenne nulle de g nous avons
h(θ) =
∫ θ
0
g(τ) dτ − 1
2π
∫ 2π
0
(∫ τ
0
g(s) ds
)
dτ
=
∫ θ
0
g(τ) dτ − 1
2π
∫ 2π
0
g(s)
(∫ 2π
s
dτ
)
ds
=
∫ θ
0
g(τ) dτ +
∫ 2π
0
( s
2π
− 1
)
g(s) ds
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donc
|h(θ)|  3π‖g‖L∞(T) ∀θ ∈ T.
D’ou`
‖F‖L∞(T)  (6π + 2)‖F‖L∞(S1).
5.5 Solutions homoge`nes “pertinentes”
Une des motivations de la recherche de solutions homoge`nes est l’espoir que ces solutions
puissent caracte´riser le comportement asymptotique a` l’inﬁni de solutions non homoge`nes,
comme on l’a fait dans le cas de l’espace entier et du demi-espace. Or, pour que le champ
de vecteur homoge`ne U soit le terme dominant a` l’inﬁni d’un champ de vecteurs re´gulier de
divergence nulle il faut que sa composante radiale soit de moyenne nulle sur S1. En eﬀet, soit
V un champ de vecteurs re´gulier de divergence nulle tel que
V (x) = U(x) + o(1/|x|) (5.5.1)
quand |x| → ∞. En inte´grant la relation div V = 0 sur le disque D(0, R) on trouve∫
|x|=R
x
R
· V (x) dσ(x) = 0.
Or la relation (5.5.1) implique
0 =
∫
|x|=R
x
R
· V (x) dσ(x) =
∫
|x|=R
x
R
· U(x) dσ(x) + o(1) (5.5.2)
quand R → ∞. Or on voit tout de suite que∫
|x|=R
x
R
· U(x) dσ(x) =
∫ 2π
0
u(θ)dθ.
Cette quantite´ ne de´pend pas de R et doit donc s’annuler si on veut que la relation (5.5.2) soit
ve´riﬁe´e.
Remarquons aussi que
∫ 2π
0
u = 0 si et seulement si la relation divU = 0 a lieu jusqu’en 0
(cf. [50]).
Il serait donc pertinent de rechercher les solutions de (5.1.1) dont la composante radiale est
de moyenne nulle sur S1. Nous appelons ces solutions des solutions homoge`nes “pertinentes”.
Revenons a` l’e´quation a` re´soudre donne´e dans la relation (5.2.3) et inte´grons la de 0 a` 2π. En
se rappelant que la fonction h est de moyenne nulle, on trouve
−4
∫ 2π
0
u−
∫ 2π
0
u2 =
∫ 2π
0
f + 2πγ.
Si on suppose u de moyenne nulle, ceci permet de de´terminer la constante γ
γ = − 1
2π
∫ 2π
0
(u2 + f).
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En inse´rant cette valeur de γ dans (5.2.3), on trouve l’e´quation suivante pour u :
−u′′ + αu′ − 4u− u2 + 1
2π
∫ 2π
0
u2 = f − 1
2π
∫ 2π
0
f + 2h = −F . (5.5.3)
Re´ciproquement, en inte´grant cette e´quation on trouve que toute solution doit eˆtre de moyenne
nulle. Re´soudre l’e´quation (5.2.3) dans la classe des fonctions de moyenne nulle e´quivaut donc
a` re´soudre l’e´quation (5.5.3).
L’argument de point ﬁxe qu’on a applique´ sur l’e´quation (5.1.1) peut aussi eˆtre applique´
sur l’e´quation (5.5.3). Soit T l’ope´rateur solution de (5.3.1), T (z) = u. L’e´quation (5.5.3) peut
s’e´crire sous la forme e´quivalente
u = g1 +B1(u, u)
ou`
g1 = −T (F )
et
B1(u, v) = T
(
uv − 1
2π
∫ 2π
0
uv
)
.
La formule pour l’ope´rateur T est donne´e dans la proposition 5.3.1 et nous avons montre´
dans la section 5.4 que l’ope´rateur T est borne´ de C0(T) dans C0(T) avec une norme majore´e
par I(α). Donc on peut estimer
‖g1‖L∞(T)  I(α)‖F‖L∞(T)
et
‖B1(u, v)‖L∞(T)  I(α)
∥∥uv − 1
2π
∫ 2π
0
uv
∥∥
L∞(T) 2I(α)‖u‖L∞(T)‖v‖L∞(T).
On peut donc appliquer a` nouveau le lemme de point ﬁxe 2.1.1 avec η = 2I(α). Si ‖g1‖L∞(T) 
1
4η
= 1
8I(α)
on a l’existence et l’unicite´ d’une solution u de (5.5.3) de norme uniforme majore´e
par 1
2η
= 1
4I(α)
. En se rappelant la formule de I(α) trouve´e dans la section pre´ce´dente, nous
obtenons le re´sultat suivant sur l’existence de solutions homoge`nes “pertinentes” :
The´ore`me 5.5.1. On se donne
– α ∈ R\{0} ;
– F ∈ C0(R2\{0},R2) continue et homoge`ne de degre´ −3 telle que la condition (5.1.2) soit
satisfaite.
Supposons de plus la condition de petitesse suivante :
‖F‖L∞(T)  ε1(α) =
{
2 tanh2
(
π|α|
2
√
16−α2
)
si 0 < |α| < 4
2 si |α|  4
ou` F est l’unique primitive pe´riodique de moyenne nulle de curlF
∣∣
S1
.
Alors il existe exactement un champ de vecteurs U = Uα ∈ C2(R2\{0},R2) de´pendant de α
et F , homoge`ne de degre´ −1, solution de (5.1.1) ve´riﬁant
1
2π
∫
S1
U · x⊥ = α,
∫
S1
U · x = 0, ‖U · x‖L∞(S1) 
√
ε1(α)
2
.
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Chapitre 6
Solutions syme´triques en dimension 2
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6.1 Introduction
Nous conside´rons ici l’e´quation de Navier-Stokes avec terme de force dans R2 :
−ΔU + (U · ∇)U +∇p = f, divU = 0 dans R2, lim
|x|→∞
U(x) = 0. (6.1.1)
On peut se de´barrasser de la pression en prenant le curl de cette e´quation. Un champ de
vecteurs U tendant vers 0 a` l’inﬁni est uniquement de´termine´ par divU et curlU = −∂2U1 +
∂1U2. En particulier, si divU = 0, curlU = ω et ω de´croˆıt suﬃsamment a` l’inﬁni, alors on
a U = x
⊥
2π|x|2 ∗ ω. Donc, en prenant le curl de la premie`re e´quation dans (6.1.1) on obtient le
syste`me e´quivalent suivant :
−Δω + (U · ∇)ω = curl f dans R2
U(x) =
∫
R2
(x− y)⊥
2π|x− y|2ω(y) dy.
(6.1.2)
La premie`re e´quation est l’e´quation de Navier-Stokes classique sur le tourbillon et la seconde
est la loi de Biot-Savart. De´sormais, nous appellerons solution de l’e´quation de Navier-Stokes
une fonction ω qui ve´riﬁe (6.1.2).
Le but de ce chapitre est de de´terminer le comportement asymptotique des solutions a`
l’inﬁni lorsque f de´croˆıt suﬃsamment et ve´riﬁe certaines conditions de syme´trie.
Ce proble`me a e´te´ e´tudie´ dans de nombreux cas diﬀe´rents. Nous en avons parle´ dans l’in-
troduction. Il n’y a pas lieu de tout rappeler ici. Nous ne mentionnerons que les re´sultats dont
la donne´e a` l’inﬁni est nulle.
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L’ide´e que nous privile´gions pour trouver le comportement asymptotique en dimension 2
est, comme en dimension 3, de proce´der par perturbation autour d’une solution particulie`re
(comme par exemple les solutions homoge`nes obtenues dans le chapitre 5), permettant ainsi
de supprimer les premiers termes du de´veloppement asymptotique de la solution de l’e´quation
line´arise´e. Malheureusement, cette proce´dure ne fonctionne pas en dimension 2 et on n’a que
des re´sultats tre`s partiels dans ce cadre.
Dans l’article [29], Hillairet et Wittwer se placent dans le comple´mentaire d’une boule et
prouvent que, si la donne´e au bord de la boule est proche de la solution triviale U0(x) = μ0
x⊥
|x| ,
alors il existe une unique solution a` l’e´quation de Navier-Stokes dont le comportement a` l’inﬁni
est donne´ par U∞(x) = μx
⊥
|x| avec μ proche de μ0. Cependant, ce re´sultat n’est vrai que pour
de grandes valeurs de μ0. Pour des donne´es et des solutions petites, il n’y a donc encore aucun
re´sultat. Le comportement asymptotique des solutions de (6.1.1) est donc encore ouvert en
dimension 2.
En fait, il n’a pas e´te´ possible pour l’instant de construire des solutions de (6.1.1) en utilisant
un argument de point ﬁxe dans un cadre ge´ne´ral comme cela a pu eˆtre fait en dimension 3. Ce
n’est que sous des hypothe`ses de syme´trie que Yamazaki [54] a prouve´, par un argument de
point ﬁxe, que pour un terme de force f suﬃsamment petit et de´croissant a` l’inﬁni, il existe une
unique solution a` (6.1.1) satisfaisant certaines conditions de syme´trie. Cette solution de´croˆıt
comme 1/|x| pour le champ de vitesse, 1/|x|2 pour le tourbillon.
Notre but dans ce chapitre est de trouver le comportement asymptotique des solutions de
Yamazaki si on suppose que le terme de force de´croˆıt suﬃsamment. On trouve que, si le terme
de force ve´riﬁe les conditions de syme´trie de Yamazaki et de´croˆıt en 1/|x|6, on obtient que ω
de´croˆıt en 1/|x|4 et on a le de´veloppement asymptotique suivant :
ω(x) = m
x1x2(x
2
1 − x22)
|x|8 +O
(
1
|x|5
)
pour une certaine constante m qui est en ge´ne´ral non nulle. De plus, la vitesse admet le com-
portement asymptotique :
U(x) =
m
12|x|8
(
x1(x
4
1 + 3x
4
2 − 8x21x22), x2(3x41 + x42 − 8x21x22)
)
+O
(
1
|x|4
)
.
Les notations, les espaces fonctionnels, les conditions de syme´trie et l’e´nonce´ pre´cis de notre
principal re´sultat seront pre´sente´s dans la section 2. La preuve sera donne´e dans la section 3.
Nous e´tendrons ce re´sultat au cas d’un domaine exte´rieur dans la section 4. Dans la dernie`re
section de ce travail, nous nous inte´ressons aux solutions qui de´croissent comme 1/|x| a` l’inﬁni,
associe´es a` des termes de force qui de´croissent comme 1/|x|3 a` l’inﬁni.
6.2 Notations et re´sultat principal
Introduisons tout d’abord les espaces fonctionnels dont nous avons besoin dans notre the´ore`me.
Nous conside´rons des termes de force avec les meˆmes conditions de syme´trie que dans [54],
et on recherche des solutions avec les syme´tries correspondantes :
ω(−x1, x2) = ω(x2, x1) = −ω(x1, x2) ∀(x1, x2) ∈ R2. (6.2.1)
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On remarque que ces conditions impliquent les proprie´te´s suivantes :
ω(x1,−x2) = −ω(x1, x2)
ω(−x1,−x2) = ω(x1, x2).
Nos espaces fonctionnels sont constitue´s de fonctions borne´es avec une certaine de´croissance a`
l’inﬁni. Dans [54] les auteurs conside`rent des tourbillons ω qui de´croissent en 1/|x|2, mais ici nous
verrons que, si la fonction f de´croˆıt suﬃsamment (par exemple si on conside`re f ∈ C∞c (R2)),
ω de´croˆıt en 1/|x|4. Ce qui nous conduit a` la de´ﬁnition suivante :
De´ﬁnition 6.2.1. Pour α > 0, l’espace Xα est l’ensemble des fonctions ω ∈ L1loc(R2) telles que
les conditions (6.2.1) soient satisfaites et telles que :
‖ω‖Xα = sup
R2
(1 + |x|)α|ω(x)| < ∞.
Nous introduisons maintenant les espace associe´s pour les champs de vecteurs. Si ω appar-
tient a` Xα pour α > 1 alors la loi de Biot-Savart a un sens et on peut de´ﬁnir
U(x) =
∫
R2
(x− y)⊥
2π|x− y|2ω(y) dy. (6.2.2)
On peut en de´duire facilement les proprie´te´s de syme´trie de U :
U(x1,−x2) =
∫
R2
(x2 + y2, x1 − y1)
2π|(x1 − y1,−x2 − y2)|2ω(y) dy
=
∫
R2
(x2 − y2, x1 − y1)
2π|(x1 − y1,−x2 + y2)|2ω(y1,−y2) dy
= −
∫
R2
(−(−x2 + y2), x1 − y1)
2π|x− y|2 ω(y) dy
= (U1(x),−U2(x)).
Donc U1 est paire et U2 est impaire par rapport a` x2. On peut montrer de la meˆme fac¸on que
U1 est impaire et U2 est paire par rapport a` x1, et que U1(x2, x1) = U2(x1, x2). Re´ciproquement,
si U : R2 → R2 ve´riﬁe :
U1(x1,−x2) = U1(x1, x2)
U2(x1,−x2) = −U2(x1, x2)
U1(x2, x1) = U2(x1, x2)
(6.2.3)
alors on en de´duit que ω = curlU ve´riﬁe les conditions (6.2.1). On introduit alors les espaces
fonctionnels pour U :
De´ﬁnition 6.2.2. Soit Yβ l’ensemble des champs de vecteurs U : R
2 → R2 tels que les condi-
tions (6.2.3) soient ve´riﬁe´es et
‖U‖Yβ = sup
R2
(1 + |x|)β|U(x)| < ∞.
Enﬁn, nous allons devoir conside´rer des champs de vecteurs tels que ωU ou f⊥ qui satisfont
des proprie´te´s de syme´trie diﬀe´rentes. Les espaces correspondants sont presque les meˆmes que
les espaces Yβ avec des conditions de syme´trie diﬀe´rentes.
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De´ﬁnition 6.2.3. Soit Zβ l’ensemble des champs de vecteurs V : R
2 → R2 tels que
‖V ‖Zβ = sup
R2
(1 + |x|)β|V (x)| < ∞
et qui ve´riﬁent
V1(x1,−x2) = −V1(x1, x2)
V2(x1,−x2) = V2(x1, x2)
V1(x2, x1) = −V2(x1, x2).
Nous pouvons maintenant e´noncer le principal re´sultat de ce chapitre.
The´ore`me 6.2.4. Il existe ε > 0 et C > 0 tels que, pour tout f ∈ Y6 ve´riﬁant ‖f‖Y6  ε, il
existe un unique ω ∈ X4 solution de (6.1.2) dans la boule B(0, 2ε) de X4. De plus, on a
‖ω‖X4  C‖f‖Y6
et ω a le de´veloppement asymptotique suivant quand |x| → ∞ :
ω(x) = m
x1x2(x
2
1 − x22)
|x|8 +O
(
1
|x|5
)
ou` la constante m est donne´e par :
m =
4
π
∫
R2
(3y21y2 − y32)(U1ω − f2)(y) dy.
Enﬁn, la constante m est ge´ne´ralement non nulle.
6.3 Preuve du re´sultat principal
Nous e´tudions d’abord la loi de Biot-Savart dans les espaces Xα et Yβ.
Lemme 6.3.1. Soit ω ∈ Xα avec 1 < α < 6. Le champ de vitesse associe´ U de´ﬁni par (6.2.2)
appartient a` Yα−1, et on a l’ine´galite´ suivante :
‖U‖Yα−1  C‖ω‖Xα
pour une certaine constante C = C(α).
Preuve. Soit ω ∈ Xα pour 1 < α < 6. Alors on peut e´crire
U(x) =
∫
|y||x|/2
(x− y)⊥
2π|x− y|2ω(y) dy +
∫
|x|/2<|y|<2|x|
(x− y)⊥
2π|x− y|2ω(y) dy +
∫
|y|2|x|
(x− y)⊥
2π|x− y|2ω(y) dy
≡ I1 + I2 + I3.
Nous commenc¸ons par estimer les inte´grales les plus faciles :
|I3|  C‖ω‖Xα
∫
|y|2|x|
1
|x− y||y|α dy
 C‖ω‖Xα
∫
|y|2|x|
1
|y|α+1 dy
 C‖ω‖Xα|x|α−1 .
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ou` on utilise que α > 1 pour de´duire que 1/|y|α+1 est inte´grable a` l’inﬁni.
On conside`re ensuite I2 :
|I2|  C‖ω‖Xα
∫
|x|/2<|y|<2|x|
1
|x− y||y|α dy
 C‖ω‖Xα|x|α
∫
|x|/2<|y|<2|x|
1
|x− y| dy
 C‖ω‖Xα|x|α
∫
|z|3|x|
1
|z| dz
 C‖ω‖Xα|x|α−1 .
Il reste a` traiter l’inte´grale I1. Pour cela, on utilise les proprie´te´s de syme´trie de ω. Observons
d’abord que
|I1|  C‖ω‖Xα
∫
|y||x|/2
1
|x− y||y|α dy 
C‖ω‖Xα
|x|
∫
|y||x|/2
1
|y|α dy.
Donc, si α < 2, on a :
|I1|  C‖ω‖Xα|x|α−1 .
Si 2  α < 3, on utilise le fait que les syme´tries de ω impliquent que
∫
B
ω(y) dy = 0 ou` B est
une boule quelconque centre´e en 0 dans R2. On a alors
I1 =
∫
|y||x|/2
(
(x− y)⊥
2π|x− y|2 −
x⊥
2π|x|2
)
ω(y) dy
=
∫
|y||x|/2
(−y⊥|x|2 + 2(x · y)x⊥ − |y|2x⊥
2π|x− y|2|x|2
)
ω(y) dy
donc
|I1|  C‖ω‖Xα
∫
|y||x|/2
( |y|
|x|2 +
|y|2
|x|3
)
1
|y|α dy 
C‖ω‖Xα
|x|α−1
ou` on a utilise´ que, pour α < 3, 1/|y|α−1 est inte´grable en 0.
Ensuite, si 3  α < 4, on utilise le fait que, pour i ∈ {1, 2}, ∫
B
yiω(y) dy = 0 pour toute
boule B centre´e en 0, ce qui est une conse´quence du fait que ω est impaire par rapport a` y3−i.
On a donc :
I1 =
∫
|y||x|/2
(−y⊥|x|2 + 2(x · y)x⊥ − |y|2x⊥
2π|x− y|2|x|2 −
−y⊥|x|2 + 2(x · y)x⊥
2π|x|4
)
ω(y) dy
=
∫
|y||x|/2
(−2(x · y)y⊥|x|2 + |y|2|x|2y⊥ + 4(x · y)2x⊥ − 2|y|2(x · y)x⊥ − |y|2|x|2x⊥
2π|x− y|2|x|4
)
ω(y) dy
donc
|I1|  C‖ω‖Xα
∫
|y||x|/2
( |y|2
|x|3 +
|y|3
|x|4
)
1
|y|α dy
 C‖ω‖Xα|x|α−1 .
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Supposons maintenant que 4  α < 5. On observe que tous les moments d’ordre 2 de ω sont
nuls. En eﬀet, si i ∈ {1, 2}, on voit que ∫
B
y2i ω(y) dy = 0 car ω est impaire par rapport a` yi. Et∫
B
y1y2ω(y) dy = 0 car ω change de signe quand on e´change y1 et y2. On remarque que dans le
calcul pre´ce´dent, on a e´crit I1 sous la forme
I1 =
∫
|y||x|/2
(
P1(x, y) +Q1(x, y)
|x− y|2|x|4
)
ω(y) dy
ou` P1 est un polynoˆme homoge`ne de degre´ 3 en x et de degre´ 2 en y. Et Q1 est un polynoˆme
homoge`ne de degre´ 3 en y et de degre´ 2 en x. Comme tous les moments d’ordre 2 de ω s’annulent,
on en de´duit que
∫
B
P1(x, y)ω(y) dy = 0, et on a alors :
I1 =
∫
|y||x|/2
(
P1(x, y)
(
1
|x− y|2|x|4 −
1
|x|6
)
+
Q1(x, y)
|x− y|2|x|4
)
ω(y) dy
=
∫
|y||x|/2
(
2(x · y)P1(x, y) + |x|2Q1(x, y)− |y|2P1(x, y)
|x− y|2|x|6
)
ω(y) dy
=
∫
|y||x|/2
(
P2(x, y) +Q2(x, y)
|x− y|2|x|6
)
ω(y) dy
ou` P2 est homoge`ne de degre´ 4 en x et de degre´ 3 en y, et Q2 est homoge`ne de degre´ 3 en x et
de degre´ 4 en y. Par conse´quent
|I1|  C‖ω‖Xα
∫
|y||x|/2
( |y|3
|x|4 +
|y|4
|x|5
)
1
|y|α dy 
C‖ω‖Xα
|x|α−1
car, pour α < 5, 1/|y|α−3 est inte´grable en 0. Ensuite, pour atteindre la borne optimale α < 6,
nous devons re´pe´ter la meˆme ope´ration sur les polynoˆmes de degre´ 3 en y, c’est-a`-dire sur
P2. On observe encore une fois que les moments d’ordre 3 de ω s’annulent. En eﬀet, on a∫
B
y3i ω(y) dy = 0 car ω est impaire par rapport a` y3−i et
∫
B
y2i y3−iω(y) dy = 0 car ω est impaire
par rapport a` yi. D’ou`
I1 =
∫
|y||x|/2
(
P2(x, y) +Q2(x, y)
|x− y|2|x|6 −
P2(x, y)
|x|8
)
ω(y) dy
=
∫
|y||x|/2
(
P2(x, y)
(
1
|x− y|2|x|6 −
1
|x|8
)
+
Q2(x, y)
|x− y|2|x|6
)
ω(y) dy
=
∫
|y||x|/2
(
2(x · y)P2(x, y) + |x|2Q2(x, y)− |y|2P2(x, y)
|x− y|2|x|8
)
ω(y) dy
=
∫
|y||x|/2
(
P3(x, y) +Q3(x, y)
|x− y|2|x|8
)
ω(y) dy
ou` P3 est homoge`ne de degre´ 5 en x et de degre´ 4 en y, et Q3 est homoge`ne de degre´ 4 en x et
de degre´ 5 en y. On en de´duit que
|I1|  C‖ω‖Xα
∫
|y||x|/2
( |y|4
|x|5 +
|y|5
|x|6
)
1
|y|α dy 
C‖ω‖Xα
|x|α−1
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car, pour α < 6, 1/|y|α−4 est inte´grable en 0.
Il ne reste plus qu’a` de´montrer le caracte`re borne´ de U aﬁn de garantir qu’il soit bien dans
Yα−1. Pour cela, on suppose que |x|  1 (pour le reste, les estimations d’avant conviennent), on
de´compose
U(x) =
∫
|y|2
(x− y)⊥
2π|x− y|2ω(y) dy +
∫
|y|>2
(x− y)⊥
2π|x− y|2ω(y) dy
et on majore
|U(x)|  C‖ω‖Xα
∫
|y|2
1
|x− y| dy + C‖ω‖Xα
∫
|y|>2
1
|y|α+1 dy
 C‖ω‖Xα
ce qui ache`ve la preuve du lemme.
Remarque 6.3.2. On ne peut pas pousser cet argument plus loin car pour cela il faudrait
avoir
∫
B
P3(x, y)ω(y) dy = 0. Mais dans ce polynoˆme, on a des termes y
3
1y2, et l’inte´grale∫
B
y31y2ω(y) dy ne s’annule pas force´ment. En particulier, l’application ω → U n’est pas conti-
nue de X6 dans Y5.
L’e´quation (6.1.2) peut s’e´crire sous la forme suivante :
Δω = U · ∇ω − curl f = div(Uω + f⊥) ≡ div V
ou` V = Uω + f⊥ est dans Z2α−1 si 1 < α < 6 et f est suﬃsamment de´croissante a` l’inﬁni.
On sait que l’inverse du laplacien dans R2 est la convolution par 1
2π
ln |x|, donc si α > 3/2,
on peut e´crire la solution de l’e´quation ci-dessus sous la forme suivante :
ω =
ln |x|
2π
∗ div V =
2∑
i=1
xi
2π|x|2 ∗ Vi.
D’apre`s le re´sultat de´montre´ dans [54], on sait qu’il existe une unique solution petite ω ∈ X2.
Pour trouver son comportement asymptotique a` l’inﬁni, on suppose que V appartient a` Zβ pour
β suﬃsamment grand, et on fait un de´veloppement asymptotique de Δ−1 div V = x
2π|x|2 ∗V dans
le lemme suivant.
Lemme 6.3.3. Soit V ∈ Zβ avec 1 < β < 7, β = 5. Alors Δ−1 div V ∈ Xmin(β−1,4) et
l’application V → Δ−1 div V est continue de Zβ dans Xmin(β−1,4). De plus, si 5 < β < 7 nous
avons le comportement asymptotique
Δ−1 div V (x1, x2) = m
x1x2(x
2
1 − x22)
|x|8 +O
( 1
|x|β−1
)
quand |x| → ∞ et
m =
4
π
∫
R2
(3y21y2 − y32)V1(y) dy.
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Preuve. On commence par de´composer
Δ−1 div V (x) =
1
2π
∫
R2
x− y
|x− y|2 · V (y) dy
= I1 + I2 + I3
ou`
I1 =
1
2π
∫
|y||x|/2
x− y
|x− y|2 · V (y) dy
I2 =
1
2π
∫
|x|/2<|y|<2|x|
x− y
|x− y|2 · V (y) dy
I3 =
1
2π
∫
|y|2|x|
x− y
|x− y|2 · V (y) dy.
Comme dans la preuve du lemme 6.3.1, on s’occupe d’abord de I2 et I3 :
|I3|  C‖V ‖Zβ
∫
|y|2|x|
1
|x− y||y|β dy
 C‖V ‖Zβ
∫
|y|2|x|
1
|y|β+1 dy

C‖V ‖Zβ
|x|β−1
et
|I2|  C‖V ‖Zβ
∫
|x|/2<|y|<2|x|
1
|x− y||y|β dy

C‖V ‖Zβ
|x|β
∫
|z|3|x|
1
|z| dz

C‖V ‖Zβ
|x|β−1 .
Pour majorer l’inte´grale I1, il nous faut les proprie´te´s d’annulation des moments de V . Soit
B une boule centre´e en 0 et i ∈ {1, 2}. On e´tudie les moments de Vi jusqu’a` l’ordre 4.
Moments d’ordre 0. Comme Vi est impaire par rapport a` x3−i, on a
∫
B
Vi = 0.
Moments d’ordre 1. Comme Vi est impaire par rapport a` x3−i, on a
∫
B
x1V1 =
∫
B
x2V2 = 0.
Comme V1(x2, x1) = −V2(x1, x2), on a e´galement
∫
B
x2V1 = −
∫
B
x1V2.
Moments d’ordre 2. Tous les moments d’ordre 2 sont nuls. En eﬀet, comme Vi est impaire
par rapport a` x3−i, on sait que
∫
B
x21Vi =
∫
B
x22Vi = 0 et comme Vi est paire par rapport a` xi,
on sait que
∫
B
x1x2Vi = 0.
Moments d’ordre 3. En utilisant l’imparite´ de Vi par rapport a` x3−i, on obtient que∫
B
x31V1 =
∫
B
x1x
2
2V1 =
∫
B
x32V2 =
∫
B
x21x2V2 = 0. Le fait que V1(x2, x1) = −V2(x1, x2) im-
plique que
∫
B
x31V2 = −
∫
B
x32V1 et
∫
B
x1x
2
2V2 = −
∫
B
x21x2V1.
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Moments d’ordre 4. Comme Vi est impaire par rapport a` x3−i, on a
∫
B
x41Vi =
∫
B
x42Vi =∫
B
x21x
2
2Vi = 0. Comme Vi est paire par rapport a` xi, on obtient
∫
B
x31x2Vi =
∫
B
x1x
3
2Vi = 0.
Ainsi, tous les moments d’ordre 4 de V sont nuls.
Pour trouver le de´veloppement asymptotique de I1, on applique la formule de Taylor a`
l’application H : z → z|z|2 . Pour x = 0 et |y|  |x|/2, on a :
H(x− y) = H(x)−∇H(x) · y + 1
2
∇2H(x)(y, y)− 1
6
∇3H(x)(y, y, y)+
1
24
∇4H(x)(y, y, y, y)−
∫ 1
0
(1− t)4
24
∇5H(x− ty)(y, y, y, y, y) dt. (6.3.1)
Comme ∇5H est homoge`ne de degre´ -6 et |y|  |x|/2, on sait que |∇5H(x − ty)|  C|x|6 pour
tout t ∈ [0; 1] et on peut en conclure que le reste inte´gral est majore´ par C|y|5|x|6 .
Rappelons maintenant que
I1 =
1
2π
∫
|y||x|/2
H(x− y) · V (y) dy.
On remplace H(x− y) ci-dessus par la formule donne´e dans (6.3.1). Comme tous les moments
d’ordre 0, 2 ou 4 de V sont nuls, on en de´duit que
I1 = − 1
2π
∫
|y||x|/2
(
∇H(x) · y + 1
6
∇3H(x)(y, y, y) +O
( |y|5
|x|6
))
· V (y) dy
≡ I4 + I5 + I6.
On calcule ensuite successivement les diﬀe´rentes de´rive´es de H : pour x = 0, i, j, k, l ∈ {1, 2}
on a
(∇H(x))i,j = ∂jHi(x) = δi,j|x|2 − 2
xixj
|x|4
(∇2H(x))i,j,k = ∂k∂jHi(x) = −2δi,jxk + δi,kxj + δj,kxi|x|4 + 8
xixjxk
|x|6
(∇3H(x))i,j,k,l = ∂l∂k∂jHi(x) = −2δi,jδk,l + δi,kδj,l + δj,kδi,l|x|4 +
8
δi,jxkxl + δi,kxjxl + δj,kxixl + δi,lxjxk + δj,lxixk + δk,lxixj
|x|6 − 48
xixjxkxl
|x|8 .
D’ou`
∇H(x) · y = y|x|2 − 2
(x · y)x
|x|4
et
∇3H(x)(y, y, y) = −6 |y|
2y
|x|4 + 24
(x · y)2y + 3|y|2(x · y)x
|x|6 − 48
(x · y)3x
|x|8 .
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On prouve alors que I4 = 0 :
I4 = − 1
2π
∫
|y||x|/2
(∇H(x) · y) · V (y) dy
= − 1
2π
∫
|y||x|/2
(
y · V (y)
|x|2 − 2
(x · y)(x · V (y))
|x|4
)
dy
= − 1
2π|x|2
∫
|y||x|/2
(y1V1 + y2V2) dy +
1
π|x|4
∫
|y||x|/2
(x1y1 + x2y2)(x1V1 + x2V2) dy
=
1
π|x|4
∫
|y||x|/2
(x1x2y1V2 + x1x2y2V1) dy
=
x1x2
π|x|4
∫
|y||x|/2
(y1V2 + y2V1) dy
= 0
ou` on a utilise´ l’annulation de (certains) moments d’ordre 1 de V .
On majore ensuite I6 :
|I6| =
∣∣∣∣− 12π
∫
|y||x|/2
O
( |y|5
|x|6
)
· V (y) dy
∣∣∣∣  C‖V ‖Zβ|x|6
∫
|y||x|/2
1
|y|β−5 dy 
C‖V ‖Zβ
|x|β−1
ou` on a utilise´ que β < 7.
Il reste enﬁn a` calculer I5 pour β > 7 :
I5 = − 1
12π
∫
|y||x|/2
∇3H(x)(y, y, y) · V (y) dy
= − 1
12π
∫
|y||x|/2
(
−6 |y|
2(y · V )
|x|4 + 24
(x · y)2(y · V ) + 3|y|2(x · y)(x · V )
|x|6
−48(x · y)
3(x · V )
|x|8
)
dy.
Comme dans le calcul de I4 et graˆce a` l’annulation de (certains) moments d’ordre 3 de V on
observe que le terme contenant |y|2(y · V ) est nul. On a e´galement∫
B
|y|2(x · y)(x · V ) = x21
∫
B
(y31 + y1y
2
2)V1(y) dy + x
2
2
∫
B
(y21y2 + y
3
2)V2(y) dy
+ x1x2
∫
B
[
y31V2(y) + y
3
2V1(y) + y1y
2
2V2(y) + y
2
1y2V1(y)
]
dy
= 0.
On en de´duit que
I5 =
2
π
∫
|y||x|/2
2(x · y)3(x · V )− |x|2(x · y)2(y · V )
|x|8 dy.
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En utilisant les proprie´te´s d’annulation des moments d’ordre 3 de V on obtient de plus que∫
B
(x · y)3(x · V ) dy =
∫
B
(x31y
3
1 + 3x1x
2
2y1y
2
2 + 3x
2
1x2y
2
1y2 + x
3
2y
3
2)(x1V1 + x2V2) dy
=
∫
B
(3x31x2y
2
1y2V1 + x1x
3
2y
3
2V1 + x
3
1x2y
3
1V2 + 3x1x
3
2y1y
2
2V2) dy
=
∫
B
x1x2(3(x
2
1 − x22)y21y2V1 + (x22 − x21)y32V1) dy
=
∫
B
x1x2(x
2
1 − x22)(3y21y2V1 − y32V1) dy
et ∫
B
(x · y)2(y · V ) dy =
∫
B
(x21y
2
1 + 2x1x2y1y2 + x
2
2y
2
2)(y1V1 + y2V2) dy
=
∫
B
2x1x2(y
2
1y2V1 + y1y
2
2V2) dy
= 0.
On en conclut que
I5 =
4
π|x|8
∫
|y||x|/2
x1x2(x
2
1 − x22)(3y21y2 − y32)V1(y) dy.
On a donc prouve´ que
Δ−1 div V (x) =
4
π
x1x2(x
2
1 − x22)
|x|8
∫
|y||x|/2
(3y21y2 − y32)V1(y) dy +O
(‖V ‖Xβ
|x|β−1
)
.
Pour terminer la preuve, il reste a` montrer que Δ−1 div V est borne´ et que l’on peut remplacer
le domaine d’inte´gration de l’inte´grale dans la relation ci-dessus par R2.
Or, Δ−1 div est un ope´rateur de convolution avec un noyau majore´ par C|x| . Dans ce cadre, le
caracte`re borne´ de Δ−1 div V est classique (voir par exemple [32]), on en rappelle rapidement
l’ide´e : pour |x| > 1, l’ine´galite´ pre´ce´dente nous fournit l’estimation voulue. Pour |x|  1 on a
Δ−1 div V (x) = C
∫
R2
x− y
|x− y|2 · V (y) dy
= C
∫
|y|2
x− y
|x− y|2 · V (y) dy + C
∫
|y|>2
x− y
|x− y|2 · V (y) dy.
D’ou`
|Δ−1 div V (x)|  C‖V ‖Zβ
∫
|y|2
dy
|x− y| + C‖V ‖Zβ
∫
|y|>2
dy
|y|β+1 dy
 C‖V ‖Zβ .
A` pre´sent, supposons β > 5 et de´ﬁnissons
I7 =
4x1x2(x
2
1 − x22)
π|x|8
∫
|y|>|x|/2
(3y21y2V1 − y32V1)(y) dy.
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On peut majorer
|I7| 
C‖V ‖Zβ
|x|4
∫
|y|>|x|/2
dy
|y|β−3 
C‖V ‖Zβ
|x|β−1 .
On en de´duit que
Δ−1 div V (x) =
mx1x2(x
2
1 − x22)
|x|8 +O
(‖V ‖Zβ
|x|β−1
)
ce qui conclut la preuve du lemme.
On continue maintenant la preuve du the´ore`me 6.2.4. On e´crit (6.1.2) sous la forme
ω = Δ−1 div(Uω + f⊥) ≡ B(ω, ω) + F (6.3.2)
ou`
B(ω, ω) = Δ−1 div(Uω) et F = Δ−1 div f⊥.
Comme f ∈ Y6, on sait que f⊥ ∈ Z6 donc par le lemme 6.3.3 on a que F ∈ X4. On applique
maintenant le lemme de point ﬁxe 2.1.1 a` l’espace X4 et a` la forme biline´aire B(ω1, ω2) =
Δ−1 div(Uω1ω2). On remarque que B est continue sur X4. En eﬀet, si ω1, ω2 ∈ X4 alors d’apre`s
le lemme 6.3.1 on sait que Uω1 ∈ Y3 et donc Uω1ω2 ∈ Z7. D’apre`s le lemme 6.3.3, il s’ensuit que
B(ω1, ω2) ∈ X4. Le lemme 2.1.1 implique donc qu’il existe ε0 et C1 > 0 tels que, si ‖f‖Y6  ε0
alors il existe un unique ω dans la boule B(0, 2ε) de X4 solution de (6.3.2). De plus,
‖ω‖X4  C‖F‖X4  C1‖f‖Y6 .
Pour obtenir le de´veloppement asymptotique voulu pour ω, on observe que Uω appartient a`
Z7 ⊂ Z6 et on a ‖Uω‖Z6  C‖ω‖2X4 . D’apre`s le lemme 6.3.3 applique´ a` V = Uω+ f⊥ on de´duit
que
ω0(x) = m
x1x2(x
2
1 − x22)
|x|8 +O
( 1
|x|5
)
ou`
m =
4
π
∫
R2
(3y21y2 − y32)V1(y) dy =
4
π
∫
R2
(3y21y2 − y32)(U1ω − f2)(y) dy.
Nous construisons maintenant un exemple de terme de force f aussi petit qu’on veux et tel
que m = 0. Introduisons la fonction
Ψ(V ) =
4
π
∫
R2
(3y21y2 − y32)V1(y) dy.
Nous voulons trouver un f tel que m = Ψ(Uω + f⊥) = 0. Soit f ∈ Y6 et ε > 0 suﬃsamment
petit tel qu’il existe une solution ωε associe´e au terme de force εf . On a alors
‖ωε‖X4  C‖εf‖Y6  Cε
donc
|Ψ(Uεωε)|  C‖Uεωε‖Z7  C‖Uε‖Y3‖ω‖X4  Cε2.
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Comme Ψ est line´aire, on en de´duit que
|Ψ(εf⊥ + Uεωε)| = |εΨ(f⊥) +O(ε2)|  ε
2
|Ψ(f⊥)|
si ε est assez petit et si Ψ(f⊥) = 0. Il suﬃt donc de trouver une fonction f ∈ Y6 telle que
Ψ(f⊥) = 0, ce qui est assez facile a` obtenir. Prenons une fonction h ∈ C∞0 (R+, [0, 1]) telle que∫
R+
r7h(r) dr = 1 et telle que h = 1 au voisinage de 0. Soit f(x1, x2) = (x
3
1, x
3
2)h(|x|). Alors
f ∈ C∞0 (R2) et satisfait les conditions de syme´trie voulues, donc f ∈ Y6. On a alors
Ψ(f⊥) =
4
π
∫
R2
(3x21x2 − x32)f2(x) dx
=
−4
π
∫
R2
(3x21x
4
2 − x62)h(|x|) dx
=
−4
π
∫ +∞
0
r7h(r) dr
∫ 2π
0
(3 cos2 θ sin4 θ − sin6 θ)dθ
=
−4
π
∫ 2π
0
1
8
(−1 + 3 cos(2θ)− 3 cos(4θ) + cos(6θ))dθ
= 1.
Ceci conclut la preuve du the´ore`me.
Remarque 6.3.4. Une fois que l’on connaˆıt le comportement asymptotique du tourbillon, il est
facile de de´terminer le comportement asymptotique de la vitesse. Si ω ve´riﬁe les conditions de
syme´trie (6.2.1) et
ω(x) = m
x1x2(x
2
1 − x22)
|x|8 +O
(
1
|x|5
)
quand |x| → ∞, alors la vitesse U a le comportement asymptotique suivant :
U(x) =
m
12|x|8
(
x1(x
4
1 + 3x
4
2 − 8x21x22), x2(3x41 + x42 − 8x21x22)
)
+O
(
1
|x|4
)
. (6.3.3)
En eﬀet, on peut ve´riﬁer que
curl
[
1
12|x|8
(
x1(x
4
1 + 3x
4
2 − 8x21x22), x2(3x41 + x42 − 8x21x22)
)]
=
x1x2(x
2
1 − x22)
|x|8 .
De plus, on observe que
Δ
(
x1x2(x
2
1 − x22)
|x|6
)
= −12x1x2(x
2
1 − x22)
|x|8
et
1
12|x|8
(
x1(x
4
1 + 3x
4
2 − 8x21x22); x2(3x41 + x42 − 8x21x22)
)
= −∇⊥
(
x1x2(x
2
1 − x22)
12|x|6
)
.
Donc, si on de´ﬁnit
W = −m∇⊥
(
ϕ(x)
x1x2(x
2
1 − x22)
12|x|6
)
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on sait que W est de divergence nulle et
curlW = −mΔ
(
ϕ(x)
x1x2(x
2
1 − x22)
12|x|6
)
= mϕ
x1x2(x
2
1 − x22)
|x|8 −mΔϕ(x)
x1x2(x
2
1 − x22)
12|x|6 − 2m∇ϕ · ∇
(
x1x2(x
2
1 − x22)
12|x|6
)
.
On en de´duit que curl(W−U) = O(1/|x|5) donc d’apre`s le lemme 6.3.1 on obtient que W−U =
O(1/|x|4). Mais on a e´galement
W (x) = −mϕ(x)∇⊥
(
x1x2(x
2
1 − x22)
12|x|6
)
−m∇⊥ϕ(x)x1x2(x
2
1 − x22)
12|x|6
=
m
12|x|8
(
x1(x
4
1 + 3x
4
2 − 8x21x22); x2(3x41 + x42 − 8x21x22)
)
+O
(
1
|x|4
)
et la relation (6.3.3) en de´coule.
6.4 Le cas d’un domaine exte´rieur
Dans cette section, on prouve l’extension suivante du the´ore`me 6.2.4 aux domaines exte´rieurs.
Les conditions de syme´trie que nous devons supposer sur p sont : pour tout (x1, x2),
p(x1,−x2) = p(−x1, x2) = p(x2, x1) = p(x1, x2). (6.4.1)
The´ore`me 6.4.1. Soit R > 0 et conside´rons f , U et p de´ﬁnis pour |x| > R. Supposons que
U ∈ Y3, curlU ∈ X4, f ∈ Y6 et que p satisfasse (6.4.1). On suppose e´galement que
−ΔU + (U · ∇)U +∇p = f, divU = 0 pour {|x| > R},
et que ∫
|x|=R1
U · x dσ(x) = 0 (6.4.2)
pour tout R1 > R. Il existe ε = ε(R) > 0 tel que, si
‖U‖Y3 + ‖f‖Y6 + ‖ curlU‖X4  ε
alors il existe une constante m telle que ω = curlU admette le comportement asymptotique
suivant :
ω(x) = m
x1x2(x
2
1 − x22)
|x|8 +O
(
1
|x|5
)
quand |x| → ∞.
Remarque 6.4.2. Comme dans la section 3.6, le fait que U soit de divergence nulle implique
que l’inte´grale de la relation (6.4.2) est proportionnelle a` R1. La condition (6.4.2) elle-meˆme ne
de´pend donc pas du choix de R1 : si (6.4.2) est vraie pour un R1, elle est vraie pour tous les R1.
De plus, elle sera automatiquement ve´riﬁe´e si U ve´riﬁe des conditions de Dirichlet homoge`nes
dans un domaine exte´rieur.
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Pour prouver le the´ore`me 6.4.1, on proce`de comme dans la section 3.6 ou dans l’article
[36]. On e´tend U au plan tout entier, on e´tudie le terme de force qui apparaˆıt et on applique
le the´ore`me 6.2.4. La seule diﬀe´rence avec la preuve de la section 3.6 est que nous devons
nous assurer que la solution e´tendue ve´riﬁe bien les conditions de syme´trie introduites dans le
the´ore`me 6.2.4. Nous rappelons donc rapidement l’extension obtenue.
Soient R < R0 < R1 et conside´rons η ∈ C∞0 (R2, [0, 1]) une fonction de troncature telle que
η = 0 sur B(0, R0) et η = 1 sur la boule B(0, R1)
c. On de´ﬁnit alors les extensions suivantes de
la solution (U, p) :
U˜ = U, p˜ = p sur B(0, R1)
c
U˜ = ηU + v, p˜ = ηp sur B(0, R1)
ou` on a e´tendu ηU et ηp par ze´ro pour |x|  R. Le champ de vecteurs v est construit de telle
sorte que U˜ ∈ L∞(R2), div U˜ = 0 partout et que les syme´tries (6.2.3) restent vraies pour U˜ . Il
doit donc eˆtre solution du proble`me
div v = −U · ∇η dans B(0, R1)
v = 0 sur ∂B(0, R1).
Comme dans la section 3.6, la condition (6.4.2) implique que U · ∇η est d’inte´grale nulle sur
B(0, R1). Une solution pour l’e´quation de v sera donne´ par les ope´rateurs de Bogovskii rappele´s
dans la section 2.2 :
v(x) = −
∫
B(0,R1)
∫ 1
0
(x− y)
t
χ
(
y +
x− y
t
)
dt
tn
U(y) · ∇η(y) dy
ou` χ est une fonction arbitraire dans C∞0 (B(0, R0)) telle que
∫
χ = 1. Ici nous faisons l’hypothe`se
supple´mentaire que χ est radiale. Avec cette hypothe`se, on peut prouver que v ve´riﬁe les
conditions (6.2.3). En eﬀet, on peut reformuler ces conditions par
U(x⊥) = (U(x))⊥
U(x) = U(x)
ou` z de´signe le complexe conjugue´ de z (ici, on identiﬁe R2 et C). Or on a
v(x⊥) = −
∫
B(0,R1)
∫ 1
0
(x⊥ − y)
t
χ
(
y +
x⊥ − y
t
)
dt
tn
U(y) · ∇η(y) dy
= −
∫
B(0,R1)
∫ 1
0
(x− y)⊥
t
χ
((
y +
x− y
t
)⊥)
dt
tn
U(y⊥) · ∇η(y⊥) dy.
Le fait que η soit radiale implique ∇η(y⊥) = (∇η(y))⊥. Ensuite, en utilisant le fait que χ est
radiale et les proprie´te´s de syme´trie de U on de´duit
v(x⊥) = −
∫
B(0,R1)
∫ 1
0
(x− y)⊥
t
χ
(
y +
x− y
t
)
dt
tn
(U(y))⊥ · (∇η(y))⊥ dy
= −
∫
B(0,R1)
∫ 1
0
(x− y)⊥
t
χ
(
y +
x− y
t
)
dt
tn
U(y) · ∇η(y) dy
= (v(x))⊥.
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Ensuite, on a de meˆme que ∇η(y) = ∇η(y) donc
v(x) = −
∫
B(0,R1)
∫ 1
0
(x− y)
t
χ
(
y +
x− y
t
)
dt
tn
U(y) · ∇η(y) dy
= −
∫
B(0,R1)
∫ 1
0
(x− y)
t
χ
(
y +
x− y
t
)
dt
tn
U(y) · ∇η(y) dy
=
∫
B(0,R1)
∫ 1
0
(x− y)
t
χ
(
y +
x− y
t
)
dt
tn
U(y) · ∇η(y) dy
=
∫
B(0,R1)
∫ 1
0
(x− y)
t
χ
(
y +
x− y
t
)
dt
tn
U(y) · ∇η(y) dy
= v(x).
On en conclut que v ve´riﬁe bien les conditions (6.2.3).
On observe alors que l’extension (U˜ , p˜) ve´riﬁe l’e´quation de Navier-Stokes suivante dans le
plan tout entier :
−ΔU˜ + (U˜ · ∇)U˜ +∇p˜ = ηf + F, div U˜ = 0 (6.4.3)
ou`
F = −Δv−ΔηU−2∇U ·∇η+div(ηU⊗v+ηv⊗U+v⊗v+η2U⊗U)−η div(U⊗U)+p∇η
est a` support compact dans B(0, R1) et on a prolonge´ v par 0 sur B(0, R1)
c. Il nous faut
alors ve´riﬁer que F et curl U˜ sont petits aﬁn de pouvoir appliquer le the´ore`me 6.2.4. Or, on
a curl U˜ = η curlU + ∇⊥η · U + curl v, et par hypothe`se on sait que U et curlU sont petits.
Par ailleurs, comme on controˆle U dans L∞, d’apre`s le lemme 3.6.3 de la section 3.6, que l’on
peut a` nouveau appliquer dans ce cas, on sait que l’on controˆle U dans W 2,q(B(0, R1)) pour
1 < q < ∞. Par le re´sultat de Bogovskii, on a v ∈ W 3,q0 (B(0, R1)) avec un controˆle sur sa
norme. Par les injections de Sobolev, nous avons une estimation de v dans W 2,∞(B(0, R1)).
On conclut que curl U˜ est bien controˆle´ dans L∞(B(0, R1)). Par ailleurs, ces estimations ainsi
que le controˆle de p dans W 1,qloc nous permettent d’aﬃrmer que F sera e´galement controˆle´e dans
L∞(B(0, R1)) par les normes ‖U‖Y3 et ‖f‖Y6 . Enﬁn, on peut ve´riﬁer tre`s facilement que comme
v et U ve´riﬁent les conditions (6.2.3), p ve´riﬁe (6.4.1) et comme η est radiale, on en de´duit que
F satisfait (6.2.3). Donc F ∈ Y6, U˜ ∈ Y3 et ces fonctions sont petites dans ces espaces. On peut
alors appliquer le the´ore`me 6.2.4 a` (6.4.3) et on en de´duit que ω˜ = curl U˜ a le comportement
asymptotique suivant :
ω˜ = m
x1x2(x
2
1 − x22)
|x|8 +O
( 1
|x|5
)
ou` m est une certaine constante. Comme ω˜ = ω = curlU pour |x| > R1, c’est e´galement le
de´veloppement asymptotique a` l’inﬁni de ω = curlU . Ceci ache`ve la preuve du the´ore`me 6.4.1.
6.5 Comportement asymptotique en 1/|x|
Une fois le comportement asymptotique de´termine´ dans le cas ou` le terme de force est bien
de´croissant a` l’inﬁni, on peut e´tudier comme dans les chapitres pre´ce´dents des solutions dont
le comportement asymptotique a` l’inﬁni est homoge`ne de degre´ -1. Ces solutions doivent eˆtre
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associe´es a` des termes de force qui ont eux-meˆmes un comportement asymptotique a` l’inﬁni
homoge`ne de degre´ -3. C’est le but de cette section, toujours en supposant les conditions de
syme´trie de Yamazaki.
Il y a cependant une diﬀe´rence de taille entre la dimension deux et la dimension trois. L’ap-
proche que nous avons eue jusqu’a` pre´sent a e´te´ en deux temps : d’abord on re´sout l’e´quation
homoge`ne puis on de´duit le comportement asymptotique par un argument de perturbation.
En dimension trois, si le champ de vitesse U est homoge`ne de degre´ -1 le produit u ⊗ u est
localement inte´grable. Donc le terme U · ∇U = div(U ⊗ U) est bien de´ﬁni au sens des distri-
butions. En dimension deux, cela n’est plus le cas. Le produit u ⊗ u n’est pas bien de´ﬁni au
sens des distributions, ni meˆme au sens de la valeur principale. En eﬀet, une des composantes
de U ⊗ U est U21 et U21 ne peut pas eˆtre de´ﬁni au sens de la valeur principale puisque c’est une
fonction homoge`ne positive et son inte´grale sur le cercle unite´ est donc non nulle. Il y a d’autres
moyens de prolonger une fonction homoge`ne en une distribution mais le re´sultat ne sera pas
une distribution homoge`ne, proprie´te´ cruciale dans nos arguments. A` premie`re vue, l’approche
utilise´e en dimension trois ne peut pas marcher en dimension deux. En fait, on sait depuis les
travaux de Delort [10] sur les nappes de tourbillon que pour donner un sens au terme U · ∇U ,
il suﬃt de de´ﬁnir U21 − U22 et U1U2 au sens des distributions. Et il se trouve que les conditions
de syme´trie de Yamazaki impliquent que ces deux fonctions sont de moyenne nulle sur le cercle
unite´, leur valeur principale est donc bien de´ﬁnie.
Nous allons d’abord re´e´crire l’e´quation (6.1.1) sous la forme d’une e´quation inte´grale pour
la vitesse. Pour cela, rappelons que le noyau de la fonction de Green de l’ope´rateur PΔ−1 dans
R2 est donne´ par la formule suivante (voir [16, Section IV.2]) :
G2(x) = − 1
4π
(
− log |x|I2 + x⊗ x|x|2
)
.
En appliquant le projecteur de Leray P a` (6.1.1) et en inversant le laplacien, on trouve la
relation e´quivalente suivante :
U = PΔ−1(U · ∇U)− PΔ−1f = PΔ−1 div(U ⊗ U)− PΔ−1f.
L’ope´rateur PΔ−1 div est un ope´rateur de convolution de noyau ∇G2. En utilisant la formule
explicite de G2, on trouve la formulation e´quivalente suivante pour (6.1.1) :
U(x) = − 1
4π
∫
R2
( x− y
|x− y|2 |U(y)|
2 − 2 x− y|x− y|4
[
(x− y) · U(y)]2) dy
− 1
4π
∫
R2
(
log |x− y|f(y)− x− y|x− y|2 (x− y) · f(y)
)
dy. (6.5.1)
Remarquons dans un premier temps que si U est homoge`ne de degre´ -1 et ve´riﬁe les condi-
tions de syme´trie (6.2.3), alors la premie`re inte´grale dans le terme de droite est bien de´ﬁnie au
sens de la valeur principale. En eﬀet, lorsque y → 0 l’inte´grande est e´quivalente a`
x
|x|4
[
(x22 − x21)(U21 (y)− U22 (y))− 4x1x2U1(y)U2(y)
]
.
On voit imme´diatement a` partir de (6.2.3) que U21 − U22 et U1U2 sont de moyenne nulle sur le
cercle unite´, donc l’inte´grale est bien de´ﬁnie au sens de la valeur principale. On peut de meˆme
ve´riﬁer que si f est homoge`ne de degre´ -3 et ve´riﬁe les relations de syme´trie (6.2.3), alors la
dernie`re inte´grale de (6.5.1) est elle aussi bien de´ﬁnie au sens de la valeur principale.
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Avant d’aller plus loin, introduisons la notation suivante. Si g est une fonction inte´grable a`
l’inﬁni mais avec une singularite´ en 0, nous de´ﬁnissons la valeur principale de l’inte´grale de g
par
pv
∫
R2
g(x) dx = lim
ε→0
∫
|x|>ε
g(x) dx
pourvu que cette limite existe.
On introduit maintenant les espaces homoge`nes a` poids Y˙β comme dans la de´ﬁnition 6.2.2
en remplac¸ant 1 + |x| par |x| :
Y˙β = {U : R2 → R2 qui ve´riﬁe (6.2.3) et tel que ‖U‖Y˙β = sup
R2
|x|β|U(x)| < ∞}.
On de´ﬁnit la forme biline´aire
B˜(U, V )(x) = − 1
4π
pv
∫
R2
( x− y
|x− y|2U(y) · V (y)− 2
x− y
|x− y|4
[
(x− y) · U(y)][(x− y) · V (y)]) dy
(6.5.2)
et le champ de vecteurs
F˜ (x) = − 1
4π
pv
∫
R2
(
log |x− y|f(y)− x− y|x− y|2 (x− y) · f(y)
)
dy. (6.5.3)
Nous avons de´ﬁni les inte´grales au sens de la valeur principale car nous utiliserons ces quantite´s
pour des U, V et f ayant des singularite´s. E´videmment, si U, V et f n’ont pas de singularite´s
alors les inte´grales convergent au sens usuel.
D’apre`s la relation (6.5.1), les e´quations de Navier-Stokes stationnaires peuvent s’e´crire sous
la forme e´quivalente
U = B˜(U,U) + F˜ . (6.5.4)
Montrons maintenant une estimation sur F˜ .
Lemme 6.5.1. Si f ∈ Y˙α avec 2 < α < 4 alors F˜ est bien de´ﬁni et l’application f → F˜ est
continue de Y˙α dans Y˙α−2. De plus, si f est homoge`ne de degre´ −α alors F˜ est homoge`ne de
degre´ 2− α.
Preuve. Soit f ∈ Y˙α. Montrons d’abord que F˜ est bien de´ﬁni, c’est-a`-dire que l’inte´grale
de´ﬁnissant F˜ dans (6.5.3) converge au sens de la valeur principale. Pour cela, nous devons
de´velopper l’inte´grande en 0 jusqu’a` ce qu’on trouve un reste inte´grable en 0. La formule de
Taylor applique´e aux fonctions log |x| et x⊗x|x|2 nous donne
log |x− y| = log |x| − x · y|x|2 +O(|y|
2)
et
(x− y)⊗ (x− y)
|x− y|2 =
x⊗ x
|x|2 −
x⊗ y
|x|2 −
y ⊗ x
|x|2 + 2x · y
x⊗ x
|x|4 +O(|y|
2)
quand y → 0. D’ou`
log |x− y|f(y)− x− y|x− y|2 (x− y) · f(y)
= log |x|f(y)− x · y|x|2 f(y)−
x
|x|2x · f(y) +
x
|x|2y · f(y) +
y
|x|2x · f(y)
− 2x · y x|x|4x · f(y) +O(|y|
2)f(y)
≡ H(x, y) +O(|y|2)f(y).
(6.5.5)
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Soit a ∈ (0, |x|). Montrons que l’inte´grale
pv
∫
|y|<a
(
log |x− y|f(y)− x− y|x− y|2 (x− y) · f(y)
)
dy
converge au sens de la valeur principale. Nous e´crivons∫
ε<|y|<a
(
log |x− y|f(y)− x− y|x− y|2 (x− y) · f(y)
)
dy =
∫
ε<|y|<a
H(x, y) dy
+
∫
ε<|y|<a
O(|y|2)f(y) dy. (6.5.6)
Comme f ∈ Yα nous avons que O(|y|2)f(y) = O(|y|2−α) est inte´grable en 0. Donc la limite
lim
ε→0
∫
ε<|y|<a
O(|y|2)f(y) dy
existe. Rappelons maintenant que f ve´riﬁe les relations de syme´trie (6.2.3). L’imparite´ de f1
par rapport a` x1 et celle de f2 par rapport a` x2 impliquent que
∫
ε<|y|<a f(y) dy = 0 donc∫
ε<|y|<a
H(x, y) dy =
∫
ε<|y|<a
(
−x · y|x|2 f(y) +
x
|x|2y · f(y) +
y
|x|2x · f(y)− 2x · y
x
|x|4x · f(y)
)
dy.
Un calcul imme´diat nous montre que la premie`re composante de l’inte´grande a` droite est e´gale
a`
x2(x
2
2 − x21)
|x|4 y1f2(y)−
x2(3x
2
1 + x
2
2)
|x|4 y2f1(y) +
x1(x
2
1 − x22)
|x|4 (y2f2(y)− y1f1(y)).
On a que y1f2(y) et y2f1(y) sont impaires par rapport a` y1 (et y2) et y2f2(y) − y1f1(y) est
impaire par rapport a` la permutation de y1 et y2, donc∫
ε<|y|<a
H1(x, y) dy = 0.
On peut montrer de meˆme que ∫
ε<|y|<a
H2(x, y) dy = 0
donc l’inte´grale de (6.5.6) admet bien une limite quand ε → 0. Nous avons montre´ que l’inte´grale
de´ﬁnissant F˜ converge bien au sens de la valeur principale.
Pour estimer F˜ , nous allons d’abord rendre l’inte´grande dans (6.5.3) homoge`ne. En remar-
quant que
pv
∫
R2
f(y) dy = 0
nous pouvons e´crire F˜ sous la forme
F˜ (x) = − 1
4π
pv
∫
R2
(
log
( |x− y|
|x|
)
f(y)− x− y|x− y|2 (x− y) · f(y)
)
dy
= − 1
4π
pv
∫
R2
L(x, y) dy.
101
ou`
L(x, y) = log
( |x− y|
|x|
)
f(y)− x− y|x− y|2 (x− y) · f(y). (6.5.7)
On de´compose maintenant l’inte´grale de´ﬁnissant F˜ en deux re´gions :
F˜ (x) = − 1
4π
∫
|y| |x|
2
L(x, y) dy − 1
4π
pv
∫
|y| |x|
2
L(x, y) dy ≡ F˜1(x) + F˜2(x).
On majore F˜1 de la manie`re suivante :
|F˜1(x)| 
‖f‖Y˙α
4π
∫
|y| |x|
2
[
1 +
∣∣log ( |x− y||x| )∣∣]|y|−α dy. (6.5.8)
L’inte´grale
I(x) =
∫
|y| |x|
2
[
1 +
∣∣log ( |x− y||x| )∣∣]|y|−α dy
de´ﬁnit une fonction de x qui est radiale et homoge`ne de degre´ 2 − α. En eﬀet, si A est une
matrice orthogonale on a
I(Ax) =
∫
|y| |Ax|
2
[
1 +
∣∣log ( |Ax− y||Ax| )∣∣]|y|−α dy
=
∫
|Az| |Ax|
2
[
1 +
∣∣log ( |Ax− Az||Ax| )∣∣]|Az|−α dz
=
∫
|z| |x|
2
[
1 +
∣∣log ( |x− z||x| )∣∣]|z|−α dz
= I(x)
ou` on a fait le changement de variables y = Az. Puis, si λ > 0 nous avons
I(λx) =
∫
|y|λ|x|
2
[
1 +
∣∣log ( |λx− y||λx| )∣∣]|y|−α dy
=
∫
|z| |x|
2
[
1 +
∣∣log ( |x− z||x| )∣∣]|λz|−αλ2 dz
= λ2−αI(x).
Il existe donc une constante C0 telle que I(x) = C0|x|2−α, et la relation (6.5.8) implique
l’ine´galite´
‖F˜1‖Y˙α−2 
C0
4π
‖f‖Y˙α .
Aﬁn d’estimer le terme F˜2, nous rappelons la relation (6.5.5) pour e´crire
L(x, y) = −x · y|x|2 f(y)−
x
|x|2x · f(y)+
x
|x|2y · f(y)+
y
|x|2x · f(y)− 2x · y
x
|x|4x · f(y)+O(|y|
2)f(y).
Or, le terme O(|y|2) qui apparaˆıt ci-dessus provient de l’application de la formule de Taylor
aux fonctions log |x| et x⊗x|x|2 . Il se majore donc par |y|2 multiplie´ par la norme uniforme sur
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le segment [x, x − y] des de´rive´es secondes de ces deux fonctions. Ces de´rive´es secondes sont
homoge`nes de degre´ -2 et si |y|  |x|/2 tout point ξ ∈ [x, x− y] ve´riﬁe |x|/2  |ξ|  3|x|/2. On
peut donc majorer ces de´rive´es secondes par C/|x|2 et on conclut que le terme O(|y|2)f(y) se
majore par
|O(|y|2)f(y)|  C |y|
2
|x|2 |f(y)|  C
|y|2−α
|x|2 ‖f‖Y˙α .
Nous avons de plus montre´ que
pv
∫
|y| |x|
2
[
−x · y|x|2 f(y) +
x
|x|2x · f(y)−
x
|x|2y · f(y)−
y
|x|2x · f(y) + 2x · y
x
|x|4x · f(y)
]
dy
= pv
∫
|y| |x|
2
(H(x, y)− log |x|f(y)) dy
= 0.
Par conse´quent
|F˜2(x)| = 1
4π
∣∣∣pv ∫
|y| |x|
2
L(x, y) dy
∣∣∣
=
1
4π
∣∣∣∫
|y| |x|
2
O(|y|2)f(y)| dy
∣∣∣
 C
‖f‖Y˙α
|x|2
∫
|y| |x|
2
|y|2−α dy
 C‖f‖Y˙α |x|2−α.
On a donc bien
‖F˜2‖Y˙α−2 
C0
4π
‖f‖Y˙α .
et ceci conclut la preuve de la continuite´ de l’application f → F˜ de Y˙α dans Y˙α−2.
Enﬁn, si f est homoge`ne de degre´ −α alors on voit imme´diatement que la fonction L(x, y)
de´ﬁnie dans (6.5.7) ve´riﬁe L(λx, λy) = λ−αL(x, y). Donc
F˜ (λx) = − 1
4π
pv
∫
R2
L(λx, y) dy
= − 1
4π
pv
∫
R2
L(λx, λz)λ2 dz
= −λ2−α 1
4π
pv
∫
R2
L(x, z) dz
= λ2−αF˜ (x)
ce qui veut dire que F˜ est homoge`ne de degre´ 2− α. Ceci conclut la preuve du lemme.
Le lemme suivant nous donne une estimation pour la forme biline´aire B˜.
Lemme 6.5.2. Soient α1, α2 deux re´els tels que 1 < α1 + α2 < 3. Si U ∈ Y˙α1 et V ∈ Y˙α2 alors
B˜(U, V ) est bien de´ﬁni et appartient a` Y˙α1+α2−1. De plus, nous avons l’ine´galite´
‖B˜(U, V )‖Y˙α1+α2−1  C‖U‖Y˙α1‖V ‖Y˙α2 .
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Preuve. Montrons d’abord que B˜ est bien de´ﬁni, c’est-a`-dire que l’inte´grale qui de´ﬁnit B˜
converge bien au sens de la valeur principale. On remarque d’abord que l’inte´grande se majore
par
C
|x− y||y|α1+α2 qui est une fonction inte´grable en x et a` l’inﬁni. Seule 0 est une possible
singularite´ non inte´grable. Quand y → 0, l’inte´grande de (6.5.2) s’e´crit sous la forme
x− y
|x− y|2U(y) · V (y)− 2
x− y
|x− y|4
[
(x− y) · U(y)][(x− y) · V (y)]
=
x
|x|2U(y) · V (y)− 2
x
|x|4 (x · U(y))(x · V (y)) +O(|y|
1−α1−α2)
=
x(x22 − x21)
|x|4 [U1(y)V1(y)− U2(y)V2(y)]− 2
xx1x2
|x|4 [U1(y)V2(y) + U2(y)V1(y)]
+O(|y|1−α1−α2).
Comme α1 + α2 < 3, le reste O(|y|1−α1−α2) est inte´grable en 0. Les conditions de syme´trie
(6.2.3) ve´riﬁe´es par U et V impliquent que U1(y)V2(y) + U2(y)V1(y) est impair par rapport a`
y1 et y2 et que U1(y)V1(y) − U2(y)V2(y) est impair par rapport a` la permutation de y1 et y2.
L’inte´grale en y du terme
x(x22 − x21)
|x|4 [U1(y)V1(y)− U2(y)V2(y)]− 2
xx1x2
|x|4 [U1(y)V2(y) + U2(y)V1(y)]
est donc nulle sur toute couronne circulaire centre´e en 0 et cela suﬃt pour conclure a` l’existence
de la valeur principale de l’inte´grale de´ﬁnissant B˜(U, V ).
On estime maintenant B˜(U, V ) en de´composant
B˜(U, V ) = − 1
4π
pv
∫
R2
( x− y
|x− y|2U(y) · V (y)− 2
x− y
|x− y|4
[
(x− y) · U(y)][(x− y) · V (y)]) dy
= − 1
4π
pv
∫
|y| |x|
2
( x− y
|x− y|2U(y) · V (y)− 2
x− y
|x− y|4
[
(x− y) · U(y)][(x− y) · V (y)]) dy
− 1
4π
∫
|y| |x|
2
( x− y
|x− y|2U(y) · V (y)− 2
x− y
|x− y|4
[
(x− y) · U(y)][(x− y) · V (y)]) dy
≡ B˜1(U, V ) + B˜2(U, V ).
Le terme B˜2 se majore tre`s facilement
|B˜2(U, V )|  C
∫
|y| |x|
2
|U(y)||V (y)|
|x− y| dy
 C‖U‖Y˙α1‖V ‖Y˙α2
∫
|y| |x|
2
|y|−α1−α2
|x− y| dy
= C ′‖U‖Y˙α1‖V ‖Y˙α2 |x|
1−α1−α2
ou` on a utilise´, comme dans le lemme pre´ce´dent, que l’inte´grale∫
|y| |x|
2
|y|−α1−α2
|x− y| dy
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de´ﬁnit une fonction radiale et homoge`ne de degre´ 1− α1 − α2. On a donc
‖B˜2(U, V )‖Y˙α1+α2−1  C‖U‖Y˙α1‖V ‖Y˙α2 .
Pour estimer le terme B˜1, on se souvient que
pv
∫
|y| |x|
2
( x
|x|2U(y) · V (y)− 2
x
|x|4 (x · U(y))(x · V (y))
)
= 0
pour de´duire que
B˜1(U, V ) = − 1
4π
∫
|y| |x|
2
{ x− y
|x− y|2U(y) · V (y)−
x
|x|2U(y) · V (y)
− 2 x− y|x− y|4
[
(x− y) · U(y)][(x− y) · V (y)]+ 2 x|x|4 (x · U(y))(x · V (y))} dy.
Quand |y|  |x|
2
nous avons que x− y est de meˆme taille que x : |x|/2  |x− y|  3|x|/2. Il est
facile de voir que, pour |y|  |x|
2
, nous avons la majoration suivante pour l’inte´grande ci-dessus :∣∣∣ x− y|x− y|2U(y) · V (y)− x|x|2U(y) · V (y)− 2 x− y|x− y|4 [(x− y) · U(y)][(x− y) · V (y)]
+ 2
x
|x|4 (x · U(y))(x · V (y))
∣∣∣
 C |y||x|2 |U(y)||V (y)|
 C‖U‖Y˙α1‖V ‖Y˙α2
|y|1−α1−α2
|x|2 .
On peut donc majorer B˜1 de la fac¸on suivante
|B˜1(U, V )|  C
‖U‖Y˙α1‖V ‖Y˙α2
|x|2
∫
|y| |x|
2
|y|1−α1−α2 dy  C‖U‖Y˙α1‖V ‖Y˙α2 |x|
1−α1−α2 .
Par conse´quent
‖B˜1(U, V )‖Y˙α1+α2−1  C‖U‖Y˙α1‖V ‖Y˙α2
et ceci conclut la preuve du lemme.
Nous pouvons maintenant expliciter le comportement asymptotique des solutions de (6.5.4)
selon le sche´ma habituel. On montre d’abord l’existence et l’unicite´ des solutions homoge`nes.
The´ore`me 6.5.3. Il existe ε0 > 0 tel que si f0 est un champ de vecteurs homoge`ne de degre´
-3 qui ve´riﬁe ‖f0‖Y˙3  ε, alors il existe exactement une solution U0 ∈ Y˙1 homoge`ne de degre´ -1
de l’e´quation U0 = B˜(U0, U0) + F˜0 telle que ‖U0‖Y˙1  Cε0.
Dans ce the´ore`me, F˜0 est donne´ par (6.5.3) en remplac¸ant f par f0.
Preuve. Le lemme 6.5.2 montre que l’ope´rateur B˜ est bicontinu de Y˙1× Y˙1 a` valeurs dans Y˙1. Le
lemme 6.5.1 implique que F˜0 est homoge`ne de degre´ -1 et de plus ‖F˜0‖Y˙1  C‖f0‖Y˙3 . L’existence
et l’unicite´ d’une solution petite U0 ∈ Y˙1 de´coule du lemme de point ﬁxe 2.1.1. L’homoge´ne´ite´
de U0 est une conse´quence imme´diate de l’homoge´ne´ite´ de F˜0, de l’homoge´ne´ite´ de B˜ et de
l’unicite´ des solutions.
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Le dernier re´sultat de ce travail montre que si f est majore´e par C/(1 + |x|)3, ve´riﬁe les
conditions de syme´trie (6.2.3) et admet un comportement asymptotique a` l’inﬁni homoge`ne de
degre´ -3, alors la solution U admet aussi un comportement asymptotique a` l’inﬁni homoge`ne de
degre´ -1. Introduisons une fonction ϕ ∈ C∞(R2; [0, 1]) telle que 0  ϕ(x)  1, ϕ(x) = 0 quand
|x|  1/2 et ϕ(x) = 1 quand |x|  1.
The´ore`me 6.5.4. Soit f ∈ Y3 un champ de vecteurs qui admet une de´composition de la forme
f = ϕf0 + f1
ou` f0 est homoge`ne de degre´ -3 et f1 ∈ Yα pour un certain α ∈ (3, 4). Il existe une constante
ε = ε(α) telle que si ‖f0‖Y˙3 + ‖f1‖Yα  ε, alors l’e´quation (6.5.4) admet une unique solution U
petite dans Y1. De plus, U admet le comportement asymptotique suivant :
U(x) = U0(x) +O(|x|2−α) (6.5.9)
quand |x| → ∞, ou` U0 est l’unique solution homoge`ne associe´e a` f0 donne´e par le the´ore`me
6.5.3.
Preuve. Les lemmes 6.5.1 et 6.5.2 s’e´tendent sans diﬃculte´ au cas des espaces inhomoge`nes Yα
comme nous l’avons fait a` plusieurs reprises dans des situations similaires. Comme f est petite
dans Y3, l’existence et l’unicite´ d’une solution petite dans Y1 se montre comme dans le the´ore`me
6.5.3.
Montrons maintenant le comportement asymptotique e´nonce´ dans (6.5.9). Nous avons que
‖U‖Y˙1  ‖U‖Y1  Cε et ‖U0‖Y˙1  Cε. Le champ de vecteurs V = U − U0 ve´riﬁe l’e´quation
V = B˜(V, U) + B˜(U0, V ) + F˜ − F˜0
et il est limite de la suite re´currente
V0 = F˜ − F˜0, Vk+1 = B˜(Vk, U) + B˜(U0, Vk) + F˜ − F˜0.
Le champ de vecteurs F˜ − F˜0 est associe´ a` f − f0 = (ϕ − 1)f0 + f1 qui est petit dans Y˙α.
Par le lemme 6.5.1, il existe une constante C1 telle que
‖F˜ − F˜0‖Y˙α−2  C1ε. (6.5.10)
Montrons par re´currence sur k l’ine´galite´ suivante :
‖Vk‖Y˙α−2  2C1ε. (6.5.11)
La relation (6.5.10) nous montre cette ine´galite´ pour k = 0. Supposons-la vraie pour k et
montrons-la pour k + 1. Graˆce au lemme 6.5.1 nous pouvons estimer
‖Vk+1‖Y˙α−2  ‖B˜(Vk, U)‖Y˙α−2 + ‖B˜(U0, Vk)‖Y˙α−2 + ‖F˜ − F˜0‖Y˙α−2
 C‖Vk‖Y˙α−2(‖U‖Y˙1 + ‖U0‖Y˙1) + ‖F˜ − F˜0‖Y˙α−2
 CC1ε2 + C1ε
 2C1ε
si ε  1/C.
La relation (6.5.11) est donc ve´riﬁe´e pour tout k. Par passage a` la limite k → ∞, elle
est ve´riﬁe´e pour V . En particulier, V ∈ Y˙α−2 ce qui implique le comportement asymptotique
(6.5.9). Le the´ore`me 6.5.4 est comple`tement de´montre´.
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Asymptotic behavior of solutions of the steady incom-
pressible Navier-Stokes equations
Abstract : This thesis deals with the steady incompressible Navier-Stokes equations,
more precisely with the asymptotic behavior of its solutions when |x| → ∞. We consider several
types of unbounded domains and we assume that the velocity vanishes at inﬁnity.
We ﬁrst look at the three dimensional case, for which we know that if the forcing term
decays fast enough at inﬁnity, the asymptotic behavior of the solutions is given by the Landau
solutions that are homogeneous of degree -1. We generalize this result to small forcing terms
whose asymptotic behavior at inﬁnity is homogeneous of degree -3. To obtain solutions with
an asymptotic behavior at inﬁnity homogeneous of degree -1 we ﬁnd a necessary and suﬃcient
condition on the forcing : the homogeneous part of the forcing term must have zero mean over
the unit sphere. Finally, we generalize this result to the case of an exterior domain.
In the case of a half space, we prove that if the forcing term decays suﬃciently fast at
inﬁnity, then we obtain solutions that decay as 1/|x|2 at inﬁnity and we ﬁnd an explicit formula
for the dominant term in the expansion at inﬁnity of the solution. We can also prove the same
type of result as in the full space with forcing terms decaying like 1/|x|3 but the condition of
zero mean over the sphere is not required any more.
The case of the dimension two is much more diﬃcult. We study ﬁrst homogeneous solutions
and ﬁnd a family indexed on two real parameters. Imposing the restriction of having zero ﬂux
through the unit circle, we get a family of solutions with only one parameter.
Finally we deal with non homogeneous solutions, but to do this we need to assume some
symmetry conditions on the data. If the forcing term is small and decays suﬃciently fast at
inﬁnity, we ﬁnd solutions that decay like 1/|x|3 at inﬁnity and we also obtain an explicit formula
for the main term in their asymptotic expansion. We generalize this result to the case of an
exterior domain and we also obtain, again under symmetry assumptions, an analogous result
to the three dimensional case for forcing terms that decay like 1/|x|3 at inﬁnity.
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Comportement asymptotique
des solutions des e´quations de Navier-Stokes
stationnaires incompressibles
Re´sume´ :
Cette the`se traite de l’e´tude des e´quations de Navier-Stokes stationnaires incompressibles et, plus
pre´cise´ment, le comportement quand x → ∞ de ses solutions. On e´tudie la situation dans diﬀe´rents types
de domaines non borne´s en supposant une condition de nullite´ a` l’inﬁni.
On regarde d’abord la dimension 3, dans lequel on sait que si le terme de force de´croˆıt tre`s vite a`
l’inﬁni, le comportement asymptotique est donne´ par les solutions de Landau, qui sont homoge`nes de
degre´ -1. On ge´ne´ralise donc ce re´sultat a` des termes de force petits dont le comportement asymptotique
est donne´ par un terme avec l’homoge´ne´ite´ correspondante, c’est-a`-dire de degre´ -3. Pour cela, on trouve
une condition ne´cessaire et suﬃsante qui est que la partie homoge`ne du terme de force soit de moyenne
nulle sur la sphe`re. Pour ﬁnir, on ge´ne´ralise ce re´sultat au cas d’un domaine exte´rieur.
Dans le cas d’un demi-espace, on va plus loin en montrant que si le terme de force de´croˆıt assez a`
l’inﬁni on obtient des solutions de´croissant comme 1/|x|2 a` l’inﬁni et on trouve une expression explicite
du terme dominant. On peut aussi montrer le meˆme type de re´sultat que dans l’espace entier avec un
terme de force en 1/|x|3 mais la condition de moyenne nulle sur la sphe`re disparaˆıt.
Dans l’e´tude de la dimension 2 dans le plan tout entier, on se rend compte que les choses sont plus
complique´es. D’abord, pour les solutions homoge`nes, on arrive a` trouver les conditions pour que, si le
terme de force est suﬃsamment petit, on obtienne l’existence de solution qui forment alors une famille a`
deux parame`tres. Mais en leur imposant la restriction d’avoir un ﬂux nul sur le cercle unite´, on obtient
une famille avec un parame`tre seulement.
Enﬁn on e´tudie les solutions non homoge`nes, mais pour cela on doit supposer certaines conditions de
syme´trie sur les donne´es. On trouve alors, pour des termes de force de´croissant tre`s vite a` l’inﬁni, des solu-
tions en 1/|x|3 et on obtient une formule explicite pour le terme principal de leur de´veloppement asympto-
tique. Ce re´sultat se ge´ne´ralise aussi au cas d’un domaine exte´rieur et pour ﬁnir, dans ce cadre syme´trique,
on trouve un re´sultat analogue au cas de la dimension 3 pour des termes de force qui de´croissent en 1/|x|3
a` l’inﬁni.
Mots cle´s : Navier-Stokes stationnaire ; E´quations aux de´rive´es partielles ; Comportement asymptotique ;
Solutions homoge`nes.
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