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ABSTRACT
A heat transfer analysis is carried out for an unsteady boundary-layer flow due to
a rectilinear vortex in an otherwise stagnant fluid above a heated wall. The calculations
are carried out both in the Eulerian and Lagrangian variables. The Eulerian results at
some time to ( to = 0.25, in this study ) are used as initial conditions for the
Lagrangian calculations. The heat transfer analysis is performed for two situations
corresponding to (1) constant wall temperature and (2) constant wall heat flux. The
results show that near the vortex center, the heat transfer coefficient is a minimum and
the surface temperature for constant wall heat flux is a maximum. However, as the
boundary layer evolves toward an interaction with the outer inviscid fluid, the
convective heat transfer coefficient near the vortex center increases rapidly and as the
boundary layer becomes eruptive, this increase becomes very sharp. In the second case,
the surface temperature of the plate near the vortex center for constant wall heat flux
shows a sharp decrease. The implication of these results is that the presence of vortices
above a surface dramatically influences heat transfer at the wall and exposes the surface
to increased thermal stress.
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CHAPTER 1
INTRODUCTION
The unsteady boundary layer due to a rectilinear vortex above an infinite plate
in an otherwise stagnant fluid is considered in this study. The analysis of the velocity
field for this problem has previously been performed by Walker (1978) and Peridier
and Walker (1989). According to their results, an adverse pressure gradient is induced
on the boundary layer due to the moving vortex and this causes the evolution of a
secondary vortex in the boundary layer. This secondary vortex, then, grows both in the
tangential and normal directions to the wall as time increases. In a conventional
Eulerian formulation of the fluid problem, the evolution of the velocity field at fixed
points is considered. In Eulerian variables, integrations were initially carried out by
Walker (1978) who found that the calculations can not be continued beyond time
t = 0.75 with good accuracy. The reason for this is that the boundary layer eventually
starts to develop a sharply focused eruption along a band which is narrow in the
streamwise direction ( Peridier et aI, 1991). In this situation, Lagrangian variables may
be utilized to accurately resolve the flow. In these variables, the trajectory of a large
number of fluid particles is tracked and as the flow focuses into an eruption, good
accuracy is obtained. Using the Lagrangian variabl~Peridier et al (1991) were able to
continue the integrations up until ts =0.989 when a singularity forms; it is at this time
when the boundary layer starts to interact with the external flow for the first time.
The main interest of this study is to perform a heat transfer analysis for the
same problem and determine the surface response for heat transfer to the separation
process. The calculations are carried out both in the Eulerian and Lagrangian variables.
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The Eulerian results are used basically for two reasons; first, they are a good means to
check the accuracy of the Lagrangian results and second, they can be used as initial
conditions for the Lagrangian calculations. It is worthwhile to remark that over most of
the integration, the Eulerian method is a more efficient calculation scheme. However
once the boundary layer starts to develop strong outflows, only the Lagrangian method
can cope with the intense variations that develop in the streamwise direction. Thus the
Eulerian method was used in the present work to take the calculations up to a certain
stage in time before switching to Lagrangian coordinates. The results of the heat
transfer analysis show that as the boundary layer evolves· toward an interaction with the
outer inviscid fluid, the convective heat transfer coefficient increases sharply in a region
very close to the vortex center; this is where interaction eventually occurs and at the
instant of interaction, this increase takes place as a sharp spike. For a constant heat flux
surface,the temperature of the plate shows a similar behaviour and decreases sharply as
the interaction develops.
The plan of the thesis is as follows. In chapter 2, the velocity analysis of the
problem is described both for the Eulerian and Lagrangian approach. In chapter 3, the
heat transfer analysis is discussed for the two cases corresponding to constant wall
temperature and constant wall heat flux. In chapter 4, the numerical method used is
given and the method of solution is described in detail. Calculated results and
conclusions are given in chapter 5.
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CHAPTER 2
VELOCITY BOUNDARY LAYER ANALYSIS
2.1 Statement of the Problem
The problem that will be investigated in this study is the unsteady boundary
layer due to a rectilinear vortex above an infinite plate in an otherwise stagnant fluid.
This problem was first studied by Walker(1978} who showed that the vortex induces
an adverse pressure gradient on the boundary layer causing a secondary vortex in the
boundary layer near the wall. This secondary vortex, then, grows both in the tangential
and normal directions to the wall and finally, a boundary layer eruption takes place.
2.2 Formulation of the Problem
Consider a rectilinear vortex of strength ti, located a distance a at time t =0
from an infinite plate in an otherwise stagnant fluid. According to inviscid theory
(see for example, Milne - Thomson, 1962), the vortex will be convected to the right of
the plate with constant speed
(2.1 )
and will remain at constant height a from the wall. The vortex is convected to the
-4-
right by its image vortex at - a below the wall. However, the inviscid solution does not
satisfy the no slip condition on the wall. Therefore, near the wall, a thin unsteady
boundary layer develops.
In this study, a and V c are taken as the representative length L* and velocity
U~, respectively: Then, the Reynolds number (Re) is given as ,
Re
where v is the kinematic viscosity.
(2.2)
Let (x,Y) be the cartesian coordinates measuring the dimensionless distance
tangential and normal to the wall, respectively. Let (U,V) be the corresponding
velocity components and define a streamfunction '1/;0 as follows,
u=~~ , V - _ 0'1/;0
- ax' (2.3)
The inviscid flow due to the moving vortex is unsteady in the laboratory frame. The
streamfunction '1/;0 is given by (Milne - Thomson, 1962) according to
(2.4)
where (Xv(t) , Yv(t)) is the instantaneous location of the moving vortex.
The inviscid flow due to the moving vortex is steady in a reference frame moving
uniformly with the vortex. Therefore, in the moving reference frame, x is the
streamwise distance relative to the vortex center and the location of the moving
vortex is (0, 1). In the moving reference frame, equation (2.4) becomes
-5-
(2.5)
The mainstream velocity, U00 , in the moving reference frame may be obtained by first
differentiating equation (2.5) with respect to Y and then, taking the limit Y ... a .
The result is,
U - 400- -1+-2--
x +1 (2. 6)
A schematic diagram of the problem is given in Figure L Furthermore, the inviscid flow
patterns near the wall are shown in Figure 2. These flow patterns describe a Kelvin oval
pattern near the vortex center at x = O. Figure 3 shows the streamwise velocity and
pressure distributions induced near the wall by the moving vortex.
2.3 Boundary Layer Equations
The unsteady boundary-layer equation for streamwise momentum and for an
incompressible fluid is given as,
(2.7)
The continuity equation is,
(2.8)
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Dimensionless boundary layer variables are defined as,
x* y = (y* /L*)(Re)1/2 , t*U*t- 0X = L* ,
-V' } (2.9)
u* v = (v*/U~)(Re)1/2, p*U = ----;j; , p = U*2Uo P 0
When these variables are substituted into equations (2.7) and (2.8), the dimensionless
boundary layer equations, which are exact in the limit Re -+ 00, are obtained:
(2.10)
(2.11)
The pressure gradient term ~~ is induced on the boundary layer by the outer inviscid
flow. This term may be calculated either by differentiating the Bernoulli's equation in
the outer inviscid flow along a streamline or by taking the limit y -+ 00 in equation
(2.10). If the second procedure is applied ( i.e, as y -+ 00 ), the pressure gradient is
found as,
dp _ -u dUoo
dx - 00 dx
Then, the boundary layer equations become,
-7-
}
(2.12)
(2.13)
where
4Uoo = -1+ 2 .
x +1
The boundary conditions for equations (2.13) are,
u= -1 , v=O at y = 0 , } (2.14)
u -+ Uoo(x) as y-+oo.
2.4 The Eulerian Formulation
In numerical solutions, it is convenient to deal with variables defined on finite
intervals. Therefore, let us introduce a normalized velocity U(x,y,t) as follows,
u(x,y,t) = -1 +Ue(x) U(x,y,t) ,
where
Ue(x) = 24 .
x +1
If equation (2.16) is substituted into equation (2.6), Uoo(x) becomes,
Ucc(x) = -1 +Ue(x) ,
-8-
(2.15)
(2.16)
(2.17)
and, the boundary conditions become,
u=o
U-.1
at y =0 ,
} (2.18)
In equations (2.13), the strea~wise variable x varies between - 00 and +00. In order
to transform x to a finite domain, Gortler transformation is used, viz.
x(x) = l Joo _4_ dr
271" x 72 + 1
In this variable,
1 - ~ arctan(x) . (2.19)
x= 1 corresponds to the vortex center (x = 0 )
x= 2 corresponds to the downstream infinity (x -. - (0)
x= 0 corresponds to the upstream infinity (x -. + (0)
Note that the hat n is used to show that the specified variable has undergone a
transformation from an infinite interval to a finite interval and this notation will be
used throughout this study. The inverse transformation of equation (2.19) IS,
x(x) = tan ~(1- x) , (2.20)
and equation (2.17) becomes,
-9-
(2.21 )
where
Ue(x) ·2 (1- COS7l"x) .
The transformation law is given as ,
a Ue(x) a
ax - -27r ax'
(2.22)
(2.23)
Another transformation used in the present Eulerian method involves Rayleigh
variables for y and the streamfunetion. A streamfunetion 1f; is defined as ,
U= - 1+Ue ~1f;y' v - a (Ue .1,)u - , - - ax 'f/'
'ljJ = 0 at y = 0 .
} (2.24)
Note that this choice of v satisfies the continuity equation (2.11). Rayleigh variables
are defined by ,
t_ Y
~ - 2# ' -.i-.\lJ - 2~' (2.25)
So, the normalized streamwise velocity becomes,
\lJ(x , 0) = 0 . (2.26)
When these transformations are used, the boundary-layer equation becomes,
-10-
{ 2( - 2t Ue 2.- ('lJ Ue)} au +{2t Ue( UUe -1)} au +a
2u (2.27)
1r ax a( 1r ax a(2'
Note that Ut denotes ~~.
At upstream and downstream infinity, equation (2.27) reduces to ,
The solution which satisfies the boundary conditions (2.18) IS gIven as ,
U = erf (() .
The streamfunetion, 'lJ, may be obtained by integrating equation (2.26) as,
(2.28)
(2.29)
(2.30)
As t -t 0, equation (2.27) also reduces to equation (2.28). Therefore, equations (2.29)
and (2.30) may be taken as the initial conditions for equations (2.26) and(2.27).
The boundary conditions for any time t > 0 are as follows ,
U = 0 at (= 0
U-t1 as (-too
for all x
for all x
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U =erf(() at X= 0 and 2, for all (
The foregoing formulation was used by Walker (1918). In this study, ( will
also be defined on a finite domain using the following transformation,
A 2( = 'if aretan(() . (2.31 )
The transformation (2.31) brings the infinite interval (0 , (0) to the finite interval
(0 ,1). The transformation law is given as ,
8 A 8
8( = Z(() 8( ,
where
A
Z(() = #cos2( ~( ) .
Finally, the Eulerian equations become,
where
-12-
}
(2.32)
(2.33)
(2.34)
2 AT = Z (0,
w = '2j Ue' (UUe - 1) ,
Q='2jUe(UUe-1) ,
r='2jUe'(l-Ue) ,
with the boundary conditions ,
U=o at (=0 for all x
U~l at C= 1 for all x } (2.35)
A
U = erf(tan(;()) at X= 0 ,2 , for all C.
The initial conditions are ,
U = erf(tan(;C)) ,
} (2.36)
Note that the initial conditions (2.36) are also valid at both upstream and downstream
infinity at any time. The equations (2.34) , (2.35) and (2.36) complete the formulation
-13-
of the Eulerian method.
This problem was first considered by Walker (1978) who assumed that the
motion was initiated impulsively from rest. The numerical results obtained show that
a short time after the initiation of the motion (t = 0.28), a recirculating eddy appears.
This eddy, then, grows both in the normal and strOeamwise directions. Figures 4 and
5 show the instantaneous streamlines in the boundary layer relative to the moving
vortex at certain times.
As time passes, the displacement thickness begins to approach the vertical and
very intense variations take place in the streamwise direction. Figure 6 shows the
temporal development of the displacement thickness. In addition, figure 7 shows the
wall shear stress distributions at several times. Actually, this kind of behavior is
,
observed in many unsteady boundary-layer flows which evolve toward a strong
viscous-inviscid interaction with the outer flow. The boundary layer focuses into a very
narrow region in the streamwise direction. Therefore, it is almost impossible to analyze
this problem using the Eulerian variables when very strong local updrafts occur.
Actually, in the Eulerian variables, integrations could not be continued beyond t = 0.75
with good accuracy. The integrations can be continued further in time using the
Lagrangian variables due to reasons that will be described in 2.5 .
2.5 The Lagrangian Formulation
In the Lagrangian approach, the spatial coordinates (~ , 7]) of a large number of
fluid particles at some initial instant are used as independent variables. In the
Lagrangian variables, equations (2.13) become (Peridier et al, 1991) ,
-14-
(2.37)
(2.38)
(2.39)
Equation (2.39) is the continuity equation in the Lagrangian variables.
The Lagrangian variables have some advantages. One of the main advantages IS
that equations (2.37) and (2.38) do not contain y and v. This is desirable because
these are the quantities that become very large and eventually singular as the
boundary layer goes to strong interaction with the outer inviscid flow.
Note that in the Lagrangian variables, x and y are dependent variables,
( not independent as in the Eulerian method) and they are functions of the initial
locations and time. Therefore,
x = x( e,7J,t ) ,
y = y( e,7J,t ) .
} (2.40)
As in the Eulerian formulation, it is useful to define the variables in a finite
domain. The streamwise velocity u is written as,
u(e,7J,t) = -1 +Ue(x) U(e,7J,t) ,
The boundary conditions for equaton (2.41) are gIven as ,
-15-
(2.41 )
u=o at 7] = 0 , } (2.42)
U-+1 as 7]-+00.
Note that for an impulsive start at time = 0, the initial condition is U = 1.
In a similar way as in the Eulerian formulation, the variables are transformed from an
infinite interval to a finite interval using the same transformations.
transformations are given here again as follows,
These
x(x) = 1 - *arctan(x) ,
The transformation laws are,
e(o =1-*arctan(~) .. (2.43)
(2.44)
The last transformation used in the Lagrangian variables is ,
fJ(y) =*arctan(y) ,fJ(7]) =*arctan(7]) ,
where
A 2 2( 7f~ )Z(7]) = 7F cos 2"" '
-16-
(2.45)
(2.46)
(2.47)
Therefore, the ranges ( - 00, +00 ) and ( 0, +00 ) are transformed to the finite intervals
( 2 , 0) and ( 0 , 1 ), respectively. When these transformations are substituted into
equations (2.37) and (2.38), the Lagrangian boundary layer equations become,
~~ = _U~~x) (UUe(x) - 1) . (2.49)
where the coefficients are given as ,
w = -{ 2~ 0f!xe ( 1- Ue(x) U(~,~,t) ) },
T - -2(A t A){ ox }2
- a X,<",7] A ,
o~
S = 5:.2(x t 7]A){ _ 2 o~ o~ }
,<", o~ 07] ,
R - -2(A t A){ ox }2
- a x,<",7] o~ ,
} (2.50)
-17-
In the above equations, a(x,e,ry) , (3(ry) and ,(e) are gIven as,
- (A t A) { Ue(e) Z( A) }
a X,c",TJ = Ue(x) TJ ,
The initial conditions for x and U are,
} (2.51)
(2.52)
If the Lagrangian calculations are initiated from the Eulerian solution at some time to ,
the initial conditions for U are the corresponding velocity values from the Eulerian
mesh. In this case,
(2.53)
The boundary conditions for U at time t > 0 ,
(2.54)
The boundary conditions for x at upstream and downstream infinity are ,
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x(O,r"t) = 0 x(2,r"t) = 2 . (2.55)
The analytical solution for x at the wall may be obtained as,
(2.56)
It is also possible to obtain the analytical solution for U at upstream and downstream
infinity. The result may be given as ,
tan(;r,)
U = erf { 2~ } at ~ = 0 ,2 . (2.57)
At this stage, the basic formulation of the Lagrangian boundary-layer approach IS
completed.
The numerical solution of the above Lagrangian boundary-layer equations was
performed by Peridier and Walker (1989) and Peridier et al (1991) using an upwind -
downwind ADI algorithm. The results of this solution are confirmed by the Eulerian
results. The Lagrangian results show that at time t = 0.989, there is a singularity. The
integrations can be continued beyond t = ts (ts is singularity time) because x and
U are regular. However, it is physically meaningless to continue the integrations beyond
The results obtained in this study confirm the results of Peridier and Walker
(1989) and Peridier et al (1991). Some of these results are given in the following
figures:
(a) Figure 8 shows the constant x contours at t = 0.25 .
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(b) Figure 9 shows the constant x contours at t =0.75 .
(c) Figure 10 shows the constant x contours at ts = 0.989.
(d) Figure 11 shows the temporal development of wall shear stress distributions.
(e) Figure 12 shows the temporal development of the displacement thickness 8*.
-20-
CHAPTER 3
THERMAL BOUNDARY LAYER ANALYSIS
3.1 Statement of the Problem
In chapter 2, the velocity analysis for the unsteady boundary layer due to a
rectilinear vortex above an infinite plate in an otherwise stagnant fluid was described.
In this chapter, the heat transfer analysis for the same problem will be studied for two
cases corresponding to constant wall temperature and constant wall heat flux.
3.2 Formulation of the Problem
The energy equation for the boundary layer is given in almost every textbook
related to the heat transfer and fluid mechanics, and it is given as ,
or* +u* or* +v* or* = Q {02T* +02T*}
ot* ox* oY* OX*2 oy*2 '
where
_ k
Q- pCp
(3.1)
Here, k IS the thermal conductivity, p is the density, cp is the specific heat at
-21-
constant pressure and a is the thermal diffusivity. Equation (3.1) is valid for an
incompressible, constant property flow with negligible viscous dissipation. Dimensionless
variables are defined as follows ,
x* Y = (y*/L*)(Re)1/2 , t*U*t- 0x = L* , -V }
u* v = (v*/U~)(Re)1/2, T= T*-Tsu = U* , Too - Ts0
(3.2)
where T s is the temperature of the wall and Too is the temperature of the
inviscid fluid outside the boundary layer. When the dimensionless variables (3.2) are
substituted into equation (3.1), the energy equation in dimensionless form is obtained
as ,
(3.3)
where Pr IS Prandtl number. The boundary conditions for equation (3.3) are ,
T=O
T-.1
at y = 0 ,
as y-'oo.
-22-
} (3.4)
3.3 The Eulerian Formulation
In the Eulerian approach, the spatial coordinates (x , y) and time t are the
independent variables. The Eulerian solution is used as an initial condition for the
Lagrangian calculations; it is also a good means to check the Lagrangian results since a
range of time can be considered where both calculation schemes can be considered and
compared with one another.
3.3.1 Constant Wall Temperature Case
It is useful in numerical methods to deal with variables defined on a finite
interval. Therefore, in order to express equation (3.3) on a finite interval, the same
transformations as in chapter 2 will be used, namely ,
x(x) = 1 - #- aretan(x) ,
The inverse transformation is ,
x = tan{(l-x) ~},
and the transformation law is given as ,
2.... _ Ue(x) a
ax - -2;r ax
-23-
(3.5)
(3.6)
(3.7)
Note that the hat n shows that the specified variable has undergone a transformation
from an infinite interval to a finite interval.
Let us now introduce a Rayleigh variable according to,
- y
7] - 2.,Jt ,
and the transformation law is ,
(3.8)
(3.9)
When the above transformations are applied to equation (3.3), the energy equation
takes the following form ,
4t aT ={27] - 2.,Jt v } aT +{2t Ue u } o~ +...L 02Tat 07] 7r ox Pr 07]2
with the following boundary conditions ,
T = 0 at 7] = 0 ,
}
T-t1 as 7]-t00.
As time t -t 0 , equation (3.10) simplifies to,
Therefore, the solution of equation (3.12) gives the initial condition for equation
-24-
(3.10)
(3.11)
(3.12)
(3.10) and the result may be given as ,
T = erf{ {PT 7]} at time t =0 . (3.13)
Note that at x= 0 ,2 , equation (3.10) simplifies to equation (3.13), as well.
Therefore, equation (3.13) also gives the boundary conditions for T at both upstream
and downstream infinity at any time t .
The following transformation is used to define a new normal variable ~ in a finite
interval,
where
7r~7] = tan ( 2) and (3.14)
(3.15)
If the above transformations are used, the final form of the energy equation becomes ,
4t aT = p a~+Q a~+R a2T
at a7] ax a~2'
where the coefficients are given as ,
-25-
(3.16)
P = { 2 tan( ;7} ) - 2~ v +Z)~) } Z(7}) ,
Q='2jUeu,
In the above equations, u and v are given by,
u = -1 +Ue(x) U(x,7},t) ,
v =~: tx(Ue 2~ \l!) .
}
}
(3.17)
(3.18)
Note that U and \l! are known from the solution of the velocity boundary layer
equations. The boundary conditions for equation (3.16) are as follows,
T = 0 at 7} =0 ,
T = 1 at 7} = 1 ,
{ . 7r7}}"T = erf ~Pr tan ( 2" ) at x = 0 ,2 , all t.
The initial condition for equation (3.16) IS,
T = erf { ~Pr tan ( ;7} ) } .
} (3.19)
(3.20)
Equation (3.20) completes the Eulerian formulation for constant wall temperature case.
-26-
3.3.2 Constant Wall Heat Flux Case
For constant wall temperature case, the energy equation is given in equation
(3.16) where T is the dimensionless temperature defined as ,
For this case, introduce a variable 0 defined by ,
e=T* -Too .
Then, the following equation is obtained,
4t 80 = P 8~ +Q 8~+R a20
8t 071 ox afJ2'
The heat flux at the wall in the dimensionless form is given as,
/I 1 80
q = 2~ B 8fJ '
where
B - _ L*1r
- 2kRe1/ 2 '
If equation (3.24) is rearranged, the following relation is obtained,
-27-
(3.21)
(3.22)
(3.23)
(3.24)
(3.25)
g~ = A 2ft , A = B q" .
At this point, a new variable ¢(x,~,t) is introduced by,
(3.26)
If equation (3.26) is substituted into equation (3.23), the energy equation for the
constant heat flux case is obtained,
4t o¢ = p 8~+Q8~+R 82¢+ W ¢
ot 87] 8x 8~2 '
where the coefficients are gIven as ,
,
p = { 2 tan( ~r, )- 2ft v +Z;;) } Z(r,) ,
Q - 2t Ue u
-71" ,
w= -2 .
The boundary conditions for equation (3.27) are ,
¢ = a at r, =1 ,
8¢ _ 1 tAOor, - a 7] = .
-28-
}
}
(3.27)
(3.28)
(3.29)
The initial condition for <p may be taken as zero because at time t = 0, one can
assume that the flow does not feel the temperature of the wall j u and v in equations
(3.28) are given in equation (3.18) .
3.4 The Lagrangian Formulation
In the Lagrangian variables, the dimensionless energy equation (3.3) takes the
following form ,
In this formulation, the spatial coordinates (e,1J) and time t are the independent
variables. When the transformations (2.43) and (2.45) are used, equation (3.31)
becomes,
where the coefficients are given as ,
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(3.32)
M --1- -2(A t A){ ax }2
- Pr a x, .. ,7] ae '
S 1 -2(A t A){ 2 8x aX}=-P a x,.. ,7] - -A aA ,
. r 8~ 7]
R 1 -2(A I: A){ ax }2= Pr a x,.. ,7] a~ ,
where the variables a, f3 and f are given in equation (2.51).
3.4.1 Constant Wall Temperature Case
} (3.33)
Equations (3.32) and (3.33) will be used for this case. The boundary conditions
for equation (3.32) are ,
The solution at both upstream and downstream infinity may be obtained analytically
using equation (3.32) as,
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{ {PT 7rry ) }T = erf 2~ tan ( 2 at e= 0 ,2 (3.35)
In this study, the initial conditions are taken from the Eulerian solution at some time
3.4.2 Constant Wall Heat Flux Case
For this case, the governing relation is also equation (3.32) but a slight change
will be introduced. The heat flux at the wall may be given in a slightly different way as
follows,
Be q"L* 7r
By - kRe1/ 2 2" '
q"L*
recall from the Eulerian formulation that e=T* - T 00 and A = - ~
kRe1/ 2 2
Therefore,
BeBy = A .
and introducing a new variable J{ such that
e=AJ{ ,
it follows that
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(3.36)
and
At the wall,
K = 0 at'" = 1 ,
~~ =1 at ry = 0 .
}
(3.37)
(3.38)
(3.39)
If equation (3.36) is substituted into equation (3.32) , the energy equation for the
constant heat flux case is obtained,
(3.40)
where the coefficients M,R,S,P and Q are given in equations (3.33). The boundary
conditions for equation (3.40) are,
A
2.{aK _Ue(~) axaK}=l at "'=0 ,
7f a." Ue(x) a." ae .
K = 0 at ry = 1 .
} (3.41)
The initial values of K at some instant to = 0.25 are taken from the Eulerain solution.
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CHAPTER 4
NUMERICAL SOLUTION OF ENERGY EQUATION
In chapter 3, the energy equations both in the Eulerian and Lagrangian variables
were given. In this chapter, the numerical solution method for these equations will be
considered.
4.1 An AD! Method for the Energy Equation
In this study, the numerical method used is an upwind-downwind AD! algorithm
which is second order accurate both in time and space. Before going into the details of
this algorithm, it is worthwhile to discuss the other methods that were tried, some of
which are described for the velocity anlysis by Peridier et al (1991).
First, point by point relaxation methods were tried. These methods worked very
well for the Eulerian description of the motion. They also worked well in the initial
stages of the Lagrangian integrations but when the significant updrafts began in the
boundary layer, they failed to converge. The other method tried was the factored
alternating direction method due to Beam and Warming (1918). In the similar way, in
the initial stages of the integration, the method worked very well. However, at
subsequent times, the method failed to give physically meaningful results.
The numerical method that was succesfully used in this study IS called an
upwind-downwind AD! (Alternating-Direction-!mplicit) scheme. In this method, the
spatial-derivative operators are factored and an upwind-downwind differencing is used
for the first order partial derivatives. The method is general and can be used for the
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numerical integration of any unsteady two-dimensional problems where local regions of
severe gradients are expected to develop.
The method was used both in the Eulerian and Lagrangian descriptions. In order
to describe the details of the method, consider the energy equation (3.32) in the
Lagrangian variables for constant wall temperature case,
(4.1)
In the standard Crank-Nicolson method, all quantities are approximated at a point
midway between the previous and current time planes. For example,
M· . -1 (M· ·+M'" .)l, J - 2 l,J l, J • (4.2)
In equation (4.2) , the overbar (-) shows that the specified quantity is evaluated at a
point midway between the previous and current time planes, i.e, at
(4.3)
In addition, the asterix ( * ) indicates quantities in the previous time plane and, for
example, Mi,j denotes a value in the current time plane. This same procedure is also
applied to the derivatives in equation (4.1). Application of the Crank-Nicolson method
to equation (4.1) yields,
(4.4)
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The standard central difference approximation to the first order derivative term P ~~
yields,
It is obvious that this approximation makes no contribution to the pivotal element
Ti,j . Therefore, the central difference approximations to the first order derivatives do
not enhance the diagonal dominance of the difference equations. To overcome this
problem, an upwind-downwind differencing is used for the first order derivatives. The
upwind-downwind approximations to the terms
f1f
p ofJ '
yield,
-aT p ..P %,3 ( T· . 1 - T. .+T~ .- T!· 1) for p .. > 0ofJ = 2(6..fJ) %,3 + 1,3 %,3 %,3- , 1,3
-aT p ..
} (4.6)
P %,3 ( T· ·-T· . 1+T!. 1 -T! -) for p .. < 0ofJ = 2(6..fJ) 1,3 1,3 - 1,3 + 1,3' 113
QoT Qi,j ( T· 1 . - T· .+T~ . - T! 1 -) for Q.. > 0oe =2(6..e) I + ,3 I, J 1,3 1 - , 3 ' 113
QoT Qi,j
} (4.7)
( T i,r Ti-I, j +Ti+1, j - Ti, j), for Qi,j < 0oe = 2(6..e)
It is obvious that approximations (4.6) and (4.7) act to enhance the diagonal dominance
of the difference equations by making contributions to the pivotal element T i, j .
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Approximations (4.6) and (4.7) may be written in a more compact form as follows,
Q aT Qi, j ( + T - T* )a~ = 2(,6.~) x~ i,j +x~ i,j .
(4.8)
(4.9)
In equations (4.8) and (4.9) , the difference operators
defined by ,
x:t- and
€
are
-sgn(P ..)/2
- C E t,]
, XA = VA ,
." ."
} (4.10)
where the central difference operators 8ry and 8~ are defined by ,
In addition, the enlargement operators E~ and Ery may be given as ,
Ef T( ~ , r, ,t ) = T( ~ + p,6.~ , r, ,t) ,
Note that
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} (4.11)
} (4.12)
Finally, the averaging operators f-l
e
and f-lTj may be definedas ,
-1 ( E + 1/2 +E - 1/2 ) -1 ( E + 1/2 +E -1/2 )f-le- 2 e e ,f-lTj - 2 Tj Tj • (4.14)
Then, the finite difference approximations to the second order spatial derivatives in
operator form may be given as follows ,
~2T M··M _U_ = t, J 8~ ( T. .+T'*: . )
ar,2 2(b.r,)2 TJ t,] t,]' (4.15)
(4.16)
(4.17)
At this point, the finite difference approximations to equation (4.4) may be written
as ,
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The left side of equation (4.18) may then be factored into two operators on T ,one In
the ~ direction and one in the T] direction, and the factored form of equation (4.18)
IS gIven as ,
=D· . (4.19)t,) ,
where
(4.20)
Note that equations (4.18) and (4.19) are not completely equivalent. They differ by a
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term O( l:::.t2 ) . Note also that the finite difference approximations are of order
O( l:::.t2 ), as well. Therefore, this factorization does not lower the overall accuracy of
equation(4.18). An intermediate variable Ti , j may be defined as ,
and equation (4.19) becomes,
( (
8~ x7 ))l:::.t - TJ - TJ -1-- M· .--+ p .. - T· ·=T··2 Z,) (l:::.f])2 Z,) (l:::.f]) z,} Z,J •
(4.21 )
(4.22)
In equations (4.21) and (4.22), it is assumed that the coefficients Mi,j , Ri,j , Si,j ,
p . . and Q.. are known from the previous iteration at a current time. Note thatZ,J Z,)
equation (4.21) defines a set of tri-diagonal matrix problems along lines of constant f]
and equation (4.22) defines the same matrix problems along lines of constant e.First,
equation (4.21) is solved using Thomas algorithm and the intermediate values Ti, j are
obtained. Then, using these intermediate values Ti, j , equation (4.22) is solved to
obtain Ti,j at each mesh point. The details of this method are given in the next
section.
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4.2 Numerical Solution of the Energy Equation of the Lagrangian Boundary Layer
In this section, the details of the factored upwind-downwind ADI algorithm will
be given.
Note that the coefficients M , Q , R , . .. are the coefficients given in equations
(3.33) evaluated midway between between the current and previous time planes. These
coefficients contain partial derivatives of x and may be calculated by taking simple
averages between the current and previous time planes usmg central difference
approximations. For example, a~ may be calculated as follows,
a~
or
(4.23)
"fi +1, j - "fi - 1, j
2(~e) (4.24)
where
The other partial derivatives of Xi, j may be calculated in the same way.
(4.25)
To initiate the iteration, Ti,j is first taken equal to Ti,j at a previous time
plane. Then, the coefficients Mi,j , Qi,j"" are calculated using equations (3.33)
and the relations analogous to equation (4.23) or (4.24) .
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In the mesh, there are M equal intervals in the e direction and N equal
intervals in the T] direction. Since the coefficients M··I,} Qi,i ' ... were
approximated using Ti, i values at a previous time plane, it is possible to calculate
the intermediate values Ti ,i using equation (4.21). Equation (4.21) defines a set of
tri-diagonal matrix problems and it is solved along constant fJ lines using the Thomas
algorithm. However, Ti,i values at both upstream and downstream infinity are needed
for this. Note that at x= 0 ,2 (i = 1 and M +1 , respectively) , the coefficients
Ri,i and Qi,i are zero. Equation (4.21) , then, reduces to ,
T. .= D·· at i = 1 and M +1 .I,J I,J (4.26)
Therefore, equation (4.26) gives the boundary values of Ti,i for Thomas algorithm.
Alternatively, the analytical solution (3.35) for Ti,i could also be used. Note that
Di, i simplifies to ,
r2 -
!J. ( VA XA )D . . = T~ .+_t M . . _TJ_+ p . . _TJ_ T~.
I, } I, } 2 I,} (!J.fJ)2 I,J (!J.fJ) I,J' (4.27)
at i = 1 and M +1. Equation (4.21) produces a set of tri-diagonal matrix problems
which are of the general form,
b·T. 1 ·+a· T..+c.T. 1 ·=D··I I +,J I I,J I I -,J I,} (4.28)
Equation (4.28) is solved along lines of constant fJ for i = 2 , M using the Thomas
algorithm, producing the intermediate temperature values Ti,i at each mesh point.
In the second phase of the solution procedure, the computed values of T. . are
t,J
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used on the right side of equation (4.22) which defines a set of tri-diagonal matrix
problems along lines of constant e of the general form ,
b·T· ·+l+a. T· ·+c·T·· 1='1' ..J I, J J I, J J I, J - I, J
for j = 2 , N. The boundary values for equation (4.29) are ,
(4.29)
T· 1 =0I, and T i, N +1 = 1 . (4.30)
Once the second phase of the ADI algorithm is completed, Ti,j values are obtained at
each mesh point. This process is, then, continued until Ti , j values converge to 4
significant figures at each mesh point. In this study, the calculations were carried out
until t = 0.989, the time at which singularity occurs in the boundary layer solution.
The calculations can, however, be continued further in time since U and xare regular.
However, continuing beyond t = 0.989 is physically meaningless. Note that the ADI
method used in this study is numerically stable because the upwind-downwind
differencing scheme guarantees the diagonal dominance in the tri-diagonal matrix
problems.
In this study, the time step was taken equal to 0.001 in the initial stages of the
integration but then, decreased to 0.0001 in order to keep the number of iterations in a
moderate level. The number of iterations was between 2 and 6 at each time step.
Various mesh sizes were used to check the accuracy. The smallest mesh size used was
(201,101) where 201 is the number of points in the streamwise direction and 101 is the
number of points across the boundary layer. The calculations were started from
to = 0.25, and Ui,j' Xi,j and Ti,j were taken from the Eulerian solution at to'
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CHAPTER 5
RESULTS AND CONCLUSIONS
The numerical method described in chapter 4, an upwind-downwind ADI
algorithm, is used both in the Eulerian and Lagrangian formulation for two situations
corresponding to constant wall temperature and constant wall heat flux.
In the Eulerian formulation, the convective heat transfer coefficients are gIven
by,
h - 1 8Tte - 7f"-It 8fJ '
for a constant temperature surface and
h - 1fe - - 2"-It if> '
(5.1)
(5.2)
for a constant heat flux surface. Once the energy equation is solved for two situations
corresponding to constant wall temperature and constant wall heat flux, T and if> values
are known at each mesh point at any given time. Then, using equations (5.1) and (5.2),
the convective heat transfer coefficients, hte and hfe ' may be calculated. Figures 13 and
14 show the temporal development of the convective heat transfer coefficients for
constant wall temperature and for constant wall heat flux, respectively up until the
time the Eulerian calculations fail. These figures show that the heat transfer coefficients
for both situations have a similar behaviour. They are higher to the left of the vortex
center but lower to the right. Note that, as time passes, the heat transfer coefficient
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decreases all along the plate; in general this is to be expected with the thickening of the
boundary layer with time. Note however that, the decrease is more significant near the
vortex center where the heat transfer coefficient reaches a minimum. Unlike the heat
transfer coefficient, the temperature of the plate for a constant heat flux surface
increases everywhere as time passes. This can be seen easily from figure 15 which shows
the temporal development of the surface temperature for constant wall heat flux from
the Eulerian calculations. In contrast to the heat transfer coefficient, the plate
temperature for a constant heat flux surface is a maximum near the vortex center. As
discussed previously,- the Eulerian calculations can not be continued beyond about
t = 0.75 when strong updrafts develop in the boundary layer; to reach the later stages of
the eruption the calculations were carried out in the Lagrangian variables.
In the Lagrangian variables, the convective heat transfer coefficients, htl for
constant wall temperature and hll for constant wall heat flux, are given by,
(5.3)
(5.4)
The Eulerian results generally confirm the Lagrangian results at lower values of t. The
temporal development of the convective heat transfer coefficient is shown in figure 16
for constant wall temperature and in figure 17 for constant wall heat flux. Figures 16
and 17 show that as the boundary layer evolves toward an interaction with the outer
inviscid fluid, the convective heat transfer coefficient decreases rapidly to an absolute
minimum near the vortex center but also increases to the left suddenly and at the
instant of interaction ( ts = 0.989 ), the decrease appears as a sharp spike; this is
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accompanied by a sharp local increase in a sharp spike to the left. Figure 18 indicates
the temporal development of the surface temperature of the wall for constant wall heat
flux. Contrary to the convective heat transfer coefficient, the plate temperature first
increases rapidly reaching its maximum at a point very close to the vortex center and
then decreases even more sharply to the left of the vortex center as the boundary layer
approaches to interaction with the external flow. At the instant of interaction, in a
manner similar to the convective heat transfer coefficient, the surface temperature
exhibits locally both a sharp increase and decrease. Actually, these results might be
anticipated. As the boundary-layer thickness increases, more fluid is retarded by the
boundary layer, causing a decrease in the convective heat transfer coefficient. Figure 12
indicates the temporal development of the displacement thickness for the Lagrangian
variables. Note that the displacement thickness is greater to the right of the vortex
center and smaller to the left. Therefore, the convective heat transfer coefficient should
be lower to the right of the vortex center and higher to the left. This is what figures 16
and 17 show. In addition, note that at the point of interaction with the external flow,
the displacement thickness increases rapidly so the convective heat transfer coefficient
decreases. However, as soon as the displacement thickness reaches a maximum, it then
decreases abruptly to the left, causing a sharp increase in the heat transfer coefficient.
In response to the sudden change in the convective heat transfer coefficient, the
temperature of the plate decreases sharply as the heat transfer coefficient increases
rapidly; in addition, the plate temperature Increases as the heat transfer coefficient
decreases. The constant temperature contours in the boundary layer at certain times are
shown in figures 19 - 23 for constant wall temperature and in figures 24 - 28 for
constant wall heat flux.
In conclusion, this study shows that when a vortex is present above a heated
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surface, it can have a substantial effect on the surface heat transfer. The calculations
were carried out from an impulsive motion. As time increases, the heat transfer
coefficient decreases along the plate and reaches a minimum near the vortex center.
However, as the boundary layer evolves toward a strong interaction with the outer
inviscid fluid, the convective heat transfer coefficient near the vortex center shows a
very sudden change; it first decreases sharply but as soon as it reaches a minimum it
increases even more sharply for both situations(constant wall temperature and constant
wall heat flux) and at the instant of interaction, the decrease and increase become a
sharp spike. Similarly, as time passes, the plate temperature for a constant heat flux
surface becomes higher throughout the plate and it is a maximum near the vortex
center. Unlike the heat transfer coefficient, the temperature of the plate near the vortex
center first increases then decreases rapidly and at the instant of interaction, this
sudden change in the plate temperature takes place as a sharp spike.
These results show that the heat transfer at the wall is dramatically influenced
by the presence of vortices above a surface. The boundary-layer separation process
induced by the vortex leads to a sharply focused local eruption of the near-wall flow and
in this vicinity the heat transfer rates are dramatically reduced. By contrast on either
side of the erupting part of the boundary layer the heat transfer ratios are relatively
high. Consequently, the wall region near where the boundary-layer interaction develops
is subjected to relatively large changes in surface heat transfer ratio and this has the
potential to produce considerable thermal stress in the wall. Consequently, in any
practical engmeenng application where vortices are· present such as at the base of
turbine blades, there is an enhanced risk of thermal-induced failure.
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Figure 1. Schematic diagram of the problem.
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Figure 2. Inviscid flow patterns near the wall.
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Figure 3. Streamwise velocity and pressure distributions
induced near the wall by the moving vortex.
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Figure 4. Instantaneous streamlines in the boundary layer
relative to the vortex at t =0040. (Eulerian)
-48-
-2.0
-4.0
~67
-2.0
- 0.4:....:4~..--::
-0.1
oL.-r2.=0====::::r=::L-----.:~----.:1~.0==X========0~.5;=:::;0:t:;;.3:;;:3 ====J,-O.-l
2
(
Figure 5. Instantaneous streamlines in the boundary layer
relative to the vortex at t = 0.60. (Eulerian)
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Figure 6. Temporal development of the displacement thickness. (Eulerian)
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Figure 7. Wall shear stress distributions at several times. (Eulerian)
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Figure 8. Constant x contours at t =0.25.
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Figure 9. Constant x contours at t = 0.75.
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Figure 10. Constant x contours at t = 0.989.
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Figure 11. Temporal development of the wall shear stress distributions.
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Figure 13. Temporal development of the convective heat transfer
coefficient for constant wall temperature case. (Eulerian)
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Figure 14. Temporal development of the convective heat transfer
coefficient for constant wall heat flux case. (Eulerian)
-54-
0.850
0.667
e 0.71
0.65
0.55
0.45
0.483
t=0.35
0.300
2.00 1.33 0.67 0.00
Figure 15. Surface temperature of the wall at selected times. (Eulerian)
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Figure 16. Temporal development of the convective heat transfer
coefficient for constant wall temperature case.
(Lagrangian)
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Figure 17. Temporal development of the convective heat transfer
coefficient for constant wall heat flux case.(Lagrangian)
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Figure 18. Surface temperature of the wall at selected times.
(Lagrangian)
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Figure 19. Constant temperature contours in the boundary layer
for constant wall temperature case at t =0.45.
(Lagrangian)
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Figure 20. Constant temperature contours in the boundary layer
for constant wall temperature case at t = 0.65.
(Lagrangian)
-60-
1.00
0.67
0.33
0.00
2.00 1.33 0.67 0.00
Figure 21. Constant temperature contours in the boundary layer
for constant wall temperature case at t = 0.75.
(Lagrangian)
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Figure 22. Constant temperature contours in the boundary layer
for constant wall temperature case at t = 0.85.
(Lagrangian)
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Figure 23. Constant temperature contours in the boundary layer
for constant wall temperature case at t =0.989.
(Lagrangian)
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Figure 24. Constant temperature contours in the boundary layer
for constant wall heat flux case at t =0.45.
(Lagrangian)
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Figure 25. Constant temperature contours in the boundary layer
for constant wall heat flux case at t = 0.65.
(Lagrangian)
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Figure 26. Constant temperature contours in the boundary layer
for constant wall heat flux case at t = 0.75.
(Lagrangian)
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Figure 27. Constant temperature contours in the boundary layer
for constant wall heat flux case at t = 0.85.
(Lagrangian)
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Figure 28. Constant temperature contours in the boundary layer for
constant wall heat flux case at t = 0.989. (Lagrangian)
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