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A(cj) Quadratische Vergleichsmatrix des Entscheidungskriteriums cj, die
alle paarweisen Vergleiche der untergeordneten Entscheidungskriterien
oder Alternativen von cj enthält
ai Alternative ai einer multikriteriellen Problemstellung
CL Menge aller Entscheidungskriterien auf der untersten Ebene eines
Kriterienbaums
CPcj Menge aller Entscheidungskriterien auf dem Pfad zwischen Kriterium
cj und der übergeordneten Problemstellung
cj Entscheidungskriterium cj einer multikriteriellen Problemstellung
CR Consistency Ratio: Maß für die Konsistenz einer Vergleichsmatrix
p Übergeordnete Problemstellung eines multikriteriellen AHP-Problems
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wgai Globales Gewicht einer Alternative ai
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P,Sys,ls Lebenszyklusbezogene Energieproduktivität einer Werkzeugmaschine
CE Preis für eine Einheit Energie
CE,P Prozentualer Anteil der Energie am Anschaffungspreis einer Werk-
zeugmaschine
CSysi Anschaffungspreis der Komponente i einer Werkzeugmaschine
EP,Sys Energiebedarf einer Werkzeugmaschine für Nutzung, Wartung und
Reparatur
vii
EP,Sysi Energiebedarf für Nutzung, Wartung und Reparatur der Komponente
i einer Werkzeugmaschine
ER,Sys Energiebedarf einer Werkzeugmaschine für das Recycling
ESys,ls Energiebedarf einer Werkzeugmaschine im gesamten Lebenszyklus
EtP,Sys Energiebedarf einer Werkzeugmaschine für Entwicklung und Herstel-
lung
NSys Anzahl der Komponenten einer Werkzeugmaschine
OutputP,Sys,ls Ausstoß einer Werkzeugmaschine im gesamten Lebenszyklus
z Faktor zur Abschätzung des Energieverbrauchs für das Recycling
(1 ≤ z ≤ 1, 5)
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1 Einleitung
Der steigende Bedarf an Energie und Ressourcen [48], insbesondere an fossilen
Brennstoffen und seltenen Metallen [21], sowie die angestrebte Reduktion des CO2-
Ausstoßes [24] führen zu steigenden Preisen für Energie [42] und Rohstoffe [142].
Der Energie- und Ressourcenbedarf muss daher neben der Funktionalität und den
Kosten eines technischen Produkts in Planungs- und Entwicklungsprozesse einbe-
zogen werden [102,103]. Für eine Minimierung des Energie- und Ressourcenbedarfs
sind insbesondere die frühen Phasen der Produktentwicklung von großem Interesse,
da in diesen Phasen die wesentlichen Eigenschaften eines Produkts für den gesam-
ten Lebenszyklus zu großen Teilen festgelegt werden [110]. Durch die Forderung
nach kürzeren Markteinführungszeiten bei gleichzeitigem Anstieg der Komplexität
technischer Produkte ist der Einsatz von Softwaresystemen zur Unterstützung der
Planungs- und Entwicklungsprozesse unabdingbar [89].
1.1 Grundlagen der softwaretechnischen
Unterstützung der Produktentwicklung
Informationssysteme tragen wesentlich zur Unterstützung der Produktentwicklung
bei. Besondere Bedeutung haben dabei sogenannte Produktdatenmanagementsysteme
(PDM-Systeme) und Product-Lifecycle-Management-Systeme (PLM-Systeme). PDM-
Systeme dienen vorrangig der Organisation, Strukturierung und Versionsverwaltung
von Daten und Dokumenten (z.B. CAD-Zeichnungen, Stücklisten), die während der
Entwicklung eines Produkts entstehen [44]. Eine Erweiterung von PDM-Systemen
stellen PLM-Systeme dar, die Daten und Dokumente des gesamten Lebenszyklus
eines Produkts verwalten (z.B. Wartungs- und Ersatzteilmanagement) [44]. Eine
wesentliche Anforderung an PLM-Systeme ist darüber hinaus die Integration von
Domänenexperten, wie z.B. Kunden, Lieferanten und Experten unterschiedlicher
Unternehmensbereiche des Herstellers, in die Abläufe der Produktentwicklung [43].
Bestehende Informationssysteme weisen Defizite bei der softwaretechnischen Unter-
stützung der Produktentwicklung auf. So wird die Integration von Domänenexperten
in Abläufe der frühen Phasen der Produktentwicklung (z.B. die Erhebung und Aus-
wahl von Produktanforderungen) von bestehenden PDM- und PLM-Systemen kaum
unterstützt [43]. Die Strukturierung der Zusammenarbeit, d.h. die Zerlegung einer
Problemstellung in Teilaufgabenstellungen für einzelne Experten und die konsistente
Zusammenführung der resultierenden Teilergebnisse, stellt jedoch eine besondere
Herausforderung dar. Darüber hinaus wird die Energie- und Ressourceneffizienz von
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Produkten nicht oder erst in späten Phasen der Produktentwicklung, z.B. als Opti-
mierung des Produkts, berücksichtigt [102,103]. Grundlegende Eigenschaften eines
Produkts sind in diesen späten Phasen jedoch nicht mehr oder nur noch mit großem
Aufwand veränderbar. Schließlich liegt der Schwerpunkt der softwaretechnischen
Unterstützung von PLM-Systemen trotz der geforderten Lebenszyklusorientierung
auf der Entwicklung und Herstellung von Produkten [30,122]. Lebenszyklusbezogene
Bilanzierungen, z.B. die Berechnung von Energiekennzahlen oder die Analyse und
Abschätzung des Energiebedarfs von Produkten in ihrer Nutzungsphase, werden
zumeist nicht durch bestehende PDM- und PLM-Systeme unterstützt.
Aufgrund der genannten Defizite ist für die Entwicklung energie- und ressour-
ceneffizienter Produkte eine Erweiterung bestehender Methoden, Verfahren und
Informationssysteme notwendig. Eine solche Erweiterung umfasst zum einen Me-
thoden und Verfahren zur Strukturierung der Zusammenarbeit unterschiedlicher
Domänenexperten bei der Bearbeitung wiederkehrender Problemstellungen der Pro-
duktentwicklung. Zum anderen sind Methoden und Verfahren notwendig, die den
lebenszyklusbezogenen Energie- und Ressourcenbedarf eines technischen Produkts in
jedem Schritt des Produktentwicklungsprozesses bewertbar bzw. erfassbar machen.
Dies umfasst unter anderem die Analyse des Energie- und Ressourcenbedarfs, be-
reits auf Grundlage von Anforderungsspezifikationen technischer Produkte, sowie
die Erfassung und Aufbereitung von energierelevanten Daten zur Berechnung von
Energiekennzahlen.
1.2 Einordnung und Zielstellung der Arbeit
Für die Abschätzung und Bewertung des Energie- und Ressourcenbedarfs eines
technischen Produkts in unterschiedlichen Entwicklungsstufen ist eine durchgängige
Betrachtung des Ablaufs der Produktentwicklung notwendig. Zur Abbildung des
Ablaufs der Produktentwicklung wurde in der vorliegenden Arbeit das Vorgehens-
modell Property-Driven-Design (PDD) von Weber und Deubel [149] ausgewählt.
Das PDD spezifiziert den Ablauf einer Produktentwicklung als Folge abstrakter
Handlungsanweisungen (sogenannter Phasen) in mehreren Iterationsschritten, ohne
konkrete Verfahren zur Durchführung festzulegen. Damit spiegelt das PDD, im
Gegensatz zu anderen Vorgehensmodellen, wie z.B. der VDI 2221 [2], die Dynamik
der Produktentwicklung wider. Die Dynamik der Produktentwicklung bezeichnet
das Verhalten eines Domänenexperten, der anhand des Entwicklungsstands eines
Produkts und der verfügbaren Daten adäquate Methoden, z.B. zur Abschätzung und
Bewertung des Energie- und Ressourcenbedarfs, auswählt und anhand der Ergebnisse
die nachfolgenden Handlungsanweisungen plant und durchführt.
Der Ablauf einer Produktentwicklung wird nach dem PDD in die Phasen An-
forderungen, Synthese, Analyse und Verifikation gegliedert (siehe Abb. 1.1). Die
Spezifikation der Anforderungen eines Produkts (die sogenannten Soll-Eigenschaften)
stellt dabei den Ausgangspunkt der Produktentwicklung dar (1. Anforderungen).
In der zweiten Phase Synthese wird auf Basis der Anforderungen ein erster (noch
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Informationssystem EnergyNavigator (Kapitel 5)
Abbildung 1.1: Einordnung der Beiträge der vorliegenden Arbeit in den Ablauf einer
Produktentwicklung nach dem Vorgehensmodell Property-Driven-Design von Weber
und Deubel [149].
unvollständiger) Entwurf des geplanten Produkts entwickelt. Die Eigenschaften dieses
Entwurfs (die sogenannten Ist-Eigenschaften) werden in der dritten Phase Analy-
se ermittelt. In der vierten Phase Verifikation werden Ist- und Soll-Eigenschaften
verglichen und daraus Handlungsanweisungen für den nächsten Entwurfszyklus
aus Synthese, Analyse und Verifikation abgeleitet. Der Entwurfszyklus (eine so-
genannte Designiteration) wird so lange wiederholt, bis die Ist-Eigenschaften den
Soll-Eigenschaften des Produkts entsprechen.
Die Zielstellung der vorliegenden Arbeit ist die Entwicklung und Realisierung
von Methoden und Verfahren zur softwaretechnischen Unterstützung ausgewählter
Abläufe der Produktentwicklung. Der Schwerpunkt der Methoden und Verfahren
liegt einerseits auf der Strukturierung und Koordinierung der Zusammenarbeit von
Domänenexperten in den ausgewählten Abläufen der Produktentwicklung und ande-
rerseits auf der Erweiterung der Abläufe um Energie- und Ressourcenbetrachtungen.
Dabei werden Methoden der Informatik (z.B. Anforderungsmanagement, Workflows,
Graphen), des Maschinenbaus (z.B. Produktentwicklungsmethodiken, Checklisten)
und der Betriebswirtschaft (z.B. multikriterielle Bewertungsmethoden) verknüpft
und erweitert. Die Realisierung der entwickelten Methoden und Verfahren bilden
Bestandteile des Informationssystems EnergyNavigator [120, 121]. Der EnergyNavi-
gator bildet den Ablauf einer Produktentwicklung anhand der vier Phasen des PDD
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ab und stellt für jede Phase Methoden und Verfahren zur Entwicklung energie- und
ressourceneffizienter Produkte bereit.
Die Beiträge der vorliegenden Arbeit sind der ersten Phase Anforderungen und
den Phasen Analyse bzw. Verifikation zuzuordnen (siehe Abb. 1.1). In Kapitel 2 wird
ein Workflow erarbeitet, der ausgehend von Kundenanforderungen die Erzeugung
und Validierung von Anforderungsspezifikationen für technische Produkte ermöglicht
und dabei Experten unterschiedlicher Domänen einbezieht. Auf Grundlage der spezi-
fizierten Anforderungen erfolgt die multikriterielle Priorisierung der Anforderungen
(Kapitel 3). Die Priorisierung ermöglicht die Identifikation der wesentlichen Anforde-
rungen und unterstützt die Auswahl umzusetzender Anforderungen in ein Produkt.
Die Beiträge zu den Phasen Analyse und Verifikation sind ein Workflow zur Berech-
nung einer Energiekennzahl für die Abschätzung und Bewertung des Energiebedarfs
von Werkzeugmaschinen (Kapitel 4) sowie ein Softwarewerkzeug zur vergleichenden
Bewertung des Energieverbrauchs von Werkzeugmaschinen (Abschnitt 5.3).
Für die Entwicklung und Realisierung der Methoden und Verfahren werden in
der vorliegenden Arbeit Workflows zur Strukturierung von Abläufen der Produkt-
entwicklung eingesetzt. Workflows ermöglichen hierfür die Dekomposition einer
Problemstellung in Einzelaufgaben und die Koordinierung der Zusammenarbeit un-
terschiedlicher Domänenexperten. Die Workflow Management Coalition definiert
in [156] einen Workflow als softwaretechnische Umsetzung eines Geschäftsprozesses,
der eine gegebene Problemstellung in eine Menge von manuell oder automatisch
durchzuführender Einzelschritte (sogenannte Tasks) zerlegt. Die Abfolge der Einzel-
schritte wird durch Übergänge (Transitions) spezifiziert, wobei auch unterschiedliche
Abfolgen in Abhängigkeit von den Ergebnissen der Einzelschritte spezifiziert werden
können. Die Ausführung eines Workflows erfolgt durch Workflowmanagementsysteme
(WfMS). Dazu erstellen WfMS eine ausführbare Instanz einer Workflowbeschrei-
bung und steuern anschließend die Abarbeitung des Workflows. WfMS initiieren
dabei Interaktionen mit Domänenexperten für manuelle Tasks und rufen spezifizierte
Softwarekomponenten für automatisch ausführbare Tasks auf.
1.3 Beiträge der Arbeit
Als ausgewählte Abläufe der Produktentwicklung werden in der vorliegenden Arbeit
die Erzeugung und Validierung von Anforderungsspezifikationen, die multikriterielle
Priorisierung von Anforderungen sowie ein Workflow zur Berechnung einer Energie-
kennzahl im Rahmen der lebenszyklusbezogenen Bilanzierung betrachtet. Die Abläufe
zur Spezifikation und Priorisierung von Anforderungen wurden gewählt, um Energie-
und Ressourcenziele bereits zu Beginn der Produktentwicklung explizit einzubeziehen.
Die frühzeitige Spezifikation dieser Ziele ermöglicht es, in den darauf folgenden Schrit-
ten der Produktentwicklung die Erreichung der Ziele zu überprüfen. Darüber hinaus
werden mit den gewählten Abläufen die Potenziale von Workflows zur Unterstützung
der Produktentwicklung aufgezeigt. Während die Abläufe zur Spezifikation und
Priorisierung von Anforderungen das Potenzial von Workflows zur Strukturierung
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der Zusammenarbeit von Experten zeigen, steht für die lebenszyklusbezogene Bi-
lanzierung das Potenzial von Workflows zur automatisierten Datenverarbeitung im
Vordergrund. Die entwickelten Softwarewerkzeuge stellen Referenzrealisierungen zur
Umsetzung weiterer Softwarewerkzeuge des EnergyNavigator zur Unterstützung der
Produktentwicklung dar. Im Folgenden werden die Problemstellungen und Beiträge
der vorliegenden Arbeit erläutert.
1.3.1 Erzeugung und Validierung von
Anforderungsspezifikationen
Eine vollständige, klare und eindeutige Spezifikation von Anforderungen (auch An-
forderungsliste oder Requirements Specification genannt) stellt die Grundlage einer
erfolgreichen und zielgerichteten Entwicklung technischer Produkte dar [43,152]. Zur
Erzeugung einer solchen Spezifikation ist zunächst eine Anforderungsklärung (im
Folgenden Klärung genannt) erforderlich. Die Klärung ist definiert als eine Transfor-
mation von möglicherweise unklaren und gegensätzlichen Forderungen und Wünschen
des Kunden bzw. des Marktes in eine korrekte Anforderungsspezifikation des Pro-
dukts [106]. Für komplexe technische Produkte müssen dabei Anforderungen unter-
schiedlicher Domänen, wie z.B. mechanische und elektrische Konstruktion, Marketing,
gesetzliche Vorgaben, Umweltauswirkungen sowie Energie- und Ressourcenbedarf,
berücksichtigt werden [104,106]. Dies bedingt die Integration unterschiedlicher Domä-
nenexperten in die Klärung der Anforderungen. Darüber hinaus ist eine Validierung
der Anforderungsspezifikation notwendig, um mögliche Widersprüche und Fehler in
den Anforderungen zu verhindern und damit kosten- und zeitintensive Änderungen
bereits entworfener Produktkonzepte oder -prototypen zu vermeiden [27,154].
Für komplexe technische Produkte mit vielen Anforderungen stellt sowohl die
Integration unterschiedlicher Domänenexperten in die Klärung als auch die Validie-
rung der Anforderungsspezifikation eine besondere Herausforderung dar. Bestehende
Methoden (z.B. die Integrierte Produktentwicklung [43], siehe auch Abschnitt A.2.5)
fordern zwar eine Integration von Domänenexperten in die Klärung von Anforde-
rungen, beschreiben jedoch nicht wie die Domänenexperten zielgerichtet in den
Transformationsprozess einbezogen werden können. Für die Validierung einer An-
forderungsspezifikation werden Kriterien, wie z.B. Vollständigkeit und Konsistenz,
genannt (z.B. von Wilson et al. in [154]). Die vorgeschlagenen Methoden zur Va-
lidierung, mit denen diese Kriterien überprüft werden können, erfordern jedoch
einen hohen manuellen Aufwand, wie z.B. die wiederholte Überprüfung einer ge-
samten Anforderungsspezifikation, und werden nicht durch Softwarewerkzeuge des
Anforderungsmanagements unterstützt.
Der Beitrag des Kapitels 2 ist ein Workflow zur Erzeugung und Validierung ei-
ner Anforderungsspezifikation. Der Workflow strukturiert die Klärung, indem der
Transformationsprozess in Einzelaufgabenstellungen für unterschiedliche Domänen-
experten zerlegt wird. Im Workflow wird die zielgerichtete Zusammenarbeit der
Domänenexperten bei der Klärung der Forderungen und Wünsche des Kunden
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explizit spezifiziert. Der Workflow unterstützt darüber hinaus die Validierung der
Vollständigkeit, der Konsistenz und der Integrität einer Anforderungsspezifikation
für technische Produkte. Die Validierung basiert auf Checklisten nach [43,106], die
alle wesentlichen Aspekte bzw. Eigenschaften eines zu entwickelnden Produkts als
sogenannte Items abbilden. Durch Verknüpfung der Forderungen und Wünsche des
Kunden sowie der Anforderungen der Spezifikation mit den Items der Checkliste
wird der manuelle Aufwand zur Überprüfung von Vollständigkeit, Konsistenz und
Integrität von Anforderungsspezifikationen erheblich reduziert. Durch die Integration
von Eigenschaften bezüglich der Energie- und Ressourceneffizienz in die Checkliste
können auch energie- und ressourcenrelevante Anforderungen bereits während der
Erzeugung der Anforderungsspezifikation identifiziert und validiert werden. Die Spe-
zifikation des Workflows in der Workflowbeschreibungssprache BPMN1 ermöglicht
die Abarbeitung des Workflows mit Workflowmanagementsystemen und damit dessen
softwaretechnische Realisierung.
1.3.2 Skalierbare multikriterielle Priorisierung von
Anforderungen
Anforderungsspezifikationen komplexer technischer Systeme können Hunderte oder
sogar Tausende individueller Anforderungen enthalten (z.B. Softwaresysteme in
[52, 155]). Diese Vielzahl von Anforderungen, die von Kunden, Nutzern und dem
Hersteller an ein Produkt gestellt werden, können die zeitlichen Rahmenbedingungen,
das geplante Kostenbudget und/oder die personellen Ressourcen des Herstellers
übersteigen [43,152]. Somit ist eine Einschränkung durch Auswahl der wesentlichen
Anforderungen zur Umsetzung in ein Produkt erforderlich [78,84]. Die Bedeutsamkeit
oder Relevanz einer Anforderung für den Kunden bzw. Hersteller kann anhand
einer Priorität abgebildet werden. Eine solche Priorität setzt sich aus unterschied-
lichen Bewertungskriterien, wie z.B. Kundennutzen oder Kosten der Umsetzung
einer Anforderung, zusammen und spiegelt zusätzlich die Bewertungen unterschied-
licher Domänenexperten, wie z.B. Kunden und Hersteller, wider [106, 152]. Die
Bildung von Prioritäten für Anforderungen (im Folgenden Priorisierung genannt)
ist somit eine multikriterielle Problemstellung, die eine Aggregation individueller
Einzelbewertungen erfordert.
Große Mengen von Anforderungen für komplexe Systeme stellen eine besondere
Herausforderung für die Priorisierung dar [77], da die Prioritäten der Anforderungen
die Bewertungen unterschiedlicher Domänenexperten möglichst gut abbilden sollten.
Eine solche hohe Genauigkeit kann insbesondere durch paarweise Vergleiche der An-
forderungen erreicht werden [53,76]. Dies bedeutet jedoch, dass die Anzahl paarweiser
Vergleiche quadratisch mit der Anzahl der Anforderungen wächst und damit eine
praktische Anwendung für große Mengen von Anforderungen behindert wird. Anstatt
der paarweisen Vergleiche von Anforderungen kann zur Priorisierung eine sogenannte
direkte Bewertung verwendet werden, in der ein Domänenexperte die Priorität jeder
1Business Process Model and Notation, http://www.omg.org/spec/BPMN/
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Anforderung separat bestimmt. Die Anzahl durchzuführender Einschätzungen bei der
direkten Bewertung wächst linear mit der Anzahl der Anforderungen. Jedoch führt
die direkte Bewertung für große Mengen von Anforderungen zu einer unzureichenden
Genauigkeit der Prioritäten [19,78].
Der Beitrag des Kapitels 3 ist ein Verfahren zur skalierbaren multikriteriellen
Priorisierung von Anforderungen für Softwaresysteme (SP-AHP). Das Verfahren
SP-AHP ist insbesondere für die Priorisierung großer Mengen von Anforderungen
geeignet. SP-AHP nutzt zur Priorisierung die multikriterielle Bewertungsmethode
Analytic Hierarchy Process (AHP), mit der Prioritäten auf Basis manueller paarweiser
Vergleiche ermittelt werden. Die Besonderheit des Verfahrens ist eine hierarchische
Strukturierung der Softwareanforderungen, die eine Anwendung des AHP zur Prio-
risierung ermöglicht. Durch die Nutzung einer solchen Anforderungshierarchie zur
Priorisierung wird die Anzahl notwendiger paarweiser Vergleiche im Gegensatz zu
bestehenden Verfahren zur Priorisierung mit AHP signifikant reduziert. Das Verfah-
ren SP-AHP verbessert damit die Skalierbarkeit von AHP und stellt gleichzeitig die
Genauigkeit der Bewertung mithilfe der paarweisen Vergleiche sicher. Darüber hinaus
stellt SP-AHP zwei Strategien zur Integration von Domänenexperten in den Bewer-
tungsprozess bereit. Die Strategien ermöglichen eine Bewertung von Anforderungen
durch unterschiedliche Domänenexperten und unterstützen eine konsensbasierte oder
automatische Aggregation von Einzelbewertungen. Die Realisierung der Integra-
tion der Domänenexperten in die Priorisierung erfolgt durch Workflows, die die
Zusammenarbeit der Experten bei der Durchführung von paarweisen Vergleichen
koordinieren und die Bildung von Gruppenbewertungen steuern.
1.3.3 Workflows in der lebenszyklusbezogenen Bilanzierung
Die lebenszyklusbezogene Bilanzierung (Ökobilanzierung) ist eine systematische Ana-
lyse der Umweltauswirkungen von Produkten in ihrem gesamten Lebenszyklus [7].
Für die Bilanzierung ist neben der Analyse des Ressourcenbedarfs sowie entstehender
Emissionen und Abfälle, die Abschätzung und Bewertung des Energiebedarfs im
gesamten Lebenszyklus notwendig [144]. Zur Abschätzung des Energiebedarfs werden
energierelevante Daten, wie z.B. Mess- oder Simulationsdaten, aus unterschiedlichen
Datenquellen erfasst und zur Berechnung des Energiebedarfs im gesamten Lebens-
zyklus zusammengefasst [102]. Die Bewertung des Energiebedarfs erfolgt mithilfe
von Kennzahlen [64], wie z.B. der lebenszyklusbezogenen Energieproduktivität nach
Neugebauer et al. [102], die aus dem Verhältnis von Ausstoß und Energiebedarf einer
Werkzeugmaschine gebildet wird.
Eine besondere Herausforderung der Datenerfassung und -transformation ist die
Individualität der Abschätzung und Bewertung des Energiebedarfs [30]. So müssen für
unterschiedliche Produkte unterschiedliche Datenquellen und -formate herangezogen
werden, die in der Folge individuelle Datentransformations- und -aggregationsschritte
erfordern. Eine weitere Herausforderung bei der Abschätzung und Bewertung des
Energiebedarfs stellen unsichere Daten dar [36]. Unsichere Daten sind dadurch
gekennzeichnet, dass aufgrund von unvollständigem Wissen die Aussagekraft und
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Belastbarkeit der verfügbaren Daten unklar ist. Dies betrifft z.B. Daten die auf Exper-
tenschätzungen beruhen und experimentell oder simulativ ermittelte Daten, die den
Energiebedarf in spezifischen Referenzszenarien spezifizieren. Ein Berücksichtigung
von unsicheren Daten ist für die Abschätzung und Bewertung des Energiebedarfs
wichtig, um die Belastbarkeit und mögliche Schwankungen berechneter Kennzahlen
zu ermitteln [18].
Der Beitrag des Kapitels 4 ist ein Workflow zur Abschätzung und Bewertung
des Energiebedarfs einer Werkzeugmaschine am Beispiel der Ermittlung der lebens-
zyklusbezogenen Energieproduktivität nach Neugebauer et al. Der Workflow ist
aus parametrierbaren Einzelschritten aufgebaut, die energierelevante Daten einer
Werkzeugmaschine aus unterschiedlichen Datenquellen erfassen, aggregieren und eine
Berechnung der lebenszyklusbezogenen Energieproduktivität realisieren. Durch die
Parametrierung der Einzelschritte werden unsichere Daten im Workflow einbezogen,
wodurch mögliche Schwankungen der Energieproduktivität ermittelt werden können.
Die Veränderung der Zusammenstellung der Einzelschritte im Workflow erlaubt eine
Änderung der Datenerhebung, -aggregation und -transformation. Damit wird eine An-
passung des Workflows für andere Produkte bzw. andere Datenquellen und -formate
möglich gemacht. Eine Evaluation des Workflows sowie verschiedener Methoden zum
Einbezug von unsicheren Daten erfolgt am Beispiel einer 3-Achs-Fräsmaschine.
1.3.4 Softwarewerkzeuge
Bestehende Informationssysteme der Produktentwicklung (z.B. PDM- und PLM-
Systeme) realisieren vorrangig eine Verwaltung von Daten und Dokumenten [44].
Eine Unterstützung der Abläufe der Produktentwicklung, in denen eine Zusammenar-
beit unterschiedlicher Domänenexperten erforderlich ist, beschränkt sich jedoch auf
Freigabe- und Änderungsabläufe für Dokumente [122]. Zudem ist eine Unterstützung
der Analyse und Bewertung des Energiebedarfs von Produkten kein Bestandteil
bestehender PDM- und PLM-Systeme [117].
Aufgrund dieser Defizite wurde das Informationssystem EnergyNavigator mit
dem Ziel entwickelt, eine durchgängige Unterstützung der Analyse und Bewertung
des Energiebedarfs technischer Produkte im gesamten Produktentwicklungsprozess
bereitzustellen [120, 121]. Der EnergyNavigator bildet eine Plattform zur Integra-
tion unterschiedlicher Domänenexperten in den Produktentwicklungsprozess. Der
Ablauf der Produktentwicklung wird im EnergyNavigator anhand der Phasen des
Vorgehensmodells Property-Driven-Design (PDD) strukturiert. Für jede Phase des
PDD werden unterschiedliche Softwarewerkzeuge zur Entwicklung energieeffizienter
Produkte bereitgestellt, deren Realisierung auf Basis von Workflows erfolgt.
Der Beitrag des Kapitels 5 ist die Entwicklung und Realisierung von Softwarewerk-
zeugen zur Umsetzung der entwickelten Methoden und Verfahren. Ein Schwerpunkt ist
das Softwarewerkzeug zur skalierbaren multikriteriellen Priorisierung von Softwarean-
forderungen. Für das Softwarewerkzeug wurde eine Softwarearchitektur entwickelt
und realisiert, die eine verteilte Bearbeitung der Priorisierung durch unterschied-
liche Domänenexperten ermöglicht und die Skalierbarkeit für große Mengen von
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Anforderungen sicherstellt. Die Zusammenarbeit der Domänenexperten in der Priori-
sierung wird durch Workflows realisiert, die durch eine Spezifikation der beteiligten
Experten sowie der Art der Aggregation der Einzelbewertungen gesteuert werden.
Die Realisierung zeigt, wie Workflows zur Strukturierung und Koordinierung der
Zusammenarbeit von Domänenexperten in den Abläufen der Produktentwicklung
eingesetzt werden können.
Ein weiterer Schwerpunkt des Kapitels ist ein Softwarewerkzeug zur Energieda-
tenverwaltung, das eine vergleichende Bewertung des Energieverbrauchs von Werk-
zeugmaschinen sowie den Workflow zur Berechnung der lebenszyklusbezogenen
Energieproduktivität bereitstellt. Das Softwarewerkzeug zur Energiedatenverwal-
tung zeigt, wie Workflows zur automatisierten Datenerfassung, -aggregation und





2 Erzeugung und Validierung von
Anforderungsspezifikationen
(Requirements Engineering)
Eine vollständige, korrekte und eindeutige Spezifikation von Anforderungen bildet
die Grundlage zur erfolgreichen Entwicklung eines technischen Produkts. Je nach
konkretem Produkt müssen in Anforderungsspezifikationen im Bereich Maschinenbau
neben den kundenseitigen Anforderungen auch Herstellungskosten, der Einfluss des
Marktes, gesetzliche Bestimmungen, nationale und internationale Standards, herstel-
lerspezifische Richtlinien sowie zunehmend auch Umweltauswirkungen des Produkts
(z.B. Ressourcen- und Energieeffizienz bei Herstellung und Nutzung) einbezogen
werden [104,106]. Damit wird eine Zusammenarbeit zwischen Kunden, Lieferanten
und Experten unterschiedlicher Unternehmensbereiche (z.B. Marketing, Controlling,
mechanische und elektrische Entwicklung) bei der Erstellung von Anforderungsspe-
zifikationen notwendig [43,106]. Insbesondere bei Querschnittsthemen wie Energie-
und Ressourceneffizienz ist eine solche Zusammenarbeit von hoher Relevanz.
Da Fehler und Defizite in einer Anforderungsspezifikation zu aufwändigen und
kostspieligen Änderungen bereits entworfener Produktkonzepte oder -prototypen
führen können, ist die hohe Qualität von Anforderungsspezifikationen unerläss-
lich [49, 154]. Die Bewertung der Qualität einer Anforderungsspezifikation erfolgt
anhand unterschiedlicher Kriterien, die im Folgenden als Qualitätskriterien bezeichnet
werden. Ein Beispiel ist das Qualitätskriterium Vollständigkeit, das definiert, ob
eine Anforderungsspezifikation alle Anforderungen aus Sicht des Kunden und des
Herstellers enthält, die für die Entwicklung eines Produkts notwendig sind [154]. Die
Überprüfung der Qualitätskriterien wird im Folgenden als Validierung bezeichnet.
Insbesondere für komplexe technische Produkte mit einer Vielzahl von Anforde-
rungen ist die Strukturierung der Zusammenarbeit von Domänenexperten bei der
Erzeugung und Validierung von Anforderungsspezifikationen von großer Bedeutung.
Dies zeigt sich unter anderem darin, dass unklare Anforderungen und Ziele, unausge-
reifte interne Kommunikation und kontinuierliche Änderungen von Anforderungen
verbunden mit deren mangelhafter Dokumentation die wesentlichen Gründe für ein
Scheitern oder eine Verzögerung von mittleren und größeren Entwicklungsprojekten
darstellen [105,118].
In diesem Kapitel wird ein Workflow zur Erzeugung und Validierung von Anforde-
rungsspezifikationen vorgestellt. Im Gegensatz zu bestehenden Beschreibungen der
Erstellung von Anforderungsspezifikationen (z.B. in [43, 106]), wird im Workflow der
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Prozess der Erzeugung von Spezifikationen in Einzelaufgabenstellungen für unter-
schiedliche Domänenexperten zerlegt und die Zusammenarbeit der Domänenexperten
explizit spezifiziert. Zudem unterstützt der Workflow eine Validierung von Anfor-
derungsspezifikationen hinsichtlich der Qualitätskriterien Vollständigkeit, Integrität
und Konsistenz. Die entwickelte Unterstützung der Validierung hat das Ziel den
manuellen Aufwand der Überprüfung von Anforderungsspezifikationen zu begrenzen.
Im folgenden Abschnitt 2.1 werden grundlegende Methoden des Anforderungsmana-
gements im Bereich Maschinenbau beschrieben. Die Definition der Qualitätskriterien
Vollständigkeit, Integrität und Konsistenz erfolgt in Abschnitt 2.2. In Abschnitt 2.3
wird der Workflow zur Erzeugung und Validierung von Anforderungsspezifikationen
vorgestellt und die Anwendung des Workflows am Beispiel von Anforderungen an
eine Fräsmaschine gezeigt.
2.1 Erzeugung von Anforderungsspezifikationen in
der Produktentwicklung
Den Ausgangspunkt der Erzeugung einer Anforderungsspezifikation bildet eine Liste
von Anforderungen eines Kunden oder des Marktes an ein neu zu entwickelndes
Produkt. Die Transformation von Kundenanforderungen in eine Anforderungsspezifi-
kation (in [85] auch Anforderungsliste genannt) wird in der Literatur als Klärung [106]
bezeichnet. Diese Transformation beinhaltet die Vervollständigung, Verfeinerung und
Konkretisierung von möglicherweise unklaren, unvollständigen und widersprüchlichen
Kundenanforderungen.
Anforderungsspezifikationen enthalten eine Beschreibung von Eigenschaften und
Funktionalitäten sowie internen und externen Einschränkungen eines zu entwickelnden
Produkts sowie Aussagen zu einzuhaltenden Terminen und Kosten [106]. Diese
Anforderungen einer Anforderungsspezifikation werden als Produktanforderungen
bezeichnet. Mit einer Anforderungsspezifikation soll der Hersteller in die Lage versetzt
werden, ein Grobkonzept eines Produkts und mögliche Lösungsvarianten (häufig in
Form eines virtuellen Modells) auszuarbeiten [43].
Während der Klärung werden domänenspezifische Anforderungen von entsprechen-
den Experten bearbeitet. Für domänenübergreifende Anforderungen werden interdis-
ziplinäre Gruppen gebildet, die die Klärung gemeinsam durchführen. Beispielsweise
betrifft eine Anforderung zur Erhöhung der Energieeffizienz einer Werkzeugmaschine
sowohl deren mechanische (z.B. Veränderung der Wirkprinzipien, Leichtbau) und
elektrische Eigenschaften (z.B. Anpassungen der Steuerung) als auch gesetzliche
Vorgaben und Normen (ISO/TR 140621) und das Controlling (z.B. Überwachung der
Kosten für mechanische und elektrische Anpassungen). Eine solche interdisziplinäre
Zusammenarbeit der Domänenexperten während der Klärung sowie in späteren Pha-
1ISO/TR 14062: Beschreibung von Konzepten und Methoden zur Integration von Energie- und
Umweltaspekten in Produktentwicklung und -design [3].
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sen der Produktentwicklung wird als Integrierte Produktentwicklung [43] bezeichnet
(siehe auch Abschnitt A.2.5).
Für die softwaretechnische Unterstützung der Erzeugung von Anforderungsspe-
zifikationen ist die Sicherstellung der konsistenten Änderung von Spezifikationen
wesentlich [43, 82, 106]. Änderungen und Anpassungen der Anforderungen können
bereits während der Klärung aber auch nach Abschluss der Klärung auftreten. Die
Ursachen für Änderungen können beispielsweise innovative, bisher nicht berücksich-
tigte Technologien sein, die bei der Erstellung des Grobkonzepts des Produkts noch
nicht verfügbar bzw. marktreif waren. Für technische Produkte aber auch für Softwa-
resysteme besteht zudem die Schwierigkeit, dass sich der Kunde über die konkreten
Anforderungen bzw. Eigenschaften des geplanten Produkts nicht völlig im Klaren
ist [106,133]. Anpassungen der Anforderungsspezifikation unter Berücksichtigung des
Kosten- und Zeitrahmens ergeben sich daher häufig erst während der Entwicklung
und Präsentation konkreter Lösungsansätze oder Prototypen [82,152].
Vorgehensmodelle, die den Ablauf der Produktentwicklung abbilden (z.B. VDI 2221
[2], siehe auch Anhang, Abschnitt A.2.1), beschreiben die Transformation von Kun-
denanforderungen in Anforderungsspezifikationen als wesentliche Aufgabe zu Beginn
der Produktentwicklung. Jedoch werden nur eine Reihe von Handlungsanweisungen
aufgestellt, die ein allgemeines Vorgehen beschreiben. Insbesondere für die Strukturie-
rung der Zusammenarbeit von Domänenexperten und die Sicherstellung wesentlicher
Qualitätskriterien, wie z.B. Vollständigkeit oder Konsistenz, wird keine methodische
Unterstützung bereitgestellt. Beispielsweise beschreibt das Axiomatic Design von
Suh [139] die Erzeugung einer Anforderungsspezifikation als Transformationsschritt
von sogenannten Customer Attributes (Kundenanforderungen) in Functional Re-
quirements (Produktanforderungen). Das Axiomatic Design erläutert jedoch nicht,
wie dieser Schritt durchzuführen ist [71, 91]. In anderen Vorgehensmodellen zur
Produktentwicklung wie dem Function-Structure-Behavior Modell von Gero [54]
oder dem Property-Driven-Design (PDD) von Weber et al. [149] (siehe auch Anhang,
Abschnitt A.2.2) wird die Klärung nicht näher spezifiziert und das Vorliegen einer
validen Anforderungsspezifikation vorausgesetzt.
Als Arbeitshilfe in der Produktentwicklung werden sogenannte Checklisten vorge-
schlagen. Zur Unterstützung der Erzeugung von Anforderungsspezifikationen wurden
von Ehrlenspiel [43] und Pahl et al. [106] Checklisten aufgestellt, die eine Überprüfung
der Vollständigkeit einer Anforderungsspezifikation ermöglichen (siehe Abb. 2.1).
Eine Anforderungsspezifikation wird als vollständig bezeichnet, wenn alle Einträge
(Items) der Checkliste durch die Anforderungen der Spezifikation angemessen reprä-
sentiert werden. Eine solche Validierung der Vollständigkeit bedingt jedoch, dass die
Checkliste alle notwendigen und optionalen Aspekte für das zu entwickelnde Produkt
enthält. Da dies nicht von einer allgemeinen Checkliste ermöglicht werden kann,
empfehlen die Autoren eine Spezialisierung der Checkliste für das jeweilige Produkt.
Die Validierung der Vollständigkeit erfordert jedoch die manuelle Überprüfung aller
Anforderungen der Spezifikation, die für jede Änderung der Spezifikation wiederholt
werden muss.
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Abbildung 2.1: Checklisten zur Bewertung der Vollständigkeit von Anforderungs-
spezifikationen (Ausschnitte). Links: Hierarchische Checkliste nach Ehrlenspiel [43].
Rechts: Tabellarische Checkliste nach Pahl et al. [106].
2.2 Qualitätskriterien für Anforderungsspezifikationen
Da eine Anforderungsspezifikation eine essentielle Grundlage für die weiteren Schritte
der Produktentwicklung darstellt, sollten Fehler und Defizite der Spezifikation schon
in der Klärung erkannt und korrigiert werden, um aufwändige und damit kostspielige
Änderungen zu vermeiden. Wilson et al. [154] und Fabbrini et al. [49] beschreiben
eine Vielzahl von Qualitätskriterien, die für eine fehlerfreie Anforderungsspezifikation
erfüllt sein müssen. Die im Workflow betrachteten Qualitätskriterien Vollständigkeit,
Integrität und Konsistenz sind wie folgt definiert:
• Vollständigkeit: Eine Anforderungsspezifikation sollte alle notwendigen Anfor-
derungen enthalten, die das zu entwickelnde Produkt aus Sicht des Kunden
und des Herstellers umfassend beschreiben. Die Anforderungen beziehen sich
dabei auf alle Lebenszyklusphasen des Produkts. Die Vollständigkeit schließt
Änderungen nach dem Abschluss der Erzeugung der Spezifikation jedoch nicht
aus.
• Integrität: Eine Anforderungsspezifikation bildet die Gesamtheit der Forderun-
gen und Wünsche des Kunden ab. Die Integrität sichert damit das gemeinsame
Verständnis der Eigenschaften des Produkts zwischen Kunden und Hersteller
ab.
• Konsistenz: Eine Anforderungsspezifikation ist konsistent, wenn keine (vor-
liegenden oder potenziellen) Zielkonflikte zwischen einzelnen Anforderungen
auftreten. Insbesondere wenn an der Klärung mehrere Domänenexperten betei-
ligt sind, sollte sichergestellt werden, dass separat geklärte Anforderungen zu
keinen Widersprüchen in der Spezifikation führen.
Die drei Qualitätskriterien sind nach [49] wesentlich für zur Sicherstellung einer ho-
hen Qualität von Anforderungsspezifikationen. Darüber hinaus sollten auch weitere
Qualitätskriterien, wie Verständlichkeit oder Änderbarkeit, zur Validierung einer
Spezifikation herangezogen werden [154]. Die Unterstützung des im Folgenden vorge-
stellten Workflows beschränkt sich jedoch auf die Validierung von Vollständigkeit,
Integrität und Konsistenz.
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2.3 Workflow zur Erzeugung und Validierung von
Anforderungsspezifikationen
Ausgangspunkt des Workflows zur Erzeugung und Validierung einer Anforderungs-
spezifikation ist eine Liste von Kundenanforderungen, z.B. in Form eines Lastenhefts.
Eine solche Liste berücksichtigt häufig nur die wesentlichen technischen Anforde-
rungen und lässt zudem produkttypische (implizite) Produktanforderungen außer
Acht [43,106]. Die Kundenanforderungen können dabei sowohl von einem tatsäch-
lichen Kunden, der eine Spezialanfertigung eines Produkts wünscht, als auch vom
Marketingbereich des Herstellers (Fertigung eines Produkts für den Markt) bereitge-
stellt werden. Die wesentlichen Beteiligten an der Abarbeitung des Workflows sind
ein verantwortlicher Projektleiter, der den Gesamtprozess steuert und Einzelaufgaben
delegiert, sowie unterschiedliche Domänenexperten für die Klärung domänenspezifi-
scher Kundenanforderungen. Darüber hinaus ist ein Kunde an der Abarbeitung des
Workflows beteiligt, der zur Konkretisierung von Kundenwünschen und -forderungen
sowie zur Validierung der Integrität herangezogen wird.
2.3.1 Transformation von Kundenanforderungen
Der Workflow zur Erzeugung und Validierung von Anforderungsspezifikationen
transformiert Kundenanforderungen in drei Schritten mithilfe von Checklisten in
Produktanforderungen. Abbildung 2.2 zeigt die bei der Abarbeitung des Workflows
erzeugten Verknüpfungen zwischen Items der Checkliste, Kunden- und Produktan-
forderungen.
Im ersten Schritt des Workflows (Erzeugung) erfolgt die Klärung der Kundenanfor-
derungen. Dabei werden Zuordnungen von Kundenanforderungen zu den Items der
Checkliste erzeugt (Verknüpfungen (a) in Abb. 2.2). Diese erlauben eine Gruppierung
der Kundenanforderungen und eine Zuordnung der Kundenanforderungen zu entspre-
chenden Domänen. Darauf aufbauend wird durch entsprechende Domänenexperten
die Transformation in Produktanforderungen (Verknüpfungen (b)) und eine Zuord-
nung der Produktanforderungen zu den Items der Checkliste (Verknüpfungen (c))
vorgenommen.
Die im ersten Schritt erzeugte Anforderungsspezifikation wird im zweiten Schritt
des Workflows (Validierung) durch den Projektleiter und den Kunden überprüft.
Mithilfe der erzeugten Verknüpfungen wird eine Unterstützung der Validierung von
Vollständigkeit, Integrität und Konsistenz ermöglicht. Genügt die Anforderungs-
spezifikation bzw. ausgewählte Produktanforderungen den Kriterien nicht, wird
eine erneute Klärung der Anforderungen (Erzeugung) durchgeführt. Dieses iterative
Vorgehen wird wiederholt, bis die Anforderungsspezifikation den Qualitätskriterien
entspricht.
Abschließend erfolgt die Freigabe der Anforderungsspezifikation (Freigabe). Die
Kunden- und Produktanforderungen sowie die produktspezifische Checkliste bilden
nach Abarbeitung des Workflows gemeinsam die Anforderungsspezifikation.
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Abbildung 2.2: Schematische Darstellung der erzeugten Verknüpfungen bei der Ab-
arbeitung des Workflows zur Erzeugung und Validierung von Anforderungsspezifi-
kationen. Die Verknüpfungen (a) und (c) klassifizieren Kunden- und Produktanfor-
derungen anhand der Items der Checkliste. Die Verknüpfungen (b) spezifizieren für
jede Kundenanforderungen die resultierenden Produktanforderungen.
Der Workflow zur Erzeugung und Validierung von Anforderungsspezifikationen
ist in den Abbildungen 2.3 und 2.4 in der Workflowbeschreibungssprache BPMN
dargestellt. Abbildung 2.3 zeigt den Schritt Erzeugung und Abb. 2.4 die Schritte
Validierung und Freigabe im Detail. In beiden Abbildungen sind die Einzelschritte
des Workflows als sogenannte Tasks abgebildet, die eine manuelle Interaktionen mit
den Beteiligten des Workflows erfordern (außer Änderungsbericht erstellen, Abb. 2.4).
Die Übergänge zwischen den Tasks spezifizieren die Abarbeitungsreihenfolge. Eine
parallele Bearbeitung spezifiziert eine gleichzeitige Abarbeitung von Tasks oder Sub-
Workflows. Die horizontale Unterteilung des Workflows definiert, welche Tasks durch
welchen Beteiligten des Workflows durchgeführt werden. Die vertikale Unterteilung
entspricht der Einteilung der Tasks in die drei Schritte des Workflows. In den folgenden
Abschnitten werden die drei Schritte des Workflows zur Erzeugung und Validierung
von Anforderungsspezifikationen anhand der Abbildungen 2.3 und 2.4 näher erläutert
und die Unterstützung zur Validierung von Anforderungsspezifikationen beschrieben.
2.3.2 Erzeugung
Die Erzeugung von Anforderungsspezifikationen beginnt mit der Bewertung und
Klassifikation der Kundenanforderungen durch den Kunden (Task Bewertung und
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Abbildung 2.3: Darstellung des Schritts Erzeugung des Workflows zur Erzeugung und
Validierung von Anforderungsspezifikationen in der Workflowbeschreibungssprache
BPMN nach [123].
Klassifikation von Kundenanforderungen, Abb. 2.3). Mit dieser initialen Bewertung
können Kundenanforderungen als Wünsche bzw. Forderungen spezifiziert oder bezüg-
lich ihrer Wichtigkeit und Dringlichkeit von Kundenseite eingeschätzt werden. Diese
Bewertungen unterstützen die Domänenexperten bei der Klärung der Anforderungen.
Wesentlich für die Erzeugung der Anforderungsspezifikation ist in diesem Task die
Zuordnung der Kundenanforderungen zu relevanten Items der Checkliste. Dabei wer-
den die Verknüpfungen (a) (Abb. 2.2) erzeugt. So kann beispielsweise eine geforderte
Materialabtragsrate einer spanenden Werkzeugmaschine einem Item „Technische
Anforderung/Nutzung“ zugeordnet werden. Mithilfe dieser Zuordnungen werden die
relevanten Domänen der Kundenanforderungen bestimmt.
Die Zuordnung zu relevanten Domänen wird im folgenden Task des Workflows
durch den Projektleiter genutzt, um den Domänenexperten Kundenanforderungen
zur Klärung zuzuweisen (Task Erzeugung von Zuweisungen). Kundenanforderun-
gen, die nur für eine einzelne Domäne relevant sind, werden den entsprechenden
Experten zugewiesen. Ähnliche Anforderungen werden dadurch von einem einzel-
nen Experten bearbeitet. Kundenanforderungen, die sich auf mehrere Domänen
beziehen, werden dagegen gemeinsam von den betreffenden Experten bearbeitet,
indem die Experten der relevanten Domänen ein sogenanntes Multi-Domänen-Team
bilden. Domänenübergreifende Anforderungen können auf Zielkonflikte hinweisen, die
durch das Multi-Domänen-Team bewältigt werden müssen. So stellt beispielsweise
die Anforderung „Erhöhung der Energieeffizienz“, die den Domänen „mechanische
und elektrische Konstruktion“ sowie „Controlling“ zugeordnet ist, einen Zielkonflikt
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zwischen dem möglichen Energieverbrauch (in Herstellung und Nutzung) und den
entstehenden Kosten (in Herstellung und Nutzung) des Produkts dar.
Die Klärung der Anforderungen durch die zugewiesenen Domänenexperten erfolgt
in separaten Sub-Workflows (Sub-Workflow Klärung von Anforderungen) für jeden
Domänenexperten. In den Sub-Workflows werden die zugewiesenen Kundenanfor-
derungen durch den Domänenexperten in (potenzielle) Produktanforderungen im
Task Klärung von Kundenanforderungen transformiert. In diesem Task analysiert der
Domänenexperte die zugewiesenen Kundenanforderungen und definiert Produktanfor-
derungen, die die Problemstellung des zu entwickelnden Produkts eingrenzen und die
geforderten Eigenschaften des Produkts möglichst quantitativ erfassbar machen. Zur
Konkretisierung der Forderungen und Wünsche des Kunden kann der Task das Hin-
zuziehen des Kunden notwendig machen. Durch die Abarbeitung dieses Tasks werden
die Verknüpfungen (b) in Abb. 2.2 erzeugt. Bei der Klärung einer Kundenanforderung
können eine oder mehrere Produktanforderungen erzeugt werden. Analog kann aus
mehreren ähnlichen Kundenanforderungen eine einzelne Produktanforderung erzeugt
werden.
Im nächsten Task Klassifikation von Produktanforderungen wird durch den Do-
mänenexperten eine Zuordnung der erzeugten Produktanforderungen zu relevanten
Items der Checkliste erstellt (Verknüpfungen (c) in Abb. 2.2). Die Klassifikation der
Kundenanforderungen (Verknüpfungen (a)) kann sich jedoch von der resultierenden
Klassifikation der Produktanforderungen (Verknüpfungen (c)) unterscheiden.
Nach Abschluss der Klassifikation besteht die Möglichkeit weitere Experten zur
Klärung der Kundenanforderung heranzuziehen, wenn die Kundenanforderung auch
für eine weitere Domäne relevant ist (Task Experten konsultieren). Bezieht der verant-
wortliche Experte einen weiteren Experten ein (Übergang Multi-Domänen Anfrage),
wird für den angefragten Experten erneut ein Sub-Workflow zur Klärung der Kun-
denanforderung gestartet. Ist der Sub-Workflow des angefragten Experten beendet,
überprüft der verantwortliche Experte die Überarbeitung der Kundenanforderung
(Task Überprüfung) und kann die Änderungen des angefragten Experten akzeptieren
oder gegebenenfalls zur weiteren Überarbeitung zurückweisen. Zur Kommunikation
zwischen den Experten können Anfragen bzw. Rückgaben von Kundenanforderungen
mit erklärenden Nachrichten bzw. zugehörigen Dokumenten (z.B. Skizzen) verknüpft
werden.
2.3.3 Validierung und Freigabe
Nach Beendigung aller Sub-Workflows zur Klärung der Kundenanforderungen be-
ginnt die Validierung der Anforderungsspezifikation (Abb. 2.4). Als Erstes wird ein
sogenannter Änderungsbericht mit dem Task Änderungsbericht erstellen automatisch
erzeugt. Der Änderungsbericht enthält alle im Erzeugungsschritt veränderten Kunden-
und Produktanforderungen sowie die jeweils zugehörigen Verknüpfungen mit den
Items der Checkliste. Der Projektleiter und der Kunde können anhand des Berichts
nur die geänderten Teile der Anforderungsspezifikation überprüfen. Nach der initialen
Erzeugung der Anforderungsspezifikation enthält der Änderungsbericht zunächst
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Abbildung 2.4: Detaillierte Darstellung der Schritte Validierung und Freigabe des
Workflows zur Erzeugung und Validierung von Anforderungsspezifikationen in der
Workflowbeschreibungssprache BPMN nach [123].
alle Kunden- und Produktanforderungen. Nach einer Überarbeitung ausgewählter
Anforderungen (Übergang Überarbeitung durch zugewiesene Domänen und erneute
Ausführung der Sub-Workflows Klärung von Anforderungen) sollte sich der Umfang
des Berichts jedoch wesentlich verkleinern und damit der manuelle Aufwand zur Va-
lidierung der Anforderungsspezifikation verringern. Anhand des Vergleichs zwischen
aktueller und vorangegangener Version der Kunden- und Produktanforderungen kann
die Generierung des Berichts automatisch erfolgen.
Zur Validierung der Vollständigkeit der Anforderungsspezifikation werden mit-
tels des Änderungsberichts die von Änderungen betroffenen Items der Checkliste
und die zugehörigen Produktanforderungen untersucht (Task Vollständigkeits- und
Konsistenzprüfung). Da die Checkliste alle notwendigen und optionalen Aspekte für
das zu entwickelnde Produkt in Form der Items enthält, überprüft der Projektleiter,
ob die mit jedem Item der Checkliste verknüpften Produktanforderungen das Item
angemessen abbilden. Ist dies der Fall, so markiert der Projektleiter das Item als
„vollständig“. Andernfalls müssen die entsprechenden Kundenanforderungen durch
die zugewiesenen Domänenexperten überarbeitet werden. Dies führt zu einem er-
neuten Start entsprechender Sub-Workflows zur Klärung der Kundenanforderungen
unter Bereitstellung der bisherigen Produktanforderungen und optionaler Änderungs-
notizen des Projektleiters. Sind alle Items der Checkliste als vollständig markiert,
wird die gesamte Anforderungsspezifikation aus Sicht des Herstellers als vollständig
betrachtet.
Die Validierung der Konsistenz von Anforderungsspezifikationen wird durch die
Bildung von Multi-Domänen-Teams sowie durch das Hinzuziehen weiterer Experten
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zur Klärung von Kundenanforderungen (Multi-Domänen-Anfrage) unterstützt. Durch
die Zusammenarbeit der Domänenexperten bei der Klärung domänenübergreifender
Kundenanforderungen können inkonsistente Produktanforderungen vermieden wer-
den, die durch Zielkonflikte in Bezug auf die unterschiedlichen Domänen auftreten.
Die Auflösung solcher Inkonsistenzen bedingt jedoch die Identifikation der relevanten
Domänen für alle Kundenanforderungen.
Im Task Vollständigkeits- und Konsistenzprüfung erfolgt die Überprüfung der
Konsistenz der Anforderungsspezifikation durch den Projektleiter. Für jedes Item der
Checkliste prüft der Projektleiter, ob in der Menge der verknüpften Produktanforde-
rungen Zielkonflikte auftreten. Dabei können Inkonsistenzen entdeckt werden, die
sich auf ein gemeinsames Item der Checkliste, d.h. auf einen gemeinsamen Aspekt
des Produkts, beziehen. Jedoch bedingt auch diese Validierung der Konsistenz die
Identifikation aller relevanten Items der Produktanforderungen.
Für die Validierung der Integrität untersucht der Kunde alle Kundenanforde-
rungen und überprüft, ob die daraus entstandenen Produktanforderungen seinen
Forderungen und Wünschen an das Produkt entsprechen (Task Integritätsprüfung).
Dazu werden alle im vorangegangenen Erzeugungsschritt veränderten Kundenanfor-
derungen des Änderungsberichts betrachtet. Ist eine Kundenanforderung adäquat
umgesetzt, so markiert der Kunde sie als „geklärt“. Anderenfalls müssen die Kun-
denanforderungen durch die zugewiesenen Domänenexperten überarbeitet werden.
Zusätzlich können sich in diesem Schritt jedoch auch Kundenanforderungen selbst als
unpassend oder unangemessen erweisen. In diesem Fall werden die entsprechenden
Kundenanforderungen im Task Überarbeitung von Kundenanforderungen angepasst.
Wird eine Kundenanforderung überarbeitet oder geändert, die einem als „vollständig“
markierten Item zugeordnet ist, so wird die Markierung des Items entfernt. Damit
wird eine erneute Vollständigkeitsprüfung des Items erforderlich.
Die entwickelte Validierung von Vollständigkeit, Integrität und Konsistenz reduziert
den manuellen Aufwand zur Überprüfung der Qualitätskriterien. Durch die Verknüp-
fung der Kunden- und Produktanforderungen mit den Items der Checkliste wird
die Überprüfung der Anforderungsspezifikation auf die relevanten Anforderungen
begrenzt. Zudem wird durch die automatische Erstellung eines Änderungsberichts
die Überprüfung auf geänderte Teile der Spezifikation beschränkt. Somit können
Fehler und Defizite in Anforderungsspezifikationen in kurzer Zeit identifiziert und
korrigiert werden. Mit der entwickelten Validierung kann jedoch kein Nachweis
der Fehlerfreiheit von Anforderungsspezifikationen erbracht werden. Zum einen ist
dies auf die informalen Definitionen von Vollständigkeit, Integrität und Konsistenz
zurückzuführen, die einen formalen Nachweis ausschließen. Zum anderen können
Zielkonflikte erst durch Umsetzung von Anforderungen in einen Produktentwurf oder
-prototyp entstehen und somit während der Klärung noch nicht identifizierbar sein.
Im letzten Schritt des Workflows erfolgt die Freigabe der Anforderungsspezifikation
zur Durchführung der weiteren Schritte der Produktentwicklung (z.B. Konzipieren,




2.3.4 Änderung von Anforderungsspezifikationen
Änderungen von Anforderungsspezifikationen können in jeder Lebenszyklusphase
eines Produkts auftreten. So können Änderungen beispielsweise in Form einer Ver-
feinerung während der Ausarbeitung eines Produktkonzepts oder einer Korrektur
nach der Identifikation eines Fehlers in der Fertigungsplanung notwendig sein. Durch
die Änderung von Anforderungen in der Spezifikation können potenzielle Auswir-
kungen auf relevante Items der Checkliste und damit Auswirkungen auf ähnliche
Anforderungen identifiziert werden. Änderungen werden so für alle Beteiligten des
Produktentwicklungsprozesses transparent. Die während der Erzeugung wichtigen
Qualitätskriterien sind auch bei einer Änderung von Anforderungsspezifikationen we-
sentlich und dienen der Qualitätssicherung im Produktentwicklungsprozess [43, 152].
Der vorgestellte Workflow zur Erzeugung und Validierung von Anforderungs-
spezifikationen kann auch als Änderungsworkflow verwendet werden. Der Ände-
rungsworkflow beginnt im Task Vollständigkeits- und Konsistenzprüfung, in dem der
Projektleiter alle Kunden- und Produktanforderungen auswählt, die geändert werden
sollen. Basierend auf der Auswahl der Anforderungen werden neue Sub-Workflows
zur erneuten Klärung gestartet. Dabei können die verantwortlichen Experten zur
Durchführung der Änderungen durch den Projektleiter ausgetauscht werden. Die
weiteren Schritte, wie das Hinzuziehen neuer Experten in den Sub-Workflows und die
Validierung der Spezifikation, werden im Änderungsworkflow analog zum Workflow
zur Erzeugung durchgeführt.
Neben der Änderung der Anforderungen kann in den Sub-Workflows eine Abschät-
zung des Aufwands zur Umsetzung der Änderungen am Produkt erfolgen. Dabei
bewerten die Domänenexperten die potenziellen Kosten und den potenziellen Nutzen
der Umsetzung einer Änderung im Task Klassifikation von Produktanforderungen.
Nach Abschluss aller Sub-Workflows aggregiert und bewertet der Projektleiter die
Einschätzungen aller Domänenexperten im Task Vollständigkeits- und Konsistenz-
prüfung und kann anhand der potenziellen Kosten bzw. des potenziellen Nutzens
eine Entscheidung zur tatsächlichen Umsetzung der Änderungen treffen.
2.4 Anwendungsbeispiel der Erzeugung und
Validierung einer Anforderungsspezifikation
In diesem Abschnitt soll die Abarbeitung des Workflows zur Erzeugung und Vali-
dierung von Anforderungsspezifikationen am Beispiel von Anforderungen an eine
energieeffiziente Fräsmaschine verdeutlicht werden. Abbildung 2.5 zeigt links die
Kundenanforderungen Erhöhung der Energieeffizienz um 30% und Lieferzeitpunkt,
die die Eingabe des Workflows bilden. Die Produktanforderungen, d.h. die Aus-
gabe des Workflows, sind auf der rechten Seite und eine hierarchische Checkliste
in der Mitte der Abbildung dargestellt. Alle Verknüpfungen zwischen Items der
Checkliste, Kunden- und Produktanforderungen werden durch die Anwendung des
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Abbildung 2.5: Beispielhafte Kundenanforderungen und Items einer Checkliste für
eine Fräsmaschine nach [123]. Die Produktanforderungen und die Verknüpfungen
(a), (b) und (c) werden durch Ausführung des entwickelten Workflows zur Erzeugung
und Validierung von Anforderungsspezifikationen erzeugt.
Workflows erzeugt. Im Folgenden wird die Terminologie der Abbildungen 2.3 und 2.4
zur Beschreibung der Abarbeitung des Workflows verwendet.
Der Workflow beginnt mit dem Task Bewertung und Klassifikation von Kun-
denanforderungen. Dabei wird als Erstes die Kundenanforderung Erhöhung der
Energieeffizienz um 30% betrachtet. Die Energieeffizienz einer Werkzeugmaschine
kann nach [102] als Verhältnis des Ausstoßes der Maschine (output), z.B. die Anzahl
gefertigter Teile, und dem dafür notwendigen Energieverbrauch (energyin), z.B. die
eingesetzte elektrische Energie oder der Energiebedarf für eingesetzte Druckluft,
berechnet werden. Die Klassifikation der Kundenanforderung führt im Beispiel von
Abb. 2.5 zu einer Verknüpfung mit den Items der Checkliste Durchlaufzeit und
ISO/TR 14062 (Verknüpfungen (a) in Abb. 2.5). Anschließend erfolgt die Klassifika-
tion der Kundenanforderung Lieferzeitpunkt.
Anhand der Verknüpfungen der Kundenanforderung Erhöhung der Energieeffizienz
mit Items der Checkliste aus den Domänen Technologie und Richtlinien weist der
Projektleiter im anschließenden Task Erzeugung von Zuweisungen die Kundenanfor-
derung zwei Domänenexperten zu. Diese führen die Klärung der Kundenanforderung
in einem Multi-Domänen-Team (MDT) durch.
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Ausgehend von den erzeugten Zuweisungen startet der Projektleiter einen neuen
Sub-Workflow (Klärung von Kundenanforderungen, Abb. 2.3) für das MDT. Im Bei-
spiel kann die Energieeffizienz durch zwei Maßnahmen erhöht werden. Entweder wird
der Ausstoß der Maschine bei gleichbleibendem Energieverbrauch erhöht oder der
Energieverbrauch wird bei gleichbleibendem Ausstoß verringert. Im Beispiel wird an-
genommen, dass sich das MDT für eine Kombination beider Maßnahmen entscheidet.
Dabei werden die Produktanforderungen Verringerung des Energieverbrauchs und
Beschleunigung des Fräsprozesses erzeugt und mit der Kundenanforderung Erhöhung
der Energieeffizienz um 30% verknüpft (Verknüpfungen (b)). Details der Produk-
tanforderungen werden ebenfalls vom MDT hinzugefügt. So soll beispielsweise der
Energieverbrauch durch Regelung des Kühlschmierstoffsystems und passive Kühlung
verringert werden. Nach der Klärung (Task Klärung von Kundenanforderungen)
werden die erarbeiteten Produktanforderungen bzw. deren Detailbeschreibungen den
Items der Checkliste zugeordnet (Task Klassifikation von Produktanforderungen).
Dabei werden die Verknüpfungen (c) in Abb. 2.5 erzeugt.
Nachdem die Klärung der Kundenanforderungen abgeschlossen ist, überprüft der
Projektleiter die Vollständigkeit der Spezifikation (Task Vollständigkeits- und Kon-
sistenzprüfung, Abb. 2.4). Der Projektleiter überprüft alle Items der Checkliste und
entscheidet, ob sie durch die verknüpften Produktanforderungen (Verknüpfungen
(c)) angemessen abgebildet sind. Im Beispiel ergibt sich, dass keine Produktanforde-
rung für das Item Datum der Lieferung der Fräsmaschine existiert. Daher ist eine
erneute Bearbeitung der Kundenanforderung Lieferzeitpunkt notwendig und damit
die Ausführung eines neuen Sub-Workflows zur Klärung dieser Kundenanforderung.
Nach erfolgreichem Abschluss der Vollständigkeits- und Konsistenzprüfung erfolgt
die Validierung der Integrität der Anforderungsspezifikation (Task Integritätsprü-
fung). Der Kunde prüft dabei alle Kundenanforderungen und entscheidet, ob die
verknüpften Produktanforderungen seine Forderungen und Wünsche angemessen
umsetzen (Verknüpfungen (b) in Abb. 2.5). Sind die Kundenanforderungen aus Sicht
des Kunden adäquat umgesetzt, kann die Freigabe der Anforderungsspezifikation
und damit die Konzeption und Umsetzung der Fräsmaschine beginnen.
2.5 Zusammenfassung
In diesem Kapitel wurde ein Workflow zur Erzeugung und Validierung von Anforde-
rungsspezifikationen im Bereich Maschinenbau erarbeitet. Der Workflow spezifiziert
den Transformationsprozess von tendenziell unklaren, unvollständigen und mögli-
cherweise widersprüchlichen Kundenanforderungen in Produktanforderungen. Im
Gegensatz zu bestehenden Beschreibungen dieses Transformationsprozesses (z.B.
in [2, 106]), strukturiert und unterstützt der Workflow die Zusammenarbeit zwischen
Kunden und unterschiedlichen Domänenexperten des Herstellers (z.B. elektrische
und mechanische Konstruktion, Marketing, Controlling) während der Erzeugung von
Anforderungsspezifikationen. Damit wird die Bearbeitung domänenspezifischer Kun-
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denanforderungen durch entsprechende Experten gewährleistet und die zielgerichtete
Erstellung von Anforderungsspezifikationen ermöglicht.
Besonders hervorzuheben ist, dass der Workflow die Validierung der Vollständig-
keit, Integrität und Konsistenz von Anforderungsspezifikationen unterstützt. Dazu
werden sogenannte Checklisten nach [43, 106] eingesetzt, die alle wesentlichen Ei-
genschaften des zu entwickelnden Produkts abbilden. Die entwickelte Validierung
basiert auf einer Verknüpfung von Kunden- und Produktanforderungen mit den
Items der Checkliste. Durch diese Verknüpfungen wird der Aufwand der manuellen
Überprüfung von Anforderungsspezifikationen erheblich reduziert. Die entwickelte
Validierung identifiziert Defizite und Fehler in Anforderungsspezifikationen und trägt
so zur Qualitätssicherung im Produktentwicklungsprozess bei. Mit einer Integration
von Eigenschaften zur Energie- und Ressourceneffizienz in die Checkliste können
energie- und ressourcenrelevante Anforderungen bereits während der Erzeugung von
Anforderungsspezifikationen identifiziert und validiert werden.
Die softwaretechnische Umsetzung der Klärung als Workflow hat gegenüber an-
deren Softwarelösungen wie z.B. Groupware [46] den Vorteil, dass mit Workflows
eine zielgerichtete Zusammenarbeit zwischen dem Kunden und unterschiedlichen
Domänenexperten realisiert wird, die unnötige Interaktionen vermeidet. Durch die
Zerlegung des Prozesses in einzelne Tasks, können spezifische Einzelschritte durch
entsprechende Experten abgearbeitet werden. Mit der Verknüpfung der Einzelschritte
im Workflow werden die Ergebnisse der Einzelschritte in eine gemeinsame Anforde-
rungsspezifikation überführt. Durch die Spezifikation des Workflows zur Erzeugung
und Validierung von Anforderungsspezifikationen in der Workflowbeschreibungsspra-






Anforderungsspezifikationen komplexer technischer Systeme beinhalten eine große
Anzahl von Anforderungen, deren Gesamtheit häufig die zeitlichen Rahmenbedin-
gungen, das geplante Kostenbudget oder die personellen Ressourcen des Herstellers
übersteigt [43,152]. Die Gesamtheit der Anforderungen muss daher eingeschränkt
werden und eine Auswahl von Anforderungen zur Umsetzung in ein Produkt getroffen
werden. Die Menge ausgewählter Anforderungen sollte einerseits einen großen Nutzen
für den Kunden bieten und andererseits die Rahmenbedingungen und Ressourcen
des Herstellers nicht übersteigen [152]. Die Bedeutsamkeit bzw. Wichtigkeit einer
Anforderung für den Kunden und den Hersteller kann mit einer Priorität abgebildet
werden. Der Prozess zur Ermittlung der Prioritäten von Anforderungen wird als
Priorisierung bezeichnet.
Die Prioritäten von Anforderungen stellen eine wichtige Voraussetzung für die
Planung der weiteren Schritte der Produktentwicklung dar. So wird mithilfe der
Prioritäten die Reihenfolge der Umsetzung von Anforderungen festgelegt (z.B. Relea-
seplanung im Software Engineering [84]) oder die Planung von Produktvarianten mit
unterschiedlichem Funktionsumfang unterstützt [19].
Für eine konsistente und hinreichend genaue Abschätzung der Prioritäten von
Anforderungen müssen Bewertungen unterschiedlicher Domänenexperten in die Prio-
risierung integriert werden [73,75]. Dies umfasst beispielsweise Bewertungen durch
Kunden oder Nutzer des Produkts, Lieferanten sowie Experten unterschiedlicher
Unternehmensbereiche des Herstellers, wie Marketing, Controlling, Entwicklung
und Wartung. Zudem setzt sich die Priorität einer Anforderung aus Bewertungen
unterschiedlicher Kriterien zusammen [109,152]. Neben wichtigen Kriterien wie Kun-
dennutzen und Kosten der Umsetzung einer Anforderung, können auch das Risiko der
Umsetzung oder die Auswirkung der Umsetzung einer Anforderung auf den Energie-
und Ressourcenbedarf des Produkts einbezogen werden. Da für ein Produkt mehrere
hundert oder tausend Anforderungen existieren können (z.B. für Softwaresysteme
in [52,155]), ist die Priorisierung von Anforderungen eine komplexe multikriterielle
Problemstellung, die den Einbezug unterschiedlicher Domänenexperten erfordert.
Ein Verfahren zur Priorisierung von Anforderungen sollte zum einen die einfache
und schnelle Durchführung der Bewertungen ermöglichen und zum anderen genaue
und zuverlässige Prioritäten liefern [68,78]. Bestehende Methoden der Priorisierung
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weisen diese Eigenschaften insbesondere bei der Bewertung großer Mengen von Anfor-
derungen nicht auf. So liefern bestehende Methoden, die auf paarweisen Vergleichen
von Anforderungen basieren, genaue Prioritäten, d.h. die mit den Methoden ermittel-
ten Prioritäten bilden die subjektiven Präferenzen der Domänenexperten sehr gut ab.
Die hohe Genauigkeit der Prioritäten resultiert aus der in den paarweisen Vergleichen
enthaltenen Redundanz, durch die Bewertungsfehler kompensiert werden [78]. Jedoch
mangelt es diesen Methoden an Skalierbarkeit für große Mengen von Anforderun-
gen, da die Anzahl erforderlicher paarweiser Vergleiche quadratisch mit der Anzahl
betrachteter Anforderungen wächst [152]. Dagegen erfordern bestehende Methoden,
die eine direkte Bewertung vornehmen, eine lineare Anzahl von Bewertungen in
Abhängigkeit der Anzahl der Anforderungen. Jedoch weisen diese Methoden für
große Mengen von Anforderungen eine ungenügende Genauigkeit auf [19,53].
In diesem Kapitel wird ein Verfahren zur skalierbaren multikriteriellen Priorisierung
von Anforderungen an Softwaresysteme vorgestellt (im Folgenden SP-AHP (Scalable
Prioritization with AHP) genannt), das insbesondere zur Priorisierung von großen
Mengen von Anforderungen geeignet ist. Für die Entwicklung des Verfahrens wurde
eine Evaluierung von Methoden zur multikriteriellen Entscheidungsunterstützung in
Bezug auf ihre Eignung zur Priorisierung von Anforderungen durchgeführt und die
Methode Analytic Hierarchy Process (AHP) als bestmögliche Methode ausgewählt.
Da AHP auf paarweisen Vergleichen von Anforderungen basiert und damit eine
mangelnde Skalierbarkeit für große Mengen von Anforderungen aufweist, wird eine
hierarchische Struktur von Anforderungen eingesetzt, mit der die Anzahl erforderlicher
paarweiser Vergleiche signifikant reduziert wird. Der Beitrag des Verfahrens SP-AHP
ist:
• eine hierarchische Struktur von Softwareanforderungen, so dass die Methode
AHP zur Priorisierung eingesetzt werden kann;
• eine Methode zur Reduktion der erforderlichen paarweisen Vergleiche, um
die Skalierbarkeit und Genauigkeit für große Mengen von Anforderungen
sicherzustellen;
• zwei Strategien zum Einbezug von Domänenexperten in den Bewertungsprozess.
Für eine Anwendung des Verfahrens SP-AHP auf Anforderungen technischer Produkte
ist die Erarbeitung einer hierarchischen Struktur von Anforderungen technischer
Produkte sowie die Auswahl geeigneter Kriterien zur Bildung der Priorität notwendig.
Dazu wurden in [115] unterschiedliche Varianten zur hierarchischen Strukturierung
von Anforderungen an technische Systeme entwickelt.
Die folgenden Abschnitte gliedern sich wie folgt: Abschnitt 3.1 evaluiert bestehende
Methoden zur multikriteriellen Entscheidungsunterstützung in Bezug auf ihre Eig-
nung zur Priorisierung von Anforderungen. Abschnitt 3.2 erläutert die hierarchische
Strukturierung von Softwareanforderungen und den Beitrag von SP-AHP verglichen
mit bestehenden Verfahren zur Priorisierung. In Abschnitt 3.3 wird das Verfahren
SP-AHP zur skalierbaren multikriteriellen Priorisierung von Softwareanforderungen
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Abbildung 3.1: Klassifikation von Methoden zur multikriteriellen Entscheidungsun-
terstützung (Auswahl) nach Götze [57] und Vincke [146].
vorgestellt. In Abschnitt 3.4 wird die Methode SP-AHP hinsichtlich Skalierbar-
keit und Genauigkeit evaluiert. Abschnitt 3.5 diskutiert verwandte Arbeiten und
Abschnitt 3.6 fasst die Ergebnisse dieses Kapitels zusammen.
3.1 Evaluierung von Methoden zur multikriteriellen
Entscheidungsunterstützung
Ein multikriterielles Entscheidungsproblem besteht aus einer Menge möglicher Alter-
nativen (auch Aktionen [146] oder Strategien [57]) und mehreren Entscheidungskrite-
rien (bzw. Zielen [57, 130]) einer übergeordneten Problemstellung. Als Attribut wird
die Ausprägung einer Alternative in Bezug auf ein Entscheidungskriterium bezeichnet.
Die Zielstellung von Methoden zur multikriteriellen Entscheidungsunterstützung
ist die Auswahl günstiger Alternativen entsprechend der Entscheidungskriterien
(choice problem), die Einteilung der Alternativen in verschiedene Klassen (sorting
problem) oder die Bildung einer Rangordnung der Alternativen auf einer Ordinal-
oder Verhältnisskala (ranking problem) [146]. Die wesentliche Herausforderung eines
multikriteriellen Entscheidungsproblems ist, dass für gegebene Problemstellungen
zumeist keine objektiv richtigen Lösungen existieren. Die Entscheidungskriterien sind
häufig miteinander unvereinbar, wodurch die Bewertung der Alternativen von den
subjektiven Erwartungen und Zielen des jeweiligen Domänenexperten abhängt [45].
Abbildung 3.1 zeigt eine Taxonomie ausgewählter Methoden zur multikriteriellen
Entscheidungsunterstützung (Multi Criteria Decision Making) nach Definitionen von
Götze [57] und Vincke [146]. Die Taxonomie unterscheidet die Methoden zunächst
anhand der Beschreibung der Menge der Alternativen. Die Methoden des Multi
Objective Decision Making (MODM) beschreiben die Menge der Alternativen als einen
mehrdimensionalen Lösungsraum. Die Dimensionen des Lösungsraums entsprechen
den Entscheidungskriterien und werden durch Nebenbedingungen begrenzt [146].
27
3 Skalierbare multikriterielle Priorisierung von Softwareanforderungen
Dagegen betrachten die Methoden des Multi Attribute Decision Making (MADM)
eine endliche Menge an Alternativen, die für jedes Entscheidungskriterium eine
spezifische Ausprägung besitzen [57].
Die Methoden des MADM werden weiter hinsichtlich der Art der notwendigen
Informationen über Attribute oder Alternativen unterschieden. So sind beispielsweise
für die Dominanz-Strategie oder die Maximin-Strategie keine Informationen über die
Entscheidungskriterien in Bezug auf die übergeordnete Problemstellung notwendig.
Dagegen sind zur Durchführung von LINMAP Informationen über die Alternativen in
Bezug auf die gesamte Problemstellung notwendig. Damit muss der Domänenexperte
für alle Alternativenpaare die präferierte Alternative (bzw. die Indifferenz beider
Alternativen) in Bezug auf die gesamte Problemstellung angeben.
Methoden, die Informationen über die Attribute benötigen, werden nach der Qua-
lität notwendiger Informationen unterteilt. Beispielsweise sind für ORESTE nur
ordinale Vergleiche notwendig, während für die Nutzwertanalyse der Unterschied der
Ausprägungen quantitativ erfassbar sein muss (kardinale Informationen). Für eine
Anwendung der Multi Attribute Utility Theory (MAUT) wird zusätzlich die Substi-
tuierbarkeit zwischen allen Entscheidungskriterien gefordert, d.h. eine Änderung der
Ausprägung bezüglich eines Entscheidungskriteriums muss durch Änderungen der
Ausprägungen bezüglich der anderen Entscheidungskriterien ausgeglichen werden
können.
Im folgenden Abschnitt werden ausgewählte Methoden zur multikriteriellen Ent-
scheidungsunterstützung vorgestellt und deren Eignung zur Priorisierung von An-
forderungen evaluiert. Die ausgewählten Methoden sind in Abb. 3.1 fett gedruckt
dargestellt.
3.1.1 Multi Objective Decision Making
Goal Programming
Das Goal Programming [34] beschreibt, wie alle Verfahren der Kompromiss- und
Zielprogrammierung, die Menge von Alternativen als Lösungsraum, dessen Dimensio-
nen den Entscheidungskriterien der Problemstellung entsprechen. Die Attribute einer
Alternative können kontinuierlich verändert werden und sind durch Nebenbedingun-
gen beschränkt. Im Goal Programming ist für jedes Entscheidungskriterium eine
Zielfunktion notwendig. Jede Zielfunktion berechnet auf Grundlage der Attribute
einer Alternative ihren Nutzen in Bezug auf ein Entscheidungskriterium [74,130].
Die Zielstellung des Goal Programming ist es, Werte für die Attribute so zu
ermitteln, dass der Vektor der Ergebnisse der Zielfunktionen möglichst nahe an einem
definierten Idealpunkt (Goal) liegt. Für jede Zielfunktion existiert dabei genau ein
Idealwert. Die Berechnung des Abstands einer Alternative vom Idealpunkt erfolgt je
nach Variante des Goal Programming durch Gewichtung der Ziele, lexikographisch
oder nach Tschebyscheff [74].
Für eine Priorisierung von Anforderungen kann das Goal Programming nicht
verwendet werden, da die Problemstellung der Priorisierung von einer endlichen
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Menge von Alternativen ausgeht. Darüber hinaus ist die Zielstellung der Priorisierung
die Gewichtung der Alternativen und nicht die Auswahl einer optimalen Alternative.
3.1.2 Multi Attribute Decision Making
Dominanz-Strategie
Sind die Entscheidungskriterien und Alternativen eines Entscheidungsproblems be-
kannt, so bildet die Dominanz-Strategie einen objektiven Ansatz zur Bildung einer
Rangfolge zwischen den Alternativen, bei der die subjektive Gewichtung der Entschei-
dungskriterien irrelevant ist. Nach [45] dominiert eine Alternative a eine Alternative
b genau dann wenn a für alle Entscheidungskriterien die gleiche oder eine bessere
Ausprägungen als b besitzt und a für mindestens ein Entscheidungskriterium eine
bessere Ausprägung besitzt. Die so erzeugte Dominanz-Relation stellt eine strenge
partielle Ordnung dar (asymmetrisch und transitiv) [146].
Der Nutzen der Dominanz-Strategie zur Auswahl der besten (optimalen) Alterna-
tive ist häufig eingeschränkt, da in praktischen multikriteriellen Problemstellungen
zumeist keine Alternative existiert, die für alle Entscheidungskriterien bessere Aus-
prägungen besitzt als alle anderen Alternativen [146]. Die Dominanz-Strategie dient
daher häufig der Vorauswahl von Alternativen, indem vor Anwendung eines MADM-
Verfahrens alle Alternativen entfernt werden, die von anderen Alternativen dominiert
werden [50].
Lexikographische Methode
Die lexikographische Methode geht von einer Rangordnung aller Entscheidungskrite-
rien aus. Zur Bildung einer Rangordnung der Alternativen werden alle Alternativen
zunächst nach dem Entscheidungskriterium mit dem höchsten Rang, d.h. nach dem
wichtigsten Entscheidungskriterium, geordnet. Sind Alternativen in Bezug auf das
wichtigste Entscheidungskriterium nicht unterscheidbar, so wird das zweitwichtigste
Kriterium herangezogen [130].
Die lexikographische Methode kann zur schnellen Lösung multikriterieller Problem-
stellungen eingesetzt werden. Die Angabe einer Rangordnung aller Entscheidungskri-
terien ist jedoch nur für eine kleine Auswahl von multikriteriellen Problemstellungen
möglich [146]. Auch für die Priorisierung von Anforderungen kann eine solche Ordnung
im Allgemeinen nicht angegeben werden.
Nutzwertanalyse (NWA)
Die Nutzwertanalyse (NWA) [157] stellt eine in der Praxis weit verbreitete Methode
zur Lösung multikriterieller Problemstellungen dar [130]. In der NWA muss nach
Ermittlung der Entscheidungskriterien und Alternativen einer Problemstellung für
jedes Entscheidungskriterium eine sogenannte Einzelnutzenfunktion aufgestellt wer-
den. Eine Einzelnutzenfunktion überführt ein Attribut einer Alternative in einen
(Einzel-)Nutzenwert. Anschließend wird jedem Entscheidungskriterium ein Gewicht
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zugeordnet, dass die Bedeutung des Entscheidungskriteriums für die gesamte Pro-
blemstellung festlegt. Die Methode zur Bestimmung der Gewichte kann frei gewählt
werden. Um den Gesamtnutzen (d.h. die Priorität) einer Alternative zu berechnen,
werden die mit den Kriteriengewichten multiplizierten Einzelnutzenwerte aufaddiert.
Die Kritik an der NWA bezieht sich auf die Bestimmung der Einzelnutzenfunktio-
nen, die separat für jedes Entscheidungskriterium erfolgt [57]. Eine solche Bestimmung
setzt die Unabhängigkeit der Kriterienausprägungen voraus, die in praktischen Pro-
blemstellungen häufig nicht gegeben ist [130]. Darüber hinaus erfolgt die Bestimmung
der Gewichte der Entscheidungskriterien im Allgemeinen unabhängig von den Krite-
rienausprägungen der vorliegenden Alternativen. Wie Saaty in [124] zeigt, können
diese jedoch wesentlichen Einfluss auf die Gewichte der Entscheidungskriterien und
damit auf das Entscheidungsproblem insgesamt haben. Eine weitere Schwierigkeit
der NWA ist das Aufstellen der Einzelnutzenfunktionen, da die dafür notwendigen
subjektiven Beurteilungen und Einschätzungen mit hohem Aufwand verbunden sein
können [57].
Die NWA ist eine mögliche Methode zur Priorisierung von Anforderungen. Die
Aufstellung von Einzelnutzenfunktionen für Entscheidungskriterien, die nicht quan-
titativ messbar sind, ist jedoch ein wesentliches Problem bei der Anwendung der
NWA zur Priorisierung.
Multi Attribute Utility Theory (MAUT)
In der Methode Multi Attribute Utility Theory (MAUT) [79] werden analog zur Nutz-
wertanalyse zunächst die Entscheidungskriterien und zugehörige Einzelnutzenfunktio-
nen bestimmt. Zusätzlich zur Nutzwertanalyse muss für die Entscheidungskriterien
die sogenannte Substituierbarkeit gelten, d.h. es muss grundsätzlich möglich sein,
Änderungen der Ausprägung eines Entscheidungskriteriums anhand einer Änderung
der Ausprägung eines anderen Entscheidungskriteriums zu kompensieren [146]. Die
Gewichte der Entscheidungskriterien werden anhand von paarweisen Vergleichen
ermittelt [57]. Unter Annahme eines konstanten Nutzens einer Alternative wird dabei
ermittelt, um wie viel die Ausprägung des ersten Entscheidungskriteriums erhöht
werden muss, wenn die Ausprägung des zweiten Entscheidungskriteriums um einen
spezifizierten Betrag verringert wird. Nach Anwendung dieses Vorgehens auf alle
Kriterienpaare, werden aus dem entstehenden Gleichungssystem der Kriterienver-
hältnisse die Gewichte der Entscheidungskriterien ermittelt.
Die strengen Vorbedingungen, die die MAUT an die Entscheidungskriterien (Sub-
stituierbarkeit) und an die Kriterienausprägungen stellt (u.a. Kardinalität), be-
grenzen die praktische Anwendbarkeit der Methode und erschweren den Einbezug
von Entscheidungskriterien, die nicht quantitativ messbar sind [57]. Liegen für
ein Entscheidungsproblem bereits spezifizierte Anforderungen mit ihren jeweiligen
Ausprägungen vor, müssen zur Bestimmung der Substituierbarkeit zusätzlich hypo-
thetische Alternativen gebildet werden, deren Bewertung hohe Anforderungen an
den Domänenexperten stellt [130].
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MAUT kann zur Priorisierung von Anforderungen eingesetzt werden. Eine prak-
tische Anwendung wird jedoch durch den hohen Aufwand bei der Bildung der
Kriteriengewichte und den unzureichenden Einbezug nicht quantitativ messbarer
Entscheidungskriterien erschwert.
PROMETHEE
Im Gegensatz zur Nutzwertanalyse oder MAUT ermittelt PROMETHEE (Preference
Ranking Organisation METHod for Enrichment Evaluations [25]) eine Rangordnung
gegebener Alternativen, die den Unterschied zwischen den Alternativen nicht quantita-
tiv erfasst. Sie findet insbesondere in Entscheidungssituationen Anwendung, in denen
nur ungenaue, unvollständige oder widersprüchliche Informationen vorliegen [146].
Nach [57] muss zur Ermittlung der Rangfolge zunächst für jedes Entscheidungskrite-
rium ein Gewicht sowie eine Präferenzfunktion angegeben werden. Eine Präferenzfunk-
tion gibt für zwei Ausprägungen eines Entscheidungskriteriums die jeweilige Präferenz
an. Mithilfe der Präferenzfunktionen und der Gewichte der Entscheidungskriterien
wird die sogenannte Outranking-Relation bestimmt, die für alle Alternativenpaare
entweder Präferenz (welche Alternative ist vorzuziehen), Indifferenz (Alternativen
sind gleich) oder Unvergleichbarkeit (weder Präferenz noch Indifferenz ist gegeben)
spezifiziert. Die resultierende Rangfolge wird durch eine topologische Sortierung der
Alternativen entsprechend der Outranking-Relation erzeugt.
Der wesentliche Vorteil von PROMETHEE ist die Anwendbarkeit bei wenigen
und unsicheren Informationen über die vorliegenden Alternativen [146]. Die direkte
Zuordnung der Gewichte der Entscheidungskriterien kann jedoch zu erheblichen
Bewertungsfehlern führen [114]. Zudem ist ist der Einbezug nicht quantitativ mess-
barer Entscheidungskriterien analog zur Nutzwertanalyse nur schwer möglich, da
die Präferenzfunktionen des PROMETHEE auf Basis quantitativer Informationen
spezifiziert werden [57].
PROMETHEE ist eine mögliche Methode zur Priorisierung von Anforderungen,
insbesondere bei wenigen und unsicheren Informationen über die Anforderungen.
Jedoch ist die resultierende Rangordnung häufig nicht ausreichend, da auch der
quantitative Unterschied der Prioritäten zwischen den Anforderungen von Interesse
ist.
LINMAP
LINMAP (LINear programming techniques for Multidimensional Analysis of Pre-
ference) [137] ist eine Methode, die analog zur Nutzwertanalyse auf Basis von Ein-
zelnutzenfunktionen für jedes Entscheidungskriterium und zugehörigen Gewichten
den Gesamtnutzen der Alternativen durch Summation berechnet. Im Gegensatz zur
Nutzwertanalyse werden die Gewichte der Entscheidungskriterien aus sogenannten
globalen Alternativenvergleichen ermittelt. Zur Durchführung der globalen Alternati-
venvergleiche muss für alle Alternativenpaare die bevorzugte Alternative bzw. die
Indifferenz der Alternativen in Bezug auf die übergeordnete Problemstellung angeben
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werden. Auf Grundlage der globalen paarweisen Vergleiche der Alternativen werden
nun die Gewichte der Kriterien so bestimmt, dass sie die spezifizierten paarweisen
Vergleiche so gut wie möglich abbilden [130].
LINMAP kann gegenüber der Nutzwertanalyse eine höhere Genauigkeit erreichen,
da anstatt einer direkten Zuordnung der Kriteriengewichte paarweise Alternativen-
vergleiche zur Berechnung der Kriteriengewichte verwendet werden. Darüber hinaus
stellt LINMAP sicher, dass die Gewichte das globale Optimum entsprechend der
Präferenzen des Domänenexperten darstellen [65]. Insbesondere bei großen Mengen
von Alternativen wirken sich jedoch die paarweisen Vergleiche nachteilig aus, da die
Anzahl erforderlicher Vergleiche quadratisch mit der Anzahl der Alternativen wächst.
Eine Anwendung von LINMAP zur Priorisierung von Anforderungen ist nicht
möglich, da die notwendigen Informationen für die globalen Alternativenvergleiche
nicht verfügbar sind.
Analytic Hierarchy Process (AHP)
In der Methode Analytic Hierarchy Process (AHP) [125] werden die Entscheidungskri-
terien einer multikriteriellen Problemstellung in einer Baumstruktur (Kriterienbaum)
angeordnet. Die Wurzel des Kriterienbaums entspricht der multikriteriellen Problem-
stellung, die in mehrere Teilprobleme (Entscheidungskriterien) aufgespalten wird.
Jedes Entscheidungskriterium kann wiederum in Unterkriterien aufgespalten werden.
Durch die separate Bewertung der Alternativen in Bezug auf jedes Entscheidungskri-
terium, das einem Blattknoten des Kriterienbaums entspricht, werden sogenannte
lokale Gewichte erzeugt. Zur Berechnung des Gesamtnutzens (bzw. der Priorität)
einer Alternative werden die mit den Kriteriengewichten multiplizierten lokalen
Gewichte aufsummiert. Im Gegensatz zur Nutzwertanalyse und MAUT erfolgt in
AHP die Ermittlung der lokalen Gewichte und der Kriteriengewichte durch paarweise
Vergleiche der Alternativen bzw. der Entscheidungskriterien.
Der Vorteil von AHP im Gegensatz zu anderen Methoden der multikriteriel-
len Entscheidungsunterstützung ist insbesondere die einfache Integration von nicht
quantitativ messbaren Entscheidungskriterien, wie z.B. dem Kundennutzen, durch
die bereitgestellte Skala für paarweise Vergleiche [61]. Die Skala stellt verbale Be-
schreibungen für einen paarweisen Vergleich bereit und bildet diese auf numerische
Skalenwerte ab. Darüber hinaus zeichnet sich AHP durch einfache Anwendbarkeit
und Verständlichkeit für Domänenexperten, Flexibilität der Anwendung sowie die ho-
he Genauigkeit der resultierenden Prioritäten aus [53]. Da der AHP einen paarweisen
Vergleich aller Alternativen erfordert, steigt die Zahl der paarweisen Vergleiche qua-
dratisch mit der Anzahl der Alternativen. Dies führt zu einem Skalierbarkeitsproblem
für große Mengen von Alternativen [77,151].
Der AHP eignet sich zur Priorisierung von Anforderungen insbesondere, da sowohl
nicht quantitativ messbare als auch quantitativ messbare Entscheidungskriterien ein-
fach in die Bewertung einbezogen werden können. Zudem stellt die hohe Genauigkeit
der resultierenden Prioritäten eine verlässliche Grundlage für die auf die Priorisie-
rung folgenden Planungsschritte dar. AHP ist daher sehr gut für eine Priorisierung
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Abbildung 3.2: Beispiel einer multikriteriellen Problemstellung zur Unterstützung
der Kaufentscheidung eines Fahrzeugs mit AHP nach [69]. Anhand der Entschei-
dungskriterien erfolgt eine Priorisierung der Fahrzeuge.
von Anforderungen einsetzbar und wurde zur Entwicklung des Verfahrens SP-AHP
ausgewählt. Für eine Priorisierung großer Mengen von Anforderungen ist jedoch eine
Methode zur Bewältigung des Skalierbarkeitsproblems von AHP erforderlich. Da die
Methode AHP die Grundlage des entwickelten Verfahrens SP-AHP bildet, werden
die fünf Schritte des AHP im folgenden Abschnitt näher beschrieben.
3.1.3 Ablauf des Analytic Hierarchy Process
Der Ablauf des AHP kann in fünf Schritte zerlegt werden [125]. Die Schritte werden
anhand eines Beispiels zur multikriteriellen Bewertung von vier Automobilen zur
Unterstützung einer Kaufentscheidung näher erläutert (Abb. 3.2). Die Entscheidungs-
kriterien des Beispiels stellen Ausschnitte einer AHP-Hierarchie aus [69] dar.
1. Problemzerlegung und Aufstellung eines Kriterienbaums. Im ersten
Schritt des AHP erfolgt die Identifikation der Entscheidungskriterien der Pro-
blemstellung und die Bildung eines Kriterienbaums. Der Kriterienbaum kann
eine beliebige Tiefe aufweisen. Die Beiträge der Entscheidungskriterien zur
übergeordneten Problemstellung sollten sich aufgrund der Addition der Beiträge
der Entscheidungskriterien (siehe Schritt 5) nicht überschneiden, um fehlerhaf-
te globale Gewichte zu vermeiden [130]. Zur Aufstellung des Kriterienbaums
schlagen [15] und [94] eine separate Erhebung der Entscheidungskriterien durch
unterschiedliche Domänenexperten vor. Der Kriterienbaums wird anschließend
gemeinsam erarbeitet, wobei sowohl direkt von der Entscheidung betroffene als
auch mittelbar betroffene Experten hinzugezogen werden sollten. Neben der
Aufstellung des Kriterienbaums werden im ersten Schritt des AHP auch die
zur Wahl stehenden Alternativen festgelegt.
Abbildung 3.2 zeigt ein Beispiel der Priorisierung von vier Fahrzeugen zur
Unterstützung einer Kaufentscheidung. Im Beispiel wird angenommen, dass
für die Kaufentscheidung insbesondere das Verhalten der Fahrzeuge während
der Nutzung und die Qualität der Fahrzeuge wesentlich sind. Zur Bewertung
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des Entscheidungskriteriums Nutzung sind der Kraftstoffverbrauch sowie die
Garantieleistungen des Herstellers wichtig. Die Sicherheit, die Ausstattung und
das Design werden zur Bewertung der Qualität der Fahrzeuge herangezogen.
2. Paarweise Vergleiche. Die Bewertung der Alternativen und Entscheidungs-
kriterien erfolgt durch paarweise Vergleiche. Für die paarweisen Vergleiche wird
die 9-Punkte-Skala von Saaty verwendet (siehe Tab. 3.1). Zunächst werden für
jedes Entscheidungskriterium auf der untersten Ebene der Kriterienhierarchie
alle Alternativen paarweise miteinander verglichen. Ein paarweiser Vergleich
zweier Alternativen bildet dabei die relative Bedeutsamkeit der ersten Alternati-
ve gegenüber der zweiten Alternative in Bezug auf das jeweilige Entscheidungs-
kriterium ab. Danach erfolgt der paarweise Vergleich der Entscheidungskriterien
auf der untersten Ebene der Kriterienhierarchie bezüglich der übergeordneten
Entscheidungskriterien. Der paarweisen Vergleich der Entscheidungskriterien
wird fortgesetzt, bis für alle Entscheidungskriterien einschließlich der Problem-
stellung alle paarweise Vergleiche der jeweils untergeordneten Entscheidungskri-
terien vorliegen. Für jedes Entscheidungskriterium des Kriterienbaums werden
die Skalenwerte der paarweisen Vergleiche der jeweils untergeordneten Ent-
scheidungskriterien bzw. Alternativen in einer sogenannten Vergleichsmatrix
abgebildet.
Im Beispiel aus Abb. 3.2 werden zunächst die vier Fahrzeuge bezüglich ihres
Kraftstoffverbrauchs paarweise miteinander verglichen. Die erzeugte Vergleichs-
matrix des Kriteriums Kraftstoffverbrauch (Größe 4× 4) enthält in den Spalten
in der ersten Zeile die Skalenwerte der Vergleiche von Fahrzeug 1 mit Fahr-
zeug 1 , Fahrzeug 1 mit Fahrzeug 2 , usw. Die zweite Zeile enthält die Vergleiche
von Fahrzeug 2 mit allen anderen Fahrzeugen, usw. Nachdem alle Fahrzeuge
paarweise bezüglich des Kraftstoffverbrauchs verglichen wurden, werden die
Fahrzeuge für jedes weitere Entscheidungskriterium auf Ebene 2 paarweise
verglichen. Ist der paarweise Vergleich der Fahrzeuge abgeschlossen, werden
für jedes Entscheidungskriterium auf Ebene 1 die jeweils untergeordneten Ent-
scheidungskriterien paarweise verglichen. Abschließend erfolgt der paarweise
Vergleich von Nutzung und Qualität in Bezug auf die Problemstellung Kauf
eines Fahrzeugs.
In der Vergleichsmatrix eines Entscheidungskriteriums werden nur die paarwei-
sen Vergleiche der oberen Dreiecksmatrix benötigt. Saaty definiert, dass die
Hauptdiagonale der Vergleichsmatrizen, d.h. ein Vergleich einer Alternative
oder eines Entscheidungskriteriums mit sich selbst, den Skalenwert 1 enthält.
Der Skalenwert des Vergleichs einer Alternative a mit einer Alternative b
entspricht dem reziproken Skalenwert des Vergleichs der Alternative b mit
der Alternative a. Die gleiche Annahme wird von Saaty für den Vergleich
von Entscheidungskriterien getroffen. Wird beispielsweise der Verbrauch von
Fahrzeug 1 als etwas größer als der Verbrauch von Fahrzeug 2 eingeschätzt
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1 gleich Beide verglichenen Elemente haben die gleiche Bedeutung
bezüglich des übergeordneten Kriteriums.
3 etwas grö-
ßer
Erfahrung und Einschätzung sprechen für eine etwas




Erfahrung und Einschätzung sprechen für eine erheblich




Die sehr viel größere Bedeutung des ersten Elements hat
sich in der Vergangenheit klar gezeigt.
9 absolut
dominierend
Es handelt sich um den größtmöglichen Bedeutungsun-
terschied zwischen beiden Elementen.
2, 4, 6, 8 Zwischenwerte
Reziproke Wird für einen paarweisen Vergleich (a, b) zweier Elemente a und b
ein obiger Skalenwert angenommen, so entspricht der Skalenwert des
Vergleichs (b, a) dem reziproken Wert.
Tabelle 3.1: Saatys 9-Punkte-Skala [126] zum Vergleich zweier Elemente (entweder
Alternativen oder Entscheidungskriterien) bezüglich eines übergeordneten Entschei-
dungskriteriums nach [57].
(Skalenwert 3, siehe Tab. 3.1), so entspricht der Skalenwert des paarweisen
Vergleichs des Verbrauchs von Fahrzeug 2 mit Fahrzeug 1 1/3.
3. Überprüfung der Konsistenz der Vergleichsmatrizen. Für eine konsis-
tente Vergleichsmatrix A ∈ Rn×n der Größe n× n gilt für alle Einträge vi,j der
Matrix mit i, j, k ∈ {1, . . . , n}.
vij = vik · vkj (3.1)
In einer konsistenten Vergleichsmatrix ist ein Eintrag vij gleich dem Produkt
aus dem Eintrag vik und dem Eintrag vkj. Die Indices i, j und k können dabei
beliebig aus {1, . . . , n} gewählt werden. Wird z.B. der Vergleich des Verbrauchs
von Fahrzeug 1 mit Fahrzeug 2 durch den Skalenwert 3 und der Vergleich des
Verbrauchs von Fahrzeug 2 mit Fahrzeug 3 durch den Skalenwert 2 bewertet, so
wird in einer konsistenten Matrix der Vergleich des Verbrauchs von Fahrzeug 1
mit Fahrzeug 3 durch den Skalenwert 6 abgeschätzt.
Inkonsistenzen treten in Vergleichsmatrizen zum einen bei der Bewertung von
nicht direkt messbaren Kriterien, wie z.B. dem Design eines Fahrzeugs auf.
Zum anderen werden Inkonsistenzen auch durch die verwendete 9-Punkte-Skala
hervorgerufen. Ist z.B. vik = 2 und vkj = 6, so sollte vij = 12 sein. Dieser
Skalenwert kann jedoch nicht mit der 9-Punkte-Skala abgebildet werden.
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Inkonsistente Vergleichsmatrizen können zur Bewertung mit AHP eingesetzt
werden, solange die Inkonsistenz der Matrix nicht zu groß ist. Als Maß für
die Konsistenz von Vergleichsmatrizen wird in AHP ein sogenannter Konsis-
tenzwert CR (consistency ratio) berechnet [125]. Der Konsistenzwert ist 0 für
vollständig konsistente Matrizen und größer 0 für inkonsistente Matrizen. Saaty
bezeichnet eine Vergleichsmatrix als ausreichend konsistent wenn ihr Konsis-
tenzwert kleiner als 0,1 ist. Wird für eine Vergleichsmatrix ein Konsistenzwert
größer als 0,1 berechnet, sollten die paarweisen Vergleiche der Matrix durch
den Domänenexperten überarbeitet werden.
4. Berechnung lokaler Gewichte. Für jede Vergleichsmatrix eines Entschei-
dungskriteriums c werden sogenannte lokale Gewichte berechnet. Lokale Ge-
wichte quantifizieren die Wichtigkeit der in der Vergleichsmatrix paarweise
verglichenen Alternativen bzw. Kriterien in Bezug auf das Kriterium c. Nach
Saaty werden die lokalen Gewichte mit dem sogenannten Eigenvektor-Verfahren
berechnet. Im Eigenvektor-Verfahren entsprechen die lokalen Gewichte den
Einträgen des ersten Eigenvektors der Vergleichsmatrix. Der erste Eigenvektor
ist definiert als Eigenvektor des maximalen Eigenwerts der Matrix. Der Ein-
trag wi eines solchen Eigenvektors {w1, . . . , wi, . . . , wn}, i ∈ {1, . . . , n} einer
Vergleichsmatrix mit Größe n entspricht dem lokalen Gewicht der Alternative
(bzw. dem Kriterium) in der i-ten Zeile der Matrix. Die Summe der Einträge
des Eigenvektors ist 1.
Betrachtet man beispielsweise das Kriterium Garantieleistungen in Abb. 3.2,
so enthält eine Vergleichsmatrix des Kriteriums die paarweisen Vergleiche aller
Fahrzeuge in Bezug auf ihre Garantieleistungen. Die lokalen Gewichte dieser
Vergleichsmatrix spezifizieren die Bewertung des Anteils der Garantieleistungen
jedes Fahrzeugs an der Gesamtheit der Garantieleistungen der vier Fahrzeuge.
5. Synthese der globalen Gewichte (Prioritäten). Ein globales Gewicht
spezifiziert die Priorität (bzw. den Gesamtnutzen) einer Alternative bzw. eines
Entscheidungskriteriums in Bezug auf die übergeordnete Problemstellung. Das
globale Gewicht eines Entscheidungskriteriums c ist definiert als Produkt der
lokalen Gewichte aller Entscheidungskriterien auf dem Pfad zwischen c und
der übergeordneten Problemstellung. Das lokale Gewicht der Problemstellung
selbst ist dabei als 1 definiert. Gleichung (3.2) zeigt die Berechnung des globalen





wgcj globales Gewicht des Entscheidungskriteriums cj
wk lokales Gewicht des Entscheidungskriteriums ck
CPcj Menge aller Entscheidungskriterien auf dem Pfad
zwischen cj und der übergeordneten Problemstellung
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Für die Berechnung des globalen Gewichts einer Alternative werden die globalen
Gewichte der Entscheidungskriterien auf der untersten Ebene des Kriterien-
baums benötigt. Das globale Gewicht einer Alternative ist gleich der Summe
der lokalen Gewichte der Alternative multipliziert mit dem globalen Gewicht
des jeweils übergeordneten Entscheidungskriteriums. Gleichung (3.3) zeigt die




wij · wgcj (3.3)
wgai globales Gewicht der Alternative ai
CL Menge der Entscheidungskriterien auf der untersten
Ebene des Kriterienbaums
wij lokales Gewicht der Alternative ai bezüglich des Ent-
scheidungskriteriums cj
wgcj globales Gewicht des Entscheidungskriteriums cj
Während im Ablauf des AHP die Schritte 1 und 2 manuell durch Domänenexperten
durchgeführt werden, erfolgen die Berechnungen der Schritte 3 bis 5 automatisiert.
Insbesondere die Durchführung der paarweisen Vergleiche (Schritt 2) erfordert für
große Kriterienbäume und eine große Anzahl von Alternativen eine Vielzahl von
paarweisen Vergleichen. Für die Bildung einer Vergleichsmatrix für n Alternativen
sind insgesamt n · (n − 1)/2 paarweise Vergleiche notwendig. Dieser quadratische
Anstieg der Anzahl paarweiser Vergleiche erschwert die Anwendung von AHP für
große n.
3.2 Priorisierung von Softwareanforderungen mit
Hierarchien
Zur Priorisierung von Softwareanforderungen wird im Verfahren SP-AHP eine Hier-
archie von Softwareanforderungen gebildet. Die zur Beschreibung des Verfahrens
notwendigen Begriffe des Anforderungsmanagements sind wie folgt definiert. Eine
Softwareanforderung ist nach Ebert [41] definiert als eine Eigenschaft oder Bedingung,
die ein System oder eine Systemkomponente erfüllen muss, um ein Ziel zu erreichen
oder ein Problem zu lösen. Es werden unterschiedliche Arten von Softwareanforde-
rungen unterschieden. Eine weitverbreitete Einteilung von Softwareanforderungen ist
die Unterscheidung in funktionale und nicht-funktionale Anforderungen. Während
funktionale Anforderungen das Verhalten und die Funktionalität unterschiedlicher
Teile eines Softwaresystems spezifizieren, bezeichnen nicht-funktionale Anforderungen
Einschränkungen und qualitative Eigenschaften eines Softwaresystems (z.B. Benut-
zerfreundlichkeit, Wartbarkeit), die für mehrere Teile des Softwaresystems oder das
gesamte Softwaresystem wichtig sind [133,152].
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Ein weiterer verwendeter Begriff ist der Ausdruck Feature. Ein Feature ist definiert
als eine Menge von logisch zusammenhängenden funktionalen und nicht-funktionalen
Anforderungen, die dem Benutzer eine bestimmte Funktionalität bieten und damit
die Erfüllung eines Geschäftsziels ermöglichen [152]. Jedes Feature besteht aus Sub-
Features, die Teilmengen der logisch zusammenhängenden funktionalen und nicht-
funktionalen Anforderungen des Features bilden.
Im Verfahren SP-AHP werden zur Ermittlung der Prioritäten die Softwarean-
forderungen in Bezug auf die Kriterien Kundennutzen, Risiko der Umsetzung und
Kosten der Umsetzung bewertet. Der Kundennutzen spezifiziert den Beitrag einer
Anforderung zum Wert des Softwaresystems für den Kunden [78] und beinhaltet
auch die Nachteile des Herstellers, falls die Anforderung nicht realisiert wird [107].
Das Risiko spezifiziert die Wahrscheinlichkeit, dass die Umsetzung einer Anforderung,
z.B. aufgrund ihrer Komplexität, in einem ersten Versuch scheitert [152]. Die Kosten
der Umsetzung sind durch den monetären Aufwand der Umsetzung einer Anforde-
rung, z.B. in Personen- oder Kalendermonaten multipliziert mit einem Kostenfaktor,
spezifiziert [83].
Die Priorisierung von Anforderungen mit dem Verfahren SP-AHP geht von einer
hierarchischen Struktur von Anforderungen, im Folgenden Anforderungshierarchie
genannt, aus. Die Anforderungshierarchie besteht aus einer Baumstruktur aus Featu-
res und Sub-Features sowie einer Menge von funktionalen und nicht-funktionalen
Anforderungen. Die funktionalen und nicht-funktionalen Anforderungen bilden die
unterste Ebene der Anforderungshierarchie. Die weiter oben liegenden Ebenen werden
durch die Baumstruktur aus Features und Sub-Features gebildet, deren Wurzel das
Softwaresystem darstellt. Die erste Ebene der Baumstruktur entspricht den Features.
Jedes Feature kann aus mehreren Sub-Features bestehen, die auf der darunterliegen-
den Ebene abgebildet werden. Die Baumstruktur kann auch mehrere Ebenen von
Sub-Features enthalten, falls die Sub-Features nochmals in Sub-Features aufgegliedert
werden.
Eine Kante in der Baumstruktur definiert, dass ein Sub-Feature Teil eines überge-
ordneten Features ist. Jedes Sub-Feature auf der untersten Ebene der Baumstruktur
ist mit logisch zusammenhängenden funktionalen und nicht-funktionalen Anforde-
rungen auf der untersten Ebene der Anforderungshierarchie verknüpft. Diese Kanten
definieren, welche funktionalen und nicht-funktionalen Anforderungen erforderlich
sind, um die von einem Sub-Feature spezifizierte Funktionalität für den Nutzer bereit-
zustellen. Eine funktionale oder nicht-funktionale Anforderung wird als cross-cutting
requirement bezeichnet, wenn sie mit mehreren Sub-Features verknüpft ist, d.h. für
unterschiedliche Bereiche eines Softwaresystems wichtig ist.
Abbildung 3.3 zeigt ein Beispiel einer Anforderungshierarchie für ein Softwaresys-
tem zur Bibliotheksverwaltung. Das Beispiel besteht aus Anforderungen aus [134].
Zusätzlich wurden die nicht-funktionalen Anforderungen Antwortzeit kleiner als
0,5 s und Verschlüsselung verwenden hinzugefügt, um cross-cutting requirements
einzubeziehen. Die Features Inventar verwalten und Benutzer verwalten stellen die
oberste Ebene der Baumstruktur dar und bestehen aus den Sub-Features auf der
darunterliegenden Ebene. So besteht das Feature Inventar verwalten z.B. aus den Sub-
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Abbildung 3.3: Anforderungshierarchie am Beispiel eines Softwaresystems zur Bi-
bliotheksverwaltung aus [134]. Die nicht-funktionalen Anforderungen Antwortzeit
kleiner als 0,5 s und Verschlüsselung verwenden wurden hinzugefügt, um cross-cutting
requirements einzubeziehen.
Features Bücher verwalten und Bestand aktualisieren. Die Funktionalität der Biblio-
theksverwaltung, die durch das Sub-Feature Bücher verwalten spezifiziert ist, wird
durch die funktionalen Anforderungen Bücher hinzufügen und Bücher bestellen sowie
durch die nicht-funktionale Anforderung Antwortzeit kleiner als 0,5 s bereitgestellt.
Die Kanten zwischen den Sub-Features und den funktionalen und nicht-funktionalen
Anforderungen sind durch gestrichelte Linien dargestellt. Die nicht-funktionale Anfor-
derung Antwortzeit kleiner als 0,5 s wird als ein cross-cutting requirement bezeichnet,
da diese Anforderung auch Kanten zu den Sub-Features Ausleihdaten verwalten und
Benutzerkonten verwalten besitzt.
Anforderungshierarchien für komplexe Softwaresysteme sind wesentlich umfang-
reicher als das in Abb. 3.3 dargestellte Beispiel. Wnuk et al. stellen in [155] eine
Fallstudie vor, in der ca. 30 000 Anforderungen für unterschiedliche Produkte einer
Produktlinie von Sony Ericsson verwaltet werden. Anforderungen für die Funktiona-
lität zukünftiger Produkte werden in Spezifikationen zusammengefasst, die mehrere
tausend Anforderungen umfassen. Die Anforderungen dieser Spezifikationen werden
priorisiert und mit den Anforderungen bestehender Produkte abgeglichen, um Anfor-
derungen zur Umsetzung in neue Produkte auszuwählen. Eine Unterteilung dieser
tausenden Anforderungen in Teilmengen zur separaten Priorisierung ist naheliegend,
um die Komplexität und den Umfang der Priorisierung beherrschbar zu machen.
Durch die Anforderungshierarchie werden Softwareanforderungen in einer Form
strukturiert, dass AHP zur Priorisierung eingesetzt werden kann. Mit der Anforde-
rungshierarchie wird die Komplexität der Priorisierung reduziert, da die Priorisierung
der Gesamtheit der Anforderungen in die Priorisierung von Teilmengen unterteilt
wird. Dabei werden Features, Sub-Features, die Teil eines Features sind, sowie funktio-
nale und nicht-funktionale Anforderungen, die mit einem Sub-Feature verknüpft sind,
separat priorisiert und die so erzeugten lokalen Gewichte zur Berechnung der Prioritä-
ten verwendet. Durch die Unterteilung in Teilmengen wird die Anzahl erforderlicher
paarweiser Vergleiche für die Priorisierung mit AHP erheblich reduziert.
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Im Gegensatz zum hier vorgestellten Verfahren SP-AHP nutzen bestehende Me-
thoden zur Priorisierung von Anforderungen wie z.B. Wiegers [152] und Karlson et
al. [77] keine hierarchische Struktur von Anforderungen sondern nur einfache Listen.
Wiegers schlägt eine direkte Bewertung von Kundennutzen, Risiko und Kosten der
Umsetzung von Anforderungen für eine einfache Liste von Features vor. Karlson et al.
nutzen AHP für die Bewertung von Kundennutzen und Kosten der Umsetzung von
Anforderungen. Die AHP-Hierarchie von Karlson et al. besteht nur aus einem Wurzel-
knoten der mit allen funktionalen und nicht-funktionalen Anforderungen verknüpft
ist. Beide Methoden sind jedoch ungeeignet für eine Priorisierung von großen Mengen
von Anforderungen. Prioritäten für große Mengen von Anforderungen, die mit der
Methode von Wiegers ermittelt wurden, weichen signifikant von den tatsächlichen
Prioritäten ab, d.h. die Präferenzen der Domänenexperten werden durch die Metho-
de von Wiegers nur ungenau auf Prioritäten abgebildet [53, 78]. Die Methode von
Karlson et al. erfordert für große Mengen von Anforderungen eine sehr große Anzahl
von paarweisen Vergleichen von Anforderungen, da keine hierarchische Struktur
der Anforderungen verwendet wird. Die mangelnde Skalierbarkeit der Methode von
Karlson et al. behindert den praktischen Einsatz zur Priorisierung für große Mengen
von Anforderungen. Im folgenden Abschnitt wird gezeigt, wie das Verfahren SP-AHP
Skalierbarkeit und Genauigkeit für große Mengen von Anforderungen erreicht.
3.3 Skalierbare multikriterielle Priorisierung von
Softwareanforderungen mit AHP (SP-AHP)
Die Priorisierung von Anforderungen findet in SP-AHP in zwei Schritten statt
(Abb. 3.4). Zunächst werden der relative Kundennutzen, das Risiko und die Kosten der
Anforderungen unabhängig voneinander ermittelt. Zur Bewertung des Kundennutzens
und des Risikos wird AHP mit der Anforderungshierarchie als AHP-Hierarchie genutzt.
Für die Bewertung der Kosten kommen algorithmische und nicht-algorithmische
Kostenmodelle entsprechend des jeweiligen Projektkontexts zum Einsatz. Im zweiten
Schritt wird die Priorität jeder Anforderung auf Basis der ermittelten Bewertungen
berechnet. Hierzu wird die Formel von Wiegers [152] verwendet.
3.3.1 Bewertung von Kundennutzen und Risiko
Die Bewertung von Kundennutzen und Risiko erfolgt unabhängig voneinander in
zwei separaten AHP-Hierarchien, die jeweils der Anforderungshierarchie eines Softwa-
resystems entsprechen. Die Wurzeln der AHP-Hierarchien stellen die übergeordneten
Problemstellungen der Bewertung der Anforderungen bezüglich des Kundennutzens
und des Risikos dar. Die Entscheidungskriterien der AHP-Hierarchien entsprechen
den Features und Sub-Features. Die Alternativen der AHP-Hierarchien sind die
funktionalen und nicht-funktionalen Anforderungen (FNFs).
Die Bewertung von Kundennutzen bzw. Risiko beginnt mit dem paarweisen Ver-
gleich der FNFs bezüglich der Sub-Features auf der untersten Ebene des Krite-
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Abbildung 3.4: Ablauf der Priorisierung von Softwareanforderungen mit SP-AHP:
1) Unabhängige Bewertung von Kundennutzen, Risiko und Kosten der Umsetzung
von Anforderungen. 2) Berechnung der Prioritäten (nach Wiegers [152]).
rienbaums (siehe Schritt 2 des AHP). Ein Domänenexperte bewertet dabei den
Unterschied der Bedeutsamkeit zweier FNFs bezüglich des übergeordneten Sub-
Features, d.h. der Experte bewertet den Unterschied von Kundennutzen bzw. Risiko.
Im Gegensatz zur Methode AHP, die einen paarweise Vergleich aller Alternativen
erfordert (siehe Abb. 3.2), werden in SP-AHP nur die verknüpften FNFs paar-
weise verglichen (in Abb. 3.3 durch gestrichelte Linien dargestellt). Die Auswahl
der verknüpften FNFs erfolgt durch die Domänenexperten bei der Erzeugung der
Anforderungshierarchie.
Die Berechnung der lokalen Gewichte der FNFs erfolgt entsprechend des vierten
Schritts des AHP. Die lokalen Gewichte der nicht verknüpften FNFs werden mit
dem Wert 0 angenommen. Diese Annahme entspricht der erwarteten Gewichtung
der Domänenexperten, die zur Bewertung eines Sub-Features alle nicht verknüpften
FNFs so niedrig wie möglich gewichten. Im Gegensatz zur Methode AHP, die den
paarweisen Vergleich aller Alternativen (hier FNFs) erfordert, wird mit SP-AHP
dadurch eine signifikante Reduktion der notwendigen paarweisen Vergleiche erreicht.
Nach dem paarweisen Vergleich der FNFs werden Sub-Features bezüglich Features
und abschließend Features bezüglich der übergeordneten Problemstellung paarweise
verglichen.
Abbildung 3.5 zeigt die AHP-Hierarchie zur Bewertung des Kundennutzens (bzw.
des Risikos) von Softwareanforderungen am Beispiel aus Abb. 3.3. Für die Bewertung
des Kundennutzens (bzw. des Risikos) werden die FNFs a1, a2 und a3 bezüglich
des Sub-Features c11: Bücher verwalten paarweise verglichen. Für die Bewertung
des Sub-Features c11 sind somit insgesamt drei paarweise Vergleiche erforderlich. Im
Gegensatz dazu sind zur Bewertung des Sub-Features c11 mit der herkömmlichen
AHP-Methode insgesamt 15 paarweise Vergleiche notwendig, da dafür alle FNFs
a1, . . . , a6 miteinander verglichen werden. Eine solche Reduktion der paarweisen
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Abbildung 3.5: Nutzung der Anforderungshierarchie aus Abb. 3.3 als AHP-Hierarchie
zur Bewertung des Kundennutzens (bzw. des Risikos) von Softwareanforderungen
mit SP-AHP. Im Gegensatz zu AHP (z.B. Abb. 3.2) werden im Verfahren SP-AHP
nur die verknüpften funktionalen und nicht-funktionalen Anforderungen bezüglich
der Sub-Features auf Ebene 2 paarweise verglichen.
Vergleiche ergibt sich auch für die weiteren Sub-Features auf Ebene 2. Die Anzahl
der erforderlichen paarweisen Vergleiche zur Bewertung der Features c1 und c2 sowie
der Problemstellung p ist im Vergleich zur AHP-Methode unverändert.
Sowohl die Überprüfung der Konsistenz der Vergleichsmatrizen als auch die Berech-
nung der globalen Gewichte wird im SP-AHP entsprechend der Schritte 3 und 5 des
AHP durchgeführt. Das globale Gewicht einer funktionalen bzw. nicht-funktionalen
Anforderung entspricht dabei ihrem relativen Kundennutzen bzw. ihrem relativen
Risiko. Das globale Gewicht eines Sub-Features entspricht dem relativen Kundennut-
zen (bzw. dem relativen Risiko) des Sub-Features in Bezug auf die jeweilige Ebene
in der AHP-Hierarchie. Die Summe des relativen Kundennutzens bzw. des relativen
Risikos aller Features, Sub-Features oder FNFs in einer Ebene der AHP-Hierarchie
ist gleich 1 (bzw. 100%).
3.3.2 Einbezug von Domänenexperten in die Bewertung
Der Einbezug mehrerer Domänenexperten in die Bewertung hat das Ziel, die erfor-
derlichen paarweisen Vergleiche für einzelne Experten zu reduzieren und eine hohe
Genauigkeit der Bewertung zu erreichen. Im SP-AHP werden die folgenden zwei
Strategien zum Einbezug von Domänenexperten angewendet:
1. Partitioning. In der Partitioning-Strategie werden disjunkte Teilmengen von
Anforderungen durch unterschiedliche Domänenexperten bewertet. Diese Stra-
tegie dient vorrangig der Reduzierung der Anzahl notwendiger paarweiser Ver-
gleiche für einzelne Domänenexperten und der Bewertung domänenspezifischer
Anforderungen durch entsprechende Experten. Durch die Bewertung domänen-
spezifischer Anforderungen durch Experten mit entsprechendem Fachwissen
kann mit der Partitioning-Strategie eine hohe Genauigkeit erreicht werden. Die
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Partitioning-Strategie kann die Genauigkeit jedoch auch negativ beeinflussen,
da nicht alle Experten an der Bewertung der Anforderungen beteiligt sind. Die
Strategie entspricht der Beschreibung des use of incomplete experimental design
von Weiss und Rao [151] für die Priorisierung von Softwareanforderungen.
2. Consensus. In der Consensus-Strategie bewerten mehrere Domänenexperten
die gleiche Teilmenge von Anforderungen unabhängig voneinander. Für diese
verbreitete Strategie werden die folgenden Kennzahlen verwendet, um einen
signifikanten Unterschied individueller Bewertungen zu ermitteln.
a) Die lokalen Gewichte der Vergleichsmatrizen der Experten weisen unter-
schiedliche Präferenzen der bewerteten Anforderungen auf. Während für
die Vergleichsmatrix eines Experten das lokale Gewicht einer Anforderung
a höher ist als das lokale Gewicht einer Anforderung b, ergibt sich für die
Vergleichsmatrix eines weiteren Experten ein kleineres lokales Gewicht
der Anforderung a im Vergleich zu Anforderung b.
b) Der euklidische Abstand der lokalen Gewichtsvektoren der Vergleichsma-
trizen zweier Experten liegt über einem benutzerdefinierten Grenzwert.
Individuelle Bewertungen werden vereinigt, indem der geometrische Mittelwert
für jedes Element der Vergleichsmatrizen der Experten berechnet wird [92]. Falls
die obigen Kennzahlen einen signifikanten Unterschied individueller Bewertun-
gen anzeigen, ist jedoch eine manuelle Abstimmung zwischen den betreffenden
Experten notwendig. Die Consensus-Strategie wird daher insbesondere zur
Absicherung der Genauigkeit der Bewertung durch eine Gruppenentscheidung
eingesetzt.
Für die Priorisierung von Anforderungen ist der Einsatz der Partitioning-Strategie
zur Bewertung der funktionalen und nicht-funktionalen Anforderungen sowie der Sub-
Features auf den unteren Ebenen der AHP-Hierarchie sinnvoll, um die Anzahl der
paarweisen Vergleiche für die Experten zu minimieren. Für Sub-Features auf höheren
Ebenen der AHP-Hierarchie sowie für Features sollte jedoch die Consensus-Strategie
angewendet werden. Die Bewertung solcher Sub-Features und Features hat einen
größeren Einfluss auf das Bewertungsergebnis und erfordert daher die bestmögliche
Genauigkeit.
Abbildung 3.6 zeigt ein Beispiel für den Einbezug von drei Domänenexperten
in die Bewertung des Kundennutzens (bzw. des Risikos) mit SP-AHP. Während
die paarweisen Vergleiche der funktionalen und nicht-funktionalen Anforderungen
bezüglich der Sub-Features durch einzelne Experten mit der Partitioning-Strategie
durchgeführt werden, bewerten Expertengruppen die Sub-Features und Features mit
der Consensus-Strategie.
Entsprechend der 9-Punkte-Skala von Saaty (siehe Tab. 3.1) werden die verba-
len Definitionen der paarweisen Vergleiche auf die Skalenwerte 1 bis 9 abgebildet.
Die Skalenwerte entsprechen den jeweiligen Werten in den Vergleichsmatrizen. Die
verbalen Definitionen können jedoch von Domänenexperten unterschiedlich interpre-
tiert und verwendet werden. Beispielsweise können Experten extreme Bewertungen,
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Abbildung 3.6: Beispiel für den Einbezug von drei Domänenexperten (s1, s2, s3) in
die Bewertung des Kundennutzens (bzw. des Risikos) von Anforderungen anhand
des Beispiels aus Abb. 3.5.
d.h. die Skalenwerte 9 und 1/9, vermeiden. Ist mehr als ein Domänenexperte für
die Bewertung einer Anforderung verantwortlich (Consensus-Strategie), wird eine
unterschiedliche Verwendung der Skalenwerte im manuellen Interaktionsschritt zum
Erreichen eines Konsens aufgedeckt. Um in diesem Fall einen Konsens zu erreichen,
können alternative Skalen, d.h. alternative Abbildungen der verbalen Definition auf
Skalenwerte, durch die Experten genutzt werden. Ishizaka und Labib [69] geben einen
Überblick über alternative Skalen, die auch in der softwaretechnischen Umsetzung
des Verfahrens SP-AHP realisiert wurden. Diese alternativen Skalen können auch in
der Partitioning-Strategie eingesetzt werden, um eine aussagekräftige Unterscheidung
der Gewichte der Anforderungen zu erreichen, die den Erwartungen des Experten
entspricht.
3.3.3 Bewertung von Kosten
Während die Bewertung von Kundennutzen und Risiko mit AHP erfolgt, ist die
Auswahl der Methode zur Bewertung der Kosten der Umsetzung von Anforderungen
vom jeweiligen Projektkontext und der Erfahrung der beteiligten Domänenexperten
abhängig. Um eine genaue Kostenabschätzung zu ermöglichen, werden im SP-AHP
algorithmische oder nicht-algorithmische Kostenmodelle genutzt. Während algorith-
mische Kostenmodelle spezielle Algorithmen zur Berechnung der Kosten bereitstellen,
schätzen nicht-algorithmische Kostenmodelle die Kosten der Umsetzung von An-
forderungen basierend auf Erfahrungswissen von Experten und dem Vergleich mit
Anforderungen bereits implementierter Softwaresysteme ab. Die Auswahl eines Kos-
tenmodells zur Bewertung der Kosten von Anforderungen wird im SP-AHP auf
Grundlage des jeweiligen Projektkontexts und der bisherigen Erfahrungen der betei-
ligten Domänenexperten getroffen.
In der Anforderungshierarchie aus Abb. 3.6 kann beispielsweise das nicht-algorith-
mische Kostenmodell Expertenschätzung [66] zur Bewertung der Kosten eingesetzt
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werden. In der Expertenschätzung werden die Kosten der Umsetzung der Anforderun-
gen durch die drei beteiligten Domänenexperten gemeinsam abgeschätzt, wobei auch
die Bewertung des Risikos der Anforderungen einbezogen werden kann. Wichtig für
eine hinreichend genaue Bewertung der Kosten ist der unterschiedliche Hintergrund
sowie die Projekterfahrung der beteiligten Experten [75].
3.3.4 Ermittlung der Prioritäten
Die Prioritäten der Softwareanforderungen sind von den jeweiligen relativen Gewich-
ten von Kundennutzen, Risiko und Kosten abhängig. Die grundlegende Überlegung
zur Bildung von Prioritäten ist, dass Anforderungen mit hohem Kundennutzen,
niedrigem Risiko und niedrigen Kosten eine hohe Priorität erhalten. Dagegen wird
Anforderungen mit niedrigem Kundennutzen, hohem Risiko und hohen Kosten eine
niedrige Priorität zugeordnet. Die tatsächliche Priorität hängt jedoch wesentlich
von den Gewichtungsfaktoren der drei Kriterien ab, die für jeden Domänenexperten
unterschiedlich sein können. Weiter erschweren auch Abhängigkeiten zwischen den
drei Kriterien eine möglichst objektive Berechnung von Prioritäten. Beispielsweise
hängen hohe Kosten der Umsetzung einer Anforderung vom hohen Kundennutzen
bzw. vom hohen Risiko der Anforderung ab. Die Bildung einer Priorität ist somit
eine subjektive Einschätzung der jeweiligen Domänenexperten.
Da Wiegers in [152] ebenfalls relative Gewichte für Kundennutzen, Risiko und
Kosten zur Berechnung der Prioritäten heranzieht, wird seine Gleichung auch im SP-
AHP angewendet. Wiegers berechnet die Priorität einer Anforderung als Verhältnis
von relativem Kundennutzen und der Summe aus relativem Risiko und relativen
Kosten (siehe Gleichung (3.4)). Um den Einfluss von Risiko und Kosten gegenüber
dem Kundennutzen zu gewichten, werden zusätzlich Gewichtungsfaktoren für Kosten
(wC) und Risiko (wR) festgelegt.
Priorität = relativer Kundennutzen(relative Kosten · wC) + (relatives Risiko · wR) (3.4)
3.4 Evaluierung von SP-AHP
In diesem Abschnitt wird SP-AHP in Bezug auf Skalierbarkeit und Genauigkeit
evaluiert. Abschnitt 3.4.1 erläutert dabei die Skalierbarkeit von SP-AHP im Ver-
gleich zur Methode von Karlson et al. [77] und dem AHP. Die Genauigkeit wird in
Abschnitt 3.4.2 untersucht. Abschnitt 3.4.3 diskutiert die Ergebnisse der Evaluierung
im Vergleich zu Ergebnissen bestehender Methoden zur Reduktion von paarweisen
Vergleichen für AHP.
3.4.1 Skalierbarkeit
Die Skalierbarkeit der Methoden zur Priorisierung mit AHP ist anhand der Anzahl
erforderlicher paarweiser Vergleiche für eine gegebene Anzahl von Anforderungen
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messbar. In diesem Abschnitt wird SP-AHP mit AHP (ohne Kriterienbaum) und der
Methode von Karlson et al. [77] verglichen. AHP erfordert n · (n− 1)/2 paarweise
Vergleiche zur Bewertung von n Anforderungen. Karlson et al. berichten eine Re-
duzierung der erforderlichen paarweisen Vergleiche um 76% für 23 Anforderungen,
indem die sogenannten local stopping rules von Harker [61] angewendet werden. Für
die Evaluierung der Skalierbarkeit wird dieser Prozentsatz für beliebige Anzahlen
von Anforderungen angenommen.
Die Anzahl erforderlicher paarweiser Vergleiche im SP-AHP hängt von der Anforde-
rungshierarchie, d.h. dem Aufbau der AHP-Hierarchie, ab. Aus diesem Grund werden
in der Evaluierung mehrere mögliche AHP-Hierarchien für jede betrachtete Anzahl
von funktionalen und nicht-funktionalen Anforderungen (FNFs) ermittelt und die
jeweils durchschnittliche Anzahl der erforderlichen paarweisen Vergleiche berechnet.
Dabei werden zunächst nur homogene AHP-Hierarchien berücksichtigt, in denen
jedem Element der AHP-Hierarchie (d.h. Feature, Sub-Feature oder FNF) die gleiche
Anzahl an Elementen untergeordnet ist. Die Anzahl der Ebenen homogener AHP-
Hierarchien ist dabei immer kleiner als die Anzahl der untergeordneten Elemente.
Die Gesamtzahl der untergeordneten Elemente wird kleiner als 13 angenommen. Um
auch cross-cutting requirements mit einzubeziehen, werden drei zusätzliche FNFs für
alle Sub-Features auf der untersten Ebene der Kriterienhierarchie angenommen.
Die Ergebnisse der Evaluierung der Skalierbarkeit zeigt Abb. 3.7, links. Der AHP
benötigt die höchste Zahl paarweiser Vergleiche für alle betrachteten Anzahlen von
FNFs. Die Methode von Karlson et al. benötigt weniger paarweise Vergleiche als SP-
AHP, wenn weniger als 50 FNFs betrachtet werden. Für mehr als 125 Anforderungen
erfordert SP-AHP jedoch weniger paarweise Vergleiche als Karlson et al. So erfordert
z.B. die Methode von Karlson et al. 7381 paarweise Vergleiche für die Priorisierung
von 250 Anforderungen, während der SP-AHP nur 1579 Vergleiche benötigt. Während
die Anzahl paarweiser Vergleiche für Karlson et al. quadratisch mit der Anzahl FNFs
wächst (1/8n2), ergibt sich für SP-AHP (bei homogenen AHP-Hierarchien) eine lineare
Abhängigkeit von der Anzahl FNFs (ca. 7 · n). Für hinreichend große Mengen von
Anforderungen (n > 50) ist somit das Verfahren SP-AHP der Methode von Karlson
et al. vorzuziehen.
In einem weiteren Experiment wird der Einfluss der Anzahl cross-cutting re-
quirements auf die Vorteilhaftigkeit von SP-AHP im Gegensatz zu Karlson et al.
untersucht. Cross-cutting requirements stellen funktionale oder nicht-funktionale
Anforderungen dar, die mit mehreren Sub-Features auf der untersten Ebene des Kri-
terienbaums verknüpft sind. In der Evaluierung wird zur Vereinfachung angenommen,
dass ein cross-cutting requirement mit allen Sub-Features auf der untersten Ebene
des Kriterienbaums verknüpft ist. Für die Methode von Karlson et al. hat die Anzahl
cross-cutting requirements keinen Einfluss auf die Anzahl paarweiser Vergleiche.
Im Experiment wird in Abhängigkeit der Anzahl cross-cutting requirements die
Gesamtzahl der FNFs berechnet, ab der SP-AHP weniger paarweise Vergleiche als die
Methode von Karlson et al. benötigt (Abb. 3.7, rechts). Werden z.B. drei cross-cutting
requirements angenommen, so erfordert SP-AHP weniger paarweise Vergleiche als
Karlson et al. wenn mehr als 54 Anforderungen priorisiert werden sollen. Je mehr
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Abbildung 3.7: Links: Anzahl von paarweisen Vergleichen von SP-AHP im Vergleich
zur Methode von Karlson et al. [77] und dem AHP. Es wird angenommen, dass die
AHP-Hierarchie drei cross-cutting requirements für alle Sub-Features auf der unters-
ten Ebene des Kriterienbaums enthält. Rechts: Minimale Anzahl von funktionalen
und nicht-funktionalen Anforderungen, ab der SP-AHP weniger paarweise Vergleiche
als Karlson et al. benötigt (in Abhängigkeit der Anzahl cross-cutting requirements).
cross-cutting requirements in einer AHP-Hierarchie auftreten, desto mehr paarweise
Vergleiche sind für SP-AHP notwendig. Eine Anwendung des SP-AHP für eine große
Anzahl an cross-cutting requirements ist gegenüber der Methode von Karlson et
al. nur dann vorteilhaft, wenn eine hinreichend große Anzahl von Anforderungen
priorisiert wird.
Um die Skalierbarkeit auch für inhomogene AHP-Hierarchien und sehr große
Mengen von Anforderungen zu evaluieren, wird die Priorisierung von 10 000 FNFs
simuliert. Wnuk et al. stellen in [155] eine Fallstudie vor, in der mehrere tausend
Anforderungen priorisiert werden, ohne jedoch eine hierarchische Anordnung der
Anforderungen zu beschreiben. Für die Simulation werden daher 5000 Anforde-
rungshierarchien generiert, die aus 10 000 FNFs auf der untersten Ebene der AHP-
Hierarchie und einer zufällig erzeugten Baumstruktur aus Features und Sub-Features
bestehen. Jeder Knoten der Baumstruktur hat zwischen 2 und 30 Kindknoten und
jedes Sub-Feature auf der untersten Ebene der Baumstruktur ist mit 2 bis 30 FNFs
verknüpft. Für jede zufällig erzeugten Anforderungshierarchie werden 3 cross-cutting
requirements angenommen.
Die Simulation der 5000 inhomogenen Anforderungshierarchien ergab, dass für
die Priorisierung der 10 000 FNFs mit SP-AHP durchschnittlich 133 554 paarweise
Vergleiche erforderlich sind. Somit sind für jede FNF etwa 13 paarweise Verglei-
che notwendig. Im Gegensatz dazu erfordert die Methode von Karlson et al. ca.
11 Millionen paarweise Vergleiche für die gleiche Menge an FNFs (ca. 1100 paarweise
Vergleiche für jede FNF), wenn wie oben beschrieben eine Reduktion von 76% der
paarweisen Vergleiche gegenüber AHP angenommen wird. Diese Simulation für sehr
große Mengen von Anforderungen zeigt die praktische Anwendbarkeit des Verfahrens
SP-AHP.
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p: Priorisierung von Anforderungen
c1: Feature
c11: Sub-feat. c12: Sub-feat.
c2: Feature














































Abbildung 3.8: Anforderungshierarchie zur Evaluierung der Genauigkeit von SP-
AHP.
Aufgrund der hohen Gesamtzahl paarweiser Vergleiche stellt die Priorisierung für
sehr großen Mengen von Anforderungen eine besondere Herausforderung dar. Um
Prioritäten von Anforderungen mit einer geringeren Anzahl paarweiser Vergleiche
zu ermitteln, ist daher ein zweistufiges Vorgehen sinnvoll. Dabei werden im ersten
Schritt nur die Features und Sub-Features auf der zweiten Ebene der AHP-Hierarchie
priorisiert. Damit werden Sub-Features mit einer hohen Priorität identifiziert. Diese
Sub-Features stellen die Wurzelknoten von Teilhierarchien dar, die im zweiten Schritt
priorisiert werden. Im zweiten Schritt werden werden somit die Prioritäten der FNFs
ermittelt, die mit Sub-Features verknüpft sind, die eine hohe Priorität besitzen. Durch
diese zwei Schritte wird die Priorisierung auf wichtige Teile der Anforderungshierarchie
begrenzt und damit die Anzahl paarweiser Vergleiche im Gegensatz zur Betrachtung
der gesamten Anforderungshierarchie reduziert.
3.4.2 Genauigkeit
Der AHP stellt im Vergleich zur direkten Zuordnung von Gewichten eine genaue
multikriterielle Bewertung durch die Nutzung von paarweisen Vergleichen sowie
die Überprüfung der Konsistenz der Vergleichsmatrizen bereit [53, 68]. Um die
Genauigkeit des SP-AHP gegenüber dem AHP zu messen, wird die Abweichung
der lokalen und globalen Gewichte des SP-AHP von den lokalen und globalen
Gewichten des AHP berechnet. Die Evaluierung der Genauigkeit erfolgt anhand einer
Referenzanforderungshierarchie, die in Abb. 3.8 dargestellt ist.
Die Priorisierung von Anforderungen mit AHP und SP-AHP unterscheidet sich
in der Bewertung der Sub-Features auf der untersten Ebene des Kriterienbaums.
Während für AHP paarweise Vergleiche aller funktionalen und nicht-funktionalen
Anforderungen (FNFs) notwendig sind, werden in SP-AHP nur paarweise Vergleiche
der jeweils verknüpften FNFs durchgeführt. Für die Methode SP-AHP sind damit
im Gegensatz zu AHP kleinere Vergleichsmatrizen für die Sub-Features der AHP-
Hierarchie notwendig. In Abb. 3.8 werden z.B. für die Sub-Features c11 und c12 zwei
3× 3 -Matrizen und für die Sub-Features c21, c22 und c23 drei 2× 2 -Matrizen durch
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den paarweisen Vergleiche der jeweils verknüpften FNFs gebildet. Im Gegensatz dazu
ist für AHP eine 4× 4 -Matrix für jedes Sub-Feature erforderlich.
Für die Evaluierung der Genauigkeit werden nur Vergleichsmatrizen der Sub-
Features betrachtet, da sich nur diese in einer Bewertung mit SP-AHP und AHP un-
terscheiden. Um mögliche Bewertungen von Domänenexperten zu ermitteln, wurden
zunächst alle möglichen konsistenten 2× 2 -Matrizen und 3× 3 -Matrizen für eine
Bewertung der Sub-Features in SP-AHP erzeugt. Diese Vergleichsmatrizen besitzen
einen Konsistenzwert kleiner gleich 0,1 und enthalten beliebige Skalenwerte in der
oberen Dreiecksmatrix, den Skalenwert 1 auf der Hauptdiagonalen und die entspre-
chenden reziproken Skalenwerte auf der unteren Dreiecksmatrix. Zur Vereinfachung
wird angenommen, dass die Vergleichsmatrizen der Sub-Features c11 und c12 gleiche
Werte enthalten. Entsprechend werden auch für die Vergleichsmatrizen von c21, c22
und c23 gleiche Werte angenommen.
Zur Bildung der 4× 4 -Vergleichsmatrizen für eine Priorisierung mit AHP wird
für die paarweisen Vergleiche von in Abb. 3.8 nicht verknüpften und verknüpften
FNFs die niedrigste Bewertung von 1/9 angenommen. Diese Annahme entspricht der
Bewertung des Domänenexperten im Verfahren SP-AHP, in dem nicht verknüpfte
FNFs mit einem lokalen Gewicht von 0 bewertet werden (siehe Abschnitt 3.3.1).
Die erzeugten 2× 2 - und 3× 3 -Matrizen sind in die folgenden drei Kategorien
eingeteilt:
• LOW: die Matrizen enthalten nur paarweise Vergleiche zwischen 1/3 und 3 auf
der 9-Punkte-Skala (siehe Tab. 3.1);
• MID: die Matrizen enthalten mindestens einen paarweisen Vergleich zwischen
4 und 6 aber keine paarweisen Vergleiche größer als 6;
• HIGH: die Matrizen enthalten mindestens einen paarweisen Vergleich zwischen
7 und 9.
Zur Durchführung der Evaluierung der Genauigkeit wird jede Kombination aus 2×2 -
und 3× 3 -Matrizen als Vergleichsmatrizen der Sub-Features in Abb. 3.8 eingesetzt
und die lokalen und globalen Gewichte mit SP-AHP berechnet. Anschließend werden
die entsprechenden 4×4 -Matrizen gebildet und die lokalen und globalen Gewichte mit
AHP erneut berechnet. Für die Evaluierung der Genauigkeit wird die durchschnittliche
Abweichung der lokalen und globalen Gewichte des SP-AHP und des AHP berechnet.
Die Ergebnisse der Evaluierung (Tab. 3.2) sind geordnet nach der Kategorie der
3× 3 -Matrix der Sub-Features c11 und c12 sowie der Kategorie der 2× 2 -Matrix der
Sub-Features c21, c22 und c23. Die Anzahl der Testfälle ergibt sich aus der Anzahl
der Kombinationen aus konsistenten 2× 2 - und 3× 3 -Matrizen entsprechend der
jeweiligen Kategorie. Für die Kategorien MID und HIGH der Matrizen von c21, c22
und c23 ergibt sich die gleiche Anzahl der Testfälle, da jeweils 6 konsistente 2× 2 -
Matrizen für beiden Kategorien existieren. Die höchste Abweichung von lokalen und
globalen Gewichten (7,6% durchschnittliche Abweichung der lokalen Gewichte und
4,5% durchschnittliche Abweichung der globalen Gewichte) ergibt sich, wenn beide
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LOW LOW 275 5,6 2,8
LOW MID 330 7,0 3,6
LOW HIGH 330 7,0 3,7
MID LOW 1680 6,0 3,5
MID MID 2016 7,4 4,3
MID HIGH 2016 7,4 4,3
HIGH LOW 3480 6,1 3,7
HIGH MID 4176 7,5 4,5
HIGH HIGH 4176 7,6 4,5
Tabelle 3.2: Genauigkeit des SP-AHP im Vergleich zum herkömmlichen AHP unter
Nutzung der AHP-Struktur aus Abb. 3.5. Die Abweichungen der lokalen und glo-
balen Gewichte für die Sub-Features c11, c12 und c21, c22, c23 sind entsprechend der
Kategorien LOW (Matrizen mit Bewertung zwischen 1/3 und 3), MID (Matrizen mit
mindestens einer Bewertungen zwischen 4 und 6, aber nicht größer als 6) und HIGH
(Matrizen mit mindestens einer Bewertungen zwischen 7 und 9) dargestellt.
Matrizen Vergleichswerte zwischen 7 und 9 enthalten (Kategorie HIGH). Geringfügig
kleinere Abweichungen ergeben sich für die Kombinationen aus den Kategorien
MID und HIGH. Für alle anderen Matrizen ergeben sich niedrigere Abweichungen,
wobei die Abweichungen der lokalen Gewichte immer höher als die Abweichungen
der globalen Gewichte sind. Je niedriger die Vergleichswerte in den betrachteten
Matrizen sind, desto niedriger ist auch die resultierende Abweichung der lokalen und
globalen Gewichte.
Die Evaluierung der Genauigkeit von SP-AHP zeigt, dass sich durch die Reduk-
tion der paarweisen Vergleiche nur eine geringfügige Veränderung der lokalen und
globalen Gewichte im Vergleich zu bestehenden Methoden ergibt. Somit wird für
die Referenzanforderungshierarchie eine hohe Genauigkeit der Prioritäten durch das
Verfahren SP-AHP erreicht.
3.4.3 Vergleich mit bestehenden Methoden zur Reduktion von
paarweisen Vergleichen
Um die Anzahl paarweiser Vergleiche zu reduzieren, wurden für AHP eine Reihe
von Methoden vorgeschlagen. In diesem Abschnitt werden diese Methoden mit dem
SP-AHP verglichen und insbesondere die Skalierbarkeit und die Genauigkeit der
Methoden diskutiert.
Wedley et al. zeigen in [150], dass nur n− 1 Vergleiche notwendig sind, um lokale
Gewichte für n Elemente zu berechnen. Jedes Element muss dafür an mindestens
50
3.4 Evaluierung von SP-AHP
einem Vergleich beteiligt sein. Die verbleibenden paarweisen Vergleiche können auf
Grundlage dieser n−1 Vergleiche berechnet werden. Jedoch ergibt sich bei Anwendung
dieser Methode eine durchschnittliche Abweichung der globalen Gewichte von 23%
verglichen mit den globalen Gewichten des AHP.
Um die Konsistenz der paarweisen Vergleiche zu überprüfen und eine höhere
Genauigkeit der globalen Gewichte zu erreichen, schlägt Harker in [61] sogenannte
local stopping rules vor. Diese erfordern paarweise Vergleich über die n− 1 Vergleiche
von Wedley et al. hinaus, solange ein zusätzlicher Vergleich noch zu einer signifikanten
Änderung der lokalen Gewichte führen kann. Als Erweiterung dieser Methode schlagen
Millet und Harker in [97] sogenannte global stopping rules vor, die die gesamte AHP-
Hierarchie einbeziehen. Paarweise Vergleiche in einem bestimmten Zweig der AHP-
Hierarchie werden nur durchgeführt, wenn dieser Zweig noch zu einer signifikanten
Änderung der globalen Gewichte führen kann. Global stopping rules erfordern daher
ein top-down-Vorgehen bei der Bewertung, das die Abhängigkeiten zwischen den
Ausprägungen der Alternativen und den Bewertungen der Kriterien außer Acht
lässt. In zwei Fallstudien [32,77] wurde eine Reduktion der erforderlichen paarweisen
Vergleiche um 57% bzw. 76% im Vergleich zum herkömmlichen AHP ohne eine
signifikante Auswirkung auf die Genauigkeit berichtet.
Eine weitere (lokale) Methode wurde von Shen et al. in [131] vorgestellt. Die
Autoren schlagen eine Aufteilung der zu vergleichenden Elemente in Gruppen vor,
die genau ein Element gemeinsam haben. Die lokalen Gewichte der Elemente in den
Gruppen werden mit dem AHP berechnet. Dagegen werden die lokalen Gewichte
für die gesamte Menge der Elemente aus den Gewichten in den Gruppen sowie dem
jeweiligen Gewicht des gemeinsamen Elements berechnet. Die Skalierbarkeit und die
Genauigkeit dieser Methode hängen von der Größe der Gruppe und der Auswahl des
gemeinsamen Elements ab.
Weiss und Rao schlagen in [151] das sogenannte use of incomplete experimental
design vor, bei dem jeder am Entscheidungsproblem Beteiligte nur eine Teilmenge
der Hierarchie bearbeitet und so die Zahl der Vergleiche für den einzelnen Beteiligten
sinkt (die Summe der Vergleiche bleibt gleich). Weiter empfehlen die Autoren ein
deletion of certain attributes, d.h. eine Reduzierung der Größe der AHP-Hierarchie
schon in Schritt 1, um die Anzahl erforderlicher paarweiser Vergleichen zu reduzieren.
Die Ergebnisse der bestehenden Methoden zur Reduktion von paarweisen Verglei-
chen zeigen, dass nur eine Teilmenge der n · (n− 1)/2 paarweisen Vergleiche des AHP
für eine hinreichende Genauigkeit notwendig sind. Je größer die Zahl n ist, desto
mehr paarweise Vergleiche sind jedoch notwendig, um eine konstante Genauigkeit
beizubehalten. Werden nur c · (n− 1) paarweise Vergleiche durchgeführt (c ist eine
Konstante ≥ 1), so zeigt Harker in [61], dass die Genauigkeit der berechneten Priori-
täten bei gleichbleibendem c sinkt, je größer n ist. Eine möglichst kleine Konstante c,
und damit nur wenige paarweise Vergleiche, wird erreicht, indem die n Elemente in
Teilmengen unterteilt werden. Das Verfahren SP-AHP stellt eine solche Unterteilung
der funktionalen und nicht-funktionalen Anforderungen durch die Erstellung der
Anforderungshierarchie zur Priorisierung mit AHP bereit.
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3.5 Verwandte Arbeiten
Verwandte Arbeiten zur Gewichtung von Softwareanforderungen können in Methoden
zur Klassifikation (Abschnitt 3.5.1), die eine qualitative Einteilung der Anforderungen
vornehmen, und Methoden zur Priorisierung von Anforderungen (Abschnitt 3.5.2), die
Gewichte von Anforderungen quantifizieren, unterschieden werden. Da die Bewertung
der Kosten der Umsetzung von Anforderungen ein wesentliches Entscheidungskriteri-
um für die Priorisierung von Softwareanforderungen ist, werden in Abschnitt 3.5.3
bestehende Methoden zur Abschätzung von Kosten diskutiert.
3.5.1 Klassifikation von Anforderungen
Eine verbreitete Klassifikation von Anforderungen ist die Einteilung in funktionale
und nicht-funktionale Anforderungen (siehe Abschnitt 3.2). Weitere Unterteilun-
gen nicht-funktionaler Anforderungen (z.B. in Performance-Anforderungen, Design-
Einschränkungen, Interoperabilität, Zeit- und Kostenbeschränkungen, usw.) werden
unter anderem in der ISO/IEC-Norm 25010 [8], dem IEEE-Standard 830-1984 [1]
oder von Bray in [26] vorgestellt.
Eine weitere Art der Klassifikation unterteilt Anforderungen in Forderungen und
Wünsche (z.B. in [106]). Während Forderungen die minimalen Anforderungen an
ein Produkt spezifizieren, bezeichnen Wünsche die optionalen Anforderungen, die
nur umgesetzt werden sollten, wenn dabei das Kostenziel nicht überschritten wird.
Sommerville schlägt in [133] darüber hinaus eine Unterteilung in essentielle, nützliche
und wünschenswerte Anforderungen vor.
Covey stellt in [37] eine Klassifikation der Anforderungen nach den Kriterien
Wichtigkeit (importance) und Dringlichkeit (urgency) vor. Die höchste Priorität wird
Anforderungen zugeteilt, die sowohl wichtig als auch dringlich sind. Eine mittlere
Priorität erhalten Anforderungen, die als wichtig, aber nicht als dringlich klassifiziert
wurden. Eine niedrige Priorität erhalten Anforderungen die weder wichtig noch
dringlich sind. Covey schlägt vor, Anforderungen die als dringlich aber nicht wichtig
klassifiziert wurden nicht umzusetzen, da der Nutzen ihrer Umsetzung fraglich ist.
Die beschriebenen Arten der Klassifikation von Anforderungen bilden keine Priori-
sierung im Sinne einer Rangordnung von Alternativen. Jedoch zeigen sie auf, dass
Anforderungen existieren, ohne die ein Softwaresystem nicht ausgeliefert werden
kann (z.B. Design-Einschränkungen, Zeit- und Kostenbeschränkungen). Um den
manuellen Aufwand der Priorisierung von Anforderungen zu reduzieren, können
diese grundlegenden Anforderungen von der Priorisierung ausgeschlossen werden und
erhalten einheitlich die höchste Priorität. Wiegers betont jedoch die Tendenz von
Nutzern, Kunden und Entwicklern, alle Anforderungen als grundlegend und wichtig
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Verschiedene Vorgehensmodelle zur Software- und Systementwicklung (z.B. CMMI1
[35] oder SPICE2 [47]) spezifizieren wesentliche Ziele und Richtlinien für die Priori-
sierung von Anforderungen. Die Vorgehensmodelle beschreiben jedoch nicht, wie die
Gewichte von Anforderungen ermittelt werden können. Sowohl die Modelle als auch
die zugrunde liegenden ISO-Standards, wie z.B. ISO 9001 [6] und ISO 15504 [4], bilden
damit einen generellen Rahmen für die Umsetzung von Methoden zur Priorisierung
von Anforderungen.
Es werden verschiedene Methoden vorgeschlagen, um Anforderungen zu priorisie-
ren [40]. Eine Gruppe von Methoden berechnet die Prioritäten von Anforderungen
auf Basis einer direkten Bewertung ausgewählter Kriterien. In der Methode von Wie-
gers [152] werden der Kundennutzen (value), das Risiko (risk) und die Kosten (cost)
der Umsetzung durch einen Experten bestimmt. Die Priorität einer Anforderung
wird anschließend durch die Formel value/(cost + risk) berechnet. In ähnlicher Weise
werden Prioritäten von Anforderungen auch innerhalb eines QFD-Planungsprozes-
ses3 bestimmt [43, 148]. Zusätzlich zu Kundennutzen, Risiko und Kosten werden
hier die Erwartungen des Kunden explizit einbezogen. Diese Methoden eignen sich
jedoch nur zur Auswahl von wichtigen Anforderungen aus einer kleinen Menge von
Anforderungen [16]. Je größer die Zahl der Anforderungen, desto ungenauer ist die
direkte Abschätzung der Ausprägung von Kriterien, da ein Experte jede Anforderung
implizit mit allen Anforderungen vergleichen muss [78].
Für die Priorisierung großer Mengen von Anforderungen wird die Methode BST4
in [10] vorgeschlagen. Analog zur Sortierung mit einem Binärbaum wird eine höher
priorisierte Anforderung als linker Kindknoten und eine niedriger priorisierte An-
forderung als rechter Kindknoten der Wurzel eingefügt. Existiert bereits ein linker
bzw. rechter Kindknoten, wird das Einfügen erneut mit dem linken Kindknoten
(für höher priorisierte Anforderungen) bzw. mit dem rechten Kindknoten (für nied-
riger priorisierte Anforderungen) wiederholt, bis ein Blattknoten im Binärbaum
erreicht wird. Andere Methoden verwenden automatische Clustering-Techniken für ei-
ne Vorsortierung der Anforderungen und eine manuelle Gewichtung der entstandenen
Cluster [40, 72]. Diese Methoden besitzen eine gute Skalierbarkeit für große Mengen
von Anforderungen, jedoch wird nur eine geringe Genauigkeit im Vergleich zu anderen
Methoden, wie z.B. der direkten Bewertung oder AHP, erreicht. Die Methode BST
liefert zudem nur eine Rangordnung der Anforderungen, die den Unterschied der
Gewichtung zweier Anforderungen nicht quantifiziert.
Verschiedene Autoren schlagen die Methode AHP für eine konsistente und genaue
Priorisierung von Anforderungen vor (unter anderem in [10, 78, 93, 109, 114]). So
nutzt beispielsweise Karlson et al. [77, 78] AHP für die Bewertung des relativen
Kundennutzens und der relativen Kosten von Anforderungen. Da die Methode
1Capability Maturity Model Integration
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AHP den Einbezug mehrerer Experten in die Priorisierung nicht unterstützt [114],
wurden verschiedene Techniken für Gruppenentscheidungen vorgeschlagen. Beispiele
sind die Berechnung des arithmetischen oder geometrischen Mittelwerts [112,125]
oder auch die Delphi-Methode, die wiederholende Abstimmungsschritte zwischen
Experten vorschlägt, um Konsens bezüglich einer Bewertung zu erreichen [15,125].
Ein wesentlicher Nachteil von AHP ist die mangelnde Skalierbarkeit, da für n
Anforderungen n · (n − 1)/2 paarweise Vergleiche der Anforderungen notwendig
sind. Zwar werden verschiedene Techniken zur Reduktion der paarweisen Vergleiche
vorgeschlagen (siehe Abschnitt 3.4.3), jedoch können diese die Genauigkeit der
Priorisierung mindern oder sind für die Priorisierung von Anforderungen nicht
anwendbar.
Die vorgestellten Methoden zur Priorisierung von Anforderungen stellen Lösungen
für spezifische Zielstellungen wie die schnelle Berechnung von Prioritäten für wenige
Anforderungen oder die effiziente Priorisierung großer Mengen von Anforderungen
bereit. Sie weisen jedoch Mängel im Einbezug mehrerer Domänenexperten, der
Genauigkeit, der Skalierbarkeit für große Mengen von Anforderungen oder der
Berücksichtigung mehrerer Entscheidungskriterien zur Bildung einer Priorität auf.
3.5.3 Kosten der Umsetzung von Anforderungen
Die Abschätzung der Kosten zur Umsetzung von Anforderungen ist ein wichtiger
Schritt in der Planung von Softwareprojekten [73,75] und damit wesentlich für die
Priorisierung von Anforderungen. Methoden zur Abschätzung von Kosten können in
sogenannte algorithmische und nicht-algorithmische Kostenmodelle eingeteilt wer-
den [80,83]. Während algorithmische Kostenmodelle die Kosten einer Anforderung
anhand ausgewählter Einflussfaktoren (z.B. Komplexität, voraussichtlicher Umfang
der Umsetzung, Praxiserfahrung und Leistungsfähigkeit der Entwickler, etc.) berech-
nen, schätzen nicht-algorithmische Kostenmodelle die Kosten einer Anforderung durch
den Vergleich mit Anforderungen von bereits implementierten Softwaresystemen ab.
Die wesentlichen Vorteile von algorithmischen Kostenmodellen (z.B. COCOMO II
[23]) sind die reproduzierbaren Ergebnisse und die Berücksichtigung einer Vielzahl
von Einflussfaktoren [80]. Die Anwendung dieser Kostenmodelle wird darüber hinaus
durch Softwarewerkzeuge unterstützt. Jedoch muss die Vielzahl der Eingabeparameter
der Kostenmodelle an das gegebene Softwareprojekt angepasst werden, wobei auch
Daten benötigt werden, die in frühen Phasen der Planung noch nicht verfügbar
sind [83]. Weiter benötigen algorithmische Kostenmodelle eine genaue Abschätzung
des voraussichtlichen Umfangs des Softwaresystems, um angemessene Ergebnisse zu
erzielen [80].
Nicht-algorithmische Kostenmodelle (z.B. das Analogy Costing [132] oder Experten-
schätzungen [66,75]) basieren auf Erfahrungen mit abgeschlossenen Softwareprojekten.
Im Analogy Costing wird eine Ähnlichkeitsfunktion definiert, die einen Vergleich der
Anforderungen von Softwaresystemen ermöglicht. Durch eine Extrapolation können
die Kosten der Anforderungen abgeschätzt werden. Expertenschätzungen beziehen
Experten mit unterschiedlicher Expertise und Praxiserfahrung für die Abschätzung
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der Kosten von Anforderungen ein. Individuelle Abschätzungen werden diskutiert und
solange überarbeitet bis die Experten eine ausreichende Übereinstimmung erreichen.
Die nicht-algorithmischen Kostenmodelle erlauben eine schnellere Abschätzung
der Kosten im Vergleich zu algorithmischen Kostenmodellen [80]. Jedoch sind die
Ergebnisse nicht-algorithmischer Kostenmodelle stark von der Erfahrung der betei-
ligten Experten abhängig und nicht reproduzierbar [75]. Empirische Studien belegen,
dass zu optimistische Kostenabschätzungen auf Basis nicht-algorithmischer Kosten-
modelle eine wesentliche Ursache von Budgetüberschreitungen und dem Scheitern
von Softwareprojekten sind [73].
Eine höhere Genauigkeit von algorithmischen gegenüber nicht-algorithmischen
Methoden konnte in Fallstudien nicht bestätigt werden [83]. Ob eine hohe Genauigkeit
der Kostenabschätzung erreicht werden kann, ist wesentlich von dem gegebenen
Softwareprojekt und den bisherigen Erfahrungen der Experten abhängig [75].
Algorithmische und nicht-algorithmische Kostenmodelle basieren wesentlich auf
der Abschätzung des voraussichtlichen Umfangs des Softwaresystems. Während algo-
rithmische Kostenmodelle den Umfang als expliziten Eingabeparameter benötigen,
verwenden ihn nicht-algorithmische Kostenmodelle für den Vergleich mit abgeschlos-
senen Softwareprojekten. Der Umfang von Softwaresystemen kann über die Anzahl
Zeilen des Programmcodes (lines of code) bzw. über die Anzahl von Anweisungen und
Datendefinitionen (z.B. mit der PERT-Technik [13]) gemessen werden. Da die Zahl
der Programmzeilen nicht die Komplexität der Software widerspiegelt und abhängig
von der jeweils verwendeten Programmiersprache ist, schlagen Albrecht et al. in [11]
sogenannte Function Points zur Messung des Umfangs vor. Function Points beziehen
unter anderem die Anzahl von Ein- und Ausgabeschnittstellen, Datenanfragen sowie
deren Komplexität in die Berechnung ein. Unabhängig von der verwendeten Methode,
stellt die Ermittlung des Umfangs insbesondere in frühen Entwicklungsphasen nur
eine grobe Abschätzung dar [73,80,83].
Im Gegensatz zu algorithmischen und nicht-algorithmischen Kostenmodellen schät-
zen Wiegers [152] und Karlson et al. [77] die relativen Kosten von Anforderungen
ab. Während Wiegers die Kosten jeder Anforderung auf Basis einer 9-Punkte-Skala
bewertet, ermittelt Karlson et al. die relativen Kosten einer Anforderung aus den
paarweisen Vergleichen aller Anforderungen. Die so ermittelten relativen Kosten
lassen jedoch nur eine grobe Abschätzung der absoluten Kosten zu [75,77].
3.6 Zusammenfassung
In diesem Kapitel wurde ein Verfahren zur skalierbaren multikriteriellen Priorisierung
von Softwareanforderungen (SP-AHP) vorgestellt. Es basiert auf der multikriteriellen
Bewertungsmethode Analytic Hierarchy Process (AHP) und ermöglicht eine genaue
und skalierbare Priorisierung insbesondere für große Mengen von Softwareanforde-
rungen. Zur Priorisierung werden zunächst Kundennutzen, Risiko und Kosten der
Umsetzung einer Anforderung unabhängig voneinander bewertet, wobei Bewertungen
unterschiedlicher Domänenexperten einfließen können. Die Priorität jeder Anforde-
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rung wird aus dem Kundennutzen, dem Risiko und den Kosten der Anforderung
anhand der Formel von Wiegers [152] berechnet.
Für das Verfahren SP-AHP wurde eine hierarchische Strukturierung von An-
forderungen (Anforderungshierarchie) erarbeitet, die eine Anwendung von AHP
zur Priorisierung ermöglicht. In der Anforderungshierarchie wird die Gesamtmenge
der Anforderungen in Teilmengen (Features, Sub-Features, funktionale und nicht-
funktionale Anforderungen) aufgeteilt und so die Komplexität der Priorisierung
reduziert. Eine solche Unterteilung wird in bestehenden Methoden zur Priorisierung
von Anforderungen auf Basis von AHP (z.B. Karlson et al. [77], Mead [93]) nicht
verwendet und einfache Listen von Anforderungen eingesetzt.
Die Anwendung der Anforderungshierarchie zur Priorisierung von Anforderungen
führt zu einer signifikanten Verringerung der Anzahl von paarweisen Vergleichen,
insbesondere für große Mengen von Anforderungen. Im Vergleich zur Methode von
Karlson et al. [77] sind beispielsweise für 250 Anforderungen 79% weniger paarweise
Vergleiche erforderlich. Damit wurde die Skalierbarkeit der Bewertung gegenüber
bestehenden Methoden wesentlich verbessert. Darüber hinaus wird die Genauigkeit
der Bewertung durch die Verringerung der paarweisen Vergleiche kaum beeinflusst.
Die Evaluierung der Genauigkeit des SP-AHP zeigte für eine Referenzanforderungs-
hierarchie eine maximale Abweichung von 4,5% (globale Gewichte) bzw. 7,6% (lokale
Gewichte) im Vergleich zu einer Bewertung mit dem AHP. Die Genauigkeit der Ab-
schätzung der Kosten zur Umsetzung einer Anforderung wird durch die Verwendung
algorithmischer oder nicht-algorithmischer Kostenmodelle sichergestellt.
Durch die Aufteilung der Priorisierung in die Bewertung von Kundennutzen,
Risiko und Kosten der Umsetzung sowie durch die hierarchische Strukturierung der
Anforderungen können mehrere Domänenexperten in die Priorisierung einbezogen
werden. SP-AHP stellt dazu zwei Strategien bereit. Die Strategien unterstützen dabei
sowohl die Bewertung domänenspezifischer Anforderungen durch entsprechende
Experten als auch die Bewertung domänenübergreifender Anforderungen durch
mehrere Experten auf Basis einer Gruppenentscheidung. Mithilfe der Strategien wird
die Anzahl der paarweise Vergleiche für einzelne Experten reduziert und eine hohe
Genauigkeit der Bewertung durch Gruppenentscheidungen erreicht.
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Die lebenszyklusbezogene Bilanzierung (Ökobilanzierung) ist eine systematische
Analyse der Umweltauswirkungen von Produkten in ihrem gesamten Lebenszyklus
[7]. In der Ökobilanzierung werden Daten zum Energie- und Ressourcenbedarf
sowie zu Abfällen und Emissionen in allen Phasen des Lebenszyklus eines Produkts
erfasst. Diese Daten werden zu Kennzahlen zusammengefasst, die eine Bewertung
der Umweltauswirkungen ermöglichen [64]. Der Schwerpunkt dieses Kapitels ist die
Analyse und Bewertung des Energiebedarfs von Werkzeugmaschinen. Für eine solche
Analyse und Bewertung sollten sowohl die Bereitstellung der Ausgangsmaterialien
und die Herstellung als auch die Nutzung und das Recycling von Werkzeugmaschinen
einbezogen werden [102]. Die Nutzungsphase ist dabei von besonderem Interesse, da
hier mehr als 90% des Energiebedarfs des gesamten Lebenszyklus anfallen [33].
Zur Ermittlung des Energiebedarfs von Werkzeugmaschinen ist sowohl die Analyse
bestehender Maschinen (z.B. Vorgängermodelle) als auch eine belastbare Abschät-
zung des Energiebedarfs neu entwickelter Maschinen wesentlich [122]. Für solche
Analysen und Abschätzungen müssen energierelevante Daten aus unterschiedlichen
Quellen (in unterschiedlichen Formaten) erhoben und zur Erzeugung von Kennzahlen
aggregiert und miteinander verknüpft werden [30]. Beispiele energierelevanter Daten
sind Mess- oder Simulationsdaten, die das energetische Verhalten einer Maschine
bzw. der energieverbrauchenden Komponenten spezifizieren, sowie ökonomische und
produktionstechnische Daten [104]. Die besondere Herausforderung der Ermittlung
des Energiebedarfs sind die individuell angepassten Verarbeitungsschritte der Daten,
die je nach Datenlage und betrachteter Werkzeugmaschine notwendig sind [30]. Auf-
grund der großen Menge erforderlicher Daten ist eine automatisierte Erfassung und
Verarbeitung erforderlich [104].
Für die Ermittlung des Energiebedarfs einer Werkzeugmaschine im gesamten
Lebenszyklus sind häufig nicht alle notwendigen Daten verfügbar [102]. So sind
kaum energierelevante Daten bezüglich der Entwicklung und Herstellung sowie des
Recyclings von Werkzeugmaschinen vorhanden. Diese fehlenden Daten werden da-
her häufig durch Expertenschätzungen bestimmt [86]. Zudem bilden vorhandene
Energieverbrauchsdaten aus der Nutzung von Werkzeugmaschinen häufig nur spe-
zifische Nutzungsszenarien ab (z.B. die Fertigung eines Referenzwerkstücks), was
eine belastbare Ermittlung des Energiebedarfs in der Nutzungsphase erschwert. Die
Unsicherheit aufgrund von fehlenden oder wenig belastbaren Daten sollte daher
bei der Ermittlung des Energiebedarfs berücksichtigt werden, um die Belastbarkeit
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und mögliche Schwankungen berechneter Kennzahlen zu bestimmen. Jedoch ist eine
solche Berücksichtigung unsicherer Daten in der Ökobilanzierung, und somit auch
bei der Bestimmung von Kennzahlen, derzeit kaum realisiert [51, 86].
In diesem Kapitel wird ein Workflow zur Ermittlung des Energiebedarfs einer Werk-
zeugmaschine am Beispiel der Kennzahl lebenszyklusbezogene Energieproduktivität
nach Neugebauer et al. [102] vorgestellt. Die lebenszyklusbezogene Energieproduktivi-
tät wird berechnet, indem der abgeschätzte Ausstoß einer Werkzeugmaschine, z.B. die
Menge der gefertigten Teile, ins Verhältnis zum Energiebedarf der Werkzeugmaschine
gesetzt wird. Der Workflow ist aus parametrierbaren Einzelschritten (Tasks) aufge-
baut, die energierelevante Daten aus unterschiedlichen Datenquellen erfassen und zur
Abschätzung des Energiebedarfs einer Werkzeugmaschine transformieren und aggre-
gieren. Die parametrierbaren Einzelschritte ermöglichen den erforderlichen Einbezug
unsicherer Daten in die Ermittlung der lebenszyklusbezogenen Energieproduktivi-
tät. Darüber hinaus erlaubt die Parametrierung eine Anpassung der Einzelschritte
und damit eine einfache Anpassung des Workflows, je nach verfügbaren Daten und
betrachteter Werkzeugmaschine. Am Beispiel einer 3-Achs-Fräsmaschine werden
die Auswirkungen des Einbezugs unsicherer Daten auf die lebenszyklusbezogene
Energieproduktivität gezeigt.
In Abschnitt 4.1 wird die existierende softwaretechnische Unterstützung zur Be-
reitstellung von energierelevanten Daten aus unterschiedlichen Lebenszyklusphasen
beschrieben. Die Berechnung der lebenszyklusbezogenen Energieproduktivität wird
erläutert und es werden Methoden beschrieben, die zur Entwicklung und Realisierung
des Workflows eingesetzt wurden. Abschnitt 4.2 stellt den Workflow zur Berechnung
der lebenszyklusbezogenen Energieproduktivität und das zugrunde liegende Daten-
modell vor. Bestehende Methoden zum Einbezug unsicherer Daten werden auf den
Workflow angewendet und deren Vor- und Nachteile evaluiert. Abschnitt 4.3 fasst
die Ergebnisse dieses Kapitels zusammen.
4.1 Grundlagen der lebenszyklusbezogenen
Bilanzierung
Für die Erfassung und Bereitstellung von energierelevanten Daten sind in den
Lebenszyklusphasen einer Werkzeugmaschine unterschiedliche Informationssysteme
beteiligt. In Abschnitt 4.1.1 werden diese Informationssysteme vorgestellt und Defizite
bei der Bereitstellung von Daten für die Produktentwicklung erläutert. Abschnitt 4.1.2
beschreibt das Vorgehensmodell zur Transformation von Daten in Information und
Wissen von Bufardi et al. [29], das die wesentlichen Schritte zur Erfassung von Daten
und der Ermittlung von Kennzahlen spezifiziert. Bestehende Methoden zum Einbezug
unsicherer Daten in die lebenszyklusbezogene Bilanzierung werden in Abschnitt 4.1.3
vorgestellt. Abschnitt 4.1.4 erläutert die Berechnung der lebenszyklusbezogenen
Energieproduktivität.
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Abbildung 4.1: Softwaretechnische Unterstützung für einen Datenaustausch von In-
formationssystemen (Informationsflüsse) zwischen den Lebenszyklusphasen nach
Bufardi et al. [30].
4.1.1 Lebenszyklusbezogene Bilanzierung in bestehenden
Informationssystemen der Produktentwicklung
Zur Durchführung lebenszyklusbezogener Bilanzierungen in der Produktentwicklung
müssen Daten und Informationen aus allen Lebenszyklusphasen eines Produkts
einbezogen werden. Der Schwerpunkt der Datenverwaltung bestehender Informa-
tionssysteme der Produktentwicklung liegt jedoch insbesondere auf dem Entwurf
und der Herstellung von Produkten [30,104]. Zwar werden insbesondere von PLM-
Systemen auch Schnittstellen zu ERP-Systemen1 bereitgestellt, über die Daten aus
der Nutzungsphase von Produkten integriert werden könnten [44]. Eine Kopplung
von PLM-Systemen des Herstellers mit ERP-Systemen des Kunden wird jedoch
aufgrund schützenswerter Betriebsgeheimnisse zumeist nicht realisiert. Weitere Infor-
mationssysteme, die Daten über den Energiebedarf von Werkzeugmaschinen erfassen,
sind unter anderem Manufacturing Execution Systeme2 sowie spezialisierte Messda-
tenerfassungssysteme wie z.B. LabVIEW3.
Bufardi et al. beschreiben in [30] den Datenaustausch zwischen bestehenden
Informationssystemen in Form von Informationsflüssen zwischen den Phasen des
Lebenszyklus (Abb. 4.1). Die umfangreichste Unterstützung besteht demnach für
den Datenaustausch während der Entwicklung und Herstellung eines Produkts
(CAD/CAM- und PDM-Systeme). Auch der Informationsfluss aus Entwicklung und
1Enterprise Resource Planning Systeme: Informationssysteme zur Verwaltung des operativen
Geschäfts eines Unternehmens.
2Manufacturing Execution Systeme: Informationssysteme zur automatisierten Steuerung von
Fertigungsprozessen in Unternehmen.
3LabVIEW: IT-System zur Erfassung und Analyse von Messdaten sowie zur Steuerung von
Messgeräten, http://www.ni.com/labview.
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Abbildung 4.2: Vorgehensmodell zur Transformation von Daten in Information und
Wissen nach Bufardi et al. [29].
Herstellung in die Nutzungsphase wird größtenteils softwaretechnisch unterstützt,
z.B. durch Konfigurationsunterstützung und CRM-Systeme4 [44].
Der Informationsfluss von Entwicklung und Herstellung zum Recycling eines
Produkts wird jedoch nur noch teilweise unterstützt. Insbesondere der Rückfluss von
Informationen aus der Nutzungsphase oder dem Recycling in die Produktentwicklung
wird zumeist nicht softwaretechnisch unterstützt. Diese Daten sind jedoch zur Analyse
bestehender Produkte von besonderer Wichtigkeit, um Potenziale zur Verbesserung zu
identifizieren und Lösungsansätze für die Entwicklung neuer Produkte zu finden [44,
104,122]. Es besteht somit die Notwendigkeit, neuartige Lösungen zur Datenerhebung
und -aggregation in Nutzung und Recycling zu entwickeln und die Transformation
der Daten in Informationen und Wissen für die Produktentwicklung bereitzustellen.
4.1.2 Transformation von Daten in Information und Wissen
Ein schematisches Vorgehensmodell zur Erhebung von Daten und deren Transfor-
mation in Informationen und Wissen beschreiben Bufardi et al. in [29] (Abb. 4.2).
Ausgangspunkt des Transformationsprozesses ist eine Spezifikation der Problem-
stellung (1. Problemspezifikation, Abb. 4.2), in der das Ziel der Transformation
(Informationen bzw. Wissen) festgelegt wird. Dabei werden spezifische Aspekte eines
Produkts, wie der Energiebedarf oder Emissionen, definiert, die im Transformations-
prozess analysiert und bewertet werden sollen.
Der zweite Schritt (2. Identifikation relevanter Datenquellen) ist die Ermittlung
der Datenquellen, die Daten für die Analyse und Bewertung der definierten Aspekte
4Customer Relationship Management Systeme: Informationssysteme zur Verwaltung des Kun-
denservice.
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des Produkts bereitstellen. Wesentlich dabei ist, wo sich die Datenquellen befinden
(z.B. bei einem Kunden oder Lieferanten) und ob ein Zugriff auf die Datenquellen
möglich ist. Ist ein Zugriff auf spezifische Datenquellen nicht möglich, können auch
Sekundärdaten (z.B. Datenbanken zur ökonomischen und ökologischen Bilanzierung)
herangezogen werden. Sind mehrere Datenquellen mit ähnlichen Daten verfügbar
(z.B. unterschiedliche Kunden oder Lieferanten), müssen belastbare Quellen ausge-
wählt und/oder geeignete Strategien zur Zusammenfassung der Daten spezifiziert
werden. Nach der Identifikation der relevanten Datenquellen werden die erforderlichen
Daten erfasst (3. Datenerfassung) und in ein gemeinsames Datenmodell integriert
(4. Datenaggregation). Daten in unterschiedlichen Formaten werden dabei in ein
einheitliches Format überführt.
Liegen alle relevanten Daten vor, wird im fünften Schritt eine Validierung der
Daten durchgeführt (5. Validierung der Daten). Dabei sind Fehler in den Daten zu
identifizieren und die Eignung der Daten für die folgende Analyse und Transformation
zu überprüfen. Beispiele für Überprüfungen der Daten sind die Kontrolle der erfass-
ten Zeiträume unterschiedlicher Messdaten sowie die Prüfung der Übereinstimmung
erfasster Messdaten mit beschreibenden Kontextdaten (z.B. Betriebszustände, Ma-
schinenoperationen). Das Ziel des sechsten Schritts (6. Analyse und Transformation)
ist die Erzeugung von Informationen (z.B. Kennzahlen) entsprechend der Zielstellung
der Transformation. Dabei können sowohl Berechnungsverfahren als auch statistische
Methoden in Abhängigkeit von den vorliegenden Daten eingesetzt werden.
Die gewonnenen Informationen werden in Schritt sieben (7. Mustererkennung,
Auffälligkeiten) durch einen Domänenexperten ausgewertet und im Hinblick auf
Auffälligkeiten untersucht. Liegen Auffälligkeiten vor, z.B. ein hoher Energieverbrauch
einer Komponente eines Produkts, sind diese Ausgangspunkt für weitere Analysen.
Dabei können sowohl neue Informationen auf Basis vorhandener Daten erzeugt werden
(Rücksprung auf Schritt 5) als auch die Problemspezifikation erweitert und neue Daten
einbezogen werden (Rücksprung auf Schritt 1). Abschließend wird durch Vergleich
der gewonnenen Informationen mit bekannten Informationen ähnlicher Produkte
Wissen über das bilanzierte Produkt bereitgestellt (8. Synthese der Informationen).
Anhand der ermittelten Auffälligkeiten können zudem Handlungsanweisungen zur
Umgestaltung eines Produkts abgeleitet werden.
4.1.3 Einbezug von unsicheren Daten in die
lebenszyklusbezogene Bilanzierung
Im Rahmen der lebenszyklusbezogenen Bilanzierung (Ökobilanzierung) nach ISO-
Norm 14040 [7] stellt der Einbezug von unsicheren Daten einen wesentlichen Be-
standteil dar [111], der die Glaubhaftigkeit der Bilanzierungsergebnisse sicherstellt
und möglichen Fehlinterpretationen entgegenwirkt [63]. Die Unsicherheit von Daten
in der Ökobilanzierung resultiert aus schwankenden Ausgangsdaten innerhalb einer
bestimmten Bandbreite oder auch aus der Nutzung geschätzter oder aggregierter
Ausgangsdaten aufgrund fehlender Daten [63]. Die ISO-Norm 14040 spezifiziert we-
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sentliche Ziele und Richtlinien zum Einbezug unsicherer Daten, legt jedoch nicht fest,
wie diese für eine Bilanzierung erreicht werden sollen. Obwohl die Unsicherheit von
Daten als inhärente Eigenschaft jeder Ökobilanzierung angesehen wird [111], existie-
ren zur Zeit nur wenige Fallstudien, die Unsicherheit in der lebenszyklusbezogenen
Bilanzierung berücksichtigen [86].
Bestehende Methoden zum Einbezug unsicherer Daten in die Bilanzierung gehen
von einer Spezifikation der Unsicherheit der Eingabedaten aus und stellen Ableitungs-
regeln oder mathematische Operatoren bereit, die die resultierende Unsicherheit des
Bilanzierungsergebnisses berechnen oder abschätzen [18]. Zur Spezifikation werden
unter anderem Intervalle (minimale und maximale Eingabewerte), Fuzzy-Zahlen,
allgemeine Wahrscheinlichkeits- oder Häufigkeitsverteilungen sowie qualitative Spe-
zifikationen (z.B. Data Quality Indizes) genutzt [86]. Intervalle und Fuzzy-Zahlen
stellen im Vergleich zu allgemeinen Wahrscheinlichkeits- oder Häufigkeitsverteilungen
geringere Anforderungen an das zugrunde liegende Berechnungsmodell der Bilan-
zierung [36], liefern jedoch tendenziell ungenauere Abschätzungen [20]. Qualitative
Spezifikationen (z.B. geringe, mittlere und starke Unsicherheit) entsprechen subjekti-
ven Einschätzungen von Domänenexperten und sind nicht einheitlich definiert [18].
In Abhängigkeit von der Art der Spezifikation unsicherer Eingabedaten stehen
unterschiedliche Methoden zum Einbezug der Unsicherheit in die Bilanzierung zur
Verfügung.
• Stochastische Ansätze (z.B. Bayessche Statistik) sind insbesondere für Einga-
bedaten einsetzbar, deren Unsicherheit als Wahrscheinlichkeits- und Häufig-
keitsverteilungen spezifiziert ist [20]. Da eine Anwendung der stochastischen
Ansätze in der lebenszyklusbezogenen Bilanzierung komplexe mathematische
Berechnungsmodelle erfordert, werden sie derzeit kaum eingesetzt [86].
• Probabilistische Simulationen (z.B. Monte-Carlo- oder Latin-Hypercube-Simu-
lationen) wählen zufällig n mögliche Belegungen (Samples) für alle Eingabepa-
rameter der Bilanzierung aus. Die Unsicherheit des Bilanzierungsergebnisses
wird durch die Häufigkeitsverteilung der n Ergebnisse ermittelt. Probabilisti-
sche Simulationen beziehen jedoch zumeist die Wahrscheinlichkeit der zufällig
ermittelten Samples und Abhängigkeiten zwischen Eingabeparametern nicht
ein und tendieren zu einer Überschätzung der Unsicherheit der Bilanzierungs-
ergebnisse [20].
• Die Intervall- und Fuzzy-Arithmetik ermöglicht eine direkte Berechnung der Un-
sicherheit auf Basis entsprechend spezifizierter Eingabedaten [141]. Während die
Intervall-Arithmetik eine starke Tendenz zur Überschätzung der Unsicherheit
aufweist [20], kann diese mit Fuzzy-Arithmetik begrenzt werden. Zudem weist
die Fuzzy-Arithmetik eine einfachere Anwendbarkeit gegenüber stochastischen
Ansätzen auf [36].
• Szenario- und Sensitivitätsanalysen untersuchen den Einfluss ausgewählter
Eingabewerte auf das Bilanzierungsergebnis mit dem Ziel, die Stabilität des
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Bilanzierungsergebnisses zu bewerten [18, 86]. Die Analysen beziehen unsi-
chere Eingabedaten jedoch nicht explizit ein und untersuchen nur spezifische
Variationen der Eingabewerte.
• Expertenschätzungen [86] und Best-Practices [60] können bei Vorhandensein
keiner oder weniger Informationen über die Unsicherheit der Eingabedaten
eingesetzt werden. Die so ermittelten meist qualitativen Bewertungen der
Unsicherheit sind jedoch subjektiv und nicht reproduzierbar [95]. Beide Tech-
niken finden häufig bei der Spezifikation der Unsicherheit der Eingabedaten
Anwendung [20].
Die Auswahl einer Methode zur Ermittlung der Unsicherheit des Bilanzierungs-
ergebnisses hängt stark von der gegebenen Problemstellung und den verfügbaren
Daten ab. Eine prinzipiell am besten geeignete Methode existiert für die lebenszy-
klusbezogene Bilanzierung daher nicht [20].
4.1.4 Lebenszyklusbezogene Energieproduktivität
Neugebauer et al. definieren in [102] die lebenszyklusbezogene Energieproduktivität
einer Werkzeugmaschine (P,Sys,ls) als Verhältnis des abgeschätzten Ausstoßes einer
Werkzeugmaschine zum Energiebedarf der Werkzeugmaschine über den gesamten
Lebenszyklus (Gleichung (4.1)). Die lebenszyklusbezogene Energieproduktivität ist
damit eine Form der Energieeffizienz, die aus dem Verhältnis eines nicht näher





EtP,Sys + EP,Sys + ER,Sys
(4.1)
OutputP,Sys,ls Ausstoß einer Werkzeugmaschine im gesamten Lebenszyklus
ESys,ls Energiebedarf der Werkzeugmaschine im gesamten Lebens-
zyklus
EtP,Sys Energiebedarf für Entwicklung und Herstellung
EP,Sys Energiebedarf für Nutzung, Wartung, Reparatur
ER,Sys Energiebedarf für das Recycling
Die Maximierung der so definierten Energieproduktivität stellt das vorrangige
Ziel der Entwicklung einer energieeffizienten Werkzeugmaschine dar. Dabei kann
die Erhöhung des Ausstoßes bei gleichbleibendem Energieverbrauch und/oder die
Verringerung des Energieverbrauchs bei gleichbleibendem Ausstoß angestrebt werden.
Um den lebenszyklusbezogenen Energiebedarf einer Werkzeugmaschine zu er-
mitteln, wird der Energiebedarf jeder Komponente (Sysi) der Maschine in jeder
Lebenszyklusphase aufaddiert. Da verlässliche Daten für Entwicklung und Herstel-
lung sowie für das Recycling einzelner Komponenten nicht verfügbar sind, werden
diese Daten über den Anschaffungspreis der Komponenten abgeschätzt. Dabei neh-
men Neugebauer et al. an, dass die Kosten des Energiebedarfs zur Entwicklung
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und Herstellung einer Komponente 5% des Anschaffungspreises der Komponente
ausmachen. Mithilfe des durchschnittlichen Energiepreises (ca. 0,1e pro kWh [42])
kann der entsprechende Energiebedarf berechnet werden. Darüber hinaus wird ange-
nommen, dass der Energiebedarf für das Recycling bis zu 50% des Energiebedarfs
für Entwicklung und Herstellung entspricht (Faktor z). Gleichung (4.2) zeigt die








· z + EP,Sysi
)
(4.2)
NSys Anzahl der Komponenten einer Werkzeugmaschine
CSysi Anschaffungspreis der Komponente i
CE,P Prozentualer Anteil der Energie am Anschaffungspreis
(angenommen 5%)
CE Preis für eine Einheit Energie (angenommen 0,1e pro kWh)
z Faktor zur Abschätzung des Energieverbrauchs für das
Recycling (1 ≤ z ≤ 1, 5)
EP,Sysi Energiebedarf für Nutzung, Wartung, Reparatur von
Komponente i
4.2 Workflow zur Berechnung der
lebenszyklusbezogenen Energieproduktivität
Der entwickelte Workflow berechnet die lebenszyklusbezogene Energieproduktivität
für eine spezifische Werkzeugmaschine in unterschiedlichen Nutzungsszenarien, d.h.
der Fertigung unterschiedlicher Referenzwerkstücke. Um die erforderlichen Daten zur
Berechnung der lebenszyklusbezogenen Energieproduktivität im Workflow in einem
einheitlichen Format abzubilden, werden die Daten in ein domänenübergreifendes
Datenmodell integriert, das im Folgenden vorgestellt wird.
4.2.1 Datenmodell zur lebenszyklusbezogenen
Energieproduktivität
Das entwickelte Datenmodell für den Workflow zur Berechnung der lebenszyklus-
bezogenen Energieproduktivität bildet die zur Berechnung notwendigen Daten in
drei Partialdatenmodelle ab. Abbildung 4.3 zeigt das entwickelte Datenmodell als
Klassendiagramm. Die zentrale Schnittstelle für den Zugriff auf die Daten durch den
Workflow ist die Klasse EPDatamodel, die die drei Partialdatenmodelle verknüpft
und deren Daten bereitstellt.
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Abbildung 4.3: Klassendiagramm des entwickelten domänenübergreifenden Daten-
modells zur Berechnung der lebenszyklusbezogenen Energieproduktivität.
• Das product structure model bildet den Aufbau einer Werkzeugmaschine mit
deren Komponenten in einer Baumstruktur, der sogenannten Produktstruktur,
ab. Die Wurzel der Baumstruktur entspricht der Werkzeugmaschine und die
Blätter den Komponenten. Mit inneren Knoten der Baumstruktur können
mehrere Komponenten zu sogenannten Baugruppen zusammengefasst werden.
So könnten z.B. mit einem inneren Knoten „Hauptantriebe“ die Antriebe aller
Vorschubachsen einer Werkzeugmaschine zusammengefasst werden. Im product
structure model ist die Wurzel der Produktstruktur durch die Klasse Product,
die inneren Knoten durch die Klasse AbstractPart und die Blattknoten durch
die Klasse Part realisiert.
• Im product context model werden die im Workflow betrachteten Referenz-
werkstücke (Workpiece) sowie die Anschaffungspreise der Komponenten und
der Ausstoß der Werkzeugmaschine je Referenzwerkstück (ProductContext)
abgebildet. Unterschiedliche Referenzwerkstücke werden einbezogen, um den
Energieverbrauch in verschiedenen Nutzungsszenarien der Maschine zu berück-
sichtigen.
• Das measurement data model wird zur Ablage der Energiemessdaten der ener-
gieverbrauchenden Komponenten und zur Berechnung des Energiebedarfs ver-
wendet. Die Energiemessdaten erfassen den Energieverbrauch der Komponenten
zur Herstellung eines Referenzwerkstücks in definierten Zeitschritten (z.B. 10
Messwerte pro Sekunde). Zusätzlich zum Energieverbrauch werden auch die
Verknüpfungen zur gemessenen Komponente der Werkzeugmaschine sowie zum
gefertigten Referenzwerkstück abgelegt. Die Energiemessdaten für eine ener-
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Abbildung 4.4: Workflow zur Erfassung und Aggregation von Mess- und Kontext-
daten sowie der Berechnung der lebenszyklusbezogenen Energieproduktivität einer
Werkzeugmaschine in der Workflowbeschreibungssprache BPMN.
gieverbrauchende Komponente werden in Tabellenform abgebildet. Die Klasse
MeasurementData entspricht der gesamten Tabelle, die in einzelne Zeilen (Mea-
surementRecord) aufgeteilt ist. Ein Eintrag in der Tabelle, d.h. ein Messwert,
wird durch die Klasse Datafield abgebildet, die für unterschiedliche Datentypen
entsprechende Realisierungen bereitstellt und mit einer konkreten Maßeinheit
(DataUnit) verknüpft ist.
Alle weiteren Parameter zur Berechnung der lebenszyklusbezogenen Energiepro-
duktivität, wie z.B. der Energiepreis CE, der Faktor z zur Abschätzung des Energie-
verbrauchs für das Recycling, werden als Eingabeparameter des Workflows spezifiziert
und sind nicht in das Datenmodell integriert.
4.2.2 Workflow zur Berechnung der lebenszyklusbezogenen
Energieproduktivität
Der Workflow zur Berechnung der lebenszyklusbezogenen Energieproduktivität bildet
die automatisierbaren Schritte des Vorgehensmodells der Transformation von Daten in
Informationen und Wissen nach Bufardi et al. (Abschnitt 4.1.2) ab. Automatisierbare
Schritte sind die Datenerfassung und -aggregation (Schritte 3 und 4 in Abb. 4.2) zur
Erzeugung des domänenübergreifenden Datenmodells sowie die Validierung, Analyse
und Transformation der Daten (Schritte 5 und 6). Abbildung 4.4 zeigt den Workflow
zur Berechnung der lebenszyklusbezogenen Energieproduktivität, in dem die Tasks
des Workflows den jeweiligen Schritten des Vorgehensmodells von Bufardi et al.
zugeordnet sind.
Im Workflow werden als Erstes alle verfügbaren Energiemessdaten aus ihrem spe-
zifischen Datenformat in das einheitliche Datenformat des measurement data model
importiert (Task Import der Messdaten). Dabei können je Komponente mehrere
Energiemessdaten für unterschiedliche Referenzwerkstücke erfasst werden. Liegen
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Energiemessdaten für unterschiedliche Komponenten im gleichen Datenformat vor,
wird der Task Import der Messdaten entsprechend parametriert wiederverwendet.
Zusätzlich werden in Schritt 3. Datenerfassung auch die Produktkontextdaten zu
den Anschaffungspreisen der Komponenten und dem Ausstoß der Werkzeugmaschi-
ne je Referenzwerkstück erfasst (Task Import der Produktkontextdaten). Darüber
hinaus erfolgt ein Import der Produktstruktur der Werkzeugmaschine mit ihren
Komponenten (Task Import der Produktstruktur).
Durch die Tasks zum Import der Energiemessdaten, der Produktkontextdaten und
der Produktstruktur werden separate Partialdatenmodelle erzeugt, die im folgenden
Aggregationsschritt in das domänenübergreifende Datenmodell integriert werden
(Task Integration und Aggregation der Partialdatenmodelle). Dabei werden die Parti-
aldatenmodelle vereinheitlicht und anhand der Komponenten der Werkzeugmaschine
miteinander verknüpft.
Nach der Erzeugung des domänenübergreifenden Datenmodells wird eine Validie-
rung der Daten durchgeführt (Schritt 5. Validierung der Daten). Der Task Validierung
der Vollständigkeit überprüft, ob im Datenmodell für alle energieverbrauchenden
Komponenten zugehörige Energiemessdaten und entsprechende Produktkontextdaten
vorliegen. Damit wird geprüft, ob alle erforderlichen Daten zur Berechnung des
lebenszyklusbezogenen Energiebedarfs vollständig im Datenmodell vorhanden sind.
Auf der Grundlage der validierten Daten wird nun der Energiebedarf der Kompo-
nenten entsprechend der erfassten Messdaten berechnet (Task Energiebedarf Nutzungs-
phase). Der Energieverbrauch in die Nutzungsphase von Maschinenkomponenten, für
die keine Energiemessdaten vorliegen, wird mit 0 angenommen. Mit dem berechneten
Energiebedarf der Komponenten in der Nutzungsphase wird anschließend die lebens-
zyklusbezogene Energieproduktivität entsprechend der Gleichungen (4.1) und (4.2)
berechnet. Die Energieproduktivität wird separat für jedes Referenzwerkstück be-
rechnet (Task Energieproduktivität je Referenzwerkstück), wobei nur die zugehörigen
Messdaten für den Energiebedarf verwendet werden. Zudem wird die durchschnittli-
che Energieproduktivität für alle betrachteten Referenzwerkstücke berechnet (Task
Durchschnittliche Energieproduktivität).
Mit den erzeugten Informationen zur lebenszyklusbezogenen Energieproduktivität
können nun weitere Analysen, z.B. in Bezug auf den Energiebedarf spezifischer Kom-
ponenten oder die Energieproduktivität zur Fertigung eines spezifischen Werkstücks,
erfolgen (Schritt 7 des Vorgehensmodells von Bufardi et al., Abb. 4.2). Dabei können
die Einzelschritte des Workflows, insbesondere die Tasks zur Datenerfassung, erneut
verwendet werden, um neue Workflows für die Analysen zu entwickeln.
Zur Implementierung des Workflows zur Berechnung der lebenszyklusbezogenen
Energieproduktivität wurde das Workflowmanagementsystem jBPM und die Work-
flowbeschreibungssprache JPDL der JBoss Middleware Platform gewählt, um die
Integration des Workflows in das Informationssystem EnergyNavigator zu gewährleis-
ten. Die Implementierung der Tasks zum Import von Energiemessdaten unterstützt
das textbasierte lvm-Datenformat5. Dieses Datenformat wird von der Software Lab-
5LabVIEW Measurement Datenformat (lvm): http://www.ni.com/white-paper/4139/en
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VIEW bereitgestellt, mit der komplexe Energiemessungen von Werkzeugmaschinen
durchgeführt werden können und die einen De-facto-Standard für Messaufgaben
im Bereich Maschinenbau darstellt. Da für Datenformate der Produktkontextdaten
(Anschaffungspreise der Komponenten, Ausstoß der Werkzeugmaschinen) und der
Produktstruktur keine einheitlichen Standards vorliegen, wird in den Tasks zum Im-
port dieser Daten ein XML-basiertes Datenformat verwendet. Die Implementierung
des Workflows ist in die Energiedatenverwaltung des EnergyNavigator (Abschnitt 5.3)
integriert.
4.2.3 Einbezug von unsicheren Daten
Der Einbezug von Unsicherheit in die lebenszyklusbezogene Bilanzierung ist wesent-
lich für eine Abschätzung möglicher Schwankungen der Bilanzierungsergebnisse. Für
die Berechnung der lebenszyklusbezogenen Energieproduktivität werden aufgrund
des Fehlens von repräsentativen Daten verschiedene Annahmen zur Abschätzung
dieser Daten getroffen, die auf Expertenwissen oder Erfahrungswerten basieren. Dies
trifft insbesondere auf die Eingabeparameter zur Abschätzung des Energiebedarfs
der Entwicklung und Herstellung sowie des Recyclings von Werkzeugmaschinen
auf Basis des Anschaffungspreises der Komponenten zu. Eine Analyse der Auswir-
kungen von Veränderungen getroffener Annahmen auf die lebenszyklusbezogene
Energieproduktivität ist daher notwendig.
Für Analysen der Unsicherheit, die auf einer gezielten Änderung der Eingabepa-
rameter beruhen, stehen Szenario-Analysen, intervallbasierte Ansätze und Monte-
Carlo-Simulationen zur Verfügung. Diese Methoden sind einfach anwendbar, da sie
keine Änderungen der Tasks zur Berechnung der lebenszyklusbezogenen Energiepro-
duktivität erfordern.
Mit einer Szenario-Analyse kann für die Berechnung der lebenszyklusbezogenen
Energieproduktivität die Änderung der Energieproduktivität durch eine Variation des
Ausstoßes der Werkzeugmaschine (OutputP,Sys,ls) oder des prozentualen Anteils des
Energiebedarfs von Komponenten am Anschaffungspreis (CE,P ) überprüft werden.
Die Belastbarkeit der so ermittelten Unsicherheit ist jedoch von der Wahl der
Szenarien abhängig. Sind Minimal- und Maximalwerte für die Eingabeparameter der
Bilanzierung vorhanden, wie z.B. der Parameter z zur Abschätzung des Energiebedarfs
des Recyclings einer Werkzeugmaschine, kann die minimal und maximal mögliche
Energieproduktivität berechnet werden.
Zur Abschätzung der Wahrscheinlichkeit des Auftretens einer bestimmten Ener-
gieproduktivität werden Monte-Carlo-Simulationen verwendet. Diese erfordern wie
in der Intervallanalyse minimale und maximale Werte für die Eingabeparameter
des Workflows (OutputP,Sys,ls, CE, etc.). Für die Durchführung einer Monte-Carlo-
Simulation werden zunächst n mögliche Wertebelegungen für die Eingabeparameter
(sogenannte Samples) erzeugt. Anschließend wird der Workflow zur Berechnung
der lebenszyklusbezogenen Energieproduktivität mit den Parameterwerten entspre-
chend der Samples n-mal ausgeführt. Die resultierende Häufigkeitsverteilung der
berechneten Energieproduktivität wird als Wahrscheinlichkeit für den Wert der Ener-
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gieproduktivität angesehen. Die Belastbarkeit der so ermittelten Unsicherheit der
Energieproduktivität hängt jedoch von der Wahl der Samples ab. Bezieht man die
Wahrscheinlichkeit für einen möglichen Parameterwert in die Erzeugung der Samples
ein, kann damit die Belastbarkeit der Unsicherheit der Energieproduktivität erhöht
werden.
Komplexere Analysen der Unsicherheit in der lebenszyklusbezogenen Bilanzierung
erfordern eine Anpassung und Erweiterung der Tasks des Workflows. So können bei-
spielsweise die verfügbaren Energiemessdaten herangezogen werden, um Wahrschein-
lichkeitsverteilungen des Energiebedarfs von Komponenten einer Werkzeugmaschine
in unterschiedlichen Betriebszuständen und für unterschiedliche Referenzwerkstücke
zu berechnen. Ist für ein Nutzungsszenario einer Werkzeugmaschine, wie z.B. die
Fertigung eines neuartigen Werkstücks, die prozentuale Häufigkeit des Auftretens
einzelner Betriebszustände bekannt, kann anhand der berechneten Wahrscheinlich-
keitsverteilungen, die Wahrscheinlichkeit für den Energiebedarf der Werkzeugmaschi-
ne berechnet werden. Mit dem so ermittelten Energiebedarf wird anschließend die
Wahrscheinlichkeit für die lebenszyklusbezogene Energieproduktivität berechnet.
4.2.4 Experimentelle Auswertung
Am Beispiel einer 3-Achs-Fräsmaschine aus Neugebauer et al. [102] wurde eine
experimentelle Auswertung des entwickelten Workflows zur Berechnung der lebens-
zyklusbezogenen Energieproduktivität durchgeführt und die im vorangegangenen
Abschnitt diskutierten Methoden zum Einbezug von Unsicherheit ausgewertet. Neu-
gebauer et al. führen eine Messung des Energieverbrauchs der Komponenten der
3-Achs-Fräsmaschine anhand eines ausgewählten Nutzungsszenarios durch und ge-
ben den durchschnittlichen Energieverbrauch jeder Komponente an. Die zugrunde
liegenden Messreihen, der abgeschätzte Ausstoß der Werkzeugmaschine und die An-
schaffungspreise der Komponenten werden von den Autoren jedoch nicht spezifiziert.
Für die experimentelle Auswertung des Workflows wurden daher für jede Komponente
Energiemessdaten so generiert, dass sie dem jeweiligen durchschnittlichen Energie-
verbrauch von Neugebauer et al. entsprechen. Der Ausstoß der Werkzeugmaschine
und die Anschaffungspreise der Komponenten basieren auf angenommenen Werten.
In einem ersten Experiment wurden die Schwankungen der mit dem Workflow
berechneten lebenszyklusbezogenen Energieproduktivität anhand von zwei Szenario-
analysen und einer Intervallanalyse im Vergleich zu einem Referenzszenario untersucht.
Abbildung 4.5, links zeigt die Ergebnisse dieses Experiments.
Für das Referenzszenario wurden die Parameterwerte CE=0,1, CE,P=0,05, z=1,5
und OutputP,Sys,ls=10 000 zur Berechnung der lebenszyklusbezogenen Energiepro-
duktivität angenommen. Diese Parameterwerte spiegeln die üblichen Werte für das
Nutzungsszenario wider. Als Ergebnis des Referenzszenarios wurde eine lebenszyklus-
bezogene Energieproduktivität von 0,119 berechnet. Für die Weiterentwicklung der
3-Achs-Fräsmaschine wird die Erhöhung bzw. Maximierung der Energieproduktivität
angestrebt.
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Abbildung 4.5: Ergebnisse der experimentellen Auswertung des Workflows zur Be-
rechnung der lebenszyklusbezogenen Energieproduktivität. Links: Berechnete Ener-
gieproduktivität für zwei Szenarioanalysen (Anschaffungspreise und Ausstoß) und
eine intervallbasierte Ermittlung im Vergleich zum Referenzszenario. Rechts: Häufig-
keitsverteilung der berechneten lebenszyklusbezogenen Energieproduktivität durch
Monte-Carlo-Simulation der Eingabeparameter CE, CE,P , z und OutputP,Sys,ls. Die
dargestellten Intervalle bezeichnen die Bereiche in denen sich 33%, 50% und 90%
aller berechneten Samples befinden.
Anhand von zwei Szenarioanalysen wurde untersucht, wie sich eine Veränderung
der Anschaffungspreise der Komponenten der Werkzeugmaschine CSysi (± 10%)
und des Ausstoßes OutputP,Sys,ls (± 10%) auf die Energieproduktivität im Vergleich
zum Referenzszenario auswirken. Werden um 10% höhere Anschaffungspreise für
die Komponenten der Werkzeugmaschine angenommen, verringert sich die resul-
tierende Energieproduktivität auf 0,118 (-1,5% gegenüber dem Referenzszenario).
Um 10% niedrigere Anschaffungspreise führen zu einer Energieproduktivität von
0,121 (+1,5% gegenüber dem Referenzszenario). Die Veränderungen der Anschaf-
fungspreise wirken sich nach Gleichung (4.2) nur auf den Energiebedarf für die
Entwicklung und Herstellung der Werkzeugmaschine aus. Die geringen Veränderun-
gen der Energieproduktivität zeigen, dass aus dem verringerten Energiebedarf in
Entwicklung und Herstellung nur eine geringfügige Verringerung des Energiebedarfs
der 3-Achs-Fräsmaschine im gesamten Lebenszyklus resultiert. In der Szenarioanalyse
zur Veränderung des Ausstoßes um ± 10% gegenüber dem Referenzszenario überträgt
sich die prozentuale Änderung direkt auf die lebenszyklusbezogene Energieprodukti-
vität. Die Erhöhung des Ausstoßes (bzw. die Verringerung des Ausstoßes) ergibt eine
Energieproduktivität von 0,131 (bzw. 0,108).
Mit der Intervallanalyse wurden die Auswirkungen der minimal und maximal mög-
lichen Parameterwerte auf die Energieproduktivität untersucht. Für die Parameter
wurden dazu folgende Intervalle angenommen, deren Intervallgrenzen den minimalen
und maximalen Parameterwerten entsprechen: CE ∈ [0,05; 0,15], CE,P ∈ [0,03; 0,07],
z ∈ [1, 1,5] und OutputP,Sys,ls ∈ [9000, 11000]. Als Ergebnis der Intervallanalyse wurde
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eine minimale Energieproduktivität von 0,085 und eine maximale Energieproduktivi-
tät von 0,147 berechnet. Das berechnete Intervall lässt jedoch keinen Rückschluss
auf die Wahrscheinlichkeit der minimalen bzw. maximalen Energieproduktivität zu.
Die Ergebnisse des ersten Experiments zeigen, dass sich Veränderungen, die sich di-
rekt auf die Nutzungsphase der Fräsmaschine beziehen (Veränderung des Ausstoßes),
stärker auf die Energieproduktivität auswirken als Veränderungen der Entwick-
lung und Herstellung (Veränderung der Anschaffungspreise). Ein Beispiel für eine
Handlungsanweisung für die Produktentwicklung ist damit, dass bei gleichem Entwick-
lungsaufwand die Erhöhung des Ausstoßes der 3-Achs-Fräsmaschine der Verringerung
der Anschaffungskosten für die Komponenten der Fräsmaschine vorzuziehen ist.
In einem zweiten Experiment wurde eine Monte-Carlo-Simulation durchgeführt,
die die Wahrscheinlichkeit bestimmt, mit der eine bestimmte Energieproduktivität
erreicht werden kann. Im Gegensatz zur Intervallanalyse wird damit die Wahrschein-
lichkeit für die minimale bzw. maximale Energieproduktivität abgeschätzt. Für die
Monte-Carlo-Simulation wurden insgesamt 5000 Samples erzeugt. Zur Bildung ei-
nes Samples wurde für jeden Eingabeparameter CE, CE,P , z und OutputP,Sys,ls ein
zufälliger Wert aus dem jeweiligen Intervall der Intervallanalyse gewählt.
Abbildung 4.5, rechts zeigt das Ergebnis der Monte-Carlo-Simulation für die 5000
erzeugten Samples. Das Maximum der Häufigkeitsverteilung der resultierenden Ener-
gieproduktivität liegt bei 0,119 (206 Samples). Etwa 33% aller Samples befinden sich
im Intervall [0,117; 0,125] und 50% der Samples im Intervall [0,115; 0,128]. 90% aller
Samples befinden sich im Intervall [0,107; 0,137]. Die Wahrscheinlichkeit für eine
Energieproduktivität, die außerhalb des Intervalls [0,107; 0,137] liegt, ist somit sehr
gering, wenn man davon ausgeht, dass die Werte der betrachteten Eingabeparameter
gleichverteilt sind. Die berechnete Energieproduktivität des Referenzszenarios von
0,119 befindet sich eher am linken Rand der Intervalle. Ist in der Produktentwicklung
der Fräsmaschine eine zu erreichende Energieproduktivität als Produktanforderung
spezifiziert, so kann die berechnete Häufigkeitsverteilung der Energieproduktivi-
tät verwendet werden, um die Wahrscheinlichkeit des Erreichens der spezifizierten
Energieproduktivität zu ermitteln.
4.2.5 Anpassbarkeit des Workflows
Um den Workflow zur Berechnung der lebenszyklusbezogenen Energieproduktivi-
tät für andere Werkzeugmaschinen anwenden zu können, ist eine Anpassung des
Workflows von Abb. 4.4 erforderlich. Da im Workflow Energiemessdaten für jede ener-
gieverbrauchende Komponente der 3-Achs-Fräsmaschine in separaten Tasks erfasst
werden, umfassen die Anpassungen des Workflows die Spezifikation der Tasks zur Er-
fassung der Energiemessdaten für jede Komponente einer anderen Werkzeugmaschine
sowie die entsprechende Anpassung der Spezifikation des Tasks zur Aggregation der
Energiemessdaten. Eine Änderung der Tasks der Schritte 5. Validierung der Daten
und 6. Analyse und Transformation ist für eine Anwendung des Workflows für andere
Werkzeugmaschinen hingegen nicht notwendig.
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Neben der lebenszyklusbezogenen Energieproduktivität existieren eine Reihe weite-
rer Energiekennzahlen für die Analyse und Bewertung des Energiebedarfs von Werk-
zeugmaschinen (z.B. durchschnittlicher Energiebedarf einer Werkzeugmaschine je
Betriebszustand). Für eine Realisierung von Workflows zur Berechnung dieser Energie-
kennzahlen können bestehende Operationen zur Datenerfassung und -transformation
wiederverwendet werden. Eine solche Wiederverwendung umfasst Operationen zum
Import von Energiemessdaten aus bereits unterstützten Datenformaten, wie z.B.
dem lvm-Datenformat, sowie Operationen zur Verarbeitung von Energiemessdaten
im Datenformat des measurement data model (z.B. die Berechnung des durchschnitt-
lichen Energiebedarfs eines Messreihe). Damit können Workflows zur Berechnung
weiterer Energiekennzahlen durch Verknüpfung bestehender Einzelschritte entwickelt
werden.
Ein Beispiel für die Wiederverwendung von Einzelschritten und Operationen ist
der Workflow von Dietze aus [39]. Der Workflow von Dietze erfasst Energiemessda-
ten von zwei Komponenten einer Werkzeugmaschine aus unterschiedlichen Quellen,
bildet die Summe des Energieverbrauchs beider Komponenten und überprüft, ob der
durchschnittliche Energieverbrauch beider Komponenten einen erwarteten Wert nicht
übersteigt. Im Gegensatz zum Workflow zur Berechnung der lebenszyklusbezogenen
Energieproduktivität bezieht der Workflow von Dietze unsichere Daten in die Ermitt-
lung nicht ein. Für den in diesem Kapitel vorgestellten Workflow zur Berechnung der
lebenszyklusbezogenen Energieproduktivität konnten der Import von Messdaten aus
dem lvm-Datenformat und die Berechnung des durchschnittlichen Energieverbrauchs
aus dem Workflow von Dietze wiederverwendet werden.
4.3 Zusammenfassung
Im Rahmen der lebenszyklusbezogenen Bilanzierung werden Kennzahlen zur Analyse
der Emissionen, entstehender Abfälle sowie des Energie- und Ressourcenbedarfs
eines Produkts ermittelt, um dessen Umweltauswirkungen im gesamten Lebenszyklus
zu bewerten und mit anderen Produkten zu vergleichen. In diesem Kapitel wurde
ein Workflow zur Berechnung der Energiekennzahl lebenszyklusbezogene Energie-
produktivität vorgestellt. Die Einzelschritte des Workflows realisieren die Erfassung
von Energiemessdaten aus spezifischen Datenformaten, deren Transformation zur
Ermittlung des Energiebedarfs im gesamten Lebenszyklus einer Werkzeugmaschine
sowie die Berechnung der lebenszyklusbezogenen Energieproduktivität.
Der Workflow zeigt, wie durch eine Parametrierung der Einzelschritte des Work-
flows auch unsichere Daten in die Berechnung der lebenszyklusbezogenen Energie-
produktivität einbezogen werden. Darüber hinaus ermöglichen die parametrierbaren
Einzelschritte eine einfache Anpassung des Workflows für unterschiedliche Daten-
quellen sowie die Wiederverwendung bestehender Einzelschritte in Workflows zur
Berechnung weiterer Energiekennzahlen.
Der Vorteil des Einsatzes von Workflows zur Berechnung von Energiekennzahlen
liegt insbesondere in der Trennung der Spezifikation des Workflows (d.h. dem Ablauf
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der Berechnung) und der Implementierung einzelner Datenverarbeitungsschritte
(Tasks). Durch diese Trennung können Änderungen der Berechnung von Kennzahlen
auf Grundlage von Anpassungen der Spezifikation des Workflows realisiert werden,
die keine Anpassung der Implementierung der Einzelschritte erfordern. Darüber
hinaus unterstützen viele Workflowmanagementsysteme die parallele und verteilte
Abarbeitung von Tasks. Damit können auch große Datenmengen für eine Berechnung
von Kennzahlen effizient verarbeitet werden.
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5 Softwarewerkzeuge zur energie-
orientierten Produktentwicklung
Das entwickelte Verfahren zur skalierbaren multikriteriellen Priorisierung von Softwa-
reanforderungen (Kapitel 3) und der Workflow zur Berechnung der lebenszyklusbe-
zogenen Energieproduktivität (Kapitel 4) wurden als webbasierte Softwarewerkzeuge
realisiert. Beide Softwarewerkzeuge sind Bestandteile des interaktiven Informations-
systems EnergyNavigator [120,121], das an der Professur Praktische Informatik im
Rahmen des Projekts eniPROD1 im Teilprojekt „Methoden und virtuelle Technologi-
en für die Entwicklung energieeffizienter Produkte“ entwickelt wurde.
Im Folgenden wird das Informationssystem EnergyNavigator vorgestellt (Ab-
schnitt 5.1). Anschließend werden die realisierten Softwarewerkzeuge zur skalierbaren
multikriteriellen Priorisierung von Anforderungen (Abschnitt 5.2) sowie zur Energie-
datenverwaltung von Werkzeugmaschinen (Abschnitt 5.3) erläutert.
5.1 EnergyNavigator
Der EnergyNavigator wurde mit dem Ziel entworfen, eine durchgängige softwaretech-
nische Unterstützung der Abläufe der Produktentwicklung bereitzustellen, die eine
Analyse und Bewertung des Energiebedarfs von Produkten in allen Phasen der Pro-
duktentwicklung ermöglicht. Dazu wurde eine Erweiterung bestehender Abläufe um
Energiebetrachtungen durchgeführt und eine Unterstützung der erweiterten Abläufe
durch Workflows realisiert. Die Schwerpunkte der Unterstützung sind Abläufe zur
Entwicklung energieeffizienter Werkzeugmaschinen sowie die Analyse und Bewertung
des Energiebedarfs von Werkzeugmaschinen.
Die Entwicklung eines Produkts wird im EnergyNavigator durch das Vorgehens-
modell des Property-Driven-Design (PDD) von Weber und Deubel (Abschnitt A.2.2)
abgebildet. Für jede Phase des PDD (Anforderungen, Synthese, Analyse, Verifikation)
sind im EnergyNavigator Dokumente, Daten, Methoden und Verfahren vorgesehen,
die dabei helfen, den Energiebedarf eines Produkts zu analysieren, Energieeinspar-
potenziale zu identifizieren, adäquate Änderungen umzusetzen und den Wert der
Einsparungen zu quantifizieren. Der EnergyNavigator ist ein Informationssystem,
das parallel zu bisherigen Informationssystemen der Produktentwicklung eingesetzt
wird und insbesondere auf den Energiebedarf von Produkten ausgerichtet ist.
1„Energieeffiziente Produkt- und Prozessinnovationen in der Produktionstechnik“ (eniPROD),
Spitzentechnologiecluster der sächsischen Landesexzellenzinitiative, http://www.eniprod.de
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Die Softwarearchitektur des EnergyNavigator wurde in [120,121] als Drei-Schichten-
Architektur bestehend aus Benutzerschnittstellen (Portal), Diensten (Services) sowie
Workflows und einer Datenbank (Workflows/Datenbank) konzipiert (Abb. 5.1).
• Das Portal bildet die oberste Schicht der Architektur und sieht vier Gruppen
von Benutzerschnittstellen (Views) vor. Für den Zugriff auf die Benutzerschnitt-
stellen ist eine Authentifizierung der Benutzer erforderlich.
– Der View Dokumente/Aufgaben ermöglicht den Zugriff auf Dokumente und
Daten, die im Rahmen der Entwicklung von Produkten erstellt wurden.
Ist ein Benutzer an einem Workflow beteiligt, stellt der View zudem eine
Liste von zugewiesenen Tasks bereit, die vom Benutzer durchzuführen
sind.
– Im View Energieeffizienz sind die Ein- und Ausgabemasken zur Analyse
und Bewertung des Energiebedarfs von Werkzeugmaschinen zusammenge-
fasst. Die Benutzerschnittstellen des Softwarewerkzeugs zur Energiedaten-
verwaltung sind Bestandteil dieses Views.
– Der View Methoden fasst die Benutzerschnittstellen der realisierten Me-
thoden und Verfahren für Abläufe der Produktentwicklung zusammen.
Die Benutzerschnittstellen des Softwarewerkzeugs zur skalierbaren mul-
tikriteriellen Priorisierung sind ein Bestandteil des Views. Die Benut-
zerschnittstellen für den Workflow zur Erzeugung und Validierung von
Anforderungsspezifikationen sind für den View Methoden geplant.
– Der PDD View ist als eine Übersicht über die im EnergyNavigator verwal-
teten Produkte konzipiert und informiert alle Benutzer über den jeweils
aktuellen Stand der Entwicklung der Produkte. Die Dokumente und Daten
die im Laufe der Entwicklung eines Produkts erzeugt werden, sind in der
Benutzerschnittstelle im Überblick entsprechend der Phasen des PDD
dargestellt. Zudem stellt der View anwendbare Methoden und Verfahren
anhand des Entwicklungsstands eines Produkts dar.
• Die Schicht Services stellt die Programmfunktionalität des EnergyNavigator
bereit. Die Services realisieren zum einen Funktionen für die Benutzerschnitt-
stellen des Portals. Zum anderen stellen die Services Verknüpfungen zu den
verfügbaren Workflows und Schnittstellen zur persistenten Speicherung von
Daten in der Datenbank bereit.
– Die Komponente Webservices stellt Funktionalitäten zur Interaktion mit
externen Softwaresystemen über standardisierte Protokolle bereit und
nutzt dabei Funktionalitäten des Enterprise Service Bus (ESB).
– In der Produktdatenverwaltung werden Bestandteile von Werkzeugma-
schinen (z.B. Maschinenkomponenten oder -funktionen) in sogenannten
Produkt- oder Funktionsstrukturen verwaltet. Dokumente und Daten,
die sich auf spezifische Maschinenkomponenten oder Funktionen einer
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Abbildung 5.1: Drei-Schichten-Architektur des Informationssystems EnergyNaviga-
tor. Die gelb hervorgehobenen Softwarekomponenten in den Schichten Portal und
Services werden in den folgenden Abschnitten vorgestellt. Die Pfeile zwischen den Soft-
warekomponenten zeigen ausgewählte Abhängigkeiten zwischen den Komponenten.
Werkzeugmaschine beziehen, können mit der Produktdatenverwaltung mit
den Elementen der Produkt- oder Funktionsstrukturen verknüpft werden.
– Die Energiedatenverwaltung umfasst Funktionalitäten zur Analyse und
Bewertung von Energiemessdaten von Werkzeugmaschinen (z.B. Messrei-
hen zur Leistungsaufnahme einer Werkzeugmaschine). Für die Verwaltung
von Produkt- und Funktionsstrukturen sowie von Maschinenkomponenten
werden Funktionalitäten der Produktdatenverwaltung genutzt.
– Die Komponente Benutzerverwaltung realisiert die Authentifizierung der
Benutzer des EnergyNavigator und ermöglicht die Verwaltung von Benut-
zerdaten. Zudem werden über die Komponente Zugriffsrechte für Doku-
mente, Daten und Benutzerschnittstellen verwaltet.
– Die Komponente Skalierbare multikriterielle Priorisierung umfasst die
Funktionalitäten des Softwarewerkzeugs zur skalierbaren multikriteriellen
Priorisierung. Die Komponente nutzt Funktionalitäten der Benutzerver-
waltung für den Einbezug mehrerer Benutzer des EnergyNavigator in die
multikriterielle Bewertung.
– In der Komponente PDD Services werden die Funktionalitäten des PDD
View bereitgestellt. Für die Komponente sind insbesondere eine Bereit-
stellung von Dokumenten und Daten des aktuellen Entwicklungsstands
einer Werkzeugmaschine sowie eine Unterstützung der Auswahl von Me-
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thoden zur Weiterentwicklung einer Werkzeugmaschine entsprechend der
aktuellen Phase des Produktentwicklungsprozesses geplant.
• Die unterste Schicht der Softwarearchitektur des EnergyNavigator ist die Schicht
Workflows/Datenbank. Workflows stellen einen wesentlichen Bestandteil zur
Steuerung der durch den EnergyNavigator unterstützten Abläufe der Produkt-
entwicklung dar. Beispiele sind die Koordinierung von Gruppenbewertungen in
der skalierbaren multikriteriellen Priorisierung und die Automatisierung der
lebenszyklusbezogenen Bilanzierung. Zur persistenten Speicherung von Daten
wird im EnergyNavigator die relationale Datenbank PostgreSQL2 eingesetzt.
Im EnergyNavigator wird ein Enterprise Service Bus (ESB) genutzt, mit dem
Dienste externer Softwaresysteme integriert und Services des EnergyNavigator
für externe Softwaresysteme bereitgestellt werden können. Der ESB ist ein
Middleware-Framework, das einen nachrichtenbasierten Datenaustausch über
standardisierte Protokolle (z.B. HTTP, SOAP und FTP) realisiert.
Die Implementierung des EnergyNavigator basiert auf der Java Platform Enter-
prise Edition (J2EE) [140]. J2EE stellt eine Spezifikation einer Softwarearchitektur
für in Java programmierte Webanwendungen dar. Durch die in J2EE definierten
Schnittstellen wird die Interoperabilität von Softwarekomponenten unterschiedlicher
Hersteller und unterschiedlicher Anwendungsbereiche (z.B. Persistenz, Web-Services,
Web-Benutzerschnittstellen, Workflowmanagement) sicherstellt. J2EE ist somit ein
modulares Framework, auf dessen Basis verteilte mehrschichtige Webanwendungen
entwickelt werden können. Zur Realisierung des EnergyNavigator wurde der JBoss
Application Server3 gewählt, der eine Implementierung der J2EE-Spezifikation dar-
stellt. Der JBoss Application Server ist frei verfügbar4 und zeichnet sich insbesondere
durch die Vielzahl interoperabler Einzelkomponenten aus.
Die Implementierung der Benutzerschnittstellen des EnergyNavigator erfolgte auf
Basis von JavaServer Faces (JSF). Die Services des EnergyNavigator sind durch
Enterprise Java Beans (EJB) implementiert, die standardisierte Komponenten einer
J2EE-basierten Webanwendung bilden. Die Anbindung der Datenbank PostgreSQL
erfolgt über das Hibernate-Framework5, das eine direkte Abbildung von objekt-
orientierten Datenstrukturen in der Schicht Services auf Tabellen der relationalen
Datenbank ermöglicht. Die Implementierung der Workflows erfolgt mit dem Work-
flowmanagementsystem jBPM6 und der Workflowbeschreibungssprache JPDL7.
2http://www.postgresql.org/
3http://www.jboss.org
4JBoss wird unter der GNU Lesser General Public License veröffentlicht
5http://www.hibernate.org/
6http://www.jboss.org/jbpm
7jBPM Process Definition Language
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Das Softwarewerkzeug zur skalierbaren multikriteriellen Priorisierung von Anforde-
rungen (im Folgenden als SP-AHP-Tool bezeichnet) ist Bestandteil des Informations-
systems EnergyNavigator und stellt Softwarekomponenten für die Schichten Portal,
Services und Workflows/Datenbank bereit. Das SP-AHP-Tool realisiert eine multikri-
terielle Bewertung für beliebige multikriterielle Problemstellungen und ist nicht auf
die Priorisierung von Anforderungen beschränkt. So wurde das Softwarewerkzeug
im Rahmen des Projekts eniPROD z.B. zur Bewertung von Herstellungsprozessket-
ten hinsichtlich ökologischer und technischer Kriterien eingesetzt (siehe Anhang B).
Da das Verfahren SP-AHP die Methode AHP erweitert, stellt das SP-AHP-Tool
zusätzliche Funktionalitäten bereit, die über den Funktionsumfang bestehender
Softwaresysteme für AHP, wie z.B. Expert Choice8 und MakeItRational9, hinaus
gehen.
Im Folgenden wird zunächst ein Überblick über die Funktionalitäten des SP-
AHP-Tools gegeben. Anschließend wird in Abschnitt 5.2.2 die Realisierung der
Partitioning- und Consensus-Strategie als Workflows erläutert. In Abschnitt 5.2.3
wird das entwickelte Eingabedatenformat erläutert, mit dem die Struktur und die
benötigten paarweisen Vergleiche multikriterieller Problemstellungen spezifiziert
werden. Abschnitt 5.2.4 erläutert die Softwarekomponenten des SP-AHP-Tools und
Abschnitt 5.2.5 stellt wichtige Benutzerschnittstellen des Softwarewerkzeugs vor.
5.2.1 Funktionalitäten des SP-AHP-Tools
Die Funktionalitäten des SP-AHP-Tools sind in Grundfunktionalitäten zur Unterstüt-
zung der fünf Schritte des AHP, Funktionalitäten zur Realisierung von Methodenva-
rianten des AHP sowie Funktionalitäten zur speziellen Unterstützung des Verfahrens
SP-AHP gegliedert.
Grundfunktionalitäten
Die Grundfunktionalitäten des SP-AHP-Tools realisieren die fünf Schritte der Me-
thode AHP (siehe Abschnitt 3.1.2) und unterstützen eine Analyse der berechneten
Prioritäten. Die Grundfunktionalitäten sind:
a) Spezifikation von Kriterienbäumen und Alternativen;
b) Durchführung von paarweisen Vergleichen mit Saatys 9-Punkte-Skala und
Bildung von Vergleichsmatrizen;
c) Berechnung von Konsistenzwerten sowie von lokalen und globalen Gewichten;
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Diese Grundfunktionalitäten werden auch durch bestehende Softwarewerkzeuge für
AHP umgesetzt. Bestehende Werkzeuge sind jedoch nicht frei verfügbar oder werden
für inkompatible Softwareplattformen entwickelt, so dass ihre Funktionalitäten im
SP-AHP-Tool nicht wiederverwendet werden können. Die Methode SP-AHP erfordert
zudem eine modifizierte Spezifikation der AHP-Hierarchien (Anforderungshierarchien)
und eine Anpassung der Berechnung der globalen Gewichte, was von bestehenden
Werkzeugen nicht unterstützt wird.
Funktionalitäten zur Realisierung von Methodenvarianten
Zur Erweiterung der Methode AHP wurden in der Literatur eine Reihe von Metho-
denvarianten vorgeschlagen, die Einschränkungen und Defizite des AHP beheben.
Im SP-AHP-Tool wurden Methodenvarianten für das sogenannte Rank Reversal,
unsichere paarweise Vergleiche und alternative Skalen als Funktionalitäten realisiert.
e) Rank Reversal: Das Rank Reversal bezeichnet die Instabilität der Rangfolge
von Alternativen einer AHP-Hierarchie, wenn die Menge der Alternativen
verändert wird. Eine Rangfolge von Alternativen ist definiert als Sortierung der
Alternativen entsprechend ihres globalen Gewichts. Wird eine neue Alternative
zu einer bestehenden AHP-Hierarchie hinzugefügt, kann sich die Rangfolge
der bestehenden Alternativen verändern, ohne dass eine Veränderung der paar-
weisen Vergleiche der bestehenden Alternativen vorgenommen wurde. Dieses
Verhalten von AHP wird als Rank Reversal bezeichnet.
Die Ursache des Rank Reversal ist die Art Berechnung der globalen Gewichte
(Schritt 5 des AHP). Zur Vermeidung von Rank Reversal wurden im SP-AHP-
Tool die folgenden Methodenvarianten zur Berechnung der globalen Gewichte
zusätzlich zur üblichen Art der Berechnung realisiert:
• Ideal Synthesis von Saaty [126];
• Multiplicative Synthesis von Lootsma [87].
Die Auswahl der Methodenvariante zur Berechnung der globalen Gewichte
erfolgt durch den Benutzer des SP-AHP-Tools.
f) Unsichere paarweise Vergleiche: Unsicherheit in der Bewertung besteht, wenn
der Skalenwert eines paarweisen Vergleichs nur näherungsweise angegeben wer-
den kann. Zum Einbezug dieser Unsicherheiten in multikriterielle Bewertungen
mit AHP wurde von Buckley in [28] die Methode Fuzzy-AHP vorgeschlagen.
In der Methode Fuzzy-AHP werden paarweise Vergleiche als trapezförmige
Fuzzy-Intervalle, basierend auf der 9-Punkte-Skala, spezifiziert. Buckley de-
finiert ein Fuzzy-Intervall als Quadrupel (α/β, γ/δ) mit α ≤ β ≤ γ ≤ δ, das
den Verlauf der Zugehörigkeitsfunktion µ eines paarweisen Vergleichs festlegt.
Der Wert von µ ist 0 für Skalenwerte kleiner als α und größer als δ sowie 1
für Skalenwerte zwischen β und γ. Für Skalenwerte zwischen α und β (bzw.
zwischen γ und δ) steigt der Wert von µ linear von 0 auf 1 (bzw. fällt linear
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Abbildung 5.2: Beispiele zur Spezifikation unsicherer paarweiser Vergleiche als tra-
pezförmige Fuzzy-Intervalle.
von 1 auf 0). Abbildung 5.2 zeigt Beispiele trapezförmiger Fuzzy-Intervalle. So
spezifiziert das Fuzzy-Intervall (3/4, 4/5) den Vergleich zweier Alternativen,
bei dem die erste Alternative eine drei bis fünf mal größere Bedeutung als die
zweite Alternative hat. Dieser Vergleich bezeichnet entsprechend der 9-Punkte-
Skala eine „etwas“ bis „erheblich größere Bedeutung“ der ersten gegenüber der
zweiten Alternative.
Das SP-AHP-Tool stellt zur Bewertung mit trapezförmigen Fuzzy-Intervallen
entsprechende Ein- und Ausgabemasken bereit und implementiert die Berech-
nung lokaler und globaler Gewichte als Fuzzy-Intervalle nach Buckley in einer
separaten Softwarekomponente.
g) Alternative Skalen: Der AHP verwendet die in Tab. 3.1 dargestellte 9-Punkte-
Skala (die sogenannte „linear scale“), die aus der verbalen Beschreibung eines
paarweisen Vergleichs den entsprechenden Skalenwert erzeugt, der dem Eintrag
in der Vergleichsmatrix entspricht. Domänenexperten nutzen die verbalen
Beschreibungen jedoch auf unterschiedliche Art und Weise. So können z.B.
Experten maximale bzw. minimale Bewertungen mit den Skalenwerten 9 und 1/9
vermeiden. Da sich durch die subjektive Nutzung der verbalen Beschreibungen
die resultierenden Gewichte unterscheiden können, wurden alternative Skalen
zur Abbildung der verbalen Beschreibungen auf Skalenwerte vorgeschlagen. Eine
Übersicht geben Ishizaka und Labib in [69]. Mit den alternativen Abbildungen
der Skalenwerte können je nach Problemstellung und subjektivem Empfinden
der Domänenexperten erwartungskonforme Gewichte erzeugt werden. Im SP-
AHP-Tool werden die in Tab. 5.1 aufgeführten Skalen unterstützt.
Die realisierten Funktionalitäten der Methodenvarianten unterstützen die Anwend-
barkeit des SP-AHP-Tools für beliebige multikriterielle Problemstellungen. So ist z.B.
zur Bewertung alternativer Produktentwürfe oder Prototypen in der Produktent-
wicklung die Fuzzy-AHP Methode wichtig, da nicht alle Eigenschaften der Entwürfe
und Prototypen zum Zeitpunkt der Bewertung bereits feststehen.
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Skala Skalenwerte
Linear [125] 1 2 3 4 5 6 7 8 9
Power [62] 1 4 9 16 25 36 49 64 81
Root square [62] 1 1.41 1.73 2 2.23 2.45 2.65 2.83 3
Geometric [88] 1 2 4 8 16 32 64 128 256
Logarithmic [67] 1 1.58 2 2.32 2.58 2.81 3 3.17 3.32
Inverse linear [90] 1 1.13 1.29 1.5 1.8 2.25 3 4.5 9
Balanced [127] 1 1.22 1.5 1.86 2.33 3 4 5.67 9
Tabelle 5.1: Im SP-AHP-Tool realisierte Skalen zur Abbildung der verbalen Beschrei-
bung der paarweisen Vergleiche auf Skalenwerte. Die alternativen Skalenwerte sind
entsprechend der Skalenwerte 1 bis 9 des AHP (Linear [125]) dargestellt.
Funktionalitäten zur Realisierung des Verfahrens SP-AHP
Zur Unterstützung des Verfahrens SP-AHP sind die folgenden Funktionalitäten im
SP-AHP-Tool realisiert:
h) Auswahl von Alternativen, die in Bezug auf die Kriterien der untersten Ebene
der Kriterienhierarchie paarweise verglichen werden sollen: Durch diese Spezifi-
kation wird eine Reduktion der für eine AHP-Hierarchie benötigten paarweisen
Vergleiche erreicht (Abschnitt 3.2).
i) Spezifikation separater AHP-Hierarchien für eine gemeinsame Menge von Alter-
nativen: Diese Funktionalität macht eine separate Bewertung einer Menge von
Alternativen hinsichtlich unterschiedlicher multikriterieller Problemstellungen
möglich. In der Methode SP-AHP wurden separate AHP-Hierarchien für die
Bewertung des Kundennutzens und des Risikos von Anforderungen verwendet
(Abschnitt 3.3.1).
j) Zusammenfassen der globalen Gewichte einer Anforderung bzw. eines Kriteri-
ums in separaten AHP-Hierarchien zu einem aggregierten Gewicht: Anhand
einer benutzerdefinierten Formel werden die globalen Gewichte in den separa-
ten AHP-Hierarchien verknüpft. Diese Funktionalität wurde in der Methode
SP-AHP zur Berechnung der Priorität von Anforderungen eingesetzt (Ab-
schnitt 3.3.4).
k) Einbezug unterschiedlicher Domänenexperten in die Durchführung der paarwei-
sen Vergleiche: Die Funktionalität realisiert die in Abschnitt 3.3.2 vorgestellte
Partitioning- und Consensus-Strategie. Dazu wurden Workflows entwickelt,
die die Interaktion und Konsensbildung der Domänenexperten steuern. Eine
benutzerdefinierte Spezifikation legt dabei die Art der Konsensbildung (auto-
matisch oder interaktiv) sowie die Methode zur Identifikation abweichender
Bewertungen unterschiedlicher Domänenexperten fest.
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Die Funktionalitäten h–j werden von bestehenden Softwarewerkzeugen zur multikri-
teriellen Priorisierung mit AHP nicht unterstützt. Die Durchführung der paarweisen
Vergleiche durch unterschiedliche Domänenexperten wird teilweise auch durch be-
stehende Werkzeuge unterstützt. Diese Werkzeuge stellen jedoch die Bewertungen
unterschiedlicher Domänenexperten nur vergleichend dar und ermöglichen keine
interaktive Konsensbildung oder Aggregation der Einzelbewertungen.
5.2.2 Workflows zum Einbezug von Domänenexperten in den
Bewertungsprozess
Um mehrere Domänenexperten in die Durchführung der paarweisen Vergleiche
(Schritt 2 des AHP) einzubeziehen, wurde für das SP-AHP-Tool zwei Workflows
entwickelt und realisiert. Die Workflows setzen die in Abschnitt 3.3.2 beschriebenen
Strategien Partitioning und Consensus um.
• Der Assessment-Workflow erzeugt einen manuellen Task für einen Domä-
nenexperten, in dem der Experte aufgefordert wird, paarweise Vergleiche ihm
zugewiesener Entscheidungskriterien durchzuführen. Für jeden Domänenexper-
ten wird eine separate Instanz des Workflows ausgeführt.
• Eine Instanz desConsensus-Workflow wird nach Abschluss jedes Assessment-
Workflows ausgeführt. Der Consensus-Workflow überprüft die Bewertungen
der Domänenexperten und erzeugt, wenn erforderlich, erneut Instanzen des
Assessment-Workflows, um einen Konsens für die Bewertung eines Kriteriums
zu erreichen.
Die Voraussetzung für die Ausführung der Workflows ist eine Zuordnung verant-
wortlicher Domänenexperten zur Durchführung der paarweisen Vergleiche für jedes
Entscheidungskriterium. Wenn mehr als ein Domänenexperte an der Bewertung
eines Entscheidungskriteriums beteiligt ist (Consensus-Strategie), muss zudem die
Art der Aggregation der Einzelbewertungen zu einer Gruppenbewertung spezifiziert
werden. Die Art der Aggregation bestimmt, wie die einzelnen Vergleichsmatrizen
der Domänenexperten in eine gemeinsame Vergleichsmatrix (Zielmatrix) überführt
werden. Für die Aggregation der Einzelbewertungen wurden im SP-AHP-Tool die
folgenden Varianten realisiert:
• Automatische Aggregation. Die automatische Aggregation von Einzelbewer-
tungen entspricht der Berechnung des geometrischen Mittelwerts der Vergleichs-
matrizen nach McCarthy [92]. Zur Berechnung jedes Eintrags der Zielmatrix
wird dabei der geometrische Mittelwert der entsprechenden Einträge in den
Vergleichsmatrizen der Domänenexperten gebildet.
• Konsensbasierte Aggregation. Die konsensbasierte Aggregation erwartet
eine zusätzliche manuelle Interaktion der verantwortlichen Domänenexperten,
wenn die Vergleichsmatrizen der Experten signifikant voneinander abweichen.
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Abbildung 5.3: Spezifikation der Workflows zur Integration mehrerer Domänenex-
perten in einen Bewertungsprozess in der Workflowbeschreibungssprache BPMN.
Oben: Assessment-Workflow zur Bewertung von Entscheidungskriterien durch zuge-
wiesene Domänenexperten. Unten: Consensus-Workflow zur Aggregation von Einzel-
bewertungen der Domänenexperten.
Zur Überprüfung der signifikanten Abweichung werden alle Vergleichsmatrizen
der Experten paarweise betrachtet. Im SP-AHP-Tool kann eine der folgenden
beiden Regeln zur Identifikation einer signifikanten Abweichung zwischen zwei
Vergleichsmatrizen ausgewählt werden:
– der euklidische Abstand zwischen den Gewichtsvektoren der lokalen Ge-
wichte der Vergleichsmatrizen übersteigt einen benutzerdefinierten Wert;
– die lokalen Gewichte der Vergleichsmatrizen führen zu unterschiedlichen
(lokalen) Rangordnungen der in beiden Matrizen paarweise verglichenen
Kriterien bzw. Alternativen.
Liegt für ein Matrixpaar eine signifikante Abweichung vor, ist eine manuelle
Interaktion zwischen allen verantwortlichen Domänenexperten erforderlich.
Eine solche manuelle Interaktion beinhaltet eine Aufforderung zur erneuten
Bewertung des Kriteriums, wobei die bestehenden Vergleichsmatrizen der
anderen Domänenexperten sichtbar sind.
Sind alle notwendigen Spezifikationen für die Zusammenarbeit der Domänenexper-
ten vorhanden, kann die verteilte Bewertung der Kriterien einer AHP-Problemstellung
beginnen. Für jeden beteiligten Domänenexperten wird eine Instanz des Assessment-
Workflows gestartet (Abb. 5.3, oben). Die Instanzen des Workflows werden unab-
hängig voneinander zeitgleich abgearbeitet. Algorithmus 1 zeigt den Ablauf der
Abarbeitung einer Instanz des Assessment-Workflows. Die Instanz des Workflows
enthält eine Kopie der AHP-Problemstellung, in der alle Kriterien gekennzeichnet
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Algorithmus 1: Assessment-Workflow
input : Menge zu bewertender Kriterien C
input : Menge der Benutzer U , die an der Bewertung von c beteiligt sind
1 Bewerte Kriterien c ∈ C ; // Task Bewertung zugewiesener Kriterien
2 Speichere Bewertung der Kriterien C in Datenbank;
3 foreach c ∈ C do
4 Consensus-Workflow(c, U)
sind, für die der Domänenexperte entsprechend der Spezifikation verantwortlich ist.
Im manuellen Task Bewertung zugewiesener Kriterien führt der Domänenexperte die
paarweisen Vergleiche zur Bewertung der zugewiesenen Kriterien durch (Algorith-
mus 1, Zeile 1). Der Experte beendet den Task, wenn alle notwendigen paarweisen
Vergleiche abgearbeitet wurden. Bei Beendigung des Tasks werden die Bewertungen
des Domänenexperten als Zwischenergebnisse in der Datenbank gespeichert (Zeile 2).
Erreicht eine Instanz eines Assessment-Workflows den Endeknoten, wird für jedes
vom Domänenexperten im Assessment-Workflow bewertete Kriterium eine Instanz
des Consensus-Workflows (Abb. 5.3, unten) gestartet (Zeilen 3–4). Den Ablauf der
Abarbeitung einer Instanz des Consensus-Workflows zeigt Algorithmus 2.
Die Instanz des Consensus-Workflows überprüft im automatischen Task alle Nut-
zerbewertungen verfügbar?, ob die Bewertungen aller anderen für das Kriterium
verantwortlichen Domänenexperten bereits in der Datenbank verfügbar sind (Algo-
rithmus 2, Zeile 5). Ist dies nicht der Fall, wird die Instanz des Workflows beendet.
Sind die Bewertungen aller Domänenexperten für das Kriterium verfügbar, wird im
automatischen Task Interaktiver Konsens notwendig? anhand der spezifizierten Art
der Aggregation überprüft, ob für das Kriterium eine erneute manuelle Interaktion
der Domänenexperten notwendig ist (Zeile 6). Ist keine Interaktion notwendig, wird
der geometrische Mittelwert der Einzelbewertungen gebildet (Task Berechnung geo-
Algorithmus 2: Consensus-Workflow
input : Kriterium c
input : Menge der Benutzer U , die an der Bewertung von c beteiligt sind
5 if alle Bewertungen der Benutzer U für Kriterium c in Datenbank verfügbar
then
6 if interaktiver Konsens für Kriterium c notwendig then
7 foreach u ∈ U do
8 Assessment-Workflow({c}, U)
9 else
10 Berechne geometrischen Mittelwert aller Matrixeinträge;
11 Speichere Zielmatrix in Datenbank;
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metrischer Mittelwert) und die resultierende Zielmatrix in der Datenbank gespeichert
(Zeilen 10 und 11). Wird anhand der spezifizierten Regel zur Art der Aggregation
eine signifikante Abweichung der Vergleichsmatrizen identifiziert, werden im Task
Start Assessment-Workflows erneut Instanzen des Assessment-Workflows für alle
verantwortlichen Domänenexperten gestartet (Zeilen 7–8). Die Domänenexperten
werden aufgefordert, ihre bestehenden Bewertungen zu überarbeiten, wobei auch die
Bewertungen der anderen Experten in der AHP-Problemstellung sichtbar sind. Der
Wechsel zwischen Assessment- und Consensus-Workflows wird fortgeführt, bis für
alle Kriterien der AHP-Problemstellung entsprechende Zielmatrizen vorliegen.
5.2.3 Eingabedatenformat
Zur Spezifikation von AHP-Problemstellungen wurde für das SP-AHP-Tool ein
XML-basiertes Eingabedatenformat entwickelt. Mit dem Datenformat können AHP-
Problemstellungen unabhängig von der Benutzerschnittstelle spezifiziert werden, was
eine direkte Nutzung der Services des SP-AHP-Tools zur Berechnung der lokalen
und globalen Gewichte ermöglicht. Die Abb. 5.4 und 5.5 zeigen Ausschnitte des
Eingabedatenformats anhand des in Kapitel 3 verwendeten Beispiels der skalierbaren
multikriteriellen Priorisierung von Anforderungen (Abb. 3.5).
Eine gegebene AHP-Problemstellung mit einer oder mehreren AHP-Hierarchien
und zugehörigen Bewertungen wird innerhalb des XML-Elements ahp-project
(Abb. 5.4, Zeile 1) spezifiziert. Mit dem XML-Attribut project-state wird festgelegt,
in welchem Schritt des AHP sich die gegebene AHP-Problemstellung befindet. Im
Beispiel aus Abb. 5.4 ist der Wert des XML-Attributs COLLABORATION. Damit wird der
zweite Schritt des AHP, d.h. die Durchführung der paarweisen Vergleiche, spezifiziert.
Das XML-Attribut aggregation-formula spezifiziert, wie die globalen Gewichte der
Kriterien und Alternativen in separaten AHP-Hierarchien einer AHP-Problemstellung
zu einem gemeinsamen Gewicht zusammengefasst werden. In Zeile 1 ist die verwendete
Formel V A/(1 ∗ CA+ 1 ∗RA) zur Berechnung der Prioritäten angegeben. Für jede
Alternative (bzw. jedes Kriterium) werden die Variablen V A, RA und CA mit
dem globalen Gewicht der Alternative bzw. des Kriteriums in der jeweiligen AHP-
Hierarchie ersetzt und die Priorität berechnet.
Die Menge der Alternativen wird innerhalb des XML-Elements alternatives (Zei-
len 2–7) spezifiziert. Wesentlich für die Spezifikation der Alternativen ist die Vergabe
eines eindeutigen Bezeichners (XML-Attribut id). Dieser Bezeichner wird insbesonde-
re für die Zuordnung relevanter Alternativen für die Kriterien auf der untersten Ebene
des Kriterienbaums (siehe z.B. Abb. 5.5, Zeilen 28–32) sowie zur Zusammenfassung
der globalen Gewichte einer Alternative entsprechend der benutzerdefinierten Formel
(aggregation-formula) verwendet.
Die Spezifikation des Kriterienbaums einer AHP-Hierarchie erfolgt im XML-
Element ahp-problem. Das XML-Element ahp-problem bezeichnet die Wurzel des
Kriterienbaums (Zeilen 8 und 18). Die Kriterien, die keine Blattknoten des Kriteri-
enbaums sind, werden mit dem XML-Element criterion spezifiziert (z.B. Zeile 9).
Jeder Blattknoten des Kriterienbaums wird mit dem XML-Element leaf-criterion
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1 <ahp−project id="SPAHP" pro j e c t− s t a t e="COLLABORATION"
aggregat ion− formula="VA / (1∗CA + 1∗RA) " . . . >
2 <alternatives>
3 <alternative id=" a1 " name="Bücher h in zu f ügen " d e s c r i p t i o n=" " />
4 <alternative id=" a2 " name="Bücher b e s t e l l e n " d e s c r i p t i o n=" " />
5 <alternative id=" a3 " name=" Antwor t ze i t k l e i n e r a l s 0 ,5 s " . . .
6 . . .
7 </alternatives>
8 <ahp−problem id="VA" name=" Value Assessment " . . .
9 <criterion id=" c1 " name=" Inventar verwa l t en " d e s c r i p t i o n=" "
local−weight−mode="EIGENVECTOR" synthesis−mode="DISTRIBUTED">
10 <leaf−criterion id=" c11 " name="Bücher verwa l t en " . . .
11 <leaf−criterion id=" c12 " name=" Bestand a k t u a l i s i e r e n " . . .
12 <criterion id=" c2 " name=" Benutzer verwa l t en " . . .
13 <leaf−criterion id=" c21 " name=" Aus le ihdaten verwa l t en " . . .
14 <leaf−criterion id=" c22 " name=" Benutzerkonten verwa l t en " . . .
15 <leaf−criterion id=" c23 " name=" Ber i ch te e r s t e l l e n " . . .
16 </criterion>
17 </ahp−problem>
18 <ahp−problem id="RA" name=" Risk Assessment " . . .
19 <collaboration>
20 <assigned−criteria>
21 <criterion id=" c1 " problem="VA"
consensus−type="RANK_ORDER_LOCAL_WEIGHTS" . . .
22 </assigned−criteria>
23 <other−assessments . . .
24 </collaboration>
25 </ahp−project>
Abbildung 5.4: Ausschnitte des XML-basierten Eingabedatenformats für AHP-Pro-
blemstellungen des SP-AHP-Tools entsprechend des Beispiels aus Abb. 3.5.
spezifiziert (z.B. Zeile 10). Die hierarchische Anordnung der XML-Elemente ahp-
problem, criterion und leaf-criterion spiegelt den Kriterienbaum wider.
Der Bezeichner für das Wurzelelement einer AHP-Hierarchie (XML-Attribut id
des XML-Elements ahp-problem) muss eindeutig für die gesamte AHP-Problemstel-
lung gewählt werden. Dagegen müssen die Bezeichner der Kriterien (XML-Elemente
criterion und leaf-criterion) nur innerhalb des jeweiligen Kriterienbaums ein-
deutig vergeben werden. Um die globalen Gewichte dieser Kriterien entsprechend der
benutzerdefinierten Formel (aggregation-formula) zusammenzufassen, werden in
unterschiedlichen AHP-Hierarchien die gleichen Bezeichner für Kriterien verwendet.
Neben dem eindeutigen Bezeichner wird für jedes Kriterium des Kriterienbaums
ein Name, eine Beschreibung, die Methode zur Berechnung der lokalen Gewichte
(local-weight-mode) sowie die Methode zur Berechnung der globalen Gewichte
(synthesis-mode) angegeben (Zeile 9).
In den Zeilen 8–17 aus Abb. 5.4 sind Ausschnitte der AHP-Hierarchie zur Bewertung
des Kundennutzens (Value Assessment) abgebildet. Für das Wurzelelement zur
87
5 Softwarewerkzeuge zur energieorientierten Produktentwicklung
26 <leaf−criterion id=" c11 " name="Bücher verwa l t en " . . .
27 <pair−comparison−matrix>
28 <comparison−objects>
29 <comparison−object id=" a1 "/>
30 <comparison−object id=" a2 "/>
31 <comparison−object id=" a3 "/>
32 </comparison−objects>
33 <entries>
34 <entry row−id=" a1 " column−id=" a1 " value=" 1 .0 "/>
35 <entry row−id=" a1 " column−id=" a2 " value=" 3 .0 "/>
36 <entry row−id=" a1 " column−id=" a3 " value=" 0.25 "/>




41 <comparison−objects . . .
42 <entries>
43 . . .
44 <entry row−id=" a1 " column−id=" a3 " alpha=" 3 .0 " beta=" 3 .0 "
gamma=" 3 .0 " de l t a=" 3 .0 "/>
45 . . .
46 </fuzzy−pair−comparison−matrix>
47 </leaf−criterion>
Abbildung 5.5: Beispiel für das XML-basierte Eingabedatenformat zur Spezifikation
von Vergleichsmatrizen anhand einer Vergleichsmatrix des Kriteriums c11.
Bewertung des Kundennutzens wird als Erstes das Kriterium c1 mit dem XML-
Element criterion spezifiziert (Zeile 9). Das XML-Element des Kriteriums c1 enthält
das Unterkriterium c11 (Zeile 10) und das Unterkriterium c12 (Zeile 11) entsprechend
der Kriterienhierarchie in Abb. 3.5. Da den Unterkriterien c11 und c12 keine weiteren
Kriterien untergeordnet sind, werden sie mit dem XML-Element leaf-criterion
spezifiziert. Eine entsprechende Spezifikation erfolgt für das Kriterium c2 (Zeile 12).
Für die Bewertung einer AHP-Problemstellung durch unterschiedliche Domänen-
experten werden im XML-Element collaboration (Zeilen 19– 24) die zugewiesenen
Kriterien und die Art der Aggregation von Einzelbewertungen spezifiziert. Dar-
über hinaus werden in diesem XML-Element auch die Vergleichsmatrizen anderer
Domänenexperten spezifiziert, falls für die Bewertung eines Kriteriums eine er-
neute Interaktion zwischen den Domänenexperten notwendig ist (XML-Element
other-assessments, Zeile 23). Im Beispiel aus Abb. 5.4 ist ein Domänenexperte
verantwortlich für die Bewertung des Kriteriums c1 der AHP-Hierarchie V A (Zei-
le 21). Zur Identifikation einer signifikanten Abweichung der Vergleichsmatrix des
Domänenexperten von den Matrizen der weiteren verantwortlichen Experten wird die
Rangordnung der Kriterien c11 und c12 verglichen (XML-Attribut consensus-type,
Zeile 21).
Für jedes Kriterium der AHP-Hierarchien werden die zugehörigen Vergleichsmatri-
zen mit den XML-Elementen pair-comparison-matrix (z.B. Zeile 27, Abb. 5.5) und
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fuzzy-pair-comparison-matrix (z.B. Zeile 40) spezifiziert. Die paarweisen Verglei-
che der Matrizen werden mit dem XML-Element pair-comparison-matrix entspre-
chend der 9-Punkte-Skala und mit dem XML-Element fuzzy-pair-comparison-
matrix als Fuzzy-Intervalle (Abb. 5.2) spezifiziert. In beiden Varianten der Ver-
gleichsmatrizen werden mit dem XML-Element comparison-objects die jeweils
paarweise verglichenen Kriterien oder Alternativen (Zeilen 28–32) festgelegt. Das
XML-Element entries (Zeile 33–38) spezifiziert alle Einträge der Vergleichsmatrix.
In Abb. 5.5 ist ein Beispiel einer Vergleichsmatrix für das Kriterium c11 dargestellt.
5.2.4 Softwarearchitektur und Softwarekomponenten
Die Softwarearchitektur des SP-AHP-Tools enthält Softwarekomponenten für alle
Schichten der Architektur des EnergyNavigator. Abbildung 5.6 zeigt den detaillier-
ten Aufbau der in Abb. 5.1 dargestellten Komponenten Skalierbare multikriterielle
Priorisierung in den Schichten Portal und Services sowie die zwei Workflows zur In-
tegration von Domänenexperten. Die Pfeile zwischen den Komponenten beschreiben,
welche Komponente die Funktionalitäten einer anderen Komponente nutzt. Unter
dem Namen jeder Softwarekomponente sind die von der Komponente realisierten
Funktionalitäten des SP-AHP-Tools aus Abschnitt 5.2.1 angegeben.
In der Schicht Portal sind die Benutzerschnittstellen des SP-AHP-Tools realisiert.
• Der MainView ist die zentrale Benutzerschnittstelle zur Erzeugung von AHP-
Hierarchien, zur Bewertung von Kriterien sowie zur Ausgabe von lokalen und
globalen Gewichten (Funktionalitäten a-c und e-j).
• Die Benutzerschnittstelle CollaborationView ermöglicht die Integration von
mehreren Domänenexperten in den Bewertungsprozess (Funktionalität k). Die
Komponente stellt Ein- und Ausgabemasken zur Ausführung von Workflows
sowie zur Spezifikation der verantwortlichen Domänenexperten und der Art
der Aggregation von Einzelbewertungen bereit (siehe Abschnitt 5.2.2).
• Der SensitivityView realisiert die Benutzerschnittstelle für Sensitivitätsanalysen,
mit der lokale Gewichte einer AHP-Hierarchie manuell modifiziert und die
daraus resultierenden Auswirkungen auf die globalen Gewichte visualisiert
werden können (Funktionalität d).
Zur Realisierung der Programmfunktionalität des SP-AHP-Tools sind in der Schicht
Services die folgenden Softwarekomponenten realisiert.
• Die zentrale Softwarekomponente ist der MainViewController, der alle Funktio-
nalitäten zur Darstellung und Änderung von AHP-Hierarchien und zugehörigen
Bewertungen im MainView bereitstellt (Funktionalitäten a-c und e-j).
• Die Komponente SensitivityAnalysis stellt die Funktionalitäten des Sensivity-
View bereit. Dazu zählt z.B. die Berechnung von Intervallen, in denen sich lokale
Gewichte ändern können, ohne dass es zu einer Änderungen der Rangfolge der
globalen Gewichte kommt (Funktionalität d).
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Abbildung 5.6: Detaillierte Darstellung der Softwarekomponenten skalierbare mul-
tikriteriellen Priorisierung des SP-AHP-Tools aus Abb. 5.1. Die Pfeile zwischen
den Komponenten beschreiben, welche Komponente die Funktionalitäten anderer
Komponenten nutzt. Unter dem Namen jeder Softwarekomponente sind die jeweils
realisierten Funktionalitäten des SP-AHP-Tools aus Abschnitt 5.2.1 angegeben.
• In der Komponente Collaboration sind die Funktionalitäten des Collaboration-
View realisiert. Zudem stellt die Komponente Funktionalitäten zur Durchfüh-
rung der manuellen und automatischen Einzelschritte des Assessment- und
Consensus-Workflows bereit (Funktionalität k).
• Die Berechnung der Konsistenzwerte sowie der lokalen und globalen Gewichte
von AHP-Hierarchien ist in der Softwarekomponente Calculator realisiert.
Da sich die Berechnung der lokalen und globalen Gewichte für paarweise
Vergleiche auf der 9-Punkte-Skala wesentlich von der Berechnung für paarweise
Vergleiche mit Fuzzy-Intervallen unterscheidet, wurden für beide Varianten
separate Komponenten entwickelt. Die Funktionalitäten c (Berechnung von
90
5.2 Skalierbare multikriterielle Priorisierung
Konsistenzwerten), e (Rank Reversal) und g (alternative Skalen) werden dabei
nur von der Komponente NonFuzzyCalculator realisiert.
• Die Softwarekomponente DataStructures enthält alle notwendigen Datenstruk-
turen zur Spezifikation von AHP-Problemstellungen, zur Durchführung der
Berechnungen sowie zur Visualisierung von Ergebnissen (Funktionalitäten a–k).
Die Komponente stellt darüber hinaus den Import und Export von AHP-
Problemstellungen in das XML-basierte Eingabedatenformat bereit.
Die Schicht Workflows/Datenbank enthält die Workflows zur Integration von
Domänenexperten in den Bewertungsprozess und zur interaktiven Konsensbildung bei
Gruppenbewertungen (Assessment- und Consensus-Workflow, siehe Abschnitt 5.2.2).
Die Ausführung der Workflows wird über die Softwarekomponente Collaboration
gesteuert. Die Anbindung an die Datenbank wird im SP-AHP-Tool vorrangig zur Spei-
cherung der Zwischen- und Endergebnisse bei Bewertungen mit mehreren beteiligten
Domänenexperten verwendet.
5.2.5 Grafische Benutzerschnittstellen des SP-AHP-Tools
Die Benutzerschnittstellen des SP-AHP-Tools ermöglichen die webbasierte Interaktion
mit allen Beteiligten des Bewertungsprozesses. In Abb. 5.7 sind drei wesentliche
Benutzerschnittstellen dargestellt. Die Verwendung der drei Benutzerschnittstellen
wird anhand des Beispiels aus Abschnitt 3.3 (Abb. 3.5) erläutert.
Die Erzeugung der AHP-Hierarchien erfolgt durch einen verantwortlichen Experten
(Projektleiter) über die Benutzerschnittstelle MainView (Abb. 5.7(a)). Die Benut-
zerschnittstelle MainView entspricht der gleichnamigen Komponente in Abb. 5.6.
Über Funktionen der Menüleiste der Benutzerschnittstelle erstellt der Projektleiter
die AHP-Hierarchien zur Priorisierung (Cost Assessment, Value Assessment und
Risk Assessment) sowie die zugehörigen Kriterienbäume und Alternativen. Auf der
rechten Seite der Benutzerschnittstelle werden die spezifizierten Eigenschaften der
Kriterien und Alternativen angezeigt (Selected AHP Element). In Abb. 5.7(a) ist
links die AHP-Hierarchie zur Bewertung des Kundennutzens (Value Assessment) und
rechts die Eigenschaften des ausgewählten Kriteriums c11 dargestellt.
Nach der Erzeugung der AHP-Hierarchien erfolgt durch den Projektleiter die
Auswahl von Domänenexperten, die für die Bewertung der Kriterien herangezogen
werden sollen. Dazu nutzt der Projektleiter die Benutzerschnittstelle Collabora-
tionView (Abb. 5.7(b)), die der gleichnamigen Komponente in Abb. 5.6 entspricht.
Sind mehrere Domänenexperten an der Bewertung eines Kriteriums beteiligt, muss
zusätzlich die Art der Aggregation der Einzelbewertungen spezifiziert werden. Hier-
für stehen derzeit die automatische Aggregation (geometric mean) und Varianten
der konsensbasierten Aggregation (z.B. distance, rank order) zur Verfügung (sie-
he Abschnitt 5.2.2). In Abb. 5.7(b) ist die Zuordnung von drei Domänenexperten
(Stakeh. 1, Stakeh. 2 und Stakeh. 3 ) zu den Kriterien der AHP-Hierarchie Value
Assessment sowie die Spezifikation der Art der Konsensbildung für jedes Kriterium
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(a)
(b) (c)
Abbildung 5.7: Drei ausgewählte Benutzerschnittstellen des SP-AHP-Tools am Bei-
spiel der Bewertung von Kundennutzen, Risiko und Kosten von Anforderungen aus
Abschnitt 3.3. (a): MainView zur Darstellung und Bearbeitung von AHP-Hierarchien
(Kriterium c11 ausgewählt). (b): Auswahl von verantwortlichen Domänenexperten
zur Bewertung der Kriterien des Kundennutzens und Spezifikation der Art der Ag-
gregation von Einzelbewertungen. (c): Überblick über die globalen Gewichte von
Kriterien und Alternativen in den AHP-Hierarchien für Kundennutzen, Risiko und
Kosten sowie Formel zur Aggregation der globalen Gewichte (Aggregated Priority).
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abgebildet. Diese Zuordnung der drei Domänenexperten entspricht der Zuordnung
im dem Beispiel aus Abschnitt 3.3.2, Abb. 3.6.
Sind die verantwortlichen Domänenexperten für jedes Kriterium festgelegt, star-
tet der Projektleiter die verteilte Bewertung (siehe Abschnitt 5.2.2), die für jeden
Domänenexperten einen Task zur Bewertung der zugeordneten Kriterien erzeugt.
Die Bewertung der Kriterien durch einen Domänenexperten erfolgt über die Benut-
zerschnittstelle MainView (Abb. 5.7(a)). Der Domänenexperte wählt in der AHP-
Hierarchie ein zugewiesenes Kriterium aus (z.B. c11 in Abb. 5.7(a)) und spezifiziert die
Einträge der Vergleichsmatrix über einen Dialog, der über die Menüleiste aufgerufen
wird. In Abb. 5.7(a) ist die spezifizierte Vergleichsmatrix des gewählten Kriteriums
c11 dargestellt, die die paarweisen Vergleiche der Alternativen a1, a2 und a3 enthält
(AHP Element Values). Zudem werden darunter der berechnete maximale Eigenwert,
der Konsistenzwert sowie die lokalen Gewichte der Vergleichsmatrix dargestellt. Sind
alle Vergleichsmatrizen einer AHP-Hierarchie durch Einträge spezifiziert, werden
globale Gewichte für die Alternativen der Kriterienhierarchie Value Assessment links
unten ausgegeben (Global Weights).
Sind die Bewertungen aller AHP-Hierarchien abgeschlossen, wird eine Übersicht
der resultierenden globalen Gewichte der Kriterien und Alternativen angezeigt
(Abb. 5.7(c)). Diese Benutzerschnittstelle AHP Project Overview ist Bestandteil
der Softwarekomponente MainView (Abb. 5.6). Im AHP Project Overview sind die
globalen Gewichte der Kriterien und Alternativen für die AHP-Hierarchien Value
Assessment, Risk Assessment und Cost Assessment dargestellt. In den jeweiligen
Spalten der Tabelle sind die globalen Gewichte der Kriterien und Alternativen an-
hand des eindeutigen Bezeichners abgebildet. Zur zeilenweisen Zusammenfassung der
globalen Gewichte wird in der Spalte Aggregation Formula eine benutzerdefinierte
Formel durch den Projektleiter festgelegt. Die Variablen der Formel entsprechen den
eindeutigen Bezeichnern der Wurzelelemente der AHP-Hierarchien (VA, RA und CA).
Im Beispiel von Abb. 5.7(c) wird zur Berechnung der Prioritäten der Anforderungen
das globale Gewicht des Kundennutzens durch die Summe der globalen Gewichte
von Kosten und Risiko geteilt.
5.3 Energiedatenverwaltung für Werkzeugmaschinen
Für die Analyse und Bewertung des Energiebedarfs existieren eine Reihe von Soft-
warewerkzeuge. Deren Schwerpunkt liegt eher auf der Analyse und Bewertung des
Energieverbrauchs ganzer Produktionsstandorte von Unternehmen, bei der die Ana-
lyse einzelner Werkzeugmaschinen eine untergeordnete Rolle spielt (z.B. das Energie-
managementsystem der Sächsischen Energieagentur10). Andere Softwarewerkzeuge
wurden individuell für eine Analyse und Bewertung spezieller Anlagen und Maschinen
entwickelt (z.B. in [31]). Diese sind jedoch nicht auf andere Maschinen übertragbar.
Das in diesem Abschnitt vorgestellte Softwarewerkzeug zur Energiedatenverwal-
tung, im Folgenden als Energiedatenverwaltung bezeichnet, unterstützt die Analyse
10http://www.gewerbeenergiepass.de/SaeGEP
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und vergleichende Bewertung des Energiebedarfs unterschiedlicher Werkzeugmaschi-
nen. Die Energiedatenverwaltung stellt die folgenden zwei Module bereit:
1. Vergleich des Energiebedarfs von Werkzeugmaschinen: Dieses Modul hat das
Ziel, unterschiedliche Werkzeugmaschinen in verschiedenen Nutzungsszenarien
anhand von Energiekennzahlen zu vergleichen. Derzeit werden Energiekennzah-
len, die den Energieverbrauch von Werkzeugmaschinen spezifizieren, unterstützt.
Da Werkzeugmaschinen unterschiedlich aufgebaut sind, werden zum Vergleich
der Werkzeugmaschinen entweder Produkt- oder Funktionsstrukturen verwen-
det.
2. Lebenszyklusbezogene Bilanzierung: Mit diesem Modul werden die zum Vergleich
des Energiebedarfs erforderlichen Kennzahlen bereitgestellt. Das Modul umfasst
den Workflow zur Berechnung der lebenszyklusbezogenen Energieproduktivität
mit den zugehörigen Operationen zur Datenerfassung und -transformation
(siehe Abschnitt 4.2).
Im Folgenden werden die Grundlagen für den Vergleich des Energiebedarfs von
Werkzeugmaschinen vorgestellt und die Begriffe Produkt- und Funktionsstruktur de-
finiert. Anschließend werden die realisierten Funktionalitäten, Softwarekomponenten
sowie ausgewählte Benutzerschnittstellen der Energiedatenverwaltung erläutert.
5.3.1 Grundlagen des Vergleichs des Energiebedarfs von
Werkzeugmaschinen
Eine Werkzeugmaschine besteht aus einer Vielzahl von Bauelementen (auch Kom-
ponenten genannt [106]), wie z.B. der Motor einer Vorschubachse, die logisch oder
physisch zu sogenannten Baugruppen zusammengefasst werden [145]. Jede Baugrup-
pe kann aus mehreren Teilbaugruppen zusammengesetzt sein. Die Baumstruktur
aus Baugruppen und Bauteilen einer Werkzeugmaschine wird als Produktstruktur
bezeichnet [145]. Abbildung 5.8, links zeigt eine Produktstruktur einer 3-Achs-
Fräsmaschine aus [102] (Machine Tool Product Structure), in der nur die Baugruppen
der Werkzeugmaschine abgebildet sind.
Produktstrukturen ähnlicher Werkzeugmaschinen, wie z.B. Fräsmaschinen unter-
schiedlicher Hersteller oder Baugröße, sind zumeist aus den gleichen Baugruppen
aufgebaut. Nur die Bauelemente der Baugruppen unterscheiden sich. Die Überein-
stimmung der Baugruppen wird in der Energiedatenverwaltung für den Vergleich
des Energiebedarfs ähnlicher Werkzeugmaschinen bzw. deren Baugruppen verwendet.
Für den Vergleich des Energiebedarfs ist der Energiebedarf einer Baugruppe als
Summe des Energiebedarfs der enthaltenen energieverbrauchenden Bauelemente
definiert. Der Energiebedarf der gesamten Werkzeugmaschine entspricht der Summe
des Energiebedarfs der Baugruppen.
Zur Spezifikation der Aufgaben, die eine Werkzeugmaschine (bzw. im Allgemeinen
ein technisches Produkt) erfüllen soll, wird im Bereich Maschinenbau eine sogenannte
Funktionsstruktur eingesetzt [56]. Die Funktionsstruktur ist eine Baumstruktur, die
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Abbildung 5.8: Links: Produktstruktur einer Werkzeugmaschine nach Neugebauer et
al. [102] (Machine Tool Product Structure). Rechts: Funktionsstruktur einer Werk-
zeugmaschine (Main Machine Functions) mit zugeordneten Bauelementen (Machine
Components) nach ISO/TC 39/WG 12 [59].
aus Funktionen aufgebaut ist. Eine Funktion einer Funktionsstruktur ist definiert als
Zusammenhang zwischen Eingangs- und Ausgangsgrößen (z.B. Werkstoffe, Energie,
Signale) eines technischen Produkts, die eine an das Produkt gestellte Aufgabe
erfüllt [106]. Beispiele für Funktionen einer Werkzeugmaschine sind „Fräsen“ oder
„Werkstück kühlen“. Zur Umsetzung einer Funktion in einer Werkzeugmaschine
werden Bauelemente eingesetzt, die den Zusammenhang zwischen Eingangs- und
Ausgangsgrößen realisieren. Abbildung 5.8, rechts zeigt ein Beispiel einer Funktionss-
truktur einer Werkzeugmaschine (Main Machine Functions) aus [59] mit zugeordneten
Bauelementen (Machine Components) für jede Funktion der Funktionsstruktur.
Da die Funktionsstrukturen ähnlicher Werkzeugmaschinen identische Funktio-
nen enthalten, werden diese in der Energiedatenverwaltung für den Vergleich des
Energiebedarfs unterschiedlicher Werkzeugmaschinen eingesetzt. Der Energiebedarf
einer Funktion ist definiert als Summe des Energiebedarfs der Bauelemente, die
die Funktion in der Werkzeugmaschine umsetzen. Wird ein Bauelement zur Um-
setzung unterschiedlicher Funktionen verwendet (z.B. Hydraulic Pump in Abb. 5.8,
rechts), müssen die jeweiligen Anteile des Energiebedarfs des Bauelements spezifiziert
werden, die für die unterschiedlichen Funktionen anfallen. Der Energiebedarf einer
Werkzeugmaschine ist als Summe des Energiebedarfs der Funktionen definiert.
5.3.2 Funktionalitäten der Energiedatenverwaltung
Die Funktionalitäten des Softwarewerkzeugs zur Energiedatenverwaltung umfassen
den Vergleich des Energiebedarfs von Werkzeugmaschinen sowie den Workflow zur
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Berechnung der lebenszyklusbezogenen Energieproduktivität mit den zugehörigen
Operationen zur Datenerfassung und -transformation.
Vergleich des Energiebedarfs von Werkzeugmaschinen
Die folgenden Funktionalitäten wurden für das Modul zum Vergleich des Energiebe-
darfs von Werkzeugmaschinen realisiert:
a) Spezifikation von Werkzeugmaschinen sowie zugehöriger Bauelemente und Me-
tadaten: Die Funktionalität realisiert die Spezifikation von Werkzeugmaschinen
und der enthaltenen Bauelemente sowie die Spezifikation von Metadaten. Für
jede Werkzeugmaschine bzw. jedes Bauelement wird dabei ein eindeutiger
Bezeichner und ein Name festgelegt. Die Metadaten umfassen z.B. eine Ein-
ordnung der Maschine nach Baugröße, die Anschlussleistung, die maximalen
Geschwindigkeiten der Vorschubachsen sowie herstellerspezifische Angaben zur
Leistungsaufnahme von Werkzeugmaschinen.
b) Spezifikation von Produkt- und Funktionsstrukturen: Um den Energieverbrauch
unterschiedlicher Werkzeugmaschinen zu vergleichen, ist die Erzeugung von
Baumstrukturen aus Baugruppen bzw. Funktionen realisiert, die die Spezifika-
tion von Produkt- und Funktionsstrukturen ermöglicht.
c) Zuordnung energieverbrauchender Bauelemente zu Baugruppen bzw. Funktio-
nen: Diese Funktionalität ermöglicht die Verknüpfung der Bauelemente einer
Werkzeugmaschine mit Baugruppen bzw. Funktionen spezifizierter Produkt-
oder Funktionsstrukturen. Ist der Energiebedarf für die Bauelemente spezi-
fiziert, wird mit den Verknüpfungen die Berechnung des Energiebedarfs von
Baugruppen bzw. Funktionen einer Werkzeugmaschine durchgeführt.
d) Spezifikation des Energieverbrauchs von Bauelementen: Für jedes Bauelement
einer Werkzeugmaschine wird der Energieverbrauch in spezifischen Nutzungs-
szenarien erfasst. Die Funktionalität ermöglicht die Spezifikation eines einzelnen
Verbrauchswerts (durchschnittlicher Verbrauch) sowie die Spezifikation des
Verbrauchs in unterschiedlichen Betriebszuständen einer Werkzeugmaschine
nach ISO/DIS 14955-1 [9] (z.B. Stand-By, Betriebsbereit, In Bearbeitung).
e) Berechnung des Energieverbrauchs: Mit dieser Funktionalität wird der Ener-
gieverbrauch einer Baugruppe bzw. einer Funktion für ein Nutzungsszenario
einer Werkzeugmaschine entsprechend Abschnitt 5.3.1 berechnet. Zur Berech-
nung werden die spezifizierten Verknüpfungen von Bauelementen mit den
Baugruppen bzw. Funktionen sowie die spezifizierten Energieverbrauchswerte
verwendet.
f) Import und Export von Energieverbrauchsdaten: Zur Nutzung und Veränderung
der Energieverbrauchswerte mit externen Systemen (z.B. Tabellenkalkulationen
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oder Simulationswerkzeugen wie Simulink11) sind sowohl der Export als auch
der Import in ein CSV-Datenformat12 realisiert.
Lebenszyklusbezogene Bilanzierung
Für das Modul lebenszyklusbezogene Bilanzierung wurden die folgenden Funktionali-
täten realisiert:
g) Import und Export von Energiemessdaten: Zur Verarbeitung von Energiemess-
daten, die mit der Software LabVIEW erfasst wurden, wird ein Import aus
dem lvm-Datenformat unterstützt (siehe Abschnitt 4.2.2). Darüber hinaus
wird der Import und Export von Energiemessdaten in ein XML-Datenformat
unterstützt. Die Import- und Exportoperationen dieser Funktionalität wurden
von Dietze in [39] realisiert.
h) Datentransformationen: Für die Entwicklung von Workflows zur Bereitstellung
von Energiekennzahlen wurden verschiedene Datentransformationen für Ener-
giemessdaten im Datenformat des measurement data model (Abschnitt 4.2.1)
realisiert. Dazu zählen die Berechnung von Spitzen- und Mittelwerten, die
Bearbeitung der Zeitschritte von Messdaten sowie das Zusammenfassen und
Aufspalten von Messreihen. Darüber hinaus dient diese Funktionalität auch
zur Bereitstellung der Einzelschritte des Workflows zur Berechnung der lebens-
zyklusbezogenen Energieproduktivität.
i) Visualisierung von Energiemessdaten: Diese Funktionalität ermöglicht die
grafische Darstellung importierter Energiemessdaten im Datenformat des mea-
surement data model.
j) Berechnung der lebenszyklusbezogenen Energieproduktivität: Als Referenzrealisie-
rung für weitere Workflows stellt diese Funktionalität den Workflow zur Berech-
nung der lebenszyklusbezogenen Energieproduktivität bereit (Abschnitt 4.2.2).
Der Workflow zur Berechnung der lebenszyklusbezogenen Energieproduktivität
nutzt die Funktionalitäten g und h zur Realisierung der Einzelschritte.
Die bereitgestellten Operationen zum Import und Export sowie zur Transformation
von Daten bilden die Grundlage zur Entwicklung weiterer Workflows zur Berechnung
von Energiekennzahlen. Geplant ist z.B. die Berechnung der Energieverbrauchswerte
für Baugruppen bzw. Funktionen aus Energiemessdaten, die im lvm-Datenformat
oder ähnlichen Messdatenformaten vorliegen, sowie Energieverbrauchswerte für un-
terschiedliche Betriebszustände von Werkzeugmaschinen.
11Simulink: Software für technische und physikalische Simulationen mit Hilfe grafischer Blöcke,
http://www.mathworks.de/products/simulink/
12Comma Separated Value, http://www.ietf.org/rfc/rfc4180.txt
97
5 Softwarewerkzeuge zur energieorientierten Produktentwicklung
Abbildung 5.9: Softwarekomponenten des Softwarewerkzeugs zur Energiedatenver-
waltung für Werkzeugmaschinen.
5.3.3 Softwarekomponenten der Energiedatenverwaltung
Die Energiedatenverwaltung stellt Softwarekomponenten für alle Schichten der Soft-
warearchitektur des EnergyNavigator bereit. Abbildung 5.9 zeigt eine Übersicht
dieser Softwarekomponenten und ordnet sie in die drei Schichten der Softwarearchi-
tektur des EnergyNavigator ein. Die Übersicht der Softwarekomponenten stellt die
Komponenten Energiedatenverwaltung aus Abb. 5.1 im Detail dar. Unter dem Namen
jeder Komponente sind die jeweils realisierten Funktionalitäten aus Abschnitt 5.3.2
angegeben. Die Pfeile zwischen den Komponenten zeigen, welche Komponente die
Funktionalitäten anderer Komponenten nutzt.
Die Softwarekomponenten in der Schicht Portal umfassen die Benutzerschnittstel-
len der Energiedatenverwaltung.
• Unterschiedliche Werkzeugmaschinen, die mit der Energiedatenverwaltung
anhand einer spezifizierten Produkt- oder Funktionsstruktur verglichen wer-
den, bilden ein sogenanntes Energiedatenprojekt. Der ProjectView stellt ei-
ne Übersicht über alle erstellten Energiedatenprojekte bereit und ermöglicht
die Anpassung und Änderung der Eigenschaften eines Energiedatenprojekts
(Funktionalitäten a und f). Zudem umfasst der ProjectView auch Ein- und
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Ausgabemasken zur Spezifikation von Produkt- und Funktionsstrukturen (Funk-
tionalität b).
• Der ComparisonView dient zur Ausgabe der berechneten Energieverbrauchs-
daten für den Vergleich von Werkzeugmaschinen eines Energiedatenprojekts
(Funktionalität e). Im ComparisonView besteht die Möglichkeit, unterschiedliche
Energieverbrauchsdaten für eine Maschine (z.B. unterschiedliche Nutzungs-
szenarien) und die Energieverbrauchsdaten unterschiedlicher Maschinen zu
vergleichen.
• Der EntityView umfasst Eingabemasken zur Spezifikation von Werkzeugmaschi-
nen mit Metadaten und zugehörigen Bauelementen. Zudem umfasst der View
die Eingabemasken zur Spezifikation der Zuordnung von Bauelementen zu Bau-
gruppen bzw. Funktionen und die Spezifikation von Energieverbrauchsdaten
von Bauelementen (Funktionalitäten a, c und d).
• Der MeasurementDataView dient zur Visualisierung der Energiemessdaten in
Form von Liniendiagrammen (Funktionalität i).
In der Schicht Services sind die Softwarekomponenten realisiert, die die Pro-
grammfunktionalität des Vergleichs des Energiebedarfs von Werkzeugmaschinen und
der lebenszyklusbezogenen Bilanzierung bereitstellen.
• Die Komponente EnergyUsageController realisiert die Funktionalitäten für
die Ausgabemasken des ProjectView und des ComparisonView. Die erforderli-
chen Daten werden mithilfe der Komponente EnergyDataStructures aus der
Datenbank gelesen (Funktionalitäten e und f).
• Der EntityDataController stellt Funktionalitäten zur Erzeugung und Modifi-
kation der erforderlichen Daten für den Vergleich des Energieverbrauchs von
Werkzeugmaschinen bereit. Der Zugriff und die Speicherung der Daten in der
Datenbank erfolgt mithilfe der Komponente EnergyDataStructures (Funktiona-
litäten a–d).
• Die Komponente MeasurementController dient zur Transformation der in
der Datenbank gespeicherten Energiemessdaten in Datenstrukturen für die
Visualisierung im MeasurementDataView (Funktionalität i).
• In der Komponente DataTransformation sind alle Datenverarbeitungsschritte
realisiert, die für die Einzelschritte des Workflows zur Berechnung der lebens-
zyklusbezogenen Energieproduktivität erforderlich sind (Abschnitt 4.2.2). Die
Komponente steuert zudem die Abarbeitung des Workflows (Funktionalität j).
• Die erforderlichen Datenstrukturen zum Vergleich des Energieverbrauchs von
Werkzeugmaschinen und zur lebenszyklusbezogenen Bilanzierung sind in der
Softwarekomponente EnergyDataStructures realisiert (Funktionalitäten a–j).
Die Komponente kapselt zudem den Zugriff auf die Datenbank.
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Die Schicht Workflow/Datenbank umfasst die Implementierung des Workflows
zur Berechnung der lebenszyklusbezogenen Energieproduktivität sowie die Datenbank-
tabellen zur Abbildung der Datenstrukturen der Komponente EnergyDataStructures.
Die Implementierung der Softwarekomponenten erfolgte durch den in Abschnitt 5.1
vorgestellten JBoss Application Server mit den zugehörigen Bibliotheken. Für die
Implementierung der Visualisierung von Energiemessdaten wurde die Bibliothek
„Apache MyFaces Trinidad“13 genutzt.
5.3.4 Grafische Benutzerschnittstellen
In Abb. 5.10 sind zwei Benutzerschnittstellen des ComparisonView für den Vergleich
des Energieverbrauchs von Werkzeugmaschinen dargestellt. Als Beispiel wird der
Energieverbrauch zweier Werkzeugmaschinen (Machine 1 und Machine 2 ) anhand
der in Abb. 5.8, rechts dargestellten Funktionsstruktur verglichen.
Abbildung 5.10(a) zeigt die spezifizierten Bauelemente und Energieverbräuche von
Machine 1. Die Tabelle enthält in der linken Spalte die Funktionen der Funktionsstruk-
tur und in der mittleren Spalte die zugeordneten Bauelemente der Werkzeugmaschine
Machine 1. In der rechten Spalte ist der spezifizierte Energieverbrauch des jeweiligen
Bauelements dargestellt. Der berechnete Energieverbrauch der Werkzeugmaschine ist
in der ersten Zeile dargestellt. Über die Menüleiste (Actions) können die Metadaten
der betrachteten Werkzeugmaschine (Edit Machine) sowie weitere Messungen des
Energieverbrauchs der Werkzeugmaschine (Add Simple Consumption und Add Opera-
tion State Consumption) hinzugefügt werden. Die Simple Consumption entspricht der
Messung eines Energieverbrauchswerts je Bauelement und die Operation State Con-
sumption der Messung des Energieverbrauchs eines Bauelements in unterschiedlichen
Betriebszuständen der Werkzeugmaschine entsprechend Funktionalität d.
Abbildung 5.10(b) zeigt die Benutzerschnittstelle zum Vergleich des Energiever-
brauchs der beiden Werkzeugmaschinen anhand der Funktionen der Funktionss-
truktur aus Abb. 5.8, rechts. Wie in Abschnitt 5.3.1 beschrieben, entspricht der
Energieverbrauch der Funktion einer Maschine der Summe der Energieverbräuche
der zugeordneten Bauteile. Der Energieverbrauch des Wurzelelements der Funk-
tionsstruktur entspricht dem Gesamtenergieverbrauch der Werkzeugmaschine. In
der rechten Spalte der Benutzerschnittstelle wird zusätzlich zum Energieverbrauch
der jeweiligen Funktion die Differenz zum Energieverbrauch der ersten Maschine
entsprechend der Auswahl über der Tabelle ausgegeben und visualisiert.
5.4 Zusammenfassung
In diesem Kapitel wurden zwei webbasierte Softwarewerkzeuge vorgestellt, die als Be-







Abbildung 5.10: Benutzerschnittstellen des ComparisonView zum Vergleich des Ener-
gieverbrauchs von Werkzeugmaschinen. (a): Zuordnung der Bauelemente einer Werk-
zeugmaschine (Machine Components) zu den Funktionen der Funktionsstruktur
aus Abb. 5.8, rechts (Common Structure) mit spezifizierten Energieverbräuchen
(Consumption (Power)). (b): Vergleich des Energieverbrauchs von zwei Werkzeugma-
schinen (ISO_M: Machine 1 und ISO_M2: Machine 2 ) anhand der Funktionen der
Funktionsstruktur (Common Structure).
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Das Softwarewerkzeug zur skalierbaren multikriteriellen Priorisierung (SP-AHP-
Tool) realisiert das in Kapitel 3 vorgestellte Verfahren zur skalierbaren multikri-
teriellen Priorisierung von Softwareanforderungen. Im Gegensatz zu bestehenden
Softwarewerkzeugen für AHP unterstützt das SP-AHP-Tool unsichere paarweise
Vergleiche (Fuzzy-AHP) sowie eine benutzerdefinierte Auswahl von Skalen zur Ab-
bildung der verbalen Beschreibung von paarweisen Vergleichen auf Skalenwerte.
Weitere Unterscheidungsmerkmale sind die Spezifikation mehrerer AHP-Hierarchien
für eine gemeinsame Menge von Alternativen sowie die Integration unterschiedli-
cher Domänenexperten bei der Durchführung der paarweisen Vergleiche und die
Aggregation von Einzelbewertungen. Die webbasierte Realisierung des SP-AHP-Tools
ermöglicht zudem eine einfache und verteilte Nutzung. Besonders hervorzuheben ist,
dass die Nutzung des Softwarewerkzeugs nicht auf die Priorisierung von Anforde-
rungen beschränkt ist, sondern für weitere multikriterielle Problemstellungen der
Produktentwicklung eingesetzt werden kann. So wurde das Softwarewerkzeug im
Rahmen des Projekts eniPROD z.B. zur Priorisierung von Herstellungsprozessketten
hinsichtlich ökologischer und technischer Kriterien eingesetzt (siehe Anhang B).
Das Softwarewerkzeug zur Energiedatenverwaltung von Werkzeugmaschinen stellt
für die Analyse und vergleichende Bewertung des Energiebedarfs von Werkzeug-
maschinen zwei Module bereit. Das erste Modul realisiert einen Vergleich des
Energieverbrauchs von Werkzeugmaschinen anhand von Energiekennzahlen. Um
Werkzeugmaschinen mit unterschiedlichen Bauelementen zu vergleichen, werden
die Bauelemente Produkt- oder Funktionsstrukturen zugeordnet und damit ein
Vergleich anhand von Baugruppen bzw. Funktionen realisiert. Damit ist im Gegen-
satz zu bestehenden Softwarewerkzeugen ein Vergleich von Werkzeugmaschinen in
unterschiedlichen Nutzungsszenarien möglich. Das zweite Modul realisiert die Be-
rechnung der Energiekennzahlen mit Workflows. Als Referenzrealisierung wurde der
Workflow zur Berechnung der lebenszyklusbezogenen Energieproduktivität realisiert
(Abschnitt 4.2). Die für den Workflow bereitgestellten Operationen zur Datenerfas-
sung und -transformation bilden die Grundlage zur Entwicklung weiterer Workflows
zur Berechnung von Energiekennzahlen. Besonders hervorzuheben ist, dass der Ver-
gleich des Energieverbrauchs anhand von Produkt- oder Funktionsstrukturen für ein
großes Spektrum von Werkzeugmaschinen geeignet ist. Insbesondere der Vergleich




In der vorliegenden Arbeit wurden Methoden und Verfahren für drei ausgewählte
Abläufe der Produktentwicklung entworfen und realisiert. Die Abläufe sind die Ausar-
beitung von Anforderungsspezifikationen für technische Produkte, die Priorisierung
von Anforderungen sowie die Analyse und Bewertung des Energiebedarfs von Werk-
zeugmaschinen. Der Schwerpunkt der Methoden und Verfahren ist die Strukturierung
der Zusammenarbeit von Experten unterschiedlicher Domänen in den Abläufen
sowie die Erweiterung der Abläufe um Energie- und Ressourcenbewertungen. Die
Grundlage der erarbeiteten Methoden und Verfahren sind bestehende Konzepte und
Methoden der Fachbereiche Maschinenbau, Betriebswirtschaft und Informatik (z.B.
Anforderungsmanagement, Workflows, Graphen). Die Zielstellung der Arbeit ist die
softwaretechnische Unterstützung der gewählten Abläufe, um die Komplexität der
zu entwickelnden Produkte beherrschbar zu machen und den manuellen Aufwand
von Domänenexperten in den Abläufen zu verringern.
Für die Ausarbeitung von Anforderungsspezifikationen wurde ein Workflow zur Er-
zeugung und Validierung von Anforderungsspezifikationen entwickelt. Im Gegensatz
zu bestehenden informalen Beschreibungen der Ausarbeitung von Anforderungsspezi-
fikationen wird mit demWorkflow die Interaktion unterschiedlicher Domänenexperten
bei der Erzeugung einer Anforderungsspezifikation strukturiert und organisiert. Die
Spezifikation des Workflows in der Workflowbeschreibungssprache BPMN macht eine
unmittelbare softwaretechnische Realisierung des Workflows möglich. Die in der Pro-
duktentwicklung verfolgten Energie- und Ressourcenziele werden mit dem Workflow
explizit spezifiziert, um das Erreichen dieser Ziele in nachfolgenden Schritten der
Produktentwicklung zu überprüfen.
Die Besonderheit des Workflows zur Erzeugung und Validierung von Anforderungs-
spezifikationen stellt die Unterstützung zur Validierung einer Anforderungsspezifika-
tion hinsichtlich der Qualitätskriterien Vollständigkeit, Integrität und Konsistenz dar.
Die Unterstützung der Validierung basiert auf der Verknüpfung von Kunden- und
Produktanforderungen mit existierenden Checklisten und reduziert den manuellen
Aufwand zur Überprüfung der Qualitätskriterien.
Wie bereits in der Einleitung herausgestellt wurde, können Anforderungsspezifika-
tionen komplexer Systeme Hunderte oder sogar Tausende individuelle Anforderungen
enthalten. Mit der Priorisierung werden wesentliche Anforderungen zur Umsetzung
in ein Produkt identifiziert. Das entwickelte Verfahren zur skalierbaren multikrite-
riellen Priorisierung SP-AHP basiert auf der multikriteriellen Bewertungsmethode
Analytic Hierarchy Process (AHP) und eignet sich insbesondere zur Priorisierung
großer Mengen von Anforderungen für komplexe Systeme. Die Skalierbarkeit des
Verfahrens für große Mengen von Anforderungen wird durch die Bildung einer An-
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forderungshierarchie erreicht, die als Kriterienbaum in der Methode AHP eingesetzt
wird. In der Evaluation des Verfahrens wurde gezeigt, dass durch die Verwendung der
Anforderungshierarchie die Anzahl erforderlicher paarweiser Vergleiche gegenüber
bestehenden Methoden zur Priorisierung mit AHP signifikant reduziert wird. Zudem
zeigte sich, dass die Genauigkeit der mit SP-AHP ermittelten Prioritäten durch die
Reduktion der paarweisen Vergleiche nur unerheblich beeinflusst wird.
Besonders hervorzuheben ist, dass mit dem Verfahren SP-AHP die Bewertungen
von Experten unterschiedlicher Domänen in die Priorisierung durch zwei Strate-
gien einbezogen werden. Diese Strategien ermöglichen zum einen die Bewertung
domänenspezifischer Anforderungen durch entsprechende Experten und zum anderen
die konsensbasierte Zusammenführung von Einzelbewertungen in eine Gruppenbe-
wertung. Das Verfahren SP-AHP wurde zur Priorisierung von Anforderungen an
Softwaresysteme entwickelt. Die Anwendbarkeit der erarbeiteten Methode zur ska-
lierbaren Priorisierung auf Anforderungen im Bereich Maschinenbau wurde in [115]
gezeigt.
Zur Analyse und Bewertung des Energiebedarfs von Werkzeugmaschinen wurde ein
Workflow zur Berechnung der Energiekennzahl lebenszyklusbezogene Energieprodukti-
vität entwickelt. Die Einzelschritte des Workflows automatisieren die Erfassung von
energierelevanten Daten in unterschiedlichen Datenformaten, deren Transformation
zur Berechnung des Energiebedarfs der Werkzeugmaschine sowie die Berechnung der
Energieproduktivität. Besonders hervorzuheben ist, dass die parametrierbaren Einzel-
schritte den Einbezug unsicherer Daten in die Berechnung möglich machen und damit
Schwankungen der Energieproduktivität in Abhängigkeit von den Daten berechnet
werden können. Darüber hinaus wurde gezeigt, dass die im Workflow realisierten
Datenverarbeitungsschritte zur Entwicklung weiterer Workflows zur Berechnung von
Energiekennzahlen eingesetzt werden können.
Die Implementierung des Verfahrens SP-AHP und des Workflows zur Berechnung
der lebenszyklusbezogenen Energieproduktivität erfolgte in zwei separaten webbasier-
ten Softwarewerkzeugen, die in das Informationssystem EnergyNavigator integriert
sind. Die Softwarearchitekturen beider Softwarewerkzeuge stellen Referenzrealisie-
rungen dar, die zur Umsetzung weiterer Softwarewerkzeuge für den EnergyNavigator
herangezogen werden können.
Das Softwarewerkzeug zur skalierbaren multikriteriellen Priorisierung von Anfor-
derungen realisiert die zwei Strategien für den Einbezug von Domänenexperten in
die Bewertung als Workflows. Mit den Workflows werden die paarweisen Vergleiche
der Anforderungen auf unterschiedliche Experten verteilt und die resultierenden
Einzelbewertungen entsprechend der spezifizierten Art der Aggregation in eine Grup-
penbewertung zusammengeführt. Das Softwarewerkzeug unterstützt über die Funk-
tionalitäten von bestehenden Tools für AHP hinaus unsichere paarweise Vergleiche
(Fuzzy-AHP) sowie eine benutzerdefinierte Auswahl von Skalen zur Abbildung der
verbalen Beschreibung von paarweisen Vergleichen auf Skalenwerte. Ein besonderes
Merkmal des Softwarewerkzeugs ist, dass es für beliebige multikriterielle Problem-
stellungen einsetzbar ist. Ein weiteres Beispiel für die Anwendung des Werkzeugs ist
die multikriteriellen Bewertung von Fertigungsprozessketten in Abschnitt B.
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Das Softwarewerkzeug zur Energiedatenverwaltung stellt zwei Module zur Ana-
lyse und Bewertung des Energiebedarfs von Werkzeugmaschinen bereit. Das erste
Modul umfasst den Workflow zur Berechnung der lebenszyklusbezogenen Energie-
produktivität mit den realisierten Datenverarbeitungsschritten. Dieses Modul wurde
entwickelt, um Energiekennzahlen automatisiert bereitzustellen. Die Energiekennzah-
len werden im zweiten Modul des Softwarewerkzeugs zur Energiedatenverwaltung für
den Vergleich des Energiebedarfs unterschiedlicher Werkzeugmaschinen verwendet.
Der Vergleich wurde realisiert, indem die energieverbrauchenden Bauteile unter-
schiedlicher Werkzeugmaschinen einer Produkt- oder Funktionsstruktur zugeordnet
werden. Besonders hervorzuheben ist, dass mit Funktionsstrukturen ein Vergleich
sehr unterschiedlich aufgebauter Werkzeugmaschinen möglich ist.
Die Beiträge der vorliegen Arbeit zeigen den Nutzen von Workflows sowohl zur
Strukturierung und Steuerung der Zusammenarbeit von Domänenexperten als auch
zur automatisierten Datenverarbeitung. Zur Strukturierung der Zusammenarbeit
von Experten wurde für die Erzeugung von Anforderungsspezifikationen und die
Priorisierung von Anforderungen ein iteratives Vorgehen umgesetzt. In diesem Vor-
gehen werden Domänenexperten wiederholt zur Zusammenarbeit aufgefordert bis
ein Konsens für die gemeinsame Zielstellung erreicht ist. Die realisierten Workflows
stellen Referenzrealisierungen zur Strukturierung der Zusammenarbeit von Domänen-
experten im Produktentwicklungsprozess dar, die für weitere domänenübergreifende
Problemstellungen angewendet werden können. Ein Beispiel ist die domänenüber-
greifende Analyse und Bewertung alternativer Produktentwürfe im Hinblick auf ihre
technisch-funktionalen, ökologischen und ökonomischen Eigenschaften. Im Gegensatz
zu anderen Ansätzen zur Realisierung der Strukturierung der Zusammenarbeit von
Domänenexperten, wie z.B. Groupware [46], realisieren die Workflows eine gezielte
Interaktion der Experten, die unnötige Kommunikation vermeidet und damit eine
schnelle Problemlösung ermöglicht.
Der Nutzen von Workflows zur automatisierten Datenverarbeitung wurde anhand
der Berechnung der lebenszyklusbezogenen Energieproduktivität gezeigt. Die Grup-
pierung der Einzelschritte des Workflows anhand des Vorgehensmodells von Bufardi
et al. [29] stellt dabei eine Referenzrealisierung für weitere Workflows zur lebens-
zyklusbezogenen Bilanzierung dar. Da die Berechnung weiterer Energiekennzahlen
zum Teil übereinstimmende Einzelschritte erfordert, können diese Einzelschritte zur
Entwicklung weiterer Workflows zur Berechnung von Kennzahlen eingesetzt werden.
Durch die Trennung der Spezifikation des Workflows von seiner Implementierung ist
zudem eine Anpassung des Workflows durch eine Änderung der Workflowbeschrei-
bung mit bestehenden grafischen Tools auch durch fachfremde Experten möglich.
Eine solche Anpassung durch fachfremde Experten ist bei einer Implementierung der
Berechnung von Energiekennzahlen in einer universellen Programmiersprache nicht
möglich.
Die in dieser Arbeit entwickelten Workflows und Verfahren repräsentieren nur
einen Teil der Abläufe einer energieorientierten Produktentwicklung. Für eine umfas-
sende Unterstützung ist daher die Erarbeitung weiterer Verfahren und Methoden
notwendig, die Energie- und Ressourcenbetrachtungen sowie eine Integration unter-
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schiedlicher Domänenexperten in allen Phasen des Produktentwicklungsprozesses
ermöglichen. Dazu zählt z.B. die Unterstützung der Phasen Synthese und Verifikation
des Property-Driven Design. In diesen Phasen ist unter anderem eine Unterstützung
in Form einer Optimierung des energetischen Verhaltens eines Produkts sowie des
Vergleichs von spezifizierten Anforderungen eines Produkts mit den Eigenschaften
des Produktentwurfs erforderlich. Die vorgestellten Workflows und Verfahren können
dabei helfen, weitere Workflows zu entwickeln, die die Zusammenarbeit von Domä-
nenexperten strukturieren, und Softwarewerkzeuge zu realisieren, die den Energie-




In Anhang A wird zunächst eine Einordnung der Produktentwicklung in den Pro-
duktlebenszyklus anhand der Definitionen nach Eigner und Stelzer [44] gegeben.
Abschnitt A.2 beschreibt anschließend Vorgehensmodelle der Produktentwicklung im
Maschinenbau und legt Vor- und Nachteile der Vorgehensmodelle für eine energieori-
entierte Produktentwicklung dar.
A.1 Einordnung der Produktentwicklung in den
Produktlebenszyklus
In der Literatur werden unterschiedliche Einordnungen der Produktentwicklung in
den Lebenszyklus vorgenommen (z.B. [43, 106]). Abbildung A.1 zeigt die Phasen des
Lebenszyklus eines Produkts und die Einordnung der Begriffe Produktentwicklung,
-herstellung und -entstehung nach Eigner und Stelzer [44].
Produktentwicklung Die Produktentwicklung umfasst die Erfassung der Anforde-
rungen des Produkts, die Produktplanung, die eigentliche Produktentwicklung
und zum Teil die Planung der Herstellung des Produkts (Prozessplanung). Das
Ergebnis der Produktentwicklung ist eine Beschreibung des Produkts mit allen
zur Herstellung notwendiger Planungsunterlagen, d.h. die Produktbeschrei-
bung mit allen Dokumenten, Beschreibungen, Spezifikationen und digitalen
Modellen sowie die Entwurfs- und Produktionsunterlagen aller Betriebsmittel














Abbildung A.1: Einordnung von Produktentwicklung und -herstellung in den Lebens-
zyklus eines Produkts nach Eigner und Stelzer [44].
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Produktherstellung Zur Produktherstellung zählen insbesondere die Prozessplanung
und die Herstellung des Produkts (Produktion). Das Resultat der Produkther-
stellung ist ein physisches Produkt mit den notwendigen operativen Ressourcen
(z.B. Anlagen, Personal, Finanzmittel). Da auch schon während der Entwick-
lung bereits physikalische Prototypen des Produkts hergestellt werden, existiert
eine Überlappung zwischen Produktherstellung und -entwicklung.
Über diese Definitionen hinaus finden in der Literatur auch die Begriffe „Pro-
duktentstehung“ [44] (Anforderungen bis Prozessplanung), „Produkterstellung“ [43]
(Anforderungen bis Produktion) oder „Produktdefinition“ (Anforderungen bis Ent-
wicklung) Anwendung. Jedoch werden auch diese Begriffe nicht einheitlich verwen-
det [136].
A.2 Vorgehensmodelle der Produktentwicklung
Im Bereich des Maschinenbaus existiert eine Reihe von Vorgehensmodellen, die die
Abläufe der Planung und Entwicklung von technischen Produkten abbilden. In den
folgenden Abschnitten soll eine Auswahl von Vorgehensmodellen vorgestellt werden,
die für das Vorgehensmodell zur energieorientierten Produktentwicklung wesentlich
sind.
A.2.1 VDI 2221
Die VDI1-Richtlinie 2221 [2] stellt eine allgemein anerkannte und weit verbreitete
Vorgehensweise für die Planung und Entwicklung technischer Produkte dar. Ähnlich
dem Wasserfallmodell in der Softwareentwicklung [119] beschreibt die VDI 2221 eine
sequentielle Abfolge der wesentlichen Schritte der Entwicklung eines Produkts und
der dabei erzeugten Dokumente (siehe Abb. A.2). Ausgehend von der Erfassung und
Verfeinerung der Anforderungen (Schritt 1) erfolgt die Aufstellung einer Grobstruk-
tur des Produkts mit möglichen Lösungsprinzipien (Schritte 2 und 3). Nach einer
Gruppierung der erforderlichen Funktionalitäten des Produkts in Module (Schritt 4)
erfolgt die detaillierte Beschreibung maßgebender Module (Schritt 5). Durch die
Zusammenfassung der in Schritt 5 erzeugten Vorentwürfe wird ein Gesamtentwurf
des Produkts mit Baugruppen, Bauteilen und Stücklisten in Schritt 6 erarbeitet.
In Schritt 7 erfolgt die Erstellung einer Produktdokumentation, die die Grundlage
für die Planung der Herstellung bildet. Nach jedem Schritt erfolgt ein Abgleich der
Arbeitsergebnisse mit den gegebenen Anforderungen. Genügen die Ergebnisse den
Anforderungen nicht, können vorherige Schritte wiederholt oder auch Anforderungen
geändert werden.
Ein stringentes Durchlaufen aller Schritte des Entwicklungsprozesses wird von der
VDI 2221 nicht gefordert. Über das sogenannte „Iterative Vor- und Rückspringen“
(Abb. A.2, links) können Schritte übersprungen oder erneut durchgeführt werden. So
1Verein Deutscher Ingenieure
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Abbildung A.2: Arbeitsschritte (1–7) und Arbeitsergebnisse der Produktentwicklung
nach VDI 2221 [2].
können beispielsweise bei einer Änderungskonstruktion, bei der die Funktionalitä-
ten einzelner Module eines Produkts angepasst werden sollen, die Schritte 2 bis 4
übersprungen werden. Nach der Erfassung der Änderungen (d.h. der Anforderungen,
Schritt 1) kann somit direkt mit der Gestaltung der zu ändernden Module (Schritt 5)
begonnen werden.
Die sequentielle Abfolge der Schritte des Entwicklungsprozesses wird jedoch von
verschiedenen Autoren als zu starr und wenig flexibel bezeichnet (u.a. [43, 108,149]).
Zwar wird die Flexibilität über das „Iterative Vor- und Rückspringen“ berücksichtigt,
jedoch werden Ursachen und Mechanismen der Sprünge nicht erklärt und es überwiegt
das vorwärtsgerichtete Vorgehen [145]. So kann sich in realen Entwicklungsprozessen
die Abfolge der durchgeführten Arbeitsschritte nicht nur für ein Gesamtsystem,
sondern auch für Teilsysteme wesentlich unterscheiden. Beispielsweise kann für wenig
komplexe Teilsysteme ein erfahrungsgeleitetes Vorgehen, d.h. ein direktes Ableiten
von Lösungen aus den gegebenen Anforderungen, die effektivste Herangehensweise
sein. Komplexe Teilsysteme erfordern hingegen ein sorgfältig methodisches Vorgehen,
um hinreichend gute Lösungen in einem gegebenen Zeitrahmen zu erreichen [17].
Eine weitere Kritik an der VDI 2221 ist der ungenügende Einbezug von Lebenszy-
klusbetrachtungen in den Produktentwicklungsprozess. So wird zwar das Recycling
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Abbildung A.3: Links: Schritte der Produktentwicklung des Property-Driven-Design
(PDD) nach Weber und Deubel [149]. Rechts: Synthese zur Änderung von Merkmalen
eines Produkts; Analyse zur Ermittlung der Ist-Eigenschaften eines Produkts; Verifi-
kation für den Abgleich von Ist- und Soll-Eigenschaften eines Produkts nach [149].
von Produkten aufgegriffen [106], die Nutzungsphase bleibt jedoch weitestgehend
unberücksichtigt [108]. Da der Großteil des Energiebedarfs im gesamten Lebenszyklus
für viele technische Produkte in der Nutzungsphase entsteht [33, 147], ist deren
Berücksichtigung in der Produktentwicklung essentiell.
A.2.2 Property-Driven-Design (PDD)
Das Property-Driven-Design (PDD) von Weber und Deubel [149] greift die mangeln-
de Flexibilität der VDI 2221 auf. Wesentlich für das PDD ist die Unterscheidung
zwischen den Merkmalen (characteristics, C) und den Eigenschaften (properties, P )
eines Produkts (Abb.A.3, rechts). Merkmale spezifizieren die Struktur und Gestalt
des Produkts, die vom Konstrukteur direkt verändert werden können. Im Gegensatz
dazu spezifizieren Eigenschaften das Verhalten des Produkts, das durch die Merkmale
und externe Faktoren (z.B. physikalische Gesetze) bestimmt ist. Eigenschaften kön-
nen nur durch eine Änderung der Merkmale vom Konstrukteur beeinflusst werden. Es
wird zwischen Ist-Eigenschaften (P i) (das Verhalten des Produkts zum aktuellen Ent-
wicklungsstand) und Soll-Eigenschaften (P s) (zu erreichende Produktanforderungen)
unterschieden. Die Gesamtheit der Merkmale und Eigenschaften sowie die Abhän-
gigkeiten zwischen Merkmalen und Eigenschaften bilden ein sogenanntes virtuelles
Produktmodell.
Der PDD beschreibt neben dem Produktmodell aus Merkmalen und Eigenschaften
ein allgemeines Vorgehensmodell der Produktentwicklung als Folge von Designiteratio-
nen bestehend aus den Schritten Synthese, Analyse und Verifikation (Abb.A.3, links).
Aufbauend auf der Ermittlung der Produktanforderungen (analog zum Schritt 1 der
VDI 2221), werden die Soll-Eigenschaften des Produkts P s0 , ..., P sn betrachtet und
Änderungen der Merkmale zur Erreichung der Soll-Eigenschaften vorgenommen. In
der darauf folgenden Analyse werden die (veränderten) Merkmale C0, ..., Cm analy-
siert und die Ist-Eigenschaften des Produkts P i0, ..., P in abgeleitet. Der abschließende
Verifikationsschritt der Designiteration vergleicht die Ist- und Soll-Eigenschaften des
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Produkts. Anhand des Vergleichs werden Handlungsanweisungen für die nächste
Designiteration erarbeitet. Der Entwicklungsprozess ist beendet, sobald eine Konfi-
guration der Merkmale gefunden ist, die die Soll-Eigenschaften (Anforderungen) des
Produkts erfüllt.
Im Gegensatz zur VDI 2221 unterscheidet der PDD nicht zwischen abstrakten Pro-
duktkonzepten und ausgearbeiteten Produktentwürfen. Weber und Deubel betonen,
dass die Soll-Eigenschaften sowohl durch Produktkonzepte (z.B. Funktionsstruk-
turen, Schritt 2, VDI 2221) als auch durch einen konkreten Produktentwurf (z.B.
Gesamtentwurf, Schritt 6, VDI 2221) gegeben sein können. Je nach Art der Soll-
Eigenschaften unterscheiden sich jedoch die eingesetzten Methoden zur Ermittlung
der Ist-Eigenschaften. Während in den frühen Phasen eher grobe Berechnungen
und Abschätzungen zum Einsatz kommen, werden die Eigenschaften konkreter Pro-
duktentwürfe durch Simulationen ermittelt. So kann auch der lebenszyklusbezogene
Energie- und Ressourcenbedarf von Produkten als Soll-Eigenschaft betrachtet werden
und jederzeit im Produktentwicklungsprozess überprüft werden.
A.2.3 Design to e
Auf Grundlage des PDD wurde von Neugebauer et al. das Vorgehensmodell „Design
to e“ in [102] vorgestellt, das den Analyse-, Synthese- und Verifikationsschritten des
PDD Handlungsanweisungen zur Entwicklung energieeffizienter Produkte zuordnet.
Im Vorgehensmodell Design to e wird der Analyseschritt vor dem Syntheseschritt
durchgeführt (siehe Abbildung A.4), da als Fallbeispiel die Verbesserung einer be-
stehenden Werkzeugmaschine hinsichtlich des Energiebedarfs betrachtet wird. Die
energetische Eigenschaften der Werkzeugmaschine sind noch nicht bekannt und
müssen in einem ersten Analyseschritt ermittelt werden.
Im Vorgehensmodell nach Neugebauer et al. wird im ersten Schritt eine Spe-
zifikation der Problemstellung (Schritt 1: Verbesserung von Energieeffizienz und
-effektivität) vorgenommen. Anschließend werden der Energiebedarf der gesamten
Werkzeugmaschine und ihrer energieverbrauchenden Komponenten (hier als Subsys-
teme bezeichnet) sowie die Energieflüsse zwischen einzelnen Komponenten ermittelt
und die dabei entstehenden Energieverluste abgeschätzt (Schritt 2).
Entsprechend der Annahme, dass in den Komponenten in denen der größte Ener-
giebedarf auftritt auch die größten Einsparpotenziale bestehen, werden diese Kompo-
nenten bevorzugt für eine Änderung im Syntheseschritt (Schritt 3.a) herangezogen.
Hier wird zunächst geprüft, ob der Energiebedarf für spezielle Nutzungsszenarien
eliminiert werden kann oder ob durch eine anforderungsgerechte Steuerung von
Komponenten der Energiebedarf gesenkt werden kann (z.B. eine Abschaltung oder
Steuerung der Kühlmodule von Werkzeugmaschinen). Weitere Potenziale bieten die
Verbesserung des Wirkprinzips (z.B. Erhöhung des Wirkungsgrads einer Komponente)
und die Rückgewinnung von Energie (z.B. eine Speicherung der Energie die durch
das Abbremsen der Vorschubachsen einer Werkzeugmaschine entsteht).
Nach der Änderung der Komponenten müssen diese im Integrationsschritt 3.b in
die Werkzeugmaschine übernommen werden. Der abschließende Verifikationsschritt
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1. Aufgaben- und Problembeschreibung
• Erreichung von Energieeffizienz und -effektivität
2. Analyse des Energiebedarfs der Werkzeugmaschine
• Systematisierung des Energiebedarfs
• Ermittlung der wesentlichen Energieverbraucher
• Abschätzung der Energieverluste
⇒ Spezifikation zu bearbeitender Subsysteme
3.a Synthese I: Lösungsfindung zur Erhöhung von
Energieeffizienz und -effektivität
• (temporäre) Eliminierung des Energiebedarfs (Effektivität)
• Anforderungsgerechte Anpassung des Energiebedarfs (Effizienz)
• Allgemeine Erhöhung der Energieeffizienz (elektrische Effizienz)
• Rückgewinnung von Energie (Effizienz)
⇒ Verbesserung gewählter Subsysteme
3.b Synthese II: Systemintegration
• Integration bearbeiteter Subsysteme
⇒ Gesamtentwurf
4. Systemverifikation
• Analyse des Systems und quantitative Abschätzung der erreich-
ten Einsparungen




Abbildung A.4: Vorgehensmodell „Design to e“ nach Neugebauer et al. [102].
(Schritt 4) sichert ab, dass die Änderung der ausgewählten Komponenten tatsächlich
eine Verbesserung des Energiebedarfs der Werkzeugmaschine nach sich zieht.
A.2.4 VDI 2206
Sowohl die VDI 2221 als auch das Property-Driven-Design legen den Schwerpunkt auf
die Abbildung des Produktentwicklungsprozesses aus Sicht der Konstrukteure und
somit auf die Abläufe zur Planung und Entwicklung der physikalischen und mechani-
schen Eigenschaften von Produkten [145]. In der Produktentwicklung sind jedoch
auch andere Fachbereiche wie die Elektrotechnik oder die Informatik beteiligt, deren
Entwicklungsprozesse insbesondere in der VDI 2221 nicht berücksichtigt werden. Die
VDI 2206 [5] widmet sich daher, als Ergänzung zur VDI 2221, der Entwicklung mecha-
tronischer Produkte, d.h. der Integration domänenspezifischer Entwicklungsprozesse
von Maschinenbau, Elektrotechnik und Informatik auf Grundlage des V-Modells in
der Softwareentwicklung [22,145] (siehe Abb. A.5).
Ausgehend von einer domänenübergreifenden Erfassung der Anforderungen und
Systementwurfsschritten, werden domänenspezifische Teilsysteme zunächst unabhän-
gig voneinander entwickelt (domänenspezifischer Entwurf). In der anschließenden
Systemintegrationsphase werden die entwickelten Teilsysteme kombiniert und die
erreichten Eigenschaften durch virtuelle und reale Prototypen des Produkts über-
prüft. Der Zyklus der Schritte Systementwurf, domänenspezifischer Entwurf und
Systemintegration wird wiederholt, bis das Produkt die geforderten Eigenschaften
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Abbildung A.5: V-Modell zur Entwicklung mechatronischer Systeme nach VDI 2206
[5].
erreicht hat. Die VDI 2206 sieht vor, dass während des Produktentwicklungsprozesses
ein domänenübergreifendes Produktmodell ausgearbeitet wird (Modellbildung und
-analyse). Eine tatsächliche Umsetzung in ein rechnergestütztes Produktmodell steht
jedoch noch weitgehend aus [145].
Insbesondere der domänenspezifische Entwurf, der separate Entwicklungsprozesse
unterschiedlicher Domänen vorschlägt, die in der Systemintegrationsphase zusam-
mengefasst werden, wird von verschiedenen Autoren kritisiert (z.B. [43, 145]). So
zeigen die Erfahrungen der Praxis, dass Interaktionen und Abstimmungen zwischen
den Domänenexperten während der gesamten Produktentwicklung, und somit auch
innerhalb des domänenspezifischen Entwurfs, notwendig ist [43].
A.2.5 Integrierte Produktentwicklung
Ehlenspiel [43] greift das Problem der separaten domänenspezifischen Produktent-
wicklungsprozesse der VDI 2206 auf und beschreibt eine kontinuierliche entwick-
lungsbegleitende Zusammenarbeit von Domänenexperten. Die sogenannte Integrierte
Produktentwicklung beschränkt sich dabei nicht auf Entwickler und Konstrukteure,
sondern bezieht andere Beteiligte wie Kunden, Lieferanten sowie Experten aus dem
Vertrieb oder der Materialwirtschaft in den Ablauf der Produktentwicklung ein. Ab-
bildung A.6 zeigt das Zusammenwirken der unterschiedlichen Domänen („Handlungs-
und Zielsysteme“) sowie der Merkmale und Eigenschaften eines Produkt („Sach-
system Produkt“) und der zugehörigen der Herstellung des Produkts („Sachsystem
Produktion“) in der Integrierten Produktentwicklung. Die Integrierte Produktent-
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Abbildung A.6: Vorgehensmodell der Integrierten Produktentwicklung (IPE) mit dem
Zusammenwirken verschiedener Handlungs-, Ziel- und Sachsysteme nach Ehrlenspiel
[43].
wicklung bildet das Zentrum der beteiligten Teilsysteme das die Vorgehensmodelle
(hier „Methodiken“) der unterschiedlichen Domänen verknüpft.
Wesentliches Merkmal der Integrierten Produktentwicklung ist das sogenann-
te „Zweistufen-Vorgehen“, bei dem ein Wechsel zwischen der erfahrungsgeleiteten
Entwicklung (intuitives Suchen nach Lösungen entsprechend der Erfahrungen des
Konstrukteurs) und einem methodischen Vorgehen (entsprechend eines Vorgehens-
modells, z.B. der VDI 2221) stattfindet [43]. Je nach Komplexität und Anspruch der
Zielsetzung (z.B. Optimallösung oder Lösung mit Funktionserfüllung) wird für die
Entwicklung des Produkts bzw. dessen Teilsysteme eine geeignete Herangehensweise
ausgewählt [43]. Insbesondere bei Entwicklungsprozessen in denen mehrere Domänen
beteiligt sind, schlagen auch andere Autoren einen ähnlichen Wechsel des verwendeten
Vorgehensmodells zur Produktentwicklung vor (z.B. [17, 55,58,85]).
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Im Ablauf der Produktentwicklung findet die Fertigungsprozessplanung (Prozesspla-
nung in Abb. A.1) parallel zur Ausarbeitung des Produktentwurfs statt. Innerhalb
der Fertigungsprozessplanung werden Varianten von Prozessketten zur Herstellung
eines Produkts entsprechend der anwendbaren Fertigungsverfahren und der dazu
notwendigen Arbeitsmittel erzeugt.
Zur Auswahl einer geeigneten Prozesskettenvariante müssen eine Vielzahl teils
gegensätzlicher Zielkriterien berücksichtigt werden. Zum einen sollte die Prozess-
kette technisch, ökonomisch und ökologisch optimal auf das zu fertigende Produkt
abgestimmt sein [14]. Zum anderen sollten Rahmenbedingungen, wie bestehende
und zu beschaffende Anlagen, Energieeffizienz, Produktivität sowie Flexibilität und
Wandelbarkeit bei Spezifikationsänderungen der herzustellenden Komponente oder
gleichzeitiger Fertigung anderer Komponenten, berücksichtigt werden [99]. Ebenso
sollten die ökonomischen, ökologischen und sozialen Auswirkungen der Prozesskette
hinsichtlich der übergeordneten Unternehmensziele einbezogen werden.
Für eine Bewertung von Prozessketten anhand oben genannter Kriterien ist eine
Beteiligung von Domänenexperten aus Material-, Produkt-, Prozess- und Anlagen-
planung sowie aus Management und Marketing notwendig [98]. Die Auswahl einer
geeigneten Fertigungsprozesskette ist somit ein multikriterielles Problem, das die
Aggregation individueller Bewertungen der Domänenexperten notwendig macht.
Zur Unterstützung der Auswahl einer geeigneten Prozesskettenvariante wird in
diesem Abschnitt ein zweistufiges Verfahren vorgestellt [116]. Im ersten Schritt des
Verfahrens werden die Prozesskettenvarianten hinsichtlich technischer, ökologischer
und ökonomischer Kriterien bewertet. Zur technischen und ökologischen Bewer-
tung werden Kriterienbäume eingesetzt, die eine multikriterielle Bewertung mit der
Methode Analytic Hierarchy Process (siehe Abschnitt 3.1.3) ermöglichen. Für die
ökonomische Bewertung werden bestehende Methoden zur Kostenabschätzung vorge-
schlagen. Als Ergebnis des ersten Schritts steht für jede Prozesskettenvariante je eine
Kennzahl zur technischen, ökologischen und ökonomischen Bewertung bereit. Diese
Kennzahlen werden im zweiten Schritt des Verfahrens verwendet, um die abschlie-
ßende Auswahl einer geeigneten Prozesskettenvariante durch die Domänenexperten
zu unterstützen. Die Kriterienbäume zur technischen und ökologischen Bewertung
sowie die Fallstudie wurden in Zusammenarbeit mit L. Meynerts und S. Goller im
Rahmen des Projekts eniPROD erarbeitet [96].
Im Folgenden wird in Abschnitt B.1 das zweistufige Verfahren erläutert und
die entwickelten Kriterienbäume zur technischen und ökologischen Bewertung vor-
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Abbildung B.1: Zweistufiges Verfahren zur multikriteriellen Bewertung von Ferti-
gungsprozessketten am Beispiel von drei Prozessketten PC 1, PC 2 und PC 3.
gestellt. Abschnitt B.2 beschreibt eine Fallstudie, in der die Kriterienbäume zur
multikriteriellen Bewertung von Prozessketten zur Herstellung von Nockenwellen
eingesetzt werden. Abschnitt B.3 beschreibt bestehende Verfahren zur Bewertung
von Fertigungsprozessketten und Abschnitt B.4 fasst die Ergebnisse dieses Kapitels
zusammen.
B.1 Verfahren zur multikriterielle Bewertung von
Fertigungsprozessketten
In diesem Abschnitt wird das zweistufige Verfahren zur multikriteriellen Bewer-
tung von Fertigungsprozessketten vorgestellt. Anschließend werden die eingesetzten
Kriterienbäume zur technischen und ökologischen Bewertung erläutert.
B.1.1 Zweistufiges Verfahren
Das entwickelte Verfahren zur multikriteriellen Bewertung von Fertigungsprozess-
ketten ist in zwei wesentliche Schritte gegliedert (siehe Abb. B.1). Im ersten Schritt
werden technische, ökologische und ökonomische Kriterien unabhängig voneinander
bewertet. Für die Bewertung der technischen und ökologischen Kriterien werden
separate Kriterienbäume aufgestellt, die den Einsatz von AHP zur Bewertung möglich
machen. Zur Bewertung der ökonomischen Kriterien werden bestehende Methoden,
wie z.B. die Expertenschätzung oder das Analogy Costing, eingesetzt. Für jede
Prozesskettenvariante werden im ersten Schritt drei Kennzahlen erzeugt, die die
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technologische, ökologische und ökonomische Eignung der Prozesskettenvariante
spezifizieren.
Im zweiten Schritt des Verfahrens werden die ermittelten Kennzahlen zur manuel-
len Auswahl der am besten geeigneten Prozesskettenvariante genutzt. Um die Anzahl
der betrachteten Prozessketten zu verringern, wird die Dominanz-Strategie [45] ein-
gesetzt. Die Dominanz-Strategie definiert, dass eine Prozesskettenvariante A eine
Prozesskettenvariante B genau dann dominiert, wenn A für mindestens eine Kennzahl
einen besseren Wert als B aufweist und A für alle weiteren Kennzahlen mindestens
einen gleichen Wert wie B besitzt. Ist dies der Fall, wird die Prozesskettenvariante
B von der manuellen Auswahl der am besten geeigneten Prozesskettenvariante aus-
geschlossen, da A objektiv eine bessere Prozesskettenvariante ist. Diese Überprüfung
der Dominanz wird für alle Paare von Prozesskettenvarianten durchgeführt und
anschließend dominierte Varianten von der Auswahlmenge ausgeschlossen.
Zur Unterstützung der manuellen Auswahl kann zudem der Dreierkompromiss
eingesetzt werden, der von Jacobs und Dürr in [70] vorgeschlagen wurde. Dieser
bildet die drei ermittelten Kennzahlen jeder Prozesskette in ein Koordinatensystem
ab. Die optimale Prozesskette wird anhand des minimalen Abstands von einer
idealen Prozesskettenvariante berechnet, die bestmögliche Werte für die technische,
ökologische und ökonomische Bewertung aufweist.
B.1.2 Kriterienbäume für die technische und ökologische
Bewertung
Die wesentlichen Kriterien zur technischen Bewertung von Prozesskettenvarianten
sind die Fertigungszeit (Production Time), d.h. die Zeitspanne von der Bereitstellung
des Rohmaterials bis zum fertig bearbeiteten Produkt, die Prozessqualität (Quality)
und die Eignung der Prozesskette für das Unternehmen (Company Suitability).
Während die Fertigungszeit nach der Definition des REFA-Verbands [113] berechnet
werden kann, werden mehrere Unterkriterien für die Prozessqualität und die Eignung
der Prozesskette für das Unternehmen vorgeschlagen (siehe Abb. B.2).
Die Prozessqualität ist in die Unterkriterien Zuverlässigkeit der Prozesskette im
Fertigungsprozess (Reliability), Flexibilität der Prozesskette (Flexibility), Qualität
des gefertigten Produkts (Product quality) und dem Aufwand für Nacharbeit der
Produkte bzw. der produzierten Ausschussteile (Post-treatment and waste) unter-
gliedert. Die Flexibilität wird weiter nach der Volumenflexibilität (Volume), d.h. der
Anpassbarkeit der Prozesskette bzgl. der produzierten Stückzahl ohne Anschaffung
neuer Anlagen, der Anpassungsflexibilität (Customization), d.h. der Wandlungs-
fähigkeit der Prozesskette bei Anpassungen des zu fertigenden Produkts, und der
Erweiterungsflexibilität (Extendability), d.h. dem technischen und organisatorischen
Aufwand neue Anlagen in die Prozesskette zu integrieren, um höhere Stückzahlen zu
fertigen, unterteilt.
Die Zuverlässigkeit der Prozesskette im Fertigungsprozess und die Qualität des
gefertigten Produkts sind entsprechend Abb. B.2 ebenfalls in weitere Unterkrite-
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Abbildung B.2: Kriterienbaum zur technischen Bewertung von Fertigungsprozess-
ketten.
rien gegliedert. Die Zuverlässigkeit gliedert sich in die Prozessstabilität und die
Prozesssicherheit (Stability and secureness), d.h. die Wahrscheinlichkeit mit der die
Prozesskette verwendbare Produkte fertigt, und die Mess- und Steuerbarkeit des
Prozesses (Measurability and controllability), d.h. den Grad der Erfassbarkeit des ak-
tuellen Prozesszustands und den Grad der Einflussnahme auf den Prozessverlauf. Die
Unterkriterien der Qualität des zu fertigenden Produkts hängen von den jeweiligen
Anforderungen an das konkrete Produkt ab. Als Beispiele sind im Kriterienbaum
die Oberflächenbeschaffenheit (Surface), die Verschleißfestigkeit (Wearout) und die
Belastbarkeit (Strength) genannt.
Die Eignung der Prozesskette für das Unternehmen gliedert sich in den Aufwand zur
Einführung der Prozesskette in das Unternehmen (Pre-production requirement), die
erforderliche Logistik im Unternehmen (Logistics), den notwendigen Personalbedarf
für den Betrieb der Prozesskette (Staff requirement) und den Grad der Arbeitsbelas-
tung bzw. die erreichbare Arbeitssicherheit für die Beschäftigten des Unternehmens
(Ergonomics). Da die entstehenden Kosten der Prozesskette separat bewertet werden,
beziehen sich der Aufwand der Einführung der Prozesskette in das Unternehmen und
der Personalbedarf auf den organisatorischen Aufwand und nicht auf die entstehenden
Kosten.
Abbildung B.3 zeigt den Kriterienbaum für die ökologische Bewertung von Ferti-
gungsprozessketten. Die wesentlichen Kriterien sind der Ressourcenbedarf (Resource
demand) und der effiziente Einsatz der Ressourcen (Resource efficiency) sowie die
entstehende Emissionen (Emissions) und die Recyclingfähigkeit der eingesetzten
Betriebsstoffe und des gefertigten Produkts (Recyclability).
Um sinnvolle Bewertungen zu erreichen, sollten insbesondere für die ökologische
Bewertung übereinstimmende Betrachtungsgrenzen der Prozessketten verwendet
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Abbildung B.3: Kriterienbaum zur ökologischen Bewertung von Fertigungsprozess-
ketten.
werden. So sollte z.B. eine Prozesskette, die die Herstellung der Rohmaterialien
und den Fertigungsprozess einbezieht, nicht mit einer Prozesskette, die nur den
Fertigungsprozess selbst berücksichtigt, verglichen werden. Im günstigsten Fall sollten
die Betrachtungsgrenzen so gewählt werden, dass sie den gesamten Lebenszyklus
einbeziehen.
B.2 Fallstudie: Fertigungsprozessketten für
Nockenwellen
Als Fallstudie der multikriteriellen Bewertung von Fertigungsprozessketten wurde das
zweistufige Verfahren für drei alternative Fertigungsprozessketten für Nockenwellen
angewandt. Abschnitt B.2.1 stellt die alternativen Fertigungsprozessketten vor und
Abschnitt B.2.2 erläutert die Ergebnisse der multikriteriellen Bewertung.
B.2.1 Fertigungsprozessketten für Nockenwellen
Nockenwellen werden nach Schmidtner [128] anhand ihres Hauptfertigungsprozes-
ses in sogenannte einteilige und mehrteilige oder gebaute Nockenwellen unterteilt.
Für einteilige Nockenwellen wird ein Rohteil der Nockenwelle durch Gießen oder
Schmieden hergestellt und anschließend die genauen Abmessungen der Nockenwelle
durch Zerspanen bzw. Schleifen erzeugt. Abschließend ist ein Härten der Nocken
erforderlich, um deren notwendige Festigkeit zu erreichen. Im Gegensatz dazu werden
bei mehrteiligen oder gebauten Nockenwellen Welle und Nocken separat voneinan-
der hergestellt und anschließend zusammengefügt. Das Härten der Nocken erfolgt
entweder nach dem Fügeprozess oder bereits während der Herstellung der Nocken.
In der Fallstudie wird die multikriterielle Bewertung einer einteiligen Nockenwel-
le, die durch Gießen hergestellt wird, und zweier mehrteiliger Nockenwellen, die
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durch Innenhochdruckumformen bzw. thermischem Schrumpfen hergestellt werden,
vorgestellt.
• In der Prozesskette Gießen wird nach Erwärmen des Ausgangsmaterials eine
unbearbeitete Nockenwelle mit entsprechenden Toleranz- und Aufmaßschwan-
kungen gegossen. Die finale Form der Nockenwelle wird durch Zerspanen und
Schleifen erzeugt. Das Gießen von Nockenwellen ist im industriellen Umfeld
weit verbreitet, da die Herstellungskosten für große Stückzahlen gegenüber
anderen Herstellungsverfahren geringer sind. Jedoch weist das Gießen eine
geringe Flexibilität sowie eine hohe Anzahl unterschiedlicher Prozessschritte
auf.
• In der Prozesskette Innenhochdruckumformen wird eine Hohlwelle mit soge-
nannten Nockenringen, die die Oberfläche der späteren Nocken bilden, zu-
sammengefügt (siehe z.B. Koç und Altan [81]). Die Welle und Nockenringe
werden dabei in eine Negativform der Nockenwelle eingelegt. Anschließend wird
in die Hohlwelle eine Flüssigkeit eingeleitet und unter hydraulischen Druck
gesetzt (mit bis zu 6000 Bar), so dass Welle und Nockenringe eine Press- und
Formschlussverbindung eingehen. Durch Innenhochdruckumformen hergestellte
Nockenwellen zeichnen sich insbesondere durch geringes Gewicht und eine hohe
Belastungsfähigkeit aus. Jedoch sind scharfe Ecken oder enge Radien an den
Nockenwellen durch die Prozesskette nicht erzeugbar.
• Für das thermische Schrumpfen werden die Hohlwelle und die Nocken unabhän-
gig voneinander gefertigt (z.B. in Stratman [138]). Für das Fügen werden die
Nocken auf ca. 300–350 ◦C erwärmt und auf der Hohlwelle positioniert. Durch
das Abkühlen der Nocken bei Raumtemperatur ziehen sich die Nocken zusam-
men und es entsteht eine Pressverbindung mit der Hohlwelle. Im Gegensatz zu
anderen Prozesskettenvarianten bietet das thermische Schrumpfen eine hohe
Flexibilität der Nockenwellengeometrie und ein effizientes Härten der Nocken.
Für eine sichere Pressverbindung sind jedoch nur sehr kleine geometrische
Toleranzen von Hohlwelle und Nocken akzeptabel.
B.2.2 Ergebnisse
Zur ökonomischen Bewertung der drei Prozesskettenvarianten wurden Daten aus
einer Industriestudie von Nallicheri et al. [101] verwendet. In der Studie werden unter
anderem die Kosten für Rohmaterialien und Fertigungswerkzeuge sowie Betriebs-,
Investitions- und Wartungskosten des Gießens und des Innenhochdruckumformens
verglichen. Die zur Kostenabschätzung verwendeten Eingangsgrößen entsprechen
durchschnittlichen Werten aus der Industrie. Nallicheri et al. zeigen, dass die Kosten
der Rohmaterialien für das Innenhochdruckumformen geringer sind als für das Gießen,
da für das Gießen entsprechende Aufmaße erforderlich sind. Jedoch übertreffen die
Kosten für Fertigungswerkzeuge und die Betriebskosten des Innenhochdruckumfor-
mens die des Gießens. Die Gesamtkosten für eine gefertigte Nockenwelle sind für
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Abbildung B.4: Ökonomische, technische und ökologische Bewertung von Fertigungs-
prozessketten für Nockenwellen (Gießen, Innenhochdruckumformen und thermisches
Schrumpfen). Je größer eine Kennzahl zur ökonomischen, technischen oder ökologi-
schen Bewertung ist, desto vorteilhafter ist die jeweilige Prozesskettenvariante.
das Innenhochdruckumformen 1,5 mal höher als für das Gießen (10,71USD bzw.
15,70USD pro Nockenwelle für eine jährliche Stückzahl von ca. 1 Million). In der
Studie wurden für das Gießen die jährlichen Kosten für die Produktionsanlagen nicht
einbezogen, da der Betrieb dieser Anlagen für eine ausschließliche Fertigung eines
Bauteils unökonomisch ist.
Schmidtner zeigt in [128], dass die Gesamtkosten zur Fertigung einer Nockenwelle
mit dem thermischen Schrumpfen den Kosten für das Innenhochdruckumformen
entsprechen. Jedoch merkt der Autor an, dass das thermische Schrumpfen nur sehr
geringe Toleranzen von Nocken und Hohlwellen zulässt und daher die Betriebskosten
des thermischen Schrumpfens höher angenommen werden müssen. In der Fallstudie
wurden daher Mehrkosten von einem USD pro gefertigte Nockenwelle im Vergleich
zum Innenhochdruckumformen angenommen. Die Kennzahlen zur ökonomischen
Bewertung in Abb. B.4 wurden entsprechend der Verhältnisse der Gesamtkosten
der Prozesskettenvarianten berechnet (je größer die Kennzahl, desto geringer die
Gesamtkosten).
Die Kennzahlen zur technischen und ökologischen Bewertung der Prozessketten-
varianten entsprechend den globalen Gewichten, die mit dem Verfahren AHP und
den erarbeiteten Kriterienbäumen berechnet wurden. Die Informationen für die paar-
weisen Vergleiche der Prozesskettenvarianten wurden aus bestehenden Bewertungen
von Prozessketten (z.B. Schmidtner [128]) sowie aus Gesprächen mit Experten der
Fakultäten Wirtschaftswissenschaften und Maschinenbau an der TU Chemnitz [96]
gewonnen.
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Das Ergebnis der Bewertung der drei Prozesskettenvarianten ist in Abb. B.4 darge-
stellt. Das Gießen stellt aus ökonomischer Sicht die beste Prozesskettenvariante dar.
In der technischen und ökologischen Bewertung ist hingegen das Innenhochdruckum-
formen die am besten geeignete Prozesskette. Das Innenhochdruckumformen weist
gegenüber dem thermischen Schrumpfen sowohl in der ökonomischen als auch in der
technischen und ökologischen Bewertung höhere Kennzahlen auf. Somit dominiert
die Prozesskettenvariante Innenhochdruckumformen das thermische Schrumpfen.
Das thermische Schrumpfen kann damit von der manuellen Auswahl der am besten
geeigneten Prozesskettenvariante ausgeschlossen werden. Eine Folgerung aus der
Bewertung der Prozesskettenvarianten zur Fertigung von Nockenwellen ist, dass das
Innenhochdruckumformen für kleinere Stückzahlen (< 1 Million Teile) und für die
Fertigung technisch anspruchsvoller Nockenwellen bei geringer ökologischer Belastung
herangezogen werden sollte. Für sehr große Stückzahlen ist hingegen das Gießen aus
Kostensicht vorzuziehen.
B.3 Bestehende Methoden zur Bewertung von
Fertigungsprozessketten
Erreichen unterschiedliche Prozesskettenvarianten eine hinreichende Qualität des
gefertigten Produkts, werden die Fertigungsprozesskosten häufig als wesentliches
Kriterium für die Auswahl einer geeigneten Fertigungsprozesskette genannt [14,70].
Deshalb wurden verschiedene einkriterielle Methoden vorgeschlagen, die kostenre-
levante qualitative und quantitative Kriterien durch Monetarisierung einbeziehen.
Dabei wird die Fertigungszeit einer Prozesskette über Arbeitsplatz- und Maschinen-
stundenkosten integriert [14]. Jacobs und Dürr schlagen in [70] einen sogenannten
mehrdeutigen Fertigungsprozessgraph vor, in dem Einzelprozesse als Kanten und
Fertigungsstufen des Produkts als Knoten abgebildet werden. Die Fertigungspro-
zesskosten sind als Gewichte der Kanten in Abhängigkeit von zu produzierenden
Stückzahlen angegeben. Die optimale (kostengünstigste) Prozesskettenvariante ent-
spricht dem Pfad von der Quelle zur Senke des Graphen mit den geringsten Kosten.
Schmitt et al. schlagen in [129] ebenfalls eine einkriterielle Methode vor, die fea-
turebasierte Fertigungsprozesskosten, d.h. Fertigungsprozesskosten in Abhängigkeit
von der Geometrie des zu fertigenden Produkts, sowie kurz- und langfristige Kosten
hinsichtlich des Unternehmens und der Umwelt einbeziehen.
Da unterschiedliche Kriterien der Fertigungsprozessketten oftmals nicht oder nicht
hinreichend genau auf eine einzige monetäre Größe abgebildet werden können [100],
werden multikriterielle Methoden zur Bewertung von Fertigungsprozessketten vorge-
schlagen. Zur gleichzeitigen Bewertung von zwei oder drei Kriterien wird von Jacobs
und Dürr [70] sowie von Willms [153] der Zweier- bzw. Dreierkompromiss verwendet.
In diesen Methoden werden die Kriterienausprägungen der Prozesskettenvarianten
in ein Koordinatensystem abgebildet. Die Eignung einer Prozesskettenvariante wird
bestimmt, indem der Abstand der Variante von einer Prozesskettenvariante mit
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idealen Kriterienausprägungen (der sogenannte „utopische Punkt“) berechnet wird.
Die optimale Prozesskettenvariante besitzt den geringsten Abstand zum utopischen
Punkt. Jacobs und Dürr weisen jedoch darauf hin, dass diese geometrischen Methoden
maximal für drei Kriterien geeignet sind.
Trommer stellt in [143] eine multikriterielles Verfahren zur Bewertung von Ferti-
gungsprozessketten auf Basis der Methode Fuzzy-AHP von Buckley [28] vor. Anstatt
der Nutzung von Saatys Skalenwerten für einen paarweisen Vergleich von Fertigungs-
prozessketten werden in der Methode Fuzzy-AHP Fuzzy-Mengen verwendet, die ein
Intervall von Saatys Skalenwerten spezifizieren. Damit werden Unsicherheiten der
Domänenexperten beim Vergleich zweier Prozessketten explizit in die Bewertung
einbezogen. Trommer verwendet die Kriterien Fertigungskosten, Fertigungszeit, Qua-
lität, Company-Fit und Ökologie mit einer Reihe von Unterkriterien für die Auswahl
einer geeigneten Fertigungsprozesskette. Da die Methoden AHP und Fuzzy-AHP
auf der Annahme der Unabhängigkeit der Kriterien beruhen, ist die vorgeschlagene
Zusammenführung der genannten Kriterien in einen einzigen Kriterienbaum proble-
matisch und kann zu falschen Bewertungsergebnissen führen. Zudem erzeugt die
Methode Fuzzy-AHP nicht notwendigerweise eine Rangfolge der Prozesskettenvarian-
ten. Der AHP stellt durch die verbalen Beschreibungen der Skalenwerte bereits eine
Möglichkeit zur Berücksichtigung der Unsicherheiten von Domänenexperten bereit,
die, wie auch Trommer zeigt, für einen Großteil der Kriterien ausreichend ist.
Müller entwickelt in [100] einen ganzheitlichen Ansatz zur Generierung und Bewer-
tung von Prozesskettenvarianten in dem Kriterien vor allem auf monetäre Größen
abgebildet werden. Zusätzlich wird für nicht quantitativ messbare Kriterien die
Nutzwertanalyse eingesetzt. Die Eignung der Nutzwertanalyse zur Bewertung nicht
quantitativ messbarer Kriterien ist jedoch nur eingeschränkt möglich [130] (siehe
auch Abschnitt 3.1.2).
Schmidtner schlägt in [128] eine Hierarchie von Kriterien für die Bewertung von
Prozesskettenvarianten vor und setzt die Nutzwertanalyse zur Bewertung der Pro-
zessketten ein. Da die Nutzwertanalyse die Unabhängigkeit der Kriterien voraussetzt,
ist Schmidtners Zusammenführung von Produktivität, Qualität, Wirtschaftlichkeit,
Zeit und Ergonomie in einer Hierarchie problematisch und kann zu fehlerhaften
Bewertungsergebnissen führen.
Spengler et al. nutzen in [135] die Methode PROMETHEE für die multikriterielle
Bewertung von Fertigungsprozessketten für Weißbleche. Die Gründe für die Wahl
von PROMETHEE sind nach den Autoren die Möglichkeit zur Spezifikation unver-
gleichbarer Prozesskettenvarianten und das Konzept der „schwachen Präferenz“ zum
Vergleich von zwei Prozesskettenvarianten. Für die in Abschnitt B.1 vorgestellten
Kriterien ist jedoch die Vergleichbarkeit der Prozesskettenvarianten gegeben. Zudem
ist das Konzept der schwachen Präferenz auch in AHP durch die Verwendung der
9-Punkte-Skala von Saaty enthalten. Ein Nachteil von PROMETHEE gegenüber
AHP ist, dass PROMETHEE nur eine Rangordnung der Fertigungsprozessketten
erzeugt, in der die Bewertungsergebnisse der Prozessketten nicht quantifiziert sind.
Neben den bisher vorgestellten Methoden des Multi-Attribute Decision Making
werden auch Methoden des Multi-Objective Decision Making zur multikriteriellen
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Bewertung von Fertigungsprozessketten eingesetzt. Alexander et al. nutzen in [12]
die Methode Goal Programming für die multikriterielle Bewertung von chemischen
Fertigungsprozessketten für Salpetersäure. Denkena et al. schlagen in [38] einen
Ansatz vor, der Algorithmen der genetischen Programmierung mit einer Pareto
Analyse verknüpft, um eine Parameteroptimierung von Fertigungsprozessen durch-
zuführen. Diese Methoden des Multi-Objective Decision Making sind jedoch eher
für die Optimierung bestehender Fertigungsprozesse als für die Unterstützung der
Auswahl einer Prozesskettenvariante geeignet. Zudem erfordern die Methoden eine
detaillierte mathematische Spezifikation der Fertigungsprozesse und -parameter, die
in frühen Phasen der Fertigungsprozessplanung nicht verfügbar ist.
B.4 Zusammenfassung
Die Bewertung von Fertigungsprozessen erfordert die Berücksichtigung unterschied-
licher und möglicherweise gegensätzlicher Bewertungskriterien. Neben technischen
und ökonomischen Kriterien sind für die Bewertung insbesondere ökologische Krite-
rien, wie z.B. Energie- und Ressourceneffizienz, relevant. Das in diesem Abschnitt
vorgestellte zweistufige Verfahren ermöglicht eine solche multikriterielle Bewertung
auf Grundlage der multikriteriellen Bewertungsmethode Analytic Hierarchy Process.
Mit den vorgestellten Kriterienbäumen zur technischen und ökologischen Bewertung
von Fertigungsprozessketten werden Bewertungen in Bezug auf einzelne Kriterien
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