Abstract. Visual tracking plays a significant role in computer vision. Although numerous tracking algorithms have shown promising results, target tracking remains a challenging task due to appearance changes caused by deformation, scale variation, and partial occlusion. Part-based methods have great potential in addressing the deformation and partial occlusion issues. Owing to the addition of multiple part trackers, most of these part-based trackers cannot run in real time. Correlation filters have been used in target tracking owing to their high efficiency. However, the correlation filter-based trackers face great problems dealing with occlusion, deformation, and scale variation. To better address the above-mentioned issues, we present a scale adaptive part-based tracking method using multiple correlation filters. Our proposed method utilizes the scale-adaptive tracker for both root and parts. The target location is determined by the responses of root tracker and part trackers collaboratively. To estimate the target scale more precisely, the root scale and each part scale are predicted with the sequential Monte Carlo framework. An adaptive weight joint confidence map is acquired by assigning proper weights to independent confidence maps. Experimental results on the publicly available OTB100 dataset demonstrate that our approach outperforms other state-of-the-art trackers.
Introduction
As a fundamental research in computer vision, target tracking plays a crucial role in computer vision and is widely used in intelligent interaction, video surveillance, autonomous guidance, and so on. 1 Despite the promising performances that have been shown in the past decades, it remains a challenging task to design a tracker that can handle such critical situations as illumination changes, deformation, fast motion, occlusion, and background clutter in natural scenes.
Briefly speaking, a typical pipeline of target tracking starts with an initial position, usually a rectangle bounding box in the first frame, and then the location of the specified target in the subsequent frames is predicted. 2 During the period of tracking, the target may present some attributes of illumination change, scale variation, partial occlusion, motion blur, background clutter, and nonrigid deformation.
To address the above-mentioned challenges, many researchers have developed lots of sophisticated methods in the past decades. These tracking algorithms can be divided into generative methods or discriminative methods. The generative methods consider tracking problem as searching for a closest region to the target that is represented as a template [3] [4] [5] [6] or a subspace model 7, 8 within a neighborhood. In the generative methods, sparse representation is the distinguished one in recent years. Sparse representation uses the overcomplete dictionary to linearize the input signal sparsely, meaning to make the components of the coefficient vector as many zeros as possible. The target tracking methods based on sparse representation regard the tracking problem as a sparse approximation problem. Zhong et al. 9 proposed a method that represents the target as a sparse dictionary within a particle filter framework. The L1 tracker, proposed by Mei et al., 10, 11 uses trivial templates to deal with occlusion and non-negative constraint of sparse coefficients to solve the background speckle problem. Nevertheless, the generative methods may fail when there are similar objects in the scenes.
With the rapid development of machine learning, applying various classifiers of machine learning into the tracking algorithms has become an area of much research. These kinds of tracking algorithms are called discriminative methods. Discriminative methods consider the tracking problem as a binary classification task whose goal is to separate the target from the background. Grabner et al. 12 used an online boosting method to train an AdaBoost classifier to track the target in each frame. In Ref. 13 , a P-N learning method has been used to train classifiers from positive and negative samples by combining with three modules, namely tracking, detection, and learning (TLD). In Ref. 14, Hare et al. presented a tracking method called structured output tracking with kernels (Struck), which tracked the targets in an online structured output support vector machine (SVM).
As a kind of discriminative model tracking method, correlation filter (CF)-based methods [15] [16] [17] [18] [19] [20] have recently drawn great attention due to their excellent efficiency and robust performance. The basic idea of CF-based methods is learning a filter that obtains not only higher responses for the target but also lower responses for the background. Moreover, the convolution operation in the time domain can be replaced by the element-wise multiplication in the Fourier domain. This property can reduce computational complexity and achieve high efficiency. However, using the holistic model to describe the target, most of CF trackers have been proven sensitive to partial occlusion, deformation, and scale variation issues.
In addition to the above holistic tracking works, many part-based tracking methods [21] [22] [23] [24] [25] [26] [27] have also been actively developed because of the advantages against local deformation and particularly partial occlusion. Part based-methods divide the target into multiple parts to track. Unless the target is entirely occluded, part-based methods can always get reliable cues for tracking from the remaining parts. However, part-based methods might suffer from computational complexity.
Inspired by the abovementioned methods, we propose a scale adaptive part-based tracking method using multiple CFs. The main contributions of our work are summarized below:
• We applied multiple CFs in both root and parts of the deformable parts model, which can increase the speed of the part-based tracking while improving the accuracy and reliability of tracking.
• To estimate the scale variation more precisely, the scales of both root and parts are predicted with the sequential Monte Carlo framework.
• An adaptive weight joint confidence map is acquired by assigning proper weights to independent confidence maps.
This paper is organized as follows: previous related works are reviewed in Sec. 2 briefly. Section 3 presents the details of the proposed method. Experimental results of the proposed method and its comparison with other methods are shown in Sec. 4. Section 5 concludes the whole paper.
Related Work

Correlation Filter-Based Tracking Methods
Recently, CF-based tracking methods have attracted the attention of researchers in the field of target tracking. The main purpose of CF-based methods is to design a filter that can achieve the peak at the position of the target after the convolution computation with the candidate patches. Bolme et al. 18 proposed a Minimum Output Sum of Squared Error (MOSSE) filter. The MOSSE tracker trains a filter to minimize the error between the actual and the predicted responses. Computing the element-wise multiplication in the Fourier domain instead of convolution in the time domain, this method improves the speed of MOSSE from real time to high speed. Going even further, Henriques et al. 20 exploited a cyclically shifted sampling method in the circulant structure tracker with kernels (CSK) to reduce the computation caused by dense sampling. The kernel matrix of the samples has been proved to have circulant structure. This property makes a foundation for the proposal of kernel correlation filter (KCF) algorithm. 15 The KCF method employs multichannel features based on the histogram of oriented gradient (HOG) instead of a single channel feature to obtain more accurate tracking results. In recent years, KCF has become one of the hottest topical issues in the field of tracking. However, using the holistic model to describe the target, the above trackers have been proven sensitive to the partial occlusion and deformation issues. In our method, we exploit deformable parts model to resist the partial occlusion, deformation, and scale variation issues.
Deformable Parts Model
Felzenszwalb et al. 28 used the deformable parts model and won the lifetime achievement award of PASCAL VOC competition. The effect of deformable parts model in target detection has fully proven the robustness of deformable parts model in target expression.
In this paper, we employ the graph model (GM) to describe the deformable parts model and set it as a tree with a depth of 2, including a root node and several child nodes. As shown in Fig. 1 , v i represents the part of target, and e 0i denotes the links between target and its parts.
Deformable parts model target tracking algorithm decomposes each target into multiparts and computes the similarity of both the feature of each target and the spatial location among each part.
E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 0 1 ; 3 2 6 ; 3 4 0
(1) Fig. 1 Illustration of deformable parts model.
where SðLÞ is the similarity between the target and the candidate target; w i is the parameter of root and each part, and it includes the feature similarity parameter w ai and the spatial similarity parameter w di ; v i ¼ ½ϕðl i Þ; Δd i is the feature of each part; and Δd i is the distance between root node and part nodes. Especially, the value of Δd 0 is 0. The candidate area with the highest similarity will be chosen as the predicted target:
E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 0 2 ; 6 3 ; 6 6 4 y Ã ¼ argmax
where y ¼ ðy 1 ; y 2 · · · ; y n Þ is a set of the candidate target location. In Ref. 
Part-Based Tracking Methods
Part-based tracking methods 9, [21] [22] [23] [24] [25] [26] [27] 30 have also been developed actively with the advantages against partial occlusion and local deformation. In Ref. 30 , the topology structure is used to find the reliable parts for tracking. Zhong et al. 9 proposed both global and local sparse representations to model target appearance collaboratively. Because of the high computational complexity of the above methods, researchers have devoted themselves to achieve high-speed part-based tracking method. In Ref. 26 , Liu et al. proposed a part-based method that tracked target based on parts with multiple CFs. Subsequently, Liu et al. 27 made a deeper study in the part selection scheme and adopted a discriminative part selection scheme to improve performance. Lately, Fan et al. 23 presented a local-global CF method to preserve the structure of the target. Our proposed method applies the CFs into both root and parts of the deformable part model. Different from the mentioned methods, we take account of not only the completeness of the target but also the scale variation of the target.
Scale Estimation Tracking Methods
To remedy the lack in dealing with scale variation, researchers have put forward some improved CF-based methods. Danelljan et al. 16 proposed the discriminative scale space tracker (DSST) to predict the target scale. DSST introduced a three-dimensional scale space CF via a scale pyramid representation. In Ref. 31 , scale adaptive with multiple features tracker tackled the scale matter by a scaling pool to resize the fixed template in KCF. More recently, Ma et al. 32 suggested predicting target scale with the sequential Monte Carlo framework. To adapt the complexity of nonrigid motion, we have applied the sequential Monte Carlo framework in both root and parts to predict the target scale and achieve more accuracy.
Proposed Approach
The KCF tracker gets both high speed [reaching 360 frames per second (fps)] 26, 33 and accurate tracking results. However, it has been proven sensitive to partial occlusion, deformation, and scale change. Deformable parts model-based tracking methods can still track the target when partial occlusion or deformation occurs. But the speed of the part-based method is usually slow. To improve the speed of the deformable parts model-based method and remedy the disadvantage of KCF tracker, we present a scale adaptive part-based tracking method using multiple CFs. Our method combines multiple KCF trackers with deformable parts model to measure the feature similarities of root and parts.
In addition, both the original deformable parts modelbased tracking algorithm and the KCF tracker do not consider the scale changes. Therefore, we utilize the sequential Monte Carlo framework to estimate the scales of the root and parts. To overcome the partial occlusion issue, peak-tosidelobe ratio (PSR) is introduced to measure the robustness of the candidate target region. Not combining the root and parts simply, the joint confidence map is acquired by adaptively weighting independent confidence maps. Moreover, a reliable update scheme is employed to ensure the accuracy of the tracking results. A brief illustration is shown in Fig. 2 . The details of our approach are given as follows.
Review of Kernel Correlation Filter Tracker
The objective of KCF can be considered as learning an optimal filter by solving the ridge regression problem that satisfies Eq. (3).
E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 0 3 ; 3 2 6 ; 4 1 4 min
where filter response fðx i Þ ¼ hw;
is the similarity between the sample x i and the training filter w; y i is the desired response of the sample x i and generally called regression target; and λ is the regularization parameter, which can prevent the phenomenon of overfitting.
The KCF tracker trains w with an image patch of size W × H. Using this image patch, the training sample x w;h can be generated by cyclically shifting x with w pixels in the direction of horizontal and vertical h pixels, where ðw; hÞ ∈ f0;1; · · · ; W − 1g × f0;1; · · · ; H − 1g. The regression target y follows a two-dimensional Gaussian function with the size of W × H. After mapping the inputs of a linear problem to a nonlinear feature space φðxÞ, the training parameter w can be reformulated into the dual space as w ¼ P i α i φðx i Þ. Using the kernel trick, the inner product can be rewritten as hφðxÞ; φðx 0 Þi ¼ κðx; x 0 Þ, where κð·; ·Þ denotes the kernel function.
According to the above representation, the dual parameter α can be expressed as E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 0 4 ; 3 2 6 ; 1 3 7α
wherek xx is Fourier transform of the first row vector of the cyclic kernel matrix K.
Hence, the response map of a new frame z with the same size of x can be calculated as E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 0 5 ; 6 3 ; 4 8 6f
where k xz ¼ κðz;xÞ. Here,x denotes the learned target appearance and ⊙ denotes the element-wise product. Then, the new location of the target is predicted in the maximal element of response map fðzÞ.
Part-Based Tracker via Kernel Correlation Filter
As mentioned in Sec. 2.2, our approach is based on the deformable parts model, which is shown in Eq. (1). Different from the original deformable parts model-based tracking algorithm proposed in Ref. 29 , we exploit the multiple independent KCF trackers and deformable parts model to measure the feature similarities of root and parts. This improvement enables our approach to achieve more accuracy than KCF and higher speed than deformable parts modelbased method while coping with the deformation issue.
Root and Part Tracker: After extracting each part image of the target with the method we proposed in Ref. 34 , we apply KCF tracker into the root and each part. The filter coefficients of root and each part tracker α pðkÞ can be computed by Eq. (6).
E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 0 6 ; 6 3 ; 2 2 8α pðkÞ ¼ŷ
The estimated center positions of the root and each part in the new frame can be obtained as E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 0 7 ; 6 3 ; 1 5 6 P pðkÞ ¼ arg max f pðkÞ ðz k Þ ¼ arg max F −1 ½k
pðkÞ ⊙α pðkÞ ; (7) where F −1 is the inverse Fourier transform, pðkÞ is the k'th part, k ¼ 0;1; · · · ; N. Here, N is the number of the parts. Especially, k ¼ 0 means the root image and same definition with the following sections, z k means the image patch of k'th part, and f pðkÞ ðz k Þ means the confidence map of the k'th part.
Scale Estimation of Root and Parts
According to the analysis in Ref. 15 , we can know that the size of new frame z has to be the same as the current frame in KCF tracker. Therefore, the KCF tracker fails in handling scale changes, which will cause drift during tracking. A brief introduction will be given below. First, the scale variable is defined to describe the scale of the target at the t'th frame, which can be calculated as E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 0 8 ; 3 2 6 ; 2 5 1
where w t and h t are the width and height of bounding box at the t'th frame. For a new frame, a set of scales s i t that follows Gaussian distribution 32 around s t−1 is sampled, and a set of image patches can be captured at the scale of s i t . After resizing these image patches to the KCF model size, we can obtain a group of confidence maps f s i t ðzÞ. The scale that maximizes the confidence map f s i t ðzÞ will be the estimated scale.
E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 0 9 ; 3 2 6 ; 1 3 0 s t ¼ arg max
At the t'th frame, the estimated scales and center positions of root and parts can be formulated as E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 1 0 ; 6 3 ; 7 5 2 s t pðkÞ ¼ arg max 
E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 1 1 ; 6 3 ; 7 0 7 P 
Adaptive Weights Joint Confidence Map
After we obtain the root and part feature similarities S t pðkÞ ðz k Þ using our scale adaptive part-based tracker, how to integrate them together is worth studying. Simply summing the parts together may cause the parts that have low confidences to be given high weights. Ideally, the parts with high confidence should be given higher weights to ensure the robust performance. At the same time, occlusion is also a challenge for target tracking. If any part is occluded, the weight of this part should be decreased. To achieve more accurate tracking, more emphasis should be put on more reliable parts and less attention on background. Under these circumstances, an adaptive weight joint confidence map is proposed to combine the independent confidence maps.
At the beginning, the measure of occlusion will be introduced. The PSR has been proven to quantify the sharpness of the correlation peak in Ref. 32 . The PSR of the response map is defined as E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 1 2 ; 6 3 ; 3 9 1 PSR ¼ maxðxÞ − μðxÞ σðxÞ ;
where maxðxÞ is the largest value of the response map and μðxÞ and σðxÞ are the mean and standard deviation of the response map, respectively. The PSR can describe the stability of the template. The higher the PSR value means the less occlusion and more robust template. The PSR value is inversely proportional to the occlusion level.
The feature similarity at the t'th frame of the deformable parts model could be computed as E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 1 3 ; 6 3 ; 2 5 8 
E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 1 4 ; 6 3 ; 2 1 3 w t pðkÞ ¼ PSR pðkÞ ;
where w t pðkÞ is the weight of the k'th part at the t'th frame. The adaptive weight w t pðkÞ can ensure more emphasis on more reliable parts. Equation (1) can be reformulated as Eq. (15) with the kernel function replacing the inner product.
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E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 1 5 ; 6 3 ; 1 4 5 S ¼
where S k f and S k d denote the feature similarity and distance similarity of the k'th part and S 0 f denotes the feature similarity of root image.
The distance similarity function needs to present smaller value when the distance between the root and the part image is farther. Here we define it as E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 1 6 ; 3 2 6 ; 7 1 9
where distðp 0 ; p k Þ is the distance of the center location between the root and the k'th part. Here, P N k¼1 ðS k f þ S k d Þ can be solved by the distance transform function. More details are shown in Ref. 35 .
Ideally, the root and parts could be tracked at all times. However, when some challenging situations occur, the bounding boxes of the parts may move far away from the target. The distance transform function can weaken the effect of the unreliable parts according to the spatial distance.
The joint confidence map can be obtained by the adaptive weight deformable parts model. E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 1 7 ; 3 2 6 ; 5 6 4 SðzÞ ¼ w 
where DT(.) denotes the distance transform function. 35 The final estimated position P of the current frame is computed with Eq. (18).
E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 1 8 ; 3 2 6 ; 4 8 1
Reliable Update Scheme
In the original KCF algorithm, the dual parameter α and the template appearance x have been updated in every frame by the linear interpolation E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 1 9 ; 3 2 6 ; 3 9 6α
E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 2 0 ; 3 2 6 ; 3 5 3x
whereα 0 andx 0 denote the parameters captured from the current frame and η is a learning rate. However, if the dual parameter and template appearance are updated in each frame, it will cause the template corrupted or tracking with drifts, especially occlusion occurs. Different from the original KCF, we use a reliability-based update scheme that combines Ref. 26 with Ref. 32 . We only update the parameters that have robust performance to ensure the accuracy of tracking E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 2 1 ; 3 2 6 ; 2 4 3α The details of our proposed method are shown in Algorithm 1.
Experiments
In this section, we will introduce the experiment details, including parameters, dataset, and setting up of our proposed method. Meanwhile, we will analyze the performance of our tracker on the challenging video sequences. Subsequently, the experimental results compared with the state-of-the-art trackers are listed to show the high performance of our method.
Implementation Details
Our proposed tracking method is implemented in MATLAB on a 3.4-GHz AMD Athlon X4 750 Core PC with 4 GB memory. The image patches of the parts are determined by the local contrast and the richness of texture details. More details are shown in our previous work. 34 Saliency detection based on visual attention model is used to extract salient local contrast. The edge direction dispersion is employed to describe the richness of texture details and achieve sharper correlation peak. The number of parts is two or three, which depends on the size of the target. The kernel function used in our method is the Gaussian kernel E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 2 3 ; 3 2 6 ; 6 5 3
where the value of δ is 0.2. The HOG feature is chosen as the feature descriptor. Other parameters are set to be the same with the original KCF tracker. The same parameter values and initialization are applied in all sequences. According to the previous analysis, the scale of the target follows the Gaussian distribution. Although the dense sampling will increase the accuracy of scale estimation, the speed of the algorithm will decrease. At the same time, the scale variation between consecutive frames is in a small range. Setting σ ¼ 0.025s t−1 can restrain the major samplings of s t in the range of ð0.95s t−1 ; 1.05s t−1 Þ.
In addition to the above-mentioned parameters, the PSR is decided by experiments. Under typical circumstance without occlusion, the range of PSR is from 10.0 to 15.0 when sequences are tested by our method. When slight occlusion occurs, the PSR will decrease to around 9.0. However, when the value of PSR reduces to 5.0, the template is not reliable at all. Thus, the threshold in Eqs. (21) and (22) is 5.0. We would like to emphasize that all the parameters have been kept constant for all experiments.
Scale Estimation Experimental Results
In Sec. 3.3, we had introduced our scale estimation method. To evaluate our method in scale estimation, we examine our root and parts scale estimation method on several representative scale variation sequences. Figures 3 and 4 demonstrate the root and parts tracking results in scale variation sequences. According to the scale defined in Eq. (8), the range of scale changes in FleetFace and Girl is about 0.5 to 1.5, Fig. 3 Tracking results in scale variation sequences fleet face and girl with parts.
Algorithm 1 Algorithm proposed part-based tracking algorithm.
Input:
The model parametersα t −1 pðkÞ ,x t −1 pðk Þ , and scale parameter s t −1
pðkÞ
The target position of root and parts image P t−1 pðkÞ
The new arrived image patches z t
Output:
The whereas the maximum scale in Dog1 and CarScale is 3.5 and 5.5, respectively. From Figs. 3 and 4, we can see that our method can adapt to the scale change of root and parts.
In addition, we compare our scale estimation method with four different scale estimation trackers, which include TLD, 13 SCM, 9 ASLA, 25 and DSST. 16 Figure 5 illustrates the scale ground truth and the scale predicted by different trackers. It is obvious that our method outperforms other trackers in handling scale variation, especially when great scale changes occur in Figs. 5(c) and 5(d). In Table 1 , we list the mean errors comparison of different trackers. The mean error of scale change is computed as E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 2 4 ; 6 3 ; 5 6 6 s ¼ 
where s is the mean error of scale change, s t is the predicted scale at the t'th frame, and s t gt is the scale ground truth at the t'th frame. Compared to the other four trackers, our method achieves the least mean errors on all the scale variation sequences. We can conclude that our method can perform better in handling scale variation than other trackers.
Quantitative Evaluation
We have utilized the publicly available dataset OTB100 36 to evaluate our approach. These sequences contain different challenges, including scale variation, deformation, illumination variation, occlusion, and blur. We compare our method with other 17 state-of-the-art trackers, including TLD, 13 Struck, 14 ASLA, 25 SCM, 9 KCF, 15 and DSST 16 . These methods can be classified into generative and discriminative methods, or holistic and part-based methods. Most of these methods have been mentioned in Secs. 1 and 2. We name our method DPM for short to compare with these methods.
Two evaluation criteria are used to assess the performance of these trackers, which are distance precision and overlap rate precision. The distance precision means the mean center location error. It can be computed by the pixel distance of the center location between the ground truth and the tracking results. Meanwhile, the overlap rate precision is based on the PASCAL VOC overlap rate (VOR), which can be calculated as E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 2 5 ; 3 2 6 ; 7 3 0
where B G is the ground truth of the corresponding sequence and B T is the tracking result. A smaller average error or a bigger overlap rate means a more accurate result. The comparisons are shown in Fig. 6 . The overall performance of our approach is compared with other 17 state-ofthe-art trackers in one-pass evaluation (OPE) that initializes the tracker with the ground-truth location at the first frame, and the tracker runs throughout the entire sequence. The distance precision plot ranks the trackers as the score of precision at the threshold of 20 pixels. In addition, the overlap rate precision plot ranks the different trackers by the area under curve (AUC).
As can be seen from Fig. 6 , our approach (DPM) achieves the best performance among the 18 trackers. Our DPM achieves 0.804 success rate in distance precision. In addition, a 0.595 AUC score has been obtained in overlap precision. Compared with the second-best KCF tracker in distance precision and DSST tracker in overlap precision, our method improves by 4.9% in distance precision and 2.8% in overlap precision.
The comparison of speed between the different algorithms is also evaluated. We have intended to compare with partbased methods, 9,22-25,37,38 but we failed to find all the codes. Because of the computation brought by the part trackers, the speed of the part-based methods is a shortcoming. We could not evaluate the speed of most of the part-based methods. In Ref. 26 , the average speed of Liu et al.'s method is 30 fps under their hardware condition. However, Liu et al.'s method only considers the part images and ignores the effect of root image. Under Liu et al.'s hardware condition, the speed of trackers in Refs. 22, 37, and 38 is 2, 10, and 3.7 fps, respectively. If these trackers are evaluated under our hardware condition, the speed will be slower. The speed of part-based methods mentioned in Refs. 9 and 25 are 0.4 fps and 7 fps, which have been run under our hardware condition. In Table 2 , we list the speed of the top 5 trackers and ASLA in the quantitative results. As can be seen from Table 2 , our approach outperforms other part-based methods in speed.
The benchmark we use annotates the sequences with 11 attributes, including deformation (DEF), occlusion (OCC), scale variation (SV), out-of-plane rotation (OPR), in-plane rotation (IPR), out of view (OV), illumination variation (IV), motion blur (MB), background clutter (BC), fast motion (FM), and low resolution (LR). These attributes refers the challenges that we will meet when tracking these sequences. One sequence may have more than one annotation. The benefit from these annotations is that we can see the performance of our method in handling different challenges clearly. As can be seen from Fig. 7 , our method can handle most challenges. More specifically, our method can achieve higher distance precision in DEF, SV, and OCC. In the SV subset, our DPM method estimates the scale of both root and parts images, which makes our DPM outperforms DSST. The DPM method has achieved a success rate of 0.830 in distance precision, which improved by 8.2% compared with DSST. In OCC and DEF, our reliable update strategy insures the correctness of the template updating and adapts to the target appearance change. In OCC subset, our method is more accurate than KCF and DSST. In dealing with deformation, our method obtains more precise tracking result than KCF and DSST, which is 0.810, 0.770, and 0.697 success rate in distance precision. In addition to the subsets of DEF, SV, and OCC, our method can handle most of the challenges.
In Table 3 , we list the overlap precision of the top 10 trackers. The bold text represents the tracker achieving the first highest score in the given attribute, italic indicates the second highest, and bolditalic indicates the third highest. It is clear that our method can outperform most of the trackers not only in the attributes of DEF, SV, and OCC but also in other attributes. Overall, our method can be employed in many applications, e.g., intelligent interaction, video surveillance, autonomous guidance, and driverless car.
Qualitative Analysis
In this section, we illustrate some tracking results and plots generated by six different trackers in different challenges.
In Fig. 8 , the tracking results on scale variation sequences Car4 and Walking2 are demonstrated. In Car4, the challenges we meet when tracking include not only the scale change but also the illumination variation. Although the KCF, Struck, TLD, and SCM can locate the center position of the target, they cannot adapt the change of the scale. Our method and DSST can handle the scale variation well. In the 332nd frame, our method achieves a more precious result in both center location and scale. In Walking2, the target suffers from the scale change and occlusion. The other five trackers can work well when the scale variation is slight and when there is no occlusion. TLD tracks the wrong target when obstruction moves away from the target. KCF and struck drift away when occlusion occurs. Our algorithm performs better in dealing with this change, compared to all the comparative algorithms. Figure 9 demonstrates the ability of the trackers dealing with the occlusion issue. In sequence Jogging, the target is heavily occluded near the 54th frame. When occlusion occurs, the template of the target does not update according to our update scheme introduced in Sec. 3.5. Because of the update scheme, our method can capture the target when the obstruction disappears and target appears again. SCM is a part-based method and can capture the target when occlusion occurs. But SCM does not adapt the change of the scale. TLD can also locate the target due to its detection component, but our method has a more stable result through the sequence. In the sequence Lemming, the occlusion is caused by hiding the target into the background near the 332nd and 452nd frames. The target near the 332nd frame is almost entirely occluded, but partially occluded near the 452nd frame. Deformation is also a challenge for this sequence, as well as slight scale change. Deformation and scale change are brought by the out-of-plane rotation. When the target is heavily occluded at the 332 and frame, only our method can track the target well. After the target appears again, our Fig. 7 Distance precision based on OPE in tackling different challenges. tracker can also locate the right position. Partial occlusion troubles the trackers around the 452nd frame. DSST, KCF, and SCM lose the target unfortunately. The slightly turn-back of Lemming at the 1206th frame leads to the deformation challenge. KCF and DSST can track the target back because target appears back to the place where the trackers lose the target but still drifts away from the ground truth. TLD tracks the target with the incorrect scale through the sequence.
The tracking results of deformation sequences are displayed in Fig. 10 . The first sequence David meets the challenges of deformation, scale change, and illumination variation. Throughout the tracking, our algorithm can solve scale and deformation problems well in complex situations with various challenges. DSST fails to get the correct scale around the 360th frame. The second sequence is called Tiger2, which undergoes the deformation and partial occlusion. Comparing the 10th, 79th, and 198th frames, deformation caused by the target rotates out of the image plane. KCF and struck have the ability to address slight deformation. From the 79th to the 198th frames, the deformation gets larger and makes the drift heavier. TLD can also capture the target with slight deformation in the 79th frame but not the heavy one in the 294th frame. Our method provides more reliable tracking results from the beginning to the end.
Conclusion
We propose a scale adaptive part-based tracking method using multiple CFs. The feature similarities of the root tracker and part trackers determine the target location collaboratively. To estimate the scale variation more precisely, the scales of both root and parts are predicted with the sequential Monte Carlo framework. An adaptive weight joint confidence map is proposed to combine the independent confidence map. A reliable update scheme is employed to ensure the robustness of template. Both the distance precision and the overlap precision are measured using OPE evaluation method. Encouraging experimental results demonstrate that our approach achieves better results in comparison to the other state-of-the-art trackers. Our method can be employed in many applications in the field of tracking.
