We present a stochastic, limited-memory Broyden Fletcher Goldfarb Shanno (LBFGS) algorithm that is suitable for handling very large amounts of data. A direct application of this algorithm is radio interferometric calibration of raw data at fine time and frequency resolution. Almost all existing radio interferometric calibration algorithms assume that it is possible to fit the dataset being calibrated into memory. Therefore, the raw data is averaged in time and frequency to reduce its size by many orders of magnitude before calibration is performed. However, this averaging is detrimental for the detection of some signals of interest that have narrow bandwidth and time duration such as fast radio bursts (FRBs). Using the proposed algorithm, it is possible to calibrate data at such a fine resolution that they cannot be entirely loaded into memory, thus preserving such signals.
INTRODUCTION
Modern radio interferometers produce raw data at a very fine time and frequency resolution covering a large observing bandwidth and a long observing time. This means that the total number of data points at the original resolution can run into billions, thus entering radio astronomy into the big-data era. In order to apply most calibration algorithms (e.g., [1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12] ) the number of data points needs to be reduced in size to fit into memory. This is done by averaging the data in frequency and in time, thus reducing the resolution of the data. While this makes the data manageable, it also has some drawbacks. First, signals of scientific interest with a narrow bandwidth and time duration such as FRBs [13] might be lost. Second, the removal of low-power, broad-band interfering signals (both terrestrial and celestial origin) [14, 15, 16] might be difficult.
In this paper, we address the calibration of radio interferometric data at the original resolution that is determined by the correlator. Calibration is essential and preferable at this resolution for the removal of strong interfering signals such as the Sun and a few other strong radio sources (e.g., Cassiopeia A, Cygnus A). Naturally, the amount of data being calibrated will not fit into memory and in order to solve the nonlinear optimization problem associated with calibration, we introduce a stochastic, limited-memory Broyden Fletcher Goldfarb Shanno (LBFGS) algorithm. Due to faster convergence than gradient descent methods and lower memory usage than methods that require the full Hessian [17, 18] , LBFGS has been extensively used in our calibration software [19] .
In LBFGS, the direction of descent is estimated by using the gradient of the cost function and an approximation to the (inverse) Hessian of the cost function, represented by a few norm 1 updates [17] . Once the descent direction is found, the amount of descent is determined by selecting the step size based on a line search algorithm. The approximation to the Hessian is updated with each iteration, by using the difference in the parameters and the difference in the gradients (curvature pairs) [17, 20] . There are several problems that need to be overcome in adopting LBFGS to multi-batch mode operation. First, there is increased noise in gradient estimation using a mini-batch compared to the use of the full dataset. Secondly, and more critically, calculating the difference of gradients cannot in principle use two different mini-batches for gradient estimation. We reiterate that our main constraint is the size of the dataset and we aim to devise an algorithm that can load fixed size mini-batches into memory. The novelty of the proposed method and the relation to prior work are as follows.
• Estimating the variance of the gradient is a crucial element both in [21] and our method. This ideally requires the gradient information for each data point within a single minibatch. However, in our method, we use an online estimate of the variance of the gradient (based on [22] ) and this does not require the gradient of each data point within a mini-batch. This is the major novelty in our work.
• In order to find the difference in gradients, data overlap is used in [23, 24] . Our method does not use data overlap (nor is it practically feasible). However, we do use more than one iteration per mini-batch, which can be considered as full data overlap.
• Variable mini-batch sizes are used in [21] , however we keep the mini-batch size fixed.
• A fixed step size is used in [23, 24] and [25] uses normalized descent directions, both slowing the convergence. As in [21] , our method uses a variable step size based on Armijo line search [20] . Since we use an online estimate of the variance of the gradient, the initial value of step size for the line search is determined by this value, similar to [21] .
• We use stable curvature pair updates as in [24, 21] . In fact, whenever a new mini-batch is used, we skip the update of the curvature because the difference in gradients is based on different data. This is a drawback of our algorithm that requires more than one iteration per each mini-batch.
• Our previous work used ordered subsets acceleration in [26] where we used mini-batches for the gradient (Jacobian) estimation but the cost function was evaluated using the full batch. However, this method does not work when the full batch cannot fit in memory (which is the problem we are concerned with in this work).
The rest of the paper is organized as follows. We give a brief introduction to radio interferometric calibration using the LBFGS algorithm in section 2. We describe the proposed stochastic LBFGS algorithm in section 3. Next, we provide test results based on radio interferometric calibration and deep learning in 4 illustrating the performance of the proposed algorithm. Finally, we draw our conclusions in section 5. Notation: Matrices and vectors are denoted by bold upper and lower case letters as J and v, respectively. The transpose and the Hermitian transpose are given by (·) T and (·) H , respectively. The matrix Frobenius norm is given by · and the l1 norm by · 1. The set of real and complex numbers are denoted by R and C, respectively. The identity matrix (size N × N ) is given by IN . The Hadamard (element wise) product is denoted by •.
RADIO INTERFEROMETRIC CALIBRATION
In this section we give a brief overview of radio interferometric calibration in relation to the use of the LBFGS algorithm. A single data point produced by a pair of stations p and q forming an interferometer can be modeled as [27] 
where Vpq,Jpi,Jqi,Cpqi and Npq are in C 2×2 . All matrices in (1) are functions of time and frequency and this is implicitly assumed throughout the rest of the paper. This observed signal Vpq is modeled as a superposition of electromagnetic radiation emanating from K distinct celestial sources in the sky. In (1), Cpqi represents the source coherency for the i-th source, seen from the interferometer (or baseline) p-q. The values of Cpqi can be exactly calculated for any given p, q, i and at any time and frequency [28] . The signals from celestial sources are corrupted by the atmosphere as well as the instrument and these corruptions are represented by the matrices given by Jpi,Jqi in (1). We also have the noise matrix Npq. Calibration is the estimation of Jpi for all p and i, or estimating a set of parameters θ describing Jpi.
Vectorizing (1) we get
where
and vpq = vec(Vpq), npq = vec(Npq). We represent Jpi and Jqi in (2), as θ, a vector of real parameters of length 8N K (∈ R 8N K×1 ), but this could have more parameters if we add time or frequency dependence to Jpi and Jqi. We stack data points as vectors
where (assuming data at T time and F frequency samples are calibrated together) x and m(θ) are vectors of size
). The cost function minimized by LBFGS in robust calibration is given by
where x[i] and m(θ)[i] represent the i-th elements of x and m(θ), respectively, and ν (= 2) is a constant [5] . More detail about the use of full batch mode LBFGS in calibration can be found in [19] . In the next section, we consider modifications to the original LBFGS algorithm when the full dataset cannot be loaded into memory.
STOCHASTIC LBFGS ALGORITHM
We describe the modifications made to the batch mode LBFGS algorithm for operation in mini-batch (stochastic) mode in this section. The key driver for these changes is the need to calibrate a dataset that cannot entirely fit into memory, i.e., the length of
is too large to fit into memory. The number of parameters or length of θ 8N K is large but not too large that it cannot fit into memory. We use M as the memory size of the LBFGS algorithm, and for the stochastic mode of operation, we need 2 additional vectors of the size of θ. Thus, in total, the extra memory requirement is 2(M + 1) vectors of the size of θ.
The pseudocode for the stochastic LBFGS algorithm is given in algorithm 1. We describe in detail key operations that are different from the full batch LBFGS algorithm as follows. Note that we keep the mini-batch size fixed, and we do not have access to gradient statistics within a mini-batch in our algorithm. The price to pay for this approach is that more that one iteration is needed per each mini-batch (ideally about 4). In all our practical tests, we keep the memory size for Hessian approximation as M = 7.
• Line 4: The mini-batches can be processed in any arbitrary order, even though it is presented as sequential processing.
• Lines 9-10: Online estimation of variance of gradient is based on [22] . The update of g k and m k are only done if a new batch of data is received (line 8). Based on the estimated variance, the upper bound for step size α is found (line 11). • Line 13: BFGS update using M curvature pairs is done as in [20] .
• Lines 15-17:
Step size selection is done using Armijo line search as in [21, 20] . In contrast, in the full batch LBFGS algorithm [19, 29] , we use exact line search with cubic interpolation [17] . • Lines 19, 22: We update curvature pairs (y, s) only if the gradient difference on line 21 is based on the same batch and if the inner product over norm ratio is larger than a threshold ǫ. This is similar to the safe update rule used in [24, 21] .
In the next section, we test the performance of algorithm 1 against current contenders.
TEST RESULTS
We demonstrate the performance of the proposed stochastic LBFGS algorithm in its intended use, i.e., radio interferometric calibration as well as a completely different application, i.e., deep learning in this section.
Algorithm 1 Stochastic LBFGS
Require: Data x = {x1, . . . , xB}, partitioned into B batches of equal size. Cost fi(θ) and gradient ∇fi(θ) for each batch i ∈ [1, B]. Initial value of parameters θ0 (number of parameters is P ), memory for Hessian approximation M > 0, iterations per batch J, number of epochs E, constants c1(= 10 −4 ), α0(= 1), ǫ(= 10 −9 ).
for i = 1 to B do 5: calculate ∇fi(θ) 6: for j = 1 to J and ∇fi(θ) is finite do 7: batch changed ← (k > 1 and j = 1)
8:
if batch changed then 9:
11:
end if 13: p k ← −H k ∇fi(θ) by BFGS update 14: α k ← α 15:
end while 18:
if not batch changed then 20:
if k ≥ M then 24: discard oldest pair of (y, s) 25: end if 26: save (y k , s k ) pair 27: end if 28: end if 29: θ ← θnew 30:
end for 32: end for 33: end for 34: return θ
Radio interferometric calibration
We simulate an array with N = 1024 stations calibrating data along K = 4 directions in the sky. We use T = 10 time samples and a single frequency (F = 1). Therefore the amount of data points being calibrated is 4N (N − 1)T ≈ 41.9 million. The number of parameters estimated is 8N K = 32768, which is much smaller than the number of data points. In real life, the number of data points being calibrated could run upto a few billion and the simulation presented here is only a scaled down version. The systematic errors Jpi, Jqi in (1) are drawn from a complex uniform distribution in [0, 1] as U(0, 1) + U(0, 1). Noise is finally added to the data with a signal to noise ratio E{ We compare the performance of LBFGS in full batch mode operation against the stochastic version in calibrating the data in Fig.  1 . In full batch mode, we load the whole dataset into memory and use exact line search with cubic interpolation [17, 29] for step size selection. In mini-batch mode operation we use 1/5-th of the full dataset at each iteration (B = 5), and for each mini-batch of data, we use J = 3 (E = 17) and J = 4 (E = 13) LBFGS iterations in algorithm 1. We have shown the cost (4) evaluated over the full dataset in Fig. 1 for comparison. Note that in mini-batch LBFGS, the cost evaluated at each iteration of algorithm 1 is actually based on a smaller dataset and what is shown in Fig. 1 is the cost based on the full dataset, only for comparison.
From Fig. 1 we see that we reach the same final cost by using the stochastic version of LBFGS, but the convergence is slower, i.e., many more iterations are needed. Moreover, increasing J (iterations per mini-batch) makes the convergence faster. In terms of computational cost, all three modes of operation in Fig. 1 are almost equal. For the stochastic version, the cost of computing the cost function and the gradient is 1/5-th of the cost of computing them with the full dataset. However, more iterations are used in the stochastic mode, thus making the total computational cost almost the same. Nonetheless, the key advantage is that the stochastic mode is using much less data at each iteration. Note also that we have already compared the use of first order methods in [29] in full batch mode of operation against the full batch mode LBFGS and we see significantly better performance in LBFGS. Therefore we have not presented any such comparisons for radio interferometric calibration here.
Deep learning
The use of the stochastic LBFGS algorithm has so far given mixed results in deep learning [23, 24, 21, 25] compared to the popular first order methods used in training, i.e., stochastic gradient descent (SGD) [30] and Adam [31] . We have implemented algorithm 1 in PyTorch [32] , a popular machine learning package. We compare the performance of the proposed algorithm in training a simple convolutional neural network with 2 convolutional layers and 3 fully connected layers as given in [33] . We use the CIFAR 10 dataset [34] and use 50000 images for training and 10000 images for verification.
Compared with previous examples of using LBFGS for training [23, 24, 21, 25] , we have made two changes to the setup. First, we have replaced the Rectified linear unit (ReLU) activation with exponential linear unit (ELU) [35] activation to get non-zero second order derivatives. Our second modification is related to improving the computational cost. Automatic differentiation is used in PyTorch for calculating the gradient during training. However, this gradient is not needed every time the cost function is calculated in algorithm 1. Note that the cost function needs to be calculated many times for the line search (lines 15-17 in algorithm 1). This makes the computational cost of LBFGS much larger than SGD or Adam. However, we can improve this by disabling gradient calculation during the line search operation. In order to do this, we have to modify the definition of the loss function (closure()) as shown in Fig. 2. f o r i n p u t , t a r g e t i n d a t a s e t : In Fig. 3 , we show the training error for the proposed stochastic LBFGS (M = 10), with ReLU and ELU activation, compared with SGD and Adam (with ReLU activation). We see similar performance with both ReLU and ELU activation for SGD and Adam and we show only one result. The mini-batch size used is 32 and the training error is shown for every 200 batches. Per mini-batch, we use J = 4 iterations in algorithm 1.
Note that the training error is shown against CPU time used in training. Both SGD and Adam runs about ×5 faster and therefore can process ×5 more epochs than LBFGS for the same amount of total CPU time. The verification accuracy for 10000 images is 63% for LBFGS with ELU activation as well as for SGD and Adam but LBFGS with ReLU activation has a lower verification accuracy of 61%. We clearly see the improvement of LBFGS due to ELU activation in Fig. 3 and shows the potential of LBFGS for further applications in deep learning. 
CONCLUSIONS
We have proposed a stochastic LBFGS algorithm that can handle the calibration of very large volumes of radio interferometric data while using a limited amount of compute memory. We have demonstrated the performance of the proposed algorithm by comparing it with the full batch LBFGS algorithm. In addition, we have tested its use in deep learning, where we get comparable performance provided that activation functions are modified. We have implemented the proposed algorithm in PyTorch [32] and it is available for general use in other machine learning applications [36] . Future work will focus on adopting the proposed algorithm for big-data frameworks as in [37] for large scale distributed calibration of radio interferometric data especially for the detection of FRBs.
