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Abstract
Many problems encountered in applied mathematics can be recast as the problem of selecting a par-
ticular common fixed point of a countable family of quasi-nonexpansive operators in a Hilbert space. We
propose two iterative methods to solve such problems. Our convergence analysis is shown to cover a variety
of existing results in this area. Applications to solving monotone inclusion and equilibrium problems are
considered.
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1. Introduction
LetH be a real Hilbert space and let T :H→H be a nonexpansive operator such that its fixed
points set, FixT , is not empty. A classical iterative method to find the fixed point of T of minimal
norm is
fix x0 ∈H and set (∀n ∈ N) xn+1 = (1 − αn)T xn, (1.1)
where (αn)n∈N is in ]0,1[. The strong convergence of this iteration, under suitable assumptions
on (αn)n∈N, is shown in [15]. Since then, various extensions of this result have been proposed.
Thus, in [18,23], given a ∈H, the method (1.1) takes the form
fix x0 ∈H and set (∀n ∈ N) xn+1 = αna + (1 − αn)T xn, (1.2)
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lar choices of the operator T , are analyzed in [8,18] and some applications to concrete problems
are considered in [9]. In [2], (1.2) is extended to an iterative scheme which employs a finite
family of operators activated cyclically. In [12,24], (1.2) is generalized to
fix x0 ∈H and set (∀n ∈N) xn+1 = T xn − αnγA(T xn), (1.3)
for some γ ∈ ]0,+∞[ and some suitable strongly monotone operator A :H→H. Using a dif-
ferent approach, [19] extended (1.2) to
fix x0 ∈H and set (∀n ∈N) xn+1 = αnQxn + (1 − αn)T xn, (1.4)
where Q :H→H is a strict contraction.
The goal of this paper is to bring together and extend the above results by investigating the
convergence of the iteration
fix x0 ∈H and set (∀n ∈N) xn+1 = αnQ(Snxn) + (1 − αn)Tnxn, (1.5)
where (αn)n∈N is in ]0,1[, Q :H → H is a strict contraction, and (Sn)n∈N and (Tn)n∈N
are sequences of quasi-nonexpansive operators from H to H such that ∅ = ⋂n∈N FixTn ⊂⋂
n∈N FixSn. Our main result states that, if we suppose in addition that
αn → 0 and
∑
n∈N
αn = +∞, (1.6)
and that for every subsequence (xkn)n∈N of the sequence given in (1.5),{
xkn ⇀ x
xn+1 − Tnxn → 0 ⇒ x ∈
⋂
n∈N
FixTn, (1.7)
then the sequence defined in (1.5) converges strongly to the unique point x in⋂n∈N FixTn which
satisfies x = P(Qx), where P is the projection operator onto ⋂n∈N FixTn.
Throughout the paper,H is a real Hilbert space with scalar product 〈· | ·〉, norm ‖ ·‖, and iden-
tity operator Id. In addition, PC denotes the projection operator onto a nonempty closed convex
subset C of H. As is customary, → and ⇀ denote, respectively, strong and weak convergence.
The fixed points set of an operator T :H→H is denoted by FixT . Recall that T is nonexpansive
if it is Lipschitz continuous with constant 1, a strict contraction if it is Lipschitz continuous with
constant in [0,1[, firmly nonexpansive if 2T − Id is nonexpansive, and quasi-nonexpansive if
(∀x ∈H) (∀y ∈ FixT ) ‖T x − y‖ ‖x − y‖. (1.8)
Definition (1.8) goes back at least to [13] (see also [3,4] for examples of quasi-nonexpansive
operators). Let A :H→ 2H be a set-valued operator. The set grA = {(x,u) ∈H2 | u ∈ Ax} is
the graph of A, the inverse A−1 of A is the set-valued operator with graph {(u, x) ∈H2 | u ∈ Ax}
and the resolvent of A is JA = (Id+A)−1. Moreover, A is monotone if(∀(x,u) ∈ grA) (∀(y, v) ∈ grA) 〈x − y | u − v〉 0, (1.9)
and maximal monotone if, furthermore, grA is not properly contained in the graph of any
monotone operator B :H→ 2H. It is well known that the resolvent of a maximal monotone
operator A, JA is a firmly nonexpansive operator on H and that FixJA = A−10.
The paper is organized as follows. In Section 2 we establish a strong convergence result for
the algorithm given in (1.5). Section 3 is entirely devoted to the study of the generalizations of
existing results; we first address problems with a finite number of operators and next consider
applications in monotone inclusion and equilibrium problems.
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Let (Tn)n∈N and (Sn)n∈N be families of quasi-nonexpansive operators from H to H such that
∅ = C =
⋂
n∈N
FixTn ⊂
⋂
n∈N
FixSn, (2.1)
and let Q :H→H be a strict contraction. We consider the problem
find x ∈H such that x = PC(Qx), (2.2)
which has a unique solution. Indeed, since Tn is quasi-nonexpansive, FixTn is closed and convex
[4, Propositions 2.3 and 2.6(ii)] and, therefore, C is a nonempty closed convex set. Hence, PC is
nonexpansive and PCQ is a strict contraction. It then follows from the standard Banach–Picard
theorem that the point x is uniquely defined in (2.2).
The algorithm under consideration is the following.
Algorithm 2.1.
Step 0. Fix x0 ∈H and set n = 0.
Step 1. Let αn ∈ ]0,1[.
Step 2. Set xn+1 = αnQ(Snxn) + (1 − αn)Tnxn.
Step 3. Set n = n + 1 and go to Step 1.
We shall study this iterative scheme under the following conditions.
Condition 2.2.
(i) ∅ = C =⋂n∈N FixTn ⊂⋂n∈N FixSn.
(ii) αn → 0 and ∑n∈N αn = +∞.
(iii) For every suborbit (xkn)n∈N of the Algorithm 2.1,{
xkn ⇀ x
xn+1 − Tnxn → 0 ⇒ x ∈ C.
Remark 2.3. There exist operators which are quasi-nonexpansive but not nonexpansive, and
which satisfy Condition 2.2(iii). In H = R, take, for example, Sn ≡ Id and Tn ≡ T where
T :R→R is defined by
(∀x ∈R) T x =
{
0, if x  1;
x − 1/2, otherwise. (2.3)
Set Q :x → 0 and (αn)n∈N = (1/n)n2. Then C = {0} and Algorithm 2.1 becomes
fix x0 ∈ R and set (∀n ∈N) xn+1 =
(
1 − 1
n + 2
)
T xn. (2.4)
If x0  1 then (∀n ∈ N, n > 0) xn = 0 and Condition 2.2(iii) is automatically satisfied. If x0 > 1
then there exists an integer p  2, such that
x0 ∈
]
p(p + 1) − 1 , (p + 1)(p + 2) − 1
]
and xp−1 = 1
(
x0 − p(p − 1)
)
. (2.5)4 2 4 2 p 4
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satisfied.
Theorem 2.4. Suppose that Condition 2.2 is satisfied. Then every orbit of Algorithm 2.1 con-
verges strongly to the unique solution x to (2.2).
Proof. Let (xn)n∈N be an orbit of Algorithm 2.1 and let x ∈ C be defined by (2.2). We first show
that
(xn)n∈N is bounded. (2.6)
Let θ ∈ [0,1[ be the Lipschitz constant of Q and let x ∈ C be fixed. Then
(∀n ∈ N) ‖xn+1 − x‖
∥∥xn+1 − αnQx − (1 − αn)x∥∥+ ∥∥αnQx + (1 − αn)x − x∥∥
= ∥∥αn(Q(Snxn) − Qx)+ (1 − αn)(Tnxn − x)∥∥+ αn‖Qx − x‖

(
1 − (1 − θ)αn
)‖xn − x‖ + αn‖Qx − x‖. (2.7)
Let M = max(‖x0 − x‖,‖Qx − x‖/(1 − θ)). Thus, we obtain by induction that
(∀n ∈ N) ‖xn − x‖M, (2.8)
hence, (xn)n∈N is bounded. Consequently, it follows from Condition 2.2(i) that the sequences
(Tnxn)n∈N, (Snxn)n∈N, and (Q(Snxn))n∈N are also bounded. Therefore
β = sup
n∈N
∥∥Q(Snxn) − Tnxn∥∥< +∞. (2.9)
Next, we shall show that for every ε ∈ ]0,+∞[ there exists an index q ∈ N such that for every
integer n q ,
‖xn+1 − x‖2 
(
1 − (1 − θ)αn
)‖xn − x‖2 + 5εαn. (2.10)
Using induction, this will allow us to conclude that ‖xn − x‖2 → 0. In order to prove (2.10), we
first show that
lim〈Tnxn − x | Qx − x〉 0. (2.11)
Indeed, let (xkn)n∈N be a subsequence of (xn)n∈N such that
〈Tkn−1xkn−1 − x | Qx − x〉 → lim〈Tnxn − x | Qx − x〉, (2.12)
and such that (xkn)n∈N converges weakly to some point w ∈H. Since
(∀n ∈ N) ‖xn+1 − Tnxn‖ = αn
∥∥Q(Snxn) − Tnxn∥∥, (2.13)
by (2.9), Condition 2.2(ii) implies that xn+1 −Tnxn → 0. Then it follows from Condition 2.2(iii)
that w ∈ C and from (2.2) and the standard characterization of projections onto convex sets that
〈Qx − x | Tkn−1xkn−1 − x〉 → 〈Qx − x | w − x〉 0. (2.14)
Hence, we infer from (2.12) and (2.14) that
lim〈Tnxn − x | Qx − x〉 0. (2.15)
The second step for proving (2.10) is to observe that for every n ∈N,
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∥∥xn+1 − αnQx − (1 − αn)x∥∥2 + ∥∥αnQx + (1 − αn)x − x∥∥2
+ 2〈xn+1 − αnQx − (1 − αn)x ∣∣ αnQx + (1 − αn)x − x〉
= ∥∥αn(Q(Snxn) − Qx)+ (1 − αn)(Tnxn − x)∥∥2 + α2n‖Qx − x‖2
+ 2αn
〈
Tnxn − x + αn
(
Q(Snxn) − Qx − Tnxn + x
) ∣∣Qx − x〉

(
1 − (1 − θ)αn
)2‖xn − x‖2 + α2n‖Qx − x‖2 + 2αn〈Tnxn − x | Qx − x〉
+ 2α2n
(〈
Q(Snxn) − Tnxn
∣∣Qx − x〉− ‖Qx − x‖2)

(
1 − (1 − θ)αn
)‖xn − x‖2 + α2n‖Qx − x‖2 + 2αn〈Tnxn − x | Qx − x〉
+ 2α2n
〈
Q(Snxn) − Tnxn
∣∣Qx − x〉. (2.16)
Now let us fix ε ∈ ]0,+∞[. We infer from Condition 2.2(ii), (2.15), the Cauchy–Schwarz in-
equality, and (2.9), the existence of an index q ∈N such that, for every integer n q ,
αn‖Qx − x‖2  ε, 〈Tnxn − x | Qx − x〉 ε, and
αn
〈
Q(Snxn) − Tnxn | Qx − x
〉
 ε. (2.17)
Next, we deduce from (2.16) and (2.17) that, for every integer n q ,
‖xn+1 − x‖2 
(
1 − (1 − θ)αn
)‖xn − x‖2 + 5εαn. (2.18)
Hence, we obtain by induction that
(∀n q) ‖xn+1 − x‖2 
n∏
k=q
(
1 − (1 − θ)αk)
)‖xq − x‖2
+ 5ε
1 − θ
(
1 −
n∏
k=q
(
1 − (1 − θ)αk
))
. (2.19)
By Condition 2.2(ii), ∑nk=q(1 − θ)αk → +∞ as n → +∞, and therefore, it follows from [17,
Theorem 3.7.7] that ∏nk=q(1 − (1 − θ)αk) → 0 as n → +∞. Thus, (2.19) yields
lim‖xn − x‖2  5ε1 − θ , (2.20)
and we conclude that ‖xn − x‖2 → 0. 
Remark 2.5 (An extension). Consider the algorithm
Algorithm 2.6.
Step 0. Fix x0 ∈H and set n = 0.
Step 1. Let αn ∈ ]0,1[ and λn ∈ ]0,1].
Step 2. Set xn+1 = αnQ(Snxn) + (1 − αn)
(
xn + λn(Tnxn − xn)
)
.
Step 3. Set n = n + 1 and go to Step 1.
Now suppose that λn → 1, Condition 2.2(i) and 2.2(ii) are satisfied, and that for every suborbit
(xkn)n∈N of Algorithm 2.6,{
xkn ⇀ x
x − T x → 0 ⇒ x ∈ C. (2.21)n+1 n n
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Rn = Id+λn(Tn − Id). Then we have
‖xn+1 − Tnxn‖ =
∥∥xn+1 − Rnxn − (1 − λn)(Tnxn − xn)∥∥
 ‖xn+1 − Rnxn‖ + (1 − λn)‖Tnxn − xn‖
 ‖xn+1 − Rnxn‖ + (1 − λn)β, (2.22)
where β = supn∈N ‖Tnxn − xn‖ < +∞ (indeed, if z ∈ C, then (∀n ∈ N) ‖Tnxn − xn‖ 
‖Tnxn − z‖ + ‖xn − z‖  2‖xn − z‖ < +∞ by (2.6)). Hence xn+1 − Rnxn → 0 ⇒ xn+1 −
Tnxn → 0. Therefore (2.21) implies that for every suborbit (xkn)n∈N of Algorithm 2.6,{
xkn ⇀ x
xn+1 − Rnxn → 0 ⇒ x ∈ C.
We therefore obtain the convergence of (xn)n∈N to the unique solution to (2.2) since⋂
n∈N FixRn =
⋂
n∈N FixTn = C.
Remark 2.7 (An alternative iterative method). Let (Tn)n∈N and (Sn)n∈N be families of nonex-
pansive operators from H to H such that Condition 2.2(i) is satisfied and let Q :H→H be a
strict contraction. Then, for every n ∈ N, the operator SnTn is nonexpansive and Condition 2.2(i)
implies that ∅ = C =⋂n∈N FixTn ⊂⋂n∈N Fix(SnTn). Now let (αn)n∈N be a sequence in ]0,1[
and let (xn)n∈N be given by
fix x0 ∈H and set (∀n ∈N) xn+1 = αnQ(SnTnxn) + (1 − αn)Tnxn. (2.23)
If, in addition, we suppose that Condition 2.2(ii) and 2.2(iii) are satisfied, then by Theorem 2.4,
the sequence given in (2.23) converges strongly to the unique solution to (2.2). In this setting, we
obtain the following alternative iterative method for solving (2.2). Let us set (∀n ∈ N) yn = Tnxn.
Then
y0 = T0x0 and (∀n ∈N) yn+1 = Tn+1
(
αnQ(Snyn) + (1 − αn)yn
)
. (2.24)
By (2.13) and Condition 2.2(ii), we have xn+1 − yn → 0. Hence, yn → x, where x is given
by (2.2).
3. Applications
In the previous section, we proved that the orbits of Algorithm 2.1 converge strongly to a
particular common fixed point of a countable family of quasi-nonexpansive operators. This result
provides a unified framework to recover and generalize known results.
3.1. Finitely many operators
The main problem we investigate in this section consists of finding a particular common fixed
point of a finite family of nonexpansive operators. More precisely, let Q :H→H be a strict con-
traction and let (Rj )1jm :H→H be nonexpansive operators. Then problem (2.2) becomes
find x ∈H such that x = P⋂m
j=1 FixRj (Qx). (3.1)
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nonexpansive operators from H to H such that C =⋂mj=1 FixRj ⊂⋂mj=1 FixSj and
∅ = C = Fix (Rm · · ·R1)= Fix (R1Rm · · ·R2)= · · · = Fix (Rm−1 · · ·R1Rm). (3.2)
Let (αn)n∈N be a sequence in ]0,1[ which satisfies
αn → 0 and
∑
n∈N
αn = +∞, (3.3)
and any of the following conditions:
(i) ∑n∈N|αn+m − αn| < +∞,
(ii) αn+m
αn
→ 1,
(iii) αn+m−αn
α2n+m
→ 0,
(iv) 1
αn+m − 1αn → 0.
Given x0 ∈H and y0 = Rmx0, set, for every n ∈N,
xn+1 = αnQ
(
Si(n)xn
)+ (1 − αn)Ri(n)xn (3.4)
and
yn+1 = Ri(n+1)
(
αnQ(Si(n)yn) + (1 − αn)yn
)
, (3.5)
where i(n) = ((m − n − 1) mod m) + 1. Then (xn)n∈N and (yn)n∈N converge strongly to the
unique solution x to (3.1).
Remark 3.2. We give some examples of operators for which the assumption (3.2) holds.
(i) Let (Rj )1jm :H→H be nonexpansive operators such that, for every j ∈ {1, . . . ,m},
(∀x ∈H \ FixRj ) (∀y ∈ FixRj) ‖Rjx − y‖ < ‖x − y‖. (3.6)
By [3, Proposition 2.10(i)], if we suppose ⋂mj=1 FixRj = ∅, then (3.2) is satisfied.
(ii) Let (Rj )1jm be averaged operators (see [10, Definition 1.1]). Then, by [3, Lemma 2.4(iv)],
they satisfy (3.6) (see also [10, Lemma 2.2(iv)]). In particular, if ⋂mj=1 FixRj = ∅ and
(Rj )1jm are firmly nonexpansive, then (3.2) is satisfied.
Proof. Remark that (3.4) is a particular instance of Algorithm 2.1 by choosing (∀n ∈ N) Tn =
Ri(n) and Sn = Si(n). We prove that every orbit (xn)n∈N of (3.4) satisfies Condition 2.2(iii). Let
θ ∈ [0,1[ be the Lipschitz constant of Q. Then, for every n ∈ N,
‖xn+m+1 − xn+1‖

∥∥αn+mQSi(n)xn+m + (1 − αn+m)Ri(n)xn+m − αn+mQSi(n)xn − (1 − αn+m)Ri(n)xn∥∥
+ ∥∥αn+mQSi(n)xn + (1 − αn+m)Ri(n)xn − αnQSi(n)xn − (1 − αn)Ri(n)xn∥∥
= ∥∥αn+m(QSi(n)xn+m − QSi(n)xn) + (1 − αn+m)(Ri(n)xn+m − Ri(n)xn)∥∥
+ |αn+m − αn| · ‖QSi(n)xn − Ri(n)xn‖

(
1 − (1 − θ)αn+m
)‖xn+m − xn‖ + β|αn+m − αn|, (3.7)
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conditions (i)–(iv) leads to ‖xn+m − xn‖ → 0. To this end, let us fix ε ∈ ]0,+∞[.
• Suppose that∑n∈N|αn+m−αn| < +∞. Then, we obtain by induction that, for every (n,p) ∈
N
2 such that n p, we have
‖xn+m+1 − xn+1‖
n∏
k=p
(
1 − (1 − θ)αk+m
)‖xp+m − xp‖ + β n∑
k=p
|αk+m − αk|. (3.8)
It follows from (3.3) and [17, Theorem 3.7.7] that, for every p ∈N,∏nk=p(1− (1−θ)αk+m) → 0
as n → +∞. Therefore, (3.8) and (i) yield
(∀p ∈ N) lim‖xn+m − xn‖ β
+∞∑
k=p
|αk+m − αk|. (3.9)
Hence, again by (i), we obtain ‖xn+m − xn‖ → 0.
• Now suppose that αn+m
αn
→ 1. Then (3.7) implies that, for every n ∈N,
‖xn+m+1 − xn+1‖
(
1 − (1 − θ)αn+m
)‖xn+m − xn‖ + βαn
∣∣∣∣αn+mαn − 1
∣∣∣∣. (3.10)
Hence, by (ii), we deduce the existence of an index q ∈ N, such that, for every integer n q ,
‖xn+m+1 − xn+1‖
(
1 − (1 − θ)αn+m
)‖xn+m − xn‖ + βεαn. (3.11)
Thus, we obtain by induction that, for every integer n q ,
‖xn+m+1 − xn+1‖
n∏
k=q
(
1 − (1 − θ)αk+m
)‖xq+m − xq‖
+ βε
1 − θ
(
1 −
n∏
k=q
(
1 − (1 − θ)αk
))
. (3.12)
Since
∏n
k=q(1 − (1 − θ)αk+m) → 0 and
∏n
k=q(1 − (1 − θ)αk) → 0 as n → +∞, (3.12) yields
lim‖xn+m+1 − xn+1‖ βε1 − θ . (3.13)
Hence, we conclude that ‖xn+m − xn‖ → 0.
• Assume now that αn+m−αn
α2n+m
→ 0. Then (3.7) implies that, for every n ∈N,
‖xn+m+1 − xn+1‖
(
1 − (1 − θ)αn+m
)‖xn+m − xn‖ + βαn+m |αn+m − αn|
α2n+m
. (3.14)
Hence, by (iii), we deduce the existence of an index r ∈ N, such that, for every integer n r ,
‖xn+m+1 − xn+1‖
(
1 − (1 − θ)αn+m
)‖xn+m − xn‖ + βεαn+m. (3.15)
By using the same arguments as before, we obtain ‖xn+m − xn‖ → 0.
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αn+m − 1αn → 0. Then (3.7) implies that, for every n ∈N,
‖xn+m+1 − xn+1‖
(
1 − (1 − θ)αn+m
)‖xn+m − xn‖ + βαn |αn+m − αn|
αnαn+m
. (3.16)
Hence, by (iv), we deduce the existence of an index k ∈N, such that, for every integer n k,
‖xn+m+1 − xn+1‖
(
1 − (1 − θ)αn+m
)‖xn+m − xn‖ + βεαn. (3.17)
Using induction as before, we obtain ‖xn+m − xn‖ → 0.
Consequently, we have proved in all cases that ‖xn+m − xn‖ → 0. Remark that xn+1 −
Ri(n)xn → 0 is a direct consequence of (3.4) and (3.3). Proceeding as in the proof of Claim 6
of [2, Theorem 3.1], we deduce from the last two convergence results that
xn − Ri(n+m−1) · · ·Ri(n)xn → 0. (3.18)
Now let w ∈H and let (xkn)n∈N be a suborbit of (3.4) such that xkn ⇀ w (such a point exists since
(xn)n∈N is bounded). Then there exist j ∈ {1, . . . ,m} and a subsequence (lkn)n∈N of (kn)n∈N such
that (∀n ∈ N) i(lkn) = j . Hence, we infer from (3.18) that
xlkn − Rj−1 · · ·R1Rm · · ·Rjxlkn → 0, (3.19)
with the convention R0 = Rm. In view of the demiclosed principle [7, Lemma 2] applied to
Rj−1 · · ·R1Rm · · ·Rj , we obtain from (3.19) and (3.2) that w ∈ C. We have thus established
that Condition 2.2(iii) is valid for every orbit of (3.4). This shows the strong convergence of the
sequence (xn)n∈N to the unique point x = PC(Qx) by applying Theorem 2.4.
Proceeding as in Remark 2.7, we now consider (3.4) in which Si(n) is replaced by Si(n)Ri(n). As
shown above, xn → x. In this case, the sequence given in (3.5) satisfies (∀n ∈ N) yn = Ri(n)xn.
Hence xn+1 − yn → 0 and yn → x. 
Remark 3.3. Next, we distinguish three particular cases of Corollary 3.1, which capture and
extend several known results. We suppose that the sequence (αn)n∈N in ]0,1[ satisfies (3.3) and
any of conditions (i)–(iv) in Corollary 3.1.
(i) Considering Si(n) ≡ Id and a fixed x0 ∈H, the iteration (3.4) becomes
(∀n ∈ N) xn+1 = αnQxn + (1 − αn)Ri(n)xn. (3.20)
(a) Let θ ∈ ]0,1[, let Q :x → θx, and suppose that the condition (3.2) on the nonexpansive
operators (Rj )1jm is satisfied. Then (3.20) becomes a Krasnosel’skiı˘–Mann-like it-
erative scheme whose strong limit is the point in
⋂m
j=1 FixRj of minimal norm.
(b) Let Ri(n) ≡ Id. Then (3.20) is a Krasnosel’skiı˘–Mann-type iteration for the strict con-
traction Q, which strongly converges to the fixed point of Q.
(c) If we choose Ri(n) ≡ Q, then C = FixQ and (3.20) becomes the classical Banach–
Picard iteration for the strict contraction Q. By Corollary 3.1, it converges to the unique
fixed point of Q.
(d) Let us consider Q :x → a ∈ H in (3.20). Then, Corollary 3.1 reduces to [2, Theo-
rem 3.1], [21, Theorem 4.1].
(ii) We consider now (∀n ∈ N) Si(n) = Ri(n) and we suppose that condition (3.2) is satisfied. If
x0 ∈H is fixed then Algorithm (3.4) becomes
(∀n ∈ N) xn+1 = αnQ(Ri(n)xn) + (1 − αn)Ri(n)xn. (3.21)
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continuous with constant β , and let γ ∈ ]0,2α/β2[. Then, by [14, Theorem 2], Q =
Id−γA is a strict contraction, and the iteration (3.21) becomes
(∀n ∈ N) xn+1 = Ri(n)xn − αnγA(Ri(n)xn). (3.22)
Applying Corollary 3.1, we obtain the strong convergence of the algorithm (3.22) to the
point x = P⋂m
j=1 FixRj (x − γAx), i.e., to the point x ∈
⋂m
j=1 FixRj which satisfies the
variational inequality(
∀y ∈
m⋂
j=1
FixRj
)
〈y − x | Ax〉 0. (3.23)
We thus recover [24, Theorem 3.3].
(b) Let f :H→ ]−∞,+∞] be a convex, twice continuously Fréchet-differentiable func-
tion, and suppose that there exist μ¯ > μ > 0 such that(∀(x, y) ∈H2) μ‖y‖2  〈∇2f (x)y ∣∣ y〉 μ¯‖y‖2. (3.24)
Then, by [14, Theorem 4], the Fréchet derivative ∇f is μ¯-lipschitzian and μ-strongly
monotone. Let γ ∈ ]0,2/μ¯[, hence, by [14, Theorem 2], Id−γ∇f is a strict contraction.
Considering A = ∇f , (3.22) becomes
(∀n ∈ N) xn+1 = Ri(n)xn − αnγ∇f (Ri(n)xn). (3.25)
Applying Corollary 3.1, the iteration (3.25) converges strongly to x ∈ ⋂mj=1 FixRj
which satisfies(
∀y ∈
m⋂
j=1
FixRj
) 〈
y − x | ∇f (x)〉 0. (3.26)
Since f is convex and Gâteaux-differentiable over
⋂m
j=1 FixRj , we deduce from (3.26)
that x is the unique minimizer of the function f over
⋂m
j=1 FixRj . We thus recover [12,
Theorem 3.7].
(c) If we consider the function f with the properties mentioned in item (ii)(b) above and
if Ri(n) ≡ Id in (3.25), then we obtain the strong convergence of the classical gradient
iteration [14, Theorem 6] to the minimizer of f over H.
(iii) Now let (∀j ∈ {1, . . . ,m}) Sj = Id and Rj = PCj be the projection operators associated with
a family (Cj )1jm of nonempty closed convex sets in H such that
⋂m
j=1 Cj = ∅. Since
(PCj )1jm are firmly nonexpansive, the condition (3.2) is satisfied via Remark 3.2(ii). Fix
y0 ∈ Cm. Then Algorithm (3.5) becomes
(∀n ∈ N) yn+1 = PCi(n+1)
(
αnQyn + (1 − αn)yn
)
. (3.27)
(a) If, in addition, Q :x → 0, then (3.27) is a cyclic projection method for finding the point
in
⋂m
j=1 Cj of minimal norm. Note that, if αn ≡ 0 in (3.27), then (yn)n∈N converges
weakly to an unspecified point in
⋂m
j=1 Cj [6, Theorem 1].
(b) Let f be a function with the properties mentioned in item (ii)(b) above. Let γ ∈ ]0,2/μ¯[
and let Q = Id−γ∇f . Then the iteration in (3.27) assumes the form of a projected
gradient-type method
(∀n ∈ N) yn+1 = PCi(n+1)
(
yn − αnγ∇f (yn)
)
. (3.28)
By Corollary 3.1, (yn)n∈N converges strongly to the minimizer of f over
⋂m
j=1 Cj .
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Corollary 3.4. Suppose that Q :H→H is a strict contraction and that R :H→H is a nonex-
pansive operator such that
C = FixR = ∅. (3.29)
Let (αn)n∈N be a sequence in ]0,1[ which satisfies
αn → 0 and
∑
n∈N
αn = +∞, (3.30)
and any of the following conditions:
(i) ∑n∈N|αn+1 − αn| < +∞,
(ii) αn+1
αn
→ 1,
(iii) αn+1−αn
α2n+1
→ 0,
(iv) 1
αn+1 − 1αn → 0.
Given x0 ∈H and y0 = Rx0, set, for every n ∈N,
xn+1 = αnQxn + (1 − αn)Rxn (3.31)
and
yn+1 = R
(
αnQyn + (1 − αn)yn
)
. (3.32)
Then (xn)n∈N and (yn)n∈N converge strongly to x = PC(Qx).
Proof. A direct consequence of Corollary 3.1 with m = 1. 
Remark 3.5. We point out some connections between Corollary 3.4 and existing results.
• The iteration (3.31) in the case of Q :x → 0 was shown in [15] to converge under more
restrictive conditions on (αn)n∈N.
• Let Q :x → a ∈H in (3.31) in the corollary above. Then we recover [23, Theorem 2] and
[18, Théorème 1]. We also recover the case of an arbitrary strict contraction Q in [19, The-
orem 2.2].
• Consider the nonexpansive operators (Rj )1jm from H to H such that C =⋂mj=1 FixRj
satisfies (3.2) and
C = Fix
(
m∑
j=1
ωjRj
)
, (3.33)
where (ωj )1jm are fixed numbers in ]0,1] such that ∑mj=1 ωj = 1. We observe that if
we consider (3.31) and (3.32) with the particular choices R = Rm · · ·R1, respectively R =∑m
j=1 ωjRj , we obtain alternative iterative methods to (3.4) and (3.5) for solving (3.1).• Let (Ri)i∈N be a countable family of firmly nonexpansive operators on H and let (ωi)i∈N
be in ]0,1] such that ∑i∈Nωi = 1. Thus we can define on H the firmly nonexpansive op-
erator R =∑i∈NωiRi . Applying Corollary 3.4 to R and to Q :x → a ∈H, we recover [8,
Théorème 3].
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In this section, we describe applications of the previous results to finding particular solutions
to monotone inclusion problems. Precisely, let A :H→ 2H be a maximal monotone operator and
consider the inclusion problem
find x ∈H such that 0 ∈ Ax, (3.34)
to which a solution is supposed to exist.
Lemma 3.6. Let A :H→ 2H be a maximal monotone operator. Then:
(i) [1, Theorem 3.5.9.i)] (∀x ∈H) (∀γ ∈ ]0,+∞[) (JγAx, x−JγAxγ ) ∈ grA.
(ii) [1, Proposition 3.5.6.2] If (xn,un)n∈N in grA and (x,u) ∈ H2 are such that xn → x and
un ⇀ u, then (x,u) ∈ grA.
The next result is a simple consequence of Remarks 2.5 and 2.7.
Corollary 3.7. Let Q :H → H be a strict contraction and let A :H → 2H be a maximal
monotone operator. Let (γn)n∈N be a sequence in ]0,+∞[ such that γn → +∞ and let (αn)n∈N
be a sequence in ]0,1[ such that
αn → 0 and
∑
n∈N
αn = +∞. (3.35)
Let (μn)n∈N be a sequence in [0,2], (ρn)n∈N in ]0,+∞[, and let (λn)n∈N be a sequence in ]0,1]
such that λn → 1. Given x0 ∈H and y0 = Jγ0Ax0, set, for every n ∈N,
xn+1 = αnQ
(
xn + μn(JρnAxn − xn)
)+ (1 − αn)(xn + λn(JγnAxn − xn)) (3.36)
and
yn+1 = Jγn+1A
(
αnQ
(
yn + μn(JρnAyn − yn)
)+ (1 − αn)yn). (3.37)
Then (xn)n∈N and (yn)n∈N converge strongly to the solution x to (3.34) which satisfies x =
PA−10(Qx).
Proof. Set (∀n ∈ N) Tn = JγnA and Sn = Id+μn(JρnA − Id). Then for every n ∈ N, Tn is
firmly nonexpansive, Sn is nonexpansive and A−10 = FixTn = FixSn. Hence, Condition 2.2(i)
and 2.2(ii) are satisfied. As seen in Remark 2.5, it remains to check the implication{
xkn+1 ⇀ x
xn+1 − Tnxn → 0 ⇒ x ∈ A
−10.
Suppose that xkn+1 ⇀ x and xn+1 −Tnxn → 0. We obtain on the one hand that JγknAxkn ⇀ x. On
the other hand, since (Tnxn − xn)n∈N is bounded and γn → +∞, we have (Tnxn − xn)/γn → 0,
hence, (xkn − JγknAxkn)/γkn → 0. By applying Lemma 3.6(i) and 3.6(ii), it follows that x ∈
A−10. By Remark 2.5, xn → x and, by Remark 2.7, yn → x. 
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• When Q :x → a ∈H, Corollary 3.7 corresponds to [16, Theorem 1]. In this case, (3.36) can
be written as
fix x0 ∈H and set
(∀n ∈ N) xn+1 = αna + (1 − αn)
(
xn + λn(JγnAxn − xn)
)
. (3.38)
Moreover, (xn)n∈N converges strongly to the zero of A which is closest to a.
• Now let μn ≡ 0, λn ≡ 1, and Q :x → θx for some θ ∈ ]0,1[. Then (3.36) becomes
fix x0 ∈H and set (∀n ∈N) xn+1 = αnθxn + (1 − αn)JγnAxn. (3.39)
Hence, (xn)n∈N converges strongly to the zero of A of minimal norm. If αn ≡ 0 and
infn∈N γn > 0, this iteration is the standard proximal point algorithm, which converges
weakly to an unspecified zero of A [22, Theorem 1] (see also [10, Corollary 4.5] for ex-
tensions).
We now consider the case when problem (3.34) assumes the form
find x ∈H such that 0 ∈ Ax + Bx, (3.40)
where A,B :H→ 2H are maximal monotone operators such that βB is firmly nonexpansive for
some β ∈ ]0,+∞[. In this setting, we propose two forward-backward-like splitting algorithms.
Corollary 3.9. Let A :H→ 2H and B :H→H be maximal monotone operators such that βB
is firmly nonexpansive for some β ∈ ]0,+∞[, and let Q :H→ H be a strict contraction. Let
γ ∈ ]0,2β] and let (αn)n∈N be a sequence in ]0,1[ which satisfies
αn → 0 and
∑
n∈N
αn = +∞, (3.41)
and any of conditions (i)–(iv) in Corollary 3.4. Given x0 ∈H and y0 = JγA(x0 − γBx0), set, for
every n ∈N,
xn+1 = αnQxn + (1 − αn)JγA(xn − γBxn), (3.42)
and
yn+1 = JγA
(
αnQyn + (1 − αn)yn − γB
(
αnQyn + (1 − αn)yn
))
. (3.43)
Then (xn)n∈N and (yn)n∈N converge strongly to the solution x to (3.40) which satisfies x =
P(A+B)−10(Qx).
Proof. Fix γ ∈ ]0,2β] and set R = JγA(Id−γB). By [14, Theorem 2], Id−γB is a nonexpan-
sive operator, hence R is nonexpansive. Moreover, (A+B)−10 = FixR. Since (3.42) and (3.43)
are special cases of (3.31) and (3.32) respectively, the claims follow from Corollary 3.4. 
3.3. Applications to equilibrium problem
Let K be a nonempty closed convex subset of H, and let F be a bifunction from K2 to R. In
this section, we address the broad class of problems whose basic formulation reduces to solving
the equilibrium problem
find x ∈ K such that (∀y ∈ K) F(x, y) 0, (3.44)
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which can be covered by (3.44)).
Our aim is to apply Remarks 2.5 and 2.7 to find a particular solution to (3.44). Throughout
this section, we suppose that the bifunction F satisfies the following set of standard properties.
Condition 3.10. The bifunction F :K2 →R is such that:
(i) (∀x ∈ K) F(x, x) = 0.
(ii) (∀(x, y) ∈ K2) F (x, y) + F(y, x) 0.
(iii) For every x ∈ K , F(x, ·) :K →R is lower semicontinuous and convex.
(iv) (∀(x, y, z) ∈ K3) limε→0+F((1 − ε)x + εz, y) F(x, y).
In this setting, it was implicitly shown in [5] that is possible to associate with F a resolvent
operator JF :H→ K defined by
(∀x ∈H) JF x ∈ K and (∀y ∈ K) F(JF x, y) + 〈JF x − x | y − JF x〉 0. (3.45)
Moreover, we can show that JF is a firmly nonexpansive operator such that FixJF = C (see [5],
[20], and [11, Lemma 2.12] for details).
Lemma 3.11. [11, Lemma 2.13] Suppose that F :K2 → R satisfies Condition 3.10. Let (xn)n∈N
be a sequence in H and (γn)n∈N a sequence in ]0,+∞[. Define
(∀n ∈ N) zn = JγnF xn and un = (xn − zn)/γn, (3.46)
and suppose that
zn ⇀ x and un → u. (3.47)
Then x ∈ K and (∀y ∈ K) F(x, y) + 〈u | x − y〉 0.
Considering Algorithm 2.1 and (2.24) with the choice of (Tn)n∈N and (Sn)n∈N as relaxed
resolvents of F , we obtain the following result.
Corollary 3.12. Let Q :H→ H be a strict contraction and let F :K2 → R be a bifunction
satisfying Condition 3.10. Let (γn)n∈N be a sequence in ]0,+∞[ such that γn → +∞ and let
(αn)n∈N be a sequence in ]0,1[ such that
αn → 0 and
∑
n∈N
αn = +∞. (3.48)
Let (μn)n∈N be a sequence in [0,2], (ρn)n∈N in ]0,+∞[, and let (λn)n∈N be a sequence in ]0,1]
such that λn → 1. Given x0 ∈H and y0 = Jγ0F x0, set, for every n ∈N,
xn+1 = αnQ
(
xn + μn(JρnF xn − xn)
)+ (1 − αn)(xn + λn(JγnF xn − xn)) (3.49)
and
yn+1 = Jγn+1F
(
αnQ
(
yn + μn(JρnF yn − yn)
)+ (1 − αn)yn). (3.50)
Then (xn)n∈N and (yn)n∈N converge strongly to the solution x to (3.44) which satisfies x =
PC(Qx).
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Lemma 2.12] Tn is firmly nonexpansive, Sn is nonexpansive, and C = FixTn = FixSn. Hence,
Condition 2.2(i) and 2.2(ii) are satisfied. As seen in Remark 2.5, it remains to check the implica-
tion {
xkn+1 ⇀ x
xn+1 − Tnxn → 0 ⇒ x ∈ C.
Suppose that xkn+1 ⇀ x and xn+1 −Tnxn → 0. We obtain on the one hand that JγknF xkn ⇀ x. On
the other hand, since (Tnxn − xn)n∈N is bounded and γn → +∞, we have (Tnxn − xn)/γn → 0,
hence, (xkn − JγknF xkn)/γkn → 0. In view of Lemma 3.11, it follows that x ∈ C. By Remark 2.5,
xn → x and by Remark 2.7, yn → x. 
Remark 3.13. In the case when Q :x → a ∈ H and λn ≡ 1, the strong convergence of (3.49)
follows from [11, Theorem 4.3].
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