I. INTRODUCTION
Next-generation wireless networks have been envisioned as an IP-based infrastructure with the integration of various wireless access networks such as IEEE 802.11 wireless local area networks (WLANs), IEEE 802.16 wireless metropolitan area networks (WMANs), General Packet Radio Service (GPRS), and Universal Mobile Telecommunications System (UMTS). Heterogeneous wireless networks need to cooperate to provide users with seamless mobility and required quality of service (QoS). Mobile nodes can automatically switch the connectivity between different types of networks. Such future mobile communications calls for reconfigurable and efficient systems. It is expected that wireless mesh networks (WMNs) will become to a key technology as an economically viable solution for wide deployment of high speed, scalable and ubiquitous wireless Internet services.
There are two types of nodes, i.e., mesh routers and mesh clients, in WMNs. A mesh router not only has the gateway/bridge functions, but also has routing functions to support mesh networking. It is usually equipped with multiple wireless interfaces built on either the same or different wireless access technologies to improve the flexibility of mesh networking. Mesh routers have minimal mobility, form multihop network topology, and can self-configure a wireless broadband mesh backbone for local communication and information delivery to/from a wired Internet backbone via wired gateways. The wireless backbone provides multi-hop connectivity between a mobile clients and a gateway. Moreover, the integration of WMNs with various existing wireless networks such as cellular, wireless-fidelity (Wi-Fi), and worldwide inter-operability for microwave access (WiMAX) networks can be accomplished through the gateway/bridge functionalities in mesh routers. With the integration of multiple wireless access technologies, the wireless mesh backbone provides a viable solution for users to access the Internet anywhere anytime. Compared to wired networks, e.g., cable or optical networks, the wireless mesh backbone is an economic alternative to broadband networking, especially in underdeveloped regions. Existing WLANs can provide low-cost data services and have been widely deployed in traffic hotspots such as offices, hotels, shopping malls, schools, university campus, and airports. On the other hand, IEEE 802.16 can provide high speed wireless services in wide areas. As a result, the integration between a wireless mesh backbone (based on IEEE 802.16 standards) and WLANs can create a complete wireless solution for delivering broadband Internet services to the hotspots instead of cable, DSL, and T1 level services.
In the interworking of the heterogeneous networks, one of the major challenges is seamless vertical handoff. The vertical handoff occurs when the connection to a mobile user changes from one network to the other during a call. The process of deciding and executing a vertical handoff is more complex than a horizontal handoff with a network such as the case that a mobile user switches its home base station. In this paper, we present a framework of vertical handoff between WLAN and WiMAX, which includes an interworking architecture of wireless mesh backbone, an efficient vertical handoff procedure and a handoff decision algorithm with QoS support.
II. PREVIOUS WORKS
In general, the handoff procedure consists of two stages: Layer 2 (Link layer or L2) handoff and Layer 3 (IP layer or L3) handoff. L2 handoff is the actual transfer of the radio connection between two different network interfaces. L3 handoff is to support the L2 handoff by performing packet buffering and rerouting. The handoff procedure is completed by the L2/L3 interaction. In order to maintain a satisfactory QoS for IP traffic, packet delay and loss need to be minimized during the handoff. In the traditional (horizontal) handoff, the L3 handoff begins after the L2 handoff is completed, which leads to a large time period during which the mobile node (MN) is unable to send or receive packets. Mobile IPv6 Fast Handover Protocol (FMIPv6) [1] has been proposed as a mechanism to improve the handoff latency by predicting and preparing the impending handoff in advance. Different from horizontal handoff, during the vertical handoff, the MN with the two network interfaces can maintain the old link unless the old link is indeed broken. In the other words, if the vertical handoff is initiated properly, the handoff procedure should be finished prior to the time when the old link is disconnected. Our proposed vertical handoff scheme uses some L3 messages in [1] to implement L3 handoff. There are several vertical handoff scenarios in our system model. The handoff procedure changes with the handoff scenarios, especially for the L3 handoff.
Vertical handoff is more complex than horizontal handoff. In traditional horizontal handoff, the main handoff metric is the received signal strength. However, in vertical handoff, the received signal strength alone is not sufficient for a handoff decision. The vertical handoff can happen at any time depending on the network conditions and user preference. In [2] , a bandwidth measurement of WLAN and a QoS-based vertical handoff decision algorithm between WLAN and widearea access network is proposed, taking account of the network transport capability and user service requirement. In [3] , a vertical handoff scheme between IEEE 802.16a networks and IEEE 802.11n networks is proposed. The available bandwidth in WLAN and the received signal strength are the metrics used for handoff decisions. Under the assumption that an MN will stay in the IEEE 802.11n network as long as possible, only the received signal strength is used for handoff decisions from the IEEE 802.11n network to the IEEE 802.16a network. It is a challenge to develop a vertical handoff decision algorithm for optimal radio resource utilization with QoS support.
In the interworking between WLAN and WiMAX in our system model, the vertical handoff may take place not only at the WLAN service area boundary, but also in the doublecoverage area even if the MN is not moving across the boundary. Aiming at QoS support to as many users as possible, the vertical handoff decisions capture network conditions such as congestion status, for MNs in the doublecoverage area.
III. PROPOSED VERTICAL HANDOFF SCHEME

A. System Model and Handoff Scenarios
The system model is illustrated in Fig. 1 . The wireless mesh routers (WMRs) form a wireless mesh backbone. The links among WMRs are based on the IEEE 802.16e mesh mode standard. A WMR which is connected to the Internet with a wireline is called Mesh Gateway (MGW). The WMRs can work as an access point (AP) for WLAN to provide Wi-Fi service based on the IEEE 802.11e standard, which means that the AP for the WLAN is integrated in the WMR. The WMRs can also provide WiMAX services to MNs. That is, MNs with the dual network interfaces can connect to the Internet through a WMR by an IEEE 802.11e with a small service area coverage) or IEEE 802.16e link with a large service coverage. The WMRs which are connected directly or indirectly to one MGW form a domain (or subnet). This domain can be seen as a service provider's IP network in implementation.
Neighboring WMRs within a certain range can connect with each other for traffic forwarding to/from the Internet for MNs. The MNs can connect only via WMRs to access the Internet using two types of links: the IEEE 802.16e links between MNs and WMRs operate in the point-to-multipoint (PMP) mode, while the IEEE 802.16e links among neighboring WMRs operate in the mesh mode. Therefore, a WMR can be seen as an integration of 802.11e AP functions, 802.16e base station (BS) functions with PMP mode, routing functions, and 802.16e subscriber station (SS) functions with mesh mode, as illustrated in Fig. 2 . Not all the WMRs have all the above four functions, depending on the implement-tation from the service provider. The routing functions and 802.16e subscriber station functions with mesh mode are the WMR basic functions, whereas the 802.11e AP functions and 802.16e BS functions with PMP mode are optional. A WMR having only the two basic functions can forward traffic in the mesh backbone, but cannot communicate with MNs. They can be seen as the traditional routers with a wireless interface. How to ensure that links among WMRs operate efficiently is beyond the scope of this paper.
There are several handoff scenarios, depending on WMRs involved. The WMRs in the same domain are referred to Intra Mesh Routers, and those in different domains Inter Mesh Routers. The handoff procedure associated with Inter Mesh Routers is more complex than that with Intra Mesh Routers. This full text paper was peer reviewed at the direction of IEEE Communications Society subject matter experts for publication in the IEEE "GLOBECOM" 2008 proceedings.
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When an MN is located in the double-coverage area and the WLAN is congested, if new traffic arrives at the MN in the WLAN, the MN can switch to the WiMAX network if there is available bandwidth for transmitting the new traffic. In Fig. 1 , handoff 1a occurs within the same WMR; handoff 1b occurs between Inter Mesh Routers, and handoff 1c occurs between Intra Mesh Routers.
B. Handoff Procedure
In the system, an MN does not change its IP address when moving within the same domain. IP packets addressed to the MN are routed to the MGW via the Internet and then to the MN through a set of Intra Mesh Routers. The routing table of the Intra Mesh Routers is illustrated in Table I . A WMR checks the destination IP address of a received packet to look up the next-hop to which the WMR should forward the packet. The third column indicates the radio interface which the WMR should use for the packet forwarding. If the destination IP address is not in the table list, the WMR shall use the default next-hop to forward the packet. The "N/A" of the next-hop means that the node with the destination IP address is currently associated with the WMR through the radio interface indicated in the third column. When the MN changes its radio interface, it should obtain the information of the access router associated with the new radio interface to complete the L3 handoff. In [1] , the MN gets the new access router information by using the Router Solicitation for Proxy Advertisement (RtSolPr) and Proxy Router Advertisement (PrRtAdv) messages through the previous access router. In our proposed handoff scheme, we assume that each edge WMR with which the MN can connect directly already has a complete information list of its neighbouring edge WMRs which have overlapping coverage areas. This list contains the edge WMR IP addresses, the home agent IP address, the different interfaces' L2 addresses, and the new network prefix information (NNPI). The home agent is of the network which the corresponding WMR belongs to. It is used for the L3 handoff associated with Inter Mesh Routers. The NNPI is for the generation of the new care-of address of the MN. Table II is an example of the information list in an edge WMR.
The signalling procedure of vertical handoff can be divided into four stages as follows. After these stages, the MN can transmit or receive information data packets through the new network interface.
(1) New network interface scanning: If the MN is currently connected with the WMR using an IEEE 802.11 link, the MN shall scan the possible channels of the downlink frequency band of operation until it finds a valid downlink signal. Through the DL-MAP, DCD, UCD and UL-MAP MAC (medium access control) management messages, the MN can achieve MAC synchronization and obtain the downlink and uplink parameters [4] . If the MN is currently connected with the WMR using an IEEE 802.16 link, the MN shall perform scanning to acquire the AP information. Using either 802.11 or 802.16 link, the scanning delay is too large to be tolerant especially for real-time traffic. To avoid the delay, the scanning can be done periodically prior to the handoff, as a normal operation function of the MN with dual radio interfaces. As a result, the time for scanning is not included in our handoff performance analysis.
(2) New access router discovery: Once a new BS or AP is detected through the new network interface scanning, the MN acquires the WMR information. Using the new 802.16 BSID or 802.11 APID (L2 address of the WMR), the MN requests information of the new WMR (NWMR) from its current WMR, referred to as previous WMR (PWMR) in handoff procedure. The RtSolPr and PrRtAdv messages of FMIPv6 [1] are used for the resolution. The MN may send an RtSolPr as a response to some link-specific event (handoff initial trigger) or simply after performing new network interface scanning. The MN sends an RtSolPr to its PWMR to request the NWMR's information. In response, the PWMR sends a PrRtAdv message containing the IP addresses of NWMR and the home agent, by searching through the information list in Table II . The home agent IP address is a new option that we add for the PrRtAdv message. This home agent is of the network which the NWMR belongs to. If the home agent IP address is the same as that of the MN's home agent, it means that the MN is trying to hand off to an Intra Mesh Router and the IP address of the MN remains the same during and after the handoff. Otherwise, the MN is trying to hand off to an Inter Mesh Router in a different domain, and a new care-of address should be assigned to the MN to ensure that the MN can send and receive packets in the new domain after the handoff.
(3) New network entry: In general, the new network interface scanning is a part of the new network entry process. It deals with how the link layer connection is set up after the new network interface scanning and a handoff decision. The signaling procedure is defined in the standards [4] [5] .
(4) Updating routing information: After the new link layer connection is set up, the L3 handoff is executed through the Updating Routing Information (URI) message.
The URI message contains a routing list (the MN IP address, Next-Hop, PHY interface). Next-Hop is the sender's IP address of the URI message which is sent through the radio interface. First, the URI message is sent by the MN to the NWMR. The NWMR updates its routing table with the URI message. If there is no record for the MN in the routing table, the list in the URI message is added to the routing table and after that the NWMR sends a URI message to its default NextHop about the MN's route. Otherwise, the record is updated by the list in the URI message, and then the NWMR sends a URI message to the previous Next-Hop for the MN in the In the case of handoff between Inter Mesh Routers, before sending the URI message, the MN should be assigned the care-of IP address (CoA) and binding update should be finished first [1] . After that, the URI message is for establishing a new route for the CoA. Also, the route to the MN in the previous domain should be updated through the HA.
C. Examples of Handoff Signaling Procedure Case 1: Vertical handoff within the same WMR
This case happens during the movement 1a in Fig. 1 . The MN changes its radio interface to establish an 802.16 link with the same WMR. The route from the correspondent node (CN) to the MN is changed only between the WMR and the MN, but not between the CN and the WMR. 
Case 2: Vertical handoff between Intra Mesh Routers
This case happens during the movement 1c in Fig. 1 . It is redrawn in Figure 4 with more details to illustrate the vertical handoff signalling procedure. The solid line in the backbone is the default route for packets in the WMRs, and the symbol X indicates the MN's home IP address.
Case 3: Vertical handoff between Inter Mesh Routers
This case happens during movement 1b in Fig. 1 . In this case, the MN roams into a different domain network. Even if the MN sets up an L2 link with the new domain network, it still loses the IP connectivity. The messages FBU, FBack, HI and Hack in [1] have been used to set up new CoA before the updating routing information process.
D. Handoff Decision
In order to provide QoS support to as many users as possible, the vertical handoff decision should be made jointly with admission control for a new call (connection). If the new connection is rejected by the current network, it should be handed off to the other network for admission. Both new and handoff calls should not violate QoS requirements of existing calls. Fig. 5 illustrates the handoff procedure for an MN in the double-coverage area and admission control procedure for a new call of real-time traffic. If the new call cannot be admitted to WLAN, it should be transferred to WiMAX for admission using the vertical handoff procedure. We use the admission control algorithms given in [9] [10] for WLAN and WiMAX respectively for admitting real-time traffic. 
IV. PERFORMANCE EVALUATION
The proposed handoff scheme has been implemented in a network simulator (NS2-2.31) [6] . We evaluate its effectiveness for MNs in the overlay area between WLAN and WiMAX. We use the 802.11e model from TKN [7] and the 802.16 model from NIST [8] .
A. Simulation Configuration
Since we focus on the performance of the vertical handoff scheme, we use the wired links instead of the wireless links in the wireless mesh backbone. Each MN has two independent radio interfaces. One is for 802.11e, and the other for 802.16. The MN switches the network interfaces using the proposed handoff procedure. The default network interface for each MN is 802.11e. The real-time traffic is modeled with a constant rate of 64 Kbps and a packet size of 160 bytes. The packet inter-arrival time is 20 ms. During the simulation, the first MN starts generate information packets at 50 s, followed by other MNs one by one, where each new MN waits for additional 5 s to start transmission.
B. Simulation Results
As more MNs begin to transmit their traffic, the system traffic load increases gradually with time. Initially, the 802.11 AP can accept all the new call requests. When the traffic load reaches a certain level, the admission control takes effect in rejecting new calls to ensure QoS (e.g., in terms of packet delay) of calls in service. The rejected calls are transferred to the 802.16 network. Fig. 6 shows the total system throughput as the traffic load increases (with time). It is observed that the 802.11 AP can accept up to 18 MNs. The handoff occurs on the 19 th MN. As shown in Fig. 6(a) , if we do not transfer new calls via the vertical handoff procedure, the total throughput decreases immediately after the 19 th MN joins the WLAN. In this case, the system cannot provision QoS to all the MNs. Fig. 6 (b) shows that all the 19 MNs can obtain sufficient system resources for their traffic flows when the 19 th MN is transferred to WiMAX and provided with QoS support in WiMAX. The data rates of the existing traffic flows are not affected by admitting the 19 th MN to WiMAX via vertical handoff. We define the end-to-end packet delay as the time interval between the MN starting to send a packet and the CN in the Internet receiving that packet in the application layer. Fig. 7 shows the end-to-end packet delay of the first MN, which increases with the WLAN traffic load (time). It is observed that the delay is increases dramatically from time 140s when 19 th MN joins the WLAN. On the other hand, if the 19 th MN is transferred to the WiMAX, the packet delay of the 1 st MN remains. With our proposed handoff scheme, the endto-end packet delay can be kept at a low value.
In general, handoff delay consists of L2 handoff delay and L3 handoff delay. The L2 handoff delay incurs during the new network scanning and entry procedure. The L3 handoff delay results from the stage of new access router discovery and route information update. In traditional horizontal handoff, the MN only has one network interface and the L2 delay is always a part of the handoff delay. Sometimes it takes a long time to finish L2 handoff. For example, when an MN scans for a new 802.16 BS, it needs to receive the DL-MAP, DCD, UCD and UL-MAP MAC management messages. The DCD and UCD MAC messages are transmitted by the BS periodically. The maximum interval is 10 s in the standard [4] . In our simulation, with the 802.16 model from NIST [8], the DCD and UCD interval is set to 5 s. However in vertical handoff, the MN has two independent radio interfaces which can This full text paper was peer reviewed at the direction of IEEE Communications Society subject matter experts for publication in the IEEE "GLOBECOM" 2008 proceedings.
operate simultaneously. As a result, the L2 handoff which is to set up the new link in the MAC level can complete before the handoff decision. Hence, we define the handoff delay as the time period from the instant to start a handoff decision making to the instant to send or receive information packets via the new link. Therefore the handoff delay is mainly from L3 handoff. There are many factors which can affect the L3 handoff delay, such as the link delay in the backbone and the topology of the WMRs. Also, the signaling cost associated with the L3 handoff depends on the handoff scenarios. Table III gives the average L3 handoff delay and signaling cost for the different scenarios. In the table, T 802.11 is the two-way average packet delay on the 802.11 link. Its value depends on the system traffic load due to the contention mechanism of 802.11 channel access. When the traffic load is saturated, T 802.11 is measured to be 16.6 ms. The frame interval in 802.16 is set to be 4 ms. T 802.16 is the twoway average packet delay on the 802.16 link, which is measured to be 7.338 ms in the simulation. The variable T link is the two-way link delay between the wired nodes, which is set to be 2 ms. The T link value for calculating the handoff delay depends on the topology of the wireless mesh backbone. In Case 2, the URI is sent from WMR5 to WMR9 and from WMR9 to WMR4. The average L3 handoff delay is 23.938 ms in Case 1 and 27.938 ms in Case 2. From the simulation result, we observe that the L3 handoff delay depends on not only the wireless link delay, but also the backbone topology. The vertical handoff delay in Case 1 is lower than that in Case 2 as expected, because there is no routing information exchange between the WMRs. The MN uses the same IP address and the IP address acquirement and configure time is saved. In addition, it is not necessary to inform the HA about the updating route information and the delay of updating route information is reduced. Therefore our proposed vertical handoff scheme can provide a lower handoff delay. In Case 3, the handoff delay suffers from message transmitting time for updating route from the MN to the HA and from the HA to the FA (foreign agent), which includes several T link and is calculated to be 68.538 ms. With proper buffer size control, the voice call can still be well served during the vertical handoff in this case.
V. CONCLUSIONS
In this paper, we have presented an interworking architecture of wireless mesh backbone and proposed an effective vertical handoff scheme between 802.11 and 802.16. The handoff signaling procedure in different scenarios has been discussed, which reduces the signaling overhead on the backbone and provides a lower handoff delay. The handoff decision algorithm combined with admission control can guarantee QoS support to the existing traffic flows in WLAN by transferring new calls to the other network whenever necessary, so as to provide QoS support to as many users as possible. Simulation results demonstrate that the newly proposed vertical handoff scheme performs well with respect to signaling cost, handoff delay, system throughput, and packet delay. This full text paper was peer reviewed at the direction of IEEE Communications Society subject matter experts for publication in the IEEE "GLOBECOM" 2008 proceedings.
