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Abstract. A strategy for solving the traveling salesman problem is adapted to the problem of 
finding a biconnected subgraph of a weighted graph whose cost function satisfies the triangle 
inequality. An approximation algorithm similar to Christofides’ algorithm [S] for the trave!ing 
salesman prcblem is shown to possess the same worst-case bound of 3/2 when applied to the 
biconnectivity augmentation problem. A tight inequality is derived rs!ating the cost of an optimal 
traveling salesman tour to the cost of an optimal biconnection. 
1. Introduction 
A graph augmentation problem is formulated as follows: Given a complete graph 
G = (V, E), a. subgraph Go = (V, E’) and a cost function on E, find a set of edges 
E” c E -E’ of minimum cost such that (V, E’u E”) satisfies a specified property. 
For example, if E’ = 8 and the property is graph connectivity, then the corresponding 
problem is that of finding a minimum-cost spanning tree on V. This problem has 
been well studied and admits of efficient solution [19, 20, 16, 22,4]. The traveling 
salesman problem can be viewed as a graph augmentation problem, where E’ = 8 
and the property is that the graph (V, E’ u El’) possess a Hamiltonian cycle. Of 
course, the traveling salesman problem is NP-complete [6, 17, 18, 121. 
We consider the problem of augmenting agraph to make it biconnected. If the 
edges of the graph all have equal weight, then the augmentation problem admits 
of efficient solution [8,21]. However, if the edges have unequal weights, then the 
augmentation problem is NP-complete [S]. The problem remains NP-complete if 
Go is restricted to be a connected subgraph, with edge weights drawn from the set 
{1,2} [9]. In the case that E’ = 0, we note that the traveling salesman problem is 
a special east of biconnectivity augmentation, inwhich the augmentation is restricted 
to be a Hamiltonian cycle. 
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Membership in the class of NP-complete problems appears to indlicate that there 
is no efficient algorithm for solving a problem exactly. The best worst-case time 
for an algorithm that solves the traveling salesman problem on r’l cities is 0(n22”), 
using a dynamic programming approach [3, 141. A reasoniabll= alternative is to 
design efficient algorithms that yield near-optimal., or approximate solutions [ 15, 
111. In 193, we have presented approximation algiorithms for hiconnectivity aug- 
mentation problems, and bounded their performance in terms of a worst case ratio 
of the cost of a generated augmentation to the coslt of an optimal augmentation. 
In this paper, we restrict our attention to augmentation problems in which E’ = 0, 
and the cost function satisfies the triangle inequadity, with all costs nonnegative. 
Under such restrictions we are able to achieve bjetter performance bounds than 
those exhibited in 191. We note an intriguing corrcespondence ot solution methods 
for biconnectivity augmentation with those of the: traveling salesman problem. In 
Section 3, we show that essentiailly Christofides algorithm for the traveling salesman 
problem with the triangle inequality [5] yields the same worst-case bound of 3/2 
for the biconnectivity augmentation problem. In Section 4, we establish a tight 
relationship between the costs of an optimal augmentation and al traveling salesman 
tour on graphs satisfying the triangle inequality. We make use of the Four Color 
Theorem in our analysis. 
2. Definitions 
We use standard graph terminology [‘131, but include some definitions here for 
emphasis. A cost function satisfies the triungZe inequality if for every triple of edges 
(u, v), (v, w) and (u, w), c(u, w)dc(u, v)+c(v, ~7). A graph is planar if it can be 
drawn on the plane so that no two edges intersect except at endpoints. A bridge 
is an edge whose removal eaves (3 = (V, E) not connected. A graph is bridgeless 
if its edge set contains no bridges. A cutzlertex is a vertex whose removal from V, 
along with the removal of edges incident on it from E, leaves G not connected. A 
graph is biconnlected if it contains no cutvertices. The biconnected components 
(blocks) of a graph are its maximal biconnected stubgraphs. 
3. Mgorithms for a graph sartidying the triangle inequality 
In this section we consider the problem of augmenting an empty subgraph of a 
graph, whose cost function satiisfies the triangle inequality, to be bjconnected, While 
in less restricted problems [9J it appears that a bridgeless augmentation is simpler 
and potentially less expens:ive,. this is not the case %or the class of graphs we consider. 
A biconnected graph is necessarily bridgeless, and we can modify a bridgeless 
subgraph to be biconnectedl at no increase in cost. While there is a cutvertex v, 
find edges (u, v) and (v, w)t, where u and w are in different blocks. Then replace 
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(u, v) and (v, w) by (u, w ). The blocks containing (u, v) and (v, w ) will then become 
a large block. This procedure should be repeated until all blocks are so merged. 
We next prove a simple lemma, that will allow us to prove several later results. 
The lemma allows us to decompose a biconnected graph by successively removing 
simple paths, while at each step leaving the remaining graph biconnected. 
Lemma 1 (Decomposition Lemma). Let G’ = (V, E’):>be a biconnected graph with 
more than one cycle. Then there is a path r composed of edges EP = 
{(ol, v2), ’ l ’ 9 (~~-1, v,))c E’ .wh that vl # vn each vertex in VP = (~2, . . . r v,-1) has 
degree 2 iu G’, VI and vur have degree greater than 2 in G’, and GP = (V - &, E’ - EJ 
is biconnected. 
Proof. (By induction on k, the number of cycles of G’.) 
Basis: (k = 3). All vertices will be of degree 2, except for two vertices, of degree 
3, that we choose to be v1 and vr, Let EP consist of the edges in any simple path 
between v1 and v~. The remaining graph G,, = ( V - &,, E - E,) will be a cycle, and 
hence biconnected. 
Induction : (k > 3). We consider a biconnected graph G’ with k cycles, and assume 
that the lemma holds for all biconnected graphs with fewer than k cycles. We 
choose two vertices vl and vn and edges Et forming a path that satisfies all conditions 
except possibly that of leaving Gr = (V - Vt, E -EJ biconnected. If G, is biconnec- 
ted, then we let E,, equal Et, and we are done. 
If G, is not biconnected, then we identify a set of edges EC forming a cycle, such 
that Et c EC. We then identify the nontrivial blocks (those containing cycles) of G,. 
There must be at least one, else G’ did not have more than one cycle. Choose the 
nontrivial block Gb = (V’, Eb) with the fewest number k’ of cycles. If k’ == 1, then 
let Ep = Eb n EC. It is not hard to verify that removing the intersection of the cycles 
Eb and EC leaves GP biconnected. If k’ > 1, then by the induction hypothesis, there 
is a set of edges Eq c Eb forming a path, such that (Va - Vq, Eb - Eq) is biconnected. 
If Eq nEc = 8, let Ep = Eq; otherwise let EP = Eq n EC. It is again not hard to verify 
that (V - V’, E - Ep) is bicounected. c 
Our main result in this section is that Christofides’ algorithm for finding an 
approximate solution to the traveling salesman problem under the triangle 
inequality [5] also yields good results for the biconnectivity auglmentation problem. 
That this should be HO is so,mewhat unexpected. Christofides’ algorithm finds two 
sets of edges: a minimum-cost spanning tree of the vertices, and a minimum-cost 
matching of vertices of odd degree in the spanning tree. All vertices are of even 
degree in the resulting graph, which allows an Euierian tour to be found. The 
triangle inequality allows the circuit to be relaxed into a Hamiltonian cycle of no 
greater cost. 
The observation that a minimum-cost matching will be of no greater cost than 
one half the cost of an optimal traveling salesman tour yields the worst-case bound 
192 G. N. I+c?derickson, .I. Ja’Ja’ 
of 3/2. We present briefly Christofiides’ analysis of the cost of a matching. Let V’ 
be !,he set of vertices of odd degree in the spanning tree. Order the vertices in V’ 
in an order ~1, ~2,. . . , v2p that they appear in an optimaal traveling salesman tour 
of G. Let EZ={(vi, vi+,))i= 1,3,5,. . .,2p-1) and E! = b2p, VI)) v 
{h ui+d~i=Z4, l . .I 2p - 2). Now the sum. of the costs of Ei and E% is no greater 
than C$, since each edge in EE v Eg is of no greater cost than the corresponding 
path in the optimal tour, by the triangle inequality. Now both Ez and EI; are 
ma%;hings of V’, and at least one must be of cost no greater than one half the cost 
of an optimal traveling salesman tour. Hence the cost of a minimum cost matching 
can be no greater. 
We have found that the cost of the matching is also no greater than one half the 
cost of an optimal biconnectivity augmentation. We now give algorithm B, a 
modification of Christofides’ algorithm that generates asubgraph which is biconnec- 
ted but not necessarily a Hamiltonian cycle. Since we do not require an Eulerian 
graph as a result of unioning the matching edges with the spannin,g tree edges, we 
make use of the following distance in the matching. Let d( U, v) = min{c (x, y ) 1 u and 
v acre on the path from x to y in the spanrsing tree}. Let b(u, v) be an edge (x, y) 
yielding the minimum value for (11, v). The distances may be calculated in O(l VI”) 
time, using an algorithm from [9]. Step 4 generates abridgeless augmentation, and 
step 5 generates a biconnected augmentation. 
Algodthm B (Biconnectivity algorithm). 
Input: G = (V, El, a complete undirecteld graph with weight function c : E -, iI@ 
satisfying the triangle inequality. 
Output: A set of edges E’ c E such that G’ = (V; E’) is biconnected. 
1. Find a minimum cost spanning tree T’ = (V, E’) of G. 
2. Calculate the distance d(u, v) and back pointer b(u, v) for all edges. 
3. Identify vertices V’ of odd degree in T. Find a minimum cost matching E” c E 
of vertices in V’, using d. 
4. For each edge (u, v) in E”, insert 5(u, v) into E”‘. For each edge (u, v) in 
E”’ n E’, find adjacent edge (u, x) or (v, w) in E’ and replace it with either 
(v, x) or (u, w ), respectively. 
5. Insert the remaining edges of E”’ into E’. Find the blocks of (V, E’). While 
a cutvertex v remains, find edges (zc, v) and (v, w) in different blocks and 
replace (u, v) and (v, w) with (u, w). 
We now give the crucial lemm.a, which guarantees that the cost of the matching 
is no greater than one half the clost of an optimal biconnectcd augmentation. We 
use Christofides’ idea of splitting an optimal solution into complementary halves, 
and using one of these as the matching. HIowever, the presence of more than one 
cycle complicates the argument, and we must construct inductively a matching of 
suitable cost. 
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Lei;l;na 2. Let G = (V, E) be a complete ,weighted graph. Let CT; be the cost of LP 
minimum-cost set of edges E’ c E such that 6’ = (V, E’) is biconnected. Let V’ c V 
be of positive even cardinality. Let C& be the cost of a minimum-cost matching of 
V’. Then CL S %C*B. 
Proof. (By induction on k, the number of cycles in G’.) 
Basis: (k = 1). If (3’ has one cycle,, then this cycle is a traveling salesman tour. 
Since E’ is of minimum-cost, the tour is an optimal tour, and C*, = Cg. Thus 
C;t; s $C*T implies CL s $C& 
Induction: (k > 1). Consider graph G which has an optimal biconnected subgraph 
G’ = ( V, E’) with k cycles. Assume that the lemma holds for all graphs which have 
optimal bicornected subgraphs with fewer than k cycles. 
Selectaparhcomposedof edges EP =:{(vl, vz), . . . , (~-1, v,)}~ E’such that VI f u’, 
each vertex in VP = (~2, . , , , v,_~} has degree 2 in G’, ~1 and v* have degree greater 
than 2 in G’, and GP = (V - \‘p, E’ -.EP) is biconnected. By Lemma 1, such a path 
always exists. Let V” = {vii, . . . , vi,} be the set of vertices ( V’ n VP) u {VI, v,} listed 
in order on the path. We form two matchings of V” as follows: 
&I= itvii9 vii+,) 1 j = 19 39 l l l 9 2 [S/2] - l}, 
Ep2 = ((vii, vii_,.,) 1j = 2,4, . . . ,2 [(s - 1’1/2j}. 
Let CP be the cost of EP. Now the sum of EPl and EP2 is no greater than CP, 
since each edge in EPl u EP2 is of cost no greater than that of th,e corresponding 
edges in EP, by the triangle inequality. Hence at least one of EPl and EP2, represented 
by Epm, is of cost no grealter than &. 
Epm is a matching of all vertices of V” - (vl, v,} and possibly vertices vl and u, 
Set V” = V’ - V’. If vl E V’ and v1 is not matched in Epm, or vl & V’ and vl is 
matched, then insert vr into V”‘. Handle v, simi!arly. We note that V”’ will b/e of 
even cardinality. 
Now GP is biconnected and is a minimum-cost biconnection of the vertices V - VP. 
(Otherwise, we could construct a biconnection of V of smaller cost than the cost 
of E’.) Since there are fewer than k cycles in GP, by the induction hypothesis, if
V”’ is not empty, there exists a matching Eim of V”’ of cost no greater than one 
half the cost of E’ - EP, or $(C*, - CP). If V”’ is empty, then let Elm be empty. 
We construct a matching E” of V’ by anioning EPM and Ei,. If there are edges 
(vi, ~1) and (VI, vi), we replace these edges with (vi, vi). We handle v, similarly. By 
the triangle inequality, the cost of E” is no greater than the total cost of Epm and 
Ei,. S&e Epm is of cost no greater than $C,,, and Eim is of cost no greater than 
;(C; - ZP), E” is of no greater than & 0 
We illustrate the argument of Lemma 2 with an example. Consider the graph in 
Fig. l(a), with the six vertices in V’ being t, u, v, w, x and y. We isolate the “handle” 
w, X, y, z in Fig. l(b), and find the matching indicated by swiggly lines. We remove 
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the handle from the graph, insert z into V’ and delete W. Figure l(c) shows the 
matching generated on the remaining graph. Figure l(d) shows the matching 
resulting from combining those of Figs. l(b) and l(c). 
Y Z t co V (a) 
X /W u 
(b9 cw tj (C) 
X U 
t 
) (d) 
U 
Fig. 1. 
Theorem 1. Let G = (V, E) be a complete weighted undirected graph whose cost 
function satisfies the triangle inequality. Algorithm B generates a biconnected span- 
ning subgraph of G. Let (cg be the cost of a minimum-cost biconnected spanning 
subgraph of G, and & the cclst of the subgraph generated by algorithm B. Then 
&<3 
c$--2 
and the bound can be approached arbitrarily closely. 
Roof. By the definition of d, the biconnecteti  Jmponent created by the addition 
of an edge (u, v) to T is contained in the biconnected component created by the 
addition of b(u, v). Since ( V, E’ u E”) is connected and all vertices are of even 
degree, it is also bridgeless. Thus the graph created in step 4 is ialso bridgeless. 
Step 5 obviously creates a biconnected subgraph. 
The cost of a minimum cost spanning tree is no greater than C& since a spanning 
tree may be found by deleting certain edges from an optimal biconnected graph. 
Step 2 never increases edge costs. By Lemma 2, the cost of a minimum-cost 
matching is bounded by $Cz. Step 5 never increases the total edge cost, by the 
triangle inequality. Hence the cost of the graph generated by the algorithm is 
bounded by $Cg. 
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To see that the bound is approachable consider the example in Fig. 2. Let the 
cost of each of the edges shown be 1, and the cost of all other edges (u, v) be the 
cost of the shortest path between u and v. The cost of an optimal graph is 2n. 
Suppose the spanning tree found is a path VI, v2, . a . , Vet. The cost of the tree will 
be 2n - 1, and the cost of the matching will be n, for total cost 3n - 1, El 
:ti/.h; 
“2 “4 “6 “2” 
Fig. 2. 
The running time of algorithm B is dominated by the. time to find a minimum-cost 
matching in step 3. This can be done in O(] VI”) using the implementation of 
Edmonds’ matching algorithm [7] found in [lo]. 
By similar reasoning, Christofides’ algorithm wi’ll also generate a biconnecteh 
spanning subgraph of cost no greater than 3/2 times the cost of an optimal 
biconnected spanning subgraph. While the change to the metric used in algorithm 
B does not improve this bound in worst case, it may result in a better solution in 
some cases. 
An example where algorithm B may outperform Christofides’ algorithm is shown 
in Fig. 3. Figure 3(a) shows a possible minimum spanning tree. Figure 3(c) shows 
the matching performed by Christofides’ algorithm with a resulting tour shown in 
Fig. 3(d). Figure 3(b) shows the “matching” resulting from using the distance 
function d in algorithm B. 
u 
L-l 
-4--S-- 
__I 
: 
Fig. 3. 
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4. Comparison caf optimal traveling salesman and biconnected solutions 
In the preceding section, we noted that a traveling salesman approximation 
algorithm performed well for our augmentation problem. A natural question to 
a& is: Is there much difference between the costs of optimal augmentation and 
travehg sale;sman solutions? In this section we develop a tight inequality relating 
the two quantities for a reasonable subset of problem instances, and provide a 
ccanjecture about the general behavior. As in Section 3, we assume that the cost 
function satisfies the triangle inequality. 
Since an optimal tour is biconnected, it follows that the cost of an optimal 
biconnection is a lower bound on tl:e cost of an optimal tour. To get an inequality 
in the other direction, we consider a minimum-cost matching of vertices of od.d 
degree in an optimal biconnected solution. When these matching edges are added 
Lo the biconneqted graph, the resulting graph contains vertices of only even degree. 
In a fashion similar to that in Christofides’ algorithm, an Eulerian tour may be 
found, and this tour may be relaxed into a Hamiltonian cycle by using *tie triangle 
inequality. By Lemma 2, the cost of a minimum-cost matching will be no greater 
than one half the cost of an optimal biconnection. Hence the cost of a traveling 
salesman tour is no greater than 3/2 times the cost of an optimal biconnection. 
However, it is possible to get a tighter bound. 
If an optimal biconnection is planar (we conjecture for nonplanar as well), then 
the cost of the matching is no greater than l/3 times the cost of the biconnection. 
We achieve this bound as follows. A planar biconnected graph can be mapped into 
a corresponding cubic planar bicolnnected graph of the same total edge cost. We 
then appeal to a conjecture that has been shown to be equivalent o the four color 
conjecture (now the Four Color Theorem). The conjecture states that a cubic 
bridgeless planar graph is 3-edge colorable. We use this to show that one of the 
three sets of similarly colored edges must be of cost no greater than l/3 the cost 
of the whole graph. From this set we can generate a matching of no greater cost. 
Let G = (V, E) be a biconnected graph. We transform G into a cubic graph by 
using a construction described in [13, p. 1321. For each vertex v of degree d a 4, 
where We,. . . , wd are adjacent to v, replace v with vl,. . . , ud connected by the 
edges {(vi, vi+,)1 i = 1, . . . , d - 1) u {(Z)& VI)}, and replace the edges {( Wi, v) 1 i = 
1 . . . ..d) with {(~i,~i)li=l,..., d). Each vertex v of degree 2, with w1 and w2 
&acent to V, is replaced by ul, 2~2, v3, v4 connected by edges {(vi, Vi)11 s i < j s 4) - 
{(VI, ~219) and the edges {(WI av), (w2, v)} replaced with {(MQ, Z.Q) ( w2, v?)}. Call the 
resulting graph G3. 
Lemma 3. Let G3 be as previously defined. Then G3 is biconnected. If G is planar., 
then G3 may be generated to be planar. 
roof. In expanding 16 into G3 it is easy to see that if a vertex v of G is not a 
cutvertex, then a vertex vi originating from v cannot be a cutvertex. If G is planar, 
then taking wl, . . . , wd in a cyclic ordering around 2’ will preserve planarity. c 
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Theorem 2 ([ 1,2]; Four Color Theorem). Every planar graph is 4-colorable. 
Theorem 3 ([13, Theorem 12.21). The Four Color Conjecture is true if and only if 
every cubic bridgeless planar graph is 3 -edge-colorable. 
We note that a graph that is biconnected is also bridgeless. 
Let the edges of a graph G be labelled with three colors. Then a vertex is said 
to be color-odd if an odd number of edges of each color are incident on it. A vertex 
is said to be color-even if an even number of edges of each color are incident on it. 
Lemma 4. Let G = (V, E) be biconnected and planar. Then the edges of G may be 
labelled with three colors such that vertex of odd degree is color-odd and each vertex 
of even degree is color-even. 
Proof. We generate G3 from G, which by Lemma 3 will be biconnected, planar 
and cubic. By Theorems 2 and 3, there is a three-coloring of the edges of Gs. We 
then shrink G3 back into G, maintaining the colors on the edges. 
Now if we combine two adjacent color-odd vertices, discarding the connecting 
edge, it is not hard to see that the resulting vertex is color-even. Similarly, combining 
a color-odd with an adjacent cols;r-even vertex will yield a color-odd vertex. 
Now an odd vertex in G corresponds to an odd number of vertices of degree 3 
in G3, and an even vertex in G corresponds to an even number o’, vertices of 
degree 3 in G3. By induction, we can show that combininp dn oc’id number of 
vertices from G3 results in a color-odd vertex in G, and combinmg ar, even number 
of vertices from G3 results in a color-even vertex in G. 0 
Lemma 5. Let G = (V, E) be a planar weighted biconnected graph sakfying the 
triangle inequality. Then a minimum-cost matching E’ of odd vertices in Z uJIcng 
paths in E is of cost no greater than one third the cost of the edges in E. 
Proof. By Lemma 4, there is an edge labelling using three colors such that every 
vertex of odd degree is color-odd and every vertex of even degree is color-even. 
We infer three matchings as follows. 
For each color, we consider the subgraph consisting of edges of that color. Odd 
vertices in rhis graph correspond to odd vertices in G. We start at any odd vertex 
and find a path to another odd vertex. We remove the edges in ths path and repeat 
the procedure, until no odd vertices remain. Since removing a path changes the 
parity of only the first and last vertices in the path, the procedure is guaranteed to 
find a set of matching paths between odd vertices made up from a subset of the 
edges of one color. The matching edges corresponding to the paths will be of no 
greater cost than the paths, by the triangle inequality. 
Now for each color we can find a matching of no greater cost than the edges of 
that color. Since the edges are colored with three colors, one of the sets must be 
of no greater cost than one third the cost of all edges. Hence one of the matchings 
must cost no more than one third of the cost of all edges in E. 0 
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We give an example of a biconnected graph in Fig. 4(a). In Fig. 4(b) the 
corresponding cubic graph is shown with a three coloring. Figure 4(c) shows the 
matching paths found in the original graph. 
’ D ’ ,,, ---iy-J 0 / 0 0 I / 0 _I / / I d ‘. *-we__- 
i3 
m!qq 
/ L- / I / J / I / 0 / / I / li____-__J. 
C 
Fig. 4, 
Theorem 4. Let G r- (V, E) be a weighted complete graph for which the triangle 
inequality holds. Let E’ c E be of minimum cost C$ such that (V, E’) is biconnected. 
Let (V, E’) be planar. Let C*, be the cost of an optimal traveling salesman tour of 
G. IXen 
Moreover, the lower bound can be attaijsed, and the upper bound can be approached 
arbitrarily closely. 
Proof. The lower bound on C*, is easily obtained, since a traveling salesman tour 
must be planar and bridgeless. For the upper bound we find a minimum cost 
matching E” of odd vertices in (V, E’) using paths in E’. This will cost no more 
than SC”; by Lemma 5. Thus ( V, E’ u E”) will have vertices only of even degree, 
from which an Eulerian circuit can be generated. Using the triangle inequality, we 
can generate a traveling salesman tour from the Eulcrian circuit. 
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That the lower and upper bounds can be attained can be noted from the exalmples 
in Fig. 5(a) and 5(b). In Fig. 5 a), all edges shown have cost one and all edges not 
shown have cost two. Hence the optimal traveling salesman tour and biconnected 
solution are the same. In Fig. 5(b) the vertices of degree 3 are shown and we 
assume that there are r- 1 vertices of degree 2 intervening on Ipaths between two 
vertices of degree 3. The cost of each of the r edges on such paths is 1, and the 
cost of edge (u, w) is the cost of the shortest path between v and 1~. The cost of 
an optimal biconnection is 3nr while an optimal tour is of cost 3nr+n(r-2). El 
aoo 
b 
Fig. 5. 
We conjecture that the cost of the matching 
biconnected graph is at most l/3 the cost of the 
conjecture which implies the above condition: 
of vertices in a general cubic 
edges of the graph. We give a 
Conjecture 1. Let G = (V, E) be a cubic biconnected graph. Let the set (I;;: 1 i = 
192 9***? t) be the set of all distinct P-factors (perfect matchings) of G. Let% xii = 1 if 
edge ei E Fi and 0 otherwise. There exist nonnegative constants ai, i = 1,2, . . . , r such 
that 
r 
c tliXij = 1 for each ej E E. 
i= 1 
If the above conjecture is 
than one third the cost of E, 
the cost of Fi. Then 
i LJiCi = i a;( f 
i=l i= 1 \;;11 
true, then one of the l-factors Fi has cost no greater 
This can be shown as follows. Let Ci = IF1 xi,c(ei j b< 
El 
X&(ej) = C C(t?j) = C, 
j=l 
where C is the cost of E. If Ci &, for all i, then 
i.e., i ai C 3. 
i=l 
(*J 
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On the other hand, let el, e2, e3 be 3 edg,es incident on one vertex ~1. Note that 
no two of these edges can appear in a l-factor. Therefore there is a partition of 
the set of l-factors into 3 sets {Si}:=j such that xFkEsi & = 1, 1s i s 3. Hence 
which contradicts (*). Therefore one of the Ci’s must be no greater than C/3. 
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