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Chapitre 1
Qu’est-ce qu’un qu-bit ?
L’information quantique est la the´orie de l’utilisation des spe´cificite´s de la physique quantique pour
le traitement et la transmission de l’information. Toutefois il convient de bien s’entendre sur cet e´nonce´,
car tout objet physique, si on l’analyse suffisamment en de´tail, est un objet quantique, ce que Rolf
Landauer a exprime´ dans une formule provocatrice : “Un tournevis est un objet quantique”. De fait, les
proprie´te´s conductrices de la lame me´tallique du tournevis font fondamentalement appel aux proprie´te´s
quantiques de la propagation des e´lectrons dans un milieu cristallin, tandis que le manche est un isolant
e´lectrique car les e´lectrons sont pie´ge´s dans un milieu de´sordonne´. C’est encore la me´canique quantique
qui permet d’expliquer que la lame, conducteur e´lectrique, est aussi un conducteur thermique, tandis que
le manche, isolant e´lectrique, est aussi un isolant thermique. Pour prendre un exemple plus directement
lie´ a` l’informatique, le comportement des transistors qui sont grave´s sur la puce de votre PC n’a pu
eˆtre imagine´ en 1947 par Bardeen, Brattain et Shockley qu’a` partir de leurs connaissances en physique
quantique. Bien qu’il ne soit pas un ordinateur quantique, votre PC fonctionne suivant les principes de
la me´canique quantique !
Cela dit, ce comportement quantique est aussi un comportement collectif. En effet si la valeur 0 d’un bit
est repre´sente´e physiquement dans un ordinateur par un condensateur non charge´ tandis que la valeur 1
est repre´sente´e par le meˆme condensateur charge´, la diffe´rence entre e´tats charge´ et non charge´ se traduit
par le de´placement de plusieurs millions d’e´lectrons. Un autre exemple pour illustrer cette notion : dans
une expe´rience de TP classique, on excite de la vapeur de sodium par un arc e´lectrique, et on observe une
lumie`re jaune, la fameuse “raie jaune du sodium”. Mais on n’observe pas le comportement d’un atome
individuel, la cellule contient typiquement 1020 atomes.
La grande nouveaute´, depuis le de´but des anne´e 1980, est la possibilite´ pour les physiciens de manipuler
et d’observer des objets quantiques e´le´mentaires individuels : photons, atomes, ions etc., et pas seulement
d’agir sur le comportement quantique collectif d’un grand nombre de tels objets. C’est cette possibilite´
de manipuler et d’observer des objets quantiques e´le´mentaires qui est a` l’origine de l’information quan-
tique, ou` ces objets quantiques e´le´mentaires permettront de construire physiquement les qu-bits. Cela
dit, aucun concept fondamentalement nouveau n’a e´te´ introduit depuis les anne´es 1930, et les pe`res fon-
dateurs de la me´canique quantique (Heisenberg, Schro¨dinger, Dirac . . .), s’ils ressuscitaient aujourd’hui,
ne seraient pas surpris par l’informatique quantique, meˆme s’ils seraient suˆrement e´blouis les prouesses
des expe´rimentateurs, qui re´alisent aujourd’hui des expe´riences qualifie´es a` l’e´poque de “gedanken expe-
riment”.
Il vaut aussi la peine de signaler que la miniaturisation croissante de l’e´lectronique va trouver ses limites
en raison des effets quantiques, qui vont devenir incontournables en dessous du nanome`tre. Ainsi on
estime que le loi de Moore pourrait ne plus eˆtre valable d’ici dix a` quinze ans.
Quelques re´fe´rences
• Le livre de base est celui de Michael Nielsen et Isaac Chuang Quantum Computation and Quantum
Information, Cambridge University Press, Cambridge (2000).
• E´galement inte´ressant est le cours de John Preskill que l’on trouve (avec des exercices) sur le site
http ://www.theory.caltech.edu/˜ preskill/
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Ce cours se place a` un niveau plus avance´ que celui de Nielsen et Chuang.
• Voir aussi le cours de David Mermin
http ://www.ccmr.cornell.edu/˜ mermin/qccomp/CS483.html
• Comme introduction sans e´quations a` la physique quantique, je recommande le livre de Valerio
Scarani, Introduction a` la physique quantique, Vuibert (2003).
• Pour un texte plus complet, voir par exemple mon livre Physique quantique, EDPSciences/E´ditions
du CNRS, (2003).
1.1 Polarisation de la lumie`re
Notre premier exemple de qu-bit sera fourni par la polarisation d’un photon, mais il faut d’abord
rappeler brie`vement ce qu’est la polarisation de la lumie`re. La polarisation de la lumie`re a e´te´ mise en
e´vidence pour la premie`re fois par le chevalier Malus en 1809. Malus observait la lumie`re du soleil couchant
re´fle´chie par la vitre d’une feneˆtre du Palais du Luxembourg a` travers un cristal de spath d’Islande. En
faisant tourner ledit cristal, il constata que l’une des deux images du soleil disparaissait. Comme nous
le verrons ci-dessous, le spath d’Islande est un cristal bire´fringent, qui de´compose un rayon lumineux en
deux rayons polarise´s perpendiculairement, tandis que le rayon re´fle´chi par la vitre est (partiellement)
polarise´. Pour une orientation convenable du cristal, on observera donc une extinction (ou une forte
atte´nuation) d’un des deux rayons. Le phe´nome`ne de polarisation met en e´vidence le caracte`re vectoriel
des vibrations lumineuses, proprie´te´ e´galement partage´e par les vibrations sonores de cisaillement : dans
un cristal isotrope, une vibration sonore peut correspondre, soit a` une vibration transverse a` la direction
de propagation, ou onde de cisaillement, soit a` une vibration longitudinale, ou onde de compression. Dans
le cas de la lumie`re, la vibration est uniquement transverse : le champ e´lectrique de l’onde lumineuse est
orthogonal a` la direction de propagation.
Rappelons la description mathe´matique d’une onde scalaire progressive se propageant suivant l’axe Oz :
l’amplitude de vibration u(z, t) est de la forme
u(z, t) = u0 cos(ωt− kz)
ou` ω est la fre´quence de la vibration, ω = ck, c e´tant la vitesse de propagation. Dans le plan z = 0
u(z = 0, t) = u(t) = u0 cosωt
Dans le cas d’une onde e´lectromagne´tique filtre´e par un polaro¨ıd, la vibration est un vecteur du plan
xOy, transverse a` la direction de propagation
Ex = E0 cos θ cosωt
Ey = E0 sin θ cosωt
(1.1)
ou` θ de´pend de l’orientation du polaro¨ıd. L’intensite´ (ou l’e´nergie) lumineuse, mesure´e par exemple a`
l’aide d’une cellule photoe´lectrique, est proportionnelle au carre´ du champ e´lectrique, I ∝ E20 (en ge´ne´ral
l’e´nergie d’une vibration est proportionnelle au carre´ de l’amplitude de vibration). Le vecteur unitaire pˆ
du plan xOy
pˆ = (cos θ, sin θ) ~E = E0pˆ cosωt (1.2)
caracte´rise la polarisation (line´aire) de l’onde e´lectromagne´tique. Si θ = 0 la lumie`re est polarise´e suivant
Ox, si θ = pi/2, elle est polarise´e suivant Oy. La lumie`re naturelle est non polarise´e, elle se compose
d’une superposition incohe´rente (ce terme important sera de´fini ulte´rieurement de fac¸on pre´cise) de 50%
de lumie`re polarise´e suivant Ox et de 50% de lumie`re polarise´e suivant Oy.
Pour e´tudier de fac¸on quantitative la polarisation, nous allons nous servir d’un ensemble polariseur/
analyseur. Nous faisons d’abord passer la lumie`re dans un polariseur dont l’axe fait un angle θ avec l’axe
Ox, puis dans un second polariseur, appele´ analyseur, dont l’axe fait un angle α avec l’axe Ox (figure 1.1),
avec
nˆ = (cos α, sin α) (1.3)
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Fig. 1.1 – Ensemble polariseur-analyseur.
A` la sortie de l’analyseur, le champ e´lectrique ~E′ s’obtient en projetant le champ (1.1) sur nˆ
~E′ = ( ~E · nˆ)nˆ = E0 cosωt (pˆ · nˆ)nˆ
= E0 cosωt (cos θ cosα + sin θ sinα) nˆ
= E0 cosωt cos(θ − α)nˆ (1.4)
On en de´duit la loi de Malus pour l’intensite´
I ′ = I cos2(θ − α) (1.5)
La polarisation line´aire n’est pas la plus ge´ne´rale possible. Une polarisation circulaire s’obtient en choi-
sissant θ = pi/4 et en de´phasant la composante Oy de ±pi/2, par exemple
Ex =
E0√
2
cosωt
Ey =
E0√
2
cos
(
ωt− pi
2
)
=
E0√
2
sin ωt
(1.6)
Le vecteur champ e´lectrique de´crit un cercle de rayon |E0| dans le plan xOy. Le cas le plus ge´ne´ral est
celui de la polarisation elliptique, ou` l’extre´mite´ du champ e´lectrique de´crit une ellipse
Ex = E0 cos θ cos(ωt− δx) = E0 Re
[
cos θ e−i(ωt−δx)
]
Ex = E0 sin θ cos(ωt− δx) = E0 Re
[
sin θ e−i(ωt−δy)
] (1.7)
Il sera important de remarquer pour la suite que seule la diffe´rence δ = (δy − δx) est physiquement
pertinente. En effet, un simple changement de l’origine des temps permet de choisir par exemple δx = 0.
En re´sume´, la polarisation la plus ge´ne´rale est de´crite par un vecteur complexe normalise´ a` l’unite´ (ou
vecteur unitaire) dans un espace a` deux dimensions, de composantes
λ = cos θ eiδx µ = sin θ eiδy
avec |λ|2 + |µ|2 = 1. En fait, en raison de l’arbitraire de phase, le vecteur de composantes (λ′, µ′)
λ′ = λ eiϕ µ′ = µ eiϕ
repre´sente la meˆme polarisation que (λ, µ). Il est plus correct de dire que la polarisation est repre´sente´e
mathe´matiquement par un rayon, c’est-a`-dire un vecteur a` une phase pre`s.
Remarques
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• Une lame bire´fringente (figure 1.2) permet de se´parer deux e´tats de polarisation orthogonaux, tandis
qu’un polaro¨ıd absorbe une des deux polarisations en laissant passer la polarisation orthogonale.
• Conside´rons un ensemble analyseur/polariseur croise´s, par exemple le polariseur suivant Ox et l’ana-
lyseur suivant Oy. Aucune lumie`re n’est transmise. Mais si on introduit un polariseur interme´diaire
dont l’axe fait un angle θ avec Ox, alors une partie de la lumie`re est re´tablie : une premie`re projection
donne un facteur cos θ et une seconde un facteur sin θ, d’ou` l’intensite´ a` la sortie de l’analyseur
I ′ = I cos2 θ sin2 θ
qui s’annule uniquement pour θ = 0 ou θ = pi/2
axe optique
lame
bire´fringente
Dx
Dy
z
x
θ
y
E
O
O
Fig. 1.2 – De´composition de la polarisation par une lame bire´fringente. Le rayon ordinaire O est polarise´
horizontalement, le rayon extraordinaire E est polarise´ verticalement.
1.2 Polarisation d’un photon
Depuis Einstein (1905), on sait que la lumie`re est compose´e de photons, ou particules de lumie`re. Si
l’on re´duit suffisamment l’intensite´ lumineuse, on devrait pouvoir e´tudier la polarisation des photons in-
dividuels, que l’on sait parfaitement de´tecter a` l’aide de photomultiplicateurs. Supposons que l’expe´rience
de´tecte N photons. Lorsque N → ∞, on doit retrouver les re´sultats de l’optique ondulatoire que nous
venons d’e´noncer. Effectuons par exemple l’expe´rience suivante (figure 1.2) : une lame bire´fringente se´pare
un faisceau lumineux dont la polarisation fait un angle θ avec Ox en un faisceau polarise´ suivant Ox et un
faisceau polarise´ suivant Oy, les intensite´s e´tant respectivement I cos2 θ et I sin2 θ. Re´duisons l’intensite´
de telle sorte que les photons arrivent un a` un, et plac¸ons deux photode´tecteurs Dx et Dy derrie`re la
lame. L’expe´rience montre Dx et Dy ne cliquent jamais simultane´ment
1 : un photon arrive entier soit sur
Dx, soit sur Dy, un photon ne se divise pas. D’autre part l’expe´rience montre que la probabilite´ px (py)
de de´tection d’un photon par Dx (Dy) est de cos
2 θ (sin2 θ). Si l’expe´rience de´tecte N photons, on aura
donc Nx (Ny) photons de´tecte´s par Dx (Dy)
Nx ' N cos2 θ Ny ' N sin2 θ
ou` le ' tient compte des fluctuations statistiques de l’ordre de √N . Comme l’intensite´ lumineuse est
proportionnelle au nombre de photons, on retrouve la loi de Malus a` la limite N → ∞. Cependant on
note deux proble`mes.
• Premier proble`me. Peut-on pre´voir, pour un photon donne´, s’il va de´clencher Dx ou Dy ? La
re´ponse de la the´orie quantique est NON, e´nonce´ qui a profonde´ment choque´ Einstein (Dieu ne
1Sauf cas de “dark count”, ou` un compteur se de´clenche spontane´ment.
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joue pas aux de´s !). Certains physiciens (dont Einstein) ont e´te´ tente´s de supposer que la the´orie
quantique e´tait incomple`te, et qu’il y avait des “variables cache´es” dont la connaissance permettrait
de pre´voir le sort individuel de chaque photon. Moyennant des hypothe`ses tre`s raisonnables sur
lesquelles je reviendrai au chapitre 3, on sait aujourd’hui que de telles variables cache´es sont exclues.
Les probabilite´s de la the´orie quantique sont intrinse`ques, elles ne sont pas lie´es a` une connaissance
imparfaite de la situation physique, comme c’est le cas par exemple dans le jeu de pile ou face.
• Deuxie`me proble`me. Recombinons2 les deux faisceaux de la premie`re lame bire´fringente, en
utilisant une seconde lame syme´trique de la premie`re (figure 1.3). Cherchons la probabilite´ qu’un
photon traverse l’analyseur. Un photon peut choisir le trajet x avec une probabilite´ cos2 θ ; il a
ensuite une probabilite´ cos2 α de traverser l’analyseur, soit une probabilite´ totale cos2 θ cos2 α. S’il
choisit le trajet y, il aura une probabilite´ sin2 θ sin2 α de traverser l’analyseur. La probabilite´ totale
s’obtient en additionnant les probabilite´s des deux trajets possibles
p
′
tot = cos
2 θ cos2 α + sin2 θ sin2 α (1.8)
Ce re´sultat est FAUX ! En effet l’optique classique nous apprend que l’intensite´ est I cos2(θ − α),
et le re´sultat correct, confirme´ par l’expe´rience, est
ptot = cos
2(θ − α) (1.9)
ce qui n’est pas du tout la meˆme chose !
θ
x
y
axes
optiques
polariseur analyseur
x
y
α
E
O
z
Fig. 1.3 – De´composition et recombinaison de polarisations a` l’aide de lames bire´fringentes.
En fait, pour retrouver les re´sultats de l’optique ondulatoire, il faut introduire en physique quantique la
notion fondamentale d’amplitude de probabilite´, dont le module carre´ donne la probabilite´
a(θ → x) = cos θ a(x → α) = cosα
a(θ → y) = sin θ a(y → α) = sin α
et on doit additionner les amplitudes pour des trajets indiscernables
atot = cos θ cosα + sin θ sin α = cos(θ − α)
ce qui redonne bien (1.9)
ptot = |atot|2 = cos2(θ − α)
Supposons que l’on ait un moyen de savoir si le photon emprunte le trajet x ou le trajet y (impossible
dans notre cas, mais des expe´riences analogues re´pondant a` la question “Quel trajet ?” ont e´te´ re´alise´es
avec des atomes). On pourrait alors diviser les photons en deux classes, ceux qui ont choisi le trajet x et
ceux qui ont choisi le trajet y. Pour les photons ayant choisi le trajet x, on pourrait bloquer le trajet y
par un cache sans rien changer, et inversement pour les photons ayant choisi le trajet y on pourrait
bloquer le trajet x. Bien e´videmment, le re´sultat ne peut eˆtre alors que (1.8). Si on arrive a` discriminer
entre les trajets, le re´sultat n’est plus le meˆme, les trajets ne sont plus indiscernables. Dans les conditions
expe´rimentales ou` il est impossible en principe de distinguer entre les trajets, on peut dire, au choix :
2Toutefois il faut prendre quelques pre´cautions : voir Physique quantique, exercice 3.1.
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• soit que le photon emprunte les deux trajets a` la fois ;
• soit (ce qui a ma pre´fe´rence) que cela n’a pas de sens de poser la question “Quel trajet ?”, puisque les
conditions expe´rimentales ne permettent pas d’y re´pondre, et, suivant Asher Peres “Unperformed
experiments have no results !”.
Il faut noter que si l’expe´rience permet de de´cider entre les deux trajets, le re´sultat est (1.8), meˆme si
l’on de´cide de ne pas les observer. Il suffit que les conditions expe´rimentales permettent, en principe, de
distinguer entre les deux trajets.
Nous avons examine´ un cas particulier de phe´nome`ne quantique, la polarisation d’un photon, mais les
re´sultats que nous venons de de´crire nous ont conduits au coeur de la physique quantique.
1.3 Formulation mathe´matique : le qu-bit
On peut utiliser la polarisation des photons pour transmettre de l’information, par exemple par une
fibre optique. On de´cide, tout a` fait arbitrairement, d’attribuer la valeur un du bit a` un photon polarise´
suivant Ox et la valeur ze´ro a` un photon polarise´ suivant Oy. En information quantique, les personnes
qui e´changent de l’information sont appele´es conventionnellement Alice (A) et Bob (B). Alice envoie par
exemple a` Bob une suite de photons polarise´s suivant
yyxyxyyyx · · ·
Bob analyse la polarisation de ces photons a` l’aide d’une lame bire´fringente comme dans la figure 1.2 et
en de´duit le message d’Alice
001010001 · · ·
Ce n’est e´videmment pas une fac¸on tre`s efficace d’e´changer des messages, mais c’est a` la base de la
cryptographie quantique. Cependant la question inte´ressante est maintenant : quelle est la valeur du
bit que l’on peut attribuer par exemple a` un photon polarise´ a` 45o ? Suivant les re´sultats de la section
pre´ce´dente, un photon polarise´ a` 45o est une superposition line´aire d’un photon polarise´ suivant Ox et
d’un photon polarise´ suivant Oy. Un qu-bit est donc une entite´ beaucoup plus riche qu’un bit ordinaire,
qui ne peut prendre que les valeurs 0 et 1. En un certain sens, un qu-bit peut prendre toutes les valeurs
interme´diaires entre 0 et 1 et contiendrait donc une quantite´ infinie d’information ! Cependant cet e´nonce´
optimiste est imme´diatement de´menti lorsque l’on se rend compte que la mesure du qu-bit ne peut donner
que le re´sultat 0 ou 1, quelle que soit la base choisie. Malgre´ tout on peut se poser la question de cette
“information cache´e” dans la superposition line´aire, et nous verrons au chapitre 4 qu’on peut l’exploiter
sous certaines conditions.
Afin de rendre compte de la possibilite´ des superpositions line´aires, il est naturel d’introduire pour la
description mathe´matique de la polarisation un espace vectoriel a` deux dimensions H. A` tout e´tat de
polarisation on va faire correspondre un vecteur de cet espace vectoriel. On peut par exemple choisir pour
vecteurs de base de H les vecteurs |x〉 et |y〉 correspondant aux polarisations line´aires suivant Ox et Oy.
Tout e´tat de polarisation pourra se de´composer suivant cette base3
|Φ〉 = λ|x〉 + µ|y〉 (1.10)
Une polarisation line´aire sera de´crite par des coefficients λ et µ re´els, mais la description d’une polarisation
circulaire (1.6) ou elliptique (1.7) exige de faire appel a` des coefficients λ et µ complexes : l’espace H est
donc un espace vectoriel complexe.
Les amplitudes de probabilite´ vont correspondre a` un produit scalaire sur cet espace. Soit deux vecteurs
|Φ〉 (1.10) et |Ψ〉
|Ψ〉 = ν|x〉 + σ|y〉
Le produit scalaire de deux vecteurs sera note´ 〈Ψ|Φ〉 et par de´finition
〈Ψ|Φ〉 = ν∗λ + σ∗µ = 〈Φ|Ψ〉∗ (1.11)
3J’utilise des lettres grecques majuscules pour les vecteurs ge´ne´riques de H afin d’e´viter toute confusion avec des vecteurs
repre´sentant des polarisations line´aires comme |θ〉, |α〉 etc.
1.3. FORMULATION MATHE´MATIQUE : LE QU-BIT 11
ou` c∗ est le complexe conjugue´ de c. Ce produit scalaire est donc line´aire par rapport a` |Φ〉 et antiline´aire
par rapport a` |Ψ〉. Il de´finit une norme ||Φ|| du vecteur |Φ〉
||Φ||2 = 〈Φ|Φ〉 = |λ|2 + |µ|2 (1.12)
Notez que les vecteurs |x〉 et |y〉 sont orthogonaux par rapport au produit scalaire (1.11) et qu’ils sont de
norme unite´
〈x|x〉 = 〈y|y〉 = 1 〈x|y〉 = 0
La base {|x〉, |y〉} est donc une base orthonorme´e de H. Nous allons ajouter a` la de´finition d’un e´tat
physique la condition (commode, mais non essentielle) de normalisation
||Φ||2 = |λ|2 + |µ|2 = 1 (1.13)
Les e´tats de polarisation seront donc repre´sente´s mathe´matiquement par des vecteurs unitaires (de norme
unite´) de l’espace H. Un espace vectoriel muni d’un produit scalaire de´fini positif est appele´ un espace
de Hilbert, et H est l’espace de Hilbert des e´tats de polarisation.
Revenons maintenant aux amplitudes de probabilite´. Un e´tat de polarisation line´aire suivant θ sera note´
|θ〉 et
|θ〉 = cos θ |x〉 + sin θ |y〉 (1.14)
L’amplitude de probabilite´ pour qu’un photon polarise´ suivant θ traverse un analyseur oriente´ suivant α
est, comme nous l’avons vu,
a(θ → α) = cos(θ − α) = 〈α|θ〉 (1.15)
Elle est donc donne´e par le produit scalaire des vecteurs |α〉 et |θ〉, et la probabilite´ de traverser l’analyseur
est donne´e par le module carre´ de cette amplitude (voir (1.9))
p(θ → α) = cos2(θ − α) = |〈α|θ〉|2 (1.16)
De fac¸on ge´ne´rale on de´finira des amplitudes de probabilite´ (“l’amplitude de probabilite´ de trouver |Φ〉
dans |Ψ〉”), ou` |Φ〉 et |Ψ〉 repre´sentent des e´tats de polarisation ge´ne´raux, par
a(Φ → Ψ) = 〈Ψ|Φ〉 (1.17)
et la probabilite´ correspondante sera
p(Φ → Ψ) = |a(Φ → Ψ)|2 = |〈Ψ|Φ〉|2 (1.18)
N.B. En fait un vecteur d’e´tat n’est de´fini qu’a` une phase multiplicative pre`s
(λ, µ) ≡ eiδ(λ, µ)
car remplacer |Φ〉 par
|Φ′〉 = eiδ |Φ〉
ne change pas les probabilite´s |〈Ψ|Φ〉|2, qui sont les seules quantite´s mesurables. Une phase multiplicative
globale n’est donc pas physiquement pertinente : la correspondance n’est pas entre e´tat physique et
vecteur, mais plutoˆt entre e´tat physique et rayon, c’est-a` dire un vecteur a` une phase pre`s.
Nous sommes maintenant preˆts a` aborder la question cruciale de la mesure en physique quantique.
La notion de mesure repose sur celle de pre´paration d’un e´tat quantique et celle de test. Reprenons
l’ensemble polariseur/analyseur, en supposant que l’analyseur est oriente´ suivant Ox. Si le polariseur est
aussi oriente´ suivant Ox, un photon sortant du polariseur traverse l’analyseur avec une probabilite´ de
100% ; si le polariseur est oriente´ suivant Oy, la probabilite´ est nulle. L’analyseur effectue un test (de la
polarisation), et le re´sultat du test est 1 ou 0. Le test permet donc de connaˆıtre l’e´tat de polarisation du
photon. Mais ceci n’est pas le cas ge´ne´ral. Supposons que le polariseur soit oriente´ suivant la direction θ
ou la direction orthogonale θ⊥
|θ〉 = cos θ |x〉+ sin θ |y〉
|θ⊥〉 = − sin θ |x〉+ cos θ |y〉
(1.19)
Si le polariseur pre´pare par exemple le photon dans l’e´tat |θ〉 et que l’analyseur est oriente´ suivant Ox,
la probabilite´ de re´ussite du test est cos2 θ. Deux remarques sont essentielles
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• Apre`s le passage dans l’analyseur, l’e´tat de polarisation du photon n’est plus |θ〉, mais |x〉. La
mesure modifie l’e´tat de polarisation.
• Si le photon est polarise´ elliptiquement, et non line´airement
λ = cos θ µ = sin θ eiδ δ 6= 0
la probabilite´ de re´ussite du test est encore cos2 θ : le test ne permet pas de de´terminer la polarisation
de fac¸on non ambigue¨. C’est seulement si la probabilite´ de re´ussite du test est 0 ou 1 que la mesure
permet de de´terminer l’e´tat de polarisation initial. Il n’existe donc pas de test permettant de
de´terminer a` coup suˆr l’e´tat de polarisation (inconnu) d’un photon.
On constate donc une diffe´rence de principe entre la mesure en physique classique et la mesure en
physique quantique. En physique classique, la quantite´ physique a` mesurer pre´existe a` la mesure : si
un radar mesure la vitesse de votre voiture a` 180 km/h sur l’autoroute, cette vitesse pre´existait a` sa
mesure par le gendarme (ce qui lui donne la le´gitimite´ pour verbaliser). Au contraire, dans la mesure
de la polarisation d’un photon |θ〉 par un analyseur oriente´ suivant Ox, le fait que le test donne une
polarisation suivant Ox ne permet pas de conclure que le photon teste´ avait au pre´alable sa polarisation
suivant Ox. Si l’on reprend l’analogie de la voiture, on pourrait imaginer que comme dans (1.19) la voiture
soit dans un e´tat de superposition line´aire de deux vitesses4, par exemple
|v〉 =
√
1
3
|120km/h〉+
√
2
3
|180 km/h〉
Le gendarme mesurera une vitesse de 120 km/h avec une probabilite´ de 1/3 et une vitesse de 180 km/h
avec une probabilite´ de 2/3, mais il serait errone´ de penser que l’un des deux re´sultats existait avant la
mesure.
1.4 Principes de la me´canique quantique
Les principes de la me´canique quantique ge´ne´ralisent ce que nous avons vu dans le cas de la polarisation
d’un photon.
• Principe 1. L’e´tat physique d’un syste`me quantique est repre´sente´ par un vecteur |Φ〉 appartenant
a` un espace de Hilbert (en ge´ne´ral de dimension infinie) H. Sauf mention explicite du contraire, |Φ〉
sera choisi unitaire : ||Φ||2 = 1.
• Principe 2. Si |Φ〉 et |Ψ〉 sont deux e´tats physiques, l’amplitude de probabilite´ a(Φ → Ψ) de
trouver Φ dans Ψ est donne´e par le produit scalaire 〈Ψ|Φ〉
a(Φ → Ψ) = 〈Ψ|Φ〉
et la probabilite´ pour Φ de re´ussir le test Ψ est
p(Φ → Ψ) = |a(Φ → Ψ)|2 = |〈Ψ|Φ〉|2
Pour re´aliser le test, on doit disposer d’un premier dispositif pre´parant le syste`me quantique dans
l’e´tat |Φ〉 (polariseur) et d’un second dispositif capable de le pre´parer dans l’e´tat |Ψ〉, que l’on
utilisera comme analyseur.
Apre`s le test, le syste`me quantique est dans l’e´tat |Ψ〉, ce qui veut dire du point de vue mathe´matique
que l’on re´alise une projection orthogonale sur |Ψ〉. Soit PΨ ce projecteur. Comme5
|PΨΦ〉 ≡ PΨ|Φ〉 = |Ψ〉〈Ψ|Φ〉 = (|Ψ〉〈Ψ|)|Φ〉
on peut e´crire ce projecteur sous la forme tre`s commode
PΨ = |Ψ〉〈Ψ| (1.20)
4Bien suˆr on ne sait pas re´aliser un tel e´tat avec une voiture, mais on sait tre`s bien fabriquer une particule e´le´mentaire
ou un atome dans un e´tat de superposition line´aire de deux vitesses.
5L’action d’un ope´rateur M sur un vecteur |Φ〉 sera e´crite indiffe´remment M |Φ〉 ou |MΦ〉.
1.4. PRINCIPES DE LA ME´CANIQUE QUANTIQUE 13
La projection du vecteur d’e´tat est appele´e dans l’interpre´tation de Copenhague de la me´canique quan-
tique “re´duction du vecteur d’e´tat”, ou, pour des raisons historiques, “re´duction du paquet d’ondes”.
Cette re´duction du vecteur d’e´tat est une fiction commode de l’interpre´tation de Copenhague, qui e´vite
d’avoir a` se poser des questions sur le processus de mesure, et elle est souvent ajoute´e comme principe
de base supple´mentaire. Cependant on peut parfaitement se passer de ce principe si on prend en compte
le processus de mesure. Un exemple en sera donne´ dans la section 4.4.
Illustrons ces notions en revenant a` la polarisation. Dans la base {|x〉, |y〉}, les projecteurs Px et Py sur
ces e´tats de base sont
Px = |x〉〈x| =
(
1 0
0 0
)
Py = |y〉〈y| =
(
0 0
0 1
)
On remarque que l’ope´rateur identite´ peut eˆtre e´crit comme la somme des deux projecteurs Px et Py
Px + Py = |x〉〈x| + |y〉〈y| = I
relation dite relation de fermeture, qui se ge´ne´ralise a` une base orthonorme´e d’un espace de Hilbert H de
dimension N
N∑
i=1
|i〉〈i| = I 〈i|j〉 = δij
Les projecteurs Px et Py commutent
[Px,Py] ≡ PxPy −PyPx = 0
Les tests |x〉 et |y〉 sont dits compatibles. En revanche les projecteurs sur |θ〉 et |θ⊥〉
Pθ = |θ〉〈θ| =
(
cos2 θ sin θ cos θ
sin θ cos θ sin2 θ
)
Pθ⊥ = |θ⊥〉〈θ⊥| =
(
sin2 θ − sin θ cos θ
− sin θ cos θ cos2 θ
)
ne commutent pas avec Px et Py, comme on le ve´rifie imme´diatement par un calcul explicite
[Px,Pθ] =
(
0 sin θ cos θ
− sin θ cos θ 0
)
Les tests |x〉 et |θ〉 sont dits incompatibles.
Pour des de´veloppements ulte´rieurs, il sera utile de remarquer que la connaissance des probabilite´s de
re´ussite d’un test T permet de de´finir une valeur moyenne 〈T 〉
〈T 〉 = 1× p(T = 1) + 0× p(T = 0) (= p(T = 1))
Par exemple si le test est T est repre´sente´ par la proce´dure |Ψ〉 et qu’on l’applique a` un e´tat |Φ〉
p(Ψ) = |〈Ψ|Φ〉|2 = 〈Φ|Ψ〉〈Ψ|Φ〉 = 〈Φ(|Ψ〉〈Ψ|Φ〉) = 〈Φ|PΨΦ〉 (1.21)
Il est d’usage en physique quantique d’appeler valeur moyenne d’un ope´rateur M dans l’e´tat |Φ〉 la
quantite´
〈Φ|MΦ〉 ≡ 〈M〉Φ
Au test T = |Ψ〉 on peut donc associer le projecteur PΨ dont la valeur moyenne dans l’e´tat |Φ〉 donne
suivant (1.21) la probabilite´ de re´ussite du test.
La ge´ne´ralisation de cette observation permet de construire des proprie´te´s physiques d’un syste`me quan-
tique. Donnons un exemple en revenant au cas de la polarisation. Supposons que nous construisions (de
fac¸on tout a` fait arbitraire) une proprie´te´ M d’un photon de la fac¸on suivante : M vaut +1 si le photon
est polarise´ suivant Ox et M vaut −1 si le photon est polarise´ suivant Oy. On peut associer a` la proprie´te´
physique M l’ope´rateur hermitique M
M = Px −Py
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qui ve´rifie bien
M |x〉 = +|x〉 M |y〉 = −|y〉
La valeur moyenne de M est par de´finition
〈M〉 = 1× p(M = 1) + (−1)× p(M = −1)
Supposons le photon dans l’e´tat θ, alors la valeur moyenne 〈M〉θ dans l’e´tat |θ〉 est
〈M〉θ = 〈θ|Pxθ〉 − 〈θ|Pyθ〉 = cos2 θ − sin2 θ = cos(2θ)
L’ope´rateur M construit ci-dessus est un ope´rateur hermitique (M = M †, ou Mij = M
∗
ji), et de fac¸on
ge´ne´rale, les proprie´te´s physiques en me´canique quantique sont repre´sente´es mathe´matiquement par des
ope´rateurs hermitiques, souvent appele´s observables. Nous avons construit M a` partir de projecteurs,
mais re´ciproquement on peut construire les projecteurs a` partir d’un ope´rateur hermitique M graˆce au
the´ore`me de de´composition spectrale.
The´ore`me. Soit M un ope´rateur hermitique. Alors on peut e´crire M en fonction d’un ensemble de
projecteurs Pn qui ve´rifient
M =
∑
n
anPn (1.22)
PnPm = Pnδmn
∑
n
Pn = I (1.23)
ou` les coefficients re´els an sont les valeurs propres de M . Les projecteurs Pn sont orthogonaux entre eux
(mais en ge´ne´ral ils projettent sur un sous-espace de H et non sur un seul vecteur de H) et leur somme
est l’ope´rateur identite´.
1.5 Ge´ne´rateur quantique de nombres ale´atoires
L’utilisation des proprie´te´s quantiques permet de re´aliser expe´rimentalement des ge´ne´rateurs de
nombres ale´atoires, et non pseudo-ale´atoires, ce qui est essentiel pour la cryptographie quantique, comme
on le verra dans la section suivante. Un des dispositifs les plus simples utilise une lame semi-transparente,
ou se´parateur de faisceau. Si un rayon lumineux tombe sur une lame semi-transparente, une partie de la
lumie`re est transmise et une partie est re´fle´chie. On peut s’arranger que ceci se fasse dans des proportions
de 50%/50%. Si maintenant on diminue l’intensite´ de sorte que les photons arrivent un a` un sur la lame,
on constate que ces photons peuvent eˆtre, soit re´fle´chis et de´tecte´s par D1, soit transmis et de´tecte´s par
D2 (figure 1.4). Il n’y a aucune corrre´lation entre les de´tections, et on a un ve´ritable jeu de pile ou face
non biaise´.
D2
D1
Fig. 1.4 – Lame semi-transparente et de´tection de photons.
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Un prototype a e´te´ re´alise´ suivant ce principe par le groupe d’optique quantique de Gene`ve. Il fournit
des nombres ale´atoires au taux de 105 nombres par seconde et l’absence de biais (ou de corre´lations entre
nombres suppose´s ale´atoires) a e´te´ teste´e par des programmes standard.
1.6 Cryptographie quantique
La cryptographie quantique est une invention re´cente fonde´e sur l’incompatibilite´ de deux bases
diffe´rentes d’e´tats de polarisation line´aire. La cryptographie usuelle repose sur une cle´ de chiffrage connue
seulement de l’expe´diteur et du destinataire. Ce syste`me est appele´ a` cle´ secre`te. Il est en principe tre`s
suˆr6, mais il faut que l’expe´diteur et le destinataire aient le moyen de se transmettre la cle´ sans que
celle-ci soit intercepte´e par un espion. Or la cle´ doit eˆtre change´e fre´quemment, car une suite de messages
code´s avec la meˆme cle´ est susceptible de re´ve´ler des re´gularite´s permettant le de´chiffrage du message
par une tierce personne. Le processus de transmission d’une cle´ secre`te est un processus a` risque, et c’est
pour cette raison que l’on pre´fe`re maintenant les syste`mes fonde´s sur un principe diffe´rent, dits syste`mes
a` cle´ publique, ou` la cle´ est diffuse´e publiquement, par exemple sur Internet. Un syste`me a` cle´ publique
courant7 est fonde´ sur la difficulte´ de de´composer un nombre tre`s grand N en facteurs premiers, alors que
l’ope´ration inverse est imme´diate : sans calculette on obtiendra en quelques secondes 137× 53 = 7261,
mais e´tant donne´ 7261, cela prendra un certain temps a` le de´composer en facteurs premiers. Avec les
meilleurs algorithmes actuels, le temps de calcul sur ordinateur ne´cessaire pour de´composer un nombre N
en facteurs premiers croˆıt avec N comme exp[(ln N)1/3(ln ln N)2/3]. Il faut aujourd’hui quelques mois a`
une grappe de PC pour factoriser un nombre de 150 chiffres. Dans le syste`me de chiffrage a` cle´ publique,
le destinataire, appele´ conventionnellement Bob, diffuse publiquement a` l’expe´diteur, appele´ convention-
nellement Alice, un nombre tre`s grand N = pq produit de deux nombres premiers p et q, ainsi qu’un
autre nombre c (voir l’annexe 1.6.1). Ces deux nombres N et c suffisent a` Alice pour chiffrer le message,
mais il faut disposer des nombres p et q pour le de´chiffrer. Bien suˆr un espion (appele´ par convention
E`ve) disposant d’un ordinateur suffisamment puissant finira par casser le code, mais on peut en ge´ne´ral se
contenter de conserver secret le contenu du message pendant un temps limite´. Cependant, on ne peut pas
exclure que l’on dispose un jour d’algorithmes tre`s performants pour de´composer un nombre en facteurs
premiers, et de plus, si des ordinateurs quantiques voient le jour, aucun nombre ne pourra leur re´sister.
Heureusement la me´canique quantique vient a` point nomme´ pour contrecarrer les efforts des espions !
“Cryptographie quantique” est une expression me´diatique, mais quelque peu trompeuse : en effet, il ne
s’agit pas de chiffrer un message a` l’aide de la physique quantique, mais d’utiliser celle-ci pour s’assurer
que la transmission de la cle´ n’a pas e´te´ espionne´e. Comme nous l’avons de´ja` explique´, la transmission d’un
message, chiffre´ ou non, peut se faire en utilisant les deux e´tats de polarisation line´aire orthogonaux d’un
photon, par exemple |x〉 et |y〉. On peut de´cider d’attribuer par convention la valeur 1 a` la polarisation |x〉
et la valeur 0 a` la polarisation |y〉 : chaque photon transporte donc un bit d’information. Tout message,
chiffre´ ou non, peut eˆtre e´crit en langage binaire, comme une suite de 0 et de 1, et le message 1001110
sera code´ par Alice graˆce a` la se´quence de photons xyyxxxy, qu’elle expe´diera a` Bob par exemple par
une fibre optique. A` l’aide d’une lame bire´fringente, Bob se´pare les photons de polarisation verticale et
horizontale comme dans la figure 1.2, et deux de´tecteurs place´s derrie`re la lame lui permettent de de´cider
si le photon e´tait polarise´ horizontalement ou verticalement : il peut donc reconstituer le message. S’il
s’agissait d’un message ordinaire, il y aurait bien suˆr des fac¸ons bien plus simples et efficaces de le
transmettre ! Remarquons simplement que si E`ve s’installe sur la fibre, de´tecte les photons et renvoie a`
Bob des photons de polarisation identique a` ceux expe´die´s par Alice, Bob ne peut pas savoir que la ligne a
e´te´ espionne´e. Il en serait de meˆme pour tout dispositif fonctionnant de fac¸on classique (c’est-a`-dire sans
utiliser le principe de superposition) : si l’espion prend suffisamment de pre´cautions, il est inde´tectable.
C’est ici que la me´canique quantique et le principe de superposition viennent au secours d’Alice et
de Bob, en leur permettant de s’assurer que leur message n’a pas e´te´ intercepte´. Ce message n’a pas
besoin d’eˆtre long (le syste`me de transmission par la polarisation est tre`s peu performant). Il s’agira en
ge´ne´ral de transmettre une cle´ permettant de chiffrer un message ulte´rieur, cle´ qui pourra eˆtre remplace´e
6Un chiffrage absolument suˆr a e´te´ de´couvert par Vernam en 1935. Cependant la se´curite´ absolue suppose que la cle´ soit
aussi longue que le message et ne soit utilise´e qu’une seule fois !
7Appele´ chiffrage RSA, de´couvert par Rivest, Shamir et Adleman en 1977.
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a` la demande. Alice envoie vers Bob quatre types de photons : polarise´s suivant Ox : ↑ et Oy : →
comme pre´ce´demment, et polarise´s suivant des axes incline´s a` ±45o Ox′ : ↖ et Oy′ : ↗, correspondant
respectivement aux valeurs 1 et 0 des bits. De meˆme Bob analyse les photons envoye´s par Alice a` l’aide
d’analyseurs pouvant prendre quatre directions, verticale/horizontale, et ±45o. Une possibilite´ serait
d’utiliser un cristal bire´fringent oriente´ ale´atoirement soit verticalement, soit a` 45o de la verticale et
de de´tecter les photons sortant de ce cristal comme dans la figure 1.3. Cependant, au lieu de faire
tourner l’ensemble cristal+de´tecteurs, on utilise plutoˆt une cellule de Pockels, qui permet de transformer
une polarisation donne´e en une polarisation oriente´e de fac¸on arbitraire et de maintenir fixe l’ensemble
cristal+de´tecteur. La figure 1.5 donne un exemple : Bob enregistre 1 si le photon est polarise´ ↑ ou↖, 0 s’il
est polarise´→ ou ↗. Apre`s enregistrement d’un nombre suffisant de photons, Bob annonce publiquement
la suite des analyseurs qu’il a utilise´s, mais non ses re´sultats. Alice compare sa se´quence de polariseurs a`
celle de Bob et lui donne toujours publiquement la liste des polariseurs compatibles avec ses analyseurs.
Les bits qui correspondent a` des analyseurs et des polariseurs incompatibles sont rejete´s (−), et, pour les
bits restants, Alice et Bob sont certains que leurs valeurs sont les meˆmes : ce sont les bits qui serviront
a` composer la cle´, et ils sont connus seulement de Bob et Alice, car l’exte´rieur ne connaˆıt que la liste des
orientations, pas les re´sultats ! Le protocole de´crit ci-dessus est appele´ BB84, du nom de ses inventeurs
Bennett et Brassard.
1
polariseurs d’Alice
analyseurs de Bob
mesures de Bob
bits retenus
1 1 0 1 0 0 1 1 1
se´quences de bits 1 0 0 1 0 0 1 1 1
1 − − 1 0 0 − 1
Fig. 1.5 – Cryptographie quantique : transmission de photons polarise´s entre Bob et Alice.
Il reste a` s’assurer que le message n’a pas e´te´ intercepte´ et que la cle´ qu’il contenait peut eˆtre utilise´e sans
risque. Alice et Bob choisissent au hasard un sous-ensemble de leur cle´ et le comparent publiquement. La
conse´quence de l’interception de photons par E`ve serait une re´duction de la corre´lation entre les valeurs
de leurs bits : supposons par exemple qu’Alice envoie un photon polarise´ suivant Ox. Si E`ve l’intercepte
avec un polariseur oriente´ suivant Ox′, et que le photon est transmis par son analyseur, elle ne sait pas
que ce photon e´tait initialement polarise´ suivant Ox ; elle renvoie donc a` Bob un photon polarise´ dans la
direction Ox′, et dans 50% des cas Bob ne va pas trouver le bon re´sultat. Comme E`ve a une chance sur
deux d’orienter son analyseur dans la bonne direction, Alice et Bob vont enregistrer une diffe´rence dans
25% des cas et en conclure que le message a e´te´ intercepte´. Cette discussion est bien suˆr simplifie´e : elle ne
tient pas compte des possibilite´s d’erreurs qu’il faut corriger, et d’autre part il faut re´aliser des impulsions
a` un seul photon et non des paquets d’e´tats cohe´rents qui ne seraient pas inviolables.8. Ne´anmoins la
me´thode est correcte dans son principe et un prototype a e´te´ re´alise´ re´cemment pour des transmissions
dans l’air sur plusieurs kilome`tres. Il est difficile avec une fibre optique de controˆler la direction de la
polarisation sur de longues distances, et c’est pourqui on utilise un support physique diffe´rent pour mettre
en oeuvre le protocole BB84 avec des fibres. Dans ces conditions la transmission a pu eˆtre effectue´e sur
une centaine de kilome`tres.
Annexe 1.6.1 : le codage RSA. Bob choisit deux nombres premiers p et q, N = pq, et un nombre c
n’ayant pas de diviseur commun avec le produit (p− 1)(q − 1). Il calcule d qui est l’inverse de c pour la
8Dans le cas de transmission de photons isole´s, le the´ore`me de non clonage quantique (§ 6.3.2) garantit qu’il est impossible
a` E`ve de tromper Bob, meˆme s’il lui est possible de faire moins de 50% d’erreurs en utilisant une technique d’interception
plus sophistique´e.
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multiplication modulo (p− 1)(q − 1)
cd ≡ 1 mod (p− 1)(q − 1)
Il envoie a` Alice par une voie non se´curise´e les nombres N et c (mais pas p et q se´pare´ment !). Alice veut
envoyer a` Bob un message code´, qui doit eˆtre repre´sente´ par un nombre a < N (si le message est trop
long, Alice le segmente en plusieurs sous messages). Elle calcule ensuite
b ≡ ac mod N
et envoie b a` Bob. Quand Bob rec¸oit le message il calcule
bd mod N = a (!)
Le fait que le re´sultat soit pre´cise´ment a, c’est-a` dire le message original d’Alice, est un re´sultat de the´orie
des nombres. En re´sume´, sont envoye´s sur voie publique, non se´curise´e, les nombres N , c et b.
Exemple.
p = 3 q = 7 N = 21 (p− 1)(q − 1) = 12
c = 5 n’a aucun facteur commun avec 12, et son inverse par rapport a` la multiplication modulo 12 est
d = 5 car 5× 5 = 24 + 1. Alice choisit pour message a = 4. Elle calcule
45 = 1024 = 21× 48 + 16 45 = 16 mod 21
Alice envoie donc a` Bob le message 16. Bob calcule
b5 = 165 = 49.932× 21 + 4 165 = 4 mod 21
et Bob re´cupe`re donc le message original a = 4.
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Chapitre 2
Manipulations d’un qu-bit
Dans le chapitre pre´ce´dent, j’ai examine´ un qu-bit a` un instant de´termine´. Dans un espace de Hilbert
H, ce qu-bit est de´crit par un vecteur unitaire |ϕ〉
|ϕ〉 = λ|0〉+ µ|1〉 |λ|2 + |µ|2 = 1 (2.1)
J’ai choisi une base orthonorme´e {|0〉, |1〉} de H et de´compose´ le vecteur |ϕ〉 suivant cette base. Je me
propose maintenant d’examiner l’e´volution temporelle de ce qu-bit, ce qui expliquera comment nous
pourrons le manipuler.
2.1 Sphe`re de Bloch, spin 1/2
Avant de passer a` cette e´volution temporelle, je voudrais donner une description un peu plus ge´ne´rale
du qu-bit et de ses re´alisations physiques. J’ai choisi en e´crivant (2.1) une base orthonorme´e {|0〉, |1〉} de
H, et les coefficients λ et µ peuvent eˆtre parame´tre´s, compte tenu de l’arbitraire de phase, par
λ = e−iφ/2 cos
θ
2
µ = eiφ/2 sin
θ
2
(2.2)
Les deux angles θ et φ peuvent eˆtre conside´re´s comme des angles polaires et azimutal, et (θ, φ) parame`trent
la position d’un point sur la surface d’une sphe`re de rayon unite´, appele´e sphe`re de Bloch (ou sphe`re de
Poincare´ pour le photon) (figure 2.1).
Si l’on revient a` la polarisation d’un photon en identifiant |0〉 → |x〉 et |1〉 → |y〉, les e´tats |x〉 et |y〉
correspondent aux poˆles nord et sud de la sphe`re
|x〉 : θ = 0, φ inde´termine´ |y〉 : θ = pi, φ inde´termine´
tandis que les polarisations circulaires correspondent a` des points sur l’e´quateur
|D〉 : θ = pi
2
, φ =
pi
2
|G〉 : θ = pi
2
, φ = −pi
2
Une autre re´alisation physique importante du qu-bit est le spin 1/2. La RMN (Re´sonance Magne´tique
Nucle´aire) et l’IRM (Imagerie par Re´sonance Magne´tique...nucle´aire1) reposent sur le fait que le proton
posse`de un spin 1/2, ce que l’on met en e´vidence de la fac¸on suivante : on fait passer un faisceau de
particules2 de spin 1/2 dans un champ magne´tique oriente´ suivant une direction nˆ perpendiculaire a` la
direction du faisceau. On constate que le faisceau se scinde en deux sous-faisceaux, l’un est de´vie´ dans
la direction nˆ, l’autre dans la direction oppose´e −nˆ. C’est l’expe´rience de Stern-Gerlach (figure 2.2, avec
nˆ ‖ Oz), qui est tre`s analogue dans son principe a` la se´paration d’un rayon de lumie`re naturelle en deux
1L’adjectif “nucle´aire”, politiquement incorrect, a e´te´ supprime´ pour ne pas effrayer le grand public...
2Toutefois on doit utiliser des atomes neutres et non des protons, sinon les effets seraient masque´s par des forces dues
aux charges, et de plus le magne´tisme nucle´aire est trop faible pour eˆtre mis en e´vidence dans une telle expe´rience.
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Fig. 2.1 – Sphe`re de Bloch.
rayons par un cristal bire´fringent. On peut imaginer l’analogue d’une expe´rience analyseur/polariseur avec
un spin 1/2 (figure 2.3). Toutefois on remarque que la situation polariseur/analyseur croise´s correspond
a` θ = pi et non a` θ = pi/2 comme dans le cas des photons3. On construit une base de H en prenant pour
vecteur de base les vecteurs |+〉 et |−〉, qui correspondent aux e´tats pre´pare´s par un champ magne´tique
paralle`le a` Oz. Suivant (2.1) et (2.2), l’e´tat de spin 1/2 le plus ge´ne´ral est
|ϕ〉 = e−iφ/2 cos θ
2
|+〉+ eiφ/2 sin θ
2
|−〉 (2.3)
et on montre4 que cet e´tat est celui se´lectionne´ par un champ mage´tique paralle`le a` nˆ, avec
nˆ = (sin θ cosφ, sin θ sin φ, cos θ) (2.4)
La sphe`re de Bloch posse`de dans ce cas une interpre´tation ge´ome´trique e´vidente : le spin 1/2 de´crit par
le vecteur (2.3) est oriente´ suivant la direction nˆ.
Nous avons vu que les proprie´te´s physiques des qu-bits e´taient repre´sente´s par des ope´rateurs hermitiques.
Une base commode pour ces ope´rateurs est celle des matrices de Pauli
σ1 (ouσx) =
(
0 1
1 0
)
σ2 (ou σy) =
(
0 −i
i 0
)
σ3 (ouσz) =
(
1 0
0 −1
)
(2.5)
Ces matrices sont hermitiques (et aussi unitaires) et toute matrice 2 × 2 hermitique M peut s’e´crire
comme
M = λ0I +
3∑
i=1
λiσi (2.6)
avec des coefficients re´els. Les matrices de Pauli ve´rifient les importantes proprie´te´s suivantes
σ2i = I σ1σ2 = iσ3 + perm. circ. (2.7)
3Le photon a un spin 1, et non 1/2 !
4Ceci est une conse´quence de l’invariance par rotation : voir Physique quantique, chapitre 3.
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Fig. 2.2 – Expe´rience de Stern-Gerlach.
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Fig. 2.3 – Polariseurs croise´s pour le spin 1/2.
Les e´tats |+〉 et |−〉 sont vecteurs propres de σz avec les valeurs propres ±1
|+〉 =
(
1
0
)
|−〉 =
(
0
1
)
σz|±〉 = ±|±〉 (2.8)
et on ve´rifie imme´diatement que le vecteur |ϕ〉 (2.3) est vecteur propre de
~σ · nˆ = σxnx + σyny + σznz
avec la valeur propre +1
~σ · nˆ =
(
cos θ e−iφ sin θ
eiφ sin θ − cos θ
)
(2.9)
Nous venons de voir la re´alisation physique d’un qu-bit par un spin 1/2, mais il en existe bien d’autres,
comme par exemple un atome a` deux niveaux. Dans tous les cas on aura un espace de Hilbert de
dimension 2, et l’e´tat d’un qu-bit pourra toujours eˆtre repre´sente´ par un point sur la sphe`re de Bloch.
Revenant a` la notation {|0〉, |1〉}, on pourra (par exemple) faire l’identification |+〉 → |0〉 et |−〉 → |1〉.
2.2 E´volution dynamique
Nous introduisons explicitement le temps, en supposant que (2.1) est valable a` t = 0
|ϕ(t = 0)〉 = λ(t = 0)|0〉+ µ(t = 0)|1〉 (2.10)
Nous allons supposer (Principe no 3) que la transformation
|ϕ(0)〉 → |ϕ(t)〉
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est line´aire et que la norme de |ϕ〉 reste e´gale a` l’unite´5
|ϕ(t)〉 = λ(t)|0〉+ µ(t)|1〉 (2.11)
|λ(t)|2 + |µ(t)|2 = 1 (2.12)
La transformation |ϕ(0)〉 → |ϕ(t)〉 est donc une transformation unitaire U(t, 0)
|ϕ(t)〉 = U(t, 0)|ϕ(t = 0)〉
En ge´ne´ral
|ϕ(t2)〉 = U(t2, t1)|ϕ(t1)〉 U †(t2, t1) = U−1(t2, t1) (2.13)
De plus U doit obe´ir a` la proprie´te´ de groupe
U(t2, t1) = U(t2, t
′)U(t′, t1) (2.14)
et enfin U(t, t) = I . Utilisons la proprie´te´ de groupe et un de´veloppement de Taylor avec dt infinite´simal
pour e´crire
U(t + dt, t0) = U(t + dt, t)U(t, t0)
U(t + dt, t0) ' U(t, t0) + dt d
dt
U(t, t0)
U(t + dt, t)U(t, t0) '
[
I − i dtHˆ(t)]U(t, t0)
ou` nous avons de´fini l’ope´rateur Hˆ(t), le hamiltonien, par
Hˆ(t) = i
dU(t′, t)
dt′
∣∣∣
t′=t
(2.15)
La pre´sence du facteur i assure que Hˆ(t) est un ope´rateur hermitique. En effet
I = U †(t + dt, t)U(t + dt, t) ' [I + i dtHˆ†(t)][I − i dtHˆ(t)] ' I + i dt(Hˆ† − Hˆ)
ce qui implique Hˆ = Hˆ†. On de´duit de ce qui pre´ce`de l’e´quation d’e´volution (aussi appele´e e´quation de
Schro¨dinger)
i
dU(t, t0)
dt
= Hˆ(t)U(t, t0) (2.16)
Comme Hˆ est un ope´rateur hermitique, c’est une proprie´te´ physique, et de fait Hˆ n’est autre que
l’ope´rateur e´nergie du syte`me. Dans le cas fre´quent ou` la physique est invariante par translation de
temps, l’ope´rateur U(t2, t1) ne de´pend que de la diffe´rence (t2 − t1) et H est inde´pendant du temps.
Illustrons ceci par la RMN (ou l’IRM). Dans une premie`re e´tape les spins 1/2 sont plonge´s dans un champ
magne´tique intense (∼ 1 Tesla, 1 Tesla= 104 gauss, environ 104 fois le champ magne´tique terrestre, c’est
pourquoi il vaut mieux ne pas garder sa montre pour passer une IRM !) inde´pendant du temps. Le
hamiltonien est alors inde´pendant du temps, et comme il est hermitique, il est diagonalisable dans une
certaine base
Hˆ =
(
ωA 0
0 ωB
)
(2.17)
ωA et ωB sont les niveaux d’e´nergie du spin 1/2. Si le champ magne´tique est paralle`le a` Oz, les vecteurs
propres de Hˆ ne sont autres que les vecteurs de base |+〉 ≡ |0〉 et |−〉 ≡ |1〉. Comme Hˆ est inde´pendant
du temps, l’e´quation d’e´volution (2.16)
i
dU
dt
= HˆU
5Cette seconde condition semble aller de soi, mais elle suppose en fait que tous les degre´s de liberte´ quantiques soient
pris en compte dans H : l’e´volution n’est pas en ge´ne´ral unitaire lorsque le qu-bit est seulement une partie d’un syste`me
quantique plus vaste et que l’espace de Hilbert des e´tats est plus grand que H. Le fait que la transformation soit line´aire
peut eˆtre de´duit d’un duˆ a` the´ore`me de Wigner : voir Physique quantique, chapitre 8.
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s’inte`gre imme´diatement
U(t, t0) = exp[−iHˆ(t− t0)] (2.18)
soit, dans la base ou` Hˆ est diagonal
U(t, t0) =
(
e−iωA(t−t0) 0
0 e−iωB(t−t0)
)
(2.19)
Si |ϕ(t = 0〉 est donne´ par
|ϕ(t = 0)〉 = λ|0〉+ µ|1〉
alors
|ϕ(t)〉 = e−iωAt λ|0〉+ e−iωBt |1〉 (2.20)
soit
λ(t) = e−iωAt λ µ(t) = e−iωBt µ
L’e´volution temporelle est de´terministe et elle garde la trace des conditions initiales λ et µ. En raison de
l’arbitraire de phase, en fait la seule quantite´ physiquement pertinente dans l’e´volution est la diffe´rence
ω0 = ωB − ωA (2.21)
On pourrait aussi bien e´crire Hˆ sous la forme
Hˆ = −1
2
(
ω0 0
0 −ω0
)
La quantite´ ω0 joue un roˆle capital et elle est appele´e e´nergie (ou fre´quence
6) de re´sonance.
J’en profite pour dire un mot sur une autre re´alisation physique d’un qu-bit, l’atome a` deux niveaux.
L’atome posse`de deux niveaux d’e´nergie, un niveau fondamental ωA et un niveau excite´ ωB, ωB > ωA ;
s’il est porte´ dans son e´tat excite´, il revient spontane´ment dans son e´tat fondamental en e´mettant un
photon de fre´quence ω0 = ωB − ωA. Si l’on envoie sur l’atome dans son e´tat fondamental un faisceau
laser de fre´quence ' ω0, on observera un phe´nome`ne de re´sonance : l’absorption de la lumie`re laser sera
d’autant plus importante que l’on sera proche de ω0.
2.3 Manipulations de qu-bits : oscillations de Rabi
Comme nous le verrons au chapitre 4, pour les besoins du calcul quantique, il est ne´cessaire de pouvoir
transformer par exemple un e´tat |0〉 du qu-bit en une superposition line´aire de |0〉 et de |1〉. Pour ce faire,
en prenant comme exemple le spin 1/2, la solution est d’appliquer au spin un champ magne´tique tournant
dans le plan xOy a` une vitesse angulaire
~B1(t) = B1(xˆ cosωt− yˆ sin ωt)
C’est ce qui est fait dans la RMN. La forme de Hˆ(t) est alors
Hˆ(t) = −1
2
(
ω0 ω1e
iωt
ω1e
−iωt ω0
)
(2.22)
ou` ω1 est proportionnelle a` B1, et donc ajustable
7. La fre´quence ω1 est appele´e fre´quence de Rabi. Il reste
a` re´soudre l’e´quation d’e´volution (2.16). Celle-ci se transforme aise´ment en un syste`me de deux e´quations
diffe´rentielles du premier ordre couple´es pour λ(t) et µ(t), et la re´solution de ce syste`me ne pose aucune
6En toute rigueur,j’aurais duˆ pre´ciser qu’e´nergie et fre´quence sont relie´es par la relation de Planck-Einstein E = ~ω, ou`
~ est la constante de Planck. Afin de simplifier, je me suis place´ dans un syste`me d’unite´s ou` ~ = 1.
7On peut comprendre l’origine de (2.22) en admettant que le hamiltonien est de la forme ~σ · ~B
H ∝ ~σ · ~B = Bzσz +B1(σx cosωt− σy sinωt)
Cette forme du hamiltonien provient du couplage entre le moment magne´tique associe´ au spin 1/2 et le champ magne´tique.
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difficulte´ (voir l’annexe 2.3.1). On peut exprimer le re´sultat sous la forme suivante : si le qu-bit est au
temps t = 0 dans l’e´tat |0〉, il aura au temps t une probabilite´ p0→1(t) de se trouver dans l’e´tat |1〉 donne´e
par
p0→1(t) =
(ω1
Ω
)2
sin2
Ωt
2
Ω =
√
(ω − ω0)2 + ω21 (2.23)
2pi
Ω
p+(t)
δ = 3ω1
t
1
p+(t)
2pi
Ω
δ = 0
t
1
Fig. 2.4 – Oscillations de Rabi. Le de´saccord δ = ω − ω0 et p+(t) ≡ p0→1(t).
C’est le phe´nome`ne des oscillations de Rabi. Le phe´nome`ne d’oscillation entre les niveaux |0〉 et |1〉 prend
son ampleur maximale pour ω = ω0, c’est-a`-dire a` la re´sonance
p0→1(t) = sin
2 ω1t
2
ω = ω0 (2.24)
Pour passer de l’e´tat |0〉 a` l’e´tat |1〉, il suffit d’ajuster le temps t d’application du champ tournant
ω1t
2
=
pi
2
t =
pi
ω1
C’est ce que l’on appelle une impulsion pi. Si l’on choisit un temps interme´diaire entre 0 et pi/ω1, on
obtiendra une superposition de |0〉 et de |1〉, en particulier si t = pi/(2ω1), ou impulsion pi/2
|0〉 → 1√
2
(|0〉+ |1〉) (2.25)
Cette ope´ration sera d’une importance cruciale pour le calcul quantique. Les e´quations sont essentielle-
ment identiques dans le cas d’un atome a` deux niveaux dans un champ laser, une fois faite une approxi-
mation en ge´ne´ral bien ve´rifie´e, “l’approximation des ondes tournantes” ; ω est la fre´quence de l’onde laser
et la fre´quence de Rabi ω1 est proportionnelle au produit du moment dipolaire e´lectrique (de transition)
de l’atome ~d par le champ e´lectrique ~E de l’onde laser, ω1 ∝ ~d · ~E.
Annexe 2.3.1 : solution de l’e´quation d’e´volution. Suivant (2.22), λ(t) et µ(t) obe´issent au syte`me
d’e´quations diffe´rentielles couple´es
i
dλ(t)
dt
= −ω0
2
λ(t) − ω1
2
eiωt µ(t)
i
dµ(t)
dt
=
ω0
2
µ(t)− ω1
2
e−iωt λ(t)
Il est commode de de´finir
λ(t) = λ(t)eiω0t/2 µ(t) = µ(t)e−iω0t/2
Le syste`me d’e´quations diffe´rentielles de simplifie en
i
dλ(t)
dt
= −ω1
2
ei(ω−ω0)t µ(t)
i
dµ(t)
dt
= −ω1
2
e−i(ω−ω0)t λ(t)
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Ce syste`me se transforme aise´ment en une e´quation diffe´rentielle du second ordre pour λ(t) (ou µ(t)). Je
me contenterai d’examiner le cas de la re´sonance ω = ω0, ou`
i
d2λ(t)
dt2
= −ω
2
1
4
λ(t)
La solution du syste`me est alors
λ(t) = a cos
ω1t
2
+ b sin
ω1t
2
µ(t) = ia sin
ω1t
2
+ ib cos
ω1t
2
Les coefficients a et b de´pendent des conditions initiales. Partant par exemple de l’e´tat |0〉 au temps t = 0
λ(t = 0) = 1, µ(t = 0) = 0 ou a = 1, b = 0
on trouve au temps t = pi/(2ω1) (impulsion pi/2) un e´tat qui est une superposition line´aire de |0〉 et de
|1〉
|ϕ〉 = 1√
2
(
eiω0t/2 |0〉+ ie−iω0t/2 |1〉
)
Les facteurs de phase peuvent eˆtre re´absorbe´s dans une rede´finition des e´tats |0〉 et |1〉 de fac¸on a` obtenir
(2.25).
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Chapitre 3
Corre´lations quantiques
3.1 E´tats a` deux qu-bits
On pourrait s’attendre a` ce que le passage d’un qu-bit a` deux qu-bits n’apporte que peu de nouveaute´.
En fait nous allons voir que la structure a` deux qu-bits est extraordinairement riche, car elle introduit des
corre´lations quantiques entre les deux qu-bits, et on ne peut pas en rendre compte par des conside´rations
de probabilite´s classiques. Comme nous le verrons a` la section 4, l’intrication est a` la base des spe´cificite´s
du calcul quantique.
Essayons de construire mathe´matiquement un e´tat a` deux qu-bits. Le premier qu-bit, A, vit dans un
espace de Hilbert HA, dont une base orthonorme´e est {|0A〉, |1A〉}, et le second qu-bit dans un espace de
Hilbert HB , dont une base orthonorme´e est {|0B〉, |1B〉}. Il est naturel de repre´senter un e´tat physique
ou` le premier qu-bit est dans l’e´tat |0A〉 et le second dans l’e´tat |0B〉 par un vecteur que l’on e´crit
|X00〉 = |0A ⊗ 0B〉 ; en prenant en compte les autres valeurs possibles de qu-bits on aura a priori quatre
possibilite´s
|X00〉 = |0A ⊗ 0B〉 |X01〉 = |0A ⊗ 1B〉 |X10〉 = |1A ⊗ 0B〉 |X11〉 = |1A ⊗ 1B〉 (3.1)
Il n’est pas difficile de construire l’e´tat ou` le qu-bit A est dans
|ϕA〉 = λA|0A〉+ µA|1A〉
et le qu-bit B dans
|ϕB〉 = λB |0B〉+ µB |1B〉
On notera cet e´tat |ϕA ⊗ ϕB〉
|ϕA ⊗ ϕB〉 = λAλB |0A ⊗ 0B〉+ λAµB |0A ⊗ 1B〉+ µAλB |1A ⊗ 0B〉+ µAµB |1A ⊗ 1B〉
= λAλB |X00〉+ λAµB |X01〉+ µAλB |X10〉+ µAµB |X11〉
(3.2)
Nous avons construit l’espace HA ⊗HB produit tensoriel des espaces HA et HB . On note que le vecteur
|ϕA ⊗ ϕB〉 est bien de norme unite´1. Les physiciens sont assez laxistes sur les notations, et on trouvera
au lieu de |ϕA ⊗ ϕB〉, soit |ϕA〉 ⊗ |ϕb〉, soit meˆme |ϕAϕB〉, en omettant le symbole du produit tensoriel.
Le point crucial est que l’e´tat le plus ge´ne´ral de HA⊗HB n’est pas de la forme produit tensoriel |ϕA⊗ϕB〉 :
les e´tats de la forme |ϕA⊗ϕB〉 ne forment qu’un petit sous-ensemble (et pas un sous-espace !) des vecteurs
de HA ⊗HB . L’e´tat le plus ge´ne´ral est de la forme
|Ψ〉 = α00|0A ⊗ 0B〉+ α01|0A ⊗ 1B〉+ α10|1A ⊗ 0B〉+ α11|1A ⊗ 1B〉
= α00|X00〉+ α01|X01〉+ α10|X10〉+ α11|X11〉
(3.3)
1En toute rigueur il faudrait ve´rifier que le produit |ϕA⊗ϕB〉 est inde´pendant du choix des bases dans HA et HB . Cette
ve´rification est imme´diate.
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et pour que |Ψ〉 soit de la forme |ϕA ⊗ ϕB〉, une condition ne´cessaire (et suffisante) est que
α00α11 = α01α10
ce qui n’a aucune raison d’eˆtre valide a priori. Donnons un exemple tre`s simple d’un e´tat |Φ〉 qui n’est
pas de la forme |ϕA ⊗ ϕB〉
|Φ〉 = 1√
2
(
|0A ⊗ 1B〉 − |1A ⊗ 0B〉
)
(3.4)
En effet
α00 = 0 α01 =
1√
2
α10 = − 1√
2
α11 = 0
On de´finit de meˆme le produit tensoriel MA ⊗MB de deux ope´rateurs MA et MB
[MA ⊗MB]iApB ;jAqB = [MA]iAjA [MB ]pBqB
Donnons comme exemple le produit tensoriel de deux matrices 2× 2
MA =
(
a b
c d
)
MB =
(
α β
γ δ
)
La matrice MA ⊗MB est une matrice 4× 4, l’ordre de lignes et des colonnes e´tant 00, 01, 10, 11
MA ⊗MB =
(
aMB bMB
cMB dMB
)
=


aα aβ bα bβ
aγ aδ bγ bδ
cα cβ dα dβ
cγ cδ dγ dδ


Exercices 3.1.1. Montrer que l’ope´rateur
1
2
(I + ~σA · ~σB)
permute les valeurs des deux bits A et B
1
2
(I + ~σA · ~σB) |iA jB〉 = |jA iB〉
La notation ~σA · ~σB de´signe a` la fois un produit scalaire et un produit tensoriel. Montrer e´galement que
l’ope´rateur cNOT, repre´sente´ par la matrice 4× 4
cNOT =
(
I 0
0 σx
)
=


1 0 0 0
0 1 0 0
0 0 0 1
0 0 1 0


n’est pas un produit tensoriel. Montrer que l’action de cNOT sur le vecteur produit tensoriel
1√
2
(|0〉+ |1〉)⊗ |0〉
donne un e´tat intrique´.
Un e´tat de deux qu-bits qui n’est pas de la forme |ϕA ⊗ ϕB〉 est appele´ e´tat intrique´ (entangled state).
La proprie´te´ fondamentale est la suivante : si |Ψ〉 est un e´tat intrique´, alors le qu-bit A ne peut pas eˆtre
dans un e´tat quantique de´fini |ϕA〉.
Montrons le d’abord sur un exemple, celui de l’e´tat |Φ〉 (3.4). Soit M une proprie´te´ physique du qu-bit A,
et calculons sa valeur moyenne 〈Φ|MΦ〉
〈M〉Φ = 〈Φ|MΦ〉 = 1
2
[〈0A ⊗ 1B| − 〈1A ⊗ 0B |][|(M 0A)⊗ 1B〉 − |(M 1A)⊗ 0B〉]
=
1
2
(〈0A|M 0A〉+ 〈1A|M 1A〉) (3.5)
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ou` on a utilise´
〈0B |0B〉 = 〈1B|1B〉 = 1 〈0B |1B〉 = 〈1B|0B〉 = 0
Il n’existe pas d’e´tat
|ϕA〉 = λ|0A〉+ µ|1A〉
tel que
〈Φ|MΦ〉 = 〈ϕA|MϕA〉
En effet on aurait alors
〈ϕA|MϕA〉 = |λ|2〈0A|M0A〉+ (λ∗µ〈0A|M1A〉+ c.c.) + |µ|2〈1A|M0A〉
Pour reproduire (3.5), une condition ne´cessaire serait que |λ| = |µ| = 1/√2, et les termes en λ∗µ ne
seraient pas nuls. Le re´sultat (3.5) a une interpre´tation physique simple : l’e´tat du qu-bit A est un
me´lange incohe´rent de 50% de l’e´tat |0A〉 et de 50% de l’e´tat |1A〉, et non une superposition line´aire. En
re´sume´, on ne peut pas en ge´ne´ral de´crire une partie d’un syste`me quantique par un vecteur d’e´tat.
Un exemple de superposition incohe´rente est fourni par la lumie`re naturelle, non polarise´e : c’est un
me´lange incohe´rent de 50% de lumie`re polarise´e suivant Ox et de 50% de lumie`re polarise´e suivant Oy
alors qu’une lumie`re polarise´e a` 45o est une superposition cohe´rente de 50% de lumie`re polarise´e suivant
Ox et de 50% de lumie`re polarise´e suivant Oy
|θ = pi/4〉 = 1√
2
(|x〉+ |y〉)
de meˆme qu’une lumie`re polarise´e circulairement a` droite
|D〉 = 1√
2
(|x〉 + i|y〉)
3.2 Ope´rateur densite´ et entropies
Je vais ge´ne´raliser ces re´sultats a` un syste`me quantique forme´ de deux sous-syste`mes quelconques,
en appelant |iA〉 (|iB〉) une base orthonorme´e du sous-syste`me A (B). Afin d’alle´ger les notations, il sera
commode de faire les substitutions iA → i et iB → µ. L’e´tat le plus ge´ne´ral est alors
|Φ〉 =
∑
i,µ
αiµ|i⊗ µ〉 (3.6)
Soit M une proprie´te´ physique du sous-syste`me A
|MΦ〉 =
∑
i,µ
αiµ|Mi⊗ µ〉
Calculons la valeur moyenne de M
〈Φ|MΦ〉 =
∑
j,ν
∑
i,µ
α∗jναiµ〈j ⊗ ν|Mi⊗ µ〉
=
∑
i,j
∑
µ
α∗jµαiµ 〈j|Mi〉 =
∑
i,j
ρij 〈j|Mi〉 =
∑
i,j
ρij Mji = Tr (ρM) (3.7)
Pour obtenir (3.7) on a utilise´
〈j ⊗ ν|Mi⊗ µ〉 = δµν〈j|Mi〉
et on a de´fini un objet qui joue un roˆle crucial, la matrice (ou plus correctement l’ope´rateur) densite´ ρ
du sous-syste`me A
ρij =
∑
µ
αiµα
∗
jµ (3.8)
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L’ope´rateur densite´ du sous-syte`me A est aussi appele´ ope´rateur densite´ re´duit et est souvent note´ ρA.
Le sous-syste`me A n’est pas en ge´ne´ral de´crit par un vecteur d’e´tat, mais par un ope´rateur densite´. Cet
ope´rateur densite´ est hermitique (ρ = ρ†), il est positif (ρ ≥ 0) et de trace e´gale a` un : Tr ρ = 1
Tr ρ =
∑
i
ρii =
∑
i
∑
µ
|αiµ|2 = ||Φ||2 = 1
Un e´tat physique tel que ceux examine´s dans le chapitre 1 sont appele´s des cas purs. Il est facile de
ve´rifier que l’ope´rateur densite´ d’un cas pur obe´it a` ρ2 = ρ et inversement tout ope´rateur densite´ tel que
ρ2 = ρ de´crit un cas pur. Mais la description la plus ge´ne´rale d’un syste`me quantique se fait au moyen
de l’ope´rateur densite´.
Comme ρ est hermitique, il peut eˆtre diagonalise´ et il s’e´crit dans une base orthonorme´e |i〉 comme
ρ =
∑
i
pi|i〉〈i|
En raison de la positivite´ de ρ, pi ≥ 0 et la condition Tr ρ = 1 donne
∑
i pi = 1, ce qui fait que les pi
peuvent eˆtre interpre´te´s comme des probabilite´s. On peut dire que ρ repre´sente un me´lange statistique
d’e´tats |i〉, chaque e´tat |i〉 ayant une probabilite´ pi. Ceci nous ame`ne a` de´finir une ge´ne´ralisation de
l’entropie de Shannon, l’entropie de von Neumann
HvN = −
∑
i
pi log pi = −Tr ρ log ρ (3.9)
ou` log est un logarithme de base 2. On note que l’entropie d’un cas pur est nulle, car tous les pi sont
nuls a` l’exception d’un seul qui vaut un. Il est important de noter que ρ peut eˆtre interpre´te´ de plusieurs
fac¸ons si l’on admet de choisir des e´tats |α〉 de norme un mais non orthogonaux (〈α|β〉 6= δαβ), et qui par
conse´quent ne peuvent pas eˆtre parfaitement distingue´s2
ρ =
∑
α
pα|α〉〈α|
∑
α
pα = 1
Il y a en ge´ne´ral une infinite´ de me´langes statistiques diffe´rents qui donnent le meˆme ope´rateur densite´,
et on montre que
−
∑
α
pα log pα ≥ −Tr ρ log ρ
L’entropie HvN quantifie l’information incompressible contenue dans la source de´crite par l’ope´rateur
densite´ ρ. La diffe´rence entre l’entropie de Shannon et celle de von Neumann est particulie`rement e´vidente
sur un e´tat compose´ AB repre´sente´ par un ope´rateur densite´ ρAB . On construit a` partir de ρAB les
ope´rateurs densite´ de A, ρA, et de B, ρB , en prenant la trace de ρAB par rapport aux espaces HB et HA
respectivement
ρA = TrB ρAB ρB = TrA ρAB
ou sous forme matricielle
ρA,ij =
∑
µ
[ρAB ]iµ,jµ ρB,µν =
∑
i
[ρAB ]iµ,iν
Les ope´rateurs ρA et ρB sont les ope´rateurs densite´ re´duits de A et B. On montre alors les ine´galite´s
|HvN(ρA)−HvN(ρB)| ≤ HvN(ρAB) ≤ HvN(ρA) + HvN(ρB)
L’entropie de Shannon d’une distribution de probabilite´ jointe HSh(pAB) ve´rifie quant a` elle
Max
[
HSh(pA), HSh(pB)
] ≤ HSh(pAB) ≤ HSh(pA) + HSh(pB)
2On peut par exemple former un me´lange de 70% de photons line´airement polarise´s |x〉 et de 30% de photons |pi/4〉.
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ou`
pA(xA) =
∑
xB
pAB(xA, xB) pB(xB) =
∑
xA
pAB(xA, xB)
L’ine´galite´ de droite est la meˆme pour les deux entropies, mais celle de gauche (ine´galite´ de Araki-Lieb)
est diffe´rente. Par exemple si ρAB est l’ope´rateur densite´ de´crivant l’e´tat pur de deux qu-bits (3.4),
HvN(ρAB) = 0, alors que
HvN(ρA) = HvN(ρB) = 1
L’entropie de von Neumann donne la cle´ pour la ge´ne´ralisation quantique des deux the´ore`mes de Shannon
sur la compression des donne´es et la capacite´ maximale de transmission d’un canal bruite´.
L’importance de la notion d’ope´rateur densite´ est confirme´e par le the´ore`me de Gleason, qui dit en gros
que la description la plus ge´ne´rale d’un syste`me quantique est donne´e par un ope´rateur densite´.
The´ore`me de Gleason. Soit un ensemble de projecteurs Pi agissant sur l’espace de Hilbert des e´tats
H et soit un test associe´ a` chaque Pi dont la probabilite´ de re´ussite est p(Pi) qui ve´rifie
0 ≤ p(Pi) ≤ 1 p(I) = 1
ainsi que
p(Pi ∪ Pj) = p(Pi) + p(Pj) si Pi ∩ Pj = ∅ (ou PiPj = δijPi)
Alors, si la dimension de H ≥ 3, il existe un ope´rateur ρ hermitique, positif et de de trace unite´ tel que
p(Pi) = Tr (ρPi)
Il est e´vident que l’application d’une transformation unitaire a` un produit tensoriel de deux qu-bits
redonne un produit tensoriel : si |Φ〉 est un produit tensoriel de la forme |ϕA ⊗ ϕB〉 et si l’on applique
sur |Φ〉 une transformation unitaire qui est un produit tensoriel de transformations agissant sur A et B,
UA⊗UB , ceci correspond simplement a` un changement de base orthonorme´e dans les espaces HA et HB
et on ne peut pas fabriquer d’e´tat intrique´. Pour fabriquer un e´tat intrique´, il faut faire interagir les deux
qu-bits. Le the´ore`me de purification de Schmidt permet de ge´ne´raliser ces re´sultats.
The´ore`me de purification de Schmidt. Tout e´tat |Φ〉 de HA ⊗HB peut s’e´crire sous la forme
|Φ〉 =
∑
i
√
pi |iA ⊗ i′B〉 (3.10)
avec
〈iA|jA〉 = 〈i′B |j′B〉 = δij
Les e´tats |iA〉 et |i′B〉 de´pendent bien e´videmment de |Φ〉. Cette expression donne imme´diatement3 les
ope´rateurs densite´ re´duits ρA et ρB
ρA =
∑
i
pi|iA〉〈iA| ρB =
∑
i′
pi|i′B〉〈i′B | (3.11)
Le nombre des pi diffe´rents de ze´ro est le nombre de Schmidt. Si l’on applique sur un e´tat |Φ〉 quelconque
une transformation unitaire qui est un produit tensoriel de transformations agissant sur A et B, UA⊗UB,
on ne peut pas changer le nombre de Schmidt en manipulant se´pare´ment les qu-bits A et B. On retrouve
le re´sultat e´nonce´ ci-dessus pour un produit tensoriel en remarquant que le nombre de Schmidt d’un
produit tensoriel est un.
3Soit |i〉 une base orthonorme´e de H et M l’ope´rateur |ϕ〉〈ψ|. Alors
TrM =
∑
i
〈i|ϕ〉〈ψ|i〉 =
∑
i
〈ψ|i〉〈i|ϕ〉 = 〈ψ|ϕ〉
car
∑
i |i〉〈i| = I. De plus
ρAB = |Φ〉〈Φ| =
∑
i,j
|iA ⊗ i′B〉〈jA ⊗ j′B |
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Annexe 3.3.1. Exemple de construction d’un e´tat intrique´. Prenons l’exemple de deux spins 1/2.
Une interaction possible4entre ces deux spins est
Hˆ =
ω
2
~σ1 · ~σ2
Utilisons le re´sultat de l’exercice 3.1.1
1
2
(I + ~σ1 · ~σ2)|ij〉 = |ji〉
pour montrer que
(~σ1 · ~σ2) 1√
2
(|10〉+ |01〉) = (~σ1 · ~σ2)|Φ+〉 = |Φ+〉
(~σ1 · ~σ2) 1√
2
(|10〉 − |01〉) = (~σ1 · ~σ2)|Φ−〉 = −3|Φ−〉
Les vecteurs |Φ+〉 et |Φ−〉 sont vecteurs propres de ~σ1 ·~σ2 avec les valeurs propres respectives +1 et −35.
Partons au temps t = 0 d’un e´tat non intrique´ |Φ(0)〉 = |10〉. Pour obtenir son e´volution temporelle, il
suffit de de´composer cet e´tat sur |Φ+〉 et |Φ−〉
|Φ(0)〉 = 1√
2
(|Φ+〉+ |Φ−〉)
E´crire l’e´volution temporelle est alors imme´diat
e−iHˆt|Φ(0)〉 = 1√
2
(
e−iωt/2|Φ+〉+ e3iωt/2|Φ+〉
)
=
1√
2
eiωt/2
(
e−iωt|Φ+〉+ eiωt|Φ+〉
)
= eiωt/2
(
cosωt |10〉 − i sin ωt |01〉)
Il suffit de choisir ωt = pi/2 pour obtenir l’e´tat intrique´ |Ψ〉
|Ψ〉 = 1√
2
(|10〉 − i|01〉)
La difficulte´ vient de ce que Hˆ est en ge´ne´ral une interaction interne au syste`me, qui, contrairement aux
interactions de type externe utilise´es pour les qu-bits individuels, ne peut pas eˆtre branche´e et de´branche´e
facilement pour ajuster t. Si l’interaction est a` courte distance, il est possible de rapprocher puis d’e´loigner
les deux qu-bits. On peut aussi appliquer aux deux qu-bits des interactions externes diffe´rentes, ce qui
est la technique utilise´e dans le cas de la RMN, ou` l’interaction interne est plus simple, en σ1zσ2z ; il est
commode de se servir de l’identite´
cNOT = H(cσz)H
Il est aussi possible d’obtenir un e´tat intrique´ de deux objets en faisant intervenir un troisie`me objet auxi-
liaire, par exemple intriquer deux atomes en les faisant interagir avec un photon d’une cavite´ re´sonante.
3.3 The´ore`me de non clonage quantique
La condition indispensable pour que la me´thode de cryptographie quantique de´crite au § 1.6 soit
parfaitement suˆre est que l’espionne E`ve ne puisse pas reproduire (cloner) l’e´tat de la particule envoye´e
par Bob a` Alice tout en conservant pour elle le re´sultat de sa mesure, ce qui rendrait l’interception du
message inde´tectable. Que ceci ne soit pas possible est garanti par le the´ore`me de non clonage quantique.
4Une origine possible de cette interaction pourrait eˆtre l’interaction entre les deux moments magne´tiques associe´s aux
spins, mais en ge´ne´ral il s’agira plutoˆt d’une interaction d’e´change, due au principe d’exclusion de Pauli.
5Le lecteur physicien reonnaˆıtra dans ces deux e´tats un e´tat triplet (|Φ+〉) et un e´tat singulet (|Φ−〉).
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Pour montrer ce the´ore`me, supposons que l’on souhaite dupliquer un e´tat quantique inconnu |χ1〉. Le
syste`me sur lequel on veut imprimer la copie est note´ |ϕ〉 : c’est l’e´quivalent de la feuille blanche. Par
exemple si l’on veut cloner un e´tat de spin 1/2 |χ1〉, |ϕ〉 est aussi un e´tat de spin 1/2. L’e´volution du
vecteur d’e´tat dans le processus de clonage doit eˆtre de la forme
|χ1 ⊗ ϕ〉 → |χ1 ⊗ χ1〉 (3.12)
Cette e´volution est re´gie par un ope´rateur unitaire U qu’il n’est pas ne´cessaire de pre´ciser
|U(χ1 ⊗ ϕ)〉 = |χ1 ⊗ χ1〉 (3.13)
U doit eˆtre universel (car l’ope´ration de photocopie ne peut pas de´pendre de l’e´tat a` photocopier) et
donc inde´pendant de |χ1〉, qui est inconnu par hypothe`se. Bien suˆr si |χ1〉 e´tait connu, il n’y aurait pas
de proble`me car la proce´dure de pre´paration serait connue. Si l’on veut cloner un second original |χ2〉 on
doit avoir
|U(χ2 ⊗ ϕ)〉 = |χ2 ⊗ χ2〉
E´valuons maintenant le produit scalaire
X = 〈χ1 ⊗ ϕ|U †U(χ2 ⊗ ϕ)〉
de deux fac¸ons diffe´rentes
(1) X = 〈χ1 ⊗ ϕ|χ2 ⊗ ϕ〉 = 〈χ1|χ2〉
(2) X = 〈χ1 ⊗ χ1|χ2 ⊗ χ2〉 = (〈χ1|χ2〉)2
(3.14)
Il en re´sulte que soit |χ1〉 ≡ |χ2〉, soit 〈χ1|χ2〉 = 0. On peut cloner un e´tat |χ1〉 ou un e´tat orthogonal,
mais pas une superposition line´aire des deux. Cette preuve du the´ore`me de non clonage explique pourquoi
on ne peut pas se restreindre en cryptographie quantique a` une base d’e´tats de polarisation orthogonaux
{|x〉, |y〉} pour les photons. C’est l’utilisation de superpositions line´aires des e´tats de polarisation |x〉 et
|y〉 qui permet de de´tecter la pre´sence e´ventuelle d’un espion. Le the´ore`me de non clonage interdit a` E`ve
de cloner le photon envoye´ par Alice a` Bob dont la polarisation lui est inconnue ; si elle e´tait capable
d’effectuer ce clonage, elle pourrait alors reproduire le photon a` un grand nombre d’exemplaires et elle
mesurerait sans proble`me sa polarisation.
3.4 Ine´galite´s de Bell
La peuve du caracte`re non classique des corre´lations d’un e´tat intrique´ est donne´e par les ine´galite´s
de Bell, que je vais expliquer sur un exemple. Supposons que nous ayons fabrique´ des paires de photons A
et B partant en sens inverse et dont les polarisations sont intrique´es (figure 3.1)
|Φ〉 = 1√
2
(
|xAxB〉+ |yAyB〉
)
(3.15)
Alice et Bob mesurent la polarisation d’une meˆme paire de photons, car les paires de photons sont se´pare´es
par un intervalle de temps suffisant pour qu’il n’y ait pas recouvrement. Alice mesure la polarisation du
photon A et Bob celle du photon B, et ils constatent que les polarisations sont corre´le´es : si Alice et Bob
orientent tous deux leurs analyseurs soit suivant l’axe Ox, soit suivant Oy, ils constatent que les deux
photons soit franchissent tous deux leur analyseur, soit sont tous deux arreˆte´s ; si Alice et Bob ont leurs
polariseurs croise´s, un seul des deux photons peut passer. Mathe´matiquement, ceci re´sulte du calcul des
amplitudes de probabilite´
〈xAxB |Φ〉 = 1√
2
〈xAyB |Φ〉 = 0 〈xAyB |Φ〉 = 0 〈yAyB |Φ〉 = 1√
2
Afin de donner une forme commode a` ce re´sultat, on convient de de´crire la corre´lation des polarisations
de la fac¸on suivante (Ax et Bx ne sont pas autre chose que l’ope´rateur M = Px − Py introduit dans la
section 1.5)
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Fig. 3.1 – Configuration d’une expe´rience de type EPR.
Ax = +1 si pol. A ‖ Ox Bx = +1 si pol. B ‖ Ox
Ax = −1 si pol. A ‖ Oy Bx = −1 si pol. B ‖ Oy
Dans ces conditions Alice et Bob observent par exemple la se´quence de re´sultats suivants
Alice Ax = +−−+−+ + +−−
Bob Bx = +−−+−+ + +−−
d’ou` la valeur moyenne du produit AxBx
〈AxBx〉 = 1 (3.16)
A` la re´flexion ce re´sultat, pour l’instant, n’est pas trop surprenant. C’est une variante du “jeu6 des deux
douaniers” : deux voyageurs A et B partent en sens inverse depuis l’origine, chacun emportant une valise,
et sont controˆle´s ulte´rieurement par deux douaniers, Alice et Bob. L’une des valises contient une boule
rouge, l’autre une boule verte, mais les voyageurs ont pris au hasard leur valise ferme´e et ils ne connaissent
pas la couleur de la boule enferme´e dans leur valise. Si Alice controˆle la valise du voyageur A, elle a 50%
de chances de trouver une boule verte. Mais si elle trouve effectivement une boule verte, il est clair que
Bob, avec une probabilite´ de 100%, va trouver une boule rouge ! Des corre´lations ont e´te´ introduites au
de´part entre les valises, qui se retrouvent dans une corre´lation des re´sultats d’Alice et Bob.
Cependant, comme l’ont remarque´ pour la premie`re fois Einstein, Podolsky et Rosen (EPR) dans un
article ce´le`bre7 − sur un exemple diffe´rent, la version expose´e ici est due a` Bohm −, la situation devient
nettement moins banale si Alice et Bob de´cident d’utiliser dans une autre se´rie de mesures des orientations
θˆ et θˆ⊥ au lieu des orientations Ox et Oy. En effet |Φ〉 est invariant par rotation autour de Oz, car en
utilisant (1.19), on montre imme´diatement que |Φ〉 s’e´crit aussi
|Φ〉 = 1√
2
(
|θAθB〉+ |θ⊥Aθ⊥B〉
)
(3.17)
Si on remplace Ax par Aθ
6Invente´ pour la circonstance !
7A. Einstein, B. Podolsky et N. Rosen, Phys. Rev. 47, 777 (1935). On parle parfois du “paradoxe EPR”, mais il n’y a
aucun aspect paradoxal dans l’analyse EPR.
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• Aθ = +1 pol. A ‖ θˆ Bθ = +1 pol. B ‖ θˆ
• Aθ = −1 pol. A ‖ θˆ⊥ Bθ = −1 pol. B ‖ θˆ⊥
Alors on a comme en (3.16)
〈AθBθ〉 = 1 (3.18)
Connaissant la polarisation du photon A suivant θˆ, on peut pre´dire avec certitude celle du photon B
suivant θˆ (ou θˆ⊥), quel que soit le choix de θ. On a l’impression que Alice et Bob vont pouvoir s’envoyer
des messages instantane´ment, meˆme s’ils sont distants de plusieurs anne´es lumie`re, et donc violer la
relativite´. Bien suˆr ce n’est qu’une illusion, car pour pouvoir confronter leurs re´sultats et ve´rifier (3.18),
Alice et Bob doivent pouvoir e´changer des messages par une voie classique et donc a` une vitesse infe´rieure
a` celle de la lumie`re. De plus on peut repoduire ces corre´lations avec un mode`le classique (figure 3.2), ou`
les corre´lations sont fixe´es a` l’avance.
An(aˆ)Bn(bˆ) = −1
+
+
+
−
−
−
+
+
+
−
−
−
−+
+
−
+
−
−
−
+
+
+
−
+
−
−
−
+
+
− −
aˆ
aˆ′
bˆ
bˆ′
Alice Bob
Paire n
Fig. 3.2 – Mode`le classique pour les corre´lations EPR. Les valises des voyageurs A et B sont maintenant
des cercles divise´s en petits secteurs angulaires de´finissant des orientations aˆ, . . . , bˆ′ dans le plan xOy,
et qui peuvent eˆtre e´tiquete´s + : polarisation suivant cette direction, ou − : polarisation orthogonale a`
cette direction. Les deux cercles sont identiques et deux points diame´tralement oppose´s sont tous deux
e´tiquete´s + ou −. La figure correspond a` Aaˆ = +1, Aaˆ′ = −1, Bbˆ = −1 et Bbˆ′ = +1.
Mais ceci ne sera plus possible si Alice et Bob de´cident d’utiliser des axes aˆ et bˆ diffe´rents ! Nous allons
utiliser la ge´ne´ralisation suivante du cas ou` les axes e´taient paralle`les, par exemple : pol. ‖ aˆ : A(aˆ) = +1,
pol. ⊥ bˆ : B(bˆ) = −1 et nous construisons la valeur moyenne E(aˆ, bˆ) mesure´e sur N expe´riences, N →∞
E(aˆ, bˆ) = lim
N→∞
1
N
N∑
n=1
An(aˆ)Bn(bˆ) (3.19)
Construisons maintenant la combinaison Xn avec des orientations (aˆ ou aˆ
′) pour a et (bˆ ou bˆ′) pour b,
An = An(aˆ), B
′
n = Bn(bˆ
′) . . ., ou` n nume´rote les paires et Alice et Bob savent parfaitement identifier les
photons provenant d’une meˆme paire
Xn = AnBn + AnB
′
n + A
′
nB
′
n −A′nBn = An(Bn + B′n) + A′n(B′n −Bn) (3.20)
avec Xn = ±2 ce qui conduit a` l’ine´galite´ de Bell
|〈X〉| =
∣∣∣ lim
N→∞
1
N
N∑
n=1
Xn
∣∣∣ ≤ 2 (3.21)
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La quantite´ Xn est “contrefactuelle”, car elle ne peut pas eˆtre mesure´e sur une seule paire : on a quatre
choix possibles pour l’orientation des axes de mesure, mais une seule orientation peut eˆtre choisie pour
une paire de´termine´e. Le point de vue EPR est que chaque photon transporte avec lui toute l’information
sur sa propre polarisation et que les quatre combinaisons AnBn · · ·A′nB′n existent pour toute paire n,
meˆme si on peut en mesurer une seule dans une expe´rience donne´e. Cependant cela ne veut pas dire
ne´cessairement que le point de vue EPR est errone´, car comme le dit tre`s bien Feynman “It is not
true that we can pursue science completely by using only those concepts which are directly subject to
experiment”. La falsification du point de vue EPR viendra de l’expe´rience.
Que dit en effet la physique quantique ? Il est facile de calculer E(aˆ, bˆ). Graˆce a` l’invariance par rotation,
on peut toujours choisir aˆ paralle`le a` Ox ; e´crivons |Φ〉 sous la forme
|Φ〉 = 1√
2
[
|xA〉
(
cos θ|θB〉 − sin θ|θ⊥B〉
)
+ |yA〉
(
sin θ|θB〉+ cos θ|θ⊥B〉
)]
en e´crivant |xB〉 et |yB〉 en fonction de |θB et de |θ⊥B (voir (1.19)). Il est alors imme´diat de calculer les
produits scalaires
〈xAθB |Φ〉 = 1√
2
cos θ 〈xAθ⊥B |Φ〉 = − 1√
2
sin θ
〈yAθB |Φ〉 = 1√
2
sin θ 〈yAθ⊥B |Φ〉 = 1√
2
cos θ
soit
E(xˆ, θˆ) =
1
2
[
2 cos2 θ − 2 sin2 θ
]
= cos(2θ) (3.22)
ou sous une forme manifestement invariante par rotation
E(aˆ, bˆ) = cos(2aˆ · bˆ)
Avec le choix d’angles de la figure 3.3 on trouve
|〈X〉| = 2
√
2 ' 2.82 (3.23)
pi/8
y
x
bˆ
aˆ
bˆ′
aˆ′
pi/8
pi/8
Fig. 3.3 – Configuration optimale des angles.
Aucune corre´lation de type classique n’est capable de reproduire les corre´lations quantiques : les corre´lations
quantiques sont trop fortes pour une explication classique. Meˆme si les qu-bits A et B sont e´loigne´s de
plusieurs anne´es lumie`re, on ne peut pas les conside´rer comme des entite´s se´pare´es et il n’existe pas
d’algorithme probabiliste classique local susceptible de reproduire leurs corre´lations. Les qu-bits A et B
forment une entite´ unique, ils sont non se´parables, en un mot ils sont intrique´s.
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Remarquons aussi l’importance du the´ore`me de non clonage si l’on veut e´viter une propagation d’infor-
mation a` une vitesse supe´rieure a` celle de la lumie`re. En effet Alice pourrait choisir d’utiliser la base
{|x〉, |y〉} ou la base {|pi/4〉,−|pi/4〉} pour mesurer la polarisation de son photon, en attribuant la valeur
0 (1) du bit a` la premie`re (seconde) base. Si Bob e´tait capable de cloner son photon, il pourrait mesurer
sa polarisation, et en de´duire instantane´ment la base choisie par Alice.
3.5 Te´le´portation
La te´le´portation est une application amusante des e´tats intrique´s, qui pourrrait servir a` transfe´rer
l’information quantique (figure 3.4). Supposons qu’Alice souhaite transfe´rer a` Bob l’information sur l’e´tat
de spin |ϕ〉1 d’une particule 1 de spin 1/2
         
         
    
    
e´tat a`
te´le´porter
information
classique
Bob
paire
intrique´e
e´tat te´le´porte´
Source de particules intrique´es
|1〉 |3〉
Alice
|2〉
Fig. 3.4 – Te´le´portation : Alice effectue une mesure de Bell sur les particules 1 et 2 et informe Bob du
re´sultat par une voie classique.
|ϕ〉1 = λ|+〉1 + µ|−〉1 (3.24)
qui lui est a priori inconnu, sans lui transmettre directement cette particule. Elle ne peut pas faire une
mesure du spin, car elle ne connaˆıt pas l’orientation du spin de la particule 1, et toute mesure projetterait
en ge´ne´ral |ϕ〉1 sur un autre e´tat. Le principe du transfert de l’information consiste a` utiliser une paire
auxiliaire de particules intrique´es 2 et 3 de spin 1/2 : la particule 2 est utilise´e par Alice et la particule 3
est envoye´e vers Bob. Ces particules 2 et 3 se trouvent par exemple dans l’e´tat intrique´ de spin
|Φ−〉23 = 1√
2
(
|+−〉23 − | −+〉23
)
(3.25)
Alice va mesurer l’e´tat de spin de la paire de particules 1 et 2 en utilisant une base particulie`re, la base
des e´tats de Bell : l’e´tat de spin de la paire de particules 1 et 2 (non intrique´es) peut se de´composer sur
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cette base forme´e d’e´tats intrique´s
|Φ+〉12 = 1√
2
(
|+−〉12 + | −+〉12
)
|Φ−〉12 = 1√
2
(
|+−〉12 − | −+〉12
)
|Ψ+〉12 = 1√
2
(
|+ +〉12 + | − −〉12
)
|Ψ−〉12 = 1√
2
(
|+ +〉12 − | − −〉12
)
(3.26)
L’e´tat de spin des trois particules est
|Ψ〉123 = |ϕ〉1 ⊗ |Φ−〉23 = 1√
2
(
λ|+ +−〉123 + µ| −+−〉123 − λ|+−+〉123 − µ| − −+〉123
)
(3.27)
On utilise maintenant
|+ +〉12 = 1√
2
(
|Ψ+〉12 + |Ψ−〉12
)
et trois relations analogues pour re´crire
|Ψ〉123 = 1
2
[
|Ψ+〉12
(
− µ|+〉3 + λ|−〉3
)
+ |Ψ−〉12
(
µ|+〉3 + λ|−〉3
)
+ |Φ+〉12
(
− λ|+〉3 + µ|−〉3
)
− |Φ−〉12
(
λ|+〉3 + µ|−〉3
)] (3.28)
La mesure par Alice de l’e´tat de spin de la paire de particules 1 et 2 projette cet e´tat sur l’un des quatre
e´tats de base (3.28), ce qui projette l’e´tat de la particule 3 sur l’e´tat correspondant dans (3.26). Par
exemple si la mesure projette sur |Φ−〉12, l’e´tat de spin de la particule 3 est |ϕ〉3 = λ|+〉3 + µ|−〉3. Alice
transmet alors a` Bob par une voie classique le re´sultat de sa mesure, et Bob sait que la particule 3 lui
arrive pre´cise´ment dans l’e´tat inconnu de de´part (3.24), mais qui reste tout aussi inconnu ! L’e´tat de la
particule 1 a e´te´ te´le´porte´, mais il n’y a jamais eu de mesure de cet e´tat. Si le re´sultat de la mesure
d’Alice n’est pas |Φ−〉12, Bob en sait assez pour faire la correction et appliquer un champ magne´tique
convenable pour re´orienter son spin dans l’e´tat (3.24).
Il est utile d’ajouter les remarques finales
• A` aucun moment les coefficients λ et µ ne sont mesure´s, et l’e´tat |ϕ〉1 est de´truit au cours de la
mesure faite par Alice. Il n’y a donc pas de contradiction avec le the´ore`me de non clonage.
• Bob ne “connaˆıt” l’e´tat de la particule 3 que lorsqu’il a rec¸u le re´sultat de la mesure d’Alice. La
transmission de cette information doit se faire par une voie classique, a` une vitesse au plus e´gale a`
celle de la lumie`re. Il n’y a donc pas transmission instantane´e de l’information a` distance.
• Il n’y a jamais transport de matie`re dans la te´le´portation.
Chapitre 4
Introduction au calcul quantique
Le sche´ma d’un calcul sur un ordinateur quantique est dessine´ sur la figure 4.1 : n qu-bits sont
pre´pare´s dans l’e´tat |0〉 au temps t = t0. C’est la phase de pre´paration du syste`me quantique, et le vecteur
d’e´tat initial appartient a` un espace de Hilbert a` 2n dimensions, H⊗n. Ces qu-bits subissent ensuite une
e´volution purement quantique de´crite par un ope´rateur unitaire U(t, t0) agissant dans H⊗n. La difficulte´
expe´rimentale consiste d’ailleurs a` e´viter toute interaction avec l’environnement, car le phe´nome`ne de
de´cohe´rence rendrait l’e´volution non unitaire. En effet, dans le cas d’une interaction avec l’environnement,
l’e´volution unitaire se fait dans un espace de Hilbert plus grand que H⊗n, car il faut non seulement tenir
compte des degre´s de liberte´ des qu-bits, mais aussi de ceux de l’environnement. Une fois l’e´volution
quantique acheve´e, une mesure est effectue´e au temps t sur les qu-bits afin d’obtenir le re´sultat du
calcul. Un point important est que l’on ne peut pas observer l’e´tat du calcul entre t0 et t, car toute
mesure modifierait l’e´volution unitaire. Un autre point essentiel est que l’e´volution unitaire est re´versible1 ;
connaissant le vecteur d’e´tat au temps t, on peut remonter a` celui au temps t0 par U
−1(t, t0) = U(t0, t).
t0
U(t, t0)
t
Fig. 4.1 – Sche´ma de principe d’un calcul quantique : n qu-bits sont pre´pare´s dans l’e´tat |0〉. Ils subissent
une e´volution unitaire dans l’espace H⊗n de l’instant t = t0 a` l’instant t, de´crite par un ope´rateur unitaire
U(t, t0) agissant dans H⊗n. Une mesure des qu-bits est effectue´e au temps t.
4.1 Calcul re´versible
La plupart des portes logiques usuelles sont irre´versibles, car elles correspondent a` un passage (2
bits→ 1 bit), et l’e´tat final d’un bit ne permet pas de remonter a` l’e´tat initial de deux bits. Par exemple
la porte NAND
x ↑ y = 1⊕ xy
1Note pour les physiciens : il ne faut surtout pas confondre e´volution re´versible et invariance par rapport au renversement
du sens du temps, le renversement du temps e´tant repre´sente´ dans H par une ope´ration antiunitaire.
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ou` ⊕ est l’addition modulo 2 donne la correspondance
(00) → 1 (01) → 1 (10) → 1 (11) → 0
On sait que la porte NAND et l’ope´ration COPY suffisent a` construire tous les circuits logiques. Une
question inte´ressante est de savoir si toutes les ope´rations logiques habituelles pourraient eˆtre conduites
de fac¸on re´versible.
La question a d’abord eu un inte´reˆt the´orique, mis en avant principalement par Landauer et Bennett, qui
se sont demande´ s’il e´tait possible de calculer sans dissipation d’e´nergie. En effet, en de´pit de son caracte`re
abstrait, l’information est ne´cessairement porte´e par un support physique2. Comme bonus de cette e´tude,
Bennett a pu donner une solution enfin satisfaisante (apre`s plus d’un sie`cle !) du paradoxe du de´mon de
Maxwell (voir l’annexe 4.1.1). Un calcul ou` entrent des ope´rations irre´versibles dissipe obligatoirement
de l’e´nergie, car effacer un bit couˆte au minimum une entropie thermodynamique kB ln 2, ou` kB est la
constante de Boltzmann (kB = 1.38×10−23 J/K), et donc une dissipation d’e´nergie dans l’environnement
de ∆E = kBT ln 2, ou` T est la tempe´rature absolue de l’ordinateur. Le proble`me est pour le moment
acade´mique, car sur un PC actuel on a de´ja` ∆E ∼ 500kBT par bit efface´, simplement en raison de la
consommation e´lectrique, et on n’en est donc pas a` kBT pre`s. Mais il est possible que la question devienne
inte´ressante un jour d’un point de vue pratique.
Le principal inte´reˆt du calcul re´versible est la transposition au calcul quantique des algorithmes classiques.
Une transposition directe est impossible, car le calcul quantique est re´versible, et il est au pre´alable
ne´cessaire de remplacer l’ope´ration NAND par une ope´ration re´versible et de trouver l’e´quivalent de
l’ope´ration COPY sans entrer en conflit avec le the´ore`me de non clonage. La solution fait intervenir deux
portes logiques, la porte cNOT et la porte de Toffoli (figure 4.2). Si les bits d’entre´e sont (x, y), la porte
cNOT a l’effet suivant
z ⊕ xy
x
y
x
(a)
x
y
(b)
z
x
yx⊕ y
Fig. 4.2 – Portes cNOT (a) et de Toffoli (b). Les points noirs repre´sentent les bits de controˆle et le cercles
les bits cible.
cNOT : (x, y) → (x, x ⊕ y) (4.1)
La porte cNOT copie le bit x si y = 0 et donne ¬x si y = 1. Elle est re´versible car il y a correspondance
biunivoque entre e´tat initial et e´tat final : l’ope´ration cNOT est une simple permutation des vecteurs de
base (voir (4.3). Il est facile de montrer qu’avec les portes a` un bit
x → 1⊕ x ou x → ¬x
et la porte cNOT on ne peut construire que des fonctions line´aires. Il faut donc ajouter une porte
supple´mentaire, la porte de Toffoli, qui est une porte a` trois bits d’entre´e et de sortie
Toffoli : (x, y, z) → (x, y, z ⊕ xy) (4.2)
2“Information is physical”, disait Landauer, qui en de´duisait (a` mon sens abusivement), que les mathe´matiques et
l’informatique e´taient des branches de la physique !
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Si z = 1, la porte de Toffoli effectue l’ope´ration NAND. Le bit x dans la porte cNOT et les bits (x, y)
dans la porte de Toffoli sont appele´s bits de controˆle et le dernier bit le bit cible. Avec la porte de Toffoli,
on peut reproduire de fac¸on re´versible tous les circuits logiques classiques : la porte de Toffoli est une
porte universelle pour toutes les ope´rations re´versibles de la logique boole´enne.
Annexe 4.1.1 : Le de´mon de Maxwell. En 1871, Maxwell a imagine´ le dispositif suivant : une enceinte
contenant un gaz a` la tempe´rature absolue T est divise´e en deux compartiments de volume identique,
se´pare´s par une cloison perce´e d’une petite ouverture. Un de´mon peut actionner sans de´pense d’e´nergie
une porte qui ouvre ou ferme l’ouverture, et il peut observer la vitesse des mole´cules. Les mole´cules
dans l’enceinte ont une vitesse moyenne de quelques centaines de me`tres par seconde a` la tempe´rature
ambiante (T ' 300 K), mais certaines sont plus rapides et d’autres plus lentes. Le de´mon ouvre la porte
quand il voit arriver vers l’ouverture une mole´cule rapide du compartiment de gauche et allant vers celui
de droite, et aussi quand il voit une mole´cule lente du compartiment de droite se diriger vers celui de
gauche. La vitesse moyenne des mole´cules du compartiment de droite va augmenter, celle des mole´cules du
compartiment de gauche diminuer, l’e´nergie totale du gaz restant constante. Comme la vitesse moyenne
est relie´e a` T et a` la masse m des mole´cule par
v '
√
kBT
m
le compartiment de droite va devenir plus chaud que celui de gauche. On pourra alors se servir des ces deux
compartiments comme de deux sources de chaleur a` des tempe´ratures diffe´rentes pour faire fonctionner une
machine thermique, obtenant ainsi du travail en partant d’une seule source de chaleur, en contradiction
avec le second principe de la thermodynamique (de fac¸on e´quivalente, on peut aussi remarquer que l’on
a fabrique´ un re´frige´rateur sans moteur, ce qui est aussi interdit par le second principe).
En 1929, le proble`me a e´te´ re´duit a` sa plus simple expression par Szilard, qui a conside´re´ un gaz limite´ a`
une seule mole´cule. Cette mole´cule peut eˆtre localise´e dans l’un ou l’autre des compartiments sans de´pense
d’e´nergie, et elle fournit du travail en repoussant un piston jusqu’a` occuper l’ensemble de l’enceinte, en
prenant de l’e´nergie a` l’exte´rieur sous forme de chaleur. L’expansion se faisant a` tempe´rature constante,
le travail fourni est donne´ par
W0 = kBT
∫ V
V/2
dV ′
V ′
= kBT ln 2
ou` V est le volume de l’enceinte. On peut recommencer N fois l’ope´ration et obtenir ainsi un travail
arbitrairement grand W = NW0 = NkBT ln 2, a` partir d’une seule source de chaleur.
Le paradoxe a e´te´ e´lucide´ par Bennett en 1982 : Bennett a remarque´ que le dispositif ne fonctionne pas
suivant un cycle, ce qui est la condition de validite´ du second principe, car la localisation de la mole´cule
dans l’un ou l’autre des compartiments au cours des N ope´rations suppose que cette information soit
stocke´e dans une me´moire de N bits. Si l’on veut effacer le contenu de cette me´moire pour repartir a`
ze´ro et effectuer un cycle complet, cela va rejeter dans l’environnement une entropie au moins e´gale a`
NkB ln 2, et donc dissiper dans l’environnement une e´nergie d’au moins NkBT ln 2, ce qui convertit tout
le travail obtenu sous forme de chaleur.
4.2 Portes logiques quantiques
L’ope´ration quantique la plus ge´ne´rale est une transformation unitaire dans l’espace de Hilbert de
dimension 2n des n qu-bits, H⊗n : la porte logique la plus ge´ne´rale est une matrice 2n× 2n ope´rant dans
H⊗n. Un the´ore`me d’alge`bre line´aire permet de se ramener aux ope´rations sur un qu-bit et sur deux
qu-bits.
The´ore`me Toute transformation unitaire sur H⊗n peut se de´composer en produit de transformations
unitaires sur un qu-bit et de portes cNOT.
Il est clair qu’ope´rer individuellement sur les qu-bits ne peut pas donner une transformation unitaire
ge´ne´rique de H⊗n, car une telle ope´ration est de la forme d’un produit tensoriel
U = U (1) ⊗ U (2) ⊗ · · · ⊗ U (n)
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et il faut au minimum se donner des ope´rations non triviales sur deux qu-bits. Le the´ore`me ci-dessus
garantit que cela suffit. Il est utile de donner la repre´sentation comme matrice 4×4 de l’ope´ration cNOT,
qui en termes de qu-bits correspond a`
|00〉 → |00〉 |01〉 → |01〉 |10〉 → |11〉 |11〉 → |10〉
Dans la base {|00〉, |01〉, |10〉, |11〉}, cette repre´sentation matricielle est donc
cNOT =


1 0 0 0
0 1 0 0
0 0 0 1
0 0 1 0

 =
(
I 0
0 σx
)
(4.3)
Sous cette forme il est clair que cNOT ne peut pas eˆtre un produit tensoriel. La ge´ne´ralisation de la porte
cNOT est la porte CONTROL-U (cU), ou` la matrice σx est remplace´e par une matrice 2× 2 unitaire U
cU =
(
I 0
0 U
)
Il existe une construction de cU a` partie de la porte cNOT (figure 4.3). Il faut trouver trois ope´rateurs
unitaires A, B, C tels que
=
A B C U
=
U U † U U2
Fig. 4.3 – Construction de la porte cU et de la porte de Toffoli. Les diagrammes se lisent de gauche a`
droite, alors que les produits d’ope´rateurs s’effectuent de droite a` gauche.
CBA = I CσxBσxA = U
La porte de Toffoli se construit a` partir portes cU et de portes cNOT (figure 4.3) et de l’e´quation
√
σx =
1
1 + i
(
1 i
i 1
)
Compte tenu des re´sultats de la section 4.1, on voit que si l’on dispose d’un circuit logique classique
permettant de calculer une fonction f(x), alors on pourra construire un circuit quantique posse´dant
essentiellement le meˆme nombre de portes.
Exercices 4.2.1. (1) Justifier les circuits de la figure 4.3.
(2) Supposons que la mesure des qu-bits soit effectue´e immme´diatement apre`s une porte cU. Montrer que
les probabilite´s de trouver le qu-bit cible dans les e´tats |0〉 ou |1〉 et ses e´tats finaux sont les meˆmes que
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si le bit de controˆle e´tait mesure´ avant la porte et que le bit cible e´tait transforme´ ou non selon que le bit
de controˆle a e´te´ trouve´ dans l’e´tat |0〉 ou dans l’e´tat |1〉. Cette observation permet de remplacer la porte
a` deux qu-bits cU par une porte a` un seul qu-bit sur le bit cible, ce qui est une grande simplification
technologique. Mais ceci n’est valable qu’a` la fin des calculs, pas sur une porte cU interme´diaire !
Sachant qu’il existe un circuit logique quantique capable d’e´valuer une fonction f(x), on peut maintenant
avoir recours au paralle´lisme quantique. Commenc¸ons par le cas ou` le registre de donne´es, celui de x,
est un registre a` un qu-bit, et de meˆme pour f(x). On construit une transformation Uf qui effectue les
ope´rations
Uf : (x, y) → (x, y ⊕ f(x))
ou` ⊕ est l’addition modulo 2. Si la valeur initiale est y = 0, on a simplement
Uf : (x, 0) → (x, f(x))
On peut se demander pourquoi on n’effectue pas tout simplement une transformation x → f(x). La
re´ponse est que cette transformation ne peut pas eˆtre unitaire si la correspondance entre x et f(x) n’est
pas biunivoque, et elle ne convient pas pour un algorithme quantique. Au contraire il est facile de se
convaincre que Uf est unitaire, car elle est de carre´ unite´
Uf : (x, [y ⊕ f(x)]) → (x, [y ⊕ f(x)]⊕ f(x)) = (x, y)
En effet f(x)⊕ f(x) = 0 quel que soit f(x). La transformation Uf fait correspondre a` un vecteur de base
un autre vecteur de base, et comme U 2f = I , cette correspondance ne peut eˆtre qu’une simple permutation
des vecteurs de base, et donc une transformation unitaire. En notation ope´ratorielle
Uf |x⊗ 0〉 = |x⊗ f(x)〉 Uf |x⊗ y〉 = |x⊗ [y ⊕ f(x)]〉
(b)
x
y
Uf
x
y
x
y ⊕ f(x)
x x
y ⊕ f(x)y
Uf
(a)
Fig. 4.4 – La construction Uf : (a) 2 qu-bits (b) n + m qu-bits
Appliquons sur l’e´tat |0〉x une transformation de Hadamard H (a` ne pas confondre avec le hamiltonien
Hˆ !)
H =
1√
2
(
1 1
1 −1
)
(4.4)
soit
H |0〉 = 1√
2
(|0〉+ |1〉)
Alors, si le second qu-bit est dans l’e´tat initial |0〉, le vecteur d’e´tat final des deux qu-bits est l’e´tat
intrique´
|Ψ〉 = Uf 1√
2
(|0⊗ 0〉+ |1⊗ 0〉) = 1√
2
(|0⊗ f(0)〉+ |1⊗ f(1)〉) (4.5)
Le vecteur d’e´tat |Ψ〉 contient a` la fois l’information sur f(0) et sur f(1).
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La ge´ne´ralisation de ce re´sultat consiste a` prendre un registre de donne´es a` n qu-bits et un registre de
re´sultats3 a` m qu-bits, ou` m est le nombre de bits ne´cessaire pour e´crire f(x). Prenons comme exemple
le cas n = 3. Dans la notation |x〉, le nombre x est un des huit nombres (en e´criture binaire)
|000〉, |001〉, |010〉, |011〉, |100〉, |101〉, |110〉, |111〉
Si l’on se restreignait a` des e´tats de cette base, appele´e base de calcul (computational basis), pour l’entre´e
et la sortie (figure 4.1) en choisissant des transformations unitaires
|y〉 = U |x〉
alors le calcul quantique se limiterait a` simuler un ordinateur classique, ce qui ne serait pas tre`s passion-
nant. La richesse de l’ordinateur quantique consiste a` faire des combinaisons line´aire de vecteurs de la
base de calcul graˆce a` l’ope´ration H qui donne dans le cas particulier n = 3
H |000〉 = 1√
8
7∑
x=0
|x〉
En ge´ne´ral
H |0n〉 = 1
2n/2
2n−1∑
x=0
|x〉
x est une notation condense´e pour la repre´sentation binaire4 du nombre x et le vecteur d’e´tat |x〉 =
|x0x1x2〉, ou` x0, x1, x2 prenent les valeurs 0 ou 1. L’ope´ration Uf est de´finie en ge´ne´ralisant la de´finition
pre´ce´dente par
Uf |x⊗ y〉 = |x⊗ [y ⊕ f(x)]〉
ou` ⊕ est l’addition modulo 2 sans retenue
1101⊕ 0111 = 1010
Rappelons que
|x〉 = |x0x1 . . . xn−1〉 |y〉 = |y0y1 . . . ym−1〉
avec xi, yj = 0 ou 1. Ceci assure que U
2
f = I et Uf est unitaire. Si l’on prend |0m〉 comme e´tat initial du
registre de re´sultats, alors
Uf |x⊗ 0m〉 = |x⊗ f(x)〉
Si enfin on applique H sur le registre de donne´es dans l’e´tat |0n〉 avant Uf , le vecteur d’e´tat de l’e´tat
final sera par line´arite´
|Ψfin〉 = Uf |(H 0n)⊗ 0m〉 = 1
2n/2
2n−1∑
x=0
|x⊗ f(x)〉 (4.6)
Ce vecteur d’e´tat contient en principe 2n valeurs de la fonction f(x). Par exemple si n = 100, il contient
∼ 1030 valeurs de f(x) : c’est le miracle du “paralle´lisme quantique”. Mais bien suˆr une mesure ne donnera
qu’une seule de ces valeurs. On peut cependant extraire des informations utiles sur des relations entre
valeurs de f(x) pour un ensemble de valeurs de x diffe´rentes, mais bien suˆr au prix de la perte de ces
valeurs individuelles, alors qu’un ordinateur classique devrait e´valuer f(x) pour toutes ces valeurs de x
de fac¸on inde´pendante. Nous allons en voir un exemple sur la transformation de Fourier quantique.
3J’ai traduit “input register” par “registre de donne´es” et “output register” par “registre de re´sultats”, plutoˆt que par
“registre d’entre´e” et “registre de sortie”, afin d’e´viter toute confusion avec les qu-bits a` l’entre´e du calcul au temps t0 et a`
la sortie au temps t (figure 4.1).
4Il est commode de nume´roter les n qu-bits 0, 1, . . . , n− 1.
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4.3 Transformation de Fourier quantique
Soit un nombre entier x, 0 ≤ x ≤ 2n − 1, e´crit avec n bits
x = 0, 1, · · · , 2n − 1
et |x〉 un vecteur de la base de calcul
|x〉 = |x0x1 · · ·xn−1〉 xi = 0 ou 1
On de´finit une transformation unitaire5 UFT dont les e´le´ments de matrice dans la base de calcul sont
〈y|UFT x〉 = 1
2n/2
e2ipixy/2
n
(4.7)
La transformation UFT est re´alise´e physiquement dans la boˆıte UFT de la figure 4.6(a), et comme nous
allons le voir, un circuit possible est donne´ par la figure 4.6(b). Si |Ψ〉 est une combinaison line´aire
normalise´e de vecteurs |x〉
|Ψ〉 =
2n−1∑
x=0
f(x)|x〉
2n−1∑
x=0
|f(x)|2 = 1 (4.8)
ou` f(x) = 〈x|Ψ〉, alors l’amplitude pour trouver a` la sortie de la boˆıte UFT un e´tat de la base de calcul
|y〉 (noter que |y〉 rele`ve du registre de donne´es et non de celui des re´sultats !) est d’apre`s (1.17)
a(Ψ → y) = 〈y|Ψ〉 =
2n−1∑
x=0
〈y|UFT x〉〈x|Ψ〉
=
1
2n/2
2n−1∑
x=0
e2ipixy/2
n
f(x) = f˜(y) (4.9)
L’amplitude de probabilite´ a(Ψ → y) n’est donc pas autre chose que la transforme´e de Fourier discre`te
(ou sur re´seau) f˜(y) de f(x).
Pour construire la boˆıte UFT, il est commode d’e´crire UFT|x〉 sous la forme
UFT|x〉 =
2n−1∑
y=0
|y〉〈y|UFT x〉 = 1
2n/2
2n−1∑
y=0
e2ipixy/2
n |y〉 (4.10)
Je vais transformer (4.10) afin de l’e´crire sous la forme d’un e´tat manifestement non intrique´, en utilisant
une technique standard des transforme´es de Fourier rapides. Soit
x = x0 + 2x1 + · · ·+ 2n−1xn−1
y = y0 + 2y1 + · · ·+ 2n−1yn−1
(4.11)
la de´composition binaire de x et de y. Pour fixer les ide´es, on peut prendre l’exemple n = 3, N = 8 ;
compte tenu de ce que exp(2ipip) = 1 pour p entier, on peut remplacer dans l’exponentielle de (4.10) le
produit xy/8 par
xy
8
→ y0
(x2
2
+
x1
4
+
x0
8
)
+ y1
(x1
2
+
x0
4
)
+ y2
x0
2
= y0.x2x1x0 + y1.x1x0 + y2.x0
5En effet
2n−1∑
y=0
(U†FT)x′y(UFT)yx =
2n−1∑
y=0
(UFT)
∗
yx′(UFT)yx =
1
2n/2
2n−1∑
y=0
e2ipi(x
′−x)y/2n = δx′x
Le re´sultat s’obtient en remarquant que la somme sur y est une se´rie ge´ome´trique.
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ou` l’on a introduit la notation (repre´sentation binaire d’un nombre infe´rieur a` un)
.xpxp−1 · · ·x1x0 = xp
2
+
x1
2p−1
+ · · ·+ x0
2p
(4.12)
On peut alors factoriser la somme sur y en sommes sur y0, . . . , yn−1, yi = 0 ou 1, |y〉 = |y0 · · · yn−1〉
UFT|x〉 = 1
2n/2
(|0〉0 + e2ipi.xn−1···x0 |1〉0) · · · (|0〉n−1 + e2ipi.x0 |1〉n−1) (4.13)
ce qui met manifestement |x〉 sous la forme d’un produit tensoriel. Donnons un exemple pour n = 2
UFT|x〉 ≡ UFT|x0x1〉 = 1
4
(
|00〉+ e2ipi.x0 |01〉+ e2ipi.x1x0 |10〉+ e2ipi(.x1x0+.x0)|11〉
)
=
1
4
(|0〉0 + e2ipi.x1x0 |1〉0) (|0〉1 + e2ipi.x0 |1〉1)
Par exemple si |x〉 = |01〉, x0 = 0, x1 = 1
UFT|01〉 = 1
4
(|00〉+ |01〉+ eipi |10〉+ eipi |11〉)
=
1
4
(|0〉0 + eipi |1〉0)(|0〉1 + |1〉1)
Un circuit logique possible pour effectuer cette transforme´e de Fourier est donne´ dans la figure 4.4. La
porte Rd est de´finie par l’ope´rateur Rd
|xn−1〉
H
H
H
R1 R2
R1|x1〉
|x0〉
|x2〉
|x0〉
UFT
n− 1
0
Fig. 4.5 – (a) Boˆıte UFT. (b) Circuit construisant UFT dans le cas n = 3. La dernie`re ope´ration (SWAP)
consiste a` permuter les bits 0 et 2.
Rd =
(
1 0
0 eipi/2
d
)
(4.14)
En effet l’action de la porte H est
H |0〉 = 1√
2
(|0〉+ |1〉) H |1〉 = 1√
2
(|0〉 − |1〉)
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ce qui re´sume l’action sur le premier bit |x2〉 par
H |x2〉 = 1√
2
(|0〉+ e2ipi.x2 |1〉) (4.15)
Notons ciR
j
d l’action sur le bit j de Rd controˆle´ par le bit i ; alors
x1 = 0 (c1R
2
1)H |x2〉 =
1√
2
(|0〉+ e2ipi.x2 |1〉)
x1 = 1 (c1R
2
1)H |x2〉 =
1√
2
(
|0〉+ e2ipi.x2 eipi/2|1〉
)
ce qui se re´sume en
(c1R
2
1)H |x2〉 =
1√
2
(|0〉+ e2ipi.x2x1 |1〉) (4.16)
Il est clair que la proce´dure se poursuit par
(c1R
2
2)(c1R
2
1)H |x2〉 =
1√
2
(|0〉+ e2ipi.x2x1x0 |1〉) (4.17)
et on obtient l’e´tat
|Ψ′〉 = 1√
8
(|0〉0 + e2ipi.x0 |1〉0) (|0〉1 + e2ipi.x1x0 |1〉1) (|0〉2 + e2ipi.x2x1x0 |1〉2)
Il faut donc permuter les bits 0 et 2 pour obtenir (4.13). Cette dernie`re ope´ration n’est pas indispensable,
il suffit de renume´roter les qu-bits a` la sortie. Le nombre de portes ne´cessaire se de´compose en n portes
H et en
n + (n− 1) + · · ·+ 1 ' 1
2
n2
portes conditionnelles, soit O(n2) portes.
4.4 Pe´riode d’une fonction
L’algorithme de factorisation de Shor repose sur la possibilite´ de trouver “rapidement”, c’est-a`-dire
en un temps polynoˆmial en n, la pe´riode d’une fonction f(x), dans le cas de Shor la fonction ax mod N .
Soit donc une fonction f(x) de pe´riode r, f(x) = f(x + r), avec
x = 0, 1, · · · , 2n − 1 (4.18)
La re´ussite de l’algorithme suppose que 2n > N2. Un algorithme classique utilise O(N) ope´rations
e´le´mentaires (la fonction ax mod N donne l’impression d’un bruit ale´atoire sur une pe´riode), mais l’al-
gorithme quantique de´crit ci-dessous utilise seulement O(n3) ope´rations e´le´mentaires. La variable x est
stocke´e dans un registre |x〉 et la fonction f(x) dans un registre |z〉 correspondant a` m qu-bits. On part
de l’e´tat initial de n + m qu-bits
|Φ〉 = 1
2n/2
(
2n−1∑
x=0
|x〉
)
⊗ |0 · · · 0〉 (4.19)
On utilise ensuite la boˆıte Uf qui calcule la fonction f(x)
|Ψf 〉 = Uf |Φ〉 = 1
2n/2
2n−1∑
x=0
|x⊗ f(x)〉 (4.20)
Ceci demande O(n) ope´rations. Si l’on mesure le registre de re´sultats et que l’on trouve le re´sultat f0, le
vecteur d’e´tat du registre de donne´es est apre`s cette mesure
|Ψ〉 = 1N
∑
x;f(x)=f0
|x〉 (4.21)
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UFTdonne´es
re´sultats
|x〉 |y〉
Fig. 4.6 – Sche´ma du calcul de´terminant la pe´riode. Les qu-bits du registre de re´sultats sont mis a` la
poubelle.
ou` la somme porte sur les valeurs de x telles que f(x) = f0 et N est un facteur de normalisation.
Revenons au cas d’une fonction pe´riodique : je supposerai que f(x + s) = f(x) implique que s = pr, p
entier, autrement dit que la fonction f(x) ne prend jamais deux fois la meˆme valeur sur une pe´riode, ce
qui est le cas de la fonction ax mod N . Le vecteur normalise´ |Ψ〉 du registre de donne´es est alors, avec
f(x0) = f0 et x0 la plus petite des valeurs de x telle que f(x0) = f0
|Ψ〉 = 1√
K
K−1∑
k=0
|x0 + kr〉 (4.22)
ou`6 K ' 2n/r. En re´alite´ il n’est pas ne´cessaire de faire une mesure du registre de re´sultats. A` la sortie
de la boˆıte Uf de la figure 4.6, les qu-bits du registre de donne´es et ceux du registre de re´sultats sont
intrique´s (voir (4.20)), et si l’on observe seulement les qu-bits du registre de donne´es, il faut prendre la
trace sur le registre de re´sultats pour obtenir l’ope´rateur densite´ des qu-bits du registre de donne´es :
l’e´tat physique des qu-bits du registre de donne´es sera en ge´ne´ral de´crit par un ope´rateur densite´, et non
par un vecteur de H⊗n. En d’autres termes, l’e´tat physique du registre de donne´es est une superposition
6Plus pre´cise´ment K = [2n/r] ou bien K = [2n/r] + 1, ou` [z] de´signe la partie entie`re de z.
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incohe´rente 7 de vecteurs |Ψi〉
|Ψi〉 = 1√
Ki
Ki−1∑
k=0
|xi + kr〉 (4.23)
ou` f(xi) = fi et xi la plus petite des valeurs de x telle que f(xi) = fi. Comme le raisonnement ci-dessous
ne de´pend pas de xi, on peut parfaitement se passer de la mesure du registre de re´sultats : en d’autres
termes il est tout a` fait inutile de faire appel au postulat de re´duction du paquet d’ondes.
Le vecteur d’e´tat (4.22) correspond dans (4.8) au choix f(x) = 1/
√
K si x est de la forme x0 + kr et
f(x) = 0 dans le cas contraire. D’apre`s (4.9), l’amplitude a(Ψ → y est donc
a(Ψ → y) = 1
2n/2
1√
K
K−1∑
k=0
e2ipiy(x0+kr)/2
n
(4.24)
et la probabilite´ de mesurer la valeur y (c’est-a`-dire de trouver l’e´tat |y0y1 . . . yn−1〉 de la base de calcul
a` la sortie de la boˆıte UFT) est donc
p(y) = |a(Ψ → y)|2 = 1
2nK
∣∣∣K−1∑
k=0
e2ipikry/2
n
∣∣∣2 (4.25)
On constate que p(y) est inde´pendant de xi, et on aurait pu partir de n’importe lequel des vecteurs |Ψi〉
de (4.23). On utilise ensuite la se´rie ge´ome´trique8
K−1∑
k=0
e2ipiykr/2
n
=
1− e2ipiyKr/2n
1− e2ipiyr/2n = e
ipi(K−1)r/2n sin(piyKr/2
n)
sin(piyr/2n)
et on e´crit, avec j entier
yj = j
2n
r
+ δj (4.26)
7Formellement, l’ope´rateur densite´ total (donne´es + re´sultats) ρtot est, d’apre`s (4.20)
ρtot =
1
2n
∑
x,z
|x⊗ f(x)〉〈z ⊗ f(z)|
L’ope´rateur densite´ du registre de donne´es s’obtient en prenant la trace partielle sur le registre de re´sultats (voir la note 3
du chapitre 3 pour la technique de calcul)
ρdon = Trresρtot =
1
2n
∑
x,z
|x〉〈z| 〈f(z)|f(x)〉
Supposons que la fonction f(x) prenne N0 fois la valeur f0 et N1 fois la valeur f1, N0 +N1 = 2n. Alors
ρdon =
1
2n

 ∑
x,z;f(x)=f(z)=f0
|x〉〈z|+
∑
x,z;f(x)=f(z)=f1
|x〉〈z|


car 〈f(x)|f(z)〉 = 1 si f(x) = f(z) et 〈f(x)|f(z)〉 = 0 si f(x) 6= f(z). Ceci correspond a` une superposition incohe´rente avec
des probabilite´s p0 = N0/2
n et p1 = N1/2
n de vecteurs normalise´s
|Ψ0〉 = 1√
N0
∑
x;f(x)=f0
|x〉 |Ψ1〉 = 1√
N1
∑
x;f(x)=f1
|x〉
Dans le cas de la fonction pe´riodique qui nous inte´resse
ρdon =
1
2n
r−1∑
i=0
Ki−1∑
ki,kj=0
|xi + kir〉〈xi + kjr|
ou` xi est la plus petite des valeurs de x pour laquelle f(x) = fi.
8Le proble`me est e´videmment analogue a` celui de la diffraction, par exemple la diffraction de neutrons par un cristal. Si
a est la distance entre deux sites (a = 1 dans le texte), la maille du re´seau est ra. Le (quasi-)vecteur d’onde q peut prendre
les valeurs q = 2pip/(2na), p = 0, 1, · · · , 2n − 1 (p et p′ = p + 2n sont e´quivalents). Les pics de diffraction se produisent
lorsque q est un multiple entier de la maille 2pi/(ra) du re´seau re´ciproque, soit q = j2pi/(ra), j = 0, 1, · · · , r − 1.
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ce qui donne la probabilite´ p(yj)
p(yj) =
1
2nK
sin2(piδjKr/2
n)
sin2(piδjr/2n)
(4.27)
Si yj est multiple entier de 2
n/r, yj = j2
n/r, p(yj) prend sa valeur maximale K/2
n ; en ge´ne´ral la fonction
p(y) a des maxima aigus lorsque la valeur de y est proche de j2n/r. En utilisant l’encadrement de sin x
2
pi
x ≤ sin x ≤ x 0 ≤ x ≤ pi
2
on montre que si |δj | < 1/2, la probabilite´ de trouver une des valeurs (4.26) est au moins de 4/pi2
p(yj) ≥ 4
pi2
K
2n
=
4
pi2
1
r
Comme 0 ≤ j ≤ r− 1 et que r  1, il y a au moins 40% de chances (4/pi2 ' 0.406) de trouver une valeur
de yj proche de j2
n/r. De plus, comme |δj | ≤ 1/2∣∣∣ yj
2n
− j
r
∣∣∣ ≤ 1
2n+1
(4.28)
Comme n et yj sont connus (yj est un nombre entier 0 ≤ yj ≤ 2n − 1 qui est le re´sultat de la mesure
du registre de donne´es), nous avons donc une estimation de la fraction j/r. Montrons maintenant que la
mesure de yj permet de de´terminer j et r (toujours avec une probabilite´ d’au moins 40%). Supposons
que nous fassions varier yj d’une unite´ ; d’apre`s (4.28) qui implique
|yjr − j2n| ≤ r
2
nous avons
|(yj ± 1)r − j2n| ≥ r
2
et donc ∣∣∣yj ± 1
2n
− j
r
∣∣∣ ≥ 1
2n+1
ce qui est en contradiction avec (4.28), et la valeur de yj est bien de´termine´e. Graˆce a` notre choix
2n > N2 qui implique 2n > r2, nous avons obtenu une estimation de j/r qui diffe`re de la valeur exacte
par moins de 1/(2r2). La valeur de j/r comme fraction irre´ductible j0/r0 = j/r peut alors eˆtre extraite
d’un de´veloppement en fractions continues. Si l’on a de la chance et que j et r sont premiers entre eux, on
en de´duit j = j0 et r = r0, ce que l’on ve´rifie en calculant f(x) et f(x + r0) avec un ordinateur classique.
La probabilite´ que deux grands nombres soient premiers entre eux est plus grande que 1/2 (en fait 6/pi2),
et le succe`s est au rendez-vous plus d’une fois sur deux. Si f(x) 6= f(x + r0), on peut essayer les premiers
multiples de r0, 2r0, 3r0, · · · , et si ces essais ne donnent rien, il faut recommencer toute l’ope´ration, qui
prend O(n3) ope´rations e´le´mentaires O(n2) pour la transformation de Fourier et O(n) pour le calcul de
ax.
La de´termination de la pe´riode r suffit a` casser le code RSA. En effet (annexe 1.6.1), E`ve dispose du
message chiffre´ d’Alice, b, et des nombres N et c,qui sont diffuse´s publiquement. Elle calcule d′ comme
cd′ ≡ 1 mod r et ensuite bd′ mod N
bd
′
= acd
′
= a1+mr = a(ar)m ≡ a modN
car ar ≡ 1 modN , et E`ve re´cupe`re le message original a.
Si l’on veut en plus factoriser N il faut e´crire
(i)
ar − 1 =
(
ar/2 − 1
)(
ar/2 + 1
)
≡ 0 mod N
(ii)
ar/2 6≡ ±1 mod N
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Si on a de la chance, que (i) r est entier et que (ii) est ve´rifie´, alors le produit de nombres entiers(
ar/2 − 1
)(
ar/2 + 1
)
est divisible par N = pq. Il est donc ne´cessaire que p divise
(
ar/2 − 1) et q divise (ar/2 + 1). Les valeurs
de p et q sont obtenues en cherchant les pgcd
p = pgcd
(
N, ar/2 − 1
)
q = pgcd
(
N, ar/2 + 1
)
Si l’on n’a pas de chance, il faut recommencer, mais la probabilite´ de re´ussite est de plus de 50%.
4.5 Re´alisations physiques
On en est encore aux premiers balbutiments de re´alisations physiques d’ordinateurs quantiques, et
les dispositifs dont la liste figure ci-dessous ont re´ussi au mieux a` intriquer deux qu-bits (et encore !), a`
l’exception de la RMN qui est alle´e jusqu’a` 7 qu-bits. Il est tout a` fait pre´mature´ d’essayer de pre´voir au-
jourd’hui quel dispositif sera effectivement utilise´ pour un ordinateur quantique pouvant traiter plusieurs
centaines de qu-bits (s’il en existe un jour), vraisemblablement aucun de ceux liste´s ci-dessous. Cela dit,
il serait aussi pre´somptueux d’affirmer qu’un tel ordinateur ne fonctionnera pas en 2050 que d’affirmer le
contraire.
L’ennemi nume´ro un de l’ordinateur quantique est l’interaction avec l’environnement, qui conduit au
phe´nome`ne de de´cohe´rence, la perte de la phase dans la superposition line´aire de qu-bits. Les calculs
doivent eˆtre effectue´s en un temps infe´rieur au temps de de´cohe´rence τD . Si une ope´ration e´le´mentaire
(porte logique) sur un qu-bit prend un temps τop, la figure de me´rite d’un ordinateur quantique est le
rapport
nop =
τD
τop
le nombre maximum d’ope´rations que l’ordinateur quantique peut effectuer. Les dispositifs imagine´s
jusqua` pre´sent sont (liste non exhaustive) :
• l’ordinateur quantique photonique exploitant l’effet Kerr non line´aire ;
• les cavite´s optiques re´sonantes ;
• les cavite´s micro-ondes re´sonantes ;
• les pie`ges a` ions ;
• la RMN ;
• les jonctions Josephson ;
• les points quantiques ;
• les atomes provenant d’un condensat de Bose-Einstein pie´ge´s dans un re´seau optique.
Le record du nombre de qu-bits appartient a` la RMN, avec 7 qu-bits, ce qui est le nombre minimum de
qu-bits ne´cessaire pour appliquer l’algorithme de Shor a` la factorisation de 15. En effet a peut prendre les
valeurs 2, 4, 7, 8, 11 ou 13, et la plus grande pe´riode de ax mod N est de r = 4. Pour voir deux pe´riodes,
il faut donc prendre x = 0, 1, . . . , 7 = 23 − 1, et bien suˆr f(x) = 0, 1, . . . , 15 = 24 − 1, soit un registre
de donne´es a` 3 qu-bits et un registre de re´sultats a` 4 qu-bits. L’avantage de la RMN est de pouvoir
intriquer des qu-bits de fac¸on relativement simple en les manipulant avec un champ magne´tique externe
en raison de la forme de l’interaction entre qu-bits. L’expe´rience de la factorisation de 15 a e´te´ mene´e
avec succe`s en 2001. Malgre´ ce re´sultat spectaculaire ( ?), la RMN n’est pas une solution d’avenir, car il
faut synthe´tiser une mole´cule posse´dant autant de sites discernables que de qu-bits, et surtout parce que
le signal de´croˆıt exponentiellement avec le nombre de qu-bits. En effet la RMN n’utilise pas des objets
quantiques individuels, mais un ensemble de ∼ 1018 mole´cules actives : le signal est un signal collectif,
et c’est ce qui conduit a` la diminution du rapport signal/bruit lorsque le nombre de qu-bits augmente.
