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Постановка задачи
Рассмотрим динамическую модель планирова-
ния выпуска продукции в условиях неопределён-
ности цен на товары, в которой при заданной нор-
ме риска возникает задача нахождения максималь-
ной прибыли и оптимальной номенклатуры выпу-
ска. Полагаем, что норма риска определяется веро-
ятностью превышения прибылью заданного фик-
сированного значения.
Обозначим: Xt={Xkt} – вектор объемов выпуска
продукции в момент времени t; Yt
1={Y 1kt} – вектор
закупаемых ресурсов, полностью потребляемых
в момент времени t (основные материалы, зарплата
основных рабочих и т. д.); 3tCONST – сумма постоян-
ных затрат в момент времени t; Yt
2={Y 2kt} – вектор
покупаемых мощностей (станков, оборудования
и помещений) в момент времени t; At
1 – матрица
удельных переменных затрат (нормы расхода ос-
новных материалов, зарплаты основных рабочих
на единицу изделия); At
2 – матрица удельных затрат
производственных мощностей; Kt – сумма кредита,
привлекаемого предприятием в момент времени t;
Lt – объем погашения задолженности в момент
времени t; β – процентная ставка за кредит;
Ct
1,2={Ckt
1,2} – цены ресурсов; ξ={ξkt} – цены продава-
емых продуктов, компоненты которых ξkt∈P(ckt,dkt)
– независимые случайные величины, распределен-
ные на компактных отрезках, характеризующие
неопределённость цен на товары (будут рассматри-
ваться также случайные величины, распределен-
ные на компактных отрезках, за исключением
множества меры «близкой» к нулю, также предпо-
лагается наличие плотностей распределения ука-
занных случайных величин), где ckt, dkt – некоторые
положительные константы (нижние и верхние гра-
ницы возможных значений цен на товары); n – чи-
сло производимых продуктов; ϕ0>0 – начальный
оборотный капитал.
Выпуск продукции теперь планируется при вы-
полнении следующих групп ограничений.
1. Рыночные ограничения на объем выпуска за-
писываются в виде:
(1)
Отношение неравенства векторов надо пони-
мать как покомпонентное неравенство. Детерми-
нированные величины lt и rt – нижние и верхние
границы спроса на продукцию, выпускаемую пред-
приятием.
2. Технологические ограничения на затраты ре-
сурсов имеют вид:
(2)
а ограничения на использование мощностей фор-
мулируются следующим образом:
(3)
3. Вероятностное ограничение: для того, чтобы
формализовать ограничения на финансирование
выпуска, предположим, что задана величина
α0∈[0,1], измеряющая норму риска. Учитывая слу-
чайность цен ξi на продукцию, будем считать, что
в каждый момент времени выполняется вероят-
ностное ограничение:
(4)
где переменную величину At, удовлетворяющую
при фиксированных Xt, Yt
1, Yt
2 ограничению (4), на-
зовем точным допустимым гарантированным дохо-
дом (гарантированной прибылью) при заданной
норме риска α0.
4. Финансовое ограничение: величины At, Kt, Lt
и компоненты векторов Yt
1 и Yt
2 связаны также сле-
дующим финансовыми ограничениями:
(5)
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Исследованы итерационные методы решения исходной задачи с использованием методов Монте-Карло и Бендерса. Построен
итерационный метод для широкого класса распределений цен для случая, когда отсутствует информация о функции распреде-
ления, и имеется база статистических данных. Разработан итерационный метод для задач оптимального планирования произ-
водства в условиях неопределенности цен на товары. Полученные решения позволяют внедрять системы оптимального плани-
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(Не можем истратить денежных средств боль-
ше, чем имеем).
Кредиты Kt равномерно ограничены некоторой
константой K (K – максимальный кредитный ли-
мит, представленный банком предприятию). (Не
можем брать бесконечно большие кредиты, суще-
ствует определенный лимит кредитной линии). От-
метим также условие возвратности кредита:
(6)
(7)
и естественное условие:
(8)
то есть, критерием построения производственной
программы является функционал
(9)
Предприятие, задаваясь гипотезой о возмож-
ном поведении рыночных цен на интервале време-
ни [0,…,T], выбирает оптимальную производствен-
ную программу и планирует ее реализацию с тем,
чтобы на момент времени Т интегральная гаранти-
рованная прибыль была максимальной. Рыночные,
технологические и финансовые ограничения
(1–3), (5–8) детерминированы, ограничение (4) –
вероятностное. Поэтому мы имеем задачу динами-
ческого стохастического программирования.
Далее будем использовать более короткую за-
пись модели. Пусть Х – выпуклый (детерминиро-
ванный) многогранник, отвечающий технологиче-
ским и финансовым ограничениям (1–3), (5–8).
Тогда имеем следующую задачу стохастического
программирования:
Исходная проблема представляет собой задачу
оптимизации линейного функционала на пересече-
нии линейного многогранника и множества, полу-
ченного пересечением n вероятностных ограниче-
ний. Задача осложняется нелинейной структурой
ограничений, трудностью расчета значений функ-
ции вероятности, зависящей от искомых параме-
тров (4), не говоря уже о значениях ее производ-
ных, большой стохастической нагрузкой при увели-
чении количества продуктов. Как уже говорилось
выше, на сегодняшний день для подобного рода за-
дач не найдены универсальные методы решения.
Введение
Для решения задач планирования, проектиро-
вания и управления в экономике и технике требу-
ется исходная информация об обстановке, в кото-
рой будет выполняться план и будет осуществлять-
ся проектирование. Зачастую, особенно в послед-
ние годы, в нашей стране в условиях реформирова-
ния экономики, параметры рынка (цена, спрос,
предложение и т. д.) не всегда можно зафиксиро-
вать или определить их статистические закономер-
ности. Работа автоматических устройств в технике
сопровождается непредвиденными случайными
помехами. Таким образом, в моделях математиче-
ского программирования, к исследованию которых
сводятся задачи планирования, проектирования
и управления, некоторые или все параметры пока-
зателя качества или ограничений могут оказаться
неопределенными или случайными. Заметим, что
для детерминированной постановки этих задач
[1, 2] разработаны эффективные алгоритмы реше-
ния – метод последовательного улучшения плана
[3, 4], симплекс-метод [5], а также, двойственный
метод последовательного улучшения [6].
Рассмотрим задачу линейного программирова-
ния, в схему которой, как известно, укладывается
большинство экономических и технических задач
[1–6].
В векторной записи:
где A – матрица; B – вектор ограничений и C – век-
тор коэффициентов целевой функции соответ-
ствующих размерностей.
К моделям стохастического программирования
приводят не только ситуации, связанные с риском
или неопределенностью. Анализ сложных детер-
минированных задач, требующих чрезмерно боль-
шого перебора вариантов, иногда целесообразно
сводить к исследованию некоторых стохастических
задач.
Термин «стохастическое программирование»
появился в начале 50-х гг. прошлого века, когда
Дж. Данцингом, А. Чарнсом, В. В. Купером стали
анализироваться задачи линейного программиро-
вания со случайными коэффициентами, возника-
ющими при планировании в ситуациях с неопре-
деленностью и риском [7, 8]. Известные методы
решения задач нелинейного программирования
[9, 10], как правило, неприменимы для решения
сложных задач стохастического программирова-
ния, так как в таких задачах функции ограничений
и цели имеют негладкий характер, неизвестны точ-
ные значения производных и самих функций.
К теме анализа задач линейного программиро-
вания со случайными данными обращался
Н.В. Солдатов, в его работах [11] можно найти рас-
смотрение интересного частного случая для равно-
мерных распределений. В других работах [9, 10]
в некоторых случаях известны численные методы
оценок оптимальных решений задач стохастиче-
ского программирования, иногда данные задачи
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удается свести к детерминированным аналогам,
для которых разработаны эффективные алгоритмы
решения. В работах Ю.М. Ермольева и
А.И. Ястремского, Д. Б. Юдина предлагаются раз-
личные методы решения задач стохастического
программирования [12–14], основная идея кото-
рых состоит в использовании вместо точных значе-
ний градиентов или их аналогов случайных напра-
влений – стохастических квазиградиентов, являю-
щихся статистическими оценками этих векторов,
согласно работам Л.А. Растригина, Н. Роббинса,
С. Монро [15, 16].
Итерационный метод на основе 
методов Монте-Карло и Е.Ф. Бендерса
Задача оптимального планирования производ-
ства в условиях стохастики была рассмотрена мно-
гими авторами при различных распределениях цен
на выпускаемые товары, разработан итерацион-
ный алгоритм поиска оптимального решения ис-
ходной задачи – метод стохастических квазигради-
ентов [12–14], в котором требуется знание точных
значений функции распределения и необобщенно-
го градиента, что на практике делает задачу трудно
решаемой. Как правило, на практике существует
лишь массив статистических данных случайной ве-
личины, поэтому предлагаемый метод, построен-
ный на компиляции метода Монте-Карло и метода
Бендерса, позволяет решать исходную задачу в об-
щем случае, не имея точных значений функции ра-
спределения.
Предлагаемый универсальный алгоритм поиска
оптимального решения большого класса распреде-
лений на цены производимых товаров при опреде-
ленных допущениях и в случае имеющихся стати-
стических данных рассмотрим ниже.
Имеем следующую исходную модель:
Воспользуемся приемом, используемым в мето-
де Монте-Карло:
По правилу «трех сигм» (следствие центральной
предельной теоремы детальным образом рассмо-
трено в [17]) имеем следующее: пусть реализацией
случайного вектора цен на производимые товары
будет ηi=ξiX–(C1Y1+C2Y2)–3CONST–A, тогда
где
Отсюда P-неравенство с заданной степенью
точности можно равномерно (поскольку b не зави-
сит от переменных X, Y, A) аппроксимировать дву-
мя линейными неравенствами, множество решений
которых близко (с вероятностью 0,99) к допусти-
мым решениям исходного P-неравенства. Имеем:
где характеристическая функция полупространства
i-й реализации случайного вектора цен ξ зависит от
X, Y, A. Итак, получили две задачи, область допу-
стимых решений которых покрывают («зажимают»
по включению) по вероятности область допусти-
мых решений исходной задачи. Фактически мы де-
лаем одно допущение, заменяя левую часть P-нера-
венства на близкое по значениям выражение.
Для фиксированных N реализаций случайных
векторов цен на производимые товары ξi
Итак, последняя задача упрощается и для неё
можно найти алгоритмы решения. Полученная за-
дача может быть приведена к частично целочислен-
ной задаче линейного программирования, для ко-
торой применима теория алгоритмов [18–20]. Дан-
ные задачи в общем случае являются NP-трудными,
но их удается решить достаточно быстро с помо-
щью метода Бендерса, для которого мы построим
«основную» и «вспомогательную» задачи-итерации
поиска решения. Сначала удостоверимся, что полу-
ченную задачу можно свести к задаче частично це-
лочисленного программирования: пусть li – нижние
границы для ξiX–(C1Y1+C2Y2)–3CONST–A на X. Тогда
следующая задача эквивалентна исходной:
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Запишем полученную задачу в матричной фор-
ме (полагая W=(A,X,Y)):
Суть итерационного метода в следующем: для
фиксированного значения δ0, удовлетворяющего
условиям задачи, задача в матричной форме пред-
ставляет собой стандартную задачу линейного про-
граммирования:
Чтобы понять, как выглядит оптимальное зна-
чение обратимся к двойственной задаче линейного
программирования и по основной теореме [4, 6]
имеем «вспомогательную задачу»:
замечательное свойство данной двойственной за-
дачи в том, что оптимальное решение принадлежит
вершине линейного многогранника V (Q,–η)T≥C,
который не зависит от δ0. Пусть VP – вершины ука-
занного многогранника, тогда «основная задача»
формулируется так:
Данная задача является уже «чистой» целочи-
сленной задачей линейного программирования
и может быть решена известными методами
[18–20]. Итак, сформулируем предложения.
1. Для исходной задачи стохастического про-
граммирования оптимального планирования про-
изводства при аппроксимации левой части P-нера-
венства методом Монте-Карло на близкое (с веро-
ятностью 0,99) по значениям выражение – следую-
щий итерационный процесс сходится к оптималь-
ному значению модифицированной задачи.
Шаг 1. Берем V
–
: V (Q,–η)T≥C.
Шаг 2. Решаем задачу целочисленного про-
граммирования (ЗЦП) – «основная» задача при
фиксированном V
–
, находим ∆
–
0.
Шаг 3. Решаем задачу линейного программиро-
вания (ЗЛП) – «вспомогательная» задача при фик-
сированном  ∆
–
0, находим V
¯
.
Шаг 4. Повторяет шаг 2 при подстановке вме-
сто V=V
¯
и т. д.
В [16] доказано, что данный итерационный
процесс сходится.
2. Если последовательность функции fn
1(X,A),
fn
2(X,A) такова, что fn
1(X,A)≤g(X,A)≤fn2(X,A), где g(X,A)
– непрерывная функция, при этом сходимость
fn
1→g, fn2→g равномерная при n→∞, то для задач
математического программирования:
при условии существования и единственности для
них оптимальных решений выполняется следую-
щее:
Практическая реализация
В качестве примера практической реализации
можно привести модель планирования производ-
ственного предприятия в условиях действующего
производства с номенклатурным перечнем 29 из-
делий (электровакуумные и полупроводниковые
приборы, изделия из керамики) с ценами, имею-
щими нормальные распределения с заданными по-
казателями математических ожиданий и диспер-
сий. Особенностью ценообразования на керамиче-
ские и корпусные изделия в компании является
их абсолютная зависимость от рыночных условий
ввиду очень жесткой конкуренции и «демпинга»
со стороны зарубежных производителей (Китай).
Также на ценообразование влияет и курс доллара,
поскольку зарубежные производители определяют
цены именно в долларах для потребителей внутри
России. Поэтому учет вариативности цен чрезвы-
чайно важен для принятия правильных управлен-
ческих решений.
Доказано, что в случае нормально распределен-
ных цен на товары модель может быть преобразо-
вана в задачу выпуклого программирования. С по-
мощью аппарата решения задач выпуклого про-
граммирования найдено решение исходной задачи.
Проведено сравнение полученных результатов ука-
занной модели и ее «детерминированного анало-
га». Проведены вычисления решения задачи при
использовании предложенного итерационного ме-
тода.
Итерационный метод на основе методов Мон-
те-Карло и Бендерса опробован с числом реализа-
ций случайных величин равным 100, 1000, 10 000.
При сравнении решения задачи выпуклого про-
1 2
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граммирования в случае нормально распределен-
ных цен на товары и применением методов Монте-
Карло и Бендерса (с решением пар задач линейно-
го целочисленного программирования для получе-
ния оценок сверху и снизу для оптимального зна-
чения функции цели) удавалось получать узкие до-
верительные интервалы для оптимальных планов
и оптимального значения. Скорость сходимости в 
общем виде соответствовала величине В об-
щем виде задачи линейного целочисленного про-
граммирования относятся к задачам дискретной
оптимизации, которые открыли широкий класс за-
дач, называемых NP-полными. Поэтому в общем
случае нельзя сказать, что вычисления можно све-
сти к полиномиальным алгоритмам. Поэтому сто-
ит отметить, что при дальнейшем существенном
увеличении номенклатуры выпускаемых изделий,
а также числа реализаций случайных величин раз-
мерность задачи и объемы вычислений не позво-
ляли находить оптимальное решение быстро.
Представлена сравнительная таблица результа-
тов планирования в «традиционной» детерминиро-
ванной модели (где случайные величины заменены
их математическими ожиданиями) с использова-
нием стохастической модели на основе фиксации
нормы риска в размере 10 % и статистических
и прогнозных данных по ценам на планируемый
период (в тыс. руб.):
Таблица. Сравнение результатов планирования в моделях
детерминированной и стохастической
Представленные результаты наглядно показы-
вают, что «благополучность» оптимального плана
детерминированной постановки в получении по-
ложительной прибыли в размере 673 тыс. рублей
по факту приводит к убыткам в размере 528 тыс.
рублей. Планирование с учетом прогноза измене-
ния цен на товары предлагает руководству более
оптимальное решение, заранее предупреждая о
возможных убытках в размере 304 тыс. рублей.
Таким образом, учет стохастики позволяет по-
лучать более оптимальные решения, позволяющие
руководству предприятий в условиях неопределен-
ности цен принимать более взвешенные и пра-
вильные решения.
Заключение
Стохастическое программирование становится
важным методом исследования целенаправленных
процессов в экономике, биологии, военном деле
и других отраслях исследований. Модели и методы
стохастического программирования наиболее
приспособлены к анализу сложных систем и при-
нятию решений по управлению функционирова-
нием таких систем в ситуации, когда часть параме-
тров, описывающих функционирование, не опре-
делена.
В работе проведен анализ задачи стохастиче-
ского программирования, предназначенной для
оптимального планирования производства, иссле-
дованы итерационные методы решения исходной
задачи, построен итерационный метод для широ-
кого класса распределений цен на товары с ис-
пользованием методов Монте-Карло и Е.Ф. Бен-
дерса.
Основным аппаратом исследования является
теория вероятностей (аппарат центральной пре-
дельной теоремы, неравенство Чебышева, матема-
тическая статистика, теория выпуклого програм-
мирования), математическое программирование,
теория целочисленного линейного программиро-
вания.
Указанные в статье методы оптимального пла-
нирования производства применяются на пред-
приятии холдинговой компании ОАО «Новосибир-
ский электровакуумный завод Союз» (ХК ОАО
«НЭВЗ–Союз»).
Оптимальные планы
Значение функ-
ции цели в ли-
нейной модели
Значение функции
цели в стохастиче-
ской модели
Оптимальный план
в линейной модели
+673 –528,2
Оптимальный план в
стохастической модели
–156,6 –304
3
.
2 N
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Анализ ситуаций является одной из задач при-
нятия решений. Автоматизация анализа ситуаций
позволяет выявлять текущие состояния системы,
которые могут быть важными для конечного поль-
зователя, и требуют оперативного принятия реше-
ний. Для выполнения такого анализа требуется
определить язык описания ситуаций и сформиро-
вать алгоритм выявления интересующих пользова-
телей ситуаций. Одним из подходов к принятию
решений на основе формального анализа ситуаций
является метод ситуационного управления [1].
В данном методе предлагается использовать логи-
ческие модели для описания ситуаций и работы
с ними. В настоящее время в рамках концепции
Semantic Web активно развиваются семантические
технологии, использующие специальный вид се-
мантических моделей – онтологии.
В рамках данной работы описывается подход к
анализу ситуаций, основанный на применении се-
мантических технологий.
Основной идей предлагаемого подхода является
разработка онтологий для описания ситуаций и ис-
пользование продукционных правил для их анализа.
Онтология – модель предметной области, со-
стоящая из множества понятий, множества экзем-
пляров понятий и множества отношений (свойств).
Отношения могут быть как объектными (связы-
вающими понятия и их экземпляры друг с другом),
так и литеральными (связывающими понятия
и их экземпляры с текстовыми строками). Множе-
ство понятий и отношений между ними определя-
ют общую схему хранения данных, представленных
как множество утверждений об экземплярах поня-
тий, или аксиом онтологии. Эти утверждения, или
триплеты, имеют вид «субъект–предикат–объект».
Основными языками, при помощи которых опи-
сываются онтологии, являются стандартизованные
консорциумом W3C языки RDF [2] и OWL [3].
Один из возможных подходов к описанию си-
туации при помощи онтологий был описан в работе
[4]. В данном подходе описание ситуаций предлага-
ется разделять на две части. Первая часть – базовая
онтология описания ситуаций, представляющая аб-
страктную ситуацию с учётом контекста простран-
ства-времени. Вторая часть – онтология, описы-
вающая конкретную предметную область и относя-
щиеся к ней возможные классы ситуаций, к кото-
рым в тот или иной момент времени может принад-
лежать ситуация на объекте управления. Онтология
предметной области в этом случае будет расшире-
нием (надстройкой) над базовой онтологией и будет
содержать понятия, наследующие понятиям базо-
вой онтологии. Исходные данные о ситуации, по-
ступающие в систему, например, с датчиков, при
этом преобразуются в экземпляры понятий онтоло-
гии предметной области и отношения между ними.
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Предлагается подход к построению систем автоматизированного анализа ситуаций, основанный на стеке технологий Semantic
Web. Описание подхода включает формальную модель описания ситуаций, описание базовых онтологий, реализующих её,
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