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Abstract
AI systems that demonstrate significant bias or lower than claimed accuracy, and resulting in individual and societal harms, 
continue to be reported. Such reports beg the question as to why such systems continue to be funded, developed and deployed 
despite the many published ethical AI principles. This paper focusses on the funding processes for AI research grants which 
we have identified as a gap in the current range of ethical AI solutions such as AI procurement guidelines, AI impact assess‑
ments and AI audit frameworks. We highlight the responsibilities of funding bodies to ensure investment is channelled 
towards trustworthy and safe AI systems and provides case studies as to how other ethical funding principles are managed. 
We offer a first sight of two proposals for funding bodies to consider regarding procedures they can employ. The first proposal 
is for the inclusion of a Trustworthy AI Statement’ section in the grant application form and offers an example of the associ‑
ated guidance. The second proposal outlines the wider management requirements of a funding body for the ethical review 
and monitoring of funded projects to ensure adherence to the proposed ethical strategies in the applicants Trustworthy AI 
Statement. The anticipated outcome for such proposals being employed would be to create a ‘stop and think’ section during 
the project planning and application procedure requiring applicants to implement the methods for the ethically aligned design 
of AI. In essence it asks funders to send the message “if you want the money, then build trustworthy AI!”.
Keywords Artificial intelligence · Trustworthy · Ethics · Funding · Framework
1 Introduction
Trustworthy AI1 has been a focus in the data science and 
AI field for several years. It has increased significantly in 
prominence and urgency with recent controversies involv‑
ing public sector systems [1] and influencing elections [2].
In the UK, August 2020 was a pivotal month in light of a 
number of legal cases and decisions challenging the use of 
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1 The definition for Artificial Intelligence (AI) is open to debate, 
with the definition shifting over time as new advancements occur. For 
the purpose of this paper we follow the EU Commission HLEG in 
AI definition “Artificial intelligence (AI) refers to systems that dis‑
play intelligent behaviour by analysing their environment and taking 
actions – with some degree of autonomy – to achieve specific goals. 
AI‑based systems can be purely software‑based, acting in the virtual 
world (e.g. voice assistants, image analysis software, search engines, 
speech and face recognition systems) or AI can be embedded in 
hardware devices (e.g. advanced robots, autonomous cars, drones or 
Internet of Things applications).” [53]. We include Machine Learn‑
ing (ML) in this definition. We define ML as the use of computer 
algorithms to automatically analyse and learn from large datasets to 
achieve specific outcomes such as predictions and decisions.
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some AI and machine learning systems. Examples include 
the judgement of the UK government visa streaming algo‑
rithm in August 2020 and its resultant suspension [3]. This 
landmark legal challenge highlighted the human rights and 
equalities that can be caused by some AI systems [4]. Simi‑
larly, the ground‑breaking case challenging the facial recog‑
nition software trialled by South Wales police was upheld on 
appeal in the first legal case of its kind [5]. Also, in August 
2020, we saw the public uproar and legal challenge caused 
by the algorithm employed to predict grades for students. 
This clearly indicates that public awareness and impetus to 
hold AI systems to account is increasing. Around the same 
time other reports announced the withdrawal of child welfare 
algorithms by several councils [6] and the suspension of the 
Most Serious Violence predictive system, part of the £10 
million Home Office funded National Data Analytics Solu‑
tion, by West Midlands Police on the advice of its Ethics 
Committee [7]. Additionally, many cases have been heard 
globally and have been upheld [8, 9]. This clearly indicates 
that public awareness and impetus to hold AI systems to 
account is increasing.
Despite a general belief that AI systems are more objec‑
tive and accurate than humans, many algorithms are often 
not as accurate as claimed, or any more accurate than non‑AI 
systems [10]. They can also be significantly biased leading 
to discriminatory outcomes, as the cases mentioned above 
illustrate. Indeed, the language used to describe and sell AI 
often perpetuates a misleading view of AI quality, a sig‑
nificant concern for systems deemed as ‘high‑risk’. High‑
risk AI applications are those that can potentially result in 
material harm to an individual or the environment if not 
correctly deployed e.g. diagnostic AI [11], sentencing [12], 
recruitment [13], loan approval [14] or chatbots designed 
to address mental health including addressing suicide [15]. 
These high‑risk AI applications are particularly vulnerable 
to harms caused by untrustworthy AI. The risks to human 
rights and indeed life, in the case of medical use of AI [16], 
increases the urgency to find meaningful mechanisms to 
change the way we invest in, develop and use AI solutions. 
If we do not, it is likely that we will continue to see harm 
occurring and see further litigation.
To illustrate this further, it is worth noting examples 
of diagnostic and predictive algorithms in the health care 
setting.
A well‑known example is that of a health care risk‑pre‑
diction algorithm used on more than 200 million US citizens 
to identify patients who would benefit from “high‑risk care 
management program” [17]. The aim of this management 
program is to provide chronically ill people specially trained 
nursing staff and extra primary‑care visits. However, this 
algorithm demonstrated significant racial bias in that Black 
patients assigned the same level of risk by the algorithm are 
sicker than a White patient. The authors report that this bias 
reduced the number of Black patients identified for extra 
care by more than a half. The reason this bias existed is 
because one of the features (or rules) the algorithm uses 
is that of health costs. This feature was used as a proxy for 
determining health need. However, due to unequal access 
to healthcare less money is spent on Black patients than 
equally sick White patients. In effect the algorithm was pre‑
dicting health care costs not level of illness. The authors 
also showed that once this issue was noted and the algo‑
rithm modified to remove health costs the racial bias was 
eliminated.
The Covid‑19 pandemic has also resulted in many techno‑
logical solutions and a very recent case has been highlighted 
with the QCovid living risk prediction algorithm used in the 
UK. This algorithm estimates risk of hospital admission and 
mortality from coronavirus 19 in adults [18]. The algorithm 
used features such as age, ethnicity, deprivation, BMI and 
a range of comorbidities and had a sensitivity (number of 
correctly identified positives) of 75.7%. Commendably the 
authors did test their algorithm performance on men and 
women (still a rare occurrence) and found little difference. 
QCovid was used by the Joint Committee on Vaccination 
and Immunisation (JCVI) to determine who should have 
priority for the vaccine roll out. However, it has recently 
been reported [19] by a JCVI committee member that the 
algorithm was likely to underestimate the risk to vulner‑
able people suffering from rare disease, particularly younger 
patients. The result being this group of patients, who are at 
high risk, were not prioritised for the vaccine. The com‑
mittee member also pointed out that the datasets used to 
train the model may have other significant omissions due 
to some groups effectively shielding and not being exposed 
to the virus. Although this bias has not been verified it does 
reveal the importance of transparency and understanding 
of how such algorithms work if they are to be used to drive 
healthcare policy.2
Indeed, it is not the first algorithm being used to deter‑
mine vaccine policy to be questioned in this way. Stanford 
Medicine officials used an algorithm to determine which of 
their staff should be prioritized for the vaccine. However, it 
prioritized high‑ranking doctors, with little patient‑facing 
contact over residents involved in direct care of Covid‑19 
patients. The error here was that the junior doctors did not 
have an assigned location and were young. This resulted 
in demonstrations by the doctors and public coverage. The 
leadership stated that they used the algorithm to ensure 
2 The Ada Lovelace Institute have recommended that the govern‑
ment engage experts to form the Group of Advisors on Technology 
in Emergencies (GATE), an advisory body that would act in a similar 
way to SAGE [54].
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equity but issued an apology and changed their vaccination 
policy.
In response to these issues we have seen a significant 
number of High Level AI Principles (outlined later), frame‑
works [20] and standards being developed for example IEEE 
P7010 Transparency of Autonomous Systems [21] from the 
IEEEE P7000 series [22] and ISO/IEC JTC 1/SC 42 Arti‑
ficial Intelligence [23]. However, these, in the absence of 
statutory requirements, are still not enough to prevent the 
unintentional development of untrustworthy and biased AI 
systems.
Within the UK we have as yet to meaningfully develop 
AI specific legislation and regulation. Hence, we still see 
repeated investment in and use of systems that impact nega‑
tively on individuals and groups, despite several government 
ethics advisory boards and procurement guidelines [24]. 
This has resulted in a reliance on other regulation such as the 
GDPR, which focuses on data protection but does address 
profiling and automated decision making (outlined later). 
However, the GDPR itself is still struggling with implemen‑
tation [25] due to the complexity of the guidance and how 
it specifically addresses the wider issues involving machine 
learning and AI. A recent analysis of the he UK Information 
Commissioner Office guidance [26] has concluded that it 
does not, to date, appear robust enough or sufficiently devel‑
oped to be deployed meaningfully in the AI space [27].
As well as the lack of regulation forcing the requirements 
for Trustworthy AI another key issue is the lack of aware‑
ness and training in the current field. The main training 
pipelines and education routes that an AI developer might 
take do not have benchmark subject statements even as of 
2019 [28] which demonstrates a significant gap in address‑
ing data science or AI in Higher Education. There are some 
areas of good practice, for example the Level 6 Data Sci‑
ence Apprenticeship Standard outlines key knowledge, skills 
and behaviours addressing ethical development of AI [29]. 
Professional qualifications are now coming online that also 
offer future adjustments to professional practice [30]. How‑
ever, developers need to be aware of, open to and subject 
to a demand for such qualifications. This therefore leaves 
the challenge of trying to educate developers and modellers 
after the fact in a process that, without statutory legislation 
or professional requirements, is occurring slower than the 
rate of technological development.
The result of this myriad of issues is the obvious human 
cost, that we have outlined thus far, plus the significant 
financial loss to public funds and reputational damage due 
to the withdrawal of expensive and harmful AI solutions. 
Therefore, it is vital that we influence ethical development of 
AI at an as early stage as possible to prevent such problems 
from occurring.
One way in which we can encourage and ensure the devel‑
opment and deployment of Trustworthy AI systems is to 
influence public and charitable funding. Significant funding 
is awarded for AI projects and such grants are hotly sought 
after. The importance of public funds and investment for AI 
was addressed in the pivotal Hall‑Presenti Review for the 
DCMS3 and BEIS4 [31]. The report stressed the importance 
of public funds used to invest in major challenge areas (iden‑
tified by Innovate UK and ESPRC) such as personalised and 
integrated health care. The report also highlighted key issues 
such as transparency, explainability, training and diversity. 
Though not expressly mentioned it would be fair to assume 
that such funding should be driven towards projects that are 
ethically designed to produce trustworthy AI solutions.
There are many examples of funding calls having ethi‑
cal requirements (these are outlined later) and additional 
monitoring, for example value for money is usually taken 
into account in the funding process. Hence, adjusting this 
process should not require a significant change in mind‑set 
and requirements for funders than already exists.
Addressing the funding of AI systems may act as a sig‑
nificant nudge to require applicants to educate themselves 
in and apply Ethical/Trustworthy AI principles and design 
frameworks. Hence, in response to these issues we propose 
that grant funding and public tendering of AI systems should 
require a Trustworthy AI Statement within the grant pro‑
posal or tendering document. The statement would outline 
the actions planned by applicants to ensure their project and/
or product can be deemed trustworthy and benchmarked 
against the rigorous standards.
We acknowledge that this solution is not enough on its 
own to address the issue of untrustworthy public sector 
algorithms and that it should be embedded within a wider 
AI governance and regulatory framework. However, small 
changes within the operational ecosystem funding for AI 
will provide the nudge technique that is needed to start to 
circumvent the problems outlined throughout this paper. 
This will be a simple, easy to implement, change to the 
application procedure by funding bodies that could result 
in a fundamental and vital change to the future of the AI 
ecosystem.
Essentially the message would be: “if you want the 
money, then build trustworthy AI”.
2  Frameworks for ethical governance of AI
Given that AI and particularly AI ethics is a relatively new 
field in terms of the wider application of both it may be 
forgiven that many wishing to utilise or fund AI solutions 
are not conversant in the potential risks and harms that can 
3 Department for Digital, Culture, Media and Sport.
4 Department for Business, Energy and Industrial Strategy.
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occur. However, the AI ethics ecosystem is rapidly develop‑
ing and providing a large of guidelines, applicable frame‑
works and tools that researchers can now utilise.
2.1  High level AI principles
Recent years have seen the publishing of a large number of 
high level AI principles. A report from the Berkman Klein 
Center for Internet and Society (Harvard University) listed 
36 AI principles documents published by organisations such 
as the United Nations, the OECD, G20, IEEE and EU Com‑
mission, though this is certainly not an exhaustive list [32]. 
Such principles offer normative guidance “for ethical, rights‑
respecting and socially beneficial AI”. The authors com‑
pleted a mapping of all 36 principles and 8 central themes:
• Privacy.
• Accountability.
• Safety and security.
• Transparency and explainability.
• Fairness and non‑discrimination.
• Human control of technology.
• Professional responsibility.
• Promotion of human values.
One of the examples included by the above report is the 
Assessment List for Trustworthy Artificial Intelligence 
(ALTAI) for self‑assessment [33]. This was developed by 
the High‑Level Expert Group on Artificial Intelligence (AI 
HLEG) of the European Commission. The assessment list 
consists of 7 main categories, each containing subsections 
as illustrated below5 (Table 1):
ALTAI provides a checklist of action points for each sec‑
tion. For example, the Accuracy section consists of 5 check‑
points, two of which are listed below:
• Could a low level of accuracy of the AI system result in 
critical, adversarial or damaging consequences?
• Did you put in place measures to ensure that the data 
(including training data) used to develop the AI system 
is up‑to‑date, of high quality, complete and representative 
of the environment the system will be deployed in?
The Data governance section includes questions regard‑
ing the production of a data Privacy Impact Assessment, 
measures to achieve privacy‑by‑design, data minimisation 
and:
• Did you align the AI system with relevant standards (e.g. 
ISO, IEEE) or widely adopted protocols for (daily) data 
management and governance?
The Explainability section contains the following bullet 
points:
Table 1  Summary of categories in Assessment List for the Trustworthy Artificial Intelligence (ALTAI) for self‑assessment
5 A point to note with this framework is that it requires a Human 
Rights Impact Assessment at the outset. This is significant as many 
of the legal actions being levied against some AI systems are doing so 
under human rights, privacy or equalities legislation.
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• Did you explain the decision(s) of the AI system to the 
users?
• Do you continuously survey the users if they understand 
the decision(s) of the AI system?
2.2  IEEE ethically aligned design
The IEEE’s Ethically‑aligned‑design: Prioritizing human 
wellbeing with autonomous and intelligent systems was 
created by over 700 global experts [34]. It is noteworthy 
in that it includes the chapter “Methods to Guide Ethical 
Research and Design” with subsections on “Interdisciplinary 
Education and Research”; “Corporate Practices on A/IS” 
and “Responsibility and Assessment”. The chapter contains 
a number of recommendations including that ethics train‑
ing should be a core subject for all those in the STEM field 
and that relevant accreditation bodies should reinforce an 
integrated approach to ethics education. The chapter also 
recommend that:
‘corporations should identify stages in their processes 
in which ethical considerations, “ethics filters”, are 
in place before products are further developed and 
deployed’.
It outlines the example of how ethics review boards would 
‘help mitigate the likelihood of creating ethically problem‑
atic designs’. The document emphasises the importance 
of stakeholder involvement in design, the importance of 
algorithmic transparency and recommend the use of human 
rights and algorithmic impact assessments. This chapter 
concludes with the recommendation that full documentation 
should accompany the final product that addresses audit‑
ability, accessibility, meaningfulness and readability and that 
systems are auditable.
2.3  NHS code of conduct for data‑driven health 
and care technologies
Given that we have looked in more detail at health‑related 
algorithms it is worth noting that the NHS has a code of 
conduct for data driven technologies [35]. The code consists 
of 12 sections: (1) how to operate ethically, (2) have a clear 
value proposition, (3) usability and accessibility, (4) techni‑
cal assurance, (5) clinical safety, (6) data protection, (7) data 
transparency, (8) cybersecurity, (9) regulation, (10) interop‑
erability and open standards, (11) generate evidence that the 
product achieves clinical, social, economic or behavioural 
benefits and (12) define the commercial strategy.
Principle 1 states that:
‘Increasing use of data‑driven technologies, includ‑
ing artificial intelligence could cause unintended harm 
if we do not think about issues such as transparency, 
accountability, safety, efficacy, explicability, fairness, 
equity and bias.’
It references the Data Ethics Framework which informs 
on the development and adoption of safe, ethical and effec‑
tive digital and data‑driven health and care technologies. It 
again stresses the over‑arching principles of accountability, 
fairness and transparency and suggests a scoring mechanism 
for analysing the proposed project. The Data Ethics Frame‑
work in turn references the Nuffield Council on Bioethics 
‘Ethical principles for data’ highlighting the four principles 
of:
• Respect for persons.
• Respect for human rights.
• Participation.
• Accounting for decisions.
2.4  The GDPR, AI audits and government guidelines
As stated in the introduction the GDPR has not fully 
addressed the wider aspects of algorithmic systems, with 
its understandable focus on data privacy. However, the issues 
of automated decision making and profiling are mentioned 
and a number of articles and recitals do have applicability 
in terms of automated‑decisions making (ADM) systems, 
including profiling. Relevant Articles that reference algorith‑
mic systems directly are Articles 13, 14, 15 and 22. These 
Articles confer the right to be notified if subject to ADM 
‘meaningful information about the logic involved’ including 
the significance and the envisaged consequences.
Article 22 is focussed on ADM and confers the right 
to “not be subject to a decision based solely on automated 
processing, including profiling, which produces legal 
effects”. As outlined in Article 22 other Articles, which do 
not explicitly reference ADM also have relevance, such as 
Article 9 Processing of Special Characteristics. Recital 71 
provides further guidance on implementation of Article 22 
and references key issues such as fairness, minimisation of 
errors, transparency and the right to obtain human interven‑
tion commonly referred to as human‑in‑the‑loop). Article 
35 references the requirement for a Data Privacy Impact 
Assessments (DPIAs). It has been suggested that the DPIA 
could be extended to a fuller Algorithmic Impact assessment 
to allow for a wider assessment of algorithmic risks [36]. 
Article 35 addresses the importance that the system should 
be reviewed to assess processing remains in accordance with 
the DPIA. This is important in considering the ethical design 
of research projects and their further deployment.
AI Auditing is a developing field that has yet to reach 
maturity but it is highly likely we will see this become a 
standard requirement in the future [37]. An AI Audit must 
be carried out in a rigorous and robust way to ensure fit for 
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purpose models are deployed. The UK’s ICO has published 
an AI Audit framework [38] that addresses, alongside AI‑
specific risk areas, the governance and accountability of AI 
systems including audit trails, training and awareness and 
compliance. For Humanity have devised the Independent 
Audit of AI systems, a framework for auditing AI systems 
(products, services and corporations) by examining the 
downside risks focussing on Privacy, Bias, Ethics, Trust and 
Cybersecurity [39].
Data quality is a key aspect of building an effect model, 
whether AI based or not. The old adage states “rubbish in 
equals rubbish out”. Data is the bedrock of any model and 
quality of this data is of paramount concern. The AQuA 
Book for best practise within the UK Government states 
“However, if analysis and any supporting models, data and 
assumptions are not fit for purpose then the consequences 
can be severe ranging from financial loss through to repu‑
tational damage and legal challenge. In the most severe of 
consequences, lives and livelihoods can be affected.” [40]. 
In the Lords Enquiry of June 2020 concerns were raised 
over data availability and quality which went on to impact 
the models in this area. [55]. The Decision Makers Playbook 
advises scrutiny of data before any type of decision is made 
and indeed advises Decision Makers to funny understand 
their data and seek further advice on the data should they 
need it [56]. The European Statistical System Committee. 
(2012). Quality Assurance Framework of the European Sta‑
tistical System also discusses how to ensure data quality [58] 
along with the Quality Assurance of Administrative Data 
(QAAD) framework. These frameworks are not recent and 
so stand testament to the existing emphasis on data quality.
Guidance and frameworks can also be derived from 
related areas for example in the UK government guidance on 
producing quality analysis for government, the AQuA book 
[40], and governmental recommendations for Business Criti‑
cal models. It is expected that a model would have a suite 
of robust supporting paperwork, the burden being higher 
for business critical models. This guidance was developed 
post the 2013 MacPherson Review [57] to ensure fit for pur‑
pose modelling and could easily be updated and developed 
for AI, particularly for those in high risk scenarios such as 
healthcare, along with recommendations from ethics com‑
mittees and, in particular, the House of Lords Committee 
on AI. Indeed, as stated earlier, frameworks for best practise 
data quality also exist and so, if already adhered to, should 
not provide further unnecessary burden [58]. Legislation for 
AI systems and mandated regulation, beyond that of data 
privacy and protection, is also beginning to occur. Most 
are addressing certain types of AI systems (such as Lethal 
Autonomous Weapons or self‑driving cars) though wider 
more general AI laws are beginning to be enacted in other 
countries [41].
2.5  Summary
It is evident that there is a significant body of literature 
to rely on to enable grant applicants to design proposals 
incorporating ethics‑by‑design in the same way as the more 
established protocols of privacy‑by‑design [42] and security‑
by‑design [43]. Yet, despite the amount of guidance it is still 
evident that there is a challenge in putting these frameworks 
and principles into practise, resulting in the many problems 
outlined in the introduction.
As there is a growing impetus in the governance and regu‑
lation of AI systems, including audits, there will be increas‑
ing accountability and indeed, liability for these system. 
This further increases the urgency to develop a future‑proof 
system of funding and supporting Trustworthy AI projects 
being developed now to avoid the harms and waste of funds 
that can occur.
3  The role of funders in promoting 
and ensuring trustworthy AI
There are many examples of AI systems being funded, 
developed and deployed that are not fit for purpose, unethi‑
cal, unfair, unsafe and further embedding discrimination in 
society. A key aspect of ethical AI is that of accountability 
and often the question is raised as to who should bear ulti‑
mate accountability and could potentially be held liable. It 
may be reasonable to predict that at some point, given the 
increasing number of challenged AI systems, that questions 
will be asked of those funding questionable projects. This 
is particularly relevant to funding using public funds and 
requirement to adhere to certain public standards.
This is illustrated, for example, by the UK Government 
Committee on Standards in Public Life report on Artificial 
Intelligence and Public Standards [44] which stated that:
“Explanations for decisions made by machine learning 
are important for public accountability. Explainable 
AI is a realistic and attainable goal for the public sec‑
tor – so long as public sector organisations and private 
companies prioritise public standards when they are 
designing and building AI systems”
And:
“By ensuring that AI is subject to appropriate safe‑
guards and regulations, the public can have confi‑
dence that new technologies will be used in a way that 
upholds the Seven Principles of Public Life6”.
6 Seven Principles of Public Life: honesty, integrity, openness, lead‑
ership, selflessness and accountability.
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Thus, there is a strong moral argument in that it is sim‑
ply the right thing to ensure the funding of trustworthy AI. 
As stated earlier grant funding often requires monitoring to 
ensure value for money and that funded proposals deliver the 
promised project. Funders therefore have a duty to ensure 
that AI projects are not untrustworthy thus causing harms 
and subject to litigation and withdrawal to prevent reputa‑
tional damage and financial waste.
The UK Parliament Select Committee on Artificial Intel‑
ligence has stated in its 2020 report “AI in the UK: No Room 
for Complacency” [45] that:
“There is a clear consensus that ethical AI is the only 
sustainable way forward. Now is the time to move the 
conversation from what are the ethics, to how to instil 
them in the development and deployment of AI sys‑
tems”
Hence it is now vital that across the AI lifecycle we need 
practical operational nudges that will simultaneously edu‑
cate the AI community7 and practically and immediately 
promote the development of trustworthy AI. One of the most 
influential ways to achieve this will be to address how AI is 
funded and how funding bodies manage the process.
In the coming sections we outline practical suggestions 
that would enable funding bodies to manage the implemen‑
tation of ethical funding of AI.
3.1  How operational ‘nudges’ can have a wide 
impact?
One of the solutions we propose in this paper is a simple 
adjustment to the application procedure which requires a 
Trustworthy AI Statement, in which applicants must outline 
their plans to ensure they follow an ethically aligned design 
approach. Whilst it could reasonably be questioned as to 
whether such a seemingly small alteration would genuinely 
cause a difference, there is evidence that small operational 
changes can have a great effect.
Tackling the lack of diversity in the workplace is a good 
example to illustrate how smaller ‘nudges’ can have an 
impact particularly as the lack of diversity within the tech‑
nology industry is often referred to root cause for why biased 
systems are developed and deployed before faults are spot‑
ted. This is an area despite many decades of initiatives and 
investment technology still lags significantly behind other 
sectors.
Given that many of the problems with AI systems can be 
traced to unconscious bias at all stages of the AI lifecycle it 
would therefore seem reasonable to suggest that developers 
undergo unconscious bias or implicit bias training. However, 
it is now known that unconscious bias training, or implicit 
bias training does not reduce bias, alter behaviour or change 
the workplace [46].
Iris Bohnet in her book ‘What works: gender equality by 
design’ [47] explains that it is easier to change procedures 
than people and that over time perceptions and opinions will 
begin to evolve and accept new ways of working. The book 
highlights the ineffectiveness of unconscious bias training 
and also how other diversity solutions such as programmes 
to ‘encourage women’ can actually often just place an extra 
focus and work burden on women. Such programmes avoid 
the real structural issues that have resulted in their exclusion 
in the first place.
One well known example of a small procedural change 
that did have significant effect is that of “blind” auditions 
for orchestras. The general consensus pre‑1970 was that 
men were better musicians than women and this explained 
the lack of representation of women in orchestras (only 5% 
were women). However, conducting auditions where the 
interviewers listened behind a screen, thus unaware of the 
gender of the musician, was effective in redressing this mis‑
conception and proved more effective than all unconscious 
bias training and mentoring in increasing the numbers of 
female musicians employed (to 35%). So, it is worth con‑
sidering similar operational and system changes that can 
be introduced in the funding requirements that could begin 
to address the problems experienced regarding AI devel‑
opment. No one singular change is enough but each small 
‘nudge’ when combined can produce great effect.
4  Case studies
Requiring ethical considerations is not an unusual expec‑
tation for grant awarding bodies, particularly those within 
the life science and medical fields. Indeed, any university‑
led research requiring human involvement requires ethical 
approval. Below are presented three case studies detailing 
approaches and methodologies for Ethics Oversight in terms 
of other aspects such as gender equality, ethics screening 
and management and formation of specific bioethics boards. 
The purpose of listing the case studies below is for general 
consideration of how similar structures could be adapted and 
applied to AI ethics grant management.
4.1  Case study 1: GCRF and Newton Fund Gender 
Equality Statement
An example of a simple approach to addressing ethical 
issues is the Gender Equality Statement required by the £1.5 
billion Global Challenges Research Fund (GCRF) and the 
£735 million Newton Fund managed in the UK by BEIS and 
7 The AI Community refers to all those involved in conceiving, fund‑
ing, procuring, developing, deploying and using the system.
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with a number of delivery partners including the UKRI and 
British Council. This fund builds research and innovation 
partnerships in partner countries to support their economic 
development and social welfare. As part of the application a 
Gender Equality Statement is required in which:
“applications must outline how they have taken mean‑
ingful yet proportionate consideration as to how the 
project will contribute to reducing gender inequalities 
in the Gender Equality Statement section of the appli‑
cation form”.
The statement is allocated a 3500‑character section on 
the application form and should be statement should be pro‑
ject specific, include the projects outputs and outcomes, the 
make‑up of the project team and all other stakeholders, and 
refer to the processes followed throughout the research pro‑
cess. It cannot be a re‑statement of the institution’s policy. If 
the question is considered not applicable, then the statement 
should explain why. Five criteria are listed in the application 
guidance:
• Have measures been put in place to ensure equal and 
meaningful opportunities for people of different genders 
to be involved throughout the project? This includes 
the development of the project, the participants in the 
research and innovation and the beneficiaries of the 
research and innovation.
• The expected impact of the project (benefits and losses) 
on people of different genders, both throughout the pro‑
ject and beyond.
• The impact on the relations between people of different 
genders and people of the same gender. For example, 
changing roles and responsibilities in households, soci‑
ety, economy, politics, power, etc.
• How any risks and unintended negative consequences on 
gender equality will be avoided or mitigated against, and 
monitored.
• Whether any relevant outcomes and outputs are being 
measured, with data disaggregated by age and gender 
(where disclosed).
Such weight is given to this section of the application 
that the application can be rejected if the project proposal 
is determined to have a negative impact on gender equal‑
ity or if there is insufficient consideration given within the 
statement.
As this grant is a broad‑based grant it also has a section 
for applicants to outline the Research Governance and Eth‑
ics for the project. This section is subdivided into 3 parts. 
Firstly, they require an outline of how applicants will ensure 
the activity will be carried out to the highest standards of 
ethics and research integrity (2000‑characters). Secondly, 
applicants are requested to outline the potential ethical, 
health and safety issues (2000‑characters). Finally, a sub‑
section asks if any of the proposed research involves human 
participation, human tissue, patient/participant data, animal 
research, genetic and biological risk, arms/military research 
(including dual‑use technologies). If the project does involve 
any of these aspects, then applicants are required to confirm 
they have obtained the necessary permission certificates.
4.2  Case study 2: Horizon 2020 ethical checklist
Horizon 2020 is a 79‑billion‑euro research and innovation 
fund running from 2014 to 2020 [48]. Its aims are “to ensure 
that Europe produces world‑class science”, “remove barriers 
to innovation” and “make it easier for public and private sec‑
tors to innovate together” to achieve global competitiveness, 
and to facilitate collaborative innovation so that new projects 
get off the ground quickly.
Ethics is viewed as an integral part of research from the 
initial conceptual stage to the finish. As such the Ethics 
Appraisal Procedure has been used to provide a framework 
for assessing and conducting an ethically‑aligned project, 
compliant with fundamental ethical principles. It includes an 
Ethics Review Procedure (which involves ethics screening 
and assessment) to be conducted before the project start and 
an Ethics Check and Audit during the implementation phase, 
summarised in the table below [49] (Table 2).
Table 2  Summary of ethics appraisal steps for the horizon 2020 grant fund
Activity Who? When? How?
Ethics self‑assessment Applicant Application phase Consideration of ethical issues 
of the proposal
Ethics pre‑screening/screening Ethics experts and/or 
qualified staff
Evaluation phase Review of application material
Ethics assessment (for proposals involving hESC or raising 
serious ethical issues: severe intervention on humans)
Ethics experts Evaluation/grant prepara‑
tion phase
Review of application material
Ethics check/audit Ethics experts Implementation phase Review of project deliv‑
erables/interview with 
applicants
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Applicants are required to complete an Ethics Self‑
Assessment by completion of an Ethics Issues table8 [50]. 
This is essentially a checklist of actions and list of required 
documentation. For example in Sect. 4 Protection of Per‑
sonal Data there is a section addressing profiling:
“‑ Does it involve profiling, systematic monitoring 
of individuals or processing of large scale of special 
categories of data, intrusive methods of data process‑
ing (such as, tracking, surveillance, audio and video 
recording, geolocation tracking etc.) or any other data 
processing operation that may result in high risk to 
the rights and freedoms of the research participants?”
Information that is requested for this is:
“1) Details of the methods used for tracking, surveil‑
lance or observation of participants.
2) Details of the methods used for profiling.
3) Risk assessment for the data processing activities.
4) How will harm be prevented and the rights of the 
research participants safeguarded? Explain.
5) Details on the procedures for informing the research 
participants about profiling, and its possible conse‑
quences and the protection measures.”
and documentation requires:
“1) Opinion of the data controller on the need for a 
data protection impact assessment (art.35 GDPR) (if 
relevant).”
In the further guidance the checklist states:
“Personal data must be processed in accordance with 
certain principles and conditions that aim to limit the 
negative impact on the persons concerned and ensure 
fairness, transparency and accountability of the data 
processing, data quality and confidentiality”.
Once the proposal has been submitted and considered for 
funding the proposal undergoes an Ethics Review. This con‑
sists of two phases, an initial Ethics Screening and then, if 
deemed needed after screening, an Ethics Assessment. This 
process involves independent ethics experts and qualified 
staff. The Ethics Review can result in ethics requirements 
being set as contractual obligations.
As an outcome of the Ethics Review a number of Eth‑
ics Requirements and an Ethics Work Package is produced. 
There are two types of Requirement, those for the grant 
preparation and then for the ongoing project. The Require‑
ments are included in the grant agreement as project ethics 
deliverables which are also placed in the work package. If 
the project breaches the ethics principles an Ethics Audit 
can occur. Audits can result in changes to the grant agree‑
ment and possibly reduction or termination of the grant 
arrangement.
4.3  Case study 3: MRC Ethics boards
The Medical Research Council (MRC) has a wide range 
of resources and guidance for researchers in response. One 
such development, in response to the advances in medicine 
and biology, is the Nuffield Council on Bioethics, founded 
in 1991. The purpose of the board is to act as an independent 
body that will “identify, examine and report on the ethical 
questions raised by the advances in biological and medical 
research” [51].
Board funding is currently provided by The Nuffield 
Foundation, the MRC and the Wellcome Trust. Member‑
ship consists of experts from a wide variety of specialisms, 
including lawyers, educators and philosophers as well as 
clinical practitioners, leading to a truly multi‑disciplinary 
approach to ethics. The committee provides support with 
policymaking and addressing public concerns.
In addition, the Ethics, Regulation and Public Involve‑
ment Committee (ERPIC) [52] also provides high level 
ethical oversight and guidance. ERPIC is a council of seven 
experts who advise on policy relating to a wide range of 
issues including ethics, legislation and regulation and mat‑
ters relating to research involving animals or human partici‑
pation (including personal information).
4.4  Summary
These examples demonstrate that it is possible to insert into 
an application an additional requirement for applicants to 
consider a particular ethical aspect. The onus is placed on 
the applicant to perform the research and find the expertise 
required to be informed of the specific ethical or govern‑
ance requirements, such as gender equality issues in case 
study 1. Case studies 2 and 3 outline a variety of manage‑
ment options where ethical compliance and advice can be 
provided by a range of qualified staff, experts and ethics 
boards. Transferring a similar approach to AI ethics would 
be feasible to do in a fashion similar to the example given.
5  Proposals
These proposals were developed in response to the repeated 
reporting of AI systems that were found to be discrimina‑
tory or found to not meet the general claims for the system. 
The lead author gathered a team of relevant experts to act as 
co‑authors of the proposals. The team includes a researcher 
with experience of grant‑writing and grant review panels, 
8 Not all sections of the checklist are relevant for all projects, with 
some sections addressing embryo and animal research for example.
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industry standards and AI ethics experts and representatives 
of a grant funding body.
The proposals primarily address competitive academic 
funding calls but it should be noted that such calls often are 
responded to by joint academic, public sector and/or indus‑
try teams that have an intended route to impact. Therefore, 
we recommend that all R&D funding calls relating to AI is 
subject to a specific trustworthiness assessment. This would 
take the form of describing how the proposal will address a 
stated ethical AI framework (either as required by the fund‑
ing body or chosen by the applicants if not previously speci‑
fied) and including details of their intended methods. This is 
outlined by proposal 1 by the insertion of a trustworthy AI 
statement section in application forms. It should be noted 
that although there are examples of ethics requirements by 
funding bodies that cover aspects of AI ethics principles, 
such as diversity and inclusion and data privacy, none are 
AI specific and address issues such as explainability of the 
entire AI system or fairness testing.
It should be stated that these proposals do assume that 
funders have a degree of accountability in terms of how they 
choose to direct funds, particularly if this is public money. 
Additionally, they also have the responsibility to provide 
the guidance and support to researchers to enable them to 
respond accordingly. This could be implemented by a simple 
change to current application forms and guidance (proposal 
1), the presence of an AI ethicist on review panels, and/or 
the constitution of Ethical AI Boards, that could nudge the 
AI field effectively towards ethical development. Hence, pro‑
posal 2 sets out suggestions for funding bodies to consider 
as to how they would govern this aspect.
Below we outline two key proposal (1) Introduction of a 
Trustworthy AI Statement and (2) formation of AI Ethics 
boards.
5.1  Proposal 1: introduction of a trustworthy AI 
statement
Hundreds of millions of pounds are offered each year to fund 
AI projects, not including private investment for start‑ups. 
Grant awarding bodies can step in at a fundamental stage of 
the most innovative aspects of AI development. Requiring 
applicants to outline the ethical considerations relevant to 
their project proposal will provide the opportunity for fund‑
ing bodies, researchers and developers a point of reflection 
and the opportunity to identify and mitigate potential prob‑
lems or harms at the outset.
Criteria can be assessed against existing standards such as 
aqua/GSS standards/European standards as mentioned previ‑
ously, e.g., the ALTAI self‑assessment toolkit and outlined 
in accompanying guidance for the grant call. It would be 
expected that sufficient expertise would be present in the 
review panel to assess the application.
Here we provide a suggested example of such a require‑
ment and the outline guidance that can be made available.
5.2  Sample trustworthy AI statement
Applicants are required to consider the potential negative 
impacts of their proposed system and to mitigate for poten‑
tial harms.
Applicants must outline in the Trustworthy AI Statement 
section of the application form how they have taken mean‑
ingful action to ensure the AI project aligns with the princi‑
ples of ethical and responsible AI design.
The consideration and actions should be specific to the 
project including justification for the research question; the 
management of data; the make‑up of the project team; the 
identification and make‑up of stakeholders, beneficiaries and 
groups at risk of bias; the outputs, outcomes and processes 
to be followed throughout the research programme and plans 
for deployment. It should not be a re‑statement of general 
policies, though these can be referenced with descriptions 
as to how the policy will be implemented in the context of 
the proposed project. Diagrams such as risk matrices with 
mitigations can be included.
The Trustworthy AI Statement must address the follow‑
ing criteria unless a justification is made why a particular 
criterion is not applicable.
Criteria:
• Justify why AI is the right approach to the problem they 
are trying to address
• Have measures in place to ensure equal and meaning‑
ful opportunities for people from diverse backgrounds, 
particularly those known to be under‑represented such as 
women, people of colour and people living with a dis‑
ability, to be involved throughout the  project.
• The expected impact of the project (benefits and losses) 
between diverse groups, considering intersectional‑
ity; consideration of long term consequences and the 
approach to managing risks regarding the impact that 
the technology might have
• Data set quality control Consideration and documenta‑
tion regarding the provenance of data used, any privacy 
risks and associated mitigations, data diversity and rep‑
resentativeness and data security measures.
• Consideration of algorithmic bias and explanations for 
metrics and fairness tests use plus details of mitigations 
for any identified bias and future monitoring and whistle‑
blower protections.
• Outline how the system will incorporate an Explainable 
AI approach, avoiding scenarios where the behaviour of 
a system cannot be explained, after that fact. This is par‑
ticularly important for projects deemed high impact for 
example health algorithms. Any use of a system which 
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is not explainable should have a full justification in the 
context of the rights and freedoms of stakeholders.
• Transparency statement for the project including com‑
mitment to disaggregate data and metrics by gender, age 
and race.
• Clear governance around the development and adoption 
of the technology
The “insert name of grant award body” reserves the right 
to reject the application if no Trustworthy AI statement is 
made or if the proposal is assessed to result in an unfair 
outcome on different groups.
Resources to aid applicants can be found here “add link 
to a website/webpage with list of resources/Ethics checklist”
5.3  Proposal 2: management and monitoring 
by funding bodies
The following are proposals for the management and moni‑
toring of the grants. Many such proposals have parallels in 
other fields, such as bioethics for example, so operational 
procedures for instituting these proposals have precedence 
in some cases:
5.4  Management of grant funding
Each stage of the funding process provides an opportunity 
to encourage the funding of trustworthy AI. For each fund‑
ing body, depending on their sector or discipline, different 
criteria may be necessary to understand the impacts of the 
proposal. However, funding bodies within sectors may con‑
sider adopting a common approach that can be tailored as 
necessary to facilitate collaboration between funders and 
reduce the burden for researchers to understand and address 
the principles of trustworthy AI.
During the funding call:
• Funding bodies support applicants by providing 
resources, or links to resources that will aid the applicant 
in considering how to design ethical AI.
• Provide a call specific or general “Ethical AI Checklist” 
similar to Horizon 2020 Ethics Checklist for project leads 
to complete, with full cooperation and sponsorship from 
partner applicants where appropriate.
During selection:
• Review panels should be diverse (as is current practice).
• A review panel should have suitable skills at all stages 
of the grant approval process to assess the trustworthy 
statement of application. This is particularly important 
to provide explanations of reasons for rejection based on 
inadequate ethical AI statements. This potentially could 
follow the format of PPIE feedback on panels as it cannot 
be expected all participants are knowledgeable. However, 
it is recommended that review panels themselves receive 
some training or guidance on this aspect of the proposal.
After funds have been awarded:
• Post‑funding management of the funded projects should 
require review of the adherence to the trustworthy state‑
ment by grant managers.
5.5  Trustworthy AI boards
• Establish a Trustworthy AI board within (internal) or 
across funding organisations.
• The board could take on a role in provide resources (as 
suggested above) and advising on call specific guidance 
and checklists.
• The board could provide an avenue for safe whistleblow‑
ing should any person involved in the project have res‑
ervations regarding the nature, risks and harms of the 
projects going forward.
• Boards could provide expert feedback on proposals dur‑
ing the shortlisting phase with recommendations and 
feedback or provide representatives to sit on review pan‑
els as experts.
• A trustworthy AI board could play a role in support‑
ing fund managers in ongoing monitoring of projects to 
ensure they do not diverge from original intent and could 
assess outcomes.
• A high level independent board could provide guidance 
on policy, arising issues and maintain an overview of the 
guidance offered by the funding organization. A similar 
structure exists for example within the MRC with the 
Ethics, regulation and public involvement committee. 
Other examples of high level boards could be the Nuffield 
Council on Bioethics. There are pre‑existing organisa‑
tions that could adapt to a similar role or aid the estab‑
lishment of such a body. Such a group could liaise with 
the Standards and regulatory organisations.
6  Discussion
The overall approach for proposal 1 is ‘Keep It Simple’ in 
that it asks for a short section of free text, as opposed to an 
extensive and complex checklist. This is a core strength as 
it means that the process is flexible, scalable and, crucially, 
easy to implement and assess for impact. It aids the applicant 
in terms of allowing project specific design and inclusion of 
risk matrices for example and avoids the need for a compli‑
cated, integrated approach to ensure that ethical adherence is 
highlighted in all work streams. Likewise, it also simplifies 
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the review process for the review panel, particularly if spe‑
cialists are not available. By collating the proposed methods 
for ensuring the project follows ethical AI principles in one 
statement it makes it easier for the reviewers to understand 
and check compliance with their requirements and guidance.
The expectation is that the funding body will provide call 
specific guidance regarding the expected requirements for 
ethical design of the proposed AI systems. The funding body 
may choose to specify an ethical framework that is sector 
and/or country specific or allow free choice to the applicants 
to state the framework they intend to work towards. This 
allows for scaling of the proposal to wider national/interna‑
tional levels. By not specifying a rigid framework we allow 
for a flexible, adaptable solution that we believe provides a 
sustainable approach to governance.
Whilst we feel this is a strength of the proposal, and 
makes the process less onerous for applicants, a limitation 
may be that funding bodies themselves will require expert 
support and guidance as to how to design such guidance. 
This concern led to the development of proposal 2 which 
includes the utilisation of AI ethics experts as advisors in 
design of grant calls and on review panels. We also argue 
that though our proposals maybe seen as a ‘top down’ 
approach, particular with regards to proposal 2, there is 
the opportunity to inform and educate in both directions—
requiring the grant review bodies and reviewers to under‑
stand the process as well as the applicants, who may indeed 
be the experts. This will therefore influence funders to con‑
sider the trustworthy aspects of their calls, to be cognizant 
of the risks and gather feedback to direct future investment 
in of AI that has endeavoured to be trustworthy.
Likewise, there is a limitation in terms of applicants who 
are not fully informed of the principles for ‘ethics‑by‑design’ 
and for organisations ethics panels, as is standard in uni‑
versities and growing in industry, to also fully understand 
these principles alongside their RRI (responsible research 
and innovation) frameworks. We recognise that this maybe 
a difficult hurdle but it is also a core reason why the propos‑
als have been posited. It is hard to educate people who are 
unaware of the need or value of adhering to such principles. 
With regards to university ethics boards this is an area that 
universities will need to consider in their ethical approval 
and However, it is normal in developing a grant call to col‑
late a team of experts that can either take responsibility of 
set work packages e.g. ethical governance and stakeholder 
engagement, in much the same way health calls have nomi‑
nated PPIE leads. Likewise, organisation ethics boards can 
also utilise such expert support, as is currently the practise 
for example with EDI involvement. Hence, we feel this is 
not an insurmountable obstacle and that by focussing on the 
funding stream the proposals offer a driver for faster adop‑
tion of ethics‑by‑design approaches outside of any regula‑
tory requirements that maybe forthcoming.
Should a grant funder opt to implement proposal 1 we 
anticipate that the short‑term implication will be an adjust‑
ment in the focus of the proposals put forward to meaning‑
fully attempt to address ethics‑by design. It will also alter the 
discussions and grading of grant proposals and potentially 
direct funding to projects that aim to be ethical and sustain‑
able. This low cost, easy to implement proposal may indeed 
be as far as the proposals develop, which is a risk. Another 
concern is that the proposal could become opaque enough 
that it risks ‘ethics‑washing’ proposals. However, we do feel 
that even this alone will at least enable auditable trails to be 
created as well as points of reflection and that in the longer‑
term this could become less of an issue as governance and 
tools are refined.
Additionally, we appreciate that Proposal 1 may initially 
cause difficulties for grant applicants such as university 
researchers and collaborating industry partners who are 
not au‑fait with the wider aspects of developing trustwor‑
thy AI. This may inhibit them from applying or indeed re‑
direct their funding applications to calls that do not have this 
requirement. However, it is important to note that these pro‑
posals would exist within a wider developing infrastructure 
of AI governance, including the strong likelihood of relevant 
regulation, as well as sector guidelines and the growth of AI 
standards, auditing and certification. As it is much harder to 
retro fit an AI system to adhere to ethical design principles 
the common sense approach would be to build from concept 
and design correctly first.
In the medium term we believe, as familiarity and accept‑
ance increases, we would see the practice spread and more 
funding bodies to develop an established infrastructure of 
expertise and governance to support researchers. We view 
that proposal 2 will start to be developed at this point in indi‑
vidual funding organisations or even, if there were to be high 
level buy in, as a singular governing body akin to bioethics 
boards. We understand that there is a significant cost impli‑
cation for the development of proposal 2. However, there are 
in existence several organisations that can offer support and 
help design frameworks and formation of governance and 
advisory boards (e.g. in the UK there is the Ada Lovelace 
Institute, Turing Institute and the Centre for Data Ethics and 
Innovation). Hence, in the medium term we feel the impact 
could be that more calls would enact the proposals and the 
process begins to become an accepted norm and a backbone 
of ethical support is provided for both funding bodies and 
researchers.
We anticipate that in sectors that are highly sensitive to 
the impact of biased algorithms such as medicine that inno‑
vative solutions that provide detailed auditable documenta‑
tion to outline the trustworthiness and planned governance 
of the system will have a competitive advantage over others. 
This will then tie in with the array of procurement guide‑
lines for AI that require ethics adherence and so smooth 
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the transition of ethical innovation from concept, through 
funding to development, procurement and deployment, with 
ongoing governance. As such, any resistance will need to 
adjust to respond to market forces and of course to any leg‑
islation coming forward.
In the longer term, whilst we accept this is not a singular 
cure‑all we will see more responsible development and, as 
the flow of money is affected by these proposals, greater 
investment directed to the ethical design for trustworthy AI 
projects. Likewise, as the field develops researchers, devel‑
opers and funding body representatives will become better 
educated on the requirements for the development of trust‑
worthy AI.
7  Future work
The proposals will be open for review in a stakeholder work‑
shop with participants from funding bodies and academics. 
Feedback from the stakeholder workshop will be used to 
modify the proposals and to produce an impact analysis to 
consider issues raised and proposed mitigations.
Should a funding body choose to introduce the Trust‑
worthy Statement (or a version of it) then it is proposed 
that the impact should be evaluated. Future research would 
entail a meta‑analysis of the funding of AI projects prior to 
implementation of the statement and afterwards. This would 
determine if there were any substantive changes in the types 
of projects funded, the make‑up of the research teams and 
styles of application. It would also pick out which features of 
the guidance are enacted, and which do not gain traction. As 
an adjunct to this it would be pertinent to survey current AI 
grant award panels for their own knowledge of Trustworthy 
AI requirements, views of current projects and application 
procedures and opinion ex‑ante of the proposal. Post‑hoc, 
it is proposed that applicants would be surveyed as to their 
own response to the requirement and how it altered, if at all, 
attitudes, plans and design of projects. Feedback from the 
funding organization itself would also be elicited in terms 
of how the ongoing monitoring of funded projects was man‑
aged and any issues therein.
The sharing of quantitative and qualitative themes from 
successful funding applications can help provide use cases 
to drive international work to standardise methods, metrics 
and techniques. We encourage standards bodies and funding 
bodies to create liaisons to build this feedback loop.
8  Conclusion
The purpose of this report is to address the continuing issues 
that have been seen due to AI being improperly developed 
and deployed, often leading to harm on individuals and 
society. We propose that funding bodies incorporate the 
requirement for trustworthy AI statements in their applica‑
tion procedure. This process will have a two‑fold aim of 
educating funding applicants as to the importance and pro‑
cesses for developing Trustworthy AI systems and hopefully 
ensuring only those systems that have addressed issues such 
as bias for example are funded. We have outlined a simple 
structure and guidance of such a statement that could be 
modified to suit sector specific requirements.
The overarching outcome would be to have a significant 
change in the education of researchers in AI Ethics and thus 
produce research for which risks and harms have been miti‑
gated against. Not only would this prevent harms to individ‑
uals, groups and communities caused by poorly developed 
and biased AI systems but also prevents large amounts of 
funding to be wasted on projects that eventually need to be 
withdrawn. 
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