For stochastic affine periodic systems, we establish a law of large numbers including Halanay-type criterion and a LaSalle-type stationary oscillation principle to obtain the existence and stability of affine periodic solutions in distribution. As applications, we show the existence and asymptotic stability of stochastic affine periodic solutions in distribution via Lyapunov's method.
Introduction
In this paper, we consider following stochastic differential equation dX(t) = f (t, X(t))dt + g(t, X(t))dW (t), (1.1) where {W (t)} is an m-dimensional standard Brownian motion. This system is called a stochastic (Q, T )-affine periodic system if functions f : R + × R l → R l and g : R + × R l → R l×m are Borel-measurable with the following (Q, T )-affine periodicity f (t + T, x) = Qf (t, Q −1 x), g(t + T, x) = Qg(t, Q −1 x), (1.2) for some invertible affine matrix Q ∈ R l×l , period T > 0 and all t ∈ R + , x ∈ R l . When Q is an orthogonal matrix, (1.1) can describe some models such as rigid body rotation under stochastic perturbation.
The probability density p : R + × R l → R + for the solution X of equation (1.1) satisfies a Fokker-Planck equation
3) where ⊤ represents transpose. Moreover, this probability density is called a (Q, T )-affine periodic solution of equation (1.3) provided that for all (t, x) ∈ R + × R l , p(t + T, x) = p(t, Q −1 x).
(1.4)
The solution X of (1.1) is called a (Q, T )-affine periodic solution if its probability density satisfies condition (1.4) . In present paper, we touch affine periodic phenomena under stochastic perturbation. Periodic phenomena have already been observed since Kepler and Newton's time when they studied orbits of planets in solar system. Yet, the definition of periodic solutions was first introduced by H. Poincaré in his famous works [34, 35, 36] . Since then, the existence of periodic solutions is the central topic of dynamical systems all along. For a deterministic periodic differential equation (i.e. Q = I l where I l is an l-dimensional identity matrix and g ≡ 0), namely, x ′ (t) = f (t, x(t)), (1.5)
Massera [30] showed that for 2-dimensional ordinary differential equations, the boundedness of solutions is sufficient to obtain the existence of periodic solutions. As is well known, the boundedness of solutions fails the sufficiency for higher dimensions until Halanay posed the following criterion [12] lim t→+∞ (x(t + T ) − x(t)) = 0, which leads to the existence of periodic solutions. Under some general hypotheses, this condition can be changed to another criterion by LaSalle stationary oscillation principle [26] . That is, there exists a continuous function a : R + → R + \{0} satisfying lim t→∞ a(t)=0, such that |x(t) − y(t)| ≤ a(t)|x 0 − y 0 | for all t ≥ 0, where x and y are solutions of (1.5) started from x 0 and y 0 respectively.
The development of thermodynamics in the 20th century contributes to the research of stochastic dynamical systems. After A. Einstein, A. D. Fokker, M. Planck and A. Kolmogorov's works [8, 10, 37, 23] , Fokker-Planck equation is applied to describe the distribution state of diffusion. Based on the construction of random walk and Wiener process, stochastic calculus is established by Itô [19] , Stratonovich [40] and Maliavin [31] et al.. The theory of stochastic differential equations has been concerned gradually.
It is a natural question whether the system admits a periodic solution after a random perturbation. Among all others, recurrence is a respectively rough concept to describe the "periodicity" of stochastic processes. The definition of recurrence for stochastic processes was introduced by A. Kolmogorov [24] , which concerns the probability and the frequency of that the diffusion particle returns to a certain state. Limited by the lack of analysis tools, numerous works, such as [13, 15, 16, 17, 18, 1] , are devoted to recurrence and stationary measure.
However, it is more difficult to study other better recurrence, e.g. stochastic periodicity. Although there has been some works (we refer to [5, 22, 6, 9] ), this topic is still thought to be a challenging problem. On one hand, for any fixed time, the point on the orbit of the solution in deterministic system becomes a random variable in stochastic system. Point-wise equivalence of two adjacent states between a period cannot display the diffusion of the process. This makes us to consider some macro periodicity, like in the sense of distribution. On the other hand, the space of stochastic processes is non compact. It is necessary to find effective analysis tools. So far, besides Banach's fixed point theorem, almost all other fixed point theorems do not work on stochastic periodicity.
Recently, some breakthroughs have been made on this issue. Z. Liu and W. Wang [27] obtained the existence of stochastic almost periodic solutions in distribution by Favard separation method. F. Chen el at. [3] surmounted the difficulty of convergence by Skorokhod theorems [39] and gave a weak Halanay type criterion to get the existence of periodic solutions for stochastic differential equations in the sense of distribution. This criterion can be regarded as a law of large numbers for periodic stochastic systems. They also obtained the existence and asymptotic stability of periodic solutions in distributions via Lyapunov's method. M. Ji el at. [20] studied existence of periodic solutions in distribution for stochastic differential equations with irregular coefficients. For deterministic system (1.5), another special kind of recurrence, affine periodicity, is stepping into the field of researchers. In such systems, f satisfying (1.2) is an affine periodic function, where geometry similarity is taken into account. The affine periodic systems contain several special cases, such as periodic systems (Q = I l ), anti-periodic systems (Q = −I l ) and rotation periodic systems (Q ∈ O(l)), which are discussed in many literatures like [44, 11, 29, 2] . For general affine matrix Q, Y. Li et al. [4, 25, 32, 42, 43, 45] obtained the existence of affine-periodic solutions for several kinds of deterministic affine-periodic systems.
Similar to the periodic case, it is also interesting to checkout the preservation of the affine-periodicity for deterministic affine-periodic systems after a random perturbation. The present paper is devoted to obtaining the existence of stochas-tic affine-periodic solutions for equation (1.1) . The definition of such solutions is in the sense of distribution. Unlike the convergence results in Skorokhod theorems, we also adopt Theorem 3.1 in [27] which displays uniform convergence in distribution of solutions for a sequence of stochastic differential equations. Applying the techniques of Prohorov's theorem [38] and Arzela-Ascoli theorem (Theorem 7.17 in [21] ), the convergence is uniform on any compact intervals of R + , where the uniformly boundedness in mean square of the solutions is necessary. Since that the construction of the solution in our paper can be concentrated on [0, T ], the uniformly boundedness on this interval is implied by the boundedness of initial state. Thus, we rewrite this theorem in a local version. By this convergence result, we get the existence of stochastic affine-periodic solutions in distribution where the boundedness condition in [3] is weakened and a weaker Halanay type criterion is given. We call it a law of large numbers on periodicity. We also get a stochastic version of LaSalle's stationary oscillation principle by constructing Poincaré map for probability density functions of the solutions of (1.1). As applications, the existence and asymptotic stability of stochastic affine-periodic solutions are obtained via Lyapunov's method [28] , which is a classical technique in dynamical system. Here, the stability is in the sense of mean square and distribution. Now we can conclude that some basic and effective criteria have been established for the existence of stochastic affine periodic solutions in distribution.
The rest of this paper is organized as follows. In Section 2, we give some preliminaries. We introduce the notations in our paper and the definitions of related concepts. Some results of convergence are also stated in this section. In Section 3, we first list some reasonable hypotheses. We show the existence and asymptotic stability of stochastic affine-periodic solutions in distribution under these conditions, which are law of large numbers on affine periodicity and LaSalle's type principle. These are our main results in this paper. In Section 4, we illustrate our results by some applications via Lyapunov's method and an example.
Preliminary
In this section, we give the notations and definitions used in this paper. Some useful results on convergence are also stated.
Notations and definitions
Throughout this paper, we use the following notations.
(Ω, F , P) probability space with sample space Ω, filtration F and natural probability measure P
set of Borel probability measures of random variables in
X ξ solution of (1.1) with initial state ξ which is omitted if there is no ambiguity in context p ξ probability density of random variable ξ p X ξ (t) probability density of stochastic process X ξ at t
• statistics in probability space (Ω,F ,P) different from (Ω, F , P) We continue to use the definitions in [3, 27] for the norms of Lipschitz continuous real-valued function h on R l , distance between measures µ and ν in P(R l ) and the norm of random variables and stochastic processes,
Similar to the definitions of periodicity in distribution and stochastic periodic solutions in distribution in [3] , the definitions of (Q, T )-affine periodicity in distribution and stochastic (Q, T )-affine periodic solutions in distribution are given as follows for some invertible affine matrix Q and period T .
Using notation " d = == =" to represent the equality in distribution of two stochastic processes or random variables, X ξ is (Q, T )-affine periodic in distribution means that
Definition 2.2. The solution X ξ of stochastic differential equation (1.1) with f and g being (Q, T )-affine periodic (satisfying (1.2)) is said to be a (Q, T )-affine periodic solution in distribution provided that the conditions below hold.
(C2) There exists a stochastic processW , which has the same distribution with
Definition 2.3. The solution X ξ of (1.1) is said to be a mean square asymptotically stable (Q, T )-affine periodic solution in distribution provided that it is a (Q, T )-affine periodic solution of (1.1) in distribution and (C3) X ξ is asymptotically stable in mean square. That is,
where η is any other initial state.
Definition 2.4. The solution X ξ of (1.1) is said to be an asymptotically stable (Q, T )-affine periodic solution in distribution provided that it is a (Q, T )-affine periodic solution of (1.1) in distribution and
We also need to use the definitions below in this paper. Definition 2.5. A sequence of measures {µ n } ⊂ P(R l ) is said to be weakly convergent to a measure µ provided that for every continuous bounded function
If a sequence of measures {µ n } ⊂ P(R l ) is weakly convergent to a measure µ and a sequence of stochastic processes {Y n } is convergent in distribution to a stochastic process Y , we use the following notations.
Convergence of random variables and stochastic processes
The results of weakly compactness for stochastic processes are also important in our discussion. Two basic results which were given by Skorokhod [39] are stated here.
is weakly convergent as n → ∞ and the sequence of {Y n } ∞ n=1 is uniformly stochastic continuous, that is,
Then a sequence of stochastic processes {Ỹ n } ∞ n=1 can be constructed in another probability space (Ω,F ,P) such that
(ii) The finite-dimensional distributions of the processes Y n andỸ n coincide for n > 0.
Lemma 2.2. Assume that the sequence of stochastic processes
is uniformly stochastic continuous (satisfying condition (2.8)) and uniformly bounded in probability, that is,
with weakly convergent finitedimensional distributions.
We also need a local version of Theorem 3.1 in [27] , which is stated as a following theorem.
Theorem 2.1. Consider the following stochastic differential equations
where f, g are as outlined above satisfying linear growth condition and global Lipschitz condition. {W n } are identical distributed Brownian motions. ξ n is a sequence of random variables in L 2 (P, R l ). Moreover, assume that there is a common r 0 > 0 such that for all n = 1, 2, . . ., X ξn 2,[0,T ] ≤ r 0 , where · 2,I is defined as above. Then there exists a subsequence of {X ξn } (still denoted by {X ξn }) such that
Proof. Linear growth condition and global Lipschitz condition lead to the wellposedness of the strong solution for (1.1), which implies the weak uniqueness. Thus, X ξn shares the same distribution with stochastic process Y n , which is the solution of the following equation
where B is identical distributed with {W n }.
Hence, the result is obtained by following the proof of Theorem 3.1 on [0, T ] in [27] .
Finally, a Gronwall-type inequality is cited below which is useful in our example. Lemma 2.3. (Theorem 11 (i) in [7] ) Suppose x and K are continuous. Functions A and B are Riemann integrable functions on [t 1 , t 2 ] with B and K nonnegative. If
3 A law of large numbers and LaSalle principle for (Q, T )-affine periodic solutions
Hypotheses
For stochastic differential equation (1.1) and the diffusion process X ξ satisfying this equation, some reasonable assumptions are stated below.
(H1) The drift coefficient f and diffusion coefficient g satisfy the linear growth condition. Namely, there exists a positive constant G such that
(H2) The drift coefficient f and diffusion coefficient g satisfy the Lipschitz condition
where
(H3) X ξ satisfies a (Q, T )-affine periodic boundedness condition
for all n ≥ 0, where C is a positive constant independent of n.
(H4) For the stochastic processes {Q −n X ξ } ∞ n=0 , the probability density p Q −n X ξ (·) with respect to each Q −n X for n = 1, 2, . . . satisfies condition
where {n k } is a sequence of integers tending to +∞. Remark 3.2. The dominated boundedness Condition (4) in [3] that there exists an L 2 functionL such that
for Q = I l is changed to (H3), which is much weaker. In fact, (3.14) is too strong to be within reach for most solutions of (1.1).
Remark 3.3. (H4) is a weak stochastic affine-periodic version of Halanay's criterion. Note that when g ≡ 0, (3.13) becomes
Our result below show that under this affine-periodic averaging condition, the deterministic affine-periodic system admits an affine-periodic solution. (3.13) can also be regarded as a law of large numbers with geometry structure.
Remark 3.4. Condition (3.13) seems difficult to be verified. Since convergence in mean square implies convergence in distribution, we provide a following stronger condition, which can be regarded as a Bernoulli type law of large numbers on stochastic periodicity.
where {n k } are as above.
Existence of stochastic affine-periodic solutions
Now we can state our first result which is a criterion on the existence of (Q, T )-affine periodic solutions in distribution for stochastic differential equation (1.1). Proof. The well-posedness of (1.1) is insured by (H1)-(H2). Let X η be the solution satisfying the assumptions above. We tend to construct a (Q, T )-affine periodic solution in distribution of (1.1).
Step 1: Construct possible initial random variable. Given a random variable ξ k independent of W and η such that
for each k ∈ Z + , we define a sequence of stochastic processes 16) where the law of stochastic process
coincides with the law of W (t). Moreover, one can verify that 17) by replacing N to ξ k for any fixed k = 0, 1, . . .. Namely, {W ξ k } are different Brownian motions in (Ω, F , P) and {(Y k , W ξ k )} are solutions of (1.1).
Because of the independence between ξ k and W , we have
for any Borel set A ⊂ R l . Thus by Chebyshev's inequality and affine-periodic boundedness condition (H3), we have
Taking Y k (0) as a stochastic process (constant in time), (2.9) is fulfilled with the estimation above and (2.8) is trivial. By Lemmas 2.1 and 2.2, there is another probability space (Ω,F ,P) such that • This new sequence contains a subsequence {Ỹ n k ,0 } satisfyingỸ n k ,0 d − − →Ỹ 0 as k → ∞, whereỸ 0 is a random variable in (Ω,F ,P).
Step 2: Verify that there is a subsequence of
By Cauchy-Schwartz inequality, Itô isometry and linear growth condition (3.10), we have for all k ∈ N + ,
Hence, by Gronwall's inequality and (H3), it holds that
uniformly with respect to k and on [0, T ]. That is, there exists a positive constant r 0 = 3e
By Theorem 2.1, this at once leads to that there is a subsequence of {Y n k } (still denoted by {Y n k }) and a weak solution (Z, W ) of (1.1) such that
Step 3: Show that Z is the desired solution.
To show that Z is a (Q, T )-affine periodic solution in distribution of (1.1), we only need to verify that
By the definitions of {Y k } ∞ k=0 and assumption (H4), we have
This leads to that
, which means that the condition (C1) in Definition 2.2 holds.
Furthermore, (Q −1 Z(·+T ),W ) is also a solution of (1.1) withW = W 1 , a.e. by the (Q, T )-affine periodicity of f and g. This leads to the condition (C2) in Definition 2.2.
Then Z is a (Q, T )-affine periodic solution in distribution of equation (1.1). The proof is completed.
Changing Condition (H4) to (H4)', we also have a result below. Since convergence in mean square implies convergence in distribution, the proof is omitted.
Corollary 3.1. Assume that f and g are continuous and (Q, T )-affine periodic functions satisfying assumptions (H1)-(H3) and (H4)'. Then there exists an L 2 -bounded (Q, T )-affine periodic solution in distribution of (1.1).
LaSalle type stationary principle for stochastic differential equations
The rest of this section is devoted to a LaSalle's type principle for stochastic (Q, T )-affine periodic systems. First, a useful formula is stated below.
Lemma 3.1. If X ξ is a solution of (Q, T )-affine periodic system (1.1) and conditions (H1)-(H2) are satisfied, then
for all k ∈ N and ξ ∈ L 2 (P, R l ).
Proof. Since X is a solution of (1.1) starting from ξ, we have
where {W k } are as above.
is a weak solution of (1.1) with initial state Q −k X ξ (kT ). By the uniqueness of weak solutions, we have
Now we can state our result.
Theorem 3.2. Assume that (1.1) is a (Q, T )-affine periodic system where Q ∈ O(n). Continuous functions f and g satisfy conditions (H1)-(H2). Moreover, assume that (H5) there is a continuous function a : R + → R + \{0} with r := lim k→∞ a(kT ) < 1 such that for any solutions X ξ1 and X ξ2 of (1.1),
Then (1.1) has a unique asymptotically stable (Q, T )-affine periodic solution in distribution where the uniqueness is in the sense of distribution.
Proof. We still begin with the construction of initial state. The strong wellposedness of (1.1) with any initial state ξ ∈ L 2 (P, R l ) is ensured by (H1)-(H2).
We define this strong solution by X ξ . Now we can introduce the Poincaré map P :
By the weak uniqueness of solutions for (1.1), P is well-defined.
We claim that for all k ∈ N,
We prove this claim by induction. For k = 0 and k = 1, (3.22) is obtained by the definition of P . Assume that (3.22) holds for k − 1 ∈ N, we still need to show that (3.22) holds for k. By the weak uniqueness of the solutions for (1.1) and the induction hypothesis, we have
By (3.20) we have
Thus,
By induction, (3.22) holds for all k ∈ N. By the definition of r, there exist a k 0 ∈ N and a constant r 1 ∈ (r, 1) such that for all k ≥ k 0 , a(kT ) ≤ r 1 .
Thus, by condition (3.21) we have
. This means that P is an r 1 -contraction map of order k 0 . Thus, by contraction mapping fixed point theorem, P has a unique fixed point p * ∈ P 2 (R l ). Moreover, we can find a random variable ξ 0 ∈ L 2 (P, R l ) such that p ξ0 = p * . Thus, we have that
Furthermore, (3.22) leads to that
This means that conditions (H3) and (H4) are fulfilled. Together with (H1) and (H2), Equation (1.1) has a unique (Q, T )-affine periodic solution in distribution which is X ξ0 by Theorem 3.1. It remains to show that X ξ0 is asymptotically stable in distribution. Let µ ∈ L 2 (P, R l ). Then (H1)-(H2) ensure that X µ is a strong solution of (1.1). Now we show that
To this end, we only need the following estimate. That is, for all t ≥ 0 and
By (3.20) and (3.21), we have
Hence, (3.24) holds for m = 1 and any t ∈ R + . Repeating this estimation, we have such that for any solutions X ξ1 and X ξ2 of (1.1), 25) where ξ 1 and ξ 2 are as in (H5).
Different from Corollary 3.1, it is not so trivial as it seems to obtain (H5) from (H5)'. However, (H5)' implies (H3)-(H4) by compressibility in mean square. The proof is based on relations between different kinds of convergence of random variables, which we would not repeat here. For more details, we refer to theorems in Section 2 of [41] , where rigorous proofs are displayed. Similar to the discussion in [3], Lyapunov's method is also available in case that Q ∈ O(n). In fact, a criterion on existence of mean square asymptotically stable (Q, T )-affine periodic solutions of (1.1) is given as follows. (H6) There exist positive constants A and B such that,
(H7) There exists a function α : R + → R locally integrable and so that t → ∞ implies t 0 α(s)ds → −∞ as t → ∞ such that
where Then there exists a unique mean square asymptotically stable (Q, T )-affine periodic solution in distribution of (1.1).
Proof. Firstly, we show that there exists a unique (Q, T )-affine periodic solution of (1.1). Let X ξ be a solution of (1.1) with initial value ξ ∈ L 2 (P, R l ). Let X k (t) = Q −k X ξ (t + kT ) a.s. where k ∈ N. From (3.16) we know that there is a probability space (Ω,F ,P) and a Brownian motionW such that {X k } are the solutions of the following stochastic differential equations
Define an auxiliary stochastic process Y as follows.
By Itô formula, we have
Thus assumption (H7) leads to that
Note that
Hence assumptions (H6) and (H7) imply that
That is, for any ǫ > 0, there is a k 0 = k 0 (ǫ) ∈ N such that k ≥ k 0 implies that 27) uniformly on t ∈ R + . By (H6), we have
for all t ≥ 0. This shows that (H3) holds. Moreover,
} is convergent to 0 in mean square, which implies the convergence of this sequence in probability and distribution by Chebyshev's inequality. Namely, (H4) is also satisfied. Thus, there exists a (Q, T )-affine periodic solution Z of (1.1) in distribution by Theorem 3.1.
Next we show that Z is asymptotically stable in mean square as t → ∞, which also leads to the uniqueness of Z. Repeating the estimate above, for any other solution Z 1 of (1.1), we have for any given ǫ > 0, 28) when t is large enough. Thus,
This completes the proof of Theorem 4.1.
Remark 4.1. Condition (H6) is a little bit different from Condition (i) of Theorem 1.3 in [3] . In fact, function a in [3] should be required as a convex function, which keeps the direction of inequalities in (4.27). We correct this error here. To simplify the requirement of Lyapunov functions, linear functions A and B are adopted in our theorem.
For Theorem 3.2, we also have following result. 
for any t ∈ R + and x, y ∈ R l .
Then (1.1) admits a unique asymptotically stable (Q, T )-affine periodic solution in distribution.
Proof. Define function V :
Then V (t, x) is positive definite on R l for all t ≥ 0. Hence, by mean value theorem,
Thus, by Itô's formula and the calculation in Theorem 4.1,
Therefore,
Given any t ∈ R + , there must be a k ∈ N such that t ∈ [kT, KT + T ). Repeating the calculation in Step 2 of Theorem 3.1, we have
where L is the Lipschitz constant in (H2). Note that for any k ∈ N,
Moreover, since D is real positive definite, there exist constants λ, Λ > 0 such that for all
Hence, for all t ∈ [kT, kT + 1),
Taking a(t) = 
Example
Consider the following stochastic differential equation
where a, c : R + → R are continuous T -periodic functions satisfying Hence, it can be verified that f and g are (Q, T )-affine periodic and (H6) is satisfied. Although f does not satisfy condition (H1)-(H2), we can still get global existence and boundedness of (4.31) by Lyapunov's method. Let Z(t) := e bt V (X(t)). Note that for all t ≥ 0 and x ∈ R n , Then by Gronwall's inequality (2. 
