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SPECTRAL ANALYSIS OF AN EVEN ORDER DIFFERENTIAL OPERATOR
DMITRY M. POLYAKOV
ABSTRACT. Using the method of similar operators we study an even order differential operator with peri-
odic, semiperiodic, and Dirichlet boundary conditions. We obtain asymptotic formulas for eigenvalues of
this operator and estimates for its spectral decompositions and spectral projections. We also establish the
asymptotic behavior of the corresponding analytic semigroup of operators.
1. INTRODUCTION
We consider an even order differential operator of the following type
Lbc = (−1)k d
2k
dx2k
−q, k > 1,
where q is a potential and bc stands for boundary conditions. One of the main problems of the spectral
analysis of this operator is to establish sharp enough asymptotic formulas for its eigenvalues. As a rule, it
is required the continuity of the potential q. But last time the case of nonsmooth potentials is considered
actively by many authors. Let us give a brief survey of the most important achievements for this case.
For k= 1 the operators Lbc with various boundary conditions are the Hill ones. They were studied
in details in [1], [2] (see also the references therein). In [3, Ch. II, Theorem 2] it was established the
asymptotic behavior of eigenvalues for this operator with regular and strongly regular boundary condi-
tions. In [4] A. Badanin and E. Korotyaev carried out spectral analysis of even order differential operator
in L2(R) with periodic potential from the space L1(T), where T=R\Z. They obtained many interesting
results for this operator concerning description of its spectrum, asymptotic behavior of eigenvalues, and
spectral gaps. In the case k = 2 similar results were obtained in [5] for the operator Lbc with periodic
boundary conditions and potential q from the real space L1(T). Fourth order differential operator of a
general form was considered in papers [6, 7, 8, 9].
Asymptotic behavior of eigenvalues for the operator Lbc in the negative Sobolev space H
−m[−1,1]
with periodic and semiperiodic boundary conditions and potential q from H−m[−1,1] were given in
[10, 11, 12].
In [13] O.A. Veliev considered the nonself-adjoint ordinary differential operators with periodic
and semiperiodic boundary conditions and summable complex-valued coefficients. He obtained asymp-
totic formulas for their eigenvalues and eigenfunctions. He also established necessary and sufficient
conditions on the coefficient under which the root functions of these operators form a Riesz basis in
L2[0,1].
In [14, Theorem 1] and [15] it was described the asymptotic behavior of eigenvalues for an even
order differential operator with the Dirichlet boundary conditions and for the operator Lbc in the case
k = 2 and periodic boundary conditions, respectively.
The aim of this paper is to give a detailed spectral analysis for an even order differential operator
with a nonsmooth complex-valued potential and various boundary conditions. To do this, we use a
new approach which is based on the method of similar operators developed in the general setting in
[16, 17, 18, 19]. This method allows us to reduce the study to an associated operator which is simpler
than the initial operator Lbc.
The paper is organized as follows. In Section 2 we state the main results. In Section 3 we recall
some basic notions for the method of similar operators and study an abstract operator having properties
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similar to those of the operator Lbc with periodic, semiperiodic, and Dirichlet boundary conditions. In
Section 4 the results of Section 3 are applied to the operator Lbc. The main results are proven in the final
Section 5.
2. PRELIMINARIES AND MAIN RESULTS
Let L2[0,ω ] be the Hilbert space of square summable complex functions on [0,ω ], ω > 0, with
inner product (x,y) = 1ω
∫ ω
0 x(τ)y(τ)dτ , x, y ∈ L2[0,ω ]. By H2k[0,ω ], k > 1, we denote the Sobolev
space {y ∈ L2[0,ω ]→ C : y is 2k-times differentiable, y(2k−1) is absolutely continuous, y(2k) ∈ L2[0,ω ]}.
We consider the operators Lbc :D(Lbc)⊂ L2[0,ω ]→ L2[0,ω ] defined by the following differential
expression
l(y) = (−1)ky(2k)−qy with k > 1 and q ∈ L2[0,ω ]
and the boundary conditions bc of the following types:
(a) periodic bc= per: y( j)(0) = y( j)(ω), j = 0,1, . . . ,2k−1;
(b) semiperiodic bc= ap: y( j)(0) =−y( j)(ω), j = 0,1, . . . ,2k−1;
(c) Dirichlet bc= dir: y(0) = y′′(0) = · · ·= y(2k−2)(0) = 0, y(ω) = y′′(ω) = · · ·= y(2k−2)(ω) = 0.
Thus, D(Lbc) = {y ∈ H2k[0,ω ] : y satisfies conditions bc}. The operators Lbc with the boundary condi-
tions (a), (b), and (c) will be denoted by Lper, Lap, and Ldir, respectively.
The operator Lbc may be applied to investigate vibrations of beams, plates and shells (see [20]).
For example (see [21, Sec. 1.14]), the Vlasov model of the bending cylindrical shells gives vibration
equations of the form y(8)+by= λy, where b is a potential and λ is a spectral parameter.
To state our main results, we need some notation. The operator Lbc can be represented in the
form Lbc = L
0
bc−Q, where L0bc : D(L0bc) = D(Lbc)⊂ L2[0,ω ]→ L2[0,ω ], L0bcy= (−1)ky(2k), k > 1, is an
unperturbed operator and Q is the operator of multiplication by the potential q. As is well known, L0bc is
a self-adjoint operator with discrete spectrum.
For bc ∈ {per,ap} the operators Lbc and L0bc will be denoted by Lθ and L0θ , where θ = 0 and θ = 1
stands for bc= per and bc= ap, respectively.
Now we describe the spectrum σ(L0bc) and the eigenfunctions of the operators L
0
per, L
0
ap, L
0
dir:
(a), (b): σ(L0θ ) = {λn,n ∈ Z+ =N∪{0}}, where λn = pi2k(2n+θ)2k/ω2k, k> 1; the correspond-
ing eigenfunctions are en(t) = e
−ipi(2n+θ )t/ω , t ∈ [0,ω ]. They form an orthonormal basis in L2[0,ω ];
(c): σ(L0dir) = {λn,dir,n ∈N}, where λn,dir = pi2kn2k/ω2k, k> 1; the corresponding eigenfunctions
have the form en,dir(t) =
√
2sin(pint/ω), t ∈ [0,ω ].
Note that the operator L0per has double eigenvalues (except the eigenvalue λ0 = 0). The operator
L0ap has double eigenvalues and the operator L
0
dir has simple eigenvalues.
Since the potential q belongs to L2[0,ω ], q(t) = ∑l∈Z qlei2pilt/ω . For the operator L0dir we will use
the following representation for the potential: q(t) =
√
2∑∞l=1 q˜l cos(pilt/ω).
Let us agree to use the symbol C for all positive constants, perhaps different one from another.
Now we state the main results of this paper.
Theorem 1. The operators Lbc, bc ∈ {per,ap}, have discrete spectrums and there exists m ∈ Z+ such
that the spectrum σ(Lbc) has the form
σ(Lbc) = σ(m)∪{λ˜∓n ,n≥ m+1}, (2.1)
where σ(m) is a finite set with a number of points not exceeding 2m+1. The eigenvalues λ˜
∓
n , n≥ m+1,
have the following asymptotic representation
λ˜∓n =
(pi(2n+θ)
ω
)2k
−q0− 2ω
2k
pi2k
∞
∑
j=1
j 6=n
qn− jq j−n
(2 j+θ)2k− (2n+θ)2k
2
∓
(
q−2n−θ +
ω2k
pi2k ∑
j∈Z
j 6=n, j 6=−n−θ
q−n− j−θq j−n
(2 j+θ)2k− (2n+θ)2k
) 1
2
·
(
q2n+θ +
ω2k
pi2k ∑
j∈Z
j 6=n, j 6=−n−θ
qn+ j+θqn− j
(2 j+θ)2k− (2n+θ)2k
) 1
2
+ξbc(n). (2.2)
Here the sequence ξbc : m+N→ (0,∞) satisfies the estimate: |ξbc(n)| ≤ Cαn/n4k−3, where (αn) is a
square summable sequence.
Corollary 2. Let q be a real-valued function from L2[0,ω ]. Then the eigenvalues λ˜
∓
n , n ≥ m+ 1, have
the form
λ˜∓n =
(pi(2n+θ)
ω
)2k
−q0− 2ω
2k
pi2k
∞
∑
j=1
j 6=n
qn− jq j−n
(2 j+θ)2k− (2n+θ)2k±
±
(
q2n+θ +
ω2k
pi2k ∑
j∈Z
j 6=n, j 6=−n−θ
qn+ j+θqn− j
(2 j+θ)2k− (2n+θ)2k
)
+ξbc(n). (2.3)
Here the sequence ξbc : m+N→ (0,∞) satisfies the estimate: |ξbc(n)| ≤ Cαn/n4k−3, where (αn) is a
square summable sequence.
Theorem 3. Let q be a function of bounded variation; then the asymptotic representation (2.3) holds and
the sequence ξbc satisfies the estimate |ξbc(n)| ≤C/n4k−2, n≥ m+1, where m is defined in Theorem 1.
Theorem 3 also holds if the potential q is a smooth function and improves a similar result of
H. Menken [15, Theorem 3.1].
Theorem 4. The operator Ldir has a discrete spectrum. There exists m ∈ N such that its spectrum is
represented in the form (2.1), where σ(m) is a finite set with a number of points not exceeding m and
σn = {λ˜n,dir}, n≥ m+1. For the eigenvalues λ˜n,dir , n≥ m+1, we have the following representation
λ˜n,dir =
(pin
ω
)2k
− 1
ω
∫ ω
0
q(t)dt+
1
ω
∫ ω
0
q(t)cos
2pin
ω
t dt
− ω
2k
2pi2k
∞
∑
j=1
j 6=n
(q˜|n− j|− q˜n+ j)2
j2k−n2k +ηdir(n), n≥m+1, (2.4)
where the sequence ηdir : {n∈N | n≥m+1}→ (0,∞) satisfies the estimate: |ηdir(n)| ≤Cβn/n4k−3 with
some square summable sequence (βn).
If q is a function of bounded variation (or smooth function), then we have
λ˜n,dir =
(pin
ω
)2k
− 1
ω
∫ ω
0
q(t)dt+
1
ω
∫ ω
0
q(t)cos
2pin
ω
t dt
− ω
2k
2pi2k
∞
∑
j=1
j 6=n
(q˜|n− j|− q˜n+ j)2
j2k−n2k +O(n
−4k+2), n≥ m+1. (2.5)
From Theorem 4 it follows directly
Corollary 5. The operator Ldir is a spectral operator (in the Dunford sense) (see [22]).
To state the next result, we need some additional notation.
By Pn, n ∈ Z+, denote the Riesz projections constructed for the sets {pi2k(2n+θ)2k/ω2k}. Next,
by Pn,dir, n ∈ N, denote the Riesz projections constructed for {pi2kn2k/ω2k}. Hence, L0bcPn = λnPn,
3
n ∈ Z+, for bc ∈ {per,ap}, and L0dirPn,dir = λn,dirPn,dir , n ∈N. For all x ∈ L2[0,ω ] these projections have
the following form:
(a), (b): Pnx= P−n−θx+Pnx= (x,e−n−θ )e−n−θ +(x,en)en, n ∈ Z+;
P0x= P0x= (x,e0)e0 for θ = 0 and n= 0; (2.6)
(c): Pn,dirx= (x,en,dir)en,dir , n ∈ N. (2.7)
Let m be as in Theorem 1 or Theorem 4 (for bc ∈ {per,ap} or bc= dir, respectively). We denote
by P(m) the projection ∑
m
j=0P j for bc ∈ {per,ap} and by P(m) the projection ∑mj=1Pj,dir for bc= dir.
Let bc ∈ {per,ap} and Ω ⊂ Z+ \ {0, . . . ,m}. For the set ∆ = ∆(Ω) = {λn,n ∈ Ω} the Riesz
projection P(∆,L0bc) is defined as P(∆,L
0
bc)x = ∑n∈ΩPnx, x ∈ L2[0,ω ]. We consider also the set ∆˜ =
∆˜(Ω) = ∪n∈Ωσn, where σn is defined in Theorem 1, and denote by P˜n the Riesz projection constructed
for σn, n≥ m+1. Then the projection P(∆˜,Lbc) is defined as P(∆˜,Lbc)x= ∑n∈Ω P˜nx, x ∈ L2[0,ω ].
Similarly, define the Riesz projections P(∆,L0dir), P(∆˜,Ldir): P(∆,L
0
dir)x = ∑n∈ΩPn,dirx,
P(∆˜,Ldir)x= ∑n∈Ω P˜n,dirx, x ∈ L2[0,ω ]. In this case, Ω⊂N\{1, . . . ,m} and P˜n,dir is the Riesz projection
constructed for the singleton σn = {λ˜n,dir}, n≥ m+1. .
By ‖ · ‖2 we denote the norm in the ideal S2(L2[0,ω ]) of Hilbert-Schmidt operators (see [23,
Ch. 3, Sec. 9]).
Theorem 6. Let m be as in Theorem 1 or in Theorem 4. For every subset Ω ⊂ {m+ 1,m+ 2, . . .} and
d(Ω) =min
n∈Ω
n the following estimates hold:
‖P(∆˜,Lbc)−P(∆,L0bc)‖2 ≤C/d2k−3/2(Ω).
Theorem 6 implies directly
Corollary 7. The following estimates of the spectral decompositions for the operators Lbc and L
0
bc hold:∥∥∥∥P(σ(m),Lbc)+ n∑
j=m+1
P˜ j−
n
∑
j=0
P j
∥∥∥∥
2
≤C/n2k−3/2, n≥ m+1, bc ∈ {per,ap},
and ∥∥∥∥P(σ(m),Ldir)+ n∑
j=m+1
P˜j,dir−
n
∑
j=1
Pj,dir
∥∥∥∥
2
≤C/n2k−3/2, n≥m+1,
where σ(m) is the set from representation (2.1).
Finally, we state the result on asymptotic behaviour of an analytic semigroup of operators related
to the operator −Lbc.
Theorem 8. Let m be as in Theorem 1 or in Theorem 4. The operator −Lbc, bc ∈ {per,ap,dir}, is
sectorial and it generates an analytic semigroup of operators T : R+ → EndL2[0,ω ]. This semigroup is
similar to a semigroup T˜ : R+ → EndL2[0,ω ] of the following form
T˜ (t) = T˜(m)(t)⊕ T˜ (m)(t), t ∈R+,
acting in L2[0,ω ] = H(m)⊕H(m). Here H(m) = ImP(m), H(m) = Im(I−P(m)) for bc ∈ {per,ap} and
H(m) = ImP(m), H
(m) = Im(I−P(m)) for bc= dir.
For bc= dir the semigroup T˜ (m) : R+ → EndH(m) is represented as
T˜ (m)(t)x= ∑
s≥m+1
e−λ˜s,dirtPs,dirx, x ∈ L2[0,ω ],
where the eigenvalues λ˜s,dir , s≥ m+1, are defined in (2.4).
In Section 5 it will be also given a representation of the semigroup T˜ (m) : R+ → EndH(m) for
bc ∈ {per,ap}.
Note that some of the results stated above have been partially announced in [24].
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3. SPECTRAL ANALYSIS OF AN ABSTRACT OPERATORS IN HILBERT SPACE
In this Section we apply the method of similar operators to abstract linear operators acting in a
complex Hilbert space H and having the same spectral properties as Lbc, bc ∈ {per,ap,dir}. Recall
some basic notions and results of this method in the form relevant to our purposes (see [18, Section 2]
and [19, Section 2]).
Let EndH be the Banach algebra of bounded linear operators acting inH.
Definition 9. Two linear operators Ai : D(Ai) ⊂ H → H, i = 1,2, are called similar if there exists a
continuously invertible operator U ∈ EndH such that UD(A2) = D(A1) and A1Ux =UA2x, x ∈ D(A2).
Such an operator U is called a similarity transformation from A1 to A2.
Let A : D(A)⊂H→H be a linear closed operator and LA(H) denote the Banach space of those
operators onH that are subordinate to the operator A. By definition, a linear operator B :D(B)⊂H→H
belongs to LA(H) if D(A)⊆ D(B) and ‖B‖A = inf{C > 0 : ‖Bx‖ ≤C(‖x‖+ ‖Ax‖),x ∈ D(A)} is finite.
Note that ‖ · ‖A is the norm in LA(H).
Definition 10 ([18]). Let U be a linear subspace of LA(H) and J :U→ U and Γ :U→ EndH linear trans-
formers (i. e., linear operators in the space of linear operators). The triple (U,J,Γ) is called admissible
for the operator A and U is called the space of admissible perturbations if the following conditions hold:
1) U is a Banach space (with respect to the norm ‖ · ‖∗) continuously embedded into LA(H);
2) J and Γ are continuous transformers and J is a projection;
3) (ΓX)D(A)⊂ D(A) and AΓXx−ΓXAx= (X − JX)x for all X ∈ U and x ∈D(A);
4) XΓY , ΓXY ∈ U for every X ,Y ∈ U and there exists a constant γ > 0 such that
‖Γ‖ ≤ γ , max{‖XΓY‖∗,‖ΓXY‖∗} ≤ γ‖X‖∗‖Y‖∗;
5) for any X ∈ U and ε > 0 there exists λε ∈ ρ(A) such that ‖X(A−λεI)−1‖ < ε , where ρ(A) is
the resolvent set of the operator A.
Theorem 11 ([18]). Let (U,J,Γ) be an admissible triple for the operator A : D(A)⊂H→H and oper-
ator B belong to U. If
‖J‖‖B‖∗‖Γ‖< 1/4,
then the operator A−B is similar to A− JX∗, where X∗ ∈ U is a solution of the nonlinear equation
X = BΓX− (ΓX)(JB)− (ΓX)J(BΓX)+B=: Φ(X).
This solution can be found by the method of simple iterations by setting X0= 0, X1=B and Xn+1=Φ(Xn),
n ≥ 2. Moreover, the operator Φ : U→ U is a contraction in the ball {X ∈ U : ‖X −B‖∗ ≤ 3‖B‖∗} and
the invertible operator I+ΓX∗ ∈ EndH is a similarity transformation from A−B to A− JX∗.
Now we apply the method of similar operators to an abstract linear operator of the form Abc−B,
where Abc : D(Abc)⊂H→H is a normal operator (see [25, Ch. 1, Sec. 6]) with discrete spectrum. Our
conditions on B will be described below. The index bc here stands to denote our assumption that the
spectrum σ(Abc) has the following form λn = pi
2k(2n+θ)2k/ω2k, n ∈ Z+, k > 1, for bc ∈ {per,ap} and
λn,dir = pi
2kn2k/ω2k, n∈N, k> 1, for bc= dir. In fact, we assume that Abc and L0bc have the same spectral
properties. Keeping this in mind, we will use the same notation for the eigenvalues and eigenfunctions
of these two operators as well as for the corresponding projections. In addition, for bc ∈ {per,ap} the
operators Abc will be denoted by Aθ , where θ = 0 and θ = 1 stands for bc= per and bc= ap, respectively.
Let J denote one of the sets Z+ orN. We suppose that the operator B belongs to the ideal of Hilbert-
Schmidt operators S2(H) (see [23, Ch. 3, Sec. 9]). By ‖X‖2 =
(
∑n, j∈J |(Xgn,g j)|2
)1/2
, X ∈S2(H), it
is denoted the norm in S2(H). Here gn, n ∈ J, are the eigenfunctions of the operator Abc.
Let Pn, n∈ Z+, and Pn,dir, n ∈N, be the orthogonal Riesz projections constructed for the sets {λn}
and {λn,dir}, respectively. Therefore, AθPn = λnPn and AdirPn,dir = λn,dirPn,dir. For every x ∈H these
projections are defined by formulas (2.6) and (2.7).
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We take the ideal of Hilbert-Schmidt operators S2(H) in the role of the space of admissible per-
turbations U and construct the transformers Jbc,Γbc ∈EndS2(H) in the following way. If bc∈ {per,ap},
then they are defined by
JbcX =
∞
∑
n=0
PnXPn and ΓbcX =
∞
∑
s, j=0
λs 6=λ j
PsXP j
λs−λ j , X ∈S2(H).
If bc = dir, then they are determined by
JdirX =
∞
∑
n=1
Pn,dirXPn,dir and ΓdirX =
∞
∑
s, j=1
s 6= j
Ps,dirXPj,dir
λs,dir−λ j,dir , X ∈S2(H).
Taking into account the definition of S2(H) and using that minλi 6=λ j |λi−λ j| and mini6= j |λi,dir −λ j,dir|
are positive, we conclude easily that the transformer Γbc, bc∈ {per,ap,dir}, is well-defined and bounded
on S2(H).
Also, for bc ∈ {per,ap} we consider the sequences of transformers Jm,bc and Γm,bc, m ∈ Z+,
defined by
Jm,bcX = Jbc(X −P(m)XP(m))+P(m)XP(m), X ∈S2(H), (3.1)
Γm,bcX = Γbc(X −P(m)XP(m)), X ∈S2(H), (3.2)
where P(m) = ∑
m
j=0P j. Note that Jbc = Jm,bc and Γbc = Γm,bc for m= 0.
For bc= dir and m ∈ N, define these transformers by
Jm,dirX = Jdir(X −P(m)XP(m))+P(m)XP(m), X ∈S2(H), (3.3)
Γm,dirX = Γdir(X −P(m)XP(m)), X ∈S2(H), (3.4)
where P(m) = ∑
m
j=1Pj,dir.
Lemma 12. The transformers Jm,bc and Γm,bc, m ∈ J, are self-adjoint operators on S2(H). Each trans-
former Jm,bc is an orthogonal projection. Moreover, ‖Jm‖2 = 1 and the following estimates hold:
‖Γm,bc‖2 ≤ ω
2k
pi2k(2m+1)
·
{
1/4(2m+θ)2k−2, m ∈ Z+, bc ∈ {per,ap},
1/m2k−2, m ∈ N, bc= dir. (3.5)
The proof is similar to the proof of [19, Lemma 2].
Lemma 13. For any m ∈ J, (S2(H),Jm,bc,Γm,bc) is an admissible triple for the operator Abc, bc ∈
{per,ap,dir}. The constant γ = γ(m) from Definition 10 has the following estimate:
‖Γm,bc‖2 ≤ γ(m) = ω
2k
pi2k(2m+1)
·
{
1/4(2m+θ)2k−2, bc ∈ {per,ap},
1/m2k−2, bc= dir.
The proof is similar to the proof of [19, Lemma 4].
Now we are ready to state the main theorem on similarity.
Theorem 14. Let B belong to S2(H) and m ∈ J satisfy one of the following conditions:
ω2k‖B‖2
pi2k(2m+1)(2m+θ)2k−2
< 1 for θ ∈ {0,1} (3.6)
or
ω2k‖B‖2
pi2k(2m+1)m2k−2
<
1
4
for bc= dir. (3.7)
Then Abc−B is similar to Abc− Jm,bcX∗, where X∗ ∈S2(H) is a solution of the nonlinear equation
X = BΓm,bcX − (Γm,bcX)(Jm,bcB)− (Γm,bcX)Jm,bc(BΓm,bcX)+B=: Φ(X). (3.8)
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This solution can be found by the method of simple iterations by setting X0 = 0, X1 = B, . . . . Moreover,
the operator Φ : S2(H)→ S2(H) is a contraction in the ball {X ∈S2(H) : ‖X −B‖2 ≤ 3‖B‖2}, the
operator I+Γm,bcX∗ is a similarity transformation from Abc−B to Abc− Jm,bcX∗, and
Abc−B= (I+Γm,bcX∗)(Abc− Jm,bcX∗)(I+Γm,bcX∗)−1.
The proof follows from Lemma 13 and Theorem 11.
Throughout the rest of this section, we will use the assumptions and notation of Theorem 14.
Theorem 15. The operator Abc−B has a discrete spectrum and
Abc− Jm,bcX∗ = Abc−P(m)X∗P(m)− ∑
n≥m+1
PnX∗Pn, bc ∈ {per,ap},
Adir− Jm,dirX∗ = Adir−P(m)XP(m)− ∑
n≥m+1
Pn,dirX∗Pn,dir.
Furthermore,
σ(Abc−B) = σ(A(m))∪
( ⋃
n≥m+1
σ(An)
)
= σ(m)∪
( ⋃
n≥m+1
σn
)
, (3.9)
where the sets σ(m) and σn, n ≥ m+ 1, are mutually disjoint and A(m) and An are defined as follows.
For bc ∈ {per,ap}, A(m) is the restriction of the operator Abc−P(m)X∗P(m) to the invariant subspaces
H(m) = ImP(m) and An is the restriction of the operator Abc−PnX∗Pn to the subspace Hn = ImPn.
If bc = dir, then A(m) is the restriction of the operator Abc − P(m)X∗P(m) on the invariant subspaces
H(m)= ImP(m) and An is the restriction of the operator Abc−Pn,dirX∗Pn,dir on the subspaceHn = ImPn,dir .
Proof. Obviously, the operator Abc− Jm,bcX∗ has a discrete spectrum. Therefore, the operator Abc−B
also has a discrete spectrum. Hence, the spectrums of these operators coincide. Next, the subspaces
H(m) and Hn are invariant with respect to the operator Abc− Jm,bcX∗. Hence, the right-hand part in (3.9)
is a subset of σ(Abc− Jm,bcX∗) = σ(Abc−B). The proof of the reverse embedding can be found in [18,
Sec. 4]. 
Now we can state the main theorems of Section 3 concerning the asymptotic behavior of the
eigenvalues of the operator Abc−B, bc ∈ {per,ap,dir}.
Theorem 16. Let the spectrum of Abc−B, bc ∈ {per,ap}, has the representation (3.9) such that σ(m) is
a finite set with number of points not exceeding 2m+1 and the sets σn, n≥m+1, consist of at most two
points. Every set σn, n≥ m+1, coincides with the spectrum of a matrix An having the following form
An =
pi2k(2n+θ)2k
ω2k
(
1 0
0 1
)
−Bθn +Cn, (3.10)
where
B
θ
n =
(
(Be−n−θ ,e−n−θ ) (Ben,e−n−θ )
(Be−n−θ ,en) (Ben,en)
)
and for all n ≥ n0 := max{m+ 1,(3‖B‖2ω2kpi−2k/2)1/(2k−1)}, the Hilbert-Schmidt norm of the matrix
Cn satisfies the estimate
‖Cn‖2 ≤ ω
2k
2pi2kn(2n+θ)2k−2
‖PnB−PnBPn‖2‖BPn−PnBPn‖2. (3.11)
Proof. Applying the projection Pn to the left-hand and right-hand parts of the equation (3.8) with X =X∗,
we obtain
PnX∗Pn = PnBPn+Pn(BΓm,bcX∗)Pn, n≥ m+1. (3.12)
Next, for all operators X ,Y ∈S2(H) we have the following equalities :
(Jm,bcX)Pn = Pn(JbcX)Pn = PnXPn, Pn(Jm,bcX)(Γm,bcY )Pn = 0,
Γm,bc(PnXPn) = 0, Pn((Jm,bcX)Γm,bcY )Pn = 0, n≥ m+1.
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Then
Pn(BΓm,bcX∗)Pn = Pn(B− Jm,bcB)(Γm,bcX∗)Pn = Pn(B−PnBPn)(Γm,bcX∗)Pn
and, consequently,
‖Pn(BΓm,bcX∗)Pn‖2 ≤ ‖PnB−PnBPn‖2‖(Γm,bcX∗)Pn‖2, n≥m+1. (3.13)
Now we estimate the second factor in (3.13). Using the equalities (Γm,bcX∗)Pn =
Γm,bc(X∗− Jm,bcX∗)Pn, n≥ m+1, we get
‖(Γm,bcX∗)Pn‖2 ≤ ‖(X∗− Jm,bcX∗)Pn‖2
min
j 6=n
|λ j−λn| = dn‖X∗Pn−PnX∗Pn‖2,
where
dn =
1
min
j 6=n
|λ j−λn| ≤
ω2k
4pi2k(2n−1)(2n+θ)2k−2 ≤
ω2k
4pi2kn(2n+θ)2k−2
.
Since the operator X∗ satisfies (3.8) and PnX∗Pn = PnBPn+PnBΓm,bc(X∗− Jm,bcX∗)Pn, n≥m+1,
we have
(X∗− Jm,bcX∗)Pn = X∗Pn−PnX∗Pn = (B−PnBPn)Pn
+BΓm,bc(X∗−PnX∗Pn)Pn−Γm,bc(X∗−PnX∗Pn)PnBPn−PnBΓm,bc(X∗−PnX∗Pn)Pn.
Therefore,
‖X∗Pn−PnX∗Pn‖2 ≤ ‖BPn−PnBPn‖2+dn‖B‖2‖X∗Pn−PnX∗Pn‖2+dn‖B‖2‖X∗Pn−PnX∗Pn‖
+dn‖B‖2‖X∗Pn−PnX∗Pn‖2 = ‖BPn−PnBPn‖2+3dn‖B‖2‖X∗Pn−PnX∗Pn‖2.
Thus, for n ∈ N such that 3dn‖B‖2 ≤ 1/2,
‖X∗Pn−PnX∗Pn‖2 ≤ 2‖BPn−PnBPn‖2.
Consequently,
‖(Γm,bcX∗)Pn‖2 = ‖Γm,bc(X∗Pn−PnX∗Pn)‖2 ≤ 2dn‖BPn−PnBPn‖2, (3.14)
which is the desired estimation of the second factor in (3.13).
Using (3.13) and (3.14), we get
‖Pn(X∗−B)Pn‖2 ≤ ω
2k
2pi2k(2n−1)(2n+θ)2k−2 ‖PnB−PnBPn‖2‖BPn−PnBPn‖2, n≥ n0. (3.15)
Since the restrictions of the operators from (3.12) to Hn coincide with matrices Bn and Cn, the
matrix Cn satisfies the estimation (3.15). This proves Theorem 16. 
Theorem 17. Let the spectrum of the operator Adir−B has the form (3.9) such that σ(m) is a finite set
with number of points not exceeding m and σn is a singleton {λ˜n,dir}, n≥ m+1. The eigenvalues λ˜n,dir ,
n≥ n1, have the following asymptotic representation
λ˜n,dir = pi
2kn2kω−2k− (Ben,dir,en,dir)+ηn, n≥ n1,
where the sequence (ηn) satisfies the estimate
|ηn| ≤ 2ω
2k
pi2kn2k−1
‖Pn,dirB−Pn,dirBPn,dir‖2‖BPn,dir−Pn,dirBPn,dir‖2, n≥ n1, (3.16)
and n1 =max{m+1,(6‖B‖2ω2kpi−2k)1/(2k−1)}.
The proof is similar to the proof of Theorem 16.
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4. PRELIMINARY SIMILARITY TRANSFORMATION OF THE OPERATOR Lbc
In this section we apply the method of similar operators to the operator Lbc = L
0
bc −Q, bc ∈
{per,ap,dir} in the Hilbert space H := L2[0,ω ]. In the previous section we already construct the ad-
missible triple (S2(H),Jm,Γm), but in this case we cannot apply directly the results of Section 3 since
the perturbation Q does not belong toS2(H). In this situation, following [18, Sec. 2], we will use a pre-
liminary similarity transformation to transform the operator Lbc = L
0
bc−Q into an operator of the form
L0bc− Q˜, where Q˜ ∈S2(H).
Since the operator Q belongs to LL0bc
(H), the transformers Jm,bc, Γm,bc are well-defined by the
formulas (3.1) – (3.4). Here we take into account that PsQPj, s, j ∈ Z, are Hilbert-Schmidt operators.
Remark 18. Since a shift of the potential q to a constant shifts the spectrum to the same constant, in
proving our results we may assume without loss of generality that q0 = 0.
Now we define the matrix of operators Q. If bc ∈ {per,ap}, then the matrix of operators has the
form (bs j), s, j ∈ Z, where
bs j =
1
ω
∫ ω
0
q(t)es(t)e j(t)dt =
1
ω ∑
l∈Z
ql
∫ ω
0
ei2pilt/ω e−ipi(2s+θ )t/ωeipi(2 j+θ )t/ω dt = qs− j. (4.1)
In the case bc= dir we compute the matrix coefficients qs j, s, j ∈ N, of the operator Q. We get
qs j =
1
ω
∫ ω
0
q(t)es,dir(t)e j,dir(t)dt =
2
√
2
ω
∞
∑
l=1
q˜l
∫ ω
0
cos
pil
ω
t sin
pis
ω
t sin
pi j
ω
dt
=
√
2
ω
∞
∑
l=1
q˜l
∫ ω
0
cos
pil
ω
t
(
cos
pi
ω
(s− j)t− cos pi
ω
(s+ j)t
)
dt
=
√
2
ω
(q˜|s− j|− q˜s+ j)
∫ ω
0
cos2
pil
ω
t dt =
1√
2
(q˜|s− j|− q˜s+ j).
Thus,
qs j =
1√
2
(q˜|s− j|− q˜s+ j), s, j ∈N. (4.2)
The following lemmas are needed in the sequel.
Lemma 19. The operators Γm,bcQ, m ∈ J, bc ∈ {per,ap,dir}, are Hilbert-Schmidt ones and there exists
m ∈ J such that ‖Γm,bcQ‖2 < 1. Moreover, the following estimates hold:
‖Pn(Γm,bcQ)‖2 = ‖(Γm,bcQ)Pn‖2 ≤ ω
2k
pi2k
√
2
‖q‖2
(2n+θ)2k−1
, m,n ∈ Z+, (4.3)
‖Pn,dir(Γm,dirQ)‖2 = ‖(Γm,dirQ)Pn,dir‖2 ≤ ω
2k‖q‖2
pi2kn2k−1
, m,n ∈ N. (4.4)
Proof. Let bc ∈ {per,ap}. Using (4.1), we have
∑
s, j∈Z
|(ΓbcQe j,es)|2 = ∑
s, j∈Z
|qs− j|2
|λs−λ j|2 =
ω4k
pi4k ∑
s, j∈Z
|qs− j|2
((2s+θ)k− (2 j+θ)k)2((2s+θ)k+(2 j+θ)k)2
≤ ω
4k
4pi4k ∑
s∈Z
1
(2s+θ)2k ∑
j∈Z
|qs− j|2
(s− j)2((2s+θ)k−1+ · · ·+(2 j+θ)k−1)2
≤ ω
4k‖q‖22
4pi4k ∑
s∈Z
1
(2s+θ)4k−2
< ∞, (4.5)
where ‖q‖22 = ∑s∈Z |qs|2. Therefore, ΓbcQ ∈S2(H).
Next, since the operators Γm,bcQ differ from ΓbcQ by some finite rank operator (see formula (3.2)),
then Γm,bcQ ∈S2(H). Taking s=±n and j =±n in (4.5), we obtain (4.3) and (4.4), respectively.
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Moreover, from (3.2) we get
lim
m→∞‖Γm,bcQ‖
2
2 = lim
m→∞‖ΓbcQ−P(m)(ΓbcQ)P(m)‖
2
2 = lim
m→∞ ∑
s, j≥m+1
‖Ps(Γm,bcQ)P j‖22 = 0.
Hence, we can find an m ∈ Z+ such that ‖Γm,bcQ‖2 < 1.
Similar arguments with (4.2) and (3.2) prove the result in the case bc= dir. 
Lemma 20. The operators QΓm,bcQ and (Γm,bcQ)Jm,bcQ, m ∈ J, are Hilbert-Schmidt ones and the fol-
lowing estimates hold:
‖(QΓm,bcQ)Pn‖2 ≤ ω
2k‖q‖2
2
√
3pi2k−1(2n+θ)2k−2
α(2n+θ), (4.6)
‖Pn(QΓm,bcQ)‖2 ≤C, (4.7)
‖(QΓm,dirQ)Pn,dir‖2 ≤ 2ω
2k‖q‖2
pi2k−1n2k−2
√
3
β (2n), (4.8)
‖Pn,dir(QΓm,dirQ)‖2 ≤C. (4.9)
Proof. First we consider the case bc ∈ {per,ap} and, for the reader’s convenience, divide the proof into
several steps.
1) Prove that QΓbcQ belongs to S2(H). Using (4.1) and [7, Lemma 7], we have
∑
s,p∈Z
|(QΓbcQes,ep)|2 = ∑
s,p∈Z
∣∣∣∣ ∑
j∈Z
qs− jq j−p
λ j−λp
∣∣∣∣2
=
ω4k
pi4k ∑
s,p∈Z
∣∣∣∣ ∑
j∈Z
qs− jq j−p
((2 j+θ)2− (2p+θ)2)((2 j+θ)2k−2+ · · ·+(2p+θ)2k−2)
∣∣∣∣2
≤ ω
4k
4pi4k ∑
p∈Z
1
(2p+θ)4k−4 ∑
s∈Z
∣∣∣∣ ∑
j∈Z
qs− jq j−p
( j− p)( j+ p+θ)
∣∣∣∣2 ≤C < ∞. (4.10)
Therefore, the operator QΓbcQ belongs to S2(H). Since the operators QΓm,bcQ differ from QΓbcQ by
some finite rank operator, QΓm,bcQ ∈S2(H).
2) Now we obtain the estimate (4.6). Taking in (4.10) s= n and s=−n−θ , we have
‖(QΓm,bcQ)Pn‖22 = ‖(QΓm,bcQ)P−n−θ +(QΓm,bcQ)Pn‖22
≤ 2‖(QΓm,bcQ)P−n−θ‖22+2‖(QΓm,bcQ)Pn‖22 ≤ 4‖(QΓm,bcQ)Pn‖22. (4.11)
Let us estimate the norm in the right-hand side of (4.11). Using formula (4.1) and Ho¨lder’s inequality,
we get
‖(QΓbcQ)Pn‖22 = ∑
s∈Z
∣∣∣∣ ∑
j∈Z
qs− jq j−n
λ j−λn
∣∣∣∣2
=
ω4k
pi4k ∑
s∈Z
∣∣∣∣ ∑
j∈Z
qs− jq j−n
((2 j+θ)2− (2n+θ)2)((2 j+θ)2k−2+ · · ·+(2n+θ)2k−2)
∣∣∣∣2
≤ ω
4k
16pi4k(2n+θ)4k−4 ∑
s∈Z
∣∣∣∣ ∑
j∈Z
qs− jq j−n
( j−n)( j+n+θ)
∣∣∣∣2 = ω4k16pi4k(2n+θ)4k−4 ∑
s∈Z
∣∣∣∣ ∑
p∈Z
qs−n−pqp
p(p+2n+θ)
∣∣∣∣2
≤ ω
4k
16pi4k(2n+θ)4k−4 ∑
s∈Z
(
∑
p∈Z
|qs−n−p|2
p2
)(
∑
p∈Z
|qp|2
(p+2n+θ)2
)
≤ ω
4k‖q‖22
48pi4k−2(2n+θ)4k−4 ∑
j∈Z
|q j−2n−θ |2
j2
.
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Taking the square summable sequence
α(n) =
(‖q‖22
n2
+ ∑
|p|≤n, p6=0
|qp−n|2
p2
) 1
2
, n ∈ N, (4.12)
we then have
‖(QΓbcQ)Pn‖22 ≤
ω4k‖q‖22
48pi4k−2(2n+θ)4k−4
(
∑
| j|≤2n
j 6=0
|q j−2n−θ |2
j2
+ ∑
| j|≥2n+1
|q j−2n−θ |2
j2
)
≤ ω
4k‖q‖22
48pi4k−2(2n+θ)4k−4
(
∑
| j|≤2n
j 6=0
|q j−2n−θ |2
j2
+
‖q‖22
(2n+θ)2
)
=
ω4k‖q‖22
48pi4k−2(2n+θ)4k−4
α2(2n+θ).
From (3.2) it follows that the same estimates hold for the operator (QΓm,bcQ)Pn. Combining this
and (4.11), we obtain (4.6).
3) Next let us estimate ‖Pn(QΓbcQ)‖2, n ∈ Z. We have
‖Pn(QΓbcQ)‖22 = ∑
p∈Z
∣∣∣∣ ∑
j∈Z
qn− jq j−p
λ j−λp
∣∣∣∣2 ≤ ω4k16pi4k ∑
p∈Z
1
(2p+θ)4k−4
∣∣∣∣ ∑
j∈Z
qn− jq j−p
( j− p)( j+ p+θ)
∣∣∣∣2
=
ω4k
16pi4k ∑
p∈Z
1
(2p+θ)4k−4
∣∣∣∣∑
s∈Z
qn−s−pqs
s(s+2p+θ)
∣∣∣∣2
≤ ω
4k
16pi4k ∑
p∈Z
1
(2p+θ)4k−4
(
∑
s∈Z
|qn−s−p|2
s2
)(
∑
s∈Z
|qs|2
(s+2p+θ)2
)
≤ ω
4k
16pi4k ∑
p∈Z
1
(2p+θ)4k−4
(
∑
s∈Z
|qn−s−p|2
s2
)(
∑
j∈Z
|q j−2p−θ |2
j2
)
≤ ω
4k‖q‖42
144pi4k−4 ∑
p∈Z
1
(2p+θ)4k−4
≤C.
The same estimates hold for the operator Pn(QΓm,bcQ). Using this and (4.11) with Pn(QΓm,bcQ)
instead of (QΓm,bcQ)Pn, we get (4.7).
Let now bc = dir. In this case the proof is similar to the previous one and we omit it. Note
only that to check the estimates (4.8) and (4.9) one should take, instead of α(n), the square summable
sequence
β (n) =
(‖q‖22
n2
+ ∑
|p|≤n,p6=0
q˜(p,n)
p2
) 1
2
, n ∈ N, (4.13)
where q˜(p,n) = max{|q˜|p+n||2, |q˜|p−n||2}, p ∈ Z,n ∈ N, and q˜s, s ∈ N, are Fourier coefficients of poten-
tial q.
It remains to show that, for m ∈ J and bc ∈ {per,ap,dir}, the operators (Γm,bcQ)Jm,bcQ belong to
S2(H). Evidently, Jm,bcQ,m∈ J, are bounded. From Lemma 19 it follows that the operators Γm,bcQ,m∈
J, belong toS2(H). Therefore, (Γm,bcQ)Jm,bcQ, m ∈ J, are Hilbert-Schmidt operators, which completes
the proof. 
The following lemma contains all we need for the preliminary similarity transformation in our
situation.
Lemma 21. There exists m ∈ J such that the operators Q, Jm,bcQ, and Γm,bcQ with bc ∈ {per,ap,dir}
satisfy the following conditions:
(a) Γm,bcQ ∈ EndH and ‖Γm,bcQ‖2 < 1;
(b) (Γm,bcQ)D(L
0
bc)⊂ D(L0bc);
(c) QΓm,bcQ, (Γm,bcQ)Jm,bcQ ∈S2(H);
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(d) L0bc(Γm,bcQ)x− (Γm,bcQ)L0bcx= (Q− Jm,bcQ)x, x ∈ D(L0bc);
(e) for every ε > 0 there exists λε ∈ ρ(L0bc) with ‖Q(L0bc−λεI)−1‖< ε .
Proof. Properties (a) and (c) follow from Lemmas 19 and 20. The proof of properties (b), (d), and (e)
is similar to [19, Lemma 7]. 
Lemma 21 and [19, Theorem 9] yield the first theorem on similarity.
Theorem 22. Let l ∈ J be such that ‖Γl,bcQ‖2≤ 1/2. Then the operator L0bc−Q is similar to the operator
L0bc−Q0, where Q0 is defined by
Q0 = Jl,bcQ+(I+Γl,bcQ)
−1(QΓl,bcQ− (Γl,bcQ)Jl,bcQ) =: Jl,bcQ+B. (4.14)
The operator B is Hilbert-Schmidt one and the following representation holds
(L0bc−Q)(I+Γl,bcQ) = (I+Γl,bcQ)(L0bc−Q0).
Note that the operator Jl,bcQ does not belong to S2(H). In this relation take L˜
0
bc = L
0
bc− Jl,bcQ
as the unperturbed operator we need. Obviously, this operator is a normal one. From Theorem 22 it
then follows that the operator Lbc is similar to L˜
0
bc−B, where B ∈S2(H). This provide the possibility
to apply the scheme of method of similar operators from Section 3 to this operator, which leads to the
second theorem on similarity.
Theorem 23. There exist numbers l ∈ J and m≥ l+1, such that the conditions (3.6) or (3.7) hold and,
consequently, the operator Lbc, bc ∈ {per,ap,dir}, is similar to the operator L˜0bc− Jm,bcX∗, where X∗ is
a solution of nonlinear equation
X = BΓm,bcX − (Γm,bcX)(Jm,bcB)− (Γm,bcX)Jm,bc(BΓm,bcX)+B. (4.15)
In this equation the operator B is defined in (4.14) and l satisfies Theorem 22.
Proof. Follows from Theorems 14 and 22. 
We end this section with some additional properties of the operator B that will be useful for our
further consideration in the next section.
From (4.14) it follows that
B=
( ∞
∑
j=0
(−1) j(Γl,bcQ) j
)
(QΓl,bcQ− (Γl,bcQ)Jl,bcQ) = QΓl,bcQ
− (Γl,bcQ)Jl,bcQ− (Γl,bcQ)(I+Γl,bcQ)−1(QΓl,bcQ− (Γl,bcQ)Jl,bcQ). (4.16)
Let bc ∈ {per,ap}. Applying the operator Pn to (4.16) on the right side and on the left side, and
using the equality (Jl,bcQ)Pn = Pn(Jl,bcQ) = Pn(Jl,bcQ)Pn, we get
BPn−PnBPn = (QΓl,bcQ)Pn−Pn(QΓl,bcQ)Pn− (Γl,bcQ)PnQPn
+(Pn(Γl,bcQ)−Γl,bcQ)(I+Γl,bcQ)−1((QΓl,bcQ)Pn− (Γl,bcQ)PnQPn) (4.17)
and
PnB−PnBPn = Pn(QΓl,bcQ)−Pn(QΓl,bcQ)Pn
+Pn(Γl,bcQ)(I+Γl,bcQ)
−1(−QΓl,bcQ+(Γl,bcQ)PnQPn+(QΓl,bcQ)Pn− (Γl,bcQ)PnQPn). (4.18)
Then the inequality ‖Γl,bcQ‖2 ≤ 1/2 implies that
‖BPn−PnBPn‖2 ≤ ‖(QΓl,bcQ)Pn‖2+‖Pn(QΓl,bcQ)Pn‖2
+‖(Γl,bcQ)Pn‖2‖PnQPn‖2+ ‖Pn(Γl,bcQ)‖2+‖Γl,bcQ‖2
1−‖Γl,bcQ‖2
(‖(QΓl,bcQ)Pn‖2
+‖(Γl,bcQ)Pn‖2‖PnQPn‖2
)≤ 2‖(QΓl,bcQ)Pn‖2+‖(Γl,bcQ)Pn‖2‖PnQPn‖2
+(2‖Pn(Γl,bcQ)‖2+1)(‖(QΓl,bcQ)Pn‖2+‖(Γl,bcQ)Pn‖2‖PnQPn‖2) (4.19)
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and
‖PnB−PnBPn‖2 ≤ ‖Pn(QΓl,bcQ)‖2+‖Pn(QΓl,bcQ)Pn‖2
+
‖Pn(Γl,bcQ)‖2
1−‖Γl,bcQ‖2
(‖QΓl,bcQ‖2+‖(QΓl,bcQ)Pn‖2+2‖(Γl,bcQ)Pn‖2‖PnQPn‖2)≤ 2‖Pn(QΓl,bcQ)‖2
+2‖Pn(Γl,bcQ)‖2(‖QΓl,bcQ‖2+‖(QΓl,bcQ)Pn‖2+2‖(Γl,bcQ)Pn‖2‖PnQPn‖2). (4.20)
In case bc= dir, by similar arguments, we obtain (4.17) – (4.20) with the projections Pn,dir instead
of Pn.
By using (4.3), (4.6), (4.7) and (4.10) in (4.19) and (4.20) for bc ∈ {per,ap} and (4.4), (4.8), and
(4.9) for bc= dir, we have
‖BPn−PnBPn‖2 ≤ C
(2n+θ)2k−2
α(2n+θ), ‖PnB−PnBPn‖2 ≤C, (4.21)
‖BPn,dir−Pn,dirBPn,dir‖2 ≤Cβ (2n)/n2k−2, (4.22)
‖Pn,dirB−Pn,dirBPn,dir‖2 ≤C, (4.23)
where the sequences α and β are defined in (4.12) and (4.13), respectively.
5. PROOFS OF THE MAIN RESULTS
In this section we prove our main results.
Proof of Theorem 1. Using Theorem 22, we transform the operator Lbc, bc ∈ {per,ap}, to the
operator L˜0bc−B, where B is defined by (4.14) and has the form (4.16). Since B belongs to S2(H),
we can apply the results from Section 3 to the operator L˜0bc−B. By Theorem 23, there exists m ∈ Z+,
m ≥ l+ 1, such that the operator Lbc is similar to the operator L˜0bc− Jm,bcX∗, where X∗ is a solution of
the equation (4.15). Since the operator Jm,bcX∗ is bounded and L˜0bc is a normal operator with discrete
spectrum, L˜0bc− Jm,bcX∗ and, consequently, Lbc are operators with discrete spectrum. Moreover,
σ(Lbc) = σ(L˜
0
bc− Jm,bcX∗) = σ(A(m))∪
( ⋃
n≥m+1
(
λn−q0−σ(An)
))
= σ(m)∪
( ⋃
n≥m+1
(
λn−q0−σn
))
, (5.1)
where An is the restriction of the operator PnX∗Pn to the subspace ImPn and A(m) is the restriction of
operator L˜0bc−P(m)X∗P(m) to the subspace ImP(m). Note that the sets σ(m) and σn are mutually disjoint
and λn = pi
2k(2n+θ)2k/ω2k.
To obtain the asymptotic formulas for the eigenvalues of the operator Lbc, we now describe the
sets σn, n≥ m+1. The operators An, n≥ m+1, are represented as
An = Bn+Cn+Dn, n≥m+1,
where Bn, Cn and Dn are the restrictions of the operators Pn(Jm,bcQ)Pn = PnQPn, Pn(B− Jm,bcQ)Pn and
Pn(X∗−B)Pn to the subspace ImPn, respectively. Then we have
An =Bn+Cn+Dn, (5.2)
where
Bn =
(
0 q−2n−θ
q2n+θ 0
)
, Cn =
(
(QΓm,bcQe−n−θ ,e−n−θ ) (QΓm,bcQen,e−n−θ )
(QΓm,bcQe−n−θ ,en) (QΓm,bcQen,en)
)
and Dn is the matrix of the operator Dn. By ci j, i, j = 1,2, we denote the elements of matrix Cn and note
that
c11 = c22 =
ω2k
pi2k ∑
j 6=n
j 6=−n−θ
q−n− j−θqn+ j+θ
(2 j+θ)2k− (2n+θ)2k , (5.3)
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c12 = (QΓm,bcQen,e−n−θ ) =
ω2k
pi2k ∑
j 6=n
j 6=−n−θ
q−n− j−θq j−n
(2 j+θ)2k− (2n+θ)2k , (5.4)
c21 = (QΓm,bcQe−n−θ ,en) =
ω2k
pi2k ∑
j 6=n
j 6=−n−θ
qn− jqn+ j+θ
(2 j+θ)2k− (2n+θ)2k . (5.5)
To continue, we need the following notation. For sequences of complex numbers an, bn, n ≥ 1,
with anbn 6= 0, we define the following matrices
U−1n =
(
1 1
−√bn/an √bn/an
)
, Un =
(
1/2 −√an/(2
√
bn)
1/2
√
an/(2
√
bn)
)
and note that
Un
(
0 an
bn 0
)
U−1n =
(−√anbn 0
0
√
anbn
)
, n≥ 1.
Put an = q−2n−θ + c12 and bn = q2n+θ + c21. Multiplying the both parts of (5.2) by Un from the
left and byU−1n from the right, we have
An =
(
c11 0
0 c22
)
+
(−√anbn 0
0
√
anbn
)
+UnDnU
−1
n . (5.6)
Now we estimate the last term in (5.6). Using Theorem 16 and formulas (3.11) and (4.21), we get
‖UnDnU−1n ‖2 ≤ ‖Un‖2‖U−1n ‖2‖Dn‖2 ≤C‖Pn(X∗−B)Pn‖2
≤ ω
2kC
2pi2kn(2n+θ)2k−2
‖PnB−PnBPn‖2‖BPn−PnBPn‖2 ≤ Cα(2n+θ)
n4k−3
, n≥ n0, (5.7)
where n0 =max{m+1,(3‖B‖2ω2k/(2pi2k))1/(2k−1)} and α is defined by (4.12).
Next, arguing as in Lemma 20 (see the proof of (4.6)), we obtain
|c11|= |(QΓbcQe−n−θ ,e−n−θ )|= ω
2k
pi2k
∣∣∣∣ ∑
j 6=n
j 6=−n−θ
q−n− jqn+ j
(2 j+θ)2k− (2n+θ)2k
∣∣∣∣≤ ω2k‖q‖2α(2n+θ)2√3pi2k−1(2n+θ)2k−2 .
From (5.2), (5.6) and (5.7), we have∣∣∣λ˜∓n −λn+q0+ c11±√anbn∣∣∣≤Cα(2n+θ)/n4k−3, (5.8)
where an = q−2n−θ + c12 and bn = q2n+θ + c21. By using the above estimates, this implies the desired
asymptotic (2.3) and completes the proof.
Proof of Theorem 3. Since q is a function of bounded variation, its Fourier coefficients qn, n ∈ Z,
satisfy the following condition (see [26, Ch. 2, Theorem 4.12]):
|qn| ≤C/(|n|+1), n ∈ Z.
From this and (4.12) it then follows that
α(2n+θ)≤C/(|n|+1), n ∈ Z+. (5.9)
To complete the proof it remains to apply Theorem 1.
Remark 24. Evidently, Theorem 3 holds for smooth potential q, i.e. for q ∈Ck[0,ω ], k ≥ 1. Moreover,
it improves a similar result of H. Menken (see [15, Theorem 3.1]), since the asymptotic in this theorem
contains the second term and, consequently, the remainder term in more precise form.
Proof of Theorem 4. Using Theorem 22, we transform the operator Ldir to the operator L˜
0
dir−B,
where B is defined by (4.14) and has the form (4.16). By Theorem 23, there exists m∈N, m≥ l+1, such
that the operator Ldir is similar to L˜
0
dir− Jm,dirX∗, where X∗ is a solution of the equation (4.15). Similarly
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to the proof of Theorem 1 we conclude that the spectrum of these two operators is descrete. Moreover,
since projections Pn,dir , n≥ m+1, have rang one, the spectrum has the following form
σ(Ldir) = σ(L˜
0
dir− Jm,dirX∗) = σ(m)∪
( ⋃
n≥m+1
{
σ(L˜0dir)− (X∗en,dir,en,dir)
})
,
where σ(m) is the restriction of the operator L˜
0
dir− Jm,dirX∗ to the subspace ImP(m).
Now we obtain the asymptotic behavior of the eigenvalues λ˜n,dir , n ≥ m+1, of the operator Ldir.
From (4.16) and (4.2) it follows that
(X∗en,dir ,en,dir) = (Ben,dir,en,dir)+ ((X∗−B)en,dir,en,dir) = (QΓm,dirQen,dir,en,dir)+ηdir(n)
and
(QΓm,dirQen,dir,en,dir) =
ω2k
2pi2k
∞
∑
j=1
j 6=n
(q˜|n− j|− q˜n+ j)2
j2k−n2k ,
respectively. Using Theorem 17 and formulas (3.16), (4.22), and (4.23), this implies that
|ηdir(n)|= |((X∗−B)en,dir,en,dir)| ≤ ‖Pn,dir(X∗−B)Pn,dir‖2
≤ 2ω
2k
pi2kn2k−1
‖Pn,dirB−Pn,dirBPn,dir‖2‖BPn,dir−Pn,dirBPn,dir‖2 ≤ Cβ (2n)
n4k−3
, n≥ n1,
where n1 = {m+1,(6‖B‖2ω2kpi−2k)1/(2k−1)} and β is defined by (4.13).
Recall that the eigenvalues λ̂n,dir of the operator L˜
0
dir have the following form
λ̂n,dir = λn,dir− (Qen,dir,en,dir) =
(pin
ω
)2k
− 1
ω
∫ ω
0
q(t)dt+
1
ω
∫ ω
0
q(t)cos
2pin
ω
t dt.
By using the above relations we get the asymptotic representation (2.4).
It remains to establish the asymptotic (2.5) whenever q is a function of bounded variation. But in
this case the proof is similar to the proof of Theorem 3 and we omit it. This completes the proof.
Remark 25. Note that Theorem 4 improves [14, Theorem 1], since the asymptotic in Theorem 4 contains
the second term and the remainder term in more precise form.
Proof of Theorem 6. By Theorem 22, the operator Lbc is similar to the operator L˜
0
bc−B and
Lbc(I+Γl,bcQ) = (I+Γl,bcQ)(L˜
0
bc−B), (5.10)
where B is defined by (4.14) and has the form (4.16). Taking into account Theorem 23 and conditions
(3.6), (3.7), there exists a number m ∈ J, m≥ l+1, such that the operator Lbc is similar to L˜0bc− Jm,bcX∗,
where X∗ is a solution of the equation (4.15). Then
(L˜0bc−B)(I+Γm,bcX∗) = (I+Γm,bcX∗)(L˜0bc− Jm,bcX∗). (5.11)
Denote by U and V the operators Γl,bcQ and Γm,bcX∗, respectively. Then the equalities (5.10) and (5.11)
imply that
Lbc = (I+U)(I+V)(L˜
0
bc− Jm,bcX∗)(I+V)−1(I+U)−1. (5.12)
Let Ω be a subset of {m+ 1,m+ 2, . . .}. Put ∆ = ∆(Ω) = ∪n∈Ω{λn} and ∆˜ = ∆˜(Ω) = ∪n∈Ωσn,
where σn is defined by (5.1). If bc = dir, then ∆ = ∆(Ω) = ∪n∈Ω{λn,dir} and ∆˜ = ∆˜(Ω) = ∪n∈Ωσn,
where σn = {(X∗en,dir ,en,dir)}, n ∈ Ω. For these sets we define the projections P(∆˜,Lbc) and P(∆,L0bc)
(see Section 2). Applying [18, Lemma 1] and using (5.12), we have
P(∆˜,Lbc) = (I+U)(I+V)P(∆,L
0
bc)(I+V)
−1(I+U)−1. (5.13)
Next, from Theorems 22 and 23 it follows that
‖U‖2 = ‖Γl,bcQ‖2 ≤ 1/2, ‖V‖2 = ‖Γm,bcX∗‖2 ≤ 1/2.
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Using these inequalities and representation (5.13), we obtain
P(∆˜,Lbc)−P(∆,L0bc) = UP(∆,L0bc)+VP(∆,L0bc)+UVP(∆,L0bc)
+
(
UP(∆,L0bc)+VP(∆,L
0
bc)+UVP(∆,L
0
bc)
)( ∞
∑
j=1
V
j+
∞
∑
j=1
U
j+
∞
∑
j=1
V
j
∞
∑
j=1
U
j
)
.
Then
‖P(∆˜,Lbc)−P(∆,L0bc)‖2 ≤ ‖UP(∆,L0bc)‖2+‖VP(∆,L0bc)‖2
+‖U‖2‖VP(∆,L0bc)‖2+
(
‖UP(∆,L0bc)‖2+‖VP(∆,L0bc)‖2
+‖U‖2‖VP(∆,L0bc)‖2
)( ∞
∑
j=1
‖V‖ j2+
∞
∑
j=1
‖U‖ j2+
∞
∑
j=1
‖V‖ j2
∞
∑
j=1
‖U‖ j2
)
≤ 4‖UP(∆,L0bc)‖2+6‖VP(∆,L0bc)‖2.
To continue, we estimate ‖UP(∆,L0bc)‖2 and ‖VP(∆,L0bc)‖2. Let bc∈ {per,ap} and d(Ω) =min
n∈Ω
n.
Using (3.5), we get
‖UP(∆,L0bc)‖22 = ∑
n≥d(Ω)
‖(Γl,bcQ)Pn‖22 ≤
ω4k‖q‖22
2pi4k ∑
n≥d(Ω)
1
(2n+θ)4k−4(2n+1)
≤ C
d4k−3(Ω)
.
By similar arguments, the same estimation holds for ‖VP(∆,L0bc)‖2. Therefore,
‖P(∆˜,Lbc)−P(∆,L0bc)‖2 ≤C/d2k−
3
2 (Ω),
which completes the proof for bc ∈ {per,ap}.
For bc= dir the proof is similar and we omit it. This proves Theorem 6.
Proof of Theorem 8. By Theorem 23, the operator Lbc, bc ∈ {per,ap,dir}, is similar to L˜0bc−
Jm,bcX∗. Since Jm,bcX∗ is bounded and −L˜0bc is sectorial (see [27, Theorem 1.3.2]), the operator −L˜0bc+
Jm,bcX∗ is sectorial (see [7, Sec. 5]). Hence, the operator −Lbc is sectorial and generates an analytic
semigroup of operators T : R+ → EndH. By Theorem 23, there exists m ∈ J such that this semigroup is
similar to a semigroup T˜ : R+ → EndH of the form
T˜ (t) = T(m)(t)⊕T (m)(t), t ∈R+,
acting in H =H(m)⊕H(m). Here H(m) = ImP(m), H(m) = Im(I−P(m)) for bc ∈ {per,ap} and H(m) =
ImP(m), H
(m) = Im(I−P(m)) for bc= dir.
If bc= dir, then by [27] the semigroup T (m) : R+ → EndH(m) has the representation
T (m)(t)x = ∑
s≥m+1
e−λ˜s,dirtPs,dirx, x ∈H,
where λ˜s,dir is defined in (2.4).
Let bc ∈ {per,ap}. To continue, we need the following result (see [28, Ch. 1, Sec. 6, problem 2]).
Lemma 26. Let A be a matrix of the form
(
a b
c d
)
. Then
eAt = e
a+d
2
(
ch(ρt)
(
I 0
0 I
)
+
sh(ρt)
ρ
(
a−d
2
b
c d−a
2
))
,
where ρ =
√
(a−d)2/2+bc.
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Put A = pi2k(2n+ θ)2kIn/ω
2k −An, where An is the matrix of the restriction of the operator
Jm,bc(PnX∗Pn) to the subspace Hn in the basis e−n−θ , en. Applying Lemma 26 and the representation
(5.2), we get
T˜ (m)(t)x = ∑
s≥m+1
e−tλn+q0t+tc11east
(
chbst+
shbst
bs
Bs
)
Psx, x ∈H, (5.14)
where λn = pi
2k(2n+ θ)2k/ω2k, bs =
√
(q−2s−θ + c12)(q2s+θ + c21)+ εs with c11, c12, c21, defined by
formulas (5.3) – (5.5), and some constants εs, and Bs ∈ EndH with Bsx= 0 for all x ∈KerPs, s≥m+1.
Let us represent the operators Bs in the form Bs = B
0
s +B
′
s, where the operators B
0
s are defined by the
following relations: B0se−s−θ = (q2s+θ + c21)es, B0ses = (q−2s−θ + c12)e−s−θ , and B0sx = 0 for all x ∈
KerPs. Then, by the proof of Theorem 1 (see inequality (5.8)), the sequences of complex numbers as
and εs, s≥ m+1, and the sequence of operators B′s, s≥ m+1, satisfy the estimate:
max{|as|, |εs|,‖B′s‖2} ≤Cα(2s+θ)/s4k−3, s≥ m+1,
which completes the proof.
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