Abstract-Microbiome datasets are often comprised of different representations or views which provide complementary information to understand microbial communities, such as metabolic pathways, taxonomic assignments, and gene families. Data integration methods including approaches based on nonnegative matrix factorization (NMF) combine multi-view data to create a comprehensive view of a given microbiome study by integrating multi-view information. In this paper, we proposed a novel variant of NMF which called Laplacian regularized joint non-negative matrix factorization (LJ-NMF) for integrating functional and phylogenetic profiles from HMP. We compare the performance of this method to other variants of NMF. The experimental results indicate that the proposed method offers an efficient framework for microbiome data analysis.
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INTRODUCTION
I
T was very hard to study the functional and phylogenetic diversity of a microbial ecosystem before the introduction of metagenomics sequencing [1] . In recent years, the cost of high-throughput sequencing technology including metagenomics sequencing and rRNA (16S or 18S) target sequencing has decreased dramatically. This made the studies of microbiome a promising field. Microbiome studies investigate how different species coexist and interact to host environments which have shown great values in solving problems of environmental sciences, bio-energy production, human health and diseases. There is a number of microbiome projects launched in recent years which paved a solid foundation for the translation medicine of microbiome studies. These projects generated a huge number of data which provide both opportunities and challenges for computational biology and bioinformatics. The volume of large-scale high-throughput sequences in microbiome studies are tremendous in size, and with very complicated characteristics, making the discovery and the extraction of real data features and biological meanings very daunting. For example, the global ocean sampling expedition (GOS) [2] , [3] was the first large scale metagenomic project which explored hundreds of marine microbial communities. The first stage of Human Microbiome Project (HMP) has completed in 2012 with success and the second stage merits attention [4] , [5] . HMP generated a lot of DNA sequences data which can be computationally summarized to represent the functional or phylogenetic compositions of human microbiome community. These composition profiles are usually analyzed separately to explore sample variety. Another large-scale project is MetaHIT whose goal is set to explain associations between the genes of the human intestinal microbiota and health and disease [6] . Using MetaHIT data and two other datasets, Arumugam et al.'s analysis indicated that gut microbiome could be classified into enterotypes [7] , [8] . However, several other studies suggested either more dataset should be added or rigid methods should be proposed to draw a reasonable conclusion about gut microbiome classification. For example, Koren et al. studied how various factors influenced the detection of enterotypes including clustering methodology and distance metrics [9] . These methods are all based on clustering methods although Jeffery et al. [10] and Knights et al. [11] argued that gut microbiome may be described better by gradients instead of enterotype classifications. Furthermore, there is less a method to integrate functional and phylogenetic information together to study microbial communities although the combination of different measurements could provide more comprehensive view of samples. Novel methods and software are urgently needed in this field to disentangle complex microbial community using large-scale microbiome data.
Non-negative matrix factorization (NMF) also has been applied on analyzing microbiome datasets [12] , [13] . NMF can be viewed as a data representation method-samples or variables could be represented by the linear additive combination of a little number of NMF basis or a clustering method-samples or variables can be assigned a membership label by the basis vector of NMF [14] . NMF has an advantage that it is a soft-clustering approach by which a sample can be classified into several clusters if it tends to play multiple roles [15] , [16] . NMF has many successful applications in different fields including but not limited to gene expression analysis [17] , fMRI [18] and epigenetics [19] . A joint NMF (JNMF) approach has been proposed for integrating multimodality data for multi-view clustering in image analysis [20] , [21] . JNMF simultaneously determines the latent dimensions (basis) in different feature spaces which are faithful to the different characteristics of various measurements. Based on this study, we developed a LJ-NMF to integrate functional and phylogenetic information for analyzing microbiome data from HMP. LJ-NMF is an extension of JNMF which adopts the manifold structure of data by using a Laplacian regularization [14] . The experimental results of LJ-NMF on text data and HMP data showed that it achieves superior results over several other methods in terms of performance and interpretation.
The contribution in this paper presents an effective approach for data integration of various microbiome data. LJ-NMF is a common framework that can be applied in other fields if there are multiple measurements for samples. The rest of the paper is organized as follows: Section 2 reviews the basics of NMF, and JNMF extension in [20] , [21] and also the proposed extension LJ-NMF based on Laplacian regularization. Section 3 presents our evaluation on HMP data and compares our method with other NMFbased approaches. Section 4 provides the discussion and future directions.
DATA AND METHODS
Nonnegative Matrix Factorization
Given the p times s matrix X, NMF is seeking to find two matrices with lower dimensions W and H (with dimension p times k and k times s respectively, where k < p; s is the degree of a factorization) so that WH % X, by minimizing an objective function under the prerequisite that W and H must be non-negative. The objective function we use is the least squares 
Dually, we denote the transpose of matrix's rows as vectors P 1 ; P 2 ; . . . ; P s and consider H 1 ; H 2 ; . . . ; H k (here H j is the transpose of the j row of H) as the basis and consider W ij as the coefficients, then P j can be represented by the linear additive sum of basis space spanned by H 1 ; H 2 ; . . . ; H k :
NMF can also be used for classification. Naturally the columns of coefficient matrix H can be used to assign membership labels for each sample, and dually the rows of W can be used to classify variables or features.
Joint Nonnegative Matrix Factorization
In microbiome studies, it is common to investigate functional or phylogenetic composition profiles for microbial community studies. However, current methods often study two profiles separately without taking the benefits of data auxiliary. Our main motivation behind the work presented in this study is to integrate different profile matrices. We adopt a recent expansion of NMF-Joint NMF which has been used for human action classification [20] , [21] . For simplicity, we provide the version JNMF integrating two difference matrices but the method can be extend to integrate three or more matrices. Given a p times s matrix X and t times s matrix Y, the basic idea of JNMF is to find k basis vectors W in R pÂk and V in R tÂk for both profiles that share a common coefficient matrix H in R kÂs . That is:X ffi WH and Y ffi VH are achieved simultaneously.
JNMF is formulated as a convex combination of two single NMF on X and Y respectively. The objective function of JNMF is based on constrained least square construction:
where a" 0; 1 ½ can be viewed as the weighted coefficient for each factorization. Optimization of the objective function can be obtained by a similar multiplicative update rules as presented in [20] , [21] , with a small adjustment for updating H comparing to the single-view NMF. The updating rules for W and V are the same to the single-view NMF:
while $H$ is
Laplacian Regularized Joint Nonnegative Matrix Factorization
Many studies of NMF approach and its extensions have used regularization to penalize the coefficient matrix H (or W ). For example, the L 1 and L 2 norm have been proposed to add sparsity to H (or W ) [22] . Beside these, Cai et al. proposed a Graph constrained NMF (GNMF) by using Laplacian regularization for single-view NMF by keeping manifold structure of data [14] . In this study, we introduce Laplacian regularization on JNMF and we derive the updating formula for this new method.
LJ-NMF Objective Function and Optimization
The objective function for LJ-NMF is defined by adding a Laplacian penalty terms to JNMF:
where L is the Laplacian matrix of the constructed weighted graph from data. To get the graph Laplacian matrix L, we first construct a weighted graph G from data matrices X and Y whose nodes are microbiome samples (we will describe the technical detail later). L is defined after getting adjacency matrix A of graph G, the graph Laplacian is defined as L ¼ D À A, where D is the graph degree matrix. The off-diagonal elements of D are all zeros and along the diagonal is the sum of all edge weights to the data points. The graph Laplacian keeps the information of the geometric structure of the data [14] , [23] .
We next try to solve the optimization problem by a Lagrange multiplier method. Considering the constraint that W , V and H are nonnegative and let ', c and x be the Lagarange multiplier matrices for the respective constraints, the Lagrange L of the objective function is
And the partial derivatives of L, with respect toW , V and H are:
By using Karush-Kuhn-Tucker (KKT) condition f ij , C ij and x ij , we can see that the updating rules for W and Vderived from equations (11) and (12) are the same to those in equation (7). The difference comes from H. We can get its updating formula from equation (13):
Combing equation (7) and (14) we can get the optimization solution for LJ-NMF objective function (10).
Graph Construction for Laplacian Regularization
After introducing LJ-NMF, we now introduce how to construct a weight graph G from data matrices X and Y . A number of techniques for defining weight graph G can be used but we only used one method-heat kernel weighting method (also called affinity graph construction [24] ), because it is a widely used method in most manifold learning algorithms [25] . The testing of the graph construction methods is interesting but not the principle scope of this study. Assume that we can get a distance matrix d among data points from X (euclidean distance is used in this paper). This technique is to define the weight matrix A ð1Þ using:
where m is the scaling parameter that can be empirically set. And " ij is used to eliminate the scaling problem by the following definition [25] :
ðvÞ from multi-view dataset, the simplest way is to average the single-view weighted matrix. However, the procedure may not consider the complementarity among different datasets. Thus we propose to use a similarity network fusion (SNF) method to generate the consensus weighted matrix A ðvÞ .
Similarity Network Fusion
In this part, we will explain the details of SNF [25] . After defining affinity matrixA, for each view of data, a normalized weight matrix P could be obtained by:
The normalization is free of the scale of self-similarity in the diagonal entries and avoids numerical instabilities [25] . To define a kernel matrix which could be used to measure local affinity, Wang et al. used k nearest neighbors (kNN) method [25] :
otherwise:
The kNN method filters out those low-similarity edges and only keeps those k-nearest neighbors for vertices. Let P ðvÞ and S ðvÞ be the input similarity matrices from the dataset v: The SNF process is to iteratively update similarity matrix corresponding to each data type as follows:
This procedure updates the status matrices P ðvÞ each time generating m parallel interchanging diffusion processes on m networks. If two vertices i and j are similar in all data types, their similarity will be augmented through the diffusion process and if two vertices i and j are different, their similarity will be decreased through the process.
The final similarity matrix fusing all data types are defined simply as
Spectral Clustering
We cluster the microbiome samples in the fused similarity matrix by spectral clustering [26] . Let L be the normalized Laplacian matrix of the final similarity matrix Pand
The spectral clustering aims to minimize the objective function as follow,
The objective function can be characterized by an eigenvector decomposition problem. By computing the first k eigenvectors and applying k-means algorithm on the reduced data, we can get the clustering of samples.
Evaluation Metric
We use the following adopted metric-normalized mutual information (NMI) as the evaluation measure. NMI measures the information agreement between the clustering result and the truth [27] . NMI takes values between zero and one and higher NMI values indicate better clustering quality.
Datasets
3-Sources text story dataset:
The dataset is collected from three online news sources: Reuters, BBC and the Guardian. There are totally 948 news articles covering 416 different news stories from the period February to April 2009 [28] . 169 stories of them were reported in all three media. These stories are manually classified into six topics: business, entertainment, health, politics, sport and technology [28] . Human microbiome data: We used the functional and phylogenetic profiles from Human Microbiome Project. By filtering body sites with less than 50 samples, the dataset contains 613 samples drawn from six body sites including one vagina (posterior fornix), one gut (stool), one nasal (anterior nares), and three oral sites (supragingival plaque, tongue dorsum and buccal mucosa). The phylogenetic profile which contains the microorganism relative abundances was estimate by software MetaPhlAn at species level (X: 710 Â 637). For functional profile, we investigate the transporter profile (Y:4941Â637) and the metabolic profile (Z:295 Â 637) by filtering out those with low variances (see Table 1 for the statistical summary). The data were all downloaded from HMP data site: http://hmpdacc.org/. The computational analysis is run on R environment and all codes are available at www.mbioin.cn/jnmf.
RESULTS
Analysis on Three-Sources Text Data
We first investigate the performance of this propose approach on a three-sources text data. The dataset contains three views of news stories from Reuters, BBC and the Guardian. For each view of the data, we first construct the weighted graph using the affinity graph construction (see methods). Then we apply SNF to get a consensus weighted matrix integrating the three graphs. After getting the graph, its Laplacian matrix is built and the LJ-NMF procedure is employed to get the consensus H. H provides an unique data presentation of the stories integrating different sources of social media. For model selection, we select the parameter which provides best classification performance based on normalized mutual information. For simplicity, we set all a the same for each view of factorization. a is chosen from set f0:0001; 0:001; 0:01; 0:1g and is chosen from set 0; 0:0001; f 0:001; 0:01; 0:1g: Fig. 1 . indicates the parameter selection procedure where a ¼ 0:01 and ¼ 0:001 are selected for the final analysis. Considering H as a low-dimension representation of news stories, we applied spectral clustering on it and we see that the LJ-NMF can discover clear clustering structure (Fig. 2.) . As also seen in Fig. 1 ., the method can achieve NMI 0.631 using LJ-NMF which is the highest reported record according to our best knowledge.
It is necessary to remind that LJ-NMF is a general framework and NMF, GNMF and JNMF are its special cases. It will reduced to original JNMF if ¼ 0. Furthermore, it will become to a single-view NMF on a phylogenetic profile or functional profile when we set some a ¼ 0 (for example,
When 6 ¼ 0 and some a ¼ 0, LJ-NMF will reduce to graph-constrained NMF.
Performance on Human Microbiome Data
For microbiome data from HMP project, we used k ¼ 6 at the factorization because there are six distinct body sites. We investigate the influence of a and on the model. After clustering samples into six groups by using the coefficient matrix H, we compare the ratio of intra-class similarity to inter-class similarity to qualify the clustering performance. This ratio is analogue to objective function of Fisher's linear discriminant which is defined as the ratio of the variance between the classes to the variance within the classes. We used the same candidate sets for a and to the story data analysis. Fig. 3 . showed the ratios for model selection. The largest ratio indicate that the model has best performance at a ¼ 0:0001 and ¼ 0:0001, thus they will be used for detail investigations of HMP data.
Low Dimensional Representation of Microbiome Data by JL-NMF
Clustering microbiome is an important method to interpret the relationships and differences among microbial communities. Recent analyses of human-associated microbiome have categorized individuals into 'enterotypes' or clusters based on the abundances of microorganisms in the gut microbiota [7] , [8] . Jeffery et al. argue that the grouping of individual subjects into categories may have oversimplified a complex situation [10] . Recently Koren et al. redefined the "enterotype" as microbiota types across different body sites and they tested many computational and experimental factors that may influence the detection of enterotypes [9] . Knights et al. recommended that multiple approaches should be used and compared when testing for enterotypes [11] . Contrarily, NMF and its extensions are not hard clustering technology. NMF based approach don't classify a sample into one certain group. Based on the coefficient matrix H, a sample may belong to several groups if its weights in different columns of H are high. Fig. 4 . showed the reduced representation of microbiome samples after integrating three sources of data. This suggest that NMF based methods may be good candidates to describe and interpret microbiomes.
The Visualization of Samples in Low Dimensional Euclidean Space
Visualization of data is at the central of exploratory data analysis. The first stage of data computational analysis is to make sense of the data intuitively before going ahead with more objective-directed modeling and analyses. NMF is not designed for visualization naturally because its objective function is not projecting high-dimensional space into two or three spaces. Thus we used a multidimensional scaling (MDS) on H to visualize relationships among samples in two or three dimensional space. In two dimensional space, the result is similar to the Koren's paper [9] . But the three dimensional visualization provides more surprisingly clear patterns (see Fig. 5 .). This supports Jeffery et al. 's argument that the variation at the species level of human microbiome is continuous and irrelevant to the existing of discontinuous clusters (enterotype) [10] . We investigate the clustering structure of HMP data using LJ-NMF. As shown in Fig. 5 ., LJ-NMF clearly identified clusters which correspond to microbiome samples of seven body sites. The most distinct clusters are from nasal (black), gut (blue) and vagina (green). Although three oral sites also have clustering structure, samples in one oral site may have overlapping with another oral site. This is not surprising that these three sites are all from mouth and they may have similar bacterial composition and diversity.
DISCUSSION
In this paper, we combined functional and phylogenetic composition profiles into one framework to analyze microbiome data. We developed a novel method which can be used in any data integration tasks where multiple measurements is available. The Laplacian penalty of LJ-NMF captures the geometric structure (manifold) form both phylogenetic and functional composition data. Microbial community are complex not only because of the delicacy interactions among species but also the complicate impacts from host environment. Thus the nonlinear geometric structure is suitable for modeling microbial community than linear or Euclidean space-based methods such as principle component analysis (PCA) and MDS. We compare the results with several previous state-of-art extensions of NMF including GNMF and JNMF. The result suggests that LJ-NMF is a more versatile framework than these methods for data integration and dimension reduction.
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