In this paper, we are interested in a stochastic di erential equation which is nonlinear in the following sense : both the di usion and the drift coe cients depend locally on the density of the time marginal of the solution. When the law of the initial data has a smooth density with respect to Lebesgue measure, we prove existence and uniqueness for this equation. Under more restrictive assumptions on the density, we approximate the solution by a system of moderately interacting di usion processes and obtain a trajectorial propagation of chaos result. Finally, we study the uctuations associated with the convergence of the empirical measure of the system to the law of the solution of the nonlinear equation. In this situation, the convergence rate is di erent from p n.
The rst part of this paper is dedicated to the nonlinear stochastic di erential equation ( where B i ; i 2 N is a sequence of independent R d -valued Brownian motions, i ; i 2 N is a sequence of random variables IID with law f 0 (x)dx independent of the Brownian motions, n = 1 n P n i=1 X i;n denotes the empirical measure and V n (x) = 1 d n V ( x n ) for V a Lipschitz continuous and bounded probability density on R d and ( n ) n a sequence of positive numbers converging to 0. In the case of the identity di usion matrix, Oelschl ger 13] manages to control V n n by direct computations concerning the particle system. But as our di usion matrix depends on V n n , we need other techniques to prove the propagation of chaos.
Delocalizing the interaction to enter in the classical McKean-Vlasov framework (see McKean 8] , Sznitman 14] or L onard 7] for instance), we obtain existence and uniqueness for the following molli ed versions of (0. where a denotes the square of .
Finally, we study the uctuations associated with this convergence. For the sake of simplicity, we limit ourselves to the case d = 1. The rate of convergence is 1= 2 n where n is chosen to minimize the upper-bound obtained for E (sup t T j X i s X i;n s j 4 ). It is much smaller than p n, the rate obtained in the case of weak interaction. Let P denote the law of the solution of (0.1).
We study the behaviour of n = 1 2 n ( n P) when n goes to in nity. The leading term is due to the convergence of V n to 0 whereas the martingale part of the decomposition of n and the uctuations related to the initial conditions, which would have non-trivial limits at rate p n, converge to zero. We follow the approach developped by Fernandez and M l ard in 2]. We prove that if ; b and f 0 are smooth enough, the laws of the processes n are tight in C( 0; T]; W 4;1 0 ) (the weighted Sobolev space W 4;1 0 is de ned further on) and that these processes converge in L 1 to a deterministic process characterized by a deterministic evolution equation.
Our results are obtained under restrictive assumptions on f 0 . But, to our knowledge, the propagation of chaos result is the rst one in the case of moderate interaction in the di usion coe cient. The uctuation result is the rst one for moderately interacting systems and provides an example of a non-gaussian limit (since deterministic) with a rate di erent from p n. jg (k) (x)j 1 + jxj and C j;0 is denoted by C j b . Let C j; be the dual space of C j; and for = 0, C j is the dual space of C j b . We have the following embeddings (See Adams 1] Hypotheses If E is a Borel set, let P(E) denote the set of probability measures on E. Proof : We suppose that ( X p ; p) and ( X q ; q) are two solutions of (0.1). Applying It 's formula and taking expectations, we obtain that p and q solve the nonlinear equation (1.6) in the sense of distributions. As p and q belong to C 1;2 b ( 0; T]; R d ), these functions are in fact classical solutions.
Notations
Since the equations (1.6) and (1.7) are equivalent as far as they are considered in the classical sense, p and q solve (1.7). By the uniqueness result for this equation, we deduce that p = q. It follows immediately that X p = X q .
Under a stronger assumption on the leading matrix 9 a > 0; 8x 2 R d ; 8y 2 R; x (a 0 (y)y + a(y))x a jxj 2 ;
(1.9)
applying Theorem 8.1 p.495 6] to our particular framework, we obtain existence in H 1+ 2 ;2+
for the Cauchy problem (1.7). We are now ready to state the main result of the section. Let us suppose that Hyp 0 j ] holds for some j 2. To obtain the regularity properties of P,
we study a sequence of xed-point iterations ( n (m)) n where m is a probability measure iñ P( ) with time-independent densities p 0 (s; x) = h(x) such that khk j+ 1. Clearly, the map- ;j+ , this function is actually a classical solution of (2.2).
Like in the classical McKean-Vlasov framework, it is possible to construct a sequence of weakly interacting particle systems that approximate the solution of (2.1). Let B i ; i 2 N be a sequence of independent R d -valued Brownian motions and i ; i 2 N be a sequence of random variables IID with law f 0 (x)dx independent of the Brownian motions. The particle system of order n is the unique strong solution of Remark 2.4 These bounds obviously imply propagation of chaos : for any k 2 N , the law of the susbsystem (Z 1;n ; : : : ; Z k;n ) converges weakly to P k where P is the law of the solution of where K is a real constant independent of n.
The proof of the proposition is based on the following lemma which states existence for the Combining Ascoli's theorem and a diagonal extraction process it is possible to obtain from (p n ) n a subsequence (p k ) k such that p k converges uniformly on compact sets together with its derivatives (the rst order time derivative and the rst and second order space derivatives) to a function p and its derivatives. By (2.6) and Gronwall's lemma, we obtain (2.5).
We are going to approximate the solution of (0.1) by the moderately interacting particle systems (0. which implies the propagation of chaos and the convergence in law of the empirical measures n = 1 n P n i=1 X i;n to P, the law of X i .
Proof : The probability density V n is bounded by M v = d n and admits K v = d+1 n as a Lipschitz continuity constant. Once this remark is made, it is enough to associate Proposition 2.3 and Proposition 2. We are interested in the behaviour of the uctuations associated with the convergence in law of the empirical measures n of the system (X i;n ) to the law P of X i . We suppose that n solves (2.9). By (2.10), it appears that the presumed rate of convergence is 2 n . Let us denote by a n the number 1 2 n . We now study the process n de ned for every t and every function by < n t ; >= a n (< n t ; > < p t ; >): as the variables Y i;n s are independent and their common law has a density equal to p n s . By Proposition 2.3, replacing M w and K w by M v = n and K v = 2 n in (2.3), we deduce E < n s ; (V n ( s ( n s p n s ))(:)) 2 which puts an end to the proof.
Let us now prove that uniformly in t and n, E (k n t k 2 2;2 ) is nite. For every function in W 2;2 0 , we write < n t ; >= S n t ( ) + T n t ( ), where S n t ( ) = a n n n X i=1 ( (X i;n
The tightness result
In order to prove the tightness of the laws of the uctuation processes n , we study the semimartingale representation of these processes. Applying It 's formula, we obtain that n satis es The majoration of the rst term if m is su ciently large is due to the continuity of the process M n
To study the drift term we transform A n s where 2 C 2 b (R).
A n s = a n < n s p s ; b(p s ( )) 0 (:) > + < n s ; (b(V n n s ( )) b(p s ( ))) 0 (:) > 2 (p s ( )) 00 (:) > + a n < n s ; 0 ( )(V n n s ( ) p s ( )) Z the process M n is a.s. strongly continuous in W 4;1 0 . The decomposition (3.11) of n allows to conclude that this process is a.s. strongly continuous.
We are now able to prove Theorem 3.7 The sequence of the laws of ( n ) n 1 is tight in C ( The right-hand-side is arbitrarily small uniformly in n for small and condition II holds which puts an end to the proof.
Characterization of the limit values
If we consider equation ;4+ ( 0; T] R), we easily prove that : We are now ready to obtain the limit equation :
Theorem 3.9 Let us assume that ; b 2 C 6 b . Then every limit value of the laws of ( n ) n 1 (in P By Schwarz inequality, (3.5) which is the conclusion of the theorem.
By an easy computation, < Z n s ; > < n s ; A s > < G s ; > is equal to T n 1 (s)+T n 2 (s)+T n 3 (s) with T 1 n (s) = a n < n s ; (V n n s ( ) p s ( )) 0 ( ) Since, by the propagation of chaos result, the sequence ( n s (dx)) converges to p s (x)dx in probability, E jT 22 n (s)j tends to zero as n tends to in nity. By Lebesgue Theorem, the same is true for We set V n (x) = V n ( x).
E jT 31 n (s)j a n E < n s + p s ; j V n ( s ( n s p n s ))(:)j > a n E < n s ; j V n ( s ( n s p n s ))(:)j > + sup
The function is continuous and bounded together with its rst spatial partial derivative and satis es the hypothesis made on in Lemma 3.1. Moreover, as V n is bounded and Lipschitz continuous with the same constants as V n , the proof of Lemma 3.1 shows that (3.1) and (3.2) still hold when V n is replaced by V n . Hence we obtain 8 > 0, To prove the second part of the Lemma, we set 1 j 8, 2 C j b and 1 k j. We have @ k @x k (X st (x)) = , we deduce that (3.19) holds.
The proof of (3.20) is based on the following estimates given by Mitoma 11] , Lemma 3 80 s s 0 t T; 8x 2 R; E jX st (x) X s 0 t (x)j 2 K(s 0 s) 81 j 8; E jD j X st (x) D j X s 0 t (x)j 2 K(s 0 s) (3.21) and obtained by computations similar to the previous ones. Since the unique limit point is a Dirac probability measure, the whole sequence n converges in probability to the process . As by (3.12), the variables n are uniformly integrable, the convergence takes place in L 1 .
