Abstract-This paper introduces and compares some techniques used to predict the student performance at the university. Recently, researchers have focused on applying machine learning in higher education to support both the students and the instructors getting better in their performances. Some previous papers have introduced this problem but the prediction results were unsatisfactory because of the class imbalance problem, which causes the degradation of the classifiers. The purpose of this paper is to tackle the class imbalance for improving the prediction/classification results by over-sampling techniques as well as using cost-sensitive learning (CSL). The paper shows that the results have been improved when comparing with only using baseline classifiers such as Decision Tree (DT), Bayesian Networks (BN), and Support Vector Machines (SVM) to the original data sets.
I. INTRODUCTION
Machine learning has been applied in plenty of areas. For examples, it can be used to predict/classify customer behaviors in marketing or sales, to detect fraudulent or default in banking, to diagnose diseases in medicine, and recently, to a new area which is education. Moreover, the universities desire to improve their educational quality, hence, how to apply machine learning techniques in higher education to help the universities, instructors, and the students getting better in their performances become more and more attractive to both university managers and researchers.
In the first conference of educational data mining 2008, [6] compared different data mining methods and techniques to classify students based on their Moodle usage data and the final marks obtained in their respective courses; [15] proposed a model with different types of education-related questions and the data-mining techniques appropriate for them. For examples, predicting student performance, clustering similar students, and associating types of students with appropriate courses; [18] , [21] , and [3] used BN, DT, and other common techniques to predict the student results; another study [16] was done by us recently to predict the student performance at two real case studies: Can Tho University, Vietnam (CTU) 1 , and Asian Institute of Technology, Thailand (AIT) 2 .
1 http://www.ctu.edu.vn 2 http://www.ait.ac.th
Researchers have spent a lot of time in the task of predicting student performances while archiving only fair results. One major problem is that the number of "pass students" is much higher than the number of "fail students". This skew distribution is the main reason causing the degradation of classifiers.
The purposes of this study are both to improve the results of classification techniques in predicting the student performance of two real world case-studies (CTU, AIT) by dealing the class imbalance problem, and to compare the results of some common classification techniques before and after approaching with class imbalance.
The rest of the paper is organized as follows. Section 2 introduces some common techniques used to tackle with the class imbalance problem; section 3 represents our methodologies; section 4 explores the experimental datasets; section 5 shows the results and evaluations; and finally, section 6 and 7 represent discussion and conclusion respectively.
II. DEALING WITH CLASS IMBALANCE PROBLEM
To deal with imbalanced datasets, researchers used to focus on data level and classifier (algorithm) level. At data level, the common task is the modification of class distribution using over-sampling or under-sampling techniques. At classifier level, some common techniques were introduced such as manipulating classifiers internally, oneclass learning, ensemble methods, and CSL [20] . We will briefly review some techniques used in this study.
A. Modifying class distribution
To modify the class distribution, over-sampling and undersampling are usually used. Under-sampling discards a lot of useful information and usually appropriates for large datasets. The most common over-sampling method is random over-sampling, which randomly duplicates the examples in the datasets. Another over-sampling method was introduced by [14] and called SMOTE (Synthetic Minority Over-sampling Technique). SMOTE generates new artificial minority examples by interpolating between the existing minority examples rather than simply duplicating the original examples. This method, at first, finds k nearest neighbors of each minority example (according to authors, k=5); then it selects a random nearest neighbor; finally, the new synthetic examples are generated along the line segment joining a minority class sample and its nearest neighbor.
B. Cost-sensitive learning
Most of classifiers assume that the misclassification costs (false negative and false positive cost) are the same. In some real-world applications, this assumption may not be true. For examples, the cost of mailing to non-buyers is less expensive than the cost of non-mailing to the buyers [4] ; or the cost of predicting non-terrorist to terrorist is much cheaper than the cost of misclassifying an actual terrorist who carries a bomb to a flight. Cost is not necessarily monetary, for examples, it can be a waste of time or even the severity of an illness [17] . In our studies, the cost of misclassifying the actual "fail students" to "pass students" (so we can not help them, consequently, they will be expelled from the university) is much costlier than the false alarm.
When learning with two-class problems, we assume that the positive class (+) represents for the minority examples, and the negative class (−) represents for the majority examples. Let C(i, j) be the cost of predicting an example belonging to class i when in fact it belongs to class j, then the confusion matrix and the cost matrix are described as in tables I and II respectively. Actual classes Positive
Given this cost matrix, an example x can be classified into class i with the minimum expected cost (conditional risk) by using Bayes risk in equation (1) 
where N is number of classes and P (j|x) is the posterior probability of classifying an example x into class j.
Another term is the cost ratio, which is the proportion of false negative and false positive determined by C(−, +)/C(+, −). The purpose of cost-sensitive learning is to build the model with minimum misclassification cost as described in equation (2) T otalcost
C. Evaluation metrics
In the case of imbalanced datasets, accuracy metric becomes useless. For example, suppose the dataset has 990 negative examples and only 10 positive examples (this minority is usually very important). Most of the classifiers designed to maximize the accuracy, so in this case, they will classify all examples belong to the majority class to get the maximum of 99% accuracy. This result has no meaning because all the positive examples are classified incorrectly. To evaluate the model in the case of class imbalance, researchers usually use F-measure and the AUC, which are related to some other metrics described in the following.
False negative rate (FNR) is the proportion of positive examples misclassified as belonging to the negative class,
True negative rate (TNR) is the proportion of negative examples correctly classified as belonging to the negative class, T N R = T N/(F P + T N )
True Positive Rate (TPR) (or Recall R) is the proportion of positive examples correctly classified as belonging to the positive class, determined by equation (3)
False Positive Rate (FPR) is the proportion of negative examples misclassified as belonging to the positive class, F P R = F P/(T N + F P ) Precision (P) is the positive predictive value determined by equation (4)
F-Measure is an evaluation metric which considers both precision and recall of the testing results (β is used to set equal to 1)
Another important metric is the area under the ROC curve (AUC) [2] , in which ROC (Receiver Operating Characteristic) curve is a graphical approach for displaying the tradeoff between TPR (y-axis) and FPR (x-axis) of a classifier. We will use these metrics to evaluate our models in section 5.
III. METHODOLOGIES
The first step in this study is to collect the real datasets from the relational databases. Based on experts and feature selections, we have selected the most important attributes for the prediction tasks. The second step is to apply techniques to tackle the class imbalance based on three methods:
• Method 1: Modifying the class distribution by using SMOTE.
• Method 2: Applying CSL to minimize the total misclassification cost.
• Method 3: Combining SMOTE and CSL The third step is to evaluate and compare the results of these methods by experimenting with 3 classifiers on both the original and the re-balanced datasets. We use an evaluation protocol visualized as in the figure 1. This evaluation works as 10-folds cross-validation. At first, the dataset was separated; next, the enrichment data was generated on the train set; then the classifiers were built; finally, the evaluations were applied to the original test data. The final results were collected from average of ten run-times. The final step in this research is to build the intelligent system based on the best model we have evaluated. This system is deployed on the local web to help not only the students in predicting their result to have clever study plans but also the instructors who give them advices or more tutorials.
IV. EXPERIMENTAL DATASETS
The first dataset was got from Can Tho University, Vietnam (CTU), which has 20492 examples and 14 attributes. The second dataset was collected from the Asian Institute of Technology, Thailand (AIT), which has 936 examples and 14 attributes. We use these two datasets for predicting the student results ("pass", "fail").
Furthermore, to observe the results on the less imbalance data, two other datasets were also collected. The third dataset was taken from UCI repository 3 named Teaching Assistant Evaluation (TAE). This data consists of evaluation of teaching performance for 151 teaching assistant assignments at University of Wisconsin-Madison. The scores were divided into 2 classes ("low", "med-high"). The fourth dataset was collected from the Journal Statistics of Education Data Archive 4 named "U.S. News College" (USNC) having 1204 colleges, 33 attributes. This data is used to classify the graduation rate. We artificially assigned binary target labels for USNC by dividing the students at 85% graduation rate to get the imbalanced ratio between two real datasets AIT/CTU and TAE, as in 
V. EXPERIMENTIAL RESULTS AND EVALUATIONS
The experiments and the application system in this study were developed based on the WEKA library. 5 
A. Hyperparameters search
We have applied hyperparameter searches to look for the optimal parameters on all classifiers. To observe how the classifiers are influenced by the each dataset, we have also searched for the optimal parameter (percentage) of oversampling techniques. Each dataset has it own structure, so this percentage is also different. There are some notations such as CTU-SM150 represents for the dataset with SMOTE at 150%, and CTU-O means that the Original CTU dataset was used. Table IV shows optimal hyper-parameters for DT. The "unpruned" indicates whether pruning is performed; "useLaplace" indicates whether counts at leaves are smoothed based on Laplace [9] . Table V describes the hyperparameters for BN. Alpha is used for estimating the probability tables and can be interpreted as the initial count on each value [12] ; MaxNoOfParents (M) sets the maximum number of parents a node in the BN can have. (M = 1 for Naive Bayes classifier; M = 2 for Tree Augmented Bayes Network [11] ; M > 2 for Bayes Net Augmented Bayes Network [10] ; The framework K2 developed by [7] for induction of BN from data is used.
In a dataset D consisting of n examples (x i ∈ X , y i ) with a kernel function k(x, x ), SVM will predict a new example x by using the function
where b is the threshold and α i is determined by solving the Lagrangian optimization problem,
where ξ i is a positive slack variable, µ i is Lagrange multiplier used to enforce ξ i being postitive, and C is userspecified parameter representing the penalty of misclassifying the training instances and it can be choosen based on calibration. In non-linear problems, the kernel trick k is used to maximum margin hyperplanes. Two commonly used kernel functions are Polynomial Function
and Radial Basis Function
We have searched for the optimal hyperparameters of C, exponent p, and γ in equations (7), (8) , and (9) respectively. Table VI represents these results, in which bLogistic indicates whether to fit logistic models to the outputs. When learning with cost-sensitive, this study also searches for the cost ratio between false negative and false positive. We will investigate more clearly in next section.
B. Evaluation and comparison
We have experimented with three classifiers on four datasets. The AUC and F-Measure results are shown in table VII. In each dataset, this study shows that the classification results after dealing the class imbalance problem are normally better than learning on original data.
Another important method to deal with class imbalance is CSL, in which the classifiers will not consider the FN and FP equally. In our application, FN is the misclassification cost from the actual "fail student" to "pass student" and FP is the misclassification from the "pass" to the "fail" one. What is the cost in this case? Suppose that a second year student fails in this year, if he will fail again in next year then he will be expelled from the university, so the cost of both student and the university can be estimated as FNCost = (tuition fees + living fees + insurance fees + other fees) * 2-years-have-passed + (tuition fees will be lost from the university) * 2-years-in-future + (invaluable moral-cost). Conversely, the cost of FP can be approximated as FP-Cost = (the fee of some tutorials).
In fact, the cost of FN is much higher than FP. To examine how the total cost change when we increase the cost ratio, we have experimented on the cost ratio from 2 to 20. Figures 2 (only uses CSL) and 3 (combining SMOTE with CSL) display the total cost produced by DT, BN, SVM, and DT without cost-sensitive (DT-O). The results indicate that DT has the lowest total cost when comparing with the others on original data, and SVM has the lowest total cost on rebalanced data. Total cost is also reduced when learning on over-sampling datasets. To observe clearly how CSL effects on our problems, we have also experimented with three other ensemble methods, which can be used for handling class imbalance problem, AdaBoost [22] , Bagging, and MetaCost [17] on the baseline DT. (Since the limitation of space, some other results are not presented here).
Figures 4 and 5 compare the total cost on ensemble methods. AdaBoost, Bagging and original-DT increase the total cost as a linear function when the cost ratio is increased. MetaCost is better than CSL in the case of small datasets 
VI. DISCUSSIONS
In this study, the results have been improved when comparing with our previous works [16] , which only worked on original datasets. Although some papers had researched in this area such as [18] , [21] , and [3] , they evaluated their models in terms of accuracy, which has less meaning in the case of class imbalance as we analyzed in section 2.3. We have used AUC, F-Measure, and total cost to evaluate the models on three methods proposed in section 3 and recognized that the results are reasonable. When the datasets are large enough, CSL is better than MetaCost in the case of increasing cost ratio. In the ethical issues, it should be aware that there is no segregation from using this system to treat with "low performance" or "high performance" students. As we said in the introduction, the purpose of this study is to improve the prediction results to help the them get better in studying.
VII. CONCLUSIONS
In this study, we have applied machine learning techniques to improve the prediction results of academic performances for two the real case studies. Three methods have been used to deal with the class imbalance problem and all of them show satisfactory results. We first re-balanced the datasets and then used both cost-insensitive and sensitive learning with SVM for the small datasets and with Decision Tree for the larger datasets. Our models are initially deployed on the local web. In future works, we will cross the results from using this system with the expected results in educational field.
In addition, we can integrate more features such as combining with E-learning system or predicting results in the E-learning. Moreover, most universities today are using the Credit System, in which each semester the students get confused with dozen of courses. So, how to help them choose appropriate courses based on their previous study results becomes the real problem. We can solve this by using association rules or recommender system approach [1] [13] .
