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ABSTRACT 
This paper is concerned with the numerical calculation of  the [ (n+I) /2]  nonnegative abscissas 
and corresponding weights for the n-point Gauss-Legendre integration rule. Asymptot ic  
estimates for the zeros of  the n-th Legendre polynomial  are numerical ly studied. A 5-th order 
one-point iteration function is developed, which can be used to compute  accurate values for 
the abscissas with one iteration. 
1. INTRODUCTION 
Consider the n-point Gauss-Legendre quadrature rule 
n 
f_l 1 F(x) dx ~. ~ Wn, k F(Xn,k), 
k=l 
written in the form 
[nil 2] 
J'l 1 F(x) dx ~ n~=l Wn'm {F(Xn'm) + F(-Xn'm) } 
+ 6nWn,[n/2]+ 1 F(O), (1) 
where  
Wn,{n/2]+ 1 = ~ {1+ }2, 
and 6n = 1 if n is odd, 6 n = 0 if n is even. 
Adopt the following labeling convention for the 
positive abscissas : 
0 < Xn,[n/2 ] <...< Xn, 2 < Xn, 1 < 1. 
Let Pn(x) denote the n-th Legendse polynomial 
standardized by the condition Pn(1) = 1. Then Xn, m 
in (1) is the m-th positive zero of Pn with the 
corresponding weight given by 
2 Wn, m = 2(1-Xn,m)/[nPn_l (Xn,m)] 2. (2) 
To save two multiplications, Pn(X) can be computed 
from the classical three-term recurrence r lation 
written in the form 
Po(x) = 1, 
Pl(X) = x, (3) 
Vk(x) = 2XPk. l (x)-  Pk_2(x) - {XPk_ l(x)- Vk_2(x))/k, 
where k = 2, 3 ..... n. See Lebedev and Baburin [10] 
for propagated round-off error bounds which can be 
applied to (3). 
Using some results from Traub [18] and Hofsommer 
[9], we develop in §2 the following 5-th order 
iterative method for solving Pn(X) = 0 : 
(i+1) /x(i ) Xn, m = E~ i= 0, 1, 2, (4) ~, n~m/ ,  ... 
where 
E5(* x) = x-  (l-x) (l+x)v{l+v[x+v(B+Cv)]}, 
and 
v = Pn(X)/{nPn_ l ( x ) -  nxPn(x)}, 
B = [3 + n(n+l)] x2/3 - [i + n(n+l)]/3, 
C = [6 + 5n(n+l)]x3/6 - [4 + 5n(n+l)]/6. 
For sufficiently good x (0) (4) is capable of producing n,m ' 
very accurate values for Xn, m with only one or two 
iterations. It is convenient to define 
4m-1 
Vn,m = g-ff-4"2 rr, 
an= n 2+ n+ 1/3, 
1 1 
an= 1-~n2 + - -  8n 3' 
and let Jm denote the m-th positive zero of the 
Bessel function of the first kind J0(x). We employ 
the following formulas for selecting the initial guesses : 
j2_ 2 
x(:t = cos {~ (1 36~-2.)) 
if m = 1, and 
xi0)n,m = {an- 384--~nl (39 - 28/sin2Vn,m)}COS Vn, m 
if 2 < m ~ [n/3]. Finally, 
x(0) = anCOS n,m Vn,m' 
if [n/3] < m < In/2]. 
With these choices for x (0) n > 4, one can compute n,m ' 
X.n,m correct o at least 20 digits with only one itera- 
tion. 
(*) F. G. Lether, Department o f  Mathematics, The University o f  Georgia, Athens, Georgia 
30602, U.S.A. 
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This algorithm for choosing x(0) is based on certain n~m 
asymptotic results discussed in § 3, and depends on 
some earlier work of Tricomi [19] - [21] and 
Gatteschi [51- [7]. 
The numerical implementation f the above method 
for computing the positive abscissas and correspond- 
ing weights is discussed in §4. 
2. A 5-th ORDER ITERATION FUNCTION 
Consider the kerative solution of the equation f(x)= 0. 




_@x/ Aj(xl - -j. f ' (x) '  J = 1, 2 . . . . .  
Set Yl(X) = 1 and define Yj(x) by 
j v j /x )  = 20-1)A2(x)Y j _ l (x / -V j ' _ l /X ) ,  j = 2 ,3  . . . . .  
Our interest is in the one-point iteration function 
s-1 
Es(~) = x_ :g ~J j=l  Yj(x) , 
of order s. Since A 2 = f"/(2f') and 
Aj'/~) = ~+X/Aj+l(X/-  2Aj(x)A2(x/,  
one finds the first few iteration functions are given 
by 
E2(x ) = x-u, 
1 (f,./f,) u 2, ~3(x) = S2(x ) - ~- 
_1 E4(x ) = E3(x ) ~- {3(f"/f') 2-  (f"'/f')}u 3 
Es(x ) = E4(x ) 
_ _1 {15(f,,/f,)3 _ lO(f,,f,,,)/(f') 2 + f'"/f '}u 4. 
24 
Notice that E 2 is Newton's iteration function and 
that the previous results are from Traub [18, (5-15)]. 
Since the Legendre polynomials satisfy a second- 
order linear differential equation, Pn 0) can be 
expressed as a linear combination of lower order 
derivatives 
= 
+ [(j-2)(j-1) -.n(n+l)]PnG'2)(x))/(1-x2), 
j = 2, 3 . . . . .  Davis and Rabinowitz have used this 
observation i conjunction with E 4, in their sub- 
routine GRULE [4, pp. 369]. Our approach is some- 
what similar and is based on 1~5' but avoids the 
explicit occurence of any derivatives. 
Suppose f satisfies the homogeneous second order 
differential equation 
f"(x) = 2P(x)f'(x) + Q(x)f(x). (5) 
Then 
f ' "  = (4P 2 + 2P" + Q)f" + (2PQ + Q')f 
and 
f .... = (8P 3 + 12PP" + 2P'" + 4PQ + 2Q')f" 
+ (4p2Q + Q2 + 2PQ" + 4P'Q + Q")f. 
Substituting these derivatives into the right-side of E 5 
gives after some tedious algebra 
Es(x ) = E~(x) + 0(uS), 
where 
E~(x)= x -u -Pu  2 I (4p2 p .+ Q)u 3 -~- 
_ __1 (48p3 _ 28PP" + 24Pq + 2P'- 2Q')u 4. (6) 
24 
For homogeneous differential equations, E~ extends 
a previous result of Hofsommer and corrects a sign 
error in [9, (3)]. For s > 5, iteration functions 
analogous to (6) could be worked out, but the algebra 
becomes prohibitive. 
The Legendre polynomials are just one of many 
families of orthogonal polynomials which satisfy a 
differential equation of the form (5). For 
f(x) = Pn(X), (5) holds with 
V(x) = x/(1-x2), Q(x) = -n(n+l)/(1-x2). 
These latter functions are simple enough to compute 
a closed form for the right-side of (6). The result is 
E~(x) = x-  u-  xu2/(1-x 2) 
-Bu3/(1-x2) 2-  Cu4/(1-x2) 3, (7) 
where B and C are defined above in conjunction with 
(47 . Since 
(1-x2)Pn(X) = n {Pn_l(X) - XPn(X)}, 
(7) becomes the form given by (4) if we define 
U 
v = 1_x2. 
It should be noted that the computation of E~ in (4) 
does not involve much work beyond that required 
for the simpler and frequently employed Newton 
iteration function 
E2(x ) = x-u 
= x-  (1-x)(l+x)v. 
A family of iteration functions closely related to E~, 
is developed by Piessens and Denef in [13]. Theygive 
explicit 4-th order iteration formulas for the zeros 
of the Jacobi, Laguerre and Bessel polynomials. 
3. ASYMPTOTIC APPROXIMATIONS 
Several methods for approximating Xn, m can be 
obtained from the literature on orthogonal poly- 
nomials and the special functions. Our interest is in 
determining which of these can profitably be used 
for obtaining initial guesses, x(0) , for use in (4). To n,m 
this end we present five asymptotic approximations 
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for Xn, m. The first two of these are well known. 
However, the last three do not seem to be common 
knowledge and the author has not seen (13), 
explicitely stated in the literature. 
Tricomi [19, p. 195] gives the convenient asymptotic 
approximation for m-n/2 = 0(1), 
1 1)  
= (1---~v.. + 8n 3 cos Vn, m + 0(n'4). (8) Xn,m 
This relation has previously been used to furnish 
starting values for iterative methods based on E 2 
by Piessens and Branders [12, p. 138], and for E 4 
by Davis and Rabinowitz [4, p. 369 ]. 
Let 
Xn, m = cos 0n, m, (9) 
where 0 < 0n, m < 7r/2, 1 < m g [n/2]. Szeg6 [17] 
has shown that 
jm(~n+l/2)  + c/4) "1/2 < 0n, m < (n+.l/2)-ljm , 
where c = 1 - (2/rt) 2. The left-hand bound gives 
for 2m-n = 0(n), 
Jm + 0(n-3), (10) 
Xn, m = cos (n2+n+d)l/2 
where d = 2 -1 - rt -2 ~ 0.3987. Davis and Rabinowitz 
[2], [3] have used (10) to obtain initial guesses for 
Newton's method, in their early tabulation of the 
Gauss-Legendre quadrature rules. 
A third asymptotic representation for Xn, m can be 
obtained by specializing some results on Legendre 
functions of large order. From Olver [11, p. 469] 
Xn,m = c°S(tn,m + cot tn~ m - t -1 n,m + l 
8(n+1/2) 2 tn'm0 (n-4)(11) 
where tn, m = jm/(n+l/2). 
Some additional asymptotic expressions are based on 
certain results for the zeros of the ultraspherical poly- 
nomials P(n~)(x). Taking X = 1/2 in Gatteschi [5, (33)] 
gives for 2m-n = 0(n) ,  
Xn, m = ~os { Jm (1 
(n2+n+1/3) 1/2 
+ O(n-7). 
Also see Gatteschi [7, (7.15.5)]. 




Finally, for m-n/2 = 0(1) we have the fifth result 
Xn, m= {1-~ + 1 
8n 2 8n 3 
_ 384n 1 (39 - 28/sin2Vn,m )) cos Vn, m 0(n-5). + (13) 
The derivation of (13) is somewhat less direct than 
the preceding asymptotic expressions. Taking X= 1/2 
in Tricomi [20, (14)] gives 
0n, m = Vn, m + hn, m + 0(n-5), (14) 
where 
={1__ 1 
hn, m 8n 2 8n 3 
+ 1 (42 - 31/sin2Vn,m) )cot Vn, m. (15) 3s4- r  
We mention that (15) corrects an apparent misprint 
in [20, (15)]. In view of (9) and (14), Taylor's 
theorem implies 
i 2 
Xn, m = cos Vn, m - hn, m sin Vn, m - ~-hn, m cos Vn, m 
+ O(n-5). (16) 
Since 
2 _ 1 
hn, m 6~n2 cot2Vn, m + O(n-5), (17) 
we obtain (13) after substituting (15) and (17) into 
the right-side of (16). 
Notice the similarity between the Gatteschi result 
(12) and (10). (12) may be regarded as a considerable 
improvement over (10), and we therefore restrict 
our attention in the following work to the four 
asymptotic representations (8), (11)-(13). 
For a fixed value of n, numerical evidence indicates 
that the accuracy of the latter four approximations 
to Xn, m varies widely depending on the choice of 
m, 1 ,~ m g In/2]. The 0-terms in the asymptotic 
results are somewhat misleading. As previously noted 
by Tricomi, (8) is particularly useful for approximating 
the smaller positive abscissas near zero, but becomes 
progressively worse for the abscissas near 1. A similar 
remark applied to (13), even though (13) is more 
accurate than (8) for the large and middle Xn,m, 
1 ~ m g [n/3]. It is possible to obtain substantially 
higher accuracy than (13) for the large Xn,m, 
1 < m g [n/10] + 2, if we are willing to accept the 
somewhat less convenient Gatteschi representation 
(12), which depends on Jm" The behaviour of Olver's 
result (11) is similar to that of (12). 
The previous conclusions concerning the relative 
accuracy of the different asymptotic approximations 
to Xn, m are based on certain graphical and com- 
putational evidence which we now illustrate. Let 
~n,m denote an approximation to Xn, m and introduce 
the function 
Pn(m) = -log10 I(Xn, m - ~n,m)/Xn,ml, 
where m = 1, 2 ..... [n/2]. Then X~n,m approximates 
Xn, m to about Pn(m) significant digits. In Figure 1, 
P50 is graphed for each of the four approximations 
X~n, m furnished by (8), (11)-(13). For the calculation 
Ofjm required in (11) and (12), we employed the 
table in [8] and the McMahon asymptotic series [1], 
[14, pp. xviii]. The relative relationships shown in 
Figure 1 between the four asymptotic approximations 
also hold for other values of n, and has been verified 
for n = 10(10)100. 
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A Tr icomi eq. (8) 
B Tr i comi  eq.  (13) 
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Fig. 1. P50(m) versus m = 1(1)25 for the asympto{ic 
approximations (8), (13), (11) and (12). 
One relatively convenient and effective way to 
choose x(0) for use in (4) is to take the Gatteschi n,m 
approximation (12) for the largest abscissa Xn, 1. 
For the other abscissas we use the Tricomi results 
(13) and (8) for the respective cases 2 ¢ m ¢ [n/3] 
and [n/3] < m • [n/2} This is the method stated in 
§ 1 for selecting x (0) While not of optimal accuracy, 
n,m"  
this hybrid technique for choosing the initial 
guesses is sufficient for our purposes in the next 
section. It has the advantage of being relatively easy 
to code and requires only the first zero J l  ° f  J0(x)" 
4. NUMERICAL RESULTS 
A double precision FORTRAN subroutine GAUSSL 
was written to compute the [n/2] positive abscissas 
and corresponding weights in (1). This code uses the 
techniques tated in § 1 and has been succesfuUy 
run on the IBM 370/158 and CDC Cyber 70/74 
computers. Double precision floating-point arithmetic 
on these machines employs approximately 16 and 
29 decimal digits, respectively. In the following work 
we assume n > 4 in (1), since closed forms for the 
abscissas and weights are easily worked out for 
n = 1(1)4. We restricted our investigation to the 
choices n ~ N = {4, 5, 6 ... . .  50, 96, 168, 256}. 
With only one iteration in (4), we obtained at least 
20 significant digits of accuracy on the CDC machine 
for all of the positive abscissas, when n ~N. TWo 
iterations in (4) should therefore be sufficient for 
the double precision accuracy available on any com- 
puter the author is familiar with. 
Our termination criterion for the iteration (4) was 
based on a machine dependent parameter EPSMCH. 
EPSMCH is the smallest positive number for which 
(1. DO + EPSMCH). GT. 1. DO 
holds in the double precision arithmetic of the com- 
puter being used. Consider the first two dominant 
terms on the right-side of E~. It follows from the 
definition of EPSMCH that x - (l-x) (1+ x)v equals 
x in the computer if ha/x[ < EPSMCH, where as be- 
fore u = ( l+x) (1-x)v. In this case it would be point- 
less to continue the iteration process. To allow for 
round-off errors our code accepted x as a root of 
P if 
n 
lu[ < 2Ix[ EPSMCH. (18) 
Here the factor 2 is an empirical constant whose 
choice is not based on a rigorous analysis. EPSMCH 
can easily be determined by a double precision version 
of the short subroutine MACHIN given in [15, pp. 
209]. 
On the IBM 370 only one iteration was required for 
convergence in the sense of (18), when n = 4(1)50. 
This was also the case for n = 96, 168 and 256 with 
a single exception. For the 168-point rule, 2 iterations 
of (4) were required for the smallest positive zero 
x168,84" 
EPSMCH = 16 -13 ~ .22 x 10 -15 for the IBM 370, 
which is a hexadecimal chopping computer. 
The abscissas determined by (4) and (18) are some- 
what more accurate than the corresponding weights 
calculated from (2). To numerically investigate this 
behaviour, let Xn,m and Wn,m denote the approxima- 
tions we obtained on the IBM 370 for Xn, m and 
Wn, m. Given n, set 
r m = I(Xn, m - gn,m)/Xn,m I, 
m = 1, 2 ... . .  [n/2]. Let 
XBIG n = m~r ~ r m, 
XSMALL N = mi~ r m, 
and XAV n = (rl+r2+...+r[n/2])/[n/2], 
denote the maximum, minimum and average relative 
errors for the computed abscissas gn,m' m = 1,2 ..... [n/2]. 
In an analogous manner define the maximum, mini- 
mum and average relative errors WMAX n, WMIN n 
and WAV n for the corresponding weights Wn,m" The 
above relative errors are listed in Tables 1 and 2 for 
n = 10, 30, 96 and 256. Although not shown in the 
tables, in almost all of the cases n e N, it was found 
that WBIG n = r 1, i.e. ~'n, 1 had the largest relative 
error. The latter weight corresponds to the abscissa 
closest to 1. This behavior is not unexpected in view 
of the work in [10], since (2) is sensitive to small 
perturbations in its argument. 
When (3) is employed to compute Pn I for use in 
(2), one has as a by-product all of the values Pk' 
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0 '~ k g n-1. This suggests the possibility of com- 
puting the weights from the alternative represent* 
ation 
n-1 
x 2 k~__2 (2k+1) [Pk(Xn,m)]2} • Wn, m = 2/(1 + 3 n,m + 
(19) 
As a numerical experiment we used the same 
abscissas X"n, m considered in Table 1, but recomputed 
the corresponding w~ights Wn,m from (19) on the 
IBM 370. Table 3 lists the values obtained for the 
maximum, minimum and average relative errors for 
these latter weights. Comparing Tables 2 and 3 we 
see that for the cases considered, (19) produces 
somewhat more accurate values for the weights, than 
does (2). This was also found to be true for the 
other values of n ~ N not listed in Table 3. How- 
ever, the use of  (19) in place of  (2) for computing 
all of  the [n/2] weights requires about n 2 additional 
multiplications. 
On the CDC Cyber 70 the execution time for com- 
puting all o f  the positive abscissas and corresponding 
weights, for the 49 rules defined by n E N, was 10.6 
seconds using (19) and 8.7 seconds using (2). 
EPSMCH = 2 -95 ~- 0.25 × 10 -28 on this binary 
chopping computer. 
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Table 1 
IBM 370, Relative Errors in Abscissas 
n XBIG n XSMALL n XAV n 
10 .82(-16) .92(-17) .40(-16) 
30 .31(-15) .14(-17) .65(-16) 
96 .64(-15) .53(-18) .95(-16) 
256 .14(-14) .27(-17) .10(-15) 
Table 2 
IBM 370, Relative Errors in Weights (2) 
n WBIG n WSMALL n WAV n 
10 .13(-13) .17(-15) .29(-14) 
30 .24(-12) .10(-14) .18(-13) 
96 .48(-11) .45(-14) .12(-12) 
256 .29(-10) .22(-14) .37(-12) 
Tab le  3 
IBM 370, Relative Errors in Weights (19) 
n WBIG n WSMALLn WAVn 
10 .94(-15) .43(:16) .30(-15) 
30 .80(-14) .33(-15) .16(-14) 
96 .55(-13) .55(-15) .56(-14) 
256 .20(-13) .36(-15) .14(-13) 
The numbers in parentheses indicate the power of  
10 by which the leading decimal number is to be 
multiplied. 
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