Abstract
Introduction
Given an undirected or directed graph G = (V, E ) , an efficient approximation algorithm' is presented for the problem of finding a k-connected ( k = 1 , 2 , 3 , . . .) spanning *Supported in part by NSERC grant no. OGP0138432 (NSERC code OGPIN 007). 
9210604.
An a -uppruxinlcrtiun algorithm for a combinatorial optinlization problem runs in polynomial time and delivers a solution whose value is always within the factor CY of the optimum value. The quantity a is called the approximation guarantee of the algorithm. 1 + P/hl improves for k 2 2 Figure 1 . A summary of previous & new approximation guarantees for minimum-size IC-edge connected spanning subgraphs (k-ECSS), and minimum-size k-node connected spanning subgraphs (k-NCSS). (a) A minimum-size 2-node connected spanning subgraph has n + 1 edges, and is indicated by thick lines (the path wl , w 2 , . . . , wn and edges V1V7 and e , = w5vn).
(h) The heuristic in Section 3.1 first finds a minimum-size M c E such that every node is incident to 2 (IC --1) = 1 edges of M . The thick lines indicate M ; it is a perfect matching. The second step of the heuristic finds an (inclusionwise) minimal edge set F g E such that (V, M U F ) is 2-node connected. F is indicated by dashed lines -the "key edge" e, is not chosen in F . IM U Fl = 1.5n -5.
(c) Another variant of the heuristic first finds a minimum-size M E such that every node is incident to > k = 2 edges of M . The thick lines indicate M ( M is the path wl, w 2 , . . . , vn and edges 211213, V,_~W,).
Thesecond step of the heuristic finds the edge set F E indicated by dashed lines -the "key edge" e , is not chosen in F . (V, M U F ) is 2-node connected, and for every edge vw in F , (V, M U F)\vw is not 2-node connected. IM U F ( = 1.5n -3.
In the approximate solution of NP-hard combinatorial optimization problems, it often turns out that finding a solution within a factor of two of optimum is almost trivial, but achieving (asymptotically) better approximation guarantees needs a deeper understanding of the problem. For example, consider the metric TSP, i.e., the Traveling Salesman Problem with edge weights satisfying the triangle inequality. Finding a solution whose value is within a factor of two of optimum is trivial. The Christofides heuristic [Ch 761 broke the 2-approximation barrier by employing a powerful idea: matching.
Given a graph, consider the problem of finding a minimum-size 2-edge connected spanning subgraph (2-ECSS), or a minimum-size 2-node connected spanning subgraph (2-NCSS). Several recent papers have focused on these two problems. Khuller & Vishkin [KV 921 achieved the first significant advance by obtaining approximation guarantees of 1.5 and 1.66 for the minimum-size 2-ECSS problem and the minimum-size 2-NCSS problem. Garg et al [GSS 931 improved the approximation guarantee of the latter problem to 1.5. These algorithms are based on depth-first search (DFS), and they do not imply efficient parallel algorithms for the PRAM model. Subsequently, Chong & Lam [CL 95, CL 961 gave (deterministic) NC algorithms on the PRAM model with approximation guarantees of (1.5 + E) and (1.66 + E) for the minimum-size 2-ECSS problem and the minimum-size 2-NCSS problem.
For graphs and the general minimum-size k-edge con- there appears to have been no previous work on achieving approximation guarantees better than two.
An illustrative example
Here is an example illustrating the difficulty in improving on the 2-approximation guarantee for the minimumsize k-connected spanning subgraph problem. Let the given graph G have n nodes, where n is even. Suppose that the edge set of G, E ( G ) , is the union of the edge set of the complete bipartite graph K k , ( n -k ) and the edge set EOpt of an n-node k-regular k-edge connected (or k-node connected) graph. For example, for k = 2, E ( G ) is the union of E (K2,(n--2) ) and the edge set of a Hamiltonian cycle. A naive heuristic may return E ( K k , ( n . -k ) ) which has size k ( n -k ) , roughly two times I EOpt 1. A heuristic that significantly improves on the 2-approximation guarantee must somehow return many edges of EOpt.
New Results
This paper presents a simple heuristic for finding an approximately minimum-size k-node connected spanning subgraph of a given graph or digraph. An approximation guarantee of 1 + [1/k] is proved. Figure 2 illustrates the working of the heuristic on an example. A variant of the heuristic finds a small-size k-edge connected spanning subgraph (k-ECSS) of a given graph or digraph. For graphs and the minimum-size k-ECSS problem, the approximation guarantee is 1 + [ 7 / k ] For graphs, the heuristic finds a 2-node connected or 2-edge connected spanning subgraph whose size is within a factor of 1.5 of the minimum size. A parallel (deterministic) version gives a (1.5 + €)-approximation NC algorithm.
Similarly, a sequential linear-time version gives an approximation guarantee of (1.5 + e). Figure 1 summarizes the approximation guarantees obtamed in this paper for the four versions of the problem, and compares these with the previous best approximation guarantees.
The rest of the paper is organized as follows. Section 2 has definitions andnotation. Section 3 presents the heuristic for approximating a minimum-size k-node connected spanning subgraph of a graph or a digraph, and separately analyses the approximation guarantees on graphs and digraphs. Section 4 describes and analyses the heuristic for approximating a minimum-size k-edge connected spanning subgraph of a graph or a digraph.
A detailed version of this paper, containing all proofs, is available from the authors via e-mail.
Definitions and notation
For a subset S' of a set S , S\S' denotes the set { z E This paper considers finite simple graphs and digraphs (the graphddigraphs have no loops nor multiedges). Let A matching of a graph
there is a perfect matching in H\ w .
A (1 + i)-approximation algorithm for minimum-size k-node connected spanning subgraphs
This section presents the heuristic for finding an approximately minimum-size k-node connected spanning subgraph (abbreviated k-NCSS), and proves an approximation guar-
First, we focus on graphs, and then turn to digraphs. The analysis of the heuristic for graphs hinges on a deep theorem of Mader [Ma 72, Theorem 11. Given a graph G = (V, E ) , a straightforward application of Mader's theorem shows that the number of edges in the k-NCSS returned by the heuristic is at most
see Lemma 3.3 below. An approximation guarantee of 1+[2/k] on the heuristic follows, since the number of edges in a k-node connected graph is at least klVl/2, by the "degree lower bound", see Proposition 3.4. Often, the key to proving improved approximation guarantees for (minimizing) heuristics is a nontrivial lower bound on the value of every solution. We improve the approximation guarantee
by exploiting anew lower bound on the size of a le-edge connected spanning subgraph, see Theorem 3.5:
The number of edges in a k-edge con- Assume that the given graph or digraph G = (V, E ) is k-node connected, otherwise, the heuristic will detect this and report failure.
Undirected graphs
Let E* E E denote a minimum-cardinality edge-set such that the spanning subgraph (V, E * ) is k-edge connected. Note that every k-node connected spanning subgraph (V, E') (such as the optimal solution) is necessarily k-edge connected, and so has IE'I 2 IE*I.
The heuristic has two steps. The first finds a minimumsize spanning subgraph (V, M ) , M s E, whose minimum degree is (IC -l ) , i.e., each node is incident to 2 (k -1) edges of M . Clearly, IMI 5 lE*l, because (V, E*) has minimum degree k, i.e., every node is incident to 2 k edges of E*. To find M efficiently, we use the heuristic for the maximum degree-constrained subgraph (b-matching) problem. Our problem is:
To see that this is a b-matching problem, consider the equivalent problem of finding the complement of M , where M = E\M: The second step is equally simple. We find an (inclusionwise) minimal edge set F s E\ M such that M U F gives a k-node connected spanning subgraph, i.e., (V, M U F ) is ICnode connected and for each edge ww E F , (V, MU F)\ww is not k-node connected. Recall that an edge ww of a k-node connected graph H is critical (w.r.t. k-node connectivity) if H \ v w is not k-node connected. The next result characterizes critical edges. To find F efficiently, we start with F = 0 and take the current subgraph to be G = (V, E ) (which is k-node connected). We examine the edges of E\M in an arbitrary order, say, e l , e2, . . . , et (e = IE\MI). For each edge e; = 'uiw;, weattempttofind (k+1) open1ydisjointw;ttwi paths in the current subgraph. If we succeed, then we remove the edge ei from the current subgraph (since ei is not critical), otherwise, we retain e; in the current subgraph and add e; to F (since e; is critical). At termination, the current subgraph with edge set M U F is k-node connected, and every edge ww E F is critical. The running time for the second step is 0 (le I E 12). Proof Consider the k-node connected subgraph returned by the heuristic, G' = (V, E') , where E' = M U F . Suppose that F contains a cycle C. Note that every edge in the cycle is critical, since every edge in F is critical. Moreover, every node w incident to the cycle C has degree 2 (k + 1) in GI, because w is incident to two edges of C, as well as to at least (IC -1) edges of M = E'\F. But this contradicts Mader's theorem. We conclude that F is acyclic, and so has 5 IVI -1 edges. The proof is done. 
Proof:
The approximation guarantee follows because IEOPtI L (klVl/2)7 so
We have already seen that M can be found in time O(IE11.5(log IVl)')), and F can befoundin timeO(klEI2). The running time of the second step can be improved to O(k31V1') as follows: we run a linear-time preprocessing step to compute a sparsezertificate % of G for k-node connectivity, i.e., E g E , /El 5 klVI, and for all nodes w , w, (V, 2) has k openly disjoint wttw paths iff G has k openly disjoint v t t w paths, see [NI 92, FIN 93, CKT 931 . We compute M as before, by running the first step OCG. To find the set F C E\M, we run the second step on E U M rather than on E , and for each edge w;w, E %\M, we attempt to find (k + 1) openly disjoint vi +)wi paths in the current subgraph of (V, E U M ) . The second step runs in time where E* denotes a minimum-cardinality edge set such that G* = (q E * ) is k-edge connected. Suppose that E* contains a perfect matching Po (so \Pol = n/2). Then I E* I 2 (n/2) +
To see this, focus on the edge set M' = E*\.&. Clearly, every node w E V is incident to at least (IC -1) NC and achieves an approximation guarantee of (1.5 + E ) , whereas a randomized NC version achieves an approximation guarantee of 1.5. A sequential linear-time version of the main heuristic achieves an approximation guarantee of (1.5 + E ) . The proof of the 1.5 approximation guarantee in this subsection again hinges on Mader's theorem (Theorem 3.2), but instead of employing the lower boundin Theorem 3.5, we employ a nice lower bound result due to Chong and Lam (Proposition 3.9).
The heuristic for a minimum-size 2-NCSS described below can be used to find a l .5-approximation of a minimumsize 2-edge connected spanning subgraph (2-ECSS). For this, we run a preprocessing step on the given graph G = (V, E ) , which is assumed to be 2-edge connected, to partition the edge set into blocks (maximal 2-node connected subgraphs). Then separately for each block, we run our heuristic for a minimum-size 2-NCSS. For a block, the optimal 2-ECSS may nut be 2-node connected, nevertheless, the lower bound used by the 2-NCSS heuristic applies to 2-ECSS too, so the edge set found by our algorithm will have size within 1.5 times the minimum size of a 2-ECSS.
The approximation guarantee of 1 + [Ilk] follows easily from Theorem 3.5, using an argument similar to Proposition 3.4. We have E' = M U F , where IF I 5 ( n -1). Moreover, since M is a minimum-size edge set with degM ( U ) 2 ( k -l), Vv E V, Theorem 3.5 implies that IMI 5 IEoptI -Ln/2J 5 IEoptI -( n -1)/2. Hence,
where the last inequality uses the "degree lower bound", The running time analysis is the same as that in Proposition 3.4. In other words, (V, M U F ) is 2-node connected, but for each edge vw E F , (V, M U F)\vw is not 2-node connected. Let E' denote M U F , and let Eopt E E denote a minimum-cardinality edge set such that (V, Eopt) is 2-edge connected.
Lemma3.8 (E'[
Proof: By Mader's theorem (Theorem 3.2), F is acyclic, so IF1 5 /VI -1. AminimumedgecoverMofGhassize and achieves an approximationguarantee of (1.5 + E).
The sequential running time is O ( m I E 1 ) . A sequential linear-time version of the heuristic achieves an approx-
imationguarantee of (1.5 + E ) .
Proof:
The approximation guarantee follows from Lemma 3.8 and Proposition 3.9, since Consider the deterministic parallel version of the heuristic. Let 2 denote a maximum matching of 6 . For
Step 1, we find an approximately maximum matching in NC using the algorithm of [FGHP 931: for a constant E , 0 < E < 0.5, the algorithm finds a matching M' with ~M ' J 2 ( 1 -2 e ) l Z~ inparalleltimeO(e-4(10g 1~1 )~) using 2-node connected spanning subgraph of G such that E(G') contains the minimal edge cover M . Call an edge w w of 6' essential if either ww is in M or G'\vw is not 2-node connected (i.e., an edge of G' is nonessential if it is not in M and it is not critical w.r.t. the 2-node connectivity of GI). Algorithm 2 of [KeR 951 starts by taking the current subgraph G' to be G, and repeatedly finds a spanning tree T of G' that has the minimum number of nonessential edges, minimally augments T to obtain a 2-node connected spanning subgraph G" of G', and then replaces the current subgraph G' by G". Finding the spanning tree T is easy: we compute a minimum spanning tree of G' where the cost of each edge in M is taken to be -1, the cost of the remaining essential edges of G' is zero, and the cost of the nonessential edges of G' is one. The parallel complexity of the whole algorithm is in NC, see [HKe+ 95, KeR 951. Now, the approximation guarantee is (1.5 + E ) .
For the sequential linear-time version of the heuristic, note that a matching M' with IM'I 2 (1 -2 6 ) can be found in time 0 ( ( 1 VI + 1 E I) /E). Moreover, in linear time, we can find an edge minimal 2-node connected spanning subgraph whose edge set contains the minimal edge cover 
Directed graphs
The main heuristic extends to digraphs. The key tool in the analysis of the approximation guarantee is another theorem of Mader, [Ma 85, Theorem 11. Given a digraph G = (V, E ) that is assumed to have node connectivity at least k , the first step of the heuristic finds an arc set M 5 E of minimum cardinality such that for every node w, there are 2 (IC -1) arcs of M going out of 71 and 3 ( k -1) arcs of M coming into v. Clearly, IMl 5 lEopt 1 , where Eopt C E denotes a minimum-cardinality arc set such that (V, Eopt) is k-node connected. The second step of the heuristic is a? in Section 3.1: we find an (inclusionwise) minimal arc set F C E\M such that M U F is the arc set of a k-node connected spanning subgraph. The key point is that 1 F 1 5 21V -1, by Mader's digraph theorem (Theorem 3.12).
Consider the first step in more detail. To find the arc set M , we transform the digraph problem to a b-matching problem on the bipartite graph B (G) associated with G. For
there is a pair of nodes U -, U+ in the bipartite graph B ( G ) , and for each arc ( v , U ) ) of G, there is one edge 71+w-in the bipartite graph. Our problem of finding aminimum-cardinality M C. E with degM,,,
the problem of finding a minimum-cardinality edge set M' of the bipartite graph such that each node of the bipartite graph is incident to > ( k -1) edges of M'. As in Section 3.1 , this is a b-matching problem.
An altemating cycle of a digraph is an even-length sequence of distinct arcs (wo, w~) (wz, T J I ) (w2, vu^) (214, w) . . . ( v j -1 , wj) ( W O , wj) wherethenodesmayrepeat, i.e., thecorresponding sequence of undirected edges is a union of cycles, and moreover, alternate occurrences of nodes have two arcs coming out or two arcs going in. For an alternating cycle C, a C-out node is a node having two outgoing arcs of C , and a C-in node is a node having two incoming arcs of C. Here is Mader's theorem on the critical arcs of a k-node connected digraph: Proof The proof of the approximation guarantee is similar to the proof for undirected graphs in Theorem 3.7.
Let Gopt = (V, EOpt) be a k-node connected spanning subgraph of minimum size. Apply Proposition 3.16 to the bipartite graph B(GoPt) of GoPt to deduce that
IM*I 5 IE(B(G,t))I -IV(B(GOPt))l/2, where M* E ( B ( G O P t ) )
is a minimum-size edge set such that every node of B(Gopt) is incident to 2 k -1 edges of M * .
Since the arc set M & E ( G ) found by the heuristic has
where the last inequality uses the "degree lower bound",
The running time analysis is similar to that for the heuristic for graphs, see Section 3.1. In this section, an edge e (arc e ) of a k-edge connected graph (digraph) H is called criticul if H\e is not k-edge connected. Assume that the given graph or digraph G = (V, E ) is k-edge connected, otherwise, the heuristic will detect this and report failure.
Undirected graphs
In this subsection, G = (VI E ) is a graph. The first step of the heuristic finds an edge set M E of minimum cardinality such that every node in V is incident to > k edges of M . Clearly, [MI 5 IEoptI, where Eopt E denotes a minimum-cardinality edge set such that (V, Eopt) is k-edge connected. The second step of the heuristic finds an (inclusionwise) minimal edge set F C E\M such that M U F is the edge set of a le-edge connected spanning subgraph.
In detail, the second step starts with F = 0 and E' = E. Note that G' = (V, E') is le-edge connected at the start. We examine the edges of E\M in an arbitrary order e ; , e2, . . .. If wiwi is noncritical, then we delete it from E' and G', otherwise, we retain it in E' and G', and also, we add it to F . Using Cai's theorems, we show that IF) 5 3.51V) for oddk, and IF1 5 2.51VI foreven k . Since IEoptI 2 klVl/2, we achieve approximation guarantees of 1 + (7/k) for odd k , and 1 + (5/k) for even le.
E\M be the set of critical edges found by the second step of the heuristic. In G' = (V, E'), where E' = M U F , every edge ww E F is critical (i.e., G'\vw is not le-edge' connected), and both degE, (v) and degE, (w) 
Directed graphs
The heuristic for finding an approximately minimumsize le-edge connected spanning subgraph of a digraph has two steps. Similarly to Section 3.3, the first step finds a minimum-cardinality arc set M E E such that for every node v , there are 2 k arcs of M going out of v and 2 k arcs of M coming into w. Clearly, IMI 5 IEoptI, where Eopt g E denotes a minimum-cardinality arc set such that (V, Eopt) is k-edge connected. The second step of the heuristic finds an (inclusionwise) minimal arc set F E\M such that E' = M U F is the arc set of a le-edge connected spanning subgraph. To prove the approximation guarantee, we need to estimate IF]. As for graphs, we use the notion of special arcs to estimate IF I.
Call an arc (w, w) of a k-edge connected digraph special if the arc is critical, and in addition, degotlt(w) 2 ( k + 1) and degi, (w) > (k + 1). Clearly, every arc in F is a special arc of the digraph G' = (v E'), E' = M U F , returned by the heuristic. In-detail, we fix a node a E V(G) and take E = Eo,,t U Ei,, where Eout ( , ! ? i n ) is the union of k arc disjoint out-branchings 
-
The estimate of special arcs in Theorem 4.5 is not tight, but is within a factor of (roughly) three of the best possible bound.
