A new methodology for specifying and implementing communication protocols is presented. This methodology is based on a formalism called "Real-Time Asynchronous Grammars" (RTAG), which uses a syntax similar to that of attribute grammars to specify allowable message sequences. In addition RTAG provides mechanisms for specifying data-dependent protocol activities, real-time constraints, and concurrent activities within a protocol enttty.
INTRODUCTION
Data communication protocols serve to enhance the utility and reliability of communications media. In recent years a great deal of effort has heeo devored to understanding the services and mechanisms of such protocols. The ISO, in cooperation with other international organizations i> currently in the process of developing protocols correspondtng to the layers of its reference model. Earlier work by the U.S. DOD as well a\ by various computer manufacturers (e.g., IBM's SNA and DEC's DECNET) has resulted in the specification of protocol architectures which are functionally similar to but incompatible with each other and wrth the proposed IS0 protocols.
The need for machine-independent specifications of standard communication protocols has encouraged the definition of a number of formalisms for this purpose.
In this paper, we define a new methodology which is rich enough to concisely describe real protocols, is "easy and intuitive" to use, and which we believe can eventually serve as the basis of a software system for automated generation of quality protocol implementations.
Our methodology, "Real-Time Asynchronous Grammars" (RTAG), is based on an extension of attribute grammars in which terPermission to copy without fee all or part of this material is granted provided that the copies are not made or distributed for direct commercial advantage, the ACM copyright notice and the title of the publication and its date appear, and notice is given that copying is by permission of the Association for Computing Machinery. To copy otherwise, or to republish, requires a fee and/or specific permission. mtnal symbols correspond to messages sent and received. It provides formal constructs for specifying concurrent protocol activities and realtime constraints.
RTAG facilitates the expression of most protocol mechanisms, and encourages a top-down approach to designing and specifying protocols.
We have developed a software system consisting of a grammar analyzer and an RT,4AC pa,rt-r. Applied to an RTAG speciftcation of a protocol, these programs provide a major part of an implementation of the protocol (essentially only operating system interface routines and utility routines for functions such as pachet assembly need be added).
The protocol implementor writes an RTAG description of a protocol. This description is then processed hy the grammar analyzer, which produces a set of "grammar description tables". The grammar description tables for a protocol, plus user supplied interface and utility routines for a particular operating system, are combined with the RTAG parser to obtain an implementation of the protocol. The parser operates by doing a top-down parse on the grammar in response to external events (e.g., arrival of a packet or a request from a user).
If a number of protocols have been specified by RTAG, and implementations of these protocols are desired for a new computer system, it suffices to implement the RTAG parser and the utility routines on the system. Conversely, experimentation with a protocol running on' a heterogeneous network of systems all running the RTAG parser can be done by changing the RTAG specification rather than by rewriting many hand-coded protocol implementations.
We have implemented an RTAG parser under 4.2 BSD UNIX and have written an RTAG specification for the IS0 Class 4 Transport Protocol (TP-4). The RTAG parser has been installed in the UNIX hernel and interfaced with the other components of the 4.2 BSD UNIX networking system, thus obtaining an RTAG-based implementation of TP-4. The goal of this component of our work is to study the feasibility of generating production implementations in the manner described above.
Section 2 of this paper provides an overview of related work in protocol specification techniques. The remainder of the paper covers various aspects of RTAG. Sections 3 and 4 describe the syntax and informal semantics of RYAG. Section 5 describes the structure of a simple RTAG parser, and Section 6 discusses RTAG software tools and their integration into environments such as operating systems and prototyping/debugging systems. Section 7 summarizes RTAG, contrasts RTAG with related work, and suggests directions for further work.
FORMALISMS FOR PROTOCOL SPECIFICATION
The general goal of a protocol specification is to describe the desired behavior in abstract terms, i.e., without dependence on a particular programming paradigm. Besides their use in protocol veriftcation and performance study, specifications aid in implementatron by providing formal or informal guidelines for programmers and/or by allowing some degree of automated implementation.
The remainder of this section briefly surveys some existing protocol specification formalisms. If the current parse tree is
Iuser. data] <goal r and the Inet-data] event occurs, the above production would be applied to. the l?wer instance of <goal>.
If the production has attribute assignments, these would result in input data received from the networh being introduced into the parse tree.
As a side-effect of applying the production, the output event symtiolized
by luser-data) would be performed.
If an input symbol cannof be derived, it is discarded and ignored. This is appropriate, for example, with a duplicate connection request or confirm pa&et, where such an occurrence does not signify a protocol error.
In orher cases it might be preferable to regard unparsed packers as fatal errors and to abort rhe protocol, or to log them for debugging purposes.
RTAG SYNTAX AND INFORMAL SEMANTICS
Because of their role in automated implementation, RTAG grammars are written as machine-readable files obeying syntactic rules. This section develops in parallel the syntax and informal semantics of RTAG.
An RTAG specification consisrs of two parts: a list of symbol definitions and a lisr of productions.
Symbols, Attributes, and Names
Each symbol has an associated set of attributes. each of which has a type (e.g. integer, boolean, pointer IO data). Symbol names obey the following rules:
(1) Nonterminal symbols are delimited by angle brachets.
(2 <a> and tb> will be activated when the production is applied, and their subtrees will be expanded concurrently.
When they are both fully expanded 4.~7 will be activated, and when it is fully expanded <d> and te7 will be activated.
Svbol and Attribute References
Symbol references can be lorrzl or /~o~r-loc~/. A local reference is of the form $n; and refers to the nfh symbol of the production; $0 is rhe LHS and $I is the leftmosr symbol of the RHS.
A nonlocal reference is written as syml/sym2.../s,ymn.
The semantics are as follows:
find the closest ancestor named sVm 1 of the symbol instance serving as the LHS of this producrion; find the leftmosr of iIs children named sV1n2; the leftmost of that symbol's children named svnl3 and so forth. A reference to a nonexistent symbol (detected at runtime) is considered a fatal error.
specifies that if the [U .DT] event occurs within ten tick of the time an instance of <x> is activated then the second production will be applied to <x7, and IN. DT] will be performed; otherwise the first production will be applied ten richs after <x> is activared. 
Example: an RTAG Specification of TP-4
An RTAG specification has been written for the IS0 level 4 transport protocol (TP-4), using the following guidelines:
I) The protocol is recurstvely divided jnto logrcally distinct subprotocols, and each subprotocol is placed in a subtree of the parse tree. 2) Attributes, which are used for reference numbers, sequence numbers, window sizes, etc., are moved to the root of the appropriate subtree.
The following diagram shows the top-level decomposition of the protocol. 
AN RTAG PARSING ALGORITHM

Static Data Structures
The parser uses the following static structures, which depend on the RTAG grammar being parsed, and are computed in advance.
Symbol Descriptors
Each symbol X is described by record giving its class (input, output, nonterminal, special) and the numbet-of attributes.
If S is an input symbol, the descriptor also contains a list of nonterminals that derive ,\ in the underlying CFG, a list of nonterminals that left-derive X in the underlying CFG, and for each nonterminal Y which left-derives S, a list of the production sequences by which X can be lefr-derived from Y in the underlying CPG.
Because left recursion is not allowed in the underlying CFG, the length of such a production sequence is bounded by the number of symbols, and therefore the list is finite and easily computable.
If .X i% an output symbol, the descriptor contains the address of the corresponding event performance routine.
If S is a nonterminal, the descriptor contains a list of its immediate and timed productions.
Production Descriptors
Each productionin the RTAG specification is described by a record containing: I) the enabling condition (in the current version, expressions are encoded in an intermediate form that is interpreted by the parser); 2) a list of encoded attribute assignments; 3) pointers to the parent symbol's descriptor, and to those of each RHS symbol; and 4) information describing the concurrent grouping of the RHS symbols.
Dynamic Data Structures
The 
Timer Descriptors
Each timet-is described by a record containing pointers to a symbol instance, a timed production, and a delay. The parser maintains an incremental delay queue of active timers.
The following FIFO queues are used by the parser during processing:
(1)
A queue of input events to be processed.
(2) A queue of timed-out timer descriptors waiting to be processed. 
Immed quelre, a queue of active nonterminal instances that may be eligible for an immediate production. A symbol is added to this list when an attribute value on which the enabling condition of the production depends is changed.
Processing Input Events
The first step in parsing an input event lx] is to find the "candidate set", namely the set of nonterminal leaves which left-derive 1x1 in the underlying CFG, and which are eligible under the "key attribute" restrictions.
This can be done by a depth-first search of the parse tree. For each candidate <a>, there is a set of production sequences which left-derive ]x] from i a r . These sequences are attempted in an arbitrary order.
When a sequence longer than one production is being attempted, its attribute assignments must be performed since later productions in the sequence may use the target attributes in their enabling conditions. On the other hand, if a production sequence fails (due to an enabling condition not being met) then all its assignments must be undone. Hence while a multi-production sequence is being attempted, its attribute assignments are "logged" (i.e., modified attributes are linked and their old values saved). If the production sequence fails, the changes are undone.
The immediate and newly active queues are processed when the candidate list is exhausted. This processing, which may add new entries to the queues, is continued until both queues are empty.
An element on the immediate queue is processed by testing the enabling conditions of its immediate productions, and applying the first production whose enabling condition is me<.
The processing for a newly active symbol X is as follows: if X is a nonterminal, the conditions of its immediate productions are evaluated, and if one is true that production is applied. If none are true, links from the attributes on which the conditions depend are established, so that if one of the attributes is changed the conditions can be retested. For each timed production of X. the enabling condition is evaluated. If it is true, the expression assigned to the "interval" attribute of /timer/ is evaluated, and a timer is started with that value. A link is set up so that if X is later removed from the tree, or is expanded by another production, the timer can be canceled.
If X is an output symbol then the corresponding external function is called; the attribute values of X are passed as arguments. If X is a special symbol such as /remove/ or lfreedatal, the appropriate internal action is taken. /remove/ removes from the parse tree the descendants of the symbol instance pointed to by Iremovel's where attribute, and marks this symbol as fully expanded.
Processing Timeouts
A timeout is processed by performing the associated production on the associated symbol instance. As with input events, this can result in additions to the newly active queue and the immediate list, which then must be processed as described above.
Deallocation of Fully Expanded Subtrees
When all the symbols in the RHS of a production are fully expanded, the parser deallocates them and their attributes, and recursively flags and processes the parent. The other case where symbols are deallocated involves right-recursive productions. In a production of the form <x> : s <x> when the symbols in S have all been fully expanded, and the two instances of <Y> have identical attribute values, the symbols in s are deallocated and the two instances of <x>-are merged (the child replaces the parent and the parent is deallocated). This is done to prevent right-recursive constructs from using unboundedly large amounts of memory.
RTAG SOFTWARE SYSTEM
In the section we describe software tools which, given an RTAG specification, produce an implementation of that part of the protocol which the grammar describes. Tools have also been developed to assist in user-level debugging of RTAG specifications and of interface routines. This software has been developed under 4.2 BSD UNIX, but could be built on other systems as well. There are two main components: the "grammar analyzer" and the "RTAG parser", which correspond roughly to the parser generator and the parser of a compiler generation system.
Grammar Analyzer
The grammar analyzer accepts a symbolic RTAG specification, and generates the static data structures of the RTAG parser (see Section 5. I). It assigns numbers to input symbols, and produces an "include" file of these assignments, for use in the user-supplied interface to the RTAG parser. It also produces a C scmrce file containing declarations for the output event routines and external functions which the user must supply, as well as an address table through which these routines can be called by the RTAG parser.
The grammar analyzer was constructed using the UNIX Lex and Yacc utilities to facilitate changes to RTAG, and it uses the UNIX C pre-processor to handle comments, macro substitutions, and include files.
RTAG Parser
The parsing algorithm described in Section 6 has been implemented in C under UNIX.
It can be run in user or kernel mode. It must be linked with appropriately-named output routines and external functions, which are called indirectly through the address table generated by the grammar analyzer.
The networking portion of the UNIX kernel includes the "mbuf' memory management system, in which variable-size blocks of data are represented by chains of "mbuf' records, and routines are available to manipulate mbuf chains in various ways. On UNIX, the RTAG dazuptr attribute type is a pointer to an mbuf chain, and the RTAG parser performs concatenation and other operations by calling the appropriate utility routines.
Software Environments for the RTAG Parser
To obtain a kernel-mode implementation of an RTAG-specified protocol on UNIX, the RTAG parser is compiled into the kernel, along with the structure initializations generated by the grammar analyzer. Routines must be supplied to interface the RTAG parser to the UNIX socket system on the upper level, and to the UNIX IP implementation or directly to networh interface modules on the lower level. We have also developed two user-level environments for protocol experimentation and development:
1) User-level Experimentation System
This consists of a simulated network layer based on the UNIX IPC facility, as well as routines which translate between output symbols and packets (correctly handling data pointed to by ahraprr attributes). Also included is a routine for interactive perusal of the parse tree, and debugging options that allow logging the actions of the parser (productions, event occurrences, and attribute assignments) on a dish file. This system allows RTAG specifications to be tested with a minimum of programming.
2) User-level Kernel Simulation
In debugging kernel-level protocols it has been extremely helpful to simulate the kernel at the user level. This was done by compiling the relevant kernel code (such as the socket routines and the read/write system call routines) into the user program, together with a software simulation of the IP and network layers. The tree perusal and logging routines, as well as UNIX symbolic debuggers, can be used.
Example: an Implementation of TP-4 under 4.2 BSD UNIX
The RTAG specification for the TP-4 transport protocol has been combined with the kernel-mode RTAG parser to obtain a production version of TP-4 operating in the DOD Internet domain. The following interface routines and external functions were needed:
(1) (2) (3) (4) Network-level event output routines for assembling packets and sending them to the UNIX IP (Internet Protocol) module. A network-level input rout&e to accept a packet from TP, verify the checksum, extract the data fields, and generate the appropriate input event.
Upper-level event output routines for conveying information to the UNIX socket system. For example, the data output routine calls a UNIX kernel routine which appends the mbuf chain to the receive buffer of the appropriate socket, and wakes up any waiting user process. An upper-level input routine to handle "user requests" from the socket system. These, for the most part, translate directly into input events.
CONCLUSION
The RTAG methodology is rich enough to express a wide variety of protocol concepts. Furthermore, the RTAG methodology can be used to experiment with variations on protocols (by changing the grammar) and to quickly obtain experimental implementations of protocols. We have implemented an RTAG software system, have specified a RTAG for the TP-4 transport protocol, and have developed a grammar-based TP-4 implementation in the UNIX kernel.
Based on our experience with the current RTAG TP-4 implementation and with a number of other protocol implementation projects we have concluded that grammar-based formalisms are well suited to specifying complex protocols. We believe that RTAG has inherent advantages over protocol specification methodologies based on augmented FSA. In particular RTAG provides:
(1) (2) Ease of Use and Understanding: An RTAG specification of a protocol compactly shows the legal event sequences which are often difficult to deduce from other specification formalisms. In addition, with RTAG one can isolate particular functions in well defined portions of the grammar and of the parse tree. The capability of RTAG to express concurrent activities mahes it easier to express natural protocol interactions and dependencies, and for others to understand the mechanisms of the protocol. Range of Applicability: Distributed computing applications in databases and operating systems have introduced the possibility of protocols more complex than those found in data communication protocols. Such applications may benefit from RTAG's powerful underlying formalism. We believe that development of the RTAG methodology can have a major impact on the way protocols for a wide range of applications are specified and implemented. In addition, we hope to develop RTAG-based tools to assist in the verification of both protocol specifications and implementations. 
