Abstract-Use of mobile health (mHealth) systems has increased with the advancement and proliferation of mobile computing and related technologies. It has improved efficiency and effectiveness of healthcare services. Non-invasive pain level detection from facial images is one of the promising mHealth applications. Effective pain treatment requires regular and continuous pain assessment. Most of the pain research tools are study or disease specific while some are pain (lumbar pain, cancer pain, etc.) and patient group specific (neonatal, adult, woman, etc.). This results in recurrent but potentially avoidable costs such as time, money, and workforce to develop similar services or software research tools for each research study. In this study, we have proposed, designed, and implemented a customizable personalized pain study platform that offers real-time data collection, research participant management, role-based access control, research data anonymization etc. It is also used to investigate pain level detection accuracy using evidence-based continuous learning from the facial expression data, collected from Bangladesh, Nepal and USA, which yielded about 71% classification accuracy.
INTRODUCTION
Pervasiveness and lower cost of mobile technologies facilitate faster, better and affordable healthcare services. Regular pain assessment is necessary for the presence of pain and for improvement, deterioration, or complications attributable to pain treatment [1] . With the help of pervasive computing systems, healthcare professionals (providers and researchers) may deliver more appropriate treatments to patients by leveraging self-reported and automated pain level detection. Accurate assessment of pain is critical for the identification of appropriate interventions and for evaluating the effectiveness of such interventions in the clinical setting [1] .
There are two types of users in the mHealth systems. One is the health care provider and the other is the patient. Also in research studies, this mHealth system can be used by the researcher and participant. Primary data collection can be increasingly convoluted due to incurring substantial costs, both money and money -critical resources for researchers in particular studies [2] .
Pain expression recognition could be useful in many applications such as detecting pain in hospital-based or homebased patients who cannot move, speak, or remember the pain they experienced [3] . Both the researcher and the participant may encounter numerous challenges during the research study due to the inaccurate pain level detection and design issues of the system. The share of Americans that own smartphones has increased to 77% from just 35% in 2011 [4] . Considering the penetration of smartphone users, developing a smartphonebased pain study platform, which will offer seamless services to pain researcher and participant, is a challenging task.
In this study, we proposed, designed, and implemented a customizable personalized pain study platform following a micro service architecture. It has most of the common software research modules that are needed for a pain research study. These include real-time data collection, research participant management, role-based access control, research data anonymization etc. This software research tool is also used to investigate pain level detection accuracy using evidence-based continuous learning from the facial expression which yielded about 71% classification accuracy.
The summary of the contributions of this study is:
A generic pain study platform for pain research. A device-independent collaboration platform for participants and researchers. Study to detect pain level from facial image. A real-time pain level data collection platform.
This research article is organized as follows. The related research is discussed in section II. Requirement analysis for the platform development is discussed in section III. Pain detection and personalization is presented in section IV. The evaluation of the tool, results and platform implementation are presented in section V and VI. Finally, the discussion on our findings and conclusions are presented in section VI.
II. RELATED RESEARCH
Lack of representative data is one of the major impediments to developing a fully functional automatic pain detection tool [5] . Though several public datasets for different targeted pain studies are made available through various research publications, no shared platform was found for sharing pain study data during prior studies [5] .
Facial expressions are considered a reliable indicator in pain assessment such as neonatal pain assessment etc. [6] . Here, facial images are classified into four classes of facial expressions: calm, crying, moderate pain, severe pain. The classification accuracy is up to 85.50% [7] . Martinez et al. employed Recurrent Neural Networks (RNNs) to automatically estimate Prkachin and Solomon Pain Intensity (PSPI) levels from face images. Personalization of the model is performed using a newly introduced facial expressiveness score, unique for each person [8] .
Three important factors were figured out to exploit in automatic pain detection: spatial information available regarding pain in each of the facial video frames, temporal axis information regarding pain expression pattern in a subject video sequence, and variation of face resolution [9] . However, the ability to train deep convolutional neural networks (CNN) for pain assessment is limited by small datasets with labels of patient-reported pain intensities [10] , i.e., annotated datasets such as Shoulder-Pain [11] , EmoPain [12] , BioVid Heat Pain [13] .
Image-based approaches are sensitive to noise and illumination. Local binary pattern (LBP) is more immune to these [14] . The shape and appearance of facial features get deformed due to pain. The deformation of appearance features is extracted using local binary pattern features [15] .
A. Pain Assessment Tools
A study of related researches revealed 28 pain assessment tools and/or techniques. Scoring methods and rating of period varied much in terms of scale and technique from each other. Most of the tools (24 out of 28) are dependent on observations of healthcare professionals. Pain tools which tried to determine pain level based on numeric values, ranges varied from 0-60. 
III. PLATFORM REQUIREMENT ANALYSIS
From various previous and ongoing researches following key requirements are identified. Those are discussed below-
A. Mobile Application
One of the top priorities of a facial image-based pain tracking tool is to capture and transmit facial images seamlessly while the patient is in pain. It may reduce number of hospital visits and the need of a specialized tool.
B. Server Application
Image processing is computationally expensive and offloading it to the server side helps to reduce resource usage in mobile devices [16] . Making the pain detection and pain tracking modules independent of the smartphone platform opens the possibility for future extension [3] .
C. User Enrollment
Enrollment of users is needed for identification of collected data from participants and keeping track of their association with corresponding researchers. One of the key requirements of the system is the ability to separate the participant's personal data from each other and/or other research studies. Having a collaborative research platform in which participants can join different studies would alleviate the major challenge of pain studies.
D. Patient History Management
This pain tracking tool should be able to manage the data submission history by the participants. Participants would have access to their self-labeled pain and system predicted pain levels. Participants could also decide to join any research study with their previously provided data.
E. Research Application
The application should be customizable for an end user while allowing the underlying application to be modernized without losing any user customizations [17] . Meanwhile achieving openness of the application it should also be ensured that the application is closed for any modification from outside [18] .
IV. PAIN DETECTION AND PERSONALIZATION
We present the pain detection algorithm along with the necessary components in this section.
A. Components
We discuss different components of the pain detection and personalization methodology in the following subsections.
a) Visual Analog Scale (VAS):
The visual analog scale (VAS) is a psychometric response scale which can be used to assess the amount of pain that a patient feels ranges across a continuous scale from none to an extreme amount of pain [17] . It requires very little training and the pain VAS has been found acceptable to patients [22] . b) YCbCr Colorspace: YCbCr is one of the widely used color space in the image processing area. It is a scaled and offset version of YUV color space. In comparison to RGB, YCbCr is luma-independent. There are 3 components in YCbCr color space. In YCbCr format, Y represents luminance information whereas Cb and Cr are two color-difference components. Component Cb and component Cr are the difference between the blue component and a reference value and difference between the red component and a reference value respectively. c) Eigenface: An Eigenface is the projection of face images onto a feature space that ranges a significant variation among known faces. Principal components are identified by principal component analysis (PCA) which is manifested by the eigenvectors corresponding to the highest eigenvalues.
B. Pain Detection Algorithm
The face image was taken as input from a mobile device's front camera and then color segmentation through YCbCr color space followed by density regularization and luminance regularization. After these, a geometric correction was performed with contour extraction. 
C. Personalized Continuous Learning
Like any other machine learning problem, the scope of facial expression learning can be broadly categorized to two categories, shown Fig 2, -1 ) Generic Learning (Cross-sectional Learning) and 2) Personalized Learning (Longitudinal Learning).
In the cross-sectional learning model, the model is trained by the facial images of the whole population and tested with the facial images of the test subjects. With respect to crosssectional learning, the model is trained only by facial images of the test subject and tested with the images of corresponding subjects only.
Again, based on learning period, facial expression learning can be classified into two different approaches, shown in Fig. 2, 1 Expression of faces due to pain differs greatly from person to person depending on demographics such as age, gender etc. To circumvent this problem a personalized pain detection tool based on continuous learning is the solution for an evidence-based pain tracking tool.
The same pain detection algorithm described, in the above section and in Fig 3. , is used to derive a personalized trained model. An existing model is prepared and stored beforehand using previously collected images for each user. Then the user input face image is tested to predict current pain level. The predicted pain level is displayed to the user and a new training model is prepared using this current input image combining with previously stored images. This new training model replaces the previous training model for this user and doesn't affect other users' pain recognition process. The lifecycle of the tools can be represented by Fig 3. V. EVALUATION Both cross-sectional and longitudinal studies were performed on the obtained pain dataset. Two (2) experiments were done to evaluate the pain detection tool.
D. Dataset
A dataset of pain patients suffering from cancer was collected from a previously done cross-sectional and longitudinal study conducted in Bangladesh, Nepal and South Dakota in the United States [2] [6] . The data collection protocol was approved at Marquette University and by the responsible ethical review boards in Bangladesh, Nepal and Rapid City, South Dakota in the United States. The dataset has four hundred and ten (410) longitudinal facial images of four (4) different subjects and thousands cross-sectional facial images of five hundred and thirteen (513) subjects. Each image was labeled with a patient-given numerical value of pain in the range of 0-10 where 0 means no pain and 10 means the highest level of pain.
E. Cross-Sectional Evaluation
During the cross-sectional evaluation of the pain tool, the model was trained with all cross-sectional facial images of different subjects and the full longitudinal dataset of four subjects was used as test data. Predicted pain level range was also the same as input pain level 0-10 where 0 means no pain and 10 means the highest level of pain. Then the range of pain level (0-10) was transformed into three (3) categorical levels: low (0-3), mid (4-6) and high (7) (8) (9) (10) . This classification into categories is similar to the Brief Pain Inventory which has been proposed and validated across different cultures [2] . Residuals of each level were observed for two subjects. During the longitudinal evaluation of the pain tool, the model was trained with the longitudinal images of the test subject using continuous learning. In continuous learning, the n th image was tested with the model prepared using the 1….(n-1) th images. Same transformation into three (3) categorical levels: low (0-3), mid (4-6) and high (7-10) was done like crosssectional evaluation as described in 8.2.2. Residuals of each level were observed for two subjects.
F. Longitudinal Evaluation

G. Demographic Evaluation
Demographic evaluation, shown in Table V , was done on the cross-sectional dataset. In the demographic evaluation, training model was prepared only using demography specific cross-sectional images. Training and testing dataset were split into 80:20 ratio for holdout validation.
H. Results
The results of the system were evaluated in terms of two performance measure: the mean absolute error and classification accuracy of pain groups. Due to insufficient data for two (2) subjects was not used in both evaluation of the pain tool, Fig. 5 and Fig. 6 are only for subject H and P. The results for subject F, H, P and R are shown in Table III. Mean absolute error is significantly less in continuous learning based longitudinal evaluation with respect to one-time learning based cross-sectional evaluation. The goal is to reduce the mean absolute error is for reproducible usage in clinical settings.
Pain group level classification accuracy is shown in Table IV for this experiment hereby termed as Experiment-1. It is observed that the mid pain level group classification accuracy is better with a mean accuracy of 68% than other pain groups, low (50%) and high (45%). Better classification accuracy can be attributed to higher training data in the dataset. Class distribution in the longitudinal dataset is shown in Figure 7 . The cross-sectional demographic evaluation on the cross-sectional dataset also conforms to the relation between better classification accuracy and size of the training dataset. To validate the result, experiment-2 was conducted with more flexible constraints on categories of pain levels. Pain levels were categorized to same three (3) categorical levels but with different pain ranges: low (0-2), mid (3-7) and high (8-10) using continuous learning model. This experiment with flexible constraints resulted, presented in Table IV , in a slightly improved result for mid-level pain group.
For experiment-2, based on our new flexible pain level category definition mid (89.5%) is still the highest class whereas high (1.0%) is the lowest class.. Class distribution in the longitudinal dataset for Experiment-2 is shown in Figure 7 .
VI. PLATFORM IMPLEMENTATION
Developed pain study platform enables collaboration between different studies and participants. Choice of the pain detection algorithm has a direct impact on the research results. Since different targeted pain study may have better performing algorithms, hence the platform is very loosely coupled with the pain detection tool.
Considering the future adaptability and support for range of consumer devices such as web, mobile, wearables etc. in hindsight, microservices architecture was chosen for the Fig. 8 , with each other by using well-defined RESTful Application Programming Interfaces (API). An API gateway was developed which acts as the entry point for the clients of the micro-services. Clients don't call services directly rather the API gateway is called, which forwards the call to the corresponding services and fetches the result for the requester module.
VII. DISCUSSION AND CONCLUSION
In this study, we proposed, designed and developed a pain study platform along with a facial image based automated pain tool which facilitates researchers and participants with more collaboration opportunity. The goal of the platform is to Facilitate automated pain level detection capabilities for researchers and clinicians in diagnosing, designing and evaluating interventions for pain patients. we have a contribution in developing a first-time pain data collaboration platform specifically designed for pain studies, real-time data collection, multiple research collaboration on the same data and/or participants, an improved automatic pain detection tool which yields promising results. This software research platform is responsive and HIPAA compliant which makes it easier to deploy to participants and privacy aware and secured.
One of the common traits of many healthcare research is silo mode data collection which doesn't enable other researchers to continue research on aggregated data. To best of our knowledge there is no platform which is deviceindependent and generic, offers collaborative interfaces for both researcher and participant, collects data electronically, provides researcher real-time accessible data and most significantly which stores user information in a secured and privacy-aware manner. We have designed and developed our pain study platform which addresses all these areas.
Automatic pain detection from facial images is a challenging research problem. Long term context aware data collection and testing different algorithms for differently scoped pain study is a future work for this pain detection tool. Long term usability testing of the platform will also help the platform to identify and incorporate useful functionality features.
