Let R = log M / k be the rate in bits per letter of q k , and let Dk(R) = EDk,o(R) be the average kth order operational distortion-rate function Dk,o(R). We use the high resolution approximation Dk,O(R) = Ck,de-2R and a Lagrangian formulation to determine the optimal bit allocation between qk and the "universal" quantizer. For this optimal allocation, we show that While our rate redundancy result (4) for universal source coding with respect to a fidelity criterion is consistent with Rissanen's result (3) for universal noiseless coding, our distortion redundancy result ( 5 ) is consistent with Akaike's result on the expected decrease in log likelihood for empirical maximum likelihood on N samples, with Davisson's result on the expected increase in squared error for empirical linear prediction on N Gaussian samples, and with Pollard's result that the codewords in a quantizer follow a central limit theorem (which implies that the expected increase in squared error is inversely proportional to the number of samples N). [2] S. Panchanathan and M. Goldberg. Algorithms and architecture for image adaptive vector quantization. In
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