Abstract. It is well understood that dynamic instability is among the primary drivers of forecast uncertainty in chaotic, physical systems and a variety of data assimilation techniques are designed specifically to exploit this phenomena. Recent mathematical work provides formal proofs of the central hypothesis of the Assimilation in the Unstable Subspace methodology of Anna Trevisan and her collaborators: for filters and smoothers in perfect, linear models, the distribution of forecast errors asymptotically conforms to the unstable-neutral subspace, i.e., the column span of the error covariance aligns with the span of backward Lyapunov vectors with non-negative exponents.
1. Introduction. In perfect models defined by a linear, deterministic time evolution without noise, solutions to the Kalman filter have recently been mathematically understood in their relation to the underlying characteristic dynamics. Gurumoorthy et. al. [16] demonstrated that the span of the Kalman filter forecast error covariance matrices asymptotically align with the time varying subspace spanned by the unstable and neutral backward Lyapunov vectors. This result was generalized by Bocquet et. al. [6] for rank deficient initializations of the Kalman filter, proving the asymptotic equivalence of reduced-order, unstable subspace filter designs with the full rank Kalman filter. The convergence of the covariances of the Kalman smoother on to the unstable-neutral subspace was established by Bocquet & Carrassi [5] , where this latter work, furthermore, numerically extended this relationship to non-linear dynamics and ensemble-variational methods. The present study is rooted in this lineage, extending the limits of the intuition developed for perfect dynamics now to the presence of model errors. Our motivation is to understand how the presence of dynamical noise affects the confinement of the Kalman filter forecast uncertainty to the unstable subspace, in an ideal setting, focused here on noisy linear dynamics.
This work develops novel bounds on the forecast uncertainty for the Kalman filter in the presence of model error. These bounds explicitly describe the evolution of forecast error as the growth of uncertainty due to dynamic instability, defined by the Lyapunov spectrum, and the constraint on the uncertainty due to the observational design, and its precision therein. Together, the rate of dynamic instability and the normalized observational precision form an inverse relationship which can be used to characterize the boundedness of forecast errors. Our primary tools of analysis are the backward Lyapunov vectors, about which we provide a short introduction in section 3. Our main analytical results are the bounds provided in Proposition 1 for autonomous dynamics and Proposition 2 for time varying systems. An important consequence of these results is that under generic assumptions, forecast errors in the span of the stable backward Lyapunov vectors remain uniformly bounded independently of any observational constraint. This result, described in Corollary 2, validates the central hypothesis of Assimilation in the Unstable Subspace (AUS) of Trevisan et. al. [10, 33, 34, 28, 29] , originally developed for perfect dynamics, now in the presence of model error: one need only target observations and corrections to the span of the unstable and neutral backward Lyapunov vectors to constrain forecast errors to finite growth. Formalizing this principle, we demonstrate a necessary condition for filter boundedness, Corollary 1, that the constraint of the maximal observational precision must be greater than the leading instability which forces the model error.
Unlike perfect models, however, uncertainty in the stable backward Lyapunov vectors does not generically converge to zero -this is a natural consequence of reintroducing uncertainty from model errors. Moreover, while stability guarantees that unfiltered errors remain uniformly bounded, the uncertainty in the span of the stable vectors may still become impractically large. We identify the dynamical mechanism for this phenomena by proving that the uncertainty in the span of the stable backward Lyapunov vectors, introduced by recurrent perturbations of model error, can be computed directly. The experiments in subsection 5.1 illustrate the importance of the local variability of stable Lyapunov exponents on unconstrained forecast errors: even though a Lyapunov exponent is strictly negative, positive realizations of the local Lyapunov exponents can force transient instabilities which strongly amplify the forecast uncertainty, if left unconstrained. This extends similar results for nonlinear, perfect models by Ng. et. al. [26] , Palatella & Trevisan [29] and Bocquet et. al. [7] , now to the presence of model error. While these studies focused on the nonlinear interactions of uncertainty with model dynamics, our work establishes the fundamental impact of these transient instabilities as a first order effect in the presence of model errors.
As with dynamically targeting corrections, we provide novel formalism and numerical verification of the observational hypothesis of AUS [35, 11] , now in the presence of model error: given a fixed observational dimension, observations may be targeted to compensate for the leading dynamic instabilities, forcing the growth of forecast uncertainty. Our experiments in subsection 5.2 demonstrate a reduction to the uncertainty in the full rank Riccati equation by confining observations to the span of the leading, backward Lyapunov vectors, as compared to fixed and random observational networks of equal dimension. However, we find the unconstrained growth of forecast errors in the first stable mode to be impractically large compared to the uncertainty of the full rank Riccati equation -in contrast to perfect models, observations and corrections must be made in stable modes of high variability to obtain forecast errors comparable with the full rank Kalman filter. Our results thus have important implications for low rank filters in the presence of model error, e.g. the EKF-AUS filter of Trevisan et. al. [34, 28, 29] . In section 6 we discuss the implications of these results as a framework for designing dynamically targeted, low rank filters in the presence of model error.
2. State estimation in the presence of model error. The purpose of recursive data assimilation is estimating an unknown state with a sequential flow of partial and noisy observations. We make the simplifying assumption that the dynamical and observational models are both linear, and expressible as
In the above, x ∈ R n and y ∈ R d are the system's state and observational variables respectively, related via the linear observation operator H k : R n → R d . Throughout the entire text, the conventional notation k = 0, 1, 2, . . . is adopted to indicate that the quantity is defined at time t k . The matrix propagator of the forward model from t k−1 to t k is given by M k . We denote the operator taking the system state from an arbitrary time t l to t k as M k:l M k M k−1 . . . M l+1 , with the symbol used to signify that the expression is a definition. We will denote M k:k I n , where I n is the identity matrix (of size n × n in this case). At all times we assume M k to be non-singular, and the propagator to be uniformly bounded in k.
The model and observation noise, w k and v k , are assumed mutually independent, unbiased Gaussian white sequences with statistics
where R k ∈ R d×d is the observation error covariance matrix at time t k , and Q k ∈ R n×n stands for the model error covariance matrix. The error covariance matrix R k can be assumed invertible without losing generality. With linear dynamical and observational models, and normal initial error distributions, the filtered error distributions remain normal at all times, and can be recursively computed by the Kalman filter. Definition 1. The forecast error covariance matrix P k of the Kalman filter satisfies the discrete-time dynamic Riccati equation [20] [6]
where
k H k is the precision matrix of the observations transferred in state space. Equation (2.4) expresses the error covariance matrix, P k+1 , as the result of a two-step process, consisting of the assimilation step at time t k leading to the analysis error covariance matrix P a k ,
and the forecast step, where the analysis error covariance is forward propagated by
For two positive semi-definite matrices, A and B, the partial ordering is defined B ≤ A if and only if A − B is positive semi-definite. To avoid pathologies, we assume that the model error and the observational error covariance matrices are uniformly bounded, i.e., there are constants q inf , q sup , r inf , r sup ∈ R such that for all k,
The classical conditions for the boundedness of filtering errors, and the independence of the filter initialization, are given in terms of the model's observability and controllability. Observability is the condition that given sufficient, but finitely many, observations the initial state of the system can be reconstructed. Controllability describes the ability to move the system from any initial state to a desired state given a finite sequence control actions -in our case the moves are the realizations of model error. These conditions are described in the following definitions, beginning with the information and controllability matrices which formalize the discussion.
Definition 2. We define Φ k:j to be the time varying information matrix and Υ k:j to be the time varying controllability matrix, where
For γ ≥ 0 let us define the weighted controllability matrix as
We recall from section 7.5 of Jazwinski [19] the definitions of uniform complete observability (respectively controllability).
then the system is uniformly completely observable. Likewise suppose there exists N Υ , a, b > 0 independent of k for which k > N Υ implies
then the system is uniformly completely controllable. Hypothesis 1. We assume that the system of equations (2.1) and (2.2) is (a) uniformly completely observable (b) uniformly completely controllable as described in Definition 3. Theorem 1. Suppose the system of equations (2.1) and (2.2) satisfies Hypothesis 1 and P 0 > 0. Then there exists constants p a inf and p a sup independent of k such that analysis error covariance is uniformly bounded above and below,
Given any two initializations of the prior error covariance P 0 , P 0 > 0, with associated sequences of analysis error covariances P a k , P a k , the covariance sequences converge,
These are classical results of filter boundedness and filter stability, see for example Theorem 7.4 of Jazwinski [19] , or Bougerol's work with random matrices [8, 9] for generalizations of these results.
The square root Kalman filter is a reformulation of the recurrence in equation (2.4) which has been used to reduce computational cost and obtain superior numerical precision and stability over the standard implementations see, e.g., [32, and references therein] . The advantage of this formulation in our analysis is to explicitly represent the recurrence in equation (2.4) in terms of positive, semi-definite symmetric matrices.
Definition 4. Let P k be a solution to the time varying Riccati equation (2.4) and define X k ∈ R n×r to be a square root of P k such that
where X k is a Cholesky factor when r < n. We order the singular values of an m × r matrix as σ 1 > · · · > σ r and for each k define
The constant α (respectively β) is interpreted as the minimal (respectively maximal) observational precision in column space of X k . The square root X k may be interpreted as an ensemble of anomalies about the mean in ensemble data assimilation methods [1] [14] . Using Definition 4 and the matrix shift lemma [6, Appendix C] we re-write the forecast Riccati equation as follows
from which we infer
Iterating on the above inequality, we obtain the recursive bound The bounds in equation (2.20) explicitly describe the previously introduced uncertainty as dynamically evolved to time k, relative to the constraint of the observations. We will utilize the backward Lyapunov vectors to extract the dynamic information.
3. Backward Lyapunov vectors. This section gives a pragmatic introduction to the backward Lyapunov vectors and the QR algorithm, providing a framework for our study. For a more comprehensive introduction, there are many excellent resources at different levels of complexity, see for example [24, 23, 2, 3, 17] .
Consider the growth of an arbitrary non-zero vector v ∈ R n via the propagator M k:l , relative to its initial size, in reverse time. This is written as
so that the directions of greatest growth or decay in reversed time over the interval [t l , t k ] are the eigenvectors of the matrix M Definition 5. For p ≤ n, the Lyapunov spectrum of the system (2.1) is defined as the set {λ i :
where λ 1 > · · · > λ p and κ i corresponds to the multiplicity (degeneracy) of the exponent λ i . We separate non-negative and negative exponents, λ n0 ≥ 0 > λ n0+1 , such that each index i > n 0 corresponds to a stable exponent λ i . Following equation (14) from Kuptsov & Parlitz [23] , we define the far past operator as
Choose an orthonormal eigenbasis for W − (τ ), given by the columns of B τ , for which the eigenvalues appear in descending order, Oseledec's theorem shows that the far past operator, equation (3.2), is well defined and that for each i, the i th eigenvalue of the far past operator is related to the i th Lyapunov exponent by µ i ≡ e −λi [23] . Oseledec's theorem is equivalent to the condition of Lyapunov-Perron regularity (LP-regularity), which describes compatibility between the forward, backward, and adjoint model dynamics [3] . For arbitrary linear systems LP-regularity is not a generic property and it is non-trivial to verify this condition. However, as we are motivated by nonlinear systems we may make use of this property as a result of the Multiplicative Ergodic Theorem.
Theorem 2 (The Multiplicative Ergodic Theorem). If f is a C 1 diffeomorphism of a compact, smooth, Riemannian manifold M , the set of points in M which are LP-regular has measure 1 with respect to any f -invariant Borel probability measure on M .
Hypothesis 2. The model defined by equation (2.1) is assumed to be LP-regular. We assume Hypothesis 2 for the remainder of this work. For a discussion of backward, forwards and covariant Lyapunov vectors see Kuptsov & Parlitz [23] . For the definition of LP-regularity see section 2.4 of Barreira & Pesin [3] . The Multiplicative Ergodic theorem is given as Theorem 2.1.2 of Barreira & Pesin [2] . We utilize the statement of Oseledec's theorem, Theorem 2.1.1 of Barreira & Pesin [2] , in the following.
Under Hypothesis 2, there exists a decomposition into covariant Oseledec subspaces, i.e.,
The backward Lyapunov vectors describe an orthogonal basis for the descending chain of Oseledec subspaces, defined as the backward filtration [23] .
verified by equation (17) by Kuptsov & Parlitz [23] , and the decomposition of the backward filtration in equations (1.5.1) and (1.5.2) of Barreira & Pesin [2] .
It is important to note that equation ( 
Moreover, for any k, the backward Lyapunov vectors satisfy the relationship
where T k is an upper triangular matrix.
Proof. Equation (3.6) follows from the definition of the far past operator for the adjoint model. Equation (3.7) follows from equation (31) by Kuptsov & Parlitz [23] .
The covariance of the backward Lyapunov vectors under the QR algorithm, expressed in equation (3.7), is fundamental to the algorithms of Benettin et. al. [4] and Shimada & Nagashima [31] . In particular, it is proven by Ershov & Potapov [13] that any choice of initial perturbations for the recursive QR algorithms converges to some choice of backward Lyapunov vectors; in the case the spectrum is non-degenerate (κ i = 1 for each i) the backward Lyapunov vectors are unique up to sign but this is not true otherwise. The covariance in equation (3.7) can be expressed
where we will define 
where T T k:l ij is understood as the i j th column of T T k:l , i.e.: the i j th row of T k:l . For any k > 0 and any , if k − l is taken sufficiently large, we see from equation (3.6)
so that the i j th row of T k:l grows or decays on the order of the i th Lyapunov exponent. Mathematical results for the Kalman filter in perfect models [16, 6] demonstrate that the uncertainty in the span of the stable backward Lyapunov vectors asymptotically decays to zero after initialization. Unlike in perfect models, forecast errors for imperfect models are not dominated by the asymptotic dynamics of perturbations: model error injects new uncertainty into the forecast at all times, preventing the collapse of the forecast error covariance to the unstable-neutral subspace, and moreover, newly introduced errors are forced by the short time-scale dynamics, described by the local Lyapunov exponents.
Definition 6. For each k, l ∈ Z, i = 1, · · · , p and j = 1, · · · , κ i we define the i j th local Lyapunov exponent from k to l as
While the local Lyapunov exponent 1 k−l log |T ij k:l | approaches the value λ i as k − l approaches infinity, its behavior on short time scales can be highly variable and asymptotically stable modes may experience transient periods of growth. To make this variability tractable, we make an assumption on these finite-time growth and decay rates. We find that this assumption is compatible with the typical assumptions for partial hyperbolicity: systems that have Lyapunov exponents which equal zero, possible degeneracy of the spectrum and assumptions on the uniform boundedness or convergence of the local Lyapunov exponents [17] ; we adapt the definition of partial hyperbolicity from Hasselblatt & Pesin [18] to our setting. Definition 7. Let λ n0 = 0. For every τ we define the splitting into unstable, neutral and stable spaces:
Suppose there exists constants C > 0 and
such that ν s < 1 < η u and for any t, w ∈ E m τ and m ∈ {s, c, u}
Then the model (2.1) is (uniformly) partially hyperbolic (in the narrow sense).
Partially hyperbolic systems, as in Definition 7, have local Lyapunov exponents which are bounded uniformly with respect to rates defined on the unstable, neutral and stable Oseledec subspaces. When C is taken large the definition permits transient growth of stable modes and transient decay of unstable modes. The neutral subspace encapsulates diverse behaviors which always fall below proscribed rates of exponential growth or decay. We will make a slightly stronger assumption on these uniform growth and decay rates that is equivalent to fixing a uniform window of transient variability on each Lyapunov exponent.
Hypothesis 3. Let > 0 and τ be given. We assume that for each i there exists some N i, , independent of τ and j, such that for any B ij τ whenever t > N i,
i.e., the growth and decay is uniform (translation invariant) in τ .
Hypothesis 3 is true if we assume that local growth and decay on each covariant Oseledec space E i τ and adjoint-covariant Oseledec space E * i τ (defined by the adjoint model) converges uniformly. Unless specifically stated otherwise, we assume Hypothesis 3 for the remaining work. However, our results may be generalized to all systems satisfying Definition 7 by using only the uniform rates of growth or decay on the entire unstable, neutral and stable subspaces described in equation (3.13). Our results also apply to systems without neutral exponents, i.e. λ n0 > 0, as a trivial extension.
Dynamically induced bounds for the Riccati equation.
In this section we prove our main analytical result, that the forecast error can be bounded explicitly as an inverse relationship of the system instability, in terms of the Lyapunov exponents, and the precision of the observations which constrain the errors. An important corollary is that under generic assumptions the errors in the span of the stable backward Lyapunov vectors remain uniformly bounded due to the dynamic stability alone. We provide strong closed forms for our bounds in the case of autonomous dynamics; in the case that there is not an asymptotically closed form, we coarsen the bounds to provide estimates of the uncertainty, relying on the rate at which local Lyapunov exponents converge to their asymptotic limits.
Autonomous systems and the stable Riccati equation.
Consider the classical theorem regarding the existence and uniqueness of solutions to the stable Riccati equation for time invariant systems. This result is paraphrased from Theorem 2.38, Chapter 7, of Kumar & Varaiya [22] in terms of the equivalent form for the forecast error covariance recurrence in equation (2.18).
Definition 8. The autonomous system is defined such that for every k
Let P = XX T for some X ∈ R n×r , the stable Riccati equation is defined as
Theorem 3. Let the autonomous system defined by equations (2.1), (2.2) and (4.1) satisfy Hypothesis 1. There is a positive semi-definite matrix, P ≡ X X T , which is the unique solution to the stable Riccati equation (4.2). For any initial choice of P 0 , if P k satisfies the recursion in equation (2.18), then lim k→∞ P k = P.
Taking α and β as defined by the solution to equation (4.2),
so that for any k we recover the invariant recursion for the stable limit Choose N i, as in Hypothesis 3, then
and
. 
for every k. For λ i < 0 generally, or for any λ i when α > e 2λ1 − 1,
The stable Riccati equation (4.2) implies Q ≤ P so that for any eigenvector v ij k+1 l=0
for all k. In particular, for every eigenvector v ij we obtain
We note that equations (4.8) can be interpreted in terms of the adjoint-covariant Lyapunov vectors. Indeed, by definition, the adjoint-covariant Oseledec spaces of M are equivalent to the generalized eigenspaces of M T , where the adjoint-covariant Lyapunov vectors are precisely the eigenvectors of M T . However, the above argument does not have a straightforward extension to the generalized eigen or Oseledec spaces. An exact form of the bound is not as easily interpreted for the generalized eigenvectors of M T and we instead coarsen the bound to obtain a closed limiting form.
which implies B ij T PB ij can be bounded above by 
which provides a coarser upper bound for P in the span of the backward Lyapunov vectors. The lower bound is demonstrated by similar arguments with the lower bound in equation (4.4), utilizing the property P < ∞.
The bounds on the forecast uncertainty in Proposition 1 are analogous to the behavior in perfect models [7, 16, 6] , but with some key differences. We see once again that the estimation errors are dissipated by the dynamics in the span of the stable backward Lyapunov vectors, but the recurrent injection of model error prevents the total collapse of the covariance to the unstable-neutral subspace. In equation (4.8) we can see that for very strong decay, when e 2λi ≈ 0, or high precision observations, as α → ∞, the stable limit of the forecast uncertainty reduces to what is introduced by the recurrent injection of model error. Filter design has already taken advantage of this intuition for time invariant systems in the presence of model errors: in particular the SEEK filter of Pham et. al. [30] exploits these properties by neglecting corrections in the generalized stable eigenspace and only making corrections in the unstable directions. This is likewise the motivation for AUS of Trevisan et. al. [10, 33, 34, 28, 29] , though this work has been concerned with nonlinear, perfect models.
The lower bound in equation (4.14) has important consequences when v ij / ∈ null (Q) and i < n 0 , corresponding to an unstable eigenvalue -assuming the existence of the stable limit, P < ∞, recovers a necessary condition for the existence. 
where v i0 ≡ 0. Therefore, for any m ≥ 1, the vector M T − µ i I n m v ij is in the span Corollary 1 states it is necessary for the stability of the Riccati equation that observations are precise enough to counteract the strongest dynamic instability forcing the model error. There is an analogue to Corollary 1 for non-autonomous systems, but which requires the use of adjoint-covariant Lyapunov vectors. Heuristically, consider the case where the Lyapunov spectrum is non-degenerate, but where the propagator M k varies in time. One may construct a basis of adjoint-covariant Lyapunov vectors which have time evolution like the eigenvectors of M T under M T k . Thus, one may follow the arguments in Corollary 1 to prove a similar statement regarding the generalized eigenspaces of M T in terms of adjoint-covariant Oseledec spaces. However, in the case of degenerate Lyapunov spectrum, there may not be a basis of (adjoint) covariant Lyapunov vectors [36, 23, 15, 6 ], a subject we return to in section 6.
Time varying systems.
Our intuition for non-autonomous systems derives from the stable Riccati equation. Equation (4.6) demonstrates a dependence on the rate at which the running average growth or decay of backward Lyapunov vectors reaches the asymptotic rate. The dependence on the transient behavior is especially important when considering non-autonomous systems, where newly introduced error is forced by the time varying local Lyapunov exponents. The importance of this variability is highlighted in subsection 5.1. 
Proof. If the system satisfies Hypothesis 1 (b) then
where b Ni, is independent of k. Therefore, there exists a constant depending on α and N i, , but independent of k, such that
Define an upper bound on the prior covariance matrix, P 0 ≤ p 0 I n . Parallel to our arguments in Proposition 1, equation (2.20) implies
From the above, we bound B ij k Suppose that Hypothesis 1 (a) and (b) are both satisfied, then by Theorem 1 there exists a uniform bound on P k such that X k must also be uniformly bounded; uniform boundedness of R k and H k implies σ
k H k X k is also bounded uniformly in k. Therefore β < ∞ and we may take
for some constant a Ni, independent of k. This implies
for a constant C β,Ni, depending on β and N i, but independent of k. Utilizing the recursion in equation (2.20), choosing and an appropriate N i, , and finally bounding the weighted controllability matrix with equation (4.33) allows one to recover the lower bound in equation (4.26) in a similar manner to the upper bound.
The above proposition shows that there is a uniform upper and lower bound on the forecast error for the Kalman filter, in the presence of model error, which can be described in terms of inverse, competing factors: α and β represent the minimal and maximal precision of the observations in the span of the square root, counterbalancing the instability represented by the Lyapunov exponent λ i . Additionally C β,Ni , C α,Ni represent the lower and upper bounds on local variability before perturbations adhere, within an threshold, to their asymptotic behavior. Generically, in the presence of model error the rank of P k is n and thus its exact square root is also of rank n; in this case the square root dimension must be the state dimension, r = n, and when d < r we know α = 0. We may not expect the upper bound in equation (4.24) to hold in general, nor to be necessary for filter boundedness: Corollary 1 and the results of Bocquet et. al. [6] suggest that the necessary and sufficient condition for filter boundedness is that the unstable-neutral subspace is uniformly completely observed, a hypothesis we will return to in subsection 5.2. Particularly, while we assume α > 0 to prove the upper bound in Proposition 2 for 1 ≤ i ≤ n 0 , it is not a necessary assumption for any stable direction. such that ||v|| = 1. There is a C > 0 independent of k such that
Proof. The inequality in equation (2.20) is an equality for the unfiltered forecast where β = α = 0. Thus the corollary is clear for any stable backward vector directly from Proposition 2; the conclusion likewise extends to norm one linear combinations of stable backward Lyapunov vectors.
Corollary 2 extends the theme of assimilation in the unstable subspace to the presence of model error: corrections may be targeted along the expanding modes while the uncertainty in the stable modes remains bounded by the system's dynamic stability. Even without observations, the freely evolved uncertainty remains uniformly bounded in the span of the stable backward Lyapunov vectors. This is analogous to the results of Bocquet et. al. [6] , where in perfect models, the stable dynamics alone are sufficient to dissipate forecast error in the span of the stable backward Lyapunov vectors. With α = 0, the uniform bound in Corollary 2 may be understood by the two components which equation (4.24) The controllability matrix Υ k:k−Ni, represents the newly introduced uncertainty from model error that is yet to be dominated by the dynamics. On the other hand equation (4.35) represents an upper bound on the past model errors that have been dissipated by the stable dynamics. However, this maximal upper bound is uninformative and in the following we prove an algorithm to study the variability of the uncertainty.
4.3.
Variability of recurrent perturbations in the stable subspace. Assume no observational constraint, i.e. H k X k ≡ 0, and that the model error statistics are uniform in time and spatially uncorrelated with respect to a basis of backward Lyapunov vectors:
n×n is a fixed diagonal matrix with the i j th diagonal entry given by D ij . Denote P 0 ≡ Q 0 , then equation (2.20) becomes Assuming the errors are uncorrelated in the basis of backward Lyapunov vectors is a strict assumption, but studying the model invariant evolution has general applicability: B T k Q k B k ≤ q sup I n , and therefore, equation (4.37) may be interpreted in terms of an upper bound on the growth of freely evolved forecast uncertainty in the i j th mode. Algorithm 1 describes our recursive approximation of the invariant evolution, given by equation (4.37), for k ∈ {1, · · · , m} via the QR algorithm. We assume that a pre-initialized QR algorithm has been run to numerical convergence onto the backward Lyapunov vectors at time 0 for the initialization of Algorithm 1.
Algorithm 1 Invariant evolution of perturbations in stable backward vectors
Define B 0 to be the backward Lyapunov vectors at time zero and m ≥ 1. for k = 1, · · · , m do Let T k , B k be defined by the QR recursion (3.7), and let T s k ∈ R s×s be the lower right sub-matrix of T k corresponding to the stable exponents. Set Ψ ij k = 1 and T I s .
is numerically zero.
We should not expect Ψ ij k to converge, even for λ i < 0, but the approximation of (4.37) with Algorithm 1 is numerically stable for all k and any i > n 0 . The upper triangularity of all T k means the lower right block of T k:l is given as the product of the lower right blocks of the sequence of matrices {T j } k j=l+1 . Therefore, computing the stable block of T k:l is independent of the unstable exponents, and the row norms of T k:l converge uniformly and exponentially to zero by Hypothesis 3. Numerically studying equation (4.37) illustrates the effect of the stable Lyapunov exponents on unconstrained uncertainty in the presence of model error.
Numerical Experiments.
In the following, we study systems with nondegenerate Lyapunov spectra and replace the superscript i j with i. To satisfy Hypothesis 2, we construct a discrete, linear model from the Lorenz 96 equations [25] , commonly used in data assimilation literature see, e.g., [12, and references therein].
where the components of the vector X are given by the variables X m with periodic boundary conditions, X 0 = X n , X −1 = X n−1 and X n+1 = X 1 . The term F in L96 is the forcing parameter describing energy injected into the model. The tangent linear model is governed by the equations of the Jacobian, ∇ X L(X),
We fix the system dimension n := 10. The linear propagator in our model M k is generated by computing the discrete, tangent linear model [21] from the resolvent of the Jacobian equation (5.2) along a trajectory of the L96. Heuristically, we consider the Lyapunov spectrum of the linear model to be separated when the distribution of the local Lyapunov exponent log |T i k | k∈Z has little overlap with the distribution for j = i; this is achieved by taking the time between observations sufficiently long, which we fix at δ k := 0.1 for all k. We numerically integrate the Jacobian equation with a fourth order Runge-Kutta scheme with a time step of h := 0.01.
5.1.
The dynamics of uncertainty in the stable subspace. Suppose that the Lyapunov spectrum is sufficiently separated such that the distributions of their local exponents have little overlap. Then the growth of errors in the weakest stable mode, described by Ψ n0+1 k , bounds the growth of errors in the span of all stable backward vectors. In the following, we examine the impact of the variability of the local Lyapunov exponents on Ψ n0+1 k . To avoid numerical overflow computing Ψ n0+1 k when λ n0+1 is close to zero, we impose a numerical threshold on the unstable-neutral spectrum such that λ n0+1 < −0.01. We begin by illustrating how the forcing parameter F affects the spectrum and the growth in the invariant evolution Ψ n0+1 k . The top panel of Figure 1 plots the Lyapunov spectrum of the linear system with propagator M k as a function of the forcing value F ∈ {8, · · · , 400}. We compute the Lyapunov spectrum by recursive QR as in Benettin et. al. [4] and Shimada & Nagashima [31] . The exponents' amplitudes grow nonlinearly as a function of the forcing parameter, which increases the energy and amplifies rates of expansion and dissipation. The middle panel of Figure 1 zooms on the fourth, fifth and sixth Lyapunov exponents pictured in the top panel, where the fifth mode is represented by the marked line. For the standard forcing F = 8, the number of unstable and neutral exponents is given as n 0 = 4. Increasing the forcing to F = 20, the fifth mode crosses the threshold into the unstable and neutral spectrum, until F = 326 when it returns to stable spectrum. Therefore, in the interval F ∈ [20, 326] the dimension of the unstable-neutral subspace is n 0 = 5 while outside of this n 0 = 4. In the bottom panel of Figure 1 we plot the maximum value of Ψ 
Dynamically selected observations and the forecast uncertainty.
Recent work on the Kalman filter in perfect models shows Hypothesis 1 is not strictly necessary to obtain filter stability or boundedness: without model error, controllability becomes irrelevant and Ni & Zhang [27] demonstrate that the same conclusions of Theorem 1 are true when the model is perfect and uniformly completely observed. The work of Bocquet et al. [6] , furthermore, weakens the assumption of uniform complete observability to an assumption of uniform complete observability in the unstable-neutral subspace, while maintaining the stability of low rank filters under generic conditions. Corollary 1 and Corollary 2 likewise suggests that Hypothesis 1 may be weakened by dynamically targeting observations and corrections for low rank filters, while preserving filter boundedness and stability in the presence of model error.
We consider the problem of finding an observational operator, H k , which minimizes the forecast uncertainty given a fixed dimension of the observational space d < n. The QR factorization of the transpose observation operator is given
k maps the state vector x k into the subspace defined by the column span of the orthogonal operator U k . By redefining the observational error covariance matrix to
k , and taking H k U T k we obtain the precision matrix
Thus up to some change of R k , we equate the choice of an observational operator H k , in the forecast error Riccati equation (2.18) , with the selection of an orthogonal matrix U k ∈ R n×d . If Q k ≡ 0, we write the forecast error Riccati equation as
The Frobenius norm, ||P k+1 || F = tr P 2 k+1 , is bounded by
(5.5)
Equation (5.6) attains its smallest values when the eigenvalues of
are as large as possible. Note, this is tantamount to taking α σ
For a fixed sequence of observational precisions R k , finding the largest eigenvalues of equation (5.7) is equivalent to finding the subspace for which the matrix of orthogonal projection coefficients U T k X k has the largest singular values. Under generic conditions, the forecast error covariance asymptotically has support confined to the span of the unstable and neutral backward Lyapunov vectors [6] and the columns of U k should thus be taken as the leading d backward Lyapunov vectors.
n×d denote the matrix comprised of the first d columns of B k . We define the observation operator H bd k
Definition 11 is a formalization of the AUS observational paradigms [35, 11] utilizing bred vectors as proxies for the backward Lyapunov vectors. If d = n 0 , the observational operator H bd k maps the state vector to its projection coefficients in the span of the unstable-neutral backward Lyapunov vectors. Modulating the value of d we may extend this notion of unstable-neutral observability to include stable modes.
In parallel experiments, fixing the sequence of linear propagators and changing the observational design, we study the average forecast uncertainty of the Kalman filter under observational configurations of equal dimension. We fix r = n = 10 and vary the observational dimension with d := 4 and d := 5 respectively. The observation operator H I d×n , and full dimensional observations with H k I n as a reference of the minimal possible uncertainty. We define observational and model error covariances R k I d and Q k I n for simplicity. In Figure 3 we plot the average eigenvalues of P k over 10, 000 forecast cycles for each of the associated observational designs, and for d := 4 (left) respectively d := 5 (right). The minimal eigenvalues of P k are close for all observational designs, but the maximal uncertainty of the forecast is significantly reduced by observing the leading backward Lyapunov vectors.
The uncertainty in the full rank Kalman filter remains bounded for all configurations but in a reduced rank square root filter there is an additional consideration: the correction of the Kalman gain is restricted to a low dimensional subspace by design. Corollary 2 implies that the forecast uncertainty remains bounded while confining observations and corrections to the span of the unstable-neutral backward vectors, but the results in subsection 5.1 suggests the error may be impractically large. In Figure 3 we additionally quantify the unfiltered error corresponding to making no corrections in the span of B Figure 3 , is on the order of O 10 3 . We surmise that reduced rank filters which make no correction to the stable modes will diverge due the growth of forecast errors in the weakest stable mode. In contrast, the mean value of Ψ 6 k is on the order the maximal forecast uncertainty of the full rank Kalman filter with a fixed observational design. This suggests that a reduced rank filter, similar to the EKF-AUS of Trevisan et. al. [34, 28, 29] may be extended to imperfect models, but corrections must control the growth of uncertainty due stable modes of high variability to obtain forecast error comparable to the standard extended Kalman filter. 6. Conclusion. This work formalizes the relationship between the Kalman filter forecast uncertainty and the underlying model dynamics, so far understood in perfect models, now with the presence of model error. Generically, model error prevents the collapse of the covariance to the unstable-neutral subspace and our Proposition 1 and Proposition 2 characterize the asymptotic window of uncertainty. Corollary 1 provides a necessary condition for the boundedness of the Kalman filter forecast errors, and while the proof is limited to special a case, it demonstrates the fundamental relationship between dynamical instability, observational certainty and the growth of forecast error in sequential filtering. Of particular importance, Corollary 2 proves that forecast errors in the span of the backward stable Lyapunov vectors remain uniformly bounded, in the absence of observations, by the effect of dynamic stability alone.
The uniform bound on the errors in the span of the stable backward Lyapunov vectors extends the intuition of AUS to the presence of model error, but with qualifications. Studying this uniform bound with Algorithm 1, we identify an important mechanism for the growth of forecast uncertainty in sub-optimal filters: variability in the local Lyapunov exponents of asymptotically stable modes can produce transient instabilities, amplifying forecast uncertainty if left unconstrained. Filter divergence due to the growth of errors in the stable subspace was earlier recognized in nonlinear, perfect models. For example, Ng. et. al. [26] exhibited the failure of the unstable-neutral subspace to adequately describe the forecast uncertainty in the ensemble Kalman filter when error growth deviates from linear behavior. Likewise, Palatella & Trevisan [29] augmented EKF-AUS to correct for the growth of forecast errors in the stable subspace due to nonlinear interactions. Similarly, Bocquet et. al. [7] explained how multiplicative inflation could counteract the growth of errors due to nonlinearity in the span of the weakest stable modes.
Our work extends the intuition of Ng. et. al. [26] , Palatella & Trevisan [29] and Bocquet et. al. [7] , demonstrating that such corrections are fundamental to prevent the divergence of low rank filters in the presence of model error. Whereas Ng. et. al. demonstrate that increasing the observational precision can mitigate the effect of transient instabilities without increasing the ensemble size, increased observational precision alone will not prevent filter divergence when there is model error: observational precision can be arbitrarily high, and yet experiments in section 5 show that freely evolved errors in the stable modes can still become impractically large when left uncorrected. Our work establishes, furthermore, that the stable Lyapunov exponents of high local variability have a first order effect on filter divergence in the presence of model errors. Palatella & Trevisan [29] and Bocquet et. al. [7] correct for the nonlinear evolution of error arising from stable modes when observations are infrequent. However, even if error evolution remains linear, we show that model error amplified by transient instabilities can grow impractically large.
In subsection 5.2 we demonstrate the efficacy of targeting our observations, and the possibility of targeting corrections, for the purpose of controlling the leading dynamic instabilities. Corollary 1, Corollary 2 and the results of section 5 thereby suggest that AUS methodology may be extended to the presence of model errors by uniformly completely observing, and correcting for, the growth of uncertainty in the span of the unstable, neutral and some number of stable backward Lyapunov vectors. In practice, one may compute off-line the typical uncertainty in the stable backward Lyapunov vectors via Algorithm 1 and determine the necessary observational and ensemble dimension at which unfiltered forecast error has negligible impact on predictions. Implementing such a framework for dynamically generated observations with a reduced rank filter is the subject of ongoing research.
This manuscript uses backward Lyapunov vectors for simplicity in the exposition, but we note that analogous results hold, and some can be extended, using covariant and adjoint-covariant Lyapunov vectors, as mentioned in subsection 4.1. However, in deriving a totally general statement, there is not a clear analogue to the arguments in Corollary 1: when the (adjoint) covariant Oseledec spaces are of dimension greater than one, and are not decomposable into the span of (adjoint) covariant Lyapunov vectors, the maximal rank set of (adjoint) covariant vectors has rank less than the system dimension [36, 23, 15, 6] . The authors are not aware of a constructive description of the dynamics for a complete Oseledec basis, like the recursion found for a Jordan basis, as suggested previously by Bocquet et. al. [6] . In extending AUS methodology to the presence of model error, future work demands a comparison of observational and filter design using the backward versus the covariant Lyapunov vectors, when the spectrum is non-degenerate. Should a formulation of AUS utilizing the covariant vectors offer an advantage, it remains to provide a constructive algorithm for a basis which is completely subordinate to the covariant Oseledec spaces, even when the spectrum is degenerate. The scope of this study goes beyond the current work and will be the subject of future research.
