We study the occupation measure of various sets for a symmetric transient random walk in Z d with finite variances. Let m X n ðAÞ denote the occupation time of the set A up to time n. It is shown that sup x2Z d m X n ðx þ AÞ= log n tends to a finite limit as n ! 1. The limit is expressed in terms of the largest eigenvalue of a matrix involving the Green function of X restricted to the set A. Some examples are discussed and the connection to similar results for Brownian motion is given. r 2005 Elsevier B.V. All rights reserved.
Introduction
Let X n ; n ¼ 0; 1; . . . be a symmetric transient random walk in Z d (dX3). We will always assume that X n ; n ¼ 0; 1; . . . is not supported on any subgroup strictly smaller than Z d . We denote by m For our first example, when A ¼ f0g, L A ¼ Gð0Þ ¼ 1=g d , where g d is the probability of no-return to the origin, and in the case of the simple random walk we recover Theorem 13 of [3] .
Here are some other examples. Set t y ¼ PðT y o1Þ, where T y :¼ inffs40 : X s ¼ yg. Let Sð0; 1Þ ¼ fe 1 ; . . . ; e d ; Àe 1 ; . . . ; Àe d g, Bð0; 1Þ ¼ f0g [ Sð0; 1Þ, be the (Euclidean) sphere and ball in Z d of radius 1 centered at the origin. where p ¼ 1 À 1=2dð1 À g d Þ.
Corollary 1.3. If X has finite second moments, then for any fixed K40
Since the constant for one-point set in Theorem 1.1 is À1= logð1 À g d Þ, this corollary expresses the fact that any two points with individual occupation measures up to time n, both close to the maximum, should be at a distance larger than any constant K40. In particular, a neighbor of a maximally visited point is not maximally visited.
Let W t denote Brownian motion in R d , dX3. We denote by n W T its occupation measure:
be a fixed compact neighborhood of the origin which is the closure of its interior and set Kðx; rÞ ¼ x þ rK.
As usual, we let 
and consequently
Section 2 states and proves the crucial Localization Lemma 2.2. Theorem 1.1 is proven in Section 3, Theorem 1.2 and Corollary 1.3 are proven in Section 4, and Theorem 1.4 is proven in Section 5.
Localization for random walk occupation measures
We start by providing a convenient representation of the law of the total occupation measure m 
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Note that for any m,
ð2:2Þ
Here, k is the number of distinct indices n 1 o Á Á Á on k among the indices i 1 ; . . . ; i m and c l is the number of times that n l appears, i.e. c l ¼ jf1pjpm j i j ¼ n l gj. The factor m c 1 ;...;c k is the number of ways to assign the value n l to c l of the indices i 1 ; . . . ; i m , for each 1plpk. Also, we have that
Hence (we justify the computations shortly)
G A is a symmetric matrix. Let cðpÞ denote the characteristic function of X 1 . Then cðpÞ is real and jcðpÞjp1. Thus 0p1 À cðpÞp2, or equivalently Thus we can write (2.4) as
where
It is now easy to see that we can justify the derivation of (2.4) and (2.5) if
In that case we can write (2.5) as
so that
Note that since all l j X 1 2 we have jf j jp1. We can always choose z so that addition to (2.6) we also have
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Then we can write
We can choose z 0 o0 so that (2.6) and (2.11) hold. Furthermore, both sides of (2.13) are analytic functions of z in some neighborhood of z 0 þ iR 1 and agree for z 0 þ iy when y is small. This is enough to allow us to conclude that
Hence
This completes the proof of (2.1). & With the aid of (2.1) we next provide a localization result for the occupation measure of fX n g. The dominant terms in (2.15) correspond to the f j 's with largest absolute value. But since PðJ4uÞX0 and is monotone decreasing in u; it is clear that these dominant terms must in addition be those which correspond to positive f j 's. Thus the f j 's with largest absolute value are positive, i.e. correspond to l j 's which are greater than 1. Recall that f 1 is a strictly positive function on A, hence in (2.15) we have h 1 40. Since ðx À 1Þ=x ¼ 1 À 1=x is strictly monotone increasing on ð1; 1Þ we conclude that the dominant term in (2.15) is precisely the single term corresponding to the largest eigenvalue l 1 ¼ L A . Hence As usual we use the notation P a to denote probabilities of the random walk a þ X n ; n ¼ 0; 1; . . . . We now observe that for some co1 and all u. To see this, note that for each a 2 A we can find some n a with h a ¼ PðX n a ¼ aÞ40. Then using the Markov property, By (2.18) it follows that for some constant C independent of u, which may change from line to line, and since it is easy to see from its proof that (2.18) holds with P replaced by P a for any a 2 A, for some c 1 ¼ c 1 ðaÞ it follows that (2.18) also holds. This completes the proof of the lemma. & Remark 2.3. If A is replaced by z þ A for some fixed z 2 Z d , note from (1.2) that as matrices,
Proof of Theorem 1.1
Given Lemma 2.2, Theorem 1.1 follows by the methods of [3, Section 7] . We spell out the details.
We first prove the lower bound for (1.4). To this end fix aoy ÃÀ1 ¼ 1= logðL A =ðL A À 1ÞÞ.
Let kðnÞ ¼ ðlog nÞ 8 and N n ¼ ½n=kðnÞ, and t i;n ¼ ikðnÞ for i ¼ 0; . . . ; N n À 1. Writing X Since ay Ã o1 this is summable, so that applying Borel-Cantelli, then taking a " y ÃÀ1 , we see that a.s.
This gives the lower bound for (1.4). For the upper bound, fix a4y ÃÀ1 . Note that for any m 2 ½0; n Thus letting n k ¼ n k for k sufficiently large that kðay Ã À 1Þ42, we see from applying Borel-Cantelli, then taking a # y ÃÀ1 , that a.s.
The upper bound for (1.4) then follows by interpolation. The lower bound for (1.3) follows immediately from (3.1). As for the upper bound in (1.3) , we note that m 
Examples
Proof of (1.5): When A ¼ f0; yg we have
Gð0Þ GðyÞ GðyÞ Gð0Þ
! .
The eigenvalues are Gð0Þ þ GðyÞ; Gð0Þ À GðyÞ so that L A ¼ Gð0Þ þ GðyÞ ¼ Gð0Þð1þ t y Þ ¼ ð1 þ t y Þ=g d , where t y ¼ PðT y o1Þ, g d is the probability of no-return to the origin, and we have used the fact that GðyÞ ¼ t y Gð0Þ.
We note that in the notation of Lemma 2.1,
Proof of (1.6): We now consider the simple random walk, and for ease of notation consider first d ¼ 3. Let A ¼ fe 1 ; e 2 ; e 3 ; Àe 1 ; Àe 2 ; Àe 3 g ¼ Sð0; 1Þ, the (Euclidean) sphere in Z 3 of radius 1 centered at the origin. We have
Using GðxÞ ¼ t x Gð0Þ, where t x ¼ PðT x o1Þ, and symmetry which allows us to set a ¼: t e i AEe j for iaj and b ¼: t 2e i we can write It follows from the Perron-Frobenius Theorem that the largest eigenvalue is L Sð0;1Þ ¼ Gð0Þð1 þ 4a þ bÞ with eigenvector ð1; 1; 1; 1; 1; 1Þ. Also, it is easy to see by symmetry that g 3 ¼ PðT e i ¼ 1Þ. Then again by symmetry PðT e 1 ¼ 1Þ ¼ 
For the case of general dX3, G Sð0;1Þ is now a 2d Â 2d matrix, which is Gð0Þ times a matrix in which each row has a single entry of 1, a single entry of b ¼: t 2e i and 2d À 2 entries of a ¼: t e i AEe j , where as before t x ¼ PðT x o1Þ. It is easy to see by symmetry that 
We note that in the notation of Lemma 2.1, h 1 ¼ 1; h j ¼ 0; 8ja1 so that by (2.1) 
with M the 2d Â 2d matrix in the previous example. M is a self-adjoint matrix, and as mentioned the principal eigenvector is1 ¼ ð1; . . . ; 1Þ 2 R 2d . If u i ; i ¼ 1; . . . ; 2d À 1 denote the other orthonormal eigenvectors of Gð0ÞM with eigenvalue l i oL Sð0;1Þ , then since they are orthogonal to1 it is clear that ð0; u i Þ; i ¼ 1; . . . ; 2d À 1 will give us 2d À 1 orthonormal eigenvectors of G Bð0;1Þ with eigenvalues l i oL Sð0;1Þ . The remaining (two) orthonormal eigenvectors must be of the form ðv; w1Þ and the corresponding eigenvalues will be Gð0Þ times those of the 2 Â 2 matrix 
The Brownian connection
This section is devoted to the proof of Theorem 1.4. Since R K is a convolution operator on a bounded subset of R d with locally L 1 ðR d ; dxÞ kernel, it follows easily as in [4, Corollary 12.3 ] that R K is a (symmetric) compact operator on L 2 ðK; dxÞ. Moreover, the Fourier transform relation R e iðxÁpÞ u 0 ðxÞ dx ¼ cjpj À2 40 implies that R K is strictly positive definite. By the standard theory for symmetric compact operators, R K has discrete spectrum (except near 0) with all eigenvalues positive, and of finite multiplicity (see [7, Theorems VI.15 and VI.16]). Moreover, if we use ðf ; gÞ 2;K to denote the inner product in L 2 ðK; dxÞ, we have that ðf ; R K gÞ 2;K 40 for any non-negative, non-zero, f ; g, so by the generalized Perron-Frobenius Theorem, see [8, Theorem XIII.43 ], the eigenspace corresponding to the largest eigenvalue, L 0 K , is one dimensional.
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If f is any eigenvector for e G K; with eigenvalue z40, it is clear that f is in the image of e G K; so that we can write
