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ABSTRACT
Ever-increasingdemandfor high capacitiesbroughtby Internetusageforces
designingfastertransportnetworksfor carryinginformationpackets.In the last ten
yearsmuchattentionhasbeenfocusedon transportingpacketsdirectlyovertheoptical
transportnetworks.Researchesin this arearangefrom simpleelectronicand optical
switching/routingmethodstohybridandmorecomplicatedall-opticalpacketswitching
systems.However,majorbottleneckin all thesemethodsis designingfast,reliableand
inexpensiveopticalrouting/switchingdevices.
In this thesis, a methodfor optical routing usmg fiber Bragg gratingsIS
proposed.In this method,electronicinterfaceis used only for routinginformation
(routingtable)updatecyclewhile packetheaderextractionandswitchingis donein
opticaldomain.Routing is performedoptically by controllingthe refractiveindex
changein fiber gratings.Four bits of header(label) informationis usedfor routing
packetstothreedifferentoutputroutes.Thenetworkis simulatedanditsperformanceis
evaluatedby specialsoftwareof VirtualPhotonics.
IV
oz
internetkullammmmgetirdigiyiiksek kapasiteiyin siirekli artanistek, bilgi
paketlerinita~lyandahahlZhiletimaglantasarlamaYlzorlamaktadlr.Son on ytldabu
konudakiyah~malannyogu,paketleridogrudanoptik iletimaglaniizerindeniletmeye
odaklanml~tIr.Bu alandaki ara~tIrmalarbasit elektronik ve optik anahtarlamal
y6nlendirmemetotlanndan,melez ve daha karma~lktiim-optikpaket anahtarlama
sistemlerinekadaruzanmaktadlr.Ancakbiitiinbumodellerinen6nemlidarbogazlhlZh,
giivenilirvepahaholmayanoptiky6nlendirme/anahtarlamaaygltlantasarlamaktIr.
Bu tezde,fiberBragglzgaralarkullananoptiky6nlendirmemetodu6nerilmi~tir.
Bu metotta,paket ba~hkylkanml ve anahtarlamaoptik ortamdageryekle~irken
elektronikarabirimsadecey6nlendirmebilgisi (y6nlendirmetablosu)giincellemeevresi
siiresincekullamld1.Y6nlendirme,fiberlzgaralardakikmmmindeksidegi~iminikontrol
ederek,optikolarakgeryekle~tirildi.D6rtbitlik ba~hk(etiket)bilgisi,paketleriiy farkh
ylk1~y6niiney6nlendirmekiyinkullamld1.Ag, VirtualPhotonics'in 6zelbir yazlhmlile
simuleedildiveperformansldegerlendirildi.
v
TABLE OF CONTENTS
LIST OF FIGURES.....................................................................................................VIlI
LIST OF TABLES............................................................... x
Chapter1.INTRODUCTION .
Chapter2. OPTICAL TECHNIQUES IN LIGHTWAVE COMMUNICATIONS.... 3
2.1Introduction...............................................................................................3
2.2PhotonicElementsandTechniques...........................................................4
2.2.1BasicElements.................................... 4
2.2.2Gratings.......................................................................................5
2.2.3Couplers,Switches,Multiplexers...............................................7
2.2.3.1Couplers.......................................................................7
2.2.3.2Switches.......................................................................9
2.2.3.3Multiplexers/Demultiplexers.......................................11
2.2.4WavelengthDivisionMultiplexing............................................12
2.2.5SpatialLightModulators.. 16
2.3OtherTopics..............................................................................................21
2.3.1Holography...................................... 21
2.3.1.1Method.........................................................................21
2.3.1.2Classificationof Holograms.... 23
2.3.1.3HolographicOpticalElements.....................................23
2.3.2OpticalNeuralNetworks........... 24
2.3.2.1NeuralNetworks.................... 24
2.3.2.2OpticalImplementationof NeuralNetworks...............25
Chapter3. INTERNETWORKIN G................................... 27
3.1Introduction...............................................................................................27
3.2OSI Layer..................................................................................................31
3.3Ethernet....................................... 33
3.4InternetProtocoL.......................................................................................35
Chapter4.PHOTONIC PACKET SWITCHING.......................................................40
4.1Introduction...............................................................................................40
4.2IssuesonPhotonicPacketSwitching........................................................40
4.2.1Synchronization..........................................................................42
VI
4.2.2HeaderRecognitionandReplacement........................................43
4.2.3ContentionResolution................................................................46
4.2.3.1Buffering......................................................................47
4.2.3.2DeflectionRouting..................... 48
4.2.3.3WavelengthConversion...............................................49
4.3PhotonicPacketSwitchedNetworkArchitectures....................................49
Chapter5.OPTICAL ROUTING USING FIBER BRAGG GRATINGS.................. 55
5.1Introduction...............................................................................................55
5.2TheProposedRoutingModeL...................................................................55
Chapter6.CONCLUSI ON..........................................................................................70
REFERENCES............................................................................................................72
VB
LIST OF FIGURES
Figure2.1Wavelengthmultiplexingusinggraded-index(GRIN) rod....................... 6
Figure2.2An arrayedwaveguidegrating(AWG)......................................................7
Figure2.3Examplesof couplers.................................................................................8
Figure2.4Transmissiveandreflectivestarcouplers.. 9
Figure2.5Examplesoflargerstars............................................... 9
Figure2.6 N x N Crossbarswitchconcept................................................................10
Figure2.7Architectureof anopticalcrossconnect....................................................11
Figure2.8Opticaladd!dropmultiplexer............................................ 12
Figure2.9Broadcast-and-selectnetwork........ 13
Figure2.10Wavelengthconversiontypes.... 14
Figure2.11PROM......................................................................... 17
Figure2.12Sideviewof aLCLV...............................................................................18
Figure2.13Band-gapstructureof anelectrontrappingmaterial................................19
Figure2.14Operationof anacoustoopticell............................................................19
Figure2.15Schematicdiagramof SEED...................................................................20
Figure2.16Input-outputcharacteristicof abistabledevice,displayinghysteresis.... 21
Figure2.17Formationof ahologram.........................................................................22
Figure2.18Mathematicalmodelof aneuron.............................................................24
Figure3.1Fabricatedmicromechanicaltilt-mirrors....................................................29
Figure3.2IP transportalternatives.............. 30
Figure3.3Dataencapsulation............................................................ 32
Figure3.4Differentlayermodels............................................. 33
Figure3.5Ethernetframeformat................................................................................34
Figure3.6IPv4 packetformat.....................................................................................36
Figure4.1Packetformat......................................... 41
Figure4.2Photonicpacketswitch................................ 42
Figure4.3Bit-by-bitandpacket-by-packetsynchronization......................................42
Figure4.4Headerandpayloadin SCM......................................................................45
Figure4.5Principleof OCDM ontimespread!despreadbasis...................................45
Figure4.6Resolutiontechniques..................................................... 46
Figure4.7Travellingtypebuffer..................... 47
Vlll
Figure4.8Recirculatingtypebuffer...........................................................................48
Figure4.9TheManhattanStreetNetworkandShuffleNet.........................................48
Figure4.10Staggeringswitch.....................................................................................50
Figure4.11ULPHA Switch................ 51
Figure4.12TheKEOPS broadcast-and-selectswitchfabric......................................51
Figure4.13Broadcast-and-selectswitchwithrecirculationbuffering.......................52
Figure4.14TheWASPNET switch............................................................................53
Figure5.1Basicblocksof switchmodel....................................................................56
Figure5.2Generalviewof thesimulator....................................................................57
Figure5.3Systemdesignedforthreeoutputs.............................................................57
Figure5.4ParametersoflasersourceTx................................................... 58
Figure5.5Serial-to-parallelconverter.................................................. 59
Figure5.6Adder....................................................... 59
Figure5.7Selector......................................................................................................60
Figure5.8Gratingandroutingblock....................................... 60
Figure5.9Gratingblocksselectingproperoutput......................................................61
Figure5.10Structureof agratingblock......................................................................61
Figure5.11Parametersof magicandgrating..............................................................62
Figure5.12Input11(binary1011).............................................................................62
Figure5.13Input11:Bit 0,1,2and3..........................................................................63
Figure5.14Input11:Sum...........................................................................................63
Figure5.15Input11:Assigned11andassigned9......................................................64
Figure5.16Input11:Outputs1,2and3......................................................................64
Figure5.17Input8,12,7(binary1000,1100,0111)...................................................64
Figure5.18Input8,12,7:Bit 0,1,2and3....................................................................65
Figure5.19Input8,12,7:Sum..................... 65
Figure5.20Input8,12,7:Assigned8,12,7 66
Figure5.21Input8,12,7:Outputs1,2,3individuallyandtogether.............................66
Figure5.22Delaymeasurement..................................................................................67
Figure5.23Theoutputsof "and"gateshowing8,12and7 individually....................67
Figure5.24Theoutputshowing8,12and7together..................................................68·
Figure5.25Thetimedelaycomparison......................................................................69
IX
LIST OF TABLES
Table3.1TransmissionratesforSONET/SDH..........................................................28
Table3.2OSI layer.............................................................. 31
Table3.3IP addressclasses.... 37
Table5.1Inputsroutedtodifferentoutputs................................................................58
x
CHAPTER!
INTRODUCTION
The growthof Internetis increasingthe rangeof futureservicesdemanding
morenetworkcapacityandhigherdatarates.Networkandsystemconceptsareevolving
accordinglyusingfiber-opticsasthebaseenvironment.
Fibers are first usedto connectelectronicnodesby opticallinks wherelight
insidethefibercarriestheinformation.However,becauseof thelack of electronicsin
using the high (virtually unlimited) transmissionbandwidth offered by fiber,
optoelectronicor photonicelementsareneeded.Advancesin semiconductordevicesare
basedon this requirementandsoon,thebottleneckof electronics,switching,is turned
intooptical.
On theotherhand,InternetProtocol(IP) becamepopularwith theInternetand
its applications,andthepacketswitchingsystemsfor Internetareprogressedwith the
introductionof AsynchronousTransferMode (ATM). By theinteractionwith optics,
packetswitchingis evolvedtoopticalwhereopticalswitchesroutedatapackets.At this
time,amilestonefor opticaltechnology,WavelengthDivisionMultiplexing(WDM), is
foundwheremultiplewavelengthsareusedto carrydatain a single fiber. Optical
networksandIP soonconverged,thustransmissionandswitchingfor routingIP packets
arerealizedoptically.
Today,opticaltransmissionandswitchingof datais achievedbutto accomplish
fastertransmission,processinghas to be in optical domaintoo. Recent study is
continuingto reachtheall-opticalaim,eliminatingoptic/electroniconversionandvice
versa.In thisthesis,processingandroutingpacketsbasedontheinformationembedded
in theirheadersis studiedusingfiberBragggratings.For establishinga basefor this
study,opticaltechniquesin lightwavecommunicationsi givenin Chapter2. A brief
reviewfor Internetandnetworkingtakesplacein Chapter3.Opticalpacketswitchingis
a commonlyused techniqueand it is investigatedwith the summaryof header
recognitionandcontentionresolutionconceptsin Chapter4. The projectsannouncing
variouskindsof switchingmodelsarenamedhereaswell.Finally,theproposedrouting
modelusing fiber Bragg gratingsis describedin Chapter5. Routing is performed
dependingon therefractiveindexchangein fibers.Then, theoperabilityof routeris
simulatedby theVirtual Photonic'sPhotonicTransmissionDesignSuite(PTDS) with
fourbitsof headerinformationandtheresultsaregivenaccordingly.
2
CHAPTER 2
OPTICAL TECHNIQUES IN LIGHTWAVE COMMUNICATIONS
2.1Introduction
Optical techniquesare evolvingin lightwavecommunicationswhere optical
wavesareusedasthecarrier.Thus,on theopticalchannelthatis mostlyfiber, signal
transmittingandreceivinghavetobedesignedopticallyor morestrictlyphotonicallyto
meetheneedsof lightwavecommunications.
Photonicsdealswithphotons.This resultswiththe"speedof light"whichbrings
high speedin processing,communication,computingand switching.Photons are
unchargedanddo not interferewith oneanotheras electronsdo. Thereforephotonic
processingis insensitiveto electromagneticnterferenceandnaturallyshowsmassive
parallelismwith easyandfull interconnectioncapability(withno soldering)in three-
dimension(3D). Optical componentsare small and lightweight,have low power
consumptionandhighreliabilitywithsimplifiedoperationandmanagement.They also
havelow-losstransmission,fastswitchingandhighbandwidthcapacitywhichpresent
andnear-futuretechnologyrequirementsdemand.
Beginningwith the fabricationof fibers, inventionof laserand advancesin
semiconductoropticaldevices,newresearchesfor newopticalmaterials,components,
devices,architectures,algorithmsand systemshave begun. First result was the
interactionbetweenelectronicsandopticstechnologiesnamedasoptoelectronics.But
thecomponentsof thishybridsystemarelimitedby thespeedof its electronicpart.So
the currentdemandslead from "almost-optical"to "all-optical", where all the
processmg,computing,communication,networking,etc. is done mostly or only
optically.
Naturallyopticalelementsareusedto achieve"all-optical"baseandtheysplit
accordingto their usage.In this chapter,some of the photonic techniquesand·
componentsusedin lightwavecommunicationwill beintroduced.
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2.2PhotonicElementsandTechniques
There aremanyphotonicelementsand techniquesused in various typesof
lightwavetechnology.It is almostimpossibleto classify theseaccordingto their
technologiesbeinginvolved.This is partlybecauseof thedifficulty in separatingthe
technologiesandpartlybecausetheelementsandtechniquesareusedin morethanone
technology.
In thissection,someof theimportantelementsandtechniqueswill bereminded
withtheguidanceof theirtechnologicalaspects.
2.2.1BasicElements
For opticswe needlight andits sources.Therearetwo majorsourcesusedin
opticalsystems:Light EmittingDiodes (LEDs) and LASERs (acronymfor Light
Amplificationby StimulatedEmissionof Radiation).Theybothprovidemonochromatic
butlessandmorespatiallycoherentlight,respectively.LEDs havewidespectralwidth
(30-60nm) andrelativelylargeangularspreadwith low power(~100IlW). LASERs
havesharperspectrallinewidth(2-4nm)whichallowsoperationathighspeedsandthey
arecapableof emittinghighpower(~100mW). Botharesometimescalledtransmitters
andhavevarioustypesdependingonthestructureof semiconductor.
Mirrors, prisms and beam splittersare the classicaloptical elementsused
frequentlyin opticalprocessing.Mirrorsandprismsareusedto changethedirectionof
beamsof lightwhilebeamsplittersareusedto splita beamof lightintotwo or to join
beamsintoone.Lensesarethewell-knownelementsthatareusedin threemainways:
to collimate,to imageandto performFourier-transform[1].Microopticsor small-size
integratedoptictechnologyis alsousedfor constructingminiatureelementscompatible
withthesmallsizeof theopticalbeamstransmittedby fibers.
Opticalamplificationis donethroughstimulatedemission,thesamemechanism
usedby lasers.The elementsusedfor amplifyingareessentiallysemiconductorsand
fibers.Thus, semiconductorlasersuse semiconductorsas the gainmedium,whereas
fiber laserstypicallyuse Erbium-dopedfiber as thegainmedium.Raman,Brillouin,
Fabry-Parot amplifiers and Praseodymium-DopedFiber Amplifiers (PDFAs) are
examplesof suchamplifiersjust to namea few. But thebestknown examplesare
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Erbium-DopedFiber Amplifiers (EDFAs) and SemiconductorOptical Amplifiers
(SOAs)[2,3].
In the receIverside of a lightwavecommunicationchannel,semiconductor
detectorsareusedespeciallyin opticalreceiverswheretheopticalsignalis converted
intoelectricalformandthedatatransmittedthroughtheopticalcommunicationsystem
is recovered.Photodetectorsarethemainelementsfor detectinglight intensitywhich
avalanchephotodiodes,p-i-nphotodiodes,photoconductorsandphotomultipliersarethe
examplesof those.Materialsfor photodetectorsaregenerallybasedon Ge (1,88 llm)
andSi (1,15 llm) while compoundslike AlAs (0,57llm), GaAs (0,87 llm), GaP (0,55
llm)andInP (0,92llm)arealsoformedandused[4].
Logical elementsarealsousedin opticalfor computingapplicationswherethey
aremostlynamedaslogicgates.Theyarebasedonnonlineareffectswhereonebeamof
light effectsanother.AND, OR, NOT, XOR gatescan be implementedby optical
nonlineardeviceswith threshold-likecharacteristicsin the form of optical bistable
devicessuchasFabry-Perotresonators[1].Integrationof interconnectionsandlogic at
thegatelevelpermitsparallelismat thelowestandmostefficientlevel,thereforeit is
goingtobeusedin theproposedsystemgivenin Chapter5.
2.2.2Gratings
A gratingis a periodicmodificationof an optical mediumand its optical
properties,suchas(mostly)refractiveindex.Whena beamof light is directedupona
grating,interferencepatternsoccur due to constructiveor destructiveadditionof
harmonicsandadiffractionpatternis created.
Gratingshavebeenwidelyusedin opticsto separatelight into its constituent
wavelengths.This is "wavelengthmultiplexing"but thereareotherbenefitssuchas
filtering,switchingand add/dropfunctions.Thesebenefitsarisein differentgrating
technologiesandthegratingstookdifferentnamesaccordingto theirtechnologies.But
thebasicdependsonBragg'slaw.
5
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Figure 2.1Wavelengthmultiplexingusinggraded-index(GRIN) rod
Bragggratings:In generalanyperiodicperturbationin thepropagatingmediumserves
asa Bragggrating.Acoustoopticdevicesarequitecommonexampleof sucha grating
whichwill bementionedlaterin acoustoopticSLMs. Principleof operationdependson
thisperiodicperturbationwhich is usuallyrefractiveindex of the medium.This is
formulatedas:
(2.1)
wherenetfis theeffectiverefractiveindexof themediumandA is theperiodof the
grating.As is calledtheBraggwavelength,which is thewavelengthof thelight in the
mediumwherethemaximumreflectanceoccursatBraggangle.
There are many applicationsof Bragg grating.They can be used in wavelength
stabilization,dispersioncompensationandasa filter (fixedor tunable)for wavelength
basedapplications.[2,3,5]
Fibergratings:Gratingsarewrittenin fibersby usingthephotosensitivityof certain
typesof opticalfibers.Theyareclassifiedaseithershort-periodor long-periodgratings
basedon the period of the grating.If the gratingperiodis aroundthe wavelength
(typically0,5 11m),gratingis referredto a short-periodgrating,which is also called
FiberBraggGrating(FBG). Ontheotherhandgratingperiodsthataremuchhigherthan
thewavelengthreferto a long-periodgrating.Theirmainadvantagesarelow loss (0,1
dB), ease of coupling (with other fibers), polarizationinsensitivityand simple
packaging[3,5].
Waveguidegratings:Waveguidegratingsare found their best use in switching,
multiplexingand routing by the leading and most popular technologyArrayed
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WaveguideGrating(AWG). An AWG is a deviceconsistingof twomultiportcouplers
interconnectedby an arrayof waveguides(Figure 2.2). It is a generalizationof the
Mach-Zehnderinterferometerwhereseveralcopiesof thesamesignal,but shiftedin
phaseby differentamounts,areaddedtogether.Therefore,AWG devicesarereferredas
PHASed-ARray gratings(PHASARS). They also sometimesnamedas Waveguide
GratingRouters(WGR) becauseof theirroutingcapability[2,3,6].
Variouskindsof AWG multiplexers,includingsilica-based,havebeenfabricated.They
supportdifferentnumberof channelswith differentspacingrangingfrom 15nm in 8-
channelto0,2nm(25GHz) in 256-channelAWG [5].
Inputs
Arrayof waveguides
Figure 2.2An arrayedwaveguidegrating(AWG)
2.2.3Couplers,Switches,Multiplexers
In a lightwavecommunicationsystemtherearenumberof componentswhich
helpto directthelightbeamsto theirappropriatedestinations.Couplers,switchesand
multiplexers/demultiplexersare the main elements,which will be presentedin this
section.
2.2.3.1Couplers
In theopticaldomaincouplersaresimplyusedto splitor combinelightbeams.
Varioustypesof couplersexistandusedfor guidinglight.Examplesof themsuchas
twofiberstwistedandfused,T-couplers,directionalcouplersor starcouplersareshown
in Figure2.3. Integratedopticdevicesor micro-opticstechnologyequipmentarealso
manufactured.
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(a)Fusedfibercoupler
-+If2=t,:: ::. 3-+
• - ><"......... .-
2 .-:::'::'::":,4-+.-
(c)Directionalcoupler
(b)T coupler
(d)Starcoupler
Figure 2.3Examplesof couplers
In theT-coupler,a signalatinput I reachesbothoutputpoints2 and3; a signal
ateitherpoint2 or 3 reachespoint1.In thefour-portdirectionalcoupler,a signalatany
of theinputpoints1or 2 reachesbothoutputpoints3 and4; anda signalcomingfrom
anyof theinputs3 or4 in theoppositedirectionreachesbothpoints1and2.
However,starcoupleris mostlyusedto combinetheopticalsignalenteringfrom
theirinputportsanddivide it equallyamongtheiroutputports.So it actsas a key
componentin manyarchitectureasin broadcast-and-selectnetworksandgivesits name
tothesenetworksasopticalstarnetworks.
In theopticalstarnetworks,WavelengthDivisionMultiplexing(WDM) is used
andthestartopologyis preferredtorouteeachwavelength.This is donein twowaysso
thereare two typesof starcouplersusedin opticalstarnetworks:transmissiveand
reflective.
A transmissivestarcoupleris namedas a transmissivenx n star coupleror
shortlynx n starbecauseit dividesthepowerenteringanyof its n inputportsequally
amongits n outputports.A reflectivestarcoupleris nameda reflectiven-starcoupler
whenpowerenteringanyof then portsis dividedequallyandreflectedbackoutof all
ports.
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Pin=l
Pin=l
1/n-+
1
1---..-.
04 1/n
1
22
2.. .
·1/n
1/n
n
n ---..-.
·1/n
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Figure 2.4Transmissiveandreflectivestarcouplers
Thesimplestformof thenx n staris the2x 2 starandit canbeusedasa main
elementtoconstructlargern x n orn-stars[7].
1/2-.
(a)Four 2x 2 stars
1/4'-
1/4'-
(b)Reflective4-star
Figure 2.5Examplesof largerstars
Theselargerstarscanalsodistributedin clustersthusachievingageographically
distributednetworkand saving in the numberof fibers requiredfor building any
distributednetwork[8].
2.2.3.2Switches
A switchcanbe abstractedasa devicethattakesa setof N signalinputsandis
ableto reproducethemin any permutedorderat the output.It is characterizedby
differentparameterssuch as size, switching time and energy, crosstalk,power
dissipationandloss.But in termsof switchingfunction,switchesaredividedinto two
types:blockingandnonblocking.A switchis saidto benonblockingif it is capableof
realizingeveryinterconnectionpatternbetweentheinputsandtheoutputs.If not,the
switchis namedasblocking.Nonblockingswitchesarealsodividedintotwogroups.A
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wide-sensenonblockingswitchcan connectany unusedinputto any unusedoutput
withoutreroutinganyexistingconnection.But a strict-sense(or strictly)nonblocking
switchcanconnectregardlessof the connectionrule andalgorithm.Also thereis a
broaderclassof nonblockingswitchescalledrearrangeablynonblockingswitcheswhere
reroutingof connectionscouldbedone.
Thebasicswitcharchitectureis the N x N crossbarswitch.It is alsocalledasa
spaceswitchbecauseit separatesthesignalsin space[9,10].
crosspomts
~
inputs{
outputs
N inputs NxN
N outputs
Figure 2.6 N x N Crossbarswitchconcept
The crosspointcountof a switchis oftenusedasa measureof its complexity.
Thereforeit is desirableto reducethenumberof crosspoints(N 2 for N x N). This is
usuallydoneby building largerswitchesfrom stagesof smallercrossbarswitches.
Architecturesalsovaryaccordingtoconfigurationsdoneby the 2x 2 switches,suchas
Benes,Spanke,SlepianorClosbutmostlycrossbar[3,11].
Opticalswitchingcanbedoneby theuseof oneof thesearchitecturesbutnotice
thatthetechnologyalsodiffers.Opticalmodulatorscanbe usedin differenttypeof
technologiesand switches are called optomechanical,electrooptic,acoustooptic,
magnetooptic,thermoopticor all-opticalswitches[4].
Thereis alsoan importantswitchingarchitectureusedin WDM systems.This
switchis knownasOpticalCrossConnect(axe)andsometimescalledasfrequencyor
wavelength-selectiveswitch.It is composedof multiplexers,demultiplexersandspace
switchasshownin Figure2.7 [9].Eachof theN inputcarriesn WDM channels.After
demultiplexing,thenN channelsareswitchedthrougha nN xnN space-divisionswitch.
Switchpermutesall thechannelsandthentheyaremultiplexedintoN output.
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DEMUX
· .· .· .· .· .· .· .· .· .· .· .· .· .· .
H~_~:
•••••••••••••••••••
~p.~t~~d~v: i9~
<~~rC~
MUX
OA=OpticalAmplifier,TF=TunableFilter
Figure 2.7Architectureof anopticalcrossconnect
2.2.3.3MuItiplexerslDemultiplexers
Multiplexingis thetransmissionanddemultiplexingis theretrievalof morethan
onesignalthroughthesamecommunicationlin1eTime DivisionMultiplexing(TDM),
FrequencyDivision Multiplexing(FDM) aretheknownexamplesof multiplexing.On
theotherhand,a newonedependingon wavelength,WDM is becomingpopularas a
risingtechnologyandit will bementionedin thenextsection.
Multiplexersanddemultiplexersin WDM systemsarebasicallyopticalfilters.
These filters are based on selectiveabsorption,transmissionand reflection of
wavelengths.
The most importantapplicationof theseoptical filters is adding/dropping
wavelengthandthis kind of multiplexeris known as OpticalAdd/Drop Multiplexer
(OADM). BasicallyanOADM extractsthesignalon a specifiedwavelengthchannel
andtransmitsanewsignalonthesamewavelengthchannel.An OADM coulddropand
addonefixedwavelengthchannel.Alternatively,switchelementscouldbeincorporated
intotheOADM sothatit canbedynamicallyconfiguredto dropandaddtheselected
wavelengthchannelsasshownin Figure2.8.
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MUX
2x2switch
DEMUX
t~
A D
Figure 2.8Opticaladd/dropmultiplexer
2.2.4WavelengthDivisionMultiplexing
The developmentsof thefiberoptic systeminitiatedwide-rangingresearchfor
opticalcommunicationsystems.The researchersmadeinnovationsin thelasersandin
theoptoelectronicomponentsas mentionedbefore.But the increasingdemandfor
bandwidthimpliesthatthecapacityof transmissionmustbe increased.And thereare
twofundamentalway of increasingthecapacity:Time Division Multiplexing(TDM)
andFrequencyDivisionMultiplexing(FDM). In theopticaldomainbothareusedwith
optical,meansasopticalTDM or OTDM andopticalFDM or OFDM. But thereis also
anothertype of multiplexingin lightwavecommunicationsdependingon the color
(wavelength)of thecarrierbutdifferentin detection(direct/heterodyne)andseparation
(opticallybefore/electronicallyafterphotodetection)[12],thatis, WavelengthDivision
Multiplexing(WDM) wherewavelengthsor colorsarethecarrierfrequencies.
OTDM providesa way to increasethebit rateson eachchannel.It has the
potentialof increasingthe bit rate for a single optical carrierup to Tbps ranges.
Complementary,WDM providesa multiplechannelincreaseby differentwavelengths.
Therefore,whatcombinationof OTDM andWDM tousein systemsis anopen-ended
questionbutthemajortechnologyseemstobeWDM becauseof thepotentialofferedto
opticalnetworks.
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With theintroductionof WDM, all-opticalstructuresarebasedon wavelength
dimension.Opticalcomponentsuchas multiplexers/demultiplexers,OADMs, OXCs,
starcouplersaswell asswitchesandroutersaredesignedbasedon WDM technology.
And they are namedwith wavelengthas wavelengthswitches,wavelengthrouters,
wavelengthadd/dropmultiplexers(WADMs), wavelengthcross connects(WXCs).
Also thenetworkconsistingof theseelementstookthenameWDM network.
WDM networkarchitecturescan be classifiedinto two categories:broadcast-
and-selectandwavelengthrouting[3].
Fixed/tunable
transmitters
STAR
COUPLER
Fixed/tunable
receIvers
Ul
un
Figure 2.9Broadcast-and-selectnetwork
The broadcast-and-selectform of networkworksby assigninga singleoptical
frequency(wavelength)to thetransmitsideof eachportin thenetwork,combiningthe
signalsat thecenterof thenetworkin anopticalstarcoupler,anddeliveringa fraction
of powerfromeachsignaltothereceivesidesof all ports.
By meansof a suitableMediaAccessControl(MAC) protocol,whenonenode
wantsto talk to another,thetunablereceiverstunefor interchange.The entireinner
structureconsistingof fiberstrandsandstarcoupleris completelypassive,unpowered
andthereforeextremelyreliableandeasyto manage.But thenumberof nodesin these
networksis limited becausethe wavelengthscannotbe reusedand the transmitted
powersplitamongall thereceiversin thenetwork.
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Therefore,wavelengthroutingarchitectureseemsto bemorepracticalbut also
sophisticatedsolution for the WDM networkarchitecturethat providessignificant
advantagesby switchingandroutingopticalsignalsbasedon theirwavelengths.In this
architecturethenodesarecapableof routingdifferentwavelengths.WXCs, WADMs
arethe elementsof this networkandtheoverall systemis namedas a Wavelength
Router(WR) or WavelengthRoutingSwitch(WRS) [13].
Wavelengthroutingnetworkscan be classifiedeitherstaticor reconfigurable
dependingthe elementsthey contain.If a networkdoesnot have any switchesor
dynamicwavelengthconverters(describedbelow)it is a staticnetwork,otherwiseit is
calledreconfigurableor dynamicbecauseof thecapabilityof thenetworkto change
routesatnodes[14].
A wavelengthconverterIS an optical device that convertsdata from one
incomingwavelengthto anotheroutgoingwavelength.Withoutwavelengthconversion
an incomingsignal can be opticallyswitchedto any outputport but only on one
wavelength.With wavelengthconversionthissignalcouldbeopticallyswitchedto any
outputport on any wavelength.Thereforedifferentphysicallinks canbe established
wherebit rates,protocolsbecomeinsensitive,thustransparencyis provided.
Figure2.10showsdifferentypesof wavelengthconversion.If eachwavelength
is convertedonly to itself, thenthereis no conversion.If eachinputwavelengthis
convertedto exactlyone wavelength,fixed conversionis done.But if each input
wavelengthcanbeconvertedto a specificsetof wavelengths,atleastonelessfromall,
conversionis namedas limitedwhile full conversionimpliesall possibleconnections
areestablished.
(a)No conversion (b)Fixedconversion
(c) Limitedconversion (d)Full conversion
Figure 2.10Wavelengthconversiontypes
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Therearethreefundamentalmechanismsforwavelengthconversion:
1. Optoelectronic:Conversionis doneby convertingeachindividualwavelengthto
electronicsignalsandthenretransmittingby lasersattheappropriatewavelengths.
This is the leastexpensiveapproachbut optical-electroniconversiondestroys
protocoltransparency.
2. Optical gating: ConversionIS based on intensitymodulation.Two types of
modulationis used:Cross Gain Modulation(CGM) andCrossPhaseModulation
(CPM). Both usenonlineareffectsin SemiconductorOpticalAmplifiers (SOAs).
Thetransparencyis limitedtoonlyintensitymodulatedsignals.
3. Wavemixing: Occurs in eitherpassivewaveguidesor SOAs. Examplessuchas
three-waveandfour-wavemixingarisefromnonlinearopticalresponse,thatis, the
phaserelationshipbetweentheinteractingsignals.Theadvantageis thatit offersfull
transparencybecausetheeffectdoesnotdependon themodulationformatandthe
bit rate[3].
All thesemechanismswith thedifferenttypesof converterseemto be in the
majorityof thefutureWDM networks.With theextensiveuseof WDM, advanceshave
comerapidly. WDM classificationssuch as WidebandWDM, NarrowbandWDM,
DenseWDM (DWDM) andUltra-DenseWDM (UDWDM) haveallowedthecarrying
capacityof optical fiber to increaserapidly. Initially WDM allowedthe numberof
wavelengthscarriedon a singlefiberto 8.With DWDM thishasrisenup to 100.1022
channelsystemoperatingwith 9,5GHz. channelspacingis theexampleof UDWDM.
TheliteratureoftenusesthetermDWDM, butthistermdoesnotdenoteprecisenumber
of wavelengthchannels.Channelspacingis an importantfigurein classificationand
InternationalTelecommunicationUnion(ITU) specifiedthesechannelspacingselected
froma grid of frequenciesreferencedto 193,100THz. (1552,524nm). Accordingto
ITU-T RecommendationG.692,spacingis 100GHz. (0,8nm).Alternativesuggestions
include50 GHz. (0,4 nm) and 200 GHz. (1,6 nm) wherethe rapid growthin this
technologyandtheadvancesin all-opticalnetworkswill opennewwindowsfor future
[15,16,17].
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2.2.5SpatialLight Modulators
A SpatialLight Modulator(SLM) is as devicethatcan spatiallymodify or
amplify some of the optical characteristics(phase, amplitude, intensity, and
polarization)with theabilityof storingpatterns[18].Theycanbeclassifiedbasicallyin
two:electricallyaddressedandopticallyaddressedSLMs. Howeverthey aremostly
namedwith theunderlyingtechniqueandnumerousimplementationsof SLMs have
beenproposedandimplementedovertheyears.In thissectionsomeof themaregoing
tobereminded[1,4,6,19,20,21].
Photographicfilm: It is theoldestSLM, althoughit is primarilyconsidereda recording
medium.A knownexampleis themovie.The illuminatinglight is modulatedby the
moviefilmsandthusimagesareformedonthescreen.
PhotodichroicSLMs: They aresimilarto photographicfilm. They changecolorwhen
illuminatedwitha certainwavelength.This kindof effectis usedin thesunglassesthat
becamedarkerwhenthereis intenseillumination.
DeformableSLMs: TheseSLMs aretheexamplesof electricallyaddressedSLMs and
theirshapeis changedby somedevicesandtechniques.Oneof themis thephotoplastic
devicewherethedeformationof theplasticis donewithanelectricfield,modulatedby
a beamof light. Another type is the micromechanicalSLM. This is an array of
miniatureleavesetchedwith integratedcircuittechnology.Light incidenton thearray
will be reflectedatdifferentanglesfromdifferentleaves.A similarconceptis usedin
thedeformablemirrorSLMs or DeformableMirror Devices(DMDs). Note thatthese
technologiesare used for switchingsuch as in MicroElectroMechanicalSystems
(MEMS) whichwill bementionedlaterin thisthesis.
MagnetoopticSLMs: TheyaretwodimensionalelectricallyaddressedSLMs comprised
of amatrixof elements(magnetopticmatrix)basedonamagnetoopticeffectknownas
theFaradayeffect.Theyhavea storagecapabilitybutarelimitedby addressingspeed
andwiringcomplexity.
ElectroopticcrystalSLMs: Thesearetwo dimensionalopticallyaddressedSLMs that
arebasedon electroopticeffectin whichthecrystalschangetheir indexof refraction
whenanelectricfieldis appliedtothem.This effectis knownasthePockel'seffectand
theseSLMs aremostlyknownasPockelSLMs orPockel'sReadoutOpticalModulators
(PROMs). They arefabricatedfromvariouselectroopticrystalsbutmostlyBi12Si020
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(bismuthsiliconoxide,BSO for short)asshownin Figure2.11.PROMs canbeusedfor
incoherent-to-coherentconversion,amplitudeand phase modulation,and optical
parallellogicoperation.
Transparent
electrodes
\t
Readout
light
Write
light
BSO
Reflector
Figure 2.11PROM
LiquidcrystalSLMs: Bestknownandmostfamiliartypeof opticallyaddressedSLM is
liquidcrystalSLM orusuallycalledLiquid CrystalLightValve(LCLV).
TheLCL V is a hybriddevice.Its structureis mainly a thin layerof nematicliquid
crystalfollowedby a dielectricmirror,a lightblockinglayeranda photoconductor,all
sandwichedbetweentwotransparentconductorsasshownin Figure2.12.
Whenanelectricfieldis appliedtothecrystal,moleculesreorientatealongthedirection
of thefield, thuschangingtherefractiveindexof themedium.Whenthereis no light,
mostof thevoltagedropson thephotoconductivelayer,while liquid crystallayeris
affectedless. When illuminatedwith a writing beam, the voltage across the
photoconductoris reducedandthevoltageappliedto the liquid crystalis increased.
Hence,theorientationof themoleculeschanges,thereadoutbeamis effected.
17
Outputsurface
+- ~
+-
~
~Readoutlight
Transparent
ConductiveElectrode
mIrror
Photosensor
(Photoconductor)
Lightblockinglayer
NematicLiquid Crystal
Inputsurface
~
Writinglight
Figure 2.12Sideviewof aLCL V
Thedielectricmirrorplaysanimportantroleby providingopticalisolationbetweenthe
inputincoherentlightandthecoherentreadoutbeamthusLCLV is usedin incoherent-
to-coherentconversionapplicationsaswell asswitching,wavelengthconverting,optical
neuralnetworks,holographyandopticalcomputing.
Electron-trappingandphotorefractivematerials:Theycanemitdifferentoutputphotons
thatcorrelatespatiallyin intensitywithinputphotons.Photonsareabsorbed,freecharge
carriersaregeneratedby excitationfrom impurityenergylevels(write)to an energy
bandandtheconductivityof thematerialis increased.Someof theelectronstunneled
andremaintrappedat a level until stimulatedby infraredlight (read)so that these
materialscanalsobeusedtostoreopticalinformation.
An exampleof electrontrappingmaterialis SrS dopedwithEu andSm asgivenin the
Figure 2.13 while LiNbO) (lithium niobate) is the mostly used example for
photorefractivematerialsaswell asBSO andBi12Ge020(BOO) [18].
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Figure 2.13Band-gapstructureof anelectrontrappingmaterial
AcoustoopticSLMs: They use the interactionof light waveswith acoustic(sound)
waves,whichproducesa Braggdiffractioneffect.Theunderlyingmechanismis simply
thechangeinducedin therefractiveindexof anopticalmediumby thepresenceof an
acousticwave.This acousticwaveis emittedby a transducerasshownin Figure2.14
[18].
Input
Laserlight
Acoustoopticcell
x
Transducer
Diffractedbeam
z
Figure 2.14Operationof anacoustoopticell
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At acertainangle8i,a coherentdiffractionoccursatanangle8d•This angleis knownas
theBraggangleandit is givenby:
e . Ad=arCSln-
2A (2.2)
whereA and A are the light and the acousticwavelengths,respectively.And this
principleis namedasBraggdiffractionor Bragggrating.Dependingon thisprinciple,
AcoustoOpticTunableFilters(AOTFs) aredesigned.AOTFs arecapableof selecting
severalwavelengths imultaneouslyand also usedto constructa (multi)wavelength
router[3].
QuantumWell SLMs: They arebased0!1 quantumphenomenand dependon the
potentialbarrier generatedat the interfaceof differentsemiconductorlayers. An
exampleof quantumwell SLMs is the Self-ElectroopticEffect Device(SEED). The
SEED consistsof aresistorconnectedin serieswithap-i-n diodedetectorwith intrinsic
regionis madeof Multiple QuantumWell (MQW) layers(Figure2.15).SEEDs canbe
fabricatedin arraysandtheyoperateathigh speed(switchingresponsetimeof 30 ns)
with low energies.They exhibitopticalbistabilityandclassifiedas a hybridbistable
opticaldevice.
R
{
Light in
•
Lightout
MQW
Figure 2.15Schematicdiagramof SEED
Opticalbistabilityis a nonlinearphenomenonof opticalhysteresiswheretheoutput
dependsuponwhetherthepresentinputlevelwasachievedby loweringfrom a higher
levelor raisingfroma lowerlevelasgivenin Figure2.16.It is usedin opticalbistable
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switchesand otherbistableopticaldevicessuch as Fabry-Paratetalonsand optical
interferencefilters[1,6,18].
output
input
Figure2.16Input-outputcharacteristicof abistabledevice,displayinghysteresis
2.3OtherTopics
There are someother techniquesthat becomeresearchareasin lightwave
communications.Two of themareof concern:holographythatis directlyrelatedto
optics,and optical neural networks,which can be classifiedas a hybrid area.
Holographyis basedonthewavenatureof lightwhileopticalneuralnetworksis a wide
areaof opticalnetworksbasedonartificialneuralsystems.
These two techniqueshave variousapplicationsbut in this sectiona short,
introductoryknowledgewill begiven.
2.3.1Holography
2.3.1.1Method
Optical signalscan be presentedin the form of hologramsfor developing
methodsto store,processanddisplayinformation.This indicatesthe importanceof
holographywhereintensityandphasedistributionof light is of concern.It hasbeen
recognizedthat for an object illuminatedwith coherentlight, the fringe pattern
generatedby theinterferencebetweenthewavescatteredoff theobjectanda coherence
referencewave,containsall the visual information(amplitudeandphase)aboutthe
object.This interferencepattern,or so-calledinterferencegrating,can be recorded
photographically.Then, if the referencewave alone is used to illuminate this
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photographicfilm, it is scatteredby the film so thata newwavegenerateswhich is
identicaltotheoriginalwavereflectedfromtheobject.Thus,theresultis theformation
ofanimage(virtualor real)bythewavereconstructionmethod(Figure2.17)[22,23].
Holographyis, making or study of holograms,which actuallymeansthe
recordingof completeinformation.It is also obviousthatthe amplitudeand phase
distributionsof theobjectwavehavebeenmodulated.Thatis whysometimeshologram
iscalledamodulator.
OBJECT
EI///' -.-------------------........-
VIRTUAL
IMAGE
OBSERVER
HOLOGRAM
RECONSTRUCTION
ILLUMINATION
REAL
IMAGE
Figure 2.17Formationof ahologram
Becauseof theneedfor coherentsource,holographywaitedfor theinventionof
laser.With theintroductionof laser,holographyreceivedmoreattentionandbecamea
practicalmethod of photographicallyrecording optical information.After that,
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hologramtypesandproducingtechniquesareincreasedwith theoneswho workedon
that.
2.3.1.2Classificationof Holograms
One can classifyhologramsin differentwaysbecausethereis no universally
classificationagreedon thetypesof holograms.Sometermsarebeingpreferredover
others.Some of theseare basedon the type of recordingmedia(thin or surface
hologram,thickorvolumehologram),typeof modulation(amplitudemodulation,phase
modulation),hologram recording and reconstructingconfiguration(Fraunhofer
hologram,Fresnelhologram,imageplanehologram,FourierTransformhologram,etc.),
degreeof coherenceor the techniquesused in recording(microwaveor infrared
hologram,acousticalhologram,computergeneratedhologram,etc.). The detailed
informationcan be found on the references,in relatedbooks and documents
[6,24,25,26,27].
2.3.1.3HolographicOpticalElements
HolographicOpticalElements(HOEs) canbedefinedasholographicversionsof
commonopticalelements,suchas lensesandmirrors.The advantagesof holographic
opticalelementsbecomeapparentwhenyou considerany applicationthatrequiresa
lens.Lensesaretypicallybulky,andarealwayscurved.Holograms,on theotherhand,
areflat, andvery thin.They canbe moreinexpensive,lightweightandcompactthan
lenses.Any lens can be duplicatedholographically,but the hologramthicknesswill
alwaysstaythesame.
Holographicopticalelementsarealreadyin use insidesupermarketcheck-out
scannersthatautomaticallyreadthebarpatternsof theUniversalProductCode(UPC).
A laserbeampassesthrougharotatingdiskcomposedof anumberof holographiclens-
prismfacets.Theserapidlyrefocus,shiftandscanthebeamacrossa volumeof space,
ensuringthatthecodewill bereadonthefirstpassacrossthedevice.
HOEs arealsousedin Head-UpDisplays(HUDs) in airplanecockpits.These
allowreflecteddatato appearon anotherwisetransparentscreenin frontof thepilot's
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faceandyet not obscuretheview. They areusedin office copymachinesand solar
concentratorsaswell [28].
2.3.2OpticalNeural Networks
Opticalinformationprocessingor opticalcomputingdependsontheadvantages
of opticsthatis namedin Section2.1.With theadaptationof classicalneuralnetwork
theorytooptics,opticalneuralnetworkis born.
After theinterestin neuralnetworksin theearly 1980s,PsaltisandFarhat[7J
firstintroducedtheideaof opticalimplementationfor a neuralnetworkin 1985.Since
thenmuchefforthasbeengiventorealizeopticalneuralnetworks.
2.3.2.1NeuralNetworks
A neuralnetworkconsistsof a collectionof processingelementsnamedas
neuronsthatcommunicateby sendingsignalsto eachotherover a largenumberof
weightedconnections[29].
The mathematicalmodelof a neuronis givenin Figure2.18by McCulloch and
Pitts(1943):
nonlinearfunctionoperator
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Figure 2.18Mathematicalmodelof aneuron
The processingof eachneuronis determinedby a nonlineartransferfunction
f(net) that defines the neuron's output as a function of the input signals and
interconnectionweights as in Equation2.3. The weightscan be changedor the
interconnectionstrengthscanbeadjustedby alearninglaw.
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(2.3)
Thelearninglaw allowstheneuron'sresponsetoadaptitselftotheenvironment,
andthereare two kinds of learning:supervisedand unsupervised.In supervised
learning,thenetworkis taughtby a teacher,responsiblefor supplyingthe input and
output(desired)data.In unsupervisedlearning,self-learningis doneby trialswith only
theinputsaregiven.
Many neural network models have been developed.The mam distinction
betweenthemdependson thepropagationof data.In thefeed-forwardnetworksdata
flow is from inputto outputandno feedbackconnectionsarepresent.On the other
hand,in recurrentnetworksfeedbackconnectionsareusedto introducedatacycles
betweeninput,outputandalsohiddenlayers.They arenotverysimplebecauseof the
multiplelayers,extrabiasing,thresholdor feedbacktheyoffered.Perceptron,Delta,
Hebbian,Winner-Take-All, Backpropagationaresomeexamplesof learningrulesand
algorithms.Hamming,HopfieldandKohonen,etc.arethenameof thenetworkswhile
classifiers,associativememoriesand self-organizingmapsare the examplesof the
neuralnetworkclassesjust tonameafewandtobeageneralreference[7,29,30].
2.3.2.2OpticalImplementationof Neural Networks
The generaladvantagesof optics are seenin all methodsof opticalneural
networksbut especiallyin interconnectionconstraints.Very high fan-in (numberof
inputsignals)andfan-out(numberof distributedsignals)capabilityof opticswith the
largedegreeof parallelism,is thekey factorto achieveunconstrainedinterconnections
betweenneuronsand neuron layers [31]. Implementationsvary accordingto the
technologyor deviceinvolving.The useof opticalfiber,holographiccorrelators,and
opticalmatrixmultiplicationimplementationschemesaremostlyreferredones.There
arealsoseveralarchitecturesfor differentinterconnectionor networkingdesign.These
includemultistageandmultilayersolutions[7,32].After theFarhat'sproposalon the
opticalimplementationof theHopfield model,severalotheropticalimplementations
andopticalneuralnetworkarchitectureshavebeenproposed.Associativememoryusing
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Liquid Crystal Light Valves (LCLVs), hybrid optical neural networks usmg
programmableSpatialLight Modulators(SLMs) andholographicimplementationsare
some xamplesof those.Numerouspapershavebeenpublishedin thisarearelatedwith
these[7].
26
CHAPTER 3
INTERNETWORKING
3.1Introduction
The mergingof computersand communications,resultedwith the computer
interconnection,namely computernetworks. Information exchangethrough this
interconnectionis establishedwith thenetworkingdevicessuchashubs,switchesand
routers,etc.,onacommunicationmediumsuchascopperwire,fiberoptics,microwaves
andsatellites.The collectionof thesenetworksis namedas internetworkor shortly
internetwhiletheadministrationof it is calledasinternetworking.Thebestknownone,
Internet,is a specificworldwideinternetconnectingcompanies(.com),governments
(.gov),universities(.edu),etc.
In theimplementationof networkmanychallengesmustbe faced,especiallyin
theareasof connectivity,reliability,networkmanagementandflexibility.Thehistoryof
internetworkingfrom time-sharingnetworks to Local Area Networks (LANs),
MetropolitanAreaNetworks(MANs) andWide AreaNetworks(WANs) evolvedwith
theseconcepts.Today the Internetinterconnectslarge numberof computersand
networksthroughouttheworld.
The evolutionof networkingis determinedby the combinedeffectof three
differentfactors:transmission,switchingand protocols[33]. It is well known that
transmissionand switchingusuallyrely on hardwaredevices,whereasprotocolsare
basedon softwareresources.This chapteressentiallydealswith Internet,Internet
Protocol(IP) andswitching/routingbasedonIP.
Data traffic is rapidlygrowingand the Internettraffic is estimatedto double
everysix months.The bottleneckseemsto be switchingwhichis actuallythenetwork
connectivityfor the supportof any service.In generalview, networkingoffers two
differenttype of service:connection-orientedandconnectionless.In the connection-
orientedservice,theserviceuserfirstestablishesa connection,usestheconnectionand
transfersthedata,andthenreleasestheconnectionas in thetelephonesystem.In the
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connectionlesssystem,eachmessagecarriesthe full destinationaddressandis routed
independentlyfromall therestasin thepostalsystem.
Networkingis basedon theswitchingoperationandtheswitchingmodeof a
networkindicateswhetherthenetworknodesarecircuitswitchesor packetswitches.
Circuitswitchesareposition-based,in thatthearrivingbitsareswitchedto a different
outputposition.This positionis determinedby a combinationof oneor moreof three
dimensionssuch as space,time and frequency(wavelength).SynchronousOptical
NETwork (SONET) and Dense Wavelength Division Multiplexing (DWDM)
technologiesarethetwoexamplesof mostlyusedcircuitswitchednetworks:
SONET: It is thestandardfor transportof dataoveropticalmediabetweentwo fixed
points.It is developedwiththeadvancesin theopticaltransmissionandin theaccuracy
of clocks.The systemconsistsof switches,multiplexersandrepeatersall connectedby
a fiber.A masterclock thatcontrolsthe sendingof the bits at extremelyprecise
intervalsestablishesthesynchronization.The differentstreamsaremultiplexedby byte
interleavingusingtheTDM technique.
In NorthAmericaandJapanthebasicSONET signalis namedasSTS-l (Synchronous
TransportSignal-I). It hasa bit rateof 51.84Mbps. Higherratesaremultiplesof this
rate.In Europe the basic rate is STS-3 or 155.52Mbps and is called STM-l
(SynchronousTransportModule-I). The STS hierarchybasedon thisrateis namedas
SynchronousDigital Hierarchy(SDH). The ratesof thebothstandardsaregiven in
Table3.1[3,13].
Table 3.1TransmissionratesforSONET/SDH
Carrier SONETSDHBit rate
signal
signal(Mbps)
OC-l
TS-l 51.84
OC-3
3STM-l155.52
OC-12
12462 .08
-24
1244.16
OC- 8
4816248 3
-192
926499 3 2
DWDM: The WDM technologyenabledto carrya numberof wavelengthson a single
fiberasmentionedin thepreviouschapter.CommercialDWDMs combiningup to 16
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wavelengthswere introducedin 1996.The WaveStarLambdaRouterf om Lucent
Technologiesbasedon the patent-pendingtechnologyfrom Bell Labs supports256
wavelengths.Most DWDM equipmentis designedtoworkwith SONET andnamedas
SONET/DWDM in the optical link networks.With this technologySONET/SDH
speedsup to 40 Gbpstoday,offeringmorethan 10Tbps of totalswitchingcapacity.
ThistechnologydependsontheMicroElectroMechanicalSystems(MEMS) technology
thatwill soon support400 wavelengths.(MEMS is a device technologyusing
lithographicfabricationtechniquesto createminiaturemechanicalcomponents.For
opticalnetworkingapplicationof MEMS, an arrayof freely moving microscopic
mirrorsare tilted and being rotatedaroundmicromachinedhingesto routeoptical
signalsin differentwavelengths)[15,19,34].
Figure 3.1Fabricatedmicromechanicaltilt-mirrors[15]
Packetswitchesarelabel-basedwherethepacketheadersarethe labels.They
useinformationin thepacketheadersto decidehow to switchor routea packet.IP
networksand AsynchronousTransferMode (ATM) networksare the examplesof
packetswitchednetworks(in factATM networkscombinethegoodfeaturesof circuit
switchedand packetswitchednetworks)used in the Internet.Multi-Protocol Label
Switching(MPLS) is an improvingexampleof packetswitchingwherethe labels
encapsulateIP packets[35].
ATM: It is a connection-orientedservicethattheinformationis transmittedin small
fixed-sizepacketscalledcellsandthetechnologyis namedascell switching.The cells
are53 byteslong containing5 bytesheaderand48 bytesuserdata.The headercell
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identifiesthevirtualpathfor routingtheATM cells.Thecell deliveryis notguaranteed
butthecellsin thesameconnectionreachthedestinationin theordertheyaresentfrom
thesource,thuseliminatingtheneedfor sequencenumbersandbuffering[13].
TheATM networkis capableof transportingvariousbandwidthson fixed lengthcells
andthesecellsweredesignedto betransportedovertheSONET architecture.TodayIP
packetsarecarriedoverATM. However,asthistrafficincreases,it becomesnecessary
totransportbothdirectlyoverSONET ratherthanthealternativeshownin Figure3.2.
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Figure 3.2IP transportalternatives
MPLS: It is actuallyanimplementationof a techniquecalledlabelswitchingbasedon
theencapsulationof IP packetswith labels.Labelswitchinghastwomainprocedures:
IP switchingandtagswitching.IP switchingrequiresanunderlyingATM link layer,
wherelabel correspondsto an ATM virtualcircuit/pathidentifier(VCINPI). In tag
switching,tagis attachedto packetsdependingontheirlink layerpacketformat.MPLS
isavariationof tagswitchingwherelabels(tags)actasa shorthandrepresentationof an
IP packetheaderthatcontainsthe addressof the packetto be routed.The packet
handlingnodesor routersarecalledLabel SwitchedRouters(LSRs) andtheyforward
packetsby makingswitchingdecisionsbasedontheMPLS label.Thereforeroutingcan
beseparatedinto two partsas label-basedand protocol-basedand can be modified
independently.In otherwords,thereis no needto changethe forwardingmachinery
whenchangingtheroutingstrategy[13].
But in thischapteronlypacketswitchingbasedon IP will beof concern.This is
becauseof the Internet,becomingthe dominantfor all new networkservices.To
understandtheIP, OSI layeringandEthernetechnologywill beintroduced[36,37,38].
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3.2OSI Layer
Network architecturesare establishedby a set of layersand protocols.The
standardizationof the protocolsusedin variouslayersis doneby the International
StandardsOrganization(ISO) in 1984.Thereferencemodeldevelopedby ISO is named
asOpenSystemsInterconnection(OSI) and consideredas theprimaryarchitectural
modelforintercomputercommunications.ManynetworksdonotstrictlyfollowtheOSI
modelandvariousmodelshavebeendesignedandusedfor differenttechnologiesbut
themodelhelpsin understandingthedesignof packet-switchednetworkarchitectures.
TheOSI modelhassevenlayers.Thenetworkfunctionsperformedby thelayers
aregivenin Table3.2.
Table 3.2OSI layer
OSI Layer FunctionProvided
Layer7- Application
Specializednetworkfunctionssuchasfile
transfer,virtualterminal,electronicmailandfile servers.Layer6- Presentation
Dataformattingandcharactercode
co v rsionanddatae cryption.5 Session
Negotiatio andestablishm ntof a
co nectionwithanothernode.4 T anspor
Provis onforar liableend-to-endeliv ry
of data.3 N tw rk
Routingo p ck tso i for ationacross
multiplene works.2 Da aLi k
T ansfer addr sableunits f i formation,
f mesa derr rchecking.1- hy cal
missio of bin rydataover
municationmedium.
The sevenOSI layersusecontrolinformationin communicatingwith theirpeer
layersin othercomputersystems.This informationtakestypicallyoneof two forms:
headersandtrailers.Headersareaddedto thedatafrom applicationlayerto physical
layerandthusestablishingdataencapsulation,andstrippedoff from thedatain the
oppositedirectionin eachlayerasgivenin Figure3.3.
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Data
Application APDU =Applicationlayerheader+PPDU Application--------------------------------.---------------------------------
Presentation PPDU =Presentationlayerheader+SPDU Presentation------------------------------.-----------------------------------
Session SPDU =Sessionlayerheader+TPDU Session
Transport
Network
Datalink
Physical
TPDU =Transportlayerheader+Packet- - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - --
Packet=Networklayerheader+Frame
Frame=Datalink layerheader+Data
--------------------------------------------------------------._-.
Bits
Datatransmissionpath
Figure 3.3Dataencapsulation
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DataLink
Physical
Notethattheunitexchangedis namedwiththeprotocolnameandthedataunit,
suchasApplicationProtocolDataUnit (APDU) butthedatain physicallayeris named
asbit,whereframeandpacketarethenamesgivenin thedatalink layerandnetwork
layer,respectively.
Internetworkingoccursessentiallyin thenetworklayerbuttheprovisionis done
bya connection-orientedTransmissionControlProtocol(TCP) or by a connectionless
UserDatagramProtocol(UDP). TodayInternetor IP is basedontheTCP andmostly
pronouncedasa protocolfamilyTCP/IP. Thusthereis alsoa TCP/IP referencemodel
similarto theOSI butdifferentin someconcepts.Therearealsootherlayeredmodels
definedfor thetechnologiesuchasATM or SONET (Figure3.4).Thesetechnologies
alsocarry IP where they are called as "IP over ATM" or "IP over SONET" as
mentionedbeforeandfiguredin Figure3.2.
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Figure 3.4Differentlayermodels
3.3Ethernet
Therearemanyphysicalimplementationseitherin LAN or WAN. The Institute
of Electricaland ElectronicsEngineers(IEEE) has producedseveralstandardsfor
LANs. TheseareknownastheIEEE 802includingCarrierSenseMultipleAccesswith
CollisionDetection(CSMAlCD), tokenbusandtokenring.The mostcommononein
computernetworksis theEthernetor IEEE 802.3.It is basedontheCSMA/CD ideathat
canbe summarizedas following:When a stationwantsto transmit,it listensto the
cable.If thecableis busy,thestationwaits,otherwisetransmitsimmediately.If two or
morestations imultaneouslybegintransmitting,theywill collide.Thecollidingstations
terminatetheirtransmission,waitfor arandomtimeandrepeathewholeprocessagain.
Ethernetbasicallyperformsthreefunctions[37]:
1. Transmittingandreceivingformattedataorpackets.
2. Decodingthepacketsandcheckingforvalidaddressesbeforeinformingupperlayer
software.
3. Errordetectionwithinthedatapacketsor onthenetwork.
Thesefunctionsareperformedin the OSI datalink layer,thereforethe datain the
Ethernetenvelopeis namedas Ethernetframe.Its formatandthedescriptionsof the
fieldsaresummarizedin Figure3.5.
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Figure 3.5Ethernetframeformat
Thepacketsin thenetworkhavethesourceanddestinationaddressesasgivenin
theEthernetframe.Theseaddressesare also calledas physicaladdressesor Media
AccessControl(MAC) addresses.They aregloballyunique,andeachoneis six bytes
(48bits) long. Eachvendorof a LAN interfacecardmustregisterits usewith IEEE.
IEEE will assignthevendorthethreebytesof thetotalsixbytesaddress.The lastthree
bytescanbe assignedby thevendor.For example0260 8C 00 00 00 is for 3Comand
080020000000 is for SUN Microsystemswrittenin thehexadecimalformat.
For LAN interfacestherearethreetypesof physicaladdresses:unicast,multicast
andbroadcast.In theunicast,onemachineis identified,sothereis onenumberassigned
permachine.In themulticast,a groupof stationsis identified.In this way, a single
stationmaytransmita packetto morethanonestation.In broadcast,thepacketis sent
toall stations.However,theseaddressesresultaheavytraffic,thusdividingthenetwork
into separatedivisions becamea good solution.The interconnectiondevices for
connectingthesenetworksareknownasbridges,switchesandrouters.Bridgesoperate
attheISO datalink layer.They verify checksumson thedatapacketsthattheyare
tryingto forwardanddiscardpacketsthathavebad checksums.They forwardframes
basedontheMAC addressesin thepacket.Switchesforwardandfloodtrafficbasedon
theMAC addressestoo.They arealsodatalink layerdeviceslikebridgesbutdesigned
to switchdataframesat high speeds.Routershowever,operateat OSI networklayer
andconnectmorethanonenetwork.Theyworkwiththenetworknumbersembeddedin
thedata.
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Networknumberis notthesameasphysicaladdressthatidentifiesa stationon
thenetwork.The combinationof thenetworknumberandthephysicaladdresson the
networkwill uniquelyidentifyanystationon thenetwork.Thereforebothof themare
essentialin theroutingandtheirimportancewill beunderstoodin IP.
3.4InternetProtocol
The InternetProtocol(IP) is a networklayerprotocolthatcontainsaddressing
informationand somecontrolinformationthatenablespacketsto be routed.It is a
connectionlessnetworkserviceandtheswitchingis donebypacketswitching.
At presenttwo versionsof the IP exist:IP version4 (IPv4) and IP version6
(IPv6)whicharedescribedin RFC 791andRFC 2460,respectively.(Documentation
of theInternetprotocolsandpoliciesarespecifiedin technicalreportscalledRequest
For Comments(RFCs), which arepublished,reviewedandanalyzedby the Internet
EngineeringTask Force (IETF)). The descriptionof IP includesthe following very
importantelements:
• IP definesthebasicdataunit (datagram)andspecifiestheformatof thedatagrams
tobesentthroughtheInternet.
• IP softwarecarriesouttheroutingfunctionsbasedontheIP addresses.
• IP containsa setof rulesfor howhostsandroutersshouldhandle(e.g.forward)the
datagrams,how andwhenerrormessageshouldbegenerated,andwhendatagrams
canbediscarded.
IPv6 is designedto overcomethelimitationsof IPv4, suchaslimitednumberof
addresses,complexheaderandpoorsecurity.The growingneedto redefinetheheader
inordertoobtainefficientroutingis alsoamajordriver.ButtodayInternetis still based
onIPv4thereforefollowingdiscussionandfeaturesof theprotocolarebasedon IPv4.
IPv4 packetformatis shownin Figure 3.6 andthedescriptionof the fields is
givenbelow.
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Figure 3.6IPv4packetformat
i
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bytes
VERS: Indicatestheversionof theIP.
HLEN: Indicatestheheaderlengthof thedatagramin 32-bitwords.
Servicetype:Specifiestheservicefortheupper-layerprotocol.
Totallength:Specifiestheentirelengthof theIP packet,includingthedataandheader.
Identification:Containsanintegerusedfor fragmentation.
Flags:Bits for controllingthefragmentation.
Fragmentoffset:Indicatesthepositionof thefragment'sdatarelativeto thebeginning
ofthedatain theoriginaldatagram.
Timeto live: Countershowingatwhichpointthedatagramis discarded.
Protocol:Indicateswhichupper-layerprotocolreceivesincomingpacketsafterIP.
Headerchecksum:Helpsto ensureIP headerintegrity.
Sourceaddress:Specifiesthesendingnode.
Destinationaddress:Specifiesthereceivingnode.
Options:Allows IP tosupportvariousoptionssuchassecurity.
Data:Containsupper-layerinformation.
Each IP packethasan IP headerof at least20 bytes.The headerindicatesthe
sourceand destinationnetworkaddressesof the message.To facilitaterouting of
packets,these32-bitnetworkaddress(calledasIP addresses)aregroupedby a4-byte(a
set of four 8 bits or octets)separatedby dots from 0.0.0.0to 255.255.255.255
representedin decimalformatknownasdotteddecimalnotation.
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IPv4 organizesits users/devicesinto a simpletwo-leveladdressinghierarchy
consistingof networknumberand host number.Becauseof the needsfor small
networksas well as largenetworks,the 32-bits long addressspaceis divided into
classesasgivenin Table3.3.
Table 3.3IP addressclasses
Class BeginswithNetworkHost number
A
0 7bits224_2*
B
10 14bits16_2
C
10 218_2
D
10 assignedformulticast
E
10 reserv f r futureuse
*
oneaddressis reservedfor broadcastaddressandoneaddressis reservedfor thenetwork
Class-basedaddressingwastheoriginalorganizationof IP addresses.However,
addressingthemillionsof computersaroundtheworldresultsin verylargeaddressing
database.The managementof theseaddressesis simplifiedby partitioningtheaddress
space.This is calledsubnettingandIP networkscanbedividedinto smallernetworks
calledsubnetworksorsubnets.Addressingis now classlessandtheroutingis namedas
ClasslessInter-DomainRouting(CIDR) (RFC 1519)wheretheaddressesaredivided
intoblocksof variablesize.In CIDR, a groupof addressesthathavea commonprefix
aregroupedas a subnetandthis commonprefix servesas a networknumberfor the
whole group.A 32-bit subnetmask writtenin the samenotationas IP addresses
accompanieseachIP address.It hasbinary 1s in all bits specifyingthenetworkand
subnetfields,andbinaryOsin all bitsspecifyingthehostfield.Routingis basedonthat
subnettingwherea routermaintainsa setof destinationaddressprefixesin a routing
tableandlooksup to find thelongestprefixin thistable.This is called"longestprefix
match"andusedto determinethenexthopof a packetfromtheprefixthatmatchesthe
firstfewbitsof thedestinationaddressof thepacket.
In general,routercanbe describedas a deviceusedfor informationexchange
within and betweensubnetworks.A collectionof subnetworksthat are connected
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togetheris namedasAutonomousSystem(AS) andtheroutersexchanginginformation
within ASes arecalledinteriorrouters.They use InteriorGatewayProtocols(IGPs)
suchasRoutingInformationProtocol(RIP) (RFC 2453)andOpenShortestPathFirst
(OSPF) (RFC 2328).The routersthat move informationbetweenASes are called
exteriorroutersand theseroutersuse an ExteriorGatewayProtocol(EGP) suchas
BorderGatewayProtocol(BGP) (RFC 1771).Therearealsoseveralcontrolprotocols
monitoringtheoperationof theIP, suchas InternetControlMessageProtocol(ICMP)
(RFC 792),AddressResolutionProtocol(ARP), ReverseAddressResolutionProtocol
(RARP) (RFC 903),BootstrapProtocol(BOOTP) (RFC 951).
Whatevertherouteris, therearesomebasicprocessestobeperformed.Whenan
IP packetarrives,therouterextractstheIP destinationaddressandperformsa logical
AND operationwith thesubnetmaskto obtainthenetworknumber.This numberis
lookedup in theroutingtableto find its correspondingoutputport identifier.If the
packetis for a localhost,routerusesits ARP. Using thisprotocol,a routersearchesits
ARP tableto locatetheMAC addressfor a givencomputername.Otherwisethepacket
is for a distantnetwork,thereforetherouterlooksup its routingtableto determinethe
addressof the routerthatit will forwardto by RIP or OSPF. RIP is basedon the
distance-vectoralgorithmswhile OSPF is a link-stateroutingprotocol.RIP is the
originalIGP butOSPF becamea standardandis workingwell in largeASesunlikeRIP.
With theRIP or OSPF information,anyrouterknows thelengthof theshortestpath
(maynotbethefastest)toroutethepacket.
Therearemanynetworksandprotocolsdealingwitherror,flow andcongestion
controlandservingfor thebesteffortandqualityof service.Networkingconsidersall
theseissues.But as far as routingis theconcernof this thesis,themainaim of this
chapteris to givesomebriefinformationaboutIP packetroutingfor establishingabase
foropticalpacketswitching.Thereforethefollowingsummaryfor routersdependingon
theprocessingof IP packetswill besufficient.
• Routersworkona connectionlessbasisandthereforetheydonotguaranteedelivery
of anypacket.
• They operateat thenetworklayer.So theyforwardpacketsbasedon thenetwork
addressesnotonthephysicalorMAC addresses.
• They only routepacketsthataredirectlyaddressedto them.They donotwatchthe
LAN trafficandtheydonotestablishsessionswithotherroutersontheinternet.
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• When the routerreceivesthe packet,it will look at the final networkaddress
(embeddedin theIP headerof thepacket)anddeterminehow to routethepacket
basedontheprotocolit is usingandtheinformationin itsroutingtable.
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CHAPTER 4
PHOTONIC PACKET SWITCHING
4.1Introduction
Circuit and packetswitchinghave been used for many years to establish
internetworks.However,the Internetis growing fast and demandingmore network
capacityandhigherdatarates.Today,circuitandpacketswitchingareevolvingtotheir
opticalcounterparts,namely,opticalcircuit switchingand opticalpacketswitching,
withtheevolutionof fiber-opticcommunicationsystemsandphotonicswitchingnodes.
In opticalpacketswitchingthemain idea is to investigateif opticscould be
helpfulto increasethebandwidthandthespeedof packetswitchingnodesbeyondthe
limits of electronics.The enablingtechnologyfor this aim is WavelengthDivision
Multiplexing(WDM) (alsocalledopticalfrequencydivisionmultiplexing).In networks
basedonWDM systems,eachinterconnectingfibermaysupportmanywavelengthsand
with this enormousbandwidthavailableon fiber, WDM can provide an optical
transmissionsystemwith extremelyhighdatarates(over10Tbps).The opticalsystem
combiningWDM channelswith opticalcrossconnects(OXCs) is called as Optical
TransportNetwork (OTN), providinga base(or global) transportinfrastructurefor
futureapplications.
Researchon optical (or mostly called photonic)packetswitchinghas been
conductedovera numberof yearsandis still continuing.In this chapter,firstly some
basicknowledgeon photonicpacketswitchingwill be given,includingthe issueson
synchronization,headerrecognitionandcontentionresolution.Examplesof switching
configurationsandarchitecturerealizationsforbuildingOTNs will begivenafterwards.
4.2IssuesonPhotonicPacketSwitching
Photonicpacketswitchingconsistsonthepacketheaderecognition,controland
routingachievedin photonicdomain.Switchesopticallyroutepacketsbasedon the
40
information(suchas destinationaddress)carriedin theheader.This informationis
generallyin fixed-sizepackets(cells) becausethe main switchingtechnologywas
AsynchronousTransferMode (ATM) at thetimewhenphotonicpacketswitchingis
first introduced[33J.But today,IP packetsarecarriedin a networkof photonicpacket
switches(in OTNs), aftersegmentedintothesefixed-sizecellsandreassembledat the
destination.Variablelengthof cellscanalsobeused,whichwill beanintegralmultiple
of a unit length,buta tradeoffin complexityhasto be faced[39J. If thepacketsareof
fixedlength,therecognitionof theboundariesis muchsimpler,thenheaderecognition,
contentionresolution,controlandroutingfunctionsmaybedoneeasily.
Figure 4.1 shows the packetformatconsistingof a headerand a payload
separatedwithguardtimes,placedinsidefixedtimeslots(cells)[40J.
Guardtime Guardtime
Payload Header
Figure 4.1Packetformat
This packetentersthephotonicpacketswitchgivenin Figure4.2[41].As shown
inthisdiagram,theimportantissuesfor switchingincludesthesynchronization,header
replacement,routing and buffering functions.Packetsare synchronizedfirst, and
becamereadyfor processing.Headerrecognition(headerinformationextraction)and
replacement(packetheaderremovalandinsertingthenewheaderto thepayload)is
donenext.Bufferingandroutingfunctionsareusedhereaswell asfor sendingthemto
therequiredoutputports.Controlcircuitsatpresentremainelectronicdependentuntil
achievingtheirfunctionalityandprocessingpowerwithphotonicstechnique.
Therearemanychallengesin all theseissuesandtechniquesvaryaccordingto
thephotoniccomponents,routingtechniquesandswitchingarchitectures,which form
thephotonicpacketswitchandthephotonicpacketswitchednetwork.Now, themost
importantonesaregoingtobediscussed.
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Figure 4.2Photonicpacketswitch
4.2.1Synchronization
For efficient switchingand routing III optical networks,synchronizationof
incomingdatasignalsis a critical function.Synchronizationcan be definedas the
processof aligningtwopulsestreamsin time.Suchalignmentcanbeonabit-by-bitor a
packet-by-packetbasisasshownin Figure4.3 [42].Bit synchronizationis of particular
importancein TDM systemswhereit is importantto avoidbit overlapin the time
domain.On the other hand, packetsynchronizationis used to avoid or simplify
contentionandincreaseswitchingefficiency.
Synchronizer
+
Multiplexer
.M
Bit synchronization
2 x 2 Switch
+
Synchronizer
Packetsynchronization
Figure 4.3Bit-by-bitandpacket-by-packetsynchronization
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For achievingsimplicityasmentionedabove,opticalpacketswitchednetworks
aretypicallydesignedfor fixed-sizecells.But packetscanarrivefromdifferentlinks
intoa nodeatdifferenttimes.Also thesenodescannotbedesignedasintegernumbers
of thepacketduration,anda temperaturechangeeffectsthepacketpropagationspeed
(typicalfigureof 40ps/oC/km),thussynchronizationor delineationof themis essential
[40].
In a synchronizednetwork,packetsareplacedtogetherinsidea fixedtimeslot,
which has a longerdurationthantheheaderandthepayload,to provideguardtime
(Figure4.1). In mostcasesopticalbufferingis implementedby usingfiber loops or
delaylineswhichhelpsthepacketstobealignedwitha localclockreference.
Asynchronousnetworksoffer a differentsolutionwithoutthe synchronization
stagewherethepacketsneednottobealigned.Packetsgothroughthesameamountof
delay(usingfixed-lengthfiberdelaylines)in thesamerelativepositionin whichthey
arrived,with theconditionof beingno contention.In thepresenceof contention(which
mayoccur in synchronousnetworksas well), somekind of contentionresolution,as
givenin theSection4.2.3,mustbeused.
4.2.2HeaderRecognitionandReplacement
The headercontainsroutingandothercontrolinformationto be processedas
mentionedin previouschapter.Whena packetarrivesat photonicpacketswitch,the
headerandthepayloadof thepacketareseparated.Headeris processedby thecontrol
unitelectronically[43].At thistime,thepayloadremainsopticalthroughoutheswitch,
thusachievingpayloadopticaltransparency,wheretransparencyrefersto no opticalto
electronic(a/E) and electronicto optical(E/O) conversionis required.Full optical
transparencyandall-opticalnetworksis theeventualgoalof researcherswherethedata
canideallypassthroughthe switchwithoutany limitation,thusheaderis processed
optically.In thissection,examplesof theseresearcheswill beof concern.
For headereplacement,recognitionof theheaderhasto beachieved.Thereare
severalopticaldataprocessingmethodsfor this aim.Onetechniqueusesthe address
portion(fourbitsof information)of anincomingpacket(5byteheaderfieldof anATM
packet)to detectand send a controlsignal to the switch [44]. In a novel packet
architecture,minimizationof the numbersof optical samplinggatesin the header
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recognitionandpacketdemultiplexingblocksis proposed[45].Opticalheader/payload
discriminator,optical headerand optical addresstranslatorfor headerrecognition
techniquesanalyzedusingdelaylinedecodersin [46].Spatialfrequencyprocessingand
spectralholography,are the othertechniquesperformedexperimentally.Fiber based
techniquesarealsoimplementedsuchastheoneusingthematchedfiltersto correlate
addressesand anotherusing tunablefiber Bragg gratingsas reconfigurableoptical
correlators.Fiber Bragggratingsprovidedwavelengthdependenttunabletimedelays
for eachdifferentwavelength,individuallyassignedfor headerbits.Opticaldecoderis
usedto determinetheheaderbits thatmatchtheheadercodeof theopticallyencoded
look-up table [47]. A noncorrelationaltechniquedependingon a phase-dependent
neighbor-to-neighborinteractionof solitonsresultingin cross phasemodulationis
proposedbuthasnotyetbeendemonstratedexperimentally[42].
In abovetechniquesas well as others,theheaderreplacementis achievedby
blockingof the old headerandinsertingthe new one at propertime.One common
techniquein headereplacementis to transmitheheaderata muchlowerbit ratethan
thepacketitself[3].Thelow rateof header(lessthan10Gbps)is suitablefor electronic
processing,while the payloadis processedoptically in high (Thps) ranges.Other
proposedsolutionsdependon theserial/parallelprocessingof thebits andwavelength.
The packetheadercould be transmittedon a wavelengththat is differentfrom the
payloaddata.This approachsuffersfromfiberdispersion(typical20ps/nm/km)which
resultsin differentpropagationspeedsforpacketstransmittedondifferentwavelengths.
Among severaldifferenttechniques,two of them, SubCarrierMultiplexing
(SCM) andCodeDivisionMultiplexing(CDM) havebeenattractedincreasinginterest
in theprocessingof packetsandit will bementionedshortly.
SCM: SCM is oneof thetechniquesusedin TDM andFDM (WDM). It usessubcarrier
modulationto multiplexmultipledatastreamsontoa singleopticalsignal.Multiple
carriersatdifferentfrequenciesarecombinedtomodulatetheopticaltransmitter.At the
receiver,subcarriersareseparatedandthedatais extracted[3].In theapplicationof this
techniquein headerprocessing,the headeris transmittedon a separatesubcarrier
channelon thesamewavelength,whichpayloaddatais encodedatthebasebandwhile
headerbitsareencodedonproperlychosensubcarrierfrequenciesata lowerbit rate,as.
shownin Figure4.4[40].
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Figure 4.4Headerandpayloadin SCM
CDM: It is generallyreferredasCodeDivision MultipleAccess(CDMA) technology.
The applicationsof CDMA varyespeciallyon wirelesssystemsandtheimportanceof
CDM or CDMA comesfrom its ability to connectwirelessand wired networks
seamlessly.Theprincipleof CDM is basedonspread-spectrumtechniques.The concept
is to spreadtheenergyof thesignalovera frequencybandthatis muchwiderthanthe
minimumbandwidthrequiredto sendtheinformation.OpticalCDM (OCDM) usesthe
sameanalogybutinsteadof frequencyspread/despread,timespread/despreadtechnique
is adoptedas shown in Figure 4.5. An optical short pulse, having much higher
frequencyspectrumthanthedatabandwidth,is spreadoveronebit durationT by the
encoding.Spreadingthe spectrumis accomplishedby meansof a code that is
independentof thesignalitself.The receiverusesthesamecodefor despreadingand
recoversthedatawiththematchedfilteringtechnique[48].
M
J-.t
o T
Inputdata
Optical
encoder
.• (
o
) ~t
T
Matchedfiltering
Optical
decoder
L1,
~t
o T
Figure 4.5Principleof OCDM ontimespread/despreadbasis
Applicationsof OCDM to photonicnetworksaresummarizedin threecategoriesas:
high bit ratepoint-to-pointtransmissions,gigabitmultipleaccess,and optical path
networksusingopticalcodes[48].Theseissueswill notbecoveredin this thesis.But,
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thegeneralfeaturesfor OCDM methodthatattractedattention,canbe summarizedas
following[49]:
• CDM encodersanddecodersdo not requireopticalmemoriesthataredifficult to
realize.
• Thesynchronizationis easier.
• CDM codesaresuitablefor expressingroutinginformation.And by usingstandard
codesforpreviouslyknownlinks(channels),routingcanbedoneeasily.
4.2.3ContentionResolution
After the replacementof theheader,anotherimportantissueis thecontention
resolution.Contentionoccurswhenevertwo or morepacketsare trying to leavethe
switch from the sameoutputport.Resolutionof contentionis donemainly in three
ways:buffering,deflectionroutingandwavelengthconversion[40,41,42).
(a)Buffering:
h Node1 Node2C . 1,AI Ch. 1,AI --_
Ch.2,AI~ I ~ ~I
~~ Ch.2,AI
---
Buffer
(b)Deflectionrouting:
Ch. 1 A Node1 Node2
, 1:31 I Ch. 1,AI ~I
Ch. 2, ~l " -,"--
Ch.2,i"'1 (/
Node3
(c)Wavelengthconversion:
Ch. 1,AI Node1 Ch. 1,AI ~INOde21Ch. 2,AI:31__ 1 Ch.2, 1..2 .__ .
Figure 4.6Resolutiontechniques
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4.2.3.1Buffering
To preservedatain opticalform,it is desirableto implementhebuffermemory
optically.So faropticalmemoryis still on researchtableandthusthemainelementsin
packetbufferingareelectronicRandomAccessMemories(RAMs). Earlier proposed
photonicpacketswitchingsystemshaveusedRAMs, however,limitedspeedof RAMs
constrainsthe speedand capacityof photonicpacketswitches.Also the electronic/
photonicinterfaceaddcomplexityandloss.Thereforetherehasbeenmucheffort to
developoptical RAMs but unfortunatelyuseful optical RAMs for photonicpacket
switchinghasnotyetbeenfound.At present,usingfiberdelaylinesincorporatingwith
theothercomponentsuchas SemiconductorOpticalAmplifier (SOA) gates,optical
couplersandwavelengthconvertersis thealternativeapproach.
In electronics,routingcontentionis usuallyresolvedby a store-and-forward
techniquebut in photonicbufferingthatusesfiber delaylines,resolutionis doneby
travellingtypeor recirculatingtypebuffering.In travellingtypebuffers,fiber delay
lines areadjustedto multiplesof onepacketduration,T, betweenspaceswitchesas
givenin theFigure4.7.The storagetimeis (pre)determinedby thedurationof a packet
propagatingthroughtheopticalfiberlength.
T
2T
3T
Spaceswitchesor
it' couplers --.....
Figure 4.7Travellingtypebuffer
In recirculatingtype,fiberdelaylines formtheloop with onecirculationtime
equal to one packet duration,as shown in Figure 4.8. The circulation number
determinesthestoragetimeandthis givesflexibilityto changeandadjustthepacket
storagetime.But thesignalamplificationneededin thistypeto compensatethepower
loss,resultsin theaccumulatedspontaneousemissionnoise,whichlimitsthemaximum
bufferingtime.
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Figure 4.8Recirculatingtypebuffer
4.2.3.2DeflectionRouting
Deflectionroutingwasinventedby Baranin 1964andusedasanalternativeto
buffering.In thistypeof routing,packetsaremisroutedby theswitch(asin theNode 1,
Figure4.6-b).If twoormorepacketsneedtousethesameoutputlink, onlyoneof them
will be routedwhile othersareforwardedto otherpaths(misroutes).Misroutingwill
naturallychangethepathsto a longerroutegreaterthanminimumdistancerouting.
Somelogicaltopologiesusedfor networkperformancesimulation,namely,the
ManhattanStreetNetwork(MSN) andShuffleNethavecarriedoutstudiesondeflection
routing.Differentroutingstrategies,delays,averagenumberof hops (thenumberof
switchesa packethasto traversebetweenthesourceandthedestinationode)for each
packetis determinedwiththehelpof thesearchitecturesgivenin Figure4.9.
3x 3 MSN 8-nodeShuffleNet
Figure 4.9TheManhattanStreetNetworkandShuffleNet
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Generallydeflectionroutingrefersto the use of no or little optical buffer.
Deflectionrouting,which usesno buffersis sometimescalledas hot-potatorouting
wherepacketsarealwaysmovingas "hot-potatoes"until reachingtheirdestinations
[40,50].
4.2.3.3WavelengthConversion
Bufferinganddeflectionroutinghavetheiradvantagesbutaftertheintroduction
of WDM, wavelengthdomainpresentsanotherdimensionof solution:wavelength
conversion.It is thetechniqueof transferringtheinformationmodulatedon anoptical
carrierwith a wavelengthto anotheroptical carrierof a differentwavelengthas
mentionedin Chapter2.
In general,wavelengthconversionapproachis usedwith WDM to eliminate
optic-electronic-optic(O/E/O) conversion.In packetswitchingschemes,it workswith
bothbufferinganddeflectionroutingto overcomethedifficultiesof bothtechnologies.
(For example,wavelengthconversionhasbeenshowntoreducethenumberof buffers).
It alsoallowsthereuseof wavelengthby transferringdatato anyavailablewavelength,
thusreducingcontention.
Differentnetworkstructuresandmanywavelength-shiftingschemeshavebeen
demonstratedincluding O/E/O conversion,Cross-GainModulation (XGM), Cross-
PhaseModulation(XPM), DifferenceFrequencyGeneration(DFG), and Four Wave
Mixing (FWM). The greatpart of the convertersproposedin literatureusing these
schemesis basedontheSOA nonlinearity[3,42].
4.3PhotonicPacketSwitchedNetworkArchitectures
Issuesmentionedaboveareusedindividuallyor incorporatingwitheachotherto
establishmanyphotonicpacketswitchingarchitectures.Two of themaremostlyused:
broadcast-and-selecttype and wavelengthrouting based.In this section, switch
architecturesandtheprojectstudiesfor realizationsof bothwill besummarized.Optical
spaceswitchesare the key componentswith eitherarchitectureand the Staggering
switchis the importantexamplefor these,thuswill be introduced.LiNbO) (lithium
niobate)andSOA gateswitchesaremostpromisingbecauseof theirswitchingspeedin
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a rangeof severalnanoseconds.They have also low crosstalkand low power loss,
especiallythe integratedones.The integrationis neededin the spaceswitchbased
architecturebecauseof thenumberof crosspoints(or SOA gates)requiredincreases
dramaticallyastheswitchsizegrows.
The Staggeringswitchis thebestknowntypeof opticalspaceswitchconsisting
of two rearrangeablynonblockingspaceswitchesinterconnectedby a setof unequal
delaylinesasshownin Figure4.10.The N xM spaceswitchoperatesasthescheduling
stagethatdistributespacketsto thedelaylinesin sucha way that,whenpacketsarrive
attheswitchingstage(M x N spaceswitch),therearenooutputcollision[51].
NxM
spaceswitch
o
T
MxN
spaceswitch
N
(M-l)T
CONTROL
N
Figure 4.10Staggeringswitch
Broadcast-and-selectapproach asbeenwidelyusedin photonicnetworks.Star
couplermultiplexesanddistributestheall informationsignalsasmentionedin Chapter
2. The ULPHA switchreportedasanULtrafastPHotonicATM switch,is an example
for thistypeof switches.In thisswitch,(Figure4.11)ATM cellsaremodulatedby the
sequenceof ultrashortopticalpulsesandbroadcastby anultrahigh-speedopticalTDM
channel.Cells aretime-multiplexed(compressedin time)andcoded.The difficultyof
requiringhigh-speedcell coders is overcomeby the bit-interleavedmultiplexing
technique.As aresult,it offersaverylargeswitchingcapabilityin Tbpsrange[41].
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Figure 4.11ULPHA Switch
EuropeanAdvancedCommunicationsTechnologyandServices(ACTS) KEys
to OpticalPacketSwitching(KEOPS) announceda broadcast-and-selectspaceswitch
usingsinglestageforwardbufferingfor contentionresolutionasshownin Figure4.12
[43,52].
wavelengthencoder buffer wavelengthselector
1
N
1
N
Figure 4.12TheKEOPS broadcast-and-selectswitchfabric
The switching fabric consists of three blocks: encoding, time-switching
includingbuffering,and a wavelengthselectionblock, respectively.The wavelength
encoderblock consistsof N fixed wavelengthconverters,one per input.The buffer
block consists of K fiber delay lines and a spaceswitching stage.Finally, the
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wavelengthselectorblockconsistsof N wavelengthchannelselectorsimplementedby
demultiplexersandopticalgates.
The switch convertsthe wavelengthof the incoming packetsto a fixed
wavelength.Then all thesewavelengthscombinedand distributedthroughthe fiber
delaylineshavingdifferentdelays.KN opticalpacketsaredirectedto theirdestination
outputportswithoutany collisions.Demultiplexerbreaksup theN wavelengthsand
choosesone to transmitout. A controlunit managesall theseoperationsin switch
fabric.
Another broadcast-and-selecttype of switchwas proposedusing wavelength
accessiblerecirculatingloopbuffers[41,43].It is implementedthrougha couplerwhich
combinesup to M inputwavelengthsandthendistributesthecombinedsignal to N
tunableopticalfilters(TOF) andM fixedopticalfilters(FOF) asshownin Figure4.13.
1time-slotdelayline
FOF Opticalgate
Input1
InputN
TWC
Coupler
TOF
M
Output1
OutputN
Figure 4.13Broadcast-and-selectswitchwithrecirculationbuffering
In this typeof switch,up toM opticalpacketsarefedusingtunablewavelength
converters(TWC) intothecoupler,up toN of themareroutedto theoutputportswhile
theremainingonesarerecirculatedin the 1time-slotdelayline to be fed backto the
coupleratthebeginningof thefollowingslot.
Architecturesalso proposedon wavelengthroutingand variousswitchesare
establishedand used in projects.Frontiernetpacketswitch is one of them where
ArrayedWaveguideGratingMultiplexer(AWGM) is used[41]. It is describedas a
photonictimedivisionmultiplexinginterconnectionetwork(highwayswitch)thatuses
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opticalfrequencyasroutinginformation.It is usedfor largecapacitypacketswitching
nodesespeciallyfor photonicATM switches.The advantagesof it are its output-
bufferingschemeovercomingthebottleneckfor contentionresolutionbetweeninput
highwaysandnosplittinglossasencounteredin broadcastingstarconfiguration[53].
In WavelengthSwitchedPacketNETwork (WASPNET) a switchwasproposed
In one part of the projectdependingon the AWG. It actuallyapplieswavelength
conversionplusbufferingforcontentionresolution.
L0=1
N N
1
N+l N+l
• •
•
•
AWG •
•
N
TWCs
2N N
Figure 4.14TheWASPNET switch
The configurationof thisswitchis shownin Figure4.14whereit consistsof a
2N x 2N AWG, N setof fiberdelaylinesand4NTWCs. The firstNTWCs ontheright
of theAWG areusedto selectopticalpacketstoberecirculatedby thefiberdelaylines
to resolvecontention.The otherN TWCs areusedto convertopticalpacketsto the
wavelengthsrequiredby theswitchoutputinterfacedependingonsomekindof priority.
Thus in WASPNET, not only design and routing,but also network control are
considered.The SCatteredWavelengthPath (SCWP) and SHaredWavelengthPath
(SHWP) schemesarethetwonetworkcontrolmethodologiesthatwereidentified.Also
a WDM version of this switch architectureis proposedusing demultiplexersand
multipleplanesof wavelengthroutingswitchfabrics[43,54].
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Another caseof opticalbufferingis the fiber loop memoryswitch concept
introducedin theResearchandDevelopmentin AdvancedCommunicationsin Europe
(RACE) AsynchronousTransferModeOpticalSwitching(ATMOS) project.Thebuffer
is basedon a fiber loop delayline containingmultiplewavelengthchannels.Packets
(cells)areroutedbasedontheirwavelengthsandotherinformationcarriedin thepacket
suchasdestinationaddress.Whencontentionoccurstheyarelooped.Whencontention
is resolved,thepacketis switchedto thedestinationlink. Opticalfiltersareadjustedto
identifythecorrectcellsforoutput[32,40,55].
The othermodelsof switchessuchas SharedMemoryOpticalPacket(SMOP)
switch, Switchedfiber Delay Lines (SDL), COntentionResolutionby Delay lines
(CORD) and Switch with Large Optical Buffers (SLOB) are used in different
architectureslike WASPNET, ATMOS and KEOPS. Researcheson photonicpacket
switchingnodesarecontinuingwithnewprojectsanddevelopments.
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CHAPTERS
OPTICAL ROUTING USING FIBER BRAGG GRATINGS
5.1Introduction
Therapidincreasein Internetrafficnecessitatesfastpacketswitchingnetworks,
andopticalroutingbecameanimportantissueafterthewideuseof opticaltransmission.
Currenttrendin opticalroutingis basedon wavelengthdivisionmultiplexingwhich
also increasedthe transmissionbandwidthoffered by fiber. In photonic packet
switching,variousschemesfor opticalroutingareestablishedas givenin theprevious
chapter.The aimin all solutionsis to accomplishfastswitchingwith reliable,flexible,
low noiseandlow power(energy)switching/routingarchitecture.
Like crossconnects,multiplexers/demultiplexers,couplersandswitchesusedin
variousphotonicpacketswitchingschemes,FiberBraggGratings(FBGs) canbeused
as a switching/routingelement.Recallingthe advantagesof FBGs as mentionedin
Chapter2 and using photonicpacketswitchingissues(e.g.headerrecognitionand
replacement)assummarizedin Chapter4, a routingmodelusingFBGs is proposed.In
this chapter,the proposedroutingmodelwill be presentedand the resultsof the
simulationswill begiven,respectively.
5.2The ProposedRoutingModel
As in otherswitching/routingmodels,transmissionspeedis themostimportant
functionto be takencarein designingphase.In this respect,therearethreelevelsof
speedintroduced:packetlevel,bit levelandroutingtableupdating.Naturally,theaimis
torealizepacketswitchingtobefastaspossible.Bit levelswitchingis requiredonly for
headerrecognition,which has to extractheaderbits fast enough.However, the
processingof headerbitsmayberatherslow unlessprocessingtimeis no longerthan
onepacketduration.On theotherhand,routingtableupdatesmaybe relativelyslow
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andmightbeperformedin electronicdomainwithoutslowingdowntheswitchingtime
ofthe router.
For theroutingmodel,theswitcharchitectureis designedwhichbasicblocksof
it areshownin theFigure5.1.In thisarchitecture,a packetarrivesatthebeamsplitter
(B/S) whichputsthepacketintotwopaths.In onepath,thepacketis sentto fiberdelay
lines whereit will stayduringtheprocessingtime. In the otherpath,the packetis
directedto opticalcomputingunitfor processing.First theheaderbits areextractedin
the headerrecognition(HR) unit andthen convertedfrom serial to parallelby SIP
converter.Parallelbitsarefedintotheopticalcomputingunit,responsiblefor decision
androutingof thepacket.Computingunit is composedof an arrayof Bragg grating
assistedD-fibers, arrangablein multilayer configuration.Grating is modified by
semiconductorlaserarrays,whicharecontrolledby thecontrolunitastoupdaterouting
table information.This unit also controlsopticalcomputingunit output,driving the
outputswitchtoselecthedesiredroute.
Optical
switch
1
2
3
SIP
Optical
Computing
Unit
ControlUnit
Driver
Figure 5.1Basicblocksof switchmodel
For thesimulationin opticaldomain,VirtualPhotonics'sPhotonicTransmission
DesignSuite(PTDS) is used.Its generalview andthesimulatedprojectworksheetcan
beseenin Figure5.2.
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Figure 5.2Generalviewof thesimulator
In the simulation,thesystemis designedfor four bits of headerinformation.
Thesebits areusedto routethepacketthroughthreedifferentoutputsas shownin
Figure5.3.Randomlyselectedgroupsof inputsareroutedto theoutputsasdefinedin
theTable5.1.Outputsareobservedby thevisualizers.
Figure 5.3Systemdesignedforthreeoutputs
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Table 5.1Inputsroutedtodifferentoutputs
Inputs Outputs
0001,0101,1001,1100
1
001 , 10,1000,1010,1101,1110,1111
2
00, 0 , 0 , , 1
3
In thesystem,therecognizedfour bitsof headerinformationis simulatedwith
the Tx ExternalModulatedLaser sourcewith 1mW averagepower wherebits are
writtenin thecodewordof themoduleasshownin Figure5.4.
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Figure 5.4Parametersof lasersourceTx
Thesebits areconvertedfrom serialto parallelby SIP converteras shownin
Figure5.5.
58
Figure 5.5Serial-to-parallelconverter
The paralleledfourbitsareconvertedto decimalby thegainblockstunedto 1,
2,4 and8mW andtheadderunit is used(Figure5.6)to obtaintheoverallpowervalue
of theinputbits(e.g.binary1001todecimal9mW).
Figure 5.6Adder
Then, selectorunit (Figure5.7) is usedto assignthis decimalpower level to
correspondingoutputattheconstant1mW powerlevel.
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Figure 5.7Selector
The selectedinputenteringthegratingblock drivesthepropergrating(oneof
sixteen)andthisblock is designedto routethroughtheoutputsaccordingto theTable
5.1.
Figure 5.8Gratingandroutingblock
Eachof thegratingblockshasthreeoutputsselectingtheproperoutput(Figure
5.9)andsimulatedby threegratingswhichoneof themis shownin Figure5.10.
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Figure 5.9Gratingblocksselectingproperoutput
Figure 5.10Structureof a gratingblock
In thisstructure,continuouslasersourceis usedtocontroltherefractiveindexof
thegratingby a simulationtool calledmagic.By definingtheDeltaN(refractiveindex
change)valuetobecontrolledbymagicasshownin Figure5.11,gratingcanbeusedas
a switchdependingonthevalueenteredtothemagicby thelasersource.Whenthereis
no value(DeltaN=O),all theinputpowergivento thegratingwill be transmitted,no
reflectionwill beseen.Otherwise,dependingonthevalueof DeltaN,someof thepower
will be transmittedandsomeof thepowerwill be reflected.But aftera certainvalue
(simulatedas 10-3),all theinputpowerwill bereflectedandnotransmissionwill occur.
Using this phenomenon,transmittedpower can be transferred/routedto the desired
destination.
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Figure 5.11Parametersof magicandgrating
For the simulationexamples,four bits of informationis givenandresultsare
visualizedin eachstep.For inputgivenas 11(binary1011)as shownin Figure5.12,
resultsforeachstepareobtainedasfollowing:
.". ..
rn.•••••1
Figure 5.12Input11(binary1011)
Eachof theparalleledbits (fromleastsignificant(bit 0) to mostsignificant(bit
3) takethevalue1mW accordingtotheinput.
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Figure 5.13Input11:Bit 0,1,2and3
Eachbit is multipliedby a gainfactordependingon theirsignificance.Bit 0 is
multipliedby 1 while bit 1 is multipliedby 2, bit 2 is multipliedby 4 andbit 3 is
multipliedby 8. Thus, afterconvertingbits from serialto parallel,conversionfrom
binary to decimalis accomplishedby summingthesewith the adderunit. For the
example11,outputof theadderis givenin Figure5.14.This figureshowstheoutputas
11mW in thetimeintervalof eachbit andthenit is convertedtotheconstantvalue(for
fourbits)to showthedecimalvaluefedintotheselectorinput.
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Figure 5.14Input11:Sum
To besure,theselectoroutputscanbevisualized.For "II", theoutputgives 1
mW powerwhile theotherslike "9" givesno outputasexpectedandshownin Figure
5.15.
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After "11" is selectedandroutedby thegratingmodule,outputsareobtainedas
in Figure 5.16.As givenin Table 5.1, theoutputfor 11 (binary1011)shouldbe 3.
Simulationresultsshownin Figure5.16verifythissuggestionby havingtheoutput1
andoutput2 asalmostzero,andoutput3 as 1mW power.
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Figure 5.16Input11:Outputs1,2and3
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Figure 5.17Input8,12,7(binary1000,1100,0111)
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As givenin Figure 5.17,a morecomplicatedexampleis simulated.This time
8,12and7 aregivenas inputsperiodicallyandresultsof eachsteparevisualized.The
paralleledbitstakethevalue1mW accordingtotheinputbitsasshownin Figure5.18.
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Figure 5.18Input8,12,7:Bit 0,1,2and3
Then,conversionfrombinaryto decimalvalueis realizedfor eachinputsignal
durationtime.Discretevaluesareconvertedto continuouswaveformwhere8,12and7
mW signalvaluescomeconsecutiveasgivenin Figure5.19.
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Figure 5.19Input8,12,7:Sum
As to showtheoutputsof theselectorunit,outputs8,12and7 arevisualized.1
mW outputpoweris detectedin eachof theseoutputsasexpectedandshownin Figure
5.20.
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After selecting8,12and7, thegratingmodulesaccomplishtheroutingprocess.
Input 8 is routedto output2, input 12is routedto outputI andinput7 is routedto
output3 asdesignedandgivenin Table5.1.
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Figure 5.21Input8,12,7:Outputs1,2,3individuallyandtogether
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As it is statedbefore,transmissionspeedis an importantfunctionto be taken
care.Thus, theoveralltransmissiondelayof thesystemhasto beknown.The packet
andtheroutinginformationgatheredfromtheheadershouldarrivetotheoutputswitch
atthesametime.Therefore,thepacketmayhaveto bedelayeduntil theprocessingof
headeris accomplishedandthe routingdecisionis done.This delayis realizedand
measuredby usinga fiberdelaylinewhichits lengthis adjustedaccordingto theproper
timedelay.For thisaim,a fiberdelayline is introducedasshownin Figure5.22andits
outputis combinedin an"and"gatewith theoutputsof therouter.This "and"process
correspondsto thejobs doneby thedriverandtheopticalswitch,givenin theswitch
architecture(Figure5.1)selectingtheoutputroute.
:;:".::: ..
.:,,::-:;:'r:~::::::'
Figure 5.22Delaymeasurement
Theoutputsof each"and"is givenin Figure5.23whereFigure5.24showsthem
together.
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Figure 5.23Theoutputsof "and"gateshowing8,12and7 individually
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Figure 5.24Theoutputshowing8,12and7together
The timedelaycanbeseenby thefollowingfigures:withoutdelaylineandwith
delayline.Whendelayline is notused,themeasuredtimedelayfor thisinputsequence
is 0,36ns.Then,fiberdelaylinelengthis setfor 0,36nsdelay,theoutputis seento be
in phasewith theinputasin theFigure5.25,shownfor input12(binary1100).
As a result,whateverthe input is, the outputsof the routerwill show the
correspondingroute dependingon the routingknowledgeembeddedin the grating
modules.Thesemodulescanbe controllednotonly electronicallybut alsoopticallyas
to changetheroutingalgorithmor theroutingtable,so thatanymodificationcanbe
applicable.Also, it seemspossibleto havesomeiterativeapproachesuchas optical
neuralnetworkswhereupdatingcanbedonedynamically.
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CHAPTER 6
CONCLUSION
The necessityof switchingandroutingto takeplacein opticaldomainbecomes
moreandmoredesirablein today'sever-growingultrafastpacketswitchednetworks.
Therearevariousschemesproposedfor fasterswitching/routingof datain achieving
all-opticalaim. In this thesisanotherschemethatcan be usedfor opticalroutingis
proposed.
In thethesis,a fiberBragggratingbasedswitching/routingschemeis presented
for packet switchednetworks.The Photonic TransmissionDesign Suite (PTDS)
softwareof Virtual Photonicsis usedfor simulatingthe network.While using the
software,severalproblemsareencounteredandseveraldifficultiesareovercome.Most
simulationparametersuchas noise,apodisationand chirp areusedin theirdefault
valuesas well as the generalparametersof the software.Someof the modulesare
combinedto obtainthe necessarybiggermodules(calledgalaxies)as in serial-to-
parallel converter,adderand the selectorunit whereproper outputsare assigned
accordingto inputs.In eachmodule,thesignaltypes(optical,electrical,integer,float,
etc.)arecarefullyinspectedandconversionsaredonesuccessfullywhennecessary.
The manipulationof gratingsdoneby thesemiconductorlasersourcesthatare
actuallyreal-timecontrolled,couldnotbe shown.This is dueto the impossibilityof
controllingtheTx lasersourceswith simulationtool,magic.Consequently,refractive
index is modified using continuous-wavelaser sourcesinside gratingblocks thus
controllingof thegratingsandtheupdatingof routinginformationis notsoclear.
Other importantissuesshouldbe discussedare time and power. The signal
powerusedthroughthesystemis normalizedto I mW levelaftereachmoduleandset
to be in phase.Moreover,timedelaysarefollowedcarefullyto preventwrongrouting
of data. Four bits of informationmade it easy to follow synchronization,while
simulationis done in a periodicmanner,as inputsare introducedand outputsare
visualizedasperiodicsignals.
Sincetheschemeis designedfor four bitsof information,numberof modules,
elementsandconnectionsusedin simulationarenotlimited.It is obviousthatfor large-
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scale routing scheme,not only the numberof elementsor modulesbut also the
connectivitybetweenelementshas to be considered.For the proposedscheme,16
probableaddressescanberouted.Thustheselectorunitrequires16nodesto assignone
ata time.Howeverwhenthesystemis generalizedfor routingdependingon 32 bit IP
addresses,thenthequantityof nodesandconnectionswill becomea problem.To solve
thisproblem,theschemecanbe scaledto 8 bits whereeachoneof thefour 8 bits is
usedindependentlyfor subnettingIP addressesto classes.Classlessroutingcanalsobe
appliedusing differentnumberof bits in theproposedscheme.On the otherhand,
integratedoptics technologiescan be used where usage and cost are important
parametersformanufacturingsideof view.
As a conclusion,with gratingscontrollingall possibleroutes,routingof datais
simplifiedto classifyingof headerbits.It is foreseenthatan iterativeapproachcanbe
usedandanopticalneuralnetworkusingtheanalogybetween"weights"and"gratings"
can realize this classification.Therefore,an optical neuralclassifier/routercan be
formedwhereroutingdependingonheaderbitswill bebasedon thestructure(number
of neuronsand layers, thresholdfunction,trainingalgorithm,etc.) of this neural
network.Routing informationupdatecanbe donein opticaldomain;thus all-optical
packetswitchingcanbeachieved.
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