A diffeomorphism between statistical manifolds is said to be statistical if it preserves statistical structures. Our purpose is to find conditions that guarantee an extension of a given linear isomorphism between given tangent spaces to a local statistical diffeomorphism. In Riemannian geometry, it is known as the Cartan-Ambrose-Hicks theorem, which implies that a Riemannian metric is locally determined by its Riemannian curvature tensor. We generalize this theorem for statistical manifolds, and, in particular, for Hessian manifolds. We prove that a statistical structure is locally characterized by its Riemannian curvature tensor and difference tensor. Furthermore, we show that a Hessian structure is locally determined by its Hessian curvature tensor and difference tensor.
Introduction
Information geometry has begun from the study of geometrical properties of a smooth family of parametrized probability distributions, Naoto Satoh 74 which we call a statistical model. A statistical model is regarded as a manifold, and naturally equipped with not only a Riemannian metric but also a pair of dual connections. Information geometry aims to study statistical models from the viewpoint of dual connections, and provides new methods for so many fields, for example, statistics, information theory, and machine learning, where probability distributions play crucial roles (see [1, 2, 4] ). Statistical manifold is a geometric generalization of statistical model. is said to be the statistical structure on M.
Then we can define another torsion-free connection   by
for any vector fields
From this definition, it is easy to
is also a statistical structure on M and   .      For this reason, we call   the dual connection of  with respect to g.
We remark that a statistical manifold with 0  C is a Riemannian manifold with the Levi-Civita connection of g, denoted by . g  In this sense, statistical manifold can be viewed as a generalization of Riemannian manifold.
In Riemannian geometry, isometry, which is a metric preserving diffeomorphism between Riemannian manifolds, plays important roles. Correspondingly, in geometry of statistical manifolds, it is meaningful that we consider statistical structure preserving diffeomorphisms. 
where g R and g R are their Riemannian curvature tensor fields, respectively. Then  is a local isometry around p and . p This theorem means, in a sense, that a Riemannian metric is locally determined by its Riemannian curvature tensor field, and it is a key fact implying that a space of constant Riemannian curvature is rich in isometries.
We shall generalize this theorem for statistical manifolds (Theorem 3.2). This theorem asserts that a statistical structure is locally characterized by its Riemannian curvature tensor field g R and difference tensor field
and their behavior under g  -parallel translation along g geodesics. In the case where , 0  K this theorem coincides with the Cartan-Ambrose-Hicks theorem above.
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In particular, we consider the case of Hessian manifolds, which is an important subclass of statistical manifolds. 
is an affine coordinate system with respect to .  It is known that exponential families, for example, normal distributions and multinomial distributions, carry Hessian structures (see [15] ). Hence, the study of Hessian manifolds is of great interest in information geometry.
We shall show that a Hessian structure is locally determined by its :
It is well-known that the difference tensor K holds the following properties:
is Riemannian if the difference tensor K vanishes. We can now relate the difference tensor K to the cubic form g C   :
as follows:
For an affine connection , 
The following formulas are obtained by direct calculation.
is a Hessian structure, and connections  and   are both flat. For this reason, a Hessian structure is also called a dually flat structure in information geometry.
Next, we define the Hessian curvature tensor 
The Hessian curvature tensor Q plays a similar role to that of the Riemannian curvature tensor for a Kählerian metric. In fact, we can From the following proposition, it can be seen that the Hessian curvature tensor Q carries more detailed information than the Riemannian curvature
,  be a Hessian manifold and g R be the Riemannian curvature tensor for g. Then the following holds: 
Then we can rewrite (2.3) as follows:
 are the Christoffel symbols for .  This constitutes a system of linear second order ODEs. Therefore, for given
We can then define the  -exponential map 
for any
say that  is an isometry, and see
In a local isometry case, it is to be noted that each
because of the inverse function theorem.
Notice that an isometry
:
  has the following properties: 
We see that a local isometry is uniquely determined by its differential map at a single point from the following proposition:
be Riemannian manifolds, 
Local Existence of Statistical Diffeomorphism between Statistical Manifolds
From this section, we shall treat statistical diffeomorphisms. We first state the setting of our theorems. 
Conversely, it is easy to see that a statistical diffeomorphism holds (3.3) and (3.4) . Thus, we can say that this theorem gives us necessary and sufficient conditions for  defined by (3.1) to be a statistical diffeomorphism.
In order to prove Theorem 3.2, we prepare the following lemma: 
and then we get
We now take 
then  is a statistical diffeomorphism from U onto . U Proof. By using (2.1) and assumptions (3.5), (3.6) and (3.7), we obtain
As a direct consequence of this, we obtain (3.3). The given assumption (3.6) coincides with (3.3), thus, completing the proof by virtue of Theorem

In Theorem 3.2, we assume that then  is a statistical diffeomorphism.
Proof.
where q is the endpoint of . Similarly, from
is the g  -geodesic from p to  .
Therefore, from assumptions (3.8) and (3.9), we obtain (3.3) addition, for any , U q  we take a g  -geodesic  from p to q. Let  P be the g  -parallel translation from p to q along , and   P be the g  -parallel 
Therefore, we see that a statistical diffeomorphism on statistical models of one-dimensional normal distributions is given in (4.2).
This can be seen in the following way. Let  be a statistical diffeomorphism. Then the following hold: 
