Mobile edge computing (MobEC) builds an Information Technology (IT) service environment to enable cloud-computing capabilities at the edge of mobile networks. To tackle the restrictions in the battery power and computation capability of mobile devices, task offloading for using MobEC is developed and used to reduce the service latency and to ensure high service efficiency. However, most of the existing schemes only focus on one-shot offloading, while taking less into consideration the task dependency. It is urgently needed a more comprehensive and adaptive way to take both the energy constraint and the inherent dependency of tasks into account, since modern communication networks have increasingly become complicated and dynamic. To this end, in this paper, we are motivated to study the problem of dependencyaware task offloading decision in MobEC, aiming at minimizing the execution time for mobile applications with constraints on energy consumption. To solve this problem, we propose a model-free approach based on reinforcement learning (RL), i.e., a Q-learning approach that adaptively learns to optimize the offloading decision and energy consumption jointly by interacting with the network environment. Simulation results show that our RL-based approach is able to achieve significant reduction on the total execution time with comparably less energy consumption.
I. INTRODUCTION
With the proliferation of smart mobile devices, a multitude of mobile applications are emerging and gaining popularity, such as location-based virtual/augmented reality and online gaming [1] . However, the ability of the mobile devices is constrained by limited resources, such as battery power and CPU computation capacity [2] - [4] . When executed at the mobile devices, the performance and Quality-of-Experience (QoE) of computation-intensive applications are significantly degraded by the devices' limited computation capabilities [5] .
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Although the tension between computation-intensive applications and resource-constrained mobile devices creates a bottleneck for gaining satisfactory upon Quality-of-Service (QoS) and QoE [6] , it drives a revolution in computing infrastructure.
MobEC is envisioned as a promising paradigm to enhance the computation capacity at the edge of mobile networks by deploying high-performance servers. The edge servers are densely distributed close to the mobile users, and the user devices can offload computing tasks to the edge servers through wireless channels [7] . Through computation offloading, mobile users can observably reduce the experienced delay of applications and improve the QoS [8] . In recent years, research on the computation offloading and computational resource allocation themes [9] have attracted great interests as a key point in MobEC systems [10] .
In this paper, we focus on the MobEC scenario depicted in Fig. 1 , where we have a set of mobile devices (e.g., mobile phones), one of which is labeled as our target. The mobile devices run some mobile applications, which consist of computation-intensive tasks to be executed. We assume every mobile device is able to connect either to an edge server (that could be associated with the base station or the router), or alternatively to a remote cloud server for computation offloading. When an offloading request is made at a mobile device, it offloads its computation task to a specific edge server or the specific cloud through a wireless access point; otherwise, it executes those tasks locally. Our goal then is to help the target mobile device to find an optimal offloading strategy without previously knowing any specific knowledge of other mobile devices.
Though the remote cloud is generally regarded as a super processor with infinite computation and storage capacity [11] , the corresponding resources of the edge server are often limited and may not be sufficient to support all mobile devices to offload their tasks. Nonetheless, once dependencies between the computation tasks of a mobile application are not carefully handled during offloading, the entire execution latency of this application, rather than being significantly reduced as expected, might suffer an increase instead [12] . For instance, an application needs to offload two tasks, i.e., task 1 and task 2, and the successful execution of task 2 relies on the results of task 1. When task 2 is offloaded after task 1, task 1 can be executed during offloading task 2. If fortunately the results of task 1 have already been generated when task 2 gets to the server, task 2 can be executed immediately; while task 2 is first offloaded before task 1, task 2 must be pending for task 1 to be offloaded and executed. Thus there will be additional time for waiting for the execution of task 1, leading the execution latency of the application to increase. To this end, our efforts in this paper are paid to help the target mobile device make offloading decisions for the minimum application execution latency, in joint terms of the task dependency, the local status (e.g., the computation capability and the available battery power of the target mobile device), and the task queueing in the edge server.
Unlike most of existing schemes that employ modelbased approaches with prior knowledge, we use a modelfree approach without any knowledge of the underlying probabilistic models [20] , attempting to achieve the optimal offloading policy in an online and adaptive manner. Such model-free approach is implemented based on Q-learning, an RL approach [21] , [22] that could solve a Markov Decision Process (MDP) without priorly knowing any state transition probability. Specifically, our Q-learning approach is built with the state of the network environment (defined by the task queue and the battery power of the target mobile device as well as the task queue in the edge server), the action of the target mobile device (corresponding to its offloading decision), and the feedback reward (indicated by the execution latency of each task). We summarize our contributions as follows:
• We formulate the problem of computation task offloading in MobEC by novelly taking both the tolerance of the battery power consumption and the task dependency within the application into account;
• We employ the Taylor polynomial to efficiently approximate the wireless transmission delay between the target mobile device and the edge server;
• A model-free scheme using Q-learning within the RL framework is proposed to learn the optimal offloading policy for the target mobile device;
• Thanks to the incentive mechanism of rewarding for meeting task dependency, the Q-learning approach is shown able to learn the hidden task dependencies very effectively;
• Extensive simulations are conducted to validate the effectiveness of the Q-learning approach in reducing both the execution latency and the energy consumption.
The rest of this paper is organized as follows. We review existing literatures in section II. We present the system model and the problem formulation in section III. Our proposed Q-learning scheme and the corresponding evaluation results are given in section IV and section V, respectively. We conclude our work in section VI.
II. RELATED WORK
In the current decade, lots of research efforts have been paid to the design of computation offloading and the resource allocation policies, referring to Tab. 1 for a brief comparison of some representative works. For example, Wang et al. [15] developed an alternating direction method of multipliersbased algorithm to solve the problem of revenue maximization by optimizing computation offloading decision, resource allocation and content caching strategy. Zhou et al. [23] proposed a low-complexity distributed solution to help determine the optimal portion of workload against the dynamic states of energy consumption and communication latency occurred in local computing, data transmission, workload execution and handover. To achieve the joint power and time allocation, Hu et al. [24] proposed a two-phase based method by considering cooperative computation offloading in a wireless power transfer-assisted MobEC system. Similar to [24] , Wang et al. [16] leveraged a Lagrangian duality method to minimize the total energy consumption but with constrained computation latencies. While Guo et al. [12] addressed the computation offloading problem through minimizing both the energy consumption and the latency of the applications. Wei et al. [25] proposed a greedy algorithm named SMSEG to save mobiles' energy consumption first, with considering allocating the limited server resources and wireless channels between mobile devices, when task being divisible. To reduce the brown energy consumption, Gu et al. [26] took the VM migration, task allocation and the energy scheduling into consideration and put forward a relaxation-based heuristic algorithm. However, the computation offloading policies in these pioneer works are mostly based on one-shot optimization for somewhat static network scenarios, and therefore will fail to characterize long-term computation offloading performance and the network dynamics [27] .
More recent works have addressed part of the above mentioned problems. Liu et al. [17] formulated the problem of delay optimal computation task offloading under a MDP framework and developed an efficient one-dimensional search algorithm to find the optimal solution. Mao et al. [18] investigated a dynamic computation offloading policy for a MobEC system with wireless energy harvesting-enabled mobile devices, using a Lyapunov optimization technique to obtain an approximately optimal solution. The same technique was adopted to study the power-delay tradeoff in the scenario of computation task offloading by Liu et al. [28] and Jiang and Mao [29] . Merluzzi et al. [30] proposed a stochastic optimization scheme and addressed dynamic computation offloading without explicitly modeling the apriori knowledge of channel and task arrival distributions. The problem of minimizing the long-term execution cost of a single user was addressed in [19] , and a semi-MDP framework was proposed to jointly control the local CPU frequency, modulation scheme, and data rates. Nevertheless, all of the works above more or less require some priori knowledge of network statistics with model-based schemes, which are insufficient to reveal the underlying network dynamics in practice [21] .
The great success of DeepMind's Go software AlphaGo has inspired interests of applying reinforcement learning in various research fields of the computation networks, such as the edge computing. Without any a priori knowledge Chen et al. [31] , [32] and Min et al. [33] proposed a modelfree scheme based on the deep Q-network (DQN). Such RL-based scheme is shown able to learn the optimal offloading policy simply through sufficient interactions with the network environments. The deep reinforcement learning framework was also used by He et al. [34] to achieve adaptive orchestrations of networking, caching, and computing, to prompt the performance of vehicular networks. Zhou et al. [35] achieved the robust mobile crowd sensing by proposing a novel framework for the deep learning empowered edge computing, and improved both the computation capability and communication connectivity with an airground approach [36] .
In this paper, we are motivated to study the problem of dependency-aware task offloading decision in MobEC, aiming at minimizing the execution time for mobile applications with constraints on energy consumption. Unlike above work, we take both task dependency and energy constraint into account. While comparing to existing model-based approach, the simulation results validate that without any prior knowledge, our RL-based approach of Q-learning is able to not only successfully learn the inherent task dependency between different tasks, but also can obtain the optimal stochastic policy for joint optimization of computation offloading and energy consumption adaptively.
III. SYSTEM MODEL AND PROBLEM FORMULATION
As shown in Fig. 1 , our MobEC scenario focuses on a region where there are one target mobile device and multiple other mobile devices. All of them run some mobile applications, which consist of computation-intensive tasks to be executed. Every mobile device is assumed to be able to connect to an edge server, or to a remote cloud server for computation offloading. Once an offloading request is made by the mobile device, the computation task is offloaded with a wireless connection.
Compared to the cloud server with infinite computation and storage capacity, the edge server which stays much near to the mobile devices (as illustrated in Fig. 1 ) is normally equipped with limited resources of computation and storage. This means that the cloud server could rapidly execute as many tasks as possible but with a longer network transmission latency, while the edge server at a time could only support a relatively small number of tasks though its network transmission latency is much smaller. It is also noticed that a task executed locally at the mobile device will avoid any transmission latency. Nonetheless, the battery capacity of the mobile device is often significantly limited. Accordingly, in what follows, we will formulate the offloading problem by jointly considering the workload of the edge server, the taskdependency requirement, and the energy constraint.
A. TASK DEPENDENCY
Task dependency is a logical relationship in which a task of the mobile application relies on the execution results of its other tasks before this task can be successfully performed. For instance, the popular mobile application ''WeChat'' provides the function of Optical Character Recognition (OCR) [37] to help read the bank card numbers. To achieve this, it gets three basic tasks of scanning the bank card, performing OCR to get the bank card numbers, and auto-populating the forms with these numbers [38] . The dependency between the third task of ''auto-populate'' and the second task of ''OCR'' is apparent since the third task significantly relies on the execution results of the second task, i.e., ''Auto-populate'' will never be performed until the bank card numbers are successfully obtained by ''OCR''. For a mobile application of M tasks, we use a directed acyclic graph G to describe the runtime dependency between its tasks. Each node in G represents one specific task, individually numbered from 1 to M . The precedence constraint between task i and task k is depicted by the directed link between node i and node k. As shown in Fig. 2 , the mobile application run by our target mobile device consists of M = 10 tasks, among which task 7 depends on task 4 and task 5 while both of them rely on the returned results of task 3. It is easy to figure out that task 10 will not be able to proceed until all of task 7, 8 and 9 are all successfully executed.
At each time step t, the target mobile device will make an offloading decision for a task, denoted by φ(t). Suppose that the computation task being processed at time step t happens to be task i. We have φ(t) = i and mark the data size and the requested CPU cycles of task i with a tuple (µ i , v i ).
B. TASK SCHEDULING AND RESOURCE ALLOCATION
Each mobile device can process its tasks locally or offload some of them. Those offloaded tasks may be processed at the edge server or be further forwarded to the remote cloud. Specifically regarding the target mobile device, we denote the offloading decisions for task i by x l i , x e i , x c i ∈ {0, 1}, indicating whether task i is processed locally, at the edge server, or at the cloud, respectively. The offloading decisions are constrained by
Notice that only one of x l i , x e i , and x c i for task i could be 1.
1) LOCAL COMPUTING
If the mobile device chooses to execute its task i locally, i.e., x l i = 1, we define e i as the energy units allocated to task i, then the allocated CPU-cycle frequency can be calculated as
where τ is the effective switched capacitance that depends on chip architecture of the mobile device [12] . Moreover, the CPU-cycle frequency is constrained by f i ≤ f cpu max . Then the time needed for local computation task execution is given by
which decreases as the allocated energy increases.
2) EDGE COMPUTING
If the mobile device chooses to execute its task i at the edge server, i.e., x e i = 1, the whole offloading approach will be divided into three steps: (i) the transmitting phase, (ii) the computing phase, and (iii) the receiving phase. According to the steps above, the required time for the first step is the transmission delay [39] , given as
where i stands for the uplink rate of task i in the wireless communication, which can be given as
where W denotes the wireless bandwidth, g denotes the channel gain state, I is the received average power of interference plus additive background Gaussian noise and
is the transmit power that is constrained by the maximum transmit power of the mobile device, i.e., p tr i ≤ p tr max . We substitute the uplink rate i for task i in (5) into (4), and get the following equation,
Unfortunately, it is hard to explicitly solve d tr i from above (7), if not using an approximate expression. Let e max be the maximum energy of the target mobile device that can be used to execute a task. We then obtain the transmission latency in terms of e max and p tr max as follows:
We employ the following first-order Taylor polynomial for d tr i with • d tr in (8),
It should be noticed that the above Taylor approximation can become more accurate as more terms are included while more terms generally indicate higher complexity. One can refer to [40] for analyses of the Lagrange error bound of a Taylor polynomial. They presented the worst case scenario for the difference between the estimated value of the function as provided by the Taylor polynomial and the actual value of the function. When task i successfully arrives at the edge server, it will wait in the task queue for being processed. Similar to the existing work [41] , we also employ the queuing theory of M/M/1 to model the task queue in the edge server. That is to say, there is only one edge server available for task offloading; the arrivals of tasks offloaded from all the mobile devices are modeled by a Poisson process while the job service times follow an exponential distribution. Accordingly, the entire time of processing task i at the edge server is given by
where f es is the processing rate of the edge server, and ω es i denotes the task arrival rate of the edge server. Similar to existing work [42] , Similar to the existing work [42] , we ignore the time and energy consumption that the edge server takes to return the computation outcome back to the mobile device, due to the fact that for many applications, the size of the outcome in general is much smaller than that of input data. Let η es denote the wired transmission time for the round trip between the target mobile device and the edge server. Consequently, the entire latency of offloading a task i to the edge server can be calculated by
3) CLOUD COMPUTING If the task i is offloaded to the cloud, besides the wireless communication latency (i.e., d tr i ) mentioned above, there is also a round-trip wired transmission time between the target mobile device and the cloud, denoted by η cs . Regarding the cloud as a super processor, the processing rate of task i is only related to its required CPU cycles v i . We obtain the processing time of the cloud for task i as follows,
where f cs is the constant processing rate of the cloud. We get the total latency of offloading task i to the remote cloud by
C. COMPLETION TIME OF AN APPLICATION
We assume that the tasks executed locally, at the edge server or forwarded to the remote cloud, are processed in parallel. Therefore, the latency of an application will be equal to the longest time taken by completing the tasks in a taskdependency chain. Let i be the completion time of taskdependency chain ended at task i. Then i can be recursively calculated by
If task i does not have its predecessors, i.e., pred(i) = ∅, we have ''max{ i } = 0'' by convention. Denote the set of all the successfully completed tasks at the t-th time step by ξ t . The accumulated execution latency of the application at the t-th time step then will be
When all the M tasks are successfully completed, we mark ξ = {1, 2, · · · , M }. Accordingly, the total execution latency of the application then can be calculated by
D. ENERGY CONSTRAINT OF THE MOBILE DEVICE
In this paper, we assume that the battery capacity at the mobile device is limited, we set ∂ as the initial usable power of the mobile device. Clearly, we will have the following energy constraint,
At the same time, for the long-term running of the mobile device, the total energy consumed by the application should not exceed a certain percentage of the total battery power, i.e.
where 0 < δ < 1 is the given parameter, and θ denotes the total battery power of the mobile device. Combining (17) and (18), the energy constraint of the mobile device is given by 
E. PROBLEM FORMULATION
In this subsection, we formulate the computation offloading for MobEC system as an optimization problem, the objective of this paper is to minimize the completion time of an application. Under the constraint of task dependency and energy constraint, the problem is formulated as follows: (14) , (19) .
For the sake of good readability, all the key variables are summarized in the following Tab. 2. Unfortunately, it is practically not easy to obtain the execution time for every different offloading schedule (as the total number could be a full permutation of the M tasks) accurately, due to high dynamics of the task queue in the edge server and the non-linear constraints from the task dependency illustrated in Fig. 2 . To tackle these issues, the RL-based framework, which is often implemented in a model-free way, is popularly developed to learn these knowledge adaptively and robustly. In this paper, we also follow the line of RL using a model-free approach to help find the optimal offloading policy with respect to (20) . Such a modelfree approach could be Q-learning, DQN, and so on. As the state-of-art Liquid State Machine (LSM) is believed as a great improvement over the theory of artificial neural networks, it is suggested to implement DQN with LSM for complex and large-scale networks [43] . In this paper, we choose Q-learning regarding its simplicity and the good interpretability to our task dependency scenario. 
IV. REINFORCEMENT LEARNING BASED COMPUTATION OFFLOADING
The essential elements required by any RL, including Q-learning (illustrated in Fig. 3 ), can be described by a tuple (s, a, r), referring to the state, action, and reward, respectively. Upon the state s, after taking action a, the agent shall observe a new state s , and the corresponding reward r can be calculated to judge the effectiveness of this action. As a result, we define the state, action and reward associated with our MobEC scenario depicted in Fig. 1 as follows:
• State: the system state at the t-th time step consists of three components s t . = (ξ t , q t , ω es t ), where we define q t and ω es t as the available battery power of the target mobile device and the task queue in the edge server at time step t, respectively. Let e |t be the energy consumed by the target mobile device. We update its available battery power at the (t + 1)-th time step by q t+1 = q t − e |t .
• Action: the action at time step t includes two elements.
One is about to select a task φ(t) ∈ ξ \ ξ t ; the other is the offloading decision x |t and the allocated energy e |t of the target mobile device to process that task at time step t. Accordingly, we define a t . = φ(t), x |t , e |t . • Reward: the agent will get a reward r(s t , a t ) in state s t after executing action a t . In order to follow the constraints by (14) and (19), the reward function should be closely related to the execution latency. Specifically, the objective of our optimization problem, which is to get the minimal completion time of an application, is exactly dual to the goal of RL that tries get the maximum reward. When the selected task at time step t does not meet the task dependency with respect to the completed tasks in ξ t or the consumed energy exceeds the available amount, i.e., φ t ∦ ξ t and t e |t > min{∂, δθ}, we give a severe penalty as ρ < 0 and ς < 0, respectively; otherwise, we calculate the reward inversely with the accumulated latency by time step t. Get current state s t ; 6: while t ≤ M do 7: Obtain action a t = a, randomly selected with probability ; arg max a Q(s t , a), otherwise; 8: Execute action a t , and get the reward r(s t , a t ); 9: if r(s t , a t ) == ς then 10: Break; 11: else 12: Current state s t transfers to the next state s t+1 ; 13: Update Q(s t , a t ) according to (23); 14: Next step t r(s t , a t ) == ρ ? t : (t + 1) 1 ; 15: end if 16: end while 17: end for where we normally set > max{ t } so as to keep a positive reward. Specially, when a reward of ς is received, the state comes to the ''terminated'' state. As you can see, for a specific offloading policy π that helps make the offloading decision under different states, the expected long-term reward received by the target mobile device then can be expressed as Q π (s t , a t ) = E r(s t+1 , a t+1 ) + γ · r(s t+2 , a t+2 ) + γ 2 · r(s t+3 , a t+3 ) + · · · |s t , a t . (22) We denote the optimal offloading policy byπ , corresponding to the policy that achieves the largest long-term accumulated reward. Based on the Bellman Equation, we then are able to rewrite (22) with the following temporal difference form,
where α and γ are used to control the learning rate and quantify how much importance we can give for future rewards, respectively. After repeated experimentations in the environment, our proposed Q-learning scheme is proved able to successfully estimate the Qπ function. Once the Qπ function converges with no more updates, the optimal offloading policyπ will be derived easily by obtaining a t = arg max a Qπ (s t , a) for each time step t ∈ [1, 2, . . . , M ]. Intuitively, the optimization problem defined in (20) is efficiently solved withπ once the largest accumulated reward is obtained, recalling that the rewards defined by (21) are closely dual to minimizing the execution latencies.
Our Q-learning approach is detailed in the above Algorithm 1. The Q function could be expressed by a twodimension table, i.e., the Q table. Its rows and columns represent all the states and actions, respectively, while its table cells are filled with the Q values (i. e., Q(s, a) ) according to state and action pairs. Initially, the Q value for every state and action pair is set randomly as stated by line 2 in Algorithm 1. To balance the exploitation of the Q table and the exploration, we obtain the action a t in line 7 with a -greedy strategy. After we conduct the action we receive a reward and the current state s t will transfer to the next state s t+1 . With these information, the corresponding Q value for s t and a t in the Q table then can be updated using (23) .
Once all the M tasks of an application are successfully completed or unfortunately the given energy runs out before these M tasks are all executed (referring to the reward in (21)), we say that an episode of the application is ended. It is noticed that the optimality of the offloading policy π derived from the Q table heavily depends on the quality and the quantity of the training data. Only with a sufficient number of training episodes, the optimal offloading policyπ can be learnt and used to effectively reduce the completion time of the application. In our proposed Algorithm 1, is introduced to mark the trade-off between exploration and exploitation. At the beginning, we will want to be high so that Algorithm 1 takes big leaps and learns things. As it learns about future rewards, should decay so that we can exploit the higher Q-values Algorithm 1 has found. Therefore, once the Q table is well trained, it would be better for us to fully exploit the optimal policyπ by setting to 0%.
V. SIMULATION AND EVALUATION
In this section, we present the results of numerical simulations to evaluate the performances of our proposed algorithm.
A. SIMULATION SETUP
We detail the simulation setups of the MobEC scenario as follows. 2 The maximum number of the tasks for an application is set to M = 8. The dependency graph G in Fig. 2 is generated randomly, including the number of nodes and edges, and the number of tasks on the edge server follows a Poisson distribution. In all the simulations, we simplify the parameters, but retain core parameters, which are directly involved in the offloading decision. Tab. 3 describes the key simulation parameters. We calculate the consumed time of processing each task according to its offloading decision.
We compare our proposed Algorithm 1 with another baseline method that is additionally implemented with randomoffloading policy. More specifically, such a baseline method conducts task scheduling and energy allocation of the mobile devices following a random strategy. For the sake of clarity and brevity, we use ''Random'', ''Brute-force'', and ''Q-learning'' in the next section, to denote these three different approaches implemented by random-offloading, the brute-force, and Q-learning, respectively. Since our work in this paper mainly focuses on demonstrating the feasibility and effectiveness of the RL-based scheme (i.e., Q-learning) for MobEC, we leave the exploration of more complex MobEC scenarios, such as the multi-users scenario, in the future work. For a more general comparisons with other work in a similar scenario, it is suggested to refer to the work [12] and [30] .
For easily understanding, we transfer our task dependency graph to the form of Activity on Edge (AOE) network as following. Firstly, we add node 0, and insert an edge (0, 1) between node 0 and node 1. Then, we add another node M +1, and insert an edge between the end node (the node has no successor) and node M + 1. Node 0 and node M + 1 are called the initial and the terminate event, respectively. The other nodes 0 < i < M + 1 denote the event that task i has been completed, whereas the connected edge (i, j) indicates that task j is being processed. We associate the duration of the corresponding activity with the edge weight. Finally, we apply Critical Path Method (CMP) [44] to calculate the time of completing all tasks, and for simplicity, we select the longest time.
With above definitions, we describe the Random and Brute-force approaches in the following details. For the M tasks of an application, we execute M steps. For each step in the Random approach, we first randomly choose a task; then randomly allocate energy. The task offloading decision is also randomly selected (locally, at the edge server, at the cloud server). We bind the consumed time for completing the chosen task to the corresponding edge weight. After completing all the tasks for an application, we obtain its AOE network, and use CMP to work out the longest time. When it comes to Brute-force, there are some differences. At each step, we also randomly choose a task. The difference is that we enumerate all the possible combinations between the allocated energy and the task offloading decisions, instead of the randomlyselected combinations used in the Random approach.
Since there exist several edge weights on each edge for the AOE networks, we assign a weight to each edge and obtain a number of various AOE networks. We output the longest time among all the AOE networks for the final result. It also should be paid attention on energy constrains for the Random and the Brute-force approaches. Specifically, after we have obtained an AOE network, we verify the constrains. If violated, we recalculate until all the constraints are met. Nevertheless, it is suggested to set some thresholds either to the runtime or to the number of re-calculations and choose a relatively good AOE network instead, in case of that the valid AOE network is hard to find. The general existence proof of the valid AOE network and its fast search algorithm are remained in the future work.
B. EVALUATION RESULTS
We conduct extensive simulations under a various numbers of tasks for the task dependency graph, and compare the performances between Q-learning, Random, and Brute-force. If not otherwise stated, in our simulations, we repeat Random for 10000 times, Brute-force for 100 times, and Q-learning for 10000 times. E.g., for Q-learning, we use the trained agent to complete all tasks for 10000 times and obtain their averaged results.
The variation of the cumulative reward is demonstrated in Fig. 4 . We train the agent with one million episodes and average the cumulative reward per 1000 episodes. As the number of covered states increases, the cumulative reward grows in Fig. 4 . This reveals that the inherent dependency between tasks can be learned at the short beginning of training. We could also find that before 20 thousand episodes, the cumulative reward grows fast. This is because the agent is learning during this phase and more and more states are covered (i.e., associated with the optimal actions), indicating that once in these covered states, the agent would bare a larger chance to gain larger rewards.
In Fig. 5 , the label on X-axis represents the number of tasks that the application owns while the label on Y-axis denotes the consumed time for completing the application. The legend ''Q-learning(1.0E+05)'' means that we use Q-learning to train the agent with 100 thousand episodes. The value attached to the arrow in Fig. 5 is used to indicate the consumed time of Brute-force for completing 3 tasks. It is easy to notice that all of the consumed time calculated by Random, Brute-force, and Q-learning in Fig. 5 increase as the application becomes complex with more tasks. Also we find that by increasing the number of training episodes from 100 thousand to 5 million (referring to ''Q-learning(5.0E+06)''), the consumed time is significantly reduced. The reason is straightforward that the Q table gets more states covered (i.e., the optimal action of a state has its largest Q value.) after more episodes are added to the training phase. Regarding that both transmitting and executing tasks in the mobile device will consume its battery energy, such a decrease in the consumed time then could mean that more battery energy will be saved, making the offloading scheme more energy efficient.
However, a relatively large gap is observed between the performance curve of Q-learning and the one of Brute-force in Fig. 5 . This indicates that the offloading policy learnt by Q-learning is not optimal. There must still exist some states that are not covered, i.e., the optimal actions of some states fail to achieve the largest Q values. To validate this, we investigate the training phase of 3 tasks with 5 million episodes and outline the statistics in Fig. 6 . The tick mark labels on X-axis count and list the states, which occur at least one time during the training phase. As shown in Fig. 6 , only 39 out of 40 states are experienced by the agent. The left Y-axis represents the number of state/action occurrence while the right Y-axis indicates whether a state is covered. Specifically in the right Y-axis, 1 expresses that a state is covered, that is, the agent can choose the optimal action when it stays in this state. We draw histograms and dots for the left Y-axis and the right Y-axis in Fig. 6 , respectively. The blue bar denotes the number of times that state appears during the training phase, and we denote the number of hits (or selections) on the optimal action under each state by the red bar.
It is noticed in Fig. 6 that the number of occurrence of each state (in the blue bar) is larger than the number of the selection of their optimal actions (in the red bar). This is because the -greedy policy will sometimes try to explore rather than directly exploiting the optimal action. However, there indeed are some states not covered (i.e., the black dots of ''−1'' indicated by the right Y-axis), and their optimal actions are never selected during the training phase. These uncovered states will make the Q table insufficiently trained, resulting in a non-optimal derived offloading policy. As you can see, this exactly explains the gap between the performance curves of Q-learning and Brute-force depicted in Fig. 5 .
As illustrated in Fig. 7 , one might try to increase the number of training episodes so as to get more states covered. But, it also seems that for those states with much low occurrence probabilities, a large number of training episodes will be needed, since only about 8 states are newly covered when the number of training episodes increases from 500 thousand to 3 million. With more states covered, it is no doubt to find that Fig. 8 demonstrates a decrease in the consumed time as the number of training episodes increases. Nonetheless, it should be also noticed that the number of training episodes is relatively large, indicating that the -greedy policy in practice might have a very low exploration efficiency.
As for the remaining uncovered states, we find that the ratio of the number of hits on optimal actions against the number of occurrence of the states is still very low, as shown in Tab. 4, where the columns individually represent the uncovered states, the number of hits on this state, the number of hits on each optimal action, and their relative ratio. In the bottom line, the number of hits on optimal actions is 1 even after 30 million episodes. One reason might be, for these uncovered states, their actions that often have similar large rewards, will not be much different from the optimal one. Another reason will also be their low occurrence probabilities that make them relatively hard to take place during the training phase. This eventually leads the training of Q table to be insufficient.
The consumed time of Q-learning is shown not to linearly grow as the number of training episodes increases in Fig. 5 . This is mainly due to the number of tasks in the longest task chain that directly determines the longest time. Additionally, when we increase the Poisson intensity of the arrival tasks for the edge server gradually in Fig. 9 , the curve of the consumed time is observed to first increase and then tend to stay stable. The reason behind this is the possibility for a large number of tasks reaching the edge server will be higher for a larger Poisson intensity, which indicates a longer taskqueueing time in the edge server. Therefore, the target mobile device prefers to offload tasks to the cloud server rather than to the edge server.
VI. CONCLUSION
In this paper, we presented an algorithm for computation offloading and resource allocation with edge computing. We formulated the computation offloading decision and resource allocation jointly in Algorithm 1 and employed the RL-based approach of Q-learning to solve this problem. The performance evaluation of our Q-learning based scheme was presented in comparison to both a baseline approach that employed the random-offloading policy and a Bruteforce approach which was implemented to obtain the optimal offloading policy: 1) Q-learning could well learn the task dependency and meet the energy restrictions; 2) Q-learning significantly outperformed the baseline approach while achieving similar consumed time to the optimal solution obtained from the Brute-force approach;
3) The gap of the consumed time between Q-learning and Brute-force was investigated and found to be closely related to the low training efficiency of the -greedy exploration. It is suggested to adopt UCB algorithm and TS to prompt the exploration policy of Q-learning. Noticed that due to its uniformly choice on actions, the -greedy policy often suffers from a relatively low efficiency in exploration [45] . Therefore, for future works, we are trying to integrate the Upper Confidence Bound (UCB) algorithm or the Thompson Sampling (TS) algorithm into Q-learning. Besides, to tackle the high-intensity tasks for the curse of dimensionality, deep reinforcement learning techniques like DQN might also be explored. Other on-going research efforts will be paid on applying game theory [46] and federated learning [47] to a more complexed scenario of multiple users. The Unmanned aerial vehicles (UAV) enabled wireless communications can provide higher wireless connectivity in areas without infrastructure coverage [48], then it will be also interesting to further explore the mobility of UAVs to improve the computation performance. 
