In this paper, we study a new boundary value problem of arbitrary order fractional differential equations equipped with new integro-multipoint boundary conditions. Existence and uniqueness results for the given problem are obtained by applying the standard tools of fixed point theory. We also extend the problem at hand to its inclusions case and prove an existence result for it by applying a fixed point theorem due to Bohnenblust and Karlin.
the classical initial/boundary conditions in view of their ability to describe some peculiarities of physical, chemical or other processes happening inside the domain. In the study of blood flow problems, it is not always possible to assume the circular channels. To overcome this issue, integral boundary conditions [15] provide an efficient approach and make it possible to consider channels of arbitrary shape. Such conditions also play an important role in the study of mathematical models for bacterial self-regularization [16] as these conditions help to regularize ill-posed parabolic backward problems in time partial differential equations. Some recent work on the topic can be found in a series of papers and the references cited therein.
Motivated by recent works on nonlocal fractional order boundary value problems, we investigate the existence and uniqueness of solutions for the following arbitrary order differential equation: where c D q denotes the Caputo fractional derivative of order q, f is a given continuous function, 0 < σ 1 < σ 2 < · · · < σ p-1 < σ p < ξ 1 < η 1 < · · · < ξ n-2 < η n-2 < 1 and α i , β j , a 1 , a 2 ∈ R, i = 1, 2, . . . , (n -2), j = 1, 2, . . . , p. The rest of the paper is organized as follows. Section 2 contains the basic concepts of fractional calculus and an auxiliary lemma. In Sect. 3, we present the existence and uniqueness results for problem (1.1)-(1.2), while Sect. 4 illustrates the results obtained in Sect. 3 with the aid of examples. The classical boundary conditions case of problem (1.1)-(1.2) is discussed in Sect. 5. In the final section, we prove an existence result for the multi-valued analogue of problem (1.1)-(1.2).
Preliminaries
Before presenting some auxiliary results, let us recall some preliminary concepts of fractional calculus [1, 3] .
where
, denotes the Euler gamma function.
is the Sobolev space defined as
In the sequel, the Riemann-Liouville fractional integral I 
Proof It is well known that the general solution of the fractional differential equation c D q x(t) = g(t), m -1 < q ≤ m, can be written as 
Making use of the first and last conditions of (1.2) in (2.4), we find a system of algebraic equations in c 0 and c m-1 given by 
Solving system (2.5) for c 0 and c m-1 together with notations (2.2), we get
which, on substituting in (2.4), yields solution (2.1). We can establish the converse of the lemma by direct computation. This completes the proof.
Existence and uniqueness results
Denote 
For the sake of computational convenience, let us set
Now we are in a position to present our main results concerning the existence and uniqueness of solutions of problem (1.1)-(1.2). Our first result is based on a nonlinear alternative of Leray-Schauder type.
Lemma 3.1 (Nonlinear alternative for single-valued maps [38]) Let C([0, 1], R) be a closed and convex subset of Banach space E and U be an open subset of C(
) and λ ∈ (0, 1) with u = λF(u).
Theorem 3.2 Let f : [0, 1] × R → R be a continuous function such that the following conditions hold:
(
and a nondecreasing function ν :
Proof We complete the proof in several steps. First of all, we show that the operator ϕ :
where we have used (3.2). Next we show that ϕ maps bounded sets into equicontinuous sets of C([0, 1], R). Let 0 < τ 1 < τ 2 < 1 and x ∈ B r , where B r is a bounded set of
.
Obviously the right-hand side of the above inequality tends to zero independently of x ∈ B r as τ 2 -τ 1 → 0. In view of the foregoing arguments, it follows by the Arzela-Ascoli theorem that ϕ :
The result will follow from (Lemma 3.1) once it is established that the set of all solutions to equations x = λϕx for λ ∈ [0, 1] is bounded. Let x be a solution of problem (1.1)-(1.2). Then, for t ∈ [0, 1], as in the first step, we can find that
which can alternatively be written as
By condition (A 2 ), there exists M > 0 such that x = M. Let us set U = {x ∈ C([0, 1], R) :
x < M} and note that the operator ϕ : U → C([0, 1], R) is continuous and completely continuous. From the choice of U , there is no x ∈ ∂U such that x = λϕ(x) for some λ ∈ (0, 1). Consequently, we deduce by Lemma 3.1 that ϕ has a fixed point x ∈ U , which is a solution of problem (1.1)-(1.2) . This completes the proof.
In the following result, we prove the existence of solutions for problem (1.1)-(1.2) by applying Krasnoselskii's fixed point theorem. 
Then there exists at least one solution for problem
Proof By assumption (A 4 ), we can fix r ≥ μ , where is given by (3.2), and consider the closed set B r = {x ∈ C([0, 1], R + ) : x ≤ r}. We define the operators P and Q on B r as
Now we verify the assumptions of Lemma 3.3. For x, y ∈ B r , we have
where we have used (A 4 ). This shows that Px + Qy ∈ B r .
Next we establish that Q is a contraction mapping. For x, y ∈ C([0, 1], R) and for each t ∈ [0, 1], we obtain
which shows that the operator Q is a contraction in view of assumption L 1 < 1.
Notice that the continuity of f implies that the operator P is continuous. Also, P is uniformly bounded on B r as
Finally we show the compactness of the operator P. By assumption (A 3 ), we define max (t,x)∈[0,1]×B r |f (t, x)| = f 1 . Then, for 0 < t 2 < t 1 < 1, we have
Thus the operator P is relatively compact on B r . Hence, by the Arzela-Ascoli theorem, we deduce that P is compact on B r . As the hypotheses of Lemma 3.3 are satisfied, so it follows by its conclusion that problem (1.1)-(1.2) has at least one solution on [0, 1]. The proof is completed.
Finally we prove a uniqueness result for problem (1.1)-(1.2).
Theorem 3.5 Let f : [0, 1] × R → R be a continuous function satisfying assumption (A 3 ).
Then there exists a unique solution for problem
where is given by (3.2).
Proof
, and show that ϕB r ⊂ B r . For x ∈ B r , observe that
Then, as in the proof of Theorem 3.2, one can obtain that ϕx ≤ (Lr + M) ≤ r, which implies that ϕx ≤ r for any x ∈ B r . Hence ϕB r ⊂ B r . In order to show that the operator ϕ is a contraction, let x, y ∈ C([0, 1], R). Then, for each t ∈ [0, 1], we obtain ϕx -ϕy ≤ max
which shows that the operator ϕ is a contraction by the given assumption L < 1. Hence, by the contraction mapping principle (Banach fixed point theorem), we deduce that problem (1.1)-(1.2) has a unique solution on [0, 1] . This completes the proof.
Examples
Consider the following fractional order differential equation:
subject to the multi-point and multi-strip boundary conditions , σ 3 = 1 14 , ξ 1 = 1 9 , ξ 2 = 3 9 , ξ 3 = 5 9 , η 1 = 2 9 , η 2 = 4 9 , η 3 = 6 9 , α 1 = 1 15 , α 2 = 1 10 , α 3 = 1 5 , β 1 = 1 18 , β 2 = 1 9 , β 3 = 1 6 , and f (t, x) will be fixed later. Using the given values, we find that ≈ 1.359267 and 1 ≈ 1.058366, where and 1 are respectively given by (3.2) and (3.3).
To demonstrate the application of Theorem (3.2), we take
in problem (4.1)-(4.2) and note that
Here p(t) = Next we illustrate Theorems 3.4 and 3.5 by taking
in problem (4.1)-(4.2), which satisfies the Lipschitz conditions (A 3 ) with L = 2/5, that is, 
Classical boundary conditions case
The fixed point problem associated with the fractional differential equation (1.1) and the boundary conditions (5.1) is x = Fx, where the operator F :
Furthermore, we have
With the aid of operator (5.2) and estimates (5.4) and (5.5), we can obtain the existence results for the fractional differential equation (1.1) supplemented with the boundary conditions (5.1) analogue to the ones for problem (1.1)-(1.2) established in Sect. 3.
Multi-valued case
In this section, we study the multi-valued analogue (inclusions case) of problem (1.1) given by 2) . We apply the Bohnenblust-Karlin fixed point theorem to prove the existence of solutions for problem (6.1).
For the convenience of the reader, we briefly recall some preliminary concepts about multi-valued maps [40, 41] . 
A multi-valued map H : X → 2 X has a fixed point if there is x ∈ X such that x ∈ H(x).
In the sequel, we denote by BCC(X) the set of all nonempty bounded, closed, and convex subsets of X and L 1 (J, R) denotes the Banach space of functions x : J → R which are Lebesgue integrable and normed by
Now we state the assumptions needed in the forthcoming analysis.
be measurable with respect to t for each x ∈ R, u.s.c. with respect to x for a.e. t ∈ J, and for each fixed x ∈ R, the set S F,x := {f ∈ L 1 (J, R) : f (t) ∈ F(t, x) for a.e. t ∈ J} is nonempty.
The proof of our main result is based on the following lemmas. 
Theorem 6.3
Assume that (M 1 ) and (M 2 ) hold and that
where μ is given by (6.2) and
Then there exists at least one solution for problem (6.1) on J.
Proof We first transform problem (6.1) into a fixed point problem by introducing a multi- It will be shown that the operator satisfies the hypothesis of Lemma 6.1 and hence it will have a fixed point. This will establish the existence of a solution for problem (6.1).
Let us first show that (x) is convex for each x ∈ C(J, R). For h 1 , h 2 ∈ (x), there exist f 1 , f 2 ∈ S F,x such that, for each t ∈ J, we get (q) σ f 1 (s) + (1 -σ )f 2 (s) ds .
As S F,x is convex (F has convex values), therefore one can infer that σ h 1 + (1 -σ )h 2 ∈ (x).
In the next step, we show that there exists a positive number ρ such that (B ρ ) ⊆ B ρ , where B ρ = {x ∈ C(J, R) : x ≤ ρ}. For each positive constant ρ, observe that B ρ is a bounded closed convex set in C(J, R). If it is not true, then we can find a function x ρ ∈ B ρ , h ρ ∈ (x ρ ) with (x ρ ) > ρ for each positive number ρ such that
