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Abstract
In a series of four studies, relationships between the auditory evoked cardiac response (ECR)
and event-related potentials (ERPs) were examined, in an attempt to identify similarities
between measures found important in the autonomic orienting reflex (OR) context and the ERP
literature. The phasic evoked cardiac response (ECR) produced by innocuous stimuli requiring
cognitive processing may be described as the sum of two independent response components.
An initial heart rate (HR) deceleration (ECR1), and a slightly later HR acceleration (ECR2),
have been hypothesised to reflect stimulus registration, and cognitive load, respectively. Two
ERP components consistently linked to the processes thought to be represented by the ECR, are
the N1 complex and Late Positive Complex (LPC). Therefore, the ECR, and N1 and LPC ERP
measures, were systematically investigated in this thesis using varying manipulations of
stimulus intensity and cognitive load to elucidate these putative relationships, based on the
association of the ECR with preliminary OR processes in Preliminary Process Theory (Barry,
1984a, 1987a, 1987b, 1996, 2006, 2009). As expected, the phasic ECRs observed throughout
this thesis were multiphasic (deceleration-acceleration) responses, reflecting stimulus
parameters and situational factors.

Following the methodology of previous research,

components of the ECR were operationally separated by using conditions varying stimulus
significance, allowing relationships to be drawn between components of the ECR and individual
aspects of stimulus processing (Barry, 1982, 1984; Barry and Tremayne, 1987). The ECR1 was
observed to be relatively invariant to stimulus parameters, and was thus taken as an index of
stimulus registration; the ECR2 was observed in tasks with stimulus significance (i.e. Count vs.
No Count), and was interpreted as reflecting increased cognitive processing demands. For the
N1 complex, stimulus intensity and minor cognitive load effects were observed, indicating this
component is an unlikely index of stimulus detection/registration.

However, the effects

observed for the LPC indicate that this complex is closely associated with the processing
indexed by the ECR2, and was supported by significant correlations between these two
measures. In addition, a new cardiac response form was found which challenges the current
interpretation of ECR2. This was unable to be explored here, but offers exciting perspectives
for future work.
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Overview
This thesis examined relationships between the auditory evoked cardiac response (ECR) and
event-related potentials (ERPs), in an attempt to find similarities between measures found
important in the autonomic orienting reflex (OR) context and ERP literature. In this thesis the
OR is operationalised in terms of the sequential processing approach to stimulus-response
elicitation described in Preliminary Process Theory (PPT) (Barry, 1984a, 1987a, 1987b, 1996,
2006, 2009). In this context, the phasic evoked cardiac response elicited by an innocuous
stimulus is taken as the sum of independent response components, thought to reflect different
aspects of information processing. Separation of these components, using conditions varying
stimulus significance (e.g. simple counting tasks), shows an obligatory ‘transient detection’
deceleratory response produced to all stimuli (ECR1), and an additional acceleratory response
indicating further processing of stimuli with some significance (ECR2). Two ERP components
consistently linked to the processes thought to be represented by the ECR, are the N1 complex
and Late Positive Complex (LPC). Therefore, the ECR, and N1 and LPC ERP measures, were
systematically investigated across a series of four studies that used varying manipulations of
stimulus intensity and cognitive load to elucidate these putative relationships, based on the
association of the ECR with preliminary OR processes in PPT. Study 1 examined stimulus
intensity within subjects and cognitive load between subjects in a variable long-ISI, ANS-style
paradigm.

Study 2 simplified the approach, focussing on a single stimulus intensity and

examining cognitive load within subjects, using relatively shorter ISIs. Study 3 re-introduced
stimulus intensity as a between-subjects variable and again investigated cognitive load within
subjects, but at fixed ISIs, and repeated over multiple blocks.

Finally, Study 4 included

stimulus intensity and cognitive load as within-subjects variables over four stimulus blocks,
using a variable ISI, and integrating the approaches of the previous studies. This resulted in
more complex stimulus processing than that observed in the previous studies, and allowed the
examination of ECR-ERP relationships under more advanced processing requirements.

The first three chapters of the thesis provide an overview of the OR and PPT as a sequential
processing model of OR elicitation (Chapter 1), a comprehensive review of the ECR and HR
literature (Chapter 2), and a brief introduction to common interpretations of ERP components of
interest, including previous attempts to link ERP components with the ECR (Chapter 3).

Study 1 (Chapter 4) investigated stimulus intensity (50/80 dB) within subjects and cognitive
load between subjects, in a simple counting/no counting task with a variable long ISI (45-75 s).
The ECR showed a significant effect of counting, but not intensity. In contrast, intensity effects
were evident in both the N1 complex and LPC, in addition to substantial cognitive load effects

iv

for the LPC. These results offered some initial support for ANS-CNS similarities in reflecting
aspects of stimulus processing, but also indicated that more detailed examination was required
to determine specific relationships between the ECR and ERP components.

Study 2 (Chapter 5) aimed to strengthen the approach of the previous study in a within-subjects
examination of cognitive load at a single stimulus intensity, again using a simple counting task.
The within-subjects approach strengthened observed differences between Count and No Count
conditions, allowing statistical correlates to be examined between ECR and ERP measures. The
ECR showed a significant effect of counting, allowing separation of the two ECR components
by subtracting the No Count (ECR1) from the Count (ECR1+ECR2) condition. As expected,
the N1 complex was found to be invariant to cognitive load, and showed some of the obligatory
processing effects associated with this complex.

However, ECR1 failed to significantly

correlate with the amplitude of the N1 complex. Substantial cognitive load effects were evident
in the LPC, and the amplitude of this complex was found to significantly correlate with ECR2.
These data strengthened support for ECR-ERP connections under varying processing
conditions, but ERP topography effects indicated that exploration of subcomponents would help
to clarify these relationships in future studies.

Study 3 (Chapter 6) replicated the previous study, investigating cognitive load within subjects,
and also re-introduced stimulus intensity (60/80 dB) as a between-subjects variable. Subjects
performed a simple counting task which alternated over a series of four blocks, counterbalanced
between subjects. A fixed ISI (10 s) was introduced to investigate possible anticipation effects
(HR deceleration, CNV), and Principal Components Analysis (PCA) was used to identify
subcomponents of the N1 complex and LPC. No evidence of anticipation was observed in the
HR or ERP data, probably due to the long ISI and potential fatigue effects relating to the task
design. As expected, the ECR was found to be invariant to intensity effects. In the No Count
condition, a simple deceleratory ECR1 was observed which was followed by an acceleratory
component in the Count condition (ECR1+ ECR2). Subtraction of the No Count from Count
responses allowed observation of the hypothetical ECR2.

For the N1 complex two

subcomponents were identified, thought to be Components 1 and 3 as defined by Näätänen and
Picton (1987). Intensity effects were observed in the mean N1 complex and for both N1
subcomponents. Additional minor cognitive load effects were apparent for the N1 complex and
Component 1. A significant relationship was observed between the mean N1 complex and
ECR1 in this study, but neither of the PCA-subcomponents were found to correlate with the
ECR1. This indicates that while some similarities exist between processing reflected by the N1
and ECR1, the relationship is unreliable and has not been linked to specific subcomponents.
Two subcomponents were also identified in the LPC, thought to reflect P3a and P3b. The LPC
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and both subcomponents varied with stimulus intensity; relatively stronger intensity effects
were observed for the P3a. Cognitive load effects were observed in the mean LPC and the
PCA-derived P3a and P3b, with more pronounced effects observed for the P3b. The ECR2 was
found to correlate significantly with the LPC, and specifically, with the P3b. In contrast, the
relationship between ECR2 and P3a was found to be non-significant. The inclusion of PCA
allowed more detailed comparisons between ERP components and the ECR in this study,
however, the subcomponents identified, particularly for the N1 complex, were not entirely
consistent with the original expectations outlined earlier in this thesis. It was determined that
further investigation of ECR-ERP relationships, under advanced processing conditions, could
allow us to move toward some conclusions regarding associations between these measures.

Study 4 (Chapter 7) built on the approaches from the earlier studies of this thesis by
investigating intensity (60/80 dB) and cognitive load effects within subjects and within blocks.
Given the absence of anticipation effects observed in the previous study, a variable ISI (7-9 s)
was re-introduced, and subjects were instructed to “Count All”, “Count None”, “Count Loud”,
or “Count Soft” tones, with each instruction in one of the four counterbalanced stimulus blocks.
The inclusion of multiple stimulus intensities within block resulted in an additional variable we
described as Feature Analysis, i.e., while the Count All and Count None block required
processing similar to the previous studies, the Count Loud and Count Soft blocks required
additional processing relating to identification of the appropriate stimulus category (Loud or
Soft) prior to any other cognitive processing. Study 4A (Chapter 8) investigated differences in
the response profiles of the ECR, and N1 complex and LPC, depending on Feature Analysis
requirements. A biphasic ECR profile was observed as the difference between Feature Analysis
(FA) and No Feature Analysis (NFA) conditions. This was associated with topographic effects
in both the N1 complex and LPC, which varied due to FA requirements, indicating variation in
the subcomponents involved in FA vs. NFA processing. These effects suggested the need for
further analyses separating conditions according to FA requirements, to examine stimulus
intensity and cognitive load effects and the potential variation of these effects due to FA vs.
NFA processing.

Study 4B (Chapter 9) examined the NFA blocks (Count All and Count None) of Study 4, and
extended on previous studies in the thesis by investigating intensity and cognitive load effects in
a fully within-subjects design. A biphasic ECR was produced which was found to be invariant
to stimulus intensity. A deceleratory ECR1 was produced to all stimuli and was followed by an
enhanced acceleration (ECR1+ECR2) in the Count condition. The ECR2 was observed as a
biphasic response, similar in profile to the difference observed between FA and NFA conditions
in Study 4A. This was taken to indicate the presence of more complex processing than in
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previous studies, where the ECR2 was observed as a simple acceleratory response to increased
cognitive demands. For the N1 complex, intensity effects were observed in addition to minor
cognitive load effects. Three PCA-derived subcomponents were identified as Components 1-3
of the N1 (Näätänen and Picton, 1987), all of which were found to respond to stimulus intensity.
Component 3 was also observed to show minor variations with increased cognitive load. Not
surprisingly, the N1 complex and subcomponents failed to correlate with the ECR1. In the
context of previous difficulties we have observed, it was concluded that the N1 is an improbable
correlate of the ECR1 in terms of indexing stimulus registration. For the LPC, intensity and
cognitive load effects were observed. Four PCA-derived components were identified as P3a,
P3b, and an early and late Slow Wave. These were also found to respond to intensity and
cognitive load at varying levels. The ECR2 was not found to significantly correlate with the
mean LPC in this study, but a significant relationship was observed for the ECR2 and P3b.
These findings emphasised the importance of identifying subcomponents when attempting to
specify ECR-ERP relationships.

Study 4C (Chapter 10) examined the FA blocks from Study 4A and allowed us to investigate
intensity and cognitive load effects under more complex processing conditions than in the
previous studies. Study 4A indicated that our ECR and ERP measures reflect FA processing,
thus Study 4C sought to clarify previous observed relationships in the context of added effects
relating to FA. The expected biphasic mean response profile was observed for the ECR, and
was found to be invariant to stimulus intensity. Additionally, biphasic responses were observed
for both the Count and No Count condition. The difference between these conditions was a
relatively small deceleration and acceleration, indicating the presence of the ECR2 in both
conditions. As both Count and No Count conditions required FA in this study, the difference
between conditions could only be interpreted in terms of the cognitive load associated with
counting.

Therefore, the relatively small biphasic (deceleration followed by acceleration)

difference wave was interpreted as the true ECR to cognitive load, while the ECR2 was instead
linked with FA processing. For the N1 complex, intensity effects were observed, but not
cognitive load effects. PCA-derived components included Components 1 and 3, both of which
varied with stimulus intensity.

As found previously, the N1 complex and associated

subcomponents were not correlated significantly with the deceleratory ECR. Intensity and
cognitive load effects were observed for the LPC, and also for the PCA-derived subcomponents
identified as the P3a, P3b and late Slow Wave. A relationship approaching significance was
observed for the acceleratory ECR and the LPC, and a significant correlation was observed
between the acceleratory ECR and the late Slow Wave. In light of the ECR effects observed in
this study, this relationship was interpreted as reflecting the true effects of cognitive load, in
contrast to previous ECR2-LPC/P3b relationships which probably also reflected some FA
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processing. Thus, this final study extended our understanding of the ECRs, ERPs, and ECRERP relationships, and created a clear distinction between responses to cognitive load vs. FA
processing.

Chapter 11 provides a general summary and discussion of the results of this thesis in relation to
PPT. The interpretation of the ECR across studies is examined in detail, and evidence for a new
form of ECR is provided and discussed in relation to the current conceptualisation of PPT.
Further research is suggested aimed at disentangling the FA vs. cognitive load effects first
observed in Study 4, and refining emerging ECR-ERP relationships. It is concluded that
linkages between ECR and ERP components have been established, specifically ECR2-LPC
relationships, and that the nature of these relationships must be studied under more complex
processing conditions to confirm their successful integration into PPT.
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Abbreviations used in the text
ANS

Autonomic Nervous System

AR

Adaptation Reflex

BPM

Beats Per Minute

CNS

Central Nervous System

CNV

Contingent Negative Variation

CVD

Cephalic Vasodilation

DR

Defence Reflex

ECR

Evoked Cardiac Response

EEG

Electroencephalogram

EKG

Electrocardiogram

EOG

Electroocculogram

ERP

Event-related Potential

FA

Feature Analysis

FFT

Fast Fourier Transform

GSR

Galvanic Skin Response

HR

Heart Rate

ISI

Inter-stimulus Interval

LPC

Late Positive Complex

MANOVA

Multivariate Analysis Of Variance

MEG

Magnetoencephalogram

MMN

Mismatch Negativity

OR

Orienting Reflex

PCA

Principal Components Analysis

PN

Processing Negativity

PPT

Preliminary Process Theory

PVC

Peripheral Vasoconstriction

RT

Reaction Time

SCL

Skin Conductance Level

SCR

Skin Conductance Response

SPL

Sound Pressure Level

SW

Slow Wave
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1

1 The Orienting Reflex and Preliminary Process Theory

1.1

Chapter aims

The aims of this chapter are to (1) introduce the orienting reflex (OR), specifically the unitary
OR concept as described by Sokolov (1960, 1963a, 1963b); (2) discuss difficulties with this
conceptualisation of the OR arising from conflicting data; (3) introduce Preliminary Process
Theory (PPT) as an alternative conceptualisation of the OR; and (4) describe developments
leading to the more recent versions of PPT.

1.2

The Orienting Reflex

The OR was originally described by Pavlov in 1910 (Pavlov, 1927) as a behavioural reflex
termed the “What is that?” reflex, that evokes an immediate response from an organism to the
slightest change in the environment (i.e., turning or orienting of the organism towards a novel
stimulus). The OR was initially investigated for its importance in conditioning phenomena, but
the historical development of this reflex has provided an abundance of data which may serve as
a model of phasic responsiveness to innocuous stimuli in general (Barry, 1996).

1.2.1

The Sokolovian OR: A unitary concept

Classic notions of the OR arose from the publications of Evgeni N. Sokolov (Sokolov, 1960,
1963a, 1963b). Sokolov conceptualised the OR as reflexively directing the organism’s attention
to important events in the environment, and provided physiological descriptions of its correlates,
thereby bridging the gap between Pavlov’s (1927) behavioural conceptualisation of the OR and
physiology. The implicit suggestion that the OR could act as a model of an individual’s
interaction with the environment provided the foundation for a major research and development
theme in the then-new discipline of psychophysiology (Barry, 2006).

Sokolov (1963a, 1963b) defined the OR as a complex of physiological and behavioural
responses that function to optimise perception and processing of stimuli. Further, Sokolov
(1963b) proposed three main principles for characterising components as belonging to the OR
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as opposed to other unconditioned reflexes. These criteria included non-specific responses to
(a) stimulus quality and (b) stimulus intensity, and (c) selective extinction of various stimulus
properties with repeated presentation. Specifically, Sokolov (1963a) indicated that no specific
modality (stimulus quality) gave rise to the OR. He noted simultaneous vasodilation of cerebral
blood vessels and vasoconstriction of peripheral blood vessels in response to the first few
presentations of a range of stimuli, including sound, light, electrical and thermal stimulation.
This is distinct from other reflexes such as the adaptation reflex (AR) which rely on stimulus
quality, where for example, warmth evokes concurrent vasodilation in cerebral and peripheral
vessels and cold has the opposite effect.

However, Sokolov (1963a) did note that the

significance of a stimulus in a given modality had outcomes on the OR beyond those associated
with the physical characteristics of the stimulus alone. That is, increasing the significance of the
stimulus, by including the subject’s name in a reading list of words, for example, results in a
larger OR. This same effect may also be observed when assigning significance to a stimulus,
such as requiring the subject to count or button press in response to a specific stimulus. In
relation to stimulus intensity, a more complex relationship was proposed. Sokolov (1963b)
reported a linear relationship between intensity and the OR in a moderate range of innocuous
stimulus intensities, such that the magnitude of the OR, marked by cephalic vasodilation,
increases with increasing intensities.

Additionally, at low intensities near threshold level,

Sokolov claimed a noticeable increase in OR magnitude. However at intensities greater than 90
dB (near-painful stimuli) a separate class of response, identified as the defence reflex (DR) is
elicited, and is indexed by cephalic vasoconstriction. This reflex was seen by Sokolov as
functioning to protect the organism, effectively shutting down the system to limit the effects of
noxious stimuli. Sokolov’s final criterion refers to the novelty of the stimulus, operationalised
in terms of its decrease with stimulus repetition. That is, with repeated stimulus presentations,
the magnitude of the OR to that stimulus decreases. Sokolov (1963a) reported evidence of this
reduced response in measures including pupillary dilation and vasoconstriction/vasodilation.
Sokolov emphasised the selectivity of this decremental process, that is, if a slightly different
stimulus is presented, a large OR is once again produced, regardless of whether the change
occurred as a function of intensity, quality or temporal parameters of the stimulus. This
distinguishes OR-related response decrement from other decremental response processes such
as fatigue.

These properties characterised behavioural responses already associated with the OR such as
turning the head and eyes in the direction of stimulation, and pricking up the ears in animals.
Thus, by applying these criteria, it was possible to study the OR in other measures, such as
EEG, where linkages between responses and the OR had previously been disputed (Sokolov,
1963a). Sokolov thus reported that a range of behavioural and autonomic measures co-varied as
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a phasic OR in response to variation of stimulus parameters.

These responses included

interruption of ongoing behaviour, turning of the sense organs toward the source of the stimulus,
pupil dilation, increased electrodermal activity, respiratory pause, vasoconstriction in peripheral
arteries and vasodilation in blood vessels close to the brain, in addition to reduction in scalprecorded EEG alpha activity.

Thus, Sokolov’s conceptualisation of the OR was distinct from that of the Pavlovian OR in two
key areas. Firstly, whereas Pavlov described the OR as an immediate response to the slightest
environmental change, Sokolov restricted this to changes in innocuous stimulus events. This
was to account for the observation reported above, that at intensities approaching the pain
threshold the DR is elicited (Sokolov, 1963a).

This DR complex differs in response

components from the OR (e.g. cephalic vasoconstriction for the DR vs. cephalic vasodilation for
the OR) and therefore does not meet Sokolov’s criteria for the OR.

Secondly, Sokolov

considered the OR to involve a whole-of-body reflex that was a unitary phenomenon, and as
such always used the OR label in a singular sense – “the OR”.

1.2.1.1

Sokolov’s OR mechanism

As described above, in Sokolov’s explorations of the relationship between the eliciting stimulus
and the OR, he noted that repetition of an innocuous stimulus resulted in response decrement or
habituation. Based on these observations Sokolov (1963a) proposed a comparator theory of
habituation. According to comparator theory, a stimulus is compared with a cortical neuronal
model of the stimulus developed during previous presentations. The discrepancy between the
stimulus and its neuronal model affects the magnitude of the OR generated.

From this

perspective, the initial presentation of a stimulus occurs in a context where there is no model,
hence a large OR is generated. Upon the presentation of a second stimulus, the formation of a
model has been initiated based on the first stimulus presentation, consequently the discrepancy
between the stimulus and the model is relatively reduced, and a smaller OR is observed. With
repeated presentations, the model becomes more accurate and thus the discrepancy between the
stimulus and the model is decreased again, resulting in the observed response
decrement/habituation. The arousal level of the organism serves as an amplifying factor here,
such that the output of the stimulus-comparator stage is amplified by the arousal level which
contributes to the final output OR. It is through this amplifying function that intensity effects
are handled in this model. An influential factor in the development of this mechanism appears
to be Sokolov’s observation of ORs to omitted stimuli, known as the “missing-stimulus effect”.
According to Sokolov (1963a), the “appearance of the orienting reflex in response to omission
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of one of the components of a complex stimulus (a stimulus affecting more than one analyser)
shows that complex sets of stimuli are registered in the nervous system” (p. 562). That is, the
occurrence of the OR to omitted stimuli was interpreted as requiring the existence of a multidimensional cortical model of the stimulus, which coded all the characteristics of the stimulus
sequence, including its temporal parameters.

1.2.2

Response fractionation

Sokolov’s (1960, 1963a, 1963b) conceptualisation of the OR as a unitary response contributed
to its substantial impact on Western psychophysiology throughout the 1960s, with its promise of
a unifying interpretation of a variety of response processes associated with perception,
conditioning and attention. Not surprisingly, a large body of research followed, aiming to
further examine the unitary nature of this reflex. However, rather than suggesting a unitary
response pattern, parametric testing of Sokolov’s core OR characteristics showed only moderate
relationships for autonomic and EEG indices of the OR (e.g., Barry, 1977a, 1977b, 1978, 1979,
1982a, 1982b; Barry & James, 1981a, 1981b; Furedy, 1968; Maltzman, Gould, Barnett &
Wolff, 1979; Ray, Piroch & Kimmel, 1977; Siddle & Heron, 1977).

In a series of studies aimed at systematically examining the unitary nature of the OR, Barry
(1977a, 1977b, 1978) examined the stimulus-response patterns for respiratory pause, peripheral
and cephalic pulse amplitude responses (evident as vasoconstriction and vasodilation
respectively), electrodermal response, changes in heart rate (HR), and EEG alpha
desynchronisation, in a simple habituation paradigm. Stimulus parameters were selected in the
innocuous intensity range, such that the elicitation of phasic ORs could reasonably be expected,
and the repetition of stimulus cycles operationalised the reduction of novelty and permitted the
exploration of habituation effects.

In each of the three studies (1977a, 1977b, 1978), a

substantial phasic response was observed to the first stimulus cycle presented for all measures,
in accordance with expectations based on the unitary model.

However, difficulties with

Sokolov’s unitary concept arose when examining these phasic responses in relation to the
stimulus parameters manipulated.

Three of the measures, EEG alpha desynchronisation,

respiratory pause and electrodermal activity, showed the expected response decrement over
repeated stimulus cycles. In contrast, the three measures related to cardiovascular activity –
change in HR and peripheral and cephalic pulse amplitude – did not follow this pattern.
Additionally, only two of the measures, electrodermal activity and peripheral vasoconstriction,
showed a direct relationship with stimulus intensity. In the third study of the series, Barry
(1978) added a key-press requirement for each stimulus in order to examine significance. This
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resulted in a change in the nature of the HR response from a deceleration to an acceleration.
The HR response was not included as a component in Sokolov’s (1960, 1963a, 1963b) OR
work, however, as Barry observed the HR response occurring alongside Sokolov’s OR measures
in a number of paradigms, he conceptualised this response as a correlate of stimulus processing
which may lead to an OR. This is discussed in greater detail in Chapter 2. In summary, the
outcome of this systematic examination of the OR indicated that a unitary conceptualisation
could not be supported.

In order to fit some structure to the consistent stimulus-response patterns obtained, Barry (1979)
summarised the data from the three previous studies using factor analysis. This resulted in the
separation of the data into three clusters. The first factor reflected the processing of stimulus
intensity, and was indexed by peripheral vasoconstriction and the electrodermal response. The
second factor reflected stimulus novelty, indexed by EEG alpha desynchronisation and
respiratory pause.

HR deceleration and cephalic vasodilation were independent of both

intensity and novelty, being elicited by all stimuli. As such, these measures were grouped into a
third factor marking an early stimulus registration process in the nervous system, considered to
precede the processing of intensity and novelty. Barry (1979) termed the processes leading to
these autonomic outputs as Intensity Registration, Novelty Registration and Stimulus
Registration, respectively. A fourth process (Response System) was also included to account for
the variation in the HR response when a speeded reaction was required. The systematisation of
these core aspects of stimulus processing was the precursor to Preliminary Process Theory, and
is shown in Figure 1.1.
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Figure 1.1. A precursor of PPT published in Barry (1979, 2006). In this and subsequent
figures, processing systems are shown in closed boxes and physiological outcome measures are
shown in dashed boxes. Abbreviations are: HR decel. = heart rate deceleration; CVD = cephalic
vasodilation; Resp = respiratory pause; EEG = EEG alpha desynchronisation; GSR = the phasic
electrodermal response; PVC = peripheral vasoconstriction; HR accel. – heart rate acceleration.

Barry and James (1981a, 1981b), and James and Barry (1980), continued the exploration of
response fractionation in the visual modality, exploring stimulus repetition effects in a series of
dishabituation paradigms. This extended on the habituation paradigms examined in earlier
studies, and presented a habituation stimulus (S1) in a series of trials which was interrupted by
an interpolated change stimulus (S2). Following the criteria of Thompson and Spencer (1966;
updated recently in Rankin, Abrams, Barry, Bhatnagar, Clayton, et al., 2009), a component is
considered to show habituation, a requirement of OR identification, if it exhibits response
decrement to repetition of an innocuous stimulus (S1), response recovery of the habituated OR
to the presentation of a novel stimulus (S2), and enhanced responding (dishabituation) to representation of the original stimulus. Stimulus magnitude was also manipulated betweensubjects and was expected to result in increased responses to larger stimuli presented over the
initial stimulus sequence. However, rather than each of the ANS measures reflecting these
habituation/dishabituation and intensity patterns, data from these studies largely confirmed
Barry’s previous findings, and disconfirmed Sokolov’s (1960, 1963a, 1963b) unitary
conceptualisation of the OR. The one exception was the electrodermal response, which was
observed to reflect both intensity and novelty effects, in contrast with previous studies which
had emphasised the larger intensity effects. Based on this observation, Barry and James (1981a)

7

interpreted the electrodermal response as an index of the OR, thus demonstrating an interaction
between response fractionation and the traditional functional OR.

1.3

Preliminary Process Theory (PPT)

The reliability of the observed stimulus – response relationships led to the proposal of an
alternative theory of OR elicitation and habituation, developed as ‘Preliminary Process Theory’
and first published by Barry in 1981. The central element of this theory is that the unitary
phasic response system, proposed by Sokolov (1960), has been replaced by a sequential
processing system, reflecting the fractionation of responses consistently observed in OR
paradigms.

1.3.1

Comparison with classical OR theory

Preliminary Process Theory has a more complex structure than the unitary approach, which
accommodates the variety of response fractionation observed in OR paradigms by associating
them with specific pre-attentional processes, while attempting to preserve the functionalism
essential to classical OR theory (Barry, 1990). While the effects of experimental manipulations
upon the OR are simple to predict – habituation with stimulus repetition and response recovery
to stimulus change, together with intensification with increased stimulus intensity and
significance – PPT proposes that clusters of phasic responses are separately innervated by
processes which are sequentially involved in the stimulus processing leading to the elicitation of
the OR. The theory has proven useful in accommodating existing data showing response
fractionation, and also in making novel predictions regarding new effects.

1.3.2

A sequential processing model

The core sequential-processing elements, and associated physiological measures from PPT, are
shown in Figure 1.2. The initial processing stage is triggered by the stimulus event and
functions on an all-or-none basis, uninfluenced by stimulus parameters. This initial registration
marking stimulus onset is reflected in a HR deceleration, and also in cephalic vasodilation.
Following this, parallel processing of stimulus novelty and magnitude occur. According to PPT
these stimulus characteristics are coded separately, but in an unspecified temporal order. The

8

processing of stimulus novelty is reflected in EEG alpha desynchronisation and respiratory
pause, while the processing of stimulus magnitude is apparent in peripheral vasoconstriction.
The outcomes of these parallel processes interact to generate Sokolov’s traditional OR, as
indexed by the GSR, the only measure to show the expected profile over stimulus repetitions
and magnitude.

HR decel.
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EEG

GSR

Cognitive,
perceptual
processes

Novelty
register
Stimulus
OR

STIMULUS
register
Magnitude
register

PVC

Response
system

HR accel.

Figure 1.2. An early version of Preliminary Process Theory based on Barry and James (1981a)
and adapted from Barry (2006). See Figure 1.1 legend for abbreviations.

1.3.3

Processing mechanisms

In the initial structure of PPT, no mechanism(s) for generation of the components of the model
were specified. Sokolov’s neuronal and stimulus comparator process could account for the
observed electrodermal responses, but could not successfully describe the responses of any
other measure. Over a number of years, the model was tested and refined using a large number
of different stimulus parameters and conditions. This led to the integration of alternative
mechanisms, better able to account for existing data, and more compatible with the basic
elements of PPT.

1.3.3.1

Dual-process theory: An OR mechanism

The Dual-process theory of habituation has been proposed as an alternative mechanism of
habituation in the OR, involving two hypothetical, stimulus-elicited processes (Groves &
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Thompson, 1970; see also Thompson, 2009). The H, or habituation, process is a decremental
process which develops in the specific neural pathways involved in processing a particular
stimulus. The S process refers to sensitisation, and is a brief incremental or activating state
process, sensitive to stimulus intensity. Outcomes of these processes interact to determine the
magnitude of the OR. Dual-process theory has been specifically applied to the OR field
(Thompson, Berry, Rinaldi, & Berger, 1979), but has not figured prominently in its own right in
subsequent OR research. Research comparing dual-process theory with early versions of PPT
indicated parallels between the stimulus-response patterns evident in S and peripheral
vasoconstriction, and H and respiratory pause and EEG alpha desynchronisation (Barry &
James, 1981b). Since this theory could account for two additional stimulus-response patterns
that were not accommodated by Sokolov’s unitary model, it was integrated into PPT as the core
mechanism of OR elicitation, with H identifiable with the novelty registration process, and S
with the intensity processor/magnitude register.

1.3.3.2

Cortical set: A significance mechanism

Although the early versions of Preliminary Process theory could account for a large range of
stimulus response relationships, there was also emerging evidence of stimulus-response patterns
for which the theory could not account. The first of these related to the effects of stimulus
significance. Sokolov (1963b) noted that subjects attribute additional significance to stimuli via
conditioning or instructions, resulting in enhanced ORs and slower habituation than in nonsignal environments.

However, while Sokolov included significance as one of his three

determinants for OR elicitation, no mechanism was included in his theory to account for such
effects. As a simple reflexive input-output theory, dual-process theory was also unable to
accommodate significance effects. In order to account for the switching and enhancement of
attention with instructions, an additional mechanism is necessary to accommodate both the more
‘automatic’ reflexive aspects of stimulus processing and the ‘voluntary’ aspects of higher
attentional processing.

In Barry (1982a), a steering mechanism was incorporated into PPT to accommodate
significance effects, referred to as cortical set (Maltzman, 1979).

Maltzman (1977) had

previously speculated that some aspects of OR elicitation may result from self generated cortical
processes.

He proposed a distinction between involuntary ORs, which depend purely on

stimulus parameters, and voluntary ORs – elicited by cortical activity associated with learning
and conditioning (Maltzman, 1977, 1979a, 1979b).

The voluntary OR depended on the

significance of the stimulus to the subject, and reflected changed cortical set. The term ‘cortical
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set’ arose from an older psychological notion of ‘set’, used to describe a preparatory
enhancement and selection process associated with prior instructions or learning.

In

physiological terms, ‘cortical set’ was conceptualised in terms of the patterned brain activity of
the dominant focus, explored by the Russian Livanov (Barry, 2006). This cortical underpinning
of ‘set’ allowed its experimental verification, important from Maltzman’s behaviourist approach
to science. A version of PPT incorporating cortical set, in addition to the H and S processes of
dual process theory is shown in Figure 1.3.
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Figure 1.3. PPT with the H and S processes of Dual-process theory included as the OR
mechanism, and Maltzman’s cortical set providing a steering mechanism to accommodate
significance. Adapted from Barry (2006). See Figure 1.1 legend for abbreviations.

Support for the addition of ‘cortical set’ as a steering mechanism which could account for
significance effects was demonstrated in Barry (1984a). In this study, Barry focussed on the
“missing-stimulus effect”, which was the foundation of Sokolov’s neuronal model mechanism.
According to Sokolov, the omission of a stimulus from a regularly-presented sequence
generates a large OR, due to the mismatch between the absent stimulus and the neuronal model
accumulated from the presentation of the series of preceding stimuli. In contrast, Dual-process
Theory predicts no response in the absence of a physical stimulus. Contradicting both these
theories, Barry (1984a) observed a relatively weak response to stimulus omission, and only in
some subjects. He hypothesised that the missing-stimulus effect reflected a significance effect
which varied between subjects. In the context of cortical set, it was suggested that those
subjects who gave responses had cortical sets which generated additional focussed cortical
activity and a voluntary response to the omitted stimulus; those who did not respond had not
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noticed the omission or attached any significance to the missing event. Barry noted that this
hypothesis had a testable correlate, in that observed responses to a missing stimulus should
involve additional processing, to initially identify the omission and then evaluate its potential
significance.

This additional processing should be reflected in increased latencies of the

voluntary response relative to the involuntary OR to physical stimuli. Barry and O’Gorman
(1987) examined this hypothesis in two studies varying the significance of the physical
stimulus. The expected effects were observed, supporting the suggestion that the voluntary OR
involves additional eliciting processes.

Barry and O’Gorman (1987) had provided empirical support for the inclusion of cortical set as a
steering mechanism for significance effects in PPT. However, as noted by Maltzman (1979a,
1979b), there are a range of variables which may constitute stimulus significance (e.g. attention,
vigilance, signal value, intensity, complexity, etc.). Barry had examined manipulations of prestimulus vigilance (Barry & Mitchell, 1986), and post-stimulus signal value (Barry, 1981,
1982b) on electrodermal and cardiac responses in previous work. Both vigilance and signal
value manipulations had been observed to increase the magnitude of the GSR, while the HR
deceleration was only effected by the vigilance manipulation. Barry (1984c, 1986) also noted
an additional cardiac response he associated with stimulus significance, and this is discussed in
more detail in Chapter 2. These data provided further support for the fractionation of putative
measures of significance, and the differential timing of their effects.

As described by Barry (2006), the advantage of integrating this steering mechanism into a
sequential processing theory, was that new predictions addressing various manipulations of
significance could be generated. For example, manipulating task-related vigilance, e.g. by
asking subjects to respond to all stimuli in a sequence, should result in enhanced cortical set
prior to each stimulus, and produce enhanced physiological responses from each processing
stage shown in Figure 1.3. In contrast, manipulating signal value, by requesting subjects to
respond to one category of stimuli but not another (i.e. discriminate the stimuli based on a
stimulus parameter), should result in differential responding to the significant stimulus, but not
in the physiological indicators associated with processing prior to the stage at which the
discriminative processing occurs. More specifically, if a subject was required to discriminate
based on the intensity of the stimulus (e.g. count loud stimuli but not soft), significance related
differences in responding are expected only in the processing of intensity and subsequent
processing stages. Stages prior to intensity processing, such as stimulus registration, should
show no effect (Barry, 2006). Evidence of this novel prediction of differential processing was
first reported in Barry (1988), and has provided a strong basis for interpreting significance
effects in subsequent research.
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1.3.4

State measures

The dependence of the phasic OR on both intensity and novelty parameters in the innocuous
stimulus range is well-established in the OR literature (Sokolov, 1963), and clearly linked with
the phasic electrodermal response (e.g. Jackson, 1974; Raskin, Kotses, & Bever, 1969; Turpin
& Siddle, 1979; Uno & Grings, 1965). However, while Sokolov (1963) noted that the tonic OR
would be expected to habituate in the same manner as the phasic OR, there is little research
examining tonic/state measures in OR paradigms. Sokolov’s (1963a) conceptualisation of the
tonic OR was as a general amplifying (state) function that multiplied the output of stimuluscomparator process to generate the phasic OR. Extending on this, Barry and Furedy (1993)
specified the relationship between OR determinants and phasic OR outputs, demonstrating that
stimulus intensity and novelty multiply to determine the phasic electrodermal response (OR) to
innocuous stimuli. These findings supported the inclusion of the Dual-process mechanism in
PPT, as it allowed for separation of novelty and intensity processes which interact to produce an
OR. It also identified the S process as a state process, that multiplies the output of the H process
to generate the phasic OR.

The basic concept of state is that arousal or activation amplifies our ongoing behaviour. Links
between performance and arousal/activation level were first reported by Malmo (1959) and the
inverted-U hypothesis of optimal state is often used to describe the arousal/performance
relationship (e.g. Basow, 1974).

As noted by Barry, Clarke, McCarthy, Selikowitz, and

Rushby, (2005a), the arousal concept has had a somewhat dubious history in psychophysiology,
that may in part be due to a lack of covariance amongst ANS tonic measures (e.g. Croft,
Gonsalvez, Gander, Lechem, & Barry, 2004).

In order to clarify tonic/arousal indices of the OR, Barry commenced an incremental approach
to examining individual purported indices of state changes, focussing largely on the
electrodermal measure of skin conductance level (SCL). Croft et al. (2004) investigated the role
of the tonic OR in modulating the phasic OR, using a simple habituation paradigm. Prestimulus SCLs were taken as a measure of the subject’s arousal at the time of stimulus
presentation, and post-stimulus skin conductance responses (SCRs) were taken as indices of the
phasic OR.

For pre-stimulus SCL, an initial increase in arousal level was observed

(sensitisation) after presentation of the first stimulus, which was observed to then decline
systematically with repeated stimulus presentations. This pattern of response decrement was
also observed for the SCR, and remained after the arousal effects were removed by linear
regression, indicating the observed habituation effects were independent of changes in arousal
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(Barry & Sokolov, 1993). Based on these findings it was concluded that both Dual-process and
Sokolovian theory were equally capable of describing phasic and tonic aspects of the OR to
indifferent stimuli. Following this, Barry (1996) formally included arousal as a state variable in
PPT, its placement in a more recent version of the model (Barry, 2006) is shown in Figure 1.4.
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Figure 1.4. Preliminary Process Theory as published in Barry (2006). State measures are in
dashed circles. Previously undefined abbreviations: HR = heart rate level; PD = pupil diameter;
PDR = pupil dilation response; SCL = skin conductance level.

Barry (2004) replicated the Barry and Sokolov (1993) study, with the addition of a stimulus
significance group, required to (silently) count the stimuli for reporting at the completion of the
series. Results for the indifferent group replicated the findings of the previous study, but the
stimulus significance group showed robust arousal effects. That is, rather than observing an
initial increase in arousal followed by the systematic decrement observed in response to
indifferent stimuli, the stimulus significance group showed an increase in arousal which
continued over successive trials. After adjusting for these state effects, SCRs were significantly
larger in the first few trials, and reduced habituation was evident relative to indifferent stimuli.
As found previously, the results for the indifferent stimuli could be accommodated by both
Sokolov’s model and Dual-process theory; however, neither model could account for the
additional significance effects observed in the phasic SCRs. Importantly, the significance
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effects were consistent with expectations of cortical set, providing further evidence of the
success of PPT in accommodating a range of stimulus-response processing outcomes.

1.3.4.1

Arousal and activation

More recently, attempts have been made to clarify indices of arousal and specifically
dimensions of arousal/activation. This research is primarily based on the work of Pribram and
McGuiness (1975, 1992), who proposed a distinction between “arousal” defined as the current
energetic state, and “activation”, defined as the task-related mobilisation of arousal. Barry et al.
(2005a) examined this differentiation using a continuous performance task and baseline
condition with normal children. Digits (0-9) were randomly presented to participants at a fixed
inter-stimulus interval (ISI, 800 ms) and participants were required to respond via button press
on trials where the digit 9 followed the digit 1. SCL was recorded as an index of arousal and
was time-specific (i.e., either resting or task levels). Task-related activation was defined as the
change in SCL from baseline to task. The phasic SCR (OR) amplitude was found to be
dependent upon arousal, but not activation. In contrast, performance measures (reaction time
(RT) and errors) were improved with activation, but not with arousal. Subsequently these
results were replicated with a group of adult participants (VaezMousavi, Barry, Rushby, &
Clarke, 2007a) and further supported at the individual level using an across-subjects
examination (VaezMousavi, Barry, Rushby, & Clarke, 2007b).

These results support the

conceptualisation that arousal and activation reflect independent state changes.

An additional, though less-frequently considered, measure relevant in this context is heart rate
level (HR). Previous research has shown that HR level fractionates in different situations,
known as “situational specificity” (Lacey, 1967). An example of this specificity is that both
SCL and HR increase in mental arithmetic tasks, however in a vigilance task (e.g. a continuous
performance task), an increase in SCL is observed while HR shows a decrease. Barry (2006)
states that this directional fractionation may be the result of task-related activation of the
organism, rather than the sole effect of arousal, in line with the distinction described above.
That is, in any given task, task-related activation will be marked by a change in SCL, but
specific task-dependent changes will also be apparent in other state variables including HR and
electroencephalogram (EEG). This reduction in HR level has been considered a correlate of an
attentive preparatory state known as vigilance (Tremayne, & Barry, 2001), and is discussed in
detail, with phasic measures of the heart rate response, in the following chapter. Importantly,
research investigating non-task related manipulations of resting-state arousal (i.e. caffeine
studies) have found no cardiovascular effects (e.g. Barry, Rushby, Wallace, Clarke, Johnstone,
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et al., 2005b). These findings provide further support for the separation of the concepts of
arousal and activation, and their associated physiological indices in PPT.

Based on these data, several developments in the PPT schema have occurred over the last 15
years. Notably, an arousal system has been included and the cortical set mechanism in PPT was
clarified to include a vigilance system at the executive level. This vigilance system can set up a
temporary feature matching system as necessitated by a given task, indexed by pupil
diameter/dilation (not discussed here). These developments are illustrated in Figure 1.4.

1.3.5

Addition of ERP measures

Early OR research focussed largely on autonomic nervous system (ANS) measures of
functioning, as they were relatively simple to obtain and quantify, relative to central nervous
system (CNS) measures.

However, since the development of digital signal-processing

techniques, cognitive processes are commonly articulated in terms of CNS measures,
specifically the event-related potential (ERP). The ERP is a time-locked segment of the EEG
composed of a variety of response components, and found to be dependent on both physical and
psychological stimulus properties (see Chapter 3).

Although there are similarities in the

investigation of stimulus-response relationships in both ERP and ANS research, there is a
paucity of data attempting to determine relationships between these measures, especially in an
OR context.

Leading researchers in both ANS and ERP fields have commented on the similarities in the
antecedent conditions leading to the elicitation of the OR and ERPs (e.g. Barry, 1996; Donchin,
Heffely, Hillyard, Loveless, Maltzman, et al., 1984; Simons, Rockstroh, Elbert, Fiorito,
Lutzenberger, et al., 1987). However, methodological differences hindered early attempts to
understand ANS-CNS relationships. That is, traditional OR habituation studies tend to use
stimuli of extended duration and long (ISIs) to allow for the relatively slow onset and return to
baseline associated with the phasic responses of autonomic measures. Additionally, few stimuli
are required in order to focus on trial by trial ORs and their habituation, thus these traditional
OR paradigms generally use no more than a dozen stimuli. In contrast, ERP studies tend to use
brief punctuate stimuli with short ISIs, and require large numbers of stimuli to increase the
signal to noise ratio required for a good average. This paradigm gap between ANS and CNS
approaches investigating stimulus-response relationships had restricted ERP research in the OR
context. However, the necessity of integrating the separate sources of peripheral and central
processing measures was the focus of an international panel (Donchin et al., 1984). The
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purpose of this panel was to develop an integrative account of the organism’s response to
novelty – i.e. a model that could generate predictions regarding ANS measures in the OR
context, and integrate with existing ERP data. The panel was unable to reach a consensus
regarding an all-encompassing model of ANS and CNS determinants of the OR, however, it was
agreed that such an integration was possible and was an important goal of future work.

Subsequently, an increasing body of research examining ERPs from the OR perspective has
followed, and is discussed in detail in Chapter 3. Problematically, almost all of these studies
have examined the OR based on Sokolov’s unitary conceptualisation. It has been proposed that
in concordance with the autonomic data presented here, the separate components of the ERP
will show response fractionation in relation to the stimulus-processing sequence (Barry, 2006).
Integration of ERPs with PPT is an essential step in successfully evaluating the contribution of
CNS activity to the autonomically-based model, and is the focus of recent and emerging
research in Barry’s lab, and the primary aim of this thesis.

Attempts to integrate ERP

components into PPT are described in detail in Chapter 3, and include the most recent published
version of the model (Barry, 2009) which incorporates ERPs.

Hypotheses describing the

proposed ANS-CNS correlates of this thesis are also discussed in that chapter.

1.3.6

Model summary

The initial processing stage of PPT may be considered as a set of subsystems involved in the
processing of stimulus features, which combine to form a permanent feature-detection system
(Barry, 1996). The primary subsystem in this initial processing stage is that concerned with
transient detection, reflected by cephalic vasodilation and a marked deceleration in HR known
as the evoked cardiac response (ECR1: described in detail in the following chapter). The
triggering of this processing sequence is not modality specific and responses reflecting this
process are not expected to habituate with repeated presentation. Another permanent part of the
feature detection system is the subsystem concerned with evaluation of stimulus energy.
Specifically, a stimulus event contributes to the overall arousal/activation level proportionate to
its intensity/magnitude/energy via the S process. The S Process was first described in Dualprocess theory (Groves & Thompson, 1979), and is reflected in the stimulus-response patterning
of the phasic peripheral vasoconstriction response (Barry & James, 1981a). Barry (1996)
describes arousal (indexed by SCL) as a crucial tonic element involved in the S process, and
stimulus intensity is considered to generate its amplifying effects through this general energising
aspect.
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The output of the preliminary processing by the detection system triggers further processing in
parallel streams. One stream feeds forward to an OR generator via the novelty processing
subsystem (H), retained from Dual-process theory, and reflected in EEG alpha
desynchronisation and respiratory pause. Response decrement is produced in this stream, which
is the major contributor to the habituation process (along with the S process of Dual-process
theory). The other pathway leading to the OR bypasses the H subsystem and is responsible for
the slower-habituating elements of the local OR. As noted by Barry (1996), the inclusion of this
mechanism essentially reinstated Sokolov’s concept of the local OR, in contrast with the nonspecific “general” OR (indexed in PPT by GSR) which is the focus of the majority of OR
literature. Sokolov (1963b) introduced the concept of a local OR associated with modalityspecific neural pathways, based on the observation of slower habituation of alpha blocking for
visual vs. auditory stimuli. He claimed the slower habituation effects observed for visual
stimuli were due to the close association of the visual pathways involved. Barry (1976) initially
argued against such a mechanism after observing significant intensity and novelty effects in
EEG alpha desynchronisation which did not differ across visual, auditory and motor regions of
the cortex. However, it was subsequently noted (Barry, 1996), that the exclusion was based on
a single study of non-replicated data, and as such, was somewhat premature.

An additional subsystem included in PPT is the central executive, which may also impact on
OR outcomes. Local and general OR mechanisms contribute to the central executive, resulting
in the involuntary switching of attention apparent in an enhanced OR. An important element of
the central executive is the vigilance system. This system is indexed by HR and pupil dilation
levels, and contributes to the enhancement of stimulus detection and response preparation
processes (Barry, 1996). The vigilance system can set up a temporary feature matching system
for a particular task, and in situations where stimuli are significant for participants, a heart rate
acceleration is observed (ECR2: described in the following chapter), in addition to a further
enhancement of the OR.

1.3.7

General summary

In this chapter, Sokolov’s (1960, 1963a, 1963b) unitary concept of the OR was introduced, and
difficulties arising from empirically testing this theory were discussed. Preliminary Process
Theory was proposed as an alternative to the unitary OR construct. The theoretical structure of
PPT has developed as a sound framework from which reliable predictions regarding ANS
measures can be made, in the context of OR processing. The systematic investigation of
stimulus intensity and novelty effects has led to important theoretical developments in relation
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to habituation. These developments extend beyond the realm of the reflexive autonomic OR
into more complex and voluntary attentional processes, including stimulus significance. The
following chapter examines the significance aspects of PPT in greater detail, specifically in
relation to the evoked cardiac response.
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2 The Evoked Cardiac Response

2.1

Chapter aims

The aim of this chapter is to (1) introduce the evoked cardiac response (ECR), (2) discuss
conceptualisations of the ECR as an index of the OR, (3) report difficulties surrounding this
interpretation, and (4) describe the ECR in the context of PPT, as a measure able to
accommodate aspects of stimulus detection and significance.

2.2

An introduction to the ECR

The phasic evoked cardiac response elicited by an innocuous stimulus is a relatively complex,
and often multiphasic response. In its simplest form, elicited in situations lacking cognitive or
motor requirements, the ECR is a brief HR deceleration. However, under more complex
conditions an additional acceleration may be observed. The ECR has been open to varying
interpretations in the literature, particularly in the context of the OR. The development of this
measure in the OR context, leading to its current conceptualisation in PPT, is outlined in this
chapter.

2.3

The ECR as an OR index

A dominant view in OR literature has been that the deceleratory ECR is an index of the OR.
This position stems from an influential paper by Graham and Clifton (1966), which attempted to
integrate John Lacey’s stimulus intake/rejection hypothesis (Lacey, 1959; Lacey, Kagan, Lacey,
& Moss, 1963; Lacey & Lacey, 1958), with Sokolov’s (1960, 1963a, 1963b) conceptualisation
of the OR.

As described in the previous chapter, Sokolov (1960, 1963a, 1963b) conceptualised the OR as a
biobehavioural phenomenon which served to enhance perception and learning, by amplifying
the effects of novel stimulation. Sokolov’s (1963) theory was concerned primarily with phasic
changes of relatively brief duration, and described response patterns in a variety of
physiological measures including GSR, EEG alpha desynchronisation, pupil dilation, peripheral
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vasoconstriction and cephalic vasodilation. Specifically, he differentiated ORs from the DR on
vasomotor response patterns: the OR was associated with reciprocal peripheral vasoconstriction
and cephalic vasodilation; whereas the DR was associated with peripheral and cephalic
vasoconstriction (Sokolov, 1963b). Cardiac responses were not examined by Sokolov, although
some brief inferences in his early works (1960, 1963a) indicate that he considered HR
acceleration as a possible OR measure.

Paralleling these developments, John and Beatrice Lacey (Lacey, 1959; Lacey et al., 1963;
Lacey & Lacey, 1958) also proposed that autonomic feedback to neural structures amplifies or
reduces the effects of environmental inputs. Specifically, the Laceys proposed that cardiac
deceleration during psychological tasks was not only associated with attentional processes, but
could also assist with stimulus intake. In contrast, cardiac acceleration was associated with, and
fostered sensory rejection. This notion was termed the stimulus intake/rejection hypothesis
(Lacey et al., 1963) and was primarily based on tonic heart rate changes.

In their integration, Graham and Clifton (1966) hypothesised that Lacey’s stimulus intake was
associated with Sokolov’s OR, in terms of facilitating reception of stimuli and learning, and also
increasing the sensitivity of analysers. Further, stimulus rejection was associated with the DR,
presumed to inhibit receptor sensitivity to limit the action of noxious stimuli. The implication
of these associations was that HR deceleration is an index of the OR, and HR acceleration an
index of the DR.

2.3.1

Problems with the ECR as an OR index

Initial problems with Graham and Clifton’s (1966) integration arose from a number of studies
indicating that the ECR fails to reliably demonstrate the stimulus-response relationships
expected of an OR index. Specifically, these studies failed to observe habituation and intensity
effects in the ECR, while the GSR, an established OR index, demonstrated clear evidence of
these effects. As discussed in the previous chapter, Barry (1977a, 1977b, 1978) observed the
expected response decrement over trials for the GSR in a series of simple habituation tasks, but
failed to find any evidence of habituation in the ECR, whether evaluated in terms of beat-bybeat response curves or decelerations occurring in the first five post-stimulus beats. A similar
pattern was observed when examining the effects of stimulus intensity, with a significant
response in the GSR measure, but no effect in the cardiac response. Similarly, Barry and James
(1981) found the expected habituation and stimulus-magnitude effects in the GSR using a
dishabituation paradigm, whereas the evoked cardiac response of HR deceleration showed none
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of these effects. Comparable findings had also been reported by Hulstjin (1978), who found
rapid habituation in the GSR but no significant trials effects for HR deceleration in any of his
three habituation experiments; and also by a number of others (e.g. Fredrickson & Ohman,
1979; van Olst, Heemstra, & Kortenaar, 1979; Velden & Schumacher, 1979).

The growing body of literature which failed to observe the expected stimulus intensity and
novelty effects in the ECR to an innocuous stimulus prompted Barry and Maltzman (1985) to
re-examine the data base on which Graham and Clifton’s (1966) thesis was founded. They
concluded that the identification of phasic cardiac deceleration as an indicator of the OR was
erroneous, based on a number of issues, including an inaccurate and selective review of relevant
research literature, and a conceptual mismatch between the proposed integration and the
theories on which it was based.

2.3.1.1

Selective literature base

A major problem with Graham and Clifton’s (1966) integration is that many of the studies cited
to support the OR view of cardiac deceleration (or the DR view of cardiac acceleration), were
open to alternative interpretations. For example, Davis, Buchwald, and Frankmann (1955)
presented a series of studies of autonomic responses to discrete stimuli. In the first experiment,
98 dB 800 Hz tones of 2 s duration were used, and were observed to elicit biphasic ECRs of
acceleration followed by deceleration.

The authors report that the maximum deceleration

(occurring 5 to 7.5 s post-stimulus), habituated rapidly with stimulus repetition, and no
information was given regarding the acceleratory component. Graham and Clifton (1966) cite
this as supporting evidence for HR deceleration as an OR index. However, as indicated by
Barry and Maltzman (1985) evidence of an early deceleration, peaking at beat 3 post-stimulus,
was evident in the Davis et al. (1955) figure, and received no comment.

Their second

experiment utilised 1000 Hz tones at 70, 90 and 120 dB intensities, and again produced a
biphasic response, with significant late deceleration. In interpreting these data, Graham and
Clifton (1966) commented that “…marked habituation was presumably prevented by
interspersing presentations of the different intensities…” (p. 308). However, this interpretation
is in contradiction to Davis et al.’s (1955) conclusions that habituation was not demonstrably
significant in these data. A third study in the series used tactile and thermal stimulation,
however Graham and Clifton (1966) did not comment on habituation effects for these data, and
Barry and Maltzman (1985) considered these stimuli outside the parameters of their review.
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In addition to such interpretation issues, Graham and Clifton’s (1966) review also appeared to
be quite selective. An example of this selectivity is evident in the citation of a study by Fuhrer
(1964). This paper was included as supporting evidence for the relationship between HR
acceleration and the DR, but evidence contradicting their interpretation of HR deceleration as an
OR was ignored. Specifically Fuhrer’s (1964) study included a non-reinforced condition, in
which a 60 dB, 1000 Hz, 1-second tone was found to produce statistically significant cardiac
deceleration which did not habituate over trials. Similar issues extended into Graham and
Clifton’s (1966) citations relating HR acceleration to the DR, but as the defence reflex is not of
primary interest to this thesis, specific examples will not be discussed further here.

2.3.1.2

Conceptual mismatch

A further complexity for this position is that there appears to be several conceptual mismatches
between the attempted integration and the theories on which it is based. The first of these is the
attempted synthesis of Lacey’s stimulus intake/rejection dichotomy – a theory based on tonic
HR changes, with Sokolov’s OR/DR dichotomisation – based on phasic responses.

As

indicated by Barry and Maltzman (1985), this synthesis is not as simple, or convincing, as was
implied by Graham and Clifton (1966). Problems associated with mixing phasic and tonic
responses are discussed further below.

Additionally, there is a discrepancy between John Lacey’s (Lacey, 1959; Lacey et al., 1963;
Lacey & Lacey, 1958) hypothesis and the way it is used in Graham and Clifton’s (1966)
attempted integration.

Lacey formulated the stimulus intake/rejection hypothesis within a

context which emphasised situational requirements. Conversely, Graham and Clifton appeared
to have ignored the nature of this requirement in their review, attempting to exclude signal
stimuli associated with situational requirements from their analysis of HR response forms.
Velden and Schumacher (1979) alluded to this issue, reporting that the results of their study of
significance effects upon the ECR in the OR context could be better handled by John Lacey’s
(1967) approach to situational requirements than by the interpretation proposed by Graham and
Clifton (1966). Essentially, the traditional view of the deceleratory ECR as an OR index makes
the assumption that increases in stimulus significance will result in larger decelerations.
However, it had been observed that the usual significance manipulations used in OR paradigms
resulted in HR accelerations (e.g. Barry 1978, 1984c,d), in contrast to the expectations derived
from Graham and Clifton (1966). The association between acceleratory ECRs and stimulus
significance has continued in ongoing research (e.g. Barry & Tremayne 1987; Kaiser, Beauvale,
& Bener, 1996, 2001; Unrug, Bener, Barry, van Luijtelaar, Coenen, et al., 1997) and will be
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discussed in detail in Section 2.5. Importantly, it should be noted that the innocuous nature of
the stimuli used in the tasks generating these responses creates serious issues for Graham and
Clifton’s consideration of HR accelerations as a marker of the DR – a response associated with
presentations of noxious stimuli.

Taken together with a fundamental misinterpretation of

Sokolov’s conceptualisation of the DR (Barry & Maltzman, 1985), it can be seen that there are
major problems with both the HR deceleration as OR, and HR acceleration as DR, aspects of
Graham and Clifton’s (1966) integration.

2.3.1.3

Ambiguous data

As described by Barry (1986), another difficulty with the deceleratory ECR as OR position is
that, of the small number of studies that do appear to support the habituation aspect of Graham
and Clifton’s (1966) thesis, a closer examination of the research indicates that there is a paucity
of unambiguous data. For example, Bohlin, Lindhagen, and Hagekull (1981) examined the
ECR in a habituation paradigm as part of a developmental study.

For the adult data, a

deceleratory ECR was observed on their initial trial block, described by a significant quadratic
trend over the 9 s following stimulus onset. This trend did not show significant trials effects.
However the trend analysis was repeated with data from 1 s pre- to 5 s post-stimulus, on the
basis that “systematic changes over trial blocks pertained to the initial phase of the stimulus
period” (Bohlin et al., 1981, p.443). Using this cardiac period, significant trials effects were
obtained. However as noted by Barry (1986), inspection of the graphed data suggests that this
reflects a change from a small and probably non-significant, initial deceleratory quadratic
component to a similarly small acceleratory quadratic component. Thus, if the initial response
cannot be established as significant, then the interpretation of the change of response as
significant is without basis. A further problem is that, in the absence of habituation of the ECR
obtained for the first trial block, a response on a later change trial was taken of evidence of
dishabituation. Bohlin et al. (1981) used the magnitude of this change trial as evidence to
support a theoretical interpretation that was dependent on relative response magnitudes.
However, it had not been established that the response shown on the change trial was a phasic
response. According to Barry (1986) the graphed data suggested that the change was actually a
simple tonic change in HR level. As described previously, it is inappropriate to mix phasic and
tonic responses when addressing theoretical issues relating to the phasic OR. More specifically,
for a claim of dishabituation of a phasic cardiac response to be made, habituation of the ECR
must occur, but a larger phasic cardiac response to the dishabituation stimulus must also occur
(Barry, 1986).

Further examples of the ambiguity of data supporting the ECR as OR

interpretation are outlined in Barry and Maltzman (1985) and also Barry (1986). Problems
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underlying this apparently supportive data often centre around measurement issues1 (e.g.
Turpin, 1979; Turpin & Siddle, 1979, 1983), and also extend to discrepant intensity effects in
the ECR (e.g. Jackson, 1974; van Olst, et al., 1979).

In summary, although the initial ECR of HR deceleration is often associated with innocuous
stimuli in the OR context, repeated testing of this position has demonstrated that the data fail to
reliably behave in a manner expected of an OR index. Specifically, there has been a failure to
show the stimulus intensity and novelty effects that are expected of an OR, and are frequently
obtained using electrodermal measures (GSR/SCR) in previous and ongoing research (see
Chapter 1). This failure extends to significance manipulations in many cases (discussed later in
this chapter), with competing acceleratory changes observed, as opposed to a simple response
enhancement, further emphasising the conceptual mismatch inherent in this integration. The
body of evidence contradicting Graham and Clifton’s (1966) thesis indicates that their
integration was unsuccessful, and alternative interpretations of the ECR should be explored.

2.4

The ECR as an index of stimulus registration

In the previous chapter, a number of studies by Barry were presented, demonstrating the
fractionation of phasic outputs in OR paradigms, and leading to the formulation of PPT (Barry
1977a, 1977b, 1978; Barry & James, 1981). An important observation in these studies was that
a phasic HR deceleration was reliably elicited to stimuli in the OR context, but as discussed in
section 2.3.1, failed to reflect the physical and psychological characteristics of the stimulus.
Instead, the response seemed only to relate to the occurrence of the stimulus per se. On the
basis of these findings, the initial deceleratory HR response (ECR1) was conceptualised in PPT
as an index of stimulus registration, the first stage in the stimulus processing leading to
elicitation of an OR, rather than as an index of the OR itself (Barry, 1979; Barry & James,1981).

1

A common criticism of early single-trial ECR research was measurement artifact due to respiratory
sinus arrhythmia (RSA). Correction techniques for RSA are discussed in Barry (1978, 1979a, 1979b).
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2.4.1

Primary bradycardia as an index of stimulus registration

During the period when difficulties with the ECR as an OR index had emerged, and Barry’s
development of HR deceleration / ECR1 as a primary preliminary process had commenced,
Beatrice and John Lacey (1977, 1978, 1980) had also been reporting on brief cardiac cycle
effects at stimulus onset. It had been observed that the presentation of a brief auditory stimulus
caused a prolongation of the cardiac cycle in which it was presented, in addition to the
subsequent cycle. The extent of these changes, and their pattern, were reported to be dependent
on the relative timing of the onset of the stimulus within the cardiac cycle: The earlier the onset
of the stimulus in the cycle, the greater the slowing of that cycle. However, if stimulus onset
occurs later in the cycle, there is proportionally less slowing of that cycle, but a greater slowing
of the following cycle.

The Laceys related this phenomenon to animal studies in the

physiological literature, leading them to identify it as a vagally-mediated reflexive (or
“primary”) bradycardia. They described this as “an index of an early process of stimulus
registration by the nervous system” (Lacey & Lacey, 1980, p. 22).

Barry (1983) noted that the Laceys’ process of stimulus registration and its associated primary
bradycardia should be compatible with the stimulus registration process identified in his earlier
work (Barry, 1977b, 1979, Barry & James, 1981). Unfortunately, the Laceys reported data for
only two cardiac cycles, and made no reference to the OR, making integration of their work
with existing findings difficult. Thus a series of research studies was conducted, attempting to
link these two perspectives.

Barry (1983) demonstrated that the Laceys’ primary bradycardia coexisted with the brief phasic
HR deceleration used in PPT as an index of the stimulus registration process, and that both
phenomena showed independence of stimulus intensity and stimulus repetition. It was thus
initially proposed that both primary bradycardia and the decelerative ECR were aspects of the
same process. Barry (1984c) continued the exploration of linkages between the two phenomena
using a two-component model of the ECR derived from Bohlin and Kjellberg (1979), which
was associated with stimuli requiring extensive processing. In the model, an initial deceleration,
identified as D1, is followed and often obscured, by a slower acceleration, identified as A. The
hypothetical components D1 and A were modelled as the sum of quadratic and cubic trends
over beats (D1) and as the linear trend over beats (A). Based on the model of D1, Barry (1984c)
extracted the slowing of cardiac activity in the first two cycles and demonstrated the expected
significant interaction between beat and cardiac phase, characteristic of the Laceys’ primary
bradycardia. Further, the models of D1 indicated that after the first two beats there was only
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recovery of the response component toward baseline, indicating that the ECR of cardiac
deceleration in the OR context is the equivalent of a primary bradycardia. Using a subset of the
1984c data, Barry (1984d) examined habituation of the ECR based on Bohlin and Kjellberg’s
(1979) model and found that D1 failed to show any trials effects.

These findings were

compatible with the previous research proposing the initial HR deceleration (D1) as an index of
stimulus registration. Collectively, these studies provided initial support for the integration of
the two conceptualizations of stimulus registration and its effects upon cardiac activity.
Essentially the data suggested that the decelerative ECR in the context of OR, and primary
bradycardia, are two aspects of the same phenomenon, stimulus registration.

2.4.2

Problems with the ‘cycle time dependency’ assumption

In addition to the observation of primary bradycardia as described above, the Laceys (Lacey &
Lacey, 1977, 1978, 1980) had also reported on “vagal inhibition”, a shortening of the interbeat
interval immediately following a response onset. As the response occurs later in the cardiac
cycle, the shortening produced in that interval decreases (Jennings & Wood, 1977; Lacey &
Lacey, 1977). These two apparently new cardiac cycle effects of “primary bradycardia” and
“vagal inhibition” came to be referred to as ‘cycle time dependency’ effects and have been
considered by several researchers to indicate differential cardiac innervation, parallel to effects
observed in animal research using direct vagal stimulation (e.g. Coles, 1984; Jennings, 1984;
Jennings, van der Molen, & Terezis, 1987). As discussed previously, this view was dominant in
the early development of Barry’s conceptualization of the deceleratory ECR as a stimulus
registration process (e.g. Barry, 1983, 1984c, 1984d, 1986; Barry & Mitchell, 1986).

Following those developments it has been argued that these observed effects are simply a result
of the data-analytic procedures used by the Laceys. In order to demonstrate this, Velden, Barry
and Wolk (1987) replicated the odd-ball paradigm utilised by Lacey and Lacey (1980), and
generated a mean response curve over all subjects and stimulus presentations. The curve
retained no information about the timing of the stimulus occurrence within the cardiac cycle, yet
was able to be used to calculate the occurrence of R-waves for stimuli falling in successive
quintiles of the cycle. The resultant data closely approximated the data set of the Laceys.
Furthermore, Barry (1987c) showed that the “vagal inhibition” effects described by the Laceys
could be derived from an average response-locked HR curve containing no details relating to
response-timing in the cardiac cycle. Thus, it has been suggested that these “new cardiac cycle
effects” identified by the Laceys are not genuine cardiac cycle effects, as they can be derived
from identical responses to events occurring at different cardiac cycle times (Barry, 1987c).
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Subsequent research has proposed analytical techniques aimed at accurately depicting cardiac
cycle time effects (e.g. Jennings & van der Molen, 1993; Jennings, van der Molen, Somsen, &
Ridderinkhof, 1991), however the success of these alternative approaches has been questioned
(Barry, 1993). According to Barry (1993), it appears that there is no independent evidence for
differential response effects. That is, the “cardiac cycle effects” introduced by the Laceys have
been demonstrated to be trivial correlates of the decelerative (primary bradycardia) or
accelerative (vagal inhibition) cardiac processes (e.g. Barry, 1987b, 1987c; Zimmerman,
Velden, & Wolk, 1991) and cannot logically be separated by the data reduction procedures used
to draw those conclusions. However, as described by Barry (2006), this does not detract from
the position that stimulus onset, in the context of an OR, elicits a primary bradycardia/evoked
cardiac deceleration, which, as described by PPT, serves as an index of the early process of
stimulus registration/transient detection.

2.5

The ECR and significance

Much of the early work relating to manipulations of stimulus significance can again be
attributed to John Lacey (1967). An important contribution of this line of research was the
observation that immediately following the initial HR deceleration discussed above, an
accelerative HR response may occur, thought to reflect the demands of cognitive processing
following stimulus onset, in conditions with a situational requirement.

2.5.1

Signal value vs. vigilance

The distinction between vigilance and signal value manipulations of significance was
introduced by Barry (1982b) to explain inconsistent findings of significance effects in the
decelerative ECR. That is, although the main effect of stimulus significance is to enhance an
OR magnitude, it does so without changing the response form itself.

Thus increasing

significance (e.g. requiring subjects to respond to the stimulus in some way), should result in
enhanced HR deceleration, if it is indeed a marker of the OR. However, a review of the
literature revealed varying reports, with some enhanced HR decelerations observed, but also HR
accelerations reported (e.g. Brown, Morse, Leavitt, & Graham, 1976; Chase & Graham, 1967;
Greene, Degenerink, & Staples, 1974). This difficulty had been drawn to Barry’s attention by
Velden and Schumacher (1979) who had described a deceleratory component which may be
“obscured by situational requirements that have an opposite effect on cardiac activity” (p. 215).
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Barry (1982b) used these findings to contrast two different aspects of attention: signal value and
vigilance. Signal value has been described in terms of cognitive processing by the subject
following presentation of the stimulus, e.g. incrementing the count of target stimuli following
identification of such a stimulus.

Conversely, vigilance has been defined in terms of

manipulations of attention prior to the presentation of the stimulus. These two aspects of
attentional processing are not necessarily independent, however they are able to be operationally
separated on the basis of pre-stimulus/post-stimulus demand. This dichotomisation of stimulus
significance is supported by the cortical set concept of Maltzman (1979a).

Barry (1986) claimed that in studies that reported attentional effects upon the deceleratory ECR,
cortical sets were established by directing the attention of subjects to various aspects of the
stimulus prior to the commencement of the experiment, a vigilance effect. Barry and Mitchell
(1986) demonstrated vigilance effects by varying subjects’ attentional focus upon different parts
of the stimulus.

Subjects were assigned to count tones based on intensity (loud or soft,

alternated between subjects) or duration (long or short, alternated between subjects). It was
expected that subjects in the intensity condition would attend to the beginning of the tone, to
determine whether it should be counted, whereas those in the duration condition would attend to
the transition between the 5 s – 10 s tone lengths. This vigilance manipulation was apparent in
enhanced HR deceleration at the point of attentional focus, and was found to be independent of
variation in stimulus duration, intensity and trials, as predicted by Barry’s conceptualisation of
the ECR1 as a stimulus register in PPT. This enhanced deceleration is thought to be linked with
the stimulus intake aspects of the Laceys’ hypothesis and has been reported in ongoing research
(e.g. Binder, Barry, & Kaiser, 2005; Tremayne & Barry, 2001; Zimmer, Vossel & Frolich,
1990). In contrast, Barry (1981, 1982b, 1988) demonstrated that the manipulation of signal
value, that is, requiring the subjects to make a cognitive or motor response to a stimulus, had no
significant effect on HR deceleration, but was associated with a secondary HR acceleration.
The nature of this HR acceleration is described below.

2.5.2

Processing requirements

Although overlooked in Graham and Clifton’s (1966) integration, the Lacey’s stimulus
intake/rejection hypothesis was largely based on situational requirements, termed “situational
specificity” (Lacey, 1967). Lacey had suggested that HR accelerations apparent in arithmetic
tasks involved internal cognitive processing and required rejection of external stimuli, as
opposed to HR decelerations in vigilance tasks, which enhanced stimulus intake, as described
above. Barry had observed HR acceleration in response to motor requirements in some of his
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earliest studies (e.g. 1978, 1979) and in accordance with the Laceys’ (1967) hypothesis, had
interpreted this response as a reflection of situational requirements. This acceleratory response
was identified in PPT as the ECR2 (Barry & James, 1981).

Numerous studies of information processing requirements have also supported this intentional
aspect of the Lacey (1967) hypothesis. As introduced in Section 2.4.1, Bohlin and Kjellberg
(1979) described a model based on a warned reaction-time task in addition to a number of other
two-stimulus paradigms. They noted it was common for the first member of a stimulus pair to
elicit a heart rate deceleration (D1) followed by an acceleration (A) and second deceleration
(D2) before the second stimulus occurs.

Bohlin and Kjellberg examined a number of

hypotheses regarding the nature of these components in the cardiac response. They concluded
that D1 might be considered as an OR to the first stimulus, whereas D2 was thought of as
reflecting an expectancy process.

The authors rejected an OR/DR explanation for the

acceleratory component but did not reach any conclusions in relation to alternative hypotheses.
One such hypothesis was that A reflects information-processing requirements (Coles & DuncanJohnson, 1975; Walter & Porges, 1976). Barry (1984c) suggests that such a view, derived from
the Lacey position, emphasises the differential effects of stimulus and situational factors in the
ECR.

Barry (1984c) utilised the nomenclature of Bohlin and Kjellberg (1979) to describe the
components in complex cardiac responses elicited by innocuous stimuli with situational
requirements. Subjects were required to silently count randomly interspersed 33 dB and 50 dB
(2400 Hz) tones of varying duration, over four stimulus blocks. The resulting ECR was a
complex biphasic response, considered to represent the sum of the deceleratory HR response
(D1/ECR1) and an acceleratory component A (or ECR2). In a follow up of this study, Barry
(1984d) examined trials effects in the evoked cardiac response under processing load. As
reported in section 2.4.1, HR deceleration was not found to habituate with stimulus repetition,
but importantly, HR acceleration was found to increase over trials. Two important conclusions
were drawn from these trials effects: (1) the increased HR acceleration over trials supported
linkages between A/ECR2 and processing demand; (2) cardiac deceleration, as reflected in
D1/ECR1 cannot stand as an OR indicator because of its failure to reflect stimulus intensity and
novelty – but, the composite cardiac response (D1 + A / ECR1 + ECR2) may appear to
decrease in size over trials because of the increase in A.

In an extension of this research, Barry and Tremayne (1987) attempted to obtain direct estimates
of D1 and A rather than using the derived components based on trend models from previous
research. Subjects were presented with 50 dB (1000 Hz) tones of 2 s duration and performed
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one block each of a “count” and “ignore” condition, counterbalanced between subjects. It was
observed that, under conditions which failed to pose any situational requirement (“ignore”), the
cardiac response consisted of a simple HR deceleration which failed to habituate, consistent
with the concept of stimulus registration. However, under instructions to “count” the stimuli,
thereby imposing a situational requirement, a large biphasic cardiac effect was apparent. The
within-subjects investigation of situational requirements allowed the separation of the
compound response observed under count conditions, by subtracting the “ignore” condition
response (D1/ECR1 only) from the count condition response (D1 + A / ECR1 + ECR2). The
estimated A/ECR2 was found to develop significantly over trials. This observation was seen to
be directly compatible with the Laceys’ concept of directional fractionation of cardiac
functioning, as it clearly demonstrated the situational effect of cognitive demand. Barry also
commented that it was readily apparent that an OR interpretation of these response effects is
simply not possible (Barry & Tremayne, 1987).

2.6

Ongoing conflict

Based on his systematic study of fractionation in OR measures, Barry (1987a) presented a
chapter outlining the emerging PPT. In this chapter, the ECR was presented as a complex
response, largely determined by the summation of a decelerative HR component (ECR1:
reflecting stimulus registration) and an accelerative HR component (ECR2: reflecting cognitive
load). According to Barry (1987a), neither of these components were an adequate index of the
OR, although both had been observed to behave in a lawful fashion reflecting some of the
processes involved in OR elicitation.

Barry’s (1987a) conceptualisation of a sequential

processing model of the OR received comments from a number of researchers in the field (e.g.
Furedy, 1987; Ohman & Bohlin, 1987; Siddle & Turpin, 1987) and notably from Graham
(1987), who was particularly critical of Barry’s interpretation of the ECR. Subsequent to
Graham and Clifton’s (1966) integration, Graham (1979; Graham & Jackson, 1970) had made
several refinements to her theoretical position, in an attempt to remedy the inconsistencies
between the available data and the ECR-as-OR perspective.

Specifically, Graham had

distinguished between cortical and subcortical ORs: non-habituating HR decelerations were
conceptualised by Graham as subcortical ORs – ORs for which cortical control is absent or
minimal; in contrast to cortical ORs which were consciously processed and thus showed
evidence of habituation. However, Barry (1984a) had noted that such a distinction is invalid,
since there is no empirical evidence supporting the existence of two separate HR decelerative
responses. Barry’s conclusions concerning HR deceleration had also been severely criticised by
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Turpin (1983, 1985, 1986), who contended that the failure to observe habituation in the
decelerative ECR can be attributed to methodological shortcomings. Barry (1987b) responded
on a point-by-point basis to many of the criticisms offered by his contemporaries, but notably,
no consensus on the issue of HR deceleration as an OR index was reached with them.

In an attempt to resolve the inconsistency surrounding HR deceleration in the OR context,
Vossel and Zimmer (1989a) examined HR and SCR in a series of three habituation paradigms.
The authors identified a number of factors complicating the evaluation of the clearly discrepant
positions (i.e. Barry vs. Graham/Turpin) relating to HR deceleration as an OR index.
Specifically, as indicated by Barry and Maltzman (1985), there was a paucity of studies
systematically analysing HR decelerations across a sufficiently large number of repeated
presentations. Further, Vossel and Zimmer (1989a) noted that a significant decline in the
decelerative HR response should not necessarily be classified as habituation. Instead, the
habituation curve for HR deceleration should follow the generally agreed-upon pattern: that it
follows a negative exponential function of the number of trials (e.g. Thompson & Spencer,
1966), as frequently demonstrated in SCR studies (e.g. Jackson, 1974; Turpin & Siddle, 1979;
Velden & Vossel, 1985). Finally, there was a lack of data relating to the effects of stimulus
change, and those studies which had considered the effect varied in methodological and
analytical approaches (e.g. Barry & James, 1981; Graham, 1979; Simons et al., 1987).

In order to address these issues, subjects were exposed to 20 non-signal stimulus presentations
of a 65 dB 1000 Hz tone of 1 s duration. Subjects were tested twice to assess the stability of the
findings, and approximately 1/3 of the subjects also performed a third habituation experiment in
which a change stimulus was presented, to examine the effects of stimulus change on HR and
electrodermal measures. Vossel and Zimmer (1989a) reported SCR amplitudes which displayed
significant declines across trial blocks, following a negative exponential function. However,
while some trials effects were obtained in the cardiac measure, the irregular nature of these
effects prevented the identification of habituation in the deceleratory HR response. Vossel and
Zimmer (1989a) described these findings as “in accordance with Barry’s (1984) conclusion that
the decelerative HR response does not habituate and that changes in HR deceleration across
repeated stimulus presentations are not comparable with SCR-changes” (p. 121). An additional
finding was the observation of significantly larger cardiac responses to the change stimulus,
apparently contrary to predictions from Preliminary Process Theory. However, Barry (1987a)
indicated that responses elicited by stimulus change might involve the voluntary OR (Maltzman,
1979a), rather than the involuntary reflexive OR focussed upon in the typical habituation study.
From this perspective, the enhanced HR deceleration reported by Vossel and Zimmer could be
considered as the sum of the (relatively invariant) deceleration produced by stimulus
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registration, and a later deceleration reflecting a voluntary anticipatory process. That is, even
the change stimulus data was not contrary to Barry’s conceptualisation of the ECR as a
differential measure of stimulus and situational factors in PPT. Vossel and Zimmer’s (1989a)
paper drew extensive commentaries from Simons (1989) and Turpin (1989) focussing on
several issues, including the potential contribution of startle and the representative nature of the
data.

However, these were dealt with convincingly in Vossel and Zimmer (1989b), and

specifically the issue of stimulus rise time and startle has been dealt with in ongoing research
(e.g. Vossel & Zimmer, 1992).

To date there is no agreement regarding the nature of the ECR in the OR context, and a variety
of theories are used to interpret response effects. For example, Graham (1992; Graham &
Hackley, 1991) continues to differentiate HR responses in relation to both generalised and
localised ORs; similarly, Simons, Graham, Miles, and Balaban. (1998) describe two stages of
controlled HR processing, reflecting attention to inputs (consistent with a generalised OR) and
greater attention to targets (localised OR); while Barry (1979, 1984a, 1984c, 1984d, 1990, 1996,
2006, 2009) conceptualises the ECR as an index of separable processes involved in OR
elicitation, rather than as an index of the OR per se. It is not the purpose of this thesis to resolve
these arguments, however it appears that Preliminary Process Theory is the only theory able to
accommodate a substantial portion of the different response patterns of a range of autonomic
variables observed in the extant data. A summary of the ECR in the context of PPT and the
most recent literature relating to the ECR in this context is thus described below.

2.7

ECR in PPT

In the context of PPT, the phasic ECR elicited by an innocuous stimulus has a complex, often
multiphasic, form thought to be affected by both stimulus and situational factors (Barry, 1987).
In its simplest form, the response is a brief HR deceleration referred to as ECR1, which has
been linked with stimulus detection or registration (Barry, 1987, 1996, 2006, 2009). Increasing
stimulus significance, by requiring the subject to respond to the stimuli, results in an additional
acceleratory component (ECR2), leading to a biphasic compound response (ECR1 + ECR2).
Barry (1984c) demonstrated that even the simplest of cognitive tasks, e.g. counting the stimuli,
results in a significant increase in the acceleratory ECR2 over trials. Subsequent research has
identified the ECR2 as a marker of cognitive load or mental performance (Barry & Tremayne,
1987). Thus the biphasic ECR is taken as the sum of two independent response components,
thought to reflect different aspects of information processing. Subtraction of responses (ECR1
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from the biphasic ECR1 + ECR2), under conditions varying stimulus significance, is necessary
to estimate the ECR2. The advantage of studying the ECR under such conditions is that it
shows two different response components, which appear under different circumstances: the first
an obligatory ‘transient detection’ deceleratory HR response produced to all stimuli, and the
second a reflection of ‘cognitive load’, an additional acceleratory HR response indicating
further processing of stimuli with some significance.

Ongoing research has provided support for this conceptualisation of the ECR under a variety of
stimulus and task conditions. For example Kaiser, Beauvale and Bener (1996) investigated
links between the ECR and subjects’ predetermined mean RT. Subjects were presented with a
series of 10 auditory stimuli (60 dB, 1000 Hz, 1 s duration) and each performed a simple count
(relevant) and “ignore” (irrelevant) condition.

In the task-irrelevant condition a simple

deceleratory ECR1 was observed, which was followed by a large acceleration, identified as
ECR2, in the task-relevant condition. Additionally, subjects with slower mean RTs showed an
enhanced ECR1, interpreted as reflecting a prolonged stimulus detection process in those with
slower RTs. Similar effects have also been reported in subjects with high intelligence as
measured by standard progressive matrices, indicating enhanced early processing stages in those
with greater intelligence (Kaiser, Beauvale, Bener, & Barry, 1996).

The ECR has also been studied in a variety of clinical settings. Unrug et al., (1997) investigated
the influence of anxiolytics on vigilance and cognitive processing, as evidenced by the ECR1
and ECR2, in a simple counting task. Diazepam was associated with enhanced pre-stimulus HR
and ECR1, while buspirone was found to have the opposite effect, indicating differential
vigilance effects for the two drugs. Conversely, buspirone was associated with an enhanced
ECR2, relative to diazepam, taken as evidence of an association between diazepam and
impaired cognitive processing.

The differential drug effects observed were interpreted as

confirming the independence of the ECR1 and ECR2 and their underlying mechanisms. Kaiser,
Wronka, Barry, and Szczudlik (1999) examined the ECR in a neurologically impaired group
(subjects with amyotrophic lateral sclerosis) vs. controls.

The ECR2 was identified by

subtracting the response to an irrelevant task (ECR1) from the response to a relevant task
condition (ECR1 + ECR2), and was found to be significantly reduced in the group with
cognitive impairment. No difference was found for the ECR1 between groups. These effects
were taken as support for the linkage between the ECR2 and cognitive processing, and the
invariance of ECR1 to situational parameters.

Similar support for this conceptualisation of the ECR has been obtained in a broad range of
other research, including personality dimensions (Kaiser, Barry, & Beauvale, 2001), emotional
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relevance (Kuniecki, Barry, & Kaiser, 2003) and guilt (Gamer, Godert, Keth, Rill, & Vossel,
2008). This emphasises the empirical usefulness of Barry’s conceptualisation of the ECR, and
more specifically, the ability of PPT as a sequential processing model to accommodate a diverse
range of stimulus and situational factors.

2.8

Summary

In this chapter the ECR was introduced and the conceptualisation of this response as an index of
the OR was discussed. In light of the difficulties outlined in this review, an alternative position
was presented, conceptualising the ECR as an index of preliminary processes in OR elicitation,
rather than an index of the OR itself. This chapter also provided a detailed description of the
ECR in the context of PPT, and provided empirical evidence supporting its biphasic nature and
the processes reflected in individual ECR components. It can be seen throughout this chapter
that the ECR is extremely important among OR measures, in that it shows two different timecourses, associated with differential processes, appearing under separate conditions.

Another evoked measure which demonstrates this characteristic is the event-related potential.
The following chapter will investigate the characteristics of ERPs and discuss how these two
measures may be combined to offer a better insight into the preliminary processes underlying
OR elicitation.
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3 Event-Related Potentials

3.1

Chapter aims

The aim of this chapter is to (1) introduce the concept of the event-related potential, (2) describe
the eliciting conditions and functional significance of the N1 complex and LPC, as the
components of interest for this thesis, (3) discuss research involving these ERP components in
OR paradigms, (4) provide an overview of existing literature investigating evoked cardiac and
event-related responses, and (5) discuss how investigating correlates of these two measures can
reinforce and advance the current conceptualisation of PPT, as a sequential processing model of
the OR.

3.2

An introduction to the Event-Related Potential

The electroencephalogram (EEG) is a scalp-recorded measure of the electrical activity in the
brain over time. While the continuous EEG reflects a broad range of neural activity related to
an assortment of sensory and cognitive functions, it simultaneously represents the multitude of
self-regulatory processes ongoing in the brain, including thermoregulation, heart rate and
respiration. In contrast, event-related potentials (ERPs) reflect the brain’s responses to an event
(plotted as voltage over time), and are derived by creating an average of segments of EEG, timelocked to the onset of the event. Vaughn (1969) proposed a classification of ERPs into four
distinct groups, based on those that showed stable time relationships to the actual or anticipated
occurrence of a stimulus, including sensory ERPs, motor potentials, long-latency potentials, and
steady state potential shifts. Subsequent to this early classification, a large body of literature has
examined each of these groupings in a broad range of studies in attention and informationprocessing contexts. Peaks are commonly identified according to their latency and polarity. For
example, a negative peak occurring approximately 100 ms after stimulus onset is called the
N100 or N1 component. Donchin (1978) proposed a distinction between the early exogenous
components (P1, N1, P2), which were believed to be primarily sensitive to the physical
parameters of a stimulus, and the later endogenous components (N2, P3, Slow Wave), thought
to reflect subjective factors of information processing. However, subsequent research has
shown that different components may simultaneously reflect aspects of both exogenous and
endogenous stimulus characteristics. This apparent ambiguity in eliciting conditions led to a
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focus on the specific stimulus parameters reflected by each peak, and to defining the functional
significance of each component.

Donchin, Ritter, and McCallum (1978) specified that, in order to define the functional
significance of an individual component, its scalp distribution, morphology and sensitivity to
experimental variables must be described. Substantial bodies of research have been dedicated to
the systematic examination of components, in order to determine their functional significance,
based on these criteria (e.g. Dien, Spencer, & Donchin, 2004; Donchin et al., 1984; Fabiani,
Gratton, Karis, & Donchin, 1987; Picton, Bentin, Berg, Donchin, Hillyard, et al., 2000). Two
components that have received significant attention in the literature are the N1 and LPC. These
components are of central interest to this thesis as ERP indices of processing thought to be
reflected in the ECR. That is, in a similar manner to the ECR, ERPs allow the investigation of
the sequential aspects of stimulus processing, using the timing and amplitude of components to
elucidate the processing required by a given stimulus. The N1 and LPC have been proposed to
mark early (obligatory) and late (cognitive) aspects of this processing sequence respectively,
and in this context, are relatable to the conceptualisation of the ECR in PPT (Chapter 2.7). The
eliciting conditions and proposed functional significance of the N1 and LPC are thus described
below.

3.3

N1 complex

The N1 is a negative component occurring approximately 100 ms after stimulus onset. This
component is elicited by stimuli of any modality and is maximal in the cortical regions related
to the modality of the stimulus. For example, generation of the N1 component has been
observed in the auditory cortex in response to brief tones, the occipital cortex in response to
light flashes, and the primary somatosensory cortex and postcentral gyrus in response to
somatosensory stimulation, such as air puffs (Goff, Allison, & Vaughan, 1978; Vaughan &
Arezzo, 1988). Clynes (1969) indicated that the N1 potential is evoked by a relatively abrupt
change in the energy level impinging on the sensory receptors, and as such, stimuli with very
slow onsets do not elicit this component. Specifically, the latency and amplitude of the N1
potential are determined by the slope of the energy change, that is, the rise and fall time of the
presented stimulus. Sustained stimuli elicit the N1 potential only at their onset, with prolonged
stimulus presentations increasing the N1 latency by only 30-50 ms (Kodera, Hink, Yamada, &
Suzuki, 1979; Onishi & Davis, 1968).
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An increasing body of research has indicated that the auditory N1 does not reflect a single
underlying cerebral process and should thus not be considered as a unitary phenomenon.
Vaughan and Ritter (1970) proposed that multiple cerebral generators contribute to the N1 peak,
and an extensive body of research on the neurogenesis of this component, from a broad range of
fields (including animal studies, lesion studies, intracerebral recordings and evoked response
source analysis) has supported this proposition (Budd, Barry, Gordon, Rennie, & Michie, 1998).
Originally, sub-components of the N1 were distinguished in terms of scalp topography and
latency of the negative peaks in the N1 range. McCallum and Curry (1980) described three
separate peaks: N1a, a fronto-temporal potential with a latency of 75 ms; N1b, a vertex potential
occurring at approximately 100 ms; and N1c, a mid-temporal component with a latency of 130
ms. Wolpaw and Penry (1975) described a positive-negative peak sequence recorded at midtemporal electrodes as a ‘T complex’, labelling the peaks Ta and Tb, respectively. Tb was
equivalent to the N1c of McCallum and Curry (1980), whereas Ta was identified as a small
positive peak that separates N1a and N1c at mid-temporal electrodes. In more-recent literature,
distinctions between subcomponents of the N1 have been made in terms of the neural generators
or sources rather than the latency and topography of individual N1 peaks. This approach
overcomes the problem of superposition, which is a likely confound of peak analysis where
spatially- and temporally-overlapping sources contribute to a single ERP peak recorded at the
scalp (Budd et al., 1998).

Näätänen and Picton (1987) reviewed evidence supporting their classification of different
generators or “true” N1 components that contribute to scalp recorded N1 peaks. They described
the N1 as having at least three “true” subcomponents, each distinguishable from the other by
their different source locations within the brain, and their sensitivity to stimulus features and
state factors. It was thought that the early temporal and vertex components reflected sensory
and physical properties of the stimuli, such as intensity, location and timing in relation to other
stimuli; whereas the later temporal component appears to be less specific in its response,
reflecting transient arousal. More specifically, Component 1 is described as having a frontocentral scalp distribution, and is thought to reflect the activity of bilateral vertically oriented
dipoles on the supratemporal plane of the primary auditory cortex. Component 2 may be
observed at mid-temporal locations of the scalp and is suggested to reflect bilateral radiallyoriented dipoles located in the auditory association cortex at the superior temporal gyrus.
Finally, Component 3 has a more widespread scalp distribution, showing a cental maximum,
and reflecting cortical projection of a diffuse non-specific system (Loveless & Hari, 1993).
Näätänen and Picton (1987) extended upon this description, detailing three other separate but
overlapping waves also contributing to the amplitude and topography recorded from the scalp.
These consisted of the mismatch negativity (MMN), an automatically elicited enhanced
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negativity to deviant stimuli; the processing negativity (PN), a sensory-specific enhanced
negativity elicited throughout processing of attended vs. unattended stimuli; and an ‘attentional
supervisor’, a prolonged second component of the processing negativity (Näätänen & Picton,
1987).

Näätänen (1990) suggested that the effects of ISI on the three “true” subcomponents are integral
to our understanding of the N1.

The supratemporal (Component 1) and non-specific

(Component 3) components demonstrate different relationships with ISI, with a relatively long
recovery time (> 1 min) for the non-specific component (Näätänen & Picton, 1987) compared to
a full recovery in approximately 10 s for the supratemporal component (Makela, Hari, &
Leinonen, 1988). As a consequence, the first auditory stimulus after a long period with no
discrete stimuli elicits a large N1 wave consisting of enhanced supratemporal and non-specific
components, whereas the subsequent stimuli elicit much smaller N1 waves consisting mainly of
the supratemporal component (Näätänen, 1988).

Näätänen (1986) proposed that the function of the neuronal population that generates the
supratemporal N1 component is to “cause conscious perception of the eliciting auditory
stimulus, whose specific features might be analysed by subjectively ‘silent’ neuronal events”
(p.211). Näätänen and Picton (1987) indicated that the majority of these events are earlier and
faster than processes generating the N1, and partly subcortical. Considering the large number of
processes occurring in parallel, and the differentiation in sensory systems for individual
modalities, it is unlikely that the processing of stimulus features causes conscious perception of
the stimuli per se. Instead, Näätänen (1990) suggested that a separate system, also activated by
sensory stimuli, is required that is not involved in the analysis of specific stimulus features, but
generates an attention-trigger signal which may lead to conscious perception of the stimulus.
Specifically, Näätänen (1990) hypothesised that “the entry of an auditory stimulus in the
limited-capacity system depends on the strength of the response elicited by the stimulus in the
supratemporal N1 mechanism (in relation to some threshold controlled, among other things, by
the direction and intensity of attention)” (p.212).

A large body of early and ongoing research appears to support the interpretation that sensory
information encoded by the N1 generator does not appear to correspond to the subjective
contents of perception (Butler, 1972; Parasuraman & Beatty, 1980; Winkler, Tervaniemi, &
Näätänen, 1997), but instead relates to its attention-catching properties (Näätänen, Kujala, &
Winkler, 2011; Rinne, Sarkka, Degerman, Schroger, & Alho, 2006), and has thus been referred
to as a transient detector (Graham, 1979; Loveless, 1983; MacMillan 1973; Newstead & Dennis,
1979; Phillips, 2001; Walter, 1964). For example, Walter (1964) suggested that the “vertex
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potential” notified the brain that something was happening, while the specific sensory areas
determined what it was; and Davis and Zerlin (1966) suggested that the mechanisms generating
the N1 “do not lie on the direct path, so to speak, to psychological sensation, but rather on a
parallel path with other functions” (p.116). Similarly, Squires, Hillyard, & Lindsay (1973,
1975b) reported that the N1 amplitude varied directly with the detection of a stimulus in
addition to the subject’s confidence in that detection, and Parasuraman and Beatty (1980)
observed that the N1 amplitude correlated with detection of the occurrence of a faint signal but
showed no relationship with its recognition. More recently, Näätänen et al. (2011) indicated
that the N1 is better at indexing detection rather than discrimination, in contrast to the MMN,
which they describe as the best objective index of auditory discrimination currently available
(Kraus, McGee, Carrell, King, Tremblay, et al., 1995, Kraus, McGee, Carrell, Zecker, Nicol, et
al., 1996; Lang, Nryke, Ek, Aaltonen, Raimo, et al., 1990; Näätänen & Alho, 1997; Näätänen,
Paavilainen, Rinne, & Alho, 2007).

Additionally, the N1 generator encodes stimulus information only in the first 40-50 ms
following stimulus onset (Näätänen et al., 2011); and as such, is unable to integrate stimulus
energy for a sufficient period for perceived loudness to emerge (Gage & Roberts, 2000; Scharf,
1978; Scharf & Houtsma, 1986). Thus, there is a clear dissociation between sensory magnitude
and the N1 amplitude (Picton, Goodman, & Bryce, 1970; Picton, Woods & Proulx, 1978; Pratt
& Sohmer, 1977). Similarly, Woods and Elmasian (1986) observed that the strong attenuation
of the N1 amplitude at the beginning of a stimulus block is not directly related to loudness, but
instead reflects its disruptiveness or attention-catching properties (Campbell, 2005; Rinne et al.,
2006; Valtonen, May, Makinen, & Tiitinen, 2003). It is also for this reason that the N1
generator process does not appear to be involved in feature integration (Näätänen et al., 2011).

In summary, systematic research (e.g. Näätänen, 1986; Näätänen & Picton, 1987; Näätänen,
1990; Näätänen et al., 2011) has indicated that the N1 component is associated with the afferent
response to sound onset, that is, this component has been linked with transient detection
underlying conscious perception of the presentation of a stimulus. However, the N1 component
has also been associated with feature analysis beyond that accomplished by simple detection
mechanisms (Banai, Nicol, Zecker, & Kraus, 2005, Banai, Abrams, & Kraus, 2007; Galbraith,
Arbagey, Branski, Comerci, & Rector, 1995, Galbraith, Jhaveri, & Kuo, 1997; Johnson, Nicol,
Zecker, & Kraus, 2007; Johnson, Nicol, Zecker, Bradlow, Skoe, et al., 2008).

More

specifically, Näätänen et al. (2011) have indicated that, while a large population of the N1
neurons are relatively non-specific, there is also some evidence for the N1 generator containing
highly stimulus-specific neuronal populations (Butler, 1968; Näätänen, Sams, Alho,
Paavilainen, Reinikainen, et al., 1988; Picton et al., 1978). It is these neuronal populations

40

which most likely underlie many of the stimulus intensity and task effects observed for the N1
complex.

3.3.1

Intensity and task effects

Research investigating intensity effects for the N1 has indicated that a decrease in stimulus
intensity is reflected in a decrease in N1 amplitude and increased N1 latencies (Beagley &
Knight, 1967; Billings, Tremblay, Souza & Binns, 2007; Näätänen, 1992; Picton, Woods,
Baribeau-Braun & Healey, 1977; Pratt, Starr, Michaelewski, Bleich & Mitleman, 2007; Rapin,
Schimmel, Tourk, Krasnegor & Pollack, 1966). However, according to Buchsbaum (1976), at
high intensities, the amplitude of the N1 frequently levels off or even reduces.

This is

particularly evident when stimuli are presented at shorter ISIs (2.5 s or less), and the intensity is
held constant within blocks (Picton, et al., 1970). As indicated by Näätänen and Picton (1987),
this saturation of the N1 amplitude occurs well below any saturation of subjective loudness, and
thus provides evidence for the clear dissociation between the N1 amplitude and sensory
magnitude described earlier. In paradigms where the ISI is long and stimuli varying in intensity
are delivered in the same block, the N1 shows increased amplitudes with increasing intensities,
even at high intensities (Gille, Botcher, & Ullsperger, 1986). According to Näätänen and Picton
(1987), these findings indicate that part of the N1 component evoked by a stimulus of high
intensity undergoes a more enduring and profound refractory period relative to the rest of the
response – most likely Component 3 of the N1 complex.

A large number of early studies investigating the N1 suggested that the auditory N1 component
is also enhanced when a subject is attending vs. ignoring stimuli, or when attention is directed
elsewhere (Davis, 1964; Gross, Begleiter, Tobin, & Kissin, 1965; Satterfield, 1965; Spong,
Haider & Lindsley, 1965; Debecker & Demedt, 1966; Näätänen, 1967; Wilkinson & Morlock,
1967; Hirsch, 1971; Keating & Ruhm, 1971; Picton, Hillyard, Galambos, & Schiff, 1971).
These early studies used two main approaches: the first usually managed to demonstrate that the
N1 amplitude was increased to attended stimuli compared to identical stimuli ignored in a
separate condition; the second presented relevant and irrelevant stimuli within the same block.
For example, Spong et al. (1965) alternated flashes and clicks using a 1 s ISI. When subjects
were required to attend to the clicks but ignore the flashes, larger amplitudes were observed
compared to when the clicks were ignored while the subject attended the flashes. Similarly,
larger N1 amplitudes were observed for the attended vs. ignored flashes.
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However, a potential problem with this paradigm is that it does not separate the effects of
selective attention from those associated with non-specific arousal. When subjects can predict
the timing of stimuli requiring attention, arousal levels are increased preceding these stimuli,
relative to arousal levels observed prior to equally predictable irrelevant stimuli (Donchin &
Smith, 1970; Näätänen 1967, 1970; Wilkinson & Ashby, 1974).

It is thought that this

enhancing effect of temporal predictability on the N1 arises from comparisons between relevant
and irrelevant stimuli occurring in the same block (Näätänen & Picton, 1987), as eliminating
time uncertainty has been shown to reduce N1 amplitude when the relevant and irrelevant
stimuli are presented in separate blocks (Näätänen & Gaillard, 1974; Loveless, 1983; Ohman,
Kaye, & Lader, 1972). Thus, a block of stimuli which are unpredictable may be associated with
a higher degree of arousal than a block of predictable stimuli. However, tasks examining the
effects of temporal uncertainty have used relatively simple stimuli, and according to Näätänen
and Picton (1987) it is possible that the effects of prior preparation are evident only when a task
is sufficiently demanding, such as a difficult sensory discrimination as opposed to a simple
button press. Two possible effects can therefore be seen to affect N1 amplitude in the context of
attention and task performance: any prior expectation or certainty regarding the timing of the
stimulus, and prior preparation for performing a demanding task.

Importantly, in selective attention experiments, where the timing of the attended and ignored
stimuli is not predictable, thereby eliminating the opportunity for prior preparation, attentionrelated changes have not been observed in the N1 (Hartley, 1970; Näätänen, 1967; Wilkinson &
Ashby, 1974). However, these experiments used relatively long ISIs, possibly enabling the
subject to attend to both relevant and irrelevant stimuli despite instructions to the contrary
(Hartley, 1970). Studies attempting to overcome this problem with shorter ISIs have found the
auditory N1 to be enhanced with selective attention (Wilkinson & Lee, 1972; Hillyard, Hink,
Schwent, & Picton, 1973), but only when the rate of stimulus delivery was rapid (Schwent,
Hillyard, & Galambos, 1976a) and in a moderate intensity range (Schwent, Hillyard, &
Galambos,1976b). It has also been reported that the magnitude of the N1 component varies
according to the amount of attentional resources allocated to various incoming stimuli (Schwent
& Hillyard, 1975).

Further research has suggested that the attentional effect could be temporally dissociated from
the N1 component and often extends for several hundred milliseconds beyond the N1 peak
(Näätänen, Gaillard, & Mantysalo, 1978, 1980). Näätänen and Michie (1979) initially proposed
that this effect was composed of at least two components: an early component with a frontocentral maximum peaking in the N1 latency range or somewhat later, and a second, more frontal
component, peaking 300 ms post stimulus onset (Hansen & Hillyard, 1980, 1984; Näätänen,
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Gaillard, & Varey, 1981; Michie, Solowij, Crawford, & Glue, 1993; Näätänen, 1982, 1990;
Woods, 1990; Woods & Clayworth, 1987). Continuing debate has been focussed on the issue
of whether the early portion of the attention effect is caused by an enhancement of exogenous
N1 component(s), as originally proposed by Hillyard et al. (1973), or by an endogenous
processing negativity (PN), as initially proposed by Näätänen et al.(1978). Näätänen has
suggested that the two phases of the attention effect are caused by two partially overlapping PN
components (Näätänen, 1982, 1990, 1992; Näätänen et al., 2011; Näätänen & Michie, 1979).
According to this theory, the earlier of the two components, responsible for the early attention
effect, is generated by stimulus selection occurring in the auditory cortex as a matching process
between the sensory input and an “attentional trace”, which is an actively maintained
representation of the physical features of attended stimuli.

Support for this theory is

demonstrated by a number of studies showing that even unattended stimuli may elicit some PN,
which is increased in amplitude and duration for stimuli physically resembling, though not
identical to, attended stimuli (Alho, Teder, Lavikainen, & Näätänen, 1994). Further, attended
stimuli elicit the largest-amplitude and longest-duration PN (Alho, Donauer, Paavilainen,
Reinikainen, Sams et al.,1987; Alho, Sams, Paavilainen, & Näätänen,1986; Alho, Tottola,
Reinikainen, Sams, & Näätänen,1987; Michie et al., 1993). The later PN component may in
turn reflect further processing of relevant stimuli, rehearsal of the features of the relevant stimuli
in the attentional trace, or activity of a frontal executive mechanism, receiving information
about a stimulus matching the attentional trace (Alho et al., 1994; Näätänen, 1982, 1990;
Näätänen & Picton, 1987).

However, in short ISI (e.g. 120-130 ms) auditory paradigms, thought to produce a sharp
attentional focus, the time course of the early attention effect has closely resembled that seen in
the N1 (Hackley, Woldorff, & Hillyard, 1987; Woldorff, Hansen, & Hillyard, 1987; Woldorff &
Hillyard, 1991). These results have been interpreted as supporting Hillyard et al.’s (1973)
original proposal that the attentional effect in the N1 component is caused by a genuine
enhancement of the exogenous N1 component(s).

Initially, Näätänen (1975, 1990, 1992,

Näätänen et al., 1978) proposed that even such an early attention effect may be caused by the
PN, as it is thought to begin earlier for shorter ISIs, due to increased time pressure in stimulus
selection. Differences in scalp distributions have been found for the N1 and the “early attention
effect” in short-ISI studies, suggesting separate generator sources (Alho, Paavilainen,
Reinikainen, Sama, & Näätänen, 1986; Michie, Bearpark, Crawford, & Glue, 1990; Michie et
al., 1993; Woods, Alho, & Algazi, 1991; Näätänen, Teder, Alho, & Lavikainenen, 1992; Teder,
Alho, Reinikainen, & Näätänen, 1993; Woods & Clayworth, 1987). However the N1 elicited by
unattended stimuli also consists of several exogenous components (Näätänen & Picton, 1987),
thus a difference in the observed scalp distribution between the N1 elicited by unattended
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stimuli and the early attention effect does not discount the possibility that attention selectively
enhances the response of some neuronal population contributing to the exogenous N1 (Woldorff
& Hillyard, 1991). Näätänen et al. (2011) have subsequently concluded that during very strong
focussed selective attention, both the PN and the “genuine” enhancement of the N1 component
may co-occur, in support of Hillyard’s position; and the enhanced component would most likely
be Component 1 of the “true” N1.

3.3.2

N1 summary

The N1 is a negative component occurring approximately 100 ms post-stimulus onset, and is
usually largest in the fronto-central region when elicited by auditory stimuli. (Vaughan & Ritter,
1970). Generally the N1 is thought to reflect the entry of a stimulus into the sensory system and
is thus referred to as a stimulus/transient detector (Näätänen & Picton, 1987). However the N1
has also been associated with a variety of other functions, including attention to a stimulus
(Hillyard et al., 1973) and sensitivity to stimulus parameters including intensity (Beagley &
Knight, 1967) and ISI (Hari, Kaila, Katila, Tuomisto, & Varpula, 1982). In an influential
review, Näätänen and Picton (1987) identified several different cerebral processes contributing
to the auditory N1, occurring in different locations and subserving different physiological
functions. The three “true” components of the N1 are of greatest relevance to the variables
examined throughout this thesis and are summarised as follows: Component 1 is a
supratemporal component peaking at approximately 100 ms, maximal in fronto-central regions.
According to Näätänen and Picton (1987) this component probably changes with intensity, such
that as stimulus intensity increases so too does the amplitude of Component 1. It is also
possible that this component may be enhanced by attention “through some thalamocortical
gating mechanism” (p. 411). Component 2 is a biphasic component with a positive wave at
approximately 100 ms followed by a negative wave at 150 ms, maximal in the midtemporal
region. There is a lack of data investigating intensity effects for this component, however some
attention effects have been observed with the presentation of monaural stimulus trains (Perrault
& Picton, 1984). Finally, Component 3 is a vertex negative wave also peaking at approximately
100 ms. According to Näätänen and Picton (1987), this component is most easily recorded in
response to auditory stimuli presented at intensities greater than 60 dB and ISIs greater than 4-5
s. Additionally, this component is thought to attenuate in paradigms where the timing of the
stimulus is known (Näätänen & Picton, 1987).
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3.4

P3 (Late Positive Complex – LPC)

The P300 or P3 is a large centro-parietal deflection, peaking approximately 300 ms poststimulus, first described by Sutton, Braren, Zubin, and John (1965). Sutton et al. (1965)
demonstrated that, as the subject’s degree of certainty regarding the probability of a stimulus
decreased, the amplitude of this component increased, and a number of studies investigating this
component followed. Early research emphasised the necessity of attention as an eliciting
condition (Picton & Hillyard, 1974; Ritter & Vaughan, 1969; Squires et al., 1973; Sutton et al.,
1965). However, evidence of a late positive wave to unpredictable but irrelevant stimuli (Ritter
& Vaughan, 1969; Ritter, Vaughan & Costa, 1968; Roth, 1973), differing in both latency and
topographic distribution from the component initially described by Sutton et al. (1965),
indicated that, rather than a single entity, the P300 reflected a synthesis of several distinct
processes (Courchesne, Hillyard, & Galambos, 1975; Snyder & Hillyard, 1976; Squires et al.,
1975a, 1975b). Thus an early change in nomenclature was proposed, and the more appropriate
“late positive complex” (LPC) was introduced (Vaughan & Ritter, 1970). The LPC is elicited
by stimuli of any modality and has been associated with a multitude of processes, including
orienting, attention, stimulus evaluation, and memory (Courchesne et al., 1975; Donchin et al,
1984; Hillyard & Picton, 1987; Neville, Kutas, Chesney, & Schmidt, 1986; Knight, 1996;
Squires, Squires, & Hillyard, 1975a, 1975b). Donchin et al. (1984) proposed that the P300 may
be a correlate of the “cognitive evaluation of stimulus significance” occurring together with
both the OR and the judgement of task-relevance. These authors further suggested that rather
than a single entity, this component represented a complex response that differed according to
experimental design.

Currently, the most common paradigm used to elicit the LPC is the “oddball” paradigm, in
which subjects are required to attend (e.g. count or button press), or sometimes ignore, deviant
stimuli randomly interspersed within a serious of otherwise identical stimuli. The relationship
between the amplitude of the LPC and probability of the deviant stimulus has been examined
extensively and is reliably established.

Specifically, larger LPC amplitudes have been

consistently obtained with low probability stimuli, across auditory, visual and somatosensory
modalities (Donchin, 1981; Duncan-Johnson & Donchin, 1977; Johnson, 1986; Polich &
Comenchero, 2003; Wickens, Kramer, Vanasse, & Donchin, 1983).

However, despite

consistent empirical results, the exact reason for the probability effects observed in the oddball
task is unclear. For example, it has been suggested that low-probability targets may elicit larger
LPC amplitudes due to memory updating processes associated with decreased expectancy
(Donchin & Coles, 1988; Squires, Donchin, Herning, & McCarthy, 1977; Squires, Wickens,
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Squires, & Donchin, 1976). However it has also been proposed that the low probability targets
are expected, and as such enhanced LPC amplitudes reflect the resolution of a state of suspense
or expectancy (Verleger 1988; Verleger, Jackowski, & Wauschkuhn, 1994).

The most

commonly-cited interpretation of LPC elicitation is known as ‘the context updating hypothesis’,
proposed by Donchin and colleagues (Donchin, 1981; Duncan-Johnson & Donchin, 1977;
Johnson & Donchin, 1978).

They noted that elicitation of the LPC was associated with

processing of novel and task-relevant stimuli, and that this information was incorporated into
the schema or neuronal model of a stimulus, in a process they termed “context updating”. More
specifically, Donchin (1981) proposed that these events may trigger a restructuring or updating
of working memory – an activity integral to the maintenance of accurate schemas of the
environment. Empirical support for this working memory model has been gained through
examination of the LPC in a variety of recall and recognition paradigms (Fabiani, Karis, &
Donchin, 1986, 1990; Karis, Fabiani & Donchin, 1984).

A large body of literature has been inspired by the context updating hypothesis, however,
converging evidence from numerous sources has indicated that more than one subcomponent
contributes to the LPC (e.g. Barry & Rushby, 2006; Bledowski, Prvulovis, Goebel, Zanella, &
Linden, 2004, Bledowski, Kadosh, Wibral, Rahm, Bittner, et al., 2006; Dien et al., 2004;
Halgren, Baudena, Clarke, Heit, Liégeois, et al., 1995a, Halgren, Baudena, Clarke, Heit,
Marinkovic, et al., 1995b; Knight, 1996; Simons, Graham, Miles, & Chen, 2001; Rushby, Barry
& Doherty, 2005; Spencer, Dien, & Donchin, 1999; 2001; Squires, Squires, & Hillyard, 1975a),
creating difficulties for the conceptualisation underlying the extremely influential theory.
Recent research has noted that renewed efforts are required by researchers to develop a
theoretical interpretation of the functional significance of the LPC, focussing on its underlying
subcomponents (Dien et al., 2004; Polich, 2007).

While it is clear that multiple subcomponents contribute to the LPC, there is continuing debate
in the literature as to the number of generators contributing to this complex. Early research
described elicitation of other late positive components in response to deviant or novel stimuli
(Courchesne et al., 1975; Squires et al., 1975a). More specifically, Squires et al. (1975a)
reported an early (250-280 ms) fronto-central positivity elicited by both attended and nonattended deviant stimuli in an oddball task, which they labelled P3a; as distinct from a later (340
ms) parietal positivity, enhanced for attended vs. non-attended deviants which they identified as
P3b. An additional broadly-distributed Slow Wave (SW) component was observed, which was
described as “in part contemporaneous with the P3a and P3b peaks” (p. 398). Courchesne et al.
(1975) reported another component, that was more frontally distributed, and showed a longer
peak latency (360 – 450 ms) than the previously reported components. This component was
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found to be elicited by complex rare non-target pictures randomly interspersed in an attended
oddball series, and was thus labelled the Novelty P3. In subsequent work, Courchesne, (1983)
and Courchesne, Kilman, Galambos, & Licoln (1984), reported three ERP components that
demonstrated increased amplitudes to complex environmental sounds in an attend oddball task:
an early (300 ms) central component referred to as P3a, a later (500 ms) positive parietal
component labelled a SW, and a late negativity (800 ms). The authors reported that the P3a and
late negativity were separable from the P3b and SW based on developmental data, but also
indicated that any similarities between the components they identified and those described by
other researchers (such as P3a), required further investigation.

An abundance of research has subsequently replicated Courchesne et al. (1975) in both auditory
and visual modalities (e.g. Comenchero & Polich, 1998, 1999; Cycowicz & Friedman, 1988;
Fabiani & Friedman, 1995; Katayama & Polich, 1988; Knight, 1997; Simons et al., 2001;
Spencer et al., 2001), however, there has been continuing controversy regarding the number of
subcomponents underlying the LPC, and which of these, elicited under differing conditions,
may be identical to others. In an attempt to resolve these conflicts, in recent research, there has
been an increase in the use of principal components analysis (PCA) aimed at disentangling the
late ERP components elicited by deviant stimuli. PCA is a multivariate technique used as a
method of summarising/reducing data, that seeks to reveal latent variables underlying patterns
of covariation occurring in ERP data sets (Dien & Frishkoff, 2005; Kayser & Tenke, 2003;
Mocks & Verleger, 1991). By identifying and grouping unique variance patterns for a given set
of ERP waveforms, PCA decomposes the variance structure of the observed data into
components (factor loadings) and their associated weights (factor scores), which may then be
interpreted as operational definitions of ERP components.

While it has been suggested that PCA has some limitations when applied to ERP data (Wood &
McCarthy, 1984) and has been shown to be sensitive to parameters including latency jitter, and
component overlap and correlation (Dien, 1998; Donchin & Heffley, 1978), the technique has
been utilised successfully in a multitude of studies attempting to identify ERP subcomponents
underlying the LPC (e.g. Dien, Spencer, & Donchin, 2003; Goldstein, Spencer, & Donchin,
2002; Simons et al., 2001; Spencer et al., 1999, 2001; Squires et al., 1975a). These studies have
consistently demonstrated that, for an oddball sequence, deviant stimuli elicit both the P3a and
P3b components, with increased amplitudes for attend vs. ignore conditions. Furthermore, nontarget deviants (i.e. novel stimuli) have been shown to elicit a frontally-distributed positive
component (Novelty P3) and also a parietal positive (P3b) component. Donchin and colleagues
(Dien et al., 2003; Goldstein et al., 2002; Spencer et al., 1999, 2001) used spatiotemporal PCA
(see Spencer et al., 1999) with the aim of elucidating the late ERP components elicited by
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deviant stimuli under attend and ignore conditions. Research from this group has consistently
demonstrated that all deviant stimuli, regardless of attention and stimulus novelty, elicit the P3a
and P3b components. Spencer et al. (2001) indicated that the relative amplitudes of these
components depends on “the relationship between the particular deviant stimuli and task
requirements” (p.355).

That is, for an attended oddball task, a large amplitude P3b and

relatively small P3a were observed for target deviants, whereas for highly salient non-target
deviants (novel stimuli) large amplitudes for both the P3a and P3b were observed.

The

elicitation of the P3b by both target and non-target deviant stimuli was taken as support for
Donchin’s (1981; Donchin & Coles, 1988) hypothesis that the P3b reflects the process initiated
when one needs to update a mental model or schema of the environment in working memory.
However, the authors indicated the functional significance of the P3a component was less clear
(Spencer et al., 2001).

Research investigating the P3a has indicated that this component is elicited by infrequent
stimuli differing along a single dimension (e.g. intensity) compared with standard stimuli
(Johnson, 1993; Snyder & Hillyard, 1976; Squires et al., 1977). This component is thought to
be enhanced with reduced stimulus probability (Johnson, 1993), and has been proposed to
reflect an involuntary switching of attention (Näätänen, 1992), inhibition of a response
automatically engaged with the detection of deviance (Goldstein et al., 2002), and most
commonly as part of a general of involuntary OR to unexpected or novel stimuli (Courchesne,
1978; Courchesne et al., 1975; Cycowicz & Friedman, 1998; Fabiani & Friedman, 1995;
Friedman & Simpson, 1994; Knight, 1996; Roth, 1973; Squires et al., 1975a, 1975b;
Yamaguchi & Knight, 1991). More recent research has indicated that stimulus salience appears
to be an important factor influencing P3a amplitude (Dien et al., 2003, 2004; Goldstein et al.,
2002), while factors such as unexpectedness (Dien et al., 2004) or novelty (defined in terms of
stimulus complexity) (Comenchero & Polich, 1999; Dien et al., 2003; Goldstein et al., 2002;
Spencer et al., 1999, 2001) are not necessary for its elicitation. Although the oddball paradigm
is commonly used to investigate the P3a, Dien et al. (2004) demonstrated that the elicitation of
this component is not restricted to this task design.

Dien et al. (2004) examined two

components identified by Falkenstein, Hohnsbien, and Hoorman (1994) – the P-SR (positivity –
simple response) and the P-CR (positivity – choice response) to determine whether these were
separate components contributing to the LPC time frame, or were simply analogous components
of the P3a and P3b. The study replicated the Falkenstein et al. (1994) study with the addition of
one each of an auditory and visual oddball task. A PCA for the Falkenstein task produced only
two components, corresponding to the topographies of the P3a and P3b components elicited by
target deviants in the oddball task. Dien et al. (2004) concluded that, while their findings did
not rule out current accounts of P3a elicitation, there was evidence to suggest that the P3a and
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P3b reflect independent and dissociable processes.

It was also proposed that current

developments in the literature indicate a simpler taxonomy, specifically that effects could
largely be described in terms of two components, the P3a and P3b, with the addition of the SW
under certain conditions (Dien et al., 2004).

As mentioned briefly above, the classic or late SW (Ruchkin, Johnson, Mahaffey, & Sutton,
1988; Ruchkin & Sutton, 1983; Sutton & Ruchkin, 1984), has been shown to temporally overlap
the P3a and P3b components (Roth, Ford, & Kopell, 1978; Ruchkin & Sutton, 1983; Spencer et
al., 2001; Squires et al., 1975a, 1975b). While the SW is commonly extracted as a single PCA
factor, this component is often described as exhibiting a general anterior-negative and posteriorpositive topography (Pritchard, Brandt, & Barrat, 1986; Rohrbaugh, Syndulko, & Lindsey,
1978; Squires et al. 1975a). Subsequent research has suggested that, rather than a single
component, the anterior and posterior aspects of the SW may be two separate ERP components,
as they have been shown to be differentially sensitive to task demands (Friedman, Brown, &
Vaughan, 1984; Loveless, Simpson & Näätänen, 1987; Ruchkin & Sutton, 1983; Simons et al.,
2001). For example, the anterior negative SW is reported as being elicited by deviants in both
attend and ignore oddball conditions, in contrast to the posterior positive SW elicited only in
attend conditions (Courchesne et al., 1983; Näätänen et al., 1982; Spencer et al., 2001).
However, other researchers have reported that the posterior positive SW is not always present
for attend conditions (Dien et al., 2004; Friedman et al., 1984) and may instead reflect the
amount of processing time required for a decision to be made (Ruchkin, Munson, & Sutton,
1982). Task difficulty (Roth et al., 1978), sustained attention (Gevins, Smith, Le, Leong,
Bennett, Martin, et al., 1996) and increased perceptual difficulty (Ruchkin et al., 1988) have
also been proposed to influence the elicitation of the posterior positive SW.

3.4.1

Intensity and task effects

While auditory oddball tasks have been successfully used to elicit the LPC in a broad range of
normal and clinical populations (e.g. Goodin, Aminoff, & Chequer, 1992; Pfefferbaum, Ford,
White & Roth, 1989; Polich, 1993; Polich, Ladish & Bloom, 1990; Picton, 1992; Pollock &
Schneider, 1992; Roth, Pfefferbaum, Horath, Berger & Kopell, 1980; Roth, Blowers, Doyle, &
Kopell, 1982; Rushby, Gonzalves, Barry, & Polich, 2004) and in both theoretical and empirical
studies (e.g. Johnson, 1986; Knight et al., 1989; Polich, 1989; Squires et al., 1976, 1977), the
possible contribution of stimulus factors (e.g. intensity) to these results has not been well
delineated (Sugg & Polich, 1995). The reason the influence of these factors on the LPC have
not been sufficiently addressed may arise from the assumption that this ERP component is
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relatively immune to the influence of stimulus parameters, most likely based on its widely
acknowledged endogenous origins (Donchin et al., 1978; Hillyard & Picton, 1986).

Although this viewpoint is predominant in the literature, there have been several studies that
have investigated auditory stimulus effects on the LPC in startle response paradigms (Putnam &
Roth, 1990; Roth, Dorato, & Kopell, 1984; Roth et al., 1982) and others that have manipulated
stimulus variables in order to elicit ERPs passively in the absence of a response task (O'Donnell,
Friedman, Squires, Maloon, Drachman, et al., 1990; Polich, 1986, 1989b; Surwillo & Iyer,
1989).

However there are few studies that evaluated systematic stimulus effects such as

intensity, in active discrimination paradigms. Papanicolaou, Loring, Raz, and Eisenberg (1985)
manipulated intensity of auditory stimuli while maintaining identical tone frequencies and
reported a decrease in P3 latency but no amplitude effects with decreasing tone intensity for
both target and standard stimuli, and Polich (1989a) reported similar effects. However, in more
recent research, Sugg and Polich (1995) reported increased LPC amplitudes and decreased peak
latencies with increased stimulus intensity in an auditory paradigm. Similarly, Polich, Ellerson,
and Cohen (1996), observed increased LPC amplitudes with increased stimulus intensity in both
auditory and visual paradigms.

Of those studies which do examine intensity effects in the LPC, the general pattern appears to
indicate an enhancement of LPC amplitudes with increased stimulus intensities (e.g. Covington
& Polich, 1996; Gonzalves, Barry, Rushby & Polich, 2007; Picton & Hillyard, 1974; Ritter &
Vaughan, 1969; Roth et al., 1982; Rushby et al., 2004). However, according to Polich et al.
(1996), the exact nature of the contribution of these stimulus factors to elicitation of the LPC
remains unclear. As discussed in section 3.2.1 stimulus parameters such as intensity readily
affect the amplitude of exogenous auditory components such as N1, as well as other long
latency components such as P2 and N2 (Polich & Starr, 1983; Polich, Aung, & Delissio, 1988).
It would therefore seem reasonable to suggest that because such variables can alter the
components commonly identified as sensory components, they may also influence the portions
of the ERP usually attributed to cognitive processes, such as the LPC. For example, LPC
amplitude may increase with greater stimulus intensities because of increased overall subject
arousal, which can have a pronounced effect on component size (Polich & Kok, 1995; Putnam
& Roth, 1990). A further possibility is that more intense stimuli in some way increase the
meaningfulness of a stimulus resulting in enhanced ERP components (Johnson, 1986, 1988).
Given the lack of current research involving associations between stimulus parameters and the
late ERP components it is difficult to determine which of these alternatives best describes the
processes underlying these findings.
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In contrast, the relationship between the LPC and attention / task effects has been reliably
established. As introduced in section 3.4, while attention is not a necessary condition for
elicitation of this component, enhanced LPC amplitudes have been consistently observed in
attend vs. ignore oddball tasks; and specifically for both the P3a and P3b subcomponents –
although larger effects have been observed for P3b than P3a (Spencer et al., 2001). However,
the robust relationship between the LPC and attention is not specific to the oddball paradigm
and has been demonstrated in a large variety of tasks ranging from simple counting paradigms,
to more complex selective attention tasks.

Johnson (1988) suggested that counting paradigms were important in the investigation of the
LPC, as they allow for the examination of task complexity, since there is no task assigned to the
uncounted stimuli. These tasks require subjects to silently count a subset of events in a series of
stimuli and demand equal amounts of attention for identification and categorisation (i.e. to count
or not to count), however only one of the stimulus categories requires the additional processing
involved in incrementing the mental count.

Johnson (1988) indicated that this additional

processing may account for the observation that the counted (target) stimulus elicits a larger
LPC amplitude than the not-counted stimulus (standard). This result, often referred to as the
“target effect” has been observed to result in enhanced LPC amplitudes in a substantial body of
research (e.g. Duncan-Johnson & Donchin, 1977; Johnson & Donchin, 1982; Picton, Hillyard,
& Galambos, 1974; Picton et al., 1971; Ritter & Vaughan, 1969; Schwent et al. 1976; Squires et
al., 1973, 1977). Similar effects have also been observed in basic RT tasks (e.g. Teuting &
Sutton, 1976), indicating that the LPC may be linked to stimuli requiring additional processing,
such as that required to make a mental or physical response (Johnson 1988). Enhancement of
LPC amplitudes with increased attention has also been observed in selective-attention
paradigms (e.g. Harter & Salmon, 1971; Hillyard et al., 1973), dual-task paradigms (e.g. Isreal,
1980a, 1980b; Kramer, Wickens,& Donchin, 1983), continuous performance tasks (e.g.
Lawrence, Barry, Clarke, McCarthy, Selikowitz et al., 2005) and a variety of other experimental
designs manipulating attention effects. The broad range of tasks able to elicit the LPC and its
underlying subcomponents with varying manipulations of attention reinforces the importance of
the role of this ERP component in theories of cognitive processing.

3.4.2

LPC summary

The P3, as it was originally identified, is a pronounced positivity over parietal areas occurring
approximately 300 ms after the presentation of an infrequently-occurring stimulus (Sutton et al.,
1965). However, rather than a single entity, the P3 component has been shown to represent a
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complex response, with the balance of components/processes differing with experimental
design. Vaughan and Ritter (1970) proposed a change in nomenclature, introducing the more
suitable LPC label used throughout this thesis. Subsequently the LPC has been referred to as
the P3b, in addition to the P3 or P300, and is commonly associated with aspects of attention,
and stimuli requiring cognitive processing (e.g. Courchesne et al., 1975; Squires et al., 1975a,
1975b). The amplitude of the LPC has also been demonstrated to be enhanced with increased
stimulus intensity (e.g. Picton et al., 1974; Gonzalves et al., 2007; Rushby et al., 2004) and
significance (e.g. Donchin & Coles, 1988; Squires et al., 1975a, 1975b, 1977). Recent research
has focussed on disentangling the subcomponents underlying the LPC using PCA. While there
is ongoing debate as to the number of components underlying this complex, identified
components have included P3a, P3b, the Novelty P3, and the SW. Given the lack of novel
stimuli involved in the task designs used throughout this thesis, it is predicted that any evidence
of LPC subcomponents in the following studies is most likely to reflect the involvement of P3a
and P3b. The P3a is described as an early (~ 300 ms) fronto-central component, influenced by
stimulus salience (Dien et al., 2003, 2004; Goldstein et al., 2002) and also stimulus parameters
(e.g. Johnson, 1993). In contrast, the P3b is generally described as a posterior maximum
positivity (~ 350 ms) enhanced in actively-attending subjects (Dien et al., 2004; Simons et al.,
2001; Spencer et al., 2001; Squires et al., 1975).

3.5

ERPs in the OR context

As discussed in Chapter 1, the bulk of OR research has focussed on autonomic measures, using
paradigms accommodating their relatively slow responses. Most have presented a small number
of stimuli at long ISIs, and examined individual automatic responses to discrete stimuli. ERPs,
which could provide analogous central measures of the OR, typically have a poor signal/noise
ration and as such are commonly examined as averaged responses. This approach requires large
numbers of stimuli presented at short ISIs. As noted by Barry, MacDonald and Rushby (2011),
such paradigms clearly confound novelty effects, and thus the paradigm gap between ANS/CNS
investigations has restricted ERP research in the OR context, despite the OR having obvious
relevance to many questions in perception and cognition. As components of interest for this
thesis, literature investigating the N1 and LPC in the OR context is outlined below.
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3.5.1

N1 complex

Habituation effects had been reported for the N1 component (also examined as the N1/P2
complex) in early research, indicating that it may be an ERP analogue of the OR (Fruhstorfer,
1971; Ohman, Maclean, & Lader, 1975; Ritter et al., 1968; Woods & Elmasian, 1986). These
studies used both short-term and long-term habituation to examine response decrement. For
example, Ritter et al. (1968) presented participants with a train of 30 tone repetitions, with a
variable ISI of 2-5 s. Subjects were presented with twenty-four stimulus trains, with a five
minute rest period between trains. To examine long-term habituation, ERPs were averaged
across each train, and train-to train amplitude changes were compared.

For short-term

habituation, ERPs were averaged according to the stimulus position in the train, and stimulusto-stimulus changes were compared. The authors reported a decreased amplitude for the N1/P2
complex for both the long-term and short-term contrasts. However, rather than a systematic
decrement, a reduction was apparent only in responses to the first few stimuli/trains, whereas
the following response amplitudes remained at approximately 50% of the initial response.
Conflicting findings were reported for longer ISI conditions, suggesting that the reductions
observed using shorter ISIs may reflect refractoriness within the auditory system (Ohman et al.,
1972; 1975; Ohman & Lader, 1972; Ritter et al., 1968). Näätänen (1990, 1992) suggested that
the large amplitude (vertex maximum) N1 peak, such as that commonly evoked by the first
stimulus in short-term habituation paradigms, is primarily due to the non-specific N1. Näätänen
and Picton (1987) proposed that the refractoriness of the non-specific N1 lasts for a minimum of
30 s, and that the rapid decrement observed for subsequent stimuli in short ISI habituation
paradigms reflects the absence of this component.

The authors indicate that rather than

reflecting the OR, the non-specific N1 functions to produce a widespread transient arousal
reaction, aimed at facilitating sensory and motor responses to the eliciting stimulus. However,
stimulus repetition effects may be observed for this component at very long ISIs (Näätänen &
Gaillard, 1983).

As discussed in previous chapters, in order to establish that response decrement represents
habituation and is not the result of other factors such as fatigue or refractory periods, response
recovery and dishabituation must also be demonstrated (Thompson et al., 1979). Habituation is
examined in terms of response decrement to repetitions, response recovery is evidenced by an
enhanced response to a deviant stimulus, and dishabituation is demonstrated if response
magnitude increases to re-presentation of the standard stimulus (i.e. following the deviant) (e.g.
Barry & James, 1981; Garcia-Austt, Bogacz, & Vanzulli, 1964; Webster, Dunlop & Simons,
1965). The majority of studies examining habituation in the N1 have examined response
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decrement and/or response recovery, but none of the early research had formally demonstrated
whether the reported effects were due to a genuine habituation process. Instead, the tendency in
ERP research has been to simply apply the term “habituation” to any rapid response decrement
with repetition of a stimulus. This common failure to adequately define habituation has led to
substantial confusion in interpreting ERP response decrements.

More recently, Barry, Cocker, Anderson, Gordon, and Rennie (1992) examined the N1
component in a short-ISI equivalent of the dishabituation paradigm. Continuous EEG was
collected from subjects who were presented with 15 trains of stimuli at an inter-train interval of
5 s. Each train contained 10 stimuli with an ISI of 1.1 s and a change trial occurring at position
eight in the train. The stimuli were 500 Hz tones except for the change stimulus, which was
1000 Hz. Data were averaged over trains, according to the stimulus position in the train (i.e.
trial number), to obtain ERPs. While the N1 amplitude showed evidence of a systematic
response decrement over trials 1-7 and response recovery to the change trial, no evidence of
dishabituation was observed. These effects were interpreted as indicating that the observed
response decrement was not due to habituation, but was probably a recovery-cycle or refractory
period phenomenon. In the same paradigm, Barry, Feldman, Gordon, Cocker, and Rennie
(1993) successfully demonstrated habituation, response recovery, and dishabituation in SCRs,
confirming that the paradigm was suitable for examining habituation effects in the OR context.

In a follow-up study, Budd et al. (1998) examined the extent to which response decrements in
the N1 component were due to a genuine habituation process vs. receptor fatigue. The authors
examined response decrement in three separate ISI groups (1, 3, 10 s) using the ERP-style
dishabituation paradigm described in Barry et al. (1992). A substantial reduction in amplitude
was observed from tone 1 to tone 2 for the 1 s ISI group. However, no decrement was observed
for the 10 s group and only an intermediate reduction was observed for the 3 s group.
Additionally, no dishabituation effects were observed for any of the three ISI groups. Budd et
al. (1998) noted that these findings confirmed their previous refractory-cycle interpretation, and
provided little support for the view that N1 response decrements were due to a genuine
habituation process.

3.5.2

LPC

The LPC has had little examination in the traditional OR context.

This is particularly

surprising, given that the monolithic context-updating hypothesis has its roots in Sokolov’s
concept of the OR (Donchin et al., 1984; Polich & Criado, 2006). A number of studies that
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examined trials effects for the LPC have reported evidence of response decrement over stimulus
repetitions (Becker & Shapiro, 1980; Kenemans, Verbaten, Roelofs & Slangen, 1989; Verbaten,
1983; Woestenburg, Verbaten, & Slangen, 1983). However, this effect is not always observed
with active discrimination tasks (Polich, 1989; Roth et al., 1984), or when the stimulus is made
relevant in some way to the subject (Wetter, Polich, & Murphy 2004), although response
decrement and response recovery have been demonstrated after several blocks of trials (Polich
& McIsaac, 1994).

Maltzman (1979a, 1979b) speculated that examination of the LPC in an OR context may
provide a neuropsychological basis for a distinction between the voluntary OR (elicited by
cortical activity involved in learning, conditioning etc. – i.e. sensitive to psychological
variables) and an involuntary OR, dependent upon external stimulation (i.e. an automatic
response to stimulus parameters). This was based on an earlier observation (Maltzman, 1977)
that SCRs induced by significant vs. non-significant stimuli appeared to have different cerebral
organisations, which was supported in subsequent research (Donchin et al., 1984; Fredrikson,
Furmark, Olsson, Fischer, Andersson, et al., 1998; Rippon, 1990, 1993). Marinkovic, Halgren,
and Maltzman (2001) proposed that the physiological and functional differences shown between
the P3a and P3b components may support the distinction between the voluntary and involuntary
OR. ERPs and SCRs were simultaneously collected during a novelty oddball task in which
subjects were required to simultaneously count and button press in response to rarely occurring
target tones (no response was required to occasional non-signal novel tones). They identified
two LPC subcomponents corresponding to the P3a and P3b. Specifically, a large fronto-central
P3a was evoked only for unique novel trials, and also showed evidence of an SCR-OR. Based
on these findings, the authors proposed that P3a represents a central index of orienting to
incidental and biologically salient stimuli. It was also noted that this response appears to be
involuntary, as it does not require active attention. The P3b was elicited to both target and
novel tones, but did not show a clear relationship to the SCR. Thus, it was suggested that
elicitation of the P3b may represent voluntary cognitive processing of rare task-related stimuli.

More recently, Rushby et al. (2005) explored across-train averaging to examine novelty effects
in the LPC. Auditory stimuli were presented in trains, with each train consisting of 5 trials at
one tone intensity, 1 at another (change trial), and 1 at the original intensity, all presented with
an ISI of 8 s. Tones were either 50 or 80 dB, and alternate subjects had trains commencing with
different intensities. Within each of these groups, half the subjects were able to ignore the
stimuli (indifferent groups) and the others were required to give a speeded button-press response
to the change trial (significant groups). 15 trains were presented at an inter-train interval of 30
s. For each trial, response measures were averaged across trains, allowing within-subjects
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examination of habituation phenomena, and between-subject tests of stimulus intensity and
significance effects. For the SCR, a systematic response decrement was observed over trials 15, recovery at the change trial, and dishabituation at the following trial. A main effect of
stimulus intensity was also observed between subjects over trials 1-5. Larger response recovery
was reported for the loud change, and also for subjects required to button-press vs. those in the
indifferent group. These effects of stimulus repetition and change, intensity, and significance
were as predicted for the OR, and the SCR was thus used as a profile with which to compare
data for the LPC. The amplitudes of the LPC also showed response decrement over trials 1-5,
recovery at the change trial, and dishabituation after the change. Further, the between-groups
intensity effects on trials 1-5, and larger recovery on the change trial for loud and button-press
stimuli replicated the effects observed in the SCR. These results were taken to indicate that the
LPC parallels the SCR as an OR index (Rushby et al., 2005). In the same study, to address the
findings of Marinkovic et al. (2001), Rushby et al. (2005) utilised PCA to separate the ERP
subcomponents underlying the LPC. Four subcomponents were extracted and subsequently
identified as P3a, P3b, the Novelty P3, and the classic SW. The authors reported that neither the
P3a or P3b met the formal criteria for an OR index in their study. Instead, these subcomponents
(and the others extracted) appeared to reflect selected aspects of the eliciting stimulus conditions
of the OR.

In a subsequent study, Barry and Rushby (2006) again used the SCR as a model of the OR, to
examine the LPC in a short ISI equivalent of the Go/NoGo task. Participants were presented
with a 15 each of target and non-target auditory stimuli randomly interspersed at a short ISI.
Consistent with the OR perspective, across-subject mean SCRs demonstrated larger responses to
significant (Go) compared with indifferent (NoGo) stimuli, and exponential response decrement
over trials. Using low resolution electromagnetic tomography (LORETA), separate sources
were observed to differ for Go vs. No stimuli, shown to be representative of the P3a and P3b
subcomponents. Substantial source overlap was observed at trial 1, and these common sources
showed exponential response decrement over trials, indicative of the elicitation of the Novelty
P3 in the initial response to both stimulus types. Barry and Rushby (2006) speculated that
future research could profitably seek linkages between these subcomponents and autonomic
measures, in the context of the autonomic response fractionation described in PPT.
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3.6

ERPs in PPT

Based on the series of research studies investigating ERP correlates of the OR emerging from
Barry’s lab, Barry (2009) published an updated version of PPT, which included the LPC as an
OR index (Figure 3.1). Barry (2006) had earlier indicated that, given the lack of evidence for
genuine habituation effects in the N1, this component was “a potential candidate as an ERP
index of either the stimulus transient detector, or the intensity processing stage in PPT” (p. 362).
However, as this proposed relationship had not been specifically examined, the N1 ERP was not
included in the updated version of the model.
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Figure 3.1. An expanded version of PPT introducing ERP measures (Barry, 2009). Note the
HR decel. and HR accel. responses from the previous version have now been specifically
identified as ECR1 and ECR2.

Similarly the term GSR has been replaced by the more

commonly used SCR.

Subsequently, Barry and Rushby (2009) used the SCR as an OR-yardstick to explore the major
components of the ERP (P1, N1, P2, N2, LPC), in a variant of the classic habituation paradigm,
in which one series of twelve significant auditory stimuli were presented with a fixed ISI of 2
minutes. Baseline-to-peak measures were first derived for each of the ERP components for
each trial, and compared with the SCR. Additionally, PCA was used to decompose the post-
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stimulus segment of the ERP, which indicated that three phasic positivities contributed to the
LPC. These components corresponded to the the P3a, P3b and Novelty P3 as reported in
previous work (Barry & Rushby, 2006; Rushby et al., 2005). Consistent with the response
fractionation shown by the autonomic measures of the OR, the LPC subcomponents were
shown to reflect preliminary processes as described in PPT. Specifically, Barry and Rushby
(2009) proposed that the P3a and P3b components appear to be likely analogues of pre-OR
outputs of the temporary feature-matching system. In contrast, the Novelty P3 clearly reflected
only novelty, indicating this subcomponent is a probable analogue of the respiratory response
(RESP) and EEG alpha desynchronisation (α – D).

3.6.1

ECR-ERP relationships

Following the success of this emerging research, it is the aim of this thesis to further elucidate
ANS-ERP relationships in the OR context, specifically focussing on ERP correlates of the ECR,
as an index of stimulus registration (ECR1) and cognitive processing (ECR2) in the sequential
processing model of PPT.

Previous research has investigated similarities between cardiac responses and indices of central
processing (e.g. Jennings, van der Molen, & Steinhauer, 1998; Kaiser et al., 1996, 1999;
Lyytinen, Blomberg, & Näätänen, 1992; Simons et al., 1998; Zimmer et al., 1991). However,
only a very small proportion of this research has attempted to make specific linkages between
cardiac responses and specific components of the event-related potential in an OR context. For
example, Lyytinen et al. (1992) examined the relationship between preconscious and conscious
processing in the central nervous system and ANS indices of the OR. They reported a reliable
HR deceleration for pitch-deviant stimuli, but the only ERP effect that tended to correlate with a
cardiac response was a late positive ERP associated with HR acceleration. Similarly, Simons et
al. (1998) suggested that ERP and HR changes were compatible in terms of automatic and
controlled processing in a three-stimulus long-ISI paradigm.

Specifically, early automatic

processing was associated with a deceleration in HR and the N1 component of the ERP, and
more controlled processing with HR acceleration and late positive components (P3a, P3b and
the late SW).

However, while previous research has attempted to link ERP and cardiac responses, the
approach has been unnecessarily complicated by the inclusion of stimuli not required to affect
change in either the cardiac or ERP responses. Problematically, many of these studies also
interpret cardiac effects based on Sokolov’s unitary conceptualisation of the OR, as discussed in
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Chapter 2. There is a paucity of data that examines ERP and ECR measures in simple singlestimulus conditions, without the complexities of superfluous stimuli, clinical populations, or
active tasks.

Given the similarities between the conditions in which the ECR (described in Chapter 2) and the
ERP components introduced in this chapter are thought to be elicited, basic stimulus conditions
should yield comparable effects in the two systems. In this context, we aim to examine the N1
complex and LPC under conditions shown to reliably produce differences in the ECR (i.e.
simple counting paradigms). It is expected that similarities may be drawn between these two
sets of measures, and that these findings may be used as a basis for clarifying the relationship
between ERP measures and ANS indices of stimulus processing leading to OR elicitation, in the
context of PPT.

More specifically, it is hypothesised that, as a proposed ERP index of stimulus
detection/registration, the N1 complex will demonstrate response characteristics similar to the
ECR1 (i.e. invariance to manipulations of stimulus intensity and significance). In a similar
manner, as an index of significance/cognitive processing, it is hypothesised that the LPC will
respond in an analogous manner to the ECR2 (i.e. enhancement with increased stimulus
significance), via linkages between OR processing mechanisms and executive processing of
significant stimuli. A version of PPT indicating these predictions (based on Barry, 2009) is
shown in Figure 3.2.
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Figure 3.2. A version of PPT including hypothesised ERP correlates of the ECR, based on the
model published in Barry (2009). Hypothetical ERP correlates of existing PPT measures are
shown in brackets.

3.7

Chapter summary

This chapter provided a general introduction to the ERP and specifically examined the eliciting
conditions and functional significance of the N1 complex and LPC, as components of interest
for this thesis. These components were examined in the context of OR research, and emerging
research linking ERPs to stimulus processing in the context of PPT was reported. In an attempt
to extend and clarify recent linkages between ANS measures and ERP components in PPT,
research investigating ERPs and cardiac responses was outlined and the specific hypotheses of
this thesis were introduced. Identifying linkages between these ERP components and ANS
indices of stimulus processing in the context of PPT will serve to clarify the functional
significance of both the N1 and LPC. Additionally, these data will offer further insight into the
cortical processes underlying the ANS stimulus-response patterns which have been reliably
observed in PPT research, allowing for the ongoing development and refinement of this
sequential processing model of the OR.

The remaining chapters of this thesis examine the ECR, and the N1 and LPC ERP components
in a series of studies based on simple counting tasks, and using varying manipulations of
stimulus intensity, cognitive load and task complexity to examine response effects. The first
study is a simple within-subjects investigation of stimulus intensity and between-subjects
examination of cognitive load, and is presented in the following chapter.
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4 Study 1 – A between-subjects investigation of the effect of
cognitive load and within-subjects investigation of the
effect of intensity on auditory event-related potential
correlates of the evoked cardiac response 2

4.1

Introduction

The introductory chapters of this thesis have presented PPT as a sequential processing theory
which has the ability to accommodate the variety of fractionated responses commonly observed
in OR paradigms, largely based on autonomic data. Chapter 1.4.3.2 describes the importance of
integrating ERPs into PPT in order to evaluate the contribution of CNS activity to the ANS
based theory, with recent research indicating that it is possible to derive meaningful CNS data
from adaptations of traditional autonomic paradigms (e.g. Barry et al., 1992; Budd et al., 1998;
Rushby et al, 2005; Rushby & Barry, 2007).

The general aim of this field of research is to identify components that show stimulus-response
profiles similar to those associated with the OR or the preliminary processes associated with
PPT. A large number of ERP components have been identified as potential CNS correlates of
the OR (e.g., N1: Kenemans et al., 1989; N2: Näätänen & Gaillard, 1983; O-wave: Loveless,
1979; Rohrbaugh, 1984; Slow Wave: Zimmer 2002; P300: Donchin et al., 1984; P3a: Squires et
al., 1975; and novelty P3: Courchesne et al., 1975), however, as suggested by Rushby and Barry
(2007), methodological differences have hindered understanding of the relationships between
peripheral and central measures. Previous research suggests that the complexity of ERPs would
require a decomposition of the OR into more basic processes before relationships between
specific components and aspects of the OR can be elucidated in any detail (Simons et al., 1987),
however few studies have focused on relationships between specific autonomic measures and
components of the ERP.

2

The data from this study have been published as: Lawrence, C.A. & Barry. R.J. (2009). ERPs and the
evoked cardiac response to auditory stimuli: Intensity and cognitive load effects. Acta Neurobiologiae
Experimentalis, 69, 552-559. The published version is included in Appendix A.
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The autonomic focus of this thesis is the HR response known as the ECR, within the context of
PPT. In Chapter 2.2 the ECR was introduced as a multiphasic response affected by both
stimulus and situational factors.

More specifically, in situations with minimal task

requirements, a simple HR deceleration occurs (ECR1), which may be followed or partially
obscured by an additional relatively large acceleration (ECR2) when the significance of the
stimulus is increased. That is, the biphasic ECR is taken as the sum of two independent
response components, thought to reflect different aspects of information processing. Thus,
some form of subtraction of responses (ECR1 from the biphasic ECR1 + ECR2) under
conditions varying in stimulus significance, is necessary to estimate the ECR2. Manipulation of
stimulus significance is usually produced by the instruction to cognitively respond to the
stimulus in some way, such as silently counting (e.g. Barry, 1984c, 1984d). This is in contrast
to conditions with no stimulus significance, where the subject is allowed to ignore the stimuli,
and is given no stimulus-related task.

The advantage of studying the ECR under such

conditions is that it shows two different responses, which appear under different circumstances:
the first an obligatory ‘transient detection’ response produced by all stimuli, and the second a
reflection of ‘cognitive load’, an additional response indicating further processing required by
stimuli with some significance.

In a similar manner, ERPs allow investigation of the sequential aspects of stimulus processing
using the timing and amplitude of components to elucidate the processing required by any given
stimulus. Extensive research in this field has resulted in identification of components which are
reliably elicited under certain conditions, linking these components with the cognitive processes
associated with these conditions.

Chapter 3 identified two components (N1 and LPC)

consistently linked to the processes thought to be represented by the ECR (i.e. stimulus
registration / transient detection and cognitive load / attentional or executive processing,
respectively). Thus, if the separate components of the ECR are produced using appropriate
conditions, then we should expect to see ERP correlates of these components elicited under the
same conditions.

In summary, it is the aim of this first study to examine the above components of the ERP under
conditions shown to reliably produce differences in the ECR. More specifically, this study will
examine the evoked cardiac response produced under Count and No Count conditions (varied
between-subjects) by different stimulus intensities (varied within-subjects), and the auditory
ERP correlates of the ECR in these conditions. It is hypothesised that the ECR will elicit an
early deceleratory component which will not differ for manipulations of Count or Intensity.
Further, it is expected that for the Count condition, an additional acceleratory component will be
observed in the ECR which is not present in the No Count condition, and that this additional
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component will also show no effect of Intensity. As the first commonly-explored peak of the
ERP, it is thought that the N1 complex may be related to early stimulus processes such as
stimulus registration, and as such, it is hypothesised that there will be no difference observed to
variation in either the Count or Intensity measures. However, as a later endogenous component,
an enhancement of the LPC is expected for the Count condition relative to No Count.

4.2

Method

4.2.1

Participants

Participants were twenty adults (10 males) aged between 19 and 29 years (mean 21.4 years),
who participated in order to fulfill partial course requirements for an undergraduate psychology
degree. For inclusion in the study, participants were required to have normal vision and hearing
and no caffeine consumption in the 2 hours prior to the testing period. Individuals were
excluded if they had a history of seizures, psychiatric illness or head injuries, as were those
currently taking psychoactive drugs.

4.2.2

Stimuli

All subjects completed two blocks of a variable long ISI paradigm. In each block subjects were
presented with 10 stimuli (1000 Hz tones, 1000 ms duration, 15 ms rise/fall time) plus 1-5 extra
tones (not analysed) to prevent communication of the target number. Each block examined a
single tone intensity (50 or 80 dB SPL) followed by the alternate intensity in the second block,
with order counterbalanced between subjects within each condition. Tones were presented via
headphones using a randomly variable inter-stimulus interval of 45-75 s, resulting in a mean
block length of approximately 10 minutes. In the Count condition subjects were required to
(silently) count the number of tones presented in the block, and report the total at the completion
of each block. Subjects in the No Count condition were given no instruction in relation to the
tones, and were asked to simply relax and fixate on the centralised cross on the computer
monitor.
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4.2.3

Procedure

The research protocol was approved by the joint University of Wollongong and Illawarra Area
Health Service Human Research Ethics Committee. Participants were familiarised with the
laboratory and the testing procedure prior to providing written informed consent.

It was

emphasized that consent to participate could be withdrawn at any time without penalty.

Participants then filled out a brief screening questionnaire used for assessing neurological
disorders, hearing and/or vision impairments, previous and current drug use, use of caffeine in
the 2 hours prior to testing and other such confounding variables (see Appendix A).

Participants were then fitted with an electrode cap and disposable pre-jelled heart rate
electrodes, and seated in a sound-attenuated booth. A dimmed incandescent light remained on
in the chamber during the testing session.

Participants were then given the appropriate

instruction for the coming block as outlined in Section 4.2.2 and were encouraged to remain as
still as possible throughout the task and minimise eye movements by using a central fixation
cross on a computer monitor. After checking for adequate understanding of the task, the
participants completed the two experimental blocks, with a short break between blocks to
provide the appropriate set of instructions and (if appropriate) to record the number of tones
counted in the previous block.

4.2.4

4.2.4.1

Electrophysiological recording

Electrocardiogram (EKG)

To determine heart rate, subjects were fitted with a pair of pre-jelled disposable Ag/AgCl
electrodes positioned at mid-sternum and over the third rib on the left mid-axillary line. The
signal was recorded as continuous EKG, amplified 10,000 times, and sampled by a 16 bit A/D
converter at a sampling rate of 512 Hz using a PC-based signal-processing hardware and
software package from Associative Measurement (Amlab II).
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4.2.4.2

Electroencephalogram (EEG)

Subjects were fitted with an electrode cap with tin electrodes, in order to record continuous EEG
from 19 sites (Fp1, Fp2, F7, F3, Fz, F4, F8, T3, C3, Cz, C4, T4, T5, P3, Pz, P4, T6, O1, and O2)
of the international 10-20 system. Cap electrodes were referenced to linked ear lobes and
grounded by a cap electrode located midway between Fpz and Fz. Vertical eye movement
(vEOG) was measured using tin cup electrodes placed 1 cm above and below the left eye.
Horizontal eye movement (hEOG) was monitored from electrodes placed 1 cm beyond the outer
canthus of each eye. All electrode impedances were below 5 kΩ. Signals were amplified ( EEG
X 20,000, EOG X 5,000) with a bandpass down 3 dB at 0.03 and 30 Hz, and sampled by a 16
bit A/D converter at a sampling rate of 512 Hz. The signals were recorded and stored also using
the Amlab II package.

4.2.5

4.2.5.1

Data extraction

ECR

EKG was analysed using a locally produced R-wave peak detection program to compute R-R
intervals in ms. Measures of cardiac activity were calculated in terms of mean values of HR for
0.5 s intervals relative to event onset (Velden & Wolk, 1987), with each epoch of data
commencing 5.5 s before stimulus onset and ending 10.5 s after stimulus onset.

4.2.5.2

ERPs

The continuous EEG data were analysed using Neuroscan software (version 4.3). The first ten
responses from each block were analysed. The ERP epoch ranged from 1000 ms pre-stimulus
to 1000 ms post-stimulus. Epochs were baselined to the 100 ms prior to stimulus onset and
digitally low-pass filtered down 48 dB at 25 Hz. Epochs were subjected to artifact correction
where vEOG was subtracted from the EEG using a regression algorithm in the time domain
(Semlitsch, Anderer, Schuster, & Presslich, 1986).

Baseline-to-peak amplitudes were calculated for the N1 complex and LPC following stimulus
onset. For peak detection a computer algorithm identified the maximum negativity (N1) or
positivity (LPC) within a specified time range. The N1 complex was defined as the maximum
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negativity in the120 - 150 ms time range following stimulus onset. The LPC was identified as
the maximum positive component occurring 285-365 ms following stimulus onset. The peak
markers were confirmed manually using visual inspection, with manual adjustment if necessary.

4.2.6

4.2.6.1

Data analysis

ECR

The ECR was analysed using a MANOVA examining response trends in the 5 s following
stimulus onset relative to the pre-stimulus HR value. The analysis examined Count (Count / No
Count) as a between-subjects factor, and Intensity (Soft, Loud) and Time (shape of the response)
as within-subject factors in the design. Simple (linear, quadratic, cubic) trends over time were
used to define response effects. Generally, a brief phasic cardiac response is indicated by a
quadratic trend over a short time period and/or a cubic trend if the response is not symmetrical
in the time period. This cubic trend may be supplemented / replaced by a linear trend if the
response is incomplete in the time period.

4.2.6.2

ERPs

ERP analyses were restricted to the sites F3, Fz, F4, C3, Cz, C4, P3, Pz, and P4, in a 3 x 3
(sagittal x lateral) matrix. Amplitude measures were subjected to a MANOVA, with Count
(Count / No Count) as a between-subjects factor, and Intensity (Soft / Loud), Sagittal (Frontal /
Central / Parietal), and Lateral (Left / Midline / Right) as within-subjects factors. A planned
contrast on the Count factor compared the mean of the Count condition with the mean of the No
Count condition, and a contrast for Intensity compared the mean of Loud responses with the
mean of Soft responses within-subjects. Orthogonal planned contrasts for the Sagittal factor
compared frontal with parietal activity, and the mean of these with activity at central sites. For
the Lateral factor, contrasts compared left with right hemisphere activity, and the mean of the
hemispheres with the midline activity. These contrasts are optimal for elucidating topographic
effects within the sites studied.

As the contrasts for both measures were planned and there were no more of them than the
degrees of freedom for effect, no Bonferroni-type adjustment to alpha was necessary
(Tabachnick & Fidell, 1996). Also, Greenhouse-Geisser type correction was not necessary

66

because single degree of freedom contrasts are not affected by the violations of symmetry
assumptions common in repeated-measures analyses of physiological data (O’Brien & Kaiser,
1985). Where there were main effects of Count or Intensity, ERP data were also submitted to
vector scaling (McCarthy & Wood, 1985), and only condition x topography interactions that
remained significant after this procedure are reported. All contrasts reported for these analyses
have (1, 18) degrees of freedom.

4.3

Results

4.3.1

ECR

The grand mean ECR averaged across Count and No Count conditions is shown in Figure 4.1
below. In the period following stimulus onset (0 – 5 s) the response showed a brief initial
deceleration followed by an acceleration recovering towards baseline at around 3 s, together
indicated by significant linear (F = 7.34, p < .05), quadratic (F = 5.62, p < .05) and cubic (F =
37.08, p < .001) trends.

Change in HR (BPM)

4

2

0
-1

0

1

2

3

4

5

-2

-4
Time from stimulus onset (s)

Figure 4.1. Mean evoked cardiac response across Count and No Count conditions. Relative HR
changes are shown in 0.5 s intervals from stimulus onset.

For Intensity, no significant main effects, or interactions with Time or Count, were observed
(Fig. 4.2).
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Figure 4.2. Mean evoked cardiac response for Loud and Soft stimuli.
Figure 4.3 shows the ECRs for the Count vs. No Count condition. For the No Count condition,
a simple deceleratory ECR1 can be seen, which gradually returns towards baseline during the 5
s period following stimulus onset.

In contrast, the Count condition shows an additional

acceleration following the initial deceleratory ECR1 in the same time period. Also shown on
the figure is the hypothetical ECR2, showing the difference between responses to the Count and
No Count conditions. The ECR2 shows a rapid acceleration immediately following stimulus
onset which slowly returns toward baseline late in the 0 - 5s period. Significant differences in
the response profiles of the two conditions were indicated by differences in the linear (F = 7.00,
p < .05) and quadratic (F = 5.45, p < .05) trends during the time period, leading to a significant
main effect (F = 7.99, p < .01), with greater overall acceleration for the Count condition relative
to No count. No Count x Intensity interactions were observed.
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Figure 4.3. Mean evoked cardiac response for Count and No Count conditions. The difference
between these responses is also shown, as the hypothetical ECR2.
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4.3.2

ERPs

The grand mean ERPs across all subjects are shown in Figure 4.4 below for the 9 sites used in
the statistical analyses. Following stimulus onset, a prominent N1 complex (mean latency:
139.5 ms) is evident at all sites, and is largest centrally. P2 and N2 components were also
apparent in the waveform morphology, but these will not be discussed further in this thesis.
Following these, a LPC (mean latency: 347.1 ms) was also apparent, that was largest in
posterior regions.
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Figure 4.4. Mean ERPs across all stimuli. Vertical bars represent stimulus onset. Amplitude in
µV and time in ms are marked at Cz.
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Grand mean ERPs for responses to Loud and Soft stimuli are shown for the three midline sites
in Figure 4.5A. Intensity differences are evident in both the N1 complex and LPC (see sections
4.3.2.1 and 4.3.2.2, see also Figure 4.5A, particularly the difference wave). Figure 4.5B shows
grand mean ERPs for Count and No Count conditions along the three midline sites.

A

difference wave illustrates the enhanced LPC observed with the increased cognitive demand of
the Count condition (see section 4.3.2.2).
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Figure 4.5. Grand mean ERPs for responses to (A) Loud (black) and Soft (grey) stimuli and (B)
Count (black) and No Count (grey) conditions. Difference waves are represented by a dashed
line. Amplitude in µV and time in ms are marked at Cz.
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4.3.2.1

N1

The N1 amplitude showed a strong fronto-central maximum (frontal > parietal: F = 7.37, p < 05;
and central > frontal/parietal: F = 17.22, p < .001), and also a midline > hemispheres effect (F =
26.21, p < .001; see Table 4.1 for effect descriptions and means, and Figure 4.6A and B for N1
topography). A Sagittal x Lateral interaction indicated that the extent of the increased N1
amplitude at midline sites relative to the hemispheres was greater centrally than the mean of
frontal and parietal regions ( F = 24.25, p < .001; Figure 4.6C). As suggested by the difference
wave in Fig 4.5A, a main effect of Intensity was observed (F = 28.00, p < .001), with greater
overall activation for responses to Loud stimuli vs. Soft. There was also an enhancement of the
midline > hemispheres effect for responses to Loud vs. Soft stimuli (F = 21.35, p < .001; Figure
4.6D). Additional Intensity x Sagittal x Lateral interactions revealed that, for responses to Loud
stimuli, the difference between the midline and hemispheres was greater in frontal regions,
whereas for responses to Soft stimuli this difference was greater in parietal regions (F = 4.99, p
< .05). Further, the vertex effect shown in Figure 4.6C was found to be greater for responses to
Loud than Soft stimuli (F = 4.99, p < .05; Figure 4.6E). No main effect of Count or Count x
topography interactions were observed for this component (see 4.5B, particularly the difference
wave).

Table 4.1. Significant effects for the N1 component.
Effect

Contrast

Details

F

P

S

f vs. p

-13.0 vs. -0.4

7.37

.050

c vs. f/p

-14.8 vs. -11.7

17.22

.001

L

m vs. l/r

-14.3 vs. -12.0

26.21

.001

SxL

cz to c3/c4 vs. fz/pz to f3f4/p3p4

-17.5 to -13.5 vs. -12.7 to -11.2

24.25

.001

I

soft vs. loud

-8.6 vs. -14.4

28.00

.001

IxL

m vs. l/r

Soft: -8.8 vs. -8.6

21.35

.001

4.99

.050

13.16

.005

Loud: -15.8 vs. -13.7
IxSxL

fz to f3/f4 vs. pz to p3/p4

Soft: -9.6 to -9.4 vs. -9.3 to -8.0
Loud: -19.0 to -15.4 vs. -12.1 to -12.2

cz to c3/c4 vs. fz/pz to f3f4/p3p4

Soft: -11.8 to -10.3 vs. -9.5 to -8.7
Loud: -23.2 to -16.6 vs. -16.0 to -13.8

Details column presents mean amplitude in µV. Abbreviations for this and subsequent tables in this chapter: C, Count: Count/No
Count. I, Intensity: Loud/Soft. Sagittal (S) abbreviations: f, mean frontal (F3, Fz, F4); p, mean parietal (P3, Pz, P4); c, mean central
(C3, Cz, C4); f/p, mean of frontal and parietal (F3, Fz, F4, P3, Pz., P4). Lateral (L) abbreviations: l, mean left hemisphere (F3, C3,
P3); r, mean right hemisphere (F4, C4, P4); l/r, mean of left and right hemispheres (F3, C3, P3, F4, C4, P4); m, mean of the midline
(Fz, Cz, Pz). Sagittal x Lateral (SxL) interactions: sites (e.g. f3) represent position on scalp (e.g. frontal left hemisphere); f3/p3,
mean of frontal and parietal left hemisphere; f4/p4, mean of frontal and parietal right hemisphere; fz/pz, mean of frontal and parietal
midline; f3/f4, mean of frontal left and right hemispheres; p3/p4, mean of parietal left and right hemispheres; c3/c4, mean of central
left and right hemispheres; f3f4/p3p4, mean of frontal and parietal left and right hemispheres.
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Figure 4.6. Topography of the N1 complex shown in µV. Panels A, B and C show Sagittal,
Lateral, and Sagittal x Lateral effects respectively (F = frontal, C = central, P = parietal; L =
left hemisphere, M = midline, R = right hemisphere). Panels D and E show the Intensity x
Sagittal, and Intensity x Sagittal x Lateral interactions respectively (F – L = frontal region for
Loud stimuli, F – S = frontal region for Soft stimuli, etc.).
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4.3.2.2

LPC

The LPC showed a parietal maximum (F = 29.16, p < .001; Figure 4.7A), and also a midline >
hemispheres effect (F = 95.86, p < .001; Figure 4.7B, see Table 4.2 for means). An Intensity x
Sagittal interaction approached significance, where the parietal > frontal effect was enhanced
for responses to Loud vs. Soft stimuli (F = 3.80, p = .067; Figure 4.5A). Figure 4.7C shows
increased LPC activity in parietal regions following responses to Loud stimuli relative to Soft,
note this also in the difference waves in Figure 4.5A. Further, there was a significant Intensity x
Sagittal x Lateral interaction (F = 5.73, p < .05), with a midline > hemispheres difference
increased centrally relative to frontal and parietal regions for responses to Loud stimuli, and the
frontal/parietal regions > central for responses to Soft stimuli (Figure 4.7D). The parietal >
frontal effect in the overall component topography was greater for responses to the No Count
condition (F = 14.67, p < .001), with a reduced frontal P3 in this condition relative to responses
to the Count condition (Figures 4.5B, 4.7E). Additionally the Intensity x Sagittal interaction
approaching significance apparent in Figure 4.7C resulted from a significant Count x Intensity x
Sagittal interaction (F = 7.62, p < .05), which indicated that for the No Count condition the
parietal > frontal effect was greater for responses to Loud vs. Soft stimuli; however, for the
Count condition this effect was not present (Figure 4.7F). No main effects of Intensity or Count
were observed for the LPC amplitudes (see Figures 4.5A and 4.5B).

Table 4.2. Significant effects for the LPC
Effect

Contrast

Details

F

P

S

f vs. p

18.1 vs. 22.9

29.16

.001

L

m vs. l/r

23.9 vs. 19.7

95.86

.001

CxS

f vs. p

Count: 21.7 vs. 23.1

14.67

.001

IxS

f vs. p

Soft: 17.0 vs. 20.5

3.80

.067

IxSxL

cz to c3/c4 vs. fz/pz to fF3f4/p3p4

Soft: 22.4 to 19.4 vs. 21.2 to 17.5

5.73

.050

7.62

.050

No Count: 14.5 vs. 22.8

Loud: 16.5 vs. 25.4

Loud: 26.7 to 21.6 vs. 24.8 to 21.1
CxIxS

f vs. p

Count: Soft 20.2 to 22.1 vs. Loud 23.3 to 24.1
No Count: Soft 13.7 to 18.8 vs. Loud 15.2 vs. 26.7
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Figure 4.7. LPC topography shown in µV. Panels A, and B show Sagittal and Lateral effects.
Panels C and D show Intensity x Sagittal, and Intensity x Sagittal x Lateral interactions
respectively. Panels E and F show the Count x Sagittal and Count x Intensity x Sagittal
interactions. Labels are as defined in previous figures.

4.4

Discussion

The aims of the current study were to confirm that, while the ECR is invariant to stimulus
intensity, significant differences can be observed in situations of varying stimulus significance,
and to determine whether the N1 and/or LPC ERP complexes respond to stimulus variation in a
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manner parallel to the ECR. This would enable relationships to be established between central
and autonomic indices of preliminary processes of the OR.

4.4.1

ECR effects

As expected from the design of this study, a biphasic ECR was observed in response to
innocuous auditory stimuli. The biphasic nature of this response, obtained through instructional
manipulation between relevant and irrelevant stimulus conditions, was consistent with the
cardiac response profiles obtained in previous research investigating the effects of innocuous
stimuli with situational requirements (e.g. Barry, 1984c, 1984d; Barry & Mitchell, 1986; Barry
& Tremayne, 1987; Coles & Duncan-Johnson, 1975; Kaiser et al., 1996; Kuniecki et al., 2003;
Unrug et al., 1997).

For Intensity, no significant effects were observed in the ECR. This finding is in support of
previous research failing to observe any stimulus intensity effects on the cardiac response
(Barry, 1977b, 1978; Barry & James, 1981; van Olst et al., 1979; Turpin, 1979) and emphasises
the independence of the early deceleratory ECR from stimulus parameters (see Chapter 2.4). In
the No Count condition, clear evidence of this sole deceleratory component was also observed.
These findings are consistent with previous research which has associated this early cardiac
response with an initial stage of stimulus processing, identified using various terms including
stimulus registration and transient detection (Barry, 1977a, 1977b; 1978; 1984b; 1987a; see
Chapter 2.4). Some initial deceleration was also apparent in the Count condition, however an
additional later acceleratory component was also observed in this condition, considered to be
partially obscuring the initial deceleration noted in No Count.

The difference between

conditions, shown in Figure 4.3., indicates the existence of the hypothetical ECR2.

This

hypothetical acceleratory response is in line with previous research which describes this
acceleration as a marker of cognitive load or mental performance (e.g. Barry, 1982b; Barry &
Tremayne, 1987; Coles & Duncan-Johnson, 1975; Kaiser et al., 2001; Kaiser et al., 1996; Unrug
et al., 1997; see Chapter 2.5).

The above findings illustrate the biphasic nature of the ECR. With minimal task requirements a
simple deceleration in HR occurs, shown to be independent of stimulus parameters and thus
thought to reflect registration of the stimulus or transient detection. When the significance of
the stimulus is increased with an instructional manipulation to Count the stimuli, an additional
acceleratory response is produced, significantly different to the deceleratory response produced
in the No Count condition. Thus, the biphasic ECR may be described as the sum of two
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relatively independent response components, which may be separated by experimentally
appropriate manipulations.

4.4.2

4.4.2.1

ERP effects

N1 complex

A fronto-central maximum was observed for the N1 complex, consistent with the traditional
topography commonly observed in a variety of auditory paradigms (Vaughan & Ritter, 1970;
Picton et al., 1974). More specifically, the timing and topography of this complex was in
concordance with both the early temporal and vertex subcomponents of the N1 thought to
reflect sensory and physical stimulus properties in addition to transient detection (Näätänen &
Picton, 1987).

The N1 complex showed amplitude differences due to the manipulation of intensity, with a
main effect showing enhanced N1 amplitudes for Loud vs. Soft stimuli.

Additionally, a

significant Intensity x Sagittal interaction indicated enhanced negativities in the central region
for responses to Loud stimuli, in contrast to the more fronto-central topography of responses to
Soft stimuli. These topographical differences were also shown in an Intensity x Sagittal x
Lateral interaction such that for Loud stimuli a strong vertex component was apparent when
compared to Soft stimuli, which showed a more even topographic distribution between the
midline and hemispheres, but remained fronto-central. These topographic effects suggest that
subcomponents in the N1 complex are differentially sensitive to stimulus intensity. Intensity
differences in the N1 component have been reported in previous auditory research. On a
general level, decreased stimulus intensities have been linked to decreased N1 amplitudes and
increased latencies (Beagley & Knight, 1967; Picton et al., 1977; Rapin et al., 1966). More
specifically, subcomponents of the N1 have been linked with identification of physical
properties of the stimulus in addition to the mere detection of the stimulus itself (Näätänen &
Picton, 1987).

The supratemporal subcomponent of the N1 (Component 1) identified by

Näätänen and Picton (1987), is described as maximal in fronto-central scalp locations and has
been linked with changes in intensity. However, a vertex component (Component 3) with
timing identical to the supratemporal component has also been identified which is “most easily
recorded in response to auditory stimuli presented at intensities of greater than 60 dB SPL and at
ISIs of greater than 4-5 s” (Näätänen & Picton, 1987, p. 412). Given that the Loud tone in this
study is 80 dB and the Soft tone is 50 dB, it is possible that an additional component was

76

produced in response to Loud stimuli in the present study, consistent with Näätänen and
Picton’s (1987) vertex component (Component 3), which may underlie these topographic
effects, specifically the Intensity x Sagittal x Lateral interaction.

In terms of cognitive load, no differences were observed between Count and No Count
conditions for the N1 complex. This finding is as expected in this study, and is supportive of
the general notion of the N1 complex as an index of stimulus registration or stimulus detection
(e.g. Näätänen, 1986, 1990; Parasuraman & Beatty, 1980; Squires et al., 1973, 1975b).

4.4.2.2

LPC

For the LPC, a parietal > frontal effect was observed which was greater along the midline than
the hemispheres. This observed topography is supported by an extensive body of research in a
range of paradigms implicating this component complex in processes such as attention,
orienting and stimulus evaluation (e.g. Courchesne et al., 1975; Donchin, Miller, & Farwell,
1986; Hillyard & Picton, 1987; Knight, 1996; Squires et al.,1975a, 1975b).

Amplitude of the LPC was found to vary with the manipulation of intensity. An Intensity x
Sagittal interaction which approached significance indicated that the parietal > frontal effect
observed in the overall component topography was somewhat greater for Loud stimuli than
Soft. Additionally, the enhancement of midline activity relative to the hemispheres was greater
centrally than frontal/parietal regions for Loud stimuli but was found to be greater in
frontal/parietal regions vs. central regions for Soft stimuli. Together these results indicate that
intensity may be differentially reflected in the subcomponents of the LPC. LPC amplitude has
been demonstrated in previous research to be enhanced with increased stimulus intensity
(Covington & Polich, 1996; Picton & Hillyard, 1974; Polich et al.,1996; Ritter & Vaughan,
1969; Roth, et al.,1982; Rushby et al., 2004) and research has linked intensity sensitivity
specifically with the P3a (Johnson, 1993). Thus, it is possible that the topography differences
observed for intensity in the LPC are due to the enhancement of the P3a in responses to the
Loud stimuli. The elicitation of multiple subcomponents of the LPC may also elucidate the
Count x Intensity x Sagittal interaction. For Soft stimuli, evidence of the expected parietal P3b
was observed, associated with attentional processing and increased significance, which was
enhanced for responses to Count vs. No Count conditions. However, for responses to Loud
stimuli an additional frontal P3a component was apparent, which was enhanced along with the
P3b for the Count vs. No Count condition.
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In terms of Count, the extent to which this complex was enhanced parietally relative to frontal
regions was greater in the task irrelevant No Count condition. This difference was due to a
marked increase in frontal activity in the Count condition, indicating that this condition required
additional processing represented by a frontal P3 component, which again may tentatively be
identified as the P3a. The P3a component is commonly described as a fronto-central component
and recent research has indicated that stimulus salience appears to be an important factor
influencing P3a amplitude (Dien et al., 2003, 2004; Goldstein et al., 2002). Thus, if stimulus
salience is increased by requiring the subject to attend to and count the stimulus, then the P3a
may be elicited or enhanced, relative to conditions without stimulus significance, such as the No
Count condition. Importantly, the overall activation for the LPC was greater in the Count than
No Count condition, consistent with previous research suggesting the LPC is enhanced with
increased stimulus significance (Donchin & Coles, 1988; Picton & Stuss, 1980; Squires et
al.,1975a, 1975b, 1977) the proportion of attentional resources employed in a given task
(Kramer & Strayer, 1988; Polich, 1987; Wickens, et al., 1983) and specifically the processing
involved in counting tasks (e.g. Duncan-Johnson & Donchin, 1977; Johnson & Donchin, 1982;
Picton, et al., 1971, 1974; Ritter & Vaughan, 1969; Schwent et al., 1976; Squires et al., 1973,
1977). Together, these results indicate the differential contribution of multiple subcomponents
of the LPC to the processes underlying stimulus detection, discrimination, and factors such as
significance and task difficulty. More specifically, these results suggest a greater understanding
of these processes may be gained through the identification of the individual subcomponents of
the LPC in future research.

4.4.3

ECR-ERP connections

A summary of the major effects for this study are shown in Table 4.3.

Table 4.3. Summary of ECR and ERP effects.
ECR

N1

LPC

Intensity

x





Count



x



While the intensity differences observed in the N1 complex diverge from the findings in the
ECR, it does not necessarily indicate that the two measures are reflective of separate processes.
Rather, it suggests the importance of delineating the subcomponents of the N1 and the
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individual processes these may represent. Based on the results of the present study it would
appear that some subcomponents of the N1 complex are related to early autonomic indices of
preliminary processing such as the ECR1, while others are potentially related to autonomic
processes slightly later in the PPT sequence.

Importantly, similar response profiles were

observed for the early deceleratory ECR and N1 for Count, demonstrating similarities between
the two measures in terms of stimulus detection, in that neither measure showed response
differences due to manipulation of stimulus relevance (see Figures 4.3. and 4.5B).

Similarly to the N1 complex, intensity differences observed in the LPC component were not
reflected in the ECR. However, the results obtained suggest several subcomponents of the LPC
are contributing to the overall component topography. Thus it is possible that some of these
components (e.g. P3b) are more directly relatable to the processing of cognitive load and task
demand, and as such are more closely related to the later acceleratory ECR2, while other
components (e.g. P3a) are involved in the processing of stimulus parameters such as intensity,
potentially reflected by different autonomic measures. In terms of Count, similarities were
observed between the response profiles of the LPC and the later acceleratory ECR, in that both
measures showed an additional/enhanced response in the Count relative to the No Count
condition. Figure 4.3 shows the hypothetical ECR2 as an additional large acceleratory response,
following the ECR1, and similarly a distinct difference between conditions occurs in the time
range of the LPC in 4.5B, as illustrated by the difference wave. These findings reinforce the
notion that these later measures are related to more complex aspects of stimulus processing than
the earlier deceleratory ECR1 and N1 complex, which appear to be more closely related to the
initial, simpler aspects of the processing sequence such as stimulus detection.

4.4.4

Summary

This study used a variable long-ISI auditory paradigm to examine the effects of cognitive load
and stimulus intensity on autonomic and central nervous system measures thought to reflect
processing of these stimulus dimensions.

Between-subjects examination of cognitive load

revealed that increasing processing requirements, by requiring subjects to count the stimuli,
resulted in an additional acceleratory response in the ECR and increased LPC amplitudes. As
expected, no such effects were observed in the N1 complex, linked to the earlier process of
stimulus detection or registration. Manipulation of stimulus intensity within-subjects was not
reflected in the ECR, but did show effects within the N1 complex and LPC. Intensity effects
have been reported for these component complexes in previous research, however they are
traditionally linked more with processes such as stimulus registration and cognitive processing,
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respectively.

Ongoing research into these ERP components suggests that they are more

complex than their proposed autonomic counterparts, with several processes contributing to
their elicitation.

For the current study, the topographic aspects of both the intensity and

cognitive load effects in the N1 complex and LPC support the possibility that different
components are being differentially activated by these stimulus dimensions, indicating the
importance of identifying subcomponents within each component complex in future research.

Although the approach of linking autonomic and central nervous system measures under PPT is
relatively new, and has provided some interesting results, the conclusions are limited in several
ways. First, the examination of cognitive load was between-subjects. While the results are
robust, the findings would be strengthened and clarified by examining this variable within
subjects. Therefore the following study will address the effects of cognitive load using a withinsubjects design. A further limitation of this study is the apparent complications of the intensity
of the soft tone. As the ERP components studied in this thesis are affected not only by stimulus
parameters, but also by factors such as the confidence of detection and perceived stimulus
salience, it would be beneficial to use tones which are sufficiently different in intensity to
distinguish from each other but which are also both easily detectable, so as not to complicate
intensity effects with any other processing. Thus, further studies examining intensity will aim
to address this concern by changing the soft tone from 50 dB to 60 dB.

In summary, this study has provided some insight into the relationship between the evoked
cardiac response and event-related potentials using basic manipulations thought to effect the
conditions under which these components are elicited. Importantly, evidence has been provided
to suggest these measures do show some similarities in stimulus processing, however the
findings also suggest closer evaluation is needed to understand exactly how these two measures
interact in the stimulus processing sequence of PPT.
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5 Study 2 – A within-subjects investigation of the effect of
cognitive

load

on

auditory

event-related

potential

correlates of the evoked cardiac response 3

5.1

Introduction

The first study of this thesis utilised a variable long-ISI auditory paradigm to examine the
effects of cognitive load and stimulus intensity on autonomic and central nervous system
measures thought to reflect processing of these stimulus dimensions. Relationships between the
ECR, and the N1 complex and LPC of the ERP, were examined using a between-subjects
approach to manipulations of cognitive load, and a within-subjects approach to the manipulation
of intensity. It was observed that increasing processing requirements, by requiring subjects to
count the stimuli, resulted in an additional acceleratory response in the ECR and increased LPC
amplitudes. As expected, no such effects were observed in the N1 complex, linked to the earlier
process of stimulus detection or registration. It was also observed that manipulation of stimulus
intensity within-subjects was not reflected in the ECR, but did show effects within the N1
complex and LPC. While the results were robust, it was noted in the discussion of the previous
chapter that results may be strengthened by a within-subjects examination of cognitive load
effects, as is traditionally used in the majority of ERP paradigms (see Chapter 4.4.4). A withinsubjects approach would also allow computation of an ECR2 within each subject, and facilitate
correlations between the ECR2 and ERP components. The current study therefore employs a
within-subjects approach to the examination of cognitive load in the ECR and its correlates in
the auditory ERP.

This design also allows for better examination of pre-stimulus state effects than was possible in
the former study. In recent research there has been an increasing interest in the relationship
between pre-stimulus spontaneous EEG, such as pre-stimulus alpha activity, and the amplitude
of several ERP components evoked by stimulus presentation. The most-studied relationship has

3

The data from this study have been published as: Lawrence, C.A. & Barry, R.J. (2010). Cognitive
processing effects on auditory event-related potentials and the evoked cardiac response. International
Journal of Psychophysiology, 78, 100-106. The published version is included in Appendix A.
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been that between pre-stimulus EEG alpha (8-13 Hz) amplitude and the amplitude of the N1
component, with greater pre-stimulus alpha amplitude resulting in larger ERP amplitudes
(Barry, Kirkaikul, & Hodder, 2000; Brandt 1997; Brandt & Jansen, 1991; Brandt, Jansen, &
Carbonari, 1991; Jansen & Brandt 1991). Similar effects have also been reported in relation to
the P3 amplitude (Barry, Kirkaikul, & Hodder, 2000; Jasiukaitis & Hakerem, 1988; Price,
1997). These findings suggest the importance of considering the cortical state of the individual
in studies of the ERP in order to consider the contribution of state differences to any withinsubject ERP effects. More recently Barry and colleagues (Barry, Clarke, McCarthy, Selikowitz,
Rushby, et al., 2004; Barry, Clarke, Johnstone, Magee, & Rushby, 2007; Barry et al., 2005a,
2005b) have specifically linked alpha activity and arousal. In this context, alpha activity may be
useful as a CNS measure of general arousal differences between Count and No Count
conditions, and is thus of relevance when considering cognitive load effects in post-stimulus
ERPs.

In this study, a variable long ISI was used to examine cognitive load with a single-intensity
auditory stimulus. The ISI of this study was considerably shorter than that previously used (7-9
s here vs. 45-75 s in Study 1), but, based on the responses from the previous study, was
expected to be of sufficient duration to allow the HR response to resolve between stimuli. In
order to alleviate the concern relating to the detection of lower intensity tones described in
Chapter 4.4.4, only the 80 dB tone was used for the current study. This also allowed a more
simplified examination of ECR-ERP relationships without the complexities associated with the
additional variable of intensity as was included in the previous study.

Given the results of the previous study, it seems reasonable to expect an additional acceleratory
component in the ECR for the Count condition (ECR1+ECR2), which will not be observed in
the No Count condition (ECR1 only). As a potential index of stimulus registration, we would
expect no change in the N1 complex due to the manipulation of cognitive load, but we expect
enhanced LPC amplitudes in the Count vs. No Count condition, attributable to cognitive load.
The primary aim of this study was to strengthen and clarify the findings of the previous study,
by using a simplified approach. A secondary aim of this study was to examine the role of prestimulus state and the possible contribution of state differences to post-stimulus effects in ERPs.
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5.2

Method

5.2.1

Participants

Participants were forty adults (12 males) aged between 18 and 40 years (mean 22.3 years), who
participated in order to fulfil partial course requirements for an undergraduate psychology
subject. For inclusion in the study, participants were required to have normal vision and hearing
and no caffeine consumption in the 2 hours prior to the testing period. Individuals were
excluded if they had a history of seizures, psychiatric illness or head injuries, as were those
currently taking psychoactive drugs.

5.2.2

Stimuli

All subjects completed two blocks of a variable long-ISI paradigm. In each block subjects were
presented with 30 stimuli (80 dB SPL, 1000 Hz tones, 50 ms duration including 15 ms rise/fall
time) plus 0-5 extra tones (not analysed) to prevent between-subjects communication of a fixed
target number. Tones were presented via circumaural headphones using a randomly variable
inter-stimulus interval of 7-9 s, resulting in a mean block length of approximately 4.5 minutes.
Each subject completed a Count and a No Count condition, with order counterbalanced between
subjects. In the Count condition subjects were required to (silently) count the number of tones
presented in the block, and report the total at the completion of each block. Subjects in the No
Count condition were given no instruction in relation to the tones, and were asked to relax and
fixate on the centralised cross on the computer monitor.

5.2.3

Procedure

The research protocol was approved by the joint University of Wollongong and Illawarra Area
Health Service Human Research Ethics Committee. Participants were familiarised with the
laboratory and the testing procedure prior to providing written informed consent.

It was

emphasized that consent to participate could be withdrawn at any time without penalty.

Participants then filled out a brief screening questionnaire as outlined in Chapter 4.2.3 (see also
Appendix A).
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Participants were then fitted with an electrode cap and disposable pre-jelled heart rate
electrodes, and seated in a sound-attenuated booth. A dimmed incandescent light remained on
in the chamber during the testing session.

Participants were then given the appropriate

instruction for the coming block as outlined in Section 5.2.2 and were encouraged to remain as
still as possible throughout the task and minimise eye movements by using a central fixation
cross on a computer monitor. After checking for adequate understanding of the task, the
participants completed the two experimental blocks, with a short break between blocks to
provide the appropriate set of instructions and (if appropriate) to record the number of tones
counted in the previous block. Electrophysiological recording parameters were as previously
specified in Chapter 4.2.4.

5.2.4

5.2.4.1

Data extraction

FFTs

The EEG data were divided into 2 s epochs (1000 ms pre/post-stimulus onset) and these were
artifact corrected in order to use the first 30 epochs for each subject in each condition to match
the ERP data. Epochs were baselined to the 100 ms prior to stimulus onset and digitally lowpass filtered down 6 dB at 25 Hz. Epochs were subjected to artifact correction where vEOG
was subtracted from the EEG using a regression algorithm in the time domain (Semlitsch, et al.,
1986). Average power spectra were calculated using FFTs with a 10% Hanning window.

5.2.4.2

ECR

EKG was analysed using a locally produced R-wave peak detection program to compute R-R
intervals in ms. Measures of cardiac activity were calculated in terms of mean values of HR for
0.5 s intervals relative to event onset (Velden & Wolk, 1987), with each epoch of data
commencing 4 s before stimulus onset and ending 5 s after stimulus onset.

5.2.4.3

ERPs

The continuous EEG data were analysed using Neuroscan software (version 4.3) and were
epoched using the parameters described in section 4.2.5.2. Baseline-to-peak amplitudes were
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calculated for the N1 complex and LPC following stimulus onset.

For peak detection a

computer algorithm identified the maximum negativity (N1) or positivity (LPC) within a
specified time range. The N1 complex was defined as the maximum negativity 90-150 ms
following stimulus onset.

The LPC was identified as the maximum positive component

occurring 250-340 ms following stimulus onset. The peak markers were confirmed manually
using visual inspection, with manual adjustment if necessary.

5.2.5

5.2.5.1

Data analysis

FFTs

EEG analyses based on the FFT data were restricted to the sites F3, Fz, F4, C3, Cz, C4, P3, Pz,
and P4, in a 3 x 3 (sagittal x lateral) matrix. Absolute power in the alpha (8–13 Hz) band was
calculated for both the Count and No Count conditions and subjected to a MANOVA, with
Count (Count/No Count), Sagittal (Frontal/Central/Parietal), and Lateral (Left/Midline/Right)
as within-subjects factors. A planned contrast on the Count factor compared the mean power in
the Count condition with the mean power in the No Count condition within-subjects.
Orthogonal planned contrasts for the Sagittal factor compared frontal with parietal activity, and
the mean of these with activity at central sites. For the Lateral factor, contrasts compared left
with right hemisphere activity, and the mean of the hemispheres with the midline activity.
These contrasts are optimal for elucidating topographic effects within the sites studied, with the
primary focus on any main effect of Count or Count x topography interactions.

5.2.5.2

ECR

Analysis of the ECR also used a MANOVA to examine response trends in the 5 s following
stimulus onset relative to the prestimulus HR value. The analysis examined Count (Count/No
Count) and Time as within-subject factors in the design. Simple (linear, quadratic, cubic) trends
over Time were used to define response effects. These response effects were as used in Chapter
4.2.6.1.
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5.2.5.3

ERPs

Amplitude measures were subjected to a MANOVA using contrasts identical to those described
in section 5.2.5.1.

As the contrasts for all measures were planned and there were no more of them than the degrees
of freedom for effect, no Bonferroni-type adjustment to alpha was necessary (Tabachnick &
Fidell, 1996). Also, Greenhouse-Geisser type correction was not necessary because single
degree of freedom contrasts are not affected by the violations of symmetry assumptions
common in repeated-measures analyses of physiological data (O’Brien & Kaiser, 1985). Where
there were main effects of Count, ERP data were also submitted to vector scaling (McCarthy &
Wood, 1985), and only condition x topography interactions that remained significant after this
procedure are reported. All contrasts reported for these analyses have (1, 39) degrees of
freedom.

5.3

Results

5.3.1

EEG alpha

COUNT

NO COUNT
58µV2

5

Figure 5.1. Power distributions in the alpha band for Count and No Count conditions.

As can be seen in Figure 5.1, no significant main effect of Count, or Count x topography
interactions (all F<1), were observed for EEG activity in the alpha band (8-13 Hz).
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5.3.2

ECR

The grand mean ECR (relative to pre-stimulus HR) averaged across Count and No Count
conditions is shown in Figure 5.2 below. The response showed a brief initial deceleration
followed by an acceleration extending above baseline at around 1.5 s, which is maximal at
approximately 3 s, before beginning a slow recovery toward the baseline, together indicated by
significant linear (F = 52.78, p < .001) and cubic (F = 35.44, p < .001) trends.

Change in HR (BPM)

2

1

0
-1

0

1

2

3

4

5

-1
Time from stimulus onset (s)

Figure 5.2. Mean evoked cardiac response across Count and No Count conditions. Relative HR
changes are shown in 0.5 s intervals from stimulus onset.

The ECRs for the Count and No Count conditions are shown separately in Figure 5.3. As found
in the previous study, a simple deceleratory ECR1 can be seen for the No Count condition,
which gradually returns towards baseline during the 5 s period following stimulus onset. The
Count condition shows an additional rapid acceleration following a very brief deceleration in
the same time period. Also shown on the figure is the hypothetical ECR2, the difference
between responses to the Count and No Count conditions.

The ECR2 shows a rapid

acceleration immediately following stimulus onset which gradually returns toward baseline late
in the 0 - 5s period. Significant differences in the response profiles of the two conditions were
indicated by differences in the linear (F = 30.19, p < .001) and quadratic (F = 23.76, p < .01)
trends during the time period, leading to a significant main effect (F = 40.81, p < .001), with
greater overall acceleration for the Count condition.
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Figure 5.3. Mean evoked cardiac responses for Count and No Count conditions. The difference
between these responses is also shown as the hypothetical ECR2.

5.3.3

ERPs

The grand mean ERPs across all subjects are shown in Figure 5.4 for the 9 sites used in the
statistical analyses. No evidence of a pre-stimulus CNV is apparent. Following stimulus onset,
a prominent N1 complex (mean latency: 114.2 ms) is evident at all sites, and is largest centrally.
The LPC (mean latency: 306.5 ms) was also apparent, largest in posterior regions. Figure 5.5
shows separate grand mean ERPs for Count and No Count conditions along the three midline
sites. A difference wave illustrates the enhanced LPC observed with the increased cognitive
demand of the Count condition (see section 5.3.3.2).

5.3.3.1

N1

The N1 complex showed a strong fronto-central maximum (frontal > parietal: F = 19.02, p <
001; and central > frontal/parietal: F = 156.86, p < .001), and also a midline > hemispheres
effect (F = 91.66, p < .001; see Table 5.1 for effect descriptions and means, and Figure 5.6A and
B for N1 topography). A Sagittal x Lateral interaction indicated that the extent of the increased
N1 amplitude at midline sites relative to the hemispheres was greater centrally than the mean of
frontal and parietal regions (F = 15.92, p < .001, Figure 5.6C). Additionally a Count x Sagittal
interaction was apparent, where the frontal enhancement of the N1 amplitude was greater for
Count than No Count stimuli (F = 7.50, p < .001, Figure 5.6D). No main effect of Count or
other Count x topography interactions were observed for the N1 complex.
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F3

Fz

F4

-15µV

C3

Cz

C4

-1000
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P3

Pz

P4

Figure 5.4. Grand Mean ERPs across all stimuli. Vertical bars represent stimulus onset.
Amplitude in µV and time in ms are marked at Cz.
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COUNT
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-1000
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Figure 5.5. Grand mean ERPs for responses to Count (black) and No Count (grey) stimuli.
Difference waves are represented by a dashed line. Amplitude in µV and time in ms are marked
at Cz.
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Table 5.1. Significant effects for the N1 component.
Effect

Contrast

Details

F

P

S

f vs. p

-10.1 vs. -7.4

19.02

.001

c vs. f/p

-11.7 vs. -8.7

156.86

.001

L

m vs. l/r

-10.8 vs. -9.2

91.66

.001

SxL

cz to c3/c4 vs. fFz/pz to f3f4/p3p4

-13.3 to -10.8 vs. -9.6 to -8.3

15.92

.001

CxS

f vs. p

Count: -10.7 vs. -7.2

9.026

.005

No Count: -9.5 vs. -7.6

A -14

B -14

Amplitude (µV)

Amplitude (µV)

Details column presents mean amplitude in µV. Abbreviations for this and subsequent tables in this chapter: C, Count: Count/No
Count. Sagittal (S) abbreviations: f, mean frontal (F3, Fz, F4); p, mean parietal (P3, Pz, P4); c, mean central (C3, Cz, C4); f/p, mean
of frontal and parietal (F3, Fz, F4, P3, Pz., P4). Lateral (L) abbreviations: l, mean left hemisphere (F3, C3, P3); r, mean right
hemisphere (F4, C4, P4); l/r, mean of left and right hemispheres (F3, C3, P3, F4, C4, P4); m, mean of the midline (Fz, Cz, Pz).
Sagittal x Lateral (SxL) interactions: sites (e.g. f3) represent position on scalp (e.g. frontal left hemisphere); f3/P3, mean of frontal
and parietal left hemisphere; f4/p4, mean of frontal and parietal right hemisphere; fz/pz, mean of frontal and parietal midline; f3/f4,
mean of frontal left and right hemispheres; p3/p4, mean of parietal left and right hemispheres; c3/c4, mean of central left and right
hemispheres; f3f4/p3p4, mean of frontal and parietal left and right hemispheres.

-10

-6

-6
F

C

P

L

F
C
P

-10

-6

M

D -14
Amplitude (µV)

C -14
Amplitude (µV)

-10

R

COUNT
NO COUNT

-10

-6
L

M

R

F

C

P

Figure 5.6. Topography of the N1 complex. Panels A, B, and C show Sagittal, Lateral and
Sagittal x Lateral effects respectively (F = frontal, C = central, P = parietal; L = left hemisphere,
M = midline, R = right hemisphere). Panel D shows the Count x Sagittal interaction.
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5.3.3.2

LPC

The LPC showed a centro-parietal maximum (parietal > frontal: F = 55.65, p < .001; and central
> frontal/parietal: F = 14.95, p < .001; Figure 5.7A), and also a midline > hemispheres effect (F
= 41.96, p < .001; Figure 5.7B, see Table 5.2 for means). A Sagittal x Lateral interaction
indicated that the extent to which LPC activity was enhanced in the midline relative to the
hemispheres was greater in parietal than frontal regions (F = 39.58, p < .001; Figure 5.7C). A
main effect of Count was also observed for this component, with increased LPC amplitudes for
Count vs. No Count stimuli (F = 25.66, p < .001; Figure 5.5). No Count x topography
interactions remained significant after normalisation (Figure 5.7D,E).

Table 5.2. Significant effects for the LPC
Effect

Contrast

Details

F

P

S

f vs. p

7.5 vs. 11.8

55.65

.001

c vs. f/p

10.6 vs. 9.7

14.95

.001

L

m vs. l/r

10.9 vs. 9.5

41.96

.001

SxL

fz to f3/f4 vs. pz to p3/p4

7.9 to 7.3 vs. 13.2 to 11.1

39.58

.001

C

count vs. no count

11.6 vs. 8.4

25.66

.001
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Figure 5.7. LPC topography. Panels A, B, and C show Sagittal, Lateral and Sagittal x Lateral
effects respectively.

Panels D and E show the Count x Sagittal and Count x Lateral

topography.

5.3.4

ECR-ERP relationships

For each subject, ECR was measured as the greatest deceleration in HR in the 3 s following
stimulus onset for the No Count condition. This was maximally correlated with N1 amplitude
at Fz, but this failed to reach significance (r = .191, ns). Individual values of ECR2, defined as
the greatest HR acceleration in the first 5 s following stimulus onset in both Count and No
Count conditions, were correlated significantly with LPC amplitude at Pz (site of maximum
amplitude, r = .222, p < .05).
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5.4

Discussion

5.4.1

EEG alpha

No main effect of Count or Count x topography interactions were observed for EEG in the alpha
band. This indicates that there were no differences in state in terms of CNS activity between the
conditions. A common criticism of ERP paradigms comparing conditions that require some
type of cognitive processing vs. ‘ignore’ conditions, is that there is not a clear differentiation
between attention and non-specific arousal when drawing conclusions relating to condition
effects. In this study, the failure to find a significant difference in alpha indicates that any
differences between Count and No Count ERPs or ECRs are not due to arousal.

5.4.2

ECR

In keeping with the findings of the previous study, a biphasic ECR was observed in response to
innocuous auditory stimuli. While in the previous chapter this response was obtained through
between-subjects manipulation of Count vs. No Count, the current chapter strengthens this
finding with identical results in a within-subjects manipulation of cognitive load, and the results
are also supportive of substantial prior research as described in Chapter 4.4. Specifically, in the
No Count condition, clear evidence of a sole deceleratory component was observed, with
deceleration immediately following stimulus onset and then a gradual return towards baseline.
As described in the previous chapter, and in more detail in Chapter 2.4, these findings are
consistent with the identification of this component with processes including stimulus
registration and transient detection. In the Count condition, some very brief deceleration was
also apparent immediately after stimulus onset, however an additional later acceleratory
component was also observed, which appeared to obscure the initial deceleration. This response
difference between conditions, shown in Figure 5.3, may be identified as the hypothetical
ECR2. As the nature of this study was within-subjects, subtraction of the responses in the
Count vs. No Count conditions allows us to conclude that this additional acceleration was due
only to the instruction to “count” the stimuli. This finding is in line with previous research that
describes this acceleration as a marker of cognitive load or mental performance (as described in
Chapter 2.5) and also strengthens the findings of the previous study, which, could not directly
conclude whether the Count condition generated the hypothetical ECR2, due to the betweensubjects nature of the paradigm.
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In summary, the findings of this second study confirm the biphasic nature of the ECR, and
strengthen our findings relating to the hypothetical ECR2 using a within-subjects examination
of cognitive load effects.

5.4.3

5.4.3.1

ERP effects

N1 complex

The expected fronto-central topography of the N1 complex, based on the findings of the first
study of this thesis, and previous research using auditory ERP paradigms (see Chapter 3.2), was
observed. As noted in the previous study, the timing and topography of this complex indicates
the contribution of both the early temporal and vertex subcomponents of the N1 to the overall
component topography, in addition to some of the later negativities occurring in the same
latency period of the N1 described by Näätänen and Picton (1987).

A unique finding of this study was the significant Count x Sagittal interaction for the N1
complex. This interaction indicated the enhancement of a frontal N1 subcomponent in the
Count condition, which was not apparent in the No Count condition. Interestingly, no main
effect of Count was apparent for this complex.

Taken together, this indicates that

subcomponents of the N1 complex are differentially sensitive to processing aspects of cognitive
load.

More specifically, while some components seem to be affected by the processing

requirements of the Count condition, it is apparent that there are others which are not affected at
all.

While perhaps not immediately associated with cognitive processing in current research, the N1
component has a substantial history of attention/cognitive processing effects in the literature.
As described in Chapter 3.3.1, Picton and Hillyard (1974) identified the N1 component as one
of the earliest waves in the auditory evoked potential which was reliably altered by changes in a
subject’s attentive state.

Consistent with this notion, a large number of early studies

investigating the N1 wave have indicated that the auditory N1 component is enhanced when a
subject is attending to stimuli compared to when ignoring them, or attention is directed
elsewhere (e.g. Davis, 1964; Gross et al., 1965; Satterfield, 1965; Naatanen, 1967, 1975; Picton
et al., 1971). More specifically, Näätänen and Picton (1987) suggest that Component 1 of the
N1 complex “may be enhanced by attention through some thalamocortical gating mechanism”
(p. 411). This interpretation is certainly a possibility given the frontal enhancement observed in
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the Count x Sagittal interaction, however several of the later N1 subcomponents also may be
involved. Component 5 of the N1 complex is described as a sensory specific processing
negativity (PN) beginning at approximately 50-100 ms and lasting for the duration of processing
of an attended auditory stimulus.

Similarly Component 6 is described as an “attentional

supervisor” linked to the PN, and thought to be generated in the anterior frontal cortex
(Näätänen & Picton, 1987). As described in Chapter 3.3.1, there is much ongoing debate as to
whether these processing negativities are linked to the earlier exogenous N1 components, or
represent a separate but simultaneous process present in attention-related tasks. It is not the
purpose of this thesis to resolve this argument, however, if the exogenous N1 components and
Processing Negativities are in fact reflective of separate processes, this would support the case
for a closer link between the N1 complex and the ECR1. That is, it may be the case that while
the Processing Negativities are linked to attentional effects, other subcomponents of the N1
complex remain unchanged by manipulations of cognitive load. It is the subcomponents which
are not associated with cognitive processes which we may reasonably expect to be more closely
linked with the ECR1 (see section 5.4.2).

5.4.3.2

LPC

A centro-parietal topography was observed for the LPC, and this was found to be greater in the
midline than the hemispheres.

Additionally, the difference between the midline and

hemispheres was observed to be greater in parietal vs. frontal regions. While slightly different
from findings in the previous study, this topography is broadly consistent with LPC findings in
research investigating processes related to attention and stimulus evaluation (Chapter 3.3).

In keeping with the previous study, a main effect of Count was observed. As discussed earlier,
this effect is consistent with previous research suggesting that the LPC is enhanced with
increased stimulus significance (Donchin & Coles, 1988; Picton & Stuss, 1980; Squires et
al.,1975a, 1975b; 1977); the proportion of attentional resources employed in a given task
(Kramer & Strayer, 1988; Polich, 1987; Wickens et al., 1983) and specifically the processing
involved in counting tasks (e.g. Duncan-Johnson & Donchin, 1977; Johnson & Donchin, 1982;
Picton et al., 1971, 1974; Ritter & Vaughan, 1969). No further Count x topography interactions
were observed for the LPC in this study. This indicates a global effect of increased cognitive
load on this component complex, in contrast to the differential activation of subcomponents
observed in the previous study. This difference may be the result of the more direct comparison
allowed by the within subjects examination of this variable in the present study design.
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5.4.4

ECR-ERP relationships

In terms of EEG alpha activity, no differences were observed between Count and No Count
conditions. This indicated that differences in arousal between conditions did not contribute to
the ERP results. The pre-stimulus HR data indicated that there was no difference in HR level
between conditions, however a linear trend was apparent which indicated a preparatory
deceleration in the Count condition that was not observed in the No Count condition. It was
determined that in light of the EEG data, this was most likely reflecting task-related vigilance
differences between conditions.

As found in the previous study, cognitive load effects produced an ECR2 which we interpret as
an additive effect on an unchanging ECR1 (Figure 5.3). The consistent response pattern of the
deceleratory ECR in both No Count and Count conditions strengthens the linkage of the ECR1
with stimulus registration or transient detection processes. A somewhat unexpected finding of
the present study was the effect of Count in the N1 complex (Figure 5.6D). In an attempt to
simplify the results of the previous study, a within-subjects examination of cognitive load was
used in the current study design. It would appear that despite our attempts to simplify ECRERP relationships with this design, this approach has again emphasised the importance of
delineating the multiple subcomponents of the N1 which may be contributing to the overall
component structure. As discussed in section 5.4.3.1, it is possible that some components of the
N1 are responding simply to the occurrence of the stimulus, and represent a stimulus detection
process.

However, it is probable that simultaneously at least one subcomponent of the

exogenous N1, and possibly several other negativities with similar timing, are contributing to
the overall component topography, and these subcomponents are effected by manipulations of
cognitive load. This does not rule out the possibility of a relationship between the N1 and the
ECR1, but does indicate that separation of the many subcomponents associated with the N1 is
necessary to determine whether this is the case.

In terms of correlations between the N1 and the ECR1, a relationship approaching significance
was observed. This is an expected finding given the hypothesised relationship between these
variables, however it is possible that this relationship may be strengthened through the
identification of individual subcomponents in future research.

In the Count condition, similar response profiles were observed in the ECR and the LPC. As
described above, an additional acceleratory response was observed in the Count vs. No Count
condition for the ECR. Subtraction of these conditions revealed the hypothetical ECR2 which is
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linked to the increased cognitive demand of the Count condition (Figure 5.3). In concordance
with the ECR data, the LPC showed greater amplitudes in the Count vs. No Count condition
(Figure 5.7).

This response was more simplified than the previous study, in that the

contribution of individual subcomponents of the LPC was not apparent. This indicates a more
generalised effect of cognitive load in the current study, which may be reflective of the withinsubjects design. More specifically, a significant positive correlation between the ECR2 and the
LPC was confirmed, demonstrating that there is a relationship between these two variables.
This reinforces the notion that these later measures are related to more complex aspects of
stimulus processing. In contrast, the ECR1 and N1 appear to be more closely related to the
more simplified aspects of the processing sequence, such as stimulus detection, as observed in
the No Count condition.

5.4.5

Summary

As with the previous study of this thesis, this study employed a variable long-ISI auditory
paradigm to examine the effects of cognitive load on autonomic and central nervous system
measures thought to reflect cognitive processing. In an attempt to simplify the findings of the
previous study, a relatively shorter ISI (7-9 s) was used, together with a single tone intensity (80
dB). Furthermore, a within-subjects design was used to more directly examine manipulations of
cognitive load, and also to investigate the possible contribution of differences in pre-stimulus
state.

Within-subjects examination of cognitive load confirmed the findings of the previous study,
which indicated that in situations with increased cognitive processing requirements (Count vs.
No Count), an additional acceleratory response in the ECR is observed, in addition to increased
LPC amplitudes. The within-subjects nature of this study allows us to identify this additional
acceleratory ECR as the ECR2, which has been consistently linked with increased cognitive
load in previous research.

An unexpected finding of this study was that cognitive load effects were also observed in the N1
complex, though not in the early deceleratory ECR1. Attention/stimulus processing effects have
been reported for the N1 complex in previous research, however this component is traditionally
linked with more automatic processes such as stimulus registration, as indexed by the ECR1. It
would appear that despite our attempts to simplify the current paradigm, these ERP components
are more complex than their proposed autonomic counterparts.

While the ECR is easily

separated by appropriate conditions and is thus directly relatable to the processes involved in
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these conditions, it would appear that the N1 and LPC have several processes contributing to
their elicitation, and are therefore more difficult to relate to a singular process in any one
condition. Particularly for the N1 complex, the possible contribution of several subcomponents,
and additional processing-related negativities, emphasises the necessity of identifying these
individual subcomponents in future studies, in order to establish if there is the expected
relationship between this component and the ECR.

This study has strengthened our insight into the ECR-ERP linkages suggested in the first study
of this thesis, but has also raised some further questions. Evidence suggests that, at a basic
level, these measures show some similarities in their relationship to aspects of stimulus
processing, however some additional unexpected findings also suggest closer investigation is
required to determine the role of individual ERP subcomponents in these relationships. While
this study has strengthened some of the results from the previous study using a more simplified
within-subjects approach, the conclusions remain limited in a number of ways. Firstly, this
study has extended our understanding of linkages between the ECR and ERP in relation to
cognitive load, but has not offered any further insight in relation to intensity. Therefore, the
following study will re-introduce intensity as a between-subjects variable while maintaining the
within-subjects approach to manipulations of cognitive load to allow parallels to be drawn to the
present study. A limitation of the first study of this thesis was the apparent complications of the
intensity of the soft tone. In order to ensure any intensity effects are not complicated with
processing related to (the confidence of) tone detection, the next study will increase the intensity
of the soft tone from 50 dB to 60 dB. Further, some unexpected results were observed for the
N1 complex in the current study. The following study will determine whether this pattern of
results are repeatable under similar stimulus conditions. The use of PCA in the following study
to separate subcomponents of the N1 complex and LPC should enhance our understanding of
the relationships suggested in the early studies of this thesis.
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6 Study 3 – An investigation of the effect of cognitive load
(within-subjects) and stimulus intensity (between-subjects)
on auditory event-related potential correlates of the evoked
cardiac response

6.1

Introduction

The previous study used a variable long-ISI counting/no-counting paradigm to examine
cognitive load effects with a single-intensity auditory stimulus. In an attempt to simplify the
findings of Study 1, a relatively shorter ISI (7-9 s) was used, together with a single tone
intensity (80 dB). A within-subjects design was used to more-directly examine manipulations
of cognitive load, and also to investigate the possible contribution of differences in pre-stimulus
state, as reflected by EEG alpha. The within-subjects examination of Count confirmed the
findings of Study 1, such that in situations with increased cognitive load (Count vs. No Count),
an additional acceleratory response in the ECR was observed, together with increased LPC
amplitudes which were independent of arousal differences between conditions. The additional
acceleratory ECR was identified as the ECR2, which has been consistently linked with
increased cognitive load in previous research (see Chapter 2.5).

An unexpected finding of Study 2 was that cognitive load effects were observed in the N1
complex, though not in the early deceleratory ECR1. Thus, it appears that, despite our attempts
to simplify the Study 2 paradigm, the N1 and LPC ERP components are more complex than
their proposed autonomic counterparts. More specifically, while the ECR is easily separated by
appropriate conditions and is thus directly relatable to the processes involved in these
conditions, it would appear that the N1 and LPC have multiple processes contributing to their
elicitation, and are therefore more difficult to relate to a single process in any one condition.
Therefore, the use of Principal Components Analysis (PCA) has been introduced in the
following study to separate subcomponents in each of the N1 complex and LPC, and this should
enhance our understanding of the relationships suggested in the earlier studies of this thesis.

While the previous study extended our understanding of linkages between the ECR and ERP in
relation to cognitive load, no further insight was gained in relation to intensity. Therefore, in
this study, intensity has been re-introduced as a between-subjects variable while maintaining the
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within-subjects approach to manipulations of cognitive load. The aim of this design is to allow
parallels to be drawn to the previous study in relation to cognitive load, while also reconsidering
the contribution of intensity, which was a within-subjects variable in Study 1. As discussed
previously, a limitation of Study 1 was that intensity effects appeared to be complicated by the
confidence of tone detection. In order to overcome this, the present study will increase the
intensity of the soft tone from 50 dB to 60 dB.

In this study, a fixed 10 s ISI was used to examine Count within-subjects and Intensity betweensubjects, where subjects were exposed to either a Loud (80 dB) or Soft (60 dB) tone in four
alternating and counterbalanced stimulus blocks. The design of this study allowed us to draw
direct comparisons between cognitive load effects from the previous study, and intensity effects
from Study 1. The introduction of a fixed ISI also allowed us to consider the effect of
anticipation on cardiac and ERP responses. Pre-stimulus HR is an important but infrequently
considered state measure relevant to studies examining evoked cardiac responses. Studies have
shown that HR and SC levels fractionate in different situations, known as “situational
specificity” (Lacey, 1967). Barry (2006) states that this directional fractionation may be the
result of task related activation of the organism, rather than reflecting arousal. As described in
Chapter 2, a reduction in HR level approaching stimulus onset has been considered a correlate
of an attentive preparatory state known as vigilance (Tremayne & Barry, 2001). This is distinct
from the post-stimulus effects of signal value, which has been correlated with post-stimulus HR
acceleration but shown to have no effect on the deceleratory response (Barry 1981, 1982, 1986).
Previous research has shown that pre-stimulus vigilance differences have been associated with
enhanced post-stimulus decelerations. Furthermore, Lacey and Lacey (1970) linked transient
pre-stimulus HR deceleration with the Contingent Negative Variation (CNV), a long-lasting
cortical shift commonly elicited in anticipation of a stimulus event (Cohen & Walter, 1966;
Walter, 1967).

Therefore, examining pre-stimulus HR and the CNV should aid our

understanding of post-stimulus responses, for both the ECR and ERP measures, and clarify the
potential relationships between these measures. Additionally, the use of PCA in the present
study will enable us to identify whether multiple subcomponents are contributing to the N1 and
LPC, providing us with the opportunity to investigate differential response effects within each
of these component complexes.

Given the results of Study 2, it was expected that increasing cognitive load, by requiring the
subjects to count the stimuli, would result in an additional acceleratory ECR (ECR2) and
enhanced LPC amplitudes. Also of interest in this study, was whether the unexpected N1
enhancement observed for the Count condition in the previous study was paradigm-specific, or
whether it would be repeated here. If so, PCA may disentangle the subcomponents of the N1,
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allowing a more simplified explanation of this result. Based on the findings of Study 1, it was
expected that the ECR1 would be invariant to stimulus intensity and that while not observed
previously, PCA would reveal at least one subcomponent of the N1 which behaves in a similar
manner. The primary aim of this study was to provide evidence for the contribution of multiple
subcomponents in a paradigm that was relatable to Study 1 in terms of stimulus intensity, and to
Study 2 in terms of cognitive load. It was expected using PCA in this context would reveal the
suspected differential contribution of subcomponents to post-stimulus ERP effects, as indicated
in Study 2. A secondary aim of this study was to provide more detailed support for the findings
of the previous two Studies and also to consider the role of anticipation in cardiac and ERP
responses.

6.2

Method

6.2.1

Participants

Participants were forty adults (11 males) aged between 18 and 48 years (mean 21.7 years), who
participated in order to fulfill partial requirements for an undergraduate psychology course. For
inclusion in the study, participants were required to have normal vision and hearing and no
caffeine consumption in the 2 hours prior to the testing period. As in previous studies of this
thesis, individuals were excluded if they had a history of seizures, psychiatric illness or head
injuries, or were currently taking psychoactive drugs.

6.2.2

Stimuli

All subjects completed four blocks of a fixed ISI paradigm. In each block subjects were
presented with 20 stimuli, plus 0-5 extra tones (not analysed) to prevent communication of the
target number. Tones (60/80 dB SPL, 1000 Hz, 50 ms duration, 15 ms rise/fall time) were
presented via headphones using a fixed inter-stimulus interval of 10 s, resulting in a mean block
length of approximately 3.25 minutes. Subjects were assigned to either a Loud (80 dB) or Soft
(60 dB) condition, and were each exposed to two blocks of a Count and two blocks of a No
Count condition, alternating between conditions and counterbalanced between subjects. In the
Count condition subjects were required to (silently) count the number of tones presented in the
block, and report the total at the completion of each block. For the No Count condition, no
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instructions were given in relation to the tones, and subjects were asked to simply relax and
fixate on the centralised cross on the computer monitor.

6.2.3

Procedure

The research protocol was approved by the joint University of Wollongong and Illawarra Area
Health Service Human Research Ethics Committee. Participants were familiarised with the
laboratory and the testing procedure prior to providing written informed consent.

It was

emphasized that consent to participate could be withdrawn at any time without penalty.

Participants then filled out a brief screening questionnaire as outlined in previous chapters (see
also Appendix A).

Participants were then fitted with an electrode cap and disposable pre-jelled heart rate
electrodes, and seated in a sound-attenuated booth. A dimmed incandescent light remained on
in the chamber during the testing session.

Participants were then given the appropriate

instruction for the coming block as outlined in Section 6.2.2 and were encouraged to remain as
still as possible throughout the task and minimise eye movements by using a central fixation
cross on a computer monitor. Electrophysiological recording parameters were as previously
specified in Chapter 4.2.4.

After checking for adequate understanding of the task, the

participants completed the four experimental blocks, with a short break between blocks to
provide the appropriate set of instructions and (if appropriate) to record the number of tones
counted in the previous block.

6.2.4

6.2.4.1

Data extraction

ECR

EKG was analysed using a locally produced R-wave peak detection program to compute R-R
intervals in ms. Measures of cardiac activity were calculated in terms of mean values of HR for
0.5 s intervals relative to event onset (Velden & Wolk, 1987), with each epoch of data
commencing 5 s before stimulus onset and ending 5 s after stimulus onset.
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6.2.4.2

ERPs

The continuous EEG data were analysed using Neuroscan software (version 4.3). The first
twenty responses from each block were analysed. The ERP epoch ranged from 1000 ms prestimulus to 1000 ms post-stimulus. Epochs were baselined to the 100 ms prior to stimulus onset
and digitally low-pass filtered down 6 dB at 12 Hz. Epochs were subjected to artifact correction
where vEOG was subtracted from the EEG using a regression algorithm in the time domain
(Semlitsch et al., 1986).

Baseline-to-peak amplitudes were calculated for the N1 complex and LPC following stimulus
onset. For peak detection a computer algorithm identified the maximum negativity (N1) or
positivity (LPC) within a specified time range. The N1 complex was defined as the maximum
negativity in the 100-170 ms time range following stimulus onset. The LPC was identified as
the maximum positive component occurring 250-350 ms following stimulus onset. The peak
markers were confirmed manually using visual inspection, with manual adjustment if necessary.

6.2.4.3

Principal components analysis (PCA)

In order to quantify the peaks underlying the N1 and LPC, restricted epoch ranges were selected
which reflected the time ranges in which the ERP component complexes were initially
identified. The N1 and LPC data were entered into separate analyses with the epoch extended
10 ms either side of the initial time window used for identifying the components (N1: 90-180
ms; LPC: 240-360 ms) to ensure the peaks had fully resolved. The original number of cases (40
subjects X 2 conditions X 9 sites = 720) and variables (N1: 47 digitised points, LPC: 63
digitised points) were submitted to covariance matrix PCAs followed by a varimax rotation,
utilizing the SPSS statistical package v.15.

According to Kayser and Tenke (2003),

standardising PCA loadings before rotation is likely to produce artificial factors, whereas the
unstandardised components lead to more distinctive time-courses (i.e. lower secondary
loadings), allowing better factor interpretation. Thus, the unstandardised loadings were input to
the varimax rotation. Factor scores, which reflect the product of the factor coefficient matrix
multiplied by the point amplitude for each case entered into the PCA (i.e. each ERP), were
generated in SPSS for each of the extracted factors. Because the factor scores are directly
related to component amplitudes, they may be employed in any subsequent statistical analyses
reflecting the study design (Picton et al., 2000).
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6.2.5

6.2.5.1

Data Analysis

ECR

For pre-stimulus HR, a MANOVA examined mean HR levels, and the linear trend in the 2 s
preceding stimulus onset, using mean HR values measured at 0.5 s intervals. Intensity (Loud /
Soft) was examined as a between-subjects factor, and Count (Count / No Count) and Time
(shape of the response) as within-subject factors in the design.

Analysis of the ECR also used a MANOVA to examine response trends in the 5 s following
stimulus onset relative to the prestimulus HR value. Factors examined in this analysis were
again Intensity (Loud / Soft), Count (Count/No Count) and Time as described above. Simple
(linear, quadratic, cubic) trends over Time were used to define response effects. These response
effects were as used in Chapter 4.2.6.1.

6.2.5.2

ERPs

As with the previous study, ERP analyses were restricted to the sites F3, Fz, F4, C3, Cz, C4, P3,
Pz, and P4, in a 3 x 3 (sagittal x lateral) matrix. Amplitude measures from the ERP peaks, and
factor scores from the PCA, were subjected to a MANOVA, with Intensity (Loud/Soft) as a
between-subjects factor and Count (Count / No Count), Sagittal (Frontal / Central / Parietal),
and Lateral (Left / Midline / Right) as within-subjects factors. A planned contrast on the
Intensity factor compared the mean of the Loud condition with the mean of the Soft condition,
and a contrast for Count compared the mean of responses to the Count condition (in both
blocks) with the mean of the responses to the No Count condition within-subjects. Orthogonal
planned contrasts for the Sagittal factor compared frontal with parietal activity, and the mean of
these with activity at central sites. For the Lateral factor, contrasts compared left with right
hemisphere activity, and the mean of the hemispheres with the midline activity. These contrasts
are optimal for elucidating topographic effects within the sites studied.

As the contrasts for all measures were planned and there were no more of them than the degrees
of freedom for effect, no Bonferroni-type adjustment to alpha was necessary (Tabachnick
&Fidell, 1996). Also, Greenhouse-Geisser type correction was not necessary because single
degree of freedom contrasts are not affected by the violations of symmetry assumptions
common in repeated-measures analyses of physiological data (O’Brien & Kaiser, 1985). Where
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there were main effects of Count or Intensity, or their interaction, ERP data were also submitted
to vector scaling (McCarthy & Wood, 1985), and only condition x topography interactions that
remained significant after this procedure are reported. All contrasts reported for these analyses
have (1, 39) degrees of freedom.

6.3

Results

6.3.1

ECR

The raw HR values for the pre- and post-stimulus periods are shown in Figure 6.1. In the period
preceding stimulus onset (-2 to 0 s) a main effect of Count was observed for mean HR level,
which was reduced for Count vs. No Count conditions (F = 6.05, p < .05). A decelerating linear
trend was also observed (F = 4.16, p < .05), but was not found to differ for Count vs. No Count
conditions (F < 1).

COUNT

78

NO COUNT

HR (BPM)

77

76

75
-2

-1

0

1

2

3

4

5

74
Time from stimulus onset (s)

Figure 6.1. Mean raw cardiac activity for Count and No Count conditions in the 2 s preceding
stimulus onset and the post-stimulus 5 s.

The grand mean ECR averaged across Count and No Count conditions is shown in Figure 6.2.
In the period following stimulus onset (0 – 5 s) the response showed a brief initial deceleration,
followed by a large acceleration which reached a maximum at approximately 3.5 s, together
indicated by significant linear (F = 53.53, p < .001), and cubic (F = 59.86, p < .001) trends.
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Figure 6.2. Mean evoked cardiac response across Count and No Count conditions. Relative HR
changes are shown in 0.5 s intervals from stimulus onset.
For Intensity, no significant main effects, or Intensity x Time interactions, were observed (Fig.
6.3).
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Figure 6.3. Mean evoked cardiac responses for Loud and Soft stimuli.

The ECRs for the Count and No Count conditions are shown separately in Figure 6.4. For the
No Count condition, a deceleratory ECR1 can be seen immediately following stimulus onset,
which shows a brief acceleration before a gradual return towards baseline begins at
approximately 3 s post-stimulus. The Count condition shows a rapid acceleration following a
very brief and relatively smaller deceleration in the same time period. Also shown on the figure
is the hypothetical ECR2, the difference between responses to the Count and No Count
conditions. The ECR2 shows a rapid acceleration following stimulus onset, which begins to
return toward baseline late in the 0 - 5s period. Significant differences in the response profiles
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of the Count and No Count condition were indicated by differences in the linear (F = 9.52, p <
.005) trend during the 5 s following stimulus onset, leading to a significant main effect (F =
8.70, p < .005), with greater overall acceleration for the Count condition relative to the No
Count condition.
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-1
Time from stimulus onset (s)

Figure 6.4. Mean evoked cardiac responses for Count and No Count conditions. The difference
between these responses is also shown as the hypothetical ECR2.

6.3.2

ERPs

The grand mean ERPs across all subjects are shown in Figure 6.5 for the 9 sites used in the
statistical analyses. Following stimulus onset, a prominent N1 complex (mean latency: 135.7
ms) is evident at all sites, and is largest centrally. P2 and N2 components were also apparent in
the waveform morphology, and a large P2 is particularly evident in the (Loud - Soft) difference
wave , but these will not be discussed further. Following these, an LPC (mean latency: 310.7
ms) was apparent, that was also largest centrally.

Grand mean ERPs for responses to Loud and Soft stimuli are shown for the three midline sites
in Figure 6.6A. Intensity differences are evident in both the N1 complex and LPC (see sections
6.3.2.1 and 6.3.2.2, see also Figure 6.6A, particularly the difference wave). Figure 6.6B shows
grand mean ERPs for Count and No Count conditions along the three midline sites.

A

difference wave illustrates the enhanced LPC observed with the increased cognitive demand of
the Count condition (see section 6.3.2.2).
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Figure 6.5. Grand Mean ERPs across all stimuli. Vertical bars represent stimulus onset.
Amplitude in µV and time in ms are marked at Cz.
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Fz
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Figure 6.6. Grand mean ERPs for responses to (A) Loud (black) and Soft (grey) stimuli, and
(B) Count (black) and No Count (grey) conditions. The dashed line represents the difference
between the two conditions. Amplitude in µV and time in ms are marked at Cz.

6.3.2.1

N1

The N1 amplitude showed a central maximum (central > frontal/parietal: F = 189.69, p < .001),
and also a midline > hemispheres effect (F = 59.44, p < .001; see Table 6.1 for effect
descriptions and means, and Figures 6.7 A, B for N1 topography).

Sagittal x Lateral

interactions indicated greater negativity in the left hemisphere relative to the right in the central
region, and the reverse in frontal and parietal regions (F = 4.64, p<.05); also the enhanced
negativity of the N1 at midline sites was greater centrally than in frontal and parietal regions ( F
= 8.04, p < .01, Figure 6.7C). As indicated by the difference wave in Fig 6.6A and topographic
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maps in Figure 6.8, a main effect of Intensity was observed (F = 9.71, p < .005), with greater
overall negativities in responses to Loud vs. Soft stimuli. There was also an enhancement of the
midline > hemispheres effect for responses to Loud vs. Soft stimuli (F = 12.17, p < .001;
Figures 6.7D and 6.8). No main effect of Count or Count x topography interactions were
observed for this component (see Figures 6.6B, particularly the difference wave, and 6.8).
However, an Intensity x Count x Sagittal x Lateral interaction revealed that, for responses to
Loud stimuli, the midline enhancement of this component relative to the hemispheres was
greater in central regions compared to the frontal/parietal regions for the Count condition,
whereas the opposite pattern was observed for the No Count condition; this effect was reversed
for Soft stimuli (see Figure 6.7E, F).

Together these results indicate the elicitation of strongly centralised subcomponents of the N1,
maximal at the vertex.

The main effect of Intensity for N1 amplitude suggests that all

subcomponents are responding to the manipulation of stimulus parameters, while the minor
Intensity x Count x topography interaction observed suggests one of the subcomponents may
also be responding to cognitive load.

Table 6.1. Significant effects for the N1 component
Effect

Contrast

S
L
SxL

Details

F

p

c vs. f/p

-10.3 vs. -7.8

189.69

.000

m vs. l/r

-9.4 vs. -8.2

59.44

.000

c3 to c4 vs. f3/p3 to f4/p4

-9.8 to -9.7 vs. -7.3 to -7.6

4.64

.050

cz to c3/c4 vs. fz/pz to f3f4/p3p4

-11.2 to -9.8 vs. -8.5 to -7.5

8.04

.010

I

Soft vs. Loud

-7.0 vs. -10.2

9.71

.005

IxL

m vs. l/r

Soft: -7.5 vs. -6.8

12.17

.001

4.90

.050

Loud: -11.3 vs. -9.7
IxCxSxL

cz to c3/c4 vs. fz/pz to f3f4/p3p4

Soft-Count: -8.8 to -8.3 vs. -7.2 to -6.5
Loud-Count: -13.8 to -11.4 vs. -10.0 to -8.6
Soft-No Count: -8.5 to -7.7 vs. -6.5 to -5.9
Loud-No Count: -11.6 to -13.8 vs. -10.2 to -8.8

Details column presents mean amplitude in µV. Abbreviations for this and subsequent tables: C, Count: Count/No Count. I,
Intensity: Loud/Soft. Sagittal (S) abbreviations: f, mean frontal (F3, Fz, F4); p, mean parietal (P3, Pz, P4); c, mean central (C3, Cz,
C4); f/p, mean of frontal and parietal (F3, Fz, F4, P3, Pz., P4). Lateral (L) abbreviations: l, mean left hemisphere (F3, C3, P3); r,
mean right hemisphere (F4, C4, P4); l/r, mean of left and right hemispheres (F3, C3, P3, F4, C4, P4); m, mean of the midline (Fz,
Cz, Pz). Sagittal x Lateral (SxL) interactions: sites (e.g. f3) represent position on scalp (e.g. frontal left hemisphere); f3/p3, mean of
frontal and parietal left hemisphere; f4/p4, mean of frontal and parietal right hemisphere; fz/pz, mean of frontal and parietal midline;
f3/f4, mean of frontal left and right hemispheres; p3/p4, mean of parietal left and right hemispheres; c3/c4, mean of central left and
right hemispheres; f3f4/p3p4, mean of frontal and parietal left and right hemispheres
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Figure 6.7. Topography of the N1 component for (A) Sagittal (B) Lateral and (C) Sagittal x
Lateral contrasts (F = frontal, C = central, P = parietal; L = left hemisphere, M = midline, R =
right hemisphere). Panel D shows the Intensity x Lateral effect. The Intensity x Count x
Sagittal x Lateral interaction is shown for Loud and Soft stimuli in Panels E and F respectively.
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Figure 6.8. Topographic maps for baseline to peak N1 amplitudes, over the 9 sites examined
separated by Intensity and Count.
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6.3.2.2

LPC

The LPC showed a centro-parietal maximum (parietal > frontal: F = 25.54, p < .001; central>
frontal/parietal F = 16.09, p < .001, Figure 6.9A), and also a midline > hemispheres effect (F =
48.61, p < .001; Figure 6.9B, see Table 6.2 for means). Further, Sagittal x Lateral interactions
revealed that the extent to which LPC amplitudes were enhanced in the midline relative to the
hemispheres was greater in parietal than frontal regions (F = 11.86, p < .001), and also centrally
vs. the mean of frontal and parietal regions (F = 7.9, p < .001). Also, the difference between left
and right hemispheres was greater centrally than in the mean of frontal and parietal regions (F =
4.06, p = .051, Figure 6.9C). A main effect of Intensity was observed for this component (F =
4.26, p < .05), with greater amplitudes for responses to Loud vs. Soft stimuli (Figures 6.6A and
6.10), but no Intensity x topography interactions remained significant after vector scaling. A
main effect was also observed for Count, which showed increased responses to Count vs. No
Count stimuli (F = 47.50, p < .001, Figures 6.6B and 6.10). Additionally, a Count x Sagittal
interaction indicated that the enhancement of this component for Count vs. No Count stimuli
was greater in parietal vs. frontal regions (F = 17.62, p < .001, Figure 6.9D).

Table 6.2. Significant effects for the LPC
Effect

Contrast

Details

F

p

S

f vs. p

7.0 vs. 9.3

25.54

.000

c vs. f/p

8.9 vs. 8.2

16.09

.000

L

m vs. l/r

9.4 vs. 7.9

48.61

.000

SxL

fz to f3/f4 vs. pz to p3/p4

7.6 to 6.7 vs. 10.4 to 8.8

11.86

.001

c3 to c4 vs. f3/p3 to f4/p4

8.2 to 8.5 vs. 7.8 to 7.7

4.06

.051

cz to c3/c4 vs. fz/pz to f3f4/p3p4

10.0 to 8.3 vs. 9.0 to 7.7

7.90

.010

I

Soft vs. Loud

7.3 vs. 9.6

4.26

.050

C

Count vs. No Count

10.5 vs. 6.3

47.50

.000

CxS

f vs. p

Count: 8.4 vs. 11.9

17.62

.000

No Count: 5.5 vs. 6.8
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Figure 6.9. Topography of the LPC for (A) Sagittal (B) Lateral and (C) Sagittal x Lateral
contrasts. The Count x Sagittal effect is shown in Panel D. Tick labels are as described in
previous figures.
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Figure 6.10. Topographic maps for baseline to peak LPC amplitudes, over the 9 sites examined
separated by Intensity and Count.

These results also suggest the elicitation of multiple subcomponents. The main effect of
Intensity indicates several subcomponents are responding to the manipulation of stimulus
parameters. Additionally the main effect of Count and Count x topography effects for LPC
amplitudes suggest that at least one subcomponent of the LPC is responding to cognitive load,
and this is most likely a parietal component.
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6.3.3

6.3.3.1

PCA-derived components
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Figure 6.11. Panel A illustrates the grand average ERP at Cz. The 90-180 ms segment of the
epoch entered into the PCA is shown in Panel B.

The across-group factor loadings are

illustrated in Panel C. Panel D illustrates the virtual ERPs for the data shown in Panel B,
calculated for each factor extracted. The sum of the virtual (dashed) ERPs is plotted with the
original grand average (solid) ERPs at Fz (black), Cz (dark grey), Pz (light grey) for this epoch
in Panel E. As can be seen the sum of the virtual components largely accounts for the activity
represented by the grand average at each of these sites.
Three factors were extracted for the N1 complex, which accounted for 97.7% of the variance in
the data. The grand average ERP at Cz is illustrated in Figure 6.11A. The dotted lines illustrate
the 90-180 ms segment of the epoch entered into the PCA, as shown in Figure 6.11B. The
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factor loadings are illustrated in Figure 6.11C. Virtual ERPs were constructed to illustrate the
ERP waveform for each component extracted. These were calculated following Dien (1998)
and Dien and Frishkoff (2005), by taking the product of (1) the standard deviation of the raw
data across subjects, (2) the factor scores of each component, and (3) the voltage-corrected
factor loadings. In Figure 6.11E, the virtual waveforms have been summed for the grand mean
across all subjects and stimuli at the three midline sites used in our analyses (Fz, Cz, Pz), in
order to illustrate the reconstruction of the grand average ERP. As can be seen, the sum of the
virtual components (shown at Cz in Figure 6.11D) largely accounts for the activity presented by
the grand average.

6.3.3.1.1 Topography

Figure 6.12 shows topographic headmaps derived from the mean factor scores over each site
examined (F3, Fz, F4, C3, Cz, C4, P3, Pz, P4) separately for each factor and also for the grand
mean ERP from which the factors originated. Figure 6.13 shows headmaps for the mean factor
scores, separately by group (Loud, Soft) and condition (Count, No Count).

N1F1

N1F2

N1F3

N1 ACTUAL
1.1

15

-1.3

-15µV

Figure 6.12. Topographic maps of the factor scores and grand mean ERP amplitude derived
from the 9 sites examined for the N1 complex.
Factor 1 (37.1 % explained variance) showed a maximum peak latency of approximately 100
ms. As shown in Figure 6.12, Factor 1 was maximal centrally (central > frontal/parietal: F =
40.12, p < .001) and also showed enhanced negativity in the midline relative to the hemispheres
(F = 5.17, p < .05). A Sagittal x Lateral interaction indicated that the negativities were
enhanced at the midline relative to the hemispheres for parietal sites, and reduced at frontal sites
(F = 4.83, p < .05); and this effect was greater in the mean of these sites than in the central
region (F = 19.32, p < .001).
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Factor 2 (31.3 % explained variance) peaked at approximately 140 ms post-stimulus. Figure
6.12 shows greater negativities in central vs. frontal/parietal regions (F = 165.12, p < .001).
Further, negativities were increased in the left vs. right hemisphere (F = 6.58, p < .05) and in the
midline relative to the hemispheres (F = 43.03, p < .001). Sagittal x Lateral contrasts revealed
that the enhancement of this component in the left vs. right hemisphere was greater in frontal
regions than parietal regions (F = 5.83, p < .021); and greater centrally than in the mean of
frontal and parietal regions (F = 5.74, p < .022). The increased negativities observed in the
midline vs. the hemispheres were greater frontally than in parietal regions (F = 15.46, p < .001)
and also centrally relative to the mean of frontal and parietal regions (F = 26.71, p < .001).

Factor 3 (29.33 % explained variance) was a negativity peaking approximately 170 ms after
stimulus onset. This component was enhanced in frontal vs. parietal regions (F = 67.72, p <
.001). Additionally, negativities were increased in the right vs. left hemisphere (F = 6.21, p <
.05), and in the midline relative to the hemispheres (F = 22.33, p < .001). Sagittal x Lateral
interactions were also apparent, with a midline > hemispheres enhancement found to be
increased in frontal vs. parietal regions (F = 58.79, p < .001); and a hemispheres > midline
enhancement which was increased centrally compared to the mean of frontal and parietal
regions (F = 24.94, p < .001).
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6.3.3.1.2 Intensity and task effects
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Figure 6.13. Topographic maps of the factor scores derived from the 9 sites examined for the
N1. Maps are shown separately by Count and Intensity.
Factor 1: Intensity x topography interactions revealed an increased amplitude in central vs.
frontal/parietal regions which was greater for responses to Loud than Soft stimuli (F = 6.81, p <
.05, Figure 6.13). Additionally, an Intensity x Sagittal x Lateral interaction showed the extent
to which right hemisphere amplitudes were greater than those in the left hemisphere was
maximal in frontal regions and reduced in parietal regions, and the magnitude of this effect was
greater for responses to Loud vs. Soft stimuli (F = 8.90, p < .005). These topographic effects
led to a main effect of Intensity which showed increased amplitudes for Loud vs. Soft stimuli (F
= 11.04, p < .005, Figure 6.13). No effects of Count or Count x topography interactions were
observed for this component.

Factor 2: As shown in Figure 6.13, an Intensity x topography interaction revealed greater
negativities in frontal vs. parietal regions for responses to Loud stimuli, however for Soft
stimuli, the opposite pattern was observed (F = 4.71, p < .05). Additionally, Intensity x Sagittal
x Lateral contrasts showed that the midline enhancement of this component relative to the
hemispheres was greater in frontal vs. parietal regions for Loud stimuli and the opposite pattern
was observed for responses to Soft stimuli (F = 16.88, p < .001); the midline enhancement was
also found to be greater centrally relative to the mean of frontal and parietal regions for both
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Loud and Soft stimuli, however the extent of this difference was greater for responses to Loud
stimuli (F = 6.78, p < .05). A main effect of Intensity was also observed for this component (F
= 5.73, p < .022). A Count x Sagittal x Lateral interaction was observed which indicated that
the enhancement of the midline vs. the hemispheres was greater frontally and reduced parietally
for both conditions, but the extent of this difference was greatest in the Count condition (F =
9.50, p < .005). Additionally, an Intensity x Count x Sagittal x Lateral interaction revealed that
for responses to Loud stimuli, the midline enhancement of this component relative to the
hemispheres was greater in central regions compared to the frontal/parietal regions for the
Count condition, whereas for the No Count condition the opposite pattern was observed. In
contrast, for responses to Soft stimuli the midline vs. hemispheres enhancement was found to be
greatest in frontal/parietal regions for the Count stimuli and greater centrally than
frontal/parietal regions for the No Count condition. No main effect of Count was observed for
this component.

Factor 3: Intensity x topography effects were observed for this component, with enhanced
negativities in frontal vs. parietal regions and also in central vs. frontal/parietal regions, which
were more prominent for responses to Soft than Loud stimuli (F = 10.40, p < .005; F = 24.51, p
< .001). Intensity x Sagittal x Lateral interactions were also observed, indicating a midline >
hemispheres effect which was enhanced in frontal vs. parietal regions, and the extent of this
enhancement was greater for Soft than Loud stimuli (F = 7.58, p < .01). Additionally a
hemispheres > midline enhancement was observed which was increased centrally relative to the
mean of frontal/parietal regions, the extent of which was also greater for Soft than Loud stimuli
(F = 5.64, p < .05). These effects led to a main effect of Intensity (F = 10.33, p < .005). Count
x topography effects were also observed, with greater negativities found in frontal than parietal
regions for Count vs. No Count stimuli (F = 15.35, p < .001). Enhanced negativities were also
observed in the hemispheres vs. the midline for Count vs. No Count stimuli (F = 4.26, p < .05).
No main effect of Count or any further Count x topography effects were observed for this
component.

6.3.3.1.3 Component identification

Visual inspection of the virtual ERPs and their overall topography was initially utilised to
identify and label the N1 subcomponents that corresponded to the extracted factors. The
appropriateness of the nomenclature used here to label the extracted factors is assessed in the
subsequent discussion.
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Of the 3 negativities obtained in the N1 latency range, 2 may be tentatively identified as “true”
N1 components following Näätänen and Picton (1987). Factors 1 and 2 – based on the relative
size and timing, centralised negative topographies and response to stimulus Intensity – most
likely correspond to Components 3 and 1, respectively. The relatively late-timing and frontal
topography observed for Factor 3 suggest it is most likely an N2 and as such will not be
discussed any further here.

6.3.3.2

LPC

Three factors were extracted for the LPC, which accounted for 98.1% of the variance in the
data. The grand average ERP at Pz is illustrated in Figure 6.14A. The dotted lines illustrate the
240-360 ms segment of the epoch entered into the PCA, as shown in Figure 6.14B. The factor
loadings are illustrated in Figure 6.14C. Virtual ERPs were constructed following the process
described in section 6.3.3.1. In Figure 6.14E, the virtual waveforms have been summed for the
grand mean across all subjects and stimuli at the three midline sites used in our analyses (Fz,
Cz, Pz), in order to illustrate the reconstruction of the grand average ERP. As can be seen, the
sum of the virtual components (shown at Pz in Figure 6.14D) largely accounts for the activity
presented by the grand average.
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Figure 6.14. Panel A illustrates the grand average ERP at Pz. The 240-360 ms segment of the
epoch entered into the PCA is shown in Panel B.

The across-group factor loadings are

illustrated in Panel C. Panel D illustrates the virtual ERPs for the data shown in Panel B,
calculated for each factor extracted. The sum of the virtual (dashed) ERPs is plotted with the
original grand average (solid) ERPs at Fz (black), Cz (dark grey), Pz (light grey) for this epoch
in Panel E. As can be seen the sum of the virtual components largely accounts for the activity
represented by the grand average at each if these sites.

6.3.3.2.1 Topography

Figure 6.15 shows topographic headmaps derived from the mean factor scores over each site
examined (F3, Fz, F4, C3, Cz, C4, P3, Pz, P4) separately for each factor and also for the grand
mean ERP from which the factors originated. Figure 6.16 shows headmaps for the mean factor
scores, separately by group (Loud, Soft) and condition (Count, No Count).
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Figure 6.15. Topographic maps of the factor scores and grand mean ERP amplitude derived
from the 9 sites examined for the N1 complex.

Factor 1 (39.01% explained variance) was a parietal positive component that peaked at
approximately 350 ms post-stimulus. As shown in Figure 6.15, amplitudes for this component
were larger at parietal than frontal sites ( F = 35.44, p < .001) and also for the mean of these
sites vs. central sites (F = 22.22, p < .001). Sagittal x Lateral contrasts revealed increased
activity in the midline vs. the hemispheres in parietal sites but the reverse pattern at frontal sites
(F = 28.98, p < .001) and also increased activity in the midline vs. the hemispheres for the mean
of frontal and parietal sites relative to central sites (F = 9.00, p < .005).

Factor 2 (35.87 % explained variance) was a central positivity peaking approximately 240 ms
post-stimulus. Amplitudes for this component showed a slight increase in frontal vs. parietal
regions (F = 5.31, p < .05) and a large increase centrally relative to the mean of frontal and
parietal regions (F = 101.05, p < .001). Increased amplitudes were also observed for the midline
relative to the hemispheres (F = 130.70, p < .001). Additionally, a Sagittal x Lateral interaction
indicated a midline enhancement, which was greater centrally than in the mean of frontal and
parietal regions (F = 108.26, p < .001).

Factor 3 (23.21 % explained variance) was a broadly distributed positivity peaking at
approximately 300 ms. As can be see in Figure 6.15 the amplitude of this component showed a
slight increase centrally relative to the mean of frontal/parietal regions (F = 3.96, p = .054) and a
Sagittal x Lateral contrast revealed an enhancement in the midline vs. the hemispheres which
was greater in the mean of frontal and parietal regions than in central regions (F = 6.69, p < .05).
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6.3.3.2.2 Intensity and task effects
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Figure 6.16. Topographic maps of the factor scores derived from the 9 sites examined for the
LPC. Maps are shown separately by Count and Intensity.
Factor 1: An Intensity x Sagittal interaction was observed for this component which indicated
that the increased amplitudes in frontal/parietal vs. central regions were greater for Loud than
Soft stimuli (F = 8.30, p < .01, Figure 6.16). No main effect of Intensity or further Intensity x
topography effects were observed for this component.

Count x topography interactions

revealed increased amplitudes in parietal vs. frontal regions which were greater for responses to
the Count than No Count condition (F = 22.75, p < .001). Similarly, the enhancement of
amplitudes in the frontal/parietal vs. central regions was greater in the Count than No Count
condition (F = 18.79, p < .001). A Count x Lateral interaction indicated a midline enhancement
relative to the hemispheres for the Count condition, while for the No Count condition the
opposite pattern was observed (F = 30.55, p < .001). These topography effects led to a main
effect of Count (F = 62.36, p < .001).

Factor 2: An Intensity x Sagittal x Lateral interaction revealed that the extent of the vertex
enhancement observed for this component was greater for Loud vs. Soft stimuli (F = 4.43, p <
.05). However, no other Intensity x topography effects were observed. A Count x topography
effect was observed for this component which indicated a midline vs. hemispheres enhancement
which was greater for Count vs. No Count stimuli (F = 9.67, p < .005). Additionally, a Count x
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Sagittal x Lateral interaction indicated a vertex enhancement which was greater for Count vs.
No Count stimuli (F = 108.26, p < .001). No further Count x topography effects, or main
effects of Intensity or Count were observed for this component.

Factor 3: As shown in Figure 6.16, Intensity x topography interactions revealed increased
amplitudes centrally vs. frontal/parietal regions for Loud stimuli, while for Soft stimuli the
opposite pattern was observed (F = 4.08, p = .051). A main effect of Intensity was also for this
component (F = 7.34, p < .01). Count x topography interactions revealed increased amplitudes
centrally vs. frontal/parietal regions that were more pronounced for the Count vs. No Count
condition (F = 5.86, p < .05), and also a midline enhancement vs. the hemispheres which
followed this pattern (F = 5.93, p < .05, Figure 6.16). A main effect of Count was also observed
for this component (F = 9.5, p < .005).

6.3.3.2.3 Component identification

As with the N1 complex, visual inspection of the virtual ERPs and their overall topography was
initially used to identify and label the LPC subcomponents that corresponded to the extracted
factors. The appropriateness of the nomenclature used here to label the extracted factors is
assessed in the subsequent discussion.

Of the 3 positivities yielded in the LPC time range, 2 factors were identifiable as
subcomponents of the LPC. The relatively late-timing, strong parietal topography and main
effect of Count indicates Factor 1 is most likely P3b. Factor 3 –with a relatively early-timing,
more centralised topography and main effects of Intensity and Count, corresponds with the P3a.
The timing and topography of Factor 2 indicates it is most likely the P2 and as such is not
discussed further here.

6.3.4

ECR-ERP relationships

For each subject, ECR1 was measured as the greatest deceleration in HR in the 3 s following
stimulus onset for the No Count condition. This was correlated significantly with N1 amplitude
at Cz (r = .279, N = 40, p < 05), but failed to reach significance for either of the N1-related
factors derived from the PCA (F1: r = .169, F2: r = .182, ns). Similarly, individual values of
ECR2, defined as the greatest HR acceleration in the first 5 s following stimulus onset in both
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Count and No Count conditions, showed a relationship approaching significance with LPC
amplitude at Pz (r = .179, N = 80, p = .056). Factor 1 (P3b) derived from the LPC PCA data
was also found to correlate with the ECR2 data (r = .239, p < .05), however Factor 3 (P3a)
failed to correlate significantly with ECR2 (r = .130, ns).

6.4

Discussion

6.4.1

ECR

In terms of pre-stimulus HR, a main effect was observed in the 2 s preceding stimulus onset,
indicating increased HR level for No Count vs. Count conditions. A linear trend was also
apparent, indicating a systematic deceleration in the pre-stimlus period, however this was not
observed to differ for Count and No Count conditions. A difference in pre-stimulus HR level is
usually interpreted in terms of arousal differences between Count and No Count conditions (e.g.
Barry and Tremayne, 1987). However, in the context of the post-stimulus responses observed
here, it appears that the difference between Count and No Count conditions actually reflects an
increased preparatory deceleration in the Count condition, indicated by the enhanced difference
between the post-stimulus acceleration and the pre-stimulus HR values evident in the Count vs.
No Count condition. It is possible that this is not evidenced as a Count x Time trend due to the
long ISI used in this study. Similarly, no evidence of CNV is apparent in the ERPs, probably
also related to the long ISI used here.

As expected, a biphasic ECR was observed in response to the presentation of innocuous
auditory stimuli. As found in Study 1, no Intensity effects were observed in the ECR. This
finding is in support of previous research failing to observe any stimulus intensity effects on the
cardiac response and emphasises the independence of the early deceleratory ECR from stimulus
parameters (see Chapter 2.4). The results of this study are also consistent with the findings of
Study 2, which also used a within-subjects examination of cognitive load, in addition to
substantial prior research described in earlier chapters. More specifically, clear evidence of a
large deceleratory component was observed in the No Count condition with deceleration
immediately following stimulus onset, followed by a brief acceleration before a gradual return
towards baseline at approximately 3 s post-stimulus. These findings support the identification
of this component with obligatory stimulus processes including stimulus registration and
transient detection.

For the Count condition, a rapid acceleration followed and partially

obscured a brief and relatively smaller deceleration in the 5 s following stimulus onset. Due to
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the within-subjects examination of cognitive load in this study, subtraction of the responses in
the No Count from the Count condition allows us to identify an acceleratory component purely
related to the instruction to “count”, the hypothetical ECR2. This response difference between
conditions is clearly shown in Figure 6.4 and is in accord with previous research describing the
acceleration as a marker of mental performance and specifically, cognitive load. This research
was described in detail in earlier chapters (see Chapter 2.5) but the result also importantly
reinforces the findings of Study 1, and particularly Study 2, which shares a similar methodology
to the present study. In summary, the findings of this study confirm the biphasic nature of the
ECR observed in both previous studies. Additionally, the inclusion of Intensity in the present
study has allowed us to reaffirm the findings of Study 1 and the within-subjects manipulation of
Count has reinforced our observations relating to cognitive load in the previous study chapters –
particularly in the previous chapter which shares an identical methodology in relation to this
variable.

6.4.2

6.4.2.1

ERP effects

N1 complex

The N1 complex was found to have a central maximum in the present study, which was in
contrast to the more traditional fronto-central topography observed in the previous study
chapters. An observation which was consistent with the previous studies of this thesis was that
the timing and topography of this complex indicates the likely contribution of both the early
temporal and vertex subcomponents of the N1 to the overall component topography, as
described by Näätänen and Picton (1987).

As found in Study 1, the N1 complex showed amplitude differences due to the manipulation of
Intensity, with a main effect showing enhanced N1 amplitudes for Loud vs. Soft stimuli.
Additionally, a significant Intensity x Lateral interaction indicated an enhancement of the
midline > hemispheres effect for Loud vs. Soft stimuli. These topographic effects suggest that
subcomponents in the N1 complex are differentially sensitive to stimulus intensity. Intensity
differences in the N1 component have been reported in previous auditory research (see Chapter
3.3.1) and as discussed in Study 1, subcomponents of the N1 have been linked with
identification of physical properties of the stimulus in addition to the mere detection of the
stimulus itself (Näätänen & Picton, 1987).
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In terms of cognitive load, no main effect of Count or Count x topography interactions were
observed for the N1 complex. This finding is as expected in this study, and is supportive of the
general notion of the N1 complex as an index of stimulus registration or stimulus detection. An
unexpected finding however was an Intensity x Count x Sagittal x Lateral interaction which
indicated a more centralised topography for Count vs. No Count conditions in response to Loud
stimuli, compared to Soft stimuli which showed a greater shift toward frontal/parietal regions
for Count vs. No Count stimuli. Taken together with the Intensity findings, it would appear that
subcomponents of the N1 complex are differentially sensitive to processing aspects of both
stimulus intensity and significance.

6.4.2.2

LPC

For the LPC, a centro-parietal topography was observed, which was found to be greater in the
midline vs. the hemispheres. This midline > hemispheres effect was found to be greater in
parietal vs. frontal regions and also centrally vs. frontal/parietal regions. A Sagittal x Lateral
interaction also indicated the difference between the hemispheres was greater centrally than in
other regions. While there are slightly more topographical effects in the present study, the
general topography of this complex is identical to that found in Study 2, and is again broadly
consistent with findings in previous research investigating cognitive processing (Chapter 3.4.1).

As found in Study 1, amplitude of the LPC was found to vary with the manipulation of
Intensity. Specifically, a main effect was present, which showed increased LPC amplitudes for
Loud vs. Soft stimuli. However, no further Intensity effects remained after vector scaling. LPC
amplitude has been demonstrated in previous research to be enhanced with increased stimulus
intensity, and research has linked intensity sensitivity specifically with the P3a (see Chapter
3.4). However, the lack of topography effects in the present study would indicate Intensity is
effecting multiple subcomponents of the LPC in a more globalised way, in contrast to the
differential activation of subcomponents observed for the N1 complex.

Consistent with findings from Studies 1 and 2, a main effect of Count was observed for the
LPC.

Additionally, a Count x Sagittal interaction was observed which showed a greater

enhancement for Count vs. No Count stimuli in parietal vs. frontal regions. As discussed in
earlier chapters, these effects are consistent with research suggesting the LPC is enhanced under
a variety of attentional and significance manipulations, specifically including counting tasks
(see Chapter 3.4.1). This also indicates subcomponents of the LPC are differentially effected by
the instruction to Count, and taken together with the Intensity effects, would suggest separation
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of these subcomponents may further elucidate the contribution of various subcomponents under
different stimulus conditions.

6.4.3

6.4.3.1

PCA-derived components

N1 components

The PCA revealed three significant factors in the N1 time period, two of which appeared to be
related to the N1 and another component which was most likely an N2, as described above. The
appropriateness of the N1 nomenclature in relation to the two N1 components is discussed
below.

Factor 2 was a centralised negativity peaking at approximately 140 ms post-stimulus. This
component was shown to be affected by manipulations of Intensity with a main effect of
Intensity in addition to Intensity x topography interactions. In addition, this factor showed
sensitivity to manipulations of cognitive load, with some Count x topography and Count x
Intensity x topography interactions. However, no main effect of Count was observed for this
subcomponent. While the timing of this component is somewhat later than that described by
Näätänen and Picton (1987), the relative topography indicates it is most likely Component 1.
Component 1 was described by Näätänen and Picton (1987) as likely to be influenced by
stimulus intensity as reflected by increased amplitudes. Further, these authors suggest it is
possible that this is also enhanced by attention, through a thalamocortical gating mechanism.
The Intensity and Count effects observed for this factor support this assertion. It is possible the
delayed timing of Component 1 observed in this study is due to the variation in task design used
here cf. Näätänen and Picton (1987).

Factor 1 was a centrally maximal negativity peaking at approximately 100 ms.

This

subcomponent showed a main effect of Intensity in addition to Intensity x topography effects
which resulted in increased amplitudes for Loud vs. Soft stimuli. However, no effects of Count
or Count x topography interactions were observed. Based on the timing, and vertex negative
topography of this component, it appears Factor 1 is Component 3 of the N1. Component 3 has
been shown to be influenced by stimulus intensity, specifically auditory stimuli >60 dB SPL,
and has not been linked with sensitivity to task or attentional manipulations. Thus, the Intensity
effects and lack of Count effects appear to support the identification of this component with
Component 3 of Näätänen and Picton’s (1987) N1.
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6.4.3.2

LPC components

Three significant factors were revealed in the LPC time period, two of which appeared to be
related to the LPC and one other early component, thought to be P2, as described earlier. The
appropriateness of the nomenclature used to label the subcomponents of the LPC is discussed
below.

Factor 3 was a broadly distributed positivity which peaked at approximately 300 ms poststimulus. A main effect of Intensity was observed for this component that in combination with
several Intensity x topography interactions revealed enhanced amplitudes for Loud vs. Soft
stimuli. Additionally, a main effect of Count and Count x topography interactions revealed that
this component showed enhanced amplitudes under situations with increased cognitive load.
Whilst the topography of this component is not the fronto-central topography typically
expected, the early timing suggests this subcomponent is most likely the P3a. Supporting this
assertion are relatively recent reports that indicate stimulus salience is an important factor
controlling P3a amplitude (Dien et al., 2003, 2004) and that this subcomponent of the LPC is
sensitive to exogenous stimulus parameters (Rushby et al., 2005) which is discussed in greater
detail in Chapter 3.4.

Factor 1 showed a parietal maximum and peaked later than Factor 3, at approximately 350 ms.
This component was found to respond to Intensity with an Intensity x Sagittal interaction that
resulted in enhanced amplitudes in frontal/parietal vs. central regions for Loud vs. Soft stimuli.
However, no main effect of Intensity was observed. This subcomponent was also found to
respond to manipulations of Count, with a main effect of Count accompanied by a number of
Count x topography interactions which indicated increased amplitudes for Count vs. No Count
conditions. Based on the timing and topography of this amplitude it is most likely the P3b, a
parietally maximal component described by Squires (1975a, 1975b) as occurring at
approximately 340 ms and enhanced with attention to a stimulus (Chapter 3.4). Importantly,
previous research has shown the P3b to increase in amplitude with increasing stimulus
intensities in addition to stimulus significance. This is discussed in detail in Chapter 3.4 and
reinforces the identification of this subcomponent in the present study.
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6.4.4

ECR-ERP relationships

As found in the previous studies of this thesis, a biphasic ECR was produced in response to
innocuous stimuli requiring cognitive processing. Replicating the results of Studies 1 and 2, the
early deceleratory ECR1 was found to be elicited in both Count and No Count conditions
(Figure 6.4), and as observed in Study 1, was found to be invariant to manipulations of stimulus
intensity (Figure 6.3), reaffirming the identification of this component with the processes of
stimulus registration and transient detection. In contrast, the N1 complex showed some results
which integrated well with this interpretation and others which were less well-aligned.
According to our expectation, no main effect of Count or Count x topography effects were
observed for the N1 complex in this study. These findings fit well with the identification of the
N1 as an ERP correlate of the ECR1, specifically in terms of indexing similar exogenous
processes, and also overcome the unexpected findings of the previous study which found Count
effects for this component complex. However, the main effect of Intensity accompanied by a
number of Intensity x topography effects provides difficulties with this interpretation. In an
attempt to clarify these findings and build on the findings of previous studies, a PCA was
performed with the aim of separating subcomponents of the N1 which appeared from the global
N1 results to respond differentially to the task and stimulus manipulations contained in this
paradigm. As discussed above, the PCA revealed two components thought to be related to the
N1 which were identified as Components 1 and 3 of Näätänen and Picton’s (1987) N1. While
the PCA results confirmed our suggestion that multiple subcomponents were contributing to the
overall N1 results for this study, an unexpected finding was the nature of those subcomponents.
More specifically it has been suggested through the course of this thesis that while we have
failed to observe an N1 component which was shown to be invariant to stimulus parameters
such as intensity, it was most likely due to the elicitation of multiple subcomponents, some of
which we had expected may demonstrate intensity effects, while at least one subcomponent
would not. Instead, the N1 PCA results for this study reveal two subcomponents related to the
N1, both shown to respond strongly to manipulations of Intensity. This indicates the N1 and its
various subcomponents are not invariant to stimulus parameters as hypothesised. However,
these findings may be unique to this particular study and reiterates the importance of using PCA
in future studies of this thesis.

In terms of correlations between the N1 and ECR1, a significant relationship was observed
between the early HR deceleration and the N1 complex for the No Count condition. However,
once identified, the subcomponents of the N1 were not found to correlate significantly with the
ECR1. This finding provides further indication that the N1 and ECR1 are not as closely linked
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as previously suggested, and require further investigation in the following study. It may be the
case that the subcomponents of the N1 are in fact unrelated to the ECR1, or that this finding is
unique to the current study, and reflects the subcomponents of the N1 complex identified using
this particular paradigm.

As observed in previous studies, increasing the cognitive load of the stimuli, through the
instruction to “count” resulted in an additional acceleratory component of the ECR, identified as
the ECR2. Due to the within-subjects nature of the Count conditions we were able to subtract
the conditions to reveal the hypothetical ECR2 (Figure 6.4), thereby allowing us to link this
response with increased cognitive demand. As expected from previous research and specifically
previous studies of this thesis, the ECR2 was not found to respond to variations of Intensity
(Figure 6.3).

This reiterates the linkage of the ECR2 with more task-related cognitive

processes, in contrast to the automatic stimulus registration processes with which we identify
the ECR1. In keeping with the ECR data, the LPC showed enhanced amplitudes for Count vs.
No Count conditions, suggesting the LPC most likely reflects similar processes to the ECR2.
However, it was also found that the LPC responded to manipulations of stimulus intensity,
indicating it is perhaps more complex than the acceleratory ECR2. The combination of Count,
Count x topography, and Intensity effects observed for the LPC in the present study, were taken
to indicate the contribution of multiple subcomponents to the overall results of this component
complex. As with the N1 complex, these findings were the basis of conducting a PCA, with the
aim of disentangling and identifying the subcomponents of the LPC elicited in this task. It was
expected that using this approach would help simplify some of the unexpected findings of the
present study in addition to elucidating some of the findings from previous studies in this thesis.
As described in section 6.4.3.2, two components were identified as contributing to the LPC in
this study, and based on the timing and topography, as well as responses to task and stimulus
manipulations were thought to most likely represent P3a and P3b. Both components showed a
main effect of Count in the present study in addition to some Count x topography interactions,
however only the P3a showed a main effect of Intensity in contrast to the P3b which showed
only a minor Intensity x topography effect and no main effect of Intensity or any further
Intensity x topography interactions.

Thus it would appear the identification of these

subcomponents has simplified our attempts to relate the LPC to the ECR2. While both the P3a
and P3b have been shown to respond to stimulus significance and also stimulus intensity, it is
the P3b traditionally associated with enhancement due to increased attentional and cogntive
processing that we would reasonably expect to align most closely with the ECR2. The ability to
isolate the P3b may allow for more specific and accurate relationships to be determined between
the ECR and ERPs in future work.
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Correlations between the LPC and ECR2 across Count and No Count conditions strengthened
and confirmed the earlier findings of this study. Specifically, a near-significant correlation
between the LPC and ECR2 was observed, demonstrating evidence of a probable relationship
between these two variables. Following the PCA, the subcomponent identified as P3b was
found to correlate significantly with ECR2, however the subcomponent identified as the P3a did
not. Based on previous research, it is the P3b that we would expect to most closely reflect the
processes we associate with the ECR2, and thus it would appear the separation of
subcomponents in this study has been useful in this context.

6.4.5

Summary

In order to build on previous studies of this thesis, this study investigated Intensity betweensubjects and Count within-subjects (alternated over four stimulus blocks). The examination of
Intensity between-subjects resulted in effects that are consistent with our previous withinsubjects examination of this variable. Specifically, the ECR1 did not respond to manipulations
of stimulus intensity, however the N1 complex showed Intensity effects both in the overall N1
complex, and in the subcomponents identified using PCA. While it was previously suggested
that the use of PCA may identify N1 subcomponents that respond differentially to stimulus
intensity, it seems that, for the present study at least, this is not the case. That is, it was thought
that while some N1 subcomponents were responding to Intensity, there would be evidence of at
least one subcomponent which remained invariant to stimulus parameters. This has not been the
case here, however, as discussed earlier, this may not necessarily mean the N1 is not relatable to
the ECR1 in terms of stimulus detection/registration. Instead, these findings may be specific to
the task parameters used in this study. The following study will aim to further elucidate this
potential relationship. While the ECR2 was also found to remain unaffected by Intensity, the
LPC showed intensity effects consistent with those observed in Study 1. The use of PCA again
showed two subcomponents, both of which responded to intensity, however it would appear the
P3a is more strongly affected by this type of manipulation, which allows us to identify the P3b
as a likely correlate of the ECR2.

Within-subjects examination of cognitive load confirmed the findings of both the previous
studies, which indicated firstly that the N1 is invariant to manipulations of cognitive load, as is
the ECR1. However, in situations with increased cognitive processing requirements (Count vs.
No Count), an additional acceleratory response in the ECR is observed, in addition to increased
LPC amplitudes. The within-subjects nature of this study allows us to identify this additional
acceleratory ECR as the ECR2, which has been consistently linked with increased cognitive
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load in previous research, and confirms the finding of the previous chapter. The use of PCA in
this study allowed us to further extend these findings, and it was determined that it is
specifically the P3b which is linked with processing reflected in the ECR2, in contrast with the
P3a which was not found to significantly correlate with the ECR. Therefore the separation of
these components in the following study should allow for more specific similarities to be drawn
between the ECR and ERPs in terms of cognitive processing.

This study has strengthened and extended findings from the previous two studies of this thesis.
The inclusion of PCA has allowed us to draw more detailed comparisons between ERP
components and the ECR, although it has also added complexity to our understanding of these
relationships. Results suggest at a basic level that these measures show some similarities in
stimulus processing, under certain conditions. However, the subcomponents identified in the
present study, particularly for the N1 complex, are not consistent with our original expectations.
It seems that further assessment of these subcomponents under similar stimulus and task
conditions is required in order to determine if these findings are unique to this study, or if
perhaps the N1 and ECR1 are not as closely linked as previously hypothesised. Therefore the
following study will investigate Count and Intensity within-subjects and within-blocks, in order
to assimilate the approaches from the previous studies of this thesis. Additionally, PCA will be
used to identify the role of specific subcomponents and draw comparisons between those
findings and the present study in an attempt to verify the subcomponents identified in this study
and further elucidate the relationships between ERP subcomponents and the ECR.
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7 Study 4 – A three part investigation of within-subject
stimulus intensity and cognitive load effects on eventrelated potential correlates of the auditory evoked cardiac
response

7.1

Introduction

The previous study examined cognitive load (within-subjects), and stimulus intensity (betweensubjects) using a fixed-ISI (10 s) paradigm. The inclusion of a fixed ISI allowed us to consider
the effect of anticipation on cardiac and ERP responses. Additionally, the introduction of PCA
enabled us to identify individual subcomponents of the N1 complex and LPC, providing us with
the opportunity to investigate differential response effects within each of these component
complexes. Results from Study 3 suggest at a basic level that ECR and ERP measures show
some similarities in stimulus processing, under certain conditions.

However, the

subcomponents identified, particularly for the N1 complex, are not entirely consistent with the
original expectations outlined earlier in this thesis. It is possible that this is merely a reflection
of the study design, however it may also be the case that N1 and ECR1 are not as closely linked
as previously hypothesised. Thus, further investigation of these subcomponents under similar
stimulus and task conditions is required, in order to determine whether there is really any
relationship between ECR1 and N1, and to further understand the reliability of the observed
relationship between ECR2 and LPC.

In order to build on the approaches from the earlier studies of this thesis, this study investigated
Intensity and Count within-subjects and within-blocks. While a fixed-ISI was used in the
previous study, no evidence of anticipation was observed in the ERP waveform morphology
(i.e., no CNV). Therefore the use of a variable ISI (7-9 s) has been reintroduced in this study.
This study presented randomly interspersed Loud (80 dB) and Soft (60 dB) tones with varying
instructions in four counterbalanced stimulus blocks. Subjects were instructed to “Count All”,
“Count None”, “Count Loud”, or “Count Soft” tones, with each instruction in one of the four
stimulus blocks.

The design of this study allows us to replicate the within-subjects investigation of Intensity from
Study 1 and the within-subjects investigation of Count from Studies 2 and 3. However, the
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presentation of multiple stimulus intensities within-blocks is novel to this study, creating
differences in processing requirements between this study and the former studies of this thesis,
and importantly, between the different blocks of this study.

In addition to manipulating

Intensity and Count, this design introduces the concept of Feature Analysis, and relies on the
inclusion of Maltzman’s (1979) Cortical Set concept in the PPT model. More specifically,
Maltzman (1979) proposed a voluntary OR which accommodates both cognitive and higher
mental functions. In this context, “voluntary” is used to indicate that the cortical set of the
individual is able to be modified in anticipation of events requiring attentional processing,
versus the involuntary reflex which automatically switches attention.

This principle of a

voluntary OR, operationalised through cortical set, is used as a steering mechanism in
Preliminary Process Theory as described in Chapter 1. The addition of this mechanism allows
us to consider the contribution of the OR, in both its involuntary and voluntary reflex forms, to a
wide range of attentional processes.

Thus, by considering the effects of sequential processing fundamental to Preliminary Process
Theory, the outcomes of different forms of attentional demand, requiring different forms of
cortical set, may be observed. For example, if we present a subject with a series of innocuous
tones differing in intensity, we can consider the effects of a variety of instructions. The
responses obtained under indifferent or ‘ignore’ instructions would represent the preliminary
processes associated with a simple involuntary OR, as described above. However, if we request
the subject to make a response to each tone, e.g. requiring them to count the tones, regardless of
their intensity, we have a basic manipulation of vigilance. That is, the subject can specifically
alter his/her cortical set to anticipate the occurrence of the stimuli and to emit a response when
the onset of any tone is detected. It can therefore be seen that for the Count All vs. Count None
blocks of this study, a simple manipulation of vigilance occurs: while tones of varying intensity
are presented, for the Count None block, the responses obtained reflect the preliminary
processes related to elicitation of a simple involuntary OR (e.g. ECR1 only); for the Count All
block, the subjects can specifically alter their cortical set to anticipate the occurrence of the
stimuli and prepare the same response (counting) to all stimuli. This should result in a general
non-specific enhancement of the sequential processing of the stimulus (e.g., anticipatory HR
level decrease), and late processing effects (e.g. elicitation of additional ECR2) that are similar
for all stimuli.

In contrast, if we ask the subject to discriminate some of the stimuli on the basis of one of the
stimulus characteristics, such as intensity, and to respond accordingly (e.g. counting the louder
of the tones), we have an additional manipulation of signal value. Under these conditions,
differential enhancement of some of the indicators of the processes involved in the sequential
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processing of the stimulus will occur.

Specifically, we can predict that there will be no

differential effects of the instruction on any process prior to the discrimination phase, but that
the stage involved in processing the discrimination, and subsequent processing stages, will show
differential enhancement in the response measures innervated by them. For example, if we
require the subject to count stimuli of a predetermined intensity, then the physiological indices
of the stimulus intensity processing subsystem, and indices of the subsequent OR processing
stages, will show selective enhancement to the target stimuli in comparison to the non-target
stimuli. Based on this processing model, the Count Loud and Count Soft blocks of this study
require the subjects to discriminate the stimuli based on the stimulus intensity, before making
the appropriate response (either counting or not counting that stimulus). Thus we would expect
the manipulation of signal value to result in a differential enhancement of some of the stimulus
processing indices occurring after the discrimination phase (e.g. ECR2 to the signal stimuli),
however no effects should be observed prior to this phase (e.g. ECR1 should be similar to all
stimuli in these blocks).

In summary, based on our understanding of Cortical Set and the inclusion of this concept in
Preliminary Process Theory, we can expect differential responses for the No Feature Analysis
(NFA: Count All / Count None) vs. the Feature Analysis (FA: Count Loud / Count Soft)
conditions of this study. For each of the ECR and ERP components, the NFA and FA means
will be comprised of responses to equal numbers of Loud and Soft, and Count and No Count,
stimuli.

Thus, any differences in mean responses between the NFA and FA conditions

predominantly reflect the absence/presence of Feature Analysis as a variable. In addition, as
there is a greater task demand on processing the stimuli in the FA conditions, there might be
some pre-stimulus vigilance differences indicating the increased cognitive demand for the FA
vs. NFA conditions, and that may have subsequent effects on post-stimulus responses. This
would be expected to have only a general amplifying effect on the ECR and ERP components,
rather than changes in latency or topography.

Thus, it can be seen that in addition to the common manipulations of Intensity and Count
employed in the previous studies of this thesis, we have an additional manipulation of FA, with
the Count All and Count None blocks requiring NFA, and the Count Loud and Count Soft
blocks requiring FA to determine which stimulus is to be responded to. The aim of Study 4A
was to examine the different effects of FA on the response profiles of the ECR, and the N1
complex and LPC. Subsequently, the effects of Intensity and Count will be examined within
NFA conditions in Study 4B, and within FA conditions in Study 4C. Also, PCA will be reintroduced in Studies 4B and C in an attempt to draw more specific relationships between ECR
and ERP components, whilst further elucidating the effects observed in Study 3.
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7.2

Method

7.2.1

Participants

Participants were twenty-four adults (9 males) aged between 18 and 38 years (mean 21.6 years),
who participated in order to fulfil partial requirements for an undergraduate psychology course.
As described in the previous study, participants were required to have normal vision and hearing
and no caffeine consumption in the 2 hours prior to the testing period. Individuals were
excluded if they had a history of seizures, psychiatric illness or head injuries, or were currently
taking psychoactive drugs.

7.2.2

Stimuli

All subjects completed four blocks of a variable-ISI paradigm. In each block subjects were
presented with 30 each of a Soft (60 dB) and Loud (80 dB) tone, randomly interspersed, plus 05 extra tones of each intensity (not analysed) to prevent communication of the target number.
Tones (60/80 dB SPL, 1000 Hz, 50 ms duration, 15 ms rise/fall time) were presented via
circumaural headphones using a variable inter-stimulus interval of 7-9 s, resulting in a mean
block length of approximately 4.5 minutes. Subjects responded to separate instructions for each
of the four blocks, which were fully counterbalanced. In the Count All condition subjects were
required to (silently) count the number of tones presented in the block, and report the total at the
completion of the block. For the Count None condition, no instructions were given in relation
to the tones, and subjects were asked to simply relax and fixate on the centralised cross on the
computer monitor. In the Count Loud and Count Soft conditions subjects were required to
(silently) count the number of Loud or Soft tones as per the instruction, and report the total at
the completion of the block. No instructions were given in relation to the alternate tone
intensity in either block, and subjects were again asked to simply relax and fixate on the
centralised cross on the computer monitor. Only subjects reporting the correct total of Count
stimuli in the relevant blocks were described above and included in statistical analyses.

7.2.3

Procedure

The research protocol was approved by the joint University of Wollongong and Illawarra Area
Health Service Human Research Ethics Committee. Participants were familiarised with the
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laboratory and the testing procedure prior to providing written informed consent.

It was

emphasized that consent to participate could be withdrawn at any time without penalty.
Participants then filled out a brief screening questionnaire as outlined in previous chapters (see
also Appendix A). They were then fitted with an electrode cap and disposable pre-jelled heart
rate electrodes, and seated in a sound-attenuated booth. A dimmed incandescent light remained
on in the chamber during the testing session. Participants were then given the appropriate
instruction for the coming block as outlined in Section 7.2.2 and were encouraged to remain as
still as possible throughout the task and minimise eye movements by using a central fixation
cross on a computer monitor.

Electrophysiological recording parameters were as previously specified in Chapter 4.2.4. After
checking for adequate understanding of the task, the participants completed the four
experimental blocks, with a short break between blocks to provide the appropriate set of
instructions and (if appropriate) to record the number of tones counted in the previous block.

7.2.4

7.2.4.1

Data extraction

ECR

EKG was analysed using a locally produced R-wave peak detection program to compute R-R
intervals in ms. Measures of cardiac activity were calculated in terms of mean values of HR for
0.5 s intervals relative to event onset (Velden & Wolk, 1987), with each epoch of data
commencing 2 s before stimulus onset and ending 5 s after stimulus onset. Mean response
profiles were calculated separately for Loud and Soft stimuli in each of the four stimulus blocks.

7.2.4.2

ERPs

The continuous EEG data were analysed using Neuroscan software (version 4.3). The first
thirty Loud and Soft responses from each block were identified and analysed. The ERP epoch
ranged from 1000 ms pre-stimulus to 1000 ms post-stimulus. Epochs were baselined to the 100
ms prior to stimulus onset and digitally low-pass filtered down 6 dB at 12 Hz. Epochs were
subjected to artifact correction where vEOG was subtracted from the EEG using a regression
algorithm in the time domain (Semlitsch et al., 1986).

Baseline-to-peak amplitudes were

calculated for the N1 complex and LPC for Loud and Soft stimuli in each block. For peak
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detection a computer algorithm identified the maximum negativity (N1) or positivity (LPC)
within a specified time range. The N1 complex was defined as the maximum negativity in the
100-180 ms time range following stimulus onset. The LPC was identified as the maximum
positive component occurring 300-480 ms following stimulus onset. The peak markers were
confirmed manually using visual inspection, with manual adjustment if necessary.
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8 Study 4A – An investigation of the effect of Feature
Analysis on event-related potential correlates of the
auditory evoked cardiac response

8.1

Introduction

As described in section 7.1, the aim of this study was to examine variation in the mean response
profiles of the ECR, and the N1 and LPC, due to differing FA requirements. It was expected
that the additional processing demands associated with the FA conditions would necessitate an
increase in vigilance relative to the NFA conditions. Specifically, this may be reflected by an
increased pre-stimulus HR deceleration for the FA condition, and/or an enhanced ECR1 relative
to the NFA condition. Following this, the additional cognitive processing required in the FA
condition to identify the target stimuli may also result in an enhanced ECR2 relative to the NFA
condition. Similarly, these processing differences should be reflected in variation in the N1 and
LPC subcomponents, as reflected by FA x topography effects, and may also be reflected by
additional processing related components (e.g. PN, N2, P2) apparent in the FA condition due to
increased stimulus identification and processing requirements.

8.2

Data analysis

The selected responses from the four stimulus blocks were assigned to two conditions for
stimulus processing: A NFA condition that included responses to 30 each of Loud and Soft
stimuli per subject from each of the Count All and Count None blocks; and a FA condition that
included responses to 30 each of Loud and Soft stimuli per subject from each of the Count Loud
and Count Soft blocks.

8.2.1

ECR

Pre-stimulus HR was assessed using a MANOVA examining FA (Count All and Count None /
Count Loud and Count Soft), and Time (linear trend) as within-subject factors for the 2 s
preceding stimulus onset.
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The ECR was analysed using a MANOVA examining response trends in the 5 s following
stimulus onset relative to the pre-stimulus HR value.
described above.

The analysis examined the factors

Simple (linear, quadratic, cubic) trends over time were used to define

response effects, as defined in Chapter 4.2.6.1.

8.2.2

ERPs

As with the previous studies, ERP analyses were restricted to the sites F3, Fz, F4, C3, Cz, C4,
P3, Pz, and P4, in a 3 x 3 (sagittal x lateral) matrix. Amplitude measures from the ERP peaks,
were subjected to a MANOVA, with FA (Count All and Count None / Count Loud and Count
Soft), Sagittal (Frontal / Central / Parietal), and Lateral (Left / Midline / Right) as withinsubjects factors. A planned contrast on the FA factor compared the mean of the Count All and
Count None blocks with the mean of the Count Loud and Count Soft blocks. Orthogonal
planned contrasts for the Sagittal factor compared frontal with parietal activity, and the mean of
these with activity at central sites. For the Lateral factor, contrasts compared left with right
hemisphere activity, and the mean of the hemispheres with the midline activity. These contrasts
are optimal for elucidating topographic effects within the sites studied.

As the contrasts for all measures were planned and there were no more of them than the degrees
of freedom for effect, no Bonferroni-type adjustment to alpha was necessary (Tabachnick &
Fidell, 1996). Also, Greenhouse-Geisser type correction was not necessary because single
degree of freedom contrasts are not affected by the violations of symmetry assumptions
common in repeated-measures analyses of physiological data (O’Brien & Kaiser, 1985). Where
there were main effects of FA, ERP data were also submitted to vector scaling (McCarthy &
Wood, 1985), and only condition x topography interactions that remained significant after this
procedure are reported. All contrasts reported for these analyses have (1, 23) degrees of
freedom.

8.3

Results

8.3.1

ECR

The raw HR values for the pre- and post-stimulus periods are shown in Figure 8.1. In the period
preceding stimulus onset (-2 to 0 s) no significant difference was observed in mean HR level
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between the NFA and FA conditions (F<1). A decelerating linear trend was observed (F =
49.92, p < .001), but this was not found to differ for NFA vs. FA conditions (F = <1).
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Figure 8.1. Mean raw cardiac activity for NFA and FA conditions in the 2 s preceding stimulus
onset and the post-stimulus 5 s.

The grand mean ECR averaged across conditions is shown in Figure 8.2 below. In the period
following stimulus onset (0-5 s), a brief initial deceleration was observed lasting approximately
1 s, followed by a large acceleration which reached a maximum at approximately 4 s, together
indicated by significant linear (F = 23.25, p < .001), and cubic (F = 7.25, p < .013) trends.
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Figure 8.2. Mean evoked cardiac response across conditions. Relative HR changes are shown
in 0.5 s intervals from stimulus onset.
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The ECRs as a function of FA are shown in Figure 8.3. For the NFA condition a small
deceleration was observed, followed by a gradual acceleration which continued for the 5 s
following stimulus onset. In contrast, the FA condition showed a brief though relatively greater
deceleration which was followed by a rapid acceleration reaching a maximum at approximately
3.5 s after stimulus onset. The difference in these response profiles for the NFA vs. FA
conditions is shown in Fig 8.3 as a deceleration lasting some 1.5 s, followed by an acceleration
peaking around 3.5 s after stimulus onset; this was indicated by differences in linear (F = 19.19,
p < .001) and cubic (F = 10.29, p < .005) trends. This led to a main effect of FA, with increased
HR values observed for FA vs. NFA conditions.
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Figure 8.3. Mean evoked cardiac responses for NFA and FA conditions. The grey line shows
the difference between the two conditions.

8.3.2

ERPs

The grand mean ERPs across NFA and FA conditions are shown in Figure 8.4 for the 9 sites
used in the statistical analyses. Following stimulus onset, a prominent N1 complex (mean
latency: 156.7 ms) is evident at all sites, and is largest centrally. P2 and N2 components were
also apparent in the waveform morphology, and a large P2 is particularly evident centrally, but
these will not be discussed further. Following these, an LPC (mean latency: 357.4 ms) was
apparent, and was prominent in the parietal region.
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P3

Pz

P4

Figure 8.4. Grand Mean ERPs across all stimuli. Vertical bars represent stimulus onset.
Amplitude in µV and time in ms are marked at Cz.
Grand mean ERPs for responses to NFA and FA conditions are shown for the three midline
sites in Figure 8.5. Differences in peak amplitude, latency, and waveform morphology are
evident between the two conditions. Specifically, differences for N1 are greatest at Fz and Pz, a
P2 can be observed for the NFA condition at Cz and multiple components are apparent in the
LPC time range as we move from Fz to Pz. Additionally, evidence of a possible PN and N2 is
also apparent in the difference wave, particularly at fronto-central sites.
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Figure 8.5. Grand mean ERPs for responses to NFA (grey) and FA (black) conditions. The
difference between these two conditions is shown by the dashed line. Amplitude in µV and
time in ms are marked at Cz.

8.3.2.1

N1

For the N1 complex, a central maximum was observed (central > frontal/parietal: F = 105.97, p
< .001; Figure 8.5), and also a midline > hemispheres effect (F = 44.79, p < .001; see Table 8.1
for effect descriptions and means, and Figures 8.6 A, B, C for N1 topography).
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Table 8.1. Significant effects for the N1 component
Effect

Contrast

Details

F

P

S

c vs. f/p

-4.8 vs. -3.6

105.97

.000

L

m vs. l/r

-4.3 vs. -3.8

44.79

.000

FA x S

f vs. p

NFA: -3.8 vs. -3.7

5.25

.050

4.18

.053

4.96

.050

4.11

.054

FA: -3.9 vs. -3.2
FA x L

l vs. r

NFA: -4.0 vs. -3.9
FA: -3.7 vs. -3.8

FA x S x L

fz to f3/f4 vs. pz to p3/p4

NFA: -4.1 to -3.7 vs. -4.0 to -3.5
FA: -4.2 to -3.7 vs. -3.4 to -3.0

c3 to c4 vs. f3/p3 to f4/p4

NFA: -4.8 to -4.7 vs. -3.7 to -3.6
FA: -4.5 to -4.5 vs. -3.3 to -3.4

Details column presents mean amplitude in µV. Abbreviations for this and subsequent tables: FA, Feature Analysis: Feature
Analysis/No Feature Analysis. Sagittal (S) abbreviations: f, mean frontal (F3, Fz, F4); p, mean parietal (P3, Pz, P4); c, mean central
(C3, Cz, C4); f/p, mean of frontal and parietal (F3, Fz, F4, P3, Pz., P4). Lateral (L) abbreviations: l, mean left hemisphere (F3, C3,
P3); r, mean right hemisphere (F4, C4, P4); l/r, mean of left and right hemispheres (F3, C3, P3, F4, C4, P4); m, mean of the midline
(Fz, Cz, Pz). Sagittal x Lateral (SxL) interactions: sites (e.g. f3) represent position on scalp (e.g. frontal left hemisphere); f3/p3,
mean of frontal and parietal left hemisphere; f4/p4, mean of frontal and parietal right hemisphere; fz/pz, mean of frontal and parietal
midline; f3/f4, mean of frontal left and right hemispheres; p3/p4, mean of parietal left and right hemispheres; c3/c4, mean of central
left and right hemispheres; f3f4/p3p4, mean of frontal and parietal left and right hemispheres.

As shown in the mean ERPs in Figure 8.5 and the topographic maps in Figures 8.6 and 8.7,
topography variations were observed in the N1 complex due to variation in the FA requirements
between conditions. A relative parietal reduction was observed for FA cf. NFA conditions (F =
5.25, p < .05; Figure 8.6D). Additionally, a left > right hemisphere effect was observed which
was found to be reduced for FA vs. NFA conditions (F = 4.18, p = .053; Figure 8.6E). FA x
Sagittal x Lateral contrasts indicated a midline > hemispheres effect which was greater in
frontal vs. parietal regions for the FA condition, and in parietal vs. frontal regions for the NFA
condition (F = 4.96, p < .05). Additionally, the left > right hemisphere effect reported above
was found to be enhanced in the mean of frontal and parietal regions vs. central regions for FA
condition, while the opposite pattern was observed for the NFA (F = 4.11, p = .054; Figure
8.6F). Together these FA x topography effects were taken to indicate a variation in the N1
subcomponents involved in the NFA vs. FA conditions.
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Figure 8.6. Topography of the N1 complex. Panels A, B, and C show Sagittal, Lateral, and
Sagittal x Lateral effects respectively (F = frontal, C = central, P = parietal; L = left hemisphere,
M = midline, R = right hemisphere). Panels D, E, and F show FA x Sagittal, FA x Lateral, and
FA x Sagittal x Lateral interactions.
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Figure 8.7.

Topographic maps for baseline to peak N1 amplitudes, based on the 9 sites

examined separated by FA.
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8.3.2.2

LPC

For the LPC, a centro-parietal maximum was observed (parietal > frontal: F = 63.74, p < .001;
central> frontal/parietal F = 41.40, p < .001, Figures 8.5 and 8.8A), and also a midline >
hemispheres effect (F = 74.12, p < .001; Figure 8.8B, see Table 8.2 for means). Additionally,
Sagittal x Lateral interactions revealed that the extent to which LPC amplitudes were enhanced
in the midline relative to the hemispheres was greater in parietal than frontal regions (F = 17.32,
p < .001), and also centrally vs. the mean of frontal and parietal regions (F = 21.62, p < .001;
Figure 8.8C).
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Figure 8.8. Topography of the LPC. Panels A, B, and C show Sagittal, Lateral, and Sagittal x
Lateral effects respectively. Panels D, E, and F show FA x Sagittal, FA x Lateral, and FA x
Sagittal x Lateral interactions. Tick labels are as described in previous figures.
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Table 8.2. Significant effects for the LPC
Effect

contrast

Details

F

P

S

f vs. p

3.1 vs. 5.1

63.74

.000

c vs. f/p

4.8 vs. 4.1

41.40

.000

L

m vs. l/r

4.9 vs. 4.1

74.12

.000

SxL

fz to f3/f4 vs. pz to p3/p4

3.4 to 3.0 vs. 5.8 to 4.8

17.32

.000

cz to c3/c4 vs. fz/pz to f3f4/p3p4

5.5 to 4.4 vs. 4.6 to 3.9

21.62

.000

f vs. p

NFA: 3.3 vs. 4.4

26.76

.000

13.15

.001

29.68

.005

37.76

.050

FA x S

FA: 3.0 vs. 5.9
c vs. f/p

NFA: 4.8 vs. 3.8
FA: 4.8 vs. 4.4

FA x S x L

fz to f3/f4 vs. pz to p3/p4

NFA: 3.6 to 3.1 vs. 4.9 to 4.1
FA: 3.2 to 2.9 vs. 6.7 to 5.4

c3 to c4 vs. f3/p3 to f4/p4

NFA: 4.5 to 4.3 vs. 3.7 to 3.6
FA: 3.3 vs. 4.4

As shown in Figure 8.5, substantial topography variations were observed in the LPC due to
variation in the FA requirements between conditions (see also Figures 8.8 & 8.9). A parietal >
frontal effect was found to be increased for the FA cf. NFA conditions (F = 5.25, p < .05). In
contrast, the central > frontal/parietal effect observed for the LPC was found to be reduced for
the FA cf. NFA conditions (F = 13.15, p < .001). Additionally FA x Sagittal x Lateral contrasts
indicated the extent to which a midline > hemispheres effect was increased in parietal vs. frontal
regions, was greater for the FA cf. NFA conditions (F = 29.68, p < .005). Further, a left > right
hemisphere effect was found to be increased in the mean of frontal and parietal vs. central
regions for the FA condition, while for the NFA condition, the opposite pattern was observed (F
= 37.76, p < .05). Together these FA x topography effects were taken to indicate a variation in
the LPC subcomponents involved in the FA vs. NFA conditions.

NO FEATURE
ANALYSIS

FEATURE
ANALYSIS

GRAND

LPC

0

6 µV

Figure 8.9. Topographic maps for baseline to peak LPC amplitudes, based on the 9 sites
examined separated by FA.
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8.4

Discussion

8.4.1

ECR

As can be seen in the mean pre-stimulus HR data shown in Figure 8.1, a linear deceleratory
trend was observed in the 2 s preceding stimulus onset which was not found to differ for FA vs.
NFA conditions. As outlined in section 8.1, a pre-stimulus deceleration is taken to indicate
preparation for the impending stimulus and may be associated with the increased vigilance
employed by subjects in preparing for the between-stimuli discrimination required in FA blocks.
However, it is possible than the long ISI used in this study has prevented the observation of prestimulus vigilance differences here. As shown in Figure 8.2, a biphasic ECR was observed in
response to the innocuous auditory stimuli presented across the four blocks in this study. This
biphasic response was found to differ as a function of FA: for the NFA condition, a brief
deceleration, followed by a gradual acceleration which continued for the 0-5 s period, was
observed; whereas for the FA condition the larger deceleration was followed by a larger and
more rapid acceleration which peaked at approximately 3.5 s and commenced a clear return to
baseline in the 0-5 s period. The difference in these response profiles is shown in Figure 8.3,
and clearly indicates differential processing effects in the ECR, depending on feature analysis
requirements. Interestingly, the response profile of the FA conditions in this study resembles
the general ECR profile of Count conditions in the previous studies of this thesis. This supports
the suggestion that FA vs. NFA conditions should be separated for further Count analyses to
investigate these effects in greater detail.

In summary, the findings of this study generally confirm the biphasic nature of the ECR as
observed in the earlier studies of this thesis. Additionally, the FA x Time effects indicate
differences in the response profile of the ECR depending on whether or not feature analysis is
required. Specifically, a relatively greater deceleration and following acceleration is apparent in
the FA cf. NFA condition. Given the previously established relationship between cognitive load
and the ECR2, we would expect similar response profiles to be generated for FA and NFA
conditions, as the number of Count stimuli (and thus the cognitive load requirements) were the
same across these conditions. However, it appears a new biphasic response form has been
elicited here, reflecting processing associated with the FA condition. This extends on the
findings of the previous studies of this thesis, which have confirmed the effect of increasing
cognitive load on the ECR2, but have not examined more complex processing, such as that
required in FA conditions. As this type of processing has not been investigated in previous
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studies, it is not known how this may affect the individual components of the ECR. Thus, these
effects will be pursued in the following studies.

8.4.2

8.4.2.1

ERP effects

N1 complex

As found in Study 3, the N1 complex had a centralised topography. Consistent with previous
studies, the timing and topography of the N1 complex suggested the contribution of multiple N1
subcomponents to the overall component topography, most likely including Components 1 and
3 of the “true” N1 as described by Näätänen and Picton (1987).

FA x topography effects were observed for the N1 complex with a frontal > parietal
enhancement for FA vs. NFA conditions, but a left > right hemisphere effect which was reduced
for the FA vs. NFA conditions. Further contrasts indicated a midline > hemispheres effect
which was more frontal for the FA condition and parietal for the NFA condition; and a left >
right hemisphere effect which was greater in frontal/parietal regions for FA condition and
centralised for the NFA condition. Together these indicate a differential response of the N1
subcomponents to the requirements of feature analysis.

In summary, the topography of the N1 complex is generally consistent with that which has been
identified in the previous studies of this thesis. However, the interaction of FA with the
component topography suggests that a PCA would be beneficial, for the purpose of identifying
the multiple subcomponents that appear to be contributing to the overall N1 effects in that
condition.

This also supports further analyses separating conditions according to FA

requirements, in order to examine stimulus intensity and cognitive load effects and the potential
variation of these effects due to FA vs. NFA processing.

8.4.2.2

LPC

For the LPC, a centro-parietal topography was observed that was found to be greater in the
midline vs. the hemispheres. The overall topography of this complex is most likely a complex
of the contribution of different subcomponents reflecting processing differences in the FA vs.
NFA conditions.
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As expected, FA x topography effects were observed for the LPC. The parietal > frontal
enhancement was greater for the FA vs. NFA condition, and the midline > hemispheres
enhancement was reduced for the FA vs. NFA condition. Additionally, FA x Sagittal x Lateral
effects revealed a midline > hemispheres enhancement in parietal vs. frontal regions which was
increased for the FA vs. NFA condition; and a left > right hemisphere effect which was greater
in frontal/parietal regions vs. central regions for FA, and in centrally vs. frontal/parietal regions
for the NFA condition. These topographic effects clearly indicate that there are different
sources contributing to the LPCs for this study. Specifically, the centralised topography of the
NFA condition indicates the likely dominance of P3a; whereas in the FA condition, P3b appears
to be the dominant component, evidenced by the strong parietal positivity shown in Figures
8.8A, B, and C. While these differences reflect the processing differences between NFA and
FA conditions, we would expect additional variation within each of these conditions in response
to manipulations of Intensity and Count. These manipulations may reveal the presence of
further subcomponents not apparent in the comparison of FA processing examined here, and
will be examined in detail in Studies 4B and C.

8.4.2.3

Other components

As shown in the difference wave in Figure 8.5 and described in section 8.3.2, additional ERP
components are apparent in FA vs. NFA conditions. Specifically, a prominent early negativity,
possibly a processing negativity, and a later N2 component, are observed fronto-centrally. The
presence of these components may be taken as a representation of the additional processing
requirements associated with FA vs. NFA, and within the context of PPT, may be linked to the
processing and identification of a particular level of stimulus magnitude/intensity in relation to
the temporary feature matching required for target identification in the FA condition. We will
return to these components relating to FA in Study 4C.

8.4.3

Summary

In an attempt to integrate and build upon the approaches of the previous studies in this thesis,
this study employed a variable long ISI (7-9 s) auditory paradigm including Intensity and Count
manipulations within-block and within-subjects.

The presentation of multiple stimulus

intensities within-blocks, in addition to varying Count instructions, added complexity to this
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overall design and a divergence in the difficulty of stimulus processing required between the
four blocks. This allowed us to perform a preliminary analysis to investigate FA requirements
prior to examining stimulus intensity and cognitive load variables within the separate context of
the NFA and FA conditions in the following studies.

For pre-stimulus HR an enhanced preparatory deceleration for FA vs. NFA conditions was not
observed. Thus, the long ISI used in this study is most likely precluding the observation of
significant vigilance differences here.

A biphasic ECR was observed, and was found to differ according to the required level of FA.
As described in section 7.1, stimulus significance may have a differential impact throughout the
processing sequence, depending on the relative timing of its impact. The presentation of
multiple stimulus intensities, combined with the variety of instructions utilised in this paradigm,
have resulted in a distinction between blocks manipulating vigilance only (Count All vs. Count
None within NFA) vs. blocks combining manipulations of vigilance and signal value (Count
Loud and Count Soft within FA), and is evidenced by the variation in response profiles
produced in the FA vs. NFA condition. Essentially, FA appears to have generated a new
biphasic response form. Its relation to ECR1 and ECR2 will be explored in the following
studies.

Similarly, FA x topography effects were observed for both the N1 complex and LPC, indicating
the contribution of subcomponents which are differentially evoked in FA vs. NFA conditions.
That is, our findings for Study 4A have indicated that the context in which these components are
produced (NFA vs. FA) is an important consideration when investigating our core stimulus
manipulations (Intensity and Count effects). Therefore, in order to clarify our findings and
relate them more directly with the earlier studies of this thesis, the conditions of this study must
be separated into two groups, according to FA requirements.

Thus, Study 4B will examine the Count All and Count None blocks, previously identified as the
NFA condition in this study. That study will be a simple examination of Count between blocks
(Count vs. No Count) and Intensity within-blocks, all within-subjects. Following this, Study 4C
will examine the Count Loud and Count Soft blocks, identified here as the FA condition. That
will be a more complex study, and the final study of this thesis, with both Intensity and Count as
within-subject and within-block variables. It is expected that the separate effects of Intensity
and Count described in the following studies will add to and further elucidate the FA effects
noted above. As a first hypothesis, the FA requirement in Study 4C will add to the Intensity and
Count effects from Study 4B, that is, similar stimulus intensity and cognitive processing effects
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should be apparent in both 4B and 4C, but acting on different dominant ERP components, and
perhaps even ECR components.

PCA will be used to help clarify the role of specific

subcomponents in these sub-studies, and will allow us to verify the subcomponents identified in
Study 3, and further clarify our interpretation of the effects of FA on the ERP complexes
described in this study. This in turn should allow us to clarify the ECR-ERP relationships
observed throughout this thesis, make specific conclusions regarding connections between
ECR1 and N1, and ECR2 and the LPC, and also consider the placement of components related
to feature matching in the PPT model.
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9 Study 4B – A within-subjects investigation of the effect of
cognitive load (between-block) and stimulus intensity
(within-block) on event-related potential correlates of the
auditory evoked cardiac response: No Feature Analysis
sub-study.

9.1

Introduction

This study follows the subset of data described as the No Feature Analysis condition in Study
4A. It aims to continue the examination of the different effects of Intensity and Count on the
response profiles of the ECR, and the N1 complex and LPC, in a fully within-subject design.
As described in Study 4A, the Count All and Count None blocks examined here are
uncomplicated by the requirement of Feature Analysis and any additional processing associated
with that requirement. Instead, we are able to examine stimulus intensity and cognitive load
variables in a context that will allow us to relate our findings to the previous studies of this
thesis, and provide a basis for comparison for any additional effects observed in Study 4C,
which will examine identical variables in a Feature Analysis context.

As described in Chapter 7.1, previous studies of this thesis have indicated that similarities in
stimulus processes may be observed between ECR and ERP components, under relatively basic
conditions. However, the connections between these components, particularly N1 and ECR1,
are not entirely consistent with the initial expectations outlined in this thesis, and further
investigation into these proposed correlates, under conditions which are relatable to our
previous research, is clearly required. In Study 3, PCA was introduced as a method of analysis,
with the aim of disentangling the subcomponents of the N1 and LPC. This allowed us to draw
more detailed comparisons between ERP components and the ECR, although it also added
complexity to our understanding of these relationships. The subcomponents identified in that
study, particularly for the N1 complex, support indications from the mean ERP results that the
N1 and ECR1 are not as closely linked as originally hypothesised. This study provides us with
the opportunity for further assessment of these subcomponents under similar stimulus and task
conditions in a totally within-subject context, which will help us to determine if those findings
are unique to Study 3, or if our hypothetical placement of the N1 complex in the PPT model
should perhaps be revisited. Similarly, the PCA conducted for the LPC in Study 3 enabled us to
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determine that the P3b is apparently closely correlated with the ECR2, in contrast with the P3a
which was not found to significantly correlate with the acceleratory component of the ECR.
Thus, the separation of these subcomponents in this study should also allow for more specific
similarities to be drawn between the ECR and ERPs in terms of cognitive processing.

This study examined the two No Feature Analysis blocks described in Study 4A. Subjects were
presented with randomly interspersed Loud (80 dB) and Soft (60 dB) tones at a variable long (79 s) ISI, and completed a “Count All” and a “Count None” block, fully counterbalanced
between-subjects (together with the two Feature Analysis (“Count Loud” and “Count Soft”)
blocks; see Study 4C). This study integrates the paradigms from the previous studies of this
thesis by examining both Intensity and Count within-subjects, and extends on previous designs
by manipulating Intensity within-block, while Count is manipulated between-blocks. More
specifically, the Intensity results from this study should further elucidate our findings from
Studies 1 and 3, while the Count effects, combined with the effects observed in Studies 2 and 3,
should increase our understanding of ECR-ERP responses to cognitive load. Based on the
findings from previous studies, and specifically the mean response profiles produced in Study
4A, we would expect to observe a deceleratory ECR1 to all stimuli, which will be followed and
potentially partially obscured by an acceleratory ECR2 component in the Count All (Count)
condition, regardless of stimulus intensity.

For the N1 complex, we would expect to observe Intensity effects as shown in Studies 1 and 3,
however we also expect this complex to remain invariant to Count effects. PCA will reveal any
variation in the response profiles of subcomponents identified in the N1 time range. Similarly,
we can anticipate effects of Intensity and Count for the LPC. Further, we expect multiple
subcomponents to be elicited in the LPC time range which respond differentially to these
stimulus parameters.

The identification of subcomponents and the assessment of their

individual response profiles will be used to identify which subcomponent(s) (if any) of the N1
complex and LPC are most closely linked with the processes reflected by the ECR1 and ECR2,
in order to determine their placement in the PPT model.

This will also provide a firm

foundation to allow us to examine variation in these ERP components in the following study
due to the added complexity of Feature Analysis requirements.
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9.2

Data analysis

The ECR and ERP responses to stimuli from the Count All and Count None blocks described in
Chapter 7.2.2 were identified and analysed according to the procedures described below.

9.2.1

ECR

Pre-stimulus HR was analysed using a MANOVA examining Intensity (Loud / Soft), Count
(Count / No Count) and Time (shape of the response) as within-subject factors in the 2s
preceding stimulus onset.

The ECR was also analysed using a MANOVA examining response trends in the 5 s following
stimulus onset relative to the pre-stimulus HR value.
described above.

The analysis examined the factors

Simple (linear, quadratic, cubic) trends over time were used to define

response effects, as outlined in Chapter 4.2.6.1.

9.2.2

ERPs

As with the previous studies, ERP analyses were restricted to the sites F3, Fz, F4, C3, Cz, C4,
P3, Pz, and P4, in a 3 x 3 (sagittal x lateral) matrix. Amplitude measures from the ERP peaks,
and factor scores from the PCAs outlined below, were subjected to a MANOVA, with Intensity
(Loud/Soft), Count (Count / No Count), Sagittal (Frontal / Central / Parietal), and Lateral (Left /
Midline / Right) as within-subjects factors. A planned contrast on the Intensity factor compared
the mean of the Loud condition with the mean of the Soft condition, and a contrast for Count
compared the mean of responses to the Count condition with the mean of the responses to the
No Count condition within-subjects.

Orthogonal planned contrasts for the Sagittal factor

compared frontal with parietal activity, and the mean of these with activity at central sites. For
the Lateral factor, contrasts compared left with right hemisphere activity, and the mean of the
hemispheres with the midline activity. These contrasts are optimal for elucidating topographic
effects within the sites studied.

In order to quantify the peaks underlying the N1 and LPC, restricted epoch ranges were selected
which reflected the time ranges in which the ERP component complexes were initially
identified. The N1 and LPC data were entered into separate PCAs with the epoch extended 10
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ms either side of the initial time window used for identifying the components (N1: 90-190 ms;
LPC: 290-490 ms) to ensure the peaks had substantially resolved. The original number of cases
(24 subjects X 2 intensities x 2 conditions X 9 sites = 864) and variables (N1: 52 digitised
points, LPC: 104 digitised points) were then analysed using the procedure described in Chapter
6.2.4.3.

As the contrasts for all measures were planned and there were no more of them than the degrees
of freedom for effect, no Bonferroni-type adjustment to alpha was necessary (Tabachnick and
Fidell, 1996). Also, Greenhouse-Geisser type correction was not necessary because single
degree of freedom contrasts are not affected by the violations of symmetry assumptions
common in repeated-measures analyses of physiological data (O’Brien and Kaiser, 1985).
Where there were main effects of Count or Intensity, or their interaction, ERP data were also
submitted to vector scaling (McCarthy & Wood, 1985), and only condition x topography
interactions that remained significant after this procedure are reported. All contrasts reported
for these analyses have (1, 23) degrees of freedom.

9.3

Results

9.3.1

ECR

The raw HR values for the pre- and post-stimulus periods are shown in Figure 9.1. In the period
preceding stimulus onset (-2 to 0 s) no difference was observed in mean HR level between the
Count and No Count conditions (F<1). A decelerating linear trend was observed (F = 15.10, p <
.001), but the apparent greater anticipatory deceleration for Count vs. No Count conditions
failed to approach significance (F <1).
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Figure 9.1. Mean raw cardiac activity for Count and No Count conditions in the 2 s preceding
stimulus onset and the post-stimulus 5 s.

The grand mean ECR averaged across Count All and Count None blocks is shown in Figure 9.2
below. Following stimulus onset, a brief initial deceleration was observed (approx 1 s) which
preceded a gradual acceleration that continued to increase for the 5 s ECR epoch; this last
response component was indicated by a significant linear trend over the 0-5 s time period (F =
15.58, p < .001).

Given the brevity of the initial deceleration, a secondary analysis was

conducted on the first 3s of the post-stimulus ECR epoch to seek statistical evidence of the
deceleratory period. A significant linear trend (F = 5.71, p < .05) was supplemented by a cubic
trend (F = 13.09, p < .001) in the 0-3 s period following stimulus onset.
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Figure 9.2. Mean evoked cardiac response across Count All and Count None blocks. Relative
HR changes are shown in 0.5 s intervals from stimulus onset.
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For Intensity, no significant main effects, or Intensity x Time interactions, were observed in the
0-5 s, or 0-3 s intervals (F<1, Fig. 9.3).
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Figure 9.3. Mean evoked cardiac responses for Loud and Soft stimuli.

The ECRs for the Count All and Count None blocks are shown in Figure 9.4. For the Count
None condition, a brief deceleration is observed following stimulus onset, followed by a gradual
acceleration, crossing the baseline 2-3 s post-stimulus. The Count All condition shows a more
rapid acceleration after a brief although relatively greater initial deceleration than the Count
None condition, crossing the baseline approximately 1 s after stimulus onset. Also shown on
the figure is the hypothetical ECR2, the difference between responses to the Count All and
Count None blocks.

The ECR2 shows a very brief initial deceleration followed by an

acceleratory component, reaching a maximum peak at approximately 4.5 s after stimulus onset.
The differences observed in the response profiles for the Count All and Count None blocks were
indicated by a significant linear trend in the 0-5 s time period (F = 17.08, p < .000), leading to a
significant main effect (F = 9.49, p < .005), with greater acceleration in the Count All vs. Count
None condition. In the 0-3 s time period, Count was reflected in significant differences in linear
(F = 9.53, p < .005) and cubic trends (F = 6.84, p < .05).
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Figure 9.4. Mean evoked cardiac responses for Count All and Count None conditions. The
difference between these responses is also shown as the hypothetical ECR2.

No Count x Intensity interactions were observed for the ECR in the 0-3 s or 0-5 s interval (F<1).

9.3.2

ERPs

The grand mean ERPs across all subjects are shown in Figure 9.5 for the 9 sites used in the
statistical analyses. Following stimulus onset, a prominent N1 complex (mean latency: 155.0
ms) is evident at all sites, and is largest centrally. P2 and N2 components were also apparent in
the waveform morphology, and a large P2 is particularly evident centrally, but these will not be
discussed further. Following these, an LPC (mean latency: 320.1 ms) was apparent, that was
largest centrally, but was also prominent in the parietal region.

Grand mean ERPs for responses to Loud and Soft stimuli are shown for the three midline sites
in Figure 9.6. Intensity differences are evident in both the N1 complex and LPC (see sections
9.3.2.1 and 9.3.2.2, see also the difference wave in Figure 9.6A). Figure 9.6B shows grand
mean ERPs for Count and No Count conditions along the three midline sites. The enhanced
LPC observed in response to the Count condition can be seen in the difference wave (see section
9.3.2.2).
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Figure 9.5. Grand Mean ERPs across all stimuli. Vertical bars represent stimulus onset.
Amplitude in µV and time in ms are marked at Cz.

9.3.2.1

N1

For the N1 complex, a central maximum was observed (central > frontal/parietal: F = 82.32, p <
.001), and also a midline > hemispheres effect (F = 52.60, p < .001; see Table 9.1 for effect
descriptions and means, and Figures 9.7 A, B for N1 topography). Further, a Sagittal x Lateral
interaction indicated the enhanced negativity of N1 at midline sites was greater in parietal than
frontal regions (F = 4.20, p=.052; Figure 9.7 C).
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Figure 9.6. Grand mean ERPs for responses to (A) Loud (black) and Soft (grey) stimuli and (B)
Count (black) and No Count (grey) conditions. Difference waves are represented by a dashed
line. Amplitude in µV and time in ms are marked at Cz.
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Table 9.1. Significant effects for the N1 component
Effect

Contrast

Details

F

P

S

c vs. f/p

-5.0 vs. -3.8

82.32

.000

L

m vs. l/r

-4.5 vs. -4.0

52.60

.000

SxL

fz to f3/f4 vs. pz to p3/p4

-4.1 to -3.7 vs. -4.0 to -3.5

4.20

.052

I

soft vs. loud

-3.2 vs. -5.1

83.13

.000

IxS

c vs. f/p

Soft: -3.7 vs. -2.9

29.19

.000

33.56

.000

4.99

.050

5.09

.050

Loud: -6.2 vs. -4.6
IxL

m vs. l/r

Soft: -3.3 vs. -3.1
Loud: -5.7 vs. -4.9

IxSxL

fz to f3/f4 vs. pz to p3/p4

CxIxS

f vs. p

Soft: -3.0 to -2.9 vs. -3.1 to -2.7
Loud: -451 to -4.5 vs. -5.0 to -4.3
No Count –Soft: -3.3 vs. -2.8
No Count – Loud: -4.8 vs. -4.9
Count – Soft: -2.7 vs. -2.9
Count – Loud: -4.6 vs. -4.2

Details column presents mean amplitude in µV. Abbreviations for this and subsequent tables: C, Count: Count/No Count. I,
Intensity: Loud/Soft. Sagittal (S) abbreviations: f, mean frontal (F3, Fz, F4); p, mean parietal (P3, Pz, P4); c, mean central (C3, Cz,
C4); f/p, mean of frontal and parietal (F3, Fz, F4, P3, Pz., P4). Lateral (L) abbreviations: l, mean left hemisphere (F3, C3, P3); r,
mean right hemisphere (F4, C4, P4); l/r, mean of left and right hemispheres (F3, C3, P3, F4, C4, P4); m, mean of the midline (Fz,
Cz, Pz). Sagittal x Lateral (SxL) interactions: sites (e.g. f3) represent position on scalp (e.g. frontal left hemisphere); f3/p3, mean of
frontal and parietal left hemisphere; f4/p4, mean of frontal and parietal right hemisphere; fz/pz, mean of frontal and parietal midline;
f3/f4, mean of frontal left and right hemispheres; p3/p4, mean of parietal left and right hemispheres; c3/c4, mean of central left and
right hemispheres; f3f4/p3p4, mean of frontal and parietal left and right hemispheres

As shown by the difference wave in Fig 9.6A and topographic maps in Figure 9.8, a main effect
of Intensity was observed for the N1 (F = 83.13, p < .001), with greater overall negativities
shown in responses to Loud vs. Soft stimuli. There was also an enhancement of the central >
frontal/parietal (F = 29.19, p < .001) and midline > hemispheres (F = 33.56, p < .001)
topography effects for responses to Loud vs. Soft stimuli (Figures 9.7 D, E). Additionally, the
Sagittal x Lateral interaction reported above was found to be enhanced for responses to Loud
vs. Soft stimuli (Figure 9.7 F).

No main effect of Count or Count x topography interactions were observed for this component
(see Figure 9.6B, particularly the difference wave, and 9.8). However a Count x Intensity x
Sagittal interaction revealed that for the Count block, a frontal > parietal effect was observed in
response to Loud stimuli, in contrast to Soft stimuli which showed a parietal > frontal effect.
For the No Count condition, the opposite pattern was observed (F = 5.09, p < .05; See Figure
9.7 G).
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Figure 9.7. Topography of the N1 complex. Panels A, B, and C show Sagittal, Lateral, and
Sagittal x Lateral effects respectively (F = frontal, C = central, P = parietal; L = left hemisphere,
M = midline, R = right hemisphere). Panels D, E, and F show Intensity x Sagittal, Intensity x
Lateral, and Intensity x Sagittal x Lateral interactions. Panel G shows the Count x Intensity
interaction.
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Figure 9.8.

Topographic maps for baseline to peak N1 amplitudes, based on the 9 sites

examined separated by Intensity and Count.

As found in the previous study, these results indicate the elicitation of strongly centralised
subcomponents of the N1, maximal at the vertex. The main effect of Intensity indicates that
several N1 subcomponents are responding to the manipulation of stimulus parameters, while the
Count x Intensity x Sagittal interaction suggests that at least one of the subcomponents may also
be responsive to manipulations of cognitive load.

9.3.2.2

LPC

For the LPC, a centro-parietal maximum was observed (parietal > frontal: F = 16.54, p < .001;
central> frontal/parietal F = 43.65, p < .001, Figure 9.9A), and also a midline > hemispheres
effect (F = 54.35, p < .001; Figure 9.9B, see Table 9.2 for means). Additionally, Sagittal x
Lateral interactions revealed that the extent to which LPC amplitudes were enhanced in the
midline relative to the hemispheres was greater in parietal than frontal regions (F = 4.91, p <
.05), and also centrally vs. the mean of frontal and parietal regions (F = 25.26, p < .001; Figure
9.9C).

Table 9.2. Significant effects for the LPC
Effect

Contrast

Details

F

P

S

f vs. p

3.3 vs. 4.3

16.54

.000

c vs. f/p

4.8 vs. 3.8

43.66

.000

L

m vs. l/r

4.7 vs. 3.9

54.36

.000

SxL

fz to f3/f4 vs. pz to p3/p4

3.6 to 3.1 vs. 4.9 to 4.1

4.91

.050

cz to c3/c4 vs. fz/pz to f3f4/p3p4

5.6 to 4.4 vs. 4.2 to 3.6

25.26

.000

I

soft vs. loud

2.9 vs. 5.02

136.06

.000

C

count vs. no count

4.7 vs. 3.6

19.08

.000

CxS

f vs. p

No Count: 3.0 vs. 3.5

15.14

.005

Count: 3.3 vs. 4.4
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Figure 9.9. Topography of the LPC. Panels A, B, and C show Sagittal, Lateral, and Sagittal x
Lateral effects respectively. Panel D shows the Count x Sagittal interaction.
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Figure 9.10. Topographic maps for baseline to peak LPC amplitudes, based on the 9 sites
examined separated by Intensity and Count.
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A main effect of Intensity was observed for this component (F = 136.06, p < .001), with greater
amplitudes for responses to Loud vs. Soft stimuli (Figures 9.6A and 9.10), but no Intensity x
topography interactions remained significant after vector scaling. A main effect was also
observed for Count, which revealed increased responses to Count vs. No Count stimuli (F =
19.08, p < .001, Figures 9.6B and 9.10). Further, a Count x Sagittal interaction indicated that
the enhancement of this component for Count vs. No Count stimuli was greater in parietal vs.
frontal regions (F = 15.14, p < .001, Figure 9.9 D).

Together these results suggest the elicitation of multiple subcomponents. The main effect of
Intensity for LPC amplitudes indicate several subcomponents are responding to the
manipulation of Intensity. Additionally the main effect of Count and Count x topography
effects for LPC amplitudes suggest that at least one subcomponent of the LPC is responding to
cognitive load, and this is most likely a parietal component.
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9.3.3

9.3.3.1

PCA-derived components
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Figure 9.11. Panel A illustrates the grand average ERP at Cz. The 90-190 ms segment of the
epoch entered into the PCA is shown in Panel B.

The across-group factor loadings are

illustrated in Panel C. Panel D illustrates the virtual ERPs for the data shown in Panel B,
calculated for each factor extracted. The sum of the virtual (dashed) ERPs is plotted with the
original grand average (solid) ERPs at Fz (black), Cz (dark grey), Pz (light grey) for this epoch
in Panel E. As can be seen the sum of the virtual components largely accounts for the activity
represented by the grand average at each of these sites.
Five factors were extracted for the N1 complex, accounting for 97.0% of the variance in the
data. The grand average ERP at Cz is illustrated in Figure 9.11A. The dotted lines illustrate the
90-190 ms segment of the epoch entered into the PCA, as shown in Figure 9.11B. The factor
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loadings are illustrated in Figure 9.11C. Virtual ERPs were constructed to illustrate the ERP
waveform for each component extracted. These were calculated following Dien (1998) and
Dien and Frishkoff (2005), by taking the product of (1) the standard deviation of the raw data
across subjects, (2) the factor scores of each component, and (3) the voltage-corrected factor
loadings. In Figure 9.11E, the virtual waveforms have been summed for the grand mean across
all subjects and stimuli at the three midline sites used in our analyses (Fz, Cz, Pz), in order to
illustrate the reconstruction of the grand average ERP. As can be seen, the sum of the virtual
components (shown at Cz in Figure 9.11D) largely accounts for the activity presented by the
grand average.

9.3.3.1.1 Topography

Figure 9.12 shows topographic headmaps derived from the mean factor scores over each site
examined (F3, Fz, F4, C3, Cz, C4, P3, Pz, P4) separately for each factor and also for the grand
mean ERP from which the factors originated. Figure 9.13 shows headmaps for the mean factor
scores, separately by stimulus intensity (Loud, Soft) and condition (Count, No Count).

N1F1
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N1F3
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N1F5
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-7
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0
µV

Figure 9.12. Topographic maps of the factor scores and grand mean ERP amplitude derived
from the 9 sites examined for the N1 complex.

Factor 1 (34.6 % explained variance) showed a maximum peak latency of approximately 145
ms. As shown in Figure 9.12, Factor 1 was maximal centrally (central > frontal/parietal: F =
66.08, p < .001) and also showed enhanced negativity in the midline relative to the hemispheres
(F = 46.70, p < .001). Sagittal x Lateral interactions indicated that this negativity was enhanced
in the left vs. right hemisphere in the frontal region, but this pattern was reversed in the parietal
region (F = 10.48, p < .005); and also that the extent of the enhanced negativities observed
along the midline vs. the hemisphere was greater centrally than the mean of frontal and parietal
regions (F = 12.19, p < .005).
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Factor 2 (24.1 % explained variance) peaked at approximately 180 ms post-stimulus. Figure
9.12 shows increased negative amplitudes in frontal vs. parietal regions (9.30, p < .01) and also
centrally vs. frontal/parietal regions (F = 12.27, p < .005). Further, negativities were increased
in the hemispheres vs. the midline (F = 6.80, p < .05). A Sagittal x Lateral contrast revealed
that frontally, increased negative amplitudes were observed in the midline vs. the hemispheres;
however in parietal regions positive amplitudes were observed, also greater in the midline vs.
the hemispheres (F = 12.65, p < .005).

This contributed to a further Sagittal x Lateral

interaction which revealed greater overall negativity centrally relative to the mean of frontal and
parietal regions (F = 8.66, p < .01).

Factor 3 (21.8 % explained variance) peaked at approximately 96 ms and was observed to be
maximal parieto-centrally (parietal>frontal: F = 40.33, p <.001; frontal / parietal > central: F =
10.16, p < .005). Increased negativities were also observed in the left vs. right hemisphere (F =
7.71, p < .05). A Sagittal x Lateral interaction showed enhanced negativities in the midline vs.
the hemispheres which was greater in parietal vs. frontal regions (F = 14.16, p < .001).

Factor 4 (13.5% explained variance) peaked at approximately 120 ms. This factor showed
enhanced negativities in parietal vs. frontal regions, and also centrally vs. the mean of frontal
and parietal regions (F = 4.39, 5.72; p < .05). Enhanced negativities were also observed in the
hemispheres vs. the midline (F = 12.60, p < .005). Sagittal x Lateral contrasts revealed that in
parietal regions greater negativities were found in the midline vs. the hemispheres whereas in
frontal regions, the opposite pattern was observed (F = 9.70, p < .005). It was also found that the
extent to which greater negativities were observed in the hemispheres vs. the midline was
enhanced for central vs. the mean of frontal/parietal regions (F = 22.48, p < .001).

Factor 5 (3.2 % explained variance) was a biphasic component peaking at approximately 110
ms and 160 ms.

This component was found to have a central maximum (central >

frontal/parietal: F = 12.01, p < .005); and showed enhanced negativities in the left vs. right
hemisphere (F = 6.38, p < .05) and also in the midline vs. the hemispheres (F = 17.23, p < .001).
Additionally, Sagittal x Lateral contrasts revealed the extent of this midline enhancement was
greater in parietal vs. frontal regions (F = 8.05, p < .01) and centrally than the mean of frontal
and parietal regions (F = 33.54, p < .001).
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9.3.3.1.2 Intensity and task effects
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Figure 9.13. Topographic maps of the factor scores derived from the 9 sites examined for the
N1. Maps are shown separately by Count and Intensity.

Factor 1: Intensity x topography interactions revealed increased amplitudes in parietal vs.
frontal regions and in central vs. frontal/parietal regions that were greater for responses to Loud
than Soft stimuli (F = 6.99, p < .05, F = 28.30, p < .001, Figure 9.13); and also a midline vs.
hemispheres enhancement that was greater for Loud than Soft stimuli (F = 34.54, p < .001).
These topographic effects led to a main effect of Intensity which showed increased amplitudes
for Loud vs. Soft stimuli (F = 21.66, p < .001, Figure 9.13). No effects of Count or Count x
topography interactions were observed for this component.
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Factor 2: Intensity x topography interactions were also observed for this component with a
frontal > parietal effect which was found to be enhanced for Loud vs. Soft stimuli (F = 13.33, p
< .001). Further, an enhanced midline vs. hemispheres effect in frontal relative to parietal
regions was found to be more pronounced for responses to Loud vs. Soft stimuli (F = 17.06, p <
.001). No main effects of Intensity or Count, or Count x topography effects, were observed for
this component (Figure 9.13).

Factor 3: No Intensity x topography or Count x topography interactions, or main effects of
Intensity or Count were observed for this component.

Factor 4: As shown in Figure 9.13, an Intensity x Sagittal interaction revealed increased
negativities in central vs. frontal/parietal regions which were greater for responses to Loud than
Soft stimuli (F = 11.28, p < .005). Additionally, an Intensity x Sagittal x Lateral interaction
indicated that the extent to which an enhancement in the midline vs. hemispheres was greater
centrally vs. frontal / parietal regions was increased for responses to Loud vs. Soft stimuli (F =
9.73, p < .005). A Count x Intensity x topography effect was also observed that indicated a
right vs. left hemisphere increase greater in frontal/parietal vs. central regions, which was
enhanced for Loud vs. Soft stimuli in the Count condition, while the opposite pattern was
observed for the No Count condition (F = 8.98, p < .01). No main effects of Intensity or Count,
or Count x topography interactions were observed for this component.

Factor 5: For this component, Intensity x topography interactions revealed enhanced
negativities in the midline vs. hemispheres which were greater for responses to Loud than Soft
stimuli (F =8.12, p < .01; Figure 9.13). This led to a main effect of Intensity with enhanced
responses for Loud vs. Soft stimuli (F = 10.28, p < .005). No effects of Count or Count x
topography interactions were observed for this component.

9.3.3.1.3 Component identification

Visual inspection of the virtual ERPs and their overall topography was initially utilized to
identify and label the N1 subcomponents that corresponded to the extracted factors. The
appropriateness of the nomenclature used here to label the extracted factors is assessed in the
subsequent discussion.

173

Of the 5 negativities obtained in the N1 latency range, 3 may be tentatively identified as “true”
N1 components following Näätänen and Picton (1987). Factors 1 and 4 – based on the relative
size and timing, centralised negative topographies and response to stimulus Intensity – most
likely correspond to Components 1 and 3, respectively; Factor 5 – with a biphasic waveform
and vertex negativity – may tentatively be identified as Component 2. The invariance of Factor
3 to manipulations of Intensity or Count, along with the relative temporal order and positive
frontal topography suggests that this factor may be a P1. Finally, the relatively late-timing,
topography and minor Count x topography effects observed for Factor 2 suggest it is most likely
an N2 and as such will not be discussed any further here.

9.3.3.2

LPC

Six factors were extracted for the LPC, accounting for 96.9% of the variance in the data. The
grand average ERP at Cz is illustrated in Figure 9.14A. The dotted lines illustrate the 290-490
ms segment of the epoch entered into the PCA, as shown in Figure 9.14B. The factor loadings
are illustrated in Figure 9.14C. Virtual ERPs were constructed following the process described
in section 9.3.3.1. In Figure 9.14E, the virtual waveforms have been summed for the grand
mean across all subjects and stimuli at the three midline sites used in our analyses (Fz, Cz, Pz),
in order to illustrate the reconstruction of the grand average ERP. As can be seen, the sum of
the virtual components (shown at Cz in Figure 9.14D) largely accounts for the activity presented
by the grand average.
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Figure 9.14. Panel A illustrates the grand average ERP at Cz. The 290-490 ms segment of the
epoch entered into the PCA is shown in Panel B.

The across-group factor loadings are

illustrated in Panel C. Panel D illustrates the virtual ERPs for the data shown in Panel B,
calculated for each factor extracted. The sum of the virtual (dashed) ERPs is plotted with the
original grand average (solid) ERPs at Fz (black), Cz (dark grey), Pz (light grey) for this epoch
in Panel E. As can be seen the sum of the virtual components largely accounts for the activity
represented by the grand average at each of these sites.

9.3.3.2.1 Topography

Figure 9.15 shows topographic headmaps derived from the mean factor scores over each site
examined (F3, Fz, F4, C3, Cz, C4, P3, Pz, P4) separately for each factor and also for the grand
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mean ERP from which the factors originated. Figure 9.16 shows headmaps for the mean factor
scores, separately by stimulus intensity (Loud, Soft) and condition (Count, No Count).
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Figure 9.15. Topographic maps of the factor scores and grand mean ERP amplitude derived
from the 9 sites examined for the LPC.

Factor 1 (27.7% explained variance) was a strong parietal component peaking at approximately
460 ms. This component was found to be larger in parietal vs. frontal regions (F = 44.82, p <
.001) and also centrally relative to the mean of frontal and parietal regions (F = 15.63, p < .001),
due to strong negativities observed in the frontal region. This component was also found to be
greater in the left vs. right hemisphere (F = 6.79, p < .05). Sagittal x Lateral contrasts revealed
this left vs. right hemisphere enhancement was greater in parietal than frontal regions (F = 9.55,
p < .005). Additionally a midline > hemispheres effect was observed which was increased in
parietal vs. frontal regions, where the opposite pattern was observed (F = 7.65, p < .05).

Factor 2 (24.1% explained variance) was a positivity peaking at approximately 300 ms. As can
be seen in Figure 9.15 the amplitude of this component showed a central maximum
(central>frontal/parietal: F = 72.06, p < .001); and was found to be increased in the left vs. right
hemisphere (F = 8.43, p < .01) and in the midline vs. the hemispheres (F = 36.93, p < .001).
Further, a Sagittal x Lateral contrast revealed the midline vs. the hemispheres enhancement was
greater in the central regions vs. the mean of frontal and parietal regions (F = 19.96, p < .001).

Factor 3 (23.6% explained variance). As can be seen in Figure 9.15, this factor was a strong
parietal positivity (parietal > frontal: F = 9.00, p < .01) peaking at approximately 360 ms poststimulus. Further, a Sagittal x Lateral contrast revealed increased amplitudes in the midline vs.
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hemispheres for the parietal region, while for the frontal region, the opposite pattern was
observed (F = 24.71, p < .001).

Factor 4 (16.4% explained variance) was a positive component peaking at approximately 410
ms. Increased amplitudes were found in the mean of frontal and parietal regions vs. central
regions where negative amplitudes were observed (F = 9.19, p < .01). Greater amplitudes were
also observed in the right vs. left hemisphere for this component (F = 14.74, p < .001). A
Sagittal x Lateral contrast indicated a midline vs. hemispheres enhancement which was greater
for the mean of frontal and parietal regions than in central regions, where reduced amplitudes
were observed (F = 5.89, p < .05).

Factor 5 (a parietal positivity peaking at approximately 330 ms) and Factor 6 (a positive
component peaking at approximately 440 ms) each account for less than 3% of the total
variance of the LPC and as such are not discussed any further here.
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9.3.3.2.2 Intensity and task effects
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Figure 9.16. Topographic maps of the factor scores derived from the 9 sites examined for the
LPC. Maps are shown separately by Count and Intensity.

Factor 1: Intensity x topography interactions revealed increased amplitudes in parietal vs.
frontal regions which were found to be greater for Loud vs. Soft stimuli (F = 11.90, p < .005).
However, a main effect of Intensity indicated greater overall positive amplitudes for Soft vs.
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Loud stimuli (F = 11.02, p < .005). Count x topography effects revealed increased amplitudes
in parietal vs. frontal regions and also centrally vs. the mean of frontal and parietal regions for
Count vs. No Count stimuli (F = 11.38, p < .005; F = 5.37, p < .05). Increased amplitudes were
also observed in the right vs. left hemisphere for Count relative to No Count stimuli (F = 6.07, p
< .05), together leading to a main effect of Count with enhanced amplitudes for Count vs. No
Count stimuli (F = 5.35, p < .05; Figure 9.16).

Factor 2: As shown in Figure 9.16, an Intensity x topography interaction revealed a central
increase relative to the mean of frontal and parietal regions which was more pronounced for
Loud vs. Soft stimuli (F = 35.16, p < .001). This topographic effect led to a main effect of
Intensity with increased amplitudes for Loud vs. Soft stimuli (F = 30.64, p < .001). A Count x
topography interaction was also observed for this component with a midline vs. hemispheres
enhancement found to be greater for Count vs. No Count stimuli (F = 11.53, p < .005). No
further Count x topography effects or main effect of Count were found for this component.
However a Count x Intensity effect was observed which revealed enhanced amplitudes in the
Count vs. No Count conditions for Loud stimuli, while the opposite pattern was observed for
Soft stimuli (F = 4.20, p = .052).

Factor 3: This factor showed increased amplitudes in central vs. frontal/parietal regions and
also in the right vs. left hemisphere, which were greater for Loud than Soft stimuli (F = 7.31, p
< .05; F = 7.80, p < .01). Additionally, an Intensity x Sagittal x Lateral contrast revealed a right
> left hemisphere effect larger centrally than the mean of frontal and parietal regions which was
greater for Loud than Soft stimuli (F = 7.78, p < .01). This led to a main effect of Intensity with
greater overall amplitudes for Loud vs. Soft stimuli (F = 25.67, p < .001). Count x topography
effects were also apparent for this component, with increased amplitudes centrally vs.
frontal/parietal regions for Count stimuli, in contrast to No Count stimuli, where the opposite
pattern was observed (F = 8.83, p < .01). Similarly, increased amplitudes were observed in the
midline relative to the hemispheres for Count stimuli, whereas for No Count stimuli the
opposite pattern was observed (F = 5.65, p < .05). These topography effects led to a main effect
of Count, with increased amplitudes observed for Count vs. No Count stimuli (F = 23.59, p <
.001).

Factor 4: Intensity x topography effects revealed increased amplitudes in frontal/parietal vs.
central regions, and in the midline vs. the hemispheres, which were greater for Loud than Soft
stimuli (F = 4.63, F = 7.51, p <.05). Also, right > left hemisphere and midline > hemispheres
effects were found to be greater in frontal/parietal vs. central regions, which were greater for
Loud than Soft stimuli (F = 5.10, p < .05; F = 18.98, p < .001). A Count x Intensity x
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topography effect was also observed for this component such that for Count stimuli increased
amplitudes were found in frontal vs. parietal regions for the Loud stimuli and in parietal vs.
frontal regions for the Soft stimuli; for the No Count condition the reverse pattern was observed
with greater amplitudes in frontal vs. parietal regions for the Soft stimuli, and in parietal vs.
frontal regions for the Loud stimuli (F = 5.39, p < .05). This topography effect led to a main
effect of Count for this component with increased amplitudes for Count vs. No Count stimuli (F
= 4.41, p < .05). No main effect of Intensity was observed for this component.

9.3.3.2.3 Component identification

As with the N1 complex, visual inspection of the virtual ERPs and their overall topography was
initially utilized to identify and label the LPC subcomponents that corresponded to the extracted
factors. The appropriateness of the nomenclature used here to label the extracted factors is
assessed in the subsequent discussion.

Of the 6 positivities yielded in the LPC latency range, 4 factors were identifiable as
subcomponents of the LPC. The relative timing and central topography of Factor 2, along with
Intensity and minor Count x topography effects, indicates this factor is most likely the P3a.
Factor 3 – with a strong parietal topography, relatively later timing, and main effects of Intensity
and Count corresponds with the P3b. The late-timing and vertex negativity present for Factor 4
suggests it is most likely an early Slow Wave. Following even later and with a parietal positive
– frontal negative topography is Factor 1 – most likely representing the late Slow Wave.

9.3.4

ECR-ERP relationships

For each subject, ECR1 was measured as the greatest deceleration in HR in the 3 s following
stimulus onset for the No Count condition. This failed to correlate significantly with the N1
complex peak amplitude at Cz, or with any of the N1-related factor scores derived from the
PCA.

Similarly, individual values of ECR2, defined as the greatest HR acceleration in the first 5 s
following stimulus onset in both Count and No Count conditions, failed to correlate
significantly with LPC amplitude at Cz. However Factor 3 (P3b) derived from the LPC PCA
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data was found to correlate with ECR2 (r = .297, p < .05), while the remaining LPC factors
were found not to be related to ECR2.

9.4

Discussion

9.4.1

ECR

For pre-stimulus HR, a deceleratory linear trend was observed in the 2 s preceding stimulus
onset, however this was not found to differ for Count vs. No Count, nor was there any
difference in mean HR level between these conditions. A pre-stimulus difference would be
expected here, indicative of the clear vigilance difference between Count vs. No Count
conditions, but it is possible that the long ISI used in this paradigm is mitigating these effects, as
seen in Study 4A.

A biphasic ECR was elicited in the averaged response to the Count All and Count None stimuli
presented in this study. The profile of this response is generally comparable with the ECR
profile of Study 2 (see Figure 5.2) in particular, and also Study 3, both of which examined
cognitive load within-subjects. However, the initial deceleratory response is relatively reduced
in this study, as evidenced by the observation of only a linear trend in the 0-5 s time period. It is
possible that the complexity of the subject demands of the 4-block design of Study 4 led to
fatigue reducing subjects’ arousal state, particularly in the No Count condition (Figure 9.4),
where the observed ECR1 is the smallest of all the studies in the thesis. Nevertheless, reducing
our analyses epoch to 0-3 s allowed us to detect statistical evidence of a deceleratory response,
as marked by both linear and cubic trends (the latter trend is sufficient to identify a phasic
response, see Chapter 4.2.6.1). The ECR was found to be invariant to manipulations of Intensity
in both the 0-3 s and 0-5 s time periods, confirming previous indications that this measure,
specifically the ECR1, responds independently of stimulus parameters. For Count, a relatively
greater deceleration and following acceleration was observed in the Count vs. No Count
condition, marked by linear and cubic trends in the 0-3 s period and a linear trend in the 0-5 s
period. This variation in trends across time periods was due to the reduced deceleration in the
No Count condition described above. Subtraction of the No Count from Count condition
revealed evidence of a biphasic response form which was similar, though somewhat reduced
relative to that observed in Study 4A (Figure 8.3). This is in contrast to previous studies which
have demonstrated a relatively consistent acceleratory ECR in response to Count conditions.
Based on FA effects observed for the ECR in Study 4A, the observation of this biphasic
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response here indicates the presence of more complex processing in this task than that
traditionally associated with simple manipulations of cognitive load.

In summary, the ECR effects observed here generally replicate our findings from previous
studies, however, some important variations in the ECR have also been observed in this study.
Specifically, the presence of a biphasic difference wave between Count and No Count
conditions here suggests that a context of increased task complexity may be reflected by both
deceleratory and acceleratory ECR components. The elicitation of this new response form in
this study will also provide us with a basis for comparison with the responses to the Feature
Analysis blocks in the following study.

9.4.2

9.4.2.1

ERP

N1 complex

A central maximum was observed for the N1 complex, which was consistent with the
topography observed in Study 3, but is in contrast to the fronto-central topography observed in
the earlier studies of this thesis. However, the overall timing and topography of this complex is
consistent with several of the N1 subcomponents as identified in Study 3, indicating the likely
contribution of several of these to the mean N1 effects described here.

As illustrated by the difference wave in Figure 9.6, Intensity effects were observed for the N1
complex. Intensity x topography effects indicated a vertex enhancement for Loud vs. Soft
stimuli and also a midline enhancement that was greater in parietal than frontal regions for Loud
vs. Soft stimuli. These led to a main effect of Intensity with enhanced responses for Loud vs.
Soft stimuli. It is clear from these results that multiple N1 subcomponents are contributing to
the overall effects observed here, and that these subcomponents differ in their responses to
variations in stimulus intensity. These reflect similar findings to the previous studies of this
thesis and affirm the association of the N1 complex with Intensity effects. The responsiveness
of individual N1 subcomponents to this variation of stimulus parameters is discussed in section
9.4.3.1.

No main effect of Count or Count x topography effects were observed for the N1 complex.
This reiterates our general association of N1 with basic stimulus identification and registration
rather than cognitive processing. However, a Count x Intensity x Sagittal interaction was
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present which indicated that for the Count All block, a parietal dominance for Loud stimuli and
a frontal dominance for Soft stimuli was observed; whereas for the Count None block, the
opposite pattern was observed. This indicates that at least one of the subcomponents of the N1
is responding to variations in cognitive load. While this more complex processing is not usually
associated with the N1, it is not unexpected given the results of Study 3, and is discussed further
in the PCA subsection below.

9.4.2.2

LPC

For the LPC, a centro-parietal topography was observed, which was maximal at the vertex. The
topography effects observed for the LPC in this study are consistent with the previous studies of
this thesis, specifically Study 3, and are generally consistent with the later processing
components associated with cognitive load in previous research.

Duplicating the LPC effects observed for Study 3, a main effect of Intensity was observed,
which showed increased LPC amplitudes for Loud vs. Soft stimuli. No further Intensity effects
were observed after vector scaling. Given the lack of Intensity x topography effects, we can
conclude that several subcomponents elicited in the LPC time range are responding similarly to
manipulations of stimulus intensity in this study, resulting in the global response observed here,
in contrast to differential subcomponent effects. This is consistent with observations in Study 3
and will be discussed in further detail in section 9.4.3.2.

The expected main effect of Count was observed for the LPC, with increased responses for
Count All vs. Count None conditions. Count x topography effects also indicated that this
difference was dominant in parietal regions. As discussed previously, these effects reflect the
responsiveness of the LPC to cognitive processing requirements, which is well-documented in
the ERP literature. When we amalgamate the effects of Intensity and Count observed here it is
apparent that subcomponents of the LPC respond independently to stimulus intensity and
processing requirements. The identification of these subcomponents and observation of the
subcomponents’ individual sensitivity to Intensity and Count requirements will allow a more
specific association between the ECR2 and LPC to be established.
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9.4.3

9.4.3.1

PCA derived components

N1 components

The PCA for the N1 latency range revealed five significant factors. Of these, three negativities
(Factors 1, 4 and 5) were identified as probable “true” N1 components following Näätänen and
Picton (1987). While the timing of the components identified here are not entirely consistent
with those reported by Näätänen and Picton (1987), it is emphasised that the paradigm used here
(and throughout this thesis) varies from that used by the authors, and as such these differences
are not unexpected. Thus, our identifications focus on the relative timing and topography in
comparison to those described by Näätänen and Picton and the appropriateness of these
identifications are discussed below.

Factor 1 was a centralised negativity peaking at approximately 145 ms. This subcomponent
showed a main effect of Intensity and Intensity x topography effects indicating enhanced
negativities for Loud vs. Soft stimuli, dominant centrally and at the midline. No effects of
Count or Count x topography interactions were observed for this subcomponent. While the
timing of this component is not entirely consistent with that described by Näätänen and Picton
(1987), the relative topography indicates this is most likely Component 1. Further, Component
1 was described by Näätänen and Picton (1987) as likely to be influenced by changes in
stimulus intensity reflected by increases in component amplitude. Thus the Intensity effects
observed for this factor also support this assertion.

Factor 5 was a biphasic component peaking at approximately 110 and 160 ms. This component
was more broadly distributed, with enhanced negativities in the central and parietal regions,
dominant at the midline and left hemisphere. As with the previous component, a main effect of
Intensity, and Intensity x topography effects were observed. These indicated an enhancement
for responses to Loud vs. Soft stimuli which was most apparent at the vertex. As expected, no
effects of Count or Count x topography interactions were observed for this subcomponent. The
timing and biphasic nature of this component leaves us with little doubt that this is Component
2 of the N1. Näätänen and Picton (1987) describe Component 2 as a biphasic component with a
positive wave peaking at approximately 100 ms followed by a negative wave at 150 ms. While
no intensity effects were specifically reported for this component by the authors, it seems likely
that this would be possible, and given the great similarities in timing and morphology between
the component observed here and that described by Näätänen and Picton, we can conclude this
component is in fact Component 2 of the N1.
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Factor 4 was also a broadly distributed negativity with a central and slightly posterior
topography peaking at approximately 120 ms. This component was also found to respond to
stimulus intensity, as evidenced by an Intensity x topography interaction indicating enhanced
responses for Loud vs. Soft stimuli dominant at the vertex. A minor Count x Intensity x
topography interaction was observed for this subcomponent, but no main effect of Count or
Count x topography effects were observed. Based on the close proximity of the latency of this
component with the previous component, and the responsiveness to Intensity particularly at
vertex sites, it seems probable that this component is Component 3 of Näätänen and Picton’s
(1987) “true” N1s. Component 3 is described as a vertex negative wave with a peak latency of
approximately 100 ms. Given the prolonged latency of Component 1 in this study, it seems
reasonable to assume Component 3 would also have a longer latency than traditionally
expected. Further, Component 3 has been linked with stimulus intensity in previous research, as
specified in Study 3. Thus, it appears Factor 4 of our N1 PCA is most closely linked to
Component 3.

In summary, our PCA has resulted in three relevant factors in the N1 time range which we have
linked with the three “true” N1 components described by Näätänen and Picton (1987). The
identification of these components, specifically Components 1 and 3 are further bolstered by the
consistency of the effects observed here with those reported in Study 3. A minor aim of this
study was to utilise PCA to examine the possibility of an N1 subcomponent which did not
respond to manipulations of stimulus intensity. Given the results observed here and in Study 3,
it seems unlikely at this stage that an N1 subcomponent with these characteristics is being
elicited under the stimulus conditions employed throughout this thesis.

9.4.3.2

LPC components

Six significant factors were observed in the PCA for the LPC time period, four of which
appeared to be related to the LPC. The appropriateness of the nomenclature used to label the
subcomponents of the LPC is discussed below.

Factor 2 was a strong central positivity peaking at approximately 300 ms. A main effect of
Intensity and an Intensity x topography effect was observed for this component, with enhanced
responses for Loud vs. Soft stimuli which was most evident centrally. This component was also
found to respond to cognitive load, as evidenced by a midline enhancement for Count vs. No
Count stimuli, however no main effect of Count or further Count x topography effects were
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observed. The early timing, and relative topography of this component suggests it is most likely
the P3a. This is supported by research identifying the P3a as a component which responds to
stimulus salience, in addition to exogenous stimulus factors and specifically attentional demands
(Polich, 2007). The characteristics of the P3a are discussed in greater detail in Chapter 3.4.

Factor 3 was a dominant parietal positivity peaking relatively later than the previous component,
at 360 ms. A main effect of Intensity was observed for this factor, in addition to Intensity x
topography effects, indicating enhanced responses for Loud vs. Soft stimuli which were
dominant centrally and in the right hemisphere. This factor was also found to respond to
cognitive load. A main effect of Count and Count x topography effects pointed to increased
amplitudes for Count vs. No Count stimuli which were most evident in central regions and at
the midline. Given the timing and topography of this component, it appears it is most likely the
P3b. The P3b has been reliably linked with stimulus significance and also intensity effects in
previous research as described in Chapter 3.4. The stimulus intensity and cognitive load effects
observed here, and the consistency of this component with the P3b described in Study 3,
reinforces our identification of this component.

Factor 4 was a relatively late component peaking at approximately 410 ms. The topography of
this component was broadly positive with distinct negative amplitudes apparent in the central
region.

Intensity x topography interactions indicated increased positivities in frontal and

parietal regions for Loud vs. Soft stimuli, strongest at the midline. No main effect of Intensity
was observed for this component, however, a main effect of Count was observed with increased
amplitudes observed in response to Count vs. No Count stimuli. Count x Intensity x topography
effects were also apparent, with enhanced amplitudes for Count vs. No Count conditions
dominant in the frontal region and specifically the right hemisphere for Loud stimuli, and in the
parietal region for Soft stimuli. The timing of this complex and the distinctive central negativity
amongst an otherwise positive topography indicates this component is probably an early SW.
Squires et al., (1975) described the classic SW as a component with frontal negativity and
parietal positivity, occurring approximately 400-500 ms post-stimulus. More recently Barry, De
Blasio, Rushby, & Clarke, 2010 identified two components sharing these characteristics in this
approximate time window: a SW1 with a peak latency of 462 ms and a subsequent late SW2 at
517 ms, both of which were linked with stimulus-processing. Thus it would appear Factor 4
observed in this study is most closely associated with their classic SW1.

Factor 1 was the latest component measured in our LPC time range, peaking at approximately
460 ms. This component presented a frontal negative-parietal positive topography dominant at
the midline. A main effect of Intensity was observed for this component with greater overall
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positive amplitudes observed for Soft vs. Loud stimuli. This apparent contradiction to the mean
LPC effects reported is clarified by Intensity x topography effects that reveal a strong frontal
negativity which was greater for Loud vs. Soft stimuli and to a reduced extent positive
amplitudes in the central and parietal regions which also follow this pattern. A main effect of
Count and Count x topography effects were also observed with enhanced positivities in
response to Count vs. No Count stimuli, most prominent in centro-parietal regions and in the
right hemisphere. As found with Factor 4, the topography of this component is consistent with
the classic SW. Based on the timing of the SW identified above it would seem logical that this
later component which shares similar characteristics, is most likely a SW2.

Separation of the LPC into these four components highlights its complex nature, even in the
relatively simple paradigms used in this thesis.

The identification of P3a and P3b here

replicates the PCA results from Study 3 in terms of general topography and temporal order of
the components. In addition, two SW components were observed in this study, presumably
arising from the broader time window used in the PCA here. These effects indicate multiple
LPC subcomponents are reliably elicited under relatively simple processing requirements. The
increased processing demands associated with Study 4C will allow us to examine any changes
in the nature and timing of LPC subcomponents elicited under more complex conditions.

9.4.4

ECR-ERP relationships

The expected biphasic ECR response was differentially produced in response to the Count All
and Count None blocks examined in this study. More specifically, an early deceleratory ECR1
was produced in response to both the Count and No Count conditions and did not vary
according to changes in stimulus intensity. As discussed in section 9.1, these results generally
replicate the findings from the previous studies of this thesis and allow us to confidently identify
the ECR1 as an index of basic stimulus registration or transient detection. However, the
relatively reduced deceleration observed in this study also indicates the subject demands
associated with Study 4 are influencing the response effects, perhaps inducing a fatigue element.

The N1 complex has once again presented difficulties for our original hypothesis attempting to
link this complex with the ECR1. While no main effect of Count, or Count x topography
effects were observed for this component, a Count x Intensity x topography effect indicated the
probable response of one or more N1 subcomponent(s) to stimulus processing requirements.
This replicates Study 2 which found a stronger effect than that reported here (Count x
topography vs. Count x Intensity x topography), and was an early justification for the
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implementation of PCA in the later studies of this thesis. These findings do not integrate well
with the conceptualisation of N1 as a simple stimulus register and thus as a correlate of the
ECR1. Further compromising this potential relationship is the robust Intensity and Intensity x
topography effects noted for this complex, which replicated the findings of previous chapters.
Thus, a PCA was used as a means of determining whether all N1 subcomponents were
responding in a similar manner to the mean N1 effects reported here. More specifically, the aim
of this PCA was to identify a subcomponent of the N1 that may behave in a manner close to the
ECR1 (i.e. invariant to stimulus parameters and cognitive processing) among other
subcomponents which respond to Intensity and Count, thereby contributing to the overall effects
observed here.

However, of the three PCA-derived components identified as likely N1

subcomponents, all three were found to be sensitive to stimulus intensity. This invalidates the
proposal that a subcomponent of the N1 that responds solely to stimulus occurrence has been
elicited in this task. Adding to this is the failure to find any significant correlation between the
ECR1 and the peak amplitude of the N1 complex, or any of the N1-related factor scores derived
from the PCA, under even the most basic stimulus conditions (i.e. No Count condition only).
Taken in context with the N1 effects observed in the previous study chapters, it seems necessary
to accept at this stage that the N1 is not relatable to the ECR1 in terms of stimulus
detection/registration, and instead focus on the far more promising linkage between the ECR2
and LPC.

The ECR2 was reliably elicited in response to increased cognitive load, as evidenced by the
subtraction of responses to the No Count condition from the Count condition. As expected, this
response was found to be invariant to stimulus intensity, confirming the association of ECR2
with cognitive processing, as opposed to earlier detection of a stimulus. Likewise, the LPC was
found to increase in amplitude for Count vs. No Count stimuli, implicating this complex in
processes similar to those indexed by the ECR2. In addition, the LPC was found to respond to
Intensity, highlighting the complexity of this component relative to the ECR2. Thus, a PCA
was conducted with the aim of simplifying the apparent processing complexities evidenced by
the mean LPC data. As described in section 9.4.3.2 four components were identified in the
relevant time window which were identified as consistent with the LPC, and were linked to P3a,
P3b and the early and late Slow Wave (SW1 and SW2). However, despite our attempts to
simplify the subcomponent data, each of the four LPC factors were found to respond to
manipulations of both Intensity and Count at varying levels. This creates difficulty when trying
to link the ECR2 with a matching ERP index reflecting a singular process, as evidenced by the
failure to find a significant correlation between the mean LPC amplitude and the acceleratory
ECR2 across conditions. However, a significant correlation was observed between the ECR2
and the PCA-derived subcomponent identified as P3b. Of the subcomponents identified here, it
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is the P3b which we commonly associate with the cognitive processes we know to also effect
the ECR2. Thus, it would appear that, while the LPC may share processing similarities with the
ECR2 as evidenced by the early studies of this thesis, it is specifically the P3b which has been
reliably shown to correlate with the acceleratory ECR, as evidenced by significant correlations
between the PCA-derived P3b and the ECR2 in Study 3 and now also in Study 4B.
Investigation of this subcomponent in Study 4C will allow us to ascertain whether this
relationship persists under more difficult stimulus-processing conditions.

9.4.5

Summary

This study investigated stimulus intensity and cognitive load effects in the Count All and Count
None blocks described in Study 4A. The within-subjects examination of both Intensity and
Count in this study generally replicated findings from the previous studies of this thesis. This
reflects the strength of the findings reported throughout this thesis, and allows us to move
toward some conclusions regarding the behaviour of the ECR and N1 and LPC under these
conditions.

First, a biphasic ECR is reliably produced in response to the presentation of auditory stimuli,
and this response is invariant to stimulus intensities in the innocuous range.

The first

component of the ECR, the ECR1, is elicited to all stimuli and may thus be taken as an index of
stimulus registration or detection. Following this stimulus-linked deceleration, the acceleratory
ECR2 has consistently been demonstrated to increase with increased cognitive demand, and is
thus associated with cognitive processing load.

The N1 complex was nominated early in this thesis as a potential correlate of ECR1, as a
complex that has been linked with stimulus detection in the ERP literature. Despite several
attempts to establish an association between these two variables, the N1 data have consistently
demonstrated that this complex is reflective of more than basic stimulus registration. Instead,
the mean ERP responses and PCA-derived subcomponents have indicated that the N1 complex
also reflects stimulus intensity, and to a lesser extent, cognitive processing. This invalidates the
N1 complex as a potential CNS correlate of the ECR1, but does not eliminate it as a potential
correlate of other ANS measures included in the PPT model.

In contrast, the LPC has been shown to reliably reflect aspects of stimulus processing which
support a linkage between this complex and the ECR2.

The relationship between these

variables is complicated by the consistent finding that the LPC also responds to variations in
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stimulus intensity. However, this is taken to reflect an increased complexity in processes
represented by ERPs vs. the ECR, as opposed to an incompatibility between these two measures
per se. The use of PCA has allowed us to refine the association between these variables, and it
appears at this stage that the P3b subcomponent is a reliable correlate of the ECR2.

In conclusion, this study has reproduced and refined some of the effects reported in the previous
studies of this thesis, which has allowed us to draw some preliminary conclusions regarding
ECR-ERP relationships. However, some variations in response profiles were observed in this
study, specifically in the ECR profile reflecting the difference between Count and No Count
conditions. Thus, while it initially appeared Study 4B was a minor variation of the simple
vigilance manipulations used in the previous studies of this thesis, it appears the ECR data
indicates the presence of more complex processing effects here. These effects offer direction to
the following study, which examines the effects of FA processing in greater detail. Specifically,
it is expected that additional effects may be observed relating to the presence of FA processing
in both Count and No Count conditions, as evidenced by the FA vs. NFA effects revealed in
Study 4A. For example, when considering the FA blocks (Count Loud and Count Soft) in
Study 4C, the biphasic ECR difference response form first observed in Study 4A and most
recently observed here, should also be apparent for both Count and No Count conditions,
reflecting the additional demands of FA. Similarly, in Study 4C a substantial N2, P3b and
potentially other processing-related components will be expected to add to the effects obtained
under the relatively simple conditions used here.

Thus Study 4C provides us with an

opportunity to clarify the effects observed in Studies 4A and 4B, specifically effects relating to
FA processing, and also to consider the influence of these observations on our previous
interpretations of ECR-ERP relationships.
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10 Study 4C – A within-subjects investigation of the effect of
cognitive load (within-block) and stimulus intensity
(within-block)

on

auditory

event-related

potential

correlates of the evoked cardiac response: Feature Analysis
sub-study.

10.1 Introduction
This study follows the subset of data described as the Feature Analysis condition in Study 4A.
Study 4A demonstrated that there were significant differences in the response profiles of both
the ECR and ERPs depending on Feature Analysis requirements. In essence, FA introduced a
new biphasic ECR, and suggested subcomponents in the ERP which reflect this more complex
processing. Following this, Study 4B extended on previous findings by investigating Intensity
and Count variables within-subjects in the No Feature Analysis blocks. That study allowed us
to examine our variables of interest under more advanced conditions than the previous studies of
this thesis, and simultaneously provided us with baseline data for observing the additional
effects of Feature Analysis in this study. Thus Study 4C allows us to examine Intensity and
Count effects under conditions requiring more complex processing than those previously seen in
this thesis.

As discussed in Chapter 9.4, Study 4B allowed us to draw some preliminary conclusions
regarding ECR-ERP relationships. That is, while the ECR1 has been identified as a reliable
index of stimulus registration, the N1 complex responds reliably to stimulus intensity and also
on a minor level, to cognitive processing. Specifically, while no mean N1 ERP effects were
observed for Count, at the subcomponent level a Count x Intensity x topography effect was
observed. Thus, the Intensity effects indicate that a relationship between ECR1 and N1 is
unlikely, and the very small response of this complex to Count effects also rules out any
substantial relationship between the N1 and ECR2. In contrast, a relationship between the LPC
and the ECR2 is virtually confirmed, with both measures consistently reflecting increased
cognitive load, and showing significant correlations between the ECR2 and the LPC in Study 2,
and specifically with P3b in Studies 3 and 4B. Study 4C will allow us to further clarify these
relationships and note any differences observed due to increased processing complexity.
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This study examined the two Feature Analysis blocks described in Study 4A. Subjects were
presented with randomly interspersed Loud (80 dB) and Soft (60 dB) tones at a variable long (79 s) ISI, but this time we compare a “Count Loud” and “Count Soft” block. This study builds
on Study 4B by examining both Intensity and Count not only within-subject, but also withinblock. It is expected that this design will require increased processing of stimuli as evidenced
by the FA vs. NFA effects reported in Study 4A, and will lead to additional effects observed in
the ECR and ERP responses here relative to Study 4B.

Since the major difference between this study and Study 4B is related to increased processing
requirements, we can logically expect to observe the greatest differences in the ECR and ERP
components that reflect stimulus processing, i.e. ECR2 and the LPC. Specifically, in this study
we would expect to observe the biphasic response form associated with FA processing in Study
4A for both Count and No Count stimuli, reflecting the additional demands of FA occurring in
each block. This would be expected to add to the usual biphasic response form observed
throughout the studies of this thesis. Additionally, we would expect to see the increased ECR2
we have associated with Count conditions in the previous studies of this thesis.

Similarly, based on the grand mean ERPs observed in Study 4A (see Figure 8.5) a substantial
N2, P3b, and potentially other processing-related components will be expected to add to the
Count and Intensity effects obtained under the relatively simple conditions in Study 4B. These
hypotheses are further supported by the FA x topography effects apparent in both the N1
complex and LPC in Study 4A. Thus this study provides us with the opportunity to make some
basic links between ECR and ERP components under FA requirements. This may add to our
current interpretation of the relationships between these measures and also provide direction for
future research in this area.

10.2 Data analysis
The ECR and ERPs to stimuli from the Count Loud and Count Soft blocks described in Chapter
7.2.2 were identified and analysed as described in Chapter 9.2.

Specifically, four mean

response profiles were obtained in response to Loud and Soft stimuli, that had to be either
Counted or No(t) Counted (“Count Loud” condition: Loud stimuli for Count and Soft stimuli
for No Count; “Count Soft” condition: Soft stimuli for Count and Loud stimuli for No Count).
These dependent variables were analysed as a function of Intensity and Count, with ECR trends
and ERP topography effects as described in previous chapters.
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10.3 Results
10.3.1 ECR

The raw HR values for the pre- and post-stimulus periods are shown in Figure 10.1. In the
period preceding stimulus onset (-2 to 0 s) no difference was observed in mean HR level
between the Count and No Count conditions (F<1). A decelerating linear trend was observed (F
= 18.52, p < .001), but, as apparent in Figure 10.1, this did not differ for Count vs. No Count
conditions (F <1). Further, no Intensity or Count x Intensity effects were observed in the prestimulus period.

80

COUNT
NO COUNT

HR (BPM)

79

78

77
-2

-1

0

1

2

3

4

5

76
Time from stimulus onset (s)

Figure 10.1. Mean raw cardiac activity for Count and No Count conditions in the 2 s preceding
stimulus onset and the post-stimulus 5 s.

The grand mean ECR averaged across Count Loud and Count Soft blocks is shown in

Figure 10.2 below. Following stimulus onset, a brief initial deceleration was observed
lasting for approximately 1 s, followed by a large acceleration which reached a maximum
at approximately 3.5 s, together indicated by significant linear (F = 25.71, p < .001), and cubic
(F = 34.65, p < .001) trends.
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Figure 10.2.

Mean evoked cardiac response across Count Loud and Count Soft blocks.

Relative HR changes are shown in 0.5 s intervals from stimulus onset.

For Intensity, no significant main effects, or Intensity x Time interactions, were observed (Fig.
10.3).
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Figure 10.3. Mean evoked cardiac responses for Loud and Soft stimuli.

The ECRs for Count and No Count stimuli are shown in Figure 10.4. Although the difference
in response forms shown is small, a significant Count x Time interaction was apparent in the
cubic trend, with a greater initial deceleration and following acceleration observed for Count vs.
No Count stimuli (F = 6.37, p < .05). However no main effect of Count or any Count x
Intensity interactions were observed for the ECR.
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Figure 10.4. Mean evoked cardiac responses for Count and No Count stimuli. The difference
between these response forms is also shown.

10.3.2 ERPs

The grand mean ERPs across all subjects are shown in Figure 10.5 for the 9 sites used in the
statistical analyses. Following stimulus onset, a prominent N1 complex (mean latency: 158.3
ms) is evident at all sites, and is largest centrally. P2 and N2 components were also apparent in
the waveform morphology as predicted in section 10.1, and a large P2 is particularly evident
centrally, but these will not be discussed further. Following these, an LPC (mean latency: 394.7
ms) was apparent, that was largest parietally, but was also prominent in the central region.
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Figure 10.5. Grand Mean ERPs across all stimuli. Vertical bars represent stimulus onset.
Amplitude in µV and time in ms are marked at Cz.

Grand mean ERPs for responses to Loud and Soft stimuli are shown for the three midline sites
in Figure 10.6A. Intensity differences are evident in both the N1 complex and LPC (see
sections 10.3.2.1 and 10.3.2.2, and particularly the difference wave in Figure 10.6A). Figure
10.6B shows grand mean ERPs for Count and No Count conditions along the three midline
sites. The enhanced LPC observed in response to the Count condition can be seen in the
difference wave, most evident at Pz (see section 10.3.2.2).
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Figure 10.6. Grand mean ERPs for responses to (A) Loud (black) and Soft (grey) stimuli and
(B) Count (black) and No Count (grey) conditions. Difference waves are represented by a
dashed line. Amplitude in µV and time in ms are marked at Cz.

10.3.2.1 N1

As can be seen in Figures 10.7A, the N1 complex was found to have a fronto-central maximum
(frontal > parietal: F = 6.83, p < .05; central > frontal/parietal: F = 101.92, p < .001; see Table
10.1 for effect descriptions and means). Increased amplitudes in the midline relative to the
hemispheres were also observed (F = 26.83, p < .005; see Fig. 10.7B).
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Figure 10.7. Topography of the N1 complex. Panels A and B show Sagittal and Lateral,
effects (F = frontal, C = central, P = parietal; L = left hemisphere, M = midline, R = right
hemisphere). Panels C and D show Intensity x Sagittal, and Intensity x Lateral contrasts.

Table 10.1. Significant effects for the N1 component.
Effect

Contrast

Details

F

P

S

f vs. p
c vs. f/p

-3.9 vs. -3.2
-4.7 vs. -3.5

6.83
101.92

.050
.000

L

m vs. l/r

-4.2 vs. -3.8

26.83

.000

I

soft vs. loud

-3.0 vs. -4.8

13.78

.000

Details column presents mean amplitude in µV. Abbreviations for this and subsequent tables: C, Count: Count/No Count. I,
Intensity: Loud/Soft. Sagittal (S) abbreviations: f, mean frontal (F3, Fz, F4); p, mean parietal (P3, Pz, P4); c, mean central (C3, Cz,
C4); f/p, mean of frontal and parietal (F3, Fz, F4, P3, Pz., P4). Lateral (L) abbreviations: l, mean left hemisphere (F3, C3, P3); r,
mean right hemisphere (F4, C4, P4); l/r, mean of left and right hemispheres (F3, C3, P3, F4, C4, P4); m, mean of the midline (Fz,
Cz, Pz). Sagittal x Lateral (SxL) interactions: sites (e.g. f3) represent position on scalp (e.g. frontal left hemisphere); f3/P3, mean of
frontal and parietal left hemisphere; f4/p4, mean of frontal and parietal right hemisphere; fz/pz, mean of frontal and parietal midline;
f3/f4, mean of frontal left and right hemispheres; p3/p4, mean of parietal left and right hemispheres; c3/c4, mean of central left and
right hemispheres; f3f4/p3p4, mean of frontal and parietal left and right hemispheres

As shown by the difference wave in Figure 10.6A and topographic maps in Figure 10.8, a main
effect of Intensity was found for the N1 complex, with enhanced negativities for Loud vs. Soft
stimuli (F = 13.78, p < .001), however no Intensity x topography effects remained after vector
scaling (Figures 10.7 C, D).
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Figure 10.8. Topographic maps for baseline to peak N1 amplitudes, based on the 9 sites
examined separated by Intensity and Count.

No main effect of Count or Count x topography interactions were observed for this component
(see Figure 10.6B, particularly the difference wave, and 10.8).

These results indicate the elicitation of centralised subcomponents of the N1, maximal at the
vertex. The main effect of Intensity indicates several N1 subcomponents are responding to the
manipulation of stimulus parameters, while the lack of Count and Count x topography effects
indicates the subcomponents elicited for this study are largely invariant to manipulations of
cognitive load.

10.3.2.2 LPC

As found in the previous study, a centro-parietal maximum was observed for the LPC (parietal
> frontal: F = 73.88, p < .001; central> frontal/parietal F = 7.86, p < .01, Figure 10.9A), and also
a midline > hemispheres effect (F = 57.70, p < .001; Figure 10.9B, see Table 10.2 for means).
Additionally, Sagittal x Lateral interactions revealed that the extent to which LPC amplitudes
were enhanced in the midline relative to the hemispheres was greater in parietal than frontal
regions (F = 20.79, p < .001), and centrally vs. the mean of frontal and parietal regions (F =
7.57, p < .05). A right vs. left hemisphere enhancement was also greater centrally than the
mean of frontal and parietal regions (F = 4.39, p < .05; Figure 10.7C).
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Figure 10.9. Topography of the LPC. Panels A, B, and C show Sagittal, Lateral, and Sagittal x
Lateral effects respectively. Panels D and E show the Count x Intensity x Sagittal and Count x
Intensity x Lateral interactions. Tick labels are as described in previous figures.
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Table 10.2. Significant effects for the LPC
Effect

Contrast

Details

F

P

S

f vs. p
c vs. f/p

3.0 vs. 5.9
4.8 vs. 4.4

73.88
7.86

.000
.050

L

m vs. l/r

5.1 vs. 4.3

57.70

.000

fz to f3/f4 vs. pz to p3/p4

3.2 to 2.9 vs. 6.7 to 5.4

20.79

.000

c3 to c4 vs. f3/p3 to f4/p4

4.3 to 4.5 vs. 4.2 to 4.2

4.39

.050
.050

SxL

cz to c3/c4 vs. fz/pz to f3f4/p3p4

5.5 to 4.4 vs. 4.9 to 4.2

7.57

I

soft vs. loud

3.5 vs. 5.6

27.25

.000

C

count vs. no count

4.9 vs. 4.2

6.63

.050

CxIxS

f vs. p

Count: Soft 2.1 to 6.1 vs. Loud 4.1 to 7.0

11.19

.005

CxIxL

l vs. r

Count: Soft 4.0 to 3.8 vs. Loud 5.2 to 5.5

6.21

.050

No Count: Soft 1.9 to 3.6 vs. Loud 3.9 to 6.8
No Count: Soft 2.6 to 2.8 vs Loud 5.1 to 5.0

NO COUNT-S

NO COUNT-L

COUNT-S

COUNT-L

LPC

0

7 µV

Figure 10.10. Topographic maps for baseline to peak LPC amplitudes, based on the 9 sites
examined separated by Intensity and Count

No Intensity x topography or Count x topography effects were present for the LPC. However
Count x Intensity x topography effects indicated that for Count stimuli the parietal > frontal
effect was greater for Soft vs. Loud stimuli, while for No Count stimuli this effect was greater
for Loud vs. Soft stimuli (F = 11.19, p < .005, Figure 10.9D). Additionally, for Count stimuli,
increased amplitudes were seen in the left vs. right hemisphere for Soft stimuli and the reverse
for Loud stimuli; for No Count stimuli increased amplitudes were observed in the right vs. left
hemisphere for Soft stimuli and in the left vs. right hemisphere for Loud stimuli (F = 6.21, p <
.05; Figure 10.9E).

As shown by the difference wave in Figures 10.6A and B and the

topographic maps in Figure 10.10, these topography effects led to main effects of both Intensity
and Count for this complex, with increased amplitudes for Loud vs. Soft stimuli (F = 27.25, p <
.001) and Count vs. No Count stimuli (F = 6.63, p < .05).

Taken together these results indicate the elicitation of multiple subcomponents. The main
effects of Intensity and Count in addition to the Count x Intensity x topography interactions for
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LPC amplitudes indicate several subcomponents are responding to the manipulation of these
stimulus factors.

10.3.3 PCA-derived components

10.3.3.1 N1

Three factors were extracted for the N1 complex, accounting for 96.2% of the variance in the
data. The grand average ERP at Cz is illustrated in Figure 10.11A. The dashed lines mark the
90-190 ms segment of the epoch entered into the PCA, shown in Figure 10.11B. The factor
loadings are illustrated in Figure 10.11C. Virtual ERPs were constructed to illustrate the ERP
waveform for each component extracted.

These were calculated following the procedure

outlined in Chapter 10.3.3.1. In Figure 10.11E, the virtual waveforms have been summed for
the grand mean across all subjects and stimuli at the three midline sites used in our analyses (Fz,
Cz, Pz), in order to illustrate the reconstruction of the grand average ERP. As can be seen, the
sum of the virtual components (shown at Cz in Figure 10.11D) largely accounts for the activity
presented by the grand average.
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Figure 10.11. Panel A illustrates the grand average ERP at Cz. The 90-190 ms segment of the
epoch entered into the PCA is shown in Panel B.

The across-group factor loadings are

illustrated in Panel C. Panel D illustrates the virtual ERPs for the data shown in Panel B,
calculated for each factor extracted. The sum of the virtual (dashed) ERPs is plotted with the
original grand average (solid) ERPs at Fz (black), Cz (dark grey), Pz (light grey) for this epoch
in Panel E. As can be seen the sum of the virtual components largely accounts for the activity
represented by the grand average at each of these sites.

10.3.3.1.1 Topography

Figure 10.12 shows topographic headmaps derived from the mean factor scores over each site
examined (F3, Fz, F4, C3, Cz, C4, P3, Pz, P4) separately for each factor and also for the grand
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mean ERP from which the factors originated. Headmaps for the mean factor scores, separated
by stimulus intensity (Loud, Soft) and task (Count, No Count) are shown in Figure 10.13.

N1F1

N1F2

N1 ACTUAL

N1F3
-1.0

-7

1.0

0 µV

Figure 10.12. Topographic maps of the factor scores and grand mean ERP amplitude derived
from the 9 sites examined for the N1 complex.

Factor 1 (40.8% explained variance) was a vertex negativity peaking approximately 140 ms
post-stimulus. As shown in Figure 10.12, increased negativities were found centrally vs. the
mean of frontal and parietal regions (F = 111.69, p < .001) and in the midline vs. the
hemispheres (F = 45.08, p < .001). Sagittal x Lateral interactions indicated a left > right
hemisphere effect which was enhanced in parietal vs. frontal regions (F = 12.64, p < .005) and
also a midline > hemispheres effect which was increased centrally vs. the mean of frontal and
parietal regions (F = 11.86, p < .005).

Factor 2 (28.0% explained variance) showed a maximum peak latency of approximately 100
ms. This negativity was found to be greater in parietal vs. frontal regions (F = 6.31, p < .05).
Additionally, Sagittal x Lateral contrasts indicated enhanced negativities in the left vs. right
hemisphere which were greater in the parietal than frontal region (F = 4.79, p < .05) and also a
hemispheres > midline effect found to be increased centrally compared with the mean of frontal
and parietal regions (F = 12.75, p < .005).

Factor 3 (27.3% explained variance) was a negative component peaking at approximately 185
ms post-stimulus. As shown in Figure 10.12, increased negativities were observed in frontal vs.
parietal regions (F = 26.13, p < .001) and also centrally than in the mean of frontal and parietal
regions (F = 5.03, p < .05). This component was also found to show enhanced negativities in
the right vs. left hemisphere (F = 4.26, p < .05) and also in the hemispheres vs. the midline (F =
9.37, p < .01). Sagittal x Lateral contrasts revealed a midline > hemispheres effect which was
increased in frontal vs. parietal regions (F = 27.57, p < .001), and also a hemispheres > midline
effect which was greater in the mean of frontal and parietal regions than in central regions (F =
8.19, p < .01).
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10.3.3.1.2 Intensity and task effects

NO COUNT-S

NO COUNT-L

COUNT-S

COUNT-L

N1F1

-2.0

N1F2

2.0
-2.0

N1F3
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Figure 10.13. Topographic maps of the factor scores derived from the 9 sites examined for the
N1. Maps are shown separately by Count and Intensity.

Factor 1: Intensity x topography interactions revealed central > frontal/parietal, and midline >
hemispheres effects were enhanced for Loud vs. Soft stimuli (F = 53.82, 26.03; p < .001).
These topographic effects led to a main effect of Intensity which indicated increased negativities
for Loud vs. Soft stimuli (F = 80.17, p < .001, Figure 10.13). No main effect of Count or any
Count x topography interactions were observed for this component.

Factor 2: An Intensity x Sagittal x Lateral effect was apparent for this component that indicated
a midline > hemispheres effect which was increased in the mean of frontal and parietal regions
vs. central regions for Loud stimuli, while for Soft stimuli a hemispheres > midline effect was
observed which showed a small increase in the central region relative to the mean of frontal and
parietal regions (F = 40.36, p < .001). A Count x Sagittal x Lateral effect was also observed for
this component with a right > left hemisphere effect which was increased in the mean of frontal
and parietal vs. central regions for Count stimuli, and centrally vs. the mean of frontal and
parietal regions for No Count stimuli (F = 5.40, p < .05). No main effects of Intensity or Count
were observed for this component.
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Factor 3: Intensity x topography effects were apparent for this factor with a frontal > parietal
effect and a central > frontal/parietal effect which were greater for Loud vs. Soft stimuli (F =
5.90, p < .05; F = 8.30, p < .01). An Intensity x Sagittal x Lateral effect was also present for this
component such that the extent to which a midline > hemispheres effect was increased in frontal
vs. parietal regions was greater for Loud vs. Soft stimuli (F = 10.07, p < .005). No further
Intensity x topography effects or effects of Count x topography, or main effects of Intensity or
Count were observed for this component.

10.3.3.1.3 Component identification

Visual inspection of the virtual ERPs and their overall topography was initially utilized to
identify and label the N1 subcomponents that corresponded to the extracted factors. The
appropriateness of the nomenclature used here to label the extracted factors is assessed in the
subsequent discussion.

Following from the previous study, of the 3 negativities obtained in the N1 latency range, 2 may
be tentatively identified as “true” N1 components following Näätänen and Picton (1987).
Factors 1 and 2 – based on the relative size and timing, topographies, response to stimulus
Intensity, and consistency with Study 4B – most likely correspond to Components 1 and 3,
respectively. As suggested previously, the relatively late-timing and topography observed for
Factor 3 suggests it is most likely an N2, and as such will not be discussed any further here.

10.3.3.2 LPC

Five factors were extracted for the LPC, accounting for 99.1% of the variance in the data. The
grand average ERP at Cz is illustrated in Figure 10.14A. The dashed lines illustrate the 290-490
ms segment of the epoch entered into the PCA, as shown in Figure 10.14B. The factor loadings
are illustrated in Figure 10.14C. Virtual ERPs were constructed following the process described
in section 7.3.3.1. In Figure 10.14E, the virtual waveforms have been summed for the grand
mean across all subjects and stimuli at the three midline sites used in our analyses (Fz, Cz, Pz),
in order to illustrate the reconstruction of the grand average ERP. As can be seen, the sum of
the virtual components (shown at Cz in Figure 10.14D) largely accounts for the activity
presented by the grand average.
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Figure 10.14. Panel A illustrates the grand average ERP at Cz. The 290-490 ms segment of the
epoch entered into the PCA is shown in Panel B.

The across-group factor loadings are

illustrated in Panel C. Panel D illustrates the virtual ERPs for the data shown in Panel B,
calculated for each factor extracted. The sum of the virtual (dashed) ERPs is plotted with the
original grand average (solid) ERPs at Fz (black), Cz (dark grey), Pz (light grey) for this epoch
in Panel E. As can be seen the sum of the virtual components largely accounts for the activity
represented by the grand average at each if these sites.

10.3.3.2.1 Topography

Figure 10.15 shows topographic headmaps derived from the mean factor scores over each site
examined (F3, Fz, F4, C3, Cz, C4, P3, Pz, P4) separately for each factor and also for the grand
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mean ERP from which the factors originated. Figure 10.16 shows headmaps for the mean factor
scores, separately by stimulus intensity (Loud, Soft) and task (Count, No Count).
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Figure 10.15. Topographic maps of the factor scores and grand mean ERP amplitude derived
from the 9 sites examined for the LPC.

Factor 1 (39.4% explained variance) was a frontal negative-parietal positive component peaking
at approximately 470 ms. This sagittal difference was significant (F = 99.12, p < .001).
Further, Sagittal x Lateral contrasts revealed a left > right hemisphere effect that was increased
in parietal vs. frontal regions (F = 5.28, p < .05) and also in the mean of frontal and parietal
regions vs. central regions (F = 22.37, p < .001); and a midline > hemispheres effect that was
greater in parietal than frontal regions (F = 5.66, p < .05).

Factor 2 (29.0% explained variance) was a strong parietal positivity with a peak latency of
approximately 365 ms post-stimulus. This component was found larger in parietal vs. frontal
regions (F = 7.95, p < .01), in the mean of frontal and parietal vs. central regions (F = 7.00, p <
.05), and in the right vs. left hemisphere (F = 9.33, p < .01). Sagittal x Lateral contrasts
indicated a midline > hemispheres effect in parietal regions while in frontal regions the opposite
pattern was observed (F= 25.01, p < .001). There was also a right > left hemisphere effect that
was increased centrally relative to the mean of frontal and parietal regions (F = 5.45, p < .05).

Factor 3 (26.0% explained variance) was a centro-parietal component peaking at approximately
300 ms. As can be seen in Figure 10.15, this component was larger in parietal vs. frontal
regions (F = 7.12, p < .05) and centrally vs. the mean of frontal and parietal regions (F = 36.18,
p < .001). Increased amplitudes were also observed in the left vs. right hemisphere (F = 15.87,
p < .001) and in the midline vs. the hemispheres (F = 41.99, p < .001). Additionally, a Sagittal
x Lateral contrast revealed a midline vs. hemispheres effect which was enhanced centrally vs.
the mean of frontal and parietal regions (F = 13.97, p < .001).
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Factor 4 (a frontal positivity peaking at approximately 415 ms) and Factor 5 (a positive
component peaking at approximately 330 ms) each account for less than 4% of the total
variance of the LPC, and hence are not discussed further here.

10.3.3.2.2 Intensity and task effects
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Figure 10.16. Topographic maps of the factor scores derived from the 9 sites examined for the
LPC. Maps are shown separately by Count and Intensity.
Factor 1: As shown in Figure 10.16, a Count x Intensity x topography effect was present for
this component which indicated an enhanced parietal (positive) > frontal (negative) effect for
Loud vs. Soft stimuli, and the extent of these parietal positivities and frontal negativities were
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larger for Count than No Count stimuli (F = 9.41, p < .005). This led to a main effect of
Intensity with increased positive amplitudes for Soft vs. negative amplitudes for Loud stimuli (F
= 17.89, p < .001). A Count x topography effect was also observed with increased positive
amplitudes in parietal vs. negative frontal regions which were greater for Count vs. No Count
stimuli (F = 49.18, p < .001). This led to a main effect approaching significance for Count with
increased amplitudes for Count vs. No Count stimuli (F = 4.87, p = .059).

Factor 2: Intensity x topography interactions revealed increased amplitudes in frontal and
parietal vs. central regions which were greater for Loud vs. Soft stimuli (F = 27.91, p < .001)
and the extent of this increase was greater in the hemispheres vs. the midline (F = 6.52, p < .05).
A main effect of Intensity was also observed with enhanced amplitudes for Loud vs. Soft stimuli
(F = 20.18, p < .001; Figure 10.16). Further, a Count x topography interaction indicated that the
extent to which a right > left hemisphere effect was increased in parietal compared with frontal
regions, was greater for Count vs. No Count stimuli (F = 6.84, p < .05). No main effect of
Count was observed for this component.

Factor 3: An Intensity x topography effect revealed a midline > hemispheres effect which was
enhanced for Loud vs. Soft stimuli (F = 10.12, p < .005). The extent to which the midline >
hemispheres effect was increased in central vs. the mean of frontal and parietal regions (i.e., a
vertex enhancement) was also greater for Loud vs. Soft stimuli (F = 8.34, p < .01). This led to a
main effect of Intensity for this component, with increased amplitudes for Loud vs. Soft stimuli
(F = 32.84, p < .001; Figure 10.16). A Count x Sagittal x Lateral contrast indicated a left >
right hemisphere effect which was increased in the mean of frontal and parietal vs. central
regions for Count stimuli, while for No Count stimuli the opposite pattern was observed (F =
9.40, p < .005). No main effect of Count was observed for this component.

10.3.3.2.3 Component identification

As with the N1 complex, visual inspection of the virtual ERPs and their overall topography was
initially utilized to identify and label the LPC subcomponents that corresponded to the extracted
factors. The appropriateness of the nomenclature used here to label the extracted factors is
assessed in the subsequent discussion.

Of the 5 positivities obtained in the LPC latency range, 3 factors were identifiable as
subcomponents of the LPC. Again following from the previous chapter, the relative timing and
centralised topography of Factor 3, along with Intensity and minor Count x topography effects,
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indicates this factor is most likely the P3a. Factor 2 – with a strong parietal topography,
relatively later timing, and main effects of Intensity and strong Count x topography effects
corresponds with the P3b. Finally, the late-timing and the parietal positive – frontal negative
topography of Factor 1 most likely represents the late Slow Wave.

10.3.4 ECR-ERP relationships

Although ECR1 and ECR2 did not appear as expected from previous studies, the same
definitions were used in this section for continuity. The impact of this will be returned to in the
Discussion. For each subject, ECR1 was measured as the greatest deceleration in HR in the 3 s
following stimulus onset for the No Count condition. N1 amplitudes measured at Cz for the No
Count condition failed to correlate with the ECR1, as was also found with all of the PCAderived factors for the N1 complex. For the LPC, amplitude measures were separated into Loud
and Soft stimuli for the Count and No Count conditions, to account for the Count x Intensity
effects observed. ECR2 was defined as the greatest HR acceleration in the first 5 s following
stimulus onset values and also separated into these groupings. Based on amplitudes measured at
Cz, a correlation between the ECR2 and the LPC approached significance (r = .152, p = .07).
Examination of the PCA-derived subcomponents of the LPC revealed a significant correlation
between the ECR2 and Factor 1, identified as the Late Slow Wave (r = .30, p < .005). No
significant correlations were observed between the ECR2 and other LPC subcomponents.

10.4 Discussion
10.4.1 ECR

In terms of pre-stimulus HR, a deceleratory trend was observed which did not differ between
Count and No Count conditions. While the long variable ISI used in Study 4 has precluded the
observation of pre-stimulus differences in studies 4A and 4B, we would not expect to observe
any differences in this study, even at shorter ISIs. That is, we would expect equal anticipatory
preparation for all stimuli, as the determination of whether a stimulus was required to be
Counted (or not) could not be anticipated – rather, it was contingent on the outcome of initial
FA for that stimulus. This is reflected in Figure 10.1, which shows almost identical prestimulus HR profiles for Count vs. No Count conditions, in contrast to Figure 9.1 (Study 4B),
which suggests a clear (though non-significant) difference between these conditions.
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The biphasic ECR shown in Figure 10.2 across conditions has been consistent throughout the
studies of this thesis and indicates its robustness in the innocuous intensity range. For Intensity,
no significant main effects, or Intensity x time interactions were observed, reaffirming previous
indications that the ECR does not respond to stimulus parameters.

What is novel to this study is that the biphasic response form was elicited by all stimuli
presented here, with relatively little impact of Count. As evidenced by the difference wave in
Figure 10.4, the significant Count effect is small, and differs in response form from that
identified previously, in that enhancements of both deceleratory and acceleratory ECR
components are apparent, rather than the usual HR acceleration of ECR2.

However the

difference between Count and No Count conditions also varies here relative to previous studies.
That is, in this study, both Count and No Count conditions required FA, and as such the
difference between conditions reflects only processing relating to the instruction to Count a
particular category of stimuli (i.e., Loud or Soft). More specifically, in this task the ECR to
each stimulus reflects the additional necessity of initially identifying the stimulus intensity,
which then determines if any further processing is required for that stimulus (i.e. to Count or
No(t) Count). This is in contrast to previous studies where the appropriate processing context
(Count or No Count) was predetermined for all stimuli (Loud and Soft) and did not vary within
stimulus presentations in a given block. Thus, it can be seen that for this study, each ECR is a
composite response of varying proportions of ECR1 and ECR2 due to these additional
processing requirements. In this context, the ECRs to No Count stimuli no longer represent the
simple reflex of stimulus detection (ECR1) alone, as more complex processing is required to
identify the stimulus as belonging to the No Count category, and this will also be reflected in the
ECR for that stimulus.

Similarly, ECRs to Count stimuli are not simply ECR1 plus a

representation of increased cognitive load, but also of the processes associated with stimulus
identification and the decision to count these stimuli.

Therefore, two new hypotheses have emerged from the ECR effects observed here: First, these
data indicate that the effect of Count on the ECR may be the relatively small deceleration and
acceleration observed here, in contrast to the larger acceleratory ECR2 response we have
previously linked with counting. As all conditions in this study required FA, the difference
between Count and No Count conditions here reflects only the effect of Count and not FA. It
seems probable that in previous studies, where Count and No Count conditions were examined
within-subjects but between blocks, a temporary feature-matching subsystem was employed in
Count conditions to identify stimuli to be counted, as opposed to the No Count condition, where
a priori no response, and hence no FA, was required. Therefore, in previous studies, the ECR2
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effects we have attributed to Count, may have been a combination of the small deceleration and
acceleration observed here for Count, and a larger acceleratory ECR2, reflecting FA effects in
the Count condition. This leads to our second hypothesis: that processing other than that
associated with cognitive load affects the ECR2.

10.4.2 ERPs

10.4.2.1 N1 complex

A fronto-central topography was observed for the N1 complex, consistent with earlier chapters
of this thesis, but in contrast with the more centralised topography observed for this complex in
Study 4B. The timing of this complex is consistent with several of the N1 subcomponents
identified in Studies 3 and 4B, and based on these observations it would seem reasonable to
conclude that multiple subcomponents are also contributing to the mean topography effects
described here.

As evidenced by the difference wave in Figure 10.6A, a main effect of Intensity was observed
for the N1 complex, with enhanced negativities for Loud vs. Soft stimuli.

However, no

Intensity x topography effects were found for this complex after vector scaling. These results
indicate that several N1 subcomponents are responding similarly to Intensity in this task, and
also emphasise the important role of intensity processing in this study. The Intensity effects
observed for individual subcomponents are discussed in section 10.4.3.1.

No main effect of Count or Count x topography effects were observed for this complex. This is
as expected given our conceptualisation of N1 throughout this thesis, and indicates that the N1
subcomponents are invariant to cognitive load in this task. While some minor “cognitive load”
effects have been observed in Studies 3 and 4B, the response effects there may reflect additional
processing relating to FA, as evidenced in the ECR results, and the ERP topography effects
reported in Study 4A. Following our interpretation of the ECR effects here, the lack of Count or
Count x topography effects in this study may be taken to support the proposition that the N1
complex is invariant to manipulations of cognitive load. That is, as both Count and No Count
conditions required FA in this study, differences between the two conditions can be attributed
only to the increased cognitive processing associated with counting. As such, a finding of no
difference between these conditions indicates that the N1 complex probably does not reflect
manipulations of cognitive load.
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10.4.2.2 LPC

A centro-parietal maximum was observed for the LPC, paralleling the topography observed for
this complex in Studies 4A and 4B, and emphasising the relative consistency of this complex
across varying cognitive processing conditions.

A main effect of Intensity was observed for this complex, with increased amplitudes in response
to Loud vs. Soft stimuli. However, as found in Study 4B, no further Intensity effects were
observed after vector scaling. Based on the PCA analyses of Studies 3 and particularly 4B, it is
likely that multiple LPC subcomponents are contributing to the overall effects reported here. If
this is the case, the lack of Intensity x topography effects observed here indicate that these LPC
subcomponents are responding similarly to the manipulation of stimulus parameters. This
interpretation is consistent with the N1 effects observed here, in that our ERPs appear to reflect
the importance of processing stimulus intensity in this task, in that intensity processing must be
performed to determine which stimuli require the cognitive processing associated with the
Count condition in this study.

The expected main effect of Count was observed for the LPC, with increased response
amplitudes for Count vs. No Count stimuli.

While no Count x topography effects were

observed for this complex, a Count x Intensity x topography effect was observed, indicating a
parietal vs. frontal effect was greater for Soft than Loud stimuli for the Count condition, with
the opposite pattern for the No Count condition. Additionally, a left hemisphere dominance was
observed for Loud stimuli and a right hemisphere dominance for Soft stimuli in the Count
condition, while the opposite effect was observed for the No Count condition. Taken together
with the Intensity effects reported above, this interaction emphasises the contribution of multiple
LPC subcomponents to the effects observed here. Further, as the difference between Count
conditions here reflects only cognitive load effects and not FA, the consistency in effects
between this study and previous studies strengthens the linkage between this complex and
cognitive load.
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10.4.3 PCA derived subcomponents

10.4.3.1 N1 components

A PCA revealed three significant factors in the N1 latency range.

Of these factors, two

negativities (Factors 1 and 2) were identified as likely “true” N1s as described by Näätänen and
Picton (1987), while the third component (Factor 3) was thought to reflect the N2 and is thus
not discussed here.

Factor 1 was a predominately vertex negativity peaking at approximately 140 ms.

This

subcomponent showed a main effect of Intensity and Intensity x topography effects indicating
enhanced responses for Loud vs. Soft stimuli, also dominant at the vertex. No effects of Count
or Count x topography effects were observed for this component. Based on the consistency in
the timing, topography and Intensity effects of this component with those observed for Factor 1
of Study 4B, it seems reasonable to conclude that this component is also Component 1 of the
N1.

Factor 2 was a broadly-distributed negativity with a peak latency of approximately 100 ms.
This component was found to be enhanced in parietal vs. frontal regions, specifically in the left
hemisphere and also along the midline in the central region. This component was also found to
respond to stimulus Intensity as evidenced by an Intensity x topography effect indicating a
midline increase dominant in the parietal region for Loud stimuli and a hemispheric increase
dominant centrally for Soft stimuli. Additionally, a Count x topography effect was observed for
this component indicating a right hemisphere dominance focussed in the parietal region for
Count stimuli and the central region for No Count stimuli. No main effects of Intensity or
Count were observed for this component. Given the similarities in timing and topography
effects with Studies 3 and 4B, it is likely that this component is Component 3 of the N1. While
effects of Count have not been observed for this component in the previous studies of this
thesis, it is possible that the Count effect here reflects some minor cognitive processing
associated with counting, which may have been confounded with FA aspects of the task in
previous studies.

In summary, two significant factors related to the N1 have been identified in this study. These
share timing and topography attributes with components identified in Study 3 and particularly in
Study 4B. Our interpretation from the ECR results suggests that any Count effects for the N1
components are a reflection of genuine cognitive processing involved in counting, as this is the
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only variable which differs between the Count conditions.

Therefore, it appears that

Component 3 responds to cognitive load processing, even if only on a relatively minor level.
While Näätänen and Picton (1987) do not specifically address the possibility of a relationship
between Component 3 and attention, selective attention effects are described in their review.
Specifically, Hillyard et al. (1973) found that the auditory N1 was increased by attention to
relevant stimuli in a selective attention task. While the task used in this study is not typical of a
selective attention task, in that all stimuli are presented in the same modality, it can be seen that
by containing relevant and irrelevant stimuli within the same stimulus condition, the
requirements are relatable to selective attention aspects of processing. Näätänen and Picton
(1987) commented that the time match between the N1 and the selective attention effect in this
data was “so good as to suggest a direct effect of selective attention on some obligatory
component of the N1 generator” (p. 405). Given the midline topography of the selective
attention effect, Components 1 and 3 were proposed as possible subcomponents underlying this
effect. This is an important identification here, as specifying types of processing indexed by
individual subcomponents is essential for understanding how they may relate to other measures,
including the ECR.

10.4.3.2 LPC components

Five significant factors were observed for the LPC PCA, three of which were identified as
corresponding to likely subcomponents of this complex. The suitability of these identifications
is discussed below.

Factor 3 was a centro-parietal positivity peaking at approximately 300 ms. A main effect of
Intensity and Intensity x topography effects were observed for this component, with enhanced
responses for Loud vs. Soft stimuli which were most evident centrally and along the midline.
This component was also found to reflect cognitive processing, with a Count x topography
effect indicating a left hemisphere increase which was dominant in the parietal region for Count
stimuli but largest centrally for No Count stimuli. However, no main effect of Count was
apparent for this component. The timing and relative topography of this component conforms
with our identification of P3a in the previous study, and also in Study 3. Further, the finding of
a main Intensity effect but only relatively minor Count effects is consistent with the previous
studies and emphasises the link between P3a and the processing of stimulus parameters.
Greater detail of the linkage between P3a and exogenous processing was outlined in Chapter
3.4. The association of P3a with Count effects in this study, indicates it is a genuine, but weak,
index of cognitive processing. Further, the consistency of effects for this subcomponent here
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with the P3as elicited in previous studies, implies it is probably not involved with FA aspects of
processing in those studies.

Factor 2 was a strong parietal positivity peaking later than Factor 3 at approximately 365 ms. A
main effect of Intensity was observed for this factor, in addition to Intensity x topography
effects indicating increased amplitudes for Loud vs. Soft stimuli which were dominant in the
parietal region. A Count x topography effect was also observed with a parietal dominance
specifically in the right hemisphere which was greater for Count vs. No Count stimuli. No
further Count x topography effects or main effect of Count were observed for this component.
The timing and strong parietal topography of this component leaves us with little doubt that it is
the P3b. The effects here are similar to those observed in Studies 3 and 4B, but are somewhat
weaker in terms of apparent cognitive load affects. This reduced effect may be attributed purely
to cognitive load, and suggests that some other type of processing was reflected in the relatively
larger effects for P3b observed in previous studies. Specifically, it seems likely that the P3b
responds predominately to FA processing underlying levels of Count in those studies, and to
cognitive load processing on a somewhat lesser scale. The impact of this interpretation on our
previous findings is briefly discussed in section 10.4.5.

Factor 1 was a relatively late component peaking approximately 470 ms post-stimulus. This
component presented a frontal negative/parietal positive topography dominant along the midline
and also in the left hemisphere. A main effect of Intensity was observed for this component
with increased positive amplitudes for Soft vs. Loud stimuli. This was accompanied by a Count
x Intensity x topography effect indicating a positive parietal enhancement for Loud vs. Soft
stimuli which was greater for the Count than No Count conditions. As found in Study 4B these
effects are a reflection of strong frontal negativities present for Loud stimuli which are also
increased in response to Count vs. No Count stimuli. A main effect approaching significance
was observed for Count and significant Count x topography effects were also observed with
increased parietal positivities and frontal negativities for Count vs. No Count stimuli. As found
in Study 4B, the distinctive topography of this component indicates it is most likely the classic
SW. Specifically, the timing of this component is closely matched with the late SW identified
in the previous study.

The consistency of this subcomponent across Studies 4B and 4C

indicates it is probably not involved in FA processing. That is, a main effect of Count was
observed for this component in both Studies 4B and 4C, and the persistence of this component
in this study (where Count and No Count conditions did not differ in FA processing
requirements), indicates that it reflects a relatively strong and reliable cognitive processing
effect. This is reinforced by the relatively strong and consistent effects of Count for this
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component compared to the P3b in this study, which, as discussed above, does appear to be
involved in FA processing.

The identification of the P3a, P3b and late SW here is consistent with the subcomponents
identified in Studies 3 and 4B. However, some differences in Intensity and Count effects were
observed which were specific to this study.

This allows us to identify specific LPC

subcomponents which relate primarily to cognitive load processing here in contrast to
subcomponents which may respond to cognitive load, but also be involved in other processing
in previous studies. The variation in response profiles between this study and previous studies
has therefore allowed us to disentangle true cognitive load effects from other processes
associated with the manipulation cognitive load in varying conditions, such as temporary feature
matching.

10.4.4 ECR-ERP relationships

The biphasic mean response profile of the ECR observed here is typical of that observed
throughout this thesis. Specifically, no main effect of Intensity or further Intensity x time effects
were observed for the ECR, in line with our expectations of this response and consistent with
the previous studies of this thesis. The presence of FA processing in both Count and No Count
conditions was unique to this study, and has resulted in variability between the effects observed
in this study relative to Study 4B. Specifically, the expected Count x time effect was observed,
however the difference between Count and No Count conditions was substantially smaller here,
and consisted of a biphasic (deceleratory and acceleratory) response, in contrast to the
acceleratory ECR2 observed in Study 4B, and in previous studies. This distinctive difference
wave was taken to indicate the presence of ECR 2 in both Count and No Count conditions.
Extending on this, as FA was required for both conditions in this study, it appears the ECR2
probably reflects FA processing. And, as the only difference between these two conditions was
the instruction to Count, the small deceleration and acceleration observed as the difference wave
here may reflect the true ECR to cognitive load. Not surprisingly, the N1 complex and the
PCA-derived subcomponents for the N1 are not related to the deceleratory segment of the ECR
in this study. As described in section 10.3.3 the ECR1 in this study reflected the traditional
ECR1 observed in the more basic studies of this thesis, in addition to an enhancement associated
with FA processing, as indicated by the difference wave in Figure 8.3. Therefore, although we
have referred to the deceleratory response as an ECR1 here, it is not the simple reflection of
stimulus detection that we have observed in our earlier work. Aside from our inability to isolate
a ‘pure’ ECR1 here, the ECR1 and N1 have failed to demonstrate a reliable relationship under
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even the most basic stimulus conditions. The added complexity of the FA requirements in both
Count and No Count conditions here was unlikely to alter this observation, and has in fact added
further weight to our conclusion that these two measures are improbable associates in terms of
stimulus detection. However, it may be the case that there are relationships between the ECR
and the N1, but for different processes (and perhaps different subcomponents) than those
targeted throughout this thesis.

For the LPC, Intensity and Count effects were observed which were largely consistent with
previous studies. Additionally, some minor Intensity x Count effects were observed for this
complex. As indicated earlier, Count effects observed in this study were taken as an indication
of a reliable relationship between complexes/components and cognitive load processing,
specifically processing involved with counting. This is based on the notion that the inclusion of
FA processing in both Count and No Count conditions in this study precludes this type of
processing contributing to any Count effects. Thus, the effects observed in this study indicate
that the P3a reflects cognitive load processing to a minor extent, whereas P3b is probably more
reflective of FA aspects related to counting, as indicated by the relative reduction in Count
effects observed here. Additionally, the late SW is a relatively strong and reliable index of
cognitive load processing, supported by the main effect observed here. When analysing ECRLPC relationships in this study, amplitude measures were separated for Loud and Soft stimuli
for the Count and No Count conditions. This was to account for the Count x Intensity effects in
the LPC, but also the presence of an ECR2 in all conditions. This approach led to a relationship
approaching significance for the acceleratory portion of the ECR and mean LPC amplitude.
Following this, an examination of the PCA-derived subcomponents revealed a significant
relationship between the acceleratory ECR and Factor 1, which we have identified here as the
late Slow Wave. This linkage is in contrast to Studies 3 and 4B which established connections
between the ECR2 and P3b. However, as described for the ECR1 above, the ECR2 observed in
this study is not the pure acceleratory component we have previously associated with cognitive
load in our previous studies. Instead, this response reflects the large acceleratory component of
the biphasic difference wave observed in Figure 8.3, and the additional smaller acceleration
observed as the difference between Count and No Count conditions in this study (Figure 10.4).
Thus it would appear the addition of FA requirements to both Count and No Count conditions in
this study has influenced our ECR-LPC relationship. It appears that the SW was the best
representation of the cognitive processing required in this task, indicated by the main effect of
Count observed for this subcomponent which was not present for the other identified LPC
subcomponents. As such it is this component which is most clearly related to the ECR in this
task, which we have indicated reflects only Count effects, in contrast to previous studies which
appear to have both cognitive load and FA effects present in the ECR2 and LPC.
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10.4.5 Summary

This study examined stimulus intensity and cognitive load effects in the Count Loud and Count
Soft blocks described in Study 4A. The within-subjects and within-blocks examination of
Intensity and Count in this study has increased the complexity of processing required and is
reflected in the variation in the results here from those observed in the previous studies of this
thesis, especially the effects reported in Study 4B. Furthermore, the necessity of FA processing
in both Count and No Count conditions here has revealed effects that may influence our
interpretation of the effects in the previous studies and has resulted in important advances in our
understanding of ECR-ERP relationships under different processing conditions.

More specifically, the Count effect observed for the ECR was an initial indicator of the
processing complexities associated with this study. This indicated the elicitation of the ECR2
for all stimuli, thought to reflect the FA requirements involved in both Count and No Count
conditions in this task design. As both Count and No Count conditions required FA in this
study, the difference between these conditions could only be interpreted in terms of the
cognitive load associated with counting the stimuli. Therefore, the relatively small biphasic
(declaratory and acceleratory) difference wave observed between Count and No Count
conditions was interpreted as the ECR to cognitive load, while the ECR2 was instead linked
more to FA processing. This represents a major shift from our interpretation of the ECR2
reflecting cognitive load in previous studies. It seems likely that in previous studies the ECR2
that we associated with cognitive load was probably only partly reflective of this type of
processing, and perhaps more reflective of processing associated with FA, such as a temporary
feature matching subsystem. This is emphasised by the large ECR2 apparent in both Count and
No Count conditions here, when FA was required. It is also supported by the relatively larger
and more rapid acceleration apparent in FA vs. NFA conditions in Figure 8.3. Disentangling
cognitive load and FA processing effects is an important pursuit for future ECR research. This
does not detract from our current conceptualisation of the linkage between the ECR and
cognitive processing, but has encouraged a possible reinterpretation of our current
conceptualisation of the ECR2, and the type of processing it reflects.

As found previously, the N1 complex has been shown to reflect Intensity manipulations here, as
have the PCA derived subcomponents. This reflects the consistency of the N1 complex as an
index of stimulus parameters, even under relatively more complex processing conditions, such
as those used here. Perhaps more importantly, this study has allowed us to specify which
components of the N1 genuinely reflect cognitive load processing. The lack of Count effects in
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the mean N1 ERPs, indicate that this complex is not a particularly obvious or reliable index of
cognitive load processing, as compared to the LPC, for example. However, the observation of a
Count effect for Component 3, even though only minor, indicates that the effects of cognitive
load processing can be observed in this complex. Following on from our interpretation of the
ECR effects here, it is possible that the minor Count effects reported in previous studies are
reflective of the processing associated with a temporary feature matching subsystem required
for the Count condition, and not the cognitive processing required for actually counting the
stimuli. This is an important finding for this study, as it has added to our understanding of the
N1 complex, and distinguishes between subcomponents of the N1 which respond to cognitive
load vs. FA processing. Again, research aimed at disentangling these processes will offer great
insight into the N1 complex in future research. In terms of ECR-ERP relationships relating to
the N1, this complex is no longer considered a possible correlate of the ECR1 in the context of
this thesis, as discussed in Study 4B. Given the nature of this study, attempting an association
between a pure ECR1 and N1 would have proven extremely difficult in any case. However, the
distinction between the different types of processing reflected in the N1 uncovered here is an
important consideration for any future attempts to associate this complex with a different ANS
measure within the PPT model.

For the LPC, Intensity effects were observed which were generally in line with previous
findings. The main effect of Intensity was taken to indicate the response of all subcomponents
of the LPC to stimulus parameters in this task. This effect also reinforced the interactive
relationship between Intensity and cognitive processing in this task, and was further emphasised
by a Count x Intensity interaction. However, the primary LPC effects of interest in this study
were the effects of Count. Based on our interpretation of the ECR effects in this study,
similarities in LPC effects observed here vs. previous studies were taken as an indication that a
particular component is a clear index of cognitive processing associated with counting. In
contrast, the absence or weakening of effects here relative to those observed previous studies
were interpreted as indicating that subcomponents were likely indices of FA in those studies,
specifically, a feature matching mechanism required to maintain the “to count” context for
Count stimuli vs. No Count stimuli. Thus the main effect of Count for the LPC here confirms
our association of this complex with cognitive load. In relation to specific components of the
LPC, the consistency of the P3a effects in this study and Studies 3 and 4B, indicates that it
reflects processing associated with counting, although the effects are somewhat smaller than
other LPC components. In contrast, the variation in effects for P3b in this study vs. Studies 3
and 4B suggests it responds in a minor way to cognitive load, and is perhaps more reflective of
the FA processing associated with the count conditions in previous tasks. Finally, for the late
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Slow Wave a relatively strong response to cognitive load was observed here, as evidenced by a
main effect of Count which was not observed for the other LPC components in this study.

Thus, this study has allowed us to identify LPC components which respond primarily to
processing associated with cognitive load, as opposed to those which may also be involved in
FA processing. Similarly, our understanding of ECR-LPC relationships has evolved due to the
effects observed in this study. Specifically, it is now considered that the ECR2 and P3b are
most likely related to FA processing, as required for a temporary feature-matching mechanism
during Count blocks in tasks such as those used previous to this study. In contrast, the late Slow
Wave appears most closely related to the cognitive processing relating directly to counting the
stimuli, which is represented by a relatively small deceleration and accompanying acceleration
in the ECR. The profile of the ECR to cognitive load is clearly different from the acceleratory
ECR2 which we now associate with FA, and as such should perhaps be referred to as an ECR3
in future research.

To summarise, this study has examined Intensity and Count variables under more complex
stimulus conditions than those used previously in this thesis. This has resulted in an extension
of our understanding of the ECRs, ERPs, and ECR-ERP relationships, and created a clear
distinction between responses to cognitive load vs. FA processing. The ability to disentangle
these response (sub) components into individual processing indices would be of great benefit to
our understanding of ECR-ERP relationships in future research. It should also be noted that
even minor changes in task design can have a significant impact on the nature of these
relationships. Nonetheless, the ECR-LPC relationship appears to have endured even under
more complex processing conditions, although not entirely in the manner originally
hypothesised. A more detailed examination of the influence of FA processing on ECR and ERP
components seems to be the most logical next step in efforts to integrate ERP components into
PPT of the OR. Evidence of the contribution of FA effects to the previous studies of this thesis
will be presented in the following chapter.
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11 General discussion and future directions

11.1 Summary and general discussion
The primary aim of this thesis was to examine ERP correlates of the auditory ECR in order to
determine the suitability of their integration into PPT as indices of OR processing. In the
context of PPT, the phasic evoked cardiac response elicited by an innocuous stimulus is taken as
the sum of independent response components, thought to reflect different aspects of information
processing. Separation of these components, using conditions varying stimulus significance
(e.g. simple counting tasks), show an obligatory ‘transient detection’ deceleratory response,
independent of stimulus parameters (ECR1), and an additional acceleratory response indicating
further processing of stimuli with some significance (ECR2). These components have been
established as correlates of stimulus registration and cognitive processing (respectively) in a
substantial body of previous research (see Chapter 2), and are shown in the context of PPT in
Figure 11.1. In order to demonstrate the characteristics of the ECR (ECR1: independence from
stimulus parameters, ECR2: increased with cognitive processing), stimulus intensity and
cognitive load were selected as the independent variables of interest for this thesis, and were
used to attempt to relate the ECR components to putative markers of these processes in the
central nervous system (specifically, N1 and LPC). The effects of these independent variables
were systematically investigated across four studies which used long-ISI ANS-style paradigms
to examine: stimulus intensity within subjects and cognitive load between subjects (Study 1);
cognitive load within subjects (Study 2); stimulus intensity between subjects and cognitive load
within subjects (Study 3); Feature Analysis processing effects (Study 4A); within-subject and
within-block intensity effects and within-subject cognitive load effects (Study 4B); and withinsubject and within-block intensity and cognitive load effects (Study 4C).
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Figure 11.1. Preliminary Process Theory at the beginning of this thesis, based on a version
published in Barry (2009). Measures relating to this thesis and already included in the model
are shown in italics. Hypothetical ERP correlates of existing PPT measures at the beginning of
this thesis have been added in brackets. Specifically, N1 is a proposed correlate of the ECR1 in
terms of indexing stimulus registration, independent from stimulus parameters; and the LPC is a
proposed correlate of the ECR2 via linkages between OR processing mechanisms and executive
processing of significant stimuli.
The evolving methodologies used throughout this thesis have demonstrated that it is possible to
bridge the paradigm gap previously associated with ANS vs. ERP research, and to move toward
approaches that allow specific and statistically-supported ANS-CNS relationships to be
elaborated. In Study 1, between-subjects examination of cognitive load revealed that increasing
processing requirements, by requiring subjects to count the stimuli, resulted in an additional
acceleratory response in the ECR and increased LPC amplitudes. As expected, no such effects
were observed in the N1 complex, tentatively linked to the earlier process of stimulus detection
or registration. Manipulation of stimulus intensity within subjects was not reflected in the ECR,
but did produce effects within the N1 complex and LPC. The between-subjects examination of
cognitive load and relatively small N used in this study precluded the observation of statistical
correlations for ECR-ERP relationships, but served to inform the design of the following
studies, where within-subjects examination of cognitive load was a common factor.

In Study 2, a simplified design examined cognitive load within subjects at a single stimulus
intensity. A deceleratory ECR1 was produced to all stimuli and was followed by an additional
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acceleratory component in the Count condition.

The within-subjects design of this study

allowed us to identify the hypothetical ECR2, estimated by subtracting responses in the No
Count condition from the Count condition. This resulted in a significant correlation observed
between the ECR2 and LPC, and a relationship approaching significance for the ECR1 and N1.
The observations from Study 2 indicated that, at a basic level, ECR and ERP measures show
some similarities in their relationships to aspects of stimulus processing, however, some
additional unexpected findings suggested that closer investigation was required to determine the
role of individual ERP subcomponents in these relationships.

Thus, Study 2 effects

demonstrated the feasibility of establishing statistical correlates for ECR-ERP relationships, and
indicated the necessity of PCA for specifying these effects in the following studies.

Given the success of Study 2 in determining correlates of ECR-ERP relationships, a similar
design was used in Study 3, with the reintroduction of stimulus intensity to inform our original
hypotheses. In Study 3, a significant correlation was observed between the ECR1 and N1, and a
near significant relationship was also observed between the ECR2 and LPC. However, the
introduction of PCA in this study proved to be quite revealing for these relationships.
Specifically, neither of the PCA-derived subcomponents for the N1 was found to be related to
the ECR1. For the LPC, the PCA revealed that it was the P3b and not the P3a which is most
closely related to the processes reflected in the ECR2. Therefore, Study 3 indicated that the
detail provided by PCA may influence our interpretation of ECR-ERP connections.

In order to determine the reliability of our observations in Study 3, PCA was also included in
Study 4, which used the most advanced design of this thesis, including stimulus intensity and
cognitive load within subjects, and resulting in an additional variable of Feature Analysis,
which differed between pairs of blocks. Study 4A revealed differences in the response profiles
of our ECR and ERP components depending on the processing requirements associated with
each condition (i.e. FA vs. NFA). For the ECR, a biphasic profile resembling ECR2 was
observed as the difference wave between conditions, even though equal numbers of Count
stimuli were included in each of the FA conditions. This was followed by topography effects in
both the N1 complex and LPC which varied due to FA requirements, indicating variation in the
subcomponents involved in FA vs. NFA processing. This was an initial indication that our
measures of interest respond to FA processing and justified the separation of FA vs. NFA
conditions for closer examination.

In Study 4B, the continued use of PCA allowed us to disconfirm our original N1 hypothesis and
conclude that the N1 complex is reflective of more than basic stimulus registration, and as such,
is an improbable correlate of the ECR1. In contrast, the relationship between the P3b and ECR2
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was further supported. Additionally, some variation in the ECR profile was observed in Study
4B, reflecting the difference between Count and No Count conditions, which encouraged a
focus on the relationship between FA processing and its influence on components of the ECR in
Study 4C.

As the final study of this thesis, Study 4C integrated aspects of each of the previous studies,
including stimulus intensity and cognitive load effects within subject and within block, and
again used PCA as a means of specifying any observed relationships. This study maintained
successful aspects of the previous studies, such as the intensity parameters and a long variable
ISI, but also evolved in terms of the complexity of the presentation context and the focus of our
interpretation, specifically in relation to the ECR. As a result, this final study advanced and
refined our interpretation of ECR-ERP relationships from that progressively established in the
preceding studies. While the lack of evidence for a relationship between N1 and the ECR1 was
maintained, our observations indicated that the relationship between P3b and ECR2 is reliable –
but may reflect processing associated with analysis of stimulus features to determine which
require counting, i.e., FA, as opposed to our original hypothesis associating these measures
broadly with cognitive load. An additional ECR-ERP relationship also emerged, suggesting
that when conditions are equivalent in terms of FA processing requirements, a unique and
relatively small biphasic ECR waveform is associated with cognitive load, and correlates with
the late Slow Wave. This observation clearly impacts our previous interpretations of the
relationship between the ECR2 and cognitive processing, and is discussed in section 11.2. The
combined results of Study 4 may also be taken as initial evidence requiring future revisitation of
the relationships between ECR measures and preliminary processes in PPT.

A detailed

summary of the outcomes for each of our primary measures in relation to our original
hypotheses is provided below.

11.2 ECR as an index of stimulus registration and cognitive load
As expected from previous literature, the phasic ECRs observed throughout this thesis were
multiphasic (deceleration-acceleration) responses, reflecting stimulus parameters and situational
factors.

Following the methodology of previous research, components of the ECR were

operationally separated by using conditions varying stimulus significance, allowing
relationships to be drawn between components of the ECR and individual aspects of stimulus
processing (Barry, 1982, 1984; Barry & Tremayne, 1987).
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An early deceleratory ECR1 was observed across all studies and was found to be generally
compatible with previous research in terms of demonstrating independence from stimulus
parameters such as intensity and significance (Barry 1977a, 1978; Barry & James, 1981). The
ECR1 was consistently elicited in conditions with minimal task requirements (i.e. the No Count
conditions), allowing us to interpret this component as an index of transient detection or
stimulus registration in accordance with PPT (Barry, 1987, 1996, 2006, 2009).

As the

complexity of tasks increased in the progression of studies, some minor evidence of additional
processing was apparent in the No Count conditions. This resulted in a reduction of the
deceleratory ECR1 and is discussed below.

In situations with increased stimulus significance (i.e. Count conditions), an additional
acceleratory response (ECR2) was observed following and sometimes partially obscuring the
ECR1. This component was observed across all studies examining Count effects, leading to a
biphasic compound cardiac response (ECR1 + ECR2) to Count stimuli. By subtracting the
response in the No Count from that in the Count conditions, we were able to estimate the effects
of the “Count” instruction in the ECR as the ECR2. Barry (1984c) demonstrated that the simple
cognitive task of counting resulted in a significant increase in the acceleratory ECR2 over trials,
and subsequent research has identified the ECR2 as a marker of cognitive load or mental
performance (Barry, 1982; Barry & Tremayne, 1987; Kaiser et al., 1996, 2001; Unrug et al.,
1997). The hypothetical ECR2, calculated as the difference wave between Count and No Count
conditions in each Count study, is shown in Panels A-E of Figure 11.2. In Studies 1-3 (Panels
A-C), a general acceleratory trend is apparent in the ECR2.

In these earlier studies, we

interpreted this response as reflecting increased cognitive load associated with the Count
condition, in line with previous research.
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Figure 11.2. ECRs reflecting Count and No Count conditions for (A) Study 1, (B) Study 2, (C)
Study 3, (D) Study 4B, (E) Study 4C. ECRs for FA and NFA conditions (Study 4A) are shown
in panel F. Difference waves are shown in grey.
Study 4A examined Feature Analysis processing in the ECR and is thus shown separately from
the Count studies, in Panel F. In this study, mean ECRs for NFA and FA conditions were
comprised of responses to equal numbers of Loud and Soft, and Count and No Count, stimuli.
Thus, any differences in mean responses between these conditions were taken to reflect
predominantly the absence/presence of Feature Analysis as a variable. As can be seen in Figure
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11.2F, a clear biphasic response profile (~ 1.5 s deceleration followed by a large acceleration)
was observed as the difference between FA and NFA conditions, in contrast to the primarily
acceleratory response observed as the difference wave in the previous Count studies (Panels AC). Following the rationale described above, this new biphasic form was taken to reflect FA
processing. Essentially, this waveform indicated that the ECR may reflect processing other than
cognitive load effects. This study also suggested that the processing context in which variables
are examined (i.e. FA vs. NFA) may influence the effects observed. The new biphasic ECR
waveform observed in this study proved influential in the interpretation of effects in the
following studies.

Study 4B returned to the examination of Count effects, but in the context of the NFA blocks
from Study 4A. As can be seen in Panel D, the expected additional acceleration was observed
in the Count vs. No Count condition, consistent with the conceptualisation of ECR2 as an index
of cognitive load. However, in Study 4C (FA blocks), a strong biphasic response profile was
observed for both Count and No Count conditions (Panel E), resembling the difference wave
first observed in Study 4A (Panel F). As both of these conditions in Study 4C required FA, the
biphasic response profiles in both conditions were taken as further evidence of the association
between this waveform and FA processing. Further, a relatively small biphasic response was
found as the difference between Count and No Count conditions in Study 4C. This was in clear
contrast to the ECR2 components estimated in the preceding studies (Panels A-D).

The most obvious difference between Study 4C and previous studies was the necessity of FA
processing in both Count and No Count conditions, and this became the focus of our
interpretation. That is, the presence of FA processing in both conditions was taken to imply that
the difference between these conditions could only be attributed to processing relating to
counting the stimuli, and not to additional processes (such as temporary feature matching)
associated with the Count condition. The true counting effect would thus be the small biphasic
response observed in Study 4C, tentatively labelled as the ECR3. By extension, this suggested
that the “Count” effects observed in previous tasks were the small effect observed here, in
addition to the larger acceleration shown in Study 4 to be associated with FA processing.
Following this interpretation, the large acceleratory ECR2, that has previously been associated
with counting, may instead reflect counting plus FA processing.

That is, effects that have previously been associated with cognitive load (Studies 1, 2, 3, & 4B)
may instead be compound effects of cognitive load and a temporary feature-matching
mechanism to identify stimuli as belonging to the “Count” category. This temporary feature-
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matching mechanism is included in the PPT schema in Figure 11.1, but was not previously
associated with a different cardiac response form.

It is proposed that, in basic stimulus conditions, when a series of identical stimuli are presented,
the role of this temporary feature matching mechanism is relatively simple: A “Count”
instruction will involve the mechanism so that target stimuli may be identified and thus be
counted; no task instruction (i.e. a No Count condition) requires no direct involvement of the
mechanism. However, in situations where a subject is required to alternate between Count and
No Count conditions, some feature matching may occur in the No Count condition to maintain
the context of the condition requirements, e.g., “I now don’t need to count this stimulus”. In
more advanced paradigms, when two stimulus types (e.g. Loud and Soft tones) are randomly
interspersed in a series, and the subject is required to respond to only one of the stimulus types
(e.g. “Count Loud”), the role of the temporary feature matching mechanism is more complex.
In this situation, each stimulus must be analysed for the appropriate target characteristic, and
responded to accordingly. Then, the temporary feature-matching mechanism is involved in the
processing needed to identify both target and non-target (Count and No Count) stimuli.

Evidence of the appropriateness of this interpretation can be observed by considering the
changing morphology of the Count and No Count cardiac responses across studies.

The

increasing involvement of the temporary feature-matching mechanism is particularly evident in
the No Count conditions shown in Figure 11.2, Panels A-E. In Study 1 (Panel A) Count was
varied between subjects, and as such, the conditions involve the temporary feature-matching
mechanism in extreme ways. Subjects in the Count condition would require the mechanism to
identify each stimulus as a target (producing ECR2) before performing the “count” response
(cognitive load; producing ECR3). In contrast, subjects in the No Count condition do not have
processing requirements involving this mechanism, as the features of the stimuli are irrelevant
in the absence of a task (i.e., expect no ECR2 or ECR3). Accordingly, the No Count condition
produces a simple deceleratory ECR1, showing no evidence of the ECR2/FA processing.

In Studies 2 and 3, Count was investigated within subjects, with Count and No Count conditions
counterbalanced between subjects.

The involvement of the temporary feature-matching

mechanism in these studies is similar to Study 1, in that the primary role of the mechanism is
identifying target stimuli (all stimuli in the Count condition(s)). However, as the same subjects
also participated in the No Count condition(s), it is likely that some involvement is required of
the mechanism to identify the stimuli as “not to be counted” in No Count. As can be seen in
Panels B and C, the deceleratory period of the No Count response is reduced in Study 2 and
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reduced further in Study 3, and accelerations are more prominent, reflecting an increased
presence of ECR2 in the No Count conditions as FA processing requirements are increased.

Studies 4B and 4C required more advanced FA processing than Studies 1, 2, & 3, due to the
inclusion of multiple stimulus intensities within each block. That is, the inclusion of Loud and
Soft stimuli in each of the stimulus blocks requires more complex involvement from the
temporary feature matching mechanism. In Study 4B, the “Count All” and “Count None”
blocks may seem similar to Study 3, in that they include one block each of a Count and a No
Count condition. However, in the context of the overall study, the “Count All” condition
requires the mechanism to identify both Loud and Soft stimuli as “to be counted”, and similarly,
the “Count None” condition requires both stimuli to be identified as “not to be counted”. That
is, the processing requirements are increased relative to Study 3.

Correspondingly, the

deceleratory ECR1 expected in the No Count condition is almost cancelled by the ECR2
marking processing associated with temporary feature matching mechanism.

Perhaps the clearest evidence of FA processing in the No Count response form is observed in
the robust biphasic No Count waveform in Study 4C (Panel E). In this study, the involvement
of the temporary feature matching mechanism was greater than any of the previous studies.
That is, the “Count Loud” and “Count Soft” conditions both require the identification of target
stimuli randomly interspersed with non-target stimuli. This is more complex than any of the
previous tasks, as correct responses are contingent on correct identification of target and nontarget (Count and No Count) stimuli within each of the stimulus blocks. As shown in Panel E,
the complexity of the task requirements for Study 4C led to clearer evidence of the ECR2 in No
Count conditions than in any of the previous studies.

Interpreting evidence of the temporary feature matching mechanism in Count conditions is more
complex, as the additive effects of the ECR1 (in response to the occurrence of the stimulus),
ECR2 (in response to feature matching requirements), and ECR3 (in response to the cognitive
process of counting) must be considered.

However, the ECR1 and ECR3 should remain

relatively consistent across studies, especially when Count and No Count conditions are varied
within subjects. The response profiles of the Count conditions from Panels A to D appear to
show an increasing presence of the ECR2 as the FA processing requirements of each of the
studies increases. This is shown as a reduced deceleration and briefer deceleratory period as the
ECR2 obscures the relative form of the ECR1 + ECR3 in each of the studies. In Study 4C, this
is shown as an increased deceleration, however it is hypothesised that the cognitive load in this
study would be greater relative to previous studies, due to the need to maintain the “count” tally
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during presentations of No Count stimuli, and as such the enhanced deceleration marks the
greater involvement of the ECR3 in this study.

Given the implications of the above interpretations, further research is clearly required to
determine the reliability of the effects observed here, and to disentangle processing associated
purely with cognitive load (ECR3: reflecting the central executive system of PPT) vs. FA
processing (ECR2: reflecting the temporary feature-matching mechanism) in the ECR.

It

should be noted that the current PPT conceptualisation of the ECR is based on over 25 years of
research and any such substantive reinterpretation should be approached with caution.
However, the results generated in this thesis indicate some exciting new developments, and
show potential for advancements in our current understanding of the ECR in relation to
cognitive processing, and in the OR context.

11.3 N1 Complex as an index of stimulus registration
The N1 is identified as a negative component occurring approximately 100 ms post-stimulus
onset, and is usually largest in the fronto-central region when elicited by auditory stimuli
(Vaughan & Ritter, 1970). The general timing of the N1 complex observed across the studies of
this thesis is consistent with this identification. The topography of the observed N1s were
somewhat more centralised than that traditionally associated with the N1 complex, however the
tasks used in this thesis also vary from those typically used to study this component.

Generally, the N1 is thought to represent the initial extraction of information from sensory
analysis of the stimulus (Näätänen & Picton, 1987), or the excitation relating to the allocation of
a channel for information processing out of the primary cortex (Hansen & Hillyard, 1980). That
is, previous research has associated this complex with simple stimulus identification/detection
processes (Parasuraman & Beatty, 1980; Parasuraman, Richer, & Beatty, 1982; Squires et al.,
1973, 1975b).

However, the data observed in this thesis have rarely supported that

interpretation. In each of the studies investigating stimulus intensity (Studies 1, 3, 4B, & 4C),
main effects of Intensity were observed, which were frequently accompanied by Intensity x
topography effects (Studies 1, 3, & 4B), with enhanced negativities for Loud vs. Soft stimuli.
Additionally, cognitive load effects of varying levels were observed in Studies 2, 3 and 4B, with
increased negativities for Count vs. No Count stimuli. These effects are not unprecedented in
the N1 literature; relationships between the N1 and intensity processing have been reported (e.g.
Beagley & Knight, 1967; Picton et al., 1977; Rapin et al., 1966; Gille et al., 1986), as have other
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functions including attention to a stimulus (e.g. Hillyard et al, 1973; Mangun, 1995), sensitivity
to ISIs (Hari et al, 1982), and intentional discrimination processing (Vogel & Luck, 2000).
However, the presence of such effects throughout this thesis raises obvious difficulties with our
initial hypothesis that the N1 was a potential correlate of the ECR1, on the basis of both of these
measures indexing stimulus detection/registration.

After early observations of Intensity effects in Study 1 and a Count x topography interaction in
Study 2, it was proposed that a potential solution to the absence of evidence of N1 as a stimulus
register was to identify N1 subcomponents underlying the mean ERP effects. That is, it was
thought that examining subcomponents could reveal the presence of at least one subcomponent
which was invariant to stimulus parameters, and thus compatible with our hypothesis, with other
subcomponents reflecting the intensity and cognitive load effects observed in the mean N1
components. This approach was supported by previous research indicating that the auditory N1
does not reflect a single underlying cerebral process, and should thus not be considered as a
unitary phenomenon (Vaughan & Ritter, 1970). Therefore, in Studies 3, 4B and 4C, PCA was
used to identify subcomponents of the N1 Complex, as defined by Näätänen and Picton (1987).
Using these identifications, Component 1 (Studies 3, 4B, & 4C), Component 2 (Study 4B), and
Component 3 (Studies 3, 4B & 4C) of the “true” N1 (Näätänen & Picton, 1987) were observed
across the later studies of this thesis. The effects observed for each of these subcomponents are
discussed below.

11.3.1 N1 component 1

Näätänen and Picton (1987) describe Component 1 as a supratemporal component, peaking at
approximately 100 ms and dominant in the fronto-central region. The timing and topography of
the PCA-derived Component 1 observed across studies is generally consistent with this
interpretation, although as observed for the mean N1 complex effects, the topography is more
centralised, probably due to the differences in tasks used here cf. those examined in Näätänen
and Picton’s (1987) review. Main effects of Intensity and Intensity x topography interactions
were observed for this component in Studies 3, 4B and 4C, in line with Näätänen and Picton
(1987), who suggest that the amplitude of Component 1 probably changes with intensity,
reflected by increased amplitudes with increasing intensities. Cognitive load effects were not
observed for this component in any of the studies.
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11.3.2 N1 component 2

Component 2 is a biphasic component with a positive wave at 100 ms and a negative wave at
150 ms, and maximal in the mid-temporal region (Näätänen & Picton, 1987). This component
was observed only in Study 4B and was found to vary with Intensity in that study. Stimulus
intensity effects were not reported for this component in Näätänen and Picton’s (1987) review,
however that was due to a lack of available data, as opposed to data contradicting a relationship
between the component and intensity processing. Future studies should seek to reproduce this
component and clearly define the stimulus conditions under which it is elicited.

11.3.3 N1 component 3

Component 3 has been described as a vertex negative wave, sharing a similar peak latency with
Component 1, at approximately 100 ms (Näätänen & Picton, 1987). A component closely
matching this timing and topography was observed in Studies 3, 4B and 4C. A main effect of
Intensity was observed in Study 3, and Intensity x topography effects were observed in Studies
3, 4B and 4C.

Näätänen and Picton (1987) indicate that this component is enhanced at

intensities greater than 60 dB. Given that the stimuli in the PCA studies included a 60 dB (Soft)
and 80 dB (Loud) tone, the observation of Intensity effects across these studies is not surprising.
A minor cognitive load effect was also observed for this component in Study 4C. Following the
interpretation of ECR effects in Study 4C, the observation of a Count effect for the N1 in that
study was taken to suggest a true relationship between the component and cognitive load
processing. This type of relationship has not specifically been reported in previous research,
but, as stated previously, the tasks used in this thesis vary from those included in Näätänen and
Picton’s (1987) review. Considering the relatively minor effect observed and its presence in
only one study, it is clear that further research will be required before any convincing
conclusions can be derived.

11.3.4 Summary

While it was expected that identifying subcomponents of the N1 would overcome some of the
difficulties associated with the interpretation of the N1 complex in the earlier studies of this
thesis, this outcome did not eventuate. Instead, each of the identified N1 subcomponents was
found to reflect intensity processing, and these effects were observed reliably across the three
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studies examining PCA-derived components. Minor cognitive load effects were also observed,
both in the mean ERP effects and in one of the subcomponents. These effects clearly indicate
that the N1 complex and associated subcomponents are reflective of more advanced processing
than simple stimulus detection or registration, at least in the conditions examined throughout
this thesis. Thus, it may be concluded that, contrary to the original hypothesis, the N1 complex
is not an appropriate correlate of the ECR1 in PPT. It is suggested that an earlier ERP
component, such as the P1, is more likely to reflect such a basic stimulus-processing stage, and
should thus be pursued as a potential correlate of the ECR1 in future work. However, given the
reliability of the intensity effects observed, it seems reasonable to propose that the N1 is a
correlate of the energy detector in PPT. As such, the N1 complex would be expected to
correlate with the measure of peripheral vasoconstriction – thus, the N1 is included as a putative
index of the energy detector mechanism in PPT for future investigation.

11.4 LPC as an index of cognitive load
The LPC is most commonly reported as a pronounced positivity over parietal areas occurring at
approximately 300 ms, and as such was originally termed the P300 or P3 (Sutton et al., 1965).
The LPCs observed throughout this thesis were generally consistent with this description, with
peak latencies ranging from 300-360 ms and with positive parietal/centro-parietal topographies.
Previous research has associated the LPC with orienting, attention, stimulus evaluation and
memory (e.g. Courchesne et al., 1975; Squires et al., 1975a, 1975b). More specifically, Rushby
et al. (2005) reported parallels between the LPC and SCR, indicating useful links between the
LPC and OR. It was in this context that the LPC was selected as a putative correlate of the
ECR2, in that both measures are established markers of cognitive processing, and also
processing in the OR context. Consistent with this hypothesis, cognitive load effects were
observed for the LPC in each of the studies of this thesis. Main effects of Count were observed
in Studies 2, 3, 4B and 4C, and Count x topography effects were observed in Studies 1, 3 and
4B, with increased LPC amplitudes observed for Count vs. No Count stimuli. Intensity effects
were also reliably produced, with main effects observed in Studies 3, 4B and 4C and Intensity x
topography interactions observed in Study 1. The amplitude of the LPC has been demonstrated
to be enhanced with increased intensity in previous research (e.g. Covington & Polich, 1996;
Donchin & Coles, 1988; Rushby et al., 2004). Given the robust Intensity and Count effects
observed for the LPC in the early studies of this thesis, it was determined that a PCA would be
beneficial, with the aim of disentangling the LPC subcomponents and relating them to specific
processes. That is, if some subcomponents of the LPC were more closely linked to cognitive
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processing, and others were contributing to the observed Intensity effects, then these
relationships could be used to refine connections between the LPC and ECR2 within PPT.
Thus, PCA was used to identify LPC subcomponents in Studies 3, 4B and 4C.

Four

subcomponents were identified including P3a, P3b, and an early and late Slow Wave, which
were consistent with LPC subcomponents reported in Barry et al. (2010), Barry and Rushby
(2009), and Rushby et al. (2005). The effects observed for each of these subcomponents are
described below.

11.4.1 P3a

The P3a is commonly described as an early fronto-central positivity elicited by infrequent
stimuli differing along a single dimension (e.g. intensity) compared with standard stimuli
(Johnson, 1993; Snyder & Hillyard, 1976; Squires et al., 1977). A component with a centralised
topography and occurring prior to a prominent parietal P3b was observed in Studies 3, 4B and
4C, and accordingly was identified as the P3a. Consistent Intensity effects were observed for
this component across all three PCA studies, with main effects of Intensity and Intensity x
topography effects indicating increased amplitudes for Loud vs. Soft stimuli. Less consistent
effects were observed in relation to cognitive load, with a main effect of Count and Count x
topography effects in Study 3, and only minor Count x topography effects in Study 4B and 4C.
The general pattern of these effects reflects previous research which has identified the P3a as
sensitive to stimulus salience (e.g. Dien at al., 2003, 2004; Goldstein et al., 2002) and
exogenous stimulus parameters (Rushby et al., 2005).

11.4.2 P3b

The P3b was elicited reliably in Studies 3, 4B and 4C, and showed the centro-parietal positive
topography and peak latency of approximately 350 ms usually reported for this component (e.g.
Polich, 2007; Spencer et al., 2001). It is the P3b which is most commonly identified as the
generic P3, P300 or LPC in the bulk of prior research, and as such has been linked to a variety
of processing including stimulus intensity (e.g. Polich et al., 1996; Rushby et al., 2004), and
stimulus significance (e.g. Donchin & Coles 1988; Picton & Stuss, 1980). Intensity effects were
observed for the P3b in all three PCA studies, with main effects of Intensity in Studies 4B and
4C and Intensity x topography effects observed in Studies 3, 4B and 4C. In light of the linkage
between stimulus intensity and cognitive processing in Studies 4B and 4C, it is likely that the
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prevalence of Intensity effects observed in these studies at least partially reflects associated
cognitive processing. Count effects were also observed across all three PCA studies, but varied
in strength across these studies. Specifically, main effects of Count, and Count x topography
effects were observed in Studies 3 and 4B, but in Study 4C, only a relatively minor Count x
topography effect was found. Following the above new interpretation of the ECR, variation in
effects from Study 4C c.f. Study 4B were considered to reflect true “Count” effects in Study 4C,
vs. probable compound effects of Count and feature matching in Study 4B (and previous
studies). This indicates that the P3b is probably a stronger index of feature matching than true
cognitive load processing, and is consistent with the generalised association of this component
with context updating (Duncan-Johnson & Donchin, 1977; Johnson & Donchin, 1978).
However, the elicitation of the P3b component in Study 4C does indicate that it is also involved
in cognitive load processing, even if only at a minor level, and these relationships must be
specified and refined in the future, in order to move forward in ECR-ERP research.

11.4.3 Early and late Slow Wave (SW)

Additional components were observed in the LPC time range in Studies 4B and 4C which
exhibited the distinctive anterior-negative and posterior-positive topography associated with the
Slow Wave (Pritchard et al., 1986; Rohrbaugh et al., 1978; Squires et al., 1975a, 1975b). In
Study 4B, two separable components were observed sharing this topography, and were thus
identified as the SW1 and SW2 based on their relative timing. Strüber and Polich (2002) noted
similar SW activity at long ISIs, and more recently Barry et al. (2010) have reported identical
subcomponents. Only the earlier of these components (SW1) was observed in Study 4C, which
indicates that the SW2 may be more sensitive to stimulus parameters, and is thus only elicited
under specific stimulus conditions, in contrast to the SW1, which has been commonly observed
across a wide range of paradigms.

For the SW1, a main effect of Intensity was observed in Study 4C, and Intensity x topography
effects were observed in Study 4B. However, main effects of Count were apparent in both
Study 4B and 4C, and Count x topography effects were also observed in Study 4C. Similarly,
Rushby et al. (2005) reported a centro-parietal SW enhanced by stimulus significance and
perceptual difficulty, consistent with the present SW1. For the SW2, a main effect of Intensity,
and an Intensity x topography effect were observed, but no Count effects were significant for
this component.
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As noted by Barry et al. (2010), despite observations of separable SWs in the recent past
(Strüber & Polich, 2002), little direct research on the characteristics or functions of these
components has followed. The effects observed here indicate that the early and late Slow
Waves may be differentially sensitive to the processing of stimulus parameters and cognitive
processing. The strengthened Count effects observed for SW1 in Study 4C also suggest that
this component reflects processing relating to the “Count” instruction, in contrast to the P3b,
which appears to be more reflective of the feature-matching processes associated with the Count
condition in general. This interpretation is further emphasised by the significant correlation
observed between SW1 and the acceleratory ECR in Study 4C. It is clear from these data that
the SW components are important indices of processing in the ECR-ERP context. Thus,
separation of Slow Wave components is recommended as an important focus of future research.
Studies determining processing differences reflected by the early and late Slow Waves will
advance current conceptualisations of the LPC, and should also facilitate the inclusion of these
components into PPT.

11.4.4 Summary

A relationship between the LPC and cognitive load was established early in this thesis, and was
shown to be reliable across the varying stimulus conditions used through the progression of
studies.

However, Intensity effects were also commonly observed, and these reflect the

complexity of processing underlying the LPC. Using PCA to separate the subcomponents
underlying the LPC in the later studies of this thesis revealed that the P3b is most closely linked
with the processing associated with the ECR2, while the data in Study 4C indicated that the
SW1 is dominant under the same processing conditions which produce the ECR3. Additionally,
the consistent Intensity effects observed for the P3a suggest it probably reflects the energy
detector mechanism of PPT, currently linked with the pupil dilation response. The PCA effects
observed across Study 3, and specifically Studies 4B and 4C, indicate that there are clear
variations in the elicitation of LPC subcomponents in response to feature analysis vs. cognitive
load processing requirements. Clearly defining these relationships will further inform ECRERP connections in future work. The use of PCA in this thesis has shown the fractionation of
LPC subcomponents reflecting a variety of processing in the OR context.

Establishing

relationships between LPC subcomponents and processing in the context of PPT is an important
direction for future research in this field.
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11.5 Other components
Clear evidence of ERP components other than the N1 complex and LPC were consistently
observed in the studies of this thesis, including P1, N2 and P2. Evidence of the CNV was also
sought in Study 3, but the pre-stimulus ERPs show no evidence of the CNV component in that
study, or any of the other studies. No specific hypotheses were made in relation to these other
components, however the consistency of their elicitation indicates they are involved in
processing related to the tasks investigated, and could be pursued in the context of PPT in future
research. As a component which temporally precedes the N1 and is thus more likely to reflect
purely exogenous processing, the P1 seems the next most logical component to focus on as a
possible index of stimulus registration.

11.6

An updated PPT schema

A proposed updated version of PPT based on the findings of this thesis is presented in Figure
11.3. The ECR1 remains as an index of transient detection/stimulus registration, marked by a
simple deceleratory response to all stimuli.

In contrast, the acceleratory ECR2 has been

relocated to reflect its association with FA processing – first observed in Study 4A, but evident
to varying extents in each of the studies of this thesis. Additionally, the ECR3 has been
integrated into the model.

This new biphasic waveform is taken to reflect processing

specifically relating to cognitive load (without the compound effects of temporary feature
matching) and replaces the ECR2 in previous versions of the model.
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observations of this thesis. Examined elements of PPT are shown in greyed boxes, and outcome
measures supported by the thesis data are shown in italics. Tentative process outcome measures
requiring further investigation are shown in brackets.
While it was originally proposed that the N1 was a probable correlate of ECR1, in terms of
indexing stimulus registration, the data of this thesis have disproved that hypothesis. This does
not rule out the involvement of the N1 complex as an index of processing leading to the OR, but
does indicate that it is not a correlate of initial processing reflected by the ECR1. However, the
robust Intensity effects, observed for both the mean N1 complex and N1 subcomponents,
suggest that this complex is a potential correlate of the energy detector subsystem in PPT. N1
has been repositioned in the PPT schema to reflect this possible relationship.

The proposed relationship between the LPC and ECR2 (via the OR processing mechanism) has
proven to be more fruitful. Study 1 indicated similar processing reflected by these measures in
terms of cognitive processing and Study 2 established statistical support for this relationship.
Focussing on PCA-derived components in Studies 3 and 4B refined previous relationships,
showing a fractionation of LPC subcomponents and the processes to which they relate. Thus it
was determined that it is specifically the P3b which most closely associated with the processing
reflected by the ECR2. Based on these observations, the PPT schema has been adapted to
include the P3b as a correlate of the ECR2. Importantly, the data in Studies 4A, 4B and 4C
have indicated the ECR2 and P3b are more closely related to processing involved in temporary
feature matching than cognitive load per se. Data from the earlier studies of this thesis appear
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to support this interpretation, as discussed above. Accordingly, the ECR2 and P3b have been
relocated in the schema to reflect the temporary feature matching mechanism in PPT. The
validity of this association should be examined in future work.

The P3a was not found to correlate with the ECR2, although some cognitive load effects were
observed for this component. However, consistent Intensity effects were observed for the P3a,
indicating that this component may also reflect the energy detector subsystem, as suggested for
the N1 complex. Thus, the P3a has been tentatively placed alongside the N1 complex in the
schema, to promote investigation of these potential relationships.

Perhaps the most important outcome, for this thesis, is the discovery of the ECR3.
Conceptualisation of this response is clearly in its preliminary stages and further testing is
required. However, in order to mark its discovery, this measure has been added to the current
PPT schema, replacing the recently relocated ECR2. The data from Study 4C indicate that the
SW1 is a potential correlate of this response, but given that evidence of this relationship was
observed only in our final study, further data is clearly needed before an association between
this component and the ECR3 can be confirmed. Thus, SW1 has been added in brackets as a
tentative correlate of late processing in the PPT schema, to be examined in future research.

Thus, it can be seen that the identification of LPC subcomponents has served to advance
attempted integrations of ERPs into the PPT model, on a number of levels. The fractionation of
subcomponents observed in this thesis accommodates some of the inconsistencies found in
previous attempts to link the LPC with the OR. Specifically, it appears the LPC is not an index
of the OR, but the subcomponents of this complex do reflect some of the processing involved in
generating the OR.

The subcomponents activated depend on the paradigm involved, and

therefore, correlations between the LPC and OR are paradigm specific. Future research should
continue to identify LPC subcomponents and attempt paradigm-specific predictions in order to
clarify these relationships.

11.7 Future directions
The studies of this thesis suggest several future directions for ongoing research into ANS-CNS
linkages, and specifically ECR-ERP relationships in the context of PPT. Perhaps of greatest
importance is the replication of the new ECR3, as observed in Study 4C. This component
appears to reflect processing relating to formulating a cognitive response to a stimulus

241

(counting), as distinct from the ECR2, which appears to be associated with identification
(analysis of features) of stimuli requiring that cognitive response. Future studies should aim to
investigate cognitive load under conditions which are matched in terms of feature analysis
processing to study this new component. As a first step, a study replicating the conditions used
in Study 4C as a separate paradigm would be informative. That is, while the two FA blocks
were examined separately in Study 4C, they were part of a complex paradigm involving a total
of four counterbalanced stimulus blocks, and it is unknown whether/how this design has
contributed to the observed effects.

Single-trials effects in the ECR3 may also be of interest, to determine whether cognitive load
associated with the “Count” instruction increases over trials. Once the conditions under which
the ECR3 is elicited have been reliably determined, the tentative relationship between the ECR3
and the SW1 observed in Study 4C should be pursued. Recent research has shown that the
single-trials approach is informative for linking ANS and ERP measures in the OR context.
Rushby et al. (2005) used SCR as an OR “yardstick” to demonstrate parallels between the LPC
and the OR in a habituation paradigm, and Barry and Rushby (2006) observed habituation of the
Novelty P3 comparable with SCR decrement in a Go/NoGo task. Research seeking components
that show stimulus-response profiles analogous to preliminary processes of the OR is an
important approach for demonstrating the appropriate integration of ANS-CNS relationships
into PPT.

An important observation leading to the reinterpretation of the ECR was the linkage between the
ECR2 and FA processing. While the effects observed in the studies of this thesis appear to
support this interpretation, further evidence is required to confirm this new conceptualisation. If
the ECR2 is an index of FA processing, then increasing FA processing requirements should
result in increased ECR2s. Examination of the ECR under varying FA requirements should
prove informative for clarifying linkages between this measure and preliminary processes of the
OR.

One possible approach may entail examining processing variations associated with

increasing the number of non-targets in a task, such that only one of three possible stimuli
should be responded to, thereby increasing the involvement of the feature matching mechanism.
Connections between the ECR2 and PDR may also be pursued in these investigations, as both
ANS measures are hypothesised to reflect temporary feature matching in the present revised
version of PPT.

Several other ideas for future research have been proposed in Chapters 4 to 10 of this thesis, the
most common of which is the search for a more appropriate correlate of the ECR1. As indicated
numerous times, the P1 seems the next most logical choice. As an earlier component than the
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N1, it is more likely to reflect exogenous aspects of stimulus processing, without the
complexities associated with the N1 here. Other suggestions include the continued use of PCA,
with specific focus on determining possible functions and characteristics of the early and late
Slow Wave, and the linkage of other ERP components with ANS measures already included in
PPT.

The results observed in the studies of this thesis have indicated such linkages are

achievable and are a worthy focus for future work in this area.

In conclusion, this thesis examined ERP correlates of the auditory ECR with the aim of
identifying similarities between measures found important in the autonomic orienting reflex
(OR) context and the ERP literature. The systematic investigation of stimulus intensity and
cognitive load effects over the series of four studies has led to important theoretical
developments in relation to indices of preliminary OR processes. Specifically, the observation
of an apparently-new index of cognitive processing, the ECR3, is a significant finding in this
thesis, underscoring the value of pursuing associations between ANS and CNS measures. These
developments are valuable in the context of PPT, but also serve to enhance existing knowledge
regarding the stimulus-response patterns underlying individual components of the ERP, and
have provided novel insights and directions for future work.
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Appendix A

The attached CD-ROM contains the demographic and screening questionnaire referred to in the
Methods section of each study. The publications referred to in Chapters 4 and 5 (Lawrence &
Barry, 2009, 2010) are also included. The data and statistical analyses for Studies 1 to 4 are
contained in the “Data” folder, and are presented in separate subfolders for each study. Each
folder includes “output” files, which present the results of ECR, ERP amplitude and principal
component analyses; “data” files, which contain the data used in these analyses; and “syntax”
files, which contain the SPSS commands used to run these analyses.

