In this paper, a three-parameter lifetime model motivated by alpha power transformation is considered. We call the proposed distribution as; the alpha power transformed extended exponential (APTEE). The APTEE model contains new recent models as; alpha power transformed exponential and alpha power transformed Lindley distributions. At the same time, it contains classical models as exponential, gamma, and Lindley distributions. The properties of the APTEE distribution are derived. Parameter estimation is accomplished using maximum likelihood, percentiles, and Cramer-von Mises methods. Simulation issues and applications to real data are emphasized.
Introduction
Modeling lifetime data is important and crucial in many fields such as medicine, engineering, demography, etc.. So, diverse lifetime distributions have been introduced, in the probability theory, to model specific real life data. In recent statistical researches, diverse useful processes of extending and developing new continuous distributions were established to yield new models.
Recently, the modified and extended forms of the exponential distribution were proposed by several authors. For example, the generalized exponential (GE) distribution was suggested by Gupta and Kundu [8, 9] as a generalized form of the exponential distribution. Further, Nadarajah and Haghighi [17] introduced another extension of the exponential model. The probability density function (pdf) of a random variable X having the Nadarajah and Haghighi's exponential (NHE) distribution is given by h NHE (x; β, γ) = γβ (1 + γx) e 1−(1+γx) β , x, γ, β > 0.
The Kumaraswamy exponential, based on Kumaraswamy generated family, has been suggested by Cordeiro and de Castro [2] . Ristic and Balakrishnan [21] proposed the gamma exponentiated exponential distribution. Merovci [16] introduced transmuted exponentiated exponential distribution. An extended exponential (EE) distribution has been suggested by Gómez et al. [7] , depending on the extension of Nadarajah and Haghighi [17] , with the following cumulative distribution function (cdf) and pdf H EE (x; γ, β) = γ + β − (γ + β + γβx)e −γx γ + β , x, γ, β > 0, (1.1) and h EE (x; γ, β) = γ 2 (1 + βx) e −γx γ + β , x, γ, β > 0.
The exponentiated generalized EE and the modified exponential distributions have been proposed, respectively, by de Andrade et al. [5] and Rasekhi et al. [19] . Recently, alpha power transformation (APT) has been proposed by Mahdavi and Kundu [15] in order to get more flexibility to a family of distributions. The cdf of a continuous random variable X has APT family is defined as follows:
In view of the APT, we explore the APTEE model from the EE distribution. The APTEE distribution contains special recent models, namely; APT exponential (Mahdavi and Kundu [15] ) and APT Lindley (Dey et al. [6] ). At the same time, it contains special classical distributions which are exponential, Lindley and gamma. Statistical properties are implemented. Estimation of the parameters and applications with real data are given. This paper is constructed as follows. In Sections 2 and 3, we study the APTEE, and explore its properties. In Section 4, we obtain the maximum likelihood (ML), percentiles and Cramer-vonMises estimators and their effectiveness are examined via a numerical study. The analyses of two real data sets are employed in Section 5. The paper ends with concluding remarks.
The APTEE model
The distribution function of APTEE distribution with set of parameters = (α, β, γ) is obtained by substituting the cdf (1.1) in (1.2) as follows
The pdf of APTEE distribution is given by
Also, the reliability function, sayH APTEE (x; ), and hazard rate function (hrf), say Ξ APTEE (x; ) of X are given, respectively, as follows:
and
Special sub-models of the APTEE distribution are recorded in Table 1 . Hereafter, a random variable X that follows the distribution in (2.1) is denoted by X ∼ APTEE ( ). Some descriptive pdf and hrf plots of X ∼ APTEE ( ) are illustrated below for specific parameter choices of (see Figure 1 ). From Figure 1 , we conclude that pdf of APTEE distribution can be reversed J-shaped, uni-model and right skewed. Also, the hrf of APTEE distribution can be increasing and decreasing as seen from Figure  2 
Statistical properties

Quntile function
The APTEE distribution can be easily simulated by inverting cdf (2.1) as follows: if p follows uniform distribution on (0, 1), then
where W(.) is the Lambert W-function and 0 <p<1. According to Corless et al. [3] and Jodra [10] ) the Lambert W function has been applied to solve several problems in mathematics, physics and engineering. Using the Lagrange inversion theorem, the power series for the W-function can be holed (see de Andrade et al. [5] ) as follows
From (3.1) and (3.2), we have We detect from Table 1 that as the value of α increases, for fixed values of β and γ, the value of percentage points increases. As the value of γ increases, for fixed values of α and β, the percentage value points decreases. Also, as the value of β increases, for fixed values of α and γ, the percentage value points decreases.
Moments
In this subsection, the r th moment and moment generating function (mgf) of APTEE distribution are derived. Using the following series representation in pdf (2.2)
hence, the r th moment of APTEE distribution can be formed as follows
Using the binomial expansion, then
Using the binomial another time, then the r th moment of APTEE distribution is
Individually, the first four moments are obtained by setting r = 1, 2, 3, and 4 in (3.4). Also, the r th central moment (µ r ) of X is given by
The skewness (SK) and kurtosis (Ku) are defined by From Table 3 , we conclude that, as the values of α and β increase then the values of µ 1 and σ 2 are increasing, whereas, the values of SK and Ku are decreasing. As the values of α and γ increase then the values of µ 1 and σ 2 are decreasing, whereas, the values of SK and Ku are increasing. Also, we conclude that the distribution is skewed to right and leptokurtic.
Furthermore, the mgf of APTEE distribution is given by
Moments of residual life
The m th moment of the residual life of APTEE distribution is obtained by using expansion (3.3) as follows
Then by using the binomial expansions, several times, we obtain
where, Π(., .) is the upper incomplete gamma function. Also, the mean residual life of APTEE distribution can be derived by subsituting m = 1 in the previous equation.
The probability weighted moments
For a random variable X, the class of probability-weighted moments (PWMs), denoted by η r,q , is defined as follows
The PWM of APTEE distribution is derived by inserting (2.1) and (2.2) into (3.5), as follows
Using (3.3) and binomial expansion, then (3.6) will be
Rényi Entropy
The entropy of a random variable provides an excellent gadget to quantify the amount of information (or uncertainty) contained in a random observation regarding its parent distribution (population). A large value of entropy implies the greater uncertainty in the data (Rényi [20] ). The concept of entropy is crucial in various situations in science, engineering and economics. The Rényi entropy of a random variable X, for υ > 0, and υ = 1, is defined by
The Rényi entropy of the APTEE distribution is obtained by inserting the pdf (2.2) in (3.7) as follows
From (3.3), then I R (x)will be reduced to
Using the binomial expansion, more than one time, then the Rényi entropy of APTEE distribution is
Stochastic ordering
Stochastic ordering has been recognized as a useful tool in reliability theory and other fields to assess comparative behavior. Let X 1 and X 2 be two random variables having cdfs, reliability functions and pdfs H APTEE 1 (x; 1 ) and H APTEE 2 (x; 2 ),H APTEE 1 (x; 1 ) andH APTEE 2 (x; 2 ) and h APTEE 1 (x; 1 ) and h APTEE 2 (x; 2 ), respectively, where 1 = (α 1 , β 1 , γ 1 ) and 2 = (α 2 , β 2 , γ 2 ). The random variable X 1 is said to be smaller than X 2 in the following ordering, if the following holds.
Likelihood ratio order
H APTEE 2 (x; 2 ) for all x.
Hazard rate order
is increasing in x.
Mean residual life order
Confirming to Shaked and Shanthikumar [22] , the above stochastic orders are related to each other and the following implications hold:
The following theorem affirms that the APTEE distribution is ordered owing to strongest likelihood ratio ordering when appropriate assumptions are satisfied.
Proof. The likelihood ratio order is
0, which implies that X 1 is stochastically smaller than X 2 with respect to likelihood ratio order. Similarly, we can conclude for (X 1 hr X 2 ), (X 1 mrl X 2 ), and (X 1 st X 2 ).
Parameter estimation
Here, estimators of population parameters are worked out via the ML, percentiles (PR), and Cramervon-Mises (CV) methods of estimation.
Maximum likelihood estimators
The ML estimators of the population parameters for the APTEE distribution are obtained. Let X 1 ,. . .,X n be values from the APTEE distribution with set of parameters = {α, β, γ} T . The log-likelihood function for the vector of parameters, say , can be written as
Therefore, the ML equations are given by
ML estimators of the model parameters are determined by solving numerically the non-linear equations ∂ /∂α = 0, ∂ /∂β = 0, and ∂ /∂γ = 0 simultaneously by using mathematical package.
Percentile estimator (PE)
Let X 1 , . . ., X n be a random sample from the APTEE distribution and Let X (1) <X (2) <· · ·<X (n) be the corresponding order statistics. Based on PR method of estimation; the estimators of set of parameters = {α, β, γ} T , are attained by minimizing the following
with respect to , where p i denotes some estimates of H APTEE (x (i) ; ), and p i = i / n + 1 .
The Cramer-von Mises minimum distance estimators
The CV estimator is a type of minimum distance estimators which is based on the difference between the estimate of the cdf and the empirical cdf (see D'Agostino and Stephens [4] and Luceño [13] ). The CV estimators are obtained by minimizing
MacDonald [14] mentioned that the choice of CV method type minimum distance estimators providing empirical evidence that the bias of the estimator is smaller than the other minimum distance estimators.
Simulation study
A simulation study is conducted to evaluate and compare the behavior of the estimates with respect to their mean square errors (MSEs), and absolute biases (ABs). We generate 1000 random sample X 1 , . . ., X n of sizes n = 10, 30, and 100 from APTEE distribution. Four choices sets of parameters are considered as:
The ML, CV, and PR estimates of α, γ, and β are computed. Then, the ABs and MSEs of the estimates of the unknown parameters are computed. Simulated outcomes are listed in Table 4 and the following observations are detected.
1. The ABs and MSEs decrease as sample sizes increase for all estimates (see Figures 3 and 4) . 2. The ABs and MSEs of ML estimates, for α and γ estimates are smaller than the corresponding for β (see Table 4 ). 3. For fixed values of γ, β, and as the values of α decrease, the ABs and MSEs of all estimates are decreasing, in approximately most of situations (see Table 4 ). 4. The MSEs of the ML estimates of γ and β take the smallest value among the corresponding MSEs for the other methods in almost all of the cases (see Table 4 ). 6. As it seems from Figure 6 , the ABs of the ML of β take the smallest values corresponding to the other estimates of all methods for the same sample size. Also the ABs of β for the three sets of parameters take the smallest values for the same sample size. Generally, the set 1 of parameters gives the smallest ABs for differentβestimates corresponding to other sets of parameters. 
Real data illustration
To illustrate the usefulness of the APTEE model, we provide analysis to two real data sets. The first data set taken from Linhart and Zucchini [12] , represents the failure times of air-conditioned system of an airplane. While second data set taken from Aarset [1] represents the failure times of 50 devices. We fit the APTEE distribution and other five competing models namely; alpha power transformed Weibull (APTW) (Nassar et al. [18] ), APTL, APTE, Lindley (L), and exponential (E) distributions. The two data sets are recorded in Table 5 . The ML estimates along with their standard error (SE) of the model parameters are provided in Tables  6 and 7 . In the same tables, the analytical measures including; minus log-likelihood(-log L) Kolmogorov-Smirnov (KS) test statistic, Akaike information Criterion (AIC), corrected Akaike information criterion (CAIC), Bayesian information criterion (BIC) and Hannan-Quinn information criterion (HQIC) are presented. Based on Tables 6 and 7 , it is clear that APTEE distribution provides the overall best fit and therefore could be chosen as the more adequate model than other models for explaining the considered data set. More information can be provided in Figures 7 and 9 . Also PP-plots are shown in Figures 8 and 10 for both real data. From figures 7-10, we conclude that the APTEE distribution provides better fits then we expect that the proposed model may be an interesting alternative model for a wider range of statistical research.
Concluding remarks
In this paper, we study the so-called alpha power transformed extended exponential distribution.
