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Abstract 
This article seeks to outline an integrated and practical geometric optimization design system (GODS) incorporating hybrid 
graphical electromagnetic computing-wedge modeling (GRECO-WM) scheme and the genetic algorithm (GA) for calculating 
the radar cross section (RCS) and optimizing the geometric parameters of a large and complex target respectively. A new wedge 
modeling (WM) scheme is presented for calculating the high-frequency RCS of wedge with only one visible facet based on the 
method of equivalent currents (MEC). The applications of GODS to 2D cross-section and 3D surface are respectively imple-
mented by choosing an average of monostatic RCS values corresponding to a series of incident angles over a frequency band as 
the optimum objective function. And the results demonstrate that the RCS can be effectively and conveniently reduced by the 
GODS presented in this article. 
Keywords: radar cross section; geometric parameter; complex target; optimum design; wedge modeling; genetic algorithms; 
graphical electromagnetic computing 
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PTD—Physical theory of diffraction 
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RT—Ray-tracing 
SPA—Side-play amounts 
SBR—Shotting and bouncing ray 
TLM—Transmission-line modeling 
WM—Wedge modeling 
UTD—Uniform theory of diffraction 
1. Introduction 
The geometric parameter optimization (GPO) for 
large and complex target based on the electromagnetic 
diffraction field (EDF) reduction is of great concern 
for the target design (here “large” implies that the di-
mensions of targets such as aircraft, ships, automobiles, 
etc. are greater than five times of the radar’s wave 
length of 2.5-30.0 cm and “complex” implies that there 
are many facets, edges, surfaces and so on). It is very 
necessary and desirable to have a systematic optimum 
design procedure and code for engineering target de-
sign in which only the objective function and design 
variables need to be chosen and then the optimum de-
sign can be automatically conducted. A more efficient 
and practical geometric optimization design system 
(GODS) for a large and complex target should be inte-
grated with following functions: ķ target’s geometric 
description with parameter modeling, ĸ fast radar Open access under CC BY-NC-ND license.
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cross section (RCS) computation, Ĺ omnidirectional 
RCS visualization, and ĺ the GPO. At present, the 
most popular technique for target’s geometric descrip-
tion is the non-uniform rational B-splines (NURBS), 
which is widely applied to the fast parameter modeling 
of target in the aviation, automobile, ship and other 
industries because it provides great advantages in 
complex target’s geometrical representation[1-2]. 
The fast computation of monostatic RCS in high 
frequency region for large and complex target is of 
great concern to both target design and antenna com-
munication engineers, and this topic has received 
strong attention for several years[3-4]. As is well known, 
there are several scattering mechanisms that affect the 
RCS of large and complex targets, such as specular 
reflection, diffraction at edges, multiple scattering, 
shadowing effects, surface-wave scattering at discon-
tinuities, creeping waves, etc. Consequently, efficient 
and accurate computational techniques that account for 
all of these effects are required. Current techniques can 
be categorized under four headings: ķ integral equa-
tion-based methods, such as the method of moment 
(MoM)[5]; ĸ differential equation-based methods, 
such as the finite element (FE)[6], finite element time- 
domain (FETD)[7], finite-difference time-domain (FD- 
TD)[8], pseudospectral time-domain (PSTD)[9], trans- 
mission-line modeling (TLM)[10] methods, etc.; Ĺ the 
geometric optics (GO) ray-based asymptotic approxi-
mations, such as the geometric theory of diffraction 
(GTD) and uniform theory of diffraction (UTD)[11], 
shooting and bouncing ray (SBR)[12], generalized ray 
expansion (GRE)[13], ray-tracing (RT)[14] methods, etc.; 
ĺ current-based theories, such as the physical optics 
(PO)[15], iterative physical optics (IPO)[16], physical 
theory of diffraction (PTD)[17], incremental theory of 
diffraction (ITD)[18] methods, etc. In recent years, with 
the rapid advancement of computer modeling tech-
niques for the target’s surface, several fast calculation 
methods have been developed to predict the high-fre- 
quency EDF of large and complex target based on the 
PO method and the NURBS or computer graphics[19]. 
The graphical electromagnetic computing (GRECO) is 
one of the most powerful methods for computing the 
RCS of complex radar target in the high frequency 
region, and has the advantages of high speed and visu-
alization for engineering application[20-24]. 
In general, it is possible to use five kinds of ap-
proaches[25] to visualize the omnidirectional RCS, 
namely multi-curve, 3D-surface, plane contour line, 
plane grey-scale map and grey-sphere. The grey- 
sphere approach has the advantage in visually and 
conveniently surveying the RCS data of all directions 
and finding the maximum value from the RCS distri-
bution of a large and complex target. According to the 
location of high diffraction found by rotating the grey- 
sphere, the orientation angle of plane with high dif-
fraction on target’s surface can be changed to reduce 
the EDF.  
The design sensitive analysis (DSA) based on gra-
dient method[26-27] and genetic algorithm (GA)[28-29] are 
very popular for the GPO of target. The DSA concerns 
about the relation between the objective function and 
design variables, in which the objective function is 
expressed as an implicit derivative function of design 
variables. Using the DSA, the number of objective 
function evaluation can be reduced significantly and 
an optimum solution is usually able to be found in just 
a few times of iteration. However, the solution ob-
tained from DSA is probably a local optimum. The GA 
is an efficient and successful technique to obtain the 
optimal shape of target. Using the GA, the global op-
timum solution is able to be gotten but large amount of 
objective function evaluation is necessary. This large 
amount evaluation restricts the application of GA.  
From previous review, it is interesting to note that a 
large number of researches are concentrated only on 
some important individual issues such as the NURBS 
modeling, fast RCS computation, RCS visualization, 
GPO, etc. However, few papers are focused on the 
GODS for large and complex target, integrating and 
incorporating all the above-mentioned issues. This is 
just the focus of this article. 
2. Wedge Modeling (WM) Scheme 
From Refs.[20]-[23], the GRECO formula of EDF is 
derived from PO as 
2 2
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where V is the RCS, O the wavelength of electromag-
netic wave, [ the angle between target surface and 
workstation screen, j the unit of imaginary number, k = 
2S/O the wave number of free space, z the distance 
between target surface and workstation screen or the 
depth of midpoint of a section of the edge, S the area 
of target surface, and S' the projection area of target 
surface on workstation screen. 
The surface integral of a target on the workstation 
screen can be transferred into the coherent sum of 
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where w is the width of each pixel on the workstation 
screen corresponding to the actual length of real target, 
w2 corresponding to the item of ds' in Eq.(1) and repre-
sents the area of one pixel on the workstation screen 
projecting on the surface of real target. 
By GRECO, the target image on the workstation 
screen can be processed to identify the target surfaces 
and obtain the unit normal of each point on these pa-
rametric surfaces. From the unit normal knowledge of 
visible target surfaces, the high-frequency RCS ap-
proximations are then easily predicted. It is worth no-
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ticing that GRECO is not only capable of computing 
the RCS of a surface, but also computing a general 
wedge of target. From the discontinuous pixel knowl-
edge about the unit normal between two adjacent sur-
faces of a target image on the workstation screen, the 
geometric information of a wedge, such as included 
angle, orientation, length, etc., can be identified by the 
GRECO. However, the unit normal knowledge of pa-
rametric surface of a target image on the workstation 
screen is defined by three components of surface pixel, 
with a byte of 8 bits. This causes an unit normal calcu-
lation with lower precision[23].  
The total RCS of target can be approximated as the 
sum of surface and wedges, in which the wedges in-
clude those wedges with their two adjacent facets be-
ing all visible and those wedges with only one visible 
facet and one invisible adjacent facet. The geometric 
information of invisible facets cannot be obtained by 
GRECO method, so the triangular facet modeling 
method has to be used to model the target surface and 
obtain the wedge’s geometric information. In triangu-
lar facet model, the artificial facets should be identified 
and removed.  
All interior angles of artificial wedge between two 
adjacent triangular facets, resulted from the modeling 
of target surface with a number of triangular facets, are 
approximate to S, thus the identification rule of artifi-
cial wedge is established by choosing a smaller angleH 
as the critical angle. That is, for a given critical angle 
of H, if the interior angle Dof wedge satisfies 
D Hd S                  (3) 
then the wedge can be identified as an original wedge 
of target; otherwise, it can be defined as an artificial 
wedge. 
In order to obtain the geometric information of 
original wedge efficiently, the influence of artificial 
wedge on geometric information of triangular facet 
need not to be taken into account. The visibility of two 
adjacent triangular facets is identified, or the relation-
ship between the exterior normal and the incidence 
direction of facet is yielded from the facet and wedge 
model. Then, it is possible to identify the facet shad-
owed and eclipsed by another facet and the wedge 
between two adjacent triangular facets, in which one is 
visible and another is invisible. Subsequently, the 
geometric information of original wedge with only one 
visible facet, such as wedge position, wedge direction 
vector and wedge angle, is obtained by PO. 
According to the geometric information, the EDF of 
original wedge with only one visible facet is calculated 
by means of the method of equivalent currents (MEC) 
as follows: 
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where sE  is the EDF; \0 the Green function of free 
space, and 0 exp( j ) /(4 )kR R\  S , R the distance be-
tween source and target; Z0 the free space wave im-
pedance; Ie the equivalent line electric-current; s the 
unit vector along diffraction direction; t the unit vector 
along edge direction; Im the equivalent line mag-
netic-current; r the position vector of reference point 
of target; De, Dm and Dem are the diffraction coeffi-
cients of MEC; H i is the incidence vector of magnetic 
field; Y0 the free space admittance; E i the angle be-
tween the wedge of target and incidence direction; and 
Es the angle between the wedge of target and 
diffraction direction. 
Substituting Eq.(4) into the definition of RCS gives  
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where L is the length of wedge, ei the unit vector along 
the incidence direction of electric field, es the unit vec-
tor along the diffraction direction of electric field, f the 
physical diffraction coefficient, hi the unit vector along 
the incidence direction of magnetic field, hs the unit 
vector along the diffraction direction of magnetic field, 
g the physical diffraction coefficient, E the angle be-
tween the incidence and wedge directions, and rc the 
position vector of the midpoint of wedge. 
From Eq.(9), the RCS of wedge with only one visi-
ble facet can be predicted. The geometric information 
identification and RCS computation of wedge with 
only one visible facet, as mentioned-above, is termed 
as wedge modeling (WM) scheme. The highlights of 
this new WM scheme for the RCS computation of 
wedge with only one visible facet are ķ the original 
wedge with only one visible facet can be identified, ĸ 
the geometric information of identified wedge with 
only one visible facet can be obtained, and Ĺ new 
formula is established to predict the RCS of wedge 
with only one visible facet. 
Obviously, with the WM scheme, it is possible to 
calculate the RCS of wedge with only one visible facet, 
whereas the RCS of wedge with two adjacent visible 
facets is still computed using the GRECO in order to 
further decrease the computation effort of WM. The 
total RCS of target surface is then gained by summing 
the contributions of visible surface and wedge pre-
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dicted by GRECO and that of wedge with only one 
visible facet, defined by WM. This computation pro-
gram for large and complex targets is defined as the 
hybrid GRECO-WM scheme. Two examples are pre-
sented below to verify the validation of hybrid 
GRECO-WM scheme. 
For a cube with a edge length of 0.15 m and under 
the frequency of 10 GHz, according to Eq.(2), it is 
possible to have the monostatic RCS curve without 
taking into account the contribution of the wedge with 
only one visible facet. By means of Eq.(2) and Eq.(9), 
the monostatic RCS curve is obtained by summing the 
contributions of visible surface and wedge and that of 
the wedges with only one visible facet calculated with 
hybrid GRECO-WM scheme (shown in Fig.1, where I 
is the azimuth angle of incident direction in horizon 
plane). From Fig.1, it is obvious that in contrast to the 
EDF of surface, the EDF of wedge with only one visi-
ble facet is very weak. The influence of wedge diffrac-
tion on total RCS of target can be seen only in the case 
of very weak diffraction of surface. 
 
Fig.1  RCS comparison between a cube with and without 
wedge of single visible facet. 
The geometry and dimensions of a generic missile 
model (shown in Fig.2(a))[20] are shown in Fig.2(b). 
By means of Eq.(2), one can obtain the monostatic 
RCS curve by GRECO. On the basis of Eq.(2) and 
Eq.(9), the monostatic RCS curve can be defined by 
hybrid GRECO-WM scheme. The calculations are 
obtained under 12 GHz and vertical polarization as 
shown in Fig.2(c), where T is the pitch angle. From 
Fig.2(c), it is obvious that the coincidence of the pre- 
 
(a) Missile model[20-21] 
 
(b) Geometric configuration and dimensions of missile model 
 
(c) Comparison of RCS 
Fig.2  Missile and comparison of RCS. 
dictions of hybrid GRECO-WM and measurements is 
better than that of the predictions of GRECO and 
measurements. The reason for this is that the RCS cal-
culated by hybrid GRECO-WM takes the contributions 
of all surfaces and wedges into account. 
3. Geometric Parameter Optimization 
The object of GPO for real target is ulteriorly to re-
duce the target signature character, e.g., to have 
enough small diffraction in certain sensitive directions. 
However, the EDFs of every direction are usually con-
tradictory and inconsistent, and cannot be minimized 
at the same time. Therefore, the reduction of target 
signature character is an issue of multi-objective opti- 
mization. By means of the linear weighted sum method, 
the optimum objective function can be taken as the 
weighting average of the RCS in some sensitive direc-
tions, and the weighting coefficient is determined ac-
cording to the sensitive degree in each direction. Ob-
viously, the objective function is a mathematic expres-
sion with the RCS being involved in it. The appropri-
ate geometric parameters can be chosen as the design 
variables, with which not only the target shape can be 
changed within the allowable extent, but also the 3D 
NURBS surface of target can be modeled automati-
cally on the workstation screen. Because the RCS of 
complex target varies acutely with each of the relevant 
parameters, the deterministic optimum algorithm pos-
sibly can only give the local optimum solution and the 
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stochastic GA is more efficacious for solving the opti-
mization problem. The geometric constraint can be 
directly transferred into the allowable range of each 
design variable. 
3.1. 2D cross-section optimization 
A 2D low RCS cross-section (shown in Fig.3(a)) is 
used to verify the GODS. With this 2D low RCS 
cross-section, a cylinder with a length of 1 m can be 
structured. Using the hybrid GRECO-WM scheme, the 
RCS variation of this cylinder with pitch angle at the 
frequency of 10 GHz and horizontal polarization can 
be obtained as shown in Fig.3(b). From Fig.3(b), it is 
seen that much lower RCS values of the cross-section 
appear in an angular region between inflection points 
of upper and bottom surface than other angular regions. 
At this time, the GODS is applied to reducing the RCS 
in the vicinity of 90º. Because of the symmetry of 
cross-section (shown in Fig.3(a)), only half of the 
cross-section need be taken into consideration. Thus, 
the left side of this cross-section is chosen and being 
described with two cubic NURBS curves, which are 
both fragment parametric curves expressed with the 
arithmetic product of a series of control points and the 
primary function of the NURBS curves:  
,
0






 ¦P V           (10) 
where Vi is the control apex, and Bi, k(u) the k-order 
primary function of NURBS defined by node vector  
U = [u0  u1  ···  un+k]. 
From Eq.(10) and utilizing CAD software, the 
NURBS curves and control points are generated as 
shown in Fig.3(c). The distribution and location of 
control point are dominated by the shape of cross-sec-
tion. From Fig.3(c), it is shown that there are 13 points 
for each of both the upper and lower curves, and the 
13th control points of both curves are coincident. In 
order to avoid too many design variables, a driving 
point is chosen from every three points. The side-play 
amounts (SPAs) of driving points relative to the 
primary shape are taken as the design variables and 
those of other points can be obtained by means of the 
interpolation of the SPAs of driving points. From 
Fig.3(c), the points 1, 4, 7, 10 and 13 (here points 1 
and 13 are restrained) are the driving points. The in-
terpolation of SPA for point 3 is 
4 1 1 2 2 3
3 1
1 2 2 3 3 4
( )(| | | |)
| | | | | |
z z V V V V
z z
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'  ' '  '        (11) 
where 'zi is the SPA of point i along the direction of Z 
and | |i jV V  the distance between points i and j. So, 
there are only 7 design variables remained on each 
cross-section. It is worthy to notice that the SPA is 
replaced with the linear interpolation of relative chord 
to prevent the unfavoured influence resulted from the 
 
(a) 2D low RCS cross-section 
 
(b) RCS curve of a cylinder with low RCS cross-section 
 
(c) NURBS curves and control points 
 
(d) Original and optimized shapes 
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(e) RCS curves of original and optimized shapes around 90º 
 
(f) RCS curves of original and optimized shapes around 60º 
Fig.3  2D cross-section optimization. 
non-uniform distribution of control point. Since the 
order of cross-section continuity is governed by the 
primary function of NURBS, the numbers of order of 
the cross-section continuity will not decrease due to 
the linear interpolation being used to determine the 
SPA of control point. 
In order to reduce the RCS of the cross-section sub-
jected to an incidence of horizon plane i.e., V(90º, 90º)  
to be as less as possible, the objective function is taken 
as the average of five RCS values corresponding to 
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where V(T, I) is the RCS corresponding to T and I. 
Using GA to solve Eq.(12) and taking the number of 
population being 50, the cross probability being 0.7, 
the variability probability being 0.01 and the fitness 
function of individual being 1 000 (40 – f ), a satisfy-
ing result is obtained through 150 steps of iteration, as 
shown in Figs.3(d)-3(e). From Fig.3(e), it is clear that 
the RCS curve of optimum shape appears really a nar-
row and deep valley corresponding to about 90º, 
whereas the RCS calculations near 75º and 140º have 
much greater increments within larger range. 
Similarly, the RCS computations of optimum shape 
based on taking the RCS average within the range of  
T = 60º ± 5º as the optimization object are shown in 
Fig.3(f). And the similar phenomenon and conclusion 
can be obtained. 
3.2. 3D surface optimization  
A helicopter (shown in Fig.4(a)) is chosen as the ini-
tial 3D surface for GPO. The RCS of helicopter is 
computed based on the hybrid GRECO-WM scheme 
(shown in Fig.4(b)). From Fig.4(b) and engineering 
experience, it is known that the helicopter’s vertical 
tail and end-plates fixed at two ends of tail plane are 
large in area, which causes strong diffraction in the 
side direction. Therefore, in order to reduce the EDF, it 
is necessary to slope the vertical tail and end-plates 
into the same angle of 15º respectively, as is adopted 
for American helicopter RAH-66. The RCS computa-
tion of modified shape is then given in Fig.4(b). The 
comparison between the RCS computations of original 
and optimized shape clearly shows that the peak value 
of RCS in the vicinity of 90º has an apparent reduction 
of 25 dB. In the case that the geometric surfaces of 
head- and after-bodies of helicopter are kept un-
changed, only the 3D surface of middle fuselage 
(shown in Fig.4(c)) is optimized through GPO. From 
Fig.4(c), it is seen that six cross-sections are chosen 
along the longitudinal axis of fuselage and named as 
cross-sections 0 to 5 respectively, and the surface of 
middle fuselage is then divided into five surface strips 
to be modeled with the NURBS. Keeping the geome-
tries of cross-sections 0 and 5 fixed, selecting three 
control points on each of cross-sections 1 to 4 as the 
driving points, dividing each cross-section into four 
segments, and taking the SPAs of driving points along 
the coordinate axis Y as the design variables, then there 
are twelve design variables altogether as listed in Table 
1. Fig.4(d) demonstrates three design variables on 
cross-section 1.  
 
(a) 3D surface of helicopter 
 
(b) RCS curves before and after concept optimization 
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(c) Six cross-sections of middle fuselage 
 
(d) Design variables on cross-section 1 
 
(e) RCS curves before and after GPO 
Fig.4  3D surface optimization. 
Table 1 Design variables and optimization results 
Cross-section No. Variables optimization results 
1 'y1=    0.087 402 
'y2=    
0.029 134 
'y3=     
–0.095 276 
2 'y4=     0.027 559 
'y5=     
0.046 457 
'y6=     
–0.081 102 
3 'y7=     –0.003 937 
'y8=     
0.095 276 
'y9=     
–0.010 236 
4 'y10=     0.044 882 
'y11=     
–0.070 079 
'y12=     
0.065 354 
The other design variables on the rest sections may 
be deduced similarly. The SPAs of two endpoints of 
cross-section are fixed to be 0, whereas those of other 
control points on the cross-section can be determined 
by means of the linear interpolation of relative chord 
based on the SPAs of above-mentioned five points. In 
addition, the SPA of interior control point can be 
gained by the linear interpolation of relative chord 
based on the SPAs of two relevant control points on 
the cross-sections at both ends of surface. Through 
adjusting the coordinate value of control point the dif-
ferent design variables are obtained and the whole 3D 
surface will be modified. 
Taking the RCS average within the range of azimuth 
angles of 90º ± 10º on horizontal plane as the objective 
function, the GPO for above-mentioned 3D surface 
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where V is the RCS objective function of the pitch 
angle T, the azimuth angle I and design variables 'yi  
(i = 1, 2, ···, 12). When T is 90º, the incidence is along 
the horizontal plane. 
Using the GA to solve Eqs.(13)-(14), the constraint 
conditions of design variable 'yi are given based on 
the engineering experiences. The GPO is performed 
under 10 GHz frequency and horizontal polarization. 
Letting the population numbers be 20, cross probabil-
ity be 0.7, variability probability be 0.01 and fitness 
function of individual be 1 000(20 – f ), after 600 steps 
of iteration the fitness function of individual becomes 
17 798. This implies that the RCS average is reduced 
to be 2.2 dBsm. The twelve optimum design variables 
are listed in Table 1. From Table 1, it is shown that 
four of the twelve design variables are approximate to 
the constraint conditions and their absolute values are 
greater than 0.8 whereas others are not large, so it is 
shown that no noticeable change of fuselage occurs. 
The comparison between the RCS curves of original 
and optimum shapes is shown in Fig.4(e). From 
Fig.4(e), it is apparent that the peak value of RCS in 
the vicinity of 83º disappears and the maximum values 
of fuselage’s RCS decreases by 13 dB. 
4. Conclusions 
An integrated and practical GODS is established for 
low RCS target design with the NURBS, hybrid 
GRECO-WM scheme, grey-sphere visualization and 
GA. A new WM scheme is presented for calculating 
the RCS of the wedge with only one visible facet. The 
applicability of the GODS for 2D cross-section and 3D 
surface has been shown. It is demonstrated that the 
RCS of target can be effectively and conveniently re-
duced by the proposed GODS. 
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