We aim at the efficient computation of the rightmost characteristic roots of a system of delay differential equations. The approach we use is based on the discretization of the solution operator by linear multistep (LMS) methods. This results in an eigenvalue problem whose size is inversely proportional to the steplength used in the discretization. We use theoretical results on the location and numerical preservation of roots obtained in earlier work. Furthermore, we construct special-purpose LMS methods emphasising the accuracy of approximation of characteristic roots. We present a novel procedure that computes efficiently and accurately all roots in any right half-plane. In particular, no roots with large imaginary parts can be overlooked. The performance of the new procedure is demonstrated for small and large-scale systems of delay differential equations.
Introduction
We consider a system of linear delay differential equations (DDEs) of the form , see e.g. [11] . Note that (1.2) has an infinite number of roots Y . However, the number of roots in any right half-plane, i.e., with
is finite. Hence the stability of (1.1) is always determined by a finite number of roots.
Remark that system (1.1) can be considered as the linearization of the nonlinear DDE system
about a steady state solution £ ¦ ¥ §
, where £ § is continuously differentiable. The local stability of the steady state of (1.3) is determined by the stability of (1.1).
One approach to compute the rightmost characteristic roots of (1.2) is presented in [8] and implemented in the software package DDE-BIFTOOL [6, 7] . Other methods to study the stability of (1.2) are discussed in e.g. [13, 5] . The recent research focuses mainly on methods using discretizations of either the solution operator [8] or the infinitesimal generator [1, 2, 3] to (1.1). In [8] , the solution operator is discretized using a linear multistep (LMS) method with polynomial interpolation to evaluate the delayed terms. The size of the resulting eigenvalue problem is inversely proportional to the steplength used in the discretization. The solution operator to (1.1) over one time step of length ' is discretized by the scheme described above, cf. [8] . The resulting matrix has size
In [8] , a heuristic choice of the steplength used in the discretization, cf. Section 2.1, was presented to approximate all roots . For a more precise definition, see [8] . Then, the (open) right and left half-plane are approximated in this disc up to the accuracy where P U g f is a safety factor. This heuristic is implemented in DDE-BIFTOOL. Since the eigenvalues of the discretization of the solution operator have approximately the same modulus, they are computed using the QR method. However, its cost grows like p i [8] . Note that the steplength heuristic should only "guarantee" that the wanted roots are approximated with sufficient accuracy so that the subsequent Newton iterations will converge successfully. Clearly, it would be advantageous to obtain a novel heuristic which allows to use a larger steplength.
Heuristic (2.7) usually results in a steplength that is much smaller than necessary. This is mainly due to the denominator in ( . The second way is to reconsider the properties of LMS methods that are desirable for our purpose. It will be clarified that other requirements have to be imposed on the LMS methods used. This results in the construction of special-purpose LMS methods. The first way, i.e., locating " P X i p p d r u x e w.r.t.
, is considered in the next section, while in Section 3, special-purpose LMS methods are constructed. Combining both ideas will lead to a novel steplength heuristic of a totally different form as heuristic (2.7). These new techniques are worked out in Section 4, where they are combined in a novel procedure to compute all characteristic roots in i p r q x .
The location and numerical preservation of roots
This section summarizes the work on the location and numerical preservation of roots in [15] . These results allow to consider more precisely the location of " P X i p p u r r x w.r.t.
. Moreover, the results on the numerical preservation of characteristic roots motivate (partially) the requirements for the special-purpose LMS methods constructed in Section 3.
First the location of the characteristic roots in the complex plane is considered. Let
and denote by "
" the closure. The set
-regions" can partially or totally overlap. This is illustrated in Fig. 1 (left) . In this case, .5) that is presented in Section 2.1. As detailed in [8, 15] , the stability of this discrete scheme is determined by the real parts of the roots
. Comparing the right hand sides of (2.5) and (2.9), one observes that 
1
. In case no interpolation is performed (i.e.,
, by (2.10). Denote by The preservation of (in-)stability, i.e.
x © P
, is now treated in more detail. We first define the stability preserving region of an LMS method as . For a more precise definition of the latter, see e.g. [10] . The following (delay-independent) result holds. 
Special-purpose LMS methods
As foreshadowed at the end of Section 2.2, the properties of LMS methods that are desirable for our purpose to approximate accurately the rightmost roots (i.e., those in
for a given x w 5 7
) have to be considered in detail. These desired properties are derived in Section 3.1. Next, in Section 3.2, we construct specialpurpose LMS methods.
The requirements on the discrete approximation

Approximation of the characteristic equation
This section considers the role of the LMS method in the approximation of the characteristic equation (2.5) by (2.9).
Denote by
an element of the set in the right hand side of (2.5), for
. Note that the continuity of
is considered in more detail in [15] . Let 
, where
We neglect the influence of the interpolation in (2.9), such that
The error estimation in (3.2) motivates the following definition of the "trustregion"© for a given relative tolerance
The occurrence of
3) will be clarified in Section 3. 
¤¨
. It is illustrated in Section 3.2 that the origin belongs to© for all H P
. Thus, the smallest error can be expected for Y close to the origin.
The preservation of roots
We now discuss the practical use of the results of Section 2.3 on the numerical preservation of characteristic roots.
Recall that, the "heuristic tolerance" implied by . The results (3.2) and (3.3) give confidence in these approximations.
Construction of special-purpose LMS methods
Our objective of approximating the roots in
imposes other requirements on LMS methods than in case of time integration. The desired properties were discussed in the previous section. Specifically, the size and extent of the stability region of the LMS method used is not important for our purpose. In the context of time integration, on the contrary, the stability region is important since it indicates which steplengths prevent that spurious modes due to the numerical scheme arise (and grow). However, in computing the eigenvalues using the QR algorithm, these spurious modes cannot grow to domination over the other modes. For our purpose, it is not the stability region, but the stability preserving region 
coefficients in the Taylor expansion of the left hand side of the order condition (3.5) can be set to zero. Hence
. Indeed, using trigonometric identities, one immediately sees that . Furthermore, these methods satisfy the irreducibility requirement, which we also need in Section 2.1.
In the above construction, we have not imposed that the origin is part of the stability region of the LMS method, which is called zero-stability (or D-stability). Dropping this requirement allows to circumvent the first Dahlquist barrier [9] , which implies that the highest possible order of a zero-stable Figs. 2 and 3 illustrate that
in case of the special-purpose methods is significantly larger than for other LMS methods of the same order, e.g. the BDF methods. This goes together with the remarkably small error constants of the special-purpose methods, cf. Table 1 . Clearly, the latter is also important for the constant factor in the asymptotic result concerning the accuracy, cf. Section 2.1. By construction of the special-purpose methods,
contain part of the imaginary axis. Remark that this property, which we need, cf. Section 3.1.2, does not hold for the BDF methods.
The novel procedure
In this section, we describe the building blocks of the novel procedure to compute all rightmost characteristic roots in E @ r q t s efficiently and with a good accuracy. Section 4.1 treats the novel steplength heuristic for the special-purpose LMS meth- ods. This novel heuristic gives a larger steplength than heuristic (2.7) for any DDE system. Section 4.2 describes an alternative if the resulting eigenvalue problem remains too large to be treated by the QR method. Finally, Section 4.3 describes how the location of ¡ £ ¦ x 0 i § can be estimated, which is needed to calculate the heuristic steplength.
The novel steplength heuristic
As argumented in Section 3.1, we determine Fig 2) . Note that for the c th order method, two alternatives are given. In the remainder we only use the first one, because it gave the best results in almost all our computations, as expected. Remark that using ellipses rather than circles is certainly advantageous in this case since ¥ £ £ ¢ ¤ ¢ exceeds¨` © q £ © . Our heuristic choice of the steplength is formulated as follows. First, a (finite) set of points 
which then has to be bounded above by ' e h g p i
, cf. (2.3). Remark that this novel heuristic gives a larger steplength than heuristic (2.7) for any DDE system. Indeed, the ' given by (4.2) is larger than
The denominator of (4.3) is clearly smaller than the denominator used in heuristic (2.7). In order to asses the numerator of (4.3), assume e.g. that the BDF methods are used in heuristic (2.7). One then has to compare¨`© 
Dividing the interesting region
By using heuristic (4.2), a steplength ' is obtained which can be used in the method to approximate the rightmost characteristic roots, cf. Section 2.1. The computationally most expensive step in this algorithm is the numerical solution of an eigenvalue problem of size , cf. (2.4). As argumented in the previous section, the size of this eigenvalue problem is always smaller than in case heuristic (2.7) would be used. However, if this eigenvalue problem is still too large to be treated, it can be "split" into different smaller ones in the following manner.
As mentioned in Section 3.1.1, it can be expected that the error in approximating a characteristic root . This approach is particularly appealing if solving a single eigenvalue problem would be intractable, e.g. in case of large-scale DDE systems. The above technique allows to "split" the single eigenvalue problem into several smaller (computationally feasible) ones. Each one "zooms in" on a different part of the spectrum.
Estimating the location of
¡ £ ¢6 ¥ ¤ ¦ §
We now briefly discuss how to compute (efficiently) a set of points Remark that computing (the boundary of) ¡ £ ¦ x 0 i § using variants of set-oriented (or path-following) techniques could be possible. For an application in another context, see e.g. [4] . Note though that ¡ £ ¦ x 0 i § does not have to be determined very accurately. Moreover, it is important to notice that in a continuation process, the steplength calculation using (4.2) does not have to be repeated for each steady state since some information can be reused. ) hp r q , for
. One (important) class of matrices with this property are the tri-diagonal, symmetric Toeplitz matrices. These matrices have the same set of eigenvectors, regardless the value on the main diagonal or the value on the first upper and lower subdiagonal, see e.g. [12, Lemma 10.5] . These matrices can arise from, e.g. the space discretization by finite differences of a one-dimensional reaction-diffusion delay PDE that is linearized about a homogeneous steady state solution.
Examples
This section presents examples that illustrate the efficient computation of the characteristic roots for a small-scale and a large-scale DDE system. We show that the use of the novel heuristic (4.2) leads to a significant reduction of the computational cost compared to heuristic (2.7) from [8] .
A small-scale system of DDEs
For a system of four DDEs and one delay, are shown in Fig. 1 (left) and the quantities used in the steplength heuristics are given in Table 3 . for the special-purpose methods. In order to asses the merits of the two adaptations (the location of Table 2 . Table 4 illustrates that both adaptations are improvements to the old steplength heuristic. The new heuristic combines the merits of both adaptations. Table 4 illustrates that Table 5 gives ratio of the steplengths and the ratio of the sizes of the eigenvalue problems for the new heuristic and the old heuristic (2.7). Notice that the ratio
listed in Table 5 decreases with 
where "
w " is the imaginary unit and Fig. 5 , caused by roots with large imaginary part, is not "missed". Such roots could be missed without insight in the location of characteristic roots, as presented in [15] . Finally, consider the technique of "dividing the interesting region", cf. Section 4.2. We will split the single eigenvalue problem of size 
Conclusions
In [8] . These roots determine the stability (of the zero steady state solution) of a linear DDE system (1.1). The proposed approach is based on the discretization of the solution operator to (1.1) over one time step by a linear multistep (LMS) method combined with polynomial interpolation of the delayed terms. This leads to a large eigenvalue problem whose size is inversely proportional to the steplength used in the discretization.
In this paper, we have presented a modification to this procedure. The novel procedure is more efficient while maintaining the reliability of the numerical results. To achieve this goal, we have used theoretical foundations on the location and numerical preservation of roots obtained in [15] . Furthermore, we have constructed special-purpose LMS methods instead of using methods traditionally used for time integration. These techniques allow to use a novel heuristic resulting in a larger steplength, hence the size of the resulting eigenvalue problem is reduced. We showed that, if this eigenvalue problem is still too large to be treated, it can be "split" into different smaller ones which "zoom in" unto different pieces of the complex plane. The resulting procedure computes efficiently and accurately all characteristic roots . In particular, no roots with large imaginary parts can be overlooked.
The performance of the new procedure was demonstrated for a small-and a large-scale system of DDEs.
