Abstract-A robust iterative multicarrier code-division multiple-access (MC-CDMA) receiver with adaptive multipleaccess interference (MAI) suppression is proposed for a pilot symbols assisted system over a multipath fading channel with frequency offset. The design of the receiver involves a two-stage procedure. First, an adaptive filter based on the generalized sidelobe canceller (GSC) technique is constructed at each finger to perform despreading and suppression of MAI. Second, pilot symbols assisted frequency offset estimation, channel estimation and a RAKE combining give the estimate of signal symbols. In order to enhance the convergence behavior of the GSC adaptive filters, a decisions-aided scheme is proposed, in which the signal waveform is first reconstructed and then subtracted from the input data of the adaptive filters. With signal subtraction, the proposed MC-CDMA receiver can achieve nearly the performance of the ideal maximum signal-to-interference-plus noise ratio receiver assuming perfect channel and frequency offset information. Finally, a low-complexity partially adaptive (PA) realization of the GSC adaptive filters is presented as an alternative to the conventional multiuser detectors. The new PA receiver is shown to be robust to multiuser channel estimation errors and offer nearly the same performance of the fully adaptive receiver.
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I. INTRODUCTION
T HE DIRECT sequence code-division multiple-access (CDMA) air interface has been selected to be a major candidate for providing multimedia services in the third-generation (3G) mobile radio communications. This is mainly due to its soft multiple access characteristics, robustness against fading, and anti-interference capability. Recently, a new CDMA technology has been proposed based on the combination of CDMA and multicarrier (MC) transmission to support high data rate services [1] . The MC-CDMA systems can be categorized into two major types [1] : One is a combination of orthogonal frequency-division multiplexing (OFDM) and CDMA, and the other is a scheme of parallel transmission of narrowband direct sequence (DS) waveforms in the frequency domain. In the former system (referred to as MC-CDMA), a spreading sequence of length is serial-to-parallel converted, and then each chip modulates a different carrier frequency. This implies that the resulting signal has a spreading sequence in the frequency domain. In the latter system (referred to as MC DS-CDMA), the available frequency spectrum is divided into equi-width frequency bands, or carriers. Each frequency band is used to transmit a narrowband DS waveform, which means that the spreading operation is done in the time domain. Both of these two types of schemes can offer frequency diversity and robustness to the adverse effect of frequency-selective fading. In addition to multipath effects, an MC-CDMA system is also subject to limiting factors such as multiple-access interference (MAI) and intercarrier interference (ICI) induced by frequency offset. In forward link synchronous transmission with good channel conditions, MAI can be eliminated by employing orthogonal spreading codes. However, this is typically not achievable in reverse link asynchronous transmission or under poor channel conditions, where orthogonality among spreading codes no longer holds.
In order to effectively combat the MAI, a CDMA receiver should be able to perform adaptive processing at the chip or symbol level [2] . On the other hand, to cope with the ICI, an OFDM receiver needs to obtain an estimate of the frequency offset before further processing [3] . Unfortunately, the frequency offset cannot be accurately estimated in the presence of strong MAI. This dictates the development of an MC-CDMA receiver with effective MAI suppression before frequency offset compensation. More importantly, the suppression of MAI must be frequency offset independent. To this end, a novel iterative adaptive receiver is proposed which involves the following implementation procedure. First, a set of adaptive filters, one for each finger, is constructed to collect multipath signals with different delays, assuming that an initial timing estimate is available. The tap weights of each adaptive filter are determined in accordance with the linearly constrained minimum variance (LCMV) [4] criterion so that strong MAI can be effectively suppressed. In particular, these LCMV adaptive filters are realized in the form of generalized sidelobe canceller (GSC) [4] , and a modified blocking matrix is designed to remove the signal with frequency offset from the received data. Second, pilot symbols assisted frequency offset estimation, channel estimation and RAKE combining, together capture the resolvable signal multipath components coherently and give the estimate of the signal symbols. In order to enhance the convergence behavior of the GSC adaptive filters, a decisions-aided scheme is proposed, in which signal waveform is first reconstructed by exploiting the frequency offset estimate, channel estimate, symbol decisions, and signal's signature. The reconstructed signal waveform is subtracted from the GSCs input data sent to the next iteration. Due to signal subtraction preprocessing, the output signal-to-interference-plus noise ratio (SINR) performance of the adaptive filters can be significantly improved [5] , leading to better frequency offset estimation, channel estimation and RAKE combining, as iterations proceed. It is noteworthy that the proposed receiver subtracts the estimated signal waveform before MAI suppression. This is opposite to conventional interference cancellers [7] , which estimate and subtract MAI instead. More specifically, adaptive MAI suppression is performed blindly without the signal's channel and frequency offset information. This means that the proposed receiver can be initialized and MAI can be effectively suppressed without the aid of pilot symbols and frequency offset compensation. The only information required is the timing information for performing FFT. It is shown that the proposed receiver can provide nearly the performance of the optimal maximum SINR (MSINR) receiver [5] with a few iterations. Finally, a low-complexity partially adaptive (PA) realization [8] of the GSC adaptive filters is proposed as an alternative to the conventional multiuser detectors. In particular, partial adaptivity is achieved by working with a reduced size blocking matrix obtained by projecting the estimated MAI composite channel vectors onto the range space of the original blocking matrix. It is shown that the low-complexity PA receiver is insensitive to multiuser channel estimation errors, and offers nearly the same performance of the fully adaptive receiver. In summary, the proposed MC-CDMA receiver with PA MAI suppression performs robust and near optimal signal reception with tolerance to large frequency offsets and resistance to strong MAI.
II. MC-CDMA DATA MODEL AND MSINR RECEIVER
Suppose that there are active users in an MC-CDMA system. Each user is assigned a unique spreading code in the frequency domain, as shown in Fig. 1 , such that the complex baseband equivalent transmitted signal of the th user over the th data symbol can be written as [9] (1) where , with being the symbol duration, is the transmit power, is the spreading code with , is the th symbol assumed to be independent and identically distributed (i.i.d.) with zero-mean and unit variance and is the number of subcarriers. The transmission channel is modeled as with resolvable Rayleigh-fading paths, and a guard time of is inserted after to cope with the intersymbol interference (ISI). After passing through the channel and removing the guard time, as shown in Fig. 2 , the received complex baseband data can be expressed as (2) where is the frequency offset associated with the th user (due to oscillator drifting), and are the complex gain and delay of the th path of the th user, respectively. is the additive white Gaussian noise (AWGN) with power . The received data is sampled at over the th symbol duration, where is the chip duration, yielding the discrete-time data samples [3] (3) for , where user 1 is assumed the desired user (4) is the MAI, , and is the normalized frequency offset, .
After fast Fourier transform (FFT), the received data in the frequency domain is given by (5) for , where (6) is the equivalent complex path gain with the effects of transmit power and frequency offset incorporated (7) is the spreading code sequence premultiplied by the linear phase due to path delay , and and are the FFT of and , respectively. The term is the ICI at the th subcarrier induced by the frequency offset and is given by (8) with (9) being the corresponding complex gains. Note that the first component on the righthand side of (5) is the th symbol premultiplied by an effective channel gain due to multipath fading and frequency offset.
The post-FFT received data over the th symbol can be put into the vector (10) where (11) is the post-FFT signature vector associated with the th path of user 1 (12) is the ICI vector, , is the MAI vector, is the noise vector, and denotes the transpose. Rewriting (10), we get (13) where (14) is the equivalent composite channel vector of user 1 due to frequency offset and (15) is the "frequency shifted" symbol varying with time index , and is the signal vector. With the data model in (13), it is clear that a receiver for user 1 is one that identifies and removes to retrieve . Frequency offset compensation then recovers from . For example, a linear receiver combines the entries of into an estimate of , i.e.,
where is the weight vector, and denotes the conjugate transpose. The weight vector can be chosen in accordance with the popular minimum mean-square error (MMSE) or MSINR criterion [5] . For the MMSE receiver, we have (17) where (18) is the post-FFT data correlation matrix, with Finally, from (13) and (16), with the frequency offset estimated as , the symbol decision can be obtained by
Popular frequency offset estimators are readily found in the literature [3] and [10] . For example, the maximum-likelihood estimator (MLE) [3] is the optimum estimator under AWGN (22) where is the number of pilot symbols . Most existing frequency offset estimators are developed based on the assumption of no or little interference (i.e., AWGN). With the presence of strong MAI, these estimators often degrade seriously. It is, thus, necessary to perform interference suppression before frequency offset estimation. In the next section, an iterative adaptive receiver will be proposed which initializes without the aid of channel and frequency offset estimation, and approaches the optimal MSINR receiver in an successive fashion via signal reconstruction and subtraction.
III. DEVELOPMENT OF PROPOSED MC-CDMA RECEIVER
An iterative MC-CDMA receiver is developed whose overall schematic diagram is depicted in Fig. 2 . The receiver consists of an upper branch and a lower branch. The upper branch consists of the "slave" adaptive filter bank, frequency offset estimator, composite channel vector estimator, and RAKE combiner. The lower branch involves the "master" adaptive filter bank and signal reconstruction. At the th iteration, the master adaptive filters process the "signal subtracted" data and compute an adaptive weight vector for each finger, which provides effective signal (including multipath and intercarrier interference) reception and MAI suppression. The weight vectors of the master adaptive filters are then copied to the slave adaptive filters, which operate on the original data to yield signal symbol decisions. In summary, the design of the receiver involves the following procedure. First, a slave adaptive filter for each finger transforms from the chip domain to symbol domain and performs MAI suppression. Second, frequency offset estimation ( ), path gain estimation ( s), and a RAKE combiner give the signal symbol decisions ( ). Finally, composite channel vector estimation ( ) and waveform reconstruction ( ) is done by exploiting the frequency offset estimate, path gain estimate, signal symbol decisions, and signal's signature vectors. The reconstructed signal waveform is then subtracted from the data sent to the next iteration to obtain an estimate of for the master adaptive filter bank. It is noteworthy that the master and slave adaptive filters use different input data.
A. Construction of GSC-Based Master Adaptive Filters
The following development considers the design of the master adaptive filter bank in the lower branch. Suppose that at the th iteration, the RAKE combiner consists of fingers, with each finger equipped with an adaptive filter. The adaptive filter at the th finger is a linear combiner matched to the post-FFT signature vector whose output is given by
where is the weight vector, and is the post-FFT data vector. Note that, as depicted in Fig. 2 , . To ensure an effective suppression of MAI, adaptive cancellation is performed for each of the filters. A popular criterion for 
for , where
is the post-FFT data correlation matrix at the th iteration. In LCMV combining, the adverse phenomenon of signal cancellation usually occurs due to the mismatch of signature vectors [11] . With such mismatch present, the signal can be treated as interference and receive a very small gain. An effective solution proposed herein is to employ the scheme of GSC [4] , which is essentially an indirect but simpler implementation of the LCMV algorithm. The concept of GSC, as depicted in Fig. 3 , is to decompose the weight vector into two branches:
. In the upper branch, is the fixed matched filter. In the lower branch, is a predesigned "blocking" matrix which removes the signal component (including multipath and intercarrier interference) in . Thus, the upper branch contains both the signal and MAI, and the lower branch contains only the MAI. The goal is then to choose the adaptive weight vector to cancel the MAI in the upper branch output. To apply the GSC in constructing the adaptive filter bank, two modifications should be made. First, instead of blocking signals for a specific path, must remove signals from the entire delay spread so as to avoid signal cancellation. Second, since is required to remove all multipath signals, it is natural to share the same for all fingers, instead of using a different matrix for each adaptive filter. Following the procedure of GSC, is determined by the following MMSE problem:
Solving for and substituting in gives
for . Since the upper branch contains both the signal and MAI, and the lower branch contains the MAI only, minimizing the error between the two branches leads naturally to an adaptive weight vector that cancels the MAI. The solution in (27) involves the inversion of whose size depends on the number of columns of . In the following sections, methods for choosing and efficient realization will be discussed.
B. Selection of Blocking Matrices
As seen in (13), the blocking matrix should satisfy in order to remove the signal. Unfortunately, is not available, and a feasible alternative approach would be to remove the possible components constituting . Ignoring the frequency offset, can be chosen to be a full rank matrix whose columns are orthogonal to , as suggested by (14) . With the unknown frequency offset taken into account, should be constructed to remove signal components within a "broad" range of hypothesized frequency offset values. To this end, a method is proposed in which a dense set of frequencies , , is chosen to accommodate an offset range , and is chosen to be an matrix whose columns are orthogonal to , , where FFT IFFT (28) is the distorted post-FFT signature vector of the th path due to frequency offset , with denoting the Hadamard (elementwise) product. Depending on the width of , the above signature vectors will span an effective rank of . In other words, a set of vectors can be found well representing these signature vectors. A simple method for finding these representing vectors is via the eigenvalue decomposition of the following matrix: Due to the orthogonality among s, the so constructed should satisfy , , . By blocking all possible distorted signature vectors due to different frequency offset values, can effectively remove the signal component in that . The choosing of is a tradeoff between the blocking effect and degree of freedom for adaptive nulling. With a fixed and , a small leads to better blocking but poor interference suppression and vice versa. A heuristic choice which has been confirmed by numerical results is , i.e., two degrees of freedom are used for blocking each finger. By removing both the signal and ICI components before adaptive filtering, the GSC adaptive filters can put all their efforts suppressing the MAI as desired. As a final remark, the blocking matrix in (30) can be computed in advance given a predetermined and .
C. RAKE Combining and Decisions-Aided Signal Reconstruction
The GSC adaptive filters are a variation of the LCMV combiner and share the same characteristics of the latter, e.g., good interference cancellation and poor convergence. By poor convergence, it is meant that there is usually a certain degradation due to finite data samples. In [6] , an analysis of the LCMV beamfomer reveals that the main cause of its poor convergence is the presence of a nonzero cross correlation between the signal and interference-plus-noise due to finite data samples. The cross-correlation term induces a perturbation on the beamformer weight vector, which in turn causes a drop in output SINR. With the increase of data sample size, this cross correlation gradually vanishes and the LCMV beamformer approaches the optimal MSINR beamformer. The same statements apply to GSC adaptive filters. First, the data correlation matrix in (27) is replaced by its sample average version under finite data samples (31) where ,
, and are the sample signal correlation matrix, interference-plus-noise correlation matrix, and cross correlation matrix between signal and interference-plus-noise. Using the fact , we have
Note that the first term on the righthand side of (32) represents the "optimal" MSINR weight vector in (20) [12] , and the second term represents the perturbation leading to poor convergence [6] . A natural way to remedy this is then by removing the perturbation term, which can be achieved by removing the signal component in such that . This suggests an iterative procedure in which the signal is estimated, reconstructed at the th iteration, and subtracted from at the th iteration.
1) Frequency Offset Estimation and RAKE Combining:
At the th iteration, the slave adaptive filters in the upper branch are used to despread the original post-FFT data (33) for . After despreading, the MAI is suppressed to a certain extent, and the frequency offset estimate can be obtained. Methods such as the MLE described in (22) can be employed, but found to yield a large estimation variance due to residual MAI. As a more robust alternative approach, the Fourier method can be employed which starts with the -point FFT of the sequence FFT
where denote either the pilot symbols only (for ) or pilot symbols plus data decisions from the previous iteration (for ). The FFT output power corresponding . Based on these estimates, coherent RAKE combining is achieved by (38) which is then sent to the data decision device (39) It is suggested that hard decisions be used at the initialization of the iterations to avoid large errors in signal reconstruction [see (41)] due to MAI. With MAI suppressed after the first iteration, it is shown that both soft and hard decisions give similar results.
2) Channel Estimation, Signal Reconstruction, and Subtraction: As an analogy to (14) , the composite channel vector estimation is accomplished by exploiting , , and signal's signature vector ( s)
where is the estimated ICI vector obtained based on , s, and (9) and (12) . Next, with , , and available, signal reconstruction can be done by (41) Finally, the reconstructed signal is subtracted from the data sent to the next iteration. This leads to the residual data given by (42) By using as the new input of the GSC adaptive filters in (23), the adverse poor convergence can be effectively improved. This above described procedure can be iterated several times (three to four iterations for typical scenarios) to gain further improvement and approach the performance of the ideal MSINR receiver.
IV. IMPLEMENTATION AND PERFORMANCE ISSUES

A. MSINR Receiver and Algorithm Summary
With signal subtraction, the proposed receiver will act like the optimal MSINR receiver operating on . In particular, as iterations proceed, will contain only the interference and noise such that , and will approach the true composite channel vector in (14) . It is, thus, natural to replace the adaptive filter bank at the final iteration [with superscript omitted] by a single receiver with the weight vector [12] (43) where is a full rank matrix satisfying . It is noteworthy that the above alternative is nearly identical to the MSINR receiver and provides better MAI suppression in a heavily loaded system due to its larger degree of freedom for nulling. Nevertheless, (32) and (43) offer nearly the same performance under moderately loaded scenarios. The complete algorithm of the proposed receiver is summarized in Table I .
B. PA Implementation for Multiuser Scenario
In the direct matrix inversion (DMI) implementation, the computation of adaptive weight vector in (27) involves the inversion of , which is . With a large , this would lead to a high computational load and poor convergence for real-time implementation. To alleviate this, partial adaptivity can be incorporated to reduce the size of s by working with a reduced size . Here, a technique suitable for multiuser scenarios is developed. In a multiuser scenario, the MAIs composite channel vectors can be obtained by pilot symbols assisted path gain and frequency offset estimation in the same way as that described in Section II. In particular, the composite channel vector of user can be obtained by (44) for , where s, , and are defined in the same way as s, , and , respectively. An essential criterion for choosing a reduced size blocking matrix is such that the upper and lower branch outputs of the GSC have a large cross correlation [13] . Since the lower branch contains no signal, the only way to maximize the cross correlation is to retain as much MAI as possible in the lower branch. This suggests that a suitable method for implementing the PA receiver is to find a reduced size that can retain as much MAI as possible. By doing so, a mutual cancellation of MAI can be achieved between the upper and lower branches. With s available, a reduced size blocking matrix can be obtained by projecting onto the column space of these set of vectors (45) where we have assumed that the columns of form an orthonormal set. PA realization via (45) is simple and proves robust to errors in MAIs channel estimates. In particular, errors in s tend to decrease the cross correlation between the two branches, and results in only slight performance degradation. When viewed as a multiuser detector, the proposed PA receiver is much more robust than the conventional ones, which detect and subtract the MAI [7] . In conventional multiuser detectors, a phase error in MAIs channel estimate can result in an enhanced MAI power and possible error propagation.
C. Recursive Computation of Weight Vectors
For a more efficient implementation, the GSC weight vector and path gain estimation can be done in a time-recursive fashion using stochastic gradient algorithms such as LMS [14] . For the computation of GSC weight vector in (27), we have the recursive formulation (46) for . On the other hand, a recursive algorithm for the estimation of path gain in (37) is given by [15] (47)
In the above, and are the adaptation stepsizes.
V. COMPUTER SIMULATIONS
Simulation results are demonstrated to confirm the performance of the proposed receiver in a time-multiplexed pilot symbols assisted system. For all users, independent Rayleigh-fading paths were generated with the delays s chosen from , which was smaller than the guard interval . The path gains s were assumed i.i.d. unit variance complex Gaussian random variables. The number of subcarriers was chosen to be equal to the processing gain. All MC-CDMA signals were generated with binary phase-shift keying (BPSK) data modulation and orthogonal gold codes were used as the spreading codes. Also, the frequency offsets of all users were assumed to be in the range such that . The blocking matrix was constructed by the eigenvector method described in Section III-B, with and . The length of FFT in (34) was chosen to be , with zero padding applied. As a performance index, the output SINR is defined to be the ratio of the signal power ( ) to MAI-plus-noise power ( ) at the receiver output. Also, the input SNR was defined as SNR , and the MAI-to-signal ratio (MSR) was defined as MSR , , where we assumed equal power MAI. For each simulation trial, symbols (including data and pilot) were used to obtain the sample estimate of , and pilot symbols were used to obtain and s at the first iteration. A total of 500 Monte Carlo trials were executed to obtain one output SINR value, with each trial using a different set of s and data/noise sequence. For performance comparison, the results obtained with the ideal FS-MSINR receiver and FS-MMSE receiver were also included. The ideal FS-MSINR receiver was implemented by artificially removing the signal component in the data, and using the true composite channel vector to obtain (20). On the other hand, the FS-MMSE receiver was implemented by first estimating the frequency offset using (35) with directly despread data, followed by composite channel vector estimation to obtain (17). Finally, the following "standard" parameters will be used throughout the section unless otherwise mentioned: SNR dB, MSR 10 dB, , , , . Except for one case, the true MAI channel vectors were assumed in (45), i.e., , . In the first set of simulations, the output SINR performance is evaluated as a function of input SNR for both the fully adaptive (FA) and PA versions of the proposed receiver. The results shown in Fig. 4 indicate that the proposed receiver successively approaches the ideal MSINR receiver, with a degradation of only about 0.2 dB in three iterations. The FS-MMSE receiver performs poorly due to poor frequency offset estimation prior to MAI cancellation. On the other hand, the PA receiver has almost the same performance of the FA receiver, confirming the assertion in Section IV-B. In the second set of simulations, the output SINR performance is evaluated as a function of received symbol size . The results given in Fig. 5 show that the proposed receiver successively improves as iterations proceed, approaching the ideal MSINR receiver within about 300 symbols. These results confirm that the MAIs were indeed successfully suppressed by the proposed receiver, and PA implementation can retain the performance of the FA receiver. In the following, only the proposed PA and FS-MMSE receivers will be evaluated.
In the third set of simulations, the robustness of the proposed PA receiver against MAI channel estimation errors is demonstrated. In this case, in (45), where is a random vector with the entries being i.i.d. complex Gaussian random variables with the same variance of 3. Note that the entries of are i.i.d. complex Gaussian random variables with variance . Fig. 6 shows the output SINR versus . The results confirm that the proposed PA receiver can perform quite reliably for up to a 20% relative error in MAI channel estimation. In the fourth set of simulations, the tolerance of the proposed PA receiver against different frequency offsets is evaluated. The resulting output SINR curves as a function of are plotted in Fig. 7 , which shows that within the entire range , the output SINR is almost constant. The results indicate that the modified blocking matrix effectively removes the signal and ICI together so as to avoid possible signal cancellation in the GSC adaptive filters. With successful signal reception and MAI suppression by the adaptive filters, an accurate frequency offset estimate can then be obtained to guarantee a high output SINR.
In the fifth set of simulations, the system capacity is evaluated with different values of . As shown in Fig. 8 , the proposed receiver again successively approaches the MSINR receiver, with a degradation of about 2 dB in output SINR with . The simulation results confirm that the proposed receiver is able to offer the performance of the optimal MSINR receiver with a moderate symbol size in a heavily loaded system. In the sixth set of simulations, the near-far resistance of the proposed receiver is evaluated with different MSR values. Fig. 9 shows the output SINR curves. It is observed that the proposed receiver achieves its excellent near-far resistance by successfully cancelling the strong MAI using the temporal degree of freedom offered by the predespread data.
Finally, to demonstrate the effectiveness of the recursive algorithms for weight vector adaptation, we replaced the direct weight vector computation in (27) and path gain estimation in (37) by the formulae given in (46) and (47), respectively. In this case, the FA receiver was used, with and adaptation stepsizes chosen as and , respectively. In order to demonstrate the tracking capability of these algorithms, the multipath fading gains of all users were deliberately changed at the 500th symbol. The resulting learning curves shown in Fig. 10 show that the proposed receiver converges in about 300 symbols, and the recursive algorithms successfully adjusted their weights to adapt to the environmental changes.
VI. CONCLUSION
A robust iterative MC-CDMA receiver with adaptive MAI suppression has been proposed for a pilot symbols assisted system over a multipath fading channel with frequency offset. The receiver consists of two branches. In the lower branch, a "master" adaptive filter bank based on the GSC technique is constructed to perform effective suppression of MAI. In order to enhance the convergence behavior of the GSC, a decisions-aided scheme is proposed, in which the signal waveform is first reconstructed and then subtracted from the input data sent to the next iteration. In the upper branch, a "slave" adaptive filter bank, copied from the lower branch, performs despreading and MAI suppression, and pilot symbols assisted frequency offset estimation, channel vector estimation and RAKE combining give the desired signal symbols. With signal subtraction in the lower branch, the proposed MC-CDMA receiver can achieve nearly the performance of the ideal MSINR receiver within a few iterations. Finally, a low-complexity PA realization of the GSC adaptive filters is presented for a multiuser scenario. The new PA receiver is shown to be robust to multiuser channel errors, and offer nearly the same performance of the fully adaptive receiver. In summary, the proposed MC-CDMA receiver with PA MAI suppression performs near optimal signal detection with tolerance to large frequency offsets and resistance to strong MAI. More importantly, it can be initialized in the blind mode without the aid of channel estimation and frequency offset compensation.
