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Abstract
Modern high-throughput science often leads to multiple testing problems: researchers
test many hypotheses, wishing to find the significant discoveries. The development of
flexible multiple testing methods is thus a central problem in statistics. In this paper,
we introduce the new Fast Closed Testing (FACT) method for multiple testing, con-
trolling the family-wise error rate. Our method relies on symmetry and monotonicity
to enable the classical closed testing principle in the important setting of large datasets.
As the closed testing principle is more than 40 years old, we find it surprising that this
simple and fundamental algorithm has not been described before. Our FACT method
is general and flexible, and can be used to design powerful new architectures for multi-
ple testing. We showcase it by proposing the Simes-Higher Criticism fusion test, which
is powerful for detecting both a few strong signals, and also many moderate signals.
We illustrate the method in simulations and in a genome-wide association study of
coronary artery disease, and obtain more power than with existing methods.
1 Introduction
Understanding how to make multiple decisions, with guarantees on the number of
errors, is an important problem in statistics and data science. Here we study this
problem, proposing a general framework for constructing multiple tests that is flexible,
powerful, and computationally efficient.
1.1 Large-scale inference and multiple testing
In many areas of science, researchers test candidate hypotheses, wishing to find the
significant discoveries. In such a multiple testing problem, we have several hypotheses,
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for instance about the association between explanatory variables and an observed out-
come. Based on the observed data, we want to discover the variables truly associated
with the outcome, while controlling the erroneous discoveries.
The classical error criterion to control in multiple testing is the family-wise error
rate (FWER), which is the probability of any erroneous discoveries. Family-wise error
rate control requires that the probability of making any false positives is small, which
is very appealing in critical application areas where mistakes are expensive, such as
human deaths due to inadequate medical treatments, or large financial losses due to
mistaken investment decisions.
While false discovery rate (FDR) control is preferred in some application areas,
FWER control remains the standard in high-stakes areas where more rigorous error
control is desired, e.g. end-stage genome-wide association studies (Sham and Purcell,
2014), neuroimaging (Eklund et al., 2016), as well as medical and pharmaceutical appli-
cations (Dmitrienko et al., 2009). FWER control leads to much stronger reproducibility
for the individual discoveries.
1.2 Closed testing
The closure principle is an important general framework for constructing multiple
tests controlling the FWER (Marcus et al., 1976). Suppose that we have individual
null hypotheses H1, H2, . . . ,Hn, and that we want to control the FWER at level α. For
instance, Hi may correspond to the null hypothesis that the i-th explanatory variable
is not associated with the outcome.
In the closure principle, we start with valid level α local testing rules for all nulls
that are intersections of subsets of individual null hypotheses. An intersection null
HJ states that all of the hypotheses i ∈ J are null. In closed testing, we reject the
individual null Hi if, for all sets J such that i ∈ J , the intersection null HJ is rejected.
To argue that we have an individual discovery, we must be able to “see” this discovery
in all groups of individual hypotheses. This method controls FWER strongly, under
any configuration of true and false individual null hypotheses (Marcus et al., 1976).
Clearly, this method is computationally intractable in general, because it requires
testing all 2n intersection nulls, corresponding to all subsets of hypotheses. In practice,
popular computationally efficient shortcuts are used in special cases. For instance,
the important Holm’s procedure (Holm, 1979)—used in tens of thousands of scientific
studies—is the closure of Bonferroni’s method, and Hommel’s procedure (Hommel,
1988) is the closure of Simes’ method (Simes, 1986).
However, these uses of the closed testing principle are very limited, and they do
not allow the user to design multiple testing methods for specific applications. For
instance, it would be desirable to choose local testing rules that can use information
in an adaptive way. If there are only a small number of large effects, we should use a
local testing rule that only looks at the smallest p-values, for instance Bonferroni’s or
Simes’ method. If there are many moderately small effects, then we should use a local
testing rule like that uses many of the small p-values, like the chi-squared or Higher
Criticism tests. There are currently no known computationally efficient methods that
achieve this.
To broaden the methods available for multiple testing, in this paper we introduce
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Fast Closed Testing (FACT), a new computationally efficient framework for multiple
testing based on the closure principle. Our algorithm allows the user to design powerful
multiple testing architectures for specific applications. The key requirement on the
problems where it can be used is the symmetry of the hypotheses – that is, we treat
the hypotheses as if there was little or no distinction between them. This is a reasonable
first order approximation in many applications. The use of prior information can be
difficult to quantify and can bias results; see below for more discussion. Therefore,
symmetry is often a good assumption even in the presence of some prior information.
The closed testing principle is more than 40 years old. While there is a lot of
related work (see Section 2.3), it appears that the FACT algorithm has not been
reported before. We found this surprising, and closing this gap, along with deepening
our understanding of multiple testing, were our main motivations for writing the paper.
More specifically, our contributions and the structure of the paper are as follows:
1. We introduce the new Fast Closed Testing (FACT) method for multiple test-
ing (Algorithm 1 and Theorem 2.1). This requires using monotone symmetric
rules for testing subsets of hypotheses. We also give an algorithm for computing
adjusted p-values for FACT.
2. As an important example, we show the flexibility of the FACT algorithm by
designing tests that are powerful against both sparse and dense alternatives (Sec-
tion 2.2). Specifically, we propose the Simes-Higher Criticism fusion rule, which
uses Simes’ method for testing intersection nulls of a small size, and the Higher
Criticism for intersection nulls of a large size (Algorithm 3). We also show how
to extend the method to truly massive datasets by subgroup splitting.
3. We show how to construct monotone symmetric rules using appropriate test
statistics (Section 3). We first show that the class of such statistics has sev-
eral invariance properties (Lemma 3.1), and then give an extensive list of exam-
ples (Section 4). The examples include Bonferroni-type rules, Simes-type rules,
monotone sums, and monotone functions of order statistics (such as the higher
criticism).
4. We discuss the notion of consonance, showing that the FACT method is not
always consonant, and hence cannot be deduced from the known fast algorithms
for consonant methods (Section 5).
5. We perform numerical simulations supporting our theoretical results (Section 6).
We also illustrate our method in a Genome-Wide Association Study (GWAS)
of coronary artery disease, where it leads to stronger association evidence for
secondary loci (Section 7).
Software implementing our method, and reproducing our results, is available from the
author’s GitHub page, http://github.com/dobriban/FACT.
2 Fast closed testing
More formally, let pi, i = 1, . . . , n be the p-values for the individual null hypotheses Hi.
The p-values are assumed to be uniform random variables whenever the null hypotheses
Hi are true. Depending on the context, we will need specific assumptions on the joint
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distribution of the p-values (these will range from no additional assumptions to joint
independence).
The model where only p-values are available is important and very general, because
it encompasses many practical problems. In particular, if we have test statistics for
testing individual nulls, with known null distributions, then we can reduce the problem
to p-values with the appropriate transformation. The “p-values only” model is suitable
for challenging statistical problems where we may not have enough data to estimate
the individual effects accurately.
Denote by pJ the vector of p-values with indices in the set J ⊂ {1, 2, . . . , n}, and
consider a local testing rule for the intersection null
HJ = ∩i∈JHi,
with decision function
Φ(pJ) : [0, 1]
J → {0, 1}.
The definition of the decision function is that the intersection null HJ is rejected based
on the p-values pJ if Φ(pJ) = 1.
The closed testing (CT) method (Marcus et al., 1976) defines a multiple testing
procedure for the individual null hypotheses Hi based on the local testing rules. In
words, we reject Hi if, for all sets J such that i ∈ J , the null HJ is rejected. Formally,
the CT decision rule Φc for the i-th null is
Φc(pi) =
∏
J:i∈J
Φ(pJ).
Some of the null hypotheses Hi are true (i.e., non-significant), while some are false
(i.e., significant), but we do not know which ones. An intersection null HJ is true if
and only if all of the individual hypotheses Hi with i ∈ J are true. The local testing
rules are said to have level α if the probability of rejecting HJ when it is true is at
most α. The family-wise error rate (FWER) of a multiple testing rule is defined as
the probability of rejecting any individual null hypothesis Hi when it is true. The CT
method controls the FWER, if each local testing rule has level α (see Section 9.1 for
the well-known argument).
To implement CT, we need to find the indices i for which all parent subsets are
rejected. In general, we would need to check each of the 2n−1 subsets containing an
index. However, this can simplify under some conditions, as there can be many sets
that we do not need to check.
We assume that the problem has a global symmetry structure, meaning that we
treat the hypotheses identically. In that case, it makes sense to use the same local
testing rule Tj for each subset of a fixed size j. Suppose also that the local testing
rules satisfy the following two conditions:
1. Monotonicity: If we reject the intersection null and decrease any p-value, we
still reject it. If for all coordinates i, pi ≤ p′i, then
Φ(pJ) ≥ Φ(p′J).
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2. Symmetry: Rejection only depends on the set of p-values, and not on the labels
of their null indices. For any permutation pi of the indices J ,
Φ(pJ) = Φ
(
ppi(J)
)
.
Under these conditions only the sizes of the p-values—and not their indices—matter
when determining which hypotheses get rejected. Moreover, smaller p-values are always
better. This implies that some group of the smallest p-values will be rejected.
Algorithm 1 Fast Closed Testing (FACT)
1: input: p-values pi, i = 1, . . . , n. local testing rules Tk for testing subsets of size k.
Desired FWER α
2: Sort the p-values: p(1) ≤ p(2) ≤ . . . ≤ p(n)
3: for k = 1, . . . , n+ 1 do
4: for j = k, . . . , n do
5: if the null with p-values p(k), p(j+1), p(j+2), . . . , p(n) is not rejected
6: using local testing rule Tn−j+1 then
7: go to line (8)
8: return: Reject the hypotheses corresponding to the p-values p(1), . . . , p(k−1)
It remains to find this group. Intuitively, we should start with the smallest p-value,
and check if the “hardest” subset of every given size containing it will be rejected. We
show that this intuition is in fact correct, and we give an equivalent sequential algorithm
relying on two for loops. We call this the Fast Closed Testing (FACT) algorithm (see
Alg. 1).
In this algorithm, we make the following conventions: The indices in the loops run
until n+ 1, but the p-value p(n+1) is taken to be the empty set. Moreover, the p-values
p(j+1), . . . , p(n) are also taken to be the empty set when j = n. Finally, when k = n+1
and j = n, the above conventions specify that the p-values to be tested are the empty
set. In this case, we make the convention that this set is always rejected.
Our first main result shows that the FACT algorithm controls the FWER, and
characterizes the running time of the algorithm. See Section 9.2 for the proof.
Theorem 2.1 (Correctness of the FACT algorithm). Consider the FACT algorithm
from Alg. 1. Suppose the intersection null hypotheses are tested with monotone sym-
metric testing rules Tj with level α, using the same rule for all sets with the same size
j. Then:
1. The FACT algorithm controls the family-wise error rate (FWER) at level α.
2. Moreover, suppose that applying the local testing rule Tj to j hypotheses takes
linear time O(j). Then, the FACT algorithm takes O(sn2) time, where s is the
number of significant discoveries (rejections).
The proof also shows that FACT leads exactly to the same rejections as closed
testing.
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The significance of the FACT method is it that enables using the closed testing
framework in a much more flexible way than what was known before. It is possible
to design closed testing architectures based on the FACT algorithm for many specific
applications. Before the FACT method, the applications of closed testing were limited
to either very special cases like Holm’s method, or were computationally intractable.
We show later that the FACT algorithm recovers several well-known shortcuts for
closed testing (Section 4). We emphasize again that we find it surprising that such a
simple algorithm for fast closed testing has not been reported before.
By choosing the local testing rules appropriately for specific applications, practi-
tioners can design many powerful new closed testing architectures. In the next section
we will illustrate the steps in a specific application. In later sections, we will give a
broader set of examples. We also point out that the error control for FACT holds under
the same conditions as for the local testing rules used.
Algorithm 2 Adjusted p-values for FACT
1: input: p-values pi, i = 1, . . . , n. local testing rules Tk for testing subsets of size k.
Methods for evaluating p-values for testing intersection nulls with Tk.
2: Sort the p-values: p(1) ≤ p(2) ≤ . . . ≤ p(n)
3: for k = 1, . . . , n+ 1 do
4: for j = k, . . . , n do
5: Let qkj be the p-value for the null with p-values p(k), p(j+1), p(j+2), . . . , p(n)
6: using local testing rule Tn−j+1
7: Let p˜(k) = maxj:j≥k qkj
8: return: Adjusted p-values p˜(1), . . . , p˜(n)
It is often of interest to compute adjusted p-values for a multiple testing procedure.
An adjusted p-value of a hypothesis Hi is the smallest critical value at which the
hypothesis is rejected. To complement FACT, we also show how to compute adjusted
p-values for the method in Algorithm 2. This algorithm requires as input methods for
evaluating p-values for the local testing rules Tk. Its computational complexity is O(n
3)
for testing rules for which finding critical values takes linear time. While computing the
adjusted p-values is based on the same idea as the FACT algorithm itself, we present
this method separately, because in principle it can be run independently from FACT,
and because it takes time O(n3) instead of O(sn2).
2.1 Simes-Higher Criticism (Simes-HC) fusion rule
The greatest flexibility of the FACT algorithm is achieved by using different local
testing rules for intersection nulls of different subset sizes. We will show here that
this enables the design of tests that can be powerful against both sparse and dense
alternatives.
Suppose that we are in a setting where we have n total p-values and the model is
s-sparse, in the sense that there are s false nulls; or equivalently nonzero effect sizes.
If we are testing an intersection null of size j containing a specific false null, then in
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the worst case there are
A = max(j − [n− s], 1)
false nulls in this set. Now, the closure principle must reject each subset of size j
containing the hypothesis in order to reject the individual null. Therefore, to maximize
the chances that we reject this false null, we should use only the smallest A p-values
out of the total of j p-values in the test statistic Tj .
The above reasoning gives a heuristic for the maximal number of non-nulls that
each local testing rule can use. When testing subsets of a small size, we should use
only a small number, and possibly only one p-value. This suggests that we should use
the Bonferroni or the Simes rules for small subsets. Specifically, given a guess s for the
sparsity, in this section we propose to use the Simes rule for subsets of size at most
n − s + 1. The reason why we use Simes is that it is strictly more powerful than the
Bonferroni method, and it is known to work under general correlation structures (see
Section 4.2).
Given an intersection null of size j, and p-values pi for this null, Simes rule sorts
them, and rejects the intersection null if, for any p-value, p(i)/i is at most α/j (Simes,
1986). Formally, it rejects if
min
i
p(i)
i
≤ α
j
.
The Simes test is more powerful than the Bonferroni test, and has correct level
under a broad class of positive dependence structures (see e.g., Goeman and Solari,
2014; Tamhane and Gou, 2018, for details). We will see later that both the Bonferroni
and Simes rules are symmetric and monotone, so they can be used with FACT (Section
4.1).
When the subset size is large, we should use local testing rules that are powerful
against relatively denser alternatives. Given that the Higher Criticism (HC) rule for
local testing is known to be effective against many types of alternatives (Donoho and
Jin, 2004), we propose to use it for large subsets. The Higher Criticism for testing a
global null based on j p-values works as follows. For a fixed critical value β, under the
global null, the number of p-values less than β follows a binomial distribution with j
trials and success probability β. Therefore, we can compute the fraction fβ of p-values
below β, standardize it by its standard deviation, and obtain the test statistic
C(β) =
√
j
fβ − β√
β(1− β) .
If this test statistic is large, then the fraction of p-values below β is large, suggesting
evidence against the global null. In order to be adaptive to the number of nonzero
effects, the HC test takes the largest of these statistics over a range of β-s. This
ensures that we can detect both a few large effect sizes, as well as a larger number of
moderate effect sizes (see Donoho and Jin (2004) and Section 4.1). We will see that
the HC rule is symmetric and monotone, and so it can be used with FACT (Section
4.1).
This leads to the Simes-Higher Criticism (Simes-HC) fusion rule, which is sum-
marized in Algorithm 3. We will use this algorithm in our simulations and data analysis
example.
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Algorithm 3 Simes-Higher Criticism (Simes-HC) fusion for FACT
1: input: number of nulls n, preliminary estimate for sparsity s.
2: For j ≤ n− s+ 1, choose Tj to be Simes’ rule
3: For j > n− s+ 1, choose Tj to be the Higher Criticism rule
4: Run FACT with this choice of local testing rules
2.2 Scaling to massive data by subgroup splitting
In this section, we show how to scale the FACT method to massive data by subgroup
splitting. If we have an extremely large number of hypotheses, it may be too conser-
vative to control the FWER, and the computational cost of FACT may be prohibitive.
However, we can overcome these difficulties if we can naturally group the hypotheses
into subgroups (or sub-families), each of which has the desired symmetry properties
outlined above. Then we can run FACT on each subfamily, and report the merged list
of significant discoveries. This is described in detail below.
Suppose we have a collection of hypotheses Hji , which can be grouped in sub-
families Fj = {Hji }i, j = 1, 2, . . . ,m. Each sub-family contains nj null hypotheses,
i = 1, . . . , nj . To perform multiple testing, we propose to apply the FACT method to
each sub-family separately, with appropriate local testing rules T jk , which may differ
across families. For each family, we choose the local testing rules to control the FWER
for the individual family, each at level αj . We then report the overall list of discoveries.
Importantly, this method controls the overall per-family error rate (PFER), i.e., the
expected number of false discoveries. Indeed, letting n0j be the number of true nulls in
j-th group, Vj be the number of false discoveries in the j-th group, and V =
∑
Vj be
the total number of false discoveries, we see that
EV =
∑
j
EVj ≤
∑
j
αjn
0
j ≤
∑
j
αjnj .
The first inequality follows because each Vj can be written as Vj =
∑
Vji, where Vji
are Bernoulli variables equal to unity if each particular true null in the j-th family is
rejected. The closure principle ensures P (Vji > 0) ≤ α, but of course EVji = P (Vji >
0).
This shows that the expected number of false positives (the PFER) is controlled
at
∑
j αjnj , which provides a correctness guarantee for our method. While the PFER
criterion for error control is less well known than the FWER or FDR, it is a fundamental
property that also has some practical advantages. It was introduced by Tukey (1953)
at the very beginning of work on multiple testing. Tukey studied it along with the
family-wise error rate. In modern massive-scale studies, Gordon et al. (2007) find
that the Bonferroni procedure for controlling the PFER shows a superior stability in
terms of the variance of both the number of true discoveries and the total number
of discoveries, compared to popular methods for controlling the false discovery rate.
This is a stability property that is especially important in the presence of correlations
between individual p-values.
Moreover, the computational complexity of the subgroup splitting algorithm is
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∑
j n
2
jsj , which can be much smaller than the complexity for running the FACT algo-
rithm on all hypotheses, n2s = (
∑
j nj)
2s. This shows that the splitting algorithm can
scale to massive data.
2.3 Some related work
Here we review some of the most closely related work in the literature. For broader
reviews of multiple testing, see e.g., Hochberg and Tamhane (1987); Goeman and Solari
(2014); Bretz et al. (2016); Tamhane and Gou (2018). The relationship between closure
and computationally efficient algorithms has been studied from various perspectives.
For instance, Grechanovsky and Hochberg (1999) establish conditions when a closure
has a step-down sequentially rejective shortcut. Our work has a broader scope, be-
cause step-down procedures are a very special case of efficient algorithms. The FACT
method is often not a step-down algorithm. Gou et al. (2014) propose improved hybrid
Hochberg–Hommel type step-up multiple test procedures, which are also different from
the FACT Simes-HC hybrid.
A different line of work aims to develop interpretable closed testing methods using
graphical approaches (Bretz et al., 2009). This is important because these methods
can be easily explained to practitioners. However, from a methodological and compu-
tational point of view, it is also important to develop new powerful methods such as
those in our work.
Monotonicity ideas have appeared in the literature on multiple testing. A related
monotonicity condition appeared in Birnbaum (1954), however, it was used for a com-
pletely different purpose than in our work. Indeed, there it was used as a condition
under which meta-analysis methods are optimal. A monotonicity of the resulting closed
test has been discussed in (Dmitrienko et al., 2009, Sec. 2.3.4). However, this is a global
monotonicity condition, different from ours, because it applies to the overall multiple
testing procedure, as opposed to the local tests. In particular, our methods are always
monotone in the global sense. Hommel and Bretz (2008) discuss several monotonicity
requirements for tests, and mention the present notion too (See Sec. 3.2 “Monotonicity
within the same hypothesis”). However, we also develop explicit algorithms based on
this condition.
Monotonicity has also appeared as a condition for error control in the sequential
testing principle of Goeman and Solari (2010). However, the algorithms presented
there are even more general than the closed testing principle, and thus not always
computable in polynomial time. A similar observation about computationally efficient
closed tests was made by Henning and Westfall (2015) (see their Section 3), who also
noticed that for deciding whether or not to reject Hi, one must identify the “hurdle”
subset for each subset size. However, it appears that they did not explicitly describe
an algorithm to do so in full detail.
Studying a different problem, that of constructing a confidence statement on the
number of false rejections incurred, Goeman and Solari (2011) also construct shortcuts
for exchangeable local tests, such as the Fisher’s test (see their Section 4 and Appendix
A). While they are based on the same principle, looking at the worst case set at each
level, the two algorithms are different.
9
3 Constructing monotone symmetric rules
How should we construct monotone symmetric rules? In this section we discuss some
general principles. Suppose we use a test-statistic based rule, where we compute some
test statistic T = T (p) based on the p-values, and reject if this test statistic is less than
some critical value cα. Formally, the rejection rule has the form
Φ(p) = I(T (p) ≤ cα).
When does such a test become monotone and symmetric? It is easy to see that this
will hold if the test statistic T itself is also monotone increasing and symmetric, in the
following sense:
1. Monotonicity: If we decrease any p-value, the value of the test statistic T
decreases. Formally, T (p) ≤ T (p′) if on all coordinates i, pi ≤ p′i.
2. Symmetry: The test statistic T only depends on the set of p-values, and not on
their indices. Formally, T (p) = T (ppi) for any permutation pi.
It turns out that moving from rejection rules to test statistics is valuable, because
one can naturally combine such test statistics in various ways. This is useful, because
one can start with simple test statistics, and combine them to design more powerful
testing rules. The following result summarizes the operations that one can take. See
Section 9.3 for the proof.
Lemma 3.1 (Constructing monotone symmetric test statistics). Let T i, i ∈ I be any
collection of monotone symmetric test statistics. Then, one can construct new mono-
tone symmetric test statistics by taking:
1. Minima: mini∈I T i is monotone symmetric.
2. Maxima: maxi∈I T i is monotone symmetric.
3. Non-negative linear combinations:
∑k
i=1 λiT
i is monotone symmetric for any set
of λi ≥ 0.
4. Monotone functions: g(T 1, . . . , T k) is monotone symmetric if the function g is
coordinate-wise monotone, in the sense that g(x1, . . . , xk) ≤ g(x′1, . . . , x′k) if on
all coordinates i, xi ≤ x′i.
An important example that we will use several times in the future are the order
statistics. See Section 9.4 for the proof.
Lemma 3.2 (Order statistics). Any order statistic T (p) = p(i) is monotone symmetric.
In the next section, we will discuss several examples of monotone symmetric rules.
4 Examples
In this section, we will give several examples of monotone symmetric rules. We will
discuss both known examples (such as Bonferroni), as well as examples whose use in
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closed testing is new (such as the Higher Criticism). We consider test-statistic based
local rules. Suppose that the local testing rule for subset J has the form
Φ(pJ) = I
(
T (pJ) ≤ c|J|,α
)
.
Here I(E) is the indicator function of an event E, so that I(E) = 1 if E occurs, and
I(E) = 0 otherwise. Also, T is a collection of testing rules Tj for each subset size
j = 1, 2, . . . , n, but for simplicity we omit the subscript. If T is monotone symmetric
for all j, then such a local testing rule becomes monotone and symmetric.
4.1 Bonferroni-type rules
The simplest class of monotone symmetric rules is the Bonferroni-type rules:
T (pJ) = min
j∈J
pj .
The critical values are c|J|,α = α/|J |. The Bonferroni rule controls the type I error
under any dependence structure. This rule is clearly symmetric and monotone. This
can also be seen by Lemma 3.2, because it is based on the smallest order statistic of
the p-values. It is well known that the closure principle applied to the Bonferroni test
becomes Holm’s procedure (Holm, 1979).
Moreover, we show that the FACT algorithm reduces to Holm’s procedure. See
Section 9.5 for the proof. This result is important because it shows that our FACT
algorithm is sensible, as it recovers the most well-known example of an efficient closed
testing algorithm.
Proposition 4.1. The FACT algorithm for closing the Bonferroni method leads to the
same rejections as Holm’s procedure.
The Bonferroni-type rules can also be written equivalently in terms of maxima of
test statistics, which are known as max-t procedures. Suppose we have test statistics
ti for testing the hypotheses Hi, such that large ti are indicative of a non-null Hi. Any
p-value based multiple testing procedure can be represented equivalently in terms of the
test statistics ti. This representation is especially popular in contexts where the null
distribution of the test statistics is not known. In such a setting, resampling methods
can be used under some conditions to obtain valid critical values (e.g., Westfall and
Young, 1993).
A popular method, sometimes called the max-t method, is to use TJ = maxj∈J tj
as the test statistic for testing the null HJ . The subset pivotality condition (Westfall
and Young, 1993) ensures the symmetry of the local tests. Thus, the FACT algorithm
is applicable, and recovers the well-known step-down max-t method (Westfall and
Young, 1993). From an algorithmic perspective, the resulting closed testing procedure
is equivalent to the Holm step-down method with a new set of critical values.
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4.2 Simes-type rules
A second class of monotone symmetric rules are Simes-type rules, which are based on
comparing the order statistics of the p-values to increasing thresholds:
Φ(pJ) = I
(
min
i
p(i)
i
≤ α|J |
)
.
Therefore, T (pJ) = mini∈J p(i)/i, and c|J|,α = α/|J | (Simes, 1986). The Simes test
is more powerful than the Bonferroni test. Moreover, Simes’ test has exact level α for
the intersection null under independence (Simes, 1986). Under many types of positive
dependence, Simes is conservative (Samuel-Cahn, 1996; Sarkar and Chang, 1997), and
the known situations in which it is anti-conservative occur under quite pathological
negative dependence structures (Rødland, 2006). See also Goeman and Solari (2014);
Tamhane and Gou (2018).
As a first remark, we observe that Simes’ method is symmetric and monotone by
inspection. More formally, this holds because we are taking a minimum of non-negative
scalings of order statistics. The order statistics are monotone symmetric by Lemma 3.2,
so we can apply the rules for constructing monotone symmetric test statistics (Lemma
3.1).
Proposition 4.2. Simes’ method is symmetric and monotone.
The next problem is to apply closed testing to the Simes test. Hommel (1988) gives
the following algorithm for the closure of Simes: Let j be the largest index such that
p(n−j+k) > kα/j
for all k = 1, . . . , j. If j does not exist, reject all Hi. Otherwise, reject all Hi with
pi ≤ α/j. This algorithm takes O(n2) in the worst case.
The FACT method, as given in Algorithm 1, takes O(n3) in the worst case, and
thus clearly its steps do not agree with Hommel’s method. However, we now show that
there is a simplification, and the FACT method reduces to Hommel’s procedure.
Proposition 4.3. The FACT algorithm for closing Simes’ method leads to the same
rejections as Hommel’s procedure.
See Section 9.6 for the proof. Again, this result is important because it shows that
our FACT method recovers another well-known example of an efficient closed testing
algorithm.
More recently, Meijer et al. (2017) gave a more efficient, O(n log n) algorithm for
closing Simes’ method. This is faster than FACT, but is limited to Simes’ method. In
contrast, FACT is applicable to any monotone symmetric local testing rule, including
Bonferroni and monotone combinations (see below).
Another important class of monotone local testing rules comes from the Gener-
alized Simes Test (GST). Grechanovsky and Hochberg (1999) introduce the GST,
which tests a intersection null HJ in the following way. Let
d|J|,1, . . . , d|J|,1
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be a sequence of critical values. Reject HJ if, there is j ∈ J with
p(j) ≤ d|J|,j .
Here p(j) refers to the ordering of the p-values within the set J . Note that for Simes
test, d|J|,j = αj/|J |. Liu (1996) gave conditions for reducibility of a closure based
on GST to general sequentially rejective step-down or step-up procedures. Here we
consider a more general set of GST procedures.
We next show that the Generalized Simes Test is symmetric and monotone. There-
fore, we can use GST as a component in the FACT algorithm. This paves the way to
a wide variety of new methods for closed testing. See Section 9.7 for the proof.
Proposition 4.4. The Generalized Simes Test is symmetric and monotone.
4.3 Monotone sums
Another broad class of monotone symmetric rules is the set of monotone sums, in
which the test statistics are sums of monotone functions of the p-values. These are
especially appealing if the effect sizes are “dense”, in the sense that we expect to have
many nonzero effects. Monotone sums include the following test statistics:
1. Fisher’s combination:
T (pJ) = 2
∑
i∈J
ln(pi).
Fisher’s test has a −χ22k distribution under the intersection null when all p-values
are uniform and independent (Fisher, 1970). Thus. ck,α = −χ22k(1 − α), the
100(1− α)-th percentile of the χ22k distribution.
Fisher’s combination is monotone, because the function 2 ln(x) is monotone in-
creasing for x ∈ [0, 1].
2. Stouffer’s combination:
T (pJ) =
∑
i∈J
Φ−1(pi),
where Φ is the standard normal cdf (Stouffer et al., 1949). Stouffer’s combination
has aN (0, k) distribution under the intersection null when all p-values are uniform
and independent. Thus, ck,α = k
1/2Φ−1(α).
Stouffer’s combination test is symmetric and monotone, for the same reasons as
Fisher’s test.
3. Wilkinson’s combination:
T (pJ) = −
∑
i∈J
I(pi ≤ d),
where d > 0 is some constant (Wilkinson, 1951). Wilkinson’s combination has a
sign-flipped Binomial distribution with n trials and success probability d under
the intersection null when all p-values are uniform and independent. Thus, its
critical values can be found from the distribution of the Binomial.
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4. Truncated Product Method:
T (pJ) =
∑
i∈J
ln(pi)I(pi ≤ τ),
where τ > 0 is some constant (Zaykin et al., 2002). The value τ = α is suggested
as a default (Zaykin et al., 2002). The critical values of this test can be found
numerically.
5. Romano-Shaikh-Wolf combination: Suppose we observe independent ran-
dom variables Xi ∼ N (µi, 1) and we wish to test Hi : µi = 0 against µi 6= 0.
Romano et al. (2011) study test statistics of the form
T (XJ) =
∑
i∈J
cosh(ε|Xi|)
for ε > 0. They show that the closure of these test statistics has a maximin
optimality property against subsets of the alternative of the form γ(ε) = {µ :
|µi| ≥ ε, all i}, for large enough ε. This follows from their more general result
that maximin optimality is inherited under closure if the resulting multiple test
is consonant. Clearly, their test statistics are monotone in |Xi|, so they fit in our
framework.
6. Monotone combination: More generally, we can use sums a of monotone in-
creasing function f of the p-values:
T (pJ) =
∑
i∈J
f(pi).
The above tests are special cases. The critical values of this test can be found
numerically.
Any monotone combination tests takes Tn = O(n) to apply to n p-values. Thus,
the overall running time of the closed testing method is O(n2k) if k nulls are
rejected, and O(n3) in the worst case.
4.4 Monotone functions of order statistics
The power and flexibility of our method is showcased by the ability to use local testing
rules that go beyond the classical ones (such as Bonferroni and Simes). Indeed, we can
use any monotone functions of the order statistics. We give several examples
below:
1. Rank-sum type statistics. We can use test statistics of the form
T (p) =
∑
i
fi(p(i)),
where fi are for monotone increasing functions, possibly changing with i. The
Bonferroni method is a special case, where f1(x) = x, and the other functions
are zero. Broader examples of rank-sum type statistics include linear weighted
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rank-sum statistics. For any weights wi ≥ 0, we can use the linear weighted
rank-sum statistics
T (p) =
∑
i
wi · p(i).
For instance, if we want to emphasize not just the smallest, but also the second
smallest p-value, we may use p(1) + εp(2).
2. Min/max type statistics. We can also use test statistics of the form
T (p) = max
i
fi(p(i))
and T (p) = mini fi(p(i)) where fi are monotone increasing functions, possibly
changing with i. The following test statistics are examples:
(a) Generalized Simes Test (GST). Recall that the GST rejects HJ if there
is j ∈ J with p(j) ≤ d|J|,j (Grechanovsky and Hochberg, 1999). This falls in
the max-category, where fi(x) = I(x > d|J|,i).
(b) Higher Criticism (HC): The higher criticism (HC) test statistic was in-
troduced by Tukey in the 1960s, and experienced a resurgence of interest
after its study by Donoho and Jin (2004). The local test can be described
using the functions
gi(x) =
√
n
x− i/n√
x(1− x) ,
and the test statistic equals, for some 0 < α0 < 1,
T (p) = min
i≤α0n
gi(p(i)).
The critical value for the test can be chosen as −√2 log log n(1 + o(1))
(Donoho and Jin, 2004), but this may need some adjustments in finite sam-
ples. This test falls in the min-category, where fi = gi for i ≤ α0n, and
fi = 0 otherwise. The higher criticism has originally been studied under
independence, but there are extensions allowing some degree of dependence.
A challenge with these general monotone functions is that the critical values are
typically not available in closed form. However they can usually be evaluated
numerically.
3. Hybrid Hochberg-Hommel. Gou et al. (2014) proposed improved hybrid
Hochberg–Hommel type step-up multiple test procedures, and showed that they
are the closures of the following local tests. We reject the intersection null, i.e.,
T (p) = 1 if one of the following mutually exclusive events occurs:
Ei =

p(n) ≤ α i = 1,
p(n) > α, p(n−1) > c2α, . . . , p(n−i+2) > ci−1α
p(n−i+1) ≤ ciα, p(1) ≤ diα i ≥ 2.
Here ci, di are two monotone decreasing sequences of critical constants with 1 ≥
ci ≥ di. It is easy to see that this local test is monotone and symmetric. Indeed,
we only need to observe that if we are in Ei, and decrease any p-value, we will
either stay in Ei, or move to some Ek with a smaller index k < i.
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5 Consonance
The notion of consonance is fundamental in multiple testing. A multiple testing rule
is said to be consonant when, for any set A, if the global null HA is rejected, there is
at least one singleton i ∈ A such that the individual null Hi is also rejected (Gabriel,
1969). Formally, if the multiple test has decision rule Φ, then it is consonant if for any
A, there is an index i ∈ A such that Φ(pA) ≤ Φ(pi).
Consonance also leads to computationally efficient closed testing rules under some
conditions. Hommel et al. (2007) show that consonance leads to a shortcut of or-
der n for closed testing. However, their shortcut is only feasible if one can identify
the elementary hypothesis in an efficient way. Unfortunately, this is only known for
weighted Bonferroni tests. Hommel et al. (2007) acknowledge this limitation, writing
that “after rejecting HA it may sometimes remain difficult to identify an elementary
hypothesis Hi, i ∈ A, to be rejected. In such cases the short-cut can still be computer
intensive”. See also Brannath and Bretz (2010) for methods based on local consonance
for restricted hypotheses.
Going back to the main topic of the paper, suppose now that the local test statistics
used in closed testing are also consonant. Assuming in addition that they are symmetric
and monotone, as in the previous sections, it is easy to see that one obtains an efficient
dynamic programming-type shortcut for computing the closed testing method. Indeed,
the closed testing decision rule for the smallest p-value reduces to
Φc(p(1)) = Φ(p(1), . . . , p(n)).
To see this, first we notice that the decision rule clearly must include the above factor,
i.e., the intersection null with all n p-values must be rejected in order for the smallest
p-value to be rejected. Next, by consonance, if the null with these p-values is rejected,
then there must be a singleton j that is rejected. Now, since p(1) ≤ pj , we obtain that
p(1) is also rejected. This shows that the decision rule for the smallest p-value has the
above form.
With a similar reasoning, we obtain that the decision rule for the second p-value
has the form
Φc(p(2)) = Φ(p(1), . . . , p(n)) · Φ(p(2), . . . , p(n)).
Therefore, we must only test the null with p-values p(2), . . . , p(n) to compute the de-
cision rule for the second smallest p-value. Continuing, this shows that an algorithm of
complexity O(ns) exists for computing consonant closed tests based on monotone sym-
metric testing rules. For instance, the Bonferroni rule with Φ(p1, . . . , pk) = I(min pi ≤
α/k) satisfies these properties. It is also well known that the Hommel procedure is a
consonant closed testing procedure (Sonnemann, 1982, 2008). Therefore, consonance
and closed testing lead to extremely fast algorithms.
However, we emphasize that the scope of this paper goes much beyond consonance.
In this section, we will show here that there are important examples of closed tests
based on monotone and symmetric rules that are not consonant. We will establish
conditions needed for consonance, and then show that specific tests do not satisfy
them.
For this we take a systematic approach. Suppose we are testing n null hypotheses
using the closure of monotone combination tests T (pJ) =
∑
i∈J f(pi). Recall that the
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global rules are Φ(pJ) = I(T (pJ) ≤ c|J|), where c|J| = c|J|,α. We have the following
key result, which clarifies the conditions on closures of monotone sums under which
we have consonance. We call this result the Consonance-Closure-Monotonicity (CCM)
lemma. See Section 9.8 for the proof.
Lemma 5.1 (Consonance-Closure-Monotonicity (CCM) lemma). Let Fk be the cdf of
an average of k random variables f(Pi), where Pi are independent p-values uniformly
distributed on [0, 1]:
Fk(c) = Pr
(
k−1
k∑
i=1
f(Pi) ≤ c
)
.
Then the closure of monotone combination tests Φ(pJ) = I(T (pJ) ≤ c|J|) is consonant
if and only if the following two conditions hold:
(a) Level: Each local test has level α:
Fk(ck) ≤ α
for all k ≤ n.
(b) Sub-linear critical value growth: The critical values ck grow at most linearly:
ck ≤ kc1.
From the CCM lemma, we can derive several important and interesting results.
First, we study the consonance of two specific monotone combination rules, Stouffer’s
and the Truncated Product Method, and then we give a more general result. See
Section 9.9 for the proof.
Proposition 5.2 (Examples of Consonance). 1. The closure of Stouffer’s combi-
nation, where T (pJ) =
∑
i∈J Φ
−1(pi), is not consonant if
α < 1/2.
2. The closure of the Truncated Product Method, where T (pJ) =
∑
i∈J ln(pi)I(pi ≤
τ), is consonant if
1−√1− α ≤ τ ≤ α.
3. More generally, suppose that f is a strictly increasing continuous function such
that E|f(P )| < ∞ for a uniform p-value P . Suppose we are testing n null hy-
potheses. The closure of monotone combination tests T (pJ) =
∑
i∈J f(pi) based
on independent p-values can only be consonant for all n if
Ef(P ) ≤ f(α).
This result gives clear conditions under which closures of monotone sums are con-
sonant, and gives specific examples. In particular, the third statement implies that the
closure of Fisher’s combination test is not consonant for all n if α > 1/e.
The condition above gives a lower bound on the critical value α for which the
tests are consonant. The values of interest for us are typically α = 0.05 or α = 0.01.
17
(a) M = 0 (b) M = 1 (c) M = 2
Figure 1: FWER and average number of hypotheses rejected by the FACT method for the
closure of Fisher’s method, Simes’ method, and the Simes-HC fusion rule. The displays
are as a function of the signal strength M and sparsity s.
For these values, however, the classical combination tests (Fisher and Stouffer), are
not consonant. The closure of the Truncated Product Method is consonant for the
choices of τ specified in Proposition 5.2. The FACT algorithm applies to the closure
of Fisher’s and Stouffer’s test, neither of which are consonant in general. This shows
that our FACT algorithm has a broader scope than consonance.
A key idea about consonance is consonantization (Romano et al., 2011), which
shows that under some conditions, any closed testing method can be replaced with
a consonant one. Specifically, following the above reference, a family {Hi}i=1,...,n of
hypotheses is called elementary if there is no i 6= j such that Hi ⊂ Hj . Any closed
testing method of elementary hypotheses can be made consonant, in the following way.
Suppose HK is rejected when ΦK = 1. Define
Φ′K = max
i:i∈K
∏
J:i∈J
ΦJ .
Then, the closure of ΦK and Φ
′
K reaches the same decisions about Hi, and the closure
of Φ′K is consonant.
While this is an intriguing idea, it is not clear to us if it can be computed efficiently
in a general context. This is an interesting problem that falls beyond our current scope.
6 Numerical experiments
We perform numerical simulations to understand and compare the behavior of our
proposed methods.
6.1 Fusion rules are more powerful
We compare the closure of Fisher’s method, Simes’ method, and FACT with the Simes-
Higher Criticism (Simes-HC) fusion rule. The reason for performing this simulation is
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that we would like to understand under what condition the new fusion rule can perform
better than Simes method or Fisher’s method.
We do not compare Holm’s method, because the closure of Simes’ method is more
powerful. Moreover, we do not include the closure of the HC method, because the
critical values of that test are only asymptotic, and the level control is not guaranteed
for small sizes of the intersection null. When we use the HC method in the fusion rule,
we always use it for intersection nulls of a large size, where the asymptotics are more
accurate.
In the simulation, we use the normal means model, where the dataXi is independent
and normally distributed with Xi ∼ N (µi, 1) for i = 1, . . . , 100. The null hypotheses
considered are that µi = 0. The alternative hypotheses are that µi > 0.
We consider both sparse and dense models. We change the sparsity—the number
of nonzero µi effect sizes—of the model on a grid from zero to 100. We tune the effect
sizes so that the power is in a non-trivial regime, and comparable across the different
sparsities. Specifically, it is well known that the chi-squared test for a global null based
on k normal means behaves approximately as
N (k + |µ|22, 2k)
for large k, where |µ|2 is the Euclidean norm of the vector of means. Therefore we
choose our effect sizes in the following way. For a global effect size M , and sparsity s,
we set each nonzero effect size to be equal to µi = (2p/s)
1/2M . This ensures that the
Euclidean norm of the effects is the same for different sparsities. We take the signal
strength M to be 0, 1, and 2, respectively.
We then run the Fast Closed Testing method using various local testing methods.
We always use the global significance level α = 0.05. We average the results over 100
independent Monte Carlo trials.
We compare the closure of Fisher’s method, Simes’ method, and the FACT al-
gorithm using the Simes-Higher Criticism (Simes-HC) fusion rule. For the Simes-HC
rule, we assume that the preliminary estimate of the sparsity is correct. The results are
displayed in Figure 1. We observe that all methods empirically control the family-wise
error rate, up to random sampling error. This can be seen on the left plot showing the
FWER, where M = 0, so that we are under the global null. On the remaining plot,
we show the expected number of true discoveries.
We observe that the closure of the Simes-HC fusion rule is more powerful than the
other methods. First, the closure of Fisher’s method only has power against fully dense
alternatives, and only when the effect sizes are large (M = 2). Second, as seen in the
middle plot, the closure of Simes’ method can lose power when the sparsity increases.
Finally, FACT with the Simes-HC rule has more power than the other methods.
This can be seen best on the rightmost plot, where Simes HC tracks Simes for sparse
alternatives, and tracks Fisher for dense alternatives. This shows that the FACT
method, when used with the appropriate local testing rules, can be more powerful that
the closure of a minimum or sum-based local testing rule, and demonstrates the power
of our approach.
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(a) M = 0 (b) M = 1 (c) M = 2
Figure 2: FWER and average number of hypotheses rejected by the FACT method with
the Simes-HC fusion rule, for potentially mis-specified sparsity levels. The displays are as
a function of the signal strength M and sparsity s.
6.2 Robustness to mis-specifying the sparsity
We examine the robustness of the Simes-HC fusion rule to the sparsity tuning param-
eter. The reason for performing this simulation is that we would like to understand
how the performance of the method depends on our prior guess for the sparsity s. We
use the same simulation setup as in the previous section. We now run the Simes-HC
rule with sparsity tuning parameters equal to s/2, s, and min(s, n). The results are
displayed in Figure 2.
We observe that the method is not too sensitive to the sparsity tuning parame-
ter. Regardless of the value of that parameter, the Simes-HC rule always has good
power. Underestimating the sparsity seems to lead to a smaller number of rejections.
This suggests that in practice one should use over-estimates of the sparsity for robust
performance.
6.3 Robustness to correlated test statistics
We examine the robustness of the FACT method to with the Simes-HC fusion rule to
correlated test statistics. The reason is to understand how the FWER depends on the
correlation structure of the tests.
We use the same simulation setup as in the previous section, with effect size M = 1,
and varying sparsity. Moreover, we sample the test statistics as
X ∼ N (µ,Σ),
where Σ is a covariance matrix. We choose Σ to be either a spiked covariance matrix
Σ = (1−ρ)In+ρ11>, where 1 is the vector or all ones, or an autoregressive covariance
matrix of order one (AR-1), Σij = ρ
|i−j|. We let the correlation coefficient ρ vary
over the entire range where Σ is non-negative definite. This includes both positive and
negative correlation structures. The results are displayed in Figure 3. We average over
1000 Monte Carlo trials. We observe that the method essentially controls the FWER
for all correlation structures in this case.
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(a) Spiked model (b) AR-1
Figure 3: FWER of the FACT method with the Simes-HC fusion rule, for correlated test
statistics. The displays are as a function of the correlation coefficient.
7 Data Analysis
We illustrate the FACT method on a Genome-Wide Association Study (GWAS) of
coronary artery disease. In the last decade, GWAS have become the backbone of mod-
ern medical genomics. Thousands of such studies have been performed, and have led
to hundreds of novel associations between common traits and genetic variants (see e.g.,
Visscher et al., 2012, for a review). Thus there is a great deal of interest in improving
statistical inference via multiple testing in this area (e.g. Efron, 2012; Dobriban et al.,
2015; Fortney et al., 2015; Dobriban, 2017).
GWAS are a general and flexible type of genomic study to understand complex traits
and diseases. In a typical GWAS, we collect a large number of cases and controls for a
disease of interest, such as coronary artery disease. We also measure the genotypes of
the samples for potentially hundreds of thousands of genetic variants known as Single
Nucleotide Polymorphisms (SNPs). We then find the most significantly associated
SNPs using multiple testing.
In this paper, we will llustrate the FACT method on the GWAS dataset from
the C4D consortium for coronary artery disease genetics (Coronary Artery Disease
Genetics Consortium, 2011). This dataset contains about 500,000 genotyped SNPs, on
15,420 individuals with CAD (cases) of which 8,424 are Europeans and 6,996 are South
Asians, along with 15,062 controls. Because out Simes-HC fusion method can more
powerful than the closure of Simes’ method (i.e., Hommel’s method) for relatively dense
alternatives, we focus on a subset of the SNPs that is already known to be enriched for
CAD-related loci. Specifically, we focus on the neighborhood of the CDKN2A gene, at
the 9p21.3 locus.
This locus is known to be strongly associated with CAD from prior work, however
the functional mechanism appears to be not fully known (see e.g., Harismendy et al.,
2011; Chen et al., 2014). Therefore, it is of interest to better understand the local
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Figure 4: Plot of Z-scores for association with coronary artery disease in the C4D GWAS
dataset, focusing on the 9p21.3 locus. The horizontal lines are the critical values of the
closure of Simes’ method (i.e., Hommel’s method), and the FACT algorithm with the
Simes-HC fusion rule. The Simes-HC method discovers a second associated SNP in the
secondary cluster.
genetic architecture of this region. We focus on a 200 kilobase region centered at the
position 21967752, which is the location of one of the most significant hits in the current
study. There are J = 452 SNPs in this window.
We perform multiple testing with the closure of Simes’ method (i.e., Hommel’s
method) and the FACT method using the Simes-HC fusion. For the Simes-HC fusion,
we set the sparsity as s = 0.1J . Hommel’s method finds 24 significant loci, while the
FACT with Simes-HC finds 25. The results displayed in Figure 4 show that most of
the discoveries are in a contiguous window around the center of the region.
Both Hommel’s method and the fusion find significant discoveries in a second clus-
ter, about 20 kilobases away from first one, but the fusion finds two loci there. This
gives stronger evidence for the association of that cluster. Regarding interpretation, it
is most likely that there are several loosely dependent SNPs associated with CAD in
this region, so we think that it is valuable to have stronger evidence near the secondary
locus.
Finally, we note that we expect the test statistics in this region to be dependent.
However, we do not have access to the full dataset, but only to the list of p-values, and
hence performing permutation methods is not feasible. Heuristically, the dependence
should be positive, because of linkage disequilibrium between neighboring SNPs. Hence
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Simes’ rule is expected to have the appropriate level. The same statement is less clear
about the higher criticism, and this specific question deserves further study.
8 Discussion
In this paper we have proposed the Fast Closed Testing (FACT) method for flexible
multiple testing. The FACT method enables the efficient computation of the closure
principle for monotone symmetric local testing rules. A key strength of the method is
that practitioners can choose which local testing rules to use for any given subset size,
for instance Bonferroni-type rules, Simes-type rules, monotone sums, or more general
combinations like the Higher Criticism. We have illustrated this by designing the
Simes-Higher Criticism fusion rule, which uses Simes’ method for testing intersection
nulls of a small size, while using the Higher Criticism to test intersection nulls of a
larger size. We gave an example using the method in a Genome-Wide Association
Study of coronary artery disease.
This work raises a number of interesting questions for future work. In our work,
symmetry was crucial for deriving efficient algorithms. However, there are important
non-symmetric multiple testing methods, including weighted methods (Holm, 1979;
Dobriban et al., 2015; Fortney et al., 2015; Dobriban, 2017), fixed-sequence procedures
(Maurer et al., 1995; Westfall and Krishen, 2001), and fallback procedures (Wiens,
2003). These control the FWER, because they are closures of weighted Bonferroni
methods (Hommel et al., 2007). However, there is currently no general explanation
for why they admit efficient algorithms. Can we derive such principles? Can these
principles lead to new multiple testing methods?
Second, closed testing methods have appealing power properties. It is known that
any multiple testing method can be replaced by a closed testing method that rejects the
same, and possibly more, hypotheses while controlling the FWER (Sonnemann, 1982,
2008; Sonnemann and Finner, 1988). However, it is not known how to compute this
closure efficiently. Are there conditions under which it can be computed in polynomial
time?
In addition, it would be of major practical interest to study the case of dependent
p-values.1 For this we would need a new probability inequality for local tests based on
symmetrically distributed–or exchangeable–p-values, similar to Bonferroni’s inequality
for arbitrary dependence, and Simes’ inequality for positive dependence (Goeman and
Solari, 2014). Then we could apply the closure principle as in this paper.
Moreover, there are many multiple testing methods that go beyond the closure
principle. For instance, the it would be interesting to see when the methods based on
the sequential testing principle (Goeman and Solari, 2010) can be computed efficiently.
Understanding these questions will help broaden our methods for multiple testing.
1We thank Jelle Goeman for encouraging us to consider this problem.
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9 Proofs
9.1 Review of the well-known argument that CT controls the
FWER
This is the well-known argument that CT controls the FWER. let I0 be the set of all
true nulls. Then, for all i ∈ I0:
Φc(pi) =
∏
J:i∈J
Φ(pJ) ≤ Φ(pI0),
where in the first step we have used the definition of CT (reject individual null if all
sets containing it are rejected), and that all rejection rules take values in {0, 1}, while
in the second step we have used that I0 is among the sets J containing i. We conclude
that if Hi is rejected, then so is HI0 . Since the probability of rejecting HI0 is at most
α, this shows that CT controls the FWER.
9.2 Proof of Theorem 2.1
Consider the closed testing method. To decide whether or not we reject the k-th
hypothesis, we must decide for every subset containing k whether or not it is rejected
based on the local testing rule. Now consider subsets of a fixed size j containing k.
By assumption, for each of these subsets, we use the same local testing rule Tj . Also
by assumption, these testing rules are symmetric and monotone. It follows that all
subsets are rejected if and only if the “worst” one is rejected. The “worst one” has the
largest j − 1 p-values excluding pk.
We can formalize this intuition as follows. Let p−k(1) ≤ . . . ≤ p−k(n) be the sorted
p-values excluding pk. Recall that the decision rule Φc for the k-th null is
Φc(pk) =
∏
J:k∈J
Φ(pJ).
We can write this as a product over subsets of each possible size j. By the above
discussion, the j-th term equals Φ(pk, p
−k
(n−j+1), . . . , p
−k
(n)). Therefore, the entire decision
rule for the j-th term has the form
Φc(pk) = Φ(pk) · Φ(pk, p−k(n)) · . . . · Φ(pk, p−k(1) , . . . , p−k(n)).
Next, we observe that if pk is less than or equal to pl, then the term Φ(pk, p
−k
(a), . . . , p
−k
(n))
is less than or equal to Φ(pl, p
−l
(a), . . . , p
−l
(n)). This simply means that if we reject all sub-
sets of a fixed size containing the l-th hypothesis, then we also reject all subsets of the
same size containing the k-th hypothesis. Therefore, if we do not reject the “worst”
subset of size j (say) for p(k), we do not reject the “worst” subset for any p(l) with
l ≥ k.
This shows that the following algorithm is equivalent to the closed testing method.
Start by sorting the p-values. For each p-value p(k) starting with the smallest one,
check if the “worst” subset of each size j is rejected using the local testing rule Tj .
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If any such subset is not rejected, stop, and reject the hypotheses with the p-values
p(1), . . . , p(k−1). This agrees with the FACT algorithm, showing its correctness.
Finally, we study the computational cost of the algorithm. The initial sort takes
O(n log(n)) steps. Then at step k, the cost is at most
t1 + t2 + . . .+ tn−k+1,
where ti is the cost of applying Ti to a size i subset. For the total cost, suppose we
reject k out of n hypotheses. Then the total cost is at most
Ck = O
n log(n) + k [t1 + t2 + . . .+ tn−k] +∑
j<k
jtn−j+1

For instance, if tn = O(n
c) with c ≥ 1, then we get a total cost O(knc+1). When
ti = O(i), i.e., when applying the test takes linear time, the cost is Ck = O(kn
2). This
finishes the proof.
9.3 Proof of Lemma 3.1
We first study the properties of the rejection regions of monotone symmetric sets. Then,
we apply these results to prove the current result. Consider a monotone symmetric
rule Φ : [0, 1]n → {0, 1}. Let A be the rejection region, A = {p : Φ(p) = 1}. Note that
A ⊂ [0, 1]n must of course be Borel measurable. Then monotonicity and symmetry of
Φ are equivalent to the same properties of A:
1. Set Monotonicity: p ∈ A implies q ∈ A, if on all coordinates i, qi ≤ pi.
2. Set Symmetry: p = (p1, . . . , pn) ∈ A implies ppi = (ppi(1), . . . , ppi(n)) ∈ A for
any permutation pi of {1, . . . , n}.
Let A be the collection of all such sets. What properties does A have?
Lemma 9.1 (Union). The union of any collection of monotone symmetric sets is
monotone symmetric.
Proof. Let Ai, i ∈ I, be a collection of monotone symmetric sets, and suppose x ∈ ∪iAi.
Let any y ≤ x, where inequality is meant coordinate-wise, i.e., yi ≤ xi for all i. Now,
we must have x ∈ Ai for some i ∈ I. Then, since Ai is monotone, we have y ∈ Ai,
hence y ∈ ∪iAi. Moreover, since Ai is symmetric, we have xpi ∈ Ai ⊂ ∪iAi finishing
the proof.
Lemma 9.2 (Intersection). The intersection of any collection of monotone symmetric
sets is monotone symmetric.
The proof is similar to the previous one, and hence omitted.
For any a ∈ [0, 1]n, let us denote the hyper-rectangle with opposite vertices 0 and
a by H(a). Thus
H(a) = {x : 0 ≤ xi ≤ ai, i = 1, . . . , n}.
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Clearly, H(a) is a monotone set. Let moreover Hpi(a) be the symmetrization of H(a),
that is
Hpi(a) = ∪pi∈SnH(api).
Thus Hpi(a) is monotone and symmetric. Moreover, Hpi(a) is a minimal monotone
symmetric set, in the sense that if a belongs to a monotone symmetric set, then Hpi(a)
must also belong to it.
Lemma 9.3 (Representation). A set A is monotone symmetric if and only if it can
be written as
A = ∪a∈IHpi(a),
for some measurable set I ⊂ [0, 1]n.
Proof. Clearly, if this representation holds, then by the union lemma, Lemma 9.1, A
is monotone symmetric. On the other hand, if A is monotone symmetric, then clearly
A has the given representation, with I = A. This finishes the argument.
9.3.1 Final proof of Lemma 3.1
Clearly, a test statistic T is monotone and symmetric if and only if all its sub-level sets
ST (c) = I(T (p) ≤ c) are monotone symmetric in the sense of sets, as defined above.
Now, for the first part, let T = mini∈I T i be a minimum of an arbitrary measurable
collection of monotone symmetric test statistics. We notice that mini∈I T i ≤ c iff for
some i ∈ I we have T i ≤ c. Thus
ST (c) = ∪i∈IST i(c).
Thus, T is monotone symmetric the union lemma, Lemma 9.1.
Similarly, for the second part let T = maxi∈I T i be a maximum of an arbitrary
measurable collection of monotone symmetric test statistics. Clearly, maxi∈I T i ≤ c iff
for all i ∈ I we have T i ≤ c. Thus ST (c) = ∩i∈IST i(c). Thus, this property follows
from the intersection lemma, Lemma 9.2.
For the third part, it is clear from the original definition for test statistics that
monotonicity and symmetry are preserved under non-negative combinations.
For the fourth part, suppose that on all coordinates i, pi ≤ p′i. Then, by mono-
tonicity of the T j , T j(p) ≤ T j(p′) for all j, so that by monotonicity of g,
g(T 1(p), . . . , T k(p)) ≤ g(T 1(p′), . . . , T k(p′)).
This shows that g(T 1, . . . , T k) is a monotone test statistic. Next, to see the symmetry,
we notice that the value of each T j is unchanged under permutations. Therefore, the
value of g is also unchanged, finishing the proof.
9.4 Proof of Lemma 3.2
The proof of this claim follows by examining what happens to p(i) if we decrease any
index pk = p(j). Consider the set Si(c) = {(p1, . . . , pn) : p(i) ≤ c}. If j < i, clearly the
value of p(i) does not change. If j = i, then p(i) decreases, so we stay in the set Si(c).
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Finally, if j > i, then the value of p(i) stays fixed initially, and can only decrease after
we have decreased the coordinate that used to be p(j) enough to reach p(i). This shows
that regardless which coordinate we decrease, we stay in Si(c), finishing the proof.
9.5 Proof of Proposition 4.1
In general, the decision rule for the hypothesis corresponding to the first p-value equals
Φ(p(1)) · Φ(p(1), p(n)) · . . . · Φ(p(1), p(2), . . . , p(n)).
Since we are working with the Bonferroni method, the i-th factor equals I(p(1) ≤
α/i). Since the thresholds are decreasing in i, the last rule is the most stringent one.
Thus, we obtain the simplification that the decision rule for the smallest p-value equals
I(p(1) ≤ α/n).
If we have rejected the hypothesis corresponding to the smallest p-value, we continue
and examine the second smallest one. This is rejected based on the rule
Φ(p(2)) · Φ(p(2), p(n)) · Φ(p(2), p(n−1), p(n)) . . .Φ(p(2), p(3), . . . , p(n)).
As above, the i-th factor equals I(p(2) ≤ α/i). Since the thresholds are decreasing
in i, the last rule is the most stringent one. Thus, we obtain that the second decision
is based on
I(p(2) ≤ α/(n− 1)).
Continuing similarly, we obtain that the decision to reject the hypothesis corresponding
to p(i) is only considered if the hypotheses corresponding to the smaller p-values are
all rejected. The hypothesis is then rejected if p(2) ≤ α/(n− i+ 1), which agrees with
Holm’s method. This shows that the steps of the FACT algorithm recover Holm’s
method.
9.6 Proof of Proposition 4.3
The reasoning proceeds from the last loop of the FACT algorithm sequentially towards
the first loop. We show that the decision made at each loop matches the decision at
the corresponding step of Hommel’s procedure. We view Hommel’s procedure as a
sequential algorithm proceeding from j = 0 to j = n. At the j-th step, we check if
p(n−j+k) > kα/j for all k ≤ j. If this is the largest j with this property, we reject all
Hi with pi ≤ α/j.
Thus, consider the last outer loop of the FACT algorithm, where k = n. There,
if p(n) ≤ α, all hypotheses are rejected. This matches the first step in Hommel’s
procedure, where j = 0. Indeed, in that case, there is no j such that p(n−j+k) > kα/j
for all k ≤ j. This means, for j = 1, that pn ≤ α.
However, we also need to argue that if p(n) ≤ α, then the FACT algorithm indeed
arrives at the n-th loop, and does not stop before that. This is indeed true, because if
p(n) ≤ α, then each of the conditions in each of the previous n − 1 loops are fulfilled.
This shows that the first steps of the two algorithms agree.
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It remains to understand the case where p(n) > α. In this case, the FACT algorithm
stops before the n-th outer loop. As before, there are two conditions for it to stop at
the n− 1-st outer loop. First, both of the conditions
{p(n−1) ≤ α/2} ∪ {p(n) ≤ α}
and {p(n−1) ≤ α} must be satisfied. Since p(n) > α, this means that the required
condition is p(n−1) ≤ α/2. The second condition is that the algorithm must not stop
before the n − 1-st outer loop. However, we claim that the condition p(n−1) ≤ α/2
guarantees that.
Indeed, consider a previous outer loop, say the k-th one with k ≤ n − 2. Then,
we claim that for any inner loop j, there is a p-value satisfying the Simes constraint.
Indeed, consider first the loops j for which p(n−1) is one of the p-values considered in
p(k), p(j+1), . . . , p(n). Thus, j + 1 ≤ n − 1, or j ≤ n − 2. In this case, the threshold
to which p(n−1) is compared in the Simes test is α · (n − j)/(n − j + 1). Since this is
greater than α/2, we have that
p(n−1) ≤ α · (n− j)/(n− j + 1),
and so the Simes constraint is satisfied in this case.
Consider next the loops j for which j ≥ n− 1. In this case, the threshold to which
p(1) is compared in the Simes test is α/(n− j + 1). Since this is greater than or equal
to α/2, and p(1) ≤ p(n−1) we have that the Simes constraint is satisfied in this case.
In conclusion, we have shown that the FACT algorithm stops at the n− 1-st loop
precisely when p(n) > α and p(n−1) ≤ α/2. The algorithm stops before this loop when
p(n−1) > α/2. This agrees with the second step in Hommel’s algorithm.
By a similar inductive argument, we obtain that the FACT algorithm stops at the
n− j + 1-st loop precisely when
p(n) > α, p(n−1) > α · (j − 1)/j, . . . , and p(n−j+1) ≤ α/j.
This agrees with the j-th step in Hommel’s algorithm, and finishes the proof.
9.7 Proof of Proposition 4.4
Let us write di = d|J|,i for simplicity. Define the regions
Si(di) = {p : p(i) ≤ di}.
The acceptance region of the Generalized Simes Test equals S = ∪iSi(di). The order
statistics are monotone symmetric by Lemma 3.2, hence the sets Si(di) are monotone
symmetric. So by the closure properties (Lemma 3.1) of monotone symmetric sets, S
is monotone symmetric, finishing the proof.
9.8 Proof of Lemma 5.1
For a test of the form Φ(pJ) = I(T (pJ) ≤ c|J|,α), consonance requires that if T (pJ) ≤
c|J|,α, then there is an index i ∈ J such that T (pi) ≤ c1,α. For monotone combination
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tests T (pJ) =
∑
i∈J f(pi) with k = |J |, consonance requires that if∑
i∈J
f(pi) ≤ ck,α,
then f(p(1)) ≤ c1,α.
Now, in the worst case, we can take the p-values to be equal. Thus, consonance
can only hold for all p-values if
ck,α
k ≤ c1,α. This finishes the proof.
9.9 Proof of Proposition 5.2
1. It is easy to see that the condition ck,α ≤ kc1,α does not hold for Stouffer’s test.
We have
ck,α = k
1/2Φ−1(α),
thus
ck,α/k = k
−1/2 · c1,α.
Since c1,α = Φ
−1(α) < 0 if α < 0, we thus have ck,α/k > c1,α. This finishes the
proof of this claim.
2. For the truncated product method, we have f(x) = ln(x)I(x ≤ τ). For the
critical value for one test, c1 = c1,α, we need that
F (c1) = Pr (ln(P )I(P ≤ τ) ≤ c1) ≤ α.
Now, taking c1 = ln τ , we see that this probability equals τ . Since the value of the
random variable ln(P )I(P ≤ τ) equals zero for P > τ , it follows that F (c1) = τ
for any c1 ∈ (ln τ, 0). Since we are interested in the regime where τ ≤ α, it follows
that we can take any c1 ∈ (ln τ, 0) and the level condition is satisfied for subsets
J of size one.
Now consider subsets of size two. Let Xi = ln(Pi)I(Pi ≤ τ) and c2 = c2,α be the
appropriate critical value. We need that
F2(c2) = Pr (X1 +X2 ≤ c2) ≤ α.
Since Xi ≤ 0, we have that X1 + X2 = 0 only if X1 = 0 and X2 = 0. The
probability of this event is (1−τ)2. Moreover, the next largest value that X1+X2
can take with positive probability equals ln τ , which happens when one Xi = 0
and the other Xj = ln τ . Therefore, we conclude that
F2(c2) = 1− (1− τ)2
for all c2 ∈ (ln τ, 0). For this to be at most α, we need precisely that 1−
√
1− α ≤
τ , which is the required condition.
For consonance, it remains to show that one can choose c2 such that c2 ≤ 2c1.
This is clear, because c1, c2 are only constrained to be in (ln τ, 0).
Finally, consider subsets of size k. Similarly to above, we derive that
Fk(ck) = 1− (1− τ)k
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for all ck ∈ (ln τ, 0). Thus, the level requirement translates to
1− (1− α)1/k ≤ τ.
Since x → x1/k is increasing for x ∈ (0, 1), this condition is implied by the one
for k = 2. Moreover, for consonance, we need ck ≤ kc1. This holds similarly to
the case k = 2, finishing the proof.
3. One can check that c1,α = f(α) is a valid choice of a critical value for strictly
increasing continuous f . Indeed, Pr(f(Pi) ≤ f(α)) = Pr(Pi ≤ α) = α. Thus,
consonance requires equivalently that
pn := Pr
(
n∑
i=1
f(pi) ≤ nf(α)
)
≥ α.
By the law of large numbers, n−1
∑n
i=1 f(pi) → Ef(P ) almost surely, thus if
Ef(P ) > f(α), then lim supn pn = 0. Therefore, consonance for all n requires
that Ef(P ) ≤ f(α), which finishes the proof.
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