The steps of harmony search algorithm are as follows:
Step 1. Parameter initialization.
The control parameters of harmony search algorithm are specified, which include HMS, harmony memory considering rate (HMCR), pitch-adjusting rate (PAR), fret width (fw) (fret width is called formerly bandwidth: bw) and the termination criterion (i.e., the maximum function evaluation times(MaxFEs) ).
Step 2. Initializing the harmony memory (HM) and calculating the fitness value of each harmony. 
End
where idworst is the index of the worst harmony in HM.
Step 5. Checking the stopping criterion. If stopping criterion (MaxFEs) is meet, computation is terminated. Otherwise, Step 3 and
Step 4 are repeated.
Niche technique
Niche technique, inspired by the way organisms evolve in nature [3] , can be employed to enhance the population diversity and maintain multiple different optima in the search landscape [4] . For example, continual function schwefel 2.26 has many local optimal solutions, whose unique globally optimal solution (420.9867, 420.9867,…, 420.9867) is near the boundary (see Fig.A-1) ;
the swarm intelligent search algorithm is very easy to trap into one of local optimal regions, which might cause the global optimal solution lost. In niche technique, when many candidate solutions are gathered together in a small region of search space, the niche algorithm is triggered to recognize the niche region, and then the recognized niche region is set as forbidden zone for forcing search algorithm to explore new solutions in unexplored regions. In 
Niche technique for discovering more disease factors
For a new complex disease, we previously have not known biological information, whose risk factors may be some single SNP locus, combinations of multi-SNP loci, or hybrid models composed of the additive models, epistasis models and so on.
To be able to detect various risk factors, we need consider as many kinds of SNP combination models as possible. For the disease models with strong marginal effects, it can be found easily and quickly using swarm intelligent algorithm, however, for datasets including multiple disease models with marginal effect and disease models without marginal effect, it is extremely difficult to detect all disease-causing models due to the interference with one another seriously.
To tackle this problem, in this study, a new niche technique is merged into harmony search algorithm for exploring all disease-causing SNP combinations efficiently. The goal of the niche technique is mainly to discover some SNP-combinations with strong marginal effect, where the marginal effects do not only come from single SNP markers, but also may be synergistic effects of multi-SNP makers. In the search process of HS, the position and size of each niche region are recorded into a tabu table for forcing the HS algorithm to search new solutions in unexplored regions. In this way, all possible k-way SNP combination models having strong association with phenotype can be extracted one by one.    1  2  3  4 , , , . In this case, the HS is very easily trapped into local search and hard to jump out of the local region for exploring new disease-causing models due to the strong attraction of the marginal effect. At this point, the niche algorithm is triggered automatically to identify niche region whose center c has the highest score

) and radius ris defined as the number of common SNP loci of all k-way models in HM, (in this example, there are two the common SNP loci 1 x and 2 x , thus
When niche region ) , ( r c have been identified using the niche algorithm (see the identification algorithm(1)), it will be stored into tabu table (TT) that is used for avoiding evaluating some models repeatedly and forces the HS algorithm to search other regions for finding new possible risk factors. Then some best solutions (having strongest causal association with phenotype status) which are chosen from HM1, HM2 and HM3 are put into elite solution set Es1, Es2 and Es3, respectively. After the process HS search is end, the Es1, Es2 and Es3 are combined into a candidate set (CS). In the search process of NHSA, the niche identification algorithm is automatically triggered to identify a niche region when the harmony memories HM1, HM2 and HM3 cannot be updated during several iterations. Within a niche region, the radius of the niche is recorded for preventing generating new solution in the niche, which can effectively avoid the search algorithm trapping into a local region.
Algorithm (1): Niche identification algorithm:
During several iterations (T times), if there is no improvement for harmony memory (HM), we think all the solutions in HM might have been aggregated into a local region. And at this moment, niche identification algorithm is triggered to identify the niche, its work as follows: (1 There are more than ten kinds of BN models [5] [6] [7] that have been developed to find causal relationships, perform explanatory analysis , describe the causal influence and make predictions. In GWAS studies, BN model is also used to detect the interaction effect among SNP markers, which can represent the relationship between genetic variants and disease status. ( , , , )
j y j J   denotes the phenotype state.
Fig.A-3 k-SNPs epistasis Bayesian network model
A k-combinatorial model associated with phenotype can be expressed by the probability distribution [7] as follow:
where, Y is the state variable of phenotype and ( There have been several Bayesian network structure learning models successfully used to identify the SNP interaction, such as score-based methods used to evaluate the association between genotypes and phenotype by scoring the model's fitness to the data. 
where, ( | ) P M D is the posterior probability given sample dataset D, ( ) P M is the prior probability of M, ( | ) P D M denotes the marginal likelihood. P(D) represents the probability of the data D , which is a constant for all Bayesian network models based on data set D [8] . Thus, the equation (3) can be written as
where, the symbol "  " denotes that the ( | )
where, M  denotes the parameters of the probability distributions of phenotype variable Y given the SNP variables
According to the theorem 1 given in [8] , under the following assumptions: (1) The values of the phenotype variable are generated via independent identically distributed (i.i.d) sampling from P(Y |X). The equation (5) has a closed-form solution which is as following expression: n  , the Equation (6) can be expressed as follow:
According to the analysis in [7] , for the BN model M, it is unknown for us to prior belief of the model M. Thus, we can consider all BN models to be equally plausible and think the prior probability   P M is a constant for all BN models. Thereby, the Equation (4) can be expressed as :
According to Equation (7). (
The evaluation criterion of BN model turns to the K2-Score as follow formula
Gini Index
For a binary classification case-control problem, the Gini index is a diversity index [11] which is defined as Equation (12) 
where, , i j p is the estimated probability that the i-th genotype combination actually associated with phenotype j y .
 means the estimated probability that genotype combination is misclassified as phenotype j y . i P is the percentage of i-th genotype combination in sample set.
For example, in is the disease-causing interaction model and each SNP loci has not marginal effects to phenotype.
Comparison joint entropy with other scoring functions
The corresponding dataset of this disease mode comes from http://discovery.dartmouth.edu/model_free_data/ (fivewayNoLowBests) [10] , which disables the discovery of disease-causing models for some existing heuristic methods owing We compared joint entropy with logistic regression based AIC-score [9] and Bayesian network based K2-score by calculating the association between each 2-way SNP genotype combinations and phenotype outcome. The evaluation scores of three methods for all 2-way genotype combinations are displayed respectively with surface graph in Fig.A-4(a-c) , and the corresponding contour plots are shown in Fig.A-4(d-f) .
As shown in Fig.A-4 (a-b) and Fig.A-4 (d-e) , the logistic-regression-based AIC-score criterion and Bayesian-network-based K2-score criterion have hardly any discriminability for different 2-way genotype combinations. Yet, in Fig.A-4 (c) and Fig.A-4 (f), the joint entropies of sub-genotype combination that is combined with part of SNP markers   Fig.A-4 Comparison of three Evaluation Indexes. Fig (a), (b) and (c) are the scoring surface graphs for all 2-way SNP combination models evaluated using logistic regression based AIC criterion, Bayesian network based K2-score and joint entropy, respectively. The smaller the score is, the higher the association with phenotype. In Fig (a) and (b) , the distribution of scores is disorderly and unsystematic; it is very difficult to discover heuristic information from them to explore the disease-causing SNP combination models. Yet, the joint entropy, in Fig. c, that only Fig (d) , (e) and (f) are the contour graphs for all 2-way SNP combination models evaluated using logistic regression based AIC criterion, Bayesian network based K2-score and joint entropy, respectively. 
The process of the NHSA-DHSC algorithm

Screening Stage: step (1)~step (8).
(1) There harmony memories (HM1, HM2 and HM3) are initialized randomly by selecting 3-way SNP combination from the set of all SNP loci, where each 3-way SNP combination is referred to as a harmony. Each harmony of HM1 is evaluated using K2-score, the harmony in HM2 is scored by Gini function and the method of joint entropy is used to evaluate the harmony of HM3.
(2) Generating a new 3-way model using harmony search algorithm and calculating the k2-score, Gini-score and joint entropy. Such as (X 4 , X 5 , X 6 ) (K2-score =3.2, Gini-score =0.98, Joint entropy=4.1).
(3) If the new generated 3-way model is superior to the worst harmony (with high K2-score, yellow color) in HM1, the worst harmony in HM1 is replaced by the new model. If the new model is better than the worst harmony in HM2 or HM3, it will replace the worst harmony. For example, in the HM1, the worst harmony is (X 8 , X 9 , X 10 ) whose K2-score=5.1, it is worse than (X 4 , X 5 , X 6 ), therefore, it will be replaced by the new harmony (X 4 , X 5 , X 6 ). Similarly, because harmony(X 4 , X 5 , X 6 ) is better than the worst harmony (X 6 , X 7 , X 9 ) of HM3, it will instead of the worst harmony in HM3. However, in HM2, the worst harmony (X 1 , X 6 , X 10 ) is better than new generated harmony(X 4 , X 5 , X 6 ), thus the HM2 cannot be updated.
(4) If the HM1, HM2 or HM3 have not contained many remarkably similar harmonies, go to step (2), otherwise, go to step (5). (7) Updating the elite set of candidate solutions. Select some best harmonies from HM1, HM2 and HM3, and update the elite set of candidate solutions (Es1, Es2, and Es3) in terms of mechanism for selecting the superior and eliminating the inferior. Testing Stage: step (9)~step(10) (9) Combining three elite sets (Es1, Es2, and Es3) into candidate set (CS) and removing the duplicate solutions.
(10) Testing the solutions using G-test statistical method. (c) Fitness curve surface based on GINI-scoring criterion. (d) Fitness contour based on GINI-scoring criterion. In the right contour figure, the deeper the color, the stronger association with phenotype the genotype combination of (SNP1, SNP2) has. In the left curve figure, the lower the curve surface, the stronger association with phenotype the genotype combination (SNP1, SNP2) has; in the right contour figure, the deeper the color, the stronger association with phenotype the genotype combination (SNP1, SNP2) has. In the left curve figure, the lower the curve surface, the stronger association with phenotype the genotype combination (SNP1, SNP2) has; in the right contour figure, the deeper the color, the stronger association with phenotype the genotype combination (SNP1, SNP2) has. Table E-3 TPR, SPC, ACC and FDR of six algorithms for detecting datasets with 100SNPs .
In Table E-3 (see supplementary info file 2) , some FDR values on the columns of SNPHarvester, Boost and MACOED equal "NaN", which means that no k-way SNP combinations in all datasets were found to be a disease-causing model (Both the FP and TP are equal to 0, FP/(FP+TP) cannot be calculated) . MACOED  CSE  SNPHarvester  Beam  Boost   Sample  size  Model  TPR  SPC  ACC  FDR  TPR  SPC  FDR  ACC  TPR SPC ACC FDR  TPR  SPC  ACC  FDR  TPR  SPC ACC  FDR  TPR  SPC  ACC  FDR   800   DME-1  1%  100%  84%  0%  6%  100%  0%  68%  24%  24%  24%  76%  0%  100%  50%  NaN  0%  75%  43%  100%  0%  100%  50%  NaN   DME-2  1%  100%  93%  75%  34%  100%  0%  78%  23%  23%  23%  77%  0%  100%  50%  NaN  0%  61%  38%  100%  0%  87%  44%  100%   DME-3  1%  100%  95%  67%  73%  98%  7%  90%  11%  11%  11%  89%  0%  100% 100%  98%  0%  98%  87%  13%  92%  74%  74%  74%  26%  34%  97%  66%  8%  79%  28%  57%  41%  61%  99%  80%  2%   DME-7  97%  98%  98%  2%  98%  82%  18%  89%  83%  83%  83%  17%  73%  41%  51%  64%  98%  6%  72%  27%  49%  99%  74%  2%   DME-8  100% 100% 100%  0%  100%  64%  36%  78%  75%  75%  75%  25%  100%  2%  12%  90%  97%  15%  83%  15%  4%  100%  52%  0%   DME-9  99%  100%  99%  0%  99%  74%  26%  85%  80%  80%  80%  20%  77%  29%  40%  74%  100%  0%  83%  17%  0%  100%  50%  NaN   DME-10  99%  100%  99%  0%  100%  83%  17%  91%  81%  81%  81%  19%  94%  47%  63%  53%  100%  0%  83%  17%  67%  100%  84%  0%   DME-11  68%  100%  97%  1%  99%  97%  4%  98%  78%  78%  78%  22%  96%  100%  98%  0%  27%  45%  38%  76%  100% 100% 100%  0%   DME-12  91%  99%  97%  4%  97%  86%  14%  91%  79%  79%  79%  21%  98%  55%  71%  44%  98%  2%  58%  41%  98%  99%  99%  1% 2000 DME 100%  98%  0%  93%  93%  9%  93%  74%  74%  74%  26%  58%  84%  72%  25%  91%  19%  69%  28%  65%  100%  83%  0%   DME-7  99%  86%  96%  4%  100%  84%  16%  91%  73%  73%  73%  27%  95%  16%  30%  80%  100%  0%  78%  22%  66%  98%  82%  3%   DME-8  100% 100% 100%  0%  97%  86%  14%  91%  70%  70%  70%  30%  100%  1%  15%  85%  99%  6%  85%  14%  9%  100%  55%  0%   DME-9  100% 100% 100%  0%  99%  85%  15%  92%  77%  77%  77%  23%  98%  6%  13%  92%  99%  8%  88%  11%  8%  88%  48%  60%   DME-10  99%  100%  99%  0%  97%  85%  16%  90%  82%  82%  82%  18%  99%  18%  32%  79%  98%  13%  87%  12%  87%  98%  93%  2%   DME-11  82%  100%  98%  2%  98%  84%  16%  90%  66%  66%  66%  34%  99%  100% 100%  0%  55%  32%  42%  63%  99%  100% 100%  0%   DME-12  98%  100%  99%  0%  97%  81%  20%  88%  73%  73%  73%  27%  100%  41%  59%  57%  91%  16%  64%  35%  100% 100% 100%  0%   NHSA-DHSC   MACOED  CSE  SNPHarvester  Beam  Boost   Sample  size  Model  TPR  SPC  ACC  FDR  TPR  SPC  FDR  ACC  TPR SPC ACC FDR  TPR  SPC  ACC  FDR  TPR  SPC ACC  FDR  TPR  SPC  ACC  FDR   3200   DME-1  19%  100%  81%  0%  0%  100%  NaN  93%  75%  75%  75%  25%  0%  100%  50%  NaN  5%  73%  44%  87%  4%  96%  50%  50%   DME-2  48%  100%  95%  0%  0%  100%  NaN  93%  69%  69%  69%  31%  2%  100%  51%  0%  27%  47%  39%  75%  11%  100%  56%  0%   DME-3  70%  99%  96%  6%  8%  100%  0%  96%  65%  65%  65%  35%  8%  99%  54%  11%  60%  26%  39%  66%  8%  95%  52%  38%   DME-4  85%  100%  96%  0%  6%  100%  50%  95%  63%  63%  63%  37%  25%  58%  46%  73%  97%  5%  63%  36%  0%  100%  50%  NaN   DME-5  99%  100%  99%  0%  0%  99%  100%  75%  76%  76%  76%  24%  65%  100%  83%  0%  90%  26%  72%  24%  94%  97%  96%  3%   DME-6  99%  100%  99%  0%  7%  100%  0%  72%  78%  78%  78%  22%  100%  36%  55%  61%  99%  6%  84%  16%  99%  100% 100%  0%   DME-7  100% 100% 100%  0%  60%  93%  27%  85%  67%  67%  67%  33%  100%  4%  19%  83%  95%  31%  86%  10%  96%  96%  96%  4%   DME-8  100% 100% 100%  0%  83%  74%  37%  77%  77%  77%  77%  23%  100%  0%  28%  72%  97%  19%  86%  12%  37%  94%  66% 0%  80%  99%  1%  90%  78%  78%  78%  22%  100%  8%  18%  88%  100%  0%  85%  15%  98%  98%  98%  2%   DME-7  100% 100% 100%  0%  99%  86%  17%  91%  80%  80%  80%  20%  100%  0%  10%  90%  100%  0%  93%  7%  100% 100% 100%  0%   DME-8  100% 100% 100%  0%  97%  67%  33%  79%  78%  78%  78%  22%  100%  0%  15%  85%  100%  0%  92%  8%  57%  100%  79%  0%   DME-9  100% 100% 100%  0%  94%  91%  10%  92%  82%  82%  82%  18%  100%  0%  16%  84%  100%  0%  90%  10%  48%  99%  73%  2%   DME-10 100% 100% 100%  0%  96%  82%  21%  87%  77%  77%  77%  23%  100%  2%  25%  76%  100%  0%  91%  9%  98%  98%  98%  2%   DME-11  98%  100%  99%  0%  100% 100%  0%  100%  81%  81%  81%  19%  100% 100% 100%  0%  92%  15%  65%  33%  100% 100% 100%  0%   DME-12 100% 100% 100%  0%  99%  97%  4%  98%  78%  78%  78%  22%  100%  3%  15%  87%  100%  0%  88%  12%  99%  100% 100%  0%   5000   DME-1  69%  100%  87%  0%  46%  100%  0%  77%  75%  75%  75%  25%  2%  100%  51%  0%  36%  65%  50%  49%  57%  100%  79%  0%   DME-2  92%  100%  98%  0%  84%  99%  3%  93%  75%  75%  75%  25%  27%  100%  64%  0%  56%  36%  45%  58%  52%  92%  72%  14%   DME-3  92%  100%  98%  0%  99%  95%  6%  97%  76%  76%  76%  24%  57%  98%  78%  3%  86%  20%  58%  41%  24%  100%  62%  0%   DME-4  100% 100% 100%  0%  100%  89%  12%  94%  71%  71%  71%  29%  84%  7%  15%  91%  97%  17%  84%  14%  0%  99%  50%  100%   DME-5  97%  100%  98%  0%  98%  86%  16%  91%  74%  74%  74%  26%  99%  88%  93%  12%  99%  6%  86%  14%  98%  98%  98%  2%   DME-6  100%  90%  96%  7%  100%  83%  17%  91%  76%  76%  76%  24%  100%  8%  27%  78%  91%  53%  85%  8%  99%  99%  99%  1%   DME-7  100% 100% 100%  0%  99%  67%  33%  80%  81%  81%  81%  19%  100%  0%  44%  56%  98%  18%  90%  8%  94%  94%  94%  6%   DME-8  100% 100% 100%  0%  99%  68%  32%  81%  82%  82%  82%  18%  100%  0%  14%  86%  98%  13%  87%  12%  58%  100%  79%  0%   DME-9  100% 100% 100%  0%  97%  76%  24%  85%  81%  81%  81%  19%  100%  0%  35%  65%  99%  10%  91%  8%  45%  100%  73%  0%   DME-10 100% 100% 100%  0%  99%  78%  22%  87%  75%  75%  75%  25%  100%  0%  12%  88%  92%  47%  85%  9%  100% 100% 100%  0%   DME-11  97%  100%  99%  1%  98%  89%  13%  93%  78%  78%  78%  22%  100%  84%  92%  15%  99%  3%  71%  29%  100% 100% 100%  0%   DME-12  99%  90%  94%  9%  100%  76%  24%  87%  75%  75%  75%  25%  100%  0%  12%  88%  100%  0%  93%  7%  96%  96%  96%  4% Figure E-4. SPC and TPR of six algorithms for detecting datasets with 100SNPs and 4000 samples. For datasets with 1000 SNP markers, as shown in Figure E -6, our method in the first stage possesses the highest detection power and takes least runtime for all 12 DME models. In Figure E -6(c), NHSA-DHSC uses the least number of MEs to obtain the disease-causing SNP combinations among three intelligent algorithms.
NHSA-DHSC
It can be seen from Figure E-7(a) that our method is superior to other five algorithms for DME-4~DME-12 on index ACC, and it is better than CSE, Beam, SNPHarvester and Boost on DME-1~DME-3. In Figure E -7(b), our method is superior to or equal to all other approaches on the SPC metric, and it shows very high true negative rate in Figure E -7(c) for DME-5~DME-12, but it is inferior to MACOED and CSE for DME-1~DME-4, which is because many true disease models obtained in the first stage are filtered out due to the failure to pass the threshold of G-test p-value. In Figure E-7(d) , the NHSA-DHSC shows very low FDR, which demonstrates our method is effective for decreasing the type I error.
We can see from Figure E -8 that the G-test has higher precision on SPC and FDR than chi-square test. For DME-1~DME-4, the TPR of G-test is inferior to that of chi-square test, which is because the G-test is more stringent than chi-square. As we known, statistical method must balance the increase in type I errors and the increase in type II errors. A stringent significant threshold can decrease the type I errors for some models, however, which also can decrease the power (type II errors) for other models, such as DME models 1-4.Therefore, we believe that the modified G-test in this work is more effective than chi-square for testing the candidate solutions. In this figure, we respectively employ G-test and chi-square test to verify the solutions of candidate set (CS) in the 1st stage of NHSA-DHSC, where 12 DME datasets with 1000 SNP markers and 4000 samples are tested.
