[1] We find that the North Annular Mode (NAM) of the wintertime geopotential height anomalies between 10 and 1000 hPa is influenced by solar changes and that the effect is statistically significant. This evidence suggests that a mechanism of solar influence on climate operates through the excitation of this mode. The influence depends on the phase of the quasi-biennial oscillation (QBO). In early winter for the west QBO and late winter for the east QBO the solar changes affect the NAM in both the stratosphere and the troposphere almost equally. The results are compared with earlier studies of the role of the QBO and solar UV changes on near-polar temperatures and geopotential heights. Thus the late winter effect for the west QBO found by Labitzke and van Loon [1988] is clearly evident in the NAM in the stratosphere but does not appear in the troposphere.
Introduction
[2] Three types of forcing are widely discussed as causes of climate change: greenhouse gases, volcanic aerosols, and solar variability. Although much more work needs to be done, the processes through which greenhouse gases and aerosols operate are well understood. This is not the case for possible mechanisms of influences through solar changes, especially for changes taking place over decades and centuries. There are many indications that the Sun has influenced climate during the past century [Hoyt and Schatten, 1997] . Much of the work reporting these influences has been strongly criticized, however, on the basis that the results were of low statistical significance.
[3] Solar cycle variations of solar irradiance are strongly dependent on wavelength. Whereas the total irradiance varies by only 0.1% over the solar cycle, variations in the UV radiation are larger by almost 2 orders of magnitude [Lean, 1991] . This suggests that the effect of UV radiation on the Earth's atmosphere may be a good candidate for linking solar activity variations to climate [Lean and Rind, 2001] . It is known that solar cycle variations in UV radiation cause temperature and ozone changes at the top of the stratosphere [Hood et al., 1993] . However, no mechanism has been established that conclusively explains how changes in the stratosphere induce changes within the troposphere, where climate changes occur.
[4] It was generally doubted that stratospheric changes could directly affect the troposphere. However, it has recently been shown that some variations associated with a leading mode of atmospheric variability appear to propagate from the stratosphere to the troposphere [Kodera, 1995; Baldwin and Dunkerton, 1999] . This mode of wintertime atmospheric variability, called the Arctic Oscillation (AO) in the Northern Hemisphere then renamed the North Annular Mode (NAM), accounts for 22% of the variance in geopotential height at sea level [Thompson and Wallace, 1998 ] and 23% of the variance in the five-level data set (1000, 300, 100, 30, and 10 hPa) [Baldwin and Dunkerton, 1999] . It has an almost longitudinally symmetric structure extending from sea level, through the troposphere, to the top of the stratosphere. The mode is sensitive to rather modest external forcing [Thompson and Wallace, 1998 ]. In particular, its interannual variability can be forced by stratospheric perturbations that propagate downward to the troposphere [Baldwin and Dunkerton, 1999, 2001] .
[5] In this paper we show that solar variations occurring on a timescale of years affect this major mode of atmospheric variability. This adds to the existing evidence that a solar influence on climate does exist. In addition, this result demonstrates that a mechanism of solar influence on climate operates through modulation of the North Annular Mode.
[6] Specifically, we study the relationship between the solar cycle UV variations and the North Annular Mode as a function of height in the atmosphere. We carry out two studies, one of which tests the relation of UV and the NAM directly, while the other divides the data into two sets depending on the sign of the quasi-biennial oscillation (QBO) of stratospheric zonal winds. Previous work has shown that the behavior of the geopotential height in the stratosphere depends on the sign of the QBO as well as the phase of the solar cycle. In an early study, geopotential heights at high latitudes in the stratosphere were found to be lower during the west phase of the QBO than they were during the east phase [Holton and Tan, 1980] . It has been shown then that these results referred to periods of solar minima [Labitzke, 1987; Labitzke and van Loon, 1988; Baldwin et al., 2001] . The opposite phase relationships are observed during solar maxima [Labitzke, 1987; Labitzke and van Loon, 1988; Kodera, 1995; Naito and Hirota, 1997; Balachandran et al., 1999] . (A review and further references are given by Labitzke and van Loon [1999] .) This reversing of the pattern of height anomalies with changes of the phase of the QBO has also been found at 30 and 100 hPa using the Goddard Institute for Space Studies (GISS) general circulation model [Balachandran et al., 1999] .
[7] Here we further examine two critical aspects of the earlier empirical results. First, by the use of 40 year daily data (instead of traditional monthly data) and by the use of many atmospheric layers, we provide statistically reliable results that are more detailed in time and height. Second, instead of correlating solar changes with a particular atmospheric variable at a given height, we study the relationship between the solar changes and a global, coherent mode of the atmospheric variability that extends from sea level to the top of the stratosphere. This distinction is important because the use of this mode directly suggests a mechanism through which the Sun influences climate.
Selection of Data
[8] The index of the atmospheric variability we use is the principal component of the first empirical orthogonal function of geopotential height anomalies calculated from the National Centers for Environmental Prediction data for 17 atmospheric levels throughout the stratosphere and troposphere [Baldwin and Dunkerton, 1999] . It was later recalculated by M. Baldwin using a different method and was called the NAM index. Here we use the daily values of the updated NAM index for all 17 atmospheric levels ranging from sea level (1000 hPa) to high in the stratosphere (10 hPa) [Baldwin and Dunkerton, 1999] . The time period studied is from January 1958 through December 1997. During summers the NAM mode is confined to the troposphere with greatly diminished amplitude [Baldwin and Dunkerton, 1999] . Because of this we restrict our study to winters in the Northern Hemisphere, represented by November, December, January, February, and March data.
[9] The UV flux was not directly measured for much of this period, and so we use the best proxy available, e.g., the 10.7 cm solar radio flux [Hinteregger, 1981] . The 10.7 cm flux originates from atmospheric layers high in the Sun's chromosphere and low in its corona. It changes from day to day in response to changes in the solar faculae that are mainly responsible for emitting the UV radiation [Lean, 1991] . High 10.7 cm flux corresponds generally to solar maximum conditions, and low flux corresponds generally to solar minimum conditions ( Figure 1 ). The daily values of the 10.7 cm flux are available athttp://www.ngdc.noaa.gov/ stp/SOLAR/solar.html. To calibrate the UV variations against the 10.7 cm flux, we note that direct measurements of the UV variation during the last two solar cycles shown were $4-8%, depending on wavelength [Lean, 1991] . Note also that although we link the 10.7 cm flux to the solar UV variations, we cannot, of course, exclude the fact that the radio flux could be related to other solar causes of climate change.
[10] The west and east phases of the QBO are defined according to the direction of the zonal wind anomalies of the monthly QBO data at 40 hPa. This level of equatorial winds is chosen because the phase of the QBO defined in terms of the first empirical orthogonal function is close to the phase of the geopotential height at 40 hPa level [Baldwin and Dunkerton, 1999] .
Analysis of Data Not Separated on the Basis of QBO
[11] We generated scatterplots of the NAM index versus 10.7 cm flux at the 17 different atmospheric levels using 30 days of daily data from each of the 40 years for which we have NAM data (1958 -1997) . For the first day of the first plot we used 1 November. We then moved the starting point by 5 days to generate the next plot. A sample of these plots beginning at 1 February is shown in Figure 2 . Note that because the starting date has been shifted between plots by only 5 days, the majority of the points in two successive 30 day intervals are the same. Only each seventh scatterplot is completely independent.
[12] This 30 day running averaging is advantageous compared to the discrete monthly averages used in previous studies. It allows a more accurate determination of the time when the changes in the studied index occur.
Important examples of these changes will be shown in sections 4 and 5 (see Figures 6 and 9) . The use of daily data for the running averaging is also valuable on general grounds. In utilizing a discrete sequence of observations on a continuous function, we always lose information. One effect of the discretization, known from spectral analysis, is ''aliasing'' that can distort the spectrum in the frequency range under consideration or bring false frequencies into it. This effect is alleviated by reducing the sampling interval. In our case the sampling interval is reduced from 30 to 5 days.
[13] Figure 2 shows six of the scatterplots. They are typical of all of the plots generated using this data set. Looking at these plots, it is not clear if there is any systematic behavior, although the mean NAM index at high solar activity tends to be slightly smaller than at low activity. It is instructive to analyze these data further. We apply a very simple and robust technique. To characterize the changes in the NAM index with the solar UV in each of these plots, we split the 10.7 cm flux data into two groups: points for which the 10.7 cm flux is smaller than the median flux value and points for which 10.7 cm flux is larger the median value. The median flux is used as a divider so that the low and high flux groups contain an equal number of points. The mean values of the index (<NAM>) for these two groups are then calculated (shown beneath each event in Figure 2 ). We believe that these mean values characterize the variation more robustly than does the slope of a regression line because they are not strongly influenced by a few outlying points. Note that the mean values of <NAM> vary only slightly between the events shown in Figure 2 .
[14] In Figure 3 we plot the time development of <NAM> versus solar flux at six selected atmospheric levels. Asterisks stand for low fluxes, and circles stand for high fluxes. Differences in <NAM> between the low-and highflux conditions for the same data starting day are evident. These differences are a function of both time and height within the atmosphere. In the first part of winter (November and December) the <NAM> for high flux is larger than for the low flux, and this difference persists through all levels of the atmosphere. In the second part of winter (January, February, and March) the difference is largest at 10 hPa and has the opposite sign. It is still noticeable near the top of the troposphere (200 hPa) and seems to have reversed sign at 850 hPa.
[15] Because the differences are small, their statistical significance is a major issue. Although the persistence observed in the beginning of winter suggests that this effect is real, it may have occurred by chance. To investigate this issue, we cannot use a simple regression analysis, because such an analysis is only valid if the parent population, from which the sample was drawn, contains only independent points. This requirement is not met for these data. Instead, we use the standard statistical test of randomizing the data. We tested the probability of finding a difference between high and low flux <NAM> that is greater than the largest difference seen in Figure 3 . In addition to the real daily flux-NAM pairs from 1958 to 1997 we generated 1000 flux sequences (realizations) of the same duration (14,609 days = 40 years) by randomly permutating the values of the real flux. Thus each day is assigned a UV flux chosen at random from the observed UV flux distribution. We found the maximum differences in <NAM> values for low and high fluxes for each random realization and built a distribution of the absolute values of these differences. The distributions found at 10 and 850 hPa are shown in Figure 4 together with their mean and standard deviations. Table 1 compares the observed maxima of |<NAM>| in Figure 3 with values that could happen by chance according to the distributions in Figure 4 . For example, the notation 0.20(1s) indicates that the observed maximum |<NAM>| is 0.20, and this value exceeds the mean of the random distribution in Figure 4 by 1s. Note that if the distributions in Figure 3 were Gaussian, then the chance that a sample chosen at random is larger than the mean is 32% for 1s, 5% for 2s, 0.4% for 3s, etc. As one can see from Table 1 , the results in Figure 2 are not highly statistically significant.
Separate Analysis of West and East QBO Phases
[16] We now use the QBO to separate the data into two sets because previous work has shown that the behavior of the geopotential height in the stratosphere depends on the sign of the quasi-biennial oscillation (QBO) of zonal winds. We therefore study the influence of the UV variations on the NAM mode separately for the two different phases of the QBO. The techniques we used are the same as described in section 3.
[17] Scatterplots of the NAM indices for west and east QBO phases are shown in Figure 5 . In contrast to Figure 2 the NAM clearly is related to the solar flux. This is especially clear in the west QBO phase for this time of year (February and March). We then generated the <NAM> for high and low flux for each data set. The results are shown in Figure 6 . We use a scale in Figure 6 that is a factor of 2 different from that in Figure 3 because the effect is much larger. It is also very different for the west and east QBO. In early winter for the west QBO an enhanced difference (compared with the difference shown in Figure 3 ) is seen. It is also important to note that this difference persists throughout the whole atmosphere from the top of the stratosphere through to the lower troposphere. For the east QBO phase in early winter we see little or no difference between <NAM> values for low and high fluxes. In late winter for the west QBO the difference changes its sign and is observed primarily in the stratosphere. If the late winter stratospheric change produces a tropospheric geopotential height response, it does not do so by influencing the NAM. A study of the second or higher empirical orthogonal functions (EOFs) will be very useful in this context. The change of sign is slightly delayed as we go down from one level of the atmosphere to another. In late winter for the east QBO phase the difference has the opposite sign from that in the west phase in the stratosphere and is persistent throughout the stratosphere and troposphere.
[18] To assess the probability that the apparent solar influences occur by chance, we again ran 1000 realizations of randomly permutated flux data, but now we ran them separately for the west and east QBO. The distributions of maximum deviations of absolute values of <NAM> at one stratospheric level (10 hPa) and one tropospheric level (850 hPa) are shown in Figures 7 and 8 respectively. The significance of the results obtained from the real data is evaluated with the help of these random distributions; see Tables 2 and 3 , where again the number given is the value observed in the real data, and the number in parentheses denotes the standard deviations from the mean of the chance distributions. Note that in six out of eight cases the observed maximum difference in <NAM> for high and low flux is >3s (or 4 chances in 1000 trials) from the mean of the randomized data sets. The results are therefore highly significant.
[19] We conclude that in late winter for the west QBO and early winter for the east QBO the solar UV changes affect the NAM in the stratosphere, but the effect is highly damped in the troposphere. In contrast, for early winter for the west QBO and late winter for the east QBO the changes in the stratosphere due to UV radiation propagate into the troposphere.
Discussion
[20] Our results show that the intensity of solar UV radiation changes the principal components of the major (NAM) mode of the atmospheric variability. The effects are complex and depend on both the solar UV and the phase of the QBO. However, in early winter with west QBO and late winter with east QBO the effect on the stratosphere is transferred to the troposphere with relatively little damping. In contrast, the late winter, large, west QBO effect present in the NAM index at 50 and 100 hPa does not appear deep within the troposphere at 850 hPa. Apparently, any effect that may occur in tropospheric temperatures at 850 hPa in January, February, and March is not caused by changes in the principal components of the NAM. It is important to investigate how the solar changes affect the second and higher EOFs.
[21] Our results extend findings by Holton and Tan [1980] , Labitzke [1987] , Labitzke and van Loon [1988] , Kodera [1995] , and Naito and Hirota [1997] on the role of the QBO phase in the polar effects. In Figure 9 we present the curves shown in Figure 6 from another point of view: <NAM> for low solar flux (left) and for high solar flux (right). The <NAM> values for the west (east) QBO are shown by crosses (pluses). For low flux we can clearly see the ''Holton-Tan'' oscillation in both time and height in the stratosphere and upper troposphere. Deeper within the troposphere, the NAM index shows a more complex variation. For high flux, solar activity suppresses this oscillation in the stratosphere and even changes its sign in the late winter. In February and March at 850 hPa the QBO effect is enhanced relative to the low-flux case. The negative sign of <NAM> (corresponding to positive polar temperature anomalies in the stratosphere) in the west phase of QBO in the late winter characterizes the Labitzke-van Loon effect. In early winter (particularly in December) the value of this mean index is persistently higher and positive in the West QBO phase throughout the atmosphere from the top of the stratosphere to the troposphere. Note that if we carried out a study at, say, 50 hPa only, we would get a different answer, for example, reporting an effect in late winter which does not propagate down to the troposphere.
[22] The stratospheric excitation of the NAM mode is based on the interaction between planetary waves propagating upward from the Earth surface and zonal flows in the stratosphere [Baldwin and Dunkerton, 1999] , as had been originally suggested by Hines [1974] . The wave propagation is sensitive to the position of the null-speed surface in the zonal flow where a significant absorption of the wave flux occurs [Holton and Tan, 1980; Andrews et al., 1987] . The position of the null-speed surface is markedly different for the west and east phases of the quasi-biennial oscillation, being close to the equator during the west phase and shifted poleward by $20°during the east phase. The solar UV changes affect the temperature gradient near the top of the stratosphere [Hood et al., 1993] , inducing changes in zonal and meridional flows. Modeling of this scenario has been carried out by Rind and Balachandran [1995] , Balachandran and , and Balachandran et al. [1999] , who provide the expected mean December, January, and Febru- [23] The NAM index effect is rather small during a solar cycle. Since there are many different influences on the atmospheric circulation, it is probably only marginally useful to weather-climate prediction. However, it is expected to be more noticeable in longer-term climate change. This is because solar activity variations on longer timescales are systematically larger [Lean, 1991; Ruzmaikin et al., 1994] . For example, solar outputs were relatively low at the beginning of the twentieth century and increased steadily from 1900 to the 1950s [Feynman and Crooker, 1978] . The solar UV output is believed to have been much lower during the Maunder Minimum [Hoyt and Schatten, 1997; Lean and Rind, 2001] . Although no QBO data are available for these periods, we can obtain some insight into climate change using our results. Since climate change is defined in terms of the troposphere, we consider the lowest (850 hPa tropospheric) plots in Figure 6 . During our study period (1958 -1997) the UV flux alternated between high (cycle maximum) and low (cycle minimum) values. For west QBO the NAM index averaged over 1958 -1997 is higher in the beginning of winter than it would have been for low solar flux only. There is no flux dependence in late winter. In a like manner, for east QBO the averaged NAM index is higher in late winter than it would have been for low solar flux only, and there is no dependence in early winter. Thus, in a period of deep, steady minimum solar activity such as the Maunder Minimum we predict a lower average NAM index than during 1958 -1997. The difference between the indices for the current epoch and deep minimum epochs has the same sign for the beginning and for the end of winter. The lower NAM index does not depend on the phase of the QBO; only the time in winter when these relatively low values occur depends on phase of the QBO. This can also be seen in the lowest tropospheric plot in Figure 2 in which QBO is not taken into account. Thus we would expect that the NAM index in the troposphere was systematically lowered during the Maunder Minimum in comparison with the current epoch. It would be interesting to model these effects using advanced general circulation models.
