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II
Introduccio´n
En el art´ıculo Geometry of Robinson consistency in Lukasiewicz logic, Manuela Busani-
che y Daniele Mundici, probaron la consistencia del ca´lculo proposicional infinito valuado
para la lo´gica de Lukasiewicz, a partir de herramientas elementales de la teor´ıa de ideales
primos de MV-a´lgebras y la geometr´ıa de Rn. El teorema central de esta demostracio´n es
el teorema 5.1 del art´ıculo en mencio´n: suponga que Θ es una LX teor´ıa prima, y que Ψ
es una LY teor´ıa prima, si Θ∩LX∩Y = Ψ∩LX∩Y , entonces existe una LX∪Y teor´ıa prima
Φ, tal que Θ = Φ ∩ LX y Ψ = Φ ∩ LY .
El teorema 5.2 del mismo art´ıculo traduce el teorema 5.1 en te´rminos del lenguaje de los
ideales primos de las MV-a´lgebras libres: dados X y Y conjuntos finitos de variables, I
y J ideales primos de FreeX y FreeY respectivamente. Si I ∩ FreeX∩Y = J ∩ FreeX∩Y ,
entonces existe un ideal primo H en FreeX∪Y tal que H ∩ FreeX = I y H ∩ FreeY = J .
El teorema central del presente trabajo, establece condiciones necesarias para que dados
dos filtros primos F y G en el ret´ıculo de los ceros de funciones L(Freen) y L(Freem) res-
pectivamente, exista un filtro primo H de L(Freen+m−r) cuyas proyecciones a L(Freen)
y a L(Freem) son F y G respectivamente. Dicho teorema es el equivalente al teorema 5.1
en lenguaje de filtros.
El cap´ıtulo uno contiene tres secciones: espacios topolo´gicos, filtros en conjuntos y simplex.
En el cap´ıtulo dos se desarrollan los conceptos, definiciones y propiedades ma´s relevantes
de las MV-a´lgebras, profundizando en las MV-a´lgebras libres. El cap´ıtulo tres muestra
co´mo se comportan los filtros en relacio´n con los ideales de las MV-a´lgebras. El cap´ıtulo
cuatro introduce el concepto de tupla, proyecciones y co-proyecciones; adema´s en el mis-
mo cap´ıtulo se muestra como actuan estas nuevas herramientas sobre todos los conceptos
trabajados hasta entonces. Finalmente en el cap´ıtulo cinco se establecen condiciones ne-
cesarias para la existencia del filtro primo H que amalgama los filtros F y G dados y
que son dualmente equivalentes a los ideales de que habla el teorema 5.1. Los resultados
originales del autor se encuentran sin referencia en el transcurso del texto y los restantes
se encuentran en la literatura del tema y esta´n debidamente referenciados.
III
Cap´ıtulo 1
Preliminares
En este cap´ıtulo se estudiara´n conceptos ba´sicos de topolog´ıa general y a´lgebra lineal que
sera´n fundamentales para el presente trabajo.
1.1. Espacios topolo´gicos
Definicio´n 1.1 (ver [7]). Una topolog´ıa τ sobre un conjunto X es una coleccio´n de
subconjuntos de X con las siguientes propiedades:
(i) ∅, X ∈ τ .
(ii) La interseccio´n finita de elementos de τ esta´ en τ .
(iii) La unio´n arbitraria de elementos de τ esta´ en τ .
Se dice que (X, τ) es un espacio topolo´gico cuyos abiertos son los elementos de τ . Cuando
no hay ambiguedad simplemente se dice que X es un espacio topolo´gico.
Ejemplo 1. Dados X = {a, b, c} y τ = {X, ∅, {a, b}, {b}, {b, c}}. (X, τ) es un espacio
topolo´gico.
Definicio´n 1.2 (Ver [7]). Dado un espacio topolo´gico (X, τ) y x ∈ X se dice que Vx es
un entorno de x si y solo si existe U ∈ τ tal que
x ∈ U ⊂ Vx.
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Definicio´n 1.3 (Ver [7]). Dado X un conjunto, una base para una topolo´gia sobre X es
una coleccio´n B de subconjuntos de X tales que:
(i) Para todo x ∈ X existe B ∈ B tal que x ∈ B.
(ii) si x ∈ B1 ∩B2 con Bi ∈ B, existe B3 ∈ B tal que
x ∈ B3 ⊂ B1 ∩B2.
Si B satisface las condiciones anteriores, se define la topolo´gia τ generada por B como
sigue:
U ∈ τ si y solo si, para todo x ∈ U existe B ∈ B tal que
x ∈ B ⊂ U.
Ejemplo 2. la familia B = {Bx(r) : x ∈ Rn} es una base para la topolo´gia usual de Rn
donde Bx(r) son las bolas abiertas con centro en x y radio r. Con la me´trica euclidea.
Definicio´n 1.4 (Ver [7]). Dado un espacio topolo´gico (X, τ) y A ⊂ X. Definimos la
topolo´gia inducida por A como τA = {A ∩ U : U ∈ τ}. (A, τA) es un espacio topolo´gico.
Definicio´n 1.5 (Ver [7]). Dado (X, τ) un espacio topolo´gico. Se dice que X es un espacio
de Hausdorff si y solo si, para todo a, b ∈ X con a 6= b, existen entornos Va, Vb ∈ τ tales
que Va ∩ Vb = ∅
Ejemplo 3. Rn con la topolog´ıa usual es un espacio de Hausdorff. Considere a, b ∈
Rn se tiene que Ba(d(a,b)3 ), Bb(
d(a,b)
3
) son entornos de a y b respectivamente. Claramen-
te Ba(
d(a,b)
3
) ∩Bb(d(a,b)3 ) = ∅ si a 6= b.
1.2. Filtros en conjuntos
Los ideales y los filtros tienen una dualidad que es fundamental en el presente trabajo.
Se definira´ filtro, convergencia de un filtro, filtros maximales, entre otros. Las definiciones
que se dara´n son de la literatura en general y pueden consultarse en [8].
Definicio´n 1.6 (Ver [8]). Dados X un conjunto no vac´ıo y F una familia no vac´ıa de
subconjuntos de X. Decimos que F es un filtro propio sobre X si:
(1) X ∈ F , ∅ /∈ F .
(2) La interseccio´n finita de elementos de F esta´ en F .
(3) A ∈ F y A ⊂ B implica B ∈ F .
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Ejemplo 4. Dado X un conjunto infinito. Fcof = {F ⊆ X : F c es finito} es un filtro sobre
X, conocido como filtro de complementarios finitos.
Definicio´n 1.7 (Ver [8]). Dado un filtro propio F sobre un conjunto X decimos que F
es un filtro primo si y solo si:
k⋃
i=1
Ai = X con Ai ⊂ X para todo i, implica Ai ∈ F para algu´n i.
Definicio´n 1.8 (Ver [8]). Dados X un conjunto no vac´ıo y B una familia no vac´ıa de
subconjuntos de X. Decimos que B es base de filtro sobre X si:
(1) ∅ /∈ B.
(2) B1, B2 ∈ B implica que existe B3 ∈ B tal que B3 ⊆ B1 ∩B2.
De la definicio´n anterior se deduce la siguiente proposicio´n.
Proposicio´n 1.1 (Ver [8]). Dado un conjunto no vac´ıo X y B una base de filtro sobre
X.
F (B) = {A ⊆ X : B ⊆ A para algu´n B ∈ B}
es el filtro generado de B sobre X.
Demostracio´n.
(i) como ∅ /∈ B entonces ∅ /∈ F (B), en consecuencia X ∈ F (B) pues B ⊆ X para todo
B ∈ B.
(ii) Dados A1, A2 ∈ F (B), existen B1, B2 ∈ B tales que B1 ⊆ A1 y B2 ⊆ A2, al ser B una
base de filtro, existe B3 ⊆ B1 ∩B2 con B3 ∈ B, as´ı B3 ⊆ A1 ∩ A2 ∈ F (B).
(iii) la tercera propiedad de filtro, se sigue directamente de la definicio´n de F (B).
(iv) El filtro F (B) es el filtro generado por la base B, es decir, es el filtro ma´s pequen˜o
que contiene a B. En efecto, si B ⊆ G siendo G un filtro, se tiene que para todo A ∈ F (B),
B ⊆ A para algu´n B ∈ B ⊆ G y se concluye A ∈ G.
Definicio´n 1.9 (Ver [8]). [Convergencia de un filtro]
Dado X un espacio topolo´gico y F un filtro sobre X, se dice que F converge a p ∈ X si
y solo si:
Para todo entorno Vp de p, existe A ∈ F tal que p ∈ A ⊂ Vp
y se denota por F → p.
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1.3. Simplex
A continuacio´n se van a describir y definir conceptos ba´sicos de los simplices en Rn y
algunas de sus propiedades. Dichas propiedades se pueden consultar en [6].
Proposicio´n 1.2 (Ver [6]). Dado A ⊆ [0, 1]n. A es convexo si y solo si ∑ki=1 αiai ∈ A
para todo a1, · · · , ak ∈ A con
∑k
i=1 αi = 1 y αi ≥ 0.
Demostracio´n. Ver [6] pa´gina 14.
En virtud de la proposicio´n anterior se da la siguiente definicio´n de ca´psula convexa o
simplemente el convexo de un conjunto.
Definicio´n 1.10 (Ver [6]). Dado P un conjunto de k puntos en [0, 1]n. Conv(P ) =
{∑ki=1 αipi : pi ∈ P,∑ki=1 αi = 1, αi ≥ 0}.
De aqu´ı en adelante se trabajara´ con este tipo de convexos.
Proposicio´n 1.3 (Ver [6]). Conv(P ) es el menor convexo que contiene a P .
Demostracio´n. Prueba directa de la proposicio´n 20.
Cabe resaltar que Conv(P ) ⊂ [0, 1]n, puesto que [0, 1]n es convexo.
Proposicio´n 1.4. Dado un convexo T = Conv(P ) en [0, 1]n y Tv : [0, 1]n → [0, 1]n una
traslacio´n.
Tv(Conv(P )) = Conv(Tv(P )).
Demostracio´n.
Tv(
k∑
i=1
αipi) =
k∑
i=1
αipi + v =
k∑
i=1
αipi +
k∑
i=1
αiv =
k∑
i=1
αi(pi + v) =
k∑
i=1
αiTv(pi)
con
∑k
i=1 αi = 1 y pi ∈ P.
Definicio´n 1.11 (Ver [6]). Un conjunto P de k puntos en [0, 1]n es geometricamente
independiente si y solo si
∑k
i=1 αipi = 0,
∑k
i=1 αi = 0 con pi ∈ P y αi ≥ 0 implica αi = 0.
De ahora en adelante se omite el te´rmino geometricamente por simplificacio´n de la es-
critura. El concepto de vectores linealmente independientes es equivalente al concepto de
puntos geometricamente independientes.
Ejemplo 5. Tres puntos a, b, c ∈ R2 que son colineales, no son geometricamente indepen-
dientes. Dos puntos a, b ∈ R2 son geometricamente independientes.
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Definicio´n 1.12 (Ver [6]). Conv(P ) es un k−simplex en [0, 1]n si y solo si P es un
conjunto de k + 1 puntos independientes en [0, 1]n.
*Observacio´n Dim(Conv(P )) = k
Proposicio´n 1.5. Dado P conjunto de k+ 1 puntos independientes en [0, 1]n. Para todo
p ∈ Conv(P ), p = ∑k+1i=1 αipi = ∑k+1i=1 βipi con ∑k+1i=1 αi = ∑k+1i=1 βi = 1 implica αi =
βi ∀i, 1 ≤ i ≤ k + 1.
Demostracio´n. Se sigue directamente de la independencia de P .
La proposicio´n anterior garantiza que cualquier punto p en un K−simplex S generado
por un conjunto de puntos independiente P , tiene escritura u´nica respecto a P .
La siguiente definicio´n, es una generalizacio´n de una divisio´n barice´ntrica de un convexo
que puede consultarse en [3].
Definicio´n 1.13. Dado S convexo. Una coleccio´n de {Conv(Pi) = Si} con 1 ≤ i ≤ l es
una k−divisio´n por simplex de S si:
(i) Pi es un conjunto de k + 1 puntos independientes en [0, 1]
n para cada 1 ≤ i ≤ l.
(ii)
⋃l
i=1 Si = S con 1 ≤ i ≤ l.
(iii) Si ∩ Sj = Conv(Pi ∩ Pj) para todo 1 ≤ i, j ≤ l.
Ejemplo 6. Considere el segmento AB y el punto medio C del segmento.
Conv({A,C}), Conv({C,B}) es una 1−divisio´n por simplex de AB.
Definicio´n 1.14. Dados dos convexos B ⊆ A con {Bi = Conv(Qi)} una k−divisio´n por
simplex de B con 1 ≤ i ≤ r y {Aj = Conv(Pj)} una w−divisio´n por simplex de A con
1 ≤ j ≤ s, w ≥ k. Se dice que la coleccio´n {Ai} respeta la coleccio´n {Bi} si y solo si para
todo 1 ≤ i ≤ r existe 1 ≤ j ≤ s tal que Qi ⊆ Pj.
Observacio´n: De la definicio´n anterior se tiene que
⋃r
i=1Qi ⊆
⋃s
j=1 Pj.
Proposicio´n 1.6 (Ver [1]). Dados dos convexos B ⊂ A donde {Bi = Conv(Qi)} es una
k−divisio´n por simplex de B con 1 ≤ i ≤ b. Existe {Aj = Conv(Pj)} una w−divisio´n por
simplex de A con 1 ≤ j ≤ a, w ≥ k tal que {Ai} respeta a {Bi}.
Demostracio´n. Se hara´ un bosquejo de la demostracio´n. Considere un convexo A generado
por un nu´mero finito en R2 que contiene otro convexo B generado por un nu´mero finito
de puntos. Si {Bi = Conv(Qi)} una k divisio´n de B entonces tome la unio´n de Qi y
de aquellos puntos que generan a A pero que son independientes con Qi y esta´n en
el semiplano que no corta a B, a dichos puntos llamelos Pj. como B ⊆ A entonces
la independencia pedida tiene sentido y existe, luego la w divisio´n pedida sera´ {Ai =
Conv(Pj)}.
Proposicio´n 1.7. Dado T convexo en [0, 1]n. Toda traslacio´n Tv : [0, 1]n → [0, 1]n respeta
k−divisiones por simplex de T .
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Demostracio´n. Considere a {Conv(Pi) = Ti} una k−divisio´n por simplex de T . Probe-
mos que {Tv(Ti) = T ′i} es una k−divisio´n por simplex de Tv(T ). Tenga en cuenta que
Tv(Conv(Pi)) = Conv(Tv(Pi)).
(i) Supongamos
∑k+1
i=1 αiTv(pi) = 0 y
∑k+1
i=1 αi = 0.
0 =
k+1∑
i=1
αiTv(pi) =
k+1∑
i=1
αi(pi+v) =
k+1∑
i=1
αipi+v
k+1∑
i=1
αi =
k+1∑
i=1
αipi = 0⇐⇒ αi = 0 Para todo i.
(ii)
l⋃
i=1
(T (Ti)) = T ( l⋃
i=1
Ti
)
= T (T ). con 1 ≤ i ≤ l.
(iii) Queremos probar que T ′i ∩ T ′j = Conv(P ′i ∩ P ′j). donde Tv(Pi) = P ′i . Como Tv es
inyectiva se tiene
T ′i ∩ T ′j = Tv(Ti) ∩ Tv(Tj) = Tv(Ti ∩ Tj) = Tv(Conv(Pi ∩ Pj)) = Conv(Tv(Pi ∩ Pj))
= Conv(Tv(Pi) ∩ Tv(Pj))
Proposicio´n 1.8. Toda transformacio´n lineal T : Rm → Rn inyectiva respeta K− divi-
siones por simplex, i.e, si {Ti = conv(Pi)} es una k− divisio´n por simplex de T = conv(P )
entonces {T ′i = T (Ti)} es una k− divisio´n por simplex de T ′ = T (T ).
Demostracio´n.
(i) T (Tj) = T (Conv(Pj) = Conv(T (Pj)). Para
∑k+1
i=1 αji = 0 y αji ≥ 0.
k+1∑
i=1
αjiT (pji) = 0 = T (
k+1∑
i=1
αjipji)⇐⇒ (
k+1∑
i=1
αjipji) = 0⇐⇒ Pji = 0⇐⇒ T (Pji) = 0
(ii)
⋃l
i=1 T (Ti) = T (
⋃l
i=1 Ti) = T (T ) = T ′.
(iii)
T ′i ∩ T ′j = T (Ti) ∩ T (Tj) = T (Ti ∩ Tj) = T (Conv(Pi ∩ Pj)) = conv(T (Pi ∩ Pj))
= Conv(T (Pi) ∩ T (Pj))
Cap´ıtulo 2
MV-a´lgebras
En el presente cap´ıtulo, se dara´ la definicio´n de MV-a´lgebra, ideal, ideal primo. Se estu-
diara´n algunas de sus propiedades ma´s relevantes. Las demostraciones presentadas no son
en general las usuales (ver [3]).
Definicio´n 2.1 (Ver [3]). Una MV-a´lgebra es una cua´drupla
〈
A,⊕,¬, 0〉 donde A es un
conjunto no vac´ıo, 0 ∈ A, ⊕ es una operacio´n binaria y ¬ es una operacio´n unaria que
cumple los siguientes axiomas:
1. x⊕ (y ⊕ z) = (x⊕ y)⊕ z
2. x⊕ y = y ⊕ x
3. x⊕ 0 = x
4. ¬¬x = x
5. x⊕ ¬0 = ¬0
6. ¬(¬x⊕ y)⊕ y = ¬(¬y ⊕ x)⊕ x.
Ejemplo 7. El intervalo real [0, 1]n con las operaciones x⊕ y = min(1, x+ y),¬x = 1− x.
Es una MV-a´lgebra.
Definicio´n 2.2 (Ver [3]). [Funcio´n de McNaughton]
Dada una funcio´n f : [0, 1]n → [0, 1] diremos que es de McNaughton en n−variables si y
solo si:
(i) f es continua respecto a la topolog´ıa natural de [0, 1]n.
(ii) Existen polinomios lineales P1, P2, ..., Pm con coeficientes enteros tales que, para cada
x ∈ [0, 1]n existe i tal que f(x) = Pi(x) con 1 ≤ i ≤ m.
Ejemplo 8. La MV-a´lgebra Mn es el cojunto de todas las funciones f de McNaughton en
n−variables con las operaciones:
(i) f(x)⊕ g(x) = min(1, f(x) + g(x))
(ii) ¬f(x) = 1− f(x).
Observacio´n: El elemento 0 de Freen es la funcio´n de McNaughton f(x) ≡ 0
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Definicio´n 2.3 (Ver [3]).
1 = ¬0
x y = ¬(¬x⊕ ¬y)
x	 y = ¬(¬x⊕ y) = x ¬y.
El axioma seis es equivalente a (x	 y)⊕ y = (y 	 x)⊕ x.
Proposicio´n 2.1. La MV-a´lgebra Mn es la MV-a´lgebra libre en la categor´ıa de las MV-
a´lgebras. Es decir, Mn = Freen.
Ejemplo 9. En la MV-a´lgebra Freen se tiene que:
(i) f(x)	 g(x) = max(0, f(x)− g(x))
(ii) f(x) g(x) = max(0, f(x) + g(x)− 1)
Las MV-a´lgebras tienen estructura de ret´ıculo. Sin embargo, primero es necesario definir
un orden.
Lema 2.2. [Ver [3]]
Dada una MV-a´lgebra A. Para todo x, y ∈ A las siguientes condiciones son equivalentes:
(i) ¬x⊕ y = 1;
(ii) x ¬y = 0;
(iii) y = x⊕ (y 	 x);
(iv) Existe z ∈ A tal que x⊕ z = y.
Demostracio´n. La prueba se encuentra en [2].
Definicio´n 2.4 (Ver [3]). Dada una MV-a´lgebra A se tiene que x ≤ y si y solo si x e y
cumplen alguna de las condiciones del lema 2.2. la relacio´n ≤ definida anteriormente, es
una relacio´n de orden. Ver [3].
Proposicio´n 2.3. Toda MV-a´lgebra A tiene estructura de ret´ıculo donde:
x ∨ y = (x	 y)⊕ y = (y 	 x)⊕ x.
x ∧ y = x	 (x	 y) = y 	 (y 	 x).
Demostracio´n. ver [3] pa´gina 10.
Proposicio´n 2.4 (Ver [3]). Toda MV-a´lgebra satisface la ecuacio´n: (x	 y)∧ (y	x) = 0.
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2.1. Ideales
Definicio´n 2.5 (Ver [3]). Dada una MV-a´lgebra A, un ideal I de A es un subconjunto
no vac´ıo de A tal que para todo x, y ∈ A:
(i) 0 ∈ I.
(ii) x, y ∈ I implica x⊕ y ∈ I.
(iii) y ∈ I y x ≤ y implica x ∈ I.
Proposicio´n 2.5 (Ver [3]). Dado I un ideal de una MV-a´lgebra A, con x, z ∈ A se tiene
que:
x	 z ∈ I y z ∈ I si y solo si z 	 x ∈ I y x ∈ I
.
Demostracio´n. Sin perder generalidad solo se muestra la primer implicacio´n.
Dado que x	 z ∈ I y z ∈ I se tiene (x	 z)⊕ z ∈ I, como (x	 z)⊕ z = (z 	 x)⊕ x as´ı,
z 	 x ∈ I y x ∈ I.
Proposicio´n 2.6 (Ver [3]). Dado I ideal de una MV-a´lgebra A. x, y ∈ I implica (x 	
y)⊕ (y 	 x) ∈ I.
Demostracio´n. 1⊕y = 1⇐⇒ ¬x⊕y⊕x = 1⇐⇒ ¬{¬(¬x⊕y)}⊕x = 1⇐⇒ ¬(x	y)⊕x =
1⇐⇒ x ≥ x	 y ∈ I, analogamente, y ≥ y 	 x ∈ I.
Ejemplo 10. El conjunto I[a,b] = {f ∈ Free1 : f(p) = 0, ∀p ∈ [a, b] ⊆ [0, 1]} es ideal de
Free1.
Definicio´n 2.6 (Ver [3]). Dada una MV-a´lgebra A, J es ideal primo de A si y solo si:
(i) J es ideal de A
(ii) Para todo a, b ∈ A, a	 b ∈ J o b	 a ∈ J .
Ejemplo 11. Definamos el conjunto Ix+ como sigue: f ∈ Ix+ si y solo si:
(i) f es una funcio´n de McNaughton de 1−variable.
(ii) Existe  > 0, tal que f(p) = 0 para todo p ∈ [x, x+ ].
Ix+ es ideal primo de Free1.
Proposicio´n 2.7 (Ver [3]). Un ideal P de una MV-a´lgebra A es primo si y solo si,
x ∧ y ∈ P implica x ∈ P o y ∈ P para todo x, y ∈ A.
Demostracio´n. Para todo x, y ∈ A, (x	y)∧ (y	x) = 0 ∈ P luego x	y ∈ P o´ y	x ∈ P .
Por otro lado, si P es ideal primo de A, x∧ y ∈ P , y, x	 y ∈ P . x∧ y = x	 (x	 y) ∈ P
implica x ∈ P . Ana´logamente y 	 x ∈ P y x ∧ y = y 	 (y 	 x) ∈ P implica y ∈ P .
CAPI´TULO 2. MV-A´LGEBRAS 10
Lema 2.8 (Ver [3]). Dado H un subconjunto de una MV-a´lgebra A,〈
H
〉
= {x ∈ A : x ≤ h1⊕h2⊕ ...⊕hm, donde h1, h2, ..., hm ∈ H} es el ideal generado por
H en A.
Demostracio´n. ver [3] pa´gina 13.
Si H = {h} entonces 〈H〉 es un ideal principal.
Definicio´n 2.7 (Ver [3]). Un ideal M de una MV-a´lgebra A es maximal si no existe un
ideal J tal que M ⊂ J ⊂ A.
Lema 2.9 (Ver [3]). Dado un ideal M de una MV-a´lgebra A. Las siguientes afirmaciones
son equivalentes:
(i) M es ideal maximal de A.
(ii) x ∈ A−M si y solo si ¬nx ∈M para algu´n entero n ≥ 1.
Demostracio´n. ver [3] pa´gina 14.
Proposicio´n 2.10 (Ver [3]). Dado un ideal I de una MV-a´lgebra A que no es maximal,
existe un ideal maximal M que lo contiene.
Demostracio´n. Ver [3].
Dado un Ideal I de una MV-a´lgebra A se construye la MV-a´lgebra A/I cociente de A por
el ideal I. La construccio´n de A/I se hace a partir de una relacio´n de congruencia.
Proposicio´n 2.11 (Ver [3]). Dada una MV-a´lgebra A, la funcio´n d : AXA→ A definida
por d(x, y) = (x	 y)⊕ (y 	 x) es una distancia.
Demostracio´n. Ver [3].
Proposicio´n 2.12 (Ver [3]). Dada una MV-a´lgebra A y un ideal I la relacio´n x ≡I y si
y solo si d(x, y) ∈ I es una congruencia.
Dado que ≡I es una congruencia, dicha relacio´n genera una particio´n de la MV-a´lgebra
A con respecto al ideal I, la cual resulta ser la MV-a´lgebra cociente A/I. Claramente si
x ∈ A entonces [x] = {y ∈ A : d(x, y) ∈ I} ∈ A/I. Las operaciones ⊕ y ¬ esta´n definidas
naturalmente, es decir, [x]⊕ [y] = [x⊕ y] y ¬[x] = [¬x].
Ejemplo 12. Consideremos la MV-a´gebra Free1 y el ideal I0 = {f ∈ Free1 : f(0) = 0}.
Tenemos entonces que Free1/I0 es una MV-a´lgebra que consta de dos elementos {0, 1}
Proposicio´n 2.13 (Ver [3]). Dado P un ideal de una MV-a´lgebra A, P es ideal primo
de A si y solo si A/P es una MV-a´lgebra totalmente ordenada.
Demostracio´n. A/P cadena⇐⇒ [x] ≤ [y] o´ [y] ≤ [x] para todo x e y en A⇐⇒ [x	y] = [0]
o´ [y	x] = [0]⇐⇒ [x	 y] = P o´ [y	x] = P ⇐⇒ x	 y ∈ P o´ y	x ∈ P ⇐⇒ P es primo.
Proposicio´n 2.14 (Ver [3]). Todo ideal maximal M de una MV-a´lgebra A es un ideal
primo.
Ejemplo 13. Ia = {f ∈ Free1 : f(a) = 0} es un ideal maximal y consecuentemente primo.
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2.2. Ceros de funciones de McNaugthon
Definicio´n 2.8 (Ver [3]). Dada f ∈ Freen, se define el conjunto de los ceros de f como:
Z(f) = {x ∈ [0, 1]n : f(x) = 0}.
Ejemplo 14. la funcio´n f : [0, 1]n → [0, 1] definida por f(x) = x ⊕ x es una funcio´n de
McNaughton y Z(f) = {0}.
Proposicio´n 2.15 (Ver [3]). Dadas f, g ∈ Freen. g ∈< f > si y solamente si Z(f) ⊆
Z(g).
Demostracio´n. Ver [3].
Teorema 2.16 (Ver [3]). Dadas f, g ∈ Freen,Z(f) ∩ Z(g) = Z(f ⊕ g).
Demostracio´n. Dado p ∈ Z(f) ∩ Z(g) se tiene que f(p) = g(p) = 0 luego (f ⊕ g)(p) =
f(p) ⊕ g(p) = 0 y se concluye que p ∈ Z(f ⊕ g). De otra parte, p ∈ Z(f ⊕ g) implica
f(p)⊕ g(p) = (f ⊕ g)(p) = 0 as´ı f(p) = g(p) = 0 con lo cual p ∈ Z(f) ∩ Z(g).
Corolario 2.1. Dadas f1, f2, ..., fm ∈ Freen.
m⋂
i=1
Z(fi) = Z(
m⊕
i=1
fi)
Demostracio´n. Para la prueba solo se debe hacer induccio´n sobre m.
Teorema 2.17 (ver [3]). Dadas f, g ∈ Freen,Z(f ∧ g) = Z(f) ∪ Z(g).
Demostracio´n. p ∈ Z(f ∧ g) ⇐⇒ (f ∧ g)(p) = 0 ⇐⇒ f(p) = 0 o g(p) = 0 ⇐⇒ p ∈
Z(f) ∪ Z(g).
Corolario 2.2. Dadas f1, f2, ..., fm ∈ Freen.
Z(∧mi=1fi) =
m⋃
i=1
Z(fi)
Demostracio´n. Para la prueba se realiza induccio´n sobre m.
Proposicio´n 2.18. El conjunto IS = {f ∈ Freen : f(x) = 0,∀x ∈ S ⊂ [0, 1]n} es ideal
de freen.
Demostracio´n.
(i) Claramente la funcio´n f ≡ 0 esta´ en IS.
(ii) Dadas dos funciones f, g ∈ IS se tiene que S ⊂ Z(f) y S ⊂ Z(g) luego S ⊂ Z(f) ∩
Z(g) = Z(f ⊕ g) por lo tanto f ⊕ g ∈ IS.
(iii) Dada f ≤ g y g ∈ IS se tiene que Z(g) ⊂ Z(f) y S ⊂ Z(g) as´ı S ⊂ Z(f) por lo cual
f ∈ IS.
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2.3. MV-a´lgebra fuertemente semisimples
Definicio´n 2.9 (Ver [4]). Dada una MV-a´lgebra A. Un elemento a ∈ A es infinitesimal
si a 6= 0 y ∀n ∈ N na < ¬a.
Proposicio´n 2.19 (Ver [4]). Dado un ideal maximal M de una MV-a´lgebra A, A/M no
tiene infinitesimales.
Demostracio´n. Como M es maximal, ∀a /∈ M, ∃n > 0 tal que ¬na ∈ M , as´ı [¬na] = [0]
con lo cual [na] = [1]. De otra parte, supongamos que A/M tiene por los menos un
elemento [a] que es infinitesimal, as´ı a /∈ M , y existe n ∈ N tal que ¬(na) ∈ M , con lo
cual, [na] = 1.
Definicio´n 2.10 (MV-a´lgera simple). [Ver [4]] Una MV-a´lgebra A es simple si y solo si,
su u´nico ideal propio es {0}.
Ejemplo 15. La MV-a´lgebra [0, 1] es simple.
Proposicio´n 2.20 (Ver [4]). Dado M un ideal de una MV-a´lgebra A, A/M es simple si
y solo si M es maximal.
Demostracio´n. Si M es maximal, y J es un ideal de A/M , si J 6= [0], existe [a] ∈ J tal
que a /∈M . As´ı, existe n ∈ N tal que [na] = [1] ∈ J .
Si A/M es simple, como los ideales de A/M esta´n en correspondencia uno a uno con los
ideales de A que contienen a M , entonces M es maximal.
Proposicio´n 2.21 (Ver [4]). Una MV-a´lgebra A es simple si y solo si para todo x diferente
de cero en A, existe n en los naturales tal que nx = 1.
Demostracio´n. Ver [3].
Una MV-a´lgebra simple no tiene infinitesimales.
Definicio´n 2.11 (Ver [4]). Un elemento a de una MV-a´lgebra A se dice arquimediano si
existe n ∈ N, n ≥ 1 tal que na = (n+ 1)a.
Teorema 2.22 (Ver [4]). Dada una MV-a´lgebra A, x ∈ A es arquimediano si y solo si
existe n ∈ N tal que ¬x ∨ nx = 1.
Demostracio´n. Se sigue directamente de que, ¬(x⊕nx)⊕nx = (¬x	nx)⊕nx = ¬x∨nx =
1.
Corolario 2.3. Si x es arquimediano, no es infinitesimal.
Demostracio´n. Se sigue directamente de que para todo n ∈ N, nx < ¬x si y solo si
nx ∨ ¬x = ¬x.
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Definicio´n 2.12 (Ver [3],[4]). Una MV-a´lgebra A es hiperarquimediana si todos sus
elementos son arquimedianos.
Definicio´n 2.13 (Ver [3],[4]). Dado M = {M : M ideal maximal de A} se tiene que el
radical de una MV-a´lgebra A es la interseccio´n de todos sus ideales maximales.
rad(A) =
⋂
M∈M
M
Proposicio´n 2.23 (Ver [3],[4]). Dada una MV-a´lgebra A,
rad(A) = inf(A) ∪ {0}
con inf(A) = {a ∈ A : a es infinitesimal}.
Demostracio´n. Ver [3] pa´gina 73.
Definicio´n 2.14 (Ver [3],[4]). Una MV-a´lgebra A es semisimple si A no tiene infinitesi-
males.
Teorema 2.24 (Ver [3],[4]). Dada una MV-a´lgebra A.
(i) A hiperarquimediana implica A semisimple.
(ii) A Simple implica A hiperarquimediana.
Demostracio´n. (i) se sigue directamente del colorario 2.3 y proposicio´n 2.23. (ii) se sigue
directamente de la proposicio´n 2.21.
Definicio´n 2.15 (Ver [3],[4]). Una MV-algebra A es fuertemente semisimple si para algu´n
a ∈ A la interseccio´n de todos los ideales maximales que contienen a a es el ideal generado
por a, es decir, < a >=
⋂
a∈M
M , siendo M ideal maximal de A.
Teorema 2.25 (Ver [3],[4]). Una MV-algebra A es fuertemente semisimple si y solo si
para cada ideal principal I de A se tiene que A/I es semisimple.
Demostracio´n. Ver [4] pa´gina 1024-1046.
Teorema 2.26 (Ver [3],[4]). Toda MV-a´lgebra A fuertemente semisimple es semisimple.
Demostracio´n. Supongamos que A no es semisimple, es decir que existe x ∈ A tal que
x ∈ inf(A) luego ∀n ∈ N, nx < ¬x es decir [nx]<x> < [¬x]<x> y se tendr´ıa que [x]<x>
es infinitesimal, lo cual es una contradiccio´n, pues A/ < x > es semisimple por ser A
fuertemente semisimple.
Teorema 2.27 (Ver [3],[4]). Toda MV-a´lgebra A hiperarquimediana es fuertemente semi-
simple.
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Demostracio´n. Dado un a ∈ A veamos que A/ < a > es semisimple.
si x ∈ A entonces existe n ∈ N tal que nx = nx⊕ x, es decir, n[x]<a> = n[x]<a> ⊕ [x]<a>
luego [x]<a> es arquimediano, o mejor, todo elemento [y] ∈ A/ < a > es arquimediano,por
lo tanto A/ < a > es hiperarquimediana y por teorema 2.24 (i) A/ < a > es semisimple.
De donde se concluye que A es fuertemente semisimple.
Proposicio´n 2.28 (Ver [3],[4]). La MV-a´lgebra Freen es semisimple.
Demostracio´n. Demostremos que dada f ∈ Freen, f no es infinitesimal. Dada f ∈ Freen
tal que f 6= 0 existe p ∈ [0, 1]n tal que f(p) 6= 0, luego existe m ∈ N tal que mf(p) = 1,
en consecuencia 1 = mf(p) > ¬f(p).
Proposicio´n 2.29. La MV-a´lgebra Freen es fuertemente semisimple.
Demostracio´n. Para mostrar que Freen es fuertemente semisimple, basta probar que
Freen/ < f > no tiene infinitesimales para toda f ∈ Freen, se tienen dos casos; f
se anula en al menos un punto o f no se anula en ningu´n punto; analicemos cada caso.
(i) f se anula en al menos un punto.
Supongamos que [g] ∈ Freen/ < f > y [ng] < [¬g], ∀n ∈ N as´ı, [ng 	 ¬g] = [0] es
decir ng 	 ¬g ∈< f > as´ı Z(f) ⊂ Z(ng 	 ¬g). Veamos que Z(f) ⊂ Z(g), en efecto,
dado p ∈ Z(f) tal que g(p) 6= 0 implica que existe m ∈ N tal que mg(p) = 1 as´ı
mg(p)	¬g(p) = 1	¬g(p) = g(p), lo cual es una contradiccio´n pues p ∈ Z(ng	g)∀n ∈ N
implica [g] = [0].
(ii) f no se anula en ningu´n punto. Como f no se anula en ningu´n punto, entonces
< f >= Freen luego Freen/ < f >= {0} y {0} es semisimple.
Cap´ıtulo 3
Filtros e ideales en las MV-a´lgebras
libres
Como se aclaro´ en el cap´ıtulo de preliminares, los ideales como estructura algebraica y
los filtros tienen una relacio´n que es dual. Algunas demostraciones que son ma´s complejas
en el espacio de los ideales pueden resultar ma´s sencillas que en el espacio de los filtros y
viceversa. A continuacio´n se presenta la definicio´n de filtro en un ret´ıculo.
Definicio´n 3.1. F es un filtro propio de un ret´ıculo L con ma´ximo 1 y mı´nimo 0 si y
solo si, para todo a, b ∈ L,
(i) F ⊂ L.
(ii) 0 /∈ F
(iii) a, b ∈ F implica a ∧ b ∈ F .
(iv) a ≤ b y a ∈ F implica b ∈ F .
Definicio´n 3.2. F es filtro primo de L si,
(i) F es filtro.
(ii) 1 =
n∨
i=1
ai implica ai ∈ F para algu´n i.
Definicio´n 3.3. Se define, L(Freen) = {Z(f) : f ∈ Freen} el ret´ıculo de los ceros de
funciones de McNaughton donde: Z(f) = {x ∈ [0, 1]n : f(x) = 0}, (i) [0, 1]n = Z(0); ∅ =
Z(1), (ii) Z(f) ∨ Z(g) = Z(f) ∪ Z(g) = Z(f ∧ g), (iii)Z(f) ∧ Z(g) = Z(f) ∩ Z(g) =
Z(f ⊕ g).
Proposicio´n 3.1. Dado F un filtro en L(Freen), entonces I(F) = {f ∈ Freen : Z(f) ∈ F}
es un ideal de Freen
Demostracio´n. (i) Z(0) = [0, 1]n ∈ F implica, 0 ∈ I(F). (ii) f, g ∈ I(F) implica
Z(f), Z(g) ∈ F as´ı Z(g ⊕ f) = Z(f) ∩ Z(g) ∈ F luego g ⊕ f ∈ I(F). (iii) si g ≤ f y
f ∈ I(F) se tiene que Z(f) ⊆ Z(g) y Z(f) ∈ F luego z(g) ∈ F , y as´ı g ∈ I(F).
Proposicio´n 3.2. Dado I un ideal de Freen se tiene que F(I) = {Z(f) : f ∈ I} es filtro
en L(Freen).
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Demostracio´n. Se sigue directamente de la definicio´n.
Proposicio´n 3.3. I(F(I)) = I.
Demostracio´n. f ∈ I(F(I)) si y solo si Z(f) ∈ F(I) si y solo si f ∈ I.
Proposicio´n 3.4. F(I(F)) = F
Demostracio´n. Z(f) ∈ F(I(F)) si y solo si f ∈ I(F) si y solo si Z(f) ∈ F
Teorema 3.5. Hay una correspondencia biyectiva entre ideales de Freen y filtros de
L(Freen).
Demostracio´n. Se sigue directamente de las proposiciones 3.1,3.2,3.3,3.4.
Teorema 3.6. Si I es un ideal primo entonces F(I) es un filtro primo.
Demostracio´n. Antes se mostro´ que F(I) es filtro. Basta ver que es primo.
n⋃
i=1
Z(fi) = [0, 1]
n implica Z(
∧n
i=1 fi) =
n⋃
i=1
Z(fi) ∈ F(I) as´ı
∧n
i=1 fi ∈ I. Como I es primo
entonces fi ∈ I para algu´n i. Consecuentemente Z(fi) ∈ F(I) para algu´n i.
Teorema 3.7. Si F es filtro primo de L(Freen), I(F) es ideal primo de Freen.
Demostracio´n. Antes se mostro´ que I(F) es ideal. Basta ver que es primo. Para todo
f, g ∈ Freen, (f 	 g) ∧ (g 	 f) = 0 (ver [1]). Consecuentemente, Z(f 	 g ∧ g 	 f) =
Z(f 	 g) ∪ Z(g 	 f) = [0, 1]n ∈ F implica Z(g 	 f) ∈ F o Z(f 	 g) ∈ F por ser F filtro
primo, as´ı, f 	 g ∈ I(F) o g 	 f ∈ I(F).
Corolario 3.1. F es filtro primo si y solo si Z(f) ∪ Z(g) ∈ F implica Z(f) ∈ F o
Z(g) ∈ F
Demostracio´n. Dado F filtro primo, Z(f ∧g) = Z(f)∪Z(g) ∈ F si y solo si f ∧g ∈ I(F),
como I(F) es primo f ∈ I(F) o g ∈ I(F) consecuentemente Z(f) ∈ F o Z(g) ∈ F .
La otra implicacio´n es inmediata.
Proposicio´n 3.8. Dado un filtro primo F de L(Freen), F → p si p ∈
⋂
s∈F S.
Demostracio´n. Dado p y un entorno Vp de p, existe un simplex Sp contenido en Vp tal que
p ∈ int(Sp). [Scp ∪Front(Sp)]∪ Sp = [0, 1]n ∈ F ; F primo implica [Scp ∪Front(Sp)] ∈ F o
Sp ∈ F . p /∈ [Scp ∪ Front(Sp)] /∈ F . As´ı, Sp ∈ F .
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Proposicio´n 3.9. Dado un filtro primo y propio F en L(Freen).
⋂
s∈F S = {p}.
Demostracio´n. F propio implica que F esta´ contenido en un filtro maximal M, dicho
filtro al ser maximal, genera un ideal maximal M , y las funiones de McNaughton en M
se anulan en un punto p, por lo tanto p ∈ Z(f) = S para todo f ∈ M y se concluye⋂
s∈F S 6= ∅. Supongamos que p 6= q ∈
⋂
s∈F . Como p, q esta´n en un espacio de Hausdorff,
existen entornos Vq, Vp de q y p respectivamente, tales que Vq ∩Vp = ∅. Por la proposicio´n
21, existen Sq, Sp ∈ F tales que p ∈ Sp ⊂ Vq y q ∈ Sq ⊂ Vq, lo cual conlleva a una
contradiccio´n pues Sp ∩ Sq = ∅ y F es propio. As´ı se concluye que p = q.
De las proposiciones anteriores, se deduce que un filtro primo F en [0, 1]n converge a un
u´nico punto p ∈ S para todo S ∈ F .
Cap´ıtulo 4
Operaciones con tuplas
Se introduce la nocio´n de tupla de manera natural, al igual que las proyecciones y co-
proyecciones. La nocio´n de tupla permite manipular conjuntos de variables que aunque
son finitos no necesariamente poseen un orden predefinido.
Definicio´n 4.1. Dado X un conjunto infinito y totalmente ordenado de variables. De-
finimos la categor´ıa de tuplas finitas T, cuyos objetos son subconjuntos finitos total-
mente ordenados de X , (con el orden heredado de X ), a los que llamaremos tuplas.
Es decir, X = (x1, · · · , xn) ∈ Obj(T) si y solo si xi ∈ X y x1 < x2 < · · · < xn , y
ϕ : X → Y ∈ HomT(X, Y ) si y solo si,
xi < xk ⇔ ϕ(xi) < ϕ(xk)
No´tese que en las tuplas no hay repeticiones.
Definicio´n 4.2 (Orden en tuplas). Dadas dos tuplas X, Y ∈ T diremos que Y ≤ X ⇔
Y ⊆ X. Notemos que la inclusio´n i : Y ↪→ X ∈ HomT(Y,X).
Proposicio´n 4.1. La categor´ıa T con el orden entre tuplas, definido antes, es un ret´ıculo.
Demostracio´n. X ∧ Y = X ∩ Y , y X ∨ Y = XUY .
Definicio´n 4.3. Dado X ∈ T definimos la longitud de X como su cardinal. Es decir el
nu´mero de variables que ocurren en X.
4.1. Tuplas, cubos y ceros
Definicio´n 4.4. Dada X ∈ T, |X| = n, para cada xi ∈ X, definimos las proyecciones
xi : [0, 1]
n → [0, 1], tales que xi(p) = pi para todo p = (p1, · · · , pn) ∈ [0, 1]n y para todo
1 ≤ i ≤ n.
Definicio´n 4.5. Dadas Y ⊆ X dos tuplas en T, tales que |X| = n y |Y | = m, definimos
XY : [0, 1]
n → [0, 1]m
la proyeccio´n de X a Y como sigue: para cada p = (p1, · · · , pn) ∈ [0, 1]n
XY (p) = (xi1(p), · · · , xim(p)) con xij ∈ Y con xi(p) = pi
18
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Definicio´n 4.6. Dadas Y ⊆ X dos tuplas definimos,
Y X : [0, 1]m → P ([0, 1]n)
la co-proyeccio´n de Y a X como sigue: para cada q = (q1, · · · , qm) ∈ [0, 1]m
Y X(q) = {p ∈ [0, 1]n : XY (p) = q}
Observacio´n. Para todo V ⊆ [0, 1]n y T ⊆ [0, 1]s
XY (V ) = {XY (p) : p ∈ V } Y X(T ) =
⋃
q∈T
Y X(q)
Ejemplo 16. X = (x1, x2, x3), Y = (x1, x3) y p = (2, 3, 4) Entonces
XY (p) = (2, 4) = (x1(p), x3(p))
Proposicio´n 4.2. Dadas dos tuplas Y ⊆ X, tales que |X| = n y |Y | = m,entonces,
1. V, T ⊂ [0, 1]n implica XY (V ∩ T ) ⊆ XY (V ) ∩XY (T ).
2. V, T ⊂ [0, 1]m implica Y X(V ∩ T ) = Y X(V ) ∩ Y X(T ).
3. V, T ⊂ [0, 1]n implica XY (V ∪ T ) = XY (V ) ∪XY (T ).
4. V, T ⊂ [0, 1]m implica Y X(V ∪ T ) = Y X(V ) ∪ Y X(T ).
5. T ⊂ [0, 1]n implica T ⊆ Y X(XY (T ))).
6. V ⊂ [0, 1]m implica XY (Y X(V )) = V .
7. XY ([0, 1]
n) = [0, 1]m, y Y X([0, 1]m) = [0, 1]n.
8. V ⊂ T ⊂ [0, 1]m implica Y X(V ) ⊂ Y X(T ).
9. V ⊂ T ⊂ [0, 1]n implica XY (V ) ⊂ XY (T ).
Demostracio´n. (1) q ∈ XY (V ∩ T ) implica q = XY (p) con p ∈ V ∩ T , as´ı q ∈ XY (V ) ∩
XY (T ). De otro lado, (2) p ∈ Y X(V ∩ T )⇔ XY (p) ∈ V ∩ T ⇔ p ∈ Y X(V ) ∩ Y X(T ). (5)
si p ∈ T entonces XY (p) ∈ XY (T ) y en consecuencia p ∈ Y X(XY (T )). Las afirmaciones
(3), (4), (6), (7), (8) y (9) se siguen directamente de la definicio´n.
Proposicio´n 4.3 (Amalgama de un punto). Dadas X, Y dos tuplas tales que |X| = n y
|Y | = m, r = |X ∩ Y |. p ∈ [0, 1]n, q ∈ [0, 1]m y XX∩Y (p) = YX∩Y (q) ⇒ ∃!c ∈ [0, 1]m+n−r
tal que (X ∪ Y )X(c) = p y (X ∪ Y )Y (c) = q.
Demostracio´n. Basta ver que {c} = XX∪Y ∩ Y X∪Y . X ∪ Y = (z1, · · · , zm+n−r) tal que
zi = xk ∈ X o zi = yj ∈ Y . Entonces c ∈ [0, 1]m+n−r queda determinado biun´ıvocamente
por: ci = zi(c) = xk(p) si zi = xk, o ci = zi(c) = yj(q) si zi = yj. como hay compatibilidad
en X ∩ Y , no hay problemas si se dan los dos casos al tiempo. La unicidad se sigue de la
construccio´n.
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Notacio´n: bajo las condiciones de la proposicio´n anterior, se escribe p ∗ q = c.
Proposicio´n 4.4. Dados V ⊂ [0, 1]n y T ⊂ [0, 1]m
1. XX∩Y (V ) ⊂ YX∩Y (T ) implica (X ∪ Y )X
(
XX∪Y (V ) ∩ Y X∪Y (T )) = V .
2. YX∩Y (T ) ⊂ XX∩Y (V ) implica (X ∪ Y )Y
(
XX∪Y (V ) ∩ Y X∪Y (T )) = T .
Demostracio´n. (1) (X ∪ Y )X
(
XX∪Y (V ) ∩ Y X∪Y (T )) ⊆ (X ∪ Y )X (XX∪Y (V )) = V (por
prop 4.2.6). De otro lado, p ∈ V implica XX∩Y (p) = YX∩Y (t) con t ∈ T por hipo´tesis.
Por (prop 4.3.) existe c ∈ [0, 1]n+m−r tal que (X ∪ Y )X(c) = p y (X ∪ Y )Y (c) = t. As´ı
c ∈ XX∪Y (V )∩Y X∪Y (T ) y p = (X∪Y )X(c) implica p ∈ (X∪Y )X
(
XX∪Y (V ) ∩ Y X∪Y (T )).
(2) se demuestra de manera ana´loga.
Definicio´n 4.7. Dada X ∈ T
f ∈ FreeX ⇔ V ar(f) ⊆ X, y fX : [0, 1]n → [0, 1] ∈ Freen
Con Freen la MV-a´lgebra de las funciones de McNaughton en n variables, V ar(f), el
conjunto de variables que ocurren en f , y fX la funcio´n de McNaughton que le corresponde
al te´rmino f , tal que:
fX(p) = f(x1(p), · · · , xn(p)) ∈ [0, 1]
Observacio´n. Y ⊆ X y f ∈ FreeY ⇒ fX(p) = fY (XY (p)).
Proposicio´n 4.5 (Proyeccio´n de ceros). Y ⊆ X y f ∈ FreeY ⇒ Z(fY ) = XY (Z(fX))
Demostracio´n. q ∈ XY (Z(fX)), si y solo si, q = XY (p) con p ∈ Z(fX), si y solo si,
0 = fX(p) = fY (XY (p)) = fY (q) con q = XY (p), si y solo si, q ∈ Z(fY ) y p ∈ Y X(q).
Proposicio´n 4.6. Dados Y ⊆ X, f ∈ FreeY y T ⊆ [0, 1]n,
Z(fY ) = XY (T )⇒ T ⊂ Z(fX)
Demostracio´n. p ∈ T implica XY (p) ∈ Z(fY ). As´ı 0 = f(XY (p)) = fX(p).
4.2. Tuplas, topolo´gia y filtros
De ahora en adelante se trabajara´ con la me´trica d : RnxRn → R euclidea, definida por
d(x, y) =
(
(x1 − y1)2 + (x2 − y2)2 + ...+ (xn − yn)2
) 1
2
Proposicio´n 4.7. Dadas dos tuplas X, Y ∈ T con |X| = n, |Y | = m, |X ∩ Y | = r,
p, q ∈ [0, 1]m+n−r.
d2((X∪Y )X(p), (X∪Y )X(q)) < a, d2((X∪Y )Y (p), (X∪Y )Y (q)) < b implica d2(p, q) < a+b.
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Demostracio´n.
d2(p, q) =
m+n−r∑
i=1
(pi − qi)2 <
n∑
j=1
(xij(p)− xij(q))2 +
n∑
l=1
(ykl(p)− ykl(q))2 < a+ b.
Proposicio´n 4.8. Dadas dos tuplas Y ⊂ X ∈ T con |X| = n, |Y | = m. Para todo
q ∈ [0, 1]n,
XY (Bq(r)) = BXY (q)(r).
Demostracio´n. para todo punto p ∈ Bq(r) se tiene
d(p, q) < r ⇐⇒ (p1−q1)2+(p2−q2)2+...+(pm−qm)2 ≤ (p1−q1)2+(p2−q2)2+...+(pn−qn)2 < r2
as´ı
d(XY (p), XY (q)) < d(p, q) < r.
se concluye XY (p) ∈ BXY (q)(r), en consecuencia XY (Bq(r)) ⊂ BXY (q)(r). Mostremos la
otra contenencia. Para p ∈ BXY (q)(r) se tiene
d(p,XY (q)) = (p1 − q1)2 + (p2 − q2)2 + ...+ (pm − qm)2 < r.
Tome b = (p1, p2, ..., pm, qm+1, ..., qn) ∈ [0, 1]n. Claramente
d(b, q) = d(p, q) < r y XY (b) = p⇐⇒ b ∈ Bq(r), XY (b) = p⇐⇒ p ∈ XY (Bq(r)).
Teorema 4.9. Dadas Y ⊆ X tuplas en T, tales que |X| = n y |Y | = m.
F es un filtro primo en L(Freen)⇒ FXY = {XY (T ) : T ∈ F}es un filtro primo en
L(Freem)
Demostracio´n. (i) XY ([0, 1]
n) = [0, 1]m ∈ FXY . (ii) V ⊆ T ⊂ [0, 1]m y V ∈ FXY implica
V = XY (H) para algu´n H ∈ F . Como H ⊆ Y X(XY (H)) ⊆ Y X(T ), entoces, Y X(T ) ∈ F .
As´ı XY (Y
X(T )) = T ∈ FXY . (iii) V, T ∈ FXY implica V ∩ T = XY (T0) ∩ XY (V0) ⊃
XY (T0∩T0) con V0, T0 ∈ F . Como V0∩T0 ∈ F , entonces XY (T0∩T0) ∈ FXY y V ∩T ∈ FXY .
(iv) V ∪ T ∈ FXY implica XY (R) = V ∪ T , con R ∈ F . As´ı R ⊆ Y X(XY (R)) =
Y X(V ∪ T ) = Y X(V ) ∪ Y X(T ) ∈ F . Como F es primo, Y X(V ) ∈ F , o Y X(T ) ∈ F . As´ı
V = XY (Y
X(V )) ∈ FXY o T = XY (Y X(T )) ∈ FXY .
Corolario 4.1. V ∈ FXY ⇔ Y X(V ) ∈ F .
Demostracio´n. Se sigue directamente del teorema 4.9.(iv) y proposicio´n (4.2.5).
Proposicio´n 4.10. Dadas dos tuplas X, Y ∈ T con |X| = n, |Y | = m, |X ∩ Y | = r.
F → p,G → q filtros primos y propios en L(Freen), L(Freem) respectivamente.
R = XX∩Y (F) = YX∩Y (G) implica XX∩Y (p) = YX∩Y (q).
Demostracio´n. F ,G primos y propios, implica R primo y propio. XX∩Y (p) ∈ S para todo
S ∈ XX∩Y (F) = YX∩Y (G), por otro lado, YX∩Y (q) ∈ S para todo
S ∈ YX∩Y (G) = XX∩Y (F). As´ı se concluye XX∩Y (p), YX∩Y (q) ∈
⋂
S∈XX∩Y (F)(S) de las
proposiciones 3.8 y 3.9 se tiene XX∩Y (p) = YX∩Y (q).
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4.3. Tuplas, convexos e independencia
Proposicio´n 4.11. Dada la tupla X y |X| = n. Si p, q ∈ [0, 1]n entonces
xi(αp+ q) = αxi(p) + xi(q)
.
Demostracio´n.
xi(αp+ q) = xi(αp1 + q1, αp2 + q2, ..., αpn + qn) = αpi + qi = αxi(p) + xi(q)
.
Proposicio´n 4.12. Dadas dos tuplas Y ⊂ X con |X| = n |Y | = m. P un conjunto de
puntos en [0, 1]n implica XY (
∑k
i=1 αipi) =
∑k
i=1 αiXY (pi) con pi ∈ P .
Demostracio´n. Claramente
∑k
i=1 αipi ∈ [0, 1]n entonces XY (
∑k
i=1 αipi) tiene sentido.
XY (
k∑
i=1
αipi) = (xj1(
k∑
i=1
αipi), xj2(
k∑
i=1
αipi), ..., xjm(
k∑
i=1
αipi)) Con Y = {xj1, ..., xjm}
por definicio´n de proyeccio´n.
(xj1(
k∑
i=1
αipi), xj2(
k∑
i=1
αipi), ..., xjm(
k∑
i=1
αipi)) = (
k∑
i=1
αixj1(pi), ...,
k∑
i=1
αixjm(pi))
Finalmente
(
k∑
i=1
αixj1(pi),
k∑
i=1
αixj2(pi), ...,
k∑
i=1
αixjm(pi)) =
k∑
i=1
αi(xj1(pi), xj2(pi), ..., xjm(pi))
=
k∑
i=1
αiXY (pi)
y se demuestra lo que se quer´ıa.
Definicio´n 4.8. Para Y ⊂ X y Q ∈ L(Freen) se dice que Q es inyectivo respecto a Y si
y solo si XY (p) = XY (q) implica p = q para todo p, q ∈ Q.
Teorema 4.13. Dadas dos tuplas Y ⊂ X con |X| = n |Y | = m. P un conjunto de puntos
en [0, 1]m, Q un conjunto de puntos en [0, 1]n donde |Q| = |P | = k. XY (Q) = P y P
independiente implica Q independiente.
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Demostracio´n. |Q| = |P | y XY (Q) = P implica XY (qi) = pi.
Supongamos que
∑k
i=1 αiqi = 0 con
∑k
i=1 αi = 0 entonces
XY (
k∑
i=1
αiqi) =
k∑
i=1
αiXY (qi) =
k∑
i=1
αipi = 0
Luego αi = 0 por ser P independiente.
Corolario 4.2. Conv(Q) es inyectivo respecto a Y .
Demostracio´n. Tome a, b ∈ Conv(Q) tales que XY (a) = XY (b). a, b ∈ Conv(Q) implica
a =
∑k
i=1 αiqi, b =
∑k
i=1 βiqi con escritura u´nica debido a la proposicio´n 1.5. as´ı
XY (a) = XY (
k∑
i=1
αiqi) =
k∑
i=1
αiXY (qi) =
k∑
i=1
αipi ∈ Conv(P )
.
XY (b) = XY (
k∑
i=1
βiqi) =
k∑
i=1
βiXY (qi) =
k∑
i=1
βipi ∈ Conv(P )
.
La proposicio´n 1.5 implica αi = βi luego a = b y se demuestra lo que se quer´ıa.
Proposicio´n 4.14. Dadas dos tuplas Y ⊂ X tales que |X| = n, |Y | = m, y Q un conjunto
de k puntos en [0, 1]n. XY (Q) = P implica XY (Conv(Q)) = Conv(P ).
Demostracio´n. y ∈ XY (Con(Q)) ⇔ y = XY (
∑k
i=1 αiqi) =
∑k
i=1 αiXY (qi) =
∑k
i=1 αipi ∈
Conv(P ) Con αi ≥ 0,
∑k
i=1 αi = 1.
Teorema 4.15. Dadas dos tuplas Y ⊂ X ∈ T con |X| = n y dos convexos S =
Conv(P ), T = Conv(Q) en [0, 1]n tales que XY (S) = XY (T ). Se tiene que
Conv(XY (P ) ∪XY (Q)) = Conv(XY (P )) ∪ Conv(XY (Q)). y
dim(Conv(P ∪Q)) ≥ max(dim(T ), dim(S)).
Demostracio´n. Observe que
Conv(XY (P )) ∪ Conv(XY (Q)) ⊂ Conv(XY (P ) ∪XY (Q))
pues Conv(XY (P )) ⊂ Conv(XY (P ) ∪XY (Q))
y Conv(XY (Q)) ⊂ Conv(XY (P ) ∪XY (Q)).
Por otro lado
Conv(XY (P )) ∪ Conv(XY (Q)) = XY (S) ∪XY (T ) = XY (S) = XY (T ) es convexo.
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XY (P ) ∪XY (Q) ⊂ Conv(XY (P )) ∪ Conv(XY (Q))
implica
Conv(XY (P ) ∪XY (Q)) ⊂ Conv(XY (P )) ∪ Conv(XY (Q)).
dim(Conv(P ∪Q)) ≥ max(dim(Con(P )), dim(Conv(Q))).
Cap´ıtulo 5
Amalgama de filtros
Teorema 5.1. Dadas Y,X tuplas en T, con |X| = n, |Y | = m, |X ∩ Y | = r, F , G
dos filtros de L(Freen) y L(Freem) respectivamente, tales que, FXX∩Y = GYX∩Y = R,
entonces,
(i) XX∪Y (S) ∩ Y X∪Y (T ) 6= ∅ para todo S ∈ F y T ∈ G.
(iia) Para todo S ∈ F existe S⊥ ∈ G tal que XX∩Y (S) = YX∩Y (S⊥).
(iib) Para todo T ∈ G existe T⊥ ∈ F tal que YX∩Y (T ) = XX∩Y (T⊥).
(iii) CF ,G = {XX∪Y (S) ∩ Y X∪Y (T )} es base de filtro en L(Freem+n−r).
Demostracio´n. (i) Dados S ∈ F , T ∈ G, XX∩Y (S), YX∩Y (T ) ∈ R as´ı ∅ 6= XX∩Y (S) ∩
YX∩Y (T ) ∈ R por ser R filtro propio. Consecuentemente, existe p ∈ XX∩Y (S)∩YX∩Y (T ),
as´ı p = XX∩Y (q) = YX∩Y (t) con q ∈ S, t ∈ T y por proposicio´n 4.3, existe un u´nico
c ∈ [0, 1]m+n−r tal que (X ∪ Y )X(c) = q y (X ∪ Y )Y (c) = t as´ı c ∈ XX∪Y (S) ∩ Y X∪Y (T ).
(iia) S ∈ F implica XX∩Y (S) ∈ FXX∩Y = GYX∩Y , as´ı existe S⊥ ∈ G tal que XX∩Y (S) =
YX∩Y (S⊥). (iib) es ana´logo.
(iii) Por (i) se tiene que ∅ /∈ CF ,G y CF ,G es una familia no vac´ıa de ceros de elementos en
L(Freen+m−r).
De otro lado, R1, R2 ∈ CF ,G implica que existen S1, S2 ∈ F y T1, T2 ∈ G tales que:
XX∪Y (S1) ∩ Y X∪Y (T1) = R1 y XX∪Y (S2) ∩ Y X∪Y (T2) = R2 entonces, existe R3 =
XX∪Y (S1 ∩ S2) ∩ Y X∪Y (T1 ∩ T2) ∈ CF ,G tal que R3 ⊂ R1 ∩ R2, en efecto, por propo-
sicio´n (4.2)
XX∪Y (S1∩S2)∩Y X∪Y (T1∩T2) ⊆ XX∪Y (S1)∩Y X∪Y (T1)∩XX∪Y (S2)∩Y X∪Y (T2) = R1∩R2.
Corolario 5.1. Dados S ∈ F y T ∈ G, con las condiciones del teorema anterior,
(X ∪ Y )X
(
XX∪Y (S)
) ∩ Y X∪Y (S⊥)) = S y (X ∪ Y )Y (XX∪Y (T⊥)) ∩ Y X∪Y (T )) = T .
25
CAPI´TULO 5. AMALGAMA DE FILTROS 26
Demostracio´n. Se sigue directamente de la proposicio´n 4.4.
Teorema 5.2 (Amalgama de filtros). Dados dos filtros F y G de L(Freen) y L(Freem)
respectivamente, X, Y ∈ T, con |X| = n, |Y | = m, |X ∩ Y | = r. FXX∩Y = GYX∩Y implica
que existe un filtro C en L(Freem+n−r) talque C(X∪Y )X = F y C(X∪Y )Y = G.
Demostracio´n. Dado F (CF ,G) el filtro generado como en la proposicio´n 1.1 en L(Freen+m−r).
Basta ver que C(X∪Y )X = F y C(X∪Y )Y = G. So´lo se mostrara´ que C(X∪Y )X = F . La otra
igualdad es ana´loga. Del teorema 5.1. y el corolario 5.1. se sigue que para S ∈ F existe
S⊥ ∈ G tal que
S = (X ∪ Y )X
(
XX∪Y (S)
) ∩ Y X∪Y (S⊥)) ∈ C(X∪Y )X .
As´ı F ⊆ C(X∪Y )X .
Veamos la otra contenencia. Dado R ∈ C(X∪Y )X se tiene que R = (X∪Y )X(H) con H ∈ C.
As´ı XX∪Y (S)∩Y X∪Y (T ) ⊆ H para algu´n S ∈ F y, T ∈ G. Por teorema 5.1. existe T⊥ ∈ F
tal que YX∩Y (T ) = XX∩Y (T⊥) . Consecuentemente, XX∪Y (S ∩ T⊥) ∩ Y X∪Y (T ) ⊆ H, y
de la proposicio´n (4.4.),
S ∩ T⊥ = (X ∪ Y )X
(
XX∪Y (S ∩ T⊥) ∩ Y X∪Y (T )) ⊆ (X ∪ Y )X(H) = R.
As´ı S ∩ T⊥ ∈ F implica R ∈ F .
5.1. Amalgama prima de filtros primos
Teorema 5.3. Dado C = F (CF ,G) el filtro generado.
F → p,G → q =⇒ C → p ∗ q.
Demostracio´n. Dado 
2
> 0, existen S ∈ F , T ∈ G tales que S ⊂ Bp( 2), T ⊂ Bq( 2). as´ı
XX∪Y (S) ∩ Y X∪Y (T ) ⊂ XX∪Y (Bp( 2)) ∩ Y X∪Y (Bq( 2)) ⊂ Bp∗q(), en efecto,
w ∈ XX∪Y (Bp( 
2
)) ∩ Y X∪Y (Bq( 
2
)) implica
d(X ∪ YX(w), X ∪ YX(p)) < 
2
, d(X ∪ YY (w), X ∪ YY (q)) < 
2
.
De la proposicio´n 4.7 se concluye d(w, p ∗ q) < , consecuentemente w ∈ Bp∗q().
Teorema 5.4. Dadas dos tuplas X, Y ∈ T tales que |X| = n ≥ |Y | = m, |X ∩ Y | = r. T
convexo en L(Freem). Existe T
′ ∈ L(Freen) y T : [0, 1]m → [0, 1]n transformacio´n lineal
tal que:
(i) T (T ) = T ′ convexo.
(ii) Conv(Pi) = Ti k-divisio´n por simplex de T implica T (Ti) = T ′i es una k-divisio´n por
simplex de T ′ tal que XX∩Y (T (Ti)) = YX∩Y (Ti), con T (Pi) = P ′i .
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Demostracio´n. Dado T : [0, 1]m → []0, 1n una matriz definida por:
(t)ij =

1 si i = j Para todo i ≤ r
0 si i 6= j Para todo i ≤ r
zij si i > r
Donde las entradas zij son nxm − rxm valores libres tales que la transformacio´n T es
una matriz rectangular invertible a izquierda. Esto siempre es posible dado que n > m
y las matrices invertibles son densas en el espacio de las matrices. en consecuencia, la
transformacio´n T es inyectiva. Como T es una transformacio´n lineal inyectiva entonces
T (T ) = T ′ es convexo ya que T es convexo y T (Ti) es una divisio´n por simplex de T ′ (por
proposicio´n 1.8). Veamos que
XX∩Y (T (Ti)) = YX∩Y (Ti).
.
para todo pj1 ∈ [0, 1]m se tiene que:
XX∩Y (T (pj1)) = XX∩Y ((
m∑
j=1
t1jpj1, ...,
m∑
j=1
trjpj1, ...,
m∑
j=1
tnjpj1)) = (
m∑
j=1
t1jpj1, ..,
m∑
j=1
trjpj1)
No´tese que
∑m
j=1 tijpj1 = pi1 para todo i ≤ r. Luego
XX∩Y (T (pj1)) = (
m∑
j=1
t1jpj1, ..,
m∑
j=1
trjpj1) = (p11, p21, ..., pr1) = YX∩Y (pj1)
.
Con esto se demuestra lo que se quer´ıa.
Teorema 5.5. Dados X, Y ∈ T con |X| = n > |Y | = m, |X ∩ Y | = r; F → p,G → q
filtros primos y propios de L(Freen), L(Freem) respectivamente. XX∩Y (F) = YX∩Y (G)
implica que existe H ∈ L(Freen+m−r) tal que:
(i) H es inyectivo respecto a X.
(ii) (X ∪ Y )X(H) ∈ F y (X ∪ Y )Y (H) ∈ G.
Demostracio´n. XX∩Y (F) = YX∩Y (G) implica que existen Conv(P ) = Sp ∈ F y Conv(Q) =
Tq ∈ G tales que XX∩Y (Sp) = YX∩Y (Tq). Puesto que n > m existe T transformacio´n lineal,
tal que T (Tq) = Sq ∈ L(Freen) donde XX∩Y (Sq) = YX∩Y (Tq) y T respeta cualquier k−
divisio´n por simplex de Tq. Considere la traslacio´n Tv con v = p−T (q) as´ı para L = Tv ◦T
L(q) = T (q) + p−T (q) = p. A = L(Q)∪ P implica Sp = Conv(P ) ⊂ Conv(A) = S ∈ F .
Considere una k−divisio´n por simplex Ti = Conv(Qi) de Tq con 1 ≤ i ≤ a y una
w−divisio´n por simplex Sj = Conv(Pj) de S con 1 ≤ j ≤ b que respete la k−divisio´n
L(Ti)).
Definamos
f :
( b⋃
j=1
Pi
) ∪ {p} → B con B ⊂ [0, 1]m como sigue :
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f(p) = q
Como L es inyectiva para todo pi ∈ L(
⋃a
i=1Qi)
⋂(⋃b
j=1 Pj
)
existe un u´nico qi ∈ Qi
tal que L(qi) = pi. Por lo anterior, defina f(pi) = qi.
Para todo pl ∈ (
⋃b
j=1 Pj)−L(
⋃a
i=1Qi) elija un u´nico ql ∈ int(Tq) tal que XX∩Y (pl) =
YX∩Y (ql) y defina f(pl) = ql. No´tese que ql siempre existe pues XX∩Y (Sp) =
YX∩Y (Tq). Al conjunto de elementos ql elegido libremente, lla´melo Ql.
De la construccio´n anterior se sigue que, B = {q}∪(⋃ai=1Qi)∪Ql, XX∩Y (f(x)) = YX∩Y (x)
para todo x ∈ A, x ∗ f(x) esta definido para todo x ∈ ⋃bj=1 Pj ∪ {p} y f es biyectiva.
Defina H =
b⋃
j=1
Hj con Hj = Conv{pij ∗ f(pij) : pij ∈ Pj}
(i). Mostremos que H es inyectivo respecto a X.
Tome
∑w+1
i=1 αipij = c ∈ Hj,
∑w+1
i=1 βipil = d ∈ Hl y
∑w+1
i=1 αi =
∑w+1
i=1 βi = 1 tales
que (X ∪ Y )X(c) = (X ∪ Y )X(d).
(X∪Y )X(c) = (X∪Y )X(d)⇐⇒
w+1∑
i=1
αipij =
w+1∑
i=1
βipil ∈ Sj∩Sl ⇐⇒ pij, pil ∈ Pj∩Pl,∀i.
Es decir, pij, pil pueden representarse como pijl ∈ Sj ∩ Sl, as´ı
w+1∑
i=1
αipijl =
w+1∑
i=1
βipijl ⇐⇒
w+1∑
i=1
αipijl−
w+1∑
i=1
βipijl =
w+1∑
i=1
(αi−βi)pijl = 0⇐⇒ αi−βi = 0
pues Pi ∩ Pl es un conjunto independiente.
(ii) Probemos la parte dos del teorema.
Tq =
⋃a
i=1 Ti implica que existe 1 ≤ i ≤ a tal que Ti = Conv(Qi) ∈ G por ser
G primo. Por otro lado L(Qi) ⊂ Pj para algu´n 1 ≤ j ≤ b ya que {Si} respeta
la k−divisio´n {L(Ti)}. Dado D = {qyi ∗ f(qyi) : qyi ∈ L(Qi)} implica Qi = (X ∪
Y )Y (Conv(D)) ∈ G, adema´s |D| = |L(Qi)| = |Qi| debido a que f es biyeciva. Note
que
Conv(D) ⊆ Hi ⊂ H =⇒ (X ∪ Y )Y (Conv(D)) ⊂ (X ∪ Y )Y (H) ∈ G
pues (X ∪ Y )Y (Conv(D)) = Conv((X ∪ Y )Y (D)) = Conv(Qi) = Ti ∈ G.
Finalmente
(X ∪ Y )X(H) = S ∈ F por construccio´n de H.
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El teorema anterior establece que si |X| > |Y | entonces H es inyectivo sobre X, pero si
|X| ≤ |Y | se tendr´ıa que H es inyectivo sobre Y .
Corolario 5.2.
(i) (X∪Y )X(H∩R) ∈ F y (X∪Y )Y (H∩R) ∈ G para todo R ∈ C con C el filtro generado
ver(1.1, 5.2).
(ii) R∩H ⊆ A1 ∪A2 para algu´n R ∈ C implica [(X ∪ Y )X(Ai) ∈ F y (X ∪ Y )X(Ai) ∈ G]
para algu´n 1 ≤ i ≤ 2. Si se cunplen las condiciones (i) y (ii) entonces existe H un filtro
primo en L(Freen+m−r) tal que H(X∪Y )X = F y H(X∪Y )Y = G.
Demostracio´n. Se define
HH = {A ∈ L(Freem+n−r) : H ∩R ⊆ A, para algu´n R ∈ C}.
Se observa que C ⊆ HH
Queremos ver que este es el filtro pedido. Se verificamente directamente que HH es filtro,
debido a que A,B ∈ HH implica H ∩R1 ⊆ A y H ∩R2 ⊆ B, y as´ı H ∩R1 ∩R2 ⊆ A∩B.
con R1 ∩R2 ∈ C debido a que C es filtro.
Veamos que HH(X∪Y )X = F y HH(X ∪ Y )Y = G. Para S ∈ F se tiene que XX∪Y (S) ∈ C
luego XX∪Y (S) ∩H ⊂ XX∪Y (S) ∈ HH y por el colorario 4.1 se concluye S ∈ HH(X∪Y )X .
La otra contenencia es sencilla. Ana´logamente se muestra la otra igualdad.
Falta ver que HH es primo. A ∪ B ∈ HH implica H ∩ R ⊆ A ∪ B para algu´n R ∈ C.
As´ı (H ∩ R ∩ A) ∪ (H ∩ R ∩ B) = H ∩ R ∩ (A ∪ B) ∈ HH . Consecuentemente de la
condicion (ii) de la hipo´tesis, (X ∪ Y )X(H ∩ R ∩ A) ∈ F ∧ (X ∪ Y )Y (H ∩ R ∩ A) ∈
G, o (X ∪ Y )X(H ∩R∩B) ∈ F ,∧(X ∪ Y )Y (H ∩R∩B) ∈ G. Si H ∩R∩A proyecta bien
respecto a X y respecto a Y entonces,
W = H ∩XX∪Y [(X ∪ Y )X(H ∩R ∩ A)] ∩ Y X∪Y [(X ∪ Y )Y (H ∩R ∩ A)] ⊆ A.
En efecto, r ∈ W implica r ∈ H y (X∪Y )X(r) ∈ (X∪Y )X(H∩R∩A). As´ı, (X∪Y )X(r) =
(X ∪ Y )X(a) con a ∈ H ∩R∩A. Si H es inyectivo respecto a X, entonces r = a ∈ A. De
lo contrario, (X ∪ Y )Y (r) ∈ (X ∪ Y )Y (H ∩ R ∩ A), as´ı (X ∪ Y )Y (r) = (X ∪ Y )Y (a′) con
a′ ∈ H ∩ R ∩ A. Si H es inyectivo respecto a Y se tiene r = a′ ∈ A. Consecuentemente
A ∈ HH . Si por el contrario H ∩R∩B es el que proyecta bien respecto a X e Y , entonces
B ∈ HH .
Las condiciones del teorema anterior son (como se demostro´ en el teorema) condiciones
necesarias para la existencia del filtro H pedido en el teorema 5.1 en lenguaje de filtros.
Conclusiones
Trabajar con filtros puede resultar ma´s sencillo que trabajar con ideales, por ejemplo, el
teorema 5.2 del presente trabajo es una generalizacio´n del teorema 5.1 de [2]. La demos-
tracio´n de dicho teorema es sencilla y requiere de poca a´lgebra. Debido a esto se penso´
que la demostracio´n del teorema 5.1 de [2] ser´ıa ma´s sencilla mediante una nocio´n dual
de filtros que cuenta con herramientas matema´ticas muy intuitivas como las proyecciones
y co-proyecciones, sin embargo, el establecer condiciones para demostrar el teorema 5.1
resulto´ igual de complejo aunque con resultados e ideas diferentes.
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