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Learning machines to read omni-writer handwritten texts requires, on the one hand, sophisticated and highly adapted algorithms of pattern recognition and, on the other hand, the management of the various knowledge sources to exploit the human reader experience and cognitive structures.
Conventional systems which consider the recognition of omni-writer handwritten texts as a problem of character/word recognition have been pushed to their limits [1] [2] . Indeed, numerous studies have investigated the problem of defining well-adapted features for handwritten character recognition. Sophisticated algorithms for cursive handwritten word recognition have been proposed also in the last few years to cope with the problem of word segmentation. Moreover, many approaches use multiple classifier combination techniques to improve word recognition. As a matter of fact, conventional systems recognise handwritten words independently one from the others in a sequential scheme. Finally, the independent word hypothesis are often analysed in a post-treatment stage using syntactical constraints. These omni-writer systems must be trained on large databases in order to learn the inter-writer properties.
However, recent studies try to counteract the problem of the variability in handwriting styles by classifying the handwriting styles into families of writers. This enables to select specific recognisers for each handwriting style [3] , [4] , [5] , [6] . Figure 1 illustrates the general diagram of this kind of systems. These systems still use only the inter-writer properties either globally or within a particular group of writers. Furthermore, they still proceed the recognition of isolated words independently. In a simplified manner, these systems are based on highly adapted algorithms for word recognition but have poor capabilities to take into account the writer's properties during the recognition task. But, we will show that there exists for a given writer a redundancy of patterns in his handwriting for which a dependency between treatments can help the recognition task. 
:ULWHUVSURSHUWLHV
The fundamental property of handwriting, which makes the written communication possible, is that there exist inter-writer invariants since the morphological differences between patterns representing distinct letters are more important than those between different allographes of a same letter (inter-writer variability). We postulate now that each writer draws the same letters using the same patterns (his own handwriting references): we call these references "the writer invariants". The writer's invariants, reflecting the morphological redundancy of his handwriting, can be defined as the set of similar patterns or graphemes extracted from the segmentation of his handwriting using a particular segmentation technique. Therefore, when these writer's invariants are far from the interwriter invariants, the recognition of a particular handwriting will fail in the conventional approaches. In return, we can expect to obtain the writer's particularities only when large samples of his handwriting can be collected e. 
$GDSWLQJWKHUHDGLQJWDVNWRWKHZULWHU
Let us recall that the writer's particularities so called "writer's invariants" in the previous section are intrinsically used by mono-writer systems. In this case, the invariants are determined during a preliminary learning stage to adapt the recognition task to the writer. Of course in the case of an omni-writer system, this preliminary stage is no longer possible. However, we believe that the writer invariants could be helpful if they were used during the recognition task by an omni-writer system. This is why we propose a reading system architecture able to manage both the learning of the writer invariants and the recognition of his handwriting. In such a manner, the reading system will be able to adapt itself to the handwriting of the writer. Therefore, so as a human reader can do, the system will collect and exploit all the possible knowledge that can be extracted from the handwritten text. In the following paragraph we review the various kinds of morphological and symbolic knowledge that can be exploited by the system. We will show in paragraph 3.3 how a reading system, based on these various knowledge, can adapt itself to the writer's handwriting during the recognition task.
.QRZOHGJH0RGHOOLQJ Let us remark that due to the intrinsic sequentiality between treatments used in the conventional systems, these are usually described using functional modelling. As a consequence, the knowledge modelling is restricted to the modelling of the data exchange between functions. The proposed system relies on the interaction between learning and recognition processes. Therefore, as there cannot be any sequentiality between treatments, functional modelling is no longer possible to describe the system architecture. We thus introduce a knowledge modelling that takes into account the structure of handwriting and allows to highlight the data and their associated type of knowledge. Interaction levels between these knowledge will then be introduced using knowledge sources (functions) to model the desired interactive architecture.
Considering that the whole text of the writer is segmented into graphemes using well-known techniques encountered in the literature [8] , each grapheme (corresponding to a letter or not) is characterised by:
,QWULQVLF 0RUSKRORJLFDO .QRZOHGJH ,0. any knowledge that can be extracted from the grapheme pattern alone, e.g. a set of features detected on the grapheme image, &RQWH[WXDO0RUSKRORJLFDO.QRZOHGJH &0. any knowledge about the grapheme pattern that can be extracted from its environment, e.g. the writer's invariant it belongs to and the location in the text of its morphological neighbors. Now the following symbolic knowledge about each grapheme can be provided by different treatments:
,QWULQVLF 6\PEROLF.QRZOHGJH,6.: any knowledge about the possible letter (label) that can be associated to the grapheme considered alone (e.g. obtained from IMK) using classical recognition schemes that exploit inter-writer invariants.
&RQWH[WXDO 6\PEROLF .QRZOHGJH &6. any knowledge about the possible letter that can be associated to the grapheme by referring to its environment (e.g. obtained from CMK). Furthermore, the lexical constraints of each grapheme within a word are taken into account to provide additional CSK. 
7KHXVHRINQRZOHGJHPRGHOOLQJLQFRQYHQWLRQDODSSURDFKHV
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Faced to a very distorted handwriting, a human reader is usually able to delay the reading of some words until more and more symbolic and morphological information (contextual information) are gathered to confirm the emitted hypothesis. This on-line learning mechanism allows the human reader to adapt himself to each specific handwriting. We state that the human expertise is based on the following assumption "Patterns having similar shapes must be associated to the same symbolic interpretation".
Applying this assumption in an automatic reading system requires the use of two kinds of contextual knowledge. On the one hand, the Contextual Morphological Knowledge (CMK) provided by similar patterns and on the other hand the Contextual Symbolic Knowledge (CSK) provided by the interpretation of these similar patterns. An attempt to illustrate how a recognition system can exploit this information is shown in figure 5 .
Assume that handwritten words have been already localised and that, for each of them, the segmentation into graphemes has been performed. Assume also that IMK, CMK and ISK have been extracted for each grapheme. The contextual knowledge can be exploited according to the following steps: a) for each grapheme within a word, its lexical CSK is derived from word hypothesis, b) a global and coherent CSK can be attached to each morphological invariants thanks to CSK's of similar graphemes, c) the global CSK of each morphological invariant can be distributed to each grapheme belonging to this cluster, d) this new symbolic knowledge about each grapheme can then allow to generate/delete word hypothesis. These four operations are repeated until a global coherence is reached.
Finally, thanks to the morphological invariants of the writer and by exploiting the various knowledge cited above, the reading system is able to take coherent decisions with respect to morphological and lexical constraints. Such a reading system can thus operate what we call a "context-driven recognition". 
&RQFOXVLRQ
The reading activity, which is considered as an Information Processing System, involves the integration of different processes, knowledge, and modalities in order to transform a graphical representation into a symbolic representation. The modelling of this activity has been deeply studied in cognitive sciences [9] . Of particular interest is the model of McClelland and Rumelhart who have introduced the concept of interactivity in their human reading model "Interactive Activation Model" [10] . In this model, the visual word recognition (perception) is realised by the interaction between three different abstraction levels (feature letter word). We have shown in this paper that this concept of interactivity can be extended by introducing an interaction within the grapheme level. This is possible only in the context of handwritten text recognition where the morphological invariants of an handwriting can be extracted. Thanks to these invariants (writer's properties), the interactions between and within different abstraction levels can be guaranteed and will allow the automatic reading system to adapt itself to each handwriting. 
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