This paper proposes and implements a new methodology for forecasting time series, based on bicorrelations and cross-bicorrelations. It is shown that the forecasting technique arises as a natural extension of, and as a complement to, existing univariate and multivariate nonlinearity tests. The formulations are essentially modified autoregressive or vector autoregressive models respectively, which can be estimated using ordinary least squares. The techniques are applied to a set of high frequency exchange rate returns, and their out of sample forecasting performance is compared to that of other time series models.
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Introduction
Over the past decade and a half, a number of researchers have sought to consider the out of sample forecasting performance of structural models of exchange rate determination vis à vis atheoretical time series models (see, for example, Meese and Rogoff, 1983, 1986; Boughton, 1987; Boothe and Glassman, 1987) . Although the jury is still out on the usefulness of structural models in this regard, the weight of evidence suggests that structural models are at best capable of marginal improvements in out of sample forecasting accuracy for monthly or quarterly exchange rates.
When the foreign exchange data is sampled at higher frequencies, however, structural models are of even less use since the explanatory variables, such as ratios of relative prices, outputs, inflation rates etc. are measured on a monthly basis at best. So how can we model intra-daily foreign exchange rate movements? If structural modelling is ruled out, we must turn our attention to time series modelling as a plausible alternative. There is some evidence that financial market participants use price histories to make predictions of future values. Allen and Taylor (1989) , for example, find using a survey that 90% of respondents used some form of chartism in helping to form forecasts at horizons of up to one week. Numerous other studies have also found strong support for technical analysis, both from the point of wide application in the markets (Frankel and Froot, 1990) , and also from the point of view of producing surprisingly (at least surprising to most academics) accurate forecasts (Pruitt and White, 1988, 1989; Brock et al., 1992 ). An important recent paper by Clyde and Osler (1997) has also made a link between technical analysis and nonlinear forecasting. They argue that technical analysis can be viewed as a simple way of exploring the nonlinear behaviour of financial time series. Clyde and Osler demonstrate that the use of technical analysis can generate higher profits than a random trading strategy if the true data generating process is not linear. These observations give a strong motivation for the consideration of time series models of price histories for forecasting financial asset prices or returns.
Nonlinearity is now an accepted stylised fact of financial market returns. Hinch and Patterson (1985) , Hsieh (1991) , Scheinkman and LeBaron (1989) , Mayfield and Mizrach (1992) , Brooks (1996) , and Hsieh (1989) , for example, all find strong evidence of nonlinearity in various asset returns series. The latter two authors also find that significant nonlinearity remains in the series after allowing for volatility clustering effects, the feature to which most of the nonlinear behaviour is attributed. This finding seems at odds with the observation that nonlinear forecasting models seem unable to give superior out-of-sample forecasts for the conditional mean equation (see Brooks, 1997 or Ramsey, 1996 compared with linear models or the naive random walk. If the nonlinearity is present in the data, why do nonlinear time series models not outperform their linear counterparts?
One way to reconcile these two findings lies in the very essence of the nonlinearity tests that have become popular in recent years, and that is their portmanteau or general nature. Tests such as the BDS (Brock et al., 1987 (Brock et al., , 1996 , bispectrum (Hinich, 1982) , RESET (Ramsey, 1969) or neural network tests (White, 1990 , Lee et al., 1993 for nonlinearity all have independence and identical distribution of the residuals of an estimated linear model as their null, but do not have a specific alternative hypothesis -that is, they are pure hypothesis tests. Thus a rejection of the null gives the researcher little clue as to what the appropriate functional form for a nonlinear forecasting model should be. Various models have been considered (bilinear, SETAR, GARCH, neural network etc.), and of these, only the SETAR and GARCH models have any strong motivation from an underlying financial theory 2 . Thus it is possible, indeed perhaps even likely, that the specification of the nonlinear time series equations used for forecasting are not models of the type that caused the rejections of the linear or iid null in the nonlinearity tests in the first place. Of particular relevance here is the distinction between nonlinearity in mean and nonlinearity in variance. Campbell et al. (1996) provide a useful method of discriminating between the two: the Wold representation theorem 3 states that any stationary time series, x t , can be expressed as an infinite order moving average of past innovations. A nonlinear extension of this which works for most models is to express them as
The square of h is the conditional variance of x t so models with nonlinear g are classified as nonlinear in mean, while those with nonlinear h are classed as nonlinear in variance.
Many of the portmanteau tests listed above (with the possible exception of the bispectrum test) will lead to rejections of the iid null if there is nonlinearity in mean or in variance of a type which the particular test has power against. Most of the nonlinearity that is purported to be present in financial and economic time series can apparently be explained by reference to the latter type (see, for example, Hsieh, 1993), while models which attempt to forecast the conditional returns themselves obviously require the former.
Few researchers to date have considered extending the set of plausible "time series" models to the multivariate context. One exception is Mizrach (1992) , who finds a multivariate nearest neighbours model has limited forecasting power for three EMS exchange rates. VAR models have also been used to forecast exchange rates (for example Hoque and Latif, 1993; Liu et al., 1994; Sarantis and Stewart, 1995; Tse, 1995) . The first three applications have been "structural" (rather than time series in nature) and also linear. Tse, on the other hand, uses lagged futures returns to predict spot returns in a vector error correction framework, and finds the time series VAR to be preferable for forecasting compared with a univariate or martingale model, although the VAR is still outperformed by an error correction model. Hinich (1996) and Brooks and Hinich (1999) propose a univariate test for nonlinearity and an extension to the multivariate case respectively. The tests are based on the computation of the bicorrelation coefficients of a series and the cross-bicorrelations between series at various lags. The central theme of the present paper is to build upon these earlier studies in a number of important 4 regards. First, the paper collects together the univariate and multivariate tests and applies them in combination to a single set of data in order to facilitate comparisons. Second, it is demonstrated that the bicorrelation and cross-bicorrelation tests suggest a natural model class for forecasting future values of the series under consideration. These new forecasting techniques are also applied to the data, and their out of sample, multi-step ahead predictive accuracies are contrasted and evaluated.
A number of recent papers have considered the transmission of shocks to returns or to volatility between one market and another. Hamao et al. (1990) , for example, consider spillovers of volatility between New York, Tokyo, and London stock markets using a GARCH-M model, while Engle et al. (1990) The remainder of this paper is organised as follows. Section 2 gives a description of the nonlinearity testing and forecasting techniques applied in this research, and section 3 presents the data. Section 4 outlines the results, and finally section 5 offers some concluding remarks.
Methodology
Testing for Significant Bicorrelations and Cross-Bicorrelations
The univariate and multivariate nonlinearity tests are constructed as below, closely following Hinich (1996) and Brooks and Hinich (1999) . Let the data be a sample of length N, from two jointly stationary time series {x(t k )} and {y(t k )} which have been standardised to have a sample mean of zero and a sample variance of one by subtracting the sample mean and dividing by the sample standard deviation in each case. Since we are working with small sub-samples of the whole series, and the 5 returns are constructed from data sampled at very high frequency, stationarity is not a stringent assumption.
For the univariate test, under the null hypothesis that the data {x(t k )} is a pure noise process, then there will be significant bicorrelations,
The cross-bicorrelation generalisation of this simply implies that one of x(t k+r ) or x(t k+s ) is replaced with a y so:
We state without proof or further derivation that the bicorrelation and cross-bicorrelation test statistics can be written respectively as
bicorrelation test statistic, which has an equivalent number of degrees of freedom. See Brooks and Hinich (1999) for the corresponding proof in this case.
The bicorrelation is effectively a correlation between the current exchange rate return and previous autocorrelation coefficients, while the cross-correlation can be interpreted as a correlation between one exchange rate return (x or y) and the temporal (lead-lag) cross correlation between the two returns (x(t k+r ) y(t k+s )).
In this study, we employ a window length of 960 observations, corresponding to approximately four trading weeks, for the calculation of the nonlinearity test statistics. The year is then made up of 13 such, entirely independent, non-overlapping periods. The cross-bicorrelation test is conducted on all pair-wise combinations of the seven exchange rates (21 pairs). The bicorrelation test is used on the residuals of an autoregressive fit to the data, and the cross-bicorrelation test on the residuals from a VAR. This pre-filtering step should ensure that all traces of linear dependence and co-dependence respectively are removed from the series.
Forecasting Using Cross-Bicorrelations
A major benefit of the nonlinearity tests employed in this study relative to their competitors (such as the BDS test or its multivariate extension due to Baek and Brock, 1992) , is that the test statistics are sufficiently general to pick up many types nonlinearity in the conditional mean (any that generate third-order dependence), and yet they also suggest an appropriate functional form for a nonlinear forecasting equation. Consider again equations (2) 
and (3). If we rewrite them using only lags of the observed variates, we would have bicorrelations and cross-bicorrelations as E[x(t) x(t-r) x(t-s)] and E[x(t) x(t-r) y(t-s)] respectively. For r,s  
+ , then at time t-k ( k   + ),
we know x(t-r) and x(t-s) or
y(t-s) and we can therefore use these terms in combination in a linear regression for forecasting the future path of x t . If the maximum number of lags permitted is K, then the forecasting models would be given by
for the univariate case, and for the multivariate extension, the appropriate forecasting model would be an augmented standard form VAR.
where u 1t and u 2t are iid disturbances and the ,, ,  are regression parameters. Since these equations are linear in the parameters (although they involve multiplicative combinations of the variables), they can be estimated using ordinary least squares.
In this study, we experimented with various values of K, the number of lags, and K=2 seemed to give the best results overall. Other values of K are, of course, equally sensible, but the results derived from these parameter choices yield poorer forecasts in this application, and hence are not shown due to space constraints. The sample is split approximately in half, with the first 6238 observations being used for in-sample parameter estimation, while the remainder of the observations are retained as a hold-out sample for post-model forecast evaluation. All models are then estimated using a moving window of length 6238 observations, working through the series one data point at a time. Although forecasts up to six steps ahead are produced, after 3 steps, almost all of the forecasting models, which are essentially autoregressive in nature, have produced forecasts which have converged upon those from a long term mean forecast, so that only the results for forecasts generated 1,2, and 3 steps ahead are shown in the appendix.
2.2c Linear Models for Comparison
In order to have an appropriate benchmark for comparison with the one step ahead forecasts generated by the cross-bicorrelation VAR model, forecasts are also produced using a long term 8 historic mean (average of the last 6238 observations), a random walk in the log-levels (i.e. a zero return forecast), autoregressive models of order 1, 3, and 10, and autoregressive models of order selected using information criteria. The generation of forecasts using all but the last of these is described in detail in Brooks (1997) . Information criteria are used in the following manner.
Autoregressive models of all orders from 0 to 10 are estimated, and models are selected which minimise the value of each criterion (Akaike's and Schwarz's Bayesian). Then one step ahead forecasts are calculated using each of these estimated models. The window moves through by one data point, and the values of the IC are calculated again, and the model orders which minimise each are selected, and so on. The purpose of this procedure is to allow the autoregressive models to be of an "optimal" order (in an in-sample sense), and for that order to be permitted to vary over the whole sample according to how much linear structure there is present in the recent return histories.
Data
The high frequency financial data provided by Olsen and Associates as part of the HFDF-96 package includes 25 exchange rate series sampled half-hourly for the whole of 1996, making a total of 17,568 observations for each series. However, this series contains observations corresponding to weekend periods when all the world's exchanges are closed simultaneously and there is, therefore, no trading. observations for subsequent analysis and forecasting. The price series are transformed into a set of continuously compounded half-hourly percentage returns in the standard fashion:
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Of the 25 exchange rate series provided by Olsen, only 7 are used in this study for illustrative purposes, to avoid repetition, and due to space constraints. These are (using the usual Reuters neumonic) DEM_JPY, GBP_DEM 5 , GBP_USD, USD_CHF, USD_DEM, USD_ITL, and USD_JPY.
Summary statistics for these returns series are presented in table 1. It is clearly evident that all series are non-normal (predominantly due to fat tails rather than asymmetry), and all exhibit strong evidence of negative first order autocorrelation, and conditional heteroscedasticity (as the Ljung Box and
Engle test respectively show). The BDS statistic therefore rejects the null hypothesis of independent and identical distribution at the 0.1% level of significance.
Results
Nonlinearity Test Results
The results of the bicorrelation and cross-bicorrelation tests applied to the thirteen 4-week windows are presented in tables 2 and 3 respectively. Given that the nominal threshold for determining whether a window is "significant" or not is 1%, we would expect at most one window per exchange show the month(s) during which the rejections of the null of independent white noise processes occurred. If we compare the times when the bicorrelation windows are significant with those when the cross-bicorrelation test trips for each currency, we find only limited agreement between the tests, indicating that univariate and multivariate nonlinearities in the data need not occur at the same time.
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Moreover, when we apply the tests to the entire in-sample model construction period or the model testing period (i.e. the first and last half of the sample respectively), we find all exchange rates and exchange rate pairs give both bicorrelation and cross-bicorrelation coefficients that are significant at the 1% level. This is clear evidence in favour of the presence of univariate and multivariate nonlinearity in the conditional mean, which might potentially be predictable using the methodology outlined above 6 .
Forecasting Results
The results of the one step ahead forecasting approach using the linear and cross-bicorrelation models are presented for each exchange rate in tables 4 to 10. In order to facilitate comparison between forecasting methods, after each evaluation measure, (MSE, MAE or sign predictions), the ranking of each of the 15 forecasting models is given for that particular criterion. For example, an entry of 1= in the AR(1) column in the row immediately following the MSE would indicate that an AR(1) was jointly the best forecasting model for that particular series and forecasting horizon.
Considering first the mean squared error and mean absolute error evaluation criteria, there is little to choose between most of the linear models. Typically, an AR(1) or AR(3) gives the smallest overall error (MSE or MAE give the same model ordering), with exponential smoothing giving the largest.
Exponential smoothing is a technique originally formulated for forecasting periodic, seasonal data, so it was not envisaged that it would perform particularly well for forecasting high frequency financial asset returns, which have very different properties to monthly sales data.
Interestingly, producing forecasts using "optimally" in-sample selected models using the information criteria does not seem worth the additional effort since they rarely give lower errors than a simple AR(1). The AR(1) is also almost always able to beat the long term average predictor at short forecasting horizons, and, surprisingly, the random walk. This effect is likely to be largely attributable to the first order negative autocorrelation alluded to previously. Furthermore, according to these conventional statistical criteria, the new cross-bicorrelation models produce very much poorer forecasts than those of the linear model. Occasionally, some of the new models do better than the worst of the linear models, but they are almost never able to out-perform the AR(1). The univariate bicorrelation forecasting models, on the other hand, perform extremely well on conventional statistical criteria, particularly at short forecasting horizons, although their forecasting power deteriorates relative to their competitors as the horizon increases. The bicorrelation models are the best 1 step-ahead predictors of 15 forecasting methods for 4 of the 7 currencies when MSE is used, and for 2 of 7 when the forecast evaluation method is MAE.
However, the inability of traditional forecast evaluation criteria to select models which produce positive risk adjusted trading profits is well documented (see, for example Gerlow et al., 1993) .
Models which can accurately predict the sign of future asset returns (irrespective of the size) are, however, more likely to produce profitable trading performances than those which do well on MSE grounds. Thus the proportion of times that the forecast has the correct sign is given in the last row of each panel of each table. For the linear models, the story is very similar to that given above -that is, there is very little to choose between most of the models, which produce almost the same proportion of correct sign predictions, although the long term mean and exponential smoothing are worst and the AR(1) is generally (although now not universally) superior.
The results for the cross-bicorrelation models in this regard are somewhat mixed, although considerably more favourable than those evaluated on traditional statistical grounds. The proportion of correctly predicted signs rises as high as 60% (for the USD_DEM cross-bicorrelation helping to predict the DEM_JPY), but it also falls as low as 40% (for the USD_DEM predicting the USD_CHF).
So which exchange rates can be used to predict which others? It seems that when the crossbicorrelation between two exchange rates can be used to predict the next sign of one of them, it can also be used to predict the sign of the other, so that predictability seems to flow in both directions or not at all 7 . It seems that the USD_CHF, USD_DEM and USD_ITL can be used to predict the DEM_JPY; the USD_CHF, USD_DEM, USD_ITL and USD_JPY can be used to predict the GBP_USD; the DEM_JPY and GBP_USD can be used to predict the USD_CHF; the DEM_JPY and GBP_USD can be used to predict the USD_DEM; the DEM_JPY and GBP_USD can be used to predict the USD_ITL, and the GBP_USD can be used to predict the USD_JPY. None of the crossbicorrelation combinations investigated here could help to forecast the GBP_DEM.
It was expected that lager trading-volume exchange rates (such as the USD_JPY, or the USD_DEM) might have predictive power for smaller trading volume rates (such as the USD_ITL), indicating that information was more quickly reflected in these larger-volume series so that they seemed to have predictive power for the smaller volume series. But the empirical results shown here seem only to partially support this conjecture. Moreover, it is not clear that whether a given currency is on one side of a cross-rate means it is a better predictor of another exchange rate which also contains this currency on one side (e.g. is the USD_DEM a better predictor of the USD_ITL than the GBP_DEM?).
Conclusions
This paper has proposed a simple methodology which can be used to unify the currently popular time series nonlinearity testing and forecasting literature. The bicorrelation and cross-bicorrelation forecasting models are assessed on three different statistical measures. Although the forecasting results derived from these models do not represent a universal improvement in accuracy, they do sometimes lead to forecast improvements worthy of further research effort. It is possible that by refining the timing of the bicorrelation forecasting rules (so that, for example, we only use a 7 This is partly indicated by the interesting degree of symmetry in the right had side of table 10 about the leading 13 bicorrelation forecasting model when the last estimation window in sample yields a significant bicorrelation or cross-bicorrelation), or by determining the appropriate number of lags in sample in a more "optimal" fashion, that the forecasting results might be further improved. We should also draw a distinction between the performances of the univariate and multivariate forecasting models. The pure bicorrelation models produced perhaps the most accurate short term forecasts of all the methods employed, yet they were of limited use in terms of sign prediction. On the other hand, the crossbicorrelation forecasting models lead to very poor mean squared and mean absolute errors, but higher sign hit rates. A closer inspection of the forecasts from these models suggests that the forecasts are, on average, in the right direction more often than other methods, but are further away in terms of point accuracy.
Nonlinearity testing has become extremely popular in the applied financial econometrics literature in recent years, as the statistical tools have developed along side great advances in computing power.
However, further developments in the application of these tests are likely to be limited by the pure hypothesis testing nature of the extant tests. Therefore, further study of more specific nonlinearity tests, which automatically suggest an appropriate parametric forecasting model is, we conjecture, likely to be a fruitful avenue for future research effort.
diagonal of dashes starting with CVAR DEM_JPY. (4); BJ norm is the Bera Jarque normality test, which is asymptotically distributed as a  2 (2) under the null of normality; BDS is the Brock, Dechert, and Scheinkman (1987) test for iid, which is distributed asymptotically as a standard normal under the null (statistic shown is for m = 5 and  /  = 1); % zeros gives the percentage of returns that are zero (i.e. no price change).
Table 2: Bicorrelation Test Results
Series
Number ( 
