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MARCINKIEWICZ-ZYGMUND INEQUALITIES AND INTERPOLATION BY
SPHERICAL HARMONICS.
JORDI MARZO
ABSTRACT. We find necessary density conditions for Marcinkiewicz-Zygmund inequalities and
interpolation for spaces of spherical harmonics in Sd with respect to the Lp norm. Moreover, we
prove that there are no complete interpolation families for p 6= 2.
1. INTRODUCTION
Let Sd be the unit sphere in Rd+1. We denote by d(u, v) = arccos〈u, v〉 the geodesic distance
between u, v ∈ Sd,where 〈u, v〉 is the scalar product in Rd+1. The ballB(u, θ) ⊂ Sd is, therefore,
the spherical cap of radius 0 < θ < π and center u ∈ Sd.
We consider the Banach spaces Lp(Sd) of measurable functions defined in Sd such that
‖f‖pp =
∫
Sd
|f(z)|pdσ(z) <∞,
if 1 ≤ p <∞, and
‖f‖∞ = sup
z∈Sd
|f(z)| <∞,
when p =∞. Here dσ stands for the Lebesgue surface measure in Sd.
Now we recall some facts about spherical harmonics, see [SW71]. For any integer ℓ ≥ 0, let
Hℓ be the space of spherical harmonics of degree ℓ in Sd. Then Hℓ is the restriction to Sd of the
homogeneous harmonic polynomials of degree ℓ in Rd+1.
For any integer L ≥ 0 we denote the space of spherical harmonics of degree not exceeding L
by
ΠL =
L⋃
ℓ=0
Hℓ.
Recall that for p = 2 the spaces Hℓ are orthogonal. These vector spaces have dimensions
dimH0 = 1, dimH1 = d+ 1 and for all ℓ ≥ 2
dimHℓ = 2ℓ+ d− 1
ℓ+ d− 1
(
d+ ℓ− 1
ℓ
)
= hℓ,
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so
dimΠL =
d+ 2L
d
(
d+ L− 1
L
)
= πL,
and by Stirling’s formula1 πL ∼ Ld, when L→∞.
For any degree L we take mL points in Sd
Z(L) = {zLj ∈ Sd : 1 ≤ j ≤ mL}, L ≥ 0,
and assume that mL →∞ as L→∞. This yields a triangular family of points Z = {Z(L)}L≥0
in Sd.
Definition 1.1. Let Z = {Z(L)}L≥0 be a triangular family with mL ≥ πL for all L. We call Z
an Lp−Marcinkiewicz-Zygmund family, denoted by Lp−MZ, if there exists a constant Cp > 0
such that for all L ≥ 0 and Q ∈ ΠL,
(1) C
−1
p
πL
mL∑
j=1
|Q(zLj)|p ≤
∫
Sd
|Q(ω)|pdσ(ω) ≤ Cp
πL
mL∑
j=1
|Q(zLj)|p,
if 1 ≤ p <∞, and
sup
ω∈Sd
|Q(ω)| ≤ C sup
j=1,...,mL
|Q(zLj)|,
when p =∞.
Then the Lp−norm in Sd of a polynomial of degree L is comparable to the discrete version
given by the weighted ℓp−norm of its restriction to Z(L). In fact we observe thatZ is L2−MZ if
and only if, for all L ≥ 0, the normalized reproducing kernels of ΠL centered at the points Z(L)
form a frame in ΠL, with frame bounds independent of L.
A concept that can be seen as dual of MZ is that of interpolation.
Definition 1.2. Let Z = {Z(L)}L≥0 be a triangular family with mL ≤ πL for all L. We say that
Z is Lp−interpolating, if for all family {cLj}L≥0,1≤j≤mL of values such that
sup
L≥0
1
πL
mL∑
j=0
|cLj|p <∞,
there exists a polynomial Q ∈ ΠL such that Q(zLj) = cLj , 1 ≤ j ≤ mL.
Roughly speaking in order to recover the Lp−norm of a polynomial of degree L from the
evaluation at the points inZ(L) we need a sufficiently big number of points inZ(L).On the other
hand, it is possible to have a spherical harmonic of degree at most L attaining some prescribed
values on Z(L) only when Z(L) is sparse. When we have both MZ and interpolation the points
of the family can be thought as placed in some sort of equilibrium.
Definition 1.3. Let Z = {Z(L)}L≥0 be a triangular family. We say that Z is an Lp−complete
interpolating family if it is both Lp−MZ and Lp−interpolating.
1Here and in what follows∼ means that the ratio of the two sides is bounded from above and from below by two
positive constants.
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A first measure of sparsity is the uniform separation between points of the same generation.
This leads to the following definition.
Definition 1.4. A triangular family Z is uniformly separated if there is a positive number ε > 0
such that
d(zLj , zLk) ≥ ǫ
L+ 1
, if j 6= k,
for all L ≥ 0.
The precise formulation of the sparsity requirement is expressed in terms of the following
Beurling type densities, [OS05].
Definition 1.5. ForZ a triangular family in Sd we define the upper and lower density respectively
as
D−(Z) = lim inf
α→∞
lim inf
L→∞
minz∈Sd #(Z(L) ∩B(z, αL+1))
αd
,
D+(Z) = lim sup
α→∞
lim sup
L→∞
maxz∈Sd #(Z(L) ∩B(z, αL+1))
αd
.
Now we can formulate our main result which we will prove in section 6.
Theorem 1.6. Let 1 ≤ p ≤ ∞. If Z is an Lp−Marcinkiewicz-Zygmund family there exists a
uniformly separated Lp−MZ family Z˜ ⊂ Z such that
D−(Z˜) ≥ 2
d!d
√
π
Γ(d+1
2
)
Γ(d
2
)
.
If Z is an Lp−interpolating family then it is uniformly separated and
D+(Z) ≤ 2
d!d
√
π
Γ(d+1
2
)
Γ(d
2
)
.
This result together with Theorem 4.10, that shows that a interpolating family has to be uni-
formly separated, proves that Lp−complete interpolation families must have
D−(Z) = D+(Z) = 2
d!d
√
π
Γ(d+1
2
)
Γ(d
2
)
.
In order to stress the relationship between our problem and the problems of sampling and
interpolation in the Paley-Wiener space, PW p, of Lp−functions bandlimited to the unit ball, we
recall some results. A reference for material on sampling and interpolation is [Sei04].
As in the Paley-Wiener case, in the study of Lp−MZ and interpolation families much more is
known in d = 1 than in d > 1. The main reason for such gap is that for d = 1 the family given
by the roots of the unity is both MZ and interpolating. We recall the classical result due to A.
Zygmund and J. Marcinkiewicz: there exists a constant Cp > 0 such that for any q trigonometric
polynomial of degree smaller or equal than n
C−1p
n
n∑
j=0
|q(ωn,j)|p ≤
∫ 2π
0
|q(eiθ)|pdθ ≤ Cp
n
n∑
j=0
|q(ωn,j)|p,
4 JORDI MARZO
where ωn,j are the (n+ 1)-th roots of the unity, see [Zyg68, Theorem 7.5, Chapter X].
In the case d > 1 that we deal with in this paper we don’t have an even distribution of points
analogous to the roots of unity, although a lot of schemes have been proposed. We refer to N. J.
A. Sloane [Slo] for further information. In fact, in contrast with the situation for d = 1 we will
prove the following result about complete interpolating families.
Theorem 1.7. For d > 1, there are no Lp−complete interpolating families if p 6= 2.
The one dimensional case was treated by A. Zygmund and J. Marcinkiewicz and can be seen
as the S1 analogue to the Whittaker-Kotelnikov-Shannon theorem. Moreover, there is a complete
characterization for Lp−complete interpolating families in terms of Muckenhoupt’s condition,
due to C. K. Chui, X-C. Shen and L. Zhong [CSZ93, CZ99] analogous to that of B. S. Pavlov, Y.
I. Lyubarskii and K. Seip [Pa79, LS97], in the case of the Paley-Wiener space.
Also the classical results, for d = 1, about sampling and interpolation for Bernstein’s space
given by A. Beurling [Beu89] using densities and weak limits have their counterparts forLp−MZ
and interpolation families in the recent results given in [OS05]. Indeed, it is shown in [OS05]
that if a triangular family is Lp−MZ then its lower density has to be greater or equal to 1/2π,
and that the converse holds for families with densities greater to 1/2π. The corresponding result
for interpolation can be proved without a lot of effort.
In the Paley-Wiener case and for greater dimensions there are classical necessary conditions
for sampling and interpolation in terms of densities due to H. Landau [Lan67a]. It can be easily
seen that these densities can not characterize sampling and interpolation sequences. In previous
work [Mar05] we have shown how to obtain sampling and interpolation sequences with densities
arbitrarily close to the critical one ( Nyquist density) for functions bandlimited in the Euclidean
space. In particular this applies to functions in PW p.
Concerning the question of sufficient conditions in Sd, in 2000 H. N. Mhaskar, F. J. Narcowich
and J. D. Ward [MNW00] using the doubling weights construction due to G. Mastroianni and
V. Totik [MT00] obtained a sufficient condition for being Lp−MZ in terms of a mesh norm
condition that is far from being optimal.
Our main result, Theorem 1.6, can be seen as the analogue of the Paley-Wiener space result
due to H. Landau [Lan67a]. Instead of using the approach provided by J. Ramanathan T. Steger
[RS95], that was adapted in [OS05] to the S1 case, we are going to adapt the classical operator
theoretic proof given by H. Landau. We deal with the case d > 1 but the result for d = 1 follows
also with minor changes.
We prove also that for p 6= 2 there are no triangular families that are both Lp−MZ and inter-
polating. Indeed, if such a family exists one can construct a bounded multiplier that turns out to
be the multiplier for the ball. Finally the well known result of C. Fefferman [Fef71] brings us the
contradiction.
Up to here we have seen that the knowledge is similar in both spaces. Therefore the Paley-
Wiener case provides us the inspiration but technically the situation is completely different. In
further work we will focus on this relation.
The main technical difficulties in the case d > 1 is that we can’t use the techniques for holo-
morphic polynomials used in [OS05], like Hadamard’s three sphere theorem, Bernstein type
inequality or sub-mean value inequality.
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The outline of this paper is as follows. In the next section we summarize some well known
facts about spherical harmonics and Jacobi polynomials.
In section 3 we calculate the trace of the concentration operator over a spherical cap and his
power, which are the main tools in proving the density conditions. Controlling these quantities
we can estimate the number of ”big” eigenvalues of the concentration operator, and this quantity
can be thought of as the local dimension of the space of spherical harmonics. Now, to get a MZ
or interpolating family we will need locally to have either more or less points than this local
dimension.
In section 4 we prove several general results concerning MZ and interpolating families. Our
main tool, Lemma 4.2, says that the Lp−norm of a spherical harmonic is equivalent, with con-
stants that do not depend on the degree, to the Lp−norm computed in any other sphere with
radius close to 1. A perturbative argument allow us to treat only the case p = 2 with uniformly
separated family in Theorem 1.6. We characterize also the Carleson families of measures in Sd.
In section 5 we prove the result about nonexistence of complete interpolating families, Theo-
rem 1.7, using the approach outlined above.
Finally, in section 6 we prove two technical lemmas that we use to prove the main result.
2. SPHERICAL HARMONICS
In this section we recall some facts about spherical harmonics and Jacobi polynomials, see
[SW71, Sze91].
Let Zℓη ∈ Hℓ be such that for Q ∈ Hℓ
Q(η) =
∫
Sd
Q(ξ)Zℓη(ξ)dσ(ξ), ξ ∈ Sd.
We call it the zonal harmonic of degree ℓ with pole η ∈ Sd. Let P(Sd) be the linear span of⋃∞
ℓ=0Hℓ.
Definition 2.1. We call zonal multiplier any linear map from P(Sd) into C(Sd) which commutes
with rotations.
The following explains why the term multiplier is used in this last definition.
Theorem 2.2. [CW71, chap. 3] Let T be a zonal multiplier in Sd. For any ℓ ≥ 0, Yℓ ∈ Hℓ are
eigenvectors of T corresponding to the same eigenvalue.
Then for T as above there exists a sequence {mℓ}∞ℓ=0 ⊂ C such that for
∑N
ℓ=0 Yℓ ∈ P(Sd)
T
(
N∑
ℓ=0
Yℓ
)
=
N∑
ℓ=0
mℓYℓ.
Definition 2.3. We say that T is a bounded zonal multiplier if for some 1 ≤ p < ∞ we have
Ap > 0 such that for any Y ∈ P(Sd)
‖TY ‖p ≤ Ap‖Y ‖p.
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Definition 2.4. We call a function in Sd zonal if it is invariant by the action of SO(d), i.e. if
f ◦ ρ(ω) = f(ω), ω ∈ Sd,
for ρ ∈ SO(d+ 1) such that ρN = N.
Observe that this is equivalent to saying that f is constant on
Lθ = {ω ∈ Sd : d(ω,N) = θ}, 0 ≤ θ ≤ π,
so the value of a zonal function in one point depends only on its geodesic distance to the north
pole.
For functions f, g ∈ L1(Sd) with g zonal we define the convolution product
(g ∗ f)(ω) =
∫
Sd
g♭(〈ω, x〉)f(x)dσ(x),
where g♭ is the function in [−1, 1] defined by
g♭(〈ω,N〉) = g(ω).
In the Hilbert space L2(Sd) we can take an orthonormal basis of Hℓ, that we denote by
Y 1ℓ , . . . , Y
hℓ
ℓ , which can be chosen in such a way that Y 1ℓ is the only vector non-vanishing at
the north pole. Taking all these basis for ℓ = 0, . . . L together we get an orthonormal basis for
ΠL. Given f ∈ L2(Sd) we define its Fourier coefficients as the triangular family
fˆ(ℓ, j) =
∫
Sd
f(z)Y jℓ (z)dσ(z),
for ℓ ≥ 0 and 1 ≤ j ≤ hℓ.
It is well known that the reproducing kernel for ΠL is
KL(u, v) =
L∑
ℓ=0
hℓ∑
j=1
Y jℓ (u)Y
j
ℓ (v), u, v ∈ Sd,
and that this expression does not depend on the basis.
Now we will compute the kernel KL. The zonal harmonic of degree ℓ ≥ 0 is the reproducing
kernel in Hℓ, so
Zℓu(v) =
hℓ∑
j=1
Y jℓ (u)Y
j
ℓ (v) =
hℓ
σ(Sd)
Pℓ(d+ 1; 〈u, v〉),
where Pℓ(d + 1; x) is the ℓ−th Legendre polynomial in d + 1 dimensions, [Mul97]. Using the
Christoffel-Darboux formula we get
L∑
ℓ=0
hℓ
σ(Sd)
Pℓ(d+ 1; 〈u, v〉) =
(
d+ L− 1
L
)
PL(d+ 1; 〈u, v〉)− PL+1(d+ 1; 〈u, v〉)
σ(Sd)(1− 〈u, v〉) .
Finally,
PL(d+ 1; x)− PL+1(d+ 1; x) = (1− x)
(
L+ (d− 2)/2
L
)−1
P
(d/2,(d−2)/2)
L (x),
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where P (α,β)L stands for the Jacobi polynomial of degree L and index (α, β).
From now on we denote λ = (d− 2)/2. So the reproducing kernel is given by
KL(u, v) =
Cd,L
σ(Sd)
P
(1+λ,λ)
L (〈u, v〉),
where Cd,L =
(
d+L−1
L
)
/
(
L+ d−2
2
L
)
, and using Stirling’s formula one can see that Cd,L ∼ Ld/2, if
L→∞.
To estimate the Lp norm of this kernel, all we need is to estimate the Lp−norm of the Jacobi
polynomial. For the case p =∞ it is well known that
sup
t∈[−1,1]
|P (1+λ,λ)L (t)| =
(
L+ λ + 1
L
)
∼ Ld/2.
For 1 ≤ p < ∞ we can use the estimate in [Sze91, p. 391] and the fact that P (1+λ,λ)L (t) =
(−1)LP (1+λ,λ)L (−t) to obtain, for any v ∈ Sd
(2)
∫
Sd
|P (1+λ,λ)L (〈u, v〉)|pdσ(u) ∼

Ld(
p
2
−1), p > 2d
d−1
,
L−p/2 logL, p = 2d
d+1
,
L−p/2, p < 2d
d+1
.
Finally we recall an estimate that will be used later on [Sze91, p. 198]:
(3) P (1+λ,λ)L (cos θ) =
k(θ)√
L
{
cos ((L+ λ+ 1)θ + γ) +
O(1)
L sin θ
}
,
if c/L ≤ θ ≤ π − (c/L), where
k(θ) = π−1/2
(
sin
θ
2
)−λ−3/2(
cos
θ
2
)−λ−1/2
, γ = −
(
λ+
3
2
)
π
2
.
3. CONCENTRATION OPERATOR
In this section we estimate the trace of the concentration operator and its square in order to
obtain an estimate for the eigenvalues of this operator, Proposition 3.1. In the next section we
will show how the cardinality of the set of ”big” eigenvalues can be related with the density of
the triangular family when it is MZ or interpolating.
Let KA be the concentration operator over A ⊂ Sd defined for Q ∈ ΠL and given by
(4) KAQ(u) =
∫
A
KL(u, v)Q(v)dv.
This operator results from the composition of the restriction operator
ΠL −→ L2(Sd)
Q 7−→ χAQ,
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with the orthogonal projection
L2(Sd) −→ ΠL
f 7−→ ∑Lℓ=0∑hℓj=1〈f, Y jℓ 〉Y jℓ .
The operator KA is self-adjoint and by the spectral theorem its eigenvalues are all real and ΠL
has an orthonormal basis of eigenvectors of KA. We can compute the trace of this operator using
Zℓu(u) = hℓ/σ(S
d) and the expression of KL as sum of zonal harmonics
tr(KA) =
∫
A
KL(u, u)dσ(u) = πL
σ(A)
σ(Sd)
.
Now we take A a spherical cap with radius α/(L + 1) and we want to obtain an estimate for
tr(K2A).
Proposition 3.1. Let A ⊂ Sd be a spherical cap with radius α/(L + 1) and let KA be the
concentration operator defined in (4). Then
tr(KA)− tr(K2A) = O(αd−1 logα),
when L→∞, with constants depending only on d.
Remark. The invariance of the zonal harmonic, Zℓρu(ρv) = Zℓu(v), for ρ ∈ SO(d + 1), gives
tr(K2A) = tr(K2ρA).
Proof. Using the reproducing property we have
tr(K2A) =
∫
A
∫
A
|KL(u, v)|2dσ(u)dσ(v)
=
∫
A
∫
Sd
|KL(u, v)|2dσ(u)dσ(v)−
∫
A
∫
Sd\A
|KL(u, v)|2dσ(u)dσ(v)
=
∫
A
KL(u, u)dσ(u)−
∫
A
∫
Sd\A
|KL(u, v)|2dσ(u)dσ(v)
= tr(KA)−
C2d,L
σ(Sd)2
∫
A
∫
Sd\A
|P (1+λ,λ)L (〈u, v〉)|2dσ(u)dσ(v).
In Sd we take the spherical coordinates
x1 = sin θd . . . sin θ2 sin θ1,
x2 = sin θd . . . sin θ2 cos θ1,
. . .
xd = sin θd cos θd−1,
xd+1 = cos θd,
where 0 ≤ θk < π if k 6= 1 and 0 ≤ θ1 < 2π. Using the rotation invariance we get∫
Sd\A
|P (1+λ,λ)L (〈u, v〉)|2dσ(u) ≤
∫
Sd\B(N,d(v,∂A))
|P (1+λ,λ)L (〈u,N〉)|2dσ(u)
= σ(Sd−1)
∫ π
d(v,∂A)
|P (1+λ,λ)L (cos θ)|2 sind−1 θ dθ.
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Let θα = α/(L+ 1) be the radius of the spherical cap A and let v ∈ A be fixed. Since we want
an asymptotic result we will take an α ≫ 1 and an even bigger L, in such a way that θα << 1.
Integrating over A we get∫
A
∫
Sd\A
|P (1+λ,λ)L (〈u, v〉)|2dσ(u)dσ(v)
≤σ(Sd−1)2
∫ θα
0
sind−1 η
∫ π
θα−η
|P (1+λ,λ)L (cos θ)|2 sind−1 θ dθdη.
Split the innermost integral depending on whether θ > L−1 or θ < L−1. In the first case (obs.
θα > L
−1)
Ld
∫ θα
0
sind−1 η
∫ π
θα−η,θ>L−1
|P (1+λ,λ)L (cos θ)|2 sind−1 θ dθdη
.
∫ α
0
ηd−1
∫ π
π−m(α,η,L)
|P (1+λ,λ)L (cos θ)|2 sind−1 θ dθdη
+
∫ α
0
ηd−1
∫ π−m(α,η,L)
m(α,η,L)
|P (1+λ,λ)L (cos θ)|2 sind−1 θ dθdη = A1 + A2,
where m(α, η, L) = max((α− η)/L, 1/L).
For part A1 we use that |P (1+λ,λ)L (x)| = O(Lλ), for −1 ≤ x ≤ 0, [Sze91, p. 168]. Then, for a
fixed α
A1 . L2λ
∫ α
0
ηd−1m(α, η, L)ddη = L−2
∫ α
0
ηd−1 max(α− η, 1)ddη,
which goes to zero as L→∞.
Using the Szego¨ estimate (3) we get
A2 .
∫ α
0
ηd−1
∫ π−m(α,η,L)
m(α,η,L)
k2(θ)
L
sind−1 θdθdη =
∫ α
0
ηd−1
∫ π−m(α,η,L)
m(α,η,L)
2d−1
L sin2 θ
2
dθdη
∼ 1
L
∫ α
0
ηd−1 cot
m(α, η, L)
2
dη .
1
L
cot
1
L
∫ α
α−1
ηd−1dη +
∫ α
1
(α− η)d−1 1
L
cot
η
L
dη
.
αd−1
L
cot
1
L
+
∫ α
1
(α− η)d−1
η
dη = O(αd−1 logα).
For the second part (θ < L−1) we obtain∫ θα
0
sind−1 η
∫ π
θα−η,θ<L−1
|P (1+λ,λ)L (cos θ)|2 sind−1 θ dθdη
=
∫ θα
θα−L−1
sind−1 η
∫ L−1
θα−η
|P (1+λ,λ)L (cos θ)|2 sind−1 θ dθdη.
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Observe that η < θα − L−1 would imply θ > L−1. Then
Ld
∫ θα
θα−L−1
sind−1 η
∫ L−1
θα−η
|P (1+λ,λ)L (cos θ)|2 sind−1 θ dθdη
≤ L2d
∫ θα
θα−L−1
sind−1 η
∫ L−1
θα−η
sind−1 θ dθdη ∼
∫ α
α−1
(1− (α− t)d)td−1dt = O(αd−1).
Taking all the estimates together we get the result.
4. GENERAL RESULTS ABOUT MZ AND INTERPOLATING FAMILIES
In this section we prove some results about MZ and interpolation triangular families. Also we
characterize the families of Carleson measures for the spherical harmonics ΠL on Sd.
The first thing we need to show is that in calculating densities we can restrict ourselves to
uniformly separated families. Following [OS05] we will compare the norm of a polynomial in
Sd with the norm in a shell sufficiently small containing Sd. This comparison is harder than in di-
mension one [OS05, Lemma 2] because Hadamard’s three circle principle is no longer available.
For r > 0 we denote Sdr = rSd and for a measurable function f defined in Sdr we have
1
rd
∫
Sdr
f(ω)dσ(ω) =
∫
Sd
f(rω)dσ(ω).
First we prove a result which we will use later one.
Proposition 4.1. There exists a bounded zonal multiplier T : Lp(Sd) −→ Lp(Sd) for 1 ≤ p ≤ ∞,
such that ‖T‖p ≤ C < ∞, with C independent of p and L, and such that rankT ⊂ Π3L,
T |ΠL = Id.
Proof. Let g ∈ L1(Sd) be a zonal function. For any 1 ≤ p ≤ ∞ we have
‖g ∗ f‖p ≤ ‖g‖1‖f‖p,
so the operator Tg : P(Sd) −→ C(Sd) defined as Tg(f) = g ∗ f is bounded in Lp(Sd), commutes
with rotations and has norm ‖g‖1.
Using Ho¨lder’s inequality it is easy to see that the function
g =
(
2L+λ+1
2L
)(
L+λ+1
L
) P (1+λ,λ)L (〈N, ·〉)P (1+λ,λ)2L (〈N, ·〉),
has L1−norm independent of L. Also, for f ∈ P(Sd)
g ∗ f(ω) =
∫
Sd
g♭(〈ω, x〉)f(x)dσ(x)
=
(
2L+λ+1
2L
)(
L+λ+1
L
) ∫
Sd
P
(1+λ,λ)
L (〈ω, x〉)P (1+λ,λ)2L (〈ω, x〉)f(x)dσ(x),
is a polynomial of degree ≤ 3L in ω, hence rankTg ⊂ Π3L. Finally taking the polynomial
f ∈ ΠL and applying the reproducing property we obtain g ∗ f(ω) = f(ω), so Tg|ΠL = Id.
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The next lemma shows that the Lp−norm of a spherical harmonic in the unit sphere is equiv-
alent to the Lp−norm in any other sphere with radius close to 1.
Lemma 4.2. Let p ∈ [1,∞] and Q ∈ ΠL. For any |r − 1| ≤ ρ/L there exists a constant C
depending only on p and ρ such that
(5) C‖Q‖Lp(Sd) ≤ ‖Q‖Lp(Sdr ) ≤ C−1‖Q‖Lp(Sd).
Proof. First we consider the right hand side inequality. For Q ∈ ΠL, |Q|p is subharmonic, thus
for 0 < r < 1 and 1 ≤ p < ∞ ‖Q‖Lp(Sdr ) ≤ ‖Q‖Lp(Sd), [HK76, Theorem 2.12]. For p = ∞ the
same inequality follows using the maximum principle.
Using the orthogonal decomposition in spherical harmonics of a harmonic functions in Sd it
can be proved that Hadamard’s three circle principle for harmonic functions holds in L2−norm
[KM94, lemma 2.1]. Then, for Q ∈ ΠL, 1 < r < 1 + ρ/L and R≫ 1, we have
log ‖Q‖L2(Sdr ) ≤
(
1− log r
logR
)
log ‖Q‖L2(Sd) +
log r
logR
log ‖Q‖L2(SdR),
and using that ‖Q‖2
L2(SdR)
= O(RL) we obtain ‖Q‖L2(Sdr ) ≤ eρ‖Q‖L2(Sd).
Let QL ∈ ΠL be such that ‖QL‖∞ = 1 = QL(N) and let 1− ρ/L < r < 1. Restricting QL to
a great circle of Sd through N we get a trigonometric polynomial of degree at most L. So using
Bernstein’s inequality we get QL(z) ≥ 1− ε for all z ∈ B(N, ε/L).
We want to estimate the integral
QL(rN) =
1
σ(Sd)
∫
Sd
1− r2
|rN − u|d+1QL(u)dσ(u).
For any 0 < θ < 1− r we have
1− r2
1 + r2 − 2r cos θ ≥
1
1− r ,
then the integral over B(N, ε/L) is bounded below by a constant independent of r
1
σ(Sd)
∫
B(N,ε/L)
1− r2
|rN − u|d+1QL(u)dσ(u)
= (1− ε)σ(S
d−1)
σ(Sd)
∫ ε/L
0
[
(1− r2)2
1 + r2 − 2r cos θ
](d+1)/2
sind−1 θ
(1− r2)ddθ
&
1− ε
(1− r)d
∫ ε/L
0
χ(0,1−r)(θ) sin
d−1 θdθ & (1− ε)
(
ε
ρ
)d
.
Since
(1− r2)2
1 + r2 − 2r cos θ =
(1− r2)2
2r(1− cos θ) + (1− r)2 ≤
2(1− r)2
1− cos θ ,
then ∫
B(N,ε/L)c
1− r2
|rN − u|d+1QL(u)dσ(u) ≤ C(1− r)
L
ε
≤ Cρ
ε
.
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We have seen that there exists a constant δd > 0, depending only on d, such that for 0 < ρ < δd,
0 < 1 − ρ/L < r and Q ∈ ΠL ‖Q‖L∞(Sdr) ≥ Cρ‖Q‖L∞(Sd). Now, iterating the process, and
therefore changing the constant, we can obtain the same result for arbitrary ρ > 0 getting for any
0 < 1− ρ/L < r and Q ∈ ΠL
‖Q‖L∞(Sdr) ≥ Cρ‖Q‖L∞(Sd).
So the dilation operator Tr in ΠL given by Q 7→ Q(r·) is such that, if we denote by |Tr|p
the norm of Tr defined in (ΠL, ‖ · ‖p), we get |Tr|2 ≤ eρ and |Tr|∞ ≤ Cρ. Being ΠL finite
dimensional spaces we always have |Tr|p < ∞. By [DS58, Theorem VI.10.10,p.524] we know
that log |Tr|p is a convex function of 1/p, then for all 2 ≤ p ≤ ∞ we have |Tr|p ≤ max{Cρ, eρ}.
For 1 < p < 2 we consider the multiplier M = ML given by Proposition 4.1. Then for
Q ∈ ΠL and 1 < p < 2
‖Tr(Q)‖Lp(Sd) = sup
‖R‖q≤1
|〈Tr(Q), R〉| = sup
‖R‖q≤1
∣∣∣∣∣
L∑
k=0
rk〈MLQk, R〉
∣∣∣∣∣
= sup
‖R‖q≤1
∣∣∣∣∣
L∑
k=0
rk〈Qk,MLR〉
∣∣∣∣∣ . sup‖R‖q=1 ‖Q‖p‖Tr(MLR)‖q
. |Tr|q‖Q‖p ≤ Cρ‖Q‖p.
We observe that we can’t use the projection onto ΠL instead of ML in the calculation above
because for p 6= 2 it is not bounded by a constant independent of L, see section 5.
So far we have seen that for 1 < p ≤ ∞, 1 < r < 1 + ρ/L and Q ∈ ΠL
‖Q‖Lp(Sd) ≤ Cρ‖Q‖Lp(Sd).
For p = 1 we can just take the limit.
For the left hand side inequality in (5) with r > 1 we define, given Q ∈ ΠL, the polynomial
Q˜(ω) = Q(rω) and apply the former result.
Integrating with respect to the radius we get the following analog of [OS05, Corollary1].
Corollary 4.3. Let
Cρ,L = {ω ∈ Rd+1 : ||ω| − 1| < ρ/L}.
For Q ∈ ΠL and 1 ≤ p ≤ ∞ we have
‖Q‖p
Lp(Sd)
≍ L‖Q‖pLp(Cρ,L,dm),
where the constants depend on ρ and p, but not on the polynomial.
Now we want to prove that a triangular family Z is uniformly separated if and only if the left
hand inequality in (1) holds. This is the generalization to d ≥ 1 of [OS05, Theorem 3] and will
be used to show that a MZ family contains a separated family which is also MZ. The problem
in proving this result comes from the fact that there is no analogue of the Bernstein inequality
for spherical harmonics if p 6= ∞. Instead of proving our result directly, we will derive it from
the next characterization for Carleson measures on Sd that can be of interest on their own.
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Definition 4.4. Let M={µL}L≥0 a family of measures on Sd and 1 ≤ p < ∞. We say that M is
an Lp-Carleson family for ΠL if there exists a positive constant C such that for any Q ∈ ΠL∫
Sd
|Q(z)|pdµL(z) ≤ C
∫
Sd
|Q(z)|pdσ(z).
Theorem 4.5. Let 1 ≤ p < ∞. The family of measures M={µL}L≥0 on Sd is Lp−Carleson for
ΠL if and only if there exists a C > 0 such that
(6) sup
z∈Sd
µL(B(z, L
−1)) ≤ C
πL
.
Remark. We want to point out that condition (6) is independent of p and that we could take
balls of any other radius α/L for α > 0.
Proof. Let 0 < md be the first extremum of the Bessel function Jd/2 and let ηL be such that
ηLL → md when L → ∞. Now, using Mehler-Heine formula [Sze91, Theorem 8.1.1.] we see
that there exist δd > 0 and L0 such that for L ≥ L0 and 0 ≤ η ≤ ηL
1 ≥ L−d/2P (1+λ,λ)L (cos η) ≥ L−d/2P (1+λ,λ)L (cos ηL) ≥ δd > 0.
We argue by contradiction. Suppose that for all n ∈ N there exist Ln and a geodesic ball Bn with
radius md/Ln such that πLnµLn(Bn) > n. Let bn ∈ Sd be the center of Bn and define for ω ∈ Sd
Kn(ω) = P
(1+λ,λ)
Ln
(〈bn, ω〉) ∈ ΠLn .
For any Carleson family of measures M we get
‖L−d/2n Kn‖pp &
∫
Sd
|L−d/2n Kn(z)|pdµLn(z) ≥
∫
Bn
|L−d/2n Kn(z)|pdµLn(z) ≥ δpdµLn(Bn).
Then L−d(p/2−1)n ‖P (1+λ,λ)Ln (〈bn, ·〉)‖pp ≥ Cn with C depending on p and d, so if we take p ≥
2d/(d+ 1) this contradicts (2).
For other p ≥ 1 we consider ℓ such that q = ℓp > 2d/(d+ 1). Then for
Kn(ω) = P
(1+λ,λ)
[Ln/ℓ]
(〈bn, ω〉)ℓ ∈ ΠLn ,
and spherical balls Bn with radius ℓmd/Ln we have
L−dq/2n ‖P (1+λ,λ)[Ln/ℓ] (〈bn, ·〉)‖qq = L−dq/2n ‖Kn‖pp &
∫
Sd
|L−dℓ/2n Kn(z)|pdµLn(z)
≥
∫
Bn
|L−dℓ/2n Kn(z)|pdµLn(z) ≥ δpdµLn(Bn).
and this together with (2) brings us the contradiction.
Conversely, for any z ∈ Sd and Q ∈ ΠL we have
|Q(z)|p ≤ Cd,δLd+1
∫
B(z,1/L)
|Q(u)|pdm(u),
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where B(z, 1/L) stands for the euclidean ball in Rd+1. Using Corollary 4.3 we have∫
Sd
|Q(z)|pdµL(z) . Ld+1
∫
Sd
∫
B(z,1/L)
|Q(u)|pdm(u)dµL(z)
≤ Ld+1
∫
C1,L
|Q(u)|p
∫
Sd
χB(z,1/L)(u)dµL(z)dm(u)
≤ Ld+1
∫
C1,L
|Q(u)|p
∫
Sd
χB(u/|u|,1/L)(z)dµL(z)dm(u)
≤ C
πL
Ld+1
∫
C1,L
|Q(u)|pdm(u) ∼
∫
Sd
|Q(u)|pdσ(u).
Corollary 4.6. Let 1 ≤ p < ∞. The family Z ⊂ Sd is a finite union of uniformly separated
families if and only if there exists Cp > 0 such that for all L ≥ 1 and Q ∈ ΠL
(7) 1
πL
mL∑
j=1
|Q(zLj)|p ≤ Cp
∫
Sd
|Q(ω)|pdσ(ω).
Proof. It is enough to take the family of measures
µL =
1
πL
mL∑
j=1
δzLj , L ≥ 0,
and apply the previous result.
Theorem 4.7. Any Lp−MZ family Z contains a uniformly separated family Z˜ ⊂ Z which is
also an Lp−MZ family.
Proof. First consider 1 ≤ p < ∞. Using Corollary 4.6 we can assume that Z is a finite union
of N uniformly ε−separated families, that we call Z(j), j = 1, . . . , N. Now, following [Sei95,
p. 141] we can construct for 0 < δ < ε/4 a uniformly separated family Z˜ ⊂ Z such that for all
L ≥ 0 and j = 1, . . . , mL
d(zLj , Z˜(L)) < δ/L.
Let z˜ be the closest point in Z˜(L) to z ∈ Z(L). Given Q ∈ ΠL there exists z′ ∈ Rd+1 in the
segment joining z and z˜ such that
|Q(z)−Q(z˜)| ≤ |∇Q(z′)||z − z˜| ≤ δ
L
|∇Q(z′)|.
Differentiating Poisson’s formula
Q(v) =
1
σ(Sd)
∫
∂B(z′ ,r)
r2 − |v − z′ |2
r|u− v|d+1 Q(u)dσr(u),
and evaluating in z′ we obtain
|∇Q(z′)|prd+p ≤ C‖Q‖p
Lp(∂B(z′ ,r))
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where C only depends on p and d. Integrating with respect to r in [0, ε/2L] we get
|∇Q(z′)|p ≤ CεLd+p+1
∫
B(z′ ,ε/2L)
|Q(v)|pdm(v).
Observe that the balls B(z′ , ε/2L) are mutually disjoint therefore
‖Q‖p
Lp(Sd)
∼ 1
πL
∑
z∈Z(L)
|Q(z)|p . 1
πL
N∑
j=1
∑
z∈Z(j)(L)
(|Q(z)−Q(z˜)|p + |Q(z˜)|p)
≤ 1
πL
N∑
j=1
δpLd+p
∫
Cε/2,L
|Q(v)|pdm(v) + CN
πL
∑
z∈Z˜(L)
|Q(z)|p
. Cε,p,d,Nδ
p‖Q‖p
Lp(Sd)
+
CN
πL
∑
z∈Z˜(L)
|Q(z)|p.
We finish by taking δ small enough. The reverse inequality follows from Corollary 4.6.
For p = ∞ take ε > 0 such that 2Cε < 1, where C is the constant in the MZ inequality.
Let u, v ∈ Sd be such that d(u, v) < ε/L. Bernstein’s inequality for trigonometric polynomials
applied to the restriction of Q to a great circle gives us
|Q(u)−Q(v)| ≤ ε‖Q‖∞,
for Q ∈ ΠL. Now it is easy to construct a Z˜(L) ⊂ Z(L) such that d(u, v) > ε/L for u, v ∈ Z˜(L)
and any z ∈ Z(L) belongs to a ball of center one point in Z˜(L) and radius ε/L. We denote
Z˜(L) = {zLkj}j=1,...,N and for Q ∈ ΠL
‖Q‖∞ ≤ C sup
z∈Z(L)
|Q(z)| = C max
j=1,...,N
sup
z∈Z(L),d(z,zLkj )<ε/L
|Q(z)|
≤ Cε‖Q‖∞ + C max
z∈Z˜(L)
|Q(z)|.
So we obtain a ε−uniformly separated family Z˜ such that for Q ∈ ΠL
‖Q‖∞ ≤ 2C max
z∈Z˜(L)
|Q(z)|.
Proposition 3.1 works only when p = 2. For other p ∈ [1,∞] we use a perturbative result.
Definition 4.8. Given a family Z and δ > 0, we denote by Zδ the family Zδ(L) = Z(L1+δ),
where L1+δ = [(1 + δ)L].
Lemma 4.9. Let p ∈ [1,∞] and Z be a uniformly separated Lp−MZ family, then for δ > 0 and
q ∈ [1,∞] the family Zδ is Lq−MZ.
Proof. Using Riesz-Thorin theorem on interpolation of operators, see [DS58, p.524], it is enough
to show that Zδ is an Lq−MZ family for q = 1,∞. Fixed z ∈ Sd the evaluation operator
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ez(QL) = QL(z) defined in (ΠL, ‖ · ‖p) can be written as
ez(QL) =
1
πL
mL∑
j=1
QL(zLj)aLj(z),
where aLj(z) ∈ C are such that
∑mL
j=1 |aLj(z)|p
′
< CπL, where 1/p+ 1/p
′
= 1. Let pLδ(t) be a
polynomial in one variable of degree Lδ such that pLδ(1) = 1 and∫ 1
−1
|pLδ(t)|p(1− t2)λdt = 1.
We have
QL(z) =
1
πL1+δ
mL1+δ∑
j=1
QL(zL1+δj)pLδ(z · zL1+δj)aL1+δj(z),
so
|QL(z)| ≤C sup
j
|QL(zL1+δj)|
(
1
πL1+δ
mL1+δ∑
j=1
|pLδ(z · zL1+δj)|p
)1/p
≤C
(∫ 1
−1
|pLδ(t)|p(1− t2)λdt
)p
sup
j
|QL(zL1+δj)|.
For q = 1 we take pLδ(t) polynomial of degree Lδ in one variable such that pLδ(1) = 1 and∫ 1
−1
|pLδ(t)|(1− t2)λdt = π−1L1+δ .
and we get the result∫
Sd
|QL(z)|dσ(z) ≤ C
mL1+δ∑
j=1
|QL(zL1+δj)|
∫
Sd
|pLδ(z · zL1+δj)|dσ(z).
Finally we prove the corresponding result for interpolation. But first we want to estimate the
norm of the evaluation operator. As in the proof of Theorem 4.6 we have for Q ∈ ΠL and u ∈ Sd
|Q(u)|p . Ld+1
∫
B(u,1/L)
|Q(v)|pdσ(v) ≤ Ld+1
∫
C1,L
|Q(v)|pdm(v)
∼ Ld
∫
Sd
|Q(v)|pdσ(v),
so
π−1L ‖Q‖p∞ . ‖Q‖pp.
Theorem 4.10. If Z is an interpolation family for Lp, then it is uniformly separated.
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Proof. Standard arguments based on the open mapping theorem for Banach spaces, see [Sei95],
show that the interpolation can be done with polynomials PL such that
||PL||p . 1
πL
mL∑
j=0
|PL(zLj)|p.
Then, for a given L0 ≥ 0 and 1 ≤ j0 ≤ πL0 , we can take polynomials PL0j0 ∈ ΠL0 such that
PL0j0(zLj) = δLL0δjj0 and ‖PL0j0‖pp . π−1L . Then for j 6= j0 restricting the polynomial to a great
circle and using Bernstein’s inequality for trigonometric polynomials
1 =|PL0j0(zL0j0)− PL0j0(zL0j)| ≤ sup
γ
|DTPL0j0 |d(zL0j0, zL0j)
≤ L0||PL0j0 ||∞d(zL0j0 , zL0j) . L0π1/pL ||PL0j0||pd(zL0j0, zL0j)
. L0d(zL0j0, zL0j),
where DT stands for any unitary tangential derivative.
Lemma 4.11. Let p ∈ [1,∞] and let Z be an Lp−interpolation family. For δ > 0 and q ∈ [1,∞]
Z−δ (as in Definition 4.8) is an Lq−interpolation family.
Proof. As in the previous Lemma we will show that Z−δ is an Lq−interpolation family for
q = 1,∞. The hypothesis implies that there exist polynomials QL1−δ ,j ∈ ΠL1−δ such that
QL1−δ,j(zL1−δ ,k) = δjk, 1 ≤ j, k ≤ mL1−δ ,
with
‖QL1−δ ,j‖pp . π−1L1−δ .
Now take polynomials pLδ in one variable of degree Lδ, such that pLδ(1) = 1∫ 1
−1
|pLδ(t)|p
′
(1− t2)λdt = π−1L1−δ , for
1
p
+
1
p′
= 1.
Given a triangular family {cL1−δj}L,j such that
1
πL1−δ
mL1−δ∑
j=1
|cL1−δj| < C,
construct the polynomial
QL(z) =
mL1−δ∑
j=1
cL1−δjQL1−δ,j(z)pLδ(z · zL1−δj) ∈ ΠL,
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which satisfies QL(zL1−δj) = cL1−δj and∫
Sd
|QL(z)|dσ(z) ≤
mL1−δ∑
j=1
|cL1−δj|‖QL1−δ,j‖p‖pLδ(〈·, zL1−δj〉)‖p′
.
1
πL1−δ
mL1−δ∑
j=1
|cL1−δj |.
For q =∞ we take polynomials pLδ as before, but with∫ 1
−1
|pLδ(t)|(1− t2)λdt = π−1L1−δ .
And defining QL as before we obtain the interpolation property and
|QL(z)| ≤ C sup
j
|cL1−δ,j|
mL1−δ∑
j=1
|pLδ(〈z, zLδ〉)| ≤ C sup
j
|cL1−δ,j|.
5. THERE ARE NO COMPLETE INTERPOLATION FAMILIES IN Lp FOR p 6= 2.
In this section we show that there are no Lp−complete interpolation families for p 6= 2. We
construct, using transference methods (see [BC73, Theorem 1.1]), a projection in Lp(Sd) that
yields a bounded ball multiplier in Lp(Rd). Finally the celebrated result of C. Fefferman [Fef71]
says that this can happen only for p = 2.
Proof. (Theorem 1.7) We argue by contradiction. LetZ be anLp−complete interpolation family.
By Theorem 4.10 we know that it is uniformly separated. Let ε > 0 be the separation constant.
Let ℓpL be the vector space of {cj} ∈ CL
d
with norm given by ‖{cj}‖pℓpL =
1
Lp
∑Lp
j=1 |cj|p. For
L ≥ 0 we consider the map RL : Lp(Sd) −→ ℓpL defined as
Lp(Sd) ∋ f 7−→ {〈f, L−dKL(·, zLj)K2L(·, zLj)〉}j=1,...,Ld.
We want to show that RL is bounded for p = 1,∞, with constant independent of L. So let
f ∈ L1(Sd),
1
Ld
Ld∑
j=1
|〈f, L−dKL(·, zLj)K2L(·, zLj)〉| ≤ 1
Ld
Ld∑
j=1
∫
Sd
|f(ω)|
∣∣∣∣KL(ω, zLj)Ld K2L(ω, zLj)
∣∣∣∣ dω
≤ ||f ||1 1
Ld
sup
ω∈Sd
Ld∑
j=1
∣∣∣∣KL(ω, zLj)Ld K2L(ω, zLj)
∣∣∣∣ .
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Let ω ∈ Sd be fixed. Then
Ld∑
j=1
∣∣∣∣KL(ω, zLj)Ld K2L(ω, zLj)
∣∣∣∣ ∼ Ld∑
j=1
∣∣∣P (1+λ,λ)L (〈zLj, ω〉)P (1+λ,λ)2L (〈zLj, ω〉)∣∣∣
≤ Ld +
∑
j∈I
∣∣∣P (1+λ,λ)L (〈zLj, ω〉)P (1+λ,λ)2L (〈zLj, ω〉)∣∣∣+ Ld−2
where I are the indices j such that ε
2(L+1)
≤ d(ω, zLj) ≤ π− ε2(L+1) . Observe that there are only
two points zLj such that j 6∈ I (one on each cap), and the value of the polynomial is bounded by
the local maximum. In between we use Sze¨go’s estimate (3) to get∑
j∈I
∣∣∣P (1+λ,λ)L (〈zLj, ω〉)P (1+λ,λ)2L (〈zLj, ω〉)∣∣∣ . 1L∑
j∈I
k2(d(zLj, ω)).
Using rotation invariance we can suppose that ω = N. The function k is decreasing in (0, π/2)
and a lot bigger around 0 than around π. Then to increase the sum we place the points zLj , the
closer the better, in ”bands” around the north pole. Coarse estimates using the uniform separation
yields #I = O(Ld), a maximum of O(Ld−1) ”bands” and O(L
ε
sin ℓε
L
) points in the ℓ−th ”band”,
if we start counting from N. So
1
L
∑
j∈I
k2(d(ω, zLj)) .
1
L
Ld−1∑
ℓ=1
(
L
ε
)d−1
sind−1
ℓε
L
k2
(
ℓε
L
)
. Ld
Ld−1∑
ℓ=1
1
ℓ2
,
and we get
||RLf ||ℓ1L =
1
Ld
Ld∑
j=1
|〈f, L−dKL(·, zLj)K2L(·, zLj)〉| . ||f ||1,
where the constat depends on ε but is independent of L. To prove the L∞ case is a lot easier:
L−d||KL(·, zLj)K2L(·, zLj)||1 ∼ ||P (1+λ,λ)L (〈·, zLj〉)P (1+λ,λ)2L (〈·, zLj〉)||1
≤ ||P (1+λ,λ)L (〈·, zLj〉)||2||P (1+λ,λ)L (〈·, zLj〉)||2 = |Sd|.
Now let EL be the map from ℓpL to ΠL, sending v = {vj} ∈ ℓpL to PL ∈ ΠL such that PL(zLj) =
vj . By hypothesis ||EL(v)||p ≍ ‖v‖ℓpL, soEL◦RL is bounded fromLp(S2) to Lp(S2) for p = 1,∞
and by Riesz-Thorin theorem on interpolation of operators, see [DS58, p.524], we get that it is
bounded for all 1 ≤ p ≤ ∞. Denoting PL = EL ◦RL we get PL|ΠL = IΠL.
Following [Rud62, Theorem 1] we define
PLf =
∫
SO(d+1)
ν−1PLνfdν,
that turns out to be a projection from Lp(Sd) to ΠL, commuting with rotations and such that
||PL|| ≤ ||PL||.
According to Theorem 2.2 we have PLY = mℓY, for Y ∈ Hℓ and for mℓ ∈ C. The properties
of PL impose that mℓ = 1 for ℓ ≤ L and zero otherwise. So PLf is just the sum of the
orthogonal projections of f over Hℓ (denoted by PHℓf ) for ℓ = 0, . . . , L.
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Now we can put
PLf =
∞∑
j=0
mL(ℓ)PHℓf,
with mL(ℓ) = m( ℓL) and m(|x|) = χB(x). The sequence {mL(ℓ)}ℓ≥0 defining a multiplier in
Lp(S2) with
sup
L≥0
||PL||p <∞
where m0(ℓ) = δ0ℓ.
Now using the transference result in [BC73, Theorem 1.1] we see that the multiplier in Lp(Rd)
given by
f 7−→ F−1(χBFf),
is bounded. Finally C. Fefferman’s result [Fef71] says that this is only possible for p = 2.
6. PROOFS
We need some notation and two technical Lemmas before proving Theorem 1.6.
Given L ≥ 0 and α > 0 let AL, A+L and A−L be the geodesic balls centered at the north pole
with respective radius α/(L+1), (α+ ε)/(L+1) and (α− ε)/(L+1), where ε will denote the
separation constant.
Denote the eigenvalues of the concentration operator KAL as
1 > λL1 ≥ · · · ≥ λLπL > 0.
Lemma 6.1. Let Z be a ε−uniformly separated L2−MZ family and let
NL = #(Z(L) ∩ A+L).
There exists a constant 0 < γ < 1 independent of α and L such that
λLNL+1 ≤ γ.
Remark. In the conditions of the Lemma 6.1
#{λLj > γ} ≤ NL = #(Z(L) ∩ A+L) ≤ #(Z(L) ∩ AL) + C(1 + o(αd)), α→∞,
where the constant C depends on d and ε. This follows from the estimates Ldσ(A+L \ AL) =
1 + o(αd) if α→∞ and
#(Z(L) ∩ (A+L \ AL))
εd
Ld
. σ(A+L \ AL).
Lemma 6.2. Let Z be an L2−interpolation family and let
nL = #(Z(L) ∩ A−L).
There exists a constant 0 < δ < 1 independent of α and L such that
λLnL−1 ≥ δ.
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Remark. In the conditions of the Lemma 6.2 we have, as before,
#(Z(L) ∩ AL)− C(1 + o(αd)) ≤ nL = #Z(L) ∩ A−L ≤ #{λLj ≥ δ}+ 1.
Proof. [Theorem 1.6] Using Theorems 4.7 and 4.10 we can suppose that Z is a uniformly
separated family. Now given η > 0 and taking either Zη or Z−η we have by Lemmas 4.11 and
4.9 that our family is respectively L2−MZ or interpolating. Now we relabel the family as before
and defining the measures dµL =
∑πL
j=1 δλLj we have
tr(KAL) =
∫ 1
0
xdµL(x), and tr(K2AL) =
∫ 1
0
x2dµL(x).
Let Z be an L2−MZ and let γ be given by Lemma 6.1. We get
#{λLj > γ} =
∫ 1
γ
dµL(x) ≥
∫ 1
0
xdµL(x)− 1
1− γ
∫ 1
0
x(1− x)dµL(x)
= tr(KAL)−
1
1− γ (tr(KAL)− tr(K
2
AL
)).
The remark following Lemma 6.1 and Proposition 3.1 yield
#(Z(L) ∩AL) + C(1 + o(αd))
αd
≥ πLσ(AL)
αdσ(Sd)
− O(α
d−1 logα)
αd(1− γ) ,
and taking limits we get, for any η > 0,
D−(Zη) ≥ 2
d!d
√
π
Γ(d+1
2
)
Γ(d
2
)
,
what implies the result.
Assume now that Z is an L2−interpolation family and let δ > 0 be the value provided by
Lemma 6.2. Using the estimate of Proposition 3.1 we get
#{λLj ≥ δ} ≤
−1
δ
tr(K2AL) +
1 + δ
δ
tr(KAL)
= tr(KAL) +
1
δ
(tr(KAL)− tr(K2AL)) =
πLσ(AL)
σ(Sd)
+
1
δ
O(αd−1 logα).
Using as before the remark following Lemma 6.2 and taking limits we get for any η > 0
D+(Zη) ≤ 2
d!d
√
π
Γ(d+1
2
)
Γ(d
2
)
,
what finishes the proof.
In the proof of the Lemmas 6.1 and 6.2 we follow [Lan67b]. For the definition of the Gegen-
bauer polynomials and related notions see [Mul97].
Given δ > 0 consider the functions
(8) h(ω) =
(
L
δ
)d
χB(N, δ
2(L+1)
)(ω), ω ∈ Sd.
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The polynomial Y 1ℓ (a multiple of the Legendre harmonic) is just the Gegenbauer polynomial
C
d−1
2
ℓ normalized in the L2−norm. Applying Funk-Hecke theorem to h we get
hˆ(ℓ, 1) =
(
L
δ
)d ∫
Sd
χ(cos δ
2(L+1)
,1)(〈ω,N〉)Y 1ℓ (ω)dσ(ω)
=
Ldσ(Sd−1)
δdC
d−1
2
ℓ (1)‖C
d−1
2
ℓ (〈N, ·〉)‖2
∫ δ
2(L+1)
0
C
d−1
2
ℓ (cos θ) sin
d−1 θ dθ.
Given f ∈ L2(Sd) 0 ≤ ℓ, 1 ≤ m ≤ hℓ and applying Funk-Hecke as before, we deduce that
(f ∗ h)ˆ(ℓ,m) =
∫
Sd
(f ∗ h)(ω)Y mℓ (ω)dσ(ω)
=
Ld
δd
∫
Sd
f(u)
(∫
Sd
χ(cos δ
2(L+1)
,1)(〈u, ω〉)Y mℓ (ω)dσ(ω)
)
dσ(u)
= ‖C
d−1
2
ℓ (〈N, ·〉)‖2hˆ(ℓ, 1)fˆ(ℓ,m)
thus
|(f ∗ h)ˆ(ℓ,m)| = CL,δσ(S
d−1)
C
d−1
2
ℓ (1)σ(S
d)
|fˆ(ℓ,m)|
∣∣∣∣∣
∫ δ
2(L+1)
0
C
d−1
2
ℓ (cos θ) sin
d−1 θ dθ
∣∣∣∣∣ .
Now we want to show that for 0 ≤ ℓ ≤ L and δ sufficiently small
(9)
∣∣∣∣∣
∫ δ
2(L+1)
0
C
d−1
2
ℓ (cos θ) sin
d−1 θdθ
∣∣∣∣∣ & C d−12ℓ (1)
(
δ
L
)d
,
and in particular for all Q ∈ ΠL
|(Q ∗ h)ˆ(ℓ,m)| & |Qˆ(ℓ,m)|, 0 ≤ ℓ ≤ L 1 ≤ m ≤ hℓ.
To prove (9) let xℓ be the largest zero in [−1, 1] of C
d−1
2
ℓ . It is known that xℓ ∼ cosC/L, for
some constant C > 0, so for δ sufficiently small independent of L, the polynomial C
d−1
2
ℓ has no
zeros in the spherical cap centered in N with radius δ/2(L+ 1), [Sze91]. The integral in (9) can
be written as ∫
B(N, δ
2(L+1)
)
C
d−1
2
ℓ (〈ω,N〉)dσ(ω),
and for d(ω,N) < δ/2(L+ 1)
C
d−1
2
ℓ (〈ω,N〉) ≥ C
d−1
2
ℓ (1)
(
1− 2(L+ 1)d(ω,N)
δ
)
,
or equivalently
C
d−1
2
ℓ (x) ≥ C
d−1
2
ℓ (1)
(
1− 2(L+ 1) arccosx
δ
)
,
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if cos δ
2(L+1)
≤ x ≤ 1. This can be deduced using the concavity of the polynomial and the
convexity of the function in the right hand side of the last expression. So∫
B(N, δ
2(L+1)
)
C
d−1
2
ℓ (ω ·N)dσ(ω) ≥
∫
B(N, δ
2(L+1)
)
C
d−1
2
ℓ (1)
(
1− 2(L+ 1)d(ω,N)
δ
)
dσ(ω)
∼
∫ δ
2(L+1)
0
C
d−1
2
ℓ (1) sin
d−1 η
(
1− 2(L+ 1)η
δ
)
dη
= C
d−1
2
ℓ (1)
∫ 1
0
δ
2(L+ 1)
sind−1
(
δ
2(L+ 1)
(1− η)
)
dη
& C
d−1
2
ℓ (1)
(
δ
2(L+ 1)
)d
,
and (9) follows.
Proof. (Lemma (6.1)) Let Q ∈ ΠL, let 0 < δ < ε, where ε > 0 is the separation constant of Z
and let h be as in (8). Defining g = Q ∗ h ∈ ΠL we have
||Q||2 =
L∑
ℓ=0
hℓ∑
k=1
|Qˆ(ℓ, k)|2 .
L∑
ℓ=0
hℓ∑
k=1
|(Q ∗ h)ˆ(ℓ, k)|2 = ||g||2 . 1
πL
mL∑
k=1
|g(zLj)|2.
Applying Schwarz’s inequality
|g(zLj)|2 =
∣∣∣∣∫
ν∈SO(d+1)
Q(νN)h(ν−1zLj)dν
∣∣∣∣2 ≤ ||h||2L2(Sd)σ(Sd)
∫
d(νN,zLj)<
ǫ
2(L+1)
|Q(νN)|2dν.
Now suppose that
g(zLj) = 0, for any zLj ∈ A+L ,
and denote by I the set of indices of those points zLj where g vanishes. Then
||Q||2 . 1
πL
∑
j 6∈I
|g(zLj)|2 ≤
||h||2L2(Sd)
πL
∑
j 6∈I
∫
d(νN,zLj)<
ǫ
2(L+1)
|Q(νN)|2dν
≤ Cδ
∫
Sd\AL
|Q(ω)|2dσ(ω),
where we have used the separation in the last inequality.
Now we consider an orthonormal basis of eigenvectors GLj , corresponding to the eigenvalues
λLj and let cLj in
Q(z) =
Nn+1∑
j=1
cLj G
L
j ∈ ΠL,
be such that g(zLj) = (Q ∗ h)(zLj) = 0 for zLj ∈ A+L .
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Now
λLNL+1
NL+1∑
j=0
|cLj |2 ≤
NL+1∑
j=0
λLj |cLj |2 = ||χALQ||2 = ||Q||2 − ||χS2\ALQ||2
≤
(
1− 1
Cδ
)NL+1∑
j=0
|cLj |2,
and we get the result.
Proof. (Lemma 6.2) Let Π˜L be the subspace of those polynomials in ΠL vanishing in Z(L). Let
Qj ∈ ΠL ⊖ Π˜L be such that
Qj(zLj′ ) = δjj′ ,
and let h be as in (8) with 0 < δ < ε where ε > 0 is the separation constant of Z.
Let Q˜j ∈ ΠL be such that Qj(ω) = (Q˜j ∗ h)(ω), and for
Q ∈ span{Q˜j : zLj ∈ A−L}
we take g = Q ∗ h.
It is clear that g ∈ ΠL ⊖ Π˜L and vanishes in those points such that zLj 6∈ A−L . Now following
the same steps of Lemma 6.2 and using that g ∈ ΠL ⊖ Π˜L we get
||Q||2 ≤ C
∫
AL
|Q(ω)|2dσ(ω).
Applying Weyl-Courant’s Lemma, [DS58],
λLk−1 ≥ inf
Q∈ΠL,Q∈E
||χALQ||2
||Q||2 , if dimE = k.
Taking E = span{Q˜j : zLj ∈ A−L}, that has dimension nL, we get the result.
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