In this work, a new formulation for central schemes based on staggered grids is proposed. The new formulation is based on a novel approach, in which first a time discretization is carried out, followed by the space discretization. The schemes obtained in this fashion have a simpler structure than previous central schemes. For high order schemes, this simplification results in higher computational efficiency. In this work, schemes of order 2 to 5 are proposed and tested, although CRK schemes of any order of accuracy can be constructed in principle. The application to systems of equations is carefully studied, comparing algorithms based on a componentwise extension of the scalar scheme, and algorithms based on projection along characteristic directions.
Introduction
Shock capturing schemes for the numerical approximation of systems of conservation laws have been an active field of research for the last thirty years (see for example the book by LeVeque [11] or the review articles by Tadmor [32] , and Shu [27] ).
Several classifications of the different schemes are possible. Here, we only consider shock capturing finite volume schemes: for these schemes, the conservation laws are integrated in space on cells of amplitude h. Thus the equation is transformed in an evolution equation for the cell averages of the solution. In this formulation, to update the cell averages, it is necessary to evaluate numerical flux functions at the edge of each cell. This goal can be achieved extracting information on point values from knowledge of the cell averages. This is the mission of reconstruction algorithms, whose task is precisely to reconstruct the solution as a function of space, at a given time, starting from the cell averages. Several schemes have been proposed for this task: the difficulty is to reconcile high accuracy, with the prevention of spurious oscillations. Among the rich choice available, we mention ENO and WENO reconstructions, which are thoroughly described in [27] . For schemes based on non staggered grids, high order accuracy in time can be obtained using suitable high order ODE solvers, such as Runge-Kutta schemes.
In this work we are interested in black-box schemes, i.e. schemes that can be implemented with very little knowledge of the structure of the system of conservation laws. In particular we mention those schemes based on the Local Lax Friedrichs flux, as reviewed in [27] , central schemes, see [32] and relaxation schemes [6] . All these schemes enjoy the lack of Riemann solvers or complicated flux splittings.
From the pioneering works of Nessyahu and Tadmor in [17] and Sanders and Weiser [25] an extensive literature on central schemes has developed. These central schemes are obtained integrating the conservation law in space and time on control volumes which are staggered with respect to the cells on which the cell averages are based. In this fashion, the discontinuities in the point valued solution produced by the reconstruction algorithm are located at the center of the staggered control volumes. As a consequence, the solution is smooth at the edges of the control volumes, thus enabling a simple construction of the numerical fluxes.
Thanks to the appeal of the simplicity of this approach, the originally second order central staggered scheme has been extended to higher order schemes (up to order 8, as far as our knowledge goes), see [3] , [12] , [23] , and to multidimensional computations on structured [5] , [14] , and unstructured [1] grids. The success of central schemes based on staggered grids has prompted applications in several areas, such as semiconductor modeling [22] , kinetic models [18] , extended thermodynamics [16] , [18] , Hamilton-Jacobi equations [15] . See also [24] and references therein.
High order central schemes can be constructed by performing a reconstruction of the field from cell averages, and using this reconstruction for computing the staggered cell average, the pointwise value of the function from cell averages, and the space derivative of the flux function. High order reconstructions can be obtained using ENO [3] or WENO [12] technique applied to central scheme. The computation of the integral of the flux on the border of the cell is obtained by using a suitable quadrature formula, and the value of the field at the nodes of the quadrature formula are obtained by using a Runge-Kutta method with Natural Continuous Extension [34] .
Although non staggered WENO finite volume and staggered central WENO schemes seem quite different, there are in fact some similarities between them. Both approaches, for example, do not require the solution of the (exact or approximate) Riemann problem (if a suitable numerical flux function, such as Local Lax-Friedrichs is used in the WENO scheme.) In [8] , a semidiscrete second order finite volume scheme is derived, starting from a discrete central scheme. This derivation shows the similarity of the two approaches. More recently a third order semidiscrete central scheme [7] has been proposed.
Another common feature is that both approaches would benefit from the use of characteristic variables in the reconstruction. An interesting comparison between them is performed in [23] .
In this work, we present a new family of high order central schemes, based on staggered grids. The new Central Runge Kutta (or CRK) schemes are obtained starting from the equation for the evolution of cell averages on staggered cells. This is discretized first in time and then in space. The result is a new formulation which simplifies the structure of traditional central schemes based on staggered grids. Some known central schemes, such as the Nessyahu Tadmor scheme, can be written in the CRK formulation. For schemes of order higher than 3 however CRK schemes are more efficient than older central schemes, because they require a smaller number of function evaluations per time step. This improvement is due to the fact that in the CRK formulation it is not necessary to compute a quadrature rule in time for the fluxes, which in turn implied the evaluation of Natural Continuous Extensions [34] .
In this paper, we construct second and third order CRK schemes. Moreover, using a piecewise parabolic WENO reconstruction we provide fourth and even fifth order schemes (if negative weights are properly treated, as in [26] ). In principle, schemes of any order of accuracy can be constructed. This paper is organized as follows. We start with a review of the main structure of upwind and staggered central schemes, in §2, since the construction of CRK schemes derives from ideas drawn from both approaches. Next we construct CRK schemes in §3. Here we also give all information necessary to actually code the schemes we present, even if some of this material has already been published elsewhere. The section ends with a study of the linear stability properties of CRK schemes.
We present numerical results for the scalar case in §4. Here we show accuracy results, and we study the behavior of the weights in the reconstruction when discontinuities and shock collisions occur.
Finally, we describe the implementation of CRK schemes in the case of systems of equations in §5. We show results on a few typical test problems, and we compare the behavior of componentwise application of the scalar scheme versus a more robust (but costly) implementation of the scheme along the direction of characteristic variables. The idea of applying characteristic projection to central schemes [23] is quite effective in some applications, but it is quite foreign to the central schemes philosophy, because it damages the black box structure of these schemes. However, it is interesting to see that, once more information on the structure of the system of equations is available, the numerical solution provided by central schemes can be improved, making these schemes competitive with flux splitting schemes, which are more tailored to the particular system under consideration. Moreover, the additional cost of the computation along characteristic variables can be drastically reduced, provided an adaptive strategy is considered, as in [21] .
Review of upwind and central schemes
We consider the system of equations
We suppose that the Jacobian of f , A(u) = f (u) has real eigenvalues and a complete set of eigenvectors.
Let ∆t and h be the mesh widths in time and space, with λ = ∆t/h. Let
be the interval of width h centered around the grid point x j .
Introduce the cell average of u over the interval
Integrating the conservation law (2.1) on I j and dividing by h, one finds:
This equation is exact and it gives the evolution in time of the cell averages. Finite volume schemes are based on the discretization of (2.3). These schemes compute the cell averages {ū n+1 }, at time t n+1 , starting from the old cell averages {ū n } at time t n . A key step in both upwind and central schemes is the reconstruction step. From the cell averages {ū n }, it is necessary to reconstruct the initial data u n (x). This information is needed to evaluate the right hand side of (2.3). Typically, starting from u n (x), one computes a piecewise polynomial function of the form:
For the scheme to be conservative, it is necessary that u n (x) interpolates the data {ū n } in the sense of cell averages. The reconstruction in general will be discontinuous at the end points of the interval I j . In general, to increase the accuracy of the scheme, it is necessary to increase the degree of the interpolating polynomial. However, with WENO approach [4] , it is possible to obtain high order accurate schemes with relatively low degree interpolating polynomials. The main difficulty in the design of reconstruction algorithms is that the reconstructed function u n (x) must be non-oscillatory, in order to prevent the onset of spurious oscillations. A survey of several reconstruction algorithms can be found in [27] .
Upwind schemes.
In upwind schemes, the conservation law (2.1) is integrated on the staggered control volume define as:
To discretize the evolution equation for the cell averages (2.3), it is necessary to evaluate the fluxes along the edges x j±1/2 of the control volume V n j , where however u is not defined. A common approach is to find the boundary extrapolated data:
Then a suitable numerical flux is constructed from the interaction of the boundary extrapolated data:
whereF is a monotone numerical flux, such as Lax-Friedrichs or Godunov flux. Note that the numerical flux depends on t.
Thus the semidiscrete formulation is obtained:
which can be integrated with a Runge-Kutta scheme. For a recent review, see [27] . Central schemes.
In central schemes based on staggered grids, the conservation law is integrated on the staggered control volume:
Integrating (2.1) in space and time on V n j+1/2 and dividing by h, one finds:
The first term on the RHSū n j+1/2 is evaluated integrating exactly the reconstruction on [x j , x j+1 ]:
Since u is smooth at x j and x j+1 , if the time step is small enough, the integral in time of the fluxes can be evaluated through quadrature. Then, the values of u at the nodes of the quadrature formula are predicted integrating the system of ODE's
using again the smoothness of u at x j . An example is the second order Nessyahu-Tadmor scheme, which is characterized by a piecewise linear reconstruction, while the fluxes are integrated with the midpoint rule, and the value of u at the midpoint is predicted with Taylor expansion. The scheme has a predictor corrector structure, and it can be described in three steps:
• Reconstruction from cell averages, to yield the staggered cell averagesū n j+1/2 , the point values u(x j , t n ) and the approximate slopes u j • Predictor step. Evaluate:
Compute the new cell averages:
For a thorough review on central schemes, see [32] .
Description of CRK schemes
Before describing Central Runge Kutta schemes, we need to set a suitable notation for Runge-Kutta schemes applied to initial value problems. Therefore let:
Apply to the initial value problem above a Runge-Kutta scheme with ν stages:
The K (i) are called Runge-Kutta fluxes and are defined by:
where the y (i) will be called intermediate values, and, for an explicit scheme, are given by:
The matrix A = (a i,l ), and the vector b define uniquely the RK scheme. With the present notation, A is a ν − 1 × ν − 1 lower triangular matrix, with non zero elements on the diagonal. We are now ready to describe our new CRK schemes. In Central Runge Kutta schemes, the conservation law is integrated on the interval
. We obtain the exact equation:
Note the parallel with equation (2.3). Next, this equation is discretized in time with a Runge-Kutta scheme. Thus the updated solution will be given by:
with: 
with the Runge-Kutta fluxes:
At this stage, we have completed the time discretization of the scheme. Note that the scheme above can clearly be written in conservation form.
We now need to specify the space discretization, which is obtained with reconstruction techniques. The reconstruction must yield the following quantities:
• Starting from the cell averages {ū n j }, compute the staggered cell averages, {ū n j+1/2 }, appearing in (3.2), as defined in (2.7).
• Starting from the cell averages {ū • Starting from the intermediate values {u Note that we can use different interpolation algorithms for each quantity we need to reconstruct. According to our numerical evidence (see also [23] ) the key step is the reconstruction of {ū n j+1/2 }. The algorithm for CRK schemes can be conveniently written as a three steps method, as follows:
1. Reconstruction step: From the cell averages {ū n j }, compute the reconstruction u n (x). Use this to evaluate u
Predictor step:
Compute the intermediate states u
• Apply a suitable non-oscillatory interpolation to yieldK
3. Corrector step: Assemble the fluxes
j+1/2 defined above, and update the cell averages on the staggered grid:
Note that the computation ofK ν j is not required. This improves the efficiency of the scheme, because it requires one less interpolation per time step, with respect to previous high order Central WENO schemes. We end this section giving all details needed to code the CRK schemes we will test in the next sections.
A second order scheme: CRK2
The second order scheme we propose has Nessyahu-Tadmor piecewise linear reconstruction:
where u j is an approximate slope, computed for instance with the MinMod limiter. Time integration is given by Heun's scheme. Therefore the scheme is:
where, for instance,
It is easy to prove that this scheme coincides with the Nessyahu Tadmor scheme in the case of linear advection. Moreover, following the same steps appearing in [17] , it is easy to prove that the CRK2 scheme is TVD, under a stricter CFL condition, provided that suitable limiters are used to compute both u j and f x (u)| j . Note that if the Modified Euler rule is used for time integration instead of the TVD Heun scheme, the CRK2 scheme coincides with Nessyahu-Tadmor scheme.
Higher order schemes: CRK3, CRK4, CRK5
In this section, we describe a third, fourth and fifth order scheme (respectively: CRK3, CRK4, and CRK5). All these schemes are built with Central WENO reconstructions. In the following, we review the main steps of the reconstruction, in order to allow the coding of the schemes we are proposing. We start describing howū n j+1/2 is computed. Then we will sketch how point values and flux derivatives are constructed.
In all three cases, the reconstruction from cell averages is a non linear convex combination of three interpolating polynomials. On the interval I j :
where the ω k j are the non linear weights, which satisfy k ω k j = 1. For the third order scheme, [13] , P j−1 and P j+1 are two linear functions, while P j is a parabola, namely:
For the 4th and 5th order schemes, all polynomials P j+k (x), k = −1, 0, +1 are parabolas. The coefficients of the parabola P j+k are given by the following interpolation requirements:
1 h In all schemes considered therefore the reconstruction u n (x) is piecewise parabolic. Note that the reconstruction is conservative, since:
The weights ω k j are determined in order to: • maximize accuracy in smooth regions
• prevent the onset of spurious oscillations.
Following [4] , we define the weights with the following formulas:
where:
The C k 's are called accuracy constants. They are determined in order to maximize accuracy in smooth regions, and they depend on the particular quantity being reconstructed, see Table 3 .2. More details will be given below.
The parameter prevents a vanishing denominator. It is = 10 −4 for the third order scheme, while = 10 −6 for the 4-th and 5-th order schemes. Finally, IS k j , k = −1, 0, 1 are called smoothness indicators. IS k j is a measure of the regularity of the polynomial P j+k on the interval I j . It is defined (see [4] ), as a rescaled measure of the H 2 seminorm of the polynomial on I j :
if the data in the stencil of P k+j contain a jump discontinuity. As a consequence of the normalization factor, ω
, if the stencil S j+k on which P j+k is defined contains smooth data (s = 1 for the third order reconstruction, while s = 2 in the 4-th and 5-th order reconstructions). On the other hand, ω
, if the stencil S j+k is non smooth, for all reconstructions described here: in this case therefore information coming from S j+k is assigned an almost zero weight.
The accuracy constants C k are the solution of an interpolation problem. Suppose u(x) is a given smooth function, with cell averages {ū j }. If the reconstruction is computed to evaluate the staggered cell averageū j+1/2 , then we require:
where s = 3, for the third order scheme, while s = 5 for CRK4 and CRK5. For the interpolation of point values, we use a different set of constants. In this case, the constants are determined to yield:
where s = 3, s = 4 and s = 5 for CRK3, CRK4 and CRK5 respectively. For the third and fourth order scheme, any symmetric combination of constants, adding up to one will do. For simplicity, we use the same constants dictated by the evaluation ofū n j+1/2 , as listed in Table 3 .2. Finally, for flux derivatives, the polynomials P j+k are determined by the following interpolation requirements:
for the 4-th and 5-th order schemes. For the third order scheme the interpolation requirements are:
The accuracy constants for the reconstruction of flux derivatives satisfy:
where s = 4 for the 4-th and 5-th order schemes, while s = 2 for the third order schemes. The resulting constants are given in Table 3 .2. Particular care is needed in the reconstruction of point values for the fifth order CRK5 scheme. In this case in fact two accuracy constants for the reconstruction of point values are negative (see Table  3 .2), and a straightforward application of the algorithm with the non linear weights yields a scheme that can become unstable, especially in the presence of interactions between discontinuities.
To avoid this problem, Shu and co-workers proposed a splitting into positive and negative weights (see [26] ). We briefly describe the algorithm below, which, in our case, must be applied only to the reconstruction of point values for CRK5.
Use two sets of positive constants,
, well bounded away from zero:
Then compute, as in (3.8):
where IS k is the Smoothness Indicator of the k-th stencil, see (3.9). Finally, compute the two sets of weights
The final reconstruction is given by where we have added the dependence on the cell I j . The time integration is carried out with the Runge-Kutta schemes listed in Table 3 .2. RK3 is the third order TVD Runge-Kutta scheme appearing in [29] . RK4 is the standard 4-th order Runge-Kutta scheme, while the 5-th order scheme can be found in [9] .
Coefficients of Runge-Kutta schemes
Remark: CRK2 and CRK3 have the same operation count of Nessyahu-Tadmor and of the Compact Central WENO schemes, respectively. It is also easy to prove that they actually coincide, in the case of the linear advection equation.
CRK4 instead is more efficient than the previous Central WENO scheme, [12] from which it inherits its reconstruction algorithms. In fact CRK4 requires one interpolation step less than the C-WENO scheme for each time step. However, the numerical results are almost indistinguishable from those obtained by the older scheme.
A fifth order central scheme as CRK5 had not previously appeared.
Linear stability analysis
The CFL condition for all central staggered schemes is:
.
In fact in this case, the waves issuing from the interaction of the jumps in the reconstruction at x j+1/2 do not have the time to reach the walls of the staggered control volumes
] on which the conservation law is integrated. Thus it is possible to assume that the solution remains smooth along the segments x j × [t n , t n + ∆t], if ∆t ≤ λh. In this section, we compute the linear stability constraints on λ 0 obtained with Von Neumann stability analysis. In any case, we will have λ 0 ≤ 1/2.
To apply Von Neumann analysis, we consider the linear schemes we obtain if all reconstructions are computed as:
where the constants C k are given in Table 3 .2 and the polynomials P j+k were constructed in the previous subsection.
We compute the amplification factor ρ(ξ) of a data of the formū j = exp ijhξ after one time step. Note that the computation is quite straightforward for CRK schemes (although long and tedious), thanks to the simplicity of the structure of these schemes. In fact we no longer need to deal with Note that in all cases, linear stability gives a result very close to the actual CFL limit of these schemes, i.e. 0.5.
We have also implemented the Runge-Kutta schemes proposed in [30] and designed to optimize stability, but we have not found any improvement, in our case. This is probably due to the fact that the schemes in [30] where constructed for upwind schemes.
Numerical results in the scalar case
In this section, we will show accuracy results on two classical test problems. Next, we will show a few results on shock capturing.
We have found experimentally that it is enough to compute the Smoothness Indicators only once per time step, during the reconstruction from cell averages. Therefore the non linear weights of the different reconstructions differ because each uses the proper accuracy constants, and the correct interpolation conditions, to compute the interpolation polynomials P j+k entering the reconstruction. The Smoothness Indicators instead remain constant throughout the time step.
Accuracy results
Our first test problem has the linear advection equation u t + u x = 0, with initial condition:
on [−1, 1] with periodic boundary conditions. The computation is stopped at T = 2. This test is interesting, because it can detect degradation of accuracy in some cases, see [28] . We show the results in Tables 4.1 
and 4.2 for the L
1 and the L ∞ norms respectively. In the Tables, N is the number of grid points. In most cases, the mesh parameter was chosen as λ = 0.9λ 0 , with λ 0 given by the results of the linear stability analysis, (3.10), except for CRK5, which has λ = 0.8λ 0 . For values of λ closer to λ 0 , CRK5 yields large errors on coarse grids, while the errors are comparable to those shown in the present tables for finer grids. In this fashion, the accuracy is overestimated for values of λ larger than 0.8λ 0 .
We note that all schemes studied have full accuracy in the L 1 norm, see Table 4 .1. In the L ∞ norm, only CRK2 does not have full accuracy. This is due to the clipping phenomenon characteristic of the MinMod limiter, which brings the scheme to first order accuracy on local extrema. The higher order CRK schemes do not degenerate to first order on local extrema and maintain full accuracy also in the L ∞ norm.
Note that, as the grid is refined, high order schemes yield smaller errors than lower order schemes for a given value of N . High order schemes become effective, apparently, only on fine grids. CRK4 however is an exception: its errors are smaller than those obtained with lower order schemes on all grids considered.
The second test problem has Burgers' equation u t + (1/2u 2 ) x = 0 , with initial condition: and the L ∞ norms of the error respectively. In all cases, λ = 0.6λ 0 , where λ 0 is given for each scheme in (3.10). In this case the linear stability limit is 0.66λ 0 . Only CRK4 maintains full accuracy in both norms. The other schemes are slightly below the expected accuracy. In this test problem, the solution is already quite steep, and the non linear weights are no longer very close to the accuracy constants, therefore accuracy deteriorates.
Resolution of discontinuities
In this section, we test the ability of CRK schemes to detect and resolve discontinuities in the numerical solution, without developing spurious oscillations.
We start with a classical test problem, that is Burger's equation, again with the initial condition given in (4.1). This time, we sample the solution at T = 1.5, after shock formation. The results appear in Fig. 4.1 . On the left of the figure, we show the results obtained with N = 40, using all schemes Of course, the contact discontinuity is spread over a considerable number of cells. The best resolution is given by CRK4, even though CRK5 yields a slightly better resolution of the angular point. The clipping of local extrema is quite apparent for CRK2, which, surprisingly, shows a better resolution of the contact wave than CRK3.
This figure illustrates a fact that appears also in the test problems for systems of equations. The best schemes in the CRK class we are considering are CRK2 and CRK4. While there is a strong improvement passing from the second order CRK2 scheme to the fourth order CRK4 scheme, there is There are several reasons to explain this result. On one hand, CRK2 and CRK4 enjoy the highest CFL numbers, see (3.10) . This gives a smaller artificial viscosity. The reconstruction of CRK3 is composed of two linear and a quadratic polynomial; when the weights are not optimal, the two linear functions are not balanced by the central parabola, and the reconstruction deteriorates to second order, thus giving results which are close to CRK2. CRK3 improves dramatically if non linear weights are used only close to discontinuities, see [20] : in this case in fact the optimal weights are used in regions of smooth flow, enhancing accuracy.
For CRK4, we note that the reconstruction of the staggered cell averages is actually fifth order, see Table 3 .2. Thus the reconstruction of this key quantity is the same for CRK4 and CRK5. On the other hand, CRK5 is probably less robust than CRK4 because there are negative constants in the reconstruction of point values and there are negative coefficients in the tableau of the Runge-Kutta scheme. 
Systems of equations
In this section, we study the application of CRK schemes to systems of conservation laws. We start with results obtained with the componentwise application of CRK schemes. This procedure is fast, and it permits to apply the schemes easily to different systems of equations. In this case in fact, only the flux function and an estimate of the characteristic speeds must be provided. The tests show that the numerical solution converges, as the grid is refined, but spurious oscillations may arise, although their amplitude decreases as the mesh is refined.
Recently, Qiu and Shu [23] have shown with numerical evidence that the numerical solution improves if projection along characteristic directions is used at the beginning of each time step. The algorithm is quite costly, and part of the simplicity of central schemes is lost, because with this approach it is necessary to provide the flux function, and the matrix of right eigenvectors for the Jacobian of the flux, together with its inverse. However the improvements are indeed striking. We apply this idea to CRK schemes at the end of this section. A more efficient approach is described in [21] .
The tests we will show are classical tests from gas dynamics. The one-dimensional Euler's equations for an ideal gas consist of three conservation laws. The vector of unknowns is u = (ρ, ρv, p) ) where E is the total energy per unit volume E = ρe + 1/2ρv 2 .
Componentwise application
The simplest approach to the integration of systems of conservation laws with CRK schemes is to apply the schemes component by component to each equation of system (2.1). It was found in [12] that the scheme gained in robustness if the Smoothness Indicators were the same for all components. For this reason a Global Smoothness Indicator was proposed, namely: The first test we show is by Shu and Osher, [29] . It describes the interaction of an acoustic wave with a shock. The solution has a rich structure, which is better resolved by a high accurate scheme. The initial condition is u = u L for x ≤ 0.1, and u = u R for x > 0.1. The computational domain is The dotted line is the numerical solution, computed using 400 grid points. The figure shows clearly that there is a noticeable increase in resolution, using high order schemes. Although the difference between the numerical solutions obtained with CRK2 and CRK3 is very small, there is a very strong improvement with the 4th order scheme. In fact, the structure behind the strong shock is not resolved by the low order schemes. Instead, its complexity is well represented by the 4th and the 5th order scheme, without need to use a very large number of grid points.
This test well illustrates the benefits of high order schemes, and it also points to their natural field of applications, namely simulations of possibly singular complex phenomena. However in the following, we will concentrate on simple Riemann problems, in order to investigate the effectiveness of our schemes to prevent the onset of spurious oscillations.
Next, we consider a Riemann problem due to Lax [10] . Here the initial condition is u = u L for x ≤ 0.5, and u = u R for x > 0.5. The computational domain is [0, 1], with free-flow boundary conditions. The left (L) and right (R) states are given by:
The Courant number for this flow is approximately c = 0.21. As mesh ratio, we thus pick λ = 0.2λ 0 , where λ 0 is, as usual, the mesh ratio obtained with linear stability analysis, see (3.10) .
The results are shown in Fig. 5 .2, where a detail in the density peak is shown. The whole solution can be seen for instance in [12] or [23] . The detail we show is a zoom on the region containing spurious oscillations The discontinuities appearing on the left and on the right of the density peak are respectively a contact and a shock wave. The solution is shown, for all schemes studied here, for N = 200 (dotted line), N = 400 (dashed line) and N = 800 (dash-dotted line). The high order schemes clearly exhibit small amplitude spurious oscillations in this test problem. These oscillations are clearly of ENO type, in the sense that their amplitude decreases as the grid is refined. It can also be noted that the shock is, as expected, better resolved than the contact wave, and the resolution of the contact improves with the order of accuracy.
Projection along characteristic directions
While the results shown in Fig. 5 .1 are quite satisfactory, the numerical solutions shown at the bottom of Fig. 5.2 can be improved. The componentwise application of CRK schemes seems to be inadequate whenever discontinuities are separated by regions of almost constant states. It was shown in [23] , although in a different context, that spurious wiggles disappear if the Smoothness Indicators are computed after projecting the solution along characteristic directions. Moreover this costly algorithm seems to be needed only once, at the beginning of each time step.
We apply this idea to our 4th and 5th order schemes. Before discussing our numerical results, let us describe the algorithm we consider. We recall that we are supposing that the Jacobian matrix A(u) of the flux function f (u) has a complete set of right eigenvectors. Let R(u) be the non-singular matrix whose columns are the right eigenvectors of A(u).
At each grid point j, compute R(ū n j ). Let {ū n j+l } be the data in the stencil of the jth cell. For CRK4 and CRK5, the stencil of the reconstruction consists of 5 points; thus l = −2, · · · , 2. Map each cell average in the stencil of the jth cell along the characteristic directions, i.e. compute the vectors: 1 h
Use the CWENO recipe componentwise to compute the non linear weights entering the construction of Π j v . Then define the interpolant for the conserved variables u through the equation:
Finally, use this function to evaluate the two staggered half-cell averages: 1 h
For gas dynamics, see for instance [31] , the matrices R and R −1 are given by:
where v is the velocity, H = (E + p)/ρ is the enthalpy per unit volume, c = γp/ρ is the sound speed and The results in Fig. 5 .3 are obtained using characteristic projection for the evaluation ofū n j+1/2 and for the point values u(x j , t n ) at time t n . Again, this is a detail of the solution to Lax' Riemann problem. The interpolation for the evaluation of the flux derivatives is computed as before componentwise, using the Global Smoothness Indicators, computed once, at the beginning of the time step. Note that the spurious oscillations noted in Fig. 5.2 have disappeared. These results show that even in the context of CRK schemes, projection along characteristics improves the numerical solution. Moreover, it is enough to perform this procedure only once per time step.
The scheme utilizing projection along characteristic directions is more robust than the componentwise algorithm. In fact it is possible to simplify the construction of the flux derivatives, using linear weights. That is the weights ω k j in the reconstruction of flux derivatives are simply set to ω k j = C k , where C k are the appropriate accuracy constants. We call this strategy semilinear weights, because the scheme is non-linear only at the first reconstruction in each time step. The results can be seen in Fig. 5.4 . We note that the numerical solution is qualitatively very similar to the one obtained with non linear weights on the fluxes, Fig. 5.3 .
A more demanding one dimensional test is the classic Woodward and Colella bang, [33] . Here, the initial data is given by three constant states, namely u = u L for x ≤ 0.1, u = u C for 0.1 < x ≤ 0.9 and u = u R for x > 0.9. The different states are given by:
The computational domain is [0, 1] with reflective boundary conditions. The time step was chosen with λ 0 given in (3.10) . This test provides a complex wave pattern: two strong shocks run against each other, and they eventually collide at t 0.27. In the mean time, two strong rarefaction waves bounce against the reflective walls. The reflected waves interact with the shocks, progressively eroding their strength. The solution is shown at T = 0.038. In this test, negative undershoots in the pressure and the density may appear as the waves interact. The undershoot is immediately eliminated, when the waves separate. This phenomenon is due to the fact that for one or two time steps, where two discontinuities interact, it is not possible to pick a smooth stencil. Thus, in these instants, the pressure or the density may become negative, and it is not possible to compute the sound speed c, which is required in the evaluation of ∆t and in the computation of the rotation matrices appearing in the projection along characteristics. For these reasons, we defined the sound speed as c = max(0, γp/ρ). This artifact is not needed in the case of the componentwise implementation.
The results obtained with the CRK4 scheme are shown in Fig. 5 .5. The solid line and the dashed line represent the solution obtained with projection along characteristic directions, and with the componentwise algorithm, respectively. It is clear that the componentwise algorithm is more oscillatory, but less diffusive than the algorithm based on projection along characteristic directions.
The scheme based on projection along characteristic directions can be made much more efficient, if projection along characteristic directions is applied selectively, only in those cells close to discontinuities, see [21] Conclusions A new class of finite volume central schemes for the numerical approximation of systems of conservation laws is presented. The novelty of the method consists in a new Runge-Kutta type time discretization.
The new method is more efficient than previously developed central WENO schemes, and easier to implement. Several numerical tests show the effectiveness of the method.
In particular, the effect of characteristic reconstruction is considered in detail. It is shown that if characteristic variables are used in the CWENO reconstruction needed for the computation of the staggered cell average, then spurious oscillations near discontinuities disappear, while the choice of variables in the reconstruction of pointwise values of the function and of space derivative of the flux does not seem to have relevant influence on the spurious oscillations. This remarkable phenomenon is still without theoretical explanation, and it is certainly worth further attention.
Characteristic reconstruction is expensive, and it gives better results only near discontinuities, or where the function is less regular. This suggests the use of characteristic variables only where needed, resulting in an adaptive scheme, which would be virtually oscillation-free, and quite efficient. The construction of such scheme and its numerical properties are presented in the paper [21] . A more thorough investigation of the advantages of coupling adaptively central schemes with more sophisticated, but slower schemes is being carried out. Several extensions of the present scheme are in order. In particular, we are investigating a finite difference version of the scheme, in which the basic unknowns are approximation of the pointwise values of the field variables. A finite difference approach is desirable for several reasons. First it should provide more efficient high order schemes in several dimensions, as is the case of standard high order finite difference WENO schemes [27] . A second and probably more important reason is that the finite difference approach is more efficient than the finite volume approach for constructing high order schemes for hyperbolic systems with stiff source terms. For these systems, in fact, the source should be treated implicitly, while the hyperbolic term should be treated in an explicit form (because of the nonlinearity of the hyperbolic part, and the consequent nonlinearity of the reconstruction procedure, and the absence of stiffness in the hyperbolic term). The resulting scheme has the form of an IMEX (Implicit-Explicit) time discretization [2] , [19] . This approach is presently under investigation.
