Abstract. We investigate the compatibility of the set of fully commutative elements of a Coxeter group with the various types of Kazhdan{Lusztig cells using a canonical basis for a generalized version of the Temperley{Lieb algebra.
Introduction
The fully commutative elements, W c , of a Coxeter group W may be de ned, following 17], as the set of elements w with the property that any reduced expression for w may be obtained from any other by a sequence of interchanges of adjacent, commuting Coxeter generators. These elements arise naturally in connection with the generalized Temperley{Lieb algebras de ned in the simply laced case by Fan 2] and in general by Graham 8] . Kazhdan These results are reminiscent of some work of Fan and Stembridge 4, x3] , who showed that in types A, D, E and a ne A, the set W c is a union of Spaltenstein{ Springer{Steinberg cells.
We point out that our methods of proof are combinatorial and based on our previous work on IC-type (\canonical") bases for generalized Temperley{Lieb algebras 11, 12] . In types A, D and E, the canonical basis de ned in 11] is a cellular basis, as de ned by Graham in 8, x4].
As a consequence of the results in this paper, it becomes possible to describe the fully commutative cells in type B very explicitly by using the diagram calculus for canonical basis elements in type B, which was given by the rst author in 10, Theorem 2.2.5]. 1 . Kazhdan{Lusztig bases and cells
Kazhdan{Lusztig bases.
We begin by recalling the well-known basic properties of Hecke algebras arising from Coxeter systems. These properties all follow easily from the results of 14] . Let X be a Coxeter graph, of arbitrary type, and let W = W(X) be the associated Coxeter group with distinguished set of generating involutions S = S(X).
Denote by < the Bruhat{Chevalley ordering on W. Let The algebra TL may be of nite or in nite rank, and may be of nite rank even when it is the quotient of a Hecke algebra of in nite rank. Graham One of the main obstructions to understanding the relationship between the Kazhdan{Lusztig basis of H(X) and the canonical basis of TL(X) is that the set W c (X) may not be compatible with the two-sided cells. When a particular type of compatibility is present, the relationship between the two bases becomes transpar-ent 12, Proposition 1.2.3]. It will be shown in x3 that this is the case when X is of type B n .
Before restricting ourselves to type B n , we shall say something more about the general problem. The following result is helpful in this context. which implies that all a w = 0.
There is compatibility between the set W c and the Kazhdan{Lusztig cells when the equivalent conditions of the following theorem are satis ed. Proof. We begin with the equivalence of (i), (ii) and (iii). The statement (i) implies (ii) ) (vi and we see that this expands into a combination of b u with u w by Lemma 3.2.2. The next result gives useful information concerning the structure constants for the monomial basis; it will be used repeatedly in x3.3. Moreover, one has`(xy) =`(x) +`(y) for all x 2 W(B r?1 ) and y 2 W (r) (see 13, x5.12] In view of the previous paragraph, together with the fact that s; s 0 do not commute (since w has a unique reduced expression), parts (i) and (iii) of Proposition 3. Proof. We proceed by induction on`(w). If`(w) = 0, then w = e and we have e t e = b e . Suppose that`(w) > 0. Let r > 0 be the smallest integer such that w 2 W(B r ). Write w as a reduced product w = yz, where y 2 W(B r?1 ) and z 2 W (r) . We have e t w = e t y e t z . By the inductive hypothesis, we may write e t y as a linear combination of monomial basis elements b x (x y) with coe cients in A ? .
Thus, e t w equals a linear combination of products of the form b x e t z (x y), with coe cients in A ? .
If we can show that any such product b x e t z lies in L 0 w , then the inductive step will be established. But Lemma 3.3.2 gives us b x e t z 2 L 0 xz , and the subexpression characterization of Bruhat{Chevalley order gives xz w. The proof is complete.
The following two lemmas are needed to handle certain cases that arise in the proofs of lemmas 3.3.6 and 3.3.8. The following lemma and Lemma 3.3.8 are needed to handle the inductive step of Lemma 3.3.9. Lemma 3.3.6. Let x 2 W c (B n?1 ) and let w 2 W (n) . Suppose that there exists s 2 S(B n ), with`(ws) <`(w), such that xws is fully commutative but xw is not. Then b x e t w 2 v ?1 L 0 xw .
Proof. By the hypothesis of the lemma, together with Proposition 3.2.1, there are two possibilities concerning the nature of w and x: Either (a) w = n n?1 r+1 r (2 r < n) and`(x r ) <`(x); or (b) w = n n?1 2 1 2 and`(x 1 ) <`(x).
Suppose The next lemma is required to address a certain term that arises in the proof of Lemma 3.3.8. Proof. As in the proof of Lemma 3.3.6, we can use Proposition 3.2.1 to divide the argument into two cases: Either (a) w = n n?1 r+1 r r?1 , with 2 r < n and`(x r ) <`(x); or (b) n 3 and w = n n?1 2 1 2 3 with`(x 1 ) <`(x).
Suppose rst that (a) holds. Let w 0 = w r?1 r r+1 and let x 0 = x r . The product b x e t w equals b x 0b r e t w 0 e t r+1 e t r e t r?1 , which in turn can be written as e t w 0b 3 2 1 . If w 0 = e, then n = 3 and x 3 2 1 is fully commutative; the latter holds because (1) x is fully commutative and has no reduced expression ending in 2 (as`(x 1 ) <`(x) and 1 , 2 do not commute) and (2) the presence of 3 precludes the possibility of obtaining a substring of the form 1 We conclude with a discussion of an application: it is possible as a consequence of Theorem 3.1.1 to describe very explicitly the structure of the fully commutative left, right and two-sided cells in type B. By 
