Coded aperture imaging uses many pinholes to increase the SNR for intrinsically weak sources when the radiation can be neither reflected nor refracted. Effectively, the signal is multiplexed onto an image and then decoded, often by computer, to form a reconstructed image. We derive the modulation transfer function (MTF) of such a system employing uniformly redundant arrays (URA). We show that the MTF of a URA system is virtually the same as the MTF of an individual pinhole regardless of the shape or size of the pinhole. Thus, only the location of the pinholes is important for optimum multiplexing and decoding. The shape and size of the pinholes can then be selected based on other criteria. For example, one can generate self-supporting patterns, useful for energies typically encountered in the imaging of laser-driven compressions or in soft x-ray astronomy. Such patterns contain holes that are all the same size, easing the etching or plating fabrication efforts for the apertures. A new reconstruction method is introduced called 6 decoding. It improves the resolution capabilities of a coded aperture system by mitigating a blur often introduced during the reconstruction step.
Introduction
For many situations in which an x-ray image is sought, one is faced with the problem that the x rays neither refract nor reflect. Thus, normal optics cannot be used. Two systems that can be used are the singlepinhole camera and the rastering collimator. Both systems usually require very long exposure times due to the inherently weak nature of many x-ray sources.
Given the same resources of time and available detector area, both the pinhole and the rastering collimators produce images with approximately the same quality, that is, the same signal-to-noise ratio (SNR). Coded aperture imaging is a technique that seeks to overcome the normally poor SNR in x-ray imaging.
In coded aperture imaging, the pinhole of the simple pinhole camera is replaced by many pinholes arranged in some pattern. The recorded picture consists of many overlapping images of the x-ray source, one image from each pinhole. The overlapping is so severe that the recorded picture usually bears no resemblance to the x-ray object. This necessitates some form of processing of the recorded picture to reconstruct the x-ray object.
The usual goal of coded aperture imaging is to improve the image by increasing the collecting area with the use of many pinholes but maintain the same angular resolution as a single pinhole. To accomplish this goal, a suitable choice for the pinhole pattern and decoding method must be made. A simple mathematical model gives insight into how those choices should be made. If A(x,y) is the aperture transmission and S(x,y) is the x-ray object, the expected value of the recorded picture can be modeled as 1 3 (1) where * is the correlation operator, and N(x,y) is a signal-independent noise. Signal-independent noise is considered to be whatever signal is not modulated by the aperture (e.g., the signal due to cosmic rays, electronic noise). The usual method of decoding is by filtering the picture to reconstruct the x-ray source, that is, the reconstructed source can be found as (2) where G (x,y) is referred to as the decoding function.
P(x,y) = S(x,y) * A(x,y) + N(x,y),

R(x,y) = P(x,y) * G(xy) = S * [A * G] + N * G
Equations (1) and (2) provide the basis for criteria for the selection of A and G. A and G should be chosen so that the reconstructed image is a faithful representation of the x-ray object at a resolution commensurate with a typical opening in the aperture. A and G should also not allow noise to dominate the reconstruction. The modulation transfer function (MTF) is useful in determining how faithful and how susceptible to noise the system is. The MTF indicates, as a function of spatial frequency, how efficient the imaging system is in passing frequency information. If the MTF has a zero value at some frequency, the image after processing no longer contains any structure with that frequency. If the MTF has a low value, the image after processing does not contain that frequency at the same strength as in the original object. Rather, the amplitude of that frequency component is proportional to the MTF.
In principle, one wants a MTF that is monovalued so that all frequencies are passed equally well. In practice, the noise in the system and the finite size pinholes prevent monovalued MTFs. For example, from Eq. (2) A * G is recognized as the system point-spread function (SPSF). As such, the frequency response of the system (3) where F is the Fourier transform operator, and for simplicity we have not included the normalization to unity at zero frequency. By choosing G to be the correlational inverse, A * G becomes a 6 We are faced with the following requirements for A and G:
(1) The SPSF should be similar to a function so that the reconstructed image is a faithful representation of the true object. In frequency space this means that the MTF of A * G should be as flat as possible. Another way of stating this is to say that A * G should pass all frequencies equally well, realizing that it undoubtedly falls off at high frequencies.
(2) To mitigate the effects of the noise, the MTF of A should be as flat as possible. If the MTF of A is monovalued, F(G) will not require excessively large terms to produce a 3 function SPSF [see Eq. (3)]. An alternate way of stating this requirement is that A should pass all frequencies equally well.
These requirements on A and G have not been met by most of the proposed aperture patterns. Fresnel zone plates, 1 2 particularly those with few zones (e.g., <50), and random arrays 3 Such an analysis uses a G function related to the con- the SPSF is not a function, and artifacts are introduced into the reconstruction. 2 4 5 In either case (convolutional inverse or correlation analysis) the reconstructed object can differ from the original object. Recently, a new type of pattern was proposed called uniformly redundant arrays 6 (URA), which can satisfy both the requirement for a function like SPSF and good noise handling characteristics. It is the purpose of this paper to derive the MTF for URA patterns. The insight gained from the derivation will be used to improve the design and decoding method of URA imaging systems.
MTF of the URA Aperture
Although there are several types of URA functions, 6 they all have the following three characteristics:
(1) They can be periodic, and in fact URAs are usually implemented as a mosaic of two cycles of a basic URA pattern. 6 Figure 1 is a typical URA mosaic. Each pinhole is a c X c area, and the basic pattern contains r X s elements. Thus, the mosaic has a period of rc in one direction and sc in the other. (2) The centers of the holes can occur only at equally spaced grid points. In Fig. 1 , the spacing is c.
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The properties of the Fourier transform of the aperture can be derived from Eq. (4) and the properties of u (xy). Equation (4) can be written in frequency space as
Here, U, H, and B represent the Fourier transform of u, h, and b, respectively. The first two of the above-mentioned characteristics of URAs give rise to properties of U(A,,v). Because u consists of 6 functions that can occur only at spacing c, U is periodic with a period of 1/c. In addition, since u is periodic (with a period of rc), U consists of 6 functions at spacing 1/rc, that is, 7] that a discrete Fourier transform of u * u(x,y) sampled on an r X s grid gives precisely U 2 (,g,v) at frequencies k/rc and /sc with 0 < k < r -1 and 0 < < s -1. Because these are the only possible frequencies at which I U(,1,v) I has nonzero values [see Eq. (6)], the discrete Fourier transform can completely determine the continuous function U 2 (ir,v). Equation (7) can be rewritten as
1=0 k=O when0 <x <rc, O <y <sc.
The discrete Fourier transform gives
when 0 < A < 1/c and 0 < v < 1/c, where the standard constant of proportionality cannot be specified because technically the Fourier integral is infinite due to the infinite nature of u(x,y). 
where k s 0, and # 0. Thus, the phases in U ( 1 u,v) have the same pattern as the pattern of pinholes and solid material in the aperture. Note that, given Eqs. gives rise to the discrete nature of Fig. 3(c) . In practice,
A(x,y) is usually limited in extent resulting in a continuous function for F(A) [see Eq. (5)]. Using the b(x,y), which limits A(x,y) to one cycle, gives
which is plotted in Fig. 3(d) . 
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Note that the practical effect of B(gA,v) is to blur together the functions of U( 1 i,v)H(u,v). This gives rise to the primary result of this paper, which is that F(A) is very well approximated as H(juv)
.
. This results in an Airy disk for H(g,v) and F(A) that contains spikes at (I/c, J/c).
It is instructive to compare the MTF of a URA pattern with the MTF expected for another commonly used coded aperture, the random array. 3 Of course, an infinite random array has the same properties as a URA.
The following comments refer only to finite random arrays. The random array can be decomposed into a Y) and hR (x,y) , and the corresponding UR (A, V) can be calculated. Here the subscript R refers to random. and is analogous to Fig. 3 
(a). Those frequencies at which UR (H, v)
is small were not passed well by the aperture, and, thus, the recorded picture is not only phase scrambled but also amplitude scrambled.
Although HR (V) would be the same for both URAs and random arrays, the MTFs are different. Figure   4 (b) is analogous to Fig. 3(e) and shows the MTF of a random array (assumed to be periodic for the sake of this demonstration). Although the overall trend of Fig.   4 (b) is similar to Fig. 3(e) , the random array MTF contains a range of values including very small terms due to the amplitude scrambling. In fact, we found 6 that roughly 15% of 32 X 32 random arrays have a zero in their transform at frequencies <1/c. For G to restore the amplitude at those frequencies where the MTF is small, G must at the same time enhance whatever noise is present at these frequencies. To avoid that enhanced noise, a G that restores the amplitudes is typically not used. Rather a correlation analysis is used, but that leads to artifacts. In contrast, the MTF of the URA is well behaved, falling off almost exactly as does the MTF of a single pinhole. The contribution by the noise to a URA reconstructed image has the same distribution (in frequency space) as would be expected by a single pinhole.
The comparison between the random array and the URA demonstrates that the good multiplexing properties of the URA are the result of the locations of the holes in the URA pattern and not their shape. Any hole shape can be used.
Selection of the A and G Functions
The MTF of A derived in the previous section provides insight into the URA function, which can lead to improved capabilities. For example, it is the location of the holes (but not their shape) that produces the desirable characteristics of the MTF of the URA. By desirable we mean no small terms in F(A), which would cause the noise term to dominate. Rather than being restricted to square holes of size c X c, one can select a more convenient hole shape. Round holes offer the advantage of being easier (than square holes) to fabricate by various plating processes. In addition, by making the holes smaller than c X c the aperture becomes self-supporting with all holes the same size.
Identical holes ease the fabrication effort. Note that the holes in Fig. 1 cause the aperture plate to fall apart. A supporting substrate eliminates this problem, but in some applications the x rays are at such a low energy that a substrate causes unacceptable absorption. For this reason, the recent 8 imaging of a laser-driven compression with a URA camera involved square holes of size c/2 X c/2, which was self-supporting.
We now turn to the G function. The first G function proposed 1 -3 was to use G equal to A (i.e., an autocorrelation analysis). The SPSF becomes A * A, which, assuming square holes, is a pyramid on top of a dc term (i.e., it is the convolution of two pinholes). One pinhole is inherent in the imaging for it arises from the pinholes in the aperture. The second pinhole arises from the fact that the recorded picture is correlated with a G function equal to A, which is equivalent to convolving with another pinhole. The MTF of the system (that is, including the encoding and decoding) is just the square of the MTF of the aperture F 2 (A). Reconstructed images from an autocorrelation analysis contain large dc terms. That dc term can be removed by using balanced correlation 6 9 for which mitigates this second blurring. In principle, the technique is to use
where
with 0 < k < 2r, 0 < 1 < 2s. The GA function is similar to GB except it does not contain the hole shape function h(x,y). Rather, it contains, in principle, 6 functions (thus the name 6 decoding). Note that GA does not have that component of GB (X,Y) , which contributes a second blurring during the reconstruction. It is not possible to represent a infinitesimally thin 6 function in the digital reconstruction, nor is it advisable, for the bandpass of a true 6 function is infinite, probably causing a decreased SNR. In the digital implementation, the so-called 3 functions are represented as a single element of a computer array, giving them an effective width. Typically, one might sample the recorded image in such a manner that the width of a single element represents about one-fourth of the width of the pinholes. Such 6 decoding was used in the recent URA imaging of a laser-driven compression. (15) which is just equally spaced monovalued 3 functions. The system MTF then becomes
which is plotted in Fig. 6(d). H(,,,) is the Fourier transform of a box function whose width equals the width represented by a single sample in the decoding array. Note that 6 decoding has a better frequency response than that of a correlation analysis [i.e., Fig It should be possible to use Eqs. (17) and (18) with standard image enhancement techniques to remove some of the single pinhole blurring, detector response blurring, and/or some of the diffraction.
IV. Summary
The URA avoids the near singularities inherent in the MTFs of other coded apertures. The study of the MTF of the URA aperture can provide insight into the workings of the URA, which can be used to improve its capabilities. We have derived the MTF by decom- By making the holes smaller than the spacing between holes, the pattern becomes self-supporting, eliminating the need for a supporting substrate. This is an important advantage in the imaging of laser-driven compressions, which typically emit x rays that would be partially absorbed by a substrate. Since no two holes touch, all the holes can be the same size, greatly easing the fabrication effort if done by etching or plating.
Round holes could also be used.
A new decoding method, called 3 decoding, has been developed. Delta decoding mitigates a blurring that was present in previous correlation reconstruction procedures. The MTF of the system using 6 decoding is virtually identical to that which would be obtained from a single pinhole of comparable size.
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