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1. Introduction
Fractional differential and integral equations can serve as an excellent tool for the description of mathematical modeling
of systems and processes in the fields of economics, physics, chemistry, aerodynamics, and polymer rheology. It also serves
as an excellent tool for the description of hereditary properties of various materials and processes. For more details on basic
theory of fractional differential equations, one can see the monographs [1–4], and the recent research papers [5–16].
The stability of functional equations was originally raised by Ulam in 1940 in a talk given at Wisconsin University.
The problem posed by Ulam was the following: ‘‘Under what conditions does there exist an additive mapping near an
approximately additive mapping?’’ (for more details see [17]). The first answer to the question of Ulam was given by Hyers
in 1941 in the case of Banach spaces in [18]: Let X1, X2 be two Banach spaces and ϵ > 0. Then for every mapping f : X1 → X2
satisfying
∥f (x+ y)− f (x)− f (y)∥ ≤ ϵ
for all x, y ∈ X1 there exists a unique additive mapping g: X1 → X2 with the property
∥f (x)− g(x)∥ ≤ ϵ, for all x ∈ X1.
Thereafter, this type of stability is called theHyers–Ulam stability. In 1978, Rassias [19] provided a remarkable generalization
of the Hyers–Ulam stability of mappings by considering variables. The concept of stability for a functional equation arises
when we replace the functional equation by an inequality which acts as a perturbation of the equation. Thus, the stability
question of functional equations is how do the solutions of the inequality differ from those of the given functional equation?
Considerable attention has been given to the study of the Hyers–Ulam and Hyers–Ulam–Rassias stability of all kinds of
functional equations; one can see the monographs of [20–22] and the research papers [23–30]. In particular, Wang et al.
firstly [31–34] discuss Ulam stability of fractional differential equations and obtain some new and interesting stability
results.
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In this paper we propose both a Hyers–Ulam and a Hyers–Ulam–Rassias stability study for the fractional Volterra type
integral equations with delay of the form
y(x) = Iqc+f (x, x, y(x), y(α(x)))
= 1
Γ (q)
 x
c
(x− τ)q−1f (x, τ , y(τ ), y(α(τ)))dτ , q ∈ (0, 1), (1)
where the symbol Iqc+ is fractional integral of the order q (see Definition 2.1), Γ (·) is the Gamma function, a, b, and c are
fixed real numbers such that −∞ < a ≤ x ≤ b < +∞, and c ∈ (a, b), f : [a, b] × [a, b] × R × R → R is a continuous
function, and α: [a, b] → [a, b] is a continuous delay function which therefore fulfills α(x) ≤ x, for all x ∈ [a, b].
The formal definitions of the Hyers–Ulam and Hyers–Ulam–Rassias stability for the case of the Eq. (1) can be defined as
follows. If for each function y satisfyingy(x)− 1Γ (q)
 x
c
(x− τ)q−1f (x, τ , y(τ ), y(α(τ)))dτ
 ≤ σ(x)
where σ is a nonnegative function, there is a solution y0 of the fractional Volterra integral equation (1) and a constant C1 > 0
independent of y and y0 such that
|y(x)− y0(x)| ≤ C1σ(x),
for all x ∈ [a, b], then we say that the fractional integral equation (1) has the Hyers–Ulam–Rassias stability. In the case
where σ takes the form of a constant function, we say that the integral equation (1) has the Hyers–Ulam stability.
2. Preliminaries
In this section, we introduce notations, definitions, and preliminary facts which are used throughout this paper. We need
some basic definitions and properties of the fractional calculus theory which are used further in this paper.
Definition 2.1. Given an interval [a, b] of R. The fractional order integral of a function h ∈ L1([a, b], R) of order γ ∈ R+ is
defined by
Iγa+h(t) = 1
Γ (α)
 t
a
(t − s)γ−1h(s)ds
where Γ (·) is the Gamma function.
In the sequel, we will use a Banach’s fixed point theorem in a framework of a generalized complete metric space. For
a nonempty set X , we introduce the definition of the generalized metric on X . A function d: X × X → [0,∞] is called a
generalized metric on X if and only if d satisfies
(A1) d(x, y) = 0 if and only if x = y;
(A2) d(x, y) = d(y, x) for all x, y ∈ X;
(A3) d(x, z) ≤ d(x, y)+ d(y, z) for all x, y, z ∈ X .
The above concept differs from the usual concept of a complete metric space by the fact that not every two points in X
have necessarily a finite distance. One might call such a space a generalized complete metric space.
Wenow introduce one of the fundamental results of Banach’s fixed point theorem in a generalized completemetric space.
For the necessity of introducing such a generalized metric, main proof and remarks, we refer to Diaz and Margolis [35]. This
theorem will play an important role in proving our main theorems.
Theorem 2.2. Let (X, d) be a generalized complete metric space. Assume that Λ: X → X is a strictly contractive operator with
the Lipschitz constant L < 1. If there exists a nonnegative integer k such that d(Λk+1x,Λkx) < ∞ for some x ∈ X, then the
following are true:
(a) The sequence {Λnx} converges to a fixed point x∗ of Λ;
(b) x∗ is the unique fixed point of Λ in
X∗ = y ∈ X | d(Λkx, y) <∞ ;
(c) If y ∈ X∗, then
d(y, x∗) ≤ 1
1− Ld(Λy, y).
Remark 2.3. The conclusion of this theorem, speaking in general terms, asserts that: either all consecutive pairs of the
sequence of successive approximations are infinitely far apart, or the sequence of successive approximations, with initial
element converges to a fixed point ofΛ.
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3. Hyers–Ulam–Rassias stability on bounded and unbounded intervals
This section is devoted to studying conditions underwhich the fractional Volterra integral equationwith delay (1) admits
the Hyers–Ulam–Rassias stability on bounded and unbounded intervals. We use ∥m∥Lσ ([a,b]) to denote the Lσ ([a, b], R+)
norm ofmwheneverm ∈ Lσ ([a, b], R+) for some σ with 1 ≤ σ <∞.
We first give a sufficient condition to guarantee the Hyers–Ulam–Rassias stability on bounded interval.
Theorem 3.1. Set M = 1
Γ (q)

1−p
q−p
1−p
(b − a)q−p with 0 < p < q. Let K and L be positive constants with 0 < KLM < 1.
Assume that α: [a, b] → [a, b] is a continuous function such that α(x) ≤ x, for all x ∈ [a, b] and f : [a, b] × [a, b] × R× R → R
is a continuous function which additionally satisfies the Lipschitz condition
|f (x, τ , y1(τ ), y1(α(τ)))− f (x, τ , y2(τ ), y2(α(τ)))| ≤ L|y1 − y2| (2)
for any x, τ ∈ [a, b] and y1, y2 ∈ R. If a continuous function y: [a, b] → R satisfiesy(x)− 1Γ (q)
 x
c
(x− τ)q−1f (x, τ , y(τ ), y(α(τ)))dτ
 ≤ ϕ(x) (3)
for all x ∈ [a, b] and for some c ∈ [a, b], where ϕ: [a, b] → (0,∞) is a L 1p -integrable function with satisfies x
c
(ϕ(τ ))
1
p dτ
p
≤ Kϕ(x) (4)
for all x ∈ [a, b], then there exists a unique continuous function y0: [a, b] → R such that
y0(x) = 1
Γ (q)
 x
c
(x− τ)q−1f (x, τ , y(τ ), y(α(τ)))dτ (5)
and
|y(x)− y0(x)| ≤ ϕ(x)1− KLM (6)
for all x ∈ [a, b].
Proof. Let us consider the space of continuous function
X = {g: [a, b] → R | g is continuous}. (7)
Similar to the Theorem 3.1 of [24], endowed with the generalized metric defined by
d(g, h) = inf {K ∈ [0,∞] | |g(x)− h(x)| ≤ Kϕ(x) for all x ∈ [a, b]} . (8)
It is known that (X, d) is a complete generalized metric space.
Define an operatorΛ: X → X by
(Λg)(x) = 1
Γ (q)
 x
c
(x− τ)q−1g(x, τ , g(τ ), g(α(τ)))dτ , (9)
for all g ∈ X and x ∈ [a, b]. Thus, because g is a continuous function, it follows thatΛg is also continuous and this ensures
thatΛ is a well defined operator.
The main reason to introduce the operatorΛ is to make the application of Theorem 2.2 possible, and so let us now verify
thatΛ is strictly contractive on X . To achieve our aim, we need to prove thatΛ is strictly contractive on X . For any g, h ∈ X ,
let Kgh ∈ [0,∞] such that
|g(x)− h(x)| ≤ Kghϕ(x) (10)
for any x ∈ [a, b] (note that this is always possible due to the definition of (X, d)). From the definition ofΛ and (2), (4) and
(10) that
|(Λg)(x)− (Λh)(x)| = 1
Γ (q)
 x
c
(x− τ)q−1|f (x, τ , g(τ ), g(α(τ)))− f (x, τ , h(τ ), h(α(τ)))|dτ

≤ L 1
Γ (q)
 x
c
(x− τ)q−1|g(τ )− h(τ )|dτ

≤ LKgh 1
Γ (q)
  x
c
(x− τ)q−1ϕ(τ)dτ

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≤ LKgh 1
Γ (q)
 x
c
(x− τ) q−11−p dτ
1−p  x
c
(ϕ(τ ))
1
p dτ
p
≤ KLMKghϕ(x)
for all x ∈ [a, b], that is, d(Λg,Λh) ≤ KLMKgh. Hence, we can conclude that d(Λg,Λh) ≤ KLMd(g, h) for any g, h ∈ X , and
since 0 < KLM < 1, the strictly continuous property is verified.
Let us take g0 ∈ X . From the continuous property of g0 andΛg0, it follows that there exists a constant 0 < K1 <∞ such
that
|(Λg0)(x)− g0(x)| =
 1Γ (q)
 x
c
(x− τ)q−1f (x, τ , g0(τ ), g0(α(τ)))dτ − g0(x)
 ≤ K1ϕ(x)
for all x ∈ [a, b], since f and g0 are bounded on [a, b] and minx∈[a,b] ϕ(x) > 0. Thus, (8) implies that
d(Λg0, g0) <∞.
Therefore, according to Theorem 2.2 (a), there exists a continuous function y0: [a, b] → R such thatΛng0 → y0 in (X, d)
as n →∞ andΛy0 = y0, that is, y0 satisfies Eq. (5) for every x ∈ [a, b].
We will now verify that {g ∈ X | d(g0, g) < ∞} = X . For any g ∈ X , since g and g0 are bounded on [a, b] and
minx∈[a,b] ϕ(x) > 0, there exists a constant 0 < Cg <∞ such that
|g0(x)− g(x)| ≤ Cgϕ(x)
for any x ∈ [a, b]. Hence, we have d(g0, g) < ∞ for all g ∈ X , that is, {g ∈ X | d(g0, g) < ∞} = X . Hence, in view of
Theorem 2.2 (b), we conclude that y0 is the unique continuous function with the property (5).
On the other hand, from (3) it follows that
d(y,Λy) ≤ 1. (11)
Finally, Theorem 2.2 (c) together with (11) implies that
d(y, y0) ≤ 11− KLM d(Λy, y) ≤
1
1− KLM ,
which means that the inequality (6) holds true for all x ∈ [a, b]. 
Using the same method in the proof of Theorem 3.1, one can obtain another sufficient condition to guarantee the
Hyers–Ulam–Rassias stability on bounded interval as follows.
Theorem 3.2. Let K and L be positive constants with 0 < KL < 1. Assume that α: [a, b] → [a, b] is a continuous function such
that α(x) ≤ x, for all x ∈ [a, b] and f : [a, b] × [a, b] × R × R → R is a continuous function which additionally satisfies the
Lipschitz condition (2) for any x, τ ∈ [a, b] and y1, y2 ∈ R. If a continuous function y: [a, b] → R satisfies inequality (3) for all
x ∈ [a, b] and for some c ∈ [a, b], where ϕ: [a, b] → (0,∞) satisfies 1Γ (q)
 x
c
(x− τ)q−1ϕ(τ)
 ≤ Kϕ(x) (12)
for all x ∈ [a, b], then there exists a unique continuous function y0: [a, b] → R which satisfies (5) and
|y(x)− y0(x)| ≤ ϕ(x)1− KL (13)
for all x ∈ [a, b].
Next, we will generalized the results to the case of unbounded intervals. More precisely, Theorem 3.2 is also true if
x ∈ [a, b] is replaced by x ∈ R as we see in the following theorem.
Theorem 3.3. Let K and L be positive constants with 0 < KL < 1. Assume that f : R× R× R× R → R is a continuous function
which satisfies the Lipschitz condition (2) for all x, τ ∈ R and all y1, y2 ∈ R, and α: R → R is a continuous function such that
α(x) ≤ x, for all x ∈ R. If a continuous function y: R → R satisfies the inequality (3) for all x ∈ R and for some c ∈ R, where
ϕ: R → (0,∞) is a continuous function with 1Γ (q)
 x
c
(x− τ)q−1ϕ(τ)
 ≤ Kϕ(x) (14)
for any x ∈ R, then there exists a unique continuous function y0: R → R which satisfies (5) and
|y(x)− y0(x)| ≤ ϕ(x)1− KL (15)
for all x ∈ R.
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Proof. We start by proving that y0 is a continuous function. For any n ∈ N , we define In = [c − n, c + n]. According to
Theorem 3.2, there exists a unique continuous function yn: In → R such that
y0,n(x) = 1
Γ (q)
 x
c
(x− τ)q−1f (x, τ , y0,n(τ ), y0,n(α(τ)))dτ (16)
and
|y(x)− y0,n(x)| ≤ ϕ(x)1− KL (17)
for all x ∈ In where α is defined on In. The uniqueness of y0,n implies that if x ∈ In, then
y0,n(x) = y0,n+1(x) = y0,n+2(x) = · · · . (18)
For any x ∈ R, let us define n(x) ∈ N as
n(x) = min{n ∈ N | x ∈ In}.
Moreover, we define a function y0: R → R by
y0(x) = y0,n(x)(x), (19)
and we assert that y0 is continuous. Indeed, for an arbitrary x1 ∈ R, we choose the integer n1 = n(x1). Then, x1 belongs to
the interior of In1+1 and there exists an ε > 0 such that y0(x) = y0,n1+1(x) for all x with x1 − ε < x < x1 + ε. Since y0,n1+1
is continuous at x1, so is y0. That is, y0 is continuous at x1 for any x1 ∈ R.
We will now show that y0 satisfies (5) and (15) for all x ∈ R. For an arbitrary x ∈ R, we choose the integer n(x) for an
arbitrary x ∈ R. Then, it holds that x ∈ In(x) and it follows from (16) and (19) that
y0(x) = y0,n(x)(x)
= 1
Γ (q)
 x
c
(x− τ)q−1f (x, τ , y0,n(x)(τ ), y0,n(x)(α(τ)))dτ
= 1
Γ (q)
 x
c
(x− τ)q−1f (x, τ , y0(τ ), y0(α(τ)))dτ ,
where the last equality holds true because n(τ ) ≤ n(x) and n(α(τ)) ≤ n(x) for any τ ∈ In(x) and it follows from (18) and
(19) that
y0,n(x)(τ ) = y0,n(τ )(τ ) = y0(τ )
and
y0,n(x)(α(τ)) = y0,n(τ )(α(τ)) = y0(α(τ)).
Since x ∈ In(x) for every x ∈ R, by (17) and (19), we have
|y(x)− y0(x)| = |y(x)− y0,n(x)(x)| ≤ ϕ(x)1− KL
for any x ∈ R.
Finally, we show that y0 is unique. Let z0: R → R be another continuous function which satisfies (5) and (15), with z0 in
place of y0, for all x ∈ R. Suppose x is an arbitrary real number. Since the restrictions y0|In(x) and z0|In(x) both satisfy (5) and
(15) for all x ∈ In(x), the uniqueness of yn(x) = y0|In(x) implies that
y0(x) = y0|In(x)(x) = z0|In(x)(x) = z0(x).
This completes the proof. 
4. Hyers–Ulam stability on a finite and closed interval
In the following theorem, we prove the Hyers–Ulam stability of fractional Volterra integral equation with delay (1)
defined on a finite and closed interval.
Theorem 4.1. Let 0 < M∗ = 1
Γ (q)

1−p
q−p
1−p
(b−a)q−p∥l∥
L
1
p ([a,b])
< 1with 0 < p < q and the norm of l is defined by ∥l∥
L
1
p ([a,b])
=
 b
a |l(t)|
1
p dt
p
. Assume that α: [a, b] → [a, b] is a continuous function such that α(x) ≤ x, for all x ∈ [a, b], and f : [a, b] ×
[a, b] × R× R → R is a continuous function which additionally satisfies the Lipschitz condition
|f (x, τ , y1(τ ), y1(α(τ)))− f (x, τ , y2(τ ), y2(α(τ)))| ≤ l(τ )|y1 − y2| (20)
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for any x, τ ∈ [a, b] and y1, y2 ∈ R, where l: [a, b] → R+ and l ∈ L 1p ([a, b]). If for some c ∈ [a, b], a continuous function
y: [a, b] → R satisfiesy(x)− 1Γ (q)
 x
c
(x− τ)q−1f (x, τ , y(τ ), y(α(τ)))dτ
 ≤ ε (21)
for all x ∈ [a, b] and some ε > 0, then there exists a unique continuous function y0: [a, b] → R such that
y0(x) = 1
Γ (q)
 x
c
(x− τ)q−1f (x, τ , y(τ ), y(α(τ)))dτ (22)
and
|y(x)− y0(x)| ≤ ε1−M∗ (23)
for all x ∈ [a, b].
Proof. First, we define a set X of all continuous functions g: I → R by
X = {g: I → R | g is continuous}
and introduce a generalized complete metric on X as follows
d(g, h) = inf{C ∈ [0,∞] | |g(x)− h(x)| ≤ C for all x ∈ [a, b]}.
Let us define an operatorΛ: X → X by
(Λg)(x) = 1
Γ (q)
 x
c
(x− τ)q−1f (x, τ , g(τ ), g(α(τ)))dτ , x ∈ I (24)
for all g ∈ X . We recall that for any continuous function g , the elementΛg is also continuous.
We now assert thatΛ is strictly contractive on X . For g, h ∈ X , let Kgh ∈ [0,∞] be an arbitrary constant with d(g, h) ≤
Kgh, that is, let us assume that
|g(x)− h(x)| ≤ Kgh (25)
for any x ∈ [a, b]. Moreover, it follows from (20), (24) and (25) that
|(Λg)(x)− (Λh)(x)| =
 1Γ (q)
 x
c
(x− τ)q−1f (x, τ , g(τ ), g(α(τ)))dτ
− 1
Γ (q)
 x
c
(x− τ)q−1f (x, τ , h(τ ), h(α(τ)))dτ

= 1
Γ (q)
 x
c
(x− τ)q−1|f (x, τ , g(τ ), g(α(τ)))− f (x, τ , h(τ ), h(α(τ)))|dτ

≤ 1
Γ (q)
 x
c
l(τ )(x− τ)q−1|g(τ )− h(τ )|dτ

≤ Kgh 1
Γ (q)
 x
c
(x− τ)q−1l(τ )dτ

≤ Kgh 1
Γ (q)
 x
c
(x− τ)(q−1) 11−p dτ
1−p  x
c
|l(τ )| 1p dτ
p
≤ M∗Kgh
for each x ∈ [a, b], that is, d(Λg,Λh) ≤ M∗Kgh. Thus, it follows that d(Λg,Λh) ≤ M∗d(g, h) for any g, h ∈ X , and we note
that 0 < M∗ < 1. The contraction property is verified.
Analogously to the proof of Theorem 3.1, we can show that each g0 ∈ X satisfies the property d(Λg0, g0) <∞.
Therefore, Theorem 2.1 (a) implies that there exists a continuous function y0: [a, b] → R such thatΛng0 → y0 in (X, d)
as n →∞, and such that y0 = Λy0, that is, y0 satisfies Eq. (22) for any x ∈ [a, b].
If g ∈ X , then g0 and g are continuous functions defined on a compact interval [a, b]. Hence, there exists a constant C > 0
with
|g0(x)− g(x)| ≤ C
for all x ∈ [a, b]. This implies that d(g0, g) < ∞ for every g ∈ X , or equivalently, {g ∈ X | d(g0, g) < ∞} = X . Therefore,
according to Theorem 2.2 (b), y0 is a unique continuous function with the property (22).
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Furthermore, from Theorem 2.2 (c)
d(y, y0) ≤ 11−M∗ d(Λy, y) ≤
ε
1−M∗ ,
which implies the validity of (23) for each x ∈ [a, b]. 
5. Examples
In this section, we present three examples (Examples 5.1–5.3) motivated from [32], which indicate how our theorems
can be applied to concrete problems.
Example 5.1. Set a = 0, b = min

− pq ln pp+q , π2

, K = 1 andM = 1
Γ (q)

1−p
q−p
1−p
(b−a)q−p > 0with 0 < p < q. Moreover,
choose L > 0 such that L < min{1,M−1}.
Given a polynomial p(x, τ ), we assume that a continuous function y: [a, b] → R satisfiesy(x)− 1Γ (q)
 x
0
(x− τ)q−1 [p(x, τ )+ L (y(τ )+ y(sin(τ )))] dτ
 ≤ e−qx,
for all x ∈ [a, b]. If we set f (x, τ , y(τ ), y(α(τ))) = p(x, τ )+ L (y(τ )+ y(sin(τ ))) , ϕ(x) = e−qx, we obtain x
0
e
−qτ
p dτ
p = pq − pqe− qxp
p
≤ e−qx,
for each x ∈ [a, b], since

p
q − pq e−
qx
p
p − e−qx ≤ 0 for all x ∈ [a, b]. According to Theorem 3.1, there exists a unique
continuous function y0: [a, b] → R such that
y0(x) = 1
Γ (α)
 x
0
(x− τ)q−1(L(y0(τ )+ y0(α(τ)))+ p(x, τ ))dτ
and
|y(x)− y0(x)| ≤ 11− L e
−qx,
for all x ∈ [a, b].
Example 5.2. Let I = [0,+∞]. Given a polynomial p(x, τ ), we assume that a continuous function y: I → R satisfiesy(x)− 1Γ (q)
 x
0
(x− τ)q−1 [p(x, τ )+ L (y(τ )+ y(2τ ))] dτ
 ≤ e−qx,
for all x ∈ I . We set f (x, τ , y(τ ), y(α(τ))) = p(x, τ ) + L (y(τ )+ y(2τ )), ϕ(x) = e−qx and M = max{1, 21−q}(1 + 1q )q−1. If
we choose K and q such that the inequality Mxq−1 − Ke−qx ≤ 0 has at least one positive solution, then one can arrive at 1Γ (q)
 x
0
(x− τ)q−1e−qτdτ
 ≤ Mxq−1 ≤ Ke−qx,
for each x ∈ I . Now, it remains to choose a constant L with 0 < KL < 1. In view of Theorem 3.3, there exists a unique
continuous function y0: I → R such that
y0(x) = 1
Γ (q)
 x
0
(x− τ)q−1(L(y0(τ )+ y0(2τ )+ p(x, τ )))dτ
and
|y(x)− y0(x)| ≤ 11− KLe
−qx
for all x ∈ I .
Example 5.3. Set a = 0 and 0 < b < min


Γ (q)
(
p
1+p )p(
1−p
q−p )1−p
 1
q+1
, π2
 with 0 < p < q. Putting l(τ ) = τ , it is obvious
that ∥l∥
L
1
p ([a,b])
= ( p1+p )pb1+p. Moreover,M∗ = 1Γ (q)

1−p
q−p
1−p
(b− a)q−p∥l∥
L
1
p ([a,b])
∈ (0, 1). We assume that a continuous
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function satisfiesy(x)− 1Γ (q)
 x
0
(x− τ)q−1 [p(x, τ )+ τ (y(τ )+ y(sin(τ )))] dτ
 ≤ ε
for all x ∈ [a, b] and some ε > 0, where p(x, τ ) is a polynomial. Then by Theorem 4.1, there exists a unique continuous
function y0: [a, b] → R such that
y0(x) = 1
Γ (q)
 x
0
(x− τ)q−1 [p(x, τ )+ τ (y(τ )+ y(sin(τ )))] dτ
and
|y(x)− y0(x)| ≤ ε1−M∗
for all x ∈ [a, b].
6. Conclusions
Two kinds of novel stability concepts, Hyers–Ulam–Rassias stability and Hyers–Ulam stability, of a fractional Volterra
integral equation with delay are offered. Using Banach’s fixed point theorem in a generalized complete metric space, we
prove the Hyers–Ulam–Rassias stability on bounded and unbounded intervals and Hyers–Ulam stability results on a finite
and closed interval, which extended the corresponding results for integer Volterra integral equationswith delay on bounded
and unbounded intervals.
Our concepts will remind us that we do not need to obtain the exact solutions when we study a Hyers–Ulam–Rassias
stable and Hyers–Ulam stable system. All that is required is to find a function which satisfies an approximation inequality
with control functions. That is to say, there exists a close exact solution when the system is Hyers–Ulam–Rassias stable or
Hyers–Ulam stable.
Our further work will be devoted to extend the current concepts to Hyers–Ulam stability and Hyers–Ulam–Rassias
stability for impulsive fractional differential equations.
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