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Monte-Carlo Simulations of the DynamicalBehavior of the Coulomb GlassTorsten Wappler y, Thomas Vojta yz and Michael Schreiber yy Institut fur Physik, Technische Universitat,D-09107 Chemnitz, Federal Republic of Germanyz Materials Science Institute, University of Oregon,Eugene, OR 97403, USAAbstractWe study the dynamical behavior of disordered many-particle systemswith long-range Coulomb interactions by means of damage-spreading sim-ulations. In this type of Monte-Carlo simulations one investigates thetime evolution of the damage, i.e. the dierence of the occupation num-bers of two systems, subjected to the same thermal noise. We analyzethe dependence of the damage on temperature and disorder strength. Forzero disorder the spreading transition coincides with the equilibrium phasetransition, whereas for nite disorder, we nd an evidence for a dynamicalphase transition well below the transition temperature of the pure system.1 IntroductionThe combined inuence of disorder and long-range interactions on the propertiesof many-particle systems has been a subject of great interest for some time. Inelectronic systems already disorder or interactions alone can drastically changethe physical behavior. Disorder can lead, e.g., to a metal-insulator transition dueto Anderson localization. On the other hand, a metal-insulator transition can alsobe induced by correlations due to electron-electron interactions. If disorder andinteractions are both signicant then complex physical problems and phenomenaarise, many of which are not completely understood.The behavior of strongly localized correlated electrons in disordered insulatorsis especially complicated, both experimentally and theoretically. Thus progresshas been slow since the rst investigations [1, 2]. Many properties of such systemsare still poorly understood. In particular there are only few and contradictingresults on thermodynamics, phase diagram, phase transitions or critical behavior,and the examination of the dynamical behavior is only at its beginning [3]. Two1
of the central questions are whether or not the disordered interacting electronsystem shows glassy behavior and what is the nature of the glassy "state". Twodierent views can be found in the literature. In the earlier work the formalsimilarity between disordered localized electrons and spin glasses had lead tospeculations about a possible equilibrium phase transition to a spin-glass-likelow-temperature phase [4, 5]. More recent investigations show, however, growingexperimental and theoretical evidence of the transition being of dynamical nature[6, 7, 8, 9].In this paper we study the dynamical behavior of disordered localized elec-trons by means of the damage-spreading method. In this type of Monte-Carlosimulations the microscopic dierences of the time evolution between two sys-tems are investigated. In particular, we address the question of a dynamicalphase transitions from a dynamically active high-temperature phase to a frozenlow-temperature phase upon changing characteristic parameters like disorder ortemperature. Our paper is organized as follows. In Sect. 2 we introduce theCoulomb glass model, the prototype model of disordered localized electrons. InSect. 3 we describe the damage spreading technique, whereas in Sect. 4 wepresent the results for the dynamical behavior of the model. Section 5 is dedi-cated to some discussions and conclusions.2 ModelOur investigations are based on the Coulomb glass model rst proposed by Efrosand Shklovskii [2] to describe compensated doped semiconductors. Later it hasalso been applied to simulate granular metals [10] and conducting polymers[11, 12]. The model consists of a square or cubic lattice of linear size L withN = Ld sites (in d dimensions) and lattice constant a. The sites can be oc-cupied by KN (0 < K < 1) electrons. These electrons are interacting via anunscreened Coulomb potential. To guarantee charge neutrality every site carriesa compensating charge of +Ke ( e is the charge of the electron). The disorderof this system is described by the random potential 'i. The Hamiltonian of theCoulomb glass is given byH =Xi ('i   )ni + 12Xi6=j(ni  K)(nj  K)Uij Uij = e2rij (1)where  is the chemical potential, ni (with values 0 or 1) is the occupation numberof site i and rij denotes the distance between sites i and j. In the rest of thepaper we set the interaction strength between nearest neighbor sites e2=a = 1which xes the energy scale. The random potential energies 'i are independentfrom each other and chosen according to some probability distribution W (').We use the box distribution with mean 0 and width W0. The parameter W0measures the strength of the disorder. Specically, we investigate a half-lled2
























εFigure 1: Single-electron density of states of the Coulomb glass at T = 0:008 fordierent strengths of disorder.by using only single-electron exchanges between the system and a reservoir, butwe have also checked more complicated move classes. As long as we do not in-clude distance-dependent "tunneling terms" into the transition probabilities (5)applying dierent move classes yields data which do not show a qualitativelydierent behavior. We attribute this result to the fact that single and multipleelectron hops can be combined from the moves in our implementation of singleelectron exchanges with an external reservoir. Thus all many-electron states withKN electrons are available in our simulation. A more detailed investigation ofthis question including the eects of distance-dependent transition probabilitieson the damage-spreading simulations is in progress.3 Damage SpreadingThe damage-spreading technique [15] is a modication of the usual Monte-Carlomethod. The idea is to look not at the time evolution of a single system butto compare the time evolutions of two systems which are subjected to the samethermal noise (i.e., the same random numbers are used within the Metropolisalgorithm). Usually, at the beginning of the simulation the occupation numbersof both systems dier only at a single site (or at a few sites, e.g. a single columnin a 2D lattice system). 4
Since both systems are thermodynamically identical, averages of equilibriumquantities will be the same for both systems. Microscopically, however, thetwo systems may evolve dierently from each other. The central observable indamage-spreading simulations is the Hamming distance D(t), which is the por-tion of sites for which the occupation numbers dier between the two systems.D(t), which measures the "damage", is given byD(t) = 1N Xi jnoi (t)  noi (t)j (6)where noi (t)and nci(t) are the occupation numbers of site i of the original systemand the copy at (Monte-Carlo) time t. ForD(t) = 0 the two systems are identical,D(t) = 1=2 describes completely uncorrelated congurations, and for D(t) = 1the two systems are totally anticorrelated. In the course of the time evolutionthe two systems evolve towards a steady state, in which D(t) uctuates aroundan asymptotic average valueD = lim!1 limt!1 1 Z t+t dt0D(t0) (7)Depending on the values of the external parameters temperature and disor-der strength dierent regimes can be observed in principle if the initial damageD(0) is small: The damage may heal out during the time evolution (D = 0), thesystems may stay partially correlated for innite time (D < 1=2), or the systemsmay become completely uncorrelated so that D = 1=2. In contrast to the thermo-dynamics the detailed behavior of D(t) depends on the choice of the dynamicalalgorithm. Whereas Metropolis, Glauber and heat-bath dynamics give the sameresults for equilibrium quantities of a single system, the damage spreading resultsdier. For the Metropolis dynamics which we use (as well as for the Glauberdynamics) the damage tends to heal at low temperatures and tends to spreadat high temperatures [15]. In contrast, the heat-bath dynamics yields healing athigh temperatures and frozen congurations at low temperatures [16]. (Note thatsince D is not a thermodynamic quantity but measures the microscopic dier-ences between two systems, there is no reason to expect that dierent dynamicalalgorithms give the same results.)We apply the damage-spreading technique to the 2D Coulomb-glass modelat half lling K = 1=2 and linear system sizes L = 20; :::; 80. The simulationproceeds as follows: (i) We create the initial system by choosing random potentialvalues according to the probability distribution W (') and occupy the sites atrandom with KN electrons. (ii) We equilibrate this system at temperature T byperforming several (at least 300) Monte-Carlo sweeps according to the Metropolisalgorithm. (iii) A copy of the system is created and modied at a single site (orseveral sites). This dierence in the occupation numbers constitutes the initialdamage. (iv) We study the time evolution of the original and the copy using5













































Figure 3: Time dependence of the Hamming distance of the 2D Coulomb glassfor dierent temperatures and W0 = 0:5.7
4.2 Inuence of the long-range interactionThe character of the interaction has a large inuence on the time evolution ofthe damage. In systems with nearest-neighbor interactions, e.g. the Ising model,the damage can only spread within a single Monte-Carlo step from one site ofthe system to its neighbor. Therefore the clouds of damaged sites can only growslowly in space and tend to be more compact (but not necessarily connected). Incontrast, in systems with long-range interactions the occupation number of anysite eects all other sites. The damage can spread from one site of the system toany other site within a single Monte-Carlo step. Therefore the damage spreadsmuch faster as in systems with short-range interactions and the damage cloudsare usually not compact. A comparison of the two cases is presented in Fig. 4.
Figure 4: Snapshot of the damage for 2D systems with short-range interactions(left) and long-range interactions (right) for T = 0:5 and W0 = 0:5 at a time of 5Monte-Carlo sweeps after the introduction of a single damaged site. A lled circleindicates a damaged site where the occupation numbers of the two systems dier,an empty circle indicates that the occupation numbers of that site are identicalin both systems.Note, that since the damage can spread from one site to any other site inthe case of long-range interactions, some of the methods developed to analyzethe damage-spreading simulations [15, 17] cannot be used for systems with long-range interactions. This applies to all methods that measure the spatial extensionof the damage, and its evolution, because the spatial extents of the damage cloudis not a well dened quantity for systems with long-range interactions.8
























































































Figure 8: Hamming distance versus temperature for various system sizes atW0 =0.5 Conclusions and OutlookWe have used the damage-spreading technique to examine the low-temperaturedynamics of disordered electronic systems with localized states based on theCoulomb glass model. We have found that the dynamics of the system freezesbelow a spreading temperature TS. For zero disorder this damage spreadingtransition coincides with the equilibrium phase transition within our accuracy.At nite disorder strength, when there is no equilibrium phase transition, thespreading point TS is shifted to lower temperatures. However, TS remains -nite even for larger disorder strengths. Consequently, there is a low temperature"phase" of the Coulomb glass with frozen dynamics and a high temperature phasewhere the damage spreads through the system. In the case of nite disorder W0the spreading transition is a purely dynamic transition which does not possessan equilibrium counterpart. A more detailed investigation of this transition isin progress. It is, however, hampered by nite-size eects since the long-rangeinteraction severely restricts the possible system sizes in our simulations. Theselimited system sizes are also the reason why the spreading point TS for high valuesof disorder could not yet be determined exactly. For small disorder strengths thespreading point TS is still close to the (second-order) equilibrium phase transitiontemperature Tc of the system without disorder. Since physical quantities in thevicinity of a critical point can usually be described by scaling laws we expect the12
Hamming distance D to obey the homogeneity relationD(W0; T ) = tf W0t'  ; t = jT   Tcj (8)with the critical exponents ' and . The con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