Abstract-An extended 2-point one-step block method formula with order four is formulated for solving stiff initial value problem. The method is similar to Runge-Kutta method which has a self-starting formula. The approximation solutions at two points will be computed simultaneously by integrating the coefficients over the closest point in the block. The accuracy and the stability properties of the method will be investigated. The numerical results show the efficiency of the proposed method in terms of accuracy when solving stiff initial value problems
In 1952, [1] observed that for certain ODEs from chemical kinetics, electrical circuit theory, and problems of missile guidance required a very satisfactory method to be solved. [2] stated that the problems have strongly decreasing and increasing solution components called stiff problems. The concept of stiff can be defined in [3] by obtaining the eigenvalue of (1).
The common numerical methods used to solve (1) can be categorized as one-step method and multistep method, either in block or non-block techniques. Several researchers proposed the one-step block method such as [4] , [5] and [6] . Consequently, the idea in [4] is developed by [7] into a set of implicit formulas with a block of new approximation values simultaneously.
Thus, [8] proposed an implicit one-step block method by integrating (1) over the closest points in a block and showing the efficiency as the tolerance gets smaller. In 2012, [9] implemented Newton's iteration based on multistep method by introducing 2-point block extended backward differentiation formula (BDF) for stiff ODEs. Recently in [10] , the authors implemented the method that has been proposed in [8] with Newton's iteration for solving stiff problems of (1).
The main idea of the study is to extend the work done by [10] by finding two approximation solutions in a block to solve (1) particularly for stiff problems. The formula is derived based on the integration technique using Lagrange interpolation polynomial and the Newton's iteration is used for implementation technique. Concurrently, the proposed method involves an extra future point to enhance the performance in terms of accuracy and this method is known as extended one-step block method (EOSB).
II. METHODOLOGY
In order to obtain the two approximation values of The solution at the point n x is used to begin the k th block while the solution at the point 2 n x + is the last point in the k th block. Then, the last point in the k th block will be used to start the (k+1) th block and the process continues till the end of interval. According to [9] , an extra future point in (k+1) th block used to assist the evaluation process of two solutions in k th block. By replacing dx h ds = and changing the limit of integration, we obtain 
III. EXTENDED 2-POINT ONE-STEP BLOCK METHOD
The integral in (6) is evaluated and produces the first formula of the extended 2-point one-step block method as follows,
Now, taking Then, replace
with Lagrange interpolation polynomial in (4) and changing the limit, the second formula of the proposed method is obtained,
Again, by applying the same procedure in deriving the first and second formula, the formula for extended point is obtain
IV. ORDER OF THE METHOD
The extended 2-point one-step block formula in (7) and (8) 
,
This approach is used for the purpose of determining the order of the method which has been suggested by [3] . The proposed method has order p if
where 1 p C + is the error constant and the formulae is defined as ( )
Therefore, the order and error constant of this method can be obtained by using equation (13) . 
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Hence, the extended 2-point one-step block method is of order four and the error constant is given by 
V. IMPLEMENTATION OF THE METHOD
The proposed method which will be implemented using Newton's iteration is given by (20)
As mentioned, this proposed method is similar to RungeKutta method which has a self-starting formula to predict the values of Since the predictor-corrector scheme, PE (CE) i is used to evaluate the solutions for each block, then the formula (7), (8) and (9) In order to improve the accuracy, the convergence test at the last point in the block will be 
where i is number of iterations to iterate the corrector to converge.
The maximum error is given by
where T is the total step and N is the number of equations. The error bound of Newton iteration that has been used for this study is ( ) 
VI. STABILITY OF THE METHOD
The stability of one-step block method for solving first order ODEs has been investigated by [8] . Therefore, using the similar approach in [8] , the extended 2-point one-step block formula in (7) and (8) 
The following stability polynomial is obtained, 
where H hλ = and the stability region is plotted as shown in Fig. 2 .
The stability region of the proposed method is outside the boundary of the circle and it is shown that the proposed method has a large area of stability. This means that it can affect the choice of the step size in order to obtain the solutions. The tables below showed the numerical results for all tested problems which solved using the proposed method and being compared with existed method. The following notations are used in the table will indicate:
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E2OSB
Extended 2-point one-step block method in this paper 2BEBDF(I) 2-point block extended BDF method in [9] 2BDF r = 2-point block BDF method in [12] BBDF (5) Fifth order block BDF method in [16] 2PBOSM 2-point one-step block method in [10] 2BEBDF(II) 2-point block extended BDF method in [15] No data has been reported in the reference Table I -VI, it is obvious that the E2OSB outperformed compared to the existing methods in terms of accuracy for all tested problems. The proposed method manages to solve the stiff problems and obtain acceptable results at larger step sizes. Therefore, it can be concluded that the extended 2-point one-step block method is suitable for solving stiff ODEs.
