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We investigate the concept of q-replicated argument in symmetric functions with its
connection to spectral functions of hyperbolic geometry. This construction suffices
for vector generation functions in the form of q-series and string theory. We hope
that the mathematical side of the construction can be enriched by ideas coming from
physics. Published by AIP Publishing. https://doi.org/10.1063/1.4994135
I. INTRODUCTION
In this paper, we discuss the multipartite (vector) generation functions and the vertex operators,
and how it can be applied to derive some explicit results concerning the bosonic strings, symmetric
functions, spectral functions of hyperbolic geometry, and the vertex operator traces.
A. The organization of the paper and our key results
In Sec. II, we begin with a brief review of the multipartite generation functions and derive some
explicit results using the Bell polynomial technique.
We then turn to the polynomial ring Λ(X) and its algebraic properties (Sec. III) and proceed to
apply restricted specializations and q-series.
We consider a 2N-piecewise string in Sec. IV A. A piecewise uniform bosonic string which
consists of 2N parts of equal length, of alternating type I and type II material, is relativistic in the
sense that the velocity of sound everywhere equals the velocity of light. The present section is a
continuation of two earlier papers, one dealing with the Casimir energy of a 2N-piece string1 and the
other dealing with the thermodynamic properties of a string divided into two (unequal) parts.2
Finally in Secs. IV B and IV C, we turn to symmetric functions with replicated variables
and vertex operator traces in connection with the spectral functions of hyperbolic geometry.
There have been interesting developments in physics, in string theory, and related subjects. Dur-
ing the last few years or so, the mathematical side has been greatly enriched by ideas from
physics.
II. MULTIPARTITE GENERATING FUNCTIONS
For any ordered m-tuple or multipartite numbers of nonnegative integers (not all zeros),
(k1, k2, . . . , km)=−→k , let us consider the (multi)partitions, i.e., distinct representations of (k1, k2,
. . . , km) as sums of multipartite numbers. Let C(z,m)− (
−→k )= Cm− (z; k1, k2, · · · , km) be the number of such
multipartitions; in addition, introduce the symbol C(z,m)+ (
−→k )= C(m)+ (z; k1, k2, · · · , km). Their generating
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functions can be defined as4
F(z; X) def=
∏
−→k ≥0
(
1 − zxk11 xk22 · · · xkmm
)−1
=
∑
−→k ≥0
C(z,m)− (
−→k )xk11 xk22 · · · xkmr , (2.1)
G(z; X) def=
∏
−→k ≥0
(
1 + zxk11 x
k2
2 · · · xkmm
)
=
∑
−→k ≥0
C(z,m)+ (
−→k )xk11 xk22 · · · xkmm . (2.2)
Then
logF(z; X)=−
∑
−→k ≥0
log
(
1 − zxk11 xk22 · · · xkmr
)
=
∑
−→k ≥0
∞∑
n=1
zn
n
x
nk1
1 x
nk2
2 · · · xnkmm
=
∞∑
n=1
zn
n
(1 − xn1)−1(1 − xn2)−1 · · · (1 − xnm)−1
=
∞∑
n=1
zn
n
m∏
j=1
(1 − xnj )−1, (2.3)
logG(−z; X)= logF(z; X) . (2.4)
Let βm(n)B∏mj=1(1 − xnj )−1, and finally
F(z; X)=
∑
−→k ≥0
C(z,m)− (
−→k )xk11 xk22 · · · xkmm = exp *,
∞∑
n=1
zn
n
βm(n)+- , (2.5)
G(z; X)=
∑
−→k ≥0
C(z,m)+ (
−→k )xk11 xk22 · · · xkmm = exp *,
∞∑
n=1
(−z)n
n
βm(n)+- . (2.6)
A. The Bell polynomials
The Bell polynomials, first extensively studied by Bell (see, for example, Ref. 5), arise in the
task of taking the nth derivative of a composite function. Namely, one can find a formula for the n-th
derivative of h(t) = f(g(t)). If we denote dnh/dtn = hn, dnf /dgn = f n, and dng/dtn = gn, then we see
that h1 = f1, h2 = f1g2 + f2g21, h3 = f1g3 + 3f2g2g1 + f3g31, · · · . By mathematical induction, we find that
hn = f 1αn1(g1, . . . , gn) + f 2αn2(g1, . . . , gn) + · · · + f nαnn(g1, . . . , gn), where αnj(g1, . . . , gn) is a
homogeneous polynomial of degree j in g1, . . . , gn.
As a result, the study of hn may be reduced to the study of the Bell polynomials: Yn(g1, g2, . . . ,
gn) = αn1(g1, . . . , gn) + αn2(g1, . . . , gn) + · · · + αnn(g1, . . . , gn). Note that Yn is a polynomial in n
variables and the fact that gj was originally a jth derivative is not necessary in the consideration.
Recurrence relations for the Bell polynomial Yn(g1, g2, . . . , gn) and generating function B(z)
have the forms4
Yn+1(g1, g2, . . . , gn+1)=
n∑
k=0
(
n
k
)
Yn−k(g1, g2, . . . , gn−k)gk+1, (2.7)
B(z)=
∞∑
n=0
Ynzn/n!=⇒ logB(z)=
∞∑
n=1
gnzn/n!. (2.8)
From the last formula, one can obtain the following explicit formula for the Bell polynomials (it is
known as Faa di Bruno’s formula):
Yn(g1, g2, . . . , gn)=
∑
k ` n
n!
k1! · · · kn!
n∏
j=1
(
gj
j!
)kj
. (2.9)
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If we let
F(z; X)B 1 +
∞∑
j=1
Pj(x1, x2, . . . , xm)zj, Pj = 1 +
∑
−→k >0
P(−→k ; j)xk11 · · · xkmm , (2.10)
G(z; X)B 1 +
∞∑
j=1
Qj(x1, x2, . . . , xr)zj, Qj = 1 +
∑
−→k >0
Q(−→k ; j)xk11 · · · xkmm , (2.11)
then the following result holds (see for details Ref. 4):
Pj = 1j!Yj (0!βm(1), 1!βm(2) , . . . , (j − 1)!βm(j)) , (2.12)
Qj = 1(−1)jj!Yj (−0!βm(1), −1!βm(2) , . . . , −(j − 1)!βm(j)) . (2.13)
B. Restricted specializations and q-series
Setting X = (x1, x2, . . . , xr , 0, 0, . . . ) = (q, q2, . . . , qr , 0, 0, . . . ) for finite additive manner, as a
result, we get
F(z; X)=
∏
−→k ≥0
(
1 − zqk1+k2+· · ·+kr
)−1
= exp *,−
∞∑
m=1
zm
m
r∏
`=1
(1 − q`m)−1+- , (2.14)
G(z; X)=
∏
−→k ≥0
(
1 + zqk1+k2+· · ·+kr
)
= exp *,−
∞∑
m=1
(−z)m
m
r∏
`=1
(1 − q`m)−1+- . (2.15)
1. Spectral functions of hyperbolic geometry
Let us begin by explaining the general lore for the characteristic classes and g-structure on
compact groups.
Remark 2.1. Suppose g is the Lie algebra of a Lie group G. Let us consider the pair (Γ, G) of
Lie groups, where Γ is a closed subgroup of G with normalizer subgroup NΓ ⊂ G. Then the pair (Γ,
G) with the discrete quotient group NΓ/Γ corresponds to the inclusion g ↪→Wn, where Wn is the Lie
algebra of formal vector fields in n = dim G/Γ variables, while the homogeneous space G/Γ possesses
a canonical g-structure ω. Combining this g-structure with the inclusion g ↪→Wn, one obtains a Wn-
structure on the quotient space G/Γ for any discrete subgroup Γ of the Lie group G; this is precisely
the Wn-structure which corresponds to the Γ-equivariant foliation of G by left cosets of Γ.6 The
homomorphism
charω : Γ](Wn)→ Γ](G/Γ,R) (2.16)
associated with characteristic classes of Wn-structures decomposes into the composition of two
homomorphisms
Γ](Wn)→ Γ](g) and Γ](g)→ Γ](G/Γ,R). (2.17)
The first homomorphism is independent of Γ and is induced by the inclusion g ↪→Wn, while the
second homomorphism is independent of Γ and corresponds to the canonical homomorphism that
determines the characteristic classes of the canonical g-structure ω on G/Γ.
If the group G is semi-simple, then the Lie algebra g is unitary and G contains a discrete
subgroup Γ for which G/Γ is compact; for appropriate choice of Γ, the kernel of the homomorphism
Γ](Wn)→ Γ](G/Γ,R) coincides with the kernel of the homomorphism Γ](Wn)→ Γ](g).
In our applications, we shall consider a compact hyperbolic three-manifold G/Γ with
G= SL(2,C). By combining the characteristic class representatives of field theory, elliptic genera
with the homomorphism charω , we can compute quantum partition functions in terms of the spectral
functions of hyperbolic three-geometry.7,8
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Let us introduce next the Ruelle spectral function R(s) associated with hyperbolic three-
geometry.7,8 The functionR(s) is an alternating product of more complicated factors, each of which is
the so-called Patterson-Selberg zeta-functions ZΓγ ; functionsR(s) can be continued meromorphically
to the entire complex plane C,
∞∏
n=`
(1 − qan+ε)=
∏
p=0,1
ZΓγ ((a` + ε)(1 − i%(ϑ)) + 1 − a︸                             ︷︷                             ︸
s
+a(1 + i%(ϑ)p)(−1)p
=R(s= (a` + ε)(1 − i%(ϑ)) + 1 − a), (2.18)
∞∏
n=`
(1 + qan+ε)=
∏
p=0,1
ZΓγ ((a` + ε)(1 − i%(ϑ)) + 1 − a + iσ(ϑ)︸                                        ︷︷                                        ︸
s
+a(1 + i%(ϑ)p)(−1)p
=R(s= (a` + ε)(1 − i%(ϑ)) + 1 − a + iσ(ϑ)), (2.19)
where q ≡ e2piiϑ , %(ϑ) = Re ϑ/Im ϑ, σ(ϑ) = (2 Im ϑ)1, a is a real number, and ε, b ∈C, ` ∈Z+.
Obviously, ∏r`=1(1 − q`m)−1 ≡∏∞`=1(1 − q`m)−1 ∏∞`=r+1(1 − q`m) and
F(z; X)=
∏
−→k ≥0
(
1 − zqk1+k2+· · ·+kr
)−1
= exp *,−
∞∑
m=1
zm
m
· R(s=−im%(ϑ)(r + 1) + mr + 1)R(s=−im%(ϑ) + 1)
+- , (2.20)
G(z; X)=
∏
−→k ≥0
(
1 + zqk1+k2+· · ·+kr
)
= exp *,−
∞∑
m=1
(−z)m
m
· R(s=−im%(ϑ)(r + 1) + mr + 1)R(s=−im%(ϑ) + 1)
+- . (2.21)
2. Hierarchy
Setting Oqk0+k1+· · ·+kr =O−→k qk0 with O−→k =Oqk1+· · ·+kr [
−→k = (k1, . . . , kr)] we get
Z2
(
O−→k , q
)
=
∞∏
k0=0
[
1 −O−→k q
k0
]−1
= [(1 −O−→k )R(s= (k1 + · · · + kr)(1 − i%(τ)))]
−1
. (2.22)
Therefore the infinite products ∏∞kr=0 ∏∞kr−1=0 · · ·∏∞k1=0 ∏∞k0=0(1 − qk0+k1+· · ·+kr )−1 can be factorized
as
∏
−→k ≥−→0 Z2
(
O−→k , q
)
. We can treat this factorization as a product of r copies, each of them is
Z2
(
O−→k , q
)
and corresponds to a free two-dimensional conformal field theory (see Ref. 7 for similar
results).
III. SYMMETRIC FUNCTIONS FOR QUANTUM AFFINE ALGEBRAS
A. The polynomial ring Λ(X )
Let Z[x1, . . . , xn] be the polynomial ring, or the ring of formal power series, in n commuting
variables x1, . . . , xn. The symmetric group Sn acts on n letters of this ring by permuting the variables.
For pi ∈ Sn and f ∈Z[x1, . . . , xn], we have pif (x1, . . . , xn) = f (xpi (1), . . . , xpi (n)). We are interested
in the subring of functions invariant under this action, pif = f, that is to say the ring of symmetric
polynomials in n variables: Λ(x1, . . . , xn)=Z[x1, . . . , xn]Sn . This ring may be graded by the degree
of the polynomials so that Λ(X) = ⊕n Λ(n) (X), where Λ(n) (X) consists of homogeneous symmetric
polynomials in x1, . . . , xn of total degree n.
In order to work with an arbitrary number of variables, following Macdonald,9 we define the
ring of symmetric functionsΛ= limn→∞ Λ(x1, . . . , xn) in its stable limit (n→∞). There exist various
bases of Λ(X):
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(i) Z bases for Λ(n) are provided by the monomial symmetric functions {mλ}, where λ is any
partition of n.
(ii) The other (integral and rational) bases for Λ(n) are provided by the partitions λ of n. There
are the complete, elementary, and power sum symmetric functions: hλ = hλ1 hλ2 · · · hλn , eλ
= eλ1 eλ2 · · · eλn , and pλ = pλ1 pλ2 · · · pλn , where for ∀n ∈Z+,
hn(X)=
∑
i1≤i2 · · ·≤in
xi1 xi2 · · · xin , en(X)=
∑
i1<i2 · · ·<in
xi1 xi2 · · · xin , pn(X)=
∑
i
xni , (3.1)
with the convention h0 = e0 = p0 = 1 and hn = en = pn = 0. Three of these bases are multiplicative,
with hλ = hλ1 hλ2 · · · hλn , eλ = eλ1 eλ2 · · · eλn , and pλ = pλ1 pλ2 · · · pλn . The relationships between the
various bases are mentioned at this stage by the transitions
pρ(X)=
∑
λ `n
χλρsλ(X) and sλ(X)=
∑
ρ `n
z−1ρ χλρ pρ(X) . (3.2)
For each partition λ, the Schur function is defined by
sλ(X)≡ sλ(x1, x2, . . . , xn)=
∑
σ∈Sn sgn(σ)Xσ(λ+δ)∏
i<j(xi − xj) , (3.3)
where δ = (n  1, n  2, . . . , 1, 0). In fact, both hn and en are special Schur functions, hn = s(n), en = s(1n),
and their generating functions are expressed in terms of the power-sum pn,∑
n≥0
hnzn = exp(
∞∑
n=1
(pn/n)zn),
∑
n≥0
enz
n = exp(−
∞∑
n=1
(pn/n)(−z)n) . (3.4)
The Jacobi-Trudi formula9 expresses the Schur functions in terms of hn or en: sλ = det(hλi−i+j)
= det(eλ′−i+j), where λ ′ is the conjugate of λ. An involution ω: Λ → Λ can be defined by ω(pn)
= (1)n1pn. Then it follows that ω(hn) = en. Also we have ω(sλ)= sλ′ . χλρ is the character of the
irreducible representation of the symmetric groups Sn specified by λ in the conjugacy class specified
by ρ. These characters satisfy the orthogonality conditions∑
ρ `n
z−1ρ χλρ χ
µ
ρ = δλ,µ and
∑
λ `n
z−1ρ χλρ χλσ = δρ,σ . (3.5)
The significance of the Schur function bases lies in the fact that with respect to the usual Schur-Hall
scalar product 〈· | ·〉Λ(X ) on Λ(X), we have
〈sµ(X) | sν(X)〉Λ(X) = δµ,ν and therefore 〈pρ(X) | pσ(X)〉Λ(X) = zρδρ,σ , (3.6)
where zλ =
∏
i imi mi! for λ = (1m1 , 2m2 , · · · ).
The ring, Λ(X), of symmetric functions over X has a Hopf algebra structure, and two further
algebraic, and two coalgebraic operations. For notation and basic properties, we refer the reader to
Refs. 10 and 11 and references therein.
IV. SYMMETRIC FUNCTIONS OF A REPLICATED ARGUMENT
A. Example: 2N-piecewise string
In this section, we consider the bosonic composite string of length L in D-dimensional spacetime,
which is assumed to be uniform and consists of two or more uniform pieces. Such a model was
introduced in 1990.1 The composite string was assumed to be divided into two pieces, of length LI
and LII , and it was relativistic in the sense that the velocity of sound was everywhere required to be
equal to the velocity of light. Various aspects of the relativistic piecewise uniform string model were
studied in Ref. 2. In Ref. 3, scaling properties of the piecewise uniform string model were worked
out. One may note, for instance, the paper of Lu and Huang12 in which the model finds application
in relation to the Green-Schwarz superstring.
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The present paper focuses attention on the 2N-piece string, made up of 2N parts of equal length,
of alternating type I and type II material. The string of a total length L is relativistic; the velocity of
sound is everywhere equal to the velocity of light vs =
√
TI/ρI =
√
TII/ρII = c, where T I and T II are
the tensions and ρI and ρII are the mass densities in the two pieces.
Our interest is the transverse oscillations ψ = ψ(σ, τ) of the string, where σ denoting as usual
the position coordinate and τ the time coordinate of the string. Thus in the two regions, we have
ψI = ξI e
iω(σ−τ) + ηI e−iω(σ+τ), ψII = ξII eiω(σ−τ) + ηII e−iω(σ+τ), (4.1)
where ξ and η are appropriate constants. The junction conditions say that ψ and the transverse elastic
force T∂ψ/∂σ are continuous, i.e., at each of the 2N junctions
ψI =ψII , TI∂ψI/∂σ =TII∂ψII/∂σ . (4.2)
Define x def= TI/TII and also the symbols pN and  by pN
def
= ωL/N and  def= (1 − x)/(1 + x).
• The eigenfrequencies are determined from det (M2N (x, pN ) − 11)= 0. Here it is convenient to
scale the resultant matrix M2N as13
M2N (x, pN )=
( (1 + x)2
4x
)N
m2N ( , pN ), m2N ( , pN )=
2N∏
j=1
m(j)( , pN ), (4.3)
m(j)( , pN )=
(
1, ∓e−ijpN
∓eijpN , 1
)
, (4.4)
for j = 1, 2, . . . (2N  1). The sign convention is to use ± for even/odd j.
• At the last junction, for j = 2N, the component matrix has a particular form (given an extra prime
for clarity): m′2N ( , pN )=
(
e−iNpN , e−iNpN
eiNpN , eiNpN
)
. The recursion formula alluded to the above can
be stated as
m2N ( , pN )= ΩN ( , pN ), Ω( , p)=
(
a b
b∗ a∗
)
, (4.5)
with a = eip 2 and b =  (eip  1). The obvious way to proceed now is to calculate the
eigenvalues of Ω and express the elements of M2N as powers of these. More details can be
found in Ref. 13.
• Assume that L = pi, in conformity with usual practice. Thus pN = piω/N. We let Xµ(σ, τ),
with µ = 0, 1, 2, . . . , (D  1) and specify the coordinates on the world sheet. For each of the
eigenvalue branches, we can write Xµ on the form
Xµ = xµ +
pµτ
piT0
+ XµI , region I, (4.6)
Xµ = xµ +
pµτ
piT0
+ XµII , region II, (4.7)
where xµ is the centre–of–mass position, pµ is the total momentum of the string, and T0 = 12 (TI
+ TII ) is the mean tension. Further, XµI and X
µ
II can be decomposed into oscillator coordinates,
XµI =
i
2
`s
∑
n,0
1
n
(
αnI e
iω(σ−τ) + α˜nI e−iω(σ+τ)
)
, (4.8)
XµII =
i
2
`s
∑
n,0
1
n
(
αnII e
iω(σ−τ) + α˜nII e−iω(σ+τ)
)
. (4.9)
Here `s is the fundamental string length, unspecified so far, andαn, α˜n are oscillator coordinates
of the right- and left-moving waves, respectively. A characteristic property of the composite
string is that the oscillator coordinates have to be specified for each of the various branches.
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A significant simplification can be obtained if, following Ref. 2, we limit ourselves to the case
of extreme string rations only. It is clear that the eigenvalue spectrum has to be invariant under the
transformation x→ 1/x. It is sufficient, therefore, to consider the tension ratio interval 0 < x ≤ 1 only.
The case of extreme tensions corresponds to x→ 0. We consider only this case in the following.
Assume that the case x→ 0 corresponds to T I → 0. Also as  → 1 and λ = 0, λ+ = cos pN  1
(the case of extreme tensions2). We obtain the remarkable simplification that all the eigenfrequency
branches degenerate into one single branch determined by cos pN = 1. Thus the eigenvalue spectrum
becomes ωn = 2Nn, n = ±1, ±2, ±3, . . . . The junction conditions (4.2) permit all waves to propagate
from region I to region II.
1. Oscillator coordinates in 2N-piecewise model
The case x → 0 gives the equations ξI + ηI = 2ξII = 2ηII , which show that the right- and left-
moving amplitudes ξI and ηI in region I can be chosen freely and the amplitudes ξII and ηII in region
II are fixed. This means, in oscillator language, that αµn and α˜
µ
n can be chosen freely. Choosing the
fundamental length equal to `s = (piTI )−1/2, we can write the expansion (4.8) and (4.9) in both regions
as (subscripts I and II on αn’s are omitted)
XµI =
i
2
√
piTI
∑
n,0
1
n
(
α
µ
n e
2iNn(σ−τ) + α˜µn e−2iNn(σ+τ)
)
, (4.10)
XµII =
i
2
√
piTI
∑
n,0
1
n
γ
µ
n e
−2iNnτ cos(2Nnσ), (4.11)
where we have defined γµn as γ
µ
n = α
µ
n + α˜
µ
n , n, 0.
Recall that the string action is
S =−(1/2)
∫
dτdσT (σ)ηαβ∂αXµ∂βXµ, (4.12)
where α, β = 0, 1 and T (σ) = T I in region I and T (σ) = T II in region II. The momentum conjugate
to Xµ is Pµ(σ) = T (σ) ˙Xµ, and the Hamiltonian is accordingly
H =
∫ pi
0
(
Pµ(σ) ˙Xµ − L
)
dσ = (1/2)
∫ pi
0
T (σ)( ˙X2 + X ′2)dσ, (4.13)
whereL is the Lagrangian. Some care has to be taken for the string constraint equation. In the classical
theory for the uniform string, the constraint equation reads Tαβ = 0, Tαβ being the energy-momentum
tensor. However the situation is here more complicated since the junctions restrict the freedom, and
one has to take the variations δXµ. Thus we have to replace the strong condition Tαβ = 0 by a weaker
condition. The most natural choice, which we will adopt, is to impose that H = 0 when applied to the
physical states.
Let us introduce light cone coordinates σ = τ  σ and σ + = τ + σ. The derivatives conjugate
to σ∓ are ∂∓ = 12 (∂τ ∓ ∂σ),
region I:
∂−Xµ =
N√
piTI
∞∑
−∞
α
µ
n e
2iNn(σ−τ)
, ∂+Xµ =
N√
piTI
∞∑
−∞
α˜ne
−2iNn(σ+τ)
. (4.14)
region II:
∂∓Xµ =
N
2
√
piTI
∞∑
−∞
γ
µ
n e
±2in(σ∓τ)
, (4.15)
where we have defined αµ0 = α˜
µ
0 =
pµ
NTII
√
TI
pi , γ
µ
0 = 2α
µ
0 . Inserting these expressions into the Hamilto-
nian, we obtain2
H =
1
2
N2
∞∑
−∞
(α−n · αn + α˜−n · α˜n) + N
2
4x
∞∑
−∞
γ−n · γn. (4.16)
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The momentum conjugate to Xµ is at any position on the string equal to T (σ) ˙Xµ. We accordingly
require the commutation rules
TI [ ˙Xµ(σ, τ), Xν(σ′, τ)]=−iδ(σ − σ′)ηµν , region I , (4.17)
TII [ ˙Xµ(σ, τ), Xν(σ′, τ)]=−iδ(σ − σ′)ηµν , region II , (4.18)
ηµν being the D-dimensional flat metric. The other commutators vanish. The quantities to be promoted
to Fock state operators are α∓n and γ∓n. We insert the expansions for Xµ and ˙Xµ for regions I
and II and make use of the effective relationship ∑∞n=−∞ e2iNn(σ−σ′) = 2 ∑∞n=−∞ cos 2Nnσ cos 2Nnσ′
−→ piN δ(σ − σ′). We then get [αµn , ανm]= nδn+m,0ηµν , region I (with a similar relation for α˜n), and
[γµn , γνm]= 4nx δn+m,0 ηµν , region II.
Introduce annihilation and creation operators by
α
µ
n =
√
n a
µ
n , α
µ
−n =
√
n a
µ†
n , γ
µ
n =
√
4nx cµn , γ
µ
−n =
√
4nx cµ†n , (4.19)
and find for n ≥ 1 the standard form
[aµn , aν†m ]= δnmηµν , [cµn , cν†m ]= δnmηµν . (4.20)
Note that infinite dimensional Heisenberg algebras play a central role in applying symmetric function
techniques to various problems in mathematical physics. Such algebra is generated by operators
{α˜µm, ανn, γνn |n, m ∈Z} obeying the commutation relations of type (4.20). These algebras can be realized
on the space of symmetric functions by the association
α−n = pn(X), αn = n ∂
∂pn(X) n > 0, (4.21)
with the central element α0 acting as a constant. An alternative basis to that consisting of mono-
mials in the creation operators α
n, which corresponds to the power sum basis pλ(X), is the basis
consisting of all Schur functions sλ(X). The symmetric-function basis has proven convenient for
carrying out calculations in bosonic Fock spaces, using the realization (4.21). In the case of two com-
muting copies {α−n, α˜−m} of the Heisenberg algebra realized on the space Λ(X) × Λ(Y ) for a state
|u〉= α−n1 · · · α−np α˜−m1 · · · α˜−mr |0〉, we obtain | |u| |2 = | |α−n1 · · · α−np |0〉 | |2 · | |α˜−m1 · · · α˜−mr |0〉 | |2.
Therefore in the language of symmetric functions, this corresponds to using the inner product 〈· · · ,
· · · 〉Λ(X )×Λ(Y ) on the space Λ(X) × Λ(Y ).
B. Replicated argument and spectral functions of hyperbolic geometry
The Schur-Hall scalar product may be used to define skew Schur functions sλ/µ through the
identities cλµ,ν = 〈sµ sν |sλ〉= 〈sν |s⊥µ (sλ)〉= 〈sν |sλ/µ〉 so that sλ/µ =
∑
ν c
λ
µ,ν sν . In what follows, we
shall make considerable use of several infinite series of Schur functions. The most important of these
are the mutually inverse pair defined by
F(t; X)=
∏
i≥1
(1 − t xi)−1 =
∑
m≥0
hm(X)tm, (4.22)
G(t; X)=
∏
i≥1
(1 − t xi) =
∑
m≥0
(−1)mem(X)tm, (4.23)
where Schur functions hm(X) = s(m) (X) and em(X)= s(1m)(X).
Remark 4.1. There are some expansions which are different from power series expansions that
are useful in empirical studies (for a detailed description see Refs. 8 and 14). Indeed the following
result holds:
∞∏
n=`
(1 − qan+ε)bn =R(s= (a` + ε)(1 − i%(ϑ)) + 1 − a)b`
×
∞∏
n=`+1
R(s= (an + ε)(1 − i%(ϑ)) + 1 − a)b, (4.24)
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F(X)an =
∞∏
n=1
(1 − qn)−an = 1 +
∞∑
n=1
Bnqn, (4.25)
nBn =
n∑
j=1
DjBn−jqn, Dj =
∑
d |j
dad . (4.26)
Here an and Bn are integers, function R(s) is an alternating product of more complicate factors—
Patterson-Selberg spectral zeta-functions. Note that if either sequence an or Bn is given, the other is
uniquely determined by (4.26).
1. Q-symmetric functions
Let us introduce some more symmetric functions, which are called Q-functions. The original
definition for Q(λ1,...,λp)(x1, . . . , xn) for a finite number of arguments is15
Q(λ1,...,λp)(x1, . . . , xn) def= 2p
n∑
ji ,...,jp=1
x
λ1
j1 · · · x
λp
jp
uj1 · · · ujp
A(xjp , . . . , xj2 , xj1 ), (4.27)
where
A(y1, . . . , yp)=
∏
1≤i<j≤p
yi − yj
yi + yj
, uj =
∏
1≤i≤n,i,j
xj − xi
xj + xi
. (4.28)
2. The Hall-Littlewood functions
Note the generalization of the idea of symmetric functions, the Hall-Littlewood function16 in the
variables x1, x2, . . . , xn defined for a partition of length `(λ) ≤ n is as follows:
Qλ(x1, . . . , xn; t) def= (1 − t)`(λ)
∑
σ∈Sn
σ
*.,xλ11 · · · xλnn
∏
1≤i<j≤n
xi − txj
xi − xj
+/- , (4.29)
where σ acts as σ(xλ11 · · · xλnn )= xλ1σ(1) · · · xλnσ(n) and t is some parameter. When t = 0, Qλ reduces to
the S-function sλ. Given a field F, let ΛF =Λ ⊗Z F be the ring of symmetric functions over F. In the
case of the Hall-Littlewood functions (4.29) in an infinite number of indeterminates, it is known9 that
they form a basis for F =Q(t), the field of rational functions in t. Functions Qλ(X) obey a Cauchy
identity ∑
λ
2−`(λ)Qλ(X)Qλ(Y )=
n∏
i,j=1
( 1 + xiyj
1 − xiyj
)
. (4.30)
3. The Jack symmetric functions
Another symmetric functions are the Jack symmetric functions P(α)λ (X), which are defined as a
particular limit of a Macdonald function
P(α)λ (X)= limt→1 Pλ(X; t
α
, t). (4.31)
It has been pointed out that the Jack symmetric functions P(α)n (X) can be expressed in the form
P(1/α)n (X)= (n!/αn)sn(αX), which specialize to zonal symmetric functions for α = 2. For these func-
tions, there is an inner product 〈·, ·〉α on the ring ΛG of symmetric functions with coefficients in
G=Q(α) which is defined by
〈pλ(X), pµ(X))〉α = δλ,µ zλα`(λ), (4.32)
under which the Jack symmetric functions obey the orthogonality relation
〈P(α)λ , P(α)µ 〉α = δλ,µ jλ, (4.33)
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where the calculation of the numerical factor jλ can be found in Ref. 17, Theorem 5.8. Let g(α)n (X)
=P(α)(n) (X)/j(n) denote the elementary Jack function, which has the generating function∑∞
n=0 g
(α)
n (X)zn =
∏
j(1 − zxj)1/α . The Gram-Schmidt orthogonalization procedure gives a unique
orthogonal basis for ΛF .
We shall be interested in the cases
ξn = α
(
qκn − q−κn
q2n − q−2n
)
= α[κ/2]q = α
(
sin(2piκϑn)
sin(4piϑn)
)
, (4.34)
where α ∈R and κ ∈Z. Recall the following:
1. The Hall-Littlewood symmetric functions correspond to the case when ξn = (1 − tn)−1.
2. The Maconald functions correspond to the case ξn = (1  qn)/(1  tn).
Let us discuss the set of symmetric functions over the field F =Q(q, t), which are generalizations
of the Hall-Littlewood functions. Define an inner product on the power sum symmetric functions by
〈pλ(X), pµ(X)〉(q,t) = zλ(q, t)δλ,µ, zλ(q, t)= zλ
`(λ)∏
i=1
1 − qλi
1 − tλi . (4.35)
Letting b−1λ (q, t)≡ 〈Pλ(q, t), Pλ(q, t)〉(q,t), define Qλ(q, t)= bλ(q, t)Pλ(q, t) and use the following
condition: 〈Pλ(X; q, t), Pµ(X; q, t)〉(q,t) = 0, for λ , µ. Then we have
〈Pλ(q, t), Qµ(q, t)〉(q,t) = δλ,µ. (4.36)
Define
(a; q)n def= (1 − a)(1 − aq) · · · (1 − aqn−1); (a; q)∞ =
∞∏
n=0
(1 − aqn); (a; q)0 = 1, (4.37)
Ω(txiyj; ϑ)B log(txiyj)/2piiϑ . (4.38)
From Eq. (4.36), the functions Pλ and Qλ are dual basis for ΛF ; it follows that the Macdonald
functions Pλ(X; q, t) obey the identity9∑
λ
z−1λ (q, t)pλ(X)pλ(Y )=
∑
λ
Pλ(X; q, t)Qλ(Y ; q, t)
=
∏
i,j
(txiyj; q)∞
(xiyj; q)∞ =
∏
i,j
∞∏
n=0
(1 − txiyjqn)
(1 − xiyjqn)
=
∏
i,j
∞∏
n=0
(1 − qn+Ω(txiyj ;ϑ))
(1 − qn+Ω(xiyj ;ϑ))
=
∏
i,j
R
(
s=Ω(txiyj; ϑ)(1 − i%(ϑ))
)
R
(
s=Ω(xiyj; ϑ)(1 − i%(ϑ))
) , (4.39)
with the last equality in (4.39) obtained by using the relation (2.18). Let us define the dual functions
Qλ(X; q, κ, α) def= bλ(q, κ, α)Pλ(X; q, κ, α) and bλ(q, κ, α) = ||Pλ(X; q, κ, α)||2 such that 〈Pλ(X; q, κ,
α), Qµ(X; q, κ, α)〉 = δλµ. From definition (4.34), we see that
1. limq→1− Pλ(X; q, κ, α)=P(κα/2)λ (X).
2. When κ = 2, the symmetric functions are Jack symmetric functions for all values of q.
3. When α = 1, Pλ(X; q, κ, α) are identical to the Macdonald’s function Pλ(q2κ , q4).
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Let us now develop a Cauchy formula for the functions Pλ(X; q, κ, α). First, we have the result∑
λ
z−1λ (q, κ, α)pλ(X)pλ(Y ) = exp *, 1α
∑
n>0
sin(2piκϑn)
sin(4piϑn) pn(X)pn(Y )
+-
=
∏
i,j
(xiyjqκ+2; q2κ)1/α∞
(xiyjqκ−2; q2κ)1/α∞
by (2.18)
=====
∏
i,j
(R(s= (Ω(xiyj; ϑ) + 2)(1 − i%(ϑ)) − 2)
R(s= (Ω(xiyj; ϑ) − 2)(1 − i%(ϑ)))
)1/α
, (4.40)
where we have denoted zλ(q, κ, α)= zλξλ for the particular choice (4.34) of ξλ and (x; q)a∞ =
∏∞
j=0
(1 − xqj)a. Equation (4.40) is proved by a standard calculation (see Ref. 9, for example). From this,
we obtain the following Cauchy identity:
∑
λ
Pλ(X; q, κ, α), Qλ(X; q, κ, α) =
∏
i,j
(xiyjqκ+2; q2κ)1/α∞
(xiyjqκ−2; q2κ)1/α∞
by (2.18)
=====
∏
i,j
(R(s= (Ω(xiyj; ϑ) + 2)(1 − i%(ϑ)) − 2)
R(s= (Ω(xiyj; ϑ) − 2)(1 − i%(ϑ)))
)1/α
. (4.41)
The functions Pλ(X; q, κ, α) form a basis for the ring ΛF , so there exist structure constants f λµν
≡ f λµν(qκ, α) (actually rational functions of the indeterminates q and α) such that
Pµ(X; q, κ, α)Pλ(X; q, κ, α)=
∑
λ
f λµνPλ(X; q, κ, α) or equivalently (4.42)
Qµ(X; q, κ, α)Qν(X; q, κ, α)=
∑
λ
f λµνQλ(X; q, κ, α), (4.43)
where f λµν = (bµ(q, κ, α)bν(q, κ, α)/(bλ(q, κ, α))f λµν . It then follows from (4.41) the following
indeterminates:
Pλ(X , y; q, κ, α)=
∑
σ
Pλ/σ(X; q, κ, α)Pσ(X; q, κ, α), (4.44)
Qλ(X , y; q, κ, α)=
∑
σ
Qλ/σ(X; q, κ, α)Qσ(X; q, κ, α). (4.45)
Introduce the symmetric function of a replicated argument. In order to define the function Pλ(X (τ );
q, κ, α), τ = m, an integer, we put
Pλ(X (τ); q, κ, α)BPλ(
m︷     ︸︸     ︷
x1, . . . , x1,
m︷     ︸︸     ︷
x2, . . . , x2, . . . ; q, κ, α). (4.46)
We introduce also the transition matrix Yµλ ≡Yµλ (q, κ, α) between the power sums and the functions
Pλ,
pλ(X)=
∑
µ
Yµλ Pµ(X; q, κ, α) . (4.47)
The functions Yµλ have been studied in Ref. 18 in the case α = 1 (the Macdonald case). From the
Cauchy identities (4.40) and (4.41), it follows that we have orthogonality relations of the form∑
ρ
z−1ρ (q, κ, α)Yλρ Yµρ = bλ(q, κ, α)δλµ, (4.48)∑
λ
b−1ρ (q, κ, α)Yλρ Yµσ = zρ(q, κ, α)δρσ . (4.49)
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Y (n)µ = 1 for all partitions µ ` n. The Cauchy identity is
∑
λ
Pλ(X (τ); q, κ, α)Qλ(Y (η); q, κ, α)=
∏
i,j
*,
(xiyjqκ+2; q2κ)1/α∞
(xi, yj, qκ−2; q2κ)1/α∞
+-
τη/α
(4.50)
by (2.18)
=====
∏
i,j
*,
R(s= (Ω(xiyj; ϑ) + 2)(1 − i%(ϑ)) − 2)1/α
R(s= (Ω(xiyj; ϑ) − 2)(1 − i%(ϑ)) − 2)1/α
+-
τη/α
, (4.51)
and therefore
∞∑
n=0
Q(n)(X; q, κ, α)zn = exp *, 1α
∑
n>0
qκn − q−κn
q2n − q−2n pn(X)pn(Y )
+-
=
∏
i
( (xizqκ+2; q2κ)∞
(xizqκ−2; q2κ)∞
)1/α
by (2.18)
=====
∏
i
(R(s= (Ω(xiz; ϑ) + 2)(1 − i%(ϑ)) − 2)
R(s= (Ω(xiz; ϑ) − 2)(1 − i%(ϑ)) − 2)
)1/α
. (4.52)
C. Vertex operator traces
Vertex operators play a fruitful role in string theory, quantum field theory, mathematical con-
structions of group representations, and combinatorial constructions. We cite their applications to
affine Lie algebras,19,20 quantum affine algebras. Variations on the theme of symmetric functions
are applications, for example, to Q-functions, Hall-Littlewood functions, Macdonald functions, Jack
functions (see in particular, Sec. IV B), and Kerov’s symmetric functions (and a specialization of
S-functions introduced by Kerov21). By considering different specializations of Kerov’s symmet-
ric functions, the trace calculations in representations of the levels quantum affine algebra Uq(glN )
(see Ref. 22 for appropriate results) can be feasible. The extension of these mathematical tools to
other (quantum) affine algebras and superalgebras is also practicable and provides the relevant vertex
operator realizations of those algebras.
Note that any irreducible highest weight representation of a Kac-Moody algebra can be con-
structed as the quotient of a Verma module by its maximal proper submodule. This construc-
tion suffices for some purposes, but in some cases, other constructions are known which give
a connection with physics.23,24 In some cases, this construction is known as the vertex.19,20,25
Any Kac-Moody algebra has a root system, a Weyl group, simple roots, and highest representa-
tions. In the affine case, this gives the famous Macdonald identities for powers of the Dedekind
η-function.26
We consider here a general vertex operator that describes the currents of this realization and which
is able to connect with the symmetric and spectral functions. We specially note that realizations of
(homogeneous) vertex operators are important in the high level representation theory of quantum
affine algebras. Define generalized vertex operators as
V (−→τ ∗ Z; −→η ∗W ; ξ)= exp *,
∑
m>0
1
mξm
pm(τ1zm1 + · · · + τnzmn )+-
× exp *,
∑
m>0
1
mξm
D(pm)(η1wm1 + · · · + ηnwmn )+-, (4.53)
where D is the adjoint operator with respect to the inner product (4.35), that is, D(pm) = mξm∂/∂pm.
As an approach to generalising the vertex operators, the observations made in Secs. IV B 1–
IV B 3 allow us to write down expressions for replicated or parameterized vertex operators. In the
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simplest case, this is exemplified by
V (αz;−αz−1; 1)BVα(z)=F(αz; X)G(αz−1; X)
= exp *,α
∑
k≥1
zk
k pk
+- exp *,−α
∑
k≥1
z−k
∂
∂pk
+- , . (4.54)
for any α, integer, rational, real, or complex. In its simplest form (4.54), the vertex construction gives
a representation gˆ for g of type A, D, or E from the even integral root lattice Λ of g.27 Then we have
F(αz; X)=F(z; X)α =
∏
i≥1
(1 − z xi)−α =
∑
σ
sσ(αz) sσ(X)
=
∑
σ
z |σ | dimσ(α) sσ(X), (4.55)
G(αz−1; X)=G(z−1; X)α =
∏
i≥1
(1 − z−1 xi)α =
∑
τ
(−1) |τ | sτ(αz−1) sτ′(X)
=
∑
τ
(−z)−|τ | dimτ(α) sτ′(X), (4.56)
as given first in Ref. 28. The Cauchy kernel F(XZ) serves as a generating function for characters of
GL(n) in the sense that
F(XY )=
∏
i,j
(1 − xiyj)=
∑
λ
sλ(X)sλ(Y ), (4.57)
where sλ(X) is the character of the irreducible representation VλGL(n) of highest weight λ evaluated at
group elements whose eigenvalues are the element of X. We summarize some useful formulas,
F(q; XY )=
∏
i,j
(1 − qxiyj)−1 =
∑
α
qαsα(X)sα(Y ),
G(q; XY )=
∏
i,j
(1 − qxiyj) =
∑
α
(−q) |α |sα(X)sα′(Y ). (4.58)
Following the standard calculation,28 remark that the matrix elements of the above vertex operator
in a basis of Kerov symmetric functions take the form
〈Pµ(X; ξ), VQν(X; ξ)〉=
∑
ζ
Pµ/ζ (−→τ ∗ Z; ξ) Qν/ζ (−→η ∗W ; ξ) . (4.59)
Suppose we want to calculate the regularized trace of the vertex operator V over the space ΛFF.
Define28
Sp/r =
∑
µν
p |µ |r |ν |Pµ/ν(−→τ ∗ Z; ξ) Qµ/ν(−→η ∗W ; ξ), (4.60)
Aλµ =
∑
ζ
p |ζ |Pζ/λ(−→τ ∗ Z; ξ) Qζ/µ(−→η ∗W ; ξ) . (4.61)
Suppose that the Kerov functions with replicated arguments obey a very general Cauchy identity∑
λ
r |λ |Pλ(X (τ); ξ) Qλ(Y (η); ξ)= Jτηr (X , Y ; ξ) (4.62)
so that for the functions Pλ(X; ξ) with ξλ defined by (4.34), for example, the expression on the right
has the form
Jτηr (X, Y ; ξ) =
∏
i,j
*,
(xiyjqκ+2r; q2κ)∞
(xiyjqκ−2r; q2κ)∞
+-
τη/α
by (2.18)
=====
∏
i,j
(R(s= (Ω(xiyjr; ϑ) + 2)(1 − i%(ϑ)) − 2)
R(s= (Ω(xiyjr; ϑ) − 2)(1 − i%(ϑ)) − 2)
)τη/α
. (4.63)
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We then form the generating function J=∑λµ Aλµ Pλ(A) Qµ(B), obtaining
J=
∑
ζ
p |ζ |Pζ (−→τ ∗ Z , A; ξ) Qζ (−→η ∗W , B; ξ)
=
n∏
i,j=1
Jτiηjp (zi, wj; ξ)
n∏
k=1
Jτk ,1p (zk ,B; ξ)J1,ηkp (A, wk ; ξ)J1,1p (A,B; ξ)
=
n∏
i,j=1
Jτiηjp (zi, wj; ξ)
∑
σ,σ1,σ2,λ,µ
p |σ |+ |σ1 |+ |σ2 |Pσ1 (−→τ ∗ Z; ξ)
×Qσ2 (−→η ∗W ; ξ)f λσ2σPλ(A; ξ)f
µ
σ1σQµ(B; ξ) . (4.64)
Finally we get (see also Ref. 29)
Aλµ =
n∏
i,j=1
Jτiηjp (zi, wj; ξ)
∑
σ
p |λ |+ |µ |− |σ |Pµ/σ(−→τ ∗ Z; ξ) Qλ/σ(−→η ∗W ; ξ), (4.65)
Sp/r =
∑
ν
r |ν |Aνν =
n∏
i,j=1
Jτiηjp (zi, wj; ξ)Srp2/p−1 . (4.66)
In the Hall-Littlewood case, the above trace calculation leads to the particular identities∑
µν
q |µ |Pµ/ν(X (α), Y (β); q) Qµ/ν(W (τ), Z (η); q)=
∞∏
n=1
(1 − qn)−1
∏
i,j
(1 − qxiwj)−ατ
×
∏
k,l
(1 − qxkzl)−αη
∏
m,n
(1 − qymwn)−βτ
∏
r,p
(1 − qyrzs)−βη by (2.18)===== R(s= 1 − i%(ϑ))−1
× F(−ατq; XW )F(−αηq; XZ)F(−βτq; YW )F(−βηq; YZ) . (4.67)
V. CONCLUSION
The symmetric functions with replicated argument and vertex operator traces have played a
fruitful role in quantum field theory, string theory, and related subjects. During the last few years,
the mathematical aspects of those fields have been actively studied and enriched by ideas coming
from physics and vice versa. The 2N-piecewise string theory demonstrates such ideas well. The
motivation for our work is based on the fact that the infinite-dimensional Heisenberg algebras (4.20)
play a central role in applying the symmetric function techniques to various problems in string
theories. In this connection, we have presented the vertex operator traces, realized for a replicated
argument, with its connection to spectral functions of hyperbolic geometry.
ACKNOWLEDGMENTS
We would like to thank Loriano Bonora for his fruitful discussions on vertex operators and
two-dimensional conformal field theory. A.A.B. and R.L. would like to acknowledge the Conselho
Nacional de Desenvolvimento Cientı´fico e Tecnolo´gico (CNPq, Brazil) and the Coordenaca˜o de
Aperfeic¸amento de Pessoal de Nı´vel Superior (CAPES, Brazil) for their financial support.
1 I. Brevik and H. B. Nielsen, “Casimir energy for a piecewise uniform string,” Phys. Rev. D 41, 1185–1192 (1990).
2 I. Brevik, A. A. Bytsenko, and H. B. Nielsen, “Thermodynamic proprpties of the piecewise uniform string,” Classical
Quantum Gravity 15, 3383–3395 (1998); e-print [arXiv:hep-th/9703089v2].
3 I. Brevik, E. Elizalde, R. Sollie, and J. B. Aarseth, “A new scaling property of the Casimir energy for a piecewise uniform
string,” J. Math. Phys. 40, 1127–1135 (1999).
4 G. E. Andrews, The Theory of Partitions, Encyclopedia of Mathematics (Addison-Wesley Publishing Company, 1976),
Vol. 2.
5 E. T. Bell, “Exponential polynomials,” Ann. Math. 35, 258–277 (1934).
121701-15 Bytsenko, Chaichian, and Luna J. Math. Phys. 58, 121701 (2017)
6 D. B. Fuks, “Cohomology of infinite-dimensional Lie algebras,” in Contemporary Soviet Mathematics (Consultans Bureau,
New York, 1986).
7 L. Bonora and A. A. Bytsenko, “Partition functions for quantum gravity, black holes, elliptic genera and Lie algebra
homologies,” Nucl. Phys. B 852, 508–537 (2011); e-print [arXiv:hep-th/1105.4571].
8 A. A. Bytsenko, M. Chaichian, R. J. Szabo, and A. Tureanu, “Quantum black holes, elliptic genera and spectral partition
functions,” Int. J. Geom. Methods Mod. Phys. 11, 145008 (2014); e-print [arXiv:hep-th/1308.2177].
9 I. G. Macdonald, Symmetric Functions and Hall Polynomials, 2nd ed. (Clarendon Press, Oxford, 1995).
10 B. Fauser and P. D. Jarvis, “A Hopf laboratory for symmetric functions,” J. Phys. A: Math. Gen. 37, 1633–1663 (2004);
e-print [arXiv:math-ph/0308043].
11 B. Fauser, P. D. Jarvis, R. C. King, and B. G. Wybourne, “New branching rules induced by plethysm,” J. Phys. A: Math.
Gen. 39, 2611–2655 (2006); e-print [arXiv:math-ph/0505037].
12 J. Lu and B. Huang, “Casimir energy for a piecewise uniform Green-Schwarz superstring,” Phys. Rev. D 57, 5280–5283
(1998).
13 I. Brevik and R. Sollie, “On the Casimir energy for a 2N-piece relativistic string,” J. Math. Phys. 38, 2774–2785 (1997);
e-print [arXiv:hep-th/9703187].
14 G. E. Andrews, Q-Series: Their Development and Application in Analysis, Number Theory, Combinatorics, Physics, and
Computer Algebra, Expository Lectures from the CBMS Regional Conference (Rh. I.:AMS, Providence, 1986), Vol. 66.
15 I. Schur, “ ¨Uber die Darstellungen der symmetrischen und der alternierenden Gruppe durch gebrochene lineare Substitutio-
nen,” J. Reine Angew. Math. 139, 155–250 (1911).
16 D. E. Littlewood, “On certain symmetric functions,” Proc. London Math. Soc. 43, 485–498 (1961).
17 R. P. Stanley, “Some combinatorial properties of Jack symmetric functions,” Adv. Math. 77, 76–115 (1989).
18 B. Srinivasan, “On Macdonld’s symmetric functions,” Bull. London Math. Soc. 24, 519–525 (1992).
19 J. Lepowsky and R. L. Wilson, “Construction of the affine Lie algebra A(1)1 ,” Commun. Math. Phys. 62, 43–53 (1978).
20 I. Frenkel and V. G. Kac, “Basic representations of affine Lie algebras and dual resonance models,” Invent. Math. 62, 23–66
(1980).
21 S. V. Kerov, “Hall-Littlewood functions and orthogonal polynomials,” Funct. Anal. Appl. 25, 65–66 (1991).
22 A. A. Bytsenko and M. Chaichian, “S-functions, spectral functions of hyperbolic geometry, and vertex operators with
applications to structure for Weyl and orthogonal group invariants,” Nucl. Phys. B 907, 258–285 (2016); e-print [arXiv:hep-
th/1602.06704].
23 A. J. Feingold and I. B. Frenkel, “Classical affine algebras,” Adv. Math. 56, 117–172 (1985).
24 I. Frenkel, “Two constructions of affine Lie algebra representations and boson-fermion correspondence in quantum field
theory,” J. Funct. Anal. 44, 259–327 (1981).
25 V. G. Kac, D. A. Kazhdan, J. Lepowsky, and R. L. Wilson, “Realization of the basic representations of the Euclidean Lie
algebras,” Adv. Math. 42, 83–112 (1981).
26 I. G. Macdonald, “Affine root systems and Dedekind’s η-function,” Invent. Math. 15, 91–143 (1972).
27 J. F. Cornwell, Group Theory in Physics, Volume III, Supersymmetries and Infinite-Dimensional Algebras, Techniques of
Physics, edited by N. H. Marsh (Academic Press, New York, 1989), p. 615.
28 P. D. Jarvis and C. M. Yung, “Vertex operators and composite supersymmetric S-functions,” J. Phys. A: Math. Gen. 26,
1881–1900 (1993).
29 R. C. King, in Invariabt Theory and Tableaux, edited by D. Stanton (Springer, New York, 1990).
