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Abstract
A graph on n vertices is called pancyclic if it contains a cycle of
every length 3 ≤ l ≤ n. Given a Hamiltonian graph G with inde-
pendence number at most k we are looking for the minimum number
of vertices f(k) that guarantees that G is pancyclic. The problem of
finding f(k) was raised by Erdo˝s in 1972 who showed that f(k) ≤ 4k4,
and conjectured that f(k) = Θ(k2). Improving on a result of Lee and
Sudakov we show that f(k) = O(k11/5).
1 Introduction
A Hamilton cycle of a graph is a cycle that passes through all vertices. It is
difficult to decide whether a graph contains a Hamilton cycle, therefore it is
valuable to establish useful sufficient conditions for Hamiltonicity. The most
well known sufficient condition is by Dirac[Dir52], who showed that if each
vertex of an n vertex graph has at least n/2 neighbors, then the graph is
Hamiltonian. A graph is pancyclic if it contains a cycle of every length 3 ≤
ℓ ≤ n, where n denotes the number of vertices. By definition pancyclicity
implies Hamiltonicity. Although the converse is not true, it is often the case
that conditions that imply Hamiltonicity turn out to also imply pancyclicity.
A famous meta conjecture of Bondy [Bon75] states that almost all non-
trivial sufficient conditions of Hamiltonicity also implies pancyclicity with
the possible exception of a few graphs.
The independence number of a graph G is the size of the largest stable
set, denoted by α(G). A famous result of Chva´tal and Erdo˝s [CE72] states
that if κ(G) ≥ α(G), where κ(G) is the vertex connectivity of G, then G
is Hamiltonian. Keevash and Sudakov [KS10] showed that the similar but
stronger condition κ(G) ≥ cα(G), where c > 1 is a constant, is sufficient to
conclude pancyclicity.
In this paper we study a connection between Hamiltonicity, pancyclicity
and independence number. Assuming G is a Hamiltonian graph with in-
dependence number at most k we are looking for the minimum number of
vertices f(k) that guarantees that G is pancyclic. The problem of finding
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f(k) was raised by Erdo˝s who showed that f(k) ≤ 4k4 and conjectured that
a stronger statement holds.
Conjecture 1.1 (Erdo˝s [Erd74]). There are constants c1 and c2 such that
for all k we have c1k
2 ≤ f(k) ≤ c2k
2.
The following known construction due to Erdo˝s provides a lower bound
for this conjecture. Let K1, . . . ,Kk be cliques of size k− 2 and add an edge
between successive cliques (including between the last and the first) such
that these edges are independent. It is easy to check that this graph is
Hamiltonian, has independence number k and k(k−2) vertices but does not
contain a cycle of length k − 1.
The result of Erdo˝s was later improved by Keevash and Sudakov [KS10],
who showed that f(k) ≤ 150k3 holds and by Lee and Sudakov [LS12], who
proved that f(k) = O(k7/3) holds.
Here we improve their results.
Definition 1.2. For β > 0 let SC1(β) denote the following statement.
There exists c > 0 such that given a Hamiltonian graph G with n ≥ ck11/5
vertices and independence number at most k and a subset of vertices W
with at most 20k2 vertices, we can find a cycle of length n − 1 containing
all the vertices from W .
Theorem 1.3 (Lee, Sudakov [LS12]). For all β ≥ 2, assuming SC1(β)
the following statement holds. There exists c′ > 0, such that if G is a
Hamiltonian graph with n ≥ c′k11/5 vertices and independence number at
most k, then G is pancyclic.
The above theorem is implicitly proved in [LS12]. To see this one fol-
lows their Proof of Theorem 1.1, this gives the stronger conclusion if their
Theorem 2.1 is replaced by SC1(β).
Theorem 1.4. SC1(11/5) holds.
The goal of the following sections is to prove Theorem 1.4. Using Theo-
rem 1.3 and Theorem 1.4 we get the following immediate corollary.
Theorem 1.5. There exists c > 0, such that if G is a Hamiltonian graph
with n ≥ ck11/5 vertices and independence number at most k, then G is
pancyclic.
The goal of the following sections is to prove Theorem 1.4.
For a proof of Theorem 1.4 we substantially extend the methods of
[LS12]. The improvement comes from Lemma 3.9 and the inductive ap-
proach to proving Lemma 3.4 which is made possible by Lemma 3.11. Prov-
ing these new lemmas constitutes most of Section 3. Before that, we will
state some definitions and prove a basic structural proposition in Section
2
2 Definitions, earlier results
The goal of this section is to state the basic definitions and to prove Propo-
sition 2.8 which states the existence of a structure we will use in Section
3.
We make no attempt to find the optimal value of c in Theorem 1.5. For
this reason we can ignore small rounding errors and thus will omit all floor
and ceiling signs. We fix a large constant c, how large we actually need will
come from later calculations so we do not specify at this point.
Assumption 1. From this point we assume for a contradiction to Theorem
1.4 the following;
• G is a Hamiltonian graph with n ≥ ck11/5 vertices,
• G has independence number at most k,
• W is a subset of V (G) with at most 20k2 vertices,
• G has no cycle of length n− 1 containing W ,
• H is a Hamilton cycle in G.
We call a vertex of G problematic if it has degree at most 2k or is an
element of W . There are at most 2k2 vertices with degree at most 2k (by
the greedy algorithm for finding independent sets), so there are at most 22k2
problematic vertices. The motivation for calling these vertices problematic
comes from Proposition 2.1.
We call a cycle C a contradicting cycle if it has length n−k ≤ |C| ≤ n−1
and contains all problematic vertices.
The following proposition shows that in the graphs we are considering
no contradicting cycle exists, thus justifying their name.
Proposition 2.1 ([LS12] Proposition 3.1). If G satisfies Assumption 1,
then there is no contradicting cycle in G.
We say two vertices of G are consecutive if they are neighbors in H. A
set of vertices is continuous if they form a path in H. For a subset A ⊂ V (G)
the continuous closure of the set is A the minimum sized continuous set that
contains it (in general this might not always be unique, but we will use it
only in cases when it is).
Next we define arc-systems, which are the objects that we will primarily
use in the rest of the paper.
Definition 2.2. A family of subsets of V (G) (where the graph G has a fixed
Hamilton cycle H) denoted by A is called an arc-system and its elements
arcs if the following hold.
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• For all A 6= B ∈ A, we have A∩B = ∅, that is, the continuous closure
of arcs are pairwise disjoint.
• For all A ∈ A, we have A ∩W = ∅, that is, the continuous closure of
each arc has no problematic vertex in it.
• For all A ∈ A, no two vertices in A are consecutive.
Remark 2.3. If A is an arc and |A| ≤ k + 2 then A is an independent
set. Indeed, if there was an edge {u, v} where u, v ∈ A then using the longer
path between u and v in H and the edge {u, v} we would get a contradicting
cycle (see Figure 1a).
Definition 2.4. We call an arc system A independent if it has the property
that for all A in A we have |A| ≤ k.
We say the size of the arc-system is |A| and the length of the arc system
is minA∈A |A|.
Proposition 2.5. Given c1 and c2, there exists c such that if we assume
Assumption 1 then there is an independent arc-system in the graph G of size
c1k
2 and length c2k
1/5.
Proof. We start with the empty arc-system. Removing the problematic
vertices from H, we obtain a set P of at most 22k2 paths. From this set we
will construct an arc-system A with the desired properties.
While there is a path {v1, v2, . . . , vm} = P ∈ P such thatm ≥ 2c2k
1/5 we
do the following. Remove P from P. Add {v2c2k1/5+1, v2c2k1/5+2, . . . , vm} to
P. Add {v1, v3, . . . , v2c2k1/5−1} to A. In words, we remove the first 2c2k
1/5
vertices of P and form an arc from every second vertex in it, and add that
arc to A.
At the end of this process we have at most (22k2)(2c2k
1/5) leftover ver-
tices (from paths shorter than 2c2k
1/5), we removed 22k2 problematic ver-
tices at the start, and the half of the other vertices were used to form arcs
in A. So we have at least ck
11/5−(22k2)(2c2k1/5+1)
2c2k1/5
arcs in A, which is more
than c1k
2 if c is large enough.
Fix one such arc-system A. Next we get rid of matchings of size 2
between arcs.
Definition 2.6. We say a graph is M2-free if it doesn’t have two indepen-
dent edges (or equivalently, there is a vertex that is incident to all edges).
Definition 2.7. We say an arc-system is simple if it is independent and for
each pair of arcs, the subgraph of G induced by them is M2-free.
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(a) An arc with an edge
inside
x1 x2
y1
y2
(b) An intersecting
M2 between arcs
x1 x2
y2
y1
y4
y3
x3
x4
(c) Two non-intersecting
M2 between arcs
Figure 1: Contradicting cycles implied by edge configurations
We draw the vertices of the graph G on a circle in the plane in the order
of the cycle H and connect neighboring vertices with line segments. If there
are two independent edges {x1, y1}, {x2, y2} between arcs A1 and A2 then
these can be intersecting on this drawing or not.
If they are intersecting then we immediately find a contradicting cycle
the following way. From H remove the edges of the shorter path between
x1, x2 and, similarly, remove the edges of the shorter path between y1, y2
and instead add the edges {x1, y1} and {x2, y2} (see Figure 1b). This gives
a cycle with at least n− 2c2k
1/5 > n− k vertices. By Proposition 2.1 this is
a contradiction to Assumption 1.
If we find two pairs of arcs each with non-intersecting M2 such that
these two M2 ({x1, y1}, {x2, y2} between A1 and A2 and {x3, y3}, {x4, y4}
between A3 and A4) intersect each other on the drawing, then again we can
find a contradicting cycle the following way. From H remove the edges of
the shorter path between x1, x2; y1, y2; x3, x4; y3, y4 and instead add the
edges {x1, y1}, {x2, y2}, {x3, y3}, {x4, y4} (see Figure 1c). This gives a cycle
with at least n − 4c2k
1/5 > n − k vertices. By Proposition 2.1 this is a
contradiction to Assumption 1.
This implies that if we look at the graph where the vertices are the arcs
and the edges are M2 subgraphs between them, then this is a planar graph.
That implies 5 colourability. By taking the majority colour we get a simple
arc-system with size c15 k
2 and length c2k
1/5.
This leads to the following proposition:
Proposition 2.8. Given c1 and c2, there exists c such that if we assume
Assumption 1 then in the graph G there is a simple arc-system of size c1k
2
and length c2k
1/5.
In some cases we want to consider an auxiliary graph, in which the arcs
are the vertices.
Definition 2.9. The arc-graph of an arc-system A is the graph GA where
the vertices are the arcs in the system and there is an edge between two arcs
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in the arc-graph if and only if there is an edge between the two arcs in G.
We call the edges of the arc-graph arc-edges.
3 Key lemmas, proof of the main theorem
The goal of this section is to prove Lemma 3.4 which will imply Theorem
1.5. To prove it, we will use induction and two structural lemmas 3.9, 3.11.
Given an arc-system A, let G[A] denote the subgraph induced by all
vertices in the arcs of A.
Lemma 3.1. Given a simple arc-system A with length a and size b and
m arc-edges in the corresponding arc-graph, there is an independent set in
G[A] of size ab−m.
Proof. Since the arc-system is simple, the edges of G[A] corresponding to a
single arc-edge e can be covered by a single vertex of G[A] (that is, the is
a vertex v in G[A] such that all the edges corresponding to e are incident
to v). Removing these vertices we get an independent vertex set in G[A] of
size ab−m.
Now we define the function that we want to work with.
Definition 3.2. Let g(a, b) denote the largest number such that given a
simple arc-system A of length a and size b there is always an independent
set of size g(a, b) in G[A].
Remark 3.3. For all p ∈ N we define the following constants that we will
use in the following section; ap = 10 · 3
p, bp = 1000
p · 4p
2
.
The lemma that we want to prove in this section is the following.
Lemma 3.4. Using the constants from Remark 3.3, for every p ∈ N and
for every x with apx ≤ k we have
g
(
apx, bpx
p(p−1)/2
)
≥ xp + 1 .
This means that given Θ
(
xp(p−1)/2
)
arcs with each having at least Θ(x)
vertices we can find an independent set of size Θ(xp).
First we prove Theorem 1.5 using Lemma 3.4.
Proof of Theorem 1.5. Using Lemma 3.4 for p = 5 and x = k1/5 and Propo-
sition 2.8 we arrive to an independent set of size k + 1 and therefore a
contradiction which proves Theorem 1.4 and thus Theorem 1.5.
The following remark provides the base case of the inductive proof of
Lemma 3.4.
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Remark 3.5. To prove Lemma 3.4 we will use induction. As the base case
we observe that g(x+1, 1) = x+1 (by Remark 2.3). Also g(2x, 2x) ≥ x2+1,
since an arc-system of size 2x can have at most 2x(2x−1)2 arc-edges, therefore
by Lemma 3.1 it has an independent set of size 4x2 − 2x(2x+1)2 ≥ x
2 + 1.
To prepare for the induction step, first we prove Lemmas 3.9 and 3.11.
Definition 3.6. Given an arc-system A of the graph G and a subset of an
arc X ⊂ A ∈ A, we say that the arc-neighborhood of X is
NA(X) = {B : (∃b ∈ B)(∃x ∈ X){b, x} ∈ E(G)} .
We sometimes write NA(v) meaning NA({v}) for simplicity. We denote by
dA(X) the size of the arc-neighborhood, that is dA(X) = |NA(X)|.
Definition 3.7. Using the constants from Remark 3.3 and given p > 1
integer, we say an arc A is good in the arc-system A, if to at least half of
the vertices v ∈ A we can assign a set of
4bp−1x
(p−1)(p−2)/2
arcs in NA(v), each arc of A being assigned to at most one v ∈ A. If an arc
is not good we call it bad.
Also we say that a subset X of an arc A ∈ A is expanding in A, if
(∀Y ⊂ X)dA(Y ) ≥ |Y |4bp−1x
(p−1)(p−2)/2.
The definition of good and expanding depends on p, but it will always
be clear from the context which p is meant.
We will use the following simple proposition in the proof Lemma 3.9.
Proposition 3.8. Given an arc-system A of a graph G, the function dA is
submodular.
Proof. We trivially have
|NA(A)|+ |NA(B)| = |NA(A) ∪NA(B)|+ |NA(A) ∩NA(B)|
and |NA(A∩B)| ≤ |NA(A)∩NA(B)| as the former is a subset of the latter.
Furthermore, NA(A)∪NA(B) = NA(A∪B). Putting these together we get
dA(A) + dA(B) ≥ dA(A ∪B) + dA(A ∩B) .
Lemma 3.9. Using the constants from Remark 3.3, for each integer p > 1,
given a simple arc-system A of size bpx
p(p−1)/2 and length apx, there is either
an independent set of size xp + 1 in G[A] or there is a non-empty A′ ⊆ A
such that for all A ∈ A′, A is good in A′.
7
Proof. We observe that an arc A is good if and only if it has an expanding
subset of size at least |A|/2, by Hall’s theorem.
We define a process, by the end of which we either have the required
independent set or the good subset. Let A0 = A be the given arc system of
size bpx
p(p−1)/2 and length apx. Let B0 be the empty system. In step t we
will define arc-systems At and Bt as follows.
If each A ∈ At−1 is good in At−1 then we define A
′ = At−1, B = Bt−1
and the process terminates.
Otherwise we take a bad arc A from At−1 and a maximal expanding set
X in it. We say that Y ⊂ X is tight if dAt−1(Y ) < (|Y |+1)4bp−1x
(p−1)(p−2)/2.
Let B denote A \X. Now for every v ∈ B there is a tight set Tv such that
dAt−1(Tv∪{v}) < (|Tv |+1)4bp−1x
(p−1)(p−2)/2 (by the maximality of X). Let
T denote ∪v∈BTv. We claim that
dAt−1(B) ≤ 2apx4bp−1x
(p−1)(p−2)/2 . (1)
First we see that for each v ∈ B we have
|NA(v) \NAt−1(Tv)| ≤ 4bp−1x
(p−1)(p−2)/2 ,
since Tv was expanding and Tv ∪ {v} is not. This implies
|NAt−1(B) \NAt−1(T )| ≤ apx4bp−1x
(p−1)(p−2)/2 . (2)
Next we claim that if a set Ti is the union of i tight sets, then
dAt−1(Ti) ≤ (|Ti|+ i)4bp−1x
(p−1)(p−2)/2 ,
which we can prove by induction. We can assume Ti = Ti−1∪T
′ where Ti−1
is the union of i− 1 tight sets and T ′ is tight. Then
dAt−1(Ti) ≤ dAt−1(Ti−1) + dAt−1(T
′)− dAt−1(Ti−1 ∩ T
′)
≤ ((|Ti−1|+ i− 1) + (|T
′|+ 1)− |Ti−1 ∩ T
′|)4bp−1x
(p−1)(p−2)/2
where the first inequality is Proposition 3.8. The second inequality follows
by induction on Ti−1, tightness of T
′ and expansion of T ′ ∩ Ti−1.
Using that |T | ≤ ap2 x4bp−1x
(p−1)(p−2)/2 and that therefore T can be
written as the union of
ap
2 x4bp−1x
(p−1)(p−2)/2 tight sets, we have
dA(T ) ≤ apx4bp−1x
(p−1)(p−2)/2 . (3)
(2) and (3) together imply (1). So in this step we define Bt = Bt−1 ∪ {B}
and At = At−1 \ {A}. Note that the total size of At and Bt is bpx
p(p−1)/2.
If by the end of this process we have a non-empty good arc-system A′
then we have found what we are looking for.
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a2 a1
c2
c1
b2
b1
(a) Type 1
a2 a1
c2
c1
b2
b1
(b) Type 2
Figure 2: Semi-triangles
If A′ is empty then we have an arc-system B with length ap2 x and size
bpx
p(p−1)/2. We count the arc-edges of GB in the following way. We assign
each arc-edge to the arc that was added to B in the earlier step. By the
Equation (1) property of B proven in the process, each arc will be assigned
at most 2apx4bp−1x
(p−1)(p−2)/2 arc-edges this way. Thus GB has at most
bpx
p(p−1)/22apx4bp−1x
(p−1)(p−2)/2
arc-edges. This means GB has an edge density of at most
bpx
p(p−1)/22apx4bp−1x
(p−1)(p−2)/2(
bpxp(p−1)/2
2
) .
We take a subset C of B of size xp−1 with minimal amount of arc-edges.
GC will have at most the same edge density as GC . Therefore GC has at
most (
xp−1
2
)
bpx
p(p−1)/22apx4bp−1x
(p−1)(p−2)/2(bpxp(p−1)/2
2
) ≤ dxp
bp
edges, where d is a constant not depending on x or bp. Therefore by Lemma
3.1 G[C] has an independent set of size ap2 x
p − dx
p
bp
≥ xp + 1 as ap ≥ 5 and
bp ≥ d.
Definition 3.10. We fix a direction on the Hamilton cycle H, so we can
order the vertices of an arc u < v if u is before v in the given direction. We
say that 3 arcs (A,B,C) form a semi-triangle if they are in the given order
and there exists a1 < a2 ∈ A, b1 < b2 ∈ B, c1 < c2 ∈ C such that one of the
following condition holds (see Figure 2).
• Type 1: {a1, c1}, {a2, b1}, {b2, c2} ∈ E(G) and A and B are not con-
secutive arcs.
• Type 2: {a1, b1}, {a2, c1}, {b2, c2} ∈ E(G).
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Note that a Type 2 semi-triangle gives us a contradicting cycle (see
Figure 3a), therefore it can not exist. Using the good arc-system given
by Lemma 3.9 we will show the existence of certain Type 1 semi-triangles.
Later, using those semi-triangles we find a contradicting cycle.
Given an arc A we get the main part of it by taking the second half
of it in the given order. That is, M(A) ⊂ A, |M(A)| = |A|/2 and for
all v ∈ M(A), u ∈ A \M(A) we have v > u. We define leftover part as
L(A) = A \M(A). For an arc-systems M(A) and L(A) are the set of the
main and leftover parts respectively of each arc in the system.
Lemma 3.11. Using the constants from Remark 3.3, for each p > 1 as-
suming the statement of Lemma 3.4 for p − 1 the following holds. Given a
simple arc-system A of length apx and A ∈ A and to at least |A|/6 vertices
of A assigned at least bp−1x
(p−1)(p−2)/2 + 1 neighboring main arcs, meaning
that for each arc v the assigned arcs are from NM(A)(v), such that each arc
is assigned at most once. Then either there are arcs B,C ∈ A such that
(A,B,C) is a semi-triangle of Type 1, or there is an independent set in
G[A] of size xp + 1.
Proof. If any of the assigned neighboring arcs is consecutively after A we
unassign it. Now let v ∈ A be a vertex that was assigned neighboring arcs.
We look at the corresponding leftover arcs of these neighbors, that is an arc-
system Av of size bp−1x
(p−1)(p−2)/2 and length apx/2. By Lemma 3.4 for p−1
and by ap ≥ 2ap−1 there is an independent set Jv in G[Av] of size xp−1 + 1.
Taking x of these sets, which we can do because apx/6 > x, we either get
an independent set of size more than xp + 1 or an edge {b, c} between Jv
and Ju. Let B and C be the arc of b and c respectively. Without loss of
generality we might assume that A,B,C are in this order on the Hamilton
cycle. Then (A,B,C) is a semi-triangle, because of the edge proving that
M(B) is a neighbor of v, the edge proving that M(C) is a neighbor of u and
the edge {b, c} going between L(B) and L(C). Since Type 2 semi-triangles
cannot exist, this must be a Type 1 semi-triangle.
With this we are ready to prove the main lemma of the section.
Proof of Lemma 3.4. We have already seen that the lemma holds for p ≤ 2
in Remark 3.5. For p ≥ 3 we use induction.
Let A′ be a simple arc system provided by Lemma 2.8. Using Lemma 3.9
we obtain a subsystemA, such thatM(A) is good; or we find an independent
set of size xp+1 and we are done. Using Lemma 3.11 we get that there is a
Type 1 semi-triangle; or we find the desired independent set. We define the
length of a semi-triangle (A,B,C) as the number of arcs between A and B
(note that by definition this is at least 1). We take the lowest-length semi-
triangle of Type 1 (A,B,C) in A. Let D denote the arc consecutively after
A and AA those arcs between A,B; AB those arcs between B,C; and AC
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AC
B
(a) Type 2 semi-triangle
A
C
B
D
(b) Two Type 1 semi-
triangles, AC case
A
C
B
D
(c) Two Type 1 semi-
triangles, AB case
Figure 3: Contradicting cycles implied by semi-triangles
those arcs between C,A. Now by applying the pigeonhole principle twice,
for one of these sub arc-systems it is true that at least |D|/6 vertices of D
are assigned at least bp−1x
(p−1)(p−2)/2+1 neighboring arcs from there. If this
is AA, then by applying Lemma 3.11 on A and AA we find a shorter Type
1 semi-triangle contradicting the minimality of (A,B,C); or the desired
independent set. If this is AB or AC then we get a new Type 1 semi-
triangle, which together with (A,B,C) implies a contradicting cycle (see
Figures 3b and 3c), which is impossible. So at one of these steps we must
have found the independent set we are looking for.
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