We investigate constrained optimal control problems for linear stochastic dynamical systems evolving in discrete time. We consider minimization of an expected value cost subject to probabilistic constraints. We study the convexity of a finite-horizon optimization problem in the case where the control policies are affine functions of the disturbance input. We propose an expectation-based method for the convex approximation of probabilistic constraints with polytopic constraint function, and a Linear Matrix Inequality (LMI) method for the convex approximation of probabilistic constraints with ellipsoidal constraint function. Finally, we introduce a class of convex expectation-type constraints that provide tractable approximations of the so-called integrated chance constraints. Performance of these methods and of existing convex approximation methods for probabilistic constraints is compared on a numerical example.
Introduction
This work is motivated by the application of a recedinghorizon approach to the constrained control of discretetime stochastic processes [1, 3, 5, 8, 18, 20, 39] . Similar to deterministic (or robust) Model Predictive Control (MPC) [35] , the approach entails the online solution of a sequence of finite-horizon constrained stochastic optimization problems. Due to the random dynamics, hard constraints are often too conservative and are relaxed to probabilistic (soft) constraints [33, 34] . The applicability of the receding-horizon strategy depends on several factors, e.g. the feasibility of the constrained optimization problems along the random system trajectories and the closed-loop system stability [25] , as well as the evolution of the probability of constraint violation over time.
In this paper we concentrate on the convexity of a class of finite-horizon stochastic optimal control problems for discrete-time systems with soft constraints. Convexity is central for the real-time computation of the finitehorizon control policies, however its interest goes beyond MPC. It ensures the well-posedness and the tractability of the optimization problem, therefore convex formulations [9] or approximations [11, 30] of stochastic control problems are commonly sought. Unfortunately, tight convex approximations are difficult to derive. We focus on an input-affine parameterization of the control policies [7, 22, 23, 29] and discuss the convexity of the resulting optimal control problems. Then, we address the convex approximation of nonconvex chance constraints and of the so-called Integrated Chance Constraints (ICC) [26, 27] . Our contributions are (i) an expectation-based method for the convex conservative approximation of nonconvex chance constraints with polytopic constraint function (Section 3.1), (ii) an LMI method for the convex conservative approximation of chance constraints with ellipsoidal constraint function (Section 3.2), and (iii) the formulation of a class of convex expectation-type constraints providing tractable approximations of ICCs [26, 27] . Thanks to a different approach to the explicit approximation of probabilistic constraints, the proposed methods have the potential to outperform existing methods at least on certain problems. A comparison with the methods in [12, 30, 31, 38] is carried out by simulation on an example control problem. We will not consider randomized approaches to nonconvex optimization [2, 15, 36, 37, 40] , which may be unsuited for fast real-time applications. In Section 2 we formulate the constrained finite-horizon stochastic optimal control problem and provide conditions for its convexity. Section 3 is dedicated to the convex approximation of chance constraints. In Section 4 we discuss ICC-like formulations of probabilistic constraints. Simulation results are discussed in Section 5.
Problem statement
Let N = {1, 2, . . .} and N 0 N ∪ {0}. Consider the following dynamical model: for t ∈ N 0 ,
where x(t) ∈ R n is the state, u(t) ∈ R m is the control input, A ∈ R n×n , B ∈ R n×m , and w(t) is a stochastic noise input defined on an underlying probability space (Ω, F, P). No assumption on the probability distribution of the process w is made at this stage. We assume that at any time t ∈ N 0 , x(t) is observed exactly and that, for given x 0 ∈ R n , x(0) = x 0 . Fix a horizon length N ∈ N. The evolution of the system from t = 0 through t = N can be described in compact form asx =Āx 0 +Bū +Dw, wherē
T T andĀ,B,D are block matrices defined in terms of A and B. By the hypothesis that the state is observed without error, one may reconstruct the noise sequence from the sequence of observed states and inputs by the formula w(t) = x(t + 1) − Ax(t) − Bu(t), t ∈ N 0 . In light of this, and following [7, 23, 29] , we shall consider policies of the form u(t) = t−1 i=0 G t,i w(i) + d t , where the feedback gains G t,i ∈ R m×n and the affine terms d t ∈ R m must be chosen based on the control objective. It was shown in [23] that there exists a (nonlinear) bijection between this class of control policies and the class of affine state feedback policies. In general, this choice is suboptimal, but it ensures the tractability of a large class of optimal control problems. For the robust control of SISO systems, the optimality of disturbance-affine control policies has been discussed in [10] . In compact notation, the control sequence up to time N − 1 is given bȳ
The lower triangular structure ofḠ (with m × n zero blocks on the diagonal) enforces causality. The resulting closed-loop system dynamics can be written compactly as the equality constraint
Let θ = (Ḡ,d) denote the parameters of the control policy. Let (x θ ,ū θ ) indicate the dependency of (x,ū) on θ.
)n×N m → R r and φ : R r → R R , with r, R ∈ N, be measurable functions. We consider the optimization problem
where Θ is the linear space of optimization variables in the form (3) and the inequality is interpreted componentwise. This formulation includes Linear-QuadraticGaussian (LQG) control [4] as a special case, but allows for arbitrary noise correlation and terms coupling inputs and states at different times. It allows one to relax the hard constraints η(x θ ,ū θ ) ≤ 0 found in deterministic control problems, to soft constraints that are better suited for stochastic processes. For appropriate choices of φ, it embraces most common probabilistic constraint relaxations, including chance constraints (see e.g. [30] ), integrated chance constraints [26, 27] , and expectation constraints (see e.g. [34] ). Robust control [21, 41, 42] could alternatively be applied for noise distributions with bounded support. However, it may lead to conservative solutions, since the statistical properties of the noise are not taken into account in the optimization. We are interested in the convexity of the optimization problem (5)- (6) . The following result will be used repeatedly and is an immediate consequence of the composition rules for convex functions (see e.g. [14, §3.
2.4]).
Proposition 1 Let (Ω, F, P) be a probability space, Θ be a convex subset of a vector space and D ⊆ R be convex. In particular, expectations are set to +∞ for all values of θ where they are not defined. Let us make the following standing assumption.
Convexity of the cost function in (5) now follows immediately from Proposition 1 and the fact that θ → (x θ ,ū θ ) is an affine mapping. In particular, convexity holds for positive semidefinite quadratic cost functions.
Since the cost function is convex and the dynamical constraints (2)- (4) are affine in the optimization variables θ, a convex optimization problem is obtained whenever (6) is also convex in θ. In the following sections we will investigate different forms of the constraint (6) that are either convex or amenable to explicit convex approximation.
Remark 2 Most results of the paper follow from the fact thatū θ andx θ are affine in both θ andw. It was noticed in [6] that this property is preserved by a causal output feedback control policy, for models with linear observations of the state. This allows us to extend our methods to the case of linear output feedback, see also [25] .
Chance Constraints
For a given α ∈ ]0, 1[, consider the constraint
This is a probabilistic relaxation of the hard constraint η(x θ ,ū θ ) ≤ 0. The smaller α, the tighter the constraint (7). This constraint is obtained in (6) with R = 1 and (7) with respect to θ. General conditions for the convexity of (7) can be given under the assumption thatḠ is fixed and the open-loop termd is the only optimization parameter. This case is of interest e.g. in stochastic MPC, where control policies with fixed prestabilizing feedback gain followed by open-loop corrections are commonly used (see for instance [16, 17] ). For a givenḠ and i = 1, . . . , r, define
The next result follows easily from [32, Theorem 10.2.1].
Proposition 3 Assume thatw has a continuous distribution with log-concave probability density and that, for
is log-concave and hence, for any α ∈ (0, 1), set FḠ is convex.
Among others, Gaussian, exponential and uniform distributions are continuous with log-concave probability density. The assumptions on the g i are fulfilled e.g. when η(x,ū) is affine inx andū, i.e. constraints are polytopic. Probabilistic linear programs with variableḠ has been addressed in [28] . Proposition 3 does not apply to ellipsoidal constraints (Section 3.2). In general, convexity is lost whenḠ is included in the optimization variables. In the sequel, we consider several nonconvex probabilistic constraints and discuss how to recover convexity by way of approximation.
Polytopic Constraint Functions
From now on bothḠ andd are tunable parameters of the controller, i.e. θ = (Ḡ,d) takes values in the whole parameter space Θ. Throughout the rest of Section 3 we shall rely on the following assumption.
Assumption 2w is a zero-mean Gaussian random vector with positive definite covariance matrixΣ. We denote this byw ∼ N (0,Σ).
, and y ∈ R r , describe one of the most common types of constraints. In light of (2) and (4)
Yet in general the resulting joint chance constraint,
is nonconvex. One approach for its convex approximation, discussed in [12, 30, 31] , is to separate the joint constraint into several elementary constraints: For tunable
. . , r, form a convex conservative approximation of (8) . Another convex conservative approximation of (8) is obtained in [38] by ensuring that the 100(1−α)% confidence ellipsoid of the random variable η(x θ ,ū θ ) is contained in the negative orthant η ≤ 0. It is possible to show that, in general, this method is more conservative than constraint separation (see [13] , [19] , [31] and the results on the example in Section 5). We propose an alternative approach based on the approximation of the joint constraint probability via a suitable expectation function. For any r × 1 random vector η and ϕ
The idea is to replace ϕ ′ by a function ϕ that simultaneously bounds the probability of constraint violation and ensures convexity. For t i > 0, i = 1, . . . , r, consider ϕ(η) = r i=1 exp(t i η i ). Let h i,θ and P T i,θ be the i-th rows of h θ and P θ , respectively.
Proposition 4 For any
is a convex conservative approximation of (8) .
Proof: For any η one has ϕ(η) ≥ ϕ ′ (η), whence (9) is obtained as follows. For any η ∼ N (µ, Σ ′ ) and any c ∈ R r , E exp(c
Observe that the sum of exponentials of convex functions of θ is log-convex, therefore the constraint is convex (see e.g. [14, Example 3.14] ).
This approximation of (8) (6) with φ = φ ′ is more conservative than it is with φ = φ ′′ . In principle, this fact may be exploited to optimize the choice of φ.
Ellipsoidal Constraint Functions
T to an ellipsoid with center δ and shape determined by Ξ. We now provide an approximation of the (nonconvex) chance constraint
that is a semidefinite program in the optimization parameters θ = (Ḡ,d). The mathematical development of this approach is based on the techniques presented in [14] for addressing quadratic constraints by semidefinite programming. Similar to [38] , the idea is to ensure that y T θ Ξy θ − 1 ≤ 0 is fulfilled for the whole 100(1 − α)% confidence ellipsoid ofw. Note that y θ = h
Proposition 5 Let S θ = βΞ 
then θ satisfies (10), i.e. (11) is a convex conservative approximation of (10).
Proof: Inequality (10) may be represented as 1 
This relation is turned into (11) by Schur complementation. Therefore, any solution of (11) implies (10) . Note that S θ and ξ θ are affine in the optimization variables, hence (11) is an LMI.
Integrated chance constraints
When R = r and, for i = 1, . . . , r, φ i (η) = ϕ i (η i ) − β i , with β i a fixed parameter and ϕ i : R → R measurable, constraint (6) becomes
For ϕ i defined as ϕ ramp (z) = max{0, z}, (12) is known as integrated chance constraints [26, 27] , in that it can be rewritten as +∞ 0 P η i (x θ ,ū θ ) > s ds ≤ β i . ϕ i plays the role of a penalty (or barrier) function that penalizes violations of the inequality η i (x,ū) ≤ 0, and β i is a maximum allowable cost.
Proposition 6 Let the mappings η i : R (N +1)n×N m → R be measurable and convex, and let the ϕ i : R → R be measurable, monotone nondecreasing and convex. Then (12) is a convex constraint.
Proof: Fix ω ∈ Ω arbitrarily. Since θ → x θ (ω),ū θ (ω) is affine and, for each i, (x,ū) → η i (x,ū) is convex, the composition θ → η i x θ (ω),ū θ (ω) is convex. By the assumptions on ϕ i , applying Proposition 1 with γ(ω, θ) = η i x θ (ω),ū θ (ω) and ϕ i in place of ϕ we find that E[ϕ i • η i (x θ ,ū θ )] is also convex in θ. Hence (12) is convex (the constraint set is the intersection of r convex sets).
A similar convexity result was derived in Section 3.1 for a specific monotone nondecreasing convex function ϕ and Gaussian noise. Here, we showed that convexity is independent of the probability distribution ofw. In particular, the result applies when ϕ i = ϕ ramp . The class of constraints (12) fulfilling the assumptions of Proposition 6 include e.g. the expectation-type ellipsoidal constraints applied to an optimization problem with quadratic cost function in [34] and corresponding to the choice ϕ(z) = z for all z. The choice of ϕ within a large class of functions is an extra degree of freedom provided by our framework.
Despite convexity, deriving efficient algorithms to solve problems with ICC is still a major challenge [26, 27] . From now on we focus on the case wherew is Gaussian and η is a polytopic constraint function defined as in Section 3.1, and show that explicit expressions for the ICCs (and the gradients and Hessians of the constraint functions) can be derived for certain choices of the penalty function ϕ. Provided the cost in (5) has a simple (e.g. quadratic) form, this enables the implementation of numerical algorithms (e.g. interior point methods [14] ) for the solution of the optimization problem. Letw satisfy Assumption 2. Consider the constraint
where T x i , T u i and y i denote the i-th row of T x , T u and y, respectively.
Ramp-like penalty function
Let ϕ i = ϕ ramp . The next result is found by straightforward calculations. We assume for simplicity thatΣ = I.
Proposition 7 Let z be a Gaussian random variable with mean µ i and variance σ
and erfc(x) = 1 − erf(x) is the standard complementary error function. As a consequence, constraint (13) is equivalent to
Note that expectations have been integrated out, i.e. the (convex) constraints are expressed in terms of explicit functions of the optimization variables θ = (Ḡ,d).
Formulas for the gradient and Hessian of the constraint functions are easily derived by differentiation [19] . For reasons of space they are not reported here.
Exponential penalty function
For i = 1, . . . , r, let ϕ i (η i ) = exp(t i η i ), where t i > 0 is a design parameter. By the same arguments of Proposition 4, for η defined as in Section 3.1 and under Assumption 2, it holds that
2 ). Therefore, for β i > 0, (13) may be reformulated as follows:
This is a quadratic constraint, which can be implemented in standard optimization algorithms. Except possibly for small parameters t i , constraint (14) is tighter than the one in Proposition 7, because ϕ ramp is uniformly smaller than the exponential function. Note that this ICC formulation is similar to the expectation-based chance-constraint approximation (9) . Here, however, each scalar constraint η i ≤ 0 is enforced separately (in an expectation sense). While the coefficients β i provide additional degrees of freedom, there is no obvious relationship between the choice of parameters β i and t i and the probability of constraint violation α of Section 3.1. 
Simulation results
Consider the mechanical system in Fig. 1 .
are displacements from an equilibrium, u 1 is a tension between the first and the second mass, u 2 is a tension between the third and the fourth mass, and u 3 is a force between the wall (at left) and the second mass. We assume masses m 1 = · · · = m 4 = 1 and stiffnesses k 1 = · · · = k 4 = 1. We consider a discrete-time model of this system with noise in the dynamics, x(t + 1) = Ax(t) + Bu(t) + w(t), where w is i.i.d. w(t) ∼ N (0, σ 2 I), σ = 0.02, and
T . The model is obtained by discretization of a standard mechanical model x = A c x + B c u at times t = 0, 1, 2, . . ., under the assumption that the control action u(t) is piecewise constant over the intervals [t, t + 1). We want to compute the control policy minimizing T . In the absence of constraints, this is a finite horizon LQG problem, for which the optimal policy (a linear time-varying state feedback) and the optimal cost can be determined offline [4] . We shall now introduce constraints and compare the constraint approximation methods described in the paper. All algorithms are implemented in Matlab. Optimization is performed by the CVX toolbox [24] on a Linux machine (3GHz Intel Pentium D, 2GB RAM). We first consider polytopic constraints, and require that |u i (t)| ≤ 0.3, with i = 1, 2, 3 and t = 0, . . . , N − 1, and |d 1 (t)| ≤ 0.45, |d 2 (t)| ≤ 0.45, |d 3 (t)| ≤ 0.45, |d 4 (t)| ≤ 1 with t = 1, . . . , N . The total number of constraints is r = 70. We relax this problem to a chance constrained problem with constraints in the form (8) . Then, we compare the Expectation-Based (EB) approximation (Section 3.1, with t 1 = . . . = t r = 100) with the methods of Constraint Separation (CS) (we set α 1 = . . . = α r = α/r as in [12, 30] ), Ellipsoidal Approximation (EA) [38] , ICC approximation with exponential penalty function (Section 4.2) (t i as above and β 1 = . . . = β r = 0.2) and Saturated LQG (SLQG), where the control actions obtained from an LQG controller are saturated to the constraint values. For α = 0.1, all methods yield a feasible problem. We use this value of α to compare control performance. Results from Monte Carlo (MC) simulations are reported in Table 1 , and in Fig. 2 variable control action, but a generally small variability of the regulated states. Control inputs are saturated quite frequently (see the cost increase from LQG to SLQG in Table 1 ), while the regulated states exceed the boundaries very often (see also in Fig. 2 the mean of d 3 (2) touching the upperbound). SLQG provides the minimum control cost at the smallest computational price, but the solution violates the chance constraints on the state (not explicitly taken into account). One possible remedy is to redesign the SLQG parameters so that the MC frequency of constraint violation is below α. EA provides a very irregular control action that alternates open-loop (large-mean, small-variance) inputs to control actions largely influenced by the noise. The original hard constraints are never violated, but the problem is nearly infeasible, and the control cost is large. This suggests that EA is overly conservative and heavily deteriorates the solution of the optimal control problem. CS is the least conservative in the sense that the problem remains feasible for the smallest values of α. However, for α = 0.1, the chance constraint is better approximated by EB (frequency of constraint violation closer to 0.1) at a similar control cost. We explain this as follows. While CS approximates the chance constraint by r scalar constraints, one for each inequality η i ≤ 0, EB does it by a single scalar upperbound on the sum of r terms, each resembling a "penalization" for violating one inequality. This allows EB to enforce some inequalities less tightly than others, as long as the "total penalization" does not exceed α. That is, EB is "less strict" than CS on every individual inequality, yet the chance constraint is satisfied. Parameters t i of EB were manually tuned to attain feasibility and minimize control cost. Larger values of t i enforce the original hard constraints more tightly. Smaller values relax the constraints but also deteriorate the approximation 1 − P[η ≤ 0] ≃ E[ϕ(η)] for η ≤ 0. For ICC, the choice of the t i and the β i is coupled. From the similarity of (9) and (14), a good guess is β i ≃ α/r. Increasing β i allows for more frequent violations of the i-th constraint. Parameters were fine tuned by way of MC simulation so as to fulfill the constraints with probability 1 − α. We complete our simulation study by testing the method of Section 3.2 on the ellipsoidal constraint 3 so that the constraint shape is similar to the polytopic constraints above. Parameter λ ′ > 0 balances the "penalty" for large inputs and mass displacements. c > 0 is a maximum allowable "cost". After relaxing the constraint to the form (10), the optimal control policy is computed using the LMI of Proposition 5. For c = 2.5 and λ ′ = 4.5 the problem is feasible for α ≥ 5 × 10 −7 . Over 10000 runs, the ellipsoidal constraint was never violated, showing the conservatism of the approximation. The average cost of the solution, computed in 2.9 seconds, is 2.285. Polytopic constraints (not enforced here) were violated in about 60% of the simulation runs.
Conclusions
We provided new methods for the convex approximation of stochastic optimal control problems with probabilistic constraints and compared them to existing methods on a simulated example. Some methods involve design parameters that add flexibility to the controller design, but provide little guidance on their tuning. Similar to [31] , one possibility is to include tunable parameters in the optimization. Directions of research include the choice of approximation and penalty functions of EB and ICC.
