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Abstract
The nonlinear eigenvalue problem D2uk−1 C  juk jγ D 0; k D 1; 2; : : : ; n under the Di-
richlet boundary conditions u0 D 0 D unC1 is studied. An existence and uniqueness theorem
is proved. Qualitative properties of solutions are also given. © 2000 Elsevier Science Inc. All
rights reserved.
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1. Introduction
Nonlinear differential boundary value problems of the form (see e.g. [1])
u00.t/ C f .u.t// D 0; 0 < t < 1;
u.0/ D 0 D u.1/;
arise in steady state temperature distribution problems in a material bounded by two
infinite parallel planes. By applying finite difference methods, a discrete eigenvalue
problem naturally arises:
ukC1 − 2uk C uk−1 C f .uk/ D 0; k D 1; 2; : : : ; n;
u0 D 0 D unC1;
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which calls for the attention to the usual questions of existence and uniqueness of
solutions. The above discrete boundary value problem can also be viewed as mod-
elling a discrete time oscillator which is subject to nonlinear forces. More specifi-
cally, assuming that the coordinates uk of an oscillator are sampled at discrete times
k D : : : ;−2;−1; 0; 1; : : : ; it is then natural to consider ukC1 − uk  Duk and uk −
uk−1  Duk−1 as the average velocities of the oscillator over the time periods Tk; k C
1U and Tk − 1; kU; and consider ukC1 − uk − .uk − uk−1/  D2uk−1 as the average
acceleration at time k: If the oscillator is subjected to a force of the form F.uk/, then
by Newton’s law, the equation of motion is
D2uk−1 D F.uk/:
Assuming that the oscillator is projected from the origin at time 0, a natural question
then arises as to whether the oscillator will return to its initial state at some future
time n C 1: In case F.u/ is generated by an elastic spring, then by the linear Hooke’s
law, F.u/ D −u; where  is a positive proportionality constant which reflects the
characteristic of the spring. Our boundary problem is then given by
D2uk−1 C uk D 0; k D 1; 2; : : : ; n;  > 0;
u0 D 0 D unC1:
This problem can be expressed in the form
Anu D u;
where u D col.u1; u2; : : : ; un/ and
Jn D
2
66664
2 −1 0 : : : 0
−1 2 −1 : : : 0
: : : : : : : : :
0 : : : −1 2 −1
0 : : : 0 −1 2
3
77775
nn
:
Thus, nontrivial solutions can only be found when  is equal to one of the eigenvalues
[2]
i D 4 sin2 ip2.n C 1/ ; i D 1; 2; : : : ; n;
of Jn; and are given by the nontrivial constant multiples of the corresponding eigen-
vectors
u.i/ D
r
2
n C 1 col

sin
ip
n C 1 ; sin
2ip
n C 1 ; : : : ; sin
nip
n C 1

; i D 1; 2; : : : ; n:
A strange conclusion then seems to be that only certain springs could generate the
right forces for the oscillator to return to the origin at time n C 1: This is not entirely
satisfactory, since intuitively we expect nontrivial solutions for any spring constant
 > 0: In this paper, we will assume a nonlinear Hooke’s law that asserts F.u/ D
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− jujγ ; where γ is any fixed number between 0 and 1. The boundary problem is
now
D2uk−1 C  jukjγ D 0; k D 1; 2; : : : ; n;  > 0; γ 2 .0; 1/; (1)
u0 D 0 D unC1: (2)
We will show that for each  > 0; there is a unique solution to our problem. Then
we treat ; γ and n as parameters of our unique solution, and derive several com-
parison theorems for it. We will assume throughout the rest of our paper that  > 0,
γ 2 .0; 1/ and n D 1; 2; : : :
We remark that it is also of interest to assume a nonlinear Hooke’s law that takes
on other forms. In particular, the forcing function F.u/ D −u jujγ−1 is closely re-
lated to the one given above and the corresponding problem seems to be much more
involved but interesting for future considerations.
2. Existence and uniqueness
To motivate the following, we first consider the simple case when n D 1 and
 D 1: Then the boundary problem (1), (2) is reduced to the single equation
−2u1 C ju1jγ D 0:
One of the solutions is clearly u1 D 0: We can also find a unique nontrivial positive
solution
u1 D

1
2
1=.1−γ /
:
When n D 2 and  D 1; our boundary problem is reduced to a pair of nonlinear
equations:
u2 − 2u1 C ju1jγ D 0;
−2u2 C u1 C ju2jγ D 0:
The only nontrivial solution can easily be found and is given by u1 D u2 D 1:
To simplify our presentations, we will use standard matrix notations and opera-
tions. We will also need notations for nonlinear operations defined componentwise.
In particular, if x is a column vector col.x1; : : : ; xn/, we write jxj and xγ to represent
col.jx1j; : : : ; jxnj/ and col.xγ1 ; : : : ; xγn /, respectively. We will also write x > 0 to
denote x1 > 0; : : : ; xn > 0: The notations x > 0, x > y; etc., where x and y can also
be matrices, are similarly defined.
In terms of the notations just mentioned, our boundary problem can be written in
the compact form
Jnu D  jujγ ; (3)
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where u D col.u1; : : : ; un/ and the Jacobi matrix Jn has been given before. The
boundary problem (1), (2) is equivalent to (3) in the sense that f0; u1; u2; : : : ; un; 0g
is a solution of (1), (2) if, and only if, col.u1; u2; : : : ; un/ is a solution of (3).
The Jacobi matrix is invertible, as is well known, and its inverse J−1n D .gij / is
given by
gij D
(
j .n C 1 − i/=.n C 1/; 1 6 j 6 i 6 n;
i.n C 1 − j/=.n C 1/; 1 6 i 6 j 6 n:
Clearly, each component of J−1n is positive. As a consequence, J−1n x > 0 for any
nonnegative and nontrivial column vector x: This implies that if we write (3) in the
equivalent form
u D J−1n jujγ ; (4)
then we see that a nontrivial solution u D col.u1; u2; : : : ; un/ of (3) must be positive,
i.e., u > 0:
We first derive an existence and uniqueness theorem for the positive solutions of
(4) when  D 1:
Theorem 1. The nonlinear system
u D J−1n uγ (5)
has a unique positive solution.
Proof. Since the eigenvalues and eigenvectors of the Jacobi matrix Jn are known, it
is easily checked that the eigenvalue problem
J−1n v D v
has a positive eigenvalue  and a corresponding eigenvector v > 0: Let
u0 D  1=.1−γ /
 v
max v
1=γ
and
w0 D  1=.1−γ /
 v
min v
1=γ
:
Further let
umC1 D J−1n uγm; m D 0; 1; 2; : : : (6)
and
wmC1 D J−1n wγm; m D 0; 1; 2; : : : (7)
We assert that
0 < u0 6 uk 6 ukC1 6 wkC1 6 wk 6 w0
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for any k D 1; 2; : : : The fact that 0 < u0 6 w0 is clear from the definitions of u0
and w0: Next,
u1 DJ−1n uγ0 D γ=.1−γ /J−1n
v
max v
Dγ=.1−γ / v
max v
>  1=.1−γ /
 v
max v
1=γ D u0:
Now that we have shown u0 6 u1: Then u1 D J−1n u0 6 J−1n u1 D u2: By induction,
it is then clear that uk 6 ukC1 for k D 0; 1; : : : Similarly, we can show that wkC1 6
wk for k D 0; 1; : : : Finally, u1 D J−1n u0 6 J−1n w0 D w1 and by induction, uk 6 wk
for k D 1; 2; 3; : : : Our assertion is thus true.
Let u be the (positive) limit of the nondecreasing and bounded sequence fumg;
and let w be the (positive) limit of the nonincreasing and bounded sequence fwmg:
Taking limits on both sides of (6) and (7), we see that u D J−1n uγ and w D J−1n wγ ;
and hence they are positive solutions of (5).
In order to show uniqueness, let u D col.u1; : : : ; un/ and w D col.w1; : : : ; wn/
be the two positive vectors such that ui < wi for some i in f1; 2; : : : ; kg. We assert
that there exists a positive number 0 2 .0; 1/ such that u > 0w and uw if  > 0:
Indeed, take
0 D min
16k6n
uk
wk
D ud
wd
;
which belongs to .0; 1/ since ui < wi: Then u > 0w since
uk D uk
wk
wk > 0wk; k D 1; 2; : : : ; n:
Furthermore, if  > 0; then ud D 0wd < wd; which shows that u  w:
Now let u D col.u1; : : : ; un/ and w D col.w1; : : : ; wn/ be two positive solutions
of (5) if u =D w. We may assume without loss of generality that ui < wi for some i
in f1; 2; : : : ; ng: Let 0 2 .0; 1/ such that u > 0w and u  w if  > 0: Then
u D J−1n uγ > J−1n .0w/γ D γ0 J−1n wγ D γ0 w:
But since γ0 > 0; a contradiction is obtained. The proof is complete.
Next, note that if we let
u D 1=.1−γ /v;
then substituting it into (4), we have
1=.1−γ /v D J−1n
1=.1−γ /vγ
or
v D J−1n jvjγ :
This shows that if v is a solution of (5), then 1=.1−γ /v is a solution of (4). It is easily
shown that the converse is also true. As a consequence, for each  > 0; the nonlinear
system (4) has a unique (positive) solution v; which is given by
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v D

1

1=.1−γ /
u; (8)
where u is the unique positive solution of (5).
As an application, we remark that “symmetry” shows up in our boundary problem
(1), (2). Indeed, if u D col.u1; : : : ; un/ is the unique positive solution of (5), then the
vector col.un; : : : ; u1/ is also a positive solution of (5), as can be verified directly.
Thus, uk D unC1−k for k D 1; : : : ; n: In other words, u is a symmetric vector. 
3. Comparison theorems
The unique nontrivial solution v of (4) and the unique positive solution u of (5)
depend on the parameters , γ and n: We will derive several results for comparing
solutions corresponding to different values of the parameters. First of all, when γ and
n are fixed, it is clear from (8) that when 0 < 1 < 2; the corresponding nontrivial
solutions v.1/ and v.2/ of (4) satisfy
v.1/ < v.2/:
Next, let 0 < γ1 < γ2 < 1: We assert that the corresponding positive solutions u.γ1/
and u.γ2/ of (5) satisfy
u.γ1/ < u.γ2/:
To see this, recall from the proof of Theorem 1 that u.γ1/ D limn!1 um.γ1/; where
u0.γ1/ D  1=.1−γ1/
 v
max v
1=γ1
;
umC1.γ1/ D J−1n uγ1m .γ1/; m D 0; 1; 2; : : :
and u.γ2/ D limn!1 um.γ2/; where
u0.γ2/ D  1=.1−γ2/
 v
max v
1=γ2
;
umC1.γ2/ D J−1n uγ2m .γ2/; m D 0; 1; 2; : : :
Since u0.γ1/ < u0.γ2/; we see that
u1.γ1/ D J−1n uγ10 .γ1/ 6 J−1n uγ20 .γ2/ D u1.γ2/
and by induction that um.γ1/ 6 um.γ2/ for m D 1; 2; : : : Hence, u.γ1/ 6 u.γ2/: To
see that u.γ1/ < u.γ2/; we assume to the contrary that ui.γ1/ D ui.γ1/ for some i in
f1; 2; : : : ; ng: Then
uiC1.γ1/ − 2ui.γ1/ C ui−1.γ1/ C uγ1i .γ1/ D 0
and
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uiC1.γ2/ − 2ui.γ2/ C ui−1.γ2/ C uγ2i .γ2/ D 0;
so that
0 6 uiC1.γ2/ − uiC1.γ1/ C ui−1.γ2/ − ui−1.γ1/ D uγ1i .γ1/ − uγ2i .γ2/ 6 0:
But then
u
γ1
i .γ1/ D uγ2i .γ2/;
which is contrary to our assumption that γ1 < γ2. Now that we have shown u.γ1/ <
u.γ2/ when 0 < γ1 < γ2 < 1: In view of (8), we see that the corresponding nontrivial
solutions v.γ1/ and v.γ2/ of (4) satisfy v.γ1/ < v.γ2/:
Next, let n;m be positive integers such that 1 6 n < m; and let u.n/ D col.u1.n/;
: : : ; un.n// and u.m/ D col.u1.m/; : : : ; um.m// be the corresponding positive solu-
tions of (5). We assert that
uk.n/ < uk.m/; k D 1; 2; : : : ; n: (9)
Indeed, assume to the contrary that (9) is not true. Since unC1.n/ D 0 < unC1.m/;
we see that there is an integer j in f1; 2; : : : ; ng such that
un.m/ > um.n/; um−1.m/ > um−1.n/; : : : ; ujC1.m/ > ujC1.n/;
but
uj .m/ 6 uj .n/:
There are two cases to consider. First suppose uj .m/ < uj .n/ and ujC1.m/ >
ujC1.n/. Then there is a positive number  and a nonpositive number  such that
ujC1.m/ D  C uj .m/
and
ujC1.n/ D  C uj .m/:
Thus, f0; u1.m/; : : : ; ujC1.m/g and f0; u1.n/; : : : ; ujC1.n/g are two solutions of the
boundary problem
D2wk−1 C wγk D 0; k D 1; 2; : : : ; j; (10)
w0 D 0; wjC1 D  C wj : (11)
The boundary problem (10), (11) can be written as
QJjw D wγ C col.0; : : : ; 0; /; (12)
where w D col.w1; w2; : : : ; wj / and
QJj D
2
66664
2 −1 0 : : : 0
−1 2 −1 : : : 0
: : : : : : : : :
0 : : : −1 2 −1
0 : : : 0 −1 2 − 
3
77775
jj
:
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It is easily shown that the matrix QJj is invertible and its inverse has positive compo-
nents [3]. As in the proof of Theorem 1, we now show that the two positive solutions
Qu.m/ D col.u1.m/; : : : ; uj .m// and Qu.n/ D col.u1.n/; : : : ; uj .n// of (12) must be
identical. Otherwise, we may assume without loss of generality that Qui.m/ > Qui.n/
for some i in f1; 2; : : : ; j g: Then there exists a 0 2 .0; 1/ such that Qu.m/ > 0 Qu.n/;
but Qu.m/   Qu.n/ if  > 0: Thus,
Qu.m/D QJ−1j
( Quγ .m/ C col.0; : : : ; 0; /
> QJ−1j
(

γ
0 Quγ .n/ C γ0 col.0; : : : ; 0; /

Dγ0 QJ−1j
( Quγ .n/ C col.0; : : : ; 0; /
Dγ0 Qu.n/;
which is a contradiction. Finally, the fact that Qu.m/ D Qu.n/ is contrary to our as-
sumption that uj .m/ < uj .n/:
Next, if the case uj .m/ D uj .n/ holds, then by arguments similar to those just
described, we see that uk.m/ D uk.n/ for k D 1; : : : ; j: But then,
ujC1.m/D2uj .m/ − uj−1.m/ C uγj .m/
D2uj .n/ − uj−1.n/ C uγj .n/
DujC1.n/;
which is contrary to our assumption that ujC1.m/ > ujC1.m/:
We summarize the above discussions as follows.
Theorem 2. Let v D v.; γ; n/ D col.v1.; γ; n/; : : : ; vn.; γ; n// be the unique
nontrivial (positive) solution of (4). Then
v.1; γ ; n/ < v.2; γ ; n/; 0 < 1 < 2;
v.; γ1; n/ < v.; γ2; n/; 0 < γ1 < γ2 < 1;
vk.; γ; n/ < vk.; γ;m/; k D 1; 2; : : : ; n; 1 6 n < m:
4. Additional properties and remarks
We have already shown that the unique nontrivial solution v of (4) is positive and
symmetric. We have also shown in the proof of Theorem 1 that the unique positive
solution of (5) is bounded between
 1=.1−γ /
 v
max v
1=γ
and
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 1=.1−γ /
 v
min v
1=γ
;
where v is a positive eigenvector of J−1n and  its corresponding positive eigenvalue.
There are a number of additional properties which may be useful. Let u D col.u1;
: : : ; un/ be the unique positive solution of (5). Since D2uk−1 D −uγk < 0 for k D
1; 2; : : : ; n; u is a strictly concave vector. It is not difficult to see that any symmet-
ric, positive and strictly concave vector must be symmetrically decreasing. In other
words, if n D 2m; then u1 < u2 <    < um−1 < um D umC1 and umC1 > umC2 >
   > unI if n D 2m C 1; then u1 < u2 <    < um−1 < um and um >
umC1 > umC2 >    > un:
We can also establish an a priori bound for the unique positive solution u D
col.u1; : : : ; un/ of (5). First of all, since
u
γ
k D −uk−1 C 2uk − ukC1; k D 1; 2; : : : ; n;
if we divide both sides by uγ−1k ; we obtain
u
γ−1
k D 2 −

uk−1
uk
C ukC1
uk

; k D 1; 2; : : : ; n:
Thus,
nX
kD1
u
γ−1
k D2n −

u2
u1
C u1
u2

C    C

un
un−1
C un−1
un

62n − f2 C    C 2g
D2:
We remark that the number 2 is sharp when n D 2: This is due to the fact, as seen at
the beginning of Section 2, that the corresponding unique solution, when n D 2; is
given by col.u1; u2/ D .1; 1/:
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