Abstract. The symbolic powers I (n) of a radical ideal I in a polynomial ring consist of the functions that vanish up to order n in the variety defined by I. These do not necessarily coincide with the ordinary algebraic powers I n , but it is natural to compare the two notions. The containment problem consists of determining the values of n and m for which I (n) ⊆ I m holds. When I is an ideal of height 2 in a regular ring, I (3) ⊆ I 2 may fail, but we show that this containment does hold for the defining ideal of the space monomial curve (t a , t b , t c ). More generally, given a radical ideal I of big height h, while the containment I (hn−h+1) ⊆ I n conjectured by Harbourne does not necessarily hold for all n, we give sufficient conditions to guarantee such containments for n ≫ 0.
Introduction
Given a radical ideal I in a domain R, the n-th symbolic power of I is the ideal given by
This is the intersection of the minimal components of the ordinary power I n , where minimal stands for non-embedded rather than height minimal. There are many reasons to consider the symbolic powers of an ideal; if R is a polynomial ring, I
(n) is the set of functions that vanish up to order n on the variety defined by I, by the Zariski-Nagata Theorem [Zar49, Nag62] . For a survey on symbolic powers, see [DDSG + 18] . In general, I n = I (n) , although I n ⊆ I (n) always holds. The containment problem consists of determining all the values of a and b for which I (a) ⊆ I b holds. Given an ideal I and a value b, one would like to determine the smallest a for which I (a) ⊆ I b holds. This question turns out to be surprisingly difficult to answer even over a regular ring. There is, however, an upper bound, depending on the big height of I, given by the largest height of an associated prime of I. Let R be a regular ring and I a radical ideal in R of big height h. Then for all n 1,
This result, however, does not give a complete answer to the containment problem. The first interesting case is in dimension 3, where any prime ideal of height 2 that is not a complete intersection verifies P (n) = P n for all n 2 [Hun86] , while Theorem 1.1 shows that P (2n) ⊆ P n , and in particular that P (4) ⊆ P 2 . Simple examples suggest that this could maybe be improved. Question 1.2 (Huneke, 2000) . If P is a prime of height 2 in a regular local ring, is P (3) ⊆ P 2 ?
Brian Harbourne proposed the following extension of Question 1.2: Conjecture 1.3 (Harbourne) . Let I be a radical ideal of big height h in a regular ring. Then for all n 1, I (hn−h+1) ⊆ I n .
The value suggested by this conjecture is very natural. In fact, Hochster and Huneke's proof [HH02] of Theorem 1.1 uses the fact that in prime characteristic p, I
(hq−h+1) ⊆ I [q] for all q = p e ; this turns out to be a simple application of the Pigenhole Principle. However, Conjecture 1.3 can fail; Dumnicki, Szemberg and Tutaj-Gasińska [DSTG13] found the first counterexample to I (3) ⊆ I 2 , and others followed. However, there are no known counterexamples to Question 1.2, which remains open even in dimension 3.
Theorem A (see Theorem 4.1). Let k be a field of characteristic not 3, and consider R = k x, y, z or R = k[x, y, z]. Let P be the prime ideal defining the space monomial curve x = t a , y = t b and z = t c . Then
This result follows once we establish sufficient conditions for I (n) ⊆ I m to hold for each n > m whenever I is generated by the maximal minors of a 2 × 3 matrix. This is done in Section 3, following Alexandra Seceleanu's methods [Sec15] closely.
More generally, Conjecture 1.3 does hold whenever the ideal I has nice properties: if I is the defining ideal of a general set of points in P 2 [BH10] or P 3 [Dum15] , or if R is of prime characteristic p (respectively, essentially of finite type over a field of characteristic 0) and R/I is F-pure (respectively, of dense F-pure type) [GH17] . Moreover, there are no counterexamples to I (hn−h+1) ⊆ I n for n ≫ 0. One might then ask if requiring that I (hk−h+1) ⊆ I k holds for some k is enough to guarantee that I (hn−h+1) ⊆ I n for n ≫ 0.
Theorem B (see Theorem 2.5). Let R be a regular ring containing a field, and let I be a radical ideal in R with big height h. If We also show this statement is not vacuous. In particular, in Section 4 we find classes of space monomial curves (t a , t b , t c ) verifying such conditions. Using the methods from [GH17] , we give a refinement of Theorem B whenever R is of prime characteristic and R/I is F-pure. We discuss this and other pieces of evidence pointing towards a stable version of Conjecture 1.3 in Section 2.
A stable version of Harbourne's Conjecture
In this section, we will study the following stable version of Harbourne's Conjecture:
Conjecture 2.1. Let I be a radical ideal of big height h in a regular ring R. Then
for all n sufficiently large.
Conjecture 2.1 holds (1) if I (hm−h) ⊆ I m holds for some value m (see Theorem 2.5), (2) if I (hm−h+1) ⊆ I m for some m and I (n+h) ⊆ II (n) for all n m (see Discussion 2.10), or (3) if ρ(I) < h (see Remark 2.7). More generally, we will study the following question:
Question 2.2. Let I be a radical ideal of big height h in a regular ring R. Given an integer C > 0, does there exist N such that
The answer to Question 2.2 is affirmative (1) if ρ(I) < h (see Remark 2.7), (2) if I (hm−C) ⊆ I m for some m and I (n+h) ⊆ II (n) for all n 1 (see Discussion 2.10), and in particular (3) if I (hm−C) ⊆ I m for some m, R has characteristic p > 0, and R/I is an F-pure ring (see Theorem 2.11). Moreover, we are not aware of any examples of ideals I for which the answer to Question 2.2 is negative.
Remark 2.3. Harbourne and Seceleanu [HS15] found ideals I with I (hn−h+1) I n for n arbitrarily large; however, their ideals I depend on the choice of n.
Remark 2.4. Whenever we assume that I is a radical ideal of big height h, one may instead take I to be any ideal, in which case h should be replaced by the maximum of all the analytic spreads of I P , where P varies over the set of associated primes of I. This is what Hochster and Huneke call the key number [HH07, Discussion 1.1] of I. However, we write our results for radical ideals of big height h with the goal of improving readability.
We start by proving that Conjecture 2.1 holds if I (hm−h) ⊆ I m for some m. In fact, the following stronger statement holds:
Theorem 2.5. Let R be a regular ring containing a field, and let I be a radical ideal in R with big height h. If
Proof. The key ingredient we will need is the following generalization [Joh14] of Theorem 1.1: given any n 1 and a 1 , . . . , a n 0, we have
Fix k hm, and write k = hm + t for some t 0. Apply the formula above for n = t + h, a 1 = · · · = a h = hm − h − 1 and a h+1 = · · · = a h+t = 0. With these values,
and the formula becomes
By assumption, I (mh−h) ⊆ I m . Then
In particular, given an ideal I, the containment I (hn−h+1) ⊆ I n holds for n ≫ 0 as long as we can find one value m such that
Example 2.6. Let k be a field. The monomial ideal 
I
n for all n < v. We claim that I (2v−2) ⊆ I v . First, note that I (2v−2) is generated by the monomials x a 1 1 · · · x av v with a i + a j = 2v − 2 for all i = j. We will show that all such monomials are in I v , which will prove our claim. One of those monomials is (x 1 · · · x v ) v−1 ∈ I (2v−2) , which we can rewrite as
Given any other generator x
2v−2 , and thus a j 2v − 2 − a i > v − 1. Therefore, the given monomial is a multiple of (
v ∈ I v . We can now apply Theorem 2.5 to conclude that I (2n−2) ⊆ I n for all n ≫ 0. In particular,
In Section 3, we will see other classes of ideals verifying the conditions of Theorem 2.5. We now turn our attention to Question 2.2: given C, does I (hn−C) ⊆ I n hold for n ≫ 0? The answer is yes whenever an invariant of I known as the resurgence does not take its largest possible value.
Remark 2.7. The resurgence of an ideal I, defined by Bocci and Harbourne [BH10] , is given by
Over a regular ring, if I has big height h then 1 ρ(I) h, where the last inequality is a consequence of Theorem 1.1. But as long as ρ(I) < h, then in fact
Indeed, for such n we have
and by definition of resurgence, this implies that I (hn−C) ⊆ I n . This observation is useful since the resurgence of an ideal can sometimes be computed or bounded without explicitly solving the containment problem; proving that ρ(I) < h is then enough to answer Question 2.2 affirmatively.
The same holds if instead of the resurgence we consider lim sup
which might be smaller than ρ(I). Indeed, if this value is strictly less than h, then there exists some N such that sup
which is enough to conclude that given any C, I (hn−C) ⊆ I n holds for all n large enough. In other words, Question 2.2 has a positive answer as long as
One could also try to bound the asymptotic resurgence, which is given by (2n−1) ⊆ I n , holds for all n = 2. We can also obtain, for example, that I (2n−2) ⊆ I n holds for all n > 4. Note that while the lower bound of 3/2 for the resurgence follows directly from I There are other approaches to Question 2.2 one could try; in the spirit of Theorem 2.5, we ask the following refinement of Question 2.2: Question 2.9. Let I be a radical ideal of big height h in a regular ring R. Fix an integer C > 0. If I (hm−C) ⊆ I m holds for some m, does
hold for all n m?
We will see that the answer to this question is yes under additional assumptions.
Discussion 2.10. The containment problem consists of determining for each a the minimum
In studying this question, one could interpret containments such as I (hn) ⊆ I n as suggesting that f (a + h) f (a) + 1. It is then natural to ask if I (n+h) ⊆ II (n) for all n ≫ 0. This containment cannot hold for all n 1 and all ideals I, since for n = 1 and h = 2 the statement is I (3) ⊆ I 2 , which is known to sometimes fail [DSTG13] . Unfortunately, as we will see in Example 2.12, I
(n+h) ⊆ II (n) might fail even for n arbitrarily large.
Nevertheless, if I is such that I (n+h) ⊆ II (n) does hold for all n 1, then not only does I verify Harbourne's Conjecture 1.3, but the answer to Question 2.9 is also affirmative.
To see that Question 2.9 has a positive answer under the assumption that
holds for all n 1, fix C and m such that
Then for all k m, by applying the formula I (n+h) ⊆ II (n) k − m successive times we obtain
By assumption, I
(hm−C) ⊆ I m , and therefore
We have thus shown that if I (n+h) ⊆ II (n) does hold for all n 1, then given C and m such that I (hm−C) ⊆ I m , the containment I (hk−C) ⊆ I k holds for all k m. Now suppose that I is such that I (n+h) ⊆ II (n) holds for all n 1. Then Harbourne's Conjecture 1.3 also holds. Indeed, by the property we just showed, Harbourne's Conjecture 1.3 follows by taking C = h − 1 and m = 1 as long as can show that I (h+1) ⊆ I 2 does hold. But this is precisely what we obtain from taking n = 1 in
What ideals I do verify I (n+h) ⊆ II (n) for all n 1? We will see that in characteristic p this holds if R/I is F-pure. In particular, it holds for monomial ideals, ideals defining Veronese rings or determinantal rings, and other interesting classes of ideals. A ring A of prime characteristic p is F-pure [HR74] if the Frobenius map F (r) = r p is pure, meaning that
The following result follows the same proof technique as [GH17, Theorem 3.2], which follows as its corollary; however, the result we present here is stronger.
Theorem 2.11. Let R be a regular ring of characteristic p > 0. Let I be an ideal in R such that R/I is an F-pure ring, and let h be the big height of I. Then for all n 1,
In particular, if I (hk−C) ⊆ I k for some k and C, then I (hn−C) ⊆ I n for all n k.
Proof. First, note that we can reduce to the local case. Indeed, the big height of an ideal does not increase under localization, and all localizations of an F-pure ring are F-pure [HR74, 6.2]; moreover, containments are local statements. So let (R, m) be a regular local ring.
Fix n 1. As in [GH17, Lemma 3.1], we will first show that
for all q = p e ≫ 0. Once we establish this fact, if I (n+h)
, and thus I
[q] : I ⊆ m [q] , so that by Fedder's Criterion [Fed83] R/I cannot be F-pure. To show that
for all large q, consider
, and thus
We will show that
To do that, we will use [GH17, Lemma 2.6], which says that for all q = p e we have
We claim that for all q ≫ 0,
, which would conclude the
. To show that the claim, it is enough to prove that
for large values of q, and this inequality holds as long as q n + 1.
On the other hand, the condition I (n+h) ⊆ II (n) for n ≫ 0 is strictly stronger than the condition I (hn−C) ⊆ I n for n ≫ 0, as the following example by Alexandra Seceleanu shows.
, which defines a reduced set of 12 points in P 2 known as the Fermat configuration. This was the first counterexample found to
We will show, however, that H n+1 / ∈ II (3n+1) . To do this, we will compute the degree 9n + 9 part of II (3n+1) , following the same argument used in [NV18, Example 3.8] to show that the minimal degree of an element in I (3n+1) is 9n + 4, and that
In fact, it is shown in [NV18, Example 3.8] that
holds for all d 9n + 4, but note that the exact same argument given in [NV18] follows for d 12n + 3. Now since I is generated in degree 4,
If H n+1 ∈ II (3n+1) , it must be that H ∈ I 4 I 5 ⊆ I 2 , which is false by [DSTG13] .
We have thus shown that I (3n+3) II (3n+1) for all n 0, so I fails I (n+2) ⊆ II (n) for n arbitrarily large. In contrast, I
(2n−C) ⊆ I n for all C > 0 and all n ≫ 0, as in Remark 2.7.
A case in dimension 3
Rather than studying Harbourne's Conjecture for large values, we focus now on the containment I (3) ⊆ I 2 . Following [Sec15], we will study this question in dimension 3 for height 2 quasi-homogeneous ideals generated by the 2×2 minors of a 2×3 matrix. This class of ideals includes known counterexamples to I (3) ⊆ I 2 , such as the Fermat configurations [DSTG13] , but also prime ideals such as those defining space monomial curves (t a , t b , t c ) [Her70] . All the results in this section are generalizations of the results in [Sec15] , with small adjustments in the proofs when necessary. In the Section 4 we will apply the results in this section to space monomial curves.
Let us fix some notation to be used through the remainder of the paper. Let k be a field, R = k x, y, z or R = k[x, y, z], and m = (x, y, z). Let I = I 2 (M) be the ideal in R generated by the 2 × 2 minors of
, assume that I is quasi-homogeneous. Write
Proposition 3.1 (Proposition 3.1 in [Sec15] ). Consider integers a > b, and let ι be the natural inclusion map I a ⊆ I b . The following are equivalent:
is the zero map. R (ι) = 0, where J sat = (J : m ∞ ) denotes the saturation of J with respect to m. Our conditions give us control over the embedded primes of the powers of I; more precisely, they guarantee that m is the only possible embedded prime of any power of I, and the same would follow for homogeneous saturated ideals of height d − 1 in any regular local ring of dimension d. In all these cases, (I a ) sat = I (a) for all a. However, dimension 3 is the only circumstance where we can apply this technique to ideals of height 2.
Seceleanu [Sec15] proceeds by computing this Ext map explicitly when a = 3 and b = 2, although the same method follows for any a and b. To do this, one extracts minimal free resolutions for all powers of I from a resolution of the Rees algebra of I, which is the graded algebra given by
whose degree-n piece is isomorphic to I n . We can view the Rees algebra of I as a quotient of the polynomial ring S = R[T 1 , T 2 , T 3 ], where elements in R have degree 0 and each T i has degree 1, via the graded map S −→ R(I) given by T i → f i t. Via this map, we can write
Recall that the symmetric algebra of I is the quotient of the tensor algebra n 0 I ⊗n by the ideal generated by the simple tensors of the form u ⊗ v − v ⊗ u. The symmetric algebra of I can also be written as a quotient of S, as Sym(
Notice that L 1 coincides with the ideal generated by the degree 1 part of L above. Moreover, the multiplication map on I ⊗ I induces a surjective graded map Sym(I) → R(I). We say that an ideal I is of linear type if the map Sym(I) → R(I) is an isomorphism.
Lemma 3.3 (Lemma 2.1 and Lemma 2.2 in [Sec15] ). The ideal I is of linear type, and the Rees algebra of I is a complete intersection over S, with minimal free resolution given by
where
Proof. By [Hun80] , ideals generated by d-sequences are of linear type, and I is generated by a d-sequence. Our assumption that I has height 2 implies in particular that the two rows of M are linearly independent, so that F , G is a regular sequence in S. To show that the Rees algebra of I is a complete intersection, all we need to see is that the kernel L = L 1 of T i → f i t is the ideal (F, G). By the Hilbert-Burch Theorem, a minimal free resolution of I is given by
In particular, any relation between the generators of I is an R-linear combination of the relations (a 1 , a 2 , a 3 ) and (b 1 , b 2 , b 3 ), so that F and G minimally generate L.
Discussion 3.4 (Resolutions for all powers). Since R(I) n = I n t n , we can now extract resolutions for all powers of I by taking the degree n strand of the resolution for R(I) over S, as in [Sec15, Proposition 2.3]. Note that S n is the free R-module generated by all n+2 2 monomials of degree n in T 1 , T 2 , and T 3 , so we will identify S n with R ( n+2 2 ) . Thus I n has a free resolution over R given by
where ϕ(n) is the map induced by multiplication by F on the first copy of R ( 2 ) and by multiplication by G on the second copy of R ( n+1 2 ) . More precisely, let α and β be generators of the free S-module in homological degree 1 in the minimal free resolution
and let γ be a generator of the free S-module in homological degree 2. With this notation,
T that appears in [Sec15] :
Remark 3.6. There are various other ways to obtain these minimal free resolutions of each I n [Wey79, CFG + 16]. These resolutions also correspond to the Z-complex in the approximation complex construction [HSV82, HSV83] , which was pointed out to the author by Vivek Mukundan. The advantage of the method we use here is that we will also be able to easily extract lifts of the maps I n+1 ⊆ I n , which we will then use to compute Ext(I a ⊆ I b , R) for all a > b.
We want to compute Ext(I a ⊆ I b , R), so it remains to find lifts for all inclusion maps I n ⊆ I n−1 that are compatible with these resolutions. Consider the additive maps on S given by
Lemma 3.7 (Proposition 3.2 in [Sec15] ). The operator
on S induces the degree −1 map on R(I) that takes an homogeneous element gt n ∈ I n t n to 3gt n−1 ∈ I n−1 t n−1 .
Moreover, writing D n to represent the map S n −→ S n−1 induced by D, the following is a commutative diagram with exact rows:
D induces a map on S/(F, G) ∼ = R(I). To check that the induced map is as claimed, it is enough to show the claim for elements of the form gt n = f 
Now the map S −→ R(I) takes this element to
n−1 .
To check that the diagram commutes, we need to check that D commutes with the maps [F G] and [G − F ] T in the minimal free resolution of R(I). And indeed,
Given any n > m, we compose successive commutative diagrams of this type, and obtain 
The coefficients count all the ways to order u copies of D 1 , v copies of D 2 and w copies of D 3 . We conclude that
Finally, V n,m is simply the transpose of this map.
for each u + v + w = n − m, with coefficients as above, i.e.,
Corollary 3.9 (Proposition 3.2 in [Sec15] ). Let n > m and suppose that char k = 3. Then I (n) ⊆ I m if and only if the columns of V n,m := (D n,m ) T are contained in the image of
The following provides a convenient way to simplify computations. is an element of the ideal generated by
Proof. For fixed i, j and k, we will show that given two choices of u
differ by an element in the image of H n . The theorem will follow from this claim. To see that, note first that the sum of the coefficients appearing in V n,m (T
As a consequence, the difference between
is in the image of H n . Since I (n) ⊆ I m is equivalent to im V n,m ⊆ im H n , the theorem will follow once we prove the claim above. Note that we can drop the 3 n−m coefficient because 3 is invertible by assumption.
To show our claim, we will first see that given any monomial P (T ) in T 1 , T 2 , and T 3 of degree n − 3,
for any c = d with c, d ∈ {1, 2, 3}. We will show this for c = 1 and d = 2, noting that the proof is similar for other values. If
Now given two choices
Let us first prove this when u ′ = u + 1, v ′ = v − 1, and w ′ = w. We want to show that
And indeed, this can be rewritten as
Similar computations give the remaining cases if we switch the roles of u, v and w. Now an inductive argument shows the claim holds when |u − u ′ | > 1, by simply taking successive sums of differences of this sort.
Remark 3.11. Theorem 3.10 says that in order to show that I (n) ⊆ I m , it is enough to show that for each column of V n,m , the vector obtained by substituting all of the nonzero entries but one by 0 is in the image of H n . This simplifies our calculations considerably if we want to prove that specific containments hold.
Applying this to the containment I Example 3.13. Suppose we want to show that I (5) ⊆ I 3 . That would require proving that 
Theorem 3.10 says that this is in fact equivalent to showing, for instance, that 
Remark 3.14. If we wanted to use this technique in characteristic 3, we could replace our choice of map D by
The distinction is that this map will give us lifts of n · (I n ⊆ I n−1 ), and instead of excluding characteristic 3, we will have to exclude all characteristics dividing n! m! when using this map to study I (n) ⊆ I m . For appropriate choices of n and m, this will allow us to say something about I (n) ⊆ I m in characteristic 3. In particular, Theorem 3.10 also holds for this new choice of lifts. The proof is very similar to the one we present here, the only difference being that the sum of the coefficients is n! m! instead of 3 n−m . In fact, this work was originally done [Gri18, Chapter 3] using the map f 1
. Vincent Gélinas first suggested to the author to consider the map D we use here instead; conversations with Alexandra Seceleanu were also crucial to make this change.
In the next and final section, we will show sufficient conditions to imply I (3) ⊆ I 2 , I (4) ⊆ I 3 , and I
(5) ⊆ I 3 . For that, we will exhibit explicit solutions to the linear equations we need to solve, by writing combinations of columns of H n := ϕ(n)
T . For the reader's convenience, each column used will be tagged as above, with a monomial T 
(if k > 0), as described in Discussion 3.4.
Space monomial curves
Let a, b, c be positive integers. We will write P (a, b, c) to denote the kernel the map
, where M is a matrix of the form
The symbolic powers of these prime ideals are very interesting, in particular because their symbolic Rees algebras are not always finitely generated [GM92, GNW94] .
When char k = 2, this is a simple consequence of [HH02] . Otherwise, Theorem 4.1 is a corollary of the following more general criterion:
Proof. Suppose that b 2 a 3 = ca 1 , and recall that
Remark 4.3. To see that Theorem 4.1 follows from Theorem 4.2, note that by [Her70] ,
for some α i , β i , γ i . If α 3 α 2 , this matrix verifies a 1 |b 2 ; otherwise, row and column operations give
, which is of the desired form.
Similarly, we can show the next instance of Harbourne's Conjecture holds for space monomial curves. Proof. When char k = 3, P (5) ⊆ P 3 holds for ideals of big height 2 by [HH02] , so we may assume that char k = 3. Write b 2 = ca 1 and b 3 = da 2 . Then 
and
To see that P (a, b, c) verifies these conditions for all a, b, c, note that
and that up to permuting rows or columns, this matrix verifies the required conditions. Indeed, note that up to switching the rows, two of the top row entries divide corresponding entries in the bottom row. By possibly switching the columns, these two entries can be made to be a 1 and a 2 . Then either a 1 |b 2 or a 2 |b 1 ; if it is the second option, then switch the first two columns to get a 1 |b 2 .
The downside of this method is that we can only study each containment I (a) ⊆ I b separately. On the other hand, if a containment such as I (4) ⊆ I 3 holds, Theorem 2.5 can then be applied to yield containments for large b. In fact, there are classes of space monomial curves that verify P (4) ⊆ P 3 . By Theorem 2.5, such ideals verify P (2n−2) ⊆ P n for all n 6.
Theorem 4.5. Suppose that char k = 2. If a 1 |b 2 |a 2 1 , a 2 |b 3 , and either a 3 |b 1 or b 1 |a 3 , then I (4) ⊆ I 3 . In particular, if
is such that α 3 α 2 2α 3 and β 1 β 3 , then P (4) ⊆ P 3 .
Proof. Given Remark 3.14, we do not need to exclude characteristic 3, since 4! 3!
is not divisible by 3. Since a 1 |b 2 , a 2 |b 3 and b 2 |a 
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