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$x_{n}^{(m)}( \omega_{0}):=\sum_{i=1}^{m}d_{i}(\{\omega_{0}+n\alpha\})$ (mod 2), $\omega_{0}\in[0,1)$ , $n=0,1,$ . . ,


















2 [6] [7] -
( $[8][12][20]$ )







$\Omega=[0,1)_{\text{ }}P=\mathrm{L}\mathrm{e}\mathrm{b}\mathrm{e}\mathrm{s}\mathrm{g}\mathrm{u}\mathrm{e}$ $\omega\in\Omega$ $d_{i}(\omega)$ $\omega$ 2
$i$ $m\in \mathrm{N}$ $(\Omega, P)$ $\{0,1\}$-
3 $\{X_{n}^{(m)}\}^{\infty}n=0$ $\mathrm{c}\mathrm{k}$
1Definition
$X_{n}^{(m)}(\omega)$ $:= \sum_{i=1}^{m}d_{i(}\{\omega+n\alpha\})$ (mod 2), $\omega\in\Omega$ , $n=0,1,$ $\ldots$ (1)
$\alpha$ $\{x\}$ $x$
2Theorem ([16]) $\alpha$ $4\text{ }$ $\{X_{n}^{(m)}\}^{\infty}n=0$ $marrow\infty$
$k\in \mathrm{N}$






( $\omega_{0}\in\Omega$ ( ) $\{X_{n}^{(m)}(\omega 0)\}^{\infty}n=0$ )











3. $\mathrm{T}\mathrm{h}\mathrm{e}\mathrm{o}\mathrm{r}\mathrm{e}\mathrm{m}$ $m$ $\{X_{n}^{(m)}(\omega 0)\}$
3. $\mathrm{T}\mathrm{h}\mathrm{e}\mathrm{o}\mathrm{r}\mathrm{e}\mathrm{m}$ 2Theorem ( $\omega\ovalbox{\tt\small REJECT}arrow\{\omega+\alpha\}$ )
4. $\mathrm{L}\mathrm{e}\mathrm{m}\mathrm{m}\mathrm{a}$ $\alpha_{\text{ }}$ $\omega_{0}\in[0,1)$ Riemann




$\mu:=\prod_{=n0}^{\infty}\frac{\delta_{0}+\delta_{1}}{2}$ , $\delta_{i}$ $i=0,1$ c Dirac
l.Definition $\{0,1\}^{\infty}$
$\mu^{(m)}$
$\mu^{(m)}(B)$ $:=P(\{X_{n}^{(m)}(\omega)\}_{n}^{\infty}=0\in B)$ , $B\subset\{0,1\}^{\infty}$
$\{0,1\}^{\infty}$ $B$ Borel
2Theorem $\mu^{(m)}$ $\mu$ $F:\{0,1\}^{\infty}arrow \mathrm{R}$
$\lim_{marrow\infty}\int_{\{0,1\}}\infty Fd\mu^{(}m)=\int_{\{0,1}\}\infty\mu Fd$ (2)
$\{0,1\}^{\infty}$
– $\{F_{n}\}_{n=}^{\infty}0$
$\{0,1\}^{\infty}$ $\mathcal{M}_{1}(\{0,1\}^{\infty})$ Prohorov ([1])
$d( \xi, \eta):=\sum_{n=0}^{\infty}2-$
” min $(1,$ $| \int_{\{0,1\}\infty}F_{n}d\xi-\int_{\{0,1}$
}
$\infty\eta F_{n}d|)$ , $\xi,\eta\in \mathcal{M}_{1}(\{0,1\}^{\infty})$
$1.\mathrm{D}\mathrm{e}\mathrm{f}\mathrm{i}\infty \mathrm{t}\mathrm{i}\mathrm{o}\mathrm{n}$ (





$T:\Omegaarrow\Omega$ $(\Omega, T)$ ) – $\{0,1\}$-
( $\Omega$ , T) $f$ : $\Omegaarrow\{0,1\}$ $\omega_{0}\in\Omega$
$X_{n}(\omega)$ $:=f(T^{n}\omega 0)$ , $n=0,1,$ $\ldots$ (3)
{Xn(\mbox{\boldmath $\omega$}O)}n\infty = ([15] )
$\Omega=\{0,1, \ldots, M-1\}$ $T$
$T\omega=a\omega+b$ $(\mathrm{m}\mathrm{o}\mathrm{d} M)$
$\{0,1\}$ - $f$ (3)
$f(\omega):=\{$
$0$ , if $\omega<M/2$
1, if $\omega\geq M/2$
$(\Omega, T)_{\text{ }}$
$f$ $\omega 0\in\Omega$ (3) {Xn(\mbox{\boldmath $\omega$}0)}n\infty =
$(\Omega, T)$ $f$
1. $\Omega$
2. $(\Omega, T)$ $P\mathrm{o}T^{-1}=P$ $\Omega$ $P$
3. $(\Omega, T)$ : $g\in L^{1}(\Omega, P)$
$\lim_{Narrow\infty}\frac{1}{N}\sum_{n=0}^{N}-1g(\tau^{n}\omega_{0})=\int_{\Omega}g(\omega)P(d\omega)$, P-a . $\mathrm{e}.\omega_{0}\in\Omega$ (4)












{Xn(\mbox{\boldmath $\omega$})}n\infty = $(\Omega, P)$ 2.
: $k,$ $n\in \mathrm{N}$ $k$



























6Lemma ([16]) (i) (5)
$E_{0,k_{1}}^{(m)},\ldots,k\iota-1:\mathrm{o}\mathrm{d}\mathrm{d}^{:=}P(x_{0}+x_{k}(m)(m.))+\ldots+X^{(m}1k_{l-}1=\text{ })$ ,
$0<k_{1}<..,$ $<k\iota-1$ , $\cdot$ $l\in \mathrm{N}$
( ) $l\in \mathrm{N}$ $E_{0,k,\ldots.kl-1;\circ}^{(m_{1}}=1$) $/\mathrm{d}\mathrm{d}2$ $\circ$
6Lemma 1t)\langle $E_{0}^{(m)},k_{1}\ldots.,kl-1;\mathrm{o}\mathrm{d}\mathrm{d}$
$\alpha$
$\alpha_{j}:=\{k_{j}\alpha\}$ , $i=1,$ $\ldots,$ $\iota-1$ , ( $l$ )






$\beta_{j}^{(m)}$ $:=$ $2^{m}(\alpha_{j}-\alpha j(m)L)$





$\alpha_{j}$ , if $\sigma(m,j)\leq s$
$\alpha_{j}^{(m)L}$ , if $\sigma(m, j)>s$
$\alpha^{(m).s}$ $:=(\alpha_{1’\cdots,\iota-1}^{(m).s}\alpha)(m).s$ , $s=0,1,$ $\ldots,$ $l-1$
2











$B(\alpha^{(0),s})=0$ , $s=0,1,$ $\ldots,$ $l-1$
$B(\alpha^{(m),S})=$
’
$\frac{1}{2}B(\alpha^{(m-1)}’)s2+\frac{1}{2}B(\alpha^{(m-}’)1)_{S}1+s_{2}$, if $s_{1}$ is even,















$= \frac{1}{2’}$ $k=1,2,$ $\ldots,$ $K$ ,
( 5%) $N_{c}^{(m)}(K)$
93% ([16])




$\tau_{[16]}$ critical sample number $N_{\mathrm{c}}^{(m)}(K)$ 4




$m$ $a^{(m)}(10000) (k)$ $N_{c}^{m} (10000)$ $m$ $b^{(m)}(16)$ $k_{1}, \ldots$
– (K- ) $l$









10 Hypothesis $K\in \mathrm{N}$ $m$
$1 \leq k_{1<\cdots<\iota 1}k-\leq K\mathrm{m}\mathrm{a}\mathrm{x}|E_{0,k_{1},\ldots 1;\mathrm{o}\mathrm{d}}^{(m)},-k\iota-\mathrm{d}\frac{1}{2}|=1\leq k\leq K\mathrm{m}a\mathrm{x}|E_{\mathit{0},k;}^{(m}$ d $-$
)
$\frac{1}{2}|$







$/*$ Implementation of Pseudo-random number generator by $*/$





unsigned long omega [5]; $/*$ Current seeds $*/$
void $\mathrm{m}90\mathrm{s}\mathrm{e}\mathrm{t}\mathrm{s}\mathrm{e}\mathrm{e}\mathrm{d}\mathrm{s}(\mathrm{s}0, \mathrm{s}1, \mathrm{s}2, \mathrm{s}3, \mathrm{s}4)$ $/*\mathrm{I}\mathrm{n}\mathrm{i}\mathrm{t}\mathrm{i}\mathrm{a}\mathrm{l}\mathrm{i}\mathrm{Z}\mathrm{a}\mathrm{t}\mathrm{i}\mathrm{o}\mathrm{n}*/$
unsigned long $\mathrm{s}0$ , sl , $\mathrm{s}2,$ $\mathrm{s}3,$ $\mathrm{s}4$ ;
$\{$
$\mathrm{o}\mathrm{m}\mathrm{e}\mathrm{g}\mathrm{a}[0]=\mathrm{s}0$ & LINIT; $\mathrm{o}\mathrm{m}\mathrm{e}\mathrm{g}\mathrm{a}[1]=$ sl & LIMIT; $\mathrm{o}\mathrm{m}\mathrm{e}\mathrm{g}\mathrm{a}[2]=$ s2 & LINIT;
$\mathrm{o}\mathrm{m}\mathrm{e}\mathrm{g}\mathrm{a}[3]=$ s3 & LIMIT; $\mathrm{o}\mathrm{m}\mathrm{e}\mathrm{g}\mathrm{a}[4]=$ s4 & LIMIT;
$\}$
char $\mathrm{m}90\mathrm{R}\mathrm{a}\mathrm{n}\mathrm{d}\mathrm{o}\mathrm{m}\mathrm{B}\mathrm{i}\mathrm{t}()$ $/*$ Returns $0$ or 1 at random $*/$
$\{$










omega $[\mathrm{j}]+=$ alpha $[\mathrm{j}]$ ;






omega $[0]+=$ alpha $[0]$ ; omega $[0]$ &= LIMIT;
data-bitarray. $\mathrm{o}\mathrm{f}_{-}32\mathrm{b}\mathrm{i}\mathrm{t}\mathrm{s}=$ omega $[0]\wedge \mathrm{o}\mathrm{m}\mathrm{e}\mathrm{g}\wedge \mathrm{a}[1]\wedge$ omega [2];
data-byte $=$ $\mathrm{d}\mathrm{a}\mathrm{t}\mathrm{a}_{-}\mathrm{b}\mathrm{i}\mathrm{t}\mathrm{a}\mathrm{r}\mathrm{r}\mathrm{a}\mathrm{y}.\mathrm{o}\mathrm{f}-8\mathrm{b}\mathrm{i}\mathrm{t}\mathrm{S}[0]$ $\mathrm{d}\mathrm{a}\mathrm{t}\mathrm{a}_{-}\mathrm{b}\mathrm{i}\mathrm{t}\mathrm{a}\mathrm{r}\mathrm{r}\mathrm{a}\mathrm{y}.\mathrm{o}\mathrm{f}_{-}8\mathrm{b}\mathrm{i}\mathrm{t}\mathrm{s}[1]$
data-bitarray. $\mathrm{o}\mathrm{f}_{-}8\mathrm{b}\mathrm{i}\mathrm{t}\mathrm{s}[2]\wedge$ data-bitarray. $\mathrm{o}\mathrm{f}_{-}8\mathrm{b}\mathrm{i}\mathrm{t}\mathrm{s}[3]$ ;
data-byte $=$ ( data-byte $>>4$ )
$\wedge$ data-byte;
data-byte $=$ ( data-byte $>>2$ )
$\wedge$ data-byte;







printf $(^{\mathfrak{l}\mathrm{t}^{1}}/.\mathrm{d}^{\mathrm{l}1} ,\mathrm{m}90\mathrm{R}\mathrm{a}\mathrm{n}\mathrm{d}\mathrm{o}\mathrm{m}\mathrm{B}\mathrm{i}\mathrm{t} ())$ ;
printf $(^{\mathrm{t}\dagger\backslash \mathrm{n}^{\mathfrak{l}\mathrm{t}}})$ ;
$\}$
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$f^{(m)}( \omega):=\sum_{i=1}^{m}d_{i(\omega})$ (mod 2)
$\omega\in[0,1)$ 16 bit
0100111001011011
1 9 $f^{(16)}(\omega)=1$ bit
(XOR)
01001110 XOR $01011011=$ 00010101
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