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Heterodimensional Cycles Near Homoclinic Bifurcations
Abstract
In this thesis we study bifurcations of a pair of homoclinic loops to a saddle-focus
equilibrium (with a one-dimensional unstable manifold) in flows with dimension four
or higher. Particularly, we show that heterodimensional cycles can be born from such
bifurcations. A heterodimensional cycle consists of two saddle periodic orbits having
different indices (dimensions of unstable manifolds), and two heteroclinic connections
between those orbits.
We find heterodimensional cycles for the flow as the suspension of heterodimen-
sional cycles for a Poincare´ map around the homoclinic loops. Especially, those cycles
are co-index 1, i.e. the difference between indices is 1. More specifically, each of
those heterodimensional cycles are associated to periodic orbits of indices 2 and 3.
As a partial result we mention a criterion for having index 3 for periodic orbits near
a homoclinic loop to a saddle-focus equilibrium. Different types of perturbations are
considered, where the original homoclinic loops can be either kept or split. In in-
termediate steps we find, in addition to the classical heterodimensional connection
between two periodic orbits, two new types of heterodimensional connections: one
is a heteroclinic between a homoclinic loop and a periodic orbit of index 2, and the
other connects a saddle-focus equilibrium to a periodic orbit of index 3.
Furthermore, we consider a symmetric case where the codimension of the bi-
furcations is minimised to 1. We prove that, by endowing the flow with a certain
Z2 symmetry, a pair of heterodimensional cycles can be born from a one-parameter
unfolding of the symmetric pair of homoclinic loops. Moreover, we show that the
heterodimensional cycles obtained in either the general or the symmetric case can
belong to a chain-transitive and volume-hyperbolic attractor of the flow, along with
a persistent homoclinic tangency.
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Chapter 1
Introduction
After the creation of the theory of hyperbolic dynamical systems in the 1960s by Smale
and his collaborators in the West, and by Anosov, Sinai, and Arnold in the former
Soviet Union, there was a hope that such systems would form an open dense set in the
space of dynamical systems. However, this hope was soon broken by Abraham and
Smale in 1968. They showed in [5] an example of C1 robust non-hyperbolicity for four-
dimensional diffeomorphisms. More specifically, robust heterodimensional cycles asso-
ciated to two hyperbolic sets Λ1 and Λ2 with different indices (dimensions of unstable
manifolds) were constructed. Here one has two heteroclinic connections between Λ1
and Λ2 given by the non-empty intersections W
s(Λ1)∩W u(Λ2) and W u(Λ1)∩W s(Λ2).
At the same time, Newhouse presented a C2 open set of non-hyperbolicity for surface
diffeomorphisms, where homoclinic tangencies are robust in a C2 fashion (see [46]).
Since then, a significant amount of research has been devoted to understanding these
two phenomena which lead to non-hyperbolicity. A conjecture by Palis shows the goal
of those studies (see [51]):
Diffeomorphisms possessing homoclinic tangencies or heterodimensional cycles
are dense in any open set of non-hyperbolic diffeomorphisms.
The generalisation of the Newhouse phenomenon to n-dimensional (n > 2) systems
was carried out by Gonchenko, Turaev and Shilnikov in [36], and by Palis and Viana
in [52]. When the dimension of a system reaches three or higher, the existence of
heterodimensional cycles becomes possible. In order to further understand the non-
hyperbolic dynamics, a close study on heterodimensional cycles is required. Het-
erodimensional cycles associated to two periodic orbits of indices p and q such that
p− q = 1 were first considered by Newhouse and Palis in [48]. Those co-index 1 het-
erodimensional cycles were systematically studied in [6, 7, 14–19] and the persistence
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of non-transverse heteroclinic intersections in such cycles was discovered; a compre-
hensive theory of C1-generic properties of systems having such cycles was built in
[9]).
Although heterodimensional cycles were first introduced for diffeomorphisms, it
is natural to consider such objects for flows with dimension four or higher, where they
still serve as the basic mechanism leading to non-hyperbolicity. The definition for a
heterodimensional cycle here is the same - we just need to replace periodic points of
a diffeomorphism with periodic orbits of a flow (see formal definition in Section 2.1).
Indeed, we can view heterodimensional cycles in a flow as the suspension of those for
a Poincare´ map on a cross-section that is transverse to the corresponding periodic
orbits.
In this thesis we study heterodimensional cycles born at homoclinic bifurcations
in Cr (r > 3) flows in Rn (n > 4) which satisfy the following conditions:
(1) it has an equilibrium O of saddle-focus type with one-dimensional unstable
manifold, i.e. it has characteristic exponents γ,−λ± iω, α1 . . . αn−3 such that
−λ < 0 < γ, ω 6= 0, −λ > Reαj (j = 1 · · ·n− 3);
(2) the two unstable separatrices Γ+ and Γ− form homoclinic loops to O;
(3) the ratio ρ =
λ
γ
<
1
2
.
Such systems (with only assuming one homoclinic loop) were considered in the study
of homoclinic bifurcations started from 1960s. In the following we describe the reasons
why we consider this class of systems.
The case where O is either a saddle or a saddle-focus with ρ > 1, and the one
where O is a saddle with ρ < 1 were studied by Shilnikov in [58, 62]. By satisfying
certain non-degeneracy conditions that prevent the codimension-2 bifurcations, sys-
tems in those two cases exhibit simple dynamics where at most one periodic orbit can
be created by splitting the homoclinic loop (see Section 2.2 for details). A modern
proof is mainly based on a two-dimensional reduction of the dynamics near the loop
(see chapter 13 of [68]). Since the emergence of heterodimensional cycles requires a
dimension of four or higher, we exclude these cases from our consideration.
When O is a saddle-focus with ρ < 1, a new phenomenon that leads to a chaotic
dynamics appears. It was discovered by Shilnikov in [59] for three-dimensional sys-
tems that there exists infinitely many saddle periodic orbits of index 2 in any arbi-
3trarily small neighbourhood of the loop. In [64], Shilnikov extended this result to
the multi-dimensional case and removed the requirement of a real unstable exponent.
Thereafter, the existence of a homoclinic loop to a saddle-focus became a criterion of
chaos.
The complexity of this case was further explored by Ovsyannikov and Shilnikov
in [49, 50]. Let us denote by H1 the set of systems under consideration (i.e. those
having an equilibrium satisfying assumption (1) with ρ < 1 and a homoclinic loop
to the equilibrium). Ovsyannikov and Shilnikov proved, among other results, that
systems having non-hyperbolic periodic orbits near the homoclinic loop are Cr dense
in H1. This discovery makes the appearance of periodic orbits of different indices
possible. Indeed, they particularly showed that systems having infinitely many stable
periodic orbits (those with index 0) are dense in a subset of H1 consisting of systems
with ρ > 1/2. This implies that the dynamics produced by the saddle-focus homoclinic
loop in the ρ > 1/2 case is an example of the typical chaos observed in many dynamical
systems, where hyperbolic sets and coexisting stable periodic orbits are contained in
a structurally unstable set. Although periodic orbits of different indices are obtained
in this case, it is impossible to create heterodimensional cycles associated to those
orbits since the stable ones do not have an unstable manifold to build the heteroclinic
connection. Therefore, we must consider the case where ρ < 1/2. Ovsyannikov and
Shilnikov proved that systems having infinitely many index-3 periodic orbits are dense
in the set of systems from H1 with ρ < 1/2 and dimension three. In fact, this result
is extended to systems with dimension four or higher (see Lemma 4.4). This means
that condition (3) is crucial for creating heterodimensional cycles associated to one of
these index-3 periodic orbit and one of those index-2 orbits mentioned in the previous
paragraph.
Let us now explain the necessity of requiring two homoclinic loops. It is known
(see [73]) that, under some genericity assumptions on a homoclinic loop Γ, the original
system, and every system close to it, has a three-dimensional invariant manifold M
such that every orbit which lies entirely in a small neighbourhood of O ∩ Γ must
lie in M. This gives a robust three-dimensional reduction of the dynamics near Γ,
which prevents the birth of heterodimensional cycles at any bifurcations of Γ. By
the interplay of the two homoclinic loops Γ+ and Γ−, the existence of essential four-
dimensional dynamics becomes possible. Indeed, this can be guaranteed if the system
fulfils:
(4) the coincidence condition: the loops Γ+ and Γ− must intersect the same set
of leaves of the strong-stable foliation on W s(O).
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A detailed description of this condition can be found in Section 3.1. Such geometric
configuration will rule out the case where the loops Γ+ and Γ− are included in a large
three-dimensional manifold similar to M.
We show in Chapter 3 that heterodimensional cycles can be obtained in any sys-
tem X which satisfies the above four conditions by an arbitrarily small perturbation in
Cr topology. Such bifurcation is codimension 3 since the existence of two homoclinic
loops and the coincidence condition impose three equality-type conditions. In the
study of this bifurcation, we embed system X into two different families and find that
parameter values corresponding to the emergence of heterodimensional cycles accumu-
late on the parameter value corresponding to the original system X. More specifically,
in one case we consider a two-parameter family which keeps the original homoclinic
loops (see Theorem 3.1), and in the other case we consider a five-parameter family
which splits the loops (see Theorem 3.2). In both cases, we create heterodimensional
cycles associated to an index-2 periodic orbit near one loop and an index-3 periodic
orbit near the other loop. Nonetheless, the methods used to build the heterodimen-
sional connections (the non-transverse intersection between invariant manifolds) in
those two families are different. In the two-parameter family case, the connection
between the periodic orbits is obtained by first considering a heteroclinic between a
homoclinic loop and a periodic orbit of index 2; in the five-parameter family case, it
is obtained from a connection between a saddle-focus equilibrium and a periodic orbit
of index 3 is discovered. The transverse intersection between the invariant manifolds
of the two periodic orbits is obtained in almost the same way for both cases where we
mainly used the expansion of three-dimensional volumes by system X.
We further investigate a symmetric case in Chapter 4. Denote by x ∈ R, y ∈ R2
and z ∈ Rn−3 the coordinates corresponding to the unstable, the weak-stable and the
strong-stable directions. The symmetry is given by the transformation R : (x, y, z)→
(−x, y,Sz), where S is some non-trivial involution. Under this symmetry, existence
of one homoclinic loop implies the existence of a second one, and the coincidence
condition is fulfilled automatically. Therefore, the codimension of the bifurcation is
brought down to 1. We prove that, in the space of R-symmetric systems, any system
satisfying assumptions (1) to (4) can be approximated by systems having a pair of
heterodimensional cycles and a (new) pair of homoclinic loops (see Theorem 4.1). The
construction of a heterodimensional cycle here is different and more complicated than
that in the general case since we restrict perturbations to those which do not destroy
the symmetry. System X is initially perturbed within a two-parameter family to
obtain a certain structure where the separatrices Γ+ and Γ− form two new homoclinic
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via a non-transverse intersection of corresponding invariant manifolds. It is proved
(Lemma 4.4) that the resulting system also has infinitely many index-3 periodic orbits
accumulating on Γ+ and Γ−. Then, we embed the resulting system into a three-
parameter family by adding a new parameter, by adjusting which one can split the
connections between homoclinic loops and index-2 orbits, and create new connections
between periodic orbits with index 2 and those with index 3. The existence of the
other heteroclinic connection can be proved in a way similar to that in the general
case, but with an additional computation.
It was proved by Turaev and Shilnikov in [75] that a strange attractor which
contains the equilibrium and the homoclinic loops exists in system X satisfying the
volume-hyperbolicity condition (see Section 2.5). This attractor is the unique chain-
transitive set in a large neighbourhood of the equilibrium, and is strange in the sense
that any orbit in it has a positive Lyapunov exponent. Additionally, they showed
that such attractors can contain a Newhouse wild hyperbolic set, which is a com-
pact, invariant, and transitive hyperbolic set whose stable manifold intersects non-
transversely its unstable manifold in a C2-persistent fashion (see [36, 46, 52]). In
Chapter 4 we prove that heterodimensional cycles can belong to this attractor. In
particular, this means that the shadowing property of this attractor could be violated
[13] due to the existence of heterodimensional cycles, i.e. there exist orbits whose
second Lyapunov exponent fluctuates around zero. Moreover, we show that a wild
hyperbolic set can coexists in the attractor with those heterodimensional cycles (see
Theorem 4.2). The simultaneous appearance of these phenomena leads to a compli-
cated and interesting dynamics.
A concrete example of the above-mentioned symmetric system can be found by
a modification of the well-known Lorenz model given by
x˙ = σ(y − x),
y˙ = x(r − z)− y,
z˙ = −bz + xy.
Here the unstable and strong-stable directions are given by linear combinations of
x and y, and the weak-stable direction corresponds to coordinate z. This system is
symmetric with respect to the transformation (x, y, z)→ (−x,−y, z). We add a new
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variable u, and consider the system of the form
x˙ = σ(y − x),
y˙ = x(r − z)− y,
z˙ = −bz + xy + εu,
u˙ = −(b+ f(x, y, z, u))u− εz,
(1.0.1)
where f can be any non-linear function such that
(P1) the new system satisfies the symmetry with respect to the transformation
(x, y, z, u)→ (−x,−y, z, u) (which is the same as the R symmetry introduced before);
and
(P2) we have f(0, 0, 0, 0) = ∂f(0, 0, 0, 0)/∂(x, y, z, u) = 0, and the sum (b+ f) is
close to zero outside a small neighbourhood of the equilibrium (0, 0, 0, 0).
It is known ([3, 4, 72]) that there is an open set in the parameter space around
(σ = 10, b = 8/3, r = 28) such that, for parameter values inside this set, the Lorenz
system has a strong-stable foliation and the two-dimensional areas transverse to the fo-
liation are expanding near the equilibrium. The above property (P2) ensures that the
strong-stable foliation is inherited by the new system (1.0.1), and three-dimensional
volumes transverse to the strong-stable foliation are expanded which implies condition
(3). Besides, property (2) also leads to the existence of an absorbing domain contain-
ing the equilibrium which implies the existence of a volume-hyperbolic attractor inside
the domain (see Section 4.1.1 for more details). We note that the characteristic ex-
ponents corresponding to coordinates z and u are conjugate complex numbers, and
therefore the original equilibrium in the Lorenz model now becomes a saddle-focus.
There is numerical evidence (e.g. [BSS12]) that, for a dense subset of parameter
values inside the open set near (σ = 10, b = 8/3, r = 28), the Lorenz system has a
symmetric pair of homoclinic loops. The loops will persist after we add the extra
coordinate u. Thus, at least for certain parameter values, this new system falls into
the class of systems considered in this paper.
By Theorem 4.1 of this thesis, we can have heterodimensional cycles by perturbing
this system. More specifically, there exist certain parameter values of σ, b and r, and
function f such that, for any δ > 0, one can find Cr functions g1, g2, g3 and g4 with
7‖gi‖Cr < δ such that the system
x˙ = σ(y − x) + g1,
y˙ = x(r − z)− y + g2,
z˙ = −bz + xy + εu+ g3,
u˙ = −(b+ f(x, y, z, u))u− εz + g4,
has a symmetric pair of heterodimensional cycles. Moreover, these cycles belong to the
above-mentioned attractor (see Theorem 4.2). The attractor is drawn schematically
in Figure 1.1 (figure 16 in [2]).
Figure 1.1: (Figure 16 in [2]) A wild strange attractor with a saddle-focus.
The thesis is organised as follows.
In Chapter 2 we first recap some definitions and terminologies which will be used
later. Then, we give a brief review of the work on homoclinic bifurcations from the
simplest saddle equilibrium case to the saddle-focus case where chaotic dynamics is
produced. After this, we focus on the coexistence of periodic orbits with different
indices near a saddle-focus homoclinic loop. Especially, we explain results related to
this thesis and give a generalisation of some of them for multi-dimensional systems.
At the end of this chapter, we review results on the strange attractor containing a
saddle-focus equilibrium.
The main part of this thesis begins in Chapter 3, where we study the homoclinic
bifurcations that lead to the birth of heterodimensional cycles in the general (non-
symmetric) case. We first analyse the dynamics near the saddle-focus homoclinic loops
and introduce the non-degeneracy condition and the coincidence condition. Then, we
8 1. Introduction
formulate Theorems 3.1,3.2 and 3.3 followed by detailed schemes of the proofs. In
the rest of this chapter, we prove these theorems by finding heterodimensional cycles
for the Poincare´ map around a pair of homoclinic loops. We break down the proofs
into pieces, each of which corresponds to an ingredient of a heterodimensional cycle,
i.e. two periodic points P and Q of the map with indices 1 and 2, the non-transverse
intersection W u(P ) ∩W s(Q) and the transverse intersection W s(P ) ∩W u(Q). For
the index-1 point P , we describe its stable manifold in the proof of Lemma 3.4, This
lemma also includes a proof of the Shilnikov theorem (the existence of infinitely many
periodic orbits near a saddle-focus homoclinic loop). The existence of an index-2
point Q arbitrarily close to the intersection point of the homoclinic loop with the
cross-section is established in Lemma 3.6. In the proof of W u(P ) ∩W s(Q) 6= ∅ for
Theorem 3.2, a formula for strong-stable leaves near the equilibrium is derived (see
Lemma 3.12). Based on this result, the generalisation (Theorem 2.6) of bifurcation
results on single-round periodic orbits near a saddle-focus homoclinic loop for multi-
dimensional systems becomes possible. Besides, a criterion for the existence of index-2
periodic orbits (with any period) of the Poincare´ map in our system is developed (see
Lemma 3.5). The existence of the non-empty intersection W s(P )∩W u(Q) is verified
after an investigation on the expansion of two-dimensional areas by the Poincare´ map.
In Chapter 4 we address the symmetric case where the codimension of the bifur-
cation is minimised to 1. We formulate and prove Theorem 4.1 in a procedure similar
to that in the previous chapter. However, the mechanism for creating a heterodimen-
sional cycle here is different, and the computation is more difficult. Particularly, a
generalisation of a result (Item 2 in Theorem 2.9) by Ovsyannikov and Shilnikov is
proved and used (Lemma 4.4). This lemma says that systems with infinitely many
index-3 periodic orbits accumulating on the homoclinic loops are dense in the set of
systems which has a saddle-focus equilibrium with ρ < 1/2 and a homoclinic loop
associated to the equilibrium. We also discuss the case where the bifurcations consid-
ered in Chapters 3 and 4 happens within the strange attractor introduced in Section
2.5. We show that this attractor can simultaneously contain a wild hyperbolic set as
well as heterodimensional cycles.
Chapter 2
Preliminaries
In this chapter we review some previous results related to the work in this thesis.
We start by listing some definitions. Then, basic theory of homoclinic bifurcations
are presented. We also give a discussion on the coexistence of periodic orbits of
different indices near a homoclinic loop in two scenarios depending on whether the
orbits are single-round or double-round (see Definition 3). For the single-round case,
detailed computations are given and some old three-dimensional bifurcation results
are generalised for multi-dimensional systems. The last section is on a chain-transitive
strange attractor which includes the saddle-focus along with its unstable separatrices;
this attractor contains a wild hyperbolic set, and it is involved in the result (Theorem
4.2) in Section 4.3.
2.1 Definitions
We use X to refer to either a Cr diffeomorphism or a Cr flow in Rn, unless otherwise
stated.
Definition 1. The index of a hyperbolic periodic orbit P of system X is the dimension
of its unstable manifold.
Definition 2. Let P and Q be two saddle periodic orbits of system X with different
non-zero indices. We say X has a heterodimensional cycle associated to P and Q if
the intersections W s(P ) ∩W u(Q) and W u(P ) ∩W s(Q) are non-empty.
By the requirement of having saddles of different indices, we have n > 3 if X is a
diffeomorphism, or n > 4 if X is a flow.
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In this thesis, we study the behaviour of a flow near certain homoclinic loops.
This is done by the analysis of the Poincare´ map of a small cross-section to the loops.
We will frequently use the following terminology.
Definition 3. Let Π be a cross-section transverse to the flow X. We call an orbit
n-round (with respect to Π) if it intersects Π exactly n times.
In studying hyperbolic sets and chaotic dynamics near the loops we use the
following definitions.
Definition 4. Two saddle periodic orbits P and Q are called homoclinically related
if the intersections W s(P ) ∩W u(Q) and W u(P ) ∩W s(Q) are non-empty.
Definition 5. An invariant hyperbolic set Λ of a Cr (r > 2) system X in Rn is
called wild if, for any system that is Cr-close to X (especially for X itself), its stable
manifold W s(Λ) intersects non-transversely the unstable manifold W u(Λ), and the
corresponding homoclinic tangency is non-degenerate. Here n > 2 if X is a diffeo-
morphism, or n > 3 if X is a flow.
In the analysis of dynamics near homoclinic loops in Chapter 3, we will consider
certain invariant manifolds. Here we give their definitions along with some properties.
Let x˙ = X be a Cr flow in Rm+n and have an equilibrium O whose characteristic
exponents (i.e. the eigenvalues of DX|O) are α1 . . . αm and β1 . . . βn such that
Reαm 6 · · · 6 Reαi < Reαi−1 = · · · = Reα1 < 0,
and
Reβn > · · · > Reβj > Reβj−1 = · · · = Reβ1 > 0.
Let
r1 = min
(
r,
⌊
Reαi
Reα1
⌋)
and r2 = min
(
r,
⌊
Reβj
Reβ1
⌋)
.
Proposition 2.1. (see chapter 2 of [67])
In a small neighbourhood of O, there exist
(1) an (m − i + 1)-dimensional Cr-smooth strong-stable manifold W ss(O) ⊂
W s(O) tangent at O to the eigenspace corresponding to αi . . . αm,
(2) a (n − j + 1)-dimensional Cr-smooth strong-unstable manifold W uu(O) ⊂
W u(O) tangent at O to the eigenspace corresponding to βj . . . βn,
(3) an (m + j − 1)-dimensional Cr2-smooth extended stable manifold W sE(O)
2.1. Definitions 11
which contains W s(O) and is tangent at O to the direct sum of the stable eigenspace
and the eigenspace corresponding to β1 . . . βj−1, and
(4) an (n + i − 1)-dimensional Cr1-smooth extended unstable manifold W uE(O)
which contains W u(O) and is tangent at O to the direct sum of the unstable eigenspace
and the eigenspace corresponding to α1 . . . αi−1.
Note that the extended stable and extended unstable manifolds are not unique. There
are similar manifolds defined for saddles of a diffeomorphism.
In what follows, we give definitions needed to describe the strange attractor that
will be discussed in Sections 2.5 and 4.1.1. Let X be a flow in Rn (n > 2), and XtP
be the shift of a point P along the orbit of X during the time t.
Definition 6. For any given ε > 0 and τ > 0, an (ε, τ)-orbit is a sequence of points
P1, P2, . . . , Pk such that Pi+1 lies at the a distance less than ε from XtPi for some
t > τ .
Definition 7. A point Q is said to be (ε, τ)-accessible from a point P if there exists
an (ε, τ)-orbit joining P and Q, and accessible from P if for some τ > 0 it is (ε, τ)-
accessible from P for any ε.
Definition 8. A set K is accessible from a point P if it contains a point that is
accessible from P . A point P is said to be chain-recurrent if it is accessible from XtP
for any t.
Definition 9. A closed invariant set K is chain-transitive if, for any points P and
Q in K, and any ε > 0 and τ > 0, the set K contains an (ε, τ)-orbit joining P and
Q.
Definition 10. A compact invariant set K is orbitally stable if for any neighbourhood
U(K) of it there is a neighbourhood V (K) ⊆ U such that the orbits starting in V do
not leave U for t > 0.
Definition 11. An orbitally stable set is said to be completely stable if for any neigh-
bourhood U (K) there exist ε0 > 0 and τ > 0, and a neighbourhood V (K) ⊆ U such
that the (ε0, τ)-orbits starting in V do not leave U .
Definition 12. A set K is an absorbing region if orbits starting on ∂K enter K in
a time not exceeding some finite number τ .
A set K is orbitally stable if and only if K =
⋂+∞
i=1 Ui, where Ui are nested
invariant open sets, and moreover it becomes completely stable if and only if the sets
Ui are absorbing regions.
12 2. Preliminaries
2.2 General results on homoclinic bifurcations
Although this thesis focuses on the homoclinic bifurcations near a saddle-focus equi-
librium, we will start from reviewing the Shilnikov theory of the general saddle equi-
librium case for completeness (see also the survey done by Homburg and Sandstede
in [40]). Let us consider a one-parameter family Xµ of C
r-flows (r > 1) in Rn (n > 2)
with a saddle equilibrium Oµ. We assume that Oµ is at the origin of the coordinate
system and drop the subscript µ for simplicity. We also assume that there is exactly
one positive characteristic exponent γ of O and all of the others λi (i = 1 . . . n − 1)
lie to the left of the imaginary axis, i.e.
Reλi < 0 < γ i = 1 . . . n− 1.
This assumption implies that the equilibrium O has a one-dimensional unstable man-
ifold W u(O) and an (n− 1)-dimensional stable manifold W s(O). We then introduce
a coordinate system (x, u) where x ∈ R1 and u ∈ R(n−1) such that W u(O) is tangent
to the x-axis and W s(O) is tangent to the u-space. Therefore, the system near O
assumes the form
x˙ = γx+ f(x, u, µ),
u˙ = B1x+ g(x, u, µ),
(2.2.1)
where the functions f and g along with their first derivatives with respect to (x, u)
are zero at O(0, 0), and the eigenvalues of the matrix B1 are λi (i = 1 . . . n− 1).
We denote by Γ the unstable separatrix which leaves O along the positive y-
axis, and assume that Γ enters W s(O) (i.e. forms a homoclinic loop) at µ = 0. For
system X0, we pick two points M1 ∈ Γ ∩W sloc(O) and M2 ∈ Γ ∩W uloc(O). Since we
consider a sufficiently small neighbourhood of O, we have u˙ 6= 0 at M1. Note that
u has coordinates (u1, . . . , un−1). For certainty, we let u˙1 6= 0. Now let us construct
two cross-sections transverse to Γ which are S1, containing M1, at u = const and S2,
containing M2, at x = const (see Figure 2.1). On these cross-sections, we have two
maps which are the local one T1 : S
+
1 → S2 and the global one T2 : S2 → S1 where S+1
is the upper part of S divided by W sloc(O). The dynamics near the homoclinic loop Γ
can be investigated by studying the Poincare´ map T = T2 ◦ T1 : S+1 → S1.
The complexity of the dynamics of the Poincare´ map T mainly depends on
whether the saddle value σ = γ + Reλ1 is negative, zero or positive. The case of
negative saddle value is the simplest. From now on, we let µ be the x-coordinate of
the point M1 so that it controls the splitting of the homoclinic loop Γ. The following
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Figure 2.1: The homoclinic loop at µ = 0.
theorem holds.
Theorem 2.2. [58] When the saddle value is negative at the equilibrium O, a single
stable periodic orbit L is born from the homoclinic loop for µ > 0. The separatrix Γ
tends to L as t→ +∞. For µ 6 0, there are no periodic orbits in a small neighbour-
hood U of the homoclinic loop. The trajectories of Xµ tend either to L (or, to the loop
Γ at µ = 0), or to O, or leave U as t→ +∞.
A schematic description of this theorem is shown in Figure 2.2 (figure 13.4.1 in [68]).
The proof of this theorem mainly uses the fact that the local map T1 is strongly
contracting for σ < 0, so a version of contraction mapping theorem is applied. A full
proof can be found in section 13.4 of [68]. We remark here that, for this case, we only
require that the family Xµ has C
1-smoothness.
Figure 2.2: (Figure 13.4.1 in [68]) The birth of a periodic orbit for σ < 0.
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In order to consider the case where σ > 0, we impose two non-degeneracy condi-
tions:
(1) Γ 6⊂ W ss(O).
(2) The extended unstable manifold W uE(O) is transverse to the stable manifold
W s(O) at the points of Γ.
Condition (2) is usually written as
A 6= 0, (2.2.2)
where A is a quantity obtained from the Poincare´ map.
We first assume that the leading stable characteristic exponent −λ1 is real. Since
the family Xµ is C
r (r > 2), the system (2.2.1) can now be rewritten as
x˙ = γx,
y˙ = −λ1y + f11(x, y)y + f12(x, y, z)z,
z˙ = B2z + f21(x, y)y + f22(x, y, z)z,
(2.2.3)
where x, y ∈ R1, z(z1, . . . , zn−2) ∈ Rn−2, the matrix B2 has eigenvalues λ2, . . . , λn−1
with real parts smaller than −λ1, and the functions fij satisfy
fi1(0, y) ≡ 0, f1j(x, 0, 0) ≡ 0. (2.2.4)
In this coordinate system, the local stable manifold W sloc(O) and the local unsta-
ble manifold W uloc(O) are straightened and given by {x = 0} and {y = 0, z = 0},
respectively. The strong-stable manifold W ssloc(O) is {x = 0, y = 0}.
We assume that, at µ = 0, the separatrix Γ forms a homoclinic loop that leaves
O along the positive x-axis and it does not belong to W ss(O). Take two cross-sections
S1 = {y = d} and S2 = {x = d} for some small number d. We denote the intersection
points of Γ with S1 and S2 by M
+(x+, y+, z+) and M−(x−, y−, z−), respectively. Note
that the coordinates of M+ and M− are functions of the parameter µ, and we let
x+ = µ so that µ controls the splitting of the homoclinic loop Γ. Denote
ρ =
∣∣∣∣λ1γ
∣∣∣∣ . (2.2.5)
Then the local map T1 : S1 ∩ {x > 0} → S2 ((x0, z0) 7→ (y1, z1)) is given by (equation
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13.4.6 in [67])
y1 = x
ρ
0d
(1−ρ) + o(xρ),
z1 = o(x
ρ),
(2.2.6)
where the small terms are functions of x0, z0 and the parameter. It can be seen that
this map is contracting in z-directions and expanding in y-direction. The global map
T2 : S2 → S1 ((y1, z1) 7→ (x¯0, z¯0)) takes the form
x¯0 = µ+ a11y1 + a12z1 + . . . ,
z¯0 = z
+ + a21y1 + a22z1 + . . . .
(2.2.7)
Note that the map T2 is a diffeomorphism, so we have∣∣∣∣∣a11 a12a21 a22
∣∣∣∣∣ 6= 0. (2.2.8)
Let A = a11. By definition, we have
A =
∂x¯0
∂y1
∣∣∣∣
M−
. (2.2.9)
The number A is the one mentioned when we introduce the degeneracy condition (2).
More details on the equivalence between A 6= 0 and the transversality of W uE(O) and
W s(O) along Γ will be discussed later in Section 3.1.
By combining the formulas (2.2.6) and (2.2.7), the Poincare´ map T : S1 ∩ {x >
0} → S1 ((x, z) 7→ (x¯, z¯)) is written as
x¯ = µ+ Axρ + o(xρ),
z¯ = z+ + a21x
ρ + o(xρ),
(2.2.10)
where some scaling on the coordinates are used to make d = 1. As we can see from
this formula, the number A is now the coefficient of the leading term xρ.
If A 6= 0 (i.e. the non-degeneracy condition (2) is satisfied), then the map T
has the same property as that of the local map T1, which is that T is contracting in
z-directions and expanding in x-direction. This means that the map T is a saddle
map as defined in section 3.15 of [67]. Therefore, there exists a smooth attracting
invariant curve l on S1 transverse to {x = 0} = S1∩W s(O). The study of bifurcations
of the homoclinic loop can be done by looking at the dynamics on this one-dimensional
curve. Note that the trajectories starting from l form a two-dimensional attracting
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invariant manifoldM for the flow Xµ, which is orientable if A > 0 and non-orientable
if A < 0.
The following theorem holds.
Theorem 2.3. (Theorem 13.7 in [68]) If a homoclinic loop Γ to a saddle equilibrium
O with a positive saddle value satisfies both non-degeneracy conditions (1) and (2);
then a single saddle periodic orbit L is born from the loop for Aµ < 0. The unstable
manifold of L is two-dimensional and orientable when A > 0 (then there is only
one positive multiplier greater than one); or non-orientable when A < 0 (then the
multiplier greater than one in absolute value is negative). For Aµ > 0 there are
no orbits (besides the equilibrium O) staying in a small neighbourhood U of Γ for
all times. For Aµ < 0 almost all orbits leave U . The exceptions are O,L and one
heteroclinic orbit which is α-limit to L and ω-limit to O.
The detailed proof can be found in section 13.4 of [68]. A qualitative description of
this theorem is shown in Figure 2.3 (figure 13.4.9 in [68]).
Figure 2.3: (Figure 13.4.9 in [68]) A saddle periodic orbit L is born from the homoclinic
loop to a saddle equilibrium O for σ > 0.
We now consider the case where the leading stable characteristic exponents are a
pair of conjugate complex numbers λ1 and λ2, i.e. the equilibrium O is now a saddle-
2.2. General results on homoclinic bifurcations 17
focus. This is the main case considered in this thesis. Unlike the previous ones, the
presence of a homoclinic loop leads to chaotic dynamics (a non-trivial hyperbolic set).
We assume that
λ1,2 = −λ± ωi and Reλj < −ρ (j = 3 . . . n− 1). (2.2.11)
By time rescaling, we can make γ = 1 so that ρ = λ by equation (2.2.5). Since the
case where ρ > 1 corresponds to σ < 0 which is included in the first part of this
section, here we consider the case where ρ < 1. By the result in Appendix A of [67],
the system near O can be brought to the form
x˙ = x,
y˙1 = −ρy1 − ωy2 + f11(x, y, z)y + f12(x, y, z)z,
y˙2 = ωy1 − ρy2 + f21(x, y, z)y + f22(x, y, z)z,
z˙ = Bz + f31(x, y, z)y + f32(x, y, z)z,
(2.2.12)
by some Cr−1 transformations of coordinates and time, where y = (y1, y2) ∈ R2 and
the eigenvalues of matrix B are λ3 . . . λn−1. Functions fij are Cr−1 smooth and satisfy
fij(0, 0, 0) = 0, f1j(0, y, z) ≡ 0, f2j(0, y, z) ≡ 0, fi1(x, 0, 0) ≡ 0 (i = 1, 2, 3; j = 1, 2).
Assume that the separatrix Γ forms a homoclinic loop to the saddle-focus O. Then,
the following result holds.
Theorem 2.4. [59] If ρ < 1, then, in any arbitrarily small neighbourhood of the
homoclinic loop Γ to the saddle-focus O, there exist a countable set of single-round
saddle (index-2) periodic orbits.
A proof of Theorem 2.4 is included in the proof of Lemma 3.4 in Section 3.3.2.
Here we recall the main ideas and reprove (a part of) the Shilnikov theorem on the
existence of a non-trivial hyperbolic set near the homoclinic loop to the saddle-focus.
We take two cross-sections S1 and S2 near O transverse to Γ. Let M1 = S1 ∩Γ ∈
W s(O) and M2 = S2∩Γ ∈ W u(O), as shown in Figure 2.4 (figure 9 in [2]). Note that,
in the coordinate system of (2.2.12), the local invariant manifolds are straightened,
so we have W sloc(O) = {x = 0}. Let S+1 = S1 ∩ {x > 0} and S−1 = S1 ∩ {x < 0}.
There are a local map T1 : S
+
1 → S2, a global map T2 : S2 → S1, and the Poincare´
map T = T2 ◦ T1 : S+1 → S1.
As can be seen from Figure 2.4, the image T1(S
+
1 ) has a spiral-like shape and
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Figure 2.4: (Figure 9 in [2]) A homoclinic loop to a saddle-focus.
the map T2 will preserve this shape. The image T (S
+
1 ) intersects the line {x = 0}
infinitely many times and looks like a spiral winding onto M1. The pre-image of the
half curls on S+1 are nearly horizontal strips. We denote those strips by Σk and they
accumulate on {x = 0} as k → +∞. Note that the boundaries of Tk are pre-images
of {x = 0} under T . The existence of fixed points of T (i.e. periodic orbits of the
flow) becomes possible when the curls meet their pre-images. This can be checked
by calculating the relative position of them. For ρ < 1, infinitely many curls (those
sufficiently close to M1) of the spiral T (S
+
1 ) will intersect their pre-images on S
+
1 as
shown in Figure 2.5 (figure 11(a) in [2]). Moreover, it was proved in [64] that, for all
sufficiently large k, the map T is hyperbolic restricted to the intersection T (Σk)∩Σk.
Consequently, the strip Σk for each sufficiently large k is indeed a horseshoe, which
leads to the existence of infinitely many saddle fixed points of T . The actions of T on
S+1 is shown in Figure 2.5 (figure 11(a) in [2]).
What is notable here is that the set of points whose entire orbits do not leave
S+1 (those correspond to orbits of the flow that stay in a small neighbourhood of
the homoclinic loop Γ) is much more complicated than the union of the hyperbolic
sets given by the horseshoes. This is because, for a strip Σi, its image T (Σi) has
other proper intersections with other strips Σj in addition to Σi itself, where j, i
are sufficiently large integers. Here “proper” means that the intersection T (Σi) ∩ Σj
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Figure 2.5: (Figure 11(a) in [2]) Infinitely many horseshoes appear near the homoclinic
loop.
has two connected components and the map T |Σi∩T−11 (Σj) is a saddle map in the
sense of [61]. Such intersection implies that the saddle fixed points in Σi and Σj are
homoclinically related. It has been established in [64] that, for any given ρ′ > ρ,
there exists a constant K1 such that the intersection T1(Σi) ∩ Σj is proper if j > ρ′i
where i, j > K1. Now let {P+k } ⊂ S+1 be the set of saddle fixed points given by the
above-mentioned horseshoes at ρ < 1. We finish this section with the following result.
Lemma 2.5. There exists an integer K depending on ρ such that points in {P+k } with
k > K are homoclinically related.
Proof. If P+j and P
+
i are both contained in Σk, then they are automatically homo-
clinically related. Therefore, we assume that the set {P+k } is obtained by taking one
saddle-fixed point from each strip Σk.
We will use a refined result on the proper intersection that, if ρ < 1, then there
exists two constants K2 and C such that for any pair (i, j) of integers satisfying
j + C > ρi, i, j > K2 (2.2.13)
the intersection T1(σi) ∩ σj is proper. The difference between this result and the one
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in the above discussion is that no ρ′ is involved here, and hence there is only one
constant K2 used in the criterion for the proper intersection (while K1 mentioned
in the result before this lemma depends on ρ′). The idea behind both results is the
same, i.e. to compute the relative positions of T1(σi) and σj. This new result can be
obtained just by using an improved formula presented in [49] for the positions of the
strips Σk and their images T (Σk).
Now let
K = max
{
K2,
1− C
1− ρ
}
. (2.2.14)
we consider an arbitrary point P+i with i > K. In what follows we show that the
points P+k with K 6 k 6 i are homoclinically related. By the definition of K, we
have
i >
1− C
1− ρ , i.e. ρi < i− 1 + C. (2.2.15)
Therefore, the intersection T (Σi) ∩ Σi−1 is proper. This means that the intersection
W u(P+i ) ∩W s(P+i−1) is non-empty. Indeed, the local stable manifold W sloc(P+i−1) is a
nearly horizontal curve crossing Σi−1 (see the proof of Lemma 3.4 in Section 3.3.2
for details). The other non-empty intersection W s(P+i ) ∩W u(P+i−1) is obvious since
i > i− 1 (see Figure 2.5). Hence, the points P+i and P+i−1 are homoclinically related.
We can repeat this procedure until we reach the point P+i−(i−K) = P
+
K . Therefore, by
λ-lemma, all the points P+k with K 6 k 6 i are homoclinically related (see Figure
2.6). Lemma 2.5 follows by noting that P+i is picked arbitrarily.
Figure 2.6: The points P+k with K 6 k 6 i are homoclinically related. The local
stable manifolds are nearly horizontal lines and the local unstable manifolds are spirals
winding onto M1.
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2.3 Single-round periodic orbits of different
indices
Before seeking for heterodimensional cycles near the saddle-focus homoclinic loops, it
is natural to ask whether periodic orbits of different indices - the building blocks of
heterodimensional cycles - coexist near the loop. As stated in Theorem 2.4, if ρ < 1,
then there exists a countable set of single-round periodic orbits with index 2 in any
arbitrarily small neighbourhood of a homoclinic loop to a saddle-focus. In this sec-
tion, we consider bifurcations of those periodic orbits in three- and multi-dimensional
systems separately. We show that, in either case, periodic orbits of different indices
can coexist for a sequence of intervals of µ values (the splitting parameter) that ac-
cumulate on µ = 0. Indeed, this result can be expected from the analysis of the
Poincare´ map T near a homoclinic loop to a saddle-focus. From the proof of Lemma
3.4, the saddle fixed points P+k on the cross-section given by Theorem 2.4 are found
essentially by considering the action of T in the x-coordinate:
x¯ = µ+ Axρ cos(ω ln
1
x
+ θ) + o(xρ),
where A and θ are constants. A schematic graph of this function is shown in Figure
2.7 (figure 12 in [2]). For the case ρ > 1, the dynamics near Γ is simple. If ρ < 1, then
there exist infinitely many fixed points of T corresponding to infinitely many periodic
orbits of the flow. As µ varies, the graph will move up or down, and therefore the fixed
points can undergo saddle-node and period-doubling bifurcations. Also, multi-round
homoclinic loop may emerge. All these phenomena allow for the birth of periodic
points of different indices.
We remark here that the periodic orbits of different indices obtained in this sec-
tion cannot be used to create heterodimensional cycle by the methods employed in
chapters 3 and 4. So we further have to study multi-round periodic orbits. Nonethe-
less, checking the existence of such orbits is what need to be done in the first place.
Besides, bifurcations of those points are worth studying by themselves.
2.3.1 Three-dimensional case
In this subsection we study bifurcations of saddle periodic orbits given by Theorem 2.4
for three-dimensional systems. The coexistence of periodic orbits of different indices
22 2. Preliminaries
Figure 2.7: (Figure 12 in [2]) The graph of the map x¯.
is a direct consequence of those bifurcations. We first describe the family of systems
under consideration, define cross-sections and find the corresponding Poincare´ map.
Next, we discuss under what conditions the indices of the periodic orbits considered
can change. We finish with the computation of the bifurcation curves.
A two-parameter family Xµ,ρ
Let X be a Cr-flow in R3 (r > 3) with an equilibrium O. We assume that O is a
saddle-focus, i.e. the corresponding characteristic exponents are
γ,−λ+ ωi,−λ− ωi,
where −λ < 0 < γ and ω 6= 0. We also assume
ρ =
λ
γ
< 1. (2.3.1)
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By letting γ = 1 (via some time scaling), the system takes a form similar to formula
(2.2.12) (without z-coordinates) which is
x˙ = x,
y˙1 = −ρy1 − ωy2 + f1(x, y)y,
y˙2 = ωy1 − ρy2 + f2(x, y)y,
(2.3.2)
where functions fi are C
r−1 smooth and satisfy
fi(0, 0) = 0, fi(0, y) ≡ 0, fi(x, 0) ≡ 0 (i = 1, 2),
where y = (y1, y2) ∈ R2. In this coordinate system, the coordinates of O are (0, 0, 0)
and the local invariant manifolds are straightened, i.e. we have W uloc(O) = {y = 0, z =
0},W sloc(O) = {x = 0}. The unstable manifold W u(O) consists of two separatrices
that leave O along x-axis. We denote by Γ the one which leaves O along the positive
x-axis, and let it form a homoclinic loop (see Figure 2.8).
Figure 2.8: System X0,ρ∗ with a homoclinic loop Γ to the saddle-focus equilibrium.
Let us now consider a two-parameter family Xµ,ρ (ρ < 1) of C
r-flows in R3 such
that X0,ρ∗ = X and the parameter µ controls the splitting of the homoclinic loop.
Since Γ winds onto O as t→ +∞ as a spiral, we can pick a point M+(x+, y+1 , 0) from
Γ ∩W sloc(O). Note that the coordinates of M+ are functions of parameters, and we
let x+ = µ. We define two small cross-sections as S1 = {|x| 6 δ, |y1− y+1 | 6 δ, y2 = 0}
and S2 = {x = d, |y1| 6 δ, |y2| 6 δ}, where δ > 0 is a small number (see Figure
2.8). The local stable manifold W s(O) divides S into two parts, S+1 = S1 ∩ {x > 0}
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and S−1 = S1 ∩ {x < 0}. Let S0 = S ∩ {x = 0} Note that (x, y1) now serve as
coordinates on S1, and we drop the subscript of y1 for simplicity. The local map
T1 : S
+
1 → S2, (x0, y0) 7→ (y1, y2) is given by (see equation (13.4.13) in [68])
y1 = y0
(
x0
d
)ρ
cos
(
ω ln
d
x0
)
+ o (xρ0) ,
y2 = y0
(
x0
d
)ρ
sin
(
ω ln
d
x0
)
+ o(xρ0),
(2.3.3)
where the small terms o(xρ0) are functions of x0, y0, µ and ρ, and h := (o(x
ρ
0), o(x
ρ
0))
satisfies
∂i+jh
∂ix0∂j(y0, µ, ρ)
= o(xρ−i0 ) i+ j 6 (r − 1). (2.3.4)
The global map T1 : S2 → S1, (y1, y2) 7→ (x¯0, y¯0) can be written as
x¯0 = µ+ a11y1 + a12y2 + o (|y1, y2|) ,
y¯0 = y
+ + a21y1 + a22y2 + o (|y1, y2|) ,
(2.3.5)
where we have ∣∣∣∣∣a11 a12a21 a22
∣∣∣∣∣ 6= 0.
By the scalings x = x0/d and y = y0/y
+, and replacing µ/d by µ, the Poincare´ map
T = T2 ◦ T1 : S+1 → S1 takes the form
T :

x¯ = Ayxρ cos (ω ln
1
x
+ θ) + o(xρ),
y¯ = 1 + A1yx
ρ cos (ω ln
1
x
+ θ1) + o(x
ρ),
(2.3.6)
where A = y+
√
a211 + a
2
12, A1 =
√
a221 + a
2
22, tanθ = −a12/a11, tan θ1 = −a22/a21, and
the small terms o(xρ) satisfy (2.3.4). Note that we have
lim
M→{y=0}+
T (M) = M+.
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Bifurcation curves in the (tr,det)-plane
Let us denote by {Pk} the sequence of intersection points of the cross-section S with
the infinitely many single-round periodic orbits Lk (of the flow near the homoclinic
loop Γ) given by Theorem 2.4. Those points accumulate on the point M+ as k → +∞,
and each of them is a saddle fixed point of the Poincare´ map T . In order to understand
bifurcations of the periodic orbits Lk, it is sufficient to study those points Pk.
Let us now pick a point Pk. The index of Pk is determined by the relative positions
of its multipliers λ1 and λ2 with respect to the unit circle. Therefore, we will seek
for the bifurcation curves corresponding to the critical values of λ1 and λ2. Note that
it is convenient to express the results in terms of trace and the determinant of the
Jacobian (i.e. the linearized matrix of T ) at Pk. Specifically, the relations
tr = λ1 + λ2 and det = λ1λ2
give the representation of λ1 and λ2 as
λ1 =
tr +
√
tr2 − 4det
2
and λ2 =
tr−√tr2 − 4det
2
. (2.3.7)
We have λ1 > λ2 when they are real.
Bifurcation curves in the (tr, det)-plane correspond to the moments when at least
one of the multipliers λ1 and λ2 is on the unit circle. By formula (2.3.7), we obtain
the following bifurcation curves: (see Figure 2.9)
(a) l1 : det = tr− 1 on which we have
λ1 > 1, λ2 = 1 if λ1 + λ2 > 2
λ1 = 1,−1 6 λ2 6 1 if 0 6 λ1 + λ2 6 2
λ1 = 1, λ2 < −1 if λ1 + λ2 < 0
; (2.3.8)
(b) l2 : det = −tr− 1 on which we have
λ1 = −1, λ2 < −1 if λ1 + λ2 < −2
1 6 λ1 6 1, λ2 = −1 if − 2 6 λ1 + λ2 6 0
λ1 > 1, λ2 = −1 if λ1 + λ2 > 0
; (2.3.9)
(c) l3 : det = 1 (−2 < tr < 2) on which we have |λ1| = |λ2| = 1, where | · | denotes
the modulus of a complex number.
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Figure 2.9: The values of the multipliers λ1,2 in different parts of the (tr,det)-plane
divided by the bifurcations curves l1, l2 and l3. We denote (tr, det) [λ1, λ2] by (·, ·) [·, ·].
Those curves divide the (tr,det)-plane into different regions, which corresponds to
different indices, i.e. different types of the stability of the fixed point Pj (see Figure
2.10). The region of index 2 (unstable points) at the bottom of Figure 2.10 and
the region of index 0 or 2 (stable or unstable points) at the top are bounded by the
bifurcation curves l1 and l2, so these regions are given by{
det < −tr− 1 if tr > 0
det < tr− 1 if tr < 0
, (2.3.10)
and {
det > −tr− 1 if tr < 0
det > tr− 1 if tr > 0
, (2.3.11)
respectively. If det 6= −1 (which is true in three-dimensional case), then the region
corresponding to a different index of Pk is the union of the above two regions, which
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is given by
− 1 < tr
det +1
< 1. (2.3.12)
Therefore, if the index of Pk is not 1, then there exists a number c ∈ (−1, 1) such that
tr
det +1
= c. (2.3.13)
Figure 2.10: The stability of the fixed point Pk in different regions.
Bifurcation curves in the (µ, ρ)-plane
In what follows, we will express the trace and determinant of the Jacobian of T as
functions of coordinates and parameters, and then compute the bifurcation curves
corresponding to those discussed in the previous section. Note that the set {Pk} is
obtained for systems at µ = 0. As discussed in the beginning of Section 2.4, as µ
becomes non-zero (i.e. the homoclinic loop splits), only finitely many fixed points Pk
remain; however, for each point Pk, there exists a number µk such that Pk survives
any perturbation in µ with a size smaller than µk. Throughout the computations for
bifurcation curves in (µ, ρ)-plane in this chapter, we will first pick a point Pk, and
then only consider sufficiently small perturbations under which Pk remains a fixed
point of T .
Let us first introduce a transformation for x-coordinates of points on the cross-
section S+1 :
ω ln
1
x
= 2pij + ξ − θ, ξ ∈ [0, 2pi), (2.3.14)
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by which we divide the cross-section into different regions Vj, and ξ is a new coordinate
in each region. We assume that Pj ∈ Vj for each j.
Now let (x, y) be the coordinates of a point Pj with a sufficiently large j (which
means x is close to zero). By formula (2.3.6) (with noting y = 1 + O (xρ)), the
Jacobian J = ∂(x¯, y¯)
∂(x, y)
of the map T at Pj is

Aρxρ−1 cos ξ + Aωxρ−1 sin ξ + o(xρ−1) Ayρ cos ξ + o(xρ)
A1ρx
ρ−1 cos(ξ + θ1 − θ)
+A1ωx
ρ−1 sin(ξ + θ1 − θ) + o(xρ−1)
A1x
ρ cos(ξ + θ1 − θ) + o(xρ)
 , (2.3.15)
from which we obtain
detJ = x2ρ−1 (−AA1ω sin(θ1 − θ) + o (1)) , (2.3.16)
and
trJ = xρ−1 (Aρ cos ξ + Aω sin ξ + o (1)) , (2.3.17)
where
sin(θ1 − θ) = a12a21 − a11a22
AA1
6= 0. (2.3.18)
We remark here that the bifurcation curves for the cases of different signs of ω
are the same. For certainty, we assume
ω > 0, (2.3.19)
which, by noting detJ > 0 (since J is the Jacobian of the Poincare´ map for a flow
in R3), further implies
sin(θ1 − θ) < 0. (2.3.20)
We proceed to compute the bifurcation curve in the parameter space that corre-
sponds to l1 : detJ = trJ − 1 given in the previous section. By equations (2.3.16)
and (2.3.17), the equation for curve l1 can be rewritten as
x2ρ−1 (−AA1ω sin(θ1 − θ) + o (1)) = xρ−1 (Aρ cos ξ + Aω sin ξ + o (1))− 1. (2.3.21)
Recall that ρ < 1 and x is sufficiently small (by choosing j sufficiently large). By
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dividing xρ−1 on both sides of the above equation, we get
Aρ cos ξ + Aω sin ξ = o(1)j→+∞ (2.3.22)
By implicit function theorem, the solutions to this equation can be obtained by adding
some small corrections to the solutions to the following equation:
Aρ cos ξ∗ + Aω sin ξ∗ = 0, (2.3.23)
i.e. √
ρ2 + ω2 sin (ξ∗ + ϕ) = 0 (2.3.24)
where ϕ = arctan (ρ/ω). Since ξ∗ ∈ [0, 2pi) and ω > 0 (see assumption (2.3.19)), there
are two solutions to equation (2.3.24), which are:
ξ∗1 = pi − arctan
ρ
ω
,
ξ∗2 = 2pi − arctan
ρ
ω
.
(2.3.25)
Therefore, the solutions to equation (2.3.22) can be written as
ξi = ξ
∗
i + gi(µ, ρ, j) (i = 1, 2), (2.3.26)
where gi is C
r smooth in µ and ρ, and gi → 0 as j → +∞.
In a similar way, we obtain the values of ξ at which detJ = −trJ − 1:
ξ−i = ξ∗i + g−i (µ, ρ, j) (i = 1, 2), (2.3.27)
where g−i is Cr-smooth in µ and ρ, and g−i → 0 as j → +∞.
Since the point Pj(x, y) is fixed, its x-coordinate satisfies (see formula (2.3.6))
x = µ+ Axρ cos ξ + o (xρ) ,
which, by the relation (2.3.14), yields
µ = exp
(−2pij + θ − ξ
ω
)
− A cos ξ exp
(−2piρj + ρθ − ρξ
ω
)
+ o
(
exp
(−2piρj
ω
))
.
(2.3.28)
By plugging equations (2.3.26) and (2.3.27) into (2.3.28), for a sufficiently large j, the
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bifurcation curves in (µ, ρ)-plane corresponding to detJ = trJ − 1 are given by
µ = µ (ξ1, ρ) and µ = µ (ξ2, ρ) ; (2.3.29)
those corresponding to detJ = −trJ − 1 are given by
µ = µ (ξ−1, ρ) and µ = µ(ξ−2, ρ), (2.3.30)
where µ(ξ±i, ρ) are Cr−1 functions defined on (0, 1). We denote these functions by
µ±i for simplicity. For each sufficiently large j, there exists a collection of such four
bifurcation curves, and those curves accumulate on {µ = 0} as j → +∞.
We now determine the relative positions of the graphs of µ±i and {µ = 0}. We
first look at equation (2.3.28). Since ρ < 1 and j is sufficiently large, we have
exp
(−2pij + θ − ξ
ω
)

∣∣∣∣A cos ξ exp(−2piρj + ρθ − ρξω
)∣∣∣∣ .
This means that the sign of µ is determined by the second term in the RHS of (2.3.28).
By noting arctan
ρ
ω
> 0 (we assumed ω > 0), we have
cos ξ±1 ≈ cos ξ∗1 = cos
(
pi − arctan ρ
ω
)
< 0
and
cos ξ±2 ≈ cos ξ∗2 = cos
(
2pi − arctan ρ
ω
)
> 0
It follows that µ±1 > 0 and µ±2 < 0. As discussed later, we have
0 < µ−1 < µ1 and µ2 < µ−2 < 0. (2.3.31)
Recall that the index-different-from-1 region in the (tr, det)-plane is given by
equation (2.3.13)
trJ
detJ + 1 = c,
where c ∈ (−1, 1) and detJ 6= −1. According to equations (2.3.16) and (2.3.17), this
can be rewritten as
Aρ cos ξ + Aω sin ξ = cgˆ, (2.3.32)
where gˆ is a Cr function of ξ and all parameters, and gˆ → 0 as j → +∞. The
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coordinate ξ for the fixed point can be obtained from this equation as
ξ = ξ∗1 + g¯1(c, µ, ρ, j) or ξ = ξ
∗
2 + g¯2(c, µ, ρ, j) (2.3.33)
where g¯i (i = 1, 2) are C
r−1 smooth in all arguments except j. At c = 1 and c = −1,
function g¯i coincide with gi and g−i (i = 1, 2), respectively. Let us denote by s±i
the graphs of the functions µ±i. Then, the region of the existence of a fixed point
with index different from 1 is composed of the two thin “horizontal” strips in the
(µ, ρ)-plane bounded by the curves si and s−i (i = 1, 2). Note that these curves do
not intersect except at detJ = −1. This may happen in the multi-dimensional case
and will be explained later.
Let us now look at the bifurcation curve l3 : detJ = 1 (−2 < trJ < 2) which
corresponds to the case where the two multipliers are on the unit circle. The curve l3
in the (µ, ρ)-plane is given by
x2ρ−1 (−AA1ω sin(θ1 − θ) + o (1)) = 1. (2.3.34)
By equation (2.3.34), we find that the ρ values satisfying this equation are to the left
of {ρ = 1/2} if D =: −AA1ω sin η + o (1) − 1 < 0; or to the right of {ρ = 1/2} if
D > 0. We remark here that the sign of D is the same as that of the integral of the
divergence along the homoclinic orbit.
We rewrite (2.3.34) as
ρ =
1
2
+ o(1)j→+∞, (2.3.35)
where the dependence on µ is in the small term. We denote by s3 the graph of this
function, which is a nearly vertical line in the (µ, ρ)-plane for sufficiently large j. The
curve s3 tends to the line ρ = 1/2 as j tends to positive infinity. We denote by σ1
and σ2 the two thin regions bounded by s1, s−1 and s2, s−2, respectively, and denote
by s13 and s
2
3 the two segments of s3 included in the interiors of σ1 and σ2. The union
of these two segments correspond to l3 (see Figure 2.11).
The bifurcation curves s±1, s±2, s13 and s
2
3 exist for any Pj with a sufficiently large
j. Consequently, there is a set of bifurcation curves accumulating on {µ = 0} as
j → +∞. On the curves s1 and s2, we have λ2 = 1 to the left of s3, and have
λ1 = 1 to the right of s3. It follows that those curves correspond to the saddle-node
bifurcation of Pj. On curves s−1 and s−2, we have λ1 = −1 to the left of s3 and
λ2 = −1 to the right of s3. This indicates the period-doubling bifurcation. Since the
fixed point Pj must undergo the periodic-doubling bifurcation before it disappears
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Figure 2.11: The bifurcation curves for the fixed point Pj with a sufficiently large
j (we assume D < 1). The point Pj has index different from 1 in the thin regions
σ1 and σ2, where the index is 2 (Pj is unstable) in the shaded parts, and is 0 (Pj is
unstable) in the other parts.
via a saddle-node bifurcation, we have that s2 and s−2 lie in the region bounded by
s1 and s−1 as illustrated in Figure 2.11 (also see [25, 28]). When the system crosses
s1 or s2 from inside the region σ1 or σ2, the fixed point Pj will collide with another
saddle point and disappear. It remains a fixed point for parameters inside the region
bounded by s−1 and s−2. The Neimark-Sacker bifurcation takes place when we cross
the segment s13 or s
2
3 corresponding to the case where |λ1,2| = 1, and therefore an
invariant cycle will be born near Pj. This cycle gives an invariant torus in the phase
space, where it is unstable if D < 0 and stable if D > 0 (see [30] for the proof).
For parameters in σ1 and σ2, the map T has a fixed point Pj with an index
different from 1. Particularly, for any given ρ1 and ρ2 with ρ1 < 1/2, if j is taken
sufficiently large, then Pj is of index 2 (unstable) for parameters in σ1,2 ∩ {ρ < ρ1},
and of index 0 (stable) for parameters in σ1,2 ∩ {ρ > ρ2} (see (2.3.35)).
2.3.2 Multi-dimensional case
We consider a family {Xµ,ρ} of Cr flows in Rn (r > 3, n > 4). We use the same
setting as in the three-dimensional case and add (n− 3) strong-stable directions. The
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characteristic exponents are now γ,−λ± ωi and αj (j = 1 . . . n− 3). We assume
Reαj < −λ < 0 < γ and ω 6= 0. (2.3.36)
Near the equilibrium O, the system takes the same form as given by (2.2.12). The
point M+ now has z-coordinates and we let M+ = (µ, y+1 , 0, z
+). We define a cross-
section S as {|x| 6 δ, |y1 − y+1 | 6 δ, y2 = 0, ‖z − z+‖ < δ} where δ > 0 is small. Here
(x, y1, z) serve as coordinates on S, and we drop the subscript of y1 for simplicity.
Recall that the local invariant manifolds are straightened in this coordinate system,
and especially, we have W sloc(O) = {x = 0}. Let S+ = S ∩ {x > 0}. The Poincare´
map T : S+ → S is obtained in the same way by combining a local map and a global
map. This procedure will be done in Section 3.3.1 for a more general case, and here
we only give the formula for T which is (see (3.3.6))
T :

x¯ = Ayxρ cos (ω ln
1
x
+ θ) + o(xρ)
y¯ = 1 + A1yx
ρ cos (ω ln
1
x
+ θ1) + o(x
ρ)
z¯ = z+ +

A2yx
ρ cos (ω ln
1
x
+ θ2) + o(x
ρ)
. . .
An−2yxρ cos(ω ln
1
x
+ θn−2) + o(xρ)

, (2.3.37)
where z ∈ Rn−3, and A,Am, θ and θm (m = 2, . . . , n− 2) are constants depending on
the system (see Section 3.3.1 for more details). Denote by gk (k = 1 . . . n − 1) the
small terms in each equation in (2.3.37). We have
∂i+jgk
∂ix∂j(y, z, µ, ρ)
= o(|x|ρ−i) i+ j 6 (r − 1).
Reduction to the three-dimensional case
The index of a fixed point is determined by its multipliers. We denote by λ1 and λ2 the
multipliers of a fixed point of T corresponding to the (x, y) coordinates, respectively.
The strong contraction in z-directions means that the multipliers corresponding to
the z-coordinates have moduli much smaller than those of λ1,2.
The arguments for the bifurcation curves in the (tr, det)-plane in the previous
section are also valid here when we replace the trace and determinant of the Jacobian
at the fixed point by λ1 + λ2 and λ1λ2, respectively. The bifurcation curves in the
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(λ1 + λ2, λ1λ2)-plane take the same form as those in the three-dimensional case (see
Figure 2.9):
(a) l1 : λ1λ2 = λ1 + λ2 − 1;
(b) l2 : λ1λ2 = −λ1 + λ2 − 1;
(c) l3 : λ1λ2 = 1 −2 < λ1 + λ2 < 2 if λ1λ2 > 0; or a single point (0,−1) if
λ1λ2 < 0.
The correspondence between the index of the fixed point and the regions divided
by above curves are shown in Figure 2.12 (the point now remains a saddle even it has
index 2).
Figure 2.12: The bifurcation curves on the (λ1 + λ2, λ1λ2)-plane.
The difficulty here is that we do not have the convenience of expressing λ1, λ2 by
the trace and the determinant. However, by arguments in the proof of Lemma 3.5
in Section 3.3.3, the formulas for the curves l1 and l2 in the parameter space are the
same as those in the three-dimensional case up to small corrections (see (2.3.22) and
(2.3.35)).
The curve l3 also persists if sin(θ1− θ) < 0. However, if sin(θ1− θ) > 0, then the
product of λ1 and λ2 occurs to be negative, and instead of the curve corresponding
to λ1 and λ2 on the unit circle, we have just a point in the (µ, ρ)-plane where λ1 = 1
and λ2 = −1. This is the intersection point R of l1 and l2. As discussed in the
previous section, the product λ1λ2 is equal to the Jacobian determinant in the three-
dimensional case and this determinant is always positive. Nonetheless, it is possible
for the product λ1λ2 to be negative in the multi-dimensional case (we can always
2.3. Single-round periodic orbits of different indices 35
keep the Jacobian determinant positive by adjusting the multipliers corresponding to
z-coordinates).
Figure 2.13: The bifurcation curves for the fixed point Pj in the sin(θ1 − θ) > 0 case,
where we assume D < 0. Within the regions bounded by si and s−i (i = 1, 2), the
point has index 2 in the shaded parts and index 0 in the parts left.
The bifurcation curves are schematically drawn in Figure 2.13. Denote by si3 the
intersection points of s3 with σi where λ1 = 1 and λ2 = −1. When the system goes
through the point si3, a period two torus (around a double-round periodic orbit) may
be born. Indeed, the flow induced by the time-1 shift of the second iterate of the map
corresponding to si3 has the same normal form as systems that undergo a fold-hopf
(or Gavrilov-Guckenheimer) bifurcation (see section 8.5 of [42]).
When we return to the full system Xµ,ρ, the following theorem holds: (see also
[30] )
Theorem 2.6. In the parameter space, there exists a set of regions Σj such that
periodic orbits of different indices coexist for (µ, ρ) ∈ Σj. Moreover, for any given ρ1
and ρ2 with 0 < ρ1 < 1/2 < ρ2 < 1, there exists an integer J such that for all j > J
the different indices are 2 and 3 for parameters in Σj ∩{ρ < ρ1}, and are 2 and 0 for
parameters in Σj∩{ρ > ρ2}. Here Σj is the union of two subregions σj1 ⊂ {µ > 0} and
σj2 ⊂ {µ < 0}, and the region σji (i = 1, 2) is bounded by the graphs of two functions
µji (ρ) and µ
j
−i(ρ) defined on (−1, 1), where µji , µj−i → 0 uniformly as j → +∞.
We remark here that there exist similar different-index regions for double-round
periodic orbits. However, these regions will intersect with each other in a complicated
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way such that the bifurcations become much more sensitive to the parameter ρ. This
leads to the coexistence of infinitely many periodic orbits of index different from 2
(see Theorem 2.8 in the next section).
2.4 Double-round periodic orbits of different
indices
Ovsyannikov and Shilnikov proved in the papers[49, 50], among other results, the
existence of non-hyperbolic double-round periodic orbits near the homoclinic loops.
This allows for the appearance of double-round periodic orbits with index 6= 2, and
therefore the coexistence of periodic orbits with different indices. This brings the
possibility for the emergence of heterodimensional cycles near homoclinic loops as
discussed later in Chapters 3 and 4.
In this section, we will use the notions and objects introduced in Section 2.2.
The findings in [49, 50] were started from the investigation of the hyperbolic set Λ
near a homoclinic loop Γ when ρ < 1. Note that, any orbit that stays near Γ for all
time can intersect many different strips Σk. Therefore, each such orbit possesses a
coding according to the subscripts of the strips intersected by it. We now divide each
strip Σk into two disjoint parts Σ
1
k and Σ
2
k such that the two connected components
of T (Σk) lie in T (Σ
1
k) and T (Σ
2
k), respectively. For simplicity, we relabel those regions
Σ1k and Σ
2
k as Σk. We have the following theorem.
Theorem 2.7. [64] Given two numbers ρ1 < ρ and ρ2 > ρ, there exists a small
neighbourhood U of the homoclinic loop Γ and a small cross-section S1 transverse to
Γ such that, for every orbit from U , its intersection with S1 belongs to a disjoint union
of strips Σk that accumulate on W
s
loc(O) ∩ S1 as k → +∞. The coding {ks} of this
orbit satisfies
ks+1 > ksρ1 (2.4.1)
for all s. There exists an integer K such that any sequence {ks} satisfying, for all s,
ks+1 > ksρ2 and ks > K (2.4.2)
corresponds to a unique orbit in U with this coding.
Now let Λ be the set of orbits whose codings satisfy (2.4.2). This set is hyperbolic
but not uniformly hyperbolic since its closure contains the saddle-focus O. If we set
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an upper bound J for the number used in the coding, then the set ΛJ consisting of
corresponding orbits is uniformly hyperbolic. Specifically, we can consider the coding
{ks} which satisfies (2.4.2) as well as ks < J . Note that Λ = limJ→+∞ ΛJ . The set
Λ has an important property that it does not necessarily contain all the orbits which
stay in U for all time. This can be seen from its sensitive dependence on the ratio
ρ. Specifically, let ρ′ = ρ∗ + ε1 and ρ′′ = ρ∗ + ε2 where ρ∗ < 1, and ε1 and ε2 are
arbitrarily small with 0 < ε1 < ε2. Then, one can find two sufficiently large integers
ks and ks+1 such that the inequalities (2.4.1) and (2.4.2) are both satisfied at ρ = ρ
′
but are both violated at ρ = ρ′′. Hence, some orbits, particularly periodic orbits, in
U disappear when we change the saddle value from ρ′ to ρ′′. This indicates that the
bifurcations of homoclinic tangencies and non-hyperbolic periodic orbits could take
place in U . This observation was made by Gavrilov, Gonchenko and Shilnikov in
[26, 27, 29], and then the phenomena were thoroughly studied by Ovsyannikov and
Shilnikov in [49, 50].
We remark here that, as j is large, the perturbations in ρ mainly affect orbits
that enter two or more strips on the cross-section. Consequently, fixed points are
usually not changed. This agrees with the work in Section 2.3 where we showed that
there is no bifurcations of fixed points if we only change ρ but keep µ = 0.
Let us consider a Cr (r > 4) system on an n-dimensional Cr manifold (n > 3).
Several assumptions are made for this flow in [49, 50] as follows.
(1) The system has a saddle-focus equilibrium O. The relative positions among
characteristic exponents α1, . . . , αn satisfy one of the following condition:
a. α1 = γ > 0, α2,3 = −λ ± iω (λ > 0, ω 6= 0), Reαi < −λ (i > 3), and
σ1 = γ − λ > 0;
b. α1,2 = γ ± iω′ (γ > 0, ω′ 6= 0), α3 = −λ > 0, Reαi < −λ (i > 3), and
σ1 = γ − λ < 0;
b. α1,2 = γ ± iω′ (γ > 0, ω′ 6= 0), α3,4 = −λ ± iω (λ > 0, ω 6= 0), Reαi < −λ
(i > 4), and σ1 = γ − λ 6= 0.
(2) The system has a homoclinic loop Γ to O.
(3) As t→ +∞, the trajectory Γ approachesO along the leading stable eigenspace,
i.e. Γ 6⊂ W ss(O).
(4) A certain quantity A is non-zero.
Here A is similar to the the one discussed in the previous section. Condition A 6= 0 is
a transversality condition on the intersection of W uE(O) with W ss(O) along Γ in case
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a, and that of W u(O) with W ss(O) along Γ in cases b and c. Now let H be the set
of Cr-systems (r > 4) which satisfy the above conditions (1)-(4), and let H1 be the
subset of H such that systems in it only satisfy (1)a. The following theorem holds.
Theorem 2.8. [49, 50]
1. Systems having homoclinic tangencies are dense in H1.
2. Systems having non-hyperbolic periodic orbits are dense in H.
The first statement means that the system exhibits a very complicated dynamics
near a homoclinic loop to a saddle-focus, which cannot be described by finitely many
parameters (see [37]). The existence of non-hyperbolic periodic orbits given by the
second statement can lead to the birth of periodic orbits with indices different from
2. The systems considered in the work of this thesis just belong to the subset H1. In
what follows we sketch the main idea used in [49] to prove Theorem 2.8 for systems
in H1.
Let us consider the system (2.2.12) with the cross-sections S1, S
+
1 , strips Σk ⊂ S1
and Poincare´ map T : S+1 → S1 defined in the previous section below Theorem 2.4
(see Figure 2.4). Ovsyannikov and Shilnikov showed that, for any pair (ρ1, ρ2) where
0 < ρ1 < ρ2 < 1, there exists a set K(ρ1, ρ2) of infinitely many pairs (i, j) of integers
with i > j such that, for each pair (i, j), there exits a proper intersection T (Σi) ∩ Σj
at ρ = ρ1 while T (Σi) ∩ Σj = ∅ at ρ = ρ2. This implies that the periodic orbit of
T with period 2 from Σi ∪ Σj disappears when ρ grows from ρ1 to ρ2 (see Figure
2.14). Hence, a non-hyperbolic periodic orbit of T exists at some ρ ∈ [ρ1, ρ2]. In
fact, it was proved in [49] that, for any pair (i, j) ∈ K(ρ1, ρ2), there exist two values
ρ′, ρ′′ ∈ [ρ1, ρ2] such that, for each value, the Poincare´ map T has a non-hyperbolic
periodic orbit. The second statement in Theorem 2.8 follows by noting that ρ1 and
ρ2 are arbitrarily chosen from (0, 1).
We remark here that the existence of the set K(ρ1, ρ2) is equivalent to the exis-
tence of infinitely many integer solutions to the inequalities (equation (24) in [49])
j > ρ1(i+ 1) + C1,
j < ρ2(i− 1) + C2,
where C1 and C2 are some constants. Since ρ1 < ρ2, the above inequalities give a
region on the (i, j)-plane whose interior obviously contains infinitely many points of
integer coordinates. Similar inequalities arise in the proof of Lemma 4.4 in Section
4.2.2, where the second statement in Theorem 2.9 is extended to systems from H1 in
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dimension four and higher.
Figure 2.14: Configurations of Σi, Σj and their images at ρ = ρ1 (left) and at ρ = ρ2
(right).
The first statement in Theorem 2.8 is used in the proof of Theorem 4.2 in Chapter
4. This statement was proved by using the same construction and considering a
homoclinic orbit in Σi ∪Σj that exists at ρ = ρ1 and disappears as ρ increases. More
specifically, we pick a fixed points P ∈ Σj given by the corresponding horseshoe (it
is the intersection point of the cross-section with a periodic orbits given by Theorem
2.4). Its stable manifold W s(P ) is a nearly horizontal line dividing Σj into two parts;
its unstable manifold W u(P ) crosses Σi. The intersection W
u(P ) ∩ Σi contains two
connected components with end points on the boundaries of Σi, and we denoted the
right one by ∆W u. Since T (Σi) crosses Σj at ρ = ρ1, we have that T (∆W
u) crosses
Σj, and therefore W
s(P ). However, T (∆W u) will not intersect W s(P ) at ρ = ρ2 since
T (Σi)∩Σj = ∅ at this moment. It follows that there exists some ρ ∈ (ρ1, ρ2) such that
the corresponding system T has a homoclinic orbit to P with tangency (see Figure
2.15).
Ovsyannikov and Shilnikov further studied the birth of the stable periodic orbits
near the homoclinic loops to a saddle-focus. Conditions are given in [49, 50] in terms
of the second saddle value σ2 defined as following:
σ2 = γ − 2λ in case (1)a;
σ2 = 2γ − λ in case (1)b;
σ2 = 2γ − 2λ in case (1)c.
What matters here is the sign of σ2. It indicates whether the system contracts or
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Figure 2.15: A homoclinic orbit to P exists at ρ = ρ1 (left) and disappears at ρ = ρ2
(right).
expands volumes in the subspace spanned by the eigenvectors corresponding to the
unstable and leading stable characteristic exponents (i.e. the ones closest to the
imaginary axis). When σ2 > 0, volumes are expanded in this subspace, and we obtain
periodic orbits with indices larger than 2, which can be used to create heterodimen-
sional cycles. When σ2 < 0, we expect the appearance of stable periodic orbits by
the volume contraction. Let Hˆ1 be the set of three-dimensional systems in H. The
following theorem holds.
Theorem 2.9. [49, 50]
1. If σ2 < 0, then systems with infinitely many stable periodic orbits are C
r-dense
in H.
2. If σ2 > 0, then systems with infinitely many completely unstable periodic orbits
are Cr-dense in Hˆ1.
3. If σ2 > 0, then nether systems in H nor systems close to it can have a stable
periodic orbit in a small neighbourhood of the homoclinic loop.
This theorem shows that, for σ2 < 0, a typical chaotic dynamics appears near
the homoclinic loop to a saddle-focus, where one can find a structurally unstable
set simultaneously containing hyperbolic subsets and sable periodic orbits. When
σ2 becomes positive, a more complex dynamics emerges, where one can find a wild
strange attractor as explained in the next section.
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2.5 A wild strange attractor
For the σ2 > 0 case, Turaev and Shilnikov discovered in [75] a strange attractor A
which includes the saddle-focus equilibrium along with its two unstable separatrices.
This attractor has a distinctive property that it contains a wild hyperbolic set for
some parameter values (see definition 5). The attractor is defined as the set of points
accessible from the equilibrium (see definition 7), and is strange in the sense that any
orbit in it has a positive maximal Lyapunov exponent. Turaev and Shilnikov showed
that periodic orbits with homoclinic tangencies can exist in A, and moreover the order
of a tangency can be arbitrarily high. This means the dynamics here cannot be fully
described in any finite-parameter family. Besides, periodic orbits of different indices
can coexist in A. It will be shown in Section 4.1.1 that those periodic orbits can form
heterodimensional cycles within this attractor A under certain conditions.
Let us consider a Cr flow X in Rn (r, n > 4) having a saddle-focus equilibrium
O. We assume that
(1) the corresponding characteristic exponents are γ,−λ±iω, α1, . . . , αn−3, where
γ > 0, 0 < λ < Reαj, and ω 6= 0; and
(2) the quantity ρ =
λ
γ
<
1
2
.
Note that the assumption (2) is equivalent to σ2 > 0 in the previous section.
By some Cr−1 transformations of coordinates and time, the system X in a small
neighbourhood of O takes the form given by formula (2.2.12). In this coordinate
system, coordinate x corresponds to the unstable exponent γ, coordinates y = (y1, y2)
correspond to the leading stable exponents −λ ± iω, and coordinate z corresponds
to the strong-stable exponents αi. The unstable manifold W
u(O) consists of the
equilibrium O and two unstable separatrices Γ+ and Γ− which leave O in positive and
negative y-directions, respectively. The local invariant manifolds are straightened,
where we have W sloc(O) = {x = 0}, W uloc(O) = {y = 0, z = 0}, and W ssloc(O) = {x =
0, y = 0}.
Let us take a cylinder-like cross-section S near O transverse to W sloc(O), say
S = {|x| 6 1, ‖y‖ = 1, ‖z‖ 6 1}. We next construct the Poincare´ map T : S → S.
The map T is discontinuous on the intersection S∩W sloc(O). Let S1 = S∩{y > 0} and
S2 = S ∩ {y < 0}. Then we denote the restriction of T to S1 and S2 as T1 : S1 → S
and T2 : S2 → S. We now consider a region D composed of all orbits starting from
S, plus neighbourhoods of the two separatrices (see Figure 2.16). Obviously, D is an
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absorbing region (see definition 12). To obtain the desired results, an assumption on
Figure 2.16: (Figure 1 in [75]) A three-dimensional projection of a neighbourhood of
Γ+,Γ− and O onto {z = const}.
D was made in [75] that
(3) The system X is volume hyperbolic (see definition below) in the large neigh-
bourhood D of the equilibrium O.
Definition 13. A semiflow is called volume hyperbolic if the following conditions are
satisfied.
(1) For each point M in the phase space, its tangent space admits a decomposition
to the direct sum of two subspaces N1 and N2 depending continuously on M , and
this decomposition is invariant with respect to the linearized semiflow. Besides, the
maximal Lyapunov exponent corresponding to N1 is strictly less than the minimal
Lyapunov exponent corresponding to N2 , that is, for any point M and any non-zero
vectors u ∈ N1(M) and v ∈ N2(M), we have
lim sup
t→+∞
1
t
ln
‖ut‖
‖u‖ < lim inft→+∞
1
t
ln
‖vt‖
‖v‖ ,
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where ut and vt are the shifts of u and v by the semiflow linearized along the orbit of
M .
(2) The linearized semiflow exponentially expands volume in N2.
The volume hyperbolicity excludes the appearance of stable periodic orbits in D.
Note that the system is already volume hyperbolic in a small neighbourhood of O, so
condition (3) implies that this property is extended to the relatively large region D.
Indeed, at O, the tangent space can be decomposed into two subspaces: the strong
contracting subspace N ss that coincides with z-space, and the center subspace N c
that coincides with (x, y)-space. Volumes are expanding in N c since we have ρ < 1
2
.
The strong contraction in N ss implies the existence of an invariant contracting
foliation N ss of D with smooth leaves of the form (x, y) = h (z). Furthermore, this
foliation induces an invariant contracting foliation N˜ ss on S. The new foliation N˜ ss
is also absolutely continuous in the sense that the projection along leaves from one
transversal of the foliation onto another transversal changes areas only by a finite
multiple, which is bounded away from infinity and zero. This property is crucial
and one can see [1, 39] for more details. Thus, a quotient map T˜ ≡ (T˜1, T˜2) can be
obtained from the Poincare´ map T ≡ (T1, T2) by taking quotient by the leaves of N˜ ss.
We remark here that those two foliations and the quotient map are involved in the
work of this thesis in Chapters 3 and 4. By the properties of N˜ ss and the expansion
of volumes in N c, this quotient map T˜ exponentially expands area (see lemma 1
in [75]), and therefore plays a key role in the studying of the strange attractor A.
Particularly, Turaev and Shilnikov showed that the intersection A ∩ S consists of
finitely many connected components. This is a similar property to that of the lacunae
in Lorenz attractors. A detained discussion on the lacunae can be found in [4].
Now let q > 1 be the area expansion coefficient of the quotient map T˜ , and S
be the area of the projection of a region on the the surface {z = const}. For any
connected region V ⊂ S \ {y = 0}, we have
S(TV ) > qS(V ).
Here we have q < 2 by noting TS1 ⊂ S. Let {M±k } be the set of the successive
intersection points of the separatrices Γ± with the cross-section S. The following
theorem holds.
Theorem 2.10. [75] The number N of the connected components of the set A∩ S is
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finite and satisfies the estimate
2 6 N < 2 + | ln(q − 1)|
q
.
Each connected component contains at least one of the points M±k . Moreover, there
exist some integers N+ and N− such that N+ +N− = N and
q−N
+
+ q−N
−
> 1.
The intersection A ∩ S can be represented as a union of disjoint sets as
A ∩ S = A+1 ∪ . . . A+N+ ∪ A−1 ∪ . . . A−N− .
Those sets A+i and A
−
j satisfy
A+i ∩ {y = 0} = ∅, A−j ∩ {y = 0} = ∅, A+N+ ∩ {y = 0} 6= ∅, A−N− ∩ {y = 0} 6= ∅,
and
T1((A
+
N+ ∪ A−N−) ∩ S1) = A+1 , T2((A+N+ ∪ A−N−) ∩ S2) = A−1 ,
A+i = T
i−1
1 A
+
1 , A
−
j = T
j−1
2 A
−
1 ,
where 1 6 i < N+ and 1 6 j < N−.
This theorem was used in the proof of Theorem 2.12 to show that a wild hyperbolic
set indeed belong to the attractor A. Also, it is used in Section 4.3 to prove the
coexistence of a wild hyperbolic set and heterodimensional cycles in A. Here we also
state another good property of A, which, in fact, is the preliminary result for Theorem
2.10. Recall the definitions 6 - 11.
Theorem 2.11. [75] The attractor A is the unique chain-transitive completely stable
set in D.
We remark here that both Theorems 2.10 and 2.11 only require conditions (2) and (3)
to be fulfilled, which means the attractor A still exists when O is a saddle but not a
saddle-focus. We now proceed to seek for the wild hyperbolic set in the attractor. A
one-parameter family {Xµ} of Cr flows in Rn (r, n > 4) was considered in [75]. One
more assumption was made:
(4) The separatrix Γ+ forms a homoclinic loop to the saddle-focus at µ = 0.
The parameter µ controls the splitting of the homoclinic loop, which means that in
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the space of n-dimensional Cr flows the family {Xµ} transversely intersects, at µ = 0,
the surface corresponding to systems for which the separatrix Γ+ returns to the saddle
focus as t→ +∞. The following theorem holds when conditions (1) - (4) are satisfied.
Theorem 2.12. [75] There exists a sequence of intervals Ij accumulating at µ = 0
such that, for any µ ∈ Ij, the attractor A in system Xµ contains a wild hyperbolic set.
Moreover, for any µ∗ ∈ Ij, the attractor A of any system Cr-close to Xµ∗ also has a
wild hyperbolic set.
This theorem gives a region Hw in the space of dynamical systems where the
corresponding attractors contains a wild hyperbolic set as well as its unstable manifold
(since it is accessible from the equilibrium). Note that a subset H1w is dense in the
region Hw such that each system X ∈ H1w contains a periodic orbit P whose stable
manifold non-transversely intersects its unstable manifold. Results in [35] show that
one can find a system Y arbitrarily close to X such that the continuation of P (Y ) is
a periodic orbit with a homoclinic tangency of an arbitrarily high order. Since the
homoclinic orbit lies in the unstable manifold of the wild set, it is also in the attractor.
This along with Theorem 2.12, leads to the following result.
Theorem 2.13. [75] Systems whose attractors contain non-transverse homoclinic or-
bits of arbitrarily high orders of tangency are dense in Hw.
This theorem just excludes the possibility of completely understanding the bifur-
cations of the attractor in any finite-parameter family. In what follows, we sketch the
proof of Theorem 2.12.
The first thing to do is to find a suitable hyperbolic set. As discussed after
Theorem 2.7, for any fixed ρ′ < ρ, there exists an integer k0 depending on ρ′ and
a hyperbolic set Λ in a small neighbourhood of the homoclinic loop Γ+ at µ = 0
such that it is in a one-to-one correspondence to the set of all codings {js} where
js+1 > ρ
′js and js > k0. Since the set Λ is not closed (especially its closure contains
the equilibrium), it may not be preserved under small change of µ. The closed subset
Λk of Λ obtained by adding an upper bound k > k0 to the numbers js is what we
need. Indeed, we consider the subset corresponding to codings {js} which satisfy an
additional condition that js < k. The size of the largest perturbation that Λk can
survive was estimated in [75], i.e. for each k we have an upper bound of µk > 0 such
that the set Λk remains a closed hyperbolic set for all |µ| < µk. Consequently, for each
µ, there is a largest k such that the set Λk is preserved under µ. We shall consider
this set as the candidate of the wild hyperbolic set, and denote it by Λµ.
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The next step is to show the irremovable homoclinic tangency associated to Λµ,
i.e. the wildness of this hyperbolic set. We consider the countable set {Lj} of single-
round periodic orbits in Λ, which correspond to the codings {. . . jjj . . . }. It can be
checked that each of those orbits possesses a two-dimensional unstable manifold. The
number of such orbits contained in Λµ tends to infinite as µ tends to zero. Denote by
Pj the intersection points of Lj with the cross-section S. Those points are saddle and
fixed under the Poincare´ map T , and accumulate on W s(O) ∩ S as j → ∞. It was
shown by computation (also see Section 3.3.2) that, for any sufficiently large j, there
exists a sufficiently small µ such that the point Pj is contained in Λµ∩S, and its local
stable manifold W sloc(Pj) is a nearly horizontal curve (with sufficiently long length).
Note that the parameter µ controls the splitting of the homoclinic loop so that we
can let it be the x-coordinate (i.e. the vertical direction) of the intersection point M+
of the separatrix Γ+ with S. Therefore, we can find a value µ′j at which Γ
+ falls onto
W sloc(Pj). One can check, by a direct computation, that the local unstable manifold
W uloc(Pj) is a spiral winding onto M
+. Consequently, we can obtain a non-transverse
intersection of W sloc(Pj) with W
u
loc(Pj) by choosing µj close to µ
′
j. The wildness of
the set Λµj follows from a theorem in [36] that near the values of µ corresponding to
a homoclinic tangency there are intervals of values of µ for which the corresponding
hyperbolic set is wild. This means that there exist intervals Ij accumulating at µ = 0
such that, for each µ ∈ Ij, the hyperbolic set Λµ is wild. Note that, in order to
use the result in [36], a certain non-degeneracy condition was checked which is the
transversality along the homoclinic orbit of the extended unstable manifold W uE(Pj)
with the strong-stable foliation on S.
The last thing is to show that the set Λµ lies in the attractor Aµ. Recall that the
cross-section S is taken as {|x| 6 1, ‖y‖ = 1, ‖z‖ 6 1}, where y ∈ R2 and z ∈ Rn−3.
On S, we can replace the coordinates y by an angular coordinate φ such that points
on S have coordinates (x, φ, z). We now represent S as the strip Sˆ = Dn−2 × S1 i.e.
we identify point (x, φ, z) with (x, φ + 2pik, z) for any integer k. Let us consider the
lifting of S to Sˆ. Obviously, the lifting of the image T (S), denoted by B, is contained
in a bounded region in Sˆ for all µ, i.e. there exist some constants s and φ0 such that
B ⊂ {(x, φ, z) | |x| 6 1, ‖z‖ 6 1,−pis < φ− φ0 < pis}.
Since the intersection Aµ∩S is contained in S, its lifting lies in B. Note that the local
stable manifold W sloc(Pj) is nearly horizontal for a large interval of φ, i.e. it slowly
circles around O on S. By taking lift of W sloc(Pj), we obtain a set of nearly horizontal
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surfaces Wr of the form
x = wr(φ, z, µ),
where wr is defined for φ ∈ (−pis+φ0,−pis−φ0). Let Wr0 be the lowest surface among
Wr in terms of the x-coordinate. With the help of Theorem 2.10, it can be checked
that there exists a connected component in Aµ ∩ S such that its lifting contains two
points, one of which is above and the other is below the surface Wr0 . It follows that
the attractor Aµ intersects the stable manifold W s(Pj), i.e. Aµ contains at least one
point on W s(Pj). Hence, by the definition of the attractor, it contains the periodic
orbit Lj, its unstable manifold W
u(Lj), the closure of W
u(Lj) and, therefore, the
whole of the wild hyperbolic set Λµ.
Chapter 3
Birth of heterodimensional
cycles: the general case
In this chapter we consider multi-dimensional flows with two homoclinic loops to
a saddle-focus equilibrium. We explore two different mechanisms (with or without
splitting the loops) to create heterodimensional cycles, and give conditions under
which these bifurcations take place. As intermediate steps, we find two new types of
heterodimentional connections. One type of the connection is between a homoclinic
loop and a periodic orbit of index 2, and the other one is between a saddle-focus
equilibrium and a periodic orbit of index 3; studying these bifurcations could be of
an independent interest.
We will first describe the systems considered and list conditions needed for the
results. After this, we give two theorems on the creation of heterodimensional cycles,
and sketch the ideas used in the proofs. Then, we present the proofs by dividing them
into several parts.
3.1 Problem setting and conditions
We consider again a Cr-flow X in Rn (where r > 3, n > 4), which has an equilibrium
O of the saddle-focus type. Let the characteristic exponents at O be
γ,−λ+ ωi,−λ− iω, αj
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where Re(αj) < −λ < 0 < γ (j = 1, 2 . . . n− 3), ω 6= 0, and we assume
ρ =
λ
γ
<
1
2
. (3.1.1)
By some Cr−1 transformations of coordinates and time, this system in a neighbour-
hood of O takes the form given by formula (2.2.12). We rewrite it here for convenience:
x˙ = x,
y˙1 = −ρy1 − ωy2 + f11(x, y, z)y + f12(x, y, z)z,
y˙2 = ωy1 − ρy2 + f21(x, y, z)y + f22(x, y, z)z,
z˙ = Bz + f31(x, y, z)y + f32(x, y, z)z,
(3.1.2)
where y = (y1, y2) ∈ R2, z ∈ Rn−3 and the eigenvalues of matrix B are α1 . . . αn−3.
Functions fij are C
r−1 smooth and satisfy
fij(0, 0, 0) = 0, f1j(0, y, z) ≡ 0, f2j(0, y, z) ≡ 0, fi1(x, 0, 0) ≡ 0 (i = 1, 2, 3; j = 1, 2).
(3.1.3)
In such coordinate system, the coordinates of O are (0, 0, 0) and the local invariant
manifolds are straightened, i.e. we have
W uloc(O) = {y = 0, z = 0}, W sloc(O) = {x = 0}, W ssloc(O) = {x = 0, y = 0}.
The one-dimensional unstable manifold of O consists of two separatrices; the upper
one, Γ+ corresponds, locally, to x > 0 and the lower separatrix Γ− corresponds to
x < 0. We assume that both separatrices Γ+ and Γ− return to O as t→ +∞ and form
homoclinic loops. Thus, each of the homoclinic loops, when it tends to O as t = −∞,
coincides with a piece of the x-axis, and when the loop tends to O as t→ +∞ it lies
in the space x = 0 (see Figure 3.1).
We now impose a non-degeneracy condition on system X (this condition is open
and dense in Cr, i.e., if it is not fulfilled initially, then it can be achieved by an ar-
bitrarily small perturbation of the system; once this condition is satisfied, it holds
for every Cr-close system). Consider an extended unstable manifold W uE(O) (see
definition 2.1). In the coordinates where the system assumes the form (3.1.2), the
manifold W uEloc is tangent to z = 0 at the points of W
u
loc (see chapter 13 of [68]).
(1) Non-degeneracy Condition: The extended unstable manifold W uE(O) is
transverse to the strong-stable foliation F0 of the stable manifold W s(O) at the points
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Figure 3.1: The system X has two homoclinic loops Γ+ and Γ− to the saddle-focus
equilibrium O.
of the homoclinic loops Γ+ and Γ−.
As discussed in Section 2.5, here the foliation F0 is the uniquely defined, smooth,
invariant foliation of the stable manifold, which includes W ss(O) as one of its leaves;
in the coordinates of (3.1.2), the leaves of the foliation in a neighbourhood of O are
given by (x = 0, y = const). The transversality condition implies that the closed in-
variant set O∪Γ+∪Γ− is partially-hyperbolic: at the points of this set the contraction
along the strong-stable leaves is stronger than a possible contraction in the directions
tangent to W uE. The partial hyperbolicity implies that the strong-stable foliation F0
extends, as a locally invariant, absolutely continuous foliation with smooth leaves, to
a neighbourhood U of O∪Γ+∪Γ−, and the foliation persists for all Cr-close systems.
Let us take a small cross-section Π to the local stable manifold W sloc(O) such that
both Γ+ and Γ− intersect Π. The intersections of the orbits of the leaves of F0 by
the flow with the cross-section Π form a strong-stable invariant foliation F1 for the
Poincare´ map T , which has leaves of the form (x, y) = h(z) where the derivative h′(z)
is uniformly bounded. The foliation F1 is invariant in the sense that T−1(l∩(T (Π))) is
a leaf of the foliation if the intersection is non-empty. The foliation is also contracting
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in the sense that, for any two points in the same leaf, the distance between their
iterates under the map T tends to zero exponentially. Besides, the projection along
the leaves from one transversal to another one changes areas by a finite multiple
bounded away from zero. The detailed sufficient condition for the existence of the
strong-stable foliation with above-mentioned properties is proposed in [75] and our
system X satisfies this condition. Note that condition ρ < 1/2 implies that the flow
near O expands three-dimensional volume in the (x, y)-space; the partial hyperbolicity
and the fact that the orbits in U spend only a finite time between consequent returns
to the small neighbourhood of O imply that the flow in U uniformly expands the
three-dimensional volume transverse to the strong-stable foliation. Correspondingly,
the Poincare´ map T expands the two-dimensional area transverse to the strong-stable
foliation on Π.
Before we introduce another condition, let us discuss the necessity of having
two homoclinic loops for our construction. As shown in Section 2.4, there can exist
periodic orbits of different indices near a single homoclinic loop to a saddle-focus.
However, those orbits cannot belong to the same chain-transitive set near the loop,
and therefore no heterodimensional cycle can be born at the bifurcation of this loop.
Let us explain this with more details. It is known ([73], see also [10]) that, when
the non-degeneracy condition fulfilled, system X, and every system close to it, will
have two three-dimensional invariant manifolds M1 and M2 such that orbits that
entirely lie in the small neighbourhoods U1 of O ∪ Γ+ and U2 of O ∪ Γ− must lie in
M1 and M2, respectively. This gives a three-dimensional reduction of the dynamics
near each loop. As we know, to have a heterodimensional cycle in a flow we need
at least dimension four (since three-dimensional flows have only one type of saddle
periodic orbits where both the stable and unstable manifolds are two-dimensional).
Consequently, heterodimensional cycles entirely contained in U1 or U2 cannot emerge
at the bifurcations. Hence, we need to consider the bifurcations of the two loops at
the same time, and seek for heterodimensional cycles that lie in the neighbourhood
of those loops, i.e. in U1 ∪ U2. Such cycles are possible to create if the two manifolds
M1 andM2 are not simultaneously contained in a larger one. In order to prevent the
existence of this ambient invariant manifold, the loops Γ+ and Γ− need to intersect
the same leaf of the local strong-stable foliation, i.e. the following condition is satisfied:
(2) Coincidence Condition: The two separatrices Γ+ and Γ− are included in the
same set of leaves of the strong-stable foliation F0 on W s(O), which means that, for
any point M+ ∈ Γ+ lying in a leaf l, there exists a point M− ∈ Γ− lying in the same
leaf l (see Figure 3.2).
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This condition means that the projections of Γ+ and Γ− onto any transversal along
those leaves coincide. Now consider the foliation F1 on a small cross-section Π defined
above. Note that leaves of F1 are obtained by following the orbits of leaves of F0.
Therefore, the intersection points of Γ+ and Γ− with Π have the same y-coordinates
(since Π is near O and the foliations on W sloc(O) are straightened).
Figure 3.2: The foliation F0 of the local stable manifold W sloc(O) is shown schemat-
ically in (a), where the dashed curves represent the two homoclinic loops and the
solid vertical lines represent leaves of F0. The coincidence condition for the system
X is that, for any point of Γ+ lying in a leaf l, there exists one point in Γ− that also
lies in l. For a four-dimensional flow, the foliation F1 of a small three-dimensional
cross-section Π is shown in (b); here the intersection points M+ and M− belong to
the same leaf.
Let us assume that conditions (1) and (2) are satisfied by system X. In the
rest part of this chapter, we show how heterodimensional cycles can be created as
system X is perturbed. Note that what we study here is a codimension-3 bifurcation,
where the existence of two homoclinic loops and the coincidence condition give three
equality-type conditions imposed on the system. The problem becomes codimension-1
if one considers a class of symmetric systems, where the existence of one loop implies
the existence of the other, and the coincidence condition can be fulfilled automatically.
This will be studied in the next chapter.
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3.2 Statement of results
Denote by M+ and M− the first intersection points of Γ+ and Γ− with the cross-
section Π. Let ζ be a parameter describing the relative position of M+ and M− in
coordinates y. Note that, at ζ = 0, the system X satisfies the coincidence condition.
When we perturb the system, ζ can become non-zero (i.e. the coincidence condition
is no longer fulfilled). Another parameter we use is ρ defined by (3.1.1). Below we
will consider a 2-parameter family {Xζ,ρ} of flows. We remark here that this two-
parameter family {Xζ,ρ} does not unfold the two homoclinic loops, but it can be
viewed as a special choice of parameter values within a four-parameter unfolding,
where two more parameters are used to control the splitting of the two loops.
Theorem 3.1. Let Xζ,ρ be a family of C
r flows in Rn (r > 3, n > 4), where X0,ρ∗ = X.
There exist a sequence {ζi, ρi} of parameter values, where ρi → ρ∗ and ζi → 0 as
i → +∞, such that each pair (ζi, ρi) of parameter values corresponds to a system
Xζi,ρi having a heterodimensional cycle with two saddle periodic orbits of indices 2
and 3.
We prove this theorem in Section 3.3. In what follows, we explain the method
used in the proof. To obtain a heterodimensional cycle, we only need to create one for
the Poincare´ map T on a cross-section Π, where this cycle is composed of two saddle
periodic points P,Q ∈ Π of indices 1 and 2, and two heteroclinic orbits connecting
them. The candidates for the index-1 point P are provided by Theorem 2.4, which
implies that, on the cross-section Π, there are infinitely many index-1 saddle fixed
points P±k accumulating onto the intersection points M
± of Γ± with Π (also see
Lemma 3.4 ). The next step is to find a saddle periodic point Q of index 2 which has
two heteroclinic connections with one of the points P±k . For certainty, we consider the
case where we pick P from {P+k }. The same results can be achieved when P ∈ {P−k }.
Here we use a result (Lemma 3.6) which is a part of a stronger one (Lemma 4.4).
It states that if a system has a homoclinic loop to a saddle-focus with ρ < 1/2, then,
by an arbitrarily small perturbation which changes the value of ρ without splitting the
loop, one can find an index-3 periodic orbit intersecting the cross-section twice, and
this orbit can be chosen such that it is as close as we want to the homoclinic loop. By
applying this result to the homoclinic loop Γ− in our system X, we can change ρ to
obtain a saddle periodic point Q ∈ Π of the Poincare´ map T with period 2 and index
2 arbitrarily close to M− (see Figure 3.3 (a) and Lemma 3.6). Moreover, by changing
ρ and ζ together, we can create a quasi-transverse intersection W u(P ) ∩W s(Q) at
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the same time (see Figure 3.3 (b)). Here quasi-transversality means that, for two
manifolds U and V , we have TxU ∩ TxV = {0} for the intersection point x of U ∩ V ,
where TxU and TxV are tangent spaces. The next step is to prove that a transverse
intersection W s(P ) ∩W u(Q) also exists at this moment. We achieve this by using
the facts that the map T expands two-dimensional areas in (x, y)-directions and the
points in the set {P+k }, including P , are homoclinically related (see 3.3.5).
Figure 3.3: The two cubes represent two connected components of the image of cross-
section Π under the Poincare´ map (see (3.3.6) and (3.3.7)), where Π is taken as a small
piece of {y2 = 0}. The partial hyperbolicity given by the non-degeneracy condition
ensures that the strong-stable foliation on W s(O) can be extended to a neighbourhood
of O∪Γ+ ∩Γ−, and the strong stable manifolds are leaves of this foliation. As shown
in figure (a), we can create an index-2 point Q arbitrarily close to M− by changing
ρ at ζ = 0 (so M+ and M− lie on the same leaf). In figure (b), the intersection
W u(P )∩W s(Q) is created by making ζ non-zero (while changing ρ at the same time
in order to keep the point Q index-2).
Note that, by a sequence of small perturbation in ζ and ρ, we can create a
sequence Qi of index-2 periodic points such that W
u(P ) ∩W s(Qi) 6= ∅, where each
of them corresponds to its own pair (ζi, ρi) of parameter values, and Qi → M−. The
stable manifolds of these points are given by the leaves of the strong-stable foliation
through these points, so we have W s(Qi)→ W ss(M−) as i→ +∞. It follows that we
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have W u(P ) ∩W ss(M−) in the limit, which implies a heterodimensional connection
between the homiclinic loop Γ− and a periodic orbit of index 2 corresponding to the
point P ∈ Π. This is a new type of bifurcation similar to “generalised” or “super”
homoclinics of [12, 23, 38, 70, 74].
As mentioned in the beginning of this chapter, we have another mechanism to
create heterodimensional cycles. In this case, we will split the two homoclinic loops.
To do this, we need to introduce two parameters µ1 and µ2 that unfold the homo-
clinic loops Γ+ and Γ−, respectively (i.e. the loops split at a non-zero velocity as those
parameters change). More specifically, we let µ1 and µ2 be the x-coordinates of the in-
tersection points M+ and M−, respectively. We still try to create a heterodimensional
cycle in Π which is associated to an index-1 point P and an index-2 point Q. We
choose the index-1 point P from {P+k } (the same result holds for P ∈ {P−k }). Then
we find a periodic point Q of period 3 and index 2 such that the point M+ falls onto
its local stable manifold W sloc(Q) (see Figure 3.4 (a), the result that M
+ ∈ W sloc(Q)
obtained in the intermediate step implies a heterodimensional connection between the
saddle-focus equilibrium O and a periodic orbit of index 3 corresponding to the point
Q ∈ Π. ). Since the manifold W sloc(Q) is not straightened, it is not easy to put M+
onto it. In order to do this, we need a freedom to change two more parameters u and
v which are smooth functions of coefficients of the system (see (3.4.37) and (3.4.38)).
Therefore, what we consider here is a 6-parameter unfolding with µ1, µ2, ζ, ρ, u and v.
Note that the local unstable manifolds W uloc(P
+
k ) of the index-1 fixed points P
+
k
given by Theorem 2.4 are spirals winding onto the intersection pointM+ (see (3.4.43)).
Hence, by an arbitrarily small perturbation in ζ (to move M+ out of W sloc(Q)), we
can create the quasi-transverse intersection W u(P )∩W s(Q) (see Figure 3.4 (b)). We
also show that a transverse intersection W s(P ) ∩W u(Q) exists at this moment by a
method similar to that used for Theorem 3.1. This means that a heterodimensional
cycle associated to P and Q is created.
The following result holds.
Theorem 3.2. We consider a 5-parameter family Xµ,ζ,ρ,u,v of C
r flows in Rn (r >
3, n > 4), where we have µ1 = −µ2 = µ and X0,0,ρ∗,u∗,v∗ = X. By an arbitrarily small
perturbation, we can always make the parameter values ρ∗, u∗ and v∗ satisfy ρ∗ = p/q ∈
(Q ∩ (0, 1/2)), u∗ = p1/q and v∗ = p2/q, where p, q are co-prime and p1, p2 are two
integers. For triple (ρ∗, u∗, v∗), there exists a sequence {(µj, ζj, uj, vj)} accumulating
on (0, 0, u∗, v∗) as j → +∞ such that the corresponding system Xµj ,ζj ,ρ∗,uj ,vj has a
heterodimensional cycle associated to two saddle periodic orbits with indices 2 and 3.
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Figure 3.4: Figure (a) shows the critical moment that M+ ∈ W sloc(Q1), where the
periodic orbit {Q = Q1, Q2, Q3} is of period 3 and index 2. In figure (b), we achieve
the intersection W s(Q1) ∩W u(P ) by changing ζ.
The proof is in Section 3.4. We now give an example of an arbitrarily small
perturbation used to obtain the triple (ρ∗, u∗, v∗) described in the theorem from a
general one (ρ, u, v). Let us write ρ, u and v in the forms
ρ = a1a2 . . . an . . . , u = b1b2 . . . bn . . . , v = c1c2 . . . cn . . . , (3.2.1)
and define ρ∗, u∗ and v∗ as
ρ∗ =
a1a2 . . . aN1
10N+1
, u∗ =
b1b2 . . . bN1
10N+1
, v∗ =
c1c2 . . . cN1
10N+1
. (3.2.2)
Obviously, we can get the desired triple (ρ∗, u∗, v∗) by choosing a sufficiently large N .
The next theorem follows immediately from Theorems 3.1 and 3.2.
Theorem 3.3. Let X be a Cr (r > 1) flow in Rn (n > 4) with an equilibrium O. If
X satisfies
(1) its characteristic exponents at O are γ,−λ±iω (ω 6= 0) and αj (j = 1, 2 . . . n−
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3) such that
Re(αj) < −λ < 0 < γ and ρ = λ
γ
<
1
2
;
(2) each of the unstable separatrices of O forms a homoclinic loop; and
(3) the coincidence condition,
then a heterodimensional cycle can appear after an arbitrarily small perturbation in
Cr topology. Moreover this perturbation can be made either with or without destroying
the loops.
Note that we need r > 3 in our computations. If the system is originally Cr with
r < 3 in Theorem 3.3, then we can first make it C∞ by an arbitrarily small pertur-
bation, and perturb it again to create heterodimensional cycles. The non-degeneracy
condition is not mentioned here since it can also be obtained by an arbitrarily small
perturbation (without destroying the loops).
3.3 Proof of Theorem 3.1
The proof is divided into five subsections. We start by introducing a two-parameter
family Xζ,ρ of systems and describe the Poincare´ map T on a cross-section Π. After
this, we consider in each subsection an ingredient of a heterodimensional cycle. Specif-
ically, we find periodic points P and Q of the map T with indices 1 and 2 in Sections
3.3.2 and 3.3.3, respectively. In the last two subsections, we show that, for certain
sequence {(ζi, ρi)} of parameter values, the periodic points P and Q remain index-1
and index-2, and the non-empty intersections W u(P ) ∩W s(Q) and W s(P ) ∩W u(Q)
exist. This gives us a heterodimensional cycle of the map T , which corresponds to
one in the system Xζi,ρi .
3.3.1 Construction of the Poincare´ map T
Recall that the local stable manifold W sloc(O) is straightened and has the form {x = 0}.
We pick two points M+(0, y+1 , 0, z
+) and M−(0, y−1 , 0, z
−) near the equilibrium O such
that M+ ∈ Γ+∩W sloc(O) and M− ∈ Γ−∩W sloc(O). We define Π = {(x, y1, 0, z) | |x| 6
δ, |y1 − y+| 6 δ, ‖z‖ 6 δ} with an upper part Π1 := Π ∩ {x > 0} and a lower part
Π2 := Π∩{x < 0}. Denote by Π0 the intersection of Π with W sloc(O), i.e. Π∩{x = 0}.
Note that ‖z‖ decreases much faster than ‖y‖ along the homoclinic loops as t→ +∞
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so that we can assume ‖z+‖ < δ. Points M+ and M− are the intersection points
of Γ+ and Γ− with Π, and have coordinates (x+, y+, z+) and (x−, y−, z−) on it. Let
ζ = y− − y+. We now consider a family Xζ,ρ of perturbed systems, so x±, y± and z±
are smooth functions of parameters. For the original system X, we have ζ = 0 by the
coincidence condition.
In order to obtain the formula for the Poincare´ map T , we use two additional
cross-sections Πglob1 = {(x = d, y1, y2, z)} and Πglob2 = {(x = −d, y1, y2, z)}, where
d > 0. The Poincare´ map T restricted to Πi (i = 1, 2) is the composition of a local
map Tloci : Πi → Πglobi , (x0, y0, z0) 7→ (y1, y2, z1) and a global map Tglobi : Πglobi →
Π, (y1, y2, z1) 7→ (x¯0, y¯0, z¯0). The map Tloci is given by (see equation (13.4.13) of [68])
y1 = y0
(
x0
(−1)i+1d
)ρ
cos
(
ω ln
(
(−1)i+1d
x0
))
+ o (|x0|ρ) ,
y2 = y0
(
x0
(−1)i+1d
)ρ
sin
(
ω ln
(
(−1)i+1d
x0
))
+ o(|x0|ρ),
z1 =
 o(|x0|ρ). . .
o(|x0|ρ)

(3.3.1)
Here we denote the small terms in each equation in (3.3.1) by gk (k = 1 . . . n − 1) ,
and we have
∂i+jgk
∂ix∂j(y, z, ζ, ρ)
= o(|x|ρ−i) i+ j 6 (r − 1). (3.3.2)
The global maps Tglob1 and Tglob2 are diffeomorphisms and can be written in Taylor
expansions. We have
Tglob1 :

x¯0 = a11y1 + a12y2 + a13z1 + o (|y1, y2, z1|) ,
y¯0 = y
+ + a21y1 + a22y2 + a23z1 + o (|y1, y2, z1|) ,
z¯0 = z
+ +
 a31y1 + a32y2 + a33z1. . .
an−1,1y1 + an−1,2y2 + an−1,3z1
+ o (|y1, y2, z1|) ,
(3.3.3)
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and
Tglob2 :

x¯0 = b11y1 + b12y2 + b13z1 + o (|y1, y2, z1|) ,
y¯0 = y
+ + ζ + b21y1 + b22y2 + b23z1 + o (|y1, y2, z1|) ,
z¯0 = z
− +
 b31y1 + b32y2 + b33z1. . .
bn−1,1y1 + bn−1,2y2 + bn−1,3z1
+ o (|y1, y2, z1|) ,
(3.3.4)
where aj3 and bj3 (j = 1 . . . n− 1) are (n− 3)-dimensional vectors. Let T1 := T |Π1 =
Tglob1 ◦ Tloc1 : Π1 → Π and T2 := T |Π2 = Tglob2 ◦ Tloc2 : Π2 → Π. Note that we have
lim
M→Π+0
T1(M) = M
+ and lim
M→Π−0
T2(M) = M
−. (3.3.5)
After the scalings x = x0/d, y = y0/y
+ and z = z0, and replacing ζ/y
+ by ζ, the maps
T1 and T2 take the form
T1 :

x¯ = Ayxρ cos (ω ln
1
x
+ η) + o(xρ),
y¯ = 1 + A1yx
ρ cos (ω ln
1
x
+ η1) + o(x
ρ),
z¯ = z+ +

A2yx
ρ cos (ω ln
1
x
+ η2) + o(x
ρ)
. . .
An−2yxρ cos(ω ln
1
x
+ ηn−2) + o(xρ)
 ,
(3.3.6)
and
T2 :

x¯ = −By|x|ρ cos (ω ln 1|x| + θ) + o(|x|
ρ),
y¯ = 1 + ζ +B1y|x|ρ cos (ω ln 1|x| + θ1) + o(|x|
ρ),
z¯ = z− +

B2y|x|ρ cos (ω ln 1|x| + θ2) + o(|x|
ρ)
. . .
Bn−2y|x|ρ cos(ω ln 1|x| + θn−2) + o(|x|
ρ)
 ,
(3.3.7)
where z ∈ Rn−3, A = y+
√
a211 + a
2
12, A1 =
√
a221 + a
2
22, Am = y
+
√
a2m+1,1 + a
2
m+1,2
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(m = 2, . . . , n − 2), B = y+
√
b211 + b
2
12, B1 =
√
b221 + b
2
22, Bm = y
+
√
b2m+1,1 + b
2
m+1,2,
tan η = −a12/a11, tan η1 = −a22/a21, tan ηm = −am+1,2/am+1,1, tanθ = −b12/b11,
tan θ1 = −b22/b21, tan θm = −bm+1,2/bm+1,1, and the small terms o(|x|ρ) satisfy (3.3.2).
Note that the maps Ti (i = 1, 2) and T can be extended to Πi ∪ Π0 and Π
respectively by letting
T1(0, y, z) = (0, 1, z
+) and T2(0, y, z) = (0, 1 + ζ, z
−).
Also note that the ranges of Ti are not completely contained in Π.
From now on, we will work with the maps T1 and T2. Note that the above-
mentioned non-degeneracy condition is equivalent to
AA1 sin(η1 − η) 6= 0 and BB1 sin(θ1 − θ) 6= 0. (3.3.8)
Indeed, in the coordinate system satisfying (3.1.2) and (3.1.3), the transversality
stated in the non-degeneracy condition is equivalent to the transversality of Tglob1(Πglob1
∩W uEloc (O)) and Tglob2(Πglob2 ∩W uEloc (O)) to the leaves {x = 0, y = y+} through M+
and {x = 0, y = y−} through M−, respectively, where the extended unstable manifold
W uEloc (O) is an invariant manifold tangent to the {z = 0} (see [67]). By the formulas
(3.3.3) and (3.3.4), this is
det
∂(x¯0, y¯0)
(x1, x2)
6= 0
for both maps Tglob1 and Tglob2 , which is equivalent to∣∣∣∣∣a11 a12a21 a22
∣∣∣∣∣ = AA1 sin(η1 − η) 6= 0 and
∣∣∣∣∣b11 b12b21 b22
∣∣∣∣∣ = BB1 sin(θ1 − θ) 6= 0 .
3.3.2 Existence of the index-1 fixed point P
As mentioned in Section 3.2, there exist two countable sets {P+k } ⊂ Π1 and {P−k } ⊂
Π2, given by Theorem 2.4, of index-1 fixed points of T1 and T2 accumulating on M
+
and M−, respectively. The points P+k and P
−
k are obtained by solving the equations
T1(x, y, z) = (x, y, z) and T2(x, y, z) = (x, y, z), respectively. We pick an arbitrary
point P from the set {P+k }∪{P−k }, and we will show in the next several sections that
this point P can be the desired index-1 point to create a heterodimensional cycle of
T . For certainty, we will fix a point P from {P+k }.
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We give a lemma on the local stable manifolds of the points P+k in a general
context, where we consider the µ = 0 case (where the loop Γ+ is not split) for the
present use, as well as the µ 6= 0 case (where Γ+ is split) for later use in the proof of
Theorem 3.2.
Lemma 3.4. At µ = 0, there exists a set {P+k } of index-1 fixed points of the map T1
such that the x-coordinate of each point is given by
xk = C exp
(−pik
ω
)
+ o
(
exp
(−pik
ω
))
, (3.3.9)
where C = exp((2η − pi)/2ω). The local stable manifolds W sloc(P+k ) are graphs of
functions g(y, z) defined for all y and z values in Π and take the form
x = C exp
(−pik
ω
)
+ o(1)k→+∞, (3.3.10)
where o(1) stands for a function of y and z that is uniformly small together with its
derivatives up to order r − 2. Those manifolds accumulate on Π0 in C0-topology as
k → +∞.
For any µ 6= 0 sufficiently close to 0, there exists a constant C1 such that points
in {P+k } which satisfy the condition
xk > C1|µ|
1
ρ (3.3.11)
remain index-1 fixed points of the map T1, and their local stable manifolds W
s
loc(P
+
k )
take the same form as given by formula (3.3.10).
Proof. Let µ = 0. We first find the fixed points P+k , which can be done by plugging
(x¯ = x, y¯ = y, z¯ = z) into (3.3.6). From the last two equations in (3.3.6), the
coordinates y and z can be expressed as functions of x, which leads to the equation
for coordinate x:
x = Axρ cos(ω ln
1
x
+ η) + o(xρ). (3.3.12)
We have the fixed points P+k with
xk = C exp
(−pik
ω
)
+ o
(
exp
(−pik
ω
))
,
yk = 1 + o
(
exp
(−pik
ω
))
,
zk = z
+ + o
(
exp
(−pik
ω
))
,
(3.3.13)
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where yk, xk, zk are the coordinates of P
+
k , C = exp((2η − pi)/2ω), and k is any positive
integer greater than some sufficiently large K. Let us show that the points P+k are of
index 1. Recall the transformation (2.3.14) of x-coordinate of points on Π1:
ξ = ω ln
1
x
+ η − 2pij ξ ∈ [0, 2pi)
by which we divide the cross-section into different regions Vj and let ξ be a new
coordinate in each region. By Lemma 3.5 in the next section, a fixed point P (x, y, z)
of Ti (i = 1, 2) has index 2 only if cos ξ is close to a value bounded away from zero.
However, the first equation in (3.3.13) implies that cos ξk is small when k is sufficiently
large. We also note that, under our consideration, the index of a periodic point is at
most 2 since the multipliers corresponding to z coordinates stay inside the unit circle
for all the small perturbations.
We now consider the inverse image under T1 of a small piece of the surface
{x = xk} containing P+k . By formula (3.3.6), we have
sin
(pi
2
− θ − ω ln 1
x
)
=
1
yA
(xk
xρ
+ o(1)x→0
)
, (3.3.14)
where x and y are coordinates of the points in the inverse image (z coordinates are
in the o(1) term). Note that x is bounded since the small cross-section Π is bounded.
We have following equation if x and xk/x
ρ are sufficiently small:
pi
2
− θ − ω ln 1
x
=
1
yA
(xk
xρ
+ o(1)x→0
)
+mpi ,m = 0,±1,±2, . . . , (3.3.15)
which, by noting that the surface contains P+k , leads to
x = C exp
(−pik
ω
)
+ o(1)k→+∞, (3.3.16)
where the term o(1) stands for a function of y and z that is uniformly small together
with its derivatives up to order r − 2. Formula (3.3.16) is valid for all values of
y, z, where (x, y, z) ∈ Π, if x and xk/xρ are sufficiently small. This requirement is
equivalent to that k is sufficiently large. One can check that the successive backward
iterates of a small piece of the surface x = xk containing P
+
k take the same form as
(3.3.16), where the term o(1) stays uniformly small. Since W sloc(P ) is the limit of a
sequence of those iterates, W sloc(P ) is given by (3.3.16). Obviously, those manifolds
accumulate on Π0 as k → +∞ in C0-topology.
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At µ 6= 0, we use the Poincare´ map given by formula (3.4.1), where the splitting
parameter µ is added to the equation on the x-coordinate. The fixed points are now
given by
x = µ+ Axρ cos(ω ln
1
x
+ η) + o(xρ), (3.3.17)
which will still lead to the formula (3.3.13) for the coordinates of the fixed point P+k
if |µ| exp(piρk/ω) is sufficiently small, i.e. there is a sufficiently large constant C1 such
that xk < C1|µ|
1
ρ . Note that formula (3.3.13) now only gives us finitely many fixed
points and they are still of index 1.
We now consider again the inverse image under T1 of a small piece of the surface
{x = xk} containing P+k but with µ 6= 0. From equations in (3.4.1), we have
sin
(pi
2
− θ − ω ln 1
x
)
=
1
yA
(xk
xρ
− µ
xρ
+ o(1)x→0
)
, (3.3.18)
where (x, y) are coordinates of the points in the inverse image and y is bounded since
the small cross-section Π is bounded. In addition to x and xk/x
ρ, if |µ|/xρ is also
sufficiently small, then we have the following equation similar to equation (3.3.15):
pi
2
− θ − ω ln 1
x
=
1
yA
(xk
xρ
− µ
xρ
+ o(1)x→0
)
+mpi ,m = 0,±1,±2, . . . , (3.3.19)
which also gives
x = C exp
(−pik
ω
)
+ o(1)k→+∞. (3.3.20)
Formula (3.3.20) has the same form as (3.3.16), and it is valid for all values of y, z,
where (x, y, z) ∈ Π, if |µ| exp(piρk/ω), x, xk/xρ and µ/xρ are sufficiently small. This is
equivalent to that k is sufficiently large and |µ| exp(piρk/ω) is sufficiently small. This
can be achieved since ρ < 1 and we can choose sufficiently small µ and sufficiently
large k independently. It can be checked that the successive backward iterates of
the curve given by (3.3.20) take the same form, where the term o(1) stays uniformly
small. It follows that the local stable manifold W sloc(P ) is given by (3.3.20).
3.3.3 Existence of the index-2 periodic point Q
In this subsection, we first prove a lemma on the condition for a periodic point to
have index 2. Then we will find an index-2 period-2 point Q of T2 such that it can be
arbitrarily close to M−.
Let Q be a periodic point of T of period k and have the orbit {Q = Q1(x1, y1, z1),
64 3. Birth of heterodimensional cycles: the general case
Q2(x2, y2, z2), . . . , Qk(xk, yk, zk)}. We apply the transformation (2.3.14) to the cross-
section Π, and get the following relations:
ω ln
1
|xi| = 2piji + ξi − η i = 1, 2, . . . , k. (3.3.21)
Lemma 3.5. The period-k point Q is of index 2, if and only if
cos(ξ1 − ϕ) cos(ξ2 − ϕ) . . . cos(ξk − ϕ) = cψ(ξ, j, y, z) − 1 < c < 1,
where ϕ = arctan(ω/ρ), ξ = (ξ1, ξ2, . . . , ξk), j = (j1, j2, . . . , jk), y = (y1, y2, . . . , yk),
z = (z1, z2, . . . , zk) and ψ = o(1)j1,j2,...,jk→∞ is a certain function depending continu-
ously on ξ, y, z and parameters ζ, ρ, such that
∂iψ
∂i(ξ, y, z, ζ, ρ)
= o(1)j1,j2,...,jk→∞ (i 6 (r − 2)).
Note that this lemma stays valid when we consider other parameters µ, u and v
in Theorem 3.2, and the function ψ will be smooth in those parameters and satisfy
∂iψ
∂i(ξ, y, z, ζ, ρ, µ, u, v)
= o(1)j1,j2,...,jk→∞ (i 6 (r − 2)).
Proof of Lemma 3.5. We start by computing the trace of the matrix DT (k) :=
∂T (k)/∂(x, y, z), which is the product of matrices of the form DT1 or DT2 depend-
ing on the orbit of Q. Note that DT1 and DT2 are the same up to different coefficients
in front of functions of the coordinates in each entry. Therefore, as can be seen from
the computation below, we obtain the same result for any type of composition of
DT (k). For certainty, we assume that Q is periodic under T1.
From formula (3.3.6), one can check that the y-coordinate of Qi (i = 1, . . . , k)
satisfies yi = 1 +O(x
ρ
1, x
ρ
2, . . . , x
ρ
k). Thus, yi can be sufficiently close to 1 if we choose
x1, x2, . . . , xk sufficiently close to zero. By transformation (2.3.14) on coordinate x
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and formula (3.3.6), we have
DT1|Q1 =

Axρ−11 (ρ cos ξ1 + ω sin ξ1) + o(x
ρ−1
1 ) Ax
ρ
1 cos ξ1 + o(x
ρ
1) a
−A1xρ−11 (ρ cos(ξ1 + η1 − η)
+ω sin(ξ1 + η1 − η)) + o(xρ−11 )
A1x
ρ
1 cos(ξ1 + η1 − η)
+o(xρ1)
a1
−A2xρ−11 (ρ cos(ξ1 + η2 − η)
+ω sin(ξ1 + η2 − η)) + o(xρ−11 )
A2x
ρ
1 cos(ξ1 + η2 − η)
+o(xρ1)
a2
. . . . . . . . .
−An−2xρ−11 (ρ cos(ξ1 + ηn−2 − η)
+ω sin(ξ1 + ηn−2 − η)) + o(xρ−11 )
An−2x
ρ
1 cos(ξ1 + ηn−2 − η)
+o(xρ1)
an−2

,
(3.3.22)
where a and ai are n− 3 dimensional vectors (rows) of the form (o(xρ1), . . . , o(xρ1)). It
can be seen that the element on the top left corner of above matrix is the dominant
term in its trace. We have
DT
(k)
1 =
a111 a112 a113a121 a122 a123
a131 a
1
32 a
1
33

a211 a212 a213a221 a222 a223
a231 a
2
32 a
2
33
 . . .
ak11 ak12 ak13ak21 ak22 ak23
ak31 a
k
32 a
k
33

=
a111a211 . . . ak11 + . . . . . . . . .. . . . . . . . .
. . . . . . . . .
 ,
(3.3.23)
where we denote by bold letters the vectors and matrices and by dots the small terms.
This gives us the formula for the trace:
tr DT
(k)
1
∣∣∣
Qi
= Ak(ρ2 + ω2)
k
2xρ−11 . . . x
ρ−1
k cos (ξ1 − ϕ) . . . cos (ξk − ϕ)
+o(xρ−11 + · · ·+ xρ−1k ),
(3.3.24)
where ϕ = arctanω/ρ.
Before we proceed, we show that the eigenvalues of DT
(k)
1
∣∣∣
Qi
corresponding to
z coordinates have the order of o(xρ1 . . . x
ρ
k). We need to use Lemma 3.12 mentioned
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in Section 3.4.3, which implies that, for any periodic point, there exists an (n − 3)-
dimensional invariant subspace Ez to which its strong-stable manifold is tangent. Note
that the restriction S of DT
(k)
1
∣∣∣
Qi
to Ez has eigenvalues that are the same as those
corresponding to z coordinates of the original matrix. Since Ez is in the cone defined
in the proof of Lemma 3.12, we have that ‖S∆z1‖ 6 o(xρ1 . . . xρk)‖∆z1‖ (see (3.4.51)),
where z1, z2 ∈ Ez. It follows that ‖S‖ 6 o(xρk), which implies that the (n − 3)
eigenvalues of Ez are of the order o(xρ1 . . . x
ρ
k).
Denote by λ1, λ2 the unstable and leading-stable multipliers of Q1, i.e. the mul-
tipliers corresponding to coordinates y and x. We have that the other (n− 3) strong-
stable multipliers satisfying the form λi = o(x
ρ
1 . . . x
ρ
k), where i = 3, 4 . . . n − 1. We
have the following expressions:
λ1 + λ2 = tr DT
(k)
1
∣∣∣
Q1
−
n−1∑
i=3
λi and λ1λ2 =
∑
ij
Mij −
∑
16i<j6n−1
(i,j) 6=(1,2)
λiλj, (3.3.25)
where Mij is the minor obtained by taking i-th and j-th rows, and i-th and j-th
columns from DT
(k)
1
∣∣∣
Q1
. One can check that M12 gives the largest contribution to∑
ijMij and that it is given by
M12 =
k∏
i=1
DT1|Qi = Ck12x2ρ−11 . . . x2ρ−1k + o(x2ρ−11 + · · ·+ x2ρ−1k ), (3.3.26)
where C12 = −ωAA1 sin(η1 − η). Now from equations (3.3.24) and (3.3.26), we have
λ1 + λ2 = A
k(ρ2 + ω2)
k
2xρ−11 . . . x
ρ−1
k cos (ξ1 − ϕ) . . . cos (ξk − ϕ)
+o(xρ−11 + · · ·+ xρ−1k ) + o(xρ1 . . . xρk)
(3.3.27)
and
λ1λ2 = C
k
12x
2ρ−1
1 . . . x
2ρ−1
k + o(x
2ρ−1
1 + · · ·+ x2ρ−1k )
+λ1o(x
ρ
1 . . . x
ρ
k) + λ2o(x
ρ
1 . . . x
ρ
k) + o(x
2ρ
1 . . . x
2ρ
k ).
(3.3.28)
Recall the discussion in Section 2.3.1 and Figure 2.12. The equation for a periodic
point to be of index 2 is
λ1 + λ2 = c(λ1λ2 + 1), c ∈ (−1, 1). (3.3.29)
By noting relations (3.3.21) and dividing both sides of equation (3.3.29) by xρ−11 x
ρ−1
2 . . .
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xρ−1k , we obtain
cos(ξ1 − ϕ) cos(ξ2 − ϕ) . . . cos(ξk − ϕ) = cψ(ξ, y, z, j1, j2), (3.3.30)
where ξ = (ξ1, ξ2, . . . , ξk), ψ = o(1)j1,j2→∞ is continuous in ξ, y, z and all parameters
such that
∂iψ
∂i(ξ, y, z, ζ, ρ)
= o(1)j1,j2→∞ i 6 (r − 2).
Note that here we use the fact that λ1 and λ2 are at most of the same order as λ1 +λ2
given by (3.3.27). Since the computation involves the matrix of derivatives, we have
i 6 (r − 2) instead of i 6 (r − 1).
Lemma 3.5 offers a criterion to seek for index-2 periodic orbits, by using which
we have the following result.
Lemma 3.6. There exists certain function Ψ(ζ, ρ, j1, j2, c) which is uniformly bounded
and smooth with respect to ζ, ρ and c such that if the relation
ρj1 − j2 = Ψ(ζ, ρ, j1, j2, c), (3.3.31)
is satisfied for any c ∈ (−1, 1) and some sufficiently large integers j1 and j2 such that
j2/j1 ∈ (0, 1/2), then the Poincare´ map T has an index-2 periodic orbit {Q1(x1, y1, z1),
Q2(x2, y2, z2)} ⊂ Π2 corresponding to (j1, j2) via the relation (3.3.21). By taking such
j1 and j2 sufficiently large, points Q1 and Q2 can become arbitrarily close to M
−.
Lemma 3.6 ensures that, by taking j1, j2 larger and larger, one can create a se-
quence {Qk} of index-2 periodic points accumulating on M− (with different parameter
values for each Qk).
Proof of Lemma 3.6. By Lemma 3.5, formula (3.3.7) for T2 and the relations (3.3.21),
an index-2 periodic orbit {Q1, Q2} of T2 is given by the following equations:
x2 = −By1|x1|ρ cos ξ1 + o(|x1|ρ), (3.3.32)
y2 = 1 + ζ +B1y1|x1|ρ cos (ξ1 + θ1 − θ) + o(|x1|ρ), (3.3.33)
z2 = z
− +
 B2y1|x1|ρ cos (ξ1 + θ2 − θ) + o(|x1|ρ). . .
Bn−2y1|x1|ρ cos(ξ1 + θn−2 − θ) + o(|x1|ρ)
 , (3.3.34)
x1 = −By2|x2|ρ cos ξ2 + o(|x2|ρ), (3.3.35)
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y1 = 1 + ζ +B1y2|x2|ρ cos (ξ2 + η1) + o(|x2|ρ), (3.3.36)
z1 = z
− +
 B2y2|x2|ρ cos (ξ2 + θ2 − θ) + o(|x2|ρ). . .
Bn−2y2|x2|ρ cos(ξ2 + θn−2 − θ) + o(|x2|ρ)
 , (3.3.37)
cos(ξ1 − ϕ) cos(ξ2 − ϕ) = cψ. (3.3.38)
where −1 < c < 1, ψ is certain function of ξi, ji, yi, zi (i = 1, 2) depending smoothly
on parameters and ψ → 0 as j1, j2 → +∞. We can express y and z as functions of x
and get a reduced system given by
x2 = −Bnew|x1|ρ cos ξ1 + o(|x1|ρ) +O(|x1|ρ|x2|ρ), (3.3.39)
x1 = −Bnew|x2|ρ cos ξ2 + o(|x2|ρ) +O(|x1|ρ|x2|ρ), (3.3.40)
cos(ξ1 − ϕ) cos(ξ2 − ϕ) = cψ, (3.3.41)
where Bnew = (1 + ζ)B and we drop the subscript for simplicity. Note that it will
be shown later in the computation (see (3.3.48)) that x1 and x2 satisfy the relation
|x1|ρ ∼ |x2|.
Thus, we replace o(|x1|ρ) + O(|x1|ρ|x2|ρ) and o(|x2|ρ) + O(|x1|ρ|x2|ρ)) in equations
(3.3.39) and (3.3.40) by o(|x1|ρ) and o(|x2|ρ), respectively. By substituting (3.3.21) to
equations (3.3.39) - (3.3.41), we obtain
exp
(−2pij2 − ξ2 + θ
ω
)
= B exp
(−2piρj1 − ρξ1 + ρθ
ω
)
cos ξ1 + o
(
exp
(−2piρj1
ω
))
,
(3.3.42)
exp
(−2pij1 − ξ1 + θ
ω
)
= B exp
(−2piρj2 − ρξ2 + ρθ
ω
)
cos ξ2 + o
(
exp
(−2piρj2
ω
))
,
(3.3.43)
cos(ξ1 − ϕ) cos(ξ2 − ϕ) = cψ. (3.3.44)
We solve this system with sufficiently large j1 and j2. Note that there are three
equations and two variables ξ1 and ξ2, so the solvability of this system will impose a
constraint of its parameters, which, as we will show, is equation (3.3.31). From now
on, we denote by dots the small terms which are functions of ξ1, ξ2, j1, j2 and tend to
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zero as j1 and j2 tend to positive infinity.
Equation (3.3.44) implies that one of the terms cos(ξ1−ϕ) and cos(ξ2−ϕ) must
be small. Here we assume that cos(ξ1 − ϕ) is small and cos(ξ2 − ϕ) is bounded away
from zero, from which we obtain
cos(ξ1 − ϕ) = cψ1, (3.3.45)
where ψ1 = o(1)j1,j2→+∞ is certain function of ξ1, ξ2, j1, j2 depending continuously on
ξ1, ξ2 and parameters. Consequently, we get
ξ1 = arccos(cψ1) + k1pi + ϕ =
pi
2
+ k1pi + ϕ+ ψ2(ξ1, ξ2, j1, j2, c), (3.3.46)
where k1 = 0, 1 since ξ1 ∈ [0, 2pi), ϕ = arctan(ρ/ω), and the function ψ2 = o(1)j1,j2→+∞
depends continuously on all arguments and parameters. Note that ψ2 varies slightly
when we change c from −1 to 1.
We now look at equation (3.3.42), which gives another expression for cos ξ1:
cos ξ1 = B
−1 exp
(
2pi(ρj1 − j2) + θ − ρθ + ρξ1 − ξ2
ω
)
+ . . . . (3.3.47)
Since equation (3.3.46) implies that cos ξ1 is bounded away from zero, the sign of
cos ξ1 is the same as that of the first term on the right hand side of (3.3.47), which is
positive. Therefore, we have k1 = 1 in (3.3.46).
Let us now find ξ2. From equation (3.3.47), we have
ρj1 − j2 = ω ln(B cos ξ1)− θ + ρθ − ρξ1 + ξ2 + . . . , (3.3.48)
By noting that cos ξ1 is finite from (3.3.46), equation (3.3.48) implies that ρj1 −
j2 is bounded, so ρj2 − j1 is large. We divide both sides of equation (3.3.43) by
exp(−2piρj2/ω) and take the limit j1, j2 → +∞. This will give us a solution to
equation (3.3.43) as
ξ2 =
pi
2
+ k2pi + . . . , (3.3.49)
where k2 = 0, 1 since ξ2 ∈ [0, 2pi). It follows that cos(ξ2 − ϕ) is bounded away from
zero, which agrees with our assumption used to obtain (3.3.45) from (3.3.44).
Note that, by implicit function theorem, we can express ξ1 and ξ2 as functions of
j1, j2, ζ and ρ from (3.3.46) and (3.3.49). By plugging the new expressions of ξ1 and
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ξ2 into (3.3.48), we obtain the relation (3.3.31):
ρj1 − j2 = Ψ(ζ, ρ, j1, j2, c),
where Ψ is continuous in ζ, ρ and c, and is uniformly bounded. Note that equation
(3.3.41) given by Lemma 3.5 requires ρ to be in (0, 1/2). Also the relation (3.3.31)
can be rewritten as
ρ =
j2
j1
+
Ψ(ζ, ρ, j1, j2, c)
j1
,
which implies
ρ ∼ j2
j1
. (3.3.50)
Therefore, we need to consider j1 and j2 which satisfy not only (3.3.31) but also
j2/j1 ∈ (0, 1/2). Each such pair (j1, j2) gives an index-2 periodic orbit {Q1, Q2} of
T2.
By taking j1 and j2 sufficiently large with j2/j1 ∈ (0, 1/2), we can make x1 and
x2 arbitrarily close to zero, and, by equations (3.3.36), (3.3.37), (3.3.33) and (3.3.34),
make y1, y2 close to 1 + ζ and z1, z2 close to z
−. This means that Q1 and Q2 are close
to M−(0, 1 + ζ, z−).
3.3.4 Quasi-transverse intersection W u(P ) ∩W s(Q)
The next step is to find integers j1 and j2, and values of the parameters ζ and ρ such
that the index-2 periodic point Q given by Lemma 3.6 satisfies W u(P )∩W s(Q) 6= ∅.
This intersection is quasi-transverse. Indeed, we are going to consider the intersection
of two local manifolds W sloc(Q) and W
u
loc(P ). Note that W
s
loc(Q) is a leaf of the foliation
F1 tangent to strong-stable directions (i.e. close to z-directions), and W uloc(P ) is
tangent to the center-unstable direction (i.e. close to (x, y)-directions). Therefore, for
the intersection point M , we have TMW sloc(Q) ∩ TMW uloc(P ) = {0}, which gives the
quasi-transversality.
Note that, by changing ζ, one can move M−. Consequently, we can control the
position of the point Q since it can be chosen arbitrarily close to M−. We will also
change ρ at the same time to ensure that Q remains an index-2 periodic point.
The following result holds.
Lemma 3.7. For any P ∈ {P+k } and any given ρ∗ ∈ (0, 1/2), there exists a sequence
{ζi, ρi} where ζi → 0 and ρi → ρ∗ as i → +∞ such that, for each pair (ζi, ρi) of
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parameter values, the corresponding system Xζi,ρi has a periodic point Qi of index 2
and period 2, where Qi →M− as i→ +∞, and its stable manifold W s(Qi) intersects
the unstable manifold W u(P ).
Proof. We consider an index-2 periodic orbit {Q = Q1(x1, y1, z1), Q2(x2, y2, z2)} given
by Lemma 3.6. In order to find the desired intersection, we need formulas for W u(P )
and W s(Q). We pick an arbitrary point P ∈ {Pk}. Recall that those points Pk are
found in the proof of Lemma 3.4 . Let P has the coordinates (xp, yp, zp). By taking a
vertical line joining P and a point on Π0 and iterating it, one can check that the local
unstable manifold W uloc(P ) is spiral-like and winds onto M
+. The equation of W uloc is
given by
x = Aypt
ρ cos(ω ln
1
t
+ η) + o(tρ),
y = 1 + A1ypt
ρ cos(ω ln
1
t
+ η1) + o(t
ρ),
z = z+ +

A2ypt
ρ cos (ω ln
1
t
+ η2) + o(t
ρ)
. . .
An−2yptρ cos(ω ln
1
t
+ ηn−2) + o(tρ)
 ,
(3.3.51)
where t ∈ (0, xp).
In order to find the local stable manifold W sloc(Q), we remind that there exists a
absolutely continuous foliation F1 on Π, and W sloc(Q) and W ssloc(M−) are leaves of F1
(see discussion after the non-degeneracy condition). By choosing j1 and j2 sufficiently
large in (3.3.31), we can make Q arbitrarily close to M−, and, therefore, W sloc(Q) is
arbitrarily close to W ssloc(M
−) by the continuity of the foliation F1. Let us first find
the formula for W ssloc(M
−), and then we can obtain the formula for W sloc(Q) by adding
some small corrections. In the following argument, we write coordinates y with its
subscript as introduced in the beginning of this chapter, i.e. y = (y1, y2). Recall that
the leaves of the foliation F1 on the cross-section Π are obtained as the intersections of
Π with the orbits of the leaves of the foliation F0 by the flow. Since the leaves of F0 on
W sloc(O) take the form {x = 0, y1 = c1, y2 = c2} where c1 and c2 are constants, and the
cross-section Π is a small piece of {y2 = 0}, the leaves of F1 on Π ∩W sloc(O) take the
form {x = 0, y1 = const}. Note that W ssloc(M−) ⊂ Π ∩W s(O) and the x1-coordinate
of M− is 1 + ζ. This implies that the local strong-stable manifold W ssloc(M
−) is given
by {x = 0, y1 = 1 + ζ}. Thus, the local stable manifold W sloc(Q) has the form (we
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drop the subscript of y1 again from now on)
x = f1(z, ζ, ρ, j1, j2),
y = 1 + ζ + f2(z, ζ, ρ, j1, j2),
(3.3.52)
where f1, f2 → 0 as j1, j2 → +∞.
The intersection points of W s(Q) with W u(P ) are given by equations (3.3.51) and
(3.3.52). By noting yp = 1+O(x
ρ
p) (since P is a fixed point of T2) and z = z
++O(tρ) in
(3.3.51), finding the intersection W s(Q)∩W u(P ) is equivalent to solving the equations
0 = Atρ cos(ω ln
1
t
+ η) + o(tρ)− f1(z+ +O(tρ), ζ, ρ, j1, j2), (3.3.53)
ζ = A1t
ρ cos(ω ln
1
t
+ η1) + o(t
ρ)− f2(z+ +O(tρ), ζ, ρ, j1, j2). (3.3.54)
Equation (3.3.53) gives a countable set {ti} of t values where ti → 0 as i→ +∞, and
ti are functions of j1, j2, ρ and ζ. We plug ti into equation (3.3.54) and get
ζ − f3(ρ, ζ, i, j1, j2) = 0, (3.3.55)
where f3 is continuous and tend to 0 as i, j1, j2 → +∞. Next, we pick an arbitrary
sequence {(ji1, ji2)} such that ji1, ji2 → +∞ and ji1/ji2 → ρ∗ as i → +∞. Note that,
for such sequence, we can obtain a formula for ρ from equation (3.3.31) by implicit
function theorem. Indeed, by plugging (ji1, j
i
2) into (3.3.31) and sorting the terms, we
have
ρ =
ji2
ji1
+
Ψ(ζ, ρ, ji1, j
i
2, c)
ji1
.
Since the second term in the RHS of the above equation tends to zero as i tends to
positive infinity, we can, by implicit function theorem, rewrite this equation as
ρ =
ji2
ji1
+
Ψˆ(ζ, ji1, j
i
2, c)
ji1
, (3.3.56)
where Ψˆ is continuous in ζ and c, and is uniformly bounded. We now let g(ζ, ji1, j
i
2) :=
Ψ(ζ, ji1, j
i
2, c
∗)/ji1, where c
∗ can be any value in (−1, 1). Then, by Lemma 3.5 and
equation (3.3.55), the index-2 point Q whose stable manifold W s(Q) intersects the
unstable manifold W u(P ) of the index-1 fixed point P can be found by solving the
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following system of equations
ρ− j
i
2
ji1
− g(ζ, ji1, ji2) = 0,
ζ − f3(ρ, ζ, i, ji1, ji2) = 0.
(3.3.57)
By plugging the first equation of (3.3.57) into the second one, we have
ζ = f3
(ji2
ji1
+ g(ζ, ji1, j
i
2), ζ, i, j
i
1, j
i
2
)
. (3.3.58)
Since the RHS of equation (3.3.58) is continuous and tends to zero as i tends to
positive infinity, for each sufficiently large i, we can find parameter values ζi satisfying
(3.3.58), and then, from (3.3.57), find ρi satisfying (3.3.31) where ζi → 0 and ρi → ρ∗
as i → +∞. This means that, in the corresponding system Xρi,ζi , the point Q has
period 2 and index 2 and its stable manifold W s(Q) intersects the unstable manifold
W u(P ) of the index-1 fixed point P .
3.3.5 Transverse intersection W s(P ) ∩W u(Q)
Lemma 3.7 implies that a heterodimensional cycle will be created if, for any pair
(ζi, ρi) in this lemma, the corresponding index-2 periodic point Q also satisfy W
u(Q)∩
W s(P ) 6= ∅. We now prove that this intersection exists and it is transverse. We first
note the following result on the unstable manifold.
Lemma 3.8. The unstable manifold W u(Q) of the orbit of an index-2 periodic point
Q intersects Π0 transversely.
Proof. Consider the map T˜ ≡ (T˜1, T˜2) obtained from the Poincare´ map T ≡ (T1, T2)
by taking quotient along the leaves of the strong-stable foliation on Π. This map T˜
acts on the two-dimensional surface Π˜ = Π ∩ {z = z∗} where ‖z∗‖ < δ. We call
this surface Π˜ a quotient cross-section. More specifically, for a region V ⊂ Π˜, its
image T˜ (V ) is the projection of T (V )∩Π onto Π˜ along the leaves of the strong-stable
foliation F1.
For any region V ⊂ Π˜ such that T (V ) ⊂ Π, we have
qS(V ) < S(T˜ (V )), (3.3.59)
where S denotes the area and q > 1. Let us prove this inequality. Let Π˜1 = Π˜∩{x > 0}
74 3. Birth of heterodimensional cycles: the general case
and Π˜2 = Π˜ ∩ {x < 0}. We assume that S(V ∩ Π˜1) > S(V ∩ Π˜2) and proceed by
considering the region V ∩ Π˜1. We have S(V ∩ Π˜1) > S(V )/2. Let us first look at the
equations on coordinates y and x in the formula (3.3.6) of the map T1, i.e.
x¯ = Ayxρ cos (ω ln
1
x
+ η) + o(xρ),
y¯ = 1 + A1yx
ρ cos (ω ln
1
x
+ η1) + o(x
ρ).
(3.3.60)
We have that ∣∣∣∣∂(x¯, y¯)∂(x, y)
∣∣∣∣ = −ωAA1 sin(η1 − η)x2ρ−1 + o(x2ρ−1), (3.3.61)
where AA1 sin(η1− η) is non-zero by the non-degeneracy condition (see (3.3.8)). The
determinant (3.3.61) is much greater than 1 since x is small and ρ < 1/2. This implies
that the projection of the two-dimensional area of T1(V ∩ Π˜1) on the (x, y)-plane is
much larger than the area of V ∩ Π˜1 and, therefore, the area of V . It follows that
the image T (V ) (which contains T1(V ∩ Π˜1)) has an area much larger than that of V .
Note that the derivatives ∂z¯/∂x and ∂z¯/∂x from the formula (3.3.6) are so small that
the angle between the image T (V ) and the horizontal surface is also small. Therefore,
the leaves of the foliation F1 are transverse to T (V ). It follows that projecting along
those leaves changes the area of T (V ) by a factor that is finite and bounded away from
zero. Therefore, the image T˜ (V ) has an area much larger than V . The inequality
(3.3.59) follows.
Let Q˜ be the projection of Q on Π˜ along the leaves of the strong-stable foliation
F1. Then the point Q˜ is a completely unstable periodic point of T˜ . Let U be a small
neighbourhood containing Q˜. We now show that there exists some i such that the
image T˜ (i)(U) intersects Π˜0 := Π0 ∩ {z = z∗} transversely.
We start by claiming that there are infinitely many preimages of Π˜0 under T˜ on
Π˜ and they are nearly horizontal lines crossing Π˜. Let us first consider the preimages
of Π0 under T , which are surfaces in Π. By the formulas (3.3.6) and (3.3.7) for the
map T , these surfaces T−11 (Π0) and T
−1
2 (Π0) are given by
0 = Ayxρ cos (ω ln
1
x
+ η) + o(xρ),
and
0 = B(1 + ζ)yxρ cos (ω ln
1
|x| + θ) + o(|x|
ρ),
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which, by (2.3.14), give
x1k = exp
(−(2k + 1)pi + 2η
2ω
)
+ o(1)k→+∞, (3.3.62)
and
x2k = − exp
(−(2k + 1)pi + 2θ
2ω
)
+ o(1)k→+∞. (3.3.63)
These surfaces xik (i = 1, 2) with any sufficiently large k are the preimages of Π0 under
Ti. Those preimages are pieces of W
s(O) ∩Π which consists of leaves of the foliation
F1. Note that Π˜ is transverse to those leaves. When we project xik onto Π˜ along the
leaves, we get curves lik, which are preimages of Π˜ under T˜i. The claim follows.
Note that we can choose Q sufficiently close to Π0, such that the orbit of Q˜ is
inside a region bounded by {y = 1 + δ}, {y = 1− δ}, l2k1 and l2k2 , for some k1 and k2.
If the neighbourhood U is not contained in this region (i.e. it intersects l2k1 or l
2
k2
),
then we have T˜ (U)∩ Π˜0 6= ∅. Now let us assume the opposite and iterate U under T˜ .
On one hand, by inequality (3.3.59), the area of T˜ (i)(U) is expanding as the number
i increases. On the other hand, from formulas (3.3.6) and (3.3.7), the x-coordinate
is uniformly bounded when y is sufficiently small, and, therefore, the iterate T˜ (i)(U)
cannot intersect the boundaries {y = 1 + δ} and {y = 1 − δ}. It follows that there
exists some integer i such that the image T˜ (i)(U) intersects transversely either Π˜0
or one of the boundaries l2k1 and l
2
k2
. For the latter case, the next iterate T˜ (i+1)(U)
intersects Π˜0 transversely. We remark here that if U does not satisfy the requirement
for using inequality (3.3.59) that T (U) ⊂ Π, then we immediately have that T˜ (U)
intersects either l2k1 or l
2
k2
transversely.
Let us now consider a disc U0 which is centred at Q and paralleled to (x, y)-plane.
Let U be the projection of U0 on Π˜ along the leaves. By the result above, we have
that T˜ (i)(U) intersects Π˜ ⊂ Π0 transversely for some i. By the definition of the map
T˜ , we have that T (i)(U0) intersects Π0 transversely. Note that the unstable manifold
W u(Q) is obtained by taking limit of the iterates T (n)(U0). This means that W
u(Q)
intersects Π0 transversely. The lemma is proven.
By combining Lemma 3.8 and Lemma 3.4, we have that there exists a point
P+ ∈ {P+k } such that W u(Q) intersects W s(P+) transversely. Recall Lemma 2.5, that
points in {P+k } with k larger than a given K (which depends on ρ) are homoclinically
related (see Figure 3.5). Points P+ and P can be chosen sufficiently close to Π0, and
therefore have subscripts greater than K. Consequently, we have W s(P )∩W u(Q) 6= ∅
by λ-lemma.
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Figure 3.5: A schematic picture for the homoclinic relation on the quotient cross-
section Π˜, where P˜+k0 := P˜
+ and P˜+k1 is the point just after P˜ in the sequence {P˜+k }.
The local stable manifolds W sloc(P˜
+
k ) are horizontal lines and the local unstable man-
ifolds W uloc(P˜
+
k ) are spirals winding onto M˜
+. The image T˜ (i)(U) contains a piece of
W u(Q˜) that intersects W s(P+k0).
This transverse intersection W s(P ) ∩ W u(Q) along with the quasi-transverse
intersection W u(P ) ∩ W s(Q) given by Lemma 3.7 give rise to a heterodimensional
cycle of the map T corresponding to the system Xζi,ρi . The theorem is proven.
3.4 Proof of Theorem 3.2
We will find a heterodimensional cycle of the Poincare´ map T associated to an index-
1 fixed point P and an index-2 period-3 point Q by following the procedure similar
to that used in the proof of Theorem 3.1. The major difference is that, instead of
directly finding an index-2 periodic point such that W u(P ) ∩ W s(Q) 6= ∅, we now
first find a point Q of period 3 and index 2 with the property that the point M+ falls
onto its local stable manifold W sloc(Q), and then obtain the non-empty intersection
W u(P )∩W s(Q). In order to do this, we need a formula for the W sloc(Q), and we put
its derivation in the end of this section for the coherence of the proof.
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3.4.1 Construction of the Poincare´ map T
Let us use the same cross-section Π defined in the proof of Theorem 3.1. Recall
that the intersection points M+ and M− of the two loops Γ+ and Γ− with Π have
coordinates (0, y+, z+) and (0, y−, z−). Now we will spilt the two homoclinic loops
by two parameter µ1 and µ2, and we let them be the x-coordinates of M
+ and M−,
respectively. In particular, we consider the case where µ1 = −µ2. The Poincare´ map
T here is slightly different from the one in the proof of Theorem 3.1. The local maps
Tloc1 and Tloc2 stay the same. For the global maps Tglob1 and Tglob1 , we add µ and
−µ to the right hand side of the second equations in (3.3.3) and (3.3.4), respectively.
After additionally replacing
µ
d
by µ in the compositions Tglob1 ◦ Tloc1 and Tglob2 ◦ Tloc2 ,
we obtain the Poincare´ map T ≡ (T1, T2) given by
T1 :

x¯ = µ+ Ayxρ cos (ω ln
1
x
+ η) + o(xρ),
y¯ = 1 + A1yx
ρ cos (ω ln
1
x
+ η1) + o(x
ρ),
z¯ = z+ +

A2yx
ρ cos (ω ln
1
x
+ η2) + o(x
ρ)
. . .
An−2yxρ cos(ω ln
1
x
+ ηn−2) + o(xρ)
 ,
(3.4.1)
and
T2 :

x¯ = −µ−By|x|ρ cos (ω ln 1|x| + θ) + o(|x|
ρ),
y¯ = 1 + ζ +B1y|x|ρ cos (ω ln 1|x| + θ1) + o(|x|
ρ),
z¯ = z− +

B2y|x|ρ cos (ω ln 1|x| + θ2) + o(|x|
ρ)
. . .
Bn−2y|x|ρ cos(ω ln 1|x| + θn−2) + o(|x|
ρ)
 ,
(3.4.2)
where z ∈ Rn−3 and the coefficients are defined in the same way as those of the
Poincare´ map in Theorem 3.1 given by (3.3.6) and (3.3.7).
We now consider a 5-parameter family Xµ,ζ,ρ,u,v of perturbed systems so x
±, y±
and z± are smooth functions of parameters. The parameters u and v are smooth
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functions of coefficients of the system given by
u =
1
2pi
(
ω log (B sinϕ)− θ + ρθ − ρ
(
3pi
2
+ ϕ
)
+
pi
2
)
,
and
v =
1
2pi
(
ω log
(
1
2
B sin (θ1 − θ)
)
− θ + ρθ − ρ
(
pi
2
+ θ − θ1
)
+
3pi
2
+ ϕ
)
,
where ϕ = arctan(ρ/ω). Note that ω, θ and θ1 are independent from each other, so u
and v are independent; moreover, the ranges of u and v covers all values. The reason
for defining those two parameters can be seen in the proof of Lemma 3.11 in Section
3.4.3.
3.4.2 A further discussion on the index-1 fixed point P
As can be seen from the proof of Lemma 3.4, each point of {P+k } and {P−k } mentioned
in the proof of Theorem 3.1 remains an index-1 saddle fixed point under sufficiently
small perturbations (the closer the point is to W s(O), the smaller the perturbation
must be). We now pick a point P from the set {P+k }∪{P−k } and consider perturbations
under which P is still an index-1 saddle fixed point (i.e. we choose µ sufficiently small).
The difference between choosing P from P ∈ {P+k } and from P ∈ {P−k } is that the
functions defining u and v will change since they depend on which map, T1 or T2, is
involved. In what follows, we consider P ∈ {P+k }.
For a non-zero µ value, we can no longer chose P as close to the surface Π0 as
we want, since infinitely many points in {P+k } which accumulate on Π0 are destroyed.
Hence, the arguments used in Section 3.3.5 for finding the intersection W s(P )∩W u(Q)
is applicable. More details are required on positions of the points Pk that remain
saddle and fixed after changing µ.
Let P+k∗ ∈ {P+k } be the first point (the one with the largest subscript) in {P+k }
satisfying xk > C1|µ|
1
ρ (µ 6= 0), i.e. it is the first saddle fixed point that persists under
the perturbation (see Lemma 3.4). Obviously, the number k∗ mainly depends on µ,
where the smaller the parameter |µ| the lager the number k∗. We have the following
results.
Lemma 3.9. For any given constant C2 > 0, there exists a positive number µ(C2)
such that the inequality
xk∗ < C2|µ|
1
2ρ (3.4.3)
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holds for all |µ| < µ(C2).
Proof. By the definition of the point P+k∗ , it is sufficient to prove that, for any given
C2, there exists a point P
+
k satisfying
C1|µ|
1
ρ < xk < C2|µ|
1
2ρ , (3.4.4)
where C1 is the constant in Lemma 3.4. Recall that we have
xk = C exp
(−pik
ω
)
+ o
(
exp
(−pik
ω
))
,
from formula (3.3.13). Now by letting
µ = exp
(−pij − ξµ + η
ω
)
(3.4.5)
we have
xk
|µ| 1ρ
=
∣∣∣∣xρkµ
∣∣∣∣ 1ρ = C exp(ξµ − ηω
) 1
ρ
exp
(
(j − ρk)pi
ω
) 1
ρ
+ . . .
and
|µ| 12ρ
xk
=
∣∣∣∣ µx2ρk
∣∣∣∣ 12ρ = 1C exp
(
η − ξµ
ω
) 1
2ρ
exp
(
(2ρk − j)pi
ω
) 1
2ρ
+ . . . ,
where dots denote small terms that go to zero as j and k go to plus infinity. Conse-
quently, there exists sufficiently large integer K and J such that the inequalities
xk
|µ| 1ρ
> C ′1 exp
(
(j − ρk)pi
ω
) 1
ρ
and
|µ| 12ρ
xk
> C ′2 exp
(
(2ρk − j)pi
ω
) 1
2ρ
,
hold for all j > J and k > K, where C ′1 and C
′
2 are two constants that do not depend
on j and k. It follows that, in order to obtain inequality (3.4.4), it is now sufficient
to find j and k that satisfy inequalities
j − ρk > ωρ lnC1/C
′
1
pi
and 2ρk − j > −2ωρ lnC2C
′
2
pi
,
i.e.
ωρ lnC1/C
′
1
pi
+ ρk < j <
2ωρ lnC2C
′
2
pi
+ 2ρk. (3.4.6)
Obviously, for any sufficiently large integer j, one can find an integer k such that the
above inequality holds (note 2ρ < 1).
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Let j0 be such that for every j > j0 there exists k such that (j, k) is a solution
to inequality (3.4.6). Now let
µ(C2) = exp(
−pij0 + θ
ω
). (3.4.7)
Then, for any |µ| < µ(C2), the corresponding j given by equation (3.4.5) satisfies
j > j0. The lemma is proven.
Lemma 3.10. The points in {P+k } with K(ρ) < k ≤ k∗ are homoclinically related,
where K is a constant depending on ρ.
Proof. The case where µ = 0 (i.e. k∗ = +∞) is proved in Lemma 2.5 based on a
result in [64]. When µ is non-zero, as long as yk < C1|µ|
1
ρ , the parameter µ will enter
small terms of all equations used in the computation in [64], and therefore we have
Lemma 3.10.
3.4.3 An index-2 periodic point Q with M+ ∈ W s(Q)
Here we consider a periodic orbit of T such that it not only has index 2 but also
satisfies the property that the point M+ falls onto its stable manifold. Such orbit
allows for the emergence of a quasi-transverse intersection W u(P ) ∩W s(Q) after an
arbitrarily small perturbation in ζ. The following result holds.
Lemma 3.11. Let (ρˆ, uˆ, vˆ) be a triple such that ρˆ = p/q ∈ (Q ∩ (0, 1/2)), uˆ = p1/q
and vˆ = p2/q, where p, q are co-prime and p1, p2 are any integers. The triple (ρˆ, uˆ, vˆ)
corresponds to a sequence {(µj, ζj, uj, vj)} accumulating on (0, 0, uˆ, vˆ) such that the
map T corresponding to the system Xµj ,ζj ,ρˆ,uj ,vj has a periodic point Q of period 3 and
index 2 satisfying that M+ ∈ W s(Q).
Proof. Consider now a periodic orbit {Q = Q1(x1, y1, z1), Q2(x2, y2, z2), Q3(x3, y3,
z3)} of period 3. We will show that there exist parameter values for which Q1 has
index 2, and the point M+ lies on the local stable manifold W sloc(Q1) (Figure 3.6).
Depending on the sign of µ and the values of θ1 − θ, there are four logical pos-
sibilities of configurations of the points Q1, Q2 and Q3 on Π (see Figure 3.7), which
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Figure 3.6: The configuration of objects in Π˜ when M+ ∈ W s(Q).
Figure 3.7: The configurations of points Q˜1, Q˜2 and Q˜3 on the quotient cross-section
Π˜.
are given by
1. Q1 = T2(Q3) ∈ Π1, Q2 = T1(Q1) ∈ Π1, Q3 = T1(Q2) ∈ Π2;
2. Q1 = T2(Q3) ∈ Π1, Q2 = T1(Q1) ∈ Π2, Q3 = T2(Q2) ∈ Π2,
3. Q1 = T2(Q3) ∈ Π2, Q2 = T2(Q1) ∈ Π1, Q3 = T1(Q2) ∈ Π2;
4. Q1 = T2(Q3) ∈ Π2, Q2 = T2(Q1) ∈ Π2, Q3 = T2(Q2) ∈ Π2.
(3.4.8)
Note that, for different configuration, the formulas for the parameters u and v will
change but the same result in Lemma 3.11 holds.
82 3. Birth of heterodimensional cycles: the general case
Here we only consider the case where µ < 0 and (θ1−θ) ∈ (0, pi/2], i.e. the fourth
configuration in (3.4.8).
We first need a formula for the local stable manifold W sloc(Q1), which is a leaf of
the strong-stable foliation F1. The leaves of F1 are given by the following lemma.
Lemma 3.12. Let M(x0, y0, z0) be a point on Π with y0 sufficiently small. The local
strong-stable manifold W ssloc(M) (i.e. the leaf of F1 through M) is the graph of the
function
(x, y) = (x0 + (z − z0)a1, y0 + (z − z0)a2),
where a1 = o(|x0|) and a2 = o(1)x0→0 are (n − 3)-dimensional vectors whose compo-
nents are certain functions of z, y0, x0, z0 and the parameters (denoted by a vector ε)
satisfying
∂i+la1
∂ix0∂l(z, y0, z0, ε)
= o(|x0|1−i) i+ l 6 (r − 1),
and
∂la2
∂l(z, y0, z0, ε)
= o(1)x0→0 l 6 (r − 1).
The proof of this lemma is postponed to Section 3.4.6. The local stable manifold
W sloc(Q1) is now given by
x = x1 + (z − z1)δ1,
y = y1 + (z − z1)δ2,
(3.4.9)
where δ1 = o(|x1|), δ2 = O(|x1|α) and α is determined by the spectrum gap between
the week stable eigenvalue and the first strong-stable eigenvalue (i.e. −λ±ωi and α1
for the system X mentioned in the beginning of this chapter).
Apply the transformation (2.3.14) to the x-coordinates of points on Π2. We have
ω ln
1
|x| = 2pij + ξ − θ, ξ ∈ [0, 2pi).
By the formula (3.4.2) of the map T2 , the formula (3.4.9) for W
s
loc(Q1), and Lemma
3.5 (index-2 condition), finding a periodic orbit {Q1, Q2, Q3} of period 3 and index
2 with the property M+ ∈ W s(Q1) is equivalent to solve the following system of
equations:
x1 = −µ−By3|x3|ρ cos ξ3 + o(|x3|ρ),
y1 = 1 + ζ +B1y3|x3|ρ cos(ξ3 + θ1 − θ) + o(|x3|ρ),
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z1 = z
− +
 B2y3|x3|ρ cos (ξ3 + θ2 − θ) + o(|x3|ρ). . .
Bn−2y3|x3|ρ cos(ξ3 + θn−2 − θ) + o(|x3|ρ)
 ,
x2 = −µ−By1|x1|ρ cos ξ3 + o(|x1|ρ),
y2 = 1 + ζ +B1y1|x1|ρ cos(ξ1 + θ1 − θ) + o(|x1|ρ),
z2 = z
− +
 B2y1|x1|ρ cos (ξ1 + θ2 − θ) + o(|x1|ρ). . .
Bn−2y1|x1|ρ cos(ξ3 + θn−2 − θ) + o(|x1|ρ)
 ,
x3 = −µ−By2|x2|ρ cos ξ2 + o(|x2|ρ),
y3 = 1 + ζ +B1y2|x2|ρ cos(ξ2 + θ1 − θ) + o(|x2|ρ),
z3 = z
− +
 B2y2|x2|ρ cos (ξ2 + θ2 − θ) + o(|x2|ρ). . .
Bn−2y2|x2|ρ cos(ξ2 + θn−2 − θ) + o(|x2|ρ)
 ,
µ = x1 + δ1(z
+ − z1),
1 = y1 + δ2(z
+ − z1),
cos(ξ1 − ϕ) cos(ξ2 − ϕ) cos(ξ3 − ϕ) = cψ,
where the first nine equations give us a periodic orbit of period 3, the next two
equations imply W ss(Q) ∩M+ 6= ∅, and the last one makes this orbit having index
2. After expressing y and z as functions of x, we can drop the equations for them
(except the one for x1 used to obtain M
+ ∈ W s(Q1)). The reduced system assumes
the form
x1 = −µ−Bnew|x3|ρ cos ξ3 + o(|x3|ρ) +O(|x|ρ2|x|ρ3) +O(|x|ρ1|x|ρ2|x|ρ3), (3.4.10)
x2 = −µ−Bnew|x1|ρ cos ξ1 + o(|x1|ρ) +O(|x|ρ1|x|ρ3) +O(|x|ρ1|x|ρ2|x|ρ3), (3.4.11)
x3 = −µ−Bnew|x2|ρ cos ξ2 + o(|x2|ρ) +O(|x|ρ1|x|ρ2) +O(|x|ρ1|x|ρ2|x|ρ3), (3.4.12)
y1 = 1 + ζ +B1|x3|ρ cos(ξ3 + θ1 − θ) + o(|x3|ρ), (3.4.13)
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µ = x1 + δ1(z
+ − z1), (3.4.14)
1 = y1 + δ2(z
+ − z1), (3.4.15)
cos(ξ1 − ϕ) cos(ξ2 − ϕ) cos(ξ3 − ϕ) = cψ, (3.4.16)
where Bnew = (1 + ζ)B and we drop the subscript for simplicity. We now impose
two relations among y1, y2 and y3 which are
|x3|ρ ∼ |x1| and |x1|ρ ∼ |x2|. (3.4.17)
It can be seen later that these relations agree with the solutions to above system of
equations. Therefore, we replace the last three terms in each of equations (3.4.10) -
(3.4.12) by o(|x3|ρ), o(|x1|ρ) and o(|x2|ρ), respectively.
From now on, we will denote by dots the small terms which tend to zero as
j1, j2, j3 → +∞. By plugging equation (3.4.15) into (3.4.13) and letting
ζ = −δ2(z+ − z1), (3.4.18)
we have
B1|x3|ρ cos(ξ3 + θ1 − θ) + o(|x3|ρ) = 0, (3.4.19)
which, by dividing |x3|ρ on both sides, gives
B1 cos(ξ3 + θ1 − θ) + o(1)x3→0 = 0. (3.4.20)
This implies
ξ3 =
pi
2
+ kpi − θ1 + θ + ... and cos ξ3 = sin(θ1 − θ) + .... (3.4.21)
Note that, to obtain (3.4.20), we only need ζ + δ2(z
+ − z1) ∼ o(|x3|ρ). Recall the
assumption at the beginning of the proof that (θ1 − θ) ∈ (0, pi/2]. We have k = 0 by
noting ξ3 ∈ [0, 2pi). We remark here that the relation |x3|ρ ∼ |x1| can now be obtained
by plugging (3.4.14) and (3.4.21) into (3.4.10), which is one of the relations 3.4.17 we
assumed before.
By using the relations given by (3.4.17) and plugging equation (3.4.14) into
(3.4.10) - (3.4.12), we get
x1 = −x1 −B|x3|ρ cos ξ3 + o(|x3|ρ), (3.4.22)
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x2 = −x1 −B|x1|ρ cos ξ1 + o(|x1|ρ), (3.4.23)
x3 = −x1 −B|x2|ρ cos ξ2 + o(|x2|ρ). (3.4.24)
By plugging equation (3.4.21) into (3.4.22), we further obtain
x1 = −1
2
B|x3|ρ sin(θ1 − θ) + o(|xρ3|). (3.4.25)
We now apply the transformation (2.3.14) to equations (3.4.25), (3.4.23) and (3.4.24),
and obtain
exp
(−2pij1 − ξ1 + θ
ω
)
=
1
2
Bexp
(
(−2pij3 − ξ3 + θ)ρ
ω
)
sin(θ1 − θ)
+ o
(
exp
(−2piρj3
ω
))
, (3.4.26)
− exp
(−2pij2 − ξ2 + θ
ω
)
= exp
(−2pij1 − ξ1 + θ
ω
)
−Bexp
(
(−2pij1 − ξ1 + θ)ρ
ω
)
cos ξ1
+ o
(
exp
(−2piρj1
ω
))
, (3.4.27)
− exp
(−2pij3 − ξ3 + θ
ω
)
= exp
(−2pij1 − ξ1 + θ
ω
)
−Bexp
(
(−2pij2 − ξ2 + θ)ρ
ω
)
cos ξ2
+ o
(
exp
(−2piρj2
ω
))
. (3.4.28)
Let us solve those equations for sufficiently large j1, j2 and j3.
We first divide equation (3.4.26) by o
(
exp
(−2piρj3/ω)) on both sides, and then
take j3 large enough. After taking logarithm on both sides of the resulting equation,
we obtain
ρj3 − j1 = 1
2pi
(
ω log
(1
2
B sinσ
)− θ + ρθ − ρξ3 + ξ1)+ . . . . (3.4.29)
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In a similar way, equation (3.4.27) gives
cos ξ1 = B
−1exp
(
2pi(ρj1 − j2)
ω
)
exp
(
θ − ρθ + ρξ1 − ξ2
ω
)
+ . . . . (3.4.30)
By moving the first term on the RHS of (3.4.28) to its LHS, multiplying −1 on both
sides, and then taking logarithm, we have
log
(
exp
(−2pij3 − ξ3 + θ
ω
)
+ exp
(−2pij1 − ξ1 + θ
ω
))
= log
(
Bexp
(
(−2pij2 − ξ2 + θ)ρ
ω
)
cos ξ2 + . . .
)
,
(3.4.31)
i.e.
−2pij1 − ξ1 + θ
ω
+ log
(
1 + exp
(−2pi(j3 − j1)− ξ3 + ξ1
ω
)
= log
(
Bexp
(
(−2pij2 − ξ2 + θ)ρ
ω
)
cos ξ2 + . . .
)
.
(3.4.32)
By noting j3  j1 from the relation |y3|ρ ∼ |y1| stated in (3.4.17), the last equation
implies
cos ξ2 = B
−1exp
(
2pi(ρj2 − j1)
ω
)
exp
(
θ − ρθ + ρξ2 − ξ1
ω
)
+ . . . . (3.4.33)
Let us now look into equation (3.4.16) of the index-2 condition. The equation
(3.4.21) implies that cos (ξ3 − ϕ) cannot be, generically, arbitrarily small. We show
that cos(ξ2−ϕ) also cannot be arbitrarily small. Suppose cos(ξ2−ϕ) = o(1)j1,j2,j3→∞
and note that xi are close to 0. Since cos ξ2 is finite and |x3|ρ ∼ |x1| (3.4.17), we have
|x2|ρ ∼ |x1| from (3.4.24). This contradicts with our assumption that |x1|ρ ∼ |x2|
(3.4.17). We now assume that cos (ξ1 − ϕ) = o(1)j1,j2,j3→∞, which leads to
ξ1 =
3pi
2
+ ϕ+ . . . and cos ξ1 = sinϕ+ . . . . (3.4.34)
We plug equation (3.4.34) into (3.4.30), and then get
ρj1 − j2 = 1
2pi
(
ω log (B cos ξ1)− θ + ρθ − ρξ1 + ξ2
)
+ . . . . (3.4.35)
Since j1, j2 are large and the RHS of (3.4.35) is uniformly bounded, we have
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ρj1 ∼ j2,
which agrees with the assumption that |x1|ρ ∼ |x2| (3.4.17). We can find ξ2 by
plugging this into equation (3.4.33):
cos ξ2 = o(1)j1,j2,j3→+∞ and ξ2 =
pi
2
+ . . . or
3pi
2
+ . . . . (3.4.36)
For certainty, we let ξ2 =
pi
2
+ . . . . We now rewrite (3.4.35) and (3.4.29) as
ρj1− j2 = 1
2pi
(
ω log (B sinϕ)− θ+ ρθ− ρ
(
3pi
2
+ϕ
)
+
pi
2
)
+ · · · =: u+ . . . , (3.4.37)
and
ρj3−j1 = 1
2pi
(
ω log
(
1
2
B sin (θ1 − θ)
)
−θ+ρθ−ρ
(
pi
2
+θ−θ1
)
+
3pi
2
+ϕ
)
+· · · =: v+. . . .
(3.4.38)
Equations (3.4.37) and (3.4.38) are relations among parameters. If we can find integers
j1, j2 and j3 such that the parameters satisfy the these two relations, then the system
of equations (3.4.10) - (3.4.16) can be solved. In fact, for any given N , we need
(3.4.37) and (3.4.38) to be satisfied with some (j1, j2, j3) where ji > N (i = 1, 2, 3).
This is because we need ji to be sufficiently large so that the terms denoted by dots
can be sufficiently small when we take the limit ji → +∞.
Now recall that the parameter values of ρ, u and v in Lemma 3.11 are
ρˆ =
p
q
, uˆ =
p1
q
, vˆ =
p2
q
, (3.4.39)
where p, q are co-prime integers and p1, p2 are any integers. We now show that there
exists a sequence {(ji1, ji2, ji3)} of triples of integers where ji1, ji2, ji3 → +∞ as i→ +∞
such that, for each triple (ji1, j
i
2, j
i
3), the corresponding parameter values ui, vi obtained
from the relations (3.4.37) and (3.4.38) with ρ = ρˆ satisfy that ui → uˆ and vi → vˆ
as i → +∞. Finding such sequence {(ji1, ji2, ji3)} is equivalent to seeking for integer
solutions (ji1, j
i
2, j
i
3) with j
i
1, j
i
2, j
i
3 → +∞ as i → +∞ to the following system of
equations: {
ρˆj1 − j2 = uˆ,
ρˆj3 − j1 = vˆ.
(3.4.40)
By plugging the relations (3.4.39) into (3.4.40), we get a system of two linear Dio-
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phantine equations: {
pj1 − qj2 = p1,
pj3 − qj1 = p2.
(3.4.41)
Note that a linear Diophantine equation ax+ by = c has integer solutions if and only
if c is a multiple of gcd(a, b). For a known solution (x, y), we can construct infinitely
many solutions of the form (x+kv, y−ku), where u = a/gcd(a, b), v = u = b/gcd(a, b)
and k = 0,±1,±2 . . . . It is obvious that if p, q are co-prime, then the two equations in
(3.4.41) can be solved separately. The solutions to the first equation are of the form
(jˆ1 +kq, jˆ2 +kp), where (jˆ1, jˆ2) is a solution to the first equation and k is an arbitrary
integer. Now let us plug j1 = jˆ1 + kq into the second equation of (3.4.41) and sort
the terms. We have
pj3 − q2k = n+ qjˆ1. (3.4.42)
Consider j3 and k as unknowns. Note that p, q
2 are co-prime since p, q are co-prime.
Thus, the solutions to (3.4.42) are of the form (jˆ3 + iq
2, kˆ + ip), where (jˆ3, kˆ) is
a special solution to this equation and i is an arbitrary integer. Therefore, we have
infinitely many solutions (ji1, j
i
2, j
i
3) = (jˆ1 +(kˆ+ip)q, jˆ2 +(kˆ+ip)p, jˆ3 +iq
2) to (3.4.41).
Obviously, the integers ji1, j
i
2 and j
i
3 can be simultaneously arbitrarily large. Hence,
we find the desired sequence {(ji1, ji2, ji3)}.
For each triple (ji1, j
i
2, j
i
3) with sufficiently large i, the system of equations (3.4.10)
- (3.4.16) can be solved. The corresponding parameter values µi and ζi are obtained
from equations (3.4.14) and (3.4.18), respectively. Lemma 3.11 is proven.
3.4.4 Quasi-transverse intersection W u(P ) ∩W s(Q)
We assume from now on that the parameter values ρ∗, u∗ and v∗ of system X have
the forms required in Lemma 3.11, which can be achieved by an arbitrarily small
perturbation.
One can check, by iterating a vertical line connecting P and a point in Π0 like
we did in the proof of Theorem 3.1, that the unstable manifold of the index-1 fixed
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point P (xp, yp, zp) is a spiral winding onto M
+(µ, 1, z+), which is given by
x = µ+ Aypt
ρ cos(ω ln
1
t
+ η) + o(tρ),
y = 1 + A1ypt
ρ cos(ω ln
1
t
+ η1) + o(t
ρ),
z = z+ +

A2ypt
ρ cos (ω ln
1
t
+ η2) + o(t
ρ)
. . .
An−2yptρ cos(ω ln
1
t
+ ηn−2) + o(tρ)
 ,
(3.4.43)
where t ∈ (0, xp). We take a point Q given by Lemma 3.11 at parameter values
(µj, ζj, ρ
∗, uj, vj) with j sufficiently large such that P remains a saddle fixed point.
It follows that the non-empty intersection W u(P ) ∩ W s(Q) can be created by an
arbitrary perturbation in ζ in system Xµj ,ζj ,ρ∗,uj ,vj . Indeed, by changing ζ, one can
change the distance corresponding to x-coordinate between M+ and W sloc(Q1) (see
Figure 3.4 and equation (3.4.18)). Therefore, for each j, one can find a sequence ζ ij
such that W u(P ) ∩W s(Q) is non-empty in the system Xµj ,ζij ,ρ∗,uj ,vj , where ζ ij → ζj
as i → +∞. Consequently, one can construct a new sequence {(µj, ζj, uj, vj)} such
that system Xµj ,ζj ,ρ∗,uj ,vj has the intersection W
u(P ) ∩W s(Q). This intersection is
quasi-transverse by the same argument used in the beginning of Section 3.3.4.
3.4.5 Transverse intersection W s(P ) ∩W u(Q)
Recall the point P+k∗ defined in Section 3.4.2 (where k
∗ → +∞ as µ → 0), which
is the point with the largest subscript that remains a saddle fixed point under a
perturbation; and the integer K(ρ) introduced in Lemma 3.10, which is the lower
bound of the subscript such that points Pk with K(ρ) < k < k
∗ are homoclinically
related. We now further assume that the point P ∈ {P+k } picked before has a subscript
k0 > K(ρ
∗)+1. The choice of the point Q in Section 3.4.4 implies k0 < k∗. We remark
here that the perturbation used to give ρ∗, u∗ and v∗ the desired forms can be made
sufficiently small such that we have K(ρnew) 6 K(ρ∗) + 1. The following result holds.
Lemma 3.13. For the points P and Q defined above, the invariant manifolds W s(P )
and W u(Q) intersect transversely.
Proof. Here we only prove for the case where µj < 0 (the µ value corresponding to
Q) and (θ1 − θ) ∈ (0, pi/2] i.e. the fourth configuration shown in Figure 3.7. One can
easily check that the transverse intersection W u(Q) ∩W s(P ) exists in other cases as
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well.
By Lemma 3.10, points P and P+k∗ are homoclinically related. Therefore, it is
sufficient to prove W s(P+k∗) ∩W u(Q) 6= ∅.
Let Q has orbit {Q = Q1, Q2, Q3}. We take an arbitrarily small neighbourhood
U of the point Q1. We claim that there exists some i such that T
(i)
2 (U) intersects Π0
transversely. Indeed, this can be achieved by applying the same argument used in the
proof of Lemma 3.8. We remark here that although Lemma 3.8 is for the case where
µ = 0, it also holds for small µ 6= 0. Indeed, the key step in the proof of Lemma 3.8 is
to show that the orbit of the point Q˜1 (projection of the index-2 point along the a leaf
of the foliation F1) is inside of a region in Π˜ bounded by {y = 1 + δ}, {y = 1− δ} and
two preimages of Π˜0 under T˜ . In the case where µ 6= 0, the difference is that there
are only finite preimages of Π˜0 (the smaller the value of µ is the more preimages we
get). However, there are always some preimages which have a finite distance to Π˜0 as
long as µ is not too large. This implies that we can still find the desired region that
contains the orbit of Q˜1 by choosing {Q1, Q2, Q3} sufficiently close to Π0 (i.e. taking
j sufficiently large in Lemma 3.11).
Let T
(i)
2 (U) be the first iterate which intersects Π0 transversely. We have three
cases depending on which point Q1, Q2 or Q3 is contained in T
(i)
2 (U).
If we have Q3 ∈ T (i)2 (U), i.e. T (i)2 (Q1) = Q3, then there exists a connected
component l ⊂ (T (i)2 (U) ∩ Π2) joining Q3 and a point M ∈ Π0. It follows that
T2(l) ⊂ T (i+1)2 (U) is a connected component joining T2(Q3) = Q1 ∈ Π2 and T2(M) =
M− ∈ Π1 (since we assumed µj < 0). By Lemmas 3.4 and 3.9, the local stable
manifold W sloc(P
+
k∗) is a surface between Π0 and {x = |µj|} (since |µj|
1
2ρ < |µj|). It
follows that T
(i+1)
2 (U)∩W sloc(P+k∗) 6= ∅, which implies that W uloc(Q1)∩W sloc(P+k∗) 6= ∅.
Let now T
(i)
2 (Q1) = Q1 and l be the connected component joining Q1 and a point
in Π0. Note that we have x1 ∼ µj since M+ ∈ W s(Q) (see (3.4.14)). By applying
Lemma 3.4 to the set {P−k }, one can find a point P− ∈ {P−k } such that P− remains
an index-1 fixed point at µ = µj, and its local stable manifold W
s
loc(P
−) intersects l.
This gives W s(P−)∩W u(Q1) 6= ∅. Since W u(P−) is a spiral winding onto M− ∈ Π1,
it must intersect the surface {x = −µj} ⊂ Π1. Recall that the local stable manifold
W sloc(P
+
k∗) is between Π0 and {x = |µj|}. Therefore, we have W u(P−) ∩W s(P+k∗) 6= ∅
(see Figure 3.8), which implies W s(P+k∗) ∩W u(Q1) 6= ∅.
The same result holds if T
(i)
2 (Q1) = Q2. Indeed, the relation |x1|ρ ∼ |x2| implies
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Figure 3.8: The configuration of corresponding objects in the quotient cross-section Π˜.
If T˜
(i)
2 (Q˜1) = Q˜1 for some i, then we have W
s
loc(P˜
−)∩l 6= ∅ and W uloc(P˜−)∩W sloc(P˜ ) 6= ∅
that |x1|  |x2|, and, therefore, W sloc(P−) must intersect the connected component
joining Q2 and a point in Π0. This completes the proof of Lemma 3.13.
Thus, for each quadruple (µj, ζj, uj, vj), the system Xµj ,ζj ,ρ∗,uj ,vj has a heterodi-
mensional cycle associated to two periodic orbits of index 2 and index 3 which cor-
respond to the periodic points P and Q of the map T , respectively. Theorem 3.2 is
proven.
3.4.6 Proof of Lemma 3.12
Proof. Let M1(x1, y1, z1) be a point on Π1 and denote by M2(x2, y2, z2) its image under
T1. We first show that there exist two cones C1 and C2 at M1 and M2 respectively
such that the preimage of any tangent vector in C2 under T1 lies in C1, provided y1 is
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sufficiently small.
We start by estimating the norms of the preimages. By formula (3.3.22) for the
derivative of T1, we obtain
DT1|M1 =
Axρ−11 (ρ cos ξ1 + ω sin ξ1) + o(x
ρ−1
1 ) Ax
ρ
1 cos ξ1 + o(x
ρ
1) a
−A1xρ−11 (ρ cos(ξ1 + η1 − η)
+ω sin(ξ1 + η1 − η)) + o(xρ−11 )
A1x
ρ
1 cos(ξ1 + η1 − η)
+o(xρ1)
a1
−A2xρ−11 (ρ cos(ξ1 + η2 − η)
+ω sin(ξ1 + η2 − η)) + o(xρ−11 )
A2x
ρ
1 cos(ξ1 + η2 − η)
+o(xρ1)
a2
. . . . . . . . .
−An−2xρ−11 (ρ cos(ξ1 + ηn−2 − η)
+ω sin(ξ1 + ηn−2 − η)) + o(xρ−11 )
An−2x
ρ
1 cos(ξ1 + ηn−2 − η)
+o(xρ1)
an−2

,
(3.4.44)
where a and ai are 1× (n− 3) vectors of the form (o(xρ1), . . . , o(xρ1)). We rewrite the
above matrix as y
ρ−1
1 b11 y
ρ
1b12 b13
yρ−11 b21 y
ρ
1b22 b23
yρ−11 b31 y
ρ
1b32 b33
 ,
where b31 and b32 are (n− 3)× 1 vectors, b13 and b23 are 1× (n− 3) vectors, b33 is a
(n− 3)× (n− 3) matrix, and bij are uniformly bounded.
Denote by E the 2 × 2 block in the top-left corner of DT1|M1 . One can check
that the determinant of E is
ωAA1x
2ρ−1
1 sin η + o(x
2ρ−1
1 ). (3.4.45)
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We then have
E−1 =
1
detE

A1x
ρ
1 cos(ξ1 + η1 − η) + o(xρ1) Ayρ1 cos ξ1 + o(yρ1)
A1x
ρ−1
1 (ρ cos(ξ1 + η1 − η)
+ω sin(ξ1 + η1 − η)) + o(xρ−11 )
Axρ−11 (ρ cos ξ1
+ω sin ξ1) + o(x
ρ−1
1 ))

=
(
a11y
1−ρ
1 a12y
1−ρ
1
a21y
−ρ
1 a22y
−ρ
1
)
,
(3.4.46)
where aij = a˜ij + o(1)y1→0 while a˜ij are uniformly bounded when x1 is small. Let
(∆x2,∆y2,∆z2) be a vector in the cone C2, i.e. |∆x2,∆y2| 6 K‖∆z‖ for some given
K > 0. We have ∆x2∆y2
∆z2
 = DT1|M1
∆x1∆y1
∆z1
 , (3.4.47)
which implies (
∆x1
∆y1
)
= E−1
((
∆x2
∆y2
)
−
(
o(xρ1)∆z1
o(xρ1)∆z1
))
. (3.4.48)
After the transformation ∆x1 = x1∆u, the above equation yields(
∆u
∆y1
)
=
(
a11x
−ρ
1 a12x
−ρ
1
a21x
−ρ
1 a22x
−ρ
1
)((
∆x2
∆y2
)
−
(
o(xρ1)∆z1
o(xρ1)∆z1
))
. (3.4.49)
We now recover some relations among ∆x1, ∆y1 and ∆z1 from the above equal-
ities. By equations (3.4.44) and (3.4.49), we get
∆z2 = b31x
ρ
1∆u+ b32x
ρ
1∆y1 + o(x
ρ
1)∆z1
= b31x
ρ
1(a11x
−ρ
1 ∆x2 − a11o(1)∆z1 + a12x−ρ1 ∆y2 − a12o(1)∆z1)
+b32x
ρ
1(a21x
−ρ
1 ∆x2 − a21o(1)∆z1 + a22x−ρ1 ∆y2 − a22o(1)∆z1)
+o(xρ1)∆z1
= (b31a11 + b32a21)∆x2 + (b31a12 + b32a22)∆y2 + o(x
ρ
1)∆z1,
(3.4.50)
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which, by noting that |∆x2,∆y2| 6 K‖∆z2‖, leads to
‖∆z2‖ 6 o(x
ρ
1)‖∆z1‖
1− (‖b31a11 + b32a21‖+ ‖b31a12 + b32a22‖)K . (3.4.51)
The above inequality along with equation (3.4.49) and the assumption |∆x2,∆y2| 6
K‖∆z‖ implies
|∆x1| 6
(∣∣∣∣ o(1)(|a11|+ |a12|)K1− (‖b31a11 + b32a21‖+ ‖b31a12 + b32a22‖)K
∣∣∣∣+ o(1)|a11 + a12|)x1‖∆z1‖
=: K1‖∆z1‖
(3.4.52)
and
|∆y1| 6
(∣∣∣∣ o(1)(|a21|+ |a22|)K1− (‖b31a11 + b32a21‖+ ‖b31a12 + b32a22‖)K
∣∣∣∣+ o(1)|a21 + a22|) ‖∆z1‖
=: K2‖∆z1‖,
(3.4.53)
where K1 = o(x1), K2 = o(1)x1→0 and K1, K2 6 K when x1 is sufficiently small. This
shows the existence of the desired cones C1 and C2 defined in the beginning.
Note that the matrices used in the computation above keep the same form if we
choose M1 from Π2, and therefore all above results hold. This means that for any
point M ∈ Π, we have a sequence {Ci} of cones along its orbit {Mi} such that, for each
vector w ∈ Ci+1, its preimage DT−1(w) belongs to Ci, provided {Mi} is sufficiently
close to Π0. In what follows we continue assuming M1 ∈ Π1 and seek for the formula
of its local strong-stable manifold.
We obtained the above three inequalities (3.4.51) - (3.4.53) by only using the
assumption |∆x2,∆y2| 6 K‖∆z2‖. However, we also know |∆x2| = k1‖∆z2‖ and
|∆y2| = k2‖∆z2‖ for some positive constants k1 and k2. By taking into account
this fact and assuming (∆x2,∆y2,∆z2) ∈ C2, the above computation will lead to the
following equalities:
|∆x1| = o(x1)‖∆z1‖ and |∆y1| = o(1)x1→0‖∆z1‖ (3.4.54)
(where the small terms o(x1) and o(1) are different from those in (3.4.52) and (3.4.53)).
Recall the discussion on the non-degeneracy condition in Section 3.1. We know
that there exists a strong-stable foliation F1 on Π, and W ss(Mi) (i = 1, 2) are smooth
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leaves with the form
hi(z) =
hi1(z)hi2(z)
z
 , (3.4.55)
where hi1(z) is the x-coordinate and hi2(z) is the y-coordinate. We also have that
dhij/dz (i, j = 1, 2) are uniformly bounded. Let (h11(z), h12(z), z) be a point on
W ss(M1). Denote by z¯ = f3(h11, h12, z) =: F (z) the third equation in the formula
(3.3.6) for a point on W ss(M1), which is the equation for z-coordinates in T1. We
take derivative of both sides of T1(h11(z), h12(z), z) = (h21(F (z)), h22(F (z)), F (z)),
and obtain
DT2|(h11(z),h12(z),z)

dh11(z)
dz
dh12(z)
dz
1
 =

dh21(z)
dz
F ′
dh22(z)
dz
F ′
F ′
 . (3.4.56)
By noting that the derivative dh2j/dz is uniformly bounded, say ‖(dh2j/dz)‖ 6 k, we
have ‖(dh2j(z)/dz)F ′‖ 6 k‖F ′‖, which implies ((dh21(z)/dz)F ′, (dh22(z)/dz)F ′, F ′)
is in an above-mentioned cone. Therefore we obtain the following estimate:
dh11(z)
dz
dh12(z)
dz
1
 =

o(h11(z))
o(1)h11(z)→0
1
 . (3.4.57)
Moreover, we have
h1(z) =
h11(z)h12(z)
z
 =

h11(z1) +
dh11(z
′)
dz
(z − z1)
h12(z1) +
dh12(z
′′)
dz
(z − z1)
z
 =:

x1 + o(x(z
′))(z − z1)
y1 + o(1)x(z′′)→0(z − z1)
z
 ,
(3.4.58)
where z′ and z′′ are intermediate values between z1 and z, and h11(·) =: x(·).
We now show that we can replace o(x(z′)) by o(x1) in (3.4.58). Let z(s) =
z1 + (z − z1)s and X(s) = x(z(s)) = h11(z(s)), where s ∈ [0, 1]. Our goal is to prove
X(s)− x1
x1
→ 0 as x1 → 0 uniformly.
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Now suppose that there exist some s0 and ε > 0 such that (X(s0)− x1)/x1 > ε for
all x1. In what follows we show a contradiction.
Note that we have (X(0)− x1)/x1 = 0. By the continuity of X(s), there exists
s∗ ∈ (0, s0] such that (X(s∗)− x1)/x1 = ε and (X(s)− x1)/x1 < ε for every s < s∗.
This further implies that, for any s < s∗, we have
X(s) = x1 + ε
′(s)x1, (3.4.59)
where ε′(s) ∈ (0, ε) is a continuous function defined on s ∈ [0, s∗]. Equation (3.4.59)
along with (3.4.57) leads to
dh11(z(s))
dz
= o(h11(z(s))) = o(X(s)) = o(x1 + ε
′x1).
Therefore, we have
dh11(z(s))
dz
h11(z(s))
= o(1)x1→0,
and, particularly,
dh11(z(s))
dz
h11(z(s))
<
ε
2(z − z1)s(1 + ε′) , (3.4.60)
for all s ∈ (s1, s∗) with any given s1 ∈ (0, s∗) by choosing x1 sufficiently small.
Let us now look at X ′(s) on [0, s∗) given by
X ′(s) =
dh11(z(s))
dz
(z − z1)
which, by taking integral on both sides, yields
X(s)− x1 = (z − z1)
∫ s
0
dh11(z(s))
dz
ds
= (z − z1)sdh11(z(s
′))
dz
,
(3.4.61)
where s′ ∈ (0, s). By plugging equation (3.4.61) into (3.4.60) and using (3.4.59), we
obtain
X(s)− x1
(z − z1)s
x1 + ε′x1
<
ε
2(z − z1)s(1 + ε′) ,
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i.e.
X(s) < x1 +
ε
2
x1, (3.4.62)
which holds for all s ∈ (s1, s∗). This contradicts the continuity of X(s) since we have
lims→s∗ X(s) = x1 + εx1.
We now have proved o(x(z′)) ∼ o(x1). By a similar argument, we also have
o(x(z′′)) ∼ o(x1). The function of W ss(M1) arrives at the following form:
h1(z) =
h11(z)h12(z)
z
 =

x1 + o(x1)(z − z1)
y1 + o(1)x1→0(z − z1)
z
 . (3.4.63)
This finishes the proof of Lemma 3.12
Chapter 4
Birth of heterodimensional
cycles: the symmetric case
In this chapter we consider a special class of Cr flows in Rn (r > 3, n > 4). Systems
in this class possess the symmetry with respect to the transformation (x, y, z) →
(−x, y,Sz) where S is an involution. The role of symmetry here is to minimize
the codimension of the bifurcations, and also to satisfy the coincidence condition
mentioned in the last chapter, which is used to exclude the situation where no het-
erodimensional cycle can exist near the homoclinic loops. Since we need to consider
the perturbations which keep the symmetry, the construction of a heterodimensional
cycle here is more complicated than that in the general case.
We will show (Theorem 4.1) that a symmetric pair of heterodimensional cycles
will be born by splitting the homoclinic loops in such a way that a new symmetric pair
of homoclinic loops are formed together with the cycles. Besides, we prove (Theorem
4.2) that the volume-hyperbolic attractor introduced in Section 2.5 can simultaneously
contain heterodimensional cycles and a wild hyperbolic set.
4.1 Statement of results
We continue to consider the system X introduced in Section 3.1 in the coordinates
for which formula (3.1.2) is valid. Let the separatrix Γ+ form a homoclinic loop to
the saddle-focus O, and let system X fulfil the non-degeneracy condition of Section
3.1. Then, instead of the coincidence condition, we assume that system X satisfies
the following one:
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(3) Symmetry Condition: The system X is invariant with respect to the transfor-
mation R : (x, y, z) → (−x, y,Sz) where S is a non-trivial involution which changes
signs of some of the z-coordinates.
Thus, the existence of one homoclinic loop implies the existence of the second one (i.e.
Γ−), and moreover the y-component will be the same for both of these homoclinic
solutions. The symmetry also immediately implies the coincidence condition, which
allows for the emergence of essentially four-dimensional dynamics.
In what follows we consider the space of Cr-smooth dynamical systems which are
symmetric with respect to R.
Theorem 4.1. In any arbitrarily small Cr-neighbourhood r > 1 of X in the space of
the R-symmetric systems, there exists a system that has a symmetric pair of homo-
clinic loops to O, and a symmetric pair of heterodimensional cycles near those loops.
Each heterodimensional cycle is associated to two periodic orbits of indices 2 and 3.
Recall the argument below Theorem 3.3 in Section 3.2. We will consider Cr
systems with r > 3 in the computations. If X is originally C1 or C2 smooth, then we
can first make it C∞ by an arbitrarily small perturbation.
In what follows, we describe the steps used to create a heterodimensional cycle
in a small neighbourhood of Γ+∩Γ−∩O. At the birth of this cycle, a second one will
be obtained automatically by the symmetry.
First, like we did in the general case, we take a small cross-section Π to the local
stable manifold such that both homoclinic loops intersect Π, and denote the Poincare´
map on Π by T : Π → Π. According to Theorem 2.4, each of the homoclinic loops
Γ± is accumulated by a countable set of single-round index-2 saddle periodic orbits
of the flow. Consequently, there exist two sets of index-1 saddle fixed points of T
on Π, which are denoted by {P+k } and {P−k }. Each point from these sets survives
sufficiently small perturbations of the system. We embed X into a two-parameter
family Xµ,ρ of R-symmetric systems such that homoclinic loops split with a non-zero
velocity as µ changes. As before, we take µ as the x-coordinate of the point M+ where
the upper separatrix first intersects Π (so −µ is the x-coordinate of the point M− of
the first intersection of Γ− with Π). The second parameter is the ratio ρ = λ/γ. It
is well-known that arbitrarily close to µ = 0 there are values of µ for which both Γ+
and Γ− form a double-round homoclinic loop (see [20, 22, 24] and [34]). Crucially, we
show that by an arbitrarily small perturbation of ρ (in addition to that of µ), at the
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moment of existence of two double-round homoclinic loops, the unstable manifold of
a point P from the set {P+k } that survives the splitting of the original loop intersects
the strong-stable manifold of the point M− (see Lemma 4.3).
Next, we use a generalization of item 3 in Theorem 2.9 that if a system has
a homoclinic loop to a saddle-focus with ρ <
1
2
, then, by an arbitrarily perturba-
tion which changes the value of ρ without splitting the loop, one can create an infinite
sequence of double-round saddle periodic orbits with three-dimensional unstable man-
ifold which converges to the loop (see Lemma 4.4). In our situation, we can consider
a family of perturbations localized in a sufficiently small neighbourhood of O such
that neither the symmetry of the system is broken, nor the double-round loops are
split, nor the heteroclinic intersection between W u(P+k ) and W
ss(M−) is destroyed,
while the value of ρ changes with a non-zero velocity. Then, at an appropriately
chosen value of ρ the double-round loop Γ− becomes a limit of a sequence of 4-round
saddle periodic orbits with three-dimensional unstable manifold (see Figure 4.1 (a)).
On the cross-section Π, we thus have an infinite sequence of index-2 saddle points
Q−k of period 4 which converges to M
−; the stable manifolds of these points are
given by the leaves of the strong-stable foliation F1 through these points, so we have
W s(Q−k )→ W ss(M−) as n→ +∞ (see discussion after the non-degeneracy condition
in Section 3.1). Obviously, by an additional small perturbation we can break the
intersection between W u(P ) and W ss(M−) and create the heteroclinic intersection of
W u(P ) with W s(Q−k0), where Q
−
k0
is some point from {Q−k } (see Figure 4.1 (b)).
The last step is to show the existence of a transverse intersection of W s(P ) and
W u(Q−k0). Denote by P
+
k∗ the one closest to Π∩W s(O) of the points P+k that survive
the change of µ. We will prove that W u(Q−k0) intersects the stable manifold of P
+
k∗
using the expansion of two-dimensional areas by the Poincare´ map. The non-empty
intersection W s(P ) ∩W u(Q−k0) follows from the homoclinic relation between P and
P+k∗ . This finishes the proof of the theorem; see the detailed computations in Section
4.2.
4.1.1 Heterodimensional cycles in a strange attractor
Let us now consider the case where the bifurcations studied in this and the last
chapters happen within a strange attractor introduced in Section 2.5. We show that,
in this case, heterodimensional cycles obtained by Theorems 3.1,3.2 and 4.1 can belong
to such attractor and coexist there with a Newhouse wild set.
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Figure 4.1: As shown in figure (a), we can create an infinite sequence of index-2
point Q−k accumulating on M
− while keeping the intersection W u(P ) ∩W ss(M−) by
changing µ, ρ and ν together. In figure (b), the intersection W u(P ) ∩ W s(Q−k0) is
created by changing ν).
In order to have an attractor, we need the existence of a certain absorbing do-
main. We fix a neighbourhood of O where formula (3.1.2) is valid; by a linear scal-
ing of the variables, we can make the size of the neighbourhood equal to 1. Let
S = {(x, y1, y2, z) | |x| 6 1, ‖(y1, y2)‖ = 1, ‖z‖ 6 1} be a cross-section to W sloc(O).
Suppose that all orbits starting at S return to S. Then, the region D filled with
all orbits of the flow starting from S, plus the equilibrium O and its two unstable
separatrices Γ+ and Γ−, is forward invariant.
As we mentioned in Section 3.1, the non-degeneracy condition imposed on the
homoclinic loops Γ+ and Γ− along with the condition ρ < 1/2 implies the volume
hyperbolicity of the system near the set O ∪ Γ+ ∪ Γ−. We now assume that this
property extends to the whole of the forward invariant region D.
(4) Volume hyperbolicity Condition: The tangent bundle of D admits a con-
tinuous dominated splitting at any point of D: TD = N
ss ⊕ N c, where N ss is the
strong-stable subspace (corresponding to coordinates z near O) and N c is the center
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subspace (corresponding to coordinates x and y near O). The flow restricted to N ss
is exponentially contracting, and volumes are expanding in N c.
Note that this condition implies the existence of an absolutely-continuous invariant
foliation tangent to N ss at each point of D.
Recall that the attractor A ⊂ D is defined as the set of all points accessible from
O. It is a unique chain-transitive and completely stable set in D, and is accessible
from any point in D (see Section 2.5). Thus A is the unique Ruelle-Hurley attractor
of the system in D (see [41, 56]). The volume hyperbolicity implies that the attractor
A is chaotic in the sense that every orbit in it has a positive maximal Lyapunov
exponent. A complete description of the structure of A is impossible, as it may
include a Newhouse wild-hyperbolic set (see Theorem 2.12 in Section 2.5). Moreover,
the attractor A can contain coexisting saddle periodic orbits of different indices. Here
we strengthen the last statement by the following result based on Theorems 3.1 and
4.1.
Theorem 4.2. Let X be a Cr (r > 1) flow in Rn (n > 4) with an equilibrium O. If
X satisfies
(1) its characteristic exponents at O are γ,−λ±ωi (ω 6= 0) and αj (j = 1, 2 . . . n−
3) such that
Re(αj) < −λ < 0 < γ and ρ = λ
γ
<
1
2
;
(2) each of the unstable separatrices Γ+ and Γ− of O forms a homoclinic loop;
(3) the coincidence condition; and
(4) the volume hyperbolicity condition in the forward invariant neighbourhood D
of O ∪ Γ+ ∪ Γ− as defined above,
then, by an arbitrarily small perturbation in Cr topology, the system’s attractor A
in D contains a Newhouse wild set, a pair of homoclinic loops to O, and a pair of
heterodimensional cycles. Moreover, this perturbation can be made either with or
without splitting the original homoclinic loops, and it can be made R-symmetric if
system X is originally R-symmetric.
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4.2 Proof of Theorem 4.1
The proof is divided into several parts. We first describe the Poincare´ map T on
Π. After this, we consider a two-parameter family Xµ,ρ with X = X0,ρ∗ . We find
a sequence {(µj, ρj)} of parameter values accumulating on (0, ρ∗) such that system
Xµj ,ρj has a homoclinic loop Γ
− and a connection from a single-round index-2 periodic
orbit to this loop. More specifically, we show that there exists an index-1 fixed point
P on the cross-section Π such that W u(P ) ∩W ss(M−) 6= ∅. Then, we embed system
Xµj ,ρj (for a fixed j) into a three-parameter family Xµ,ρ,ν , where ν is a parameter
that controls the separation of W u(P ) and W ss(M−) localised near the intersection
point given by (µj, ρj) (so there is a parameter ν for each j). Let νj be the ν value
of system Xµj ,ρj . We find a sequence {(µnj , ρnj , νnj )}n of parameter values converging
to (µj, ρj, νj) such that the unstable manifold of P intersects the stable manifold of
an index-2 periodic point Q close to M−. In the end, we show the existence of the
non-empty intersection W s(P ) ∩ W u(Q) for every pair (µnj , ρnj , νnj ). Therefore, we
obtain a heterodimensional cycle of the map T , which corresponds to one in the flow
Xµnj ,ρnj ,νnj . A second cycle exists by the symmetry.
4.2.1 Coexistence of the homoclinic loop Γ− and an index-1
point P with W u(P ) ∩W ss(M−) 6= ∅
We use the same cross-section Π defined in Section 3.3.1 with Π1 = Π ∩ {x > 0},
Π2 = Π ∩ {x < 0} and Π0 = Π ∩ {x = 0}. The two components T1 : Π1 → Π and
T2 : Π2 → Π of the Poincare´ map T ≡ (T1, T2) are given by formulas (3.4.1) and
(3.4.2) with assuming the symmetry R:
T1 :

x¯ = µ+ Ayxρ cos (ω ln
1
x
+ θ) + o(xρ),
y¯ = 1 + A1yx
ρ cos (ω ln
1
x
+ θ1) + o(x
ρ),
z¯ = z+ +

A2yx
ρ cos (ω ln
1
x
+ θ2) + o(x
ρ)
. . .
An−2yxρ cos(ω ln
1
x
+ θn−2) + o(xρ)
 ,
(4.2.1)
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and
T2 :

x¯ = −µ− Ay|x|ρ cos (ω ln 1|x| + θ) + o(|x|
ρ),
y¯ = 1 + A1y|x|ρ cos (ω ln 1|x| + θ1) + o(|x|
ρ),
z¯ = Sz+ + S

A2y|x|ρ cos (ω ln 1|x| + θ2) + o(|x|
ρ)
. . .
An−2y|x|ρ cos(ω ln 1|x| + θn−2) + o(|x|
ρ)
 ,
(4.2.2)
where z ∈ Rn−3, A = y+
√
a211 + a
2
12, A1 =
√
a221 + a
2
22, Am = y
+
√
a2m+1,1 + a
2
m+1,2
(m = 2, . . . , n − 2), tanθ = −a12/a11, tan θ1 = −a22/a21, tan θm = −am+1,2/am+1,1.
Here aij are coefficients from the global map given by formula (3.3.3). The small
terms o(|x|ρ) (for both x > 0 and x < 0) are functions of x, y, z, µ, ρ satisfying (3.3.2).
Recall that we denote by M+ and M− the first intersection points of Π with Γ+
and Γ−. Here their coordinates are (µ, 1, z+) and (−µ, 1,Sz+). The maps Ti (i = 1, 2)
and T can be extended to Πi ∪ Π0 and Π respectively by letting
T1(0, y, z) = (µ, 1, z
+) and T2(0, y, z) = (−µ, 1,Sz+).
Note that the non-degeneracy condition mentioned in Section 3.1 is equivalent to
AA1 sin(θ1 − θ) 6= 0. (4.2.3)
If this condition is not satisfied, then we can make an arbitrary small perturbation to
achieve it, and it will hold for all Cr-close systems.
Let us now consider a two-parameter family Xµ,ρ, where X0,ρ∗ = X. Theorem 2.4
(in Section 2.2) implies that, for any system X0,ρ with ρ < 1, there exists a countable
set {P+k } ⊂ Π1 of index-1 fixed points of T1 accumulating on M+. We now pick
an arbitrary point P from this set. In what follows, we consider sufficiently small
perturbations such that P remains an index-1 fixed point of T1. The bound for the
size of such perturbation is given in Lemma 3.4 in Section 3.3.3. We have the following
result:
Lemma 4.3. For any given value ρ∗ ∈ (0, 1/2), there exists a sequence {(µj, ρj)}
accumulating on (0, ρ∗) such that the corresponding system Xµj ,ρj has a double-round
homoclinic loop Γ− whose first intersection point M− with Π has a strong-stable man-
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ifold W ss(M−) that intersects the unstable manifold W u(P ) quasi-transversely.
Proof. We first change µ to make Γ− a double-round homoclinic loop. This can be
done by solving the equation T2(M
−) = (0, y, z), where M−(−µ, 1,Sz+) is the first
intersection point of Γ− with Π, and y, z can be any number. By formulas (4.2.1) for
T1 and (4.2.2) for T2, we have
0 = µ+ A|µ|ρ cos(ω ln 1|µ| + θ) + o(|µ|
ρ) if µ < 0,
and
0 = −µ− Aµρ cos(ω ln 1
µ
+ θ) + o(µρ) if µ > 0.
Denote
ω ln(
1
|µ|) = 2pij0 + ξ0 − θ ξ0 ∈ [0, 2pi). (4.2.4)
The above two equations can be rewritten as
0 = exp
(−2pij0 − ξ0 + θ
ω
)
−A exp
(−2pij0ρ− ξ0ρ+ θρ
ω
)
cos ξ0+o
(
exp
(−2pij0ρ
ω
))
,
(4.2.5)
and
0 = exp
(−2pij0 − ξ0 + θ
ω
)
+A exp
(−2pij0ρ− ξ0ρ+ θρ
ω
)
cos ξ0+o
(
exp
(−2pij0ρ
ω
))
,
(4.2.6)
respectively.
We divide both sides of equations (4.2.5) and (4.2.6) by exp
(−2pij0ρ
ω
)
and take
the limit j0 → +∞. We seek for the solutions to the limit systems, which, by implicit
function theorem, will give us solutions to the original systems. We obtain a sequence
{µj0} of solutions of the form
µj0 = ± exp
(−2pij0 − pi
2
−mpi + θ
ω
)
+ o(1)j0→+∞ m = 0, 1. (4.2.7)
Obviously, µj0 → 0 as j0 → +∞. Such values of µ give us a double-round homoclinic
loop Γ− (and another one Γ+ by symmetry).
Let us now find the intersection ofW u(P ) withW ss(M−). Denote the coordinates
of P by (xp, yp, zp). By taking a vertical line joining P and a point on Π0 and iterating
it, one can check that the local unstable manifold W uloc(P ) of P is spiral-like and winds
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onto M+, which is given by
x = µ+ Aypt
ρ cos(ω ln
1
t
+ θ) + o(tρ),
y = 1 + A1ypt
ρ cos(ω ln
1
t
+ θ1) + o(t
ρ),
z = z+ +

A2ypt
ρ cos (ω ln
1
t
+ θ2) + o(t
ρ)
. . .
An−2yptρ cos(ω ln
1
t
+ θn−2) + o(tρ)

(4.2.8)
where t ∈ (0, xp). By Lemma 3.12 in Section 3.4.3, the strong-stable manifold
W ss(M−) is given by
x = −µ+ (z + z+)o(|µ|),
y = 1 + (z + z+)o(1),
(4.2.9)
The intersection point of W ss(M−) with W u(P ) is found by simultaneously solving
equations (4.2.8) and (4.2.9). By noting yp = 1 + O(x
ρ
p) from formula (4.2.1) and
z = z+ +O(tρ) from (4.2.8), finding the intersection W ss(M−)∩W u(P ) is equivalent
to solving the equations
2µ = −Atρ cos(ω ln 1
t
+ θ) + o(tρ) + o(|µ|),
o(1) = A1t
ρ cos(ω ln
1
t
+ θ1) + o(t
ρ).
(4.2.10)
This can now be seen as finding an intersection of a spiral given by the RHS of system
(4.2.10) of equations with a point (u(µ), v(µ)) := (2µ, o(1)). Note that the µ value
is given by equation (4.2.7), so here we will solve (4.2.10) for t and ρ. This can now
be seen as finding an intersection of a spiral given by the RHS of system (4.2.10) of
equations with a point (u(µ), v(µ)) := (2µ,O(|µ|α)). Note that the µ value is given
by equation (4.2.7), so here we will solve (4.2.10) for t and ρ.
We first find t. Let tan(θ1 − θ) = −b/a and rewrite equation (4.2.10) as
u = −Atρ cos(ω ln 1
t
+ θ) + . . . ,
v =
A1√
a2 + b2
tρ
(
b cos(ω ln
1
t
+ θ) + a sin(ω ln
1
t
+ θ)
)
+ . . . ,
where we denote the small terms that tend to zero as µ, t tend to zero by dots through-
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out the proof. The above equations yield
v
u
=
A1
−A√a2 + b2 (b+ tan(ω ln(
1
t
) + θ)) + . . . ,
i.e.
ω ln t = θ + arctan
(Av√a2 + b2
A1au
+
b
a
)
+ 2pik + . . . . (4.2.11)
Note that u = 2µ does not vanish (see (4.2.7)), so no matter how µ and ρ change,
equation (4.2.11) has a solution t which depends continuously on all parameters for
every fixed k.
We proceed to find the values for ρ. By plugging the coefficientsA = y+
√
a211 + a
2
12,
A1 =
√
a221 + a
2
22, tanθ = −a12/a11 and tan θ1 = −a12/a11 (see discussion under equa-
tion (3.3.7)) into (4.2.10), we have
u = −y+a11tρ cos(ω ln 1
t
)− x+a12tρ sin(ω ln 1
t
) + . . . ,
v = a21t
ρ cos(ω ln
1
t
) + a22t
ρ sin(ω ln
1
t
) + . . . ,
(4.2.12)
where dots denote small terms that tend to zero as µ, t tend to zero. By the non-
degeneracy condition (4.2.3), the matrix(
−y+a11 −y+a12
a21 a22
)
is invertible. We denote the inverse matrix as(
b11 b12
b21 b22
)
.
Then, we can rewrite equations in (4.2.12) as
b11u+ b12v = t
ρ cos(ω ln
1
t
) + . . . ,
b21u+ b22v = t
ρ sin(ω ln
1
t
) + . . . ,
which, by squaring, summing up the above equations and taking logarithm, gives
ρ ln t =
1
2
ln(b211u
2 + b212v
2 + b221u
2 + b222v
2 + 2(b11b12 + b21b22)uv) + . . . . (4.2.13)
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Let us divide equation (4.2.13) by (4.2.11) and consider the ratio
ρ
ω
=
ln(b211u
2 + b212v
2 + b221u
2 + b222v
2 + 2(b11b12 + b21b22)uv)
2θ + 2 arctan
(Av√a2 + b2
A1au
+
b
a
)
+ 4pik
+ . . . . (4.2.14)
Note that v may change as ρ and ω change, and the above equation is not an explicit
function for ρ. We will show that we can find values of ρ from this equation anyway,
and moreover they form a dense set when j0 and k tend to infinity.
The numerator of equation (4.2.14) satisfies
Cµ2 < b211u
2 + b212v
2 + b221u
2 + b222v
2 + 2(b11b12 + b21b22)uv < o(1)µ→0, (4.2.15)
where C is a constant independent of ρ, ω, µ and t. Note that the coefficients bij
depend on all parameters. However, the range of parameter change is small, so the
coefficients just vary slightly. This means that the constant C can be chosen the same
for all parameters under consideration, and it remains bounded away from zero and
infinity. We denote the right hand side of equation (4.2.14) by H. Inequality (4.2.15),
equation (4.2.7) along with the fact that the value
arctan
(Av√a2 + b2
A1au
+
b
a
)
is bounded imply that there exist two functions K1(j0) and K2(j0) such that
K1(j0)
k
< H <
K2(j0)
k
. (4.2.16)
HereK1(j0) andK2(j0) do not depend on t and parameters, and we haveK1(j0), K2(j0)→
+∞ as j0 → +∞. We now consider the function
G(ρ) =
ρ
ω
−H. (4.2.17)
By continuity, whatever j0 and k we choose, we can find a value of ρ such thatG(ρ) = 0
by changing ρ from K1(j0)/k to K2(j0)/k. Note that, for any given number, we can
choose a sequence of (j0, k) such that the corresponding intervals (K1(j0)/k,K2(j0)/k)
shrink to this number as (j0, k) → (+∞,+∞). Hence, we obtain a dense set of ρ
values. Lemma 4.3 is proven.
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4.2.2 An infinite sequence of index-2 periodic points
Here we consider a general Cr system X0,ρ in Rn (r > 3, n > 4) which has a saddle-
focus equilibrium O with a homoclinic loop Γ associated to it, and moreover, it has
exactly one positive characteristic exponent with the ratio ρ ∈ (0, 1/2). The following
result holds:
Lemma 4.4. For a dense set of ρ values in (0,
1
2
), the system X0,ρ has a countable
set of index-3 periodic orbits accumulating on Γ.
This lemma is a generalisation of item 2 in Theorem 2.9 for systems with dimen-
sion higher than three. The proof of this lemma is based on that of Lemma 3.6 with
a further discussion. Note that the ρ values obtained here are not the same as those
given by Lemma 4.3. We will show a way to apply this lemma to Lemma 4.3 in next
subsection.
Proof of Lemma 4.4. We consider Γ+ for the system X as the loop Γ here, and use
the cross-section Π1. The corresponding Poincare´ map is obtained by letting µ = 0
in formula (4.2.1) for T1. It is sufficient to prove that there exists a countable set of
index-2 periodic points of T1 accumulating on Γ
+.
Let {Q1(x1, y1, z1), Q2(x2, y2, z2)} ⊂ Π1 be an orbit of period 2 and index 2 under
T1. By (2.3.14), we have
ω ln
1
xi
= 2piji + ξi − θ, ξi ∈ [0, 2pi) i = 1, 2. (4.2.18)
By Lemma 3.5 (the index-2 condition) and formula (4.2.1), an orbit of T1 with period
2 and index 2 is given by
x2 = Ay1x
ρ
1 cos ξ1 + o(x
ρ
1),
y2 = 1 + A1y1x
ρ
1 cos (ξ1 + θ1 − θ) + o(xρ1),
z2 = z
+ +
 A2y1x
ρ
1 cos (ξ1 + θ2 − θ) + o(xρ1)
. . .
An−2y1x
ρ
1 cos(ξ1 + θn−2 − θ) + o(xρ1)
 ,
x1 = Ay2x
ρ
2 cos ξ2 + o(x
ρ
2),
y1 = 1 + A1y2x
ρ
2 cos (ξ2 + θ1) + o(x
ρ
2),
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z1 = z
+ +
 A2y2x
ρ
2 cos (ξ2 + θ2 − θ) + o(xρ2)
. . .
An−2y2x
ρ
2 cos(ξ2 + θn−2 − θ) + o(xρ2)
 ,
cos(ξ1 − ϕ) cos(ξ2 − ϕ) = cψ,
where −1 < c < 1 and ψ is a certain function of ξ, y, z depending continuously on
parameters and ψ → 0 as j1, j2 → +∞. By expressing y and z as functions of x, we
obtain a reduced system given by
x2 = −A|x1|ρ cos ξ1 + o(|x1|ρ) +O(|x1|ρ|x2|ρ),
x1 = −A|x2|ρ cos ξ2 + o(|x2|ρ) +O(|x1|ρ|x2|ρ),
cos(ξ1 − ϕ) cos(ξ2 − ϕ) = cψ.
It can be seen later that x1 and x2 satisfy the relation
|x1|ρ ∼ |x2|. (4.2.19)
Thus, we replace the terms o(|x1|ρ)+O(|x1|ρ|x2|ρ) and o(|x2|ρ)+O(|x1|ρ|x2|ρ)) in above
equations by o(|x1|ρ) and o(|x2|ρ), respectively. The relation (4.2.18) now brings these
equations to the following form:
exp
(−2pij2 − ξ2 + θ
ω
)
= A exp
(−2piρj1 − ρξ1 + ρθ
ω
)
cos ξ1 + o
(
exp
(−2piρj1
ω
))
,
(4.2.20)
exp
(−2pij1 − ξ1 + θ
ω
)
= A exp
(−2piρj2 − ρξ2 + ρθ
ω
)
cos ξ2 + o
(
exp
(−2piρj2
ω
))
,
(4.2.21)
cos(ξ1 − ϕ) cos(ξ2 − ϕ) = cψ. (4.2.22)
We solve this system with sufficiently large j1 and j2. Note that here we have
more equations than variables (ξ1, ξ2), so whether this system of equations is solvable
depends on the value of the parameter ρ. Throughout the rest of the proof, we denote
by dots the small terms which are functions of ξ1, ξ2, j1, j2 and tend to zero as j1 and
j2 tend to positive infinity.
4.2. Proof of Theorem 4.1 111
This system of equations has the same form as that in the proof of Lemma 3.6
in Section 3.3.3. The formulas for ξi are ((3.3.46) and (3.3.49))
ξ1 =
pi
2
+ k1pi + ϕ+ ψ(ξ1, ξ2, j1, j2, c), (4.2.23)
and
ξ2 =
pi
2
+ k2pi + . . . , (4.2.24)
where ki = 0, 1 since ξi ∈ [0, 2pi) (i = 1, 2), ϕ = arctan(ρ/ω), c ∈ (−1, 1) and the
function ψ = o(1)j1,j2→+∞ depends continuously on all arguments and parameters.
Also, a constrain on ρ is imposed as (see (3.3.48) )
ρj1 − j2 = ω ln(B cos ξ1)− θ + ρθ − ρξ1 + ξ2 + . . . , (4.2.25)
which implies the relation (4.2.19).
By implicit function theorem, we can express ξi as a function of j1, j2 and c from
equations (4.2.23) and (4.2.24). After plugging the new formulas for ξi into equation
(4.2.25), we have
ρj1 − j2 = Ψ(ρ, j1, j2, c), (4.2.26)
where c ∈ (−1, 1) and Ψ is a uniformly bounded function continuous in ρ and c. For
any fixed ρ ∈ (1/2) and c ∈ (0, 1), each solution (j1, j2) to equation (4.2.26) gives an
index-2 periodic orbit {Q1, Q2} of the Poincare´ map, and thus an index-3 periodic
orbit of the system X0,ρ. In what follows we show that there exists a dense set of ρ
values in (0, 1/2) such that, for each value ρ in this set, there exists a sequence {jn1 , jn2 }
of solutions satisfying jn2 /j
n
1 → ρ as n→ +∞. This immediately implies Lemma 4.4.
By the boundedness of Ψ(ρ, j1, j2, c), we can assume |Ψ| < C for some constant
C. Let N1 > 0 be any large integer and I1 = [a1, a2] be an arbitrary interval in
(0, 1/2). We fix c = c′ ∈ (−1, 1) and pick j11 > N1. We have
a1j
1
1 −Ψ(ρ, j1, j2, c′) < da1j11 + Ce = m1, (4.2.27)
and
a2j
1
1 −Ψ(ρ, j1, j2, c′) > ba2j11 − Cc = m2. (4.2.28)
Note that j11 can be chosen sufficiently large such that m2 > m1. Now consider the
function
F (ρ, j1, j2) := ρj1 −Ψ(ρ, j1, j2, c′)−m1.
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Equations (4.2.27) and (4.2.28) imply that
F (a1, j
1
1 ,m1) < 0 and F (a2, j
1
1 ,m1) > 0. (4.2.29)
Therefore, by the continuity of Ψ, there exist a value ρ1 ∈ I1 and a pair (j11 , j12 = m1)
such that they satisfy
ρ1j
1
1 − j12 = Ψ(ρ1, j11 , j12 , c′). (4.2.30)
Note that Ψ is also continuous in c, so one can find c11 and c
1
2 with c
′ ∈ (c11, c12) (or
(c12, c
1
1)) such that
Ψ(ρ1, j
1
1 , j
1
2 , c
1
1) < ρ1j
1
1 − j12 < Ψ(ρ1, j11 , j12 , c12). (4.2.31)
The continuity of Ψ in ρ now implies that there exists a neighbourhood J1 of ρ1 such
that inequality (4.2.31) holds for all ρ values taken from J1.
We choose I2 ⊂ J1 such that ρ1 /∈ I2. We can find ρ2 ∈ I2 and corresponding
pairs (c21, c
2
2) with c
2
1, c
2
2 ∈ (0, 1) and (j21 , j22) with j21 > N2 > j11 such that an inequality
of the same form of (4.2.31) holds. By proceeding like this, we will find a sequence
{In} of nested intervals. Consequently, there exist a value ρ0 ∈
⋂+∞
n=1 In, and two
sequences {(cn1 , cn2 )} and {(jn1 , jn2 )} where jn1 , jn2 → +∞ and jn2 /jn1 → ρ0 as n → +∞
such that
Ψ(ρ0, j
n
1 , j
n
2 , c
n
1 ) < ρ1j
1
1 − j12 < Ψ(ρ0, jn1 , jn2 , cn2 ). (4.2.32)
This means that for each n we can find a value cn ∈ (0, 1) such that
ρ0j
n
1 − jn2 = Ψ(ρ0, jn1 , jn2 , cn), (4.2.33)
which implies the existence of an index-2 period-2 point of T2.
Since I1 is chosen arbitrarily, such values ρ0 are dense in (0, 1/2).
4.2.3 Quasi-transverse intersection W u(P ) ∩W s(Q)
Note that Lemma 4.4 is valid for systems with double-round loops mentioned in
Lemma 4.3. Recall that parameter µ controls the splitting of the homoclinic loops
Γ± around the points Γ± ∩ Π, and parameter ρ is a function of the characteristic
exponents at O. In order to apply Lemma 4.4 to Lemma 4.3 while keeping the
intersection W ss(M−)∩W u(P ), we need to introduce another parameter that governs
the separation of W ss(M−) and W u(P ). More specifically, for any pair (µj, ρj) of
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parameter values in Lemma 4.3, we use a parameter ν to control the position of a
small piece of W ssloc(M
−) containing the corresponding intersection W ss(M−)∩W u(P ).
Denote by νj the ν value for system Xµj ,ρj given by Lemma 4.3. We now fix a
sufficiently large j, and consider a three-parameter family Xµ,ρ,ν near system Xµj ,ρj ,νj .
By adjusting all these parameters simultaneously, one can create a countable set {Qk}
of periodic orbits of index 2 accumulating on M− without destroying the intersection
W ss(M−) ∩W u(P ) obtained by Lemma 4.3. We remark here that the explicit ex-
pression for νj is not obtained at this moment. It could be found if we had a better
formula for the small terms o(|x|ρ) in (4.2.1) and (4.2.2). The following result holds.
Lemma 4.5. There exists a sequence {(µnj , ρnj , νnj )}n where (µnj , ρnj , νnj )→ (µj, ρj, νj)
as n → +∞ such that the separatrix Γ− forms a double-round homoclinic loop, and,
on the cross-section Π in system Xµnj ,ρnj ,νnj , there exits an index-1 fixed point P and
an index-2 period-4 point Q for which the intersection W u(P )∩W s(Q) is non-empty.
Moreover, this intersection is quasi-transverse.
Proof. We pick a pair (µj, ρj) given by Lemma 4.3. Using Lemma 4.4, one can find
a sequence {ρnj } of ρ values where ρnj → ρj as n → +∞ such that the correspond-
ing system Xµj ,ρnj ,νj contains a countable set of 4-round periodic orbits of index 3
accumulating on Γ−. This gives a sequence {Q−k } of index-2 period-4 points of T2
accumulating on M−.
Then, by changing µj and νj together, one can find µ
n
j and ν
n
j such that the
sequence {Q−k } and the non-empty intersection W ss(M−)∩W u(P ) are kept in system
Xµnj ,ρnj ,νnj . Obviously, (µ
n
j , ν
n
j )→ (µj, νj) as n→ +∞. Note that here we also need to
change µ to keep the homoclinic loop Γ− which may split when ρ changes.
Since the stable manifolds W s(Q−k ) and the strong-stable manifold W
ss(M−) are
leaves of the foliation F1, we have that W s(Q−k ) accumulates on W ss(M−) as well.
Consequently, a point Q ∈ {Q−k } satisfying W s(Q) ∩W u(P ) 6= ∅ can be found by
an arbitrarily small perturbation in ν for system Xµnj ,ρnj ,νnj . The quasi-transversality
of this intersection follows from the argument in the beginning of Section 3.3.4. By
denoting the new ν value by νnj , we obtain the sequence stated in Lemma 4.5.
4.2.4 Transverse intersection W s(P ) ∩W u(Q)
We recall the point P+k∗ defined in Section 3.4.2 above Lemma 3.9 (where k
∗ → +∞
as µ→ 0). It is the one with the largest subscript among all the remaining points in
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{P+k } after a small perturbation. We further assume that the point P ∈ {P+k } picked
in Section 4.2.1 has a subscript k satisfying
k > K(ρ∗) + 1, (4.2.34)
where K(ρ∗) is the integer in Lemma 3.10 in Section 3.4.2. It is the lower bound of the
subscript such that points Pk with K(ρ) < k < k
∗ are homoclinically related. Note
that K(ρ) is an integer, so, for any ρ sufficiently close ρ∗, we have K(ρ) 6 K(ρ∗) + 1.
In what follows we will show that, for any periodic point Q of T with index
2, its unstable manifold W u(Q) transversely intersects the stable manifold W s(P ).
To achieve this, we use Lemma 3.8, which states that the unstable manifold W u(Q)
intersects Π0 transversely. Note that Lemma 3.8 is applicable here by the same
argument used in Section 3.4.5 (in the beginning of the proof of Lemma 3.13). Then,
we consider the iterate under the map T (2) of a connected component L ⊂ W uloc(Q)
which intersects Π0, and show that some iterate of L transversely intersects the local
stable manifold W sloc(P
+
k∗) if Γ
+ and Γ− form double-round homoclinic loops, which
is the case when we consider the parameters given by Lemma 4.5 (see Lemma 4.6
below).
Note that we consider sufficiently small perturbations (i.e. µ is sufficiently small)
such that the point P stays a index-1 fixed point of the map T1, which means that
P is a point from {P+k } with k < k∗. By Lemma 3.10 in Section 3.4.2, the points P
and P+k∗ are homoclinically related. Therefore, by λ-lemma, we obtain the transverse
intersection W s(P )∩W u(Q). This intersection along with the quasi-transverse inter-
section W u(P )∩W s(Q) obtained in Lemma 4.5 immediately implies the existence of
a heterodimensional cycle of the Poincare´ map T associated to P and Q. It follows
that we obtain a heterodimensional cycle associated to two periodic orbits of indices
2 and 3 in the full system Xµnj ,ρnj ,νnj . In this way Theorem 4.1 will be proven.
Let us now give the lemma used in the above argument. Lemma 3.8 shows that
the local unstable manifold W uloc(Q) contains a connected component L intersecting
the surface Π0. Let l ⊂ L be a curve joining two points M0(0, x0, z0) ∈ L ∩ Π0 and
M1(x1, y1, z1) ∈ (L ∩ Π1) \ Π0. We now consider the iterate of this curve l under the
map T . We have the following lemma.
Lemma 4.6. If Γ+ and Γ− are two double-round homoclinic loops, then there exists
some i such that the iterate T (i)(l) intersects the local stable manifold W sloc(P
+
k∗).
This lemma immediately implies the existence of the non-empty transverse intersec-
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tion W sloc(P
+
k∗) ∩W uloc(Q).
Proof of Lemma 4.6. By Lemma 3.4, the local stale manifold W sloc(P
+
k∗) is given by
x = C exp(
−pik∗
ω
) + o(1)k∗→+∞ = xk∗ + o(1)k∗→+∞, (4.2.35)
where xk∗ is the x-coordinate of P
+
k∗ . Therefore, by Lemma 3.9, we can find two pos-
itive constants C2 and µ(C2) such that W
s
loc(P
+
k∗) is below the surface {x = C2|µ|
1
2ρ}
for all µ ∈ (−µ(C2), µ(C2)). Consequently, if x1 > C2|µ|
1
2ρ , then Lemma 4.6 automat-
ically holds. We now assume
x1 < C2|µ|
1
2ρ . (4.2.36)
We first show that there exists a point M2(y2, x2, z2) ∈ l with 0 < x2 < x1 such
that the x-coordinate x¯2 of its second iterate T
(2)(M2) is lager than x1. Note that
we have T (2)(M2) = T
(2)
1 (M2) if µ > 0 and T
(2)(M2) = T2 ◦ T1(M2) if µ < 0. For
certainty, we consider the case where µ > 0. The same result holds for the other case.
Since M0 ∈ Π0 and the homoclinic loop Γ+ is double-round (i.e. we consider here
only the parameter values given by Lemma 4.5), we have
T1(M0) = M
+(µ, 1, z+) and T
(2)
1 (M0) = (0, y¯0, z¯0). (4.2.37)
Let M(x, y, z) be an arbitrary point on l and we consider the x-coordinate x¯ of its
second iterate T
(2)
1 (M). Recall the equation for x-coordinate in the formula (4.2.1) of
the map T1, which is
F (x, y, z) := x¯ = µ+ Ayxρ cos (ω ln
1
x
+ θ) + o(xρ). (4.2.38)
By mean value theorem, we have
x¯ = x¯− 0
= F (x¯, y¯, z¯)− F (µ, 1, z+)
=
∂F (xt, yt, zt)
∂x
(x¯− µ) + ∂F (xt, yt, zt)
∂y
(y¯ − 1) + ∂F (xt, yt, zt)
∂z
(z¯ − z+),
(4.2.39)
where (xt, yt, zt) = (1− t)(x¯, y¯, z¯)+ t(µ, 1, z+) for some t ∈ (0, 1). By equation (4.2.38)
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and formula (4.2.1) of the map T1, equation (4.2.39) yields
x¯ = (
√
ρ2 + ω2xρ−1t cos(ω ln
1
xt
+ θ − ϕ) + o(xρ−1t ))(x¯− µ) +O(xρt )(x¯− 1)
+O(xρt )(z¯ − z+)
=
√
ρ2 + ω2xρ−1t cos(ω ln
1
xt
+ θ − ϕ)Ayxρ cos(ω ln 1
x
+ θ) + o(xρ−1t x
ρ),
(4.2.40)
where φ = arctan(
ω
ρ
).
Let us now find an estimate for x¯. It can be seen from equation (4.2.40) that the
first term in (4.2.40) is dominant if
cos(ω ln
1
x
+ θ) 6= 0 and cos(ω ln 1
xt
+ θ − ϕ) 6≡ 0 t ∈ (0, 1). (4.2.41)
Moreover, this first term is also monotone if cos(ω lnxt
−1 + θ − ϕ) does not change
sign for all t ∈ (0, 1). In what follows we find points on the curve l satisfying these
conditions and the lower bound of the x-coordinates x¯ of their second iterate under
the map T1.
Obviously, there exists a sufficiently small ε > 0 such that if∣∣∣∣ln 1µ − ln 1x¯
∣∣∣∣ < ln(1 + ε) i.e. ∣∣∣∣ x¯µ − 1
∣∣∣∣ < ε, (4.2.42)
then cos(ω lnxt
−1+θ−ϕ) does not change sign for all t ∈ (0, 1), and therefore equation
(4.2.40) implies that
|x¯| > C3µρ−1|Ayxρ cos(ω ln 1
x
+ θ) + o(xρ)|, (4.2.43)
where C3 is a constant depending on ε. Now recall the variable ξ introduced by the
relation (2.3.14) that
ω ln
1
|x| = 2pij + ξ − θ ξ ∈ [0, 2pi). (4.2.44)
We consider a sequence {Mcj(xcj, ycj, zcj)}j of points on the curve l such that
cos(ω ln
1
xcj
+ θ) = cos ξcj 6= 0. (4.2.45)
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Specifically, we consider points that satisfy
∂F (xcj, ycj, zcj)
∂x
= 0 (4.2.46)
i.e. √
ρ2 + ω2xρ−1cj cos(ξcj − ϕ) + o(xcj) = 0,
which implies
ξcj =
pi
2
+ φ+ kpi + · · · (4.2.47)
where k = 0, 1 since ξcj ∈ [0, 2pi) and the dots denote terms that go to zero as j goes
to plus infinity. Generically, inequality (4.2.45) is satisfied by those ξcj.
Note that, for any ε, condition (4.2.42) can be satisfied by all points in {Mcj}
with sufficiently large j. This is because, by equation (4.2.38), we have∣∣∣∣ x¯cjµ − 1
∣∣∣∣ = ∣∣∣∣Aycjxρcj cos ξcj + o(xρcj)µ
∣∣∣∣ < ε (4.2.48)
when xcj is sufficiently small (i.e. j is sufficiently large) since ycj is uniformly bounded
by the definition of the cross-section Π. Indeed, by the relation (4.2.44), equation
(4.2.48) yields∣∣∣∣Aycj exp(−2piρj − ρξcj + ρθω
)
cos ξcj + o
(
exp
(−2piρj
ω
))∣∣∣∣ < µε, (4.2.49)
i.e.
j >
θ − ξcj
2pi
− ω
2piρ
ln
µε
Aycj| cos ξcj| + o(1)j→+∞ =: J1 + o(1)j→+∞. (4.2.50)
Now let J2 be the smallest integer such that the above small term o(1)j→+∞ is lesser
than 1 for all j > J2, and let J = max(J1 + 1, J2). It follows that all points Mcj with
j > J satisfy the condition (4.2.42).
Note that equation (4.2.45) implies that there exists a constant C4 which does
not depend on µ such that we have
|Aycjxρcj cos ξcj + o(xρcj)| > C4xρcj. (4.2.51)
Thus, for points Mcj with j > J , inequality (4.2.43) now implies
|x¯cj| > C3C4µρ−1xρcj. (4.2.52)
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We next claim that there exists a positive constant C5 independent of µ such
that one can always find some j0 > J satisfying the inequality
xρcj0 >
εµ
C5
(4.2.53)
at µ 6= 0. By the relation (4.2.44), inequality (4.2.53) is equivalent to
exp
(−2piρj0 − ρξcj0 + ρθ
ω
)
>
εµ
C5
, (4.2.54)
i.e.
j0 <
θ − ξcj0
2pi
− ω
2piρ
ln
µε
C5
. (4.2.55)
By comparing inequality (4.2.55) with the definition of J (4.2.50) and noting that
Aycj| cos ξcj| is bounded, one can easily find the constant C5 stated in the claim.
We now consider the point Mcj0 . The assumption x1 < C2|µ|
1
2ρ (4.2.36) and
inequality (4.2.53) imply
xρcj0 >
εµ
1
2
C2C5
xρ1. (4.2.56)
The x-coordinate x¯cj0 of the second iterate T
(2)
1 (Mcj0) can be now estimated by in-
equalities (4.2.52) and (4.2.56) as
|x¯cj0| >
εC3C4
C2C5
µρ−1xρ1. (4.2.57)
Note that the constants C2, C3, C4 and C5 do not depend on µ, and the point Mcj0
exists for all µ 6= 0 by the above claim. Therefore, we can choose µ sufficiently small
such that inequality (4.2.57) implies
|x¯cj0| > 2x1. (4.2.58)
Note that the sign of y¯cj0 is the same of that of cos(ω ln yt
−1 + θ−ϕ) cos ξcj0 (see
(4.2.40)). When ε is small, the sign of cos(ω ln yt
−1 + θ − ϕ) depends on the value of
µ. Also, it can be seen from equation (4.2.47) that
Aycj0x
ρ
cj0
cos ξcj0 + o(x
ρ
cj0
) > 0 if k = 1,
and
Aycj0x
ρ
cj0
cos ξcj0 + o(x
ρ
cj0
) < 0 if k = 0.
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It follows that we can choose k accordingly such that x¯cj0 given by equation (4.2.40)
is positive. Consequently, we can rewrite inequality (4.2.58) as
x¯cj0 > 2x1. (4.2.59)
Now Let Mcj0 be the point M2(x2, y2, z2) mentioned in the beginning of the
proof. We return to the iterate of the curve l joining points M0 and M1(x1, y1, z1).
From the above argument, the second iterate T
(2)
1 (l) contains a curve l1 joining points
T
(2)
1 (M0) =: M3 and T
(2)
1 (M2) =: M4(x4, y4, z4) such that x4 > 2x1. Note that we have
M3 ∈ Π0 since the separatrices Γ+ and Γ− form double-round homoclinic loops for
the µ values considered, i.e. T (2)(Π0) ⊂ Π0. Hence, we can apply the same argument
to the curve l1, and obtain a point M5 ∈ l1 and a new curve l2 ⊂ T (2)(l1) joining
points T (2)(M3) =: M6 ∈ Π0 and T (2)(M5) =: M7(x7, y7, z7) such that x7 > 2x4. This
procedure can be continued until we find a curve lk joining points M3k ∈ Π0 and
M3k+1(x3k+1, y3k+1, z3k+1) such that the assumption (4.2.36)
x3k+1 < C2|µ|
1
2ρ
is violated. Consequently, we now have
x3k+1 > C2|µ|
1
2ρ ,
which means that lk intersects W
s
loc(P
+
k∗). The lemma is proven.
4.3 Proof of Theorem 4.2
Note that heterodimensional cycles created by Theorem 3.1 correspond to perturba-
tions that keep the original homoclinic loops, while those created by Theorem 4.1
correspond to perturbations that split the original homoclinic loops. In what follows,
we prove this corollary using Theorem 4.1. The proof with using Theorem 3.1 is the
same up to different parameter set to consider.
We first prove that, by an arbitrarily small perturbation to system X, we can si-
multaneously find heterodimensional cycles and a wild hyperbolic set. Then, we show
that with condition (4) satisfied the heterodimensional cycles and the wild hyperbolic
set belong to the attractor A.
Lemma 4.7. There exists a sequence {Xm} of systems converging to system X in
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Cr topology such that each system Xm contains a heterodimensional cycle as well as
a wild hyperbolic set.
Proof. Recall Theorem 2.7 and the discussion below it in Section 2.4. There exists
a countable set of periodic orbits of X with index-1 in any small neighbourhood of
the homoclinic loop Γ+. Besides, for some sufficiently large integer K > 0 and any ρ′
close to ρ∗ (i.e. the saddle value of system X), there exists an invariant hyperbolic
set ΛK,ρ′ in any such neighbourhood with one-to-one correspondence to the set of
two-sided sequences {in}+∞−∞, where ρ′in 6 in+1 and in > K for all n. For any small
µ 6= 0, there exists K¯ >> K such that one can find a closed invariant hyperbolic
set ΛK,K¯,ρ′ with one-to-one correspondence to the set of two-sided sequence {in}+∞−∞,
where ρ′in 6 in+1 and K 6 in 6 K¯ for all n. The purpose of finding K¯ is to single out
a closed subset ΣK,K¯,ρ′ from ΣK,ρ′ such that ΛK,K¯,ρ′ survives from small perturbation
due to its closeness. Note that the sets ΛK,ρ′ and ΛK,K¯,ρ′ corresponding to different
ρ′ are different, but they all exist in system X. We drop the subscript ρ′ of these sets
for avoiding ambiguity.
The set ΛK,K¯ can be wild. Indeed, Theorem 2.8 shows that there exists a dense
set {ρ¯k} of ρ values in (0, 1/2) such that system Xρ¯k contains a homoclinic tangency
associated to a periodic orbit L in ΛK . By choosing K¯ sufficiently large, we can
ensure that the periodic orbit L lie in the set ΛK,K¯ , and therefore make ΛK,K¯ a wild
hyperbolic set.
By the Newhouse theorem (see [36, 52]), for each ρ¯k, we have a small neighbour-
hood of it such that, for each ρ value in it, the corresponding systems Xρ contains a
wild hyperbolic set. Moreover, systems sufficiently close to system Xρ in C
r topology
also contain such sets. Let ε be the set of parameters other than ρ. It follows that
there exist infinitely many open neighbourhood Bρ¯k of Xµ=0,ρ¯k in the space of C
r sys-
tems such that any system in these neighbourhoods has a wild hyperbolic set ΛK,K¯ .
Let us pick another sequence of neighbourhoods
Bm =
{
‖X0,ρ −X‖ < 1
2m
}
,
where ‖ · ‖ is the Cr norm. Since ρ¯k is dense in (0, 1/2), for each m, there exists a
ρ¯k such that Bρ¯k is included in Bm. By Lemma 4.3, there is a pair (µj, ρj) such that
system Xµj ,ρj belongs to Bρ¯k . Note that Γ
+ forms a double-round homoclinic loop in
Xµj ,ρj , so the set ΛK,K¯ exists. Then, Lemmas 4.5 and 4.6 imply that one can find a
system Xµnj ,ρnj ,νn ∈ Bρ¯k such that it has a heterodimensional cycle. Consequently, we
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have found a system in Bm that simultaneously contains a wild hyperbolic set ΛK,K¯
and a heterodimensional cycle. The lemma follows immediately.
We next prove that the set ΛK,K¯ and the heterodimensional cycle coexist in the
attractor A of system Xm. Recall the cross-section defined in Section 4.1.1, which is
S = {(x1, x2, y, z)|‖(x1, x2)‖ = 1, |y| 6 1, ‖z‖ 6 1}.
It is also a cross-section for W sloc(O). Denote W
s
loc(O) ∩ S by S0, {y > 0} ∩ S by S1
and {y 6 0} ∩ S by S2. By the assumption of the volume hyperbolicity in D, system
X always have a strange attractor A in D.
Let us recall some properties of this attractor given by Theorem 2.10 in Section
2.5. Denote by M±i the successive intersections of separatrices Γ
± with the cross-
section S. The intersection A ∩ S consists of N connected components, where 2 6
N < 2+l(ρ) is a finite number bounded above by a function l(ρ) > 0 with 0 < ρ < 1/2,
and each connected component contains at least one of the points M±i . Note that N
is independent of parameters other than ρ. Moreover, we have two integers N+ and
N− satisfying N+ +N− = N such that
A ∩ S = A+1 ∪ · · · ∪ A+N+ ∪ A−1 ∪ · · · ∪ A−N− ,
where A+i and A
−
j are disjoint connected components. Denote by TS ≡ (TS1 , TS2) the
Poincare´ map on S = S1 ∪ S2. We have
A+i ∩ S0 = ∅, A−j ∩ S0 = ∅ (4.3.1)
and
TS1((A
+
N+ ∪ A−N−) ∩ S1) = A+1 , TS2((A+N+ ∪ A−N−) ∩ S2) = A−1 ,
A+i = TS1A
+
1 , A
−
j = TS2A
−
1 ,
(4.3.2)
where 1 < i < N+ and 1 < j < N−.
We assume that, at µ = 0, the unstable separatrices Γ+ and Γ− of the system X
intersect S for M times in total such that M > N , where N is the above-mentioned
number of the connected components. This assumption is not a restriction. Indeed,
results in [22] state that a homoclinic loop to a saddle focus equilibrium can be split
in a way such that the splitting forms a new loop with arbitrary more rounds with
respect to the original one. Suppose now the system X has a single round homoclinic
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loop. Let us choose a surface L corresponding to systems having a homoclinic loop to
a saddle-focus equilibrium in the space of dynamical systems, and let it contain the
system X. Then the surfaces corresponding to systems having homoclinic loops with
arbitrarily many rounds are accumulating on L. Since our family Xε is transverse to
L with respect to µ, it is transverse to all close surfaces. Let Xε0 := X. It follows that
we can pick Xε∗ , with ε
∗ arbitrarily close to ε0 from either left or right, such that the
system at ε = ε∗ has a homoclinic loop with more than one round, which intersects S
for multiple times. Any result on bifurcation that holds for all such system Xε∗ will
automatically hold for Xε0 .
We now choose the cross-section Π used in the proof of Theorem 4.1 sufficiently
small such that the loops Γ± are still single-round with respect to Π in system X,
and therefore double-round in systems Xm. This makes all the arguments used for
proving Theorem 4.1 valid here.
Let P1 be the index-1 point of the Poincare´ map T on Π used to create a het-
erodimensional cycle in system Xm by Theorem 4.1. In system Xm, the periodic orbit
L of the flow whose stable manifold intersects its unstable manifold non-transversely
is double-round with respect to Π. There are two points in L ∩ Π, and we denote
by P2 ∈ Π1 the one closer to Π0 = Π ∩ {x = 0}. By Lemma 3.9, the point P1 can
be chosen such that its x-coordinate x1 is in (0, |µ|). The point P2 can be arbitrarily
close to Π0 by choosing L close to Γ
+ (see the discussion below Theorem 2.8 in Section
2.4). Especially, we can let its x-coordinate x2 also lie in (0, |µ|). By Lemma 3.4, we
know that the local stable manifolds W sloc(Pi) (i = 1, 2) are given by
x = xi + o(1)xi→0, (4.3.3)
which are bounded between Π0 and {x = |µ|}. We now follow the backward orbits
of the flow starting on W sloc(Pi) until they intersect the cross-section S. This gives
us two periodic points P ′i ∈ S of the map TS along with their local stable manifolds
W sloc(P
′
i ). One can check that those manifolds are bounded by S0 and {x = o(1)µ→0},
where the small term is positive and is a continuous function of x1, x2 and µ. In fact,
it was mentioned in Section 2.5 (see also [75]) that the stable manifold of a fixed point
of TS is a nearly horizontal curve circling around O on the cylinder-like cross-section
S; by choosing a small part S∗ from S such that P ′i is a fixed point of TS|S∗ , we can
achieve the same result on W s(P ′i ). This means that points on W
s(P ′i ) have the same
x-coordinate x′i of P
′
i up to some small corrections. Obviously, x
′
i → 0 as xi → 0. Note
that we can pick Pi with sufficiently small x-coordinates when |µ| is sufficiently small.
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Therefore, the stable manifolds W s(P ′i ) (i = 1, 2) lie under a surface {x = o(1)µ→0}.
We are now in the position to finish the proof. Recall the discussion on the
attractor A. Since we have M > N , the connected component M+N+ ∈ A+N+ is at a
finite distance from S0. Therefore, we obtain a connected curve l
+ ⊂ A+N+ joining
M+N+ and a point on S0. If l
+ ⊂ S1, then we have W sloc(P ′i ) ∩ l 6= ∅ by choosing
µ sufficiently small; if l+ ⊂ S2, then we achieve the same result by consider similar
points Pi from Π2. Note that the manifolds W
s
loc(P
′
i ) are sufficiently long to intersect
the connected components since they circle around O on S for multiple times. Recall
that attractor A is the set of points accessible from the equilibrium O. Hence, the
set A∩S contains W s(P ′i ) and P ′i along with their unstable manifolds, which implies
that it contains a heterodimensional cycle as well as a wild hyperbolic set of the map
T . When we return to the full system Xm, we find a heterodimensional cycle and the
wild hyperbolic set ΛK,K¯ coexisting in A. The theorem is proven.
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