The synchronization of human networks is essential for our civilization, and understanding the motivations, behavior, and basic parameters that govern the dynamics of human networks is important in many aspects of our lives. Human ensembles have been investigated in recent years, but with very limited control over the network parameters and in noisy environments. In particular, research has focused predominantly on all-to-all coupling, whereas current social networks and human interactions are often based on complex coupling configurations, such as nearest-neighbor coupling and small-world networks. Because the synchronization of any ensemble is governed by its network parameters, studying different types of human networks while controlling the coupling and the delay is essential for understanding the dynamics of different types of human networks. We studied the synchronization between professional violin players in complex networks with full control over the network connectivity, coupling strength of each connection, and delay. We found that the usual models for coupled networks, such as the Kuramoto model, cannot be applied to human networks. We found that the players can change their periodicity by a factor of three to find a stable solution to the coupled network, or they can delete connections by ignoring frustrating signals. These additional degrees of freedom enable new strategies and yield better solutions than are possible within current models. Our results may influence numerous fields, including traffic management, epidemic control, and stock market dynamics.
The synchronization of coupled ensembles appears in numerous fields, including biology [1, 2] , astronomy [3] , psychology [4, 5] , optics [6, 7, 8] , economics [9] and politics; at different size scales, from the synchronization of planets [3] to the synchronization of subatomic particles [10] ; and in different time-scales, from slow-moving mechanical structures [11, 12] to coupled ultrafast lasers [13, 14] . Synchronization is crucial for the life of all living species on our planet [1, 2] , from the cellular level [15, 16] to the crowd synchrony of large groups [17] . In particular, the synchronization of human networks is essential for our civilization [18, 19, 20] and can impact the physical and mental well-being of individuals in groups [4, 5] . Understanding the motivations, behavior, and basic parameters that govern the dynamics of human networks is important for many aspects of our lives, including stock market dynamics [9] , traffic management [21] , epidemic control [22] and investigating the decision-making processes in different types of groups [23, 24, 25, 26] . Additionally, studying the dynamics of human networks will help predict the consequences of introducing artificial intelligence into our highly connected world, where each node in a computer network will have complex decision-making ability [27, 28] .
Human ensembles and crowd synchrony have been investigated in recent years. Synchronized brokers in the stoke market were found to earn more money [9] , the synchronization of crowd attention was shown to be a basic survival mechanism [29, 30] , pedestrians walking on the London Millennium bridge synchronized their footsteps through the bridge vibrations to form macroscopic oscillations of the bridge above a critical number [11] , the collective movement of concert audiences showed vortexes and gaslike states [31, 32] , the synchronized movements of dancers differ from those of nondancers [33, 34] , and an audience clapping hands shows both synchronization and period doubling [35, 36] .
However, all these seminal studies had limited control over the network parameters, namely, the connectivity of the network, coupling strength, and delay between individuals, and were subject to noisy environments. In particular, these studies focused mostly on all-to-all coupling, whereas current social networks and human interactions are often based on complex coupling configurations. To date, there are no studies of the synchronization of complex human networks, e.g., one-dimensional, two-dimensional, scale-free or small-world connectivity [37, 38] . Additionally, the influence of changing the coupling strength or the delay between two individuals is critical for the dynamics of the network and has not been studied in human networks thus far.
We studied the synchronization between professional violin players in complex human networks with full control over the network connectivity, the coupling strength of each connection, and the delay. We set sixteen isolated electric violin players to repeatedly play a musical phrase. We collected the output from each violin and controlled the input to each player via noise cancellation headphones. The players could not see or hear each other apart from what was heard in their headphones. All the players started playing together with the help of an external conductor who set the rhythm during the first period. The only instruction to the players was to try synchronize their rhythm to what they hear in their headphones. A picture of the experimental setup is shown in Fig. 1 , and the musical phrase is shown in the inset. We established different network connectivities and introduced delayed coupling between the players while monitoring the phase, periodicity, volume and frequency of each player with a mixing system. Figure 1: Sixteen coupled electric violin players repeating a musical phrase presented in the inset. The audio output from each violin is connected to our computer-controlled mixing system. Then, the mixing system sends to the headphones of each player a sum of audio signals of the desired connectivity, strength and delay.
Our results reveal that the usual models for coupled networks such as the Kuramoto model [39, 40, 41, 42 ] cannot be applied to human networks. We found that the players can change their periodicity to find a stable solution to the coupled network with delayed coupling [35, 36, 43] In our first experiment, we set the coupling between the players to zero, causing the players to hear only themselves. We measured the time it took for each of the players to play the musical phrase and denoted this time as the periodicity of the player. In Fig. 2(a) , we show the phase of each player as a function of time, where blue denotes the beginning of the musical phrase and yellow denotes the end. In Fig. 2(b) , we show the periodicity of all the players and the standard deviation of the periodicity as a function of time. The opening phrase, accompanied by an external rhythmical beat, verified that all the players started with the same periodicity; after the beat stopped, the periodicity of each player deviated towards his natural one. The periodicities of the players were spread as a function of time, reflecting that the players could not hear each other.
Then, we introduced coupling between the different players with our mixing system. The coupling strength between each pair of players was calibrated by a logarithmic scale of the volume [44] . We arranged the players in two configurations, a one-dimensional open chain and an all-to-all coupling where each player was coupled to all the others. In each configuration, we started with a coupling strength of 0.5 and reduced it linearly to zero over a period of 4 minutes. We measured the in-phase order parameter in the network as a function of the coupling strength and present the results in Fig. 2 (c). The in-phase order parameter is calculated by cos (ϕ i − ϕ j ) , where ϕ i is the phase of the i'th player, ϕ j is the phase of its coupled neighbor, and we average over all connections. Similar to other networks, the order parameter of the all-to-all configurations remained high for lower coupling strength than the one-dimensional configuration. Next, we set the coupling strength to 0.5, which is strong enough to insure synchronization, as shown by Fig. 2(c) . Then, we imposed a delay on the coupling between the players, starting from zero delay and slowly increasing it until the delay is equal to the duration of the musical phrase. The delay prevents the players from synchronizing with each other, which leads them to shift from in-phase synchronization to other states of synchronization. We demonstrate these states of synchronization by examining the synchronization of two coupled violin players as a function of the delay, schematically shown in Fig. 3(a) . In Fig. 3(b) , we present the progress of each player by a color code. In Fig, 3(c) , we show the periodicity as a function of the delay together with the out-of-phase order parameter, sin (ϕ i − ϕ j ) . The results reveal three states of synchronization, namely:
• Initially, the delay is zero, so the two players are perfectly synchronized in phase. With the introduction of the delay, they increase the periodicity (play slower) to keep the delay small relative to the duration of each note. This state is emphasized on the left side of Fig. 3(b) and is indicated by the increased periodicity, presented in Fig. 3(c) . This effect was also observed when playing over the Internet with a small delay [45] .
• When the delay was further increased, the players could not maintain an in-phase synchronization state, as one of them started to ignore the other and returned to its original periodicity. In our case, player #1 ignored player #2, while player #2 still followed player #1, which is emphasized in the middle part of Fig. 3(b) .
• When the delay was increased to approximately half of the periodicity, an out-of-phase synchronization emerged that satisfied both players. This state is highly stable; therefore, when the delay is further increased, the players increase the periodicity to ensure that the periodicity is always double the delay. This is shown in Fig. 3(c) , where the out-of-phase order parameter is presented by the red curve. Once this order parameter approaches unity, it stays there, and the periodicity increases linearly with the delay. This is also observed by the checkerboard pattern on the right side of Fig. 3(b) . When increasing the number of the coupled violin players to 4, 6 or 8, as shown in Fig. 4(a) , (d) and (g), they follow the same behavior as the delay is increased: we first observe an in-phase synchronization with a reduction in periodicity; next, each player spontaneously decides to ignore one of its inputs. If all the players are ignoring the same side, they create a vortex synchronization, as seen in Fig. 4(h) , while if some are choosing one side and others choose another side, they create an arrowhead-shaped synchronization, as seen in Fig. 4(e) . Finally, when the delay reaches approximately half of the periodicity, a stable and highly ordered out-of-phase synchronization emerged, as evidenced by the checkerboard pattern emphasized at the right side of Fig. 4(b) , (e) and (h), together with the linear increase in periodicity as a function of the delay, as seen in Fig. 4 (c), (f) and (i) and the out-of-phase order parameter, which approaches unity.
For odd numbers of violin players, the out-of-phase state of synchronization is no longer stable [46, 47, 48] . In such cases, the players spontaneously choose to ignore one of the connections, which breaks the chain to form an open chain where the out-of-phase synchronization state is possible. Thus, the players change the connectivity of the configuration into one with a stable solution. In Fig. 5 , we present the results for three and five coupled violin players. When the delay is low, the players remain in an in-phase synchronization, as shown on the left side of (a) and (c), while increasing the periodicity, as shown in (b) and (d). When we increase the delay, the players choose either a vortex state, as shown in (a), or an arrowhead state, as shown in (c). Finally, when the delay reaches half of the periodicity, the players prefer the out-of-phase state of synchronization while ignoring one of the connections, as shown on the right side of (a) and (c). When this state is achieved, it is highly stable, as seen by the out-of-phase order parameter shown in (b) and (d) calculated for open-chain connectivity. When the delay is further increased, the players increase the periodicity, keeping it twice the delay, to maintain the out-of-phase synchronization state, as shown in (b) and (d).
For nine or more coupled violins, as schematically shown in Fig. 6(a) , the violin players can find an approximate out-of-phase synchronization state without breaking the connection by shifting each player by 2π/9 toward the top of the out-of-phase synchronization. The combination of an out-of-phase state with a vortex state is shown on the right side of Fig. 6(b) . We evaluated the out-of-phase order parameter, which reaches 0.9 instead of unity due to this vortex shown in Fig. 6(c) . Nevertheless, this state is as stable as the regular out-of-phase states, as evidenced by the increase in periodicity as a function of the delay while keeping the order parameter at 0.9. Figure 4 : Four, six, and eight violin players coupled as schematically shown in (a), (d) and (g) with increasing delay between the players. The phase of each violin player along the musical phrase as a function of the delay is shown in (b), (e) and (h). When the delay is low, an in-phase synchronization is observed; when the delay is increased, we see a vortex or an arrowhead synchronization; and when the delay is half of the periodicity, we see a stable out-of-phase synchronization. In (c), (f) and (i), we present the periodicity as a function of the delay together with the out-of-phase order parameter. As shown, when the players experience out-of-phase synchronization, indicated by an order parameter of unity, the periodicity increases linearly with the delay, remaining twice the delay to preserve the highly stable out-of-phase state of synchronization. Finally, we measured the synchronization of the players when arranging them in square lattice and in triangular lattice configurations while increasing the delay. The results are shown in Fig. 7 . the measured results of the square lattice are shown in Fig. 7 (a) and the measured results of the triangular lattice are shown in Fig. 7(b) . For zero delay in the square lattice configuration, the players are synchronized in phase, and with increased delay, they create vortex states until reaching the out-of-phase state of synchronization, which is a stable solution to the square configuration. In the triangular configuration, the players start with in-phase synchronization, and with increased delay, they cannot find a stable solution [49, 46] , so they ignore some of the connections and change the connectivity of the network to one based on square motifs or open chains. This result is shown by the resulting lattice on the right side of Fig. 7(b) . When repeating the experiment, the players converge to a different solution every time, as shown in Fig. 7(c To develop a model for coupled human networks, we extended the simple Kuramoto model for coupled oscillators [39, 40, 41, 42] to include broad-bandwidth oscillators and the ability of each oscillator to ignore some of the connections. A detailed description of the model, including all the stages in its development, is presented in the supplementary materials. First, we simulated even numbers of coupled oscillators while increasing the delay between them with the simple Kuramoto model. We found that as the delay increases, the periodicity likewise increases until an out-of-phase state of synchronization is achieved. However, since the oscillators were narrow-band, they did not shift their periodicity by more than 15%. Therefore, the system could not maintain the out-of-phase state of synchronization upon increasing the delay, so the system switched to a different state. Then, we switched to broad-bandwidth oscillators [50] and repeated the same simulations. Indeed, the system found the out-of-phase state of synchronization and stayed in it by increasing the periodicity together with the delay, as observed in the experiment.
For odd numbers of players, the simple Kuramoto model failed to reproduce the measured results and showed only vortex states of synchronization [49, 46] . Therefore, we extended the model to include the ability to delete contradicting connections. This extended model showed the same dynamics as we measured for odd numbers of coupled violin players, including the deletion of connections and reduction of the network until enabling a stable out-of-phase state of synchronization. We tried different mechanisms for choosing which connections to delete, including keeping connections with similar periodicity, keeping connections with similar phases, and choosing randomly which connections to delete and which to keep. The results show that all these mechanisms led to the same dynamics. Therefore, we conclude that the mechanism by which each player chooses which connection to delete and which to keep is not significant. As long as each player can delete a connection, the network will change the connectivity until it finds stable out-of-phase state of synchronization. Therefore, the specific psychology of each player has no role in the macroscopic network dynamics of coupled violin players.
To conclude, we investigated the synchronization of different types of complex human networks where all the parameters of the networks are under control. We measured the phase and synchronization of coupled violin players in different network configurations and when introducing delay between the coupled players. We found that human networks differ from previously studied networks in their ability to adjust the periodicity and the network connectivity by ignoring a coupled player and effectively deleting the connection. When we coupled an even number of players on a ring, the players found a stable out-of-phase synchronization state and tuned their periodicity accordingly as the delay was increased. When we coupled an odd number of players on a ring, the players changed their connectivity and then adjusted their periodicity. Our system will be extended to investigate decision making models in different configurations, bifurcation and phase transition in human networks, and the nonlinearity of crowds. This research may impact numerous fields, including economics, decision making research, epidemic spreading, information transfer modeling, traffic control, and more.
