Researchers commonly collect repeated measures on individuals nested within groups such as students within schools, patients within treatment groups, or siblings within families. Often, it is most appropriate to conceptualize such groups as dynamic entities, potentially undergoing stochastic structural and/or functional changes over time. For instance, as a student progresses through school, more senior students matriculate while more junior students enroll, administrators and teachers may turn over, and curricular changes may be introduced. What it means to be a student within that school may thus differ from 1 year to the next. This article demonstrates how to use multilevel linear models to recover time-varying group effects when analyzing repeated measures data on individuals nested within groups that evolve over time. Two examples are provided. The 1st example examines school effects on the science achievement trajectories of students, allowing for changes in school effects over time. The 2nd example concerns dynamic family effects on individual trajectories of externalizing behavior and depression. In psychology and allied disciplines, researchers commonly collect repeated measures on individuals who are nested (or clustered) within groups. In but a few examples, a study might track siblings within families, adolescents within peer groups, patients within group treatment programs, or students within schools. Often it is expected that individuals within the same group will be more similar to one another than individuals from different groups. For instance, both selection and socialization effects tend to increase within-group similarity and between-group differences in friendship groups. Likewise, siblings within a family share both a common environment and common genes. Put in statistical terms, the observations obtained for individuals within groups tend to be dependent, or correlated. Unfortunately, many statistical models (such as analysis of variance [ANOVA] and linear regression) assume independent observations (or, more technically, independent residuals). Such models are thus poorly suited to the analysis of repeated measures data on individuals clustered within groups.
In psychology and allied disciplines, researchers commonly collect repeated measures on individuals who are nested (or clustered) within groups. In but a few examples, a study might track siblings within families, adolescents within peer groups, patients within group treatment programs, or students within schools. Often it is expected that individuals within the same group will be more similar to one another than individuals from different groups. For instance, both selection and socialization effects tend to increase within-group similarity and between-group differences in friendship groups. Likewise, siblings within a family share both a common environment and common genes. Put in statistical terms, the observations obtained for individuals within groups tend to be dependent, or correlated. Unfortunately, many statistical models (such as analysis of variance [ANOVA] and linear regression) assume independent observations (or, more technically, independent residuals). Such models are thus poorly suited to the analysis of repeated measures data on individuals clustered within groups.
One statistical model that does not assume independence of observations is the multilevel model (MLM; a.k.a. mixed effects model, or hierarchical linear model; see Goldstein, 2011; Hox, 2010; Raudenbush & Bryk, 2002; Snijders & Bosker, 2012) . The MLM is an extension of the general (or generalized) linear model that was expressly developed to capture sources of dependence in nested data. More specifically, dependence is modeled in MLMs through random effects that represent distinct sources of variability in the data (for overviews of longitudinal MLMs, see Hedeker & Gibbons, 2006; Singer & Willett, 2003) . For repeated measures data on individuals clustered within groups, a typical MLM would include sources of random variation at the group level, the person level, and the observation level. First, a random effect for the group (or a random intercept at the group level) is included in the model to account for between-group differences on the dependent variable. Sometimes, an additional random effect (or random slope) is also included at the group level to allow for group-level variation in time trends. Second, random effects for the individual are included to account for person-to-person differences in the repeated measures and how they change over time. Finally, a residual term is included at the observation level.
This modeling strategy is perfectly reasonable in many instances, but it may not always conform optimally to our theoretical model of change over time. In particular, the modeling strategy described above assumes that the group is a stable entity that either exerts a constant effect on the individual over time (in the case that only a random intercept is included at the group level) or an effect that changes systematically with time (in the case that a random time slope is also included at the group level). In many cases, however, groups may undergo structural and/or functional changes over time that are more stochastic in nature, producing timevarying group-effects that are not captured well by conventional model specifications.
For instance, suppose we wish to model growth in achievement for students nested within schools. Though the brick and mortar of the school may be constant, a significant proportion of the people within the school turn over from year to year (especially students, but also teachers, staff, and administrators), and changes may also occur in the school curricula. Though much of the school culture may be carried over from one year to the next, we might also expect some drift to occur over time. A similar argument can be made when examining the development of siblings within a family. We might expect structural changes to the family, such as the entrance or exit of family members (due to birth, death, divorce, etc.), to alter the effect of the family on siblings. We might also expect events, such as the onset of a disability, or the entry or exit of a parent from the work force, to "shock" the family system and potentially alter family functioning. The natural evolution of the group, or its members, may also alter group effects. A nascent peer group, for instance, may establish and consolidate behavioral norms over time, progressively increasing within-group homogeneity (a kind of "snowball effect" of group membership).
It is useful to distinguish the type of group dynamics described above from another case that has received greater attention in recent literature: where individuals move between groups over time, such as when repeated measures are collected on students who transition between teachers or schools. The approach most commonly used to accommodate this kind of group mobility is the cross-classified random effects model (Luo & Kwok, 2012; Palardy, 2010; Raudenbush, 1993; Raudenbush & Bryk, 2002; Rowan, Correnti, & Miller, 2002) . As typically specified, these models assume that groups exert independent effects that are encountered by individuals at different points in time as they transition between groups. Here, however, we are concerned with how to model group effects when each individual is at all times a member of a single group (i.e., there is no group mobility) and groups evolve over time while nevertheless maintaining their fundamental integrity. For example, although changes may occur in family structure and circumstances over time, the Smith family remains distinct from the Jones family. As with Theseus' Paradox, the question could be raised at what point a group can or should be considered distinct and new from what it was before. Indeed, this very question was raised by Goldstein, Rasbash, Browne, Woodhouse, and Poulain (2000) in considering how to model data from individuals residing within dynamic household structures.
1 From a pragmatic point of view, however, it matters not whether we consider the group "new" at each point in time or "the same," so long as we allow for the possibility that the group effect will neither be constant (as assumed in a hierarchical model with only a random intercept at the group level) nor independent (as assumed in a typical cross-classified random effects model).
In this article, we review and demonstrate several variations of the MLM which allow for stochastic group-effects that are time varying but correlated. We refer to these models as dynamic group models to reflect the fact that not only are individuals changing with time, but so are groups and therefore group effects.
2 Dynamic group models are three-level models for repeated measures data and, as such, can be specified and fitted within many standard software packages. They differ from more conventional MLM specifications, however, by allowing group effects to vary and covary over time according to specific structures (e.g., autoregressive). Applications using similar specifications for group-level effects are rare in the literature, but important exceptions include Goldstein (2009, 2011) , who evaluated across-cohort correlations in school effects, 3 and Paddock, Hunter, Watkins, and McCaffrey (2011) , who recommended allowing for autoregressive group effects in open enrollment, rolling treatment group data. We regard these model specifications as more widely applicable and our hope is that the review provided here will enable more researchers to recognize the potential utility of dynamic group models.
In what follows, we detail the specification of dynamic group models and how they can be applied in practice. By way of introduction, we first describe more conventional MLM specifications for three-level over-time data. We then show how an alternative specification of the three-level MLM accommodates dynamic group effects. Finally, we provide two empirical demonstrations. In the first demonstration, we examine over-time science achievement data on students nested within schools. In the second demonstration, we examine trajectories of externalizing behavior and depression for siblings nested within families.
Stable Group Models
As a starting point, let us consider a relatively simple multilevel model for repeated measures data on individuals who are clustered within groups (e.g., students tracked across grade levels, where students are nested within schools). Supposing that the outcome changes linearly with time, we can write this model as follows:
where j indexes group, i indexes individual, and t indexes the observation. The first two terms in Equation (1) are the fixed effects, which trace out the average trajectory of change over time, that is, E͑y tij Խtime tij ͒ ϭ ␤ 0 ϩ ␤ 1 time tij . The term ␤ 0 can thus be interpreted as the expected value of y when time is zero (often coded to indicate the earliest time point). Likewise, ␤ 1 represents the average rate at which y changes with time in the population. The remaining terms in Equation (1) are the random effects (or residuals). Appearing first is u j , representing the group effect and 1 Goldstein et al. (2000) suggested the use of a multiple membership model to account for household transitions, but we regard this model as less than ideal for three reasons. First, it requires one to decide at what point a household is "new." Goldstein et al. chose to designate a household as new with any change in composition, but they also remarked that one might reasonably exclude certain events from defining a new household, such as the birth of a child. Second, household effects are assumed to be independent. Third, one must define weights for membership in each household and it may not always be clear how best to do this for any given analysis. 2 We use the term dynamic simply to refer to groups that evolve over time and not in reference to autoregressive models or dynamical systems models (e.g., Chow, Hamaker, Fujita, & Boker, 2009) . 3 We thank the reviewers of a prior version of this article for drawing our attention to Goldstein's (2009, 2011) work. intended to account for stable mean-level differences in y across groups. The next two terms of the model are the random effects for the person. The random intercept, r 0ij , captures individual differences in the level of y at time zero (around ␤ 0 ϩ u j ), whereas the random effect of time, r 1ij , captures individual differences in the rate of change of y (around ␤ 1 ). Last, we have the residual, e tij , which captures time-specific variation in y around individuals' growth trajectories (i.e., scatter around the individual trajectories due to noise, measurement error, or omitted time-varying covariates). Typically these time-specific residuals are assumed to be homoscedastic and independent over time (net of the underlying growth trajectory for the individual), although these assumptions can be relaxed when necessary (see Kwok, West, & Green, 2007 , for further discussion). It is also conventional to assume that the distributions of the random effects are independent and normally distributed, or
The model in Equation (1) can be extended in a variety of ways. For instance, it could be modified to allow for nonlinear growth. Additionally, predictors (other than time) could be entered at any of the three levels of the model, for instance time-varying covariates, person-level predictors, or group-level predictors. Of particular concern here is the specification of the group effects. In Equation (1) the group effect is constant over time, implicit in the absence of a t subscript for the effect. We thus refer to this model as a stable group model. The assumption that group effects are constant may, however, be implausible for longitudinal data. As noted previously, groups are often both structurally and functionally dynamic. In turn, the effect of the group on the individual may also vary over time.
A more complex version of the stable group model is somewhat less restrictive in this regard. In this version of the model we add a random slope for time at the group level. This addition might be motivated by the idea that, like individuals, groups follow trajectories (e.g., some peer groups increase in their average level of deviance over time whereas others decrease). The model in Equation (1) would assume these group-level trajectories to differ only in their intercepts, whereas the addition of a random slope would permit group-level variation in the time trends as well (see Raudenbush & Bryk, 2002) . In the simple case of straight-line growth, the augmented model would be y tij ϭ ␤ 0 ϩ ␤ 1 time tij ϩ u 0j ϩ u 1j time tij ϩ r 0ij ϩ r 1ij time tij ϩ e tij .
(2)
The group effect for a given observation is now a linear function of time, or u 0j ϩ u 1j time t . It is possible, although not common, for the time variables governing the trajectories of individuals and groups to differ. For instance, in examining growth trajectories of achievement for students nested within schools, the relevant time variable for the individual may be grade, whereas the relevant time variable for the school may be calendar year (where students from different cohorts enter the school at different years). The measure of time associated with u 1j would then differ from the measure associated with r 1j .
Despite the time-contingent nature of the group effect in Equation (2), this model is still not fully satisfying for evaluating individual change within dynamic groups. In particular, the groups are still conceived of as stable entities (e.g., Rockbridge High School is Rockbridge High School, even if three fourths of the student body turns over between freshman and senior years, administrators and teachers come and go, and curricula standards evolve). Time-varying group effects are only an implication of the fact that groups follow their own trajectories (e.g., Rockbridge High School is on an upward achievement trajectory), and not due to changes in the structure or function of the group itself. Such changes may occur stochastically, rather than systematically, in which case a random time slope at the group level will not adequately capture the process. For these reasons, we continue to refer to the model in Equation (2) as a stable groups model. In the next section, we suggest the use of dynamic group models as a more attractive alternative.
Dynamic Group Models
In dynamic group models, we reformulate the MLM to explicitly recognize the time-varying nature of group effects, and we allow for various temporal structures for these effects. Continuing with the simple example of straight-line growth, a dynamic group model can be specified as follows y tij ϭ ␤ 0 ϩ ␤ 1 time tij ϩ u tj ϩ r 0ij ϩ r 1ij time tij ϩ e tij .
Note that this model is strikingly similar to the stable group model in Equation (1), but with the important exception that the group effect, u tj , is now subscripted by t to indicate that it is time varying. Simply put, given T time points, we have T values for the effect of being in group j. These values are assumed to be normally distributed and related to one another across time, that is,
where u j is the vector of time-specific group effects, u j ϭ ͑u 1j , u 2j , . . . , u Tj ͒Ј. At the group level, this specification parallels the model introduced by Goldstein (2009, 2011) for assessing school effects across independent cohorts of students. With this specification, the covariances among the observed repeated measures implied by the dynamic groups model include contributions from both group-and individual-level change processes. In particular, Equation (3) implies the following form for the lagged covariances among the observed repeated measures for an individual: (4) where t tЈ and u ttЈ designate the element of ⌺ u corresponding to times t and tЈ. This equation shows that the covariance at any given lag is dependent on both the group effect covariance u ttЈ and a set of terms (in brackets) based on the underlying growth process for the individual. 4 In Equation (4), these terms are implied by the linear growth model specified in Equation (3), whereas other functional forms of growth (e.g., quadratic) would imply a different set of terms (see Bollen & Curran, 2006) . When considering two separate individuals from the same group, the model-implied lagged covariance simplifies to COV͑y tij , y tЈiЈj͒ ϭ u ttЈ .
Thus, the covariance between the repeated measures of the group members depends on when they were assessed (e.g., the proximity in time with which they were members of the same group). This time-dependence is an attractive property of dynamic group models, given that the groups are expected to evolve over time.
In fitting a dynamic group model, a key objective is to determine the associations among the group effects over time, contained within the covariance matrix ⌺ u . For generally stable groups, we might expect relatively little change in the group effect over time, and hence a high correlation from one time point to the next. For more dynamic groups, however, we might expect the group effect to change more rapidly, such that the over-time correlation decays rapidly with increasing time lags. Thinking about group effects in this way clarifies the restrictiveness of the static group model in Equation (1). Equation (3) reduces to Equation (1) if we assume u tj ϭ u j . Put another way, we can say that the two models are equivalent if the group effect is constant and therefore perfectly correlated over time. For instance, with four time points, the structure of ⌺ u implied by Equation (1) can be factored into the group-effect variance, u 2 , and the correlation matrix of the group effects as follows:
For many applications, such a correlation structure (correlations of unity over time) would strain credulity. The model in Equation (2) is again more realistic in this regard, as it permits group effects to vary linearly with time (i.e., u tj ϭ u 0j ϩ u j time t ), implying a more complex pattern of correlation. But often it may be most reasonable to assume that group effects vary stochastically with time, and it may then be preferable to determine the specific correlation structure for the group effects that is most consistent with theory and most optimal for the data at hand. One option is to specify a completely unrestricted covariance matrix for the group effects. That is, we could attempt to estimate each unique element within the ⌺ u matrix without the imposition of any constraints. This specification was used by Leckie and Goldstein (2011) in their model for assessing school effectiveness. Although this option is appealingly free of assumptions about the temporal structure of ⌺ u , it is also unlikely to be viable in applications with many repeated measures because the number of unique elements in ⌺ u expands rapidly with the number of time points T. In particular, the number of unique elements in ⌺ u is T͑T ϩ 1͒ ⁄ 2. Even with just four time points, there are 10 unique variance-covariance parameters at the group-level to estimate (not to mention the other variance-covariance parameters still to be estimated at lower levels of the model). The data demands to reliably estimate so many parameters may be considerable. At a minimum, the number of groups in the sample would need to exceed the number of elements estimated in ⌺ u , but a far greater number may be required to obtain reliable estimates. In our experience, the model may fail to converge, or may converge to a degenerate solution (in which some parameters are linearly dependent and the estimated matrix is non-positive definite).
Additionally, an unrestricted specification of ⌺ u , by definition, provides little insight into the structure of the group effects and how they change over time. For instance, Leckie and Goldstein (2011) identified a pattern of group effect correlations consistent with an autoregressive decay process, but they did not actually fit this structure to estimate the autoregressive parameter. We argue that fitting a restricted covariance structure is more parsimonious, feasible, and informative. A variety of possible structures is illustrated in Table 1 , but this list is not intended to be comprehensive. Different software programs offer different options for covariance structures at the group level, and not all of the specifications shown in Table 1 may be available within all programs.
Each of the structures shown in Table 1 assumes the variance of the group effect is the same at each point in time and that the repeated measures for the group are taken at equal intervals. Relaxing the first assumption, some software programs permit the application of heterogeneous variance versions of these same covariance structures (e.g., a heteroscedastic Toeplitz or heteroscedastic autoregressive structure), and these may be particularly useful in instances when group differences are thought to become dampened or, alternatively, amplified over time. Regarding the assumption of equal intervals of measurement, it is important to recognize that this assumption operates at the group rather than individual level. When the relevant time metrics differ between the individual and group levels, data may be at unequal intervals at the individual level but still equal in spacing at the group level. Additionally, even at the group level, not all groups must be measured at the same occasions, so that unequal spans which can be viewed as a consequence of missing data are permissible (e.g., where any one group is observed at only a subset of possible occasions). Our empirical examples illustrate both of these points. Finally, some alternative covariance structures could allow for group-specific and variable time intervals (e.g., a continuous-time autoregressive structure). Nevertheless, the structures shown in Table 1 are available in current software and likely to be useful in a variety of applications.
The choice of a covariance structure should be motivated by both theoretical expectations and empirical fit. Some covariance structures, such as the first-order autoregressive (AR) and autoregressive moving average (ARMA), assume that the correlations among the group effects decay rapidly toward zero as the time lag increases. A firstorder AR pattern arises when the current state of the group effect is dependent on the immediately prior state. For instance, if the siblings within a family display higher than average psychopathology at one point in time, this may portend higher than average psychopathology at the next time point as well. When it is expected that external "shocks," such as family disruptions, produce some of these carryover effects, then the ARMA model may be preferable.
In other cases, it may be expected that there will always be some ambient non-zero correlation, making AR or ARMA processes less plausible. Continuing with the example of family effects on psychopathology, one might speculate that such a non-zero correlation could reflect the presence of a constant genetic liability shared by the siblings. The Toeplitz, or stabilizing banded (SB) structures, would be more consistent with this theoretical expectation, as they neither impose an assumption of rapid decay nor a lower asymptote of zero for the correlation among family effects over time. The compound symmetric (CS) structure is an extreme form of this pattern where the correlation stabilizes at its ambient value at the first time lag. Constant correlations over time are rarely observed at the individual level, however, and we speculate that this structure may often be unrealistic at the group level as well (Fitzmaurice, Laird, & Ware, 2004, p. 168) .
Aside from theoretical plausibility, another important criterion for deciding on a covariance structure is empirical fit. All of the covariance structures listed in Table 1 are nested in their parameters relative to an unrestricted structure, permitting the use of likelihood ratio tests to evaluate how well they fit the data. In our experience, however, we have found that the unrestricted model will not always be estimable, rendering such tests impossible. Many of the restricted covariance structures are, however, also nested relative to one another, permitting tests of relative fit. Specifically, the Toeplitz, SB, and CS structures are nested in their parameters (via restrictions setting certain bands of the covariance matrix to be equal), as are the Toeplitz, ARMA, and AR structures (ARMA reduces to AR when ␥ ϭ , and both AR and ARMA structures impose nonlinear restrictions on the Toeplitz).
When comparing between non-nested structures (e.g., SB vs. AR), information criteria, such as Bayesian information criterion (BIC) and Akaike information criterion (AIC), can be used to inform model selection.
Choosing an appropriate temporal structure for ⌺ u is important for two reasons. First, by estimating the parameters within ⌺ u , we gain insights into the nature of group effects and how they change over time. Second, even if group effects are of little theoretical interest, misspecifying the structure of ⌺ u could result in problems elsewhere in the model. Several studies have shown that misspecification of the random effects leads to biased estimates of the variance components, biased standard error estimates for fixed effects, and confidence intervals with inaccurate coverage rates (Berkhof & Kampen, 2004; Ferron, Dailey, & Yi, 2002; Kwok et al., 2007; Lange & Laird, 1989; Moerbeek, 2004) . Thus, by choosing an appropriate structure for ⌺ u , we not only gain insight into the nature of group-level influences, we also improve our estimates and inferences for other model parameters.
When modeling individual repeated measures, it is common to begin by fitting a relatively simple base model (or unconditional growth model) and proceed to a more complex full model incorporating predictors of individual change (or conditional growth model). A natural question is at which stage of the modeling sequence to determine the covariance structure for the group effects. Some authors suggest that all fixed effects of potential interest should be included in the model used to select a covariance structure (e.g., Fitzmaurice et al., 2004) . In this case, it may be preferable to select the fixed effects for the model based on use of 
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Assumes the over-time correlation for the group effects stabilizes to a set value to a particular distance in time, here shown to stabilize at lag 2 to the value b.
Compound symmetric (CS) 
As above, assumes that the over-time correlation for the group effects decays rapidly toward zero in accordance with the autoregressive and moving average parameters and ␥.
Note. Structures that share the same superscript letter (A or B) are nested in their covariance parameters. More restricted structures have higher numbers (e.g., the AR structure, A3, is nested within the ARMA structure, A2, as well as the Toeplitz structure, A1).
the full information maximum likelihood estimator (FIML; which allows for likelihood ratio tests among models nested in their fixed effects), and then switch to the restricted maximum likelihood estimator (REML) to test between nested covariance structures (reducing small sample bias in the covariance parameter estimates; Goldstein, 2011, p. 42) . Another potentially useful strategy, which we illustrate below, is to evaluate and compare estimates of group effects and their covariances in both the base and full models to observe the influence of the predictors on group effects over time. Because the group effects represent deviations from the model-implied means at each time point, we recommend that the base model include such terms as are necessary to capture the primary time trends in the data. We now turn to two empirical examples showing how dynamic group models can be applied in practice.
Example 1: Schools as Dynamic Groups
For our first example, we evaluate individual trajectories of change in science achievement during high school (10th-12th grades). One objective of the analysis is to see whether science achievement can be predicted by fundamentalist attitudes toward religion and science. Another objective is to understand how schools influence student achievement and how stable these effects are over time. We use data drawn from the Longitudinal Study on American Youth (LSAY; Miller, Hoffer, Suchner, Brown, & Nelson, 1992) , which began in 1987, and includes two longitudinal cohorts of students. When the study began, the first cohort of students was in 10th grade, whereas the second cohort began 10th grade 3 years later, in 1990. For the most part, students from the second cohort ultimately attended the same high schools as students in the first cohort. For our demonstration, we include only data from schools attended by members of both cohorts, providing us with a 6-year span of data for any given high school.
5 By fitting dynamic groups models, we can evaluate the stability of school effects on science achievement over this 6-year period. It should be noted that our longitudinal design differs from other school effectiveness research in which school effects are compared across cohorts assessed at a single age (e.g., Leckie & Goldstein, 2009 , 2011 .
In addition to cohort and grade level, the three other variables used in our analysis are science achievement, socioeconomic status (SES), and fundamentalist attitudes. Science achievement was assessed annually for each student and quantified as a scale score (with scores calibrated using item response theory to allow comparisons across cohorts; M ϭ 63.79, SD ϭ 11.09). The average of the two parents' Duncan Socioeconomic Index scores was used as the measure of SES (Stevens & Featherman, 1981 ; M ϭ 40.83, SD ϭ 16.32). Finally, a summary measure of fundamentalist attitudes toward religion and science was created as the mean of four items administered to the students' parents in 1988, namely "We need less science, more faith," "The theory of evolution is true" (reversed), "Science undermines morality," and "The bible is God's word" (M ϭ 2.54, SD ϭ 0.50). The analysis sample included all observations with valid values for these predictors as well as a valid school code. In total, our analysis sample consisted of 51 schools with an average of 69 students (ranging from 19 to 149), for a total of 3,498 students (2,091 from the first cohort and 1,407 from the second cohort) and 7,756 observations. Two sets of models were fitted to the data. Within each set of models, the general form of the model was the same but the covariance structure for the school effects was varied. The first set of models aimed to evaluate the basic pattern of growth in science achievement over high school and included fixed effects of grade, cohort, and the interaction of cohort by grade. More specifically, these models were of the form science tij ϭ ␤ 0 ϩ ␤ 1 grade tij ϩ ␤ 2 cohort ij ϩ ␤ 3 cohort ij ϫ grade tij ϩ u tj ϩ r 0ij ϩ r 1ij grade tij ϩ e tij . (6) To facilitate interpretation, the variable grade was centered at 10th grade, and cohort was coded as 0 ϭ first, 1 ϭ second. We refer to this set of models collectively as Model 1.
The second set of models included our predictor of interest, fundamentalist attitudes, as well as the control variable SES. Within-school effects were assessed by performing school-mean centering, and between-school effects were assessed by including the school means (grand-mean centered) as additional predictors (Enders & Tofighi, 2007; Kreft, de Leeuw, & Aiken, 1995) . These models were of the form science tij ϭ ␤ 0 ϩ ␤ 1 grade tij ϩ ␤ 2 cohort ij ϩ ␤ 3 cohort ij ϫ grade tij ϩ ␤ 4 studentSES ij ϩ ␤ 5 studentatt ij ϩ ␤ 6 schoolSES j ϩ ␤ 7 schoolatt j ϩ u tj ϩ r 0ij ϩ r 1ij grade tij ϩ e tij , (7) where ␤ 4 and ␤ 5 capture within-school effects of SES and attitudes, and ␤ 6 and ␤ 7 capture between-school effects of SES and attitudes, respectively. The set of models with this form are referred to collectively as Model 2.
6
For both Model 1 and Model 2, we compared a variety of possible covariance structures for the school effects to determine the optimal structure for the data. In particular, we fit each of the dynamic group structures shown in Table 1 . For comparison purposes, we also fit the two stable group structures described earlier: a model with random intercepts across schools and a model with both random intercepts and slopes across schools. The former model assumes that the school effect is perfectly correlated over time whereas the latter model assumes that the school effect changes linearly in accordance with a school-level trajectory. All models were fit using the MIXED procedure in SAS 9.2 with restricted maximum likelihood estimation (REML). Table 2 presents comparative fit statistics for both the stable and dynamic groups models. Results were consistent across Models 1 and 2-the dynamic group models displayed universally superior fit to the two stable group models, as indexed by both AIC and 5 This is not a requirement of the model; that is, we could have chosen to include schools with less than the full 6 years of data. For the majority of the omitted schools, however, very few student records were available (most of these schools were added due to students moving into areas not originally sampled).
6 It is common when including predictors in growth models to allow them to affect growth rates as well (i.e., including interactions of these predictors with time), but to retain a relatively simple model we did not do so here. Other analyses (not reported) identify a small between-school effect of SES on growth rates such that students within schools with higher mean SES show greater gains over time. Attitudes and within-school differences in SES were not predictive of growth rates.
BIC. The best fit to the data was obtained with the stabilizing banded structure, with the correlation between school effects stabilizing at lag 4 [i.e., SB(4)]. Further supporting adoption of the SB(4) structure, likelihood ratio tests conducted for CS, SB(2), SB(3), SB(4), and Toeplitz structures indicated significant improvements in fit between each successive pair of models except SB(4) and Toeplitz. The SB(4) structure is thus retained as optimal for the data.
The estimates obtained from the SB(4) models are presented in Table 3 , and Figure 1 displays the estimated mean trajectory of each cohort. Model 1 provides information on the basic growth pattern in the two cohorts (without the inclusion of substantive predictors). The results indicate that the second cohort has higher average science achievement scores in 10th grade. The scores of the second cohort increase more slowly over time, however, so that the two cohorts display comparable average levels of science achievement at Grade 12. The single largest variance component is for the student-level intercept, indicating that individual differences between students make up the largest source of variability in baseline science achievement scores. The school effect variance is, however, also of significant magnitude, indicating that science achievement scores vary between schools. Note. Bolded entries indicate best fit. Covariance structures were specified as defined in Table 1 . UN ϭ unrestricted; Toeplitz ϭ fully banded Toeplitz; SB(t) ϭ Stabilizing banded-stabilizing at lag t; CS ϭ compound symmetric; AR ϭ first-order autoregressive; ARMA ϭ first order autoregressive moving average; par. ϭ the number of unique variance/covariance parameters estimated in the model; Ϫ2LL ϭ the log-likelihood of the model multiplied by a factor of Ϫ2 (i.e., the model deviance); AIC ϭ Akaike information criterion; BIC ϭ Bayesian information criterion. a Estimated group-effects covariance matrix was non-positive definite. The estimated correlations among the school effects (obtained by rescaling the covariance estimates in Table 3 ) are shown in Figure 2 . Note the high correlation of .93 between adjacent years and the eventual stabilization of the correlation across years at .74 at the fourth lag. This pattern implies that high-performing schools tend to stay high performing from one year to the next (and low-performing schools tend to stay low-performing) but that over longer periods of time there is some drift in how a given school influences student performance.
Turning to Model 2, we see that there is a significant studentlevel effect of fundamentalist attitudes toward religion and science, controlling for socioeconomic status. Thus, within a given school, students whose parents hold more fundamentalist attitudes score more poorly on science achievement tests than other students. The between-school effect of attitudes is similarly negative but more difficult to pinpoint, as indicated by its large confidence interval. Part of the reason why the confidence interval is so large is that attitudes and SES are highly correlated at the school level (r ϭ -.81), reflecting that poorer communities tend to hold more fundamentalist religious beliefs and making it difficult to partial the effect of one predictor from the other. The within-school correlation of fundamentalist attitudes and SES is, by contrast, much smaller (r ϭ -.18), permitting reasonably precise estimates at the student level. Additionally, of course, the larger standard errors at the school level reflect the fact that there are far fewer schools (N ϭ 51) than students (N ϭ 3,498) .
Comparing the variance estimates of Models 1 and 2 in Table 3 , we can see that the variance components at the student level remain quite large even after accounting for attitudes and SES, but the variance component at the school level is much reduced. Indeed, these two variables explain approximately 31% of the across-schools variance in students' science achievement. The inclusion of these predictors also diminishes the correlations among the school effects, as shown in Figure 2 . The year-to-year correlation is now .90, decaying to a value of .62 by the fourth lag. These lower correlations indicate that part of the stability of the school effects observed in Model 1 was due to the influence of presumably stable school differences in SES and fundamentalist attitudes. From a substantive perspective, it is also interesting that our results are quite consistent with those of Leckie and Goldstein (2009) , who found that (value added) school effects were correlated .64 across cohorts separated by 5 years, despite differences in sampling, fitted models, and covariate sets.
To summarize, the advantages of the dynamic groups model for this data, relative to a more conventional model specification, are threefold. First, the dynamic groups model with SB(4) covariance structure provided a better fit to the data. Thus, empirically, it better captures the nature of group effects and how they change over time. Second, the dynamic groups model likely provides more accurate inferences about the fixed effects. As previously noted, standard error estimates can be biased when implementing a nonoptimal covariance structure. For this example, the standard error estimates obtained for Model 2 from the SB(4) structure are 25% larger, on average, than the standard error estimates obtained from the random intercept structure (results not shown). Likewise, the standard errors are 13% larger than those obtained from the random intercept and slope structure. To the extent that the standard error estimates obtained from these more conventional specifications are negatively biased, the resultant confidence intervals would be too narrow and the risk of Type I errors would be elevated. Finally, the third and perhaps most important advantage of the dynamic groups model is that it focuses attention and provides additional information on the nature of group effects and their stability over time. For this example, we obtained quite high lag 1 correlations but more moderate lag 4 and 5 correlations, and these findings may have important substantive implications (see Leckie & Goldstein, 2009) . We shall now turn to a second example which illustrates these same advantages in a much different data analytic context: the development of psychopathology for siblings nested within families.
Example 2: Families as Dynamic Groups
In this example, we investigate how families influence child trajectories of externalizing behavior and depression across adolescence. Previous research indicates that children of alcoholics are Figure 2 . Over-time autocorrelation of school effects on students' science achievement. Model 1 includes grade and cohort as predictors; Model 2 also includes within-and between-school effects of socioeconomic status and attitudes toward religion and science. at increased risk for a variety of social, emotional, and behavioral problems (Chassin, Rogosch, & Barrera, 1991; Connell & Goodman, 2002; Hussong, Huang, Curran, Chassin, & Zucker, 2010; Puttler, Zucker, Fritzgerald, & Bingham, 1998; Sher, 1997; West & Prinz, 1987) . Beyond the observable influence of parent alcoholism, however, families influence psychological functioning through myriad additional pathways only some of which will be measured in a given data set. When repeated measures are collected on multiple siblings, dynamic group models offer the opportunity to estimate the magnitude of these effects and their stability (or instability) over time.
In the current demonstration, we examine trajectories of selfreported externalizing behavior and depression for children of alcoholics and matched controls in the Michigan Longitudinal Study (MLS; see Zucker et al., 2000) . Continuous scale scores were obtained for externalizing behavior (M ϭ 0.30, SD ϭ 0.79) and depression (M ϭ -1.27, SD ϭ 1.06) by applying item response theory models to subsets of the Child Behavior Checklist/Youth Report Form items (Hussong et al., 2011 ; see also Bauer & Hussong, 2009) . We included annual assessment data from children who were between 11 and 17 years of age. We also required complete data on the predictor set which included age (see Table  4 ), gender (71.1% male children), and three measures of lifetime history of parental impairment (either parent): alcoholism (77.5% of families), diagnosis of major depression or dysthymia (24.6% of families), and diagnosis of antisocial personality (ASP; 16.4% of families). In interpreting the effects of these predictors, it is important to note that ASP almost exclusively co-occurred with parental alcoholism (Zucker, Ellis, Bingham, Fitzgerald, & Sanford, 1996) . In total, our analysis sample was comprised of 2,468 repeated measures from 588 children in 280 families.
The number of families with one, two, three, four, and five children in the analysis sample was 68, 134, 61, 16 and 1, respectively. Siblings were not always assessed within the same visit, but visits often took place within the same calendar year, and this is the time metric we use for evaluating family effects. Assessments included in this analysis took place over a period of 12 calendar years, from 1997 to 2008. The modal number of years of data for a given family was 5 years, with a range from 1 to 11 years. Table  5 displays the number of families providing outcome data for at least two siblings across each pair of years. These frequencies suggest that it should be possible to differentiate temporal patterns in family effects from child-level trajectories or time-specific noise.
Trajectory models were estimated separately for externalizing behavior and depression. Following the same strategy as the last example, we fitted two sets of models. The first set of models, referred to collectively as Model 1, included no predictors other than age. Based on a visual examination of the time plots and model comparisons, individual trajectories for both outcomes were modeled as quadratic functions of age. Thus, for externalizing behavior (ext), Model 1 was an unconditional growth model of the form ext tij ϭ ␤ 0 ϩ ␤ 1 age tij ϩ ␤ 2 age tij 2 ϩ u tj ϩ r 0ij ϩ r 1ij age tij ϩ r 2ij age tij 2 ϩ e tij , (8) and, likewise, for depression (dep) it was dep tij ϭ ␤ 0 ϩ ␤ 1 age tij ϩ ␤ 2 age tij 2 ϩ u tj ϩ r 0ij ϩ r 1ij age tij ϩ r 2ij age tij 2 ϩ e tij , (9) where t, i, and j index the repeated measure, child, and family, respectively. To facilitate interpretation, the variable age was centered at 14 years, the midpoint of the age range. The intercept is then interpretable as the expected value at age 14, and the linear trend is the expected rate of change at age 14. The quadratic trend indicates whether the rate of change is accelerating or decelerating over time.
Holding the fixed effects of the model constant, we evaluated a variety of covariance structures for the random family effect. Two stable group model structures were considered. The first of these models included only a random intercept for family, implicitly assuming a constant family effect over years, whereas the second model added a random effect of interview year, to allow for the possibility that the strength and direction of family-mediated effects could worsen over time for some families while improving for others. Several dynamic group model structures were also considered, including Toeplitz, SB, CS, AR and ARMA.
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Model 2 was a conditional growth model and included the childand family-level predictors of interest. Main effects were included for each predictor, and interactions between the predictors and age were tested and retained if significant. The final form of Model 2 for externalizing behavior was ext tij ϭ ␤ 0 ϩ ␤ 1 age tij ϩ ␤ 2 age tij 2 ϩ␤ 3 male ij ϩ ␤ 4 age tij ϫ male ij ϩ ␤ 5 age tij 2 ϫ male ij ϩ␤ 6 pAlc j ϩ ␤ 7 pDep j ϩ ␤ 8 pASP j ϩu tj ϩ r 0ij ϩ r 1ij age tij ϩ r 2ij age tij 2 ϩ e tij , 
where pAlc, pDep, and pASP are indicator variables scored one if the family includes a parent with a lifetime history of alcoholism, depression/dysthymia, or ASP, respectively, and scored zero oth- erwise. Equations (10) and (11) are equivalent in form with the caveat that the quadratic fixed effect on externalizing is moderated by gender, whereas no such effect was detected for depression. We again evaluated the optimal covariance structure for the family effects over years on each outcome. Fit statistics for Models 1 and 2 are reported in Table 6 for externalizing behavior and in Table 7 for depression. In fitting alternative covariance structures for the family effects, we found that the Toeplitz, SB(Ͼ1), and ARMA covariance structures consistently resulted in non-positive definite solutions, suggesting that the complexity introduced by these structures could not be empirically supported by the data. Since these structures did not result in proper solutions, they are not reported in Tables 6 and 7 . Of the simpler covariance structures (random intercept only, random intercept and slope, AR, and CS), the AR structure fit best for both outcomes.
The parameter estimates obtained from fitting Models 1 and 2 to externalizing behavior, using the AR covariance structure for the family effects, are displayed in Table 8 . Model 1 provides baseline estimates of the average growth function and the variance/covariance parameters for the random effects. Of particular concern are the variance for the family effect and the autocorrelation parameter, both of which are sizeable and statistically significant. The autocorrelation parameter indicates a year to year correlation of .82 in family effects on externalizing behavior. The AR structure further implies that the over-time correlation in family effects decays exponentially with the time elapsed, as shown in Figure 3 . The decay is rapid: After 5 years, the correlation in family effects is .37, and after 10 years, the correlation is only .14.
Examining the fixed effect estimates for Model 2, we see a complex pattern of gender differences. These effects are clarified by plotting the simple trajectories for male and female adolescents without impaired parents, shown in Figure 4 (Bauer & Curran, 2005) . Here, we can see that the trajectory for boys is higher and flatter than the trajectory for girls. Girls' externalizing behavior increases over early adolescence, approaching the level observed Note. Bolded entries indicate best fit. Covariance structures were specified as defined in Table 1 . CS ϭ compound symmetric; AR ϭ first-order autoregressive; par. ϭ the number of unique variance/covariance parameters estimated in the model; Ϫ2LL ϭ the log-likelihood of the model multiplied by a factor of Ϫ2 (i.e., the model deviance); AIC ϭ Akaike information criterion; BIC ϭ Bayesian information criterion. Note. Bolded entries indicate best fit. Covariance structures were specified as defined in Table 1 . CS ϭ compound symmetric; AR ϭ first-order autoregressive; par. ϭ the number of unique variance/covariance parameters estimated in the model; Ϫ2LL ϭ the log-likelihood of the model multiplied by a factor of Ϫ2 (i.e., the model deviance); AIC ϭ Akaike information criterion; BIC ϭ Bayesian information criterion.
for boys, but then decreases. In addition to these gender differences, children of alcoholics tend to be higher in externalizing behavior problems and parental history of ASP augments this effect. Comparing the variance component estimates for the family effects between Models 1 and 2, we can see that the predictors account for 37% of the between-family variance. As these predictors are time-stable, it is not surprising that the autocorrelation parameter is also reduced in magnitude in Model 2. Some of the family-effect stability captured by the autocorrelation parameter in Model 1 has been explained in Model 2 by the effects of the predictors, principally parental impairment. In other words, parental impairment accounts for some of the stability of inter-family differences in externalizing behavior.
Corresponding results for depression are displayed in Table 9 . For this outcome, too, Model 1 indicates that there is a sizeable family effect. The autocorrelation parameter, .89, implies a somewhat stronger sequence of correlations for the family effects over years, as shown in Figure 3 . Turning to Model 2, the fixed effects indicate that boys and girls start off with similarly low levels of depression at age 11, but girls' depression increases over adolescence, whereas boys' depression does not (see Figure 4) . Like externalizing behavior, we find that being the child of an alcoholic predicts a higher level of depression. Having an alcoholic parent who also has a lifetime history of antisocial personality disorder more than doubles this effect (consistent with Puttler et al., 1998) . These effects are, however, weaker for depression than they were for externalizing behavior. Comparing the variance component estimates from Models 1 and 2 in Table 9 , we can see that the predictors have accounted for very little of the family-level variance (6%) in depression and that the autocorrelation parameter is largely unchanged.
In sum, the results obtained across the two outcomes suggest that family-level differences in externalizing behavior and depression are equally strong and show similar patterns of stability. In both cases, a high level of stability is observed in the short term, from one year to the next, but over longer spans of time the correlation in the family effects decays rapidly. By implication, a family that is troubled in one year is likely to continue to function poorly in the next year or two, but may right itself over the longer term. Conversely, a family functioning well at one point in time is not immune from later difficulties. For externalizing behavior, but not depression, some of the stability of family effects over time can be accounted for by parental history of impairment, particularly alcoholism and ASP. These findings would not have emerged from the application of a more conventional MLM to the data. 
Conclusions
Psychologists and other social and health science researchers routinely collect longitudinal data on individuals clustered within groups. These groups can be expected to evolve in both structure and function over time, yet the models most often used to analyze repeated measures data assume that groups are entirely stable entities. In this article, we proposed a variation on the multilevel model that allows for dynamic group effects. These models allow 8 Unlike the LSAY analysis, however, for this analysis differences in both the fixed effects estimates and their standard errors were negligible between the AR model and random intercept or random intercept and slope models. Nevertheless, the dynamic groups model provided additional insights about the covariance structure relative to these more conventional model specifications. for the effect of the group on the individual to change from one time point to the next, and they allow researchers to evaluate whether and why group effects are stable over time. We provided two empirical examples of the use of dynamic group models with repeated measures data. Though the contexts of the two examples were radically different, in both cases dynamic group models fit the data significantly better than traditional stable group models. Further, the dynamic group models shed new light on the impacts of groups on individuals over time. Interestingly, school effects on student achievement were more stable than family effects on children's externalizing behavior. At a time lag of 5 years, school effects on science achievement were still correlated .74 (see Figure 2 , Model 1), whereas family effects were correlated .56 for depression and only .37 for externalizing behavior (see Figure 3 , Model 1). This difference in stability is perhaps not surprising. Schools are large institutions with a great deal of inertia, whereas families are small groups that are potentially more vulnerable to stochastic events (such as changes in economic circumstances, changes in family structure, maturational events, etc.).
It is important to emphasize that the model specifications presented in this article assume no mobility of individuals between Level 2 units. For any given student, all observations are made while the student is a member of a single school. Likewise, each sibling is assumed to reside within the same household across all assessments. In the event that there is mobility or cross-over between groups, it may be necessary to combine elements of the dynamic groups model with a multiple membership model (as in Goldstein et al., 2000) or a cross-classified random effects model (Luo & Kwok, 2012; Palardy, 2010; Raudenbush, 1993; Raudenbush & Bryk, 2002; Rowan et al., 2002) . Such extensions would offer the exciting opportunity to model dynamic group effects when the group membership of the sampled individuals is also unstable over time.
Additional research is also needed to determine the sample sizes and other data characteristics under which dynamic group models will perform optimally. Based on our experience, we anticipate that sample size requirements will increase with the complexity of the group-effects covariance structure and that at modest sample sizes it may not always be possible to uniquely estimate all of the parameters of more complex structures (e.g., one may often obtain a non-positive definite solution). Such difficulties can also arise with more conventional growth models and, in practice, are often taken to imply that a simpler covariance structure should be specified (e.g., Huttenlocher, Haight, Bryk, Seltzer, & Lyons, 1991; Peugh, 2010) . Simulation studies are needed to evaluate this practice with dynamic group models. For the time being, however, it is important to recognize that the general multilevel model, of which dynamic group models represent a specific case, is both well-studied and widely accessible in commonly used statistical software. Further, specific code for fitting the dynamic groups models from our example analyses are provided in the online supplemental materials. We therefore believe that the models proposed and illustrated here can be put to immediate use. Groups are fluid and dynamic entities, and the models we use to analyze grouped data over time should reflect that reality. 
