Abstract. This work establishes fast rates of convergence for empirical barycenters over a large class of geodesic spaces with curvature bounds in the sense of Alexandrov. More specifically, we show that parametric rates of convergence are achievable under natural conditions that characterize the bi-extendibility of geodesics emanating from a barycenter. These results largely advance the state-of-the-art on the subject both in terms of rates of convergence and the variety of spaces covered. In particular, our results apply to infinite-dimensional spaces such as the 2-Wasserstein space, where bi-extendibility of geodesics translates into regularity of Kantorovich potentials.
INTRODUCTION
The notion of average is paramount across all of statistics. It is fundamental not only in theory but also in practice as it arises in nearly every known estimation method: the method of moments, empirical risk minimization, and more. The law of large numbers, sometimes dubbed the fundamental law of statistics, ensures that the average of independent and identically distributed random variables converges to their common expected value. While such results guarantee asymptotic validity of the average, modern statistics and machine learning focuses on non-asymptotic performance guarantees that hold for every sample size. The goal of this paper is to provide such non-asymptotic guarantees for a generalized notion of average over metric spaces with the Wasserstein space as a prime example.
To illustrate our goal more precisely, consider the following example. Let X 1 , . . . , X n be i.i.d. (independent and identically distributed) copies of X in a vector space equipped with a distance d, and let E[X] andX denote the expectation of X and the average of the X i 's respectively. In many instances,X converges to E[X] at a dimension-independent and parametric rate. Such convergence is characterized by the following inequality:
where c > 0 and σ 2 = E[d 2 (X, E[X])] denotes the variance of X. When the underlying space is a Hilbert space, and d is the natural Hilbert metric, this inequality is in fact an equality with c = 1. More generally, the bound (1.1) holds in a Banach space if and only if it is of type 2 [LT91] , which is a property linked to the geometry of the Banach space [Kwa72] .
In this paper we tackle the question of extending these statistical guarantees to metric spaces that are devoid of a linear structure using a predominantly geometric approach. In recent years, this problem has gone from a theoretical curiosity to a practical necessity. Indeed, data such as images, shapes, networks, point clouds and even distributions are now routinely collected and come with the need for new statistical methods with strong performance guarantees.
Barycenters
The barycenter is a natural extension of the notion of expectation on an abstract metric space which we recall next. Let (S, d) be a metric space and P 2 (S) be the set of (Borel) probability measures P on S such that, for all b ∈ S, d
2 (b, x)dP (x) < +∞.
For P ∈ P 2 (S), a barycenter of P is any b ⋆ ∈ S such that
Throughout, we always implicitly assume the existence of at least one barycenter. The question of existence has been largely addressed in the literature and shown to hold in most reasonable scenarios [Afs11, LGL17] . Letting X 1 , . . . , X n be n random variables drawn independently from P , an empirical barycenter, is defined as a barycenter of the empirical distribution
The main motivation for this work is to study the statistical behavior of empirical barycenters in the context where (S, d) is the 2-Wasserstein space of probability measures over R D that is defined by S = P 2 (R D ) equipped with the 2-Wasserstein metric. The Wasserstein space has recently played a central role in many applications including machine learning [ACB17, GPC18] [AC17] or finite dimensional subspaces of the Wasserstein space [KSS19] . The study of rates of convergence of Wasserstein barycenters in the general case was initiated in [ALP18] , where the truly geometric nature of the question was first brought forward. However, the rates obtained in that paper suffer from the curse of dimensionality where n −1 in (1.1) is replaced with n −1/D , whenever the probability distributions are defined on R D , D ≥ 3 and with the suboptimal rate n −2/3 in the flat case D = 1.
In this work, we aim to improve these results to optimality. To that end, we adopt a general framework and establish dimension-independent and parametric rates for empirical barycenters, of the form (1.1), for a large family of geodesic metric spaces with curvature bounds in the sense of Alexandrov that need not be finite-dimensional. Our results apply in particular to geodesic spaces with positive curvature under a compelling synthetic geometric condition: the bi-extendibility of all geodesics emanating from a barycenter.
The 2-Wasserstein space over R D is itself a geodesic space with positive curvature [AGS05] and parametric rates for this case follow as a simple consequence of our general result. In addition, we show that the bi-extendibility condition translates into simple regularity conditions on the Kantorovich potentials.
We end by mentioning references related to our work. General properties of barycenters in metric spaces with bounded curvature are studied in [Stu03, Oht12, Yok16] and [Yok17] . Specific examples of spaces with negative curvature are studied in [HHL + 13]. The asymptotic properties of empirical barycenters, in the case where S is a Riemannian manifold, are addressed in [BP03, BP05] and [KL11] . The statistical properties of empirical barycenters in abstract metric spaces are have been only considered in [Sch18] (for the case of negatively curved spaces) and [ALP18] .
Overview of main results
Our results rely on the notion of extendible geodesics. For λ in , λ out > 0 we say that a constantspeed geodesic γ : [0, 1] → S is (λ in , λ out )-extendible if there exists a constant-speed geodesic γ + : [−λ in , 1 + λ out ] → S such that γ is the restriction of γ + to [0, 1]. We now state our main result and refer the reader to Section 3 for omitted definitions. The variance σ 2 of a distribution P ∈ P 2 (S) is given by
where b ⋆ is a barycenter of P .
Theorem 1 (Main theorem, informal). Let (S, d) be a geodesic space of nonnegative curvature. Let P ∈ P 2 (S) be such that, for any x in the support of P , there exist a geodesic from b ⋆ to x that is (λ in , λ out )-extendible. Define
Then if k > 0, b ⋆ is unique and for any empirical barycenter b n , we have
This theorem extends to a local notion of extendibility where λ in and λ out may depend on x and k is only required to be positive on average (see Theorem 12). It is known that extendibility of geodesics in the 2-Wasserstein space is related to the regularity of Kantorovich potentials [ALP18] . In this case, we get the following corollary.
Corollary 2. Let P ∈ P 2 (P 2 (R D )) be a probability measure on the 2-Wasserstein space and let µ ⋆ ∈ P 2 (R D ) be a barycenter of P . Let α, β > 0 and suppose that every µ ∈ supp(P ) is the pushforward of µ ⋆ by the gradient of an α-strongly convex and β-smooth function ϕ µ ⋆ →µ , i.e., µ = (∇ϕ µ ⋆ →µ ) # µ ⋆ . Then, if β − α < 1, µ ⋆ is unique and any empirical barycenter µ n of P satisfies
While our results are resolutely focused on spaces with nonnegative curvature, we obtain the following strong result about spaces of nonpositive curvature as a byproduct of the techniques developed in this paper.
Theorem 3. Suppose (S, d) is a geodesic space satisfying κ ≤ curv(S) ≤ 0 for some κ ≤ 0. Then, any distribution P ∈ P 2 (S) has a unique barycenter b ⋆ and any empirical barycenter b n satisfies
The above parametric rate should be contrasted with the slower rates obtained in [ALP18] and [Sch18] but that hold without curvature lower bounds.
GEOMETRY AND BARYCENTERS

Preliminaries
We gather important notation and standard facts from metric geometry for reference. We refer the reader to [BBI01] and [AKP19] for an introduction.
Throughout, let (S, d) be a (Polish) geodesic metric space (see Remark 6). For all x, y ∈ S, we call (constant-speed) geodesic connecting x to y any continuous path γ :
Given κ ∈ R, we denote by (M 2 κ , d κ ) the complete and simply connected 2-dimensional Riemannian manifold with constant sectional curvature κ.
We define a triangle in S as any set of three points {p, x, y} ⊂ S. For
κ . Such a comparison triangle always exists and is unique (up to an isometry) provided peri{p,
We recall the definition of curvature bounds for reference.
Definition 4. Let κ ∈ R. We say that curv(S) ≥ κ if for any triangle {p, x, y} ⊂ S with peri{p, x, y} < 2D κ , any comparison triangle {p,x,ȳ} ⊂ M 2 κ and any geodesic γ :
We say that curv(S) ≤ κ if the same holds with converse inequality in (2.1).
Comparison angles allow to provide useful characterisations of curvature bounds. Given p, x, y ∈ S with p / ∈ {x, y} and peri{p, x, y} < 2D κ , we define the comparison angle
where, for r ≥ 0,
and c κ (r) = s ′ κ (r).
Theorem 5. Let (S, d) be a geodesic space and κ ∈ R. Then the following statements are equivalent.
(1) curv(S) ≥ κ in the sense of Definition 4.
(2) For all p, x, y, z ∈ S such that p / ∈ {x, y, z},
For any p, x, y ∈ S with p / ∈ {x, y} any geodesics γ x , γ y : [0, 1] → S from p to x and from p to y respectively, the function
, is non-increasing in each variable when the other is fixed.
Tangent cones are fundamental objects around which revolve many ideas of the paper. While they reduce to more familiar tangent spaces when S is a smooth manifold, tangent cones provide a natural proxy for tangent spaces in the context of abstract metric structures. Given p ∈ S, let Γ p be the set of all geodesics γ :
Whenever curv(S) ≥ κ or curv(S) ≤ κ, for κ ∈ R, the angle ∢ p : Γ 2 p → [0, π] exists and is a pseudometric on Γ p . Hence, it induces a metric, still denoted ∢ p , on the quotient space Γ p / ∼ where γ ∼ σ if and only if ∢ p (γ, σ) = 0. The completion (Σ p , ∢ p ) of (Γ p / ∼, ∢ p ) is called the space of directions at p. The tangent cone T p S of (S, d) at p is the Euclidean cone over the space of directions Σ p , i.e., the quotient space
We also use notation
Let C p ⊂ S denote the cut-locus of p and for all x ∈ S \ C p , let ↑ x p ∈ Σ p denote the direction of the unique geodesic connecting p to x. Then, the log map at p is the map from S \ C p to T p S that is defined by
. This definition can be extended to x ∈ C p by selecting an arbitrary direction from p to x.
Remark 6. The function log p is well defined and measurable on S \ C p as a limit of measurable functions. Whenever (S, d) is a Polish space, the extension of log p to S can be chosen Borel measurable by application of the measurable selection theorem of Kuratowski and Ryll-Nardzewski [Bog07, Theorem 6.9.3]. For this reason, we always implicitly assume S to be Polish. Alternatively we could assume that P has support included in S \ C p .
A useful consequence of the monotonicity property, Theorem 5 point (3), is the following. If curv(S) ≥ 0 (resp ≤ 0), then for any x, y, p ∈ S the metric d and cone metric · − · p satisfy
with equality if x = p or y = p.
Tangent cone at a barycenter
We are now in a position to establish new geometric properties of Alexandrov spaces that are useful in our analysis of barycenters and are of independent interest.
The notation · p and ·, · p suggests that the cone T p S possesses a Hilbert-like structure. However, the tangent cone may fail to be even geodesic whenever S has only lower bounded curvature (see [Hal00] ). To overcome this limitation, we gather facts on the structure of T p S, that are used in the sequel, in particular when p is a barycenter.
Theorem 7. Let κ ∈ R and let (S, d) be a geodesic space with curv(S) ≥ κ. Then the following holds:
(1) For any p ∈ S, the tangent cone T p S can be isometrically embedded in a geodesic space T p S, such that curv(T p S) ≥ 0. (2) For any P ∈ P 2 (S) and any barycenter b ⋆ ∈ S of P ,
(3) For any P ∈ P 2 (S) and any barycenter b ⋆ of P , there exists a subset L b ⋆ S ⊂ T b ⋆ S, which is a Hilbert space when equipped with the restricted cone metric, and such that supp((log
and any b ∈ S, we have
Proof.
(1) This statement follows directly by combining Claim 3.3.2, Theorem 3.4.1 and Theorem 11.3.1 in [AKP19] . Note that T p S is formally described as the ultralimit of blowups of S at point p and called the ultratangent cone.
(2) Let X 1 , . . . , X n be i.i.d. with distribution P and let P n = n −1 n i=1 δ X i . Let f : S 2 → R be defined by f (x, y) = log b ⋆ (x), log b ⋆ (y) b ⋆ and observe that f ∈ L 2 (P ⊗ P ). Moreover, explicit computations show that
so that there exists a subsequence (P n k ) such that (P n k ⊗P n k )f converges almost surely to (P ⊗P )f . Since P n k is finitely supported, it follows from [LS97, Proposition 3.2] that (P n k ⊗ P n k )f ≥ 0. Therefore, (P ⊗ P )f ≥ 0. Note that this first inequality holds even when b ⋆ is not a barycenter.
To complete the proof, we prove the reverse inequality. Without loss of generality, suppose that κ < 0. Then, combining claim 1.1.1.d and Lemma 5.3.1 in [AKP19], we deduce there exists a constant c > 0 (depending only on κ) such that, for all x, y ∈ S, Integrating with respect to dP (x), using the definition of a barycenter and letting t go to 0, we deduce that
Since this holds for all y ∈ S, integrating with respect to dP (y) gives the result. (3) Given p ∈ S and two elements u = [γ, s], v = [σ, t] ∈ T p S, we write u + v = 0 and say that u and v are opposite to each other if (s = t = 0) or (s = t and ∢ p (γ, σ) = π). Then, we set
Given u ∈ L p S, there is a unique vector opposite to u denoted −u. The fact that L p S is a Hilbert space for the restricted cone metric follows from Theorem 11.6.4 in [AKP19] . The inclusion supp((log b ⋆ ) # P ) ⊂ L b ⋆ S follows from statement (2) and [Le 19].
(4) Fix a barycenter b ⋆ of P and some b ∈ S. Note that if b is in the support of P , it follows readily from (3) that (4) holds. The main purpose of this proof is to show that the same holds for any b ∈ S, not necessarily in supp(P ). For brevity we use the following notation:
In addition, whenever u ∈ T b ⋆ S and y ∈ S, the notation |u − y|, |u| and u, y should be understood as u − log b ⋆ (y) b ⋆ , u b ⋆ and u, log b ⋆ (y) b ⋆ respectively. We first prove that u ∈ L b ⋆ S → u, b is a convex function. To that end, fix t ∈ (0, 1), u 0 , u 1 ∈ L b ⋆ S, and set u t = (1 − t)u 0 + tu 1 ∈ L b ⋆ S. The path t ∈ [0, 1] → u t defines a geodesic in T b ⋆ S according to (1) and (3). Since curv(T b ⋆ S) ≥ 0 we get from Definition 4 that, for all y ∈ S and t ∈ [0, 1],
with equality if y = b ⋆ since u t , u 0 and u 1 belong to L b ⋆ S. Hence, by (2.3), we have 
To conclude the proof, it remains to show that
Then on the one hand, using the definition of opposite points and the triangle inequality on the space of directions Σ p , it follows
On the other hand, the fact that curv(T p S) ≥ 0 implies that 
according to Theorem 5-(2). Combining these inequalities we get that
∢ b ⋆ (γ, ↑ b b ⋆ ) + ∢ b ⋆ (↑ b b ⋆ , σ) = π so that,
MAIN RESULTS
We now turn to the proof of our main result: parametric and dimension-free rates for empirical barycenters on Alexandrov spaces with curvature bounded below. We study the case of positively curved spaces in more detail and, in particular, the 2-Wasserstein space.
Hugging
We begin with a useful identity that controls the average curvature of the square distance around its minimum.
Given P ∈ P 2 (S) and a barycenter b ⋆ of P , define for all x, b ∈ S the hugging function at b ⋆ by Since (log b ⋆ ) # (P n ) is the empirical distribution associated to (log b ⋆ ) # (P ), we get by properties of averages in Hilbert spaces that
where we also used the fact that the variance of (log b ⋆ ) # (P ) is given by
This completes the proof of the Theorem.
As pointed out in Remark 9, the condition curv(S) ≤ 0 implies that k bn b ⋆ (x) ≥ 1 and k b ⋆ bn (x) ≥ 1 for all x ∈ S. The next result therefore follows readily from (3.9) and (3.10) above.
Corollary 11. Suppose (S, d) is a geodesic space satisfying κ ≤ curv(S) ≤ 0 for some κ ≤ 0. Then, any distribution P ∈ P 2 (S) has a unique barycenter b ⋆ and any empirical barycenter b n satisfies
By smoothness of sectional curvature, Corollary 11 applies to any complete, compact and simply connected Riemannian manifold with nonpositive sectional curvature. A careful inspection of our proof techniques reveals that, without compactness, the result extends as well to complete and simply connected Riemannian manifolds with nonpositive sectional curvature, also known as Hadamard manifolds. Indeed, the use of curvature lower bounds in our results is twofold. First, it guarantees a Hilbert-like structure of the tangent cone at a barycenter. Second, we concluded by using the fact that the pushforward of P under log b * has the tip of the cone as its barycenter (i.e., the fact that any barycenter is as well a so called exponential barycenter). The former is satisfied by the manifold assumption, and the latter is the content of Theorem 2.1(b,c) in [BP03] , at least when M is Hadamard.
Our proof technique does not extend, however, to the case of general geodesic spaces with nonpositive curvature and no curvature lower bound. Indeed, it can be easily checked that claim (2) in Theorem 7 is typically not satisfied by distributions supported on the tripod (gluing of three line segments) for example.
Tail bound
We now provide an extension of Theorem 10 to the case of more general bounds on k b b ⋆ . The next result shows in particular that the requirement, made in Theorem 10, that
For simplicity, we prove this extension under an additional integrability assumption on P . We say that P (with barycenter b ⋆ ) is subgaussian with variance proxy ς 2 > 0 if
Such conditions are commonly used in high-dimensional statistics [Ver18, RH17] .
Theorem 12. Suppose that curv(S) ≥ κ, for some κ ∈ R. Fix a subgaussian probability distribution P on S with variance proxy ς 2 > 0 and barycenter b ⋆ . Suppose that there exists k min < 0 such that k b b ⋆ (x) ≥ k min for all x, b ∈ S and that P k b ⋆ ( q ) > 0. Then b ⋆ is unique and, for any empirical barycenter b n and any δ ∈ (0, 1), we get
with probability at least 1 − δ − e −c 2 n where c 1 , c 2 > 0 are independent of n.
Using (3.11), and the classical properties of subgaussian variables, we get
The result then follows by considering, for any c ∈ (0, 1),
POSITIVELY CURVED SPACES
Theorem 10 guarantees a dimension-free parametric rate of convergence of b n under a uniform positive lower bound on the function (x, b) → k b b ⋆ (x). Such a condition is closely linked to the better know notion of k-convexity which is connected to positive curvature upper bounds [Oht07] . In fact, it is not hard to check that k min -convexity of the support of P for some k min > 0 is equivalent to assuming that k b b ⋆ (x) ≥ k min uniformly not only in b, x but also in b ⋆ in the support of P . As a result, k min -convexity of the support of P is too strong a requirement for our purposes since we only need to impose a control on geodesics emanating from b ⋆ . The rest of this section is devoted to developing a suitable relaxation via the notion of geodesic extendibility.
Extendible geodesics
We present a compelling synthetic geometric condition that implies this lower bound in the context of positively curved spaces: the extendibility, by a given factor, of all geodesics (emanating from and arriving at) the barycenter b ⋆ . To formalize the notion of extendible geodesics, consider a (constant-speed) geodesic γ : [0, 1] → S. For (λ in , λ out ) ∈ R 2 + , we say that γ is (λ in , λ out )-extendible if there exists a (constant-speed) geodesic γ + : [−λ in , 1 + λ out ] → S such that γ is the restriction of γ + to [0, 1]. Before we state our sufficient condition we shall first need a fact given in [ALP18] .
Theorem 13. Suppose that curv(S) ≥ 0. Let P ∈ P 2 (S) with barycenter b ⋆ . Suppose that, for each x ∈ supp(P ), there exists a geodesic γ x : [0, 1] → S connecting b ⋆ to x which is (0, λ)-extendible. Suppose in addition that b ⋆ remains a barycenter of distribution P λ = (e λ ) # P where
According to Theorem 8, inequality (4.1) is equivalent to the statement that, for all b ∈ S,
We will use this observation next.
Theorem 14. Suppose that curv(S) ≥ 0 and let x, b, b ⋆ ∈ S. Suppose that, for some λ in , λ out > 0, there is a geodesic connecting b ⋆ to x which is (λ in , λ out )-extendible. Then
Proof. Let γ : [0, 1] → S be a (λ in , λ out )-extendible geodesic connecting b ⋆ to x and Let γ + : [−λ in , 1 + λ out ] → S be its extension. Let z = γ + (−ξ) where ξ = λ in /(1 + λ out ). Then, it may be easily checked that b ⋆ is a barycenter of the probability measure
Now, we wish to apply Theorem 13 to P . To this aim, note that the geodesic γ from b ⋆ to x is (0, 1 + λ out )-extendible by assumption with e λout (x) = γ + (1 + λ out ). Similarly, we check that the geodesic σ : [0, 1] → S connecting b ⋆ to z and defined by σ(t) = γ + (−tξ) is (0, 1 + λ out )-extendible by construction with e λout (z) = γ + (−λ in ). Finally, one checks that b ⋆ remains a barycenter of the probability measure P λout = (e λout ) # P . As a result, Theorem 13 implies that
Finally, the fact that curv(S) ≥ 0 implies that
which completes the proof.
The Wasserstein space
The case of geodesic spaces with lower curvature bound contains several spaces of interest such as the space of metric measure spaces equipped with the Gromov-Wasserstein distance [Stu12] or the Wasserstein space over a postively curved space. In this subsection, we explore the extendible geodesics condition, described in the previous subsection, in the context of the Wasserstein space over a Hilbert space, where this geometrical condition translates into a regularity property. Such Wasserstein spaces possess a very particular structure that allows for a simple and transparent formulation of this condition connected to the regularity of Kantorovich potentials. Given a Hilbert space H, with scalar product ·, · and norm | · |, recall that the subdifferential ∂ϕ ⊂ H 2 of a function ϕ : H → R is defined by ∂ϕ = {(x, g) : ∀y ∈ H, ϕ(y) ≥ ϕ(x) + g, y − x }. We denote ∂ϕ(x) = {g ∈ H : (x, g) ∈ ∂ϕ}. The function ϕ is called α-strongly convex if, for all x ∈ H, ∂ϕ(x) = ∅ and
for all g ∈ ∂ϕ(x) and all y ∈ H. We recall the following result.
Theorem 15 (Theorem 3.5 in [ALP18] ). Let (S, d) = (P 2 (H), W 2 ) be the Wasserstein space over a separable Hilbert space H. Let µ and ν be two elements of S and let γ : [0, 1] → S be a geodesic connecting µ to ν. Then, γ is (0, 1+λ)-extendible if, and only if, the support of the optimal transport plan of µ to ν lies in the subdifferential ∂ϕ µ→ν of a λ 1+λ -strongly convex map ϕ µ→ν : H → R.
In the above theorem, ϕ µ→ν is defined as follows. Let f µ→ν , g ν→µ be optimal Kantorovich potentials, i.e., solutions of the dual Kantorovich problem for all x, y ∈ H. It is known that a convex function is β-smooth if and only if its Fenchel-Legendre transform is 1/β-strongly convex [BC17, Theorem 18.15]. Since ϕ ν→µ = ϕ * µ→ν , the next result follows readily from Theorems 10, 14 and 15.
Corollary 16. Let (S, d) = (P 2 (H), W 2 ) be the Wasserstein space over a separable Hilbert space H. Let P ∈ P 2 (S) with barycenter µ ⋆ ∈ S. Let α, β > 0 and suppose that every µ ∈ supp(P ) is the pushforward of µ ⋆ by the gradient of an α-strongly convex and β-smooth function ϕ µ ⋆ →µ , i.e., µ = (∇ϕ µ ⋆ →µ ) # µ ⋆ . Then, if β − α < 1, any empirical barycenter µ n of P satisfies 
