Abstract. In this paper, we study the following fourth order elliptic problem
Introduction and main results
In this paper, we study the following nonlinear fourth order elliptic equation 0 (R N ). In the past few years, there has been many study on concentration of solutions for secondorder elliptic equations with critical Sobolev exponent; See e.g. [1, 2, 3, 7, 10, 11, 14, 16, 18, 19, 21] and the references therein. Recently, some researches have been developed on the existence of peak solutions of fourth order elliptic equations involving critical exponent, see for example [5, 6, 8, 9, 13, 17] .
Define the Euler-Lagrange functional I corresponding to (1.1) as follows
(1 + εK(x))|u| 2 * .
One of the main features of problem (1.1) is the lack of compactness, i.e. the functional I ε does not satisfy the Palais-Smale condition. Such a fact follows from the noncompactness of the embedding of D 2,2 (R N ) ֒→ L 2 * (R N ) and the unboundness of the domain R N . In this article, we use a construction method to obtain peak solutions for (1.1). Precisely, we extend the argument employed in [10] to the framework of such higher order equations. To do so, we first take advantage of a type of Lyapunov-Schmidit reduction to transform the problem of finding critical points for the functional I ε into one of finding critical points of a functional defined on finite dimensional domain. Then we construct a suitable bounded domain with finite dimension in which the associated variational problem, by topological degree argument, can have a critical point. In our proof, to obtain a fine analysis on the energy of the functional I ε , we perform a careful expansion on I ε by make full use of the precise computation of the contribution of function K(x) to its critical points. Moreover, we have to prove the positivity of the critical points obtained by our process. It is wellknown that such a proof, in general, is quite difficult for higher order equations.
To state the main result, we need to introduce some notations and assumptions. Consider the equation
It has been proved in [15] that the following function, for y ∈ R N and λ > 0,
solves (1.2) on R N . Let Σ denote the set consisting of all the critical points z of K(x), satisfying (after a suitable rotation of the coordinate system depending on z),
for x close to z, where a i , β and σ are some constants depending only on z, a i = 0 for
We now state our main result of the paper: Theorem 1.1. Assume that Σ contains at least two points. Then for each
If the set Σ contains k(k ≥ 2) points, it is east to see that , by theorem1.1, there exist k 2 solutions for problem(1.1).
where β ∈ (1, N − 4), a ij = 0 and N j=1 a ij < 0 and σ > 0. Using the technique in the proof of Theorem 1.3 of [21] , we can construct a k-peaked solution for (1.1), such that there is exactly one local maximum point near each z i , i = 1, 2, · · · , k. This paper is organized as follows: we first introduce some notations and perform a finite-dimensional reduction in section 2, and then use topological degree argument to prove theorem 1.1 in section 3. In order that we can give a clear line of our framework, we list all the proofs of the needed estimates in the appendix..
Notations and the finite-dimensional reduction
We look for solutions u ε of (1.1) of the following form
It is well known now that for µ > 0 sufficiently small if (α, y, λ, v) ∈ M µ is a critical point
The fact that (α, y, λ, v) ∈ M µ is a critical point of J ε in M µ is equivalent to the fact that the following equations are satisfied
As in [10] , we first reduce the problem of finding a solution for (1.1) to that of finding a critical point for a function defined in a finite dimensional domain. Then we use topological degree argument to solve the latter problem. We next establish some preliminary result. Throughout this paper we will let
3),(2.6). Furthermore, α ε = (α 1,ε , α 2,ε ) and v ε satisfy the following estimate as ε → 0
y,λ . As in [10] (see also [17] ) we expandĴ ε (y, λ, ω) = J ε (α, y, λ, v) at ω = 0 and obtain
where
y,λ is a linear form given by
and R ε is the higher order term satiafying
where θ > 0 is some constant.
To show the existence of (
y,λ such that DĴ ε (y, λ, ω) = 0 for each fixed (y, λ) ∈ D µ , where D stands for the derivative with respect to ω. DĴ ε = 0 is equivalent to
As in [10] , it is not difficult by using Lemma A.4-A.6 to check that if µ > 0, ε > 0 are small enough, then for each (y, λ) ∈ D µ , Q ε is invertible and there exists C > 0, independent of (y, λ), such that Q −1 ε ≤ C. So by the implicit function theorem, we can prove that there is a C 1 −map ω(y, λ) satisfying (2.12). Furthermore
Applying Lemmas A.1-A.3 in Appendix A to (2.9) we get
and consequently we obtain (2.7). So we have completed the proof of the proposition.
It is worthwhile to point out that from Lagrange multiplier theorem, there are A j , B j , C ji (j = 1, 2, i = 1, 2, · · · , N) in R such that (α, y, λ, v) satisfy (2.3) and (2.4). So we only need to solve finite dimensional problem (2.5) and (2.6).
Proof of main result
In this section, we prove that for the A j , B j , C ji ∈ R obtained in the above section satisfying (2.3) and (2.4) there exists (ỹ,λ) ∈ D µ such that (2.5) and (2.6) are satisfied by (α,ỹ,λ,ṽ). Firstly, we give some estimates.
Lemma 3.1. Let (y, λ) ∈ D µ , (α, v) be obtained as in Proposition2.1. For µ > 0 and ε > 0 small enough,we have for k = 1, 2
where C N,β k is a positive constant depending only on N and β k , C 0 is a positive constant,
Proof. Without loss of generality, we take k = 1. Direct computations yield
It is easy to check that
By Lemmas A.7, B.1-B.2, we can obtain
Combining the above equalities, we can derive the conclusion. ∂J ε (α, y, λ, v) ∂y
12
, where D N.β k is a positive constant depending only on N and β k , C 1 > 0 is a constant. τ 1 and σ are the same as in Lemma3.1.
Proof. By using Hölder inequality and lemmas A.7, B.3-B.4 in the Appendix, the calculation is similar to the proof of Lemma 3.1, we omit the detail.
y,λ be obtained in Proposition 2.1. Then
, ϕ .
, · · · , N respectively and noting that
we obtain a quasi-diagonal linear system of equations of A j , B j and C ji , whose coefficients are given by
where E, F, G are strictly positive constants depending only on N and δ hl is the Kronecker symbol.
Using the estimates of
in Lemmas 3.1 and 3.2, we can obtain the estimates of B k and C ki .
. To obtain the existence of solution u ε of the form (2.2), we only need to show that (2.5) and (2.6) are satisfied by some (y, λ) ∈ D µ . We will show that for some suitable δ > 0, γ 1 > 0 small and
(z 2 ) together with the (α(y, λ), y, λ, v(y, λ)) satisfy (2.5) and (2.6). From Proposition 2.1 and Lemmas 3.1-3.2, we get the following equivalent form of (2.5) and (2.6):
where d k , τ 1 are some positive constant. Let
Then (3.1) and (3.2) can be rewritten in the following equivalent way
, where
(3.5) On the other hand, it is easy to see that g = 0 has a unique solution (t *
, and
Thus, (3.3), (3.4) has a solution and u ε = α 1,ε U y 1 ε ,λ 1,ε + α 2,ε U y 2 ε ,λ 2,ε + v ε is a critical point of I ε . By Proposition 3.4, we know u ε > 0 for ε > 0 sufficiently small. Thus the result follows.
Proposition 3.4. Assume that u ε = α 1,ε U y 1 ε ,λ 1,ε + α 2,ε U y 2 ε ,λ 2,ε + v ε is a critical point of I ε and v ε satisfies (2.7).Then for ε > 0 sufficiently small, u ε > 0.
Proof. we follow the idea in [6] , [17] to prove the proposition. Set u It is easy to see that ω ≤ 0 and
Assume that ω = 0, then
L 2 * . On the other hand
It is obvious that |u
, So for ε sufficiently small, u − ε ≡ 0, which implies that ω ≡ 0 and we get a contradiction. As a result, ω ≡ 0 and u − ε ≡ 0. Therefore, u ε > 0 and we complete the proof.
Appendix A.
In this appendix, we give some estimates and result that used in Section 2.
Lemma A.1. For any (y, λ) ∈ D µ and v ∈ E 2 y,λ , there exists τ > 0 such that
where τ > 0 and θ j = inf{β j , N +4 2
}.
Proof. Use the inequality
We have
Lemma A.2. There exists τ > 0 such that for any (y, λ) ∈ D µ and v ∈ E 2 y,λ , we have
Proof. By inequality(A.1), we get
Proof.
Lemma A.4. Suppose (y, λ) ∈ D µ , µ and ε small enough, then there exists δ > 0 such that for all v ∈ E 2 y,λ we have
Proof. It follows from Proposition 2 in [17] that there exists a constant δ 0 > 0 such that
for someσ > 0 and Lemma A.4 follows.
Lemma A.5. Suppose (y, λ) ∈ D µ . Then for µ and ε small enough we have
for some r > 0, A > 0.
0,1 , we get the conclusion of Lemma A.5.
y,λ . If µ and ε small, then
where τ > 0 and θ j = inf{β j ,
Proof. By using Hölder inequality and our assumption on K(x), we have
Proof. The proof of this lemma is similar to that of Lemma A.6.
The estimates given in this appendix will play the key role in proving our main result in Section 3. The computation here is very similar the one performed in [4] , so we give a sketch proof.
where C N,β k is a positive constant depending only on N and β k .
Lemma B.2. Suppose (y, λ) ∈ D µ ,µ small, We have for k = l, k, l = 1, 2, 
where D N,β k is a positive constant depending only on N and β k .
