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Time-limited pseudo-optimal H2-model order
reduction
Umair Zulfiqar, Victor Sreeram, and Xin Du
Abstract—A model order reduction algorithm is presented
that generates a reduced-order model of the original high-
order model, which ensures high-fidelity within the desired
time interval. The reduced model satisfies a subset of the first-
order optimality conditions for time-limited H2-model reduction
problem. The algorithm uses a computationally efficient Krylov
subspace-based framework to generate the reduced model, and
it is applicable to large-scale systems. The reduced-order model
is parameterized to enforce a subset of the first-order optimality
conditions in an iteration-free way. We also propose an adaptive
framework of the algorithm, which ensures a monotonic decay
in error irrespective of the choice of interpolation points and
tangential directions. The efficacy of the algorithm is validated
on benchmark model reduction problems.
Index Terms—H2-norm, model reduction, optimal, time-
limited.
I. INTRODUCTION
THE intricacies and complexity of the physical systems areincreasing each year. The modern-day physical systems
are mathematically described by several hundred or thousands
of differential equations resulting in a large-scale state-space
model. The computing power of the modern-day computers is
also increasing at an increasing rate; however, the complexity
of the physical systems still poses a computational challenge
to the efficient simulation, analysis, and design. Model order
reduction (MOR) techniques are used to obtain a reduced-
order approximation of the original high-order model, which
retains most of its input-output properties. The reduced-order
model (ROM) can then be used as a surrogate for the original
high-order system in the design and analysis [1], [2], [3], [4],
[5], [6].
Balanced truncation (BT) [7] is among the most popular
MOR techniques. The preservation of stability, the existence
of an a priori error bound, and high accuracy are among
the most significant features of BT. In BT, the states which
have significant Hankel singular values are retained in the
ROM, and the remaining states are truncated. BT requires
the solution of two large-scale Lyapunov equations which
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is a computationally intensive task. The high computational
cost of BT hinders its applicability to large-scale systems.
Several extensions of BT exist in the literature to reduce its
computational cost like [8], [9], [10], [11], [12] which suggest
replacing the exact solution of the Lyapunov equations with
their low-rank approximations. BT is generalized to preserve
several other system characteristics like passivity, second-order
structure, contractivity, etc. Reference [1] provides an in-depth
survey of BT and its extensions.
The modal configuration is an important mathematical prop-
erty of the system model, which is related to several physical
phenomena. For instance, the interconnected power systems
exhibit low-frequency oscillations like local, interplant, and
interarea oscillations. These are associated with the modes in
the frequency interval of 0 − 2 Hz and are poorly damped
[13]. The small-signal stability analysis and the damping
controller design rely heavily on these modes. Various modes
can also be associated with the power system components
in the network, like generators and power system stabilizers.
Therefore, their preservation in the ROM is important from a
physical perspective. Moreover, their preservation in the ROM
is also beneficial for the accuracy of ROM both in the time
and frequency domains [14], [15], [16], [17]. Recently, several
eigensolvers are developed which exploit the sparse structure
of the large-scale models and efficiently compute the dominant
modes [18], [19], [20] which are required to be preserved
in the ROM for achieving good accuracy. Modal truncation
based on these eigensolvers can efficiently generate a ROM for
large-scale systems which preserves the dominant modes of the
original model. In terms of accuracy, modal truncation is way
inferior to BT. However, in many applications, the preservation
of important modes of the original system is more important
than the overall accuracy in terms of error.
Moment matching is another important class of MOR tech-
niques. In moment matching methods, a ROM is constructed
which interpolates the original transfer function and a few of
its moments using computationally efficient rational Krylov
subspace based-framework. These techniques can easily han-
dle large-scale systems and can be applied even if the model
is unknown, and only the input-output data is known [21].
Moment matching methods have been significantly advanced
over the last two decades, and several generalizations and
extensions exist which can preserve various system properties
while ensuring good accuracy as well. Reference [22] provides
a detailed survey of moment matching methods.
The H2-optimal MOR problem is studied extensively in
the literature. One popular approach to this problem is to
first convert it into an unconstraint minimization problem
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over Stiefel manifold. Then the ROM is constructed using
optimization schemes that minimize the cost function derived
over the manifold [23], [24], [25]. In [26], a trust-region for
the H2-optimal MOR over Stiefel manifold is proposed using
the Riemannian trust-region method of [27]. In [28], the Rie-
mannian trust-region method [27] is generalized for second-
order transfer functions wherein the second-order structure
is preserved in the ROM. The second popular approach to
the H2-optimal MOR problem is the tangential interpola-
tion. The first-order optimality conditions (known as Wilson’s
conditions [29]) are described as the tangential interpolation
conditions in [30], [31]. The iterative rational Krylov algorithm
(IRKA) [30] is considered among the gold standards of these
methods, and it efficiently generates a local optimum for the
problem. IRKA was first developed for single-input single-
output (SISO) systems in [30], and it is generally as accurate
as BT even if it is initialized with fairly random interpolation
points. It was later generalized for multi-input multi-output
(MIMO) systems in [31]. IRKA is computationally efficient
and thus easily applicable to large-scale systems.
In general, the convergence is not guaranteed in IRKA,
and it significantly slows down as the number of inputs and
outputs increases. Moreover, the stability of the ROM is not
guaranteed. There are some methods reported in the literature,
which use trust-region methods to speed up the convergence
of IRKA like [32], [33], [34]. In [35], a projection-based
algorithm is proposed, which provides a sub-optimal solution
to theH2-MOR problem while guaranteeing the stability of the
ROM at the same time. The applicability of the algorithm [35]
can also be extended to the nonlinear systems. The Lyapunov
equation-based algorithm presented in [36] also guarantees the
stability of the ROM while preserving the second-order struc-
ture in the ROM. Gugercin presented a modification to IRKA,
i.e., iterative SVD rational Krylov algorithm (ISRKA), which
satisfies a subset of the first-order optimality conditions for the
H2-MOR problem, and the stability is also guaranteed [37].
However, the algorithm presented is an iterative algorithm with
no guarantee on convergence. Also, it requires the computation
of one large-scale Lyapunov equation which is computation-
ally not feasible in a large-scale setting. In [38], an iteration-
free pseudo-optimal rational Krylov (PORK) algorithm is
presented, which generates a ROM that satisfies a subset
of the first-order optimality conditions like ISRKA, and the
ROM is also guaranteed to be stable. Unlike ISKRA, it does
not require the solution of a large-scale Lyapunov equation,
and thus it is computationally efficient. In [39], a cumulative
reduction (CURE) framework is proposed, which constructs
the ROM adaptively. In each step, new interpolation conditions
are enforced without affecting the conditions induced in the
previous steps. An important property of CURE is that if
PORK is used in it’s every step, the H2-norm error decays
monotonically irrespective of the choice of interpolation points
and tangential directions.
Practically, no system or its simulation is run over an infinite
time interval. In some applications, a particular time interval is
more important in terms of accuracy, e.g., the low-frequency
oscillations in the interconnected power system are observed
in the first 15 sec of the simulation, after which these are
successfully damped by the power system stabilizers. The
first 15 sec are very important for the small-signal stability
analysis of the interconnected power systems [40]. Similarly,
in a time-limited optimal control problem, the behavior of
the system and the performance of the controller is important
within a finite time interval [41]. It is, therefore, reasonable
to ensure superior accuracy within the desired time interval
of the interest. To ensure high-fidelity in a desired limited
time interval, BT is generalized to time-limited BT (TLBT)
in [42]. TLBT is computationally expensive as it requires
the solution of two large-scale dense Lyapunov equations.
In [43], the applicability of TLBT is extended to large-
scale systems using Krylov subspace-based methods and low-
rank approximation of large-scale Lyapunov equations. The
ROM is not guaranteed to be stable in TLBT, and an a
priori error bound does not exist. In [44], a modification in
TLBT is proposed, which guarantees stability, and an error
bound is also defined. However, [44] is computationally more
expensive than the original TLBT, and the accuracy is also
poor. An H2-norm error bound for TLBT is also proposed
in [45], which is based on the error bound in [46]. TLBT
is extended to more general classes of linear systems in
[47], [48], [49], [50] and bilinear systems in [51]. In [52], a
cross Gramian based algorithm for TLBT is presented, which
significantly saves the computational time as it requires one
instead of two large-scale Lyapunov equations. Further, TLBT
is extended to unstable systems in [53]. In [54], IRKA is
generalized to time-limited scenario to approximately achieve
the first-order optimality conditions for the time-limited H2-
MOR problem. The first-order optimality conditions for the
time-limited H2-MOR problem are expressed as bi-tangential
Hermite interpolation conditions in [55], and a descent-based
iterative algorithm is presented for the SISO systems. The
algorithm [55] generates a ROM that satisfies these conditions
for SISO system. It is computationally not feasible in a large-
scale setting as it requires the computation of the pole-residue
form of the original transfer function, which is an expensive
task. Moreover, the stability of the original system is not
guaranteed to be preserved in the ROM generated by both
the algorithms, and there is no guarantee on the convergence
of the algorithms.
In this paper, we present a time-limited MOR algorithm
which satisfies a subset of the first-order optimality conditions
for the time-limited H2-MOR problem (as derived in [54] and
[55]). The algorithm is iteration-free, and it guarantees the
stability of ROM. The proposed algorithm does not involve any
large-scale Lyapunov equation, and it uses a computationally
efficient rational Krylov algorithm to construct the ROM.
Therefore, it is applicable to large-scale systems. The proposed
algorithm uses the parametrization of the ROM approach
[56], [57] to enforce a subset of the optimality conditions
and to place the poles and their associated input or output
residues to the specified locations. Thus, it can also preserve
the modes and their associated input or output residues of
the original systems like modal truncation. Therefore, the
proposed algorithm can also be used for the applications
wherein modal preservation is an important property to be
preserved in the ROM. We also present an adaptive version
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of the algorithm, which ensures that the time-limited H2-
norm error decays monotonically irrespective of the choice of
interpolation points and tangential directions. The proposed
algorithm also provides approximate time-limited Gramians,
which monotonically approach to the exact solutions. The
approximate Gramians can be used for a computationally effi-
cient implementation of TLBT. We have tested our algorithm
on benchmark MOR problems, and the simulation results
confirm the efficacy of the proposed algorithm.
II. PRELIMINARIES
Let H(s) be the nth order model of the original high-order
system. The MOR problem is to find a rth (r << n) order
ROM Hˆr(s) of H(s) such that the error ||H(s) − Hˆr(s)||
is small in some defined sense. Let x ∈ Rn×1, u ∈ R1×m,
and y ∈ Rp×1 be the state, input, and output vectors of the
state-space representation of H(s), i.e.,
x˙ = Ax+Bu, y = Cx,
H(s) = C(sI −A)−1B. (1)
Let xr ∈ Rr×1 and yr ∈ Rp×1 be the state and output vectors
of the state-space representation of Hˆr(s), i.e.,
x˙r = Aˆrxr + Bˆru yˆr = Cˆrxr. (2)
Wˆr and Vˆr project H(s) onto a reduced subspace such that
the dominant dynamics of H(s) are retained in Hˆr(s), i.e.,
Hˆr(s) = CVˆr(sI − WˆTr AVˆr)−1WˆTr B
= Cˆr(sI − Aˆr)−1Bˆr.
The time-limited MOR problem is to compute a ROM
(Aˆr, Bˆr, Cˆr) such that y ≈ yˆr within the desired time interval
[0, t] sec. The important mathematical notations which are
used throughout the text are tabulated in Table I.
TABLE I: Mathematical Notations
Notation Meaning[
.
]∗ Hermitian of the matrix
tr(·) Trace of the matrix
λi(·) Eigenvalues of the matrix
Ran(·) Range of the matrix
orth(·) Orthogonal basis for the range of the matrix
span
i=1,··· ,r
{·} Span of the set of r vectors
Let h(t) = CeAtB and hˆr(t) = CˆreAˆrtBˆr be the im-
pulse responses of H(s) and Hˆr(s), respectively. The fourier
transforms of h(t) and hˆr(t) are given by CF (ω)B and
CˆrFˆ (ω)Bˆr, respectively where F (ω) = (jωI − A)−1 and
Fˆ (ω) = (jωI − Aˆr)−1. The controllability Gramian P
and observability Gramian Q of the state-space realization
(A,B,C) are defined as the following
P =
∫ ∞
0
eAτBBT eA
T τdτ =
1
2pi
∫ ∞
−∞
F (ν)BBTF ∗(ν)dν
(3)
Q =
∫ ∞
0
eA
T τCTCeAτdτ =
1
2pi
∫ ∞
−∞
F ∗(ν)CTCF (ν)dν.
(4)
The time-limited controllability Gramian PT and the time-
limited observability Gramain QT defined over the time inter-
val [0, t] [42] are defined as
PT =
∫ t
0
eAτBBT eA
T τdτ
QT =
∫ t
0
eA
T τCTCeAτdτ.
Similarly, the frequency-limited controllability Gramian PΩ
and the frequency-limited observability Gramain QΩ defined
over the frequency interval [0, ω] [42] are defined as
PΩ =
1
2pi
∫ ω
−ω
F (ν)BBTF ∗(ν)dν (5)
QΩ =
1
2pi
∫ ω
−ω
F ∗(ν)CTCF (ν)dν. (6)
Definition 1. The H2-norm [30] of H(s) is defined as
||H(s)||H2 =
√
tr
(∫ ∞
0
h(τ)hT (τ)dτ
)
=
√
tr
(∫ ∞
0
CeAτBBT eAT τCT dτ
)
=
√
tr
(
CPCT
)
=
√
tr
(∫ ∞
0
hT (τ)h(τ)dτ
)
=
√
tr
(∫ ∞
0
BT eAT τCTCeAτBdτ
)
=
√
tr
(
BTQB
)
.
Definition 2. The time-limited H2-norm [54] for the time
interval [0, t], i.e., H2,t of H(s) is defined as
||H(s)||H2,t =
√
tr
(∫ t
0
h(τ)hT (τ)dτ
)
=
√
tr
(∫ t
0
CeAτBBT eAT τCT dτ
)
=
√
tr
(
CPTCT
)
=
√
tr
(∫ t
0
hT (τ)h(τ)dτ
)
=
√
tr
(∫ t
0
BT eAT τCTCeAτBdτ
)
=
√
tr
(
BTQTB
)
.
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Definition 3. The frequency-limited H2-norm [58] for the
frequency interval [0, ω], i.e., H2,ω of H(s) is defined as
||H(s)||H2,ω =
√
tr
( 1
2pi
∫ ω
−ω
H(jν)H∗(jν)dν
)
=
√
tr
( 1
2pi
∫ ω
−ω
CF (ν)BBTF ∗(ν)CT dν
)
=
√
tr
(
CPΩCT
)
=
√
tr
( 1
2pi
∫ ω
−ω
H∗(jν)H(jν)dν
)
=
√
tr
( 1
2pi
∫ ω
−ω
BTF ∗(ν)CTCF (ν)Bdν
)
=
√
tr
(
BTQΩB
)
.
Definition 4. The H2,t-norm [54] of the error system E(s) =
H(s)− Hˆr(s) is given by
||E(s)||H2,t
=
√
tr(CPTCT )− 2tr(CP˜T CˆTr ) + tr(CˆrPˆT CˆTr )
=
√
tr(BTQTB)− 2tr(BˆTr Q˜TB) + tr(BˆTr QˆT Bˆr)
where
APT + PTA
T +BBT − eAtBBT eAT t = 0, (7)
ATQT +QTA+ C
TC − eAT tCTCeAt = 0, (8)
AˆrPˆT + PˆT Aˆ
T
r + BˆrBˆ
T
r − eAˆrtBˆrBˆTr eAˆ
T
r t = 0, (9)
AˆTr QˆT + QˆT Aˆr + Cˆ
T
r Cˆr − eAˆ
T
r tCˆTr Cˆre
Aˆrt = 0, (10)
AP˜T + P˜T Aˆ
T
r +BBˆ
T
r − eAtBBˆTr eAˆ
T
r t = 0, (11)
AˆTr Q˜T + Q˜TA+ Cˆ
T
r C − eAˆ
T
r tCˆTr Ce
At = 0. (12)
See [54] for the proof.
A. PORK [38]
Hˆr(s) interpolates H(s) at the interpolation points σi in
the respective (right) tangential directions cˆi ∈ Cm×1 for any
output rational Krylov subspace Wˆr such that WˆTr Vˆr = I if
the input rational Krylov subspace Vˆr satisfies the following
property
Ran(Vˆr) = span
i=1,··· ,r
{(σiI −A)−1Bcˆi}. (13)
Choose Wˆr as Wˆr = Vˆr(VˆrVˆ Tr )
−1, and compute the following
matrices
Aˆr = Wˆ
T
r AVˆr, Bˆr = Wˆ
T
r B, (14)
B⊥ = B − VˆrBˆr, (15)
Lˆr = (B
T
⊥B⊥)
−1BT⊥
(
AVˆr − VˆrAˆr
)
, (16)
Sˆr = Aˆr − BˆrLˆr. (17)
Then Vˆr satisfies the following Sylvester equations:
AVˆr + Vˆr(−Sˆr) +B(−Lˆr) = 0, (18)
AVˆr + Vˆr(−Aˆr) +B⊥(−Lˆr) = 0 (19)
where {σ1, · · · , σr} are the eigenvalues of Sˆr. A family of
ROMs which satisfy the interpolation condition
Hˆr(σi)cˆi = H(σi)cˆi (20)
can be obtained by parametrizing the ROM in Bˆr if all the
interpolation points σi have positive real parts, and (Sˆr, Lˆr)
is observable, i.e.,
Aˆr = Sˆr + ξLˆr, Bˆr = ξ, Cˆr = CVˆr.
Hˆr(s) ensures that
||H(s)− Hˆr(s)||2H2 = ||H(s)||2H2 − ||Hˆr(s)||2H2 (21)
if ξ is set to ξ = −Qˆ−1s LˆTr where Qˆs solves
−SˆTr Qˆs − QˆsSˆr + LˆTr Lˆr = 0.
The equation (21) is a subset of the first-order optimality con-
ditions for the local optimality problem ||H(s) − Hˆr(s)||2H2 ,
and thus Hˆr(s) is a pseudo-optimal ROM of H(s).
B. CURE [39]
The rth-order ROM in CURE is constructed adaptively
in k steps. (Aˆr, Bˆr, Cˆr), Sˆr, Lˆr, and B⊥ are accumulated
after each step such that the interpolation condition (20), and
the Sylvester equations (18) and (19) are satisfied after each
step. In other words, at each step, new interpolation points
and the tangential directions are added without disturbing the
interpolation conditions induced by the previous interpolation
points and tangential directions.
Let Vˆ (k), Sˆ(k), Lˆ(k), (Aˆ(k), Bˆ(k), Cˆ(k)), and B(k)⊥ be matrices
of kth step for any Wˆ (k) such that (Wˆ (k))T Vˆ (k) = I , i.e.,
Aˆ(k) = (Wˆ (k))TAVˆ (k), Bˆ(k) = (Wˆ (k))TB
(k−1)
⊥ ,
Cˆ(k) = CVˆ (k)
where
AVˆ (k) − Vˆ (k)Sˆ(k) −B(k−1)⊥ Lˆ(k) = 0, (22)
AVˆ (k) − Vˆ (k)Aˆ(k) −B(k)⊥ Lˆ(k) = 0, (23)
B
(0)
⊥ = B, and B
(k)
⊥ = B
(k−1)
⊥ − Vˆ (k)Bˆ(k).
After each step, the ROM can be accumulated, and a rth-order
ROM can be obtained adaptively in k steps, i.e., the order of
the ROM grows after each step without affecting the interpola-
tion conditions induced in the previous steps. The accumulated
ROM and the associated matrices for i = 1, · · · , k are given
by
A
(i)
tot =
 A(i−1)tot 0
Bˆ(i)L
(i−1)
tot Aˆ
(i)
 , B(i)tot =
B(i−1)tot
Bˆ(i)
 ,
C
(i)
tot =
[
C
(i−1)
tot Cˆ
(i)
]
, L
(i)
tot =
[
L
(i−1)
tot Lˆ
(i)
]
,
S
(i)
tot =
S(i−1)tot −B(i−1)tot Lˆ(i)
0 Sˆ(i)
 , V (i)tot = [V (i−1)tot Vˆ (i)]
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where
AV
(i)
tot − V (i)totS(i)tot −BL(i)tot = 0,
and A(0)tot, B
(0)
tot , C
(0)
tot , L
(0)
tot, S
(0)
tot , and V
(0)
tot are all empty
matrices.
An important property of CURE is that if (Aˆ(i), Bˆ(i), Cˆ(i))
is computed using PORK for i = 1, · · · , k, (A(i)tot, B(i)tot, C(i)tot)
stays pseudo-optimal. This further implies that
(A
(i−1)
tot , B
(i−1)
tot , C
(i−1)
tot ) is a pseudo-optimal ROM of
(A
(i)
tot, B
(i)
tot, C
(i)
tot) as S
(i)
tot and Cˆ
(i)
tot contain the interpolation
points and tangential directions encoded in S(i−1)tot and Cˆ
(i−1)
tot ,
respectively. Let H(i)tot
(
s
)
be defined as
H
(i)
tot
(
s
)
= C
(i)
tot(sI −A(i)tot)−1B(i)tot.
If H(i)tot
(
s
)
stays pesudo-optimal, the following holds
||H(s)−H(i)tot
(
s
)||2H2 = ||H(s)||2H2 − ||H(i)tot(s)||2H2 .
Thus ||H(s)||2H2 ≥ ||H
(i)
tot
(
s
)||2H2 . Moreover, since
||H(i)tot
(
s
)−H(i−1)tot (s)||2H2 = ||H(i)tot(s)||2H2 − ||H(i−1)tot (s)||2H2 ,
||H(i)tot
(
s
)||2H2 ≥ ||H(i−1)tot (s)||2H2 . Therefore, ||H(s) −
H
(i)
tot
(
s
)||2H2 decays monotonically irrespective of the choice
of interpolation points and tangential directions.
C. TLBT [42]
TLBT [42] is a generalization of BT [7] wherein the
standard controllability and observability Gramians, which are
defined over the infinite time horizon, are replaced with the
ones defined over the time interval of interest. Vˆr and Wˆr
in TLBT are computed as Vˆr = TˆrRˆTr and Wˆr = Tˆ
−T
r Rˆ
T
r ,
respectively, where Rˆr =
[
Ir×r 0r×(n−r)
]
, Tˆ−1r PT Tˆ
−T
r =
TˆTr QT Tˆr = diag(σˆ1, σˆ2, · · · , σˆn), and σˆ1 ≥ σˆ2 ≥ · · · ≥ σˆn.
The ROM is then obtained as
Aˆr = Wˆ
T
r AVˆr, Bˆr = Wˆ
T
r B, Cˆr = CVˆr.
D. H2,t-Optimal MOR
Define G(s) and Gˆr(s) as the following
G(s) = −e−stfC(sI −A)−1eAtfB +H(s), (24)
Gˆr(s) = −e−stf Cˆr(sI − Aˆr)−1eAˆrtf Bˆr + Hˆr(s). (25)
Let Hˆr(s) be represented in the following pole-residue form
Hˆr(s) =
r∑
k=1
lˆkrˆ
T
k
s− λˆk
. (26)
It is shown in [55] that Hˆr(s) is a local optimum for the
problem ||H(s) − Hˆr(s)||2H2,t if the following bi-tangential
Hermite interpolation conditions are satisfied
lˆTkG(−λˆk) = lˆTk Gˆr(−λˆk) (27)
G(−λˆk)rˆk = Gˆr(−λˆk)rˆk (28)
lˆTkG
′(−λˆk)rˆk = lˆTk Gˆ′r(−λˆk)rˆk. (29)
Further, it is shown in [54] that these are equivalent to the
following Gramian-based first-order optimality conditions
CˆrPˆT = CP˜T (30)
QˆT Bˆr = Q˜TB (31)
eˆ∗i X˜∞[P˜T − teAtBBˆ∗reAˆ
∗
rt]eˆi =
eˆ∗i Qˆ∞[PˆT − teAˆrtBˆrBˆ∗reAˆ
∗
rt]eˆi (32)
where
AˆrX˜∞ + X˜∞A∗ + Cˆ∗rC = 0,
Aˆ∗rQˆ∞ + Qˆ∞Aˆr + Cˆ
∗
r Cˆr = 0,
and eˆi is the unit vector. When either the equation (30) or
(31) (or equivalently the equation (27) or (28)) is satisfied,
the following holds
||H(s)− Hˆr(s)||2H2,t = ||H(s)||2H2,t − ||Hˆr(s)||2H2,t . (33)
E. Issues in H2,t-Optimal MOR
Hˆr(s) and resultantly {λˆk, lˆk, rˆk}k=1,··· ,r are not known a
priori which necessitate an iterative algorithm starting with
a random guess of the interpolation data. The bi-tangential
Hermite interpolation conditions (27)-(29) cannot be achieved
if IRKA is applied to G(s). Note that a ROM of G(s) is
not required. A ROM Hˆr(s) is required which satisfies (27)-
(29). If IRKA is applied to G(s), there is no way to extract
Hˆr(s) from Gˆr(s) as IRKA cannot preserve the structure
of Gˆr(s) according to (25). In [55], a decent algorithm is
presented for SISO systems which computes Hˆr(s) which
satisfies G(−λˆk) = Gˆr(−λˆk) and G′(−λˆk) = Gˆ′r(−λˆk) using
quasi-Newton type optimization. This is a computationally
expensive strategy to achieve the optimality conditions, which
is just limited to the SISO systems.
In [54], a projection-based algorithm the time-limited IRKA
(TLIRKA) is presented, which tends to achieve optimality
conditions (30)-(32). The algorithm does not achieve an exact
local optimum; nevertheless, it yields a ROM, which ex-
hibits high-fidelity within the specified time interval [0, t]. Let
(Aˆr, Bˆr, Cˆr) be the initial guess of the ROM, and let QSQ−1
be the spectral factorization of Aˆr, B = SBˆr, and C = CˆrS−1
where Q =
[
q1 · · · qr
]
and qi is the eigenvector of λi(Aˆr).
The algorithm in [54] heuristically suggests replacing BB∗ and
C∗C in IRKA with BB∗−eAtBB∗eSt and C∗C−eA∗tC∗CeSt,
respectively for the calculation of the reduction subspaces (see
the equations (34)-(35)). The input and output subspaces in
TLIRKA [54] are computed as
AVˆr,t + Vˆr,tS +BB∗ − eAtBB∗eSt = 0, (34)
A∗Wˆr,t + Wˆr,tS + C∗C − eA∗tC∗CeSt = 0. (35)
Vˆr,t and Wˆr,t is set to orth(Vˆr,t) and orth(Wˆr,t), respectively,
and the ROM is updated as
Aˆr = (Wˆ
∗
r,tVˆr,t)
−1Wˆ ∗r,tAVˆr,t, Bˆr = (Wˆ
∗
r,tVˆr,t)
−1Wˆ ∗r,tB,
Cˆr = CVˆr,t.
The process is repeated until the relative change in S stagnates.
We will explain in the next section why this simple heuristic
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modification in IRKA generates a high-fidelity ROM despite
the fact that it does not achieve the optimality conditions (30)-
(32). Here we just mention that TLIRKA tends to achieve (30)
and (31) upon convergence; however, it fails to do so because
a particular structure is required to be preserved in the ROM,
which is not possible in an IRKA-type framework. Moreover,
the convergence is not guaranteed in both the aforementioned
approaches.
III. MAIN RESULTS
In this section, we present an iteration-free rational Krylov
subspace based MOR algorithm, which generates a time-
limited pseudo-optimal ROM of H(s). We call a ROM as
time-limited pseudo-optimal if it satisfies (33). The ROM thus
satisfies a subset of the optimality conditions for the problem
||H(s)− Hˆr(s)||2H2,t , i.e., Hˆr(s) satisfies either (30) or (31).
We name our algorithm as “time-limited PORK (TLPORK)”.
We then generalize CURE such that ||H(s) − Hˆr(s)||2H2,t
decays monotonically after each step irrespective of the choice
of interpolation points and tangential directions, and we name
it as “time-limited CURE (TLCURE)”.
A. TLPORK
Let us define HT (s), GT (s), HˆTr (s), and GˆTr (s) as the
following
HT (s) = C(sI −A)−1BT ,
GT (s) = CT (sI −A)−1B,
HˆTr (s) = Cˆr(sI − Aˆr)−1BˆTr ,
GˆTr (s) = CˆTr (sI − Aˆr)−1Bˆr
where
BT =
[
B −eAtB] , BˆTr = [Bˆr −eAˆrtBˆr] , (36)
CT =
[
C
−CeAt
]
, and CˆTr =
[
Cˆr
−CˆreAˆrt
]
. (37)
We begin our investigation by finding out the reason why
TLIRKA constructs a nearly-optimal ROM due to the heuristic
choice of the reduction subspaces proposed in [54]. Intuitively,
it appears that TLIRKA tries to satisfy the following interpo-
lation conditions
HT (λˆk)rk = HˆTr (−λˆk)rk, (38)
lTkGT (−λˆk) = lTk GˆTr (−λˆk) (39)
while maintaining the structure of BˆTr and CˆTr where[
rˆ1 · · · rˆr[
rˆ1 · · · rˆr
]
ediag(λˆ1,··· ,λˆr)t
]
=
[
r1 . . . rr
]
,lˆ1...
lˆr
ediag(λˆ1,··· ,λˆr)t
lˆ1...
lˆr

 =
l1...
lr
 .
However, it does not retain that structure because this is not
possible in an IRKA-type framework. Our first aim is to
construct a ROM, which satisfies (38) or (39) while main-
taining the structure of BˆTr or CˆTr according to (36) or
(37), respectively. The next aim is to study the properties of
such ROM and investigate its connection with the optimality
conditions (30)-(32).
Let us define Sˆr, Lˆr, and LT as
Sˆr = diag(σ1, · · · , σr), Lˆr =
[
cˆ1 · · · cˆr
]
,
LT =
[
Lˆr
Lˆre
−Sˆt
]
=
[
c1 . . . cr
]
. (40)
HˆT,r(s) interpolates HT (s) at the interpolation points σk in
the respective (right) tangential directions ck ∈ C2m×1 for any
output rational Krylov subspace Wˆr,t such that Wˆ ∗r,tVˆr,t = I
if the input rational Krylov subspace Vˆr,t is defined as
Vˆr,t =
[
(A− σ1I)−1BT c1 · · · (A− σrI)−1BT cr
]
.
Owing to the relation with the Sylvester equation [39], Vˆr,t
solves the following Sylvester equation
AVˆr,t + Vˆr,t(−Sˆr) +BT (−LT ) = 0. (41)
A family of ROMs, which satisfy the interpolation condition
HˆTr (σk)ck = HT (σk)ck, can be obtained by parametrizing
HˆTr (σk) in BˆT if all the interpolation points σk have positive
real parts, and (Sˆr, LT ) is observable, i.e.,
Aˆr = Sˆr + ξLT BˆT = ξ Cˆr = CVˆr,t.
This can be verified by multiplying (41) with Wˆ ∗r,t from
the left; see [39] for more details. The assumption on the
interpolation points to have positive real parts is to ensure that
the ROM is stable as we aim to place the poles at their mirror
images, and the assumption on the observability of the pair
(Sˆr, LT ) is to ensure that the pole-placement is possible. We
now propose a novel choice of ξ which retains the structure
of BˆTr according to the equation (36), i.e.,
ξ =
[
−Qˆ−1S Lˆ∗r Qˆ−1S e−Sˆ
∗
r tLˆ∗r
]
(42)
where
−Sˆ∗r QˆS − QˆSSˆr + Lˆ∗rLˆr − e−Sˆ
∗
r tLˆ∗rLˆre
−Sˆrt = 0. (43)
HˆTr (s) is then obtained as
Aˆr = Sˆr + ξLT , BˆT,r = ξ, Cˆr = CVˆr,t. (44)
Hˆr(s) can be extracted from HˆTr (s) by setting Bˆr =
−Qˆ−1S Lˆ∗r . This particular choice of ξ places the poles of
HˆTr (s) (and Hˆr(s)) at the mirror images of the interpolation
points and makes the tangential directions their respective
input-residuals. Thus, it enforces the interpolation condition
(38) while also maintaining the structure of BˆTr according to
(36). We now prove these properties in the following theorem,
and we also show that the ROM Hˆr(s) obtained by enforcing
these conditions is a time-limited pseudo-optimal ROM of
H(s).
Theorem 1: If (Aˆr, BˆT,r, Cˆr) is defined as in the equation
(44), then Hˆr(s), which is extracted from HˆTr (s) by setting
Bˆr = −Qˆ−1S Lˆ∗r , has the following properties:
(i) Hˆr(s) has poles at the mirror images of the interpolation
points.
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(ii) cˆi is the input-residuals of the pole −σ∗i of Hˆr(s).
(iii) ξ =
[
Bˆr −eAˆrtBˆr
]
.
(iv) Qˆ−1S is the time-limited controllability Gramian of the pair
(Aˆr, Bˆr).
(v) Hˆr(s) is a time-limited pseudo-optimal ROM of H(s).
Proof. (i) By multiplying Qˆ−1S from the left side of the
equation (43) yields
−Qˆ−1S Sˆ∗r QˆS − Sˆr + Qˆ−1S Lˆ∗rLˆr
−Qˆ−1S e−Sˆ
∗
r tLˆ∗rLˆre
−Sˆrt = 0
−Qˆ−1S Sˆ∗r QˆS − Aˆr = 0.
Thus, Aˆr = −Qˆ−1S Sˆ∗r QˆS , and hence, λi(Aˆr) = −λi(Sˆ∗r ).
(ii) (−Qˆ−1S )(−Sˆ∗r )(−QˆS) is actually the spectral factorization
of Aˆr. Also, Bˆr = −Qˆ−1S
[
cˆi · · · cˆr
]∗
. Thus, cˆi is the
input-residual of −σ∗i .
(iii) By putting the value of Bˆr in
[
Bˆr −eAˆrtBˆr
]
, we get[
−Qˆ−1S Lˆ∗r eAˆrtQˆ−1S Lˆ∗r
]
. Since, QˆSeAˆrtQˆ−1S = e
−Sˆ∗r t and
eAˆrtQˆ−1S = Qˆ
−1
S e
−Sˆ∗r t, ξ =
[
Bˆr −eAˆrtBˆr
]
.
(iv) The time-limited controllability Gramian of (Aˆr, Bˆr)
solves the following Lyapunov equation (as in the equation
(9))
AˆrPˆT + PˆT Aˆ
∗
r + BˆrBˆ
∗
r − eAˆrtBˆrBˆ∗eAˆ
∗
rt = 0.
By pre- and post-multiplying the equation (9) with QˆS , by
putting Aˆr = −Qˆ−1S Sˆ∗r QˆS and Bˆr = −Qˆ−1S Lˆ∗r , and also by
noting that QˆSeAˆrtQˆ−1S = e
−Sˆ∗r t, the equation (9) becomes
−Sˆ∗r QˆSPˆT QˆS − QˆSPˆT QˆSSˆr
+ Lˆ∗rLˆr − e−Sˆ
∗
r tLˆ∗rLˆre
−Sˆrt = 0.
Due to uniqueness, QˆSPˆT QˆS = QˆS , QˆSPˆT = I , and PˆT =
Qˆ−1S .
(v) Consider the following equation
AVˆr,tPˆT + Vˆr,tPˆT Aˆ
∗
r +BBˆ
∗
r − eAtBBˆ∗reAˆ
∗
rt
= [Vˆr,tSˆr +BTLT ]PˆT − Vˆr,tSˆrQˆ−1S −BLˆrQˆ−1S
− eAtBLˆrQˆ−1S eAˆ
∗
rt
= Vˆr,tSˆrPˆT +BLˆrPˆT − eAtBLˆre−SˆrtPˆT − Vˆr,tSˆrPˆT
−BLˆrPˆT + eAtBLˆre−SˆrtPˆT
= 0.
Due to uniqueness, Vˆr,tPˆT = P˜T , and therefore,
CˆrPˆT = CP˜T . Hence, Hˆr(s) is a time-limited pseudo-
optimal model ROM of H(s).
We now aim to construct a ROM GˆT,r(s), which satisfies the
interpolation condition (39) while preserving the structure of
CˆT,r according to (37). Let σk be the interpolation points in
the (left) tangential directions bˆk ∈ C1×p. Let us define B¯T
and B˜T as
B¯T =
[
bˆ∗1 · · · bˆ∗r
]∗
,
B˜T =
[
B¯T e
−SˆrtB¯T
]
=
[
b∗1 · · · b∗r
]∗
. (45)
GˆT,r(s) interpolates GT (s) at the interpolation points σk in
the respective (left) tangential directions bk ∈ C2m×1 for any
input rational Krylov subspace Vˆr,t such that Wˆ ∗r,tVˆr,t = I if
the output rational Krylov subspace Wˆr,t is defined as
Wˆr,t =
[
(A∗ − σ1I)−1C∗T b∗1 · · · (A∗ − σrI)−1C∗T b∗r
]
.
Owing to the relation with the Sylvester equation [39], Wˆr,t
solves the following Sylvester equation
Wˆ ∗r,tA+ (−Sˆr)Wˆ ∗r,t + (−B˜T )(L˜T ) = 0. (46)
A family of ROMs which satisfy the interpolation condition
bTk GˆTr (σk) = b
T
kGT (σk) can be obtained by parametrizing
GˆTr (σk) in CˆT,r if all the interpolation points σi have positive
real parts, and the pair (Sˆr, B˜T ) is controllable, i.e.,
Aˆr = Sˆr + B˜T ξ, Bˆr = Wˆ
∗
r,tB, CˆT,r = ξ. (47)
We now propose a novel choice of ξ which retains the structure
of CˆTr according to the equation (37), i.e.,
ξ =
[
−B¯∗T Pˆ−1S
B¯∗T e
−Sˆ∗r Pˆ−1S
]
, (48)
where PˆS solves
−SˆrPˆS − PˆSSˆ∗r + B¯T B¯∗T − e−Sˆr B¯T B¯∗T e−Sˆ
∗
r t = 0. (49)
Hˆr(s) can be extracted from GˆTr (s) by setting Cˆr =
−B¯∗T Pˆ−1S . This particular choice of ξ places the poles
of Hˆr(s) at the mirror images of the interpolation points
and makes the tangential directions their respective output-
residuals. Thus, it enforces the interpolation condition (39)
while also maintaining the structure of CˆTr according to (37).
We now prove these properties in the following theorem, and
we also show that the ROM Hˆr(s) obtained by enforcing these
conditions is a time-limited pseudo-optimal ROM of H(s).
Theorem 2: If (Aˆr, Bˆr, CˆT,r) is defined as in the equation
(47), then Hˆr(s), which is extracted from GˆTr (s) by setting
Cˆr = −B¯∗T Pˆ−1S , has the following properties:
(i) Hˆr(s) has poles at the mirror images of the interpolation
points.
(ii) bˆi is the output residual of the pole −σ∗i .
(iii) ξ =
[
Cˆr
−CˆreAˆrt
]
.
(iv) Pˆ−1S is the time-limited observability Gramian of the pair
(Aˆr, Cˆr).
(v) Hˆr(s) is a time-limited pseudo-optimal ROM of H(s).
Proof. (i) By multiplying Pˆ−1S from the right, the equation
(49) becomes
−Sˆr − PˆSSˆ∗r Pˆ−1S + B¯T B¯∗T Pˆ−1S − e−Sˆr B¯T B¯∗T e−Sˆ
∗
r tPˆ−1S = 0
−PˆSSˆ∗r Pˆ−1S − Aˆr = 0.
Thus, Aˆr = −PˆSSˆ∗r Pˆ−1S , and hence, λi(Aˆr) = −λi(Sˆ∗r ).
(ii) (−PˆS)(−Sˆr)(−Pˆ−1S ) is actually the spectral factorization
of Aˆr. Moreover, Cˆr =
[
bˆ∗1 · · · bˆ∗r
]
(−Pˆ−1S ). Thus, bˆi is
the output residual of −σ∗i .
(iii) By putting the value of Cˆr in
[
Cˆr
−CˆreAˆrt
]
, we get
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[
−B¯∗T Pˆ−1S
B¯∗T Pˆ
−1
S e
Aˆrt
]
. Since Pˆ−1S e
AˆrtPˆS = e
−Sˆ∗r t and Pˆ−1S e
Aˆrt =
e−Sˆ
∗
r tPˆ−1S , ξ =
[
Cˆr
−CˆreAˆrt
]
.
(iv) The time-limited observability Gramian of (Aˆr, Cˆr) solves
the following Lyapunov equation (as in the equation (10))
Aˆ∗rQˆT + QˆT Aˆr + Cˆ
∗
r Cˆr − eAˆ
∗
rtCˆ∗r Cˆre
Aˆrt = 0.
By pre- and post-multiplying the equation (10) with PˆS , by
putting Aˆr = −PˆSSˆ∗r Pˆ−1S and Cˆr = −B¯∗T Pˆ−1S , and also by
noting that Pˆ−1S e
AˆrtPˆS = e
−Sˆ∗r t, the equation (10) becomes
−SˆrPˆSQˆT PˆS − PˆSQˆT PˆSSˆ∗r + B¯T B¯∗T
−e−Sˆr B¯T B¯∗T e−Sˆ
∗
r t = 0.
Due to uniqueness, PˆSQˆT PˆS = PˆS , PˆSQˆT = I , and QˆT =
Pˆ−1S .
(v) Consider the following equation
Aˆ∗rQˆT Wˆ
∗
r,t + QˆT Wˆ
∗
r,tA+ Cˆ
∗
rC − eAˆ
∗
rtCˆ∗rCe
At
=− QˆT SˆrWˆ ∗r,t + QˆT [SˆrWˆ ∗r,t + B˜T L˜T ]
− QˆT B¯TC + eAˆ∗rtQˆT B¯TCeAt
=− QˆT SˆrWˆ ∗r,t + QˆT SˆrWˆ ∗r,t + QˆT B¯TC − QˆT e−SˆrtB¯TCeAt
− QˆT B¯TC + eAˆ∗rtQˆT B¯TCeAt
=0
Due to uniqueness, QˆT Wˆ ∗r,t = Q˜T , and therefore, QˆT Bˆr =
Q˜TB. Hence, Hˆr(s) is a time-limited pseudo-optimal model
ROM of H(s).
Remark 1: If the interpolation points are selected as the
mirror images of r-poles of H(s), TLPORK and O-TLPORK
preserve these poles in Hˆr(s) like modal truncation. Addition-
ally, TLPORK and O-TLPORK preserve the input and output
residues, respectively of these poles if the tangential directions
are selected as such.
Remark 2: TLPORK and O-TLPORK resemble PORK in its
pole-placement property, i.e., they place the poles at the mirror
images of the interpolation points and make the tangential
directions residuals of the poles. However, PORK does not
(and does not have to) preserve a structure in the ROM. Unlike
PORK, TLPORK and O-TLPORK do (and have to) preserve a
specific structure in the ROM in order to satisfy the optimality
conditions. When t is set to ∞, TLPORK and O-TLPORK
reduce to PORK.
Remark 3: TLPORK and O-TLPORK satisfy the optimality
conditions (30) and (31), respectively, which are equivalent to
(27) and (28), respectively. For SISO systems, the interpolation
conditions (27) and (28) are equivalent. For MIMO systems,
the interpolation conditions (27) and (28) are not equivalent.
However, the ROMs constructed by TLPORK and O-TLPORK
both satisfy (33). The accuracy of the ROMs in the MIMO
case depends on the choice of tangential directions, even if
the interpolation points used in TLPORK and O-TLPORK are
the same.
Remark 4: The time-limited pseudo-optimality (equation
(33)) does not depend on the realization of H(s) or Hˆr(s).
B. Algorithmic Aspects
We allowed the state-space matrices to be complex so far
in this section; however, one can obtain a real ROM for a
real original model if the complex interpolation points (and
the associated tangential directions) are chosen in conjugate
pairs. This is a standard practice in Krylov subspace methods
wherein the interpolation data is grouped into conjugate pairs
to obtain a real basis (which satisfies the property in the
equation (50)); see [59] for more details. For instance, a real
Vˆr,t can be computed by any rational Krylov subspace method
instead of actually solving the Sylvester equation (41), i.e.,
Ran(Vˆr,t) = span
i=1,··· ,r
{(σiI −A)−1BT ci}. (50)
The next step then is to compute the matrices of Sylvester
equation which this Vˆr,t satisfies (as it may not satisfy the
equation (41)). This can be accomplished in a few simple
steps. Choose any Wˆr,t, for instance, Wˆr,t = Vˆr,t. Then
compute the following matrices
E˜ = WˆTr,tVˆr,t, A˜ = Wˆ
T
r,tAVˆr,t, B˜ = Wˆ
T
r,tBT , (51)
B⊥ = BT − Vˆr,tE˜−1B˜. (52)
Then LT and Sˆr for the Sylvester equation of this Vˆr,t can be
computed as
LT = (B
T
⊥B⊥)
−1BT⊥
(
AVˆr,t − Vˆr,tE˜−1A˜
)
, (53)
Sˆr = E˜
−1
(
A˜− B˜LT
)
. (54)
Now partition LT as LT =
[
L+m×r
L−m×r
]
, and define L−T as L
−
T =[
L+m×r
−L−m×r
]
. Then QˆS can be computed from the following
Lyapunov equation
−SˆTr QˆS − QˆSSˆr + LTTL−T = 0. (55)
Finally, the ROM is obtained as
Aˆr = −Qˆ−1S SˆTr QˆS , Bˆr = −Qˆ−1S (L+m×r)T ,
Cˆr = CVˆr,t. (56)
Algorithm 1: TLPORK
Input: Original model: (A,B,C), interpolation points:
{σ1, · · · , σr}, tangential directions: {cˆ1, · · · , cˆr}.
Output: ROM: (Aˆr, Bˆr, Cˆr).
(i) Define BT according to the equation (36), and Sˆr and LT
according to the equation (40).
(ii) Compute Vˆr,t from the equation (50).
(iii) Update Sˆr and LT from the equations (51)-(54).
(iv) Partition LT as LT =
[
L+m×r L
−
m×r
]T
.
(v) Define L−T =
[
L+m×r −L−m×r
]T
.
(vi) Solve the equation (55) to calculate QˆS .
(vii) Obtain the ROM from the equation (56).
Similarly, a real Wˆr,t can be computed by any rational
Krylov subspace method instead of actually solving the
Sylvester equation (46) if the complex interpolation points
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(and the associated tangential directions) are chosen in
conjugate pairs, i.e.,
Ran(Wˆr,t) = span
i=1,··· ,r
{(σiI −AT )−1CTT bTi }. (57)
The next step then is to compute the matrices of Sylvester
equation which this Wˆr,t satisfies (as it may not satisfy the
equation (46)). Choose any Vˆr,t, for instance, Vˆr,t = Wˆr,t.
Then compute the following matrices
E˜ = WˆTr,tVˆr,t, A˜ = Wˆ
T
r,tAVˆr,t, C˜ = CT Vˆr,t, (58)
C⊥ = L˜T − C˜E˜−1WˆTr,t. (59)
Then B˜T and Sˆr for the Sylvester equation of this Wˆr,t can
be computed as
B˜T =
(
WˆTr,tA− A˜E˜−1WˆTr,t
)
CT⊥(C⊥C
T
⊥)
−1, (60)
Sˆr =
(
A˜− B˜T C˜
)
E˜−1. (61)
Now partition B˜T as B˜T =
[
B˜+m×r B˜
−
m×r
]
, and define B˜−T
as B˜−T =
[
B˜+m×r −B˜−m×r
]T
. Then PˆS can be computed
from the following Lyapunov equation
−SˆrPˆS − PˆSSˆTr + B˜T B˜−T = 0. (62)
The ROM is obtained as
Aˆr = −PˆSSˆTr Pˆ−1S , Bˆr = WˆTr,tB,
Cˆr = −(B˜+m×r)T Pˆ−1S . (63)
Algorithm 2: O-TLPORK
Input: Original model: (A,B,C), interpolation points:
{σ1, · · · , σr}, tangential directions: {bˆ1, · · · , bˆr}.
Output: ROM: (Aˆr, Bˆr, Cˆr).
(i) Define CT according to the equation (37), and Sˆr and B˜T
according to the equation (45).
(ii) Compute Wˆr,t from the equation (57).
(iii) Update Sˆr and B˜T from the equations (58)-(61).
(iv) Partition B˜T as B˜T =
[
B˜+m×r B˜
−
m×r
]
.
(v) Define B˜−T as B˜
−
T =
[
B˜+m×r −B˜−m×r
]T
.
(vi) Solve the equation (62) to calculate PˆS .
(vii) Obtain the ROM from the equation (63).
C. TLCURE
We now generalize CURE for the time-limited scenario
aiming to inherit the monotonic decay in the error property
when TLPORK/O-TLPORK is used within CURE. Applying
CURE on HT (s) and GT (s) can generate their ROMs HTr (s)
and GTr (s), respectively with a monotonic decay in the error.
However, the ROM Hˆr(s) cannot be extracted from HTr (s) or
GTr (s) because the CURE framework does not preserve the
structure according to the equation (36) or (37). This is the
same issue that TLIRKA faces. In the sequel, we tackle this
issue and generalize CURE to adaptively construct the ROMs
whose H2,t-norm error decay monotonically irrespective of
the choice of interpolation points and tangential directions.
Recall the ROM constructed by PORK is given by
Aˆr = −Qˆ−1s SˆTr Qˆs, Br = −QˆsLˆTr , Cˆr = CVˆr.
Since pseudo-optimality is a property of the transfer function,
and it does not depend on the state-space realization, a state
transformation can be applied using Qˆ−1s as the transformation
matrix, i.e.,
Aˆr = −SˆTr , Bˆr = −LˆTr , Cˆr = CVˆrQˆ−1s .
On similar lines, the ROM constructed by TLPORK can be
defined as
Aˆr = −SˆTr , Bˆr = −LˆTr , Cˆr = CVˆr,tQˆ−1S .
Since QˆS satisfies the equation (55), the following holds (see
[42] for details)
QˆS = Qˆs − e−SˆTr tQˆse−Sˆrt. (64)
Similarly, the following relationship holds between Vˆr,t and
Vˆr, i.e.,
Vˆr,t = Vˆr − eAtVˆre−Sˆrt. (65)
This can be verified as the following by noting that AeAt =
eAtA and SˆreSˆrt = eSˆrtSˆr, i.e.,
AVˆr,t = AVˆr −AeAtVˆre−Sˆrt
AVˆr,t = AVˆr − eAtAVˆre−Sˆrt
AVˆr,t = VˆrSˆr +BLˆr − eAt
(
VˆrSˆr +BLˆr
)
e−Sˆrt
AVˆr,t = VˆrSˆr +BLˆr − eAtVˆrSˆre−Sˆrt − eAtBLˆre−Sˆrt
AVˆr,t =
(
Vˆr − eAtVˆre−Sˆrt
)
Sˆr +BLˆr − eAtBLˆre−Sˆrt
AVˆr,t = Vˆr,tSˆr +BLˆr − eAtBLˆre−Sˆrt.
Thus the time-limited pseudo-optimality can be enforced on
the pair (Aˆr, Bˆr) generated by PORK by selecting Cˆr as
CVˆr,tQˆS .
It is shown in [38] that P (i)tot can be obtained recursively if
(Aˆ(i), Bˆ(i), Cˆ(i)) is obtained at each step of CURE using
PORK, i.e.,
P
(i)
tot =
[
P
(i−1)
tot 0
0
(
Qˆ(i)
)−1
]
(66)
where
−(Sˆ(i))T Qˆ(i) − Qˆ(i)Sˆ(i) + (Lˆ(i))T Lˆ(i) = 0. (67)
One can note that S(i)tot and L
(i)
tot do not depend on C
(i)
tot or
C
(i−1)
tot in each step of CURE. Thus the basic structure of
CURE is not affected if C(i)tot is manipulated in each step.
We now show that if the time-limited pseudo-optimality is
enforced at each step of CURE by appropriately constructing
C
(i)
tot, ||H(s) − H(i)tot
(
s
)||2H2,t decays monotonically at each
step irrespective of the choice of interpolation points and the
tangential directions.
Let (Aˆ(i), Bˆ(i), Cˆ(i)) is constructed using PORK in every
iteration of CURE, and let H(i)tot
(
s
)
is constructed as the
following
A
(i)
tot = (−S(i)tot)T , B(i)tot = (−L(i)tot)T ,
C
(i)
tot = CV
(i)
tot,tP
(i)
tot,t (68)
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where
V
(i)
tot,t = V
(i)
tot − eAtV (i)tot e−S
(i)
tott, (69)
P
(i)
tot,t =
((
P
(i)
tot
)−1 − e(−S(i)tot)T t(P (i)tot)−1e−S(i)tott)−1. (70)
Needless to say that H(i)tot
(
s
)
is time-limited pseudo-optimal
ROM of H(s) as the time-limited pseudo-optimality is judi-
ciously enforced on H(i)tot
(
s
)
by setting C(i)tot = CV
(i)
tot,tP
(i)
tot,t.
Thus
||H(s)−H(i)tot
(
s
)||2H2,t = ||H(s)||2H2,t − ||H(i)tot(s)||2H2,t .
Moreover, H(i−1)tot
(
s
)
is a time-limited pseudo-optimal ROM
of H(i)tot
(
s
)
as
(
S
(i)
tot, L
(i)
tot
)
contains the interpolation points
and tangential directions of the pair
(
S
(i−1)
tot , L
(i−1)
tot
)
. This is
because the basic structure of CURE is not affected due to the
choice of H(i)tot
(
s
)
according to the equation (68). Therefore,
||H(i)tot
(
s
)−H(i−1)tot (s)||2H2,t
= ||H(i)tot
(
s
)||2H2,t − ||H(i−1)tot (s)||2H2,t ,
||H(i)tot
(
s
)||2H2,t ≥ ||H(i−1)tot (s)||2H2,t .
Hence, ||H(s) −H(i)tot
(
s
)||2H2,t decays monotonically in each
step irrespective of the choice of interpolation points and
tangential directions. Also, note that
||H(s)−H(i)tot
(
s
)||2H2,t = CPTCT − CV (i)tot,tP (i)tot,t(V (i)tot,t)TCT
= C
(
PT − V (i)tot,tP (i)tot,t(V (i)tot,t)T
)
CT .
Therefore, V (i)tot,tP
(i)
tot,t(V
(i)
tot,t)
T monotonically approaches to
PT after each iteration of TLCURE. Hence, TLCURE also
provides an approximation of PT .
Algorithm 3: TLCURE (V-type)
(i) Initialize B(0)⊥ = B, S
(0)
tot = [ ], C
(0)
tot = [ ], L
(0)
tot = [ ],
P
(0)
tot = [ ], B¯
(0)
tot = [ ], V
(i)
tot = [ ].
for i = 1, · · · , k
(ii) Ran(Vˆ (i)) = span
j=1,··· ,rj
{(σjI −A)−1Bbj}.
(iii) Set Wˆ (i) = Vˆ (i)(Vˆ (i)(Vˆ (i))T )−1, Aˆ = (Wˆ (i))TAVˆ (i),
Bˆ = (Wˆ (i))TB
(i−1)
⊥ , B
(i)
⊥ = B
i−1
⊥ − Vˆ (i)Bˆ,
Lˆ(i) = ((B
(i)
⊥ )
TB
(i)
⊥ )
−1(B(i)⊥ )
T (AVˆ (i) − Vˆ (i)Aˆ),
Sˆ(i) = Aˆ− BˆLˆ(i).
(iv) Solve the equation (67) to compute Qˆ(i).
(v) Set P (i)tot according to the equation (66).
(vi) B¯(i)tot =
[
B¯
(i−1)
tot
−(Qˆ(i))−1(Lˆ(i))T
]
, L(i)tot =
[
L
(i−1)
tot Lˆ
(i)
]
,
S
(i)
tot =
[
S
(i−1)
tot −B¯(i−1)tot Lˆ(i)
0 Sˆ(i)
]
, V (i)tot =
[
V
(i−1)
tot Vˆ
(i)
]
.
(vii) Compute V (i)tot,t and P
(i)
tot,t from the equations (69) and
(70), respectively.
(viii) Compute cumulative ROM from the equation (68).
end for.
We have so far just presented a V-type algorithm, i.e.,
only V (i)tot,t is computed for the construction of the ROM. A
W-type algorithm can also be developed by duality, which
we now present without a proof for brevity. The W-type
TLCURE is summarized in algorithm 4. It also ensures
that ||H(s) − H(i)tot
(
s
)||2H2,t decays monotonically at each
step irrespective of the choice of interpolation points and
the tangential directions provided H(i)tot is computed using
O-TLPORK at each step.
Algorithm 4: TLCURE (W-type)
(i) Initialize C(0)⊥ = C, S
(0)
tot = [ ], C
(0)
tot = [ ], L
(0)
tot = [ ],
Q
(0)
tot = [ ], C¯
(0)
tot = [ ], W
(i)
tot = [ ].
for i = 1, · · · , k
(ii) Ran(Wˆ (i)) = span
j=1,··· ,rj
{(σjI −AT )−1CT cTj }.
(iii) Set Vˆ (i) = Wˆ (i), Wˆ (i) = Wˆ (i)(Wˆ (i)(Wˆ (i))T )−1,
Aˆ = (Wˆ (i))TAVˆ (i), Cˆ = C(i−1)⊥ Vˆ
(i),
C
(i)
⊥ = C
i−1
⊥ − Cˆ(Wˆ (i))T ,
Lˆ(i) =
(
(Wˆ (i))TA− Aˆ(Wˆ (i))T )(C(i)⊥ )T (C(i)⊥ (C(i)⊥ )T )−1,
Sˆ(i) = Aˆ− Lˆ(i)Cˆ.
(iv) Solve −S(i)Pˆ (i) − Pˆ (i)(Sˆ(i))T + Lˆ(i)(Lˆ(i))T = 0.
(v) Q(i)tot =
[
Q
(i−1)
tot 0
0 (Pˆ (i))−1
]
, C¯(i)tot = C¯(i−1)tot
−(Lˆ(i))T (Pˆ (i))−1
, S(i)tot =
[
S
(i−1)
tot 0
−Lˆ(i)C¯(i−1)tot Sˆ(i)
]
,
L
(i)
tot =
[
L
(i−1)
tot
Lˆ(i)
]
,
W
(i)
tot =
[
W
(i−1)
tot Wˆ
(i)
]
.
(vi) Q(i)tot,t =
(
(Q
(i)
tot)
−1 − e−S(i)tott(Q(i)tot)−1e(−S
(i)
tot)
T t
)−1
.
(vii) W (i)tot,t = W
(i)
tot − eA
T tW
(i)
tote
(−S(i)tot)T t.
(viii) A(i)tot = (−S(i)tot)T , C(i)tot = (−L(i)tot)T ,
B
(i)
tot = Q
(i)
tot,t(W
(i)
tot,t)
TB.
end for.
Remark 5: It should be stressed here that it does not matter
whether a time-limited pseudo-optimal ROM is generated in a
single run of TLPORK (,i.e., algorithm 1 or 2) or adaptively
using TLCURE (i.e., algorithm 3 or 4) as long as the same
interpolation points and the tangential directions are used. The
real benefit of TLCURE and its monotonic decay in the error
property is that it makes an adaptive choice of the order r of
the ROM possible for a given tolerance in terms of H2,t-norm
error.
Note that
||H(s)−H(i)tot
(
s
)||2H2,t
= BTQTB −BTW (i)tot,tQ(i)tot,t(W (i)tot,t)TB
= BT
(
QT −W (i)tot,tQ(i)tot,t(W (i)tot,t)T
)
B.
Therefore, W (i)tot,tQ
(i)
tot,t(W
(i)
tot,t)
T monotonically approaches to
QT after each iteration of TLCURE (W-type).
D. Extension to Generalized Time-limited Problem
The results presented so far can readily be generalized for
any time interval other than [0, t], i.e., [t1, t2] where 0 < t1 <
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t2. This can be done by making some simple changes in the
algorithms 1−4, which we now enlist. In the algorithm 1, BT
and LT in the step (1) are replaced with the following:
BT =
[
eAt1B −eAt2B] and LT = [Lˆre−Sˆt1
Lˆre
−Sˆt2
]
.
In the algorithm 2, CT and B˜T in the step (1) are replaced
with the following:
CT =
[
CeAt1
−CeAt2
]
and B˜T =
[
e−Sˆt1B¯T e−Sˆt2B¯T
]
.
In the algorithm 3, V (i)tot,t and P
(i)
tot,t in the step (8) are replaced
with the following:
V
(i)
tot,t = e
At1V
(i)
tot e
−S(i)tott1 − eAt2V (i)tot e−S
(i)
tott2 and
P
(i)
tot,t =
(
e(−S
(i)
tot)
T t1
(
P
(i)
tot
)−1
e−S
(i)
tott1
− e(−S(i)tot)T t2(P (i)tot)−1e−S(i)tott2)−1.
In the algorithm 4, Q(i)tot,t and W
(i)
tot,t in the steps (7) and (8),
respectively are replaced with the following:
Q
(i)
tot,t =
(
e−S
(i)
tott1
(
Q
(i)
tot
)−1
e(−S
(i)
tot)
T t1
− e−S(i)tott2(Q(i)tot)−1e(−S(i)tot)T t2)−1 and
W
(i)
tot,t = e
AT t1W
(i)
tote
(−S(i)tot)T t1 − eAT t2W (i)tote(−S
(i)
tot)
T t2 .
E. Choice of the User-defined Parameters
There is no theoretical assurance that the particular choices
of the interpolation points and the tangential directions ensure
the least error. However, some general guidelines can be
followed to construct a high-fidelity ROM. For instance, it
is suggested in [30] to interpolate at the mirror images of
the poles of the original system, which are associated with
the large residuals to obtain less error. The preservation of
poles associated with the large residuals in itself generally
leads to a good time- and frequency-domain accuracy [18].
Unlike TLIRKA, the poles of the ROM Hˆr(s) are known
a priori in TLPORK and O-TLPORK, and it can preserve
the desired poles of the original system as well. Moreover,
TLPORK and O-TLPORK can also preserve the input and
output residuals, respectively, associated with these poles.
These properties can be exploited to obtain a high-fidelity
ROM while satisfying a subset of the optimality conditions
at the same time. Moreover, TLPORK and O-TLPORK can
be adaptively constructed using the TLCURE framework, and
the order of the ROM can be increased until the error has
decayed up to the desired accuracy. Thus, the adaptive nature
of TLCURE can be exploited to automatically select the
order of the ROM for the desired tolerance in the accuracy.
The computation of H2,t-norm can become a computationally
demanding task in a large-scale setting as it requires the
computation of PT or QT . In this scenario, PT or QT may
be replaced with its low-rank approximation, as suggested in
[43], [45].
F. Computational Cost
TLBT [42] is computationally not feasible for large-scale
systems because of the cubic complexity associated with the
solution of large-scale Lyapunov equations. In [43], the appli-
cability of TLBT is extended to large-scale systems by using
the low-rank approximation of Lyapunov equations. Various
methods to efficiently compute eAtB and CeAt are also
discussed in [43]. TLPORK and O-TLPORK do not involve
large-scale Lyapunov equations like TLBT [42]. The Lyapunov
equations involved in the algorithm, i.e., the equations (55)
and (62) are small-scale equations, which can be solved easily
without much computational effort. The main computational
effort in TLPORK and O-TLPORK is spent on calculating
the rational Krylov subspaces Vˆr,t and Wˆr,t for which several
efficient methods are available [39]. Thus TLPORK and O-
TLPORK are easily applicable to large-scale systems.
IV. NUMERICAL RESULTS
In this section, we perform three experiments to test the
efficacy of TLPORK, and we compare its performance with
the well-known existing techniques. The first two test models
are taken from the benchmark collection of [60], and the
third model is taken from [20]. In all the experiments, we
initialize IRKA randomly and use its final interpolation points
and tangential directions to initialize ISRKA and TLIRKA. We
use the same interpolation points and tangential directions for
PORK. We use the final interpolation points and tangential
directions of TLIRKA for TLPORK and O-TLPORK. This
helps to investigate the impact of satisfying only a subset of
the optimality conditions on the accuracy of the ROM. The
results of O-TLPORK are indistinguishable from TLPORK
for the SISO case and hence, not shown in the figures for
clarity. The approximate Gramians provided by TLPORK and
O-TLPORK, i.e., Vˆr,tPˆT Vˆ Tr,t and Wˆr,tQˆT Wˆ
T
r,t, respectively
are used to implement TLBT, and we refer it to here as
“Approximate-TLBT (A-TLBT)”. The H2,t-norm of the error
is computed from the equations (7)-(12). We solved the large-
scale Lyapunov equations (7)-(12) exactly for the sake of accu-
racy and the fairness of the comparison. Practically, however,
these can be replaced with their low-rank approximations,
as suggested in [45]. All the experiments are conducted on
a computer with Intel(R) Core(TM) i7-8550U 1.80GHz×8
processors and 16GB memory using MATLAB 2016.
Heat equation in a thin rod: This is a 200th order SISO
model taken from [60]. In this experiment, a unit step input is
applied to the system at 0 sec for two seconds. The goal of the
experiment is to construct a ROM that accurately mimics the
original system during these two seconds when the same input
is applied. A 5th order ROM is obtained using BT, TLBT,
IRKA, ISRKA, PORK, TLIRKA, TLPORK, O-TLPORK, and
A-TLBT. The desired time interval is specified as [0, 2] sec.
The step response of the original model and the ROMs is
computed using MATLAB’s “step” command. The absolute
error, i.e., ||y − yˆr||, is plotted in Fig. 1. It can be seen
that TLPORK compares well with TLBT and TLIRKA. Note
that unlike TLBT and TLIRKA, the stability of the ROM is
guaranteed in TLPORK and O-TLPORK because the poles of
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Fig. 1: Absolute error in the step response
the ROM are selected by the user, (i.e., as the mirror images
of the interpolation points,) and the interpolation points must
lie in the right-half of the s-plane. The H2,t and H∞ norms
of the error are tabulated in Table II. Interestingly, TLPORK
TABLE II: H2,t-norm Error
Technique ||H(s)− Hˆr(s)||H2,t ||H(s)− Hˆr(s)||H∞
BT 7.6520× 10−6 3.6950× 10−6
TLBT 1.1589× 10−6 0.0742
A-TLBT 1.1545× 10−6 0.0673
IRKA 7.8103× 10−6 3.3822× 10−6
ISRKA 7.7093× 10−6 3.4314× 10−6
PORK 7.8103× 10−6 3.3822× 10−6
TLIRKA 1.1545× 10−6 0.0673
TLPORK 1.1347× 10−6 0.0673
O-TLPORK 1.1347× 10−6 0.0673
and O-TLPORK ensure less H2,t-norm error than TLIRKA
in this example. This is not a surprising result as TLIRKA
does not yield an optimal ROM but only tends to yield an
optimal ROM and nearly satisfies the optimality conditions.
The H∞-norm error shows the accuracy of the ROM over
the entire (frequency and) time horizon. One can notice that
the infinite horizon MOR techniques outclass the time-limited
MOR techniques whenH∞-norm errors are considered, which
is intuitive.
Clamped beam: This is a 348th order SISO model taken
from [60]. In this experiment, a unit step input is applied
to the system at 0 sec for four seconds. The goal of the
experiment is to construct a ROM that accurately mimics the
original system during these four seconds when the same input
is applied. A 12th order ROM is obtained using BT, TLBT,
IRKA, ISRKA, PORK, TLIRKA, TLPORK, O-TLPORK, and
A-TLBT. The desired time interval is specified as [0, 4] sec.
The step response of the original model and the ROMs is
computed using MATLAB’s “step” command. The absolute
error, i.e., ||y − yˆr||, is plotted in Fig. 2. It can be seen that
TLPORK compares well with TLBT and TLIRKA. The H2,t
and H∞ norms of the error are tabulated in Table III. It can
be seen that TLPORK and O-TLPORK ensure the least H2,t-
norm error. Again, as expected, the infinite horizon MOR
Fig. 2: Absolute error in the step response
TABLE III: H2,t-norm Error
Technique ||H(s)− Hˆr(s)||H2,t ||H(s)− Hˆr(s)||H∞
BT 3.3993 2.3748
TLBT 1.0228 4.4856× 103
A-TLBT 0.5455 4.5769× 103
IRKA 1.3301 19.8369
ISRKA 3.3260 2.2517
PORK 1.3785 20.0268
TLIRKA 0.5455 4.5769× 103
TLPORK 0.5191 4.5763× 103
O-TLPORK 0.5191 4.5763× 103
techniques outclass the time-limited MOR techniques when
H∞-norm errors are considered.
Brazil Interconnected Power System: This is a 3077th
order MIMO model taken from [20] with four inputs and four
outputs. A unit step input is applied to the system at 0 sec
for three seconds. Again, the goal of the experiment is to
construct a ROM that accurately mimics the original system
during these three seconds when the same input is applied. A
25th order ROM is obtained using BT, TLBT, IRKA, ISRKA,
PORK, TLIRKA, TLPORK, O-TLPORK, and A-TLBT. The
desired time interval is specified as [0, 3] sec. We avoid plotting
the step response in this case as it is a MIMO system with
16 response plots. The H2,t and H∞ norms of the error are
tabulated in Table IV. It can be seen that TLPORK and O-
TLPORK ensure the least H2,t-norm error.
TABLE IV: H2,t-norm Error
Technique ||H(s)− Hˆr(s)||H2,t ||H(s)− Hˆr(s)||H∞
BT 24.2988 4.0541
TLBT 1.4003 9.1142
A-TLBT 0.7537 2.9662
IRKA 1.3156 2.1406
ISRKA 1.0945 2.3048
PORK 1.3156 2.1406
TLIRKA 0.7585 2.8972
TLPORK 0.7478 3.0644
O-TLPORK 0.7421 3.0745
V. CONCLUSION
We present an iteration-free tangential interpolation algo-
rithm, which enforces a subset of the first-order optimality
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conditions for time-limited H2-MOR problem. The proposed
algorithm can also preserve the desired modes and their asso-
ciated residues in the ROM like modal truncation. The Krylov
subspace-based implementation ensures its applicability to
large-scale systems. We also present an adaptive framework of
the proposed algorithm, which increases the order the ROM
until the desired tolerance in the error is achieved, and it
ensures that the error decreases monotonically after each step.
The numerical results confirm the theory presented in the
paper.
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