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Abstract 
There are numerous riveting points on the large-sized aircraft panel, irregular row of riveting points on delta wing. It is essen-
tial to plan the riveting sequence reasonably to improve the efficiency and accuracy of automatic drilling and riveting. Therefore,
this article presents a new multi-objective optimization method based on ant colony optimization (ACO). Multi-objective opti-
mization model of automatic drilling and riveting sequence planning is built by expressing the efficiency and accuracy of rivet-
ing as functions of the points’ coordinates. In order to search the sequences efficiently and improve the quality of the sequences, 
a new local pheromone updating rule is applied when the ants search sequences. Pareto dominance is incorporated into the pro-
posed ACO to find out the non-dominated sequences. This method is tested on a hyperbolicity panel model of ARJ21 and the 
result shows its feasibility and superiority compared with particle swarm optimization (PSO) and genetic algorithm (GA).  
Keywords: automatic drilling and riveting; riveting sequence; multi-objective optimization; ant colony optimization; Pareto- 
optimal solutions 
1. Introduction1
Generally, an aircraft includes plenty of panels. 
These parts are assembled by automatic drilling and 
riveting system to improve their assembly efficiency 
and accuracy. Their assembly is so complex and diffi-
cult that plenty of work time is taken by the assembly 
of the panels. In order to improve the assembly effi-
ciency and accuracy, assembly sequence for automatic 
drilling and riveting process must be optimized. How-
ever, little research has been devoted to it. At present, 
automatic drilling and riveting sequences are decided 
by engineers’ experience. The experience cannot effec-
tively improve riveting assembly efficiency and make 
it be optimal. So this article presents a new multi-  
objective optimization method based on ant colony 
optimization. 
The ant colony optimization (ACO) is a general- 
purpose stochastic optimization method with many 
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advantages, such as positive feedback, distributed 
computing, parallelism as well as strong global con-
vergence. The ant colony approach imitates the be-
havior shown by real ants when searching for food. 
The approach shows superiority through its internal 
search mechanism when it comes to combinatorial 
optimization problems like the traveling salesman 
problem (TSP). 
There are other optimization algorithms, for exam-
ple particle swarm optimization (PSO) and genetic 
algorithm (GA), which are used to handle similar 
problems. 
PSO is a population based stochastic optimization 
technique developed by Dr. Eberhart and Dr. Kennedy 
in 1995[1-2], inspired by social behavior of bird flock-
ing or fish schooling. In the past years, PSO has been 
successfully applied to many research and application 
areas. It is demonstrated that PSO gets better results in 
a faster, cheaper way compared with other methods. 
But PSO also has premature convergence, especially in 
large-scale and complex multi-peak-search problems. 
GA is a stochastic optimization technique based on 
the mechanism of natural evolution and survival of the 
fittest strategy found in biological organisms. It has 
been successfully applied to solving many combinato-
rial optimization problems because of its strong global Open access under CC BY-NC-ND license.
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search capability. However, GA shares the similarity 
with PSO that it has the drawback of premature con-
vergence. 
We consider two objectives for the optimization of 
automatic drilling and riveting sequence planning: 
maximizing accuracy and minimizing time spent on 
the process. In the case of multiple objectives, there 
may not necessarily exist a best solution with respect 
to all objectives but a set of solutions called 
Pareto-optimal solutions because of conflict among 
objectives[3-5]. Each solution in this set is Pareto-opti-
mal solution or non-dominated solution. The method 
presented in this article intends to seek a set of 
Pareto-optimal automatic drilling and riveting se-
quences.
2. Pareto-optimal Solutions and Pareto Operation 
For a problem with more than one objective func-
tion, the relationship between any two solutions S1 and 
S2 is that one dominates the other or none dominates 
the other. Solution S1 dominating S2 should meet the 
following two conditions: 
(1) The solution S1 is no worse than S2 in all objec-
tives, that is fj(S1)_ fj(S2) ( j=1,2,}, M objectives). 
(2) The solution S1 is better than S2 in at least one 
objective, fj(S1) ; fj(S2) ( _ denotes no worse 
and; denotes better). 
If the above-mentioned conditions are satisfied, then 
solution S1 is also called non-dominated solution be-
tween the two solutions, or Pareto-optimal solution[6-7].
For a set of N solutions, each solution has M objective
function values, and the non-dominated set of solu-
tions can be found by applying the following proce-
dures[8].
Step 1  Initialize i=1;
Step 2  For all jzi, compare solutions Si and Sj for 
domination using the above two conditions for all M
objectives; 
Step 3  For any j, if Si is dominated by Sj, mark Si
as “dominated solution”, meanwhile increase i by one 
and go to Step 2; 
Step 4  If i=N, go to Step 5, else repeat Step 2; 
Step 5  All solutions that are not marked “domi-
nated” are “non-dominated solutions”. 
In this article, we call the procedures described 
above “Pareto operation”. In most multi-objective op-
timization problems, those objectives are conflicting to 
each other, and the main goal is to achieve the first (or 
the best) non-dominated level[6].
3. Multi-objective Optimization Model of Auto-
matic Drilling and Riveting Sequence Planning 
3.1. Introduction to automatic drilling and riveting 
system
The automatic drilling and riveting system is auto-
matic equipment with multiple degrees of freedom. 
Usually, the system mainly includes an automatic riv-
eter, pairs of parallels, a bracket system, two columns 
and a working platform. Fig.1 shows an overview of 
the system where XG-YG-ZG is the global coordinate 
system, X-Y-Z the coordinate system of machine tool, 
XW-YW-ZW the coordinate system for defining the 
workpiece which is fixed to the bracket. The riveter 
can move along the X-axis and Y-axis parallels. The 
bracket moves along two Z-axis columns, and 
changes angle A by making the bracket rotate around 
the X direction while angle B by moving different 
displacements of the bracket’s two ends (there are 
telescopic devices at the two ends of the bracket). 
The automatic drilling and riveting process is de-
scribed as follows. 
Fig.1  Overview of automatic drilling and riveting system. 
Firstly, the riveter moves along the X-axis and 
Y-axis parallels to the position of a riveting point. Then 
adjust the point’s normal vector to coincide with the 
axis of the riveter’s tool by the adjustment of angle A
and angle B. After that, the riveter begins to drill and 
rivet till all the points are processed. 
Without loss of generality, here we define some as-
sumptions in order to build the model more reasonably 
and easily. 
Assumption 1  There are many factors that cause 
deformation of a panel, including dead weight of the 
bracket, jigs and the panel itself, structural style of the 
bracket, temperature changes, et al. The research ob-
ject of this article is the panel whose deformation is 
already obtained by measurement. According to on-site 
experience, riveting process behavior does not affect 
deformation of a panel very much due to powerful 
support of the riveter’s tool to the panel; so we will not 
focus on this factor too much in this article.
Assumption 2 vX, vY denote velocities of the riv-
eter moving along X direction, Y direction respec-
tively; vB denotes velocity along Z and W directions, 
while ZA is angular speed of angle A.
Assumption 3  One end of the bracket goes up and 
the other end goes down simultaneously with the same 
speed, resulting in the change of angle B.
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Assumption 4  Before processing every riveting 
point, it is necessary to adjust the normal direction of 
each point to coincide with the axis of the riveter’s 
tool[9]. In order to protect the panel against scuffing, 
the riveter’s tool is at a constant height h away from 
the surface of the panel. Height h is termed as “level-
ing position”. The riveter’s tool will rise to a constant 
height H away from plane XOY of the panel model 
after processing every point. 
Assumption 5  When the riveter’s tool arrives at 
the “leveling position” of each point, the tool goes 
down, drills a hole, countersinks, puts in a rivet, 
presses, mills, and rises up to the “leveling position”, 
we call these actions “riveting action”. We assume that 
the “riveting action” costs the same time for each 
point, termed as [1]it =C (C is a constant, i is the index 
of point, i=1, 2, }, n).
3.2. Efficient model of automatic drilling and riveting 
sequence planning 
In this article, we classify the total riveting time into 
three parts, that is 
[1] [2] [3]t t t t               (1) 
where t[1] is a constant related to the quantity of the 
riveting points, and it is the time occupied by the riv-
eter’s tool to complete the riveting action for all the 
points, shown as Eq.(2); t[2] is the cost of time for the 
riveter’s tool to pass all the points at the leveling posi-
tion, given by Eq.(3), where i, j are indexes of current 
point Pi and next point Pj respectively; t[3] denotes the 
cost of time to level all the points, shown as Eq.(4), 
where i is the index of the riveting point. 
[1] [1]
1
n
i
i
t t nC
 
  ¦             (2) 
[2] [2]
ijt t ¦                (3) 
[3] [3]
1
n
i
i
t t
 
 ¦                (4) 
Making a summary of Eqs.(1)-(4), one of the objec-
tives is stated as: finding a set of Pareto-optimal se-
quences in order to minimize the total cost of time t,
shown as  
[2] [3]
1
min min
n
ij i
i
t nC t t
 
§ ·  ¨ ¸© ¹¦ ¦      (5) 
The cost of time for the riveter’s tool moving from 
current point Pi to next point Pj depends on the cost of 
time along three components (components along X, Y
and Z directions) of the vector which joins Pi and Pj.
During the riveting process, the movement of mo-
tion mechanism is resolved into movements along X, Y
and Z directions aimed at making the riveter’s tool 
arrive at the target point. Fig.2 shows the projections 
of the vector joining Pi and Pj on X, Y and Z axes. 
Correspondingly, in order to calculate [2]ijt  accurately, 
it is resolved into three parts which are the cost of time 
spent on the movement along X, Y and Z directions, 
that is 
[2] X Y Z
ij ij ij ijt t t t                (6) 
where
j iX
ij
X
x x
t
v
               (7) 
j iY
ij
Y
y y
t
v
               (8) 
Fig.2  Projections of vector joining Pi and Pj on X, Y and Z
axes. 
The time spent on the movement along the Z direc-
tion is composed of the time consumed by the riveter’s 
tool moving from the leveling position of current point 
Pi to constant height H and from constant height H to 
the leveling position of next point Pj, shown as  
jZ i
ij
B B
H h zH h z
t
v v
            (9)  
Before calculating the time consumed by leveling 
each point, that is [3]it , we should know angle A and 
angle B of the point to be riveted. We can obtain the 
coordinate (xW, yW, zW) of a point with respect to the 
XW -YW -ZW coordinate system. Using matrix transfor-
mation, coordinate (xW, yW, zW) is transformed into 
coordinate (x, y, z) with respect to the X-Y-Z coordi-
nate system. Given that the panel’s NURBS equation is 
r(u, v) and a point’s coordinate is (x, y, z), we can cal-
culate the point’s normal vector based on differential 
geometry theory. Because the tangent plane equation 
of the point can be expressed as  
( , ) ( , ) ( , ) ( , )u vu v u v u vO P O P  X r r r    (10) 
where O and P are parameters of the point on the sur-
face, and the point’s normal vector is 
( , ) ( , )
( , )
( , ) ( , )
u v
u v
u v u v
u v
u v u v
u u
r r
n
r r
        (11) 
Eq.(11) is also equivalent to 
x y z  n i j k             (12) 
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where xi= ( , ) ( , ) ,
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 are formulas of the point’s 
coordinate. 
According to Eq.(12), the normal vector of current 
point Pi is ni, so angle A and angle B of Pi are shown 
as
(13)
arcsin i xozB
i xoz
T § · ¨ ¸¨ ¸© ¹
n n
n n
            (14) 
Thus, [3]it  is expressed as 
[3] A B
i
A B
t T TZ Z               (15) 
where angular speed ZB is calculated by geometric 
transformation, that is, ZB= 2 B
X
v
L
, LX is the length of the 
X-axis length parallels. 
3.3. Precision model of automatic drilling and rivet-
ing sequence planning 
In the riveting process, the change of angle A and 
angle B is controlled by the mechanism (it is usually 
the leadscrew). Accuracy of mechanical drive influ-
ences the precision of riveting, especially when the 
leadscrew rotates in clockwise direction and anti-
clockwise direction alternatively. So, it will improve 
the accuracy of riveting if the leadscrew rotates in one 
direction to the greatest extent. In other words, the 
second objective is expressed as: finding a set of Pare-
to-optimal sequences aimed at minimizing the number 
of alternate rotations. 
Fig.3 shows a model of hyperbolicity panel, which 
has many arrows on it. The arrows are the normal 
vectors of riveting points. TAi, TBi and TAj, TBj are an-
gles which are contained by the normal vectors of Pi
Fig.3  A model of hyperbolicity panel. 
and Pj with plane YOZ and plane XOZ respectively. 
During the riveting process, when the riveter’s tool 
moves from Pi to Pj, the number of the alternant rota-
tion is defined by  
0,
1,
Ai AjA
ij
Ai Aj
N
T T
T T
d­° ® !°¯
            (16) 
0,
1,
Bi BjB
ij
Bi Bj
N
T T
T T
d­° ® !°¯
            (17) 
The precision model is stated as follows: 
altermin min ( )
A B
ij ijN N N ¦       (18) 
To make a summary of Section 3.2 and Section 3.3, 
the mathematical model can be formulated as 
[2] [3]
1
min min
n
ij i
i
t nC t t
 
§ ·  ¨ ¸© ¹¦ ¦     (19) 
altermin min ( )
A B
ij ijN N N ¦       (20) 
subject to 
0 1AijN nd d ¦           (21) 
0 1BijN nd d ¦           (22) 
4. Ant Colony Optimization for Automatic Drilling 
and Riveting Sequence Planning 
The ant colony optimization (ACO) paradigm is a 
metaheuristic approach for solving hard combinatorial 
optimization problems. It is inspired by the foraging 
behavior of real ants and firstly derived by M. Dorigo. 
A colony of ants use pheromone as communication 
medium to find the shortest path between nest and 
food source. As the ants move around, they deposit 
pheromone which attracts ants. The higher the phero-
mone concentration on one path is, the more likely for 
it to be selected. Since the pheromone concentration 
on short path is higher, it is probable for ants to find 
the shortest path. ACO is based on the indirect com-
munication of a colony of simple agents, called artifi-
cial ants, mediated by artificial pheromone trails[10].
The solution generation by artificial ants is guided by 
artificial pheromone trails and problem-specific heu-
ristic information. 
A proposed ACO is designed in this article to tackle 
automatic drilling and riveting sequence planning 
problem. Each ant in current population constructs 
riveting sequence independently. The values of the two 
objectives are calculated corresponding to the con-
structed sequence. Then, compare solutions in current 
population with the external set of non-dominated so-
lutions using the idea of Pareto dominance to obtain 
new external set of non-dominated solutions[11-12].
4.1. Construction of sequences 
Finding the Pareto-optimal riveting sequences is the 
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key of automatic drilling and riveting sequence plan-
ning. Pseudo-random-proportional rule[13], which is 
defined in Eq.(23), is applied to deciding next point j
that the riveter’s tool should move to 
0allowed
arg max { } if
otherwise
k
iu ius
q q
j
J
D EW K

­ ° ®°¯
   (23) 
where q is uniformly distributed random number in the 
interval [0,1], q0(0 d q0d 1) is a parameter determined 
by the relative importance of exploitation of accumu-
lated knowledge about the problem versus exploration 
of new point, J is the point chosen based on 
allowed
allowed
0 otherwise
k
ij ij
kk
ij s iu iu
j
p
D E
D E
W K
W K
­ ° ®°¯¦    (24) 
where Wij is the pheromone intensity of the path joining 
Pi and Pj,Kij the desirability for the riveter’s tool mov-
ing from Pi to Pj, D a parameter which weighs the rela-
tive importance of pheromone trail, E a parameter 
which weighs the relative importance of heuristic in-
formation. allowedk refers to all the points to be proc-
essed. Every ant has a taboo list tabook (allow-
edk= ntabook) to keep the points which have already 
been processed in order to prevent the riveter’s tool 
from processing them again. kijp  is the transition 
probability from Pi to Pj for the kth ant. 
4.2. Heuristic information 
The real ants are almost bind creatures, while artifi-
cial ants use heuristic information when constructing 
sequences. In this article, heuristic information con-
sists of two parts. Considering the efficiency of auto-
matic drilling and riveting, one part of heuristic infor-
mation Kij1 indicates the desirability for the riveter’s 
tool moving from Pi to Pj:
1 [2]
1
ij
ijt
K H               (25) 
where H is a small positive number, whose function is 
to avoid the denominator of Eq.(25) being zero. 
The other part of heuristic information Kij2 is defined 
as follows: 
2
1
ij A B
ij ijN N
K H c            (26) 
where H c is also a small positive number preventing the 
denominator of Eq.(26) from being zero. 
For multi-objective optimization problem, the way 
for combining desirability to achieve total desirability 
varies with the problem. Eq.(27) shows that the heuris-
tic information is constituted by the product of heuris-
tic information Kij1 and Kij2, while Eq.(28) indicates 
that the heuristic information is constituted by the 
weighting of Kij1 and Kij2. We will discuss the influence 
of these two different ways on the solution in Section 5. 
1 2ij ij ijK K K              (27) 
1 1 2 2ij ij ijn nK K K            (28) 
where n1+n2=1.
4.3. Pheromone updating rules 
In order to avoid that all the ants construct the same 
sequence, the local pheromone updating rule is applied 
after each construction step. Taking the efficiency and 
quality of searching sequences into account, it is es-
sential to improve the local pheromone updating rule 
because the number of the riveting points is usually 
huge. As the ants search the sequences, it becomes less 
significant to update the pheromone. So, a new local 
pheromone updating rule is brought forward [14]:
c5
0( , ) ( , ) e
n
ni j i jW W W             (29) 
where nc is the number of points which have already 
been processed in current iteration, and n the total 
number of points. nc is approaching n, consequently, 
c5
e
n
n

 is approaching zero. When nc=n, it comes that 
c5
e
n
n

=e5|0. W0 is the initial value of the pheromone. 
According to Ref.[15], we set W0=
00 alter
1
nt N
, where t0
and
0alterN  are the estimation values of the minimum 
time t and minimum number of alternant rotation Nalter
calculated based on the nearest neighbor heuristic[13] 
respectively. 
According to the experimental result of Ref.[14], the 
new local pheromone updating rule (see Eq.(29)) 
shows superiority of the searching efficiency and the 
quality of solution over the original one (see Eq.(30)), 
especially when the problem dimension increases. So, 
the new local pheromone updating rule will be suitable 
to solve the automatic drilling and riveting sequence 
planning problem for large-sized panel. 
local local 0( , ) (1 ) ( , )i j i jW U W U W        (30) 
where Ulocal is a constant which has no ability to reflect 
the fact dynamically that the significance of updating 
local pheromone becomes smaller and smaller as the 
ants search sequences. 
When all the ants finish the search in one iteration, 
the global pheromone updating rule is only applied to 
the Pareto-optimal sequences since efficiency is al-
ways important for the algorithm to be considered[16].
It is defined as follows: 
global global( , ) (1 ) ( , ) ( , )i j i j i jW U W U W   '   (31) 
where Uglobal represents the evaporation of pheromone, 
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'W (i, j) is defined as 
c
1
( , ) ( , )
k
k
k
i j i jW W
 
'  '¦          (32) 
where kc is the number of sequences in the external set 
of Pareto-optimal sequences so far. 'Wk (i, j) is shown as  
alter
1 if Sequence
( , )
0 otherwise
k
k kk
ij
t Ni jW
­ °'  ®°¯
  (33) 
where tk is the cost of time of the kth sequence, and 
Nalterk is the total number of alternate rotation of the kth 
sequence.
4.4. The proposed ACO implementation 
To sum up, the key of the proposed ACO for auto-
matic drilling and riveting sequence planning is to ex-
press the efficiency and precision of movement from 
Pi to Pj by means of the points’ coordinates. Mean-
while, the efficiency and precision are considered to be 
the two objectives for this multi-objective optimization 
problem, whose procedure to construct solutions is as 
follows: 
Step 1  The m ants are distributed on the n points 
randomly. In order to achieve optimal solutions in 
minimum cycles, the number of ants m is set equal to 
the number of points n[17]. Initialize the quantity of 
pheromone of all steps (like step ij) before the itera-
tion. Set values of parameter D, E, Uglobal, q0, m for 
ACO operation and parameter vX, vY, vB, ZA, LX, H, h
for riveting system. The maximum number of itera-
tions is set to be NcMax. We define a set named “ex-
ternal set of Pareto-optimal sequences” which is used 
to contain the Pareto-optimal sequences. 
Step 2  Each ant in current population chooses next 
point from its own list allowedk (allowedk= n  tabook)
according to the pseudo-random-proportional rule 
(Eq.(23) and Eq.(24)) respectively. The points which 
have been visited by one ant are stored in its taboo list 
tabook. The local pheromone updating rule (see 
Eq.(29)) is applied after each construction step during 
the sequence constructing process. Calculate objective 
functions (Eq.(19) and Eq.(20)) corresponding to the 
constructed sequence. Pareto operation mentioned in 
Section 2 is used to find the Pareto-optimal sequences 
between sequences in current population and the ex-
ternal set of the non-dominated sequences. If a se-
quence is not dominated by any other sequences in 
current population and the external set of 
non-dominated sequences, this sequence is added to 
the external set. And all sequences dominated by the 
added sequence are eliminated from the external set. 
Step 3  The global pheromone updating rule (see 
Eq.(31)) is only applied to the new Pareto-optimal 
sequences added to the external set in Step 2. Repeat 
the process in Step 2 until the maximum number of 
iterations reaches to NcMax or the process goes into 
stagnation state. 
Step 4  When the process in Step 2 stops, se-
quences in the external set are output as sequences to 
be selected by engineers in the workshop.  
The flowchart of automatic drilling and riveting se-
quence planning based on the proposed ACO is dem-
onstrated in Fig.4. 
Fig.4  Flowchart of automatic drilling and riveting sequence 
planning based on the proposed ACO. 
5. Simulation Results 
The proposed ACO was coded in C++ and tested on 
a hyperbolicity panel model of ARJ21 (see Fig.5). 
Considering the size of the panel model (about 230 
points on the surface and the length is 7 m along X
direction, 4 m along Y direction). The parameters are 
as follows: D = 1, E = 2, Uglobal = 0.7, q0 = 0.9, 
vX = 0.1 m/s, vY= 0.1 m/s, vB=0.05 m/s, ZA = 0.3 rad/s, 
LX = 12 m, H = 1.0 m, h = 0.02 m, NcMax = 5 000. 
One of the optimized riveting sequences in the external 
set of Pareto-optimal sequences is shown in Fig.6.  
Fig.5  A hyperbolicity panel model of ARJ21. 
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Fig.6  One sequence after optimization based on the pro-
posed ACO. 
Usually, engineers in the workshop plan riveting 
sequence simply in a zigzag way. For the hyperbolicity 
panel model in Fig.5, the results of sequence planning 
are shown in Fig.7. 
Fig.7  Sequence planned using the engineers’ method. 
The other two tests were conducted using PSO- 
based and GA-based algorithms for the sequence plan-
ning problem. Results show that the highest perform-
ance is achieved by setting the control parameters as 
follows: population of particles n=100, c1=c2=2,
Zmin=0.4, Zmax=0.9 for PSO and population size 
n=224, length of chromosome L=224, pc=0.8, pm=0.08
for GA. The number of iterations for both algorithms 
is set to be 10 000 times. Parameter values of PSO and 
GA are empirically determined in our experiments for 
better convergence; but we make no claim that these 
are optimal values. We think parameter optimization is 
a topic for future research. The optimal sequences ob-
tained by PSO and GA algorithms are shown in 
Figs.8-9 respectively. 
Fig.10 provides a comparison of the convergence 
rates among PSO, GA and the proposed ACO. We note  
Fig.8  Sequence planned based on PSO. 
Fig.9  Sequence planned based on GA. 
Fig.10   Convergence rate comparison among three algo-
rithms for automatic drilling and riveting sequence 
planning problem. 
that the proposed ACO has higher convergence rate 
than PSO or GA. It can find better solution with fewer 
iterations than other algorithms. 
Table 1 shows the comparison of performances 
among the three algorithms and engineers’ method. 
The number of sequences in the external set of 
Pareto-optimal sequences is more than 10, and we 
demonstrate two of them here, one using 
Kij=Kij1Kij2 (Eq.(27)) as its way for combining desir-
ability, the other using Kij=n1Kij2+n2Kij2 (Eq.(28)), both 
with their cost of time and the number of alternate ro-
tations shown in Table 1. 
Table 1  Results obtained by engineers’ method, method 
based on PSO, GA and the proposed ACO  
Method t/s Nalter
Engineers’ method 15 376.40 113 
PSO 8 944.22 74
GA 15 360.34 127
Kij=Kij1Kij2 8 945.65 55 The proposed 
ACO Kij=n1Kij2+n2Kij2 8 737.50 97
As we can see, the GA-based algorithm performs no 
better than engineers’ method on both the cost of time 
to process all the riveting points and the number of 
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alternate rotations, which are defined as comparison 
criterion No.1 and comparison criterion No.2 respec-
tively. As to criterion No.1, the PSO-based algorithm 
does almost the same as the proposed ACO, but worse 
than the proposed ACO which used Eq.(27) to com-
bine desirability when it comes to criterion No.2. It 
should be pointed out that the proposed ACO con-
sumes more time to finish one iteration than PSO does, 
although it can find better sequence with fewer itera-
tions. That would be a disaster when it comes to very 
large-scale automatic drilling and riveting sequence 
planning problem, for example, the number of riveting 
points on one large-sized panel may be over 5 000. So, 
it is essential to consider the combination of PSO and 
ACO (PSO-ACO). Since there are some reported re-
searches and successful applications on this topic[18-19],
it would be one of our research fields in the future. 
The proposed ACO using Eq.(27) to combine de-
sirability outperforms engineers’ method by 41.8% in 
the cost of time and 51.3% in the number of alternate 
rotations; while the corresponding figures are 43.2% 
and 14.2% using Eq.(28) to combine desirability. 
As we mentioned in Section 4.2, there are different 
ways to combine desirability for multi-objective prob-
lem in order to achieve total desirability. Table 1 also 
shows the comparison between two constructive ways 
of heuristic information (see Eqs.(27)-(28)). Eq.(27) is 
a little worse than Eq.(28) in the cost of time slightly 
but outperforms Eq.(28) by 43.3% in the number of 
alternate rotations. 
6. Conclusions 
(1) This article presents a new method to plan auto-
matic drilling and riveting sequence. The multi-objec- 
tive optimization model of automatic drilling and riv-
eting sequence planning is built considering two ob-
jectives, efficiency and precision. The cost of time and 
the precision of automatic drilling and riveting are 
described by means of the points’ coordinates. 
(2) We also improve the local pheromone updating 
rule. Pareto dominance is incorporated into the pro-
posed ACO to find out the non-dominated sequences. 
(3) Finally, the method presented in this article is 
tested on a hyperbolicity panel model of ARJ21, and it 
indicates superiority over the engineers’ method, the 
PSO-based and GA-based algorithms.  
In the follow-up research for automatic drilling and 
riveting sequence planning, recommendations for fur-
ther work are listed below: 
(1) Multi-objective optimization model of automatic 
drilling and riveting sequence planning may take error 
transfer into account. Error transfer during the riveting 
process could influence the precision of automatic 
drilling and riveting. Besides, the deformation of pan-
els caused by previous riveting process should also be 
considered to decide which point to be processed next. 
In brief, the method should generate riveting sequence 
that can minimize the deformation of panels. 
(2) Niche strategy could be incorporated into the 
proposed ACO to improve the algorithm. 
(3) The combination of PSO and ACO (PSO-ACO) 
could be researched in order to make the method suit-
able for very large-scale automatic drilling and riveting 
sequence planning problem. 
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