We present a context-based scanning algorithm which reorders the input image using a hierarchical representation of the image. Our algorithm optimally orders (permutes) the leaves corresponding to the pixels, by minimizing the sum of distances between neighboring pixels. The reordering results in an improved autocorrelation between nearby pixels which leads to a smoother image. This allows us, for the first time, to improve image compression rates using context-based scans. The results presented in this paper greatly improve upon previous work in both compression rate and running time.
Introduction
Many image-space algorithms work on a linearized version of the 2D input image, assuming a strong coherence among nearby pixels. The most common way is a scan-line order, where the pixels are traversed horizontally line by line. However, the spatial coherence among the nearby pixels is typically anisotropic, rather than directional, along the horizontal scan lines. Other scan methods can better retain the coherence in the linearized sequence, by taking advantage of the local similarities inherent in images 9 . One popular such scan is the Peano-Hilbert space filling curve. This scan recursively traverses each quadrant entirely before moving to the next quadrant (see Figure 1) , and thus increases the pixel similarities among neighboring pixels in the scan.
The sequence of pixels visited along the scan defines a one-to-one mapping of the image pixels into a linear sequence. We call this mapping a pixel ordering, and it can be regarded as a permutation of the original scan-line order. As the ordering goal is to increase the autocorrelation of the resulting pixel sequence, a good pixel ordering is one that minimizes some metric among the pixels. Typically one would like to minimize the distances among adjacent pixels in the sequence.
This work was geared to compute effective pixelorderings for lossless image compression. For example, one of the most popular compression formats is GIF (Graphics Interchange Format), which is based on the Lempel-Ziv (LZ) sequence compression algorithm 7 . This and other lossless encoding methods are applied over a sequence of values and thus requires the transformation of the image into a linear sequence of pixels. Specifically, it has been shown that when compared to line scan, the Peano-Hilbert scan improves the compression rates, both theoretically 8 and in practice 10, 1 The Peano-Hilbert scan, like other similar space-filling curves, is a universal one in the sense that it is defined independently of the context of the underling image it traverses. Recently, Dafner et al 4 introduced a context-based pixelordering algorithm. Unlike previous orderings, their method uses the specific context of the input image to determine the resulting sequence order. Their algorithm constructs a spanning tree based on the input image in O(n log * n) time, and uses this spanning tree to reorder the input image. They show that a context-based approach improves the autocorrelation of the new pixel ordering. To retrieve the original image, a context-based pixel ordering necessarily needs to associate the specific ordering with the given image. Encoding the associated ordering imposes a space overhead. In their paper, Dafner et al. 4 show that the encoding cost hinders the effectiveness of the context-based ordering for lossless compression. While the re-ordered image compresses 5-10% better than the input image, when taking into account the penalty of encoding the spanning tree, the resulting size is 4-7% larger when compared with the compressed original image.
It should be noted that the method of Dafner et al. 4 defines a scan order that is a space-filling-curve. That is, two consecutive pixels in the linear order are adjacent neighbors in the original image. This is not a necessary requirement since any permutation of the pixels is a valid pixel ordering. However, a naive encoding of an arbitrary permutation is overly expensive. Thus, the challenge is to define a suboptimal effective permutation that has a compact encoding for its associated ordering.
In this paper we introduce a novel approach for pixel ordering. Instead of directly ordering the pixels of the input image, our algorithm works on a hierarchical representation of the image. While hierarchical image representation was used in many graphics applications in the past 5, 11 , to the best of our knowledge, this is the first time such representation is used to improve context based image scans. We begin by generating a full quadtree from the input image, where internal nodes are the average of their four sub-pixels. Next, we reorder the nodes of the tree such that the distances between the leaves, representing the pixels in the resulting tree, are minimized. To achieve a compact encoding of the ordering, we use the ordering of upper levels in the tree to learn an ordering for lower levels. Since most of the internal nodes reside in the lower levels of the tree, this step results in a large reduction in the size of the encoding. Specifically, our context-based pixel ordering technique is shown to be effective for lossless image compression even when the cost of encoding the ordering is included.
The major conceptual difference between our ordering method and all previous methods is that our pixel ordering takes advantage of global similarities. Our algorithm can connect remote regions in the image which are similar. This results in a longer similar sequence, with better autocorrelation, which significantly improves compression (see Figure 2 ). It should be noted that finding similar regions in the image is used to improve lossy image compression 6 , however, to the best of our knowledge this is the first time it has been successfully used for lossless image compression. Our algorithm improves the compression rates by up to 9 percentage points when compared to the line scan result, and up to 4 percentage points compared to the Peano scan result. Since lossless compression rates are usually between 20-40%, this is a significant improvement.
The rest of the paper is organized as follows. The next section presents an overview of our ordering algorithm. In Section 3 we formulate the optimal ordering problem, and in Section 4 we discuss our algorithm in details. In Section 5 we discuss the complexity of our algorithm and in Section 6 we discuss a number of optimization methods that are used to reduce the mapping size while still achieving a good ordering. In Section 7 we compare the compression results achieved by our algorithm to those achieved using other scan techniques. Section 8 concludes this paper and discusses directions for future work. (2 and 3, respectively) , and thus tends to compress much better.
Hierarchical Pixel ordering
Assume an N X N image where N = 2 k . We first construct a full quadtree from the input image in the following way. Starting with the input image we associate each pixel value with a leaf (terminal node) in the tree. Recursively, each internal node is assigned with the average values of its four sons. Fixing an order among the four sons of each internal node results in a linear sequence of image pixels, defined by the standard in-order traversal of the tree. The pixel ordering problem is to reorder the leaves of this quadtree aiming to minimize the sum of the distances among adjacent leaves (pixels) in the linear order.
The problem of optimally reordering the leaves of a tree in order to reduce the sum of their distances was first introduced in the context of computational biology 3 . In that paper the authors improve hierarchical clustering by reordering submitted to EUROGRAPHICS 2003. the leaves of the clustering tree. While this algorithm can be used to reorder small input images, it is not suitable for common and large images due to its computational complexity (see Section 3). Thus, in this paper we introduce an algorithm which solves a restricted version of the optimal ordering problem. We look for the optimal order of level l, given that the nodes above that level (i.e. the nodes between level l and the root) are fixed. For a level with n nodes, the number of possible orderings is 24 n/4 , since there are 4! = 24 possible orderings for each node, and n/4 nodes in level l − 1. We present an algorithm that, given an input image, solves the ordering problem in O(n) time and O(n) space, and thus is feasible for arbitrary large images. We first present a high level description of our algorithm. In Section 4 we discuss the algorithm in more detail, and prove that its running time and space complexity is O(n).
The pixel ordering is achieved by ordering the full quadtree, based on a top-down ordering of each level separately. Figure 3 illustrates the tree. First, level 1 is ordered by trying all 24 possible permutations. Now, assume we have ordered all levels up to level k, and we have to order level k, keeping all the nodes above level k − 1 fixed.
Ordering level k consists of a series of re-orderings of the sons of the nodes on level k − 1. Though the orderings are local, the way we find the best order is by optimizing a global function which searches all 24 n/4 possible orderings for the one that minimizes the sum of distances.
From now on we refer to the tree presented in Figure 3 . Any global order will have a leaf from LS1 as its leftmost leaf, and a leaf from RS4 as its rightmost leaf. Thus, it suffices to find the best global order for any pair of these leaves, and choose the pair that minimizes the sum of distances of neighboring leaves in the ordering. This is done recursively. Assume we have already computed the best subtree order for every pair of rightmost and leftmost leaves for the subtrees rooted at S1, S2, S3 and S4. Denote this quantity, for the rightmost and leftmost pair of leaves l 1 and r 2 in subtree S1, by M S1 (l1, r2). We first combine S3 and S4 in the following way.
When combining S3 and S4, the leaves that connect the two subtrees come from RS3 and LS4, while the rightmost and leftmost leaves of the combined subtree, S34, are from LS3 and RS4. Since we have already computed the best ordering for every pair of leaves from LS3 and RS3, and for every pair from LS4 and RS4, all that is left is to go over all pairs of leaves from LS3 and RS4. For each such pair l 1 ∈ LS3 and r4 ∈ RS4, we go over all possible pairs from r2 ∈ RS3 and l3 ∈ LS4, and compute the following quantity:
where d(, ) is the distance metric. We set M S34 (l1, r4) to be C(r 2 , l 3 ) for the pair r 2 , l 3 that minimizes C for l 1 and r 4 . After going over all possible pairs, we end up with M S34 (l 1 , r 4 ) for all pairs of leftmost and rightmost leaves.
Now we repeat the same process with S1 and S2, resulting in M S12 ( * , * ). The final step is to combine S12 with S34, which is done in the same way we combined S3 and S4, though this time we use M S12 ( * , * ) and M S34 ( * , * ). After this step, we choose the pair of leaves from S1 and S4 that minimizes M R ( * , * ), we backtrack to see how we reached this value, and reorder the leaves of the tree accordingly.
Optimal Leaf Ordering
Optimal leaf ordering is the problem of finding the ordering that minimizes the sum of the differences between adjacent leaves of a given tree. This can be done by flipping internal nodes until such a minimum is obtained. More formally, for a tree T with n leaves (where n = 4 l ), denote by v 1 , · · · , vn the leaves of T and by x 1 · · · x n−1 the internal nodes of T . A linear ordering consistent with T is defined to be an ordering of the leaves of T generated by flipping internal nodes in T (that is, changing the order between the four subtrees rooted at x i , for any x i ∈ T ). In our case there are (n − 1)/3 internal nodes in the tree, and thus there are 24
(n−1)/3 possible orderings of the leaves of the tree. Denote by Φ the space of all the possible orderings of the tree leaves. For φ ∈ Φ we define D φ (T ) to be:
where S(v, w) is any distance measure between two leaves of the tree (we will discuss the actual distance metric we use in Section 7). We define D(T ) as:
that is, D(T ) minimizes the distance between adjacent leaves in the linear ordering, over all possible consistent arrangements of the leaves of T . Our goal is to compute D(T ) and find the leaf ordering φ for which
In 2 the authors present an algorithm that uses dynamic programming to compute an optimally ordered binary tree in O(n 3 ) time and O(n 2 ) space. This algorithm can be extended to quadtrees, though the running time and memory requirements are slightly increased.
The above algorithm is overly expensive when it comes to ordering images. Unlike clustering trees, the number of pixels (or leaves) in an image tree is very large, making an O(n 3 ) algorithm impractical. Further, the O(n 2 ) space requirement is also a problem due to the large number of leaves. For 512 X 512 images, even if the algorithm uses only 1 byte for each pair of leaves, the memory requirements will be over 65 Giga bytes. Note that in 2 the authors present a lower bound of O(n 2 ) time for solving the optimal leafordering problem. Thus, even if a new algorithm for this problem is suggested, it will still not be suitable for large images.
Ordering the Pixels
In light of the above problems, we have developed an algorithm that solves a restricted version of the optimal leafordering problem. This problem assumes that a distance can be computed not only between different leaves (pixels) of the trees, but also between different internal nodes on the same level in the tree. For such a tree, the pixel-ordering problem seeks the optimal ordering of each level, based on the assumption that all levels above this level are fixed.
Note that the number of possible orderings is still exponential in the number of internal nodes (or leaves) at that level. In particular, the number of possible orderings at the lowest level (in which the leaves reside) is 24 n/4 , which is still exponential in n. Nonetheless, unlike the optimal ordering problem, the pixel-ordering problem has a solution in time O(n) and space O(n) as we discuss below.
For a level k, the algorithm begins by calling levelOrdering(v, 1, k, S, lr) (see Figures 5 and 6 ), where v is the root of the tree, S is the distance matrix for level k, and lr = le f t. Since the algorithm is defined by the level k, we will treat the nodes of level k as leaves from now on. The algorithm associates each internal node v with a structure M v which has three fields: sources, targets and dist. For an internal node v, M v .sources holds either the leftmost four leaves of v or the rightmost four leaves (depending on the value of the lr parameter). Note that since all levels higher than k − 1 are fixed, these sets do not change throughout the algorithm (though their internal order can change). Figures 5 and 6 ). ordering problem, as each level is optimally ordered with respect to the levels above it.
Algorithm Complexity
In this section we analyze the complexity of the entire algorithm, i.e. the combined complexity of the l calls to levelOrdering. Recall that n is the number of leaves (pixels) in the tree, and l + 1 is the number of levels in the tree. For level k, our algorithm goes over all internal nodes on levels 0 . . .k − 1. For each internal node on level k − 1, our algorithm goes over all possible pairs of rightmost and leftmost leaves for this node. There are 4 × 3/2 = 6 such pairs, and each requires two summations (since there are two possible orderings of the internal leaves). Thus, the total number of operations for this function is a small constant. For each node on levels 0 . . .k − 2 the algorithm calls the function combinePair three times. Each call to this function results in a constant work (since we need to examine at most 16 leaves). Thus, the total running time of the algorithm for
For k = l, we have 4 k = n and thus the total running time of this algorithm is (n + n/4 + n/16 + . . . + 1) = O(n).
As for space complexity, note that once the the algorithm for level k terminates, and the tree is reordered, we do not need to keep the space that was allocated for this call. 
.k − 2 we use three M structures. Thus, the total memory requirement is O(n/4 + n/12) = O(n).
While the above analysis discusses the encoding of the image, the decoding step is much faster. Since the reordering is kept with the compressed image, it only requires one pass over the tree to reorder each internal node. Also, since the number of internal nodes is n/3 the total time is very close to the time it takes to go over all pixels in the image, which is done regardless of the scanning method used. Thus, our algorithm is efficient in both memory and space, and is suitable for handling large images with a linear dependency on the image size.
Encoding Optimizations
To make context-based pixel ordering useful for image compression, we need to optimize the associated encoding of the mapping. As described in Section 4, for each internal node our algorithm records the mapping it uses. There are 4! = 24 possible orderings for the sons of each node; thus, each node can be encoded with five bits. Since there are (n − 1)/3 internal nodes, the total number of bits required for the entire image is 5n/3 bits, or 5/3 bits per pixel. In many cases, the size of the encoded mapping is too large, and can erase the reduction in compressed image size. In this section we present a number of methods which reduce the size of the mapping while minimizing the reduction in the compression 
Suboptimal orderings
To decrease the size of the encoded mapping it is possible to reduce the number of possible orderings for each node from 4! (24) to 16. After examining a large set of images, we found that in most cases the ordering that results in a diagonal jump between the first and second pixel in the ordering is rarely used. Thus, we can eliminate this move, and allow only clockwise or Counter-clockwise moves from the first pixel in the ordering.
The above constraint reduces the number of possible orderings from 24 to 16 (4 × 2 × 2), since once the first son is chosen, there are only two possible sons that can follow it. Thus, the encoded mapping size is reduced to 4n/3.
Statistical encoding
So far we have assumed that the levelOrdering algorithm is applied on all levels: 0 . . .l − 1. Thus, we need to record the
Figure 6: Combining the results from two internal nodes

Figure 7: (left) and (middle) Two possible orderings of the sons of Q may result in two different orderings of the sons of Q C (expanded square on the bottom right side). This indicates that if we do not want to encode level l − 1, then by taking into account the position of Q C in the ordering, as well as its predecessor and successor, we can achieve an improved ordering when compared a pre-specified ordering for all nodes in level l − 1. (right) Two of the four cases associated with the second node in the ordering. In this case D is the second node in the ordering, and moving from D's predecessor to D is done in a clock-wise manner. The two cases differ in the manner we move from D to its successor in the ordering (clock-wise or diagonal). The other two cases for the second node in the ordering arise when the move from D's predecessor to D is counter clockwise.
ordering of all n/3 internal nodes in the image tree. However, 3/4 of these internal nodes are on level l − 1. For large images, the close neighborhood of a pixel is in many cases very similar to the pixel itself. Thus, while ordering higher levels allows us to bring similar remote areas in the image into close proximity, ordering the last level is less beneficial. One way to reduce the size of the mapping is to order only the first l − 2 levels, leaving the sons of the nodes on level l − 1 in some pre-specified order. This way we only need 4n/12 = n/3 bits for the mapping.
Though such a pre-specified ordering is a simple solution, submitted to EUROGRAPHICS 2003. we can do better by using statistical encoding. The idea is to encode the ordering associated with a node P on level l −1 as a function of its relative location with respect to its sibling nodes, in the order of its parent Q (which resides in level l − 2). For example, suppose that the ordering we computed for the sons of Q is Q A → Q D → P → Q B (where P = Q C , see Figure 7 (a) ). Then we can specify the encoding of the sons of P as a function of the ordering of the sons of Q in the following way. First, we use the location of P in the specific ordering of the sons of Q (first, second, etc). A second input to our function is the direction in which we move when going from P s predecessor to P (clockwise, counter-clockwise or diagonal, see Figure 7 (c)). The last input is the direction of the move from P to its successor in the ordering of the sons of Q. Since the number of possible orderings and internal locations of a node in its parent ordering is small, this function can be encoded as a small look-up table.
It turns out that that there are a limited number of cases resulting from the above function. More specifically, a lookup table for this function requires only 14 entries (two entries for each of the first and last nodes in the ordering, and 4 for the second and third nodes). Since there are 16 possible permutations or orderings, each entry in the table contains a code of four bits. In total, the size of the look-up table is 14 × 4 bits only, which is stored only once in the header of the encoded image.
The content of the look-up table is computed by looking at the specific statistics of the input image. This is done as follows. When computing the ordering for level l − 1 of the image, we build a histogram by collecting the frequencies of the permutations for each of the 14 possible cases. Each entry in the look-up table encodes the most popular permutation for the case it represents. Next, we reorder the sons of the nodes on level l − 1 based on the Look-up table. Note that in order to decode level l − 1 the decoder just needs the look-up table (which is stored) and the order of level l − 2, which has already been decoded, and so the lossless decoding is guaranteed. The above statistical encoding of level l does not increase the running time of the algorithm, since we are computing the optimal ordering for level l in any case, and finding the most popular ordering for all cases only takes an additional n/4 time (we only need to go over all internal nodes on level l − 1).
The above discussion regarding the ordering of level l based only on the ordering of level l − 1 can be extended to reduce the levels we order further. For example, if we reduce the levels we encode by two, the encoded mapping size is reduced by 94%. We can repeat the process above by ordering the nodes of both levels (l and l − 1) based on the ordering of levels l − 2 and l − 1. In addition, we can increase the number of possible cases by making the encoding a function of the ordering of the upper two levels rather than just the immediate one. Specifically, when using two levels, we have 14 × 14 = 196 possible cases, which can be stored in a look-up table using only 98 bytes (since it needs 1/2 byte for each entry).
Results
In order to test our algorithm, we have used an image compression algorithm to compare our results with previous scanning methods. We have chosen the GIF image compression algorithm, since it is was used in the past to compare both context-less scans 1, 8 and context-based scans 4 , and can thus serve as a good comparison platform for our pixel ordering algorithm. In addition, since GIF is one of the most popular lossless image compression algorithms, improvements to GIF will be of practical use.
When computing an ordering for an input image we can either re-order each of the color channels on its own, or compute one re-ordering for the entire image. While computing separate orderings for each color channel results in a better compression of the re-ordered image, the overhead imposed by such an ordering hinders the effectiveness of such method. Instead, we compute one ordering for the entire image using the following metric for RGB color images:
As mentioned in the previous section, there are two costs associated with our image scans. The first is the compressed image size and the second is the mapping size. When using the line scan or the Peano scan, the mapping size is 0. For our algorithm the mapping size depends on the image size as well as on the number of levels that are actually ordered (as discussed in Section 6.2). The total compression size is the combined size of the compressed image and the mapping.
In Figure 8 we present three different scans for an example image. As can be seen, using our ordering algorithm results in a scan that is much smoother than the Peano scan. For example, several of the separate white regions in the Peano image are combined in the result generated by our algorithm, and the same holds for the black pixels. Note that this is not surprising as the Peano scan is just one possible outcome of our algorithm.
In Table 7 we present a comparison of the results obtained using GIF on the images in Figures 8 and 10 . We compared the results obtained by our algorithm to the results obtained by the line scan (i.e. the original image), and those obtained by the Peano scan. For our algorithm we used two possible image orderings: ordering the entire image tree (as described in Section 4), and ordering all levels except for levels l and l − 1 (as discussed in Section 6.2).
In all cases we looked at, compressing the image obtained by using the original levelOrdering algorithm resulted in a 10-20 percentage point reduction when compared to both the line scan and the Peano scan. However, when taking into account the mapping size, this 10-20% advantage changed to an increase of 5-10% in the total size. Compressing images obtained from our optimized algorithm resulted in a smaller reduction of 1-10 percentage points. However, for this algorithm the mapping size was much smaller (1/16 of the original mapping size), resulting in a combined size that was up to 9 percentage points smaller when compared to the line scan compression and up to 4 percentage points smaller when compared to the Peano scanned image. Note that the average compression rate for all these images was in the order of 25%. Thus, the improvements achieved by our algorithm increased the compression rate by up to 23%, which is significant, especially in the field of lossless compression.
We have tried to characterize the images for which our algorithm achieves the best improvements. First, the more complex the image the better our algorithm works when compared to other scan methods. Since our algorithm is able to connect remote regions in the image, it can generate long sequences of similar characters, even if such sequences are not present in the original image. In contrast, Peano or line scan methods rely on the local similarity, which is less effective for highly complex images. Second, we have found that, on average, our algorithm achieves better results on larger images. The larger the image, the more likely it is to have similar regions that are not connected. Our algorithm then orig ordered orig ordered orig ordered Table 7 submitted to EUROGRAPHICS 2003.
reorders the image such that these regions are connected, resulting in an improved compression.
Conclusions and Future Work
In this paper we have introduced a new algorithm for context-based pixel scan in image space. Our algorithm works on a hierarchical representation of the input image, by optimally reordering levels in the corresponding quadtree. The reordered image is smoother than the input image, resulting in an increased autocorrelation of the pixel sequence. Our algorithm is fast and efficient, working in O(n) time and space, and thus can be applied to arbitrary large images.
When an image is reordered, one must encode the new ordering in order to be able to retrieve the original image. This is the overhead associated with any context-based image ordering. To reduce the size of the encoding, we have presented an optimized version of our algorithm which does not directly encode the ordering of low levels in the tree. Instead, we learn this order from the image itself, using upper levels in the tree that are encoded. This allows us, for the first time, to present a context-based ordering algorithm that improves lossless image compression. We have shown that our algorithm improves GIF compression rates by up to 9% when compared to the line scan result and up to 4% compared to the Peano scan result. We have also characterized the images for which our algorithm provides the best increase in compression rates.
There are a number of ways in which this work can be extended. First, we would like to further reduce the compression differences between our original and optimized algorithms, without a large increase in the encoding size. Instead of not encoding entire levels, we can decide whether to encode a specific subtree or not, depending on the improvement we get from this encoding. To make this decision, we need a metric to evaluate the decrease in compression rate with respect to the increase of our goal function (sum of distances). Another direction is to extend our ordering algorithm so that it can be used with other lossless image compression algorithms. While GIF is more suitable for indexedcolor images, the lossless jpeg 12 works well on continuous tone images. However, unlike GIF, this algorithm works on the two dimensional context of the image, and thus requires a two-dimensional ordering of the quadtree. Unfortunately, even the restricted version of this problem is NP-hard. Thus, we are interested in finding useful approximation algorithms for this problem.
