Abstract-We investigate the Wyner-Ziv coding in which the statistics of the principal source is known but the statistics of the channel generating the side-information is unknown except that it is in a certain class. The class consists of channels such that the distortion between the principal source and the sideinformation is smaller than a threshold, but channels may be neither stationary nor ergodic. In this situation, we define a new rate-distortion function as the minimum rate such that there exists a Wyner-Ziv code that is universal for every channel in the class. Then, we show an upper bound and a lower bound on the rate-distortion function, and derive a matching condition such that the upper and lower bounds coincide.
I. INTRODUCTION
In the seminal paper [1] , Wyner and Ziv characterized the rate-distortion function of the lossy source coding with side-information at the decoder. In this paper, we consider a universal coding of this problem where the statistics of the principal source is known but the channel from the principal source to the side-information is unknown except that it is in a certain class.
To motivate the problem setting investigated in this paper, let us consider the following practical situation first. Suppose that the decoder already has a lossy compressed version of the principal source, and want to get a refined one. The encoder does not know how the previously transmitted lossy version is encoded, but knows that the quality of the lossy version is guaranteed to be above a certain level. What is the minimum additional rate that must be transmitted by the encoder so that the quality of the refined version is above a required level?
The above mentioned situation can be modeled as follows. The principal source X n is a known i.i.d. source, and the side-information Y n is generated from X n through a channel W n . The statistical property of the channel is unknown, but the distortion caused by the channel is smaller than a certain level E for a prescribed distortion measure. We assume that the distortion measure is additive, but the channel may be neither stationary nor ergodic. We consider the maximum distortion constraint and the average distortion constraint for the channel. Since we allow non-ergodic channel, the class of channels constrained by the maximum distortion and that constrained by the average distortion are different. In this problem formulation, we are interested in the minimum rate R m (D|E) and R a (D|E) such that the reproduction with distortion level D is possible at the decoder for any channel in the classes of channels satisfying the distortion level E with the maximum distortion constraint and the average distortion constrain respectively. In other word, we are interested in the minimum rate such that the universal coding is possible for each class.
For the maximum distortion constrained class, we show an upper bound and a lower bound on R m (D|E). We also derive a matching condition such that the upper and the lower bounds coincide. Especially, for the binary Hamming example, we show that the matching condition is satisfied, and thus R m (D|E) is completely characterized.
For the average distortion constrained class, we show an upper bound and a lower bound on R a (D|E). For the case with D = 0, i.e., the loss less reproduction case, we show that the upper and lower bounds coincide and thus R a (0|E) is completely characterized. Surprisingly, R a (0|E) = H(X), i.e., the side-information is completely useless, for any E > 0.
Some remarks on related literatures are in order.
For lossless source coding with side-information, i.e., the Slepian-Wolf network [2] , the existence of universal code was first shown by Csiszár and Körner [3] (existence of linear universal code was also shown by Csiszár [4] ). After that, the universal codings for the Slepian-Wolf network or other related lossless multi-terminal networks were studied by several researchers [5] , [6] .
For lossy source coding with side-information, i.e., the Wyner-Ziv network, the universal coding problem was investigated by Merhav and Ziv [7] , Jalali et. al. [8] , and Reani and Merhav [9] . It should be noted that the universal codes proposed in these literatures are universal for the statistics of the principal source but not for the channel generating the side-information, i.e., the statistics of the channel is known at the encoder. Under the same condition, i.e., known channel, it is also known that the universal code can be constructed for the network with several decoders [10] .
The universal Wyner-Ziv coding is also related to the Heeger-Berger problem [11] , in which there are several decoders that have their own side-information. The HeegerBerger problem has not been solved in general, and it has only been solved under the condition that there is a degraded partial order between the channels generating the side-information [12] , [13] , [14] except some special cases [15] , [16] . It should be noted that there is no degraded partial order among the channel class considered in this paper. Thus, the authors believe that the result in this paper also shed some light on the unsolved Heeger-Berger problem.
Our problem setting can be also viewed as a kind of the successive refinement coding [17] , [18] . The successive refinement coding consists of two layers of the encodings. If the method used by the first layer encoder is not known to the second layer encoder, this is exactly the situation of our problem setting. Although the universal coding for distortion constrained class of channels is unfamiliar and new in the source coding scenario, this kind of channel is quite natural when the channel is cased by an adversary such as in the data hiding scenario. Indeed, this kind of channel class is commonly used in the information theoretical analysis of the data hiding [19] , [20] , [21] .
There are some technical differences between the data hiding problem and our problem. First, in the data hiding problem, the channel output is only used for the decoding of the encoded message. On the other hand, in our problem, the side-information is not only used for the decoding of the encoded source, but also for the estimation at the decoder. This makes the problem difficult, and causes a gap between the upper bound and the lower bound derived in this paper. Second, in the data hiding problem for the average distortion constrained class of channels, it was shown that the achievable transmission rate is 0, i.e., the channel is completely useless [20] . On the other hand, in our problem for the average distortion constrained class of channels, the side-information is useless for bin coding, but it can be used for the estimation at the decoder. Thus, R a (D|E) can be strictly smaller than the rate-distortion function R(D) without any side-information for
The rest of this paper is organized as follows. In Section II, we introduce notations and the formal definition of the problem. In Section III, we state our main theorems, and show a representative example, i.e., the binary Hamming example. Sketch of proofs will be presented in Section IV. The detail of the proofs can be found in the full version of this paper [22] .
II. PRELIMINARIES A. Notations
Henceforth, we adopt the following notation conventions. Random variables will be denoted by capital letters such as X, while their realizations will be denoted by respective lower case letters such as x. A random vector of length n is denoted by X n = (X 1 , . . . , X n ), while its realization is denoted by x n = (x 1 , . . . , x n ). The alphabet of a random variable is denoted by a calligraphic letter such as X , and its n-fold Cartesian product is denoted by X n . The probability distribution of random variable X is denoted by P X , and its n-fold i.i.d. extension is denoted by P n X . For a given channel W , its n-fold i.i.d. extension is denoted by W ×n , while W n indicates a channel that is not necessarily i.i.d.. The set of all probability distribution on X is denoted by P(X ). The set of all channel from X to Y is denoted by P(Y|X ). The indicator function is denoted by 1[·]. The entropy and the mutual information is denoted in a standard notation such as H(X) or I(X; Y ). For a input distribution P of a channel W , we sometimes use the notation I(P, W ) to designate the mutual information I(X; Y ), where the joint distribution of (X, Y ) is P (x)W (y|x).
B. Problem Formulation
be an additive distortion measure for side information. As a natural assumption, we assume that there exists y such that e(x, y) = 0 for each x. We also assume that the distortion is bounded, i.e., e(x, y) ≤ e max < ∞ for every (x, y). For a given distortion E ≥ 0, we consider the following maximum distortion constraint on the side-information
where Y n is the output of channel W n with input X n . It should be noted that n 0 (δ) depends on δ but not on W . We also consider the average distortion constraint
where
As it will be clarified later, the maximum distortion constraint and the average distortion constraint are completely different. LetX be the reproduction alphabet. Then, let
be an additive distortion measure for reproduction. We assume
We consider (possibly stochastic) encoder ϕ n : X n → M n and decoder ψ n : M n × Y n →X n . Definition 1: For any ε > 0, if there exists n 0 (ε) and a sequence of codes
and n ≥ n 0 (ε), then we define the rate R to be achievable. We also define the rate distortion function R m (D|E) := inf{R : R is achievable}.
We also define R a (D|E) by replacing W m (E) with W a (E).
Let R W Z (D|W ) be the rate distortion function of the ordinary Wyner-Ziv problem in which the principal source is X and the side-information Y is the output of the channel W ∈ P(Y|X ).
The rate distortion function R m (D|E) (or R a (D|E)) means that if R > R m (D|E) there exists a universal code that works well for every W ∈ W m (E) (or W ∈ W a (E)). It should be noted that this definition of universality is different from the ordinary definition of the universality. Let
In the ordinary definition of the universality, we require that there exists a code that works well for every W ∈ 2013 IEEE International Symposium on Information Theory D) . This requirement seems much severe than the requirement of R m (D|E) (or R a (D|E)).
In this paper, we also use some terminologies from the Heegard-Berger problem [11] (see also [23] 
and y * ∈ Y be a symbol which attains the minimum. Further, let W * : X → Y be a side-information channel such that W * (y * |x) = 1 irrespective x ∈ X. Then, let us consider a special case where W 1 = W * . This case is equivalent to the problem of "lossy coding when side-information may be absent", and the single letter characterization for this special case has been solved in [11] .
III. MAIN RESULT A. Convex Form of WZ Rate-Distortion Function
We need convex form of the Wyner-Ziv rate-distortion function introduced in [24] . Let U be the set of all functions from Y toX . The set U includes a constant function, i.e., u(y) =x ∀y ∈ Y for eachx ∈X . We denote the set of constant functions byŪ ⊂ U. For fixed channel W ∈ P(Y|X ) and fixed test channel V ∈ P(U|X ), we denote
For a fixed channel W ∈ P(Y|X ), let

V(W, D) := {V ∈ P(U|X
Note that φ(·, W ) is a convex function for fixed W , which can be confirmed from (5), and φ(V, ·) is a concave function for fixed V , which can be confirmed from (4). By the above notations, the Wyner-Ziv rate-distortion function is given by
be the pseudo rate-distortion function.
Lemma 1: The pseudo rate-distortion functioñ R W Z (D|W, E) is a concave function of the channel, i.e.,R
holds for W 1 , W 2 ∈ P(Y|X ) and 0 ≤ λ ≤ 1.
B. Statements of General Results
For the maximum distortion class, we have the following. Theorem 1: We have
and
The difference between (7) and (9) 
Suppose that
Then, we have
Corollary 2:
Under the same notations as Corollary 1, suppose that supp(V ) ⊂Ū . Then, we have
For the average distortion class, we have the following. Theorem 2: We have
where (i) max is taken over all 0 ≤ λ ≤ 1, E j ≥ 0, and side information channels W 1 , W 2 such that λE 1 +(1− λ)E 2 ≤ E and W j ∈ W 1 (E j ) (j = 1, 2) and (ii) min is taken over
holds. We also have
Remark 1: Note that (12) is obtained from (11) by letting E 1 = E * and W 1 = W * . Thus, (11) is tighter than (12) . However, we cannot give a single letter expression for the right hand side of (11), while we can for (12) .
By setting λ = 0 and E 2 = E in (12), we have the following corollary.
Corollary 3: We have
For the lossless case, we also have the following corollary. Corollary 4: For D = 0 and E > 0, we have
This corollary indicates that the side information is completely useless when D = 0 and E > 0. It should be emphasized that Corollary 3 does not give Corollary 4 in general. This means that our result (12) is tighter than Corollary 3.
C. Binary Hamming Example
To provide some insight on our results, we consider the binary Hamming example, i.e., we assume that X = Y = X = {0, 1}, P X (0) = P X (1) = 1 2 , and
In this section, we assume that E ≤ 1 2 . We first consider the maximum distortion class. In this case, the set W 1 (E) can be parametrized by two parameters (α, β)
By the concavity ofR W Z (D|W, E) with respect to W (Lemma 1) and by the symmetry with respect to α and β, we have
Let 0, 1 ∈ U be constant functions that output 0 or 1 irrespective of y and let y be the function that output y itself. Similarly, letȳ be the function that outputs y ⊕1. In the binary Hamming case, U = {0, 1, y,ȳ}. For W * = BSC(E), it is known that
φ(V, W * ) 1 We need the condition E > 0 because we need to take λ > 0 in (12) .
is achieved by the test channel of the form
(λ represents the time sharing). In this case, the distortion is given by
where V q = BSC(q). Since every channel W ∈ W 1 (E) satisfies
we find thatV ∈ V(E, D). Thus, the matching condition of Corollary 1 is satisfied for this binary Hamming example. Next, we consider the average distortion class. We evaluate the upper bound (13) . We first fix W * to be BSC(E). Note that
For a test channel V ∈ V(W * , D), letV be a test channel such thatV (u|x) = V (u ⊕ 1|x ⊕ 1) for u ∈Ū and V (u|x) = V (u|x ⊕ 1) for u ∈ {y,ȳ}. Then, by the symmetry of the BSC and the source P X , we haveV ∈ V(W * , D) and I(P X , V ) = I(P X ,V ). By the convexity of the mutual information for channel, we have
. This means that the minimum in the right hand side of (15) is achieved by a symmetric test channel, i.e., V (u|x) = V (u ⊕ 1|x ⊕ 1) for u ∈Ū and V (u|x) = V (u|x ⊕ 1) for u ∈ {y,ȳ}. Furthermore, for E ≤ 1 2 , we can assume that V (ȳ|x) = 0 because usingȳ only makes the distortion larger. We also note that such a symmetric test channel satisfies V ∈ V(E, D). Thus, the equality in (15) actually holds. Consequently, the upper bound on R a (D|E) in this example is the time sharing between the ordinary ratedistortion function and the distortion that can be achieved only by the estimation, i.e., the point (E, 0).
IV. SKETCH OF PROOFS A. Proof of Theorem 1
A proof of the converse part is very simple. For arbitrary
In a proof of the direct part, first note that the function φ(·, W ) is a convex function for fixed W , φ(V, ·) is a concave function for fixed V , and W 1 (E) and V(E, D) are convex sets. Thus, (9) is derived from (8) by applying the saddle point theorem [25] . We prove (8) by three steps. First, we prove that there exists a universal code for i.i.d. channels. Then, we show that there exists a randomized universal code for permutation invariant channels. Finally, we de-randomize the randomized universal code by using the technique of [26] .
In the first step, we construct a universal Wyner-Ziv code for a fixed test channel such that it works well for every W ∈ W 1 (E) ∩ P n (Y|X ). We construct a universal Wyner-Ziv code by using the output statistics of random binning argument recently introduced by [27] . We note that a universal WynerZiv code can be also constructed from the coding method in [28] . The goal of the first step is to prove the following lemma.
Lemma 2: For any V ∈ V(E, D) and any δ > 0, there exists a universal code (ϕ n , ψ n ) and a constant μ > 0 such that 1 n log |M n | ≤ max
for every W ∈ W 1 (E) ∩ P n (Y|X ) provided that n is sufficiently large.
In the second step, we first apply the random permutation π n on {1, . . . , n} to the sequence (X n , Y n ), and then use the code given by Lemma 2 for channels in W m (E). More precisely, the goal of the second step is to prove the following lemma.
Lemma 3: For any V ∈ V(E + δe max , D), any δ > 0, and any ε > 0, there exists a universal code (ϕ n , ψ n ) such that
φ(V, W ) + 2δ
for every W ∈ W m (E) provided that n is sufficiently large.
In the third step, we reduce the size of the random permutation π n by using the technique of [26] .
B. Proof of Theorem 2
In contrast to the converse part of Theorem 1, the converse part of Theorem 2 is quite complicated. We only prove (11) because (12) In a similar manner to the direct part of Theorem 1, the direct part of is Theorem 2 proved by three steps.
