Introduction
Let H ∞ denote the set of bounded analytic functions in the unit disk U = {z ∈ C : |z| < 1}
and let H ∞ 0 denote those ϕ ∈ H ∞ for which ϕ(0) = 0. Every ϕ ∈ H ∞ has a nontangential limit at almost every point of ∂U , and the resulting function on ∂U is measurable (for this and other basic facts about H ∞ and related function spaces discussed in this paper, see, e.g., [D] , [G] ). We denote the boundary function of ϕ also by ϕ and define the induced measure of ϕ by the formula (1.1) µ ϕ (E) = 1 2π e iθ ∈ ∂U : ϕ e iθ ∈ E for any measurable E ⊂ C, where | · | denotes Lebesgue measure on ∂U . It is immediate that
for any f ∈ L 1 (µ ϕ ). In this paper we will always adopt the normalization ϕ(0) = 0, i.e. ϕ ∈ H By a theorem of Rudin ([R] ), S w ≡ 1 for all w off a set of capacity zero. By (1.2) and (1.3) we thus see that (1.4) log |z − w|dµ ϕ (z) ≥ log |w| + N ϕ (w) for all w ∈ C, with equality holding off a set of capacity zero. Induced measures show up in a natural way in the study of composition operators. For 0 < p < ∞ we let H p denote the usual Hardy class of analytic functions in U (see, e.g., [D] , [G] 
By (1.2)
(1.5)
so many questions concerning composition operators can be viewed as questions concerning induced measures. Here we mention only a result of Joel Shapiro [S] :
Theorem (J. Shapiro). The operator C ϕ : H p → H p is compact if and only if N ϕ (w) = o(1 − |w|).
A different necessary and sufficient condition can be formulated using induced measures. Recall that a positive measure µ on U is said to be a Carleson measure if It was shown by Carleson ([C1] , [C2] ) that (1.6) is necessary and sufficient for the existence of a constant C < ∞ such that
It is immediate that this result continues to hold if µ is supported in clos U and the definition of S h e iθ0 is modified by allowing r = 1. It is then easy to show using (1.6) that C ϕ is compact if and only if = o(h). In fact, although this point of view is not explicitly stated in Shapiro's paper, it is implicit in much of his approach.
It is natural to ask which measures µ can arise as induced measures. A necessary condition can be seen by (1.4) to be that the logarithmic potential of µ is bounded below by log |w|. Another, coming from (1.2), is that u(z)dµ(z) = u(0) for any harmonic polynomial u.
To obtain a third necessary condition, we consider the values that the logarithmic potential of an induced measure takes near 0.
where g(0) = 0. It is well known ( [C] , Chap. 4, Theorem 7.4) that we can find ε > 0 and δ > 0 making the following statements true: If 0 < |w| < δ, there exists exactly n roots of ϕ(z) = w in [|z| < ε] , all of them simple, and if |z| < ε, then |g(z)| > 1 2 |g(0)|. Now let 0 < |w| < δ and let z 1 , . . . , z n be the roots of ϕ(z) = w in |z| < ε. Then
We also have an estimate for w = 0, namely
Putting these observations together, we see that if
for any harmonic polynomial u, b) log |z − w|dµ(z) ≥ log |w| for all w ∈ C, and c) log |z − w|dµ(z) is bounded below. We now make the following Conjecture. Suppose µ ≥ 0 is a compactly supported measure on C satisfying a), b), and c). Then µ = µ ϕ for some ϕ ∈ H ∞ 0 . Remarks. 1) Taken together, a) and b) are equivalent to the statement
for any function v that is subharmonic on C. However, it will be more convenient for us to keep these two conditions separate.
2) Suppose µ is a radial measure with a polar decomposition
where w is a positive measure on [0, ∞) . It is easy to show that a) and b) are satisfied if w = 1, and that c) is satisfied if and only if log r ∈ L 1 (w). In particular, if µ is defined to be one-half of normalized Lebesgue measure on [|z| = 1] and one-half of normalized Lebesgue measure on [|z| = 2], then µ satisfies a), b), and c).
The main results of this paper are the following two theorems, which may be seen as offering support for our conjecture. 
for any continuous function f . 
but ϕ clearly cannot be a constant multiple of an inner function since the essential range of |ϕ| on ∂U is {1, 2}. This argument was shown to me by John B. Conway, who in an unpublished manuscript showed that in fact (1.7) is equivalent to the rotational invariance of µ ϕ . A closely related result is due to Paul S. Bourdon, who showed in [B] that (1.7) is equivalent to the rotational invariance of N ϕ modulo a set of measure zero. The connection between Conway's and Bourdon's result is of course given by (1.4) and the statement following it.
The rest of this paper is organized as follows. Section 2 contains a review of some pertinent background and definitions, Section 3 is devoted to the proof of Theorem 1, and Section 4 to that of Theorem 2.
Preliminaries
In this section we briefly review some basic concepts connected with harmonic measures. Let Ω ⊂ C be a bounded domain with smooth boundary. If f ∈ C(∂Ω), then there is a unique function u f ∈ C(clos Ω) that is harmonic in Ω and agrees with f on ∂Ω (see, e.g., [Ke] , Chap. 11, [ABR] , Chap. 11, [C] , Chap. 10, [F] , Chap. 1). For a point a ∈ Ω the map f → u f (a) is then a positive linear functional on C(∂Ω) that takes 1 to 1; hence there is a probability measure ω = ω a such that u f (a) = ∂Ω f dω a for all f ∈ C(∂Ω). We refer to this measure as harmonic measure on ∂Ω with respect to Ω, at a. This measure is in fact given by a smooth density ρ = ρ a , so that dω a = ρ a dm, where m is one-dimensional Lebesgue measure on ∂Ω. We will also make use of the connection between harmonic measure and Brownian motion. For the definition and basic properties of Brownian motion, see, e.g., [PS] , [P] . We will think of Brownian motion on C starting at a simply as a probability measure P on the set of continuous paths X : [0, ∞) → C for which X(0) = a. With Ω as above let τ X = sup{t : X ([0, t] ) ⊂ Ω}. Then τ X < ∞ almost surely, and by a famous theorem of Kakutani, we have that ω a (E) = P (X(τ X ) ∈ E) (see [K] , [P] ).
We now discuss the connection between induced measures and harmonic measures, which will be of basic importance in this paper. By the Uniformization Theorem ( [AS] , [Sp] ) there is an analytic covering map ϕ of the unit disk U onto Ω taking 0 to a. The nontangential limit function of ϕ takes values a.e. in ∂Ω. If u ∈ C(clos Ω) is harmonic in Ω, then u • ϕ is a bounded harmonic function in U with nontangential limit function u • ϕ.
Hence
so we see that ω a = µ ϕ . For the proof of Theorem 2 we will need to extend these ideas to certain Riemann surfaces. A finite bordered Riemann surface is a subset of a compact Riemann surface whose boundary consists of a finite number of analytic (or smooth) simple closed curves. With easy and obvious modifications most of the facts we have been discussing extend to these surfaces. In fact the surfaces we will use will all be constructed to have a natural projection π to C via which we can get natural definitions of Lebesgue measure on the boundary and Brownian motion on the surface. The Uniformization Theorem in the form which we will need states that if a Riemann surface R (not necessarily finite bordered) supports a nonconstant bounded analytic function and a ∈ R, then there is an analytic covering map ϕ of U onto R taking 0 to a.
Proof of Theorem 1
Let µ ≥ 1 be a compactly supported measure on C satisfying a) u(z)dµ(z) = u(0) for any harmonic polynomial u and b) log |z − w|dµ(w) ≥ log |z| for all z ∈ C.
Let K be the support of µ and L be the closure of the set
log |z − w|dµ(w) > log |z| .
It follows from a) that L is compact, and we claim that L is a connected set containing 0. To prove this, note that if it were not true then there would exist a bounded connected open set U with smooth boundary such that 0
The function of z given by log |z − w|dµ(w) − log |z| would then be a nonnegative subharmonic function in U that vanished on a neighborhood of ∂U . It would follow that this function vanished on all of U , which would contradict the definition of L since U ∩ L = ∅.
We are going to construct a sequence of bounded, smoothly bounded domains Ω n ⊂ C containing 0 such that ∂Ω n → K, clos Ω n → L, and ω Ωn approaches µ weakly, where ω Ωn is harmonic measure with respect to Ω n , at 0. As we have discussed in Section 2, if ϕ n ∈ H ∞ 0 is a covering map of Ω n such that ϕ n (0) = 0, then ϕ n will satisfy the conditions of the conclusion of the theorem. The domains Ω n are obtained by setting ε = 1 n , n = 1, 2, . . . , in the following construction. Fix an ε > 0 and let
If Γ ⊂ C is a simple closed curve, we denote by Int Γ the bounded component of C\Γ, and by Ext Γ the unbounded component of C\Γ. There exist pairwise disjoint smooth simple closed curves Γ 0 , . . . ,
(see e.g. [C] ); of course it may happen that N = 0. Note that by a) the unbounded components of C \ K and C \ L coincide. By moving the curves Γ 0 , . . . , Γ n slightly we obtain pairwise disjoint smooth simple closed curves Γ 0 , . . . , Γ N satisfying the same conditions as Γ 0 , . . . , Γ N and such that
Denote the space between Γ j and Γ j by A j , i.e.
Let χ ≥ 0 be a rotationally symmetric continuous function supported in
and having integral 1. Then ν = χ * µ is a continuous function times area measure with support in V such that the closure of
Using the mean value property for harmonic functions and the fact that log |z − w| is a subharmonic function of z, it is easy to show that ν satisfies a) and b).
For a large integer n >
to be determined in the course of the proof, we divide up C into small squares using the lines x, y = j n , j ∈ Z. Let {S k } denote those among these small squares having positive ν-measure, and let z k be the center of S k . If n is sufficiently high, then
We need some estimates on the logarithmic potential of the measure j ν(S j )δ zj , on k ∂S k . Fix j, and let w ∈ S j . The function
attains its minimum on k ∂S k on ∂S j where it is clearly bounded below by
For δ > 0 a small number to be determined, if |z − z j | > δ we can do better: then
For j = 0, . . . , N let v j be the function that is continuous on clos A j and harmonic in A j with boundary values
Now pick δ so small that
is large enough,
Hence, by (3.1) and (3.2),
for z ∈ j ∂S j , so since ν satisfies b) we see that
From the definition of S j and the fact that z j is the center of S j , z j must be of the form
n for some integers k 1 , k 2 . Thus z j = 0, so we see that 0 ∈Ω. It is easy to see thatΩ is a connected open subset of the Riemann sphere.
Denote the Green's function forΩ with pole at 0 by GΩ. Clearly
From the above formula for GΩ we see that GΩ extends to a harmonic function in C\({z j }∪{0}) that goes to negative infinity at ∞, and ∂Ω is exactly the set of points at which it is 0. It follows from (3.
it is easy to see that U is connected and simply connected, and obviously
if γ is any smooth simple closed curve, it is easy to see that
Since diam S j < ε, this shows that ωΩ is close to ν in the appropriate sense, and of course ν is close to µ. We must find a bounded domain Ω for which ω Ω is close to ωΩ. To this end, we note that from (3.3) and the fact that log |z| − ν(S j ) log |z − z j | − ε 4M is a subharmonic function on the complement of S j that is negative on ∂S j and at ∞, we see that
Let v be a continuous function in clos Ω that is harmonic in Ω, with boundary values
Then the Green's function for Ω with pole at 0 is
By (3.5) we see that |v(z)| < ε 2M for all z, so by another application of (3.5), we see that
We now estimate ω Ω − ωΩ . To do this let f be a continuous function on ∂Ω, f ∞ ≤ 1, letũ be continuous in closΩ, harmonic inΩ with boundary values equal to f on ∂Ω = γ j , and let u be continuous in clos Ω, harmonic in Ω with boundary values f . Then u −ũ is continuous in clos Ω and harmonic in Ω with boundary values 0 on ∂Ω. Since |u −ũ| ≤ 2 on Γ j , we see that
This of course shows that ω Ω − ωΩ < 2ε, and completes the proof.
Proof of Theorem 2
As in the proof of Theorem 1, we will produce our desired function ϕ by means of a covering map, but in this case it will be a covering of a Riemann surface which we will construct. The basic step is a familiar construction which we will now describe. Let Ω 1 , Ω 2 be two domains in C and I a closed arc contained in their intersection.
Let Ω 2 be a copy of Ω 2 , disjoint from Ω 2 and Ω 1 , and form a Riemann surface R by gluing each side of I on Ω 1 to the opposite side on Ω 2 . We will refer to this construction as attaching Ω 2 to Ω 1 along I. By a slight abuse of terminology we will say that Ω 1 ⊂ R and Ω 2 ⊂ R (rather than, more accurately, Ω 1 \ I ⊂ R and Ω 2 \ I ⊂ R). We will denote the points on a particular sheet by subscripts; e.g., if 0 ∈ Ω 1 , we will denote by 0 Ω1 the copy of 0 in R on the sheet Ω 1 . Throughout this proof we will denote by D a fixed copy of the unit disk [|z| < 1] and by ∆ the disk [|z| < 2]. Suppose {I j } is an infinite collection of closed arcs contained in D, clustering only on ∂D. Let {∆ j } be a family of copies of ∆, pairwise disjoint and each disjoint from D, and form a Riemann surface R by attaching ∆ j to D along I j , for each j. We have the natural projection π : R → C, with range ∆.
The function π is a nonconstant bounded analytic function on R; hence, as discussed in the last paragraph of Section 2, there is an analytic covering map χ from the unit disk, which in this context we will call U , onto R such that
The theorem will be proven by showing that the arcs I j can be chosen so that µ ϕ is as stated. To do this it will be convenient for us to use Brownian motion on R, which we can define simply by lifting Brownian motion on C. To be more precise, let X : [0, ∞) → C be a path such that X(0) = 0 and X(t) is not an endpoint of any of the I j , for any t ≥ 0. Then there is a unique liftX of X to a path on R starting at 0 D , i.e. there is a unique pathX on R such thatX(0) = 0 D and π •X = X. This lift exists for an interval in t depending on X, which we will call [0, τ X ). Now suppose that instead of considering a single path X we consider Brownian motion in C starting at 0. For almost all such paths X, X(t) is never an endpoint of one of the I j and τ X < ∞. The lifts of these paths give us a natural definition of Brownian motion on R starting at 0 D . It is clear that X(τ X ) lies either on ∂D or ∂∆. If we attach ∂D to R in the obvious way, we see that if X(τ X ) ∈ ∂D, thenX must hit ∂D. We can now define a measure ω R on ∂D by the following prescription: if E ⊂ ∂D is measurable, then ω R (E) is the probability that Brownian motion on R starting at 0 D will hit E. As the notation and the discussion in Section 2 suggest, ω R can be thought of as harmonic measure on (part of) ∂R. We could in fact make this suggestion more precise by a careful definition of ∂R, but this would introduce technicalities that we wish to avoid.
Since analytic functions preserve Brownian motion (see, e.g., [P] ), the image under χ : U → R of Brownian motion on U starting at 0 is the Brownian motion on R that we have been discussing (with a changed clock). Now suppose X is a path starting at 0 ∈ U such that χ • X leaves R at a point w 0 ∈ ∂D, at time t 0 . By the properties of covering maps, X(t 0 ) = z 0 ∈ ∂U , and we see that ϕ(z 0 ) = ϕ(X(t 0 )) = π(w 0 ) = w 0 . Thus for E ⊂ ∂D measurable we see that ω R (E) can be interpreted as the probability that a Brownian path in U starting at 0 will hit ∂U at a point z for which ϕ(z) ∈ E. This of course shows that ω R is the restriction of µ ϕ to ∂D.
We will show that the intervals I j can be chosen in such a way that
Obviously µ ϕ is supported on [|z| = 1] ∪ [|z| = 2]; since udµ ϕ = u(0) for all harmonic polynomials, it will then follow easily that µ ϕ is as desired. The choice of intervals will be made in infinitely many stages, and to reflect this we will change the notation a bit. We will pick numbers 
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The surface R l is a finite bordered Riemann surface, as discussed in Section 2. Let ω R l , ω I l denote harmonic measure with respect to R l , resp. I l , at 0 D , restricted to ∂D. These are given by smooth densities, i.e. there are smooth functions ρ R l , ρ I l such that
We are going to show (in Lemma 4.1) that we can pick a decreasing sequence of numbers ε j , 0 < ε j < 1 2 j+1 , and the numbers s j and intervals I jk so that the following will be true:
We will now show that if R is formed as above with numbers s j and intervals I jk satisfying (4.1)-(4.4), then ω R will be as desired. For l = 1, 2, . . . let Rl be the Riemann surface formed by attaching ∆ jk to D along I jk for all j = l, 1 ≤ k ≤ n j . Fixing l ≥ 1 for the moment, we let q be the probability that Brownian motion on R l−1 starting at 0 D will hit the circle [|z| = s l ] D , and we let p be the probability that it will hit ( 
where the right-hand inequality is (4.4). The probability that Brownian motion on
On the other hand, this probability is greater than
which by (4.3) is greater than Combining (4.5) and (4.6), we see that
With the same fixed l, letp be the probability that a Brownian path on Rl starting at 0 D will hit (
We wish to show thatp < p+ε l+1 . To this end, recalling the discussion at the beginning of this section, we consider Brownian paths on Rl and R l−1 starting at 0 D to be lifts of Brownian paths on C starting at 0 (neglecting the set of paths of probability zero that hit an endpoint of any of the intervals I jk ). We can then think ofp − p as the probability that such a path has a lift to Rl that hits ( n l k=1 I lk ) D before exiting Rl, but has a lift to R l−1 that exits R l−1 before hitting (
Consider such a path. In order for this to happen, the lift to Rl must hit a point b ∈ ∆ jk , for some j ≥ l + 1, 1 ≤ k ≤ n j , that lies over [|z| = 1] before it hits ( n l k=1 I lk ) D , and then subsequently hit (
But in order to do this it must travel from b back to D, and the only way it can do this is to pass back through I jk . The probability it will do this is the harmonic measure of I jk with respect to ∆ jk \ I jk at b, which is easily seen to be less than
by using the observations that, if z jk is the center of I jk , then
By (4.2) we thus see thatp
so by (4.7) we havep
Clearly,p is the probability that a Brownian path on R starting at 0 D ever hits n l k=1 ∆ lk , so this inequality with l replaced by l + 1, l + 2, . . . shows that the probability that a Brownian path on R starting at 0 D ever hits
Since ε j < 1 2 j+1 , this sum is less than 1 2 l−1 . Now a path on R starting at 0 D that never hits ∞ j=l+1 nj k=1 ∆ jk is actually a path on R l , so, using the Brownian motion picture of ω R l , we see that we have shown that for E ⊂ ∂D,
Applying this to F = ∂D \ E, we get
so by (4.4) we see that (4.10)
Combining (4.9) and (4.10) with (4.8), we see that
for all l, Proof. The proof of this lemma will be accomplished in two steps, in the first of which we will select some auxiliary arcs {J k } along [|z| = s] , and in the second of which we define the arcs I j as certain subarcs of the J k .
Step 1. We can pick s, r 0 < s < 1, arbitrarily close to 1 and a finite number of pairwise disjoint closed arcs
where, as above, ρ R\ J k is the density with respect to normalized Lebesgue measure of harmonic measure with respect to R \ J k at 0, restricted to ∂D. If one thinks of the Brownian measure picture of harmonic measure, this step is fairly obvious intuitively; one selects the intervals in such a way as to "block" a suitable set of Brownian paths. The rigorous justification is, however, unfortunately long and complicated.
We need some definitions and lemmas.
Definition 4.2. For a function f defined on ∂D and an arc K ⊆ ∂D, 
Lemma 4.2. Suppose u is a real-valued harmonic function in
A s , such that |u(z)| ≤ 1 for all z ∈ A s and u(z) → 0 as |z| 1. Then ∂ ∂θ ∂u(z) ∂n z=e iθ < 4 (1 − s) 2 . Proof. LetÃ s = [s < |z| < 1 s ] and defineũ inÃ s bỹ u(z) =      u(z) s < |z| < 1, 0 |z| = 1, −u 1 z 1 < |z| < 1 s .
Thenũ is harmonic inÃ
and that u is the continuous function on clos A r that is harmonic in A r \ E and with boundary values
Proof. This follows from Lemma 4.1 and the obvious fact that u e 2πi/n z = u(z). 
Then on λK we have the estimate ∂u ∂n ≤ 4 log 2 · a + bκ 4 log
where κ is a function such that κ(h) 0 as h 0.
Proof. Write u = u + − u − , where u ± are continuous on clos R K,r and harmonic in R K,r \ E, and such that
Let v be the bounded harmonic function on R K,r with boundary values
and extend v toṽ onR K,r , the interior of
We wish to estimateṽ(z). By our conditions relating λ, r, and |K| we see that
Using a conformal mapping ofR K,r onto a rectangle, one sees that the harmonic measure of the radial sides ofR K,r with respect toR K,r at z is less than
where κ(h) is defined as follows. Let R h be a rectangle with horizontal dimension 1 and vertical dimension h. Then κ(h) is the harmonic measure of the vertical sides of R h , with respect to R h , at the center of R h . Thus in the disk [|z − z 0 | < 1 − r] we have the estimate
It is easy to show that the gradient at the origin of a real-valued harmonic function in [|z| < 1], whose absolute value is bounded by 1, is bounded by 2 (in fact, with a little more work one can show it is bounded by (1 − λ)|K| .
and the lemma follows.
We now proceed with Step 1. Our main tool will be estimates on Green's functions of various surfaces with poles at 0 D , which we will denote by G (·) , where (·) will be the symbol for the surface. So, in particular,
It is easy to see, using the Brownian motion picture of harmonic measure, that
We may assume that ε < min ∂D ρ R − 
where κ is as in Lemma 4.4, and so that (4.19) G R te iθ − ρ R e iθ log t < ε 2 log 1 t for all e iθ and r ≤ t < 1.
For s between r and 1, define
(1 + r) so close to 1 that
It will then follow that if E is any finite collection of pairwise disjoint closed subarcs
Of course it will also be true that ρ R\E ≤ ρ R on ∂D.
With an integer n > 8π ε 2 (1−s) 2 , define, for 0 < δ < 1,
For µ > 0, define u δ,µ to be the bounded harmonic function in A r \E δ with boundary values
As a function of δ, min 
We now define the set E as follows:
We can clearly write E = J k , where {J k } is as described in the statement of
Step 1, and we will now show that (4.13) and (4.14) are satisfied. We define, for every l, u l to be the bounded harmonic function in A r \ E δ l with boundary values
By Lemma 4.3 and the choice of n,
and by definition of δ l (4.23) min
It follows from (4.16), (4.19), and (4.20) that
where K l is adjacent to K l . From (4.24), (4.17), and (4.19) together with the facts that ρ R ≤ 1 and |G R\E | ≤ |G R | it follows that we can now apply Lemma 4.4 with the role of
• that of a played by 3ε 2 , • and that of b played by 2 + ε 2 .
Since ε < 1 75 , (4.13) follows from this and (4.25). This completes Step 1.
Step 2. Let s and {J k } be as in Step 1, and set
With N a positive integer to be chosen later, we divide each J k into 2N + 1 subarcs of length
For all k and for j = 0, 1, . . . , N we attach a copy ∆ kj of ∆ to R along I k,2j+1 to get a Riemann surface which we will callR. Clearly
We will show that if N is big enough, then
which will complete the proof. We need to define some auxiliary sets. 
This is possible since s > 1 2 (1 + r) and |J k | < 10 −5 (1 − s), as seen from the choice of n in Step 1.
For a small δ > 0 to be determined in the course of the proof, let, for each k,
If η is between 0 and 1 and close enough to 1, and δ is small enough, then the following will be true:
Because of (4.28), (4.27) will be a consequence of
We can construct Brownian motion onR starting at an arbitrary point on D just as we did above for Brownian motion onR starting at 0 D . If one then thinks of the Brownian motion description of harmonic measures, it is evident that (4.29) will be a consequence of:
(4.30) The probability that a Brownian path onR starting on
will hit ∂D is less than
In our proof of (4.30) we will concentrate on the behavior of paths near a single arc J k . For each k let R k be the part ofR formed by joining each ∆ kj to D k along I k,2j+1 for j = 0, 1, . . . , N. We will show that if δ is small enough and N is large enough, then the following will be true:
The probability that a Brownian path on R k starting on
∂∆ kj is greater than 1 − 2 3ε . Clearly (4.31) implies (4.30).
Since (4.31) just involves a single k, we may simplify our notation a bit by dropping the index k, e.g. we write R for R k .
Choose an integer m so large that 5 6 m < 1 6ε
then choose a number p between 0 and 1, so close to 1 that
Let Ψ be a Möbius transformation that takes D (= D k ) to the unit disk and J to a real interval symmetric about 0. For z ∈ D let
where σ > 0 is smaller than all of the following: A Brownian path on D starting at a point z 0 ∈ η 2 J + ∪η 2 J − will, with probability greater than p 2m , complete m successive passes.
We now wish to get an upper bound on the probability that a Brownian path on D starting at a point z 0 ∈ ηJ + ∪ ηJ − will complete a pass and that at the time of completion of the pass, its lift to R will still be on D. If δ is small enough and N is large enough, our path will, with probability greater than , then at the time of this hit its lift to R j1 will be on ∆ j1 or D with equal probability. However, it is not difficult to see that if a path on D starting at z 0 completes a pass and if at the time of completion its lift to R j1 is on the sheet ∆ j1 , then at this time its lift to R will be on N j=0 ∆ j (but not necessarily on the particular sheet ∆ j1 ). Combining these observations, we see that:
(4.34) The probability that a Brownian path on D starting at a point z 0 ∈ ηJ + ∪ ηJ − will complete a pass, and that at the time of completion its lift to R will still be on D, is less than ∆ j , where π is the natural projection on R . To prove (4.31) it remains only to show that if δ is fixed and N is made large enough, then for every j = 0, 1, . . . , N, a Brownian path on R starting at a point on (π ) −1 (ηJ + ∪ ηJ − ) ∩ ∆ j will, with probability greater than 1 − 1 3ε , hit ∂∆ j . This however is obvious, since |I j | = 1 2N +1 |J|. This completes Step 2. Hence Theorem 2 is proved.
