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ABSTRACT
We explore the variability of quasars in the Mg ii and Hβ broad emission lines and UV/optical
continuum emission using the Sloan Digital Sky Survey Reverberation Mapping project (SDSS-RM).
This is the largest spectroscopic study of quasar variability to date: our study includes 29 spectroscopic
epochs from SDSS-RM over 6 months, containing 357 quasars with Mg ii and 41 quasars with Hβ. On
longer timescales, the study is also supplemented with two-epoch data from SDSS-I/II. The SDSS-
I/II data include an additional 2854 quasars with Mg ii and 572 quasars with Hβ. The Mg ii emission
line is significantly variable (∆f/f ∼ 10% on ∼ 100-day timescales), a necessary prerequisite for its
use for reverberation mapping studies. The data also confirm that continuum variability increases
with timescale and decreases with luminosity, and the continuum light curves are consistent with a
damped random-walk model on rest-frame timescales of & 5 days. We compare the emission-line
and continuum variability to investigate the structure of the broad-line region. Broad-line variability
shows a shallower increase with timescale compared to the continuum emission, demonstrating that
the broad-line transfer function is not a δ-function. Hβ is more variable than Mg ii (roughly by a factor
of ∼ 1.5), suggesting different excitation mechanisms, optical depths and/or geometrical configuration
for each emission line. The ensemble spectroscopic variability measurements enabled by the SDSS-RM
project have important consequences for future studies of reverberation mapping and black hole mass
estimation of 1 < z < 2 quasars.
Subject headings: black hole physics-galaxies: active-quasars: emission lines-quasars: general-surveys
1. INTRODUCTION
Aperiodic luminosity variations across the electromag-
netic spectrum are an ubiquitous feature of quasars16
(for a review, see Ulrich et al. 1997). The optical
and ultraviolet (UV) continuum emission of a typical
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16 We use the term “quasar” to generically refer to active galactic
nuclei with optical broad emission lines, regardless of luminosity.
(nonblazar) quasar vary by a few tenths of a mag-
nitude on timescales from weeks to years. Theoreti-
cally, the observed quasar continuum variability may
be driven by several kinds of complex instabilities in
the accretion disk (e.g., Lyubarskii 1997; Czerny et al.
1999; Czerny 2006; Li & Cao 2008; Kelly et al. 2011).
Observationally, however, photometric light curves can
be well-modeled by a simple stochastic process: the
damped random-walk (DRW) model (for the statisti-
cal properties of the DRW model, see Section 5.2).
The large body of work on both individual and en-
semble quasar variability has established that the am-
plitude of continuum variability increases with time
between epochs, decreases with quasar luminosity
and rest-frame wavelength, and is independent of
redshift (e.g., Uomoto et al. 1976; Hook et al. 1994;
Giveon et al. 1999; Hawkins 2002; Vanden Berk et al.
2004; de Vries et al. 2005; Bauer et al. 2009; Kelly et al.
2009; MacLeod et al. 2012; Zuo et al. 2012).
Quasar broad emission lines arise from
doppler-broadened line emission from gas deep within
the gravitational potential well of the supermassive
black hole, i.e., the broad line region (BLR), that is
photoionized by the extreme UV (EUV) accretion disk
continuum radiation. As a result, they vary in response
to the continuum variations after a light-travel time
delay. The amplitude and shape of the emission-line
response are governed by the broad-line transfer function
(Blandford & McKee 1982). The transfer function is
ultimately determined by the radiative mechanism, as
well as the structure, dynamics, and ionization state
2of the BLR. The variability time delay enables rever-
beration mapping to study the structure of the BLR
(e.g., Gaskell 2009) and (with assumptions about the
geometry and BLR dynamics) estimate the black hole
mass (e.g., Peterson 1993; Laor 1998; Peterson et al.
1998; Kaspi et al. 2000; Peterson 2014). In theory, the
reverberation mapping technique can be performed
using any broad emission lines that respond to the
variability of continuum emission. In practice, however,
reverberation mapping has been largely restricted to
using the Hβ emission line in low-luminosity systems at
low redshift (e.g., Peterson & Bentz 2006).
Employing reverberation mapping with optical spec-
troscopy at z > 1 is critical for our understanding of the
mass growth of supermassive black holes, as most mass
growth occurs at this epoch. However, optical reverber-
ation mapping at z > 1 requires using rest-frame UV
broad emission lines, such as Mg ii. Mg ii is ionized by
E > 15 eV photons (i.e., the ionization energy to go from
Mg ii to Mg iii), which is similar to the ionization energy
(E > 13.6 eV) of H i (which subsequently leads to recom-
bination and Hβ emission). In addition, the similarity
between the Mg ii and Hβ velocity widths indicates the
two lines are produced in a similar environment and dis-
tance from the central black hole (e.g., Shen et al. 2008;
Wang et al. 2009; Shen & Liu 2012). However, the valid-
ity of Mg ii as a black-hole mass estimator is under de-
bate. The variability of Mg ii has only been observed in
a handful of quasars, and it is not entirely clear that this
variability can be robustly traced to coherent reverber-
ation of the ionizing EUV continuum (e.g., Clavel et al.
1991; Reichert et al. 1994; Trevese et al. 2007; Woo 2008;
Hryniewicz et al. 2014; Cackett et al. 2015). Moreover,
the radiative mechanism to produce Mg ii may also differ
from that for Hβ, as the former may mostly be collision-
ally excited while the latter is a recombination line (e.g.,
MacAlpine 1972; Netzer 1980). Therefore, it is vital to
investigate the variability of Mg ii for a large sample.
This can only be accomplished with a large multi-epoch
broad line quasar spectroscopic survey.
In this work, we measure the ensemble variability of
broad emission lines and continuum emission using data
from the Sloan Digital Sky Survey Reverberation Map-
ping project (SDSS-RM, Shen et al. 2015a) and from
supplemental observations in SDSS-I and SDSS-II. In
Section 2 we describe the SDSS observations. Section 3
presents the basic variability of quasar light curves. In
Section 4, we present the distribution of the observed
luminosity variability. In Section 5, we introduce the
structure function as a tool to study quasar variability
on different timescales. Section 6 presents the structure
function of continuum emission, and Section 7 describes
the structure function of Mg ii and Hβ. In Section 8,
we discuss the physical implications of our results. The
main results of this work are summarized in Section 9.
We adopt a flat ΛCDM cosmology with Ωm = 0.3 and
h0 = 0.7. Throughout this work, “〈x〉” and “x˜” repre-
sent the arithmetic mean and the median of the variable
x, respectively.
2. SAMPLE DEFINITION
In this work, we use SDSS data to study quasar
variability. The SDSS 2.5 m telescope is described
by Gunn et al. (2006). Eisenstein et al. (2011) give a
technical summary of the SDSS-III project, and the
SDSS/BOSS spectrograph and reduction pipeline are
described by Bolton et al. (2012); Dawson et al. (2013);
Smee et al. (2013).
We focus on the data from the SDSS-RM project,
which is an ancillary program within SDSS-III and
probes the variability of quasars on rest-frame timescales
of 1 . ∆t . 100 days. The SDSS-I/II projects provide
ancillary data to study the variability of quasars on rest-
frame timescales of 100 . ∆t . 1000 days.
2.1. SDSS-RM quasars
The SDSS-RM sample, observed during the SDSS-III
BOSS survey (Eisenstein et al. 2011; Dawson et al.
2013), consists of 849 quasars, each with 32 epochs
of observations (with a total exposure time of ∼ 60
hours): for technical details, see Shen et al. (2015a).
Three out of the 32 epochs have low S/N spectra (i.e.,
S/N < 0.7 〈S/N〉) and are rejected. The spectrograph
has a wavelength range of 3650–10400 A˚ with a spec-
tral resolution of R ∼ 2000 (Smee et al. 2013). The flux
calibration was performed based on 70 standard stars at
each epoch, using an improved version of the standard
BOSS pipeline (for more details, see Shen et al. 2015a).
For each quasar, we fit the quasar spectra and obtained
(depending on the observed spectral coverage) L = λLλ
for rest-frame17 λ = 3000 A˚ and/or λ = 5100 A˚, as well
as the luminosities and the full-width-half-max velocity
(vFWHM) of Mg ii and/or Hβ. The details of the contin-
uum and the line fitting are described in detail in earlier
work (see Shen et al. 2008, 2011).
We then selected a parent sample of 731 quasars with
broad Mg ii or Hβ by requiring z ≤ 2.462. This require-
ment ensured that either Mg ii or Hβ (or both) and their
respective continuum regions were present in the BOSS
spectrum. We further required that the median vFWHM
over 29 epochs v˜FWHM > 1000 km s
−1.
The observed variability is a superposition of the in-
trinsic variability of quasars, the measurement errors,
and the spectrophotometric errors (see Appendix B). We
applied the following sample-selection criteria to obtain
an unbiased measurement of the intrinsic variability of
quasars:
• There are “dropped” epochs where the fiber was
not properly plugged into the spectroscopic mask
resulting in sudden, unusually large reduction in
the spectral flux (Shen et al. 2015a). To avoid
these “dropped” spectra, we reject epochs with
|m− m˜| > 1, where m is the magnitude at a given
epoch and m˜ is the median magnitude over 29
epochs. About 1% of the total epochs are excluded
(roughly consistent with Shen et al. 2015a). Visual
inspection shows that this criterion does not reject
any cases of real variability.
• There are spectra with low S/N in the r-band and
therefore with poor flux calibration, since the spec-
tra are calibrated only in r-band. To identify these
quasars, we reject quasars with r-band S/N less
than 50, measured by convolving the spectra with
the SDSS r-band filter.
17 Throughout this work, the wavelengths of quasar features are
always rest-frame, unless otherwise specified.
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• There are spectra that have strong broad-
absorption features in their Mg ii profiles. In
this case, the measurements of Mg ii flux can be
problematic. To avoid this issue, we reject these
quasars.
• The observed-frame quasar spectra are dominated
by sky lines at wavelengths larger than 9000 A˚.
To avoid this issue, we reject quasars with redshift
z > 2.0 for the 3000 A˚ continuum and Mg ii and
z > 0.8 for the 5100 A˚ continuum and Hβ.
• There are quasars whose observed variability is
dominated by measurement errors rather than in-
trinsic variability. In this case, the estimated in-
trinsic variability can be highly biased. To avoid
this issue, we reject quasars with median signal-to-
noise ratio (S˜/N) of the continuum or line luminos-
ity < 10, i.e., S˜/N < 10.
• There are two sources with nearby (angular dis-
tance < 5
′′
, using the SDSS imaging) bright fore-
ground object that contaminate the quasar spectra
in some epochs and introduce artificial flux varia-
tions in the fibers. To avoid this issue, we reject
these two sources.
The final sample (i.e., clean sample) that passed the se-
lection criteria and will be used for subsequent variability
analysis of each continuum and emission-line component
is summarized as follows:
• the 3000 A˚ continuum: 577 quasars;
• Mg ii broad emission line: 357 quasars;
• the 5100 A˚ continuum: 97 quasars;
• Hβ broad emission line: 41 quasars.
For each quasar in the parent sample, we estimated
LBol using L3000 and/or L5100. The bolometric correc-
tion factor is assumed to be 5 for L3000 and 10 for L5100
(e.g., Richards et al. 2006)18. If a spectrum covered both
3000 A˚ and 5100 A˚ we adopted the L3000 estimator which
is less contaminated by host galaxy starlight and there-
fore provides a less biased measure of quasar luminosity.
We also measured MBH using the single-epoch broad-
line (Mg ii and/or Hβ) estimators:
log(
MBH
M⊙
) = A+B log(
λLλ
1044 erg s−1
)+2 log(
vFWHM
1000 km s−1
)
(1)
For Hβ, λ = 5100 A˚, A = 6.91, B = 0.5
(Vestergaard & Peterson 2006); for Mg ii, λ = 3000 A˚,
A = 6.74, B = 0.62 (Shen et al. 2011). The quanti-
ties λLλ and vFWHM are measured from the averages of
18 Monochromatic bolometric correction factors are likely to
be luminosity-dependent (e.g., Lusso et al. 2012; Krawczyk et al.
2013). In this work, we use LBol only to divide the sources into
different luminosity bins, and so we adopt the constant bolometric
corrections of Richards et al. (2006) for simplicity. Our conclusions
do not change if we instead adopt luminosity-dependent bolomet-
ric correction factors, which merely change the bin divisions by a
small amount.
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Fig. 1.— The distribution of the parent sample of SDSS-RM
sources in the LBol−MBH plane. The solid, dashed and dotted con-
tours in each panel show boundaries of regions containing 68.2%,
95.4% and 99.7% of the total number of sources in our parent SDSS-
RM sample. Points in each panel represent the SDSS-RM quasars
that passed the selection criteria (i.e., the clean sample). The red
dashed line in each panel represents the Eddington luminosity as
a function of MBH. The error bar in each panel indicates the typi-
cal uncertainty of quasar luminosity (due to the uncertainty of the
bolometric correction) and MBH.
29 epochs. The measurement uncertainties of λLλ and
vFWHM are typically 0.01 dex and 5%, respectively. The
uncertainty ofMBH is therefore dominated by the intrin-
sic uncertainty of the estimator, which is ∼ 0.4 dex (for
a recent review, see Shen 2013). If a spectrum included
both Mg ii and Hβ, we adopted the average MBH (there
are 134 such spectra in the parent samples), following
Vestergaard & Osmer (2009). For these sources, the dif-
ference of the two MBH estimators has a median value of
−0.12 dex (i.e., on average, Mg ii estimators give slightly
higher MBH than those using Hβ) and a standard devi-
ation of 0.35 dex. Only for three sources in the parent
samples (but not in the clean samples) are the differ-
ences in the two MBH estimators larger than 1 dex. Two
are z < 0.4 sources and therefore vFWHM of Mg ii is not
well constrained; the redshift of the remaining source is
z = 0.923 and therefore vFWHM of Hβ is poorly mea-
sured.
Figure 1 presents the distributions of the parent sam-
ple and the clean sample in the LBol −MBH plane for
each component. For the 3000 A˚ continuum and Mg ii,
the clean samples and the parent samples share similar
parameter space. However, the clean 5100 A˚ continuum
and Hβ samples cover only the low-luminosity and small
MBH portion of parameter space, compared to the par-
ent samples. This result is due to the fact that we can
only measure the 5100 A˚ continuum and Hβ for z < 0.8
sources and low-redshift sources are more likely to be less
luminous, on average, for a flux-limited survey.
2.2. SDSS-I/II quasars
We use ancillary data compiled from the SDSS-I/II
surveys (York et al. 2000) to measure the variability of
quasars on longer timescales. This sample includes every
quasar with multiple spectroscopic epochs (at least two)
in SDSS-I/II. Most of these SDSS-I/II quasars were only
observed twice. Only a small fraction of these quasars
4are observed with SDSS-III. We do not supplement this
set of quasars with SDSS-III observations due to the dif-
ference in flux calibration from SDSS-I/II to SDSS-III
(Margala et al. 2015). We fit the spectra and obtained
the luminosities at λ = 3000 A˚ and λ = 5100 A˚ and
also the luminosities of the emission lines, Mg ii and Hβ,
following our earlier work (Shen et al. 2008, 2011). For
the 3000 A˚ continuum and Mg ii, a parent sample con-
sisting of 4599 quasars was compiled. For the 5100 A˚
continuum and Hβ, a parent sample with 1347 quasars
was constructed.
To ensure that the intrinsic variability is accurately
measured, we applied the fourth and fifth selection cri-
teria described in Section 2.1 to our SDSS-I/II sources.
It is not necessary to remove dropped spectra or con-
strain the r-band S/N, since these problems are less fre-
quent in SDSS-I/II spectra (since the spectroscopic flux
limit is much shallower). Even if these problems occur
in a epoch for a quasar, it only affects a single flux pair
(i.e., f2/f1) in contrast to SDSS-RM, in which it affects
28 flux pairs, and we use hundreds to thousands of flux
pairs when calculating the variability. The final sample
(i.e., clean sample) that passed the selection criteria and
will be used for subsequent variability analysis of each
continuum and emission-line component is summarized
as follows:
• the 3000 A˚ continuum: 4213 quasars;
• Mg ii broad emission line: 2844 quasars;
• the 5100 A˚ continuum: 1064 quasars;
• Hβ broad emission line: 572 quasars.
For each quasar in the parent samples, we calculated
MBH and LBol following the methods described in Sec-
tion 2.1. Figure 2 shows the distribution of the SDSSI/II
sources in the LBol −MBH plane. Three contours again
indicate the area that contains 68.27%, 95.45% and
99.73% of the parent samples. The points display the dis-
tributions of the final samples. For each component, the
final sample covers similar parameter space as the par-
ent SDSS-I/II sample. For the 3000 A˚ continuum and
Mg ii, compared to the distribution of final SDSS-RM
sources considered, most of the final SDSS-I/II sources
cover a similar parameter space. For the 5100 A˚ contin-
uum and Hβ, compared to the distribution of the final
SDSS-RM sources, the final SDSS-I/II sources cover the
high-luminosity and large MBH parameter space. Our
analysis treats the SDSS-RM and SDSS-I/II datasets in-
dependently, rather than combining the two datasets.
This approach was adopted also because the two datasets
have different time resolution and the variability of broad
emission lines may be correlated with additional param-
eters beyond LBol and MBH.
3. LIGHT CURVE STUDY
3.1. Observed Light Curves
We start with the basic properties of the observed light
curves. Figure 3 plots continuum and broad emission-line
light curves of the clean SDSS-RM samples. Through-
out this work, we use magnitude (rather than flux or
luminosity) changes to characterize variability so that it
43
44
45
46
47
(a). 3000 Å (b). MgII
6 7 8 9 10
43
44
45
46
47
(c). 5100 Å
6 7 8 9 10
(d). Hβ
MBH [M⊙]
L
B
o
l
[e
rg
s−
1
]
Fig. 2.— The distribution of our SDSS-I/II sources in the
LBol − MBH plane. The solid, dashed and dotted contours in
each panel show boundaries of regions containing 68.2%, 95.4%
and 99.7% of the total number of sources in our initial SDSS-I/II
sample. Points in each panel represent the distribution of our final
SDSS-I/II sample after applying our selection criteria. The red
dashed line in each panel represents the Eddington luminosity as a
function of MBH. The error bar in each panel indicates the typical
uncertainty of quasar luminosity and MBH.
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Fig. 3.— Continuum and emission-line light curves of typical
SDSS-RM sources (red lines/points), and the 25–75 percentile
range of the ensemble light curves (green shaded regions). The
observed ensemble variability is a few tenths of a magnitude in
both the continuum and broad emission lines.
is straightforward to compare our results with previous
photometric studies. The light curves do indicate that
there is variability in both continuum emission and broad
emission lines. However, the observed variability is a su-
perposition of intrinsic variability, measurement errors,
and spectrophotometric errors. The spectrophotomet-
ric errors of SDSS-RM for a single epoch are at least
∼ 0.04 mag, and larger at long and short wavelengths,
as computed from standard stars: see Appendix B.1.
3.2. Basic Light-Curve Variability
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Following Sesar et al. (2007), we define the basic in-
trinsic variability of a light curve with n epochs as,
σlc =
√√√√ 1
n− 1
n∑
i=1
(mi − 〈m〉)2 − 〈σ2e 〉) (2)
where mi is the observed magnitude at each epoch, its
corresponding uncertainty is σe (σe is a summation of
measurement errors and spectrophotometric errors in
quadrature), and 〈m〉 is the mean magnitude across all
epochs. σlc is set to zero if the operand within the
square root is less than zero (the fraction of such sources
is less than 10%). This is motivated by the fact that
the variance of the quasar variability is ≥ 0. The me-
dian ratios between the observed variance and the vari-
ance due to error (measurement and spectrophotomet-
ric), 1n−1
∑n
i=1(mi − 〈m〉)2/
〈
σ2e
〉
, is 5.6 for the 3000 A˚
continuum, 2.5 for Mg ii, and 2.9 for Hβ. Note that we
required S˜/N ≥ 10 to ensure that, in most cases, the
measurement errors do not dominate the observed vari-
ances.
3.2.1. The 3000 A˚ Continuum
We first present the variability of the 3000 A˚ con-
tinuum as a function of quasar luminosity (Figure 4).
We tested the correlation between the light-curve vari-
ability and LBol using the Spearman rank correlation
test19. The null hypothesis of this test is that there
is no correlation between the input datasets. The cor-
relation coefficient of this test is ρ = −0.44. The p
value (i.e., the probability of being incorrect in reject-
ing the null hypothesis) is only 5× 10−29. Therefore, we
conclude that there is a significant anti-correlation be-
tween the light-curve variability and quasar luminosity
at significance level of α = 0.0120 (i.e., the probability
threshold below which the null hypothesis will be re-
jected). As we show in Section 6, this anti-correlation
is not simply due to more luminous quasars having
smaller σe or typically being at higher redshift (sampling
shorter rest-frame timescales). This behavior is consis-
tent with previous work based on broad-band photomet-
ric data (e.g., Vanden Berk et al. 2004; de Vries et al.
2005; Bauer et al. 2009; MacLeod et al. 2012).
Previous work suggests that the Eddington ratio,
which depends on both quasar luminosity and MBH, is
the main driver of quasar continuum variability (e.g.,
Wilhite et al. 2008; Bauer et al. 2009; Ai et al. 2010;
MacLeod et al. 2010). We verify this scenario by testing
the possible correlation between the light-curve variabil-
ity of the 3000 A˚ continuum and the Eddington ratio.
We stress that the uncertainty of the Eddington ratio is
rather large since both quasar luminosity and MBH are
uncertain by a factor of ∼ 3. The Spearman correla-
tion coefficient of this test is ρ = −0.2 and the p value is
5×10−7. This anti-correlation is consistent with previous
work.
19 We also applied the Kendall rank correlation to test our data.
The results of this test are consistent with those of the Spearman
rank test, unless otherwise specified.
20 Throughout this work, we adopt α = 0.01 when we perform
statistical hypothesis tests.
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Fig. 4.— The light-curve variability of the 3000 A˚ continuum.
Each point represents a quasar. The solid, dashed, and dotted lines
represent 1σ, 2σ and 3σ bounds of the quasar number distribution.
The color indicates the probability density of each point (calculated
via kernel density estimation). The light curve variability decreases
with quasar luminosity. In this figure and Figures 5-9, the error
bars indicate the median uncertainty of the light-curve variability.
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Fig. 5.— The light-curve variability of Mg ii. Each point repre-
sents a quasar. The solid, dashed, and dotted lines represent 1σ,
2σ and 3σ bounds of the quasar number distribution. The color
indicates the probability density of each point. The light curve
variability of Mg ii also decreases with quasar luminosity.
3.2.2. Mg ii
We explore the variability of the light curve of Mg ii
as a function of quasar luminosity (Figure 5). With the
same Spearman correlation test, for Mg ii, ρ = −0.24 and
the p value is 3×10−6. Therefore, again there is an anti-
correlation between the light-curve variability of Mg ii
and quasar luminosity. The same Spearman correlation
test also suggests that the light-curve variability of the
Mg ii and the Eddington ratio are anti-correlated (with
ρ = −0.24, and the p value is 7 × 10−6). As we show
in Section 6, these anti-correlations are not simply due
to more luminous quasars preferentially having smaller
σe or lying at higher redshift (with shorter rest-frame
timescales).
We compare the light-curve variability of Mg ii with
that of the 3000 A˚ continuum in the left panel of Figure 6.
The Spearman correlation test again reveals ρ = 0.62 and
6the p value is 6× 10−39, i.e., our data favor a significant
positive correlation between the light curve variability of
Mg ii and that of the 3000 A˚ continuum. This correlation
indicates that the variability in the light curve of Mg ii
and that of the 3000 A˚ continuum are connected. The
simplest explanation is that Mg ii varies in response to
the 3000 A˚ continuum (see the cross correlation analy-
sis of Shen et al. 2015c). Furthermore, the scatter in the
correlation (for instance, a few sources show significant
variability in the 3000 A˚ continuum but the variability
of Mg ii is consistent with 0) suggests that the response
process may not be uniform in all quasars, e.g., the re-
sponse of the emission line to the continuum and/or the
structure of the BLR may differ in different quasars.
In the right panel of Figure 6, we plot the difference be-
tween the light curve variability of the 3000 A˚ continuum
and that of Mg ii versus quasar luminosity. Most quasars
vary slightly more in the 3000 A˚ continuum than in the
Mg ii line; the median σlc,3000 − σlc,MgII is 0.003 mag. A
Spearman rank correlation test between the difference in
the 3000 A˚ continuum and Mg ii variability and LBol indi-
cates that the difference is anti-correlated with quasar lu-
minosity, with ρ = −0.2 and a p value of 10−4; as quasar
luminosity increases, the variability of the 3000 A˚ con-
tinuum decreases more rapidly than the Mg ii variability.
3.2.3. Hβ
We then present the light-curve variability of Hβ. Since
our final sample of Hβ consists of only 41 quasars, we
interpret our data with caution.
Figure 7 shows the light-curve variability of Hβ as a
function of quasar luminosity. The Spearman correlation
test suggests that there is no significant correlation be-
tween the variability and quasar luminosity (ρ = −0.09
with the p value of 0.58). This result may be due to the
small size of our sample. We test such small-sample ef-
fects by randomly selecting 41 quasars from the Mg ii
clean sample and testing the correlation between the
Mg ii light-curve variability and quasar luminosity. We
repeated this simulation 104 times and found that ∼ 15%
of the time, the anti-correlation between Mg ii variability
and quasar luminosity of the limited sample is as weak as
or weaker than the Spearman correlation test for Hβ vari-
ability with quasar luminosity. From this simulation, we
conclude that the lack of the correlation between the vari-
ability of Hβ and quasar luminosity is plausibly caused
by the small sample size. We then tested the correla-
tion between the light-curve variability of Hβ and the
Eddington ratio (ρ = −0.33, and the p value is 0.035)
and found the anti-correlation is not statistically signifi-
cant. We performed the same simulation and found that
the lack of correlation is again plausibly due to the small
sample size.
We then compare the light-curve variability of Hβ with
that of the 3000 A˚ continuum. We prefer the 3000 A˚
continuum instead of the 5100 A˚ continuum because
the galaxy contamination to the 5100 A˚ continuum is
more significant (and galaxy contamination biases the
observed variability, see Section 6.2). We can only com-
pare quasars for which Hβ and the 3000 A˚ continuum
were both observed in the BOSS spectrum (35 quasars).
The left panel of Figure 8 presents the light curve vari-
ability of Hβ as a function of that of the 3000 A˚ contin-
uum. The Spearman correlation test indicates that there
is no significant correlation between the variability of Hβ
and that of the 3000 A˚ continuum (ρ = 0.28, and the p
value is 0.1). Once again, we test if the lack of correlation
is caused by small sample size by testing for correlations
in random subsets of 35 quasars from the Mg ii clean
sample. In 104 simulations, the Mg ii and continuum
variability are uncorrelated ∼ 0.5% of the time. From
this we conclude that the lack of correlation between Hβ
and continuum variability is not solely due to selection
effects. Given the fact that previous reverberation map-
ping work reveals that Hβ does respond to continuum
variability, our results indicate that Hβ and Mg ii vari-
ability relate to continuum variability in different ways.
For example, the intrinsic correlation between the Hβ
variability and continuum variability might be slightly
weaker. It is also possible that the transfer function of
Hβ increases significantly with quasar luminosity, thus
making the Hβ variability behave opposite to continuum
variability as a function of quasar luminosity. The differ-
ent relationships of Hβ and Mg ii variability with quasar
luminosity in turn probe the differences between the BLR
gas responsible for each line (see Section 8.3).
In the right panel of Figure 8, we plot the difference
between the variability of the 3000 A˚ continuum and that
of Hβ as a function of quasar luminosity. We again tested
the correlation between the difference of the variability
and quasar luminosity using the Spearman correlation
test. We found that there is an anti-correlation between
the differences of the variability and quasar luminosity
(ρ = −0.56, and the p value is 4×10−4). This correlation
makes sense given the previously-found anti-correlation
of the 3000 A˚ continuum variability with quasar lumi-
nosity, even with the lack of correlation of Hβ variability
with quasar luminosity.
We performed similar comparisons between Hβ and
Mg ii. Our results are presented in Figure 9. Again,
we can only consider quasars for which Mg ii and Hβ
were both observed in the BOSS spectrum (26 quasars).
The Spearman correlation test suggests that there is no
strong correlation between the variability of Hβ and that
of Mg ii (ρ = 0.36, and the p value is 0.07), and on aver-
age, the variability observed in Mg ii is less than observed
for Hβ. Note that there are seven out of 26 sources that
show significant variability in the light curve of Hβ but
not in that of Mg ii. This is probably due to the fact
that, as Mg ii is on average less variable than Hβ, the
observed light-curve variability of Mg ii is more likely to
be dominated by measurement and spectrophotometric
errors. The lack of correlation between Hβ and Mg ii
variaiblity is likely due to the small sample size and/or
the differences between the BLR gas that produce Hβ
and Mg ii (see Section 8.3).
There might be a weak correlation between the differ-
ence of the variability of Hβ and that of Mg ii and quasar
luminosity as revealed by the Spearman test (ρ = 0.51,
and the p value is 0.008) although the Kendall test sug-
gests that we cannot rule out the no-correlation hypothe-
sis (the p value is 0.02). This correlation, if indeed exist,
can also be explained by the anti-correlation between the
variability of Mg ii and quasar luminosity (which holds
even we only consider these 26 quasars), even with the
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Fig. 6.— Left: The light-curve variability of Mg ii against that of the 3000 A˚ continuum. The light-curve variability of the two components
are correlated. Right: The difference between the light-curve variability of the 3000 A˚ continuum and that of Mg ii. The difference is
anti-correlated with quasar luminosity.
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Fig. 7.— The light-curve variability of Hβ. Each point represents
a quasar. The solid, dashed, and dotted lines represent 1σ, 2σ and
3σ bounds of the quasar number distribution. The color indicates
the probability density of each point. The light-curve variability
of Hβ does not demonstrably depend on quasar luminosity which
may due to the fact that there are only 41 quasars in the sample.
lack of correlation of Hβ variability with quasar luminos-
ity.
4. OBSERVED DISTRIBUTION OF ∆M
Previous studies have revealed that, in general, intrin-
sic quasar variability is not consistent with white noise
but is actually a red-noise process where quasars are more
variable on longer timescales (e.g., MacLeod et al. 2010,
hereafter M10). The basic light-curve variability we pre-
sented in Section 3 is averaged over different timescales.
Before we calculate the quasar variability as a function
of rest-frame ∆t (i.e., the structure function), we first
present the distribution of luminosity variability for two
different ∆t bins. We calculated ∆m = −2.5 log(f2/f1)
for all luminosity pairs separated by ∆t. The histograms
of ∆m for the continuum and broad emission lines are
presented in Figure 10. Note that the observed his-
tograms are a superposition of the intrinsic variability,
measurement errors, and spectrophotometric errors (see
Appendix B). The distribution of ∆m is not Gaussian
for any component. Actually, the distributions are bet-
ter described by the Laplace (i.e., double-exponential)
distribution. This can be explained either by the fact
that the spectrophotometric errors are not Gaussian (see
Appendix B) or, as illustrated by MacLeod et al. (2012)
(their Section 3.2.2), as natural results of a superposition
of many Gaussian distributions.
The distributions of ∆m for SDSS-I/II sources are
shown in Figure 11. The SDSS-I/II distributions are
less well-sampled in ∆m because each quasar only has
two epochs, compared to the 29 epochs of the SDSS-RM
sources. In addition, the increase in variability with ∆t
is clearer in Figure 11 because of the larger range of ∆t
in the SDSS-I/II data (which span tens to thousands of
days). Otherwise, the SDSS-I/II variability distribution
is similar to our SDSS-RM sources, with similar expo-
nential tails.
5. THE STRUCTURE FUNCTION: VARIABILITY AS A
FUNCTION OF TIME SEPARATION
In this section, we introduce the structure function, a
tool to study quasar variability as a function of rest-frame
time separation (∆t) between observations.
5.1. Definitions
The structure function, SF(∆t), measures the statis-
tical dispersion of observations (e.g., luminosity or flux)
separated by time intervals, ∆t. Many non-parametric
statistics can be used as estimators of the statistical dis-
persion of the distribution of ∆m, e.g., the interquartile
range (IQR), the median absolute deviation (MAD), the
average absolute deviation (AAD), and the standard de-
viation. The IQR and MAD statistics tend to be more ro-
bust against outliers or tails in the distribution than the
AAD or standard deviation statistics: see Appendix A
for more details. In this work, we adopt the IQR es-
timator as it has been adopted in previous work. In
order to account for the presence of measurement and
spectrophotometric errors in our data, we estimate the
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Fig. 8.— Left: The light-curve variability of Hβ against that of the 3000 A˚ continuum. There is no significant correlation between the
variability of the two components. Right: The difference between the light-curve variability of the 3000 A˚ continuum and that of Hβ. The
difference is anti-correlated with quasar luminosity.
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Fig. 9.— Left: The light-curve variability of Hβ against that of Mg ii. There is no significant correlation between the variability of the
two components. Right: The difference between the light-curve variability of Hβ and that of Mg ii. The difference is weakly correlated
with quasar luminosity.
intrinsic statistical dispersion following MacLeod et al.
(2012):
SFIQR(∆t) =
√
(0.74IQR(∆m))2 − σ˜2e (3)
where IQR(∆m) is the 25% − 75% interquartile range
of ∆m and σe is the total uncertainty of ∆m (i.e., the
summation of measurement error and spectrophotomet-
ric error in quadrature). The constant 0.74 normalizes
the IQR to be equivalent to the standard deviation of a
Gaussian distribution; the IQR is smaller than the stan-
dard deviation for a Laplace distribution. Appendix A
also includes discussion of alternative structure function
estimators: AAD, MAD, and a maximum-likelihood es-
timator of standard deviation.
The structure function can also be used to charac-
terize the statistical dispersion of ∆m for a sample of
many quasars with the same (or close) ∆t. That is,
the ensemble structure function21 is an average of the
structure functions of many sources (as demonstrated by
MacLeod et al. 2008, individual and ensemble structure
functions result in the same statistical properties). All
these structure function estimators involve square roots,
and therefore must not be negative. If measurement and
spectrophotometric errors are significantly larger than
the intrinsic variability of quasars and/or the measure-
ment errors are underestimated by a factor of a few, the
ensemble structure function would be strongly biased.
Our sample’s S/N > 10 requirement is designed to min-
imize this bias.
21 Limited time sampling can cause spurious features
in the observed structure function for individual objects
(Emmanoulopoulos et al. 2010), but by averaging many quasar
light-curves the ensemble structure function produces a better-
sampled rest-frame time coverage. In Sections 6 & 7, we also
perform simulations to account for possible sampling issues.
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Fig. 10.— The histograms of observed ∆m of the SDSS-RM
sources. In this figure, ∆m = −2.5 log(f2/f1), where f1 and f2 are
two measurements of flux separated by rest-frame ∆t. The blue
and red lines represent the variability of ∆t ≤ 25 days (the median
∆t ∼ 12 days for L3000 and Mg ii and ∼ 14 days for L5100 and
Hβ) and ∆t > 25 days (the median ∆t ∼ 40 days for L3000 and
Mg ii and ∼ 50 days for L5100 and Hβ), respectively. σs and σl
in each panel represent the standard deviation of the short and
long timescale distributions, respectively. There are exponential
tails in the distribution of ∆m. This is likely due to the superpo-
sition of the intrinsic quasar variability (which is a superposition
of many Gaussian distributions), measurement errors, and spec-
trophotometric errors.
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Fig. 11.— The histograms of ∆m of the SDSS-I/II sources. The
blue and red lines represent the variability of ∆t ≤ 200 days
(the median ∆t ∼ 20 days) and ∆t > 200 days (the median
∆t ∼ 300 days), respectively. There are exponential tails in the
distribution of ∆m. Also, the variability increases with ∆t.
5.2. The Damped Random-Walk Model
As pointed out by previous work (e.g., Kelly et al.
2009; MacLeod et al. 2012; Zu et al. 2013), the light
curves of quasar continuum emission can be well de-
scribed by the DRW model. The DRW model describes
a random process that is characterized by the following
covariance matrix:
C(x(ti), x(tj)) = SF
2
∞ exp(−∆t/τ)/2 (4)
where ∆t = |ti − tj |. SF∞ and τ are the asymptotic driv-
ing amplitude and the damping timescale. The structure
function is given by
SF (∆t|τ, SF∞) = SF∞
√
1− exp(−∆t/τ) (5)
At ∆t≪ τ (with τ typically on the order of hundreds of
days), Eq. 5 can be simplified as,
SF(∆t) = σˆ
√
∆t (6)
where σˆ = SF∞/
√
τ , and the structure function at ∆t =
100 days, SF100 = 10σˆ. The ensemble structure function
for given luminosity, L, bin is given by
SFEN(∆t) =
∫ ∆tmax
∆tmin
∫ ∫
d∆t0dτdSF∞ SF (∆t0|τ, SF∞)
(7)
For a quasar, τ and SF∞ (or σˆ) are determined by MBH,
L, and wavelength (e.g., M10). For a set of quasars
binned in a narrow range of MBH, L, and wavelength,
τ and SF∞ (or σˆ, SF100) are constant and the integrals
above reduce to a simple summation.
6. THE STRUCTURE FUNCTIONS OF CONTINUUM
EMISSION
The main purpose of this work is to investigate the
variability of broad emission lines and their connection to
the variability of continuum emission. Therefore, we first
present the structure function of the continuum emission.
6.1. The 3000 A˚ Continuum
In this section, we present the structure function
of the 3000 A˚ continuum for the SDSS-RM sources.
We first divided our sample into 4 sub-samples by
LBol: LBol < 10
45.3 erg s−1; 1045.3 erg s−1 ≤ LBol <
1045.7 erg s−1; 1045.7 erg s−1 ≤ LBol < 1046.1 erg s−1;
LBol > 10
46.1 erg s−1. The luminosity bins are con-
structed to have (roughly) equal numbers of quasars in
each. We calculated the ensemble structure function in
each bin using the method described in Section 5.1 (sub-
tracting both measurement and spectrophotometric er-
rors). The binned IQR structure functions for the 3000 A˚
continuum of the SDSS-RM quasars are shown by the
solid lines in the left and center panels of Figure 12.
Using a Stripe 82 quasar sample, M10 found that the
DRW parameters are correlated with quasar properties
in the following way,
log q = Q1+Q2 log(
λrf
4000 A˚
)+Q3(Mi+23)+Q4 log(
MBH
109 M⊙
),
(8)
where for q = SF∞, Q1 = −0.51, Q2 = −0.479, Q3 =
0.131, and Q4 = 0.18; for q = τ , Q1 = 2.4, Q2 = 0.17,
Q3 = 0.03, and Q4 = 0.21 (here τ is in units of days).
The uncertainty of each coefficient can be found in M10.
The intrinsic scatters of the M10 relations are presented
in MacLeod et al. (2012). Mi is the K-corrected rest-
frame i-band absolute magnitude.
To compare our results with the M10 relations (i.e.,
Eq. 8), we performed a simulation based on the M10
relations (hereafter “DRW simulation”). The simulation
procedures are similar to those of MacLeod et al. (2012):
1. We calculate a model structure function for each
quasar using its MBH and LBol (translated into
10
rest-frameMi assuming the i-band bolometric cor-
rection factor is 12), following Eq. 8. During
the calculation, MBH, LBol, and the coefficients
in Eq. 8 are perturbed by Gaussian noise accord-
ing to their uncertainties. The predicted σˆ (i.e.,
SF∞/
√
τ) and τ (perturbed by Gaussian noise ac-
cording to the intrinsic scatter in Eq. 8) are trans-
lated into a structure function value at each ∆t
using Eq. 5.
2. In each bin of quasar luminosity at each ∆t, we
randomly generated a distribution of ∆m using
the model structure function for each quasar in
that bin. We then add the measurement and
spectrophotometric errors (following Laplace, not
Gaussian, distributions; see Appendix B.1) to cre-
ate the “observed” variability of the model.
3. We calculated the structure function (using the
IQR estimator) from the model distribution of ∆m,
subtracting the median errors in quadrature in each
bin (see Section 5.1).
By doing this, the simulation includes the same numeri-
cal and/or time-sampling issues as the structure function
calculated from the real data. We repeated this simula-
tion 256 times to obtain a simulated structure function
for each luminosity bin.
Our results are shown in the left panel of Figure 12 (for
other structure-function estimators, see Appendix A). It
is evident that the variability amplitude decreases with
quasar luminosity and increases with ∆t. Also, the shape
of the observed structure function in each luminosity bin
can be reproduced well by a simulated DRW model “ob-
served” like the data (i.e., with the same time sampling
and measurement/spectrophotometric errors). To verify
this, we performed a statistical hypothesis test.
The null hypothesis of our test is the following: for
each luminosity bin, the observed structure function and
the simulated structure function share the same shape
but with different normalization factors (in log SF(∆t)−
log∆t space). We calculated the difference between the
observed log SF(∆t) and the simulated log SF(∆t) and
their uncertainties for each luminosity bin. Note that we
only considered data points with ∆t > 5 days (see Sec-
tion 8.1). If our null hypothesis is true, then the differ-
ence we obtained should be, statistically, a constant (i.e.,
independent of ∆t). We adopted the chi-squared test to
assess this hypothesis. For three of the four luminosity
bins considered, our data fail to reject the null hypothe-
sis that the two structure functions share the same shape
(i.e., the p value of the chi-squared test is ≫ 0.01). The
simulated and observed structure functions have different
shapes only in the 1045.3 erg s−1 ≤ LBol < 1045.7 erg s−1
bin (although this happens only 25% of the time), but
differ in slope by only ∆β ≃ 0.1 (parameterizing each by
SF(∆t) ∼ ∆tβ).
To characterize the sensitivity of our statistical test,
we simulated two pairs of structure functions (both fol-
low SF(∆t) ∼ ∆tβ) with different slopes β and with the
same S/N as our observed structure functions and our
“DRW simulation” structure functions. We then applied
our statistical test to each pair of simulated structure
functions and calculated the p value of the null hypothe-
sis that the shapes are the same. We repeated this simu-
lation 104 times and found that in 80% of the simulations
(which is the most widely adopted value in statistical
power analysis), our null hypothesis can be rejected if
the difference in β is > 0.1 (> 0.2, for the highest lumi-
nosity bin): the difference in slopes is . 0.1.22 Therefore,
we conclude that, for each luminosity bin, the observed
structure function and the structure function from our
“DRW simulation” share the same shape (the difference
in slope β . 0.1). That is, as revealed by previous work
(e.g., Kelly et al. 2009; MacLeod et al. 2010, 2012), the
variability of the quasar continuum emission can be de-
scribed by the DRW model.
As for the variability amplitude, we find that the
M10 relations under-predict the amplitude (by a fac-
tor of ∼ 1.3) except for the highest luminosity bin (i.e.,
logLBol > 46.1). This indicates that while the M10 re-
lations are accurate for high-luminosity quasars, a small
revision is required to reproduce the variability of lower
luminosity quasars. Note that the quasar sample used
in M10 consists of luminous quasars (Mi < −23) while a
significant fraction of quasars in our sample are less lumi-
nous (Mi > −23). That is, our lower-luminosity quasars
require extrapolation of the M10 relations, and this ex-
trapolation seems to be inaccurate by a small factor.
In the middle panel of Figure 12, we illustrate the
importance of “observing” the model structure func-
tion, comparing the “observed” model structure func-
tion to the basic model without bias treatment. On
long timescales (∼ 20 − 100 days), the two versions of
the structure functions are similar. On short timescales
(< 20 days), the two versions of structure function are
different and the differences increase with decreasing ∆t.
This is because, on short timescales, the uncertainties of
our data are comparable to or even dominate over the in-
trinsic variability, and the bias of the observed structure
function is significant. In this case, if we add uncertain-
ties and then subtract them via Eq 3, the model becomes
biased toward higher amplitude variability.
We then studied the structure function of the 3000 A˚
continuum on longer (∆t ∼ 1000 days) timescales using
the ancillary SDSS-I/II data. Similar to our SDSS-RM
sources, we divided the sample into four bins of LBol and
calculated the structure function in each bin. We then
test whether the M10 relations can effectively describe
our data by performing the “DRW simulation” for SDSS-
I/II sources.
The right panel of Figure 12 shows our results. Simi-
lar to the SDSS-RM sources, the structure function of
the 3000 A˚ continuum for SDSS-I/II quasars also in-
creases with ∆t and decreases with LBol. On timescales
of ∼ 10−100 days, the SDSS-RM and SDSS-I/II quasars
have similar variability amplitudes and the M10 rela-
tions again under-predict the variability amplitude by
a factor of 1.2 for the three low-luminosity bins. The
M10 relations successfully reproduce the shape of the
observed structure function (the same test reveals a p
value ≫ 0.01, and the difference in slope β is . 0.15)
for each luminosity bin. In addition, using the M10
relation (Eq. 8), we calculate the ensemble character-
22 Throughout this work, the maximum “allowed” difference in
β is estimated in this way.
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Fig. 12.— Left panel: The structure function (solid lines) of the 3000 A˚ continuum of the SDSS-RM sources for each luminosity bin.
The dashed lines represent our simulation results based on the M10 relations “observed” like our data (see the text in Section 6.1). The
structure functions increase with ∆t and decrease with LBol. The shapes of the observed structure functions (on timescales ∆t > 5 days)
are consistent with the DRW model and the M10 relations (the difference in slope β . 0.1). The M10 relations slightly under-predict (by
a factor of 1.3) the variability amplitude. Middle Panel: The dotted lines represent the structure functions from the M10 relations without
considering the observational bias. On short timescales, the measurement and spectrophotometric uncertainties of our data dominate over
the intrinsic quasar variability, and the structure function estimations are biased. The bias is not significant on longer timescales where
the intrinsic quasar variability is larger. Right panel: The structure functions (solid lines) of the 3000 A˚ continuum for SDSS-I/II sources.
The dashed lines represent the structure functions predicted by the M10 relations. The M10 relations can roughly reproduce the observed
structure functions. According to the M10 relations, for the four luminosity bins, the characteristic timescale τ ∼ 200 days. In this figure
and the rest of the figures, the (1σ) uncertainties of the structure functions are estimated via bootstrapping, and L represents LBol.
istic timescale τ and find that τ ∼ 199.5+116.7
−73.6 days
23
(where the error comes from the propagated uncertain-
ties in MBH, LBol, and the coefficients in Eq. 8 and the
intrinsic scatter for τ in Eq. 8).
6.2. The 5100 A˚ Continuum
We discuss the structure function of the 5100 A˚
continuum for SDSS-RM quasars. Since now we are
dealing with z < 0.8 quasars, we slightly changed
the quasar luminosity bins: LBol < 10
44.8 erg s−1;
1044.8 erg s−1 ≤ LBol < 1045.2 erg s−1; 1045.2 erg s−1 ≤
LBol < 10
45.6 erg s−1; LBol > 10
45.6 erg s−1. We calcu-
lated the structure function for each bin. Our results are
shown in the left panel of Figure 13. As expected, the
structure functions increase with ∆t. In contrast to the
structure functions of the 3000 A˚ continuum, the struc-
ture functions of the 5100 A˚ continuum do not appear to
be a monotonic function of quasar luminosity.
Interpreting the structure function of the 5100 A˚ con-
tinuum is challenging because the host-galaxy contribu-
tion cannot be neglected. The host-galaxy emission is
not expected to vary on these timescales. Therefore, a
significant host contribution would act to dilute the mea-
sured ∆m. On the other hand, if the host-galaxy emis-
sion is extended with respect to the spectroscopic fiber
(which has a diameter of 2
′′
), seeing variations will cause
apparent variability of the host-galaxy stellar light and
increase the observed ∆m (see Appendix B.2).
We first restrict the sample to point sources, as clas-
sified by the SDSS imaging, to eliminate luminous host
galaxies. Restricting to point sources avoids the addi-
tional variability due to variable seeing. We then re-
stricted the sample to quasars with spectral decompo-
23 Throughout this work, the reported uncertainties are 1σ.
sition performed by Shen et al. (2015b) and subtracting
the estimated host contribution to the 5100 A˚ continuum
(quasars with > 50% galaxy light are rejected). Our re-
sults are shown in the right panel of Figure 13.
Comparing the host-corrected and uncorrected 5100 A˚
continuum structure functions, it is evident that the
galaxy emission does have significant effects: “host-
subtracted” structure functions increase due to the re-
moval of host dilution. Also, after applying the correc-
tion, the structure functions tend to decrease with LBol.
Some previous works (e.g., Kelly et al. 2009) did not ac-
count for host-galaxy emission, and therefore may have
underestimated quasar variability at longer wavelengths.
However, the effects of host-galaxy contamination are
likely to be much smaller for very luminous SDSS quasars
(e.g., M10).
7. STRUCTURE FUNCTIONS OF EMISSION LINES
In Section 6, we found that the variability of the con-
tinuum emission (at 3000 A˚) is consistent with the DRW
model. In this section, we present the structure func-
tions of broad Mg ii and Hβ. The study of the variabil-
ity of broad emission lines provides information about
the transfer function governing the response of the broad
line region to incident continuum emission. The trans-
fer function, in turn, reflects the structure and ionization
state of the BLR.
7.1. Mg ii
We first consider the variability of Mg ii for SDSS-RM
sources. We again divided our sources into the same four
LBol bins as we did for the 3000 A˚ continuum and cal-
culated the structure function for each bin. We binned
quasars by the continuum luminosity rather than the line
luminosity so that it is easier to compare to the struc-
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Fig. 13.— Left panel: The structure functions of the 5100 A˚ continuum for the SDSS-RM sample. The structure functions roughly
increase with ∆t but are not monotonic functions of LBol. This is likely due to the contamination by galaxy emission and the effects
of variable seeing for extended sources. Right panel: The structure functions of the 5100 A˚ continuum for the SDSS-RM point-source
sample, with galaxy emission subtracted using the spectral decomposition of Shen et al. (2015b) (and removing sources with > 50% host
contribution). After the host-galaxy effects are removed, sources in low-luminosity bins show higher variability.
ture function of continuum emission. Our results are
presented in the left panel of Figure 14.
Compared to the 3000 A˚ continuum, the structure
functions of Mg ii also increase with ∆t and (weakly) de-
crease with LBol. We argue that this similarity is consis-
tent with the idea that the variability of Mg ii is driven by
the variability of the continuum emission (see the cross
correlation analysis of Shen et al. 2015c).
The structure functions of Mg ii also differ from those
of the 3000 A˚ continuum in several aspects. First, the
variability amplitude of the 3000 A˚ continuum is gener-
ally larger than that of Mg ii, for each luminosity bin.
In addition, the difference between the variability ampli-
tudes of the 3000 A˚ continuum and those of Mg ii de-
crease with LBol (similar to the results of Section 3).
We also found the shapes of the structure functions of
Mg ii and those of the 3000 A˚ continuum are different by
performing the same statistical hypothesis test we did
in Section 6.1. We found that, for all four luminosity
bins, the null hypothesis is rejected (i.e., the p value of
the chi-squared test is ≪ 0.01). That is, our data indi-
cate different slopes for the Mg ii and the 3000 A˚ con-
tinuum structure functions. Note that Mg ii typically
has larger measurement errors, and we expect it suffers
from a stronger bias than the 3000 A˚ continuum. To
ensure the observed differences in shapes are not caused
by the additional bias, we performed the “DRW simula-
tion” described in Section 6.1 for Mg ii. We found that
this simulation cannot reproduce the observed structure
functions of Mg ii (both the normalization factors and
shapes). Therefore, we conclude that the differences be-
tween the slopes for the Mg ii and the 3000 A˚ continuum
structure functions are intrinsic.
The right panel of Figure 14 shows the Mg ii structure
functions for the SDSS-I/II quasars. The variability am-
plitude of Mg ii is again smaller than that of the 3000 A˚
continuum for each luminosity bin. We also compared
the shapes of the structure functions of Mg ii and those
of the 3000 A˚ continuum by performing the same hy-
pothesis test. We found that, for the two low-luminosity
bins, the shapes of the structure functions of Mg ii and
those of the 3000 A˚ continuum are different (i.e., the p
value is≪ 0.01). For the highest luminosity bin (i.e., the
logLBol > 46.1 bin), the p value under the null hypothe-
sis is 0.012, and we cannot reject the idea that the shapes
are the same. If we restrict the comparison to rest-frame
timescales ∆t > 100 days (the timescales that are not
covered by the SDSS-RM data), we found that we cannot
reject the null hypothesis and the Mg ii and the 3000 A˚
continuum structure functions have consistent shapes in
all luminosity bins (the p value under the null hypoth-
esis is ≫ 0.01). The statistical test at ∆t > 100 days
is limited, however, by having only three data points in
each luminosity bin and therefore lacks power to reject
the null hypothesis (the difference in slope β is poorly
constrained to be . 0.5).
7.2. Hβ
In this section, we study the structure functions of
Hβ for the SDSS-RM and SDSS-I/II data. In order to
compare the structure functions of Hβ to that of the
3000 A˚ continuum, we only consider sources with “well-
measured” (i.e., satisfying our selection criteria) Hβ and
3000 A˚ continuum. We choose the 3000 A˚ continuum in-
stead of the 5100 A˚ continuum because the latter is sig-
nificantly affected by galaxy emission (see Section 6.2).
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Fig. 14.— Left panel: The structure functions of Mg ii (solid lines) for SDSS-RM sources. For comparison, we also present the structure
functions of the 3000 A˚ continuum (only using sources with well-measured Mg ii). It is evident that the structure functions of Mg ii depend
on LBol in the same way as the 3000 A˚ continuum. This result is consistent with the idea that the variability of Mg ii is driven by continuum
variability. However, the 3000 A˚ continuum is more variable than Mg ii. Also, the slopes of the Mg ii and 3000 A˚ continuum structure
functions are different (the structure function of Mg ii is shallower in each luminosity bin). Note that the apparent variability decrease at
∆t ∼ 100 days is likely due to the fact that the spectrophotometric errors dominate over the intrinsic variability. Right panel: The structure
functions of Mg ii (solid lines) for SDSS-I/II sources. For comparison, we also present the structure functions of the 3000 A˚ continuum
(only using sources with well-measured Mg ii). Considering the fact that SDSS-I/II sources are generally more luminous than SDSS-RM
sources, we only created three luminosity bins.
Due to the limited total number of sources, we do not
divide our sources by luminosity. Figure 15 shows our
results.
It is evident that, for both SDSS-RM and SDSS-
I/II sources, the variability of Hβ is smaller than that
of the 3000 A˚ continuum on timescales of rest-frame
∆t > 20 days. We compared the shape of the structure
function of Hβ with that of the 3000 A˚ continuum by per-
forming the same hypothesis test we did for Mg ii. From
this test, the shapes of the Hβ and continuum structure
functions are significantly different (i.e., the p value un-
der the null hypothesis is ≪ 0.01). However, if we again
restrict the comparison to rest-frame ∆t > 100 days, the
hypothesis that the shapes of the structure functions of
Hβ and the 3000 A˚ continuum are the same cannot be re-
jected (the p value under the null hypothesis is ≫ 0.01).
Again, the statistical test at ∆t > 100 days is limited
(the “allowed” difference in slope β is only constrained
to be . 0.8).
We also compare the structure function of Mg ii with
that of Hβ. Only 26 sources with “well-measured” Mg ii
and Hβ are included. Due to the limited sample size,
we do not bin by luminosity. Our results are presented
in Figure 16. For the SDSS-RM sample, the variability
amplitude of Hβ is larger than that of Mg ii, which was
also indicated by the analysis described in Section 3.2
(Figure 9). For the SDSS-I/II sample, the difference is
not significant.
We again performed the same hypothesis test to test
whether the structure function of Mg ii and that of Hβ
share the same shape. For the SDSS-RM sample, our
test indicates that the Mg ii and Hβ structure functions
have statistically different shapes (i.e., the p value under
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Fig. 15.— The structure functions of Hβ for SDSS-RM sources
(pentagons) and SDSS-I/II sources (triangles). As a comparison,
we also included the structure functions of the 3000 A˚ continuum
(dashed lines). Hβ is less variable than the 3000 A˚ continuum.
The shapes of the structure functions of Hβ and the 3000 A˚ con-
tinuum are different on timescales ∆t < 100 days. On longer
timescales, the shapes are similar. Note that only quasars with
“well-measured” Hβ and 3000 A˚ continuum are included.
the null hypothesis is < 0.01). For the SDSS-I/II sample,
the null hypothesis cannot be rejected by our data (i.e.,
the p value under the null hypothesis is ≫ 0.01, and the
difference in slope β is . 0.3).
8. DISCUSSION: THE NATURE OF QUASAR VARIABILITY
8.1. Quasar variability and quasar properties
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Fig. 16.— A comparison of the structure functions of Mg ii with
those of Hβ for both SDSS-RM (pentagons) and SDSS-I/II (trian-
gles) sources. For the SDSS-RM sources, the shapes of the struc-
ture functions of Mg ii and those of Hβ are different. For the
SDSS-I/II sources, our statistical hypothesis test indicates that
the shapes of the structure functions of Mg ii and those of Hβ
are not significantly different. Note that only quasars with “well-
measured” Mg ii and Hβ are included.
As revealed by many previous investigations (e.g.,
Kelly et al. 2009; MacLeod et al. 2012), quasar variabil-
ity is controlled by quasar properties (see Eq. 8). In
Figure 12, we showed that the M10 relations can effec-
tively reproduce our results. Therefore, our results are
consistent with the idea that quasar properties (e.g., LBol
and MBH) determine the structure of the accretion disk
which in turn controls the instabilities in the accretion
disk.
The thermal timescale of the accretion disk is (e.g.,
Kato et al. 1998; Kelly et al. 2009)
tTH ≈ 53.1× ( α
0.01
)−1(
MBH
108 M⊙
)(
R
10 RS
)3/2 days, (9)
where α is the dimensionless viscosity parameter
(Shakura & Sunyaev 1973), and RS = 2GMBH/c
2 is the
Schwarzschild radius. Assuming the 3000 A˚ continuum
is produced at ∼ 30 RS (based on microlensing obser-
vations, see Eq. 4 of Morgan et al. 2010), the expected
thermal timescale is around 174 days (for α = 0.05 and
MBH = 10
8.5 M⊙ which is the median value for our
sample). The estimated τ (∼ 199.5+116.7
−73.6 days, see Sec-
tion 6.1) from the SDSS-I/II data is consistent with the
thermal timescale of the accretion disk. Therefore, the
DRW model can be explained by thermal fluctuations
in the accretion disk (see also Kelly et al. 2009). On
timescales much smaller than τ , the thermal fluctuations
(which are ultimately driven by magnetic turbulence,
see recent numerical simulations, e.g., Hirose et al. 2009;
Jiang et al. 2013, and also a detailed theoretical calcula-
tion by Lin et al. 2012) in the accretion disk drive the
random-walk-like fluctuations in L. On longer timescales
(≫ τ), the disk can adjust itself to the thermal fluctua-
tions and therefore the fluctuations in L are purely white
noise and/or are related to fluctuations in M˙ (which cor-
respond to the much longer viscous timescale, see e.g.,
Lyubarskii 1997; Kelly et al. 2011).
It has been found that, on short timescales (∼ days),
the variability of quasar continuum emission is smaller
than the DRW model predicts (e.g., Mushotzky et al.
2011; Zu et al. 2013; Kasliwal et al. 2015). Although
SDSS-RM includes some variability data on these short
timescales, the median spectroscopic sampling interval
over the campaign was ∼ 4 days in observed frame (i.e.,
& 1.3 days in rest frame), and the large measurement
and spectrophotometric errors make it difficult to place
meaningful constraints on variability over ∆t . 5 days.
In particular, on very short timescales (where the in-
trinsic variability is small), the observed variability is
dominated by the measurement and spectrophotometric
errors rather than the intrinsic variability, and the struc-
ture function estimation suffers from significant bias (as
illustrated in the middle panel of Figure 12).
8.2. Implications for Reverberation-Mapping Projects
In the SDSS-RM overview paper, Shen et al. (2015a)
simulated the expected results from the SDSS-RM
project. In this section, we explore the validity of these
simulations and the implications of our results for future
reverberation-mapping campaigns.
We start with the model used to generate quasar con-
tinuum light curves. In Shen et al. (2015a), they gener-
ated continuum light curves based on the DRW model
and the M10 relations. As shown in Section 6.1, the
DRW model indeed describes the rest-frame 10−100 day
variability of quasar continuum emission well. The M10
relations can also effectively reproduce the structure
function, although low-luminosity quasars may actually
be slightly more variable (by a factor of ∼ 1.3) than pre-
dicted by extrapolating the M10 relations. Therefore, the
initial SDSS-RM simulations of quasar continuum light
curves are likely to be valid.
Justifying the transfer function is difficult since we ac-
tually cannot constrain its exact shape. However, as-
suming the width of the transfer function to be 10% of
the time lag (i.e., not a δ function) is consistent with
our results. We find that the transfer function is likely
to have a width in the range of 1 − 100 days (see Sec-
tion 8.3). Our loose constraints on the transfer-function
width are consistent with width estimates from velocity-
resolved reverberation mapping results (e.g., Grier et al.
2013; De Rosa et al. 2015).
Last but not least, we find that, for a large population
of quasars, Mg ii varies significantly. Like Hβ, Mg ii is
likely to respond to the continuum emission (as they de-
pend on quasar luminosity in a similar way) and therefore
has the potential to be used for reverberation-mapping
campaigns.
8.3. The Broad Emission Line Transfer Function
The detailed ionization state, dynamical structure, and
kinematic motions of the BLR are still poorly constrained
from observations. In Sections 3 and 7, we compared the
variability of two broad emission lines (Mg ii and Hβ)
with that of L3000. We demonstrated that both broad
lines were less variable than the continuum emission (at
fixed time separation and luminosity). In addition, the
structure functions of the broad emission lines are shal-
lower than the 3000 A˚ continuum structure functions,
indicating that the broad emission lines are not driven
by the same DRW model which describes the variability
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of the 3000 A˚ continuum. Hβ is typically more variable
than Mg ii. In this section, we discuss the implications
of these results for our understanding of BLR.
Let us first define a transfer function Φ(ts) which gov-
erns the response of the emission-line light curve fl(t) to
the incident continuum emission fc(t), after a light-travel
time delay ts (e.g., Blandford & McKee 1982):
fl(t) =
∫
dtsΦ(ts)fc(t− ts) (10)
where fc(t) is the light curve of the continuum emission.
The broad-line structure functions are flatter than those
of the continuum (i.e., 3000 A˚, whose variability is consis-
tent with the DRW model). If the variability of the EUV
continuum is similar to the variability of the 3000 A˚ con-
tinuum, our results demonstrate that the transfer func-
tions of the broad emission lines are not consistent with
the δ-function: a broad (in time) transfer function would
effectively flatten the input structure function. Mg ii and
Hβ are driven by ionizing photons of E > 15 eV and
E > 13.6 eV, respectively. This higher-energy flux likely
has a shorter τ than than the 3000 A˚ continuum, leading
to an apparently flatter structure function. However, ex-
trapolating the M10 relations to E ∼ 15 eV, the expected
τ is still ∼ 100 days.
The shape differences disappear when we only consider
variability on timescales of rest-frame ∆t > 100 days.
This conclusion, if it is robust, suggests that the width
of the transfer function for Mg ii is (for our SDSS-RM
sample) less than 100 days. The same conclusion holds
for Hβ. Therefore, on longer timescales, the variability
of Mg ii (or Hβ) has similar timescale-dependence to the
variability of the 3000 A˚ continuum.
Our data demonstrate that both Mg ii and Hβ have
lower variability amplitude than the 3000 A˚ contin-
uum. This result is also consistent with MacLeod et al.
(2012) (see their Figure 13) who (indirectly) find that
Mg ii is less variable than the local continuum by ex-
ploring the photometric variability as a function of rest-
frame wavelength (see also Ivezic et al. 2004). The EUV
continuum which actually drives both lines is proba-
bly more variable than the 3000 A˚ continuum, since
variability increases with decreasing wavelength (e.g.,
Vanden Berk et al. 2004; MacLeod et al. 2010). Indeed,
early EUV observations reveal strong variability (a fac-
tor of 2) even within 1 day (e.g., Marshall et al. 1997;
Uttley et al. 2000; Halpern et al. 2003). Thus the ampli-
tude of the transfer function is likely to be significantly
less than one, with the broad lines less variable than their
incident continuum. This result is consistent with de-
tailed photoionization calculations (e.g., Korista & Goad
2000, 2004).
Our data suggest that the difference between the
3000 A˚ continuum and Mg ii variability decreases with
LBol. That is, as quasar luminosity decreases, the vari-
ability amplitude of Mg ii increases more slowly than
3000 A˚. This may be related to a changing ionization
structure as luminosity changes: this effectively changes
the radius of the BLR (as inferred by reverberation-
mapping studies, which measure a responsivity-weighted
radius), and the responsivity (defined as the ratio of the
variability of emission lines to that of continuum emis-
sion) increases with increasing radius (Korista & Goad
2004).
We find that Hβ is slightly more variable than Mg ii,
in agreement with previous quasar spectral variability
studies (Kokubo et al. 2014). The ionizing continuum
that drives Hβ (E > 13.6 eV) is similar to that driving
Mg ii (E > 15 eV). Therefore, the differences between
Mg ii and Hβ variability are not likely to be due to the
differences in ionizing continuum.
The variability differences might be caused by the fact
that Hβ is a recombination line while Mg ii is a collision-
ally excited resonance line (e.g., MacAlpine 1972; Netzer
1980). Each of these processes depends on the changes
in incident EUV flux in a different way. This difference
might lead to a lower variability of Mg ii than Hβ.
The differences between Mg ii and Hβ might also be
caused by the different optical depth for the two emis-
sion lines. Since Mg ii is a resonance line, its optical
depth is expected to be larger than that of Hβ. At a suf-
ficiently high density, Mg ii photons will be absorbed and
re-emitted many times before escaping the BLR. This
process might effectively stabilize changes in Mg ii lumi-
nosity by diluting the response to continuum changes.
The difference between Mg ii and Hβ could also indi-
cate the structure of the BLR that emits Mg ii is differ-
ent from the BLR that produces Hβ. For instance, it is
possible the BLR material that emits Mg ii extends to
larger radius that that of Hβ. Therefore, as the quasar
continuum varies, Mg ii responds on a wider range of
timescales, and the variability of Mg ii is again diluted.
Some of these ideas are included in the “local
optimally-emitting cloud” (LOC) model which assumes
that the BLR consists of various density gas clouds.
A detailed photoionization equilibrium calculation of
the LOC model reveals that Mg ii is less variable than
Hβ over most of the typical range of BLR conditions
(Korista et al. 1997; Korista & Goad 2000, 2004).
Our data also indicate that the shapes of the structure
functions of Mg ii and Hβ are different at ∆t < 100 days.
These results suggest that the transfer functions of Mg ii
and Hβ are also different in width: that is, the transfer
functions of Mg ii and Hβ have different radial profiles.
At longer timescales (∆t > 100 days), the shapes of the
structure functions of Mg ii and Hβ are similar (the dif-
ference in slope β is . 0.3). This result is expected since
the widths of the transfer functions for Mg ii and Hβ are
both likely less than 100 days.
Our comparison of Hβ and Mg ii variability is largely
limited to low-luminosity quasars due to the low-redshift
requirement for each spectrum to include both lines.
It is possible that the relative difference in responsiv-
ity between Hβ and Mg ii has a luminosity dependence
(Korista et al. 1997; Korista & Goad 2000, 2004), and
comparing the different variability behavior of Hβ and
Mg ii over a larger luminosity range would place addi-
tional constraints on the physical conditions and excita-
tion sources of the BLR.
9. SUMMARY
Using SDSS-RM and SDSS I/II data, we studied the
variability of continuum emission probed at 3000 A˚ and
5100 A˚ continuum and the variability of the Mg ii and
Hβ broad emission lines. Our results can be summarized
as follows:
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1. We determined the variability of Mg ii for a large
quasar sample. We found that, like Hβ, Mg ii
varies, consistent with the scenario that Mg ii varies
in response to the variability of the continuum
emission (Figures 5 and 14; Sections 3 and 7).
2. We found that the shapes of the structure func-
tions of the 3000 A˚ continuum and those of broad
emission lines are different, indicating the trans-
fer functions governing the response of broad emis-
sion lines are broad in time. We also found that
the difference between the variability of the 3000 A˚
continuum and broad emission lines decreases with
quasar luminosity (Figures 6 and 14; Sections 3
and 7), consistent with photoionization model pre-
dictions of Korista & Goad (2004).
3. We confirmed that the continuum variability on
timescales of ∆t > 5 days is well-described by the
DRW model (the difference in slope β . 0.1, see
Figure 12 and Section 6.1), and that the contin-
uum variability is a function of quasar properties
(Figure 12. Section 8.1).
4. Emission from the host galaxy introduces a signifi-
cant bias to the measured quasar variability at rest-
frame 5100 A˚ (Figure 13; Section 6.2).
5. We also found that the structure functions of Mg ii
and Hβ have statistically different shapes (Fig-
ure 16; Sections 7.2 and 8.3). Also, Hβ is slightly
more variable than Mg ii, consistent with the pre-
dictions of the LOC model (e.g., Korista & Goad
2000, 2004). Our results may be explained by the
fact that the two broad emission lines have different
radiative mechanisms, geometrical configurations,
and/or optical depths (see Sections 3 and 8.3).
Our results indicate that the predictions of the SDSS-
RM project are accurate (see Section 8.2). Continu-
ing observations should enable accurate estimation of
MBH for a large set of z > 1 quasars utilizing the
reverberation-mapping technique (using both Hβ and
Mg ii, see Shen et al. 2015c).
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APPENDIX
A. STRUCTURE FUNCTION ESTIMATORS
The structure function measures the statistical disper-
sion of two observations separated by ∆t. Several popu-
lar non-parametric statistical dispersion estimators have
been proposed: the interquartile range (IQR), the me-
dian absolute deviation (MAD), the average absolute de-
viation (AAD), and the standard deviation. Their defi-
nitions are:
• the IQR estimator (used by MacLeod et al. 2012):
see Section 5.1;
• the MAD estimator:
SFMAD(∆t) =
√
(1.48MAD(∆m))2 − σ˜2e ,
where MAD(∆m) =
˜
∣∣∣∆m− ∆˜m∣∣∣;
• the AAD estimator (used by Vanden Berk et al.
2004):
SFAAD(∆t) =
√
pi
2
〈|∆m|〉2 − 〈σ2e 〉.
• the maximum-likelihood standard deviation (ML)
estimator: the standard deviation can be measured
using the maximum-likelihood method proposed by
Almaini et al. (2000) (see their Section 3.1).
We subtract the spectrophotometric error from each
structure function calculated from the stars using the
same estimator. The constant factors in each of the
four structure-function estimators normalizes them to
be equivalent to the standard deviation of a Gaussian
distribution (assuming Gaussian measurement and spec-
trophotometric errors). Our data and uncertainties have
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Fig. 17.— The structure function of the 3000 A˚ continuum for
each quasar luminosity bin. The IQR, MAD, AAD, and ML es-
timators are shown. The IQR and MAD estimators are stable
against measurements with relatively large uncertainties and also
robust against outliers.
non-Gaussian tails, which lead to differences in the esti-
mators: for distributions with larger tails than a Gaus-
sian, the IQR and MAD estimators are smaller than the
AAD and standard deviation estimators.
The four structure functions of the 3000 A˚ continuum
are plotted in Figure 17. Note that if the number of
flux pairs for a given ∆t bin is less than 10, we do not
calculate the variability in this particular bin. For each
LBol bin with many quasars, each quasar has different in-
trinsic variability and measurement/spectrophotometric
errors. That is, the ensemble distribution of ∆m is a su-
perposition of many Gaussian distributions and is not a
perfect Gaussian but instead has exponential tails. More-
over, the subtraction of measurement and spectrophoto-
metric errors (i.e., subtract σ˜e or 〈σe〉) has an effect on
the estimation of the ensemble structure function. This
results in slightly different results for each of the four
structure-function estimators.
For the AAD estimator, since we are subtracting the
mean value of measurement and spectrophotometric er-
rors, our results may be biased by quasars with mea-
surement and spectrophotometric errors that are much
larger than the intrinsic variability. The standard devia-
tion estimator uses individual errors (using the maximum
likelihood method), and so is stable against quasars with
relatively large measurement and spectrophotometric er-
rors. The IQR and MAD estimators use median values of
the measurement and spectrophotometric errors, and so
are also stable against quasars with large measurement
and spectrophotometric errors. Moreover, the IQR and
MAD estimators are also robust against outliers in the
distribution of ∆m.
The IQR, MAD and ML (or standard deviation) esti-
mators give similar results: (1) the ensemble structure
function increases with ∆t in a similar way; (2) the en-
semble structure function decreases with quasar luminos-
ity in a similar way.
The four structure functions of the 5100 A˚ continuum
are plotted in Figure 18 for the full “clean” sample of
SDSS-RM quasars. Figure 19 shows only point sources
with galaxy emission subtracted, using the spectral de-
10-2
10-1
100
(a). IQR
100 101 102
10-2
10-1
100
(c). AAD
100 101 102
(d). ML
(b). MAD
log(L)<44.8
45.2>log(L)≥44.8
45.6>log(L)≥45.2
log(L)≥45.6
Rest−frame ∆t [days]
S
tr
u
ct
u
re
fu
n
ct
io
n
[m
a
g
]
Fig. 18.— The structure function of the 5100 A˚ continuum for
each luminosity bin. The IQR, MAD, AAD, and ML estimators
are shown.
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Fig. 19.— The structure function of the 5100 A˚ continuum for
each luminosity bin. The IQR, MAD, AAD, and ML estimators
are shown. Only point sources are included, and galaxy emission
is subtracted.
composition of Shen et al. (2015b) and removing quasars
with > 50% host contribution at 5100 A˚.
The four structure functions of Mg ii and Hβ are shown
in Figures 20 and 21, respectively. In all four cases, the
broad-line structure functions are flatter than the con-
tinuum structure functions.
As shown in this section, the IQR and MAD estimators
are robust against outliers. We prefer the IQR since it
has been adopted in MacLeod et al. (2012).
B. SDSS-RM SPECTROPHOTOMETRIC UNCERTAINTY
In this section, we quantify the spectrophotometric er-
rors in the SDSS-RM survey. The spectra were calibrated
using 70 standard stars. Therefore, the variability of
standard stars used in the SDSS-RM survey should re-
flect the spectrophotometric errors. Note that one star
was found to be intrinsically variable, and five other stars
have an epoch with a “dropped” spectrum. We do not
remove these stars when accounting for the variability of
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Fig. 20.— The structure function of Mg ii for each luminosity
bin. The IQR, MAD, AAD, and ML estimators are shown.
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Fig. 21.— The structure function of Hβ for each luminosity bin.
The IQR, MAD, AAD, and ML estimators are shown.
standard stars since these stars were not removed when
calibrating the spectra. Due to their small number, these
stars do not significantly affect the flux calibration.
B.1. STRUCTURE FUNCTION OF STANDARD
STARS
As a first step, we present the observed distribution of
∆m for standard stars. To do so, we created 21 wave-
length bins starting from 3700 A˚, each with a width of
300 A˚. We then calculated the average flux in each bin at
every epoch for every standard star. As a final step, we
again calculated ∆m for any two observations separated
by ∆t.
In Figure 22, we plot the distribution of ∆m for stan-
dard stars. It is evident that the variability of standard
stars depends strongly on wavelength. The variability at
∼ 7000 A˚ is the smallest (∼ 0.06 mag). Also, the variabil-
ity increases significantly to both the short-wavelength
(∼ 0.1 mag) and the long-wavelength ends (∼ 0.07 mag).
This is due to the fact that the flux calibration is done
using r-band only. Note that the distributions are not
Gaussian but are instead Laplacian which indicates that
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Fig. 22.— The distributions of ∆m for standard stars. Again,
∆m = −2.5 log(f2/f1). There are exponential tails in the distri-
bution of ∆m for standard stars. The variability is the smallest
at ∼ 6000 − 7000 A˚ (since the flux calibration is done using the
r-band), and higher at both small and large wavelengths.
the spectrophotometric errors are not perfectly Gaussian
(and the tails are not due to the variable stars).
Since the quasar spectra were calibrated using stan-
dard stars, we can then use the structure function of
standard stars as an estimation of spectrophotometric
errors. Note that the structure function quantifies the
variability of a flux pair, and therefore the spectropho-
tometric uncertainty for a single epoch is the structure
function divided by
√
2. The variability of standard stars
depends on wavelength, and so we calculated the struc-
ture function of standard stars in each wavelength bin
separately. Figure 23 plots our results. It is evident that
the structure function of the standard stars is largely con-
stant with ∆t for each wavelength bin. There is a small
increase (within 0.02 mag) at ∆t > 20 days: this is asso-
ciated with the time between different dark runs in the
SDSS-RM observations. The structure function of stan-
dard stars depends on wavelength and is the smallest in
the ∼ 6000−7000 A˚ band. In the ∼ 6000−7000 A˚ band,
the scale of the variability is only ∼ 0.06 mag (for the
IQR estimator). Therefore, for a single epoch, the spec-
trophotometric error of our SDSS-RM data is expected
to be not smaller than ∼ 0.06/√2 ≈ 0.04 mag (also see
Figure 20 of Shen et al. 2015a).
The spectrophotometric error of the SDSS-I/II data
for a single epoch is assumed to be 0.04 mag
(Adelman-McCarthy et al. 2008).
B.2. Ø3
We also checked the variability of Ø3λ5007 (hereafter
Ø3). Physically, we expect that there is no intrinsic vari-
ability of Ø3 on timescales of ∼ 100 days. That is, the
variability of Ø3 should be equivalent to that of standard
stars. To verify this, we calculated the structure function
of Ø3 while subtracting only measurement errors (i.e.,
σe in Section 5.1 only accounts for measurement errors)
and compared the structure functions with the expected
spectrophotometric errors of the flux pairs. The expected
spectrophotometric errors are the average of the struc-
ture function of standard stars at the same wavelength
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Fig. 23.— The structure function of standard stars for each wave-
length bin. The spectrophotometric uncertainty of a single epoch
is the structure function divided by
√
2. The spectrophotomet-
ric errors depend on wavelength and have a minimum value at
6000 − 7000 A˚ (of ∼ 0.06/
√
2 mag). Furthermore, the structure
function only slightly depends on ∆t (increasing by 0.02 mag at
∆t & 20 days).
as the Ø3 (i.e., 5007(1 + z) A˚, where z is the redshift
of the quasar). We divided our sources into subsamples
of point sources and extended sources in order to inves-
tigate the additional variability due to variable seeing.
To investigate the effects of measurement errors on the
estimation of the structure function, we binned quasars
by S˜/N. For each sub-sample, we created three bins:
15 ≤ S˜/N < 25, 25 ≤ S˜/N < 35, S˜/N ≥ 35. We required
a minimum of S˜/N > 15 so that the measurement errors
do not dominate over the spectrophotometric errors. We
then calculated the structure function of each bin.
Figure 24 shows the structure function for the sub-
sample of point sources. The variability of [OIII] for
point sources is nearly identical to the expected spec-
trophotometric errors. For each bin, we calculated the
difference between the structure function and the spec-
trophotometric errors in quadrature. The difference is no
more than 0.03 mag, and there is no systematic offset.
In addition, the variability is not a monotonic function
of S˜/N which suggests our S˜/N > 15 cut reliably pre-
vents a bias from large measurement errors dominating
the observed variability. Therefore, we conclude that our
estimation of the spectrophotometric errors is robust.
Figure 25 plots the structure function for the sub-
sample of extended sources. It is evident that, for each
bin, Ø3 shows excess variability compared to the spec-
trophotometric errors. This is due to additional variabil-
ity (∼ 0.07 − 0.1 mag in the IQR) from variable seeing
in addition to the spectrophotometric errors. Additional
variability from seeing changes has consequences for the
structure-function estimates of extended sources (e.g., if
there is a substantial host-galaxy component to the mea-
sured 5100 A˚ luminosity, see Section 6.2).
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Fig. 24.— The structure functions of Ø3 for point sources. Note
that the structure functions presented here were only corrected
for measurement errors. The dashed lines represent the expected
spectrophotometric errors which are obtained according to the red-
shift distribution of quasars in each bin. It is evident that, for point
sources, Ø3 does not show intrinsic variability. This result indicates
that our estimation of the spectrophotometric errors is robust.
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Fig. 25.— The structure functions of Ø3 for extended sources
only. Note that the structure functions that are presented here
were only corrected for measurement errors. The dashed lines rep-
resent the expected spectrophotometric errors which are obtained
according to the redshift distribution of quasars in each bin. Ex-
tended sources show variability beyond the spectrophotometric er-
rors which is likely due to seeing effects (i.e., the variable seeing in
different epochs).
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