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Abstract
The aim of this paper is to introduce an efficient and accurate new approach called Monte 
Carlo and Kriging (MCK) to robust topology optimization. The objective is to minimize the 
expected value of ''compliance'' under concentrated loading uncertainty. The loading 
uncertainty may occur in magnitude, direction and/or position. The Monte Carlo simulation 
method and Kriging model are used to evaluate the objective function. To evaluate the 
expected value of ''compliance'' the probabilistic problem is transformed into a multiple 
loading deterministic one using of Monte Carlo method but with a reduced evaluations 
number of simulation model. A small sample obtained with a Latin Hypercube is used to 
build a Kriging model of the simulation model. This is utilized to estimate the ''compliance'' 
in those points used by Monte Carlo simulation method. Two problems are solved to 
demonstrate the efficiency and accuracy of the approach. The examples are solved again 
using a standard Monte Carlo simulation to check the proposed approach.
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Resumen
El objetivo de este trabajo es presentar una nueva metodología 
eficiente y precisa llamada Monte Carlo y Kriging (MCK) para la 
optimización de topología robusta. El objetivo es minimizar el 
valor esperado de la compliance considerando la existencia de 
incertidumbre con cargas concentradas. La incertidumbre en la 
carga puede presentarse en la magnitud, en la dirección y/o en 
la posición. La evaluación de la función objetivo se realiza 
utilizando el método de simulación de Monte Carlo en 
combinación con un modelo Kriging. Para estimar el valor 
esperado de la compliance, se transforma el problema 
probabilístico en otro determinístico sujeto a múltiples estados 
de carga mediante el Método de Monte Carlo pero empleando 
un reducido número de evaluaciones del modelo de simulación. 
Para ello es necesario construir un modelo Kriging del modelo 
de simulación a partir de una pequeña muestra obtenida con un 
hipercubo latino del espacio de diseño y predecir la compliance 
en cada uno de los puntos utilizados por la simulación de Monte 
Carlo. Dos ejemplos demuestran la precisión y eficiencia del 
algoritmo. Para verificar el algoritmo propuesto, los problemas 
también se resuelven mediante el método de Monte Carlo 
estándar.
Palabras clave: Optimización de topología robusta, 
incertidumbre de la carga, método de Monte Carlo, modelos 
Kriging.
1. Introducción
La optimización estructural ha experimentado un importante 
crecimiento en las últimas décadas debido a aplicaciones 
numéricas que permiten automatizar el proceso de diseño. La 
optimización estructural se puede dividir en tres categorías: 
tamaño, forma y topología. La optimización de topología es la 
que mejores resultados aporta, ya que proporciona una mayor 
libertad a la hora de obtener nuevos diseños conceptuales.
La optimización de topología tiene como objetivo encontrar la 
mejor distribución de material a partir de la forma y la 
localización de las cavidades para un dominio de diseño dado. 
Desde el trabajo original de Bendsoe y Kikuchi [1], la 
optimización de topología ha experimentado un rápido 
crecimiento, siendo los métodos más utilizados: el Método de 
homogeneización [1], el Método SIMP (Solid Isotropic Material 
with Penalization) [2], el método ESO (Evolutionary Structural 
Optimization) [3], y el método SA (Simulated Annealing) [4]. En los 
últimos años han surgido nuevas metodologías como el método 
LSM (Level Set Method) [5] y el método ITD (Isolines Topology 
Design) [6]. Una revisión actual sobre los avances realizados en 
optimización de topología se puede encontrar en Deathon y 
Grandhi [7]. En el campo industrial, la optimización de topología 
ha demostrado ser una herramienta potente, aplicándose a un 
extenso rango de disciplinas físicas tales como la transferencia 
de calor [8], la acústica [9], la mecánica de fluidos [10], el diseño 
de materiales [11], etc. También, la optimización de topología se 
ha convertido en una parte fundamental de muchos softwares 
como ABAQUS, Genesis, OptiStruct, Permas, ANSYS, etc.
En la mayoría de los casos, el problema de optimización se 
estudia desde un punto de vista determinista, lo que se 
denomina como optimización de topología determinista (
Deterministic Topology Optimization, DTO), donde los diseños son 
obtenidos sin considerar de forma explícita la influencia de las 
diversas fuentes de incertidumbre (o variabilidad) presentes en 
la realidad, tales como variaciones en las cargas, en las 
propiedades de material, en la geometría, en las condiciones de 
contorno, etc. Así pues, una formulación determinista puede 
afectar al rendimiento y operatividad de la estructura, ya que 
los diseños óptimos obtenidos solo tienen un comportamiento 
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óptimo bajo condiciones operativas cercanas a los valores 
utilizados en el proceso de optimización. Tradicionalmente, el 
efecto de las incertidumbres se ha tenido en cuenta mediante la 
incorporación de factores de seguridad dentro de la 
formulación; sin embargo, esta técnica heurística puede 
conducir a estructuras conservadoras o poco eficientes.
Con objeto de obtener estructuras menos sensibles, más 
racionales y con un mayor rendimiento ante condiciones reales, 
en los últimos años ha tomado un gran interés el desarrollo de 
formulaciones capaces de incluir explícitamente aquellas 
fuentes de incertidumbre que puedan provocar cambios 
significativos en el comportamiento y en el rendimiento de la 
estructura. De forma general, se pueden distinguir dos 
formulaciones, la optimización de topología basada en fiabilidad 
y la optimización de topología robusta.
En la optimización de topología basada en fiabilidad (Reability-
Based Topology Optimization, RBTO) el problema de optimización 
se formula como la minimización de una función objetivo 
determinista sujeta a restricciones de tipo incierto, donde las 
restricciones son expresadas a través de probabilidades o 
modos de fallo. Existe una extensa literatura sobre RBTO, pero 
aquí solo se recogen algunos de los modos de fallo que han 
sido considerados como estados críticos en deformación [12, 
13], en rigidez [14, 15], y en frecuencias naturales [13, 14]. 
También se han empleado técnicas diferentes para estimar de 
modo preciso y eficaz los modos de fallo, tales como los 
métodos FORM y SORM (First and Second Order Reliability 
Methods) [16], el método de simulación de Monte Carlo [14], el 
método PMA (Performance Measure Approach) [13], el método 
RSM (Response Surface Method) [15] y el método SRSM (Stochastic 
Response Surface Method) [17].
La optimización de topología robusta (Robust Topology 
Optimization, RTO), se formula como la minimización de una 
función objetivo probabilística sujeta a una serie de 
restricciones deterministas. La función objetivo probabilística 
más popular es la suma ponderada de la media y la desviación 
estándar de la compliance [18-25], aunque también se utiliza el 
valor esperado de la compliance [26, 27]. Otra alternativa 
consiste en tratar el problema como una optimización 
multiobjetivo [28], donde se optimiza de forma simultanea los 
objetivos en conflicto (el valor esperado y la desviación 
estándar) mediante un frente de Pareto (conjunto de óptimos 
de Pareto, entendiendo como óptimo una solución tal que no 
existe otra que mejore el valor del objetivo sin deteriorar el 
resto).
Aunque las dos formulaciones incluyen la aleatoriedad o la 
incertidumbre dentro del proceso de optimización, difieren 
básicamente en que RBTO se centra en satisfacer criterios de 
fiabilidad de eventos extremos mientras que RTO se centra en 
reducir la variación de la respuesta estructural ante las 
fluctuaciones diarias. De modo que RBDO se asocia con el daño 
inducido por fallo y RTO con el gasto derivado de una pobre 
calidad en el rendimiento estructural.
En la actualidad, la mayoría de los trabajos publicados en RTO, 
tratan las incertidumbres en la carga [18, 20, 23-27], aunque 
algunos de estos consideran también las incertidumbres en las 
propiedades del material [29, 30] y en la geometría [19, 22, 30].
En este trabajo se utiliza la formulación RTO centrada en las 
incertidumbres en la carga, ya que pequeñas variaciones en sus 
parámetros pueden provocar grandes cambios en la respuesta 
estructural. Conti et al. [31] proponen una metodología donde 
se combina LSM con técnicas de programación estocástica para 
la optimización de estructuras con incertidumbre en cargas 
concentradas. Chen et al. [18] proponen una metodología 
donde integran LSM con una formulación robusta, no solo para 
considerar la incertidumbre en cargas concentradas, sino 
también para cargas distribuidas. Las cargas concentradas se 
modelan como variables aleatorias estadísticamente 
independientes, mientras que las cargas distribuidas se 
modelan como campos aleatorios. La alta dimensionalidad del 
campo aleatorio se transforma en un conjunto finito de 
variables aleatorias estadísticamente independientes mediante 
un método espectral como el desarrollo de Karhunen-Loeve. 
Finalmente, los momentos estadísticos de la compliance se 
evalúan mediante el método UDR (Univariate Dimension 
Reduction) en los puntos de cuadratura de Gauss. Dunning y 
Kim [26] presentan un método analítico para minimizar el valor 
esperado de la compliance, con incertidumbre en la magnitud y 
en la dirección de la carga, usando complejas derivadas 
numéricas. En el caso más desfavorable, el problema RTO se 
transforma en otro de 3n+1 estados de carga, siendo n el 
número de cargas con incertidumbre. Sin embargo, la 
metodología se limita a variables aleatorias estadísticamente 
independientes definidas mediante distribuciones normales. 
Dunning y Kim [20] amplían la metodología anterior 
incorporando la desviación estándar de la compliance en la 
función objetivo. Zhao y Wang [27] proponen una metodología 
para evaluar el valor esperado de la compliance, que permite 
utilizar cualquier tipo de función de probabilidad continua para 
describir la incertidumbre. Para obtener los momentos 
estadísticos utilizan el método de Monte Carlo y la 
descomposición de matrices. Zhao et al. [25] presentan un 
método para la optimización de topología considerando 
incertidumbre en la carga, utilizando el método de colocación 
estocástico para obtener los momentos estadísticos. Los puntos 
de colocación y sus respectivos pesos se determinan mediante 
la cuadratura del producto tensorial completo y la cuadratura 
dispersa de Smolyak, respectivamente.
Todas las metodologías descritas anteriormente transforman el 
problema RTO en otro sujeto a múltiples estados de carga 
deterministas en donde los momentos estadísticos se calculan 
evaluando repetidamente la respuesta para cada uno de los 
estados de carga. A menudo, el coste computacional del análisis 
es elevado, por lo que la evaluación de la función objetivo de 
forma precisa y eficiente es crucial en este tipo de problemas.
Actualmente se usan metamodelos (modelos aproximados), 
tales como el método RSM [32], los modelos RBF (Radial Basis 
Function) [33], el método ANNs (Artificial Neural Networks) [34] o 
los modelos Kriging [35], para reducir el elevado coste 
computacional asociado con el cálculo de los momentos 
estadísticos y de los modelos de simulación. Debido a la 
capacidad para interpolar exactamente los valores de la 
respuesta en los puntos de muestreo y la flexibilidad para 
capturar cualquier tipo de comportamiento no lineal, los 
modelos Kriging son especialmente adecuados para aproximar 
simulaciones con un elevado coste computacional. Los modelos 
Kriging se han utilizado con éxito tanto en optimización basada 
en fiabilidad [36, 37] como en optimización robusta [38, 39], 
aunque todavía no se han utilizado para RTO de estructuras 
continuas. La aplicación de modelos Kriging para el diseño 
óptimo robusto de estructuras articuladas puede verse en 
Martínez y Martí [40].
En este trabajo se propone una nueva metodología RTO, 
eficiente y precisa, que permite minimizar el valor esperado de 
la compliance considerando la existencia de incertidumbre en 
cargas concentradas. La incertidumbre en la carga puede 
presentarse en la magnitud, la dirección, la posición o una 
combinación de ellas, pudiendo ser descrita por cualquier tipo 
de función de densidad de probabilidad (probability density 
function, pdf). La evaluación de la función objetivo se realiza 
utilizando el método de simulación de Monte Carlo en 
combinación con un modelo Kriging. El objetivo es poder 
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estimar el valor esperado de la compliance de forma precisa, 
transformando el problema RTO en otro sujeto a múltiples 
estados de carga mediante el método de simulación de Monte 
Carlo, pero empleando un número reducido de evaluaciones del 
modelo de simulación. Para ello, se debe construir un modelo 
Kriging del modelo de simulación a partir de una pequeña 
muestra obtenida usando un hipercubo latino del espacio 
aleatorio y obtener la respuesta estructural en los puntos de 
muestreo utilizados por la simulación de Monte Carlo. La 
metodología propuesta en este trabajo permite reducir el coste 
computacional, sobre todo en los casos donde existe un 
elevado número de cargas con incertidumbre. La metodología 
se ha aplicado a problemas bidimensionales, utilizando el 
método SIMP, aunque se pueden utilizar otros métodos de 
optimización de topología.
El trabajo se ha organizado en cinco apartados: en el apartado 1 
se realiza una revisión del estado del arte sobre el problema 
RTO. En el apartado 2 se describen los fundamentos teóricos 
usados para el desarrollo de la metodología propuesta: 
formulación del problema RTO usando el método SIMP, 
incertidumbres consideradas, método de simulación de Monte 
Carlo y modelos Kriging. En el apartado 3 se presenta la 
metodología y el algoritmo propuesto. En el apartado 4 se 
muestran los resultados obtenidos para dos ejemplos, y en el 
apartado 5 se presentan las conclusiones.
2. Fundamentos teóricos
2.1. Formulación RTO con el método SIMP
El objetivo principal de este trabajo es considerar la existencia 
de incertidumbre en la magnitud, la dirección y/o la posición de 
cargas concentradas en el problema de optimización de 
topología utilizando el método SIMP.
El método SIMP fue presentado por Bendsøe [41] y 
posteriormente desarrollado por Zhou y Rozvany [42]. 
Actualmente es una de las técnicas más extendidas dentro de 
los métodos de optimización de topología basados en densidad. 
La idea básica del método consiste en determinar la mejor 
distribución de material. Para ello, se discretiza el dominio 
inicial mediante un conjunto de elementos finitos y se utiliza la 
densidad de cada elemento (ρe ) como variable de diseño para 
indicar su estado, si es vacío ρe= 0 y si es material ρe=1. Para 
evitar densidades intermedias y alcanzar soluciones del tipo 0/1, 
el método SIMP utiliza una ley de interpolación con 
penalización:
Ee = Emin + (E − Emin )ρe
p (1)
donde E  es el módulo de elasticidad para el material sólido, 
Emin  es el módulo de elasticidad para el material vacío y el 
exponente p  es un factor de penalización, siendo habituales 
valores p ≥ 1. Para evitar inestabilidades numéricas, 
normalmente se considera que Emin= E × (10
−3a 10−6).
La relación entre la fuerza aplicada a una estructura y el 
desplazamiento que induce en la dirección de esta es el término 
conocido como la compliance C .
C = uT f (2)
donde u  es el vector de desplazamientos y f  el vector de cargas 
en los nodos. La aplicación del teorema de Clayperon 
proporciona una relación entre la compliance (C )  y la energía 
elástica de deformación U
C = 2U (3)
Por lo que, el valor de la compliance se puede utilizar para 
determinar el nivel de energía de deformación contenido en la 
estructura. La compliance proporciona un valor matemático útil 
y preciso del grado de optimalidad de una estructura, con 
respecto a la rigidez del conjunto. De forma que minimizar la 
energía elástica de deformación total de la estructura, minimiza 
la compliance y de este modo se maximiza la rigidez estructural.
En este trabajo, para poder obtener una estructura óptima 
robusta, se ha utilizado el valor esperado de la compliance [26, 
27], aunque también se puede utilizar una suma ponderada del 
valor esperado y de la desviación estándar de la compliance. De 
este modo, el problema RTO se puede formular como minimizar 
el valor esperado de la compliance (μC ) (Ec. 4.1) sujeto a una 
ecuación de equilibrio (Ec. 4.2), una restricción de desigualdad 
(Ec. 4.3) y una de doble desigualdad (Ec. 4.4):
Minimizar:
μC = E [C (ρ ,z ) ] = ∫C (ρ ,z )P (z )dz
(4.1) (4)
sujeto a: K (ρ ,z ) u (ρ ,z ) = f (z ) (4.2)
V − Vmax  ≤ 0 (4.3)
0 ≤ ρ ≤ 1 (4.4)
donde:
ρ es el vector de las variables de diseño (densidades de 
los elementos),
z es el vector de las variables aleatorias,
C (ρ ,z ) es la compliance de la estructura,
P (z ) es la función de densidad de probabilidad que 
caracteriza la variable aleatoria z ,
K (ρ ,z ) es la matriz de rigidez global,
u (ρ ,z ) es el campo de desplazamientos para un vector de 
fuerzas f (z ) ,
V es el volumen,
Vmax es el volumen máximo admisible.
El problema de optimización (Ec. 4) se puede resolver mediante 
OC (Optimality Criteria), SLP (Sequencial Linear Progamming), 
MMA (Method of Moving Asymptotes), etc. [43]. Por simplicidad, el 
problema se ha resuelto utilizando el Método OC, donde la 
densidad de cada elemento ρe  se actualiza mediante un 
esquema heurístico [44]:
ρe
nuevo = {
max (0,ρe −m )
min (1,ρe +m )
ρeBe
η
 si ρeBe
η
≤ max (0,ρe −m )
si ρeBe
η
≥ min (1,ρe +m )
otro caso
(5)
donde m  es un límite de movimiento, η = 0, 5 es un coeficiente 
de amortiguamiento y Be  es la condición de optimalidad:
Be =
−
∂μC
∂ρe
λ ∂V
∂ρe
(6)
siendo λ  el multiplicador de Lagrange que garantiza que se 
satisface la restricción de volumen, cuyo valor se determina 
usando un algoritmo de bisección.
La sensibilidad de la función objetivo (μC ) y del volumen ( V ) con 
respecto a las variables de diseño se han determinado como:
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∂μC
∂ρe
=
∂E [C (ρ ,z ) ]
∂ρe
= E [ ∂C (ρ ,z )∂ρe ]
(7)
∂V
∂ρe
= ve
(8)
De este modo, la sensibilidad del valor esperado de la función 
objetivo es igual a la media de la sensibilidad de la compliance, y 
la sensibilidad del volumen es igual al volumen del elemento 
(ve )  .
Se conoce que los diseños obtenidos usando el método SIMP, 
pueden presentar soluciones dependientes de la malla (una 
malla fina puede producir diseños nuevos, en lugar de 
optimizar los obtenidos con una malla más gruesa), así como 
una alternancia de elementos sólidos y vacíos ordenados en 
forma de tablero de ajedrez [45] si no se utiliza algún esquema 
de regularización.
En general, los métodos para la restricción de la densidad en 
problemas de optimización de topología se dividen en tres 
grupos [46-52]: (1) métodos para la independencia de la malla, 
que se subdividen en filtros de sensibilidades y de densidades; 
(2) métodos de restricción como el control de perímetro, el 
control por gradiente local, y la penalización regularizada; y (3) 
otros métodos como la parametrización de ondas, el campo 
fase, y las curvas de nivel. Estos esquemas tienen ventajas e 
inconvenientes y probablemente todavía el esquema ideal no 
ha sido desarrollado.
Los diseños obtenidos introduciendo un filtro de densidad 
pueden contener densidades intermedias, lo que dificulta la 
interpretación del diseño. Por ello, las densidades intermedias, 
también, se pueden tratar mediante técnicas de proyección a 
0/1 [48-51]. Para evitar soluciones dependientes de la malla y 
patrones del tipo tablero de ajedrez, se ha utilizado en este 
trabajo el filtro propuesto por Sigmund [49]. Este filtro modifica 
las sensibilidades de los elementos a partir del promedio 
ponderado de las sensibilidades de los elementos situados en el 
entorno cercano, Ec. 9.
∂μC
^
∂ρe
= 1
ρe∑
i =1
N
Hi
^
∑
i =1
N
Hi
^ ρi
∂μC
∂ρi
(9)
donde el operador convolución (factor de ponderación) Hi
^  se 
define como:
Hi
^ = rmin − d (e , i )
{ i ∈ N } ,k = 1,⋯,N
(10)
donde el operador d (e , i )  se define como la distancia entre el 
centro del elemento k  y el centro del elemento i . El operador 
convolución Hi
^  es cero fuera del área del filtro. El operador 
convolución para el elemento i  disminuye linealmente con la 
distancia al elemento e , lo que significa que en lugar de utilizar 
las sensibilidades reales 
∂μC
∂ρi
 se utilizan las sensibilidades 
filtradas 
∂μC
^
∂ρe
. Merece la pena resaltar que: (1) cuando el rmin  
(radio de filtro con centro en el elemento e ) tiende a cero la 
sensibilidad filtrada converge a la real; (2) que todas las 
sensibilidades son iguales (caso de una distribución uniforme 
de material) cuando el valor de rmin  tiende a infinito; y (3) que 
este filtro es puramente heurístico pero produce resultados 
muy similares a los obtenidos usando control por gradiente 
local, su implementación es sencilla y solo conlleva un pequeño 
gasto computacional extra.
Apuntar que en este trabajo para la consecución de la 
optimización de topología se ha utilizado una versión 
modificada de la implementación del método SIMP “99 líneas en 
Matlab” realizada por Sigmund [44].
2.2. Incertidumbres
En este trabajo se consideran las incertidumbres de cargas 
concentradas. Las cargas se definen por medio de cuatro 
variables: magnitud (F), dirección (θ), posición respecto al eje x (
Sx) y posición con respecto al eje y (Sy), cada una de las cuales 
pueden presentar o no incertidumbre. Cualquiera de las 
variables anteriores que presente incertidumbre se caracteriza 
mediante una pdf.
La totalidad de los trabajos sobre RTO de estructuras continuas 
encontrados en la bibliografía [18, 20, 23-27] utilizan métodos 
que requieren adoptar la hipótesis de que las variables 
aleatorias consideradas son independientes. Aunque esta 
hipótesis no se cumple en una gran cantidad de casos, los 
problemas resueltos hasta el momento se han realizado con 
variables aleatorias independientes. Esta decisión ha permitido, 
entre otras cosas, la comparación de sus resultados con los 
existentes en la bibliografía. En trabajos posteriores se analizará 
el efecto que la dependencia entre las variables aleatorias 
puede introducir en los parámetros del modelo Kriging.
2.3. Método de simulación de Monte Carlo
El método de simulación Monte Carlo es un método numérico 
no determinístico, usado para aproximar expresiones 
matemáticas que resultan costosas si se evalúan con exactitud. 
El método se llamó así en referencia al Casino de Monte Carlo, 
por ser la ruleta un generador simple de números aleatorios.
El uso del método de Monte Carlo, como herramienta de 
investigación, proviene del trabajo realizado en el desarrollo de 
la bomba atómica durante la Segunda Guerra Mundial en el 
Laboratorio Nacional de Los Álamos en EE. UU. Su origen se 
establece en 1949, cuando por primera vez aparece en el título 
de un artículo de Metropolis y Ulam [53], en el cual se denomina 
como un método “estadístico numérico para aproximar 
expresiones matemáticas complejas y costosas de evaluar con 
exactitud”. Hoy en día, el método de Monte Carlo se utiliza en el 
desarrollo de reactores nucleares, cromodinámica cuántica, 
radioterapia, comportamiento de radiación en la atmósfera 
terrestre, flujos de tráfico, evolución estelar, cálculos y 
predicciones económicas, búsqueda de petróleo, etc.
La idea del método de Monte Carlo consiste en crear un modelo 
matemático del sistema que se quiere analizar, identificando 
aquellas variables que tienen un carácter aleatorio. Una vez 
determinadas estas variables, se lleva a cabo un diseño de 
experimentos consistente en generar una muestra para dichas 
variables aleatorias, y analizar el modelo de simulación para los 
valores generados.
En este trabajo se utiliza el método de Monte Carlo para evaluar 
el valor esperado de la compliance (Ec. 4.1). Para ello, el primer 
paso consiste en identificar las variables aleatorias. Como se ha 
mencionado, la incertidumbre puede darse en la magnitud, la 
dirección, la posición respecto al eje x, y la posición respecto al 
eje y de la carga. Estas variables se consideran estadísticamente 
independientes. A partir de ellas se genera aleatoriamente una 
muestra de diseño del espacio multidimensional Z =
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(z1, z2, …, zi , …, zNMC )
T , uniformemente distribuida según la 
pdf con zi ∈ R
s , donde la dimensión s es igual al número de 
variables aleatorias consideradas. Así pues, si se considera que 
hay una única carga con magnitud y dirección aleatoria, la 
muestra será zi = (Fi , θi )  para i = 1,…, NMC, siendo NMC el 
tamaño de la muestra. A partir de la evaluación de la muestra 
se estima el valor esperado de la compliance, transformando la 
integral definida en la Ec. 4.1 en la expresión:
μC ≅
1
NMC
∑
i =1
NMC
Ci (ρ ,zi )
(11)
Esta ecuación permite transformar el problema robusto en otro 
sujeto a múltiples estados de carga deterministas, siendo 
necesario evaluar repetidamente el modelo de simulación de la 
estructura para cada una de las NMC muestras.
Según Rubinstein y Kroese [54] el método de simulación de 
Monte Carlo es la metodología más precisa para la estimación 
de momentos estadísticos de alto orden dimensional, lo que 
permite: (1) resolver problemas cuya solución es difícil o 
imposible de resolver, (2) estudiar la interacción entre las 
diferentes variables aleatorias del problema, y (3) evaluar los 
momentos estadísticos sin necesidad de modificar el modelo de 
simulación. Sin embargo, su mayor inconveniente es el elevado 
coste computacional, el cual es proporcional al tamaño de la 
muestra. La precisión de la estimación depende del tamaño de 
la muestra; en concreto, según el teorema del límite central, 
para NMC  grandes, el promedio de la muestra tiene distribución 
aproximadamente normal con media igual a la media de la 
variable original y desviación estándar la de la variable dividida 
por la raíz cuadrada de NMC . Así, la desviación estándar de la 
variable se puede estimar por medio de la desviación estándar 
de la muestra (Ec. 12):
σ = 1
NMC (∑
i =1
n
Ci (ρ ,zi )
2 − μC
2)
(12)
Actualmente se han desarrollado alternativas para mejorar la 
eficiencia numérica, tales como el muestreo por importancia, el 
muestreo estratificado, etc. [55].
En este trabajo se ha utilizado el método de simulación de 
Monte Carlo, ya que permite resolver el problema como una 
suma ponderada de múltiples estados de carga deterministas, 
donde la precisión del método solo depende del tamaño de la 
muestra y no de la dimensionalidad del problema, lo que 
resulta muy útil en problemas con una alta dimensionalidad.
2.4. Metamodelos
Los metamodelos (modelos de modelos) se utilizan para 
sustituir a un modelo de simulación cuya evaluación tiene un 
alto coste computacional. Estos metamodelos pueden utilizarse, 
entre otras aplicaciones, para acelerar el proceso de 
optimización y para realizar visualizaciones y exploraciones del 
espacio de diseño óptimo. En la literatura especializada existe 
una gran variedad de metamodelos, tales como las superficies 
de respuesta [32], los modelos Kriging [56], las funciones de 
base radial [57], o las redes neuronales [58]. De entre las 
diferentes técnicas de metamodelos, los modelos Kriging han 
alcanzado una gran popularidad en los últimos años, debido a: 
1) su gran flexibilidad para aproximar respuestas con alto grado 
de no linealidad [59]; 2) ser especialmente adecuados para 
aproximar simulaciones con un elevado coste computacional; 3) 
que en su formulación se imponen las condiciones para que el 
modelo sea un estimador lineal insesgado de los valores 
interpolados, y 4) proporcionan información estadística del 
error cometido en la predicción [60, 61].
2.4.1. Modelos Kriging
Los modelos Kriging surgieron en los años 50 para estimar las 
reservas en las minas de oro de Sudáfrica por el ingeniero 
minero Daniel Krige y el estadista Herbert Shichel. 
Posteriormente, Matheron adoptó el trabajo original realizado 
por Daniel Krige y formuló matemáticamente la mayor parte de 
los conceptos teóricos [61].
Los modelos Kriging están basados en la interpolación 
estocástica, utilizando un modelo de regresión que considera la 
correlación existente entre éste y las observaciones para 
construir un modelo aproximado y^ (x ), computacionalmente 
menos costoso que el modelo de simulación y (x )  [35].
A continuación se presentan los aspectos fundamentales de los 
modelos Kriging para una sola respuesta y(x). La generalización 
para múltiples respuestas ( yl (x ) , l = 1,…q ), y otros detalles de 
la formulación, puede verse en [56].
Dados un conjunto de m puntos de diseño S =
[s1…sm ]
T con si ∈ R
n  y sus respuestas Y = [y1…ym ]
T , el 
modelo Kriging y^ (x )  expresa la respuesta y(x) para un vector 
de entrada n-dimensional x ∈ Rn  como una realización de un 
modelo de regresión F  y una función aleatoria (proceso 
estocástico):
y^ (x ) = F (β ,x ) + z (x ) (13)
Como modelo de regresión se utiliza una combinación lineal de 
p funciones elegidas previamente fj :
F (β ,x ) = β1f1 (x )+… + βp fp (x ) = f (x )
Tβ (14)
siendo f (x )T = [ f1 (x )…fp (x ) ]  las funciones base y β  el vector 
de parámetros de regresión.
El proceso aleatorio z se supone que tiene media cero y 
covarianza:
E (z (w ) , z (x ) ) = σ2R (θ ,w ,x ) (15)
entre z(w) y z(x), donde σ2 es la varianza del proceso para la 
respuesta y R (θ ,w ,x )  el modelo de correlación con 
parámetros θ  .
El valor verdadero de la función para un punto x puede ponerse 
en la forma:
y (x ) = F (β ,x ) + α (β ,x ) (16)
donde α (β ,x )  es el error de la aproximación. La hipótesis es 
que con una elección adecuada de β  el error es del tipo “ruido 
blanco” en la región de interés de la aproximación.
Para el conjunto S de puntos de diseño se tiene el vector F de 
respuestas:
F = [ f (s1)…f (sm ) ]
T (17)
con f(x) definido en la Ec. 14. Se define R como la matriz de 
correlaciones del proceso estocástico entre los z en los puntos 
de diseño:
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Rij = R (θ , si , sj ) , i , j = 1, . . . ,m (18)
Para un punto x no introducido, sea:
r (x ) = [R (θ , s1, x )…R (θ , sm , x ) ]
T (19)
el vector de correlaciones entre las z en los puntos de diseño y 
el punto x.
Se considera el estimador lineal:
y^ (x ) = cTY (20)
con c = c(x) ∈ Rm . El error es:
y^ (x ) − y (x ) = cTY − y (x ) = cT (Fβ + Z ) − (f (x )Tβ +
z ) = cTZ − z + (FTc−f (x ) )Tβ
(21)
donde Z = [z1… zm ]
T  son los errores en los puntos de diseño. 
Para mantener el estimador insesgado se exige la condición:
FTc (x ) = f (x ) (22)
Con esta condición el error cuadrático medio del estimador de 
la Ec. 20 es:
φ (x ) = E [ ( y^ (x ) − y (x ) )2] = E [ (cTZ − z )2 ] = E [z2 +
cTZZTc − 2cTZz ] = σ2 (1 + cTRc − 2cTr )
(23)
La función Lagrangiana para el problema de minimizar el error 
φ  con respecto a c, sujeto a las restricciones de la Ec. 21 es:
L (c ,λ ) = σ2 (1 + cTRc − 2cTr ) − λT (FTc−f ) (24)
El gradiente de la Ec. 24 con respecto a c es:
L′ (c ,λ ) = 2σ2 (Rc − r ) − Fλ (25)
y a partir de las condiciones de primer orden necesarias para la 
optimalidad, se obtiene el sistema de ecuaciones:
[ R FFT 0 ] [
c
λ
~ ] = [
r
f ]
(26)
donde λ
~
= − λ
2σ2
.
La solución del sistema de ecuaciones de la Ec. 26 es:
λ
~
= (FTR−1F )−1 (FTR−1r − f )
c = R−1 (r − F λ
~
)
(27)
Sustituyendo la Ec. 27 en la Ec. 20, y teniendo en cuenta que la 
matriz R es simétrica, y por lo tanto también lo es su inversa R-1, 
se obtiene:
y~ (x ) = (r − F λ
~
)
T
R−1Y
= rTR−1Y − (FTR−1r − f )T (FTR−1F )−1FTR−1Y
(28)
La solución de mínimos cuadrados para el problema de 
regresión Fβ ≅ Y  es:
β∗ = (FTR−1F )−1FTR−1Y (29)
Al sustituir la Ec. 29 en la Ec. 28 se obtiene la expresión final del 
estimador:
y~ (x ) = rTR−1Y − (FTR−1r − f )Tβ∗
= fTβ∗ + rTR−1 (Y − Fβ∗ )
(30)
Si se sustituye uno de los puntos de diseño (si) en la Ec. 30 se 
obtiene que y~ (si ) = y (si )  , lo que demuestra que los modelos 
Kriging pasan por todos los puntos de diseño.
Modelos de regresión. Los modelos de regresión considerados 
son polinomios de orden 0, 1 y 2 (tabla 1).
Tabla 1. Modelos de regresión con polinomios de orden 0, 1 y 2.
Orden polinomio Número de funciones Funciones base
Constante (orden 0) p = 1 f1(x) = 1
Lineal (orden 1) p = n+1 f1(x) = 1, f2(x) = x1,…, fn+1(x) = xn
Cuadrática (orden 2) p = 0,5(n+1)(n+2) f1(x) = 1, f2(x) = x1,…, fn+1(x) = xn
fn+2(x) = x1
2,…, f2n+1(x) = x1x2
f2n+2(x) = x2
2,…, f3n(x) = x2xn
fp(x) = xn
2
Modelo de correlación. El modelo de correlación utilizado es el 
exponencial generalizado:
R (θ ,w ,x ) = exp ( −∑
l =1
q
θl |xil − xjl |
p
l ) , 0 ≤ pl ≤ 2
(31)
Este modelo tiene la propiedad que si xi = xj  la correlación es 1, 
y si | xi − xj| tiende a ∞, la correlación tiende a cero. El 
parámetro θl determina la rapidez con la que la correlación 
“cae” a medida que se mueve en la dirección coordenada l, y el 
exponente 
pl determina la suavidad de la funci o´n en la direcci o´n coordenada l .
Las funciones de correlación y de regresión más adecuadas 
dependen de las características de la función a aproximar. En 
este trabajo se han considerado los modelos de regresión de 
orden cero, uno y dos de la Tabla 1, en combinación con el 
modelo de correlación exponencial generalizado. En general, la 
elección de las funciones de correlación y regresión se puede 
realizar “a priori”, en base al conocimiento que se tenga de las 
funciones a aproximar, o en base al error cuadrático medio (
Root Mean Square Error, RMSE) y al coeficiente de determinación 
(R2). Estos dos indicadores se obtienen utilizando las respuestas 
del modelo de simulación (y(x)) para una muestra de validación 
(xv) de tamaño mv:
RMSE =
∑
i =1
mv
(yi (xv ) − y^ i (xv ) )
2
mv
(32)
R2 = 1 −
∑
i =1
mv
(yi (xv ) − y^ i (xv ) )
2
∑
i =1
mv
(yi (xv ) − y¯ i (xv ) )
2
(33)
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donde y¯ i (xv )  es la media de los valores obtenidos, con el 
modelo de simulación, para la muestra de validación.
En este trabajo, el modelo Kriging se ha utilizado para estimar el 
valor esperado de la compliance (Ec. 11) a partir de un diseño de 
experimentos con un tamaño de población mucho menor que el 
de la muestra original (NK << NMC). Para ello, primero se genera 
una población mediante un hipercubo latino S = (s1s2… sNk )
T , 
donde la dimensión s es igual al número de variables aleatorias 
consideradas. A continuación, se analiza el modelo de 
simulación, obteniendo la compliance para cada uno de los 
puntos C = (C1C2…CNK )
T . A partir del espacio de diseño y la 
respuesta estructural, se ajustan los parámetros del modelo 
Kriging y^ (S ,C ) de modo que aproxime de la mejor forma 
posible el modelo de simulación. Una vez se ha generado el 
modelo Kriging, se predice la compliance en los puntos de 
muestreo del método de Monte Carlo
 C
^
= ( C^ 1 C^ 2… C^NMC )
T
 y a partir de estos, se evalúa el valor 
esperado de la compliance μ^C :
μ^C ≅
1
n∑
i =1
n
C^ i (ρ ,zi )
(34)
Para generar el modelo Kriging se ha utilizado la toolbox DACE 
[62], muy utilizada como así se recoge en la bibliografía [63-65].
3. Algoritmo de optimización
En este apartado se describe el algoritmo para la optimización 
de topología robusta de estructuras continuas bidimensionales 
considerando la existencia de incertidumbre en cargas 
concentradas. La incertidumbre de la carga se puede presentar 
en la magnitud, la dirección y/o la posición de la misma. Estas 
variables aleatorias se consideran estadísticamente 
independientes. La función objetivo a minimizar es el valor 
esperado de la compliance. Para su evaluación de forma precisa, 
pero con un reducido número de evaluaciones, se combina el 
método de Monte Carlo con el modelo Kriging. A continuación 
se describen los pasos en los que se ha dividido el algoritmo:
1. Definir las características del dominio inicial de la estructura 
(número de elementos en la dimensión x, número de elementos 
en la dimensión y, propiedades del material, regiones 
optimizables y no optimizables, etc.).
2. Definir los parámetros de la optimización (fracción de 
volumen, factor de penalización, radio de filtro, tamaño de la 
muestra (NMC), tamaño del diseño de experimentos (NK), etc.).
3. Definir las características de las cargas con incertidumbre 
(número de cargas con incertidumbre, identificar variables de la 
carga con aleatoriedad, pdf para cada una de las variables).
4. Generar una muestra uniformemente distribuida de modo 
aleatorio según las pdfs Z = (z1 z2…zNMC )
T  de tamaño NMC.
5. Generar el modelo Kriging utilizando la toolbox DACE.
5.1. Diseño de experimentos mediante hipercubo latino con un 
tamaño de población de Nk puntos, S = (s1 s2… sNk )
T .
5.2. Obtener la compliance, usando el modelo de simulación, 
C = (C1C2…CNk )
T  para la muestra generada (s1 s2… sNK )
T .
5.3. Ajustar los parámetros del modelo Kriging a partir de la 
muestra generada y su compliance y^ (S ,C ).
6. Estimar la respuesta estructural C
^
= ( C^ 1 C^ 2… C^NMK )
T
 para 
cada uno de los puntos de la muestra Monte Carlo Z =
(z1 z2…zNMC )
T  a partir del modelo Kriging.
7. Evaluar el valor esperado de la compliance ( μ^C )  y la 
sensibilidad de la compliance usando las Ec. 11 y Ec. 7, 
respectivamente.
8. Actualizar la distribución de las densidades mediante la Ec. 5.
9. Si no se cumple el criterio de parada volver al punto 5. En 
caso contrario parar. Como criterio de parada se ha utilizado 
que la diferencia de compliance entre la iteración actual y la 
anterior sea inferior a un nivel mínimo de cambio.
En la Figura 1 se muestra un diagrama de flujo del algoritmo de 
optimización.
Figura 1. Diagrama de flujo. Algoritmo para la RTO considerando incertidumbre en la 
carga con el método de Monte Carlo con Kriging.
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4. Ejemplos
En este apartado se pretende mostrar la validez del algoritmo 
propuesto, al que se denomina MCK (Monte Carlo con Kriging), 
mediante la resolución de dos ejemplos, una viga en voladizo y 
una T-invertida. Para los dos ejemplos el módulo de Young es 
de 1 para una región sólida y de 10-6 para una región vacía, el 
coeficiente de Poisson ν = 0,3. El tipo de elemento finito utilizado 
es cuadrado lineal de tamaño unidad. Para la optimización con 
SIMP se utiliza un factor de penalización p = 3 y un radio de filtro 
r = 2. El sistema de unidades es coherente.
Con objeto de validar el algoritmo MCK, las soluciones 
obtenidas se han comparado con las obtenidas utilizando el 
método de simulación de Monte Carlo, que denominaremos 
MC. La precisión del método se determina a partir del error 
relativo Er :
Er =
(μC (MC ) − μC (MCK ) )
μC (MC )
100
(35)
donde μC (MC ) y μC (MCK ) es el valor esperado de la compliance 
obtenida con MC y MCK, respectivamente. Por otro lado, la 
eficiencia del método se determina mediante ahorro en tiempo 
computacional Et :
Et =
( t(MC ) − t(MCK ) )
t(MC )
100
(36)
donde t(MC )  y t(MCK ) son los tiempos medios por iteración con 
MC y MCK, respectivamente.
En los dos ejemplos se han utilizado funciones base de orden 
cero para el modelo de regresión. Las funciones de base de 
orden cero son las más utilizadas en la bibliografía y constituyen 
el denominado Ordinary Kriging. Para el modelo de correlación 
se ha adoptado el modelo exponencial generalizado, con pl = 1 y 
adoptando el mismo parámetro θl  para todas las direcciones 
coordenadas, lo que lo convierte en un modelo exponencial 
isótropo.
4.1. Viga en voladizo
El primer ejemplo para mostrar el efecto de considerar la 
existencia de incertidumbre en la magnitud, dirección y/o 
posición de la carga, es una viga en voladizo (Figura 2), la cual 
es optimizada mediante 6 configuraciones de carga (Tabla 2). La 
posición de la carga se define mediante dos variables Sx y Sy con 
respecto a la longitud y al ancho del dominio inicial. La carga se 
define mediante el módulo F y la dirección θ. En la optimización 
se utiliza una restricción de volumen de (Vf /V0) =  0,3, siendo Vf  
el volumen final y V0 el volumen inicial.
Figura 2. Viga en voladizo. Dominio de diseño y carga aplicada.
Para las variables con incertidumbre que definen la carga (F, θ, 
Sx, Sy), se han considerado pdf de variables aleatorias normales 
N(ð; ð) de media ð y desviación estándar ð, y con 
truncamiento por la izquierda y por la derecha para las 
variables Sx y Sy. Las variables sin incertidumbre se han definido 
mediante su valor nominal.
La configuración de carga 1 hace referencia a la optimización 
determinista; las configuraciones de carga 2, 3 y 4 hacen 
referencia a RTO donde solo se tiene en cuenta la incertidumbre 
en la magnitud, la dirección y la posición de la carga, 
respectivamente; la configuración de carga 5 hace referencia a 
una RTO donde se considera la existencia simultánea de 
incertidumbre en la magnitud y dirección de la carga; y la 
configuración de carga 6 hace referencia a una RTO donde se 
considera la existencia simultánea de incertidumbre en la 
magnitud, la dirección y la posición de la carga. Los parámetros 
utilizados para describir las pdfs que caracterizan la 
incertidumbre en la magnitud y la dirección de la carga son los 
utilizados por Dunning et al. [26]. Lógó [66] describe la 
incertidumbre de la posición de la carga mediante una pdf 
normal, pero no detalla los parámetros para su caracterización. 
En este trabajo la incertidumbre en la posición de la carga se 
define mediante una función normal, cuyos parámetros han 
sido elegidos de manera que la carga pueda situarse a lo largo 
de todo el borde lateral, pero con una mayor probabilidad de 
situarse sobre el centro.
Tabla 2. Viga en voladizo. Parámetros de las configuraciones analizadas.
Configuración F θ (rad) Sx
 0 ≤ Sx ≤ 1
Sy
 0 ≤ Sy ≤ 1
NMC Nk
1 1 0 rad 1 0,5 - -
2 N(1,0; 0,5) 0 rad 1 0,5 10000 10
3 1 N(0,0; 0,25) 1 0,5 10000 10
4 1 0 rad 1 NT(0,5; 0,17) 10000 10
5 N(1,0; 0,5) N(0,0; 0,25) 1 0,5 10000 10
6 N(1,0; 0,5) N(0,0; 0,25) 1 NT(0,5; 0,17) 10000 10
Configuración 1: Optimización determinista
La configuración 1 corresponde al caso determinista, donde 
todas las variables se han caracterizado por su valor nominal. La 
solución es una barra recta horizontal (Figura 3), obteniendo un 
valor para la compliance de 16,67. Sin embargo, si se analiza la 
topología determinista considerando las incertidumbres de los 
casos 2, 3, 4, 5 y 6, el valor esperado de la compliance aumenta a 
15,45; 275,73; 450,77; 926,13 y 1763,91, respectivamente. Estos 
valores demuestran que la topología óptima determinista se 
puede comportar de forma poco fiable ante la presencia de 
cargas inciertas. Los valores esperados de la compliance para los 
casos 2, 3 y 4 revelan como la incertidumbre en la posición tiene 
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una mayor influencia en el comportamiento estructural que la 
incertidumbre en la dirección, y como éstas tienen una mayor 
influencia que la incertidumbre en la magnitud.
Figura 3. Viga en voladizo. Diseño óptimo determinista.
Configuración 2: Incertidumbre en la magnitud de la carga
Para la configuración 2 se realiza la RTO considerando la 
existencia de incertidumbre en la magnitud de la carga. En la 
Figura 4, se muestra que la solución coincide con la obtenida 
para el diseño determinista ya que esta disposición es la que 
proporciona una mayor rigidez para cargas horizontales. El 
valor esperado de la compliance usando MC y MCK es de 14,19 y 
13,78 respectivamente, lo que supone un error relativo del 
2,88%. El tiempo computacional medio por iteración con MC y 
MCK es de 11389,4 y 6,81 segundos, respectivamente, lo que 
supone un ahorro del 99,94%.
(a) (b)
Figura 4. Viga en voladizo. Diseño óptimo robusto considerando incertidumbre en la 
magnitud de la carga. (a) MC, (b) MCK.
Configuración 3: Incertidumbre en la dirección de la carga
Para la configuración 3 se realiza la RTO considerando la 
existencia de incertidumbre en la dirección de la carga. Los 
diseños obtenidos (Figura 5) pasan de ser una barra horizontal, 
como en el caso de la optimización determinista, a ser dos 
barras inclinadas. El ángulo entre las barras depende del valor 
de la desviación estándar de la dirección de la carga, ya que 
cuanto mayor sea, mayor es la componente vertical de la fuerza. 
El valor esperado de la compliance con MC y MCK es de 27,68 y 
29,96, respectivamente, lo que supone un error relativo del 
2,60%. El tiempo computacional medio por iteración usando MC 
y MCK es de 20638,5 y 12,99 segundos, respectivamente, lo que 
supone un ahorro del 99,93%.
(a) (b)
Figura 5. Viga en voladizo. Diseño óptimo robusto considerando incertidumbre en la 
dirección de la carga. (a) MC, (b) MCK.
Configuración 4: Incertidumbre en la posición de la carga
Para la configuración 4 se realiza la RTO considerando la 
existencia de incertidumbre en la posición de la carga. Los 
diseños obtenidos (Figura 6) presentan una amplia zona con 
material en el extremo derecho del dominio, debido a las 
diferentes posiciones en las que puede situarse la carga. El valor 
esperado de la compliance es de 25,58 y 24,93 usando MC y 
MCK, respectivamente, lo que supone un error relativo del 
2,54%. El tiempo computacional medio por iteración usando MC 
y MCK es de 10763,3 y 6,64 segundos, respectivamente, lo que 
supone un ahorro del 99,93%.
(a) (b)
Figura 6. Viga en voladizo. Diseño óptimo robusto considerando incertidumbre en la 
posición de la carga. (a) MC, (b) MCK.
Configuración 5: Incertidumbre en la magnitud y en la dirección de 
la carga
Para la configuración 5 se realiza la RTO considerando la 
existencia simultánea de incertidumbre en la magnitud y la 
dirección de la carga. Los diseños obtenidos (Figura 7) están 
constituidos por dos barras inclinadas, debido a que la 
influencia de la incertidumbre en la dirección de la carga es 
mucho más importante que la incertidumbre en la magnitud. El 
valor esperado de la compliance con MC y MCK es de 25,04 y 
24,82, respectivamente, lo que supone un error del 0,87%. El 
tiempo computacional medio por iteración usando MC y MCK es 
de 16646,8 y 7,12 segundos, respectivamente, suponiendo un 
ahorro del 99,95%.
(a) (b)
Figura 7. Viga en voladizo. Diseño óptimo robusto considerando incertidumbre en la 
magnitud y dirección de la carga. (a) MC, (b) MCK.
Configuración 6: Incertidumbre en la magnitud, en la dirección y en 
la posición de la carga
Para la configuración 6 se realiza la RTO considerando de forma 
simultánea la existencia de incertidumbre en la magnitud, en la 
dirección y en la posición de la carga. En la Figura 8 se muestran 
las soluciones obtenidas. Las topologías presentan una 
disposición que viene determinada por la incertidumbre en la 
posición de la carga al ser ésta la que mayor influencia tiene 
sobre el problema. El valor esperado de la compliance con MC y 
MCK es de 52,13 y 49,96, respectivamente, lo que supone un 
error del 4,16%. El tiempo computacional medio por iteración 
usando MC y MCK es de 16162,5 y 7,02 segundos, 
respectivamente, lo que supone un ahorro del 99,95%.
(a) (b)
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Figura 8. Viga en Voladizo. Diseño óptimo robusto considerando incertidumbre en la 
magnitud, en la dirección y en la posición de la carga. (a) MC, (b) MCK.
A través de las configuraciones estudiadas, se puede concluir 
que: (1) las soluciones óptimas obtenidas usando RTO se 
comportan de forma más eficiente que la topología 
determinista ante la presencia de incertidumbres en la carga, 
(2) el algoritmo MCK proporciona soluciones igual de precisas 
que usando MC, y (3) el ahorro en tiempo computacional es 
como mínimo del 99,9% siendo el error en todos los casos 
estudiados inferior al 5%.
4.2. T-invertida
El segundo ejemplo es una estructura en forma de T invertida, 
las dimensiones del dominio de diseño se muestran en la Figura 
9. La estructura está fija en su extremo superior, y sujeta a dos 
cargas concentradas F1 y F2, de magnitud y dirección inciertas, 
aplicadas en los puntos medios de los extremos laterales. La 
estructura se ha optimizado bajo condiciones de carga 
determinista y considerando incertidumbres en la magnitud y 
en la dirección de la carga. Tanto para la optimización 
determinista, como para la optimización robusta, se ha utilizado 
una fracción de volumen de (Vf /Vo) = 0,5. Con este ejemplo se 
pretende demostrar el efecto de variar los parámetros de las 
pdfs que caracterizan las cargas. Para ello, se han estudiado dos 
configuraciones, donde las variables aleatorias se describen 
mediante las distribuciones normales recogidas en la Tabla 3. 
En la configuración 1 se han utilizado los parámetros usados 
por Dunning et al. [26], y en la configuración 2 se ha aumentado 
el valor de la desviación estándar de las direcciones de las 
cargas.
Figura 9. Estructura T-invertida. Dominio de diseño y cargas aplicadas.
Tabla 3. T-invertida. Parámetros de las configuraciones estudiadas.
Configuración F1 θ1 F2 θ2 NMC Nk
1 N(5,0; 0,5) N(0,0; 0,25) N(5,0; 0,5) N(0,0; 0,25) 10000 10
2 N(5,0; 0,5) N(0,0; 0,5) N(5,0; 0,5) N(0,0; 0,5) 10000 10
La optimización determinista produce un diseño con un valor de 
compliance igual a 2786 (Figura 10). Si la topología óptima 
determinista obtenida se analiza considerando la existencia de 
incertidumbres en la magnitud y en la dirección de ambas 
cargas, el valor esperado de la compliance aumenta hasta 6792 
y 7451, para la configuración 1 y 2, respectivamente. En el caso 
de realizar una RTO usando MCK se obtienen unos valores 
esperados para la compliance de 3328 y 3677, para la 
configuración 1 y 2, respectivamente. Al igual que en el primer 
ejemplo, se demuestra que los diseños obtenidos usando una 
formulación RTO se comportan mejor ante la existencia de 
incertidumbre que los diseños obtenidos mediante una 
formulación determinista.
Figura 10. Estructura T-invertida. Diseño óptimo determinista.
En las figuras 11 y 12 se muestran los diseños obtenidos usando 
MC y MCK, para la configuración 1 y 2, respectivamente. Estos 
diseños son muy similares a los obtenidos en la solución 
determinista salvo por las barras superiores centrales, las 
cuales pasan de estar inclinadas a verticales y reforzadas con 
crucetas. Esta disposición se debe a la componente horizontal 
de la fuerza, originada al considerar incertidumbre en la 
dirección de la misma. Además, se puede observar como al 
aumentar la desviación estándar en la dirección de la carga, el 
refuerzo de las crucetas también aumenta para proporcionar 
mayor rigidez lateral (Figuras 11b y 12b).
Para determinar la precisión y eficiencia del algoritmo MCK, las 
soluciones se han comparado con las obtenidas usando MC. El 
valor esperado de la compliance, usando MC para las 
configuraciones 1 y 2, es de 3341 y de 3742, lo que supone un 
error relativo de 0,38 y 1,71%, respectivamente. Por otro lado, el 
tiempo medio por iteración para la configuración 1 usando MCK 
es de 48 segundos, mientras que usando MC es de 99387, lo 
que supone un ahorro de tiempo del 99,95%. Para la 
configuración 2, el tiempo medio por iteración usando MCK es 
de 53 segundos, mientras que usando MC es de 114411, lo que 
supone un ahorro de tiempo del 99,95%.
(a) (b)
Figura 11. Estructura T-invertida. Diseño óptimo robusto considerando incertidumbre en 
la magnitud y dirección de la carga para la configuración 1 ( σ
θ
=0,25).  (a) MC, (b) MCK.
(a) (b)
Figura 12. Estructura T-invertida. Diseño óptimo robusto considerando incertidumbre en 
la magnitud y dirección de la carga para la configuración 2 ( σ
θ
=0,5). (a) MC, (b) MCK.
5. Conclusiones
En este trabajo se presenta un algoritmo, denominado Monte 
Carlo con Kriging (MCK), para la optimización de topología 
robusta considerando la existencia de incertidumbres en las 
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cargas. Para ello, el problema de RTO se ha formulado de forma 
probabilista, tomando como función objetivo el valor esperado 
de la compliance. En cada iteración, el valor esperado de la 
compliance se evalúa por medio del método de simulación de 
Monte Carlo en combinación con un modelo Kriging. El 
algoritmo propuesto puede generalizarse a otros tipos de 
optimización de topología determinista y a problemas 
tridimensionales.
La precisión y eficiencia del método se ha demostrado mediante 
dos ejemplos. En estos ejemplos, las cargas se definen por 
medio de cuatro variables, la magnitud (F), la dirección (θ), la 
posición respecto al eje x (Sx) y la posición con respecto al eje y (
Sy), que pueden ser aleatorias. Las variables no aleatorias se 
caracterizan por su valor nominal, y las variables aleatorias se 
caracterizan mediante funciones de densidad de probabilidad 
normales, aunque el algoritmo permite utilizar cualquier otro 
tipo de pdf. Los ejemplos estudiados demuestran que:
1. El algoritmo MCK propuesto proporciona diseños casi tan 
precisos como los obtenidos usando el método de simulación 
de Monte Carlo estándar, pero de forma mucho más eficiente. 
Esto es debido a que el método MCK propuesto solo necesita 
realizar NK análisis del modelo de simulación, en vez de los NMC 
necesarios con el método de Monte Carlo (NK = 10 << NMC = 
10000). Además, el número de evaluaciones con el método 
propuesto es independiente del número de cargas inciertas, 
siendo muy útil cuando el problema presenta una alta 
dimensionalidad.
2. El valor esperado de la compliance para los diseños obtenidos 
mediante una formulación robusta es menor que el valor para 
el diseño obtenido mediante una formulación determinista ante 
la existencia de incertidumbre en la carga. Esto demuestra 
también la importancia de incorporar la existencia de 
incertidumbre en el proceso de optimización de topología.
Los ejemplos también muestran el efecto de considerar 
diferentes fuentes y niveles de incertidumbre:
3. En el ejemplo 1 se demuestra que la incertidumbre en la 
posición de la carga tiene una mayor influencia que la 
incertidumbre en la dirección, y que estas a su vez tienen mayor 
influencia que la magnitud.
4. En el ejemplo 2, se muestra como el diseño robusto se adapta 
al nivel de incertidumbre.
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