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Abstract
In this paper, the authors characterize, in terms of pointwise inequalities, the classical Besov spaces B˙sp,q
and Triebel–Lizorkin spaces F˙ sp,q for all s ∈ (0,1) and p,q ∈ (n/(n+ s),∞], both in Rn and in the metric
measure spaces enjoying the doubling and reverse doubling properties. Applying this characterization, the
authors prove that quasiconformal mappings preserve F˙ sn/s,q on R
n for all s ∈ (0,1) and q ∈ (n/(n+s),∞].
A metric measure space version of the above morphism property is also established.
© 2010 Elsevier Inc. All rights reserved.
MSC: primary 30C65; secondary 42B35, 42B25, 46E35, 30L10
Keywords: Quasiconformal mapping; Quasisymmetric mapping; Fractional Hajłasz gradient; Besov space;
Hajłasz–Besov space; Triebel–Lizorkin space; Hajłasz–Triebel–Lizorkin space; Grand Besov space; Grand
Triebel–Lizorkin space; Metric measure space
✩ Dachun Yang was supported by National Natural Science Foundation (Grant No. 10871025) of China and Program
for Changjiang Scholars and Innovative Research Team in University of China. Pekka Koskela and Yuan Zhou were
supported by the Academy of Finland grants 120972, 131477.
* Corresponding author.
E-mail addresses: pkoskela@maths.jyu.fi (P. Koskela), dcyang@bnu.edu.cn (D. Yang), yuzhou@cc.jyu.fi (Y. Zhou).0001-8708/$ – see front matter © 2010 Elsevier Inc. All rights reserved.
doi:10.1016/j.aim.2010.10.020
3580 P. Koskela et al. / Advances in Mathematics 226 (2011) 3579–36211. Introduction
We begin by recalling the metric definition of quasiconformal mappings and the definition of
quasisymmetric mappings; see [31]. Let (X , dX ) and (Y, dY ) be metric spaces and f :X → Y
be a homeomorphism. If there exists H ∈ (0,∞) such that for all x ∈ X ,
lim sup
r→0
sup{dY (f (x), f (y)): dX (x, y) r}
inf{dY (f (x), f (y)): dX (x, y) r} H,
then f is called quasiconformal. Moreover, if there exists a homeomorphism η : [0,∞) → [0,∞)
such that for all a, b, x ∈ X with x = b,
dY (f (x), f (a))
dY (f (x), f (b))
 η
(
dX (x, a)
dX (x, b)
)
,
then f is called η-quasisymmetric, and sometimes, simply, quasisymmetric. Every quasisym-
metric mapping is quasiconformal, but the converse is always not true; see, for example, [18]
and the references therein.
Let n > 1 and X = Y = Rn equipped with the usual Euclidean distance. Then quasiconfor-
mality is equivalent with quasisymmetry and further with the analytic conditions that the first
order distributional partial derivatives of f are locally integrable and∣∣Df (x)∣∣n KJ(x,f )
almost everywhere (assuming that f is orientation preserving). The well-known result that
the Sobolev space W˙ 1,n is invariant under quasiconformal mappings on Rn then comes as no
surprise; see, for example, [21, Lemma 5.13]. By a function space being invariant under qua-
siconformal mappings we mean that both f and f−1 induce a bounded composition operator.
Reimann [27] proved that also BMO is quasiconformally invariant by employing the reverse
Hölder inequalities of Gehring [10] for the Jacobian of a quasiconformal mapping. Both the
above two invariance properties essentially characterize quasiconformal mappings [27]. These
results extend to the setting of Ahlfors regular metric spaces that support a suitable Poincaré
inequality [18,22]. There are some further function spaces whose quasiconformal invariance
follows from the above results. First of all, the trace space of W˙ 1,n+1(Rn+1) is the homoge-
neous Besov space B˙n/(n+1)n+1 (Rn); see Section 4 for the definition. Because each quasiconformal
mapping of Rn onto itself extends to a quasiconformal mapping of Rn+1 onto itself [32], one
concludes the invariance of B˙n/(n+1)n+1 (Rn) with a bit of additional work [33]. Further function
spaces that are invariant under quasiconformal changes of variable are obtained using inter-
polation. For this, it is convenient to work with Triebel–Lizorkin spaces, whose definitions
will be given in Section 3. Recall that BMO(Rn) = F˙ 0∞,2(Rn), W˙ 1,n(Rn) = F˙ 1n,2(Rn), and
B˙n/(n+1)n+1 (Rn) = F˙ n/(n+1)n+1,n+1(Rn). By interpolation, one concludes that also the Triebel–Lizorkin
spaces F˙ sn/s,2(R
n) are invariant for all s ∈ (0,1) and so are F˙ sn/s,q(Rn) when s ∈ (0, n/(n + 1))
and 2 < q  n/s [33] or when s ∈ (n/(n + 1),1) and q = 2/((n − 1)s − n + 2) < n/s. Notice
that above the allowable values of q satisfy 2 < q  n/s.
Recently, Bourdon and Pajot [3] (see also [2] and the work by Vodop’yanov [33]) proved a
general result for quasisymmetric mappings, which, in the setting of Rn, shows that the Triebel–
Lizorkin space F˙ s (Rn) is quasiconformally invariant, for each s ∈ (0,1). For the necessityn/s,n/s
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considered above are conformally invariant: invariant under translations, rotations and scalings
of Rn. It is then natural to inquire if all such Triebel–Lizorkin spaces are quasiconformally in-
variant.
Our first result shows that this is essentially the case.
Theorem 1.1. Let n 2, s ∈ (0,1) and q ∈ (n/(n + s),∞]. Then F˙ sn/s,q(Rn) is invariant under
quasiconformal mappings of Rn.
The assumption q > n/(n+ s) may well be superficial in Theorem 1.1, because of the way it
appears in our estimates. Indeed, the proof of the above theorem is rather indirect: we establish
the quasiconformal invariance of a full scale of spaces defined by means of pointwise inequalities
initiated in the work of Hajłasz [13] and verify that, for most of the associated parameters, these
spaces are Triebel–Lizorkin spaces. Let us introduce the necessary notation.
In what follows, we say that (X , d,μ) is a metric measure space if d is a metric on X and μ
a regular Borel measure on X such that all balls defined by d have finite and positive measures.
Definition 1.1. Let (X , d,μ) be a metric measure space. Let s ∈ (0,∞) and u be a measurable
function on X . A sequence of nonnegative measurable functions, g ≡ {gk}k∈Z, is called a frac-
tional s-Hajłasz gradient of u if there exists E ⊂ X with μ(E) = 0 such that for all k ∈ Z and
x, y ∈ X \E satisfying 2−k−1  d(x, y) < 2−k ,∣∣u(x) − u(y)∣∣ [d(x, y)]s[gk(x) + gk(y)]. (1.1)
Denote by Ds(u) the collection of all fractional s-Hajłasz gradients of u.
In fact, g ≡ {gk}k∈Z above is not really a gradient. One should view it, in the Euclidean setting
(at least when gk = gj for all k, j ), as a maximal function of the usual gradient. Relying on this
concept we now introduce counterparts of Besov and Triebel–Lizorkin spaces. For simplicity,
we only deal here with the case p ∈ (0,∞); the remaining case p = ∞ is given in Section 2. In
what follows, for p,q ∈ (0,∞], we always write ‖{gj }j∈Z‖q ≡ {∑j∈Z |gj |q}1/q when q < ∞
and ‖{gj }j∈Z‖∞ ≡ supj∈Z |gj |,∥∥{gj }j∈Z∥∥Lp(X ,q ) ≡ ∥∥∥∥{gj }j∈Z∥∥q∥∥Lp(X )
and ∥∥{gj }j∈Z∥∥q (Lp(X )) ≡ ∥∥{‖gj‖Lp(X )}j∈Z∥∥q .
Definition 1.2. Let (X , d,μ) be a metric measure space, s,p ∈ (0,∞) and q ∈ (0,∞].
(i) The homogeneous Hajłasz–Triebel–Lizorkin space M˙sp,q(X ) is the space of all measurable
functions u such that
‖u‖M˙sp,q (X ) ≡ infs ‖g‖Lp(X ,q ) < ∞.g∈D (u)
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tions u such that
‖u‖N˙sp,q (X ) ≡ infg∈Ds (u)‖g‖q(Lp(X )) < ∞.
Some properties and useful characterizations of M˙sp,q(X ) and N˙sp,q(X ) are given in Sec-
tion 2. In particular, denote by M˙s,p(X ) the Hajłasz–Sobolev space as in Definition 2.2. Then
M˙s,p(X ) = M˙sp,∞(X ) for s,p ∈ (0,∞) as proved in Proposition 2.1.
Theorem 1.2. Let n ∈ N.
(i) If s ∈ (0,1), p ∈ (n/(n+ s),∞) and q ∈ (n/(n+ s),∞], then M˙sp,q(Rn) = F˙ sp,q(Rn).
(ii) If s ∈ (0,1), p ∈ (n/(n+ s),∞) and q ∈ (0,∞], then N˙sp,q(Rn) = B˙sp,q(Rn).
The equivalences above are proved via grand Besov spaces AB˙sp,q(Rn) and grand Triebel–
Lizorkin spaces AF˙ sp,q(Rn) defined in Definition 3.2 below; see Section 3. Theorems 1.2 and 3.2
give pointwise characterizations for Besov and Triebel–Lizorkin spaces and have independent
interest. For predecessors of such results, see [23,35].
Relying on Theorem 2.1, Lemmas 2.1 and 2.3 below and several properties of quasiconformal
mappings, we obtain the following invariance property that, when combined with Theorem 1.2,
yields Theorem 1.1; see Section 5.
Theorem 1.3. Let n 2, s ∈ (0,1] and q ∈ (0,∞]. Then M˙sn/s,q(Rn) is invariant under quasi-
conformal mappings of Rn.
The conclusion of Theorem 1.3 was previously only known in the case s = 1 and q = ∞; re-
call that M˙1n,∞(Rn) = M˙1,n(Rn) = W˙ 1,n(Rn). On the other hand, by an argument similar to [3,
pp. 102–105], it is not hard to check that M˙1n,q(Rn) is trivial when q < ∞, and hence the inter-
esting case here is 0 < s < 1.
Our results above also extend to a class of metric measure spaces. Indeed, let (X , d,μ) be a
metric measure space. For any x ∈ X and r > 0, let B(x, r) ≡ {y ∈ X : d(x, y) < r}. Recall that
(X , d,μ) is called an RD-space in [16] if there exist constants 0 < C1  1 C2 and 0 < κ  n
such that for all x ∈ X , 0 < r < 2 diamX and 1 λ < 2 diamX /r ,
C1λ
κμ
(
B(x, r)
)
 μ
(
B(x,λr)
)
 C2λnμ
(
B(x, r)
)
, (1.2)
where and in what follows, diamX ≡ supx,y∈X d(x, y); see [16]. In particular, if κ = n, then
X is called an Ahlfors n-regular space. Moreover, X is said to support a weak (1, n)-Poincaré
inequality if there exists a positive constant C such that for all Lipschitz functions u,
–
∫
B
∣∣u(x) − uB ∣∣dμ(x) Cr{ –∫
λB
[
Lip
(
u(x)
)]n
dμ(x)
}1/n
.
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Theorem 1.4. Assume that X and Y are both Ahlfors n-regular spaces with n > 1, X is proper
and quasiconvex and supports a weak (1, n)-Poincaré inequality and Y is linearly locally con-
nected. Let f be a quasiconformal mapping from X onto Y , which maps bounded sets into
bounded sets. Then for every s ∈ (0,1], and for all q ∈ (0,∞], f induces an equivalence be-
tween M˙sn/s,q(X ) and M˙sn/s,q(Y).
The point is that, with the assumptions of Theorem 1.4, the quasiconformal mapping f is
actually a quasisymmetric mapping and its volume derivative satisfies a suitable reverse Hölder
inequality (see [18, Theorem 7.1], [19] and also Proposition 5.3 below), which allow us to ex-
tend the proof of Theorem 1.3 to this more general setting. In Theorem 1.4, both f and f−1
act as composition operators. Furthermore, one could allow for s > 1, but, under our Poincaré
inequality assumption, these spaces are trivial [12].
We also show, see Section 4, that the spaces Msn/s,q(X ) and M˙sn/s,q(Y) identify with suitable
Triebel–Lizorkin spaces and thus a version of the invariance of Triebel–Lizorkin spaces follows.
Moreover, let us comment that our approach recovers the invariance of the Besov spaces consid-
ered by Bourdon and Pajot [3]; see Theorem 5.1 below.
Finally, we state some conventions. Throughout the paper, we denote by C a positive constant
which is independent of the main parameters, but which may vary from line to line. Constants
with subscripts, such as C0, do not change in different occurrences. The notation A B or B A
means that A CB . If A B and B A, we then write A ∼ B . Denote by Z the set of integers,
N the set of positive integers and Z+ ≡ N ∪ {0}. For α ∈ R, denote by α the maximal integer
no more than α. For any locally integrable function f , we denote by –
∫
E
f dμ the average of f
on E, namely, –
∫
E
f dμ ≡ 1
μ(E)
∫
E
f dμ.
2. Some properties of M˙sp,q(X ) and N˙sp,q(X )
In this section, we establish some properties of M˙sp,q(X ) and N˙sp,q(X ), including the equiva-
lence between M˙sp,∞(X ) and the Hajłasz–Sobolev space (see Proposition 2.1), several equivalent
characterizations for M˙sp,q(X ) and N˙sp,q(X ) (see Theorems 2.1 and 2.2), and Poincaré-type in-
equalities for M˙sp,q(X ) with X = Rn (see Lemmas 2.1 and 2.3).
First, we introduce the Hajłasz–Besov and Hajłasz–Triebel–Lizorkin spaces also in the case
p = ∞ as follows.
Definition 2.1. Let (X , d,μ) be a metric measure space, s ∈ (0,∞) and q ∈ (0,∞].
(i) The homogeneous Hajłasz–Triebel–Lizorkin space M˙s∞,q (X ) is the space of all measurable
functions u such that ‖u‖M˙s∞,q (X ) < ∞, where when q < ∞,
‖u‖M˙s∞,q (X ) ≡ infg∈Ds (u) supk∈Z supx∈X
{∑
jk
–
∫
B(x,2−k)
[
gj (y)
]q
dμ(y)
}1/q
and when q = ∞, ‖u‖ ˙ s ≡ infg∈Ds (u) ‖g‖L∞(X ,∞).M∞,∞(X )
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‖u‖N˙s∞,q (X ) ≡ infg∈Ds (u)‖g‖q(L∞(X )) < ∞.
Then, we recall the definition of a Hajłasz–Sobolev space [13,14] (see also [35] for a fractional
version).
Let (X , d,μ) be a metric measure space. For every s ∈ (0,∞) and measurable function u
on X , a nonnegative function g is called an s-gradient of u if there exists a set E ⊂ X with
μ(E) = 0 such that for all x, y ∈ X \E,∣∣u(x)− u(y)∣∣ [d(x, y)]s[g(x)+ g(y)]. (2.1)
Denote by Ds(u) the collection of all s-gradients of u.
Definition 2.2. Let s ∈ (0,∞) and p ∈ (0,∞]. Then the homogeneous Hajłasz–Sobolev space
M˙s,p(X ) is the set of all measurable functions u such that
‖u‖M˙s,p(X ) ≡ inf
g∈Ds (u)
‖g‖Lp(X ) < ∞.
Hajłasz–Sobolev spaces naturally relate to Hajłasz–Triebel–Lizorkin spaces as follows.
Proposition 2.1. If s ∈ (0,∞) and p ∈ (0,∞], then M˙sp,∞(X ) = M˙s,p(X ).
Proof. Let u ∈ M˙s,p(X ) and g ∈ Ds(u). Taking gk ≡ g, we know that g = {gk}k∈Z ∈ Ds(u) and
‖g‖Lp(X ,q ) = ‖g‖Lp(X ), which implies that u ∈ M˙sp,∞(X ) with ‖u‖M˙sp,∞(X ) = ‖u‖M˙s,p(X ).
Conversely, let u ∈ M˙sp,∞(X ) and g ≡ {gk}k∈Z ∈ Ds(u). Taking g ≡ supk∈Z gk , we have that
‖g‖Lp(X ,∞) = ‖g‖Lp(X ), which implies that u ∈ M˙s,p(X ) with ‖u‖M˙sp,∞(X ) = ‖u‖M˙s,p(X ). This
finishes the proof of Proposition 2.1. 
Now, we introduce several useful variants of Ds(u) to characterize M˙sp,q(X ) and N˙sp,q(X ).
To this end, let s ∈ (0,∞) and u be a measurable function on X .
For N1,N2 ∈ Z+, denote by Ds,N1,N2(u) the collection of all the sequences of nonnegative
measurable functions, g ≡ {gk}k∈Z, satisfying that there exists E ⊂ X with μ(E) = 0 such that
for all k ∈ Z and x, y ∈ X \E with 2−k−1−N1  d(x, y) < 2−k+N2 ,∣∣u(x) − u(y)∣∣ [d(x, y)]s[gk(x) + gk(y)].
For  ∈ (0, s] and N ∈ N, denote by D˜s,,N (u) the collection of all the sequences of nonnega-
tive measurable functions, g ≡ {gk}k∈Z, satisfying that there exists E ⊂ X with μ(E) = 0 such
that for all x, y ∈ X \E,∣∣u(x) − u(y)∣∣ [d(x, y)]s−∑2−k[gk(x)+ gk(y)]χ[2−k−1−N ,∞)(d(x, y)).k∈Z
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ative measurable functions, g ≡ {gk}k∈Z, satisfying that there exists E ⊂ X with μ(E) = 0 such
that for all x, y ∈ X \E,∣∣u(x)− u(y)∣∣ [d(x, y)]s+∑
k∈Z
2k
[
gk(x) + gk(y)
]
χ(0,2−k−N )
(
d(x, y)
)
.
Then we have the following equivalent characterizations of M˙sp,q(X ).
Theorem 2.1. (I) Let s,p ∈ (0,∞) and q ∈ (0,∞]. Then the following are equivalent:
(i) u ∈ M˙sp,q(X );
(ii) for every pair of N1,N2 ∈ Z+, infg∈Ds,N1,N2 (u) ‖g‖Lp(X ,q ) < ∞;
(iii) for every pair of 1 ∈ (0, s] and N3 ∈ Z, infg∈D˜s,1,N3 (u) ‖g‖Lp(X ,q ) < ∞;
(iv) for every pair of 2 ∈ (0,∞) and N4 ∈ Z, infg∈Ds,2,N4 (u) ‖g‖Lp(X ,q ) < ∞.
Moreover, given 1, 2, N1, N2, N3 and N4 as above, for all u ∈ M˙sp,q(X ),
‖u‖M˙sp,q (X ) ∼ infg∈Ds,N1,N2 (u)‖g‖Lp(X ,q )
∼ inf
g∈D˜s,1,N3 (u)
‖g‖Lp(X ,q ) ∼ infg∈Ds,2,N4 (u)‖g‖Lp(X ,q ),
where the implicit constants are independent of u.
(II) Let s ∈ (0,∞) and p,q ∈ (0,∞]. Then the above statements still hold with M˙sp,q(X ) and
Lp(X , q) replaced by N˙sp,q(X ) and q(Lp(X )), respectively.
Proof. We first prove that (i) implies (ii), (iii) and (iv). Let u be a measurable function and
g ∈ Ds(u). Then for every pair of N1,N2 ∈ Z+, setting hk ≡∑N1j=−N2 gk+j for k ∈ Z, we know
that h ≡ {hk}k∈Z ∈ Ds,N1,N2(u). For every pair of 1 ∈ (0, s] and N3 ∈ Z, taking hk ≡ 2N3gk−N3
for all k ∈ Z, we have h ≡ {hk}k∈Z ∈ D˜s,1,N3(u). For every pair of 2 ∈ (0,∞) and N4 ∈ Z,
taking hk ≡ 2N42gk−N4 for all k ∈ Z, we have h ≡ {hk}k∈Z ∈ Ds,2,N4(u). Then it is to easy to see
that in all of the above cases, we have ‖h‖Lp(X ,q )  ‖u‖M˙sp,q (X ) and ‖h‖q(Lp(X ))  ‖u‖N˙sp,q (X ).
Thus, (i) implies (ii), (iii) and (iv).
Now we prove the converse. Since Ds,N1,N2(u) ⊂ Ds(u), we have that (ii) implies (i).
To show that (iii) implies (i), let u be a measurable function and g ∈ D˜s,1,N3(u). For all k ∈ Z,
set hk ≡∑∞j=k−N3 2(k−j+1)1gj . Then h ≡ {hk}k∈Z ∈ Ds(u).
Moreover, if p ∈ (0,∞), by the Hölder inequality when q ∈ (1,∞) and the inequality(∑
i∈Z
|ai |
)q

∑
i
|ai |q (2.2)
for {ai}i∈Z ⊂ R when q ∈ (0,1], we have
‖h‖qq 
∑[ ∞∑
2(k−j+1)1gj
]q

∑ ∞∑
2−(j−k)q1/2[gj ]q  ‖g‖qq ,
k∈Z j=k−N3 k∈Z j=k−N3
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modification.
On the other hand, by the Hölder inequality when p ∈ (1,∞) and the inequality (2.2) with
q = p when p ∈ (0,1], we have
‖h‖q
q(Lp(X )) 
∑
k∈Z
( ∫
X
[ ∞∑
j=k−N3
2−(j−k−1)1gj (y)
]p
dμ(y)
)q/p

∑
k∈Z
( ∞∑
j=k−N3
2−(j−k)p1/2
∫
X
[
gj (y)
]p
dμ(y)
)q/p
.
Applying the Hölder inequality when p/q ∈ (1,∞) and the inequality (2.2) with power q/p
instead of q again when p/q ∈ (0,1], we further have
‖h‖q
q(Lp(X )) 
∑
k∈Z
∞∑
j=k−N3
2−(j−k)q1/4
( ∫
X
[
gj (y)
]p
dμ(y)
)q/p
 ‖g‖q
q(Lp(X )),
which gives that ‖h‖q(Lp(X ))  ‖g‖q (Lp(X )). This also holds when p = ∞ or q = ∞, as easily
seen.
To prove that (iv) implies (i), let u be a measurable function and g ∈ Ds,2,N4(u). For every
k ∈ Z, set hk ≡∑k−N4j=−∞ 2(j−k)2gj . Then h ≡ {hk}k∈Z ∈ Ds(u).
Moreover, if p ∈ (0,∞), by the Hölder inequality when q ∈ (1,∞) and the inequality (2.2)
when q ∈ (0,1], we have
‖h‖qq 
∑
k∈Z
[
k−N4∑
j=−∞
2(j−k)2gj
]q

∑
k
k−N4∑
j=−∞
2(j−k)q2/2[gj ]q  ‖g‖qq ,
which gives that ‖h‖Lp(X ,q )  ‖g‖Lp(X ,q ). This also extends to the case q = ∞.
Similarly, one can prove that ‖h‖q(Lp(X ))  ‖g‖q(Lp(X )), but we omit the details. This fin-
ishes the proof of Theorem 2.1. 
Theorem 2.2. Let s ∈ (0,1] and q ∈ (0,∞). Then the following are equivalent:
(i) u ∈ M˙s∞,q (X );
(ii) for every N2 ∈ Z+,
inf
g∈Ds,0,N2 (u)
sup
k∈Z
sup
x∈X
(∑
jk
–
∫
B(x,2−k)
[
gj (y)
]q
dμ(y)
)1/q
< ∞; (2.3)
(iii) for every pair of  ∈ (0, s] and N3 ∈ Z \ N,
inf
g∈D˜s,,N3 (u)
sup
k∈Z
sup
x∈X
(∑
jk
–
∫
−k
[
gj (y)
]q
dμ(y)
)1/q
< ∞. (2.4)B(x,2 )
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given quantity.
Proof. We first prove that (i) implies (ii) and (iii). Let u be a measurable function and g ∈ Ds(u).
Then for every N2 ∈ Z+, setting hk ≡∑0j=−N2 gk+j for all k ∈ Z, we know that h ≡ {hk}k∈Z ∈
D
s,0,N2(u). For every pair of  ∈ (0, s] and N3 ∈ Z \ N, taking hk ≡ 2N3gk−N3 for all k ∈ Z, we
have h ≡ {hk}k∈Z ∈ D˜s,,N3(u). Then it is easy to see that in both cases,
∑
jk
–
∫
B(x,2−k)
[
hj (y)
]q
dμ(y)
∑
jk
–
∫
B(x,2−k)
[
gj (y)
]q
dμ(y).
Thus, (i) implies (ii) and (iii).
Conversely, since Ds,0,N2(u) ⊂ Ds(u), we have that (ii) implies (i).
To prove that (iii) implies (i), let u be a measurable function and g ∈ D˜s,,N3(u). For all k ∈ Z,
set hk ≡ ∑∞j=k−N3 2(k−j+1)gj . Then h ≡ {hk}k∈Z ∈ Ds(u). For all x ∈ X and k ∈ Z, by the
Hölder inequality when q ∈ (1,∞) and the inequality (2.2) when q ∈ (0,1], we have
∑
jk
[hj ]q ∼
∑
jk
[ ∞∑
i=j−N3
2−(i−j)gi
]q

∑
jk
∞∑
i=j−N3
2−(i−j)q/2[gi]q 
∑
ik−N3
[gi]q,
which together with N3  0 implies that
∑
jk
–
∫
B(x,2−k)
[
hj (y)
]q
dμ(y)
∑
ik
–
∫
B(x,2−k)
[
gi(y)
]q
dμ(y).
Thus, (iii) implies (i). This finishes the proof of Theorem 2.2. 
Remark 2.1. Comparing to Theorem 2.1, notice that we require N1 = 0 and N3  0 in The-
orem 2.2. However, if X has the doubling property, then Theorem 2.2 still holds for all
N1,N2 ∈ Z+ and N3 ∈ Z. We omit the details.
Finally, let (X , d,μ) be Rn endowed with the Lebesgue measure and the Euclidean distance.
The following Poincaré-type inequalities for M˙sp,q(Rn) play an important role in the follow-
ing.
Lemma 2.1. Let s ∈ (0,1], p ∈ [1,∞] and q ∈ (0,∞]. Then there exists a positive constant C
such that for all x ∈ Rn, k ∈ Z, u ∈ M˙sp,q(B(x,2−k+2)) and g ∈ Ds(u),
inf
c∈R –
∫
−k
∣∣u(y) − c∣∣dy  C2−ks k∑
j=k−3
–
∫
−k+2
gj (y) dy.B(x,2 ) B(x,2 )
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inf
c∈R –
∫
B(x,2−k)
∣∣u(y)− c∣∣dy  –∫
B(x,2−k)
∣∣u(y)− uB(x,2−k+2)\B(x,2−k+1)∣∣dy
 –
∫
B(x,2−k)
–
∫
B(x,2−k+2)\B(x,2−k+1)
∣∣u(y) − u(z)∣∣dy dz.
Since for y ∈ B(x,2−k) and z ∈ B(x,2−k+2)\B(x,2−k+1), we have that 2−k  |y−z| < 2−k+3,
which implies that
∣∣u(y) − u(z)∣∣ 2−ks k−1∑
j=k−3
[
gj (y)+ gj (z)
]
.
Thus,
inf
c∈R –
∫
B(x,2−k)
∣∣u(y) − c∣∣dy  2−ks k−1∑
j=k−3
–
∫
B(x,2−k+2)
gj (y) dy,
which completes the proof of Lemma 2.1. 
The following inequality was given by Hajłasz [14, Theorem 8.7] when s = 1, and when
s ∈ (0,1), it can be proved by a slight modification of the proof of [14, Theorem 8.7].
Lemma 2.2. Let s ∈ (0,1], p ∈ (0, n/s) and p∗ = np/(n − sp). Then there exists a positive
constant C such that for all x ∈ Rn, r ∈ (0,∞), u ∈ M˙s,p(B(x,2r)) and g ∈ Ds(u),
inf
c∈R
(
–
∫
B(x,r)
∣∣u(y) − c∣∣p∗ dy)1/p∗  Crs( –∫
B(x,2r)
[
g(y)
]p
dy
)1/p
.
Lemma 2.3. Let s ∈ (0,1] and p ∈ (0,1]. Then for every pair of , ′ ∈ (0, s) with  < ′,
there exists a positive constant C such that for all x ∈ Rn, k ∈ Z, measurable functions u and
g ∈ Ds(u),
inf
c∈R
(
–
∫
B(x,2−k)
∣∣u(y)− c∣∣np/(n−p) dy)(n−p)/(np)
 C2−k′
∑
jk−2
2−j (s−′)
{
–
∫
B(x,2−k+1)
[
gj (y)
]p
dy
}1/p
. (2.5)
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erality, we may assume that the right-hand side of (2.5) is finite. For g ∈ Ds(u), taking g ≡
{∑jk−2 2−j (s−)p(gj )p}1/p , we have that g ∈ D(u) and u ∈ M˙,p(B(x,2−k+1)). Indeed, for
every pair of y, z ∈ B(x,2−k+1), there exists j  k − 2 such that 2−j−1  |y − z| < 2−j and
hence ∣∣u(y) − u(z)∣∣ |y − z|s[gj (y) + gj (z)] |y − z|[g(y)+ g(z)].
Moreover, by (2.2) with q = p,  < ′ and the Hölder inequality, we have
‖g‖Lp(B(x,2−k+1))

{ ∑
jk−2
2−j (s−)p
∫
B(x,2−k+1)
[
gj (y)
]p
dy
}1/p

( ∑
jk−2
2−j (′−)p/(1−p)
)(1−p)/p ∑
jk−2
2−j (s−′)
{ ∫
B(x,2−k+1)
[
gj (y)
]p
dy
}1/p
 2−k(′−+n/p)
∑
jk−2
2−j (s−′)
{
–
∫
B(x,2−k+1)
[
gj (y)
]p
dy
}1/p
. (2.6)
Thus, the above claims are true.
Then, applying Lemma 2.2, we obtain
inf
c∈R
(
–
∫
B(x,2−k)
∣∣u(y) − c∣∣np/(n−p) dy)(n−p)/(np)
 2−k
(
–
∫
B(x,2−k+1)
[
g(y)
]p
dy
)1/p
 2−k′
∑
jk−2
2−j (s−′)
{
–
∫
B(x,2−k+1)
[
gj (y)
]p
dy
}1/p
,
which together with (2.6) gives (2.5). This finishes the proof of Lemma 2.3. 
Remark 2.2. From Lemma 2.1 through Lemma 2.3, it is easy to see that for all s ∈ (0,1], p ∈
(n/(n+ s),∞] and q ∈ (0,∞], the elements of M˙sp,q(Rn) are actually locally integrable.
3. Besov and Triebel–Lizorkin spaces on Rn
In this section, with the aid of grand Littlewood–Paley functions, we characterize full ranges
of the classical Besov and Triebel–Lizorkin spaces on Rn with n ∈ N and establish their equiv-
alence with the Hajłasz–Besov and Hajłasz–Triebel–Lizorkin spaces; see Theorems 3.1 and 3.2.
In particular, Theorem 1.2 follows from (i) and (ii) of Theorem 3.2 with p ∈ (0,∞).
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that Z+ ≡ N ∪ {0}. Let S(Rn) be the space of all Schwartz functions, whose topology is deter-
mined by a family of seminorms, {‖ · ‖Sk,m(Rn)}k,m∈Z+ , where for all k ∈ Z+, m ∈ (0,∞) and
ϕ ∈ S(Rn),
‖ϕ‖Sk,m(Rn) ≡ sup
α∈Zn+, |α|k
sup
x∈Rn
(
1 + |x|)m∣∣∂αϕ(x)∣∣.
Here, for any α ≡ (α1, . . . , αn) ∈ Zn+, |α| ≡ α1 + · · · + αn and ∂α ≡ ( ∂∂x1 )α1 · · · ( ∂∂xn )αn . It is
known that S(Rn) forms a locally convex topological vector space. Denote by S ′(Rn) the topo-
logical dual space of S(Rn) endowed with the weak ∗-topology. In what follows, for every
ϕ ∈ S(Rn), t > 0 and x ∈ Rn, set ϕt (x) ≡ t−nϕ(t−1x).
Then the classical Besov and Triebel–Lizorkin spaces are defined as follows; see [29].
Definition 3.1. Let s ∈ R and p,q ∈ (0,∞]. Let ϕ ∈ S(Rn) satisfy that
supp ϕ̂ ⊂ {ξ ∈ Rn: 1/2 |ξ | 2} and∣∣ϕ̂(ξ)∣∣ constant > 0 if 3/5 |ξ | 5/3. (3.1)
(i) The homogeneous Triebel–Lizorkin space F˙ sp,q(Rn) is defined as the collection of all f ∈
S ′(Rn) such that ‖f ‖F˙ sp,q (Rn) < ∞, where when p < ∞,
‖f ‖F˙ sp,q (Rn) ≡
∥∥∥∥(∑
k∈Z
2ksq |ϕ2−k ∗ f |q
)1/q∥∥∥∥
Lp(Rn)
with the usual modification made when q = ∞, and when p = ∞,
‖f ‖F˙ s∞,q (Rn) ≡ sup
x∈Rn
sup
∈Z
(
–
∫
B(x,2−)
∑
k
2ksq
∣∣ϕ2−k ∗ f (y)∣∣q dμ(y))1/q
with the usual modification made when q = ∞.
(ii) The homogeneous Besov space B˙sp,q(Rn) is defined as the collection of all f ∈ S ′(Rn)
such that ‖f ‖B˙sp,q (Rn) < ∞, where
‖f ‖B˙sp,q (Rn) ≡
(∑
k∈Z
2ksq‖ϕ2−k ∗ f ‖qLp(Rn)
)1/q
with the usual modification made when q = ∞.
Remark 3.1. Notice that if ‖f ‖F˙ sp,q (Rn) = 0, then it is easy to see that f is a polynomial. Denote
by P the collection of all polynomials on Rn. So the quotient space F˙ sp,q(Rn)/P is a quasi-
Banach space. By abuse of the notation, the space F˙ sp,q(Rn)/P is always denoted by F˙ sp,q(Rn),
and its element [f ] = f + P with f ∈ F˙ sp,q(Rn) simply by f . A similar observation is also
suitable to B˙s (Rn).p,q
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isfying that ∫
Rn
xαf (x) dx = 0 for all α ∈ Zn+ with |α|  N . For convenience, we also write
S−1(Rn) ≡ S(Rn).
For each N ∈ Z+ ∪ {−1}, m ∈ (0,∞) and  ∈ Z+, we define the class AN,m of test functions
by
AN,m ≡
{
φ ∈ SN
(
R
n
)
: ‖φ‖SN++1,m(Rn)  1
}
. (3.2)
Then the grand Besov and Triebel–Lizorkin spaces are defined as follows.
Definition 3.2. Let s ∈ R and q ∈ (0,∞]. Let A be a class of test functions as in (3.2).
(i) The homogeneous grand Triebel–Lizorkin space AF˙ sp,q(Rn) is defined as the collection of
all f ∈ S ′(Rn) such that ‖f ‖AF˙ sp,q (Rn) < ∞, where ‖f ‖AF˙ sp,q (Rn) is defined as in ‖f ‖F˙ sp,q (Rn)
via replacing |ϕ2−k ∗ u| by supφ∈A |φ2−k ∗ u|.
(ii) The homogeneous grand Besov space AB˙sp,q(Rn) is defined as the collection of all
f ∈ S ′(Rn) such that ‖f ‖AB˙sp,q (Rn) < ∞, where ‖f ‖AB˙sp,q (Rn) is defined as in ‖f ‖B˙sp,q (Rn) via
replacing |ϕ2−k ∗ u| by supφ∈A |φ2−k ∗ u|.
Remark 3.2. For A ≡ AN,m, we also write AF˙ sp,q(Rn) as AN,mF˙ sp,q(Rn). Moreover, if N ∈ Z+
and ‖f ‖AF˙ sp,q (Rn) = 0, then it is easy to see that f ∈ PN , where PN is the space of polynomials
with degree no more than N . So, similarly to Remark 3.1, the quotient space AF˙ sp,q(Rn)/PN is
always denoted by AF˙ sp,q(Rn) and its element [f ] = f + P with f ∈ AF˙ sp,q(Rn) simply by f .
A similar observation is also suitable to AB˙sp,q(Rn).
The main results of this section read as follows.
Theorem 3.1. Let s ∈ R and p,q ∈ (0,∞].
(i) If J ≡ n/min{1,p, q}, A = AN,m with  ∈ Z+, N + 1 > max{s, J − n − s} and m >
max{J,n+N + 1}, then AF˙ sp,q(Rn) = F˙ sp,q(Rn).
(ii) If J ≡ n/min{1,p}, A = AN,m with  ∈ Z+, N + 1 > max{s, J − n − s} and m >
max{J,n+N + 1}, then AB˙sp,q(Rn) = B˙sp,q(Rn).
Theorem 3.2. Let A ≡ A0,m with  ∈ Z+ and m> n+ 1.
(i) If s ∈ (0,1) and p,q ∈ (n/(n+ s),∞], then M˙sp,q(Rn) = F˙ sp,q(Rn).
(ii) If s ∈ (0,1), p ∈ (n/(n+ s),∞] and q ∈ (0,∞], then N˙sp,q(Rn) = B˙sp,q(Rn).
(iii) If s ∈ (0,1] and p,q ∈ (n/(n+ s),∞], then M˙sp,q(Rn) = AF˙ sp,q(Rn).
(iv) If s ∈ (0,1], p ∈ (n/(n+ s),∞] and q ∈ (0,∞], then N˙sp,q(Rn) = AB˙sp,q(Rn).
Remark 3.3. (i) Recall that Theorem 3.1 for F˙ sp,q(Rn) with p < ∞ was already given in [24,
Theorem 1.2]. The proof of Theorem 3.1 for the full range of Besov and Triebel–Lizorkin spaces
is similar to that of [24, Theorem 1.2]. For the reader’s convenience, we sketch it below.
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lary 1.2] and Proposition 2.1, we already have M˙sp,∞(Rn) = M˙s,p(Rn) = F˙ sp,∞(Rn).
(iii) When s = 1, as proved in [13,23], M˙1,p(Rn) = W˙ 1,p(Rn) for p ∈ (1,∞) and
M˙1,p(Rn) = H˙ 1,p(Rn) for p ∈ (n/(n + 1),1], which together with Proposition 2.1 and [29]
implies that M˙1p,∞(Rn) = M˙1,p(Rn) = F˙ 1p,2(Rn) for all p ∈ (n/(n + 1),∞). Here W˙ 1,p(Rn)
with p ∈ (1,∞) denotes the homogeneous Sobolev space and H˙ 1,p(Rn) with p ∈ (0,1] the
homogeneous Hardy–Sobolev space.
Proof of Theorem 3.1. Notice that ‖u‖F˙ sp,q (Rn)  ‖u‖AF˙ sp,q (Rn) for all u ∈ S ′(Rn), which
implies that AF˙ sp,q(Rn) ⊂ F˙ sp,q(Rn). Similarly, AB˙sp,q(Rn) ⊂ B˙sp,q(Rn). Conversely, assume
that u ∈ F˙ sp,q(Rn) or u ∈ B˙sp,q(Rn). Let ψ ∈ S(Rn) satisfy the same conditions as ϕ and∑
k∈Z ϕ̂(2−kξ)ψ̂(2−kξ) = 1 for all ξ ∈ Rn \ {0}; see [8, Lemma (6.9)] for the existence of ψ .
Then, by the Calderón reproducing formula, for f ∈ S ′(Rn), there exist polynomials Pu and
{Pi}i∈Z depending on f such that
u+ Pu = lim
i→−∞
{ ∞∑
j=i
ϕ2−j ∗ψ2−j ∗ u+ Pi
}
, (3.3)
where the series converges in S ′(Rn); see, for example, [26,6].
Moreover, if u ∈ F˙ sp,q(Rn) with p ∈ (0,∞), then it is known that the degrees of the polyno-
mials {Pi}i∈Z here are no more than s − n/p; see [7, pp. 153–155] and [6]. Furthermore, as
shown in [7, pp. 153–155], u+Pu is the canonical representative of u in the sense that if i = 1,2,
ϕ(i), ψ(i) satisfy (3.1) and ∑k∈Z ϕ̂(i)(2−kξ)ψ̂(i)(2−kξ) = 1 for all ξ ∈ Rn \ {0}, then P (1)u −P (2)u
is a polynomial of degree no more than s − n/p, where P (i)u is as in (3.3) corresponding to
ϕ(i), ψ(i) for i = 1,2. So, in this sense, we identify u with u˜ ≡ u+ Pu.
We point out that the above argument still holds when u ∈ B˙sp,q(Rn) or u ∈ F˙ sp,q(Rn) with
the full range. In fact, by [26, pp. 52–56], if u ∈ B˙sp,∞(Rn), then the above arguments hold.
Moreover, by F˙ s∞,q (Rn) ⊂ B˙s∞,∞(Rn) and B˙sp,q(Rn) ⊂ B˙sp,∞(Rn) for all possible s,p and q ,
the above arguments hold for all u ∈ B˙sp,q(Rn) or u ∈ F˙ sp,q(Rn) with the full range.
Let ϕ˜(x) ≡ ϕ(−x) for all x ∈ Rn. Denote by Q the collection of all dyadic cubes on Rn.
For every dyadic cube Q ≡ 2−j k + 2−j [0,1]n with some k ∈ Zn, set xQ ≡ 2−j k, denote by
(Q) ≡ 2−j the side length of Q and write ϕQ(x) ≡ 2jn/2ϕ(2j x − k) = 2−jn/2ϕ2−j (x − xQ) for
all x ∈ Rn. Then for all u ∈ F˙ sp,q(Rn) or u ∈ B˙sp,q(Rn), φ ∈ SN(Rn) with N  s − n/p, i ∈ Z
and x ∈ Rn, by [6,8], [4, Lemma 2.8] and an argument as in the proof of [24, Theorem 1.2], we
have
u˜ ∗ φ2−i (x) =
∑
Q∈Q
〈u, ϕ˜Q〉ψQ ∗ φ2−i (x) =
∑
Q∈Q
tQψQ ∗ φ2−i (x),
where tQ ≡ 〈u, ϕ˜Q〉. Moreover, by the proof of [24, Theorem 1.2] again, for all R ∈ Q with
(R) = 2−i , we have
|˜u ∗ φ2−i |
∑
−i
( ∑
aRQtQ
)
|R|−1/2χR,(R)=2 Q∈Q
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aRQ 
[
(R)
(Q)
]s[
1 + |xR − xQ|
max{(R), (Q)}
]−J−
min
{[
(R)
(Q)
] n+
2
,
[
(Q)
(R)
]J+ −n2 }
for some  > 0. If J ≡ n/min{1,p, q}, then {aRQ}R,Q∈Q forms an almost diagonal operator on
f˙ sp,q(R
n) and hence is bounded on f˙ sp,q(Rn), while if J ≡ n/min{1,p}, then {aRQ}R,Q∈Q forms
an almost diagonal operator on f˙ sp,q(Rn) and hence is bounded on b˙sp,q(Rn); see [7, Theorem 3.3]
and also [8, Theorem (6.20)]. Here, f˙ sp,q(Rn) denotes the set of all sequences {tQ}Q∈Q such that
∥∥{tQ}Q∈Q∥∥f˙ sp,q (Rn) ≡
∥∥∥∥( ∑
Q∈Q
[|Q|−s/n−1/2|tQ|χQ]q)1/q∥∥∥∥
Lp(Rn)
< ∞,
and b˙sp,q(Rn) the set of all sequences {tQ}Q∈Q such that
∥∥{tQ}Q∈Q∥∥b˙sp,q (Rn) ≡
{∑
k∈Z
∥∥∥∥ ∑
Q∈Q, (Q)=2−k
[|Q|−s/n−1/2|tQ|χQ]∥∥∥∥q
Lp(Rn)
}1/q
< ∞.
Moreover, by [7, Theorem 2.2] or [8, Theorem (6.16)], ‖u‖F˙ sp,q (Rn) ∼ ‖{tQ}Q∈Q‖f˙ sp,q (Rn),
which then implies that
‖u˜‖AF˙ sp,q (Rn) 
∥∥∥∥{∑
Q∈Q
aRQtQ
}
R∈Q
∥∥∥∥
f˙ sp,q (R
n)

∥∥{tQ}Q∈Q∥∥f˙ sp,q (Rn) ∼ ‖u‖F˙ sp,q (Rn).
This argument still holds with the spaces F˙ replaced by B˙ due to the equivalence that
‖u‖B˙sp,q (Rn) ∼ ‖{tQ}Q∈Q‖b˙sp,q (Rn) given by [6, (1.11)]. This finishes the proof of Theo-
rem 3.1. 
Proof of Theorem 3.2. Observe that with the aid of Theorem 3.1, (iii) and (iv) of Theorem 3.2
imply (i) and (ii) of Theorem 3.2, respectively. So it suffices to prove (iii) and (iv) of Theorem 3.2.
We first prove Theorem 3.2(iii), namely, M˙sp,q(Rn) = AF˙ sp,q(Rn). To prove M˙sp,q(Rn) ⊂
AF˙ sp,q(Rn), let u ∈ M˙sp,q(Rn) and choose g ∈ Ds(u) such that ‖g‖Lp(Rn,q )  ‖u‖M˙sp,q (Rn). Then
for all φ ∈ A, x ∈ Rn and k ∈ Z,
∣∣φ2−k ∗ u(x)∣∣= ∣∣∣∣ ∫
Rn
φ2−k (x − y)
[
u(y)− uB(x,2−k)
]
dy
∣∣∣∣

∞∑
j=0
2−2js –
∫
−k+j
∣∣u(y) − uB(x,2−k)∣∣dy.
B(x,2 )
3594 P. Koskela et al. / Advances in Mathematics 226 (2011) 3579–3621Since
–
∫
B(x,2−k+j )
∣∣u(y) − uB(x,2−k)∣∣dy  j∑
i=0
–
∫
B(x,2−k+i )
∣∣u(y)− uB(x,2−k+i )∣∣dy,
we then have ∣∣φ2−k ∗ u(x)∣∣ ∞∑
j=0
2−2js –
∫
B(x,2−k+j )
∣∣u(y)− uB(x,2−k+j )∣∣dy. (3.4)
If p,q ∈ (1,∞], then by Lemma 2.1, we have
∣∣φ2−k ∗ u(x)∣∣ ∞∑
j=0
2−2js2−ks+js
k−j∑
i=k−j−3
–
∫
B(x,2−k+j+2)
gi(y) dy
 2−2ks
k∑
j=−∞
2js –
∫
B(x,2−j+2)
gj (z) dz 2−2ks
k∑
j=−∞
2jsM(gj )(x), (3.5)
where and in what follows, M denotes the Hardy–Littlewood maximal function.
Thus, for p,q ∈ (1,∞), by the Hölder inequality and the Fefferman–Stein vector-valued max-
imal inequality on M (see [5]), we have
‖u‖AF˙ sp,q (Rn) 
∥∥∥∥∥
(∑
k∈Z
2−ksq
[
k∑
j=−∞
2jsM(gj )
]q)1/q∥∥∥∥∥
Lp(Rn)

∥∥∥∥∥
(∑
k∈Z
2−ks
k∑
j=−∞
2js
[M(gj )]q)1/q
∥∥∥∥∥
Lp(Rn)

∥∥∥∥(∑
j∈Z
[M(gj )]q)1/q∥∥∥∥
Lp(Rn)
 ‖g‖Lp(Rn,q )  ‖u‖M˙sp,q (Rn). (3.6)
If p ∈ (n/(n + s),1] or q ∈ (n/(n + s),1], by (3.4) and Lemma 2.3, choosing , ′ ∈ (0, s)
such that  < ′ and n/(n+ ′) < min{p,q}, for all x ∈ Rn,
∣∣φ2−k ∗ u(x)∣∣ ∞∑
j=0
2−2js2−(k−j)′
∑
ik−j−2
2−i(s−′)
{
–
∫
B(x,2−(k−j)+1)
[
gi(y)
]n/(n+)
dy
}(n+)/n

k−2∑
i=−∞
∑
jk−i−2
2−2js2−(k−j)′2−i(s−′)
{
–
∫
B(x,2−(k−j)+1)
[
gi(y)
]n/(n+)
dy
}(n+)/n
 2−2sk
k−2∑
2is
[M([gi]n/(n+))(x)](n+)/n. (3.7)i=−∞
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q ∈ (1,∞), (2.2) when q ∈ (n/(n + s),1] and the Fefferman–Stein vector-valued maximal in-
equality, similarly to (3.6), we obtain
‖u‖AF˙ sp,q (Rn) 
∥∥∥∥∥
(∑
k∈Z
2−ksq
[
k−2∑
j=−∞
2js
[M([gj ]n/(n+))](n+)/n]q)1/q
∥∥∥∥∥
Lp(Rn)

∥∥∥∥(∑
j∈Z
[M([gj ]n/(n+))](n+)q/n)1/q∥∥∥∥
Lp(Rn)
 ‖g‖Lp(Rn,q )  ‖u‖M˙sp,q (Rn).
If p ∈ (n/(n+ s),∞) and q = ∞, by (3.5), (3.7), the Fefferman–Stein vector-valued maximal
inequality and an argument similar to (3.6), we have ‖u‖AF˙ sp,q (Rn)  ‖u‖M˙sp,q (Rn).
If p = ∞ and q ∈ (1,∞), then for all x ∈ Rn and all  ∈ Z, by the Hölder inequality and (3.5),
we have that
–
∫
B(x,2−)
∑
k
2ksq sup
φ∈A
∣∣φ2−k ∗ u(z)∣∣q dz –∫
B(x,2−)
∑
k
2−ksq
[
k∑
j=−∞
2js –
∫
B(z,2−j+2)
gj (y) dy
]q
dz
 –
∫
B(x,2−)
∑
k
2−ks
k∑
j=−∞
2js
[
–
∫
B(z,2−j+2)
gj (y) dy
]q
dz.
We continue to estimate the last quantity by dividing
∑k
j=−∞ into
∑
j=−∞ and
∑k
j=+1 when
k > . Notice that for all z ∈ Rn and j ∈ Z, by the Hölder inequality, we obtain[
–
∫
B(z,2−j+2)
gj (y) dy
]q
 –
∫
B(z,2−j+2)
[
gj (y)
]q
dy  ‖u‖q
M˙s∞,q (Rn)
. (3.8)
From this, it follows that
–
∫
B(x,2−)
∑
k
2−ks
∑
j=−∞
2js
[
–
∫
B(z,2−j+2)
gj (y) dy
]q
dz ‖u‖q
M˙s∞,q (Rn)
.
Moreover, since B(z,2−j+2) ⊂ B(x,2−+2) for all j   + 1 and all z ∈ B(x,2−), by the
Lq(Rn)-boundedness of M, we obtain that
–
∫
B(x,2−)
∑
k>
2−ks
k∑
j=+1
2js
[
–
∫
B(z,2−j+2)
gj (y) dy
]q
dz
 –
∫
−
∑
k>
2−ks
k∑
j=+1
2js
[M(gjχB(x,2−+2))(z)]q dz
B(x,2 )
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∞∑
j=+1
–
∫
B(x,2−)
[M(gjχB(x,2−+2))(z)]q dz

∞∑
j=+1
–
∫
B(x,2−+2)
[
gj (y)
]q
dy  ‖u‖q
M˙s∞,q (Rn)
.
Thus, ‖u‖AF˙ s∞,q (Rn)  ‖u‖M˙s∞,q (Rn).
If p = ∞ and q = ∞, then the proof is similar but easier than the case p = ∞ and q ∈ (0,∞).
We omit the details.
If p = ∞ and q ∈ (n/(n+ s),1], then from (3.7) with  ∈ (0, s) satisfying that n/(n+ ) < q ,
it follows that
–
∫
B(x,2−)
∑
k
2ksq sup
φ∈A
∣∣φ2−k ∗ u(z)∣∣q dz
 –
∫
B(x,2−)
∑
k
2ksq
∞∑
j=0
2−2jsq2−(k−j)q
∑
ik−j−2
2−i(s−)q
×
{
–
∫
B(z,2−(k−j)+1)
[
gi(y)
]n/(n+)
dy
}(n+)q/n
dz
 –
∫
B(x,2−)
∞∑
j=−∞
2−sq max{,j}22jsq2−jq
∑
ij−2
2−i(s−)q
×
{
–
∫
B(z,2−j+1)
[
gi(y)
]n/(n+)
dy
}(n+)q/n
dz.
Notice that similarly to (3.8), for i  j − 1 and x ∈ Rn, by the Hölder inequality and q >
n/(n + ), we have{
–
∫
B(z,2−j+1)
[
gi(y)
]n/(n+)
dy
}(n+)/n

{
–
∫
B(z,2−j+1)
[
gi(y)
]q
dy
}1/q
 ‖u‖M˙s∞,q (Rn),
which implies that
–
∫
B(x,2−)
∑
j=−∞
2−sq22jsq2−jq
∑
ij−2
2−i(s−)q
{
–
∫
B(z,2−j+1)
[
gi(y)
]n/(n+)
dy
}(n+)q/n
dz
 ‖u‖q
M˙s∞,q (Rn)
∑
2−sq2jsq  ‖u‖q
M˙s∞,q (Rn)
.j=−∞
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that
–
∫
B(x,2−)
∞∑
j=+1
2jsq2−jq
∑
ij−2
2−i(s−)q
{
–
∫
B(z,2−j+1)
[
gi(y)
]n/(n+)
dy
}(n+)q/n
dz
 –
∫
B(x,2−)
∑
i−1
[M([gi]n/(n+)χB(x,2−+1))(z)](n+)q/n dz
 –
∫
B(x,2−+1)
∑
i−1
[
gi(z)
]q
dz ‖u‖q
M˙s∞,q (Rn)
,
which implies that ‖u‖AF˙ s∞,q (Rn)  ‖u‖M˙s∞,q (Rn). We have completed the proof of that
M˙sp,q(R
n) ⊂ AF˙ sp,q(Rn).
To prove AF˙ sp,q(Rn) ⊂ M˙sp,q(Rn), let u ∈ AF˙ sp,q(Rn). Since AF˙ sp,q(Rn) ⊂ AF˙ sp,∞(Rn) =
M˙s,p(Rn) ⊂ L1loc(Rn) by Proposition 2.1 and Lemma 2.1 together with [24, Corollary 2.1], we
know that u ∈ L1loc(Rn). Fix ϕ ∈ S(Rn) with compact support and
∫
Rn
ϕ(x) dx = 1. Notice that
ϕ2−k ∗u(x) → u(x) as k → ∞ for almost all x ∈ Rn. Then for almost all x, y ∈ Rn, letting k0 ∈ Z
such that 2−k0−1  |x − y| < 2−k0 , we have
∣∣u(x)− u(y)∣∣ ∣∣ϕ2−k0 ∗ u(x) − ϕ2−k0 ∗ u(y)∣∣
+
∑
kk0
[∣∣ϕ2−k−1 ∗ u(x)− ϕ2−k ∗ u(x)∣∣+ ∣∣ϕ2−k−1 ∗ u(y)− ϕ2−k ∗ u(y)∣∣].
Write ϕ2−k0 ∗u(x)−ϕ2−k0 ∗u(y) = (φ(x,y))2−k0 ∗f (x) with φ(x,y)(z) ≡ ϕ(z−2k0[x−y])−ϕ(z)
and ϕ2−k−1 ∗u(x)−ϕ2−k ∗u(x) = (ϕ2−1 −ϕ)2−k ∗u(x). Notice that ϕ2−1 −ϕ and φ(x,y) are fixed
constant multiples of elements of A. For all k ∈ Z and x ∈ Rn, set
gk(x) ≡ 2ks sup
φ∈A
∣∣φ2−k ∗ u(x)∣∣. (3.9)
Then we have
∣∣u(x)− u(y)∣∣ ∑
kk0
2−ks
[
gk(x)+ gk(y)
]
,
which means that g ≡ {gk}k∈Z ∈ D˜s,s,0(u).
Thus, if p ∈ (n/(n+ s),∞), then Theorem 2.1 implies that
‖u‖M˙sp,q (Rn)  ‖g‖Lp(Rn;q ) 
∥∥∥∥(∑
j∈Z
2jsq sup
φ∈A
|φ2−j ∗ u|q
)1/q∥∥∥∥
Lp(Rn)
 ‖u‖AF˙ sp,q (Rn).
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–
∫
B(x,2−)
∑
k
[
gk(y)
]q
dy  –
∫
B(x,2−)
∑
k
2ksq sup
φ∈A
∣∣φ2−k ∗ u(y)∣∣q dy  ‖u‖AF˙ s∞,q (Rn)
for all x ∈ Rn and  ∈ Z. Thus, ‖u‖M˙s∞,q (Rn)  ‖u‖AF˙ s∞,q (Rn).
If p = ∞ and q = ∞, the proof is similar and easier. We omit the details. This finishes the
proof of Theorem 3.2(iii).
Now, we prove Theorem 3.2(iv), namely, N˙sp,q(Rn) = AB˙sp,q(Rn). To prove N˙sp,q(Rn) ⊂
AB˙sp,q(Rn), let  ∈ (0, s) such that n/(n+ ) < p and notice that (3.7) still holds here. Then for
all u ∈ N˙sp,q(Rn) and g ∈ Ds(u), by (3.7), we have
‖u‖AB˙sp,q (Rn) 
(∑
k∈Z
2−ksq
∥∥∥∥∥
k−2∑
j=−∞
2js
[M([gj ]n/(n+))](n+)/n
∥∥∥∥∥
q
Lp(Rn)
)1/q
.
Now we consider two cases. If p ∈ (n/(n + ),1], by (2.2) with q there replaced by p, we
further obtain
‖u‖AB˙sp,q (Rn) 
{∑
k∈Z
2−ksq
(
k−2∑
j=−∞
2jsp
∥∥[M([gj ]n/(n+))](n+)/n∥∥pLp(Rn)
)q/p}1/q
.
From this, the Hölder inequality when q > p and (2.2) with q there replaced by q/p when q  p,
and the Lp(n+)/n(Rn)-boundedness of M, it follows that
‖u‖AB˙sp,q (Rn) 
(∑
k∈Z
2−ksq/2
k−2∑
j=−∞
2jsq/2‖gj‖qLp(Rn)
)1/q
∼
(∑
j∈Z
‖gj‖qLp(Rn)
)1/q
∼ ‖g‖q(Lp(Rn))  ‖u‖N˙sp,q (Rn).
If p ∈ (1,∞], then by the Minkowski inequality, we have
‖u‖AB˙sp,q (Rn) 
{∑
k∈Z
2−ksq
(
k∑
j=−∞
2js
∥∥[M([gj ]n/(n+))](n+)/n∥∥Lp(Rn)
)q}1/q
,
which together with the Hölder inequality or (2.2) when q ∈ (0,1], and the Lp(n+)/n(Rn)-
boundedness of M also yields that
‖u‖AB˙sp,q (Rn) 
(∑
k∈Z
2−ksq/2
k−2∑
j=−∞
2jsq/2‖gj‖qLp(Rn)
)1/q
 ‖u‖N˙sp,q (Rn).
Thus, N˙s (Rn) ⊂ AB˙s (Rn).p,q p,q
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L1loc(R
n). Assume that this claim holds for the moment. Taking g ≡ {gk}k∈Z with gk as in (3.9)
and by an argument similar to the proof of AF˙ sp,q(Rn) ⊂ M˙sp,q(Rn), we know that g ∈ D˜s,s,0(u).
By Theorem 2.1, we have
‖u‖N˙sp,q (Rn) 
(∑
j∈Z
‖gj‖qLp(Rn)
)1/q

(∑
j∈Z
2jsq
∥∥∥ sup
φ∈A
|φ2−j ∗ u|
∥∥∥q
Lp(Rn)
)1/q
 ‖u‖AB˙sp,q (Rn),
which implies that AB˙sp,q(Rn) ⊂ N˙sp,q(Rn).
Finally, we prove the above claim that u ∈ L1loc(Rn). If p = ∞, since
AB˙s∞,q
(
R
n
)⊂ AB˙s∞,∞(Rn)= AF˙ s∞,∞(Rn)= M˙s,∞(Rn)⊂ L1loc(Rn)
by [24, Corollary 1.2], then u ∈ L1loc(Rn). For p ∈ (n/(n + s),∞), let ϕ ∈ S(Rn) satisfy∫
Rn
ϕ(z) dz = 1. Then ϕ2−k ∗ u → u in S ′(Rn) and hence
u = ϕ ∗ u+
∞∑
k=0
(ϕ2−k−1 ∗ u− ϕ2−k ∗ u)
in S ′(Rn). Observe that for all x ∈ Rn and k ∈ Z+,∣∣ϕ2−k−1 ∗ u(x) − ϕ2−k ∗ u(x)∣∣ sup
φ∈A
∣∣φ2−k ∗ u(x)∣∣.
If p ∈ [1,∞), then
∞∑
k=0
‖ϕ2−k−1 ∗ u− ϕ2−k ∗ u‖Lp(Rn) 
∞∑
k=0
2−ks‖u‖AB˙sp,q (Rn)  ‖u‖AB˙sp,q (Rn),
which implies that
∑∞
k=0(ϕ2−k−1 ∗ u − ϕ2−k ∗ u) converges in Lp(Rn). Observing that ϕ ∗ u is
a continuous function, we know that ϕ ∗ u +∑∞k=0(ϕ2−k−1 ∗ u − ϕ2−k ∗ u) ∈ L1loc(Rn), which
implies that u is an element of S ′(Rn) induced by a function in L1loc(Rn). In this sense, we say
that u ∈ L1loc(Rn). For p ∈ (n/(n + s),1), it is easy to see that for all φ ∈ A, k ∈ Z, x ∈ Rn and
y ∈ B(x,2−k), the function φ˜(z) ≡ φ(z + 2k(x − y)) for all z ∈ Rn is a constant multiple of an
element of A with the constant independent of x, y and k. Notice that φ2−k ∗u(x) = φ˜2−k ∗u(y).
Then for all k ∈ Z and x ∈ Rn,
sup
φ∈A
∣∣φ2−k ∗ u(x)∣∣= ( –∫
B(x,2−k)
sup
φ∈A
∣∣φ2−k ∗ u(x)∣∣p dy)1/p

(
–
∫
−k
sup
φ∈A
∣∣φ2−k ∗ u(y)∣∣p dy)1/p  2kn/p∥∥∥ sup
φ∈A
|φ2−k ∗ u|
∥∥∥
Lp(Rn)B(x,2 )
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φ∈A
|φ2−k ∗ u|
∥∥∥
L1(Rn)
 2k(1−p)n/p
∥∥∥ sup
φ∈A
|φ2−k ∗ u|p
∥∥∥
L1(Rn)
∥∥∥ sup
φ∈A
|φ2−k ∗ u|
∥∥∥1−p
Lp(Rn)
 2kn(1/p−1)
∥∥∥ sup
φ∈A
|φ2−k ∗ u|
∥∥∥
Lp(Rn)
,
which together with p > n/(n+ s) implies that
∞∑
k=0
‖ϕ2−k−1 ∗ u− ϕ2−k ∗ u‖L1(Rn) 
∞∑
k=0
2−k(n+s−n/p)‖u‖AB˙sp,q (Rn)  ‖u‖AB˙sp,q (Rn).
From this and an argument similar to the case p ∈ [1,∞), it follows that u ∈ L1loc(Rn). This
shows the above claim and finishes the proof of Theorem 3.2(iv) and hence of Theorem 3.2. 
4. Besov and Triebel–Lizorkin spaces on RD-spaces
Let (X , d,μ) be an RD-space throughout the whole section. We extend Theorems 3.1 and 3.2
to the Besov and Triebel–Lizorkin spaces on X ; see Theorem 4.1. We also establish an equiv-
alence of M˙sp,p(X ) and the Besov space B˙sp(X ) considered by Bourdon and Pajot [3]; see
Proposition 4.1.
We begin with the definition of the homogeneous (grand) Besov and Triebel–Lizorkin
spaces on RD-spaces. To this end, we first recall the spaces of test functions on RD-spaces;
see [16]. For our convenience, in what follows, for any x, y ∈ X and r > 0, we always set
V (x, y) ≡ μ(B(x, d(x, y))) and Vr(x) ≡ μ(B(x, r)). It is easy to see that V (x, y) ∼ V (y, x)
for all x, y ∈ X . Moreover, if μ(X ) < ∞, then diamX < ∞ and hence, without loss of general-
ity, we may always assume that diamX = 2−k0 for some k0 ∈ Z.
Definition 4.1. Let x1 ∈ X , r ∈ (0,∞), β ∈ (0,1] and γ ∈ (0,∞). A function ϕ on X is said to
be in the space G(x1, r, β, γ ) if there exists a nonnegative constant C such that
(i) |ϕ(x)| C 1
Vr (x1)+V (x1,x) (
r
r+d(x1,x) )
γ for all x ∈ X ;
(ii) |ϕ(x) − ϕ(y)|  C( d(x,y)
r+d(x1,x) )
β 1
Vr (x1)+V (x1,x) (
r
r+d(x1,x) )
γ for all x, y ∈ X satisfying that
d(x, y) (r + d(x1, x))/2.
Moreover, for any ϕ ∈ G(x1, r, β, γ ), its norm is defined by
‖ϕ‖G(x1,r,β,γ ) ≡ inf
{
C: (i) and (ii) hold}.
Throughout this section, we fix x1 ∈ X and let G(β, γ ) ≡ G(x1,1, β, γ ). Then G(β, γ ) is a
Banach space. We also let ˚G(β, γ ) ≡ {f ∈ G(β, γ ): ∫X f (x)dμ(x) = 0}. Denote by (G(β, γ ))′
and ( ˚G(β, γ ))′ the dual spaces of G(β, γ ) and ˚G(β, γ ), respectively. Obviously, ( ˚G(β, γ ))′ =
(G(β, γ ))′/C.
Let  ∈ (0,1] and β,γ ∈ (0, ). Define G0(β, γ ) as the completion of the set G(, ) in the
space G(β, γ ), and for ϕ ∈ G(β, γ ), define ‖ϕ‖G(β,γ ) ≡ ‖ϕ‖G(β,γ ). Then, it is easy to see that0 0
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Now we recall the notion of approximations of the identity on RD-spaces, which were first
introduced in [16].
Definition 4.2. Let 1 ∈ (0,1] and assume that μ(X ) = ∞. A sequence {Sk}k∈Z of bounded
linear integral operators on L2(X ) is called an approximation of the identity of order 1 with
bounded support (for short, 1-AOTI with bounded support), if there exist positive constants C3
and C4 such that for all k ∈ Z and all x, x′, y and y′ ∈ X , Sk(x, y), the integral kernel of Sk is a
measurable function from X × X into C satisfying:
(i) Sk(x, y) = 0 if d(x, y) > C42−k and |Sk(x, y)| C3 1V2−k (x)+V2−k (y) ;
(ii) |Sk(x, y) − Sk(x′, y)| C32k1[d(x, x′)]1 1V2−k (x)+V2−k (y) for d(x, x
′)max{C4,1}21−k ;
(iii) Property (ii) holds with x and y interchanged;
(iv) |[Sk(x, y)−Sk(x, y′)]−[Sk(x′, y)−Sk(x′, y′)]| C322k1 [d(x,x′)]1 [d(y,y′)]1V2−k (x)+V2−k (y) for d(x, x
′)
max{C4,1}21−k and d(y, y′)max{C4,1}21−k ;
(v) ∫X Sk(x, z) dμ(z) = 1 = ∫X Sk(z, y) dμ(z).
Remark 4.1. It was proved in [16, Theorem 2.6] that there always exists a 1-AOTI with bounded
support on RD-spaces.
Recall the notion of homogeneous Triebel–Lizorkin spaces in [16] as follows.
Definition 4.3. Let  ∈ (0,1), s ∈ (0, ) and p ∈ (n/(n + ),∞]. Let β,γ ∈ (0, ) such that
β ∈ (s, ) and γ ∈ (max{s − κ/p,n/p − n,0}, ). Assume that μ(X ) = ∞ and {Sk}k∈Z is an
-AOTI with bounded support as in Definition 4.2. For k ∈ Z, set Dk ≡ Sk − Sk−1.
(i) Let q ∈ (n/(n + ),∞]. The homogeneous Triebel–Lizorkin space F˙ sp,q(X ) is defined to
be the set of all f ∈ ( ˚G0(β, γ ))′ such that ‖f ‖F˙ sp,q (X ) < ∞, where when p ∈ (n/(n+ ),∞),
‖f ‖F˙ sp,q (X ) ≡
∥∥∥∥∥
{ ∞∑
k=−∞
2ksq
∣∣Dk(f )∣∣q}1/q
∥∥∥∥∥
Lp(X )
(4.1)
with the usual modification made when q = ∞, while when p = ∞,
‖f ‖F˙ s∞,q (X ) ≡ sup
x∈X
sup
∈Z
{
–
∫
B(x,2−)
∑
k
2ksq
∣∣Dk(f )(y)∣∣q dμ(y)}1/q (4.2)
with the usual modification made when q = ∞.
(ii) Let q ∈ (0,∞]. The homogeneous Besov space B˙sp,q(X ) is defined to be the set of all
f ∈ ( ˚G(β, γ ))′ such that0
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{ ∞∑
k=−∞
2ksq
∥∥Dk(f )∥∥qLp(X )
}1/q
< ∞ (4.3)
with the usual modification made when q = ∞.
Remark 4.2. (i) As shown in [36], the definition of F˙ sp,q(X ) is independent of the choices of ,
β , γ and the approximation of the identity as in Definition 4.2.
(ii) By ( ˚G0(β, γ ))′ = (G0(β, γ ))′/C, if we replace ( ˚G0(β, γ ))′ with (G0(β, γ ))′/C or simi-
larly with (G0(β, γ ))′ in Definition 4.3, then we obtain new Besov and Triebel–Lizorkin spaces,
which modulo constants are equivalent to the original Besov and Triebel–Lizorkin spaces respec-
tively. So we can replace ( ˚G0(β, γ ))′ with (G0(β, γ ))′/C or (G0(β, γ ))′ in Definition 4.3 if need
be, in what follows.
To define grand Besov and Triebel–Lizorkin spaces, we introduce the class of test functions.
Motivated by [24], when μ(X ) = ∞, for all x ∈ X and k ∈ Z, let
Ak(x) ≡
{
φ ∈ ˚G(1,2): ‖φ‖
˚G(x,2−k,1,2)  1
}; (4.4)
when μ(X ) = 2−k0 , for all x ∈ X and k  k0, let Ak(x) be as in (4.4), and for k < k0, let
Ak(x) ≡ {0}. Set A ≡ {Ak(x)}x∈X , k∈Z. Moreover, we also introduce the class of test functions
with bounded support. For all x ∈ X and k ∈ Z, let
A˜k(x) ≡
{
φ ∈ Ak(x): suppφ ⊂ B
(
x,2−k
)}
. (4.5)
Set A˜ ≡ {A˜k(x)}x∈X , k∈Z.
Definition 4.4. Let s ∈ (0,1], p,q ∈ (0,∞] and A be as above.
(i) The homogeneous grand Triebel–Lizorkin space AF˙ sp,q(X ) is defined to be the set of all
f ∈ (G(1,2))′ that satisfy ‖f ‖AF˙ sp,q (X ) < ∞, where ‖f ‖AF˙ sp,q (X ) is defined as ‖f ‖F˙ sp,q (X ) via
replacing |Dk(f )| in (4.1) and (4.2) by supϕ∈Ak |〈f,ϕ〉|.
(ii) The homogeneous grand Besov space AB˙sp,q(X ) is defined to be the set of all f ∈
(G(1,2))′ that satisfy ‖f ‖AF˙ sp,q (X ) < ∞, where ‖f ‖AB˙sp,q (X ) is defined as ‖f ‖B˙sp,q (X ) via re-
placing |Dk(f )| in (4.3) by supϕ∈Ak |〈f,ϕ〉|.
Define the spaces A˜F˙ sp,q(X ) and A˜B˙sp,q(X ) as AF˙ sp,q(X ) and AB˙sp,q(X ) via replacing A
by A˜ as in (4.5).
The main result of this section is as follows.
Theorem 4.1.
(i) Assume that μ(X ) = ∞. If s ∈ (0,1) and p,q ∈ (n/(n+ s),∞], then F˙ sp,q(X ) = M˙sp,q(X ).
(ii) Assume that μ(X ) = ∞. If s ∈ (0,1), p ∈ (n/(n+ s),∞] and q ∈ (0,∞], then B˙sp,q(X ) =
N˙sp,q(X ).
(iii) If s ∈ (0,1] and p,q ∈ (n/(n+ s),∞], then AF˙ sp,q(X ) = A˜F˙ sp,q(X ) = M˙sp,q(X ).
(iv) If s ∈ (0,1], p ∈ (n/(n+ s),∞] and q ∈ (0,∞], then AB˙s (X ) = A˜B˙s (X ) = N˙s (X ).p,q p,q p,q
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from [24, Theorems 1.4 and 5.1]. We only point out that all the tools to prove Theorem 4.1 are
available. The details are omitted.
Assume that μ(X ) = ∞. Then the result AF˙ sp,q(X ) = F˙ sp,q(X ) for p < ∞ is given in [24,
Theorem 1.4], whose proof used the discrete Calderón reproducing formula established in [16].
The proofs of AF˙ s∞,q (X ) = F˙ s∞,q (X ) and AB˙sp,q(X ) = B˙sp,q(X ) can be done by using the
discrete Calderón reproducing formula and an argument similar to that used in the proofs of
Theorem 3.1 and [24, Theorem 1.4].
The results AF˙ sp,q(X ) = M˙sp,q(X ) and AB˙sp,q(X ) = N˙sp,q(X ) can be proved similarly to the
proof of Theorem 3.2. Here we point out that the variants of Lemma 2.1 through Lemma 2.3
still hold in the current setting. In fact, a variant of Lemma 2.2 is given in [24, Lemma 4.1], and
variants of Lemmas 2.3 and 2.1 can be proved by using the same ideas as those used in the proof
of [24, Lemma 4.1]. Applying these technical lemmas, via an argument as the proofs of (iii)
and (iv) of Theorem 3.2, we then obtain A˜F˙ sp,q(X ) = M˙sp,q(X ) and A˜B˙sp,q(X ) = N˙sp,q(X ),
which completes the proof of Theorem 4.1. 
Remark 4.3. Assume that μ(X ) = 2−k0 for some k0 ∈ Z. Based on Theorem 4.1, we simply
write AB˙sp,q(X ) as B˙sp,q(X ) and AF˙ sp,q(X ) as F˙ sp,q(X ). This is also reasonable in the sense that
AB˙sp,p(X ) and AF˙ sp,p(X ) coincide with B˙sp(X ) when s ∈ (0,1) and p ∈ (1,∞); see Proposi-
tion 4.1 below. It is still unknown in this case if B˙sp,q(X ) and F˙ sp,q(X ) can be characterized via
radial Littlewood–Paley functions.
Finally, we establish an equivalence between M˙sp,p(X ) and the Besov space B˙sp(X ) con-
sidered by Bourdon and Pajot [3] as follows. For the characterizations of Besov and Triebel–
Lizorkin spaces via differences on metric measure spaces, see [25,11].
Definition 4.5. Let s ∈ (0,∞) and p ∈ [1,∞). Denote by B˙sp(X ) the space of all u ∈ Lploc(X )
satisfying that
‖u‖B˙sp(X ) ≡
{∫
X
∫
X
|u(x) − u(y)|p
[d(x, y)]spV (x, y) dμ(y)dμ(x)
}1/p
< ∞.
Proposition 4.1. Let s ∈ (0,∞) and p ∈ [1,∞). Then B˙sp(X ) = M˙sp,p(X ).
Proof. Let u ∈ B˙sp(X ). We need to find a fractional s-Hajłasz gradient of u. If s ∈ (0,1], we
can use the grand maximal function as in the proof of Theorem 1.2, namely, use the equivalence
M˙sp,p(X ) = AF˙ sp,p(X ) given in Theorem 4.1. But, for s > 1, we need to find another fractional
s-Hajłasz gradient of u. Indeed, we deal with both cases in a uniform way by taking another
fractional s-Hajłasz gradient.
By the reverse doubling property of the RD-space, there exists K0 ∈ N and K0 > 1 such
that for all x ∈ X and 0 < r < 2 diamX /2K0 , μ(B(x,2K0r))  2μ(B(x, r)). Notice that u ∈
L
p
loc(X ) ⊂ L1loc(X ). Thus, for all the Lebesgue points x of u and all k ∈ Z such that 2−k+K0 <
diamX , by the Hölder inequality, we have that
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
∑
jk
|uB(x,2−j ) − uB(x,2−j−1)|

∑
jk
[|uB(x,2−j ) − uB(x,2−j+K0+1)\B(x,2−j+1)| + |uB(x,2−j−1) − uB(x,2−j+K0+1)\B(x,2−j+1)|]

∑
jk
–
∫
B(x,2−j )
∣∣u(y)− uB(x,2−j+K0+1)\B(x,2−j+1)∣∣dμ(y)

∑
jk
–
∫
B(x,2−j )
–
∫
B(x,2−j+K0+1)\B(x,2−j+1)
∣∣u(y) − u(z)∣∣dμ(z) dμ(y)

∑
jk
2−js
{
–
∫
B(x,2−j )
∫
B(x,2−j+K0+1)\B(x,2−j+1)
|u(y) − u(z)|p
[d(y, z)]spV (y, z) dμ(z) dμ(y)
}1/p
.
(4.6)
If μ(X ) = ∞, for all j ∈ Z and x ∈ X , we let
hj (x) ≡
{
–
∫
B(x,2−j−1)
∫
B(x,2−j+K0+1)\B(x,2−j+1)
|u(y) − u(z)|p
[d(y, z)]spV (y, z) dμ(z) dμ(y)
}1/p
,
and h ≡ {hj }j∈Z. Then h ∈ D˜s,s,1(u). Let y also be a Lebesgue point of u with 2−k−1 
d(x, y) < 2−k . Now∣∣u(x)− u(y)∣∣ ∣∣u(x) − uB(x,2−k)∣∣+ ∣∣u(y) − uB(x,2−k)∣∣.
Observe that by (4.6) and an argument similar to it, we have
∣∣u(y) − uB(x,2−k)∣∣ ∣∣u(y) − uB(y,2−k+1)∣∣+ |uB(y,2−k+1) − uB(x,2−k)|

∑
jk−1
2−jshj (y)+ –
∫
B(y,2−k+1)
∣∣u(z) − uB(y,2−k+1)∣∣dμ(z)

∑
jk−1
2−jshj (y).
So ∣∣u(x) − u(y)∣∣ ∑
jk−1
2−js
[
hj (x)+ hj (y)
]
. (4.7)
Thus, by Theorem 2.1, we obtain that
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∫
X
∑
j∈Z
–
∫
B(x,2−j )
∫
B(x,2−j+K0+1)\B(x,2−j+1)
|u(y) − u(z)|p
[d(y, z)]spV (y, z) dμ(z) dμ(y)dμ(x)

∑
j∈Z
∫
X
∫
B(y,2−j+K0+2)\B(y,2−j )
|u(y) − u(z)|p
[d(y, z)]spV (y, z) dμ(z) dμ(y)

∫
X
∫
X
|u(y) − u(z)|p
[d(y, z)]spV (y, z) dμ(z) dμ(y) ∼ ‖u‖B˙sp(X ).
Now assume that μ(X ) = 2−k0 for some k0 ∈ Z. Let x, y be a pair of Lebesgue points of u
and assume that 2−k−1  d(x, y) < 2−k for some k  k0. If k  k0 + K0 + 1, then (4.7) still
holds. If k0  k < k0 +K0 + 1, then∣∣u(x)− u(y)∣∣ ∣∣u(x) − uB(x,2−k0−K0−3)∣∣+ ∣∣u(y) − uB(y,2−k0−K0−3)∣∣
+ |uB(x,2−k0−K0−3) − uB(y,2−k0−K0−3)|. (4.8)
Since, for all z ∈ B(x,2−k0−K0−3) and w ∈ B(y,2−k0−K0−3), 2−k  d(z,w)  2−k0−K0−3, we
have that
|uB(x,2−k0−K0−3) − uB(y,2−k0−K0−3)|
 –
∫
B(x,2−k0−K0−3)
–
∫
B(y,2−k0−K0−3)
∣∣u(z) − u(w)∣∣dμ(z) dμ(w)
 2−ks
{
–
∫
B(x,2−k0−K0−3)
∫
B(y,2−k0−K0−3)
|u(z) − u(w)|p
[d(z,w)]spV (z,w) dμ(z) dμ(w)
}1/p
 2−ks
[
μ(X )]1/p‖u‖B˙sp(X ). (4.9)
If we take hk ≡ [μ(X )]1/p‖u‖B˙sp(X ) for all k0 − 1  k < k0 + K0 and hk ≡ 0 for k < k0 − 1,
then by (4.6), (4.8) and (4.9), we know that (4.7) still holds and hence h ≡ {hk}k∈Z ∈ D˜s,s,1(u).
Moreover, similarly to the case μ(X ) = ∞, we have u ∈ M˙sp,p(X ) and
‖u‖M˙sp,p(X )  ‖h‖Lp(X ,p)  ‖u‖B˙sp(X ).
Conversely, let u ∈ M˙sp,p(X ). We then have that for all x ∈ X ,∫
X
|u(x) − u(y)|p
[d(x, y)]spV (x, y) dμ(y)
∞∑
k=k0
∫
B(x,2−j )\B(x,2−j−1)
|u(x) − u(y)|p
[d(x, y)]spV (x, y) dμ(y)

∞∑
k=k0
–
∫
−j
[
gj (x) + gj (y)
]p
dμ(y),B(x,2 )
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‖u‖pB˙sp(X ) 
∫
X
∞∑
k=k0
–
∫
B(x,2−j )
[
gj (x)+ gj (y)
]p
dμ(y)dμ(x)

∫
X
∞∑
k=k0
[
gj (y)
]p
dμ(y) ‖u‖p
M˙sp,p(X ).
This finishes the proof of Proposition 4.1. 
5. Quasiconformal and quasisymmetric mappings
The aim of this section is to prove Theorems 1.3, 1.4 and their following extension; also see
Corollary 5.2. For the case X = Y = R, see [1,33].
Theorem 5.1. Let X and Y be Ahlfors n1-regular and n2-regular spaces with n1, n2 ∈ (0,∞),
respectively. Let f be a quasisymmetric mapping from X onto Y . For si ∈ (0, ni) with i = 1,2,
if n1/s1 = n2/s2, then f induces an equivalence between M˙s1n1/s1,n1/s1(X ) and M˙
s2
n2/s2,n2/s2
(Y),
and hence between B˙s1n1/s1(X ) and B˙
s2
n2/s2
(Y).
Since the volume derivative of a quasisymmetric mapping need not satisfy the reverse Hölder
inequality in this generality, we cannot extend Theorem 5.1 to the full range q ∈ (0,∞]. Further-
more, we do not claim that f acts as a composition operator but merely that every u ∈ B˙s2n2/s2(Y)
has a representative u˜ so that u˜ ◦ f ∈ B˙s1n1/s1(X ) with a norm bound, and similarly for f−1.
Indeed, u ◦ f need not even be measurable in this generality [30].
Now we begin with the proof of Theorem 1.3. To this end, we need the following properties
of quasiconformal mappings on Rn.
First recall that a homeomorphism on Rn is quasiconformal according to the metric definition
if and only if it is quasiconformal according to the analytic definition, and if and only if it is
quasisymmetric; see, for example, [18,21]. Moreover, denote by Br (X ) the class of functions w
on the metric measure space X satisfying the reverse Hölder inequality of order r ∈ (1,∞]: there
exists a positive constant C such that for all balls B ⊂ X ,{
–
∫
B
[
w(x)
]r
dμ(x)
}1/r
 C –
∫
B
w(x)dμ(x).
Then, a celebrated result of Gehring [10] says that:
Proposition 5.1. Let n  2 and f :Rn → Rn be a quasiconformal mapping. Then there exists
r ∈ (1,∞] such that |Jf | ∈ Br (Rn).
For a quasiconformal mapping f :Rn → Rn, we set
Rf ≡ sup
{
r ∈ (1,∞]: |Jf | ∈ Br
(
R
n
)}
. (5.1)
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have the following conclusions; see, for example, [21, Remark 6.1].
Proposition 5.2. Let n 2 and f :Rn → Rn be a quasiconformal mapping.
(i) For any measurable set E ⊂ Rn, |f (E)| = ∫
E
|Jf (x)|dx; moreover, |E| = 0 if and only if
|f (E)| = 0.
(ii) f induces a doubling measure on Rn, namely, there exists a positive constant C such that
for every ball B ⊂ Rn, |f (2B)| C|f (B)|.
(iii) There exist positive constants C and α ∈ (0,1] such that for every ball B ⊂ Rn, and every
measurable set E ⊂ B ,
|f (E)|
|f (B)|  C
( |E|
|B|
)α
.
We also need the following change of variable formula, which is deduced from the Lebesgue–
Radon–Nikodym theorem and the absolute continuity of f given in Proposition 5.2(i).
Lemma 5.1. Let n 2 and f :Rn → Rn be a quasiconformal mapping. Then for all nonnegative
Borel measurable functions u on Rn,∫
Rn
u
(
f (x)
)∣∣Jf (x)∣∣dx = ∫
Rn
u(y) dy.
Let f be a homeomorphism between metric spaces (X , dX ) and (Y, dY ). For our conve-
nience, in what follows, we always write
Lf (x, r) ≡ sup
{
dY
(
f (x), f (y)
)
: dX (x, y) r
}
and
f (x, r) ≡ inf
{
dY
(
f (x), f (y)
)
: dX (x, y) r
}
for all x ∈ X and r ∈ (0,∞).
Proof of Theorem 1.3. Since f−1 is also a quasiconformal mapping, it suffices to prove that
f induces a bounded linear operator on M˙sn/s,q(Rn), namely, if u ∈ M˙sn/s,q(Rn), then u ◦ f ∈
M˙sn/s,q(R
n) and ‖u ◦ f ‖M˙sn/s,q (Rn)  ‖u‖M˙sn/s,q (Rn). To this end, let u ∈ M˙
s
n/s,q(R
n). Without loss
of generality, we may assume that ‖u‖M˙sn/s,q (Rn) = 1. Let g ∈ Ds(u) and ‖g‖Ln/s(Rn,q )  2. For
our convenience, by abuse of notation, we set gt ≡ gk for all t ∈ [2−k−1,2−k) and k ∈ Z. More-
over, since either Jf (x) > 0 for almost all x ∈ Rn or Jf (x) < 0 for almost all x ∈ Rn (see, for
example, [21, Remark 5.2]), without loss of generality, we may further assume that Jf (x) > 0
for almost all x ∈ Rn.
Due to Theorem 2.1, the task of the proof of Theorem 1.3 is reduced to finding a suitable h ∈
D˜
s,s,N (u ◦f ) with ‖h‖Ln/s(Rn,q )  1 for some integer N . To this end, we consider the following
three cases: (i) q = n/s, (ii) q ∈ (n/s,∞], (iii) q ∈ (0, n/s). We pointed out that in Case (i),
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Lemma 5.1; in Case (ii), we need the reverse Hölder inequality; while in Case (iii), we apply
Lemma 2.3 and the reverse Hölder inequality, and establish a subtle pointwise estimate via non-
increasing rearrangement functions (see (5.7) below).
Case (i) q = n/s. In this case, by Proposition 5.2(iii), there exists K0 ∈ N such that for all
x ∈ Rn and r ∈ (0,∞), ∣∣f (B(x,2K0r) \B(x,2r))∣∣ ∣∣f (B(x,2r))∣∣.
Then for all x ∈ Rn such that f (x) is a Lebesgue point of u, and for all k ∈ Z, similarly to the
proof of Lemma 2.1, by Proposition 5.2(ii), we have that∣∣u ◦ f (x)− uf (B(x,2−k))∣∣∑
jk
|uf (B(x,2−j−1)) − uf (B(x,2−j ))|

∑
jk
–
∫
f (B(x,2−j ))
∣∣u(y) − uf (B(x,2−j+K0 )\B(x,2−j+1))∣∣dy

∑
jk
–
∫
f (B(x,2−j ))
–
∫
f (B(x,2−j+K0 )\B(x,2−j+1))
∣∣u(y)− u(z)∣∣dzdy,
where, in the penultimate inequality, we used the fact that∣∣f (B(x,2−j−1))∣∣∼ ∣∣f (B(x,2−j ))∣∣,
which is obtained by Proposition 5.2(ii).
Since f is a quasisymmetric mapping, there exists K1 ∈ N such that for all y ∈ Rn and j ∈ Z,
Lf
(
f−1(y),2−j+K0+1
)
 2K1f
(
f−1(y),2−j
)
 2K1Lf
(
f−1(y),2−j
)
.
For all k ∈ Z, set g˜k ≡∑k+K1j=k gj . Then we know that {g˜k}k∈Z ∈ Ds,K1,0(u) and, moreover,∥∥{g˜k}k∈Z∥∥Ln/s(Rn,n/s )  ‖g‖Ln/s(Rn,n/s )  1.
By abuse of notation, we write that g˜t ≡ g˜k for every t ∈ [2−k−1,2−k) and all k ∈ Z.
For almost all y ∈ f (B(x,2−j )) and z ∈ f (B(x,2−j+K0) \ B(x,2−j+1)), since
f
(
f−1(y),2−j
)
 |y − z| Lf
(
f−1(y),2−j+K0+1
)
,
f
(
f−1(z),2−j
)
 |y − z| Lf
(
f−1(z),2−j+K0+1
)
and
|y − z| ∣∣y − f (x)∣∣+ ∣∣f (x)− z∣∣ 2Lf (x,2−j+K0),
we have
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
[
Lf
(
x,2−j+K0
)]s[
g˜Lf (f−1(y),2−j+K0+1)(y) + g˜Lf (f−1(z),2−j+K0+1)(z)
]
,
which further yields that
∣∣u ◦ f (x)− uf (B(x,2−k))∣∣ ∑
jk−K0−1
[
Lf
(
x,2−j
)]s
–
∫
f (B(x,2−j ))
g˜Lf (f−1(y),2−j )(y) dy.
For all x ∈ Rn and all j ∈ Z, set
hj (x) ≡ 2js
[
Lf
(
x,2−j
)]s
–
∫
f (B(x,2−j ))
g˜Lf (f−1(y),2−j )(y) dy. (5.2)
Then ∣∣u ◦ f (x)− uf (B(x,2−k))∣∣ ∑
jk−K0−1
2−jshj (x).
Moreover, h is a constant multiple of an element of D˜s,s,K0+2(u ◦ f ). In fact, for every pair of
Lebesgue points x, y ∈ Rn with |x − y| ∈ [2−k−1,2−k), we have∣∣u ◦ f (x)− u ◦ f (y)∣∣ ∣∣u ◦ f (x)− uf (B(x,2−k))∣∣+ ∣∣u ◦ f (y)− uf (B(x,2−k))∣∣.
By Proposition 5.2(ii) and an argument similar to the above, we also have
∣∣u ◦ f (y)− uf (B(x,2−k+1))∣∣ ∣∣u ◦ f (y)− uf (B(y,2−k+1))∣∣+ |uf (B(y,2−k+1)) − uf (B(x,2−k))|

∑
jk−K0−2
2−jshj (y)+ –
∫
f (B(y,2−k+1))
∣∣u(z) − uf (B(y,2−k+1))∣∣dz

∑
jk−K0−2
2−jshj (y),
and hence ∣∣u ◦ f (x)− u ◦ f (y)∣∣ ∑
jk−K0−2
2−js
[
hj (x)+ hj (y)
]
, (5.3)
which implies that h is a constant multiple of an element of D˜s,s,K0+2(u ◦ f ).
Now we estimate ‖h‖Ln/s(Rn,n/s ). In fact, from (ii) and (iii) of Proposition 5.2 and the fact
that f is quasisymmetric, it follows that for all x ∈ Rn and j ∈ Z,[
Lf
(
x,2−j
)]n ∼ ∣∣f (B(x,2−j ))∣∣, (5.4)
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hj (x) 2js
{ ∫
f (B(x,2−j ))
[
g˜Lf (f−1(y),2−j )(y)
]n/s
dy
}s/n
.
Noticing that y ∈ f (B(x,2−j )) implies that x ∈ B(f−1(y),2−j ), by Proposition 5.2(i), we have
‖h‖n/s
Ln/s(Rn,n/s )

∑
j∈Z
2jn
∫
Rn
∫
f (B(x,2−j ))
[
g˜Lf (f−1(y),2−j )(y)
]n/s
dy dx

∑
j∈Z
2jn
∫
Rn
[
g˜Lf (f−1(y),2−j )(y)
]n/s{ ∫
B(f−1(y),2−j )
dx
}
dy

∫
Rn
∑
j∈Z
[
g˜Lf (f−1(y),2−j )(y)
]n/s
dy

∫
Rn
∑
k∈Z
(

{
j ∈ Z: Lf
(
f−1(y),2−j
) ∈ [2−k−1,2−k)})[g˜k(y)]n/s dy,
where E denotes the cardinality of a set E ⊂ Z. Moreover, observe that for all k ∈ Z and y ∈ Rn,
we have

{
j ∈ Z: Lf
(
f−1(y),2−j
) ∈ [2−k−1,2−k)} 1. (5.5)
Indeed, if i, j ∈ Z with i > j , Lf (f−1(y),2−i ),Lf (f−1(y),2−j ) ∈ [2−k−1,2−k), then by (5.4)
and Proposition 5.2(iii),
1
2
 Lf (f
−1(y),2−i )
Lf (f−1(y),2−j )
 |f (B(f
−1(y),2−i ))|1/n
|f (B(f−1(y),2−j ))|1/n  2
(j−i)α/n,
which implies that i− j N for some constant N independent of i, j and y, and hence (5.5) fol-
lows. Then by (5.5), we further obtain
‖h‖n/s
Ln/s (Rn,n/s )

∑
k∈Z
∫
Rn
[
g˜k(y)
]n/s
dy  ‖g‖n/s
Ln/s(Rn,n/s )
 1,
which implies that ‖u ◦ f ‖M˙sn/s,n/s (Rn)  1. That is, Theorem 1.3 is true for the space
M˙sn/s,n/s(R
n).
Case (ii) q ∈ (n/s,∞]. In this case, we still take h ≡ {hj }j∈Z as a variant of the fractional
s-Hajłasz gradient of u ◦ f , where hj is given in (5.2). Then we will control hj by a suitable
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Lemma 5.1, (5.4) and the Hölder inequality, we have
hj (x) =
[ |f (B(x,2−j ))|
|B(x,2−j )|
]−1+s/n
–
∫
B(x,2−j )
g˜Lf (z,2−j )
(
f (z)
)
Jf (z) dz

[ |f (B(x,2−j ))|
|B(x,2−j )|
]−1+s/n{
–
∫
B(x,2−j )
[
g˜Lf (z,2−j )
(
f (z)
)]p[
Jf (z)
]ps/n
dz
}1/p
×
{
–
∫
B(x,2−j )
[
Jf (z)
]p(n−s)/[n(p−1)]
dz
}(p−1)/p
,
where we take p ∈ (1, n/s) to be close to n/s so that p(n − s)/n(p − 1) < Rf . Therefore, by
the reverse Hölder inequality given in Proposition 5.1, and Proposition 5.2(i), we obtain
hj (x)
{M([˜gLf (·,2−j ) ◦ f ]p[Jf ]ps/n)(x)}1/p,
where we recall that M denotes the Hardy–Littlewood maximal function. Therefore, the
Fefferman–Stein vector-valued maximal inequality on M, p < n/s < q , (5.5) and Lemma 5.1
yield that
‖h‖n/s
Ln/s (Rn,q )

∫
Rn
(∑
j∈Z
{M([˜gLf (·,2−j ) ◦ f ]p[Jf ]ps/n)(x)}q/p)n/(sq) dx

∫
Rn
(∑
j∈Z
[
g˜Lf (x,2−j ) ◦ f (x)
]q)n/(sq)
Jf (x) dx

∫
Rn
(∑
j∈Z
[
g˜j ◦ f (x)
]q)n/(sq)
Jf (x) dx

∫
Rn
(∑
j∈Z
[
g˜j (x)
]q)n/(sq)
dx  1.
Thus, Theorem 1.3 is true for the space M˙sn/s,q(Rn) with q ∈ (n/s,∞].
Case (iii) q ∈ (0, n/s). In this case, for given q ∈ (0, n/s), we choose δ ∈ (0,1] such that
0 < δ <
nq(Rf − 1)
nRf − sq ,
where Rf is as in (5.1) on Rn. It is easy to check that
1 <
n− sδ q
< Rf .
n q − δ
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1 <
n− sδ
n
p
p − 1 <Rf . (5.6)
We also let , ′ ∈ (0, s) such that  < ′.
We now claim that there exists a measurable set E ⊂ Rn with |E| = 0 such that for all x, y ∈
R
n \E with |x − y| ∈ [2−k−1,2−k),
∣∣u ◦ f (x) − u ◦ f (y)∣∣∑
jk
{
inf
c∈R
[
–
∫
B(f (x),2Lf (x,2−j ))
∣∣u(z) − c∣∣δ dz]1/δ
+ inf
c∈R
[
–
∫
B(f (y),2Lf (y,2−j ))
∣∣u(z) − c∣∣δ dz]1/δ}, (5.7)
where the implicit constant is independent of x, y, k and u, but may depend on δ.
Assume this claim holds for the moment. Observe that by Proposition 5.2(iii) and (5.4), there
exists K2 ∈ N such that for all x ∈ Rn and j ∈ Z, 4Lf (x,2−j ) f (x,2−j+K2), and hence
B
(
f (x),4Lf
(
x,2−j
))⊂ B(f (x), f (x,2−j+K2))⊂ f (B(x,2−j+K2)).
Then by Lemma 2.3, we have that
∑
jk
inf
c∈R
[
–
∫
B(f (x),2Lf (x,2−j ))
∣∣u(z) − c∣∣δ dz]1/δ

∑
jk
[
Lf
(
x,2−j
)]′ ∑
i−3−logLf (x,2−j )
2−i(s−′)
{
–
∫
B(f (x),Lf (x,2−j+K2 ))
[
gi(z)
]δ
dz
}1/δ
.
Notice that by (5.6), the reverse Hölder inequality given in Proposition 5.1, the Hölder inequality,
Proposition 5.2(i) and Lemma 5.1, we obtain that
–
∫
f (B(x,2−j+K2 ))
[
gi(z)
]δ
dz |B(x,2
−j+K2)|
|f (B(x,2−j+K2))| –
∫
B(x,2−j+K2 )
[
gi ◦ f (w)
]δ
Jf (w)dw
 |B(x,2
−j+K2)|
|f (B(x,2−j+K2))|
{
–
∫
B(x,2−j+K2 )
[
gi ◦ f (w)
]pδ[
Jf (w)
]pδs/n
dw
}1/p
×
{
–
∫
B(x,2−j+K2 )
[
Jf (w)
]p(n−sδ)/[n(p−1)]
dw
}(p−1)/p

[ |B(x,2−j+K2)|
−j+K2
]δs/n[M([gi ◦ f ]pδ[Jf ]pδs/n)(x)]1/p.|f (B(x,2 ))|
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∑
jk
inf
c∈R
[
–
∫
B(f (x),2Lf (x,2−j ))
∣∣u(z) − c∣∣δ dz]1/δ

∑
jk
[
Lf
(
x,2−j
)]′ ∑
i−3−logLf (x,2−j )
2−i(s−′)
[ |B(x,2−j+K2)|
|f (B(x,2−j+K2))|
]s/n
× [M([gi ◦ f ]pδ[Jf ]pδs/n)(x)]1/(pδ)

∑
jk
2−js
∑
i−3−logLf (x,2−j )
2−i(s−′)
[
Lf
(
x,2−j
)]′−s
× [M([gi ◦ f ]pδ[Jf ]pδs/n)(x)]1/(pδ).
For all j ∈ Z, set
hj ≡
∑
i−3−logLf (·,2−j )
[
Lf
(·,2−j )]′−s2−i(s−′)[M([gi ◦ f ]pδ[Jf ]pδs/n)]1/(pδ).
By (5.7), we know that h ≡ {hj }j∈Z is a constant multiple of an element of D˜s,s,0(u ◦ f ). More-
over, by (5.5), we have
‖h‖n/s
Ln/s (Rn,q )

∫
Rn
(∑
j∈Z
{ ∑
i−3−logLf (x,2−j )
[
Lf
(
x,2−j
)]′−s2−i(s−′)
× [M([gi ◦ f ]pδ[Jf ]pδs/n)(x)]1/(pδ)}q)n/(sq) dx

∫
Rn
(∑
k∈Z
{ ∑
ik−3
2(k−i)(s−′)
[M([gi ◦ f ]pδ[Jf ]pδs/n)(x)]1/(pδ)}q)n/(sq) dx.
When q ∈ (1, n/s), applying the Hölder inequality, we have
‖h‖n/s
Ln/s (Rn,q )

∫
Rn
(∑
k∈Z
∑
ik−3
2(k−i)(s−′)
[M([gi ◦ f ]pδ[Jf ]pδs/n)(x)]q/(pδ))n/(sq) dx,
which, when q ∈ (0,1], still holds with 2(k−i)(s−′) replaced by 2(k−i)(s−′)q due to (2.2).
Then, by p < q/δ < n/(sq), the Fefferman–Stein vector-valued maximal inequality on M and
Lemma 5.1, we obtain
‖h‖n/s
Ln/s (Rn,q )

∫
n
(∑
i∈Z
[M([gi ◦ f ]pδ[Jf ]pδs/n)(x)]q/(pδ))n/(sq) dx
R
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∫
Rn
(∑
i∈Z
[
gi ◦ f (x)
]q)n/(sq)
Jf (x) dx

∫
Rn
(∑
i∈Z
[
gi(x)
]q)n/(sq)
dx  1,
which is as desired.
Finally, we prove the above claim (5.7). For each ball B , let mu(B) be a median of u on B ,
namely, a real number such that
max
{∣∣{x ∈ B: u(x) > mu(B)}∣∣, ∣∣{x ∈ B: u(x) < mu(B)}∣∣} |B|2 .
Then, as proved by Fujii [9, Lemma 2.2], there exists a measurable set E ⊂ Rn with |E| = 0 such
that
u(z) = lim|B|→0,Bzmu(B)
for all z ∈ Rn \ E. Thus, for all z ∈ Rn \ E, and every sequence {rj }j0 with rj → 0 as j → ∞
and 0 < rj+1  rj < Nrj+1 for some fixed constant N , we have∣∣u(z) −mu(B(z, r0))∣∣∑
j0
∣∣mu(B(z, rj+1))−mu(B(z, rj ))∣∣

∑
j0
[∣∣mu(B(z, rj+1))− cB(z,rj )∣∣+ ∣∣mu(B(z, rj ))− cB(z,rj )∣∣],
where cB(z,rj ) is a real number such that
–
∫
B(z,rj )
∣∣u(w)− cB(z,rj )∣∣δ dw  2 inf
c∈R –
∫
B(z,rj )
∣∣u(w)− c∣∣δ dw. (5.8)
To estimate |mu(B(z, rj+1)) − cB(z,rj )| and |mu(B(z, rj )) − cB(z,rj )|, recall that the non-
increasing rearrangement of a measurable function v is defined by
v∗(t) ≡ inf{α > 0: ∣∣{w ∈ Rn: ∣∣v(w)∣∣> α}∣∣ t}.
Then, for every ball B and number c ∈ R, obviously, we can take mu−c(B) = mu(B) − c as a
median of u− c on B . Then, by [9, Lemma 2.1],∣∣mu(B) − c∣∣= ∣∣mu−c(B)∣∣m|u−c|(B),
which further implies that
∣∣mu(B) − c∣∣ (|u− c|χB)∗(|B|/2) {2 –∫ ∣∣u(w)− c∣∣δ dw}1/δ. (5.9)
B
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B
|u(w)− c|δ dw, by Chebyshev’s inequality, we have∣∣{w ∈ B: ∣∣u(w)− c∣∣> (2σ)1/δ}∣∣= ∣∣{w ∈ B: ∣∣u(w)− c∣∣δ > 2σ}∣∣
 (2σ)−1
∫
B
∣∣u(w)− c∣∣δ dw = |B|
2
,
which implies the second inequality of (5.9). For the first inequality, since
∣∣{w ∈ B: ∣∣u(w)− c∣∣m|u−c|(B)}∣∣= |B| − ∣∣{w ∈ B: ∣∣u(w)− c∣∣<m|u−c|(B)}∣∣ |B|2
for all α < m|u−c|(B), we have |{w ∈ B: |u(w) − c| > α}|  |B|/2, which implies that α <
(|u − c|χB)∗(|B|/2) and hence m|u−c|(B) (|u− c|χB)∗(|B|/2). This gives the first inequality
of (5.9).
Combining (5.9), (5.8) and rj+1  rj Nrj yields that
∣∣mu(B(z, rj ))− cB(z,rj )∣∣ inf
c∈R
{
–
∫
B(z,rj )
∣∣u(w)− c∣∣δ dw}1/δ
and
∣∣mu(B(z, rj+1))− cB(z,rj )∣∣ {2 –∫
B(z,rj+1)
∣∣u(w)− cB(z,rj )∣∣δ dw}1/δ
 inf
c∈R
{
–
∫
B(z,rj )
∣∣u(w)− c∣∣δ dw}1/δ. (5.10)
Therefore,
∣∣u(z) −mu(B(z, r0))∣∣∑
j0
inf
c∈R
{
–
∫
B(z,rj )
∣∣u(w)− c∣∣δ dw}1/δ. (5.11)
For all x, y ∈ Rn \E with 2−k−1  |x − y| < 2−k , write∣∣u ◦ f (x) − u ◦ f (y)∣∣ ∣∣u ◦ f (x)−mu(B(f (x),2Lf (x,2−k)))∣∣
+ ∣∣mu(B(f (y),Lf (y,2−k−1)))−mu(B(f (x),2Lf (x,2−k)))∣∣
+ ∣∣u ◦ f (y)−mu(B(f (y),Lf (x,2−k−1)))∣∣
≡ I1 + I2 + I3.
Since
Lf
(
z,2−j+1
)
 Lf
(
z,2−j
)
 2K1Lf
(
z,2−j+1
)
,
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I1 
∑
j0
inf
c∈R
{
–
∫
B(f (x),2Lf (x,2−j ))
∣∣u(w)− c∣∣δ dw}1/δ
and
I3 
∑
j1
inf
c∈R
{
–
∫
B(f (y),2Lf (x,2−j ))
∣∣u(w)− c∣∣δ dw}1/δ.
Moreover, by an argument similar to (5.10), we have
I2 
∣∣mu(B(f (y),Lf (y,2−k−1)))− cB(f (x),2Lf (x,2−k))∣∣
+ ∣∣mu(B(f (x),2Lf (x,2−k)))− cB(f (x),2Lf (x,2−k))∣∣
 inf
c∈R
{
–
∫
B(f (x),2Lf (x,2−k))
∣∣u(w)− c∣∣δ dw}1/δ.
Combining the estimates of I1, I2 and I3 gives the above claim (5.7). This finishes the proof of
Case (iii) and hence Theorem 1.3. 
To prove Theorem 1.4, we need the following result which is deduced from Theorem 7.11 and
Corollary 7.13 of [18], [19] and the Lebesgue–Radon–Nikodym theorem.
Proposition 5.3. Let X and Y be locally compact Ahlfors n-regular spaces for some n > 1 and
assume that X admits a weak (1, n)-Poincaré inequality. Let f :X → Y be a quasisymmetric
mapping. Then:
(i) f is absolutely continuous, Jf ∈ Br (X ) for some r ∈ (1,∞], Jf dμX is a doubling measure
and ∫
E
Jf (x) dμX (x) =
∣∣f (E)∣∣
for every measurable set E ⊂ X . Here Jf denotes the volume (Radon–Nikodym) derivative
of f , namely,
Jf (x) ≡ lim
r→0
μY (f (B(x, r)))
μX (B(x, r))
,
which exists and is finite for almost all x ∈ X .
(ii) f−1 is also a quasisymmetric mapping, absolutely continuous and for almost all x ∈ X ,
Jf−1(f (x)) = [Jf (x)]−1.
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of [18], we know that f is actually an η-quasisymmetric mapping for some homeomorphism
η : [0,∞) → [0,∞). Moreover, since the assumptions of Theorem 1.4 also imply those of Propo-
sition 5.3, we have that Jf ∈ Br (X ) and Jf dμX is also a doubling measure, which together
with [28] implies that Jf is a weight in the sense of Muckenhoupt. Therefore, a variant of Propo-
sition 5.2(iii) still holds in this setting. Moreover, recall that by [17, Proposition 10.8], for every
pair of sets A and B satisfying A ⊂ B ⊂ X and 0 < diamA diamB < ∞,
1
2η( diamBdiamA)
 diamf (A)
diamf (B)
 η
(
2 diamA
diamB
)
. (5.12)
Then, with the aid of these facts, Propositions 5.3 and 4.1, the proof of Theorem 1.4 is essentially
the same as that of Theorem 1.3. We omit the details. 
As the above proof shows, with the assumptions of Proposition 5.3, a similar conclusion of
Theorem 1.4 still holds.
Corollary 5.1. Let the assumptions be as in Proposition 5.3. Then for all s ∈ (0,1] and q ∈
(0,∞], a quasisymmetric mapping f :X → Y induces an equivalence between M˙sn/s,q(X ) and
M˙sn/s,q(Y).
Finally, we turn to the proof of Theorem 5.1. To this end, we need the following Lebesgue
theorem for Hajłasz–Sobolev functions, which is proved by modifying the proof of [15, Theo-
rem 4.4] slightly (see also [20, Theorem 4.4]).
Lemma 5.2. Let X be an Ahlfors n-regular space with n > 0 and s ∈ (0, n). Then for every
u ∈ B˙sn/s(X ), there exists a set F such that X \ F has Hausdorff dimension zero and u˜(x) ≡
limr→0 –
∫
B(x,r)
u(z) dμ(z) exists for all x ∈ F .
Proof. Let u ∈ B˙sn/s(X ) ⊂ M˙s,n/s(X ). For all x ∈ X , define
u˜(x) ≡ lim sup
r→0
–
∫
B(x,r)
u(z) dμ(z).
By Lemma 2.2, u is locally integrable and hence u˜(x) = u(x) for almost all x ∈ X . Denote by F
the set of all x ∈ X such that u˜(x) = limr→0 –
∫
B(x,r)
u(z) dμ(z). Then, to show Lemma 5.2,
it suffices to prove that X \ F has Hausdorff dimension zero. Let g ∈ Ds(X ) ∩ Ln/s(X ) and
 ∈ (0, s). Notice that for x ∈ X and j, k ∈ Z with k  j + 1,
|uB(x,2−k) − uB(x,2−j )|
k−1∑
i=j
|uB(x,2−i−1) − uB(x,2−i )|

k−1∑
i=j
–
∫
−i
∣∣u(z) − uB(x,2−i )∣∣dμ(z)
B(x,2 )
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k−1∑
i=j
2−is –
∫
B(x,2−i )
g(z) dμ(z)
 2−j (s−) sup
ij
2−i –
∫
B(x,2−i )
g(z) dμ(z).
If supi0 2−i –
∫
B(x,2−i ) g(z) dz < ∞, then x ∈ F . Thus,
X \ F ⊂ G ≡
{
x ∈ X : sup
i0
2−i –
∫
B(x,2−i )
g(z) dμ(z) = ∞
}
.
Since for all i ∈ N and x ∈ X , by the Hölder inequality,
2−i –
∫
B(x,2−i )
g(z) dμ(z)
{
2−in/s –
∫
B(x,2−i )
[
g(z)
]n/s
dμ(z)
}s/n
,
then by [15, Lemma 2.6], for all N ∈ N, we further have
Hn(1−/s)∞
(
G∩B(y,1))
Hn(1−/s)∞
({
x ∈ B(y,1): sup
i0
2−in/s –
∫
B(x,2−i )
[
g(z)
]n/s
dμ(z) > Nn/s
})
N−n/s
∫
X
[
g(z)
]n/s
dμ(z),
which implies that Hn(1−/s)∞ (G ∩ B(y,1)) = 0 and hence Hn(1−/s)(G ∩ B(y,1)) = 0. Here
Hn(1−/s)∞ and Hn(1−/s) denote the Hausdorff content and the Hausdorff measure, respectively.
Because we are free to choose  ∈ (0, s), we conclude that G and hence X \ F have Hausdorff
dimension zero. This finishes the proof of Lemma 5.2. 
Proof of Theorem 5.1. Let f :X → Y be an η-quasisymmetric mapping. By [17, Proposi-
tion 10.6], f−1 is an η˜-quasisymmetric with η˜(t) = 1/η−1(t−1) for all t ∈ (0,∞). Moreover,
since X and Y are Ahlfors regular spaces and hence uniformly perfect, by [17, Corollary 11.5],
f and f−1 are Hölder continuous on bounded sets of X and Y , respectively.
Let u ∈ M˙s2n2/s2,n2/s2(Y) and u˜ be as in Lemma 5.2. Then Lemma 5.2 says that u˜(x) = u(x)
for almost all x ∈ Y , and the complement of the set of all the Lebesgue points of u˜ is contained in
Y \F and has Hausdorff dimension zero. By abuse of notation, we still denote u˜ by u. Since f−1
is Hölder continuous on every bounded set of Y , it is easy to check that f−1(Y \F) has Hausdorff
dimension zero and hence μX (f−1(Y \ F)) = 0. Let g ∈ Ds2(u) such that ‖g‖ n2/s2 n2/s2 L (Y, )
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−1(F ) ⊂ X and
for all j ∈ Z, if 2−j < 2 diamX , set
hj (x) ≡ 2js1
[
Lf
(
x,2−j
)]s2
–
∫
f (B(x,2−j ))
g˜Lf (f−1(y),2−j )(y) dμY (y),
and if 2−j  2 diamX , set hj ≡ 0. Since μX (X \ f−1(F )) = μX (f−1(Y \ F)) = 0, h is well
defined. Moreover, for each x ∈ f−1(F ), since f (x) is a Lebesgue point of u, it follows that
uf (B(x,2−j )) → u ◦ f (x) as j → ∞. Observing that μX (X \ f−1(F )) = 0, by an argument as in
the proof of Theorem 1.3, we can prove that h ≡ {hj }j∈Z is a constant multiple of an element of
D
s1,s1,K0(u ◦ f ) for some constant K0 determined by (5.12) and the constants appearing in (1.2)
for μY .
Now we estimate ‖h‖Ln1/s1 (X ,n1/s1 ). In fact, since [Lf (x,2−j )]n2 ∼ |f (B(x,2−j ))|, by the
Hölder inequality and n1/s1 = n2/s2, we then have
hj (x) 2js1
{ ∫
f (B(x,2−j ))
[
g˜Lf (f−1(y),2−j )(y)
]n1/s1 dμY (y)}s1/n1 .
Noticing that y ∈ f (B(x,2−j )) implies that x ∈ B(f−1(y),2−j ), by an argument similar to that
of the proof of Theorem 1.3, we have
‖h‖n1/s1
Ln1/s1 (X ,n1/s1 ) 
∫
Y
∑
k∈Z
(

{
j ∈ Z: Lf
(
f−1(y),2−j
) ∈ [2−k−1,2−k)})[g˜k(y)]n1/s1 dμY (y).
Moreover, observe that for all k ∈ Z and y ∈ Y , by (5.12),

{
j ∈ Z: Lf
(
f−1(y),2−j
) ∈ [2−k−1,2−k)} 1.
By n1/s1 = n2/s2, we then have
‖h‖n1/s1
Ln1/s1 (X ,n1/s1 ) 
∑
k∈Z
∫
Y
[
g˜k(y)
]n1/s1 dμ(y) ‖g‖n2/s2
Ln2/s2 (Y,n2/s2 ).
Thus, ‖u◦f ‖
M˙
s1
n1/s1,n1/s1
(X )  ‖u‖M˙s2n2/s2,n2/s2 (Y). Applying the above result to f
−1
, we obtain that
‖u ◦ f−1‖
M˙
s1
n1/s1,n1/s1
(Y)  ‖u‖M˙s2n2/s2,n2/s2 (X ), which completes the proof of Theorem 5.1. 
Moreover, combining the proofs of Theorems 5.1 and 1.3, one can further obtain the following
conclusion.
Corollary 5.2. Let X and Y be Ahlfors n1-regular and n2-regular spaces with n1, n2 ∈ (0,∞),
respectively. Let f be a quasisymmetric mapping from X onto Y , and assume that f and f−1
are absolutely continuous and Jf ∈ Br (X ) for some r ∈ (1,∞]. Let si ∈ (0, ni) with i = 1,2
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and M˙s2n2/s2,q (Y).
In Corollary 5.2, f acts as a composition operator. Moreover, with the assumptions of
Corollary 5.2, by the Lebesgue–Radon–Nikodym theorem and [28], we have that Jf−1(y) =
[Jf (f−1(y))]−1 for almost all y ∈ Y , and hence Jf−1 ∈ Br ′(Y) for some r ′ ∈ (1,∞].
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