This paper addresses issues in closed loop performance monitoring. Particular attention is paid to detecting whether an observed deviation from nominal performance is due to a disturbance or due to a control relevant system change.
Introduction
To motivate the following work, we brie y consider the wider topic of adaptive control. In conventional certainty equivalence adaptive control 13,1], recursively estimated model parameters are used to recompute the controller parameters at every sampling instance. A di culty with this strategy is that inevitable estimator transients, due to disturbances and parameter tracking, are passed to the controller.
It would therefore be preferable to update the controller only when the system has changed and the parameter estimates have converged with su cient con dence. This can be achieved by viewing adaptive control as the coordination of the three subtasks of performance monitoring, estimation and control design. 10] gives an example of such a scheme as one of the contributions to the Sydney Benchmark 7] .
With its application to supervised adaptive control in mind, the objective of this paper is to focus on the issue of closed loop performance monitoring.
At rst sight, one might consider running a model of the nominal closed loop in parallel with the actual loop. This, however, is inadequate since disturbances and small model errors are not readily distinguished from control relevant system changes. Consider for instance the residuals in Figure 1 . These were obtained from a real-time implementation of a DC-motor servo system being controlled by a digital regulator. The plots show residuals between the measured closed loop and its simulation under four di erent conditions: steady state with the limit cycling being due to slip{stick friction in the physical servo, during a period of disturbances, a change in the system dynamics and nally disturbances acting after a change in the system dynamics.
There are clear excitations of the residuals, but it is not evident what the cause is.
Alternatively, one might apply a standard fault detection scheme to detect system changes. Statistical tests as described, for instance in 2], are based on black-box models and could conceivably be applied to the current problem. This, however, is not exactly what is needed in the framework of adaptive control since there is no indication of whether a detected system change is control relevant or not. Furthermore, disturbances, as the ones in Figure 1 , are very likely to cause false alarms. Another approach to fault detection is surveyed in 17] . Here the focus is on diagnosis and fault isolation. The techniques described herein are either based on state observers or parity spaces. These methods do have the potential of being sensitive to speci c system changes while remaining insensitive to certain disturbances at the expense of requiring detailed prior knowledge of the system and possible changes. We also note that 17] aims at detecting system changes, whereas the present paper focuses on detecting changes in closed loop performances. Particularly in the case of robust control, a system change need not necessarily result in a performance deterioration. Residual between closed loop simulation model and measured system outputs during steady state, a period of disturbances, a period of system changes and combined disturbances and system changes. For graphical clarity, the residuals are separated by an o set.
In chemical process control, a number of performance monitoring methods have been proposed. In 9, 14] the goal is to estimate the best possible output variance of the controlled system and to monitor the di erence to the actual variance. For linear systems with stochastic disturbances, the best possible output variance corresponds to minimum variance control. It depends solely on the process delay and can be determined by estimating a whitening lter for the output. In 5], this technique is extended to cover step disturbances. A recent application of these methods is found in 15]. An interesting change detection version of this approach to performance monitoring is presented in 19] . It is demonstrated that a large number of conceivable performance measures can be expressed as linear functions of the coe cients of a nite impulse response whitening lter. Then standard change detectors can be applied to detect deteriorations. The papers cited above have their background in chemical process control where disturbances are frequently su ciently exciting and well approximated by stochastic processes with high frequency spectra. In contrast, the present paper considers the case where neither the disturbance nor the reference signal can be assumed to be exciting. In particular, we consider deterministic steps, ramps and similar disturbances with frequency content within the closed loop bandwidth. Furthermore, as pointed out in 14], even if the disturbance is stochastic there must be an external perturbation to distinguish performance degradation caused by system changes and degradation caused by disturbances.
To this end, the present paper utilizes statistical hypothesis testing to assess whether an observed deviation from nominal performance is due to a disturbance or due to a system change that has deteriorated the closed loop stability margins. The algorithm achieves this by two key features. Firstly, there is an external probing signal. The associated perturbations in the output re ect the inherent trade-o between learning and control as known from the dual control principle 1]. Secondly, stability margins in the Nyquist plot are de ned in terms of a novel clover like region rather than the conventional circle. The clover region maps to a linearly bounded region in the closed loop domain and therefore ensures feasible evaluation of the test statistics.
The algorithm has been implemented and tested in a real-time environment. The paper describes a DSP implementation and the results when applying the method to a DC-motor. Despite practical problems such as model uncertainty and slip{stick friction, the performance was exactly as predicted.
2 Problem formulation
Model and notation
We assume a continuous time system, but the derivation is easily modi ed to discrete time. Consider the closed loop system in Figure 2 .
-y(t) Here r(t) denotes the reference signal, z(t) is the controlled output and y(t) is the measured output corrupted by white noise e(t) with intensity t, is then given by T t = C 0 Gt 1+C 0 Gt and the true sensitivity function at that time is denoted S t = 1 ? T t .
The problem is to decide whether an observed di erence "(t) = y(t) ?ŷ(t) = y(t) ? T m 0 (r(t) +r(t)) is due to a disturbance, or whether G t has changed in such a way that T t no longer possesses the pre-speci ed stability margins and a new model should be estimated to design an adapted controller.
Approach
For a change to be detectable appropriate excitation is necessary. To avoid limiting ourselves to special cases where the excitation happens to be present in the reference signal or disturbances, we add an external excitation signal,r(t). It is injected, quite arbitrarily, with the reference signal. A key objective of the paper is to detect a deterioration of the control performance, which is not necessarily the same as detecting a parameter change in the system. Therefore, we will monitor stability margins rather than parameter drifts or jumps. Unfortunately, feedback maps the conventional robustness regions of the open loop into closed loop regions which are di cult to monitor (see Section 3). We will therefore introduce a new carefully designed stability performance criterion that maps into a computationally convenient region in the closed loop domain.
Performance criteria
The problem under consideration is to assess whether changes in the true system, which is G t at time t, have deteriorated the stability margin of the closed loop containing the time-invariant controller C 0 , designed for G m 0 . We consider performance criteria of the following form:
Criterion 1 Open-loop formulation for performance assessment: Let P de ne a region in the complex plane. The closed loop performance is acceptable if fC 0 (!)G t (!); ! 2 g \ P = ;, where typically is 0; 1).
That is, the Nyquist curve must not belong to the region P for any frequency.
Since on-line monitoring of the control performance requires that the test statistic is computed from closed loop data, the image of P under the transformation z=(z+1)
is of particular interest.
Criterion 2 Closed-loop formulation for performance assessment: Let P be the mapping of P under the transformation z=(z + 1 Thus, the above three criteria correspond to P being a line segment, a disc segment and a circle, respectively.
All of these criteria share the practical problem, however, that feedback maps P into regions, P, where Criterion 2 is not easily tested in real time, for details see 8].
That is, the images are not canonical rectangles but lines and a disc which makes (1) di cult to evaluate.
We therefore introduce a novel stability criterion in the P domain which feedback maps into a canonical rectangle providing a basis for feasible on-line performance monitoring. This is essentially achieved by a particular outer or inner bounding of the circle criterion. PROOF. All circles pass the point -1 which maps to in nity, so the images are four straight lines. Since the intersections of the four circles form right angles and z=(z + 1) is a conformal mapping, the four lines must also intersect at right angles.
Hence, the mapping is a rectangle. Further, the real axis maps onto the real axis and two circles cross the real axis with right angles; the orientation of the rectangle is thus aligned to the axes. Finally, the four points given in the lemma are the images of the circles for the points z = ?1+r, ?1?r, ?1+ir and ?1?ir, respectively. 2
We will concentrate on the clover bound, although other performance criteria are possible as well.
Typical examples include:
{ A required bandwidth, ! B , can be formulated as P = fz : jzj 2 < 1= p 2g and = 0; ! B ]. This region can be outer-bounded by the canonical rectangle region P = fz : jzj 1 < 1= p 2g.
{ Similarly, a performance condition of high frequency attenuation jT(i!)j < r for ! > ! 0 can be approximated by the criterion P = fz : jzj 1 < rg and = ! 0 ; 1).
{ Similarly, a small resonance peak, sensitivity constraints and so on can be interpreted, at least approximately, as canonical rectangles P in the complex plane.
Outline of the algorithm
The following outline summarizes the algorithm and introduces notation speci c for the test.
(i) The perturbation signalr(t) on the reference signal consists of a sum of M sinusoids of frequency ! k and amplitude k , k = 1; 2; ::; M.
r(t)
The test statistics s k (n) are computed as
They are computed at the discrete times n (for both discrete and continuous time systems) and for each frequency. The time average of s k (n) is used for judging the performance of the closed loop system. (ii) The test statistics can be written as
where D(n; ! k ) is a deterministic (but unknown) term caused by the output disturbance and v k (n) is a noise term caused by the measurement noise e(t). (iii) In Section 5 the in uence of the term D(n; ! k ) is bounded in terms of the sensitivity function.
(iv) In Section 6 the well-known CUSUM test 16] is applied to s k (n).
As we will show, the test statistics capture the clover performance at critical frequencies and thereby monitor if system changes have deteriorated the stability margins.
From (5) we identify the terms in (6) as
Typically, controllers include integral action and hence, provided that the closed loop remains stable, T t (0) = T m 0 (0) irrespective of any model errors. If the reference signal, r(t), is piecewise constant, the rest term will vanish periodically and it will therefore be neglected in the sequel.
In uence of a disturbance
All conceivable change detectors may cause false alarms after a disturbance.
It is therefore important to analyze the e ect of a disturbance on the test statistic and quantify the risk of a false alarm. The in uence of an output step disturbance on the test statistics used in this approach is precisely quanti ed in the following theorem. An implicit assumption when using transfer functions in the frequency domain, is that the time variations of the system are considerably slower than the dynamics of the system. Otherwise it is not clear what is meant by a transfer function. Thus, we can assume that the sensitivity function is essentially time invariant during the in uence of a disturbance.
Theorem 6 For a time-invariant system, the disturbance term D(n; ! k ) in (6) is bounded as
whered(!) denotes the Fourier transform of the disturbance d(t). For a step distur-
Finally, if the sample interval is chosen such that ! k T is a multiple of 2 we have for a step disturbance
Here h S (t) is the impulse response of the time invariant sensitivity function S(!).
PROOF. In what follows, y(t) = Su(t) is a shorthand lter notation for y(t) = R h S ( )u(t ? )d . From (5) and (6) Summing up over n gives
and (7) follows. For a step disturbance, we form a nite sum in the same way (16) and (8) Thus, (9) converges to zero exponentially. Similar expressions to (8) and (9) can be computed for other disturbances such as ramps.
Detecting decreased stability margins
This section begins with a review of the CUSUM test, followed by its application to the problem at hand.
Review of the CUSUM test
This subsection provides an overview of the CUSUM test; a more thorough discussion is found in 2]. Consider the case of an unknown constant in white Gaussian noise:
s(n) = + e(n) (17) e(n) 2 N(0; 1)
We want to detect a signi cant increase in the mean :
where is the minimum change we want to detect. The CUSUM test, see 16] or 2] page 41 , applies and is given by t a = minfn : g(n) hg (18) g(n) = max(0; g(n ? 1) + s(n) ? ) ? : (20) The expression can be used to compute the threshold h from a desired delay for detection.
This approximation is derived for identically independently distributed (i.i.d.) noise e(n). This will not be the case here, where the measurement noise is ltered by the sensitivity function. It is important to note here that the correlation function of e(n) decays quickly in the number of sampling periods, which is due to that the sampling interval has to be chosen equal to or larger than the time constant of the sensitivity function (the frequency interval of interest is around the bandwidth of the closed loop system). It is instructive to compare the delay for detection from simulations on one hand and from the approximation (20) on the other hand. Here we take the sensitivity function from the example in Sections 8 and 9, and investigate the mean delay for detection for s k (n) being:
(i) white noise, (ii) white noise ltered by the sensitivity function, and where i indexes the four sides of the rectangle, k indexes the frequency and t a denotes the time at which an alarm is triggered. The convention is that each g k (n) is set to zero initially as well as after an alarm. The idea is to continuously monitor the quantity max i;k g i k (n). If it exceeds the threshold h, the algorithm signals a decrease in stability margin.
Choosing the threshold
The objective with the analysis here, is to get a rule of thumb how to choose the threshold in terms of quantities with a physical meaning: delay for detection and performance radii.
Assume, for the moment, that there is no disturbance or system change; in that case s k (n) = T 0 (! k ) + v k (n). 
The min-operation in (24) corresponds to only considering the clover leaf closest to the Nyquist curve.
To quantify the mean time to detection, the size of the change must be speci ed.
This can be done by choosing performance criterion of radius r 1 < r 0 . There will then be one k and one i for which the mean time to detection is, using (20) , bounded Suppose the design is based on choosing a delay for detection when violating a clover criterion with radius r 1 . Given r 0 ; r 1 ; 1 , the threshold h can be computed from (28), and (24) is then used to validate the design. If 0 turns out to be too small, we must accept either a larger time to detection, 1 , or a larger perturbation signal (larger k implies larger s;k and 0 increases).
Robustness and sensitivity to prior information
A common di culty when designing change detectors is that the choice of threshold depends on the assumed noise variance. From the arguments of the ARL function (28), for example, we note that the threshold should be chosen proportional to the noise variance (note that s;k is proportional to e ) when only considering the false alarm rate. However, the delay for detection is less sensitive to inaccurate knowledge of the noise variance. For instance, if ( ? )= s;k << 0, then the approximation (28) gives an expression that is independent of the noise variance.
Other prior information that may deteriorate the performance of this approach is incorrect description of possible disturbances and a poor nominal model. However, the most important prior knowledge is the set of critical frequencies. If these are incorrectly chosen, severe performance degradation might pass undetected.
Robustness to disturbances
We can now analyze the in uence of a step disturbance. Applying Theorem 6 to the nominal model, a likelihood of D(n; ! k ) in (6) causing a false alarm is seen to be given only if the step amplitude satis es
Similarly, in the long run, the cumulative sum of D(n; ! k ) is likely to cause an alarm only if the step amplitude satis es
If such large steps are expected, we must increase the threshold h (which increases the time to detection, 1 ) or increase the perturbation signal amplitudes k .
Choosing the perturbation signal
Generally, the choice of perturbation signal is critical. There are several articles addressing this matter in a change detection context, see for instance 6] and 20]. The former one shows that a sinusoid is the optimal input, if the system before and after the change is completely known ARMAX models. The frequency is given by maximizing the ratio for the transfer functions from noise to measurement before and after the change. Apparently, this maximum can occur anywhere along the Nyquist curve depending only on the assumed models.
If we want to monitor changes in the Nyquist curve at a particular frequency, then a sinusoidal input of that frequency is the logical choice. For a given energy level of the perturbation, no other perturbation signal gives more information at that frequency. Similarly, a sum of weighted sinusoids is the best choice when monitoring several frequencies simultaneously. Thus, the advocated perturbation signal gives the most informative residuals "(t) for detecting control relevant system changes.
Note, however, that the residual is generally not the best statistics to base a test on when all possible system changes are to be detected.
The most di cult problem is to choose the critical frequencies. The following are general guidelines on how to choose the frequencies ! k and amplitudes k in (4).
A good initial value on the amplitude is k = S m (! k ) T m (! k ) e . This choice scales the in uence of the perturbation signal on the output to the same order of magnitude as the measurement noise. Note from Sections 6.3 and 6.5, however, that the amplitudes might need to be increased in order to satisfy the design goals.
The choice of frequencies requires some prior knowledge. Sometimes a set of critical frequencies f! k g can be given a priori. Also, to satisfy the condition of Theorem 6, the sample interval, T, should preferably be chosen such that ! k T is a multiple of 2 for all frequencies.
If detailed prior knowledge of the system is available, the choice of frequencies may be automated as follows. In particular, suppose it is possible to determine constants presuming that the clover criterion with radius r 0 is satis ed at the test frequencies.
7 Summary of the algorithm 7.1 Design parameters As a rule of thumb, the test signal amplitude and the threshold can be chosen as Table 1 .
Property k=1 k=2 k=3 k=4 Table 1 Result of the design Table 1 ) is added to the output and removed at time t = 44. The value of the system parameter a changes from 2 to 1 at t = 60 with the consequential performance degradation clearly visible during the next reference change. It is interesting to note that the disturbance and the system change give rise to very similar responses of the closed loop output, though the in uence of the system change happens to be somewhat larger in this particular simulation. Thus, it is virtually impossible to distinguish a disturbance from a system change from the output and a constant reference signal alone.
The proposed algorithm, however, distinguish them clearly as indicated by the alarms of max(g k (t)) in the lower plot of Figure 6 .
The step disturbance gives two peaks when it enters and disappears, but they are well below the alarm threshold as predicted in the design. The system change gives us a rst warning already at time 63. If we had examined the functions g k (t) individually, we would have found that the lower leaf causes two alarms for frequency 3.25 at times 63, 79, 97 and 126, while the right leaf causes alarms at times 97 and 132 for frequency 4.75. This is well in accordance with the Nyquist curve for the system after the change. The extra information of which leave causes the alarm can be used to modify the controller by including a lead lter designed to have a phase advance at ! = 3:25. This is an immediate action that can be undertaken before a new accurate model of the system is identi ed and a new controller can be computed.
Real-time example
This section treats the same example as in the previous section, but now implemented in real-time on a real DC motor using a more realistic controller.
Implementation
The algorithm was rst implemented in Simulink 11] . Then Mathwork's Real-Time Workshop 12] was used to generate C-code, which is converted to C-code compilable on a TMS320C30 DSP by dSPACE Real-Time Interface 4], using hardware from the same company. The DSP is quite e cient and the complexity could be increased by a factor of 300 and still be run in real-time.
From the algorithm summary, a simple design program was implemented for computing the needed parameters, the values of Table 1 and the Nyquist curves.
Controller design
In a simple identi cation experiment, the time constant and gain of the DC motor were determined as 
The reference is a square wave with amplitude 0.5 and frequency 0.4. The response of the closed loop model and real system are shown in the lower left plot of Figure  7 . Note especially that there is a slight model mismatch (the real system is worse damped than the model) and slip-stick friction a ects the peaks of the excitation. Only one frequency is tested here. The algorithm for the nominal system without disturbances works well as seen from the fact that the residuals (lower right plot in Figure 7 ) do not cause any alarms in the test statistic (upper right plot in Figure  7 ).
In Other system changes like load change, which a ects both and k, are possible.
Disturbances were implemented by physical movements of the motor axle, while system changes were implemented in software. The reason for implementing system changes in software is that it is hard to physically change the particular system used in this experiment without simultaneous introducing disturbances.
From the gures we conclude that the design is successful in that the algorithm gives regular alarms when the system has changed, while being insensitive to small disturbances. More speci cally, the pole change in Figure 8 and the high frequency dynamics in Figure 9 both give rise to an alarm after approximately 10 seconds. The system change in Figure 11 at time t = 22s gives an alarm at t = 25 that, in the time axis of the plot, is only visible as a line close to the plot window. Introduction of the high frequency dynamics causes the Nyquist curve to come closer to -1 compared to the pole change. Thus this system change violates the clover criterion for a smaller radius, which implies that the delay for detection is somewhat smaller. Generally, the closer the Nyquist curve comes to -1 after a system change, the shorter the delay for detection. The large disturbance at t = 7s in Figure 10 with d A 0:5 causes an alarm as expected from the design. The other three disturbances of this plot and the three disturbances in Figure 11 are of the order 0.2 to 0.3 and do not give alarm.
Conclusions
In this paper we have drawn attention to particular requirements for performance monitoring in the larger context of supervised adaptive control. In particular, we have highlighted the need to detect control relevant system changes in closed loop operation and to distinguish them from disturbances. To this end, we replaced the more conventional circular stability margins as known from the small gain theorem by a novel clover like region. This criterion has the advantage of mapping into a rectangular region in the closed loop domain, while still approximating the conventional criteria of phase margin, amplitude margin and small gain theorem. The rectangular region allows feasible evaluation of statistical hypotheses testing. As a consequence we were able to derive explicit expressions for the probability of mistaking a disturbance for a system change and give physically insightful guidelines for the tuning parameters. The necessity of a small external probing signal is in accordance with the well-known duality between learning and control. 
