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In this paper, we study the existence of positive solutions for the p-Laplacian involving a
p-gradient term. Due to the non-variational structure and the fact that the nonlinearity
may be critical or supercritical, the variational method is no longer valid. Taking advantage
of global C1,α estimates and the Liouville type theorems, we employ the blow-up argument
to obtain the a priori estimates on solutions, and ﬁnally obtain the existence result based
on the Krasnoselskii ﬁxed point theorem.
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1. Introduction
In this paper, we consider the following problem⎧⎪⎨
⎪⎩
−pu + g(u)|∇u|p = f (x,u,∇u), x ∈ Ω,
u(x) > 0, x ∈ Ω,
u(x) = 0, x ∈ ∂Ω,
(P )
where Ω is a bounded domain in RN with smooth boundary,
pu := div
(|∇u|p−2∇u)
is the p-Laplace operator of u, functions g and f satisfy some conditions which will be mentioned later.
If g ≡ 0, the equation in the problem (P ) is of the form
−pu = f (x,u,∇u), x ∈ Ω, (1.1)
which has been studied in many articles. When the nonlinearity f is independent of ∇u, variational methods are frequently
used to deal with Eq. (1.1), and there are huge amounts of literature on the research of this problem, especially of the
problem involving the critical Sobolev exponent, see e.g. [1–4] and the references therein. However, when f depends on
the derivatives of u, variational methods are barely used to deal with Eq. (1.1), except a few papers, see e.g. [5] and [6],
where the mountain pass lemma plays a crucial role. Instead, one has to use topological methods to deal with Eq. (1.1),
see e.g. [7–12] for recent results and [13–15] for the earlier ones. The main diﬃculty of using topological methods lies
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up method introduced in [16]. This method has been used in [7–10] and [12] to obtain the L∞ estimate on solutions,
and consequently the existence results can be proved. Using the blow-up argument, Azizieh and Clément [7] obtained the
existence of positive solutions for Eq. (1.1) with f depending only on u. Later, Ruiz [8] and Zhou [9] extended the results by
considering the general case that f depends upon x, u and ∇u with different conditions, respectively.
We would like to point out that in articles [7–10] and [12], the nonlinearity f (x,u, ξ) is assumed to be subcritical
with respect to u, that is, the power of the growth of f (x,u, ξ) with respect to u is less than p∗ − 1, where p∗ = NpN−p
is the critical Sobolev exponent. Hence, it is naturally to consider such a question: Whether can we prove the solvability of
problem (P ) without the restriction that f (x,u, ξ) is subcritical with respect to u by taking suitable g(u)? When f (x,u, ξ) = λuq ,
by using variational method, several suﬃcient conditions for the existence of positive solutions for the problem (1.1) can be
implied in [17] for the case that p = 2, and in [18] for the case that p = 2. While the case that g ≡ 1 and f = f (x,u) was
considered in [19] with f satisfying some power like growth with respect to u.
The aim of this paper is to establish the existence of positive solutions for problem (P ) under some appropriate condi-
tions on g and f (see hypotheses (H3)–(H5) below). We use Krasnoselskii’s ﬁxed point theorem to prove our conclusion.
The key step is to obtain the a priori estimates on solutions. For this purpose, we use the blow-up argument. However, since
the power of growth of the nonlinearities for problem (P ) with respect to u and ∇u may be critical or supercritical (here
we call p∗ and p the critical exponents corresponding to u and ∇u, respectively), we cannot use the argument directly to
the original problem (P ). To overcome this diﬃculty, we use the same change of variables applied in [19] to transform the
problem (P ) into an equivalent one which satisﬁes the requirement of blow-up argument. The most important two tools
used in blow-up argument are global C1,α estimates and Liouville type results, see Sections 2 and 3. Once we obtain the a
priori estimates, we can use the Krasnoselskii ﬁxed point theorem to prove the existence of positive solutions.
In this paper, the following two functions are frequently used
G(t) = 1
p − 1
t∫
0
g(s)ds, Φ(t) =
t∫
0
e−G(s) ds, t  0.
Note that Φ ′(t) is positive on [0,∞). Hence Φ(t) is strictly increasing, and the inverse function of Φ , denoted by H(t),
always exists.
Throughout this paper, we always suppose that:
(H1) The constants p, q and k satisfy
1 < p < N, q > p − 1, k > q − p
∗ + 1
p∗ − p ,
where p∗ = NpN−p is the Sobolev critical exponent.
(H2) The nonnegative function f : Ω ×R+ ×RN →R satisﬁes Carathéodory condition, that is, f (x, t, ξ) is continuous in
(t, ξ) for a.e. x ∈ Ω , and measurable in x for any (t, ξ) ∈R+ ×RN , where R+ := {t ∈R | t > 0}.
(H3) g, e−G(t) ∈ Lloc(R+), and there is a positive constant g0, such that
lim
t→∞ t
−ke−G(t) = g0(k + 1).
(H4) There exists a positive number f0, such that for all (x, t, ξ) ∈ Ω ×R+ ×RN , it holds
f (x, t, ξ) f0
[
1+ tq + F (|ξ |)|ξ |pq/(q+1)], if k 0,
and
f (x, t, ξ) f0
[
1+ tq + F (|ξ |)|ξ |p[q+k(p−1)]/(q+1+kp)], if k > 0,
where F is a nonnegative bounded function on R+ and F (t) → 0 as t → ∞.
(H5) There exists a continuous function b : Ω → R+ , such that for any sequence {(tn, ξn)} ⊆ R+ × RN which satisﬁes
tn → ∞ and |ξn| Ct(q+1)/pn with some C > 0, there holds
lim
n→∞
f (x, tn, ξn)
tqn
= b(x)
uniformly on Ω .
Canonical prototypes of g and f satisfying (H3)–(H5) are given as
g(t) = (1− p)k
t + a , a > 0,
f (x, t, ξ) =
⎧⎨
⎩
b(x)tq + c(x, t) |ξ |pq/(q+1)1+ln(1+|ξ |) , if k 0,
b(x)tq + c(x, t) |ξ |p[q+k(p−1)]/(q+1+kp)1+ln(1+|ξ |) , if k > 0,
where c(x, t) is a nonnegative bounded function.
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count of this, recalling that Φ ′(t) > 0 for any t  0, we can see that H(t), the inverse function of Φ , is well deﬁned and
continuously differentiable on R+ .
Remark 1.2. (H4) implies that f satisﬁes the Bernstein–Nagumo condition. In fact, by using Young inequality and recalling
that F (|ξ |) is bounded, we see that
f (x, t, ξ) f0
(
2+ tq + |ξ |p) C(t)(1+ |ξ |p),
with c(t) = f0(2 + tq) being an increasing function. Note that the Bernstein–Nagumo condition is often used to guarantee
the boundedness of ∇u, if u itself is bounded.
The remaining part of the paper is arranged as follows: in Section 2, after transforming the problem (P ) into an equiv-
alent problem, we state and prove some preliminary results, and Liouville type theorem, one of the two important tools in
blow-up argument, is also given in this section; Section 3 is the main part of the present paper, in which taking advantage
of global C1,α estimates and Liouville theorems, we employ the blow-up argument to obtain the a priori estimates on solu-
tions; in Section 4, we obtain the existence result based on the Krasnoselskii ﬁxed point theorem and the a priori estimates
obtained in the previous section.
2. Preliminaries
In this section, we transform the problem (P ) into an equivalent problem, and state the Liouville theorems for the
p-Laplacian on the whole space and half-space. We also prove some preliminary results which will be used later.
Let u be a positive solution of problem (P ). Deﬁne
v(x) := Φ(u(x)), x ∈ Ω.
Note that Φ(t) = 0 if and only if t = 0. Hence, v is a positive solution of the following problem⎧⎨
⎩
−p v = h(x, v,∇v), x ∈ Ω,
v(x) > 0, x ∈ Ω,
v(x) = 0, x ∈ ∂Ω,
(A)
where
h(x, t, ξ) = e−(p−1)G(H(t)) f (x, H(t), eG(H(t))ξ), (x, t, ξ) ∈ Ω ×R+ ×RN .
Inversely, if v is a positive solution of problem (A), then H(v) is a positive solution of problem (P ).
We concern with some properties on Φ(t), H(t), e−G(H(t)) and h(x, t, ξ) as follows:
Lemma 2.1. Suppose that f and g satisfy (H3)–(H5), and let G(t), Φ(t), H(t) and h(x, t, ξ) be deﬁned as before. Then we have
lim
t→∞
H(t)
t1/(k+1)
= g−1/(k+1)0 , limt→∞
Φ(t)
tk+1
= g0, (2.1)
lim
t→∞
e−G(H(t))
tk/(k+1)
= g1/(k+1)0 (k + 1). (2.2)
Moreover, for any sequence {(tn, ξn)} with tn → ∞ and |ξn| Ct(q+kp+1)/[p(k+1)]n for some C > 0, we have
lim
n→∞
h(x, tn, ξn)
t[q+k(p−1)]/(k+1)n
= g(p−q−1)/(k+1)0 (k + 1)p−1b(x) (2.3)
uniformly on Ω .
Proof. For any ε > 0 small enough, by assumption (H3), there exists t0 > 0, such that
(g0 − ε)(k + 1)tk  e−G(t)  (g0 + ε)(k + 1)tk, ∀t  t0. (2.4)
Integrating the previous inequality from t0 to t , we have
(g0 − ε)
(
tk+1 − tk+10
)
Φ(t) − Φ(t0) =
t∫
e−G(s) ds (g0 + ε)
(
tk+1 − tk+10
)
, ∀t  t0.t0
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g0 − ε − g0t
k+1
0
tk+1
 Φ(t)
tk+1
 g0 + ε + Φ(t0)
tk+1
, ∀t  t0.
Taking t1  t0, such that
g0t
k+1
0
tk+11
 ε and Φ(t0)
tk+11
 ε, one has
g0 − 2ε  Φ(t)
tk+1
 g0 + 2ε, ∀t  t1. (2.5)
From the above inequality, it immediately follows
lim
t→∞
Φ(t)
tk+1
= g0.
Putting t = H(s) in (2.5), then for any sΦ(t1), there holds
(g0 − 2ε)
(
H(s)
)k+1  s (g0 + 2ε)(H(s))k+1,
or (
1
g0 + 2ε
)1/(k+1)
 H(s)
s1/(k+1)

(
1
g0 − 2ε
)1/(k+1)
, ∀sΦ(t1). (2.6)
The above inequality provides that
lim
t→∞
H(t)
t1/(k+1)
= g−1/(k+1)0 ,
which completes the proof of (2.1).
Set t = H(s) in (2.4). Then
(g0 − ε)(k + 1)
(
H(s)
)k  e−G(H(s))  (g0 + ε)(k + 1)(H(s))k, ∀sΦ(t0).
Put t3 = max{Φ(t0),Φ(t1)}. Combining the foregoing inequality with (2.6), we have
(k + 1)(g0 − ε)(g0 + 2ε)−k/(k+1)  e
−G(H(s))
sk/(k+1)
 (k + 1)(g0 + ε)(g0 − 2ε)−k/(k+1), ∀s t3.
From the above inequality, we can easily conclude that
lim
t→∞
e−G(H(t))
tk/(k+1)
= g1/(k+1)0 (k + 1),
which implies (2.2).
We now concern with (2.3). Let {(tn, ξn)} be a sequence satisfying
|ξn| Ct(q+kp+1+1)/[p(k+1)]n
for some C > 0, and tn → ∞. It follows
h(x, tn, ξn)
t[q+k(p−1)]/(k+1)n
=
[
e−G(H(tn))
(H(tn))k
]p−1[ H(tn)
t1/(k+1)n
]k(p−1)+q f (x, H(tn), eG(H(tn))ξn)
(H(tn))q
.
Note that H(tn) → ∞ as n → ∞. It follows from (H3) and (2.2) that
lim
n→∞
[
e−G(H(tn))
(H(tn))k
]p−1
= lim
t→∞
[
e−G(t)
tk
]p−1
= [g0(k + 1)]p−1,
and
lim
n→∞
[
H(tn)
t1/(k+1)n
]k(p−1)+q
= g−[k(p−1)+q]/(k+1)0 .
As for the term f (x,H(tn),e
G(H(tn))ξn)
(H(tn))q
, if we can prove that
eG(H(tn))|ξn| C
[
H(tn)
](q+1)/p
(2.7)
J. Li et al. / J. Math. Anal. Appl. 383 (2011) 147–158 151for some positive number C , then it follows from (H5) that
lim
n→∞
f (x, H(tn), eG(H(tn))ξn)
[H(tn)]q = b(x)
uniformly on Ω; consequently, combining the previous four equations, it follows
lim
n→∞
h(x, tn, ξn)
t[q+k(p−1)]/(k+1)n
= g(p−q−1)/(k+1)0 (k + 1)p−1b(x)
uniformly on Ω . Thus, for the validity of (2.3), we only need to show that (2.7) holds. By (2.1) and (2.2), there exist positive
constants C1 and C2, such that for n large enough, one has
eG(H(tn))  C2
tk/(k+1)n
, H(tn) C1t1/(k+1)n .
Recalling that |ξn| Ct(q+kp+1)/[p(k+1)]n , it follows from the above inequality that
eG(H(tn))|ξn| CC−(q+1)/p1 C2
[
H(tn)
](q+1)/p
.
The proof is complete. 
Now we state the following two Liouville theorems.
Lemma 2.2 (Liouville theorem: half-space). (See [9].) Assume that B(u) is continuously differentiable on R+ , and that there exist
positive constants K > 0, q ∈ (p − 1, NpN−p − 1) and λ ∈ (0, NpN−p − 1), such that
K−1uq  B(u) Kuq, λB(u) uB ′(u), ∀u > 0.
Then the following problem
−pu = B(u)
does not admit any nonnegative nontrivial solutions u on RN+ with u vanishing on ∂RN+ .
Lemma 2.3 (Liouville theorem: entire space). (See [9].) The following conclusions hold:
(i) Assume that there exists a positive constant κ > 0, such that B(x,u, ξ) κ for u  0. Then the following problem does not admit
any nonnegative solution
−pu = B(x,u,∇u), x ∈RN .
(ii) Assume that the assumptions of Lemma 2.2 hold. Then the following problem does not admit any nonnegative nontrivial solution
−pu = B(u), x ∈RN .
We also need the following lemma, which would be applied in the proof of Theorem 3.1 later.
Lemma 2.4. Let σ  1 be a constant, and set δ = σ−(q−p+1)/[p(k+1)] . Deﬁne a function hσ : Ω ×R+ ×RN →R,
hσ (x, t, ξ) = σ 1−pδph
(
x,σ t,σ δ−1ξ
)
, ∀(x, t, ξ) ∈ Ω ×R+ ×RN .
Then there exists a constant C > 0 independent of σ , such that
(I) for the case that k 0, one has∣∣hσ (x, t, ξ)∣∣ C[(t + σ−1)α + (t + σ−1)β |ξ |pq/(q+1)F (∣∣eG(H(σ t))σ γ ξ ∣∣)]; (2.8)
(II) for the case that k > 0, one has∣∣hσ (x, t, ξ)∣∣ C[(t + σ−1)α + |ξ |η F (∣∣eG(H(σ t))σ γ ξ ∣∣)]; (2.9)
where
α = q + (p − 1)k
k + 1 , β =
(p − q − 1)k
(k + 1)(q + 1) , γ =
q + 1+ kp
p(k + 1) , η =
p[q + k(p − 1)]
q + 1+ kp .
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hσ (x, t, ξ) = σ 1−pδpe−(p−1)G(H(σ t)) f
(
x, H(σ t), eG(H(σ t))σ δ−1ξ
)
for any (x, t, ξ) ∈ Ω ×R+ ×RN . By (H4), it follows∣∣hσ (x, t, ξ)∣∣ f0σ 1−pδpe−(p−1)G(H(σ t)){1+ [H(σ t)]q + F (∣∣eG(H(σ t))σ δ−1ξ ∣∣)∣∣eG(H(σ t))σ δ−1ξ ∣∣λ}, (2.10)
where λ = pqq+1 if k 0, otherwise λ = p[q+k(p−1)]q+1+kp .
Note that H(0) = G(0) = 0, H(t),G(t) > 0 for all t > 0. Lemma 2.1 shows that there are two positive constants C1 and C2
independent of σ and δ, such that
H(σ t) C2(1+ σ t)1/(k+1), C1(1+ σ t)−k/(k+1)  eG(H(σ t))  C2(1+ σ t)−k/(k+1) (2.11)
for all t  0; consequently,
f0σ
1−pδpe−(p−1)G(H(σ t))
[
1+ (H(σ t))q] Cσ 1−pδp(1+ σ t)(p−1)k/(k+1)[1+ (1+ σ t)q/(k+1)]
 Cσ 1−pδp(1+ σ t)[q+(p−1)k]/(k+1) = C(t + σ−1)α. (2.12)
We continue the proof in two cases: k 0 and k > 0.
Firstly, we consider the case that k  0. Note that λ = pqq+1 in this case. Recalling that δ = σ−(q−p+1)/[p(k+1)] , it follows
from (2.11) that
f0σ
1−pδpe−(p−1)G(H(σ t))F
(∣∣eG(H(σ t))σ δ−1ξ ∣∣)∣∣eG(H(σ t))σ δ−1ξ ∣∣pq/(q+1)
= f0σ−βe[1−p/(q+1)]G(h(σ t))|ξ |pq/(q+1)F
(∣∣eG(H(σ t))σ γ ξ ∣∣)
 C
(
t + σ−1)β |ξ |pq/(q+1)F (∣∣eG(H(σ t))σ γ ξ ∣∣),
which, together with (2.12), implies (2.8).
We now consider the case that k > 0. Note that in this case λ = p[q+k(p−1)]q+1+kp . Recalling that δ = σ−(q−p+1)/[p(k+1)] and
q > p − 1, it follows from (2.11) that
f0σ
1−pδpe−(p−1)G(H(σ t))F
(∣∣eG(H(σ t))σ δ−1ξ ∣∣)∣∣eG(H(σ t))σ δ−1ξ ∣∣λ
= f0e(λ−p+1)G(h(σ t))|ξ |λF
(∣∣eG(H(σ t))σ γ ξ ∣∣)
 C(1+ σ t)(p−q−1)k/[(q+1+kp)(k+1)]|ξ |λF (∣∣eG(H(σ t))σ γ ξ ∣∣)
 C |ξ |λF (∣∣eG(H(σ t))σ γ ξ ∣∣).
Combining the previous inequality with (2.12), we have∣∣hσ (x, t, ξ)∣∣ C[(t + σ−1)α + |ξ |η F (∣∣eG(H(σ t))σ γ ξ ∣∣)],
which implies (2.9), and the proof is complete. 
3. The L∞ estimates
In this section, we focus on obtaining the a priori estimates on positive solutions of the problem⎧⎪⎨
⎪⎩
−pu = h(x,u,∇u) + τ , x ∈ Ω,
u(x) > 0, x ∈ Ω,
u(x) = 0, x ∈ ∂Ω,
(Aτ )
where τ is a nonnegative parameter. For this purpose, we employ the blow-up argument.
Theorem 3.1. Let Ω ⊆ RN be a bounded smooth domain. Assume that conditions (H1)–(H5) hold. Then there exists a positive con-
stant C , such that
τ + sup
Ω
u(x) C,
for all positive C1 solutions u of the problem (Aτ ).
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lim
n→∞
(‖un‖L∞(Ω) + τn)= ∞. (3.1)
Since un ∈ C1(Ω), there exists xn ∈ Ω , such that
sn = max
x∈Ω
un(x) = un(xn), n = 1,2, . . . .
For σn and x′n ∈ Ω which will be determined later, we introduce the transformation
vn(y) = σ−1n un(x), y = δ−1n
(
x− x′n
)
, δn = σ−(q−p+1)/[(k+1)p]n . (3.2)
Denote by
Ωn =
{
y ∈RN ∣∣ x′n + δn y ∈ Ω}
the image of Ω after the transformation (3.2). By direct calculations, vn satisﬁes⎧⎪⎨
⎪⎩
−p vn = fn(y, vn,∇vn), y ∈ Ωn,
vn(y) > 0, y ∈ Ωn,
vn(y) = 0, y ∈ ∂Ωn,
(3.3)
where
fn(y, t, ξ) = δpn σ 1−pn
[
h
(
x′n + δn y,σnt,σnδ−1n ξ
)+ τn]
for any (y, t, ξ) ∈ Ωn × R+ × RN . Recall δn = σ−(q−p+1)/(k+1)n and note that x′n + δn y ∈ Ω for all y ∈ Ω ′n . Recalling the
deﬁnition of hσ in Lemma 2.4, we see that
fn(y, t, ξ) = hσn
(
x′n + δn y, t, ξ
)+ δpn σ 1−pn τn,
and thus by Lemma 2.4, there exists a positive constant C , such that if k 0, then∣∣ fn(y, vn,∇vn)∣∣ C{(vn + σ−1n )α + (vn + σ−1n )β |∇vn|pq/(q+1)F (∣∣eG(H(σnvn))σ γn ∇vn∣∣)+ τnσ−αn }, (3.4)
and if k > 0, then∣∣ fn(y, vn,∇vn)∣∣ C{(vn + σ−1n )α + |∇vn|η F (∣∣eG(H(σnvn))σ γn ∇vn∣∣)+ τnσ−αn }, (3.5)
where α,β,γ ,η are the same constants as those in Lemma 2.4.
Next, we go on the proof in two cases.
Case I. There holds (for a subsequence, but still indexed by n)
lim
n→∞
τn
s[q+(p−1)k]/(k+1)n
= lim
n→∞
τn
sαn
= 0.
On account of the above equality, (3.1) forces sn → ∞ as n → ∞. To see this, it suﬃces to recall that k > −1 and
q + (p − 1)k 0. In (3.2), we take
σn = sn → ∞, x′n = xn,
then
lim
n→∞τnσ
−α
n = limn→∞
τn
s[q+(p−1)k]/(k+1)n
= 0, (3.6)
and
0 < vn(y) σ−1n sn = 1, y ∈ Ωn; vn(0) = σ−1n un(xn) = σ−1n sn = 1. (3.7)
Combining (3.4)–(3.7), it follows that there exists a constant K , such that for large n∣∣ fn(y, vn,∇vn)∣∣ K (1+ |∇vn|p), ∀y ∈ Ωn. (3.8)
Observing that the transformation (3.2) actually ﬂatten the boundary ∂Ω for σn > 1, and hence, it follows that (for large n)
‖∂Ωn‖1,β0  ‖∂Ω‖1,β0 . (3.9)
On account of (3.8)–(3.9), the boundary C1,α in [20] guarantees the following estimates
‖vn‖ 1,β  C, (3.10)C (Ωn)
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dist(0, ∂Ωn). Then, by the mean value theorem, it follows from (3.10) that
1 = vn(0) − vn(yn) dist(0, ∂Ωn) max
y∈Ωn
|∇vn| C dist(0, ∂Ωn) = Cδ−1n dn,
or δ−1n dn  C for some positive constant C , where dn = dist(xn, ∂Ω).
Subcase I-1. The sequence {δ−1n dn} is unbounded.
We assume, without loss of generality, that δ−1n dn → ∞ as n → ∞. Clearly, Ωn → RN as n → ∞. By the aid of (3.7)
and (3.10), we can apply the Arzela–Ascoli theorem and the diagonal line argument to infer that there exists a nonnegative
function v ∈ C1,β/2(RN ), such that (here and in the later, the convergence means that there is a convergent subsequence)
lim
n→∞‖vn − v‖C1,β/2(K ) = 0, v(0) = 1, (3.11)
for any compact subset K of RN . Since Ω is a bounded domain, we can assume that
x0 = lim
n→∞ xn ∈ Ω.
We want to prove that
lim
n→∞hn(y, vn,∇vn) = L0b(x0)v
[q+(p−1)k]/(k+1), (3.12)
for any y ∈RN , with L0 = g(p−q−1)/(k+1)0 (k + 1)p−1.
We divide the proof of (3.12) into two cases: v(y) > 0 and v(y) = 0.
Firstly, we consider the case that v(y) = 0. In this case, if ∇v(y) = 0, it’s easy to conclude from (3.4), (3.5) and (3.11)
that
lim
n→∞ fn(y, vn,∇vn) = 0. (3.13)
To see this, it suﬃces to note that α and η are positive, and β is nonnegative if (p − q − 1)k  0. While for the case
that ∇v(y) = 0, if we can prove that |eG(H(σnvn))σ γn ∇vn| → ∞ as n → ∞, then by means of the assumption that F (t) → 0
as t → ∞, one can deduce (3.13) from (3.4) and (3.5), and consequently (3.12) holds. Thus, we only need to show that
|eG(H(σnvn))σ γn ∇vn| → ∞ as n → ∞. By Lemma 2.1, there exists a positive constant C , such that
eG(H(σnvn))σ γn  C(1+ σnvn)−k/(k+1)σ (q+1+kp)/[(k+1)p]n .
Recalling that vn ∈ [0,1], it follows that 1 1+ σnvn  1+ σn , and consequently,
(1+ σnvn)−k/(k+1)σ (q+1+kp)/[(k+1)p]n min
{
σ
(q+1+kp)/[(k+1)p]
n , (1+ σn)−k/(k+1)σ (q+1+kp)/[(k+1)p]n
}
.
One can easily prove that both terms on the right side of the above inequality diverge. Thus, |eG(H(σnvn))σ γn ∇vn| → ∞ as
n → ∞.
We now consider the case that v(y) > 0. Since v(y) > 0 and vn(y) → v(y) as n → ∞, we deduce vn(y) > C for a
positive constant C and for large n. On account of this and (3.11), there exists a constant C > 0, such that∣∣σnδ−1n ∇vn∣∣= σ (q+kp+1)/[p(k+1)]n |∇vn| C(σnvn)(q+kp+1)/[p(k+1)],
and consequently, it follows from (2.3) of Lemma 2.1 that
lim
n→∞
σ
1−p
n δ
p
n h(x,σnvn,σnδ
−1
n ∇vn)
v[q+k(p−1)]/(k+1)n
= lim
n→∞
h(x,σnvn,σnδ−1n ∇vn)
(σnvn)[q+k(p−1)]/(k+1)
= L0b(x)
uniformly on Ω; recalling that b(x) is continuous and δn → 0 as n → ∞, we then have
lim
n→∞
fn(y, vn,∇vn)
v[q+k(p−1)]/(k+1)
= lim
n→∞
fn(y, vn,∇vn)
v[q+k(p−1)]/(k+1)n
(
vn
v
)[q+k(p−1)]/(k+1)
= lim
n→∞
(
h(x′n + δn y,σnvn,σnδ−1n ∇vn)
(σnvn)[q+k(p−1)]/(k+1)
+ τn
sαn v
α
n
)
= lim
n→∞
(
h(x′n + δn y,σnvn,σnδ−1n ∇vn)
(σnvn)[q+k(p−1)]/(k+1)
− L0b
(
x′n + δn y
))+ lim
n→∞ L0b
(
x′n + δn y
)
= L0b(x0),
and thus
lim
n→∞ fn(y, vn,∇vn) = L0b(x0)v
[q+k(p−1)]/(k+1),
which implies (3.12).
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Supp(φ) ⊆ Ωn). Then∫
RN
|∇vn|p−2∇vn · ∇φ(y)dy =
∫
RN
fn(y, vn,∇vn)φ(y)dy.
Recalling (3.8) and (3.10), we see that hn(y, vn,∇vn) can be bounded by a positive constant. Let n → ∞ in the above
identity, then it follows from the dominated convergence theorem and (3.12) that∫
RN
|∇v|p−2∇v · ∇φ(y)dy = L0b(x0)
∫
RN
v[q+(p−1)k]/(k+1)φ(y)dy,
which means that 0 v ∈ C1,β/2(RN ) satisﬁes
−p v = L0b(x0)v[q+(p−1)k]/(k+1), y ∈RN .
Note that 0 < q+(p−1)kk+1 < p
∗ − 1. Therefore, we can apply Lemma 2.3 to conclude that v ≡ 0, which contradicts the fact that
v(0) = 1.
Subcase I-2. The sequence {δ−1n dn} is bounded.
In this case, using the same argument stated in Subcase I-2 of the proof of Theorem 1.2 in [9], one can prove that there
exists a positive constant ε > 0, such that
lim
n→∞Ωn =R
N
ε :=
{
y ∈RN ∣∣ yN > −ε}, (3.14)
with some proper translation and rotation. Using a similar argument to that in Subcase I-1, we deduce from (3.10) and
(3.14) that there exist x0 ∈ Ω and a nonnegative function v ∈ C1,β/2(RNε ), such that
lim
n→∞‖vn − v‖C1,β/2(K ) = 0, v(0) = 1, (3.15)
for any compact subset K of RNε , and
lim
n→∞ fn(y, vn,∇vn) = L0b(x0)v
[q+(p−1)k]/(k+1)
for any y ∈RNε .
Combining (3.10) with (3.15), and considering the fact that vn vanishes on ∂Ωn , we infer that v vanishes on ∂RNε . Using
a similar argument to that in Subcase I-1, we can infer that v satisﬁes{
−p v = L0b(x0)v[q+(p−1)k]/(k+1), x ∈RNε ,
v(y) = 0, y ∈ ∂RNε .
Noticing that 0 < q+(p−1)kk+1 < p
∗ − 1, we can apply Lemma 2.2 to conclude that v ≡ 0, which contradicts the fact that
v(0) = 1.
Case II. There exists a constant l0 > 0, such that
lim
n→∞
τn
s[q+(p−1)k]/(k+1)n
 2l0.
The above inequality, together with (3.1) forces τn → ∞ as n → ∞. We assume, without loss of generality, that
τn
s[q+(p−1)k]/(k+1)n
 l0, n = 1,2, . . . .
Fix x∗ ∈ Ω and take σn and x′n in (3.2) as follows
σn = τ (k+1)/[q+(p−1)k]n → ∞, x′n = x∗.
Recalling that δn = σ−(q−p+1)/[(k+1)p]n , it follows that
δ
p
n σ
1−p
n τn = τnσ−[q+(p−1)k]/(k+1)n = 1,
and
0 < vn(y)
sn
σn
 l−(k+1)/[q+(p−1)k]0 , y ∈ Ωn.
Moreover, in view of the choice of x′n , we have
dist(0, ∂Ωn) = dist
(
x∗, ∂Ω
)
δ−1n → ∞,
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Namely, one can use the Arzela–Ascoli theorem and the diagonal line argument to derive that there exists a nonnegative
function v ∈ C1,β/2(RN ), such that
lim
n→∞ fn(y, vn,∇vn) = L0b
(
x∗
)
v[q+(p−1)k]/(k+1) + 1
for any y ∈RN . Furthermore, v satisﬁes
−p v = L0b
(
x∗
)
v[q+(p−1)k]/(k+1) + 1, y ∈RN ,
which contradicts Lemma 2.3.
The contradictions in Case I and Case II demonstrate that the hypothesis (3.1) is invalid. The proof is complete. 
4. Existence
In this section, we study the solvability of the problem (P ). For this purpose, we use a ﬁxed point theorem. The a priori
estimates obtained in the previous section play a key role in verifying the conditions stated in the ﬁxed point theorem.
We ﬁrst state the following Krasnoselskii ﬁxed point theorem.
Lemma 4.1. (See [21].) Let C be a cone in a Banach space and K :C →C a compact operator, such that K (0) = 0. Assume that
there exists r > 0, verifying:
(B) u = tK (u) for all ‖u‖ = r, t ∈ [0,1].
Assume also that there exist a compact homotopyH : [0,1] × C → C and R > r such that:
(B1) K (u) = H(0,u) for all u ∈C .
(B2) H (t,u) = u for any ‖u‖ = R, t ∈ [0,1].
(B3) H (1,u) = u for any ‖u‖ R.
Let D = {u ∈C : r < ‖u‖ < R}. Then,K has a ﬁxed point in D.
Our main result is as follows.
Theorem 4.1. Suppose that (H1)–(H5) hold with 1+ uq being replaced by uq in (H4). Then, there exists at least a positive solution for
the problem (P ).
Proof. Recalling the equivalence between the problem (P ) and (A), it suﬃces to prove the solvability of the problem (A).
Deﬁne a cone C
C = {u ∈ C1,α(Ω) ∣∣ u(x) 0, x ∈ Ω}.
We deﬁne a mapping K :C →C , such that for any ﬁxed u ∈C , v =K (u) denotes the unique solution of the problem{−p v = h(x,u,∇u), x ∈ Ω,
v(x) = 0, x ∈ ∂Ω.
By the comparison principle, K is well deﬁned. Moreover, by the global C1,α estimates in [20], K is compact. Since
h(x,0,0) ≡ 0, it is easy to see that K (0) = 0.
To prove the solvability of problem (A), we just need to verify the conditions stated in Lemma 4.1. In order to prove
item (B), we assume ‖u‖C1,α(Ω) = r and u = tK (u) with some t ∈ [0,1] and 0 < r  1. Clearly t = 0. By the deﬁnition
of K , one has
−pu = t p−1h(x,u,∇u), x ∈ Ω.
Let u be a test function. Then it follows∫
Ω
|∇u|p dx
∫
Ω
∣∣h(x,u,∇u)∣∣u dx. (4.1)
By the deﬁnition of h(x,u,∇u), it follows from (H4) that∣∣h(x,u,∇u)∣∣ f0e−(p−1)G(H(u))([H(u)]q + eλG(H(u))|∇u|λ),
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lim
t→0
[H(t)]qe−(p−1)G(H(t))
tq
= 1, lim
t→0 e
(λ−p+1)G(H(t)) = 1.
Consequently, recalling that ‖u‖C1,α(Ω)  1, it follows that there exists a positive number C , such that∣∣h(x,u,∇u)∣∣ C(uq + |∇u|λ) C(uμ−1 + |∇u|λ),
where μ = min{p∗,q + 1}. Putting the above inequality into (4.1), it follows from Hölder’s inequality that∫
Ω
|∇u|p dx C
∫
Ω
(
uμ + u|∇u|λ)dx
 C
∫
Ω
uμ dx+ C
(∫
Ω
up/(p−λ) dx
)1−λ/p(∫
Ω
|∇u|p dx
)λ/p
. (4.2)
Using (H1), one has
p − 1 < μ p∗, 0 < p
p − λ  p
∗, λ > p − 1.
Denote a = (∫
Ω
|∇u|p dx)1/p . Then it follows from the Sobolev embedding theorem and (4.2) that
ap  C
(
aμ + aλ).
Hence, there exists a positive number ε0, such that
a =
(∫
Ω
|∇u|p dx
)1/p
 ε0.
Consequently, there exists a positive number r0  1, such that
max
Ω
∣∣∇u(x)∣∣ ( 1|Ω|
∫
Ω
|∇u|p dx
)1/p
 r0,
which implies ‖u‖C1,α(Ω)  r0. So we can take r = r02 , such that item (B) holds.
Next, we verify (B1)–(B3). We ﬁrst note that, by Theorem 3.1, there exists a positive constant τ0, such that the problem
(Aτ0 ) has no solutions. Consider the homotopy H : [0,1] × C → C , such that for any (t,u) ∈ [0,1] × C , v = H (t,u)
stands for the unique solution for the problem{−p v = h(x,u,∇u) + tτ0, x ∈ Ω,
v(x) = 0, x ∈ ∂Ω. (4.3)
By the strong maximum principle and the global C1,α estimates in [20], H is well deﬁned and compact. Obviously,
H (0,u) = K (u) for any u ∈ C , namely, (B1) holds. Besides, in view of the choice of the number τ0, we can see that
H (1, ·) has no ﬁxed point, so (B3) holds for any R > 0. Applying Theorem 3.1 to (4.3), there exists a positive constant R0,
such that ‖u‖ R0 for any ﬁxed point of H (t, ·) on C , where ‖ · ‖ is the uniform norm. Then, by the global C1,α estimates
in [20], there exists a constant R > r, such that ‖u‖C1,α(Ω) < R for any ﬁxed point of H (t, ·). Thus, we have veriﬁed (B2).
On account of what we have proved above, all conditions of Lemma 4.1 are satisﬁed. Thus, by Lemma 4.1, there exists
a ﬁxed point u for K in C satisfying ‖u‖C1,α(Ω) ∈ (r, R). By the deﬁnition of K , u is a solution for the problem (A), and
consequently, H(u) is a solution of the original problem (P ). By the strong maximum principle, H(u) is a positive solution
of the problem (P ). Thus, the proof is complete. 
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