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$Y=\alpha+\beta X+U$ , $\rho=B(Y)/B(X)$ ,
. , QuenouiUe
(1956) , .
, , . ( , Durbin (1959), Rao
(1965), Rao and Webster (1966), Gray and Schucany (1972), Rao (1988) .)
, , $\rho$ , , , $\alpha,$ $\beta$ 2
3 , 2 . ,






$(X_{n}, Y_{n})$ $n$ , $X_{i}$
.
$Y_{:}=\alpha+\beta X_{i}+U$: $(i=1, \ldots, n)$
$B(x_{:})=k_{0}\neq 0$ $(i=1, \ldots,n)$
$B(U:|X:)=0$ $(i=1,\ldots,n)$ , $B(\sigma_{:}^{2}|X;)=n\delta$ $(i=1, \ldots,n)$
$B(U:U_{j}|X:,X_{j})=0$ $(i\neq j;i,j=1, \ldots,n)$ .
, $B(\cdot|\cdot)$ , $\delta$ , $\delta=O(n^{-1})$ , , $h=$
$O(n^{-1})$ .






$\rho$ , . ,
$r= \frac{\overline{Y}}{\overline{X}}=\beta+\frac{\alpha+\overline{U}}{\overline{X}}$
.
, $n$ , $m$ $g$ . , $n=mg$
. , $g\geq 2$ . $j=1,$ $\ldots,g$ , $\overline{X}_{j)}’\overline{Y}_{j}’$ , $j$
, .








$\hat{\beta}_{nsr}=\frac{\sum_{:}^{n_{=1}}(x_{:}-\overline{X})(Y:-\overline{Y})}{\sum_{:}^{n_{=1}}(X_{i}-\overline{X})^{2}}$ , $\hat{\alpha}_{\iota sn}=\overline{Y}-\hat{\beta}_{Lsn}\overline{X}$
. , $B(\hat{p})=\rho$ , $\hat{\rho}$ $\rho$ .
, $X_{1},$
$\ldots,$
$X_{n}$ , 1, $\sigma^{2}$ , $k$
$\mu_{h}=B\{(X_{i}-1)^{h}\}$ ( $i=1,$ $\ldots,$ $n$ ;k=$, 4, 5, 6) . ,
$\hat{p},$ $r,$ $r_{JX}$ 2 $O(n^{-S})$ .
$-2-$
3\mbox{\boldmath $\rho$}^ 2 , 3. 1 .
3. 1. $X_{1},$ $\ldots,X_{n}$ , 1, $\sigma^{2}$ , $k$
$\mu_{h}=B\{(x_{:}-1)^{h}\}(i=1, \ldots, n;h=\,4,5,6)$ .
,
$\{\frac{\sum_{:}^{n_{=1}}(X_{i}-1)^{2}}{\sum_{i=1}^{n}(x_{:}-\overline{X})^{2}}\}=1+\frac{1}{n}+O\cdot(\frac{1}{n^{2}})$
. , $\overline{x}=\sum_{*=1}^{n}x_{:}/n$ .
. , $W_{n}= \sum_{:}^{n_{=1}}(x_{:}-1)^{2}/\sum_{i=1}^{n}(X;-\overline{X})^{2}$ ,
$W_{n}=1+ \frac{n(\overline{X}-1)^{2}}{\sum_{:}^{n_{=1}}(X_{i}-\overline{X})^{2}}$





. $B(Z^{2})=\sigma^{2}$ . (U $Z^{2}$ ) $=O(1/\sqrt{n})$ ,






























{S2 ( $\overline{X}-1)^{2}$ } $=( \frac{1}{n^{2}}-\frac{1}{n^{s}})\mu_{4}+(n-1)(\frac{1}{n^{2}}-\frac{\}{n^{\}})\sigma^{4}$
, (33), (34) ,
$B(U^{2}Z^{2})= \sigma^{2}\mu_{4}+\sigma^{6}+2\mu_{s}^{2}+O(\frac{1}{n})=O(1)$ . ($.5)
($.1), ($.2), ($.5) ,
$B(W_{n})=1+ \frac{1}{n}+O(\frac{1}{n^{2}})$
. $\blacksquare$
3. 1 , $\hat{\rho}$ 2 , .
$MS$ (\mbox{\boldmath $\rho$}^) $=V(\hat{\rho})$
$=B\{V(\hat{\rho}|X_{1}, \ldots,X_{n})\}+V\{B(\hat{p}|X_{1}, \ldots,X_{n})\}$
$=B\{V(\hat{p}|X_{1}, \ldots,X_{n})\}$

























, $r_{JK}$ 2 . $Z=\sqrt{n}(\overline{X}-1),$ $Z_{j}^{l}=$
$\sqrt{n-m}(\overline{X}_{j}^{l}-1)$ ,
$(\gamma JK^{-\beta})=\alpha\{g$ $( \frac{1}{\overline{X}})-\frac{g-1}{g}\sum_{j=1}^{g}B(\frac{1}{\overline{X}_{j}’})\}$
$= \alpha\{gB(\frac{1}{1+\ovalbox{\tt\small REJECT}_{n}z})-(g-1)B(\frac{1}{1+\frac{Z’}{\sqrt{\mathfrak{n}-m}}-})\}$
$= \alpha[g\{1-\frac{B(Z)}{\sqrt{n}}+\frac{B(Z^{2})}{n}-\frac{B(Z^{S})}{n\sqrt{n}}+\frac{B(Z^{4})}{n^{2}}\}$















$+(g-1)B( \frac{1}{\overline{X}_{j}^{\prime 2}})+$ ( $g$ 1) $(g-2)B( \frac{1}{\overline{x}_{:’}}\frac{1}{\overline{X}_{j}’})\}$
$= \alpha\{1+\frac{\sigma^{2}}{n}+\frac{2}{n^{2}}\frac{g}{g-1}(\mu_{\}-2\sigma^{4})\}+\delta(1+\frac{1}{n}\frac{g}{g-1}\sigma^{2})+O(\frac{1}{n^{S}})$
. $r_{JK}$ 2 ,
$MS$ (r $JK$ ) $=B\{(r_{J\acute{K}}-\beta)-\alpha\}^{2}$




, 3. 1 .
3. 1. $X_{1},$ $\ldots,X_{n}$ , 1, $\sigma^{2}$ , $k$
$\mu_{h}=B\{(X_{1}-1)^{h}\}$ ( $i=1,$ $\ldots,n$;h=$,4, 5, 6) .
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$\geq(\frac{\alpha^{2}\sigma^{2}}{n}+\delta)+(\frac{2\alpha^{2}\sigma^{4}}{n^{2}}+\frac{S}{n}\sigma^{2})+O(n^{-S})$ ( $g=n$ )
, $\hat{\rho},$ $r,$ $r_{JK}$ ($g=n$ ) 2 $O(n^{-\})$
.
$\alpha\neq 0,$ $\muleq(7/2)\sigma^{4}+\delta n\sigma^{2}/\alpha^{2}$ , $MSB(\hat{\rho})\leq MSB(r_{JX})\leq MSB(r)$ ,
$\alpha\neq 0,$ $\mu s>(7/2)\sigma^{4}+\delta n\sigma^{2}/\alpha^{2}$ , $MSB(\hat{\rho})\leq MSB(\prime r)\leq MSB(r_{JX})$ ,
$\alpha=0,0<\sigma^{2}\leq 1/$ , $MSB(r_{JK})\leq MSB(r)\leq MSB(\hat{p})$ ,
$\alpha=0,$ 1/$<\mbox{\boldmath $\sigma$} $\leq 1$ , $MSB(r_{JK})\leq MSB(\hat{\rho})\leq MSB(r)$ ,
$\alpha=0,$ $\sigma^{2}>1$ , $MSB(\hat{\rho})\leq MSB(r_{JK})\leq MSB(r)$ .
3. 1. 3. 1 , $\rho$ , $\alpha\neq 0$ , $\alpha=0$




, $\prime r_{JK}$ , ,
, . , , Akahira
and Kawai (1990) .








, $\mathcal{R}$ $\hat{r}=w_{0}r+\sum_{j}^{g_{=1}}w_{j}r_{\acute{j}}$ ,
$\sum_{j=0}^{g}w_{j}=1+o(h)$ , $\sum_{j=1}^{g}w_{j}=-(g-1)+o(g)$
, $o(h)$ .
, $\mathcal{R}$ $\mathcal{R}_{1}$ .
$\mathcal{R}_{1}=\{\tilde{r}=gr+\sum_{j=1}^{g}w_{j}r_{j’}|\sum_{j=1}^{g}w_{j}=-(g-1)\}$ .
, $o(h)$ $\mathcal{R}$ , .
4. 1 , $\mathcal{R}_{1}$ $n^{-1}$ . 4. 1









$\tilde{r}\in \mathcal{R}_{1}$ , 4. 2 .
-9-
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4. 2. $O(h^{4})$ ,
$( \frac{1}{\overline{X}^{2}})=k_{1}+O(h^{4})$ , $B( \frac{1}{\overline{X}_{j}^{2}})=h_{2}+O(h^{4})$ $(k_{2}>0;j=1, \ldots,g)$ ,
$( \frac{1}{\overline{X}}\frac{1}{\overline{X}_{j}^{1}})=h_{S}+O(h^{4})(j=1, \ldots,g)$ ,
$1_{\frac{1}{\overline{x}_{:}’}\frac{1}{\overline{X}_{j}}})=k_{4}+O(h^{4})$ $(i\neq j;i, j=1, \ldots, g)$ .






4. 1. Schwarz , $k_{2}-k_{4}\geq 0$ . ,
$\frac{k_{2}g}{g-1}-\frac{k_{4}g(g-2)}{(g-1)^{2}}\geq\frac{gk_{2}}{(g-1)^{2}}>0$
. (4.1) $\sum_{j}^{g_{=1}}w_{j^{2}}$ .
4. 1 4. 2 , .
4. 3. 4. 1, 4. 2 , $h$; $(i=1,2, \, 4)$ $O(h^{4})$
. ,
$\tilde{r}=gr-\frac{g-1}{g}\sum_{j=1}^{9}r_{j}’$
$\mathcal{R}_{1}$ , $O(g^{2}h^{4})$ .
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$\delta$ { $k_{1g^{2}}-2k_{ g}(g-1)$ $k_{4g}(g-2)$ }
$+O(g^{2}h^{4})$ .
4. 1 , $\mathcal{R}_{1}$ , $O(g^{2}h^{4})$
, $\sum_{j=1}^{ff}w_{j}=-(g-1)$ $\sum_{j}^{g_{=1}}w_{j^{2}}$
$(j=1, \ldots,g)$ . Lagrange , $w_{j}(j=$
$1,$ $\ldots,g$ ) ,
$w_{j}=- \frac{g-1}{g}$ $(j=1, \ldots,g)$
. , $r_{JK}$ , $O(g^{2}h^{4})$ . $\blacksquare$
5.
$Akah\dot{u}$a and Kawai (1990) ,
, , $\rho$ 3 $\hat{\rho},$ $r,$ $r_{JX}$ 2
. .
5. 1. $X_{1},$ $\ldots,X_{n}$ , 1, $nh$
. , $h$ , $h=O(n^{-1})$ . , 2 $n$ ,
$B( \frac{1}{\overline{X}})=1+h+ h^{2}+15h^{\}+O(h^{4})$ ,
$( \frac{1}{\overline{X}_{j}’})=1+\frac{g}{g-1}h+frac{g^{2}}{(g-1)^{2}}h^{2}+15\frac{g^{\}}{(g-1)^{S}}h^{S}+O(h^{4})$ ,





$+ \frac{ 5g^{s}-70g^{2}+56g-16)}{(g-1)^{S}}h^{\}+O(h^{4})=k_{S}+O(h^{4})$ ,
$B( \frac{1}{\overline{x}_{:}’}\frac{1}{\overline{X}_{j}^{1}})=1+\frac{g( g-4)}{(g-1)^{2}}h+\frac{g^{2}(15g^{2}-40g+27)}{(g-1)^{4}}h^{2}$
$+ \frac{g^{\}(105g^{S}-420g^{2}+567g-258)}{(g-1)^{6}}h^{S}+O(h^{4})=k_{4}+O(h^{4})$
. , 4. 3 ,
$JK=gr-\frac{g-1}{g}\sum_{j=1}^{g}r_{j}^{l}$





, $\{(\overline{X}-1)/\sqrt{h}\}^{2}/[\sum_{i=1}^{n}\{(x_{:}-\overline{x})/\sqrt{nh}\}^{2}/(n-1)]$ , 1, $n-1$
$F$ , $\hat{p}$ $\delta\{1+1/(n-\}(n>3)$ .
$\hat{\rho},$ $r,$ $r_{JK}$ 2 $O(n^{-S})$ 3. 1 .
, ” $r_{JK}$ 2 , Rao (1965) .
$MSB( \hat{\rho})=5+\frac{\delta}{n}+O(n^{-\})$ ,
$MSB(r)=( \frac{\alpha^{2}\sigma^{2}}{n}+\delta)+(\text{ ^{}\sigma^{4}}+\frac{delta\sigma^{2}}{n})+O(n^{-S})$ ,
$MS$ (r $JK$ ) $=( \frac{\alpha^{2}\sigma^{2}}{n}+\delta)+(\frac{\alpha^{2}\sigma^{4}}{n^{2}}+\frac{2\delta\sigma^{2}}{n})+O(n^{-\})$ .
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, , $O(n^{-S})$ .
$\alpha\neq 0$ , , $\alpha=0,$ $\sigma^{2}>1$ , $V(\hat{\rho})\leq V(r_{JK})\leq V(r)$ .
$\alpha=0,0<\sigma^{2}\leq 1/3$ , $V(r_{JK})\leq V(r)\leq V(\hat{\rho})$ .
$\alpha=0,1/3<\sigma^{2}\leq 1$ , $V(r_{JK})\leq V(\hat{\rho})\leq V(r)$ .
5. 2. $X$ $(\mu, \lambda)(\mu>0, \lambda>0)$ ,
$IG(\mu, \lambda)$ . , $x>0$ ,
$\mu)^{2}/(2\mu^{2} ae)\}$ .







. , Schwarz , $B\{(1/\overline{X})(1/\overline{X}_{j’})\},$ $B\{(1/\overline{x}_{:}^{i})(1/\overline{X}_{j’})\}$
. ,
$k_{0}$ $( \frac{1}{\overline{X}})-1=\frac{\mu}{n\lambda}$ ,
$h_{0} \{B(\frac{1}{\overline{X}_{j}’})-B(\frac{1}{\overline{X}})\}=\frac{\mu}{n\lambda}\frac{1}{g-1}$
. $\mu/(n\lambda)$ , 4. 1 . , 4. 1 ,
$\tilde{r}\in \mathcal{R}_{1}$ ,
$B( \tilde{r})=\beta+\frac{\alpha}{\mu}=\rho$
. , $\tilde{r}\in \mathcal{R}_{1}$ $p$ . , 4.2 4. 3
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