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Magnetic Resonance guided High Intensity Focused Ultrasound (MR-HIFU) is a non-
invasive medical procedure for localized tissue heating, used mostly in treatment of tu-
mours. e modality utilizes focused ultrasound to raise the temperature of the tumour
tissue in small localized volumes, resulting in necrosis. To ablate the whole tumour, sev-
eral of these sonication cells are need. Planning the positions of the cells, while taking into
consideration all safety aspects of the treatment, is a time consuming and monotonous
task, but requires at the same time expertise and precision. Furthermore, due to the
complex characteristics of a MR-HIFU treatment, it is diﬃcult to optimize manually.
e aim of the thesis was to design an outline for an automated treatment planning al-
gorithm for MR-HIFU, and to produce a prototype of such an algorithm. e presented
algorithm relies on a step-wise process. First, a set of positions is produced that can be
sonicated safely. en, an optimal subset of those positions is selected. Finally, the re-
maining treatment parameters are optimized. e treatment can either be optimized for
maximum coverage or minimum total treatment time. e proposed algorithm is gen-
eral enough to be adaptable to all ablation applications of MR-HIFU. It has a modular
structure for easy updating, and it is able to improve on the plan during the treatment
based on feedback from already delivered cells. is is the ĕrst published treatment plan-
ning algorithm for MR-HIFU that optimizes the treatment and has the ability to update
the plan based on feedback. e prototype was tested in two artiĕcial test cases and one
real clinical case, proving its feasibility.
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Högintensivt fokuserat ultraljud guidat av magnetresonanstermometri (MR-HIFU) är
en ickeinvasiv medicinskmetod för att åtstadkomma lokal uppvärmning i vävnad, vilket
tillämpas främst för behandling av tumörer. Tekniken utnyttjar fokuserat ultraljud för
att lokalt höja temperaturen i tumörvävnaden vilket resulterar nekros. För att orsaka
ablation i hela tumören krävs det att Ęera av dessa celler sonikeras. Att manuellt planera
hur dessa celler skall placeras, medan behandlingens samtliga säkerhetsaspekter tas i
beaktande, är en tidskrävande och monoton process som samtidigt kräver expertis och
precision. Dessutom, på grund av behandlingens mångfacetterade karaktär är den svår
att optimera manuellt.
Syet med detta arbete var att utforma en algoritm för automatisk behandlingsplaner-
ing förMR-HIFU för att förbättra arbetsĘödet i planeringsprocessen, samt att producera
en prototyp av en dylik algoritm. Den presenterade algoritmen är en stegvis process.
Först producerar algoritmen en grupp av positioner som kan sonikeras på ett säkert
sätt. Däreer ĕnner algoritmen den optimala undergruppen av dessa positioner. Slut-
ligen optimerar algoritmen resten av de relevanta behandlingsparametrarna. Behan-
dlingen kan optimeras antingen genom att maximera volymen som utsätts för ablation
eller genom att minimera tiden som behandlingen kräver. Den presenterade algorit-
men är tillräckligt generell för att kunna anpassas till samtliga ablationstillämpningar
av MR-HIFU. Den har en modulstruktur vilket förenklar uppgradering, och den kan
använda information om hur behandlingen framskrider för att reglera och uppdatera
planen. Detta är den första publicerade algoritmen för behandlingsplanering inomMR-
HIFU somkan optimera behandlingen samt använda återkoppling för att reglera planen.
Prototypen testades i två konstgjorda fall samt i ett äkta kliniskt fall vilket dess genom-
förbarhet.
Nyckelord: HIFU, MR-HIFU, behandlingsplannering, behandlingsoptimering
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11 Introduction
Magnetic Resonance guided High Intensity Focused Ultrasound (MR-HIFU) is a non-
invasive medical procedure for localized tissue heating, utilized mostly in treatment of
tumours. e modality is a hybrid combining the therapeutic abilities of HIFU and the
imaging capabilities ofmagnetic resonance imaging (MRI). e technique utilizes concave
transducers to produce a focused ultrasound beam. e beam concentrates the ultrasound
energy in a single spot in the targeted volume. e deposited energy causes local heat accu-
mulation, which in turns leads to temperature rise and eventually necrosis. e procedure
is guided using MR-thermometry, allowing real-time in vivo monitoring of the tempera-
ture development during the delivery of the treatment. Even though the use of ultrasound
for hypertherapy is well known, combining the technique with MR-thermometry is a rela-
tively new development. e superior so-tissue contrast, high resolution, and the ability
to measure relative temperature changes imply that MRI not only allows the guiding of the
treatment, but also facilitates monitoring the safety of the delivery as well as the planning
of the treatment and the veriĕcation of the results. A further, promising application for
MR-HIFU is its use in drug-delivery. e drugs are contained inside thermosensitive cap-
sules that release the drug locally when heated, eﬀectively limiting the spread of the drug
to the rest of the body.
e Philips Sonalleve MR-HIFU system is one of the few commercially available MR-
HIFU solutions. e system incorporates a specially designed table top, which contains the
transducer, and a soware console used to plan, control, and monitor the treatment. e
main application for the Sonalleve MR-HIFU system is the treatment of uterine ĕbroids
(UF), benign tumours located in the uterus. Recently, ĕrst treatments of bone metasta-
sis using the systems have been performed, and new applications for tumours in other
anatomical regions, such as the prostate and breasts, are in development.
As the population in the world is ageing and continuing to grow, the number of new
cancer cases per year continues to increase. According to statistics published in [1], more
than one third of the population (in the UK) will develop some form of cancer during their
lifetime. Breast and prostate cancer are among the most common types of cancer, with
approximately 1.3 and 0.9 million new incidences per year worldwide, respectively. Breast
cancer is the most common form of cancer among women, while prostate is the second
most common among men. [2] Both are also potential future applications for MR-HIFU
treatments. As mentioned, the main application of MR-HIFU has been the treatment of
uterine ĕbroids. Despite not beingmalignant, UFs reduce the life quality of a large portion
of the women in the world. It has been reported that up to 25% of women in child bearing
age shows symptoms of uterine ĕbroids. ese include heavy and prolonged menstrual
bleeding, severe pain, bloating, constipation and/or urinary complaints. [3]
Traditional, surgical methods of treating UF include hysterectomy, myomectomy, and
embolization, all of which are invasive, require some level of hospitalization and recovery
time, and involve risks for the patient. More generally, non-surgicalmethods for pathology
treatment include ablating the tumour by radiation and using temperature based therapies.
Radiation-based techniques, such as brachytherapy, destroy the tumour tissue by utilizing
ionizing radiation. emodalities are relatively old and also expose healthy tissue to dam-
aging radiation and brachytherapy, in particular, has the further disadvantage of being
2invasive. Heating-based methods, such as radio-frequency, microwave or laser ablation,
are also invasive. [4] High intensity focused ultrasound (HIFU), on the other hand, is non-
invasive, minimizing the risk of bleeding and infections, and also does not utilize any kind
of ionizing radiation [5]. e recovery time following a MR-HIFU treatment is usually
very short, and the patient may leave the hospital the same day.
e term treatment planning incorporates the process of planning the delivery of the
treatment on the console soware, by deĕning the treatment parameters that inĘuence the
outcome of the treatment and by taking into consideration the safety of the patient as well
as the physical constraints of the equipment. Oen, an optimization aspect is also included
in the process. On the Phillips SonalleveMR-HIFU system, the treatment planning process
is currently performed manually, which can be a time consuming and monotonous task,
considering the number of cells required to treat a large tumour and the extensive require-
ments that each treatment cell should fulĕl. Furthermore, the complexity of a treatment
delivery, as a system, and the number of variables that inĘuence the outcome, make opti-
mizing the treatment manually an overwhelming task. Only a few published reports can
be found on the subject of treatment planning in the HIFU environment [6]. In radio-
therapy and brachytherapy, automated treatment planning algorithms have long been the
subject of development, and highly sophisticated commercial solutions are available. e
algorithms conduct so called inverse planning as they produce optimal sets of treatment pa-
rameters based on the user deĕned target areas. is is in contrast with forward planning,
which attempts to optimize the parameters through trial-and-error.
e aim of this thesis is to produce an outline for an automated treatment planning
algorithm for the Phillips Sonalleve MR-HIFU system, and to produce a functional proto-
type of the algorithm, as well as to introduce and compare a number of alternativemethods
of implementation. e primary aim of the algorithm is to improve the planning workĘow
so that the users prefer to use the algorithm over manual planning. e algorithm should
be able to perform an inverse planning procedure, taking as input the target volume and
other treatment constraints, and producing as output a complete, optimized treatment plan
that fulĕls all safety requirements and takes equipment limitations into account. Moreover,
seen from the point of view of the user, the algorithm should be easy to use, but also ver-
satile enough to handle and adapt to varied treatment cases. e outline of the algorithm
should be general enough to function for a wide range of treatment applications, but within
this thesis the main focus will be on the uterine ĕbroid application.
e ĕrst part of this thesis is a literary review, introducing the basics behind HIFU
and MR-HIFU, its applications, the treatment parameters aﬀecting the outcome of the
treatment, and prior studies on the optimization of those parameters. As publications on
HIFU treatment planning are scarce, the optimization aspect of the planning algorithm is
approached by presenting two similar applications, which have received more attention in
literature: brachytherapy and network planning. e second part of the thesis discusses
the requirements for a treatment planning algorithm in the Sonalleve environment in fur-
ther detail, before the proposed outline of the treatment planning algorithm is presented.
In the third part, the implemented algorithm prototype is introduced. e performance
of the optimization algorithms is compared in artiĕcial and real clinical test cases. e last
part contains a summary of the thesis.
3Part I
Literary Review
2 Introduction to HIFU
e ĕrst comprehensive studies related to the biophysical eﬀects of ultrasound were con-
ducted in 1927 byWood and Loomis, who reported that high intensity ultrasound had the
ability to rapture cell membranes in its propagation path. e possible applications of this
phenomenon were quickly realised, and in 1933 Szent-Györgi was the ĕrst to propose the
use of ultrasound for the treatment of cancer. Further investigation was conducted into
the possible practical application of high-intensity ultrasound for some decades. Lynn et
al. introduced in 1942 the concave transducer, which focused the ultrasound waves to a
single focal point and thus increased the local intensity of the waves while sparing the tis-
sue around the point. is development can be considered as the beginning of HIFU as a
technique [7, 8]. e ĕrst applications for use in humans, for the treatment of e.g. Parkin-
son’s disease, were reported in 1960’s [8]. Even though the technique showed potential,
the most substantial challenge regarding the clinical use of ultrasound for tissue ablation
was the lack of guidance and thus the diﬃculty of targeting the beam [7].
In order to solve the problem, several diﬀerent imagingmodalities have been proposed
to be used for guiding the HIFU treatment. e most intuitive modality is probably ultra-
sonography, i.e. the use of ultrasound to image subcutaneous anatomical structures. Due to
technical limitations the image quality of the modality is relatively low, which renders the
guiding of HIFU more challenging. In spite of this, there exist today commercial HIFU
products using ultrasonography as a guiding modality. [6] e use of MRI as guidance
for HIFU treatments was ĕrst proposed by Cline in 1993. MRI is an intensively studied
and well-develop imaging modality which is extensively used for medical diagnostics, and
which oﬀers excellent so tissue contrast as well as high resolution. Moreover, several MR
tissue parameters change as a result of temperature increase and tissue damage, which al-
lows MR not only to visualize the induced tissue damage aer the treatment but also to
produce high resolution in vivo volumetric temperature maps within the tissue in real-
time. In other words, MRI allows the operator to non-invasively monitor the temperature
rise inside the body during the treatment. [7]
is section introduces the physical and physiological phenomena underlying MR-
HIFU treatments as well as some of its applications, and gives a description of a typical
MR-HIFU treatment workĘow using the Philips Sonalleve MR-HIFU platform.
2.1 Ultrasound in Human Tissue
Sound waves oscillating at frequencies above 20 kHz are classiĕed as ultrasound. Ultra-
sound waves propagate in solid, liquid and gaseous media and thus also in human tissue.
As the ultrasound waves travel through tissue, the pressure oscillations cause the cells and
molecules in the tissue to vibrate and rotate, which in turn results in a rise in the local
temperature. is interaction with molecules causes the ultrasound waves to lose energy.
4Furthermore, ultrasoundwaves propagating through the numerous interfaces between dif-
ferent tissue types at complicated angles in the body experience reĘection and refraction
continuously. is causes it not only to scatter and lose energy but may also shi or distort
the focal point of a focused beam. e decrease in energy, or pressure, is called attenuation.
e attenuation coeﬃcient is tissue dependent, and tends to increase with the frequency
[9], as well as with the tissue compactness. Blood has a low coeﬃcient, muscle somewhat
higher, and attenuation in bone is two orders of magnitude higher than in blood. e coef-
ĕcient can, however, vary considerably between individuals, tissue types and even within
inhomogeneous tissue (such as uterine ĕbroids). [7]
Local heating in biological tissue will cause the temperature to rise locally, counter-
acted by diﬀusion and perfusion. Diﬀusion is the spread of heat from areas with more heat
to areas with less. e phenomenon is fairly local. Perfusion, on the other hand, can be
quite eﬀective at removing heat from a high concentration area and redistributing it to
other parts of the body. Perfusion is a consequence of blood Ęow. Blood binds heat and
transfers it by convection. Consequently, the perfusion rate depends on the rate and the
direction of blood Ęow. e body uses blood Ęow and perfusion actively to regulate its
temperature. e temperature rise in biological tissue is most oen described by Pennes’
bioheat transfer equation (BHE), which is presented in more detail in Section 2.1.1.
Tissue can withstand moderately raised temperatures for some time, but continued ex-
posure to temperatures above the normal causes damage to the tissue. In order to quantify







where R = 0:25, for T < 43oC,
R = 0:5, for T  43oC,
where TD43(t) is the thermal dose, t is time and T () is the time-dependent temperature.
ermal dose is measured in equivalent minutes (EM) at 43oC, indicating the time that
the tissue would need to be kept at 43oC in order to sustain an equal amount of damage.
According to Equation (2.1), the higher the temperature the shorter time is needed to inĘict
damage on the tissue, and vice versa. 240 EM is usually considered to be the threshold
for full coagulative necrosis (premature cell death) in the tissue, and 30 EM a predictor
for onset of tissue damage, even though these thresholds are somewhat tissue dependent.
Tissue damage caused by elevated temperature is called thermal lesion or ablation, andmay
present itself as, for example, ruptured cells, denaturized proteins, oedema, and coagulated
veins. [7]
2.1.1 Pennes’ Bioheat Transfer Equation
Pennes’ bioheat transfer equation describes the time evolution of the temperature distri-




= ktr2T (r; t)  wbcb(T (r; t)  Tar) +Q(r; t): (2.2)
5Here, T (r; t) is the temperature distribution,  is the density of the tissue, ct and cb are
the speciĕc heat of the tissue and the blood, respectively, kt is the heat conductivity of the
tissue, wb is the perfusion rate of the blood, Tar is the temperature of the arterial blood,
andQ(r; t) is the heat introduced into the system. In the case that the heat is caused by ab-
sorbed ultrasound waves, the heat term isQ(r; t) = 2aI(r; t), where a is the absorption
coeﬃcient of the ultrasound waves and I(r; t) is the intensity of the waves. e ĕrst term
on the right hand side of Equation (2.2) describes heat diﬀusion, while the second term
describes perfusion. As can be seen, perfusion depends on the temperature diﬀerence be-
tween the tissue and the arterial blood. A partial diﬀerential equation such as Equation
(2.2) is extremely diﬃcult to solve analytically for relevant boundary conditions and tissue
geometries without extensive simpliĕcations. erefore, various numerical methods are
generally applied to solve the equation. [10]
2.2 HIFU
eultrasound used inHIFU applications is produced by several small piezoelectric trans-
ducer elements arranged in the shape of a spherical shell [7, 8]. e array of small elements
creates together, through constructive interference, a conical beamwith a focus point close
to the geometrical centre of the transducers curvature. is is visualized in Figure 1. e
intensity in the focal point can be three orders of magnitude larger than the intensity of
one plane wave produced by a single element, and typically several orders of magnitude
larger than those used in ultrasonography. e transducers usually operate at frequencies
in the range 0.8-4 MHz, depending on their use, the sonication depth, and the target. [7]
e process of delivering ultrasound to tissue with the intent of causing ablation is
called sonication, and the constrained volume of tissue that is to be ablated during a single
sonication event is called a treatment cell or simply a cell. e focal spot has in an ideal case
the form of an ellipsoid, the size of which depends on the transducer geometry, the speed
of sound in tissue, and the frequency of the waves. [7, 8, 11] Diﬀerences in tissue param-
eters and interfaces between tissue types aﬀect the propagation of the ultrasound, which
inĘuences the form of the focal spot. Especially bone tissue, with a relatively high absorp-
tion coeﬃcient, causes large portions of the ultrasound energy to be absorbed, which in
turn may cause unintended heat distributions. [12] For this reason, care is taken to avoid
bone in normal uterine ĕbroid treatments with HIFU.
In order for the transducer to ablate at diﬀerent positions, the focal point of the ultra-
sound cone needs to be moved. is can either be done mechanically or electronically.
Physically moving the transducer around during the treatment induces, however, signiĕ-
cant artefacts in the MRI temperature monitoring. Electronically controlling the position
of the focal point requires the use of so called phased-array transducers. In a phased-array
transducer, the small elements can be individually controlled, allowing the operator to set
the phase and amplitude of each element separately. By altering the phase of the individual
waves, it is possible to accurately control where the constructive interference creates the
focal spot. [7, 8] is technique is called electronic steering and the physical phenomenon
is called electronic deĘection. [7] e phenomenon is demonstrated in Figure 1
As the size of the targeted tumours are much larger than the focal point, the transla-
tion range that the electronic steering provides is usually not enough to allow ablation of
6Figure 1: e le ĕgure visualizes and labels important parts of the ultrasound beam pro-
duced by the transducer. e right ĕgure demonstrates the eﬀect of electronic steering on
the ultrasound beam.
the whole target without mechanically moving the transducer between sonications. More-
over, the focal point needs to be positioned very accurately. For these reasons modern
HIFU-devices typically employ some sort of automation to handle the movement of the
transducer with suﬃcient precision. e electronic steering is instead used to increase the
eﬃciency of the sonication.
Traditionally, sonications are performed by ablating a single focal point at a time, mov-
ing the transducer slightly while letting the near ĕeld (NF, see Figure 1), containing fat, skin
andmuscle tissue, to cool down before sonicating again. e volume of necrosed tissue de-
pends on the power of the ultrasound waves, the duration of the sonication [8, 11], and
tissue parameters [8]. Typically, heat is deposited quickly enough for the thermal distribu-
tion to be largely independent of perfusion eﬀects, and the boundary between healthy and
damaged tissue is relatively sharp. [8] Heat build-up from one sonication is typically small,
but the cumulative eﬀect due to multiple sonications and inadequate cooling between the
sonications may cause tissue damage in the near ĕeld [11]. For this reason, cooling times
are crucial. e single-sonication method is ineﬃcient as a large part of the heat produced
in the preceding sonication is lost during the cooling period, while it could be utilized to
raise the temperature in the surrounding tissue more quickly [7, 13]. Furthermore, the
cooling times between the sonications prolong the total treatment time [11, 14]. By taking
advantage of the rapid and precise steering of the focal point that the phased-array trans-
ducer oﬀer, modernHIFU-devices are able to ablate volumes larger than the focal point per
sonication by scanning the area around the focal point at precisely controlled speeds and
along speciĕed trajectories. is allows for a considerable reduction in treatment times,
as several cooling periods can be eliminated, and thus increases the eﬃciency of the treat-
ment. [7, 13] Numerous studies have been made into the development of these volumetric
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mize the power, duration and trajectory during the sonication to adapt to the unpredictable
heating of heterogeneous tissue. [7, 13]
e increase in the sonicated volume also increases the amount of energy deposited in
the tissue per sonication. is, in turn, increases the heating in the near ĕeld and, conse-
quently, the risk of adverse eﬀects such as skin burns. e main limitation for the use of
HIFU for tumour treatment is, in fact, the long treatment times due to the risk of near-ĕeld
overheating [4, 15]. Although the use of volumetric sonication methods leads to longer
cooling times between sonications, it has been shown that the total treatment time is still
decreased. e heat build up in the near ĕeld can, also, be reduced by minimizing the
overlap of successive sonications. [7] All in all, very little research has been performed to
ĕnding the optimal balance between sonication durations and cooling times.
2.3 MRI Guidance andMR-HIFU
Magnetic resonance imaging is used extensively in medical diagnostics due to its excellent
so tissue resolution and high versatility. In short, MRI utilizes the inherentmagnetization
of certain atomic nuclei to image the internal structures of an object. Medical diagnostic
applications utilize the magnetization of hydrogen atoms, found in abundance in water
and organic molecules. Inside a MRI scanner a strong magnetic ĕeld, typically 1.5 T or
3 T, acts on the magnetization of these nuclei and forces the atoms to align themselves in
parallel with the ĕeld. By applying a short radio frequency (RF) pulse the magnetizations
are provided energy that disturbs this equilibrium state. As the nuclei gradually returns
to their natural alignment they release the gained energy in the form of oscillating mag-
netic ĕelds, which can be detected by the scanner. Hydrogen atoms in diﬀerent chemical
environments, such as water and fat, react diﬀerently to the external and the RF ĕeld and
they therefore relax back to the equilibrium state at diﬀerent paces. emodality is, there-
fore, able to distinguish between tissue types and create cross-sectional and volumetric
representations of the internal structure of the imaged volume. e ability to distinguish
between tissue types gives themodality excellent so-tissue contrast. Applications forMRI
are vast, ranging from traditional diagnostic imaging to functional MRI. As MRI does not
utilize any ionizing radiation, the safety concerns related toMRI are minimal compared to
alternative modality such as Computer Tomography (CT) and Positron Emission Tomog-
raphy (PET).
e capability ofMRI to display contrast between so-tissue at high resolutions ensures
that it is well-suited for locating pathological tissue in healthy tissue, which in turn facili-
tates the planning of the MR-HIFU treatment [7, 13]. MRI is also used in post-treatment
to determine the extent of the induced necrosis. [7] However, without knowing the exact
absorption and perfusion constants of and the detailed structure and type of the tissue,
through which the ultrasound propagates, it is diﬃcult to predict how the ultrasound will
be absorbed and thus how the temperature will rise in the tissue. [7] For safety reasons it
is therefore vital to utilize on-line temperature monitoring during the treatment to ensure
that no sensitive organs are at risk. [7, 13] MR thermometry methods allow the operator
to non-invasively measure the temperature change inside tissue. Temperature elevations
are usually monitored speciĕcally in the near ĕeld, in the far ĕeld (FF), along the beam
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can intervene if necessary. Moreover, the temperature maps provided by MR thermom-
etry can be utilized as feedback data to alter and guide the sonications to ensure optimal
treatment results. [7]
Several methods for usingMRI for temperature imaging have been suggested, all mea-
suring diﬀerent temperature dependent MR parameters. Changes in temperature cause
changes in the way the molecules in tissue interact, altering the chemical environment of
the hydrogen nuclei and hence also theirMR parameters. emost widely used thermom-
etry technique is based on the changes in proton resonance frequency (PRF). [7] A detailed
description of PRF thermometry is beyond the scope of this thesis, but it should be noted
that the technique is only capable of measuring relative temperature changes and not the
absolute temperature. is presents some limitations for MR-HIFU using the technique:
the core body temperature is usually used as a starting temperature, on top of which the
temperature variation maps from the thermometry scans are added to obtain the absolute
temperature maps [7]. If local hotspots exist aer a prior sonication, a newly initialised
thermometry scan will not be able to communicate the absolute temperature correctly
[7, 16].
2.4 Applications
e possible clinical applications of MR-HIFU are numerous and have spurred a lot of in-
terest during the short history of the modality. e applications are, however, constrained
by the diﬃculty of delivering ultrasound through bone and gas ĕlled cavities. As men-
tioned above, MR-HIFU has primarily been used for treating uterine ĕbroids. HIFU has
proven to have superior speciĕcity compared to other available techniques for hysterec-
tomy, and as it is non-invasive it also has shorter recovery times and the risks of adverse
events, such as inĘammations, are smaller. Similarly, there have been several studies prov-
ing the feasibility of ablation of prostate cancer using HIFU guided either byMRI or ultra-
sonography. [7]
Other interesting applications of MR-HIFU include ablation of tumours in the breast
and bone [3, 7, 12]. e successful ablation of benign breast ĕbroadenoma and malignant
breast carcinoma has been reported, as well as alleviating treatment of bonemetastasis [7].
An even more exciting application of focused ultrasound heating is the use for temporally
and spatially accurate drug delivery and gene therapy. e drug, for example a chemother-
apeutic drug whose spread into the rest of the body should be minimized, is encapsulated
in thermosensitive liposomes that release the drug when heated. By increasing the temper-
ature of the tissue locally using HIFU, the drug is released, and its spread can be restrained
to the heated volume [17–19]. Furthermore, the disruption of the blood-brain barrier by
HIFU has been shown to allow drugs to enter the central nervous system, increasing their
eﬀectiveness [20].
Several other applications of HIFU, with or without MR guidance have been reported.
ese include treatment of tumours in the liver, the kidneys, the bladder, and the eye, as
well as stroke treatment and several neurosurgical applications [7, 8, 8, 12]. Early treat-
ments of the brain required that a part of the skull was removed to reach the target [7, 8].
However, recently there have been reports of non-invasive treatments having been carried
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inĘammations and other adverse eﬀects.
Recently, preliminary results presented by Voogt et al. [21] have shown promising
results for using MR-HIFU for tumour vessel ablation and occlusion, cutting of the blood
supply to the tumour. is reduces perfusion, allowing the deposited energy to causemore
damage to the tumour. Devascularisation of the tumour has also shown to deprive the
tumour of oxygen andnutrition, leading to coagulative necrosis, but also to inĘict collateral
damage on smaller tumours in the vicinity of the larger, primary target of the treatment,
increasing the eﬃciency of the treatment considerably [22].
2.5 Phillips Sonalleve MR-HIFU Platform
ePhillips SonalleveMR-HIFU platform consists of a table top (Figure 2), containing the
transducer as well as electronics andmechanics to acquire theMR scans and to control the
transducer, a generator cabinet, and a console with which the system is controlled. e
system is installed adjacent to the MRI scanner, and exchanges considerable amounts of
information with the scanner. e table top has the capabilities to function as a normal
patient table for MRI scanners, but the HIFU-application sets special requirements on the
table. First, in order for the ultrasound to propagate from the transducer to the patient,
a transparent window membrane is located approximately in the middle of the table. e
part of the patient that is to be treated is positioned carefully over the membrane, ensuring
good reach for the ultrasound beam and that sensitive organs can be avoided. Second, as
ultrasound cannot travel eﬀectively through air, the transducer is submerged inwater or oil
to provide an acoustic path for the beam to propagate through. A phased-array transducer
is used to allow electrical steering.
e console soware allows the operator to import planning images from the scanner
and use them in the planning stage of the treatment. e graphical user-interface (Figure
3) also allows the user to plan the positions of the treatment cells, using graphical overlays
of the transducer and the beam path to facilitate safety checks. Finally, the soware allows
the user not only to control the transducer and the power used in each sonication, but also
to monitor the development of the heat and dose accumulation on top of low-resolution
anatomical scans during the sonication.
2.5.1 MR-HIFU Treatment Workﬂow
A typical MR-HIFU treatment using the Philips Sonalleve MR-HIFU platform can be di-
vided into three separate phases: the planning phase, the sonication phase, and the post-
treatment veriĕcation phase [7]. Initially the patient is positioned on the MR-HIFU table
top with the target area aligned over the ultrasound window. If the patient moves dur-
ing the treatment his/her position needs to be corrected during the treatment, between
sonications.
e initial part of the planning phase consists of acquiring high-resolution scans of
the targeted volume with surrounding tissue and the skin interface. e scans are used
to locate the tumour and Organs at Risk (OAR), such as the spine and bowel, in the near
and far ĕeld [3]. In the next step, treatment cells are positioned, or populated inside the
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tumour so that the ablated tumour volume is maximized, while taking safety issues into
consideration. e process of positioning cells inside the tumour is called population. As
this procedure is carried out manually by the operator and as each cell needs to be checked
against a number of safety requirements, this can be a time consuming process. In UF
treatments, the safety requirements dictate that the cells cannot be positioned too close to
the perimetrium (the serosa of the uterus), the ultrasound beam cannot pass through any
OARs in the near ĕeld, and there should be a cell-size dependent safety margin between
the cell centre and any OARs in the far ĕeld. Furthermore, the cells should, in general, not
overlap. e cells can be positioned freely inside the target volume in three dimensions,
x-direction (anterior-posterior), y-direction (le-right) and z-direction (head-feet), and
using two tilt angles, roll (rotation about the z-axis) and pitch (rotation about the y-axis).
In this thesis a position is deĕned in a ĕve dimensional space having x-, y-, z-, roll- and
pitch-coordinates, while a point is deĕned in the Cartesian coordinate system. e physical
constraints of the transducer (the focal length, the range of the electrical deĘection) and
the positioner responsible for the physical movement of it (the size of the oil container,
joints’ maximum angles, etc.) limit the transducers available treatment area (ATA) .
ere does not exist, to the writer’s knowledge, any reported research into the optimal
positioning of treatment cells inside the target volume, and at the moment treatments are
planned using only the experience and clinical expertise of the operator. However, as the
aim of the treatment is to ablate a maximum volume of the tumour, it can be assumed
that the operator will try to minimize the gap between adjacent cells. Furthermore, the
operator needs to balance the total treatment time, as it is themain limiting factor in HIFU
treatments and the patient comfort needs to be considered.
Figure 2: e Philips Sonalleve MR-HIFU table top with a Philips Ingenia 3T MRI scan-




Figure 3: e Phillips Sonalleve MR-HIFU soware GUI. On the le side the planned
treatment cells are listed. On the right are the planning images, viewed from three diﬀerent
angles, together with a visualization of the planned cells. e transducer and the US beam
are displayed as graphical overlays to help the planning process.
e sonication phase of the treatment, in which the actual treatment is performed,
starts with carrying out a test sonication at a low power level. Test sonications verify the
transducer position and ensure proper ultrasound coupling from the transducer to the
cell position. is is an essential step in ensuring safe sonications at proper power lev-
els, as poor coupling in the ultrasound beam path could cause severe burn damage to the
patient. [15] Once the coupling has been veriĕed the actual treatment sonications can
be conducted. During the sonications, the operator monitors the heat and thermal dose
build-up in real time to ensure that the delivery is safe. If the heat build-up develops in a
way that puts the patient’s safety at risk, the operator aborts the sonications. Moreover, the
patient is able to terminate the treatment if the heat causes pain or discomfort. Aer the
sonication, the cooling of the tissue is approximated by analysing the rate at which the tem-
perature in the tissue decreases. is allows the cooling period succeeding the sonication
to be minimized. Aer the cooling period, the next cell to be sonicated is selected by the
operator in order to minimize the risk of NF heat accumulation and resulting skin burns.
e sonication process is then repeated. e operator is able to add new cells or remove
and/or alter already planned cells in between sonications, depending on the outcome of
the sonicated cells.
e result of the treatment is veriĕed in the post-treatment phase. ese images are
usually equally detailed as the planning images, but are optimized to show the change in
tissue parameters caused by necrosis in the ablated areas of the tumour. [7]
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3 MR-HIFU Treatment Planning and Optimization
In order for a treatment planning algorithm to improve on the planning workĘow and
produce better treatment plans, it needs an optimization procedure that can balance the
treatment parameters in such a way that the outcome of the planned treatment is (approx-
imately) optimal. Moreover, partly due to the young age of the modality and partly due to
the complexity of the interrelated factors aﬀecting the outcome of the treatment, relatively
few papers have been published on the subject. Moreover, published papers tend to con-
centrate only on one aspect of the treatment. In this section, a brief review is given over
publications dealing with HIFU treatment optimization.
In essence, HIFU treatment optimization is a multi-objective optimization problem,
oen with conĘicting aims. e primary objective is to deliver a safe and eﬀective treat-
ment: to ablate the tumour and to alleviate the pain. e secondary objective is tominimize
the total treatment time, for two reasons. First, prolonged treatments are uncomfortable
for the patient, who is required to lie very still during the treatment for safety reasons [23].
Second, the time used in aMRI scanner is expensive [11]. Prolonged total treatments times
are regarded as the main limitation of MR-HIFU treatments [4]. e total treatment time
consists of the time spent positioning the patient on the table top, acquiring the planning
images, planning the treatment, together with other pre-treatment procedures, the actual
delivery of the treatment, acquiring veriĕcation images and other post treatment proce-





whereTt is the total treatment time,N is the number of sonications, andtheat;i andtcool;i
are the heating and cooling period for sonication i, respectively.
e primary reason for prolonged treatment times is the cooling times between soni-
cations. ey are necessary to avoid overheating in the near ĕeld [14, 16]. Mougenot et al.
showed that there exist a linear relationship between the maximum temperature increase
in the near ĕeld and the deposited surface energy density, with the slope following the tis-
sue ultrasound absorptivity factor, regardless of the sonication depth and cell size. Since
there is very little constructive interference taking place between the ultrasound waves at
near ĕeld, the heating at skin depth does not depend on the phase of the waves, but only on
the local average deposited energy. [15] Although these ĕndings provide a simple way of
approximating the near ĕeld heating by a sonication, the temperature rise depends highly
on local perfusion rates, which in general are not well known during the treatment [11].
Based on these ĕndings it could be concluded that sonicating deeper into the tissue
implies shorter cooling times, since the deposited energy is distributed across a larger skin
area. In contrast, the deeper the target, the more power is needed, increasing the surface
energy. As the absorption rates are tissue and patient speciĕc as well as heterogeneous, it
is not a trivial task to optimize the depth levels of the sonications.
Several parameters inĘuence the outcome of the treatment: cell sizes, cell position,
sonication power, the heating time for each cell, the cooling time between each sonication,
and the order in which the cells are sonicated. It is generally recommended to use as large
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cells as possible, as it reduces the total number of sonications and therefore improves the
eﬃciency of the treatment [11, 25, 26].
e choice of heating time and power are tightly intervened, and the balancing the two
is not trivial. Most publications tend to discuss the optimization of heating times for ablat-
ing small treatment cells and not larger volumes [11, 27, 28]. Similar limitations are present
in publications considering the optimization of cooling times [11, 23–25]. e main con-
clusion in these texts is that the problem is very complex and that, while simpliĕed models
might give approximative results [11, 24], the need for knowledge about tissue parameters
and the use of dynamic algorithms is obvious [25]. e optimal solution depends, among
other things, on the target, the tissue type and structures, the blood perfusion rates, and the
transducer and its power deposition pattern [24, 25]. Payne argues [24] that if the choice
lies between using a conservative heating strategy (using theminimal amount of power that
is able to induce the required dosage in the target but prolonging the sonication time) and
an aggressive treatment strategy (using the maximum amount of power and short heating
times to induce the dose as quickly as possible), the aggressive strategy is to be preferred.
Due to the nonlinear nature of thermal dose accumulation, a point of diminishing returns
exists, below which the dose is actually delivered during the cooling phase and not during
the heating phase. Payne also pointed out that optimal cooling and heating times does ex-
ist, but that they depend on the eﬀective perfusion and power density in the normal tissue
and the tumour, and that to be able to optimize the durations on-line, a rapid method for
measuring or approximating these parameters is needed. e reason is that the perfusion
rates in the normal tissue and in the target zone change during the treatment, and the op-
timization needs to be repeated several times. is also implies that a fast approximative
model of the temperature rise is needed. As Payne’s results were acquired by simulations,
using an approximative exponential model for temperature change, it is unclear whether
near ĕeld heating was taken into account. Mougenot et al. [26] attempted to optimize the
cooling times for a set of cells with a predetermined sonication order and power levels. e
result showed that by using relatively large volumetric cells and keeping the cooling time
low, it is possible to take advantage of the cumulative heating of the prior sonications to
increase the eﬃciency of the succeeding sonications. Mougenot found that it was possible
to increase the necrosed volume in animal trials by a factor of ĕve with lower power levels
and without inducing skin damage by choosing the cooling time appropriately.
Sonication order, the order in which the cells are sonicated, is another aspect of HIFU
treatment optimization that is sparsely researched. Malinen et al. [29] proposed a method
based on the minimum time formulation of the optimal control theory for trajectory path
optimization, but the simulations were done only on very small targets (radius 1.9 cm).
Moreover, the simulation did not take into account near-ĕeld heating and was computa-
tionally heavy. As the results depend on heterogeneous tissue parameters, the optimiza-
tion would require detailed information about the targeted tissue and would be too slow
for clinical use. A general guideline given in [7] (and Philips MR-HIFU training mate-
rial [30]) is to choose the order that minimizes the overlap and maximizes the distance
between successive sonications in order to minimize the heat build up in the near ĕeld.
As with the optimization of a HIFU treatment, treatment planning as a whole is dealt
with in only a few publications. White et al. [31] recognised the necessity of predicting
the US propagation parameters in order to plan an eﬀective HIFU treatment. In order
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to achieve this, White proposed the use of either MRI or CT scans. Fedewa et al. [6]
presented an automated treatment planning procedure for prostate cancer treatment. e
ĕrst step of the procedure consists of acquiring images of the target and creating models of
the structure. ese models are then used to ĕll the target with planned cells according to
some pre-set rules, starting with the largest possible cells and then moving down the scale.
Apparently the algorithm does not perform any position optimization per se.
To conclude, it seems that the measurement of local ultrasound propagation parame-
ters in and around the target volume is essential to be able to optimize a HIFU treatment.
An attempt to achieve this using MR technology has been conducted by Dragonu et al.
[10]. eir approach was based on quantitatively analysing the temperaturemaps acquired
by theMRI scanner during the heating and cooling stage of a sonication. e technique al-
lowed them to ĕnd good approximations of the absorption, perfusion, and diﬀusion rates
for the target tissue. e model makes the simplifying assumption that the parameters are
homogeneous, and thus only ĕnds the average rates in the investigated area. It was recog-
nised that themethod could be applied tomonitor changes in tissue parameters during the
treatment, as a complement to the post-treatment veriĕcation scans.
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4 Similar Planning Applications
As the number of published papers regarding the optimization of HIFU treatments is lim-
ited, this section introduces two optimization problems with similarities to that of MR-
HIFU treatment planning. e emphasis is on the optimization techniques used.
4.1 Brachytheraphy
Radiotherapy is the use of ionizing radiation (such as photons and electrons) to treat can-
cer tumours. e radiation damages and destroys the cells in tissues subjected to it, be
they malignant tumour cells or normal healthy cells. e aim of radiotherapy treatment
planning is, therefore, to deliver a prescribed dose of radiation to the tumour, or the pri-
mary/planned target volume (PTV), while keeping the dose to the normal tissue (NT) and
especially sensitive organs, OARs, to a minimum [32, 33].
Broadly speaking, radiotherapy can be divided into two diﬀerent techniques based
on how the radiation is delivered to the tumour: External beam therapy, also known as
teletherapy, and brachytherapy [32]. In brachytherapy the radiation is applied by inserting
radioactive sources or seeds into or close to the tumour with the help of catheters. is way,
the radiation can be contained more easily, sparing more of the NT, than in teletherapy in
which the radiation is irradiated from outside the patient. Brachytherapy can be further
divided into two subgroups: high and low dose rate brachytherapy. In low dose rate (LDR)
brachytherapy, radioactive seeds with low activity are inserted into the tumour. e activ-
ity of the seeds decreases quickly and the treatment is complete when all the seeds’ activity
has diminished. In high dose rate (HDR) brachytherapy, on the other hand, sources with a
high activity are inserted only temporarily for a pre-set time (called the dwell time) [32, 33].
is approach allows the operator to optimize the treatment not only by altering the num-
ber and positions of seeds inserted into the patient, as is the case with LDR, but also by
altering the dwell time of each seed [34]. Brachytherapy is used in the treatment of e.g.
prostate, breast, tongue, and gynaecological cancers [33].
Due to the nature of the radioactive sources used in brachytherapy, the dose at a po-
sition xp from a seed located at position xs, when xp 6= xs, depends approximately only
on the radial distance from xp to xs and the type and the strength of the source. In HIFU,
on the other hand, the spread of heat, temperature and thermal dose is more complicated,
and depends on several tissue parameters such as perfusion rates and speciĕc heat capac-
ity. In brachytherapy, the cumulative radiation dose over time is the sum of the dose from
each seed for every time instance that the respective seed is in place, taking into account
the half-life of the seed [33]. Again, temperature does not accumulate as linearly over time
due to perfusion. All in all, while HDR bears several similarities with HIFU therapy, the
physical and physiological mechanism are quite diﬀerent, implying that the mathematical
models and simpliĕcations used in HDR treatment optimization cannot be directly used
in HIFU treatment optimization. e general treatment planning workĘow in HDR is,
however, well established and may well be used in MR-HIFU.
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4.1.1 Treatment Planning in HDR
e treatment planning procedure in HDR starts with locating the tumour, by the use of
MRI, CT or ultrasonography. Ultrasonography is also, in general, used to guide the place-
ment of the implantation catheters. Furthermore, the high resolution imaging modalities
can be used to extract detailed information about the anatomy in the region of interest
(ROI), such as the form and position of the tumour and OARs. [33, 35] Once the anatomy
of the ROI has been imaged the structures can be digitized and discretized by segmenting
the acquired images. e discretized structures can be used in the construction of a math-
ematical model, which then is used to optimize the HDR treatment. e optimization can
be carried out either by solving a set of equations which govern the dose at certain abstract
calculation points or by using so called expert systems or artiĕcial neural networks (ANN) .
In short, expert systems and ANNs are computational systems that can be trained to
help in the decision making process in complex problems, making use of a vast database
of knowledge and by using artiĕcial intelligence. ey are also able to learn based on the
quality of their output. Expert systems and ANNs have in recent years gathered immense
interest for the use as so called clinical decision-support systems, which aid the physicians to
deliver a correct diagnosis based on the patient’s data. ey have also been implemented as
treatment planning algorithms in brachytherapy, and in radiotherapy in general [36–39].
One of the main advantages of using expert systems over mathematical optimization tech-
niques, especially in radiotherapy treatment planning, is the decrease in the computation
time required to produce the plans. Solving the mathematical equations can take up to 1.5
hours, whereas a well trained expert system is able to produce good plans in seconds. [37]
Even though the training of the system is time consuming, it is only required to be carried
out once. A disadvantage of implementing expert systems is that the training requires a
large amount of good plans done by experts on a wide range of anatomical cases, which
are not available for new modalities such as MR-HIFU.
e mathematical optimization of the treatment is done by controlling the dose at a
large set of calculation points which are spread out in the PTV, the OAR, and the normal
tissue. Preferably the dose calculations could be done for each and every point in the ROI,
but considering the required computation time this is in practice impossible. [32]e last
step in the planning procedure, before the actual optimization is performed, involves pre-
scribing the doses to each of the regions. e dose levels needed to cause tissue death inside
the tumour are considered, as well as the safe levels that OARs can be exposed to [32, 33].
e result is a mixed integer programming model, with the objective to e.g. minimize the
dose outside the PTV, and with constraints controlling the dose inside the PTV. Binary
variables are used to indicate which seed positions are chosen; positive real variables rep-
resent the dwell times. Due to the inherent diﬀerences in the HDR and MR-HIFU dose
delivery, a detailed description of the mathematical models used for optimizing the HDR
treatments will not be given here.
Several diﬀerent optimization algorithms have been used to optimize the MIP prob-
lems in HDR treatment planning. Deterministic branch-and-bound (BB) techniques [33]
and similar branch-and-cut (BC) algorithms can guarantee to ĕnd an optimal solution to
the problem, but require in general longer computation time to ĕnd the solution. Prob-
abilistic techniques, such as simulated annealing (SA), genetic algorithms (GA) and tabu
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search, explore the solution space in amore randommatter while trying to guide the search
towards the global optimum [32–34]. As these methods involve probabilistic decisions re-
garding in which direction tomove the search, and as the solution space oen is non-linear
and contains several local minima, these methods cannot guarantee that the best solution
is found. A more thorough description of BB, GA and SA can be found in Section 6. More
elaborate multi-objective optimization methods have also been implemented [40], which
is useful in brachytherapy-like applications where many, oen conĘicting objectives can
be identiĕed.
4.2 Network Planning
As the treatment doses in MR-HIFU are delivered in the form of well-conĕned cells, the
problem structure resembles optimization of wireless networks. e aim of network plan-
ning is to optimize networks in such a way that their coverage is maximized and cost min-
imized. Networks are deĕned here in a very broad sense, with most cases originating in
wireless communication networks [41–51], network traﬃc monitoring [52, 53] and net-
works of surveillance sensors [54, 55].
Network optimization has spurred much interest in the academic world. A crucial
part of the network optimization process is ĕnding optimal locations for the base stations,
networkmonitors, sensors etc. from a list of possible candidate locations. is is a classical
combinatorial optimization problem and is known to be NP-hard [53]. A more detailed
discussion about NP-hard problems can be found in Section 5.1, but in short NP-hard
problems are problems that cannot be solved exactly in reasonable time, and their solution
can only be approximated. e network optimization problems presented in literature can
be very complicated, taking into consideration capacity, demand, sampling rates etc., but in
general two diﬀerent sub-problems can be identiĕed: budgeted coverage maximum (BMC)
[52, 53, 55] andminimum cost with coverage threshold (MCCT) [41, 53, 54, 56]. e former
aims to maximize the coverage of the network in such a way that the total installation cost
of the base stations does not exceed a maximum budget limit. Variants of this include
maximizing the percentage of supplied customers that is covered [42] or maximizing the
number of customers that are served [49], which in essence adds a weight distribution to
the problem. e latter problem is the dual of the cover maximization problem. e aim
is to minimize the cost of the installed base stations in a network which supplies either
all of the customers in the area [54] or a given percentage of the customer base [47, 49].
Oen the decision between low cost and high coverage is non-trivial, and multi-objective
optimization models have, therefore, been developed [43–46, 50].
As both the BMC and the MCCT problems can be expressed as integer programming
(IP) problems (see Section 5.1) most of the algorithms used in HDR treatment planning
have also been implemented in network planning: heuristic greedy algorithms [41, 49, 53],
metaheuristic simulated annealing [46] and tabu search [47], and deterministic branch-
and-cut algorithms [56]. emost popular family of algorithms are the genetic algorithms,
also a randomized metaheuristic [42–45, 48, 50–52, 55]. ese algorithms, excluding tabu
search, are described in more detail in Section 6
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5 Combinatorial Optimization Problems
Selecting the optimal subset of cells for a given MR-HIFU treatment case is a combinato-
rial optimization problem, resembling the problems encountered in network planning, as
described in Section 4.2. It also turns out that selecting the best sonication order is also
a combinatorial problem. Many combinatorial optimization problems are very diﬃcult
to solve. Oen, deterministic algorithms, guaranteed to ĕnd the global optimum for the
problem, are computationally very heavy, as the number of diﬀerent combinations grows
rapidly with the number of elements in the problem.
In order to classify the complexity of problems, they are oen divided into two classes:
P and NP. Class P (deterministic polynomial time) problems are problems that, using an
appropriate algorithm, can be solved in polynomial or reasonable time. Class NP (non-
deterministic polynomial time) problems, on the other hand, do not necessarily need to be
solvable in polynomial time but, if the solution of the problem is known, the correctness
of the solution can be veriĕed in polynomial time. NP problems are decision problems,
i.e. the output is either YES or NO. All P problems are also NP problems but it is widely
assumed – although not proven – that P 6=NP. In practice, if the solution for aNP-problem
is not known, an exhaustive search of the solution space is needed in order to ĕnd it. [57]
ClassNP-hard problems are at least as hard asNP problems. Proving that a problem is
NP-hard is usually done by proving that it is harder than another problem that is already
known to be NP-hard. A NP-hard problem is not required to be NP decision problem,
which is the case for many optimization problems that return a set of numbers. [57]
To summarize, many combinatorial optimization problems, and all of the problems
presented the sections below [53, 58–60], are NP-hard and therefore so complex that no
algorithms exist that solve large instances of them in polynomial time. Exhaustive search
of the solution space would, in theory, ĕnd the solution, but evaluating every position in
the solution space in order to ĕnd the optimum is not feasible. For this reason, approx-
imative or probabilistic algorithms, which ĕnd feasible and hopefully good solutions but
not necessarily the optimum, are used. Examples of such algorithms are presented in Sec-
tion 6. is section presents two combinatorial problems relevant forMR-HIFU treatment
planning: covering problems and routing problems.
5.1 Covering Problems
Covering problems are here deĕned as follows: design optimally a combinatorial structure
so that it covers another, subjected to a set of constraints. e budgetedmaximumcoverage
(BMC) and the budgeted unique coverage (BUC) problems aim to maximize the coverage
of a set of elements by choosing an optimal combination of sets or cells, each with an as-
sociated cost, from a family of sets, restricted by a budget. e duals of the problems, the
minimum cost with coverage threshold (MCCT) and theminimum cost with unique cover-
age threshold (MCUCT) problems, aim to minimize the cost of the chosen sets, provided
the coverage provided by the sets exceeds a given threshold. In MR-HIFU population op-
timization, the sets are cells and the elements are discrete points representing the target
volume. Algorithms used to solve combinatorial algorithms are presented in Section 6.
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5.1.1 Budgeted Maximum Coverage
Khuller et al. [59] deĕnes theBMCproblemas follows: given a family of setsS = fS1; S2; :::; Smg,
with associated costs fcigMi=1, which is deĕnedover a domain of pointsX = fx1; x2; :::; xng
with associated weights fwjgNj=1, ĕnd the optimal subfamilyS 0  S of sets so that the total
weight of the covered points is maximized and so that the total cost of the elements in S 0
does not exceed the budget B.








ciyi  B, (5.1b)
xi; yi 2 f0; 1g , (5.1c)
where wj is the weight of point j, xj is a boolean indicating if point j is covered or not,
N is the number of points, ci is the cost of cell i, yi a boolean indicating if cell i is chosen
or included in S 0, M is the number of cells and B is the budget. e objective function
(5.1a) denotes themaximization of the weighted sum of the covered points. e constraint
(5.1b) dictates that the total cost of the chosen cells cannot exceed the budget. It should be
noted that, even though each point j can be covered by any number of cells, covering the
same point with several sets does not increase the value xj in the objective function. e
BMC problem has been applied in several ĕelds, for example in facility and base station
location problems [42, 53, 61], in network optimization and query planning [62, 63], and
in problems related to sensor and monitoring [52, 55] optimization.
5.1.2 Budgeted Unique Coverage Problem
Demaine et al. [64] deĕnes the BUC problem as follows: given a family of sets S =
fS1; S2; :::; Smg, with associated costs fcigMi=1, which is deĕned over a domain of points
X = fx1; x2; :::; xng with associated weights fwjgNj=1, ĕnd an optimal subset S 0  S so
that the total weight of the covered points that are uniquely covered is maximized and so
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ciyi  B, (5.2b)
MX
i=1
xij  1 8j, (5.2c)
xi; xij; yi 2 f0; 1g , (5.2d)
wherexij is a boolean indicatingwhether point j is covered by cell i. e objective function
(5.2a) denotes themaximization of the weighted sum of the covered points. e constraint
(5.2b) dictates that the total cost of the chosen cells cannot exceed the budget, while the
unique coverage constraint (5.2c) indicates that each position can be covered by atmost one
cell. An example of the problem is visualized in Figure 4. e unique coverage problem
has been applied in network planning and in so called unlimited-supply single-minded
pricing, a problem of optimizing item prices to maximize the seller’s proĕt [64].
Figure 4: An example of the BUC problem. e black dots signify points that are to be
covered, while the blue circles are two chosen cells. e red cell cannot be chosen, as it
overlaps with one of the blue cells. e green cell, on the other hand, does not overlap and
can therefore be chosen.
5.1.3 Minimum Cost with Coveragereshold
eMCCT problem is deĕned as follows: given a family of sets S = fS1; S2; :::; Smg, with
associated costs fcigMi=1, which is deĕned over a domain of points X = fx1; x2; :::; xng
with associated weights fwjgNj=1, ĕnd an optimal subset S 0  S so that the total cost of
the chosen cells is minimized and the total weight of covered points exceeds a threshold T .
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wjxj  T , (5.3b)
xi; yi 2 f0; 1g , (5.3c)
where T is the threshold for the weighted coverage. e objective function (5.3a) denotes
the minimization of the total cost of the chosen cells. e constraint (5.3b) dictates that
total weighted coverage should exceed the threshold T .
Adding the further constraint of unique coverage of the elements (Equation (5.2c)) to
the MCCT problem gives the MCUCT problem. To the writer’s knowledge, the MCUCT
problemhas not been presented before in literature. A detailed investigation of the approx-
imability of the problem is beyond the scope of this thesis, but as the MCUCT problem is
further constrained than the MCCT problem, it is also at leastNP-hard. e ĕeld of appli-
cation for the MCCT problem are much the same as for BMC, albeit its applications have
not been dealt with as extensively in literature [53, 63].
5.2 Routing Problems
e optimization of the sonication order is a typical routing or sequencing problem. Con-
sider a graph, consisting of vertices or nodes V, connected by arcs A. e arcs have asso-
ciated costs or distances c. Routing problems, in general, consists of optimizing the circuit
in the graph. In this section, we ĕrst consider the best known problem of the type, the
travelling salesman problem (TSP), which has been dealt with extensively in literature and
for which most algorithms have been developed. Aer that, a problem more relevant to
MR-HIFU treatment planning is presented.
In the TSP, the task is to minimize the total length of the route that passes through each
node once and only once, starting and ending at the same node. Such a route is also called a
tour or aHamiltonian cycle. In the TSP graph all nodes are, thus, connectedwith each other
by arcsAij , where the ij subscript signiĕes that the arc starts at node i and ends at node j,
and each arc has a cost or a distance cij . If the cost of the arc connecting Vi and Vj depend
on the direction one travels along the arc (cij 6= cji) the TSP is said to be asymmetrical
(ATSP). If cij = cji for all arcs in the graph, the problem is said to be symmetrical (STSP).
Furthermore, if the distances satisfy the triangle equality (cij + cjk  cik) the problem is
said to be Euclidean. [65]
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xa;ij = 1 i = 1; : : : ; N , (5.4b)
NX
i=1
xa;ij = 1 j = 1; : : : ; N , (5.4c)
xa;ij 2 f0; 1g , (5.4d)
where xa;ij is a boolean determining whether arcAij is chosen or not, andN is the number
of nodes. Equations (5.4b) and (5.4c) specify that every node is entered and le exactly
once, respectively. In addition to model (5.4), so called subtour elimination constraints are
required. ese eliminate tours that have a length shorter thanN and thus guarantees that
a single tour is produced. Subtour elimination constraints are required if the TSP is to be
solved using normal IP solving techniques, but as they tend to increase the complexity and
size of the problem considerably, and as several other solving techniques do not require
them [65], they will not be described here in any further detail. Applications for the TSP
are numerous, for example routing problems and job sequencing [65].
A problem that resembles the TSP is the longest (Hamiltonian) path problem (LPP). In
the LPP, the aim is to maximize the length of the path which passes through every node
exactly once. LPP diﬀers from TSP in that it is a maximization problem and it does not
seek a complete tour but instead a path that ends at the last node, without returning to the
ĕrst. Even though LPP is not as thoroughly studied in literature and Wu et al. [66] pro-
claims that it is doubtful that the problem has an approximation algorithm with a constant
performance ratio, algorithms developed for TSP problems can oen be easily altered to
solve the LPP. Algorithms for solving the TSP and LPP are presented in Section 6.








xa;ij = 1 i = 1; : : : ; N , ; i 6= k, (5.5b)X
j=k
xa;ij = 0 i = k, (5.5c)X
i=1
xa;ij  1 j = 1; : : : ; N , ; j 6= k, (5.5d)X
i=1
xa;ij = 1 j = k, (5.5e)
xa;ij 2 f0; 1g , (5.5f)
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where k is the index of the ĕrst node in the path. As with the TSP, if this model is to
be solved using regular IP solving methods extra subtour elimination constraints need to
be implemented. Furthermore, the model needs to be solved N times, each time with a
diﬀerent k value, as themaximumpath length depends onwhere the path starts. Equations
(5.5b) and (5.5c) dictate that all nodes are entered exactly one time while the ĕrst node is
never entered. Moreover, Equations (5.5d) and (5.5e) speciĕes that the ĕrst node is le
once, while the other nodes are le no more than one time. is is due to the fact that the
last node, which is never le, is not known. LPP has applications in e.g. data clustering
[67].
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6 Algorithms for Combinatorial Optimization Problems
As the combinatorial problems presented in Section 5 are NP-hard, approximative algo-
rithm are required to solve large instances of them. Several families of algorithms for
solving combinatorial optimization problems exist. Four very popular ones are presented
in more detail below. e ĕrst family, greedy algorithms, are simple and fast algorithms
that can perform surprisingly well, if the problem structure is suitable. Greedy random-
ized adaptive search algorithms (GRASP) is a family of algorithms which tries to combine
the fast solution construction abilities of greedy algorithms with the proven capabilities of
the deterministic local search algorithm. e third family, genetic algorithms (GA), are a
group of algorithms that imitate natural evolution through the survival of the ĕttest. e
key idea is to work on not only one but on a set of solutions in a guided randomized search.
Branch-and-bound (BB) algorithms, in contrast, are deterministic and are guaranteed ĕnd
the global optimum of the problem. For large problems the disadvantage is the impractical
computation time.
Simulated annealing is another algorithm which imitates a physical phenomenon, the
annealing of metals. It resembles the genetic algorithms, but only works on one solution
at a time. e algorithm introduces random changes to the current solution, evaluates
the solutions goodness and then decides, based on a probability that is a function of the
algorithm progression, if the new solution is kept or discarded. On large and complex
problems, simulated annealing has been shown to not only perform almost as good as or
even better than genetic algorithms result wise but also to ĕnd good solutions faster [68].
is section presents the aforementioned algorithms by starting with a general intro-
duction of each algorithm, followed by description of how they are implemented in cover-
ing and routing problems, respectively.
6.1 Greedy Algorithms and GRASP
Greedy algorithms are a large and popular family of heuristics for combinatorial problems,
even though they seldom oﬀer a performance guarantee. eir popularity lies in their sim-
plicity: they are easy to implement and they are computationally fast. A greedy algorithm
constructs a feasible solution to a problem by iterating through a set of steps, and making
a choice at each step about how to continue the construction process. e choice made is
always the one that seems best at the time, i.e. the algorithm strives towards the local opti-
mum at each step. Aer each step and before the algorithm makes the next choice, the set
of allowed choices is updated. Even though greedy algorithms may seem quite naive, and
fail to ĕnd optimal solutions for many problems, they are capable of ĕnding good enough
solutions for many applications. [69]
A GRASP algorithm is a repetitive process, which creates a number of feasible solu-
tions and selects the best one to be the ĕnal solution. Each iteration consists of two phases:
a construction phase and a local search phase. GRASP bears a close relation with greedy
algorithms, as the solution candidates are built in much the same way in the construction
phase, greedily adding new elements to the solution one at a time and adaptively updat-
ing the goodness of the remaining elements aer each iteration. e construction phase
of the GRASP algorithm diﬀers from the greedy algorithm in that it does not necessarily
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select the best choice, but it randomly selects one of the best choices. As a consequence,
the construction phase produces diﬀerent solutions in each iteration. Next the solution is
improved through a local search algorithm, which searches for the local optimum in the
neighbourhood of the current solution. All of the candidate solutions produced by each
iteration are compared and the best one is returned. [70] As the construction phase is as
fast as a greedy algorithm, the bottleneck of the GRASP algorithms computational eﬀec-
tiveness is the local search algorithm. GRASP algorithms have been applied in a range of
combinatorial problems, such as network optimization problems [70, 71] and other loca-
tion problems as well as scheduling and routing problems [71], but will in this thesis only
be applied for coverage problems.
6.1.1 Greedy and GRASP Algorithms for Covering Problems
ere are many publications on the use of greedy algorithms in network optimization.
[41, 53, 61, 64]. A greedy algorithm designed for the BMC problem begins with ordering
the available cells according to weighted coverage-to-cost ratio and selects the cell with
the highest ratio. To take into account the area covered by the already chosen cell, the
weighted coverage-to-cost ratios of the remaining cells are updated. Aer that, the cell
with the highest ratio is again chosen. is procedure is repeated until there are no more
cells to select, or as long as the budget is not exceeded. [63] Curtis et al. [62] proposed
to run two greedy algorithms, one that aims to maximize the weighted coverage-to-cost
ratio and another that strives to maximize only the weighted coverage, to solve a budgeted
coverage maximization problem which penalized overlapping. e better of the two can-
didate solutions is chosen to be the ĕnal solution. e algorithm designed by Khuller et al.
[59], which demonstrably gives the best possible approximation ratio for the BMC prob-
lem (unless P=NP), was based on the same ratio heuristics, with minor additions to deal
with special cases.
A greedy algorithm for theMCCTproblem resembles the algorithm for the BMCprob-
lem, the only diﬀerence being the ordering criteria. For the MCCT problem, the cells are
ordered in ascending order according to their cost-to-weighted coverage ratio, and the al-
gorithm selects the cells with the smallest ratios ĕrst. e algorithm selects new cells as
long as the threshold constraint is not fulĕlled.
While greedy algorithms, such as those presented above, have been proven to perform
well for BMC and MCCT problems as constructors of good, albeit not optimal solutions,
their performance depends on the structure of problem. Notably, both the MCCT and
BMC heuristics seem to perform better on problems in which the costs and weights are
heterogeneously distributed. is can be intuitively understood, as it makes the choice of
cells with most coverage easier. [63]
6.1.2 Greedy Algorithms for Routing Problems
Greedy-like algorithms in the TSP are so called tour constructing heuristics, which simply
constructs a tour and then stops, without attempting to improve on the tour aerwards.
Two of the most popular greedy-like algorithms used for tour construction in TSP are
nearest neighbour (NN) and greedy (GR) [72]. NN starts at a random node and chooses
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the nearest neighbour that has not yet been visited to be the next node. is procedure
is continued until a complete tour has been constructed. GR starts by ordering all arcs in
ascending order according to their length or cost. Next, it starts selecting the shortest arcs,
skipping the ones that would cause subtours, until the tour is complete. [72–74] Despite
their simplicity, the heuristics have shown good results as approximative algorithms for
Euclidean TSP [75, 76]. In empirical tests performed on large Euclidean TSP (104 nodes)
GR have shown only slightly better performance and running time than NN [73].
e basic principle of the TSP greedy algorithms can intuitively be applied to the LPP,
even though scientiĕc reports on the subject are sparse. A GR heuristics for the longest
path problem begins constructing the path from the other end of the order list of arcs,
stopping when the path is complete. e analogue of the NN is a farthest neighbour (FN)
heuristics, which starts similarly to the NN at a random node, but construct the path by
continuing to the neighbour farthest away from the current node.
6.2 Genetic Algorithms
Genetic algorithms are a loosely deĕned family of randomized guided algorithms, which
replicates the behaviour of genetics and natural selection in the biological world [77, 78].
GAs have been shown to work well on complex optimization problems where determin-
istic methods fail. For other sorts of problems that are well-deĕned and have a smooth
solution space, deterministic methods still work more eﬃciently. [78] Genetic algorithms
have had vast areas of applications ranging from solving complex mathematical problems,
to optimization in technological areas such as machine learning and to be used as sim-
pliĕed scientiĕc models in economics, ecology and sociology [77]. More complex imple-
mentations of GAs have introduced multi-objective optimization, or parallelization [48],
or using heuristics to ĕne tune chromosomes and/or feed the algorithm with non-random
initial population. [78]
Genetic algorithms were ĕrst introduced by Holland in 1975 [78]. Even though the
concept of GAs is loosely deĕned and a vast number of variants exist, they all have a few
important common features. Asmentioned, genetic algorithms does not work on only one
feasible solution per iteration, but on a set of solutions, called a population1 or a generation.
[77]e algorithm aims to evolve this set, according to a set of rules, towards a maximum
ĕtness [77, 78]. A feasible solution is called a chromosome or an individual, with the nature
of the solution encoded in it. e chromosomes are tested for their ĕtness, by inserting
them into a ĕtness function. Every chromosome represents a point in the solution space,
and its ĕtness is the value of the solution space at that point. e chromosomes with high
ĕtnesses are used as a parent for the next generation. e mating process is carried out by
crossover, taking one part of one parent and another part of the other parent and combining
them to create a child. If the two parents have good genes chances are that their child,
being the combination of the two, will have an even better ĕtness. Lastly, as is the case with
biological genes, mutation may occur in a chromosome with a certain probability. is
mutation randomly changes a number of genes in a chromosome, bringing new diversity
into the population that might otherwise be too similar to their ancestors and hindering
1e term population here should not be mistaken for the population process, i.e. the ĕlling of treatment
cells inside the target volume in the context of HIFU treatment planning.
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the development. is is the analogy of getting caught in a local minimum. [77] As the
GAs has a good ability to escape local minima and as they sample the solution space at
several points simultaneously, they are well suited for problemswith very complex solution
spaces. Other advantages include no need for derivative information, being well suited for
parallelization, and providing a set of good solutions and not only one. [78]
e process inside the GA is essentially quite simple but very powerful. emost chal-
lenging aspect of solving problems using GAs is oen ĕnding a suitable way of encod-
ing the chromosomes and designing the crossover, mutation and other operators so that
each point in the solution space can be represented and reached. Traditionally, chromo-
somes have been encoded as bit-strings that are used either to represent decision variables
(boolean, yes or no) or numbers. Encoding the chromosome as continuous values is also
possible. [77, 78]
In its most simple form, a GA is initiated by creating a ĕrst population of chromosomes
at random. Next, the ĕtness of the chromosomes is evaluated by the ĕtness function, which
is the function being maximized by the algorithm. Aer that, the best chromosomes are
chosen to be parents for the next generation. [77, 78] is can be carried out in numer-
ous diﬀerent ways, but a commonly used selection type is called roulette wheel selection
[51, 77]. In roulette wheel selection, each chromosome is given a portion on the roulette
wheel, or probability of being selected, proportional to its ĕtness. If the roulette ball stops
at a given portion, the respective chromosome is selected. is means that more ĕt chro-
mosomes have a better chance of becoming chosen, than the less ĕt. e reason for not
simply choosing the best chromosomes directly is to preserve the diversity in the popula-
tion and prevent the algorithm from converging to a local minimum prematurely. When
the parents have been chosen, the crossover operator is initialized. In the simplest type
of crossover, single-point crossover [51, 77, 78], a crossover point is chosen by selecting an
interval between two bits in a string at random. A child is created by combining the parts
of the ĕrst and the second parent that precedes and succeeds the crossover point, respec-
tively. is procedure is repeated until a new population has been created. Finally, each
bit in each chromosome is Ęipped, or mutated, with some small probability. emutation
probability is usually quite small, small enough not to destroy the good genes of the ĕt par-
ents in the next generation but large enough to introduce diversity into the population, to
be able to escape local minima. [77] It should be noted that the success and eﬀectiveness
of a GA is highly dependent on how the operators are designed and on the parameters
that control the operators (such as the population size and mutation probability). Unfor-
tunately optimization of these parameters has proven quite diﬃcult. [44, 77]
Even though genetic algorithms have been applied in a wide range of problems, it is
still unclear what the basis of the eﬀectiveness is. According to Holland, the power of GAs
lies in their way of working with building blocks, or schemas, for a good solution. In the
case of bit-strings, schemas consist of ones and zeros at some of but not all positions in the
string. e positions that are not occupied by ones of zeros, can take on either value. In
one sense, schemas are hyperplanes in the solution space. e GA evaluates and compares
an enormous amount of building blocks for a good solution in parallel, and the number of
occurrences of good schemas will statistically increase as the algorithm propagates due to
the bias of the selection operator towards higher than average ĕtnesses. [77]
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6.2.1 Genetic Algorithms for Covering Problems
More complex covering problems, such as network optimizing problems, have been solved
with sophisticated genetic algorithms, utilizing, e.g. variable length chromosomes [42]
or multilevel encoding [45, 50], using complicated ĕtness functions taking into account
capacities and demands [50] or radio wave propagation models [44, 50], and local search
heuristics to improve the performance [42]. In this thesis a traditional ĕxed-length binary
string representation is used to encode which cell is chosen from the set S into the subset
S 0. Below are presented some of the alternative operators to be used in a GA, designed to
work for BMC, BUC,MCCT andMCUCT problems using binary encoded chromosomes.
Initialization einitialization of the ĕrst population can either be done randomly, which
is the traditional method, or heuristically, which is seeding the algorithm with a popula-
tion that is known to have better average ĕtness than a random population. Non-random
initialization can be produced e.g. by issuing a local search operator on the randomly ini-
tialized population or utilizing a greedy-like algorithm to ĕnd neighbourhoods for good
solutions. [55] is so called seeding method can take advantage of a priori knowledge
about the problem to improve the start of the algorithm. e disadvantage of using seed-
ing is that it can, if not used carefully, lead to premature convergence. [79]
Selection Aer the ĕtness of the chromosomes has been determined, the selection pro-
cedure selects the chromosomes to be used as parents for the next generation. e roulette
wheel selection, explained in Section 6.2, is quite simple to implement. e diﬃculty lies
in determining how the probabilities should be distributed among the candidates. If the
probabilities are simply assigned according to the ĕtness of the chromosomes, and the good
chromosomes have superior ĕt compared to the rest of the population, the superior ones
will reproduce very quickly, possibly guiding the algorithm towards a local optimum. For
this reason, the good chromosomes reproduce quickly in the beginning when the ĕtness
variance in the population is large, but poorly when the algorithm converges towards an
optima and the ĕtness variance in the population is smaller. e selection pressure is said
to vary with the ĕtness variance. [77] One way of alleviating this problem is to use so called
sigma scaling, as introduced by Mitchell [77]. Sigma scaling scales the ĕtness values of the
population with the standard deviation and the average of the ĕtnesses, and thus maps the
ĕtnesses to expectation values that are less sensitive to changes in the ĕtness variance. is
keeps the selection pressure relatively constant throughout the whole search. e scaling
is done as [77]





if (t) 6= 0,
1 if (t) = 0,
(6.1)
where ExpV al(i; t) is the expectation value for chromosome i at generation t, f(i; t) is
the ĕtness value of chromosome i, f(t) is the mean ĕtness of the population, and (t) is
the standard deviation of the ĕtnesses in the population. If the standard deviation of the
population is zero, no scaling is done, as all the chromosomes have the same ĕtness. [77]
Another problem associated with roulette wheel selection is that if the populations are
very small, and the roulette wheel is spun only a few times, there is a chance that the good
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chromosomes are not chosen at all. is problem is solved by using Stochastic universal
sampling (SUS). In this version of roulette wheel selection, the wheel is spun only once
but instead of one ball the wheel has n equally spaced needles, where n is the number
of chromosomes to be selected. All chromosomes on which one of the needles point are
selected. As a consequence, the distribution of the selected chromosomes correlates more
closely with the probability distribution. [77]
To further enhance the performance of the algorithm and to ensure that the best chro-
mosomes are not destroyed by the crossover and mutation operators, elitism is usually
used. Elitismmeans that the algorithm selects the best chromosomes to be moved directly
to the next generation. ey have the possibility to act as parents, but they are also given a
position in the next generation. e number of chromosomes that are set to be elite should
be chosen with care, not to cause diversity to decrease in the population. [45, 77, 78]
Crossover As explained in Section 6.2, the most simple crossover operator is the single-
point crossover operator. Although being simple and easy to implement, the method has
bias to retain short schemas. As the algorithm chooses only one breakage point, schemas
that have their ones and zeros on the only one side of the breakage point are retained, while
schemas with elements at the far ends of the string are almost always discarded. [44, 77, 78]
Uniform crossover was designed to overcome this lack. In uniform crossover each bit
in a given parent stands a given crossover probability to be used in the crossover. A given
number of bits are chosen from the ĕrst parent to partake in the crossover, and are copied to
the child. e remaining positions in the child’s chromosome, which have not beenĕlled by
bits from the ĕrst parent, are ĕlled by copying the corresponding bits in the second parent.
is means that the method has no positional bias while still being simple to implement.
While the choice of the best crossover operator is a complicated matter, uniform crossover
is among the most popular and most extensively used. [44, 77].
Mutation While crossover is the main source of variation in a genetic algorithm, mu-
tation is an important operator to reintroduce diversity into the population. Mutation is
usually performed by Ęipping each bit with a setmutation probability. emutation prob-
ability is kept low, around 1-2 %, not to destroy the newly created oﬀspring. [77, 78]
Fitness functions and constraints e ĕtness function is central to the performance of







yi xij wj , (6.2)
where f is the ĕtness value, yi is the binary value of the cell i having been selected or not,
xij binary values communicate whether a voxel/pixel i is covered by cell j,wj is the weight
of the voxel/pixel j, andM andN are the number cells and voxels/pixels, respectively. As
genetic algorithms are designed to maximize ĕtness values, the respective ĕtness value for






where ci is the cost of cell i.
e overlap constraint as well as the budget and threshold constraints set on the BUC
and MCUCT problems respectively require constraint handling. As the normal crossover
and mutation operators do not take into consideration these constraints, the operators
which can produce infeasible chromosomes are therefore said to be open. In contrast,
closed operators are guaranteed to produce only feasible chromosomes. If it is not possible
to design closed operators, chromosomes not fulĕlling all constraints should either be re-
paired, using a repair operator, or penalized by reducing their ĕtness value [42, 43, 45, 51].
Repair operators are problem-speciĕc, and are used when a new population has been cre-
ated to ensure that all chromosomes are feasible. Repair operators that are computationally
eﬃcient and robust for large problems can however be diﬃcult to design [51]. Penalties can
either be equal for all violators or depend on the extent of the violation. [80]ismethod is
computationally less heavy, but may require more generations and larger population sizes
to converge. e best method is problem speciĕc.
6.2.2 Genetic Algorithms for Routing Problems
Due to TSP’s popularity, several diﬀerent encodingmethods with accompanying operators
have been developed for routing problems. Only the most intuitive and most widely used
encoding method, path representation, is presented below.
e path representation encodes the path so that the index of each node is put in the
position in the string in which order it is visited. Even though many closed operators
for routing problems have been developed and while some operators have gained more
popularity than others, their comparative performance has been scarcely studied. [79]e
crossover operator used in this thesis, the greedy crossover, is explained in further detail
in [81]. An detailed description of the other operators is beyond the scope of this thesis.
In order to improve the performance of GAs for routing problems, elitism and local
search operators are in most cases implemented [79]. A popular local search (LS) method
is the so called 2-opt local search, which iterates through all subpaths in the path, reverses
them and evaluates which order gives the best ĕtness value. More complex methods have
shown to give better results, but are, on the other hand, computationally more demanding.
[82] ese improvement operators can be used at the beginning, at the end and/or during
the iterations or every n-th iteration. Also the use of seeding is popular. Furthermore, an
interesting stochastic operator, designed to introduce diversity into a population aer it
has reached a local optimum, is the judgement day (JD) operator, described by Kureichick
et al. [83]. e JD operator re-initializes the population randomly, while keeping only the
best chromosome in the population.
e encoding and operators used for genetic TSP algorithms can be utilized for LPP
and other routing problems as well, but the ĕtness function needs to be altered to value
longer paths higher than shorter ones. Furthermore, as the path in the LPP does not return




Branch-and-bound algorithms are deterministic algorithms commonly used for solving
integer programming problems [84]. ey can also be applied to solving smaller TSP and
other routing problems. Even though BB attempts to reduce the solution space and conse-
quently reduce the computation time, the algorithm is exact and thus impractically slow to
solve large NP-hard combinatorial problems. On the other hand, for small problems they
can be quite fast, and they are guaranteed to ĕnd the global optimum.
e underlying concept of BB algorithms is based on dividing, or branching, the origi-
nal IP problem into relaxed sub-problems which then are solved to obtain an upper bound
(formaximization problems) on the objective value of the sub-problems. If the value of the
solution to a sub-problem is less than the value of another feasible solution to some other
sub-problem, then the optimal solution of the original IP problem cannot lie in the subset
of the constraint set associated with the given sub-problem. [84] In practice this means
that the sub-sub-problems, branched from the given sub-problem, are not required to be
investigated, and an exhaustive search is not needed.
In the case of IP solving, a typical BB algorithm could propagate in the following man-
ner. e initial IP problem is relaxed into a regular linear programming (LP) problem. As
the LP problem does not require the variables to be integers, the solution to the problem
might contain variables that are not integers. If all values are integers, the found solution is
the optimal solution and the algorithm can stop. However, if one or more variables are not
integers, the algorithm commences the ĕrst level of branching. Depending on the branch-
ing strategy, one of the non-integer variables is chosen to be the target of further constraints
in the following sub-problems. Two diﬀerent sub-problems are created, the ĕrst adding the
constraint on the target variable to be less or equal to the variable rounded downwards, and
the other adding the constraint on the target variable to be greater or equal to the variable
rounded upwards. ese problems are then solved again as regular LP problems, and the
solutions are checked. If the solutions only contain integers, a feasible solution has been
found, and the objective value of the solution is set as the current upper bound (the best
known solution at this point). If, however, the solution contains non-integer variables, the
problem is again branched and the new sub-problems are solved. Once a feasible solution
is found, the algorithm returns one level up in the branching order and selects the next
non-integer variable to be the next target for added constraints. If, during the branching,
a solution is found which contains non-integer variables, but has an objective value less
than the current upper bound, the branching is not continued, as it is certain that adding
more constraints on the sub-problem will not lead to an increase in the objective value.
erefore, further branching is unnecessary. [84]
6.3.1 Branch-and-bound Algorithms for Coverage Problems
BB algorithms designed for IP problems can readily be used to solve the coverage problems
presented by Equations 5.1, 5.2, and 5.3. By simply limiting the variable to values between
0 and 1, the IP problem solves the binary variables x. In practice, BB algorithms are usually
extended with so called cutting-plane methods to form branch-and-cut (BC) algorithms.
In short, the cutting plane method adds further inequality constraints on the relaxed LP
model so that the infeasible fractional variable is cut out from the allowed solution space.
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is reduces the solution space more eﬀectively and thus also reduces the computational
time required, compared to the regular BB algorithm. [56]
6.3.2 Branch-and-bound Algorithms for Routing Problems
BB algorithms have gainedmore popularity as solvers of routing problems, such as the TSP.
eir popularity lies in that they are able to solve the routing problems without the need
for formulating complicated subtour elimination constraints, as is the case if the problems
are to be solved using common IP solvers. A popular BB algorithm for routing problems
initially solves the IPmodel described by Equation (5.4) with the relaxation of not prohibit-
ing subtours. is is sometimes called the assignment problem (AP). Next the solution is
checked for any subtours, and if no subtours exist the solution is the optimal and the algo-
rithm stops. If, however, subtours exist, the algorithm starts branching by selecting one of
the subtours and adding constraints to the IP model that prohibits each arc in the subtour,
one at a time. Each respective new model is solved and the feasibility of the solutions is
checked. Once a feasible solution is found, the objective value, in this case the length of the
tour, is saved as the new bound and the algorithm returns one level up in the branching
and continues. e best solution is ĕnally returned as the global optimum for the problem.
[65] Intuitively one can see that solving the LPP is also possible using a similar algorithm.
As the length of the longest possible path depends on the starting node of the path, the
algorithm needs to iterate through a number of starting nodes before the longest path can
be found. Not every node needs to be checked, due to the symmetry of the problem.
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Part II
Overview of the Algorithm
e typical workĘow of planning and deliveringMR-HIFU treatments is described in Sec-
tion 2.5.1, but a brief recapitulationwill be given here. Aer the planning images have been
acquired and imported into theMR-HIFU soware, the planning process commences with
the operator deĕning the planned target volume (PTV) in the stacks of images. Next, the
operator deĕnes one or more clusters, planes on which cells can be positioned. e planes
can be positioned freely with three degrees of freedom, depth (anterior-posterior direc-
tion) and roll and pitch tilt angles. When ĕlling the PTV with cells, the operator needs to
decide not only how to position the clusters and where to position the cells in the clusters,
but also howmany cells to use and their sizes. Large treatment cells are more time-eﬃcient
than small cells, but they also causemore surface heating and require larger safetymargins.
For each individual cell that is placed in the PTV, the operator needs to verify a number
of safety requirements in order to guarantee that the cell is safe to sonicate. Once all cells
have been positioned, the operator needs to choose the power level to be used on each
cell, relying on experience and expertise. If the operator wants to make adjustments to
the treatment plan aer the treatment has started, the process involves at least checking
the safety of any new or moved cells and at most selecting cell size, choosing cluster and
positioning the cell as well as checking its safety.
e problem with the current planning workĘow is twofold: the planning process is
very time consuming and the treatment is diﬃcult to optimize. e time spent on planning
the treatment is expensive as no treatment is delivered during this time. What is more, the
planning phase and the safety checks keep the operator occupied with monotonous tasks
instead of concentrating on ĕne tuning the treatment and on the well-being of the patient.
e aim of the treatment is to maximize the ablated volume of the ĕbroid, without putting
the patient at risk. On the other hand, not only economic reasons but also patient comfort
requires that the treatment is delivered in the shortest possible time. A more comfortable
treatmentmeans that the patient is better able to lie still during the delivery. Each treatment
is inĘuenced by a vast amount of factors and parameters: the position and number of
cells, cell size and form, power levels, heating and cooling times, sonication order, tissue
parameters and structure etc. All of these factors, many of which are largely unknown
prior of the treatment, are interrelated in a complex manner. e task of optimizing such
a system manually, using only past experience and clinical expertise, is not feasible.
e solution for the problems is a (semi-)automatic treatment planning algorithm to
improve the eﬃciency of the workĘow and to help the operator plan and deliver better
treatments. e aimwith the development of a treatment planning algorithm is not only to
free the operator from the monotonous task of ĕlling the PTV with safe cells and checking
the safety of cells added or moved by the operator, but also to optimize the treatment. By
reducing the time spent on treatment planning the total treatment time is also reduced,
and more time is allocated for treatment delivery. In order to be eﬀective, the algorithm
needs a good user interface which is not only easy to use but also versatile enough to be
able to adapt to varied treatment cases. e algorithm should improve the workĘow so
that the operator feels that it adds value and prefers to use it over manual planning. e
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algorithm should also attempt to ĕnd the optimal treatment parameters for each individual
treatment case and produce an initial treatment plan that the operator can ĕne tune using
expertise and experience. Furthermore, as the treatment is being delivered, the algorithm
should be able to use the information gathered from delivered sonications as feedback to
further optimize the initial plan or adapt it to changed conditions.
e realization of an eﬀective treatment planning algorithm is therefore required to
be easy to use and computationally relatively fast, at least faster than manual treatment
planning. Furthermore, it needs to be Ęexible to be able to deal with varied and changing
patients and treatment cases and preferably modular to be easily updated and improved
upon as the mathematical modelling and computational methods improves. e mathe-
matical optimization of the treatment requires that the anatomy of the target volume and
its surroundings can be modelled to some level of accuracy in a geometric form, such as
triangular meshes, and that all the objectives and constraints can be expressed in a mathe-
matical form. At the same time, due to the complexity of aMR-HIFU treatment delivery as
a system, some further assumptions and constraints regarding the problem are most likely
needed. For example, by constraining the cell sizes and forms as well as the power levels to
discrete, pre-deĕned sets of alternatives, the problem becomes more manageable and the
algorithm ĕts well into the current SW framework.
An outline for an automatic treatment planning algorithm, which fulĕls the require-
ments stated above, has been developed for this thesis. To the writer’s knowledge, this is
the ĕrst treatment planning algorithms forMR-HIFU that optimizes the treatment and has
the ability to update the plan based on feedback.
is chapter starts with a presentation of the results of a product requirement elicitation
process that was conducted in order to map the requirements for the algorithm. Next, a
more elaborate description of the safety constraints margins and constraints is given. In
the last section, an outline for the algorithm is presented.
7 Speciﬁcations and Requirements
e requirements for the algorithm were gathered through interviews with a clinical spe-
cialist, a product applications expert, a product manager, and a R&D physicist. e re-
quirements deĕned through the elicitation process are presented below in Section 7.1. ey
are divided into four groups according to the nature of the respective requirement. e ĕrst
group,Outputs, is concerned with the ĕnal outputs that the algorithm should provide. e
second and third groups, Ease of use andUser interaction, deĕne how the operator interact
with the algorithm using the Sonalleve MR-HIFU user interface, emphasizing the need
of an easy-to-use but also Ęexible module that improves the planning workĘow. e last
group, Technical requirements, stipulates in further detail the technical details of the algo-
rithm. Moreover, the requirements were separated according to their priority, Must-have
featureswhich are the bare minimum of a successful automatic planning functionality, and
Nice-to-have features that would improve the performance of the algorithm but which are
not vital.
In simple terms, the main constraint of an MR-HIFU treatment is the prolonged total
treatment time, which should be minimized. On the other hand, the objective of the treat-
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ment is to ablate as much of the tumour as possible. From these two mutually exclusive
objectives, two diﬀerent types of optimization problems were identiĕed. First, the ablated
volume should be maximized, given the constraint that the treatment time should not ex-
ceed a given time limit. As the sonications are delivered as well-deĕned cells, the problem
is similar to the BMC and BUC problems discussed in Section 5.1.1 and 5.1.2 respectively.
e second problem can be deĕned as the minimization of the total treatment time, given
the constraint that at least a pre-deĕned portion of the ĕbroid is ablated. is problem re-
sembles the MCCT and MCUCT problems described in Section 5.1.3. e identiĕcation
of these two problems is also communicated in the requirements listed below.
e most important requirement for any clinical treatment is safe delivery. e safety
requirements that the operator is required to evaluate for each individual cell, previewed
in Section 2.5.1. In Section 7.2 the safety requirements are explained in further detail [30].
7.1 Requirements
Must-have-features are features required for an automatic treatment planning algorithm to
be successful and improve on the treatment delivery workĘow.
Must-have features
Outputs
R1 e algorithm should populate the PTV with a set of cells, of one or several
sizes, which are (approximatively) optimal according to some default or user
set criteria.
R2 e population of cells should be optimized in 3D, but the algorithm should
also be able to optimize cell placements in planes (clusters).
R3 e algorithm should suggest in which order the cells should be sonicated, ac-
cording to a default or user set strategy.
Ease of use
R4 e algorithm should create a therapy plan at its easiest by the push of button.
R5 Any manual ĕne tuning of the therapy plan done by the user should be as easy
and intuitive as possible.
User interaction
R6 e user should be able to deĕne the PTV manually, by for example segment-
ing the ĕbroid, or accepting the PTV produced by an automatic segmentation
procedure.
R7 e user should be able to move, delete and add cells aer the population has
been produced. Moreover, aer any alteration the user should be able to com-
mence a re-optimization of the population using either the same or new opti-
mization criteria.
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R8 euser should be able to select the cell sizes to use, or let the algorithm decide.
R9 euser should be able to select theminimum separation ormaximumoverlap
between the cells.
R10 e user should be able to choose to use a conservative or an aggressive soni-
cation strategy, regarding in which order the cells are sonicated and how the
cooling times are optimized. e conservative strategy would aim at mini-
mizing the risk of NF overheating, while the aggressive strategy would aim at
utilizing cumulative heating to further optimize the treatment.
R11 e user should be able to re-optimize the plan in the middle of the treatment,
using the same or new treatment parameters (such as cell size), based on the
feedback gathered from delivered sonications.
R12 e user should be able to manually change the default safety distances in the
far ĕeld, as some patients are more sensitive to far ĕeld heating than others.
Technical requirements
R13 e ĕrst criterion of the optimization is to maximize the volume of the PTV
that is ablated. e second priority is to minimize the treatment time.
R14 e algorithm should be capable of dealing with single ĕbroids or multiple
smaller ĕbroids, and should suggest inwhich order the ĕbroids are to be treated
for optimal results.
R15 e cells proposed by the algorithm should all be safe to sonicate. e algo-
rithm should also be able to automatically evaluate the safety of cells altered or
added by the user. All safety checks are done in 3D, regardless of if the cells are
placed on a plane or in 3D.
R16 ecells positioned by the user should be static, meaning that they are included
in the solution set even if removing them or repositioning themwould improve
the result, in the (re-)optimization process.
R17 e algorithm should be able to minimize the cooling times, and thus the total
treatment time, and to further expand the total ablated volume by utilizing
cumulative heating and taking into account the interaction of all sonications,
not only successive ones.
Nice-to-have features are features that would add value to the performance of the al-




R18 e user should be able to deĕne parts of the PTV with higher treatment pri-
ority, e.g. blood vessels.
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Outputs
R19 e algorithm should be able to suggest optimal power levels for each cell, tak-
ing into consideration sonication depth, tissue parameters and other factors
aﬀecting the level of power needed to deliver an optimal cell size.
Technical requirements
R20 e algorithm should be able to estimate tissue parameters based on test son-
ications or realized treatment sonications, and utilize these parameters in the
optimization of e.g. power levels or estimating near-ĕeld heating.
R21 e algorithm should be able to utilize information about delivered dose and
changes in tissue parameters as feedback to re-optimize the treatment plan.
R22 e algorithm should be able to further optimize the treatment time and ab-
lated volume utilizing cumulative heating by altering the sonication times and
power.
During the interviews it was realized that an eﬀective auto-segmentation procedure
is crucial for the success of an auto-population algorithm. Not only would it be used for
OAR detection and thus facilitate the safety checks, but it would also improve on the time
required by the user to produce an accurate PTV over the ĕbroid. Moreover, it was specu-
lated that in order to accurately optimize the cooling times and utilizing cumulative heat-
ing from the whole set of sonications, a coarse 3D BHE-equation solver would be needed,
which in turn would require an approximative anatomical model of the target volume.
As there is an obvious need to let the user update the plan as the treatment evolves, the
optimization process also needs to be computationally fast. is requirement implies that
the accuracy of the mathematical models used and the required computational eﬀort need
to be balanced.
7.2 Safety Considerations
Several safety factors need to be taken into consideration when planning a set of cells to be
sonicated. Currently the safety of each cell is checked manually, one at a time, by the op-
erator. is can be time consuming, despite the fact that the Sonalleve MR-HIFU soware
does facilitate the process by providing various graphical overlays on top of the planning
images of the patient. Below are presented the primary safety concerns regarding uterine
ĕbroid HIFU sonications, and the way the safety margins have been deĕned in order to
ensure safe sonications, based on the oﬃcial Philips MR-HIFU training material [30].
OARs in the near and far ﬁeld In UF applications, OARs in the NF and FF include,
among others, the bowel and the spine. In order to ensure that the ultrasound energy
delivered to OARs in the NF is kept at safe levels, it is stipulated that no part of an OAR
can be located inside the US beam between the transducer and the focus point. In the FF,
OARs may be located inside the beam but only at a safe distance from the focus point. e
safety distance depends on the cell size and cell type, and varies in the range 40-60 mm.
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Uterine serosa e uterine serosa, also known as the perimetrium or simply the serosa
in the context of uterine ĕbroid ablation, is a smooth membrane that secretes a lubricating
serous Ęuid, which reduces friction from muscle movement between organs. e serosa
encloses the uterus, and is thus the outermost layer of the uterus, which in turn means
that it can be located quite close the ĕbroid. In order to avoid thermal damage to the
serosa, cells should be positioned at a safe distance from the serosa. e safety margin is
cylindrical, with its long axis parallel with the cells long axis, centred at the focus point,
and with dimensions dependent on cell size and cell type. Typical values for the height are
50-80 mm and for the radius 15-25 mm.
Heat build-up in the near ﬁeld If several cells are sonicated consecutively without suﬃ-
cient cooling times in between, heat build up in theNFmight lead to skin burns or discom-
fort for the patient. As the MR thermometry is only able to measure relative temperature
changes, it is not able to monitor heat build up from consecutive sonications, without con-
tinuously scanning the target volume. e only guidelines given to minimize the risk of
excessive NF heating are to use long cooling times and to minimize the overlap and maxi-
mize the distance between successive sonications areas of NF heating.
Energy density in the near ﬁeld If a large amount of power is used to sonicate a cell
positioned close to the skin, the heat build up from one single sonication may be enough
to cause skin burns. Even though the MR-HIFU soware monitors the NF heating during
the sonications, this is an unnecessary risk which should be avoided. e soware also
issues a warning when the operator attempts to use a power level that the SW deems is too
high considering the sonication depth. A safe level of power is highly dependent on tissue
parameters such as perfusion and absorption, on the local tissue structure, as well as the
size of the intersection area between the conical beam and the NF plane.
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8 Suggested Outline
Treatment planning algorithms have been developed before, especially in radiotherapy, as
discussed in Section 4.1.1. In treatment planning algorithms for brachytherapy, there are
two diﬀerent approaches: expert systems, relying on databases of earlier successful cases
and learning neural networks, and mathematical modelling and optimization, based on
eﬀective optimization algorithms and computational power.
Expert systems have proven their eﬀectiveness and speed in medical diagnostics and
HDR treatment planning, but an implementation of one would require a large amount
of various tumour cases and successful plans to train the system. As MR-HIFU is still a
relatively young modality, there is no large pool of delivered treatments available. Even
though the Sonalleve soware does save an extensive copy of every treatment, segmenting
these cases would either be very time consuming or require an automated segmentation
algorithm. What is more, even though the system would be able to produce a plan based
on past experiences it would still require a safety check capability to be able to ensure the
safety of the treatment. Despite this, using expert systems for HIFU treatment planning is
certainly an interesting thought.
HDR treatment planning based on a mathematical algorithm generally starts with a
segmentation procedure. e segmented target holds the candidate seed points. Calcula-
tion points are distributed inside and on the surface of the target, the surrounding normal
tissue, and the OARs. Using constraints on delivered doses and a model of how the dose
spreads, theHDRoptimization problem oen consists of solving amixed integer program-
ming problem. e MIP model is able to solve not only the optimal choice of seed points,
but also the dwell time of each the seed, simultaneously. ere are some important diﬀer-
ences between HDR and HIFU, which inĘuence the way a treatment planning algorithm
can be implemented:
• e spread of dose in HIFU is not as simple as for HDR, but a complex function of
heat delivery, dissipation, time, and several other factors.
• e dose spread in HIFU is more locally constrained, and can be conĕned to a very
small volume.
• ere are considerablymore parameters involved in the delivery of aHIFU treatment
than in HDR: cooling and heating time, sonication orders, power levels etc..
• A HDR treatment is not limited by the physical constraints of the apparatus.
• In HIFU the safety considerations are more numerous and are more complicated to
formulate in a linear programming model.
• e seed points in HDR are constrained by the discrete positions of the catheters,
which is not the case with HIFU.
ese diﬀerences imply that the MR-HIFU algorithm, in practice, needs to be split up
in several stages to be able to perform the same task as the HDR algorithms does in a single
step. Even though it would theoretically be possible to balance all factors aﬀecting the out-
come of a HIFU treatment, the problemwould very quickly grow infeasible to solve. Some
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further constraints and assumptions are, therefore, needed to keep the problem size man-
ageable. Finding a set of allowed cell positions, optimizing the subset of chosen cells and
the optimization of sonication parameters need to be separated into individual procedures,
which communicate their results forward to the next procedure. Basically, separating the
optimization process into sequential steps means that the problem loses some generality,
and the solutions might not be the global optimum. In practice, this loss of generality
should not aﬀect a conservative sonication strategy, but an aggressive strategy could be
inĘuenced somewhat. On the other hand, the workĘow represents the most intuitive Ęow
of information in the planning process and replicates the way the operator currently plans
the treatments. An intuitive workĘow is required when the operator is given an option to
intervene and issue re-optimization of the whole or only parts of the plan.
e suggested outline for a MR-HIFU automatic treatment planning algorithm is pre-
sented in the form of a Ęowchart in Figure 5. e Ęowchart bears resemblance to the
general outline of HDR treatment planning algorithms, starting with a segmentation pro-
cedure and continuing with an optimization procedure, but is adapted to the special re-
quirements of MR-HIFU. Each individual step in the optimization process is allocated to
a separate module: ĕnding feasible cell positions in the initialization module, selecting the
optimal subset of cells in the population module, and optimizing the sonication param-
eters in the sonication parameter module. e presented structure involves an intuitive
Ęow of information through the whole procedure, and resembles the workĘow currently
performed manually by the operator. Moreover, the modular structure of the algorithm
introduces Ęexibility to the sequential improvement of parts of the algorithm. Another
important feature of the algorithm is the possibility to use feedback from the delivered
sonications to improve on the original plan, a feature that is not available in HDR treat-
ment planning. e modules are presented in detail in Sections 8.1 – 8.4.
e only constraint added to the problem is that the sonications are delivered as well-
deĕned cells. is is the way cells are currently delivered by the Phillips MR-HIFU system
and is also how the users have learnt to deliver doses. Delivering dose as well-conĕned cells
implies that the optimization problem of selecting the best subset of cells that cover the
maximum amount of volume inside the target volume is not unlike the covering problems
familiar from network optimization, BUC and MCUCT.ese two problems also transfer
naturally to theHIFU environment; the cost associatedwith each cell is the time it requires,
notably the heating and cooling time, and the proĕt is the weighted sum of covered target
points (TP).e target points are a set of artiĕcially created points inside the target, which
are used to discretize the target volume. e constraint on cell forms not only allows the
utilization of algorithms proven successful in network optimization but it also implies that
the algorithms ĕt well into the current Sonalleve soware framework. What is more, a
number of the modules developed for the algorithm could also be applied to reĕne plans
produced by expert systems and help manual planning.
e alternative to using constrained cells to deliver doses would be to usemore compli-
cated sonications paths, producing more exotic coverage patterns. is alternative would
oﬀer more Ęexibility to the treatment as the algorithm would not be constrained to op-
timize ellipsoidal cells inside the target volume. e dose development in living tissue
is, however, a complex process and the accurate control of more diverse sonication paths
than circles is not a trivialmatter. is can be seen in that the SonalleveMR-HIFU soware
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currently only allows the use of cells for dose delivery, and as the current safety checks are
based on the assumption of simple cell sonications, more complex patterns would require
other types of safety checks. What is more, the range of the electric deĘection available
with the current transducers is quite narrow, which limits the possibilities of sonication
along more complex paths.
e following sections introduce themodules of the automatic population algorithm in
more detail. Even though it is assumed in the discussion that the algorithm is for planning
a treatment for uterine ĕbroids, as it is the main application for the Philips MR-HIFU
system at the moment, the algorithm is designed to be general enough to be applied to any
MR-HIFU ablation application.
8.1 Preparatory Steps
e ĕrst, preparatory steps of the treatment planning workĘow consist of three separate
modules: a segmentation module, a module representing the HIFU soware framework,
and a module conducting tissue parameter approximation.
e segmentation module takes as input the planning images from the scanner. e
images are analysed by the module, and the anatomical regions of interest are discretized
as sets of points. In particular the ĕbroid, the serosa, OARs in the NF and FF, as well as
any areas of the target with pronounced importance for the delivery of the treatment, such
as the blood vessels of the ĕbroid, are discretized. ese point sets are then passed on to
the initialization module (see Section 8.2), which produce triangular meshes of the ROI
based on the point sets. e segmentation can be performed either manually or preferably
automatically. e result of the segmentation is presented in the GUI, giving the operator
a possibility to ĕne tune the segmentation before the result is passed to the next module.
As the geometrical representation of the targeted tissue is required for the safety checks,
the segmentation process is also a vital part in the functionality of the whole treatment
planning procedure.
e MR-HIFU SW framework provides the initialization module with important sys-
tems parameters, such as available cell sizes and forms and safety parameters and margins.
What is more, the framework provides a model of the ATA, which is essential for deter-
mining the volume the transducer is able to sonicate.
e tissue parameter approximation module outputs approximative values for impor-
tant tissue parameters, such as diﬀusion and perfusion in target volume, to the initializa-
tion module. Research into parameter approximation, using test sonications, has been
reported by Dragonou et al. [10]. ese parameters can then be used to more accurately
estimate the power needed to deliver a cell at a given position. e power level can, in turn,
be used to give an estimate of the cooling time needed aer the sonication. us, it also
gives the time cost of the sonication. Similarly, the power level estimations can be used for
the NF energy density safety checks. e tissue parameters can also be used by the soni-
cation parameters module for heating and cooling time, power level, and sonication order
optimization. Tissue parameter approximation is not vital for the success of the treatment
planning, but would be a considerable asset to the planning algorithm.
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8.2 Initialization
e initialization module outputs a list of positions, including x-, y-, and z-coordinates
as well as angulations (roll and pitch angles), accompanied by the set of cells that can be
sonicated at that position. e module also provides a set of target points with possible
weights. Finding the set of candidate positions is a three step process. First, the module
creates triangular meshes of the target volume, the serosa and the OARs in the NF and FF
using the point sets provided by the segmentationmodule. Triangularmeshes are required
for the safety and feasibility checks of the cell positions. Second, the module starts ĕlling
the target volume with candidate positions, with individually deĕned accuracies in each of
the ĕve dimensions and using the cell sizes and other parameters deĕned by the user. A
position is labelled feasible if it fulĕls all of the following conditions:
• e position is reachable by the transducer
• e position is inside the target volume
• e position fulĕls all safety requirements, described in Section 7.2, for one or sev-
eral diﬀerent cell forms and/or sizes.
e safety checks utilize the newly created triangulation meshes together with the para-
metric data provided by the HIFU SW framework.
Next, the module estimates time costs for each position-cell combination. e estima-
tion can be based on any factor that inĘuences the time cost associated with the cell at the
given position, but as the NF heating is the primary reason for prolonged cooling times in
the UF case, it is natural to base the time cost estimate on the amount of NF heating the
cell creates using a given power level. e estimates can be improved by using output from
the tissue parameter approximation module.
emodule also creates a set of target points. eonly requirement for the target points
is that they are inside the target volume. If the user has deĕned a partition of the target
volume with special importance, the initialization module can provide a set of weights
which emphasizes the target points in this regionmore. Finally the set of feasible positions-
cell combinations and their costs, together with a set of target points with weights, are
communicated to the next phase in the process, the population module.
8.3 Population
e population module produces the optimal set of cells, or an approximation thereof, for
the treatment. In this context the term optimal signiĕes a set of cells that has been produced
by an approximation algorithm, and not speciĕcally the mathematically optimum set. An
approximation algorithm aims to produce solutions close to themathematical optimum to
problems that cannot be solved exactly in reasonable time, but do not guarantee that the
found solution is the global optimum. e set of feasible cells and target points together
with the costs and weights of the cells and target points, respectively, are provided by the
initialization module. Using these sets, the module initiates an optimization algorithm
which solves either the BUC or the MCUCT problem, as described in Sections 5.1.2 and
5.1.3, respectively. As noted earlier, the BUC problem asks for the set of cells that cover the
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maximum weighted amount of target points, with the constraints that no cells can overlap
and the total time cost for the set of cells does not exceed a budget, provided by the user
or deĕned by the system. In contrast, the MCUCT problem asks for the set of cells with
the minimum total cost provided that no cells overlap, and that the coverage or weighted
coverage exceeds a user or system deĕned threshold. If the user chooses to allow a certain
amount of overlap or requires a given amount of gap between the cells, the size of cells fed
to the optimization algorithm is decreased or increased accordingly, so that the BUC and
MCUCT algorithms are able to handle the problem.
e user is also given the choice of selecting or positioning a number of cells manu-
ally, before initiating the optimization algorithm. ese cells are regarded as static by the
algorithm, meaning that they are always included in the ĕnal solution even if the solution
would improve by removing or repositioning the cells. e only requirement on the user-
deĕned cells is that they are safe and feasible, which themodule checks in a similar manner
as in the initialization module.
As discussed in Section 5, both the BUC and the MCUCT problems areNP-hard. is
means that, in theory, no algorithm is able to solve them exactly in polynomial time. For
this reason, the algorithms used for solving the problems are only approximative. If the
problem is small, also deterministic algorithms, which solve the problems exactly, might
be able to ĕnd a solution in reasonable time.
e module is fed feedback aer every sonication in the form of delivered doses. e
user has the option to update and reĕne the treatment based on the received feedback. e
delivered doses are simply regarded as static cells by the optimization algorithm, which
means that no alterations need to be made to the algorithm to take the delivered doses into
account.
8.4 Sonication Parameters
e sonication parameters module receives a set of cells from the population module and
attempts to optimize the heating and cooling times of each cell and the order in which the
cells are sonicated. e optimization is driven by the user’s choice of sonication strategy. A
conservative strategy aims to minimize the risks of delivering extensive amounts of ultra-
sound energy in a short period of time, such as overheating in the near ĕeld, while keeping
the total treatment time at a reasonable level. An aggressive strategy, on the other hand,
aims to deliver the treatment as quickly as possible and gain advantage of the cumulative
heating in the target volume to further expand the ablated volume.
When using a conservative strategy, the sonication order is optimized by minimizing
the overlap and maximizing the distance between the areas of NF heating in two consecu-
tive sonications, as described in Section 3. e area of NF heating is the intersection areas
of the sonication beam and the NF plane. is problem resembles the LPP, presented in
Section 5.2. e LPP is NP-hard and therefore approximative algorithms are needed for
ĕnding good solutions for larger instances of the problems. For smaller problems BBs can
prove eﬀective at ĕnding the global optimum of the problem.
Optimizing an aggressive strategy might prove more diﬃcult, as utilizing the cumula-
tive heating in the target volume requires simulation of the heat development, as shown
by Mougenot et al. [26]. In order to produce usable simulation results, the BHE needs a
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coarse anatomic model with approximative tissue parameters. ese are fed to the module
by the tissue parameter approximation module, and are reĕned as more sonications are
delivered. Utilizing cumulative heating would, however, introduce the need for further
safety requirements, such as restricting the heat spread and temperature rise outside the
target. Optimizing by using such constraints are common in brachytherapy, as discussed
in Section 4.1, but while the radiation dose delivered to a given point is only a function of
the elapsed time, the distance to the source and the activity of the source, the heat spread is
considerablymore complex to calculate. As Payne [24] has shown, optimization of cooling
and heating times can also be performed in a similar manner, by solving a 3D BHE for a
simpliĕed anatomic model, regardless of the chosen sonication strategy.
8.5 Feedback
Aer the optimized plan has been produced by the algorithm and the ĕrst cells of the
treatment have beendelivered, the algorithm receives feedback based on the outcomeof the
sonications. is data is then used to update and to reĕne the plan. Of primary interest for
the algorithm is information about the volume and form of the delivered dose, the amount
of NF heating, heat diﬀusion and cooling times as well as updates to the ATA caused by
alteration in electronic corrections made to the focus.
e initialization module is fed information about any updates to the ATA model and
new approximations of tissue parameters. e updated tissue parameters are used to im-
prove the NF heating approximations, which in turn aﬀect the time cost of the cells. More-
over, they can also aﬀect the approval or disapproval of the cells. is, in addition to the
updatedATAmodel, can aﬀect the set of feasible cells that is passed to the populationmod-
ule. Also, the user is given the possibility to change treatment parameters, such as cell sizes
used and FF safety distances, which might render a re-optimization of the plan necessary.
e populationmodule uses the updated set of feasible cells to update the set of chosen
cells through a re-initialization of the optimization algorithm. What ismore, the algorithm
uses the reported size and locations of the delivered doses to restrict the available space
in the target volume. From the point of view of the algorithm, these delivered doses are
handled as static cells in that they must be part of the solution produced by the algorithm.
In this way, there is no need to alter the algorithm for it to be able to take the delivered
doses into account. e importance of reĕning the plan based on the realised size of the
dose grows when the dose is much smaller or larger than planned, for example due to
premature termination of the sonication of poorly dimensioned power levels.
e sonication parametermodule re-optimizes the new set of chosen cell received from
the population module. e module also uses the updated tissue parameters to reĕne the
sonication parameters using an updated anatomic model of the target volume. Moreover,
information about smaller or larger than planned treatment cells indicates that themodules
power level estimation is working sub-optimally and the feedback is used to correct the
estimations made about the remaining power levels of the cells.
ese re-optimizations using feedback should only be initialized by the choice of the
operator. Preferably the user interface could give the operator a notice that an improvement
to the plan is possible, and the system should warn the user about continuing with an
infeasible or unsafe plan.
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Figure 5: Suggested outline of the automatic treatment planning algorithm for MR-HIFU.
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Part III
Implementation of the Algorithm
e implementation of a prototype of an automatic treatment planning algorithmwas con-
ducted as a feasibility study, without trying to produce a new functional part of the Son-
alleve MR-HIFU soware. e emphasis of the study laid on implementing a simple but
functioning entity and evaluating alternative optimization algorithms.
e resulting algorithm is able to produce oﬀ-line treatment plans for actual clinical
cases taking into account the transducer ATA and most of the safety consideration pre-
sented in Section 7.2, populate cells in an approximately optimal manner in clusters or in
3D, and optimize the sonication order of the optimized cells in accordance with a conser-
vative sonication strategy. e optimization of an aggressive sonication strategy was not
implemented. e user interface, segmentationmodules and tissue parameter approxima-
tion algorithms are beyond the scope of this thesis. To summarize, the presented algorithm
fulĕls or has the capability to fulĕl all the Must-have-requirements presented in Section 7
that does not rely on cumulative heating or optimization of cooling and heating times or
power levels (R17, R19, R20).
e chapter is structured as follows. First, a review is given of how the modules of
the algorithm were implemented. Second, the diﬀerent algorithms used in the popula-
tion module and in the sonication order optimization module are compared in a series of
artiĕcial test cases. Next, a real clinical case is used to demonstrate the feasibility of the ini-
tialization and population modules and compare the implemented coverage optimization
algorithms. A number of produced treatment plans are also presented. Lastly, the results
are reĘected upon.
9 Description of the Modules
Given below is a description of the implemented prototype of a functioning automatic
treatment planning algorithm. Where appropriate, pseudo code of the modules is pre-
sented.
All code was produced using IDL 8.0 (ITT Visual Information Solutions, 2010), except
for the linear programming solvers used for the BB algorithms, whichwere implemented as
GNU MathProg modelling language models and solved using the GNU Linear Program-
ming Kit Solver, ver. 4.46.
9.1 InitializationModule
e patient’s anatomy in the region of interest is transformed by segmentation into a for-
mat that the mathematical models can understand. e implemented prototype utilizes a
segmentation procedure which positions discrete points, slice wise, on the surface of the
object, based on the acquired planning images. ese points are passed to the initialization
module, which transforms them into triangular meshes using a meshing procedure. is
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procedure plays a crucial part in the functionality of the module and the rest of the algo-
rithm, as all safety checks require a mesh of the anatomic region. e choice of accuracy of
the mesh is a balancing act between anatomic realism and computational eﬃciency; more
triangles are able to represent the ROI more realistically but will unavoidably render the
safety checks computationally heavier. e implemented algorithm was inspired by Liu
et al. [85], who presented a meshing algorithm designed to create meshes based on point
sets in which the points are positioned in layers or slices. is suits point clouds from seg-
mentedMRI scans well, as they are in general arranged in layers. e algorithm is fast and
functional in the respect that it is able to create closed surfaces, but encounters problems
when the transition between the points in consecutive slices is large. Further details on the
algorithm can be found in [85]. e procedure creates meshes of the ĕbroid, the serosa,
and the OARs in NF and FF, based on the input received from the segmentation module.
e next step in the initialization module is to create a set of feasible cell positions. For
a cell to be feasible, it needs to fulĕl the list of requirements presented in Section 8.2. e
set of feasible points is created by iterating through a set of possible positions created in
and around the target volume and checking them against all requirements. e candidate
positions can be spread out in 3D or in clusters, but the clusters need to be deĕned by the
user as the algorithm does not optimize their position or angulation. e largest cell size,
if any, which is allowed at each respective position is stored along with the positions.
Determining the feasibility of a position is a ĕve-step process. First, the procedure
checks whether the position is inside the ĕbroid or not. is is done by calculating the
solid angles from the given point to all triangles in the mesh, as it is known that if a point
is inside a closed surface the solid angle to the whole surface is exactly 4 and zero if it
is outside the surface [86]. e solid angle is calculated using the method presented by
van Oosterom and Strackee [87]. Next, the procedure evaluates whether the transducer is
able to reach the position, if it is inside the transducers ATA. In this prototype the ATA
is calculated using a simple model of the positioner, implemented in IDL, which has been
veriĕed to replicate the actual ATA calculations done by the MR-HIFU SW well.
If the cell position is both inside the ĕbroid and reachable by the transducer, safety
checks are carried out. e safety requirement for the serosa is veriĕed by calculating the
shortest perpendicular distance from the axis of the cylinder that deĕnes the safety margin
to a point in the serosa mesh. is distance is then compared with the safety margin, and
if it is greater than the radius of the cylinder the safety check is passed. e largest cell that
is allowed at the position is recorded.
In the NF, no OAR can intersect the conical US beam. e procedure for the NF safety
check determines whether any of the triangles intersect the US cone, using a method pro-
posed by Eberly [88]. e FF safety check is somewhat more complicated as the distance
between the focus point and any point in the OAR intersecting the beam needs to exceed
a cell speciĕc safety limit. In practice, this requires a method that computes the distance
from the cells centre to a point on a mesh triangle in the OAR. Such a method was devel-
oped for the module and is presented in Appendix B. Again, as the safety margin is larger
for larger cells, the largest cell that is allowed at the position is recorded.
If a position passes all safety checks it is labelled feasible and saved together with cell
sizes that are allowed at that position. Noticeably, many of the safety checks are based on
computing the same calculations for all or a large portion of the triangles in themeshes. For
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this reason, reducing the number of triangles in the mesh is an eﬀective way of improving
the running time of the computations.
For clarity the whole procedure of retrieving a set of feasible positions is presented as
pseudo code below.
Algorithm 1 RetrieveFeasiblePositions
Input: Mesh for target, serosa, NF, and FF, safety parameters, ATA model
Output: Set of feasible cells
Load cell speciĕc form and safety parameters
Create a set of positions which are inside the target
for all positions do
if the position are inside the ATA then
5: Find the largest possible cell that can be placed at the position without being too
close to the serosa
if e largest cell is not 0 mm then
if ere is no OAR in the ultrasound beam in the NF then
Find the largest possible cell that can be placed at the positionwithout anOAR
being too close in the FF
if e largest cell is not 0 mm then
10: Save the position as feasible together with the






return Feasible positions and the largest allowed cell at the respective position
e NF energy density safety check was not implemented in the procedure because, at
the moment, it is not mentioned in the Philips training material as one of the safety checks
to be performed [30].
e initialization procedure also creates the set of target points. e only requirement
on the target points is that they are inside the target. In practice, this means that cells po-
sitioned on the edge of the target provide less coverage than cells in the middle. Also, if
the user chooses to prioritize a certain part of the target volume above the rest, the module
produces a list of the weightings to accompany the set of target points. Lastly, the mod-
ule assigns a time cost to all cell-position combinations. e cost should reĘect the time
required to sonicate the cell and the preceding cooling time. is means that, in order to
achieve a good estimate of the cost, one would need to simulate or in some other way esti-
mate the NF heating caused by sonication the cell using an optimal level of power. As NF
heating is a complex matter, and the choice of optimal power levels even more so, the im-
plemented cost setter simply assumes that deeper positions (in the AP-direction) require
more power. is, in turn, causes more NF heating and, consequently, requires propor-
tionally more cooling time. is assumption is only partly right, as the size of the area of
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the intersection between the US cone and the NF plane also inĘuences the NF heating. Po-
sitions closer to the skin have smaller intersection areas, which leads to more concentrated
heat deposition in the NF as well as easier heat diﬀusion from the focus point towards the
skin, both causing more NF heating.
9.2 PopulationModule
e population module optimizes the subset of chosen cells that either cover the maxi-
mum amount of volume uniquely, so that the budget constraint is not exceeded (the BUC
problem, see Section 5.1.2), or minimize the total cost, so that the unique cover exceeds a
set threshold (the MCUCT problem, see Section 5.1.3).
e ĕrst step in the population module is creating the so called coverage matrix. is
binary matrix communicates which target point can potentially be covered by which cells,
and vice versa. Cells centred at the same point in space may cover diﬀerent target points,
due to diﬀering sizes and orientations. e cells are assigned to the columns, and the target
points to the rows. For each target point that is inside a given cell a 1 is assigned to the




0 0 0 1
1 0 1 1
1 1 0 0
0 0 1 0
1 0 0 0




In the example, the ĕrst cell (ĕrst column) covers target points two, three and ĕve,
and so on. e coverage matrix is created by iterating through every cell and determining
which target points are located inside the cell, based on the cell sizes and models that so-
ware framework provides. For simple cell forms, such as ellipsoids, the evaluation can be
performed analytically, but for more complex forms a method based on solid angle calcu-
lations could be implemented. Aer the coverage of all cells has been established, target
points that are not covered can be removed from the set to decrease the memory load.
According to the requirements presented in Section 7, the user should, however, have
the possibility to select the overlap or gap between cells. Algorithms designed to solve the
BUC and MCUCT problems do not take this into account. For this reason, the coverage
matrix procedure takes as input the users desired overlap and reduces or increases the sizes
of all cells by a corresponding amount before their coverage is determined. is allows the
introduction of a user deĕned overlap parameter into the algorithm without altering the
structure of the optimization algorithms.
Aer the coverage matrix has been created it is passed on to the population algorithm.
e general guideline for MR-HIFU operators is to start ĕlling the volume or cluster using
the largest cells possible, and then reduce the size gradually once nomore large cells can be
added. From the point of view of the population algorithm, it is not trivial to choose how to
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ĕll cells of diﬀerent sizes. e choice lies between letting the algorithmĕll one size at a time,
starting form the largest size and then gradually reduce the size, or attempt to optimize by
using cells of all sizes simultaneously. Splitting up the optimization problems into steps
means that some of the generality is lost, meaning that the two approaches will not have
the same global optimum. Both approaches were implemented, in order to compare their
performance and how the loss of generality inĘuences the results.
e complete population module is presented as pseudo code below.
Algorithm 2 PopulationAlgorithm
Input: Set of feasible cells, Set of target points, Cell costs, Target point weights, Cell mod-
els, Overlap margin
Output: Subset of chosen cells
Reduce/increase the size of each cell by the overlap margin
Create the coverage matrix by evaluating which target points are inside which cell
Choose the optimal set of cells by optimizing one size at a time or all sizes simultane-
ously
return Subset of chosen cells
All in all, four diﬀerent population algorithms were implemented, all of which are in-
troduced in Section 6. e algorithms were chosen for their varied modus operandi: one
is deterministic (BB), one is guided stochastic (GA), one is simple and quick (greedy),
and one is a combination of random selection and deterministic local search (GRASP).
Moreover, all algorithms have been used in network optimization problems with proven
performance. A more detailed description of the implemented algorithms will be given
below, and pseudo code for each of the algorithms can be found in Appendix C.
e greedy algorithm used for solving the BUC problem is separated into two diﬀerent
heuristics, as in [62]. e ĕrst heuristics selects the cell with the highest weighted coverage-
to-cost ratio from the subset of cells that will not cause the time budget to be exceeded or
cause an overlap with any of the cells that have already been chosen. If more than one cell
has the highest ratio, the heuristic selects one of them at random. e heuristics continues
adding cells to the subset of chosen cells until no more cells can be added, either because
the time budget or the overlap constraints would not be satisĕed any more. e second
heuristics functions in much the same way, with the diﬀerence that it selects at each step
the cell with the highest weighted coverage. e greedy algorithm for theMCUCTproblem
resembles the BUC heuristics, with a few important diﬀerences. e algorithm selects the
cell with the lowest cost-to-weighted coverage ratio, and keeps selecting cells until the proĕt
threshold is exceeded. If the heuristic encounters a situation where no more cells can be
added while the coverage threshold is yet to be satisĕed, the algorithm fails.
e GRASP algorithm is based on the greedy algorithm, but instead of always choos-
ing the best candidate, the algorithm chooses one out of many good candidates at random.
e good candidates are the subset of cells that have a goodness value   100% of the
best goodness value. Here the goodness value may be weighted coverage-to-cost ratio,
weighted coverage, or cost-to-weighted coverage ratio. e decision parameter  is set by
the user or the system between 0 and 1. For  = 0 the algorithm simply chooses a cell at
random, for  = 1 the algorithm reduces to a greedy algorithm. Aer the candidate has
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been created, a local search is initiated. e local search iterates through all the selected
cells and exchanges them for each of the not chosen cells, before evaluating the goodness
and feasibility of the new subset. If the new subset is better than the currently best one, it
is recorded as being the new currently best candidate. ese two procedures are repeated
a number of times, and the best solution from those iterations is returned as the ĕnal solu-
tion. e number of iterations is determined by the user or the system. e BUC version
of the GRASP algorithm uses a heuristics with the same functionality as the greedy BUC
heuristic, and the MCUCT version uses similar logic as the greedy MCUCT heuristic.
e implemented genetic algorithm has all the basic elements of the genetic algorithm
presented in Section 6.2, improved with a number of heuristics. Genetic algorithm strives
to maximize the ĕtness, so the ĕtness values of the problems needs to be formulated as
maximization problems. e ĕtness value for the BUC problem is simply the total proĕt
of the chromosome, while for the MCUCT problem, being a minimization problem, the
reciprocal of the chromosomes total cost was used as the ĕtness value. Only roulette wheel
selectionwas implemented. eĕtness valueswere scaled using sigma scaling to normalize
the selection pressure throughout the evolution of the process. Furthermore, the roulette
wheel selection was augmented with SUS, which has been shown to improve the selection
process for smaller populations. Further information about the selection operators, scal-
ing and SUS can be found in Section 6.2.1. In order to further steer the development of the
population in the direction of feasible solutions, elitism was used to ensure that the best
chromosomes are automatically included in the next generation. is way a good solu-
tion is never lost or destroyed by the crossover or mutation operators. Uniform crossover
and normal random mutation was used, together with an operator that removes identical
chromosomes through mutation in order to preserve the diversity. In order to assumedly
improve the performance, the algorithmwas given a good start using either of two diﬀerent
seeding methods. e ĕrst population could be created either so that one chromosome is
created using the greedy algorithm while the rest is randomized or so that the whole pop-
ulation is created using a GRASP like algorithm, without the local search procedure. is
way theGA is given a good starting point, which assumedly will help it to ĕnd good feasible
solutions in less iterations.
e budget and threshold constraints and especially the overlap constraints are chal-
lenging for the GA. Developing closed operators for coverage problems with overlapping
constraints proved very diﬃcult, and therefore the algorithms needed constraint handling.
In GAs, constraints are generally dealt with either by using penalties, reducing the ĕtness
value of the infeasible chromosomes in some way, or by using heuristics repair operators,
which create feasible chromosomes out of infeasible ones. For comparison, both methods
were implemented. e infeasibility penalties were realized simply by assigning the ĕtness
value of a chromosome that did not fulĕl all constraints to zero. e implemented repair
function for the BUC problems iterates through the population and removes cells from the
chromosome until both the budget and the overlap constraint are satisĕed. e MCUCT
repair function ĕrst removes cells until the overlap criteria is satisĕed, and then adds cells
that do not cause overlap until the threshold criterion is satisĕed. Even though these it-
erative processes are performed numerous times per generation and can thus prove time
consuming, it does guarantee that every chromosome in the population is feasible. To re-
duce the computation time needed, the user can choose to initialize the repair operator,
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for example, only every tenth or hundredth generation.
Even though multi-objective optimization is possible using genetic algorithms [43–
45, 48, 50, 52] and even though objectives of the coverage maximization (BUC) and cost
minimization (MCUCT) could be combined into one multi-objective problem, it is not
trivial to determine how the two objectives should be weighted. erefore, multi-objective
GAs were not investigated further in this thesis.
As IDL lacks eﬃcient linear programming solvers that are able to solve larger problems
or integer programming problems, the GNU Linear Programming Kit (GLPK) Solver was
used to solve all relevant IP problems. e IP problems (5.2) and (5.3)(with the added
unique coverage constraint as described by Equation (5.2c)), were modelled using the
GNUMathProg modelling language and passed on to the GLPK Solver via IDL.
9.3 Sonication Parameter Module
e implemented sonication parameter module only allows the optimization of a con-
servative sonication strategy. e reason for this is that it is not clear how an aggressive
strategy, utilizing cumulative heating as well as exotic heating and cooling times and power
levels, should be optimized. Furthermore, based on literature regarding cumulative heat-
ing and cooling time optimization [24, 26] it seems probable that themethodwould require
several occurrences of a simpliĕed BHE to be solved. is might get computationally very
demanding even for small problems. Moreover, no research has been published on the sub-
ject of ordering cells optimally for utilization of cumulative heating. For similar reasons,
no cooling or heating time or power level optimization procedures were implemented in
the prototype of the module.
(a) (b)
Figure 6: (a) demonstrates a situation in which tilted cells cause the US beams of two
sonications to overlap, even though the centres of the cells are far apart. In this case, to
minimize the risk over overheating in the NF, the cells should e.g. be sonicated in the order
Cell 2, Cell 1, and Cell2. (b) illustrates how the distances between intersection ellipses are
calculated, as in Equation (9.1).
e prototype module is able to optimize the sonication order in two ways, both based
on solving the LPP. e ĕrst method maximizes the distance between the centres of the
consecutive sonication cells. e distance between the centres is calculated as the Eu-
clidean distance between them. is method is, therefore, quite simple and does not con-
tribute with much more computational burden to the problem in addition to solving the
LPP. e second method is slightly more complex, and aims at maximizing the distance
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between the centres of the areas of NF heating from consecutive sonications. In practice,
this implies a maximization of the distance between the ellipses formed in the intersection
between the NF plane and the conical US beams of consecutive sonications. e former
method is computationally less demanding, and works well when all cells are positioned
in the same cluster. If the population, on the other hand, includes cells that have diﬀering
angulations, the latter method is required to take into consideration how the beams inter-
sect with the NF plane, forming elliptic curves of intersection. An example of how cells
with diﬀering angulations can lead to overlapping in the NF is shown in Figure 6a. e
distance between the intersection ellipses is calculated as
Dij = dij  Rij  Rji, (9.1)
where Dij is the calculated distance between the two ellipses, dij is the distance between
the ellipses centres, and Rij and Rji are the radii of ellipse i and ellipse j in the direction
towards the centre of the other ellipse. e distanceDij between two ellipses is visualized
in 6b. Calculating the distance in this way introduces a penalty for choosing a sonication
order where two consecutive ellipses overlaps, that isRij +Rji > dij . Finding the radii of
the ellipses in the correct direction requires the knowledge of the parameters of the ellipses.
Fitzgerald et al. [89] presented a method for ĕnding these parameters by ĕtting an elliptic
curve to a set of unique points. To ĕnd these points, the area of intersection between the
conical beam and the NF plane needs to be deduced. A detailed description of the method
for ĕnding the intersection ellipses is presented in Appendix A.
e calculated distances, either cell-to-cell or ellipse-to-ellipse, are inserted into a dis-
tance matrix. e matrix has the following structure
D =
0BBB@
0 D1;2    D1;m
D2;1 0    D2;m
... ... . . . ...
Dm;1 Dm;2    0
1CCCA ,
where m is the number cells. e rows signiĕes the starting nodes and the columns the
ending nodes of the arc between cells/ellipses i and j. e distance matrix is used as input
in the various LPP approximation algorithms.
ree LPP approximation algorithms were implemented. Pseudo code for the algo-
rithms can be found in Appendix D. e ĕrst algorithm is a greedy-like algorithm, the
farthest neighbour algorithm, presented in Section 6.1.2. is is a simple algorithm, the
performance of which reliesmuch on the structure of the problem set, but it is very quick to
produce a feasible solution. e second algorithm is a genetic algorithm specially designed
for routing problems. e algorithm was ĕrst introduced in [90], where a more detailed
description of the algorithm can be found. e problemwas formulated as amaximization
problem, and the ĕtness valuewas the length of the path. e strength of specially designed
GA is that the operators are closed, meaning that they never produce an infeasible chromo-
some and no time-consuming repair-heuristics are needed to ĕx chromosomes that does
not fulĕl all constraints. To further improve the algorithm, the judgement day and 2-opt
local search operators were used. e last algorithm implemented is a BB algorithm as
described in Section 6.3.2, using the GLPK Solver to solve the relaxed IP problems.
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10 Testing Methodology and Results
A series of tests were performed primarily to evaluate the feasibility of the implemented
modules, but also to compare the optimization algorithms and evaluate how they behave
with problems of diﬀerent sizes. Moreover, the treatment planning algorithmwas tested in
a real clinical case, using manually segmented target volumes and OARs as well as realistic
cells, to compare the created plans with a plan produced by an expert.
All work was performed on a Dell Precision T7400 workstation, equipped with an Intel
Xenon E5420 2.5 GHz dual-core CPU as well as 4 Gb of RAM-memory and running the
Windows 7 64-bit operating system.
10.1 PopulationModule Algorithms
ecoverage algorithmswere compared in two artiĕcial population cases of diﬀerent sizes.
Both the BUC and the MCUCT problems were examined. Each of the test cases consisted
of two sets of cell positions, one ordered and one randomized, distributed in three dimen-
sions inside a cubic volume. Both sets consisted of an equal amount of cells. e cell
positions in the larger cases are presented in Figure 7a, projected to the xy-plane. All of
the cells used in the test were spherical, with the same radius. For clarity, a simpliĕed ex-
ample of a BUC population, reduced to 2D, is illustrated in Figure 7b. e target points
were distributed uniformly in 3D in a cube one cell diameter larger in every dimension
than the cube holding the cell positions. A simple cost estimator was used, which assigned
cells with higher x-positions with a linearly higher time cost. e cells with the smallest
x-position were given the cost 1 and the rest were given a cost according to their relative
x-position. All target points were weighted equally.
e parameters used for constructing the two cases are presented in Table 1. e cases
were not designed to resemble a real clinical case and the cost setter has no link to realistic
cooling time estimations. For this reason, the interesting result of these tests is not the
actual coverage produced by the diﬀerent algorithms but rather how their computation
times compare and vary with problem size and how the algorithms handle 3D population.
Table 1: Description of the population test setup.
Parameter Large Small
Cell radius 2.5 1.0
Range for cells positions [ 8; 8] [ 3; 3]
Number of cell positions 432 250
Range for target points [ 10:5; 10:5] [ 4; 4]
Number target points 2744 1000
Budget 500 150
reshold 500 200
e GRASP algorithm was run using a selection parameter  = 0:7 and ĕve itera-
tions. Two diﬀerent approaches were taken with the GA. e ĕrst version, GA1, did not
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(a) (b)
Figure 7: Figure (a) illustrates the cell positions in the large case. All cell positions are
projected to the same xy-plane. e blue dots are the ordered set of positions and the
red are the randomized positions, all in all 432 positions. Figure (b) shows a simpliĕed
population case of similar spatial dimensions as the small case, but reduced to 2D. e
illustrated example is a BUC population, limited by the budget constraint.
use the repair function and thus relied only on penalties for constraint handling. e pop-
ulation size and number of generation were chosen to be relatively large. e algorithm
was seeded a feasible initial population using a GRASP-like algorithm with  = 0:5 and
only one iteration. e second version, GA2, also penalized infeasible chromosomes, but
used heuristic repair every 200th generation to try to keep the chromosomes in the fea-
sible solution space. As the repair operator was computationally quite slow, it was not
used on every generation, and the population size was kept small. Moreover, as it was
hypothesized that the heuristic repair would be able to guide the algorithm more quickly
to a feasible solution space, the number of generations was also kept lower than for GA1.
e initialization was random, except for one chromosome which was created using the
greedy algorithm. Both versions used roulette wheel selection using SUS and sigma scal-
ing, uniform crossover with a crossover probability of 0.95, and a mutation probability of
0.01. e number of elite chromosomes was 10% of the population size in both cases. e
parameters used for the GAs are summarized in Table 2.
Table 2: Parameters for the genetic algorithms.
GA1 GA2
Population size 100 20




Heuristic repair No Every 200th
Iterations 5000 2000
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No stopping criterion was used for the GAs. Instead, the algorithms were allowed to
evolve through all generations, and the generation in which the best chromosome ĕrst was
created was recorded and used as a measure of how quickly the algorithm converged.
10.1.1 Results
e results of the BUC and MCUCT tests can be seen in Figures 8 and 9, respectively. In
Figure 8 (Figure 9), the normalized coverage (cost), i.e. the coverage (cost) of a subset of
cells divided by the coverage (cost) of the best subset of cells for the respective case, of
each algorithm is plotted against the computation time. As the computation time required
by the BB algorithm in the larger case exceed an hour, its result was omitted. For the
GAs, the time required to ĕnd the best chromosome for the ĕrst time is presented as the
computation time. If the GA was not able to improve on the initially seeded population,
the total computation time is presented, as was the case for GA2 in both of the MCUCT
problems. ese numbers gives insight into how quickly the algorithms converged.
Figure 8: e results of the BUC tests. e normalized coverages, the respective coverage
divided by the best coverage in the given case, of the algorithms are plotted against the
computation time required, on a logarithmic scale. For the GAs, the time required to ĕnd
the best chromosome is used instead of the total computation time. e best normalized
coverage is 1, and higher is better.
As can be seen from the ĕgures, the greedy algorithm was several orders of magnitude
faster than the other algorithms, and was even able to outperform the GAs result wise in
some of the cases. As mentioned, GA2 was unable to improve on the result of the initial
population in both MCUCT cases. e GRASP algorithm was considerably slower than
the greedy algorithm and produced only a slight improvement in the result, more so in the
larger case. e bottleneck of the GRASP algorithms computational eﬃciency is the local
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Figure 9: e results of theMCUCT tests. enormalized costs, the respective cost divided
by the best cost in the given case, of the algorithms are plotted against the computation
time required, on a logarithmic scale. For the GAs, the time required to ĕnd the best
chromosome is used instead of the total computation time. GA2 was unable to improve
on the result of the initial population in both cases. e best normalized cost is 1, and
lower is better.
search, which needs to do exponentially larger searches as the problem size increases. is
explains the large increase in running time with problem size that can be seen in both the
BUC and MCUCT problems.
e GAs inability to perform better than the greedy algorithm, even when utilizing
seeding, depicts the problems they hadwith the overlap, budget, and threshold constraints.
e heuristic repair operator is relatively slow, and the small population size limits the
eﬀectiveness of the selection and crossover operators. In most cases the GA1 algorithm
performed better than GA2, and was close to optimum in the MCUCT case. is raised
the question if the repair operator, utilized in GA2, limits the diversity in the population
by the way it repairs infeasible chromosomes, by removing and adding cells greedily. is
might inĘuence theMCUCT problemmore, as cells are ĕrst removed and then added until
the threshold constraint is satisĕed. It should also be noted that GA1 was faster than GA2,
even though it had a larger population size and ran for more than double the number of
generations. Neither GA1 nor GA2 was particularly sensitive to the size of the problem.
e BB algorithm was able to produce global optimum answers in the smaller cases in
reasonable time, but when the problem size grew the computation time became unreason-
able. e reason for this is that the number of constraints grows exponentially with the
size of the coverage matrix.
e test did simulate a small 3D population case quite well, except that the density of
cell positions was somewhat unrealistic. is might have hampered the GAs. e most
insightful part of the results is the relative computation times of the algorithms. On the
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other hand, as the performance of the algorithms is inĘuenced by several problem param-
eters (for example the choice of budget and threshold, relative cost and weights etc.), it is
diﬃcult to draw any conclusion about how they compare performance wise. e test was
lacking in that it did not provide much insight about how the parameterized algorithm,
namely GRASP and GA, are aﬀected by changes in their respective parameters. Especially
GA has several parameters that can be tuned, and ĕnding the optimal combination is not
trivial. As the main limitation of the GAs seemed to lie in constraint handling, the used
sets of parameters were chosen to emphasize the diﬀerence between the use of the heuristic
repair operator and penalties.
10.2 PathMaximization Algorithms
e sonication order optimization algorithms were tested in three artiĕcial test cases of
diﬀerent size. e cases consisted of 10, 20, and 30 nodes distributed randomly. e dis-
tance matrix was created by calculating the Euclidean distance between the nodes. As a
consequence, this test replicates closely the situation in a real clinical case and the results
should, therefore, give a good picture of not only how fast the algorithms are, but also how
well they perform.
Several versions of the GA were tested: with and without the judgement day and local
search operators, as well as with two diﬀerent population sizes. e JD operator was called
by the GA if the best recorded ĕtness value had not change in 2000 generations, one fourth
of the total number of generations. Similarly, the 2-opt local search operator was called if
the best ĕtness had not changed in 400 generations. e population size was equal to the
number of nodes, except for one case in which the size was doubled. Again, no stopping
criterion was used for the GAs, but they were allowed to evolve until the last generation
and the number of generations required to create the best chromosome was recorded. As
FN is initialized at a random starting point and as the GA also has a random nature, these
algorithms were run in total ĕve times to get an average of their performance. e BB
algorithm was only run once.
10.2.1 Results
e results for the sonication order algorithm tests are presented in Figure 10. It is to be
noted that the results presented for the FN algorithm and the GAs are averages over ĕve
runs. e normalized distance is the distance of a given route divided by the distance of
longest (found) route in the given case.
Based on the results presented in the ĕgure, it is easy to identify the characteristic be-
haviour of the individual algorithms. e NF algorithm, being a greedy-like algorithm,
failed to produce results close to the optimum but was several orders of magnitude faster
than the other algorithms, with computation times less than milliseconds. e BB, being
deterministic, found the optimum for all problems. e algorithm was able to produce
results for the smaller cases in reasonable time (1 s and 30 s, respectively), but the compu-
tation time exploded to over 10 min in the large case. e GAs performed very well for
the smaller problems, regardless of any added heuristics, but only the ones calling the local
search operator could produce optimum results for the larger problem. Moreover, the GAs
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Figure 10: e results of the routing tests. e normalized total distance, the respective
total distance divided by the best distance in the given case, of the algorithms are presented
for each case. e best normalized total distance is 1, and higher is better. e population
sizes in the GAs were the same as the number of nodes, except in one instance in which
the size was doubled.
were able to converge very quickly on the large problem especially when compared with
the BB algorithm. e times needed to ĕnd the best chromosome vary between less than
a second (the small case) to almost a minute (the large case). In general, neither the larger
population nor the local search operator caused any considerable increase in the computa-
tion time. e reason for this is that these algorithms tended to ĕnd the best chromosome
faster. Based on the results, it can be concluded that the local search operator is necessary
for the GA to be successful. e JD operator, on the other hand, improved the perfor-
mance only marginally. Moreover, it seems that the larger population promotes a good
performance.
10.3 Clinical Case
is section presents tests performed based on real clinical planning images. e same
images had been used in a real clinical case to plan the delivery of a successful treatment.
e primary aim of this test was to determine the feasibility of the initialization and pop-
ulation module prototypes (no sonication order optimization was performed). Secondary
aims were to compare the plans generated by the algorithms to the human-made one, as
well as to compare the implemented algorithms with each other in a realistic situation. All
tests were carried out as BUC problems with a very large budget, which did not constrain
the population process. e case was chosen partly due the success of the treatment, im-
plying that the plan produced for the treatment was good, and partly due to the fact that
a large majority of the delivered treatments cells were placed in a single cluster. e latter
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aspect reduces the number of variables and, thus, simpliĕes the comparison and allows
testing how the algorithms behave when populating a plane.
e ĕbroid, serosa and OARs in the FF, namely bowels and the spine, were segmented
manually based on the planning images. No OARs in the NF were recognised in the im-
ages. e segmentation data was then fed to the initialization module, which produces
the set of feasible cell positions. e manually segmented ĕbroid, which was used as the
PTV in the tests, was somewhat larger than the PTV deĕned in the real treatment plan.
Furthermore, as the operator had positioned the cells based on expertise and experience,
it was not necessary to obey the safety requirement as strictly as the implemented initial-
ization module does. For example, the operator had positioned several cells so that the
spine lay inside the FF safety margin. ese two factors aﬀect the set of feasible cells that
can be delivered and therefore also the outcome of the population procedure. e algo-
rithm used the default safety parameters for the same SW version used in the delivery of
the treatment. Last, the module implemented a newer ATA model than the one available
in the SW version in question, but as all the cells were positioned in a region which both
ATA models contained, this should have no signiĕcant eﬀect on the outcome of the plan.
In order to investigate how the algorithms handle problems of diﬀerent sizes, the tests
were ĕrst run on three sets with diﬀerent densities of feasible positions: a small, a medium,
and a large problem. As the real case used a single plane for the cells, the cell positions in the
sets were also deĕned in only one plane. e respective separation between the positions
for each set is presented in Table 3. As the cluster in the real case was tilted slightly ( 5:04o)
about the y-axis (le-right direction), the produced cell sets were also tilted to mimic the
case as closely as possible. A simple time cost estimator was used, assigning a linearly
higher cost to cells with higher x-coordinates (anterior-posterior direction). A fourth set
of cell positions was also created, with 2 mm separation but without tilting, in order to
investigate how the algorithms behave when the time cost is uniformly distributed across
the cluster. A ĕh test, allowing a 1mm overlap between the cells was also performed. e
default cell sizes available in the Sonalleve MR-HIFU system were used (8 mm, 12 mm,
and 16 mm diameter cells), so even with the coarsest raster the smallest cells could still
overlap each other if placed in adjacent positions. e cells were modelled as ellipses with
realistic dimensions. e target points were created 1.25 mm apart on the same plane as
the cell positions, so that all were inside the target volume and could potentially be covered
by one of the cells. No weighting was used.
Figure 11 presents the set of feasible cells produced by the initialization module for the
medium sized tilted case. Due to the nature of the safety checks and parameters, a cell
position that is feasible for a given cell size is also feasible for all smaller cell sizes. e
problem sizes are presented in Table 3. e number of cell positions and target points
vary somewhat, due to the irregular form of the ĕbroid and the diﬀerences in separation
between cell positions in the diﬀerent problems.
e population module was used in two diﬀerent modes: it either ĕlled the target us-
ing all cell sizes simultaneously or using a step-wise procedure, ĕlling the 16 mm cells ĕrst
and then gradually moving down the scale. Filling all cell size at once allowed the module
to optimize the cells better as a whole, but handling more cell position is computationally
heavier for the algorithms. e step-wise ĕlling was designed to alleviate the computa-
tional strain as much as possible. First, only the 16 mm cell positions and the target points
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Figure 11: e set of feasible cells in the medium sized non-tilted case visualized in a coro-
nal plane.









Position separation 3.5 mm 2 mm 2 mm 1.15 mm
Nr of 16 mm cells 134 415 604 1284
Nr of 12 mm cells 349 1079 1120 3322
Nr of 8 mm cells 444 1376 1357 4200
Total nr of cells 927 2870 3081 8806
Nr of target points 3720 3681 3609 3755
coverable by any on the 16 mm cells were passed to the algorithm. Once the 16 mm cells
had been optimized and before the 12mm cells were passed to the algorithm for optimiza-
tion, the set of feasible 12 mm cells was updated by removing any of the positions that
would cause overlapping with any of the chosen 16 mm cells. is process was repeated
aer the optimization of the 12 mm cells for the 8 mm cells, removing those positions that
would cause overlapping with any of the already chosen 12 mm and 16 mm cells. While
the step-wise ĕlling allows splitting the problem into sub-problems that are easier to han-
dle, the solution found by the algorithms in this way is, in general, not the global optimum
for the problem. Nevertheless, it was found that in most cases the use of step-wise ĕlling
was required for some of the algorithms to be able to produce any solution at all or in a
reasonable time.
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All of the implemented coverage optimization algorithms, described in Section 9.2,
were included in the test. e GRASP algorithm was run using 20 iterations and  =
0:7. Two versions of the genetic algorithm were tested. GA1 used a larger population (50
chromosomes) and more generations (10 000) but no repair function, while GA2 used a
smaller population (30 chromosomes) and less generations (6000), but tried to improve on
the result by using a heuristic repair operator. e diﬀerent GAs were chosen to test two
diﬀerent constraint handling techniques in practice and to compare them. Both versions
used GRASP seeding ( = 0:5), a crossover probability of 95 %, a mutation probability of
2 %, sigma scaling and roulette wheel selection with SUS, and ten elite chromosomes.
10.3.1 Produced Plans and Performance of the Algorithms
In Figure 12, some of the plans produced are compared to the original plan used to deliver
the treatment, shown in Figure 12a. When doing the comparison, it should be noted that
the algorithms were applied on a larger PTV than the original. Furthermore, in the real
plan the safety requirements were interpreted Ęexibly, and 16 mm cells were positioned in
areas where the algorithm only allows 8 mm cells. Figure 12b visualizes the plan produced
by the BB algorithm using step-wise ĕlling and the medium raster, the best plan produced
for the given case. A plan produced by the GA1 algorithm using the small raster is pre-
sented in Figure 12c. Considering the coarser distribution of feasible cell positions, it is
clear that the gaps between the cells tend to be larger than in Figure 12b. e gaps between
the cells present in both Figure 12b and 12c were characteristic for all plans in which over-
lap was prohibited. Figure 12d shows a plan produced using the greedy algorithm and the
medium raster as well as by allowing a 1mmoverlap between the cells. is plan resembles
the real case more and is able to obtain a far more extensive coverage than the former two
cases by ĕlling the gaps between the cells more eﬃciently.
A comparison of the algorithms is shown in Table 13. e only algorithm that was
able to produce results while ĕlling all cells simultaneously was the greedy algorithm. e
GAs, on the other hand, failed to improve on the ĕtness of the initial population, while the
GRASP and BB algorithms required an infeasible computation time to produce a solution.
For this reason, all results obtained with these algorithms were acquired using step-wise
ĕlling. Moreover, both GAs failed to improve on the ĕtness of the initial population in the
large case, despite using step-wise ĕlling, and therefore their results were discarded from
the ĕgure.
Based on the results presented in Figure 13, some general observations can be made
about the performance of the algorithms. First and foremost, allowing a small overlap
between the cells leads to a considerable increase in the covered area, as it provides more
freedom to position the cells and allows the algorithms to ĕll the gaps between the cells
better. Similarly, using a ĕner raster allows more accurate positioning of the cells, which
consequently leads to slightly better results in the large case. e disadvantage of using a
ĕner raster is, however, the increase in computation time. It can also be seen that ĕlling
all cell sizes simultaneously tends to provide better outcome than step-wise ĕlling. Last,
the BB algorithm produced the best results in a majority of the cases. However, as the BB
algorithm only was able to produce plans using step-wise ĕlling, the produced plans are
not global optima, even though the algorithm is deterministic. is fact is demonstrated
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(a) Original plan. (b) BB algorithm and medium
raster.
(c) GA1 and small raster (d) Greedy algorithm, overlap
and medium raster.
Figure 12: ree produced plans compared with the original plan.
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in the overlap case, where the GA1 algorithm manages to outperform the BB algorithm,
even though both algorithms used step-wise ĕlling.
It can be seen in Figure 13 that, even though some algorithms tended to perform bet-
ter than others, the plans produced by the algorithms for a given case were diﬃcult to
distinguish from one another. Using more complicated algorithms, which require consid-
erably more computation time to producemarginally better plans, might, therefore, not be
preferable from a user experience point-of-view. However, without simulated delivery of
the plans and further investigation into what a good enough plan is, it is diﬃcult to make
any far-reaching conclusions in the matter.
As was expected, the relative diﬀerences between the running times of the algorithms
were similar to those presented in Section 10.1.1. Furthermore, step-wise ĕlling reduced
the running time considerably in all cases and for all algorithms, and it was even required in
order for some algorithms to produce a solution in reasonable time. e greedy algorithm
produced plans, ĕlling all cell sizes simultaneously, in 18 s in the smallest case and 3.6
min for the largest case. Using step-wise ĕlling, the running time dropped by and order
of magnitude. e running time of the GRASP algorithm, which directly depends on the
number of iterations the algorithm is run, ranged between 30 s to 8min. Similarly, the time
required by the two GAs depends strongly on the choice of algorithm parameters. GA1
required 5–10 min, while GA2 was faster, requiring 2–5 min. e BB algorithm found a
solution for the small case in a reasonable 4 min, but required over 50 min to solve the
large problem.
e greedy algorithm was highly eﬀective, especially considering its simple structure,
and was able to produce as good as or even better plans than the GAs and GRASP al-
Figure 13: e performance of the algorithm in ĕve diﬀerent cases. Algorithm names
preceded with step signiĕes the algorithm that performed step-wise ĕlling of cells, while
simul. denotes simultaneous ĕlling of all cell sizes. No results were recorded for theGAs on
the large case as they were unable to improve on the ĕtness of the initial seeded population.
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gorithms in most cases. e algorithm also proved to be very fast, using both step-wise
and simultaneous ĕlling. e algorithm encountered slight diﬃculties with the not tilted
cluster, in which the cost distribution across the cluster was uniform. A uniform cost
and weight distribution implies that many of the feasible cells have equally good weighted
coverage-to-cost ratio, which means that the greedy algorithm selects a cell at random. As
a consequence, the algorithm fails to pack the cells tightly, and the performance suﬀers.
e GreedyBUC_maxcov heuristic encounters similar problems even in the tilted cases, in
which the cost distribution is not uniform. is renders the value it adds to the greedy
BUC algorithm questionable.
Even though the construction phase of the GRASP algorithm has a similar approach
to cell selecting as the greedy algorithm, the local search seems to allow the algorithm
to correct most of the loose packing in the not tilted case and consequently produce a
good result. Based on results, it can be seen that the algorithm can improve slightly on the
result of the greedy algorithm, but on the other hand requires considerably longer time to
produce the solution. As the number of target points and selected cells remained relatively
constant between the cases, the running time of the algorithm increases almost linearly
with the number of cell positions to choose from. It was found, however, that this caused
simultaneous ĕlling impractical when using the medium and large rasters.
e BB algorithm was able to produce the best plans for most cases, which was to be
expected from a deterministic algorithm. As the algorithm only produced results using
step-wise ĕlling, the results found were not, however, the global optima. On the other
hand, the algorithm was also the most time demanding, with the running time exceeding
50 min for the large case. It can, therefore, be concluded that the algorithm, in its current
form, is too sensitive to the problem size. It should be noted that at least in the smaller
cases a majority of the computation time is used in a preparatory stage which constructs
the problem based on aMathProgmodel, while the problem solving was relatively quick. It
would therefore be interesting to investigate how the performance of the algorithm changes
if the GLPK library was called directly, without using the GLPK Solver.
e robustness of the GA algorithm suﬀers from the diﬃculties with the overlap con-
straints. is is implied by the algorithms inability to improve on the ĕtness of the initially
seeded population on the larger problems, even when using step-wise ĕlling. On the other
hand, when the raster is coarse enough, as in the step-wise ĕlling of the small case, the al-
gorithm improved the results in all three steps. A similar eﬀect can be seen in the overlap
case, in which the cells can be placed more freely and the probability of not satisfying the
constraints decreases. To be able to improve on the results, the algorithm requires either
the use of a repair operator or that the solution space is sampled through many genera-
tions. Both approaches tend to prolong the computation times. Based on the results, it is
diﬃcult to form any preferences about which constraint handling method to use, as both
GAs produced results that were at par with the greedy algorithm.
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11 Discussion
emost important result of the tests described in Section 10, is that all themodules incor-
porated in the prototype algorithm proved their feasibility in tests that mimic real clinical
cases. is section reĘects on the results in further detail. Also, a number of improvements
for the algorithms as well as some further investigations are proposed.
Greedy algorithms e greedy(-like) algorithms showed their strengths in both the cov-
erage and routing problems by constructing feasible solutions orders of magnitude faster
than the other algorithms. Especially in the 3D coverage problem and the clinical case, the
algorithm was able to produce results that were as good as or even better than the GAs.
e result of the FN algorithm was, however, not as good in the LPP test.
It would seem that the inherent symmetry in the coverage problems favours the greedy
algorithm, and based on the good results and superior running time the algorithm showed
good potential for being used as BUC andMCUCTproblem solvers. In the non-tilted clin-
ical case an apparent weakness of the greedy algorithm presented itself. As the range of cell
sizes and forms was very limited and as the distribution of costs and weights over the plane
was uniform, many cells were equally good choices. As a consequence, the greedy algo-
rithm selected many cells at random instead of packing them tightly. e algorithm did
not encounter similar problems in the 3D case or the clinical cases with tilted clusters, as
the cost of the cells varied linearly as a function of their x-position. is allowed the al-
gorithm to prioritise the cheaper cells and start packing from the one edge(/face) of the
cluster(/cube). e GreedyBUC_maxcov heuristic, which neglects cost distributions alto-
gether, is even more inclined to random positioning, as it does not consider varying costs.
For this reason, it contributes very little the overall performance of the GreedyBUC as long
as no weighting is used to prioritize a certain part of the target.
In order to guide the greedy heuristics towards minimizing the gaps between the cells,
be the cost distribution uniform or not, tight packing needs to be rewarded. is could
either be implemented as a factor in a multi-objective ordering criterion or as a secondary
criterion, to distinguish between cells with equally good ratios. One way of implementing
such a criterion would be to, for example, compare the positions of the candidate cells to
the (weighted) mean position of the chosen cells and select the closest one. Another way,
which would remove the need for any further ordering criterion, would be to introduce
weights on the positions close to cells that have been chosen. In the MCUCT case, the
problem might, however, be diﬀerent as it is not clear whether the chosen cells should
preferably be packed tightly or spread out for the treatment to be most eﬀective.
e FN algorithm did not perform as well in the LPP as the greedy algorithm did in
the coverage problems. e reason for this is that the greedy addition of nodes to the route
tends to cause the last nodes that are added the route to be relatively short, which conse-
quently harms the ĕnal result. e extent of this deteriorating eﬀect is, however, dependent
on the structure of the problem and the relative positions of the nodes to each other. Nev-
ertheless, there are no obvious solutions for this problem that does not involve changing
the nature of the algorithm. Iterating through all nodes, using them all as starting nodes,
and selecting the best route from the ones produced could bring a marginal improvement,
but the problemwould still remain. Testing the greedy GR algorithm, described in Section
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6.1.2, would also be interesting. e algorithm is, none the less, still a good constructor
of feasible solutions and could e.g. be used to create seeding populations for the genetic
algorithm.
GRASP algorithms Based on the result, larger problem sizes andmore varied cost distri-
butions seems to favour the GRASP algorithm in the coverage problems. e construction
phase of the GRASP algorithm is prone to encounter similar problems as the greedy algo-
rithm with uniform cost distributions, and allowing the algorithm to choose from an even
wider range of cells essentially renders the problem worse. is disadvantage is somewhat
compensated for by the local search procedure. Nevertheless, the construction phase of the
algorithm should be improved to encourage tight packing in a similar way as the greedy
algorithm.
e local search procedure for the BUC problem has a weakness in that it only swaps
cells and does not attempt to add any cells to the original solution. is does not promote
coverage maximization; it only reduces the cost. Instead, the procedure should attempt to
pack the cells as tightly as possible so that more cells can be added to the solution. ere-
fore, the logic of the local search procedure should be re-designed. e current local search
procedure for the MCUCT problem serves it purpose better.
Genetic algorithms In the coverage problem tests, both of the genetic algorithms strug-
gled with improving on the ĕtness of the initially seeded population. e most obvious
reason for this is the problematic constraints handling required by the overlapping and
budget/threshold constraints. In the 3D case, the GA1 algorithm, not utilizing the heuris-
tic repair operator, seemed to perform better as it was given a large population size and
an adequate number of generations to evolve. e poor result of GA2, utilizing the repair
operator, especially in theMCUCT case, is believed to originate in the way the repair oper-
ator produces feasible solution from infeasible ones. e repair function designed for the
MCUCT problem ĕrst removes cells until no overlap exists, aer which it adds new cells
greedily until the threshold constraint is satisĕed. If the procedure removes a majority
of the cells from the original chromosome, almost all of the remaining cells are available
for re-selection. e greedy choice of cells will, therefore, oen select the same cells to
be added to the chromosome. Consequently, the repair function reduces diversity in the
population, which in turn eﬀectively limits the direction in which the algorithm is able
to develop. In the non-tilted clinical case, in which the repair operator adds cells to the
population almost randomly (as the cost distribution is uniform), the GA is able to pro-
duce better results than the greedy algorithm. It would thus seem that the operator does
not restrict the diversity which in turn favours the evolution of the population. e GAs
perform better in the clinical cluster case than in the 3D case, as the probability of not sat-
isfying the overlap constraint decreases when the cell positions are distributed over a larger
plane than when packed into a small cube. However, it still struggled with the ĕner rasters
– the closer the cells positions are to each other, the more probable overlapping becomes.
In practice the GAs required the use of step-wise ĕlling in order to improve on the initial
ĕtness of the population. Another problem with the heuristic repair is the computation
time it requires, which in practice makes it impossible to use aer the creation of every
generation.
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e best alternative to improve the performance of the GAs would be to, if possible,
design closed operators that never produce infeasible solutions. If that fails, the constraint
handling needs to be improved. Introducing penalties that depend on the extent the viola-
tion is one alternative improvement. Moreover, the repair operator should be improved so
that it preserves the diversity in the population better. is could possibly be achieved by
shiing the focus of the operator away from the cells with poor objective values and con-
centrate more on the cells that overlap. By examining the cells that overlap and exchanging
the one with worse objective value into a cell that does not cause overlap, the number of
cells that need to be removed would hopefully decrease. is would reduce the risk of
adding the same cells to all chromosomes in the MCUCT case, and possibly also improve
the running time of the algorithm. Implementing a GRASP-like addition and removal of
cells (pursuing one of the good alternatives, and not necessarily the best one) could help
to introduce more diversity into the selection process. e computational eﬃciency of the
procedure also needs to be improved, so that it can be utilized more oen and with larger
population.
Further investigation should also be done into how the numerous parameters and dif-
ferent operator types inĘuence the performance of the GAs. Only two diﬀerent GAs were
applied in the test, with an emphasis on evaluating diﬀerent constraint handling tech-
niques, which did not allow good insight into how the other controlling parameters should
optimally be chosen. Parameter optimization for GAs is a complicated task [44, 77], but
an attempt should be made to ĕnd an adequate set of parameters for all instances of the
coverage problems.
In contrast, the GA used for solving the LPP proved very eﬃcient, producing close-
to-optimal results in reasonable time even for larger problems. e results improved con-
siderably when the 2-opt local search operator was used. e only parameters that the
algorithm needs are the population size as well as the threshold for when to initiate the
local search and judgement day operators, which simpliĕes the parameter optimization
considerably. Implementing better local search algorithms, such as 3-opt local search, and
improving their run time would presumably further improve the performance.
Branch-and-bound algorithms eBB algorithm failed to produce results in reasonable
time both for the 3D coverage problem and the larger routing problem. It was, however,
able to produce the best plans in most of the clinical cases, albeit only using step-wise ĕll-
ing. Moreover, computation time grew quickly with the problem size. For this reason it
can, in its current form, neither be recommended for population nor sonication order op-
timization purposes. As the time mostly goes into loading the MathProg models, it would
be interesting to test its performance by calling the GLPK library directly, without utilizing
the GLPK Solver. Also, reformulating the algorithm, where possible, into a branch-and-
cut algorithm could also improve the running time.
General e goodness of a plan is determined by the quality of the treatment it deĕnes.
erefore, it is diﬃcult to draw objective conclusions based on the plans produced by the
algorithms in the clinical case, without conducting extensive simulations or clinical tests.
Most of the plans appeared quite similar in visual inspection, even though their coverage
varied somewhat. erefore, it would be beneĕcial to investigate what a good enough plan
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is, and how the small variations in the coverage between the plans inĘuence the quality
of the treatment. More speciĕcally, it would be interesting to compare the quality of the
treatments based on a plan produced by a greedy algorithm and a GA. e GA requires
several orders of magnitude more time to produce a plan that is only slightly better than
the plan produced by the greedy algorithm. It is also unclear whether the gaps between the
cells should be minimized or distributed evenly, and whether e.g. the centre of the target
should be prioritized. Even though this knowledge would exist among the physician deliv-
ering the treatments, very little published research is available on the matter. is makes it
challenging to integrate the expertise into a mathematical model for the initialization and
the population module. At the moment, more research and knowledge about optimal cell
positioning is required to eventually develop the population algorithm further.
Even thoughmost of the produced plans resembled each other, all of themdiﬀered from
the original plan used to deliver the treatment. e reason for this was partly the smaller
PTV used in the original plan, but the operators Ęexible interpretation of the safety limits
probably also contributed. e operator evaluated the situation, using his/her expertise
and experience, and determined that it was safe to place cells closer to OARs in the FF
than the SW safety margin had allowed. is serves to prove that an algorithm cannot
replace the judgement of an experienced operator.
It is also diﬃcult to comment on the absolute speed of the algorithms given that IDL is
neither optimized for speed nor looping. Implementing the algorithm, and especially bot-
tleneck procedures, in a programming language better optimized for loops would improve
on their performance considerably. Step-wise ĕlling of cells simpliĕed the ĕlling process
and improved the computation time for all algorithms, but as it does not, in general, tend to
the global optimum the simultaneous cell ĕlling should be preferred. Last, it was observed
that ĕner rasters allowmore accurate cell positioning and consequently better coverage but
also require more computation time. e raster accuracy should therefore be balanced to
ĕnd the point of diminishing returns.
To conclude, the greedy algorithm is recommended for solving coverage problems.
Several suggestions have, however, been given to improve the performance of all algo-
rithms, and the ĕnal choice of algorithms depends on how they can be improved perfor-
mance and eﬃciency wise. e branch-and-bound algorithm was able to produce optimal
solutions in both the coverage and the routing problems, but was in its current form very
sensitive to the problem size. Calling the GLPK library directly or formulating the al-
gorithm into a branch-and-cut algorithm might improve on the performance enough to
be practical. e heuristics used in the greedy and the GRASP algorithms for coverage
problems should be modiĕed to better manage situations in which the weight and cost
distribution is uniform and should reward tight packing more. Also, the logic of the local
search procedure utilized in the GRASP algorithm for BUC problems needs to be revised.
e GAs diﬃculties with constraint handling needs to be resolved, either by introducing
more adaptable penalties or improving the repair operator. It would also be interesting to
test simulated annealing, which has proven to be as good as or even better than GAs at
solving some problems.
Based on the results of the routing tests, it is recommended that the sonication order





e aim of this thesis was to design an outline for an automatic treatment planning algo-
rithm for Magnetic Resonance guided High Intensity Focused Ultrasound (MR-HIFU),
and to produce a prototype of such an algorithm, evaluating and comparing alternative
methods of implementation. e work was carried out by studying similar modalities,
namely high dose rate (HDR) brachytherapy and network optimization, and applying the
gained understanding to MR-HIFU.e presented algorithm outline is general enough to
be applied to any MR-HIFU ablation application. e implemented algorithm was tested
in two artiĕcial cases and one real clinical case to evaluate its feasibility, to compare the
alternatives, and to locate areas of further development.
e presented outline for a treatment planning algorithm is based on the same prin-
cipal structure as HDR planning algorithms: acquiring planning images, segmenting the
target volume and relevant sensitive organs, and optimally ĕlling the target volume with
treatment cells. However, due to the complex characteristics of MR-HIFU treatments, the
optimization procedure is divided into three separate modules. e ĕrst module, the ini-
tialization module, creates a set of feasible positions for the treatment cells, while taking
into consideration all safety issues and physical limitations associated with delivering a
MR-HIFU treatment. e next module, the population module, ĕlls the target volume
optimally by selecting from the set of feasible cell positions produced by the previousmod-
ule. emodule can be asked to eithermaximize the area/volume covered by the treatment
cells, given an upper time limit, or alternatively to minimize the time used to treat a spec-
iĕed part of the tumour. e last module, the sonication parameter module, optimizes
the remaining parameters, such as the sonication order, which inĘuence the outcome of
the treatment. An important feature of the presented planning algorithm, which the HDR
equivalences lack, is the ability to update the plan based on feedback received as the treat-
ment is delivered. Furthermore, the outline is based on an intuitive Ęow of information,
which ĕts well into the current soware framework, and which the users ĕnds easy to learn
and adapt to. e presented treatment planning algorithm is, to the writer’s knowledge, the
ĕrst treatment planning algorithm for MR-HIFU that optimizes the treatment and has the
ability to update the plan based on feedback.
e implemented prototype algorithm has the ability to produce oﬀ-line treatment
plans, optimizing the treatment for maximum coverage or minimum time, as well as the
sonication order. It also takes into consideration all relevant safety issues and apparatus
limitations. Utilizing cumulative heating in the tissue to improve the eﬃciency of HIFU
treatments has recently spurred interest, but very little published research is available on
using it in treatment optimization. For this reason, optimization utilizing cumulative heat-
ing was not included in the prototype algorithm. Four alternative population algorithms
were implemented for comparative purposes: a greedy, a GRASP, a genetic, and a branch-
and-bound algorithm. Furthermore, three alternative algorithms were implemented for
the sonication order optimization problem: a greedy-like, a genetic, and a branch-and-
bound algorithm.
e population algorithms were tested in two cases: an artiĕcial case, in which a three
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dimensional volume was ĕlled with spherical cells, and a real clinical case, in which re-
alistic cells were positioned on a single plane inside a segmented tumour. e prototype
algorithm was able to produce realistic plans in the clinical case, but their quality is diﬃ-
cult to compare objectively without simulating the treatments. e sonication order algo-
rithms were also tested in a number of artiĕcial cases. e tests gave an indication of how
the implemented algorithms compare, but little can be said about their absolute eﬀective-
ness before they have been translated to a more suitable programming language. emost
important result of the tests, however, was that the whole prototype treatment planning
algorithm proved its feasibility.
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Appendices
Appendix A Plane-cone Intersection
If the angle between the normal of a plane and the axis of a cone is less than the opening
angle of the cone, the intersection between two is an ellipse. Below is presented a pro-
cedure for ĕnding the intersection between a plane and a cone and estimating the ellipse
parameters; the centre point as well as the length and direction of the major and minor
axes. e procedure was implemented in the sonication order module to determine the
radius of the ellipses in the direction of all other ellipses for calculating the distancematrix.
A plane is deĕned as
X(s; r) = P0 + s E0 + r E1, (A.1)
where E0 = P1   P0 and E1 = P2   P0, and P0, P1 and P2 are vectors that deĕne the
plane. s and r are parameters, deĕned in <.
A point inside a cone must fulĕl the equation [88]
( A  ( X(s; r)  V ))2   2k X(s; r)  V k2 = 0, (A.2)
where A is the direction of the axis, V is the vertex of the cone, and  = cos() where
 is the opening angle of the cone. Equation (A.2) actually describes a double cone, but
the point of intersection is on the side of the plane A  ( X   V ) = 0 to which A points.
Furthermore, it is assumed that the cone is acute ( 2 [0; ]).
Inserting Equation (A.1) into Equation (A.2), we get
( A  ( P0 + s E0 + r E1   V ))2   2k P0 + s E0 + r E1   V k2 =
( A  ( 0 + s E0 + r E1))2   2k 0 + s E0 + r E1k2 =
( A  ( P0 + s E0 + r E1   V ))2   2( 0 + s E0 + r E1)  ( 0 + s E0 + r E1) = 0,
(A.3)
which can be re-organised as
[( A E0)
2   2 E0 E0]s2 + [( A E1)2   2 E1 E1]r2+
+(2 E0 A  A 0   22 E0 0)s+ (2 E1 A  A 0   22 E1 0)r+
+(2 E0 A  E1 A  22 E0 E1)sr + A 0   2k 0k2 = 0.
(A.4)
is is a quadratic equation
ass
2 + bs(r)s+ cs(r) = 0, (A.5)
where
as = ( A E0)
2   2 E0 E0, (A.6)
bs(r) = [2 E0 A  E1 A  22 E0 E1]r + 2 E0 A  A 0   22 E0 0, (A.7)
cs(r) = [( A E1)
2   2 E1 E1]r2 + (2 E1 A  A 0   22 E1 0)r+ (A.8)
+ A 0   2k 0k2, (A.9)
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e function above is real when the discriminant is greater than or equal to zero. is
means that the range of r can be solved
bc(r)
2   4accc(r) =
= (b1c + b2cr)
2   4ac(c1c + c2cr + c3cr2) =
= (b2c   4acc3c)r2 + (2b1cb2c   4c2cac)r + b21c   4acc1c = (A.11)
= arr
2 + brr + cr  0,













A least square ĕtting method, presented by Fitzgibbon et al. [89], is used to ĕnd the
parameters of the ellipse. e method takes as input a number of points, minimum ĕve,
to which an elliptic curve is ĕtted. e parameters of the ĕtted ellipse are given as output.
e ĕve points on the ellipse are created using the ranges of s and t deĕned above. As the
ellipse ĕtting method requires the points to be in 2D, the created points are rotated about
origin to the xy-plane prior to being passed to the ĕtting procedure. e ĕtting method
gives the centre point Pc of the ellipse, the length v and w of the major and minor axis
respectively, and the angle  between the major axis and the x-axis.
An ellipse can be expressed in parametric form as











where 0    2.
By ĕnding the line from the centre of ellipse i to the centre of ellipse j, lij = Pc;i +
( Pc;i  Pc;i), it is possible to solve the parameters and  for the intersection point between
the line and the ellipse. is is done by determining the angle between the line lij and the
major axis of one of the ellipses, using the deĕnition of the vector dot product, which
directly gives the  parameter. en the trivial matter of calculating the distance from the
centre to the intersection point remains. Last the distance between the centres are reduced
by the radii of the ellipses, Rij and Rji, in the direction of the other ellipses centre, by the
equation
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Dij = dij  Rij  Rji, (A.15)
and inserted into the distance matrix D.
e whole algorithm is presented below.
Algorithm 3 PlaneConeIntersect
Input: Plane parameters, Parameters for two of cones
Calculate parameters for the s and r equations for both cones
Find the rotation matrix that rotates the plane to the xy-plane
for all Cones do
Randomly create ĕve point on the ellipse
5: Rotate the points to the xy-plane
Fit an ellipse to these points, using the least square ĕtting method
Save the ellipse parameters
end for
Calculate the distance between the centres of the ellipses
10: Calculate the direction of the line from the centre of one of the ellipses to the centre
of the other
Solve  by calculating the angle between the major axis and the line
Solve the intersection point between the line and one of the ellipses and calculate the
distance from the intersection point to its centre
Solve the intersection point between the line and the other ellipse and calculate the
distance from the intersection point to its centre
Calculate theDij = dij  Rij  Rji
15: return e distanceDij
Appendix B Closest Distance from a Cone to a Triangle
is section presents how to ĕnd the closest point that is on a given triangle as well as inside
a given cone to the vertex of the cone. It should be noted that the intersection of a triangle
and a cone is not necessarily an ellipse, as only a part of the triangle may intersect with the
cone. e procedure ĕrst determines if the closest point inside the cone lies on one of the
edges of the triangle or along the curve of intersection. If not, the points not lying on any
of the edges are evaluated.
In the following description it is assumed that the triangle and the cone intersect, so
no intersection checks are necessary. In practice, this is evaluated using the algorithm
presented by Eberly [88].
Triangle is deĕned by
X(s; r) = P0 + s E0 + r E1, (B.1)
where X is a point on the triangle, E0 = P1   P0 and E1 = P2   P0, so that
s; r  0,
s+ r  1,
s; r 2 <.
(B.2)
e distance from the vertex of the cone, V , to a point on the triangle is given by
d = k V   X(s; r)k, (B.3)
but without loss of generality, we can instead minimize
d2 = k V   X(s; r)k2, (B.4)
to remove the need of square rooting and to simplify the calculation. is is the objective
function of the optimization problem.
It is possible that the point on a triangle closest to the vertex is not inside the cone. For
this reason we need to add another constraint to the model. A point inside the cone must
fulĕl [88]
( A  ( X(s; r)  V ))2   2k X(s; r)  V k2 = 0, (B.5)
where A is the axis of the cone, and  = coswhere is the opening angle of the cone.
Equation (B.5) actually describes a double cone, but it is assumed here that the triangle is
on the side of the plane A  ( X   V ) = 0 to which A points. Furthermore, it is assumed
that the cone is acute ( 2 [0; ]).
In Appendix A it was shown that the intersection of a plane and a cone is an elliptic









as = ( A E0)
2   2 E0 E0, (B.7)
bs(r) = [2 E0 A  E1 A  22 E0 E1]r + 2 E0 A  A 0   22 E0 0, (B.8)
cs(r) = [( A E1)
2   2 E1 E1]r2 + (2 E1 A  A 0   22 E1 0)r+ (B.9)
+ A 0   2k 0k2. (B.10)
Furthermore, by solving r for when the discriminant of Equation (B.6) is non-negative,
the range of allowed r-values is found, and the curve of intersection between the triangle
and the cone can be determined.
Continuing from the objective function Equation (B.4), and inserting Equation (B.1)
we get
d2 =k X(s; r)  V k2
=k 0 + s E0 + r E1k2
=( 0 + s E0 + r E1)  ( 0 + s E0 + r E1)
= E0 E0s
2 + 20 E0s+ 2 E0 E1sr + 20 E1r + E1 E1r
2 + 0 0, (B.11)







jrhj(x) = 0, (B.12)
gi(x)  0; i = 1; : : : ;m, (B.13)
hj(x) = 0; j = 1; : : : ; l, (B.14)
i  0; i = 1; : : : ;m, (B.15)
igi(x) = 0; i = 1; : : : ;m, (B.16)
where r is vector diﬀerential operator. Applying this on Equation (B.11) and combining
the KTT constraints with the constraints in Equation (B.2) and (B.6) we get
f(s; r) = E0 E0s
2 + 20 E0s+ 2 E0 E1sr + 20 E1r + E1 E1r
2, (B.17)
g1(x) =r, (B.18)
g2(x) =  s, (B.19)
g3(x) =s+ r   1, (B.20)
g4(x) =s  s1, (B.21)
g5(x) =s2   s, (B.22)
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From this model, we get by separating into components,
2 E0 E0s+ 20 E0 + 2 E0 E1r   2 + 3 + 4   5 = 0, (B.23a)
1r = 0, (B.23b)
2s = 0, (B.23c)
3(s+ r   1) = 0, (B.23d)
4(s  s1) = 0, (B.23e)
5(s2   s) = 0. (B.23f)
Based on these equations it is possible to formulate a number of cases.
Case 1 Both s = 0 and r = 0, meaning that the point closest to the vertex is P0. For this
case to be true the following constraints needs to be fulĕlled
0 E1  0,
0 E0  0,
Case 2 Only s = 0while r > 0, whichmeans that the closest point is on the edge starting
from P0 and ending in P2. e constraint that needs to be fulĕlled is
  2
E0 E1  0 E1
E1 E1






is the value of parameter r at the point closest to the vertex.
Case 3 e point lies on the edge starting form P0 and ending in P1, so that r = 0 while
s > 0, which requires that
  2
E0 E1  0 E0
E0 E0
+ 20 E0  0.






Case 4 If both s > 0 and r > 0, the closest point lies on the edge of the cone. In this case
the optima values for s and r are
s =
E0 E1  0 E1   E1 E1  0 E0
E1 E1  E0 E0   ( E0 E1)2 ,
r =
E0 E1  0 E0   E0 E0  0 E1
E1 E1  E0 E0   ( E0 E1)2 .
Case 5 If the closest point lies on the third edge of the triangle, between point P1 and
point P2, then s+ r = 1. is requires that
E0 E0s+ 0 E1 + E0 E1r  0.
In this case the optimal values for s and r are
s =
E1 E1 + 0 E1   E0 E1   0 E0
E0 E0   2 E0 E1   E1 E1 ,
r =
E0 E0 + 0 E0   E0 E1   0 E1
E0 E0   2 E0 E1   E1 E1 .
e values of the s and r parameters found in the cases above are also required to fulĕl
the constraints in Equations (B.2) and (B.6). Furthermore, the points are required to be on
the correct side of the double cone by satisfying the equation
A 

( X(s; r)  V )
k X(s; r)  V k

= cos . (B.24)
If the closest point is not on the edges of the triangle or the ellipse, an inspection of the
points within the edges is required. is is done by evaluating signiĕcant points in which
s1;2  0 and s1;2 + r  0 and s1;2 + r  1. By assigning s = s1(r) and s = s2(r), and
denoting s1;2(r) as s1;2 for simplicity, and inserting into the objective function, Equation
(B.11), the function becomes a single variable function
f1;2(r) = E0 E0s
2
1;2 + 20 E0s1;2 + 2 E0 E1s1;2r + 20 E1r + E1 E1r
2, (B.25)
which can be diﬀerentiated
df1;2
dr
= 2 E0 E0s
0
1;2s1;2 + 20 E0s
0
1;2 + 2 E0 E1s1;2+
+2 E0 E1s
0





. By ĕnding the root(s) of the derivative, by using, for example, a
bisection algorithm, the minimum point can be found, given that it is within the allowed
range of r values. Remember that there exists two s-values and, therefore, two f func-
tions to minimize. As the function only is real where the discriminant of Equation (B.6) is
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non-negative, the range covered in the bisection algorithm only needs to span this region.
e discriminant has, being a second order polynomial of r, two roots, which needs to
be taken into account in selecting the range for the bisection algorithm. Furthermore, the
constraints s1;2  0 and r + s1;2  1 can further limit the range.
To summarize, several signiĕcant points are evaluated against all constraints set on




as well as the points where s1;2 = 0, and
s1;2 + r = 1. Only aer the feasibility of the points has been determined, their respective
distances to the vertex of the cone can be calculated and compared. Last, the minimum
distance of these points is returned.
Appendix C Coverage Problem Algorithms
is section presents, as pseudo code, the algorithms implemented in the populationmod-
ule to solve the coverage problems. A more general description of the algorithms can be
found in Sections 6.1.1, 6.2.1 and 6.3.1, and a more detailed description of how they were
implemented as a part of the automatic treatment planning algorithm in Section 9.2
Greedy Algorithm
e greedy algorithm creates iteratively a subset of cells, selecting the cells that, at each
step, seems to maximize the objective value. e algorithm updates the set of feasible cells
aer each selection. e BUC algorithm runs two algorithms, one that selects cells with
the highest weighted coverage (GreedyBUC_maxCov) and another that selects the cell with
the highest weighted coverage-to-cost ratio (GreedyBUC_maxRatio) until the budget con-
straint or the overlap constraint does not allowmore cells to be added. e algorithm then
returns the better subset of the two. e MCUCT algorithm selects cells with the lowest
cost-to-weighted coverage ratio until the threshold constraint is satisĕed. If the algorithm
encounters a situation where no more cells can be added without causing overlapping but
the threshold criterion still is not satisĕed, the algorithm fails.
e GRASP algorithm calls the greedy algorithm in its construction phase. e algo-
rithm issues a selection parameter  2 [0; 1] that controls the size of the subset it selects
cells from at each step. For the greedy algorithm  = 1:0.
Algorithm 4 GreedyBUC
Input: CoverMatrix, Weights, Costs, Budget, 
Output: Set of cells
if No  deĕned then
 = 1:0
end if
optim1 = GreedyBUC_maxCov(CoverMatrix;Weights; Costs; Budget; )
5: optim2 = GreedyBUC_maxRatio(CoverMatrix;Weights; Costs; Budget; )
Select the better of the two solutions
return Set of cells
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Algorithm 5 GreedyBUC_maxCov
Input: CoverMatrix, Weights, Costs, Budget
Output: Set of cells
Remove the cells that have a cost higher than the budget
while Budget not exceeded do
Get subset of cells that will not cause the budget to be exceeded or an overlap to
occur
if List is empty then {No more cells can be added}
5: return Set of cells
else
Select one cell at random from the subset with coverage    coveragebest
end if
end while
10: return Set of cells
Algorithm 6 GreedyBUC_maxratio
Input: CoverMatrix, Weights, Costs, Budget
Output: Set of cells
while Budget not exceeded do
Get subset cells that will not cause the budget to be exceeded or an overlap to occur
if List is empty then {No more cells can be added}
return Set of cells
5: else
Select one cell at random from the subset with ratio    ratiobest
end if
end while
return Set of cells
Algorithm 7 GreedyMCUCT
Input: CoverMatrix, Weights, Costs, reshold
Output: Set of cells
if No  deĕned then
 = 1:0
end if
whilereshold not exceeded do
5: Get subset of cells that will not cause an overlap to occur
if List is empty then
No more cells can be added and the algorithm fails
else
Select one cell at random from the subset with ratio  (1  )  ratiobest
10: end if
end while
return Set of cells
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GRASP Algorithm
eGRASP algorithms are related to the greedy algorithms, but do not select the cells with
the best objective value, but selects randomly from all cells with an objective value 100%
of the highest value. Aer a solution has been created, a local search is run, with the aim
to improve the solution further. ese two steps are repeated a number of times and the
best solution produced is chosen as the ĕnal result.
Algorithm 8 GRASP_BUC
Input: CoverMatrix, Weights, Costs, Budget, Iterations, 
Output: Set of cells
for all Iterations do
optimi = GreedyBUC(Weights, Costs, Budget, )
optimi = LocalSearch_BUC(optimi)
if Goodness of optimi is better than the currently best solution then
5: Update the currently best solution to optimi
end if
end for
return Set of cells
Algorithm 9 Localsearch_BUC
Input: optim, CoverMatrix, Weights, Costs, Budget
Output: Set of cells
for all Cells in optim do
Remove cell j from optim
for all Cells not in optim do
Put new cell in instead of removed cell
5: Check feasibility and goodness
if New set is feasible and has better goodness than currently best set then




return Set of cells
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Algorithm 10 GRASP_MCUCT
Input: CoverMatrix, Weights, Costs, reshold, Iterations, 
Output: Set of cells
for all Iterations do
optimi = Greedy_MCUCT(Weights, Costs, reshold, )
optimi = LocalSearch_MCUCT(optimi)
if Goodness of optimi is better than the currently best solution then
5: Update the currently best solution to optimi
end if
end for
return Set of cells
Algorithm 11 Localsearch_MCUCT
Input: optim, CoverMatrix, Weights, Costs, reshold
Output: Set of cells
for all cells in optim do
Remove cell j from optim
for all Cells not in optim do
Put new cell in instead of removed cell
5: Check feasibility and goodness
if New set is feasible and has better goodness than currently best set then




return Set of cells
Genetic Algorithm
e implemented genetic algorithm is based on the work of Mitchell [77]. To improve
the algorithms ability to deal with the overlap and budget/threshold constraints, penal-
ties were issued on chromosomes that did not fulĕl all constraints. Moreover, a heuristics
repair operator was implemented to ĕx newly constructed infeasible chromosomes into




Input: CoverMatrix, Weights, Costs, reshold, Budget
Output: Set of cells
Create initial population of m chromosomes, either randomly or using a GRASP or
greedy-like heuristic
for all generations do
{Evaluate the ĕtness of the population} {if BMC problem}
ĕt= EvalFitness_BUC(Population; CoverMatrix;Weights; Costs; Budget)
{if MCUCT problem}
5: ĕt= EvalFitness_MCUCT(Population; CoverMatrix;Weights; Costs; Threshold)
Scale the ĕtness values using sigma scaling
Select the n best chromosome for elitism
Select them n chromosomes that will act as parents using roulette wheel selection
Use crossover to createm n oﬀspring, either using one point or uniform crossover
10: Mutate the oﬀspring at random
{Use Heuristic repair to produce a population consisting of feasible chromosomes}
{if BMC problem}
pop = HeurisitcRepir_BUC(Population; CoverMatrix;Weights; Costs; Budget)
{if MCUCT problem}
pop = HeurisitcRepir_MCUCT(Population; CoverMatrix;Weights; Costs; Threshold)
Add the n elite chromosomes
15: end for
return Set of cells
Algorithm 13 FitnessEval_BUC
Input: Population, CoverMatrix, Weights, Costs, Budget
Output: Fitness values
for all Chromosomes in population do
if Overlapping or budget exceeded then
FitnessV al(i) = 0
else
5: Evaluate Coverage for chromosome i






Input: Population, CoverMatrix, Weights, Costs, reshold
Output: Fitness values
for all Chromosomes in population do
if Overlapping or threshold not exceeded then
FitnessV al(i) = 0
else
5: Evaluate Cost for chromosome i





Input: Population, CoverMatrix, Weights, Costs, Budget
Output: Feasible population
for all Chromosomes in population do
whileere is overlapping or budget is exceeded do
Remove the cell that, when removed, maximizes the weighted coverage-to-cost





Input: Population, CoverMatrix, Weights, Costs, reshold
Output: Feasible population
for all Chromosomes in population do
whileere is overlapping do
Remove the cell that, when removed, minimizes the cost-to-proĕt-ratio of the re-
maining chromosome
end while
5: whilee threshold is not exceeded do





Appendix D Routing Problem Algorithms
e algorithms used for solving the longest path problem (LPP) are presented below as
pseudo code. A more general description of the algorithms can be found in Sections 6.1.2,
6.2.2, and 6.3.2, and a more detailed description of how they were implemented in the
automatic treatment planning algorithm is given in Section 9.3
Farthest Neighbour Algorithm
e farthest neighbour algorithm is a greedy-like algorithm for solving the LPP. It is a
heuristics that iteratively adds nodes to the path that is the furthest distance from the cur-




Select a starting node at random
while Cell le to select do
Select the node furthest away from the current node that has not already been chosen
end while
5: return e constructed path
Genetic Algorithm
e genetic algorithm used for solving the LPP is based on the Enhanced Genetic Algo-
rithm, presented by Yang and Stacey [90], improved with a judgement day operator, as
proposed by Kureichick et al. [83], and 2-opt local search operator as presented by P. Lar-
rañaga et al. [79]. e only parameters the algorithm takes as input are the population size
as well as the parameters that control when the judgement day and local search operators
are called. e algorithm utilizes a greedy crossover operator, and combines the crossover





Set generation size and number of generation
Initialize a population randomly or by utilizing some heuristics
for all Generations do
while Not all parents have been selected once do
5: Randomly select two parents that have not been selected before
From two children by using greedy crossover
Evaluate the ĕtness of the children
Select the two ĕttest chromosomes of the two parents and two children
if e two ĕttest have the same ĕtness then
10: Keep one, and substitute the other for a randomly generated chromosome
end if
Pass the two new individuals forward to the next generation
end while
end for
15: return e best path from the last generation
Branch-and-Bound Algorithm
e BB algorithm for LPP does not require any subpath elimination constraints, which
would be needed if the problemwould be solved using regular IP solvingmethods. Instead,
it relaxes the problem so that subpaths are not prohibited, and solves the corresponding
assignment problem. If the found solution does not contain subpaths, the solution is the
optimal and the algorithm exits. If, however, the path does contain subpaths, the algorithm
commences the branching and prohibits, one aer the other, the arcs in the subpaths, until
a feasible solution is found. e algorithm is initiated by ĕnding a good solution using
the FN heuristics. is path sets the bound for the problem; solutions found by the BB
algorithm with lengths shorter than the bound are not interesting and are not required to
be investigated further. Using this method of initialisation can, in some cases, provide an
increase in computational eﬃciency, as the number of branches that are to be investigated is
better constrained. e BB algorithm, being deterministic, guarantees to ĕnd the optimal






Construct an initial feasible path by some heuristics, e.g. FN, to form an upper bound
{STEP 2}
Solve the assignment problem.




Choose the subtour with least nodes
10: {STEP 4}
for all Arcs in the subtour do
Add a constraint that prohibits the arc
{STEP 5}
Solve the Assignment problem with the added constraint
15: Evaluate the objective value
{STEP 6}
if Objective value is greater than bound, but subtours exists then {Branch to the
next level}
Go to STEP 3
else if Objective value is greater than bound, and no subtours then {Best feasible
solution until now}
20: Update the best solution and the bound.
Continue for-loop
else {Not good solution}
Continue for-loop
end if
25: end for
end if
return Optimal path
