Motif discovery, the process of discovering a meaningful pattern of nucleotides or amino acids that is shared by two or more molecules, is an important part of the study of gene function. In this paper, we propose a hybrid motif discovery approach based upon a combination of Particle Swarm Optimization (PSO) and the ExpectationMaximization (EM) algorithm. In the proposed algorithm, we use PSO to generate a seed for the EM algorithm.
INTRODUCTION A. Motif Discovery
Molecular biologists may be faced with a problem of taking a set of DNA sequences that appear to be regulated in a similar fashion, and may be interested in determining a specific set of transcription factors potentially involved in this regulation. If the genes themselves are not related at a sequence level, it is desirable to take genomic regions upstream of the 5' end of the gene and locate similar patterns in these regulatory regions. Without any prior knowledge, motifs within these regulatory regions can be located de-novo.
B. Previous Motif Discovery Algorithms
A number of algorithms have been previously explored to address this problem. The most well-known of these are Expectation-Maximization (EM) [1;2] , Gibbs Sampling (GIBBS) [3] , and Multiple Expectation-Maximization Elicitation (MEME) [4] . All of these algorithms require input regarding an initial guess of the motif length.
EM works as follows. An initial alignment of the motif positions is proposed. Based on this initial alignment, a motif sequence model (signal) and background residue model (noise) are constructed. Each sequence is then examined at each potential motif position, to find the position that maximizes the signal-noise ratio. Once this is done for each of the sequences, new signal and noise models are in place, with the newly discovered motif positions. EM is run through a number of iterations, until the model converges to a maximal motif alignment. The aim of EM is select the motif position in each sequence that maximizes the total information in the predicted motif. Information content is defined as:
where f b is the observed frequency of each base in the collection of sites and p b is the fraction of each base in the genome [5] .
One of the problems with EM is that it can lead to locally optimal solutions rather than globally optimal solutions, since it always forces selection of the highest probable sequence. GIBBS works around this problem by sampling from all of the possible motif locations, based on their probabilities. Thus, even though GIBBS may choose the current best solution, it also has the chance to escape a locally optimal solution. MEME functions to find motifs by partitioning the input sequences into subsequences, and then running EM on these subsequences. In addition to producing the possible motif locations, MEME also produces a Hidden Markov Model (HMM) describing the motifs that have been found. This HMM can then be used to search sequence databases for the occurrence the motif.
C. Particle Swarm Optimization
Particle Swarm Optimization (PSO) is a socially inspired algorithm that has been applied to search in both continuous and discrete search spaces with multiple dimensions [5] [6] [7] [8] . Similar to the genetic algorithm (GA), PSO is initialized with a population of random solutions. Unlike the GA, each particle is assigned a random velocity, which determines the direction that the particle will fly through the search space. Each particle keeps track of the coordinates associated with its best solution, which is calculated based upon a fitness function. This fitness value and its coordinates, called pBest, are then recorded. Likewise, the coordinates and fitness of the global best solution found thus far, called gBest, are recorded. Using random terms, each particle is accelerated toward its pBest or gBest. These random terms are weighted with a social factor and an individual factor, which bias the swarm toward convergence or exploration, respectively. Particle velocities in each dimension are constrained to a maximum value, known as Vmax.
MODEL DESCRIPTION
In this paper, we use PSO to search for a high value alignment of motif positions, and then use that as a seed to begin the EM algorithm to further improve the motif locations.
The problem space consists of N genetic sequences. Sequence s i has a length of k i nucleotides. The object is to find a motif of length m, in each sequence, s i , with the highest information content based upon the EM scoring methods listed in Eq. 1.
To apply PSO, we define a particle, P = [p i ], as a vector containing the location of first character of the motif in sequence s i . Further, we maintain a velocity vector V = [v i ], where v i is the current velocity of the particle within sequence s i . In this case, the velocity represents the number of bases left or right from the current position. Our current implementation requires the user to specify the length of the motif. From this point forward, we use a standard implementation of PSO in which a number of particles are instantiated with random p i and v i values. The social factor (0.4), individual factor (0.6), and Vmax (5 bases) are specified. Based upon the number of sequences and the relationship of the length of the motif to the length of the sequence, we selected a swarm population size of 30 particles. To improve escaping from local optima, we also implemented a neighborhood topology with neighborhood size of 2. When using a neighborhood topology, gBest, the global best, is replaced with lBest, the best score in the local neighborhood. With these settings, the particles are allowed to "fly." After each step, the EM score of each particle is evaluated and the pBest and lBest values are updated. The particles are allowed to fly until they fail to improve the best score for 100 iterations.
Once the termination condition is met, the P vector for the best solution is then used as a seed for the EM algorithm. EM is a deterministic iterative algorithm that enumerates all possible motif locations in an effort to find the best fit. It then repeats until no further improvement is found.
Even using PSO to seed the EM algorithm, we observe frequent cases of termination on a local solution. With the current implementation, we reinitialize the PSO and re-run the algorithm until no improvement is observed.
RESULTS
To test our methods, we used a data set previously considered by Stormo and Hartzell [5] . This data presents 18 sequences from the E.coli bacteria with each sequence being 105 characters long, and each sequence contains at least one CRP protein binding site. The CRP binding site is 22 characters in length. The locations of the CRP binding sites have been biologically verified.
The same dataset was analyzed using our PSO/EM algorithm and compared to the results of the Gibbs Sampler and MEME. The results are tabulated in the Appendix.
Appendix I tabulates the comparison of results for PSO/EM, GIBBS, and MEME. The PSO/EM algorithm correctly identified the region of the motif in 15 of 18 sequences. This compares favorably with the Gibbs Sampler (12 of 18) and MEME (14 of 18).
Like the other two methods, the PSO/EM tends to have a consistent offset from the actual known motif location. PSO/EM consistently predicts a motif starting location 3 characters to the right of actual compared to Gibbs (2 characters left) and MEME (1 character left). This is believed to be a function of the information content of the specific motif versus the background and the scoring method applied by the algorithms. Such offset is frequently observed in motif prediction.
Appendix II presents the motifs predicted by the PSO/EM and compares them with the biologically verified motifs.
FUTURE WORK
The primary concern of this work is that, in spite of utilization of neighborhood topology, the PSO/EM still stops on local optima. We intend to investigate the nature of the gradient (if any) that can be used to drive particles toward the optimum.
In addition to the DNA regulatory motifs aforementioned, motifs are also found in protein sequences. These protein motifs may yield information about a domain that has a specific function within a protein binding site or a DNA binding site. One such example of a motif is the helix-turn-helix (HTH) motif found within regulatory proteins that tell the protein where to bind to a DNA sequence. Currently, the motif swarm has the infrastructure in place to handle protein sequences, and we plan to test this concept to identify protein motifs. 
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