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Using elementary results from the theory of n-convex functions and their divided 
differences, we prove several theorems giving sharp upper bounds on the successive 
derivatives of a function at the endpoints of a compact interval. 0 1986 Academic 
Press, Inc. 
In this paper we consider the problem of determining sharp upper 
bounds on the derivatives of a function at the end points of a compact 
interval when certain derivative and divided difference conditions are 
satisfied. We show that, through the theory of n-convex functions and their 
divided differences, it is possible to prove a variety of theorems giving 
results of this nature. Moreover, these proofs are short and, for the most 
part, elementary. The main tool is Lemma 1, with the aid of which we are 
able to give a simple proof of and generalize a theorem of OlovyanGrikov 
[6] (see also [9]), extend results of Kallioniemi [3] and to reproduce, in 
part, results of Karlin [4]. 
We note that our technique may be extended to arbitrary ECT-systems 
with generalized divided differences and generalized derivatives, and also 
has applications to Y-splines, although we will not consider such 
generalizations in this paper. 
Let f be a real-valued function defined on a bounded interval [a, b]. We 
say that f is n-convex on [a, b] if its divided differences satisfy 
cx II,..., &If 2 0 for all a d x0 < . . . < x, d 6. (1) 
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It is an easy consequence of (1) that for an n-convex function A 
[Ixo,..., x, _ , ] f is an increasing function of x0,..., x, 1. If f is n-convex then 
ftn-*) exists and is continuous in (a, b), and f? - I) exists and is left-con- 
tinuous and increasing in (a, b] (but may diverge to + co at b). Con- 
sequently, if f (n- ‘) exists then f (nP i) is an increasing function. If f (n) exists 
then f is n-convex iff f (n) 2 0. For more on n-convex functions see [7] and 
PI. 
For background on divided differences, the reader is referred to [2], 
however, we note that if P E Z7,,, the polynomials of degree at most n, then 
C%,-., x,] P is equal to the coefficient of xn. Thus [x0,..., x,] x” = 1 and 
[x, ,..., x,] P= 0 if deg P-K n. We also note that if for fixed cl ,..., {,,, 
[x, 5, ,..., ?j,] f = 0 for all x in some interval, then f E I7_ I on that interval. 
We will use the notation 
fEwy$b]={f:f'"- ‘) is absolutely continuous and fw E L, [a, b] }, 
where the norm in L, is given by 
llfllm =ess SUP{ If(x)l:x~ [a, bl). 
In this section we present Lemma 1, the main tool in proving the results 
of this paper, and use it to prove several theorems giving upper bounds on 
the successive derivatives of a function satisfying certain derivative and 
dividend difference conditions. 
LEMMA 1. Let h E W; [a, b] and assume that 
(a) h is n-convex on [a, b] and 
(b) there are points a< to< ... ~5,~ 1 <b such that 
Ct k ,..., 5, -,]h2Oforeveryk=O ,..., n-l. 
Then hCk’(b)>O for every k=O,...,n-1. If for some OSmGn-1 
h’“‘(b)=0 and tnprn-, <b then hEII,+, on Cc,,, b]. 
Proof: Since h is n-convex, [x0 ,,.., x,-i ] h is an increasing function of 
each of the variables xi E [a, b] (i = O,..., n - 1). Thus 
0 G c5cl,..., 5,-,-j h d [xo ,..., x,- 11 h d [b ,..., b] h= ‘(;I’;;) 
n limes 
whenever lj < xi< b for each 0 < i < n - 1. Thus h’“- ‘J(b) > 0 and since 
cx 0 ,..., x,- ,] h > 0 for such points it follows that [xi ,..., x,- i] h is an 
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increasing function of xi ,..., x, _ i, provided that ti < xi d b (i = l,..., n - 1). 
In particular, for such points, [xi,..., x,- ,] h > 0 and therefore by 
repeating the same argument n - 1 times, the inequalities hck)(b) 2 0 
(k = O,..., n - 1) are proved. 
Now assume that h’“‘(b) = 0 for some 0 <m < n - 1. Then 
OG CL,- 
h’“‘(b) 
I,..-7 L-11 h< CX,-m--I, 5,-m,..., L-11 h<- m! 
=o 
for all ~,~,,,-i~&-,,-,. Thus, if ~npmpl<b, then h is a polynomial of 
degree <m- 1 on [rn-,,-,, b] c [&,, b]. In particular, h’“-“(b)=O, 
hence the same reasoning for n - 1 shows that h E ZZ,,- I on [to, b]. 1 
As a first application of Lemma 1 we prove the following theorem, which 
generalizes [9, Theorem 11, a slight variation of which appears later as 
Corollary 2. 
THEOREM 1. Let f, g E W& [a, b] and suppose that 
g(b) <f(b)> g’k’(a) >f’k’(a) (k = o,..., n - 2) (2) 
and 
c-&h..., x,1 g d cxo,..., x,]f forafZa~xo6 ... <x,dbwithx,#x,. (3) 
Then gck)(b) <fck’(b) (k = l,..., n - 1). Zf g’“‘(b) =f’“)(b) for some 
1 <m<n- 1, then g-J: 
ProoJ: Let h=f-g, ?jnpl=b and to= ... =cnm2=a. Then from (2) 
we get 
(b - #[a,..., a, b] h=h(b)- 1 
k times 
k-1? (b-G)jZ() 
J=o 
for k = O,..., n - 1, hence Lemma 1 yields the first part of the theorem. Now 
assume that h’“‘(b) = 0 for some 1 <m 6 n - 1. Then by Lemma 1 
hen,,-, on [a, b], and thus 
O=(b-a)“[n,...,o,b]h=h(b)-mf’f$f+b-u)j. 
m  times 
j=O ’ 
Since by (2) h(b) 2 0 and h(j)(a) < 0 for each j in the sum, we get h(j)(a) = 0 
(j = 0 ,..., m - 1 ), and hence h E 0. 1 
We note that if f, ge C”[a, b] then (3) is equivalent to g(“)(x) <f (n)(x) 
for all XE [a, b]. 
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COROLLARY 1. If, in addition to the conditions of Theorem 1, gtk’ is an 
increasing function for any 1 <k <n - 1 then gCk)(x) @‘(!I) for all 
XE [a, b]. 
COROLLARY 2. (cf: [6,9]). Zf g is k-conuex for k =O,..., n + 1 on 
(-GO, 01, and satisfies 
g(O) d M” and 
g’“‘(O) 
-GM, 
n! 
then 
g”‘(x) < n 
j!‘ j  0 
MS” -iVn M{ (j = l,..., n - 1). (5) 
Equality holds in (5) for some 1 <j 6 n - 1 iff 
g(x)=M,(I+x)” on [-I, 0] 
and 
g=o in (- c0, -I), where I” = M,JM,. 
Proof: Apply Theorem 1 with S(x) = M,,(l+ x)‘* in [ -1, 01, I as above. 
The conditions of Theorem 1 follow from (4) and the k-convexity of g for 
k = 0 ,..., n + 1, which also imply that g E 0 in (- GO, -I) if g =f in 
C-601. I 
THEOREM 2. Let f, gE W,:, [a, b] satisfy (3) and suppose that 
P’(a) <.f’k)(af (k = O,..., n - 1). 
Then g”‘(b) <ftk’(b) (k = O,..., n - 1). If g’“‘(b) =f’“‘(b) for some 
0 <m < n - 1, then gCk’(b) =fCk)(b) for all k = m ,..., n. 
ProojI Let h=f-g and to= ... =tn-,==. Then 
A’“- 1 -k’(a) 
L-L-, L-11 h= + 1 -kI! bO (k = O,..., n - 1). 
so that Lemma 1 yields the first assertion of the theorem. Moreover, if 
g’“‘(b)=f’“)(b) for some O<m <n- 1 then by Lemma 1 g--fcZI,_ Lr 
from which the second assertion follows. 1 
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This section is devoted to a problem considered, among others, by 
Kallioniemi [3] and by Karlin [4]. Karlin has provided a solution to a 
more general problem via the theory of perfect splines, and our results are 
implicit in those of [4]. However, our technique yields a simpler proof in 
those cases in which it is applicable. 
To prove the main theorem of this section we first need to develop some 
background material, most of which can be found in [ 1 ] or [S]. 
For fixed CJ 20 and fixed n the Zolotareff polynomial of degree n on 
[ - 1, 1 ] with norm L(a) is defined as the polynomial 
Z,(x)=xn-ncrx+‘+ ..., (6) 
for which I/Z, I( m = L(a) is minimal among all polynomials of the form (6). 
Thus, for (T = 0, Z, is a multiple of T,,, the Tchebysheff polynomial of 
degree n on [ - 1, 11. 
If 0 <u < tan’ n/2n then 
T,,(l(x+ I)- 1)=x”-n X-‘+ . . . . 
In this case CJ = (l/L - 1 ), 1 2 A>, I/( 1 + tan2(n/2n)) and 
so that 
1 
y<L(a)< 
2”- 
2;1-i(l+tan2z-. 
From the theory of best approximation by polynomials [S] the Zolotareff 
polynomials Z, depend continuously on CJ. Further, the characterization 
and uniqueness theorems imply that for r~ #O Z, has exactly n extreme 
points 
-l=l&<{,<...<&P1dl 
such that Z,(ci) = (- l)“- iL(o), and <,-, = 1 iff 0 > tan2(rc/2n). 
LEMMA 2. The function L(a) = II Z, II m is continuous and strictly increas- 
ing for a > 0, and L(a) +co as o--too. Thusfor any L>L(O)=1/(2”-‘) 
there is a unique CJ 2 0 such that L = L(a). 
Proof: As previously mentioned, \I Z, 11 czl is continuous in Q. Consider 
the best approximation problem 
-xn-nxn-‘-PO(x) 
m  
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and let IS -+ co. Siiice pO depends continuously on o, we get 
1 --y-&y- 
u 
-p,(x)+ -nx”-‘- “’ =-=$ T,,- ,(x), 
consequently 
L(a) n --+y as u-+co. 
u 2”- 
This proves that L(o) + co as CJ -+ CD. Now suppose that L(o) is not 
strictly increasing. Then there exist CJ~ > CS~ > 0 such that L = L(o,) = L(a,), 
i.e., llz,, II oc = II-C, II m j but Z,, ZZ,,. Both Z,, and Z,, have n extreme 
points 
- 1 = l&(o) < ... <r+,(G)<1 (~=~,, az) 
such that Z,(ti(a)) = ( - 1 )‘I ~ ‘L. By a standard zero-counting argument, ’ 
Z,, - Z,, has at least n zeros in [ - 1, 11, a contradiction since Z,, - Z,, is 
a nontrivial polynomial of degree n - 1. 1 
We are now able to prove the main theorem of this section. 
THEOREM 3. (cf [4]). Let f~ W; [ - 1, l] satisfy 
Ilf II m 6 L, where L > 
1 
2”-L 
and 
ICX o,..., x,,lf I d 1 for all x0 ,..., x,E C-1, 11. 
Let Z(x) denote the Zolotareff polynomial (6) satisfying lIZI oc = L. Then 
If’k’(-l)l~lZ(k)(-l)l (k = O,..., n - 1 ). 
If If’“‘(-l)\=IZ(“‘)(-1)I for some l<mbn-1, then f(x)=Z(x) or 
f(x) = -Z(x) on some interval [ - 1, -to]. 
’ Sketch: Suppose that Ilfll m = 11 gJ/ ~ andf(t,)=flr,)=(-1)‘L Vi, where a=tO< ... < 
<. _ 1 < b, a = ~~ < < zn _ , < b and ti # lj Vi, j. Then J- g has at least one zero in each inter- 
val of the form (l,, T,). (TV, &), (TV, r ,+ ,) or (t,, l,+ ,), which contain no other l,‘s or zi)s. Thus 
the minimal number of zeros is achieved when the <,s and the ~,‘s interlace, in which case f- g 
has at least n zeros. 
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Proof: Let p(x) = (- l)“Z( -x) and h(x) =p(x) +f( -x). There exist n 
points - 1 < to < . . . ~t~~i-1 such thatp(<,)=(-l)“-‘-‘L. Thus 
(k = o,..., n - l), 
j#i 
since (- l)“-‘-‘h(ci) 2 0. Further, [x0,..., x,] h > 0, hence by Lemma 1 
hCk)( 1) > 0, whence ]fCk)( - l)] <pCk’( 1) for k = O,..., n - 1. Now assume that 
If(“)( - 1)1= JZ’“‘( - 1)l for some 1 <m <n - 1. This implies that 
h(“)(l) = 0 for h(x) =p(x) +f( -x) or for h(x) =p(x) -f( -x), hence by 
Lemma 1 h E l7,,- i on [&,, 11. Since p has IZ extrema with oscillating signs 
and Ilfll&~= IIPIL h(x)=p(x) +f( -x) has at least n - 1 zeros in 
[to, l] and thus h-0 on [to, 11. 1 
The inequalities of Theorem 3 extend and improve those in [3]. 
3 
As an application of Theorem 3, in this section we compute the upper 
bound on the intermediate derivatives for IZ = 4. 
If 
~hL<~(l+tan’~) = 8( 17 - 12 ,,h) = 0.235498012183..., 
then 
Z(x)=L*T,(A(x+ l)- l), 
1 
where L = - 
814’ 
Differentiation then yields the following values: 
z’k’( - 1) = $1~~“y-$W( - 1) (k = L2, 31, 
r4(-1)= 16, T;(-1)=80, T:(-1)= -192. 
Since for n > 3 and c > tan2(7c/2n) the Zolotareff polynomials Z, cannot 
be given explicitly except in terms of theta series and elliptic functions [ 11, 
we first seek a convenient parametrization of Z, for n = 4 so that one can 
compute the derivatives ZCk)( - 1) for the Zolotareff polynomial that 
corresponds to a given value of the parameter L. 
If c > tan’ 7r/8, or equivalently if L > $ (1 + tan2 ~/8)~, then the Zolotareff 
polynomial of degree four is uniquely defined by the conditions (cf. [ 11) 
Z(-l)=L, Z(u)= -L, Z’(u) = 0, a/J) = L, Z’(/!?) = 0 
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and 
Newton’s 
satisfying 
Z(l)= -L, where -1 <UC/~-C 1. 
interpolation formula [2] provides a polynomial of degree 
the first five conditions: 
Z(x) 
-=-l+w x 
L 
2 ( -a)‘- & (x-PK-d2 
2(fl-3c(-2) (x-a)2(x-~)2~ 
+(p-#(l +a)2 
The remaining condition, Z( 1) = -L is satisfied if and only if 
2((1+ct)2+(1-/?)2)=((1+c()+(1-~))3. 
Defining the parameter t as 
t-‘-p 
1 +a’ 
we get 
1+t2 
l+a=2(1+t)3’ 
4t 
P-=(l+ty 
and 
LJ8-43(l+42=32 t3(l+t212 
2(p-3cr-2) (t- l)(l + t)9’ 
four 
(7) 
(8) 
To determine the range of the parameter t we consider the two extremal 
valuesofL,L=8(17-12$)andL=co.Inthefirstcase 
Z(x)= L. T4 (x+w,+l)-1 
2 > 
XJz 3 x1 =cos-=-, 
4 2 
hence 
d-4&, p=3-2,/5, and t=l+& 
In the second case Z(x)/L + T3 (x), hence 
(-J= -1 
29 a=+, and t= 1. 
Differentiating L = L(t) (see (8)) with respect to t shows that L is strictly 
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decreasing in t, and thus L and Z(x) may be parametrized by 
te(l, l+&. 
In terms of c1 and p we then have 
z’(-l)= -2(a+w+ l)‘UP-Co-@+ 1)) 
p-3a-2 ’ 
.,,( _ 1 ) = 2 (B + 1 )((P - 4* + 3(a + 1 M -aI - 6(a + l)*) 
p-3~2 
7 
and 
.“‘(-1)= -12 
&fX)‘-3(cr+ l)* 
p-3u.-2 ’ 
hence via the implicit equations (7) and (8) we have expressed ZCk)( - 1) 
(k = 1,2, 3) as functions of L. 
There is an additional range of L-values for which Lemma 1 may be 
employed to derive bounds for the intermediate derivatives. 
Let xi (1) = - 1 + (x1 + 1)/n denote the knot of the spline function 
S&)=&&(x+ l)- l)- 16A4(x-x&))4,), A> 1. 
Note that SI has 4 extreme points -1 = &,< t1 cl2 < (,=x,(n) in 
[ - 1, x1 (A)] such that S,(t,) = (- l)jL(n), where L(I) = 1/8J4. Also, 
IlSjll, =4! and 
S,(l) -= 7”,(U- l)- 16(2h- 1 -x1)4< 1 
L(A) 
as long as 16 I < 1, = 1.00401925576.... Thus, via Lemma 1, we may 
extend Theorem 3 to the case 
~~~~~=0.123010403~~4... 
0 
to get the sharp upper bounds 
Ij-‘( - 1)1 < IS$k)( - 1)l = $P”IT$k)( - 1)l (k = 1, 2, 3). 
Any function for which this estimate is sharp is uniquely determined on the 
interval [ - 1, x1 (A)]. Another optimal function is the perfect spline (cf. 
C41) 
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where the only knot x,(A) is chosen in [x, (A), l] such that Qj. has a fifth 
extreme point at x = 1. Note that, if A= A,, then x2(A) = xl (A) and the 
optimal function is uniquely determined on all of [ - 1, 11. 
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