Abstract. We define the bigraphical arrangement of a graph and show that the Pak-Stanley labels of its regions are the parking functions of a closely related graph, thus proving conjectures of Duval, Klivans, and Martin [4] and of Hopkins and Perkinson [5] . A consequence is a new proof of a bijection between labeled graphs and regions of the Shi arrangement first given by Stanley in [8] . We also give bounds on the number of regions of a bigraphical arrangement.
Throughout this paper G will be a simple graph (no multiedges or loops, but not necessarily connected) with vertex set V = {v 1 , . . . , v n } and edge set E. A (real) hyperplane arrangement is a finite collection of affine hyperplanes in Euclidean space. Our object of study is the bigraphical arrangement of G, so called because it associates two hyperplanes to each edge of the graph. Definition 1. For each edge {v i , v j } ∈ E, choose real numbers a ij and a ji such that there exists x ∈ R n with x i − x j < a ij and x j − x i < a ji for all {v i , v j } ∈ E. We call these numbers parameters and we call A := {a ij } a parameter list. The bigraphical arrangement Σ G (A) is the set of 2|E| hyperplanes, Σ G (A) := {x i − x j = a ij : {v i , v j } ∈ E}.
The regions of Σ G (A) are the connected components of R n \ Σ G (A). The central region is the region defined by x i − x j < a ij for all {v i , v j } ∈ E. The above condition on A guarantees that the central region is nonempty.
Several authors have connected hyperplane arrangements to graphs in various ways. The graphical arrangement [9, p . 414] of G, {x i − x j = 0 : {v i , v j } ∈ E with i < j}, associates a single hyperplane to each edge of G. One interesting property of the graphical arrangement is that its characteristic polynomial is the chromatic polynomial of G. Thus, the graphical arrangement encodes information about colorings of G. As we shall see, the bigraphical arrangement encodes information about the parking functions of G • , the graph obtained from G by adding a special sink vertex v 0 and an edge between v 0 and each vertex v ∈ V . For background on parking functions, see §2.
J.-Y. Shi [7] , in his investigation of the Kazhdan-Lusztig cells of affine Weyl groups of type A n−1 , introduced the Shi arrangement, {x i − x j = 0, 1 : 1 ≤ i < j ≤ n}.
He proved that the number of regions of this arrangement is (n+1) n−1 , Cayley's formula for the number of spanning trees of the complete graph K n+1 . Stanley [8] , in collaboration with Pak, was the first to give a bijective proof of this result by labeling the regions of the Shi arrangement with parking functions. (There are several well-known bijections between parking functions and spanning trees.) Stanley and Pak's procedure labels the central region of the Shi arrangement with the parking function 00 . . . 0. It then inductively labels the other regions by moving outwards and increasing the ith coordinate of a region's label whenever a hyperplane is crossed that corresponds to an increase in x i . We call the resulting labels the Pak-Stanley labels of the regions of an arrangement. Duval, Klivans, and Martin [4] defined the G-Shi arrangement, {x i − x j = 0, 1 : {v i , v j } ∈ E with i < j}, and conjectured that the Pak-Stanley labels of the G-Shi arrangement are the parking functions of G • . 1 We prove this conjecture as a consequence of Corollary 18. The G-Shi arrangement is in fact a special kind of bigraphical arrangement.
In [5] , Hopkins and Perkinson studied the G-semiorder arrangement,
another special kind of bigraphical arrangement. They showed that the Pak-Stanley labels of the G-semiorder are the G • -parking functions sought by Duval, Klivans, and Martin. It was also conjectured in [5] that if one were to slide the hyperplanes of the G-semiorder arrangement along their normals, although some regions are destroyed and others are created, so long as the central region is preserved the set of parking function labels remains the same. In this way, one could deform the G-semiorder arrangement into the G-Shi arrangement and show that the G-Shi arrangement has the expected set of labels. Figure 1 depicts this sliding procedure when G = K 3 . Our Corollary 18 establishes the sliding conjecture: the Pak-Stanley labels of any bigraphical arrangement, Σ G (A), are the parking functions of G • . (Remark 19 indicates how, in addition, all the parking functions of G with respect to each of its vertices are encoded in the regions of Σ G (A).) In proving Corollary 18, we generalize a result of Benson, Chakbarty, and Tetali [2] , 1 The G-Shi arrangement is not to be confused with what Armstrong and Rhoades [1] call the deleted Shi arrangement and denote Shi(G): Shi(G) := {xi − xj = 0 : 1 ≤ i < j ≤ n} ∪ {xi − xj = 1 : {vi, vj } ∈ E with i < j}.
While the G-Shi arrangement has 2|E| hyperplanes and is a bigraphical arrangement, the Shi(G) arrangement has n + |E| hyperplanes and is therefore not a bigraphical arrangement.
who show that acyclic total orientations of G correspond to maximal parking functions of G • . We show that certain families of partial orientations of G defined in §1 correspond to all of the parking functions of G • . If G is the complete graph K n and the parameter list A corresponds to the Shi arrangement, Corollary 18 provides an alternate proof of the bijection of Pak and Stanley between regions of the Shi arrangement and parking functions.
Example 2. The following are examples of bigraphical arrangements:
(1) Setting a ij = 1 for all i, j gives the G-semiorder arrangement, studied in [5] . We will use SEMI to denote the parameter list of the G-semiorder arrangement and thus denote the G-semiorder arrangement by Σ G (SEMI). (2) Setting a ij = 1 if i < j and 0 otherwise gives the G-Shi arrangement, the subject of a conjecture in [4] that we establish as a consequence of Corollary 18. We will use SHI to denote the parameter list of the G-Shi arrangement and thus denote the G-Shi arrangement by
Taking G to be the complete graph K n recovers the normal semiorder, Shi, and interval order arrangements. See [9] for definitions of these arrangements, as well as for basic concepts from the theory of hyperplane arrangements, in particular, that of the characteristic polynomial.
From now on we assume we have fixed some parameter list A. Note that Σ G (A) having a nonempty central region is essentially equivalent to A having only positive entries. If the a ij are all positive, then the origin satisfies x i −x j < a ij for all {v i , v j } ∈ E. On the other hand, suppose Σ G (A) has a nonempty central region and that p is a point in this region. Then the translation x → x − p maps Σ G (A) to a bigraphical arrangement whose parameter list has positive entries.
In §1, we develop a correspondence between regions of Σ G (A) and partial orientations of G. In §2, we prove our main result, Corollary 18, which says that the Pak-Stanley labeling of any Σ G (A) yields the set of parking functions of G • . In §3, we bound the number of regions of Σ G (A) for arbitrary A and we find its characteristic polynomial when A is generic. The characteristic polynomial of a generic Σ G (A) turns out to be related to the Tutte polynomial of G. and Austin Young. We also thank Collin Perkinson for help with proofreading.
1. Partial orientations and the regions of Σ G (A) Definition 3. A partial orientation of G is a choice of directions for a subset of the edges of G. Formally, a step is an ordered pair (u, v) ∈ V × V such that {u, v} ∈ E, and a partial orientation O is a set of steps with the property that if (u, v) ∈ O, then (v, u) / ∈ O. We say O is acyclic if it does not contain a cycle of steps.
Definition 4. Let O be a partial orientation. If e = {u, v} ∈ E and (u, v) ∈ O, then despite the ambiguity, we write e ∈ O and say e is oriented. In that case, we think of e as an arrow from u to v and write e − = u and e + = v. If neither (u, v) nor (v, u) is in O, we write e / ∈ O and say that e is an unoriented or blank edge. The indegree of u ∈ V relative to O, denoted indeg O (u), is the number of edges e ∈ O such that e + = u. Similarly, the outdegree of the vertex u ∈ V relative to O is the number of edges e ∈ O such that e − = u. The degree of u is the number of e ∈ E containing u.
Notation. Partial orientations naturally serve as labels for the regions of bigraphical arrangements. Suppose R is a region of Σ G (A). Define O R to be the partial orientation obtained by (i) (v i , v j ) ∈ O R if {v i , v j } ∈ E and x j > x i + a ji in R, and (ii) all other edges are blank. We now classify exactly which partial orientations are labels of regions of Σ G (A).
In other words, a step e is compatible with O if e ∈ O or e is a blank edge of O. A potential cycle for O is a set
The score of a potential cycle C for O is
When the parameter list is clear from context, we omit the subscript and we write ν(C, O) := ν A (C, O).
Definition 7.
Let O be a partial orientation. A potential cycle for O is bad if it has a nonpositive score. We say O is A-admissible if it has no bad potential cycles. Figure 2 gives an example of a partial orientation that is SHI-admissible but not SEMI-admissible.
Theorem 8. The regions of Σ G (A) are in bijection with the A-admissible partial orientations of G. The bijection is given by
Proof : Let O be an A-admissible partial orientation, and define R to be the region of Σ G (A) determined by the following inequalities: for each edge e = {v i , v j } of G:
We must show that R is nonempty. Encode the system of inequalities defining R in a k × n real matrix M and a column vector b in R k such that x ∈ R if and only if M x < b. We take the rows of M to correspond with steps of G compatible with O: a row of M with 1 in the ith entry and −1 in the jth entry corresponds to a step (v i , v j ). By Farkas' lemma the insolvability of M x < b is equivalent to the existence of a row vector y = (y 1 , ..., y k ) satisfying:
(1)
Exactly the same argument as in the proof of Theorem 14 of [5] shows that such a y cannot exist. The linear dependencies of M are spanned by sums of rows corresponding to a cycle of G. A y ≥ 0 satisfying yA = 0 would correspond to a sum of potential cycles of O, but each potential cycle has a positive score, so y · b > 0. By construction, O R = O. It remains to be shown that for any region R, we have that O R is Aadmissible. Let R be a region of Σ G (A). Encode the inequalities defining R as M x < b. A bad cycle in O R corresponds to a vector y satisfying condition (1) above. Thus, no bad cycles for O R can exist.
Notation. From now on, for an A-admissible partial orientation O, we will use rg(O) to denote the unique region of
Definition 9. Let A be a hyperplane arrangement in R n and let W be the subspace of R n spanned by the normals of the hyperplanes in A. We say that a region R of A is relatively bounded if R ∩ W is bounded. The essentialization of A is A ∩ W considered as a hyperplane arrangement in W ≃ R k , where k = dim(W ).
The subspace spanned by the normals of the hyperplanes in Σ G (A) is Span( 1) ⊥ , where 1 := (1, 1, . . . , 1) ∈ R n . Proof : Let R be a region of Σ G (A) and encode the system of inequalities for R as M x < b as in the proof of Theorem 8. Recall that the rows of M correspond to steps compatible with O R . We first need the following:
Claim: The region R is relatively bounded if and only if for all vectors z 0 ∈ R k , there exists y ≥ 0 ∈ R k such that yM = 0 and y · z < 0. Proof of claim: By (another version of) Farkas' lemma, the existence of a y as in the claim is equivalent to the nonexistence of a solution x to M x ≤ z. So we will show that R is not relatively bounded if and only if there exists z 0 and x such that M x ≤ z.
The region R is not relatively bounded if and only if there exists x / ∈ Span( 1) and x 0 ∈ R n such that M (x 0 + tx) < b for all t ≥ 0, i.e., tM x < b − M x 0 for all t ≥ 0. In this case, M x ≤ 0. So if R is not relatively bounded, take x as above and let z := M x. We cannot have M x = 0 since for all {v i , v j } ∈ E, either (v i , v j ) or (v j , v i ) corresponds to a row of M (or both do), and so ker(M ) = Span( 1) ∋ x.
Conversely, suppose there exists z 0 and x such that M x ≤ z. It follows that x / ∈ ker(M ) = Span( 1) and choosing any point x 0 ∈ R, we have
for all t ≥ 0. Hence, R is not relatively bounded. Suppose that R is relatively bounded and let e ∈ O R . Define z 0 ∈ R k by
Then there must exist y satisfying the condition in the claim. Since, as in the proof of Theorem 8, the potential cycles of O R span the linear dependencies of the rows of M , the support of y contains a potential cycle of O R containing the step e. Conversely, let O be an A-admissible partial orientation where each step in O is part of a potential cycle. Encode the inequalities of rg(O) as M x < b. Let z 0 be a vector in R k and suppose z l < 0 where the lth row of M corresponds to a step e = (v i , v j ). Let C be a potential cycle containing e (and note that if e / ∈ O, then {(v i , v j ), (v j , v i )} is a potential cycle for O containing e). The vector corresponding to the steps of C satisfies the condition on y in the claim, and thus rg(O) is relatively bounded.
Parking functions and the regions of Σ G (A)
In this section, we explain how the indegree sequences of partial orientations of G are closely related to the parking functions of G • , the graph obtained from G by adding a vertex v 0 and an edge between v 0 and each v ∈ V . We will use V • and E • to denote the vertex and edge set, respectively, of G • . Our goal is to show that a natural set of labels for the regions of Σ G (A) are the set of parking functions of G • . Let ZV denote the free abelian group on the vertices in V .
Graphical parking functions were first formally introduced in [6] . However, the essentially equivalent notion of superstable configurations has been studied for longer in the context of the abelian sandpile model; see [5, §2.4] 
Since Σ G (A) has a central region R 0 , the partial orientation
and thus O is not A-admissible. Thus, if O is A-admissible, Proposition 14 implies that indeg(O) is a parking function of G • . What remains to be proven is that any parking function of G • can be realized as indeg(O) for some A-admissible O.
We are therefore interested in building A-admissible partial orientations with particular indegree sequences. The following "topological" lemma will allow us to build up A-admissible partial orientations from other A-admissible partial orientations with some control over the resulting indegrees.
Lemma 15. Let O be an A-admissible partial orientation, and let W ⊆ V be a subset of the vertices of G satisfying:
(1) there do not exist u ∈ W c , w ∈ W with (w, u) ∈ O; (2) there is some u ∈ W c , w ∈ W such that {u, w} is a blank edge of O. Then there exists u ∈ W c and w ∈ W such that O ∪ {(u, w)} is also Aadmissible.
Proof : In this proof, all u k are elements of W c and all w k are elements of W . By (2), we may choose a blank edge {u 1 , w 1 } of O. If O 1 := O ∪ {(u 1 , w 1 )} is not A-admissible, there exists some bad potential cycle C 1 containing (u 1 , w 1 ) and some (w 2 , u 2 ), where {u 2 , w 2 } is necessarily blank by (1). Next we consider O 2 := O ∪ {(u 2 , w 2 )}; if this not admissible, we get a bad cycle C 2 containing (u 2 , w 2 ) and (w 3 , u 3 ), and so on. Either we arrive at an admissible partial orientation, or this process goes on forever. Suppose it goes on forever. Because there are only a finite number of blank edges between W c and W , eventually we obtain i < j where (u i , w i ) = (u j , w j ). Consider
In this sum, the contribution of the step (u k , w k ) ∈ O k in C k cancels with the contribution of the Figure 3 . Diagram explaining the equality of the score sums in the proof of Lemma 15 with i = 1 and j = 4.
, and what remains is the sum of the scores relative to O of a cycle C u joining u j−1 to u j−2 and so on to u i and back to u j−1 and of a cycle C w joining w i to w i+1 and so on to w j−1 and back to w i . Neither of the cycles C u or C w contain any of the directed edges (u k , w k ). Figure 3 gives a diagrammatic explanation of the equality of these cycle score sums. But then 0 < ν( and let O i be the resulting partial orientation, i.e., set O i := O i−1 ∪ {(u, w)} for the appropriate u ∈ W c i and w ∈ W i . We claim that the lemma may indeed be applied at every iteration. Suppose not. The first condition of the lemma clearly applies by construction. So suppose there exists 1 ≤ i ≤ |O| such that every edge between some u ∈ W c i and some w ∈ W i is already oriented as (u, w) in O i−1 . Then for each w ∈ W i , we have indeg O (w) > |{{u, w} ∈ E : u ∈ W C i }|, so w must have an arrow in O coming into it from some other vertex in W i . But this forces O to contain a cycle of steps involving the vertices of W i , which is a contradiction. Therefore Lemma 15 applies at every iteration as claimed. Setting O ′ := O |O| , we arrive at an A-admissible partial orientation with the desired indegree sequence.
We are now prepared to prove the main result of this section, Corollary 18, which establishes a conjecture of Hopkins and Perkinson [5] . Indeed, Corollary 18 subsumes the main result of that paper (which was proved in a different way using the abelian sandpile model). (1) Remove the first region R from Q.
(2) For each unlabeled region R ′ bordering R: (a) Determine the unique indices i = j such that Proof : The number of spanning trees of a graph equals the number of parking functions of that graph with respect to any vertex (see [3] or [6] ), so Corollary 18 implies this lower bound.
Number of regions of Σ G (A)
We have already seen that the number of regions of Σ G (A) is at least the number of spanning trees of G • . In this section we give further bounds on the number of regions of Σ G (A). The graph G remains fixed, but we will allow the parameter list A to vary (while always maintaining a central region).
Notation. We will denote the number of regions of Σ G (A) by r(Σ G (A) ) and the number of relatively bounded regions by b (Σ G (A) ).
Definition 21. Let A be a hyperplane arrangement. The hyperplanes H 1 , . . . , H k in A are linearly independent if their normals are linearly independent. The arrangement A is generic if
For instance, Σ G (A) is generic when the a ij are algebraically independent. We will use GEN to denote the parameter list of an arbitrary generic bigraphical arrangement.
Theorem 22. For any generic bigraphical arrangement, the characteristic polynomial of Σ G (GEN) is given by
.
Proof : As Stanley shows in [9, p. 412] , the characteristic polynomial of a generic arrangement A is given by
where the sum is over all linearly independent subsets B of A. So we must find the linearly independent subsets of Σ G (GEN). Let the hyperplanes of Σ G (GEN) be H e with linear parts L e :
, let π(B) be the multiset {π(e)} He ∈B . We claim that there exists a linear dependence among B if and only if there exists a cycle of undirected edges
Suppose there exists such a cycle and H e 1 , . . . , H e k are the corresponding hyperplanes. Then set λ e i = 1 if e i = (u i , u j ) and λ e i = −1 if e i = (u j , u i ). We see that k i=1 λ e i L e i = 0. Conversely, suppose there exists a linear dependence in some subset B ⊆ Σ G (GEN). Similarly to the proof of Theorem 8, the undirected cycles of G span the linear dependencies of Σ G (GEN), so B must contain such a cycle. Thus, B is linearly independent if and only if π(B) is a forest of G. For each edge e = {v i , v j } in such forest, there are two hyperplanes
where the sum is over all forests F of G. The following formula (see [10, p. 1135] ) relates the Tutte polynomial to the forests of G:
where f i is the number of forests of G of size i. So we have
A classical result in the theory of hyperplane arrangements, Zaslavsky's theorem [11] , relates the number of regions and number of relatively bounded regions of a hyperplane arrangement A to its characteristic polynomial:
Zavlasky's theorem establishes that the formulas for the number of regions and bounded regions are as claimed.
Corollary 23. Suppose G is planar and G * is its dual graph. Then the following are equal:
(1) the probability that after removing each edge from G * with probability 2/3, the resulting graph remains connected; (2) the probability that a partial orientation of G chosen uniformly at random is GEN-admissible.
Proof : The first probability is given by R G * (2/3), where R G * (p) is the all-terminal reliability polynomial of G * . Let V * be the vertex set of G * , let E * be its edge set, and let k(G * ) be the number of connected components of G * . A well-known formula connecting the reliability and Tutte polynomials (see [10, p. 1335] ) is
Suppose G has f faces. Then the probability of the first event is
where in the second line we have used the formula T G * (y, x) = T G (x, y) (see [10, p.1131] ), in the third line we have used Euler's formula n − |E| + f = 2, and in the last line we applied Theorem 22. The result now follows from Theorem 8. 
where the sum is over all almost-A-admissible partial orientations O.
Proof : Let S denote the set of 2|E| steps of G. For each (v i , v j ) ∈ S, let ε ij > 0 be a real number. For each sign pattern σ ∈ {−1, 1} S , let σ ij := σ(v i , v j ), and define the parameter list A σ with parameters a σ ij := a ij + σ ij ε ij for all steps (v i , v j ) ∈ S. Take the real numbers ε ij small enough and generic so that for all choice of σ, each Σ G (A σ ) is generic, each A-admissible partial orientation is A σ -admissible, and each far-from-A-admissible partial orientation is far-from-A σ -admissible. No partial orientations are almost-admissible for a generic arrangement. Let Gain(σ) be the set of almost-A-admissible partial orientations that are A σ -admissible. Note that |Gain(σ)| = r(Σ G (A σ )) − r(Σ G (A)). But then by Theorem 22, we have r(Σ G (A σ )) = r(Σ G (GEN)) for any σ ∈ {−1, 1} S . So in order to bound r(Σ G (GEN)) − r(Σ G (A)), we bound |Gain(σ)|.
Define X = {(σ, O) : O ∈ Gain(σ)}. Because |Gain(σ)| is independent of σ, we have |X| = 2 |S| |Gain(σ)|. Fix some almost-A-admissible partial orientation O and suppose w(O) = k. Let S ′ ⊆ S be the set of steps of G belonging to some potential cycle C for O with ν A (C, O) = 0. Suppose σ is such that for each e = (v i , v j ) ∈ S ′ , we have σ ij = 1 if e / ∈ O and σ ji = −1 if e ∈ O. Then O is A σ admissible: let C be any potential cycle for O with ν A (C, O) = 0; then,
Since we are free to choose the sign of σ associated to any step not in S ′ , there are at least 2 |S|−k sign patterns σ with O ∈ Gain(σ). We have |{σ :
where the sum is over all almost-A-admissible partial orientations O. 
Thus, O / ∈ Gain(τ ). Since O is in at most one of the Gain(σ) among σ in an equivalence class and each class has 2 k members, we have |{σ : (σ, O) ∈ X}| ≤ 2 |S|−k . So,
where the sum is over all almost-A-admissible partial orientations O. But then recall that |Gain(σ)| = (1/2 |S| )|X|. Therefore,
Example 26. Consider the cycle graph C n , labeled as below:
The right inequality from Proposition 25 becomes an equality for C n : for any almost-A-admissible O, there is only one potential cycle C for O for which we have ν A (C, O) = 0. Thus, using the notation from the proof of Proposition 25, we have O ∈ Gain(σ) if and only if O / ∈ Gain(flip(σ, {C})). Further, any O ∈ Gain(σ) is relatively bounded by the condition of Theorem 10. So,
This lets us compute exact formulas for r(Σ Cn (A)). For instance,
if n is even. b(Σ Cn (SEMI)) = 2 n − 1 if n is odd, 2 n − 1 − n n/2 if n is even. r(Σ Cn (SHI)) = 3 n − 2 n − n.
b(Σ Cn (SHI)) = 2 n − 1 − n.
To see this, first note that T Cn (x, y) = y + n−1 i=1 x i , so r(Σ Cn (GEN)) = 2 n−1 T Cn (3/2, 1) = 3 n − 2 n ; b(Σ Cn (GEN)) = 2 n−1 T Cn (1/2, 1) = 2 n − 1.
When n is odd, there are no almost-SEMI-admissible partial orientations. When n is even, there are 2 (4) Leave {v 1 , v n } blank and orient all of the {v i , v i+1 } for 1 ≤ i ≤ n − 1 as (v i , v i+1 ).
Corollary 27. The maximum number of regions of Σ G (A) over all parameter matrices A is 2 n−1 T G (3/2, 1). This maximum is achieved by Σ G (GEN).
Proof : This follows from Theorem 22 and Proposition 25. We can slightly refine the lower bound for the number of regions given by Corollary 20 by considering the degrees of the parking functions of G • . Proof : This is immediate from the proof of Corollary 18: for any region R of Σ G (A), we have deg(λ(R)) = |O R |.
The lower bound from Corollary 20 is sometimes sharp, as in the case of the complete graph K n .
Proposition 30. The minimum number of regions of Σ Kn (A) over all parameter matrices A is (n+1) (n−1) . This minimum is achieved by Σ Kn (SHI).
Proof : Shi [7] proved that the number of regions of the Shi arrangement is given by (n + 1) (n−1) , the number of spanning trees of K n+1 .
Remark 31. Our Corollary 18 provides an alternative proof of the bijection of Stanley and Pak [8] between regions of the Shi arrangement and parking functions.
However, the lower bound from Corollary 20 is in general not sharp:
Example 32. Consider the path graph P 3 , labeled as below:
Then the essentialization of any Σ P 3 (A) looks like 
