In this work, we define cost-free learning (CFL) formally in comparison with cost-sensitive learning (CSL). The main difference between them is that a CFL approach seeks optimal classification results without requiring any cost information, even in the class imbalance problem. In fact, several CFL approaches exist in the related studies, such as sampling and some criteria-based approaches. However, to our best knowledge, none of the existing CFL and CSL approaches are able to process the abstaining classifications properly when no information is given about errors and rejects. Based on information theory, we propose a novel CFL which seeks to maximize normalized mutual information of the targets and the decision outputs of classifiers. Using the strategy, we can handle binary/multi-class classifications with/without abstaining. Significant features are observed from the new strategy. While the degree of class imbalance is changing, the proposed strategy is able to balance the errors and rejects accordingly and automatically. Another advantage of the strategy is its ability of deriving optimal rejection thresholds for abstaining classifications and the "equivalent" costs in binary classifications. The connection between rejection thresholds and ROC curve is explored. Empirical investigation is made on several benchmark data sets in comparison with other existing approaches. The classification results demonstrate a promising perspective of the strategy in machine learning.
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INTRODUCTION
I MBALANCED data sets [1] , [2] arise frequently in a variety of real-world applications, such as medicine, biology, finance, and computer vision. Generally, users focus more on the minority class and consider the cost of misclassifying a minority class to be more expensive. Unfortunately, most conventional classification algorithms assume that the class distributions are balanced or the misclassification costs are equal. They seek to maximize the overall accuracy which yet cannot distinguish the error types. Therefore, they may neglect the significance of the minority class and tend toward the majority class. Learning in the class imbalance is thus of high importance in data mining and machine learning.
From the background of this problem, various methods are developed within a category called cost-sensitive learning (CSL), such as costs to test [3] , to relabel training instances [4] , to sample [5] , to weight instances [6] , and to find a decision threshold [7] , [8] . These methods use unequal costs to make a bias toward the minority class. Generally, when the costs are not given, these methods cannot work properly. A comprehensive review of learning in the class imbalance problem is provided by He and Garcia [9] .
When there exist some uncertainties in the decision, it may be better to apply abstaining classification [10] to reduce the chance of a potential misclassification. Significant benefits have been obtained from abstaining classification, particularly in very critical applications [11] , [12] . The optimal rejection thresholds could be found through minimizing a loss function in a cost-sensitive setting [13] , [14] , [15] . The possibility of designing loss functions for classifiers with a reject option is also explored [16] . In the context of abstaining classifications, the existing CSL approaches require the cost terms associated to the rejects. However, one often fails to provide such information (e.g., the costs of not making decisions in disease diagnosis). Up to now, there seems no proper guideline to give the information in terms of the skew ratio. Obviously, a reject option adds another degree of complexity in classifications over the nonabstaining approaches. For advancing the technology and being compatible with human intelligence, we consider the abstaining strategy will become a common option for most learning machines in future.
In the class imbalance problem, CSL is an important research direction. Based on the definition in [17] , we extend it below by including the situation of abstaining. Definition 1. Cost-Sensitive Learning is a type of learning that takes the misclassification costs and/or rejection costs into consideration. The goal of this type of learning is to minimize the total cost. CSL generally requires modelers or users to specify cost terms for reaching the goal. However, this work addresses one open issue which is mostly overlooked:
"How to conduct a learning in the class imbalance problem when costs are unknown for errors and rejects"?
In fact, the issue is not unusual in real-world applications (e.g., Maloof [18] ; Zadrozny and Elkan [19] ). Therefore, we propose another category of learning below for distinguishing the differences between the present work and the existing studies in CSL.
Definition 2. Cost-Free Learning (CFL) is a type of learning that does not require the cost terms associated with the misclassifications and/or rejects as the inputs. The goal of this type of learning is to get optimal classification results without using any cost information.
Any classification that does not involve costs can be considered as CFL. It may have its own optimization strategy, such as maximizing AUC or the overall accuracy. In this case, those conventional classifications that aim to maximize the overall accuracy can be categorized as CFL, although they are not doing well in the class imbalance problem. It is understandable that CFL may face a bigger challenge which is shown by the fact that most existing approaches may fail to present reasonable solutions to the open issue. This work attempts to provide an applicable learning strategy in CFL.
We extend Hu's [20] study on mutual information classifiers. While Hu presents the theoretical formulas, no learning approaches and results are shown for the real-world data sets. Hence, this work focuses on learning and presents main contributions as follows:
We propose a CFL strategy in the class imbalance problem. Using normalized mutual information (NI) as the learning target, we conduct the learning from cost-insensitive classifiers. Therefore, we are able to adopt conventional classifiers for simple and direct implementations. The most advantage of this strategy is its unique feature in classification scenarios where one has no knowledge of costs. We study the relations between the strategy and some existing approaches. First, we derive the "equivalent" costs and the rejection thresholds for binary classifications by using the strategy. The costs are "objective", for they are purely determined by the distributions of the given data sets. They can be taken as useful references for "subjective" cost specifications in CSL ( Fig. 1 ). Second, we present graphical interpretations of ROC curve plots for both nonabstaining and abstaining classifiers. From the plots, the intrinsic differences between the strategy and other existing approaches are explained in the cases when one class becomes extremely rare. We conduct empirical studies on binary class and multi-class problems. Specific investigation is made on abstaining classifications, and we obtain several results on benchmark data sets. The results confirm the advantages of the strategy and show the promising perspective of CFL in imbalanced data sets.
Related Work
When costs are unequal and unknown, Maloof [18] uses ROC curve to show the performance of binary classifications under different cost settings. To make fair comparisons, an alternative to AUC is proposed to evaluate different classifiers under the same cost ratio distribution [21] . These studies can be viewed as comparing classifiers rather than finding optimal operating points. Cost curve [14] , [22] can be used to visualize optimal expected costs over a range of cost settings, but it does not suit multi-class problem. Zadrozny and Elkan [19] apply least-squares multiple linear regression to estimate the costs. The method requires cost information of the training sets to be known. Cross validation (CV) [23] is proposed to choose from a limited set of cost values, and the final decisions are made by users.
There exists some CFL approaches in the class imbalance problem. Various sampling strategies [24] , [25] , [26] try to modify the imbalanced class distributions. Active learning [27] is also investigated to select desired instances and the feature selection techniques [28] , [29] are applied to combat the class imbalance problem for highdimensional data sets. Besides, ensemble learning methods [30] , [31] are used to improve the generalization of predicting the minority class. To reduce the influence of imbalance, Hellinger distance is applied to decision trees as a splitting criterion for its skew insensitivity [32] . And the recognition-based methods [33] , [34] that train on a single class are proposed as alternatives to the discrimination-based methods. Sun et al. [35] get costs through maximizing geometric mean (G-mean) or F-measure which has the ability of balancing the performance of each class. However, all CFL methods above do not take abstaining into consideration and may fail to process the abstaining classifications.
In regards to abstaining classification, some strategies have been proposed for defining optimal reject rules.
Pietraszek [36] proposes a bounded-abstaintion model with ROC analysis, and Fumera et al. [37] seek to maximize accuracy while keeping the reject rate below a given value. However, the bound information and the targeted reject rate are required to be specified respectively. When there is no prior knowledge of these settings, it is hard to determine the values. Li and Sethi [38] restrict the maximum error rate of each class, but the rates may conflict when they are arbitrarily given.
Paper Organization
The remainder of this paper is organized as follows: In Section 2, a brief review of NI is provided. We present our CFL strategy in Section 3. Section 4 analyzes the relations between the optimal parameters and the cost terms, and presents the graphical interpretations of ROC curve plots. The experimental results are presented in Section 5. Finally, we conclude this work in Section 6.
REVIEW: NORMALIZED MUTUAL INFORMATION
Normalized mutual information has been used as an evaluation criterion to measure the degree of dependence between the targets T and the decision outputs Y , and it is denoted as 
where IðT; Y Þ is the mutual information of two random variables T and Y , HðT Þ is the Shannon's entropy of T . Note that NIðT; Y Þ is in the range ½0; 1.
Suppose an m-class abstaining classification, with each class denoted as 1; 2; . . . ; m, and the rejected class denoted as m þ 1. The value of the target variable T ranges from 1 to m, while the decision output variable Y ranges from 1 to m þ 1. Then we have
In general, as the exact probability distribution functions of T and Y are hard to derive, Hu et al. [39] apply empirical estimations to compute NI based on the confusion matrix. Table 1 illustrates an augmented confusion matrix C in an m-class abstaining classification by adding the last column as a rejected class m þ 1. The rows correspond to the states of the targets T , and the columns correspond to the states of the decision outputs Y . c ij represents the number of the instances that belong to the ith class classified as the jth class, i ¼ 1; 2; . . . ; m, j ¼ 1; 2; . . . ; m þ 1. Nevertheless, the value of NI may be unchanged when rejects occur only in one class. In this situation, NI cannot distinguish rejects. It is proved that the modified form of NI that computes Y from 1 to m cannot only overcome this weakness but also has the good features of the original NI [39] . Therefore, the modified form is applied as the formula of NI for both non-abstaining and abstaining classifications:
PeðT ¼i;Y ¼jÞ P e ðT ¼iÞP e ðY ¼jÞ À P m i¼1 P e ðT ¼ iÞ log 2 P e ðT ¼ iÞ
where Y is counted from 1 to m rather than to m þ 1. The subscript "e" is given for denoting empirical terms, C i ¼ P mþ1 j¼1 c ij is the total number of instances in the ith class, i ¼ 1; 2; . . . ; m, and n ¼ P m i¼1 P mþ1 j¼1 c ij is the total number in the confusion matrix. Besides overcoming the limitation of the original NI, (1) can simplify the computation in the abstaining classification and unify the forms of computations in both non-abstaining and abstaining classifications.
Principe et al. [40] present a schematic diagram of information theory learning (ITL) and they mention that maximizing mutual information as the target function makes the decision outputs correlate with the targets as much as possible.
Recently, a study [20] confirms that ITL opens a new perspective for classifier design. MacKay [41] recommends mutual information for its single rankable value which makes more sense than error rate. Hu et al. [39] study theoretically for the first time on both error types and reject types in binary classifications. They consider information-theoretic measures most promising in providing "objectivity" to classification evaluations in class imbalance problems. The above viewpoints of mutual information motivate our following NIbased strategy for CFL in the class imbalance problem.
NI-BASED CLASSIFICATION
In this work, we distinguish two types of classifications, namely, "non-abstaining classification" for no rejection and "abstaining classification" for rejection. From the phenomenon that different error types and reject types produce different effects on NI, one can derive a conclusion that NI considers the costs to be unequal, unlike accuracy. In fact, the cost information is hiding in NI, and we take advantage of its bias toward the minority class. The bias can be changed through moving the decision thresholds, and the value of NI is changed accordingly. We focus our study on the probabilistic classifiers in the present work, although it can also be applied to non-probabilistic classifiers [42] .
Let x x ¼ ½x x 1 ; x x 2 ; . . . ; x x n T denote a data matrix with n instances to be classified, x x l 2 R d is the input feature vector, l ¼ 1; 2; . . . ; n. The target vector is denoted as t t ¼ ½t 1 ; t 2 ; . . . ; t n T , t l 2 T ¼ f1; 2; . . . ; mg. The decision output vector is denoted as y y ¼ ½y 1 ; y 2 ; . . . ; y n T , y l 2 Y ¼ f1; 2; . . . ; mg for non-abstaining classification while y l 2 Y ¼ f1; 2; . . . ; m þ 1g for abstaining classification. Then for both non-abstaining and abstaining classifications, we have a generalized formula with NI being a function of the data set and the decision thresholds:
. . . ; m; l ¼ 1; 2; . . . ; n;
(2)
where ' 'ðx xÞ 2 R nÂm denotes the real-value output matrix of a probabilistic classifier for n instances,
. . . ; t m T 2 R m is the vector parameter of the decision thresholds. The decision rule of y l is proposed in this form to avoid classifying an instance x x l into more than one class.
Non-Abstaining Classification
In non-abstaining classification, the first condition for deriving y l in (2) should only be satisfied, i.e., TABLE 1 Confusion Matrix C in m-Class Abstaining Classification
. . . ; m; l ¼ 1; 2; . . . ; n:
Here we introduce a i as the weight parameter for ' i ðx x l Þ, since we need it in Section 4.
and a m ¼ 1, then we have the following:
, and the optimal decision for y l remains the same. The effect of assigning weights to the probabilistic outputs is the same as setting decision thresholds. Therefore, we denote a a ¼ ½a 1 ; a 2 ; . . . ; 1 T 2 R m as the weight parameter vector, and the class assignment rule for y l ¼ fð' 'ðx x l Þ; a aÞ is based on the highest weighted probabilistic outputs. For non-abstaining classification, we propose maximize NI À t t; y y ¼ fð' 'ðx xÞ; a aÞ Á ; subject to
In order to maximize NI, the optimal weight parameter a a Ã should be
Abstaining Classification
We denote T T r ¼ ½T r1 ; T r2 ; . . . ; T rm T 2 R m as the rejection threshold vector in dealing with abstaining classificaiton. Let 1 À T ri ¼ t i , T ri is in the range ½0; 1Þ, i ¼ 1; 2; . . . ; m. The decision output for y l ¼ fð' 'ðx x l Þ; T T r Þ lies within m þ 1 classes. Then we propose maximize NI À t t; y y ¼ fð' 'ðx xÞ; T T r Þ Á ; subject to
Note that m À 1 is the loose upper bound for the summation P m i¼1 T ri . Assume a situation that all instances satisfy the first condition in (5) , and ' i ðx x l Þ 1ÀT ri ! 1 for all probabilistic outputs, i.e., 8i; l; ' i ðx x l Þ ! 1 À T ri . Then we get the following:
If P m i¼1 T ri falls in this interval, the condition of rejection would never be satisfied and the proposal of abstaining classification is ineffective. Reversely, this extreme situation would not happen if P m i¼1 T ri < m À 1. In order to maximize NI, the optimal rejection threshold vector T T r Ã should be
Optimization Algorithm
The present framework is proposed based on the confusion matrix from which we compute NI, but it is not differentiable and non-convex. We apply a general optimization algorithm called "Powell Algorithm" which is a direct method for nonlinear optimization without calculating the derivatives [43] . It is also widely used in image registration to find optimal registration parameters. The algorithm is given in Algorithm 1 that finds t t Ã for demonstration purposes. We can also apply it to find both a a Ã and T Ã r . For Step 6 and Step 10, we use bracketing method to find three starting points and use Brent's Method to realize one-dimensional optimization. W iterations of the basic procedure lead to W ðD þ 1Þ one-dimensional optimizations. One disadvantage of this algorithm is that it may find a local extrema. Hence, we randomly choose the starting points several times and then pick the best one. In non-abstaining binary classification, D ¼ 1, so we just work from Steps 4 to 7 once and assign the value of t t ð2Þ W to t t Ã .
RELATIONS IN BINARY CLASSIFICATION
The previous section completes the essence of the present framework. It can be regarded as a generic way to make the conventional learning algorithms information-based.
The optimal parameters reflect the degree of bias implied by NI, and may reveal the cost information to some extent. In this section, we focus on binary classification and analyze the relations between the optimal parameters and the cost terms. Moreover, we discover some graphical interpretations of performance measures on ROC curve, which allows the users to adjust the parameters more conveniently using ROC curve.
Normalized Cost Matrix
Friedel et al. [14] derive normalized cost matrix based on the overall risk which is written as
where ij is the original cost in the common cost matrix that assigns an instance of class i to class j, pðj j iÞ is the true probability in such situation, and pðiÞ is the true prior probability of class i. The conditional risk of assigning an instance x x l to class j is
where pði j x x l Þ is the true posterior probability of class i given x x l . By applying the way of transforming costs [14] , we find that the normalization way for the overall risk is also applicable for the conditional risk.
In binary classification, we refer to classes 1 and 2 as negative class (N) and positive class (P ), respectively. We denote FN , FP , TN , TP , RN and RP to be the costs of false negative, false positive, true negative, true positive, reject negative, and reject positive, respectively. Therefore, the normalized cost matrix for non-abstaining binary classification can be denoted as
Similarly, the normalized cost matrix for abstaining binary classification can be denoted as
The first two columns contain the misclassification costs, while the last column indicates the rejection costs.
It is reasonable to assume that the values of the original correct classification costs and misclassification costs in the common cost matrix are not affected by introducing a reject option. Therefore, what is noteworthy is that FP in (9) is consistent with that in (10).
Optimal Weight and Misclassification Cost
In non-abstaining binary classification, it is feasible to set the decision thresholds as t t ¼ ½1 À t P ; t P T , which has one degree of freedom.
Under the class assignment rule of minimizing the conditional risk in (8) , the relation between the decision thresholds and the costs has been derived by Elkan [7] . Considering the normalized cost matrix in (9) , then the decision threshold t Ã P of the positive class for making optimal decision is
with the misclassification cost FP be the variable. However, it is hard to decide the value of FP . In our present work, the optimal weight vector is a a Ã ¼ ½a Ã N ; 1 T . According to the class assignment rule based on the highest weighted posterior probability, the optimal prediction is the positive class if and only if a Ã N pðN j x x l Þ pðP j x x l Þ, i.e., a Ã N ð1 À pðP j x x l ÞÞ pðP j x x l Þ. Hence, the decision threshold t ÃÃ P of the positive class for making optimal decision is
Suppose that the two class assignment rules above share the same decision thresholds, then (11) and (12) should be equal, i.e., FP ¼ a Ã N . The value of the misclassification cost can thus be decided, and we give the following definition: Definition 3. Given the optimal weight a Ã N , the "equivalent" misclassification cost is defined as
The minority class is usually regarded as the positive class, and it is assumed that FP < FN , i.e., FP < 1. This facilitates the users to verify whether the "equivalent" misclassification cost agrees with human assumption by comparing a Ã N with 1.
Optimal Rejection Thresholds and Costs
In abstaining binary classification, the relations between the rejection thresholds and the costs can be presented in a form of explicit formulae [20] . With the optimal rejection threshold vector T Ã r ¼ ½T Ã rN ; T Ã rP T and the normalized cost matrix in (10), these relations are
which imply a parameter redundancy. In addition, the value of FP derived from (13) can be utilized as a prior knowledge under the assumption of cost consistency.
Definition 4. Given the "equivalent" misclassification cost FP ¼ a Ã N , the "equivalent" rejection costs are defined as
Based on [20] , one can have the relations TN < RN < FP and TP < RP < FN . Then we can obtain the following properties from (14):
, then 0 < RN < FP and 0 < RP < 1. The above properties facilitate the users to verify whether the "equivalent" rejection costs agree with the assumed relations from the optimal values of the weight and the rejection thresholds.
Graphical Interpretations of ROC Curve Plots with/without Abstaining
In binary classification, an ROC curve plot presents complete information about the performance of each class [44] , so that an overall performance measure [45] , such as AUC, can be formed. This is a preferred feature in processing class imbalance problems [46] . Furthermore, an ROC curve can also provide the graphical interpretations for non-abstaining and abstaining classifications in Fig. 2 , where TPR and FPR are true positive rate and false positive rate. We denote A, CR, E and Rej to be accuracy, correct recognition rate, error rate, and reject rate, respectively. C N and C P are the total numbers of the negatives and positives, respectively. c FN ; c FP ; c TN ; c TP ; c RN and c RP are the numbers of the false negatives, false positives, true negatives, true positives, reject negatives, and reject positives, respectively. Their relations are shown as follows: Non-abstaining:
Abstaining:
Several observations are summarized below for understanding the features of ROC plots. To begin with, we discuss an ROC curve in a non-abstaining classification, as shown in Fig. 2a . For a theoretical ROC curve which is concave, the classification decision is made by K , the slope of ROC curve, in the form of [47] :
which is also equivalent to the likelihood ratio [48] :
From (16), one can observe that if pðPÞ ! 0; then K ! 1;
(18a) and E P ¼ 1; for general cost terms. Equation (18a) indicates that the tangent point on the ROC curve will be located at the origin in Fig. 2a, and (18b) demonstrates a graphical interpretation why conventional classifiers fail to process minority class (herein the positive class) properly. However, the situation in (18) can never appear from using the present strategy, because it will result in a zero value of mutual information [41] , [45] .
Different with the non-abstaining classification, Fig. 2b shows the abstaining classification graphically on an ROC curve. Two abstaining slopes, K N and K P , are generally given in the forms of [15] :
Whenever K N 6 ¼ K P , one can observe the non-zero results of rejection rates. (19) confirms the finding in [20] that at most two independent parameters will determine the rejection range in binary classifications. Sometimes, one can still apply a single independent parameter, such as K P ¼ 2K N , for abstaining decisions.
There exist relations between rejection thresholds in the posterior curve plot [20] and abstaining slopes in the ROC curve plot. Their relations and the associated constraint are derived from [20] :
The "equivalent" costs can be reflected on the ROC curve through the slopes in (16) and (19) . Moreover, the optimal rejection thresholds cannot only be associated to the points on the ROC curve directly [15] , but also to the slopes in (20) . In fact, the slopes in (19) and (20) are equivalent. Based on the performance measures in Fig. 2 , the users may adjust the parameters (costs and rejection thresholds) according to their preference both visually and interactively. Table 2 lists 10 binary class and four multi-class data sets with imbalanced class distributions. On Pageblock, the maximal class distribution ratio is 175. Most of the data sets are obtained from the UCI Machine Learning Repository, 1 I sm is from [25] , Rooftop is from [18] , and Phoneme is from KEEL data sets. 2 All of them have continuous attributes and are rescaled to the range ½0; 1. The experiments are conducted using a PC (Intel (R) Core (TM) i7-3770 3.4 GHz, 4 GB memory). The operating system is CentOS 6.4, and the programming language is Matlab. We perform three-fold cross validation and repeat ten times to get average results in all the experiments. All the folds are partitioned in a stratified manner to maintain the class distribution ratio. Table 3 lists the procedure of our NI-based experiments for each run. We adopt nested CV in which the inner CV loop finds the best parameter and the outer CV loop estimates the performance of the model that contains the parameter.
EXPERIMENTS
Configuration
We call our NI-based non-abstaining classification and abstaining classification "NI_no_rej" and "NI_rej" respectively. To illustrate the effectiveness of our strategy, we adopt kNN and Bayes classifier as the conventional classifiers. Besides two conventional classifications, we compare our methods with SMOTE [25] , Cost-sensitive learning, Chow's reject [10] methods and the G-mean-based methods ("Gmean_no_rej" and "Gmean_rej").
In kNN classifier, we apply euclidean distance and use the confidence values [42] , [49] as the probabilistic outputs. The class assignment is decided by the highest confidence. For brevity, we just list the results of 11-NN on all data sets except 5-NN on Pageblock. In Bayes classifier, we derive the estimated class-conditional density from the Parzenwindow estimation with Gaussian kernel [50] and apply Bayes rule to classification. The smooth parameter is chosen as the average value of the distance from one instance to its rth nearest neighborhood (r ¼ 10 empirically), and the empirical probability of the occurrence of class is chosen as the prior probability. In SMOTE, we do not intend to determine the optimal amounts of sampling through any criteria because different criteria may lead to different amounts. Therefore, the average results are presented with the same amount selected from 1 to 5 for all minority classes. In Costsensitive learning, we simply assign the inverse of the class distribution ratio to the misclassification cost ij for i 6 ¼ j, and ii ¼ 0. We do not consider abstaining for it because the rejection costs would be hard to give. In Chow's reject, we simply assign 0.3 to the rejection thresholds for all classes. In G-mean-based methods, we apply our way of parameter settings and optimization to maximize G-mean.
Evaluation Criterion
In order to show the changes of each class clearly, E i and Rej i are applied as the error rate and the reject rate within its ith class respectively. The overall accuracy ("Acc") and the overall reject rate ("Rej") are also applied. "G" is short for G-mean with the formula GÀmean¼ð Q m i¼1 Acc i Þ 1 m , where Acc i represents the accuracy within its ith class.
Binary Class Tasks
The results on the binary class data sets are shown in Figs. 3, 4 and 5. Both conventional classifiers have low error rates of the negative class and high overall accuracies, but the error rates of the positive class are high. SMOTE is an effective method with low error rate of the positive class. However, it does not have the ability to reject instances. Cost-sensitive learning performs well under the current cost settings, but its accuracy is the lowest when the class distribution differs greatly. On Nursery and Letter, the error rates of the positive class are extremely low with Cost-sensitive learning, at the price of high error rates of the negative class. Besides, Gmean_no_rej and NI_no_rej perform well on balancing the classification of two classes. When a reject option is added, the error rate may be reduced and the accuracy may be increased. But it is difficult to decide the rejection costs and the rejection thresholds for lack of information about the rejections. Regarding to Chow's reject, it is usually wasteful to reject lots of instances from the positive class with arbitrary settings on the rejection thresholds, while its error rate of the positive class is the highest among the abstaining methods. On most data sets, Gmean_rej achieves the highest accuracy and the lowest error rate of the positive class, at the price of considerably high reject rate. However, the accuracy of Gmean_rej is lower than the conventional classifications on Ism and Rooftop. One explanation is that the goal of G-mean-based methods is to maximize the geometric mean of the accuracy within each class rather than the overall accuracy. Compared with Gmean_rej and Chow's reject, our NI_rej performs best on the whole with low error rate of the positive class, high accuracy, a certain amount of reject rate, high G-mean and the highest NI. Table 4 lists the values of the optimal weight a Ã N and rejection thresholds T T Ã r . The last two columns represent the "equivalent" rejection costs computed from (14) with the mean values of a Ã N and T T Ã r . These values are purely determined by the data sets besides the conventional classification algorithms. They can be adopted as "objective" references for CSL while the cost information is unknown. In addition, the "equivalent" costs of these data sets are consistent with human assumption, which also reflects the effectiveness of our NI-based strategy.
Due to space limitation, Table 5 just lists some of the vertices from which the ROC convex hull (ROCCH) of kNN is constructed for Diabetes. The vertices on ROCCH (shown in Fig. 6 ) are generated by threshold averaging [46] from 90 validation sets (ten times stratified three-fold nested CV in the inner CV loops) and are indexed from left to right. Each vertex has its own coordinate values that represent FPR and TPR. The slope of each vertex is approximatively estimated by the secant [15] . Different vertex indicates different threshold. The slope and the threshold decrease from left vertex to right vertex.
In Fig. 6a , according to (16) , the solid slope line indicates optimal classifications with equal misclassification costs, while the dash slope line indicates optimal classifications with the "equivalent" misclassification cost shown in Table 4a . Depending on the decision method in [15] , Vertex A and Vertex B are the optimal classification decision points chosen by the solid line and the dash line, respectively. Moreover, it is clear to see that B has a higher TPR than A. In Fig. 6b , according to (20) , two dash slope lines indicate optimal classifications with the optimal rejection thresholds. Vertex D and Vertex F are the optimal classification decision points chosen by the dash lines. It is reasonable that B lies between D and F, which also reflects the feasibility of our strategy. Meanwhile, the optimal decision thresholds are also marked on their closest vertices C and E, respectively. Theoretically speaking, D and F should be cohere with C and E respectively. Due to approximation, things are not so. In addition, the reference parameters can be adjusted to the preference of the users with the graphical interpretations in Fig. 2 .
Multi-Class Tasks
The detailed results on the multi-class data sets are shown in Tables 6, 7 and 8, including the performance evaluations and the values of the optimal parameters. Both conventional classifiers have low error rates of the majority class, but the error rates of the minority classes are high. SMOTE is effective in reducing the error rates of the minority classes except for car, because the arbitrarily set amount of sampling is not enough for this data set. Cost-sensitive learning classifies all instances to the class that has the minimum number of instances, which is meaningless for classifications. As a result, its accuracy is the lowest and its G-mean and NI are zero. Both Gmean_no_rej and NI_no_rej perform well on balancing the classification of each class. They have low error rates of the minority classes, high G-mean and high NI. The optimal weight of the majority class derived from NI_no_rej is the lowest among all classes. Chow's reject and Gmean_rej generally reject lots of instances from the minority classes; besides, Gmean_rej rejects lots of instances from the majority class. Compared with the above methods, our NI_rej performs best on the whole with low error rates of the minority classes, a certain amount of reject rate, high G-mean, and the highest NI.
In summary, the observations above suggest that:
1. Within the CFL category, both SMOTE and G-meanbased methods are effective in the class imbalance problems. However, they are unable to handle abstaining classifications. 2. Regarding to Cost-sensitive learning, it is feasible to apply the inverses of the class distribution ratios as the misclassification costs on binary class tasks. But on multi-class tasks, it may be ineffective. Moreover, the rejection costs are always hard to get. 3. Chow's reject would perform poorly if the rejection thresholds are arbitrarily given. 4. NI-based strategy is a good choice for both nonabstaining and abstaining classifications. It can produce reasonable solutions on the minority classes. Moreover, it can provide reference costs to CSL and reference rejection thresholds to other abstaining classification methods.
Runtime of Methods
The additional computation cost of our strategy compared with the base classifier is to derive optimal parameters. Table 9 lists the wall-clock time of our methods and the base classifiers. These results are all summarized under the stratified three-fold cross validation. In each fold of deriving optimal parameters, we apply Algorithm 1 10 times according to the procedure in Table 3 . Note that the runtime of the methods based on kNN is shorter than that of the methods based on Bayes. This is due to the differences in the runtime and the probabilistic outputs of two base classifiers. In kNN, besides its shorter runtime, its probabilistic outputs of misclassifications are generally closer to the regular decision thresholds, while its probabilistic outputs of right classifications are generally farther from the regular decision thresholds than those in Bayes. All these features make kNN based methods easier to find the weights and rejection thresholds that can handle more misclassifications while causing less impact on right classifications. In this paper, we propose a new strategy of CFL to deal with the class imbalance problem. Based on the specific property of mutual information that can distinguish different error types and reject types, we seek to maximize it as a general rule for dealing with binary/multi-class classifications with/without abstaining. A unique feature is gained in abstaining classifications when information is unknown about errors and rejects. To our best knowledge, no other existing approach is applicable to this scenario. Moreover, we can derive the "equivalent" costs for binary classifications. Generally, the "equivalent" costs will be changed accordingly to the distributions of the given data sets. Therefore, the present strategy provides an "objective" reference for CSL if users want to adjust the costs. For better understanding ROC curves in binary classifications, graphical interpretations of the theoretical ROC curve plots are explained in terms of the related parameters, such as cost terms and rejection thresholds. Empirical study confirms the advantages of the proposed strategy in solving class imbalance problems. At the same time, we recognize the disadvantage of the work that it will add an extra computational cost over the existing approaches. This difficulty will form a future work for advancing the study.
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