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Abstract—We show that the spectral efficiency of a direct
detection transmission system is at most 1 bit/s/Hz less than the
spectral efficiency of a system employing coherent detection with
the same modulation format. Correspondingly, the capacity per
complex degree of freedom in systems using direct detection is
lower by at most 1 bit.
Index Terms—Channel capacity, Optical detection, Modula-
tion.
I. INTRODUCTION
RECENTLY, the field of optical communications is wit-nessing a revival of interest in direct detection receivers,
which are often viewed as a promising low-cost alternative to
their expensive coherent counterparts [1]–[12]. This process
stimulates an interesting fundamental question to whose an-
swer the present paper is dedicated: What is the difference
between the information capacity of a direct detection system
and that of a system using coherent detection?
In order to answer this question we consider the channel
schematic illustrated in Fig. 1a, which consists of a transmitter
that is capable of generating any desirable complex waveform
whose spectrum is contained within a bandwidth B, a noise
source of arbitrary spectrum and statistics, a propagation
channel, and a receiver. Although the linearity of the channel
and the additivity of the noise are immaterial to our analysis,
we will assume these properties in the beginning, while
postponing the generalization of our discussion to Sec. IV. The
direct detection receiver in our definition is one that recovers
the communicated data from the intensity (i.e. absolute square
value) of the received electric field, while using a single photo-
diode. As illustrated in Fig. 1b, it consists of a square optical
band-pass filter of width B that rejects out of band noise,
a photo-diode whose output current is proportional to the
received optical intensity1, and a processing unit that recovers
the information. The benchmark to which we compare the
direct detection receiver, is the coherent receiver, in whose case
the complex-valued received optical field is reconstructed.
Intuitively, it is tempting to conclude that since a direct
detection receiver ignores one of the two degrees of freedom
that are necessary for uniquely characterizing the electric field,
its capacity should be close to half of the capacity of a coherent
system. Surprisingly, this notion turns out to be incorrect, and
as we show in this paper, the capacity per complex degree of
freedom in systems using direct detection is lower by not more
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1For simplicity, in what follows we will assume that the proportionality
coefficient is 1.
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Fig. 1. (a) The setup considered in this paper. It consists of an I/Q transmitter
(Tx) that can generate any complex waveform whose spectrum is contained
in a bandwidth B, a stationary noise source of arbitrary spectrum and
distribution, a propagation channel, and a receiver (Rx). (b) The schematic
of a direct detection receiver. The incoming optical field is filtered with an
optical band-pass filter (OBPF) to reject out of band noise and square law
detected (without any manipulation of the field) by a single photodiode (PD).
The photodiode and subsequent electronics are assumed to have bandwidth of
at least 2B so as to accommodate the bandwidth of the intensity waveform.
than 1 bit than that of fully coherent systems. Correspondingly,
the loss in terms of spectral efficiency is limited to be no
greater than 1 bit/s/Hz.
Throughout the paper, in order to simplify the notation, we
will assume that the transmitted field is scalar. This assumption
does not affect the generality of the results, as the transmission
of orthogonal polarization components through linear channels
is independent.
II. RELATION TO PRIOR WORK
Our result, stating that a direct detection channel is char-
acterized by almost the same capacity as a coherent channel,
requires some clarification in view of its being in an apparent
contradiction to prior work, where the capacity of a seemingly
similar channel was found to be lower by approximately a
factor of two. This work consists of Ref. [13] published by
the authors of the current manuscript, as well as a number of
more recent works, the most relevant of which are contained
in Refs. [14]–[17]. In order to avoid confusion, we will adopt
the terminology of [16] and refer to the channels studied
in those papers as various flavors of the intensity channel,
whereas the term direct detection channel will only be used
in reference to the channel that we study here. The reason for
this apparent contradiction boils down to the fact that all the
versions of the intensity channel assume that the information
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2is encoded at a given rate B directly onto the intensity of
the transmitted optical signal and then it is recovered by
sampling the received signal’s intensity at exactly the same
rate. In all cases, the channel is assumed to be memoryless and
the optical bandwidth (and hence also the spectral efficiency)
do not play any role. The studies in [14]–[17] can be given
practical justification when considering very short-reach, or
very old optical systems that used a low-coherence optical
source (such as a light-emitting diode). Indeed, with such
sources the optical phase is far too noisy to be used for
transmitting information and the source linewidth is so much
greater than the modulation bandwidth that relating to spectral
efficiency in the modern sense is not meaningful.
In contrast to the above, the direct detection channel is
inspired by modern fiber-optic communications systems, the
vast majority of which relies on a highly coherent laser
source – one whose linewidth is substantially smaller than
the bandwidth of the modulation. This is the reason for our
assumption that the transmitter in the direct detection channel
can encode information into any complex waveform with the
only constraint being that its spectrum is contained in some
bandwidth B. In addition, since the process of photo-detection
involves frequency doubling, the spectrum of the measured
intensity is contained in a two-sided bandwidth of 2B, and
hence sampling at the rate of 2B is imperative in order to
extract the information present in the photo-detection current.
In order to further clarify the difference between the direct
detection channel and the intensity channel, we denote the
complex-valued field received after optical filtering, by E(t).
Since the spectrum of E(t) is contained in a bandwidth B, it
can be rigorously expressed as
E(t) =
∞∑
k=−∞
Eksinc [pi(Bt− k)] , (1)
where sinc(x) = sin(x)/x, and where Ek = E(t = k/B) are
the complex-field samples carrying the transmitted informa-
tion. The detected photo-current is proportional to I = |E(t)|2.
If this photocurrent were to be sampled at a rate of B, as in
[13]–[17], the samples at t = n/B would have been equal to
In = |En|2, and the phase information would have been lost.
In this case the drop in the amount of extracted information
(and hence the capacity) would have been roughly a factor of
2, similarly to the results obtained in [13]–[17]. Yet, in the
direct detection channel the sampling of the photo-current is
done at a rate of 2B, so that the middle-point samples that
are taken at t = (n+ 0.5)/B are also obtained. These middle
samples are given by
In+1/2 =
∞∑
k,m=−∞
sinc
[
pi
(
n−m+ 1
2
)]
×sinc
[
pi
(
n− k + 1
2
)]
E∗mEk, (2)
and they are clearly affected by the phase differences between
the various complex-field samples. In fact, as our final result
indicates, knowledge of all intensity samples (In and In+1/2
for all n) allows one to collect almost all of the information
contained in the complex optical field.
We note that the idea of increasing the information rate by
sampling the received analog signal at a rate that is higher than
B, has been considered previously [18]. This is a natural idea
in cases where the receiver contains a nonlinear element that
expands the analog bandwidth of the received waveform so
that sampling at B is no longer sufficient in order to collect
all the information from the analog waveform. In our case
the nonlinearity is that of square-law detection and it expands
the analog bandwidth by exactly a factor of 2. Hence, unlike
the case studied in [18], where the doubling of the sampling
rate produced only minuscule benefits, here sampling at 2B
is sufficient in order to extract all the information contained
in the analog intensity waveform, and there is no benefit in
increasing the sampling rate farther.
Finally, it is instructive to relate to the most widespread
example, where the additive noise of Fig. 1a is white Gaussian.
In this case, our theory implies that the capacity of the
direct detection channel is within 1 bit of log(1 + SNR)
[19], where the SNR is the ratio between the average power
of the information carrying signal and the variance of the
filtered noise (summed over both quadratures). Conversely, as
demonstrated in [13] and [17], the capacity of the intensity
channel (i.e. one that samples the received intensity at the rate
B) in the limit of high SNR, is 0.5 log(SNR/2) — roughly
half of the direct detection channel’s capacity.2
III. THE INFORMATION CAPACITY OF A DIRECT
DETECTION RECEIVER
A. The definition of distinguishable waveforms
Usually, in engineering practice, two waveforms E1(t) and
E2(t) are said to be distinguishable when the energy of the
difference between them is greater than 0,∫ ∞
−∞
|E1(t)− E2(t)|2dt > 0. (3)
In the context of optical communications this definition is too
restrictive, because in all cases of interest, optical receivers (in-
cluding coherent receivers) are unable to distinguish between
waveforms that differ only by a constant (i.e. time indepen-
dent) phase.3 Owing to this reality, we define waveforms to be
distinguishable only when they can be told apart by an ideal
coherent receiver. Formally, this means that E1(t) and E2(t)
are distinguishable only when they remain distinguishable
according to Eq. (3), even if one of them is rotated in the
complex plane by some arbitrary constant phase, i.e.∫ ∞
−∞
|E1(t)− eiθE2(t)|2dt > 0. (4)
2In Ref. [13], the capacity in the high SNR limit is written as
0.5 log(SNR/4), but the difference is only in the SNR definition, which
relates to the noise variance in one quadrature.
3In order to overcome this limitation, the transmitter and reciever would
have to share an exact time-reference (on the scale of a fraction of a single
optical cycle!). In principle, this can be achieved by means of an atomic clock.
However, the costs of such a solution on the one hand, and the minuscule
potential benefit in terms of information rate, on the other hand, ensure that
this solution isn’t deployed.
3Fig. 2. An example of 8 different waveforms in the case of M = 4 (so that
2M−1 = 8), all band-limited to [0, B] (with B = 1/T ) and all having the
intensity shown in (a). In (b) the phases φ(t) of these eight waveforms are
plotted. As explained in the text, this is the largest number of distinguishable
waveforms that are band-limited to [0, B] and have the same intensity. We
stress that waveforms that only differ by a constant (time-independent) phase
are not counted as distinguishable in our definition.
for all values of θ. Notice that distinguishability by means of
a coherent receiver (4) doesn’t necessarily imply distinguisha-
bility by means of a direct detection receiver. The gap between
the two is the subject of the subsection that follows.
B. The multiplicity of complex waveforms having the same
intensity
We consider a complex signal E(t), whose spectrum is
contained within a bandwidth B and which is periodic in time,
with a period M/B, with M being an integer. The assumption
of periodicity is not a limiting factor in our arguments, as once
the main results are established, the non-periodic case can be
addressed by assuming the limit of M →∞. A direct detec-
tion receiver can only exploit the intensity I(t) = |E0(t)|2 in
order to extract the transmitted data. Our first claim, which
is key to proving the main arguments of this paper, is that
there are at most 2M−1 distinguishable legitimate waveforms
Ej(t) (with j = 0, 1, . . . , 2M−1), whose intensities |Ej(t)|2
are equal to I(t). An illustration of this idea in the case of
M = 4 can be found in Figure 2.
In order to formally prove our statements, we express E(t)
as a Fourier series having at most M non-zero elements,
E(t) =
M−1∑
k=0
Fke
−ikΩt, (5)
where Ω = 2piBM . The Fourier coefficients are given by
Fk =
B
M
∫ M/B
0
E(t)eikΩtdt =
1
M
M−1∑
n=0
Ene
i 2piknM , (6)
with En = E(t = n/B), and where the second equality in
(6) takes advantage of the relation between the Fourier series
coefficients and the discrete Fourier transform in band-limited
periodic signals. We now assign
A(Z) =
M−1∑
k=0
FkZ
k (7)
to be the Z-transform of the Fourier coefficients {Fk}M−1k=0 .
Clearly, E(t) = A
(
exp(−iΩt)), and hence special attention
needs to be paid to the cases where the value of Z is on
the unit circle. When FM−1 6= 0, A(Z) is an M − 1 degree
polynomial which admits M−1 zeros, and it can be expressed
as
A(Z) = C
M−1∏
k=0
(Z − Zk), with C = F0∏M−1
k=0 (−Zk)
. (8)
Consider now the functions
Uk(Z) =
ZZ∗k − 1
Z − Zk , (9)
one for each zero of A(Z). Since |Uk
(
exp(iθ)
)| = 1, these
functions have the property that the action of Uk
(
exp(−iΩt))
on E(t) produces a pure phase modulation and hence they
can be considered as the dual of all-pass filters where time
and frequency are interchanged. When any combination of
these functions multiplies A(Z), it does not change the degree
of the resulting polynomial, as the corresponding zeros of
A(Z) are simply reflected with respect to the unit circle, as
illustrated below. For example, if we multiply A(Z) by the
product of U1(Z), U3(Z) and U7(Z), the zeros Z1, Z3, and
Z7 are replaced by 1/Z∗1 , 1/Z
∗
3 , and 1/Z
∗
7 , respectively. Yet,
the modulus of the product A(Z)U1(Z)U3(Z)U7(Z) remains
identical to the modulus of A(Z) when Z is on the unit circle
(and in particular, when Z = exp(−iΩt)). Since there is a
total of M − 1 functions Uk(Z), there are 2M−1 functions
Aj(Z) that have the same modulus on the unit circle. Thus, we
end up with 2M−1 time waveforms Ej(t) = Aj
(
exp(−iΩt))
whose intensity is I(t), i.e. identical to the intensity of E(t).
Note that {Uk(Z)}M−1k=0 are the only functions applying a pure
phase modulation to E(t) that also preserve the number of
elements in the Z-transform (the degree of the polynomial)
and consequently the spectral width of the resulting time
waveforms. For this reason {Ej(t)}2M−1j=1 are the only temporal
waveforms whose intensity is I(t), and whose spectrum is
fully contained within the bandwidth B. A further discussion
of the uniqueness of the waveforms {Ej(t)}2M−1j=1 is provided
in the appendix.
Prior to concluding this section, it is interesting to stress that
while 2M−1 is the highest possible number of distinguishable
band-limited waveforms whose intensity equals I(t), the actual
number of such waveforms is 2N0 , where N0 is the number
of zeros that are not located on the unit circle. That is
because when a zero Zl falls on the unit circle, Ul(Z) can
4be easily verified to be a constant (i.e. Z-independent) phase-
factor whose application to A(Z) does not produce a new
waveform. Note also that in this situation E(tl) = 0 with
tl = arg(Zl)/Ω.4
C. The implications to capacity
We now prove the following relation between Cd – the
information capacity of the direct detection channel, and the
capacity Cc of a system using coherent detection
Cc − 1 ≤ Cd ≤ Cc, (10)
where in all cases, we are referring to the capacity per complex
degree of freedom.5 We denote by X the input alphabet of
our channel and by Y ′ the output alphabet available to a
coherent receiver. The output alphabet that is available to a
direct detection receiver is denoted by Y . Since no constraints
are imposed on the transmitter, the alphabet X contains all
complex waveforms without restriction. The alphabet Y ′, on
the other hand, contains only those complex waveforms that
are band-limited to B, whereas Y contains all real-valued
waveforms that can be obtained by squaring the absolute value
of the waveforms contained in Y ′. Communication requires
that a probability px(x) is prescribed to the transmission of
each individual waveform x ∈ X .6 The effect of the com-
munications channel (noise distortions etc.) is characterized
by the conditional probabilities of detecting a given element
y′ ∈ Y ′ (in the case of coherent detection), or y ∈ Y (in
the case of direct detection), given that a particular element
x ∈ X was transmitted. These conditional probabilities are
denoted by py′|x(y′|x) and py|x(y|x), respectively. The mutual
information per complex degree of freedom between the
transmitter and each of the two receivers equals [19]
I(X;Y ′) =
1
M
[H(Y ′)−H(Y ′|X)] , (11)
I(X;Y ) =
1
M
[H(Y )−H(Y |X)] , (12)
where the entropy H(Y ) and the conditional entropy H(Y |X)
are given by7
H(Y ) =−
∑
y
py(y) log2
(
py(y)
)
(13)
H(Y |X) =−
∑
x
px(x)
∑
y
py|x(y|x) log2
(
py|x(y|x)
)
,(14)
and where the corresponding equations H(Y ′) and H(Y ′|X)
are obtained by replacing y with y′ in all places. The capacities
Cc and Cd are obtained by maximizing the mutual information
4Interestingly, when E(t) equals 0 exactly M − 1 times within the time
period M/B, then it is also the only waveform that is band-limited to B and
has that particular intensity.
5The number of complex degrees of freedom is M , which is the product
of the temporal duration of the signal M/B and the bandwidth B.
6Since x is an element of the alphabet X it represents a time dependent
waveform. Nonetheless, in order to keep the notation simple, we avoid writing
x(t), leaving the time dependence of x implicit. Additionally, in order to avoid
over-cluttering the notation, we denote the probability distribution of x simply
by px(x). A similar practice is used with the elements of Y and Y ′.
7In line with our simplified notation, summation over x and y should be
interpreted in a generalized sense. In addition py(y) =
∑
x px(x)py|x(y|x).
values of Eqs. (11) and (12) with respect to the transmitted
distribution px(x). In order to derive Eq. (10), we take
advantage of the relation
I(X;Y ′) = I(X;Y ′, Y ) = I(X;Y ) + I(X;Y ′|Y )
≤ I(X;Y ) + M − 1
M
, (15)
where the first equality follows from the fact that
I(X;Y |Y ′) = 0, and the second equality follows from the
relations
I(X;Y ′, Y ) =
1
M
[H(X)−H(X|Y ′, Y )] , (16)
I(X;Y ) =
1
M
[H(X)−H(X|Y )] , (17)
I(X;Y ′|Y ) = 1
M
[H(X|Y )−H(X|Y ′, Y )] . (18)
The last inequality is true because Y ′ can take no more than
2M−1 functional values for any given Y .
In the limit of large M , Eq. (15) reduces to
I(X;Y ′)− 1 ≤ I(X;Y ) ≤ I(X;Y ′). (19)
Note that expressions (15) and (19) hold for any distribution
of the transmitted alphabet PX(x). This means that, for any
modulation format, the information per complex degree of
freedom that can be extracted when using a direct detection
receiver is at most one bit less than the information per channel
use that can be extracted with coherent detection.
When px(x) is set to be the distribution that maximizes
I(X;Y ′), we arrive at
Cc − 1 ≤ Ip(X;Y ) ≤ Cc, (20)
where Ip(X;Y ) is the mutual information I(X;Y ) that cor-
responds to the distribution px(x) for which Cc is attained.
Clearly, Cd ≥ Ip(X;Y ) and hence Cd ≥ Cc−1. Nonetheless,
Cd remains smaller or equal to Cc, as follows from the right-
side inequality of Eq. (15). This concludes the proof of Eq.
(10).
Finally, we note that the capacity per complex degree of
freedom, which we have evaluated in Sec. III-C is identical to
the spectral efficiency, which is the more commonly used term
in the context of fiber communications. Hence the spectral
efficiency of a direct detection system is at most 1 bit/sec/Hz
smaller than that of a system using coherent detection. In order
to see that the two are exactly the same, note that B is both
the bandwidth of the optical signal as well as the number of
complex degrees of freedom that are transmitted per second.
IV. EXTENSION TO NONLINEAR SYSTEMS OR TO
NON-ADDITIVE NOISE
Fiber-optic communications are often affected by the non-
linear propagation phenomena taking place in optical fibers.
Their effect is not only to distort the signal itself, but also to
cause a nonlinear interaction between the signal and noise, in
which case the noise can no longer be modeled as additive.
From the standpoint of our current study, the only difficulty
that is imposed by this situation is that it is impossible to
relate to the spectrum occupied by the data-carrying signal
5as a constant, and hence the definition of spectral efficiency
becomes problematic. Nonetheless, it must be stressed that our
analysis of the received waveforms in Sec. III did not explicitly
assume anything about the type of noise, or propagation.
Therefore, our results with respect to the capacity of the
optically filtered signal in Fig. 1b, remain perfectly valid.
In other words, after band-pass filtering, the information per
degree of freedom that is contained in the received complex
optical signal is at most one bit larger than the information
contained in its intensity. With this said, it must be noted
that we do not claim that positioning of a square filter in
front of the receiver is an optimal practice in the nonlinear
case. Nonetheless, in practical situations encountered in fiber
communications, the inclusion of such a filter is practically
unavoidable.
V. DISCUSSION
While Eq. (10) corresponds to the only relevant case of
M → ∞, the opposite limit of M = 1, which can be
deduced from Eq. (15) may challenge one’s physical intuition,
as it predicts equality between the mutual information values
corresponding to direct and coherent detection. For this reason
the discussion of this special case is interesting in spite of
the fact that it is of no practical importance whatsoever. In
order to resolve this apparent conundrum, note that the case
M = 1 represents a situation in which the complex field E is
time independent. In particular, the phase difference between
any two possible fields is also time independent, implying
that the fields are distinguishable only provided that their
intensities differ. Hence, in this artificial situation, the coherent
receiver has no advantage over the direct detection receiver and
therefore their capacities are identical.
Another curious point related to the assumption of period-
icity is that it is not the only convenient choice for arriving
at the result of Sec. III.B. Since E(t) is band limited and its
spectrum is contained within ω ∈ [0, B], it can be written as
E(t) =
∞∑
n=−∞
Ene
−i(Bt−n)pisinc [pi(Bt− n)] , (21)
where, as noted earlier, En = E(t = n/B), and where
sinc(x) = sin(x)/x. If we impose the requirement that
En = 0 for n < 0 and for n ≥ M , we end up with a band-
limited, but non-periodic E(t). Nonetheless, the number of
waveforms Ej(t) whose intensity equals that of E(t) remains
at most 2M−1. In order to see that, consider a time interval of
M ′/B that contains the interval M/B at its center. Assume
also that M ′  M , so that the tails of the various sinc
functions decay to the extent that the signal within M ′/B can
be extended periodically without introducing any bandwidth
broadening. We may now apply the reasoning of Sec. III to the
signal in the interval M ′/B, according to which the number
of equal intensity waveforms is 2 to the power of the number
of zeros in A(Z) that do not coincide with the unit circle.
Evidently, the number of such zeros is at most M−1, because
there are at least M ′ −M zeros that fall on the unit circle.
These are the zeros of E(t) at the times tl = l/B (with l
being outside of the range of 0 to M − 1), which correspond
to zeros in A(Z) at Zl = exp(iΩtl), i.e. on the unit circle.
Finally, it is important to stress the consequences of our
definition of direct detection, which requires that the incoming
optical signal is detected by a single photo-diode per polar-
ization, and without any manipulation of the signal prior to
photo-detection.8 This definition excludes not only the use of
a local oscillator, as in coherent detection, but also all self-
coherent schemes, such as the ones proposed in [20], and
phase-reconstruction schemes of the kind considered in [21],
[22].
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APPENDIX A
Our discussion in Sec. III involved the statement that
the number of distinguishable complex waveforms that are
characterized by a bandwidth B and a period M/B, cannot
be greater than 2M−1. One justification for this claim is
that the only functions in Z-domain that produce pure phase
modulation and do not increase the order of the polynomial
A(Z) (and hence they do not increase the bandwidth of E(t))
are of the form ck(ZZ˜k−1)/(Zk−1), where Zk is one of the
zeros of A(Z) and ck a constant. In order for these functions
not to change the time-domain intensity waveform of E(t),
one must have Z˜k = Z∗k and |ck| = 1, so that the amplitude
of the function’s transfer function on the unit circle is 1. This
means that the only functions that can be applied to A(Z)
without changing neither the order of the polynomial, nor the
intensity waveform, are the M − 1 functions specified in Eq.
(9). Indeed, the number of such function combinations does
not exceed 2M−1. Here, we also present an alternative proof
that is based on the uniqueness of minimum-phase functions.
Given a periodic band-limited waveform, we have shown
that by reflecting any of its zeros with respect to the unit
circle, as described in Sec. III.B, one obtains a different
waveform having the same intensity, bandwidth, and time-
period. If we look at an arbitrary given waveform E0(t) =√
I(t) exp(iφ0(t)) of the above specified characteristics, and
identify all of its zeros, we can chose to reflect only the
zeros that are inside the unit circle, thereby producing a
new waveform Em(t) =
√
I(t) exp(φm(t)), having the same
intensity I(t), but a different phase. Since the spectrum of
Em(t) is contained between 0 and B, and since all of its zeros
in Z-domain are outside the unit circle, it belongs to a special
class of functions that is famously known as functions of
minimum-phase [23]. One of the most well known properties
of such functions is that up to an immaterial constant, their
8The requirement that there is no manipulation of the signal prior to photo-
detection can be replaced by the requirement that no manipulation other than
all-pass filtering (e.g. dispersion) is applied prior to photo-detection. The
reason is that all pass filtering can also be done at the transmitter and hence
it does not affect the assumption of this work.
6phase is uniquely determined by their intensity by means of
the the Hilbert transform. Namely, φ(t) = H
[
log
√
I(t)
]
+ c,
where H[·] designates the Hilbert transform and where c is
an unknown constant. Since waveforms differing only by a
constant phase are indistinguishable in our definition (see Sec.
III.B), we conclude that the minimum phase function that
corresponds to a given intensity profile is unique.
The uniqueness of the minimum-phase function implies that
each waveform in the set of distinguishable equal intensity
waveforms that are band-limited to B and periodic in M/B,
can be obtained from any other waveform in the set by means
of functions of the form given in Eq. (9), whose effect is
to reflect the zeros of the waveforms that it acts upon in
Z-domain. Had it not been so, different waveforms in the
set would have produced different minimum phase functions.
Therefore the total number of distinguishable waveforms in
the set cannot exceed 2M−1.
REFERENCES
[1] S. Randel, F. Breyer, S.C.J. Lee, and J.W. Walewski, “Advanced Modu-
lation Schemes for Short-Range Optical Communications,” IEEE J. Sel.
Topics Quantum Electron. 16, 1280–1289 (2010).
[2] T. Takahara, T. Tanaka, M. Nishihara, Y. Kai, L. Li, Z. Tao, and J. Ras-
mussen, “Discrete Multi-Tone for 100 Gb/s Optical Access Networks,” in
Optical Fiber Communication Conference, OSA Technical Digest (online)
(Optical Society of America, 2014), paper M2I.1.
[3] A. Weiss, A. Yeredor, and M. Shtaif, “Iterative Symbol Recovery For
Power Efficient DC Biased Optical OFDM Systems, IEEE J. of Lightwave
Technol. 34, 2331–2338 (2016).
[4] A.J. Lowery and J. Armstrong, “Orthogonal-frequency-division multi-
plexing for dispersion compensation of long-haul optical systems,” Opt.
Express 14, 2079–2084 (2006).
[5] B.J.C. Schmidt, A.J. Lowery, and J. Armstrong, “Experimental Demon-
strations of Electronic Dispersion Compensation for Long-Haul Trans-
mission Using Direct-Detection Optical OFDM,” J. Lightwave Technol.
26, 196–203 (2008).
[6] A. Li, D. Che, V. Chen, and W. Shieh, “Spectrally efficient optical
transmission based on Stokes vector direct detection,” Opt. Express 22,
15662–15667 (2016).
[7] S. Randel, D. Pilori, S. Chandrasekhar, G. Raybon, and P.J. Winzer
“100-Gb/s Discrete-Multitone Transmission Over 80-km SSMF Us-
ing Single-Sideband Modulation With Novel Interference-Cancellation
Scheme,” Proc. of European Conference of Optical Communications 2015
(ECOC15), Valencia – Spain, Paper 0697 (2015).
[8] M. Schuster, S. Randel, C.A. Bunge, S.C.J. Lee, F. Breyer, B. Spinnler,
and K. Petermann, “Spectrally Efficient Compatible Single-Sideband
Modulation for OFDM Transmission With Direct Detection,” IEEE
Photon. Technol. Letters 20, 670–672 (2008).
[9] A. Mecozzi, C. Antonelli, and M. Shtaif, “KK coherent receiver,” Optica
3, 1220-1227 (2016).
[10] C. Antonelli, A. Mecozzi, and M. Shtaif, “Kramers-Kronig PAM
Transceiver,” in Optical Fiber Communication Conference, OSA Tech-
nical Digest (online) (Optical Society of America, 2017), paper Tu3I.5.
[11] X. Chen, C. Antonelli, S. Chandrasekhar, G. Raybon, J. Sinsky, A.
Mecozzi, M. Shtaif, and P. Winzer, “218-Gb/s Single-Wavelength, Single-
Polarization, Single- photo-diode Transmission Over 125-km of Standard
Singlemode Fiber Using Kramers-Kronig Detection,” in Optical Fiber
Communication Conference, OSA Technical Digest (online) (Optical
Society of America, 2017), post deadline paper Th5B.6
[12] Z. Li, S. Erkilinc, K. Shi, E. Sillekens, L. Galdino, B. Thomsen, P.
Bayvel, and R. Killey, “SSBI Mitigation and Kramers-Kronig Scheme
in Single-Sideband Direct-Detection Transmission with Receiver-based
Electronic Dispersion Compensation,” J. Lightwave Technol. 35, 1887–
1893 (2017).
[13] A. Mecozzi and M. Shtaif, “On the Capacity of Intensity Modulated
Systems Using Optical Amplifiers,” IEEE Photon. Technol. Lett. 13,
1029–1031 (2001).
[14] A. Lapidoth, “On phase noise channels at high SNR,” in Proc. IEEE
Information Theory Workshop (ITW), Bangalore, India, Oct. 2002, pp.
1–4.
[15] S. Hranilovic and F. R. Kschischang, “Capacity bounds for power- and
band-limited optical intensity channels corrupted by Gaussian noise,”
IEEE Transactions on Information Theory 50, 784–795 (2004).
[16] M. Katz and S. Shamai, “On the capacity-achieving distribution of the
discrete-time noncoherent and partially coherent AWGN channels,” IEEE
Transactions on Information Theory 50, 2257–2270 (2004).
[17] A. Lapidoth, S. M. Moser, and M. A. Wigger, “On the Capacity of Free-
Space Optical Intensity Channels,” IEEE Transactions on Information
Theory 55, 4449–4461 (2009).
[18] E.N. Gilbert, “Increased information rate by oversampling,” IEEE Trans-
actions on Information Theory 39, 1973–1976 (1993).
[19] C. E. Shannon, “Mathematical theory of communications,” Bell System
Technical Journal, 27, pp. 379–423 & 623–656, July & October, 1948.
[20] Xiang Liu, S. Chandrasekhar, and Andreas Leven, “Digital self-coherent
detection,” Opt. Express 16, 792–803 (2008).
[21] Y. Shechtman, Y. C. Eldar, O. Cohen, H. N. Chapman, J. Miao, and
M. Segev, “Phase Retrieval with Application to Optical Imaging: A
contemporary overview,” IEEE Signal Processing Magazine 32, 87–109
(2015).
[22] Gang Wang, Georgios B. Giannakis, Yonina C. Eldar, “Solving Sys-
tems of Random Quadratic Equations via Truncated Amplitude Flow,”
arXiv:1605.08285, available at https://arxiv.org/abs/1605.08285.
[23] Alan V. Oppenheim and Ronald W. Schafer, Discrete-Time Signal Pro-
cessing, 3nd ed, Upper Saddle River, NJ: Prentice-Hall Signal Processing
Series, (2010).
