Abstract. We study the Schrödinger operator with a constant magnetic field in the exterior of a compact domain in euclidean space. Functions in the domain of the operator are subject to a boundary condition of the third type (a magnetic Robin condition). In addition to the Landau levels, we obtain that the spectrum of this operator consists of clusters of eigenvalues around the Landau levels and that they do accumulate to the Landau levels from below. We give a precise asymptotic formula for the rate of accumulation of eigenvalues in these clusters, which is independent of the boundary condition.
Introduction
Magnetic Schrödinger operators in domains with boundaries appear in several areas of physics. E.g. the Ginzburg-Landau theory of superconductors, the theory of Bose-Einstein condensates, and of course the study of edge states in Quantum mechanics. We refer the reader to [1, 10, 16] for details and additional references on the subject. From the point of view of spectral theory, the presence of boundaries has an effect similar to that of perturbing the magnetic Schrödinger operator by an electric potential. In both cases, the essential spectrum consists of the Landau levels and the discrete spectrum form clusters of eigenvalues around the Landau levels. Several papers are devoted to the study of different aspects of these clusters of eigenvalues in domains with or without boundaries. For results in the semiclassical context, see [11, 12, 14, 17, 18] . In case of domains with boundaries, see [21, 22] .
Let us consider a compact domain K ⊂ R 2d with Lipschitz boundary. Let us denote by K
• the interior of K, Ω = R 2d \ K and ∂Ω the common boundary of Ω and K. Given a real valued function τ ∈ L ∞ (∂Ω, R) and a positive constant b (the intensity of the magnetic field), we define the Schrödinger operator
ν Ω · (∇ − ibA 0 )u + τ u = 0 on ∂Ω , (1.1)
Here, A 0 is the magnetic potential in the symmetric gauge defined by A 0 (x 1 , x 2 , . . . , x 2d ) = 1 2 (−x 2 , x 1 , . . . , −x 2d , x 2d−1 ) , (1.3) and ν Ω is the unit outward normal vector of the boundary ∂Ω. We also introduce the boundary Neumann and Robin differential notations The name is motivated by the fact that these numbers (for q ∈ N \ {0}) are the eigenvalues of the Landau Hamiltonian in R 2d , see Section 2.2. We are now able to state the first main result, concerning the essential spectrum of L τ Ω,b together with the non-accumulation of eigenvalues to the Landau levels from above. Next, we restrict our attention to the case that ∂Ω is C ∞ and τ ∈ C ∞ (∂Ω, R). 
has the asymptotics:
Remark 1.3. Theorems 1.1 and 1.2 were obtained for the Neumann case (τ ≡ 0) by the third author in [21] , and our proofs will follow the same idea as in [21] . However, in [21] , the full details concerning the reduction to Toeplitz type operators were not written out explicitly. In this paper, we aim not only to generalize the Neumann result, but also to make the proof of Theorem 1.2 more transparent.
Remark 1.4. Our proof of Theorem 1.2 is carried out for τ being a self-adjoint pseudo-differential operator of order 0 on ∂Ω. They can be generalized to selfadjoint pseudo-differential operators of order t < 1. We also note that the pseudodifferential nature of the proof of Theorem 1.2 requires a fair amount of regularity on the boundary. Any considerable reduction of the regularity assumptions in Theorem 1.2 would require a new approach or a perturbation result for the left hand side of Equation (1.8) and (1.9).
The rest of the paper is devoted to the proof of Theorem 1.1 and Theorem 1.2. The proof of Theorem 1.1 is contained in Section 2. The proof of Theorem 1.2 is divided into two sections: the bulk of the proof is contained in Section 3 except for a technical lemma, Lemma 3.14, which is proved in Section 4. Similarly to [21, 22] , the main idea in both proofs is to compare the resolvent of L τ Ω,b with the resolvent of the Landau Hamiltonian. Roughly speaking, the resolvents are compact perturbation of one another.
Section 2 goes analogously to [21, Section 3.1] . It is included for completeness and providing a notational introduction. As mentioned above, it relies heavily on the resolvent techniques introduced in [22, Proposition 2.1].
The asymptotics in Theorem 1.2 comes from the spectral asymptotics of Toeplitz operators on the Landau levels, these deep results were proven in [9, 20] . We recall them in Subsection 3.1. The key step in obtaining the asymptotic accumulation of eigenvalues described in Theorem 1.2, is the reduction to the case of Toeplitz operators from [9, 20] via a certain pseudo-differential operator on the boundary. The relevant pseudo-differential operators, e.g. boundary layer potentials and Dirichlet to Robin operators, are introduced in the Subsections 3.2, 3.3 and 3.4. The reduction is carried out in Subsection 3.5 apart from a technical lemma. The technical Lemma 3.14 states the equivalence of the quadratic form associated with a certain pseudo-differential operator of order 1 and the H 1/2 -norm on the boundary. It is proven via standard pseudo-differential techniques in Section 4.
Proof of Theorem 1.1
In this section we prove Theorem 1.1. As remarked above, the proof goes along the lines of [21, Section 3.1]. After adding on a Landau Hamiltonian L −τ K,b on K (the sign of −τ comes from the orientation on the boundary) we can consider an operator densely defined in L 2 (R 2d ) coinciding in form sense on the form domain of the usual Landau Hamiltonian. While L −τ K,b has discrete spectrum, the proof of Theorem 1.1 is deduced below in Corollary 2.6 from the abstract results from [6] and [22] reviewed in the next subsection.
2.1. Two abstract results. In this section we state two abstract results. We will use the first result to conclude positivity of difference of resolvents and the second one to obtain the finiteness of eigenvalues above each Landau level. 
Here A 0 is the magnetic potential of a unit constant magnetic field of full rank introduced in (1.3), and b is a positive constant. The form domain of L is the magnetic Sobolev space
The spectrum of L consists of infinitely degenerate eigenvalues called Landau levels,
We denote by L q the eigenspace associated with the Landau level Λ q , i.e.
We use the notation P q for the orthogonal projection onto the eigenspace L q . The operator L can be expressed in terms of creation and annihilation operators. We introduce the complex notation z j = x 2j−1 +ix 2j , j = 1, . . . , d and let Ψ = 
formally satisfy the following well known identities:
We introduced the operator L . We will throughout the paper work under the assumption that the two quadratic forms l τ Ω,b and l −τ K,b are strictly positive. This is always attainable after a shift of the quadratic forms by a constant. The effect of the constant is merely a shifting of the spectrums of all involved operators, hence we will for notational simplicity always assume that this constant is 0.
This motivates the usage of −τ for the quadratic form on K.
When there is no ambiguity, we will skip b and τ from the notation, and write
respectively.
Since Ω and K are complementary in R 2d , the space
. More precisely, L is the self-adjoint extension associated with the quadratic form 
Then we have the following result on the operator V .
Lemma 2.5. The operator V is positive and compact. Moreover
where
Proof. Notice that the form domain H
Invoking Lemma 2.1, we get that the operator V is positive. Let us establish the identity in (2.5). Set
The identity in (2.5) then follows by integration by parts and by using the boundary conditions
Knowing that the zeroth order trace operators
The localization of V to the boundary carried out in Lemma 2.5 is by now a common triviality used in studying boundary value problems, but a sensation around the time of its invention by Birman, see more in [4, 5] . Theorem 1.1 follows as a corollary of Lemma 2.5:
and for all ε ∈ (0, b) and q ∈ N \ {0},
Proof. Invoking Lemma 2.4, it suffices to prove that
in order to get the result concerning the essential spectrum of L Ω . Notice that
: q ∈ N\{0} as was required to prove.
Since the operator V is compact and positive, invoking Lemma 2.2, we get that
3. Proof of Theorem 1.2
In this section we prove Theorem 1.2. The main idea of the proof is, as mentioned above, to reduce the spectral asymptotics in (1.8) and (1.9) to a similar asymptotics for Toeplitz operators on the Landau levels from [9, 20] . The reduction to Toeplitz operators is by means of localizing to the boundary. The localization to the boundary is carried out using the identity (2.5).
3.1. The spectrum of certain Toeplitz operators. For q ∈ N \ {0} and a measurable set
Here χ U is the characteristic function of U . If U is bounded, Arzela-Ascoli's theorem implies that χ U P q is a compact operator, because Cauchy estimates for holomorphic functions can be generalized to the Landau levels. In particular, the Toeplitz operator S U q is compact. We state the following deep results on these Toeplitz operators.
Theorem 3.1 ([9, Lemma 3.2]). Assume that U ⊆ R 2 is a bounded domain with
Lipschitz boundary. Given q ∈ N \ {0}, denote by s
The reader will recognize the structure of these results and notice that our main results look very much like them. Indeed, our main task will be to reduce our situation so that these results can be applied.
The resolvent of the Landau Hamiltonian
is an operator with an integral kernel that we denote by G 0 . This integral kernel is well-known (see [24] ) to be
Remark 3.3. The formula for G 0 (x, y) when d = 1 is more commonly known:
is an integral operator with kernel G 0 (z, ζ) that has the following singularity at the diagonal z = ζ:
The corresponding expansions, obtained by the term-wise differentiation, exist also for
decays as a Gaussian as |z − w| → +∞ uniformly in both z and w.
The proof of this Lemma is of a computational nature and is deferred to Appendix A, where also the asymptotic expansion is computed explicitly. 
Lemma 3.4 follows in this case from asymptotic formulae for Whittaker functions [7] .
3.3. Boundary layer operators. Recall that K ⊂ R 2d has been assumed to be a compact subset of R 2d with smooth boundary and that we defined the domain Ω = R 2d \ K. Since Ω and K are complementary, the Hilbert space
) can be uniquely represented as u Ω ⊕ u K where u Ω and u K are the restrictions of u to Ω and K respectively.
We let Ψ * (∂Ω) denote the filtered algebra of classical * pseudo-differential operators on the common boundary ∂Ω of Ω and K. For a reference on pseudo-differential operators, the reader is referred to [3, Chapter 5] , [15, Chapter 18] or [23, Chapter I] . We fix a classical pseudo-differential operator τ ∈ Ψ 0 (∂Ω). The proofs also works for τ ∈ Ψ t (∂Ω), for t < 1 but becomes notationally more complicated. We restrict our attention to the case that τ is self-adjoint, in the following two subsections this assumption is needed merely to simplify proofs.
For the boundary considerations of this Section, more care in the analysis of the Robin boundary differential expressions on ∂Ω defined in (1.4) is needed. We * Also known under the name 1-step polyhomogeneous. 
We remind the reader that the normal derivative appearing in ∂ N,K and ∂ N,Ω are both with respect to the unit outward normal vector to the boundary of Ω. Again following [19, Theorem 9.4, Chapter 1], the trace operators
mapping a function to its boundary value, are continuous for s ∈ R \ {Z +
As a rule, we suppress the K and the Ω from the notation in these operators whenever the domain is clear from the context. We sometimes write (∂ R ) x in order to stress that the differentiation in (3.3) is with respect to the variable x. With G 0 (x, y) as in (3.2), we define the operators A, B, A and B, acting on functions defined on ∂Ω, as
(3.6)
The potentials A and B are usually called the single and double layer potentials. They satisfy LAu(x) = 0 and LBu(x) = 0 in R 2d \ ∂Ω. We will write limit relations at the boundary for these potentials. We refer to [2, Chapter 3, Section 12] where the corresponding potentials are considered for the Helmholtz operator, see also [3, Section 5.7] for the low-dimensional case. Since, according to Lemma 3.4, the Green functions for both L and the Helmholtz operator are globally estimated pseudo-differential operators with the same asymptotics in the leading terms as x − y → 0, the limit relations in [3] apply here as well. For all x 0 ∈ ∂Ω it holds that
We recall from [2, 3] that any function
exponentially decaying at ∞ and solving Lu = 0 in Ω∪K
• admits the representation by the formulas
Using the limit values (3.7), we obtain the following formulas connecting Dirichlet and Robin data at the boundary ∂Ω:
(3.8)
We will use these relations to define the Dirichlet to Robin and Robin to Dirichlet operators in Section 3.4 below. Before doing so, we present some results on the operators A and B. Recall that for p ≥ 1, the symmetrically normed ideal of weak Schatten class operators 
(∂Ω)). It is also clear from Lemma 3.4 that σ
is a constant mapping, it is a lower order perturbation of an invertible pseudo-differential operator and the statement ind(A : L 2 (∂Ω) → H 1 (∂Ω)) = 0 follows.
Lemma 3.7. The elliptic operator A defines an isomorphism
Proof. To prove that A is an isomorphism, we follow the proof of [26, Chapter 7, Proposition 11.5] with the necessary modifications. Since the index of A : L 2 (∂Ω) → H 1 (∂Ω) vanishes, it suffices to prove that the operator A is injective. By elliptic regularity, it suffices to prove that A :
We use (2.3) and integrate by parts, to get
This implies that u ≡ 0 in K, i.e.
It follows from the limit relations (3.7) that ∂ N (Ah)(x) makes a jump across the boundary ∂Ω of size h, so if we let w(x) = Ah(x), x ∈ Ω, then it satisfies
Since, again by (3.7), Ah does not jump across ∂Ω, we see by (3.9) that w = 0 on ∂Ω.
From the exponential decay of G 0 (x, y) as |x − y| → +∞ it follows that w(x) = O(|x| −N ) as |x| → +∞ for all N > 0. This also applies to all derivatives of w. Moreover w is smooth. Hence we can integrate by parts in Ω to find
and hence w ≡ 0 in Ω. From (3.10) we see that h = 0 on ∂Ω.
The Dirichlet to Robin and Robin to Dirichlet operators.
Let ϕ ∈ L 2 (∂Ω) be given, and let u be a solution with exponential decay at infinity to the exterior Robin problem
We will see below in Equation (3.11) that the existence of u is guaranteed in a subspace of finite codimension. This solution is unique, provided certain orthogonality conditions are imposed. We denote by T 
D→R K
respectively. Using the relations in (3.8) we find that these operators in fact are independent on the choice of solution u for ϕ outside a finite-dimensional subspace. It follows from (3.8) that: 
Very oftenly, Equation (3.11) determines the Dirichlet to Robin operators; the operators B + Aτ ± 1 2 are, in a sense made precise below, generically invertible. This fact is based on the following lemma.
Lemma 3.9. Assume that M is a closed manifold and that
is invertible.
The statement of the Lemma makes sense because T is a pseudo-differential operator of order zero and as such it preserves the domain H s (M ) of A −1 . We also note that by elliptic regularity, the set −σ(A −1 T ) is the same when changing the domain and range of A −1 T to H t (M ) for any t.
Proof. As ind(T ) = 0 and A is of negative order, the operator T + εA is an elliptic pseudo-differential operator of order 0. As such, it defines an operator 
is a finite set. The Corollary follows from Lemma 3.9 provided there exists λ ± ∈ C such that A −1 T ±,τ + λ ± are invertible. We note that the principal symbols ±σ 1 (A −1 T ±,τ ) are positive constant functions on S * ∂Ω. Existence of λ ± ∈ C follows from the Gårding inequality ([15, Theorem 18.1.14]).
We turn our attention to associating Robin data on ∂Ω to Dirichlet data for functions in the Landau subspace L q , or more generally to solutions of the homo-
The construction is well known and can be found in, for instance, [26, Chapter 7.12 and Appendix C of Chapter 12] .
Let
Since L − Λ q is a strongly elliptic operator in K, the space Q ∂Ω q ⊆ C ∞ (∂Ω) has finite codimension. Since the eigenvalue multiplicities of L in K equipped with Dirichlet conditions on ∂Ω are finite, the kernel of
This means that we can, for any function ϕ ∈ Q ∂Ω q , solve
guarantees a unique solution. Define the corresponding solution operator is injective. It follows from the Gårding inequality that there exists a positive constant c such that for τ ≥ 0, for a certain constant c
Hence, as long as τ ≥ c, we have Re
. Injectivity of
Remark 3.12. We note that by construction, T
D→R q
coincides with ∂ R,K outside a finite-dimensional subspace. Hence, for q ∈ N\{0}, a finite rank smoothing operator S q ∈ Ψ −∞ (∂Ω) exists, such that, as long as
3.5. Reduction to a Toeplitz operator. In this subsection we prove Theorem 1.2 modulo a technical Lemma that we prove in the next section. We assume as above that K ⊂ R 2d is compact with smooth boundary upon which τ is a classical pseudo-differential operator which we for simplicity assume to have order 0. In the previous subsections, we made the assumption that τ was self-adjoint to simplify proofs while in this subsection it is necessary for the results to hold. Let q ∈ N \ {0} and pick δ > 0 such that
Denote by r q + δ). For each q ∈ N \ {0} we introduce the operator 12) where, as before, P q is the orthogonal projection onto the eigenspace L q associated with Λ q and V = L −1 − L −1 . By Lemma 2.5, V is a positive and compact operator.
These properties are inherited by T q . Denote by {t 
The spectrum of T q will be related further to the spectrums of Toeplitz operators for generic operators τ . Recall that given a compact domain U ⊂ R 2d , we introduced in (3.1) the Toeplitz operator S U q . We will prove now the following result.
Lemma 3.14. For all
The proof of Lemma 3.14 is by reduction of the operator T q to a pseudo-differential operator on the common boundary ∂Ω of Ω and K. We postpone the proof to Section 4 below, and continue instead with the proof of (1.8).
In particular, (1.8) holds true.
Proof. Invoking the variational min-max principle, the result of Lemma 3.14 provides us with a sufficiently large integer j 0 ∈ N such that, for all j ≥ j 0 , we have,
Here {s respectively. Applying the result of Theorem 3.1 in the inequality above, we get
Since both K 0 ⊂ K ⊂ K 1 are arbitrary, we get by making them close to K,
Applying the above asymptotic limit in the estimate of Lemma 3.13, we get the announced result in Corollary 3.15 above. Proof. This is clear from Lemma 3.14 and Theorem 3.2.
Summing up the results of Corollaries 2.6, 3.15 and 3.16, we end up with the proof of Theorem 1.2. All that remains is to prove Lemma 3.14. That will be the subject of the next section.
Proof of Lemma 3.14
The aim of this section is to prove Lemma 3.14. The proof in this subsection goes along similar lines as in Subsection 4.2 of [21] . Recall the operators A and B from (3.6).
Lemma 4.1. Consider the elliptic operators T
There exist elliptic operators R ±,τ ∈ Ψ 0 (∂Ω), with principal symbol σ 0 (R ±,τ ) = ±2, such that the operators
are of finite rank.
Lemma 4.1 could be considered folklore. In lack of a reference we provide a proof of its statement.
Proof. We let Ψ −∞ fin (∂Ω) ⊆ Ψ 0 (∂Ω) denote the ideal of finite rank smoothing operators. We consider the unital algebras
There is a quotient mapping A fin → A whose kernel is Ψ −∞ (∂Ω)/Ψ By Lemma 3.9, it is generically the case that T ±,τ is invertible. To simplify notation we setF ±,τ := R ±,τ T ±,τ − 1.
Lemma 4.2. Let q ∈ N \ {0}. There exists a finite rank smoothing operator F q :
where T τ,q is the elliptic operator defined by
where V is the operator defined in (2.5). Invoking Lemma 2.5, we write,
Using (3.11) and Lemma 4.1, we can write further,
Notice that v Ω and v K are in the domain of the operators L Ω and L K respectively, hence 
for some finite rank smoothing operator S q ∈ Ψ −∞ (∂Ω). Consequently, after applying this identity to the first term in (4.2) we get
As for the second term in (4.2),
SinceF ±,τ are of finite rank, it is clear that F q is of finite rank.
Lemma 4.3.
The operator T τ,q has discrete spectrum, and there exists a finite rank operator S τ,q ∈ Ψ −∞ (∂Ω) such that for some b, C > 0,
Proof. By an argument similar to that of Corollary 3.10, it follows from [23, Theorem I.8.4] and the Gårding inequality that T τ,q has discrete spectrum. We define the elliptic self-adjoint first order pseudo-differential operator
Since T τ,q has positive principal symbol, we see that T τ,q −T τ,q ∈ Ψ 0 (∂Ω) defines a bounded operator. The Gårding inequality implies that for some b, C > 0,
SinceT τ,q is of order 1, elliptic and self-adjoint, its spectrum is a discrete subset of R. The Gårding inequality implies thatT τ,q is bounded from below, so the spectrum ofT τ,q only accumulates at +∞ and there are only finitely many nonpositive eigenvalues. We define S τ,q ∈ Ψ −∞ (∂Ω) as the finite rank projection onto the non-positive eigenspace ofT τ,q . For a, possibly new, constant C, the Lemma follows because
Re ϕ, T τ,q ϕ L 2 (∂Ω) = ϕ,T τ,q ϕ L 2 (∂Ω) .
Proposition 4.4. The linear operator
is Fredholm.
Proof. We note that the strongly elliptic differential operator L − Λ q defines an elliptic boundary value problem when equipped with Dirichlet condition as in (4.4) . It follows that the linear operator given in (4.4) is Fredholm because it is a compact perturbation of the operator f → (L+λ)f ⊕γ 0,K f which is invertible for ℜ(λ) large enough. • for ϕ outside a finite-dimensional subspace of H 1/2 (∂Ω). This finite-dimensional subspace can be chosen as the orthogonal complement of the space γ 0,K ker (L − Λ q ) : H 1 (K) → H −1 (K) . We conclude that there exists a finite rank operator F K on H 1 (K), smoothing in the interior, such that whenever
for some constant C. 
Proof. Lemma 3.6 states that the operator T τ,q from Lemma 4.2 is an elliptic pseudo-differential operator of order 1 with positive principal symbol. Hence, by Lemma 4.3, there are constants b, C > 1 such that
for all ϕ ∈ H 1/2 (∂Ω). Applying the above estimates with ϕ = γ 0 P q f and f ∈ L 2 (R 2d ), and recalling (4.1), we get that the double inequality announced in the above lemma holds for all f ∈ L 2 (R 2d ) due to Lemma 4.2 and the fact that
Proof of Lemma 3.14. Let S τ,q ∈ Ψ −∞ (∂Ω) denote the finite rank operator from Lemma 4.2. The operator S τ,q γ 0 P q : L 2 (R 2d ) → L 2 (∂Ω) is a well defined finite rank operator since S τ,q is finite rank and P q L 2 (R 2d ) ⊆ C ∞ (R 2d ). Recall the finite rank operator F K on H 1 (K) from Remark 4.5 and let F K P q : L 2 (R 2d ) → H 1 (K) denote the finite rank operator f → (P q f )| K → F K [(P q f )| K ] which is well defined since (P q f )| K ∈ C ∞ (K). We define the space W q ⊆ L q by means of
The space W q is of finite dimension because all operators S τ,q γ 0 P q , F q and F K P q are of finite rank.
Step 1. Lower bound.
