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Abstract
In this thesis, we look closely at two fundamental problems that arise
within the context of multimedia blind watermark decoding and timing
channels steganalysis. The central problem considered, loosely speak-
ing, is that of implementing optimal (or near-optimal) strategies at the
receiver, which is typically tasked to perform reliable decoding or de-
tection, depending on the application at hand, in the presence of nu-
merous unavoidable statistical uncertainties that are rather unique to
the problem setup. A typical question we will be asking is, “Can we
perform reliable decoding of hidden data in spite of the presence of
unknown channel parameters?” or “How best can we detect presence
of hidden data with unknown, and rather arbitrary, host and obser-
vation statistics?” While such questions are naturally relevant from a
practical viewpoint, we draw additional inspiration for our study from
profound theoretical insights arising from our recent research.
As our solution to the first problem, we propose a new paradigm for
blind watermark decoding in the presence of various signal distortion
operations. Employing Forney-style factor graphs to model the water-
marking system, we cast the blind watermark decoding problem as a
probabilistic inference problem on a graph, and solve it via message-
passing. We study a wide range of moderate to strong distortions in-
cluding scaling, amplitude modulation, fractional shift, arbitrary linear
and shift invariant (LSI) filtering, and blockwise filtering, and show
that the graph-based iterative decoders perform almost as well as if
they had exact knowledge of the distortion channel parameters. Other
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desirable features of the graph-based decoders include the flexibility
to adapt to other types of distortions and the ability to cope with the
“curse of dimensionality” problem that seemingly results when the dis-
tortion channel parameters’ space has high dimensionality. These prop-
erties are unlike most blind watermark decoders proposed to date,
and close an important computational gap in favor of deploying joint
estimation-decoding strategies (shown to be theoretically optimal in
our earlier work) to cope with common signal distortions.
For the second problem, we propose new tools for steganalysis of queue-
based stegocodes over covert timing channels. We propose a univer-
sal estimator for the Kullback-Leibler (KL) divergence-rate between
the covertext process and the stegotext process. We empirically illus-
trate the performance of our estimator on some simple queue-based
stegocodes and study its convergence properties.
iii
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Chapter 1
Introduction
The problems that form the subject of this thesis consist of hiding
data in cover objects, such as images, videos, audio or possibly even
packet transmission instants in a communication network, wherein
data-hiding methods offer huge potential to address a variety of modern-
day problems. A few applications of data-hiding include copyright pro-
tection, fingerprinting, traitor tracing, content authentication, signa-
ture verification, media forensics and steganography. Data-hiding re-
search is relatively mature today, and plenty of resources, including sur-
vey papers [1–3], textbooks [4–8], and special issues of journals, such
as IEEE Transactions on Signal Processing supplements on secure me-
dia (October 2004 and February 2005), Proceedings of the IEEE special
issue on Digital Rights Management (June 2004), IEEE Signal Process-
ing Magazine (September and November 2003), etc., offer a detailed
overview of topics in this area.
1.1 Theory and Practice
For almost all of its existence, data-hiding research has proceeded along
two distinct, nonintersecting trails of thought. Many specialized, prac-
tical algorithms that have been developed for various data-hiding se-
tups lack sound theoretical backing and possess critical weaknesses.
On the other hand, fundamental theoretical analyses of data-hiding
systems, for cases where they exist, often overlook important practical
issues and therefore have little commercial relevance. This disturbing
lag between theory and practice can in fact be thought of as a primary
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reason for the lack of a “foolproof” watermarking (or fingerprint) en-
coding/decoding, and steganography/steganalysis algorithm till date.
Much of the theoretical advances in data-hiding, including computa-
tion of channel capacity for various problems of interest, have relied
on a crucial observation connecting data hiding to communication the-
ory [9]. Most data-hiding problems can be seen as an instance of com-
munication over a noisy channel, with a side-informed transmitter (and
possibly receiver). All the same, practical data-hiding channels differ
markedly from the simplistic noise models typically assumed to derive
information-theoretic insights in the standard communication setup.
In fact, it is frequently possible for channels in the data-hiding case to
possess one or more of memory, nonlinearity, time-variability, nonsta-
tionary and nonergodic properties, thereby rendering many theoreti-
cally well-motivated data-hiding algorithms (typically developed only
for simplified relaxations of the actual problem of interest) blatantly
unsuitable for direct use in real world applications.
The above discussion forms the basis for our choice of problems stud-
ied in this thesis. Both problems chosen admit elegant and analytically
tractable solutions, if only we had the luxury to ignore (or had exact
knowledge of) the bad world of incredibly rich noisy channel models
and/or complicated signal statistics intrinsic to our system setup. This
thesis forgoes that luxury, and attempts to make the most of theory and
practice to offer solutions that will eventually matter to commercial ap-
plications. We accomplish this with help from novel, fundamental tech-
niques from probabilistic inference and statistical estimation theory.
Let us now look at some problem specifics.
2
1.2 Two Problems
1.2.1 Robustness of Good Blind Watermarking Codes
The advent of the internet and other public information sharing net-
works has given rise to a multitude of applications where multimedia
watermarking plays (or has the potential to play) an important role.
Some of these applications involve the presence of an adversary at-
tempting to disrupt reliable communication of the information of inter-
est to the receiver. In particular, it has been observed that simple signal
distortion operations (e.g., scaling, amplitude modulation, global or lo-
cally varying shifts (warping), filtering, gamma correction, geometric
(spatial) transformations such as rotation, zooming, etc.) can have a
catastrophic impact on the performance of the decoder [10–13], usu-
ally measured via the probability of correctly decoding hidden data
(i.e., the watermark). Also, the decoder need not, in general, have ac-
cess to the original unmarked data, a scenario commonly referred to
as blind data-hiding [3]. Good performance can theoretically be ob-
tained using binning schemes [3, 14] such as quantization index mod-
ulation (QIM) and spread transform dither modulation (STDM), but
those schemes appear to be brittle against common distortion opera-
tions, as evidenced by a review of the literature. This challenge is, to
date, one of the most difficult and, hence, least resolved problems in
the field.
Broadly, three types of solutions have been proposed in the literature
to address this problem: embedding watermarks in an appropriate
distortion invariant domain [13, 15–19], embedding pilots (synchro-
nization sequences) to help with inverting the distortion(s) [20–26]
and employing a joint estimator-decoder that decodes the watermark
and estimates the distortion channel parameters simultaneously [10–
12, 27–29]. With the exception of [17] in a noise-free scenario, most
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invariant based approaches are tailored to handling simple (e.g., pure
scaling or pure shift) distortions, and so they offer little or no insight
into handling other complex scenarios. Pilots are not information bear-
ing; while convenient, they reduce the embedding efficiency and are
theoretically suboptimal [30]. A theoretically superior approach is to
design a code that lends itself to resynchronization, without wasting re-
sources in communicating training sequences that are not information-
bearing [24,25,31]; the joint estimator-decoders mentioned above can
be classified under this category.
As an example of this approach, some of the best results to date for the
blind embedding problem have been obtained by Balado et al. [10].
They explore the use of the expectation-maximization (EM) algorithm
for simultaneously decoding messages and estimating scale and delay
parameters. In more recent work [29], they explored the use of phase
locked loops as an alternative to the EM algorithm. Unfortunately, poor
performance is obtained when the channel distortion is moderate or
large.
The lack of any formidable breakthrough in combating simple distor-
tion operations on blind watermarking systems, in spite of several years
of research, inevitably leads one to wonder whether the poor perfor-
mance is due to some fundamental decoding limitation introduced by
the distortion channel, or is it merely suboptimal design? Our recent
work relating to this question uncovered a series of interesting revela-
tions, which we briefly summarize below.
1. The joint estimator-decoder is asymptotically optimal in the sense
that it has the same decoding error exponent as that of a coherent
decoder which knows the distortion channel exactly [32, 33]. In
other words, there exists a sequence of decoding rules gn so that,
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under certain regularity and smoothness conditions,
limsup
n→∞
max
θ ′∈Θ
1
n
log
Pe(θ
′, gn)
Pe(θ )
= 0, (1.1)
where n is the dimensionality of the real-valued host sequence, Θ
is the parameter space and Pe(θ ) is the decoding error probability
of the coherent decoder (that knows θ).
2. It is possible to obtain tight confidence bounds on the estimation
accuracy of distortion channel parameters at the receiver [34].
Specifically, the estimation error covariance matrix of the distor-
tion parameters, covθ[θˆ (y)], of any unbiased estimator can be
lower-bounded as
covθ[θˆ (y)]
 
ρ∑
i=1
Eθ
h
−∇2
θ
log p
(i)
θ ,m=0
(u(i))
i!−1
, (1.2)
where ρ is the number of independent components of the re-
ceived signal y, and {u(i)}i denote a ‘smart’ partition of y, with
the dimensionality of each element (i.e., u(i)) restricted to two.
More details can be found in [34].
3. Further, it is possible to explicitly identify receivers that get close
to the confidence bound in (1.2). Specifically, a joint estimator-
decoder that has access to huge computational power, and can
exhaustively search over the entire distortion parameter space,
almost achieves the bound in (1.2) for a wide variety of dis-
tortions (including scaling, shift, and any arbitrary linear shift-
invariant transformation) [34].
These are important results for an obvious reason: together, within sta-
tistical reason, they establish the joint feasibility of accurate distortion
channel parameters’ estimation and reliable blind decoding of the hid-
den message, thus answering a longstanding puzzle in the watermark-
ing community. However, favorable optimality properties notwithstand-
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Figure 1.1: A simple trojan horse (malware) + timing channel setup.
Here, an even (resp. odd) number of time slots between two consecu-
tive letters encodes bit 0 (resp. 1).
ing, the practicality of estimator-decoders remains a serious concern
due to the need for searches over a possibly large parameter space [34].
It is not clear how one could come up with efficient computational
methods, that possibly trade off speed against accuracy, for handling
various types of signal distortions. We explore this topic further in
Chapter 2.
1.2.2 Universal Steganalyzers for Timing Channels
Timing channels are covert channels where information is encoded into
the timings of packets sent by a transmitter [35, 36]. They can gen-
erally coexist with asynchronous communication networks, or when
data sources transmit packets at irregular time instants. Timing chan-
nels can be used (e.g., by military and intelligence agencies) to dis-
creetly communicate over public networks. On the other hand, tim-
ing channels can also be designed by an adversary for the same pur-
pose. The adversary might be a byzantine user in a computer network,
or a hacker who has gained unauthorized access to a computer and
leaks out information residing in the system (e.g., passwords, encryp-
tion keys, or other sensitive data). The latter problem is also referred
to as data exfiltration, and a simplified version of the same is shown
in Figure 1.1. One can think of the transmitter as being involved in
an interactive communication session (e.g., instant messaging). The
steganographer has access to these packets (possibly via malware in-
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stalled on the transmitter’s computer) and modulates the time between
keystrokes to covertly communicate a message of importance to the
corresponding covert receiver. The modulation is done in such a man-
ner that an even (resp. odd) number of time slots between two con-
secutive packets represent bit 0 (resp. bit 1). If an interarrival time
matches the desired bit (w.r.t. parity), the steganographer does not
modify it; otherwise he delays the incoming packet by one time slot.
He does not modify or delete packets, nor does he need to know the
packet contents.
As a mandatory requirement, regardless of whether intent is malicious
or otherwise, users of covert timing channels desire that the very pres-
ence of this transmission remains hidden from the network adminis-
trator (and anyone else). Steganography in timing channels deals with
the problem of designing communication schemes that are statistically
undetectable, relative to the default communication pattern in the net-
work (one in which the covert channel is not exploited).
The dual problem of steganography is steganalysis, that is, detection of
hidden information within a dataset. In applications of covert commu-
nication, steganalysis assumes a great deal of significance, and its study
is inseparable from that of steganography itself. It would be unsafe
for the transmitter to be unaware that its communication is detectable
using advanced statistical methods; dually, the steganalyzer could be
lulled into a false sense of security stemming from his ability to detect
a few rudimentary steganographic operations. Steganalysis presents
significant advantages over alternative adversary disruption strategies
such as jamming that disrupt normal packet traffic and cause latency
and packet transmission errors. Hence, detecting covert communica-
tion via steganalysis is a less disruptive and more desirable approach
to dealing with network intrusions. Detection has been considered a
difficult problem in the timing channel literature, and in fact only a
7
few papers have broached the subject [37,38].
If one has access to (or is able to accurately estimate) the joint statis-
tics of interpacket times, both with and without hidden data, the task
of testing an observed dataset (i.e., interpacket times) for presence
of hidden information is straightforward. The optimum thing to do
(w.r.t. minimizing Bayesian risk) would be to evaluate the standard
log-likelihood ratio corresponding to the given dataset, and declare
presence or absence of hidden data as appropriate. Unfortunately, for
most interesting situations (that typically arise when the encoder is
reasonably smart), this is a tall order, even if we have access to large
amounts of labeled covertext and stegotext1 data. This is because smart
encoders (e.g., see queue-based encoders of Section 3.3) try to maxi-
mize their undetectability by intelligently introducing (possibly long
range) correlations in the stegotext, thereby inducing a “curse of di-
mensionality” problem for the estimation of stegotext joint statistics
from finite data. Although typically less pronounced than with stego-
text statistics, correlations can also exist in covertext data, leading to
similar estimation difficulties.
Given these practical issues, we ask the following questions: In the
absence of likelihood-ratio tests, what is the next best option? Is it pos-
sible to devise universal detection rules for the above problem setup?
Can we guarantee anything (e.g., consistency, computational complex-
ity) for universal detection rules, if they exist?
1modified covertext, containing hidden information
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1.3 About This Thesis
1.3.1 Main Contributions
The contributions of this thesis are two-fold.
First, to address questions raised in Section 1.2.1, Chapter 2 introduces
a practical computational framework for decoding in the presence of
several signal distortions using graphical models for the host signal, the
watermarking code, and the distortion channel.2 These models appear
to be particularly appropriate for watermarking of media signals be-
cause the underlying probabilistic models are local, and inference prob-
lems such as watermark decoding can be solved using iterative belief
propagation (a.k.a. message-passing) algorithms. We will illustrate our
approach with numerical results for various moderate to strong inten-
sity scaling, amplitude modulation, fractional shift, and other (global
and blockwise) LSI filtering operations.
Second, to address the questions of Section 1.2.2, Chapter 3 presents a
goodness-of-fit test for performing steganalysis in timing channels. The
test operates via an estimate of the Kullback-Leibler (KL) divergence-
rate between covertext and stegotext processes, a quantity fundamen-
tal to both the design and analysis aspects of stegocodes for timing
channels. As a means to the end, we propose a novel match-length
based estimator for the KL divergence-rate between covertext and ste-
gotext processes, and study its convergence properties using various
queue-based stegocodes for timing channels.
2The reader is referred to the books by Lauritzen [39], Pearl [40] and Frey [41]
as well as the articles [42–44] for a general introduction to graphical models.
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1.3.2 Organization
The rest of the thesis is organized as follows. Chapters 2 and 3 present
a detailed study of the problems introduced in Sections 1.2.1 and 1.2.2
respectively. Chapter 4 discusses some promising future directions of
our work. Finally, Appendix A presents details of a parameter estima-
tion algorithm used in Chapter 2.
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Chapter 2
Distortion-Resilient Blind
Watermark Decoding
This chapter is organized as follows. Following some notation and def-
initions in Section 2.1, we provide our system model and motivate the
distortion-resilience problem further in Section 2.2. Graphical models
are introduced in Section 2.3 and the proposed decoding algorithm is
presented in detail in Section 2.4. Experimental results corresponding
to various distortion models are reported in Section 2.5. We briefly
summarize the chapter in Section 2.6, following a discussion highlight-
ing some caveats associated with our algorithm.
2.1 Notation
The following will remain in effect throughout this chapter.
• Both random variables and their realizations are denoted by low-
ercase letters; the context will make the notation clear on all
occasions.
• Boldface letters denote sequences of real numbers, e.g., x= (x i)i∈I ,
where I is a finite set.
• ‖x‖¬
p∑
i∈I x
2
i , the Euclidean norm of x.
• The probability density function (pdf) of x is pX; pX(x) (or in
short p(x)) denotes the pdf evaluated at a point x.
• The probability density function (pdf) of x conditioned on y is
px|y; px|y(x|y) (or in short p(x|y)) denotes the conditional pdf
evaluated at a point x.
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Figure 2.1: Communication model for watermarking.
• N (µ,σ2): Gaussian distribution with mean µ and variance σ2.
• δ(·): Dirac impulse.
2.2 System Model
A fairly general communication model for watermark decoding is de-
picted in Figure 2.1. A length-nb message, such as a digital signature,
m = {mi, 1 ≤ i ≤ nb} ∈ {0,1}
nb is embedded in a multidimensional
real valued host sequence s = {si, i ∈ I }, aided by side information
k ∈ R|I | shared with the receiver. The signal after embedding is de-
noted by x = f (s,m,k) and referred to as the watermarked (or simply
the marked) signal. In some cases, no embedding takes place (say
when m = ;), and the encoding function f simply reproduces s. The
receiver does not observe x directly. It only observes the output of
an insecure channel modeled by a conditional distribution p(y|x). For
instance p(y|x) could be a simple memoryless channel, such as an ad-
ditive white Gaussian noise (AWGN) channel. But the insecure channel
need not be memoryless or even causal (see the examples of Section
2.5).
The encoder is assumed to act blockwise on the host: the embed-
ding function f (·) factors into nb embedding functions fb that act in-
dependently on nonoverlapping b-dimensional host subblocks, where
b = |I |/nb. More precisely, the host, the marked sequence and the key
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may be partitioned as
s =

s(1), s(2), . . . , s(nb)

, (2.1)
x =

x(1),x(2), . . . ,x(nb)

, (2.2)
k =

k(1),k(2), . . . ,k(nb)

, (2.3)
where
x(i) = fb(s
(i),mi,k
(i)) ∈ Rb, 1≤ i ≤ nb. (2.4)
The function fb(·) in (2.4) is the scalar DC-QIM embedding function
acting on each component of s(i), i.e.,
x
(i)
j = (1−α)s
(i)
j +Qmi(αs
(i)
j − k
(i)
j ) + k
(i)
j , (2.5)
where i = 1,2, . . . nb; j = 1,2, . . . b; x
(i)
j is the j
th component of x(i);
α ∈ (0,1] is the distortion-compensation (Costa) parameter; Qm(s) =
Q
 
s − (−1)m∆
4

+ (−1)m∆
4
is the shifted quantizer associated with bit
m ∈ {0,1}; and Q(·) is the prototype scalar uniform quantizer with
step size ∆. As implied by (2.5), the same bit mi is embedded in each
component of s(i), thereby inducing a rate R = 1/b repetition code
within each subblock x(i). The host-to-watermark ratio (HWR) of the
embedding process is given by
HWR¬
1
|I |
‖s‖2
D1
, (2.6)
where D1 =
∆2
12
is the watermark power1. The setup of Figure 2.1 is
applicable both to authentication problems (in which case the embed-
ding rate R is typically small) and to data hiding (where R is large).
The receiver has access to the received signal y and side information
1For a wide range of host signals, the dynamic range of the host is much larger
than the quantization step size∆, enabling us to approximate the watermark embed-
ding distortion per sample to be uniformly distributed in the interval [−∆
2
, ∆
2
).
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Figure 2.2: Model for overall channel: noise + distortion.
k and produces an estimate of m. We assume that the receiver knows
the type of signal distortion, and the statistical models of the host and
the distortion channel, but not necessarily the exactchannel parame-
ters. The side information k may be a cryptographic key, but can also
be used to convey information about s to the receiver. A blind receiver
is not given access to the host s. For our purposes, we assume k is in-
dependent of s and, as diagrammed in Figure 2.2, model the insecure
channel as the cascade of an additive Gaussian noise channel followed
by a distortion transformation2 parameterized by θ . In the simplest
setting, the dimensionality of θ does not depend on the signal size |I |;
more generally, θ may be a sequence θ (i), 1 ≤ i ≤ |I |, that exhibits
temporal coherence properties, i.e., it is slowly varying, with occasional
jumps. A hypothetical decoder that is informed of the values of these
parameters is a coherent decoder; a decoder that does not is a noncoher-
ent decoder. We shall be interested in constructing good noncoherent
decoders, and in estimating the noncoherent decoding penalty.
2Although the separation is blurry, throughout this thesis, we will use the terms
‘noise’ and ‘distortion’ to distinctly refer to, respectively, the additive noise block at
the front end of our overall channel, and the parameteric signal transformation that
follows it.
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2.3 Graphical Models
A particularly exciting opportunity in the watermark decoding problem
is the possibility to combine the Bayesian paradigm for optimal decision
making with inference techniques on graphical models [40–42]. For
instance, classical Kalman filtering (or Kalman smoothing) may be in-
terpreted as an instance of probabilistic inference in a special Gaussian
graphical model. The use of Bayesian recursive filters in lieu of Kalman
filters is a natural extension to this technique to nonlinear state-space
models.
The opportunity of graphical models in the context of watermark de-
coding consists of a way to embed a message with some redundancy
in a host which can exhibit long range dependencies among the sig-
nal components. The final estimation can then be organized in such
a way that the Bayesian estimator and an estimator for the data re-
dundancy iteratively solve the probabilistic inference problem. This
iterative approach to estimating data in noisy environments has been
successful in data transmission and is dubbed the “turbo” principle. In
our context we want to fully exploit the power of this approach even
in hostile and difficult environments as would be constituted by an ac-
tive distortion transformation on the decoding scheme. As such, our
approach is motivated by work on the probability propagation (sum-
product) algorithm for iteratively decoding error-correcting codes such
as turbo codes [41]. Until recently, optimal decoding even on Gaus-
sian channels was thought to be intractable. However, it turns out that
probability propagation in a graphical model describing the code solves
the problem for practical purposes.
The power of this approach is even more apparent in higher (e.g., two)
dimensional data sets as they naturally appear in watermarking of im-
ages or video sequences. In other words, the “curse of dimensionality”
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is a problem that is efficiently addressed in graphical models. In fact,
one can argue that graphical models were specifically invented to cope
with inference problems in high-dimensional setups. In this case, a
graphical model may be used to estimate a distortion or alteration in
the properties of the host data. The essential trick is to find a decompo-
sition of the posterior probability density function such that estimation
and hypothesis testing has a tractable structure. The generic problem
in our problem setup would be one where the adversary has K possible
transformations (the first one being time warping, possibly using a mul-
tiscale representation for the warping process; the second one might be
an amplitude modulation, again using a multiscale representation for
the envelope; etc.). The key to coping with the dimensionality of such
a model is to find (or model) a factorization of the probability den-
sity as is done, for example, in factor graphs [41, 42]. Once this is
done, powerful inference algorithms such a the sum-product algorithm
can effectively construct excellent approximations to the global objec-
tive function [41, 42], and together with a powerful, interleaved code
that protects the embedded data, we can obtain an efficient scheme
for data embedding. Moreover such a scheme is computationally feasi-
ble due to its inherent divide-and-conquer philosophy, thereby making
parallelized implementation approaches feasible. This approach has
revolutionized much of communications in the last few years and we
believe that it holds the potential to give similarly significant and prac-
tical improvements for the watermark decoding problem; experimental
evidence presented later on in this chapter will add further credence
to this belief. We will study the simple (and yet powerful) message-
passing algorithm in the next section.
2.4 Message-Passing Decoding Algorithm
The application of the message-passing algorithm to find an approxi-
mate maximizer (or even better, an exact maximizer, e.g., if the graph
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is a tree) to the desired objective function (here p(m|y)) is a three step
procedure:
1. Graph: Write down the Forney-style factor graph (FFG) corre-
sponding to the system at hand [42, 45]. To do this, we need
to first factorize the joint probability distribution of all variables
involved in the system using the appropriate conditional proba-
bilities, thus resulting in several factors that typically depend on
a rather small subset (e.g., cardinality two or three) of all vari-
ables in the system. The construction of the corresponding FFG
is then straightforward, and follows the following rules:
(a) A unique node for every factor.
(b) A unique edge (connecting two nodes) or half edge (con-
nected to only one node) for every variable.
(c) The node representing some factor g is connected with the
edge (or half edge) representing some variable x if and only
if g is a function of x.
This is best explained through an example. For ease of exposition,
let us momentarily assume that the distortion transformation in
Figure 2.2 does nothing (i.e., y = z). Further, let us assume
that all signals are one dimensional, the embedding rate is R =
1/|I |, and we use the following Markov random field based pdf
to model the host s:
p(s) =
1
Z
∏
i∈I
ψ(si,σ
2
sa
)ψ(si − siE,σ
2
sb
), (2.7)
where ψ(s,σ2) = 1
σ
p
2π
exp {−s
2
2σ2
} is the Gaussian pdf, Z ,σ2
sa
,σ2
sb
are constants and the index iE refers to the host sample located
to the east (right) of i (cycle around if necessary since we as-
sume periodic extensions of the images). Here, the joint pdf of
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Figure 2.3: Factor graph toy example for Section 2.4. Note that edges
marked with double arrows are connected to each other, thus creating
a loopy graph modeling host statistics. Text within circles denotes node
labels, used for convenience.
all system variables factors as follows:
p(m, s,x,w,y) = p(m)
1
Z
∏
i∈I
ψ(si,σ
2
sa
)ψ(si − siE,σ
2
sb
)︸ ︷︷ ︸
p(s)
·
∏
i∈I
 
p(x i|si,m)p(wi)p(yi|x i,wi)

︸ ︷︷ ︸
p(x|s,m)p(w)p(y|x,w)
,
(2.8)
and the factor graph corresponding to the joint pdf of (m, s,x,w,y)
is given in Figure 2.3. The “+” and “=” blocks are special factor
nodes representing the zero-sum and equality constraint nodes
respectively; the reader is referred to the tutorial paper by Loeli-
gar [45, Section 2] for a lenghtier introduction to the zero-sum
and equality constraint nodes. For the sake of brevity, we omit
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the second argument to ψ(·) in the graph.
2. Schedule: Pick a schedule according to which the messages cor-
responding to each edge on the graph will be updated. There
are two messages corresponding to each edge – we shall refer
to these as the forward and backward messages. The forward
messages are updated in the ‘forward pass’ of the message up-
dating step, and similarly for the backward. For all of our exper-
iments, we stick to the ‘logical’ forward schedule as suggested by
the block diagram in Figure 2.1, left to right; i.e., in Figure 2.3,
the forward messages are propagated from the host level to the
marked signal level, and then further downwards. The whole
forward sequence of propagation is then retraced to complete the
‘backward pass,’ thereby completing one iteration of a full mes-
sage update. A valid schedule for the factor graph of Figure 2.3
is given in Table 2.1.
3. Update and Iterate: This one is the message updating step, and
is rather straightforward. All messages, forward and backward,
corresponding to every edge in the graph are initialized to 1 in
the beginning. Thereafter, in accordance with the chosen sched-
ule, update of an outgoing message µn(tn) at an arbitrary node
with factor λ(·) (i.e., λ could be any of the individual factors in
(2.8)) and incoming messages µ1(t1),µ2(t2), . . . µn−1(tn−1) (see
Figure 2.4) takes the following general form:3
µn(tn) =
∫
Rn−1
 
n−1∏
i=1
µi(t i)
!
λ(t1, t2, . . . , tn) d t1 . . . d tn−1. (2.9)
3Note that the factorization process, as done in (2.8), typically results in factors
containing only a small number of variables, thereby making the computation in (2.9)
tractable.
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Table 2.1: A message update schedule (one forward pass and one back-
ward pass) corresponding to the factor graph of Figure 2.3. Here, for
arbitrary U and V , µU→V denotes the message directed from node la-
beled U to node labeled V .
Forward Pass Backward Pass
Update µM→=0 for i = |I | to 1
Update µ+i→Wi
for i = 1 to |I | end
Update µ=0→Ei
end for i = |I | to 1
Update µ+i→Ei
for i = 1 to |I | end
Update µSi→=i
end for i = |I | to 1
Update µEi→=i
Update µ=1→G|I |1 end
Update µG|I |1→=|I |
for i = 1 to |I | − 1 for i = |I | − 1 to 1
Update µ=i+1→Gi,i+1 Update µ=i→Gi,i+1
Update µGi,i+1→=i Update µGi,i+1→=i+1
end end
Update µ=|I |→G|I |1
for i = 1 to |I | Update µG|I |1→=1
Update µ=i→Ei
end for i = |I | to 1
Update µ=i→Si
for i = 1 to |I | end
Update µEi→+i
end for i = |I | to 1
Update µEi→=0
for i = 1 to |I | end
Update µWi→+i
end Update µ=0→M
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Figure 2.4: Message update at factor node.
This step is therefore purely about updating messages at each
node according to the schedule chosen above, until some con-
vergence criterion is met.4 In this work, since we are interested
in decoding the watermark, we iterate until the decoder’s output
stabilizes for τ iterations, where τ is a small number (< 10) cho-
sen apriori. Choosing τ = 1 will suffice if the underlying FFG
is nonloopy, but this is typically not the case in our problems of
interest.
Note that in the special case when λ corresponds to an equality
constraint node, (2.9) simplifies to:
µn(tn) =
n−1∏
i=1
µi(tn). (2.10)
Another frequently encountered scenario is when λ is the zero-
sum constraint node and n= 3. Here, (2.9) simplifies to a simple
convolution:
µ3(t3) =
∫
R
µ1(t1)µ2(t3− t1)d t1. (2.11)
4These algorithms are generally known to converge to local extrema, and con-
vergence to globally optimum solutions is difficult to guarantee, especially when the
underlying graph is heavily loopy (as is the case in our problems of interest), and/or
when the messages are rather irregular, e.g., multimodal (again, as is the case in our
problems of interest).
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A remark on the actual computation of the integral involving continu-
ous valued variables in (2.9): Several ways to do this include simple
discretization of continuous valued messages, parametric updates, and
particle methods wherein messages are represented as lists of samples.
A detailed summary of the various methods can be found in Dauwels’
doctoral thesis [46]. In this work, all messages are computed in a dis-
cretized fashion, excepting when explicit parametric updates are possi-
ble (more details regarding this in Section 2.5).
2.5 Experimental Results
All our experiments have been done on two dimensional (256× 256)
signals, including synthetic and photographic images. We model the
host s = {si, i ∈ I } as a Gaussian Markov random field (MRF) with
first-order neighborhoods as follows:
p(s) =
1
Z1
∏
i∈I
ψ(si −µs,σ
2
sa
)ψ(si − siE, 4σ
2
sb
)ψ(si − siN , 4σ
2
sb
), (2.12)
where I again denotes the pixel index set; ψ(s,σ2), as defined earlier,
is the Gaussian pdf; and si, siE and siN denote the pixel intensities at
location i, one pixel to the east, and one north of (or directly above)
i, respectively (cycle around if necessary).5 Z1 is the normalization
factor for the pdf. We will also stick to an information embedding
rate of R = 1/8 (one bit is embedded into each 4× 2 subblock of the
host) throughout as it helps with making comparisons from various
experiments. We will focus on five types of distortion models described
below:
(M1) Amplitude scaling: y = θz, where in our experiments, θ is a
Gaussian random variable with mean 1 and standard deviation
0.2. Alternatively, we may have θmin ≤ θ ≤ θmax in which case the
5If the model parameters are not known a priori at the receiver, they should be
estimated. We discuss this in Sections 2.5.2 and 2.5.3.
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statistics of θ have to be modeled appropriately. Though seem-
ingly simple, this problem has earned the attention of many re-
searchers in the past, and continues to remain a challenging one
especially when the scaling intensities are far away from unity.
(M2) Amplitude modulation (AM): The factor graph corresponding
to this model is shown in Figures 2.5 and 2.6. This can be thought
of as a generalization of (M1) where the scaling parameter varies
spatially. Let IP ¬ {I
(1),I (2), . . . I (J)} be a partition (e.g., rect-
angular tiling) of the pixel domain I . The AM field is parameter-
ized by a collection of parameters θ , and we model this as a Gaus-
sian Markov random field with unit (or in general, some known)
mean and first-order neighborhoods, acting independently across
nonoverlapping subblocks of the host. The dependencies within
each subblock are described by
p(θ ( j)) =
1
Z2
∏
i∈I ( j)
ψ(θi−µθ ,σ
2
θa
)ψ(θi−θiE, 4σ
2
θ b
)ψ(θi−θiN , 4σ
2
θ b
),
(2.13)
∀ j = 1 to J , where θ ( j) is the amplitude modulation field acting
on I ( j), µθ = 1, and all other quantities, including the (block-
wise) cycling around effect, are defined similarly as in (2.12).
For example, the constant scaling operation on the entire image
(as in (M1)) corresponds to the simple tiling IP = {I } and the
limiting case of σθ b ↓ 0. Any other arbitrary tiling with σθ b ↓ 0
will correspond to a piecewise constant AM distortion. Introduc-
ing additional dependencies in the AM field across subblocks can
only make the inference problem easier (but possibly with an
added computational cost) as this effectively decreases the num-
ber of independent parameters to estimate. Similarly, decreasing
the information embedding rate can also only make the inference
task easier.
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Figure 2.5: Top: A dependency graph for the full probabilistic model
corresponding to (M2), Section 2.5. For clarity, we only show a 4× 2
cross-section of the graph into which one bit is embedded. The embed-
ding rate is R = 1/8. Bottom: Factor graph (Forney-style) correspond-
ing to the ‘θ -plane’ in the dependency graph. A few of the factor nodes
are labeled for the sake of exposition. Due to space constraints, we omit
the second argument to ψ(·) in the diagram. For added clarity, we also
show the full factor graph skeleton for the AM case in Figure 2.6.
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Figure 2.6: A skeletal representation of the Forney factor graph corre-
sponding to (M2), amplitude modulation. The meshes labeled “host-
MRF” and “θ -MRF” are constructed in a manner similar to the bottom
graph of Figure 2.5 and are not shown in detail due to space con-
straints. Vertical branches, similar to the one depicted above, exist be-
tween all corresponding (vertically aligned) nodes on the “host-MRF”
and “θ -MRF” meshes. Again, we omit drawing those to reduce clutter.
In this work, we will assume that the AM field acts independently
on 8× 8 blocks of the host. In the limiting case of σθ b ↓ 0, this
constitutes an AM distortion with 32× 32 independent parame-
ters. Though this may not constitute a typical “smooth” distortion
operation, we report results for this case to illustrate the power
of our approach. The same algorithm can however be applied
to smoother (and typically more commonly encountered) distor-
tions, as will be soon seen in Section 2.5.2.
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(M3) LSI filtering: y= z ⋆hθ , where ⋆ denotes linear convolution and
hθ is an arbitrary two-dimensional linear shift-invariant (LSI) fil-
ter parameterized by a random variable θ whose statistics are
assumed to be known to the receiver. For LSI filtering operations,
we perform the watermark embedding in the Fourier domain,
while ensuring that the marked signal remains real valued. The
choice of Fourier domain is motivated by the desire to induce
a factor graph that has as few loops as possible (also see com-
ments in Section 2.6). This embedding procedure is explained
in detail in [34] (Algorithm 1). For illustration purposes, in this
work, we will use the filter hθ obtained by cascading the zero-
phase ‘exponential’ one-dimensional (low-pass) filter applied in
both directions:
gθ = IDFT

θ (0),θ (1),θ (2),θ (3), . . . θ (2),θ (1)

, (2.14)
where6 θ (i) ¬ max(θ i,ε), θ ∼ N (0.5,0.12), and IDFT denotes
the inverse DFT. The constant ε is small, say 10−4, and is em-
ployed to prevent numerical instabilities during channel inver-
sion.
(M4) Fractional (spatial) shift: This can be seen as a special case of
(M3), but as in many other watermarking papers, we shall give
it some special attention. In the one-dimensional case, y(n) =
z(n− θ ) for integer shift θ . If θ is not an integer,
y(n) =
∑
i
hi(θ )z(n− i) (2.15)
is a resampled version of the shifted, interpolated signal z, where
6Note that i is merely a superscript index in θ (i), but an exponent in θ i .
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hi(θ ) are the taps of the interpolation filter (would be a sinc for
bandlimited interpolation; we will use the bicubic kernel). If θ
is a constant, (2.15) is a particular linear shift-invariant filter. If
θ varies slowly over space (as is the case with spatial warping),
(2.15) is a linear shift-variant filter. This model can be extended
to images by applying the same one-dimensional filter along each
direction.
(M5) Blockwise filtering and shift: The filter is assumed to act inde-
pendently on 8× 8 blocks of the host; this means a total of 322
different (and possibly correlated) values of θ for a 256 × 256
host. We use the same models for LSI filtering and shift as in
(M3) and (M4), respectively, the only difference being that the
filter parameter θ now varies spatially. The 32 × 32 θ field is
modeled to be drawn from a Gaussian Markov random field as in
(M2) with parameters µ˜θ , σ˜θa and σ˜θ b.
Joint estimation of the distortion parameters and the embedded bits is
performed independently on nonoverlapping 8×8 subblocks of the host,
and this is found to be sufficient to yield good decoding performance.
Yet, this is a suboptimal approach because the observed image samples
are correlated due to the dependencies introduced by the host. Using
more samples (e.g., the entire host image) for performing the joint
estimation could improve decoding performance, but at the significant
cost of complexity and speed.
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2.5.1 Synthetic Host Signals
Here, we present some experimental results on synthetic host signals.
A 256× 256 host with µs = 0 and σsa = σsb = 50 is drawn according
to (2.12) by Gibbs sampling [47]. Watermarking is done as described
earlier for various distortions, (M1) through (M5). The distortion com-
pensation parameter is chosen in agreement with Eggers’ value, i.e.,
α =
Æ
WNR
WNR+2.7
, which is nearly optimal in the sense of maximizing
the rate of reliable communication over an additive white Gaussian
noise channel [26]. The host-to-watermark ratio (HWR, see (2.6))
is 25dB, and the watermark-to-noise ratio (WNR ¬ D1/D2) is varied
from −2dB to 1dB. Here, D2 denotes the variance of additive Gaussian
noise w. Independent bits are embedded in 4×2 blocks of the host. As
explained earlier, the same bit is embedded in each component (pixel)
of the subblock, thereby inducing a simple rate 1/8 repetition error
correction code within each 4× 2 subblock of the host. We evaluate
the bit error rate
Pe =
1
nb
nb∑
i=1
1{mi 6=mˆi} (2.16)
for the estimator-decoder described in Section 2.4, and compare it with
that of the coherent decoder (denoted by P∗
e
) that knows θ . Numerical
results for various values of model parameters, and for each of the dis-
tortion models (M1) through (M5) are given in Figures 2.7, 2.8, 2.9,
2.10 and Tables 2.2, 2.3.
The performance of the noncoherent decoder is seen to be almost as
good as that of the coherent one in most experiments, for a wide range
of distortion intensities, ‘mild’ to ‘strong’. To the best of our knowledge,
no previous work has demonstrated such resilience to distortions with
such strong intensities. In [10], where Balado et al. report results for
scaling and fractional shift distortions, the decoder’s performance be-
gins to deteriorate rapidly outside a narrow scaling range of (0.9,1.1).
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Figure 2.7: Numerical results for (M1) – Amplitude scaling, with syn-
thetic host, and scaling parameter θ . HWR= 20dB.
Table 2.2: Numerical results for (M2) – Amplitude modulation by
Gauss-Markov amplitude field θ . HWR= 25dB,WNR= 0dB.
# σθa σθ b
Pe (M2)
Section V-A Section V-B
1. 1 10−4 0.027 0.035
2. 5 10−4 0.060 0.0598
3. 0.1 0.1 0.028 0.041
4. 0.1 0.5 0.031 0.048
P∗
e
0.0253 0.0310
A similar behavior can be seen in the results of Miller et al. [19] for scal-
ing intensities above 1.1. In contrast, our decoders nearly match the
performance of the coherent decoder even when the scaling intensities
are far away from unity. Similarly, for the fractional shift distortion an-
alyzed by Balado et al. [10], the error probability numbers quickly rise
up to 0.5 for shifts as low as 0.2; in contrast, the graph-based decoder
is seen to perform well for shifts even as high as 2.5. Similar compar-
isons hold for other types of distortions as well.
Finally, it is also illustrative to compare the decoding performance of
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Figure 2.8: Numerical results for (M1) – Comparison of our decoder
with that of rational dither modulation (RDM). HWR = 25dB,R = 1
bit/sample. L denotes the ‘memory length’ in RDM.
Table 2.3: Numerical results for (M5) – Blockwise filtering (Rows 1, 2,
3, 4), Blockwise shift (Rows 5, 6, 7, 8). HWR= 25dB,WNR= 0dB.
# µ˜θ σ˜θa σ˜θ b
Pe (M5)
Section V-A Section V-B
1. 0.4 0.1 0.1 0.0331 0.0399
2. 0.4 0.2 0.1 0.0318 0.0364
3. 0.6 0.05 0.01 0.0292 0.0602
4. 0.6 0.01 0.01 0.0377 0.0591
5. 1 0.5 0.1 0.0411 0.0551
6. 1 0.5 0.1 0.0597 0.0347
7. 1.5 0.05 0.01 0.0331 0.0529
8. 1.5 0.01 0.01 0.0318 0.0499
P∗
e
0.0253 0.0310
our scheme with that of ‘rational dither modulation’ or RDM [13], a
recently proposed modification of the standard QIM encoder to specifi-
cally combat scaling distortions. Figure 2.8 plots the performance of
our scheme against that of the coherent decoder, and the encoder-
decoder setup of RDM. In the plots, L denotes the memory length
parameter in RDM; more details can be found in [13]. Simulations
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Figure 2.9: Numerical results for (M3) – LSI filtering with an ‘exponen-
tial’ low-pass filter, and synthetic host. HWR= 25dB.
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Figure 2.10: Numerical results for (M4) – Fractional shift by θ , with
synthetic host. HWR= 25dB.
are performed on a one-dimensional host consisting of 256 samples,
drawn from a Gaussian MRF with parameters µs = 0,σsa = 50,σsb =
50,HWR = 25dB,WNR ∈ [5dB,15dB]. The embedding rate is one
bit per sample, i.e., no error correction code is employed. As one can
note from Figure 2.8, our system outperforms RDM uniformly over this
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range of WNRs, which is encouraging considering that our encoder is
generic and was not specifically tailored to handle scaling. Also note-
worthy is that while RDM is designed to be asymptotically invariant to
constant scaling distortions, the authors also report that their method
does not satisfactorily combat spatially varying scaling. This is disap-
pointing, as spatially varying scaling can be thought of as the most
elementary generalization of spatially constant scaling distortion, and
yet the benefits of RDM do not carry over. In contrast, we are able to re-
port good distortion-resilience even on spatially varying scalings of the
watermarked image, by using the same, unified decoder framework.
2.5.2 Real Host Images
The experiments of Section 2.5.1 were repeated on a 256× 256 image
of Lena. We perform watermarking, as described in earlier sections,
but in the wavelet domain. We use the difference between the origi-
nal image and the low-pass approximation version obtained from the
16×16 approximation coefficients of a four-level Daubechies-4 discrete
wavelet transform (DWT) as input to marking algorithms described in
earlier sections. As before, the host-to-watermark ratio is maintained at
25dB, and the watermark-to-noise ratio is varied from −2dB to 1dB.
The parameters σsa and σsb for modeling the difference image as in
(2.12) are obtained as pseudo-maximum likelihood estimates (see Ap-
pendix A), and shared with the decoder. As we will see later in Section
2.5.3, accurate estimates of these parameters are not really necessary.
Numerical results for various values of model parameters, and for each
of the distortion models (M1) through (M5), are given in Figures 2.11,
2.12, 2.13 and Tables 2.2, 2.3.
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Figure 2.11: Numerical results for (M1) – Amplitude scaling, with
Lena, and scaling parameter θ . HWR= 25dB.
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Figure 2.12: Numerical results for (M3) – LSI filtering with an ‘expo-
nential’ low-pass filter, and Lena. HWR= 25dB.
33
0 0.5 1 1.5 2 2.5 3 3.5
10−2
10−1
100
θ →
P e
(θ)
M4: Fractional shift, Host: Lena
 
 
WNR = 1dB, P
e
∗
 = 0.0200
WNR = 0dB, P
e
∗
 = 0.0310
WNR = −1dB, P
e
∗
 = 0.0501
WNR = −2dB, P
e
∗
 = 0.0768
Figure 2.13: Numerical results for (M4) – Fractional shift by θ , with
Lena. HWR= 25dB.
The images of Figure 2.14 and 2.15 illustrate the intensity of various
distortions. As mentioned earlier, all the numbers reported in Table 2.2
correspond to an MRF acting independently on nonoverlapping 8× 8
subblocks of Lena (Figure 2.14(b)). However, primarily to serve as
a visual aid, we also show images corresponding to a 64 × 64 tiling
as well (Figure 2.14(c)). It may be noted that the latter is in fact an
easier inference problem, but our algorithm is capable of producing
near-coherent decoding even on the former. Also shown (in Figure
2.14(d)) is an example of a “smooth" AM distortion, for which the
same algorithm can be applied blindly, so long as the AM field stays
roughly a constant over 8× 8 subblocks of the image (as is the case in
Figure 2.14(d)).
2.5.3 Robustness to Host Modeling Mismatch
Here, we investigate the robustness of our algorithm to mismatches in
host modeling. This is an important issue, especially when working
with natural images, as it may not be feasible (or practical) to obtain
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(a) Original Lena (b) For Table 2.2, Row 2
(c) AM distortion #2 (d) AM distortion #3
Figure 2.14: Various desynchronized versions of Lena. It may be noted
that no noise has been added to the images above (i.e., w = 0). Also
see Figure 2.15.
an accurate characterization of the underlying statistics of the host im-
age.
We repeat the experiments of Section 2.5.1, using the AM model from
(M2), but with a twist. Host samples are drawn from a mismatched
model of (2.12), with σsa,σsb replaced by σ˜sa, σ˜sb respectively. The
performance of the mismatched decoder is reported in Table 2.4. The
results show that the decoder is capable of tolerating host modeling
mismatches to a significant extent, a property that will be useful when
working with natural and photographic images as it may not be possi-
ble to get accurate modeling parameter estimates for the same.
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(a) For M3, θ = 0.7 (b) For M3, θ = 0.5
(c) For M3, θ = 0.3 (d) Blockwise filtering
Figure 2.15: More desynchronized versions of Lena. As in Figure 2.14,
no noise has been added to the images above (i.e., w= 0).
Table 2.4: Numerical results for Section 2.5.3 using the AM distortion
model of (M2). P∗
e
= 0.0253, for a correctly matched decoder, and
HWR = 25dB,WNR = 0dB. Here, γ = σ˜sa/σsa = σ˜sb/σsb captures
the extent of model mismatch.
# σθa σθ b γ Pe (M2)
1. 5 10−4 1 0.060
2. 5 10−4 0.5 0.0591
3. 5 10−4 2 0.0678
4. 0.1 0.1 1 0.028
5. 0.1 0.1 0.5 0.041
6. 0.1 0.1 2 0.050
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We conclude this section with a note on running times for our decoding
algorithm. All experiments were performed on a Windows machine
with 32 bit OS, 2.67 GHz quad-core processors and 4GB RAM. The
code was not fine-tuned for parallel computation and takes anywhere
between 10 to 20 minutes to decode a rate 1/8 message (watermark)
from a 256×256 host, with τ= 4.
2.6 Discussion and Caveats
First, as seen in the previous section, one of the most striking posi-
tives of our approach is the significantly increased resilience to various
distortions. Explicit comparisons with results from [10] have revealed
increased resilience ranges of up to 10× in the case of scaling and even
more for pure shift distortions. Another important power of graph-
based decoders is their ability to handle high-dimensional distortion
parameterizations. For example, in the AM experiments (M2), we saw
that noncoherent decoding was feasible even when faced with the chal-
lenging task of estimating 322 independent distortion parameters. This
is important for two reasons: (1) Such a decoding approach is signif-
icantly more efficient (w.r.t. algorithm execution time) than a brute
force search [34]. (2) This property sets it apart from the other de-
coders proposed to date; for example, the decoder of [10] uses 15×103
host samples to estimate a single unknown parameter. Thus, the ‘divide
and conquer’ iterative estimation approach has its clear benefits.
Secondly, we saw in Section 2.5.3 that decoding performance is good
even if the receiver does not know exact host signal statistics; in other
words, crude host modeling will suffice and does not influence the de-
coding by much. However, the same is not necessarily true of distortion
modeling. In all of our reported experiments, we have assumed that
the receiver is fully cognizant of distortion parameter statistics. If this
was not the case, the receiver would face a problem in the sense that
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the lack of prior information about θ could result in increased time to
convergence. However, so long as we have a sufficiently large number
of observed signal samples, it is not critical that the statistical model-
ing of θ should be exact. For instance, in (M1) where θ is the scaling
parameter, we still obtain good results if θ was uniformly distributed
over (0,2), but experiments modeled it to be drawn from a Gaussian
distribution, say N (1,0.32). This is not surprising, as the influence
of the prior vanishes with increasing number of observed samples in
any estimation problem (subject to regularity conditions). To summa-
rize, exact knowledge of parameters describing the statistics of θ is
not absolutely necessary, but we have observed it does help in terms
of convergence speed, especially when the number of observed signal
samples per number of distortion channel parameters is moderate.
Another implicit assumption made during the construction of factor
graphs corresponding to our system is that a message bit has been
emdedded in each subblock of the host. An interesting question to
ask would be, “What if this is not the case?” In this case, the decoding
rules at the decoder can be modified a little so we have three possible
outputs corresponding to each message bit: 0, 1 or φ. Typically, such a
decoding rule would take the form:
mˆi =

1 if
µmi (1)
µmi (0)
> 1+η1
0 if
µmi (1)
µmi (0)
< 1−η2
φ otherwise,
where η1 and η2 are positive constants, and µmi is the message corre-
sponding to the i th information bit. This is not a heuristic, but in fact
follows (in spirit) from the idea behind soft versus hard decoding. In
our simulations, we pick η1 = η2 = 0, which is optimal when the de-
coder knows thatm= φ is an impossible event (this is indeed the case
with the model described in Section 2.2).
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And finally, an important caveat – tractable factors and graph loops. As
is already evident, loops are unavoidable in (almost) all the systems
we consider. However, care needs to be taken to avoid loops wher-
ever possible, as such intelligent graph constructions do seem to play
a vital role in influencing the convergence properties of the message-
passing algorithm. While loops are best avoided wherever possible,
in general, graphs with longer loops seem to offer a more conducive
platform for convergence as opposed to one with many short loops.
Care also needs to be taken to design graphs that avoid messy factors,
wherever possible. As an example, one can equivalently implement
the LSI filter of (M3) in the spatial domain instead of the frequency
domain. However, the former approach yields factors that are much
more complicated than what we saw in the latter approach, and this
might lead to computationally intensive message update steps. Further,
as illustrated in Figure 2.16, the spatial domain treatment of the prob-
lem will result in a graph that has many more loops than is necessary
(the number of loops scales steeply with the number of nonzero filter
taps), and based on our experiments, convergence does not happen in
a reasonable amount of time (in fact, we cannot guarantee that the
messages will eventually stabilize). Perhaps better convergence could
be obtained if we chose to perform the belief propagation updates dif-
ferently instead of discretized messages; for example, nonparametric
message-passing could be used. We have not explored such options in
this thesis.
39
+ + +
= = =
=
p( )
p(w1) p(w2) p(w|I|)
z2z1 Z|I|
x2x1 x|I|
(y
1
–
h
(i
)z
(1
–
i)
)
(y
2
–
h
(i
)z
(2
–
i)
)
(y
|I
|
–
h
(i
)z
(|
I|
–
i)
)
“messy”
factors
“messy”
loops
–
–
–
–
–
–
Figure 2.16: A spatial domain approach to handling distortions of type
(M3). For simplicity, we only illustrate the 1d case here. Messy factors,
those with degree more than 3 or 4, significantly increase the compu-
tational complexity of discretized messages’ updates.
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Chapter 3
Universal Divergence-Rate
Estimators for Steganalysis in
Timing Channels
This chapter is organized as follows. Following some notation and def-
initions in Section 3.1, we define our system model in Section 3.2 and
introduce queue-based codes in Section 3.3. Section 3.4 introduces
the role of the Kullback-Leibler (KL) divergence-rate in the context of
covert communication over timing channels. Section 3.5 provides a
survey of results from the literature pertaining to divergence-rate esti-
mation, one of which we extend for use in our problem setting through
a conjecture in Section 3.6. Our proposed divergence-rate estimator is
given in Section 3.7, and we give some experimental results in Section
3.8.
3.1 Notation
The following notation will remain in effect throughout this chapter:
• Random variables and their realizations are denoted by upper-
case and lowercase letters, respectively. Boldface letters denote
sequences of natural numbers.
• x ji denotes the subsequence (x i, . . . x j); x
i = xi
1
; and x= x∞−∞.
• The probability mass function of Xn is denoted by pXn , and the
pdf evaluated at an instance xn is pXn(x
n).
• “log” denotes the base 2 logarithm, and “ln” denotes the natural
logarithm.
41
Definitions: Let X = {Xn}nZ denote a stationary process taking values
from a finite or countable alphabet, and underlying distribution P; and
Y = {Yn}nZ denote a stationary process taking values from a finite or
countable alphabet, and underlying distribution Q. Some definitions
follow:
• H(X ) ¬ −
∑
x
p(x) log p(x) denotes the entropy (in bits) of the
discrete random variable X , distributed according to the proba-
bility mass function p.
• D(p||q) ¬
∑
x∈N p(x) log
p(x)
q(x)
denotes the KL divergence between
two pmf’s p and q.
• H ′(P) denotes the entropy-rate (in bits) of the process X with
distribution P, and is defined by
H ′(P) = lim
n→∞
1
n
H(X n
1
).
If X is stationary, the above is equivalent to
H(P) = lim
n→∞
E[− log P(X0|X
−1
−n)].
• D′(P‖Q) denotes the divergence-rate (in bits) between probabil-
ity laws P and Q, and is defined by
D′ = lim
n
1
n
D(pAn‖pDn),
assuming the limit exists.
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3.2 System Model
Packet
Source
Encoder
ψn
Decoder
φn
Message M ∈ {1, . . . , 2nR}
A1, . . . An D1, . . . Dn M̂
Θ
Figure 3.1: System model for timing channels
The system model for timing channels is shown in Figure 3.1. The
covertext is modeled as a sequence of interarrival times An = (A1,A2, . . .An)
of i.i.d. samples drawn from a pmf {pA(a), a ∈ N}. A message M uni-
formly distributed over M = {1,2, . . . 2nR} is to be embedded in An
and transmitted to a decoder. The stegocoder produces a stegotext Dn
through a function ψn(A
n,M) in order to convey the message M to
the decoder reliably. The covertext and stegotext are required to be
close according to some distortion metric, a popular choice motivated
by information-theoretic justifications being the KL divergence-rate be-
tween the covertext and stegotext processes
D′ = lim
n
1
n
D(pAn‖pDn), (3.1)
assuming the limit exists [48,49]. The decoder does not have access to
the original covertext An and produces an estimate bM = φn(Dn) ∈M .
The code (ψn,φn) is randomized using a random variable Θ known
only to the stegocoder and decoder. The expected latency introduced
by the code after transmission of n packets is τn = E
∑n
j=1
(D j − A j)
where the expectation is taken with respect to M and Θ.
As alluded to in Section 1.2.2, stegocodes with high latency render
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A1 A2 A3 A4
W1 S1 S2 S3 W4 S4
D1 D2 D3 D4
time
Figure 3.2: Interarrival (A), idle (W), service (S) and interdeparture
(D) times for a queue.
the covert communication channel detectable with even elementary
statistical operations. In this thesis, we aim to devise steganalysis tools
that will work well for much ‘smarter,’ e.g., queue-based codes.
3.3 Queue-Based Timing Channel
Stegocodes
Figure 3.2 is a pictorial representation of a queue, which is basically
a nonlinear system with memory. The basic mathematical model for a
(single server) queue is as follows. Packets randomly spaced in time
arrive at the queue’s input expecting service. The interarrival times
between packets are denoted by A ¬ {Ai}i∈N. Packets receive service
instantaneously if the queue server is idle. If not, they are subject to a
positive service time. The service time corresponding to the i th packet
is Si and S ¬ {Si}i∈N. Wi denotes the time spent by the queue idling,
before servicing the i th packet, and after the departure of the (i − 1)th
packet; W ¬ {Wi}i∈N. D ¬ {Di}i∈N denotes the interdeparture times. It
is possible to compactly capture the above model through the famous
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Figure 3.3: The arrival process A′
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Ai and the departure process
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Di for the code of Cybenko et al. (also see Section 3.8.1),
left, and the simple queue-based code of (3.4), right.
Lindley’s equations [50]:
Di = Wi + Si, (3.2)
Wi =

i∑
j=1
A j −
i−1∑
j=1
D j

+
, i ∈ N. (3.3)
Queue-based stegocodes were introduced in [48] to circumvent a ma-
jor limitation – the ‘drift problem’ – that cripples several encoding func-
tions proposed in the literature (e.g., [37, 38, 51, 52]). The drift prob-
lem (Figure 3.3) causes the latency of the stegocode to linearly increase
with time, thereby forcing the stegocoder to actively transmit only in-
termittently, in order to keep the overall delay small. This results in an
inefficient exploitation of the covert channel, and makes the communi-
cation easily detectable.
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Queue-based codes put forth a new approach to designing the encoding
function wherein the information bits are embedded in the covertext
An via a queue action. For example, assume that pA is the geometric
distribution with parameter λ, i.e., the interarrival process An is the
discrete-time version of a Poisson process. Consider the simple code
that modifies the i th idle time Wi (corresponding to the i
th packet) of
the queue into an interdeparture time Di to embed a binary bit bi ∈
{0,1} as follows:
Di =
Wi + S′i + 1, Wi +Mi even
Wi + S
′
i
, Wi +Mi odd
(3.4)
where S′
i
is an odd random number drawn from the following pmf:
pS′
i
(s′
i
) = µ(2−µ)(1−µ)s
′
i
−1 s′
i
= 1,3,5, . . . (3.5)
This code does not suffer from the drift effect, as illustrated in Fig-
ure 3.3. Also, evidently, reliable decoding is possible via simple modulo
2 operations on the interdeparture times – an even interdeparture time
conveys an information bit zero, while an odd interdeparture time con-
veys a one.1 It seems clear from Figure 3.3 that the queue-based code
of (3.4) is ‘less’ detectable than that of Cybenko’s [38]. In this work,
we seek new tools that will help us establish such claims formally.
3.4 Kullback-Leibler Divergence-Rate
The Kullback-Leibler (KL) divergence-rate, defined in Section 3.2, is
used to measure the extent of dissimilarities between two stochastic
processes, and plays a pivotal role in both the design and steganalysis
1Note however that the code of (3.4) is not perfectly secure as the statistics of the
arrival and departure process do not match exactly, resulting in a nonzero divergence-
rate between the two. The problem of constructing high rate, perfectly secure codes
that can be decoded reliably is explored in [49].
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of timing channels. From a design point of view, the divergence-rate
is an integral part of the definition of secure stegocodes, and hence
is an important optimization criterion used in their design [48, 49].
From a steganalysis viewpoint, the divergence-rate manifests itself in
the form of goodness-of-fit tests [53–55] that are powerful statistical
procedures used to decide whether a particular sequence of observa-
tions came from a certain probability distribution or not. For example,
in the absence of any covert operations, the statistical model for in-
terdeparture times should coincide with that of the interarrival times.
Given traffic data (interdeparture times) d1, d2, . . . dn, the following test
declares the data as being stegodata if the estimated divergence-rate Dˆ′
exceeds a prescribed threshold τ:
Dˆ′ > τ, (3.6)
where Dˆ′ is an estimate of D′, the KL divergence-rate (3.1) between
the interarrival process An and observed interdeparture processes Dn.
Here, Dˆ′ is estimated from the observed interdeparture times d1, d2, . . . dn,
and given reference interarrival times a1, a2, . . . an. The performance of
(3.6) can then be measured by the receiver operating characteristic
(ROC) curve which quantifies the tradeoff (parameterized by τ) be-
tween false positives and negatives.
3.4.1 Optimal Test?
Here, we briefly discuss the rationale behind choosing the test of (3.6)
for our setup. One of the early works to study the above test was
Hoeffding in [56], where he restricted attention to the case when the
observations are i.i.d. and belong to a finite alphabet. Under these
assumptions, Hoeffding showed that the test of (3.6) is in fact asymp-
totically optimal in terms of achieving the best performance w.r.t. error
exponents. This result was generalized by Natarajan [57] to the case
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when underlying probability distributions are Markovian. To the best
of our knowledge, no further generalizations exist beyond this. Our
choice of the goodness-of-fit test is loosely based on the optimality re-
sults of Hoeffding [56] and Natarajan [57]. In this thesis, we will not
attempt to generalize their results to our setup.
3.4.2 The Estimation Problem
A key issue remains unresolved – that of estimating the above divergence-
rate of (3.1) given access to only the traffic data d1, d2, . . . dn and a
reference arrival process An. The statistics of the process An may some-
times need to be estimated by observing the network over large pe-
riods of time. To the best of our knowledge, no prior work in ste-
ganalysis or forensics literature has studied this problem rigorously.
A first attempt was reported by Ezzeddine and Moulin [49], where
the KL divergence-rate between the covertext and stegotext processes
is approximated by the KL divergence between their respective first-
order (empirical) marginals. Specifically, the divergence-rate estimate
in (3.6) is replaced by D(pA‖pˆD), where
pˆD(d) =
1
n
#{i : di = d} (3.7)
is the empirical pmf (histogram) of observed interdeparture times. This
approach makes calculations simpler, but is not accurate when the ob-
servations are not i.i.d., typically the case in covert timing channels.2
Further, when the underlying data are not i.i.d., estimating higher or-
der distributions is a challenging task, due to the ‘curse of dimension-
ality’ problem that sets in when the alphabet size is large. In fact, as
2Consider, for example, two first-order Markov processes defined as follows: Xn =
Xn−1 ⊕ Un initialized with X0 = 0, and Yn = Yn−1 ⊕ Vn initialized with Y0 = 0, where
Un and Vn are i.i.d. Bernoulli random variables with parameters α and β respectively,
independent of everything else, and ⊕ denotes modulo 2 addition. In this case, the
KL divergence between the two processes’ first-order marginals is zero, while the
divergence-rate is D(Bernoulli(α)‖Bernoulli(β)) = α log α
β
+(1−α) log 1−α
1−β
, which is
nonzero for any α 6= β .
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the alphabet size becomes infinite, the counting estimator of (3.7) pro-
duces arbitrarily large variance in the estimator of KL divergence. For
the remainder of this chapter, we will therefore explore the following
problem in greater depth:
Given realizations from two processes Xn and Yn,
with unknown underlying probability laws P and Q,
i.e., given samples {ai}
n
i=1
and {d j}
n
i=1
, how does one
estimate the KL divergence-rate between the two?
In a timing channel context, Xn and Yn refer to the covertext (An) and
stegotext (Dn) processes respectively. We shall specifically be interested
in techniques that apply to P and Q corresponding to queue-based ste-
gocodes for timing channels, if not more general scenarios.
3.5 Related Work
The above problem of estimating the KL divergence-rate of sources
whose distributions are not explicitly known had gained the attention
of information theorists in the early 1990s. Much of the foundation
was provided by earlier literature on entropy-rate estimators that be-
gan to appear starting in the late 1970s with the publication of the
celebrated Lempel-Ziv (LZ) source coding algorithm [58]. However,
despite KL divergence being a fundamental information measure, its
estimation problem has received relatively little attention; we list some
of the known work here in Sections 3.5.1 and 3.5.2. At this point, it
may be helpful to review the notation and definitions from Section 3.1.
3.5.1 Finite Alphabets
Ziv and Merhav [59] applied the idea of LZ parsing to divergence es-
timation. They developed a scheme to estimate the divergence be-
tween two finite-alphabet, finite-order stationary Markov sources, and
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established the consistency of the estimator under the assumption that
the observations are generated by independent finite alphabet, Markov
sources. Their estimator is universal in the sense of not depending on
the order or any other information about the transition probability ma-
trices of the sources. The basic idea behind this and other similar esti-
mators for divergence-rates is easily understood from the point of view
of entropy-rate estimation – wherein the fundamental underpinning is
provided by the celebrated result in information theory that establishes
entropy-rate of a source as the compression limit of any lossless coder.
Hence, the entropy-rate of a source can be indirectly measured via a
‘good’ source coding algorithm, by studying its compression properties.
Among the early works, Benedetto et al. [60] proposed an estimator
loosely based on LZ compression. Cai et al. then studied two di-
vergence estimation algorithms [61], both of which are motivated by
techniques in data compression. The first estimator uses the Burrow-
Wheeler transform (BWT) [62], while the second estimator uses the
context tree weighting (CTW) method [63]. Consistency properties of
both estimators are established under the assumption that both sources
are possibly dependent, stationary ergodic, finite alphabet Markov sources.
Some experimental results have also been reported by Dawy et al. [64]
using the CTW method for classification of binary sequences.
All of the above is however only for finite alphabet sources, and does
not directly carry over to our timing channels setup wherein the under-
lying processes are over an infinite (but countable) alphabet. As dis-
cussed in Section 3.4, this is a nontrivial extension. Further, by virtue
of the queue action, the stegotext process (interdeparture times) is not
necessarily Markov (of any order), and can potentially possess long
range dependencies (depending on other factors such as the arrival
rate and the service rate of the queue). In this context, we ideally need
divergence estimators that work for countable alphabet processes, with
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possibly long-range dependencies. To the best of our knowledge, no
previous research has explored these scenarios. The ‘closest’ variants
to our problem can be found in [65–70], and are discussed next.
3.5.2 Countable Alphabets
As is the case with several divergence-rate estimators proposed in the
literature, much of the early groundwork for the countable alphabet
case was made in the area of entropy-rate estimation. Let us begin
with a review of some known results concerning a stationary process
X, defined on a countable alphabet.
For w ≥ 1, let Lw = Lw(X) denote the minimum length k of the string
X k−1
0
that starts at time 0 and does not appear as a contiguous substring
within the window of past w samples X−1−w. Alternatively, we may define
Lw as follows:
Lw ¬ 1+max{l : 0≤ l ≤ n, X
l−1
0
= X
− j+l−1
− j for some l ≤ j ≤ w} (3.8)
Wyner and Ziv [71] showed that for every ergodic process, the quan-
tity Lw/ logw converges to 1/H
′(P) in probability. This above result
was strengthened by Ornstein and Weiss [72] to establish almost sure
convergence, i.e.,
Lw
logw
→
1
H ′(P)
P a.s. (3.9)
At about the same time, Grassberger [65] suggested the following re-
sult, based on averages of match lengths, for i.i.d. processes with count-
able alphabet:
w logw∑w
i=1
L(i)
w
→ H ′(P) P a.s., (3.10)
where L(i)
w
= Lw(T
i(X)), T (X) = {X i+1}i∈Z, the original sequence shifted
by one time unit. Shields [66] showed that the above convergence does
not extend to general ergodic processes, although it does for Markov
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chains. Kontoyiannis and Suhov [67] extended this to a wider class
of stationary processes with long range memory, and not necessarily
Markov, and Quas [70] extended it further to certain processes with
infinite alphabets and to random fields. Extensions of the above results
to divergence-rates are almost nonexistent excepting in Kontoyiannis’
thesis [69] where the following result is established for two indepen-
dent processes X and Y:
Theorem 1 [69, Corollary 4.11]: Let X be a finite-valued stationary
ergodic process with distribution P, Y be a stationary ergodic Markov
chain with distribution Q, and assume that P is absolutely continuous
w.r.t. Q (if not, the divergence-rate between the two processes is unde-
fined). Then, we have
L˜w
logw
→
1
H ′(P) + D′(P‖Q)
P ×Q a.s., (3.11)
where H ′(P) is the entropy-rate of X, D′(P‖Q) is the divergence-rate
between X and Y, and L˜w is a quantity defined similarly to Lw as fol-
lows:
L˜w ¬max{l ≥ 1 : Y
j+l−1
j = X
l−1
0
for some 1≤ j ≤ w}. (3.12)
In other words, L˜w is the longest string X
l−1
0
with a match in YW−1
0
.
For finite σ2 ¬ limn→∞ VarP(− logQ(X
n
1
)), [69] also showed that:
L˜w −
logw
H ′(P)+D′(P‖Q)p
logw
D
→N

0,
σ2
(H ′(P) + D′(P‖Q))3

(3.13)
limsup
w→∞
L˜w −
logw
H ′(P)+D′(P‖Q)p
2 logw ln ln logw
a.s.
=
σ
(H ′(P) + D′(P‖Q))3/2
, (3.14)
thus establishing the pointwise rate of convergence for (3.11).
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Now, under the assumptions of Theorem 1, (3.10) and (3.11) can be
combined to show the following:
w logw∑w
i=1
L˜(i)
w
−
w logw∑w
i=1
L(i)
w
→ D′(P‖Q) P ×Q a.s., (3.15)
where L˜(i)
w
= L˜w(T
i(X)). The proof follows from (3.11) and (3.9), that
respectively establish the convergence of
L˜(i)w
w logw
and
L(i)w
w logw
, ∀i, almost
surely to 1
H ′(P)+D′(P‖Q)
and 1
H ′(P)
respectively. Hence, we have
∑w
i=1
L˜(i)
w
w logw
→
1
H ′(P) + D′(P‖Q)
P ×Q a.s. (3.16)∑w
i=1
L(i)
w
w logw
→
1
H ′(P)
P a.s. (3.17)
and the result in (3.15) follows.
While close enough, (3.15) does not directly carry over to X and Y that
correspond to the covertext and stegotext processes of timing channels.
One reason is that (3.11) was proved only for finite alphabets, and
Markovian Y. However, a careful examination of the arguments pre-
sented in [69] reveals that the result in (3.11) (and hence (3.15)) re-
mains true for countably infinite valued processes X and Y, and for
general (stationary, ergodic) kth order Markov processes Y, under the
additional assumptions that the entropy-rate of X and the divergence-
rate between X and Y are both finite. To be more specific, the extension
to countable alphabets works because the proof of (3.11) mainly relies
on two results:
(A1) the Shannon-McMillan-Breiman theorem [73–75]:
−
1
n
log P(X n
1
)→ H ′(P) in probability, (3.18)
(A2) a strong approximation result shown in [69, Theorem 4.1] which
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states the following:
lim
n→∞
1
p
n

logWn− log[1/Q(X
n
1
)]

= 0 P ×Q a.s. (3.19)
where Wn is the waiting time until X
n
1
appears in Y∞
1
. Equiva-
lently,
Wn ¬ inf{k ≥ 1 : Y
k+n−1
k
= X n
1
}. (3.20)
It is well known that (A1) is true for countable alphabets if H ′(P)<∞;
this was first shown in [76]. (A2) also generalizes to countable alpha-
bets if D′(P‖Q)<∞, and this can be inferred by inspection of [69, The-
orem 4.1]. There is however a second and possibly much trickier issue
– the interdeparture process Dn is not necessarily Markovian of any or-
der. To clear this hurdle, we ask if it is possible to extend the estimator
of (3.15) to timing channels?
3.6 Conjecture
We conjecture that (3.15) continues to hold even when Y is not fi-
nite order Markov, but instead the process observed at the output of a
queue-based stegocoder. We are currently working on a formal proof
to establish this result.
In the following section, we study the convergence properties of the
proposed estimator (3.15) empirically on three different queue-based
timing channel codes.
3.7 Proposed Estimator
Assuming truth of the above conjecture, given {ai}
n
i=−n and {di}
n
i=−n
(finite length realizations of the covertext and stegotext processes re-
spectively), we propose the following sequence of divergence-rate esti-
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mators:
Dˆ′
w
¬
w logw∑w
i=1
M˜ (i)
w
−
w logw∑w
i=1
M (i)
w
, w ≥ 0 (3.21)
where M˜ (i)
w
,M (i)
w
are defined analogously to L˜(i)
w
, L(i)
w
, with appropri-
ate modifications to curtail searches within the finite boundaries of
{ai}
n
i=−n and {di}
n
i=−n. If M˜
(i)
w
,M (i)
w
do not admit numerical values (e.g.,
no match exists), we set it equal to the length of the search window w.
3.8 Experimental Results
In this section, we evaluate the performance of the estimator proposed
in (3.21) on three simple stegocodes for covert timing channels. For all
scenarios, we model the arrival process An to be i.i.d. with a Geo(λ)
distribution:
pA(a) = (1−λ)
a−1λ, a = 1,2,3, . . . (3.22)
The stegocoding operations are described below.
3.8.1 Cybenko’s Non-Queue-Based Code
This code modifies an interarrival packet time Ai into an interdepar-
ture time to embed a binary bit bi ∈ {0,1} according to the following
formula [38]:
Di =
2⌊Ai/2⌋+ S′i , Mi = 0
2⌊Ai/2⌋+ S
′
i
+ 1, Mi = 1,
(3.23)
where S′
i
is an odd random number, whose pmf is given in (3.5). Ev-
idently, the expected value of Di is strictly greater than the expected
value of Ai, and this creates a lag with linearly increasing mean as the
transmission time increases (Figure 3.3). This is not desirable for two
reasons: one, it constrains the stegocoder to actively transmit only over
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Figure 3.4: KL divergence-rate estimate as a function of window length
w for Cybenko’s code (Section 3.8.1).
brief periods of time (to keep the overall delay small), and hence re-
sults in an inefficient exploitation of the covert channel; and two, it
makes the covert transmission easily detectable.
To quantify the detectability of the code, we use the estimator of (3.15)
to estimate the KL divergence-rate between the processes An and Dn.
Figure 3.4 plots the estimates for various values of the window parame-
ter w. At w = 104, the estimated value of the divergence-rate is ≈ 0.36.
Further, we provide the histograms corresponding to the estimates for
various values of w in Figure 3.5. As suggested by the histograms, for
w →∞, the estimates seem to converge in distribution to a Gaussian.
It, however, remains to be seen whether the estimates indeed converge
to the true value of the divergence-rate, and if it does so in any stronger
sense of convergence. Another point to note is that the estimates are
far off (from the eventual values) when w is small. This can be at-
tributed to the high variances in match lengths one will see when the
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Figure 3.5: Histograms for the divergence-rate estimates of (3.15), in-
dexed by w, for Cybenko’s code (Section 3.8.1).
search window size is small.
3.8.2 A Simple Queue-Based Stegocode
As explained earlier, the queue-based stegocode of (3.4) does a good
job at circumventing the drift problem but is not perfectly secure. A
quick calculation would reveal that the interdeparture times, unlike
the interarrival times, are not geometrically distributed, and thus, the
divergence-rate between An and Dn cannot be made arbitrarily small.
Our estimates of the divergence-rate for various values of w is given
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Figure 3.6: KL divergence-rate estimate as a function of window length
w for simple queue-based code (Section 3.8.2).
in Figure 3.6. From the graph, we infer that this code outperforms
Cybenko’s, and the divergence-rate estimate corresponding to w = 104
is ≈ 0.03.
3.8.3 Stochastic Queue-Based Stegocode
Stochastic queue-based stegocodes trade off detectability for decoding
performance. A simple stochastic code was proposed by Moulin [48]
that embeds bits via a similar queue action as before, but introduces
a twist via randomization for matching the distribution of the interde-
parture times to a geometric distribution. The randomization is done
as follows:
Di =

Wi + S
′
i
w.p.
µ
2−µ
Wi +Mi even
Wi + S
′
i
+ 1 w.p. 1− µ
2−µ
Wi +Mi even
Wi + S
′
i
w.p. 1 Wi +Mi odd,
(3.24)
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Figure 3.7: KL divergence-rate estimate as a function of window length
w for stochastic queue-based code (Section 3.8.3).
where S′
i
is an odd random number drawn from the distribution given
in (3.5). The above randomization reduces the information hiding
rate to less than one bit per transmission, but perfectly matches the
marginals of the covertext and stegotext processes. This seems like a
promising improvement from a security standpoint. It is not however
immediately obvious if this also results in an arbitrarily small value for
the divergence-rate. From Figure 3.7, the value of the divergence-rate,
corresponding to w = 104, is≈ 10−3 – clearly the least among the three
codes that we have seen thus far.
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Chapter 4
Future Directions
The results presented in this work are encouraging and suggest sev-
eral additional problems to explore. Of these, perhaps the most com-
pelling (from a commercial standpoint) would be to investigate the
resilience of this family of decoders to geometric distortions (also re-
ferred in the literature as desynchronizations) such as zooming, spatial
warping and rotation. In principle, it is straightforward to construct
a (potentially naïve) decoder that attempts to perform probabilistic in-
ference under geometric transformations of the host. However, it is not
clear what would be the best approach to do so – specifically, the way to
go about handling “messy” loops and factors is not immediately clear.
Any significant breakthrough on that front is bound to project iterative
graph-based decoding strategies introduced in this work as a generic
and powerful tool to cope with a remarkably wide range of commonly
encountered signal distortions.
Another avenue for exploration would be to tap the power of message-
passing based decoders when the distortion model is unknown. If we
know that the distortion channel has introduced one among a few K
possible transformations, we can perform an exhaustive search within
the confines of K possible parameterizations of the channel. However,
the problem is compounded significantly if K is large, or potentially
even infinite. In such cases, a better approach might be to perform
some preprocessing that aims to learn the structure of the underlying
graph based on samples of the received signal. We have some prelimi-
nary ideas in this direction.
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“random” connections
LDPC, Turbo
codes, etc.
= = = =
m1 m2 m3 m|I|
(to encoder factor nodes of the overall graph)
Figure 4.1: More powerful alternatives to repetition codes (such as
LDPC codes) allow for lower probabilities of decoding error. Due to
space constraints, we omit showing the remainder of the graph with
the host, distortion model, etc. Note that the “⊕” blocks above are
similar to the zero-sum constraint nodes introduced in Section 2.4,
the only difference being that the addition is done modulo two. Mes-
sage updates for this section of the graph can typically be processed in
batches, i.e., all messages corresponding to the upper set of nodes in
one step, followed by the lower ones.
Finally, while we use simple repetition codes for channel coding in our
setup, the decoder model proposed in Section 2.4 offers the potential
to construct efficient blind watermark decoders that incorporate, in the
Bayesian inference setup, powerful error-correcting codes (e.g., turbo
or LDPC codes), whose decoding is also done via belief propagation
on an appropriate factor graph (see Figure 4.1) [45, 77]. We believe
such a decoder, that would fully combine the power of graph-based
distortion parameters’ estimation (for a wide range of distortions), and
a powerful, interleaved error-correcting code for achieving decoding
error probabilities much lower than what repetition codes are able to
offer, could turn out be an important milestone for blind watermark
decoding.
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As for the work on divergence-rate estimators, it would be helpful to
formally prove the conjecture in Section 3.6. Such a result would es-
tablish, for the first time, existence of provably consistent, universal
estimators for the KL divergence-rate between covertext and stegotext
processes in queue-based timing channels. It would also be interesting
to explore if the discussion on optimality in Section 3.4.1 can be for-
malized. As far as we know, this has not been done before for cases
other than i.i.d. and Markov sources.
Another equally important line of research could explore construction
of estimators with convergence properties faster than that of the match-
length based estimator introduced in this thesis. This might lead to
interetsing tradeoffs between convergence speed, bias and variance of
the estimators.
As a concluding note, this thesis has inspired us to believe that the roles
of probabilistic inference and statistical estimation theory are heavily
under-tapped in the data-hiding community, and that these could very
well hold crucial keys to bridging many an existing gap between the-
ory and practice in several data-hiding problems. We look forward to
seeing interesting developments in this direction in the years to come.
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Appendix A
Estimating MRF Parameters
Here, we provide details about the estimation of Markov random field
(MRF) parameters in (2.12). For convenience, we will first rewrite
(2.12) as follows:
p(s) =
1
Z1
exp{−U(s)}, (A.1)
where
U(s) =
∑
i∈I
(si −µs)
2
2σ2
sa
+
(si − siE)
2
8σ2
sb
+
(si − siN)
2
8σ2
sb
. (A.2)
An obvious choice for estimating the parameters µs,σsa and σsb would
be the maximum-likelihood (ML) method, wherein we may maximize
the log likelihood function
l(µs,σsa,σsb) = ln p(s) (A.3)
= − ln Z1− U(s) (A.4)
over µs,σsa and σsb. However, computation of the partition function
Z1 =
∫
R|I |
exp{−U(s)} ds (A.5)
involves a computationally prohibitive integral over all possible config-
urations s ∈ R|I |, which is typically impossible to calculate for all prac-
tical purposes as |I | is usually large. The ML method can therefore
not be implemented, and we resort to a pseudo-maximum likelihood
approach that exploits the local characteristics of the MRF and yields
good approximations to the estimates we seek (also known in the liter-
ature as ‘coding method’ [78]).
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A coding is a set of sites which are conditionally independent given
their own neighborhood. For instance, consider the MRF with first-
order neighborhood of (A.2). By subsampling I according to a quin-
cunx scheme, we obtain two codings I◦ and I• whose elements are
respectively circles and bullets in the figure below.
◦ • ◦ • . . .
• ◦ • ◦ . . .
◦ • ◦ • . . .
• ◦ • ◦ . . .
...
...
...
...
. . .
Based on the above codings, we can also now define configurations
s◦ ¬ {si : i ∈ I◦} and s• ¬ {si : i ∈ I•}. It is now easy to note that
conditioned on s◦, the joint probability distribution of s• takes the fol-
lowing elegant product form:
p(s•|s◦) =
∏
i∈I•
p(si|sν(i)) (A.6)
=
∏
i∈I•
ψ
 µsσ2sa + siE+siW+siN+siS4σ2sb1
σ2sa
+ 1
σ2
sb
,
1
1
σ2sa
+ 1
σ2
sb
 , (A.7)
where ν(i) = {iE, iW, iN , iS} denotes the locations immediately to the
east, west, north and south of i (or in short, the neighborhood of i).
We now define a local log-likelihood function
l(µs,σsa,σsb|si, sν(i)) = ln p(si|sν(i)), (A.8)
and obtain a computationally tractable optimization problem:
(µˆs•, σˆsa•, σˆsb•) = argmax
µs ,σsa ,σsb
∑
i∈I•
l(µs,σsa,σsb|si, sν(i)), (A.9)
64
for which numerical solutions can be found. Further, we can also ob-
tain another set of estimates (µˆs◦, σˆsa◦, σˆsb◦) by switching the roles of
s• and s◦. The final pseudo ML estimates of the MRF parameters are
obtained as an average of the above two estimates. Note that the esti-
mates (µˆs•, σˆsa•, σˆsb•) and (µˆs◦, σˆsa◦, σˆsb◦) are highly correlated as the
configurations s• and s◦ are dependent. This procedure is quite popu-
lar due to its implementation efficiency, and also due to its theoretical
advantages, including convergence in probability to the true parameter
values as |I | →∞ [78].
If instead we had an MRF with second-order neighborhoods, a similar
procedure would be used, but with four codings I•,I◦,IÆ and I△ de-
fined below. Here, the samples of s• defined over I• are conditionally
independent given the other three codings, etc.
• △ • △ • △ . . .
Æ ◦ Æ ◦ Æ ◦ . . .
• △ • △ • △ . . .
Æ ◦ Æ ◦ Æ ◦ . . .
• △ • △ • △ . . .
...
...
...
...
...
...
. . .
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