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Nel presente lavoro proponiamo un'analisi sistematica dei metodi per la 
soluzione di problemi di ottimizzazione dinamica in ambiente stocastico prestando 
particolare attenzione all'approccio della programmazione dinamica che si rivela 
estremamente utile in molte applicazioni economiche. 
Il principio della programmazione dinamica, originariamente introdotto da 
Bellman (1957), per la soluzione di problemi a parametro temporale discreto e ad 
orizzonte finito, si basa sull'idea di associare un'equazione funzionale nell'incognita 
funzione valore al problema sequenziale espresso come sup di un funzionale definito 
su sequenze di punti. Tale equazione non dipende dal tempo ed è estremamente 
maneggevole dal punto di vista computazionale. Il Principio di ottimalità di Bellman 
stabilisce una relazione fra le soluzioni dell'equazione funzionale e la funzione valore 
soluzione del problema sequenziale. I primi studi sistematici di questa teoria specifici 
per il caso stocastico, cioè nel caso in cui la funzione obiettivo uniperiodale dipende 
anche da uno shock esogeno aleatorio al cui realizzazione è incognita nelle epoche 
precedenti, in particolare all'epoca iniziale t=O, risalgono a Blackwell (1965) e a 
Maitra (1968), i quali trattano direttamente il problema ad orizzonte infinito. 
Parallelamente si sviluppa anche una teoria alternativa che essenzialmente è 
l'estensione al caso stocastico dell'approccio del calcolo delle variazioni basato 
sull'utilizzo delle condizioni di Euler-Lagrange. Ciò avviene soprattutto nell'ambito 
della letteratura economica in lavori dove vengono stabilite di volta in volta 
condizioni, per lo più necessarie, di ottimalità specifiche per il modello studiato, senza 
mai avventurarsi in una trattazione sistematica più generale (si veda il Capitolo 4 per 
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una breve rassegna della letteratura riguardante il modello di crescita ottima 
unisettoriale stocastico ). 
Mentre il principio di ottimalità è vantaggioso per caratterizzare le proprietà 
della funzione valore, le condizioni di Euler-Lagrange possono fornire informazioni 
utili sulle proprietà dei piani ottimi. Esiste comunque un legame ben preciso fra le due 
teorie: sotto ipotesi di differenziabilità le condizioni di Euler-Lagrange possono essere 
ricavate direttamente dall'equazione funzionale di Bellman applicando un Teorema di 
inviluppo. 
In ambito stocastico, a nostro parere, l'approccio della programmazione 
dinamica, ovvero l'utilizzo di metodi ricorsivi, risulta più efficace del calcolo delle 
variazioni per la caratterizzazione sia della funzione valore che dei piani ottimi di 
problemi di ottimizzazione dinamica, anche se esso è applicabile quasi esclusivamente 
al caso in cui la funzione obiettivo uniperiodale è continua e limitata; il secondo 
metodo, pur risultando valido, come vedremo nel Capitolo 3, per una casistica molto 
più ampia di modelli per quanto riguarda la descrizione dell'incertezza, è penalizzato 
dal fatto che è applicabile soltanto sotto ipotesi di differenziabilità e fornisce 
condizioni sufficienti di ottimalità per un piano ammissibile alquanto restrittive; senza 
contare il fatto che non fornisce alcuna informazione sulla funzione valore. Nell'analisi 
del modello di crescita ottima unisettoriale stocastico, discusso nel Capitolo 4, in cui 
applichiamo gran parte dei risultati ottenuti nei capitoli precedenti, per stabilire 
l'interiorità del piano ottimo facciamo comunque uso delle condizioni di Euler-
Lagrange. 
Oltre all'esistenza, all'unicità e alla caratterizzazione delle soluzioni, un altro 
aspetto importante dell'analisi dei sistemi dinamici è quello della stabilità, che, 
dovendo operare in condizioni di incertezza, significa ricerca di condizioni sufficienti 
affmché il sistema converga asintoticamente ad un processo stazionario caratterizzato 
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da un'unica misura di probabilità invariante nel tempo, indipendente dallo stato 
iniziale e definita su di un supporto stabile. Anche sotto questo punto di vista la 
letteratura economica è ricca di lavori in cui vengono individuate condizioriì tali che il 
sistema converga ad una misura invariante nei casi specifici delle singole applicazioni; 
solamente in Futia (1982) troviamo per la prima volta una trattazione sistematica 
dell'argomento. Nel nostro lavoro però abbiamo preferito seguire l'impostazione più 
recente di Stokey e Lucas (1989), poi ripresa in Hopenhayn e Prescott (1992), che 
risulta più facilmente applicabile al modello di crescita ottima unisettoriale 
caratterizzato da un processo stocastico di shocks esogeni markoviano del primo 
ordine. 
In questo lavoro prendiamo inoltre in considerazione una problematica che si è 
sviluppata di recente nell'ambito della letteratura deterministica: l'esistenza di 
soluzioni ottime "caotiche" per problemi concavi con fattore di sconto strettamente 
positivo. Nel Capitolo 5 enunciamo l'estensione stocastica del Teorema 2.1 in 
Montrucchio (1994a) nel quale si afferma che una politica ottima può determinare un 
comportamento caotico del sistema anche sotto ipotesi di concavità e differenziabilità 
della funzione obiettivo uniperiodale. Questo Teorema costituisce la base per ulteriori 
sviluppi che saranno l'oggetto di un prossimo lavoro nel quale studieremo la 
convergenza del modello di crescita unisettoriale ad una misura di probabilità 
invariante rispetto al tempo definita su di un supporto frattalico. L'interesse che suscita 
questo tipo di analisi risiede nel fatto che essa consente per la prima volta di operare 
su di un terreno comune a due discipline tradizionalmente separate: la teoria che studia 
i processi dinamici deterministici e quella che studia i processi stocastici; la teoria del 
caos, cioè, potrebbe essere un punto d'incontro fra correnti di pensiero che 
abitualmente si ignorano reciprocamente. 
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Il Capitolo l è dedicato alla versione stocastica del Principio di ottimalità di 
Bellman. In esso definiamo i piani contingenti, cioè le successioni di variabili aleatorie 
ammissibili su cui è definito il funzionale da massimizzare, introduciamo il criferio di 
massimizzazione (basato sul sup del valore atteso del suddetto funzionale), 
formuliamo il problema sequenziale ad orizzonte infmito, l'equazione funzionale ad 
esso associata e stabiliamo la relazione che lega le sue soluzioni alla funzione valore 
del problema sequenziale. L'ipotesi cruciale per quanto riguarda il processo degli 
shocks esogeni è che tale processo sia markoviano del primo ordine; ciò rende 
estremamente elegante la formulazione dell'equazione funzionale di Bellman e ne 
consente un utilizzo simile a quello della teoria deterministica. Diversamente dalla 
maggior parte dei testi sulla programmazione dinamica stocastica in circolazione, 
abbiamo scelto di introdurre fin da subito una legge di evoluzione della variabile stato 
cp(x,y,z) generica, dipendente cioè dal valore x della variabile stato in t-1, dal valore y 
della variabile di controllo scelta in t-1 e dallo shock esogeno z che si realizza in t, 
cercando, laddove è possibile, di mantenere questo livello di generalità nel corso 
dell'intera trattazione. 
Nel Capitolo 2 discutiamo la classe di problemi che costituiscono 
l'applicazione per eccellenza del principio di ottimalità: quelli caratterizzati da una 
funzione obiettivo uniperiodale continua e limitata definita su spazi euclidei e da un 
processo di shocks esogeni markoviano del primo ordine descritto da una funzione di 
transizione stazionaria che gode della proprietà di Feller, vale a dire di una proprietà 
che definisce la "continuità" del processo stocastico. Sotto queste ipotesi siamo in 
grado di stabilire diverse proprietà per la funzione valore e per le politiche ottime, fra 
cui continuità, monotonia, concavità e differenziabilità. Interessante è il caso in cui la 
funzione obiettivo uniperiodale è strettamente concava perché consente di stabilire 
l'unicità della politica ottima. 
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Presentiamo il metodo del calcolo delle variazioni nella versione stocastica nel 
Capitolo 3. Esso si basa, sotto l'ipotesi di differenziabilità della funzione obiettivo 
uniperiodale, sull'individuazione di condizioni necessarie di ottimo per i piani 
ammissibili, che, in analogia con la teoria deterministica, chiameremo condizioni di 
Euler.-Lagrange stocastiche. La peculiarità della nostra trattazione è che formuliamo 
tali condizioni sotto ipotesi molto generali per quanto riguarda il processo degli 
shocks esogeni: su di esso non poniamo infatti alcun tipo di restrizione, è un processo 
stocastico caratterizzato da una misura di probabilità qualsiasi. Alla fme del capitolo 
generalizziamo la teoria al caso sopradifferenziabile definendo i "piani competitivi", 
cioè piani ammissibili supportati da successioni di variabili aleatorie che si possono 
interpretare come prezzi ombra; aggiungendo una condizione di trasversalità 
all'infinito la competitività diventa anche condizione sufficiente per l'ottimalità di un 
piano ammissibile. 
L'applicazione dei risultati teorici elaborati nei primi tre capitoli al modello di 
crescita ottima unisettoriale stocastico è l'oggetto del Capitolo 4, nel quale 
riprendiamo il modello inizialmente elaborato da Levhari e Srinivasan (1969) e Brock 
e Mirman (1972) e poi successivamente sviluppato da altri autori. Utilizzando 
l'approccio della programmazione dinamica otteniamo gli stessi risultati ottenuti in 
questi lavori però sotto ipotesi più generali. Aggiungendo l'ipotesi di differenziabilità 
riusciamo a stabilire anche la monotonia stretta della politica ottima e del consumo 
ottimo. 
Nel Capitolo 5 affrontiamo il problema inverso del controllo ottimo: ci 
chiediamo se, data una funzione qualsiasi, esiste un problema sequenziale avente tale 
funzione come politica ottima. L'obiettivo è dimostrare l'esistenza di problemi che, pur 
soddisfacendo le ipotesi dei modelli economici neoclassici (funzioni di produzione 
omogenee di primo grado, rendimenti di scala decrescenti, utilità concave e 
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differenziabili, condizioni di Inada e così via), anche nel caso in cui il fattore di sconto 
è strettamente positivo, ovvero l'agente (rappresentativo) attribuisce un'utilità positiva 
alle conseguenze che la sua scelta attuale determinerà in futuro, possono presentare 
soluzioni ottime che assumono comportamenti anche molto complessi. Tale 
conclusione non è banale proprio per il fatto che il fattore di sconto è positivo; con un 
fattore di sconto nullo infatti il problema diventa di ottimizzazione statica. Il 
principale risultato che abbiamo ottenuto è un'estensione del Teorema 2.1. presentato 
in Montrucchio (1994a) relativo all'esistenza di soluzioni ottime caotiche in ambito 
deterministico al caso in cui il sistema dipende da un processo markoviano del primo · 
ordine di shocks aleatori. 
Gli ultimi due capitoli riguardano l'analisi di stabilità del sistema dinamico. 
Nel Capitolo 6 presentiamo una sintesi degli sviluppi teorici più recenti sulla 
convergenza asintotica ad una misura di probabilità invariante del processo stocastico 
generato dalla coppia di variabili (x~'z1 ), cioè dalla variabile stato, la cui legge di 
evoluzione è determinata dalla politica ottima, cioè xl+1 = g(x~'z,), e dalla variabile 
aleatoria z, che rappresenta lo shock esogeno che si verifica all'epoca t. Dopo aver 
definito la funzione di transizione stazionaria del processo (markoviano del primo 
ordine) {(x,,z1 )} a partire dalla funzione di transizione Q del processo markoviano 
{ z1 } degli shocks aleatori e dopo aver enunciato i principali risultati noti in letteratura 
sulla convergenza debole in misura, prendiamo in considerazione la classe dei processi 
markoviani caratterizzati da una funzione di transizione che soddisfa ad una proprietà 
di monotonia e stabiliamo le condizioni sotto le quali tale processo converga ad 
un'unica misura di probabilità invariante definita su di un rettangolo diR". 
Il Capitolo 7, infine, è dedicato all'applicazione dei risultati ottenuti nel 
capitolo precedente al modello di crescita ottima unisettoriale stocastico presentato nel 
Capitolo 4. Grazie alla monotonia della politica ottima e all'ipotesi di monotonia della 
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funzione di transizione Q del processo, la funzione di transizione del processo 
{ (xl' Z1)} risulta essere anch'essa monotona e quindi l'esistenza e l'unicità di una 
misura di probabilità invariante rispetto al tempo, cioè la convergenza asfutotica del 
modello ad un processo stazionario stabile, è assicurata dal principale risultato 
dimostrato nel Capitolo 6. La proprietà di monotonia che caratterizza questo tipo di 
processi markoviani ha la seguente interpretazione economica: poiché la funzione di 
transizione stazionaria di questi processi è tale da attribuire in ogni periodo probabilità 
maggiore ad eventi "prossimi" all'evento che si è verificato nel periodo precedente, 
essa rappresenta una struttura delle aspettative degli agenti economici tale da ritenere 
poco probabili "sbalzi" improvvisi della variabile aleatoria che descrive gli shocks 
stocastici, ovvero viene reputata poco probabile l'eventualità che si verifichi uno 
"shock" nel senso usuale del termine. Queste considerazioni ci inducono a credere che 
la teoria sulla convergenza di processi markoviani monotoni possa essere applicabile 
ad un'ampia gamma di modelli dinamici economici. 
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l. Il principio di ottimalità. 
Prima di entrare nel merito della programmazione dinamica in ambiente 
stocastico riteniamo utile richiamare brevemente i principali risultati validi nel caso 
deterministico. Cominciamo con la definizione dei dati e con l'enunciato del problema. 
X è l'insieme dei valori della variabile stato x; r: X ~ X è una corrispondenza 
che descrive il vincolo di ammissibilità, essa cioè è una relazione che associa a ciascun 
x eX un sottoinsieme di X; A è il grafico dir, cioè A= {(x,y) eX x X:y er(x)}; 
F: A ~ R è la funzione obiettivo uniperiodale; J3 ~ O è un fattore di sconto, per ipotesi 
costante e {x,} :o, con x, e X, t=O, l, ... , è un piano (o percorso) possibile. Non 
inseriamo esplicitamente nei dati una variabile di controllo perché la maggior parte dei 
problemi di controllo ottimo deterministici sono riconducibili a problemi espressi 
solamente nella variabile stato x (detti in forma ridotta). In generale un problema di 
programmazione dinamica deterministico può essere enunciato nel modo seguente: 
co 
v*(x0 )= sup LJ3'F(x1 ,xt+1) 
{xt+lJ;'=O t=O 
s. t. xt+l er(xt), t= 0,1, ... , Xo eX dato. 
Lo scopo è massimizzare la funzione obiettivo 
co ' 
(1.1) w({x,})= LJ3'F(xl'xt+I), 
t=O 
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che rappresenta le somme scontate in t=O dei valori assunti da F in ogni periodo t, 
sull'insieme dei piani ammissibili {{x,}:xl+1 er(x,), t=0,1, ... }. Poiché il problema è 
formulato in termini di successioni infinite, diremo che si tratta di un problema 
sequenziale. Secondo il principio di ottimalità introdotto da Bellman nel 1957, a 
questo problema si può sempre associare un'equazione funzionale del tipo 
(1.2) v(x) = sup [F(x,y)+~v(y)], \lx eX. 
yer{x) 
La funzione v • che massimizza la funzione obiettivo nel problema sequenziale, detta 
funzione valore, è sempre soluzione dell'equazione funzionale appena introdotta; in 
generale però le soluzioni di quest'ultima sono molteplici. Restringendo 
opportunamente le ipotesi sui dati del problema, pur restando nell'ambito della 
maggior parte delle applicazioni economiche, è comunque possibile individuare una 
classe di problemi per i quali la soluzione v dell'equazione funzionale è unica e perciò 
coincide con la soluzione del problema espresso in forma sequenziale, riesce cioè 
v • =v. In questo caso è possibile ottenere una caratterizzazione per le successioni, dette 
piani ottimali, che consentono di raggiungere il sup nel problema sequenziale: sotto 
un'ipotesi di limitatezza su v, un piano {x;} è ottimale se, e solo se, vale 
Questa caratterizzazione consente di definire la corrispondenza delle politiche ottima/i 
G*:X ~x come 
G*(x) = {y er(x):v(x) = F(x,y) + ~v(y)}; 
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Un piano (ottimale) {x;} si dice generato da a· se è tale che x1+1 eG·(x1 ), t=O,l, .... 
E' evidente, al fme di studiare l'andamento di v • e dei piani ottimali, il 
vantaggio in termini di calcolo ottenibile dall'operare direttamente sulfequazione 
funzionale anziché sul problema sequenziale. La soluzione di quest'ultima, infatti, 
sotto ipotesi sufficientemente generali, è l'unico punto fisso di un operatore di 
contrazione; non è difficile perciò ricavarne proprietà di continuità, monotonia e 
concavità, se non addirittura calcolare esplicitamente una sua approssimazione 
mediante l'iterazione di un algoritmo. Si capisce quindi l'importanza del principio di 
ottimalità introdotto da Bellman, ovvero dei teoremi che legano le soluzioni del 
problema sequenziale a quelle dell'equazione funzionale. 
In questo capitolo, sulla falsariga di Blackwell (1965), cercheremo di 
riformulare il principio di ottimalità in ambito stocastico. Una volta enunciati il 
problema sequenziale e l'equazione funzionale in modo da tenere conto di shocks 
esogeni che si verificano in ogni periodo t, studieremo le relazioni che intercorrono fra 
soluzioni dei rispettivi problemi. Si vedrà che, diversamente dal caso deterministico, è 
necessario sempre ipotizzare l'esistenza di un piano ottimale. Inoltre mostreremo che 
la coincidenza delle soluzioni vale solamente in un senso: data l'esistenza di un piano 
ottimale, se v è soluzione dell'equazione funzionale e soddisfa certi requisiti di 
misurabilità e di limitatezza, allora v è anche l'unica soluzione del problema 
sequenziale. Il viceversa non vale perché potrebbe accadere che un problema 
sequenziale abbia soluzione v non misurabile e quindi l'equazione funzionale ad esso 
associata risulti non definita (al riguardo è interessante il controesempio elaborato da 
Blackwell, che vedremo nell'esempio 1.1 ). Infine verificheremo che, sotto ulteriori 
ipotesi, ogni piano ottimale è caratterizzato quasi certamente1 da una relazione simile 
l Cioè a meno di un insieme di misura nulla 
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alla (1.3). I risultati ottenibili in ambito stocastico sono quindi più deboli di quelli 
validi per il caso deterministico e le ipotesi richieste sono relativamente più restrittive. 
In realtà non c'è una differenza sostanziale perché, al fme di poter operare 
sull'equazione funzionale, è importante sapere che la soluzione di quest'ultima, se è 
unica, è la soluzione del problema sequenziale e non il contrario; inoltre le ipotesi di 
misurabilità delle funzioni che entrano in gioco sono inevitabili ogniqualvolta si opera-
in ambiente stocastico; infine l'esistenza di piani ottimali è facilmente verificabile 
nella maggior parte delle applicazioni economiche. Ma incominciamo col defmire i 
dati necessari per riformulare il problema sequenziale in presenza di shocks esogeni. A 
differenza del caso precedente, serve una struttura che renda sempre possibile la 
verifica della misurabilità delle funzioni oggetto d'indagine e l'aggiunta di un processo 
stocastico, che ipotizzeremo markoviano del primo ordine, per descrivere l'evolversi 
nel tempo degli shocks esogeni. 
1.1. Il processo degli shocks esogeni. 
Consideriamo lo spazio misurabile ( Z, () in cui gli elementi di Z rappresentano 
gli shocks esogeni e t è la a-algebra generata da una famiglia di sottoinsiemi di Z. Al 
fine di costruire un processo stocastico che descriva l'evolversi di tali shocks è 
necessario defmire una misura di probabilità. Poiché siamo interessati soprattutto a 
processi markoviani del primo ordine, il procedimento canonico introdotto da Ionescu 
Tulcea (si veda in proposito Neveu, 1965, cap. V) si rivela particolarmente adatto ai 
nostri scopi: esso serve a defmire una misura di probabilità su uno spazio prodotto 
formato da una successione di· spazi misurabili qualsiasi a partire da una successione 
di nuclei stocastici, ciascuno dei quali rappresenta la probabilità dell'evento in t 
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condizionata alla sequenza di eventi verificatisi fino al tempo t-1. Quindi in ogni 
periodo si suppone data la distribuzione di probabilità condizionata alla storia degli 
shocks passati. Di seguito riportiamo, senza dimostrarlo, il risultato principale e un 
importante corollario di questo autore sotto l'ipotesi, semplificata rispetto alla versione 
originale, che lo spazio (Z,() degli shocks non si modifichi nel tempo. 
Per ogni t indichiamo con Z' il prodotto cartesiano Zx ... xz, t volte, e con(' 
la a-algebra generata dalla famiglia contenente tutte le unioni finite di rettangoli 
misurabili di Z', cioè insiemi del tipo A1 x ... x A, con A; e t, l ~ i ~ t (si veda la 
definizione A.5 in appendice); analogamente Z«> sia il prodotto cartesiano Z x Zx ... e 
(«> la a-algebra generata dalla famiglia contenente tutte le unioni finite di rettangoli 
misurabili finiti di z«)' cioè insiemi del tipo Al x ... x~ x z x z ... con A; E t' l ~i ~ t' 
t=l,2, .... Ricordiamo che, dati due spazi misurabili (W,'W) e (H,JC), un nucleo stocastico 
su (W,JC) è una funzione K: W x Jl ~ [0, l] tale che 'V'w E W K( w,-) è una misura di 
probabilità su (H,JC) e 'V'B eJl K(·,B) è una funzione 'W-misurabile. Fissiamo z0 eZ e, 
per ogni t, Q,:Z' x t~ [O, l] sia un nucleo stocastico che rappresenti una misura di 
probabilità per il verificarsi dello shock esogeno in t subordinatamente al verificarsi 
della sequenza (z0 , ••• ,z,_1) fino a t-l, cioè Q,(z0 , ••• ,z,_1;B) = Pr(z, eBiz0 , ••• ,z,_1), 
'v'Be(. 
PROPOSIZIONE 1.1 (Ionescu Tulcea) Sia (Z,() uno spazio misurabile e {Q,}:
1 
una successione dai nuclei stocastici Q,:Z' x t~ [O, l]. Allora, per ogni z0 eZ, esiste 
un'unica misura di probabilità P(z0 ,-) sullo spazio prodotto (Z«> ,(«>) il cui valore, su 
ogni rettangolo misurabile finito C = A1 x A2 ••• x A, x Z x Z ... , con A; E t, l ~ i ~ t, è 
dato da 
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P(z0 ,C) =A! (z0 ,C) 
(1.4) 
= J Q1(z0;dz1)J Q2(z0,z1;dz2) ... J Q,(z0, ..• ,z,_1;dz,), 
A1 A2 At 
dove/..! (z0 ,C) è una misura di probabilità sullo spazio prodotto finito (Z' ,t). 
Il prossimo corollario esprime una proprietà delle variabili aleatorie definite 
sugli spazi prodotto ( Z', (') che utilizzeremo molto spesso nel corso di tutto il 
presente lavoro. Indichiamo con z' un generico elemento di Z' . 
COROLLARIO 1.1 Siano (Z,(), {Q,}:
1
, (Z' ,t) e A!(z0 ,-) definiti come sopra. 
Allora se, fissati t e z0 E Z, la funzione f: Z' ~ R è A! ( z0 , ·) -integrabile, riesce 
fz, f (zt )A! (zo 'dzt) 
= fz Q. (zo;dz.) fz Q2 (zo,Zt ;dz2) ... fz Qt (zo, ... ,zt-1 ;dz, )f(z' ). 
Per le dimostrazioni della Proposizione 1.1 e del Corollario 1.1 rinviamo a 
Neveu (1965), Proposizione V.l.l. a p. 162. 
Per ogni t, sia :1, la a-algebra generata dalla collezione di tutti i rettangoli 
misurabili finiti t-dimensionali A1 x ... x A1 x Z x Z .. . , A; E (, l ~i ~t, con t fissato; 
chiaramente { :1,} :. è una successione crescente per inclusione. Se infine indichiamo 
con { z,} :. la successione di funzioni z,: ZCYJ ~ Z, definite da Z1 ( a1, a2 , ••• ) = a1 , 
t= l ,2, ... , ciascuna delle quali è evidentemente :1, -misurabile, rimane definito il 
processo stocastico (zCYJ ,(CYJ ,{Y,}:
1
,{z1}:1,P(z0 ,-)) che descrive la legge di moto degli 
shocks aleatori. 
Per poter definire l'equazione funzionale di Bellman associata al problema 
sequenziale dovremo assumere che il processo degli shocks sia markoviano del primo 
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ordine. In questo caso esso sarà caratterizzato da una funzione di transizione 
stazionaria (cioè indipendente dal tempo) che indicheremo con Q: Z x t --+ [O, l]; per 
ogni t essa indicherà la misura di probabilità per gli shocks in t condiZionata allo 
shock verificatosi solamente in t-1, indipendentemente cioè dalla sequenza di shocks 
precedenti: Q(z,_pB) = Pr(z, e Blz1_1) = Pr(z1 eBjz0 , ••• ,z,_1), 'VB e;. Applicando la 
Proposizione 1.1 la misura di probabilità dell'intero processo sarà quindi definita sui 
rettangoli misurabili finiti C= A1 x A2 ••• x A, x Z x Z .. . , con A; e t, l ~i ~t, nel modo 
seguente: 
(1.5) 
dove, analogamente a p' ( z0 , C), Jl
1 
( z0 , C) è una misura di probabilità sullo spazio 
prodotto finito ( Z', f'). Sotto l'ipotesi di markovianità faremo quindi riferimento al 
processo stocastico (zoo, too, { ~} :. , { .z,} :. , J.l oo ( z0 ,.) ) • 
Essendo i processi di quest'ultimo tipo un sottoinsieme dei precedenti, d'ora in 
poi daremo le definizioni e i risultati più generali utilizzando la (1.4), tenendo presente 
che essi rimangono validi anche in quelle circostanze per le quali saremo costretti ad 
operare con processi caratterizzati dalla (1.5). 
1.2. I piani contingenti. 
Passiamo ora a descrivere gli altri elementi che costituiscono i dati del 
problema. Per mantenere un livello sufficiente di generalità, oltre alla variabile stato x 
introdurremo una variabile di controllo y: essa rappresenta l'azione intrapresa dal 
decision-maker nel periodo attuale che influirà sul valore della variabile stato nel 
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periodo successivo. In ambito stocastico, ciò è giustificato dal fatto che, poiché 
l'azione scelta in t produce i suoi effetti solamente in t+ l, è possibile il verificarsi di 
uno shock esogeno nell'intervallo di tempo fra t e t+ l che modifichi l'effetto-di tale 
azione. 
Sono dati perciò gli spazi misurabili (X, X), in cui X è l'insieme dei valori 
assunti dalla variabile stato x, (Z,(), in cui Z è l'insieme degli shocks esogeni, 
(S ,b)= (X x Z,X x(), lo spazio prodotto che descrive gli stati possibili del sistema, e 
lo spazio misurabile (Y, V) di cui Y è l'insieme delle azioni possibili. Il vincolo di 
ammissibilità in questo caso è dato da una corrispondenza r:S ~ Y che ad ogni 
s = (x, z) eS associa un sottoinsieme di Y, cioè l'insieme di azioni ammissibili a 
partire dallo stato s del sistema. A= {(x,y,z) eX x Yx Z:y er(x,z)} è il grafico di 
r. F:A ~ R è la funzione obiettivo uniperiodale: F(x,y,z) indica il "ritorno", o 
ricompensa, del periodo corrente se lo stato attuale del sistema è (x, z) e viene scelta 
l'azione y er(x,z). ~~O è il fattore di sconto che supponiamo ancora costante. 
Poiché, diversamente dal caso deterministico, il valore x' assunto dalla variabile stato 
in t+ l può differire dall'azione y scelta in t (in particolare esso sarà funzione oltre che 
di x e y, grandezze legate all'epoca t, anche dello shock z' che si realizza in t+ l), è 
necessario introdurre una legge di evoluzione per la variabile stato x. E' sufficiente che 
il dominio di questa funzione comprenda, oltre all'insieme Z di tutti gli shocks che 
possono verificarsi in t+ l, soltanto le coppie (xJ') ammissibili, cioè l'insieme 
D=ProjxyA= {(x,y) eX x Y:3z eZ tale chey er(x,z)}. Sia quindi cp:Dx Z ~X tale 
legge; allora x'= cp(x,y,z') è il valore assunto dalla variabile stato nel periodo 
successivo se nel periodo attuale la variabile stato è x, viene scelta l'azione y e nel 
periodo successivo si verifica lo shock z'. 
Riassumendo, i dati del problema sono (X,X), (Z,(), (Y, y), Q, r, F, ~ e cp. 
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Per definire la funzione obiettivo da massimizzare, è necessano pnma 
individuare il suo dominio: l'insieme dei piani. La definizione di piano in ambito 
stocastico, è molto meno intuitiva di quella in ambito deterministico. In quest'ultimo 
caso ogni successione di punti di X è un piano possibile, ogni piano ammissibile è 
ottenibile semplicemente ponendo xl+1 er(x,), t=O,l, ... e se il problema ammette 
soluzione, un piano ottimale è una successione {x;}«> . generata da a·. Se poi si riesce 
t=O 
addirittura a ricavare a·, allora già in t=O è nota la strategia ottimale da seguire: ad 
ogni epoca t ~ l verrà scelto il valore x;+t. Diversamente, nel caso stocastico, l'azione 
Yt+t da scegliere in t+ l dipende, oltre che dallo shock zl+1 che si verifica nello stesso 
periodo, dalla scelta y1 effettuata in t e dallo shock z1 che si verifica in t (tramite la~), 
i quali a loro volta dipendono dall'intera sequenza {(y1,z1), ••• ,(y1_pZ1_1)}, che è 
composta da elementi tutti ignoti all'epoca iniziale t=O perché è ignota la sequenza di 
shocks (z1 ,z2 , ••• ,z1_ 1) precedenti a z1 • Questo significa che all'epoca iniziale mancano 
le informazioni necessarie per definire sia un piano ammissibile che un piano ottimale 
in termini di successione di punti; sarà perciò necessario definirli in termini di 
successione di funzioni {.t;} (che rappresentano oggetti aleatori e quindi, dovranno 
essere misurabili) ciascuna dipendente dalla storia parziale di shocks verificatisi fino a 
t-1. Vediamo quindi la definizione formale. 
DEFINIZIONE Dato (Z1 ,('), sia z1 = (zp ... ,z1 ) eZ
1 una storia parziale di shocks 
dal periodo l al periodo t. Un piano 1t è un valore 1t0 e Y e una successione di 
funzioni { 1t 1 } : 1 in cui 1t 1 : Z
1 ~ Y è f/ -misurabile, t= l, 2,.... Un piano 1t uscente da s0 
si dice ammissibile se 
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dove le funzioni x;:Z1 ~X, t=1,2, ... , sono definite un modo ricorsivo da 
x;(z1) = ~(x0 ,n0 ,z1 ), Vz1 eZ; 
x;(z1 )=~[x:1 (z1-1 ),n 1_1 (z1-1 ),z1 ], 'rlz1 eZ1 , t=2,3, .... 
Un piano 1t ammissibile uscente da s0 = (x0 ,z0 ), ovvero una successione di 




, descrive un insieme di azioni aleatorie che il decision-maker 
sceglierà in ogni t, una volta nota la storia di shocks avvenuti fmo a t. La differenza 
fondamentale rispetto al caso deterministico è che in ambito stocastico è impossibile 
conoscere in t=O l'azione che verrà effettivamente scelta in ciascuna epoca t: per 
questo in letteratura si parla di piani contingenti (concetto introdotto da Arrow, 1964, 
Debreu, 1959 e Radner, 1972) proprio per sottolineare che l'unico fatto noto all'epoca 
iniziale è che in t verrà effettuata una scelta "contingente", in base cioè alle 
informazioni aggiuntive di cui si entrerà in possesso appena in t. Se ~ è misurabile 
(ipotesi necessaria per dare un senso al discorso) la successione di funzioni {x;} co 
1=1 
descrive una traiettoria aleatoria ammissibile della variabile stato uscente da s0 • 
Per ogni s0 eS, sia II( s0 ) l'insieme dei piani ammissibili uscenti da s0 • 
Innanzitutto verifichiamo sotto quali ipotesi II(s0 ) è non vuoto. Prima però è 
necessario introdurre il concetto di selezione misurabile. 
DEFINIZIONE Siano (S,b) e (T,J) spazi misurabili e sia r:S ~T una 
corrispondenza. Allora la funzione h:S ~T è una selezione misurabile dar se h è 
misurabile e h(s) er(s), Vs eS. 
Una condizione sufficiente, che useremo più avanti, per l'esistenza di una 
selezione misurabile dar (si veda per esempio Hildenbrand, 1974, Proposizione l a p. 
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22 e Lemma l a p. 55) è che S c R 1 e T c R m siano insiemi Borel-misurabili, lJ e :J 
siano cr -algebre di Boreliani in R 1 è R m, T sia chiuso e r sia non vuota, chiusa e 
superiormente semicontinua2. 
IPOTESI 1.1 r è non vuota, A (grafico di r) è Z x V x ( -misurabile e r ha una 
selezione misurabile. Inoltre ~:D x Z---+ X è misurabile. 
La misurabilità di A serve per verificare la misurabilità della selezione 
misurabile e poi, come vedremo, per verificare la misurabilità di F. 
LEMMA 1.1 Se vale l'ipotesi 1.1, IT(s0 ) è non vuoto per ogni s0 eS. 
Prova. Sia h una selezione misurabile da r. Fissato So eS definiamo 1t 
ricorsivamente ponendo 
1to =h( so); 
1t1 (z
1
) = h[x,1t (z' ),z1 ], Vz1 e Z', t= 1,2, .... 
Poiché x;(z1 )=~[x;_1 (z'-1 ),n,_1 (z1-1 ),z,], Vz' eZ', 1=2,3, ... , e ~ è misurabile, 
ciascuna 1t1 è ottenuta mediante composizione ricorsiva di funzioni misurabili, perciò 
è anch'essa misurabile. Data l'arbitrarietà di s0 eS il risultato è provato. o 
2 Si veda la definizione A. l in appendice. 
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1.3. Il problema sequenziale. 
Se prendessimo come funzione obiettivo una funzione analoga alla (f:l) del 
caso deterministico ci troveremmo a massimizzare una variabile aleatoria (a valori 
estesi) in quanto il suo dominio è ora un insieme di successioni di oggetti aleatori: 
infatti fissato s0 eS, la funzione W(s0 ,-):IT(s0 )--+ R data da 
CIO 
(1.6) W(s0 ,1t) = LP1F[x;(z1 ),1t1(i),z1 ], 
1=0 
è funzione composta delle funzioni 1t 
1 
(aleatorie) che formano il piano 1t. Occorre 
quindi trasformare la variabile aleatoria W in funzione deterministica. La soluzione 
ovvia sarebbe defmire la funzione obiettivo come il valore atteso di W; per comodità 
di calcolo invece si preferisce defmirla come serie dei valori attesi scontati di F 
calcolata in ogni t. Con alcune restrizioni su F, comunque, vedremo che le due 
definizioni coincidono. Sia .d = {C e r x V x (:C c A}; è facile verificare che .d è una cr 
-algebra. Vediamo sotto quali ipotesi esiste il valore atteso di F calcolata in t. 
IPOTESI 1.2 F è .d-misurabile e, per ogni s0 = (x0 ,z0 ) eS ed ogni 1t eii(s0 ), 
F[ x; (z'), 1t1 (z
1 ),z1 ] è A! (z0 ,-)-integrabile, t= 1,2, .... 
Sia {<pJ:
1 
una successione di variabili aleatorie <p1:Z







], t=1,2, ... ; sotto l'ipotesi 1.2 ogni <p 1 è (' -misurabile perché 
composta di funzioni misurabili, inoltre è A! (z0 ,-)-integrabile perché lo è F. Allora il 
valore atteso all'epoca iniziale3 della F calcolata in t è 
3 Indichiamo tale valore atteso con E0 per sottolineare il fatto che è calcolato all'epoca iniziale t=O. 
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t=I,2, .... 
Essendo <p 1 composta di funzioni misurabili, il suo valore atteso, calcolato rispetto alla 
misura di probabilità A! (z0 ,·) definita sul dominio di <p,, coincide con il valore atteso 
dell'ultima funzione componente, in questo caso la F (si veda ad esempio il corollario 
5.10.3b al Teorema 5.10.2 in Ash, 1972, p.225). 
Per arrivare alla funzione obiettivo bisogna fare in modo che la serie dei valori 
attesi scontati delle <p 1 abbia senso; l'ipotesi seguente serve ad escludere l'eventualità 
che tale serie possa oscillare. 
IPOTESI 1.3 F è A.-misurabile e vale una delle seguenti: 
a. F ~O oppure F:::;; O; 
b. F è uniformemente limitata dal basso o dall'alto (non necessariamente da O) 
e f3<1; 
n 
c. vale l'ipotesi 1.2 ed esiste lim LP'E0 (<p1), potendo assumere anche i valori 
n-+-oo 1=1 
+oo e -oo. 
Si noti che se vale (a) oppure (b) allora il limite in (c) è definito. 
Sotto l'ipotesi 1.3 definiamo la funzione obiettivo u(s0 ,-):II(s0 )--+ R per ogni 
s0 eS come 
00 
u(so,1t) = F(xo,1to,zo)+ LP'Eo(<f>t). 
t=l 
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E' interessante notare che se valgono le (a) e (b) dell'ipotesi 1.3 è possibile 
passare al limite sotto il segno d'integrale sfruttando il Teorema di convergenza 
monotona di Lebesgue (Corollario A.2 al Teorema A.10 in appendice) per gli integrali 
e quindi riesce L~1E0 (<p 1 ) = E0(L~1<p 1 ); in questi casi allora la funzione obiettivo 
coincide con il valore atteso della W defmita in (1.6). Se vale la (c), invece in generale 
non è possibile invertire il valore atteso con la sommatoria, a meno che non si dia una 
condizione di limitatezza su F tale da rendere applicabile il Teorema di convergenza 
dominata di Lebesgue (Teorema A.11 in appendice); in seguito daremo un'ipotesi di 
questo tipo (ipotesi 1.4) per enunciare il Teorema di caratterizzazione dei piani ottimi 
nel caso stocastico. 
co 
Nel caso non valga l'ipotesi 1.3, cioè nel caso in cui la serie L~1E0 (<p 1 ) sia 
t=l 
oscillante, si può utilizzare un criterio di valutazione diverso per dare un senso alla 
n 
serie stessa ponendo u(s0 ,n) = F(x0 ,n0 ,z0 )+limsup L:~1E0 (<p 1 ), oppure utilizzando 
n-+-co 1=1 
il liminf al posto di limsup. Così facendo il Teorema 1.1, che vedremo fra breve, 
rimane valido, mentre il successivo Teorema 1.2 non sarà più dimostrabile. 
Se valgono le ipotesi 1.1 e 1.3 possiamo finalmente enunciare il problema 
sequenziale stocastico in forma ridotta esprimendolo direttamente in termini di 
funzione valore v •: S ~ R: 
(PS) v* (s) = sup u(s, n). 
7tell{s) 
La v è quindi l'unica funzione che soddisfa le seguenti condizioni: 
(1.7) v* (s) ~ u(s, n), 'V n e Il(s), 
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(1.8) esiste una successione di piani { 1tk} co in ll(s) tale che 
k=l 
v· (s) = limu(s, 1tk). 
k-+co 
1.4. L'equazione funzionale. 
Come affermato in precedenza, per definire l'equazione funzionale 
corrispondente a (PS) dobbiamo imporre l'ipotesi di markovianità del primo ordine al 
processo degli shocks, il quale sarà perciò caratterizzato dalla misura di probabilità Jl co 
definita in (1.5). Il problema sequenziale cui faremo riferimento è quindi definito da 
e, grazie alla markovianità del processo, l'equazione funzionale ad esso associata si 
scnve come segue: 
(EF) v(s) = v(x,z) = sup { F(x,y,z) + pJ v[ '(x,y,z'),z']Q(z,dz')}. 
yef(x,z) Z 
Affinché (EF) abbia senso è evidente che v dev'essere integrabile e il processo 
degli shocks dev'essere markoviano del primo ordine. Grazie a quest'ultima ipotesi 
l'integrale del membro a destra dipende solamente da (XJ',Z) e ciò consente di 
esprimere v indipendentemente dall'epoca t di riferimento. Se il processo degli shocks 
fosse markoviano di ordine superiore al primo (comunque finito) si potrebbe 
formulare il problema mediante un'equazione funzionale defmita su sequenze di n 
periodi, con n ordine del processo markoviano. In questo caso la v sarebbe funzione di 
2n variabili: v[(xp ... ,xn),(zp···,zn)]; ciò equivale a trasformare il processo dato in un 
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processo markoviano del primo ordine allargando la dimensione dello spazio. Se { z,} 
non è markoviano la (EF) da associare a (PS) diventa più complicata perché v si trova 
a dipendere sia dall'epoca t che dalla sequenza di shocks ( z1, z2 , ••• , z,) verificatfsi fmo 
a quel momento. Una formulazione del genere di (EF) può trovare qualche utilità nei 
problemi ad orizzonte finito, ad esempio per il calcolo esplicito della funzione valore, 
ma certamente risulta inutilizzabile nei problemi ad orizzonte infmito. 
Se esiste v che soddisfa (EF) allora possiamo definire la corrispondenza delle 
politiche ottimali G:S ~ Y: 
(CP) G(s) = {y er(s):v(s) = F(x,y,z) + ~ lz v[ ~(x,y,z'),z']Q(z,dz')} 
Se G è non vuota ed esiste una selezione misurabile da G diremo che un piano 1t 
uscente da s0 è generato da G se, presa una successione {g,} di selezioni misurabili da 
G, è defmito da 
1to = go(so); 
1t1 (z
1
) = g, [ x,n (z1 ),z1 ], Vz1 E Z', t= 1,2, .... 
1.5. Il principio di ottimalità. 
Possiamo finalmente enunciare il principale risultato del principio di ottimalità 
stocastico che fornisce, condizioni sufficienti affinché una soluzione v di (EF) sia la 
soluzione di (PS) e affinché ogni piano generato da G sia ottimale per (PS). Prima, per 
ogni 1t E II( s0 ), definiamo le somme parziali della serie u( s0 , 1t) : 
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n 
(1.9) un (so' 1t) = Uo (so' 1t) +L p t fzt F[ xl1t (z1 ), 1t, (z1 ),z, ]J..L' (zo,dz 1 ), 
1=1 
n= 1,2, .... 
Ovviamente, sotto le ipotesi 1.1 e 1.3, vale u( s0 , 1t) = lim un ( s0 , 1t) ; altrimenti, se la 
n~ctJ 
successione {un ( s0 , 1t)} è oscillante, a seconda del criterio di valutazione che 
conveniamo avremo limsup o liminf al posto dellim. 
TEOREMA 1.1 Sono dati (X,Z), (Z,(), (Y, V), Q, r, F, p e 4> definiti come sopra. 
Valgano le ipotesi 1.1 e 1.3 e sia v· definita da (PS). Sia v una funzione l-misurabile 
che risolva (EF) e tale che 
(1.10) 
Sia G, definita da (CP), non vuota e permetta una selezione misurabile. Allora v=v· e 
qualsiasi piano 1t• generato da G è ottimo per (PS) nel senso che v·(s0 ) = u(s0 ,1t•), 
Vs0 eS. 
Prova. Sotto le ipotesi 1.1 e 1.3 v • è defmita. Data v soluzione di (EF) 
dobbiamo dimostrare che valgono la (1.7) e la (1.8). Sia (x0 ,z0 ) = s0 eS arbitrario; 
allora per ogni 1t e II( s0 ) e per ogni n, un'induzione su n mostra che vale 
Vediamo il primo passo dell'induzione: 
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~ F(xo, 1to,zo) + f3 Jz v[ ci>Cxo, 1to ,zt ),zt]QCzo,dzt) 
= U0(S0 , 1t) + f3 Jz v[ x; (z1 ),z1]1-11 (z0 ,dz1) 
= u0 (s0 ,1t)+J3J sup {F(7t0 ,y,z1) Z yef(1t0 ,z1) 
+13 Jz v[ cjl( 1to ,y ,Zz ), Zz ]Q( zl ,dzz) }Ili (zo ,dzl) 
~ Uo(so,1t)+J3 Jz {F[1to,1tt(zt),zt] 
+13 fz v[ cp( 1to, 1tl (z1 ),Zz ),zz ]Q(zl ,dzz) }!!1 (zo ,dz1) 
= ut (so' 1t) + f32 Jz2 v[ x; (z2 ),z2 ]1-12 (zo ,dz2 ), 
dove la prima e la quarta uguaglianza valgono perché v è soluzione di (EF), la seconda 
e la quinta valgono perché 1t è un piano ammissibile uscente da s0 , la terza usa la 
defmizione di un ( s0 , 1t) e il fatto che 1-1
1 
( z0 , dz
1
) = Q( z0 , dz1), e la sesta nuovamente la 
definizione di un ( s0 , 1t) e il Corollario 1.1 che consente di combinare i due integrali in 
uno solo, calcolato, quest'ultimo, rispetto al nucleo stocastico 1-12 :Z x ( 2 ---+ [0,1]. 
Quindi, per la (1.1 0), vale v( s0 ) ~ lim un ( s0 , 1t) = u( s0 , 1t) e, data l'arbitrarietà di 
n-+oo 
1t e II( s0 ), la (l. 7) è verificata. 
l 
La (1.8) si verifica facilmente perché le ipotesi su G assicurano l'esistenza di 
un piano 1t• uscente da s0 che consente di sostituire le disuguaglianze con uguaglianze 
ad ogni passo del procedimento induttivo precedente e quindi, per ogni n, vale 
la successione costante 1tk = 1t• è perciò tale che v(s0) = limu(s0,1tk) = u(s0,1t·). D k-+oo 
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Proponiamo di seguito due varianti del Teorema 1.1: il primo sostituisce alla 
condizione (1.1 O) una condizione più generale che consente alla funzione w di 
divergere negativamente; mentre il secondo contempla il caso in cUi la serie 
(l() 
LJ31E0 (<p1 ) è oscillante. 
1=1 
COROLLARIO 1.2 Se nel Teorema 1.1 sostituiamo la condizione (1.10) con le 
seguenti: 
(1.10a) 
(1.10b) per ogni s0 ES e per ogni piano 1t e ll( s0 ) esiste un piano 1t E ll( s0 ) 
tale che u(s0 , 1t);;:::u(s0 , 1t) e limsup f3
1 J v[x; (z1 ),z1 1. 1 (z0 ,dz1 );;::: O, 
(-+CO Z1 r 
allora v=v *, cioè la soluzione di (EF) è la funzione valore. 
In sostanza questo corollario estende la prima parte della tesi del Teorema 1.1 
ad un caso particolare in cui la soluzione v di (EF) può divergere su alcuni punti del 
suo dominio. Applicheremo infatti questo risultato al modello di crescita ottima 
unisettoriale caratterizzato da una funzione· di utilità logaritmica, la quale diverge 
negativamente sull'origine (si veda l'esempio 4.1 del Capitolo 4). 
Prova del Corollario l. 2. Fissiamo s0 ES. Poiché per ipotesi la corrispondenza 
delle politiche ottime G non è vuota, prendiamo arbitrariamente 1t• EG(s0 ). Nella 
dimostrazione del Teorema 1.1 abbiamo visto che 1t• soddisfa la (1.12) che 
nscnvtamo: 
( ) ( •) A Il+ l J [ 1t • ( Il+ l ) ] n+ l ( d n+ l ) -1 2 V So =Un So,1t +,_, zn+IVXn+l z ,zn+l f.l Zo, 'Z 'n-', .... 
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Indichiamo con l'indice nk una sottosuccessione di 
{f3 n+ t fz.., v[ x;~1 ( z•+t), z.+t ]Il •+t (z0 , dz"+1)} convergente alliminf; riesce 
da cui, per la (1.10a), otteniamo v(s0 ) ~ v*(s0 ). Consideriamo ora un piano 1t ell(s0 ) 
che soddisfi la (1.1 Oh); dalla (1.11) si ha 
che, con un procedimento analogo al precedente e sfruttando la (1.1 Oh), porta a 
v( s0 ) ~ u( s0 , n) ~ u( s0 , 1t). Poiché questa disuguaglianza vale per ogni 1t e ll( s0 ), vale 
anche per 1t• eG(s0 ) e pertanto otteniamo la disuguaglianza inversa v(s0 ) ~ v*(s0 ), 
che, unita alla precedente, stabilisce la tesi: v(s0 ) = v*(s0 ). D 
co 
COROLLARIO 1.3 La serie L~'E0 (<p 1 ) sia oscillante e valgano tutte le ipotesi 
1=1 
del Teorema 1.1 con l'ipotesi 1.2 al posto dell'ipotesi 1.3. Al posto della (1.10), valga 
una delle seguenti: 
(1.10c) 
qualora si utilizzi il criterio di valutazione basato sullimsup; oppure 
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se il criterio di valutazione scelto è basato sulliminj Allora v=v •, cioè la soluzione di 
(EF) è la funzione valore. 
Prova. Fissiamo s0 eS. Se il criterio di valutazione è basato sul limsup, il 
problema di ottimizzazione può essere così formulato: 
v(s0 ) = sup [limsupun(s0 , 1t)]. n:eiJts) n~CX) 
Nella dimostrazione del Teorema 1.1 abbiamo visto che per ogni 1t eii(s0) vale la 
(1.11 ); riscriviamola: 
Indichiamo con l'indice nk una sottosuccessione di {un ( s0, 1t)} convergente a 
limsup un ( s0 , 1t). Calcolando illiminf di entrambi i membri otteniamo n~oo 
v( so);?: limsup un (so' 1t) 
n~oo 
>l" ( ) l" "nfAn+lJ [ n: ( n+l) ] n+l( d n+I) - lffiSUpUn S0 ,1t + lffil p V Xn+I Z ,zn+I J.l Zo, Z n~CX) n~CX) zn+! 
:?:lim SU p Un ( s0 , 1t) , 
n~CX) 
dove la seconda disuguaglianza usa la (1.10c). 
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D'altra parte, poiché per ipotesi la corrispondenza delle politiche ottime G non 
è vuota, prendiamo arbitrariamente 1t• eG(s0 ) e riscriviamo la (1.12): 
Per la (1.1 Oc) esiste una sottosuccessione di { 13"+1 fz.., v[ x;:1 ( z"+1 ), zn+t ]Il n+ t ( z0 , dz"+1)} 
convergente a zero. Indichiamo con l'indice nk tale sottosuccessione. Allora, tenendo 
conto che anche 1t• soddisfa la (1.10c), calcoliamo il limsup di entrambi i membri 
della (1.12): 
+liminfAn+tJ' v[xx· (zn+l) Z ]••n+l(z dzn+l) 
P zn+l n+I ' n+l r 0' n-+oo 
~limsup un(so, 1t*), 
n-+oo 
che, unita alla disuguaglianza ricavata in precedenza, porta alla tesi. 
Consideriamo ora il caso in cui il criterio di valutazione è basato sul liminf. 
SceFliamo arbitrariamente 1t e IT( s0); indichiamo con l'indice nk la sottosuccessione 
di 1.f3"•tfz, .. v[ x;.1 (z"•1), zn+t ]Il n+ t ( z0 , dz"+ 1)} convergente al limsup. Se prendiamo il 
liminf di entrambi i membri della ( 1.11) perveniamo a 
l. An+IJ [ 1t ( n+l) ] n+l( dzn+l) + lffiSUpp 1 V Xn+I Z ,zn+l J.1 Zo, n-+oo zn+ 
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dove la prima disuguaglianza vale per la (l.lOd). Se invece prendiamo n· eG{s0 ) e 
indichiamo con l'indice nk la sottosuccessione di {un ( s0, n·)} convergente a 
liminf un (s0 , n*), calcolando illimsup di entrambi i membri della (1.12) otteniamo 
n~«> 
~liminf un (so, n*) 
n~«> 
~liminf un(so 'n*), 
n~«> 
dove l'ultima disuguaglianza vale per la (l.lOd). Combinando le due disuguaglianze 
nuovamente si ha il risultato desiderato. o 
Vediamo ora con un controesempio perché, contrariamente al caso 
deterministico, non è possibile formulare un teorema generale inverso del precedente 
per affermare che la soluzione di (PS) soddisfa sempre (EF). 
Esempio 1.1 (Tratto dall'esempio 2 in Blackwell, 1965, p. 229). Sono dati 
X=Z=[O,l], con Z=fì l'insieme dei Boreliani di [0,1]; r(s)=[O,l], Vs eS= (O, l] x (0,1]; 
Y=X e cj>(x,y,z) = y, V(x,y,z) e (0, l] x (0, l] x (0, 1]. La funzione di transizione 
stazionaria è data da 
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{l sez e C 
Q(z,C) = 
O altrimenti, 
Vz eZ, C efj; 
poiché ciò significa che in ogni epoca si verifica lo shock del periodo precedente con 
probabilità l, la successione { z,} :
1 
sarà costante. Sia EcS un insieme Borel-
misurabile tale che la sua proiezione su Z, cioè l'insieme Pr ojzE = 
{ z E Z: 3y E X tale che (y, z) E E}, non è (-misurabile (per un esempio di tale insieme 
si veda Behnke e altri, 1974, pp. 465-474). La funzione obiettivo uniperiodale F sia 
definita da 
e sia O<J3<1. 
{
l se (y,z) E E 
F(x,y,z) = 
O altrimenti, 
Essendo F una funzione semplice ed E un insieme misurabile, F è misurabile; 
inoltre è evidente che valgono le ipotesi 1.1 e 1.3 e quindi la funzione valore v • in 
(PS) è definita. In particolare, fissato s0 = (x0 ,z0 ) eS, se z0 EProjzE, riesce 
v*(s0 ) = (1-p)-
1 e qualsiasi piano definito da 1t1 (z
1
) = y, con y EEzo 4, !=0,1, ... , è un 
piano ottimo; mentre se z0 ~ProjzE, v· è identicamente nulla. Ciascuno dei piani in 
II(s0 ) però è definito per s0 fissato; ampliamo quindi il dominio del piano 
ammissibile facendo dipendere le singole funzioni 1t1 anche da s. Gli elementi del 
piano saranno in questo caso funzioni it, :S x Z 1 ~ X. Per ogni s eS, la s-sezione di 
una successione { n
1
} coincide naturalmente con un piano 11: e II(s), e come tale è fì'-
4 Con E indichiamo la z0 -sezione di E. Zo 
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misurabile. Purtroppo nulla ci assicura che n
1 
sia lJ x(' -misurabile, e, come ora 
vedremo, il nostro esempio è proprio uno di questi casi. 
Per ogni t, l'insieme dei valori che it 
1 
può assumere affinché costituisca un 
piano ottimo è l'insieme ProjxE, cioè l'insieme di elementi y e X per cui esiste 
almeno un elemento z eZ tale che (y,z) e E; ma la controimmagine di ProjxE 
tramite n1 è l'insieme X x ProjzE x Z' che non è lJ x r -misurabile, quindi it, non è 
misurabile. Poiché la funzione obiettivo u, se vista come funzione di s, è una 
composizione ricorsiva delle n,, anch'essa risulta non misurabile e perciò nemmeno 
v*:S ~ R, essendo il sup sulle u, riuscirà misurabile. In particolare l'insieme 
{(x,z) eS:v*(x,z) = (1-p)-1} =X x ProjzE non è 1>-misurabile. 
E' interessante osservare che nell'esempio visto non sono definite neanche le 
equazioni di Bellman per il caso ad orizzonte finito, cioè le 
(EFJ vn (x,z) = sup [F(x,y,z) +P] v n-t (y,z')Q(z,dz')], yer(x,z) Z 
dove vn_1 è la funzione valore dello stesso problema sequenziale con un periodo in 
meno. Il problema della misurabilità della funzione valore v* è infatti dovuto al fatto 
che i piani contingenti sono successioni di funzioni n 1 : Z
1 ~ X che non dipendono 
dallo stato iniziale s0 ; questo impedisce di garantire a priori la misurabilità delle 
n 
funzioni un (s, 1t) = u0 (s, 1t ).+L P' fz, F[ x; (z' ), n, (z' ),z1 ]Jl' (z,dz'), per ogni n, e 
1=1 
quindi anche la misurabilità della funzione valore, che è il su p delle un ( s, n) sia nel 
caso ad orizzonte finito che in quello ad orizzonte infinito. 
Il prossimo risultato è quindi solamente un parziale inverso del Teorema 1.1. 
Prima di enunciarlo occorre definire i piani parziali traslati di un periodo e verificare 
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una proprietà di scomponibilità della funzione u (analoga al caso deterministico) 
valida sotto un'ipotesi aggiuntiva di limitatezza su F. 
DEFINIZIONE Dati s0 eS, 1t eii(s0 } e z1 eZ, la continuazione di1t seguendo z1, 
che indicheremo con C(1t,z1), è la successione di funzioni C,(·,1t,z1):Z' ~ Y, 
t=O, 1,2, ... così definite: 
Co(1t,zt) = 1tt(zi), 
C ( t+ l ) ( t+ l) , Z2 '1t,Zt = 1tt+t zi ' 'v'z~+I eZ', t= 1,2, ... ; 
dove z: =(z;, ... ,zJ ezt+t-;, t=J,2, ... , I~i~t. 
Per ogni t C,(·,1t,z1) è la z1-sezione di 1t1+1 e perciò è una funzione ('-
misurabile; ma allora la continuazione di 1t seguendo z1 è un piano uscente da 
s1 =[x;(z1),z1] eS, ovvero C(1t,z1) eii(s1). Esso è un nuovo piano che rimane 
definito una volta noto lo shock z1 che si verifica in t= l; se vale l'ipotesi 1.1 un piano 
del genere esiste sempre, per ogni s0 eS. 
E' importante notare che u[ Sp C( 1t, z1)] è misurabile nella variabile z1: essa è 
infatti il limite (eventualmente limsup o liminf) della successione di funzioni 
un [ s1, C( 1t,z1)] definite in (1.9) ciascuna delle quali è misurabile in quanto composta 
di funzioni misurabili. 
IPOTESI 1.4 Se F assume sia valori positivi che negativi, esiste una famiglia di 
funzioni non negative L,:S ~ R+, t=O,J, ... , JJ-misurabili tale che \i1t eTI(s0 ) e 
\i s0 e S riesce 
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jF(x0 , 1t0 ,z0 )j ~ L0(s0 ), 
IF[x;(z1 ),1ti(Z1 ),zt]l ~ Lt(so), Vz1 eZ1 ' t= 1,2, ... e 
co 
LP t Lt(so) < oo. 
1=0 
LEMMA 1.2 Sono dati (X,Z), (Z,(), (Y, V), Q, r, F, P e ~ definiti come sopra. 
Valgano le ipotesi 1.1, 1.3 e 1.4. Allora V(x0 ,z0 ) = s0 eS e Vn ei1(s0 ) vale 
Cenno di dimostrazione. Usando la (1.9) definiamo u(s0 , n) come 
n 
u(s0 , 1t) = F(x0 , 1t0 ,z0 ) + !~~ J3' Jz, F[ x; (z' ), 1t1 (z'),z, ]~t' (z0 ,dz' ). 
Applichiamo nuovamente il Corollario 1.1 per spezzare l'integrale a destra in due 
integrali calcolati rispettivamente in J.t1- 1 e Q (nuclei stocastici che formano il prodotto 
diretto Q x Jl 1- 1); se vale l'ipotesi 1.3, (a) o (b), possiamo applicare il Teorema di 
convergenza monotona e portare il limite sotto il segno di integrale in modo da 
ottenere, modificando opportunamente i termini, l'espressione di u a partire da 
s1 = [x;(z1),z1] calcolata sul piano C(n,z1) ei1(s1). Se invece vale l'ipotesi 1.3 (c), 
scatta l'ipotesi 1.4 che consente di applicare il Teorema di convergenza dominata di 
Lebesgue al posto del Teorema di convergenza monotona per portare il limite sotto il 
segno d'integrale. o 
Naturalmente è possibile formulare ipotesi più complicate di limitatezza su F 
per consentire il passaggio cruciale nella dimostrazione precedente: lo scambio 
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d'ordine fra il limite e l'integrale. A questo proposito è inoltre importante rilevare, 
come del resto già anticipato in precedenza, che il Lemma 1.2 non vale se rimuoviamo 
l'ipotesi 1.3 (ovvero se non esiste il limite dei valori attesi scontati di F calco fati per 
ogni t) e definiamo u( s0 , n) secondo il criterio dellimsup o delliminf; in questo caso, 
infatti, non abbiamo a disposizione uno strumento analogo ai succitati Teoremi di 
convergenza monotona e dominata per giustificare il passaggio chiave della 
dimostrazione. Per questa ragione l'ipotesi 1.3, ovvero l'esistenza di una serie per 
esprimere u, è fondamentale per la validità del prossimo risultato che caratterizza 
(quasi certamente) i piani ottimali. 
TEOREMA 1.2 Sono dati (X,Z), (Z,(), (Y,V), Q, r, F, J3 e cJ> definiti come sopra. 
Valgano le ipotesi 1.1, 1.3 e 1.4. Sia v* definita da (PS) misurabile e tale da risolvere 
(EF). La corrispondenza G definita da (CP) sia non vuota e permetta una selezione 
misurabile. Dato (x0 ,z0 ) = s0 eS, sia n* ell(s0 ) un piano ottima/e uscente da s0 che 
consente di raggiungere il sup in (PS). Allora esiste un piano nG uscente da s0 
generato da G tale che 
G • no =no e 
n~ (z') =n; (z' ), J.1 1 (z0 ,-)-quasi certamente, t= 1,2, .... 
Non riportiamo la dimostrazione. E' interessante però osservare che sotto le 
ipotesi del Teorema 1.2 sia il Teorema 1.1 che il Lemma 1.2 sono verificati; essi anzi 
consentono di giustificare i due punti cruciali della dimostrazione. Infatti l'ipotesi che 
v sia misurabile e risolva sia (PS) che (EF) è praticamente la prima parte della tesi del 
Teorema 1.1. Il Teorema 1.2 è quindi l'inverso del Teorema 1.1 solamente per quanto 
riguarda i piani ottimali: sotto le ipotesi date su G e con l'aggiunta dell'ipotesi 1.4 ogni 
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piano ottimale è generato quasi certamente da G, mentre, a prescindere dall'ipotesi 1.4, 
ogni piano generato da G è ottimale. Infme, poiché il Lemma 1.2 è essenziale per la 
dimostrazione, è evidente la necessità che u sia definita come serie convergente o 
divergente ma non oscillante; ciò esclude la possibilità di utilizzare il criterio del 
limsup o delliminf se si vuole mantenere la validità dell'ultimo Teorema enunciato. 
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2. Il caso continuo e limitato. 
In questo capitolo affronteremo il caso particolare un cui la funzione obiettivo 
uniperiodale è continua e limitata, la funzione di transizione stazionaria che descrive il 
processo (markoviano del primo ordine) soddisfa una proprietà di continuità 
opportunamente definita e gli spazi rilevanti sono sottoinsiemi di spazi Euclidei. Sotto 
queste ipotesi è possibile elaborare una teoria simile al caso deterministico: 
mostreremo infatti che la soluzione v di (EF) è l'unico punto fisso di un operatore di 
contrazione e di conseguenza, poiché le ipotesi sono tali da garantire il sussistere del 
Teorema 1.1, v è proprio la funzione valore v· di (PS). Potendo quindi operare 
direttamente sull'equazione funzionale, otterremo alcune caratterizzazioni per v· e per 
G. 
2.1. Continuità dell'operatore di Markov: la proprietà di Feller. 
L'equazione funzionale (EF) introdotta nel Capitolo l si distingue dall'analoga 
equazione funzionale deterministica definita da (1.2) per il fatto che la funzione valore 
nel membro di destra compare sotto il segno d'integrale; cioè al posto di v c'è il suo 
valore atteso condizionato al verificarsi di un certo shock z. Per studiare le proprietà di 
questo valore atteso condizionato (ovvero le proprietà della funzione di transizione 
stazionaria Q che definisce la misura di probabilità Q(z,·) rispetto alla quale è 
calcolato) conviene introdurre il seguente operatore. 
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DEFINIZIONE Sia (Z,() uno spazio misurabile. Data una funzione di transizione 
stazionaria Q:Zx ( ~ [0,1], l'operatore di Markov associato a Q è un funzionale M 
definito sullo spazio delle funzioni (-misurabili da 
(2.1) (Mf)(z) = J f(zt)Q(z,dz'), 'dz eZ. 
Indichiamo con B(Z,() lo spazio delle funzioni f:Z ~ R (-misurabili e 
limitate. Verifichiamo innanzi tutto che la funzione Mf: Z ~ R è (-misurabile, V fe 
B(Z,() 
TEOREMA 2.1 L'operatore lineare di Markov M definito in (2.1) mappa lo spazio 
delle funzioni f: Z ~ R (-misurabili e limitate in se stesso, cioè 
M:B(Z,() ~ B(Z,(). 
Prova. Procediamo in tre fasi successive: verifichiamo la tesi prima per 
funzioni indicatore, poi per funzioni semplici ed infine perfe B(Z,(). 
Sia f = XA, A et. Allora (MXA)(z) = fzxA(z')Q(z,dz') = JAQ(z,dz') = 
Q(z,A), VzeZ, e quindi per definizione di Q è misurabile. 
n 
Sia ~ = L a; x~ una funzione semplice misurabile nella sua rappresentazione 
i=l 
standard (si veda l'appendice A.4). Allora 
(Mcjl)(z) = J[~a;x.., (z') ]Q(z,dz') 
= ~>;[J x.., (z')Q(z,dz')] 
1=1 
n 
= La;(MXA; )(z), VzeZ, 
i=l 
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dove la seconda uguaglianza vale per la linearità dell'integrale. Poiché per la prima 
parte di questa dimostrazione ogni MxA; è misurabile, anche M' risulta misurabile. 
Sia infine fe B(Z,ft). Per il Teorema A.9 in appendice esiste una successione 
{'n} di funzioni semplici misurabili in B(Z,ft) convergente af. Quindi 
(Mf)(z) = J f(z')Q(z,dz') 




dove la seconda uguaglianza è dovuta al fatto che ciascuna 'n è limitata e quindi vale 
il Teorema A. l l in appendice. Ma poiché M'n è misurabile per n=l,2, ... , il Teorema 
A. 8 in appendice stabilisce la misurabilità di M f. o 
Dovendo operare con funzioni continue vogliamo fare in modo che la funzione 
v soluzione di (EF) sia anch'essa una funzione continua; a tal fine è necessario che il 
secondo addendo del membro a destra sia una funzione continua, vale a dire che 
l'integrale di una funzione continua calcolato rispetto alla misura Q(z,·), sia esso stesso 
una funzione continua. Qu((sta proprietà dipende dalla funzione di transizione 
stazionaria Q e viene definita mediante l'operatore di Markov ad essa associato. 
Indichiamo con C(Z) lo spazio delle funzionifZ~R continue e limitate. 
DEFINIZIONE Una funzione di transizione stazionaria Q definita sullo spazio 
misurabile (Z,ft) gode della proprietà di Feller se l'operatore di Markov M ad essa 
associato mappa lo spazio delle funzioni f·Z~R continue e limitate in se stesso, cioè 
se M·C(Z)~C(Z). 
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Enunciamo quindi le ipotesi su alcuni dati del problema. 
IPOTESI 2.1 X, Y e Z sono sottoinsiemi rispettivamente di R 1, Rm ed Rk coii i loro 
Boreliani Z = { B E fB 1: B c X}, V = { B E fBm: B c Y} e t = { B E fBk: B c Z}, e Y è 
chiuso. 
IPOTESI 2.2 La funzione di transizione stazionaria Q gode della proprietà di 
Feller. 
Il prossimo Lemma stabilisce che, sotto le ipotesi appena viste, l'integrale 
presente nel membro a destra della (EF) conserva la proprietà di limitatezza e 
continuità della funzione integranda~ Questa proprietà, assieme ad altre ipotesi su r, F 
e ~' ci consentirà, nel successivo Teorema 2.2, di stabilire limitatezza e continuità 
della funzione valore a partire dalla (EF). Consideriamo lo spazio prodotto 
(W, 'W)= (X x Y x Z,Z x V x() e sia C( W) lo spazio delle funzioni continue e limitate 
f:W ~ R dotato della norma 11111 = ~~lf(w)l. 
LEMMA 2.1 (X,Z), (Y, V), (Z,() e Q soddisfino le ipotesi 2.1 e 2.2. Se h: W~ R è 
continua e limitata, allora l'operatore M* definito su C(W) da 
(2.2) (M*h)(x,y,z) = J h(x,y,z')Q(z,dz'), 'v'(x,y,z) EW 
è continuo e limitato, cioè M*: C(W) ~ C(W). 
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Prova. Riportiamo qui la dimostrazione nel caso in cui Z è un sottoinsieme 
compatto di R k ; la dimostrazione più generale, per Z non limitato, si trova alla fine 
del capitolo. 
Prendiamo h eC(W). Poiché h è limitata e Q(z,·), per ogni z, è una 
probabilità, evidentemente M• h è limitato. Indichiamo con u = (x,y) il generico 
elemento dell'insieme X x Y. Per verificare la continuità, scegliamo una successione 
(un,zn)---+ (u,z). Vale 
(2.3) 
JCM.h)(u,z)- (M.h)(un,zn)J 
~ jC M• h)( u,z)- ( M• h)( u,zn)l + Jc M•h)(u,zn)- ( M• h)(un ,zn)l 
~ JCM.h)(u,z) -(M.h)(u,zn)J+ fzlh(u,z') -h(un,z')IQCzn,dz'). 
Per l'ipotesi 2.2 il primo addendo del membro di destra si annulla per n---+ oo. Poiché 
un ---+ u, esiste un insieme compatto DcX"xY tale che un e D, per ogni n, e ueD. Dal 
momento che h è continua, essa è uniformemente continua sull'insieme compatto DxZ, 
cioè, per ogni E>O, esiste m~ l tale che 
jh(u,z')-h(un,z')I<E, \:ln>m, \:lz'eZ, 
e perciò anche il secondo addendo del membro di destra della (2.3) si annulla per 
n---+ oo. o 
47 
2.2. Caratterizzazione della funzione valore e delle politiche ottime. 
Per prima cosa stabiliamo esistenza e unicità della funzione valore e l'esistenza 
di almeno una politica ottima espressa da una funzione misurabile g: S ---+- Y. 
IPOTESI 2.3 ~:D x Z---+- X è continua. 
IPOTESI 2.4 La corrispondenza r: S ---+- Y è non vuota, compatta e continua. 
IPOTESI 2.5 La funzione F:A---+- R è limitata e continua, e 0<(3<1. 
E' facile verificare che sotto le ipotesi 2.1-2.5 valgono le ipotesi 1.1, 1.3 e 1.4; 
si noti inoltre che l'ipotesi 2.5 implica la (1.10) del Teorema 1.1, infatti, se la funzione 
obiettivo uniperiodale è limitata e il fattore di sconto è strettamente minore di uno la 
funzione valore è anch'essa limitata. Se riusciamo anche a garantire l'esistenza di un 
piano ottimo generato dalla corrispondenza delle politiche ottimali G, cioè se troviamo 
condizioni sufficienti affinché G sia non vuota e ammetta una selezione misurabile, 
allora valgono i Teoremi 1.1 e 1.2 e la funzione v che risolve (EF) è la funzione valore 
v • di (PS). Se la v è unica, si può affermare che v • è anche soluzione di (EF), 
ottenendo così un Teorema inverso del Teorema 1.1. Il prossimo risultato, 
fondamentale, stabilisce proprio questo: l'unicità della v, soluzione di (EF), e 
l'esistenza di una selezione misurabile da G, per ogni s eS. 
Indichiamo con C(S) lo spazio delle funzioni continue e limitate f: S ---+- R 
dotato della norma sup. 
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TEOREMA 2.2 (X,Z), (Y, V), (Z,1), Q, 1, F, P e~ soddisfino le ipotesi 2.1-2.5 e 
l'operatore T su C(S) sia definito da 
(2.4) (Tf)(x,z) = sup { F(x,y,z) + Pjf[~(x,y,z'),z']Q(z,dz')}. 
yer(x,z) 
Allora T: C( S) ~ C( S) è una contrazione di modulo p. Pertanto T ha un unico punto 
fisso v in C(S) e, posto vn+l = Tvn, per ogni v0 eC(S) riesce 
Inoltre la corrispondenza delle politiche ottima/i G:S ~ Y definita in (CP) è non 
vuota, compatta e superiormente semicontinua. 
Osserviamo innanzitutto che, poiché S c R 1+k, Y c Rm e Y è chiuso, l'ultima 
parte della tesi assicura l'esistenza di una selezione misurabiles da G, cioè l'esistenza 
di un piano ottimo; allora, sotto le nostre ipotesi, vale Il Teorema 1.1. 
Prova del Teorema 2.2. Fissati (x,z) eS e f eC(S), l'espressione dentro il 
sup nella (2.4) può essere riscritta come 1;(x,y,z) = [F(x,y,z) + P(M*h)(x,y,z) ], 
dove M* è definito in (2.2) e h(x,y,z') = f[~(x,y,z'),z'] è, per costruzione, continua 
e limitata. Per il Lemma 2.1 M* h è una funzione continua e limitata e quindi ç è 
continua nel suo secondo argomento; perciò, essendo !(x,z) compatto, il massimo in 
(2.4) è raggiunto. Tfè limitata perché lo è ç. Ma allora, essendo r continua e a valori 
compatti, vale il Teorema del Massimo (Teorema A.1 in appendice) e la prima parte 
della tesi è provata. 
5 Si veda la definizione di selezione misurabile nel capitolo l. 
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Per provare la seconda parte della tesi è sufficiente osservare che T soddisfa le 
proprietà di monotonia, cioè f, g e C( S) e f ( s) 5: g( s), \;/ s eS, implica 
(Tf)(s) 5: (Tg)(s), \:ls eS, e di sconto, cioè esiste o e(O,l) tale che 
[T(f +a)](s) 5: (Tf)(s)+Ba, \:lf eC(S), a~ O, s eS. La prima è banalmente 
verificata perché è soddisfatta dall'operatore M*, che è un integrale; per quanto 
riguarda la seconda vale M*(h+c)= M* h+c per ogni funzione costante c, perché M• è 
un valore atteso condizionato e quindi ha la proprietà di linearità. Così, per il Teorema 
di Blackwell (Teorema A.3 in appendice), T è una contrazione di modulo~' e poiché 
C(S) è uno spazio di Banach, il Teorema di contrazione di Banach-Cacciopoli 
(Teorema A.2 in appendice) assicura che T ha unico punto fisso v eC(S) e vale la 
(2.5). 
Infine le proprietà di G seguono dalla seconda parte della tesi del Teorema del 
massimo applicato a (2.4). o 
I prossimi tre risultati servono per stabilire monotonia e concavità della 
funzione valore v: X x Z --+ R separatamente nei suoi due gruppi di argomenti: 
rispettivamente i primi l e gli ultimi m. Nel Teorema 2.5 otterremo anche 
un'importante proprietà per la corrispondenza delle politiche ottimali. 
Fissati due vettori x ,x' e R n, la scrittura x<x' significa che x5x' e x:t:-x', mentre 
x< <x' significa che ogni componente di x' è strettamente maggiore alla corrispondente 
componente di x. Per funzione monotona intendiamo una funzione che è monotona 
separatamente nei suoi argomenti; ovvero diremo, ad esempio, che f: R n --+ R è 
strettamente crescente se x<x' implicaj(x)<j{x'). 
TEOREMA2.3 (X,Z), (Y,V), (Z,(), Q, r, F, ~e' soddisfino le ipotesi 2.1-2.5; 
per ogni (y,z) eYx Z, F(·,y,z):Ayz--+ R, cioè la yz-sezione di F, e '(·,y,z):X--+ X 
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siano crescenti; inoltre, per ogni z eZ, r(·,z):X-+ Y sia crescente nel senso che 
x~ x' implica r(x,z) c r(x' ,z). Sia v l'unico punto fisso dell'operatore T in (2.4); 
allora, per ogni z eZ, v(·,z):X-+ R è crescente. Se F(·,y,z):Ayz-+ R è strettamente 
crescente allora v(·,z):X-+ R è strettamente crescente. 
Prova. Dobbiamo fare ricorso al Principio di localizzazione (Corollario A. l, in 
appendice, al Teorema di contrazione di Banach-Cacciopoli). Sia C'(S) c C(S) 
l'insieme delle funzioni continue e limitate su S = X x Z crescenti in x. Poiché C'(S) è 
un sottoinsieme chiuso dello spazio metrico completo C(S), per il Principio di 
localizzazione è sufficiente mostrare che T[ C' ( S)] c C' ( S). 
Fissiamo z eZ e f eC'(S); sia h:Dx Z-+ R definita da h(x,y,z') = 
f[cp(x,y,z'),z'] e osserviamo che, per la monotonia di cp(·,y,z), di f(·,z) e 
dell'operatore M* definito in (2.2), che essendo un integrale conserva la monotonia 
della funzione integranda, riesce (M*h)(·,y,z) crescente. Siax<x' e sia y er(x,z) un 
punto di massimo per T in (2.4); allora vale 
(Tf)(x,z) = F(x,y,z) + J3( M•h)(x,y,z) 
~ F(x' ,y,z) + J3(M.h)(x' ,y,z) 
~ max [F(x' ,y,z) +J3(M.h)(x' ,y,z)] 
yer(x',z) 
= (Tf)(x' ,z) 
dove la seconda disuguaglianza è dovuta alla monotonia di F( ·, y, z) e al fatto che 
(M*h)(·,y,z) è crescente e la terza alla monotonia di r(x,·). 
Se F( ·, y, z) è strettamente crescente e se indichiamo con C'' ( S) c C' ( S) il 
sottoinsieme delle funzioni strettamente crescenti in x, sempre per il Principio di 
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localizzazione è sufficiente mostrare che T[ C' ( S)] c C'' ( S): il procedimento è 
identico al caso precedente con la differenza che la seconda disuguaglianza diventa 
stretta. D 
IPOTESI 2.6 La funzione di transizione stazionaria Q è dotata della proprietà di 
monotonia, cioè se f:Z--+ R è crescente, allora l'operatore di Markov (Mf)(z) = 
J f(z')Q(z,dz') è anch'esso crescente. 
La proprietà di monotonia per la funzione di transizione Q ha una semplice 
interpretazione: essa implica che, al crescere di z, Q(z,·) sia una misura di probabilità 
che attribuisce maggior peso a shocks più favorevoli (naturalmente sotto l'ipotesi che 
la variabile aleatoria z sia ordinata in modo crescente rispetto ai vantaggi che lo shock 
esogeno porta alle variabili del problema); in altre parole Q dev'essere tale da 
attribuire probabilità maggiore a shocks che nel periodo successivo non si discostino 
molto dallo shock attuale. Sulla proprietà di monotonia di una funzione di transizione 
torneremo in maniera approfondita nel Capitolo 6. 
TEOREMA 2.4 (X,Z), (Y, V), (Z,(), Q, r, F, p e~ soddisfino le ipotesi 2.1-2.6; 
per ogni (x,y) E X x Y, F(x,y,-):Axy--+ R, cioè la xy-sezione di F, e ~(y,-):Z--+ X 
siano crescenti; per ogni x E X, r(x,-):Z--+ Y sia crescente nel senso che z-;; z' 
implica r(x,z) c r(x,z'). Sia v l'unico punto fisso per l'operatore T in (2.4); allora, 
per ogni x E X, v(x,-):Z--+ R è crescente. Se F(x,y,-):Axy --+ R è strettamente 
crescente allora v(x,-):Z--+ R è strettamente crescente. 
Prova. E' identica alla precedente; in più, per fare in modo che (M.h)(x,y,·) 
sia crescente si sfrutta la proprietà di monotonia di Q. D 
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Il Teorema successivo è molto importante per le applicazioni economiche 
perché stabilisce l'unicità della politica ottima sotto l'ipotesi di concavità della 
funzione obiettivo uniperiodale. Come negli ultimi due Teoremi, anche in questo caso 
la dimostrazione sfrutta il Principio di localizzazione il quale, per poter essere 
applicato, richiede la concavità della funzione integranda f[cp(x,y,z'),z'] in (2.4) e 
che la concavità sia preservata dall'operatore M* definito in (2.2). Verifichiamo 
innanzitutto che M* soddisfa al requisito richiesto se gli spazi X e Y sono convessi. 
LEMMA 2.2 (X,Z), (Y, V), (Z,() e Q soddisfino le ipotesi 2.1e 2.2 e in più X e Y 
siano convessi. Sia M* definito in (2 .2). Se h E C(W) è concava (strettamente 
concava) nei suoi primi l+m argomenti, allora tale sarà anche M* h. 
Prova. Siano u, u' E x x y tali che u * u' e per e E (0, l) arbitrario Sla 
u9 =eu+ (l- e)u', ovviamente u9 E X x Y per la convessità di X x Y. Poiché h è 
concava riesce 
(M*h)(u9 ,z) = J h(u9 ,z')Q(z,dz') 
~ J[eh(u,z') +(l-e)h(u' ,z')]Q(z,dz') 
=e(M*h)(u,z)+(t-e)(M*h)(u',z), \;fz EZ. 
Se h è strettamente concava la seconda disuguaglianza diventa stretta perché l'insieme 
su cui è calcolato l'integrale è di misura Q(z,-) positiva. o 
Tenendo conto che la concavità della f è implicita nell'utilizzo del Principio di 
localizzazione, dobbiamo individuare condizioni per la cp tali che la composta 
f[cp(x,y,z'),z'] risulti anch'essa concava. In generale componendo funzioni concave 
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non si ottiene una funzione concava, perciò non basta ipotizzare la concavità di 
~(·,-,z'), bisognerà bensì operare un'ulteriore restrizione per la classe delle leggi di 
evoluzione ~· Una possibilità è quella di considerare le leggi di evoluzione -lineari 
~(x,y,z') = A(z')x + B(z'), con A e B matrici di dimensioni opportune: è evidente 
infatti che sefè concava e~ è lineare, la composta f o~ è anch'essa concava. Essendo 
la linearità della legge di moto un'ipotesi frequente nei modelli economici, enunciamo 
il Prossimo Teorema sotto questa condizione, ritenendo, con ciò, di mantenere un 
livello accettabile di generalità. 
TEOREMA 2.5 (X,X), (Y, V), (Z,(), Q, r, F, f3 e~ soddisfino le ipotesi 2.1-2.5 e 
X e Y siano convessi. Per ogni z EZ, F(·,-,z):Az ~ R sia tale che 
F[S(x,y) + (1-S)(x' ,y'),z] :2: SF(x,y,z) +(1-S)F(x' ,y' ,z), 
\7'8 e(0,1) e V'(x,y),(x' ,y') E Az, 
e la disuguaglianza sia stretta se x :t: x'. Per ogni z EZ e x,x' eX, r(·,z):X ~ Y sia 
tale che y er(x,z) e y'er(x',z) implica 
ey + (1- e)y' E r[ex + (1- S)x' ,z ], V'e e (O, 1). 
Per ogni z' E Z, ~(·,-,z') sia una funzione lineare, cioè ~(x,y,z') = A(z')x + B(z')y, 
con A e B matrici di dimensioni opportune. Sia v l'unico punto fisso dell'operatore T 
in (2.4) e G la corrispondenza delle politiche ottima/i definita in (CP). Allora per ogni 
z eZ v(·,z):X ~ R è strettamente concava e G è una funzione (che indicheremo con 
g) continua. 
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Naturalmente se g è continua allora è anche misurabile e perciò esiste un 
(unico) piano ottimo. Si noti che la convessità di X e di r implica la convessità 
dell'insieme Az per ogni z E z; in particolare, risulterà r(s) convesso, per ogni s Es. 
Analogamente, anche l'insieme D= Projxy A risulta convesso. 
Prova del Teorema 2. 5. Per quanto riguarda la prima parte della tesi, se 
C' ( S) c C( S) è l'insieme delle funzioni continue e limitate su S debolmente concave 
nei loro primi l argomenti e C'' ( S) c C' ( S) è il sottoinsieme contenente le funzioni 
strettamente concave negli stessi argomenti, poiché C'(S) è un sottoinsieme chiuso 
dello spazio metrico completo C(S), per poter applicare il Principio di localizzazione è 
sufficiente mostrare che T[ C' ( S)] c C'' ( S). 
Fissiamo z EZ e f eC'(S). Sia h:Dx Z ~ R definita da h(x,y,z') = 
f[cf>(x,y,z'),z'], la quale, per la convessità di D e la linearità di cf>, risulta chiaramente 
concava in XJ'. Allora per il Lemma 2.2 anche (M*h)(·,-,z), con M* definito in (2.2), 
è concava. Sia x :;t: x', e e(O,l) e x9 =ex+(I-e)x'; siano inoltre y Er(x,z) e 
y' E r(x' ,z) tali da raggiungere il sup in (2.4) rispettivamente per (Tj)(x,z) e (Tj)(x',z). 
Per l'ipotesi di convessità dir riesce Ye = ey+(I-e)y' Er(x9 ,z); e quindi 
(Tf)(x9 ,z) :2: F(x9 ,y9 ,z) + ~( M*h)(x9 ,y9 ,z) 
>e( F(x,y,z) + ~(M*h)(x,y,z)) 
+(1-e)[F(x' ,y' ,z) + ~(M*h)(x' ,y' ,z)] 
=e(Tf)(x,z) + (I-e)(Tf)(x' ,z), 
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dove la prima disuguaglianza usa la defmizione dell'operatore T e il fatto che 
Ya e r ( x8 , z), la seconda la concavità di F (stretta nel suo primo argomento) e di M* h 
e l'ultima uguaglianza deriva dalla scelta di y e y'. 
Per verificare la seconda parte della tesi osserviamo che, essendo nelle ipotesi 
del Teorema 2.2, la corrispondenza G definita in (CP) è non vuota, compatta e 
superiormente semicontinua; ma v è continua e strettamente concava e abbiamo visto 
che r(x,z) è convesso, quindi, per ogni (x,z) eS, esiste un unico y tale che 
y = argmax{ F(x,y,z) + pJv[ cl>(x,y,z'),z']Q(z,dz')}, 
yèt(x,z) 
ovvero G è una funzione che indicheremo con g. La continuità di g deriva dal fatto che 
G è superiormente semicontinua. o 
Un modo per ampliare la classe delle cl> è quello di porsi nelle ipotesi del 
Teorema 2.3 imponendo, oltre, ovviamente, alla concavità (stretta in x) di F(·,-,z) e 
alla convessità di X, Y e r, anche la monotonia della funzione obiettivo uniperiodale 
F(·,y,z), della cl>(·,y,z') e la concavità di cl>(·,-,z'). In questo caso la prima parte della 
dimostrazione consiste nel verificare che T[ C' ( S)] c C'' ( S), dove ora C(S) è il 
sottoinsieme chiuso delle funzioni concave e crescenti e C'(S) è il sottoinsieme delle 
funzioni strettamente concave e crescenti: il fatto che T mappa l'insieme delle funzioni 
crescenti in se stesso è verificato nella dimostrazione del Teorema 2.3, mentre per 
dimostrare la concavità stretta di (T./)(·,z') osserviamo che feC(S) e perciò ./(·,z') è 
concava e crescente e cl>(·,-,z') è concava e quindi la composta f[cl>(·,-,z'),z'] risulta 
anch'essa concava (si veda Montrucchio 1994c, Esempio 3 a p. 44), cosa che giustifica 
la seconda disuguaglianza nei passaggi della dimostrazione al Teorema 2.5. 
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Anche le ipotesi di monotonia aggiunte in quest'ultimo caso sono spesso 
riscontrabili nelle applicazioni economiche, con il vantaggio qui che la classe delle ' 
per le quali vale il Teorema precedente risulta più ampia del solo caso lineare. 
La monotonia della funzione valore in entrambi i due gruppi di argomenti, 
x E X e z E Z, ha una facile interpretazione economica: i Teoremi 2.3 e 2.4 dicono 
infatti che se in un problema di programmazione dinamica F, r e Q sono monotone 
(ciascuna nel senso che le è proprio), il "ritorno" massimo ottenibile sarà tanto 
maggiore quanto maggiore è il valore iniziale della variabile stato e quanto più 
favorevole è lo shock esogeno iniziale (nell'ipotesi quindi che la variabile aleatoria z 
sia crescente rispetto al vantaggio che lo shock esogeno porta alle variabili del 
problema). Per la monotonia rispetto alla variabile z, stabilita dal Teorema 2.4, 
cruciale è l'ipotesi 2.6 di monotonia della funzione di transizione Q:Z x t~ [0, l]. 
Anche la concavità della funzione valore rispetto ai primi l argomenti discussa 
nel Teorema 2.5 è di facile lettura: essa è la soluzione di tutti i problemi caratterizzati 
da rendimenti decrescenti. Ma il contributo più importante dei problemi concavi è dato 
dalla seconda parte della tesi del menzionato Teorema che stabilisce l'unicità della 
soluzione ottimale esprimibile come funzione continua g(x,z). 
Sfruttando la proprietà di contrazione dell'operatore T definito tn (2.4) 
otteniamo un'altra importante proprietà della funzione valore: essa dipende 
continuamente (e, come vedremo, in modo uniforme) dal fattore di sconto J3. Per 
evidenziare la dipendenza di T e v dal fattore di sconto li indicheremo rispettivamente 
con ~ e v p. La continuità di v rispetto a p assume una certa importanza per fattori di 
sconto piccoli, essa infatti ci dice che per p prossimi allo zero la v non si discosta 
molto dalla funzione valore v1 del problema deterministico uniperiodale definito da 
v\x,z) = sup F(x,y,z). 
yer(x,z) 
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(PS1) può essere interpretato come la massimizzazione di un agente miopico, cioè può 
essere pensato come il problema (PS) ad orizzonte infinito caratterizzato da un fattore 
di sconto ~pari a zero. Osserviamo che l'operatore l'o mappa ogni funzione ai C(S) 
nella funzione v0 (x,z) = v
1(x,z) e pertanto l'o ha l'unico punto fisso v0 • Il problema 
deterministico uniperiodale (PS1) fornisce lo spunto per affrontare il problema inverso, 
cioè l'individuazione di un problema (PS) ad orizzonte infinito per il quale una data 
funzione g(x,z) sia la politica ottima, argomento di cui ci occuperemo nel Capitolo 5. 
Data una generica funzione g(x,z), non è difficile infatti costruire prima la funzione 
obiettivo uniperiodale di (PS1) e da questa poi ottenere la funzione obiettivo 
uniperiodale di un problema (PS) ad orizzonte infinito con fattore di sconto ~>0. 
Il prossimo risultato è l'estensione al caso stocastico della Proposizione 9.5 (e 
del relativo Corollario 9.2) a p. 102 in Montrucchio (1994b). 
TEOREMA 2.6 Valgano le ipotesi del Teorema 2.2 e sia v l'unico punto fisso 
dell'operatore T in (2.4). Allora v è continua rispetto a ~' cioè, per ogni 0~~0 , ~<1, 
riesce lim v
13
(x,z) = v13 (x,z) uniformemente su X J3-+J3o o 
Prova. Vale 
jjvJ3 -vJ3oll=ll~vJ3 -~oVJ3oll=ll~vJ3 -~VJ3o +~VJ3o -~oVJ3oll 
~ ~~~VJ3- ~VJ3oll+ll~vJ3o- ~o vJ3J, 
dove la prima uguaglianza è dovuta al fatto che v è l'unico punto fisso dell'operatore T. 
Dal momento che v130 = JPo v130 soddisfa la (EF) per il fattore di sconto ~0 , si verifica 
facilmente che ~o v130 = ~ (~0 /~ v130 ). Allora il secondo addendo del membro a destra 
della disuguaglianza può essere opportunamente trasformato: 
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essendo la disuguaglianza giustificata dalla proprietà di contrazione di-modulo ~ 
dell'operatore lp. Quindi, maggiorando anche il primo addendo, si ottiene 
da cui ricaviamo 
che è la tesi. o 
2.3. Differenziabilità della funzione valore. 
In questa parte presentiamo sostanzialmente l'estensione all'ambito stocastico 
del Teorema dell'inviluppo di Benveniste e Scheinkman (1979). 
DEFINIZIONE Data una funzione concava f:X ~ R, dove X c Rn è un insieme 
convesso, diremo che essa è sopradifferenziabile in un punto x0 e X se esiste un 
vettore p E R n tale che 
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Il vettore p della definizione è detto supergradiente in Xo· Con aj{xo) -
indichiamo l'insieme dei supergradienti in x0 , detto superdifferenziale, che risulta 
essere sempre chiuso e convesso (eventualmente è l'insieme vuoto). Se f è funzione di 
due (o più) variabili indichiamo con a1f(x0 ,y0 ) il superdifferenziale rispetto alla 
prima variabile nel punto ( x0 , Yo). 
Il metodo della penalizzazione infinita (Montrucchio, 1994b) consente di 
riformulare il problema sequenziale (PS) prescindendo dal vincolo espresso dalla 
corrispondenza r, trasformandolo cioè in un problema equivalente di ottimizzazione 
libera A tal fine è sufficiente estendere il dominio della funzione obiettivo 
uniperiodale F: A ~ R a tutto R l+m+k semplicemente sostituendo la con la funzione 
F•: R l+m+k ~ R definita da 
• {P(x,y,z) se (x,y,z) e A 
F (x,y,z) = 
-oo altrimenti. 
Il vantaggio di utilizzare p• al posto di F quando quest'ultima è concava (e quindi 
sopradifferenziabile) consiste nel fatto che la p• risulta sopradifferenziabile anche sui 
punti di frontiera di A. Enunciamo il risultato principale direttamente in termini di F•. 
TEOREMA 2.7 (Benveniste e Scheinkman) Sia p• la funzione obiettivo 
uniperiodale. Valgano le ipotesi del Teorema 2.5 e sia v l'unico punto fisso (funzione 
concava) dell'operatore T in (2.4) e g (funzione continua) l'unica politica ottima 
definita da (CP). Allora 
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Prova. Fissiamo (x0 ,z0 ) eXxZ e consideriamo la funzione w:X~R definita da 
che risulta concava su X Dal momento che la funzione valore v soddisfa l'equazione 
di Bellman, riesce w( x)~ v(x,z0 ), 'V x e X, e w(x0 ) = v(x0 ,z0 ). Poiché valgono le 
ipotesi del Teorema 2.5, la v è concava e quindi sopradifferenziabile in ogni punto del 
suo dominio. Sia quindi p un qualsiasi supergradiente di v(·,z0 ) in x0 , cioè 
p E01V(X0 ,z0 ); allora vale 
e dunque peilw(x0 )=B1F*[x0 ,g(x0 ,z0 ),z0 ], che prova l'enunciato. D 
Di particolare interesse è il caso in cui F è differenziabile e la politica ottima è 
interna, perché questo consente di stabilire la differenziabilità della funzione valore v 
rispetto alla variabile x. Data la corrispondenza r:XxZ~Y, indichiamo con r-• la 
corrispondenza inversa, cioè (x,z) er-•(y) se e solo se y er(x,z). Data 
l: X x Y ~ R, indichiamo con ft il vettore delle derivate parziali (gradiente) di l 
rispetto alla variabile x. Consideriamo direttamente la funzione obiettivo uniperiodale 
F, anziché la F*, trattandosi di una funzione differenziabile. 
COROLLARIO 2.1 Se, oltre alle ipotesi del Teorema 2. 7, F(·,y,z) è 
differenziabile su intAP per ogni (y,z) eYx Z e x0 eintProjxr-•[g(x0 ,z0 )], allora 
v(·,z0 ) è differenziabile in x0 e vale 
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v1 (x0 ,z0 ) ~ ~[x0 ,g(x0 ,z0 ),z0 ]. 
Prova. Poiché F[·,g(x0 ,z0 ),z0 ] è differenziabile in x0 che è un punto inferno a 
X, dominio della funzione F[·,g(x0 ,z0 ),z0 ], l'insieme dei supergradienti 
81F[x0 ,g(x0 ,z0 ),z0 ] è costituito da un singleton: il gradiente ~[x0 ,g(x0 ,Z0 ),zo]. 
Ovviamente vale 
e per il Teorema 2.7 riesce alv(xo,Zo) c alF[xo,g(xo,Zo),zo]; d'altra parte Xo è interno 
al dominio della v(·,Zo) e perciò alv(Xo,Zo):;é0. Ma allora alv(Xo,Zo)= 
{ ~ [ x0 , g( x0 , z0 ),z0 ]} e se il superdifferenziale coincide con un solo elemento, tale 
elemento è il gradiente (si veda Rockafellar, 1970, Teorema 25.1 a p. 242) e quindi 
vt(Xo,Zo) = fi[xo,g(xo,zo),zo]. D 
In breve il Corollario 2.1 afferma che se la funzione obiettivo uniperiodale F è 
concava e differenziabile una volta e l'unica politica ottima è interna, allora la 
funzione valore v è differenziabile rispetto alla variabile stato x e il suo gradiente 
coincide con il gradiente di F rispetto a x. 
2.4. Monotonia della politica ottima. 
La definizione di supermodularità che ora introdurremo è stata concepita per 
ottenere condizioni sufficienti affinché la politica ottima g, che sotto le nostre ipotesi 
sarà unica, sia crescente (si veda ad esempio Ross, 1983, par. 1.4.). La monotonia della 
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politica ottima assume una notevole rilevanza in ambito deterministico per quanto 
riguarda la stabilità del sistema: se essa è continua e crescente e la funzione valore è 
limitata, allora i cammini ottimi convergono ad un punto di equilibrio; discorso 
analogo, ovviamente, se g è decrescente. Vedremo nel Capitolo 7 che la monotonia di 
g è un elemento importante per determinare la stabilità anche nel caso stocastico. 
DEFINIZIONE Dato DcXxY, diremo che una funzione u:D~R è supermodulare 
se vale 
u(xpy1) + u(x2 ,y2 ) ~ u(xpy2 ) + u(x2 ,y1), 
Vx1 ::::;; x2 , y1 ::::;; y2 tali che (xpy1 ), (x2 ,y2 ), (x1 ,y2 ), (x2 ,y1) E D. 
Si vede immediatamente dalla definizione che la somma di funzioni 
supermodulari è ancora supermodulare. Il prossimo Lemma stabilisce inoltre che tale 
proprietà è chiusa anche rispetto all'operazione di integrazione rispetto ad una misura 
di probabilità definita da una funzione di transizione che goda della proprietà di 
monotonia. 
LEMMA 2.3 Q soddisfi l'ipotesi 2.6 e sia u:XxZ~R una funzione supermodulare. 
Allora l'operatore M** definito da 
( M**u)(x,z) = J u(x,z')Q(z,dz'), V(x,z) E X x Z, 
è anch'esso una funzione supermodulare. 
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Prova. Presi arbitrariamente x1 ~ x2 e z1 ~ z2 rispettivamente in X e in Z, la 
condizione di supermodularità per u può riscriversi nel modo seguente: 
ovvero la supermodularità implica che la funzione differenza u( x2 ,.) - u( x1 ,.) è 
crescente rispetto az. Vale 
(M** u )( x2 , z2 ) - (M .. u )( x1, z2 ) 
= J u(x2 ,z')Q(z2 ,dz')-J u(xpz')Q(z2 ,dz') 
= J[ u(x2 ,z')-u(xpz') ]Q(z2 ,dz') 
~ J [ u( x2 , z') - u( x1 , z') ]Q( z1 , dz') 
= J u(x2 ,z')Q(z1 ,dz')-J u(x1 ,z')Q(z1 ,dz') 
=(M**u)(x2 ,z1) -(M**u)(x1 ,z1), 
dove la disuguaglianza vale per la monotonia di Q e per la monotonia della funzione 
differenza u(x2 ,-)-u(xp·). o 
Supponiamo che siano verificate le ipotesi del Teorema 2.5 e la legge di 
evoluzione della variabile stato sia la funzione identica cj>(x,y,z) = y, cioè l'azione 
scelta in un determinato momento coincide con il valore assunto dalla variabile stato 
nel periodo successivo. Allora la corrispondenza delle politiche ottime G è una 
funzione g(x,z) che è l'unica soluzione dell'equazione di Bellman, cioè 
v(x,z) = F[ x,g(x,z),z ]+p J v[g(x,z),z']Q(z,dz'), V(x,z)eXxZ. 
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Il prossimo Teorema6 è un'estensione al caso stocastico del Teorema 17.1 a p. 
216 in Montrucchio (1994b ). 
TEOREMA 2.8 Valgano le ipotesi del Teorema 2.5 e l'ipotesi 2.6; la legge di 
evoluzione$ sia la funzione identica; la corrispondenza i(·,z) sia crescente nel senso 
che x~ x' implica 1(x,z) c !(x' ,z). Se F(x,y,z) è supermodulare rispetto a x e y per 
ogni zeZfissato e F[(x,y),z] è supermodulare rispetto alle variabili (x,y) e z, allora la 
funzione valore v(x,y) è supermodulare rispetto a x e z e la politica ottima g(·,-) è 
crescente separatamente nelle variabili x e z. 
Prova. Per dimostrare la prima parte della tesi faremo ancora una volta uso del 
Principio di localizzazione (Corollario A.1, in appendice, al Teorema di contrazione di 
Banach-Cacciopoli). Sia C' (S) c C(S) l'insieme delle funzioni continue, limitate e 
supermodulari su S=XxZ; poiché C'(S) è un sottoinsieme chiuso dello spazio metrico 
completo C(S), per poter applicare il Principio di localizzazione è sufficiente mostrare 
che T** [C' ( S)] c C' ( S), dove l'operatore T** è definito da 
(T**j)(x,z) = Y~NP.zJ F(x,y,z) +P J f(y,z')Q(z,dz') ], \t(x,z) e X x Z. 
Scegliamo arbitrariamente ueC'(S). Si vede immediatamente che la funzione 
ç,[(x,y),z] = F(x,y,z) +p J u(y,z')Q(z,dz') è supermodulare rispetto a x e y per ogni 
zeZ fissato ed è supermodulare anche rispetto alle variabili (x,y) e z. Infatti il primo 
asserto è dovuto alla supermodularità di F(·,-,z) per ogni zeZ fissato, mentre il 
6 Un risultato analogo, sotto ipotesi più generali, si trova in Hopenhayn e Prescott (1992), Proposizione 2 
a p. 1395. 
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secondo è giustificato dal Lemma 2.3 e dal fatto che la supermodularità è mantenuta 
dall'operazione di somma. 
Prendiamo ora x1 ::;; x2 e z1 ::;; z2, rispettivamente in X e in Z, y12 E r (x~, z2) e 
Y21 er(x2,z1) tali che, posto y=max{y12 ,y21 } e y=min{y12 ,y21 }, nesca 
~ er(xpz1). Allora riesce 
=~(xi ,yl2 ,z2) + ç(x2 ,y21 ,zt) + ç(x2 ,y21 ,z2) 
-~(xi ,~,Z2)- [ ç(x2 ,y21 ,zt)- ç(xp~,zt)] 
dove la pnma disuguaglianza vale per definizione di T**, la seconda per la 
supermodularità di ç((·,-),z2 ] per z2 fissato e l'ultima per la supermodularità di ~ 
rispetto alle variabili (x,y) e z che implica la monotonia in z della funzione differenza 
ç(x2 ,y2., ·)-ç(xpy,.). Si noti che tutti gli addendi sono definiti per la monotonia 
della corrispondenza r. Calcolando il sup degli ultimi due addendi rispetto a Y12 e a 
y21 otteniamo la supermodularità di (T**/)(·,-), ovvero abbiamo dimostrato che 
T** (C' ( S)] c C' ( S). 
Passiamo ora alla seconda parte della tesi. Poiché v è l'unica soluzione di (EF), 
nesce v(x,z) = max ç(x,y,z)= ~[ x,g(x,z),z ], dove g è l'unica politica ottima. 
yer(x,z) 
Fissiamo z e Z e supponiamo per assurdo che esistano x1, x2 E X tali che X1 < X2 e 
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g(x1 ,z) > g(x2 ,z) e poniamo y2 = g{x1 ,z) e y 1 = g(x2 ,z). Per l'ipotesi di monotonia 
fatta su r, riesce y 1 er(xpz) e y2 er{x2 ,z). Essendo y2 l'unico punto di ottimo per 
Sommando entrambi i membri otteniamo 
D'altra parte la funzione ~(·,-,z) è supermodulare, cioè 
che contraddice la disuguaglianza precedente e quindi l'ipotesi assurda. 
La monotonia di g( x,·) rispetto alla variabile che rappresenta lo shock 
aleatorio z si verifica in modo del tutto analogo tenendo presente che, essendo ~ 
supermodulare rispetto alle variabili (x,y) e z, se teniamo x E X fissato la funzione 
~(x,·,·) risulta supermodulare rispetto ay e z. o 
Si vede chiaramente che il Teorema appena visto vale anche sotto condizioni 
più generali; basta infatti che v sia a valori finiti e che la politica ottima g sia unica. 
Ma, dal momento che lo strumento da noi utilizzato per garantire l'unicità (e la 
misurabilità, dovuta alla continuità) di g è il Teorema 2.5, per questa ragione abbiamo 
enunciato il Teorema 2.8 sotto queste ipotesi più restrittive7. 
7 E' interessante osservare che la versione deterministica del Teorema2.8 vale anche nel caso in cui la 
corrispondenza delle politiche ottimali G(x,z) contenga più di un punto, per ogni (x,z) fissato, se vale la condizione 
di supermodularità stretta per F. Tale risultato è estendibile al caso stocastico utilizzando condizioni che 
garantiscano l'esistenza di selezioni misurabili da G. 
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Terminiamo questa parte con una condizione sufficiente affinché la funzione 
obiettivo uniperiodale F(·,-,z) sia supermodulare per z E Z fissato. 
PROPOSIZIONE 2.1 Se U:R~R è concava e f:X~R, g:Y~R sono due funzioni 
crescenti, allora la funzione u:XxY~R definita da u(x,y)=U[f{x)-g(y)] è 
supermodulare. 
Prova. Si prenda x1 s x2 e y1 s y 2 • Vale 
f(x2)- g(yt) ~ f(xt)- g(yi) ~ f(xi)- g(y2) e 
f(x2)- g(yi) ~ f(x2)- g(y2) ~ f(xi)- g(y2). 
Esistono a, p E [0, l] tali che 
f(xt)- g(yi) = a[f(x2)- g(y1)]+ (1-a)[fCxt)- g(y2)] e 
f(x2)- g(y2) = P[f(x2)- g(yi)]+(l-P)[f(xi)- g(y2)]. 
Sottraendo un'equazione all'altra otteniamo P= 1-a; tenendo conto di ciò applichiamo 
la proprietà di concavità di U giungendo a 
U[f(x1)- g(y1)] ~ aU[f(x2)- g(y1)]+(1-a)U[f(x1)- g(y2)] e 
U[f(x2)- g(y2)] ~ (1-a)U[f(x2)- g(y1) ]+aU[f(x1)- g(y2) ], 
che sommate insieme danno 
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U[f(xt)- g(yt)]+ U[f(xi)- g(yl)] 
~ U[f(x2 )- g(y1)]+ U[f(x1)- g(y2)]. D 
Ovviamente la Proposizione appena enunciata non è sufficiente a stabilire la 
supermodularità di F[(x,y),z] rispetto alle variabili (x,y) e z richiesta nelle ipotesi del 
Teorema 2.8 e quindi non garantisce né la supermodularità di v, né la monotonia di g 
in entrambe le variabili; è però in grado di assicurare la monotonia della politica 
ottima g(·,z) rispetto alla prima variabile per z fissato, infatti la seconda parte della 
tesi del Teorema 2.8 rimane comunque valida perché se F(·,·,z) è supermodulare per 
z e Z fissato, è chiaro che la funzione ~(·,-,z) = F(·,-,z) +p J v(·,z')Q(z,dz') è 
supermodulare rispetto a x e y, a prescindere dalla supermodularità della funzione 
valore v. Si noti che in questo caso è del tutto superflua anche l'ipotesi 2.6, cioè la 
proprietà di monotonia per Q. Nella maggior parte delle applicazioni economiche, 
comunque, la funzione obiettivo uniperiodale F(·,-,z) è ottenuta componendo funzioni 
che soddisfano le proprietà richieste dalla Proposizione 2.1, emblematico a questo 
proposito è il caso del modello di crescita ottima unisettoriale stocastico discusso nel 
Capitolo 4. 
2.5. Complementi. 
Riportiamo qui una versione un po' più generale del Teorema 2.2 dovuta a 
Maitra (1968). In realtà, al di là del fatto che gli spazi X, Y e Z sono più generali degli 
spazi vettoriali da noi presi in considerazione, non è una vera e propria estensione 
perché se da un lato si allentano le ipotesi su F, che è limitata e superiormente 
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semicontinua anziché continua, dall'altro si impone che lo spazto Y delle scelte 
possibili sia compatto, mentre nel Teorema 2.2 è sufficiente che sia chiuso. 
TEOREMA 2.9 Siano X, Y e Z sottoinsiemi non vuoti di spazi metrici separabili 
completi con i loro Boreliani Z, y e (, e Y sia compatto. Valgano le ipotesi 2 .2, 2.3 e la 
corrispondenza r: S ~ Y sia non vuota, compatta e superiormente semicontinua. La 
funzione F: A ~ R sia limitata e superiormente semicontinua, cioè 
limsup F(a) ~ F(a0 ), Va0 e A. Infine sia O~ p< l. Allora v* definita da (PS) è 
a-+a0 
limitata e superiormente semicontinua ed è l'unica funzione che soddisfa (EF); inoltre 
la corrispondenza delle politiche ottima/i G:S ~ Y definita in (CP) è non vuota. 
Si noti che non si riesce a dire nulla sulle proprietà di G, cioè questo Teorema 
si limita a dare condizioni di esistenza di una politica ottimale senza caratterizzarla. 
Prova del Teorema 2.9. Ci limitiamo solamente a tracciare il percorso logico 
della dimostrazione, simile a quello della dimostrazione del Teorema 2.2, rimandando 
ai riferimenti bibliografici per i dettagli tecnici. Nel seguito abbreviamo 
"superiormente semicontinua" con s.s.c .. 
Innanzitutto verifichiamo che il Lemma 2.1 vale anche per funzioni limitate e 
s.s. c., cioè, se B(W) è lo spazio delle funzioni h: W~ R limitate e s.s. c., allora 
l'operatore M* definito in (2.2) è tale che M*: B(W) ~ B(W). Osserviamo che M* h è 
definito perché h: W~ R è misurabile, in quanto, per definizione di funzione s.s. c., 
l'insieme {xeX:h(x)~a.} è chiuso Va.eR. Se h è limitata e s.s.c., esiste una 
successione { hn} ==t decrescente di funzioni continue convergente ad h (si veda ad 
esempio il Teorema 12.7.8 a p. 26 in Dieudonnè, 1974). Inoltre, per il Lemma 2.1, 
M*h" è continua e limitata per n=1,2, ... , e quindi, per il Teorema di convergenza 
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dominata di Lebesgue e per la monotonia dell'integrale, la successione {M"' hn} è 
decrescente e converge a M* h, da cui segue che M"' h è s.s. c. e, banalmente, limitata. 
Fissiamo (x,z) eS, f eB(S), e poniamo h(x,y,z') = f[~(x,y,z'),z']. E' 
facile dimostrare che h, essendo composta di una funzione s.s.c. e di una funzione 
continua, è in B(W), e quindi la funzione s(x,y,z)=[F(x,y,z)+P(Mh)(x,y,z)] è 
anch'essa in B(W). Poiché f:S ~ Y è compatta e superiormente semicontinua, 
possiamo applicare il Teorema l a p. 67 in Aubin (1982) e rimane così provato che la 
funzione v(x,z) = sup s(x,y,z) è s.s.c .. Si noti che, essendo ç s.s.c., il sup è 
yer(x,z) 
raggiunto 'v'(x,z) eS. 
Per provare che v è l'unica soluzione di (EF) si dimostra che B(S) è uno spazio 
completo e che l'operatore T:B(S) ~ B(S) definito da 
(Tf)(x,z) = max { F(x,y,z) +p J f[ ~(x,y,z'),z']Q(z,dz')} 
yer(x,z) 
gode della proprietà di monotonia e di sconto e di conseguenza, essendo una 
contrazione di modulo P e per la completezza di B(S), ha unico punto fisso v e B(S). 
Per i passaggi si rimanda allo stesso Maitra (1968), Lemmi 4.2 e 4.3. 
Per quanto riguarda l'esistenza di un piano ottimo si sfrutta un Teorema di 
selezione (Dubins e Savage, 1965) che, utilizzando l'ipotesi di compattezza per Y e la 
semi continuità superiore di ç, afferma l'esistenza di una funzione misurabile g: S ~ Y 
tale che g(x,z) = arg maxç(x,y,z). Poiché nel nostro caso ç è definita su A e non 
yeY 
sull'intero spazio X x Y x Z, è necessario applicare il suddetto Teorema alla funzione 
ç': X x Y x Z ~ R definita da 
l
s(x,y,z) se (x,y,z) E A 
s'(x,y,z) = . . . 
tnf s(x,y,z) altnmentl, 
(x,y,z)eA 
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che è evidentemente s.s.c .. Essendo Y chiuso e r non vuota, chiusa e superiormente 
semi continua, esiste una selezione misurabile da r, inoltre, per come è definita ç', per 
ogni y· er(x,z) riesce ç'(x,y· ,z) ~ ç'(x,y,z); perciò il piano ottenuto ponendo 
n,(z') = g[x,1t(z'),z, ], t=O,l, ... , è senz'altro ammissibile, cioè tale che 
n, (z 1 ) e r[ x; (z' ),z, ], e questo completa la prova. o 
Naturalmente si possono formulare diverse versioni di questo Teorema a 
seconda delle ipotesi sullo spazio Y e sulla corrispondenza r necessane per 
giustificare l'esistenza di una selezione misurabile da G, ovvero a seconda del 
Teorema di selezione che viene utilizzato. 
Come preannunciato, terminiamo questo capitolo con la dimostrazione 
completa del Lemma 2.1, tratta da Stokey e Lucas (1989: Lemma 12.14 a p. 386). A 
tal fine è necessario introdurre la nozione di convergenza debole per successioni di 
misure di probabilità su spazi metrici, argomento che tratteremo più a fondo nel 
Capitolo 6. 
DEFINIZIONE Sia (Q,p) uno spazio metrico e Y l'insieme dei suoi Boreliani; sia 
{À,} una successione di misure e À una misura (di probabilità) su (Q,:J); e sia C(Q) 
lo spazio delle funzioni a valori reali continue e limitate su Q. Diremo che { À,} 
converge debolmente a À se 
},~f fdÀ" = f fdÀ, Vf eC(Q). 
Diremo che la funzione di transizione stazionaria Q è debolmente continua se, 
per ogni z eZ e per ogni successione {z
11
}-)o z, la successione {Q(z11 ,-)} converge 
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debolmente a Q(z,-). Si verifica immediatamente che la proprietà di continuità debole 
e la proprietà di Feller sono equivalenti: infatti, se Q gode della proprietà di Feller, 
l'operatore di Markov ad essa associato Mf: Z ~ R è una funzione continua e limitata 
per ogni f E C( Z), di conseguenza, per ogni Mf: Z ~ R e per ogni successione 
(Mf)(z,) ~ (Mf)(z), riesce (Mf)(z,) ~ (Mf)(z), ovvero Q è debolmente 
continua; viceversa la continuità debole per Q implica che per ogni z E Z, per ogni 
successione {z,} ~ z e per ogni f EC(Z), riesce (Mf)(z,) ~ (Mf)(z), cioè 
Mf E C(Z), e quindi vale la proprietà di Feller per Q. La cosa è abbastanza intuitiva 
se osserviamo che la convergenza debole è definita in base al valore atteso di funzioni 
continue e limitate e l'operatore di Markov è un valore atteso. D'ora in poi quindi 
useremo i termini "proprietà di continuità debole" e "proprietà di Feller" per attribuire 
la stessa proprietà ad una funzione di transizione. In particolare l'ipotesi 2.2 equivale 
ad asserire che Q è debolmente continua. 
Premettiamo una proprietà che verrà utilizzata nella dimostrazione vera e 
propria. Si tratta di una parte del Teorema originale del "portmanteau" il cui enunciato 
completo lo vedremo nel Teorema 6.3. Indichiamo con 3B l'insieme dei punti di 
frontiera di un qualsiasi insieme B. 
TEOREMA 2.10 Data una successione di misure {À,} e una misura (di 
probabilità) À. sullo spazio misurabile (0.,3), se { À,} converge debolmente a À., allora, 
per ogni insieme B EJ tale che À.(3B) =O, riesce 
limÀ,(B) = À.(B). 
II~OCJ 
Ricordiamo che (W, W)= (X x Y x Z,X x V x 1) e C( W) è lo spazio delle 
funzioni continue e limitate f: W ~ R dotato della norma li! li = ~~rlf (w )l. 
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Prova del Lemma 2.1. Il problema sta nel verificare che per ogni h EC(W), se 
(u,,z
11
) ~ (u,z), il secondo addendo del membro di destra della (2.3) converge-a zero 
anche nel caso in cui ZcR k non sia limitato, senza cioè poter applicare la continuità 
uniforme come nella precedente dimostrazione. Dobbiamo quindi provare che 
(2.6) limJ lh(u,z')-h(u11 ,z')IQ(z11 ,dz') =O. 11~00 z 
Fissata h EC(W) e scelta una successione (u,,z,) ~ (u,z), definiamo, per 
ogni E>O, gli insiemi 
A, (E)= {z' E Z:lh(u,z')- h(u, ,z')j >E}, n= 1,2, ... , e 
00 
Ek(E) = UAII(E), k = 1,2, .... 
n=k 
Fissato E, { Ek (E)} ==I è una successione di insiemi decrescenti per inclusione; per la 
continuità di h, la successione di numeri {h( u,, z')} converge a h( u, z') e questo 
implica che, per ogni E>O, z' E Z e n sufficientemente grande riesce z' ~ A, (E); ma 
00 
allora, per ogni E>O, riesce nEk(E) = 0. 
k=I 
Fissati k e E>O, definiamo l'insieme 3( E k (E)] dei punti di frontiera di E k (E). 
Conviene esprimere tale insieme come frontiera del complemento di E k (E), che è 
00 
l'insieme E~ (E)= n { z' E Z: lh( u,z')- h( u, ,z' )! ~E}; sarà perciò 
ll=k 
3[ E• (E)]= :3[ EZ (E)]= (Q{z• E Z:ih(u,z')- h(u,.,z')i ~E}) 
n(Q{z' EZ:ih(u,z') -h(u,.,z')i =E}) 
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= {z' EZ:ih(u,z') -h(u
11
,z')i sE, Vn ~ k, 
con uguaglianza per almeno un n}. 
00 
Osserviamo che l'insieme U{z'EZ:jh(u,z')-h(u
11
,z')I=E} contiene tutti i punti di 
ll=k 
frontiera di tutti gli insiemi A, (E) , per ogni n~k, e quindi, da solo, non può essere la 
frontiera di E k (E). 
Fissato k, l 'insieme 3( E k (E)] varia al variare di E, e, naturalmente, la famiglia 
{ 3[Ek (E)]} contiene al più un sottoinsieme di cardinalità numerabile costituito da 
E>O 
elementi con probabilità positiva. Per ogni k ~l indichiamo con llk l'insieme degli 
indici di tale sottoinsieme, cioè Il k = {E > 0: Q( z, 3[ E k (E)]) > O}; ovviamente anche 
00 
l'insieme unione Il = U Il k è al più numerabile. Per l'ipotesi 2.2, Q gode della 
k=l 
proprietà di Feller e quindi è debolmente continua; ma allora {Q(z
11
,-)} converge 
debolmente a Q(z,-) e, per il Teorema 2.1 O, per ogni E>O tale che E (2: Il e per ogni 
k ~l, riesce limQ[z,, Ek (8)] = Q[z,Ek (8) ]. 
11~00 
Dopo queste considerazioni cerchiamo opportune maggiorazioni convergenti a 
zero dell'integrale in (2.6). Per ogni n~ l ed E>O riesce 
J
2
lh(u,z')- h(U11 ,z')!Q(zn ,dz') 
= J ih(u,z')- h(u" ,z')IQ(z11 ,dz') An(E) 
+J ih(u,z')- h(u" ,z')iQ(z11 ,dz') A~(E) 
s 2llhiiQ( zn, A11 (E))+ 8 
s 2IJhiiQ[ Z 11 , E k (E)]+ 8, V k s n. 
Ora, se scegliamo E e Il e k ~l, e calcoliamo il limite per n~ oo, otteniamo 
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limsupJ lh(u,z')- h(u11 ,z')IQ(z, ,dz') 11~00 z 
ed infine, calcolando il limite per k ~ oo, perveniamo a 
limsupJ lh(u,z')- h(u11 ,Z')IQ(z11 ,dz') 11~00 z 
S 2llhlllimQ[z,Ek (E)]+ E 
k~oo 
=O+E, 
dove l'ultima uguaglianza è dovuta al fatto che { Ek (E)} è una successione decrescente 
00 
convergente a n E k (E) = 0. Poiché questo vale per ogni E>O a meno di un insieme 
k=l 
numerabile, l'asserto è provato. o 
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3. Condizioni necessarie di ottimo. 
Nel Capitolo 2 abbiamo ottenuto esistenza, unicità e alcune proprietà della 
funzione valore, oltre che, sotto ulteriori ipotesi, esistenza e unicità della politica 
ottima per il problema sequenziale (PS), sfruttando l'equazione funzionale (EF) ad 
esso associata. Tale equazione risultava avere come soluzione l'unico punto fisso di un 
operatore di contrazione T definito sullo spazio delle funzioni continue e limitate su S, 
insieme degli stati del sistema. Per applicare questi strumenti era necessario poter 
esprimere (EF) indipendentemente dall'epoca t in cui si trova il sistema. Per questa 
ragione eravamo costretti ad imporre una struttura markoviana del primo ordine al 
processo degli shocks esogeni. Se generalizziamo il processo degli shocks eliminando 
l'ipotesi di markovianità del primo ordine è logico supporre che sia possibile 
mantenere anche nel caso stocastico almeno alcuni dei risultati deterministici ottenuti 
senza ricorrere alla (EF), cioè analizzando direttamente il funzionale espresso in (PS). 
In questo capitolo vedremo che si può utilizzare l'approccio del calcolo delle 
variazioni per ricavare condizioni necessarie di ottimo per un piano ammissibile anche 
considerando processi di shocks qualsiasi, cioè non markoviani. Vedremo inoltre che, 
aggiungendo una condizione di trasversalità all'infinito, tali condizioni diventano 
anche sufficienti. 
Per quanto riguarda gli shocks esogeni faremo riferimento ad un processo 
stocastico (zoo ,; 00 ,{~}:1 ,{z,}:1 ,P(z0 ,-)) generico caratterizzato da una misura di 
probabilità P(z0 ,-) qualsiasi. Se è nota la probabilità dell'intero processo è sempre 
possibile ricavare tutte le misure di probabilità condizionate a qualsiasi sotto-a-
algebra di too semplicemente applicando la definizione generale di valore atteso 
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condizionato. In particolare è univocamente determinata la successione {Q }CL) 
t 1=1 
formata dai nuclei stocastici Q,: Z' x t ~ [O, l], i quali rappresentano una misura di 
probabilità per il verificarsi dello shock esogeno in t subordinatamente al verificarsi 
della sequenza {z0 , ••• ,z,_1 ) fino a t-l, cioè Q,(z0 , ••• ,z,_1;B) = Pr(z, eBjz0 , ••• ,z,_1), 
\l B e t . Per questa ragione, per ogni z0 e Z, possiamo sempre esprimere la misura di 
probabilità del processo secondo la (1.4) della Proposizione 1.1, cioè se 
C=A1 xA2 ••• xA, xZxZ ... ,con Ai e?(, lsist,allora 
P(z0 ,C) = /.! (z0 ,C) 
=J Q1 (z0 ;dz1 )j Q2 (z0 ,z1 ;dz2 ) ••• J Q, (z0 , ••• ,z,_1 ; dz,), ~ ~ ~ 
dove/.! (z0 ,.) è una misura di probabilità definita sullo spazio prodotto finito (Z' ,?('). 
Siano (X,X), (Z,?(), (Y,y), 1, e~ tali da soddisfare l'ipotesi 1.1; è data la 
successione di nuclei stocastici {Q1 } : 1 definita sopra; sia P ;'2: O e F soddisfi l'ipotesi 
1.3 del Capitolo l. Se, per ogni (x0 ,z0)=s0 eS, II{s0 ) è l'insieme dei piani 
ammissibili uscenti da s0 , allora rimane definito il problema 
t=2,3, ... (si veda la definizione di piano ammissibile del Capitolo 1). 
Si noti che in questo caso il problema (PS0) dipende dall'istante iniziale t=O e 
quindi anche la sua funzione valore v0 dipende dallo stesso istante; si capisce infatti 
che se ci spostiamo in t= l, il processo { z1 } : 2 sarà caratterizzato da una misura di 
probabilità ~(zp·):?(<:L) ~[0,1] in generale diversa da P, pur essendo in relazione con 
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la precedente in quanto è la probabilità marginale del processo { z,} :
1 
calcolata per z1 
fissato. Quindi, anche se per ipotesi z0 = z1 =a, in generale riesce P( a,-)-:~; li (a,-), 
ovvero la misura di probabilità del processo degli shocks del problema (PSJ è diversa 
dalla probabilità degli shocks del problema (PS0), e di conseguenza sarà v0 -:~; v1• In 
particolare ogni (PS), e perciò ogni v,, dipende dalla sequenza di shocks (z0 , ... ,z,_1) 
perché è la misura di probabilità P, del processo { z;} :, a dipendere da tale sequenza. 
Allora ad ogni (PS) l'equazione funzionale associata risulta essere la seguente: 
v, (x;z0 , ••• ,z,_1 ,z,) 
= sup { F(x,y,z,) 
yef(x,z1 ) 
+~L v,., [ ~(x,y,z,., );z0 , ••• ,z, ,z,.,]Q., (z0 , ••• ,z, ;dz,.J}. 
Appare evidente che, essendo v, -:~; v,+1, non c'è nessun punto fisso da cercare e quindi 
la teoria del Capitolo 2, ovvero l'approccio della programmazione dinamica, non è 
applicabile. Inoltre abbiamo visto nell'esempio 1.1 che in generale non si riesce a 
garantire la misurabilità delle v, e quindi non sappiamo nemmeno se esiste l'integrale 
del membro a destra. 
La struttura del presente capitolo rispecchia quella del Capitolo 12 in 
Montrucchio (1994b ), si tratta cioè dell'estensione al caso stocastico di risultati già 
noti in ambito deterministico. Nella prima parte studieremo le soluzioni dette 
finitamente ottime. Dopodiché vedremo una condizione necessaria più debole ma più 
maneggevole che si rivela particolarmente efficace sotto ipotesi di differenziabilità e 
concavità della funzione obiettivo uniperiodale, nota in letteratura come "condizione 
di Euler-Lagrange". Svilupperemo poi una teoria più generale basata sulla nozione di 
"piano competitivo", concetto anch'esso ampiamente diffuso nella letteratura 
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deterministica. Infine vedremo che se un piano competitivo soddisfa anche a qualche 
condizione di trasversalità all'infinito, allora l'ipotesi di competitività diventa anche 
sufficiente affinché tale piano sia ottimo per il problema ad orizzonte infinito (P-s). 
3.1. Piani finitamente ottimi. 
Prendiamo in considerazione il problema (PS0) che può essere definito in modo 
equivalente come limite della successione formata dalle somme parziali u, ( s0 , 1t) 
definite in (1.9). Supporremo che sia definito, cioè tale che valgano le ipotesi 1.1. e 1.3 
(o almeno l'ipotesi 1.2 se la successione { u, ( s0 , 1t)} :o è oscillante). Poiché tutte le 
proprietà riguardanti i piani che introdurremo di seguito vengono definite utilizzando i 
singoli oggetti aleatori 1t 1 : Z' ~ Y componenti un piano 1t E TI( s0 ) e in generale è 
sufficiente che tali proprietà valgano a meno di un insieme di misura ì! (z0 ,-)-nulla, 
useremo l'abbreviazione "q.c." per indicare che una certa proprietà vale ì! (z0 ,-)-quasi 
certamente. 
DEFINIZIONE Un piano ammissibile 1t* E II(s0 ) è detto finitamente ottimp se per 
ogni t2::1 e per ogni altro piano ammissibile 1t EI1(s0 ) tale che 1t; = 1t 1 q.c., riesce 
u, ( s0 , 1t * ) 2:: U1 ( s0 , 1t) . 
Si noti che la nozione di ottimalità finita ha portata molto generale; oltre a non 
richiedere nessun tipo di limitazione sul processo degli shocks stocastici, così come 
non richiede la convergenza della successione { u, ( s0 , 1t)} :o, essa infatti è applicabile 
anche al caso non stazionario in cui il funzionale da massimizzare, cioè la serie 
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fJfjzn.F;[x;(z 1 ),n/z1 ),z1 ]À1(z0 ,dz1 ), è formato da una successione {F,}:0 di 
1=0 
funzioni obiettivo uniperiodali. 
Convenendo di chiamare un piano n"' e II( s0 ) propriamente ottimo se vale 
v0 ( s0 ) = u( s0 , n •) e -oo < v0 ( s0 ) < +oo, si verifica immediatamente la prossima 
Proposizione. 
PROPOSIZIONE 3.1 Se n· e II(s0 ) è un piano propriamente ottimo per (PS0), 
allora ( s0 , n •) è finitamente ottimo. 
Prova. Essendo ( s0 , 1t"') propriamente ottimo vale v0 ( s0 ) = u( s0 , n"');;::: u( s0 , n) , 
V n eii(s0 ). Supponiamo per assurdo che esista un piano ammissibile n eii(s0 ) tale 
che per un certo t;;::: l riesce n: = n
11 
q.c. se n;;:::t, e u1 (s0 , n)> u, (s0 , n"'). Allora vale 
00 
U1 (so, 1t) + L W' fzn F[ X,~ (Z 11 ), nn (z" ),Z11 ]Àn (z0 ,dz11 ) 
11=1+1 
00 
> U1 (s0 , n"')+ L W' Jzn F[ x,~ (Z 11 ), 1t11 (Z11 ),Z11 ]ì: (z0 ,dz"), 
11=1+1 
cioè u( s0 , 1t) > u( s0 , 1t"') che nega l'ipotesi di ottimalità propria per ( s0 , 1t •). D 
La Proposizione appena enunciata stabilisce condizioni necessarie di ottimo: se 
un piano è ottimo, allora è finitamente ottimo. In generale non vale il contrario; per 
avere la sufficienza, come vedremo, bisogna aggiungere una condizione di 
trasversalità all'infinito. 
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3.2. Condizioni di Euler-Lagrange nel caso stocastico. 
Presentiamo innanzitutto una condizione necessaria per l'ottimalità fimta che 
diventerà anche sufficiente se F è concava e differenziabile. 
PROPOSIZIONE 3.2 Sia 1t• eiT(s0 ) un piano finitamente ottimo per (PS0). Allora 
per t=O,l, ... , vale q.c. 
(3.1) 
F[ x,1t· (z' ),y,z,] 
+~ fz F{ ~[x,·· (z' ),y,z,+1], n;+, (z' ,z1+1 ),z,+JQ,+1 (z0 , ••• ,z, ;dz,+1) 
~F[ x,1t· (z' ), 1t; (z' ),z,] 
+~ fz F{ ~[x,·· ( z' ), 7t; ( z' ),z1+1], n;+, (z', z,+1 ), z,+1 }Q,+1 ( z0 , ... ,z, ;dz/+1), 
t. c. y E r[ x;' (z' ),z,) e n;+, (z' ,z1+1) E r{ ~[x;' (z' ),y,z/+1 ),zi+J 
[ 
7t* t ] In altri termini, 1t; (z') mass1m1zza la funzione F x, (z ), ·,z, 
+~ fz F{ ~[x,•' (z' ), ·,z,+1 ), n;+, (z' ,z,+1 ),z/+1 }Q,+, (z0 , ... ,z, ;dz/+1) sull'insieme 
r[x;· (z1 ),z, ]nProjxr-1[x;;1(z
1+1),z,+1]. L'interpretazione della (3.1) è analoga a 
quella che usualmente si da in un contesto deterministico: dato un piano ottimo, o 
almeno finitamente ottimo, ogni scostamento uniperiodale provoca la diminuzione di 
due addendi della serie da massimizzare, di cui uno è un valore atteso condizionato. 
Prova. Poiché per ogni t x,1t e 1t, hanno come dominio Z', per semplificare la 
notazione d'ora in poi scriveremo x,1t e 1t
1 
al posto di x11t(z') e 7t 1 (z'), rendendo 
implicita la dipendenza da z' . 
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Fissiamo s0 = (x0 ,z0 ) ES e sia n*= {n;} EI1(s0 ) finitamente ottimo per (PS0). 
Dato t~l scriviamo per esteso la condizione di ottimalità finita rispetto al piano 
n EI1(s0 ) formato da elementi q.c. tutti uguali a quelli del piano n* tranne-il t-esimo, 
cioè del tipo (n~,n;, ... ,n;_py,n;+,, ... ). Essendo 1t ammissibile vale yEr(x,7t·,z,) e 
n;+, Er[~<x;· ,y,z,+1),z,+1]. Per ogni n>t+l avremo U11 (s0 ,n) ~ U11 (s0 ,n*), cioè 




, { F(x,1t· ,y,z,) 
+P fz F[ ~(x,•' ,y,z,+l ), n;+l ,z,+l ]Q,+l (zo, ... ,z, ;dz,+l) }J..' (zo ,dz') 
li 
+I pk Jzk F(x;· ,1t~,zk)Àk(zo,dzk) 
k=t+2 
1-1 




, { F(x,1t·, n; ,z,) 
+P fz F[ ~(x,··, 7t;, z,+l), n;+l, z,+l ]Q,.l ( Zo,. .. ,z,; dz1+l) }ì.! (zo ,dz') 
Il 
+I pk Jzk F(x;· ,n~,zk)Àk(zo,dzk), 
k=t+2 
da cui semplificando otteniamo la (3 .l). o 
La verifica della (3.1) è estremamente semplice se la funzione obiettivo 
uniperiodale è differenziabile ed è tale da consentire il passaggio del differenziale 
sotto il segno d'integrale. Naturalmente, per riscrivere la (3.1) nel caso differenziabile 
abbiamo bisogno innanzitutto di una nozione di interiorità per il piano candidato ad 
essere ottimo. 
DEFINIZIONE Un piano ammissibile (s0 ,n) è detto interno se vale 
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n 0 Eintr[x0 ,z0 ] e 7t,(z') Eintr[x;(z'),z,] q.c., t=l,2, .... 
IPOTESI 3.1 Per ogni zEZ la funzione obiettivo uniperiodale F(-, ·,z): Az ~R sia 
differenziabile su int Az e sia tale che tutte le derivate parziali rispetto alla prima 
variabile x siano assolutamente integrabili; inoltre <j>(x,-,z):Y ~ intX sia 
differenziabile. 
Sotto quest'ipotesi8 è lecito passare il differenziale sotto il segno d'integrale 
(Lang, 1993, Lemma 2.2 a p. 226); cioè, data una qualsiasi misura di probabilità 
/...:f ~ [0, 1], riesce ; fz F[ ~(x,y,z),y' ,z']t...(dz') = fz FY[ ~(x,y,z),y' ,z']t...(dz'), dove 
con FY abbiamo indicato la derivata parziale della funzione composta F o <l> rispetto a 
y. Per maggior chiarezza nell'esposizione introduciamo la funzione composta9 
H: D x Y x Z ~ R definita da H(x,y, w,z) = F[<J>(x,y,z), w,z ]; allora, per l'ipotesi 
3.1, vale ~ J H(x,y, w,z)A.(dz) = J
2
H2 (x,y, w,z)A.(dz), per ogni misura di ayz 
probabilità A. 
PROPOSIZIONE3.3 Valga l'ipotesi 3.1. Se (s0 ,n*) è un piano interno ed è ottimo, 
· oppure finitamente ottimo, o tale da soddisfare la (3.1), allora vale q.c. 
8 Naturalmente si possono prendere in considerazione altre condizioni che consentano il passaggio della 
derivata sotto il segno d'integrale. 
9 Ricordiamo che D= Pr ojxy A ç X x Y. 
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t= l ,2, .... 
In analogia con il caso deterministico, possiamo chiamare le (3.2) condizioni di 
Euler-Lagrange stocastiche. 
Prova. Omettiamo come sempre l'argomento delle funzioni X11t e 1t1 • Dal 
momento che l'ottimalità propria implica l'ottimalità finita che a sua volta implica la 
(3 .l), basta dimostrare che la condizione (3 .l) più l'interiorità implicano la (3 .2) per 
ogni t. Ma se vale la (3.1), per ogni fissato t~l la funzione F(x;· ,·,z,)+ 
f3 fz H(x,1t· ,-, n;+l'zt+I )Q1+1 (z0 , ••• ,z, ;dzl+1) =O assume il suo valore massimo nel punto 
n; che per ipotesi è interno a r(x,1t· ,z,)nProjxr-1(x,1t;Pzl+1); essendo tale funzione ivi 
differenziabile, la (3.2) è la condizione del primo ordine. D 
Si noti che, se il processo degli shocks stocastici è markoviano del primo 
ordine e quindi ha senso associare l'equazione funzionale (EF) a (PS0), le (3.2) sono 
ottenibili applicando il Teorema di inviluppo e le condizioni del primo ordine 
direttamente a (EF). Per Il Corollario 2.1, infatti, riesce v1 (x,z) =~(x, w,z) se w è tale 
da raggiungere il sup in (EF), e quindi, essendo <j>(x,-,z) differenziabile, vale 
~v[ <j>(x,y,z),z] = H2 (x,y, w,z); perciò, le condizioni del primo ordine applicate al ay 
membro di destra di (EF) portano a 
ovvero a 
F; (x,y,z) +P] ~v[ ~(x,y,z'),z']Q(z,dz') =O, zay 
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F; (x,y,z) +P fz H2 (x,y, w,z')Q(z,dz') =O, 
che determinano immediatamente le (3.2) nel caso in cui sia applicaoile la 
programmazione dinamica, cioè sotto l'ipotesi di markovianità del processo degli 
shocks. 
Prendiamo ora in esame il caso in cui la funzione F(·,-,z): Az~ R è concava e 
Az è convesso per ogni zeZ. Restringiamo quindi l'analisi agli spazi euclidei. Poiché 
componendo F con la legge di moto ~ dobbiamo conservare la concavità, come 
abbiamo già fatto per il Teorema 2.5, ipotizziamo che tale legge sia una funzione 
lineare: ~(x,y,z') = A(z')x + B(z'), con A e B matrici di dimensioni opportune. Così 
facendo la funzione composta H(x,y, w,z) = F[ ~(x,y,z), w,z] risulta concava in y e 
1n w. 
PROPOSIZIONE3.4 Valga l'ipotesi 2.1 e siano intYe intXnon vuoti. Sia r:S ~ Y 
una corrispondenza non vuota, chiusa, superiormente semicontinua e tale che 
intr(s) * 0, '\fs eS. Siano D e Az, '\fzeZ, convessi. Sia ~:D x Z ~X lineare. 
F:A ~ R soddisfi le ipotesi 1.3 e 3.1 e F(·,-,z) sia concava. Allora, per ogni s0 eS, 
un piano ammissibile ( s0 , 1t •) è finitamente ottimo per (PSJ se e solo se è interno e 
soddisfa le condizioni di Euler-Lagrange (3.2). 
Prova. Innanzitutto verifichiamo che (PS0) è definito. Ma ciò è vero perché per 
le ipotesi su X, Y, Z e r vale l'ipotesi l. l e di conseguenza riesce fl(s0 ) * 0, "ifs0 eS; 
inoltre, per l'ipotesi 1.3, la serie dei valori attesi scontati di F risulta convergente 
(eventualmente a +oo o -oo). 







E S e t'è. l. Prendiamo due piani 1t e 1t • in II ( s0 ) tali che 1t"' sia interno e 
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soddisfi le (3.2) e n sia tale che n, =n;. Anche qui, al fine di semplificare la 
notazione, d'ora in poi scriveremo x,1t e n, al posto di x,1t(z') e n,(z'), rendendo 
implicita la dipendenza da z'. 
La differenza D, fra la funzione obiettivo calcolata in n e la stessa calcolata in 
n· è esprimibile nel modo seguente: 
D, = ( F(x0 , n~ ,z0 )- F(x0 , n 0 ,z0 )] 
l 
+L P" Jzn [ H(x,~~~, n:_1, n: ,Z11 )- H(x,~_1 , n11 _ 1, nn ,Z11 ) ]x' (z0 ,dz"). 
Il= l 
E' sufficiente dimostrare che D, è non-negativa. 
Il Lemma 2.2 assicura che l'integrale di H(x,y, w,z) conserva la concavità 
rispetto a y. Quindi, per la concavità e la differenziabilità di F ed H, riesce 
D, 2:: F.(x0 ,n~,z0 )(x0 -x0 )+F;(x0 ,n~,z0 )(n~ -n0 ) 
l 
+ LPn Jzn [ H2 (x,~~., n:_., n:,zn)(n:_I -n,_I) 
n=1 
+ F; (x,~·, n: ,z,)( n: -n,,) ]À'' (z0 ,dz") 
= [ F; (x0 , n~ ,z0 ) +P Jz H2 (x0 , n~, n; ,z1 )Q1 (z0 ;dz1) ]<n~ -n0 ) 
t-1 
+ LP"]zn[F;(x,7· ,n:,zn) 
n= l 
+P Jz H2 (x,~·, n:, n:+I ,zn+l )Qn+I (z0 , ••• ,Z11 ;dz,+1) ]<n: -n11 )A:' (z0 ,dz11 ) 
dove la seconda uguaglianza è ottenuta modificando gli addendi nella sommatoria 
della seconda e terza riga e grazie al Corollario 1.1 che ci consente di spezzare 
l'integrale calcolato rispetto al nucleo stocastico À-'1+1 ( z0 , dzn+I) in prodotto di integrali 
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calcolati rispettivamente rispetto ai nuclei stocastici Ì:1 ( z0 , dz") e Qn+ 1 ( z0 , ••• , z"; dzn+ 1). 
Ma per le (3.2) tutti i termini in parentesi quadra dell'ultima espressione ricavata sono 
nulli, e, dal momento che 1t, = 1t;, anche l'ultimo addendo è nullo, da cui segue che 
DI~ o. D 
3.3. Piani competitivi. 
Operiamo a questo punto una generalizzazione di quanto visto finora: 
rimuoviamo sia l'ipotesi di differenziabilità che quelle di concavità per F(·,-,z) e di 
convessità per Az. Sfruttiamo ora invece la sopradifferenziabilità di F(·,-,z) in ogni 
punto. La concavità di F è, ovviamente, condizione necessaria e sufficiente affinché 
F(·,·,z) sia ovunque sopradifferenziabile; però F potrebbe essere sopradifferenziabile 
solamente in alcuni punti, tra i quali c'è, ovviamente, il candidato all'ottimo. Quindi 
oltre al vantaggio di non avere bisogno di ipotesi di interiorità e di poter operare con 
funzioni non vincolate sul dominio (utilizzando il metodo della penalizzazione infinta 
descritto nel Capitolo 2), saremo in grado di ottenere condizioni sufficienti per un 
piano finitamente ottimo anche al di fuori del caso concavo. Purtroppo però è 
necessario operare una drastica semplificazione sulla legge di evoluzione: dobbiamo 
assumere, d'ora in avanti, che essa sia la funzione identica ~(x,y,z) = y. Abbiamo già 
avuto modo di constatare, ad esempio per il caso concavo, che la legge di evoluzione 
crea notevoli difficoltà tutte le volte che cerchiamo di estendere al caso stocastico 
risultati validi in ambito deterministico. Finora, comunque, la restrizione più forte è 
stata alla classe delle funzioni lineari per i problemi concavi. Nonostante la restrizione 
della ~ alla funzione identica può sembrare estremamente riduttiva, riteniamo 
comunque interessante presentare questo metodo per i vantaggi di altro genere che 
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esso presenta, anche perché rimane comunque applicabile ad una vasta gamma di 
modelli economici. Nel prossimo paragrafo, fra l'altro, con questo approccio 
riusciremo ad ottenere anche condizioni di ottimalità su orizzonte infinito 
semplicemente aggiungendo una condizione di trasversalità all'infinito. 
Ricordiamo che una funzione f: X ~ R è sopradifferenziabile in un punto 
x0 eX c R" se esiste un vettore p eR
11 tale chej{x):::=;;j{x0)+p(x-x0 ), VxeX; il vettore 
p è detto supergradiente in x0 e l'insieme dei supergradienti in x0 , detto 
superdifferenziale, viene indicato con 8./{ x0 ). Se f è funzione di due (o più) variabili 
indichiamo con B1f(x0 ,y0 ) e con B2f(x0 ,y0 ) il superdifferenziale rispettivamente 
nella prima e nella seconda variabile nel punto (x0 ,y0 ). Assumiamo che valga l'ipotesi 
2.1 e quindi X= Y c R 1 e Z c Rk. Definiamo, per ogni t, l'operatore M, sull'insieme 
delle funzioni f:t' ~ R' misurabili come 
A parole esso indica il valore atteso, condizionato alla storia di shocks 
z'-1 = (z1, ••• ,z,_1), della t-esima sezione dif 
DEFINIZIONE Diremo che un piano ammissibile (s0 ,n*) è supportato da un 
prezzo p0 e R 
1 e da una successione di prezzi {p, } :
1
, dove ciascuna p,: Z' ~ R 1 è 
una variabile aleatoria (e quindi t -misurabile), per t=l,2, ... , se vale q.c. 
-PPo e82F(x0 ,1t~,z0 ) e 
(3.4) (p, (z' ), -P( Mt+1p,+1 )(z')) e 812 F[ n;_1 (z'-1 ), n; (z' ),z, ], 
t=l,2, .... 
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In analogia con la letteratura che si occupa di modelli economici deterministici, 
possiamo chiamare i piani di questo tipo piani competitivi. Come già accennato in 
precedenza si può sempre pensare che F:A ~ R sia definita sull'intero spazio R 21+k e 
penalizzata a -oo sui punti al di fuori di A. 
La differenza fondamentale rispetto alla definizione deterministica di piano 
competitivo (definizione 12.3 a p. 127 in Montrucchio, 1994b) sta nel fatto che nel 
nostro caso i prezzi sono variabili aleatorie, sono cioè ignoti all'epoca iniziale. 
Ciascuno di essi si rivela, ovvero diventa un supergradiente (cioè un vettore di R'), 
una volta nota l'intera storia passata di shocks z' = (zp ... ,z,), esattamente come il 
piano contingente 1t1 (z'). Inoltre osserviamo che al tempo t non c'è, come nel caso 
deterministico, un prezzo ombra p,+1 ben definito, bensì il valore atteso condizionato 
alla storia z' = ( z1, ••• , z,) del prezzo in t+ l. Ciò spiega l'apparente incongruenza fra gli 
indici temporali: p, (z'), ( Ml+1p,+1 )(z') e F[ 1t;_1 (z'-1 ), 1t; (z' ),z,] sono tutte grandezze 
calcolate all'epoca t in base alle informazioni in possesso fino a quel momento. 
Applicando la definizione di sopradifferenziabilità possiamo riscrivere le 
condizioni (3.4) in modo equivalente, omettendo per maggior chiarezza l'argomento 
delle variabili aleatorie p,, 1t1 e (M/+1P,+1): 
F(xo,1t~,zo)+PPo1t~:?: F(xo,1to,Zo)+PPo1to e 
(3.4) F( 1t;_" 1t; ,z,)- p,1t;_, +p( Ml+1p,+1)n; 
q.c., \:f1t EI1(s0 ), !=1,2, .... 
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E' evidente che le (3.4) costituiscono una generalizzazione delle condizioni di 
Euler-Lagrange (3.2). Infatti, se (s0, 1t*) è interno e vale l'ipotesi 3.1, nesce 
Pt+I(z'+I) = ~(1t;(z'),1t;+I(zt+I),zt+I] e 
-p( Mt+IPt+t )(z') = F; ( 1t;_t (l-t), 1t; (z' ),zt] 
da cui ricaviamo 
F; ( 1t;_I (zt-I ), 1t; (z' ),z,] 
+P fz ~ ( 1t; (z' ), 1t;+I (z'+I ),zt+l ]Qt+l (zo,··· ,z, ;dz,+l )=0, 
e così il piano soddisfa le condizioni di Euler-Lagrange (3.2). Osserviamo che nel caso 
differenziabile il sistema dei prezzi è univocamente determinato. 
In realtà l'idea di utilizzare il criterio della sopradifferenziabilità, come 
generalizzazione del caso differenziabile, per caratterizzare i piani ottimi sorge proprio 
dall'osservazione che, per il Teorema di inviluppo di Benveniste-Scheinkman 





1),1t;(z'),z, ], ovvero p,(z') è il prezzo ombra della variabile stato (che in 
questo caso coincide con la variabile di controllo) al tempo t. 
PROPOSIZIONE 3.5 Se il piano ammissibile (s0,1t*) è competitivo, allora è 
finitamente ottimo. 
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Prova. Prendiamo un qualsiasi piano ammissibile n eil(s0 ) tale che nn= n:. 
Scriviamo per esteso le condizioni di supportabilità (3.4): 
F[ n;_1 (z'-
1 
), n; (z' ),z,]- p, (z' )n;_1 (z'-
1
) +P( Mt+1p,+1 )(z' )n; (z') 
~ F[ n,_1 (z'-1 ), n, (z' ),z,]- p, (z' )n,_1 (z'-1) +P( M,+tPt+t )(z' )1t, (z' ), 
q.c., t=O, l, ... , 
in cui, per t=O, intendiamo n;_1= n,_1= x0 e, dal momento che x0 è in comune ad 
entrambi i piani, la disuguaglianza 
è valida per qualsiasi valore attribuito al vettore p. Esplicitando l'espressione di 
Ml+1p,+1, integrando rispetto alla misura')..} (z0 ,·) e moltiplicando per P' si ottiene: 
P' Jzt { F[n;_1 (z'-1 ), n; (z' ),z,]- p, (z' )n;_1 (z'-1) 
+~n; (z') fzp,. 1 (z,.1 )Q,., (z0 , ••• ,z, ;dz,.1) }!! (z0 ,dz') 
~P' Jzt {F[n,_1(z'-1),n,(z'),z, ]- p,(z')n,_1(z1- 1) 
+~n, (z') fzp,. 1 (z,.1 )Q,.1 (z0 , ••• ,z1 ;dz,.1) }!! (z0 ,dz1 ), 
q.c., t=O, l, ... , 
che, grazie al Corollario 1.1, può essere spezzata in 
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+AJ+I J p (zt+t )n"' (zt )Àt+I (z dzt+t) P zt+l t+l t o' 
~p t Jzt F[ 1tt-t (zt-1 ), n t (z' ),zt ]ì...t (zo ,dz') 
-P' fzt Pt (z' )n,_t (zt-t )ì...' (zo ,dz') 
+AJ+lJ p (z'+t)n (z')ì...'+l(z dz'+I) 
P zt+l t+ 1 t o ' ' 
q.c., t=O, l, .... 
Sommando entrambi i membri da t=O a t=n otteniamo 
n 
L P' Jzt F[ n;_1 (z'-1 ), n; (z' ),z, ]ì...' (z0 ,dz') 
1=0 
+A."+lj P (zn+l)n*(zn)-;..:~+t(z dzn+l) 
P zn+l n+ l n O' 
Il 
(3.5) ~LP' Jzt F[n,_1(z'-1),n,(z'),z,]ì...'(z0 ,dz') 
1=0 
+A.'~+I J P (z"+I )n (zn )ì.:~+I (z dzn+t) 
p zn+l 11+ l Il o ' ' 
q.c., 
che, essendo nn =n;, implica l'ottimalità finita del piano (s0 , n"'). o 
3.4. Trasversalità all'infinito e condizioni sufficienti di ottimo. 
La dimostrazione dell'ultima Proposizione suggensce che per ottenere 
condizioni sufficienti di ottimo su orizzonte infinito, è sufficiente aggiungere alla 
competitività del piano candidato all'ottimo una condizione tale che l'ultimo addendo 
di entrambi i membri della (3.5) si annulli per n~oo. Nel prossimo Teorema 
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proponiamo tre condizioni di trasversalità all'infinito facilmente verificabili nella 
maggior parte delle applicazioni economiche. L'aspetto interessante di questo 
approccio, come è già stato accennato, è che non si richiede alcuna ipotesi di 
concavità. 
TEOREMA 3.1 Sia n* E il(s0 ) un piano competitivo, cioè supportato da una 
successione di prezzi {p,} :r Valga una delle seguenti condizioni: 
(3.6) X è limitato e limp' J p, (z' )ì.! (z0 ,dz') =O, q.c.; oppure 
t--..oo Z1 
(3.7) X c R~, p1(z') ER~, Vz1 EZ1, t=1,2, ... , e 
limP 1 J p1 (z' )n;_1 (z'-1 )ì.! (z0 ,dz1 ) =O, q.c.; oppure t--..oo Z1 
(3.8) limsupp 1 J p, (z 1 )(n;_1 (z 1- 1) -n1_ 1 (z 1- 1 )]ì.! (z0 ,dz1 ) ~O, q.c., t--..oo Z1 
Prova. Sia n E il( s0 ) un qualsiasi piano ammissibile. Nella prova della 
Proposizione 3.5 abbiamo ricavato le (3.5) che in forma più compatta possono 
riscriversi come 
u (s n*)+ A'l+1 J p (z11+1 )n* (z 11 )À11+1 (z dz11+1) 
11 o' p zn+l 11+1 11 o' 
(3.5) >u (s n)+n.n+IJ p (z11+1)n (z11 )Ì.:H1(z dz11+1) 
- 11 o ' p zn+l 11+ l 11 o ' ' 
q.c .. 
Se vale la (3.6) riscriviamo la precedente come 
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+A."+1j p (z"+1)[n (z")-n*(zn)]A."+1(z dzn+l) 
p zn+l n+ l· Il n o ' ' 
se calcoliamo il limite per n~oo, otteniamo, per la limitatezza di X, 
u(s0 , n*)~ u(s0 , 1t). 
Nel caso della (3.7), essendo p,+1 (z"+1 )1t 11 (z")~O, 'dz"+1 eZ'~+ 1 , n=l,2, ... , 
. ( *) A."+lj ( 11+1) *( ")~11+1( d ll+l) > ( ) . d" n esce ull So ' 1t + p zn+l Pn+ l z 1t Il z flw Zo ' z - un So' 1t ' e qutn l, sempre 
per la (3. 7), calcolando il limite per n~oo perveniamo di nuovo a u( s0 , 1t *) ~ u( s0 , 1t). 
Qualora valga la (3.8) la tesi si ottiene con un procedimento simile. o 
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4. Il modello di crescita ottima unisettoriale stocastico. 
Il modello di crescita ottima unisettoriale è stato originariamente introdotto da 
· Ramsey (1928) nella versione deterministica. Dopo i lavori di Blackwell (1965) e 
Maitra (1968), che di fatto hanno sancito la nascita della programmazione dinamica in 
ambito stocastico, interesse verso l'estensione del modello di crescita anche al caso 
stocastico ha ricevuto un forte impulso. La ricerca si è sviluppata principalmente in 
due direzioni: da un lato si sono studiate le condizioni per l'esistenza e l'unicità della 
funzione valore e della politica ottima d'investimento, determinandone le proprietà 
caratteristiche, e dall'altro, poiché, una volta ricavata la politica ottima, rimane definita 
la legge di evoluzione probabilistica che descrive il sistema complessivo, si è cercato 
di stabilire sotto quali ipotesi tale processo stocastico (che, sotto le ipotesi 
generalmente introdotte, risulta sempre essere markoviano del primo ordine) converge 
asintoticamente ad un processo stazionario caratterizzato da un'unica misura di 
probabilità invariante nel tempo, indipendente dallo stato iniziale e definita su di un 
supporto stabile. Naturalmente i due filoni d'indagine non sono disgiunti perché lo 
studio della convergenza del processo stocastico presuppone l'individuazione di una 
politica ottima mediante la quale stabilire la legge di evoluzione del processo stesso, 
cioè presuppone in ogni caso l'utilizzo di una teoria elaborata nell'ambito del primo 
filone. Anzi, la maggior parte degli autori affronta il problema di esistenza e unicità 
delle soluzioni esclusivamente al fine di ricavare gli strumenti per studiare 
convergenza e stabilità asintotica del sistema, argomento che, soprattutto negli anni 
settanta, ha suscitato un interesse predominante in letteratura. In questo capitolo ci 
occuperemo esclusivamente del primo aspetto, studieremo cioè la funzione valore e la 
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politica ottima del modello, rimandando al Capitolo 7 l'analisi della convergenza del 
sistema ad una misura di probabilità invariante per il modello di crescita unisettoriale 
caratterizzato da un processo markoviano di shocks esogeni. 
Abbiamo visto nei capitoli precedenti che sostanzialmente esistono due tipi di 
approcci ai problemi di ottimizzazione dinamica stocastica: la programmazione 
dinamica, basata sull'idea di associare un'equazione funzionale al problema 
sequenziale, e la teoria ispirata al calcolo delle variazioni, la quale, diversamente, 
affronta direttamente il problema sequenziale. L'aspetto curioso dei primi lavori sul 
modello di crescita stocastico è che gli strumenti utilizzati al fine di caratterizzare le 
soluzioni del problema appaiono per lo più una commistione dei due approcci. 
Levhari e Srinivasan ( 1969), ad esempio, adottano una metodologia che 
rispecchia molto da vicino la teoria dei piani competitivi che abbiamo trattato nel 
Capitolo 3 sotto l'ipotesi di differenziabilità delle funzioni in gioco, con la 
particolarità, però, che le condizioni di Euler-Lagrange (3.2), anziché essere definite 
come condizioni necessarie, vengono ottenute applicando le condizioni del primo 
ordine all'equazione di Bellman (EF) secondo una procedura euristica10 simile a quella 
da noi descritta dopo la Proposizione 3.3. Naturalmente ciò è possibile perché la (EF) 
assume la forma simile a quella da noi utilizzata nei Capitoli l e 2, in quanto 
l'incertezza è, per ipotesi, descritta da una successione di shocks aleatori indipendenti 
e identicamente distribuiti; si tratta cioè di una semplificazione del modello 
caratterizzato da shocks markoviani. In questo lavoro, oltre a condizioni sufficienti per 
l'esistenza di un'unica politica ottima, vengono determinate anche la concavità e la 
l O E' interessante osservare che la differenziabilità della funzione valore, necessaria per calcolare .le 
condizioni del primo ordine della (EF), viene ipotizzata implicitamente nel modello. Infatti il Teorema di inviluppo 
di Benveniste e Scheinkman, che stabilisce appunto la differenziabilità della funzione valore, è stato sviluppato 
appena dieci anni dopo. 
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monotonia della funzione valore e la monotonia della politica ottima. E' uno dei rari 
casi in cui non viene affrontato il tema della convergenza e della stabilità del sistema. 
In Brock e Mirman (1972), lavoro che in letteratura viene considerato il 
principale punto di riferimento per il modello di crescita unisettoriale stocastico, 
continuità e monotonia dell'unica politica ottima sono ottenute seguendo lo stesso 
procedimento di Levhari e Srinivasan, cioè studiando l'equazione che si ricava 
applicando il Teorema di inviluppo e le condizioni del primo ordine all'equazione di 
Bellman. In entrambi i lavori citati le ipotesi generali del modello sono piuttosto 
restrittive: si suppone infatti la concavità, la monotonia, la differenziabilità (due volte) 
e le condizioni di Inada II sia per la funzione di produzione che per la funzione di 
utilità, la legge di evoluzione ~ del capitale è sempre la funzione identica, e in 
particolare si assume che il processo degli shocks esogeni sia i.i.d .. L'obiettivo 
principale di Brock e Mirman è comunque quello di individuare un intervallo positivo 
e discosto dall'origine che costituisca da supporto stabile per l'unica misura di 
probabilità invariante a cui converge il sistema. L'esistenza, l'unicità e la monotonia 
della politica ottima servono perciò a definire la funzione di transizione stazionaria 
che descrive il processo markoviano convergente alla misura di probabilità invariante. 
Analoga procedura viene impiegata anche nel caso non scontato (Brock e Mirman, 
1973). 
Fino alla fine degli anni settanta si è seguita prevalentemente l'impostazione di 
Brock e Mirman apportando per lo più modifiche marginali al modello di questi 
autori. Mirman e Zilcha (1975) hanno esteso il suddetto modello al caso in cui la 
funzione di produzione non è monotona rispetto allo shock stocastico, dimostrando, 
inoltre, la differenziabilità della funzione valore secondo uno schema diverso da 
quello da noi usato nel Corollario 2.1: calcolando direttamente il limite del rapporto 
11 Si vedano le ipotesi (U6) ed (f6) più avanti in questo capitolo. 
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incrementale del funzionale espresso in (PS). In Mirman e Zilcha (1976) vtene 
presentato un controesempio mediante il quale si mostra che esistono una funzione di 
produzione e una funzione di utilità tali da soddisfare tutte le ipotesi del modello in 
Brock e Mirman in cui però il supporto sul quale è definita la misura di probabilità 
invariante a cui converge il sistema è un intervallo comprendente l'origine; tuttavia, 
senza rilevanti restrizioni nelle ipotesi, le conclusioni del modello originale rimangono 
invariate. L'aspetto che più ci interessa in questo lavoro è che viene introdotto 
espressamente il concetto, già implicitamente utilizzato nei lavori precedenti, di 
"prezzo ombra" (inteso come variabile aleatoria) anche nel caso stocastico: poiché 
valgono le condizioni di Inada, il fatto che il supporto stabile della misura invariante 
comprenda l'origine implica che i prezzi ombra che si determinano in ciascun periodo 
non sono necessariamente limitati. Bisogna comunque rilevare che nella versione 
multisettoriale del modello di crescita ottima stocastico la caratterizzazione dei piani 
ottimi mediante un sistema di prezzi di supporto è stata originariamente adottata da 
Radner (1973) e poi ripresa da Zilcha (1976) e da Brock e Majumdar (1978). 
Solamente in Blume, Easley e O'Hara (1982) troviamo un approccio di 
programmazione dinamica pura, simile a quello esposto nel nostro Capitolo 2. Lo 
scopo di questi autori è caratterizzare i piani ottimi fornendo condizioni sufficienti 
affinché sia la funzione valore v che la politica ottima g siano p-volte differenziabili; 
per fare ciò si dimostra che un operatore analogo a T definito in (2.4) mappa lo spazio 
delle funzioni p-volte differenziabili in se stesso ed è una contrazione di modulo ~<1. 
Anche le ipotesi adottate sono più generali: il processo degli shocks esogeni è 
markoviano del primo ordine, anche se la classe delle funzioni di transizione 
stazionarie ammissibili è limitata quelle dotate di densità, e la legge di evoluzione 
della variabile stato è una funzione <j>(x,y,z); ovviamente, dovendo studiare la 
differenziabilità di v e g, viene ipotizzata la differenziabilità p-volte delle funzione 
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obiettivo uniperiodale. I risultati ottenuti da questi autori vengono utilizzati da 
Donaldson e Mehra ( 1983) per dimostrare che il sistema converge ad una misura 
-
in variante anche nel caso in cui il processo degli shocks è markoviano anziché i.i.d .. In 
Danthine, Donaldson e Mehra (1983) si trova un esempio di calcolo numerico di 
questo modello (in una versione parametrica) sul quale viene effettuato uno studio su 
come variano la media e la varianza delle distribuzioni di probabilità stazionarie del 
prodotto, del consumo e del capitale e su come varia il percorso dinamico 
dell'economia al variare del grado di persistenza dello shock stocastico. 
Negli ultimi anni c'è stato un recupero della metodologia ispirata al calcolo 
delle variazioni; ciò è giustificato dal fatto che, dopo aver ottenuto diverse proprietà 
per la funzione valore, l'attenzione si è rivolta maggiormente alla caratterizzazione dei 
piani ottimi, per la quale l'approccio che utilizza i prezzi di supporto si rivela più 
adatto. Majumdar e Zilcha (1987), ad esempio, ripercorrono un percorso molto simile 
allo schema da noi seguito nel Capitolo 3 limitandosi però a caratterizzare i piani 
finitamente ottimi individuando le condizioni necessarie ("competitività" del piano) 
sotto ipotesi di differenziabilità. E' interessante lo studio di "sensitività" operato su di 
un piano ottimo, ovvero l'analisi di statica comparata rispetto variazioni in ciascuno 
dei parametri che costituiscono il piano ottimo; la novità rispetto all'approccio 
standard del calcolo delle variazioni è che tali perturbazioni agiscono sull'intera 
sequenza dei piani contingenti e non solamente ad una singola epoca. Aggiungendo 
una condizione di uniformità alla tecnologia produttiva, gli autori riescono a formulare 
un Teorema di "tumpike" per il modello strettamente concavo dimostrando che i piani 
ottimi tendono ad "avvicinarsi" uno all'altro nel lungo periodo indipendentemente 
dalla quantità iniziale di capitale. 
I lavori più recenti sul modello di crescita stocastico si occupano di aspetti più 
specifici. Ad esempio Zilcha (1987) estende il modello di Brock e Mirman (1972) al 
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caso in cui l'orizzonte temporale è anch'esso aleatorio; in questa circostanza non è 
possibile stabilire la convergenza del sistema ad una misura di probabilità invariante, 
l'autore si limita quindi a ricavare proprietà di "Tumpike" per il piano ottimo. Citiamo 
infine Yano (1989) e Dutta (1991) i quali stabiliscono condizioni sufficienti affinché 
la politica ottima del modello sia continua rispetto al fattore di sconto P anche per 
p~o. 
4.1 Il modello. 
Supponiamo che alla data iniziale t=O sia disponibile un livello di stock di 
capitale pari a x 0 ~ O. In ogni periodo viene prodotto un solo bene (che è anch'esso uno 
stock di capitale) y,~ O utilizzando due fattori di produzione: il capitale x, e il lavoro 
n,~ O; la relazione che lega il bene prodotto ai fattori di produzione è espressa da una 
funzione di produzione F. L'incertezza nel nostro modello è dovuta al fatto che in 
ciascun periodo si verifica uno shock esogeno z, E [ a,b ]cR, ignoto alle epoche 
precedenti. Tale shock influisce sulla tecnologia; ovvero la funzione di produzione è 
funzione di tre variabili: F(x,n,z). Oltre allo stock iniziale di capitale x 0 , è noto anche 
lo shock z0 E [ a,b] che si verifica all'epoca iniziale t=O. Il vincolo in ogni periodo è 
dato dalla relazione O :::;;y,:::;; F(x, ,n, ,z, ), per ogni t, la quale, dal momento che il bene 
prodotto y, dev'essere suddiviso tra consumo corrente c,~ O e investimento per il 
periodo successivo i,~ O, può essere riscritta nel modo seguente: c, +i,::;; F(x,,n,,z,), 
per ogni t. La scelta in ciascun periodo quindi riguarda l'allocazione del prodotto y, in 
consumo e investimento. 
Assumiamo inoltre che il capitale si deprezzi ad un tasso O::s;ù(z)::s;1 anch'esso 
dipendente dallo shock esogeno; se poniamo a(z)=[l-ù(z)], funzione che indica il 
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"tasso di conservazione" del valore del capitale, l'evoluzione dinamica dello stock di 
capitale è data da x,+1 = a(z,)x, +i1 • In altre parole una parte del capitale che viene 
impiegato nel processo produttivo può essere riutilizzata nella produzione del periodo 
successivo secondo la percentuale indicata dalla funzione a(z). E' naturale pensare che 
tale quantità dipenda dallo shock tecnologico. 
Supponiamo poi che il livello della popolazione sia costante e normalizzato ad 
l; da ciò segue che O ~n~~ l. 
Poiché all'epoca iniziale t=O è ignota la quantità prodotta alle epoche future 
t= l ,2, ... , essendo tale quantità determinata dallo shock esogeno che si verificherà in 
ciascun periodo, le successioni c={ c, } :
1 
dei consumi ammissibili sono successioni di 
variabili aleatorie12. Diversamente, il consumo c0 è una quantità certa perché, in t=O, 
x0 e z0 sono noti. Vediamo in che modo vengono valutate le successioni dei consumi. 
Supponendo che tutti i consumatori abbiano preferenze identiche, ipotizziamo che la 
funzione di preferenza abbia la forma separabilmente additiva: 
<Xl 
u(c0 ,c) = U(c0 )+ L~'E0 [U(c,)], 
f=l 
dove O<~< l è il fattore di sconto e U: R + ~ R è la funzione di utilità uniperiodale. 
Una prima formalizzazione del modello è pertanto la seguente: 
(P l) t. c. c, +x1+1 -a(z,)x, ~ F(x,n,,z,), t=O,l, ... , 
x,~ O, c,~ O, z, E[a,b ], O ~n,~ l, t=O,l, ... , 
12 Nel seguito del capitolo, per semplificare la notazione, con lo stesso simbolo (ad esempio in questo 
caso c,) faremo riferimento sia alla variabile aleatoria che al generico valore che essa può assumere. 
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x 0 e z 0 fissati. 
In questo modello la massimizzazione è fatta sulle successioni di variabili aleatorie 
{ X1 } : 1, {n,} : 1 e {c,} : 1 soddisfacenti i vincoli; una volta che è noto lo stock di 
capitale x, all'inizio di ogni periodo e lo shock z, che si verifica in quel periodo, si 
effettua una scelta per la variabile n, al fine di produrre la quantità y, = F(x, ,n, ,z,) da 
ripartire in consumo c, e in risparmio xl+1• 
Per ridurre il numero di variabili facciamo le seguenti verosimili ipotesi: 
(Ul) U: R+ ~ R è crescente; 
(Fl) F:R+ x [0, l] x [ a,b] ~ R+ è crescente in tutti i suoi argomenti. 
Posto che i consumatori non attribuiscono nessun valore al tempo libero e il loro 
obiettivo è massimizzare l'utilità (il valore) del consumo, da queste due ipotesi 
possiamo dedurre che l'impiego di più lavoro, aumentando la quantità prodotta y, 
accresce il valore del consumo U(c) e pertanto si può porre n1 =l, t=O,l, .... 
Definiamo la funzione f:R+ x [a,b] ~ R+ come f(x,z) = F(x, l,z) +a(z)x; 
allora il modello diventa 
(P2) t.c. c,+x,+ 1 ~f(x"z,), t=O,I, ... , 
x,z O, c,z O, z, e[a,b], t=O,I, ... , 
x 0 e z 0 fissati, 
dove ora la massimizzazione è fatta solamente sulle successioni {x,} : 1 e {c,} : 1• 
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Un'ulteriore semplificazione è ottenibile eliminando i consumi; infatti, dalle 
ipotesi (Ul) ed (Fl) deduciamo che l'ottimo in ogni periodo è c, +xl+1 = f(x,,z,), 
ovvero nessuna quantità di capitale viene mai sprecata. In questo modo perveniamo al 
modello cosiddetto in forma ridotta: 
00 
v(x0 ,z0 ) = sup LP'E0{U[f(xl'z,)-x,+1]} 
1=0 
(P4) 
x 0 e z 0 fissati, 
dove questa volta la massimizzazione è operata sulle successioni {x,} :
1
• 
4.2 Soluzione del modello mediante la programmazione dinamica. 
Per esplicitare il problema in forma sequenziale così come l'abbiamo studiato 
nel Capitolo l abbiamo bisogno di qualche ulteriore precisazione e di qualche 
informazione sul processo stocastico che descrive gli shocks esogeni. 
Abbiamo visto che gli spazi rilevanti sono X=Y=Rr, con X=V insieme dei 
Boreliani di Rr, e Z = [a, b] cR, con t insieme dei Boreliani contenuti in [a, b]; quindi 
S = R+ x [a,b ]. La corrispondenza r:S ~X che descrive il vincolo di ammissibilità 
per ogni (x, z) eS, cioè l'insieme delle scelte possibili, è definita dall'intervallo 
r(x,z) = [O,f(x,z)]. Supponiamo che il processo degli shocks esogeni {z,}:
1 
sia 
markoviano del primo ordine e che sia quindi interamente caratterizzato dalla funzione 
di transizione stazionaria Q:[a,b]x;(~[O,l]. Per quanto riguarda la legge di 
evoluzione della variabile stato x (il capitale), assumiamo che l'azione scelta in ogni 
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periodo (la quantità di capitale da risparmiare per la produzione nel periodo 
successivo) non venga modificata da fattori esogeni, quindi ~:W~ R+ è la funzione 
identica ~(x, y, z) = y. Allora, per ogni ( x0 , z0 ) = s0 ES, l'insieme del p1an1 
ammissibili ll(s0 ) è composto da successioni di variabili aleatorie {n,}:1 i cui 
elementi sono tali che 
O~ 1t0 ~ f(x0 ,z0 ); 
O~ n, (z') ~ f[ n,_1 (z'-1 ),z,]. 
La successione dei piani contingenti {n,} :
1 
è costituita dagli stocks di capitale 
(aleatori all'epoca iniziale) risparmiati in ciascun periodo; poiché la legge di 
evoluzione~ è la funzione identica, essi coincidono con gli stocks disponibili all'inizio 
del periodo successivo. La massimizzazione avviene su tali successioni, quindi il 
problema è esprimibile nel modo seguente: 
(P4) 
s0 ES fissato. 
Per poter applicare la Teoria del Capitolo 2 introduciamo le seguenti ipotesi 
facendo riferimento direttamente alla funzione f 
(U2) U è continua; 
(U3) U è concava; 
(U4) U è strettamente crescente; 
(fl) f è continua; 
(f2) f è crescente in entrambi gli argomenti; 
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(f3) per ogni ze[a,b], j{O,z)=O ed esiste x*(z)>O tale che x 5:f(x,z) 5:x*(z) 
per ogni O 5: x 5: x· (z) e j{x,z)<x per ogni x> x* (z); 
(f4)f è strettamente concava rispetto al primo argomento; 
(Q l) Q è dotata della proprietà di Feller. 
Si noti che se la funzione di produzione F definita all'inizio è continua, soddisfa 
all'ipotesi (F l), è strettamente concava rispetto a x e soddisfa un'ipotesi analoga alla 
(f3), allora è sufficiente che la funzione di "conservazione" del capitale a(z) sia 
continua, concava e crescente affinché valgano le (fl)-(f4). 
Sotto le ipotesi (fl)-(f4) e per come è definito Z, è ragionevole restringere lo 
spazio della variabile stato all'intervallo X= [O, x], dove x= f(x,b) rappresenta la 
massima produzione sostenibile. 
Verifichiamo innanzitutto che TI(s0 ) ;t: 0, Vs0 eS. Osserviamo che r(s) ;t: 0, 
V s eS, perché essa contiene sempre lo zero; inoltre il suo grafico 
A= { (x,y,z) E x x x x Z:y E r(x,z)} è x x x x (-misurabile perché è un sottoinsieme 
compatto di R 3 • Poiché la corrispondenza r è a valori compatti e continua (perché è 
un insieme di R~ la cui frontiera è formata da funzioni continue), e quindi 
superiormente semicontinua, la Proposizione l a p. 22 e il Lemma l a p. 55 in 
Hildenbrand (1974) assicurano l'esistenza di una selezione misurabile da r. Allora 
vale il Lemma 1.1 e l'asserto è provato. 
Il secondo passo è verificare che, sotto le ipotesi date, (P4) è definito, cioè vale 
l'ipotesi 1.3. Ma la funzione obiettivo uniperiodale U[f(x,z)- y] è una funzione 
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continua definita su A che è un compatto di R 3 , quindi è ivi limitatal3 e perciò vale 
l'ipotesi 1.3b. Allora (P4) può essere esplicitato nel modo seguente: 
v(s0 ) = 1t~gRo>{ U[f(x0 ,z0 ) -n0 ] 
(P4) +~P' J u[J(n,_1(z'-1 ),z, )-n, (z') }t' (z0 ,dz') }, 
s0 eS fissato, 
dove J.! 1 (z0 ,B) = J Q(z0 ,dz1) ••• J Q(z1_pdz1 ), '\IB = A1 x ... x A, eft'· L'equazione 
At At 
funzionale associata a (P4) sarà 
(El) v(x,z) = O<~~fJ U[f(x,z)- y] +p J v(y,z')Q(z,dz')}. 
I dati e le ipotesi del problema sono tali da soddisfare le ipotesi 2.1-2.5 (di cui 
la 2.3 banalmente). Questo significa che vale il Teorema 2.2 e quindi esiste un'unica 
soluzione di (El) v:S ~ R continua e limitata; inoltre, sempre per lo stesso Teorema, 
la corrispondenza delle politiche ottimali G: S ~ X definita da 
(Cl) G(x,z) = {y er(x,z):v(x,z) = U[f(x,z)- y]+P f v(y,z')Q(z,dz')} 
è non vuota, compatta e superiormente semicontinua. Allora valgono le ipotesi del 
Teorema 1.1: in particolare, essendo v misurabile (perché continua) e limitata, vale la 
(l. l 0), e possiamo perciò affermare che v è la soluzione di (P4) e ogni piano 1t 
13 E' interessante notare che in questo caso la serie dei valori attesi scontati in (P3) coincide con il valore 
atteso della serie delle funzioni uniperiodali scontate perché la limitatezza di U[f(x,z)-y] e il fattore di sconto P< l 
consentono di applicare il Teorema di convergenza dominata (Teorema A. l l in appendice). 
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generato da G è ottimo per (P4). Dal fatto che G è non vuota segue, fra l'altro, che il 
sup è raggiunto e quindi diventa maxl4. 
Non è difficile, a questo punto, mostrare che v è monotona e concava e che la 
corrispondenza G si riduce ad una funzione continua. Le ipotesi (f2) e (U3) 
garantiscono che U[f(·,z)- y]:Ayz ~ R è crescente; r(·,z):X ~X è crescente, nel 
senso che x s x' implica r(x,z) c r(x' ,z), perché, per la monotonia dif, l'ampiezza 
dell'intervallo [0,/(·,z)] è crescente. Quindi si applica il Teorema 2.3 e, per ogni 
z eZ, v(·,z):X ~ R risulta crescente. Osserviamo che se al posto della (f2) 
ipotizziamo la monotonia stretta per f ( ·, z), il Teorema 2.3 assicura la monotonia 
stretta per v(·,z). Analogamente le ipotesi (f4) e (U3) determinano la concavità stretta 
per U[f(x,z)- (y)] rispetto alla variabile x e debole rispetto alla variabile y, infatti, 
fissati z eZ, 9 e(O,l) e (x,y),(x' ,y') e Az, con x*- x', arbitrari, riesce 
U {J[9x + (1- 9)x' ,z]- [ey + (1- 9)y']} 
> U[9f(x,z) + (1-9)/(x' ,z) -ey -(1-9)y'] 
= u{e[f(x,z)- y]+(1-9)[f(x',z)- y']} 
~ 9U[f(x,z)- y] + (1- 9)U[f(x' ,z)- y'], 
dove la prima disuguaglianza è dovuta a (f4) e a (U4) e la terza a (U3); la convessità di 
Az, e quindi dir, deriva dalla concavità dif(che indica i rendimenti decrescenti della 
funzione di produzione). Ma queste sono le ipotesi del Teorema 2.5 che stabilisce la 
concavità stretta di v e che G, la corrispondenza delle politiche ottimali, è una 
funzione continua, che chiameremo g(x,z). 
14 Questo lo si vede anche dal fatto che v è continua e definita su un compatto. 
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Anche la monotonia della politica ottima g(·,z):X ~X nella prima variabile 
è di immediata verifica: le ipotesi su f e U sono infatti tali che la funzione obiettivo 
uniperiodale U[f(x,z)- y] risulta supermodulare rispetto a x e a y per ogni z-fissato 
(si veda la Proposizione 2.1), e perciò si applica la seconda parte della tesi del 
Teorema 2.8 nella quale si afferma che g(·,z) è crescente. 
Infine, se aggiungiamo l'ipotesi di monotonia per la funzione di transizione Q, 
otteniamo anche la monotonia di v rispetto alla variabile dello shock esogeno z. 
(Q2) Q sia dotata della proprietà di monotonia, cioè se f:Z ~ R è crescente, 
allora l'operatore di Markov (Mf)(z) = J f(z')Q(z,dz') è anch'esso 
crescente. 
Se, oltre alle ipotesi (U2)-(U4), (t2)-(f4) e (Ql), vale anche l'ipotesi (Q2), possiamo 
applicare il Teorema 2.4 che stabilisce la monotonia di v( x,-): la funzione obiettivo 
uniperiodale U[f(x,z)- y] è, infatti, crescente rispetto az per ogni (x,y) fissato e la 
corrispondenza r(x,-) risulta anch'essa crescente per x fissato, perché, per la 
monotonia di f, l'ampiezza dell'intervallo [O,f(x,-)] è crescente. Naturalmente se, al 
posto della (t2), ipotizziamo la monotonia stretta di f(x,-), applicando lo stesso 
Teorema 2.4, otteniamo la monotonia stretta di v( x,-). 
4.3 Monotonia stretta della politica ottima e del consumo ottimo sotto l'ipotesi di 
differenziabilità. 
Introduciamo le seguenti ipotesi. 
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(U5) U è differenziabile; 
(f5) f(·,z) è differenziçbile, "i/z eZ. 
Poiché abbiamo visto che valgono le ipotesi del Teorema 2.5, è applicabile il 
Teorema di Benveniste-Scheinkman (Teorema 2.7) e, sotto la (U5) e la (f5) anche il 
Corollario 2.1, il quale afferma che se la politica ottima g(x,z) ha valori interni, cioè 
O< g(x,z) < f(x,z), "i/(x,z)eS tale che x>O, la funzione valore v(x,z) di (P4) è 
derivabile nel suo primo argomento e riesce 
v1 (x,z) = U'[f(x,z)- g(x,z) ]f. (x,z). 
Utilizzando la differenziabilità di v(·,z) dimostreremo fra breve che l'unica 
politica ottima g(·,z) e la funzione di consumo ottimo c(·,z)= f{·,z)-g(·,z) del modello di 
crescita ottima unisettoriale sono strettamente crescenti. Prima però è necessario 
verificare che il piano ottimo generato dalla politica g(x,z), cioè il piano 
1t ={n,} efl(s0 ) composto dal valore 1t0 = g(x0 ,z0 ) e dalle funzioni 
n,(z')=g[n,_1(z'-
1),z,], "i/z' eZ', t=1,2, ... , è sempre interno15. A tal fine 
introduciamo quelle che in letteratura sono note come le condizioni di Inada: 
(U6) U'+ (O)= +oo e 
(f6) f.+(O,z) = +oo, "i/z eZ. 
Nella dimostrazione del prossimo risultato faremo uso delle condizioni (3.1) 
definite nel Capitolo 3. Il piano generato da g, infatti, essendo ottimo, è finitamente 
ottimo e perciò, per la Proposizione 3.2, deve necessariamente soddisfare le (3.1). 
15 Di conseguenza anche la funzione del consumo ottimo c(x,z) risulterà sempre interna. 
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PROPOSIZIONE 4.1 Valgano le ipotesi (U2)-(U6) e (/2)-([6). Se O< x0 <x= 
f(X.,b), allora riesce 0<g(x0 ,z0 ) <f(x0 ,z0 ) e 0<g[n,_1(z'-
1),z,]<f[n,_1(z'-
1),z,], 
\lz0 eZ e z' eZ', t=1,2, .... 
Prova. Si fa per induzione, quindi è sufficiente verificare la tesi per t=O. 
Fissiamo arbitrariamente z0 eZ. Poiché vale il Teorema 2.7, sappiamo che 
alv(xo,Zo) c a.u[f(xo,Zo)- g(xo,Zo)]. Per il Corollario 2.1, inoltre, riesce 
V1 (x0 ,z0 ) = U'[f(x0 ,z0 )- g(x0 ,z0 ) ]f. (x0 ,z0 ); pertanto, se fosse f(x0 ,z0 ) = g(x0 ,z0 ), 
per la (U6) avremmo 81U[f(x0 ,z0 )-g(x0 ,z0 )]=0 che implicherebbe 
81v(x0,z0) = 0; ma questo è impossibile perché x0 è interno al dominio di v(-,z0). 
Mostriamo ora che g(x0 ,z0 ) >O. Sia per assurdo g(x0 ,z0 ) =O; allora anche 
g(n0 ,z1) =O, \/z1 eZ, perché f(O,z1) ={o}, \/z1 eZ. Poiché sappiamo che il piano 
generato da g è ottimo, esso soddisfa le condizioni (3.1) in ogni epoca t, quindi riesce 
U[f(x0 ,z0 )- y ]+P Jz U[f(y,z1) ]Q(z0 ,dz1) 
:::;U[f(x0 ,z0 ) ]+P Jz U[f(O,z1) ]Q(z0 ,dz1) 
che può essere riscritta come 
U[f(x0 ,z0 )]- U[f(x0 ,z0 )-Y] 
~p fz U[f(y,z1) ]Q(z0 ,dz1)-P fz U[f(O,z1)]Q(z0 ,dz1). 
Essendo U concava, essa è sopradifferenziabile nel punto f ( X0 , Z0 ) - y, 
\ly ef(x0 ,z0 ), e quindi esiste peR tale che 
112 
py ~ U[f(xo,Zo) ]- U[f(xo,Zo)- y ], con p E aU[f(xo,Zo)- y ]. 
Analogamente, per ogni z1 E Z fissato, esiste q(z1) E R tale che 
U[f(y,z1) ]-U[f(O,z1)] ~ q(z1 )[f(y,z1)- f(O,z1) ], 
con q(z1) E8U[f(y,z1)]. 
Osserviamo che, se y>O, riesce f(y,z1)>0 e quindi il supergradiente q(z1) coincide 
con la derivata U'[f(y,z1)], che è una funzione continua di z1 perché f(y,-) è 
continua, ed è perciò misurabile. Allora vale 
P fz U[f (y ,z1) ]Q(z0 ,dz1)-P fz U[f (O,z1) ]Q(z0 ,dz1) 
~P fz U'[f(y,z1)][f(y,z1)- f(O,z1)]Q(z0 ,dz1) 
Vy E(O,f(x0 ,Z0 )]. 
Componendo tutte le disuguaglianze perveniamo a 
PY~ P fz U'[f(y,z1) ][f(y,z1)- f(O,z1) ]Q(z0 ,dz1), 
cioè 
che, per y~O, porta ad un assurdo. o 
113 
Per dimostrare il risultato principale abbiamo bisogno di ulteriori restrizione 
per le funzioni/ ed U. 
(f7) f(·,z) è strettamente crescente, Vz E Z; e 
(U7) U è strettamente concava. 
PROPOSIZIONE 4.2 Valgano le ipotesi (U2)-(U7) e (/2)-(/7). Se O< x0 <x= 
f(x,b), allora la politica ottima g(·,z) e il consumo ottimo c(·,z) sono strettamente 
crescenti per ogni z E Z fissato. 
Prova. Fissiamo z E Z e pontamo O < x1 < x2 <x. Per il Corollario 2.1 la 
funzione valore v(-,z) è derivabile con funzione derivata continua (perché v(·,z) è 
concava) e perciò assolutamente integrabile; ne segue che, per il Lemma 2.2 a p. 226 
in Lang (1993), è lecito il passaggio della derivata sotto il segno d'integrale. Poiché, 
per la Proposizione 4.1, g è a valori sempre interni, possiamo scrivere le condizioni 
del primo ordine per la (E l) calcolata rispettivamente in g( x1, z) e in g( X2 , z) : 
U'[f(x1 ,z)- g(x1 ,z)] = J3 J v1[g(x1 ,z),z']Q(z,dz') e 
(4.1) 
U'[f(x2 ,z)- g(x2 ,z)] = J3 J v1[g(x2 ,z),z']Q(z,dz'). 
Supponiamo per assurdo che g(xpz)~g(x2 ,z), allora la concavità di v(·,z) 
implica che 
la quale porta a 
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in cui entrambi gli integrali sono definiti perché le funzioni integrande sono continue 
(e quindi misurabili); infatti, per il Corollario 2.1, nesce v1 (x,z) = 
U'[f(x,z)- g(x,z)]ft (x,z). 
D'altra parte, per l'ipotesi (f7) e per l'ipotesi assurda abbiamo che 
f(x1 ,z)- g(x1 ,z) < f(x2 ,z)- g(x2 ,z), 
e quindi, per la (U7), 
U'[f(x1 ,z)- g(x1 ,z)] > U'[f(x2 ,z)- g(x2 ,z) ], 
che, per le condizioni del primo ordine ( 4.1 ), contraddice l'ipotesi assurda. 
Mostriamo ora che c(x1 ,z)<c(x2 ,z), dove c(x,z)= j{x,z)-g(x,z). Dal fatto che 
g( x., z) < g( x2 , z), per la monotonia stretta 16 e la concavità stretta di v(·, z) segue che 
V1 (g( x1 ,z ), z'] > v1 (g( x2 , z ),z'], V z' E Z, e perciò anche 
che, per le (4.1), porta a U'[f(xpz)-g(xpz)]>U'[f(x2 ,z)-g(x2 ,z)], cioè a 
U' [c( x1 , z)] > U' [c( x2 , z)]. Per la monotonia e la concavità stretta di U, perveniamo 
alla tesi. o 




Vediamo ora una semplice applicazione di quanto detto finora nell'ipotesi di 
utilità logaritmica, funzione di produzione Cobb-Douglas e shocks aleatori 
indipendenti e identicamente distribuiti; sotto queste ipotesi si riesce ad esplicitare la 
forma funzionale della funzione valore e dell'unica politica ottima. 
Esempio 4.1 Nell'ambito delle ipotesi finora formulate supponiamo che 
l'intervallo [a,b], che individua lo spazio degli shocks, si tale che O<a<l<b<+oo e che 




sia un processo i .i. d. caratterizzato da una misura di probabilità 
J.t:( ~ (0, 1]. La tecnologia è di tipo Cobb-Douglas e gli shocks esogeni intervengono 
su di essa in modo moltiplicativo, cioè f(x,z) = zxa, con O<a<l; mentre l'utilità di 
tutti i consumatori è espressa da U (x) = ln x. 
Il modello in forma ridotta è il seguente 
v(so) = .~N8,) ~ ~'Eo {In[ z, (n,_, (z'-') t -n, (z') ]} 
(P5) = sup {ln(z0x; -1t0)+ fp1 J /ln[z,(1t,_1{l-1))a. -1t,(z')]J.t1(dz')}, 
1te0(.\'0 ) /=l Z 
s0 ES fissato, 
processo degli shocks (che, fra l'altro, rende J.t 1 indipendente da z0 ). L'equazione 
funzionale ad esso associata assumerà la forma seguente: 
(E2) v(x,z) = o1y~~Jln(zxa- y) + ~ J v(y,z')Jl(dz')]. 
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Si noti che in questo caso, per l'ipotesi di indipendenza, il secondo addendo del 
membro di destra non dipende più dallo shock z. 
Si verifica immediatamente che sono soddisfatte tutte le ipotesi del modello 
generale viste in precedenza tranne la limitatezza, dal momento che U(O)=lnO=-oo e 
x=O è un valore ammissibile per ogni (x,z). E' altresì evidente che se x0 =O, poiché 
./{0)=0, la funzione valore v(O,z)=-oo, per ogni ze [ a,b ]; è quindi ragionevole assumere 
che il valore iniziale s0 = ( x0 , z0 ) eS sia tale che x0 > O. 
Data la regolarità delle funzioni siamo in grado di calcolare direttamente una 
soluzione v(x,z) dell'equazione di Bellman. Anch'essa, però, risulterà divergere a -oo in 
alcuni punti del suo dominio e non soddisferà perciò alla condizione (1.10) del 
Teorema 1.1. Allora, per verificare che essa è proprio la funzione valore del problema, 
utilizzeremo il Corollario 1.2 che, sotto particolari ipotesi (in questo caso soddisfatte), 
vale anche se v è divergente~ 
Per ricavare la forma funzionale di una soluzione v per (E2) utilizziamo un 
procedimento che ricalca l'idea del Principio di Localizzazione (Corollario A.1 in 
appendice). Verifichiamo infatti che, se prendiamo una funzione v0 del tipo 
v0 (x,z) = Ao + B0 lnx + C0 lnz, la sua iterata v1 (x,z) = (Tv0 )(x,z) = 
os~~~(l[ln(zxa- y) +p J v0 (y,z')Jl(dz') ], con T definito in (2.4), mantiene la stessa 
forma: VI (x' z) = Al + BI ln x+ cl lnz. Se stabiliamo la relazione che intercorre fra 
Ao' Bo' Co e Al' BI' cl' possiamo ricavare un punto fisso v per l'operatore T, cioè una 
soluzione di (E2) anch'essa del tipo v(x,z) =A+ Blnx + Clnz semplicemente 
ponendo A0 = A1,B0 = B1,C0 = C1• 
Prendiamo quindi (x,z) eS e poniamo À = J lnzJ.t(dz). Calcoliamo v1 : 
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La funzione in parentesi quadra è derivabile rispetto a y nei punti interni, possiamo 
perciò ricavare le condizioni del primo ordine: 
da cui si ottiene 
(4.2) 
Poiché sui bordi la funzione (concava) da massimizzare diverge negativamente mentre 
sui punti interni ha valori finiti, le condizioni del primo ordine sono in questo caso 
sufficienti affinché y sia l'unico punto di massimo. Sostituiamo questo valore 
nell'espressione precedente: 
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Imponendo le uguaglianze troviamo i coefficienti del punto fisso v(x,z) = 
A+ B lnx + Clnz che risolve (E2): 
A= aplnaP+(l-aP)ln(l-aP)+PA-. 
(1-P)(1-ap) ' 




La v così ottenuta diverge a -oo in x=O. Per verificare che è la funzione valore 
di (P5) dobbiamo quindi utilizzare il Corollario 1.2. Poiché vale l'ipotesi (f3) del 
modello generale per x* = l, lo spazio della variabile x può ragionevolmente ridursi 
all'intervallo X= [O, x], dove x= bxa rappresenta la massima produzione sostenibile. 
Ma allora U è superiormente limitata, e quindi anche v lo è; ne segue che 
liminfp'J v[n,_1 (z'- 1 ),z,l·'(dz')~ limsupp'J v[7t,_ 1 {z'-1 ),z,l·'(dz')~O per ogni t~oo Z1 r /~00 Z1 r 
(x0 ,z0 ) = s0 eS e per ogni piano ammissibile e la (l.lOa) è soddisfatta. Per quanto 
riguarda la condizione (1.1 Ob) conviene distinguere due tipi di piani ammissibili 
i) quelli tali che u(s0 , n)= :t ~'E0 {In[ z, ( n,_1 (z'- 1) t -n, (z') ]} > -oo; e 
1=0 
ii) quelli tali che u(s0 , n)= :t ~'E0 {In[ z, (nH (zH) r -n, (z') ]} = -oo. 
1=0 
Se un piano (So '1t) soddisfa la (i), allora w Eo {In[ z, ( 1t H ( ZH) r -1t l ( z') ]} ~o o 
Essendo (s0 ,n) un piano ammissibile, per ogni t vale O~n,(z')~z,(n1_ 1 (z1- 1 ))a e 
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). Segue che 
=P'E0 {A+ B ln n,_1 (z'-
1
) + Clnz,} 
dove la penultima uguaglianza è dovuta alla definizione dei coefficienti B e C della 
funzione v. Deduciamo che limsupp'J v[n,_1 (z'-1 ),z,l.•'(dz')~O, e la condizione 
I-+<7J Z1 r 
(l.lOb) è rispettata per il piano (s0 , n)= (s0 , 1t). 
Nel caso di piani (s0 ,n) del tipo descritto da (ii) consideriamo il piano (s0 ,n) 
definito da no= Xo e n, (z') =p' Xo, t=1,2, ... , con O<p<l e Xo >o (ipotesi, quest'ultima, 
ragionevole, come abbiamo detto all'inizio). Chiaramente si tratta di un piano 
ammissibile perché n, è misurabile (costante rispetto a z') per ogni t e soddisfa il 
vincolo uniperiodale r in ogni t. Ovviamente vale u( So' n)>u( So' 1t); inoltre, poiché 
P'v[n,_1(z'-1),z1]= P'(A+B1nx0 )+P'Btlnp+P'C1nz0 t=1,2, ... , s1 ha che 
limp1J v[n,_1(z'- 1),z,l.· 1 (dz') =0 e di nuovo la condizione (l.lOb) è rispettata per il 
1-+oo Z 1 .r 
piano (s0 , n). Se ne deduce che la funzione v(x,z) = A+ Blnx + Clnz è la funzione 
valore del problema. 
Poiché valgono le ipotesi della Proposizione 4.1, la differenziabilità e la 
concavità della funzione valore suggeriscono che la politica ottima è unica ed è a 
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valori interni alla corrispondenza r che descrive il vincolo uniperiodale. Per calcolarla 
basta perciò applicare le condizioni del primo ordine all'equazione di Bellman: dalla 
( 4.2) ricaviamo 
(4.3) 
Esempio 4.2 Manteniamo tutte le ipotesi dell'esempio 4.1, assumendo però 
che il processo { z,} :
1 
che descrive l'incertezza del modello abbia una struttura 
markoviana del primo ordine con una proprietà particolare: esso sarà caratterizzato da 
una funzione di transizione stazionaria Q:[a,b] x t~ [0, l] tale che il processo dei 
logaritmi degli shocks esogeni { lnz,} :
1 
sia una Martingala. Segue che ad ogni epoca 
il valore atteso condizionato del logaritmo dello shock che si verificherà all'epoca 
successiva coincide con il logaritmo dello shock presente: Jlnzi+1Q(z,,dz,+1) = lnz,, 
t=O, l, .... Verifichiamo che anche in questo caso è applicabile lo stesso procedimento 
dell'esempio precedente par calcolare esplicitamente la funzione valore. Riscriviamo il 
problema sequenziale: 
v(x0 ,z0 ) = sup {ln(z0x; -n0 ) 7ten(.\Q) 
(P6) + ~~· fz,in[z,( nH (z'-'))" -n, (z') ]11' (z0 ,dz') }• 
s0 ES fissato, 
dove la misura di probabilità questa volta è definita secondo la ( 1.5) del Capitolo l, 
cioè J.1 1 (z0 ,B) = J Q(z0 ,dz1) ... J Q(z,_pdz,), VB= A1 x ... x A, Et'. L'equazione 
At At 
funzionale associata è 
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(E3) v(x,z) = 0,~~~.[ln(zxa- y) + ~ J v(y,z')Q(z,dz')]. 
Mostriamo che se prendiamo una funzione v0 del tipo v0 (x,z) = 
Ao + B0 lnx + C0 lnz, la sua iterata v1 (x,z) = sup (ln(zxa- y) + pJv0 (y,z')J.L(dz')] O:s;y:s;zxa 
mantiene la stessa forma: v1 (x,z) = A1 + B1 lnx + C1 lnz. 
Per ogni (x,z) eS fissato vale: 
v, (x,z) = o1,~~.[ln(zxa- y) + ~ J (A,+ B0 lny+ C0 lnz')Q(z,dz')] 
=0;Y~~.[In(zxa- y) + ~A0 + ~B0 lny+~C0 J lnz' Q(z,dz')] 
=0::;;sy~eJln(zxa- y)+PA0 +PB0 lny+PC0 lnz], 
dove l'ultima uguaglianza vale per l'ipotesi di martingalità. Con la stessa procedura 
utilizzata in precedenza otteniamo i coefficienti A,B,C per la soluzione v(x,z) = 






(1- ~)(1- a~) 
Per verificare le condizioni (l. l Oa) e (l. l Ob) del Corollario 1.2, tutti i passaggi 
rimangono invariati, osservando che, per quanto riguarda la (1.1 Ob) nel caso (i) in cui 
u( s0 , 1t) > -oo, riesce 
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=P'E0 {A+ B In n,_1 (z'-
1
) + Clnz,} 
dove la penultima uguaglianza dipende dalla definizione dei coefficienti B e C della 
funzione v. 
Osserviamo che il coefficiente B della v coincide con il coefficiente B della 
funzione valore calcolata nell'esempio precedente con shocks esogeni indipendenti. 
Un'importante conseguenza di questo fatto è che applicando le condizioni del primo 
ordine alla (E3) otteniamo la stessa politica ottima del caso precedente:· g(x,z) = 
apzxa. 
Nel prossimo esemp1o mostriamo un'applicazione della teoria svolta nel 
Capitolo 3. Lì abbiamo visto che l'approccio del calcolo delle variazioni esteso 
all'ambito stocastico fornisce condizioni necessarie affinché un piano sia ottimo. 
Inoltre abbiamo anche sviluppato una teoria che fornisce condizioni sufficienti di 
ottimalità: quelle espresse nel Teorema 3 .l, ovvero l'ipotesi di competitività per un 
piano ammissibile cui viene aggiunta una condizione di trasversalità all'infinito. Il 
modello di crescita ottima unisettoriale descritto nei due esempi precedenti soddisfa 
alle ipotesi di questo Teorema; il prossimo esempio costituirà perciò una sua 
applicazione. La differenza rispetto all'impostazione degli esempi visti finora, ovvero 
rispetto all'approccio della programmazione dinamica discussa nel Capitolo 2, è che 
questa volta dobbiamo "indovinare" a priori il piano candidato all'ottimo e verificare 
che questo piano soddisfa alle ipotesi del Teorema 3.1. Gli esempi appena trattati 
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suggeriscono di considerare il ptano generato dalla funzione g( x, z) = a.Pzx a; 
dimostreremo infatti che tale funzione genera un piano ottimo. Le ipotesi sul processo 
degli shocks saranno in questo caso però molto più generali degli esempi visti -finora: 
il Teorema 3.1 vale infatti per processi qualsiasi, non è necessario cioè imporre 
l'ipotesi di markovianità. La cosa interessante che emerge allora da questo esempio è 
che, data la regolarità delle funzioni di utilità e di produzione, il processo {x,} :o della 
variabile stato generato da l'equazione alle differenze x,+1 = a.pzx~ ha una struttura 
markoviana anche se il processo degli shocks che intervengono sulla tecnologia 
produttiva ha una struttura molto più complessa. In altre parole, anche se l'intero 
sistema dipende da un processo di shocks qualsiasi, ovvero la probabilità di zl+1 
dipende da tutta la storia passata z' = ( z1, ••• , z,) , la decisione da prendere in ciascun 
periodo dipende solamente dall'ultimo shock verificatosi. 
Esempio 4.3 Manteniamo ancora tutte le ipotesi dell'esempio 4.1. Questa 
volta però assumiamo che il processo degli shocks esogeni { z,} :. abbia una struttura 
molto generale e sia perciò completamente caratterizzato da una successione di nuclei 
stocastici {Q,(z0 , ••• ,z,_1;·)}:1• Fissato s0 = (x0 ,z0 ) ell(s0 ), rimane definito 
(P7) 
dove in questo caso la misura di probabilità A! (z0 ,-) è definita secondo la (1.4) del 
Capitolo l, cioè À1 (z0 ,B)= J Q1(z0 ;dz1)J Q2 (z0 ,z1;dz2 ) ••• J Q,(z0 , ••• ,z,_1;dz,), A1 A2 A1 
VB= A1 x ... x A, e('. In base alla discussione affrontata all'inizio del Capitolo 3, è 
chiaro che non ha senso associare un'equazione funzionale a (P7). 
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Prendiamo allora in considerazione il piano generato dalla funzione g(x,z) = 
a~zxa, cioè il piano 1t composto dalle funzioni 1t1:Z' ~X definite da 1t1(z') = 
a~z, [ 1tt-I (zi-I) r' t=l,2, .... Si vede immediatamente 1t è un piano ammissibile per ogni 
punto iniziale s0 = ( x0 , z0 ) ES; in particolare, per x0 = O sarà composto dalla 
successione costante di funzioni identicamente nulle, che sono misurabili e a valori in 
r(O,z,) = {O}, Vz, E [ a,b ], t=O,l, .... Rimane allora da verificare che 1t soddisfa alle 
ipotesi del Teorema 3.1, cioè che è competitivo e soddisfa a una delle condizioni di 
trasversalità i vi enunciate. 
Per quanto riguarda la competitività osserviamo che la funzione obiettivo 
uniperiodale F(x,y,z) = ln(zxa- y) è derivabile con continuità su int Az e perciò 
soddisfa all'ipotesi 3.1; quindi è sufficiente dimostrare che 1t è un piano interno e 
soddisfa alle condizioni di Euler-Lagrange (3.2), cioè che esiste una successione di 
prezzi {p,} :
1 
di supporto per 1t ed è univocamente determinata dalle (3.2). 
Se x0 > O, poiché z, > O, t=O, l, ... , una facile induzione mostra che per ogni t 
nesce a~z,x,a >O; inoltre banalmente a~zxa <zxa, V(x,z) eS e perciò 1t1 (z') = 
a~z,[1t 1_1 (z1 -1 )] E (o,z,7t 1_ 1(z1- 1))= intr[1t,_1(z'-1),z1 ], Vz' EZ', t=O,l, ... , ovvero 1t è 
un piano interno. 
Per verificare le (3.2) dobbiamo mostrare che 
l 
q.c., t=O, l, .... 
Sostituendo 1t1_ 1 (z'-
1
) e 1t1+1 (z'+
1
) con le loro espressioni equivalenti in termini di 
1t, ( Z 1 ) otteniamo 
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l 
da cui semplificando rimane 
e quindi, essendo Q,+1 (z0 , ... ,z,; ·) una probabilità su Z, l'identità cercata. Data 
l'arbitrarietàl7 di t e di z' = (zp ... ,z,), le (3.2) sono provate. 
Occupiamoci infine della condizione di trasversalità all'infinito. Il prezzo di 
supporto ad ogni epoca t è dato da 
Poiché O< n, ( z' ) ~x, dove x = bxa rappresenta la massima produzione sostenibile, 
deduciamo che p, ( z') >0, \;/ z' e Z', t=O, l, ... (cosa del resto intuiti va dal momento che 
17 Osserviamo che l'uguaglianza vale per ogni possibile storia di shocksz
1 
= (zl' ... ,z1 ), quindi tanto 
più vale q.c .. 
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il prezzo ombra in ciascun periodo coincide con la derivata rispetto a x della funzione 
obiettivo uniperiodale, che è strettamente crescente in quella variabile). Inoltre 
X= [ a,b] c R+. Ma allora, dal momento che vale 
~~~P' Jz, p, (zl )n l-l (z'-1 )A! (zo ,dzl) 
A'a J =lim-~-'-- A! (z0 ,dz') t~oo 1-ap z' 
a l' A' =--lmp 
1-apl~oo 
=0, 
è soddisfatta la condizione di trasversalità all'infinito (3.7) del Teorema 3.1, e quindi il 
piano generato dalla politica g(x,z) = aPzxa è ottimo. 
E' facile verificare, con un procedimento analogo, che lo stesso problema ad 
orizzonte finito con condizione finale identicamente nulla espresso da 
(P8) + i:J3' fz, m[zJ1t,_, (zi-I )t -1tJz') ]p' (zo,dz') 
f=l 
ha come soluzione ottima il piano composto dalle funzioni 
l A 1-(ap)T-1 [ 1-1 ]a 
1t 1 ( z ) = a~--' T 1 1 zl 1t 1 1 ( z ) · 1-(ap) - + -
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Si noti comunque che, non avendo dato ipotesi particolari sulla successione di 
nuclei stocastici {Q,(z0 , ••• ,z,_1;·)}:1, non possiamo dire nulla né sulla forma 
funzionale di v0 (s0 ) né sull'unicità della politica ottima. 
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5. Politiche ottime instabili e problemi concavi: il Teorema di indeterminatezza. 
In questo capitolo affrontiamo un aspetto della programmazione dinamica che 
può essere visto come il problema inverso del controllo ottimo: ci chiediamo se, data 
una funzione g: S ~ Y, esiste un problema sequenziale (PS) avente g come politica 
ottima. Vedremo come funzioni che definiscono traiettorie anche molto complesse, 
quindi molto generali ed instabili, possano essere piani ottimi per problemi 
caratterizzati da funzioni obiettivo uniperiodali concave. 
Dati X, Y e Z, insiemi qualsiasi, una corrispondenza r: S ~ Y non vuota e una 
funzione U: A ~ R, prendiamo in considerazione il problema di ottimizzazione 
uniperiodale definito da 
v1(x,z) = sup U(x,y,z). 
yef(x,z) 
Come è già stato detto nel Capitolo 2, un problema di questo tipo può essere 
interpretato come la massimizzazione di un agente miopico, cioè è il problema (PS) ad 
orizzonte infinito che abbiamo studiato finora caratterizzato da una funzione obiettivo 
uniperiodale U e da un fattore individuale di sconto ~ pari a zero. Dal momento che 
l'incertezza di tali problemi riguarda il futuro e in questo problema non c'è futuro 
perché l'orizzonte temporale è l'istante stesso in cui l'agente prende la decisione, si 
tratta di un problema deterministico. Se la corrispondenza delle politiche ottimali 
G1(x,z) = {y er(x,z):v1(x,z) = U(x,y,z)} è non vuota, da essa si può generare una 
politica ottima g: S ~ Y che chiameremo politica miopica. Vedremo subito, con la 
Proposizione 5 .l, che per ogni funzione g: S ~ Y esiste un problema uniperiodale 
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(PS 1) per il quale g è una politica ottima. Il passo successivo (Proposizione 5.2) sarà 
l'estensione di questo risultato al caso in cui il fattore di sconto ~è positivo; in questo 
modo otterremo una funzione obiettivo uniperiodale Fp che individua un problema 
(PS) ad orizzonte infinito con fattore di sconto ~· Infine, con il Teorema 5.1, 
stabiliremo sotto quali condizioni Fp ( ·, ·, z) risulta essere strettamente concava. 
Montrucchio (1994a), proseguendo il precedente lavoro di Boldrin e 
Montrucchio (1986), a questo proposito ha elaborato un Teorema di indeterminatezza 
valido in ambito deterministico il quale afferma che, se la funzione h: X ~ X (si 
ricordi che nel problema deterministico Y=X, non esiste l'insieme Z degli shocks 
esogeni e quindi i: X~ X) soddisfa alcune condizioni non particolarmente 
restrittive, esiste un intervallo (0,~*), con ~*>0, tale che V~ e(O,~*), h è una politica 
ottima per un problema ad orizzonte infinito caratterizzato dal fattore di sconto J3 e da 
una funzione obiettivo uniperiodale Fp: A ~ R (dove A è il grafico di 1) che, sotto le 
ipotesi del problema, risulta essere strettamente concava. Naturalmente il Teorema 
fornisce la stima di una limitazione inferiore per il parametro ~· e l'espressione 
esplicita di Fp. In sostanza questo risultato dice che, se il fattore di sconto J3 è 
sufficientemente prossimo allo zero, le politiche ottime di un problema concavo (e la 
letteratura economica è particolarmente ricca di modelli concavi) possono essere di 
qualsiasi tipo; in particolare, e qui sta l'importanza del Teorema, possono essere 
funzioni che si comportano in modo "caotico". Dal momento che, come vedremo tra 
breve, la funzione Fp è costruita a partire dalla funzione obiettivo U del problema 
uniperiodale (che non dipende da ~), è interessante la relazione che si determina fra 
problema uniperiodale e problema ad orizzonte infinito: la politica miopica h ottima 
per il problema uniperiodale è infatti una politica ottima anche per il problema ad 
orizzonte infinito. 
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In questo capitolo, restringendo l'analisi su spazi euclidei, formuleremo im 
risultato analogo valido però in ambito stocastico nel caso in cui il processo degli 
shocks esogeni assuma una struttura markoviana del primo ordine secondo quanto 
detto nel Capitolo l. Innanzitutto verifichiamo che, sotto ipotesi molto generali, per 
ogni funzione g: S ~ Y esiste un problema uniperiodale di cui g è una politica ottima. 
PROPOSIZIONE 5.1 Siano (X,Z) e (Z,() spazi misurabili, Y c R"' e sia 
S = X x Z. Date due funzioni g: S ~ Y e w: S ~ R misurabili, esiste una funzione 
U: S x Y ~ R misurabile tale che 
g(x,z) = argmaxU(x,y,z) e 
yeY 
w(x,z) = maxU(x,y,z). 
yeY 
Prova. Se con IHI indichiamo la norma euclidea, è immediato verificare che la 
tesi è soddisfatta per la funzione 
(5.1) u (x' y' z) = - _!_ IIY- g( x' z )w + w( x' z) . o 
2 
Osserviamo che, data una corrispondenza r: S ~ Y non vuota, se 
g(x,z) er(x,z), 'v'(x,z) eS, e se restringiamo la U definita in (5.1) sull'insieme 
A= {(x,y,z) E X x Y x Z:y e r(x,z)}, cioè sul grafico di r, la g risulta essere una 
politica ottima per (PS 1) e riesce v t =w. 
A questo punto fissiamo p E (O, l) e vediamo come si può costruire la funzione 
obiettivo uniperiodale di un problema ad orizzonte infinito per il quale g sia una 
politica ottima. L'idea è utilizzare la funzione uniperiodale U di (PS 1), che per la 
Proposizione 5.1 esiste sempre, e la funzione w, che per la stessa Proposizione può 
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essere scelta arbitrariamente, e definire la funzione cercata sfruttando direttamente 
l'equazione di Bellman. Ma vediamo più in dettaglio come ciò si possa fare 
nell'ambito delle ipotesi del Teorema 1.1, cioè nel caso in cui l'equazione (EF) ha 
senso. Ricordiamo che, date r: S ~ Y non vuota, ~:D x Z ~ X e g: S ~ Y funzioni 
misurabili, per ogni s0 eS un piano { 1t1 } e II(s0 ) si dice generat~ da g se 1t0 = g(s0 ) e 
1t, (Z 1 ) = g[ x,1t (z 1 ),zt ], dove x; (z') = ~[x;_l (zi-I), 1tl-l (zt-l ),z, ], Vz 1 E Z1 ' t= l ,2, .... 
PROPOSIZIONE 5.2 Sono dati (X,X) e (Z,t) spazi misurabili, Y c Rm e 
S =X x Z. Siano Q, r, e ~ definiti nel Capitolo l e valga l'ipotesi 1.1. Sia g:S ~ Y 
una funzione misurabile tale che g(s) er(s), Vs eS, e, per ogni s0 eS, sia 
{ 1t
1
} e O(s0 ) il piano generato da g. Fissiamo ~ e (0, l) e sia w:S ~ R una funzione 
misurabile tale che lim~1 J w[x;(z1 ),z,l" 1 (z0 ,dz')=0, Vs0 eS. Sia U:A~R una 
/-+OCJ Z1 r 
funzione tale che g(x,z) = argmaxU(x,y,z) e w(x,z) = max U(x,y,z). Allora 
yEr(x,z) yer(x,z) 
esiste un problema (PS) ad orizzonte infinito con fattore di sconto ~ la cui funzione 
obiettivo uniperiodale Fp: A ~ R è definita da 
Fp (x,y,z) = U(x,y,z)- ~ fz w[ ~(x,y,z'),z']Q(z,dz'). 
Qualsiasi piano { 1t 1 } generato dalla corrispondenza 
G1(x,z) = {y E r(x,z):w(x,z) = U(x,y,z)} 
è ottimo per (PS). 
Prova. Per la Proposizione 5 .l sapptamo che la funzione U esiste ed è 
misurabile; allora anche Fp è misurabile e di conseguenza vale l'ipotesi 1.2 e il 
problema 
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v( s0 ) = { suo { .Fp ( x0 , 1t0 , z0 ) n, }erl(s0 ) 
(PS) 
+ ~ f3' J
2
, l'p [x,' (z' ), 1t1 (z' ),z,J~' (z0 ,dz')} 
è definito18 per ogni {n,} EI1(s0 ) e per ogni s0 ES. Dal momento che la (1.10) è per 
ipotesi verificata, per poter applicare il Teorema 1.1 e giungere così alla tesi rimane 
solamente da provare che w soddisfa la (EF) e che la corrispondenza delle politiche 
ottimali definita da 
(CP) G(s) = {y E f(s):v(s) = F(x,y,z) + 13 Jz v[ ~(x,y,z'),z']Q(z,dz')} 
è non vuota e permette una selezione misurabile. Ma ciò è di immediata verifica, 
infatti vale 
max { .Fp (x,y,z) + pJ w[ ~(x,y,z'),z']Q(z,dz')} 
yer(x,z) Z 
= max { U(x,y,z)- pJ w[ ~(x,y,z'),z']Q(z,dz') 
yer(x,z) Z 
+13 fz w[ ~(x,y,z'),z']Q(z,dz')} 
= max U(x,y,z) 
yef(x,z) 
=w(x,z). 
18 Osserviamo che il problema è definito anche nel caso in cui la successione 
tfz• ~[x,n(/),1t 1 (/),z,]~1 (z0 ,dz1 ) risulti oscillante; in questo caso bisogna però utilizzare il criterio del 
1=1 
limsup o delliminfper valutare la serie e la tesi della Proposizione 5.2 risulta indebolita nella seconda parte: come 
nel Corollario 1.3, la corrispondenza G 
1 
non genera necessariamente piani ottimi. 
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E' evidente a questo punto che G 1 coincide con la G definita in (CP); ma per ipotesi 
G1 è non vuota e ammette senz'altro una selezione misurabile: la g da cui siamo 
partiti. o 
Poiché la nostra analisi è rivolta alla ricerca di una classe di funzioni obiettivo 
uniperiodali Fp ( ·, ·, z) strettamente concave, è necessario restringere il campo d'azione. 
Le ipotesi del Capitolo 2 (problemi continui e limitati) consentono di operare in un 
ambiente sufficientemente comodo: in particolare i Teoremi 2.2 e 2.5 assicurano che 
l'unica soluzione (concava) della (EF) è la funzione valore di un problema concavo la 
cui politica ottima è generata da una funzione g continua; nel resto del Capitolo 
supporremo perciò che valgano le ipotesi del Capitolo 2. 
Al Teorema di indeterminatezza premettiamo un risultato che evidenzia la 
dipendenza delle politiche ottime dal fattore di sconto ~: esse risultano infatti 
monotonicamente decrescenti rispetto a ~, cioè più il fattore di sconto si avvicina allo 
zero, più si amplia la classe delle funzioni che sono politiche ottime per un problema 
concavo. Siano (X,X), (Y,V), (Z,(), Q,, r e~ tali da soddisfare le ipotesi del 
Teorema 2.5; indichiamo con m(~) l'insieme dei problemi costituiti da funzioni 
uniperiodali Fp: A ~ R continue, limitate e strettamente concave nei loro primi due 
argomenti per~ e(O,l) fissato e con h{~) l'insieme delle politiche ottime (continue) 
g13 : S ~ Y di tali problemi. 
Prova. Sia g
132 
E h{~2 ), allora essa è la politica ottima di un problema 
(PS
132
) E m(~2 ); la funzione valore v di tale problema soddisfa la (EF), cioè 
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v(x,z) = max {rp (x,y,z)+f32 j v[~(x,y,z'),z']Q(z,dz')}, yef(x,z) 2 l 
e, per il Teorema 2.5, è strettamente concava nel suo primo argomento. Consideriamo 
ora il problema (PS) costituito dalla funzione obiettivo uniperiodale definita da 
F(x,y,z) = Fp
2 
(x,y,z) + (P2 - P1) Jl v[ ~(x,y,z'),z']Q(z,dz'); 
per il Lemma 2.2 anch'essa è strettamente concava. Vale 
v(x,z) = max { Fp (x,y,z) + (P2 - P1)J v[ ~(x,y,z'),z']Q(z,dz') yef(x,z) 2 l 
+P,fz v[ ~(x,y,z'),z']Q(z,dz')} 
= max {F(x,y,z)+P 1j v[~(x,y,z'),z']Q(z,dz')}, yef(x,z) l 
da cui, per i Teoremi 2.2 e 2.5, deduciamo che v è la funzione valore di (PS), e che 
(PS) E m( p l); ma allora gp2 E b(Pt)' che è la tesi. D 
Osserviamo che l'inclusione nell'altro senso non è verificabile perché F 
risulterebbe definita come differenza di funzioni concave, che non è detto sia concava. 
La Proposizione 5.3 ci introduce direttamente al Teorema di indeterminatezza: 
essa infatti afferma che ad ogni funzione continua g: S --+ Y si può associare un 
intervallo [O, P g ], con O::; p g ::; l, tale che: se O< p::; p g' allora g E b(p), mentre se 
P g < P < l, allora g ~ b(P). Il prossimo risultato infatti stabilisce quali condizioni deve 
soddisfare g (la continuità non basta) affinché p g sia strettamente positivo, fornendo 
anche una limitazione inferiore dello stesso parametro, vale a dire un valore p* tale 
che, se O< p::; p*, allora g E b(p). 
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Poiché la dimostrazione del Teorema è per costruzione, è necessario esplicitare 
la forma funzionale della funzione obiettivo uniperiodale Fp che dovrà essere 
strettamente concava nei suoi due primi argomenti. Tale forma funzionale si ottiene a 
partire da una generalizzazione della (5.1): poniamo 
U(x,y,z) = _ _!_jjy- g(x,z)lj
2
- L llxll2 + (a,x) + f(z), 
2 2 
LeR,aeR1, 
dove con (·,-) indichiamo il prodotto interno,/ è una funzione continua e limitata e L 
ed a sono parametri. Segue che w(x,z) =-L llxjj2 +(a,x)+ f(z). Fissato ora un 
2 
P e (0, l) generico, applichiamo la Proposizione 5.2 ottenendo 
E'p (x,y,z) = _ _!_IIY- g(x,z)ll2- L llxJj2 + (a,x) + f(z) 
2 2 
(5.2) 
-13 fz[- ~ ll~(x,y,z')ll 2 + (a,~(x,y,z')) + f (z') ]Q(z,dz'), 
che può essere scomposta in 
Fp(x,y,z) = _ _!_lly- g(x,z)jj
2
- L jjxjj2 +(a,x)+ f(z) 
2 2 
(5.2) +p L J ll~(x,y,z')jj2 Q(z,dz')- pJ (a,~(x,y,z'))Q(z,dz') 




Operiamo un'ulteriore semplificazione della (5.2) supponendo che X= Y e ~ sia la 
funzione identica ~(x,y,z) = y, cioè supponiamo che l'azione scelta in un periodo non 
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sia influenzata dallo shock che si verifica nel periodo successivo. Allora la funzione 
obiettivo uniperiodale che utilizzeremo nella dimostrazione del Teorema diventa 
fP (x,y,z) = _ _!_IIY- g(x,z)ll2 - L llxll2 + (a,x) + f(z) 
2 2 
(5.3) 
+P LIIYII2 -P(a,x)-pJ f(z')Q(z,dz'). 
2 z 
Per quanto riguarda lo spazio X, ipotizziamo che sia compatto, oltre che 
(ovviamente) convesso. Indichiamo con 
(5.4) k0 = maxllx - Yll x,yeX 
il diametro di X. 
E veniamo finalmente alle ipotesi per la funzione g: essa dev'essere 
differenziabile in x su di un aperto contenente X e deve esistere una costante k2 tale 
che 
dove con g1 indichiamo lo Jacobiano di g rispetto a x e la norma per operatori lineari 
H: R 1 ~ R 1 che utilizziamo è definita da 
IIHII = supiiHxll, llxii=I 
in cui la norma del membro di destra è la norma euclidea di R 1 (Si veda ad esempio 
Ortega e Rheinboldt, 1970, p. 40). A parole, la (5.5) esprime il fatto che g1 (·,z) è di 
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Lipschitz uniformemente su zeZ. Per brevità diremo che g eC}1(X). Sotto 
quest'ipotesi è ben determinata anche una costante k1 tale che: 
(5.6) k1 = sup j]gx (x,z)jj. 
(x,z)ES 
TEOREMA 5.1 (Indeterminatezza) Siano X= Y c R 1 compatto e convesso, 
Z c Rk, S =X x Z e ~(x,y,z) = y. Sono date Q e r tali da soddisfare le ipotesi 2.2 e 
2.4. Se g:S ~X è una funzione misurabile tale che g(s) ei(s), Vs eS, e 
g eCi1(X), allora g Eh(p), vp e(O,p*), dove P*= (kl +Jkok2 r2 • 
Prova. Poiché la funzionef:Z ~ R che compare nella (5.3) è limitata, valgono 
le ipotesi della Proposizione 5.2 e qÙindi è sufficiente vedere per quali P esiste L E R 
tale che F~ ( ·, ·, z) definita in ( 5.3) risulta strettamente concava per ogni z E Z. I termini 
lineari e quelli indipendenti da x e y non influiscono sulla concavità di Fp ( ·,., z), di 
conseguenza la dimostrazione è identica a quella della versione deterministica 
(Teorema 2.1 in Montrucchio, 1994a). 
Dobbiamo fare in modo che la funzione 
sia strettamente concava in x e y per ogni z eZ; ciò equivale a mostrare che V(·,·,z) è 
sopradifferenziabile in ogni punto, cioè che riesce 
~V= V(x + x,y + y,z)- V(x,y)- (~ (x,y),x)- (~ (x,y),y) ~O, 
\fx+x,y+yeX, \fzeZ, 
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dove con ~ e v; indichiamo i vettori delle derivate prime parziali di V rispettivamente 
. . 
1nx e tny. 
Fissati arbitrariamente x+ x,y + y e z, calcoliamo ~V: = 
~v = - _!_ IIY + y - g( x + x' z )jj2 - L l lx + xll2 + ~ L IIY + .Yil2 
2 2 2 
+ _!_ Jjy - g( x, z )jj2 + L Jlxll2 - ~ L Jjyjj2 
2 2 2 
+(g(x,z),gx(x,z)x)- (y,gx (x,z)x) + L(x,x) 
+(y,y)- (g(x,z),y)- ~L(y,y) 
= -_!_o- ~L )ji.YII2 - _!_ Jjg( x +x, z )jj2 + _!_ jjg( x, z )jl2 
2 2 2 
+(y,g(x + x,z)- g(x,z)) + (y,g(x + x,z)- g(x,z)) 
-~jjxjj2 +(g(x,z)- y,gx(x,z)x). 
2 
Massimizzando rispetto a y i termini di ~V dipendenti da y otteniamo 
m:x[ -~(1- ~L}ii.YII 2 + (.Y,g(x+ X,z)- g(x,z)) J 
= l Jjg(x + x,z)- g(x,z)jj2 ' 
2(1-~L) 
e quindi, dopo ulteriori passaggi algebrici, 
~v~ l jjg(x + x,z)- g(x,z)jj2 - _!_ljg(x + .X,z)jj2 + _!_1Jg(x,z)jj2 
2(1-~L) 2 2 
+(y,g(x + x,z)- g(x,z))- L jjxjj2 + (g(x,z)- y,gx (x,z)x) 
2 
- l jjg(x + x,z)- g(x,z)jj2 
2(1-~L) 
+(y- g(x,z),g(x + x,z)- g(x,z)- gx (x,z)x)- L jjxjj2 • 
2 
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Dalla ( 5. 5) segue che 
(si veda ad esempio il Teorema 3.2.12 in Ortega e Rheinboldt, 1970, p. 73), e dalla 
(5.6) ricaviamo che 
Poiché, per la (5.4), riesce jjy- g(x,z)jj s k0 , possiamo scrivere 
dove per il secondo addendo del membro a destra della prima riga si è applicata la 
disuguaglianza di Cauchy-Schwartz: j(x,y)j s llxiJijylJ. Rimane perciò da vedere per 
quali coppie (~,L) l'ultima espressione è maggiorata da zero, cioè vale 
ovvero 
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Massimizzando rispetto a L l'espressione a destra otteniamo proprio la stima per ~· 
che cercavamo, cioè dimostriamo che esiste un L tale che il membro a destra 
dell'ultima disuguaglianza è strettamente positivo e quindi per ogni fattore-di sconto ~ 
minore di ~ *, Fp ( ·, ·, z) risulta strettamente concava. Applicando le condizioni del 
primo ordine si perviene facilmente a 
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6. Convergenza e stabilità dei sistemi dinamici stocastici. 
Lo studio della convergenza e della stabilità dei sistemi dinamici deterministici 
costituisce uno dei capitoli più importanti della letteratura sulla programmazione 
dinamica. L'obiettivo è ricavare ipotesi sotto le quali esiste un punto stazionario, o di 
equilibrio, al quale un sistema economico converge nel lungo periodo a partire da un 
certo valore iniziale o, più in generale, da un certo insieme di valori iniziali. Si parla di 
stabilità locale se l'insieme dei valori iniziali è un intorno del punto stazionario e di 
stabilità globale se il sistema converge allo stesso punto a partire da qualsiasi stato 
iniziale. In ambito deterministico la legge di evoluzione del sistema, descritto dal 
processo {x1 }, è rappresentata da un'equazione alle differenze x,+1 = g(xJ; un punto 
stazionario è quindi un punto fisso per g, cioè è un punto x • tale che x • = g( x •). 
Se al processo {x1 } viene affiancato un processo di shocks esogeni {z1 }, 
l'oggetto del nostro studio diventa il processo { s,} composto dalle coppie 
s, = ( X1 , Z1 ) e X x Z = S in cui x, è il valore assunto dalla variabile stato all'epoca t e Z1 
esprime il verificarsi di un certo shock alla stessa epoca. Nei capitoli precedenti 
abbiamo visto che, date due funzioni misurabili g:X x Z--+ Y (la politica ottima) e 
~:X x Y x Z--+ X (la legge di evoluzione della variabile stato), il processo { x1 } è 
descritto dall'equazione xt+1 = ~[ x0 g( x,z1 ),z1+1]. Diversamente dal caso 
deterministico questa è un'equazione stocastica perché, per t~ l, tutte le variabili in 
gioco sono oggetti aleatori; sorge perciò il problema di stabilire cos'è un punto fisso 
per una legge di evoluzione di questo tipo. Poiché in ogni t il sistema assume un 
valore s, che dipende anche dallo shock z1 e in generale z, varia al variare di t, non ha 
senso parlare di convergenza ad un punto fisso esprimendo quest'ultimo come un 
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elemento s * eS. E' necessario quindi introdurre un nuovo concetto di convergenza, il 
quale, essendo { s1 } un processo stocastico, coinvolgerà in qualche modo una nozione 
di convergenza per successioni di misure di probabilità ad una misura di probabilità 
che chiameremo invariante. La successione utile ai nostri scopi è quella formata dalle 
probabilità marginali del processo: per ogni t e per ogni A elJ, ciascuna di esse indica 
la probabilità che il sistema appartenga ad un elemento A della O"-algebra l:J all'epoca t; 
se tale successione converge, il suo limite è una misura che attribuisce la stessa 
probabilità agli stessi eventi per ogni t. 
Per stabilire condizioni che assicurino la convergenza delle probabilità 
marginali dobbiamo imporre delle restrizioni al processo { s1 }. Dal momento che 
caratterizziamo la successione dei valori della variabile stato mediante una legge di 
evoluzione che implica la dipendenza del valore del sistema ad ogni epoca solamente 
dal valore dell'epoca precedente, è naturale ipotizzare che anche la legge probabilistica 
segua uno schema analogo, ovvero che il processo { s1 } sia markoviano del primo 
ordine. La funzione di transizione P: S x JJ ~ [O, l J del processo { s1 }, che costruiremo 
a partire dalla funzione di transizione Q: Z x ( ~ [O, l J del processo { z,}, sarà quindi il 
centro dell'analisi di questo capitolo. In particolare vedremo che se S è compatto e la 
funzione di transizione P(s,-) è tale da consentire, per ogni punto s di partenza, di 
raggiungere qualsiasi punto in S dopo un numero finito di passi, è sufficiente supporre 
le proprietà di F eller e di monotonia. per la stessa P, già utilizzate nel Capitolo 2, 
affinché il processo converga ad un'unica misura di probabilità invariante. 
Questo approccio potrebbe sembrare non abbastanza generale dal momento 
che, come abbiamo sottolineato nel Capitolo 2, la proprietà di monotonia per la P 
costituisce un caso particolare: la misura di probabilità P(s,-) è monotona se, per ogni 
s eS, essa attribuisce maggior probabilità ad eventi "vicini" a s. In realtà si constata 
facilmente che l'ipotesi di monotonia di P è soddisfatta nella maggior parte delle 
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applicazioni economiche, inoltre questo tipo di metodologia richiede un bagaglio di 
conoscenze teoriche sulla convergenza di misure relativamente contenuto; per queste 
ragioni riteniamo il metodo in questione più in linea con gli obiettivi oel presente 
lavoro19. 
Nella prima parte di questo capitolo presentiamo un criterio generale per 
definire la funzione di transizione P del processo markoviano del primo ordine { s,} 
nella variabile S1 = ( X1 , Z1 ) utilizzando la funzione di transizione Q del processo degli 
shocks esogeni { z1 } e la legge di moto della variabile stato x/+1 = ~[ xl'g(xt'zt ),z1+1]. 
Poiché la nozione di convergenza per misure di probabilità che utilizzeremo è quella 
di convergenza debole definita nel Capitolo 2, la seconda parte è dedicata ad alcuni dei 
risultati noti in letteratura sull'argomento, quelli che serviranno successivamente a 
dimostrare esistenza e unicità di una probabilità invariante per il processo { s,}. La 
caratterizzazione di tale processo mediante gli operatori di Markov e Aggiunto 
associati a P costituisce l'oggetto d'indagine della terza parte, dove inoltre viene 
studiata la proprietà di monotonia per P che servirà a giustificare i Teoremi di 
convergenza più importanti, di cui ci occuperemo nell'ultima parte. 
19 Per una trattazione più completa, ma anche tecnicamente più impegnativa, rinviamo, ad esempio, a 
Futia (1982) dove non viene ipotizzata la monotonia per la funzione di transizione ma una più generica proprietà 
di "tightness": una funzione di transizione che gode di questa proprietà è tale da far convergere il processo in un 
sottoinsieme compatto di S dopo un numero finito di passi con probabilità maggiore o uguale a 1-E, con E > O 
arbitrario. Un lavoro che invece segue un percorso sostanzialmente simile al nostro è quello di Hopenhayn e 
Prescott (1992); in esso si affronta il tema sotto ipotesi molto più generali delle nostre, cosa che inevitabilmente 
richiede, anche in questo caso, un investimento teorico a monte sproporzionato rispetto ai nostri obiettivi. Poiché 
esiste una stretta relazione fra monotonia della politica ottima g e monotonia della funzione di transizione 
stazionaria P del processo markoviano { s1 } e nel capitolo 2 abbiamo visto che la supermodularità della funzione 
obiettivo uniperiodale F è condizione sufficiente per la monotonia di g, gli autori appena citati studiano la 
convergenza del processo { s1 } ad una misura di probabilità invariante assumendo fin da principio la 
supermodularità di F. 
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6.1 Il processo degli stati del sistema. 
Il primo Teorema di questo capitolo fornisce un metodo per definìre una 
funzione di transizione stazionaria sull'insieme S degli stati possibili del sistema 
avendo a disposizione tutti gli elementi introdotti nel Capitolo l, in particolare la 
funzione di transizione Q e la legge di evoluzione cJ>, e assumendo che l'agente effettui 
la scelta della variabile di controllo in ogni periodo seguendo una funzione misurabile 
g:X x Z ~ Y data (che presumibilmente sarà una politica ottima, se esiste). 
TEOREMA 6.1 Siano (X,Z), (Y, V) e (Z,() spazi misurabili e 
(S,l>) =(X x Z,Z x(). Sia Q una funzione di transizione su (Z,() e siano 
cJ>: X x Y x Z ~ X, g: X x Z--+ Y funzioni misurabili. Definiamo 
H(x,z, A)= { z' E Z:cJ>[ x,g(x,z),z'] E A}, 
VxEX, VzeZ, VAeZ. 
Allora P: S x l> ~ [O, l] definita da 
(6.1) P[(x,z),A x B] = Q[z,Bn H(x,z, A)], 
VxeX, VzEZ, VAEZ, VBefì, 
è una funzione di transizione su ( S, /.)). 
Il processo stocastico { s
1
} è una trasformazione del processo degli shocks { Z1 }; 
infatti la componente aleatoria di ciascun s1 è rappresentata dal verificarsi dello shock 
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z,. Appare chiaro quindi il significato della funzione di transizione P definita in (6.1): 
affmché in t+ Ila coppia (xt+Pzt+1) appartenga all'evento A x B, lo shock z,+1 e B deve 
essere tale che <P[x"g(x,,z,),zl+1] e A. In parole semplici è una legge dC evoluzione 
ottenuta aggiungendo alla funzione di transizione Q del processo degli shocks l'effetto 
dalla legge di evoluzione della variabile stato, determinata quest'ultima da 
un'opportuna politica g scelta a priori. 
Prova del Teorema 6.1. Innanzitutto osserviamo che per ogni x e X, z e Z e 
A e Z, riesce H(x,z, A) e (,perché g e <P sono misurabili, e quindi è misurabile anche 
ogni xy-sezione di <P; da ciò segue che P è definita. Rimane ora da dimostrare che per 
ogni s eS P(s,·) è una probabilità e che per ogni C el P(·,C) è l-misurabile. 
Si vede subito che, essendo Q(z, ·) una probabilità per z e Z fissato, per ogni 
(x,z) eXxZ riesce P[(x,z),0]=Q(z,0)=0 e P[(x,z),XxZ]=Q(z,Z)=I. Per 
asserire che la funzione P[(x,z),-], definita sull'insieme dei rettangoli misurabili di l, 
è una misura di probabilità definita sull'intera o--algebra l, applichiamo prima il 
Teorema A.7 in appendice per prolungare P[(x,z),-] sull'algebra generata dai 
rettangoli, e poi i Teoremi di prolungamento di Caratheodory e di Hahn (Teoremi A.5 
e A.6 in appendice) per prolungare P[(x,z),.] su l. Il punto cruciale è verificare che 
vale l'ipotesi (b) del Teorema A.7. Fissato (x,z) e X x Z, prendiamo una successione 
00 
{ Cn} = { ~ x Bn} ==t di rettangoli misurabili disgiunti in l tale che U Cn = A x B è 
n= l 
ancora un rettangolo misurabile. Si mostra facilmente, ad esempio estendendo per 
induzione il Teorema 33.D a p. 138 in Halmos (1950), cbe un'unione numerabile di 
rettangoli disgiunti che è essa stessa un rettangolo A x B può essere formata solamente 
00 
da rettangoli disgiunti che hanno tutti un lato in comune, cioè del tipo U ~ x B 
n= l 
00 00 
oppure A x U Bn . Allora, supponendo che U Cn sia del secondo tipo, vale 
n=l n=l 
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P[(x,z),Qc. J = P[(x,z),A x Q B. J 
=Q[z,QB. lì H(x,z,A)] 
co 





dove la seconda e la quarta uguaglianza sono l'applicazione della (6.1) e la terza 
uguaglianza usa il fatto che i Bn sono disgiunti e la a-additività della probabilità 
co co 
Q(z,·). I passaggi sono del tutto analoghi se Ucn assume la forma UA, x B. Allora 
n=l n=l 
esiste un unico prolungamento di P[(x,z),·] sull'algebra dei rettangoli misurabili in b, 
e quindi, per i Teoremi A.S e A.6 in appendice, è prolungabile sulla a-algebra 
generata dai rettangoli misurabili, che coincide con JJ. 
La seconda parte della dimostrazione fa uso due volte del Lemma di Classe 
Monotona (Lemma A. l in appendice). Vedremo prima, applicando il Lemma appena 
citato, che P(·, C) è misurabile se C è un rettangolo misurabile, poi osserveremo che 
tale proprietà è mantenuta dall'unione finita di rettangoli misurabili (cioè vale per tutti 
gli elementi dell'algebra dei rettangoli misurabili) ed infine verificheremo che tutti i 
rettangoli per i quali P(·,C) è misurabile è una classe monotona (si veda la definizione 
A.6 in appendice). 
Fissiamo A eZ, Be( e mostriamo che P(·,A x B) è i:J-misurabile. 
Consideriamo la corrispondenza che descrive la controimmagine di ~[x,g(x,z),z']: 
\}'(A)= {(x,z,z') e X x Z x Z:~[ x,g(x,z),z'] e A}, V'A eX. 
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Evidentemente H (x, z, A) = ['P (A) Lz . Possiamo allora riscrivere la ( 6.1) come 
P[(x,z),A x B] = Q[z,Bn H(x,z,A)]= Q(z,Bn['P(A)]xz); poiché 'P( A) e! x t x t' 
si tratta a questo punto di mostrare che Q[ z, B n (L) xz ], vista come funzione di (x,z), è 
Z x t -misurabile per ogni Le Z x t x t. Supponiamo che L sia un rettangolo misurabile 
del tipo L = D x E, dove D e Z x t e E e t ; allora 
{
Q(z,Bn E) se (x,z) eD 
P[(x,z),A x B] =Q(z,Bn Lxz)= 
0 altrimenti. 
Essendo D Z x t -misurabile, Q( z, B n Lxz) risulta essere una funzione (semplice) 
Zxt-misurabile. Siano ora L,., ... ,LneZxtxt tali che Q[z,Bn(L;)xz] è Zxt-
misurabile per i=l, ... ,n; procedendo per induzione assumiamo che Q[z,Biì(gL, )xz] 
sia misurabile, allora 
Q[z,Biì(QL1J=Q(z,BiìQ(L1)xz) 
=~z,Biì(Q(L,)xz u(L.)xz )] 
=Q[ z,Biìg(L1)xz ]+Q[z,B lì(L.)xz] 
-Q( z,B lìg[(L1)xz lì (L.)xz]} 
Il primo addendo dell'ultima espressione è Z x t -misurabile per l'ipotesi induttiva 
mentre l'ultimo è anch'esso misurabile perché l'intersezione di rettangoli è ancora un 
rettangolo; dal momento che la somma di funzioni misurabili è ancora misurabile, 
abbiamo la misurabilità di Q[z, B lì (Q L1).. l Se prendiamo una successione 
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crescente per inclusione di insiemi in X x :; x :; , cioè ~ c ~ c ... , tali che 
co 
Q[z,Brl(Ln)xz] è Xxfj-misurabile per n=l,2, ... , e poniamo L=ULn, notiamo che 
n=l 
anche la successione delle loro xz-sezioni, ( ~) xz c ( ~) xz c ... , è una successione 
crescente in fì; allora per il Teorema A.4 in appendice riesce 
Q[ z, B rì (L)xz ]=Q[ z,B rì (Q L.) J 
=Q[z,BrìQ(L.)xz] 
=limQ[ z,B rl (Ln)xz ]. 
n~ co 
Poiché per ogni n Q[z,Brl(Ln)xz] è misurabile, per il Teorema A.8 in appendice 
anche Q[ z, B rl (L) xz] lo è, in quanto limite puntuale di funzioni misurabili. Lo stesso 
ragionamento si applica se { Ln} è decrescente per inclusione. Ma allora l'insieme 
degli L per i quali Q[z,Brl(L)xz], intesa come funzione di (x,z), è X x :;-misurabile è 
la classe monotona generata dai rettangoli misurabili L = D x E, con D e X x t e 
E e t, e quindi, per il Lemma di Classe Monotona, P(·, A x B) risulta b-misurabile \;;/ 
A e X e.\;;/ B e t , cioè per tutti i rettangoli in b. 
Poiché ogni insieme contenuto nell'algebra generata dai rettangoli misurabili 
A x B e }; può essere rappresentato come unione finita di rettangoli misura bili, P(·, C) 
risulta misurabile per ogni insieme C di tale algebra. 
Sia infme C1 c C2 c ... una successione crescente per inclusione di rettangoli 
co 
misurabili in }; e sia C= Ucn; per il Teorema A.4 in appendice riesce P(s,C) = 
n=l 
limP(s,Cn), per ogni s eS, ovvero P(·,C) è il limite puntuale di una successione di 
n~co 
funzioni misurabili e, per il Teorema A.8 in appendice, è anch'essa misurabile. Lo 
stesso ragionamento si applica se { cn} è decrescente per inclusione. Quindi l'insieme 
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dei rettangoli di l per cui P(·,C) è misurabile è una classe monotona e la tesi è 
provata. o 
Nel caso particolare in cui X=Y e' è la funzione identica, cioè '(x,y,z) = y e 
quindi g ha valori in X, è facile verificare che la ( 6.1) assume la seguente forma 
semplificata: 
P[(x,z),A x B] = Q(z,B)x;A[g(x,z)], 
VxeX, VzeZ, VAeZ, VB e(. 
Se vogliamo semplificare ulteriormente il problema ipotizzando che { z1 } sia 
un processo i.i.d. caratterizzato dalla misura di probabilità J.t: ( ~ [O, l], cambia 
leggermente il quadro di riferimento: data g: X x Z ~ X misurabile, poiché il 
verificarsi dello shock z non modifica la probabilità del periodo successivo, è 
sufficiente considerare il processo stocastico {x,} con legge di evoluzione 
xt+1 = g(x, ,z,) e quindi valutare la probabilità che x1+1 e A in base alla probabilità 
dello shock che si verifica in t. In questo modo, seguendo un ragionamento simile a 
quello del Teorema 6.1, costruiamo un processo markoviano nella variabile stato la cui 
funzione di transizione risulta definita da 
P(x,A)=Jl{z:g(x,z) e A}= fzxA[g(x,z)]Jl(dz), 
VxeX, VAeZ. 
Per stabilire l'esistenza di una misura invariante per il processo descritto da P 
dovremo supporre che P goda della proprietà di continuità debole (o equivalentemente 
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di Feller) definita nel Capitolo 2. Se gli spazi X, Y e Z sono sottoinsiemi di spazi 
euclidei e le funzioni <1> e g sono continue, è possibile stabilire la continuità di P a 
partire dalla continuità di Q, come afferma il prossimo risultato. Ricordiamo éhe, per 
ogni funzione f .D-misurabile, l'operatore di Markov associato ad una funzione di 
transizione P è un funzionale M:B(S,.D) ~ B(S,.D) definito da 
(Mf)(s) = J f(s')P(s,ds'). 
TEOREMA 6.2 Siano X c R1, Y c Rm e Z c Rk. Se Q è dotata della proprietà di 
Feller e <j>:X x Yx Z ~X, g:X x Z ~ Y sono continue, allora P è dotata della 
proprietà di Feller. 
Prova. Sia f: S ~ R continua e limitata e siano. M P e MQ gli operatori di 
Markov associati rispettivamente a P e a Q. Vale 
(Mpf)(s) = fsJ(s')P(s,ds') 
= fxxzf(x' ,z')P[ (x,z),dx' xdz'] 
=J f(x' ,z')Xm:· { <!>[ x,g(x,z),z']}Q(z,dz') 
XxZ 
= fzJ{<I>[x,g(x,z),z'],z'}Q(z,z'), 
=( MQJ){ <!>[ x,g(x,z),z ],z}, 
dove nella terza uguaglianza applichiamo la (6.1) e nella quarta il fatto che 
Xx·{<l>[x,g(x,z),z']}=1 soltanto se x'=<l>[x,g(x,z),z']. Ma poiché g, <j>, ed/sono 
continue e f è limitata, per il Lemma 2.1 (M Q/) è continua e limitata. o 
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6.2 La nozione di convergenza debole per successioni di misure di probabilità. 
Dato lo spazio misurabile (S,l:J) consideriamo l'insieme A(S,JJ) delfe misure di 
probabilità definite su (S,l:J ). Per introdurre un criterio di convergenza per successioni 
{An} di misure in A( S, l:J) esistono due approcci distinti: quello basato sulla 
convergenza di An su una famiglia A di insiemi di l:J (eventualmente tutti gli A e lJ ), 
cioè dire che An converge a A eA(S,l:J) se limAn(A) =A( A) V'A e A, e quello basato 
n_,.ct:J 
sulla convergenza dei valori attesi di una classe C(S) di funzioni f: S ~ R , cioè dire 
che An converge a A eA(S,l:J) se !~J jdAn = J jdA, Vf eC(S). Scegliendo il primo 
approccio e ponendo A=l:J (convergenza setwise ), è facile verificare che questo criterio 
è equivalente a quello ottenuto con il secondo approccio per la classe B(S) composta 
dalle funzioni limitate. Tuttavia per i nostri scopi tale scelta non si rivela 
particolarmente efficace perché in generale non coincide con il criterio di convergenza 
deterministico nel caso estremo di un processo stocastico equivalente ad un processo 
deterministico, come mostra il prossimo esempio. 
Esempio 6.1 Sia S=[O, l] e consideriamo il processo deterministico generato 
dall'equazione alle differenze finite sl+1 = s1 /2; questo sistema è globalmente stabile 
perché si vede facilmente che converge al punto stazionario s * = O per ogni punto 
iniziale s0 • Sia lJ l'insieme dei Boreliani di [0, l] e consideriamo la successione {An} 
costituita dalle misure che concentrano la probabilità nel punto l/2n, n=O,l, ... ; tale 
sistema è equivalente al sistema deterministico precedente con punto iniziale s0 = l. 
L'unica misura di probabilità A candidata ad essere il limite di An sembrerebbe essere 
quella che concentra la probabilità nel punto s=O; se però prendiamo la funzione 
f eB(S) defmitada 
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{l se s= O 
f(s) = 
0 altrimenti, 
riesce J /d'An = O, n=O, l, ... e J fd'A = l, e quindi, utilizzando il criterio di convergenza 
setwise, non solo 'An non converge a 'A, ma addirittura non converge proprio. 
L'esempio appena visto offre lo spunto per riflettere sul significato di 
convergenza: in un sistema deterministico il concetto di convergenza si riferisce al 
progressivo "avvicinarsi" del sistema ad un punto e poiché il sistema è governato da 
(almeno) una funzione, ad esempio la politica ottima g, l'avvicinarsi del sistema ad un 
punto implica l'avvicinarsi dei valori della funzione al valore in quel punto, ovvero la 
continuità della funzione rispetto ad una metrica opportunamente introdotta nello 
spazio S. V o l endo mantenere un legame con il contesto deterministico, questa 
considerazione suggerisce l'adozione del secondo approccio per definire un criterio di 
convergenza fornendo un'indicazione per quanto riguarda la classe C(S) delle funzioni 
per le quali deve convergere la successione dei valori attesi: la classe delle funzioni 
continue e limitate. Nell'esempio 6.1 si vede immediatamente che se f è continua 
riesce limjfd'An = limf(l/2n) = ./{0)= jfd'A. 
n-.IXl n-.IXl 
Richiamiamo quindi la definizione di convergenza debole per misure su spazi 
metrici introdotta nel Capitolo 2: sia (S,p) uno spazio metrico e lJ l'insieme dei suoi 
Boreliani; se {'An} è una successione in A(S,/J) e A eA(S,lJ), diremo che {'An} 
converge debolmente a A, scritto An=> A, se 
!~J /d'An= J fd'A Vf eC(S), 
dove C(S) è l'insieme delle funzioni f: S ~ R continue e limitate. 
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Il prossimo Teorema, nel punto (d), stabilisée, fra l'altro, il criterio equivalente 
espresso in termini di convergenza su insiemi appartenenti ad una famiglia Ad, 
individua cioè la famiglia A tale che lim 'A. n (A) = ì...( A) VA e A. Indichiamo con 3A 
n-+«> 
l'insieme dei punti di frontiera di un qualsiasi insieme A. 
TEOREMA 6.3 (del "portmanteau") Siano {ì...n} e À. in A(S,JJ). Allora le seguenti 
quattro condizioni sono equivalenti: 
a. !~J fdì...n = J fdì..., Vf eC(S) (convergenza debole); 
b. per ogni insieme chiuso Feb riesce limsupì...n(F) ~A.( F); 
n-+«> 
c. per ogni insieme aperto GeJJ riesce liminfì...n(G) ~A.( G); 
n-+«> 
d per ogni insieme AeJJ tale che A.(3A)=O riesce limA.n(A) ='A.( A). 
n-+«> 
Per la dimostrazione si rimanda a Stokey e Lucas (1989), pp. 358-360, oppure 
Ash (1972), pp.196-198. Si veda anche Billingsley (1968), pp. 12-14. 
Di seguito riportiamo una condizione sufficiente alternativa per la convergenza 
debole in termini di convergenza di misure su una particolare famiglia di insiemi, 
valida se S è un sottoinsieme di uno spazio euclideo a dimensione finita. Il. Corollario 
di questo Teorema si rivela particolarmente utile perché ci consente di individuare una 
classe di insiemi Ad che determina completamente una misura di probabilità, cioè 
tale che se per A., Jl eA(S,JJ) vale A.(A)=J.t(A), VAeA, allora A.=J.t su tutto JJ. 
Indichiamo con int(A) l'insieme dei punti interni di A relativamente20 a Se con b(s,E) 
una generica sfera di centro s e di raggio E aperta rispetto a S. 
20 Ricordiamo che un insieme Aç;S c R 1 aperto rispetto a S, cioè tale che per ogni seA esiste una sfera 
aperta di centro s e di raggio e>O tutta contenuta in A, non è necessariamente aperto rispetto a R 1• 
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TEOREMA 6.4 Sia ScR1 Borel-misurabile con l:J l'insieme dei suoi Boreliani. 
Siano {A.n}, A. in A(S,lJ) e sia Acl una famiglia di insiemi tale che 
a. A è chiusa rispetto l'intersezione finita; e 
b. per ogni seS e e>O, esiste AeA tale che seint(A)cAcb(s,e). 
Allora limA.n(A) = A.(A), VAeA, implica A.n ~A.. 
n-+co 
Il Corollario che segue individua nella classe contenente tutte le intersezioni 
finite di sfere aperte la cui frontiera è di misura A. nulla un insieme che soddisfa alle 
condizioni per la famiglia A del Teorema precedente. 
COROLLARIO 6.1 Sia ScR1 Borel-misurabile con l:J l'insieme dei suoi Boreliani e 
siano {A.n}, A. in A(S,lJ). Se limA.n(A) =A.( A), per ogni A che è intersezionefinita di 
n-+oo 
sfere aperte e tale che A.(3A)=O, allora A.n ~A.. 
Il Teorema 6.4 in letteratura viene enunciato di solito come Corollario ad un 
Teorema analogo più generale valido per spazi metrici. Per la dimostrazione dello 
stesso Teorema e del Corollario 6.1 si veda ad esempio Billingsley (1968), pp. 14-15. 
Una classe di insiemi A con la proprietà che 
limA.n(A) =A.( A), VAeA con A.(3A)=O implica A.n ~A., 
n-+co 
viene chiamata classe che determina la convergenza. L'importanza di una classe di 
questo tipo deriva dal fatto che se due misure A., 1.1 attribuiscono la stessa probabilità a 
tutti gli elementi di A, allora esse coincidono su tutto i:J. Lo si vede immediatamente 
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supponendo il contrario: poiché A. e f.! potrebbero differire solamente su insiemi B la 
cui frontiera è di misura positiva, allora dovrebbero differire anche su di un insieme di 
.4 che include B. 
Un'altra condizione sufficiente affinché due misure siano uguali è fornita dal 
prossimo Teorema 6.5 nel caso più generale in cui S sia uno spazio metrico; in esso 
infatti si afferma che una misura di probabilità è completamente determinata dai valori 
che essa assegna agli insiemi chiusi. Particolarmente utile ai nostri scopi si rivela il suo 
Corollario 6.2, la cui conseguenza principale è che se una successione di misure {"-n} 
converge debolmente, allora essa converge ad un'unica misura A. E' necessario prima 
enunciare il seguente Lemma. 
LEMMA 6.1 Sia (S,p) uno spazio metrico e 1J l'insieme dei suoi Boreliani. Allora, 
dato un qualsiasi insieme chiuso FelJ, esiste una successione decrescente di funzioni 
continue {!n} tale che f,(s) =l, VseF, n=J,2, ... , e limJ!,clA, = A.(F), VA.eA(S,lJ). 
n-+-ctJ 
TEOREMA 6.5 Sia A una misura di probabilità su di uno spazio metrico (S,p) con i 
Boreliani l:J. Allora per ogni A el:J e per ogni a> O esiste un insieme chiuso F ed un 
insieme aperto G tali che FcAcG e A.( G)-A.(F)<e. 
Si dice che le misure di probabilità su spazi metrici sono regolari perché 
soddisfano la proprietà appena enunciata. Le dimostrazioni del Lemma 6.1 e del 
Teorema 6.5 sono in Billingsley (1968), pp. 7.-8. 
E' facile vedere che una misura di probabilità è completamente determinata dal 
valore che essa attribuisce a tutti gli insiemi chiusi. Infatti la probabilità degli aperti si 
ottiene per complemento: se G è aperto, Gc è chiuso e vale A.( G) = 1- A.( Gc); mentre 
157 
per i rimanenti la probabilità è in un intervallo di ampiezza A.( G) - A.( F), con G aperto 
e F chiuso, che può essere resa arbitrariamente piccola. 
COROLLARIO 6.2 DateA.,Jl eA(S,l), se J fdA. = J fdJ!, tlf eC(S), allora A.=Jl. 
Prova. Per il Lemma 6.1, A. e Jl assegnano lo stesso valore a tutti gli insiemi 
chiusi, e quindi segue immediatamente la tesi. o 
Per provare i Teoremi di esistenza e unicità della misura di probabilità 
invariante per un processo di Markov serve un risultato preliminare che si basa sulla 
convergenza debole in misura: il Teorema di Helly, che, sotto opportune ipotesi sullo 
spazio S, garantisce l'esistenza di una successione di misure di probabilità convergente 
ad una misura invariante. La dimostrazione del suddetto Teorema si avvale però del 
criterio di convergenza debole espresso in termini di funzioni di distribuzione anziché 
di misure di probabilità; perciò dobbiamo prima introdurre la nozione di funzione di 
distribuzione associata ad una misura di probabilità e stabilire un criterio di 
convergenza per funzioni di distribuzione equivalente alla convergenza debole per 
misure. 
Dal momento che incominciamo ad operare con funzioni di distribuzione, da 
questo punto in poi restringiamo l'insieme degli spazi misurabili ( S, l) a sottoinsiemi 
di spazi euclidei (R 1, m 1), dove con m 1 indichiamo l'insieme dei Boreliani di R 1• Con 
(a,b] indichiamo un generico rettangolo semiaperto inferiormente in R 1, cioè 
{x eR1:a<x~b}. 
DEFINIZIONE Data una misura di probabilità A. eA(R1 ,m1), chiamiamo 
funzione di distribuzione corrispondente a A. la funzione F: R 1 ~ (O, l] definita da 
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(6.2) F(x) = "A((-oo,x ]), \ixeR1• 
Di seguito, senza dimostrarlo, enunciamo il Teorema di caratterizzaZione per le 
funzioni di distribuzione in cui si evidenzia il legame con le corrispondenti misure di 
probabilità. 
TEOREMA 6.6 a. Per ogni À e A(R1 ,fB 1) la funzione di distribuzione 
corrispondente gode delle seguenti proprietà: 
(i) F è crescente (separatamente nei suoi l argomenti), lim F(x) =O e 
Xi-4-00 
lim F(x) =l, \ii= 1, ... ,1; 
x1-4+00 
(ii) F è ovunque continua dall'alto; 
(iii) per ogni rettangolo l-dimensionale (a,b], se d=b-a e e p j=J, ... ,21, sono 
vettori composti da tutte le possibili disposizioni di O e l, vale 
2' 
"A((a,b])= L±F(a+81d) ~0, 
J=l 
dove il segno è + se gli zeri di 81 sono in numero pari e - se sono in 
numero dispari. 
b. Per ogni F:R1 ~(O, l] che soddisfa (i)-(iii), esiste unica À eA(R1 ,fB1) che 
soddisfa la (6.2). 
c. Per ogni coppia F,"A che soddisfa la (6.2), F è continua dal basso in x se e 
solo se la frontiera del rettangolo ( -oo,x] ha misura A nulla. 
La dimostrazione di tutti e tre gli enunciati insieme si può trovare in Stokey e 
Lucas (1989), pp. 366-369. 
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E veniamo al Teorema che stabilisce la corrispondenza fra convergenza debole 
in misura di probabilità e convergenza debole per funzioni di distribuzione; ancora una 
volta non riportiamo la dimostrazione. 
TEOREMA 6.7 Siano {A.n}, A in A(R1 ,fB1) e {F,}, F le corrispondenti funzioni di 
distribuzione. Allora An => À. se e solo se 
lim F, (x) = F (x) per ogni punto di continuità di F 
n~oo 
Per la dimostrazione si veda Stokey e Lucas, p. 370. Una dimostrazione 
alternativa, nel caso in cui lo spazio misurabile è (R,fB) si trova in Ash (1970), p. 199. 
Prima di enunciare il Teorema di Helly però vediamo due conseguenze dei 
Teoremi fmora enunciati che utilizzeremo più avanti. Abbiamo defmito la funzione di 
distribuzione corrispondente a misure su spazi euclidei (R1 ,fB1); estendiamo tale 
definizione anche a sottoinsiemi Borel-misurabili (S,l:J)c(R1 ,fB1). Poiché per ogni 
A eA(S,lJ), la misura di probabilità definita da i,(A) = A(AnS), VA efB1 è un 
naturale prolungamento di À. ad una probabilità i eA(R1 ,fB 1), la funzione di 
distribuzione corrispondente a À. sarà F(x) =i,(( -oo,x ]), V x eS. 
PROPOSIZIONE 6.1 Sia S c R 1 Borel-misurabile. Sono date {A.n}, A in A(S,JJ) e 
siano {i, n}, i, le probabilità corrispondenti in A(R1 ,fB 1). Allora An => À. se e solo se 
Prova. Poiché S efB1 , per ogni Ael:J aperto rispetto a S esiste un insieme 
A' e031 aperto tale che A=A'nS. Se per ipotesi i,n =>i,, per il Teorema 6.3, punto (c), 
A A A 
vale liminf'A.n(A') ~A.( A'), da cui, applicando la defmizione di A, otteniamo 
n~oo 
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L'altra implicazione si dimostra in modo analogo osservando che,-essendo A. 
una probabilità definita su (S,b)c(R1 ,fB1), per ogni A' EfB 1 aperto o i( A')= O (se 
A'nS = 0) oppure A'nS è aperto rispetto ad S (perché S, inteso come spazto 
A A 
ambiente, è aperto rispetto a se stesso) e perciò vale liminfA.n(A') ~A.( A'). o 
n~oo 
PROPOSIZIONE 6.2 Sia S = [a,b] c R1 e siano A.,Jl EA(S,JJ). Se J fdA. = J fdJ.t 
per ogni funzione continua e monotona fS~R, allora A.=Jl. 
Prova. Consideriamo l'insieme C={ C=[a,x]:xeS}. Seguiamo il seguente 
procedimento: mostriamo innanzi tutto che C è una classe che determina la 
convergenza; poi costruiamo una successione {In} di funzioni continue e monotone 
tale che lim J /,d'A. = 'A( C), 'V C E C e 'V'A E A ( S, JJ); infine, sfruttando l'ipotesi di 
n~oo 
coincidenza dei valori attesi per le/,, verifichiamo che A.( C)=J.t( C), 'V C E C. In base alle 
considerazioni che seguono il Corollario 6.1, ciò consente di dedurre che A.=J.t su tutto 
b. 
Siano {A-n}, À in A(S,IJ) e suppomamo che limA.n(C) ='A( C), \/Ce C; 
n~oo 
verifichiamo che "-n =:> A.. Poiché, per la Proposizione 6.1, in =:> i implica "-n =:> À e, 
per il Teorema 6.7, limF,(s) = F(s) per ogni punto s di continuità di F implica 
n~oo 
A A 
"-n=:> A., è sufficiente verificare che limF,(s) = F(s) per ogni punto s di continuità di 
n~oo 
F. Per definizione di funzione di distribuzione vale F,(s) = in((-oo,s]) = 
"-n (( -oo,s] rì [ a,b ]) , cioè 
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O ses<a 
F,(s) = A.,([a,s]) se a~ s <be 
l se s'?:. b; 
analogamente 
O ses<a 
F(s)= A.([a,s]) sea~s<be 
l ses'?:.b. 
Per ipotesi limA.,{[a,s]) = À([a,s]), \fse[a,b]; da ciò segue che limF,(s) = F(s), 
n~~ ~~~~ 
\fs eS, e quindi ogni punto di S è di continuità per F; pertanto A.(3C) =O, \iCe C e C 
è una classe che determina la convergenza. 
Per ogni AcS, A*0, ed ogni seS, indichiamo con p(s,A) = inflls-xll la 
xeA 
distanza punto-insieme in S. Fissiamo C=( a,x] e C e, per n= l ,2, ... , definiamo gli 
insiemi C,= {[a,s]:p(s,C) ~ min{l/n,llb-xll/n}} e la successione {!ne} di funzioni 
fne:S~R come 
{
1-np(s,C) se p(s,C) ~ min{l/n,llb -xli/n} 
/,e(s) = 
O altrimenti. 




a x x+ l/n b 
Figura 6.1. 
Essendo, per ogni AcS, p(·,A):S ~ R+ una funzione uniformemente continua, 
ciascuna /,c è continua, oltre che, evidentemente, monotona decrescente. Inoltre, dal 
momento che fnc(s)=l se seC, fnc(s)=O se se c: e O~fnc(s)~l se s eS\(CuC;), 
per ogni A eA(S,lJ) e per ogni n vale 
Per definizione di C, C è un insieme chiuso e si vede facilmente che 
A= {s eS:p(s,A) = 0}, dove con A indichiamo la chiusura di un qualsiasi insieme 
00 
A c S; allora n Cn = C = C, e poiché { Cn }è una successione decrescente, per il 
n= l 
Teorema A.4 in appendice, limA(Cn) =A( C). Se calcoliamo il limite in (6.3), 
n~oo 
otteniamo limJfncclA, =A( C), risultato che, data l'arbitrarietà di C, vale per ogni Ce C. 
n~oo 
Per ogni C e C e per n= l ,2, ... , fnc è una funzione continua e monotona, quindi 
per ipotesi riesce fsincd).., = fsincdJl, VCeC, n=l,2, ... ; ma allora dalla (6.3), che vale 
per ogni A eA(S,iJ), deduciamo che A(C)=J.t(C), VCeC, ed essendo C una classe che 
determina la convergenza, abbiamo la tesi. 
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Con un ragionamento analogo otteniamo la tesi se consideriamo funzioni 
crescenti anziché decrescenti: basterà definire C come C={ C=[x,b ]:xeS} e gli insiemi 
cn e le funzioni !ne in modo simmetrico a quello appena visto. o 
S.!amo finalmente in grado di illustrare il Teorema di esistenza per il quale 
abbiamo aperto questa piccola parentesi sulla convergenza debole in misura. Dato lo 
spazio metrico (S,p ), l'insieme lJ dei suoi Boreliani e A e A( S, 1J), il supporto di A è il 
più piccolo insieme A chiuso rispetto a S tale che A(A)= l. Esso è definito perché S è 
chiuso (rispetto a se stesso) e A(S)=l; inoltre se A, BelJ sono chiusi e A(A)=A(B)=l, 
allora A(Ar\8)= 1, perché altrimenti riuscirebbe A(AuB)> l, che è impossibile, e questo 
ragionamento vale per qualsiasi famiglia di insiemi chiusi, ciascuno di probabilità A 
uno. 
TEOREMA 6.8 (Helly) E' data la successione { F,} di funzioni di distribuzione su 
(R1 ,fB1). Esistono g_,b eR1 tali che F,(g_) =O e F,(b) =l, n=1,2, .... Allora esiste una 
funzione di distribuzione F tale che F(g_) =O e F(b) = 1 e una sottosuccessione di 
{ F,} convergente debolmente a F. 
Prova. Sia {z;}:
1 
una numerazione dei punti in R 1 con coordinate razionali. 
Essendo F, a valori in [0,1], n=l,2, ... , la successione di numeri {F,(z1)} ammette una 
sottosuccessione { F,1 (z1)} convergente, cioè esiste una sottosuccessione { F,
1
} di { F,} 
che converge nel punto z1; analogamente esiste un sottosuccessione { F,
2
} di { F,1 } che 
converge sia nel punto z2 che (in quanto sotto successione di { F,. } ) nel punto z1• 
Continuando per induzione osserviamo che per k= l ,2,... esiste una sottosuccessione 
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{ F,k} di { F,} convergente nei punti z1 , ••• ,z k ; ma allora la successione { Ft} ==l 
converge su tutti i punti di R 1 con coordinate razionali21. 
Definiamo G(z;) = lim~k(z;), i=1,2, ... sui punti con coordinate -razionali e 
k-+CL) 
G(x) = inf G(z;) sul resto di R 1• Chiaramente G soddisfa l'ipotesi (i) del Teorema 6.6. 
X<Z; 
Poiché Fkk è una funzione di distribuzione, essa soddisfa l'ipotesi (iii) del suddetto 
Teorema e quindi, per a e b con coordinate razionali vale 
dove d=b-a e i vettori e j sono definiti nel Teorema 6.6. Se a e h hanno coordinate 
irrazionali scegliamo due successioni E; J, O e E; J, O in R 1 in modo che a+ E; e d+ E; 
abbiano coordinate razionali per o gru i e che n esca G( a +e jd) = 
~imG(a+E; +ejd +ejE;),j=l, ... ,21 • Allora vale 
1-+<:L) 
21 21 
L±G(a+ejd) = ~imL±G(a+E; +ejd +ejE;) ~O 
j=l I-+CL) j=l 
e quindi G soddisfa la (iii) del Teorema 6.6. 
Per ottenere una funzione che sia anche continua dall'alto definiamo 
F(x) = l}WG(x+E!), \ixeR1, dove!_ è il vettore unitario di R 1• Se G è continua in x, 
21 Questa tecnica dimostrativa è un'applicazione del 11metodo di diagonalizzazione11 di Cantor. Da una 
matrice a dimensione infinita dove ciascuna riga è composta da una successione numerica limitata, è possibile 
estrarre, per ogni riga, una sottosuccessione convergente; se nella riga successiva consideriamo solamente gli 
elementi corrispondenti alla sottosuccessione estratta dalla riga precedente, otteniamo ancora una successione 
limitata dalla quale è possibile estrarre un'altra sottosuccessione convergente. Procedendo in questo modo per ogni 
riga, costruiamo una nuova matrice con la proprietà che in ogni riga la successione che si trova a destra 
dell'elemento della diagonale e incomincia da esso è convergente. Si veda ad esempio Billingsley (1979), p.292, 
oppure Feller (1966), p. 261. 
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allora F(x)=G(x), altrimenti, per definizione, è il limite destro di Gin x; evidentemente 
soddisfa le (i) e (ii) del Teorema 6.6. Poiché G soddisfa la (iii), vale 
21 21 
L±F(a +8 jd) = lim L±G{a+s! +8 jd) ~Q 
j=I s.J..o j=l 
e quindi anche F soddisfa la (iii). 
Infine, per mostrare che { F:} converge debolmente a F, osserviamo che se F è 
continua in x, allora F(x)=G(x)=lim F: (x), e perciò si applica il Teorema 6.7. o 
k-+oo 
L'ipotesi di compattezza dell'insieme che contiene il supporto comune a tutte le 
funzioni di distribuzione della successione, pur non intervenendo direttamente nella 
dimostrazione, serve ad evitare comportamenti anomali della distribuzione limite. Il 
controesempio che viene proposto in questi casi è quello in cui la successione di 
misure corrispondente alla successione delle F, in (R,tB) è composta da probabilità 
'An interamente concentrate su x=n, n= l ,2, .... Ciascuna F, è quindi definita da 
{
o se x <n 
F,(x) = 
l sex~n 
e la funzione limite è la funzione identicamente nulla che non è una funzione di 
distribuzione. 
COROLLARIO 6.3 Sia {'An} una successione in A(R1 ,tB1). Esistono g_,b eR1 tali 
che l....n((-oo,g_])=O e l....n((-oo,b])=l, n=J,2, .... Allora esiste una misura di 
probabilità 'A tale che 1....( ( -oo,g_]) =O e 1....( ( -oo,b]) = l e una sottosuccessione di {'An} 
convergente debolmente a A.. 
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Terminiamo questa digressione sulla convergenza debole in misura fornendo 
condizioni sufficienti affinché l'intera successione { F, } di funzioni di distribuzione, e 
non una sua sottosuccessione, sia convergente. Il Corollario 6.4 cf introduce 
direttamente al prossimo argomento: i processi di Markov monotoni. Diciamo che una 
successione { F,} di funzioni di distribuzione è monotona se F,+1 ~ F, oppure 
F,+1 ;;::: F,, n= l ,2, .... 
COROLLARIO 6.4 Sia { F,} una successione monotona di funzioni di distribuzione 
su R 1. Esistono g_,b eR1 tali che F,(g_) =O e F,(b) =l, n=l,2, .... Allora {F,} 
converge debolmente ad una funzione di distribuzione F 
Prova. Poiché { F,} soddisfa le ipotesi del Teorema 6.8 ed è monotona, essa 
converge puntualmente alla G definita nella dimostrazione del suddetto Teorema e 
quindi soddisfa alla (i) e alla (iii) del Teorema 6.6. Definiamo F come nell'ultima parte 
della stessa dimostrazione e, con le stesse argomentazioni, verifichiamo che F 
soddisfa alle (i)-( iii) del Teorema 6.6 e che { F,} converge debolmente a F. o 
6.3 Convergenza debole di un processo markoviano e proprietà di Feller e di 
monotonia associate alla sua funzione di transizione. 
A questo punto vediamo come si può stabilire la convergenza del nostro 
processo { s1 } sfruttando le caratteristiche della funzione di transizione P che lo 
descrive. Poiché siamo interessati alla convergenza delle probabilità marginali del 
processo le quali, come vedremo, sono definite in base alla P, dalle riflessioni 
effettuate in coda al Lemma 2.1 si intuisce che ci dev'essere una relazione fra 
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convergenza debole delle probabilità marginali e proprietà di Feller della P. Lo stesso 
si può dire della proprietà di monotonia della P: il Corollario 6.4 al Teorema di Helly 
assicura l'esistenza di una funzione di distribuzione limite se la successione è 
monotona; anche in questo caso dobbiamo pervenire ad un processo monotono a 
partire dalla monotonia di P. In questa parte vedremo come si caratterizzano 
convergenza debole e monotonia del processo { s1 } in termini di proprietà di F eller e 
monotonia della funzione di transizione P. 
D'ora in poi S sarà un sottoinsieme di uno spazio euclideo con i suoi Boreliani 
JJ. Indichiamo con B(S,JJ) lo spazio delle funzioni f:S ~ R misurabili e limitate. 
All'operatore di Markov M:B(S,JJ) ~ B(S,JJ) definito da (Mf)(s) = 
J f(s')P(s,ds'), affianchiamo l'operatore Aggiunto D definito sullo spazio A(S,lJ) da 
(DA.)(A) = J P(s,A)A.(ds), VA el. 
Si vede facilmente che D è a valori in A(S,l): infatti, poiché A. e P(s,-) sono 
probabilità, riesce D"A>-.0, (DA.)(0)=0 e (DA.)(S)=l. La a-additività si verifica 
applicando il Corollario A.2 al Teorema di convergenza monotona in appendice, che 
consente il passaggio della serie sotto il segno d'integrale, nella definizione di D: 
~[J P(s,A,)A(ds)]= J[~P(s,A,)}(ds). 
Fra gli operatori M e D c'è una relazione molto stretta, come afferma il 
prossimo risultato; non a caso in letteratura si dice che D è l'operatore duale di M 
TEOREMA 6.9 Sia P una funzione di transizione su (S,l) con gli operatori M, D 
definiti sopra. Allora per ogni funzione f e B( S, l) vale 
J (Mf)(s)A.(ds) = J f(s')(DA.)(ds'), VA.eA(S,b). 
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Prova. Dimostriamo la tesi prima per funzioni indicatori di evento, poi per 
funzioni semplici ed infine per funzioni in B( S, lJ). 
Sia f = XA, Aei:J. Si vede immediatamente che (MXA)(s) = P(s,A). Quindi, 
per ogni A E A( S, iJ), 
J (MXA)(s)'A(ds) = J P(s,A)'A(ds) = (D'A)(A) = J XA(s')(D'A)(ds'). 
11 
Sia ~ = La;XA; una funzione semplice misurabile nella sua rappresentazione 
i=l 
standard (si veda l'appendice A.4). Allora 
I (M~ )(s)ì-(ru) =I {[ M(ta,xA,) }s) }ì-(ds) 
=I[ ta,(Mx~ )(s) Jì-(ru) 
= fa,[I (MXA, )(s)ì-(ds)] 
i=l 
= fa,[f x, (s')(Dì-)(ru')] 
i=l 
=I[ t a,x, (s') }Dì-)(ru') 
=J ~(s')(D'A)(ds'), V'A EA(S,l:J), 
dove la seconda uguaglianza è dovuta alla linearità dell'operatore M, la terza e la 
quinta alla linearità dell'integrale e la quarta alla prima parte della dimostrazione. 
Sia infine f EB(S,l:J). Per il Teorema A.9 in appendice esiste una successione 
{ ~,} di funzioni semplici misurabili in B( S, lJ) convergente a f. Abbiamo appena 
visto che per ogni 'A E A( S, lJ) riesce 
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(6.4) j (M~n)dÀ = f ~~~d( DA), n=l,2, .... 
Essendo M~11 misurabile e limitata per ogni n, per il Teorema di convergenza 
dominata (Teorema A.ll in appendice) {M~n} converge puntualmente a Mj, e per il 
Teorema A.8 in appendice Mf è misurabile. Ancora per il Teorema di convergenza 
dominata riesce 
!,~J (M~,JdA = f (Mf)dA e 
!,~j ~nd(DA) = j fd(DA). 
Calcolando il limite nella (6.4) e sostituendo le ultime due uguaglianze perveniamo 
alla tesi. o 
Spesso, per indicare il valore atteso di una funzione f rispetto ad una misura A, 
si usa la notazione (/,A)= J fdA. La tesi del Teorema 6.9 si può quindi riscrivere più 
sinteticamente come (Mf ,A)= (/,DA), V f eB(S,lJ), VA eA(S,lJ). 
L'operatore aggiunto D assume un significato molto importante per la nostra 
analisi. Nel Capitolo l avevamo interpretato la funzione di transizione P(s,A) come la 
probabilità che si verifichi A in t+ l sapendo che in t si è verificato s. Se integriamo 
P(·, A) rispetto ad una probabilità A otteniamo la probabilità "attesa" che si verifichi A 
in t+ l sapendo che in t la variabile aleatoria che descrive lo stato del sistema è 
governata dalla probabilità A. In altre parole non supponiamo più di conoscere lo stato 
al tempo t, bensì possediamo un'informazione più debole: la sua misura di probabilità 
A. Interpretiamo quindi il numero (DA)(A) come la probabilità che si verifichi A in t+ l 
sapendo che in t la misura di probabilità della variabile stato è A. Analogamente (Mj,A) 
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e (/,DA) sono scritture equivalenti per indicare il valore atteso di fin t+ l se A è la 
probabilità dello stato del sistema in t. 
L'interpretazione appena fornita per l'operatore D suggerisce il suo utilizzo in 
modo iterativo per definire le misure di probabilità marginali del processo { s,}. 
Consideriamo la successione di misure di probabilità {A,} i cui elementi sono definiti 
ricorsivamente da A l+ 1 = DA, , n =0, l, ... ; in base alle argomentazioni appena esposte è 
chiaro che per ogni t A, dev'essere interpretata come la misura di probabilità della 
variabile aleatoria che descrive il sistema al tempo t sapendo che la misura di 
probabilità iniziale, in t=O, è A0 • Ma allora la successione {A,} è formata proprio dalle 
probabilità marginali del processo { s,}. Abbiamo così finalmente introdotto la 
successione di misure che vogliamo far convergere (debolmente) ad una misura 
invariante; poiché la successione è ottenuta iterando l'operatore aggiunto D, è naturale 
definire una misura di probabilità invariante per il processo { s,} come punto fisso 
dell'operatore D. Diremo quindi che A.* è una misura di probabilità invariante se essa 
assegna la stessa probabilità alle variabili aleatorie22 s, e s,+1 per ogni t, cioè se 
A.*= DA.*. 
Prima di stabilire condizioni sufficienti affinché {A,} converga debolmente ad 
una misura invariante A.* e condizioni tali da garantire l'unicità di A.*, cioè tali che il 
sistema converga a A.* a partire da ogni A0 iniziale, studiamo più a fondo la relazione 
che intercorre fra proprietà di F eller e di monotonia di P e convergenza debole. 
Indichiamo con C(S) lo spazio delle funzionifS~R continue e limitate. 
PROPOSIZIONE 6.3 Le seguenti affermazioni sono equivalenti: 
22 Con il simbolo s1 distinguiamo la variabile aleatoria s1 : S ~ R dal valore s1 che essa può assumere. 
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a. jEC(S) implica MjEC(S) (proprietà di Feller); 
b. sn ~s implica P(s,,·)=> P(s,-); e 
c. À, => À implica DÀ11 =>DÀ. 
Prova. (a)<=>(b). Utilizziamo la notazione (f,À) = J fdÀ. Dobbiamo 
dimostrare che, se jEC(S), allora (f,P(s11 ,-))~(f,P(s,-)) (definizione di 
convergenza debole); ma ciò equivale a dimostrare che ( Mf )( S11 ) ~ ( Mf )( s), che è 
vera in quanto per l'ipotesi (a) Mf è una funzione continua. L'altro verso si dimostra 
con lo stesso argomento. 
(a)<=>( c). Bisogna dimostrare che, sejEC(S), allora(/ ,DÀ,)~(/ ,DÀ). Per il 
Teorema 6.9 è equivalente dimostrare che ( Mf, À
11
) ~ ( Mf, À), che è vera perché per 
la (a) Mfè continua e per ipotesi À, => À. Anche in questo caso il viceversa vale per le 
stesse ragioni. D 
Nel Capitolo 2 (ipotesi 2.6) abbiamo affermato che se una funzione di 
transizione P su (S,b)c(R1 ,tB 1) è tale che per ognijEC(S) crescente (separatamente 
nei suoi l argomenti) riesce Mf crescente, allora essa è dotata della proprietà di 
monotonia. Se definiamo un ordinamento parziale nello spazio delle misure A(S,l) 
possiamo caratterizzare la monotonia di un processo markoviano sia in termini di P 
che in termini di monotonia della successione { À,}, in un modo simile a quello 
utilizzato nella Proposizione 6.3 per caratterizzare la "continuità" del processo. 
DEFINIZIONE Siano À,J..l EA(S,JJ). Diciamo che J.l domina stocasticamente À, e 
scriviamo J.l~À, se (f, J.l) ~ (/, À) per ogni funzione crescente f E B( S, b). 
PROPOSIZIONE 6.4 Le seguenti affermazioni sono equivalenti: 
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a. f E B( S, iJ) crescente implica Mf crescente (proprietà di monotonia); 
b. s,s'ES es~' implica P(s,-) ~ P(s',-); e 
c. A., f.! E A ( S, iJ) e f.!~A implica DJ.!WA. 
Prova. (a)<::~>(b). Sia f E B(S,l:J) crescente. Allora, scelti s,s'ES tali che s ~s', 
per l'ipotesi (a) nesce (Mf)(s)~(Mf)(s'), cioè, per definizione di M, 
(/, P(s,-)) ~ (/, P(s' ,-)), che, data l'arbitrarietà di f, è la tesi. L'altro verso segue lo 
stesso procedimento a ritroso. 
(a)<=>( c). Sia f EB(S,iJ) crescente. Allora per l'ipotesi (a) Mf è crescente e 
quindi se A., f.! E A ( S, iJ) sono tali che f.!~A riesce ( Mf, A.) ~ ( Mf, f.!) ; mas per il 
Teorema 6.9 ciò significa che (/,DA.)~ (/,DJ.!), che, data l'arbitrarietà dif, è la tesi. 
Discorso analogo per l'altro verso. o 
Terminiamo questa parte con un risultato che utilizzeremo dopo per stabilire 
l'unicità della misura invariante. Esso stabilisce che se una successione di misure è 
maggiorata e minorata da due successioni convergenti debolmente alla stessa misura 
limite, allora anch'essa converge debolmente allo stesso limite. Premettiamo un 
Lemma che estende la nozione di dominanza stocastica alle funzioni di distribuzione. 
LEMMA 6.2 Sia SçR' e siano À,f.! EA(S,iJ). Se f.!~A, allora le funzioni di 
distribuzione corrispondenti sono tali che Fil (s) ~ Ft... (s), 'i/ sE S. 
Prova. Poniamo, secondo quanto visto in precedenza, il( A)= f.!( A n S) e 
~(A)= A.(AnS), 'i/AEfB 1• Supponiamo per assurdo che esista seS tale che 
Fil (s) > Ft... (s), cioè ii( ( -oo,s]) > ~( ( -oo,s J); da ciò segue 
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1- ~(( -oo,s]) < 1- ~(( -oo,s J), 
che, passando al complemento, diventa 
~{(s,+oo)) < ~((s,+oo)) 
e, riscritto come integrale della funzione indicatore, 
Per come abbiamo definito ~ e ~, l'ultima disuguaglianza equivale a 
fs X<s">s> (s') J.!( ds') < fs X<s'>s> (s') À( ds'), 
che, essendo X(s">s) è una funzione crescente tn B( S, b), contraddice l'ipotesi di 
dominanza stocastica di J.1 rispetto a À. o 
PROPOSIZIONE 6.5 Sia S=[a,b]cR 1 e siano {mn}, {Àn} e {J.ln} successioni in 
A(S,JJ) tali che mn :$; À, :$; J.!,, n=1,2, .... Se mn=>J.! e J.!,=>J.!, allora À,=>J.!. 
Prova. Per il Lemma 6.2 l'ipotesi può essere riscritta nel modo seguente: 
F,,m(s) ~ F,,ì..(s) ~ F,;(s), VsES, n=1,2, .... Poiché m,=>J.! e J.!,=>J.!, per il Teorema 6.7 
riesce IimF:"(s) = limF,;(s) = F(s) per ogni punto di continuità di F. Allora, per un 
11-+c:t:J 11-+c:t:J 
noto Teorema sui limiti, riesce lim F,À ( s) = F ( s) per ogni punto di continuità di F, 
n-+oo 
che, applicando nuovamente il Teorema 6.7, porta alla tesi. o 
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6.4 Esistenza e unicità della misura di probabilità invariante di un processo 
markoviano monotono. 
Il primo Teorema di questa parte fornisce condizioni sufficienti per l'esistenza 
di una misura di probabilità J..: invariante rispetto a P, cioè tale che J..: (·) = DJ..:(·)= 
J P(s,-)A,* (ds). Data la successione {A,} delle probabilità marginali del processo 
markoviano descritto dalla funzione di transizione P, se ScR 1 è compatto il Corollario 
6.3 al Teorema di Helly assicura l'esistenza di una sottosuccessione { A.,k} convergente 
debolmente. Naturalmente ciò non è sufficiente per dire che il limite di questa 
successione sia una probabilità invariante rispetto a P, potrebbero infatti esserci più 
sottosuccessioni convergenti a limiti distinti, cosa che provocherebbe un movimento 
ciclico del sistema. Per ovviare a questo inconveniente si considera la successione 
{ ~ ~ ì..,} ~=' delle medie aritmetiche n-esime delle misure ì..,. Per sottolineare la 
dipendenza dalla misura iniziale A0 , indichiamo la t-esima probabilità marginale come 
t-esima iterata dell'operatore D: A.,=D'A.0 • 
TEOREMA 6.10 Se ScR' è compatto e P ha la proprietà di Feller, allora esiste 
una misura di probabilità invariante rispetto a P. 
Prova. Fissiamo arbitrariamente /.., 0 e A( S, lJ) e consideriamo la successione 
{J.t,} in A(S,lJ) i cui elementi sono definiti da 
l 11-l 
Jln =- LDtAo. 
n t=o 
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Per il Corollario 6.3 al Teorema di Helly esiste f.! eA(S,lJ) e una sottosuccessione 
{J..tnk} tale che f.!nk =:>f.!. SiafeC(S); allora, poiché P ha la proprietà di Feller, riesce Mf 
eC(S). 
Fissiamo E>O; poiché f.!nk =:>f.! e siaf che Mf sono in C(S), esiste K1 ~l tale che 
1\f,f.!nk )-(f,f.!)l < E/3 e 
l\ Mf, f.!nk)- ( Mf, f.! )l < Ej3, V k'è.K1• 
Osserviamo poi che per ogni n'è. l vale 
l l n-l ) l 1 n-l ) [(f,~.)-(M/ .~.)[ = \f,;; t?'ì- 0 -\ Mf •;; t;D'ì- 0 . 
=_!_ f(f,D'ì-o)-_!_ f( Mf ,D'ì-o) 
n t=o n t=o 
= _!_ f( (f,D'ì-o) -(! ,D'+1Ào)) 
n t=o 
=l~( (f ,À0)- (!, D"ì-o) )j 
<211!11 
- ' n 
dove la seconda uguaglianza sfrutta la linearità rispetto a combinazioni lineari 
convesse dell'operatore aggiunto23 e la terza il Teorema 6.9. Quindi esiste K2 ~l tale 
che 
23 La linearità rispetto a combinazioni lineari convesse è una proprietà che vale in generale per qualsiasi 
misura di probabilità. SefeB(Z,i), À,~eA(Z,i) e 8e[O,l], innanzitutto è evidente che [8A.+(l-8)~]eA(Z,i); inoltre 
vale (J,8A. + (1-8)~) = J fd[8A. +(l- 8)~ ]= j[8fdA. + (1- 8)/d~ )= 8(/, A.)+ (1- 8)(/, ~). 
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Ma allora, usando la disuguaglianza triangolare e i tre limiti appena individuati, 
concludiamo che per ogni E>O esiste K~ l tale che 
j(J,~)-( Mf ,~)j 
=j(J,~) -(J,~nk) +(J,~nk )-( MJ '~nk) +( MJ '~"k )-( Mj ,~)~ 
sj(J,~)- (f,~nk )j +j(J,~IIk) -( Mf '~"k )j 
+]( Mf '~nk )-(Mf ,~)~ 
Per l'arbitrarietà di E, questo significa che(/,~)=( Mf ,~)=(/,D*~), in cui la seconda 
uguaglianza è dovuta al Teorema 6.9. Inoltre, data l'arbitrarietà di/, quest'uguaglianza 
vale per ognifeC(S), e quindi, per il Corollario 6.2, riesce ~=D·~. o 
Il Teorema 6.1 O garantisce l'esistenza di una misura invariante in un certo 
senso "fittizia" poiché afferma che il sistema converge soltanto mediamente verso la 
misura~' cosa che non esclude un comportamento asintotico ciclico del sistema. Nel 
Corollario 6.4 al Teorema di Helly avevamo visto che questo inconveniente è superato 
se la successione delle probabilità marginali risulta essere monotona. In nessun caso 
però le ipotesi del Teorema 6.1 O, compattezza per Se proprietà di Feller per P, sono 
sufficienti per garantire l'unicità della misura invariante; potrebbero infatti esistere più 
classi ergodiche caratterizzate da misure di probabilità distinte, in questo caso la 
convergenza del sistema a una o all'altra classe dipenderebbe dalla misura iniziale A.0 • 
Sono allora necessarie ulteriori ipotesi per assicurare che la misura invariante sia 
unica; fra esse la monotonia di P gioca un ruolo fondamentale. Incominciamo con 
l'accertare l'esistenza di un'unica misura invariante per due particolari successioni 
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(monotone) di misure: quelle caratterizzate da misure iniziali À 0 che concentrano tutta 
la probabilità sugli estremi del rettangolo S=[a,b]cR1• Come abbiamo già fatto per le 
successioni { F,,} di funzioni di distribuzione, diciamo che una successione {ì.."} di 
misure di probabilità è monotona se À,+1 :::;; À, oppure À,+1 ~ À,, n=1,2, ... , dove 
l'ordinamento è inteso nel senso della dominanza stocastica. Indichiamo con ùs la 
massa unitaria in s, cioè la misura che concentra tutta la probabilità nel punto se S. 
PROPOSIZIONE 6.6 Sia S=[a,b]cR 1• Allora se P è dotata delle proprietà di 
F eller e di monotonia le successioni { D11 ù a} e { D11 ù h} sono monotone, 
rispettivamente crescente e decrescente, e convergono debolmente a misure di 
probabilità invarianti (in generale distinte). 
Prova. Ci limitiamo a mostrare che la tesi vale per {Dnùa} dal momento che 
per { D"ùh} il procedimento è analogo. La dimostrazione si svolge in tre passi: per 
prima cosa verifichiamo la monotonia della successione, poi la convergenza debole e 
infine che la misura limite è invariante. 
Base induttiva: dobbiamo verificare che D1ù a ~()a' cioè, per definizione di 
dominanza stocastica, che se f eB(S,b) è crescente riesce (f,D1ùa)~(f,ùa)· Ma 
per il Teorema 6.9 riesce (f,D1ùa)= (Mf ,ùa)= (Mf)(a)~ inf f(s)= f{a)= (f,ùa)· Sia 
se[a,b] 
ora per ipotesi Dn ()a ~ nn-I() a . Per la monotonia di p' se f E B( s'b) è crescente, 
anche Mfè crescente, e quindi (Mf,Dnùa)~(Mf,D"-18a), ma ancora per il Teorema 
6.9 ciò equivale a (f,Dn+tùa)~(f,D11ùa), cioè D"+18a ~D~~òa, e l'induzione è 
completata. 
Per verificare la convergenza debole consideriamo la successione { F,,a} delle 
funzioni di distribuzione associate alle misure D"ù a. Poiché abbiamo appena visto che 
D'l+ 1 ~ >D"~ -o l ·1 L 6 2 ., · 1· h Fa >Fa -O l u a _ u a, n- , , ... , per l emma . CIO Imp ICa C e n+ l - n , n- , , ... , e per 
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il Corollario 6.4 al Teorema di Helly otteniamo la convergenza debole per la 
successione { F,a} che è equivalente alla convergenza debole per { Dn eS a} . 
Sia Jl E A ( S, l:J) tale che Dnò a => J..l· Allora, poiché S è compatto e P gode della 
proprietà di Feller, possiamo applicare lo stesso procedimento utilizzato nella 
dimost~azione del Teorema 6.1 O, sostituendo la successione { D11ò a} al posto della 
sottosuccessione {l..lnk}, per verificare che J..l=DJ..l. D 
La sola monotonia di P è però insufficiente per stabilire l'unicità della misura 
in variante, essa infatti non esclude l'esistenza di classi ergodiche distinte (cioè 
sottoinsiemi diStali che dal momento in cui il sistema "entra" in uno di essi non ne 
può più uscire) il cui raggiungimento da parte del sistema dipende dalla misura À0 
iniziale. La seguente ipotesi 6.1 serve ad escludere l'esistenza di classi ergodiche; unita 
alla monotonia di P, essa infatti assicura che la probabilità di raggiungere i punti della 
diagonale del rettangolo [ a,b] =ScR 1 in un numero finito di passi a partire da qualsiasi 
punto di S è sempre positiva. 
Indichiamo con Pn(s,-) la misura di probabilità dopo n periodi a partire dal 
punto s, definita ricorsivamente da 
P 1(s,A) = P(s,A) e 
(6.5) 
pn+1(s,A)= J P"(s',A)P(s,ds'), VA Eb, n=1,2, .... 
Per induzione si vede facilmente che pn è una funzione di transizione su (S,i:J), 
per n=1,2, .... La base induttiva è evidente per n=l. Sia quindi per ipotesi pn una 
funzione di transizione, cioè una funzione l:J-misurabile rispetto alla prima variabile e 
una probabilità rispetto alla seconda, e verifichiamo che pn+1(s,-) è una probabilità 
V s eS. Chiaramente p t~+ 1 ( s, 0) = O, P"+ 1 ( s, S) = l e p n+ 1 ( s, A) ~ O, V A E l:J ; mentre 
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et:) 
per quanto riguarda la a-additività se A = U A; E b con gli A; disgiunti vale 
i=l 
J r(s' ,gA, )P(s,ds') = J[t. P" (s', A,) ]P(~,ds')= 
i; [J P" (s', A,) P( s, ds'')] = i; pn+t ( s, A,), dove le prime due uguaglianze sfruttano 
i=l i=l 
l'ipotesi induttiva e la terza il Corollario A.2 in appendice. Per vedere che pn+1(·,A), 
VA E JJ, è misurabile basta applicare il Teorema 2.1 alla (6.5), essendo pn (·,A) 
misurabile per l'ipotesi induttiva. 
Sempre per induzione è immediato verificare anche la seguente: 
(6.6) pn+m(s A)=JPm(s' A)Pn(s ds') VA Eb Vmn>I· ' ' ' ' ' ' - ' 
basti osservare che 
pn+2 (s, A)= J [J pn (s', A) P( s" ,ds') ]P(s,ds") 
= J Pn(s' ,A) J P(s" ,ds')P(s,ds") 
= J pn (s', A)P2 (s,s'). 
IPOTESI 6.1 Sia S=[a,b]cR1• Esistono cES, E>O e k~l tali che pk(a,[c,b])~E e 
pk(b,[a,c]) ~E. 
Se P è monotona, estendendo per induzione la (b) della Proposizione 6.4 si 
dimostra che anche pk è monotona. Ne segue che per ogni sE[a,b] vale pk(s,[c,bJ)= 
( X[c,h], pk (s, ·)) ~ ( X[c,h], pk (a,·))= pk (a,[ c,b J) ~E, dove la seconda disuguaglianza è 
dovuta al fatto che s~a, alla monotonia di pk e al fatto che la funzione indicatore 
X[c,h]:S~{O,l} è crescente, mentre l'ultima disuguaglianza è l'ipotesi 6.1. 
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Analogamente, posto A=[ a,c] e osservando che x A c: S ~ {O, l} è crescente, per ogni s 
e[a,b], riesce Pk(s,A)= 1-Pk(s,Ac)= 1-(XAnPk(s,-)) ~ 1-(XAnPk(b,-))= l-
pk (h, A c)= pk (h, A)~ E. Questo significa che l'ipotesi 6.1 (che prevede-soltanto la 
possibilità di raggiungere il rettangolo adiacente all'estremo opposto partendo 
dall'altro estremo di [a,b] in un numero finito di passi) rinforzata dalla monotonia di P 
diventa sufficiente per assicurare la "comunicazione" fra tutti gli stati del sistema e 
tutti i punti della diagonale di [ a,b ], cosa che esclude l'esistenza di classi ergodiche. 
Per dimostrare il risultato finale abbiamo bisogno del seguente Lemma che si 
basa sull'ipotesi 6.1. Indichiamo con M" la n-esima iterata dell'operatore di Markov, 
M" f = M(M"-1/), cioè (M"f)(s) = J f(s')P"(s,ds'), VseS. Per ogni m,n~1 riesce 
(6.7) M"+"'f = M"(M111j); 
infatti 
(Mn+mf)(s) = J f(s')P"+m(s,ds') 
= J f(s') J P"'(s" ,ds')P"(s,ds") 
= JJ f(z')P 111 (s" ,ds')P11 (s,ds") 
=J (M"' f)(s")P 11 (s,ds") 
=M"(M"'f), 
dove la seconda uguaglianza usa la (6.6). 
LEMMA 6.3 Sia S=[a,b]cR1• Se P è monotona e soddisfa l'ipotesi 6.1 per (c,E,k), 
allora per ogni f eB(S,b) crescente vale 
181 
Ej(c) +(1- E)j(a) ~ (Mk f)(s) ~ Ej(c) + (1- E)j(b), '\/se S. 
Prova. Dimostriamo soltanto la disuguaglianza di destra, poiché per l'altra il 
ragionamento è simile. Poniamo A=[a,c]; allora, per l'ipotesi 6.1 e la monotonia di P, 
riesce Pk(s,A)'2::.E (e quindi Pk(s,Ac)~1-E), '\/seS. Per ogni f eB(S,b) crescente 
vale 
(Mk f)(s) = J f(s')Pk(s,ds')+J f(s')Pk (s,ds') 
A Ac 
~ f(c)Pk (s, A)+ f(b)Pk (s, A c) 
~Ej{ C)+( 1-E }f{ b), 
dove l'ultima disuguaglianza è giustificata dal fatto che j( c )~f( b) e quindi la 
maggiorazione di pk (s, A c) con (1-E) domina quella di pk (s, A) con E. D 
TEOREMA 6.11 Sia S=[a,b]cR1• Se P è monotona, gode della proprietà di Feller 
e soddisfa l'ipotesi 6.1, allora esiste un'unica misura di probabilità invariante 1._* 
rispetto a P e D11 A0 =>A.*, per ogni À0 eA(S,b). 
Prova. Poiché valgono le ipotesi della Proposizione 6.6, {Dnòa} e {Dnòb} 
convergono entrambe debolmente a due misure in varianti À: e A~ . Inoltre, dal 
momento che ò a ~ À0 ~ òM '\//..,0 E A(S, b) (nel senso della dominanza stocastica), per 
la monotonia di P segue che D11Da ~ D11A0 ~ D118b, '\1/.., 0 eA(S,b), n=1,2, .... Se fosse 
"A:="A~, allora, per la Proposizione 6.5, si avrebbe D11À0 =>À:=À~, '\//..,0 eA(S,i:J), e 
avremmo così individuato l'unica misura invariante A,* (=/..,:=/..,~) rispetto a P. E' 
sufficiente quindi dimostrare che A:= A~. 
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Siano c, E e k tali da soddisfare l'ipotesi 6.1. Poiché Dn'ò0~A:, per ogni/E 
C(S) vale (J,'A:)= lim(f,D"òa)= lim(M" f,òa)= lim(M11/)(a)= lim(Mb'/)(a), 
11-+00 11-+00 11-+00 11-+00 
dove la prima uguaglianza è la definizione di convergenza debole, la seconda sfrutta il 
Teorema 6.9, la terza il fatto che (f,òa) = f(a). Allo stesso modo (f,'A~)= 
lim(Mb'/)(b). 
11-+00 
Il prossimo passo è dimostrare che se jE C(S) è crescente lim( Mb' f)( a)= 
11-+00 
lim(Mb'f)(b); lo facciamo per induzione verificando che 
11-+00 
( Mkn f)(b )-(Mb'f)(a) ~(1- E)"[f(b)- f(a) ], n=1,2, .... 
La base induttiva è immediata per n=O. Supponiamo che valga per n~O, allora 
( Mk(n+t) f ](b)-( Mk(n+t) f ]<a) 
=( M"(Mb'f) ](b)-[ M"(Mkn f) ]Ca) 
~E( Mb' f)( c)+ (1- E)( Mkn f)(b) 
- E(Mkn f)( c)- (1- E)(Mb'f)(a) 
=(1-E)[(Mb'f)(b)-(Mkn f)(a)] 
~(1-E)11+ 1 [/(b)- f(a)], 
dove la prima uguaglianza è un'applicazione della ( 6. 7), la prima disuguaglianza 
sfrutta il Lemma 6.3 e l'ultima disuguaglianza l'ipotesi induttiva. Abbiamo così 
dimostrato che per ogni feC(S) crescente riesce (/,t. .. :)= (f,'A:). Ma allora vale 
l'ipotesi della Proposizione 6.2 e perciò A,:=/..,:. o 
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7. Convergenza e stabilità del modello di crescita ottima unisettoriale stocastico. 
Nel Capitolo 4 abbiamo visto una breve rassegna della letteratura sul modello 
di crescita ottima unisettoriale stocastico in cui è emerso il grande interesse suscitato 
dal tema della convergenza asintotica ad una misura di probabilità invariante stabile. 
Lo stesso lavoro di Brock e Mirman (1972), considerato il capostipite della crescita 
unisettoriale in ambito stocastico, dedica ampio spazio alla ricerca di condizioni sotto 
le quali il sistema converge ad una misura di probabilità stazionaria definita su di un 
supporto stabile che, nella fattispecie, è un intervallo discosto dallo zero. Anzi in 
questo lavoro, come del resto in quasi tutti gli altri sull'argomento, lo studio delle 
soluzioni del modello è puramente strumentale al problema della convergenza: la 
determinazione delle proprietà della politica ottima g servono infatti esclusivamente 
per caratterizzare la funzione di transizione stazionaria P che descrive il processo 
markoviano { s1 }. Mirman (1973) addirittura non assume nemmeno che la funzione g 
mediante la quale si definisce P sia una politica ottima, egli infatti dimostra la 
convergenza del sistema per l'intera classe delle politiche ammissibili che possono 
generare piani in II(s0 ). Entrambi i lavori citati limitano l'analisi al caso in cui il 
processo degli shocks esogeni { z1 } sia i.i.d. e utilizzano tecniche di convergenza per 
processi markoviani realizzate ad hoc per il modello di crescita. In Razin e Y ahav 
(1979) si trova una prima generalizzazione di questo tipo di approccio: gli autori 
infatti propongono un ·Teorema di esistenza e unicità della distribuzione invariante 
sotto ipotesi abbastanza generali (che è sostanzialmente simile al Teorema 6.11 da noi 
enunciato) che poi applicano al modello di crescita unisettoriale. 
185 
Una prima estensione ad un modello caratterizzato da shocks markoviani, 
anziché i.i.d., si trova in Mirman (1972). Un'analisi più completa è comunque quella 
di Donaldson e Mehra (1983) nella quale vengono studiate a fondo le proprietà della 
politica ottima sotto diverse ipotesi di propensione al rischio dell'agente. Purtroppo 
però le ipotesi generali del modello sono piuttosto restrittive, ad esempio le funzioni in 
gioco devono essere tre volte differenziabili, e una conseguenza di ciò è che 
l'esposizione risulta alquanto complicata. 
In questo capitolo forniamo un esempio di come si possa applicare la teoria 
elaborata nel Capitolo 6 per dimostrare che il modello di crescita ottima unisettoriale 
stocastico descritto nel Capitolo 4, quindi nell'ipotesi che il processo degli shocks {z,} 
sia markoviano del primo ordine, converge ad una misura di probabilità invariante 
definita su di un rettangolo di R 2 • 
Riprendiamo sostanzialmente il modello discusso nel Capitolo 4. Lo spazio 
degli shocks esogeni è l'intervallo Z = [ y, 11] con O < y < l < 11 < +oo. Tali shocks 
agiscono in modo moltiplicativo sulla funzione di produzione f, cioè f (x, z) = zf (x), 
e il processo f (x, z) = zf (x) è markoviano del primo ordine caratterizzato dalla 
funzione di transizione stazionaria Q:[ a,b] x ( ~ [0, l]. La corrispondenza che 
descrive il vincolo di ammissibilità r:S ~(O, x] è definita dall'intervallo 
r (x, z) = [O, zf (x)] . Il fattore di sconto p è tale che O<P<l. La legge di evoluzione del 
capitale è la funzione identica ~(x,y,z) = y. Valgano le seguenti ipotesi per le 
funzioni di produzione f:R+ ~ R+, di utilità U:R+ ~Re di transizione Q: 
(Ul) U è strettamente crescente; 
(U2) U è strettamente concava; 
(U3) U è differenziabile; 
(U4) f(x,z) = zf(x); 
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(fl)/ è strettamente crescente; 
(f2)j{O)>O ed esiste x>O tale che x~ f(x) ~x per ogni O~ x~ x e j{x)<x per 
ogni x> x; 
(f3)/ è strettamente concava; 
(f4)/ è differenziabile; 
(f5) /'+(O) = +oo; 
(Q l) esiste a>O tale che Q( z, [c, d]) ~ a( d -c) per ogni intervallo [ c,dJ c ( y, 11] 
non degenere, Vz e [ y, 11]; 
(Q2) Q è dotata della proprietà di Feller, 
(Q3) Q gode della proprietà di monotonia. 
Come abbiamo detto, al di là della specificazione degli shocks stocastici per i 
quali assumiamo un intervento di tipo moltiplicativo sulla produzione, le ipotesi sono 
le stesse di quelle utilizzate nel Capitolo 4, con l'aggiunta di due proprietà, la (Q l) e la 
(Q3), per la funzione di transizione Q di cui la prima, come vedremo, ha un significato 
puramente tecnico e la seconda risulta fondamentale per l'applicazione della teoria 
svolta nel Capitolo 6. Nell'ipotesi (f2) supponiamo che j{O)>O; per quanto poco 
realistico ciò possa apparire dal punto di vista strettamente tecnologico (non si 
conoscono ancora processi produttivi capaci di generare un output positivo con un 
input nullo), dal punto di vista economico quest'ipotesi può essere interpretata come la 
possibilità di avare una dotazione di capitale di riserva sempre disponibile; in altre 
parole escludiamo a priori l'eventualità che il sistema possa annichilirsi, ipotesi tutto 
sommato attendibile per applicazioni concrete. 
Sotto le ipotesi sopra elencate lo spazio dei valori delle variabile aleatorie 
componenti il processo stocastico { s1 } : 1 ={ (xl'z,)} : 1 è S = [ a,b] = [O, x] x ( y, 11], dove 
x= rif(x), cioè l'unico punto in cui la funzione rif interseca la retta a 45°. S è quindi 
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un rettangolo i cui estremi sono le coppte a= (0, y) e b =(x, 11). Scriviamo 
l'espressione del problema in forma sequenziale: 
v( S0 ) = SUP { U[ Zof ( Xo) -1to] 
7tEO(s0 ) 
(Pl) + ~~· J u{zJ[ 1t,_, (z'-1) ]-1t, (z') 1t· (zo,dz') }, 
s0 eS fissato, 
Nel Capitolo 4 abbiamo visto che, sotto le nostre ipotesi, la funzione valore 
v(·,z) è continua, strettamente crescente, strettamente concava e differenziabile per 
ogni z e ( y, 11] fissato; inoltre la funzione valore risulta strettamente monotona anche 
rispetto allo shock stocastico z, cioè v( x,-) è strettamente crescente per ogni x e [O, x] 
fissato. L'unica politica ottima g(x,z) risulta essere una funzione continua, strettamente 
crescente rispetto a x e a valori sempre interni a (O,z/(·)] per ogni z e[y, 11] fissato. 
Questi dati sono sufficienti per stabilire l'esistenza di una misura di probabilità 
invariante per il processo { s, } :
1 
a partire da un certo valore iniziale s0 ; infatti, le 
ipotesi del Teorema 6.1 O si verificano immediatamente. La legge di moto del sistema 
{ s, } è definita dalla politica ottima g e dalla funzione di transizione Q: in particolare 
l'evoluzione della variabile stato x, è descritta dall'equazione alle differenze stocastica 
xl+1 = g(x, ,z,). Per determinare la funzione di transizione stazionaria P:S x JJ ~ (0, l] 
del processo markoviano {s,} applichiamo il Teorema 6.1 e otteniamo 
P[ (x,z), A x B] = Q(z, B) XA [g(x,z) ], 
Vx eX, Vz eZ, VA eX, VB e(. 
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Essendo g una funzione continua e poiché vale l'ipotesi (Q2), si applica il Teorema 6.2 
e perciò P gode della proprietà di F eller. Ma, dal momento che S = [a, b] è un 
compatto di R 2, il Teorema 6.10 assicura l'esistenza di una misura di -probabilità 
}.::.b ~[0,1] invariante rispetto a P, cioè tale che A.*(-)= DA.*(·)= J P(s,-)A.*(ds), 
dove con D indichiamo l'operatore Aggiunto associato a P. 
Per verificare l'unicità di A.* a partire da qualsiasi punto iniziale s0 , ovvero per 
poter applicare il Teorema 6.11, è necessario innanzi tutto accertare la monotonia della 
funzione di transizione P, costruita a partire dalla funzione di transizione Q, e poi 
verificare se i dati del problema soddisfano l'ipotesi 6.1. 
Per quanto riguarda la monotonia di P è necessario pnma stabilire la 
monotonia della politica ottima g non soltanto rispetto al capitale ma anche rispetto 
alla variabile che rappresenta lo shock esogeno z. Abbiamo visto che il Teorema 2.8 
fornisce una condizione sufficiente affinché g sia crescente separatamente in entrambe 
le variabili (e quindi anche rispetto az): la supermodularità della funzione obiettivo 
uniperiodale U[ zf (x)- y] sia rispetto a x e y, per ogni z fissato, che rispetto alla 
coppia di variabili (x,y) e z. La supermodularità rispetto a x e y per z fissato è 
immediata perché valgono le ipotesi della Proposizione 2.1, la supermodularità 
rispetto a (x,y) e z, diversamente, richiede qualche condizione aggiuntiva sulle 
funzioni di produzione e di utilità che ci riserviamo di individuare in modo più preciso 
in un prossimo lavoro. Per il momento ci accontentiamo di osservare che la regolarità 
delle funzioni in gioco, in particolare monotonia e concavità, lascia intuire che, salvo 
casi patologici, è naturale aspettarsi un comportamento dell'agente tale da redistribuire 
l'incremento di prodotto dovuto al verificarsi di uno shock più favorevole parte in 
consumo e parte in investimento. L'eventualità che uno shock più favorevole provochi 
una riduzione dell'investimento a vantaggio di un aumento del consumo attuale 
potrebbe essere giustificata solamente nel caso in cui l'aumento di produttività attesa 
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dovuto allo shock più favorevole24 sia tale da consentire una produzione futura 
maggiore con una quantità inferiore di capitale, circostanza che appare del tutto 
eccezionale. Discorso analogo nel caso di una riduzione del consumo attuale a favore 
di una quantità maggiore prodotta in futuro: affinché ciò accada l'incremento di utilità 
attuale (l'utilità marginale) dovrebbe più che controbilanciare la maggiore utilità futura 
ottenibile da un incremento nella produzione futuro dovuto sia al maggior 
investimento che alla maggior produttività attesa. Introduciamo pertanto la monotonia, 
sia della politica ottima che del consumo ottimo c(x,z)= zf(x)-g(x,z), direttamente 
come ipotesi. Nel secondo caso assumiamo la monotonia stretta per ragioni che 
appariranno chiare in seguito. 
(gl) La politica ottima g(x,-) è crescente, per ogni x E[O,x]fissato; 
(c l) il consumo ottimo c( x, z )= zf (x)-g( x ,z) è strettamente crescente rispetto 
az, per ogni x e[O,x]fissato. 
Sia f E B([ a,b]) crescente, allora, applicando la definizione di P, per ogni 
(x,z) E ( a,b] otteniamo 
(Mpf)(x,z) = fsJ(x' ,z')P[(x,z),dx'xdz'] 




24 Si tenga presente che l'ipotesi di monotonia per la funzione di transizione Q, come è stato detto in 
precedenza, esprime una valutazione di probabilità tale da concentrare una probabilità maggiore ad eventi "vicini" 
all'ultimo shock verificatosi; pertanto l'osservare uno shock più favorevole all'epoca attuale implica un aumento 
delle aspettative sugli shocks futuri e quindi un aumento, a parità di capitale, della produzione attesa in futuro. 
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che è una funzione crescente di (x,z) perché tali sono f, g e perché vale l'ipotesi (Q3), 
e rimane perciò verificata la proprietà di monotonia anche per P. 
Per poter applicare il Teorema 6.11 e stabilire così l'unicità della misura di 
probabilità in variante, resta ancora da verificare che vale l'ipotesi 6.1, cioè che esiste 
un punto s* =(x* ,z*) e[ a,b ], una costante E>O e un numero k"2::.1 tali che 
pk(a,[s* ,b J) ~E e pk(b,[a,s·J) "2::. E. Indichiamo con il simbolo z la variabile aleatoria 
per distinguerla dal generico valore z che essa può assumere e con E(zlz = z) = 
J z' Q(z,dz') il valore atteso di z condizionato al verificarsi dello shock z. Sia 
z• =E( ZIZ = y; 11 } e sia x· E[O,:X] tale che 13/'(x•)z• =l. Mostriamo che esiste 
k ~l tale che pk (a,[ s* ,b J) ~ akòk e pk (b,[ a,s* J) ~ akòk per s* =(x* ,z*), con x* e z* 
appena definiti, a> O definito in (Q l) e ò >O che individueremo tra breve. 
Ci limitiamo a verificare la prima delle due disuguaglianze poiché per l'altra il 
procedimento è del tutto analogo. L'idea è scegliere una sequenza di shocks tale che, 
partendo dal punto iniziale a = (O, y), consenta di arrivare ad un punto interno del 
rettangolo [ s* ,b] dopo k periodi con probabilità non inferiore a akòk >O. Ovviamente 
conviene porsi in una situazione comoda: poiché il punto iniziale prevede il verificarsi 
dello shock z0 = y più sfavorevole, supporremo che per t"2::.1 si verifichi invece sempre 
lo shock più favorevole, cioè prenderemo la sequenza costante { z, = 11}, t"2::.1 e 
verificheremo che l'evoluzione del capitale xt+1 = g(x,, 11) è tale da superare x* in un 
numero finito di passi con probabilità positiva. 
Per non creare confusione, d'ora in poi indichiamo i rettangoli bidimensionali 
( (x,z),(x' ,z')] come prodotto di intervalli ( x,x'] x [z,z']. Definiamo la successione 
{<p,} :o di funzioni <p, :(O,x] x ( y, 11] ~[O, x], t=O,I, ... , ponendo 
<p 0 (x,z) =x, 
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<p 1 (x,z) = g(x,z) e 
<p l+ t (x,z) = g[ <p, (x,z), 11], t= l ,2, .... 
Inoltre, preso arbitrariamente O < 8 < 11 - y , consideriamo la successione {<p~} co di 
2 1=0 
funzioni <p~:[O,x] x [y, 11] ~ [O,x], t=O,l, ... , definita da 
<p~+I (x,z) = g( <p~ (x,z), 11-8], t= l ,2, .... 
Utilizzando le proprietà di g è facile verificare per induzione che <p 1 (x, z) è continua e 
strettamente crescente rispetto a x e crescente rispetto az, per t=O, l, .... 
Il prossimo passo è verificare che riesce 
P' ( (x,z),[ <p~ (x,z),<p, (x,z)] x [ 11-8, 11]) ~ a 181 , t= l ,2, .... 
Si noti che, per la monotonia di g(x,-), vale <p~(x,z) ~ <p 1(x,z), t=l,2, ... , e pertanto 
l'intervallo [<p~ (x,z),<p 1 (x,z)] è definito (anche se può degenerare in un punto, come 
nel caso in cui t= l, per il quale <p~= <p 1 =g). La verifica è per induzione: per t= l 
applichiamo la definizione di P e otteniamo 
P( (x,z), g(x,z) x [ 11-8, 11]) = Q(z,[ 11-8, 11])xg(x,z)[g(x,z)] 
=Q(z,[ 11-8, 11]) 
~a8, 
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dove la disuguaglianza vale per l'ipotesi (Q l). Supponiamo che sia vera per t, allora 
pt+I((x,z),[ <p~+I (x,z),<p 1+1 (x,z)] x [ 11-ò, 11]) 
= f 5 ] { 1 P
1 ((x' ,z' ),[<p~ (x,z),<p1 (x,z)] x [ 11- ò, 11]) .1( <p 1 (x,z),<p1 (x,z) x fl-0, 11 
P((x,z),dx' xdz') 
~ a 1Ò1 f . P((x,z),dx'xdz') J[ <pf (x,z),<pl (x,z) )x[ 11-0,11) 
=a'ò' P((x,z),g(x,z) x [ 11-ò, 11]) 
dove la prima uguaglianza sfrutta il fatto che <p 1+1 (x,z) = <p 1[ <p 1 (x,z), 11] e <p~+I (x,z) = 
<pf[<p~(x,z),11-ò], per t=l,2, ... , la prima disuguaglianza l'ipotesi induttiva e l'ultima 
disuguaglianza la base induttiva. 
Come accennato in precedenza, consideriamo la successione {<p 1 (O, y)} :o. 
Riesce <p 0 (0, y) =O, <p 1 (0, y) = g(O, y) >O, perché, per l'ipotesi (t2), f(O) >O e 
sappiamo che g(O,y)eint(O,yf(O)], inoltre <p 2 (0,y)= g(g(O,y),11]> g(0,11)~ 
g(O, y) = <p 1 (0, y) perché g è strettamente crescente in x e crescente in z; allora, per 
induzione, otteniamo che <p,+1(0,y)= g(<p,(O,y),11]> g(<p,_1(0,y),11]= <p,(O,y), 
t=2,3, ... , ovvero {<p,(O,y)} è una successione crescente e, essendo ogni <p1 a valori in 
[O, x], limitata e pertanto converge ad un certo valore ç e [O, x]. Per la continuità di g 
riesce ç = g( ç, 11). Discorso del tutto analogo per {<p~ (O, y)} oo • 
1=0 
Le condizioni del primo ordine applicate all'equazione di Bellman nel punto 
g(l;, 11) sono 
U'[f(l;, 11)- g(ç, 11)] =P J v1[g(ç, fl),z']Q(z,dz'), 
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che, poiché vale il Teorema d'inviluppo (Corollario 2.1) e il consumo ottimo è dato da 
c( x, z) = zf (x)-g( x, z), si possono riscrivere come 
U'[c((,, 11)] =P J U'{c[g((,, fl),z']}z'f'[g((,, 11)]Q(11,dz') 
=P J U'[ c((,,z') ]z' f'((,)Q( 11,dz') 
=Pf' ((,) J U'[ c((,,z') ]z' Q( 11,dz') 
>Pf' ((,)U'[ c((,, 11) JJ z' Q( 11,dz') 
zPf' ( (,)U' [c((,, 11) ]z ·, 
dove la seconda uguaglianza usa il fatto che ç = g((,, 11), la prima disuguaglianza le 
ipotesi (Ul), (U2) e (cl) e l'ultima disuguaglianza il fatto che, per la monotonia di Q, 
vale J z' Q( T],dz') ~ J z' Q( y; 11 ,dz') = E( .il .i= y; 11 ) = z·. Dalla disuguaglianza 
appena ricavata deduciamo che Pf'((,)z* <l e pertanto, per le ipotesi (fl) ed (f3), 
riesce (,>x*, dove x* è stato scelto in modo che valga P/' (x*)z* =l. Ma allora esiste 
kzl tale che <pk(O,y)>x* ed esiste O<ò< 11 -y tale che <p~(O,y)>x*, da cui 
2 
otteniamo la seguente relazione di monotonia fra coppie di punti di S: (x*, z •) < 
(<p~(O,y),11-8)< (<pk(O,y),11)$; (x,11). In base alle considerazioni esposte in 
precedenza per quanto riguarda P' ( (x,z),[ <p~ (x,z),<p, (x,z)] x [ 11-8, 11]), perveniamo 
a 
pk(a,[s*,b])= pk((O,y),[x*,x]x[z*,11]) 
zpk ((O, y ),[<p~ (O, y ),<p k (O, y)] x [ 11-8, 11]) 
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che, assieme a pk ( b, (a, s * J) ~ a k 8 k, condizione ottenibile con un procedimento simile 




costruite in modo simmetrico 




Di seguito enunciamo alcuni Teoremi molto noti in letteratura che abbiamo 
utilizzato in alcune delle dimostrazioni del presente lavoro. Non riportiamo le 
dimostrazioni ma forniamo i riferimenti bibliografici al riguardo. Naturalmente ci 
limitiamo agli enunciati dei Teoremi e alle definizioni strettamente necessarie alla 
comprensione di tali enunciati, senza nessuna pretesa di esaustività degli argomenti 
toccati. Per qualsiasi approfondimento si rinvia ai testi di analisi, di teoria della misura 
e probabilità in circolazione. 
A.l Il Teorema del massimo. 
Dato un qualsiasi problema di ottimizzazione espresso da 
h( x)= SUD j(x,y), 
yef 
si rende necessario definire in un modo più generale possibile l'insieme r dei valori 
ammissibili per la variabile di controllo y E Y. Poiché tale insieme in genere dipende 
dal valore assunto dalla variabile stato x, l'idea è introdurre una relazione fra ciascun 
elemento x E X e un sottoinsieme r (x) c Y; chiamiamo questa relazione 
corrispondenza fra l'insieme X e l'insieme Y. Il principio di ottimalità, che determina 
un legame fra la soluzione di un problema di programmazione dinamica espresso in 
forma sequenziale e la soluzione dell'equazione funzionale di Bellman, si applica nel 
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caso di funzioni continue e limitate e si basa sul Teorema del Massimo di Berge. 
Questo Teorema, oltre alla continuità della funzione obiettivo uniperiodale, richiede 
-
anche la continuità della corrispondenza r:X ~ Y che descrive l'insieme delle scelte 
ammissibili. Vediamo quindi cosa si intende per continuità di una corrispondenza. 
DEFINIZIONE A.l Una corrispondenza r:X ~ Y a valori compatti è 
superiormente semicontinua in x0 se r ( x0 ) è non vuota e se per ogni successione 
{xn} convergente a x0 e per ogni successione {y,,} tale che Yn er(xn), n=O,l, ... , 
esiste una sottosuccessione di {y n} convergente ad un punto in r ( x0 ). 
DEFINIZIONE A.2 Una corrispondenza r:X ~ Y a valori compatti è 
inferiormente semicontinua in x0 se r ( x0 ) è non vuota e se per ogni y e r ( x0 ) e per 
ogni successione {x,,} convergente a x0 esiste N~l e una successione {yn}==N 
convergente ay tale che Yn er(xn), n=N,N+J, .... 
DEFINIZIONE A.3 Una corrispondenza r:X ~ Y è continua in x0 se è 
superiormente e inferiormente continua in x0• 
Appare evidente che se una corrispondenza degenera in una funzione, cioè per 
ogni x r (x) è un unico punto, sia la superiore semi continuità che l'inferiore 
semi continuità implicano da sole la continuità su tutto l'insieme di definizione X. 
TEOREMA A.l (Del Massimo; Berge, 1963, cap. 6) Siano X c R 1 e Y c Rm, 
f: X x Y ~ R una funzione continua e r: X ~ Y una corrispondenza continua a 
valori compatti. Allora la funzione h: X ~ R definita da 
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h(x) = maxf(x,y) 
yef(x) 
è continua e la corrispondenza G: X~ Y definita da 
G(x) = {y Er(x):f(x,y) =h( x)} 
è non vuota, a valori compatti e superiormente semicontinua. 
La dimostrazione è in Stokey e Lucas (1989), Teorema 3.6 a p. 62. 
A.2 La funzione valore. 
La soluzione v dell'equazione di Bellman, la funzione valore, vtene 
caratterizzata come punto fisso di un operatore di contrazione; il Teorema di Banach-
Cacciopoli afferma che tale punto fisso è unico se lo spazio in cui è definito 
l'operatore di contrazione è completo (o di Banach). 
DEFINIZIONE A.4 Sia (X, p) uno spazio metrico e T:X ~x una funzione che mappa 
X in se stesso. T è una contrazione (di modulo p) se esiste PE(O,l) tale che 
p(Tx ,Ty) ~ pp(x,y), Vx,y E X. 
TEOREMA A.2 (Di Contrazione; Banach e Cacciopoli) Sia (X, p) uno spazio 
metrico completo e T: X ~ X un operatore di contrazione di modulo p, allora 
a. T ha un unico punto fisso v E X (cioè tale che Tv=v); e 
b. posto V 11+ 1 = Tv11 , per ogni v0 E X riesce p( v,, v)~ P"p(v0 , v), n=O, 1, .... 
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La dimostrazione è in Montrucchio (1994b), Teorema 9.1 a p. 97. 
Il seguente Corollario si rivela molto utile per caratterizzare alcune proprietà, 
come monotonia e concavità, della funzione valore nell'equazione di Bellman. 
COROLLARIO A.l (Principio di localizzazione) Sia (X,p) uno spazio metrico 
completo e T: X ~ X un operatore di contrazione di modulo ~' con punto fisso 
v eX. Se X' è un sottoinsieme chiuso di x e T(X') c X', allora v eX'. Più 
precisamente, v E T( X'). 
La dimostrazione è in Montrucchio (1994b), Proposizione 9.3 a p. 99. 
Forniamo quindi condizioni sufficienti affinché un funzionale T sia un 
operatore di contrazione. 
TEOREMA A.3 (Blackwell) Sia X c R 1 e sia B(X) lo spazio delle funzioni limitate 
f:X~R dotato della norma II!II=~~J>If(x)l. Sia T:B(X)~B(X) un operatore 
che soddisfi le proprietà di 
a. (monotonia) f, g E B( X) e f ~ g implica Tf ~ Tg e 
b. (sconto) esiste~ e(O,l) tale che 
T(f +a)~ Tf +~a, Vf eB(x), a ~0. 
Allora T e' una contrazione di modulo ~' cioè Il Tf - T gli ~ ~Il/- g!j, V f, g E B( X)· 
La dimostrazione è in Montrucchio (1994b ), Teorema 9.2 a p. 98. 
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A.3 Teoria della Misura e Probabilità. 
Dati un insieme S e una famiglia A di sottoinsiemi di S, diremo che A è 
un'algebra se contiene 0 ed Se se è chiusa rispetto al complemento e all'unione 
(intersezione) finita; mentre chiameremo a-algebra una famiglia lJ di sotto insiemi di S 
se è anche chiusa rispetto all'unione (intersezione) numerabile. La coppia (S,l:J) è uno 
spazio misurabile. La a-algebra generata da un'algebra A è la minima a-algebra 
contenente A. Uno spazio misurabile che viene frequentemente usato è (R n, CB n) , in cui 
CBnè la a-algebra generata dalla famiglia dei rettangoli (o sfere) aperti in R" e viene 
chiamata insieme dei Boreliani di R". 
Dato lo spazio misurabile (S,l:J ), una misura su (S,l:J) è una funzione J.l: lJ ~ R 
tale che 
a. J.l(0)=0; 
b. J.l(A) ~O, VA el:J; 
c. se {An} ==1 è una successione di sotto insiemi disgiunti in l:J, allora 
~(QA. )=~~(A.). 
Se J.l(S) < oo si dice che J.l è finita; mentre se J.l(S)=1 J.l è una probabilità. 
TEOREMA A.4 Sia (S,b,J.l) uno spazio di misura. Allora se {A,} ==1 è una 
successione crescente per inclusione in l:J, cioè se A, c An+P n= l, ... , vale 
l·{ Q A.)= !~~(A.). Analogamente, se {A.}==' è decrescente per inclusione e 
~(A.,) < oo per qualche m, vale ~(O A.)=!~~( A.). 
Per la dimostrazione si veda ad esempio Ash (1972), Teorema 1.2.7 a p. 10. 
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E' possibile definire una misura anche su di un'algebra A di sottoinsiemi, in 
<Xl 
questo caso però la proprietà (c) di a-additività vale solamente se U A, è contenuto in 
11=1 
A, e quindi J..l è definita solamente sulle unioni numerabili contenute in A. 
TEOREMA A.S (Teorema del prolungamento di Caratheodory) Siano S un insieme, 
A un 'algebra di suoi sottoinsiemi, J..l una misura su A e lJ la a-algebra generata da A. 
Allora esiste una misura Jl• su lJ tale che J..L(A) = Jl*(A), VA EA. 
Il prossimo Teorema fornisce una condizione sufficiente affinché il prolungamento 
della misura J..l• sia unico. Ricordiamo che una misura J..l è a-finita se esiste una 




TEOREMA A.6 (Teorema del prolungamento di Hahn) Nelle ipotesi del Teorema 
A.5, se J! è a-finita il prolungamento Jl• su lJ è unico. 
Evidentemente se J..l è una probabilità, il suo prolungamento è unico. 
Una discussione sul prolungamento di misure e una dimostrazione dei Teoremi 
A.5 e A.7 si può trovare in Ash (1972): par. 1.3. 
Il prossimo risultato fornisce un metodo per prolungare una misura su spazi 
misurabili particolari: gli spazi prodotto. Dati (X,X) e (Z,i) spazi misurabili 
consideriamo il prodotto Cartesiano S = X x Z = { s = (x, z ): x E X, z E Z}. 
DEFINIZIONE A.S Un insieme C= A x B c S è un rettangolo misurabile se A E X 
e B E t. Indichiamo con C l'insieme di tutti i rettangoli misurabili in S, con e l'insieme 
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di tutte le unioni finite di elementi in C e con iJ=X x;. la a-algebra generata da e; 
allora (S,IJ) è uno spazio prodotto. 
TEOREMA A.7 Si considerino gli elementi (X,X), (Z,fl), C ed e appena definiti. 
Sia J...t:C ~ R+ tale che 
a. J...t(0)=0; e 
b . se J..l:C ~ R+ è una successione di rettangoli misurabili disgiunti in C tali 
che Qcn =A x B eC, allora Jl(Qc" )= ~Jl(C"). 
Allora esiste un prolungamento di J..l su e. 
Questo Teorema, unitamente ai due precedenti, consente di definire una misura sullo 
spazio prodotto (S,/J) semplicemente prendendo una funzione definita sui rettangoli 
misurabili che soddisfi le (a) e (b) sopra enunciate. La dimostrazione è in Stokey e 
Lucas (1989), Teorema 7.13 a p. 196. 
Oltre all'esigenza di prolungare misure definite su algebre a misure definite su 
a-algebre, più in generale può rendersi necessario estendere certe proprietà 
caratterizzanti gli elementi di un'algebra a tutti gli elementi della a-algebra generata. Il 
prossimo Lemma offre un potente criterio per ottenere questo risultato evitando 
l'usuale, ma spesso troppo complicata, procedura che prevede di verificare 
direttamente se la famiglia i cui elementi godono della proprietà in questione sia una a 
-algebra. 
DEFINIZIONE A.6 Una classe monotona è una famiglia non-vuota di insiemi m 
che contiene l'unione di tutte le successioni crescenti per inclusione A1 c A2 c ... di 
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insiemi di m e l'intersezione di tutte le successioni decrescenti per inclusione 
A1 ::) A2 ::) ••• di insiemi in m 
LEMMA A.l (Lemma di Classe Monotona) Siano S un insieme e .4 un'algebra di 
sottoinsiemi di S. Allora la classe monotona m generata da .4 coincide con la a-
algebra l:J generata da A. 
La dimostrazione è in Stokey e Lucas (1989), Lemma 7.15 a p. 200. Se si vuole 
dimostrare che una proprietà vale per tutti gli insiemi della a-algebra generata, è 
quindi sufficiente verificare che essa vale per gli insiemi dell'algebra e poi verificare 
che la famiglia di insiemi per cui vale è una classe monotona. Spesso è più facile 
verificare che una famiglia è una classe monotona piuttosto che verificare se è una a-
algebra. 
A.4 Funzioni misurabili e integrazione. 
Dato uno spazio misurabile (S,l:J ), una funzione f: S ~ R è misurabile rispetto 
a l:J (o l:J-misurabile) se { s E S: f ( s) ~ a} E l:J, V a E R ; più in generale, dati due spazi 
misurabili (S,l:J) e (X,X), la funzione f: S ~ X è misurabile se la controimmagine di 
ogni insieme misurabile è misurabile, cioè se { s E S: f ( s) E A} E l:J , V A E X . 
TEOREMA A.8 Siano (S,l:J) uno spazio misurabile e {fn}==I una successione di 
funzioni l:J-misurabili convergente puntualmente a f, cioè tale che limfn(s) = f(s), 
n~oo 
V s ES, allora anche f è l:J-misurabile. 
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Per la dimostrazione si veda ad esempio Ash (1970), Teorema 1.5.4 a p. 38. 
Una funzione semplice misura bile è una funzione ~: S ~ R definita da 
n 
~(s) = LaixA; (s), dove xA:S ~ {0,1} è la funzione indicatore, {A;1;=1 è una 
i=l 
sequenza di insiemi in l:J e {a; };=
1 
è una sequenza di numeri reali. Se {A;} ;=t forma una 
Il 
partizione di S, cioè se A; n A j = 0, 'i i =t:- j e U A; = S, e i valori a; sono distinti, 
i=l 
allora la precedente sommatoria si dice rappresentazione standard della funzione 
semplice. 
TEOREMA A.9 Siano (S,l:J) uno spazio misurabile e f:S ~ R una funzione l:J-
misurabile. Allora esiste una successione { ~ ,J di funzioni semplici misurabili 
convergente puntualmente a f Se P-O {~n} può essere scelta in modo tale che 
O~~~~ ~~n+I ~f, n=1,2, .... Se f è limitata {~,J può essere scelta in modo che 
converga uniformemente. 
La dimostrazione è, ad esempio, in Stokey e Lucas (1989), Teorema 7.5 a p. 180. 
L'integrale rispetto ad una misura Il di una funzione semplice ~ misurabile e 
non-negativa (cioè a;~ O, i=l, ... ,n) nella sua rappresentazione standard è dato 
dall'espressione 
fl 
fs ~(s)Jl(ds) = La;Jl(A;); 
i=l 
mentre l'integrale di una funzione f:S ~ R l:J-misurabile non-negativa rispetto a J.l è 
definito da 
Jìf(s)Jl(ds) = sup 1. ~(s)Jl(ds), 
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dove il sup è calcolato sull'insieme delle funzioni semplici b-misurabili non-negative 
tali che O ~ ~ ~ f. 
TEOREMA A.lO {Teorema di Convergenza Monotona) Se {Jn}==I è una 
successione crescente di funzioni non-negative b-misurabili convergente quasi 
certamente af, cioè tale che limfn(s) = f(s), per ogni s eS a meno di un insieme di 
n-+oo 
misura f.1 nulla, allora 
I fdf.l = limI /,d f.!. ll-+ct:J 
COROLLARIO A.2 Se {g1} : 1 è una successione qualsiasi di funzioni non-negative 
b-misurabili, allora 
n oo 
Prova. Poniamo !,, = L g1 e f= L g1 = lim fn. Allora {fn} è una successione 
n-+oo 
i=l i=I 
non-decrescente di funzioni b-misurabili e per il Teorema A.lO e per la linearità 
dell'integrale riesce J ( ~ g; }11 = J fd!! = !~ J fndll = !~ J ( ~ g; }11 = 
Indichiamo con f+ e con f- rispettivamente la parte positiva e la parte 
negativa di una funzione f:S ~ R b-misurabile e sia (S,b,f.l) uno spazio di misura. Se 
f+ e f- hanno entrambe integrale finito rispetto a f.l, allora/ è integrabile e l'integrale 
di f rispetto a f.1 è 
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TEOREMA A.ll (Teorema di Convergenza Dominata) Sia (S,b,j.t) uno spazio di 
misura e sia {fn} ==I una successione di funzioni integrabili convergente quasi 
certamente ad una funzione f Se esiste una funzione integrabile g tale che !In l ~ g, 
n=1,2, ... , allorafè integrabile e 
Jfdj.t = limJfndj.t. n~oo 
Naturalmente se le fn sono uniformemente limitate basta prendere come g la 
funzione costante g= M, dove M costituisce il limite comune a tutte le fn. Si vede 
00 
subito, inoltre, che il Corollario A.2 vale anche nell'ipotesi che la serie L gi sia finita: 
i=I 
n oo 
in questo caso, infatti, basta porre fn = L g; e f= L g; e quindi valgono le ipotesi del 
i=I i=l 
Teorema A .. l l. 
La dimostrazione dei Teoremi A.lO e A.ll si trova in Ash (1970), Teoremi 
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