In typical master/slave teleoperation systems, a human operator generally manipulates the master to control the slave through the visual information like camera image. However, the operator may get into trouble due to the limited visual information depending on the camera positions and the delay on the visual information because of low communication bandwidth. To cope with this inherit problem in the camera-based teleoperation system, this paper presents a teleoperation system using a reconstructed graphic model instead of the camera image. The proposed teleoperation system consists of a robot control module, a master module using a force-reflective joystick, and a graphic user interface (GUI) module. The graphic user interface module provides the operator with a 3D model reconstructed using a small set of sensing data received from the remote site. The proposed teleoperation system is evaluated through a peg-in-hole assembly task. 
Introduction
Teleoperation systems such as a master/slave system enable human operators to perform various tasks even in hazardous environments such as space, underwater, or an atomic power plant. In the teleoperaion systems, an operator should control the slave with the limited information of vision and touch. The vision and touch are the most important information to perform tasks successfully, and it is obvious that those losses deteriorate the efficiency of the tasks. Therefore, the sophisticated sense feedback is important for the operator to perform the tasks more successfully.
A visual information system is one of the most essential and important subsystems of the teleoperation system. However, there is a situation in which vision information is insufficient or limited due to obstructions, distance, and so on. Thus, the development of the visual information system that can provide an effective display of the remote scene is required. A human operator can interact with remote environment using three types of visual information in teleoperation systems: real view, camera image, and reconstructed graphic model. The real view has a crucial drawback of location limit. Employing camera image hinders efficient real-time teleoperation due to time delay caused by excessive amount of image data, and camera image may be limited due to the viewing angle and location of the camera. The reconstructed graphic model implies the 3D virtual graphic model reconstructed using a small set of sensing data, e.g., position sensor data, received from the remote site. The teleoperation using the reconstructed graphic model can be applied in real time since it uses sufficiently small amount of image data. It is also advantageous in simulation and off-line programming. Park et al. [3] developed a supervisory control system using computer graphics for telemanipulator. It simulates a telemanipulator and objects in the virtual environment.
The operator can generate instructions interactively using the simulated display of the world, and specify a 3D path for the manipulator using a mouse. The system is capable of detecting and preventing collisions. Bilateral teleoperation system using the Internet as a communication channel is an issue in the teleoperation.
The teleoperation system using Internet is actively investigated because it is easier to implement relatively than some kind of private communication channels.
Moreover, the Internet is already well constructed. Sano et al. [4] developed a practical force reflecting teleoperator through the Internet.
The literature review shows that many researchers attempt to apply the reconstructed graphic model, the haptic feedback, and the Internet to the teleoperation. This paper presents a teleoperation system using the reconstructed graphic model with the force reflection through the Internet. can control the real robot in the remote site to perform the peg-in-hole task using the force reflective joystick.
Tele-manipulation system
The human operator feels reaction force through the force reflective joystick when the robot contacts with an obstacle during performing the peg-in-hole task. The reaction force exerted on the human operator can be helpful to successively perform the peg-in-hole task in the remote site.
The developed teleoperation system is composed of three modules, i.e., a robot control module, a graphic user 
Robot control module
The robot control module receives commands from the The velocity command from the master module can damage assembly parts when contact is generated. Figure   3 shows this situation. The operator may generate the positive y-directional motion but this motion increases the contact force and may be harmful to the parts. To avoid wrong motion command, the robot control module filters the velocity commands using direction of sensed force signals. Therefore, motions to decrease the contact force can be applied to the manipulator.
Graphic user interface (GUI) module
The host PC in the operation site controls the force reflective joystick, communicates with the robot controller in the remote site, and reconstructs the virtual robot model using OpenGL. The GUI module provides a teleoperation mode and a simulation mode. The teleoperation mode uses both of the joystick control and TCP communication module, whereas the simulation mode uses only the joystick control module. Figure 4 shows the architecture of the teleoperation algorithm in the operation site.
If the teleoperation mode is selected, it initiates the force reflective joystick and the TCP communication with the remote site, and then the robot is set to an initial point. The virtual robot model in the GUI is reconstructed using the joint angle data received from the robot control module. When the end-effector of the manipulator contacts with an obstacle in the remote site, the force and torque data is transmitted to the joystick control module to generate reaction force.
On the other hand, when the simulation mode is selected, it initiates the force reflective joystick, and the virtual robot model runs according to the velocity command of the end-effector inputted through the joystick. A collision detection algorithm is included in the simulation mode to provide reaction force when a contact occurs during the peg-in-hole task in virtual environment. Figure 5 shows the constructed GUI module for the teleoperation system. 
Conclusion
This paper proposes a teleoperation system using the reconstructed graphic model, which is advantageous in real time application because it uses sufficiently small amount of information from the remote site. The experiment with the pen-in-hole assembly shows that the developed teleoperation system is efficient in on-line application. Because the developed teleoperation system uses only the sensor data, the reconstruction rate of the virtual robot model in the GUI is sufficiently fast for the human operator to perform the peg-in-hole assembly task.
And the reaction force through the force reflective joystick provides the human operator a guideline for successful pen-in-hole task in the remote site.
The developed teleoperation system uses a vibration mode of the force reflective joystick to indicate that the end-effector contacts with an obstacle during performing the peg-in-hole task. However, the vibration mode may not be effective for the more complicated task. Therefore, it is needed to develop a more effective force reflection algorithm for the future work.
