Abstract. The rate of convergence of solutions of a certain Volterra integral equation and a system of two Volterra equations to almost-periodic limit functions is studied. The equations considered arise from some diffusion problems with nonlinear and almostperiodic boundary conditions.
1. Introduction. The purpose of this paper is to study the asymptotic behavior of the solution x of the nonlinear Volterra integral equation
.
t x(t) + | a(t -s)g(s, x(s)) ds =f(t),
t e R+ = [0, oo), (1.1)
• o and we want to find an estimate for the rate of convergence of x to an almost-periodic limit function. More generally, we also consider the system of equations I't ' 1 Xi(f) + | ax(t -sjg^s, Xj(s)) ds + I a2(t -s)g2{s, x2(s)) ds =fx{t),
• 0 *0 (1) (2) x2(t) + | a2(t -s)gl(s, x^s)) ds + | at(t -s)g2(s, x2(s)) ds =f2(t), t e R+.
• 0 • 0
The functions f(t), f(t), g(t, y) and g^t, y), i = 1, 2, are assumed to be asymptotically almost periodic (as functions of (), and hence it is not surprising that one can, under certain conditions, prove that the same is true for the solutions x(t) and x^t), i = 1, 2. This has been done in the special case a(t) = (nt)~1/2 in [7] , and in some cases when a is integrable in [3] and [6] , The same question of asymptotic almost-periodicity for solutions of the system (1.2) is considered in [10] and in [11] the stability of the limit functions under small perturbations of the equations is established. In [12] and [13] some generalizations of this system of equations are studied using monotonicity properties of certain integral operators and basically the same ideas are used in this paper too. But here the main emphasis is not on the fact that the solutions converge to almost periodic limit functions (although this is shown under slightly weaker assumptions than before, i.e. we do not assume that g(t, y) and gt(t, y) are locally Lipschitz continuous functions of y), but on the estimates for the rate of convergence. Equations of the form (1.1) arise from the following diffusion problem: let u be the solution u, -uyy, y > 0, t > 0, lim u(t, y) = 0, f > 0, (1.3) uy(t, 0) = g(t, u(t, 0), t > 0.
Then it follows (at least formally) that x(f) = u(t, 0) satisfies (1.1) with a(t) = (nt)~1/2 and /(f) = (2n)~1 jo (t -s)~ 1/2s-3/2J? m(0, y)exp( -y2/(4s)) dy ds, t e R +. The system (1.2) arises from a similar diffusion problem on a finite interval: Let u be the solution of the equation (L > 0)
Then one gets the system (1.2) with x:(f) = u(t, 0), x2(t) = u(t, L),
The study of Eqs. (1.3) and (1.4) in [7] and [10] with g(t, y) and g{(t, y), i = 1, 2 of the form -c2 sin(t))3, was inspired by a theory of superfluidity of liquid helium (see [8] ).
2. Statement of results. If a2 = 0 in (1.2), then one has two equations of the form (1.1). Thus Eq. (1.1) is a special case of the system (1.2), but it turns out that the results one gets in this way from the theorem concerning system (1.2) are not the best possible ones. First we consider the more general, and harder, case of the system (1.2). Theorem 1. Assume that aieLUR+-,R), i = l,2, (2.1)
where Ax = a, + a2, A2 = -a2, 
where /c-1 is the inverse function of k and h(t) = 21/2 sups>(> Ws..lt i£ii>2| Jgi(s, y +f(s)) -git00(s, y +f,a0(s))\.
For the properties of almost periodic functions that we will need, see e.g. [1] , The assumption (2.8) is a technical one that is used when one proves that the solutions of (1.2) are bounded, and it is satisfied if ^(t, y) = g2(t, y) is an odd and nondecreasing function of y (cf. [10, Lemma 3] ).
The claim in [10, p. 566 ] that "u = (I -M(s)/N)u maps S0 strictly inside S" need not hold in general because the assumptions in [10, Lemma 5] do not exclude the possibility that M(s) = 0. Thus it seems that some assumption of the form (2.11) would be needed for the proof in [10] to go through. This fact is also pointed out in the remarks following Lemma 2 of [13] . Concerning Eq. (1.1), we have the following result. Theorem 2. Assume that a e L^R"" ; R) is positive, nonincreasing and log(a) is convex on (0, oo), (2.13) /e C(R+R), (2.14)
/" e C(R; R) is almost-periodic, (2.15)
there exists a bounded function p such that (y -p(t))g(t, y) > o, teR+,yeR, (2.18) gx(t, y) s C(R+ x R\ R) is an almost-periodic function of t, uniformly for y on compact subsets of R, (2) (3) (4) (5) (6) (7) (8) (9) (10) (11) (12) (13) (14) (15) (16) (17) (18) (19) y) _ 9x(t, y) -* o as t -* oo, uniformly for y on compact subsets of R, (2.20) there exists a continuous, nonnegative and increasing function k on R + such that gw(t, y) -
Then there exists a continuous solution x of (1.1) and a continuous almost-periodic function such that
where k~l is the inverse function of k and h(t) = sup s > (,|y| S sup,,,* UW-| £?(s> y f(s)) ~ 9ao(s> y "I" fcc(s)) I ■
The proofs of these two theorems are similar to those in [10] and rely on a " variation of constants" equation and comparison arguments. Observe that we do not, as in [3, 7, 10] , assume that g^t, y) and git x(t, y) are locally Lipschitz continuous functions of y-3. Proof of Theorem 1. First we observe that we may without loss of generality assume that gt(t, y) and gt ^(f, y), i = 1, 2, are locally Lipschitz continuous functions of y, with Lipschitz constant independent of t. If this is not already the case, then we replace gt by the function 2m gt(t, s) ds, t e R+, y e R, i = 1, 2 and similarly for gt x. To see that these functions are locally Lipschitz continuous we note that it follows from (2.9) that gu x(t, y), i = 1, 2, is uniformly bounded when y is in a compact set (see [1, p. 52]), and by (2.10) the same statement is true for the functions g^t, y). All properties of gt and gt x that we need remain unchanged (we may be forced to modify the functions pt slightly), and since none of our estimates depend on the Lipschitz constant we can let m -* oo at the end of our calculations. This is possible because the solutions we find will be uniformly bounded and equicontinuous and hence we can pick a subsequence that converges uniformly on compact sets. Next we establish the existence and boundedness of a solution of the system (1.2) and first we reduce (exactly as in [10] ) (1.2) to a system that is easier to handle. Let R, x, i = 1, 2, A > 0, be the solutions of the equations , t It follows from standard results (cf. [9, Chap. II]) that there exists a local solution of (3.4), hence also of (1.2), and in order to show that this solution can be extended to the whole of R+ it is sufficient to establish an a priori bound on the solution. Note also that u is independent of A since Qu +f is a solution of (1.2).
Let ||y|| = maxd^! |, \y2 |} if y e R2. We deduce from (3.2), (3.4) and the proof of [10, Thm. 4 ] that \\u(t)\\ < 2~ll2yu 16 R+, (3.5)
provided we can show that if e > 0 is arbitrary and ||y|| < 2~1/2(y1 + e), then sup ||y -kQg(t, Qy +/(t))|| < 2" 1/2(yj + e), (3.6) teR + for some A > 0 (depending on e). To do this we recall that we already noted above that g(t, y) is uniformly bounded for y on compact subsets of R. Hence we can choose A > 0 so that A sup ||0(t, z+/(t))|| <2_1e, teR+ (3.7)
llzll S-/1+E
The absolute value of the first component of y -A.Qg(t, y +f(t)) has the upper bound (add and subtract y2/2)
If we use the same estimate for the second component and apply (2.7), (2.8), (3.7), the definition of y1 (in (2.11)) and the assumption that ||y|| < 2~1/2(y1 + e), then we obtain (3.6). Thus we conclude that (3.5) holds.
The assumptions (2.4) and (2.9) imply that there exists a sequence ! tending to oo such that 9i.oo(t + t", y)^gi,o0{t, y), fu x{t + tn)^fu ^(t) as «-► oo, i = 1, 2, (3.8)
uniformly on R, and also uniformly for y on compact subsets of R. It follows from (3.2), (3.4), (3.5) and the uniform boundedness of g(t, y) that u is uniformly continuous and therefore there exists a uniformly continuous and bounded function v (||u(t)|| < 2"1/2yj) and a subsequence of {t"}, again denoted by {f"}, such that u(t + t") -> v(t) as n ->• oo, uniformly on compact subsets of R. Now it follows from (2.5), (2.10), (3.2), (3.4) and (3. Here gx(t, y) = (gu "(?, yj, g2< x(t, y2)j' and/00(f) = (fu x(t),f2i Jt))7. We observe that since u is independent of A, so is v also. Next we will try to find an upper bound for ||u(f) -t>(f)||, and it also remains for us to show that v is almost periodic.
By (3.4) and (3.9) we have , t We choose A to be sufficiently small, compared to the Lipschitz constant of gx, and we want to show that To derive the inequality (3.11) we break up the first component of the vector on the left-hand side into two terms; the first term can, by (2.11) and the assumption that gl " is locally Lipschitz continuous, be estimated as follows:
u(t) -v(t) = | R;(t -s)(u(s) -f(s) -kQig^s, Qu(s) +/00(s)) -gx(s, Qv(s)
'
IIu(t) -v(t) -Qu(t) + ./^(f)) -gjt, (MO +/"(f)))|| < ||u(f) -i>(f)|| -A/C(||u(f)-i;(t)||
I (MO -MO + MO -MOP"1 -^2" II2{bi, oo(t, (MO + m2 (0) The other terms are treated in the same manner and if we add the two terms that come from the same component and use the definition (3.12), then we get (3.11) . Note that here we use the fact that k is convex, because then (k( \y1 -y2 |) + k( |yi + y21 ))2~1 > k(||y||). Define the functions m, wu w2 and the constant ck by (we will later use the fact that c; is sufficiently large with respect to the bound on u) MO = l";(0 -vi(t)I' ' = 2, m(t) = maxjw^t), w2(t)}, t e R+, , , (3-13) cA = max|sup ||i>(r) -AQg^t, Qv(t) +/00(r))j|, 3yx .
W<0 I
From (3.2), (3.10), (3.11) and (3.13) it follows that (recall that h is defined in the statement of Theorem 1)
. t .00
Wj(t) < I Rit A(t -s)(m(s) -XK(m(s)) + A/i(s)) ds + cA ) RLX(s) ds, teR + ,i=l,2.
• 0 
Wi(t) = | R,,(t -s)(M(s) -XK(M(s))
'° (3.14)
. These functions Wt are not necessarily independent of A, but this fact is of no consequence.
We want to replace R{ x in (3.14) by one function with certain desirable properties so that t ,00
Wi(t) < I rA(t -s)(M(s) -XK(M(s)) + Ah(s)) ds + cx I rA(s) ds, t e R+, i = 1, 2.
•o 't (3.16)
Before we can do this we must show that the functions (and hence also M) are absolutely continuous and nonincreasing. Observe that by (3.2) and (3.14), H^(0) = ca(A(Jo ^((s) ds)'1 + 1)_1; we then deduce, from our bounds on ||u(t)|| and ||i>(t)|| and the definition of cx, that we may without loss of generality assume that K is such that K(M(0)) > h(0) + cA(Jo v4,-(s) ds)~1, for all small X and i = 1, 2. If we now solve Eqs. (3.14) by iteration, and initially substitute W^t) = cA J® RitA(s) ds on the right-hand side, then we see, since h is nonincreasing, Rt ;(t) > 0 and K(M(0)) satisfies the inequality above, that all iterates are absolutely continuous and nonincreasing. We conclude that the same assertion is true for the functions Wt.
Now we proceed to define the function r;. Let the functions Bhi = 1, 2, be defined as the solutions of the equations 
• o
Finally the function rk, X > 0, is defined to be the solution of the equation t r^tj + A'1 I a(t -s)rx(s) ds = X" la(t), t e R +. Next we are going to establish (3.16), and for this reason we solve M(t) -XK(M(t)) + Xh(t) from (3.14) with the aid of (3.17); we deduce from some calculations, in which (3.1) and (3.2) are used, that M(t) -XK(M(t)) + Xh(t) = W,{t) + XW^/Ati0) ,t + X\ (Bi(t -s) -Bi(oo))W;(s)^s + B,(oo)VIj(f), a.e. teR+, i= 1,2.
Since the functions Wt are nonnegative and nonincreasing, it follows from (3.18) and our definition of a(0) that M(t) -XK{M(t)) + Xh(t) > Wt(t) + /W;(t)/a(0) , t + X | b(t -s)WJ(s) ds, a.e. t e R+, i = 1, 2.
From this inequality we conclude, since rx(t) > 0 and b(co) = 0, that (3.16) holds (we go through the same calculations as above but now we use (3.19), (3.20) and the fact that HtfO) < c,).
As an immediate consequence of If we recall that h and a are nonnegative and nonincreasing, then we can deduce from a lemma due to Tchebysheff (see [2, p. 278] ) that , t ,t ,t | a(t -s)h(s) ds < t~1 | h(s) ds | a(s) ds, t e R +. • 0
If we combine these three inequalities with (3.18 ) and the definition of l/fl(0), then we obtain a(s) ds > f| £ I lMi(l) + j || | ^(rjdrj -|| A^dzj JdsJJ , t > 1.
(3.24)
To prove that (2.12) holds (with (x^ x(t), x2, <*>(£))' = Qv(t) +faa{t)), we let X -* 0 and use the definition of u in (3.3) and also (3.12), (3.13), (3.15) and ( te R + we need by (4.2) only note that it follows from (2.18) that if e > 0 is arbitrary and Iy | < supteR+ \ p(t)\ + e, then |y-Xg(t, y +f(t))\ < sup,eR+ | /(f) -p(t)\ + e, provided X is small enough.
Exactly as in the proof of Theorem 1, we obtain the existence of a function v such that v(t) = | rx(t -S)(KS) -(s, v(s) +/x(s))) ds, t e R. x [a + | a(s) ds j j, t e R To establish (2.22) (with xx = v + f^), we have now only to note that k(M(t)) is a nonincreasing function of r and that \'0 a(t -s)h(s) ds < h(0)$'t/2 a(s) ds + h(t/2) j'^2 a(s) ds, and then proceed in the same way as in the proof of Theorem 1. To prove that v is almost-periodic and thus complete the proof of Theorem 2, we argue in the same manner as in the proof of Theorem 1.
