Machine Learning techniques are widely used by online services (e.g. Google, Apple) in order to analyze and make predictions on user data. As many of the provided services are user-centric (e.g. personal photo collections, speech recognition, personal assistance), user data generated on personal devices is key to provide the service. In order to protect the data and the privacy of the user, federated learning techniques have been proposed where the data never leaves the user's device and "only" model updates are communicated back to the server. In our work, we propose a new threat model that is not concerned with learning about the content -but rather is concerned with the linkability of users during such decentralized learning scenarios.
INTRODUCTION
Advances in machine learning (ML) has paved the way to solving numerous problems across various domains e.g., medical diagnosis, autonomous driving, or fraud detection. As a result, many companies provide ML-based services such as virtual assistants that can understand and communicate in natural language. Training models for many such ML applications however require large-scale data. One such source of data are mobile devices which capture signals using various sensors (e.g., GPS, camera, biometrics, microphone).
Due to the privacy-sensitive nature of this data, many methods have been proposed recently [22, 46, 47, 65, 71] to learn from such decentralized data sources and with a special emphasis of learning on mobile devices. Primarily, these methods enable training ML models without the raw data ever leaving the device and hence already provide users one layer of privacy. Moreover, this also allows application developers to offload computation to increasingly powerful mobile devices.
Despite the apparent advantage that raw private data can be kept local, decentralized learning does not yet completely solve privacy concerns. While initial research [7, 22, 48, 65] has been conducted on keeping the data private, risks about linkability have been largely overlooked. This work, to the best of our knowledge, is the first to study linkability threats in a decentralized machine learning scenario.
In our experiments, a set of users train a Convolutional Neural Network (CNN) for image classification in a federated learning scheme. Within this decentralized learning framework, we present two linkability attacks which solely use user-specific model updates communicated by devices. We find that these model updates contain sufficient user-specific information for linkability attacks, remaining consistent across different sets of users' data across multiple devices and time-spans. In our experiments, we show our linkability attacks succeed with 85% (48× chance-level) and 52% (175× chance-level) accuracy on two large-scale challenging datasets.
Furthermore, we propose the first mitigation strategies that are effective in preventing such linkability attacks, while maintaining utility of the task. More specifically, we find our methods mitigate the attacks with up to 86% and 95% effectiveness on the two datasets.
RELATED WORK
In this section we look at related work specific to our task of identifying linkability threats in decentralized learning setups.
Deep Learning and Privacy. Deep learning [29, 38] is a highly effective machine learning technology with applications encompassing language translation, autonomous driving, and medical diagnosis. Recently, applications have also been proposed to assist and safeguard user privacy [52] [53] [54] introducing techniques such as erasing sensitive content in users' images before sharing it on social networks. Across many applications of deep learning, since resulting models are often complex comprising millions of parameters and are trained on a large amounts of data, there is a push [2, 55, 59, 66, 68] in addressing the model privacy. For instance, these models can be analyzed to recover private information about the users or the model itself [14, 21, 50, 66] . Our work is closest to the model privacy threats where the adversary attempts to link and reidentify users from the model parameter updates in a decentralized learning setup.
Privacy Threats in Decentralized Learning. Training ML models for many tasks often require sensitive training data e.g., personal photos, medical diagnosis, and financial records. Decentralized learning (also referred to as collaborative [66] or federated learning [47] ) are proposed as a solution for users to train ML models without explicitly sharing the raw data. Such protocols work by users training local ML models on their private datasets and communicating updates over multiple rounds to a centralized server, which co-ordinates the training. This results in an ML model effectively trained on all user data, although the user does not share the raw private data with another party. Work in this context has been studied along two attack surfaces -the trained model itself and the model updates communicated to the server. [30] focus on the former, exploring reconstruction and poisoning attacks in this setting. With respect to the model updates, prior works [22, 48, 65] have addressed it within the differential privacy framework; but without considering an explicit threat model. Our work proposes an explicit linkability threat model which uses model updates as the attack surface to perform the attacks.
Linkability Attacks. Linkability attacks involve an adversary attributing one or more disconnected entities (e.g., social media profiles, text) to a single identity. A number of works have studied linkability threats on social networks, such as cross-site identity tracking to match profiles of users based. This is typically done using various user cues -profile attributes [25, 49, 57] , geo-location [11] , social graph structure [36, 39, 79] or content [24, 34] . Some works have addressed linking written texts such as reviews or articles using the stylometric features [4, 64] . Recently, [6] studied the temporal linkability of microRNA expression profiles. In this work, to the best of our knowledge, we are the first to demonstrate a new linkability threat based on incremental parameter updates of users' ML models.
Mitigation. There exist some prior works on mitigating the vulnerability of models. In our task, a user needs to privately communicate a vector (a model update) to a server. Specific to the decentralized learning setup, [65] propose a selective SGD algorithm which partially communicates these vectors. This work, along with few others [2, 22, 48] propose adding properly-calibrated random noise via differential privacy [17, 18] mechanisms to achieve a reasonable privacy-utility trade-off. Other alternate countermeasures typically involve encryption [9, 23, 26, 78] or secure multiparty communication [8, 77] . In this work, we propose an alternative client-sided distortion strategy which adds domain-specific noise with the intention of achieving minimal loss to utility.
BACKGROUND: DECENTRALIZED LEARNING
In this section, we briefly introduce the task and prior work on decentralized learning. We motivate the task in Section 3.1. We present the terminology and notation specific to this setting in Section 3.2 and discuss distributed data scenarios in Section 3.3. Section 3.4 covers a popular decentralized algorithm [47] , which we use to train our collaborative models.
Motivation
Machine Learning pipelines generally involve collecting data suitable for the task and training it on a single machine. However, datasets can be massive [3, 37, 69] , thereby making it inefficient or even impossible to train the model on a single machine. As a result, decentralized ML algorithms have been proposed [15, 20, 42, 45, 58, 65, 76] as a solution to learn when the data is spread across multiple machines in a data center. Alternatively, large amounts of data can naturally be available across multiple clients. For instance, user-generated data on personal computing devices such as smart phones, tablets or laptops. In these cases, service providers can use decentralized algorithms to train ML models on this naturally distributed user-centric dataset. As an added benefit, the model can be trained with the raw personal data of the users, without it ever leaving the users' personal devices. Moreover, since these devices capture and generate data using multiple sensors (e.g., GPS, camera, audio, biometrics), this allows for training of models for many interesting applications. For example, photo assistants to help automatically organize images on their mobile devices; or intelligent on-screen keyboards to provide customized predictions and auto-corrections.
For the rest of the paper, we specifically focus on the case of learning from decentralized user data on personal computing devices, which we refer to as clients. Due to its applicability, there is a growing interest among both industry [46, 71] and academia [8, 35, 47, 48, 65] to leverage such methods.
Notation and Terminology
In the previous section, we motivated how a decentralized learning scheme is beneficial to both users and service providers. Now, we move the focus to the technical details.
The overall objective is to perform supervised training and learn parameters w of a model f w : X → Y using a dataset D = {(x i , y i )} n i=1 by minimizing the loss function L. We use H to denote the loss computed over the set of n training examples:
k, u client, user K, U client set, user set K, U # clients, users w t server's/global weight at round t ∆w t k weight update by client k at round t u k user of client k D k Data on client k n k # datapoints on client k In a decentralized setting, we refer to the notation in Table 1 . Each client k ∈ K has a local dataset D k . Collectively, across all clients we have D = k D k , such that D k ∩ D k ′ = ∅, (k k ′ ). A server S is available to help co-ordinate the training process.
Following the example of a photo-assistant, a real-world user u owns a smart-phone k which is used to capture personal photos D k . A photo assistant f w could be effectively trained across photos D across all users U. Diff. types of Learning -Federated Using H k (w) to denote the objective solved locally on client k, the objective in Equation 1 can now be re-written as:
With respect to this setting, we discuss the data distribution in Section 3.3 and the optimization protocol in Section 3.4.
Decentralized Data Scenarios
Distributed learning algorithms [15, 20, 42, 45, 58, 65, 76] typically assume data among the clients are (a) independent and identically distributed (IID) and (b) balanced, as can be seen in Figure 1a . Consequently, each partition D k on client k is a random subset of D. For instance, this occurs when a company has collected large amounts of data and this data is spread across multiple machines in one or more data centers.
In contrast, data can be non-IID and imbalanced among clients, which is characteristic to user-generated data on mobile devices (visualized in Figure 1b ). For instance, user-specific photographic style and content when capturing image data on smart-phones. The recently proposed federated learning approaches by Google [46] [47] [48] address training ML models in this decentralized data scenario.
Algorithm for Decentralized Learning
Given the data D k partitioned among clients k ∈ K, the objective is to learn parameters w of the model f w , in the presence of a server S. We use the popular FederatedAveraging algorithm [46, 47] (Algorithm 1), proposed specifically to perform training on non-IID and imbalanced decentralized data; this has also served as the footing for multiple prior works [8, 22, 48, 67] . This idea here is that training occurs over multiple rounds, where in each round t, a fraction of clients k ∈ K t train models f w using the local data D k and only communicate incremental model update ∆w t k towards the server's global model w t . The server aggregates updates from multiple clients and shares back an updated improved model after each round. Over multiple rounds of communications, the users converge to model parameters w t that has been effectively learnt from all the data D, without their raw data ever being communicated to the server or another client. Performance of this algorithm is influenced by three parameters: (a) C, the fraction of clients sampled in each round to perform a model update (b) E, the number of local epochs (training passes) the client performs before communicating an update and (c) B, the local batch size used for client updates.
Algorithm 1: FederatedAveraging [47]
Server's algorithm: Input: K clients; T number of rounds; C fraction of clients sampled each round; B client's batch size; E number of local epochs
SETUP: DECENTRALIZED LEARNING
In the previous section, we introduced the idea and concepts relevant for training tasks in a decentralized manner. Now, we discuss how we extend it to our setting, where users collaboratively train a photo assistant. Section 4.1 presents our decentralized data model. We then cover the specifics of the collaborative task and additionally discuss the CNN model to perform this task in Section 4.2.
Modeling Per-Client User Data
In typical federated learning settings (Figure 1b ), each client corresponds to one particular user. However, recent studies [5, 33] demonstrate ownership of multiple devices per user. In particular, [33] shows 77% of Americans own a smart-phone, 73% a desktop/laptop computer, 53% a tablet computer and 22% an e-reader. In such cases, a user could capture, store or sync data among many devices and as a result, exhibit similar data patterns (photographic styles, language patterns, etc.) across multiple clients. In order to model this, as shown in Figure 1c , we consider the case of multiple clients associated with each user in the federatedlearning setup. Specifically, we consider (a) K > U , where each user's data is available on multiple clients participating simultaneously in the federated learning setup (b) a client k strictly contains data of only a single user (c) each client contains a unique set of data points.
Collaborative Task
Using the data D partitioned across multiple clients, the central objective is to perform a collaborative task effectively training over all the data. This is achieved by supervised training of model f w .
For this work, we choose multilabel classification as the collaborative task: given an input x ∈ X, predict labels y ∈ R d where y i denotes the probability of output label i. Note that this is a generalization of single-label classification task (where the probabilities sum to one). Classification models find their applicability in numerous real-world predictive tasks (e.g., predicting next word, spam classification, or fraud detection).
Model for Collaborative Task. In our experiments, we consider the task of multilabel image classification, in the spirit of a photo assistant. For example, such assistants can be used to organize personal user photos by labeling them with 'things' that appear in the photo e.g., boats, towers, cathedrals and selfies. Since training them relies on human-centric and private image data that is readily available on mobile devices, it is ideal if the assistant can be trained without the raw data ever leaving the client.
We model the multilabel image classifier f w in Equation 1 as a deep Convolutional Neural Network (CNN), arguably the most effective architecture for many visual recognition tasks -image classification [29, 38, 70] , object detection [60, 61] , segmentation [28, 41] , etc. Training of modern, parameter-heavy CNN architectures requires heavy computational resources; it takes 14 GPU days [80] to train ResNet, a state of the art ImageNet classifier. Since our scenario involves the computation of model updates in local clients like mobile devices and laptops, it is not feasible for practitioners to implement federated learning on such a large-scale architecture. In order to reflect such realism, we use the MobileNet [31] as the model architecture. It is a lightweight architecture that strikes a good balance between latency, accuracy and size compared to other popular models. Consequently, it is supported as a standard model on popular on-device machine learning frameworks e.g., Apple's CoreML 1 and Google's Tensorflow Lite 2 .
Assumptions for Collaborative Learning
We make the following assumptions in the decentralized setting where the users (victims for linkability attacks in the next section) are training the collaborative task: (AC1) All clients collaboratively train a model for the same task. (AC2) Data distribution on clients is stationary. (AC3) All clients are honest and do not intend to poison or compromise performance on the collaborative task. We consider these assumptions reasonable that will translate well to real-world scenarios.
THREAT MODEL
In this section, begin by motivating the linkability threat in Section 5.1. Based on the assumptions in Section 5.2, we present two linkability attacks in the next section.
Motivation and Examples
The key hypothesis behind our threat model is that there exist user-specific patterns that can be captured and exploited by adversaries to link users across clients. These patterns may be encoded into the model update signals of multiple clients of the same user. This insight allows an adversary to link users, clients and model updates in the decentralized learning setup.
Examples. Our threat model can lead to attacks across a variety of scenarios compromising the users' privacy. Consider user Alice who uses the same popular photo assistant application on a smartphone and tablet, which uses images on the device for federated learning (Algorithm 1). To train the central recognition model, the devices regularly communicates model updates computed on the local user-centric data to a server. The user-specific patterns in the model updates across these devices potentially leads to numerous linkability threats:
(T1) The adversary eavesdrops on Alice's model updates and learns that the devices belong to the same user. As a result, present and future personal information in the smart phone is associated with that in the tablet. (T2) Alice regularly connects to a VPN or Tor network to anonymize Internet traffic by obfuscating the source IP address. However, if the photo assistant app is communicating model updates in the background, this can be used as a signature to link Alice across various IP addresses. (T3) The adversary creates multiple clients with customized data distributions, such as by mimicking photos of users interested in automobiles, fashion or food. The adversary can then perform linkability attacks to associate model updates from these mimicked users to Alice and find her interests. (T4) The adversary creates a shadow device with Alice's photos retrieved using public information or through black markets. The adversary can now link updates from this shadow device to Alice's devices. Upon retrieving the new user-specific model updates, the adversary can recover the IP addresses of the requests (possibly exposing location) or perform reconstruction attacks [30, 78] .
Assumptions
We assume that the adversary's objective is to perform linkability attacks solely using model updates. Furthermore, we assume the adversary:
(AA1) does not modify model updates communicated during decentralized training; (AA2) has access to unencrypted weight updates to perform the attack; (AA3) performs learning-based attacks.
In addition, we assume the adversary knows the model architecture. However, this is not strictly required since the adversary can perform random access into the parameter values. Note that (AA2) is a standard assumption in prior work [48, 65] that study privacy of model updates. This holds when the server is malicious or when an adversary eavesdrops on updates sent over an unencrypted channel.
LINKABILITY ATTACKS
In this section, we present two linkability attacks: an identification attack to associate a user profile with a model update and matching attack to associate two model updates with each other. In both cases, the adversary uses machine learning models to learn generalizable user-specific patterns in the model updates.
Data for Attacks. As a result of communications between clients and the server during the decentralized training, a set of model updates {∆w t k : ∀k, ∀t } is generated. In the following, we denote a model update simply by ∆w i . For training and evaluating attack models, we enrich each model update ∆w i with the corresponding client k i , user u i , and the training step number t as labels.
Training and evaluation of all our attack models use ∆w i as input. In our setting (Section 4.2), these are model update parameters of the MobileNet CNN generated by each client. ∆w i contains 3.5M parameters (float32 numbers) representing the weight updates of 26 convolutional and 1 Fully Connected (FC) layers. We assume the adversary's ML attack models are: (a) trained on flattened and L 2 normalized parameters of the FC layer (a 19k-dim vector) (b) independent of round t (c) performed post-hoc i.e., the adversary attacks recorded or stored updates ∆w i . We will later relax these assumptions and experimentally show that it has minimal effect on the proposed attack scenarios.
Identification Attack
In this attack, the adversary knows a certain set of updates and the corresponding user profiles (training data). The task is then to apply this knowledge to new updates:
The adversary may have acquired the user profile to perform this attack based on e.g., information leaked by the device 3 or generated by an adversary (T3-4). An identification attack allows the adversary to identify a target user from the updates allowing other attacks to be performed [30, 66] . We consider the following identification attack models:
(1) Chance: The adversary classifies users uniformly at random.
(2) SVM: The adversary trains a multi-class linear Support Vector Machine (SVM) to classify users. We use a Multilayer Perceptron with 128 Hidden units, ReLU activation and Dropout with rate 0.2 to classify users from input updates. The MLP is trained using SGD with learning rate 0.01, 0.9 momentum and 1e-6 LR decay. Architecture is visualized in Appendix A.
For the experiments, we split the client set as K = K train ∪ K test , such that for every user at least one client is in K train and K test . During training the adversary observes {(∆w i , u i ) : k i ∈ K train }, where K train is the training split of clients. We use the other partition {(∆w i , u i ) : k i ∈ K test } for evaluation. Each client produces an equal number of updates during decentralized training and this set is balanced w.r.t user labels.
Matching Attack
In this task, the adversary's objective is to predict the match probability given a pair of parameter updates:
By matching, the adversary can associate information from different clients and link it to the same user profile. We consider the following identification attack models:
(1) Chance: The adversary performs chance-level classification by predicting p ∼ Unif (0, 1) independent of model updates.
(2) MLP: The adversary trains the MLP-based identification model to predict per-user probabilities for every user l given the weight updates: P[u i = l] and P[u j = l]. We then compute the final match probability by p = max l P[u i = l] · P[u j = l]. (3) Siamese: The adversary trains a Siamese network [10, 13] with metric learning [74, 75] structured as: (a) Two FC-128 layers with ReLU activations which individually encodes ∆w i , ∆w j into a 128-dim embedding (b) L 1 distance layer to represent distance between these embeddings (c) FC-1 layer with sigmoid activation to predict the match probability. We minimize the binary-cross entropy loss and perform optimization using RMSProp with learning rate 10 −3 . Architecture is visualized in Appendix A.
We evaluate the attacks on a balanced set of update pairs {(∆w i , ∆w j , [0, 1])}. We always consider the challenging case where ∆w i and ∆w j are generated from two different clients. Further details on generating this data for train and evaluation across a range of scenarios will be discussed in the evaluation sections of the attack (Sections 8.3-8.4).
Attack Scenarios
We consider two phases to the adversary's attack. In the observation (training) phase, the adversary creates an attack model based on updates ∆w i from a certain set of users. In the test (evaluation) phase, the adversary performs the attack on a new set of clients.
We now present two attack scenarios, based on the occurrence of seen and unseen users at test-time.
Closed-world. In this scenario, we assume in the observation phase that the adversary has encountered at least one update ∆w i from each user u ∈ U to create both attacks models.
Open-world. Now we consider a more unrestricted scenario, where the adversary encounters updates from new unseen users at test time. We first partition the user set as: U = U seen ∪ U unseen (U seen ∩ U unseen = ∅). In the observation phase, the adversary can create an attack model solely based on updates from the seen set of users. As a result for the identification task at test time, the adversary additionally encounters unseen users. Specific to identification attack, the adversary now predicts ∆w i → u ∈ U seen ∪ {ukn}, where ukn denotes a special class for unseen users. The matching attack remains unaffected.
DATASETS
To study the federated learning setup, we need datasets to train a model for the collaborative task. In our experiments, we consider training a multi-label image classifier (Section 4.2) through federated learning. We use two public, academic image datasets, PIPA [82] and OpenImages [37] to train this classifier. Since both these datasets are based on images from the popular photo-sharing website Flickr 4 , we find the training images (a) have the notion of "owner" or "user" and (b) contain user-specific patterns; this makes them ideal to train a classifier on examples resembling usergenerated data on clients. All images in both datasets are publicly available on Flickr and have been used in various prior works [44, 51, 63, 72, 83] .
PIPA
PIPA [82] is a large-scale dataset of ∼37k personal photos uploaded by actual Flickr users (indicated in the author field in Flickr photo metadata). To assure certain minimal amount of per-user data, we only use users with at least 100 images, resulting in 33k images over 53 users. For each user, images are further grouped into Flickr albums (denoted as photosets in Flickr metadata) that roughly captures event changes. As an example, Figure 2 displays images of two random users and their photosets. PIPA was originally published as person recognition dataset; to enable the training of multi-label image classifier, we obtain labels for each image by running a state-of-the-art object detector [32] that detects 80 COCO [40] classes, such as umbrella, backpack, and bicycle. To perform reasonable training and evaluation of the multilabel classification task, we use 19 classes that occur in approximately >1% of images with high precision.
Per-user Data Splits. In this paper, we consider the data to be distributed across multiple clients (Section 4.1). There are multiple ways we can model this in the experiments. In the one extreme, all clients of each user will have the same data distribution (e.g. whenever Alice wants to take a photo, she flips a coin to decide whether to use her cell phone or tablet); in the other extreme, data in clients will not share any common feature at all (e.g. Clark Kent takes photos of his daily life with his cell phone, but as the Superman, he uses his tablet to take photos all over the world). Depending on the similarity of per-user data across clients, the linkability attack may be easier or harder. For PIPA, we use two types of per-user data splits:
(1) random: images per user are randomly distributed across clients; (2) photoset: photosets and their corresponding images are distributed across clients. For instance, for the user bob in Figure 2, {32, 165 
OpenImages
OpenImages [37] is a large-scale public dataset from Google, consisting of 9M Flickr image URLs and weakly labeled image-level annotations across 19.8k classes. We work with a subset of 1.7M images, for which additional bounding box annotations using 600 classes is provided.
The annotations for the images in this dataset are severely imbalanced, with just 100 classes occurring in approx. >1% of the images. Moreover, the number of classes is large and often semantically overlap (e.g., person, man, human) Hence, for learning the multilabel classifier, we choose 18 classes with minimal overlap (e.g., car, person, building).
Every image in OpenImages contains user information (the same author Flickr photo metadata as in PIPA). The dataset contains images spanning 79k users, with many users associated with very few images. Hence, to make the decentralized learning feasible, we prune out users with less than 500 images with EXIF data. This results in 317k images from 327 Flickr users. Using the EXIF data, we group images with the same captured dates; examples are visualized in Figure 2 . We find user images often cover a wide time span (>7 years in the displayed examples). Similar to PIPA, we find some users have more consistent themes of photographs (e.g., user 'dave' in Figure 2 ) compared to others.
Per-user Data Splits. As for PIPA, we consider multiple strategies to split the images across clients per user:
(1) random: Images are randomly distributed across clients;
(2) day: Images are distributed across clients in chunks according to the date metadata; (3) chrono: We first sort the photos of each user based on their EXIF timestamps. This photo stream is then split in half and placed on different clients. This is the most challenging split; this represents the case where the user has bought a new mobile device.
Analysis
We hypothesized in Section 5.1 that there exist user-specific patterns in data that can be captured and exploited by adversaries to link users across clients. Before studying and exploiting patterns in the model updates, we measure the amount of such patterns in the raw data themselves. We obtain the following statistics per user based their images: (a) intra-user distance: the median image-feature distance between images within each user; (b) inter-user distance: the median image-feature distance between the user images and random images in the dataset. Distances are computed based on L 2 distance of image features extracted using MobileNet pretrained on ImageNet. We scatter plot the intra-and inter-user image distances for every user in Figure 3 . We observe intra-user distances are much lower than the interuser distances, indicating higher similarity within the users' images compared to similarity with other users' images. Upon manual inspection, we find users with low intra-user distance indicate users capturing images with a constant semantic theme (e.g., of only cars or football matches) and with high intra-user distance covering a broad range of concepts. Users with low-inter user distance exhibit images closer to what a typical user might share (often peoplecentric) and with higher distances that deviate from this (e.g., user has only images of insects).
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EVALUATION
In this section, using the datasets previously presented (Section 7), we first evaluate the performance of the collaborative task in the federated learning setup in Section 8.1. We evaluate the previously discussed identification (Section 6.1) and matching (Section 6.2) attacks based on multiple scenarios (Section 6.3). We evaluate these attacks in the closed-world scenario in Section 8. 
Collaborative Task
Before evaluating the linkability attacks, we evaluate the decentralized learning performance on the collaborative task of multilabel image classification. We show that our federated learning scheme indeed results in a good image classifier.
Evaluation Metric. We use Class-mean Average Precision (AP) as the evaluation metric for the collaborative multilabel classification task, which is commonly used for such tasks [19, 40, 54, 73] . We first plot the Precision-Recall curve for each class, and compute the areas under the curves (per-class Average Precisions). The overall performance is then computed by taking the mean over all per-class Average Precisions. We compute these AP scores using the scikit-learn [56] library. We hold-out 20% of the data for both PIPA and OpenImages for evaluating the collaborative task. Implementation Details. We use the pretrained ImageNet weights as initialization to the MobileNet model. Unless stated otherwise, we retrain the final four convolutional layers and the last fullyconnected layer effectively training 1.6M/3.2M parameters. We find that this (instead of fine-tuning the entire CNN) is faster and has a negligible effect on the collaborative or adversarial tasks. We perform optimization using Stochastic Gradient Descent against the binary cross-entropy loss.
We follow the federated learning algorithm in Section 3.4 and Algorithm 1. By default, we use C=0.1, E=1 and B=8, which we empirically find, results in a good trade-off between convergence and communications required. We train for 200 epochs for both the datasets with learning rate η=0.01. Since we are memory-constrained to train hundreds of clients in parallel, we execute the client-update step sequentially per round. The clients are stateless and their weights are re-initialized to the global weights each round. Training the MobileNet this way requires ∼1 day for PIPA and ∼4 days for Open-Images on an Nvidia Tesla V100 GPU with 16 GB memory. All models are written in Python and implemented using Keras [12] with the Tensorflow [1] backend.
Evaluation. We train and evaluate the collaboratively learnt models and baselines across multiple splits (see Section 7) on both datasets. See Table 3 for the summary of APs for multiple models on different datasets and splits.
We compare decentralized learning ("FedAvg") against baselines including the centralized learning ("Centr. "), K-nearest neighbor ("K-NN"), and the chance level ("Chance") methods. K-Nearest Neighbors (KNN) model at K = 10: for a given test image, averaged labels of the PIPA OpenImages split random photoset random day chrono Chance-level classification means that we predict each label with a probability p ∼ Unif(0, 1). We observe from Table 3 that (i) the baselines chance level and K-NN have low performances (9.5% and 14.9% AP, respectively, for PIPA-random), demonstrating the non-trivial nature of the task; (ii) the decentralized learning (FedAvg) achieves a comparable performance to the centralized learning (45.1% versus 49.7% AP for PIPA-random). Figure 4 show the loss curves across training with different C values. We observe that C = 0.1 provides a good tradeoff between the computational efficiency and AP performance.
Having shown that our decentralized learning indeed achieves a reasonable performance in the multi-label image classification task, we proceed to the evaluation of linkability attacks.
Closed-World Scenario: Identification Attacks
In federated learning, clients communicate multiple model updates ∆w i based on the local data. To understand how much linkable information exists in those updates within the closed-world scenario (Section 6.3), we now measure performance of the adversary's identification (Section 8.2) using the attack methods discussed in Section 6.1. This section also provides sensitivity analyses with respect to multiple factors.
Evaluation Metrics for Identification Attack. We use the following metrics (computed using scikit-learn [56] ) to evaluate the adversary's identification performance:
(1) Mean Average Precision (AP): Adversary's precision-recall curves for each user on the test set clients is computed. We then compute the per-user Average Precision (area under the where the prediction is successful if the ground-truth user is among the top 5 predictions.
These metrics are common among classification tasks e.g., [19, 40, 54, 73] for AP and [16, 29, 38] for Top-1/5 accuracy. We use the AP as the primary metric, since it also takes into account the predicted probabilities per class. In order to compute the adversary's information gain due to its access to gradient updates, we also measure the Increase over Chance AP metric, computed by (predicted AP)/(chance AP).
Layer-wise Identification Performance. Adversary's linkability attacks are based on the models updates ∆w i . In our experiments, the model updates are 3.5M dimensional vector updates of the Mo-bileNet model covering 88 layers. Layers at various depths of the network are known to learn various concepts [81] -lower level features (e.g., corners, edges) at the initial layer and higher level features (e.g., wheel, bird's feet) at the final layers. In this part of the analysis, we analyze the layer-wise amount of user-specific information that can by exploited by the adversary. We restrict the analysis to layers that have trainable parameters -the 27 convolutional and the final fully connected layer. We train and evaluate the adversary MLP model (Section 6.1) using the parameter updates for each trainable layer of the network. The layer-wise identification attack AP scores are presented in Figure 5 . We perform this analysis on the PIPA dataset, random split (Section 7.1).
From Figure 5 , we observe: (i) all layers provide above-chance level information to the adversary to perform the identification attack; (ii) higher level layers contain more identifiable information; (iii) for two convolutional layers at similar depths, the layer with a higher number of parameters is more informative (e.g., layer 14 vs. 15); (iv) the final Fully Connected (FC) layer updates are the most informative. Hence, going forward, we will only use parameters of this FC layer to train all attack models random photoset Identification Attack Performance. We evaluate the identification attack in the closed-world scenario on both PIPA and Open-Images datasets and all splits (Section 7). The results are given in Table 4 and 6 over PIPA and OpenImages, respectively. We observe: (i) All attacks greatly outperform the chance-level performances, with as much as 175x boost for MLP on the OpenImages dataset under the random split, highlighting the effectiveness of the proposed linkability attack; (ii) Even the most simple K-NN attack is as effective as other attacks and already presents a significant threat (150x over random chance on OpenImages, random split); (iii) MLP is the most effective attack across both datasets and splits (175x over random chance on OpenImages, random split); (iv) Although the absolute AP scores are lower for the more challenging and larger OpenImages dataset (53.7% AP on random split), the increase over chance level performance is significantly higher (48x on PIPA vs. 175x on OpenImages under the same split); (v) The attack is highly effective (106x) even on challenging OpenImages-chrono split, where the clients of the user have images across two different time spans. This implies that even if the user switches over to a new phone, the adversary can use the gradient updates from the new device to link back to the user of the previous device.
There is strong evidence that model updates do contain ample linkable information.
Comparison with Image Classification. The user-specific patterns in the model updates ∆w i ultimately result from the userspecific patterns in the images themselves. To obtain a reference point for the identification attack results (Tables 4 and 6) , we measure the identifiability from the image pixels themselves (x i → u i ).
We train and evaluate a user classifier using a single raw image x i as input. We train a MobileNet model to perform this image to user classification. We use the identical client splits to assign the images to training and test sets.
Note that we can use the same evaluation scheme as before (AP and Top-1&5 accuracies). From results in Tables 5 and 7, we observe: (i) All attack models are reasonably effective at this task (≥18x chance-level in PIPA and ≥25x in OpenImages) -raw image pixels do indeed contain user-identifiable information; (ii) this task is more difficult than the identification based on model updates (71x vs. 175x for identification based on images and model updates, respectively, on the OpenImages-random split.
Effect of the Amount of Training Examples. In the previous experiments, we analyzed the effectiveness of the identification attack with the adversary's attacks are trained on all updates from each training split clients. Now we study the sensitivity to the amount of training examples. We train multiple MLP adversary models, each trained on a random subset of the training data with various sizes. We evaluate performance with respect to training set size in Figure 6 across all datasets and splits. We observe that the adversary can perform reasonable attacks based on a small number of updates per user. On OpenImages, the adversary already achieves 21.5x chance-level performance with single training example per user.
Explaining the High Effectiveness of the Attack. We have observed in the previous experiments that (i) update-based user identification outperforms the raw-image-based one (Tables 4-7); (ii) identification attack achieves reasonable performance even when only a few training examples are used per user ( Figure 6 ); (iii) even simple baselines (such as K-NN) are comparably effective. In the following experiments, we analyze what makes the attacks so effective.
To show how well the model updates are clustered, we visualize them using the t-SNE [43] algorithm. t-SNE projects highdimension data (in our case, >19k dimensions) onto a 2-dimensional plane while approximately preserving the distance graph, making the data visualization-friendly. We use the implementation in sci-kit learn [56] . As suggested in the documentation, for computational random day chrono efficiency, we first reduce the dimensionality of the parameters to 50 dimensions using PCA and then perform t-SNE to obtain a 2-dimensional embedding of the training examples. Figure 7 (left) shows the t-SNE embeddings of gradient updates where each color denotes a unique user. We immediately observe the distinctiveness of the user updates, which is characterized by the coherent clusters of updates per user.
For comparison, we show the t-SNE embeddings of the images x i . We embed the image features ϕ(x i ) from the ImageNet pretrained MobileNet. The embedding is visualized in Figure 7 (right). We find that the images exhibit larger variances per user in this embedding space, compared to the model updates.
We conjecture that the model update ∆w i provides a good aggregate statistics of the data D k for each client, empowering the linkability attacks. The low variance among the model updates per client (Figure 7) can be explained by this.
To validate this conjecture, we now perform an image set classification: users are classified based on aggregated subsets of their images. Let ψ s : X s → X denote an aggregation function, which reduces a set of s examples into a single aggregated representation. For instance, choosing ψ s = µ s denotes computing the mean over the s image representations. Using this construction, we can now evaluate attacks for various choices of ψ and s. Figure 8 displays the identification AP score influenced by aggregate sizes s across multiple aggregation strategies ψ . We observe across both datasets: (i) classification AP increases with size of the aggregation factor s, indicating that aggregation does lead to better classification; (ii) this occurs for multiple choices of aggregation functions ψ ; (iii) the performance eventually plateaus, resulting in the performance comparable to the identification attack for PIPA; (iv) this aggregation strategy is even more effective for the OpenImages dataset, resulting in even better user prediction performance than the update-based prediction. From these observations we conclude that the aggregate statistics of the users data captured makes the identification attacks ∆w i → u i highly effective, when compared to performing similar attacks on individual user images x i → u i ; hence validating our conjecture.
Influence of the Update Round t. Recall from the FederatedAveraging algorithm (Algorithm 1) used for decentralized training, optimization occurs over multiple rounds t ∈ {1, · · · ,T }. We now study the sensitivity of attack efficacy on the update round t by training and evaluating the attack ∆w t i → u i at different t. For experiments, we group the updates (separately for train and test), based on the epoch ranges during which they were generated. The collaborative task is trained for 200 epochs, which are split into 10 ranges, each with 20 epochs. We train and evaluate the same MLP attack model over all 10 × 10 train-eval pairs. The matrices of performances across all those pairs are presented in Figure 9 for PIPA and OpenImages. We observe that the round t at which the update was generated has little influence on the performance. Thus, the adversary does not require access to the model update rounds to achieve the most effective attacks.
PIPA
Closed-World Scenario: Matching Attacks
We now study the matching attacks that performs the following task: (∆w i , ∆w j ) → u i ? = u j (Section 6). I.e., given a pair of updates were they generated by the same user? We always consider the updates ∆w i and ∆w j arising from different clients. Table 8 presents the AP performances on this task. We find that the adversary can match the users very well. On PIPA, the MLP based attack achieves nearly perfect (99.5% AP) matching on random split. Across all datasets and splits considered, the matching can be done very successfully, all greater than 91.2% achieved in the PIPA-photoset split. There is ample, generalizable user-specific information in the gradient updates that enable the adversary to match them across clients.
Open-World Scenario
In the previous sections, we studied the identification (Section 8.2) and matching attacks (Section 8.3) in the closed-world, where during both training and evaluation, updates were used across all users U. In this section, we consider the open-world scenario (Section 6.3), where at test time the adversary encounters a new set of users U unseen that were unseen during training. This is more realistic and challenging setup for the adversary.
User Split. We split the users and their updates into three sets: (a) U unseen : none of the updates from all clients of these users are available during training (b) U seen : updates from only a single client of the user is available during training and the other reserved for evaluation (c) U holdout : updates from both clients of these users are reserved purely for training purposes.
Identification. In the closed-world scenario, we trained a classifier with U classes representing all users at test time. Now, in the open-world scenario, we perform classification over U seen + 1 classes with class ukn collectively denoting unseen users. During training, we use user U holdout and their updates to train the ukn class. We train an ∆w i → u i MLP classifier as described in the Section 6, with the same hyper-parameters, although with a varying number of output classes depending on the number of seen users.
Matching. To perform the matching attack in the closed-world scenario, we previously (Section 8.3) used a classifier ∆w i → u i to classify the pair of updates (∆w i , ∆w j ) individually. However, since both updates at test-time could be generated from different unseen users, this is no longer possible in the current scenario. Hence, we train a Siamese network (discussed in Section 6) to perform the task of matching, which does not require user labels. The network is trained using the data {(∆w i , ∆w j , [0, 1])}, using updates from held-out and seen set of clients. Given an update pair (∆w i , ∆w j ), the network is trained to predict the probability that they have been generated by the same user P[u i = u j ].
Evaluation. The performances are evaluated at different ratios of seen and unseen users at test time. We keep the size of the hold-out set constant to one-third of the total number of users. Evaluation for both identification and matching tasks are presented in Figure  10 . We observe: (i) even in the open-world scenario, we perform much higher than chance-level for both the tasks (3x-14x for identification and 1.5x-1.8x for matching in PIPA) consistently across a wide range of seen vs. unseen scenarios (ii) for the identification attack, although we notice a slight drop in AP performance (67%→43% in PIPA) as %seen users increase, performance compared to chance-level significantly increases (3x→14x) due to increase in output-space of the attack; (iii) in the matching task, the Siamese model performs much higher than chance-level even in a purely open-world setting, with no seen users (1.5x for PIPA and 1.8x for OpenImages). Even in the presence of unseen users at test time, our identification and matching attacks are robust and generalizable.
MITIGATION STRATEGIES
In the previous section, we have evaluated our threat models across closed-and open-world scenarios. We have observed the high effectiveness of linkability attacks. In this section, we present some mitigation strategies to counter these attacks. The effectiveness of the proposed adversary can be attributed to the distinctiveness of the model updates ∆w k per user (Section 8.2). The focus of our mitigation strategies is to reduce such distinctiveness in model updates, while satisfying the conditions that they should (a) not decrease utility (decentralized learning performance) too much, (b) involve low computation overhead, (c) not rely on a trusted-third party, and (d) allow users to selectively employ the strategy to various extents depending on personal preferences.
We spell out the assumptions for our mitigation strategies. Together with the assumptions for the collaborative learning (Section 5.2), we assume that the mitigation strategies are (AM1) client-sided, 
Method
Based on the requirements and assumptions, we propose datacentric mitigation strategies: clients shift their data distributions, rather than transforming the model updates. More specifically, clients mix their original data D k with certain "background" data D bkg to "blend into the crowd", thereby rendering the model updates less user-specific. The mixing takes place before the adversary's training process. We will explain the strategies in greater detail, and discuss how they address the requirements.
Collecting D bkg . The background dataset D bkg can by any labeled set of training examples for the same decentralized learning task (e.g. a trusted open-source dataset or user-annotated dataset).
To create the background dataset, we depend on the entire original OpenImages dataset (Section 7.2) of 1.7M examples, since it is the largest available dataset for our multilabel classification task. This makes for a great starting point, since these images represent a random selection of Flickr images, which is also the image source for both our datasets. Out of these, we select a random sample of 59k images to be used with PIPA and 490k images to be used with OpenImages, to reflect roughly 2x amount of training data. We introduce four mitigation strategies in the following.
Gaussian Noise (noise). As a baseline, we add zero-centered Gaussian noises to updates:
Note that the noised updates ∆ŵ k will no longer be true gradients; it is hard to predict the optimization results.
Data Replacement (bkg-repl). Each client replaces a fraction α ∈ [0, 1] of its data D k with ones from D bkg . At α = 0, no mitigation strategy takes place; at α = 1, every user has identical data composition.
Data Augmentation (rand-aug). Instead of replacing, each client k augments data (since more data helps [27, 69] ) from D bkg :
where α ≥ 0 determines the size of augmentation. As α → ∞, clients' data distributions converge to D bkg , making them indistinguishable from each other.
Mode-specific Data Augmentation (mm-aug). So far, the clients' strategies were to mix their data with background data from a single source D bkg . We now consider the strategy where each client mixes data from different sources. For instance, Bob has photographs of football matches on his mobile and tablet, providing user-specific information. mm-aug then adds 'car' images to mobile and 'flower' images to the tablet. Note the difference from the previous rand-aug strategy, where Bob adds random images (car, wine, dog, etc.) on both devices. We perform this by first clustering D bkg into M clusters M m=1 D bkg m . We use the k-means clustering over the ImageNet pretrained Mobilenet features. Each client k picks a cluster m at random, and augments its data with ones from the cluster:
where α ≥ 0 controls the degree of mix. We use M=100 for PIPA and M=500 for OpenImages.
Evaluation
We evaluate the proposed mitigation strategies by measuring the adversary's performance against our countermeasures. For simplicity, we constrain the analysis to the closed-world identification attack on the random splits, where the adversary's performance is strongest (Section 8.2).
We evaluate the strategies in terms of trade-off between privacy (reduction in adversary's performance) and utility (decentralized learning performance). As in Section 8.2, we measure the adversary's performance as increase over chance-level AP scores. We measure utility by collaborative multilabel classification AP scores, normalized to have utility=1.0 when no mitigation takes place.
For each mitigation strategy, multiple hyperparameters are considered. For noise, we consider Gaussian noise with µ = 0 and σ 2 ∈ {10 −2 , 10 −1 , 10 0 , 10 1 , 10 2 }. For bkg-repl, we use α ∈ {0.0, 0.25, 0.50, 0.75, 1.0}. For rand-aug and mm-aug, we use α ∈ {0.0, 0.5, 1.0, 2.0}.
We present evaluation for our strategies in Figure 11 . Better mitigation strategies have curves towards the top-left corners in each plot (high privacy, high utility). We observe: (i) the noise baseline decreases utility severely at a small gain in privacy; (ii) replacing data with background samples (bkg-repl) is a good alternative strategy: we have both higher privacy and utility than noise. However, when D bkg contains a domain-shift or non-representative examples for training, this impacts utility. This can be observed in PIPA, where it achieves 0.75x utility since the user data is no longer used; (iii) the augmentation-based strategies rand-aug and mm-aug outperforms noise and bkg-repl in terms of utility and privacy; (iv) for the mm-aug strategy, already at α = 0.5, we observe a good combination of privacy and utility (75% decrease in adversary's AP in OpenImages, compared to 45% for rand-aug and 67% for bkg-replace).
We find the strategy mm-aug offer the most effective and practical operating points, requiring the user to perform minimal augmentation to achieve reasonable privacy. We remark that the utility for mm-aug can be more than 1.0 even at higher privacy level. This is due to the effect of additional data [27, 69] . This increased privacy and utility comes at the cost of preparing a labeled dataset and increased training time (training set becomes (1 + α)× bulky). However, this overhead will be less costly with increasingly powerful devices and energy-efficient ML models for mobile devices [31, 62] .
CONCLUSION
We make first steps towards addressing the linkability attacks in the decentralized training setup. We have shown that our attack models can exploit the user-specific data patterns in the communicated model update signals to link two instances of the same user. The established links open ways to other threats on user privacy. To mitigate such attacks, we proposed calibrated domain-specific data augmentation, which shows promising results of achieving privacy with minimal impact to utility. 
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