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Introduction
Essai clinique
Un essai clinique (étude clinique ou encore essai thérapeutique) est une recherche
biomédicale pratiquée sur l'Homme dont l'objectif est la consolidation et le perfec-
tionnement des connaissances biologiques ou médicales. Elles portent ainsi sur des
problématiques variées, notamment :
 Utilité d'un médicament pour traiter une maladie donnée.
 Comparaison de la sécurité et de l'eﬃcacité entre une dose prédéterminée et une
dose diﬀérente d'un médicament.
 Évaluation d'un nouveau dispositif de diagnostic par rapport à une méthode de
référence.
 Étude de l'eﬃcacité d'un médicament dont l'AMM (Autorisation de Mise sur le
Marché) a été validée pour une autre maladie.
 Comparaison de l'eﬃcacité entre diﬀérents traitements pour traiter une même
maladie.
Ainsi lors de l'élaboration d'un nouveau médicament, plusieurs essais cliniques sont
à mener selon les recherches déjà existantes : test d'eﬃcacité et d'innocuité du traite-
ment, étude de la dose optimale, comparaison à un traitement ayant obtenu l'AMM,
comparaison à l'eﬀet placebo.
L'élaboration de ces essais cliniques est réglementée. Ainsi pour que des données
cliniques puissent permettre l'obtention d'une AMM, elles doivent suivre entre autre
les Bonnes Pratiques Cliniques (BCP) décrivant une norme relative à la bioéthique
dès lors que le sujet est humain. Ces dernières ont depuis 1997 été harmonisées au
sein de plusieurs pays grâce à l'initiative conjointe de l'industrie pharmaceutique et
des autorités réglementaires de l'Europe, du Japon et des États-Unis de par le Conseil
International d'harmonisation des exigences techniques pour l'enregistrement des médi-
caments à usage humain crée en 1990 [30]. Les données pré-cliniques (menées en amont
sur l'animal) quant à elles sont soumises aux Bonnes Pratiques de Laboratoire telles
que déﬁnies par L'OCDE [51].
Le droit de la santé prévoit quant à lui l'obligation d'informer les participants des
risques éventuels de façon exhaustive ainsi que l'obligation d'obtenir son consentement
éclairé à l'inclusion dans l'essai. Il est également obligatoire d'avoir l'avis favorable d'un
Comité de Protection des Personnes (CPP). Son but est de vériﬁer entre autre l'inté-
rêt scientiﬁque et médical de l'essai, d'évaluer le rapport entre risques et bénéﬁces, la
conformité aux BCP ainsi que la présence d'une assurance en cas de dédommagement
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de participants.
L'application d'un modèle statistique peut, selon la méthode employée, être sujette
à diﬀérents biais, causant ainsi des erreurs de jugement sur la conclusion de l'essai. Les
essais cliniques ne sont pas exempts de tels biais, il est donc nécessaire d'intégrer dans
la méthodologie leur prise en compte.
Les biais connus lors d'essais cliniques sont celui d'attrition : diﬀérences d'eﬀectifs entre
la phase d'inclusion et la ﬁn de l'étude pour le groupe témoin et/ou le groupe test en
fonction de facteurs excluant (intolérance au traitement, eﬀets secondaires) pouvant
amener à une sur-estimation de l'eﬃcacité ; le biais de confusion (confusion entre les
eﬀets du traitement thérapeutique et les conséquences de la maladie traitée), le biais
de sélection (diﬀérence entre le groupe traité et le groupe témoin), le bais de suivi
(diﬀérences de prise en charge entre le groupe traité et le groupe témoin) ainsi que le
biais d'évaluation (critère de jugement déterminé de manière diﬀérente selon les deux
groupes).
Pour pallier à ces sources d'erreurs potentielles, plusieurs méthodologies ont été
mises en place. Un essai clinique sera autant que possible une étude contrôlée (un
groupe témoin permettant de comparer l'eﬀet du médicament présupposé actif à un
traitement connu inactif mais inoﬀensif), et randomisée (la répartition de la population
entre le groupe traité et le groupe témoin doit être faite de manière aléatoire) et menée
en aveugle ou en insu (voire en double aveugle dans le cas ou l'expérimentateur peut
être source de biais d'interprétation).
Pour le biais d'attrition il est nécessaire d'avoir une étude en intention de traiter (tout
patient reste étudié dans le groupe auquel il a été assigné malgré des possibles sorties
d'études) permettant de ne pas faire d'analyse per protocole.
Ainsi le développement d'un nouveau médicament en vue d'un usage thérapeu-
tique se décompose le plus souvent en plusieurs études cliniques successives que l'on
diﬀérencie en quatre phases, elles mêmes précédées d'études pré-cliniques.
Phases de développement d'un médicament
Phase pré-clinique : Lors de cette phase la molécule est tout d'abord étudié, au
point de vue de sa structure, de ses eﬀets cellulaires, biologiques et comportementaux
sur l'animal.
Elle est tout d'abord mené in vitro, puis in vivo sur animaux (premièrement sur des
rongeurs, puis des non-rongeurs : des porcs (proximité génétique), chiens et primates).
Ces tests permettent de déterminer les aspects pharmacocinétiques de la molécule
(étude de son devenir au sein de l'organisme), ses aspects pharmacodynamiques (étude
de ses eﬀets sur l'organisme), la dose maximale tolérée chez l'animal, la dose sans eﬀet
observable et la dose sans eﬀet toxique observable.
Si cette phase montre des eﬀets prometteurs et inoﬀensifs, le médicament passe en
phase I.
Phase I : Cette phase est le préliminaire pour l'étude de sécurité du médicament.
Le but est de déterminer la tolérance et l'absence d'eﬀets indésirables chez l'homme sur
une population de volontaires sains de petit eﬀectif : 12-40 patients (elle peut également
3
TABLE DES MATIÈRES
inclure des patients en impasse thérapeutique pour lesquels le traitement représente la
seule chance de survie).
Ainsi est déﬁnie une dose maximale tolérée pour l'homme à partir d'une dose initiale
déﬁnie à partir des résultats de la phase pré-clinique.
Elle permet également d'étudier la pharmacocinétique et le métabolisme de la sub-
stance chez l'homme.
Phase II : Cette phase est la première administration du traitement sur une po-
pulation cible. Elle se subdivise en deux sous-phases :
 Phase IIa : elle sert à établir l'eﬃcacité de la molécule sur la pathologie considé-
rée chez l'Homme ("proof of concept"). La population considérée est de 100-200
patients.
 Phase IIb : elle permet de déterminer la dose ainsi que les conditions de prescrip-
tion optimales et les possibles eﬀets indésirables. La population considérée est
cette fois de 100-400 patients.
Phase III : Également appelée étude pivot, elle permet la comparaison de l'eﬃca-
cité du traitement par rapport à un traitement de référence ou un placebo. Les groupes
sont de taille importante (500-3000 patients). Les patients volontaires sont sélectionnés
selon des critères d'inclusion/exclusion en fonction du traitement, de la maladie, et des
connaissances biomédicales établies.
C'est à l'issu de cette phase que l'AMM peut être obtenue.
Phase IV : Elle commence si l'AMM est obtenue selon les données cliniques des
phases précédentes. Elle permet l'étude de possibles eﬀets secondaires et complications
tardives à long terme, la comparaison à d'autres molécules (déjà existantes ou en dé-
veloppement), mais également les eﬀets réels du traitement (seul ou en association à
d'autres traitements). Elle peut également permettre de déterminer des facteurs in-
ﬂuents quant à l'eﬃcacité ou l'apparition d'eﬀets indésirables.
Ainsi peuvent être modiﬁés en conséquence le rayon d'action du médicament, l'exten-
sion d'AMM, la posologie.
Méthodologie d'un essai clinique.
Un essai clinique est ainsi décrit par un protocole strict suivant une méthodologie
normalisée [50], déﬁnissant entre autre la mise en place d'une étude prospective, dont
l'objectif est de spéciﬁer les critères d'inclusion, les critères d'exclusion, la méthodologie
statistique et notamment le nombre de sujets nécessaire (NSN). Le nombre de sujets
nécessaire, que nous noterons N , est le nombre minimal de patients à inclure dans
l'essai aﬁn d'assurer au test statistique une puissance donnée pour pouvoir conclure.
Pour des études comparatives, le calcul du NSN est obligatoire notamment pour la
publication de l'étude [50].
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Période de recrutement : méthodes statistiques.
La constitution de cette base de données de N patients vériﬁant tous les critères
d'inclusion et aucun critères d'exclusion est un des enjeux fondamentaux d'un essai
clinique. Pour ce faire plusieurs centres investigateurs sont, en général, sollicités (égale-
ment pour limiter le biais de selection). La période entre l'ouverture du premier centre
investigateur et le recrutement du N -ième patient est appelée période de recrutement.
Cette durée est bien sûr estimée avant le lancement de l'essai. Elle demeure néanmoins
aléatoire et très diﬃcile à contrôler. C'est pourtant un paramètre fondamental de l'essai
pour au moins trois raisons :
• Raison éthique. Il est vain de continuer une étude qui se ne ﬁnira pas faute de
recrutement.
• Raison économique. D'une part les coûts de recherche et développement d'un
médicament sont très coûteux et ne cessent d'augmenter (en moyenne de 231
millions de dollars en 1991 [26], 403 millions en 2003 [25] et 1395 mil-
lions de dollars en 2013 [24]). D'autre part, la durée de l'essai est comprise
dans la période d'exploitation de 20 ans d'un médicament [60] un délai dans le
recrutement et donc un délai dans la durée de l'essai engendre une perte de re-
venus qui peut être substantielle. A contrario une meilleure gestion du suivi de
l'essai peut engendrer des économies.
• Raison scientiﬁque. Durant la durée de l'essai, une meilleure compréhension
des phénomènes biologiques sous-jacents ou le développement de nouveaux mé-
dicaments peuvent être approuvés par les agences de réglementation et entraîner
l'obsolescence du médicament étudié.
La question du suivi du recrutement est évidemment au centre de la problématique des
essais cliniques. Les professionnels sont demandeurs d'outils rationnels de suivi et du
développement d'indicateurs permettant de détecter au plus vite des comportements
"hors normes" et hors recrutement (démarrages tardifs, taux d'événements indésirable,
recrutement faible,...) ou bien d'indicateurs prédictifs sur les comportement de la dyna-
mique de recrutement à venir. En général, ces indicateurs sont basés sur une hypothèse
de normalité et détectent en fonction d'un seuil prédéﬁni des comportements inha-
bituels en utilisant les moyennes et écart-type de la cohorte (approche dite 1-2 ou 3
sigma) et s'expriment sous la forme :
X > Mean(Cohort) +K ∗ SD(Cohort), K = 1, 2, 3 (1)
Dans le cas où les données sont en eﬀet distribuées selon une loi gaussienne, ces
indicateurs permettent d'établir des seuils au delà desquels les données seront considé-
rées "hors-normes". Cependant dans le cas d'une dynamique de recrutement, certaines
données ne suivent pas de distribution gaussienne, ainsi l'indicateur perd en pertinence.
La Figure 1 représente deux types de données recueillies à partir d'une dynamique de
recrutement, et souligne la nécessité de travailler avec des indicateurs diﬀérents.
La Figure 1 illustre à quel point cette hypothèse de normalité est éloignée de la
réalité des données d'une dynamique de recrutement. La question d'une modélisation
d'indicateurs plus pertinente se pose donc.
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Figure 1  En haut : histogramme des taux de recrutement par centres, en bas : histogramme
des durées du dernier patient inclus par centre à partir de l'instant courant.
Les premières modélisations de périodes de recrutement remontent à presque 50 ans
avec les travaux de Lee [33] , Williford et al. [61] et Morgan [19] avec l'idée déjà d'une
modélisation de la dynamique de recrutement par des processus de Poisson. Senn [57]
montre que cette hypothèse est pertinente en sachant que les processus de recrutement
vériﬁent les principales propriétés des processus de Poisson (données à valeurs entières
et dont les accroissements sont indépendants et stationnaires). Un autre avantage ma-
jeur de cette hypothèse découle de l'aspect multicentrique des dynamiques étudiées. Il
est en eﬀet possible de considérer le processus de recrutement global comme la somme
de l'ensemble des processus de Poisson considérés pour chaque centre. Ce processus
global sera, de par la propriété d'additivité des processus de Poisson, lui aussi un pro-
cessus de Poisson [56].
Un problème émerge cependant rapidement de ces modèles, à savoir la caractérisation
de la moyenne et de la variance agissant sur les diﬀérentes dynamiques de recrutement
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par un seul paramètre, l'intensité, introduisant un phénomène de sur-dispersion. Cette
lacune est soulignée par Carter et al. [17, 18] qui préconisent l'ajout d'aléa dans les
intensités de recrutement. Ces modèles sont des modèles de Poisson doublement sto-
chastique ou processus de Cox. Des états de l'art de ces modèles statistiques ont été
réalisées [15].
Le modèle qui semble être le plus pertinent à la fois d'un point de vue de la va-
lidation théorique mais aussi pratique est le modèle dit Poisson-gamma [10, 46] basé
sur un processus de Poisson dont les intensités par centres sont considérées comme un
échantillon de loi gamma. Ce modèle est au centre de ce mémoire, sa présentation, les
enrichissements ajoutés depuis sa mise en place et de multiples applications sur cas
réelles seront présentés.
Modèle Poisson-Gamma.
Le modèle considère une intensité de recrutement elle même aléatoire suivant une
distribution Gamma supposée constante au cours du temps.
Tout d'abord la validité de ce modèle est établie de façon asymptotique. Il est donc
naturel de se poser la question de la vitesse de convergence. Celle-ci est multifactorielle,
elle dépend bien sur du nombre de centres, du nombre de patients recrutés et de la
distribution de la loi gamma. Le modèle et les validations asymptotiques sont présentées
au Chapitre 1.
Certaines hypothèses ne couvrent pas l'ensemble des données émanant des dyna-
miques de recrutement. En eﬀet certains phénomènes peuvent modiﬁer les données
de recrutement, comme des pauses dans le recrutement, et ainsi invalider en théorie
l'application du modèle sur des données ne vériﬁant plus ses hypothèses. Des pistes
d'enrichissement du modèle quant à ces problématiques sont envisagées au Chapitre 2.
Une étude par simulation eﬀectuée au paragraphe 2.1 permet de donner des infor-
mations précises sur la validité du modèle dans un cas précis.
Il sera question d'inclure dans le modèle le phénomène de sortie d'étude (patients qui
sont inclus mais qui sortent de l'étude avant la randomisation) pendant la phase de
screening de manière plus ﬁne que de simplement considérer une inﬂation entre le
nombre de patients randomisés et le nombre de patients inclus de 20 %. Une technique
Bayésienne empirique analogue à celle du processus de recrutement est introduite pour
modéliser les sorties d'étude. Ce modèle est décrit au paragraphe 2.3.
Dans le cas où les dates d'ouvertures des centres ne sont pas connues, l'introduction
d'une variable uniforme permet de garder l'eﬃcacité prédictive du modèle comme pré-
senté au paragraphe 2.2.
Une autre question qui se pose est : comment prendre en compte les informations
d'interruptions dans le modèle dynamique de recrutement ? Le paragraphe 2.4 étudie
cette question ainsi que l'apport ou non de la prise en compte de ces interruptions qui
n'améliore pas forcément les performances prédictives du modèle. Il sera aussi question
de mesurer l'eﬀet de ces interruptions de recrutement sur les estimations du modèle
prédictif.
Ce modèle est utilisé depuis une dizaine années donnant des prédictions ﬁables. De
multiples applications sont désormais disponibles comme nous le verrons au Chapitre
7
TABLE DES MATIÈRES
3.
Il est en eﬀet possible d'eﬀectuer des études de faisabilité présentées au paragraphe 3.1.
La dynamique de recrutement a une inﬂuence sur les caractéristiques intrinsèques au
recrutement (nombre de centres vides, probabilités de recrutement, nombre de patients
en cours d'étude, à chaque visite). Ces aspects fondamentaux fournissent des indica-
teurs pertinents pour le suivi des essais. Ils seront présentés au paragraphe 3.2.
La problématique de la dynamique de recrutement peut être couplée avec la dynamique
de l'étude en elle-même quand celle-ci est longitudinale. L'indépendance des deux pro-
cessus permet une estimation facile des diﬀérents paramètres. Le résultat est un modèle
global du parcours du patient dans l'essai. Deux exemples clés de telles situations sont
les données de survie - la modélisation permet alors d'estimer la durée d'un essai quand
le critère d'arrêt est le nombre d'événements observés et les modèles de Markov - la
modélisation permet alors d'estimer le nombre de patients dans un certain état au bout
d'un certain temps. Ces deux exemples seront approfondis au paragraphe 3.3.
Il peut également être considéré d'emboiter ce modèle avec un modèle de suivi de l'état
des patients lorsque la phase de recrutement et la phase de suivi se chevauchent (cf
paragraphe 3.3.2). Enﬁn un modèle de coût de l'essai clinique a été introduit au para-
graphe 3.4 et étudié dans [45].
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Chapitre 1
Principe de base de la modélisation du
recrutement
La modélisation présentée dans ce chapitre est une modélisation par approche bayé-
sienne de l'enrôlement de patients dans un essai multi-centriques, modèle développé par
Anisimov [10]. L'idée est de considérer un processus de Cox dont les intensités sont dis-
tribuées selon une loi Gamma. Le modèle est appelé modèle Poisson-gamma.
L'objet de ce chapitre sera, après un rappel sur les processus de Poisson, de présenter ce
modèle de manière théorique et d'introduire les estimations des paramètres du modèle
à partir de données recueillies à un instant intermédiaire de l'essai.
1.1 Généralités sur les modèles poissoniens
La modélisation de la dynamique de recrutement repose actuellement sur un modèle
poissonnien du recrutement de chacun des centres. Cette idée est en eﬀet naturelle en
analogie avec la théorie des ﬁles d'attente dont le recrutement de patients peut être vu
comme un exemple. Les processus de Poisson apparaissent ainsi comme naturels dans
la littérature [56].
En eﬀet en se référant aux notations de Kendall dans le cadre de processus de ﬁle
d'attente, on peut associer certains de ces paramètres à des paramètres de notre mo-
dèle.
Ainsi la loi de distribution des temps entre les arrivées des clients Λ devient la loi des
temps entre deux recrutements, le tampon ("buﬀer") devient notre population cible,
le processus de sortie d'étude est associé au phénomène de drop-out, et le processus
d'entrée devient le processus de recrutement.
Il est donc logique de modéliser le temps de recrutement par un processus de Poisson
comme en théorie de ﬁle d'attente.
1.1.1 Rappels et déﬁnitions
Considérons un essai clinique impliquant C centres investigateurs et pour lequel le
recrutement de N patients est nécessaire pour avoir la puissance de test voulue.
Deﬁnition Soit λ une fonction intégrable. Un processus stochastique N est un pro-
cessus de Poisson d'intensité λ si ses accroissements sont indépendants et s'il possède
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une distribution de la forme :
∀q < p, Np −Nq L= P
(∫ p
q
λ(s) ds
)
Proposition 1 Soit N un processus de Poisson d'intensité λ partant de 0. Alors à un
temps t, il suit une loi de Poisson de paramètre λt, et sa moyenne et sa variance sont
données en t par :
E[Nt] = λt, V[Nt] = λt
Cette déﬁnition peut être étendue (comme eﬀectué lors de l'utilisation du modèle
Poisson-gamma) à des intensités λ qui sont considérées aléatoires, on parle alors de
processus de Poisson conditionnel ou processus de Cox.
Deﬁnition Soit N un processus de Poisson d'intensité λ. On appelle N un processus
de Cox si {λ(t), t ≥ 0} est lui même un processus stochastique.
Proposition 2 Soit N un processus de Cox d'intensité λ. Alors pour tout t ≥ 0, Nt
a pour moyenne et variance :
E[Nt] = E[E[Nt|λ]] = E[λ]t, V[Nt] = V[E[Nt|λ]] + E[V[Nt|λ]] = V[λ]t2 + E[λ]t.
Par la suite les dynamiques de recrutement de chacun des C centres seront modé-
lisées par des processus de Cox.
Notons (N i, i = 1, ..., C) l'ensemble des processus de Cox modélisant l'ensemble des
dynamiques de recrutement de l'essai, et L(i, θ) les distributions des intensités de ces
processus N i.
Ces intensités peuvent être dépendantes du temps t (selon des fonctions plus ou moins
complexes), le cas le plus fréquent lors d'étude réelle est la disparité des dates d'ouver-
tures entre les C centres.
Notons (ui, i = 1, ...C) l'ensemble de ces dates d'ouvertures, les intensités de recrute-
ment (toujours considérées constantes à partir du temps ui) sont alors égales à :
λi(t) = λiχ(ui ≤ t),
où χ(A) = 1 si A est vrai et χ(A) = 0 sinon.
Proposition 3 La somme de deux processus de Cox d'intensités respectives λ et ψ est
un processus de Cox d'intensité λ+ ψ
Notons NC le processus global déﬁni comme NC =∑Ci=1Ni. C'est un processus de
Cox par la proposition 3 d'intensité Λ =
∑C
i=1 λi.
La propriété d'additivité est très importante dans l'étude des dynamiques de re-
crutement multicentriques car elle permet de considérer la dynamique globale (somme
des C dynamiques de recrutement particulières) dont l'intensité est la somme des C
intensités spéciﬁques à chaque processus N i.
La variable d'intérêt du modèle, à savoir la variable modélisant le temps d'atteinte
des N patients se déﬁnit comme T C = inft≥0{NC(t) ≥ N}.
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1.1.2 Modélisations des intensités de recrutement
Le choix des hypothèses posées sur les intensités de recrutement dans le cas d'une
dynamique modélisée par des processus de Poisson est une question fondamentale pour
la pertinence de ce modèle.
La ﬂexibilité du modèle est en eﬀet en grande partie assurée par les valeurs et estima-
tions des λi. Plusieurs situations existantes sont présentées :
• On fait conﬁance aux λi fournis par les investigateurs. Dans ce cas le paramètre
est une constante et les résultats découlent de calculs élémentaires sur la loi de
Poisson.
• On s'inspire des paramètres issus de données historiques. Ce problème tout à fait
fondamental est décrit au paragraphe 3.1.
• On s'inspire des résultats sur le recrutement obtenus à un instant intermédiaire
T1. La encore plusieurs options peuvent être envisagées :
 On estime chacun des λi par le rapport entre le nombre de patients recrutés
et la durée d'activité du centre. Cette approche est à proscrire pour deux
raisons, tout d'abord, quand le nombre de centre C est grand, le nombre
d'estimations est grand et leur pertinence douteuse. Ensuite cette méthode
manque de variabilité, en eﬀet si l'on considère un centre qui n'a pas encore
recruté de patients, l'estimation de son intensité est 0 et ce centre n'est donc
pas autorisé à recruter plus tard.
 On considère les λi comme un échantillon de taille C distribué selon une
certaine loi L(θ) seuls les paramètres θ sont à estimer ce qui résout les deux
problèmes précédents.
Cette dernière modélisation, se basant sur une approche bayésienne empirique, est
en pratique le plus convaincant [10] notamment quand la distribution a priori est
gamma [46]. Par la suite nous nous placerons dans ce cadre.
1.2 Modèles Poisson-Gamma
Cette méthode est qualiﬁée d'approche bayésienne empirique du fait de l'estimation
de l'hyperparamètre θ de la famille paramétrique considérée par les observations et non
par une attribution d'une nouvelle loi a priori.
En eﬀet il est supposé que les intensités de recrutement sont distribuées selon une
certaine loi a priori appartenant à une famille paramétrique {pθ, θ ∈ Θ}. Ce para-
mètre θ est ensuite estimé par θˆ par maximum de vraisemblance. Les lois a posteriori
des intensités de recrutement seront ensuite calculées en utilisant cette estimation θˆ,
contrairement à une méthode bayésienne stricte où une nouvelle loi a priori est attri-
bué au paramètre θ.
D'autre famille paramétrique ont été étudiées comme la loi Pareto [44] mais la simpli-
cité de l'utilisation d'une famille paramétrique gamma sans perte d'eﬃcacité du modèle
prédictif motive son utilisation.
Par la suite l'écriture a ∨ b désignera max(a, b). Voici quelques déﬁnitions néces-
saires à la clariﬁcation du modèle Poisson-gamma.
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• C désigne le nombre de centres.
• N le nombre de sujets cible de l'étude.
• ui désigne la date d'ouverture du ième centre (si elles sont disponibles).
• t1 désigne le temps intermédiaire d'étude.
• ki désigne le nombre de patients recrutés par le centre i au temps t1.
• τi désigne la durée d'activité du centre i jusqu'à t1 (τi = (t1 − ui) ∨ 0).
• λi est l'intensité de recrutement du centre i modélisé par un processus de Poisson
{Ni(t), t ≥ t1}.
• (λi , i = 1, . . . , C) est considéré comme un échantillon indépendant de variables
aléatoires de loi gamma de paramètres (α, β).
Il est à noter que si X est une variable aléatoire de loi Γ(α, β) dont la densité est
donnée par :
pα,β(x) = κe
−βxxα−1χ(x > 0),
alors,
E[X] =
α
β
; V[X] =
α
β2
.
Il est maintenant possible de modéliser les intensités a posteriori. Les paramètres
du modèle seront recalibrés selon les données collectées par inférence bayésienne.
1.3 Estimation
1.3.1 Problème du nombre de centres
Le nombre de centres impliqués dans la dynamique de recrutement est un paramètre
fondamental pour la décision du modèle de prédiction à utiliser, les diﬀérents cas de
ﬁgures sont présentés ci-après.
Ce nombre est forcément dépendant de plusieurs autres paramètres, une étude par si-
mulation a été eﬀectuée pour étudier ce phénomène appliqué au modèle Poisson-gamma
au paragraphe 2.1. Une première approche introductive est présentée ci dessous.
Dynamique multicentrique : peu de centres
Lorsque C est 'petit', on peut modéliser la dynamique de recrutement de chaque
centre sans forcément supposer des intensités aléatoires et appliquer la proposition 3
pour obtenir le modèle complet. Ceci est pertinent car le phénomène de sur dispersion
est minimisé du fait du petit nombre de centres.
Dynamique multicentrique : beaucoup de centres
Lorsque le nombre de centres C augmente pour un nombre N ﬁxe de patients re-
quis, la non prise en compte de la variabilité par un processus de Cox implique des biais
d'estimations forts qui peuvent grandement impacter la pertinence de la prédiction.
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De plus, que ce soit dans le cas de processus de Poisson ou de Cox dont chaque λi peut
est considéré certes aléatoire mais pouvant être potentiellement de loi diﬀérentes, le
nombre d'estimations nécessaires augmente grandement.
C'est pourquoi l'utilisation de Processus de Cox dans le cas de dynamique de recru-
tement multicentrique avec C assez grand est largement utilisé en considérant entre
autre que l'ensemble (λi, i = 1, ..., C) est une réalisation d'une variable aléatoire dont
les paramètres de la loi sont à estimer. Ces hypothèses permettent premièrement une
meilleure prise en compte de la variabilité du problème en réduisant considérablement
le nombre d'estimations nécessaires. Le modèle Poisson-Gamma fait partie de cette
catégorie de modélisation en supposant le vecteur des λi comme une réalisation d'une
variable aléatoire suivant une loi Γ(α, β).
1.3.2 Estimation du paramètre θ par maximum de vraisem-
blance
Les paramètres a priori de la loi Gamma utilisée dans le modèle sont rarement
connus ou estimés à l'avance. Les techniques de calibrage du modèle par estimation
empirique bayésienne sont donc utilisées grâce aux données collectées jusqu'à t1. La
méthode d'estimation par maximum de vraisemblance sera la méthode d'estimation
utilisée par la suite.
Remarque Anisimov et al. [10] ont utilisé d'autres méthodes d'estimations du para-
mètre θ comme la méthode des moindres carrés ou encore la méthode des moments.
Cependant devant la similarité des résultats, la méthode d'estimation par maximum de
vraisemblance est utilisée sachant qu'elle nous permet de calculer également la variance
asymptotique de l'estimateur.
La loi du vecteur (k1, ..., kC) servant au calcul de la vraisemblance est égale par
indépendance des processus d'inclusion (Ni, i = 1, ..., C) à [10] :
P[k1 = n1, ..., kC = nC ] =
C∏
i=1
Γ(α + ni)
ni!Γ(α)
βατnii
(β + τi)α+ni
.
Sachant cela, nous pouvons maintenant estimer le paramètre θ = (α, µ)
Théorème 1 ([7]) L'estimateur du maximum de vraisemblance θˆ = (αˆ, µˆ) des para-
mètres (α, µ) est obtenu par maximisation de la log-fonction :
MΓC (α, µ) = α ln(α/µ)− lnΓ(α) +
1
C
C∑
i=1
[lnΓ(α + ki)− (α + ki) ln(α/µ+ τi)] .
Preuve Lorsque l'intensité λ d'un processus de Poisson est non déterministe, la fonc-
tion de densité d'un processus de Poisson f est remplacée par Eλ[f ] [46].
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Sachant cela :
P [Ni(t1) = ni] = Epα,β [P [Ni(t1) = ni]]
= Epα,β
[
exp(−
∫ t1
0
λi(s)s ds)
(
∫ t1
0
λi(s)s ds)
ni
ni!
]
= Epα,β
[
exp(−λi(t1 − ui))(λi(t1 − ui))
ni
ni!
]
= Epα,β
[
exp(−λiτi)(λiτi)
ni
ni!
]
=
τnii
ni!
∫ ∞
0
exp(−xτi)xnipα,β(x)dx
Par indépendance entre les processus Ni pour i = 1 : C, on obtient :
P [N1(t1) = n1, ...,NC(t1) = nC ] =
C∏
i=1
τnii
ni!
∫ ∞
0
exp(−xτi)xni pα,β(x)dx
=
C∏
i=1
Γ(α + ni)
ni!Γ(α)
βατnii
(β + τi)α+ni
Par conséquent,
MΓC (α, µ) = log(P [N1(t1) = n1, ...,NC(t1) = nC ])
= α ln(α/µ)− lnΓ(α) + 1
C
C∑
i=1
[lnΓ(α + ki)− (α + ki) ln(α/µ+ τi)] .
Trois remarques poussent à préférer l'écriture de ces résultats en fonction de (α, µ)
au lieu de (α, β) , où µ = α/β :
 D'un point de vue pratique, le paramètre µ désigne directement la moyenne de
la loi gamma considérée.
 L'estimation du paramètre µ est plus stable que celle de β comme souligné dans
[6].
 Cette reparamétrisation permet de travailler avec une matrice d'information glo-
bale de Fisher qui est diagonale, réduisant le nombre de termes à calculer.
1.3.3 Distribution asymptotique de θ
Le calcul de la matrice de Fisher à partir de la fonction vraisemblance comme
eﬀectué dans [46] permet l'étude asymptotique de ces estimateurs.
En notant,
f(θ, ki, τi) = α ln(α/µ)− lnΓ(α) + [lnΓ(α + ki)− (α + ki) ln(α/µ+ τi)] .
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La fonction de vraisemblance s'écrit à une constant additive près comme :
MΓC =
1
C
C∑
i=1
f(θ, ki, τi),
La matrice d'information de Fisher d'un centre i, Ji(α, µ), est de la forme :
(
(Ji)11 0
0 (Ji)22
)
,
où
(Ji)11 = E(α,µ)[ψ
(1)(α)− ψ(1)(α + ki)]− µτi
α(α + µτi)
,
(Ji)22 =
ατi
µ(α + µτi)
,
avec ψ(1) la fonction trigamma déﬁnie pour tout x > 0 par :
ψ(1)(x) =
d2
dx2
ln(Γ(x)) with Γ(x) =
∫ ∞
0
tx−1e−t dt.
La matrice d'information globale est, quant à elle, égale à :
FC =
C∑
i=1
Ji(α, µ),
et la matrice asymptotique déﬁnie comme (dans le cas où la limite existe) :
F = lim
C→∞
1
C
FC .
Plusieurs hypothèses permettent de s'assurer de l'existence de la limite introduite
précédemment.
Ainsi une condition suﬃsante pour que lim
C→∞
1
C
FC existe et soit déﬁnie positive est
que la suite (τi)i=1,...,C soit uniformément distribuée dans un intervalle [τm, τM ] avec
τm ≥ 0 et τM > 0. Sachant que pour toute famille de fonctions Riemman-intégrables
(gi, i = 1, ..., C) lim
C→∞
1
C
∑C
i=1 gi(τi) = limC→∞
∫ τM
τm
∑C
i=1 gi(τ) dτ . Alors :
F = lim
C→∞
FC = lim
C→∞
∫ τM
τm
C∑
i=1
Ji(τ) dτ
Sachant qu'il existe i ∈ {1, ..., C}, tel que τi > 0 (sinon l'application du modèle est
inutile : aucun centre n'est encore ouvert et les seules informations utilisées ici viennent
de l'essai uniquement et non de données historiques externes comme présenté en Sec-
tion 3.1), que par déﬁnition pour tout i ∈ {1, ..., C}, τi ≥ 0 et que les fonctions Ji(τ)
sont continues et déﬁnies positives, alors F existe et est déﬁnie positive.
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Ainsi la fonction de covariance de la distribution asymptotique du paramètre θ =
(α, µ) est [F]−1.
La région de conﬁance de niveau asymptotique (1− δ) de (α, µ) est l'ensemble :
{
θ ∈ R2; (θ − (α, µ))TF(θ − (α, µ)) ≤ χ
2
2(δ)
C
}
, (1.1)
où χ22(δ) est le δ-quantile d'une distribution du χ
2 à deux degré de liberté.
Ainsi selon la théorie de la méthode par maximum de vraisemblance, pour C assez
grand et sous des conditions standard de régularité, la distribution de l'estimateur θˆ
est approximé par une distribution gaussienne bivariée de moyenne (αreel, µreel) et de
matrice de variance covariance F [10], nous notons cette variable B.
Ce résultat s'écrit sous la forme [10] :
θˆ ≈ θ + B√
C
.
1.4 Prédiction
1.4.1 Loi a posteriori des intensités de recrutement
On note (N˜i, i = 1, ..., C) l'ensemble des processus de Cox modélisant pour chaque
centre i l'inclusion des patients après l'instant intermédiaire t1 par ce centre, et N˜ le
processus global. Ils se déﬁnissent ∀t ≥ 0 comme suit :
N˜i(t) = Ni(t+ t1)−Ni(t1), et N˜ (t) =
C∑
i=1
N˜i(t),
Soit également l'intensité globale de la modélisation de la dynamique de recrute-
ment Λ =
∑C
i=1 λi. Il s'agit d'un décalage de longueur t1 des processus pré-déﬁnis Ni
(le recrutement avant t1 est déjà eﬀectué, on ne modélise que la prédiction après t1).
Le temps d'atteinte à estimer sera ainsi noté T˜ = inft≥0{N˜(t) = n˜}.
Comme vu précédemment, le vecteur des intensités de recrutement (λi, i = 1, ..., C)
(des processus Ni et N˜i) est considéré, a priori, distribué selon une loi Γ(α, α/µ) (où
aucune hypothèse n'est formulée sur ces paramètres mais qui seront substitués lors de
la phase de prédiction du modèle par θˆ = (αˆ, µˆ) calculé grâce au théorème 1).
On suppose que les dates d'ouvertures des centres (ui)1≤i≤C sont connues, et que
les intensités d'inclusion sont distribuées suivant une loi de densité pθ, où θ ∈ Rd.
Proposition 4 La densité de λi sachant Ni(t1) = ki, notée p
t1
θ (.) peut être évaluée par
la formule de Bayes
pt1θ (x) =
P[Ni(t1) = ki |λi = x]pθ(x)
P[Ni(t1) = ki]
= e−τixxkipθ(x)
τ kii
ki!P[Ni(t1) = ki]
, (1.2)
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où pθ est la densité de λi et τi = t1 − ui.
Dans le cas du modèle Poisson-gamma, pθ(x) = βαΓ(α)−1e−βxxα−1χ(x ≥ 0), et on
déduit de (1.2) la proposition suivante tirée de [10].
Proposition 5 (Loi prédictive) Dans le modèle Gamma-Poisson, la densité de λi
sachant Ni(t1) = ki est celle d'une loi Gamma de paramètres (α + ki, β + τi).
Preuve La proposition 4 appliquée à la densité p(α,β) : x 7→ βαΓ(α)−1e−βxxα−1χ(x>0)
implique que la densité pt1(α,β) de λi sachant ki est de la forme
pt1(α,β)(x) =Me
−τixxkie−βxxα−1χ(x > 0) =Me−(β+τi)xxki+α−1χ(x > 0),
où M est une quantité ne dépendant pas de x. On en déduit le résultat.
Cependant comme énoncé au paragraphe 1.1.1, ces intensités peuvent être dépen-
dantes du temps.
Ainsi dans le cas théorique où pour tout i ∈ {1, ..., C}, ui = 0 alors on a bien pour
chaque processus N˜i une intensité de recrutement qui est égale à λi lui même distribué
selon une loi Γ(αˆ, αˆ/µˆ) à partir de t1.
Dans le cadre du modèle où les ui ne sont pas nécessairement nuls, les intensités de
recrutement des processus d'inclusion sont égales à :
λi(t) = λiχ(t
t1
i ≤ t),
où tt1i = t1 ∨ ui et λi est distribué selon une loi Γ(α + ki, α/µ+ τi).
Il est maintenant possible d'étudier les indicateurs de performance des centres, ainsi
que d'eﬀectuer la prédiction souhaitée.
1.4.2 Prédiction du processus d'inclusion
La phase de prédiction du modèle Poisson-gamma consiste en l'utilisation des pa-
ramètres calculés précédemment pour la prédiction de la variable d'intérêt, à savoir ici
la prédiction de la durée réelle de la dynamique globale de recrutement. Par la suite
nous notons n1 = N (t1) le nombre total de patients recrutés au temps t1.
On rappelle qu'une distribution de Pearson IV notée PVI (n, a, b) possède une fonc-
tion de densité :
pn,a,b(x) =
1
B(n, a)
xn−1ba
(x+ b)n+a
,
où B(a, b) = ∫ 1
0
xa−1(1− x)b−1dx est la fonction Beta.
Proposition 6 [36] Soit N˜ un processus de Cox dont l'intensité homogène Λ est dis-
tribuée selon une loi Γ(A,B), alors la loi de T˜ admet comme densité par rapport à la
mesure de Lebesgue la fonction :
pT˜ : x→
BAΓ(n˜+A)
Γ(A)Γ(n˜)
xn˜−1
(x+B)n˜+A
.
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Sachant que B(a, b) = (Γ(a)Γ(b))/Γ(a+ b), on reconnaît dans la fonction de densité
précédente une loi de Pearson IV.
Pour la prédiction plusieurs cas sont à considérer, dans le cas particulier où tous
les centres commencent à recruter en même temps à t = 0 la prédiction est simple. Si
les durée d'activités sont diﬀérentes, on a le théorème suivant :
Théorème 2 ([7, 6]) En notant n˜ = n− n1 le nombre de patients restant à recruter
après t1 et T˜ = inft≥0{N˜(t) = n˜} la durée de recrutement restant.
 En supposant que pour tout i ∈ {1, ..., C}, ui = 0, (donc τi = t1 pour tout
i ∈ {1, ..., C}).
Alors T˜ est distribué selon une loi Γ(n˜, Λ) (donc doublement stochastique car Λ
est une variable aléatoire).
Ainsi par la proposition 6 nous avons T˜ qui est distribué selon une loi
PVI (n˜, αˆC + nt1 , α/µ+ t1).
 En supposant que pour tout i dans {1, ..., C} ui = u > 0, (donc τi = τ = t1 − u,
pour tout i).
on a T˜ qui est distribué selon une loi PVI
(
n˜, αˆC + n1, βˆ + τ
)
.
 Dans le cas concret, les τi peuvent diﬀérer les uns des autres.
La distribution de T˜ peut être approximée pour C assez grand (C ≥ 10 [6]) par
une distribution PVI (n˜, A,B) avec :
A =
(∑C
i=1 mˆi
)2
∑C
i=1 bˆ
2
i
, B =
∑C
i=1 mˆi∑C
i=1 bˆ
2
i
où mˆi =
α + ki
β + τi
et bˆ2i =
α + ki
(β + τi)2
.
Preuve Sachant que l'intensité globale du processus N˜ est Λ =∑Ci=1 λi ∼∑Ci=1 Γ(αˆ+
ki, βˆ + τi), on peut représenter le temps restant comme T˜ ∼ Γ(n˜, 1)/Λ.
Dans le cas où pour tout i ∈ {1, ..., C}, ui = u, on a par additivité de lois Gamma
ayant la même variance :
T˜ ∼ Γ(n˜, 1)/Γ(
C∑
i=1
αˆ + ki, βˆ + τ)
∼ Γ(n˜, 1)/Γ(C ˆalpha+ nt1 , ˆbeta+ τ)
Sachant que une variable Γ(a, b) ∼ Γ(a, 1)/b, on a [36, p. 381] :
T˜ ∼ PVI
(
n˜, αˆC + n1, βˆ + τ
)
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Dans le cas où au moins un des ui diﬀère des autres, alors pour C ≥ 10, Λ peut être
approché par une variable gamma de moyenne A/B et de variance A/B2 [7, 6] comme
déﬁni précédemment.
Ainsi Λ ∼ Γ(A,B), et en utilisant la proposition 6, on trouve :
T˜ ∼ PVI (n˜, A,B)
En considérant une même écriture du triplet de paramètres de la loi de Pearson
IV par (n˜,A,B) pour les trois cas du Théorème 2 envisagés, on a le théorème pour
T = t1 + T˜ :
Théorème 3 [44]
L'estimation de la durée de recrutement résiduelle est
E[T˜ ] =
{
t1 + n˜
B1
A1−1 si A1 > 1
+∞ si 0 ≤ A1 ≤ 1.
• La probabilité de ﬁnir à l'instant TR est donnée par :
P [T˜ ≤ TR − t1] = Γ(A+ n˜)
Γ(A)(n˜− 1)!βinc
(
TR − t1
TR − t1 +B ; n˜, A
)
.
où βinc désigne la fonction beta incomplète déﬁnie par :
βinc(x; a, b) =
∫ x
0
ta−1(1− t)b−1dt
Preuve Sachant Λ, la densité de T˜ est t → Λ
n˜
(n˜−1)!e
−Λttn˜−1. En conditionnant, on en
déduit la densité de T˜ :
pT˜ (t) =
BA
Γ(A)(n˜− 1)!t
n˜−1
∫ +∞
0
e−BxxA−1xn˜e
−xtdx
=
BAΓ(A+ n˜)
Γ(A)(n˜− 1)!
tn˜−1
(t+B)n˜+A
.
Les relations en découlent.
1.5 Validation de l'hypothèse Gamma - Courbes d'oc-
cupation
Dans une optique d'application et de validation du modèle, une étude des distri-
butions des propriétés de l'occupation des centres a été réalisée [10]. Il sera question
d'étudier la distribution du nombre de centre en fonction du nombre de patients recru-
tés.
On considère que tous les λi sont donnés. On note :
pi =
λi
Λ
, i = 1, ..., C.
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Ainsi le vecteur (n1, ..., nC) a une distribution multinomiale de paramètres (p1, ..., pC) :
P[n1 = k1, ..., nC = kC ] =
n!
k1!...kC !
C∏
i=1
pkii ,
où n =
∑C
i=1 ki.
Soient C et n donnés, nous notons v(n,C, j) le nombre de centres ayant recruté
exactement j patients, j = 1, ..., n. Les variables v(n,C, j) sont dépendantes et C =∑n
j=1 v(n,C, j).
Dans le cas où pi = 1/C, l'étude revient à une étude classique d'allocation de n
boules dans C cellules [28]. Le cas qui nous intéresse est celui où les λi sont vus comme
des variables indépendantes de distribution gamma de paramètres (α, β).
Ainsi les pi peuvent être représentés comme :
pi = Γ(α, β)(Γ(α, β) + Γ(α(C − 1), β))−1 = Γ(α, 1)(Γ(α, 1) + Γ(α(C − 1), 1))−1,
où les variables Γ(α, 1) et Γ(α(C − 1), 1) sont indépendantes.
Ainsi pi ne dépends pas du paramètres β et possède une distribution Beta de pa-
ramètres (α, α(C − 1)) [35]. Il en découle que le vecteur (p1, ..., pC) possède une dis-
tribution de Dirichlet de paramètres αi = α, i = 1, ..., C, et le vecteur (n1, ..., nC) une
distribution de Dirichlet composée avec une distribution multinomiale [37], de la forme :
P[n1 = k1, ..., nC = kC ] =
n!
k1!...kC !
Γ(αC)
Γ(α)C
∏C
i=1 Γ(α + ki)
Γ(αC + n)
,
qui ne dépend toujours pas de β.
On déﬁnit m(n,C, α, j) = E[v(n,C, j)]. Il est montré dans [10] que le tableau
{m(n,C, α, j), j = 0, ..., n} donne une bonne caractérisation du recrutement.
Pour étudier les propriétés dem(n,C, α, j), nous utilisons la représentation v(n,C, j) =∑C
i=1 χi(n,C, j), où χi(n,C, j) = 1 si le centre i a recruté exactement j patients, et 0
sinon. On a P[χi(n,C, j) = 1] = P[ni = j]. Ainsi :
E[v(n,C, j)] =
C∑
i=1
P[ni = j]. (1.3)
Lemme 1 Si les λi sont tous gamma distribuée de paramètres (α, β), alors
m(n,C, α, j) = C
(
n
j
)B(α + j, α(C − 1) + n− j)
B(α, α(C − 1)) , j = 0, ..., n
Preuve En utilisant la représentation (1.3), et en utilisant le fait que pour tout i, pi
possède une distribution Beta et ni une distribution Beta-binomiale, ainsi :
P[ni = j] = E[P(ni = j|pi)] =
(
n
j
)
E[pji (1− pi)n−j],
en appliquant la formule (35.154) de [37], la formule est prouvée.
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Une étude par simulation réalisée dans [10] permet d'observer ces courbes d'occu-
pations et de valider le modèle.
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Chapitre 2
Enrichissement du modèle
Depuis sa création de nombreux enrichissements ont été ajoutés au modèle Poisson-
gamma, permettant ainsi d'augmenter le nombre d'applications du modèle sur des si-
tuations réelles.
Il s'agit surtout d'améliorations dont la source vient principalement de l'observation sur
de multiples jeux de données de phénomènes se produisant pendant des dynamiques de
recrutement, phénomènes qui soit remettent en question les hypothèses même du mo-
dèle, ou dans certaines situations, ajoutent des données complémentaires observables
et qui peuvent être recueillies permettant ainsi d'enrichir dans ce cas le modèle.
2.1 Sensibilité du modèle aux paramètres de la dyna-
mique de recrutement 1
Le modèle Poisson-gamma peut être enrichi de multiples manières, le problème
étant de ne pas apporter trop de complexité aux niveaux des calculs et des analyses
des résultats. Depuis sa publication de nombreuses études ont été menées en ce sens
pour l'étude de l'eﬀet de la randomisation des centres stratiﬁés ou non [4], à la modéli-
sation de la prédiction d'événement [5], et également à la prévision de la randomisation
(et non plus seulement l'inclusion) par des processus et la prise de décision quant au
recrutement et la fermeture de certains centres investigateurs [6].
Nous pouvons également de nouveau citer [11] portant sur les drop-out en cours de
randomisation vu en section 2.3, ainsi que le modèle de coût [45] introduit au para-
graphe 3.4.
Le modèle Poisson-gamma est ainsi de plus en plus utilisé mais deux problématiques
émergent lors de son application sur données réelles :
 Quelle est la performance du modèle : Cette question a été étudiée dans
[46] par une approche théorique. Les résultats sont essentiellement asymptotiques.
Ainsi des bornes sur les valeurs des paramètres sont nécessaires pour assurer la
validité du modèle.
1. Ce travail a fait l'objet d'une soumission : Proceedings of the 8th International Workshop on
Simulation, Vienne, 2015. [48]
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 L'hypothèse des intensités constantes au cours du temps est-elle réa-
liste : Le modèle peut dans tout les cas être enrichi pour prendre en compte
les interruptions de recrutement ou les changements d'intensités mais l'apport de
nouveaux paramètres explicatifs va de pair avec un ajout de sources d'erreurs de
prédiction ainsi que des diﬃcultés de collectes des données nécessaires à l'esti-
mation des paramètres. Il est donc naturel de se demander quand est-ce que ces
ajouts sont nécessaires non plus seulement en terme de performances prédictive.
Le but de cette section est, avant même de déﬁnir un modèle sur la dynamique de re-
crutement (quelque soit l'étude de la modélisation) qui utilise de manière sous-jacente
la modélisation Poisson-gamma, d'étudier la sensibilité par simulation de ce dernier
quant à certains paramètres intrinsèques à une dynamique de recrutement (nombre
de centres, pauses dans le recrutement, dates d'ouvertures inconnues ou mal fournies,
changement linéaire d'intensité au cours du temps) en terme de performance prédictive.
Ceci permettant ainsi par la suite de pouvoir décider si le phénomène doit être pris
en compte (trop forte erreur de prédiction) ou bien accepter l'erreur commise (erreur
trop faible pour que les diﬃcultés de collectes et de paramétrisations citées plus haut
ne doivent être incorporées au modèle)
Pour ce faire quatre scénarios sont introduit, chacun étudiant particulièrement un
des possibles ajout de biais de prédiction.
Scenario 1 : Sensibilité aux nombre de centres.
Scenario 2 : Sensibilité aux interruptions de recrutement.
Scenario 3 : Sensibilité aux dates d'ouvertures.
Scenario 4 : Sensibilité aux changements d'intensités aux cours du temps.
La méthode de génération des données nécessaires aux études de comparaison sont
données par la suite selon les diﬀérents scénarios investigués.
2.1.1 Procédures de générations des données
Généralités
Considérons un essai multicentrique incluant C centres et dont le NSN est de n =
1000. La durée attendue est de 156 semaines (3 ans). La performance prédictive du
modèle selon le scénario envisagé est étudiée par la biais d'un plan de simulation. La
génération des données se fait en deux étapes :
 La génération de R processus de recrutement globaux
{N r(t), 0 ≤ t ≤ T r, 1 ≤ r ≤ R} où T r dénotes le premier temps vériﬁantN r(T r) =
1000. Ces processus sont générés selon des paramètres dépendant du scénario.
 Sachant t1 donné :
1. Les paramètres (α, µ) du modèle Poisson-gamma sont estimés par applica-
tion du Théorème 1.
2. La durée moyenne de l'essai T rt1 est calculée par l'application du Théorème
3 à l'instant t1.
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3. La performance prédictive du modèle est mesurée en terme d'erreur relative
par la formule :
Ert1 =
T rt1 − T r
T r
. (2.1)
Génération de la dynamique de recrutement : Scénario 1
Ce scénario permet l'étude de sensibilité du modèle quant aux nombres de centres
inclus dans l'étude. Des résultats théoriques sont déjà disponibles (supérieur à 50) et
sur données réelles (supérieur à 20), cette étude rajoute des connaissances par simu-
lation quant à cette problématique. Forcément le résultat est très dépendant des taux
de recrutement propres aux centres, c'est pourquoi les deux paramètres sont étudiés
en même temps. Les variations entre deux générations portent sur la valeur de C ainsi
que sur la valeur de α (β est ﬁxé à 2). Pour C = 1, 2, . . . , 25 et α = 0.7, 0.8, . . . , 3.5
sont eﬀectuées 250 générations de l'algorithme suivant :
1. Génération des taux de recrutement selon une loi Gamma(α, β) pour chaque
centre.
2. Génération de la trajectoire de recrutement pour chacun des C centres.
3. Agrégation des C trajectoires pour obtenir la trajectoire globale.
4. Identiﬁcation du temps nécessaire pour recruter n = 1000 patients.
5. Calcul de l'erreur relative aux instants intermédiaires t1 = 78 semaines et t1 = 104
semaines (1/2 et 2/3 des 156 semaines attendues).
Génération de la dynamique de recrutement : Scénario 2
Ce scénario étudie l'impact des interruptions de recrutement au cours de la phase
de recrutement. Ainsi l'erreur de prédiction sera mise en relation avec la durée d'inac-
tivité totale des centres pendant le recrutement.
C est ici ﬁxé à 20, et les valeurs α et β sont respectivement ﬁxées à 0.7 et 2. Notons par
la suite pibd la proportion d'interruptions de durée d et γ l'intensité des interruptions.
Les valeurs de d considérées sont 0, 2, 4, 8, 12, et 24 semaines et les valeurs de γ sont
1, 2 et 3. Les conﬁgurations choisies (i.e. les vecteurs ~pib = (pib0, pi
b
2, pi
b
4, pi
b
8, pi
b
12, pi
b
24)) sont
données dans le Tableau 2.1.
Pour chaque centre le taux de recrutement ne sera pas constant, son aspect est visible
en Figure 2.1 dont certaines notations sont déﬁnies ci-dessous.
La génération se fait comme suit :
1. Génération des intensités selon une loi Gamma(α, β).
2. On ﬁxe l'intensité des breaks γ et une conﬁguration ~pib.
3. On eﬀectue 100 générations selon l'algorithme :
(a) Génération des instant d'interruptions B− pour chaque conﬁguration et pour
chaque centre selon une loi exponentielle de paramètres γ.
(b) Génération des durées d'interruptions D pour chaque centre par l'utilisation
d'une loi multinomiale de paramètres ~pib.
(c) Génération du prochain instant d'interruptions B+ = B−+D+E où E est
généré selon une loi exponentielle de paramètre γ.
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Figure 2.1  Aspect des intensités de recrutement d'un centre pour le Scénario 2.
(d) Génération des dynamiques de recrutement entre B−+D et B+ pour chaque
centre.
(e) Retour à a) jusqu'à ce que chaque centre recrute 1000 patients en remplaçant
B− par B+.
(f) Agrégation des C dynamiques de recrutement pour obtenir la dynamique
globale.
(g) Raccourcissement de la trajectoire globale pour atteindre n = 1000 patients.
(h) Identiﬁcation du temps T r et calcul de DIb,r qui est la moyenne, sur les
centres, de la durée d'inactivité et PIb,r = DI
r
T r
la proportion moyenne de
temps inactif.
(i) Calcul de l'erreur relative aux instants intermédiaires t1 = 78 semaines et
t1 = 104 semaines.
4. Calcul de l'erreur relative moyenne aux temps t1, de DI
b la moyenne des DIb,r's
et PIb la moyenne des PIb,r's.
Génération de la dynamique de recrutement : Scénario 3
Ce scénario a pour but de souligner l'impact des délais sur le recrutement (les dates
d'ouvertures non spéciﬁées).
Ainsi on considère C ﬁxé à 20, α = 0.7 et β = 2.
Désignons par piod la proportion de centres dont les dates d'ouvertures sont augmen-
tées de d semaines. Les valeurs de d considérées sont 0, 1, 2, 4, 8, 12, 16, 20 et 24 se-
maines. Les conﬁgurations choisies (i.e. les vecteurs ~pio = (pio0, pi
o
1, pi
o
2, pi
o
4, pi
o
8, pi
o
12, pi
o
16, pi
o
20, pi
o
24))
sont données dans le Tableau 2.2.
Pour chaque centre le taux de recrutement n'est de nouveau pas constant, son as-
pect est visible sur la Figure 2.2 dont les notations sont déﬁnies ci-dessous.
1. Génération des intensités selon une loi Gamma(α, β).
2. On ﬁxe une conﬁguration ~pio.
3. On eﬀectue 100 générations selon l'algorithme :
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Figure 2.2  Aspect des intensités de recrutement d'un centre pour le Scénario 3 .
(a) Génération des dates d'ouvertures (vu comme des délais non connus du mo-
dèle) Oi pour chaque centre i en utilisant une loi multinomiale de paramètre
~pio.
(b) Génération des dynamiques de recrutement à partir deOi pour chaque centre
i jusqu'à ce que n = 1000 patients soient atteint.
(c) Agrégation des C dynamiques de recrutement.
(d) Raccourcissement de la trajectoire globale pour atteindre n = 1000 patients.
(e) Identiﬁcation du temps T r et calcul de DIo,rqui est la moyenne, sur les
centres, de la durée de délai et PIo,r = DI
o,r
T r
la proportion moyenne de temps
inactif.
(f) Calcul de l'erreur relative aux instants intermédiaires t1 = 78 semaines et
t1 = 104 semaines.
4. Calcul de l'erreur relative moyenne aux temps t1, de DI
o la moyenne des DIo,r's
et PIo la moyenne des PIo,r's.
Génération de la dynamique de recrutement : Scénario 4
Le but de ce scénario est d'étudier l'impact de changements continus des intensités
de recrutement au cours du temps. C ﬁxé à 20, α = 0.7 et β = 2.
Sont considérées deux modiﬁcations des intensités :
 Une période d'apprentissage : les intensités croissent linéairement de 0 jusqu'à
leur valeur maximum prédéﬁnie. Notons pild la proportion de centres dont la phase
d'apprentissage est de d semaines. Les valeurs de d considérées sont 0, 2, 4 et 8
semaines. Les conﬁgurations choisies (i.e. les vecteurs ~pil = (pil0, pi
l
2, pi
l
4, pi
l
8) sont
données dans le Tableau 2.3.
 Une période de tarissement : à partir d'un instant T du , l'intensité décroit linéai-
rement avec une pente déﬁnie par la suite. Soit piduk la proportion de centres dont
la pente de décroissance de l'intensité est sk. Les valeurs de sk considérées sont
s1 = 0, s2 = −0.05, s3 = −0.1 et s4 = −0.2. Les valeurs du début de la décrois-
sance T du considérées sont 108 et 120 semaines. Les conﬁgurations choisies (i.e.
les vecteurs ~pidu = (pidu1 , pi
du
2 , pi
du
3 , pi
du
4 )) sont données au Tableau 2.3.
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Pour chaque centre les intensités de recrutement ne sont pas constantes et leur as-
pect est donné en Figure 2.3 dont les notations sont déﬁnies ci-dessous.
Figure 2.3  Aspect des intensités de recrutement d'un centre pour le Scénario 4.
1. Génération des intensités selon une loi Gamma(α, β).
2. On ﬁxe une conﬁguration~pil pour la période d'apprentissage et une conﬁguration
~pidu pour la période de tarissement.
3. On eﬀectue 100 générations selon l'algorithme :
(a) Génération de la ﬁn de la période d'apprentissage pour chaque centre selon
une loi multinomilae de paramètre ~pil.
(b) Génération de la pente de la période de tarissement pour chaque centre selon
une loi multinomiale de paramètre ~pidu .
(c) Génération des dynamiques de recrutement à partir deOi pour chaque centre
i jusqu'à ce que n = 1000 patients soient atteint.
(d) Agrégation des C dynamique de recrutement.
(e) Raccourcissement de la trajectoire globale pour atteindre n = 1000 patients.
(f) Identiﬁcation de la durée de recrutement et calcul du ratio :
F r = 1−
∑C
i=1Ai(T r)∑C
i=1 λiT
r
, (2.2)
où Ai(T r) est l'air sous la courbe de l'intensité du centre i entre 0 et T r
comme visible sur la Figure 2.3. F r représente la perte relative d'intensité
entre une situation perturbés selon les conﬁgurations envisagées et une in-
tensité constante.
(g) Calcul de l'erreur relative aux instants intermédiaires t1 = 78 semaines et
t1 = 104 semaines.
4. Calcul de l'erreur relative moyenne et F la moyenne des F r's.
Remarque Notons que le scénario 1 diﬀère des 3 autres scénarios dans le sens où les
données générées ne sont pas modiﬁées par des conﬁgurations. Seule la précision de la
prédiction (sans ajout de mauvaises spéciﬁcations) est évaluée. Le paramètre d'intérêt
est une moyenne mais la multiplicité des jeux de données générés nous permet d'évaluer
le comportement du modèle au travers de la variabilité de ces données.
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2.1.2 Résultats
Sensibilité de la prévision de la durée de recrutement selon le nombre de
centres et la moyenne de recrutement (scénario 1)
La Figure 2.4 est le graphique représentant l'erreur relative commise de prédiction
(un point blanc signiﬁe une erreur relative inférieur à 10% et inversement pour les
points noirs) comme une fonction de C en abscisse et de α en ordonnée.
Figure 2.4  Erreur relative de prédiction de la durée de l'essai des données générées jusqu'à
θ=78 semaines (a) et θ=104 semaines (b).
Plusieurs conclusions découlent de l'étude de la Figure 2.4. On constate première-
ment que comme attendu le paramètre C (respectivement α) a un impact signiﬁcatif
sur la précision de la prédiction, en eﬀet moins le nombre de centres sera élevé, plus la
prédiction sera en moyenne supérieur à 10% d'erreur relative.
On constate deuxièmement un phénomène d'atténuation (respectivement d'ajout) entre
les deux paramètres C et α. Si un des deux est petit, la précision peut être importante
si l'autre paramètre est élevé (bord gauche en haut et bord droit en bas). Cependant
si les deux sont petits alors presque plus aucune prévision n'est proche relativement à
la durée réelle.
Finalement ces phénomènes sont ampliﬁés (respectivement atténués) lorsque t1 = 78
semaines (resp. t1 = 104 semaines).
Sensibilité de la prévision de la durée de recrutement selon les interruptions
de recrutement (scénario 2)
Les résultats des simulations aux temps θ = 78 semaines et θ = 104 semaines sont
colléctés dans le Tableau 2.1.
Dans l'optique de souligner l'impact de chacun des paramètres de ce scénario sur
l'erreur relative, une ANOVA à deux facteurs est appliquées. Le premier facteur est
γ et le second ~pib. Les modalités de ces facteurs sont données par les niveaux 1 to 18
du Tableau 2.1 (les niveaux 19, 20 et 21 étudient le cas où toutes les probabilités sont
égales de sorte que l'analyse soit complète quant à l'eﬀet du paramètre γ). Il n'y a pas
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Tableau 2.1  Resultats du Scénario 2 : les diﬀérentes valeurs γ et ~pib des paramètres, la
caractéristique PIb de chaque conﬁguration et les resultat en terme d'erreur relative selon t1.
Les valeurs sont données en pourcentage.
Niveau
Valeurs des paramètres
PIb
Erreur relative moyenne à t1 =
γ ~pib 78 semaines 104 semaines
1 1
(
1
2 ,
1
10 ,
1
10 ,
1
10 ,
1
10 ,
1
10
)
3.57 2.88(±0.10) 1.45(±0.55)
2 12
(
1
2 ,
1
10 ,
1
10 ,
1
10 ,
1
10 ,
1
10
)
7.30 6.57 2.99
3 13
(
1
2 ,
1
10 ,
1
10 ,
1
10 ,
1
10 ,
1
10
)
10.90 9.27 4.51
4 1
(
1
10 ,
1
2 ,
1
10 ,
1
10 ,
1
10 ,
1
10
)
4.01 3.79 1.81
5 12
(
1
10 ,
1
2 ,
1
10 ,
1
10 ,
1
10 ,
1
10
)
8.17 7.53 3.43
6 13
(
1
10 ,
1
2 ,
1
10 ,
1
10 ,
1
10 ,
1
10
)
11.79 10.82 5.65
7 1
(
1
10 ,
1
10 ,
1
2 ,
1
10 ,
1
10 ,
1
10
)
4.65 4.09 2.01
8 12
(
1
10 ,
1
10 ,
1
2 ,
1
10 ,
1
10 ,
1
10
)
9.24 9.04 3.93
9 13
(
1
10 ,
1
10 ,
1
2 ,
1
10 ,
1
10 ,
1
10
)
13.97 13.64 6.46
10 1
(
1
10 ,
1
10 ,
1
10 ,
1
2 ,
1
10 ,
1
10
)
5.70 5.30 2.38
11 12
(
1
10 ,
1
10 ,
1
10 ,
1
2 ,
1
10 ,
1
10
)
11.31 10.86 5.32
12 13
(
1
10 ,
1
10 ,
1
10 ,
1
2 ,
1
10 ,
1
10
)
17.43 17.78 8.43
13 1
(
1
10 ,
1
10 ,
1
10 ,
1
10 ,
1
2 ,
1
10
)
6.77 6.59 3.08
14 12
(
1
10 ,
1
10 ,
1
10 ,
1
10 ,
1
2 ,
1
10
)
13.59 13.75 6.13
15 13
(
1
10 ,
1
10 ,
1
10 ,
1
10 ,
1
2 ,
1
10
)
20.12 21.91 10.01
16 1
(
1
10 ,
1
10 ,
1
10 ,
1
10 ,
1
10 ,
1
2
)
9.96 8.65 4.23
17 12
(
1
10 ,
1
10 ,
1
10 ,
1
10 ,
1
10 ,
1
2
)
20.29 19.23 9.22
18 13
(
1
10 ,
1
10 ,
1
10 ,
1
10 ,
1
10 ,
1
2
)
30.21 32.53 13.98
19 1
(
1
6 ,
1
6 ,
1
6 ,
1
6 ,
1
6 ,
1
6
)
5.81 5.26 2.53
20 12
(
1
6 ,
1
6 ,
1
6 ,
1
6 ,
1
6 ,
1
6
)
11.76 11.53 4.97
21 13
(
1
6 ,
1
6 ,
1
6 ,
1
6 ,
1
6 ,
1
6
)
17.18 17.52 7.96
d'interaction signiﬁcative entre ces deux facteurs, cependant chaque facteur a un eﬀet
signiﬁcatif sur l'erreur relative.
De plus, étant donné une conﬁguration, l'erreur relative moyenne croît avec les valeurs
de γ et sachant γ donné elle croît avec la valeur maximale de la plus grande probabilité
de la conﬁguration. L'étude est ﬁnalisée par une application d'un Test de Tuckey [62].
Ce test permet d'identiﬁer les niveaux des facteurs qui ne sont pas signiﬁcativement
diﬀérents en terme d'erreur relative (voir la Figure 2.5), et ainsi de déﬁnir un seuil sous
lequel il n'est pas nécessaire de considérer la perturbation selon une erreur maximum
acceptée.
L'interprétation de la Figure 2.5 n'est pas triviale car elle est reliée aux diﬀérents
niveaux (paramètre composite). Il est plus pratique de considérer PIb. La Figure 2.6
représente l'erreur relative moyenne comme fonction de PIb. Sachant un degré d'erreur
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Figure 2.5  Tests de Tukey's HSD (honest signiﬁcant diﬀerence) aux instants t1=104 se-
maines. Les valeurs à la colonne i et la ligne j est le fonction discriminante d'un test de
comparaison entre les moyennes des nievaux i et j (ordonnés selon leur valeur de PIb) basé
sur l'écart d'une distribution studentisée (méthode HSD). Cette méthode prend en compte
l'inﬂation du risque α du fait de la multiplicité des tests de comparaison.
acceptable déﬁni, il est facile de trouver les niveaux acceptables.
Figure 2.6  Erreur relative moyenne de la prédiction de la durée de recrutement à t1 = 78
semaines, '+' et t1 = 104 semaines, 'o' comme fonction de PI
b.
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Sensibilité de la prévision de la durée de recrutement selon les délais des
dates d'ouvertures (scénario 3)
Les résultats de simulation sont collectés dans le Tableau 2.2.
Tableau 2.2  Résultats du Scénario 3 : les diﬀérentes valeurs de ~pio des paramètres, la
caractéristique PIo de chaque conﬁguration et les résultats en terme d'erreur relative moyenne
aux diﬀérents temps t1. Les valeurs sont exprimées en pourcentage.
Niveau
Valeurs des paramètres
PIo
Temps intermédiaires t1 =
~pio 78 semaines 104 semaines
1
(
1
9 ,
1
9 ,
1
9 ,
1
9 ,
1
9 ,
1
9 ,
1
9 ,
1
9 ,
1
9
)
6.67 7.64(±0.77) 3.94(±0.38)
2
(
1
2 ,
1
16 ,
1
16 ,
1
16 ,
1
16 ,
1
16 ,
1
16 ,
1
16 ,
1
16
)
4.57 4.30 2.11
3
(
1
16 ,
1
2 ,
1
16 ,
1
16 ,
1
16 ,
1
16 ,
1
16 ,
1
16 ,
1
16
)
4.79 4.13 2.21
4
(
1
16 ,
1
16 ,
1
2 ,
1
16 ,
1
16 ,
1
16 ,
1
16 ,
1
16 ,
1
16
)
5.07 4.73 2.49
5
(
1
16 ,
1
16 ,
1
16 ,
1
2 ,
1
16 ,
1
16 ,
1
16 ,
1
16 ,
1
16
)
5.16 5.88 2.52
6
(
1
16 ,
1
16 ,
1
16 ,
1
16 ,
1
2 ,
1
16 ,
1
16 ,
1
16 ,
1
16
)
6.28 7.27 3.39
7
(
1
16 ,
1
16 ,
1
16 ,
1
16 ,
1
16 ,
1
2 ,
1
16 ,
1
16 ,
1
16
)
7.12 8.74 4.06
8
(
1
16 ,
1
16 ,
1
16 ,
1
16 ,
1
16 ,
1
16 ,
1
2 ,
1
16 ,
1
16
)
8.02 10.74 7.55
9
(
1
16 ,
1
16 ,
1
16 ,
1
16 ,
1
16 ,
1
16 ,
1
16 ,
1
2 ,
1
16
)
9.10 12.53 6.03
10
(
1
16 ,
1
16 ,
1
16 ,
1
16 ,
1
16 ,
1
16 ,
1
16 ,
1
16 ,
1
2
)
9.92 14.26 6.42
Une analyse de variance à un facteur permet de conclure à un eﬀet signiﬁcatif du
facteur ~pio, à savoir des délais dans les dates d'ouvertures du recrutement, sur l'erreur
relative.
L'interprétation est plus facile car ne comprenant qu'un seul facteur mais la caracté-
ristique PIo permet comme pour le scénario précédent de trouver facilement le seuil
d'acceptabilité de la perturbation.
En eﬀet il est facilement observable sur la Figure 2.7 que l'erreur relative moyenne de
prédiction augmente avec la moyenne des proportion de temps d'inicativité PIo.
Sensibilité de la prévision de la durée de recrutement selon les changements
d'intensités continus au cours du temps (scénario 4)
Les résultats de simulation sont collectés dans le Tableau 2.3.
Une analyse de variance à 3 facteurs est eﬀectuée pour étudier les eﬀets de chacun
des facteurs et des interactions possibles. Le premier facteur est ~pil, le second T du et le
troisième est ~pidu . Les modalités sont données par les niveaux 1 à 50 du Tableaux 2.3.
De nouveau aucune interactions entre facteur n'est signiﬁcative mais chaque facteur
a un eﬀet signiﬁcatif sur l'erreur relative de prédiction. De nouveau l'interprétation
est plus aisée lorsque l'on considère la caractéristique F et les mêmes conclusions sont
observées pour la déﬁnition d'un seuil d'acceptabilité de la perturbation visible sur la
Figure 2.8.
32
CHAPITRE 2. ENRICHISSEMENT DU MODÈLE
Figure 2.7  Erreur relative moyenne de la prédiction de la durée de recrutement à t1 = 78
semaines, '+' et t1 = 104 semaines, 'o' comme fonction de PI
o.
Remarque Notons que le phénomène de la phase de tarissement amène à une sous-
estimation de la durée de recrutement au contraire de toutes les autres perturbations.
2.1.3 Recommandations
Plusieurs conclusions émanent de ces simulations :
 Premièrement l'importance du temps intermédiaire t1 choisi pour estimer les
paramètres sur l'erreur relative de la prédiction de la durée du recrutement.
En fait, plus l'étude intermédiaire se fait tôt, plus grand sera l'impact de la
perturbation sur l'erreur de prédiction commise.
 Deuxièmement le modèle continue tout de même à donner des résultats convain-
cant même pour un nombre de centres inférieur à 20 tant que les intensités de
recrutement sont assez élevées (voir Figure 2.4). Il n'existe pas actuellement de
relation explicite entre C, α et l'erreur relative de prédiction mais des études par
simulations ad hoc permettent d'assurer la validité de l'application du modèle
pour des valeurs de paramètres spéciﬁques.
 Troisièmement les diﬀérentes perturbations introduites dans le modèle jouent
un rôle dans son eﬃcacité. De nouveau aucune relation explicite n'existe entre
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Tableau 2.3  Résultats du Scénario 4 : les diﬀérentes valeurs de ~pil, Td et ~pi
du des paramètres,
la caractéristique F de chaque conﬁguration et les résultats en terme d'erreur relative moyenne
aux diﬀérents temps t1. Les valeurs sont exprimées en pourcentage sauf Td qui est en semaines.
Niveau
Valeurs des paramètres
F
Temps intermédiaires t1 =
~pil Td ~pi
du 78 semaines 104 semaines
1
(
1
4 ,
1
4 ,
1
4 ,
1
4
)
130
(
1
2 ,
1
6 ,
1
6 ,
1
6
)
6.05 -7.23(±0.75) -7.38(±0.65)
2
(
1
4 ,
1
4 ,
1
4 ,
1
4
)
130
(
1
6 ,
1
2 ,
1
6 ,
1
6
)
8.46 -10.72 -11.35
3
(
1
4 ,
1
4 ,
1
4 ,
1
4
)
130
(
1
6 ,
1
6 ,
1
2 ,
1
6
)
9.70 -12.24 -13.06
4
(
1
4 ,
1
4 ,
1
4 ,
1
4
)
130
(
1
6 ,
1
6 ,
1
6 ,
1
2
)
10.98 -14.26 -14.91
5
(
1
2 ,
1
6 ,
1
6 ,
1
6
)
130
(
1
4 ,
1
4 ,
1
4 ,
1
4
)
8.33 -11.77 -11.77
6
(
1
6 ,
1
2 ,
1
6 ,
1
6
)
130
(
1
4 ,
1
4 ,
1
4 ,
1
4
)
8.37 -11.13 -11.40
7
(
1
6 ,
1
6 ,
1
2 ,
1
6
)
130
(
1
4 ,
1
4 ,
1
4 ,
1
4
)
9.05 -11.12 -11.59
8
(
1
6 ,
1
6 ,
1
6 ,
1
2
)
130
(
1
4 ,
1
4 ,
1
4 ,
1
4
)
9.54 -10.80 -11.31
9
(
1
2 ,
1
6 ,
1
6 ,
1
6
)
130
(
1
2 ,
1
6 ,
1
6 ,
1
6
)
5.50 -7.27 -7.44
10
(
1
2 ,
1
6 ,
1
6 ,
1
6
)
130
(
1
6 ,
1
2 ,
1
6 ,
1
6
)
8.19 -11.15 -11.35
11
(
1
2 ,
1
6 ,
1
6 ,
1
6
)
130
(
1
6 ,
1
6 ,
1
2 ,
1
6
)
9.43 -12.69 -13.66
12
(
1
2 ,
1
6 ,
1
6 ,
1
6
)
130
(
1
6 ,
1
6 ,
1
6 ,
1
2
)
10.15 -14.02 -14.69
13
(
1
6 ,
1
2 ,
1
6 ,
1
6
)
130
(
1
2 ,
1
6 ,
1
6 ,
1
6
)
5.95 -7.77 -7.27
14
(
1
6 ,
1
2 ,
1
6 ,
1
6
)
130
(
1
6 ,
1
2 ,
1
6 ,
1
6
)
8.19 -10.81 -11.28
15
(
1
6 ,
1
2 ,
1
6 ,
1
6
)
130
(
1
6 ,
1
6 ,
1
2 ,
1
6
)
9.67 -12.98 -13.56
16
(
1
6 ,
1
2 ,
1
6 ,
1
6
)
130
(
1
6 ,
1
6 ,
1
6 ,
1
2
)
10.46 -13.97 -14.47
17
(
1
6 ,
1
6 ,
1
2 ,
1
6
)
130
(
1
2 ,
1
6 ,
1
6 ,
1
6
)
5.91 -6.84 -7.78
18
(
1
6 ,
1
6 ,
1
2 ,
1
6
)
130
(
1
6 ,
1
2 ,
1
6 ,
1
6
)
8.63 -10.66 -10.96
19
(
1
6 ,
1
6 ,
1
2 ,
1
6
)
130
(
1
6 ,
1
6 ,
1
2 ,
1
6
)
9.91 -12.61 -13.42
20
(
1
6 ,
1
6 ,
1
2 ,
1
6
)
130
(
1
6 ,
1
6 ,
1
6 ,
1
2
)
10.79 -14.04 -14.47
21
(
1
6 ,
1
6 ,
1
6 ,
1
2
)
130
(
1
2 ,
1
6 ,
1
6 ,
1
6
)
6.36 -6.40 -7.27
22
(
1
6 ,
1
6 ,
1
6 ,
1
2
)
130
(
1
6 ,
1
2 ,
1
6 ,
1
6
)
9.08 -9.90 -11.11
23
(
1
6 ,
1
6 ,
1
6 ,
1
2
)
130
(
1
6 ,
1
6 ,
1
2 ,
1
6
)
10.36 -11.68 -13.12
24
(
1
6 ,
1
6 ,
1
6 ,
1
2
)
130
(
1
6 ,
1
6 ,
1
6 ,
1
2
)
10.99 -13.04 -14.41
ces paramètres et l'erreur relative de prédiction mais des études de simulations
permettent de déﬁnir des seuils d'acceptabilité sous lesquels les perturbations
peuvent être négligées (voir Figure 2.6, 2.7 et 2.8). C'est d'un intérêt tout parti-
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Niveau
Valeurs des paramètres
F
Temps intermédiaires t1 =
~pil Td ~pi
du 78 semaines 104 semaines
25
(
1
4 ,
1
4 ,
1
4 ,
1
4
)
143
(
1
2 ,
1
6 ,
1
6 ,
1
6
)
2.56 -1.31 -2.59
26
(
1
4 ,
1
4 ,
1
4 ,
1
4
)
143
(
1
6 ,
1
2 ,
1
6 ,
1
6
)
3.50 -3.61 -3.36
27
(
1
4 ,
1
4 ,
1
4 ,
1
4
)
143
(
1
6 ,
1
6 ,
1
2 ,
1
6
)
3.85 -4.23 -4.45
28
(
1
4 ,
1
4 ,
1
4 ,
1
4
)
143
(
1
6 ,
1
6 ,
1
6 ,
1
2
)
4.56 -4.79 -5.76
29
(
1
2 ,
1
6 ,
1
6 ,
1
6
)
143
(
1
4 ,
1
4 ,
1
4 ,
1
4
)
3.29 -4.15 -4.32
30
(
1
6 ,
1
2 ,
1
6 ,
1
6
)
143
(
1
4 ,
1
4 ,
1
4 ,
1
4
)
3.54 -3.51 -3.76
31
(
1
6 ,
1
6 ,
1
2 ,
1
6
)
143
(
1
4 ,
1
4 ,
1
4 ,
1
4
)
3.68 -3.26 -4.29
32
(
1
6 ,
1
6 ,
1
6 ,
1
2
)
143
(
1
4 ,
1
4 ,
1
4 ,
1
4
)
4.23 -3.16 -3.82
33
(
1
2 ,
1
6 ,
1
6 ,
1
6
)
143
(
1
2 ,
1
6 ,
1
6 ,
1
6
)
2.15 -3.14 -2.53
34
(
1
2 ,
1
6 ,
1
6 ,
1
6
)
143
(
1
6 ,
1
2 ,
1
6 ,
1
6
)
3.06 -4.02 -3.85
35
(
1
2 ,
1
6 ,
1
6 ,
1
6
)
143
(
1
6 ,
1
6 ,
1
2 ,
1
6
)
3.63 -4.61 -4.60
36
(
1
2 ,
1
6 ,
1
6 ,
1
6
)
143
(
1
6 ,
1
6 ,
1
6 ,
1
2
)
4.20 -4.93 -5.76
37
(
1
6 ,
1
2 ,
1
6 ,
1
6
)
143
(
1
2 ,
1
6 ,
1
6 ,
1
6
)
2.35 -2.36 -2.51
38
(
1
6 ,
1
2 ,
1
6 ,
1
6
)
143
(
1
6 ,
1
2 ,
1
6 ,
1
6
)
3.08 -3.31 -3.68
39
(
1
6 ,
1
2 ,
1
6 ,
1
6
)
143
(
1
6 ,
1
6 ,
1
2 ,
1
6
)
3.76 -4.57 -5.03
40
(
1
6 ,
1
2 ,
1
6 ,
1
6
)
143
(
1
6 ,
1
6 ,
1
6 ,
1
2
)
4.48 -5.42 -5.84
41
(
1
6 ,
1
6 ,
1
2 ,
1
6
)
143
(
1
2 ,
1
6 ,
1
6 ,
1
6
)
2.44 -1.67 -1.91
42
(
1
6 ,
1
6 ,
1
2 ,
1
6
)
143
(
1
6 ,
1
2 ,
1
6 ,
1
6
)
3.50 -3.00 -3.58
43
(
1
6 ,
1
6 ,
1
2 ,
1
6
)
143
(
1
6 ,
1
6 ,
1
2 ,
1
6
)
3.95 -4.04 -4.59
44
(
1
6 ,
1
6 ,
1
2 ,
1
6
)
143
(
1
6 ,
1
6 ,
1
6 ,
1
2
)
4.63 -4.77 -5.72
45
(
1
6 ,
1
6 ,
1
6 ,
1
2
)
143
(
1
2 ,
1
6 ,
1
6 ,
1
6
)
3.07 -0.86 -2.15
46
(
1
6 ,
1
6 ,
1
6 ,
1
2
)
143
(
1
6 ,
1
2 ,
1
6 ,
1
6
)
3.97 -2.29 -3.20
47
(
1
6 ,
1
6 ,
1
6 ,
1
2
)
143
(
1
6 ,
1
6 ,
1
2 ,
1
6
)
4.44 -3.57 -4.47
48
(
1
6 ,
1
6 ,
1
6 ,
1
2
)
143
(
1
6 ,
1
6 ,
1
6 ,
1
2
)
5.05 -4.26 -5.20
49
(
1
4 ,
1
4 ,
1
4 ,
1
4
)
2.5
(
1
4 ,
1
4 ,
1
4 ,
1
4
)
8.79 -11.06 -11.43
50
(
1
4 ,
1
4 ,
1
4 ,
1
4
)
143
(
1
4 ,
1
4 ,
1
4 ,
1
4
)
3.58 -3.60 -4.22
culier car en pratique les valeurs de ces paramètres ne sont pas faciles à collecter.
En considérant la conception d'un essai clinique multicentrique pour lequel un mo-
dèle Poisson-gamma sera utilisé pour la modélisation de la dynamique de recrutement,
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Figure 2.8  Erreur relative moyenne de la prédiction de la durée de recrutement à t1 = 78
semaines, '+' et t1 = 104 semaines, 'o' comme fonction de F.
le nombre de centres C est connu d'avance, une estimation plus ou moins précise des
intensités de recrutement est donnée par les investigateurs ainsi que la durée estimée
du recrutement. Il est ainsi recommandé lors de cette conception de :
1. Déﬁnir le temps intermédiaire t1 du suivi du recrutement, il est ainsi possible
d'estimer les paramètres α, µ) du modèle.
2. Vériﬁer la compatibilité des paramètres intrinsèques à l'essai par une étude telle
celle du Scénario 1.
3. Fixer un niveau d'acceptabilité d'erreur relative de prédiction maximum tolérable
ε.
4. Eﬀectuer une étude par simulation comme pour les Scénario 3 et 4. Ceci conduit
à l'identiﬁcation de seuils d'acceptabilités de cette perturbations selon ε.
La diﬃculté vient de la multiplicité des perturbations possibles qui si elles s'ajoutent
rendent la déﬁnition des seuils d'acceptabilité plus diﬃcile (en eﬀet les perturbations
sur l'erreur de prédiction s'ajoutent mais ne sont pas indépendantes quant à leurs eﬀets
sur la prédiction).
36
CHAPITRE 2. ENRICHISSEMENT DU MODÈLE
2.2 Dates d'ouvertures inconnues : Modèle Poisson-
Gamma uniforme
Dans le modèle Poisson-Gamma uniforme, les dates d'ouvertures sont supposées
uniformément distribuées sur [0, vi] où vi est la date de première inclusion du centre i.
Soit t1 > 0. Si le centre i n'a pas recruté sur [0, t1], on pose vi = t1. τi = t1 − ui est
donc uniformément distribué sur [t1 − vi, t1]. On pose S ′i = t1 − vi et Si = t1.
Notons que vi, Si et S ′i dépendent de t1.
Les intensités d'inclusion sont distribuées selon une loi Gamma de paramètres (α, β).
Proposition 7 La loi de ki = Ni(t1) est donnée par
P[ki = n] = βα
Γ(α + n)
Γ(α)n!
∫ Si
S′i
tn
(β + t)α+n
dt
Si − S ′i
.
Preuve Sachant l'intensité λi et la date d'ouverture du centre ui, ki suit une loi de
Poisson de paramètre λiτi où τi = t1−ui. τi est uniformément distribué sur [S ′i, Si]. On
en déduit
P[ki = n] =
∫ +∞
0
βαΓ(α)−1dx
∫ Si
S′i
dt
Si − S ′i
e−xt
(xt)n
n!
e−βxxα−1
= βα
Γ(α + n)
Γ(α)n!
∫ Si
S′i
tn
(β + t)α+n
dt
Si − S ′i
.
2.2.1 Estimation par maximum de vraisemblance
On déduit de la proposition 7 le corollaire :
Corollaire 1 L'estimateur du maximum de vraisemblance (αˆC , µˆC) est obtenu en maxi-
misant :
MUΓC (α, µ) =
1
C
C∑
i=1
[α ln(α/µ)− lnΓ(α) + lnΓ(α + ki) + ln(B(α, α/µ, ki, S ′i, Si)] ,
où B(a, b, k, S ′, S) =
∫ S+b
S′+b t
−k−a(t− b)kdt.
Remarque Un calcul direct montre que si a > 1,
B(a, b, k, S ′, S) = b1−a
[
βinc
(
b
S ′ + b
; a− 1, k + 1
)
− βinc
(
b
S + b
; a− 1, k + 1
)]
,
où βinc est la fonction bêta incomplète : pour tous x ∈ [0, 1], a1 > 0, a2 > 0,
βinc(x; a1, a2) =
∫ x
0
ta1−1(1− t)a2−1dt. (2.3)
Si a 6= 1 et k > 0,
B(a, b, k, S ′, S) =
1
a− 1
[
S ′k
(S ′ + b)a+k−1
− S
k
(S + b)a+k−1
+ kb1−a
(
βinc
(
b
S ′ + b
; a, k
)
− βinc
(
b
S + b
; a, k
))]
.
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2.2.2 Propriétés de l'estimateur
Posons Ji(θ, ki, , vi) = −Eθ[∇2f(θ, ki, Si, S ′i)] où
f(θ, ki, Si, S
′
i) = α ln(α/µ)− lnΓ(α) + lnΓ(α + ki) + ln(B(α, α/µ, ki, S ′i, Si).
Si la suite (Si, S ′i)i≥1 vériﬁe Si−S ′i ≥ ξ pour un certain ξ > 0, et si 1C
∑C
i=1 Ji converge
vers une matrice déﬁnie positive I0, alors θˆC suit asymptotiquement une loi normale
de moyenne θ et de matrice de covariance 1
C
I−10 .
Ceci nous permet de calculer une région de conﬁance pour l'estimateur (αˆC , µˆC) :
la région de conﬁance à 95% est une ellipse centrée en (αˆC , µˆC), déﬁnie par
{X ∈ R2 : (X − θ0)T I0(X − θ0) ≤ p/C},
où p ' 5.99 est le quantile d'ordre 95% d'une loi du χ2 à deux degrés de liberté.
2.2.3 Validation du modèle
Comme dans le paragraphe 1.5, nous traçons la courbe d'occupation des données,
ainsi que la moyenne attendue dans le modèle UPoisson-Γ. Cette courbe se fait sur
données réelles fournies par l'Inserm, avec l'instant Tf = 2.32 années est la durée de
recrutement totale. Soit νj le nombre de centres ayant recruté exactement j patients,
alors
E [νj] =
C∑
i=1
P [ki = j] = (α/µ)αΓ(α)−1Γ(j + α)
C∑
i=1
1
Si − S ′i
B(α, α/µ, j, S ′i, Si).
La courbe d'occupation est donnée dans la ﬁgure 2.9. Le modèle est en bonne
adéquation avec les données.
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Figure 2.9  Courbe d'occupation à Tf = 2.31 années.
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2.3 Prise en compte des sorties d'étude
La première situation que nous avons étudiée dans [11] est la prise en compte des
"screening failure". Cela consiste à diﬀérencier les patients inclus des patients rando-
misés. En eﬀet, il est normal en recherche clinique d'observer une diﬀérence entre ces
eﬀectifs due aux critères d'exclusion vériﬁés durant la période de screening . Cette
diﬀérence est problématique car le calcul du NSN (nombre de sujets nécessaires) four-
nit la valeur du nombre de patients randomisés nécessaires et les données observées
servant jusque là au calibrage du modèle sont celles des patients inclus. Usuellement
le problème est pris en compte en corrigeant le NSN d'un coeﬃcient - souvent 20 %
- pour tenir compte de cette évaporation. Cette méthode est cependant grossière et
peut amener (dans un soucis d'atteindre le nombre NSN de patients randomisés) à
une phase de recrutement beaucoup plus importante que nécessaire dans le sens où
trop de patients ﬁnissent par être recrutés (en rappelant que les coûts sont loin d'être
négligeables). Ainsi l'apport d'un modèle plus pertinent permet d'estimer au mieux ce
coeﬃcient (pouvant dans certaines études être plus grand que 20%).
L'idée est de coupler à la modélisation de la dynamique de recrutement déjà présentée
en Section 1.2 une dynamique de sortie d'étude basée sur les mêmes principes de mo-
délisation.
Pour ce faire nous déﬁnissons un vecteur de probabilité (p1, . . . , pC) représentant
les probabilités qu'un patient sorte de l'étude dès l'inclusion (au début de la phase de
screening) pour chaque centre.
Le modèle est enrichi en considérant des screening failures à un instant donné durant
la période de screening, dont nous supposons que la durée est la même pour tous les
patients et de durée strictement positive égale à R.
2.3.1 Introduction
On se place dans les mêmes conditions présentées Section 1.2.
Considérons une étude multicentrique avec C centres. Rappelons que ui dénote la date
d'ouvertures du centre i. Le recrutement des patients est modélisé par des processus
doublement stochastiques de Poisson {N it , t ≥ 0 ; i = 1, ..., C} et le processus global
par Nt =
∑C
i=1N it . Nous notons {tj, j ≥ 1} la suite croissante des temps de saut de Nt
(resp. {ti,j, j ≥ 1} la suite de N it ).
Considérons maintenant la modélisation du phénomène de sortie d'étude. Introdui-
sons la famille de variables aléatoires i.i.d {ri; 1 ≤ i ≤ C} à valeur dans [0, 1], et la
famille paramétrique de variables aléatoires positives {Zi,j(θi), j ≥ 1 ; 1 ≤ i ≤ C} où
pour chaque i et pour θi ﬁxé, les variables {Zi,j, j ≥ 1} ont la même distribution et
les valeurs {θi, 1 ≤ i ≤ C} sont des variables aléatoires i.i.d de distribution quelconque
pour le moment.
Par la suite 1−ri représente la probabilité de sortir de l'étude dès l'inclusion, et Zi,j(θi)
le temps de sortie de l'étude après l'inclusion.
Le fait de considérer des variables aléatoires pour ri et θi permet de considérer la va-
riabilité des deux phénomènes de sortie d'étude étudiés ici entre chaque centre.
Le patient j arrivant au centre i au temps s = ti,j peut sortir de l'étude dès l'inclu-
sion avec une probabilité 1 − ri, sinon il peut sortir après un temps s + Zi,j(θi) après
39
CHAPITRE 2. ENRICHISSEMENT DU MODÈLE
l'inclusion pendant la période de screening si Zi,j(θi) ≤ R, où nous rappelons que R est
le temps de screening pour tous les patients. Si aucun de ces évènements ne se produit,
le patient est alors randomisé avec succès au temps s+R.
Nous nous plaçons dans le centre i à un certain temps intermédiaire t1. Supposons
pour des raisons de simplicité que R < t1−ui. Supposons de plus que les valeurs (ri, θi)
sont données. Ainsi au temps t1 pour le patient j recruté au temps s = ti,j < t1, il peut
se produire 3 évènements :
 Le patient est screené et randomisé avec succès au temps s+R avec probabilité :
pi(s, t1, ri, θi) = ri ∗ P(Zi,j(θi) > R)χ(s ≤ t1 −R);
 Le patient sort de l'étude avec probabilité :
qi(s, t1, ri, θi) = 1− ri + riP(Zi,j(θi) ≤ min(R, t1 − s));
 Le patient est toujours en phase de screening avec probabilité :
gi(s, t1, ri, θi) = riP(Zi,j(θi) > t1 − s)χ(t1 −R ≤ st1).
Figure 2.10  Modélisation de la dynamique de recrutement prenant en compte les screening
failures.
Déﬁnissons la famille indépendante d'indicateurs {χi,j(ri), j ≥ 1 ; 1 ≤ i ≤ C}, où
pour ri donné, les variables {χi,j(ri), j ≥ 1} sont conditionnellement indépendantes et
pour tout 1 ≤ i ≤ C et tout j ≥ 1,
P(χi,j(ri) = 0) = 1− P(χi,j(ri) = 1) = ri
Nous pouvons ainsi pour chaque centre i déﬁnir trois processus :
 patients randomisés :
N i,Rt = Card{j : ui ≤ ti,j ≤ tR et χi,j(ri) = 0, Zi,j(θi) ≥ R},
 patients perdus :
N i,Pt = Card{j : ui ≤ ti,j ≤ t et {χi,j(ri) = 1} ∪ {Zi,j(θi) ≥ min(R, t− ti,j)}},
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 patients en cours de screening :
N i,St = N it −N i,Rt −N i,Pt
Finalement notons
NXt =
C∑
i=1
N i,Xt ,
pour X := R;P, S.
2.3.2 Modèles de prise en compte des sorties d'étude
La période de recrutement s'arrête lorsque N i,Rt = N . Plusieurs modèles de sortie
d'étude son étudiés par la suite :
Modèle 1 : Pour tout 1 ≤ i ≤ C, ri = r, où r est une constante ﬁxée dans [0, 1] et pour tout
j ≥ 1, Zi,j(θi) = +∞. Cela signiﬁe que seules les sorties d'étude dès l'inclusion
sont considérées.
Modèle 2 : Les variables {ri; 1 ≤ i ≤ C} sont i.i.d dont la distribution est une distribution
beta de paramètres (ψ1, ψ2), et pour tout 1 ≤ i ≤ C et j ≥ 1, Zi,j(θi) = +∞. De
nouveau seules les sorties d'étude dès l'inclusion sont considérées mais un ajout
de variabilité dans les probabilités de randomisation entre centre est considéré
par l'ajout de la distribution beta.
Modèle 3 : Pour tout 1 ≤ i ≤ C, ri = r, et les valeurs {Zi,j(.), j ≥ 1 ; 1 ≤ i ≤ C} sont des
variables i.i.d de distribution exponentielle de paramètres θ (le même pour tout
les centres).
Modèle 4 : Pour tout 1 ≤ i ≤ C, ri = r, et les valeurs {Zi,j(.), j ≥ 1} sachant θi sont
des variables i.i.d. de distribution exponentielle de paramètre θi, où les valeurs
{θi; 1 ≤ i ≤ C} sont des variables i.i.d. de distribution gamma de paramètres
(α2, µ2).
Modèle 5 : Les variables {ri; 1 ≤ i ≤ C} sont i.i.d et dont la distribution est une distri-
bution beta de paramètres (ψ1, ψ2). Les valeurs {Zi,j(.), j ≥ 1} sachant θi sont
des variables i.i.d. de distribution exponentielle de paramètre θi, où les valeurs
{θi; 1 ≤ i ≤ C} sont des variables i.i.d. de distribution gamma de paramètres
(α2, µ2).
Le modèle 5 est le modèle le plus complexe qui considère les deux types de sortie
d'étude en prenant en compte la variabilité de randomisation entre les centres pour
chacun des types.
Rappelons que la dynamique de recrutement est modélisée par un processus Poisson-
gamma. La démarche est identique à celle développée au paragraphe 1 à savoir les
résultats reposent sur la ré-estimation bayésienne empirique des paramètres des familles
de loi paramétriques choisies que sont les lois Beta et les lois gamma intervenant dans le
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modèle. Il est important de noter que les lois inhérentes à la dynamique de recrutement
sont indépendantes de celles de la dynamique de sortie d'étude. Comme au paragraphe
1, la problématique vient du fait que ces paramètres sont inconnus mais estimables au
moyen de données issues d'analyse intermédiaire de recrutement et de sortie d'étude
dans ce cas précis. On est alors en mesure de construire un modèle prédictif du nombre
de patients randomisés (nombre de patients inclus - nombre de drop out des deux
types).
Dans les modèles 1 et 2, le véritable temps de sortie d'étude n'est pas considéré.
Ainsi au temps intermédiaire t1 et pour chaque centre i, seules les données du nombre
de patients recrutés et randomisés sont nécessaires (i.e {N it1 , N i,Rt1 }). En ce qui concerne
les modèles 3, 4 et 5, nous supposons que toutes les données sont observées et récol-
tées : pour chaque patient sont connus le temps de recrutement ainsi que le temps de
sortie d'étude (ou de randomisation). Sans la donnée du temps de sortie d'étude aucune
distinction n'est possible entre une sortie d'étude dès l'inclusion et une sortie d'étude
pendant la période de screening, et la distinction faîte entre les modèles serait inutile.
2.3.3 Estimation des paramètres au temps intermédiaire t1.
Le recrutement est toujours modélisé par un modèle Poisson-gamma comme pré-
senté au Chapitre 1. Nous supposons toujours les intensités de recrutement des centres
comme distribuées selon une loi Gamma de paramètres inconnus (α, β).
Soit t1 le temps intermédiaire d'étude, considérons le cas du centre i, et supposons
pour des raisons de simpliﬁcation que τi = t1− ui ≥ R. Dans cette situation le nombre
de patients recrutés au temps t1 est ni = N it1 , est vu comme une variable aléatoire
de distribution une loi binomiale négative de paramètres (α, τi/(β + τi)) [38, p.199]
(ou une variable aléatoire de distribution Poisson-gamma de paramètres (α, β, τi) [16,
p.119]). Rappelons que la distribution de probabilité d'une variable binomiale négative
(Poisson-gamma) de paramètres (α, pi) s'écrit :
NegBin(k;α, pi) =
Γ(α + k)
k!Γ(α)
pik(1− pi)α.
Notons µ = E[λ] la moyenne des intensités de recrutement et par σ2 = V[λ] leur
variance en rappelant que : µ = α/β et σ2 = α/β2. Ainsi α = µ2/σ2 et β = µ/σ2.
En reparamétrisant en terme de moyenne d'intensité pour le centre i on obtient la
probabilité,
P(ni = k) = E
[
e−λτi
(λτi)
k
k!
]
= NegBin
(
k;α,
µτi
α + µτi
)
. (2.4)
Modèle 1.
Soit ri la probabilité de randomisation du centre i. Notons Bin(n, pi) une variable
aléatoire binomiale de paramètres (n, pi) dont la distribution de probabilité est :
Bin(k;n, pi) =
(
n
k
)
pik(1− pi)n−k, 0 ≤ k ≤ n.
Supposons pour simpliﬁer qu'il n'y a pas de délai dans la phase de screening (R = 0).
Ainsi pour le centre i le nombre de patients randomisés noté ki a une distribution
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binomiale de paramètres (ni, ri). Supposons maintenant que ri ≡ r (les probabilités de
randomisation sont les mêmes pour tous les centres). Ainsi, ayant toutes les données
des C centres, la fonction de log-vraisemblance est facilement calculable.
Sachant {ni, ki, τi} au temps intermédiaire t1, la fonction log-vraisemblance s'écrit
sous la forme :
L1(α, µ, r) =
C∑
i=1
ln
[
NegBin
(
ni;α,
µτi
α + µτi
)]
+
C∑
i=1
ln[Bin(ki;ni, r)].
On voit que le paramètre r est séparé des paramètres (α, µ) et L1(α, µ, r) peut se
réécrire sous la forme : L1(α, µ, r) = L1,1(α, µ) + L1,2(r), avec,
L1,1(α, µ) =
C∑
i=1
lnΓ(ni+α)−C lnΓ(α)+N1(lnµ− lnα)−
C∑
i=1
(ni+α) ln(1+µτi/α)+C,
(2.5)
et
L1,2(r) =
C∑
i=1
[ki ln r + (ni − ki) ln(1− r)] + C1.
où C1 est une constante indépendante des paramètres considérés, et N1 =
∑C
i=1 ni est
le nombre total de patients recrutés jusqu'au temps t1. En dérivant par rapport à r,
il est facile de voir que l'estimateur du maximum de vraisemblance de la fonction L1,2
est donné par l'équation suivante :
rˆ =
( M∑
i=1
ni
)−1 M∑
i=1
ki. (2.6)
Remarque L'indépendance du processus de sortie d'étude et du processus de recru-
tement implique que, pour tout les modèles considérés, les paramètres (α, µ) peuvent
être estimés par la fonction de log-vraisemblance L1,1 donnée (2.5) et une procédure
d'optimisation à 2 dimensions. Nous notons (αˆ, µˆ) ces estimations
Remarque Notons de plus que l'estimateur de la variance est donné par σˆ2 = µˆ2/αˆ.
Modèle 2.
Supposons que les ri peuvent varier entre les centres. Cette variation peut être
décrite en considérant le vecteur (ri, 1 ≤ i ≤ C) comme distribué selon une loi beta de
paramètres inconnus (ψ1, ψ2).
Notons Beta(ψ1, ψ2) une variable aléatoire de distribution beta dont la fonction de
densité s'écrit :
pβ(x;ψ1, ψ2) = x
ψ1−1(1− x)ψ2−1/B(ψ1, ψ2), x ∈]0, 1[,
où B(ψ1, ψ2) =
∫ 1
0
xψ1−1(1− x)ψ2−1 dx est la fonction Beta.
Notons que si r = Beta(ψ1, ψ2), alors une variable binomiale doublement stochas-
tique Bin(n, r) a une distribution beta-binomiale dont la distribution de probabilité est
donnée par :
P(Bin(n;Beta(ψ1, ψ2)) = k) =
(
n
k
)B(k + ψ1, n− k + ψ2)
B(ψ1, ψ2) .
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Sachant {ni, ki, τi} au temps intermédiaire t1, la fonction log-vraisemblance peut
s'écrire sous la forme :
L2(α, µ, ψ1, ψ2) = L2,1(α, µ) + L2,2(ψ1, ψ2),
où L2,1 = L1,1 est donnée par (2.5), et
L2,2(ψ1, ψ2) =
M∑
i=1
lnB(ki + ψ1, ni − ki + ψ2)−M lnB(ψ1, ψ2) + C2. (2.7)
Les paramètres (ψ1, ψ2) peuvent être estimés en utilisant le fonction log-vraisemblance
L2,2 donnée par (2.7) et une procédure d'optimisation à 2 dimensions. Notons les estima-
tions de la fonction L2,2 par (ψˆ1, ψˆ2). Considérons maintenant une approche bayésienne
d'ajustement des paramètres pour chaque centre i sachant ni et ki de la même manière
que dans [8, 6] et dans le Chapitre 1. Rappelons que la distribution a posteriori des
intensités de recrutement est une distribution gamma de paramètres (αˆ+ni, βˆ+τi). De
la même manière, si ri a une distribution a priori beta de paramètres (ψ1, ψ2), alors
sachant {ni, ki}, la distribution a posteriori des riest aussi une distribution beta de
paramètres (ψ1 + ki, ψ2 + ni − ki).
Ainsi, ayant toutes les données nécessaires, il est possible de représenter les esti-
mateurs a posteriori des intensités et des probabilités de randomisation pour chaque
centre sous la forme :
λˆi ∼ Γ(αˆ + ni, βˆ + τi) et rˆi ∼ Beta(ψˆ1 + ki, ψˆ2 + ni − ki), (2.8)
où λˆi et rˆi, i = 1, ..,M sont indépendants.
Modèles 3, 4 et 5.
Lors du calcul de la fonction vraisemblance, il est important de noter que les va-
riables {λi, ri, θi ; 1 ≤ i ≤ C} sont indépendantes. Nous supposons toujours que que
les intensités {λi ; 1 ≤ i ≤ C} sont distribuées selon une loi gamma de paramètres
(α, β), ainsi pour tout 1 ≤ i ≤ C la variable N it a une distribution binomiale négative
NegBin
(
k;α, µτi
α+µτi
)
(voir (2.4)). Le type de distribution considéré pour ri et θi est
spéciﬁé par le choix du modèle considéré.
Nous supposons dans ces modèles que nous disposons de plus de données, ainsi il est pos-
sible d'estimer les paramètres des temps de sortie d'étude {Zi,j, j ≥ 1 ; 1 ≤ i ≤ C}. De
plus, le calcul des distribution a posteriori des paramètres n'est pas simple si l'on utilise
les données comme pour les modèles 1 et 2. Au temps t1, on observe les temps d'arrivée
des patients {ti,j ≤ t1 ; j ≥ 1 , 1 ≤ i ≤ C} et le dernier temps {si,j, j ≥ 1 ; 1 ≤ i ≤ C}
auquel il était en phase de screening (i.e ti,j ≤ si,j ≤ t1) . Ceci implique que l'on observe
également {min(Zi,j, R, t1 − ti,j) ∨ 0, j ≥ 1 ; 1 ≤ i ≤ C}, où comme précédemment
a ∨ b = max(a, b).
Notons mi le nombre de patients perdus lors de la phase de screening du centre i,
Ti =
∑
j(si,j − ti,j) - la somme des durées de screening du centre i, et k˜i le nombre de
patients qui ne sont pas perdus dès l'inclusion.
Sachant {θi, ri ; 1 ≤ i ≤ C}, on peut écrire une formule générale pour la vraisem-
blance,
L [(ti,j); (si,j)] = exp [L1,1(α, µ)]×
C∏
i=1
[L2 (θi, ri; (ti,j), (si,j))] (2.9)
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où L1,1 est donnée par (2.5), et
L2 (θi, ri; (ti,j), (si,j)) =
∏
D1
(1− ri)
∏
D2
ri exp(−θi(si,j − ti,j))
×
∏
D3
riθi exp (−θi(si,j − ti,j)) ,
où D1 =
⋃C
i=1Di1, D2 =
⋃C
i=1Di2, D3 =
⋃C
i=1Di3 et pour tout 1 ≤ i ≤ C,
Di1 = {j ≥ 1, s.t. si,j = ti,j},
Di2 = {j ≥ 1, s.t. si,j = (ti,j +R) ∧ t1},
Di3 = {j ≥ 1, s.t. ti,j < si,j < (ti,j +R) ∧ t1}.
Dans (2.9), l'espérance est calculée selon θi et ri qui varient selon leurs distributions
respectives déﬁnies par le modèle considéré.
Notons que mi = Card (Di3) et k˜i = Card (Di2)+Card (Di3). Ainsi L2 peut se réécrire
comme,
L2 (θi, ri; (ti,j), (si,j)) = (1− ri)ni−k˜irk˜ii θmii exp (−θiTi) . (2.10)
Modèle 3.
Les estimateurs du maximum de vraisemblance de r et θ sont donnés par :
rˆ =
( M∑
i=1
ni
)−1 M∑
i=1
k˜i et θˆ =
( M∑
i=1
Ti
)−1 M∑
i=1
mi, (2.11)
En eﬀet, sachant {ti,j, si,j, τi, j ≥ 1 ; 1 ≤ i ≤ C} au temps intermédiaire t1, et en
utilisant (2.9) et (2.10), la fonction log-vraisemblance peut se réécrire comme :
L3(α, µ, r, θ) = L3,1(α, µ) +
C∑
i=1
[
(ni − k˜i) ln(1− r) + k˜i ln r +mi ln θ − θTi
]
,
où L3,1 = L1,1 est donné par (2.5). En prenant les dérivées selon r et θ on obtient les
estimateurs du maximum de vraisemblance de (2.11).
Modèle 4.
Sachant {ti,j, si,j, τi, j ≥ 1 ; 1 ≤ i ≤ C} au temps intermédiaire t1, et en utilisant
(2.9) et (2.10), la fonction de log-vraisemblance peut se réécrire sous la forme :
L4(α, µ, r, α2, β2) = L4,1(α, µ) +
C∑
i=1
[
(ni − k˜i) ln(1− r) + k˜i ln r
]
+ L4,2(α2, β2)
où
L4,2(α2, β2) =
C∑
i=1
[
lnΓ(mi+α2)− lnΓ(α2) +α2 ln β2− (mi+α2) ln(β2+ Ti)
]
(2.12)
et L4,1 = L1,1 est donnée par (2.5). (αˆ, µˆ) et (αˆ2, βˆ2) sont calculés numériquement et
par dérivation rˆ est donné par (2.11).
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Les paramètres (α2, β2) peuvent être estimés en utilisant la fonction log-vraisemblance
L4,2 donnée par (2.12).
En considérant une approche bayésienne de reparamétrisation pour chaque centre
sachant les données {ni, τi, (ti,j), (si,j), j ≥ 1 ; 1 ≤ i ≤ C}, on a θi qui a une distribution
a priori gamma de paramètres (α2, β2). Sachant {mi, Ti ; 1 ≤ i ≤ C} (la connaissance
de {ti,j} et {si,j} n'est pas nécessaire ici) et en utilisant les formules bayésiennes, on
obtient la distribution a posteriori de θi qui est une distribution gamma de paramètres
(α2 +mi, β2 + Ti). Ainsi,
λˆi ∼ Γ(αˆ + ni, βˆ + τi),
rˆ =
(
C∑
i=1
ni
)−1 C∑
i=1
k˜i, (2.13)
θˆi ∼ Γ(αˆ2 +mi, βˆ2 + Ti), i = 1, . . . , C.
Modèle 5.
Sachant {ti,j, si,j, τi, j ≥ 1 ; 1 ≤ i ≤ C} au temps intermédiaire t1, et en utilisant
(2.9) et (2.10), la fonction log-vraisemblance peut se réécrire comme :
L5(α, µ, ψ1, ψ2, α2, β2) = L5,1(α, µ) + L5,2(α2, β2) + L5,3(ψ1, ψ2)
où
L5,3(ψ1, ψ2) =
M∑
i=1
[
lnB(k˜i + ψ1, ni − k˜i + ψ2)− lnB(ψ1, ψ2)
]
, (2.14)
L5,1 = L1,1 est donnée par (2.5) et L5,2 = L4,2 est donnée par (2.12).
De manière similaire à (2.13), θi a une distribution a priori gamma de paramètres
(α2, β2), ainsi sachant {mi, Ti ; 1 ≤ i ≤ C}, la distribution a posteriori de θi est une
distribution gamma de paramètres (α2 +mi, β2 + Ti). De plus, ri a une distribution a
priori beta de paramètres (ψ1, ψ2), ainsi sachant {ni, k˜i ; 1 ≤ i ≤ C}, la distribution
a posteriori de ri est une distribution beta de paramètres (ψ1 + k˜i, ψ2 + ni − k˜i). Pour
conclure, les distributions a posteriori des intensités d'inclusion, des probabilités de
sortie d'étude dès l'inclusion et les intensités de sortie d'étude pendant la phase de
screening sont données par :
λˆi ∼ Γ(αˆ + ni, βˆ + τi), (2.15)
rˆi = Beta(ψˆ1 + k˜i, ψˆ2 + ni − k˜i), (2.16)
θˆi ∼ Γ(αˆ2 +mi, βˆ2 + Ti), i = 1, . . . , C. (2.17)
2.3.4 Prédiction.
Prédiction du nombre de patients randomisés.
Pour l'ensemble des modèles nous notons K2 =
∑C
i=1 ki.
Modèle 1. Sachant {(ni, τi) ; 1 ≤ i ≤ C} au temps intermédiaire t1, la prédiction
du nombre de patients recrutés nˆi(t) par le centre i est un processus Poisson-gamma
d'intensités a posteriori λˆi ∼ Γ(αˆ+ni, βˆ+τi) (voir (2.8) et [6]). Considérons maintenant
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la prédiction du nombre de patients qui vont être randomisés. Notons (µˆ, βˆ, rˆ) les
estimateurs des paramètres (µ, β, r). Rappelons que R est la durée de la période de
screening. Posons νi représentant le nombre de patients qui sont entrés dans la phase
de screening pour le centre i dans l'intervalle temporel [t1−R, t1] et ki le nombre total
de patients randomisés jusqu'au temps t1.
Ainsi, sachant νi, le nombre de patients qui vont être randomisés dans l'intervalle
[t1, t1 + R] est une variable aléatoire binomiale Bin(νi, r) et les temps auxquels ces
patients sont randomisés sont distribués uniformément dans l'intervalle [t1, t1 + R].
La prédiction du nombre de patients randomisés dans l'intervalle [t1, t1 + R] est une
variable aléatoire binomiale Bin(νi, rˆ), où rˆ est déﬁni par (2.6). Le nombre de patients
randomisés après le temps t1 + R peut être considéré comme un amincissement du
processus de Poisson N i· avec probabilité r. Posons Πa représentant un processus e
Poisson d'intensité a. Ainsi, pour tout t > t1 + R, le processus prédictif du nombre
de patients randomisés par le centre i {kˆi(t), t ≥ t1 + R}, peut être vu comme un
processus de Poisson d'intensité rˆλˆi. Donc,
kˆi(t) = ki + Bin(νi, rˆ) +Πrˆ λˆi(t− t1 −R). (2.18)
Rappelons que pour une intensité aléatoire λ, E[Πλ(t)] = tE[λ], V[Πλ(t)] = tE[λ] +
t2E[λ]. Ainsi, selon les données disponibles,
E[kˆi(t) | data] = ki + νirˆ + rˆ (t− t1 −R)E[λˆi],
où rˆ est donnée par (2.6), et
E[λˆi] =
α + ni
β + τi
, V[λˆi] =
α + ni
(β + τi)2
. (2.19)
Sachant que si l'on connait {ni, ki}, les estimations a posteriori λˆi sont indépendants
de rˆ, alors la variance est
V[kˆi(t) | data] = νirˆ(1− rˆ) + rˆ(t− t1 −R)E[λˆi] + rˆ2(t− t1 −R)2V[λˆi]. (2.20)
Finalement,
E[ˆ(t) | data] = K2 + rˆ
C∑
i=1
νi + rˆ (t− t1 −R)
C∑
i=1
α + ni
β + τi
,
V[kˆ(t) | data] = rˆ(1− rˆ)
C∑
i=1
νi + rˆ (t− t1 −R)
C∑
i=1
α + ni
β + τi
+ rˆ2(t− t1 −R)2
C∑
i=1
α + ni
(β + τi)2
.
Modèle 2. Pour ce modèle, pour t > t1 + R il est possible de considérer pour le
processus prédictif kˆi(t) du centre i une formule similaire à (2.18), où les estimations a
posteriori λˆi et rˆi sont donnés par (2.8).
Modèles 3, 4, 5. Pour les modèles 3, 4, et 5, étant donné que l'on dispose de plus
d'informations au temps t1, le cas d'un patient où le résultat de la phase de screening
est inconnue correspond au cas t1 − R < ti,j ≤ t1 et Yi,j > t1 − ti,j. Pour 1 ≤ i ≤ C,
posons Ωi l'ensemble des indices,
Ωi = {j ∈ N : t1 −R < ti,j ≤ t1 et Yi,j > t1 − ti,j} (2.21)
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et νi = Card(Ωi). Conditionnellement à θi, la probabilité qu'à le patient d'être rando-
misé dans l'intervalle [t1, t1 +R] est
PYi,j ≥ R|Yi,j > t1 − ti,j; θi = e−θi(ti,j+R−t1)
Sachant les données jusqu'à t1 et θi, le nombre de patients randomisés entre t1 et
t1+R pour le centre iest la somme de νi variables aléatoires de Bernoulli de probabilité
e−θi(R−t1+ti,j) notée Ber
(
e−θi(ti,j+R−t1)
)
. Ainsi, le processus prédictif {kˆi(t), t ≥ t1 +R}
pour t > t1 +R peut se réécrire comme
kˆi(t) = ki +Πpˆi λˆi(t− t1 −R) +
∑
j∈Ωi
Ber
(
e−θi(ti,j+R−t1)
)
. (2.22)
La probabilité de non sortie d'étude est pˆi = rˆi exp(−θˆiR).
La moyenne et variance de λi est calculée dans (2.19), et
E[rˆi | data] = ψ1 + ki
ψ1 + ψ2 + ni
, V[rˆi | data] = (ψ1 + ki)(ψ2 + ni − ki)
(ψ1 + ψ2 + ni)2(1 + ψ1 + ψ2 + ni)
,
où à la place de (ψ1, ψ2) est utilisé (ψˆ1, ψˆ2). Sachant {ni, ki ; 1 ≤ i ≤ C}, les estimations
a posteriori λˆi et rˆi sont indépendants. Rappelons que pour une probabilité aléatoire
r, E[Bin(n, r)] = nE[r], et
V[Bin(n, r)] = E[V[Bin(n, r) | r]] + V[E[Bin(n, r) | r]] = nE[r(1− r)] + n2V[r].
Ainsi,
E[kˆi(t) | data] = ki + νiE[rˆi] + (t− t1 −R)E[rˆi]E[λˆi],
et
V[kˆi(t) | data] = νiE[rˆi(1− rˆi)] + ν2i V[rˆi] + (t− t1−R)E[rˆi]E[λˆi] + (t− t1−R)2V[rˆiλˆi],
où l'on peut utiliser la formule,
V[rˆiλˆi] = E[λˆ2i ]V[rˆi] + (E[rˆi])2V[λˆi].
Finalement en utilisant les relations (2.19), (2.20) on peut calculer la moyenne et la
variance du processus global kˆ(t).
Modèle 3. Ici rˆi ≡ rˆ et θˆi ≡ θˆ, où (rˆ, θˆ) sont donnés par (2.11). Ainsi en utilisant
(2.22) on obtient
kˆi(t) = ki +Πpˆ λˆi(t− t1 −R) +
∑
j∈Ωi
Ber
(
e−θˆ(ti,j+R−t1)
)
,
où pˆ = rˆe−θˆR.
Nous avons,
E[kˆi(t) | data] = ki + (t− t1 −R)rˆe−θˆRE[λˆi] +
∑
j∈Ωi
e−θˆ(ti,j+R−t1),
V[kˆi(t) | data] = (t− t1 −R)2rˆ2e−2θˆRV[λˆi] + (t− t1 −R)rˆe−θˆRE[λˆi]
+
∑
j∈Ωi
e−θˆ(ti,j+R−t1)(1− e−θˆ(ti,j+R−t1)),
48
CHAPITRE 2. ENRICHISSEMENT DU MODÈLE
où E[λˆi] et V[λˆi] sont donnés par (2.19).
Modèle 4. Le processus prédictif du centre i est
kˆi(t) = ki +Πpˆi λˆi(t− t1 −R) +
∑
j∈Ωi
Ber
(
e−θˆi(ti,j+R−t1)
)
,
où pˆi = rˆ exp(−θˆiR), λˆi, rˆ et θˆi sont donnés par (2.13).
Notons Fi(s) une transformée de Laplace de θˆi :
Fi(s) = E[e−θˆis] = [1 + s/(βˆ2 + Ti)]−λˆ2−mi , s ≥ 0
Ainsi,
E[kˆi(t) | data] = ki + (t− t1 −R)rˆFi(R)E[λˆi] +
∑
j∈Ωi
Fi(ti,j +R− t1),
V[kˆi(t) | data] = (t− t1 −R)2rˆ2V[e−θˆiRλˆi] + (t− t1 −R)rˆE[e−θˆiR]E[λˆi]
+ V
∑
j∈Ωi
Ber
(
e−θˆi(ti,j+R−t1)
) ,
où E[λˆi] et V[λˆi] sont donnés par (2.19), V[e−θˆiRλˆi] = Fi(R)E[λ2i ] − (Fi(R)E[λˆi])2,
E[e−θˆiR] = Fi(R). Finalement en notant ∆i,j = R− t1 − ti,j,
V
∑
j∈Ωi
Ber
(
e−θˆi(ti,j+R−t1)
) = ∑
j∈Ωi
Fi(∆i,j)− Fi(2∆i,j)
+
∑
(j1,j2)∈Ω2i
Fi(∆i,j1 +∆i,j2)− Fi(∆i,j1)Fi(∆i,j2).
Modèle 5. Pour ce modèle rˆi est également variable et donné par (2.16).
Notons kˆ(t) =
∑C
i=1 kˆi(t) le nombre total de patients randomisés au temps t >
t1+R. Pour chaque modèle, pour C assez grand (C > 10) on peut utiliser l'expression
de l'espérance et de la variance de kˆ(t) sachant les données pour créer les bornes
prédictives de niveau (1− δ) pour kˆ(t) en utilisant une approximation normale comme
dans [6]. Ces expressions sont donnés par la suite pour chaque modèle :
De manière similaire au modèle 4, on peut écrire
E[kˆi(t) | data] = ki + (t− t1 −R)E[rˆi]Fi(R)E[λˆi] +
∑
j∈Ωi
Fi(ti,j +R− t1),
V[kˆi(t) | data] = (t− t1 −R)2V[rˆie−θˆiRλˆi] + (t− t1 −R)E[rˆi]E[e−θˆiR]E[λˆi]
+ V
∑
j∈Ωi
Ber
(
e−θˆi(ti,j+R−t1)
) ,
et utiliser les formules du modèle 4 précédentes pour le calcul des moyennes et variances
des diﬀérentes variables de cette expression.
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Remarque Il est également possible de considérer une distribution jointe d'un pro-
cessus à deux composants {(nˆi(t), kˆi(t)), t ≥ t1 + R}. Sachant les données au temps
t1, dans l'intervalle [t1, t1 + R] ces processus sont indépendants, étant donné que pour
t ∈ [t1, t1 +R] le processus kˆi ne dépend que des données avant t1. Pour t > t1 +R, le
processus {kˆi(t), t ≥ t1 + R} peut être représenté par un amincissement du processus
de Poisson {nˆi(t−R), t ≥ t1} avec probabilité rˆ.
Prédiction de la proportion de patients randomisés.
Pour pouvoir approfondir l'analyse du phénomène des sorties d'étude, il est inté-
ressant de considérer la proportion des patients randomisés par rapport au nombre de
patients recrutés.
Notons {kˆi(t), t ≥ t1} le processus des patients randomisés par le centre i. Étant
donné que l'on sait que le nombre de patients recrutés nˆi est un processus de Poisson-
gamma, il suﬃt d'étudier la distribution jointe de nˆi et la proportion de patients qui sont
randomisés, i.e kˆi/nˆi. Rappelons qu'un patient randomisé au temps t a été recruté au
temps t−R. Il est plus facile d'étudier le processus {kˆi(t)/nˆi(t−R), t ≥ t1+R}, qui est
approximativement le même que kˆi/nˆi en supposant que R est petit comparé à la durée
totale de la phase de recrutement (hypothèse réaliste au vu de la durée moyenne des
phases de screening réelles qui varie de 2-4 semaines pour des périodes de recrutement
de plusieurs années). Au lieu de considérer la distribution jointe du processus nˆi, nous
considérons de manière équivalente la variable conditionnelle kˆi(t)/nˆi(t − R) sachant
n˜i(t − R) = N pour t ≥ t1 + R, où {n˜i(t) = nˆi(t) − nˆi(t1) ; t ≥ t1} est le nombre de
patients recrutés après t1.
Soit pi la probabilité de randomisation du centre i et rappelons que conditionnelle-
ment à (ri, θi), nous avons pi = ri dans les modèles 1-2 et pi = rie−θiR dans les modèles
3-5. Ainsi conditionnellement à n˜i(t − R) = N , et sachant (ri, θi), le nombre de pa-
tients randomisés dans l'intervalle [t1+R, t], kˆi(t)− kˆi(t1+R), est une variable aléatoire
binomiale Bin(N, pi) et est indépendant du nombre de patients screenés dans l'inter-
valle [t1, t1 + R]. Soit ki le nombre total de patients randomisés jusqu'au temps t1. Il
faut maintenant prendre en compte les patients randomisés dans l'intervalle [t1, t1+R].
Modèles 1-2. Soit νi le nombre de patients qui entre en période de screening
dans le centre i dans l'intervalle [t1 − R, t1]. Ainsi, sachant νi et (ri, θi), le nombre de
patients qui vont être randomisés dans l'intervalle [t1, t1+R] est une variable aléatoire
binomiale Bin(νi, pi) et est indépendant du nombre de patients screenés après t1 + R.
Donc, conditionnellement à nˆi(t−R) = N , nous avons la représentation
kˆi(t)/nˆi(t−R) = Bin(νi +N, pi) + ki
ni +N
. (2.23)
Étant donné que pi = ri, et en utilisant (2.6) où (2.8), il est possible de calculer la
moyenne et la variance kˆi(t)/nˆi(t−R) sachant les données au temps t1 et n˜i(t−R) = N .
Pour le modèle 1 nous avons pi ≡ rˆ, ainsi
E[Bin(νi +N, rˆ)] = (νi +N)rˆ,
V[Bin(νi +N, rˆ)] = (νi +N)rˆ(1− rˆ)
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Pour le modèle 2, pi ≡ ri et ri ∼ (ψˆ1 + ki, ψˆ2 + ni − ki). Ainsi
E[Bin(νi +N, pi)] = (νi +N)E[ri],
E[(Bin(νi +N, r))2] = (νi +N)E[ri(1− ri)] + (νi +N)2E[r2i ]
où
E[ri] =
ψˆ1 + ki
ψˆ1 + ψˆ2 + ni
, E[r2i ] =
(ψˆ1 + ki)(ψˆ2 + ni − ki)
(ψˆ1 + ψˆ2 + ni)2(ψˆ1 + ψˆ2 + ni + 1)
ce qui permet le calcul de la moyenne et de la variance de kˆi(t)/nˆi(t−R) comme dans
(2.23).
Modèles 3-5. Étant donné que nous avons plus d'informations disponibles au
temps t1, les patients dont le résultat de la phase de screening correspond au cas
t1 − R < ti,j ≤ t1 et Yi,j > t1 − ti,j. Pour 1 ≤ i ≤ C, rappelons que Ωi est déﬁni
par (2.21) comme l'ensemble des indices et νi = Card(Ωi). Conditionnellement a θi, la
probabilité pour ce patient d'être randomisé dans l'intervalle [t1, t1 +R] est
P[Yi,j ≥ R|Yi,j > t1 − ti,j; θi] = e−θi(ti,j+R−t1)
Sachant les données au temps t1 et θi, le nombre de patients randomisés entre t1 et
t1+R dans le centre i est la somme de νi variables aléatoires indépendantes de Bernoulli
de probabilités e−θi(R−t1+ti,j) noté Ber
(
e−θi(ti,j+R−t1)
)
. Ainsi le proportion de patients
randomisés au temps t > t1+R sachant que N patients ont été recrutés dans l'intervalle
[t1, t−R], les données à t1 et les paramètres (ri, θi) peuvent être représentés comme
kˆi(t)/nˆi(t−R) =
Bin(N, pi) +
∑
j∈Ωi Ber
(
e−θi(ti,j+R−t1)
)
+ ki
ni +N
, (2.24)
où les diﬀérentes variables binomiales sont indépendantes.
Étant donné que pi = rie−θiR pour les modèles 3-5, et que (ri, θi) sont donnés par
(2.11), (2.13) où (2.16) selon le modèle considéré, nous pouvons calculer la moyenne et
la variance de kˆi(t)/nˆi(t−R) sachant les données au temps t1 et n˜i(t−R) = N .
Pour le modèle 3, nous utilisons la représentation de (2.24), et nous avons pi ≡
rie
−θiR où ri et θi sont donnés par (2.11). Ainsi
E[Ber
(
e−θi(ti,j+R−t1)
)
] = E[
(
Ber
(
e−θi(ti,j+R−t1)
))2
] = e−θˆ(ti,j+R−t1)
E[Bin(N, pi)] = Nrˆe−θˆR, E[(Bin(N, r))2] = Nrˆe−θˆR(1− e−θˆR) +N2rˆ2e−2θˆR
Pour le modèle 4,
E[Ber
(
e−i(ti,j+R−t1)
)
] = E[
(
Ber
(
e−θi(ti,j+R−t1)
))2
]
= F (ti,j +R− t1; αˆ2 +mi, βˆ2 + Ti)
où
F (s; a, b) = (1− s/β)−α (2.25)
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est la transformé de Laplace d'une distribution Γ(a, b).
E[Bin(N, pi)] = NrˆF (R; αˆ2 +mi, βˆ2 + Ti),
E[(Bin(N, r))2] = Nrˆ(F (R; αˆ2 +mi, βˆ2 + Ti)− rˆF (2R; αˆ2 +mi, βˆ2 + Ti))
+N2rˆ2F (2R; αˆ2 +mi, βˆ2 + Ti)
Pour le modèle 5,
E[Ber
(
e−θi(ti,j+R−t1)
)
] = E[
(
Ber
(
e−θi(ti,j+R−t1)
))2
]
= F (ti,j +R− t1; αˆ2 +mi, βˆ2 + Ti)
où F est donné par (2.25). De plus,
E[Bin(N, pi)] = NE[ri]F (R; αˆ2 +mi, βˆ2 + Ti),
E[Bin(N, r)2] = NE[ri]F (R; αˆ2 +mi, βˆ2 + Ti)−NE[r2i ]F (2R; αˆ2 +mi, βˆ2 + Ti)
+N2E[r2i ]F (2R; αˆ2 +mi, βˆ2 + Ti)
où
E[ri] =
ψˆ1 + k˜i
ψˆ1 + ψˆ2 + ni
, E[r2i ] =
(ψˆ1 + k˜i)(ψˆ2 + ni − k˜i)
(ψˆ1 + ψˆ2 + ni)2(ψˆ1 + ψˆ2 + ni + 1)
Finalement, il est possible de calculer la moyenne et la variance de la proportion
globale de patients recrutés qui ont été randomisés au temps t sachant nˆi(t−R) = Ni
pour tout 1 ≤ i ≤ C :
Kˆ(t)/Nˆ(t− r) =
(
M∑
i=1
kˆi(t)
)
/
(
M∑
i=1
nˆi(t−R)
)
et nous obtenons l'intervalle de conﬁance en utilisant une approximation normale
comme précédemment.
2.4 Prise en compte des interruptions de recrutement 2
L'eﬀet des interruptions de recrutement sur la prédiction de la durée a déjà été
présenté précédemment, il s'agit ici de voir si en ne considérant que cette perturbation,
le modèle Poisson-gamma doit être ajusté en conséquence en ajoutant dans la modé-
lisation une paramétrisation de ce phénomène, ou si le modèle peut dans une certaine
mesure atténuer l'eﬀet à lui seul.
Par la suite est présentée une paramétrisation spéciﬁque de cette perturbation qui est
alors incorporée au modèle, en supposant que les données d'interruptions soient dis-
ponibles, et également un mixte des deux modèles (le modèle de base Poisson-gamma
et l'ajout des interruptions). Ces modèles seront comparés en terme d'erreur relative
commise entre la prédiction de la durée du recrutement et la durée réelle.
Pour ce faire des études par simulations ont de nouveau été eﬀectuées selon diﬀérentes
hypothèses quant à la distribution des interruptions (distribution exponentielle, multi-
nomiale et déterministe).
2. Ce travail a fait l'objet d'une soumission dans Contemporary Clinical Trials [49]
52
CHAPITRE 2. ENRICHISSEMENT DU MODÈLE
2.4.1 Le modèle Poisson-gamma avec incorporation des inter-
ruptions de recrutement
Le modèle incorporant les paramètres relatifs aux interruptions est présenté ici :
Supposons que le recrutement du centrei s'interrompt à l'instant noté bi,jpendant
une période notée di,j.
Comme précédemment, ﬁxons un temps intermédiaire t1. Les données collectées dans
l'intervalle [0, t1] seront utilisées pour estimer les paramètres du modèle.
Pour le centre i, les données collectées sont :
 le nombre de patients recrutés jusqu'à t1 noté k1,i,
 le nombre d'interruptions jusqu'à t1
j1,i = inf {j : b1,i,j < t1, et b1,i,j + d1,i,j ≥ t1}
 (b1,i,j, j = 1, . . . , , j1,i) et (d1,i,j, j = 1, . . . , , j1,i) les temps d'interruptions et leurs
durées jusqu'à t1
 la durée d'activité jusqu'à t1
τ1,i = (t1 − ui −
j1,i∑
j=1
d1,i,j) ∨ 0
L'intensité pour le centre i est toujours gouvernée par λi qui est lui même distribué
selon une loi Gamma(α, α/µ) qui est dépendant du temps et s'écrit pour un centre i
comme :
t→ λi χ[t /∈ D1,i] χ[t > ui] , (2.26)
avec D1,i = {t ; ∃j ∈ J1, j1,iK ; t ≥ bi,j et t ≤ bi,j + di,j}.
Estimation
Pour estimer (α, µ) le théorème suivant assure que la même stratégie est appliquée
que celle présentée en Section 1.3.2, seul la déﬁnition des τi diﬀère.
Théorème 4 L'estimation du maximum de vraisemblance (αˆ, µˆ) des paramètres (α, µ)
est obtenue par maximisation de la fonction :
MGammaC (α, β) = α ln(β)− lnΓ(α) +
1
C
C∑
i=1
[(α + k1,i)− (α + k1,i) ln(β + τ1,i)] .
Preuve Comme montré dans [46], lorsqu'on utilise une intensité λ non déterministe,
la fonction de densité d'un processus de Poisson f est remplacée par Eλ[f ].
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Sachant cela :
P [Ni(t1) = ni] = Epα,β [P [Ni(t1) = ni]]
= Epα,β
[
exp(−
∫ t1
0
A(λi, s)ds)
(
∫ t1
0
A(λi, s))
ni
ni!
]
= Epα,β
exp(−λi(t1 − ui −∑
j∈Ci
di,j))
(λi(t1 − ui −
∑
j∈Ci di,j))
ni
ni!

= Epα,β
[
exp(−λiτi)(λiτi)
ni
ni!
]
=
τnii
ni!
∫ ∞
0
exp(−xτi)xni pα,β(x)dx
Par indépendance entre les processus Ni pour i = 1 : C, on obtient :
P [Ni(t1) = ni] =
C∏
i=1
τnii
ni!
∫ ∞
0
exp(−xτi)xnipα,β(x)dx
=
C∏
i=1
Γ(α + ni)
ni!Γ(α)
βατnii
(β + τi)α+ni
Le résultat est obtenu en sachant que la fonction log-vraisemblance est égale au log
de la précédente équation [10].
Prédiction
Lorsque l'on considère des interruptions de recrutement la diﬃculté se trouve dans
la prédiction du processus de Poisson global non-homogène. Pour surmonter cette dif-
ﬁculté, le processus est séparé en deux parties, comme montré sur la Figure 2.11.
Figure 2.11  Processus impliqués dans la prédiction de T
Diﬀérents processus sont impliqués dans cette partie. Premièrement le processus N
qui est non-homogène pour lequel les centres ont des intensités de la même forme que
dans l'expression 2.26, mais cette fois les interruptions prises en compte sont celles sur-
venant après le temps t1, dont aucune information n'est disponible sauf l'estimation de
54
CHAPITRE 2. ENRICHISSEMENT DU MODÈLE
sa distribution avant l'instant t1. Ce processus est le processus réel décrivant la dyna-
mique de recrutement étudiée, processus qui est approximé comme expliqué par la suite.
Le paramètre d'intérêt pour ce processus est T = {inft≥0 : N(t) = n} .
Deuxièmement le processus N˜ qui est un processus de Cox homogène (qui commence
en t1) dont l'intensité est donnée par :
t→
C∑
i=1
λˆi χ[t ≥ t1] , (2.27)
Le paramètre d'intérêt pour ce processus est T˜ =
{
inft≥0 : N˜(t) = n
}
c'est à dire
la durée (1).
Selon sa déﬁnition le processus N˜ ne prend pas en compte les interruptions, il est
donc logique que :
T˜ ≤ T
Finalement la durée des interruptions après t1 (2) est approché selon la méthode
présenté ci-dessous.
Prédiction de la durée de recrutement
Pour approcher le processus réel N , il est séparé en deux processus, dont l'un est
un processus de Poisson N˜ amenant à la prédiction E[T˜ ] comme eﬀectué par le modèle
standard, et un processus d'interruptions lui aussi approché.
Notons que
E[T ] = E[T˜ ] + E[T − T˜ ]. (2.28)
E[T˜ ] est relié à un processus de Poisson homogène ainsi le Théorème 2 s'applique
et nous donne une estimation de cette durée.
E[T − T˜ ] est estimé en supposant que la durée totale des interruptions est distribuée
uniformément sur [0, T r], ainsi les données sur [0, t1] servent d'approximation de la
durée des interruptions après t1 selon la formule :
BC1 =
E[T˜ ]∑C
i=1(t1 − ui)
C∑
i=1
j1,i∑
j=1
di,j
Il faut noté que l'estimation de E[T − T˜ ] proposée est surement biaisée. Une étude
par simulation permet de quantiﬁer ce biais et sur la nécessité ou non de prendre en
compte les interruptions de recrutement lorsque le modèle Poisson-gamma est appliqué
à une phase de recrutement.
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Stratégie alternative
Cette partie montre une méthode qui est un 'mixte' de l'approche standard et de
l'approche précédente.
Le but est de considérer seulement les interruptions dont la durée est supérieure à
un seuil d prédéﬁni.
Après avoir ﬁxer le temps t1, les données collectées entre [0, t1] sont utilisées pour
calibrer les paramètres du modèle.
Pour le centre i, les données collectées sont :
 le nombre de patients recrutés jusqu'à t1 noté k1,i,
 le nombre d'interruptions dont la durée est supérieure à d jusqu'à t1
j1,i = inf{j : b1,i,j < t1, et b1,i,j + d1,i,j ≥ t1 et di,j ≥ d}
 (b1,i,j, j ∈ J et (d1,i,j, j ∈ J , respectivement les instants et durées des interrup-
tions jusqu'à t1 supérieure à d, avec
J = { j = 1, . . . , , j1,i ; d1,i,j ≥ d}
 la durée d'activité jusqu'à t1
τ1,i = (t1 − ui −
∑
j∈J
d1,i,j) ∨ 0
L'intensité pour le centre i est toujours gouvernée par λi qui est lui même distribué
selon une loi Gamma(α, α/µ) qui est dépendant du temps et s'écrit pour un centre i
comme :
t→ λi χ[t /∈ D1,i] χ[t > ui] , (2.29)
avec D1,i = {t ; ∃j ∈ J ; t ≥ bi,j et t ≤ bi,j + di,j}.
Avec ces notations, et déﬁnitions, l'estimation des paramètres ainsi que la prédic-
tion de la durée du recrutement se font comme en Section 2.4.1.
2.4.2 Procédure de génération des données
Considérons un essai multicentrique impliquant C = 60 centres. Le nombre NSN
sera n = 720 patients dont on estime le temps de recrutement à 365 jours. Dans l'op-
tique d'étudier et de comparer les diﬀérentes approches présentées précédemment à
l'approche standard, plusieurs scénarios de générations d'interruptions sont considérés,
ces scénarios sont :
 Scénario 1 : génération Exponentielle. Les instants et durées des interrup-
tions sont générés selon des lois exponentielles.
Les temps d'interruptions sont générés selon une loi exponentielle de paramètre
1
60
(une interruption tout les 2 mois), et les durées des interruptions sont elles
générées selon une loi exponentielle de paramètre 1
14
(durée de 2 semaines)
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 Scenario 2 : génération Multinomiale. Les instants et durées des interrup-
tions sont générés selon des lois multinomiales.
Les temps d'interruptions sont générés selon une loi exponentielle de paramètre
1
60
(une interruption tout les 2 mois), et les durées des interruptions sont elles
générées selon une loi multinomiale à 5 niveaux (2, 4, 8, 16 et 32 jours) dont le
vecteur de probabilité est créé de sorte que la durée de chaque niveau multipliée
par leur nombre d'occurrence soit la même pour tout les niveaux (le niveau 2
jours aura une probabilité deux fois plus importante d'arriver que le niveau 4
jours)
 Scenario 3 : génération Déterministe. Les instants et durées des interrup-
tions sont ﬁxes : deux jours par semaine (week-end) et une semaine tout les deux
mois (congés).
Pour étudier les performances prédictives des diﬀérentes approches, des études par
simulation sont eﬀectuées.
Les dynamiques de recrutement sont générées en incorporant les interruptions selon le
scénario considéré.
La dynamique est connue dans sa totalité ainsi la durée réelle notée T0 est connue.
L'étude consiste à utiliser les données jusqu'à t1 et utiliser les résultats de l'approche
classique et de l'approche présentée en section 2.4.1 pour estimer la durée du recrute-
ment de l'essai. Pour répondre à la question "Est il nécessaire de prendre en compte
les interruptions de recrutement dans le modèle Poisson-gamma", 3 stratégies sont
considérées et comparées :
 Stratégie 1 : ne pas prendre en compte les interruptions. Les instants et
durées des interruptions de recrutement ne sont pas collectées. Les paramètres du
modèle Poisson-gamma ainsi que la prédiction de la durée de recrutement sont
obtenues de manière standard. La durée prédite est notée T1.
 Stratégie 2 : Prise en compte de toutes les interruptions. Les instants et
durées des interruptions de recrutement sont collectés. Cela permet l'utilisation
du modèle présenté en Section 2.4.1.La durée prédite est notée T2.
 Stratégie 3 : Prise en compte des grandes interruptions. Seules les inter-
ruptions dont la durée est plus grande que d = 14 jours sont collectés et utilisées
tel que présenté en Section 2.4.1. La durée prédite est notée T3.
Dans un soucis de simplicité, tout les centres sont initialisés à l'instant t = 0 (les
dates d'ouvertures sont toutes égales à 0).
La génération des données se découpe en deux phases :
Étape 1 : La génération de R = 1000 processus de recrutement globaux
{N r(t), 0 ≤ t ≤ T r0 , 1 ≤ r ≤ R} où T r0 dénote le premier temps vériﬁantN r(t) =
720. La procédure de génération est la suivante :
1. Génération des interruptions selon le scénario considéré sur une période de
730 jours (deux fois le temps attendu sans interruptions).
2. Génération des intensités selon une distribution Gamma(2, 60.8). Les para-
mètres (2, 60.8) de la loi gamma sont ceux choisis dans [10] pour s'assurer
du côté réaliste du processus de recrutement.
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3. Considération de la fonction d'intensité perturbée telle que exprimée par
l'équation 2.26.
4. Génération des intensités de recrutement jusqu'au temps t = 730 jours.
5. Identiﬁcation de T r0 et raccourcissement du processus sur [0, T
r
0 ].
Étape 2 : Sachant un temps intermédiaire t1 = 182 jours. Pour chaque simulation r =
1, . . . , R et chaque stratégie considérée s = 1, 2, 3,
1. Estimation de (αrs, µ
r
s) de manière standard pour s = 1 ou par application
du théorème 4 pour s = 2 et s = 3 à partir des données collectées sur
l'intervalle [0, t1].
2. Calcul de la prédiction de la durée de recrutement T rs de manière standard
pour s = 1 ou par application de l'expression 2.28 pour s = 2 et s = 3.
Les performances de l'application du modèle au temps t1 sont mesurées grâce à
l'erreur absolue déﬁnie par :
Es,s′ =
1
R
R∑
r=1
|T rs − T rs′ |, for s = 0, 1, 2, 3, s′ = 0, 1, 2, 3 et s 6= s′. (2.30)
Remarque La valeur seuil de la stratégie 3 (14 jours) ne considère aucune des inter-
ruptions du scénario 3 (de durée maximum de 7 jours). Les résultats de ce scénario
selon la stratégie 3 seront donc égaux à ceux obtenus avec la stratégie 1.
2.4.3 Résultats et discussion
Résultats sur le biais
Le premier point investigué lors de cette étude est le biais inhérent à chaque straté-
gie d'estimation et de prédiction. Les résultats sont collectés dans le Tableau 2.4. Pour
chaque scénario sont identiﬁés la moyenne (sur l'ensemble des simulations conduites)
des des durées des dynamique de recrutement simulées de paire avec les intervalles de
conﬁance à 95 % (correspondant aux 25-ème et 975-ème valeurs de l'échantillon or-
donné). De plus, pour la stratégie p (p = 1, 2, 3), la moyenne et l'intervalle de conﬁance
à 95 % sont calculés.
Le biais est mesuré par la moyenne des erreurs absolues E0,p entre la prédiction et
la durée réelle de chaque simulation. Le tableau est également enrichi par les valeurs
Sp,0 mesurant la proportion de sur-estimation de la prédiction de la stratégie p sur
l'ensemble des simulations. S'ajoutent également les Figures 2.12-2.14. Figure 2.12
(resp. 2.13, 2.14) réfère au scénario 1 (resp. 2, 3). Chaque ﬁgure est composée des
histogrammes des prédictions des toutes les simulations (R = 1000) pour chacune des
stratégies ainsi que les fonctions de densités estimées de chaque stratégie auxquelles
s'ajoute celle de la vrai durée. Il faut garder à l'esprit que selon la Remarque 2.4.2, la
stratégie 3 n'est pas étudiée pour le scénario 3.
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Tableau 2.4  Durée moyenne comme fonction de la stratégie ainsi que l'intervalle de
conﬁance (IvC) à 95 %. L'erreur absolue entre la prédiction et la durée réelle (E0,p) comme
fonction de la stratégie ainsi que l'intervalle de conﬁance à 95% et la proportion de sur-
estimation (Sp,0).
Durée réelle Stratégie 1 Stratégie 2 Stratégie 3
Scénario 1
Moyenne 384.37 381.92 374.66 377.73
IvC (95 %) [351,415] [340,431] [336,421] [337,426]
E0,p 13.81 15.42 14.41
IvC (95 %) [2,13] [1,40] [0,38]
Sp,0 0.41 0.27 0.32
Scénario 2
Moyenne 337.92 337.8 336.41 337.16
IvC (95 %) [303,373] [304,374] [303,372] [353,406]
E0,p 9.78 9.88 9.82
IvC (95 %) [0,29] [1,29] [0,29]
Sp,0 0.44 0.40 0.42
Scénario 3
Moyenne 369.17 367.95 356.94 -
IvC (95 %) [343,398] [330,412] [321,398] -
E0,p 11.04 14.88 -
IvC (95 %) [1,32] [1,38] -
Sp,0 0.44 0.16 -
La première observation est que par rapport à la moyenne des durées réelles (troi-
sième colonne), la meilleure stratégie est la première pour tous les scénarios, c'est à dire
la non considération des interruptions. C'est à dire que en comparaison des deux autres
approches, le modèle Poisson-gamma à l'air de mieux incorporer les interruptions que
les deux autres approches.
Deuxièmement en terme de moyenne des erreurs absolues c'est de nouveau la stratégie
1 qui est la meilleure pour tous les scénarios car la plus faible (variabilité autour de la
durée réelle moindre).
Troisièmement toutes les stratégies sous-évaluent en moyenne la durée réelle, la meilleure
étant de nouveau la première stratégie (dont la proportion est la plus proche de 0.5).
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Figure 2.12  Histogrammes des durées prédites pour tous les scénarios et comparaison des
densités approchées : interruptions exponentielle (ligne pleine : Tr, trait : T1, points : T2, trait
long : T3
Figure 2.13  Histogrammes des durées prédites pour tous les scénarios et comparaison des
densités approchées : interruptions multinomiales (ligne pleine : Tr, trait : T1, points : T2,
trait long : T3
Comparaison des stratégies
Les Tableaux 2.5-2.7 collectent les résultats des études par simulation pour chaque
scénario. Le Tableau 2.5 réfère au scénario 1, le Tableau 2.6 au scénario 2 et le Tableau
2.7 au scénario 3. Chaque bloc des tableaux correspondent aux comparaison entre deux
stratégies. Ces comparaisons entre une stratégie s et une autre s′ sont données en terme
d'erreur absolue Es,s′ ainsi que les intervalles de conﬁance à 95% et les proportion Ss,s′
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Figure 2.14  Histogrammes des durées prédites pour tous les scénarios et comparaison des
densités approchées : interruptions déterministes (ligne pleine : Tr, trait : T1, points : T2
de sur-estimations, c'est à dire la proportion du nombre de fois où la prédiction de la
stratégie s est plus grande que celle de la stratégie s′.
Tableau 2.5  Résultats du scénario 1. Comparaison des stratégies en terme d'erreur absolue
ainsi que les intervalles de conﬁance à 95% et les proportions de sur-estimations.
Stratégie 1 Stratégie 2
Stratégie 2
E2,p 7.27 -
IvC (95 %) [2,13] -
Sp,2 0.99 -
Stratégie 3
E3,p 4.25 3.07
IvC (95 %) [0,10] [1,5]
Sp,3 0.94 0.01
Tableau 2.6  Résultats du scénario 2. Comparaison des stratégies en terme d'erreur absolue
ainsi que les intervalles de conﬁance à 95% et les proportions de sur-estimations.
Stratégie 1 Stratégie 2
Stratégie 2
E2,p 1.44
IvC (95 %) [0,3]
Sp,2 0.82
Stratégie 3
E3,p 0.82 0.83
IvC (95 %) [0,2] [0,2]
Sp,3 0.55 0.04
Concernant l'étude du Tableau 2.5, il est visible que les stratégies sont assez si-
milaires. La plus grande diﬀérence est en eﬀet de 7 jours (sur une période de 180
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Tableau 2.7  Résultats du scénario 3. Comparaison des stratégies en terme d'erreur absolue
ainsi que les intervalles de conﬁance à 95% et les proportions de sur-estimations.
Stratégie 1
Stratégie 2
E2,1 11.01
IvC (95 %) [9,14]
S1,2 1
de prédiction (T r − t1)). Les intervalles de conﬁance ne sont pas très grand et leurs
grandeurs sont de nouveau similaires. Finalement les proportions de sur-estimation
montrent que la stratégie 1 est à 99% plus grande que la stratégie 2 et de 94% par
rapport à la stratégie 3.
Pour le Scénario 2, le Tableau 2.6 indique que les résultats obtenus sont équivalents
à ceux obtenus en considérant le scénario 1, que ce soit en terme de proximité des
moyennes et des fortes proportion de sur-estimation de la stratégie 1 par rapport aux
deux autres.
Finalement, Scénario 3, le Tableau 2.7 indique que l'écart des erreurs absolues est
de nouveau comparable avec les deux précédents scénarios, ainsi que la sur-estimation
de la stratégie 1 sur la seconde.
Performance prédictive des stratégies
Le comportement prédictif d'une stratégie est un concept individuel au contraire
de l'étude précédente où le comportement moyen était analysé. La qualité prédictive
des diﬀérentes stratégies est étudiée par comparaison des 1000 prédictions eﬀectuées à
la durée réelle. Ceci se représente graphiquement par comparaison du nuage de points
formé par les 1000 couples formés en abscisse par les prédictions et en ordonnée par les
durées réelles de chacune des générations à la droite y = x représentant des prédictions
parfaites (exactement égales aux durées réelles). Ces représentations graphiques sont
montrés en Figure 2.15-2.17. La Figure 2.15 correspond au Scénario 1, la Figure 2.16
au Scénario 2 et la Figure 2.17 au Scénario 3. A partir de ces nuages de points, nous
eﬀectuons des régressions linéaires pour étudier la proximité des prédictions aux durées
réelles.
Pour chaque ﬁgure, la ligne continue représente la droite y = x et la ligne pointillé
la droite de régression. Toutes les régressions aboutissent à des modèles prédictives
pertinent, les statistiques F sont toutes supérieures à 740 avec des p-values inférieure
à 0.01. Aucune auto-correlation n'est observée mais l'homoscedasticité et la normalité
des résidus sont conﬁrmées.
La Figure 2.15 montre comme l'étude précédente que la stratégie 1 est la plus proche
de la durée réelle, ainsi la pente de la droite de régression est de 0.94, contre 0.87 pour
la stratégie 2 et 0.89 pour la 3 (la conformité des pentes par rapport à celle de la droite
y = x est toujours vériﬁée grâce à des test de Wald). Nous observons également le
phénomène de sous-évaluation des stratégies par rapport aux durées réelles (les droites
de régression sont sous la droite y = x).
Finalement aucun biais du scénario n'est observé car aucune diﬀérence constante n'est
observable entre les droites de régressions et la droite y = x.
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Figure 2.15  Droite de régression entre la durée prédite et la durée réelle pour chaque stra-
tégie : scénario exponentiel (ligne droite : droite y = x , ligne pointillée : droite de régression)
Figure 2.16  Droite de régression entre la durée prédite et la durée réelle pour chaque
stratégie : scénario multinomial (ligne droite : droite y = x , ligne pointillée : droite de
régression)
La Figure 2.16 montre une situation plus complexe, en eﬀet il est diﬃcile de distin-
guer la meilleure stratégie lorsque le Scénario 2 est considéré. Les pentes de chacune des
droites de régressions sont très proches (1.04 pour la stratégie 1, 1.03 pour les stratégies
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2 et 3). Aucune sous ou sur-estimation n'est visible, ainsi qu'aucun biais inhérent au
scénario 2. Cette fois ci seule l'étude des Tableaux 2.4 et 2.6 permet une comparaison
d'eﬃcacité entre les stratégies.
Figure 2.17  Droite de régression entre la durée prédite et la durée réelle pour chaque
stratégie : scénario déterministe (ligne droite : droite y = x , ligne pointillée : droite de
régression)
Dans le cas du scénario 3, de nouveau la stratégie 1 est la plus performante en terme
de proximité de la prédiction à la durée réelle. Les pentes sont assez proches entre les
deux stratégies (1.04 pour la première contre 0.98 pour la seconde), mais l'ordonnée à
l'origine de la première stratégie est plus proche que la seconde. Cette écart constant
entre la droite de régression pour la seconde stratégie avec la droite y = x nous informe
d'un biais dans l'approximation faîte BC1. Finalement la stratégie 2 sous-estime la
durée réelle, tandis que ni sous ou sur-estimation n'est visible pour la stratégie 1.
2.4.4 Conclusions
Le but de cette étude était d'observer l'eﬃcacité du modèle Poisson-gamma lorsque
l'une de ses hypothèses n'était pas vériﬁée, à savoir la constance des intensités de re-
crutement au cours du temps, et d'étudier si la prise en compte de ces interruptions
est une meilleure option à choisir plutôt que de laisser le modèle les incorporer de lui
même dans ces estimations de paramètres.
Nous pouvons ainsi dire que dans le cas d'interruptions dont la génération est expo-
nentielle, la prise en compte des breaks est une perte de temps sans gain de performance
prédictive.
Sachant que chaque stratégie (pour toutes les scénarios) a tendance à sous-évaluer
la durée réelle, la stratégie 1 est le plus eﬃcace (car elle donne presque toujours des
prédictions les plus grandes par rapport aux deux autres). Il est donc plus eﬃcace de
laisser le modèle incorporer ces interruptions plutôt que de les ajouter comme proposer
dans ce paragraphe.
Nous avons de plus vu que les prédictions faîtes par chaque stratégie étaient proches
des durées réelles (erreur ne dépassant pas 15 jours sur des recrutement de 365 jours),
ce qui est très motivant.
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Chapitre 3
Applications du modèle
Outre l'utilisation initiale du modèle Poisson-gamma pour la prédiction du temps
réelle que met une dynamique de recrutement multicentrique pour atteindre un nombre
de patients cible n, le modèle peut en outre informer ou modéliser de multiples aspects
de cette dynamique. Cette Section se veut un état de l'art de multiples applications
possibles du modèle Poisson-gamma testées ou modélisées depuis sa présentation par
Anisimov et al. [9].
3.1 A l'étude de faisabilité d'un essai
L'étude de la faisabilité d'un essai est une question diﬃcile mais fondamentale.
En eﬀet il est fondamental d'estimer la durée d'un essai clinique et donc la durée de
la phase de recrutement avant même son commencement puisqu'en général c'est la
composante aléatoire de la question. Diﬃcile car cela consiste en l'estimation de pa-
ramètres (notamment les intensités de recrutement) sans données sur la dynamique
de recrutement elle même. Usuellement la faisabilité se base sur les valeurs données
par les investigateurs de chaque centre qui ont une idée (plus ou moins) précise de
leur potentiel de recrutement. Cependant il est tentant de se demander si l'utilisation
de données d'essais terminés, qu'elles soient sélectionnées ou non selon des critères de
choix prédéﬁnis, pourrait-être utile.
3.1.1 Indicateurs selon les paramètres a priori d'experts
Dès lors qu'une phase de recrutement de phase III est décidé, une approximation
de sa durée est eﬀectuée sachant donné par les investigateurs la valeur des paramètres
du modèle prédictif.
Le manque de données est alors surpassé si l'on considère que ces paramètres sont
pertinents selon l'étude qui va être conduite. Seulement cette question est encore très
diﬃcile à évaluer tant les cofacteurs sont multiples et non injectés dans l'estimation
des paramètres.
L'idée d'utiliser des données historiques a été étudiée dans [13] selon l'hypothèse que
l'estimation des paramètres se fait sur un grand nombre d'études (chacune incluant
une phase de recrutement) où méta-analyse.
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La conclusion qui en ressort dénote du côté problématique de l'estimation de ces para-
mètres qui ne saurait en général représenter la totalité des recrutement eﬀectués (l'idée
de construire un estimateur global pour toute phase de recrutement est très complexe
et nécessiterait d'énormes quantité de données : pas seulement sur les dynamiques de
recrutement mais comme introduit précédemment des cofacteurs également).
L'idée d'estimer les valeurs des paramètres sur des études historiques sans ajout
de cofacteurs inﬂuents où sans hypothèses de 'proximité' entre les études est pour le
moment insuﬃsante [13]. Plusieurs manières de considérer cette proximité peuvent être
questionner et étudier, par exemple dans le cas de centres investigateurs sollicités pour
plusieurs études sur la 'même' population cible.
Cette question a été investiguée dans un article en cours de rédaction [47] se basant
sur des données réelles de recrutement. Pour mettre en place une telle méthodologie, 3
études dont les protocoles sont très proches et dont les centres investigateurs sont pour
certains les mêmes ont été utilisées. L'idée est d'étudier la validité du critères de choix
qui est émis, à savoir l'utilisation de données historiques (données récoltées sur des dy-
namique de recrutement ﬁnie et où les données accessibles satisfont les hypothèses du
modèle Poisson-gamma) est pertinent dès lors qu'une grande proportion des patients
recrutés entre les deux études comparées l'ont été par des centres communs à ces deux
études (l'étude historique : qui est ﬁnie, et l'étude en cours de mise en place : qui n'est
pas encore commencée). Il s'agit ici des études IFM 2005, IFM 2009 et IFM 2014. La
description des centres impliqués dans ces études est résumé dans le tableau 3.1.
L'hypothèse selon laquelle une grande proportion de patients est recrutée par un même
ensemble de centres est diﬃcilement vériﬁable en pratique car les données de recrute-
ment de la nouvelle étude (dont le recrutement n'est pas encore commencé) ne sont
pas encore accessibles (à l'exception des centres inclus). C'est pourquoi l'utilisation
des deux études historiques donc ﬁnies (études IFM 20054 et IFM 2009) sont d'abord
utilisées pour appuyer expérimentalement cette hypothèse et comparer diﬀérents choix
portés sur les valeurs des intensités des dynamiques de recrutement considérées.
Tableau 3.1  Description des processus de recrutement des essais IFM 2005, IFM 2009 et
IFM 2014.
IFM 2005 IFM 2009 IFM 2014
Durée de l'essai (attendue pour 2014) en jour 914 746 730
Nombre total de centres 76 67 47
Nombre de centres partagés avec 2005 - 50(74%) 36(77%)
Nombre de centres partagés avec 2009 50(66%) - 41(87%)
Nombre total de patients 611 693 -
Recrutés par les centres partagés avec 2005 - 562 (81%) -
Recrutés par les centres partagés avec 2009 543 (89%) - -
L'étude du tableau 3.1 montre ainsi une 'grande' proportion de centres communs
d'une part (en considérant l'étude IFM 2005 comme référant, 66% des centres parti-
cipant à cette étude sont partagés avec l'étude IFM 2009 et cette proportion passe à
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87% avec l'étude 2014, pour l'étude IFM 2009 cette proportion est de 74% avec l'étude
IFM 2005 et de 77% avec IFM 2014).
D'autre part,et là est un point important des résultats et conclusions de cette étude,
la proportion des patients recrutés par ces centres partagés (connue seulement pour
les études ﬁnies que sont IFM 2005 et IFM 2009) et encore plus grande (ainsi 89%
des patients recrutés lors de l'étude 2005 l'ont été par des centres partagés avec IFM
2009 et de 81% inversement). Les données de l'étude IFM 2014 pourraient également
être utilisées, seulement l'objectif de l'étude entreprise ici est comme déjà mentionné
de tester l'hypothèse de pertinence d'une étude de faisabilité dans un cadre bien déﬁni,
il est donc tout naturel qu'elles ne soient pas incorporer à l'analyse eﬀectuée (de plus
l'étude de faisabilité et sa modélisation dans le cas précis des hypothèses de proportions
discutées ci-dessus fût mise en place au tout début de l'étude IFM 2014).
3.1.2 Modélisation des paramètres de la phase de recrutement
Une fois l'hypothèse des proportions des centres communs vériﬁés et en supposant
que la proportion de patients recrutés par ceux ci sera également grande, reste encore
à déﬁnir la méthode d'estimation des paramètres qui vont servir pour modéliser la
dynamique de recrutement avant qu'elle ne commence. Plusieurs approches sont alors
étudiées par la suite.
Approche empirique
En considérant le i-ème centre de l'étude historique et en observant que nhi patients
ont été recrutés depuis la date d'ouverture ui du centre considéré.
Soit τi = T h − ui la durée totale d'activité de ce centre jusqu'à la ﬁn de la phase de
recrutement, alors l'estimateur du maximum de vraisemblance de l'intensité du centre
i est :
λ̂hi =
nhi
τhi
.
Approche bayésienne avec hypothèse gamma
Dès lors que les centres recrutent selon des intensités diﬀérentes entre eux, un modèle
Poisson-gamma [10, 6] peut-être appliqué pour quantiﬁer et incorporer au modèle cette
variance. Les intensités λhi sont toujours vu comme des réalisations d'une variable
aléatoires distribuées selon une loi Γ(α, α/µ). Comme eﬀectué en section 1.3.2, ces
paramètres sont estimés par la méthode bayésienne empirique en utilisant la fonction
log-vraisemblance du Théorème 1.
3.1.3 Comparaison de proximité des intensités entre centres
partagés pour les deux approches.
La distinction est faîte entre centres partagés et non partagés entre chaque étude,
sont alors déﬁnis les ensembles de ces centres comme suit :
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 Centres partagés. Soit Chs (respectivement Cns ) l'ensemble des centres de l'étude
historique (respectivement la nouvelle étude) partagés entre les essais. Pour ﬁnir
Chs (respectivement C
n
s ) dénote son cardinal (forcément C
h
s = C
n
s ).
 Centres non partagés. Soient Cnu l'ensemble ds centres qui sont impliqués dans
le nouvel essai sans l'être dans l'essai historique et Cnu son cardinal. Finalement
soient Chu l'ensemble des centres qui sont impliqués dans l'essai historique mais
pas dans le nouvel essai et Chu son cardinal.
Par la suite les paramètres relatif aux centres partagés seront indexés par un s
(respectivement un u pour les centres non partagés et un g pour l'ensemble des centres
impliqués dans l'étude). De plus les index des sommes seront écrit selon les déﬁnitions
d'ensembles précédentes. Les paramètres relatifs à l'essai historique auront pour leu r
part un exposant h (respectivement un exposant n pour les paramètres du nouvel essai).
Valeurs obtenues
Les précédentes déﬁnitions ont été appliquées aux données récoltées concernant les
études IFM 2005 et IFM 2009, ces deux études étant terminées toutes les données de
recrutement, dates d'ouvertures et durée réelle de recrutement sont disponibles.
Le tableau 3.2 montre selon les deux approches les valeurs obtenues, avec égale-
ment des outils statistiques de comparaison tels les quantiles empiriques à 84 % pour
l'approche empirique, les écarts-type pour l'approche bayésienne. Le paramètre µ re-
présentant la moyenne de la loi gamma dont il découle permet une comparaison rapide
avec les moyennes obtenues avec l'approche empirique.
Approche empirique
Une régression linéaire eﬀectuée entre les diﬀérentes intensités pour les centres par-
tagés entre IFM 2005 et IFM 2009 (analyse eﬀectuée sur les paires {(λ̂hi , λ̂nj(i)) , i ∈ Chs }
où j(i) ∈ Cns est l'indice du centre i dans le nouvel essai) permet de comparer ces
intensités en terme de proximité. En eﬀet une fois la droite de régression obtenue il est
possible de tester s'il existe une diﬀérence signiﬁcative entre cette droite et la droite
y = x (intensités constantes pour toutes les études).
La droite de régression obtenue par l'explication des intensités de l'étude IFM 2009
par celles de IFM 2005 est :
λni = 0.44λ
h
i + 0.01
La corrélation est tout de même assez importante entre les intensités des deux
études, et la positivité de la pente directrice permet de conclure que les centres qui re-
crutent beaucoup lors du premier essai vont recruter beaucoup aussi dans le deuxième
essai (sauf quelques points visibles sur la Figure 3.1). Ainsi si une diﬀérence signiﬁca-
tive est trouvée entre la pente de la droite de régression et la pente de la droite y = x,
alors une des études possédera forcément une moyenne d'intensités plus grande par
rapport à l'autre étude, et donc les intensités ne pourront pas être proches d'une étude
à l'autre.
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Tableau 3.2  Pour chaque catégorie de centre sont donnés la moyenne des intensités histo-
riques, les quantiles empiriques à 84 % (équivalent à un écart-type) des intensités historiques,
les valeurs (moyenne ± écart-type) des paramètres des loi gamma pour un essai en utilisant
les données de l'autre essai (considéré comme historique). La seconde colonne considère IFM
2005 comme étude historique et IFM 2009 comme le nouvel essai, la troisième colonne consi-
dère la situation inversée. La dernière colonne représente les valeurs des p-values obtenues en
eﬀectuant des test de Wald entre les deuxième et troisième colonnes.
Paramètres
données historiques IFM 2005 IIFM 2009
test de Wald
nouvel essai IFM 2009 IFM 2005
Nombre de centres (nouveau) 67 76
Globaux
Nombre de centres (hist.) 76 67
Recrutés (hist.) 611 693
1
Ch
∑Ch
i=1 λ̂
h
i 0.012 0.017
0.62
quantiles [0.002 ; 0.016] [0.003 ; 0.033]
αG 1.75 ± 0.71 1.99 ± 0.84 0.57
µG 0.012 ± 0.027 0.017 ± 0.035 0.7
Partagés
Nombre de centres (hist.) 50 50
Recrutés (hist.) 543 562
1
Ch,s
∑Ch,s
i=1 λ̂
h
i 0.015 0.018
0.77
quantiles [0.003 ; 0.031] [0.003 ; 0.034]
αS 2.15 ± 1.02 2.15 ± 1.03 0.7
µS 0.015 ± 0.038 0.017 ± 0.042 0.85
Non partagés
Nombre de centres (hist.) 26 17
Recrutés (hist.) 68 131
1
Ch,u
∑Ch,u
i=1 λ̂
h
i 0.005 0.013
0.46
quantiles [0.002 ; 0.009] [0.002 ; 0.023]
En eﬀet un test de comparaison de Student eﬀectué entre la pente de la droite de ré-
gression avec 1 (la pente de la droite y = x) conclue à une diﬀérence signiﬁcative entre
ces deux valeurs (p-value de 1.7 10−7). Ainsi de par l'homogénéité des proportions de
recrutement (les gros centres recruteurs vont recrutés beaucoup et inversement), les in-
tensités ne sont donc pas proches (dans un sens d'égalité stricte) d'une étude à l'autre
(il faudrait des valeurs inférieurs et des valeurs supérieurs en même 'quantité' pour que
le phénomène d'égalité se corrige).
Par conséquent l'idée naïve de reconduire les taux des centres partagés d'un essai
à l'autre ne semble pas une bonne idée, hypothèse consolidée par les résultats obtenus
présentés par la suite (proximité de la prédiction à la valeur réelle de la durée de la
phase de recrutement).
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La ﬁgure 3.1 représente pour chaque centre partagé ses deux intensités pour l'étude
IFM 2005 (en abscisse) et IFM 2009 (en ordonnée), à quoi est rajouté la fonction de
régression obtenue précédemment. Une grande dispersion autour de la droite de régres-
sion est visible, variance qui aura dans la majorité des cas pour conséquence l'ajout
d'un biais sur la prédiction eﬀectuée par la suite à partir de ces valeurs considérés
comme paramètres incorporés au modèle prédictif.
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Figure 3.1  Régression linéaire des intensités de recrutement des centres partagés entre les
études IFM 2005 (en abscisse) et IFM 2009 (en ordonnée)
Approche bayésienne avec hypothèse gamma
En revanche, les comparaisons des distributions des paramètres (αhs , µ
h
s ) et (α
n
s , µ
n
s )
(calculées selon la méthode présentée en section 1.3.3 grâce à la matrice d'information
global de Fisher) par des tests de Wald (grâce à la normalité asymptotique de ces dis-
tributions) ne montre pas de diﬀérences signiﬁcatives. Ces comparaisons sont visibles
sur la ﬁgure 3.2 et dans la table 3.2.
La ﬁgure 3.2 montre bien la proximité des régions de conﬁance entre les paramètres
de IFM 2009 calculés à partir des données de IFM 2005 et inversement. Cette proximité
est d'autant plus proche lorsque sont estimés les paramètres à partir des données des
centres communs seulement (sous-ﬁgures b.).
Les paramètres relatifs aux centres non partagés ne sont pas ajoutés au graphique
car l'estimation de ces paramètres (αh,nu , µ
h,n
u ) selon les ensembles Ch,nu n'est pas forcé-
ment stable selon les cardinaux Chu et C
n
u (s'ils sont inférieurs à 20). De plus ces centres
sont souvent ceux dont les intensités sont les plus faibles, réduisant d'autant plus la
pertinence des estimations (phénomène étudié au paragraphe 2.1.2).
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Figure 3.2  Régions de conﬁance à 95% des paramètres (α, µ). Sub-ﬁgure a) paramètres
globaux . Sub-ﬁgure b) paramètres partagés.
L'idée de reconduire les distributions des vecteurs des intensités semble donc être
une idée raisonnable, surtout pour la prédiction des dynamiques de recrutement des
centres partagés. Seulement si pour les centres partagés les choses sont relativement
claires, elles le sont beaucoup moins pour les nouveaux centres (réelle diﬃculté de
l'étude de faisabilité eﬀectuée ici, diﬃculté dont l'ampleur est justement réduite par
la vériﬁcation des 'grandes' proportions entre facteurs partagées observées précédem-
ment). En eﬀet comme vu juste avant l'estimation des paramètres peut être très in-
stables selon que la proportion des centres non partagés, mais le choix de la méthode à
mettre en place pour considérer ces centres non partagés est très sensibles aux études
elles mêmes, et aucune forte corrélation n'est facilement observable et modélisable entre
ces centres du fait de leur diﬀérences intrinsèques.
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3.1.4 Prediction de la durée du recrutement pour le nouvel
essai - ui connus
Dans l'optique initiale d'apporter des recommandations sur la procédure à suivre
pour mener des études de faisabilité dans le cadre précédemment déﬁni, le choix des
hypothèses de calcul des valeurs d'intensité est l'élément centrale de toute l'étude et le
but est à partir d'elles de mesurer leur consistance en terme de pouvoir prédictif de la
durée de recrutement sur des études ﬁnies et dont les dates d'ouvertures ui sont toutes
disponibles pour généraliser à des études dont le recrutement est encore à commencer.
Plusieurs scénarios ont ainsi été investigués et sachant que les études IFM 2005 et
2009 sont ﬁnies (les durées réelles sont donc connues et utilisables), les performances
prédictives du modèle de faisabilité en terme de proximité de la prédiction par rapport
à la durée réelle observée ont pu être comparées par des études comparatives entre elles
deux : la durée de la phase de recrutement de l'étude IFM 2009 a été prédite à partir
de l'estimation des paramètres elle même découlant des données historiques de l'étude
IFM 2005 et inversement.
Scénarios de comparaison
Pour comparer les diﬀérentes hypothèses posées sur le choix des valeurs à assigner
aux intensités de recrutement, ces scenarii se déﬁnissent comme suit :
 Pour les centres partagés, diﬀérents scénarios peuvent être explorés utilisant
les informations de l'essai historique par :
 Hypothèse S1 : λni déterministe et égal à la valeur estimée de l'essai his-
torique λ̂hi ,
 Hypothèse S2(g) (respectivement S2(s)) :λni distribué selon un loi
Γ(αhg , α
h
g/µ
h
g) (respectivement Γ(α
h
s , α
h
s/µ
h
s )).
 Pour les centres non partagés, le problème est plus compliqué. Aucune infor-
mation n'est disponible directement sur ces centres et les hypothèses formulées
doivent être faîtes sur leur potentiel de recrutement. Chaque hypothèse peut ainsi
être liée à un modèle des intensités.
 Hypothèse U1(g) (respectivement U1(u)) : Aucune variabilité entre les
centres n'est prise en compte. λni est choisi de manière déterministe et égale
à la moyenne sur l'ensemble des valeurs des intensités de l'essai historique,
1
Chg
∑
k∈Chg λ̂
h
k (respectivement égale à la moyenne des valeurs des intensités
des centres non partagés de l'essai historique 1
Chu
∑
k∈Chu λ̂
h
k).
 Hypothèse U2 : Prise en compte de la variabilité entre les centres. λni est
choisi aléatoirement selon une loi Γ((αhg , α
h
g/µ
h
g). L'utilisation des paramètres
(αhu, µ
h
u) peut être pertinent cependant l'estimation est rarement précise du
fait du peu de données disponibles.
 Hypothèse U3(L) (respectivement U3(M) et U3(H)) : Prise en compte
de la variabilité entre les centres en considérant les λi distribués selon une
loi gamma de paramètres (αhg , µ
h
g) restreint à une sous distribution [0, q1]
(respectivement [q1, q2] et [q2,+∞]) où q1 et q2 sont les 1/3 et 2/3 fractiles.
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Ainsi les intensités sont restreintes aux basses (respectivement moyenne et
haute) potentiel de recrutement.
Pour estimer la durée du nouvel essai, il est nécessaire d'évaluer l'intensité de re-
crutement globale :
t→ Σn(t) =
∑
i∈Cng
λni max(t− ui, 0),
où les intensités λni dépendent du choix du scénario considéré.
Le calcul des temps estimés pour les scénarios précédents se font de deux manières.
La première méthode utilisée est celle de Monte-Carlo sur un nombre conséquent de
générations (5000), la deuxième est une méthode analytique.
Méthode Monte-Carlo
Sachant un scénario choisi, la génération suivante est eﬀectuée :
1. Génération des valeurs des intensités λni selon la distribution du scénario.
2. Génération (par le package NHPoisson du logiciel R) de la trajectoire d'un pro-
cessus non-homogène de Poisson Xn d'intensité Σn. Cette trajectoire est générée
dans un intervalle [0, 3∗T n] assez grand pour couvrir avec une grande probabilité
la durée de recrutement estimée.
3. Identiﬁcation du temps de recrutement T˜ n selon la trajectoire du processus Xn
au premier instant tel que Xn
T˜
> Nn.
5000 générations sont eﬀectuées dont est tiré l'échantillon {T˜ nj , j = 1, ..., 5000} per-
mettant l'évaluation de la moyenne des durées de recrutement :
Tˆ nMC =
1
5000
5000∑
j=1
,
avec l'intervalle de conﬁance à 95% [T˜ n(125), T˜
n
(4875)] où l'échantillon {T˜ n(j), j = 1, ..., 5000}
est l'échantillon ordonnée.
Méthode Analytique
Théorème 5 Supposons que pour tout i, ui est donné et notons Ln = max(ui). Sup-
posons aussi que E[Σ(Ln)]llNn.
La durée de recrutement est alors estimée par :
T̂ nA = L
n +
Nn − EΣ(Ln)∑
i∈Cng Eλ
n
i
. (3.1)
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Pour un nombre Cn assez grand (Cn > 10), [T∗(δ,Nn), T ∗(δ,Nn)] peut servir d'inter-
valle de conﬁance prédictif à un niveau δ de T n où T∗(δ,Nn) (resp. T ∗(δ,Nn)) est une
solution selon la variable t des équations :
EΣn(t) + z1−δ/2
√
EΣn(t) + VΣn(t) = Nn
(
resp. EΣn(t)− z1−δ/2
√
EΣn(t) + VΣn(t) = Nn
)
.
Proof : Pour un processus de Cox d'intensité Σn(t), pour tout t > 0,
EXn(t) = EΣn(t),
VXn(t) = EΣn(t) + VΣn(t).
De plus pour tout t > L, l'intensité cumulée est :
Σn(t) = Σn(Ln) + (t− Ln)
∑
i∈Cng
λni
Ainsi,
EX(t) = EΣn(Ln) + (t− L)
∑
i∈Cng
Eλni .
La moyenne de recrutement est approximativement le temps tel que EX(T n) = Nn,
et ainsi il est approximé par (3.1). L'intervalle de conﬁance est calculé selon le Lemme
2.1 de [6] en notant qu'il n'y a pas de temps intermédiaire ici(t0 = 0). 
3.1.5 Résultats d'analyse
IFM 2009 estimé par les données d'IFM 2005
Les résultats des comparaisons des deux approches (empirique contre bayésienne)
nous pousse à préférer l'approche bayésienne. Pour appuyer cette réﬂexion une com-
paraison en terme de proximité de la prédiction du temps de recrutement de chaque
approche à la durée réelle est eﬀectuée en considérant l'étude IFM 2009 comme la nou-
velle étude et IFM 2005 comme l'étude historique servant au paramétrage du modèle.
Les résultats obtenus par la méthode Monte-Carlo et la méthode analytique sont ré-
coltés dans le tableau 3.3 et illustrés par les Figures 3.3-3.4.
Le tableau présente pour chaque hypothèse posée sur les centres non partagés (U1
U2 ou U3) les résultats pour chaque choix concernant les centres partagés (S1 ou S2).
La durée moyenne ainsi que son intervalle de conﬁance à 95 % sont estimés, et sachant
que la durée de recrutement de l'étude IFM 2009 est connue (T n = 746 jours), la perfor-
mance prédictive peut être étudiée grâce à l'erreur relative de prédiction déﬁnie comme :
R̂E
n
MC
=
|T̂ n
MC
− T n|
T n
resp. R̂E
n
A
=
|T̂ n
A
− T n|
T n
.
75
C
H
A
P
IT
R
E
3
.
A
P
P
L
IC
A
T
IO
N
S
D
U
M
O
D
È
L
E
Tableau 3.3  Moyennes des durée prédites pour l'essai IFM 2009 en utilisant IFM 2005 comme étude historique pour les diﬀérentes hypothèses
concernant les centres paratgés et non partagés. La durée réelle est de Tn = 746 jours.
Non partagés Partagés méthode Monte Carlo méthode Analytic
Hypothèse Choix Prédictions Ecart type Erreur rel. Prédictions Ecart type Erreur rel.
U1(g)
S1 915.62 29.81 0.23 881.24 28.31 0.18
S2(g) 1066.11 81.87 0.43 1046.39 81.35 0.40
S2(s) 911.08 63.67 0.22 891.70 64.86 0.20
U1(u)
S1 1019.02 33.27 0.37 980.33 32.07 0.31
S2(g) 1226.97 112.25 0.64 1194.61 108.40 0.60
S2(s) 1017.32 80.43 0.36 990.32 81.66 0.33
U2
S1 913.39 42.02 0.22 876.82 40.83 0.18
S2(g) 1062.97 99.82 0.42 1039.96 92.05 0.39
S2(s) 906.39 66.92 0.21 887.29 71.17 0.19
U3(L)
S1 1046.62 34.68 0.40 1001.70 33.77 0.34
S2(g) 1266.75 119.22 0.70 1227.61 115.76 0.65
S2(s) 1035.85 84.44 0.39 1011.54 85.95 0.36
U3(M)
S1 946.19 28.48 0.27 904.44 30.00 0.21
S2(g) 1106.62 85.01 0.48 1080.40 87.81 0.44
S2(s) 943.10 64.90 0.26 914.82 68.98 0.23
U3(H)
S1 785.55 23.45 0.05 763.80 30.61 0.02
S2(g) 898.92 55.91 0.20 880.28 62.47 0.18
S2(s) 774.92 45.75 0.04 774.25 51.71 0.04
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Nous remarquons premièrement qu'importe les hypothèses considérées, la durée de
recrutement est toujours sur-estimée. Ce phénomène n'est pas surprenant sachant que
les études sont similaires et qu'une sélection de centres a été eﬀectuée entre les études
IFM 2005 et IFM 2009 pour garder les meilleures centres. Ainsi les centres de 2009
recrutent en moyenne plus (donc les prédictions à partir des paramètres estimés grâce
aux données de l'étude IFM 2005 vont être plus grandes).
Il est intéressant de noter que pour toutes les hypothèses concernant les centres non
partagés, le scénario avec l'erreur de prédiction la plus faible est celui utilisant les pa-
ramètres estimés sur les données des centres partagés (les scénario S1 et S2(s) donnent
des résultats équivalents, et tous deux meilleurs que S2(g)). Ces résultats ne sont pas
surprenant en observant que les moyenne des intensités de recrutement de ces deux scé-
narios sont aussi équivalents. Cependant nous observons une diﬀérence dans la taille des
intervalles de conﬁance à 95% entre ces deux scénarios. En eﬀet le scénario S2(s) pos-
sède des intervalles de conﬁance plus grand, du fait de l'aléa venant des intensités qui
sont variables contrairement à S1. Ceci pousse à préférer le scénario 2 comme souligné
par Senn [56]. En eﬀet avoir un intervalle de conﬁance le plus petit possible n'est pas un
objectif ici. Le but est d'oﬀrir une approximation ainsi qu'un intervalle de conﬁance qui
puisse couvrir la zone dans laquelle se trouve la vraie valeur. Des petits intervalles de
conﬁance limitent cette hypothèse et ne permettent pas de surmonter le possible biais.
Le choix le plus réaliste concernant les centres partagés semble donc être le choix S2(s).
En excluant les hypothèse U3(L), U3(M) et U3(H) et en considérant tous les choix
concernant les centres partagés, les meilleures hypothèses sur les centres non partagés
sont les hypothèses U1(g) et U2. Leur durée moyenne sont les plus proches de la du-
rée réelle, mais en considérant la remarque précédente sur la taille des intervalles de
conﬁance, on va préférer l'hypothèse U2 qui fournit les intervalles de plus grande taille.
L'hypothèse U1(u) donne les plus mauvais résultats, ce qui conﬁrme l'idée qu'utiliser
les données provenant des centres non partagés pour une étude où justement les centres
partagés sont nombreux est une mauvaise idée.
En ce qui concerne les hypothèse U3, la meilleure hypothèse est l'hypothèse U3(H)
en terme de proximité par rapport à la durée réelle. Ceci peut s'expliquer par le fait
que considérer les centres à haut potentiels de recrutement permet de contrer le biais
provenant de la sélection de centres. Finalement les résultats obtenus pour ces trois
hypothèses souligne le lien entre l'hypothèse sur les intensités et la prédiction de la
durée estimée.
IFM 2005 estimé par les données d'IFM 2009
L'étude peut être enrichie en considérant l'étude IFM 2009 comme l'étude histo-
rique et IFM 2005 comme la nouvelle étude. Les résultats sont présentés de la même
manière que précédemment, dans le Tableau 3.4 sont collectés tous les résultats qui
sont illustrés dans la Figure 3.5. La durée réelle de l'étude IFM 2005 est T n = 914
jours.
Il est important de noter que le contexte est très diﬀérent de l'étude précédente. En
eﬀet cette fois les nouveaux centres sont ceux qui ont été enlevés entre IFM 2005 et IFM
2009, centres qui sont majoritairement des centres à faible potentiel de recrutement.
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Figure 3.3  Méthode de Monte-Carlo : estimations et intervalles de conﬁance à 95% des
estimations de la durée de l'essai IFM 2009 grâce aux donnés de l'essai IFM 2005. Le trait
plein désigne la vrai durée de l'essai IFM 2009.
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Figure 3.4  Méthode analytique : estimations et intervalles de conﬁance à 95% des estima-
tions de la durée de l'essai IFM 2009 grâce aux donnés de l'essai IFM 2005. Le trait plein
désigne la vrai durée de l'essai IFM 2009.
De plus l'étude IFM 2009 visait à étudier en plus des eﬀets d'un traitement les eﬀets
d'une intervention chirurgicale (intervention ne pouvant se faire que dans des centres
possédant les installations nécessaires et donc souvent plus conséquent que des centres
ne s'occupant que de l'étude du traitement). Le but de cette étude est donc d'étudier
les hypothèses sur les centres non partagés plutôt que de la comparaison des choix sur
les centres partagés. Ainsi seul les scénarios S1 et S2(s) sont considérés.
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Tableau 3.4  Moyennes des durée prédites pour l'essai IFM 2005 en utilisant IFM 2009 comme étude historique pour les diﬀérentes hypothèses
concernant les centres paratgés et non partagés. La durée réelle est de Tn = 914 jours.
Non partagés Partagés méthode Monte Carlo méthode Analytic
Hypothèse Choix Prédictions Ecart type Erreur rel. Prédictions Ecart type Erreur rel.
U1(g)
S1 723.89 17.45 0.21 688.54 18.01 0.25
S2(s) 718.92 39.97 0.21 709.68 39.99 0.22
U1(u)
S1 756.28 19.05 0.17 716.75 19.66 0.22
S2(s) 756.59 47.86 0.17 739.44 45.55 0.19
U2
S1 723.85 25.01 0.21 687.06 23.76 0.25
S2(s) 720.97 44.16 0.21 708.11 43.22 0.23
U3(L)
S1 813.07 23.14 0.11 769.10 23.28 0.16
S2(s) 812.44 55.99 0.11 794.48 57.11 0.13
U3(M)
S1 742.43 19.05 0.19 703.18 19.24 0.23
S2(s) 735.38 45.38 0.20 757.32 45.99 0.17
U3(H)
S1 651.34 15.28 0.29 623.90 16.8 0.32
S2(s) 663.75 32.54 0.27 641.23 30.19 0.30
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Premièrement il n'est pas surprenant de voir que la durée réelle est sous-estimée.
C'est un contre-coup de la sélection de centres entre IFM 2005 et IFM 2009.
Les hypothèses sur les centres non partagés amènent à des résultats équivalents. Ce
n'est pas surprenant sachant que les estimations des paramètres globaux, partagés et
non partagés sont proches (voir Tableau 3.2), donc qu'importe l'hypothèse considérée,
les résultats seront proches. Les hypothèses provenant de l'approche bayésienne pro-
posent cependant des intervalles de conﬁance plus réalistes.
Enﬁn on observe que entre les hypothèses U3, l'hypothèse U3(L) possède les meilleurs
résultats, ceci corrobore l'idée que les centres à petit potentiel de recrutement ont été
écartés entre IFM 2005 et IFM 2009.
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Figure 3.5  Méthode de Monte-Carlo : estimations et intervalles de conﬁance à 95% des
estimations de la durée de l'essai IFM 2005 grâce aux donnés de l'essai IFM 2009. Le trait
plein désigne la vrai durée de l'essai IFM 2005.
3.1.6 Recommandations et exemple illustratif - Faisabilité de
l'essai IFM 2014
Recommandations
Nous donnons ici des recommandations selon les résultats des paragraphes précé-
dents. Premièrement la méthodologie présentée ici n'est valable que dans le cas où
l'essai ﬁni est similaire à l'essai en cours ou à venir que ce soit en terme de domaine
thérapeutique, les critères d'inclusion/exclusion, régions et population cible.
Les résultats poussent à préférer l'utilisation du modèle Poisson-gamma pour évaluer
la faisabilité d'un essai clinique dans les conditions précitées.
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La modélisation des centres partagés et des centres non partagés ne sera pas la même
et dépendra de l'étude considérée.
Un point important est que la pertinence de la méthode augmente avec la proportion
de centres partagés.
 Pour les centres partagés, il est suggéré de modéliser les intensités de recrutement
par le choix S2(s).
 Pour les centres non partagés, il est suggéré d'utiliser l'hypothèse gamma. Le
choix entre les hypothèses U2, U3(L), U3(M), et U3(H) dépend de l'étude et de
possibles paramètres donnés à priori par un expert.
Finalement la modélisation des dates d'ouverture des centres est à considérée. Les
résultats de [3] et [46] encourage l'utilisation d'une stratégie uniforme.
Exemple illustratif - faisabilité de l'essai IFM 2014
La méthodologie présenté dans ce paragraphe est appliquée pour estimer la du-
rée du recrutement de l'essai IFM 2014. La durée attendue par les investigateurs est
T n = 730 jours. Le contexte de cette étude est résumé dans le Tableau 3.1. Les données
historiques utilisées seront celles provenant de l'essai IFM 2009 (plus proche en terme
de proportion de centres partagés et de domaine thérapeutique).
Le Tableau 3.5 présente les estimations des paramètres qui seront utilisés pour la pré-
diction.
L'étude IFM 2014 est toujours en cours de réalisation. Les dates d'ouvertures ne
sont pas utilisées pour la prédiction du temps de recrutement de l'essai. La stratégie
uniforme est utilisée pour modéliser ces dates d'ouvertures. Les résultats des prédiction
sont collectés dans le Tableau 3.6 et illustrés par la Figure 3.6.
Comme pour les études précédentes, les hypothèses U1(g) et U2 donnent des résul-
tats équivalents que ce soit en terme de moyenne prédites qu'en terme d'écart type. Ce
dernier point est du à la faible proportion des centres non partagés qui réduit l'ajout
d'aléa de l'hypothèse U2 par rapport à l'hypothèse U1(g). Finalement, il est intéres-
sant de noter que les résultats des hypothèses U2 U3(L) et U3(M) sont très proches
tandis que ceux de l'hypothèse U3(H) sont plus petits, ceci montre l'importance des
centres à grands potentiels de recrutement (car malgré la petite proportion de centres
non partagés cette hypothèse arrive à donner des résultats assez éloignés).
Une discussion avec l'équipe s'occupant de l'essai nous pousse à considéré l'hy-
pothèse U3(M) pour les centres non partagés (centres avec un potentiel moyen de
recrutement). Les résultats ainsi obtenus donnent une valeur prédites de 577 jours et
un intervalle de conﬁance à 95% de [505, 650] jours.
A l'instant de rédaction de cette partie, 20 patients sont encore à recrutés, les 280
patients déjà recrutés l'ont été en 560 jours. Notre stratégie semble donc appropriée.
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Tableau 3.5  Pour chaque catégorie de centre sont donnés la moyenne des intensités histo-
riques, les quantiles empiriques à 84 % (équivalent à un écart-type) des intensités historiques,
les valeurs (moyenne ± écart-type) des paramètres des loi gamma pour un essai en utilisant
les données IFM 2009 comme données historique.
Paramètres
données historiques IFM 2009
nouvel essai IFM 2014
Nombre de centres (nouveau) 47
Globaux
Nombre de centres (hist.) 67
Recrutés (hist.) 693
1
Ch
∑Ch
i=1 λ̂
h
i 0.016
quantiles [0.003 ; 0.033]
αG 1.99 ± 0.84
µG 0.017 ± 0.035
Partagés
Nombre de centres (hist.) 41
Recrutés (hist.) 534
1
Ch,s
∑Ch,s
i=1 λ̂
h
i 0.021
quantiles [0.002 ; 0.038]
αS 2.31 ± 1.25
µS 0.022 ± 0.050
Non partagés
Nombre de centres (hist.) 6
Recrutés (hist.) 159
1
Ch,u
∑Ch,u
i=1 λ̂
h
i 0.011
quantiles [0.003 ; 0.020]
αU 3.45 ± 1.96
µU 0.014 ± 0.047
1/3-fractiles
q1 0.0103
q2 0.0198
3.1.7 Conclusion
Dans le cadre d'une étude de faisabilité d'un essai clinique, ce paragraphe préconise
l'emploi du modèle Poisson-gamma pour estimer la durée du recrutement de l'essai en
se basant sur les paramètres estimés à partir de données d'un essai cliniques déjà ﬁni.
En eﬀet cette approche oﬀre des résultats plus convaincant que la méthode d'attribu-
tion déterministe des intensités historiques de recrutement. La prédiction du temps de
recrutement par le modèle Poisson-gamma est au moins aussi bonne que la méthode
déterministe mais bénéﬁcie d'intervalles de conﬁance plus réalistes.
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Tableau 3.6  Moyenne des durées prédites pour l'essai clinique IFM 2014 avec IFM 2009
comme essai historique pour diﬀérentes hypothèses concerant les centres non partagés. Choix
des centres partagés S2(s).
Hypothèse des centres non partagés Durée moyenne Ecart type
U1(g) 586.36 44.33
U1(u) 662.45 44.05
U2 583.43 45.30
U3(L) 584.91 35.82
U3(M) 577.32 36.83
U3(H) 534.12 33.97
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Figure 3.6  Intervalles de conﬁance à 95% et durée moyenne des prédictions pour les diﬀé-
rentes hypothèses considérées de l'essai IFM 2014 avec IFM 2009 comme étude historique.
Des méthodes de prédictions ont été présentées avec le calcul du temps de recru-
tement par les méthode Monte-Carlo et analytique oﬀrant des résultats pertinents et
similaires.
Il est également important de noter que les performances du modèle Poisson-gamma
augmentent avec la proportion de centres partagés. La qualité d'estimation des para-
mètres globaux et partagés augmente en eﬀet avec la proportion de centres partagés.
C'est un point très important car en pratique les centres qui sont réassignés sont ceux
présentant des bons comportement de recrutement.
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Les recommandations présentées dans cette partie propose une méthodologie per-
tinente pour l'utilisation de données historiques dans le cas d'essais cliniques proches
en terme de domaine thérapeutiques, de critères d'inclusion/exclusion, régions et po-
pulation cible.
3.2 A la prédiction dynamique selon des critères de
jugements sur le nombre de patients
3.2.1 Randomisation : impact sur l'essai
La randomisation est essentielle lors de la planiﬁcation d'une essai clinique. Les
propriétés de multiples méthodes de randomisation ont été étudiées depuis maintenant
30 ans. Nous pouvons citer entre autres les travaux de Hallstrom et Davis [31], Matts
et Lachin [43], Lachin [40, 39], Pocock [52], Rosenberger et Lachin [53], Senn[56] et
Hedden et al. [32].
Selon la méthode de randomisation utilisée, l'impact sur la puissance du test sta-
tistique ainsi que sur l'approvisionnement des traitements est à considéré. En eﬀet les
patients seront diﬀéremment subdivisés en plusieurs sous-groupes selon l'analyse me-
née, sous-groupes pouvant entre autre être source de biais de déséquilibre (ce cas est par
exemple étudié par Hallstrom et Davis dans [31] dans le cas d'une randomisation strati-
ﬁée par bloc de permutation). Il est également possible d'observer selon la méthode de
randomisation considérée une baisse de la puissance du test statistique eﬀectué (Lachin
l'étudie dans [40] dans le cas d'une randomisation par bloc de permutations).
Les méthodes considérées dans ce paragraphe seront celles envisagées par Anisi-
mov dans [4], à savoir la méthode de randomisation non-stratiﬁée (la plus simple) et
la méthode de randomisation centre-stratiﬁée (l'équilibrage porte sur les eﬀectifs des
centres ou région de centres) par bloc de permutation. Ces deux méthodes sont en géné-
rale celles utilisées en recherche clinique. Les méthodes avec stratiﬁcations permettent
certes de contrer l'eﬀet de covariables sur la puissance du test statistique , mais dans le
cas d'essai clinique dont l'eﬀectif est de taille moyenne voire large [40, 32], cet impact
est négligeable comparativement à une méthode non-stratiﬁée. Dans l'optique d'étudier
les impacts de ces deux méthodes selon plusieurs critères de jugement envisagés par la
suite, un rappel de ces deux méthodes est donné.
Nous nous plaçons dans le cas d'un essai dont l'objectif de recrutement est de
n patients sollicitant C centres, et potentiellement s régions comportant chacune Cs
centres. Considérons que l'essai implique K traitements avec comme vecteur d'alloca-
tion (k1, ..., kK) et K1 =
∑K
i=1 ki la taille du bloc. Soient ni,j la prédiction du nombre
de patients randomisés dans le centre i pour le traitement j (resp. nj(Is) la prédiction
du nombre de patients randomisés dans la région Is pour le traitement j). Plusieurs
assomptions sont faîtes pour simpliﬁer l'étude, à savoir la date d'ouvertures des centres
est communes et égales à 0, et que M = n/K1 est entier.
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Randomisation non-stratiﬁée
La randomisation non stratiﬁée (pour l'eﬀet des centres) consiste en l'aﬀectation
aléatoire des patients par bloc sans considération du centre d'origine du patient. Cette
méthode permet de minimiser le déséquilibre entre les groupes pour l'essai global, mais
augmente le déséquilibre par région ou par centre en comparaison de la méthode de
stratiﬁcation par centre/région.
Comme montré dans [34], la distribution des patients d'une région ou d'un centre
peut être vu comme beta-binomiale. par la suite nous noterons par P (n,C,Cs, α, k)
pour tout k = 0, ..., n la probabilité :
P[n(Is) = k] =
(
n
k
)B(αCs + k, α(C − Cs) + n− k)
B(αCs, α(C − Cs)) , (3.2)
où B(a, b) = ∫ 1
0
xα−1(1− x)b1 dx et,
E[n(Is)] = nCs/C, V[n(Is)] =
nCs(C − Cs)(αC + n)
C2(αC + 1)
Pour un traitement j nous avons Mkj patients au total dans ce groupe, ainsi pour
une région Is :
P[nj(Is) = ij, j = 1, ..., K] =
K∏
j=1
P (Mkj, C, Cs, α, ij) (3.3)
Les équations (3.2) et (3.3) permettent pour tout niveau de conﬁance 1−  de cal-
culer la limite supérieure de prédiction Lj pour le nombre de patients dans la région
Is pour tous les traitements de sorte que :
P[nj(Is) ≤ Lj, j = 1, ..., K] ≥ 1− 
Stratiﬁcation par centre/région
Dans cette méthode la randomisation se fait par centre et non plus de manière
globale. Cette méthode possède l'avantage de réduire le déséquilibre par centre/région,
mais augmente ce déséquilibre lorsque l'on considère l'échantillon global. Pour chaque
centre une liste diﬀérente de randomisation est générée selon une randomisation par
bloc de permutation. Il est ainsi possible pour un centre ou une région de posséder
un nombre de patients dont n n'est pas un multiple, laissant certains bloc incomplets,
pouvant causer un déséquilibre dans ce centre du nombre de patients par traitement.
Ainsi dans le cas d'un essai multicentrique, de multiples blocs incomplets peuvent cau-
ser un déséquilibre du nombre total de patients par groupe de traitements et donc une
baisse de la puissance du test.
Soit un bloc incomplet de taille m (m = 1, ..., K1−1) dans le centre i. Notons ξj(m)
le nombre d'occurrences du traitement j dans ce bloc incomplet. Alors ξj(m) possède
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une distribution hypergéométrique :
P[ξj(m) = l] =
(
kj
l
)(
K1 − kj
m− l
)(
K1
m
)−1
, l = 0, 1, ...,min(kj,m).
Dans le cas où m = 0, nous posons ξj(0) = 0. Soit int(a) la partie entière de a ∈ R
et mod(a, k) = a− int(a/k)k, alors,
ni,j = int(ni/K1)kj + ξj(mod(ni, K1).
Comme montré dans [4], il est alors possible dans le cas d'un recrutement dont tous
les centres sont initialisés au début de l'étude d'approcher la loi de nj(Is) par :
nj(Is) = CsA(j) +
√
CsB(j)N (0, 1),
où N (0, 1) est une variable normale centrée réduite, A(j) = E[ni,j] et B2(j) =
V[ni,j].
Impact sur la puissance de test et de la taille de l'échantillon
Dans le but d'obtenir une étude ﬁable, une répartition identique entre les diﬀérents
groupes randomisés est préférable d'un point de vue statistique. Il semble ainsi pré-
férable de privilégier la méthode non stratiﬁée qui assure une répartition égale entre
chaque groupe. Cependant Anisimov [4] montre que dans le cas d'un essai multicen-
trique, l'impact statistique d'une mauvaise répartition est assez faible comparé à la
taille de l'échantillon total. De plus pour des test simples de comparaison de moyennes,
l'apport d'une augmentation de la taille de l'échantillon du a un déséquilibre lors de la
randomisation est statistiquement négligeable en ce qui concerne la puissance du test
mené.
Ainsi l'impact de la randomisation dans le cas où l'eﬀet centre n'est pas observable
n'aﬀecte pas les propriétés de l'analyse statistique menée, comme nous allons le voir
par la suite, mais a un impact non négligeable sur la chaîne d'approvisionnement des
traitements.
Ainsi nous nous plaçons dans le cas d'une randomisation stratiﬁée par centre, et nous
allons étudier les impacts de cette méthode de randomisation sur la puissance du test
statistique ainsi que sur la taille de l'échantillon de l'essai.
Plaçons nous dans le cas simple où seuls deux traitements a et b sont comparés.
Notons na (resp. nb) le nombre total de patients randomisés dans le groupe du trai-
tement a (resp. du traitement b), et ∆ = na − nb le déséquilibre total du nombre de
patients entre les deux traitements.
Pour évaluer l'augmentation nécessaire de la taille de l'échantillon en vue de compenser
la perte de puissance du au déséquilibre de randomisation, nous nous plaçons dans le
cas simple d'un test de comparaison de moyennes entre 2 groupes. Supposons que n
patients recrutés par C centres sont randomisés dans les deux groupes avec comme
taille de bloc K1. Notons {x1, ..., xna} pour le traitement a et {y1, ..., ynb} pour le trai-
tement b les réponses au traitement des patients de chaque groupe. Supposons que les
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observations sont indépendantes, de moyennes ma et mb inconnues et de variance σ2
connue.
Dans le cas d'une étude sans eﬀet de centre, nous allons voir que la randomisation par
stratiﬁcation selon les centres ne change pas signiﬁcativement les résultats de l'analyse
par rapport à une randomisation non stratiﬁée.
En eﬀet sachant que pour tester l'hypothèse H0 : ma − mb = 0 contre H1 :
ma − mb ≥ h avec probabilité δ et γ d'erreur de première et second espèce, les va-
leurs na et nb doivent satisfaire l'équation :
h
σ
√
1
na
+ 1
nb
= z1−δ/2 + z1−γ
Dans le cas d'une randomisation équilibré où na = nb = n/2 (en supposant n pair),
la taille de l'échantillon nécessaire nbal est donc nbal = 4σ2(z1−δ/2 + z1−γ)2/h2.
Dans le cas où ∆ n'est pas nul, la taille de l'échantillon doit être ajustée pour avoir
la même puissance de test. Comme montré dans [4], l'augmentation nécessaire de la
taille de l'échantillon est égale à n+ = s2(nbal, C,K1, α)C/nbal, où s2(nbal, C,K1, α) est
donné par :
s2(nbal, C,K1, α) =
1
K1 − 1
K1−1∑
m=1
m(K1 −m)qm(n,C, α,K1),
qm(n,C, α,K1) =
C/K1−1∑
l=0
P (n,C, 1, α,m+ lk1).
Pour des valeurs de C et n assez grande, nous pouvons utiliser l'approximation
s2 = (K1+1)/6, sachant de plus que C ≤ nbal et que pour deux traitements K1 = 4, le
résultat précédent implique que n+ ≤ 2. Ainsi dans le cas d'une comparaison de deux
traitements et en supposant qu'aucun autre facteur de stratiﬁcation n'agit, les deux
méthodes de stratiﬁcations sont pratiquement équivalentes.
3.2.2 Indicateurs de performances de la dynamique de recrute-
ment
La prédiction faîte par le modèle Poisson-gamma de la durée nécessaire au recrute-
ment des n patients par les C centres sollicités se base sur l'estimation des paramètres
de la dynamique globale de recrutement grâce à la propriété d'additivité des processus
singulier de chaque centre. Cependant certains paramètres ou variables rentrant dans
le modèle peuvent être utilisés pour étudier d'autres aspects du recrutement. Nous
avons ainsi vu qu'une étude de sensibilité peut-être mené sur les paramètres estimés
par le modèle 1.3.3 ou de connaître la probabilité de ﬁnir à temps le recrutement (cf
Théorème 3). L'objet de ce paragraphe est de présenter des études se basant sur le cal-
cul d'indicateurs de performances de la dynamique de recrutement à partir du modèle
Poisson-gamma selon les objectifs déﬁnis lors de la mise en place de l'essai.
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Cartes de contrôle du recrutement
Le modèle Poisson-gamma permet une bonne prédiction de la durée de recrutement
d'un essai clinique. L'autre avantage de cette modélisation est qu'il oﬀre la possibilité
de calculer des intervalles de conﬁance et de mettre en place des cartes de contrôle
permettant un suivi dynamique du recrutement. Un exemple en est donné à la ﬁgure
3.7 où deux cartes sont crées à partir des données recueillies en deux instant d'analyse
t1 = 1 an et t1 = 1.5 ans.
Figure 3.7  Carte de contrôle du suivi de patients. Estimation du nombre moyen de patients
recrutés à partir d'une étude intermédiaire à 1 an à gauche et 1.5 an à droite. En pointillés
les intervalles de conﬁance à 95%. En vert, l'estimation de la durée de l'essai sachant que l'on
souhaite recruter 610 patients.
Recrutement par centre/Ouverture et fermeture de centres
Les paramètres régissant la distribution des intensités de chaque centre sont néces-
saires et calculés lors de l'application du modèle comme montré dans la Proposition 5,
il est donc possible d'étudier la dynamique individuelle de chaque centre.
Il peut être intéressant d'étudier quels centres vont recruter au moins un patient pen-
dant une durée T . En se plaçant dans le centre i et sachant la ﬁltration Fi,t1 du processus
Ni à l'instant t1, la probabilité pour que ce processus recrute un nombre n˜ de patients
entre t1 et t > t1 est donnée par :
P[Ni(t)− ki > n˜|Fi,t1 ] = 1−
n˜−ki−1∑
k=0
1
k!
∫
R
(∫ t
t1
x dx
)k
e
−
(∫ t
t1
x dx
)
pt1λi(x) dx,
Cette valeur peut se calculer numériquement et permet ainsi d'ajouter à l'étude une
donnée de contrôle sur les centres investigateurs de l'étude. Ce calcul nous permet en
eﬀet de hiérarchiser les centres en fonction de leur recrutement futur prédit, et donc
de pouvoir considérer un ajustement du nombre de centres en fonction d'objectif de
temps de recrutement, de coût.
Ainsi dans [46] les auteurs utilisent des données réelles fournies par l'Unité Mixte
de Recherche 1027 de l'Inserm. L'essai clinique comprenait 77 centres avait pour but
de recruter 610 patients en 3 ans. En réalité, l'inclusion de patients s'est arrêté au bout
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de 2,31 années. La particularité de ce jeu de données est que la date d'ouverture des
centres n'a pas été fournie, en revanche, les dates d'inclusion de chaque patient étaient
connues. Ainsi le modèle Poisson-gamma uniforme a été utilisé.
Le fait que la durée réelle est plus petite que la durée cible permet de déterminer
(en prenant les centres recrutant le plus) le nombre de centres minimum nécessaire
pour recruter les 610 patients en 3 ans.
En eﬀet la ﬂexibilité du modèle présenté permet de recalculer facilement la loi du temps
d'inclusion si l'on décide de fermer ou ouvrir un centre. Si l'on ferme le centre j, l'in-
tensité globale vaut Λ2 =
∑C
i=1
i 6=j
λi, tandis que si l'on ouvre un nouveau centre, elle vaut
Λ3 = λ+
∑
i=1 λi où λ est l'intensité du nouveau centre.
Comme aucune information n'est disponible pour le nouveau centre, on suppose
que son intensité λ suit la loi non conditionnée du modèle Poisson-gamma uniforme.
Ainsi, pour approcher la nouvelle intensité globale Λ par une loi Gamma, il suﬃt
d'appliquer le théorème 3 avec :
 si l'on ferme le centre j, m =
C∑
i=1
i 6=j
E[λi | ki], σ2 =
C∑
i=1
i 6=j
V[λi | ki],
 si l'on ouvre un centre, m = E[λ] +
C∑
i=1
E[λi | ki], σ2 = V[λ] +
C∑
i=1
V[λi | ki].
En appliquant cette méthode aux données fournies par l'Inserm à t1 = 1.5, l'esti-
mateur du temps moyen de recrutement est Tˆ ' 2.34 années et la probabilité de ﬁnir
l'essai dans les 3 ans est très proche de 1. En ne gardant ouverts que les 39 centres (sur
77) ayant recruté au moins 3 patients, l'estimateur du temps moyen de recrutement
est 2.73 années et la probabilité de ﬁnir l'essai en moins de 3 ans est de 99.5%.
Dans le cas où la prédiction T˜ faîte en t1 est trop grande par rapport à une durée
maximum tolérée Tr pour la phase de recrutement de l'essai clinique, il peut être in-
téressant de savoir combien de nouveaux centres il est nécessaire d'inclure pour que la
prédiction soit inférieure à Tr.
Théorème 6 Pour plus de simplicité, supposons que pour tout i ∈ {1, ..., C}, τi = τ
et que les nouveaux centres sont ouverts avec un délai de durée d. En supposant éga-
lement les paramètres α, µ) connus, alors pour ﬁnir le recrutement avant Tr avec une
probabilité 1− δ, il faut ouvrir un minimum de M centres où M est le plus petit entier
vériﬁant l'inégalité :
M ≥
A+Bz21−δ/2 + z1−δ
√
AB +Q+B2z21−δ/4
αB
,
où A = n˜− (αC +Nt1)(Tr − t1)/(α/µ+ τ), B = µ(Tr − t1 − d)/α, Q = n˜+ (αC +
Nt1)(Tr − t1)2/(α/µ+ τ)2 et z1−δ est le quantile d'ordre (1− δ) d'une distribution nor-
male centrée réduite.
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Preuve Notons d'abord que après l'instant t1, les C centres continuent de recruter avec
une intensité globale Λ, où l'on utilise à la place l'estimation Λˆ =
∑C
i=1Gamma(α +
ki, β + τ) = Gamma(Cα + K, β + τ), où K est le nombre total de patients recrutés
jusqu'à t1. En ajoutant M centres avec le même délai d, au temps t1 + d ces nouveaux
centres ajoutent à l'intensité globale le terme Λ+ = Gamma(αM, β). Ainsi le nombre
de patients recrutés dans l'intervalle [t1, T ] peut être représenté par X = Π ˆΛ(T − t1) =
ΠΛ+(Tt1− d), où Πλ(t) représente un processus de Poisson d'intensité λ pris au temps
t.
Le recrutement sera ﬁni à temps dès lors que X ≥ n −K. Il faut donc trouver M tel
que P[X ≥ n − K] ≥ 1 − δ. En utilisant l'approximation des distribution de Poisson
et gamma ainsi que P[T (n,C) ≤ t] = P(Gamma(n, 1) ≤∑Ci=1(t− u)λiχ(t ≥ u)), nous
obtenons le résultat souhaité.
Une étude par simulation [10] montre un cas où le nombre de centres est insuﬃsant
pour atteindre les n patients en un temps donné T . Les paramètres de le simulation
sont les suivants : n = 400, C = 70, T = 365 jours, tout les centres sont ouverts après
au plus 5 mois. La perturbation vient du fait que la moitié des sites sont fermés deux
mois avant la ﬁn du recrutement. La Figure 3.8 montre les résultats de cette analyse.
Figure 3.8  Prévision pré-recrutement de la dynamique de recrutement avec intervalle de
conﬁance à 90%.
Un premier temps d'analyse t1 = 150 jours est considéré, 88 patients sont alors déjà
recrutés à cet instant, le modèle prédit à cet instant un recrutement plus lent que ce qui
est attendu, cependant cet aspect peut être relié à la phase d'apprentissage présentée au
paragraphe 2.1, cependant ce phénomène sera substituer par la fermeture des centres,
un ajustement du recrutement et donc nécessaire si le recrutement doit ﬁnir au temps T .
Ainsi en prenant en compte les centres qui vont fermés, le modèle prédit un re-
crutement ﬁnissant à temps si au moins 22 nouveaux centres sont ajoutés à partir de
t1 = 150 jours.
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Figure 3.9  Courbe magenta : processus ajusté à t1 = 150 avec ajout de 22 centres.
Patient dans l'essai avec considération du temps de suivi
Considérons un essai clinique en cours de réalisation comportant C centres. Une
fois la randomisation d'un patient eﬀectuée, celui ci se retrouve aﬀecté à un traitement
k. A partir de ce moment il va être suivi lors de plusieurs visites pendant un certain
temps que nous noterons L et considérons constant pour tout les patients. Les phases
de recrutement et de suivi se superposent, en eﬀet certains patients recrutés en début
d'étude peuvent être en période de suivi tandis que d'autres patients sont encore à
recrutés. Nous considérons également le phénomène de sortie d'étude comme au para-
graphe2.3. Ici le k-ème patient recruté par le centre i peut sortir de l'étude selon une
intensité µk,i.
Nous allons déﬁnir un processus générale qui peut être déﬁni à partir d'un processus
de recrutement et qui va nous servir à modéliser le suivi des patients. Pour le centre
i, déﬁnissons les temps d'arrivée t1,i ≤ t2,i ≤ ... On associe à chaque tk,i un processus
aléatoire :
ξk,i(t) = 1, 0 ≤ t ≤ Tk,i; ξk,i(t) = 0, t ≥ Tk,i,
où Tk,i = min(E[µk,i], L).
Le processus ξk,i déﬁni ainsi pour le k-ème patient recruté par le centre i s'il est
encore présent dans l'étude ou non.
Ainsi en considérant le processus Zi(t) =
∑
k ξk,i(t− tk,i), nous obtenons le proces-
sus du nombre de patients encore présent dans l'étude pour le centre i à l'instant t, et
Z(t) =
∑C
i=1 Zi(t) le nombre total de patients encore présent dans l'étude à l'instant t.
Il est alors possible de calculer les moyennes et variances de ce processus pour pré-
dire le nombre de patients présents dans l'étude pour tout instant t.
La ﬁgure 3.10 montre une étude par simulation réalisée où 80 centres sont considérés,
n = 400 et L = 4 mois, µ = 0.001 est constant pour tous les centres pour une durée de
recrutement totale de 1 an.
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Figure 3.10  Nombre de patients suivis au cours du recrutement. Courbe noir (pointillés
bleus) : moyenne du processus prédictif de recrutement (intervalles de conﬁance à 90%).
Courbe verte : moyenne du processus Z(t), Courbe rouge (magenta) : limites prédictives
supérieure de Z(t) à 90 % (resp. inférieure)
.
Ainsi dans cette étude jamais plus de 150 patients sont en même temps en période
de suivi. Cette donnée peut servir pour de nombreuses problématiques comme la taille
des stocks de traitement nécessaires, le nombre de personnel de suivi.
3.3 Au suivi dynamique du recrutement d'un essai
clinique avec outcome longitudinal
Lorsque le critère de jugement est longitudinal, des données de survie par exemple,
alors à la dynamique de recrutement s'ajoute la dynamique de survie, découlant sur
des modèles hiérarchiques. Ces deux processus étant indépendants, l'utilisation hiérar-
chique des modèles Bayésiens ne pose pas de problème majeur. Ce modèle permet alors
de calculer ou au moins de simuler le temps d'atteinte non pas d'un nombre ﬁxé de
patients mais d'un nombre ﬁxé d'événements que l'on souhaite observer (event-driven
design). De nombreuses publications utilisent des processus de Poisson pour la modéli-
sation d'apparition d'évènement, nous pouvons citer entre autre les travaux de Bagiella
et al. [12], Donovan et al. [27] dans le cas d'étude de données de survie exponentielles
qui considère des estimateurs ponctuels pour la prédiction du temps de l'essai. Citons
également les travaux de Ying et al. [64] qui utilisent des hypothèses d'estimations non
paramétriques ainsi que Ying et al. [63] où est considéré le temps de survie de Wein-
bull. Cependant pour évaluer également un intervalle de conﬁance, nous utiliserons les
résultats d'une étude par simulation Monte-Carlo [5]. Il est ainsi possible d'estimer non
pas la durée de la phase de recrutement mais la durée total de l'étude.
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3.3.1 Outcome : données de survie
Considérons premièrement le cas de l'observation d'un seul évènement que nous no-
tons E. Soient τE le temps nécessaire pour que l'évènement E se produise (τE sera consi-
déré par la suite comme une variable exponentielle d'intensité µ), et pE(x) = P[τE ≤ x],
x ≥ 0 la probabilité que l'évènement E survienne. Considérons maintenant un processus
de recrutement pour un essai clinique modélisé par un processus de Poisson d'intensité
λ(u) pouvant être aléatoire. Soient Πa une variable de Poisson d'intensité a et Πa(t)
son processus.
Lemme 2 La prédiction du nombre d'évènement apparaissant dans l'intervalle [0, t]
pour les nouveaux patients venant d'être recrutés possède une distribution de Poisson
d'intensité
∫ t
0
λ(u)pE(t− u) du
Preuve Sur un intervalle court [u, u+h], le nombre de patients recrutés est approchés
par une variable de Poisson Πλ(u)h. Pour chaque nouveaux patients recrutés dans cet
intervalle, l'évènement E peut apparaître dans l'intervalle de temps restant [u, t] avec
probabilité pE(tu). Ainsi le nombre d'évènements dans l'intervalle [u, t] pour les pa-
tients recrutés dans l'intervalle [u, u+ h] est approché par une distribution de Poisson
d'intensité λ(u)pE(tu)h. Sachant que la somme de variables de Poisson indépendantes
est une variable de Poisson où la somme des intensités donne son intensité, en faisant
tendre h vers 0 nous prouvons le Lemme.
Dans le cas d'un recrutement multicentrique faisant intervenir C centres possédant
chacun une intensité de recrutement λi(u), la prédiction du nombre total d'évènement
Z(t, E) apparaissant dans l'intervalle [0, t] possède une distribution de Poisson double-
ment stochastique d'intensité cumulée Σ(t, E), où :
Σ(t, E) =
C∑
i=1
∫ t
0
λi(u)pE(tu) du (3.4)
Nous nous plaçons maintenant dans le cas où les processus de Poisson possède des
intensités aléatoires selon une distribution Gamma.
Prédiction du nombre d'évènement
On suppose qu'au temps t1 C centres sont actifs et que le recrutement sera ﬁni au
temps t0 + T . Les données de recrutement {ki, τi}i=1,...,C (ki : nombre de patients re-
crutés par le centre i, τi : temps d'activité du centre i jusqu'à t1) sont supposées données.
Pour simpliﬁer les notations posons t1 = 0 et :
q(t, E, T ) =
∫ min(t,T )
0
pE(t− u) du, t ≥ 0. (3.5)
Théorème 7 [5] La variable Z(t, E) possède une distribution doublement stochas-
tique d'intensité q(t, T, E)Λ et E[Z(t, E)] = q(t, T, E)A, V[Z(t, E)] = q(t, T, E)A +
q2(t, T, E)B, où A et B sont données par le théorème 2.
Preuve En utilisant les formules de la preuve du théorème 5, le résultat découle di-
rectement en considérant le Lemme 2 avec comme intensité cumulée Λ =
∑C
i=1 λi.
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Plaçons nous dans le contexte de l'étude menée par Anisimov dans [5], à savoir 227
patients déjà recrutés, 131 centres actifs, 32 centres qui vont être ajoutés. AU temps
d'analyse n0 = 175 patients sont à risques et nE = 52 évènements se sont produits, et
µ = 0.001482.
La prédiction du nombre total d'évènement Y (t) peut être représenté comme :
Y (t) = nE +Bin(n0, pµ(t)) + Z(t, E),
où pµ(t) = 1− exp−µt.
On peut alors calculer la moyenne et la variance de Y (t) servant pour la prédiction
et l'intervalle de conﬁance.
Les résultats dans le cas de 2 scénarios (Scénario 1 : arrêt du recrutement après 1
ans, Scénario 2 : arrêt du recrutement après 2 ans) sont présenté dans la ﬁgure 3.11.
Figure 3.11  Nombre d'événements observés en fonction du temps ainsi que la durée moyenne
de l'essai et son intervalle de prédiction à 90% pour observer 337 événements. A gauche le
recrutement s'arrête au bout d'un an, la durée moyenne est de 1304 (1072, 1705) jours. A
droite le recrutement s'arrête au bout de 2 ans, la durée moyenne est de 757 (698, 828) jours.
3.3.2 Essai clinique avec plusieurs visites : multi-états
Dans la même veine on peut envisager une dynamique de recrutement Poisson-
gamma et une fois le patient recruté il entre dans une chaîne de Markov à espace d'états
ﬁni. Le modèle permet alors, à partir des données recueillies à un instant intermédiaire
de l'étude, d'estimer le nombre de sujets se trouvant dans un certain état. En supposant
que les probabilités d'être dans un certain état à un instant donné soient connues, il
est possible à partir des estimations du modèle de recrutement de créer un modèle, se
basant sur des chaînes de Markov ﬁnies, qui donne le nombre de sujets dans un état
en fonction du temps (modèle qui est en eﬀet dépendant du recrutement dans le sens
où tous les patients ne passent pas les visites au même moment, certains ont ﬁni leurs
visites avant que d'autres sujets n'est été recrutés ou screenés). Ces données peuvent
par exemple servir à redéﬁnir le nombre de sujets nécessaire dans le cas où l'état
d'intérêt a été grandement sous ou sur-estimé, et donc de redéﬁnir également comme
expliqué précédemment le nombre de centres nécessaires. Ces techniques devaient être
appliquées sur des données disponibles à l'unité 1027 malheureusement le trop faible
nombre de centres n'a pas permis une étude conclusive.
Une présentation du modèle est tout de même donnée par la suite.
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Modèle de markov ﬁni pour l'étude de perte de patients lors des visites
Dans cette partie nous nous intéresserons à la survenue de 3 évènements, R en
rechute et non décédé, D décédé et L perdu de vue lors de la phase de suivi. On divise
l'ensemble des patients en six groupes distincts :
 groupe O : kO patients recrutés et à risques.
 groupe R : kR patients recrutés avec rechute encore suivi.
 groupeD1 : kD1 patients décédés avec la mort comme premier évènement survenu.
 groupe D2 : kD2 patients décédés où le décès est survenu après la rechute.
 groupe L1 : kL1 patients perdus de vue lors de la phase de suivi avant la survenu
d'un évènement.
 groupe L2 : kL2 patients perdus de vue lors de la phase de suivi après la survenu
de la rechute.
On suppose de nouveau que la survenue des évènements possède une distribution
exponentielle. On considère six intensités de survenues des évènements, à savoir µR
l'intensité de la rechute, µD1 l'intensité du décès dans le groupe O, µD2 l'intensité de
décès dans le groupe R, µL1 celle de l'évènement L dans le groupe O et µL2 l'intensité
de l'évènement L dans le groupe R.
Le but est maintenant de prédire dans le temps le nombre d'évènements pour chaque
groupe.
Le comportement de chaque patients peut être modélisé par une chaîne de Markov
à temps continu à six états Ω = {O,R,D1, D2nL1, L2}. Les probabilités de transition
peuvent alors être calculées comme montré dans [5, Annexe A.2].
3.4 A la modélisation du coût 1
3.4.1 Introduction
L'évaluation du coût d'un essai clinique est un problème complexe. Une étude du-
rant plusieurs années et s'appuyant sur plusieurs dizaines de centres implique une logis-
tique très importante, qui engendre des dépenses tout aussi importantes. Néanmoins,
il est diﬃcile d'évaluer précisément ce coût, car une multitude de paramètres entrent
en jeu : coût de fabrication et d'acheminement des médicaments, coût du personnel,
de prise en charge des patients, du management de l'étude...
Nous supposons que l'on peut néanmoins catégoriser ces coûts de la manière sui-
vante :
 coût ﬁxe par patient screené,
 coût ﬁxe par patient randomisé incluant entre autres le coût du traitement,
 coût par patient randomisé dépendant du temps passé dans l'essai : si
les patients ne restent pas tous le même temps dans l'essai (à cause par exemple
1. Ce travail est le résultat d'une collaboration avec Guillaume Mijoule, Vladimir Anisimov et
Nicolas Savy, et est présenté dans les actes du 7th International Workshop on Statistical Simulation
[45].
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de l'évolution de leur état de santé ; ce sera en particulier le cas dans le cadre des
données de survie),
 coût ﬁxe d'un centre qui peut inclure le coût de mise en route du centre, de
la fourniture en médicaments (en général, la quantité de médicaments fournie à
un centre est déterminée au début de l'essai et ne dépend donc pas du processus
d'inclusion du centre),
 coût d'un centre proportionnel à sa durée d'activité incluant une partie
du coût du personnel (par exemple, un médecin est requis en permanence dans
un centre ouvert, que le centre recrute ou non), les coûts en énergie, etc.
Le coût de l'essai pour le centre i à l'instant t ≥ 0 peut donc s'écrire :
Ci(t) = C1Ki(t) + C2Ni(t) +
∑
0≤T in≤t
g(t, T in) + Fi +Git, (3.6)
où (T in)n≥0 sont les instants de randomisation dans le centre i, g(t, s) représente le coût
à l'instant t d'un patient randomisé à l'instant s, Fi est le coût ﬁxe du centre, Gi le
coût par année d'activité du centre, C1 le coût ﬁxe d'un patient randomisé, C2 le coût
de screening d'un patient. On fait les hypothèses suivantes sur g :
(H1) g : R+ × R+ → R est mesurable,
(H2) g triangulaire au sens où g(t, s) = 0 si t < s,
(H3) pour tout t ≥ 0, g(t, .) est continue sur [0, t].
Notons que la somme dans (3.6) peut s'écrire comme une intégrale contre le pro-
cessus Ki : ∑
0≤T in≤t
g(t, T in) =
∫ t
0
g(t, s)dKi(s).
Si Ki est un processus de Poisson d'intensité homogène, le processus
t 7→
(∫ t
0
g(t, s)dKi(s)
)
t≥0
est connu sous le nom de processus de Poisson ﬁltré [21, 22,
54, 55].
Le coût global de l'essai à l'instant t est alors déﬁni par
C(t) =
C∑
i=1
Ci(t).
L'inclusion de patients s'arrête dès que le processus K =
∑C
i=1Ki atteint Kf . En
posant
τ =
{
inf
t≥0
: K(t) = Kf
}
le coût total de l'essai est alors C(τ). On en déduit alors le coût moyen de l'essai, noté
C :
coût moyen de l'essai On appelle coût moyen de l'essai la quantité
C = E[C(τ)] = C1E[K(τ)] + C2E[N(τ)] + E[
∫ τ
0
g(τ, s)dK(s)] +
C∑
i=1
Fi +
C∑
i=1
GiE[τ ].
(3.7)
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L'intégrale précédente s'entend au sens de Stieljès :
∫ τ
0
g(τ, s)dK(s) =
∑
0≤T in≤τ g(τ, T
i
n),
(T in)n≥0 étant les instants de randomisation dans le centre i. Notons que le processus
t 7→ ∫ t
0
g(t, s)dK(s) n'étant pas une semi-martingale [22], nous ne pouvons pas calculer
l'espérance par des techniques de martingale.
On se place dans le cadre du modèle 2 du paragraphe 2.3. On rappelle que le
processus Ni est un processus de Poisson d'intensité λi, et Ki est un processus de
Poisson de paramètre piλi, où λi suit une loi Gamma de paramètres (α, β) et pi suit
une loi Beta de paramètres (ψ1, ψ2).
3.4.2 Préliminaires
Reprenons la formule (3.7). Supposons d'abord (λi, pi)1≤i≤C connus. Sachant (pi, λi)1≤i≤C ,
K est un processus de Poisson d'intensité Λ =
∑C
i=1 piλi. Le processus N est alors re-
présenté par N ≡ K + K2 où K2 est un processus de Poisson indépendant de K,
d'intensité Λ2 =
∑C
i=1(1− pi)λi. On se ramène alors au problème suivant :
Soient K et K2 deux processus de Poisson indépendants d'intensités respectives Λ
et Λ2. Posons
C(t) = C ′1K(t) + C2K2(t) +
∫ t
0
g(t, s)dK(s) +Gt+ F, t ≥ 0
où g vériﬁe les hypothèses (H1), (H2) et (H3). Dans le cadre des essais cliniques, on
aura F =
∑C
i=1 Fi, G =
∑C
i=1Gi, et C
′
1 = C1 + C2.
Soit τ = inf{t ≥ 0 : K(t) ≥ Kf}. Le coût total de l'essai est donc
C(τ) = C ′1Kf + C2K2(τ) +
∫ τ
0
g(τ, s)dK(s) +Gτ + F. (3.8)
Si K et K2 sont deux processus de Poisson indépendants d'intensités respectives Λ
et Λ2, et si τ = inf{t ≥ 0 : K(t) ≥ Kf}, alors le coût moyen déﬁni dans (3.7) vaut
E[C(τ)] = C ′1Kf + C2Kf
Λ2
Λ
+
∫ +∞
0
g(t, t)pτ (dt) + (Kf − 1)
∫ +∞
0
∫ t
0
g(t, s) ds
pτ (dt)
t
+G
Kf
Λ
+ F.
La démonstration repose sur les lemmes suivants.
Lemme 3 Si K est un processus de Poisson d'intensité Λ et τ = inf{t ≥ 0 : K(t) ≥
Kf}, alors
E[τ ] =
Kf
Λ
.
Preuve D'après le théorème 2, τ suit une loi Gamma de paramètres (Kf , Λ), d'où le
résultat.
Lemme 4 Soient K et K2 deux processus de Poisson indépendants, d'intensités res-
pectives Λ et Λ2. Soit τ = inf{t ≥ 0 : K(t) ≥ Kf}. Alors
E[K2(τ)] = Kf
Λ2
Λ
. (3.9)
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Preuve Comme la variable aléatoire τ est indépendant de K2,
E[K2(τ)] = E[E[K2(τ) | τ ]] = E[Λ2τ ] = Λ2E[τ ] = Kf Λ2
Λ
.
Lemme 5 Posons n = Kf − 1. Sachant τ , les instants de saut T1 ≤ T2 ≤ . . . ≤ Tn de
K sur [0, τ ] ont même loi qu'un n-uplet de loi uniforme sur [0, τ ]n réordonné par ordre
croissant.
Preuve En eﬀet, le (n + 1)-uplet (T1, . . . , Tn, Tn+1 = τ) admet une densité sur Rn+1+
qui est
pT1,...,Tn+1(t1, . . . , tn+1) = χ(0 ≤ t1 ≤ . . . ≤ tn+1)
n+1∏
i=1
Λe−Λ(ti−ti−1)
= χ(0 ≤ t1 ≤ . . . ≤ tn+1)Λn+1e−Λtn+1 ,
où par convention t0 = 0. τ = Tn+1 suit une loi Γ(Kf , Λ). Notons pτ sa densité, et
rappelons que
pτ (dt) = χ(t > 0)
ΛKf
(Kf − 1)!e
−ΛttKf−1dt. (3.10)
Sachant Tn+1 = t, la densité de (T1, . . . , Tn) s'écrit alors
pT1,...,Tn|Tn+1=t(t1, . . . , tn) =
Λn+1e−Λt
pτ (t)
χ(0 ≤ t1 ≤ . . . ≤ tn ≤ t)
=
n!
tn
χ(0 ≤ t1 ≤ . . . ≤ tn ≤ t).
On en déduit le corollaire :
Corollaire 2 Sachant τ , pour tout s < τ , K(s) suit une loi binomiale B (Kf − 1, sτ ).
Preuve C'est une conséquence directe de la proposition précédente.
Lemme 6 Supposons que g satisfait les hypothèses (H1) à (H3). Alors
E
[∫ τ
0
g(τ, s)dK(s)
]
=
∫ +∞
0
g(t, t)pτ (dt) + (Kf − 1)
∫ +∞
0
∫ t
0
g(t, s) ds
pτ (dt)
t
(3.11)
= E[g(τ, τ)] + (Kf − 1)E[G(τ)], (3.12)
où pour tout t > 0, G(t) = 1
t
∫ t
0
g(t, s)ds.
Preuve On a
E
[∫ τ
0
g(τ, s)dK(s)
]
=
∫ +∞
0
E
[∫ t
0
g(t, s)dK(s)
∣∣∣∣ τ = t] pτ (dt),
Supposons d'abord que pour tout t > 0, la restriction de s 7→ g(t, s) à [0, t] est dérivable.
Notons ∂2g(t, .) cette dérivée. Supposons en outre que ∀t > 0, sup
0≤s≤t
|∂2g(t, s)| < +∞.
Par une intégration par parties, on a∫ t
0
g(t, s)dK(s) = [g(t, s)K(s)]t0 −
∫ t
0
∂2g(t, s)K(s)ds,
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soit ∫ t
0
g(t, s)dK(s) = g(t, t)K(t)−
∫ t
0
∂2g(t, s)K(s)ds. (3.13)
On en déduit que
E
[∫ t
0
g(t, s)dK(s)
∣∣∣∣ τ = t] = g(t, t)Kf − E [∫ t
0
∂2g(t, s)K(s)ds
∣∣∣∣ τ = t] .
Sachant {τ = t}, nous pouvons majorer |∂2g(t, s)K(s)| ≤ Kf sup
0≤s≤t
|∂2g(t, s)|, le théo-
rème de Fubini s'applique et grâce au corollaire 2,
E
[∫ t
0
∂2g(t, s)K(s)ds
∣∣∣∣ τ = t] = (Kf − 1)∫ t
0
∂2g(t, s)
s
t
ds,
d'où l'on déduit (3.12) par une intégration par parties.
Supposons à présent que pour tout t > 0, g(t, .) est continue sur [0, t]. Alors pour
tout  > 0, il existe une fonction φ(t, .) C1 sur [0, t] telle que sup
0≤s≤t
|φ(t, .) − g(t, .)| ≤ ,
et
∣∣∣∣E [∫ τ
0
g(τ, s)dK(s)
]
−
∫ +∞
0
g(t, t)pτ (dt)− (Kf − 1)
∫ +∞
0
∫ t
0
g(t, s) ds
pτ (dt)
t
∣∣∣∣
=
∣∣∣∣E [∫ τ
0
(g − φ)(τ, s)dK(s)
]
−
∫ +∞
0
(g − φ)(t, t)pτ (dt)
− (Kf − 1)
∫ +∞
0
∫ t
0
(g − φ)(t, s) ds pτ (dt)
t
∣∣∣∣
≤Kf++(Kf − 1)
∫ +∞
0
t
pτ (dt)
t
≤(2Kf + 1).
étant choisi arbitrairement, on en déduit le résultat.
3.4.3 Application aux essais cliniques multicentriques
On suppose que la fonction de coût g s'écrit
g(t, s) = C3(t− s)χ(t ≥ s), (3.14)
où C3 > 0. Ceci revient à dire qu'un patient randomisé représente, en plus d'un coût
ﬁxe C1, un coût proportionnel au temps qu'il passe dans l'essai.
Paramètres (λi)1≤i≤C et (pi)1≤i≤C connus
Dans un premier temps, supposons les intensités d'inclusion (λi)1≤i≤C et les proba-
bilités de randomisation (pi)1≤i≤C connues.
L'application du théorème 3.4.2 nous donne le coût moyen :
C(τ) = C ′1Kf + C2Kf
Λ2
Λ
+
1
2
C3(Kf − 1)Kf
Λ
+G
Kf
Λ
+ F, (3.15)
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où
Λ =
C∑
i=1
piλi,
Λ2 =
C∑
i=1
(1− pi)λi,
F =
C∑
i=1
Fi,
G =
C∑
i=1
Gi.
A-t-on intérêt à fermer le centre j ? La proposition suivante permet de répondre
à cette question. La fermeture du centre j entraîne une variation du coût moyen de
l'essai égale à
∆Cj = Kf λj
Λ(Λ− pjλj)
[
C2(pjΛ2 − (1− pj)Λ) + 1
2
C3(Kf − 1)pj + pjG−Gj Λ
λj
]
− Fj.
(3.16)
Le fait de fermé un centre augmente certes le temps de recrutement, donc le coût de
chacun des centres non fermés, cette expression permet ainsi de répondre à la question :
les coûts ajoutés des centres non fermés par l'augmentation du temps de recrutement
du fait de la fermeture du centre j sont-ils au moins compensés par les gains engendrés
par cette fermeture. Il est rentable de fermer le centre j si cette quantité est négative.
Preuve La fermeture du centre j induit une variation de Λ, Λ2, F et G égales à
∆Λ = −pjλj,
∆Λ2 = −(1− pj)λj,
∆F = −Fj,
∆G = −Gj.
Le coût moyen étant donné par l'équation (3.15), on en déduit le résultat.
Paramètres (λi)1≤i≤C et (pi)1≤i≤C aléatoires
On se place ici dans le cadre du modèle 2 du paragraphe 2.3 : les intensités d'inclu-
sion des centres {λ1, . . . , λC} sont indépendantes de loi Gamma de paramètres (α, β),
et les probabilités de randomisation {p1, . . . , pC} sont indépendantes de loi Beta de
paramètres (ψ1, ψ2).
On fait une étude à un instant intermédiaire t1. On considère donc le coût de
l'étude à partir de l'instant t1, et non pas le coût global de l'étude. Notons donc
Kf le nombre total de patients restant à randomiser après t1. Sachant l'information à
t1, en notant ni le nombre de patients recrutés et ki le nombre de patients randomisés
dans le centre i, les lois de λi et pi sont données par (cf paragraphe 2.3) :
λi
L
= Γ(α + ni, β + τi),
pi
L
= B(ψ1 + ki, ψ2 + ni − ki).
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Dans ce cadre, la proposition 3.4.3 implique, en moyennant sur les intensités d'in-
clusion (λi)1≤i≤C et probabilités de randomisation (pi)1≤i≤C : La fermeture du centre
j entraîne une variation du coût moyen de l'essai égale à
∆j = KfE
[
λj
Λ(Λ− pjλj)
[
C2(pjΛ2 − (1− pj)Λ) + 1
2
C3(Kf − 1)pj + pjG−Gj Λ
λj
]]
−Fj.
(3.17)
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Chapitre 4
Conclusion et perspectives
Les modèles bayésiens utilisés par Anisimov [10] et leurs extensions et variantes
[46, 47] ne cessent d'être de plus en plus utilisés lors de la planiﬁcation et l'élabora-
tion des phases de recrutement de la phase III d'un essai clinique de par leur bonne
adéquation aux données réelles, comme le montrent les tests eﬀectués sur les courbes
d'occupation, et la qualité de la prédiction qu'ils permettent. Les garanties théoriques
permettent d'établir des estimations ﬁables lorsque le nombre de centres investigateurs
est assez élevé, et les données recueillies durant l'étude intermédiaire peuvent servir à
quantiﬁer l'erreur commise sur les estimateurs du modèle et donc sur la prédiction.
De nombreuses études par simulations ont permis de mettre à jour la robustesse du
modèle malgré la non adéquation des données étudiées aux hypothèses du modèle que
se soit en terme d'interruptions des dynamiques de recrutement, de délai dans l'initia-
lisation des centres ou des phases d'apprentissage et de tarissement.
Il a été également vu que les modèles pouvaient servir de base à des modèles plus
complexes prenant en compte la perte de patients en phase de screening, eux-mêmes
servant de base pour un modèle de coût. De plus, ils peuvent être simplement mis en
÷uvre numériquement et utilisés pour un usage en routine. L'essai peut également être
suivi durant toute la phase de recrutement pour apporter des indicateurs pertinents
sur des problématiques très variées (suivi du nombre de patients, du nombre de pa-
tients par centre/région, du nombre de traitements nécessaires par région, du nombre
d'évènement survenant à un instant t, ...) nottament par l'utilisation de modèles hié-
rarchiques. Une introduction à l'étude du suivi des visites dont les données suivent des
chaînes de Markov est également présentée.
Finalement un modèle permettant l'incorporation de données historiques pour la fai-
sabilité d'un nouvel essai semble encourageant de par sa précision de prédiction sur
données réelles [47].
4.1 Perspectives
Les perspectives de recherches s'articulent suivant deux axes, un axe théorique dont
l'objectif est de mettre en avant les propriétés des modèles introduits dans cette thèse
et un axe appliqué dont l'objectif est de développer ces outils et de les faire connaitre
au monde médical actuellement en grand changement. Pour ce dernier point nous avons
disposé du soutien de l'IRESP qui a ﬁnancé, dans le cadre de l'Appel d'Oﬀre "Soutien
à la recherche mathématique et statistique appliquée à la cancérologie" le projet "Sta-
tistic Modelling for Patients recruitment" porté par l'Institut de Mathématiques de
Toulouse et l'Unité INSERM 1027 en partenariat avec Vladimir Anisimov, du soutient
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du programme CAPTOR ("Cancer Pharmacology of Toulouse-Oncopole and Region")
qui porte sur un projet de recherche consacré à l'innovation, l'évaluation, la diﬀusion
des médicaments anti-cancéreux ainsi qu'à la formation relative à ces domaines, et éga-
lement du soutient du projet HATICE ("Healthy ageing through Internet counselling
in the elderly") qui développe une plateforme d'intervention en ligne pour aider les
personnes âgées à réduire leur risque de maladie cardiovasculaire et de démence en
favorisant la collaboration de multiples équipes statistiques au sein de l'UE.
4.1.1 Perspectives appliquées
Données de survie
Dans le cas des données de survie, un nouveau problème apparait : ce qui est utile
de connaitre n'est pas nécessairement le nombre de patients mais le nombre d'événe-
ments d'intérêt à la ﬁn de l'essai. Avec l'utilisation d'un modèle Gamma-Poisson pour
l'inclusion et un modèle exponentiel pour les données de survie, Anisimov [5] obtient
de bonnes prédictions du nombre d'événements.
Une perspective serait de développer un modèle plus ﬁn que le modèle précédent,
dans lequel une chaîne de Markov en temps continu est associée à chaque patient et
dont les états représentent les diﬀérentes étapes de la progression de la maladie durant
l'essai (à risque, perdu de vue, dans l'étude, décédé,...). En estimant les probabilités
de transition, il sera possible de prédire plus précisément le nombre et le type d'évé-
nements à venir. Une étude d'un modèle de chaînes de Markov cachées a été réalisé,
mais sans la possibilité de pourvoir le tester sur donnée réelle.
Cet axe d'étude est depuis quelque temps particulièrement étudié, avec ajout de cova-
riables sur les états des patients lors des visites, nous pouvons ainsi citer [58, 59] pour
des modèles simples, ainsi que [23, 29, 41] sur des modèles mixtes ou avec ﬁltrage, et
ﬁnalement les diﬀérentes contributions de de R. M. Altman [1, 2, 42].
Covariables déterminant les taux d'inclusion
Le point clé pour une bonne prédiction du temps de recrutement est une estimation
la plus précise possible des intensités de recrutement de chaque centre. La recherche
des covariables pouvant inﬂuencer la valeur de ces intensités permettrait d'améliorer
la précision de la prédiction.
Il pourrait également être intéressant de modéliser les perturbations sur la dynamique
de recrutement en terme de covariables pouvant être modélisée selon la même méthode
bayésienne utilisée pour les intensités (le choix de la distribution sera à considérer).
4.1.2 Perspectives théoriques
Les perspectives théoriques concernent essentiellement les processus de Cox.
En premier lieu l'étude de sensibilité pourrait être améliorer en cherchant à estimer
la distance de Wasserstein entre deux processus de Cox, vus comme variables aléatoires
dans l'espace des conﬁgurations (cf [20]). Des travaux analogues de Barbour [14] dans
le cas Poisson et Deucreusefond et al [20] dans le cas de processus ponctuels sont éga-
lement des pistes à explorer.
104
CHAPITRE 4. CONCLUSION ET PERSPECTIVES
Il serait également très utile de considérer une intensité dépendante du temps, per-
mettant ainsi une généralisation du modèle à de nombreux cas se rapprochant de cas
réels.
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