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THE DIRICHLET PROBLEM FOR LAGRANGIAN MEAN CURVATURE
EQUATION
ARUNIMA BHATTACHARYA
Abstract. In this paper, we solve the Dirichlet problem with continuous boundary data
for Lagrangian mean curvature equation on a uniformly convex, bounded domain in Rn.
1. Introduction
In this paper, we consider the Dirichlet problem for the Lagrangian mean curvature equa-
tion on a uniformly convex, bounded domain Ω ⊂ Rn, given by{
F (D2u) =
∑n
i=1 arctanλi = ψ(x) in Ω
u = φ on ∂Ω
(1.1)
where λi’s are the eigenvalues of the Hessian matrix D
2u, ψ is the potential for the mean
curvature of the Lagrangian submanifold {(x,Du(x))|x ∈ Ω} ⊆ Rn × Rn, and φ is a given
continuous function on ∂Ω. Our main results in this paper are the following:
Theorem 1.1. Suppose that φ ∈ C0(∂Ω) and ψ : Ω → [(n − 2)pi
2
+ δ, npi
2
) is in C1,1(Ω),
where Ω is a uniformly convex, bounded domain in Rn and δ > 0. Then there exists a unique
solution u ∈ C2,α(Ω) ∩ C0(∂Ω) to the Dirichlet problem (1.1).
Theorem 1.2. Suppose that φ ∈ C0(∂Ω) and ψ : Ω → (−npi
2
, npi
2
) is in C0(Ω), where Ω is
a uniformly convex, bounded domain in Rn. Then there exists a unique viscosity solution
u ∈ C0(Ω) to the Dirichlet problem (1.1).
When the phase ψ is constant, denoted by c, u solves the special Lagrangian equation
(1.2)
n∑
i=1
arctanλi = c
or equivalently,
cos c
∑
1≤2k+1≤n
(−1)kσ2k+1 − sin c
∑
0≤2k≤n
(−1)kσ2k = 0.
Equation (1.2) originates in the special Lagrangian geometry by Harvey-Lawson [HL82].
The Lagrangian graph (x,Du(x)) ⊂ Rn × Rn is called special when the argument of the
complex number (1 + iλ1)...(1 + iλn) or the phase ψ is constant and it is special if and only
if (x,Du(x)) is a (volume minimizing) minimal surface in (Rn × Rn, dx2 + dy2) [HL82].
A dual form of (1.2) is the Monge-Ampe´re equation
n∑
i=1
lnλi = c.
1
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This is the potential equation for special Lagrangian submanifolds in (Rn × Rn, dxdy) as
interpreted in [Hit97]. The gradient graph (x,Du(x)) is volume maximizing in this pseudo-
Euclidean space as shown by Warren [War10]. In the 1980s, Mealy [Mea89] showed that
an equivalent algebraic form of the above equation is the potential equation for his volume
maximizing special Lagrangian submanifolds in (Rn × Rn, dx2 − dy2).
A key prerequisite for the smooth solvability of the Dirichlet problem for fully nonlinear
elliptic equations is the concavity of the operator on the space of symmetric matrices. The
arctangent operator or the logarithmic operator is concave if u is convex, or if the Hessian
of u has a lower bound λ ≥ 0. Certain concavity properties of the arctangent operator are
still preserved for saddle u. The concavity of the arctangent operator in (1.1) depends on
the range of the Lagrangian phase. The phase (n−2)pi
2
is called critical because the level set
{λ ∈ Rn|λ satisfying (1.1)} is convex only when |ψ| ≥ (n − 2)pi
2
[Yua06, Lemma 2.2]. The
concavity of the level set is evident for |ψ| ≥ (n − 1)pi
2
since that implies λ > 0 and then F
is concave. For a supercritical phase |ψ| ≥ (n− 2)pi
2
+ δ the operator F can be extended to
a concave operator [CPW17, CW19].
The Dirichlet problem for fully nonlinear elliptic equations of the form F (λ[D2u]) = ψ(x)
was studied by Caffarelli-Nirenberg-Spruck in [CNS85], where they proved the existence of
classical solutions under various hypotheses on the function F and the domain. Their results
extended the work of Krylov [Kry84], Ivocˇkina [Ivo83], and their previous work [CNS84] on
equations of Monge-Ampe`re type. For the Monge-Ampe`re equation, continuous boundary
data leads to only Lipschitz continuous solutions; Pogorelov [Pog78] constructed his famous
counterexamples for the three dimensional Monge-Ampe`re equation σ3(D
2u) = det(D2u) =
1, which also serve as counterexamples for cubic and higher order symmetric σk equations.
In [Tru95], Trudinger proved existence and a priori estimates of smooth solutions of fully
nonlinear equations of the type of Hessian equations. In [ITW04], Ivocˇkina-Trudinger-Wang
studied the Dirichlet problem for a class of fully nonlinear degenerate elliptic equations
which depend only on the eigenvalues of the Hessian matrix. Interior regularity for viscosity
solutions of (1.2) for critical and supercritical constant phase |ψ| ≥ (n − 2)pi
2
was shown
by Warren-Yuan [WY10] and Wang-Yuan [WY14]. For a subcritical phase |ψ| < (n − 2)pi
2
,
singular solutions of (1.2) were constructed by Nadirashvili-Vla˘dut¸ [NV10] and Wang-Yuan
[WY13]. The existence and uniqueness of continuous viscosity solutions to the Dirichlet
problem for (1.2) with continuous boundary data was shown by Yuan [Yua08]. Recently, in
[BW10], Brendle-Warren studied a second boundary value problem for the special Lagrangian
equation. More recently in [CPW17], Collins-Picard-Wu solved the Dirichlet problem (1.1)
on a compact domain Ω with C4 boundary value under the assumption of the existence
of a subsolution and a supercritical phase restriction. In [DDT18], Dinew-Do-Toˆ showed
the existence and uniqueness of a C0 solution to (1.1) on a bounded C2 domain with C0
boundary value under the assumption of the existence of a subsolution and a supercritical
phase restriction.
In Theorem 1.1, we assume ψ ≥ (n− 2)pi
2
+ δ since by symmetry ψ ≤ −(n − 2)pi
2
− δ can
be treated similarly. The proof of Theorem 1.1 follows from a standard continuity method
and a uniform approximation of the C0 boundary value. The major difficulty in proving
uniform C2,α estimates up to the boundary, which is necessary for the continuity method,
is in estimating the double normal derivatives at the boundary without the aid of a given
subsolution. We get around this by constructing a lower linear barrier function for un by
applying Trudinger’s technique and a change of basis argument. Once we derive uniform
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C2,α estimates up to the boundary, we use the a priori interior Hessian estimates proved in
[Bha20] to approximate the C0 boundary value from which Theorem 1.1 follows. In Theorem
1.2, we consider all values of the Lagrangian phase, which includes subcritical values. The
main difficulty here is the lack of uniform ellipticity and concavity. To prove Theorem 1.2
we use an idea that was introduced by Ishii [Ish89]; our proof follows via Perron’s method
where we apply comparison principles for strictly elliptic equations1.
Remark 1.1. For Theorem 1.1, an assumption weaker than C1 on ψ will lead to counterex-
amples with continuous boundary data. For example, in two dimensions, we consider a
boundary value problem of (1.1) on the unit ball B1(0) where the phase is in C
α with
α ∈ (0, 1): ψ(x) = pi
2
− arctan(α−1|x|1−α) and u(x) =
∫ |x|
0
tαdt on ∂B1. This problem admits
a non C2 viscosity solution u with gradient Du = |x|α−1x, thereby proving a contradiction.
If the Lagrangian phase is subcritical, i.e. |ψ| < (n− 2)pi
2
, then even for the constant phase
equation (1.2) with analytic boundary data, C0 viscosity solutions may only be C1,ε0 but no
more as shown by Wang-Yuan [WY13].
Remark 1.2. However, the existence of C2,α solutions to (1.1) with critical and supercritical
phase, i.e. |ψ| ≥ (n− 2)pi
2
, where ψ ∈ C1,ε0 or even or even |ψ| ≥ (n − 2)pi
2
where ψ ∈ C1,1,
are still open questions. As of now, it is also unknown if C0 viscosity solutions of (1.2) are
Lipschitz for subcritical phases.
This article is divided into the following sections: in section two, we state some well known
algebraic and trigonometric inequalities satisfied by solutions of (1.1). In section three, we
prove C2,α estimates up to the boundary assuming C4 boundary data. In section four, we
first solve the Dirichlet problem with C4 boundary data using the method of continuity and
then combine it with the Hessian estimates proved in [Bha20] to solve the Dirichlet problem
with continuous boundary data. In section five, we prove Theorem 1.2 and in section six, we
state a well known linear algebra Lemma that we use in estimating the Hessian of u on the
boundary. We also state and prove the well known comparison principle for strictly elliptic
fully nonlinear equations.
2. Preliminaries
The induced Riemannian metric on the Lagrangian submanifold {(x,Du(x))|x ∈ Ω} ⊂
R
n × Rn is given by
g = In + (D
2u)2.
On taking the gradient of both sides of the Lagrangian mean curvature equation (1.1) we
get
(2.1)
n∑
a,b=1
gabujab = ψj
where gab is the inverse of the induced Riemannian metric g. From [HL82, (2.19)] we see
that the mean curvature vector ~H of this Lagrangian submanifold {(x,Du(x))|x ∈ Ω} is
given by ~H = J∇gψ where ∇g is the gradient operator for the metric g and J is the complex
structure, or the pi
2
rotation matrix in Rn × Rn. Next we state the following Lemma.
1F (D2u) = ψ is strictly elliptic in the sense that (Fuij (D
2u)) > 0.
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Lemma 2.1. Suppose that the ordered real numbers λ1 ≥ λ2 ≥ ... ≥ λn satisfy (1.1) with
ψ ≥ (n− 2)pi
2
. Then we have
(1) λ1 ≥ λ2 ≥ ... ≥ λn−1 > 0, λn−1 ≥ |λn|,
(2) λ1 + (n− 1)λn ≥ 0,
(3) σk(λ1, ..., λn) ≥ 0 for all 1 ≤ k ≤ n− 1 and n ≥ 2,
(4) if ψ ≥ (n− 2)pi
2
+ δ, then D2u ≥ − cot δIn.
Proof. Properties (1), (2), and (3) follow from [WY14, Lemma 2.1]. Property (4) follows
from [Yua06, Pg 1356]. 
3. C2,α estimate up to the boundary
We first prove the following C2,α estimate up to the boundary of Ω.
Theorem 3.1. Let φ ∈ C4(Ω) and ψ : Ω → [(n − 2)pi
2
+ δ, npi
2
) be in C1,1(Ω), where Ω is a
uniformly convex domain in Rn and δ > 0. Then there exists a universal constant α ∈ (0, 1)
such that if u ∈ C2,α(Ω) is a solution of (1.1), then
(3.1) ||u||C2,α(Ω) ≤ C(||ψ||C1,1(Ω), ||φ||C4(Ω), n, δ,Ω).
Proof. We first make the following observation, which will be used for steps 1,2,3.2, and 3.3
below.
We pick an arbitrary boundary point x0 ∈ ∂Ω. By a rotation and translation we choose a
co-ordinate system such that the chosen boundary point is the origin and Ω lies above the
hyperplane {xn = 0} with en as the inner unit normal at 0. For such a domain, we can write
(3.2) ∂Ω = {(x′, xn)|xn = h(x
′) =
1
2
(k1x
2
1 + ...+ kn−1x
2
n−1) + o(|x
′|2).}
At 0 ∈ ∂Ω the boundary value satisfies
φ(x′, xn) = φ(x
′, h(x′)) = φ(0) + φx′(0)x
′
+φxn(0)h(x
′) + φx′x′(0)x
′x′ + φxnxn(0)h(x
′)h(x′) + o(|x′|2 + h2(x′))
= Q(x) + o(1)|x′|2
where Q(x) is a quadratic. So there exists C0 = C0(||φ||C2(∂Ω), n, κ) such that
L− = −C0xn ≤ φ ≤ C0xn = L
+ on ∂Ω.(3.3)
We now prove estimate (3.1) in the following four steps. We will estimate all the boundary
derivatives of u at the origin.
Step 1. Bound for ||u||L∞(Ω).
Claim 1. We show the following
(3.4) ||u||L∞(Ω) ≤ C(||φ||C2(Ω), n, |∂Ω|C2).
Proof. The function ψ : Ω → [(n − 2)pi
2
+ δ, npi
2
) is in C1,1(Ω), so there exists ε > 0
such that ψ < npi
2
− ε. Fixing this ε we define ψ = (n− 2)pi
2
+ δ and ψ = npi
2
− ε.
Recalling (3.3) we find constants c0 and C
′
0 depending on C0 above such that on ∂Ω,
we have
−c0|x|
2 +
1
2
|x|2 tan
ψ
n
= −C ′0|x|
2 = −C0xn ≤ φ ≤ C
′
0|x|
2 +
1
2
|x|2 tan
ψ
n
.
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Using relation (3.2) we define
−Cxn +
1
2
|x|2 tan
ψ
n
= B−(3.5)
Cxn +
1
2
|x|2 tan
ψ
n
= B+.(3.6)
where C = C(||φ||C2(∂Ω), n, κi). We observe that
F (D2B−) ≥ F (D2u) ≥ F (D2B+) in Ω
B− ≤ u ≤ B+ on ∂Ω with equality holding at 0.(3.7)
Using Comparison principles we see that (3.4) holds.

Step 2. Bound for ||Du||L∞(Ω).
Claim 2. We show the following
(3.8) ||Du||L∞(Ω) ≤ C(||ψ||C1(Ω), ||φ||C2(Ω), n, δ, |∂Ω|C2).
Proof. On linearizing (1.1), we get (2.1) and since ψ ∈ C1,1(Ω), we see that |gij∂ijue| ≤
C(|ψ|C1(Ω)). From Lemma (2.1), we see that u is semi-convex, i.e. D
2u ≥ − cot δIn.
We modify u to the convex function u+cot δ |x|
2
2
from which we see thatDu(x)+cot δx
attains its supremum on the boundary of Ω. So we have
(3.9) sup
Ω¯
Du(x) = sup
∂Ω
Du(x) + cot δ.
For 1 ≤ i ≤ n − 1, ui = φi, so we only need to estimate un(0). Recalling (3.7), we
again use comparison principles and on taking the normal derivative at 0, we get
|un(0)| ≤ C(||ψ||C1(Ω), ||φ||C2(Ω), n, |∂Ω|C2).
Combining (3.9) with the above we get (3.8). 
Step 3. Bound for ||D2u||L∞(Ω).
Claim 3. We prove the following
(3.10) ||D2u||L∞(Ω) ≤ C(||ψ||C1,1(Ω), ||φ||C4(Ω), n, δ, |∂Ω|C4).
The proof of the above claim follows from the following steps.
Step 3.1 We first prove that the Hessian attains its supremum on the boundary of Ω. We show
that
(3.11) ||D2u||L∞(Ω) ≤ C(||ψ||C1,1(Ω), ||D
2u||L∞(∂Ω), δ).
We differentiate (1.1) twice and since the phase is supercritical we modify the operator
F to a concave operator F˜ as shown in [CW19, pg 347]. We see that
F˜ ij∂ijuee + F˜
ij,kl∂ijue∂klue = ψee
F˜ ij∂ij∆u = ∆ψ −
∑
e
F˜ ij,kl∂ijue∂klue ≥ ∆ψ.
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The last inequality follows from the concavity of the operator. Let p0 be an interior
point of Ω. By an orthogonal transformation, we assume D2u to be diagonalized at
p0. We observe that
gij∂ij(∆u+
C1
2
|x|2)(p0) ≥
−C(||ψ||C1,1(Ω)) + C1
n∑
i=1
1
1 + λ2i
> 0
where C1 is chosen large enough using the semi-convexity of u. This shows that
D2u attains its supremum on the boundary. Next, we estimate the Hessian on the
boundary in the following steps.
Step 3.2 We estimate the double tangent derivative uTT on the boundary.
That is we estimate uik(0) on ∂Ω for 1 ≤ i, k ≤ n− 1. There exists a constant a > 0
for which (x1, ..., xn−a) is orthogonal to ∂Ω near 0. Consider the following tangential
derivative near 0 ∈ ∂Ω
∂Tku(x) = (a− xn)uk(x) + xkun(x).
For 1 ≤ k ≤ n− 1 we have ∂Tku|∂Ω = ∂Tkφ|∂Ω. So for 1 ≤ k, i ≤ n− 1, we have
∂Tku(0) = auk(0)
∂Ti∂Tku(0) = auki(0) + δkiun(0)
=⇒ ∂Ti∂Tkφ(0) = auki(0) + δkiun(0).
Using the estimate in step 2, we have
|uki(0)| ≤ C(||ψ||C1(Ω), ||φ||C2(Ω), n, δ,Ω).
Step 3.3 We estimate the mixed tangent normal derivative uTN on the boundary.
That is we estimate uin(0) on ∂Ω for 1 ≤ i ≤ n− 1. Let τ be a vector field generated
by rotation such that τ(0) = ei for i < n. Note that uτ = φτ on ∂Ω and g
ij∂ijuτ = ψτ
in Ω.
Applying the argument in (3.3) we get the following on ∂Ω
|φτ | ≤ C(||φτ ||C2(Ω), ||ψ||C1(Ω), n, |∂Ω|C2)xn ≤ C|x|
2.(3.12)
Using the above we choose a constant c > 0 depending on C above such that
−c|x|2 +
1
2
|x|2 tan
ψ
n
= −C|x|2 ≤ φ ≤ Cxn +
1
2
|x|2 tan
ψ
n
on ∂Ω.
We define u0 to be the subsolution
u0 = −C
′xn +
1
2
|x|2 tan
ψ
n
where C ′ = C ′(||φ||C3(Ω), ||ψ||C1(Ω), n, |∂Ω|C2). Let w = u−u0. Since the phase lies in
the supercritical range, we again extend the operator F to a concave operator. Using
concavity we get the following for some ε0 > 0 on a small ball of radius r around the
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origin
gijwij ≤ −ε0 inside Ω ∩Br(0)
w ≥ 0 on ∂(Ω ∩Br(0))
w(0) = 0.(3.13)
We now choose α, β large such that
gij∂ij(αw + β|x|
2 ± uτ ) ≤ 0 in Ω ∩ Br(0)(3.14)
αw + β|x|2 ± uτ ≥ 0 on ∂(Ω ∩ Br(0)).
Since w ≥ 0 on ∂(Ω ∩Br(0)) we only need to choose β large such that
β|x|2 ± uτ ≥ 0 on ∂(Ω ∩ Br(0)).
We observe that on Ω∩∂Br(0), β ≥
C
r2
where C = C(||ψ||C1(Ω), ||φ||C2(Ω), δ, n, |∂Ω|C2)
is from the gradient estimate in (3.8). And on applying (3.12) we get the required
value of β on ∂Ω ∩ Br(0). Fixing the larger of the two values to be the constant β
we now choose α such that (3.14) holds good. We have
gij∂ij(αw + β|x|
2 ± uτ ) ≤ −αε0 + C
where C = C(β, |ψ|C1(Ω)). We choose α large such that −αε0+C ≤ 0. Observe that
αw + β|x|2 ± uτ (0) = 0 at 0. Using Hopf’s Lemma we see that
∂n(αw + β|x|
2 ± uτ)(0) ≥ 0
=⇒ ±uτn(0) ≥ ∓∂n(αw + β|x|
2 ± uτ )(0)
=⇒ |uτn(0)| ≤ |αwn(0)| ≤ C.
Therefore, we have
|uin(0)| ≤ C(||ψ||C1,1(Ω), ||φ||C3(Ω), n, δ, |∂Ω|C2).
Step 3.4 Lastly, we estimate the double normal uNN on the boundary.
Note that by Lemma 2.1, D2u is bounded below, so we only need to prove an upper
bound for uNN , which we find using an idea of Trudinger [Tru95].
Suppose that λ′ denotes the eigenvalues of the n − 1 × n − 1 matrix uTT where the
tangent vector T acts as
uTT =
1
r2
uθθ +
1
r
ur,
when the boundary is a sphere. We denote
D2u =
[
uTT uTγ
uγT uγγ
]
=
[
λ′ uTγ
uγT uγγ
]
.
Let x′0 be the minimal point of Θ˜(λ
′)|∂Ω where
Θ˜(λ′) =
n−1∑
i=1
arctanλ′i − ψ
and we denote λ′0 = λ
′(x′0). Our goal is to find a lower linear barrier function for uγ
at x′0 followed by the same for un at x
′
0 with the help of a change of basis technique.
Using this we will find an upper bound of unn(x
′
0) followed by an upper bound of
unn(x) for all x ∈ ∂Ω.
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Now we estimate the lower bound of tr(D2u)|T =
∑n−1
i=1 λ
′
i. Observe that Θ˜(λ
′) ≥
Θ˜(λ′0) > ψ −
pi
2
> (n − 3)pi
2
. So the level set {λ′ ∈ Rn−1|Θ˜(λ′) = Θ˜(λ′0)} should be
convex. Heuristically, this property means the following:
〈DΘ˜(λ′0), λ
′〉 ≥ 〈DΘ˜(λ′0), λ
′
0〉 = K0 and ” = ” at x
′
0
where K0 is a constant depending on |ψ|C1(Ω), |φ|C2(∂Ω), and δ. Denoting[
∂Θ˜(D2u(x0))|T
∂D2u|T
]
= Aij(λ
′
0)
where 1 ≤ i, j ≤ n− 1, we see that
tr(Aij(λ
′
0))(D
2u(x)|T ) ≥ K0 with equality holding at x
′
0.
Denoting the second fundamental form by II, we observe that
D2(u− φ)|T = (u− φ)γII|∂Ω
tr[Aij(λ
′
0)(D
2φ|T − φγII|∂Ω + uγII|∂Ω)] ≥ K0 with equality holding at x
′
0.
This shows
uγ ≥
1∑n−1
i=1 Θ˜i(λ
′
0)κi(x
′)
[K0 − tr(Aij(λ
′
0)(D
2φ|T − φγII|∂Ω))] with equality holding at x
′
0
(3.15)
=⇒ uγ ≥ C(|φ|C4(Ω), |∂Ω|C4 , |ψ|C1(Ω), δ) with equality holding at x
′
0
where the last inequality follows from the observation that for all the terms in the LHS
of (3.15) one can find a lower linear barrier function whose Lipschitz norm depends
on the C3,1 norm of φ and the C1 norm of ψ. Next, we consider a unit local basis
at x′0 denoted by B = {en, eTα|1 ≤ α ≤ n − 1} where en is the outward unit normal
and eTα represents vectors in the tangential direction at x
′
0. By a change of basis we
write the unit radial direction vector eγ as eγ = aen + beTα . A simple computation
shows that
eγ =
〈eγ , en〉
1− 〈en, eTα〉
2
en −
〈eγ, en〉〈en, eTα〉
1− 〈en, eTα〉
2
eTα
from which one can easily find a lower linear barrier for un at x
′
0. So far we have
un ≥ L
−
1 (x
′, xn) on ∂Ω with equality holding at x
′
0(3.16)
where
L−1 (x
′, xn) = −C(|φ|C4 , |∂Ω|C4 , |ψ|C1(Ω), δ)xn ≥ −C|x|
2.
Now we choose coordinates such that x′0 is the origin and the n − 1 × n − 1 matrix
uTT (0) is diagonalized.
Claim 4. We show that
unn(0) ≤ C
where C = C(||ψ||C1,1(Ω), ||φ||C4(Ω), n, δ, |∂Ω|C4).
Note that unlike before en is the outward unit normal now.
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Proof. Note that un is a solution of the linearized equation g
ijDijun = ψn, so we get
(3.17) |gij∂ijun| ≤ C(||ψ||C1(Ω)).
Now we repeat the process in step 3.3. We define w = u − B− where B− is the
subsolution defined in (3.5) and we see that w satisfies condition (3.13). We choose
α and β large such that
gij∂ij(αw + β|x|
2 + un) ≤ 0 in Ω ∩ Br(0)(3.18)
αw + β|x|2 + un ≥ 0 on ∂(Ω ∩ Br(0)).
As w ≥ 0 on ∂(Br(0) ∩ Ω)) we first choose β. On ∂Br(0) ∩ Ω, we have β ≥ −C/r
2
where C = C(||ψ||C1(Ω), δ, ||φ||C2(Ω), n, |∂Ω|C2) is the constant from the estimates in
(3.8) and (3.4). On ∂Ω ∩ Br(0), we find β using (3.16). Choosing the larger of the
two values we get the required value of β. Fixing this β we choose α such that (3.18)
holds. Using the constant C from (3.17), we choose α large such that −αε0 +C < 0
where C = C(β, ||ψ||C1(Ω)). Now since (αw+β|x|
2+un)(0) = 0, using Hopf’s lemma
we get
∂
∂n
(αw + β|x|2 + un)(0) ≤ 0
=⇒ unn(0) ≤ C(||ψ||C1,1(Ω), ||φ||C4(Ω), n, δ, |∂Ω|C4).

Next we prove the following claim:
Claim 5. If unn(0) is bounded above, then unn(x) will be bounded above for all x ∈ ∂Ω.
Proof. Suppose that for some xp ∈ ∂Ω, unn(xp) ≥ K where K is a large constant to
be chosen shortly. From claim 4, we see that at 0,
F (D2u+Nen × en)− F (D
2u) = δ0(||φ||C4(∂Ω), ||ψ||C1,1(Ω)) > 0
=⇒ lim
a→∞
F (D2u+ aen × en) ≥ F (D
2u+Nen × en) ≥ F (D
2u) + δ0 = ψ + δ0.
From Lemma 6.1, we see that
n−1∑
i=1
arctanλ′i(xp) ≥ ψ + δ0 −
π
2
and
ψ = F (D2u) =
n−1∑
i=1
arctanλ′i + o(1) + arctan(unn +O(1))
≥ ψ + δ0 −
π
2
−
δ0
2
+ arctan(unn +O(1)).
Now if we choose K large enough such that
unn(xp) > tan(
π
2
−
δ0
2
)− O(1)
we arrive at a contradiction. Therefore, choosing
K ≤ tan(pi
2
− δ0
2
)−O(1) = C(||ψ||C1,1(Ω), ||φ||C4(Ω), n, δ, |∂Ω|C4), we see that unn(x) ≤
K for all x ∈ ∂Ω. 
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Therefore, combining all the steps above we obtain estimate (3.10).
Step 4. Bound for ||D2u||Cα(Ω).
This follows from the interior C2,α estimates by Evans-Krylov [Eva82, Kry83] and
the boundary C2,α estimates by Krylov [Kry83, Theorem 4.1].

4. Proof of Theorem 1.1
In this section we use the C2,α estimate up to the boundary to solve the following Dirichlet
problem using the method of continuity.
Theorem 4.1. Suppose that φ ∈ C4(Ω) and ψ : Ω→ [(n−2)pi
2
+δ, npi
2
) is in C1,1(Ω) where Ω
is a uniformly convex, bounded domain in Rn and δ > 0. Then there exists a unique solution
u ∈ C2,α(Ω) to the Dirichlet problem (1.1).
Proof. For each t ∈ [0, 1], consider the family of equations{
tF (D2u) + (1− t)∆u = ψ in Ω
u = φ on ∂Ω.
(4.1)
Let I = {t ∈ [0, 1]| there exists ut ∈ C
2,α(Ω) solving (4.1)}. We know that 0 ∈ I from
Schauder theory for the Laplacian. The fact that I is open is a consequence of the implicit
function theorem and invertibility of the linearized operator (2.1). The closedness of I follows
from the apriori estimates (3.1). Hence, 1 ∈ I. Uniqueness follows from the maximum
principle for fully nonlinear PDE [CC95, corollary 5.4].2 
Remark 4.1. There exists a unique smooth solution to the Dirichlet problem (1.1) if all data
is smooth and the phase lies in the supercritical range.
Proof. of Theorem 1.1
We approximate φ ∈ C0(∂Ω) uniformly on ∂Ω by a sequence {φk}k≥1 of C
4 functions and
solve {
F (D2uk) = ψ in Ω
uk = φk on ∂Ω
using Theorem 4.1. Applying the interior Hessian estimates proved in [Bha20, Theorem 1.1]
and the compactness in C2 of bounded sets in C2,α along with maximum principles, we get
convergence of {uk} to the desired solution u ∈ C
2,α on the interior and convergence of {φk}
to the desired boundary function φ ∈ C0 on the boundary.

5. Proof of Theorem 1.2
Proof. We denote upper/lower semi-continuous functions by usc/lsc. We define
A = {u ∈ usc(Ω)|F (D2u) ≥ ψ in Ω, u ≤ φ on ∂Ω}
w(x) = sup{u(x)|u ∈ A}.
2When the right-hand side ψ is in C1,1(Ω) we can take a sequence of smooth functions ψk approximating
ψ and a sequence of solutions uk solving (1.1) with ψk as the right hand side. Applying the uniform C
2,α
estimate and taking a limit solves the equation.
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Claim 6. The above function w is the unique continuous viscosity solution of (1.1).
We first prove the existence part of the above claim. We define the following functions:
z(x) = lim
y→x
w(y)
z(x) = lim
y→x
w(y).
Step 1. We first show that A is non-empty and w, z, z are well defined.
Since ψ ∈ C(Ω), there exists ε′ > 0 such that −npi
2
+ ε′ < ψ(x) < npi
2
− ε′ for all
x ∈ Ω. Fixing this ε′ we define the following functions
ψ∗ = −n
π
2
+ ε′ < ψ < n
π
2
− ε′ = ψ∗.
Recalling (3.5) and (3.6) we define
w(x) = −Cxn +
1
2
|x|2 tan
ψ∗
n
w(x) = Cxn +
1
2
|x|2 tan
ψ∗
n
.
where C = C(||φ||C2(∂Ω), n, |∂Ω|C2). By definition w ∈ A, which shows that A is non-
empty. Next, max{u, w} is upper semi continuous and still a subsolution of (1.1), so
we replace u ∈ A by max{u, w}. This shows u ≥ w and, therefore, w is well defined.
Next, we observe that since w,w are sub and super-solutions of (1.1) respectively, we
have
w ≤ u ≤ w
which shows z, z are well defined.
Step 2. We show that z is a subsolution of (1.1).
Suppose not. Then, we can find a quadratic polynomial P such that P (x) ≥ z(x) on
Bρ(0) with equality holding at 0, such that F (D
2P ) < ψ∗ holds on Bρ(0). Now we
choose ε > 0 such that
(5.1) F (D2P + 4εI) < ψ∗.
From the definition of w and z, we can find sequences {uk} ⊂ A and {xk} ⊂ Ω, with
xk → 0 such that
z(0) = lim
y→0
w(y) = lim
xk→0
uk(xk).
For k large enough, we see that
|uk(xk)− P (xk)− 2ε|xk|
2| = |uk(xk)− P (0) + P (0)− P (xk)− 2ε|xk|
2|
= o(1) < ερ2.
On ∂Bρ(0), we see
uk(x) ≤ w(x) ≤ z(x) ≤ P (x) + 2ε|x|
2 − ερ2.
Using the definition of w and z, we see that for any k, the following holds in Bρ(0)
Q(x) = P (x) + 2ε|x|2 ≥ uk(x).
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Fixing a k large enough, we observe the following. The functions uk(xk) and Q(xk)
are less than ερ2 apart, but uk is at a distance of more than ερ
2 below Q on ∂Bρ(0).
So we drop Q at most ερ2 so that it touches uk at a point inside Bρ(0) while still
remaining above uk on ∂Bρ(0). So there exists γ ≤ ερ
2 such that in Bρ(0)
uk(x) ≤ P (x) + 2ε|x|
2 − γ
with equality holding at an interior point of Bρ. Now since uk is a subsolution, we
have
ψ ≤ F (D2P + 4εI).
This contradicts (5.1).
Noting that z is upper semi-continuous, we see that it is a subsolution of (1.1)
Step 3. We show that z is a supersolution of (1.1).
Suppose not. Then, we can find a quadratic polynomial P such that P (x) ≤ z(x)
on Bρ(0) with equality holding at 0, such that F (D
2P ) > ψ∗ on Bρ(0). We choose
ε > 0 small enough such that
(5.2) F (D2P − 2εI) > ψ∗.
We have z ≥ P−ε|x|2. We define a new quadratic Q(x) = P (x)−ε|x|2+ερ2. Observe
that, since z(0) = limxk→0w(xk), so for k large enough, we have
w(xk) = z(0) + o(1) = P (0)− P (xk) + P (xk) + o(1)
= P (xk) + o(1) = Q(xk)− ερ
2 + o(1) < Q(xk).
This contradicts the supremum definition of w since Q is a subsolution of (1.1) by
(5.2). Noting that z is lower semi-continuous, we see that it is a supersolution of
(1.1).
Step 4. Now we take care of the boundary value.
Note that we may assume the boundary value φ ∈ C2(∂Ω) since we can always
approximate φ by a sequence of smooth functions φδ, that solve{
F (D2uδ) = ψ in Ω
uδ = φδ on ∂Ω.
Using the comparison principle for strictly elliptic equations (Theorem 6.1). we get
max
Ω
|uδ1 − uδ2 | ≤ max
∂Ω
|φδ1 − φδ2| → 0
as δ1, δ2 → 0. This shows that as δ → 0, uδ → u in C
0.
Next, we pick an arbitrary point x0 ∈ ∂Ω and recall the construction of B
± from
(3.6). Defining similar functions B± at x0 and on using the comparison principle, we
get B− ≤ u ≤ B+ with equality holding at x0 for all u ∈ A.
Again since max(u,B−) ∈ A for all u ∈ A, we can replace
w(x) = sup
u∈A
max(u,B−).
This shows that
B− ≤ w ≤ B+ with equality holding at x0
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which shows
z(x0) = φ(x0) = z(x0).
Since x0 ∈ ∂Ω is arbitrary, we have
z = z = φ
on ∂Ω. Combining the above steps and on using the comparison principle we see that
z = z = w ∈ C0(Ω)
is the desired solution. This proves the existence part of claim (6). Uniqueness again
follows from the comparison principle.

6. Appendix
We state the following linear algebra Lemma that was used in proving the double normal
estimate in step 3.4 of section 3.
Lemma 6.1. [CNS85, Lemma 1.2] Consider the following n× n symmetric matrix
M =


λ′1 a1
. .
. .
λ′n−1 an−1
a1 . . an−1 a

 .
where λ′1, λ
′
2, .., λ
′
n−1 are fixed, |ai| < C for 1 ≤ i ≤ n − 1, and |a| → +∞. Then the
eigenvalues λ1, λ2, ..., λn of M behave like
λ′1 + o(1), λ
′
2 + o(1), ..., λ
′
n + o(1), a+O(1)
where o(1) and O(1) are uniform as a→∞.
For the sake of completeness we state and prove the well known comparison principle for
strictly elliptic equations 3.
Theorem 6.1. Suppose that u is a USC subsolution and v is a LSC supersolution of the
strictly elliptic equation (1.1) in Ω ⊂ Rn where ψ ∈ C(Ω). If u ≤ v on ∂Ω, then u ≤ v in Ω.
Proof. W.l.o.g we assume Ω = B1(0) and u ≤ v − 2δ on ∂B1 for some small δ > 0. Let u
ε
be an upper parabolic envelope4 satisfying
F (D2uε(x)) ≥ ψ(x)
D2uε ≥ −C/ε
||uε||C0,1 ≤ C/ε
3We learned this proof from Yuan’s 2004 Lecture Notes on Linear and Nonlinear Elliptic Equations. Also,
see [CYW09, Pg 594].
4For ε > 0, we define the upper ε-envelope of u to be
uε(x0) = sup
x∈H
{u(x) + ε−
1
ε
|x− x0|
2}, for x0 ∈ H
where H is an open set such that H ⊂ B1.
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outside a measure zero subset where uε is punctually second order differentiable and C is
chosen such that uε − vε ≤ C − ε|x− x0|
2 on ∂B1 with equality holding at x0 ∈ B1. We see
that 0 ≤ uε(x)− u(x) ≤ u(x∗)− u(x) + ε where x∗ → x as ε→ 0. By symmetry, the lower
parabolic envelope vε satisfies
F (D2vε(x)) ≤ ψ(x)
D2vε ≤ C/ε
||vε||C0,1 ≤ C/ε
and 0 ≥ vε(x) − v(x) ≥ v(x∗) − v(x) − ε where x∗ → x as ε → 0. Note that vε − u
ε ≤
L+ C
ε
|x− x0|
2 for x0 ∈ B1 where L is a linear function. The convex envelope Γ(vε − u
ε) is
in C1,1. From Alexandroff’s estimate we have
sup
B1
(vε − u
ε)− ≤ C(n)[
∫
Σ
detD2Γ]1/n
where Σ = {x ∈ B1|Γ(x) = vε(x) − u
ε(x)}. Now in Σ, we have 0 ≤ D2Γ ≤ D2(vε − u
ε) or
L(x) ≤ vε(x)− u
ε(x) near x0 ∈ Σ. For K large since u
ε + K
ε
|x|2 is convex and vε −
K
ε
|x|2 is
concave, we have the following for a.e. x0 ∈ B1
vε = Γ +
K
ε
|x|2 +O(|x− x0|
2)
uε = Γ +
K
ε
|x|2 +O(|x− x0|
2).
Again since vε is a super solution and u
ε is a sub solution, for a.e. x0 ∈ B1, we have
F (D2vε(x0)) ≤ ψ(x0)
F (D2uε(x0)) ≥ ψ(x0)
F (D2vε(x0))− F (D
2uε(x0)) ≤ 0.
Also, a.e. x0 ∈ Γ, we have D
2vε(x0) −D
2uε(x0) ≥ 0. However, F is strictly elliptic, so we
must have F (D2vε)− F (D
2uε) ≥ 0, which shows
F (D2vε(x0)) = F (D
2uε(x0)) a.e x0 ∈ Σ.
Again, given that F is strictly elliptic, the line with the positive directionD2vε(x0)−D
2uε(x0)
intersects the level set {F = ψ(x0)} only once, which implies D
2vε(x0) = D
2uε(x0). This
shows supB1(vε − u
ε)− ≤ 0, which proves that
v ≥ vε ≥ u
ε ≥ u in B1.

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