There are three main limitations of this data set. 1. The large general diachronic corpora are inherently heterogeneous in terms of style, genres and prevalent topics. The society that uses the language changes and the corpus reflects its change along with the change of language. Consequently, it is very difficult to distinguish between the two. Weighting the corpus according to the genres is very difficult, as the popularity and production of the different genres change over time. Thus, we do not postulate the language-society shift dichotomy and regard the process holistically. 2. The corpus consists of written texts exclusively. We are aware that spoken text features can systematically differ from written text features. Thus, we cannot generalise our findings to the language as a whole. 3. The third limitation is connected with the second one. The Arabic script is (unlike English) well correlated with the spoken text. However, only a small part of the Arabic corpus contains vowel marks. We removed all vowel marks altogether instead of inserting missing vowels. This approach solved the problems with heterogeneitythe percentage of vowel marks in various texts was uneven. The vast majority of the texts in the corpus were originally written and transmitted without vowel marks; the vowel marks in texts were usually added during a later redaction, some of them even automatically (cf. e.g. AlKhalil diacritizer, [14] ). Removing the remaining vowel marks also solved the problem with vowel endings, which (according to the normative grammars) should be used in Standard Arabic (al-fuṣḥá), but which is used very scarcely by readers, especially in certain genres that border on popular literature. Also, the main advantage of the Arabic script without vowels is that the spelling is nearly constant through the centuries.
It is very convenient to measure word length in consonants, as it is a compromise between measuring the word length in phonemes and in syllables. It has always been a dilemma whether to use phonemes or syllables [4] . Measuring the number of consonants means that we measure lossily compressed information content of the word. Moreover, the short vowels are only three and their quality can be inferred from the position in the word by a recipient (that is why an Arabic reader is able to interpret Arabic written text without vowels).
There is a strong positive correlation between the word length measured in consonants and the word length measured in phonemes anyway. We have compared 1000 words from an extract of Kalila and Dimna with its phonological transcription (the data come from Milička [15] , p. 143), and the Pearson's correlation coefficient is R=0.853 for individual words.
Results and discussion

Time-word length relation
As can be seen in Fig. 1 , the overall trend in the word length dynamics is increasing, which is in accordance with the findings of Chen et al. [11] and Bochkarev et al. [9] . The units of measurement are consonants, as discussed in the previous section. The increase in the length should mean that the relative frequency of short words decreased (see Fig. 2 as an example) and the relative frequency of long words increased (see Fig. 3 as an example). Normalisation is necessary in order to show the differences in dynamics between various word lengths in one chart. Therefore, we normalise the relative frequency so that the maximal value is assigned the number 1 and the remaining values are then expressed by a number relative to the maximal value The same data can be viewed also from the perspective of word length distribution. The distributions for the 8th century can be found in Fig. 6 . The data were fitted by the 2-displaced Poisson Distribution model, which is a slightly modified classical Chebanow's model (see Grzybek [4] for an exhaustive theoretical and historical introduction). Usually, the displacement is by only one position (i.e. 1-displaced Poisson Distribution), but as one-consonant words are extremely rare in Arabic, the 2-displaced Poisson Distribution model performs much better for our data. The only role of the model is to give some baseline to which the data can be optically related; therefore, we do not fit the model by the method of least squares or any other standard fitting method. Instead, we derive the only parameter that determines the shape of the Poisson distribution ( λ ) from the empirical average word length in the given century. We are far from claiming that the 2-displaced Poisson Distribution is an appropriate model for our data; the Coefficient of Determination for the 8th century is R 2 = 0.988, while the discrepancy coefficient C = 0.099. The fitting of the model for the later centuries is worse, which is probably due to the greater heterogeneity of the corpus in this time span.
The comparison of the data with the model shows that the word length distribution in later centuries has a 'thicker tail' than in the former centuries (see Figs. 7-9 ). This would suggest that it is the long words that contribute to the increase in average word length. This is in accordance with the data presented in Fig. 5 . However, this rather subjective observation deserves further quantification and better analysis, which is beyond the scope of this paper. 
Entropy-word length relation
The average word length is closely related to lexical richness. This is in accordance with Zipf's Law of Abbreviations [5] and the study by Kanwal et al. [16] . The following statement illustrates this idea: a greater number of lowfrequency words in a text (which means a higher entropy of the word frequency distribution) implies that these lowfrequency words are longer than the average words.
In this case, we will explore the mutual relations between the entropy of the word frequency distribution and the average word length. The entropy is used as a metric approximating the least number of bits that can specify the average word in the text; therefore, we can expect that the information needed to specify a word should correlate positively with the amount of information that is actually used to specify the word in real texts (i.e. with word length). More complex vocabulary needs to be encoded by longer words, so that the average relative redundancy remains the same. This relation was studied by Piantadosi et al. [17] (see Ferrer-i-Cancho and del Prado Martín [18] for criticising the approach). Unlike the present study, Piantadosi's study focussed on the individual word length level instead of average length.
The average word frequency distribution entropy was measured in 1000 long chunks of texts to eliminate the influence of text length variability. We have used the MaWaTaTaRaD software [19] ; first introduced by Kubát and Milička [20] . The Pearson's correlation coefficient confirms our prediction (the correlation between the two variables being R = 0.931), which is illustrated by Fig. 10 . These results encourage us to explore the correlation between the average word length and the entropy of the word frequency distribution at the level of individual texts. We have taken into account all those texts in the corpus that are longer than 1000 tokens (so that at least one chunk of 1000 tokens can be measured).
Despite the heterogeneity of the text collection (a number of genres, topics and large time spans), the Pearson's correlation coefficient is still convincing (R = 0.753), albeit smaller than in the previous case. Fig. 11 depicts the dependency of the average word length on the average entropy of word distribution -each dot in the scatter plot represents one text. The heterogeneity is fairly visible in the chart: there are two attractors of average word length for texts with a higher average entropy of word distribution.
We can identify the texts that have a high average word distribution entropy but the average word length is relatively low: these texts mostly belong to the genre of 'adab' belles-lettres (see Zemánek and Milička [12] for an explanation) and related genres: collections of proverbs, entertainment, morals, education of princes (mirrors of princes) and travels (see Fig. 12 ). Curiously enough, these genres cluster together with linguistic literature and lexicons, while other scientific fields, along with history, biographies and treatises about culture, cluster together with texts about religion, which form the majority of the corpus. 
Conclusions
We are far from concluding that the increase of the average word length is a general law of the word length dynamics. But we can expect this pattern in other corpora of various other languages, at least for the past centuries. This is due to the increase in the complexity of society, along with the complexity of languages, which are part of the respective societies' cultures. Language complexity manifests itself in lexical complexity, i.e. the entropy of the word frequency. In accordance with the Shannonian theory of communication, the word frequency distribution entropy is strongly positively correlated with the average word length. It is possible that the word length peak in the 13th century, which we see in our data ( Fig. 1) , is only an artefact of a bad representativeness of our corpus, but we can find a good explanation for the decrease during the 14th, 15th and 16th centuries -the Mongolian invasion caused the decline of societies that used Arabic as a literary language (i.e. not only Arabs, but also Persians etc., who suffered an immense human and ecological catastrophe).
Remarkably, the average word length and average entropy of the word distribution, despite a strong mutual correlation of these variables, are able to cluster texts according to their genres. This under-examined feature deserves the attention of both linguists and natural language processing (NLP) engineers.
