In this paper, we study the orders obtained by the generalized dynamics of the sand piles model (SPM). We show that these orders are suborders of LB, lattice of integer partitions introduced in Brylawski (Discrete Math. 6 (1973) 201), and we deduce from that a characterization of their ÿxed point. We prove that these orders form an increasing sequence of lattices from SPM to LB. We then characterize longest paths in these lattices and give a formula describing their length. ?
Introduction
The sand pile model and some related models have been introduced and studied in di erent domains: in the context of integer lattices by Brylawski [3] , from the physics point of view, to illustrate the self-organized criticality paradigm, by Bak et al. [2] and from combinatoric considerations by Anderson et al. [1] , Spencer [7] and Goles and Kiwi [6] . In this model, a sand pile is represented by an ordered partition of n, i.e. a sequence a = (a 1 ; : : : ; a n ) of integers such that a 1 ¿a 2 ¿ · · · ¿a n and • Rule 1 (horizontal rule): a 1 ; : : : ; a i ; a i+1 ; : : : ; a n → a 1 ; : : : ; a i − 1; a i+1 + 1; : : : ; a n ; if a i − a i+1 ¿2 • Rule 2 (vertical rule): a 1 ; : : : ; p + 1; p; : : : ; p k times ; p − 1; : : : ; a n → a 1 ; : : : ; p; : : : ; p k+2 times ; : : : ; a n :
Let N be the partition (n; 0; : : : ; 0). In [3] , Brylawski deÿned the order L B which consists of partitions obtained from N by applying the above rules. A partition b is smaller than a if b can be obtained from a. He also proved that this order is a lattice. In [6] , Goles and Kiwi studied a di erent order SPM which consists of partitions obtained from N by only allowing to apply rule 1. They proved that SPM is a suborder of L B which contains a unique ÿxed point. Recall that a ÿxed point is a sand pile which is stable, i.e. such that no sand grain can fall under the previous rules. An explicit formula for the unique ÿxed point was also given. See Fig. 3 for an example of L B and SPM. In the same work, Goles and Kiwi characterized the longest chains of Brylawski's lattice.
In this paper, we consider models obtained by conserving rule 1 but by modifying rule 2. We deÿne the orders associated to the models. We then show that these orders are suborders of the lattice L B and that they form an increasing sequence of lattices from SPM to L B . We also characterize their unique ÿxed points as well as their longest chains. 
Deÿnitions and notations
Let P = (X; 6 P ) be a ÿnite partial order. An element z ∈ X is an upper bound (resp. lower bound) of x; y ∈ X if x6 P z and y6 P z (resp. x¿ P z and y¿ P z). Moreover, z is the join, denoted by z = sup(x; y) (resp. meet, denoted by z = inf (x; y)) of x; y ∈ X if z is the smallest upper bound (resp. the greatest lower bound) of x and y. P is a lattice if for every two elements x and y ∈ X; sup(x; y) and inf (x; y) exist. An order P = (X ; 6 P ) is a suborder of P if X ⊆ X and if ∀x; y ∈ X ; x6 P y if and only if x6 P y.
A partition of an integer n is a sequence a = (a 1 ; : : : ; a n ) such that a 1 ¿a 2 ¿ · · · ¿a n and n i=1 a i = n. The dominance ordering [3, 5] between partitions of n is deÿned as followed: a¿b if and only if for every j; 16j6n;
In this paper, we introduce a generalization of SPM which is called the ice pile model (IPM) as follows: For each integer k such that 16k6n − 1, IPM (k) is the model where the admissible transitions are based on rule 1 and the following modiÿed version of rule 2:
• Rule 3 (vertical rule): a 1 ; : : : ; (p + 1); p; : : : ; p k times ; ; (p − 1); : : : ; a n → a 1 ; : : : ; p; : : : ; p k +2 times ; : : : ; a n with k ¡ k:
That means one can apply rule 2 only for "steps" of length bounded by k. The set of all partitions obtained from N by applying rule 1 and 3 forms an order, denoted by IPM (k). It is easily seen that IPM (n − 1) = L B and IPM (1) = SPM . A ÿxed point in any of these structure is a conÿguration in which no legal transition can be applied; this corresponds to a minimal element of the associated order. In the following, the "H -weight" as deÿned in [5] is associated to the partitions. The H -weight of a partition a = a 1 ; : : : ; a n is deÿned by w H (a) =
We denote a¿ k b if b can be obtained from a by applying rule IPM (k), and a¿ B b if b can be obtained from a by applying the Brylawski's rules. Given a partition a = a 1 ; : : : ; a n , a sub-sequence of a of the form p; : : : ; p m times is called a m-sequence with value p and is denoted by p [m] .
Properties of IPM (k)
In this section, we ÿrst recall the results in the special cases L B (k = n − 1) [3] and SPM (k = 1) [6] . Then, we present our results in the general case:
• We give necessary and su cient conditions for a partition to belong to IPM (k).
• We show that the lattices IPM (k); 16k6n − 1, form a chain of suborders from SPM to L B .
• We give an explicit formula for the ÿxed point of IPM (k).
Previous results
Brylawski [3] has shown that the set of all partitions ordered by dominance is a lattice isomorphic to L B , which is described in the following results:
Theorem 1 (Brylawski [3] ). The set of all partitions of n supplied the dominance ordering is a lattice; with maximal element N = (n; 0; : : : ; 0) and minimal element 0 = (1; 1; : : : ; 1); where
sup(a; a ) = inf ({b; b¿a; b¿a }):
Proposition 1 (Brylawski [3] ). Let a and b be two partitions of n. Then a¿b under the dominance ordering if and only if b can be obtained from a by applying several times rules 1 and 2.
For the orders SPM, the following result has been established: Theorem 2 (Goles and kiwi [6] ). Let n be an integer. Let k and k be the unique integers such that
The order SPM of all partitions of n obtained from N by applying rule 1 is a lattice. Moreover; it is a suborder of the lattice L B ; and its ÿxed point is P =(k; k −1; : : : ; k + 1; k ; k ; k − 1; : : : ; 1).
The results for IPM (k)
Let k be a positive integer, k6(n − 1), we are now going to describe the relations between IPM (k) and L B . Let us ÿrst remark that for any a and b in IPM (k), a¿ k b implies a¿ B b, just by deÿnition. We will show that the converse is also true, i.e. if a¿ B b, then a¿ k b. The following theorem completely characterize the elements of IPM (k), that are the partitions a of n such that a6 k N . Proof. Let us ÿrst prove that all elements of IPM (k) satisfy condition (I) by recurrence over the di erence p − q.
If p −q =0. Let us consider a partition a which contains a sub-sequence p [k ] , where k − 2¿k, i.e. k ¿k + 2. It is easy to see that a sand grain in this sub-sequence can never be displaced by an inverse transition to rule 1 or rule 3, and thus a k N .
Let us now suppose that condition (I) is true for every values p; q such that p−q6t. We prove that it is true for every p; q such that p − q = t + 1. Suppose that a is a partition of IPM (k) containing two values p; q such that p − q = t + 1, we must show that between these two components, there are no more than k(t + 2) − 1 components. Since a6 k N , there exists a sequence from a to N of inverse transitions to rules 1 and 3. Let a be the ÿrst partition obtained by the displacement of a sand grain situated between these two components p and q. We consider now the sub-sequences of a and a between these two components: a = a 1 ; : : : ; p; : : : ; u; : : : ; v; : : : ; q; : : : ; a n ; a = a 1 ; : : : ; p; : : : ; u + 1; : : : ; v − 1; : : : ; q; : : : ; a n :
Let us remark that p¿u+1; u¿v; v−1¿q, and p−(u+1)6t; u−v6t; (v−1)−q6t. Then, be hypothesis of recurrence, we have that between two components p and q of a, there are no more than k components, where
which implies condition (I).
Secondly, it is easy to see that if a partition a of n satisÿes condition (I) then a satisÿes condition (II).
Let us now prove that if a partition a of n satisÿes condition (II) then a belongs to IPM (k). We will describe a path from a to N by a sequence of inverse transitions to rules 1 and 3. To do so, it is su cient to show that if a = N , then there exists a ¿ k a whose H -weight is strictly smaller than that of a and that still satisÿes condition (II). Iterating this process will lead us to the unique partition having an H -weight zero that is N . Let us ÿrst denote by l the largest integer such that there exists a l-sequence in a (l6k + 1 by condition (II.i), and consider the ÿrst l-sequence of a, a = a 1 ; : : : ; x; p
[l] ; y; : : : ; a n ; where x¿p + 1 and y6p − 1:
, then a is a strictly decreasing sequence. Let a be the partition obtained by moving a grain of the second column to the ÿrst column of a by an inverse transition to rule 1. Then a clearly satisÿes the conditions that we expected. If l¿2, let a = a 1 ; : : : ; x; p + 1; p [l−2] ; p − 1; y; : : : ; a n :
It is clear that a is a partition of n such that w H (a ) ¡ w H (a) and such that a ¿ k a.
We are going to prove that a satisÿes condition (II). Let us ÿrst remark that we do not produce any (k + 2)-sequence in a . Then the new (k + 1)-sequences which can appear are of value p + 1 or p − 1, separated by exactly l − 26k((p + 1) 
Since there is no (k + 1)-sequence on the left of the sequence p
[l] , a satisÿes condition (II). The theorem is then proved.
We can now present the following result: Let p = a j and q = a l . To obtain a ¿ k b, we will show that there exists a sequence of transitions form a to b in IPM (k). It is enough to prove that we can apply rule IPM (k) on a position i; j6i6l in a to obtain a new partition a such that a ¿ k a ¿ B b. If it is not the case, the sub-sequence a j ; : : : ; a l must be of the form Note that IPM (k) is not a sub-lattice of L B since we just have shown in the proof that the inÿmum in IPM (k) is the same as in L B . Unfortunately, the same result does not hold for the supremum.
The question which appears now is to establish the relation between the di erent lattices IPM (k), 16k6n − 1. It is easy to see that if k6n − 2, all elements of IPM (k), are also elements of IPM (k + 1). So if a and b are in IPM (k), we have inf k (a; b)=inf B (a; b). Since a and b belong to IPM (k +1), then inf k+1 (a; b)=inf B (a; b), and inf k (a; b) = inf k+1 (a; b). As a consequence, IPM (k) is a suborder of IPM (k + 1). The following corollary is then immediate: Corollary 1. The orders IPM(k) form an increasing sequence of lattices relatively to suborder relation: (See Fig. 4 for the sequence of lattices IPM (k) in the case n = 8.) We will now study the structure of these lattices, and especially the ÿxed points associated to the sand piles transitions. Since IPM (k) is a lattice, it has a unique minimal element, or ÿxed point. Let us ÿrst remark that any integer n can be uniquely written as follows (Fig. 4) : n = 1 2 p(p + 1)k + (p + 1)k + p ; where 06k 6(k − 1) and 06p 6p;
where p is the unique integer such that
and k and p are such that 
It is evident that satisÿes condition (I), so ∈ IPM (k). It is also easy to observe that we cannot apply rule IPM (k) over , thus we have the following proposition:
is the ÿxed point of IPM (k).
Longest chain
The aim of this section is to extend the deÿnition of modular chains [6] to the case of IPM (k) in order to characterize the longest chains. We also propose a method for calculating the length of such chains.
Modular chain
For the lattice L B , Greene and Kleiman [5] introduced the notion of HV-chain and proved that all HV-chains are longest chains. Goles and Kiwi [6] introduced the notion of modular chain and proved that they are also longest chains. Our purpose is to prove that all modular chains in IPM (k) are HV-chains in L B , so they are of maximum length.
Considering two elements a and b of IPM (k), where b ¡ k a, let us deÿne IPM ab (k)= {c ∈ IPM (k): a¿ k c¿ k b}, which is the interval between a and b in the lattice IPM (k). Remark that IPM ab (k) is also a lattice (see for example [4] ). Following [5] , let us now give some deÿnitions. Consider a transition from x to y such that y i = x i − 1 and y j = x j + 1. Such a transition is called an H-step if j = i + 1 and a V-step if x i − x j = 2. In other words, an H -step is a transition based on rule 1, and a V -step is based on rule 2 in L B (or in rule 3 in IPM (k), respectively). This is shown in Fig. 5 . An H-chain is a chain of H -steps and a V-chain is a chain of V -steps. Let us remark that an H -step can also be V -step if j = i + 1 and x i − x i+1 = 2. Let us call a chain
l is an HV -chain if there exists an index j; 16j6l, such that Lemma 1 (Greene and Kleitman [5] ). Every interval b ¡ B a contains a unique smallest partition which is H-reachable from a.
It follows immediately from this lemma a similar result for the case of IPM ab (k):
Lemma 2. Every IPM ab (k) contains a unique smallest partition which is H-reachable from a.
Proof. Let c be the unique smallest partition which is H -reachable from a in the interval b ¡ B a in L B . Since c6 H a, we have c6 k a. According to Theorem 4, because both c and b are in IPM (k), inf k (b; c)=inf B (b; c)=b so b6 k c. Hence c is the smallest partition which is H -reachable from a in IPM ab (k). The uniqueness of c follows from the fact that IPM ab (k) is a subset of the interval b ¡ B a.
Greene and Kleiman proved also that there always exists an HV -chain in L B from a to b and that:
Theorem 5 (Greene and Kleitman [5] ). All HV -chains from a to b in L B have the same length and this length is maximal.
Goles and Kiwi [6] also deÿned the following notions. A transition x ¿ y is called a modular transition if it is based either on rule 1 or, in the case where rule 1 is not applicable, on rule 2. A modular chain is a chain made only by modular transitions.
Theorem 6 (Goles and Kiwi [6] ). All modular chains in L B have the maximum length.
Let us apply this deÿnition in the case of IPM ab (k) by replacing rule 2 by rule 3 in the deÿnition, i.e. a transition x ¿ k y is called a modular transition if:
• it is based on rule 1, or • it is based on rule 3 and there does not exist any element z of IPM ab (k) such that z is obtained from x by applying rule 1. It is clear that given any two elements a and b in IPM (k), by applying either rule 1 or rule 3, one can inductively construct a modular chain in IPM ab (k). Applying the results for HV -chains and modular chains in L B , we will establish in Theorem 8 that all modular chains in IPM ab (k) are longest chains. For that, let us introduce the following property P of a partition c. c satisÿes P if (P.i) either there exists an index j such that c j − c j+1 ¿3 and the partition obtained from c by applying the H -step at position j is an element of IPM ab (k), (P.ii) or there exists two index j and l; j + 26l, such that the sub-sequence c j ; : : : ; c l is a strictly decreasing sequence where c j − c j+1 ¿2 and c l−1 − c l ¿2. Moreover these partitions obtained from c by applying an H -step at position j or at position l − 1 are elements of IPM ab (k).
Lemma 3. Let C be a modular chain in IPM ab (k). If a partition c = a satisÿes P then its predecessor c in C also satisÿes P and the transition c → c is an H -step.
Proof. Let us ÿrst suppose that c satisÿes condition (P.i). Since c j − c j+1 ¿3 then c j − c j+1 ¿2 and the partition obtained from c by applying an H -step at position j is an element of IPM ab (k), and so the transition c → c is inevitably an H -step by deÿnition of a modular chain. Let i be the position where this H -step is applied. If i ¿ j + 1 or i ¡ j − 1 then c j − c j+1 ¿3, and c satisÿes condition (P.i). Otherwise, if i = j + 1 (resp. i = j − 1) then the existence of the subsequence c j ; c j+1 ; c j+2 (resp. c j−1 ; c j ; c j+1 ) implies that c satisÿes (P.ii). Let us now suppose that c satisÿes condition (P.ii). We have c j − 2¿c j+1 ¿ c j+2 ¿ · · · ¿ c l−1 ¿c l + 2:
Since the transition c → c cannot be a transition from columns j to l, then either c j − c j+1 ¿2 or c l−1 − c l ¿2, i.e. one can apply an H -step to c to obtain an element of IPM ab (k), which implies that c → c is an H -step. Let i be the position where this H -step is applied. If i¿l + 1 or i6j − 2 then c j ; : : : ; c l = c j ; : : : ; c l and c satisÿes condition (P.ii). If j6i6l − 1 then c i − c i+1 ¿3, and c satisÿes condition (P.i).
Otherwise, if i = j − 1 (resp. j = 1), the existence of the subsequence c j−1 ; c j ; : : : ; c l (resp. c j ; : : : ; c l ; c l+1 ) imples that c satisÿes condition (P.ii).
Theorem 7. All modular chains in IPM ab (k) are longest chains and the length of longest chain between two partitions in IPM (k) is equal to the one in L B . Fig. 6 . A maximal chain in IPM (2) (n = 13 and k = 2). The ÿxed point of SPM is P = (4; 3; 3; 2; 1) and the ÿxed point of IPM (2) is = (3; 3; 2; 2; 1; 1; 1). A chain of maximum length C in IPM (2) is a chain containing an H -chain from (13; 0; : : : ; 0) to P and a V -chain from P to , and its length is l = w H (4; 3; 3; 2; 1) − 0 + w V (4; 3; 3; 2; 1) − w V (3; 3; 2; 2; 1; 1; 1) + 1 = 19 + 13 − 8 + 1 = 25.
Conclusion
In this paper, we have studied a new model obtained by restricting one of the two rules of Brylawski. We have characterized the obtained objects (chain of suborders of the integer partitions lattice) and characterized their unique ÿxed points. We have also given an explicit formula for the length of a longest chain in any of these objects. Some directions seem now to be promising. First, it would be interesting to give a description of chains of shortest length. Second, it seems natural to extend the rules by allowing more than one sand grain falling at a time.
