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Abstract
Recent advances in multimedia technologies and internet services mean that, cap-
turing and uploading videos is so easy that enormous quantities of new videos are
available online every second. It is very tedious and time consuming to go through
the entire video and it is also difficult to manage with this colossal storage. This
creates the desperate need for briefer representation of videos in order to browse them
more effectively and efficiently and retain their essential information, not only for
entertainment benefits but also for commercial applications. This paves way to an
emerging research area known as video summarization, which can be either a set of
key frames or video skims. Over the past few decades, research in video summariza-
tion started flourishing rapidly and branching into new areas within the prevailing
Big data era.
Despite various studies having been conducted, the major challenge still remains in
effective feature extraction, similarity measurement and appropriate summary length
determination, which generates the need for the development of effective and efficient
automatic video summarization techniques. On the other hand, the evaluation of video
summaries is also challenging due to the lack of consistent evaluation framework and
the current evaluation methods are quite subjective. The aim of our research is to
develop automatic video summarization and evaluation methods exploiting various
image processing and pattern recognition techniques in order to extract distinct key
frames within a video, by providing a succinct summary with significantly reduced
file size.
To this end, in this thesis, we propose two automatic video summarization techniques.
Firstly, we present a local search algorithm for automatic video summarization, using
a combination of color and motion vector features via a sliding window approach. This
is evaluated using the Open Video Project database, YouTube database and Kodak
Home Video database, where it achieves high average accuracy rate (65%) with a
low average error rate (45%) for the Open Video Project database. Subsequently,
we develop a novel global search algorithm for automatic video summarization, using
a Distinct Frame Patch index and Appearance based Linear clustering approach for
extracting key frames from a given video. The validity of our proposed method is
evaluated using the Open Video Project database, YouTube database and Kodak
Home Video database, where it achieves even a high average accuracy rate (71%) and
with a much lower average error rate (41%) for the Open Video Project database.
Further, we propose two evaluation methods for automatically evaluating the video
summaries produced by the existing summarization techniques. The first method is
based on a simple and robust two-way search using Pearson’s correlation coefficient
for the initial establishment of matched frames, followed by compatibility modelling,
in order to discard the false and the weak matches obtained from the two-way search.
The second method improves the IMage Euclidean Distance (IMED) by considering
only the neighboring pixels, just like a kernel of size n× n, rather than all the pixels
leading to an Efficient IMage Euclidean Distance (EIMED). Finally, we focus on
human consistency evaluation of static video summaries in which the user summaries
are evaluated among themselves using our compatibility modelling method.
The contributions of our work are four-fold. First, we propose two automatic video
summarization techniques, where our methods outperform the state-of-the-art tech-
niques both in terms of accuracy and efficiency in the case of Open Video database.
Secondly, we propose two techniques for automatic video summary evaluation using
the Open Video Project database in which we discover that the performance eval-
uation of the state-of-the-art techniques are too optimistic in nature and probably
misleading. Thirdly, we investigate human consistency via the evaluation of user
summaries using three databases (Open Video Project database, YouTube database
and SumMe database) in which we show that the level of agreement varies significantly
between the users, which in turn determines the maximum agreement level of the users
for a certain dataset and places an upper limit on the overall best performance the
automatic video summarization techniques can achieve. Another contribution lies in
the creation of static video summaries from the available video skims of the SumMe
database.
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Chapter 1
Introduction
The aim of this research is to develop automatic video summarization and evaluation
methods by exploiting various image processing and pattern recognition techniques,
in order to extract distinct key frames within a given video, by providing a succinct
summary with significantly reduced file size. This chapter begins with the motivation
of the study based on the prevailing abundance of data. The next section reviews
big data and its characteristics followed by video hierarchy, which includes a brief
description of frame dependency, its pattern and how video data is decomposed into
multiple levels such as frames, slices, macroblocks and blocks. Subsequently, video
summaries and their types will be briefly reviewed, along with their properties and
challenges. Finally, the scope, aims and objectives, novel contributions and an outline
of this thesis will be presented in the final section of this chapter.
1.1 Motivation
Due to the recent advances in multimedia technologies and internet services, capturing
and uploading videos to the Internet is so easy that enormous quantities of new
videos are available online every second. In recent years, people have changed their
behaviour from watching the entire video to selective skimming, in which the existing
video player interfaces provide an indirect solution to this issue, however automatic
video summarization overcomes this issue by shortening a video based on the most
significant information or the desired length.
1
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As stated by YouTube statistics in 2018 1, around 300 hours of video are uploaded
to it every minute. In other words, more than 400 thousand hours of new video are
uploaded in a day, which increases the need for suitable video summarization, video
browsing, indexing and retrieval in order to manage the prevailing abundant data.
Among the multimedia types (such as text, image, graphic, audio and video), video
(being a major source of Big Data) is the most demanding one as it combines all
the other types of multimedia data into a single data stream. It is tricky to gain
efficient access to the video, due to its unclear format and variable length [6]. In
this situation, it is essential to develop an automatic means of generating a concise
representation of video content called a video summary. Further, the funding from
Object Matrix Ltd., for the CCTV 2 Intelligence Video Archive (CIVA) project also
plays a significant role in the background of this study. The overall project goal
was to build a saleable High Definition (HD) CCTV video storage product which
was anticipated to process and store up to 20 PetaBytes (PB) of data every two
weeks. The large storage required a scalable distributed storage platform which was
taken care by the company and the product was aimed at customers who collect huge
amounts of video data and need to retain it for further analysis. The scope of the CIVA
project was to determine the feasibility of using data simplification algorithms such as
frame reduction, decolorisation and frame resizing in order to achieve reduced file size.
Moreover, the project had also answered the following research questions: (i) How
data simplification algorithms could be used? (ii) What results were achievable using
different parameters? (iii) How fast an application could process data? (iv) What
type of video respond best to the given technique?. In addition, various applications of
video summaries range from entertainment such as previews of movies, TV episodes,
summaries of documentaries, home videos, highlights of football games, cricket to
commercial applications such as extracting interesting events from surveillance videos
for home security and crime scene detection as a result of law enforcement.
1.2 Big data
Large amounts of scalable data accumulated from employees in a company, social
media sites (e.g. YouTube3, Vimeo4 and Vine5) and from machines are known as
1https://merchdope.com/youtube-statistics/
2Closed Circuit TeleVision
3https://www.youtube.com
4https://vimeo.com
5https://vine.co
Chapter 1. Introduction 3
Big Data. Capturing, storing and generating value from Big Data is a major current
challenge. Big data is characterised by 3Vs: (i) Volume: colossal amounts of digi-
tal information (such as predicting customer behaviour, diagnosing disease, planning
healthcare services and modelling our climate) are currently processed via parallel pro-
cessing, whereas in the early days, we used Relational Database Management System
(RDBMS) to process the small amount of data (ii) Velocity : the rate at which data
is flowing into an organization and a database (iii) Variety : we have various types
of data to process, such as photographs, audio, video, three dimension (3D) models,
complex simulations and location data, however traditionally we had to process only
documents, financial transactions, stock records and personnel files [7]. Our research
aims to alleviate certain issues related to Big Data, by retaining only the significant
and distinct information more effectively and efficiently.
1.3 Video Hierarchy
Figure 1.1: Schematic sketch of scenes and shots adapted from [1].
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There are three phases of video development: (i) capture, where the video is captured
or recorded, (ii) production, where the video is edited and converted into a format that
conveys a story and (iii) viewing, where the video is viewed by a target audience [8].
Video is a collection of still images displayed rapidly, so that they give the illusion of
motion. Motion pictures were invented in early 1890s by Thomas A. Edison, however
Louis Lumiere started the motion picture camera industry in 1895 [9]. Video is usually
composed of a number of scenes. Each scene corresponds to some logical event in a
program and is composed of a number of shots. Each shot corresponds to a sequence
of images (ie. frames) from a single camera comprising camera motion like panning,
zooming, tracking including movements of objects within and/or into or out of the
frame of view [10, 9]. Thus a single shot can have a lot of motion or no motion at all.
The schematic sketch of scenes and shots are shown in Figure 1.1. Finally, significant
frames from the pool of frames, are selected as keyframes only in certain situations
(eg. Motion Picture Experts Group (MPEG) compression) as shown in Figure 1.2.
An MPEG encoder takes a “three-dimensional” video sequence and converts into one-
dimensional bit stream, whereas an MPEG decoder decodes it to reproduce a copy of
the original video sequence.
Figure 1.2: Hierarchical structure of a video.
I B P
Figure 1.3: A typical frame dependency [2].
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I B PB B PBGOP GOP
Group of Pictures (GOP)
Figure 1.4: A typical frame pattern [2].
Among the existing video compression standards, currently the best video coding
standard, in terms of compression and quality is H.264/MPEG-4 Advanced Video
Coding (AVC). It has a compression improvement of over two times compared to the
previous standards such as MPEG-4 ASP, H.262/MPEG-2, etc [3]. Hence we focus
on the data structure of H.264 standard as follows:
A video sequence is a collection of groups of pictures (GOP). A GOP consists of three
types of frames: (i) intracoded frames (I): They are complete images (keyframes) like
a JPEG and are encoded, block by block without considering the previous or future
frames; (ii) motion estimated forward predicted frames (P): They are encoded with
reference to previous I or P frame; (iii) bi-directional predicted frames (B): They
are coded with reference to both the immediately previous I or P frame and the
immediately future I or P reference frame. A typical frame dependency and frame
pattern is shown in Figure 1.3 and 1.4 respectively. A frame in the video is split into
Macroblock 
F0 F1 F2
Fn
GOP0 GOP1 GOP2 GOPn
MB0 MB1 MB2 MBn
Cb
Cr
Y
Slice 
Block 8 x 8 
Slice 0 
Slice 1 
Slice 2 
Slice n 
Video Sequence 
Group of Pictures 
Frame 
Figure 1.5: H.264 data structure [3].
various slices, where each slice is divided into a set of macroblocks. Each frame in
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the video sequence is broken into 8 × 8 pixel blocks for inter-frame Discrete Cosine
Transform (DCT) compression and 16 × 16 pixel macroblocks for intra-frame motion
compensation. A 16 × 16 macroblock also includes two 8 × 8 chrominance blocks
as well as four luminance blocks for a total of six blocks per macroblock as shown in
Figure 1.5.
1.4 Video Summarization
Video Summarization aims to create brief representation of videos for efficient brows-
ing and retrieval. According to Troung and Venkatesh [11] there are two types of video
summaries: Static video summary (also called keyframes, representative frames, still
image abstract or static storyboard) and Dynamic video skimming (also called video
skim, moving image abstract or moving storyboard) as shown in Figure 1.6. Static
Figure 1.6: Types of video summary.
video summaries consist of a set of keyframes, whereas dynamic video summaries con-
sist of a set of shots stored in a time ordered sequence which are extracted from the
original video [12] [13]. The major benefit of video skimming is that the summary
includes both audio and motion elements, which enrich the emotions and the amount
of information delivered by the summary. It is also stimulating to view a skim with
an audio-visual component rather than a slide show of static keyframes. On the other
hand, static video summaries are not restricted to timing and synchronization issues
and are more flexible compared to sequential display of video skims [12]. Moreover,
static video summaries can be used as a pre-processing step in video analytics ap-
plications [14, 15] which suffer from the problem of processing large number of video
frames [13]. If required, static video summaries can incorporate both spatial and
temporal information (key events in a precise order) which assists the user to swiftly
grasp the video content [11].
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Furthermore, static video summaries can be classified into two kinds: text-based and
content-based keyframe extraction. In the text-based static video summarization, a
desired word or sentence is chosen, then frames containing that particular text are
selected as keyframes, however, it is expensive and time-consuming. Alternatively, the
content-based static video summarization, which is based on frame feature extraction
is cheaper and so a lot quicker than the former approach. [16]. Hence, we concentrate
on content-based static video summaries in our thesis.
There are three important properties that must be taken into account when creating
a video summary:
1. Continuity : The summarized video must be as uninterrupted as possible
2. Priority : In a given application certain objects or events may be more important
than others and thus the summary must contain high-priority items
3. Non-repetition: It is important not to represent the same events over and over
again
However, it is often very difficult to successfully incorporate these semantic properties
in a summarization algorithm [17].
1.4.1 Existing Challenges in Video Summarization
Feature extraction and similarity measurements within consecutive frames and/or
between the predicted summary and the original video is challenging. Moreover, how
to determine the length of the summary and incorporate the context and application
into the summarization process is also challenging. In this section, we discuss the
main challenges in the process of video summarization.
1. A majority of the existing summarization techniques are domain-specific (such
as news, sports, documentary and entertainment videos [18, 19, 20, 21]), struc-
tured videos with good quality, relatively high resolution with stable camera
and low background noise [22]. However, there is only a little focus on solving
the challenges associated with rapidly increasing consumer (personal generated)
videos with diverse content, no predefined structure, low quality, poor lighting
and camera shake.
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2. Though some video summarization techniques provide acceptable quality, they
are computationally inefficient. To overcome this issue, various pre-sampling
techniques have been proposed in the literature, such as sampling 1 from every
10 frames [23, 24, 25] or sampling 1 frame/sec [12]. However, incorporating these
pre-sampling techniques cannot guarantee the selection of significant keyframes
for video summarization.
3. Many video summarization techniques have been proposed in the past few
years [12], [26], [27], [24]. Nevertheless, the evaluation of those video sum-
maries is quite challenging due to the lack of an efficient evaluation method
and the judgement of “interestingness” or importance of the contents is usually
subjective and application dependent.
1.5 The Scope of this Thesis
This study was focused only on single-video summarization and was concentrated on
extracting static keyframes from the given video (single modality). Though, several
works have been presented using dynamic video skimming, they are restricted to
timing and synchronization issues and are computationally expensive [28, 29, 30, 31,
32, 33]. In fact, video skims can be created from static keyframes by connecting the
subshots or whole shots together [11]. Moreover, this study summarizes videos both
offline and online. The offline summarization process can only be started after the
whole video is captured. In this case, the computational complexity and the memory
resource requirements are usually high. However, online summarization starts to
summarize the video on the fly by deciding whether the incoming frame is significant
or not [34].
1.6 Thesis Aims and Objectives
The overall aim of this thesis is to develop automatic video summarization techniques,
in order to extract keyframes effectively and efficiently from a given video and to foster
automatic evaluation methods to efficiently validate the retrieved keyframes, which
can compliment the manual evaluation approach. We subdivide the main goals of this
thesis into a set of objectives as follows:
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 To develop automatic video summarization methods for extracting static keyframes
utilizing both the local and the global features of the frames in an unsuper-
vised way. Current machine learning and deep learning strategies are not taken
into account, not only due to the lack of training data, complicated and time-
consuming training process, but also due to the focus of this thesis is to extract
keyframes on the fly for automatic video summarization.
 To develop evaluation methods that can automatically detect the pertinent
matches between the retrieved keyframes obtained from the automatic sum-
marization methods and the ground truth user summaries. Since manual eval-
uation is very tedious and time consuming, it is necessary to develop a method
which can automatically evaluate the similarity between the frames, which in
turn reduces the subjectivity in the evaluation task, quantifies the quality of
the extracted summary and allows more objective comparisons among different
techniques [12].
 To investigate the best performance an automatic summarization methods can
achieve on a specific dataset.
 To compare existing automatic summarization methods and provide a new rank-
ing based on their performance.
1.7 Novel Contributions
The main contributions and novel aspects of this thesis are summarised as follows:
1. A sliding window approach incorporating weighted fusion of both color and
motion vector features (retrieved from the MPEG video file) to automatically
extract significant keyframes.
2. An efficient patch-based clustering approach for automatic video summarization,
which selects candidate frames using the proposed Distinct Frame Patch (DFP)
index as a pre-processing step. Subsequently, it extracts keyframes from the
selected candidates via the proposed Appearance based Linear Clustering (ALC)
approach.
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3. A robust automatic evaluation method incorporating two-way search and com-
patibility modelling shows that the performance evaluation of some state-of-the-
art techniques is too optimistic and probably misleading. Such findings will be
valuable for the practitioners to select particular technique for their application.
4. An efficient method for evaluating the automatic video summaries using Efficient
Image Euclidean Distance (EIMED), which considers the spatial relationship
between the neighboring pixels alone and is effective in finding precise matches,
discarding the weak and false ones leading to a more objective measurement
of the performance for various techniques. This method computes similarity
between the frames directly via the frame pixels, without the need of extracting
features from the frames.
5. An investigation of human consistency to reveal the hidden challenge within the
automatic video summary evaluation based on the potential matched frames,
refined matched frames and the correlation between the number of ground truth
frames selected by the users. None of the current studies in the literature re-
ported the maximum performance, a certain dataset can achieve. Though Gygli
et al. [29] measured the human performance and showed the worst, mean and
the best human scores for retrieving video skim excerpts from the SM dataset,
this is the first detailed study focusing on the human consistency evaluation of
static video summaries with three publicly available datasets. It is interesting
to note, the human agreement results of the SM dataset are inline with [29].
6. Static key frame creation from the annotated video segments of the SumMe
dataset. This provides the research community with another dataset with
groundtruth keyframes and an insight into retrieving keyframes from video seg-
ments.
1.8 Thesis Outline
The remaining chapters of this thesis are organised as follows in which Chapters 4, 5
and 6 are derived from the list of publications mentioned in Chapter 7.
 Chapter 2 reviews the literature for existing approaches to video frame analysis,
comprising video categories, classification of summarization techniques, types of
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video summaries, various evaluation techniques, evaluation metrics and datasets
used.
 Chapter 3 describes a local search of video frames using a sliding window ap-
proach, in order to extract keyframes on the fly for automatic video summariza-
tion.
 Chapter 4 depicts a global search of video frames using a novel keyframe ex-
traction approach for automatic video summarization. The experimental results
and a comparison with state-of-the-art techniques are provided.
 Chapter 5 portrays two video summary evaluation techniques for accurately
evaluating the video summaries produced by the existing techniques.
 Chapter 6 investigates the human consistency evaluation of static video sum-
maries to verify whether humans are consistent among themselves. The details
of the proposed method along with the experimental results and a full compar-
ison are provided.
 Chapter 7 concludes by summarizing the contribution of this thesis along with
the future work and a list of publications and project reports contributing to
this thesis.
1.9 Summary
This chapter has briefly presented the motivation of this study, big data and its
characteristics, the underlying hierarchical structure of a video along with the frame
dependency, pattern and decomposition. Moreover, scope of this thesis, aims and
objectives along with the outline of the thesis is provided. In the next chapter, an
overview of automatic video summarization techniques comprising its classification,
evaluation techniques, evaluation metrics along with the datasets used will be pre-
sented.
Chapter 2
An Overview of Automatic Video
Summarization Techniques
Automatic video summarization techniques aims to process the content of the original
video, in order to obtain a precise summary in the form of keyframes, viewable by
the end user. The first section of this chapter will briefly review the domains in
video summarization and the categories of traditional video summarization approaches.
Subsequently, this chapter discusses various techniques for single video summarization
related to our work, followed by a discussion of the existing video summary evaluation
techniques along with the evaluation metrics. Finally,the datasets used in this thesis
will be detailed in the last section of this chapter.
2.1 Domains in Video Summarization
There are several ways to categorise video summarization techniques. Firstly, based
on the number of input videos, it can be classified into two types: (i) Single-video
summarization and (ii) Multi-video summarization, where the former extracts a sum-
mary from a single video [12, 35, 36, 37] while the latter extracts a summary from
a collection of videos [38, 39, 40, 41, 42, 43, 44]. Secondly, according to Money and
Agius [8], there are three ways of summarizing a video: (i) internal : which analyses
information obtained directly from the video stream (e.g. video signals) (ii) external :
which analyses information not obtained directly from the video stream (e.g. audio,
emotion, video capture time) and (iii) hybrid : which analyse a combination of internal
and external information. Moreover, according to Truong and Venkatesh [11] video
12
Chapter 2. Automatic Video Summarization Techniques: An Overview 13
summaries are classified into two types: static storyboards and dynamic video skims.
Therefore, based on our focus and merits discussed in Section 1.4 , we concentrate
only on static video summaries on a single video, by analysing the internal information
in our study.
2.2 Classification of Video Summarization Tech-
niques
Traditional static video summarization approaches lie under two major categories:
(i) Shot-based, where video shots are detected initially and then key frames are ex-
tracted from each shot. Zhang et al. [45] proposed a shot detection method based on
the image histogram which has been extensively used for frame representation in the
research community [46] [47].
(ii) Segment-based, where the video is sliced into segments (may be a scene or combi-
nation of one or more shots) and key frames are extracted from each segment. Yeung
et al. [48] proposed a graphical representation of videos by constructing a scene tran-
sition graph where each node represents a shot and the edges represent the transitions
between the shots based on the visual similarity and temporal locality [49] [50].
Video Summarization Techniques
Sampling-
based
Feature-
based
Hybrid-
based
Hand-crafted 
features
Learned 
features
Figure 2.1: Classification of video summarization techniques.
There are many different approaches and various classification categories [51, 11, 8, 52]
in the literature and it is clearly impossible to carry out a comprehensive review of all
of them. However, the following section will review some major classifications of video
summarization techniques relevant to our work. They are classified into three major
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categories: sampling-based, feature-based and hybrid-based approaches as shown in
Figure 2.1.
2.2.1 Sampling-based Approach
The work on early generations was based on random or uniform temporal sampling
of frames from the original video sequence [53, 54, 55]. Sampling the given video
into subsets is determined by its sampling rate and is considered significant, since the
larger the sampling rate, the shorter the video summarization time, which could miss
important information in the video, but very low sampling rates can lead to poor
quality summaries, which in turn increases the summarization time. The sampling
rate is directly proportional to the shot size and the loss of information [12]. Mundur
et al. [25] and Furini et al. [24] also use this approach as a pre-processing step. Though
this is probably the simplest way to extract keyframes, this method is not satisfactory
as it is content independent, which means shorter videos with important segments may
not have representative frames, while longer videos may have multiple frames with
similar content, thus not presenting a concise summary of the actual video content.
2.2.2 Feature-based Approach
Features contain valuable information and it quantifies some significant characteris-
tics of an image. According to Choras et al. [56] features are classified as: (i) General
features such as color, texture and shape based on the abstraction level, which can
be further subdivided into pixel-level features (calculated at each pixel) , local fea-
tures which are usually geometric (calculated over a partial image to identify the
interesting regions such as edges, corners and blobs etc.,) and global features which
are usually topological or statistical (calculated over an entire image). (ii) Domain
specific features such as human faces, fingerprints and conceptual features (are often
a combination of low-level features for a specific domain).
Alternatively, all features can be roughly classified into low-level and high-level fea-
tures in which low-level features are small details of the image like point, line, edge,
corner etc., and can be extracted directly from the original images, whereas high-level
features are extracted based on the low-level features, in order to retrieve significant
information for further processing of an image. Feature extraction is an important
step and it aims to extract relevant information (a set of features) from an image which
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enhances the recognition rate with minimum factors and to create a similar feature
set for a variety of instances of the same symbol [56, 57]. Feature-based techniques
are the most common form of summarization technique presented in the literature,
which can be divided into the following two categories: (i) hand-crafted features and
(ii) learned features.
Hand-crafted Feature-based Approach
Hand-crafted features are designed to extract specific image characteristics. Color is
one of the most common features perceived by humans and it is widely used as a
visual feature in image processing applications. Color histogram is a common way to
represent how the intensities of different pixels distribute [12]. Gianluigi and Raimond
et al. [36] proposed an innovative approach for keyframe selection that describes the
complexity of the sequence related to the variations in the pictorial content using
three visual features such as color histogram, wavelet statistics and an edge direction
histogram. A frame difference measure was computed by combining the similarity
measures of each descriptor from which a variable number of keyframes were extracted
by detecting the curvature points within the curve dynamically and rapidly within
each sequence. The major advantage of this approach is that it can extract the
keyframes on the fly (ie. it can output the keyframes while computing the frame
differences without having to process the whole shot). Evaluation was performed
using objective metrics such as fidelity, shot reconstruction degree and compression
ratio. Lei et al. [58] represented each frame in HSV color space with 7, 2 and 2 bins.
Then, a shot was divided into subshots using a distance separability algorithm, where
the number of keyframes was calculated using Singular Value Decomposition (SVD)
and the frames with the largest visual differences were extracted as keyframes from
each subshot. Finally, three evaluation indicators such as structure, continuity and
repetition were proposed to evaluate their performance.
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Table 2.1: A summary of existing approaches for hand-crafted feature based video summarization
Reference Methodology Summary Type Test Data Evaluation Type Summarization
Visual Clustering SVD DCT Static Dynamic Performance
features
Wolf et al. [59] motion X 2 films result not
(Horn-schunck) (The Mask& Rope) description mentioned
Zhuang et al. [6] color X X 2 movies result not
description mentioned
Hanjalic and Zhang [60] color X X 76 shots in a movie, evaluated the not
4 test sequences proposed method mentioned
Girgensohn [61] color X X a test result not
and Boreczky (hierarchical) video description mentioned
Dirfaux [62] motion+spatial X 893 video, subjective performs good
activity+skin& sequences from evaluation in 97% of
face detection WWW cases
Liu [35] motion X 10 hrs of user studies reported
MPEG video user scores
Gianluigi and color+edge+ X 6 videos objective reported Fidelity,
Raimond [36] wavelet metrics SRD and CR
Chasanis et al. [63] X X 7 frame objective reported
(spectral) sequences metrics fidelity &
SRD
Lux et al. [64] low-level X X 3 YT user studies reported 3
hypothesis
Luo et al. [5] motion X 18 Kodak manual 64 matches/113
57 % accuracy
Ren et al. [65] shot change, X TRECVID automatic INe-85.1%?
motion & & objective INf -82.2
? %
inter-frame diff evaluation
SRD: Shot Reconstruction Degree; CR: Compression Ratio.
?INe and INf denotes inclusion of motion activity and frame accuracy.
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Table 2.2: A summary of existing approaches for hand-crafted feature based video summarization (continued)
Reference Methodology Summary Type Test Data Evaluation Type Summarization
Visual Clustering SVD DCT Static Dynamic Performance
features
Dang et al. [66] image epitome, X 3 Kodak, result not
min-max 50 OV description mentioned
Almeida et al. [67] color X X 50 OV, automatic F = 75%
40 YT (color hist+ZNCC) F = 49%
Guan et al. [68] SIFT X 4 costguard videos, objective metrics reported coverage
2 TV news shots, & redundancy
10 OV
Ejaz et al. [69] spatial+ X 20 OV user studies F = 82%
temporal MOS : 4.2/5?
saliency
Mendi et al. [70] motion X rugby 7s video user studies reported
user scores
Song et al. [71] X X 2 video clips result real-time
(fast clustering) description performance
Gygli et al. [29] low, mid, high X SumMe manual 52 % relative to
level features upper bound†
Lei et al. [58] color+ X 5 videos user studies reported
SVD user scores
Dang et al. [4] HIP+APMID X X 8 Kodak, manual 30 matches/39∗
min-max 50 OV
Ejaz et al. [72] static &dynamic X 20 OV manual F = 85%
visual attention
SIFT: Scale Invariant Feature Transform; HIP: Heterogeneity Image Patch index; ZNCC: Zero Normalised Cross-Correlation.
APMID: Acculumative Patch Mathing Image Dissimilarity Measure; MOS: Mean Opinion Score; F: F-measure.
∗ 30 matches/39 is the total number of matches out of total number of keyframes in the ground truth.
? 4.2/5 is the average human score evaluated by 3 users.
† 52% relative to the highest reachable score for the SumMe dataset.
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On the other hand, motion is the more salient feature in representing the behaviour of
the video, hence it can retrieve keyframes effectively. Motion features are important to
identify significant frames from shots with gradual transitions and for domain specific
videos. Wolf et al. [59] described a new algorithm for identifying key frames in shots
from a video. Since directors hide complex messages within the camera motion and
actors pause to emphasize gestures, motion analysis helps to break down complex shots
into a sequence of meaningful events. Initially, shot boundaries were detected followed
by computing optical flow for each frame using Horn and Schunck’s algorithm [73].
Then a local minima of a motion metric are selected as keyframes. A significant
advantage of this algorithm is that the number of keyframes to be extracted per shot
are not fixed, instead it depends on the composition of the shot.
In another study, Dirfaux [62], key frame selection approach was based on shot bound-
aries detection via motion, shot selection via spatial activity and keyframe extraction
via skin color and face detection. The experimental results were performed on a
large set of videos to show the effectiveness and the efficiency of the approach. Liu
et al. [35] proposed a triangle model of perceived motion energy (PME) to model
motion patterns in a video that combined motion intensity using motion-based tem-
poral segmentation and motion characteristics using color-based shot detection with
more emphasis on dominant motion. The frames at the turning point of the motion
acceleration and deceleration of each motion pattern was selected as a key frame. If
a shot was static, the first frame of the video shot was selected as a keyframe. In
this approach the number of keyframes and the location of the keyframes in a given
video were determined automatically by the identified motion patterns of the video,
thereby extracting representative frames as keyframes. Moreover, key-frame selection
process was threshold free and also fast since motion information in MPEG video can
be directly utilized in the motion analysis. Luo et al. [5] created the kodak consumer
database along with the groundtruth, which is detailed in Section 2.5. They also de-
veloped an highly sophisticated automatic summarization method, where a video was
segmented into parts based on confidence rules and motion descriptors by estimating
the camera and object motion. Subsequently, confidence functions were designed to
extract candidates from each segment and rank order them for the final selection of
any desired number of keyframes. This method was highly sophisticated in terms
of robust parametric motion estimation, a richer set of rules and scoring functions,
and scalable to produce any desired number of keyframes from the candidates. Ren
et al. [65] described an algorithm, which can be applied to any type of video, where
frames were classified based on shot changes, motion and inter-frame differences. Then
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human objects were detected and activity levels for each frame were determined to
adapt with video contents followed by grouping of continuous frames belonging to
the same category to form one activity, thereby converting the original video into se-
quence of activities. Finally, an overall adjustable quota was used to control the size of
the generated summary for efficient streaming. Mendi et al. [70] presented a method
based on motion analysis specifically to summarize sports videos, using two optical
flow algorithms, Lucas and Kanade [74] and Horn and Schunck [73] to identify global
extrema and local minimum between two maximums in the motion. The advantage
of this approach is capturing high action content through motion analysis and it is
threshold-free.
In addition, some of the following approaches are based on global, local, low, mid and
high level features. Dang et al. [66] exploited image epitome [75, 76] to measure the
dissimilarity between frames and the dissimilarity scores are further analysed using a
min-max approach to extract the desired number of keyframes. This approach does
not require shot detection, segmentation or semantic understanding, however it was
validated only on few videos and it is not quantitatively evaluated and compared to
judge the summarization performance. Later, the authors proposed a new entropy
based measure called heterogeneity image patch (HIP) index [4] for both keyframe
extraction and dynamic skimming focusing on consumer videos. For keyframe extrac-
tion, initially, a set of candidate frames was extracted based on the HIP curve created
from the HIP indices. Then, an Accumulative Patch Matching Image Dissimilarity
(APMID) was introduced to measure the image dissimilarity and the final keyframes
were extracted from the min-max algorithm. This method was computationally inef-
ficient in computing the HIP index, as it relies on the sum absolute difference (SAD)
of pixel intensities between the patches. Guan et al. [68] proposed a keypoint-based
framework by employing a SIFT local feature descriptor. First, keypoints were iden-
tified for each frame and descriptors were extracted for each keypoint. Then, a global
pool of unique keypoints were formed to represent the whole video shot through key-
point matching. Finally, keyframes were chosen based on the two intuitive metrics of
coverage and redundancy. The inherent limitation of this method is that the keypoint
matching is computationally expensive, however to reduce the computational cost,
the authors utilized the randomized kd-tree forest based matching algorithm [77].
Ejaz et al. [69], computed spatial attention value via DCT, based on the foreground
image and temporal attention value was obtained based on the changes in pixel val-
ues across neighboring frames to highlight the important areas of inter-frame motion,
instead of the traditional optical flow methods. Finally, the static and the dynamic
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visual attention values were non-linearly fused together into an attention curve for
keyframe extraction. This approach is not only efficient, but also yield high qual-
ity video summaries. Recently, the authors proposed a saliency-based user attention
modeling technique [72], which bridges the semantic gap between low level features
and human perception without actual human intervention, where multi-scale con-
trast (static visual attention) and relative motion intensity and orientation (dynamic
visual attention) was fused together for effective keyframe extraction. The major
limitation of this approach is time complexity which can be overcome by using more
efficient optical flow algorithm or using an efficient motion estimation scheme [72].
Gygli et al. [29] proposed a novel temporal superframe segmentation approach for
extracting video segments from raw user videos. They estimated the visual interest-
ingness per superframe using a set of low, mid and high-level features, and based on
the scoring, they selected the optimal subset of superframes to create an informative
and interesting summary. They also introduced a new SumMe benchmark dataset
which comes with multiple human created summaries and it is helpful to evaluate
summarization methods objectively and to get new insights in video summarization.
Clustering based methods are widely used in extracting keyframes, especially the color
feature based clustering method. Chasanis et al. [63] proposed an approach that es-
timated the number of keyframes using the results of the spectral graph theory, by
examining the eigenvalues of the similarity matrix corresponding to the pairs of shot
frames and the frames of the video were clustered into groups using an improved
spectral clustering algorithm that employs the global k-means algorithm [78] in the
clustering stage after the eigenvector computation. Song et al. [71] proposed a method
for video abstraction based on fast online clustering of the regions of interest, which
used the hue histogram as the description feature for clustering. The time complexity
of this algorithm was quite low, since the ROI extraction and the clustering opera-
tions were performed simultaneously, which meets the requirement of real-time video
processing systems and applications. Zhuang et al. [6] proposed an unsupervised clus-
tering method based on shot boundary detection. Here, the video was segmented into
shots and then a color histogram in HSV color space was computed for each frame.
The threshold parameter δ controls the clustering density. Before a frame was classi-
fied into a certain cluster, the similarity between this frame and the centroid of the
cluster was calculated first and if the value was less than δ, then this frame was not
close enough to be added to the cluster. Moreover, a key frame was selected only
from the clusters which were big enough to be considered as key clusters (a cluster
larger than the average cluster size). For each key cluster, the frame closest to the
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key cluster centroid was selected as a key frame. According to Zhuang et al. [6], the
proposed technique was efficient and effective, however, no comparative evaluation
was performed to justify it. A major drawback of this algorithm is the determination
of the appropriate number of keyframes to represent each shot which depends on the
threshold δ that controls the density of the clusters. Hanjalic and Zhang [60] presented
a method based on cluster-valdity analysis, which was designed to work without hu-
man supervision, where the optimal number of clusters was automatically found. A
partitional clustering was applied, where the color histogram in the YUV color space
was used as the description feature. The authors evaluated the proposed method for
cluster-validity analysis instead of evaluating the produced summaries. Girgensohn
and Boreczky [61] proposed a technique based on hierarchical agglomerative clustering
approach on a set of selected candidates, that can determine the number of clusters as
requested keyframes. Temporal constraints and feature detection such as slide images
and close-ups of people determine the representative frame chosen from each cluster.
Lux et al. [64] presented a simple easy-to-use tool using clustering, for benchmarking
different low level features and dissimilarity metrics for key frame extraction. They
also identified three different hypotheses to be investigated in the future, from their
exploratory evaluation, such as additional research on the issues of low-level feature
and dissimilarity combinations, the optimal number of keyframes and the relation-
ship between the number of clusters and the number of extracted keyframes. Finally,
Almeida et al. [67] presented a novel approach called VIdeo Summarizaton for ONline
applications (VISION) that worked in the compressed domain and allowed users to
customize the quality of the video summaries and also to specify the time they are
willing to wait. The method was based on exploiting both visual features extracted
from the video and a fast clustering algorithm to summarize the video content suit-
able for the online production of video summaries. A summary of these approaches
is provided in Table 2.1 and 2.2.
Learned Feature-based Approach
In addition to hand-crafted features, powerful non hand-crafted descriptors, those that
are automatically learned have been explored recently in video summarization [79, 80,
32, 30, 81, 82, 83, 84, 85].
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Table 2.3: A summary of existing approaches for learned feature based video summarization
Reference Methodology Summary Type Test Data Evaluation Type Summarization
Static Dynamic Performance
Cong et al. [31] lasso-dict X X 18 videos from OV manual 70.5 matches/109∗
Khosla et al. [80] SVM X 25 YT-train, manual AP = 59.5%
155-test automatic 4.58/10?
(SIFTFlow, bipartite
matching)
Potapov et al. [32] KTS+SVM X MED summaries objective metrics F = 41%
MSD = 12.5s
Zhao and Xing [30] dict X 15 YT, manual CUSA=73.20
5 surveillance
Mei [86] minimum sparse X 50 OV, automatic F=56.9%
reconstruction 50 YT F=50.2%
Song et al. [33] co-archetypal analysis X TVSum50, manual 56 % relative to
(video & image) SumMe upper bound
Dang et al. [87] low rank+ X 7 Kodak, manual 24 matches/35∗
sparse 50 OV CUSA=0.64,
CUSE=0.30
SVM: Support Vector Machine; KTS: Kernel Temporal Segmentation;MSD: Meaningful Summary Duration.
AP: Average Precision; F: F-measure;CUSA - Accuracy Rate; CUSE - Error Rate;
? 4.58/10 is the average human score evaluated by 15 judges.
∗ 70.5 matches/109 and 24 matches/35 is the total number of matches out of total number of keyframes in the ground truth.
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Table 2.4: A summary of existing approaches for learned feature based video summarization (continued)
Reference Methodology Summary Type Test Data Evaluation Type Summarization
Static Dynamic Performance
Zhang et al. [81] DPP X X 50 OV, automatic F = 76.5%
31 YT, (color) F = 61.8%
18 Kodak, F = 82.3%
25 SumMe, manual F = 40.9%
160 MED F = 30.7%
Zhang et al. [82] LSTM, X X 25 SumMe, manual Reported F-score under
DPP 50 TVSum various supervised
learning settings
Mademlis et al. [88] CSSP - X IMPART objective metrics Reported IR &
genetic alg exec time
Li et al. [89] VGGnet-16: X 50 TVSum50, manual F = 52%
13 conv + 3 fc 25 SumMe, F = 43%
20 ADL F = 58%
Mahasseni et al. [83] LSTM in GAN X 25 SumMe, manual Reported F-scores
based on recurrent 50 TVSum, on all datasets
auto-encoders 50 OV, for different GANs
50 YT
Zhang et al. [85] re-SEQ2SEQ X 25 SumMe, manual F= 44.9 %
50 TVSum, F= 63.9 %
VTW F= 48.0 %
DPP: Determinantal Point Process; LSTM: Long Short-Term Memory;CSSP: Column Subset Selection Problem.
re-SEQ2SEQ: Retrospective Encoder Sequence-to-Sequence; GAN - Generative Adversarial Network.
conv: convolutional layer; fc: fully connected layer; IR: Independence Ratio; F: F-measure.
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Cong et al. [31], Zhao and Xing [30] formulated the video summarization as a dictio-
nary selection problem in order to remove redundant video footage. Frames were de-
tected as easy to reconstruct based on sparse coding from the rest of the video. Cong
et al. [31] proposed sparse dictionary selection method using l2,1 norm to maintain
the sparseness condition and selected a sparse dictionary for convex and non-smooth
problem using Nesterov's method. Zhao and Xing [30] used sparse coding in order
to create a dictionary that served as a summary and this method was particularly
useful for longer videos as it can run in an online fashion. Mei [86] formulated video
summarization as a Minimum Sparse Reconstruction (MSR) model constrained by
the l0 norm minimization and the NP-hard model was solved by a greedy algorithm.
Mademlis et al. [88] modelled the reconstruction as a column subset selection prob-
lem (CSSP), under an optimization framework and approximately solved via genetic
algorithm.
In addition, there are some other sparse representation based algorithms for video
summarization, proposed by Etezadifar and Farsi [90] using dictionary learning and
selection simultaneously, Cong et al. [91] using a backward strategy to remove the poor
selection, Ma et al. [92] using a weighted neighborhood based sparse representation
and a greedy pursuit algorithm to extract keyframes. To judge which part of the
video was important and summary worthy required prior knowledge about its main
topic. To this end, Khosla et al. [80], Potapov et al. [32], Kim et al. [93] and Liu
et al. [94] used images and videos collected from the web, to learn a predictive model
for a predefined set of categories.
Song et al. [33] proposed a method Title-based Video Summarization (TVSum), where
video segments were extracted by selecting representative shots shared between video
and title-related images. It was a co-archetypal analysis technique that learned the
joint factorial representation of a video and images, concentrating on the patterns
shared between the two sets. Dang et al. [87] proposed a keyframe extraction method
based on robust principal component analysis (RPCA-KFE), where the input data
was decomposed into a low rank component that revealed systematic information and
a sparse component that contained distinct information combined using l1-norm based
non-convex optimization problem, (where the solution minimized the reconstruction
error and maximized the sum of distinct information) in order to extract the desired
number of keyframes from unstructured consumer videos. This method does not
require shot detection, segmentation or semantic understanding of the given video.
Li et al. [89] proposed a general summarization framework for edited and raw videos
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which considered the commonalities and differences between the two kinds of videos.
They developed a comprehensive score function with the weighted combination of
four property models, i.e. importance, representativeness, diversity and storyness
to measure the summary quality, where these property weights were learned in a
supervised manner. They also constructed a combined training set with both edited
and raw videos to address the problem of lack of training data.
Most of the recent supervised methods utilize human annotations of keyframes in
training videos and attempt to optimize their summaries by minimizing loss with
respect to the groundtruth [81, 82]. Zhang et al. [81] proposed a subset selection tech-
nique based on Determinantal Point Process (DPP), non-parametric transfer learning
from annotated videos to unseen test videos. The authors extended the method to
exploit various video categories to generalize and guide the transfer process, which not
only reduces the computational cost but also provides more flexible ways of defining vi-
sual similarity among subshots spanning several frames. Later, in another approach,
the authors used two Long Short-Term Memorys (LSTMs), one along the time se-
quence and the other in reverse from the video’s end to select key video frames. The
training was based on minimizing the cross-entropy loss on annotated ground truth
keyframes with an additional objective based on DPP [82].
In another study, Mahasseni et al. [83] used LSTM as a frame selector for unsuper-
vised video summarization in the generative adversarial network (GAN) based on
recurrent auto-encoders. A model was designed in such a way that the video sum-
mary (as a sequence) can generate another sequence (video) similar to the original
video, however it was challenging to achieve since the mapping from video to sum-
mary was lossy making the reverse mapping almost impossible. For instance, objects
in the discarded frames will be missing from the summarization frames and cannot
be reliably recovered from the summary alone. The major difference of this approach
compared with Zhang et al. [81] was using unsupervised generative adversarial learn-
ing for training the LSTMs instead of keyframe annotations. In contrast, Zhang
et al. [85] proposed a new retrospective encoder sequence-to-sequence learning (re-
SEQ2SEQ) model which combined the benefits of discriminative learning by aligning
human annotation with the model's output and semi-supervised/supervised learning
which ensured the model's output was in accordance with the original video by em-
bedding both in close proximity. The key idea was to measure the similarity between
the predicted summary and the original video in an abstract semantic space. The
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experimental results demonstrated the effectiveness of the approach on several bench-
mark datasets. The authors also highlighted the advantages of using unlabeled data
to improve summarization performance in the future.
While end-to-end trainable deep Convolutional Neural Networks (CNN) based bi-
directional Long-Short Term Memory (LSTM) model and multi-task learning [95, 96]
was proposed for image caption generation and image retrieval tasks, the extracted
features may be used to represent the video frames for video summarization. More-
over, deep CNN features [97, 98], convolutional features integrated with Prewitt and
Sobel edge detectors [99] and Haar-like features [100] may also be applied to represent
video frames for effective video summarization. A summary of the above approaches
is provided in Tables 2.3 and 2.4.
Fusion of Hand-crafted and Learned Feature-based Approaches
There are also summarization techniques which incorporate both the hand-crafted
features and learned features as shown in Table 2.5, in which Fei et al. [101] pro-
posed a keyframe extraction framework that combined sparse selection (SS) and mu-
tual information-based agglomerative hierarchical clustering (MIAHC). This method
overcomes issues such as information redundancy, by first obtaining candidate key
frames instead of accurate keyframes, and computational complexity, by applying
improved MIAHC to these candidate key frames rather than the original video. In
another recent study, the authors proposed Memorability-Entropy-based video sum-
marization. The method used perceptual hashing-based mutual information for shot
segmentation and a large annotated image memorability dataset was used to fine-tune
Hybrid-AlexNet, where the memorability score and entropy value in each shot was
selected to constitute the video summary [102].
Table 2.5: A summary of existing approaches for the fusion of hand-crafted
and learned feature based video summarization
Reference Methodology Types of Test Data Evaluation Summarization
Hand-crafted Learned summaries Performance
features features Static Dynamic
Fei et al. [101] clustering (via MI) sparse selection X 3 OV, manual reported
3 YT P,R& F
Fei et al. [102] hashing-MI hybrid AlexNet X 50 YT manual F = 70%
Entropy
P: Precision; R: Recall; F: F-measure.
MI: Mutual Information.
With regard to feature based approaches, there are lots of advantages in hand-crafted
features compared to learned features, in such a way that the hand-crafted features
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do not need a large training dataset and it is easier to understand the actual model
as it is more straightforward. Though learned features provides better performance,
analysing and visualizing features is very hard. Hence, we attempt to develop an
automatic video summarization technique based on hand-crafted features for auto-
matically summarizing the given video which will be presented in Section 3.2.
2.2.3 Hybrid-based Approach
Hybrid-based techniques combine both sampling and feature-based techniques in order
to exploit the advantages of both the techniques for video summarization. Most of
the existing key frame based summarization approaches are based on visual features
and clustering. Gong and Liu [23] proposed a technique based on Singular Value
Decomposition (SVD). Firstly, one from every 10 frames was sampled from the input
video and each frame was divided into 3 × 3 blocks, where 3D color histograms in the
RGB color space were created for each of the blocks. These nine histograms were then
concatenated to form a feature vector from which feature-frame matrix A was created
for the video sequence. Subsequently, SVD was performed on A to obtain matrix
V, in which each column vector represented one frame in the refined feature space
followed by clustering, where the cluster closest to the origin of the refined feature
space was found and the content value of this cluster was computed, which served as
the threshold for clustering the remaining frames. Finally, the frame closest to the
cluster center was retrieved as a keyframe. This method was not compared with other
techniques. Mundur et al. [25] proposed an automatic clustering algorithm based
on Delaunay Triangulation (DT). Here video frames were pre-sampled and then the
frames were represented by a color histogram in the HSV color space. This histogram
was represented as a row vector and the vectors of each frame were concatenated
into a matrix and the Principal Component Analysis (PCA) was applied on the color
feature matrix to reduce its dimensionality. Then the Delaunay diagram was built
and clusters were produced by separating edges in the Delaunay diagram. Finally for
each cluster, the frame that was closest to its center was selected as a key frame. DT
was evaluated via the three objective metrics such as significance factor, compression
factor and overlap factor. Despite the advantage of DT, which has been designed to be
fully automatic with no user specified parameters (well suited for batch processing),
it required 9 or 10 times the video length to produce the summary and it did not
preserve the video temporal order.
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Few years later, Furini et al. [24] introduced an approach called STIMO (STIll and
Moving Video Storyboard), a summarization technique designed to produce on-the-
fly static and dynamic video storyboards. STIMO was comprised of three phases.
In the first phase, the video frames were pre-sampled and then feature vectors were
extracted from the selected video frames by computing color histogram in the HSV
color space as in [25]. In the second phase, a clustering algorithm based on Furthest-
Point-First (FPF) was applied. The number of clusters was estimated through the
pairwise distance of consecutive frames using Generalized Jaccard distance (GJD). Fi-
nally, a post-processing stage eliminated meaningless video frames from the produced
storyboard. STIMO was evaluated via user studies where a group of 20 people was
invited to score on a scale from 1 (bad) to 5 (excellent), and the mean opinion score
was considered as an indication of the summary quality.
Subsequently, De Avila et al. [12] proposed a method VSUMM (Video SUMMariza-
tion) for producing static video summaries. It was based on color feature extraction
from video frames and K-means clustering along with the novel approach for the
evaluation of static video summaries. The method starts by pre-sampling the frames
by selecting one frame per second followed by extracting the color features of video
frames, only from the Hue component in the HSV color space. Then the meaningless
frames were eliminated followed by k-means clustering where the number of clusters
was estimated by computing the pairwise Euclidean distances between video frames
and a key frame was extracted from each cluster. Finally the extracted key frames
were compared among themselves through color histogram to eliminate similar key
frames from the video summary. VSUMM introduced a novel evaluation method called
Comparison of User Summaries (CUS), where manually created user summaries were
compared automatically via color histograms using manhattan distance.
Asadi et al. [103] introduced key frame extraction technique with frame sampling of
1 frame/sec and fuzzy c-means clustering to select frames with a high membership
degree as a keyframe. Here, the number of clusters was estimated via shot boundary
detection [104]. Mahmoud et al. [27] presented a method VSCAN, based on modified
Density-Based Spatial Clustering of Applications with Noise algorithm (DBSCAN)
utilizing both color and texture features. It overcomes the drawbacks of the previous
approaches of using single visual descriptor, unable to detect noisy frames automati-
cally, specifying the number of clusters k and evaluation based only on color features.
Kuanar et al. [105] proposed an automated method of video key frame extraction
with a combination of fixed sampling and information-theoretic pre-sampling using
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improved dynamic Delaunay graph clustering, where a color histogram in the HSV
color space and texture feature by an edge histogram descriptor was used as descrip-
tion features. Here, the meaningless frames were eliminated before clustering process
as in [12]. Comprehensive evaluation was carried out on 100 videos, using three
subjective measures such as fidelity, shot reconstruction degree and compression ratio
as well as three objective measures such as clarity, conciseness and overall quality. In
another study, Guan et al. [106] proposed a keypoint based keyframe selection tech-
nique (KPVSUM), by pre-sampling a video 5 frames/sec, incorporating both global
features to group video frames into scenes via clustering and local features to identify
representative frames for each scene, which allowed users to flexibly tune the summa-
rization length. The preliminary results indicated that their approach achieved similar
results to the state-of-the-art methods. They further extended the work, coined as
KFVSUM [107], by utilizing X-means clustering method for clustering and developing
a kd-tree-forest-based local visual word model to build the set of unique keypoints for
a video and conducted more systematic evaluation with two popular video summa-
rization datasets.
Inspired by [108], Wu et al. [109] developed an effective Video Representation based
High Density Peaks Search (VRHDPS) clustering algorithm by integrating some im-
portant properties of a video to gather similar frames into clusters, where represen-
tative clusters are generated automatically. To this end, firstly, pre-sampling was
performed via SVD to retrieve candidate frames, then BoW model was used to repre-
sent the visual content of candidate frames and finally VRHDPS clustering algorithm
was used to gather candidate frames into clusters.
On the other hand, some of the approaches are only based on visual features. Ejaz
et al. [13] presented a technique Video Summarization Using Key Frame Extraction
(VSUKFE), which used an adaptive formula for extracting the keyframes by combin-
ing visual features such as correlation of RGB channels, color histogram and moments
of inertia. The major advantage of this scheme was that it generates a smooth output
function, reduces redundancy and it was also computationally efficient when com-
pared to VSUMM [12]. Evaluation was based on the objective evaluation criteria
termed as “Comparison of User Summaries (CUS)” proposed by De Avila et al. [12],
where automatic summaries are compared with ground truth user summaries. The
comparison is done by representing each frame in the automatic summary and the
ground truth summary as a color histogram (in the HSV color space) and the two key
Chapter 2. Automatic Video Summarization Techniques: An Overview 30
frames were matched if the Manhattan distance between them is less than the thresh-
old 0.5 as suggested in [12]. This technique worked well by providing low error rate
and at the same time reasonably high accuracy rate. Mahmoud et al. [26] proposed
VGRAPH, based on partitioning the video into shots by exploiting the color features
and extracting key frames via clustering using K-nearest neighbor graph built from
the texture features. The evaluation was performed automatically by utilizing both
color and texture features.
Moreover, deep features are more and more popular recently in video analysis tasks
and proven to get better performance than hand-crafted features, Li et al. [110] pro-
posed an approach based on efficient representation learning called Key frame Extrac-
tion in the Summary Space (KFESS). They employed VGGnet-16 model, to find the
representative frames of the video and eliminated similar frames from the represen-
tative frame set. Firstly, video data was pre-sampled 1 frame/sec and mapped to a
high-dimensional space named as summary space, from which a new representation
was learned from each frame by analyzing the intrinsic structure of the summary space
via clustering. The learned representation was used to select representative frames.
Subsequently, as a post-processing step, similar frames from the representative set
were discarded using the perceptual hash algorithm. Finally, video summary was cre-
ated by arranging the keyframes in a temporal order. Further, the quality of the video
summary was evaluated by the ground truth created by filtering out similar frames
from human-created summaries. A summary of these approaches is provided in Table
2.6.
Although many video summarization techniques have been developed, most of them
are domain-specific, which focus on a particular domain, such as sports, news, TV
shows or home videos. It helps to reduce the level of ambiguity, when analysing the
video content, by applying some prior knowledge of the domain [8]. For example,
in the case of sports video summarization with its application to soccer [111], signif-
icant key moments were based on replay segments, close-up segments and exciting
events. Among which replay detection was based on the slow-motion generated by
field/frame repetition and on the transitional logos that sandwich the replay seg-
ments. Close-up segments were characterized by the visual features such as: (i) Low
ratio of the number of green pixels (field) to the total number of pixels in a frame
(ii) Scene cuts, identified by computing color histogram differences between the con-
secutive frames. Exciting events were detected based on the energy spectrum of the
audio signal and the duration of the detected replay segments, in order to identify the
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significant keyframes [111], which will not be applicable in the case of general videos
with any kind of content. Hence, there is still a room for the development of effective
and efficient video summarization techniques. Therefore, we attempt to develop an-
other automatic video summarization technique based on hybrid-based approach for
effective and efficient keyframe retrieval which will be presented in Section 4.2.
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Table 2.6: A summary of existing approaches for hybrid (sampling and feature) based video summarization
Reference Methodology Summary Type Test Data Evaluation Type Summarization
Sampling- Feature-based Static Dynamic Performance
based Hand-crafted features Learned
Visual Clustering features
features
Gong and Liu [23] X color+ X X few test no evaluation not
SVD sequences performed mentioned
Mundur et al. [25] X color histogram X X 50 OV objective metrics reported compression,
with PCA overlap and sig factor
for individual videos
Furini et al. [24] X color histogram X X X 50 OV, user studies produced on-the-fly
10 long videos video summaries
De Avila et al. [12] X color X X 50 OV, automatic CUSA=0.85, CUSE=0.38
50 YT (color) CUSA=0.85, CUSE=0.38
Ejaz et al. [13] X correlation, color, X 50 OV automatic CUSA=0.80, CUSE=0.32
moments of inertia (color)
Asadi and Charkari [103] X X X X 50 OV automatic CUSA=0.75, CUSE=0.30
(Fuzzy C-Means) (color)
Guan et al. [106] X X X X 20 OV result achieved similar results
(global & 50 YT description with state-of-the-art
local)
Kuanar et al. [105] X color X X 8 Kodak, objective reported
(delaunay) 50 OV metrics, objective &
& user subjective
studies measures
Mahmoud et al. [26] X X X 50 OV automatic F = 75%
(color+texture (color+
via k-nn) texture)
Mahmoud et al. [27] X X X X 50 OV automatic F = 77%
(color+texture) (DBSCAN) (color+
texture)
Guan et al. [107] X X X X 50 OV automatic F = 58(1.1)%
(global & 50 YT (with time) F = 52(2.9)%
local)
Wu et al. [109] X X X 50 OV manual P=0.63,R=0.68,F=0.65
(via SVD) (BoW via SIFT) (VRHDPS) 50 YT P=0.61,R=0.77,F=0.68
Li et al. [110] X X X X 50 OV automatic F = 91%
VGGnet-16 50 YT (hashing with F = 80%
50 YT hamming distance)
P: Precision; R: Recall; F: F-measure.
CUSA - Accuracy Rate; CUSE - Error Rate.
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2.3 Evaluation Techniques
According to Troung and Venkatesh [11], the existing methods for video summary eval-
uation can be grouped into three different categories: (i) Result description [6], [112]:
This is the most common form of evaluation as it does not involve any comparison
with other techniques; (ii) Objective metrics [113]: Here the metric is often the fidelity
function computed from the automatic summary and the original frame sequence. The
metric is used to compare the automatic summary generated by different techniques.
Nevertheless, there is no experimental justification of how well the metric maps to
human judgement regarding the quality of the automatic video summaries; and (iii)
User studies [24, 114, 115]: Here the evaluation employs user studies where indepen-
dent users judge the quality of automatic video summaries. Even though this is the
most useful and realistic form of evaluation, it is not widely employed due to the diffi-
culty in setting them up. Meanwhile De Avila et al. [12] proposed a novel evaluation
method called Comparison of User Summaries (CUS) where the video summary is
built by a number of users from the sampled frames. Those user summaries are taken
as reference which serves as a ground truth and compared with the automatic sum-
maries obtained by different methods. Even though there are many feasible ways to
summarise a video, the most desired summary depends on the application and the de-
sired length. However, the evaluation of those video summaries are quite challenging
and usually subjective.
2.3.1 Evaluation Metrics
Based on the CUS, video summary evaluation can be performed either manually
or automatically, in which the following metrics are used in line with De Avila et
al. [12] for manual evaluation. The quality of automatic summaries are assessed by
the following two metrics [12]:
 Accuracy rate CUSA =
nmAT
nGT
 Error rate CUSE =
nm¯AT
nGT
where nmAT represents the number of matches between the automatic summary (AT)
and ground truth user summary (GT), nm¯AT represents the number of non-matched
frames between AT and GT, and nGT represents the number of frames in GT.
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 Automatic Summary (AT) : It contains detected key frames from different sum-
marization techniques
 Ground Truth User Summary (GT) : It contains different user summaries ob-
tained from [12]
From the definition, it can be seen that the accuracy rate is smaller than or equal to
one, however the error rate could be greater than one in the worst case when none of
the keyframes are matched. A good quality video summary is achieved when CUSA =
1 and CUSE = 0. A video summary having high CUSA does not always mean a good
quality summary until its CUSE is sufficiently low. For example, if a summarization
technique selects too many key frames from the video, then it is possible to have a high
CUSA but a low CUSE [13]. The cons of manual evaluation of these video summaries
is that they are inconsistent in choosing keyframes, labour intensive, time-consuming
and require prior knowledge.
On the other hand for automatic evaluation, the performance metrics such as preci-
sion, recall, f-measure and fidelity are adopted, where precision determines how many
selected frames are relevant, whereas recall determines how many relevant frames are
selected. F-measure is the harmonic mean of both Precision and Recall, which re-
veals the accuracy of the technique [116]. The higher the F-measure, the better the
accuracy.
Precision =
# matched frames
Total #frames in automatic summary
∈ [0, 1] (2.1)
Recall =
# matched frames
Total # frames in user summary
∈ [0, 1] (2.2)
F −measure = 2 ∗ Precision ∗Recall
Precision+Recall
∈ [0, 1] (2.3)
Fidelity is based on semi- Hausdorff distance to compare the match between AT and
GT in order to analyse how well AT represents GT [117]. Let mi be the pairwise match
between AT and GT where A are the matched frames in AT, G are the matched
frames in GT. The distance DIST between a frame Fi in G with all the frames in
AT is considered minimum, which in turn specifies the maximum similarity. All the
minimum distances are finally summed up and divided by the # of AT. Hence fidelity
can be computed as:
mi = (A,G) where i = 1 to N (2.4)
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SIM(A,G) = Sum{DIST (Fi, AT )}, (2.5)
Fidelity between AT and GT is finally estimated as:
Fidelity(AT,GT ) =
SIM(A,G)
# AT
∈ [0, 1]. (2.6)
In short, Fidelity can be expressed as the average of all the maximum similarities of
the matched frames in AT. A higher fidelity in terms of correlation or lower fidelity in
terms of histogram depicts that there is only minor difference between the automatic
summary and the ground truth summary.
2.4 Running Environment
All the experiments were carried out on the running environment displayed in Table
2.7.
Table 2.7: Running Environment
Operating System Windows 10 - 64 bit
Hardware Intel core i7-4790, 3.60 GHz
Memory 8 GB
Software Microsoft Visual Studio Enterprise 2017
2.5 Datasets Used
The performance of an automatic summarization method is evaluated using a dataset.
However, the datasets used in the existing literature are very diverse. Because of the
lack of renowned datasets, many existing works create their own datasets for evalua-
tion. In early works, the datasets used for evaluation was very limited. Girgensohn
and Boreczky [61] used only a test video to show the results, whereas Zhuang et al. [6]
reported the results using only one action movie and one romantic movie.
Meanwhile, some of the publicly available datasets used in this thesis are presented in
Table 2.8. The first and the foremost most widely used dataset in the literature was
50 videos selected from the Open Video (OV) Project [118]. The selected videos are in
MPEG-1 format containing 30 frames/sec with a resolution of 352× 240 pixels. The
videos incorporate several genres (documentary, ephemeral, historical and lecture)
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and their duration varies from 1 to 4 minutes. Those videos were also used by [25,
24, 12, 66, 31, 67, 13, 103, 68, 69, 4, 87, 86, 101, 82, 109, 72, 110].
The second dataset was 50 videos from the YouTube (YT) database, which differ in
color, length, motion and theme (eg., cartoons, news, sports, commercials, tv-shows
or home videos) created by [12] and their duration varies from 1 to 10 minutes. The
user study conducted by De Avila et al. [12] for both the OV and YT video datasets
were used as ground truth summaries, where the user summaries were created by 50
users, each one dealing with 5 videos, meaning that each video has 5 different user
summaries, so in total 250 summaries were created manually [12].
The third dataset was 25 videos chosen from the SumMe (SM) dataset [29]. They
are raw or minimally edited user videos (comprising holidays, events and sports) and
their duration varies from 1 to 6 minutes. The user study conducted by Gygli et
al. [29] over the SM dataset were used to extract key frames from the video segments
in which each video was summarized by 15 to 18 different people.
Finally, the fourth dataset was 8 video clips chosen from the Kodak Home Video
Database [5]. These clips were taken using KodakEasyShare C360 and V550 zoom
digital cameras, with a VGA resolution of 640 × 480. They vary in duration from
194 to 656 frames with 4 to 6 keyframes in the ground truth.
C
h
ap
ter
2.
A
u
tom
atic
V
ideo
S
u
m
m
arization
T
echn
iqu
es:
A
n
O
verview
37
Table 2.8: Publicly available datasets used in this thesis
Frame rate User Annotation Origin of the
Database # of videos Video format (frames/sec) Resolution Genre Duration # of users # of videos Type of summary Database Year
annotated annotated/user annotated
Open Video Project 50 MPEG-1 30 352 × 240 Documentary, 1 to 4 50 5 Key frames USA 1998
Database [119] Ephemeral, min
Historical,
Lecture
YouTube 50 MPEG-4 25 368 × 208 Cartoons 1 to 10 50 5 Key frames Brazil 2011
Database [12] and News, Sports, min
320 × 240 Commercials,
TV-shows,
Home videos
Kodak Home Video 8 MPEG-4 24 640 × 480 Consumer 10 to 30 3+1 - Key frames USA 2009
Database [5] Videos sec
SumMe 25 MPEG-4 25 1920 × 1080 Holidays, 1 to 6 15 to 18 - Video segments Switzerland 2014
Database [29] Events, min
Sports
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2.6 Summary
This chapter has reviewed the domains in video summarization, classification of video
summarization techniques, existing evaluation techniques, evaluation metrics and
datasets used. The classification of video summarization techniques were summa-
rized in a table for quick reference of the methods used, type of retrieved summary,
test data used, type of evaluation and their summarization performance. Though
various summarization approaches exist in the literature, performance evaluation of
those approaches is still challenging.
In the next chapter, an automatic video summarization method using color and motion
vector features via sliding window approach will be proposed for extracting keyframes
on the fly.
Chapter 3
A Sliding Window Approach for
Automatic Video Summarization
This chapter proposes an effective method for automatic video summarization, by ex-
tracting color and motion vector features using a sliding window-based approach to
retrieve key frames from a given video. Initially, color and motion vector features
are extracted from each frame and their inter-frame differences are fused together to
form a feature value. Subsequently, based on the feature values, a distinct keyframe is
retrieved per window of predefined size, followed by elimination of similar and mean-
ingless frames. The process continues by sliding the window for all the remaining
frames in a given video. The experimental results based on a publicly accessible dataset
shows that the proposed framework is very effective in preserving the temporal order
by creating a good video summary with reduced file size.
3.1 Introduction
The majority of video summarization research for the past two decades has focussed
on analysing low-level features such as the color, texture, motion and shape. Video
shot boundary detection is the fundamental step in video summarization, indexing,
browsing and retrieval [120]. There are five types of automatic shot boundary de-
tection techniques [121]: (i) Pixel-based: use pixel-wise intensity difference [122, 45].
However, they are highly sensitive to noise. (ii) Statistics-based: use intensity statis-
tics such as mean and standard deviation [123] (iii) Transform-based: use motion
vectors which are already embedded in the MPEG stream [124] (iv) Feature-based:
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use features extracted from each frame (eg. edge) [125] (v) Histogram-based: use
histogram of pixel intensities [45, 47, 126, 127, 128].
The main issue in segmenting a video into shots is the ability to identify the shot
boundaries. There are two basic kinds of shot transitions: (i) A cut transition: It is
an abrupt shot change that occurs in a single frame; (ii) A gradual transition: It is a
gradual shot change that may occur in many forms such as fade in, fade out, dissolve
and wipe. They can be detected via color features based on color histogram differences
and an adaptive threshold based on a sliding window [129]. However, automatic
video segmentation is still a very challenging problem, especially for detecting gradual
transitions [130].
One of the potential approaches to keyframe extraction is to extract the first frame
in the shot as the keyframe [131, 132, 133, 134, 135, 136, 137] or extract both first
and last frame in the shot as keyframes [45]. In another study [138], keyframes are
selected based on the length of the shot. If a shot is shorter than a second, then
only one keyframe is extracted. Otherwise, for each second, a frame is selected as a
keyframe. Other alternative approaches extract keyframes by computing the inter-
frame difference via color histograms [13], motion [70], mutual information [139] or
other visual descriptions.
Since histogram-based methods achieve a good trade-off between accuracy and speed [121],
we propose a sliding window-based method using the inter-frame difference features
by fusing color and motion vector (obtained from the compressed domain) histograms
for extracting significant keyframes. To accomplish this, color and motion vector his-
tograms are computed and their inter-frame difference feature values are combined
together to select a distinct frame within a specified window by eliminating simi-
lar/meaningless frames. The process continues by sliding the window until all the
frames in the video are read.
3.2 The Proposed Sliding Window Method
As color reflects the environment and the motion reflects the users/objects movement
within the environment, we use color features as well as motion features derived from
the compressed domain motion vectors to gauge the spatial distribution of motion
activity in video shots for extracting a video summary [140]. Figure 3.1 shows a
flowchart of the proposed method. To this end, an input video is split into individual
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Input video
Keyframes 
Selection
Motion feature 
Extraction
Similar/Meaningless 
Frames Elimination
Color feature
Extraction
Fusion of Color 
& Motion features
Figure 3.1: A general overview of the proposed method.
frames from which color features are extracted via color histograms for each frame
and the difference is calculated between the two consecutive frames. Subsequently,
motion vector features between the two consecutive frames are extracted from the
MPEG file and the difference is calculated between the two inter-frames. Finally,
the differences of both the color and the motion vector are combined via weighted
average to form the final feature value of a frame. This is done for the set of frames
within a specific window from which the ratio of the first two maximum values are
calculated and compared with the preset threshold for the selection of key frames
followed by the elimination of similar and the meaningless key frames based on a
chosen dataset, resulting in a final keyframe extraction. The process continues by
sliding the window, (overlapping by one frame for OV dataset/non-overlapping for
YT and Kodak dataset) for all the remaining frames in a given video. Significant
advantages of our proposed method are that, it is more adaptive and it preserves the
temporal order. The proposed method is elaborated in the following subsections.
3.2.1 Color Feature Extraction
Color is an important feature perceived by humans and it is a widely used feature
in image processing applications. Moreover, the use of color histograms is a common
way of representing color features. Color histograms are created by counting the
number of pixels of each kind in an image and incrementing the appropriate bin of
the histogram. It is used to represent the distribution of colors (appearance) within
the video frames. The major issue of histogram-based techniques is the selection of
an appropriate color space and the quantization of that color space. In our proposed
method, we used the HSV color space, since it provides an intuitive representation of
color and it is close to human perception and manipulation of color. Hence each frame
is represented by a 16-bin quantization of the color histograms in the Hue alone in the
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HSV color space, aiming at reducing the amount of data, without loosing significant
information [141, 12]. Clearly the number of bins in different axes are changeable and
determined by the data and applications. Once the frame is represented as a 16 bin
color histogram, we order it as a 16-D row vector which represents the video content of
the original video. It reads each frame, calculates the histogram value Ha for the same
and normalizes it. Then it compares the histogram values of the current frame and
the previous frame (via chi-square distance), which remembers the difference values
for further processing. Though histogram is invariant to rotation, translation and
scaling of an object, it does not encompass semantic information and two different
images may possess similar color histograms [56]. To overcome this, we incorporated
motion vector features which is detailed in the following subsection.
3.2.2 Motion Feature Extraction
Motion features are extracted using the motion vector embedded in the original MPEG
file, which is used to represent the motion in video frames. It reads each frame,
calculates motion vector mi for each frame and then calculates the histogram value
Hm for the same and normalizes it as follows:
1. We first calculate the magnitude ai and orientation θi of such motion vectors mi
as
ai = ||mi|| =
√
m2ix +m
2
iy
and
θi = arctan2(miy,mix) + pi
An alternative is the Manhattan distance, ai = |mix|+ |miy| where mix and miy
are the components of mi along the x and y axes respectively. We use this for
efficient processing.
2. Determine the bin width ∆ as: ∆ = 2pi
β
where β is the number of bins
(We assigned β as 32 in our experiments based on experimental tests.)
3. Locate the position of θi at bin j as: j = b θi∆c mod β
4. A histogram Hm is constructed as Hmj ⇐ Hmj + ai for each pixels in a frame.
5. Normalize the histogram
Hmj
||Hm|| .
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We then compare the histogram values of the two inter-frames (via chi-square dis-
tance), and remember the difference values for further processing. The reason for
using histograms for motion representation is that it provides significant information
and it is computationally inexpensive.
3.2.3 Fusion of Color and Motion
Finally, the appearance Ha and the motion Hm are fused together through their
weighted average for better results as follows:
H = αHa + (1− α)Hm (3.1)
where α is a parameter in the unit interval [0,1] and controls the relative contribution
of both the appearance and motion. The setting of α is detailed in Section 3.3.1.4.
3.2.4 Key Frame Extraction
The process of extracting color and motion features and its fusion is repeated until
the frame count is equal to the window parameter ws (detailed below in Sections
3.3.1, 3.3.2 and 3.3.3 for OV, YT and consumer datasets respectively). If the frame
count is equal to ws, then the first two maximum histogram values are chosen and
the ratio of them is compared with the given keyframe extraction threshold δ. If this
ratio is greater than the threshold, then the frame index with the maximum value is
set as a key one and the index of the frame is remembered for further checking frame
similarity as detailed in the following subsection.
3.2.5 Elimination of Meaningless/Similar Frames
In order to avoid similar frames from the final set of key frames, they are compared
with the previous keyframe (for OV dataset, however compared with all the previous
keyframes for the YT dataset), through color histograms in the Hue alone from the
HSV color space with 16 bins via Euclidean distance. If the difference between the
color histograms is less than the elimination threshold ∆ (detailed below in Sections
3.3.1, 3.3.2 and 3.3.3 for OV, YT and consumer datasets respectively), the frame is
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removed from the summary, else it is checked for non-meaningless frames. If the stan-
dard deviation of pixel hue values is greater than 14, then the extracted keyframe is
retained, else it is removed from the summary. The process is repeated by shifting
the window (as specified in Sections 3.3.1, 3.3.2 and 3.3.3), until all the frames are
read and the key frames are extracted.
3.3 Experimental Results
In this section, we experimentally validate the proposed sliding window method. Ac-
cording to Troung and Venkatesh [11], the existing video summary evaluation tech-
niques can be grouped into three main categories: (i) result description, (ii) objec-
tive metrics and (iii) subjective metrics or user studies. Among those techniques,
we selected the subjective metric (quantitative comparison) and result description
(qualitative comparison) approaches. The performance of the proposed technique is
measured as the number of matches between the automatically selected keyframes
and those from the ground truth. In the case of the open video database [12] and
the youtube database [12], the ground truth was built by a number of users from the
sampled frames over each video clip. In the case of the consumer video database [5],
the ground truth was identified as those agreed by multiple human judges. For the
proposed method, unless otherwise stated, the parameters were set as discussed in
Section 3.2.
3.3.1 The Open Video Dataset
In this section, we use 50 videos selected from the OV dataset to validate the proposed
technique. We compare our proposed method with three other keyframe extraction
approaches including RPCA-KFE [87], STIMO [24] and DT [25]. To initialize the
keyframe extraction, the sliding window parameter ws is set to 30, as justified in
Subsection 3.3.1.4 and the window is shifted by sliding the window by one frame each
time (overlapping window). The keyframe extraction threshold δ is set to 1.2, based
on the Precison-Recall (PR) curve detailed in Subsection 3.3.1.4. Subsequently, the
similar/meaningless frames elimination threshold ∆ is set to 0.3 (established through
experimental tests).
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Figure 3.2: Automatic video summary using the proposed method over the video
Hurricane Force - A coastal perspective, segment 3 from the OV dataset.
Figure 3.3: User summaries of the video Hurricane Force - A coastal perspective,
segment 3 from the OV dataset.
Table 3.1: The performance of different methods over the Open Video dataset.
Summarization Techniques # selected KF Avg # KF CUSA CUSE
Our method 443 434 0.65 0.45
RPCA-KFE [87] 383 434 0.64 0.30
STIMO [24] 496 434 0.66 0.62
DT [25] 311 434 0.48 0.32
3.3.1.1 Quantitative Comparison
Here, we evaluate the keyframes based only on the similar image content without
considering the timestamp between the keyframes in line with [87]. This is because
the OV videos are longer and the scenes tend to change more slowly. The evaluation
is done in such a way that it is consistent with the human observer. The experimental
results are presented in Table 3.1.
Therefore the following conclusions can be drawn for the OV dataset from Table
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3.1: (i) Even though the number of keyframes selected by our proposed method (443
frames) is more than the average number of keyframes (434 frames) from the ground
truth. It is not as small as 311 frames selected by the DT method or as large as 496
frames selected by the STIMO method; (ii) The average error rate CUSE, 0.45, of
our method is lower than 0.62 of the STIMO method and the average accuracy rate
CUSA , 0.65, of our method is higher than 0.64 of the RPCA-KFE method. These
results suggest that our proposed method achieved better balance between accuracy
and error rates than all the competitors selected.
3.3.1.2 Visual Comparison
Figure 3.2 and 3.3 shows the automatic summary of our proposed method and the
ground truth user summaries over the video Hurricane Force - A coastal perspective,
segment 3. It contains 7 keyframes in which almost all the keyframes are in the
ground truth user summaries except the 2nd keyframe, which slightly differs in the
hurricane occurrence. In contrast, 1st keyframe from the user summary #3 and the
7th keyframe in all the user summaries is missing in the retrieved automatic summary
of our proposed method. These results show that while the participants had different
opinions towards what frames should be selected as key ones, our automatic method
can perform as well as an average participant.
3.3.1.3 Computational Efficiency
Since the source codes of the techniques compared were unavailable, we intend to
present the time taken of our proposed method for all the 50 videos in the OV dataset.
It took around 98.13 minutes in total. Though the total duration of all the 50 videos
is only 74.49 minutes, our proposed method took slightly more time to summarize,
than the actual duration of all the original videos. However, our proposed method
produce video summaries on-the-fly by computing the inter-frame difference between
the consecutive frames.
3.3.1.4 Ablation Study
In this section, we experimentally investigate the impact of various parameters on our
proposed method used for key frame extraction such as (i) color space and distance
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Figure 3.4: User summary #1 of the video Drift Ice as a Geologic Agent, segment
08 from the OV dataset.
Figure 3.5: The keyframes selected by the proposed method using different color
spaces for feature extraction for the video Drift Ice as a Geologic Agent, segment
08 from the OV dataset.
metrics for color feature extraction, (ii) sliding window size (iii) fusion analysis of
color and motion vector and (iv) keyframe extraction threshold.
We analysed the impact of various color spaces using the video Drift Ice as a Geologic
Agent, segment 08 relative to its user summary #1 shown in Figure 3.4. We considered
Hue alone in HSV with 16 bins, and to approximate the total number of bins to 256
for all the other color spaces and also to give importance to color component, we took
HSV with 16, 2 and 8 bins, RGB with 6, 7 and 6 bins for each corresponding color
channel. In the RGB color space, we assigned 7 bins to the green channel, since it is
close to the human perception of brightness. Each frame in the Lab, LUV and YCbCr
color spaces was represented as a histogram with 4, 8, and 8 bins along different color
channels as shown in Figure 3.5. The corresponding matches for H in HSV, Lab,
LUV, RGB and YCbCr are 8, 6, 7, 7, 6 and 7 with a computational time of 132, 141,
145, 160, 116 and 118 seconds respectively. Hence, we chose Hue alone in HSV for
color feature extraction due to its increased accuracy.
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Figure 3.6: User summary #1 of the video Take Pride in America, segment 01
from the OV dataset.
Figure 3.7: The keyframes selected by the proposed method for different distance
metrics for the video Take Pride in America, segment 01 from the OV dataset.
We also analysed the impact of different distance metrics such as Chi-square, Eu-
clidean, Manhattan using the video Take Pride in America, Segment 01 relative to
its user summary #1 shown in Figure 3.6. The retrieved keyframes for the distance
metrics are shown in Figure 3.7, where it retrieved 7, 7 and 6 matches with a com-
putational time of 101, 100 and 101 seconds respectively. Though Chi-square and
Euclidean distance retrives the same number of matches, we can see that, Euclidean
distance retrieves more and repeated keyframes which in turn will affect the over-
all performance of the video in terms of decreasing the value of precision. Hence,
chi-square distance metrics is a sensible choice for our proposed method.
Another important aspect is the impact of window size ws for keyframe retrieval and
is performed using the video The Great Web of Water, segment 01 relative to its user
summary #1 shown in Figure 3.8. The keyframes retrieved by the proposed method
for various sliding window sizes are shown in Figure 3.9. It can be seen that the
window sizes 10, 30 and 50 retrieved 6, 7 and 5 matches with a computational time
of 80, 72 and 74 seconds respectively. Hence, we chose the window size as 30 for our
proposed method.
We also analysed the impact of fusing percentage α of color and motion vector features
for keyframe extraction using the video Drift Ice as a Geologic Agent, segment 10
relative to its user summary #3 shown in Figure 3.10. We considered 30 % color and
70 % motion, 50 % color and 50 % motion, 70 % color and 30 % motion as shown in
Figure 3.11, where it retrieved 3,4 and 3 matches with a computational time of 51, 51
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Figure 3.8: User summary #1 of the video The Great Web of Water, segment 01
from the OV dataset.
Figure 3.9: The keyframes selected by the proposed method for various sliding
window sizes ws for the video The Great Web of Water, segment 01 from the OV
dataset.
and 53 seconds respectively. Hence, we chose (α as 50), 50 % color and 50 % motion
fusion in our proposed method.
Finally, we analysed the optimal keyframe extraction threshold δ using the PR curve as
shown in Figure 3.12. The threshold corresponding to the intersection point between
the main diagonal and the PR curve was selected as the optimal one. Hence we chose
1.2 as the optimal keyframe extraction threshold for OV dataset.
3.3.2 The YouTube Dataset
In this section, we use 40 videos (in line with the previous work used for comparison
[67]) from the YT database, which differ in color, length, motion and theme (eg.,
news, sports, commercials, tv-shows or home videos) created by [12], and their dura-
tion varies from 1 to 10 minutes. We compare our proposed method with three other
keyframe extraction approaches including VSUMM [12], VISON [67] and Equally
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Figure 3.10: User summary #3 of the video Drift Ice as a Geologic Agent, segment
10 from the OV dataset.
Figure 3.11: The keyframes selected by the proposed method for fusion analysis
for the video Drift Ice as a Geologic Agent, segment 10 from the OV dataset.
Table 3.2: The performance of different methods over the YouTube dataset.
Mean
Summarization Techniques Precision Recall F-measure Error rate
VSUMM [12] 0.51 0.53 0.52 0.59
Our method 0.44 0.42 0.43 0.66
VISON [67] 0.40 0.51 0.45 0.99
ESKF 0.25 0.55 0.35 2.20
Spaced Key Frames (ESKF). ESKF sample one frame per each segment (of 200
frames). To initialize the keyframe extraction, the sliding window parameter ws is set
to 50 and the window is shifted without an overlap. The keyframe extraction thresh-
old δ is set to 1.2 based on the Precision-Recall (PR) curve detailed in Subsection
3.3.2.4. Subsequently, the similar/meaningless frames elimination threshold ∆ is set
to 0.25 (established through experimental tests).
3.3.2.1 Quantitative Comparison
Here, we evaluate the keyframes, based on a two-way search followed by a consistency
check method described in Section 5.3. The experimental results are presented in
Table 3.2. Therefore the following conclusions can be drawn for the YT dataset from
Table 3.2 and the Receiver operating characteristic (ROC) space in Figure 3.13: (i)
The average error rate CUSE, 0.66, of our method is lower than 0.99 of the VISON,
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Figure 3.12: Optimal keyframe extraction threshold using PR curve for the OV
dataset.
Figure 3.13: ROC Space of the compared techniques for the YT dataset.
but higher than 0.59 of the VSUMM and the average Precision, Recall and F-measure
of our method is much lower than VSUMM, however achieved better balance and it
is close to VISON.
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Figure 3.14: Automatic video summary using the proposed method over a news
video from the YT dataset.
Figure 3.15: User summaries of a news video from the YT dataset.
3.3.2.2 Visual Comparison
Figure 3.14 and 3.15 shows the automatic summary of our proposed method and the
ground truth user summaries over a news video. It contains 4 keyframes in which all
the keyframes are in the ground truth user summaries. In contrast, the end of the
football pitch in the 2nd keyframe from the user summary #2,#3 and #4 and the 1st
keyframe in the user summary #5 is missing in the retrieved automatic summary of
our proposed method, though it selected the center the football pitch. These results
show that while the participants had different opinions towards what frames should
be selected as key ones, our automatic method can perform as well as an average
participant.
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3.3.2.3 Computational Efficiency
Since the source codes of the techniques compared were unavailable, we intend to
present the time taken of our proposed method for all the 40 videos in the YT dataset.
It took around 2 hours and 18 minutes in total to summarize all the 40 videos. How-
ever, our proposed method produce video summaries on-the-fly by computing the
inter-frame difference between the consecutive frames.
3.3.2.4 Parameter Analysis
While we use the same color space, distance metrics and fusion percentage α as in the
OV dataset, the only distinction is the usage of sliding window size ws for keyframe
retrieval.
Figure 3.16: User summary #3 of a sports video from the YT dataset.
Figure 3.17: The keyframes selected by the proposed method for various sliding
window sizes ws for a sports video from the YT dataset.
It is performed using a sports video relative to its user summary #3 shown in Figure
3.16. The keyframes retrieved by the proposed method for various sliding window
sizes are shown in Figure 3.17. It can be seen that the window sizes 10, 30 and 50
retrieved 3 matches with a computational time of 45, 43 and 43 seconds respectively.
Though the different window sizes retrieve similar number of matches, the number of
keyframes retrieved by window size 50 is only 5 (similar to the ground truth), which in
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Figure 3.18: Optimal keyframe extraction threshold using PR curve for the YT
dataset.
turn increases the precision. Hence, we chose the window size as 50 for our proposed
method.
Moreover, we analysed the optimal keyframe extraction threshold δ using the PR
curve as shown in Figure 3.18. The threshold corresponding to the intersection point
between the main diagonal and the PR curve was selected as the optimal one. Hence
we chose 1.2 as the optimal keyframe extraction threshold for the YT dataset.
3.3.3 Consumer Video Dataset
In this section, we use 8 video clips from the Kodak Home Video Database [5]. We
compare our proposed method with Heterogeneity image patch index (HIP) [4], Mo-
tion based keyframe extraction (MKFE) [5] and Equally Spaced Key Frames (ESKF).
ESKF splits a video into n equal length segments and the last frame from each seg-
ment is selected, where n is the number of frames in the ground truth. To initialize the
keyframe extraction, the sliding window parameter ws is set to total number of frames
in a video/number of ground truth frames, in order to retrieve keyframes equal to the
ground truth, in line with the previous work used for comparison and the window is
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Table 3.3: The performance of different methods over the Kodak consumer video
dataset.
Video Name # of true matches # of keyframes
Sliding Window (our method) HIP ESKF MKFE (Ground Truth)
HappyDog 2 2 2 2 4
MusuemExhibit 2 3 3 2 4
SoloSurfer 2 3 2 2 6
SkylinefromOverlook 3 4 3 1 6
FireworkAndBoat 2 2 2 3 4
BusTour 2 2 2 2 5
LiquidChocolate 3 4 4 3 6
OrnateChurch 2 3 2 3 4
Total # of reliable matches 18 23 20 18 39
Accuracy 46 % 59 % 51 % 46 %
shifted without an overlap. Here, the keyframe extraction threshold δ is set to 1, since
the ratio of the fused histogram values is not greater than the other varying thresholds
such as 1.1, 1.2, 1.3 or 1.4 and does not necessarily retrieve a frame from a window.
This is because of the nature of the videos in the dataset, where frames within a video
vary only in illumination. Subsequently, the similar/meaningless frames elimination
step is completely discarded in order to retain the extracted keyframes equal to the
ground truth.
3.3.3.1 Quantitative Comparison
To find the matches between the automatically retrieved keyframes and those in the
ground truth, we applied a two-way search followed by a consistency check method
described in Section 5.3. The total number of reliable matches depicted in Table 3.3
indicates the pertinent matches obtained over all the 8 videos under each technique.
The remaining keyframes could be considered as the non-matched frames or weak
and false matches. Since the desired number of keyframes extracted by the automatic
summaries of all the compared techniques are set equal to that in the ground truth,
the performance metrics such as precision, recall and f-measure are all equal (precision
= recall = f-measure). Table 3.3 indicates that our Sliding Window method performs
equally well for only 2 videos HappyDog and BusTour, when compared with other
summarization techniques. However, the total number of reliable matches of our
method is in line with MKFE method. This shows that our proposed method doesn’t
perform well for videos with illumination changes.
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3.3.3.2 Computational Efficiency
Since the source code of the MKFE method was not available, we intend to compare
the time complexity of our proposed method with the HIP method. Our proposed
sliding window method took only 3 minutes altogether to summarize all the 8 video
clips in Table 4.4, whereas the HIP method took as much as 8.46 minutes. Therefore,
our proposed method is computationally efficient than HIP method.
3.4 Summary
We proposed an innovative algorithm for keyframe extraction. The fusion of color
and motion vector features between the consecutive frames are analysed to determine
the representative frames based on a sliding window approach. The advantages of our
proposed method are: (i) It is very effective in preserving temporal order of a video
by providing a good summary with reduced file size. (ii) It can extract the keyframes
on the fly by computing the inter-frame difference and the keyframes are determined
rapidly within a window. Experimental results show that our proposed algorithm
outperforms other examined keyframe extraction algorithms for the OV dataset and
didn’t perform well for the YT and Kodak consumer video dataset. This is because
of the varied nature of the dataset, which vary in illumination.
To improve the computational efficiency of the sliding window based approach, in the
next chapter, another automatic video summarization approach using patch-based
clustering will be proposed for effective and efficient keyframe retrieval.
Chapter 4
A Patch-based Clustering
Approach for Automatic Video
Summarization
This chapter proposes another innovative method of video summarization, in order
to create a succinct representation of videos for efficient browsing and retrieval. It
includes two main steps: (i) the first step proposes a Distinct Frame Patch (DFP)
index for selecting a set of good candidate frames, and (ii) the second step proposes
a novel Appearance based Linear Clustering (ALC) to refine them for distinct ones.
While the first step measures the content of frames, the second step considers to what
extent one frame is different from another in both the spatial and temporal spaces. The
experiments are performed over two publicly accessible datasets. The results show the
effectiveness and efficiency of the proposed method when compared with other state-
of-the-art techniques.
4.1 Introduction
Recently, research in video summarization has gained more interest among the re-
search community and as a result, several techniques have been proposed in the liter-
ature, most of them are based on clustering [25, 24, 12]. The basic idea of clustering
is to group similar frames together via shot detection or feature extraction (e.g., color
or motion) and then extract a frame (nearer to the cluster center) per cluster as a
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keyframe. De Avila et al. [12] proposed a method, VSUMM, for producing static video
summaries. It is based on color feature extraction from video frames and K-means
clustering along with a novel approach for the evaluation of static video summaries.
Mundur et al. [25] proposed an automatic clustering algorithm based on Delaunay
Triangulation. Furini et al. [24] proposed an approach called STIMO, via clustering
based on Furthest-Point-First (FPF) algorithm, which is designed to produce on-the-
fly video storyboards. Dang and Radha [4] introduced a new image feature called
Heterogeneity Image Patch (HIP) index. It provides a new entropy-based measure
of the heterogeneity of patches using Sum Absolute Difference (SAD). It is evalu-
ated for every frame in a video sequence, in order to generate a HIP curve for that
sequence. Subsequently, a set of candidate frames is selected from abundant video
frames, based on the HIP curve. Then an Accumulative Patch Matching Image Dis-
similarity (APMID) measure is proposed for the creation of an affinity matrix among
these candidates. Finally, keyframes are extracted from the affinity matrix using a
min-max based algorithm. This method is computationally inefficient in computing
the HIP index, as it relies on SAD of pixel intensities between the patches.
Though there are some techniques that produce quality summaries, they are usually
computationally expensive and inefficient in a way that the time taken for computing a
video summary was around 10 times the video length [25]. This is quite inconvenient.
In this case, the major challenge still remains in the development of methods for a
swift extraction of keyframes for the representation of the content of the full video.
Thus, we propose to improve the HIP index by considering the color histogram feature
for each frame in the YCbCr color space with 16, 4 and 4 bins respectively. To reliably
determine whether a patch is similar to or different from any existing ones within a
class, we propose to represent each class using the average of the features of all the
similar patches, leading to an efficient Distinct Frame Patch (DFP) index. Initially,
the DFP index is used to select a set of good candidate frames. For their refinement, we
propose an efficient clustering approach coined as Appearance based Linear Clustering
(ALC), in order to generate a static summarization of the original video. Specifically,
the selected candidate frames (based on the DFP index) are represented as color
histograms and are then clustered based on 2D distance in both the feature space and
time space, by searching only the neighboring clusters, until it converges.
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Input video Select candidate
frames
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Figure 4.1: The main steps in the proposed method.
4.2 The Proposed DFP-ALC Keyframe Extraction
Method
The proposed method employs a patch-based technique for candidate frame selection.
The major motivation lies in two aspects: (i) patches are more resistant to imaging
noise than pixels themselves and thus can provide a more reliable representation of
how the video content changes spatially; (ii) patches are used to reliably estimate
the frame index, then to detect the discrepancy between different frames and finally
retrieve the distinct ones. A pipeline of our proposed method is shown in Figure 4.1.
Initially, each resized frame of a given video is split into different patches, and these
patches are then classified into distinct classes to estimate the uniqueness via Distinct
Frame Patch (DFP) index. It is computed as the entropy of the classification of
these patches, if they are similar in the YCbCr color space. Based on this uniqueness
measure, we select a set of good candidate frames. To further refine these frames for
the selection of distinct ones, we propose a novel Appearance based Linear Clustering
(ALC). The proposed method is elaborated in the following subsections.
4.2.1 Frame Representation and Selection of Candidate Frames
The detailed description of the method is depicted in Figure 4.2 and explained in
the following subsections. Pixel intensities are very sensitive to imaging noise and
illumination conditions, so how to represent the content of a video is challenging. To
address this issue, we propose first resizing each frame and then splitting it into equal
sized patches. A color histogram is defined for each patch in a frame and is used
to group similar ones into the same class and dissimilar ones into new classes. The
process continues until all the patches of a frame are classified into distinct classes
based on a preset threshold. Here the frame patches are scanned from left to right
and top to bottom. Consequently, the frequency for each distinct class (containing
similar frame patches) is calculated, which in turn is used to compute the DFP index
and the process continues for all the frames in a video. Eventually, frames having the
Chapter 4. A Patch-based Clustering Approach 60
Set of distinct patches
(0,0) (0,1) (0,2) (0,3) (1,0) (2,0) (3,0)           p1 = 7/48
(0,4) (1,4) (4,0) (4,1) (4,2) (4,6) (4,7)           p2 = 12/48  
(5,0) (5,1) (5,2) (5,6) (5,7)      
(0,5) (0,7) (1,5) (1,7) (2,4) (2,7) (3,1)           p3 = 12/48
(3,2) (3,6) (3,7) (5,3) (5,4)
(1,1) (1,2) (2,1) ( (2,2)                                  p5 = 4/48
(1,3) (2,3) (2,6) (3,3) (3,4) (3,5) (4,3)           p6 = 9/48
(4,4) (4,5)
DFP Index = = 0.442
Set of patch locations
# of distinct classes
Total # of patches
Candidate frames : Select a frame in each 
segment having the maximum DFP Index
A video frame
(0,6) (1,6) (2,5) ( (5,5)                                   p4 = 4/48
Relative frequency of each class
Figure 4.2: The estimation of the Distinct Frame Patch Index of a frame in the
video Hurricane Force - A coastal perspective, segment 3 in the Open Video Project
dataset.
maximum DFP index are selected from each specified segment (set of frames) of the
video as the candidate ones.
4.2.1.1 Resizing and Patch splitting
Firstly, each video frame in any dataset is down sampled to 80 × 60 and split into
patches with a size of 10 × 10 pixels. In this case, each frame contains a total of
48 patches. Down sampling (via bilinear interpolation) is performed to reduce the
computational time and it is based on the aspect ratio (4:3) of the datasets used in
our experiments. The use of different patch sizes usually produces similar results as
discussed in Section 4.3.1.4 and is also noticed in [4].
4.2.1.2 Patch Representation
Formally, a video frame is represented using two sets U and LU where U denotes
the set of different patches and LU denotes their locations in a frame. Each patch is
represented as a feature vector ui ∈ Rd(i ∈ [1, r]) in the d dimensional space (where
d=16 × 4 × 4 = 256 bins), r is the total number of patches obtained in each frame.
Therefore, U and LU can be represented as [4]:
U = {ui|ui ∈ Rd, i ∈ [1, r]}, (4.1)
LU = {lui ∈ N2|ui ∈ U, i ∈ [1, r]}. (4.2)
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Figure 4.3: Fingerprint image taken from [4].
Subsequently, each patch in a frame is represented using a three-dimensional histogram
H in the YCbCr color space with 16, 4 and 4 bins for luminance and chrominance
respectively. To identify the distinct patches within the frame without being affected
by the lighting conditions, the YCbCr color space is chosen.
4.2.1.3 Patch Classification
After each patch ui in a frame U has been represented with a histogram Hi, the
Euclidean distance between the histograms of different patches is calculated in order
to identify the distinct ones. If the distance between the histograms Hi and Hj of two
patches ui and uj is smaller than a threshold : ‖Hi−Hj‖ < , then ui and uj belong
to the same class. In this case, a class will contain more than one patch. If a class
contains more than one patch, then the average of the histograms of the patches is
computed for their representation and is used for further comparison of the incoming
patches, where the ordering of the patches within a class doesn’t matter. Otherwise,
if ‖Hi − Hj‖ ≥ , then uj is distinct from ui and will be assigned to a new class.
The distinct patch classification threshold,  = 0.001, is selected as the maximum
threshold based on the Fingerprint image shown in Figure 4.3 that leads to a DFP
index value of 1. The relative frequency of different patch classes U in a frame for a
given threshold  is given by:
PU() = {u¯k, pk|u¯k ∈ U, k ∈ [1, nr]} (4.3)
where
nr∑
k=1
pk = 1 and 0 < pk ≤ 1 (4.4)
pk =
|[u¯k]|
r
=
# of similar patches in class k
Total # of patches
(4.5)
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where pk is the relative frequency of class k, nr is the number of distinct classes, |[u¯k]|
is the cardinality of the set [u¯k] which contains similar patches in class k, and r is the
total number of patches.
4.2.1.4 Frame Index
The DFP index DU of different patch classes U in a frame is defined as the normalized
entropy of PU() and is given by:
DU =
1
log2r
(
nr∑
k=1
pklog2
1
pk
). (4.6)
It measures how the patches differ from each other and thus the content of a frame:
The more dissimilar the patches, the larger the DFP index. When all the patches
are completely different from each other, it will reach the maximum value of 1. After
calculating the DFP index for each frame in a video, a frame with the maximum DFP
index (highest entropy) from each specified segment is selected as a candidate one for
keyframe retrieval. The size of the segment is detailed below in subsections 4.3.1 and
4.3.3 for two different datasets respectively.
4.2.2 Keyframe Extraction
Figure 4.4: The main idea of the Appearance based Linear Clustering.
Inspired from SLIC superpixels [142], in this section, we propose a superframe based
clustering method in order to extract keyframes from the set of candidates obtained
from the previous step. In particular, a group of similar frames can be treated as a
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superframe. Color is one of the most common features perceived by humans and it is
widely used as a visual feature in image processing applications. Color histogram is a
common way to represent how the intensities of different pixels distribute. Since the
scenes tend to change rapidly in the open video dataset, Hue alone in the HSV color
space is chosen for clustering the candidate frames. However, in the consumer video
dataset the scenes are very similar and the YCbCr color space is sensitive to lighting
conditions, we choose it for clustering the candidate frames for that dataset. In line
with the previous work used for comparison, the number k of clusters is set equal
to the number of keyframes in the ground truth for the consumer video dataset. In
contrast, for the open video dataset, we propose to use Bayesian Information Criterion
(BIC) [143] for its determination as detailed in the following subsection.
4.2.2.1 Bayesian Information Criterion
The Bayesian Information Criterion (BIC) is defined as:
BIC =
1
σ2
k∑
i=1
∑
t∈Ii
d2(f (i), ft) + k log N (4.7)
where the parameter σ is set to reflect the width of the clusters and experimentally
determined as σ = 0.6, k ∈ [2, N ], Ii is the set of indexes of the frames in a given
video that belong to cluster i and t ∈ Ii is the index of a frame. d2(f (i), ft) is the
squared distance between the color histogram features C(i) and Ct of the cluster i and
the individual frame t in that cluster, and N is the number of candidate frames. The
definition of BIC can be abbreviated as:
BIC = measure of fit+ penalty (4.8)
where the first term measures the extent to which the frames in a cluster are different
from each other, the second term regularizes the number k of the clusters to avoid the
extreme case that each frame forms a cluster. The former decreases with the increase
in the latter and vice versa. Thus BIC can be minimized for the optimization of k.
4.2.2.2 Appearance based Linear Clustering
The selected candidate frames from the last subsection are clustered for the selection
of the final keyframes. To this end, the clusters need to be initialized. We propose
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firstly to split the ordered candidate frames into k segments of equal length S = N/k,
where N is the total number of retrieved candidate frames and k is the optimal number
of clusters. For example, if N = 100 and k = 4, then the first 25 frames are allocated
to the first cluster, the next 25 frames to the second and so on. The process of
initializing the centroids in a sequential order at regular intervals will make sure that
the consecutive similar frames are in the same cluster and thus would enable faster
convergence.
The candidate frames (without any resizing) are clustered based on 2D distance metric
in the feature space (color space as discussed in Sections 4.3.1 and 4.3.3 ) and time
space (frame index). Each frame is assigned to either the preceeding or subsequent
cluster as shown in Figure 4.4. The rationale for this search strategy are two fold: (i)
speeding up our clustering process, since the search of a frame for a potential cluster
is limited to its local neighbors and thus reduces the number of distance calculations,
and (ii) making sure that similar frames at different time intervals can be retained
to accurately represent the occurrence of events without ambiguity. Such strategy
is in contrast with the conventional k-means clustering, in which each frame must
be compared to all the clusters. A similar technique was adopted in [142]. The 2D
distance metric is defined as:
D = df + (
dt
S
) ∗ α (4.9)
where df and dt represent the distance in the feature space and time space respectively,
the parameter α controls the relative importance of the two spaces and is set to 0.5
based on the experimental tests. df is calculated as the distance between the feature
Ct of the current frame t and that C
(i) of a neighbouring cluster i: df = ||Ct −C(i)||.
dt is calculated as the distance between the frame index t
(i) of the cluster centre i and
that t of the current frame: dt = |t(i) − t|.
After clustering the candidate frames, the cluster centroids and indexes are updated
by recalculating the averages of the color histograms and frame indexes of the frames
in different clusters, until convergence. Finally, the candidate frames closest to the
cluster centroids are retrieved as the final keyframes. It can be seen from the devel-
opment that the proposed clustering method is simple, eliminates redundancy and
converges rapidly, thereby increasing the computational efficiency. It has a computa-
tional complexity of O(M) in identifying the candidate frames, O(2N) in clustering
these candidate frames, and O(kN) in retrieving the final keyframes. Thus it has an
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overall linear computational complexity in the number M of frames in the original
video.
4.3 Experimental Results
In this section, we experimentally validate the proposed DFP-ALC method. Accord-
ing to Troung and Venkatesh [11], the existing video summary evaluation techniques
can be grouped into three main categories: (i) result description, (ii) objective metrics
and (iii) subjective metrics or user studies. Among those techniques, we selected the
subjective metric (quantitative comparison) and result description (qualitative com-
parison) approaches. The performance of the proposed technique is measured as the
number of matches between the automatically selected keyframes and those from the
ground truth. In the case of the open video database [12] and the youtube database
[12], the ground truth was built by a number of users from the sampled frames over
each video clip. In the case of the consumer video database [5], the ground truth was
identified as those agreed by multiple human judges. For the proposed method, unless
otherwise stated, the parameters were set as discussed in Section 4.2.
4.3.1 The Open Video Dataset
In this section, we use 50 videos selected from the OV dataset to validate the proposed
technique. We compare our proposed DFP-ALC method with three other keyframe
extraction approaches including RPCA-KFE [87], STIMO [24] and DT [25]. To ini-
tialize the clustering process in our method, we split the video such that 1 frame was
selected in every 5 frames for the first 25 frames, then 1 frame in every 25 frames and
finally 1 frame in every 5 frames in the last 25 frames, since the beginning and the end
parts of the video tend to play a more important role in describing the events in the
video. The selected candidate frame t is represented as a color histogram Ct with Hue
alone in the HSV color space with 16 bins. To eliminate similar keyframes obtained,
we compare them through the color histogram (Hue alone in the HSV colorspace with
16 bins) based on the Chi-square distance. If the histogram difference between the
retrieved neighboring keyframes is lower than a threshold, (0.25 experimentally de-
termined), then that keyframe was removed from the summary. Finally, keyframes
with the standard deviation of pixel hue values less than 14 (possible black frames)
are also removed from the summary.
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Figure 4.5: Automatic video summary using the proposed DFP-ALC method over
the video Hurricane Force - A coastal perspective, segment 3 in the OV dataset.
Figure 4.6: User summaries of the video Hurricane Force - A coastal perspective,
segment 3 in the OV dataset.
Table 4.1: The performance of different methods over the Open Video dataset.
Summarization Techniques # selected KF Avg # KF CUSA CUSE
DFP-ALC (our method) 452 434 0.71 0.41
RPCA-KFE [87] 383 434 0.64 0.30
STIMO [24] 496 434 0.66 0.62
DT [25] 311 434 0.48 0.32
4.3.1.1 Quantitative Comparison
Here, we evaluate the keyframes only based on the similar image content without
considering the timestamp between the keyframes inline with [87] using the evaluation
metrics described in Section 2.3.1). This is because the OV videos are longer and
the scenes tend to change slower. The evaluation is done in such a way that it is
consistent with the human observer. The experimental results are presented in Table
4.1. Therefore the following conclusions can be drawn for the OV dataset from Table
4.1: (i) The number of selected keyframes by our proposed DFP-ALC method (452
frames) is close to the average number of keyframes from the ground truth. It is not
as small as 311 frames selected by the DT method or as large as 496 frames selected
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by the STIMO method; (ii) Since the number of the selected keyframes by our DFP-
ALC method is higher than that of RPCA-KFE and lower than that of STIMO, the
average error rate CUSE, 0.41, of our method is lower than 0.62 of the STIMO method
and the average accuracy rate CUSA , 0.71, of our method is higher than 0.64 of the
RPCA-KFE method. These results suggest that our proposed method achieved better
balance between accuracy and error rates than all the competitors selected.
4.3.1.2 Visual Comparison
Figure 4.5 shows the automatic summary of our proposed method over the video
Hurricane Force - A coastal perspective, segment 3. It contains 10 keyframes in which
almost all the keyframes are in the ground truth user summaries except the 4th
keyframe of the hurricane occurrence. Similarly, all the ground truth keyframes in
Figure 4.6 are in the retrieved automatic summary of our DFP-ALC method. These
results show that while the participants had different opinions towards what frames
should be selected as key ones, our automatic method can perform as well as an
average participant.
4.3.1.3 Computational Efficiency
Since the source codes of the techniques compared were unavailable, we intend to
present the time taken of our proposed method for all the 50 videos in the OV dataset.
It took around 27.9 minutes in total. While the total duration of all the 50 videos was
74.49 minutes, our proposed method took nearly one-third of the actual duration of
all the original videos, thus producing real-time video summaries due to frame resizing
and neighboring frames clustering without sacrificing performance.
4.3.1.4 Parameter Analysis
In this section, we experimentally investigate the impact of various parameters in our
proposed method used for key frame extraction such as (i) frame size and patch size
for distinct patch classification, (ii) entropy analysis for the computation of the DFP
index, and (iii) color space for clustering.
We firstly evaluate the impact of different frame sizes and patch sizes using the video
Drift Ice as a Geologic Agent, segment 07 relative to its user summary #1 shown in
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Figure 4.7: User summary # 1 of the video Drift Ice as a Geologic Agent, segment
07 in the OV dataset.
Figure 4.8: The keyframes selected by the proposed method with the frames
resized into different sizes for the video Drift Ice as a Geologic Agent, segment 07
in the OV dataset.
Figure 4.9: The keyframes selected by the proposed method for different patch
sizes of the video Drift Ice as a Geologic Agent, segment 07 in the OV dataset.
Figure 4.7. The keyframes retrieved by the proposed method with various frame sizes
and patch sizes are shown in Figs. 4.8 and 4.9 respectively. It can be seen that the
frame sizes of 160 × 120, 80 × 60 and 40 × 30 retrieved 3, 4 and 2 matched frames
with a computational time of 210, 20 and 6 seconds, the patch sizes of 20 × 20, 10 ×
10 and 4 × 4 retrieved 2, 4 and 3 matched frames with a computational time of 8, 20
and 203 seconds respectively. Such results show that our selection of the frame size
of 80 × 60 and the patch size of 10 × 10 has achieved a good compromise between
computational efficiency and keyframe retrieval accuracy.
We also evaluated the impact of two different entropy measures in our algorithm: (i)
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Shannon’s entropy described in our proposed method (see subsection 4.2.1.4) and (ii)
Tsallis entropy [144]. Our experimental results show that the proposed method is
not sensitive to the selection of the entropy measures in terms of either the keyframe
accuracy or computational time. Hence, Shannon’s entropy is a sensible choice in our
proposed method.
Figure 4.10: User summary # 1 of the video Take Pride in America, segment 01
in the OV dataset.
Figure 4.11: The keyframes selected by the proposed method using different color
spaces for clustering for the video Take Pride in America, segment 01 in the OV
dataset.
Finally, we analysed the impact of various color spaces for clustering candidate frames
using the video Take Pride in America, segment 01 relative to its user summary #
1 shown in Figure 4.10. We considered Hue alone in HSV with 16 bins, and to
approximate the total number of bins to 256 for all the other color spaces and also
to give importance to color component, we took HSV with 16, 2 and 8 bins, RGB
with 6, 7 and 6 bins for each corresponding color channel. In the RGB color space,
we assigned 7 bins to the green channel, since it is close to the human perception of
brightness. Each frame in the Lab, LUV and YCbCr color spaces was represented as a
histogram with 4, 8, and 8 bins along different color channels as shown in Figure 4.11,
where it retrieved 9, 8, 9, 8, 8 and 8 matches with a computational time of 46, 60, 57,
61, 51 and 53 seconds respectively. Hence, we chose Hue alone in HSV for clustering
candidate frames in the OV dataset due to its increased accuracy and computational
efficiency.
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Table 4.2: The performance of different methods over the YouTube dataset.
Mean
Summarization Techniques Precision Recall F-measure Error rate
VSUMM [12] 0.51 0.53 0.52 0.59
VISON [67] 0.40 0.51 0.45 0.99
DFP-ALC (our method) 0.41 0.42 0.41 1.69
ESKF 0.25 0.55 0.35 2.20
4.3.2 The YouTube Dataset
In this section, we use 40 videos (in line with the previous work[67] used for com-
parison) from the YT database, which differ in color, length, motion and theme (eg.,
news, sports, commercials, tv-shows or home videos) created by [12], and their dura-
tion varies from 1 to 10 minutes. We compare our proposed method with three other
keyframe extraction approaches including VSUMM [12], VISON [67] and Equally
Spaced Key Frames (ESKF). ESKF sample one frame per each segment (of 200
frames). All the parameters are set same as in the OV dataset except, the selected
candidate frame t is represented as a color histogram Ct in the YCbCr color space
with 16, 4 and 4 bins for luminance and chrominance respectively, as the keyframes
in the dataset varies in illumination.
Figure 4.12: ROC Space of the compared techniques for the YT dataset.
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4.3.2.1 Quantitative Comparison
Here, we evaluate the keyframes, based on a two-way search followed by a consis-
tency check method described in Section 5.3. The experimental results are presented
in Table 4.2. Therefore the following conclusion can be drawn for the YT dataset
from Table 4.2 and the ROC space in Figure 4.12: (i) VSUMM perform well enough
compared to other techniques, however the average Precision, Recall and F-measure
of our method achieved better balance and it is close to VISON.
Figure 4.13: Automatic video summary using the proposed method over a sports
video from the YT dataset.
Figure 4.14: User summaries of a sports video from the YT dataset.
4.3.2.2 Visual Comparison
Figure 4.13 and 4.14 shows the automatic summary of our proposed method and
the ground truth user summaries over a sports video. It contains 5 keyframes in
which almost all the keyframes are in the ground truth user summaries except the
3rd keyframe. In contrast, the emotions of the players depicted in the 2nd and the 4th
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Table 4.3: The summary of Kodak video clips used for evaluation [5].
Video Name # of keyframes Total # Indoor/ Camera Persp. Bright.
(Ground Truth) of frames Outdoor Motion Changes Changes
HappyDog 4 376 Outdoor Yes Yes Yes
MusuemExhibit 4 250 Indoor Yes No No
SoloSurfer 6 618 Outdoor Yes Yes Yes
SkylinefromOverlook 6 559 Outdoor (dark) Yes Yes Yes
FireworkAndBoat 4 656 Outdoor Yes No No
BusTour 5 541 Outdoor (inside bus) Yes Yes Yes
LiquidChocolate 6 397 Indoor Yes Yes Yes
OrnateChurch 4 194 Outdoor Yes Yes Yes
keyframe and the full view of the football pitch in the 6th keyframe in the user summary
#1 is missing in the retrieved automatic summary of our proposed method. Though
different participants had different opinions towards what frames should be selected
as key ones, our automatic method can perform as well as an average participant.
4.3.2.3 Computational Efficiency
Since the source codes of the techniques compared were unavailable, we intend to
present the time taken of our proposed method for all the 40 videos in the YT dataset.
It took around 43 mins and 5 s in total to summarize all the 40 videos, which is less
than the actual duration of all the original videos.
4.3.3 Consumer Video Dataset
While previous work were mostly applied to structured videos with certain publicly
available datasets, we focus on consumer videos in this section, which is more challeng-
ing to summarize than structured professionally generated ones (e.g. news, documen-
tary, sports, etc.). Our experiments were performed on 8 video clips from the Kodak
Home Video Database [5]. We compare our proposed method with Heterogeneity im-
age patch index (HIP) [4], Motion based keyframe extraction (MKFE) [5] and Equally
Spaced Key Frames (ESKF). ESKF splits a video into n equal length segments and
the last frame from each segment is selected, where n is the number of frames in the
ground truth. In order to extract the candidate frames for clustering in our proposed
method, we split the video into equal segments containing 10 frames each and a frame
with the maximum DFP index in each segment was selected. The selected candidate
frame t is represented as a color histogram Ct in the YCbCr color space with 16, 1
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Table 4.4: The performance of different methods over the Kodak consumer video
dataset.
Video Name # of true matches # of keyframes
DFP-ALC (our method) HIP ESKF MKFE (Ground Truth)
HappyDog 2 2 2 2 4
MusuemExhibit 3 3 3 2 4
SoloSurfer 3 3 2 2 6
SkylinefromOverlook 4 4 3 1 6
FireworkAndBoat 2 2 2 3 4
BusTour 3 2 2 2 5
LiquidChocolate 4 4 4 3 6
OrnateChurch 3 3 2 3 4
Total # of reliable matches 24 23 20 18 39
Accuracy 62% 59 % 51 % 46 %
and 1 bin for luminance and chrominance respectively. The experimental results of
different methods are presented in Table 4.4.
4.3.3.1 Quantitative Comparison
To find the matches between the automatically retrieved keyframes and those in the
ground truth, we applied a two-way search followed by a consistency check method
described in Section 5.3. The total number of reliable matches depicted in Table 4.4
indicates the pertinent matches obtained over all the 8 videos under each technique.
The remaining keyframes could be considered as the non-matched frames or weak
and false matches. Since the desired number of keyframes extracted by the automatic
summaries of all the compared techniques are set equal to that in the ground truth, the
performance metrics such as precision, recall and f-measure are all equal (precision
= recall = f-measure). Table 4.4 indicates that our DFP-ALC method performs
better for almost all the videos except one video FireworkAndBoat, when compared
with other summarization techniques. Moreover, the number of reliable matches of
our method increases thereby increasing the accuracy. This shows that our proposed
DFP-ALC method is powerful in characterizing and retrieving the contents of a video.
4.3.3.2 Qualitative Comparison
It is interesting to consider the video Skyline from overlook, which contains 6 ground
truth keyframes captured outdoors with significant amounts of change in perspec-
tive and brightness as shown in Figure 4.15. From Figure 4.16, it can be seen that
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Figure 4.15: User summary of the video Skyline from overlook in the consumer
video dataset.
Figure 4.16: Automatic video summaries of various summarization techniques of
the video Skyline from overlook in the consumer video dataset. Purple bounding
box indicates a pertinent match.
Figure 4.17: The keyframes selected by the proposed method using YCbCr and
Hue alone in the HSV color space for clustering for the video Skyline from overlook
in the consumer video dataset. Purple bounding box indicates a pertinent match.
ESKF delivers a strong baseline, even outperforming existing summarization tech-
nique, MKFE [5], since it retains temporal order and provides a pretty decent sum-
mary of the original video. However, this might not be the case for professional
videos with slowly changing scenes. The proposed DFP-ALC method recalled the
most matches from the ground truth. Even though all the four methods identify the
keyframe with two persons standing on the seaside, their positions do vary from the
right hand side to the left hand side. This reveals that it is challenging to identify the
true matches between the automatic summary and the ground truth.
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4.3.3.3 Computational Efficiency
Since the source code of the MKFE method was not available, we intend to compare
the time complexity of our proposed method with the HIP method. Our proposed
DFP-ALC method took only 48 seconds altogether to summarize all the 8 video clips
in Table 4.4, whereas the HIP method took as much as 8.46 minutes. Therefore, the
former is almost an order faster than the latter. On the other hand, the time taken for
the former to summarize all the 8 video clips is just about half of their total duration
(1.46 minutes), which clearly shows that our proposed method is able to produce
real-time video summaries.
4.3.3.4 Ablation Study
While we use the same frame size, patch size and the entropy measure as in the OV
dataset, the only distinction is the usage of the YCbCr color space with 16,1 and 1
bin for clustering the candidate frames. The selection of appropriate color space for
representation, is based on some prior knowledge of the video content. To this end,
since the scenes are very similar in the consumer video dataset and the illumination in
the YCbCr color space help to retrieve distinct key frames, we chose it for clustering
the candidate frames, where it retrieved more reliable matches as shown in Fig. 4.17
relative to its user summary shown in Fig. 4.15. It is interesting to note from Fig.
4.17 that, Hue alone in HSV with 16 bins also retrieve almost similar frames, except
the 2nd and the 5th matched pair, which vary slightly in their panning position, which
shows that the proposed approach is not much sensitive to feature definition across
various datasets.
4.4 Summary
We proposed a novel keyframe extraction approach in order to produce static video
summaries. It contains two main steps: (i) candidate frame selection using the pro-
posed DFP index, and (ii) keyframe extraction using the proposed appearance based
linear clustering of the candidate frames. We validated the proposed method over
the OV, YT and the consumer video datasets. The experimental results obtained are
compared with the ground truth, selected by human judges, as well as with those
selected by other state-of-the-art methods. These results show that the proposed
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DFP-ALC method outperforms the state-of-the-art ones in terms of both accuracy
and computational efficiency for the OV and consumer dataset. This is because the
DFP index is powerful in describing the contents of the video frames for the selection
of the candidate keyframes, and the appearance based linear clustering is effective in
finding the representative ones.
In the next chapter, we propose two automatic evaluation techniques for accurate
evaluation of video summaries produced by the existing techniques.
Chapter 5
Automatic Evaluation Techniques
This chapter proposes two novel techniques for precisely evaluating the video sum-
maries produced by the existing techniques. Firstly, the compatibility modelling ap-
proach includes two steps. The first step is to establish a set of matched frames between
the automatic summary (AT) and the ground truth user summary (GT) through two-
way search, in which the similarity between two frames are measured using correlation
coefficient. The second step is to estimate the consistency among these established
matches, so that the difference among these frames in the AT and GT are preserved
respectively. To accomplish this, a compatibility matrix is built based on the features
extracted from each of these frames. The consistency values among these matched
frames are estimated as the eigenvector of this matrix corresponding to the maxi-
mum eigenvalue. Such matched frames with a small enough consistency value will be
rejected, leading to more accurate identification of correct matched frames and thus
accurate performance estimation of the video summarization techniques. Experimen-
tal results based on the Open Video Project database shows that the proposed method
is effective in finding true matches and provides a more realistic measurement of the
performance for various techniques. Secondly, the Efficient IMage Euclidean Distance
(EIMED) approach retrieves a set of matched frames between AT and the GT through
two-way search, in which the similarity between two frames are measured using the
EIMED, which considers only neighboring pixels, rather than all the pixels in the
frames. Experimental results based on the Open Video Project database has shown
that the proposed method is effective in finding precise matches and usually discards
the false ones, leading to a more objective measurement of the performance for various
techniques.
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5.1 Introduction
The ultimate goal of this chapter is to develop an evaluation framework for automatic
video summary evaluation. Many video summarization techniques have been proposed
in the past few years [62, 24, 12, 26, 27, 4, 101, 102, 72]. Nevertheless, the evaluation of
those video summaries are quite challenging due to the lack of an efficient evaluation
method and the judgement of interestingness or importance of the contents is usually
subjective and application dependent.
This chapter proposes two simple, effective and efficient approaches namely the com-
patibility modelling and the EIMED for precise video summary evaluation. Firstly,
we developed a novel compatibility modelling method. It is composed of two main
steps. The first step is to establish a set of potential matches between AT and GT
using a two-way search from AT to GT and then back to AT again. To measure the
similarity between the two frames, the correlation coefficient is used. However, all
such established matches are not always correct and reliable. The second step is to
refine such matched frames based on the idea that the difference between frames in
AT should be preserved among those corresponding frames in GT. To this end, each
frame is first represented using a three-dimensional histogram in the HSV space. Then
the differences between frames in the AT and GT can be calculated respectively. Sub-
sequently, a compatibility matrix is computed penalizing the matched frames, where
such corresponding differences have not been preserved. The extent to which different
matched frames are consistent is estimated as the eigenvector of the compatibility
matrix corresponding to the maximum eigenvalue. Finally, such consistency values
are normalized using its maximum value and matched frames are discarded if their
consistency value is below a predetermined threshold. Those refined matches are used
instead, to accurately measure the performance of different techniques.
While the correlation coefficient measures global similarity between the images, the
local information can also be taken into account to better measure the image similari-
ties. To this end, we also propose to improve IMage Euclidean Distance (IMED) [145]
which considers the spatial relationship between all the pixels. Though it is effective
and can tolerate the distortion and/or small movement of the objects, its computa-
tional complexity is high in the order of O(n2), where n is the number of pixels in a
frame. Hence, we consider only the neighboring pixels, just like a kernel with a size,
let’s say 3 × 3, for example, leading to an Efficient IMED (EIMED). The EIMED is
used to measure the similarity between two frames via the two-way search [146]. The
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Figure 5.1: VSUMM AT (top) and User summary #2 (bottom) of the video A
New Horizon, segment 4 (available at the Open Video Project)
experimental results reveal that the neighboring pixels are usually sufficient for the
measurement of the similarity of different frames.
The proposed techniques are validated using the Open Video Project dataset. The
experimental results of both the techniques show that some state-of-the-art techniques
are not as effective as reported in the literature. Such findings will be useful for
the practitioners to select relevant techniques for their task and other researchers to
gain more reliable knowledge about the state-of-the-art and develop more advanced
techniques.
The main contributions of this chapter are:
1. We propose a simple and robust two-way search method using Pearson’s cor-
relation coefficient for the establishment of matched frames between AT and
GT.
2. We assess the consistency of matched frames using the compatibility matrix,
in order to discard the false and the weak ones obtained from the two-way
evaluation using correlation coefficient.
3. We also propose a simple and efficient two-way evaluation method using EIMED
which considers the spatial relationship between the neighboring pixels alone.
4. A comparative study between different summarization techniques shows their
true relative performance, which will be vital for other researchers to further
investigate the techniques.
5.2 A Brief Review of Evaluation Techniques
The evaluation by De Avila et al. [12] and Mei et al. [86] used only color features based
on Manhattan distance to measure the similarity between automatic summary and
Chapter 5. Automatic Evaluation Techniques 80
ground truth summary, whereas the evaluation by Mahmoud [147] and Mahmoud et
al. [26] incorporates both color and texture features based on Bhattacharya distance
instead. Even though using both the color and texture features gives more perceptual
assessment of the quality of video summaries, it is computationally inefficient and
challenging in terms of combining both the features. The performance of different
techniques are widely measured using precision, recall and f-measure. To this end, the
establishment of the matched frames in between AT and GT is crucial. Unfortunately,
such task is actually more challenging than it appears. In Figure 5.1, 7 pairs of frames
were computationally matched between AT and GT. But visually, it can be seen that
two matched pairs of frames (the 3rd and the 7th pair) are incorrect. Such false matches
clearly will distort and mislead the performance measurement of different techniques.
Most of the existing summarization techniques evaluate using the timestamps of the
key frames, in order to handle the inconsistent ground truth annotations, however
it will not be appropriate for certain videos depicting rapidly changing events in
different shots. In this case, how to define the matches between the user summaries
and automatically selected frames clearly plays a crucial role in revealing their true
performance. The term ‘match’ in this thesis denotes two images/frames that are the
same. Those correct matches should maintain their difference between each other in
the AT and the user summary as shown in Figure 5.7. Thus there arises a need for
the development of more accurate and robust methods. As a result, we propose the
following techniques for video summary evaluation.
5.3 A Pertinent Evaluation using Compatibility Mod-
elling
While various techniques have been proposed for video summarization, the evaluation
of those techniques is quite challenging, usually subjective and remains a research
topic in its own right. Hence, we propose an effective method for identifying the
true matches between AT and GT for the performance evaluation of the summarised
videos. It includes the initial establishment of matched frames via two-way search
followed by a consistency check where weak and false matches are eliminated. The
main steps are illustrated in Figure 5.2 and detailed in the following subsections.
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Input AT and GT
Perform two-way evaluation to 
retrieve potential matches
Construct compatibility matrix
Perform eigenvector estimation 
using iterative power method
Eliminate false and weak 
matches based on the threshold
Output matched frames
Figure 5.2: Overview of our proposed method
5.3.1 Establishment of Initial Matched Frames
Initial matched frames are vital for their further processing. To this end, we propose to
search from AT to GT and then back to AT again to establish the potential matches.
Such method has an advantage of easy implementation without involving any data
dependent threshold. The main idea of the two-way search is as follows. We use one
frame ATm from the automatic summary to search through the ground truth for the
most similar one GTn′ and then use this most similar frame GTn′ to search through
the automatic summary for the most similar one ATm′ . If this most similar ATm′ is
the same as the original one ATm, then we regard them as a reliable match, otherwise,
we do not consider it as appearing in the ground truth. The process continues for all
the frames within the automatic summary. A schematic representation of the two-way
evaluation method is illustrated in Figure 5.3.
Correlation coefficient [148] is used to measure the similarity between two frames
at each step. It is widely used in statistical analysis, image processing and pattern
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Figure 5.3: Two-way evaluation
recognition. Pearson’s correlation coefficient r can be mathematically defined as fol-
lows [149]:
r =
n∑
i=1
(Xi − µx)(Yi − µy)√
n∑
i=1
(Xi − µx)2
√
n∑
i=1
(Yi − µy)2
(5.1)
where Xi and Yi are the intensity values of the i
th pixel in the frame in AT & GT
respectively, µx and µy are the mean intensity values of the frame in AT & GT
respectively. The benefit of the correlation coefficient is that it reduces the comparison
of two two-dimensional images to a single scalar value [148].
Here, we use it to measure the similarity and correlation between two frames, where r
value will be 1, if two frames are absolutely identical, 0 if the two frames are completely
uncorrelated and -1, if the two frames are completely anti-correlated. Thus the higher
the correlation, the better the match between the frames.
5.3.2 Compatibility Modelling
After using the Pearson’s correlation coefficient, a set of matched frames between the
AT and GT has been established: (ATi, GTi), i = 1, 2, ..., n. Those matched frames
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are not always reliable and thus usually need to be refined. To this end, we propose
a three step procedure:
(1) Frame representation: Each frame in AT and GT is represented using a three-
dimensional histogram fi and gi in HSV space respectively: where 16, 4 and 4 bins
were used for Hue, Saturation, and Value respectively.
(2) Compatibility estimation: First we calculate the difference dij and d
′
ij between
any two frames in AT and GT respectively: dij = ||fi − fj|| and d′ij = ||gi − gj||, then
the compatibility matrix C = {Cij} is calculated as:
Cij = exp (−s ∗ |dij − d′ij|) (5.2)
where stretch factor s controls how heavily the difference |dij−d′ij| should be penalised
and its set up will be discussed in the next section. The eigenvector x∗ of Cij corre-
sponding to the maximum eigenvalue [150] indicates the extent to which the frames
are consistently matched. It actually maximizes:
x∗ = argmax
x
xTCx
xTx
(5.3)
It can be computed effectively using the iterative power method [151] as follows: An
initial vector x0 is randomly generated in the interval of [-1, 1] and then multiplied by
the compatibility matrix C (greater than equal to zero) to form another new vector and
the process continues until the difference between x
(k)
i and x
(k+1)
i at two consecutive
iterations k and k + 1 is below a threshold of 0.00001:
x(k+1) =
Cix
(k)
‖Cix(k)‖ (5.4)
where ‖Cixk‖ =
√
n∑
j=1
(Cijxj(k))2 , Ci is the i
th row of C. Finally, the relative consis-
tency value of each frame is calculated from x∗ = (x1, x2, · · · , xn) as: xi ← xi/xmax
where xmax = maxj xj.
(3) False and weak match elimination: If the relative consistency value xi of a initial
matched frame (ATi, GTi) is below a threshold δ, 0.6, for example, then this frame
(ATi, GTi) should not be counted as a matched frame for the performance measure-
ment of any technique.
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The proposed method calculates the correlation coefficient and the compatibility of
the matched frames between AT and GT and thus has a complexity of O(n1n2) in the
number of n1 and n2 frames in AT and GT respectively.
5.4 Experimental Results
In order to validate our video summary evaluation method and carry out a com-
parative study of its performance, we focus on evaluating various video summariza-
tion techniques using 50 videos selected from the Open Video Project [118] as de-
scribed in Section 2.5. We used automatic summaries from various summarization
techniques such as VSUMM [12] based on color feature extraction and K-means clus-
tering, VGRAPH [26] based on color and texture feature extraction, VSCAN [27]
based on modified Density-Based Spatial Clustering of Applications with Noise (DB-
SCAN) algorithm, OV based on curve simplification [119], STIMO (STIll and MOving
Video Storyboard) [24] based on color feature extraction and a fast clustering algo-
rithm. Also, we used the user study conducted by De Avila et al. [12] as ground truth
summaries, where the user summaries were created by 50 users, each one dealing
with 5 videos, meaning that each video has 5 different user summaries, so in total
250 summaries were created manually [12]. The performance metrics adopted in the
proposed evaluation method are precision, recall, fidelity and f-measure as described
in subsection 2.3.1.
5.4.1 Parameter Estimation
The assumption of the stretch factor s in Equation 5.2 are established through the
experimental tests as shown in Table 5.1, and it was set to 25. It was used to widen
the actual eigenvector values between the corresponding matches, so that they clearly
depict any false similarity matches obtained from their initial establishment. Those
eigenvector values are further normalised by calculating the ratio between each eigen-
vector value with the maximum of those values. The matches are consistent if the
normalized eigenvector values are more than the predetermined threshold δ. The
threshold value δ cannot be too large or too small. If δ is set to a small value, then a
number of false matches will remain which leads to incorrect estimation of consistent
matches. If δ is set to a large value, then a number of potential correct matches will
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Table 5.1: Actual eigenvector values for different Stretch factor s for VSUMMAT
and User summary #2 of the video A New Horizon, segment 4 (available at the
Open Video Project)
Stretch factor s
Matched pair 1 2 10 20 25
I 0.384462 0.390514 0.426803 0.453957 0.463314
II 0.384505 0.390606 0.427286 0.454379 0.463372
III 0.368811 0.359843 0.292929 0.218898 0.186483
IV 0.381288 0.384355 0.402789 0.418046 0.423947
V 0.378345 0.378512 0.374179 0.359719 0.35022
VI 0.379477 0.380885 0.389889 0.398035 0.401134
VII 0.368504 0.359674 0.308539 0.27742 0.269364
be rejected and the performance estimation will also be inaccurate. An appropriate
match can be expected by setting δ to 0.6 based on the experimental tests.
5.4.2 Similarity Measure Analysis
In this section, we investigate the impact of histogram measure instead of the Pearson’s
correlation coefficient for the establishment of initial matched frames between AT and
GT. To this end, we computed the HSV histogram with 16, 4 and 4 bin quantization
for each frame in the AT and GT and compared them using Euclidean distance. The
experimental results are presented in Figures 5.4, 5.5 and Figures B.1, B.2 in Appendix
B.
Though histogram measure achieves higher mean precision, recall and f-measure of
0.79, 0.86 and 0.81 than the Pearson’s correlation coefficient of 0.75, 0.81 and 0.76,
histogram measure is not reliable in finding the true matches between the automatic
and the ground truth summary, which can be revealed from Figures 5.4 and 5.5.
In Figure 5.4, Pearson’s correlation established three matches between VSUMMAT
and user summary #2 of the video The Great Web of Water, segment 02 from the
OV dataset, while the histogram measure established four matches, in which the 3rd
matched pair is incorrect, and should be regarded as a weak match. Similarly, in figure
5.5, Pearson’s correlation coefficient established eight matches between VSUMMAT
and user summary #2 of the video A New Horizon, segment 01 from the OV dataset,
while the histogram measure established eleven matches, in which the 1st, 7th and
10th matched pair is incorrect and should be regarded as weak matches. These results
show that the Pearson’s correlation is more reliable in finding the true matches, than
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Figure 5.4: VSUMMAT vs User summary #2 vs of the video The Great Web of
Water, segment 02 using Pearson’s correlation (top), histogram (bottom) from the
OV dataset. Arrows represent the corresponding potential matches between them.
Figure 5.5: VSUMMAT vs User summary #2 vs of the video A New Horizon,
segment 01 using Pearson’s correlation (top), histogram (bottom) from the OV
dataset. Arrows represent the corresponding potential matches between them.
the histogram measure, thus justifing our decision of using it for the establishment of
initial matched frames between AT and GT.
5.4.3 A Comparative Study
This section provides a comparative study of different summarization techniques:
VSUMM [12], VGRAPH [26], VSCAN [27], OV [119], STIMO [24] using our pro-
posed evaluation method.
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Table 5.2: Mean performance measures achieved using various summarization
techniques under our two-way evaluation method incorporating correlation coeffi-
cient along with execution time t in seconds
Summarization # of Videos Mean
Techniques Fidelity Precision Recall F-measure t(s)
VSUMM 50 0.61 0.71 0.81 0.76 93
VGRAPH 50 0.52 0.62 0.82 0.71 110
VSCAN 50 0.51 0.61 0.82 0.70 111
OV 50 0.53 0.64 0.71 0.67 91
STIMO 50 0.44 0.54 0.65 0.59 91
The evaluation results in Table 5.2 show that VSUMM produced the best evaluation
results since it eliminates meaningless and similar frames in the pre-processing and
post-processing steps respectively. Even though VSUMM does not maintain temporal
order as it employs K-means clustering for key frame extraction, we can conclude that
from our evaluation results that VSUMM AT is very close to human perception. In
contrast, STIMO lags behind, which may be improved by incorporating the elimina-
tion of meaningless frames during the pre-processing stage, even though it removes
possible redundancy during post-processing.
Figure 5.6 shows an example of VSUMM AT of the video Drift Ice as a Geologic
Agent, segment 8 with its user summary #2. It contains 9 AT frames and 6 GT
frames, in which the green arrows show the 5 corresponding matches between AT
and GT, based on the maximum correlation coefficient of 0.999, 1, 1, 0.995, 0.976
respectively. Moreover, the consistency of the matched frames are verified by the
proposed compatibility modelling. The normalised eigenvector values derived from
the compatibility matrix Cij with s = 25 as a stretch factor are 0.810601, 0.968447,
1, 0.86123, 0.977339 which are greater than the predetermined threshold δ. This
indicates that the retrieved matches obtained from the two-way evaluation method
using correlation coefficient are accurate. Consequently none of the frames need to be
discarded.
It is also interesting to consider the VSUMM AT of the video A New Horizon, segment
4 with its user summary #2 shown in Figure 5.1. It contains 13 AT frames and 8
GT frames, in which the green arrows show the 7 corresponding matches between
AT and GT, based on the maximum correlation coefficient of 1, 1, 0.532, 1, 1, 1,
0.536 respectively. The normalized eigenvector values for the matches are 0.999876,
1, 0.402448, 0.914917, 0.755806, 0.865686, 0.581314. The third and the seventh
eigenvector values (highlighted with bold font) are relatively small. Visually, the
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Figure 5.6: VSUMM AT (top) and User summary #2 (bottom) of the video Drift
Ice as a Geologic Agent, segment 8 (available at the Open Video Project)
Figure 5.7: Consistent matches between VSUMM AT (top) and User summary
#2 (bottom) of the video A New Horizon, segment 4 (available at the Open Video
Project) after compatibility modelling
third pair of matched frames are a frame with a building and a frame with irrigated
farmland; the seventh pair of matched frames are a frame with a building and a frame
with a river and a man. In this case, they should not be regarded as true matches.
Hence those two inconsistent matches are discarded and the pertinent matches are
shown in Figure 5.7.
It is also worthwhile to consider STIMO AT of another video America’s New Frontier,
segment 10 with its user summary #2 shown in Figure 5.8. It contains 16 AT frames
and 5 GT frames, in which the green arrows show the 5 corresponding matches between
AT and GT, based on the maximum correlation coefficient of 0.999062, 0.813028,
0.608523, 1, 0.64215 respectively. The normalized eigenvector values for the matches
are 0.957818, 0.893288, 0.287163, 1, 0.922567. The third eigenvector value (high-
lighted with bold font) is relative small. Visually, it shows a match between a frame
with a man and a frame with a man and texts in front. In this case, they represent a
weak match, hence discarded and the accurate matches are shown in Figure 5.9. This
shows that our method is powerful in revealing the false and weak matches required
for the performance evaluation of video summarization techniques.
Table 5.3 shows the mean performance measures achieved after compatibility mod-
elling which retains only the consistent matches between AT and GT summary. The
graphical representation of f-measure retrieved from Table 5.2 and Table 5.3 are shown
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Figure 5.8: STIMO AT (top) and User summary #2 (bottom) of the video Amer-
ica’s New Frontier, segment 10 (available at the Open Video Project)
Figure 5.9: Consistent match between STIMO AT (top) and User summary #2
(bottom) of the video America’s New Frontier, segment 10 (available at the Open
Video Project) after compatibility modelling
Table 5.3: Mean performance measures achieved using various summarization
techniques after Compatibility modelling along with execution time t in seconds
Summarization # of Videos Mean
Techniques Precision Recall F-measure t(s)
VSUMM 50 0.62 0.70 0.66 109
VGRAPH 50 0.53 0.69 0.60 126
VSCAN 50 0.51 0.69 0.59 132
OV 50 0.54 0.60 0.57 100
STIMO 50 0.44 0.53 0.48 104
in Figure 5.10, which reveals that the performance reported by [12] and [147] are really
optimistic due to the incorrect count of matched frames between AT and GT.
5.5 An Evaluation using Efficient Image Euclidean
Distance (EIMED)
While Section 5.3 proposed a Pearson’s correlation coefficient based method for the
measurement of similarity between different frames, in this section, another method
is proposed based on the IMage Euclidean Distance. While the correlation coefficient
based method provides global measurement of the similarity between two whole im-
ages, the EIMED also considers the local information and then may better measure
Chapter 5. Automatic Evaluation Techniques 90
Figure 5.10: Graphical representation of accuracy results achieved using various
summarization techniques before and after compatibility modelling
the image similarities. Hence, we propose an efficient two-way evaluation method
based on EIMED which is explained in the following sections. The main idea of the
two-way evaluation method was detailed in Section 5.3.1 in which the similarity be-
tween the frames are measured using EIMED. The major advantage of our two way
evaluation method is that it does not need to set up any threshold for retrieving the
number of matched frames and thus has an advantage of easy implementation.
5.5.1 IMage Euclidean Distance (IMED)
An image with a size of M ×N pixels can be written as a vector x = {x1, x2, ....xMN}
according to the gray level of each pixel. The conventional Euclidean distance d2E(x1, x2)
between vectorized images x1 and x2 is defined as [145, 152]:
d2E(x1, x2) =
MN∑
k=1
(xk1 − xk2)2
= (x1 − x2)T (x1 − x2) (5.5)
The conventional Euclidean distance assumes that different dimensions of xi and xj
are perpendicular. This assumption does not hold for the vectorized images. This
means that the Euclidean distance may not be suitable for the measurement of the
distance/dissimilarity between two images. Since the Euclidean distance discards the
image structures, it is unable to reflect the real distance between images [145]. Alter-
natively IMED [145] considers the angles between different dimensions by introducing
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the metric matrix G. The IMED d2IMED(x1, x2) between images x1 and x2 is defined
as:
d2IMED(x1, x2) =
MN∑
i=1
MN∑
j=1
gij(x
i
1 − xi2)(xj1 − xj2)
= (x1 − x2)TG(x1 − x2) (5.6)
where G is the metric matrix and gij is the metric coefficient specifying the spatial
relationship between pixels pi and pj, x
i
1 and x
i
2 indicate the reference pixel and x
j
1and
xj2 indicate the neighboring pixels. The weight gij is defined as:
gij = f(d
s
ij) =
1
2piσ2
exp
(−(dsij)2
2σ2
)
(5.7)
where dsij is the spatial distance between the pixels pi and pj on the image and σ is
the width parameter. For example, if pi is at location (k,l) and pj is at location (k
′,l′)
then dsij is given by:
dsij =
√
(k − k′)2 + (l − l′)2 (5.8)
As each summation in Equation 5.6 clearly has a computational complexity of O(MN)
in the number of pixels M ×N in the image, the computation of the overall distance
d2IMED(x1, x2) has a computational complexity of O(M
2N2). As IMED takes into
account spatial relationship between all the pixels, it is not sensitive to small spatial
deformation but it is computationally expensive [145].
Figure 5.11: Graphical representation of performance measures using different
techniques and window sizes. Left: 3× 3; Right: 11× 11.
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Figure 5.12: Calculation of EIMED between two frames
5.5.2 Efficient IMage Euclidean Distance (EIMED)
IMED [145] considers the spatial relationship between all the pixels and thus has an
advantage that it can accommodate small deformation/movement of the objects in
the images, at a high computational cost of O(n2) in the number of pixels in a given
image. However, the movements of the objects in the neighboring frames in a video
are usually small. On the other hand, Equation 5.7 shows that the weight gij will
exponentially decrease with regards to the distance dij. This implies that the distant
pixels will make little contribution to the computation of d2IMED(x1, x2). As a result,
in our work, we propose to consider only the neighboring pixels, just like a kernel
with a size of n × n, where n indicates the number of pixels in a image centred at
the pixel of interest. If n increases, more neighboring pixels will be considered and
the relative weights of the central pixels will decrease, and vice versa. This is proved
in our experiments and will be discussed in Section 5.6 where we have identified
that, 3 × 3 window size performs equally effective not only as 11 × 11 (see Figure
5.11), but also achieved almost similar results as considering all the pixels within
the images. The width parameter σ is set to 1 for simplicity. This way EIMED is
computationally efficient in terms of extracting similar matching frames/images. The
frame/image distance given in Equation 5.6 is calculated for EIMED (3 × 3 window
size) as depicted in Figure 5.12 where the red line indicates the reference pixel, blue
lines indicate the neighboring pixels for that referenced pixel and the yellow square
indicates the kernel size.
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5.6 Experimental Results
In this section, we validate our proposed method for performance evaluation of video
summaries using 50 videos selected from the Open Video Project [118] as described in
Section 2.5. A comparative study was performed using five state-of-the-art techniques:
VSUMM [12], VGRAPH [26], VSCAN [27], OV [119], STIMO [24]. The performance
metrics adopted in the proposed evaluation method are Fidelity, Precision, Recall and
F-measure as described in subsection 2.3.1.
Table 5.4: Mean performance measures achieved using various summarization
techniques under our two-way evaluation method using EIMED for different window
sizes along with execution time t in seconds
Summarization # of Videos Window Size Mean
Techniques Fidelity Precision Recall F-measure t(s)
VSUMM 50 3× 3 0.12 0.72 0.82 0.75 91
11× 11 0.11 0.71 0.81 0.75 260
VGRAPH 50 3× 3 0.13 0.63 0.84 0.70 106
11× 11 0.12 0.64 0.84 0.71 293
VSCAN 50 3× 3 0.12 0.62 0.84 0.70 120
11× 11 0.12 0.62 0.84 0.70 297
OV 50 3× 3 0.11 0.63 0.70 0.63 85
11× 11 0.11 0.63 0.70 0.63 238
STIMO 50 3× 3 0.12 0.57 0.67 0.59 87
11× 11 0.12 0.57 0.67 0.59 244
5.6.1 A Comparative Study
This section provides a comparative study of five state-of-the-art techniques: VSUMM [12],
VGRAPH [26], VSCAN [27], OV [119], STIMO [24] using our proposed evaluation
method. The experimental results in Table 5.4 show the mean performance mea-
sures achieved using various summarization techniques under our two-way evaluation
method using EIMED for different window sizes (3× 3 and 11× 11). It can be seen
that VSUMM produced the best evaluation results since it eliminates meaningless
and similar frames in the pre-processing and post-processing step respectively. The
removal of meaningless frames in the pre-processing stage not only saves computation
time but also improves the performance. As VSUMM employs k-means clustering
for key frame extraction, it does not maintain temporal order, however our evalua-
tion results show that VSUMM AT is very close to human perception. On the other
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Figure 5.13: Video summaries of various techniques for the video A New Horizon,
segment 4 (available at the Open Video Project)
hand, though STIMO removes possible redundancy during post-processing, it yields
poor evaluation results, which can be overcome by incorporating the elimination of
meaningless frames during the pre-processing stage. In the case of VGRAPH, even
though it eliminates the first frame of each shot as noise, it is worth incorporating
the elimination of meaningless frames. With respect to VSCAN, using some other
features like edge or motion instead of both color and texture may improve its perfor-
mance. However, the key frames produced by OV are very concise which shows that
some significant information might be missed leading to poor performance. It can be
overcome by retrieving more key frames that well represent the entire video.
Figure 5.13 shows the automatic summaries obtained by different approaches (VSUMM,
VGRAPH, VSCAN, OV, STIMO). It can be clearly seen that different techniques se-
lected different numbers of frames and some of them are the same or similar, while
the others are completely different or missing.
Figure 5.14 displays the user summaries for the video, A New Horizon, segment 4
(available at the Open Video Project), where it shows that even human users cannot
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Figure 5.14: User Summaries of the video A New Horizon, segment 4 (available
at the Open Video Project)
Figure 5.15: VSUMM AT (top) and User summary #1 (bottom) of the video A
New Horizon, segment 4 (available at the Open Video Project)
agree completely on what frames should be selected as a summary of the entire video.
This phenomenon shows that it is challenging to evaluate the keyframes selected by
different techniques due to the fact that the ground truth is essentially missing or
quite subjective.
Figure 5.15 shows VSUMM AT and its user summary #1 for the video A New Horizon,
segment 4 where it contains 13 AT frames and 6 GT frames, in which the green arrows
show the 5 corresponding matches (such as region map, pipeline, pumping plant,
reservoir and agricultural land) between AT and GT. On the other hand, Figure 5.16
shows VGRAPH AT and its user summary #5 for the video America’s New Frontier,
segment 4 which contains 7 AT frames and 7 GT frames, in which the green arrows
show the 5 corresponding matches (such as man with texts, sea floor geology, person
pointing with pen, rocks & mountainscape geology and gloria image) between AT and
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Figure 5.16: VGRAPH AT (top) and User summary #5 (bottom) of the video
America’s New Frontier, segment 4 (available at the Open Video Project)
Table 5.5: The F-measure of different video summary techniques reported in the
literature
Authors # of Videos Mean F-measure
VSUMM VGRAPH VSCAN OV STIMO
Our method 50 0.75 0.70 0.70 0.63 0.59
Mahmoud [147] 50 0.72 0.0.75 0.77 0.67 0.65
Mahmoud et al. [26] 50 0.72 0.75 - 0.67 0.65
GT. Even though the first frame of AT and GT in Figure 5.16 appears to be similar
at first sight to human eye, actually there is a slight variation of those frames, in the
position of the man operating the ship. Our method detects successfully even this
slight variation of position and considers those frames as distinct ones, rather than
matched ones, thus providing reliable measurement of the performance of various
video summary techniques.
To have an overall evaluation of the effectiveness of our method, we present the relative
performance of different video summary techniques with some of the previous studies
over the same dataset in Table 5.5. It can be seen that the mean F-measure of different
techniques achieved by our proposed method is usually low, except for VSUMM.
This means that the existing video summary techniques may not perform as well as
expected. This is because our method discarded the false similarity matched frames
between AT and GT, and thus provides a more realistic evaluation of the performance
of the video summary techniques. Such finding will be helpful for future researchers
to investigate and develop more advanced techniques.
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Table 5.6: The results of kernel size effect on the performance measurement of
VSUMM AT against User Summary #5
Window # of Videos Mean
size Precision Recall F-measure
3× 3 50 0.71 0.83 0.75
11× 11 50 0.71 0.82 0.75
n× n 50 0.73 0.85 0.77
5.6.2 Computational Efficiency
From the quantitative comparison in Table 5.4 we can notice that the window sizes
3×3 and 11×11 perform almost equally effective in terms of accuracy but the average
computational time for 3×3 window size was 1 minute and 38 seconds whereas 11×11
window size took 4 minutes and 26 seconds, increasing computational time by 171%.
On the other hand considering the spatial relationship of all the pixels for 50 videos,
it took nearly 3 hours for VSUMM AT with User summary #5. It achieves almost
similar accuracy as 3 × 3 window size as shown in Table 5.6. Therefore to evaluate
a single technique with all the 5 different user summaries, n × n window size would
take nearly 15 hours. This is almost intolerable. Thus we chose 3× 3 window size as
optimal, due to a good tradeoff between its accuracy and speed performance.
5.7 Summary
This chapter proposes two techniques for video summary evaluation. Firstly, we
propose a novel technique for identifying the true matched frames for the performance
evaluation of the summarised videos by measuring the global similarity between the
frames. It includes two main steps: (i) the initial establishment of matched frames
through a two-way search, where the similarity of the frames are measured using the
correlation coefficient, (ii) elimination of the false and weak matches, if the difference
between the frames in AT and GT have not been maintained. The consistency values
have a nice property and they have been estimated through an effective iterative
power method. Secondly, we also propose another novel approach for the evaluation
of automatic video summaries using local information between the frames, where the
distance between the two frames are measured using EIMED. Due to the property
of considering the spatial relationship between pixels, IMED is a preferred distance
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measure for images. EIMED considers only the neighboring pixels centered at the
pixel of interest, rather than all the pixels, and thus gain computational efficiency.
The two evaluation techniques described in this chapter are robust in identifying the
similarity between the frames. Nevertheless, the F-measure values of the compatibility
modelling approach for VSUMM, VGRAPH, VSCAN, OV and STIMO are 0.66, 0.60,
0.59, 0.57 and 0.48 as shown in Table 5.3. On the other hand, the F-measure values
of 3× 3 window size of EIMED approach for VSUMM, VGRAPH, VSCAN, OV and
STIMO are 0.75, 0.70, 0.70, 0.63 and 0.59 as shown in Table 5.4 reveals that the
compatibility modelling approach is more strict in weak and false match elimination
compared to the EIMED approach. Moreover, to compare the reliability among the
two proposed evaluation approaches, it is interesting to consider VSUMM AT of the
video Take Pride in America, segment 01 with its user summary #1 as shown in
Figure 5.17. It contains 11 AT and 11 GT frames, in which the green arrows show
the 8 corresponding matches between AT and GT based on the maximum correlation
coefficient. The normalized eigenvector values for the matches are 0.698886, 0.888672,
0.889058, 1, 0.874755, 0.909395, 0.847594, 0.537157. The eighth eigenvector value
(highlighted with bold font) is relatively small than the set threshold 0.6. Visually,
the eighth pair of matched frames depict a match between two distinct maps. In this
case, they represent a weak match, hence discarded and the accurate matches are
shown in Figure 5.18.
On the other hand, Figure 5.19 shows the EIMED approach of VSUMM AT of the
video Take Pride in America, segment 01 with its user summary #1. It contains 11
AT and 11 GT frames, in which the green arrows show the 8 corresponding matches
between AT and GT based on the EIMED approach. The first pair of frames in
Figure 5.19 is not considered as a match, since it differs in the illumination, however
the contents of the frame are similar. Further, the eighth pair of matched frames depict
a match between two distinct maps without discarding it. Hence, it can be concluded
that the compatibility modelling approach is more reliable than the EIMED.
Figure 5.17: Pearson’s correlation coefficient between VSUMM AT (top) and User
summary #1 (bottom) of the video Take Pride in America, segment 01 (available
at the Open Video Project)
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Figure 5.18: Consistent matches via Compatibility modelling approach between
VSUMM AT (top) and User summary #1 (bottom) of the video Take Pride in
America, segment 01 (available at the Open Video Project)
Figure 5.19: EIMED approach of VSUMM AT (top) and User summary #1
(bottom) of the video Take Pride in America, segment 01 (available at the Open
Video Project)
The experimental results highlights the following points:
 Our evaluation study via both the approaches showed that the existing tech-
niques may not perform as well as expected, due to the crop up of false matched
frames between AT and GT. Furthermore, our study also produced a new rank-
ing of the existing video summary techniques. Such findings will be useful for
future researchers to develop more advanced techniques and carry out compar-
ative studies among those different techniques.
 A comparative study of EIMED based on a publicly accessible dataset shows
that such distance did not sacrifice much in performance measurement, but gain
significant computational efficiency.
In the next chapter, we verify the consistency of user summaries using our reliable
compatibility modelling method proposed in this chapter.
Chapter 6
Human Consistency Evaluation of
Static Video Summaries
Automatic video summarization aims to provide brief representation of videos. Its
evaluation is quite challenging, usually relying on comparison with user summaries.
This chapter views it in a different perspective in terms of verifying the consistency
of user summaries, as the outcome of video summarization is usually judged based on
them. We focus on human consistency evaluation of static video summaries in which
the user summaries are evaluated among themselves using the consistency modelling
method we proposed in the previous chapter. The purpose of such consistency evalua-
tion is to check whether the users agree among themselves. The evaluation is performed
on different publicly available datasets. Another contribution lies in the creation of
static video summaries from the available video skims of the SumMe datatset. The
results show that the level of agreement varies significantly between the users for the
selection of key frames, which denotes the hidden challenge in automatic video sum-
mary evaluation. Moreover, the maximum agreement level of the users for a certain
dataset, may indicate the best performance that the automatic video summarization
techniques can achieve using that dataset.
6.1 Introduction
Though several evaluation strategies exist, our interest in this chapter is to investigate
the consistency of user summaries over different datasets and to evaluate the extent
to which the users agree among themselves. It is not the intention of the chapter
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Figure 6.1: Potential matches between user summary #4 (top) and the overall
trimmed summary (bottom) of the video Cooking from the SumMe dataset. Arrows
represent the refined matches after compatibility modelling.
to propose new methods to create a summary from a given video, but to investigate
how one summary can be better evaluated against another. To this end, firstly we
evaluate the user summaries using the reliable evaluation method described in Section
5.3. The method is composed of two main steps: In the first step, initial matches are
obtained between all the frames selected from the two different user summaries via
a two-way search using correlation coefficient for the measurement of their similar-
ity. Subsequently, consistency check is carried out where the inter-frame difference
between different user summaries are maintained, leading to the identification and
elimination of weak and false matches. To further reveal the consistency between the
user summaries, we also calculate as an indicator the pairwise correlation between the
number of frames chosen by different users.
In Figure 6.1, 4 pairs of frames were computationally matched (using the first step in
our evaluation method) between user summary #4 and the overall trimmed summary
in the SumMe dataset. Though the third pair of potential matched frames seem
to be semantically similar, they are not pertinent matches as the frames differ in
the brightness of a scene. Such weak matches will clearly distort and mislead the
performance measurement, thus should be discarded.
To validate the consistency among the users, three publicly accessible datasets are
used. The experimental results do show that the level of agreement between different
users varies drastically and such maximum agreement level probably indicates the
best performance that the automatic video summarization techniques can achieve.
The main contributions of this chapter can be summarised as:
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1. An investigation of human consistency to reveal the hidden challenge within the
video summary evaluation: (i) Consistency evaluation based on the potential
matched frames between different user summaries; (ii) Consistency evaluation
based on the refined matched frames using consistency modelling; and (iii) Con-
sistency evaluation based on the correlation between the numbers of frames
chosen by different users;
2. Static key frame creation from the annotated video segments of the SumMe
dataset (SM) in order to conduct experiments over them along with the other
two publicly available datasets.
6.2 The Human Consistency Evaluation Method
Due to the lack of universal evaluation strategy for video summarization, the evalua-
tion is indeed demanding. Since the outcome of the evaluation is usually judged based
on the user summaries, we thus examine in this chapter the consistency of those user
summaries, so that it can reveal to what extent the current evaluation methods are
reliable.
For a video vi (i = 1, 2, · · · , n), N users were invited to manually select the key frames
uji = {ujj
′
i |j′ = 1, 2, · · · , aij}, where aij is the number of frames selected by user j
(j = 1, 2, · · · , N) over vi. A user summary uji has been evaluated pairwise with all the
other user summaries uki over all the datasets used, in order to (i) retrieve the initial
matches, (ii) refine the matches and (iii) find the correlation between the number of
frames chosen. These steps are detailed in the following subsections.
6.2.1 Identification of potential matched frames between dif-
ferent user summaries using correlation
Here, the potential matched frames are obtained using a two-way search from a user
summary uji to a user summary u
k
i and then back to user summary u
j
i again. The two-
way search is implemented as follows: We use one frame ujpi from the user summary
uji to search through another user summary u
k
i for the most similar frame u
kq′
i and
then use this most similar frame ukq
′
i to search through the user summary u
j
i for the
most similar frame ujp
′
i . If this most similar frame u
jp′
i is the same as the original
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frame ujpi , then we consider them as a match (u
jp
i , u
kq′
i ). This process continues for
all the frames within the user summary uji , leading all the matched frames ui(j, k)
to be identified: ui(j, k) = {(ujpi , ukq
′
i )}. The similarity C1i(p, q) between two frames
ujpi and u
kq
i is measured using the reliable Pearson’s correlation coefficient as given in
Equation 6.1:
C1i(p, q) =
n∑
r=1
(xpr − x¯p)(yqr − y¯q)√
n∑
r=1
(xpr − x¯p)2
√
n∑
r=1
(yqr − y¯q)2
(6.1)
where xpr, y
q
r are the intensity values of the r
th pixel of ujpi and u
kq
i respectively, x¯
p
and y¯q are their mean intensity values. The benefit of the correlation coefficient is
that it reduces the comparison of two two-dimensional images to a single scalar value
between [−1, 1] [148]. A negative value of the coefficient shows a negative correlation
between the two images, a zero value shows no correlation, and a positive value shows
a positive correlation. The larger the coefficient, the higher the similarity of the two
images.
6.2.2 Refinement of potential matched frames using the con-
sistency modelling
The matched frames obtained in the last section are not always reliable and thus
usually need to be refined. Hence, we believe that all the correct matches should
maintain their difference between each other in the individual user summaries. In
contrast, such difference may not be maintained by the weak and false matches.
To this end, a match (f(m), f ′(m))(m = 1, 2, · · · , |u(j, k)|) between two user sum-
maries (uj, uk) over a particular video is represented using two three-dimensional
histograms hm and h
′
m in the HSV color space for each matched frame from each user
summary, where 16, 4 and 4 bins were used for Hue, Saturation, and Value respectively.
Initially, we calculate the difference dml and d
′
ml between any two matched frames
(f(m), f ′(m)) and (f(l), f ′(l)) between any two user summaries: dml = ||hm−hl|| and
d′ml = ||h′m − h′l||. Then the compatibility matrix C = {Cml} is calculated as follows:
Cml = exp (−s ∗ |dml − d′ml|) >= 0 (6.2)
where s is a stretch factor which controls how heavily the difference |dml−d′ml| should
be penalised and it was set to 25 in this chapter based on the experimental tests.
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The eigenvector x∗ of C corresponding to the maximum eigenvalue [150] indicates the
extent to which the frames are consistently matched.
x∗ = argmax
x
xTCx
xTx
(6.3)
It can be computed effectively using the iterative power method [151] as follows: An
initial vector x(0) is randomly generated over the interval [-1, 1] and then multiplied
by the compatibility matrix C to form another new vector and the process continues
until the difference between x
(t)
i and x
(t+1)
i at two consecutive iterations t and t+ 1 is
below a threshold of 0.00001, for example:
x(t+1) =
Cx(t)
‖Cx(t)‖ (6.4)
where ‖Cx(t)‖ denotes the Euclidean length of a vector. Finally, the relative consis-
tency value xˆm of the match (f(m), f
′(m)) is calculated from x∗ = (x1, x2, · · · , x|u(j,k)|)
as: xˆm ← xm/xmax where xmax = maxm′ xm′ . If the relative consistency value xˆm is
below a threshold δ, 0.6 for example, then the match (f(m), f ′(m)) should not be
treated as a correct one for the performance measurement of those two user sum-
maries uj and uk. It should be noted that the stretch factor s and the threshold δ
may be data dependent. Normally, the stretch factor s should be large enough to
filter the correct matches and discard the weak/false ones. If the threshold δ is too
small, then a number of false matched frames will remain. If the threshold δ is too
large, then a number of potential correct matches will be rejected. Both cases would
lead to the incorrect estimation of consistent matches. The setup of these parameters
are experimentally investigated in Section 6.5.2.
6.2.3 Consistency evaluation based on the number of frames
chosen by different users using correlation
Different users usually select different numbers of frames from a given video for their
summary. In this case, the consistency between two users may be measured using the
correlation between the number of frames selected. This measure has an advantage
of easy implementation that does not involve the difficult task of extracting features
for the representation of the frames and establishing their matches. The correlation
between the numbers aij and aik of selected frames by two users j and k over different
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videos vi is computed as:
C2(j, k) =
n∑
i=1
(aij − a¯j)(aik − a¯k)√
n∑
i=1
(aij − a¯j)2
√
n∑
i=1
(aik − a¯k)2
(6.5)
where a¯j =
1
n
∑
i aij and a¯k =
1
n
∑
i aik are the mean number of key frames selected
by user j and k over all the videos respectively.
6.3 Performance Metrics
We adopt the widely used metrics such as precision, recall and f-measure [116] for
the evaluation of the performance of different users using the initial and the refined
matches obtained from Section 6.2 above, where precision determines how many se-
lected frames are relevant, whereas recall determines how many relevant frames are
selected. F-measure is the harmonic mean of both precision and recall, which reveals
the accuracy of a user summary. The higher the F-measure, the better the accuracy.
pi(j, k) =
|ui(j, k)|
aij
, (6.6)
ri(j, k) =
|ui(j, k)|
aik
, (6.7)
fi(j, k) = 2 ∗ pi(j, k) ∗ ri(j, k)
pi(j, k) + ri(j, k)
. (6.8)
where pi(j, k), ri(j, k) and fi(j, k) are precision, recall and f-measure between a user
summary uji and another user summary u
k
i over video vi respectively. |ui(j, k)| is the
number of matched frames between uji and u
k
i , aij and aik are the number of frames
selected by user j and k over video vi respectively. The consistency of user summaries
is evaluated using the pairwise f-measure between them as performed by [29]. The
pairwise mean precision p(j, k), recall r(j, k) and f-measure f(j, k) between two user
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summaries uji and u
k
i over all the videos vi are defined as:
p(j, k) =
1
n
n∑
i=1
pi(j, k),
r(j, k) =
1
n
n∑
i=1
ri(j, k),
f(j, k) =
1
n
n∑
i=1
fi(j, k). (6.9)
The mean precision p(j), recall r(j), and f-measure f(j) of a particular user j against
all the other users k are computed as:
p(j) =
1
N − 1
N∑
k=1,k 6=j
p(j, k),
r(j) =
1
N − 1
N∑
k=1,k 6=j
r(j, k),
f(j) =
1
N − 1
N∑
k=1,k 6=j
f(j, k). (6.10)
From the metrics above, it can be clearly seen that the method used to find the
matched frames ui(j, k) plays a crucial role in the measurement of the performance of
different techniques. Thus, it must be accurately defined. The incorrect matches will
lead to inaccurate and misleading performance measurement for different techniques.
6.4 Keyframe Creation from the SM datatset
Initially, key frames are extracted for each individual user summary (from the avail-
able video skims summarized by 15 to 18 different people, from which we chose the
beginning 15 users to make it consistent for all the 25 videos in the SM dataset [29]), by
selecting the middle frame from each skim excerpt of a video [11]. Here, we considered
only the beginning 15 user annotations for each video in order to ensure consistent
evaluation. Subsequently, the overall user summary (US) is created based on the
votes of the users for each frame in a video in the following three steps. (i) Selection
of candidate key frames: Considering a video, the votes for each frame is counted
and those with votes greater than or equal to 8 (more than 50 %) are considered as
candidate ones. (ii) Removal of neighboring frames: If a number of candidate key
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Table 6.1: Extracted key frames from the video skims chosen by User #1 for the
videos Cooking and Eiffel Tower from the SM dataset.
User # Video Name Video Skims Extracted Key Frames
1 Cooking 490-598 544,
772-799 786,
1045-1100 1073.
1 Eiffel Tower 1190-1394 1292,
2458-2606 2532,
3945-4130 4038.
frames are continuous in the time space in the original video, they are neighbors and
called ”stretch”. The middle frame of such stretch is chosen as a key one, leading to
the overall US. (iii) Removal of similar frames: In order to avoid similar frames being
selected as key ones, if the difference in index between the consecutive frames in the
overall US is less than 25, then those frames are further removed.
Such a process leads to a non-redundant overall trimmed summary (TS). Examples
of the key frame creation from the video skim (by user summary #1) excerpt and
the overall US & TS key frame creation for the videos Cooking and Eiffel Tower are
shown in Tables 6.1 and 6.2 respectively. The number of key frames extracted from
the video segment chosen by various users, the overall US and their TS for all the 25
videos are presented in Table 6.3.
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Table 6.2: Overall user summary (US) and the overall trimmed summary (TS)
key frame creation for the videos Cooking and Eiffel Tower from the SM dataset.
Video Name Frame # of the Overall US # of Users Extracted The Frame Final Key Frame Selected (Overall TS)
Cooking 492 8 X
496 9
505 10
512 9
518 8 X
530 9
536 8
782 9 X
786 10
788 11
790 10
792 11
797 10
800 9
1033 8 X
1037 9
1041 10
1047 13
1050 14
1053 15
1059 16 X
1064 13
1067 12
1071 11
1077 10
1084 9
1089 8 X
Eiffel Tower 121 8 X
126 9
138 10
151 9 X
157 8
1213 8 X
1219 9
1228 10
1235 11
1239 12 X
1251 13
1264 12 X
1288 10
1316 9 X
1328 10
1340 9
1348 10 X
1356 9
1365 8
3203 8 X
4891 9 X
4910 8
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Table 6.3: Total # of key frames extracted from each video chosen by different users, the overall user summary (US) and the overall
trimmed summary (TS) from the SM dataset.
Video # Video name Total # of frames U #1 U #2 U #3 U #4 U #5 U #6 U #7 U #8 U #9 U #10 U #11 U #12 U #13 U #14 U #15 Overall US Overall TS
1 Air force one 4494 4 4 7 11 3 8 3 4 2 10 3 5 3 10 3 21 12
2 Base jumping 4729 5 9 2 6 2 5 7 7 6 4 5 5 6 3 6 30 11
3 Bear park climbing 3341 6 4 7 4 8 2 3 7 3 3 8 6 2 7 6 3 1
4 Bike polo 3064 1 5 1 4 5 4 4 3 3 4 4 5 5 4 6 19 8
5 Bus in rock tunnel 5133 5 3 11 3 8 4 10 7 7 6 4 5 3 5 2 8 3
6 Car over camera 4382 2 6 9 7 4 2 5 8 3 1 4 3 2 2 9 20 7
7 Car rail crossing 5075 4 10 5 3 4 8 4 5 4 7 5 4 3 5 2 27 13
8 Cockpit landing 9046 8 6 11 10 5 2 9 10 5 6 9 1 7 5 9 16 12
9 Cooking 1287 3 3 3 6 3 3 4 3 4 3 1 3 4 2 3 27 6
10 Eiffel tower 4971 3 7 7 6 5 7 6 5 5 6 3 4 12 3 4 22 9
11 Excavators river crossing 9721 9 6 18 6 5 13 17 15 6 1 6 10 9 14 7 33 19
12 Fire domino 1612 2 5 5 2 3 3 9 3 3 4 3 4 8 3 3 22 5
13 Jumps 950 3 3 5 4 1 2 3 1 3 3 3 4 2 4 3 17 4
14 Kids playing in leaves 3187 4 1 3 5 7 4 2 3 4 3 4 8 1 10 3 14 6
15 Notre dame 4608 10 7 14 5 3 8 6 8 3 11 4 8 16 7 5 15 6
16 Paintball 6096 4 10 6 9 6 3 5 4 3 7 4 3 4 3 3 29 12
17 Paluma jump 2574 3 4 4 3 3 5 3 1 3 4 1 3 2 3 3 28 9
18 Playing ball 3119 6 6 10 7 1 2 6 3 6 4 3 2 6 3 5 17 10
19 Playing on water slide 3065 6 4 2 9 2 5 6 3 3 5 13 3 3 10 3 1 1
20 Saving dolphins 6683 7 4 3 8 5 9 5 6 8 10 9 1 10 5 7 11 6
21 Scuba 2221 5 3 3 5 2 3 3 5 1 3 3 4 4 3 6 9 4
22 St. Maarten landing 1751 2 4 4 3 2 2 4 3 1 1 4 1 7 3 4 21 7
23 Statue of liberty 3863 2 5 3 2 2 2 1 11 3 2 3 5 5 2 1 5 3
24 Uncut evening flight 9672 6 8 7 3 7 8 3 4 3 13 3 6 4 6 9 29 16
25 Valparaiso downhill 5178 10 10 16 2 10 3 7 10 7 2 5 10 13 5 6 26 10
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Figure 6.2: Key frames created for the overall US and the overall TS for the
videos Cooking and Eiffel Tower from the SM dataset.
Figure 6.2 shows the overall US and the overall TS for the videos Cooking and Eiffel
Tower. The first 3 rows with 27 frames depict the overall US for the video Cooking
and the 4th row with 6 key frames depicts the overall TS. Also, the 5th, 6th and 7th
rows with 22 frames depict the overall US for the video Eiffel Tower and the 8th row
with 9 key frames depicts the overall TS. It can be seen that the similar frames were
eliminated by the proposed process from the overall US, leading to the distinct ones
being identified and retained in the overall TS.
6.5 Experimental Results
In this section, we evaluate the consistency of user summaries using 50 videos selected
from OV, 50 videos selected from YT and 25 videos selected from SM as described in
section 2.5, which was captured by either professionals or amateurs.
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Table 6.4: Mean F-measure of the user summaries based on the potential matched
frames for 50 videos from the OV dataset. Bold and underlined values indicate
minimum and maximum values respectively.
Mean F-measure
User # 1 2 3 4 5
1 1 0.74 0.74 0.75 0.74
2 0.74 1 0.78 0.75 0.75
3 0.74 0.78 1 0.77 0.76
4 0.75 0.75 0.77 1 0.72
5 0.74 0.75 0.76 0.72 1
Table 6.5: Mean F-measure of the user summaries based on the potential matched
frames for 50 videos from the YT dataset. Bold and underlined values indicate
minimum and maximum values respectively.
Mean F-measure
User # 1 2 3 4 5
1 1 0.68 0.65 0.64 0.69
2 0.68 1 0.67 0.66 0.69
3 0.65 0.67 1 0.66 0.67
4 0.64 0.66 0.66 1 0.66
5 0.69 0.69 0.67 0.66 1
Figure 6.3: Overall performance metrics of the user summaries based on the
potential matched frames for 50 videos from the OV dataset.
6.5.1 Consistency evaluation based on the potential matched
frames
The pairwise mean f-measure in Equation 6.9 over the potential matched frames be-
tween different user summaries lies between 0.72 and 0.78 for the OV dataset, 0.64
and 0.69 for the YT dataset and the mean f-measure between each user summary and
Chapter 6. Human Consistency Evaluation 112
Figure 6.4: Overall performance metrics of the user summaries based on the
potential matched frames for 50 videos from the YT dataset.
Figure 6.5: Overall performance measures of the user summaries against the
overall TS based on the potential matched frames for 25 videos from the SM dataset.
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Figure 6.6: User summaries of the video Hurricane Force - A coastal perspective,
segment 3 from the OV dataset.
Figure 6.7: User summaries of a cartoon video from the YT dataset.
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Figure 6.8: User summaries of the video Cooking from the SM dataset.
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Figure 6.9: User summary #4 (top) vs the Overall TS (bottom) of the video Cook-
ing from the SM dataset. Arrows represent the corresponding potential matches
between them.
Figure 6.10: Consistent matches between user summary #4 (top) vs the overall
TS (bottom) of the video Cooking in the SM dataset.
the overall TS lies between 0.44 and 0.50 for the SM dataset which can be seen from
Tables 6.4 and 6.5 and Figure 6.5 respectively. The overall means of mean f-measure
are 0.75, 0.67 and 0.46 as shown in Figures 6.3, 6.4 and 6.5 for the OV, YT and SM
dataset respectively. Figure 6.6 shows 5 different user summaries of the video Hurri-
cane Force - A coastal perspective, segment 3 from the OV dataset. Apparently, only
the first and the last frame in user summary #5 and the 4th frame in user summary
#1 are different. However, a careful observation of the 7th frame in user summary
#1 and user summary #2 respectively shows that there is also a difference in the
landscape but, it is considered as a match by the proposed two-way search. Similarly,
the corresponding 3rd frame selected by user #1 and user #2, are slightly different
in the rectangular display along with some background, which is again considered as
a match by the proposed two-way search. These weak and false matches clearly lead
to an optimistic performance measurement of different users and thus should be elim-
inated in order to obtain a more accurate and objective performance measurement,
which will be investigated below in Section 6.5.2.
Figure 6.7 shows 5 different user summaries of a cartoon video from the YT dataset.
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Table 6.6: Mean F-measure of the user summaries based on the refined matched
frames for 50 videos from the OV dataset. Bold and underlined values indicate
minimum and maximum values respectively.
Mean F-measure
User # 1 2 3 4 5
1 1 0.62 0.63 0.65 0.64
2 0.63 1 0.69 0.66 0.68
3 0.64 0.69 1 0.67 0.68
4 0.65 0.67 0.68 1 0.65
5 0.65 0.67 0.69 0.65 1
It contains 9, 16, 17, 10 and 16 frames for user summaries #1, #2, #3, #4 and #5
respectively, which show the varying levels of agreement between users even among
the number of frames chosen. Also, if we consider the actual user summaries extracted
by different users, they differ drastically. Suppose, if we consider user summary #1
(containing 9 frames), the 1st, 2nd, 3rd, 5th, 6th and 8th frames occur in all the other user
summaries, whereas the 4th frame is missing in those of user summaries #3, #4, and
#5 and 7th and 9th frames are missing in those of user summary #4. Also a varying
large number of frames are extracted by users #2, #3 and #5 respectively. Figure 6.8
shows 15 different user summaries of the video Cooking from the SM dataset. Figure
6.9 contains 6 frames as user summary #4 (at the top) and 6 frames as the overall
TS (at the bottom), in which the arrows show the corresponding 4 matches between
them. While considering both the number of frames and the actual user summaries
extracted by different users in different datasets, it seems only half of them agree
among themselves which reveals that the users’ agreement is better in the OV dataset
compared to the YT and SM datasets. This may be due to the professionalism and
organization in capturing the videos of the OV dataset, which leads various users to
select almost similar key frames. For the SM dataset, the correlation goes even to
negative (as shown in Figure 6.14), because of the diverse content and amateur quality
of the videos.
6.5.2 Consistency evaluation based on the refined matched
frames
The pairwise mean f-measure in Equation 6.9 based on the refined matched frames
lies between 0.62 and 0.69 for the OV dataset, 0.53 and 0.60 for the YT dataset and
the mean f-measure between each user summary and the overall TS lies between 0.40
and 0.46 for the SM dataset which can be seen from Tables 6.6 and 6.7 and Figure
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Table 6.7: Mean F-measure of the user summaries based on the refined matched
frames for 50 videos from the YT dataset. Bold and underlined values indicate
minimum and maximum values respectively.
Mean F-measure
User # 1 2 3 4 5
1 1 0.58 0.54 0.55 0.60
2 0.58 1 0.56 0.57 0.57
3 0.54 0.55 1 0.53 0.55
4 0.55 0.58 0.53 1 0.56
5 0.60 0.59 0.56 0.57 1
Figure 6.11: Overall performance metrics of the user summaries based on the
refined matched frames for 50 videos from the OV dataset.
Figure 6.12: Overall performance metrics of the user summaries based on the
refined matched frames for 50 videos from the YT dataset.
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Figure 6.13: Overall performance metrics of the user summaries against the over-
all TS based on the refined matched frames for 25 videos from the SM dataset.
6.13 respectively. The overall means of mean f-measure are 0.66, 0.56 and 0.43 as
shown in Figures 6.11, 6.12 and 6.13 for the OV, YT and SM datasets respectively.
It can be seen here that the performance measures tend to decrease compared to
those in Tables 6.4 and 6.5 and Figure 6.5. This is because they retain only the
consistent strong matches between the user summaries as shown in Figure 6.10. The
normalised eigenvalues of the compatibility matrix C for the potential matches with
the stretch factor s=25 and δ=0.6 in Figure 6.9 are 0.941439, 0.908194, 0.0235982,
and 1 respectively. The third eigenvalue (highlighted with bold font) is relatively
small and smaller than the set threshold δ. Visually, the third pair of matched frames
represents the change of the room from darkness to brightness, while the chef was
lighting the flame. Thus, it is considered as a weak match and discarded. On the
other hand, when the stretch factor was set to s=5, the normalised eigenvalues of the
compatibility matrix C for the potential matches are 0.991492, 0.992554, 0.581051,
and 1 respectively. The third eigenvalue (highlighted with bold font) is still the
smallest, and smaller than the threshold δ. Thus the third match can be considered
again as a weak match (based on the visual comparison described above). These
results justify our decision of choosing the stretch factor s as 25 and δ as 0.6.
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Table 6.8: Correlation between the # of key frames chosen by different users for
50 videos from the OV dataset. Bold and underlined values indicate minimum and
maximum values respectively.
Correlation
User # 1 2 3 4 5
1 1 0.64 0.57 0.71 0.51
2 0.64 1 0.77 0.78 0.80
3 0.57 0.71 1 0.64 0.73
4 0.71 0.78 0.64 1 0.62
5 0.51 0.80 0.73 0.62 1
Table 6.9: Correlation between the # of key frames chosen by different users for
50 videos from the YT dataset. Bold and underlined values indicate minimum and
maximum values respectively.
Correlation
User # 1 2 3 4 5
1 1 0.29 0.70 0.85 0.72
2 0.29 1 0.39 0.10 0.21
3 0.70 0.39 1 0.71 0.47
4 0.85 0.10 0.71 1 0.66
5 0.72 0.21 0.47 0.66 1
Figure 6.14: Correlation between the # of key frames chosen by different users
against the overall TS for 25 videos from the SM dataset.
6.5.3 Consistency evaluation based on the number of frames
chosen by different users using correlation
The pairwise correlation in Equation 6.5 between the numbers of key frames chosen
by different users is somewhat acceptable for the OV dataset, as their correlation
values lie between 0.51 and 0.80 as shown in Table 6.8 and can also be observed in
Figure 6.6, where it contains similar numbers of frames. However, the consistencies
Chapter 6. Human Consistency Evaluation 120
between different user summaries over the YT and SM datasets are much worse as
their correlation values lie between 0.10 and 0.85 for the YT dataset and -0.16 and
0.59 for the SM datset which can be seen from Table 6.9 and Figure 6.14 respectively,
where the bold and underlined values in the table indicate the minimum and maximum
agreement level between the users. These results of correlation performed on the
number of frames chosen by different users are consistent with those as demonstrated
in Section 6.5.1. It reveals that the user summaries of the OV dataset are more
consistent than those of the YT and SM datasets due to their well structuredness and
similar contents.
6.5.4 Reliability Assessment
To assess the reliability of the psychometric test, we computed a standard measure
known as the cronbach’s alpha. It is defined as [29]:
α =
Nr¯
1 + (N − 1)r¯ (6.11)
where N is the number of user summaries and r¯ is the mean pairwise correlation
between all the user summaries. While we assess the internal consistency between the
five different user summaries for the OV and YT dataset, we obtain r¯ = 0.6595 from
Table 6.6 and thus α = 0.91, which indicates excellent consistency between the user
summaries of the OV dataset, whereas we obtain r¯ = 0.563 from Table 6.7 and thus
α = 0.87, which indicates good consistency between the user summaries of the YT
dataset respectively, as α ≥ 0.7 is minimum for a good test [29, 153].
6.5.5 Different similarity measures
In this section, we investigate the impact of different similarity measures on the es-
tablishment of the potential matched frames between different user summaries. To
this end, the cosine similarity measure and the EIMED was also considered. We tried
the cosine similarity measure and the EIMED instead of the Pearson’s correlation for
finding the matches between the user summary #7 and the overall TS for all the 25
videos in the SM dataset. The experimental results are presented in Figure 6.15 and
Figures A.1, A.2, A.3 in Appendix A.
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Figure 6.15: User summary #7 vs the overall TS of the video #22 St. Maarten
Landing using Pearson’s correlation (top), cosine similarity measure (middle) and
EIMED (bottom) from the SM dataset. Arrows represent the corresponding po-
tential matches between them.
Figures A.1, A.2, A.3 in Appendix A shows that Pearson’s correlation achieves a
higher mean precision, recall and f-measure of 0.59, 0.43, and 0.50 than those of
0.56, 0.40, and 0.47 by the cosine similarity measure and 0.56, 0.41, and 0.48 by the
EIMED. This is confirmed by Figure 6.15 where the Pearson’s correlation established
four matches between the user summary #7 and the overall TS of the video #22 St.
Maarten Landing from the SM dataset, while the cosine similarity and the EIMED
established only two. These results show that Pearson’s correlation is more reliable
than the cosine similarity measure and the EIMED, thus justifying our decision to
use it for the establishment of the potential matched frames between different user
summaries.
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Table 6.10: Execution time t in seconds taken for evaluation of the user summaries
based on the refined matched frames for 50 videos from the OV dataset.
Execution time (t in sec)
User # 1 2 3 4 5
1 1 61 54 49 50
2 53 1 60 56 55
3 53 60 1 51 52
4 45 52 51 1 45
5 45 52 52 45 1
Table 6.11: Execution time t in seconds taken for evaluation of the user summaries
based on the refined matched frames for 50 videos from the YT dataset.
Execution time (t in sec)
User # 1 2 3 4 5
1 1 88 74 71 83
2 89 1 81 68 89
3 70 83 1 58 71
4 68 69 59 1 64
5 78 86 69 64 1
Figure 6.16: Execution time t in seconds taken for evaluation of the user sum-
maries against the overall TS based on the refined matched frames for 25 videos
from the SM dataset.
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6.5.6 Computational Complexity
This work is devoted to the study of consistency of annotations, which is not required
for the day-to-day use of summarization, hence the run time is not an issue. How-
ever, the establishment of the potential matches between two user summaries (uji , u
k
i )
over a particular video vi through a two-way search has a complexity of O(a
2
ijaik).
The refinement of the potential matched frames has a computational complexity of
O(|ui(j, k)|2) where |ui(j, k)| ≤ min(aij, aik). Hence, the overall complexity of the pro-
posed human consistency evaluation over n videos is O(na3), where a is the average
number of key frames selected by a user over a video. The evaluation is based only on
a small set of key frames selected by various users, the computational overhead will
still be feasible which can be seen from Tables 6.10 and 6.11 and Figure 6.16 for the
OV, YT and SM datasets respectively. To evaluate the human consistency of each
user summary for 50 videos in the OV and YT dataset, it took an average of 52.05
seconds and 74.1 seconds respectively, whereas it took an average of 43.07 seconds for
25 videos in the SM dataset. It revealed that the SM dataset achieves higher compu-
tational efficiency due to its smaller number of videos and the OV dataset performs
more efficiently compared to the YT dataset due to its shorter duration.
6.6 Summary
In this chapter, we investigated the human consistency evaluation of static video
summaries. How to identify the matched frames between the user summaries plays
a crucial role for their performance measurement. The human consistency is investi-
gated from three aspects: potential matched frames, refined matched frames and the
number of key frames selected. The potential matched frames are identified through
a two-way search without involving any threshold, and the similarity of two frames is
measured using the Pearson’s correlation coefficient. The potential matched frames
may not be reliable, so the consistency between such matched frames is modelled
through maintaining their difference between each other, leading the false and weak
matches to be eliminated and the correct matched frames to be identified. While the
establishment of matched frames involves the challenging task of feature extraction
and matching, we further investigate the human consistency using pairwise correlation
between the numbers of frames chosen by different users. The experimental results
based on several publicly accessible datasets reveal that the users are usually not
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consistent among themselves. In comparison, the consistency of the user summaries
over the OV dataset is better compared to those from the other datasets, due to its
quality, predefined structure and similar content. Therefore the following conclusions
can be drawn: (i) The datasets selected for performance measurement should be well
structured. Otherwise, the technique for video summarization cannot be expected
to perform well. The maximum agreement level of the users based on the refined
matched frames between their summaries evaluated using the automatic evaluation
method proposed by Kannappan et al. [146], for the OV, YT and SM datasets are
0.66, 0.56 and 0.43 as shown in Figures 6.11, 6.12 and 6.13 respectively. (ii) The
agreement levels among different user summaries may indicate the overall best perfor-
mance that the automatic techniques can achieve for video summarization. (iii) The
agreement level also indicates the complexity of the video contents and if it is low, then
it shows that the contents in the video are complex and may depict rapidly changing
events. These results reveal that the performance measures reported by [12], [147]
may be too optimistic and misleading.
Even though Gygliet al. [29] investigated the consistency of the human summaries
and showed the mean f-measures, 0.179, 0.311, and 0.409, of the worst, mean and
best human summaries at 15% summary length for retrieving video skim excerpts
from the SM dataset, this is the first detailed, systematic and comprehensive study
focusing on the human consistency evaluation of static video summaries over three
publicly accessible datasets: OV, YT and SM. It is interesting to note that the human
agreement level of 0.43 in mean f-measure over the SM dataset reported in this chapter
is inline with that of the best human summary reported in [29], while the former
has shorter summary length than the latter. We would extend this work to verify the
human consistency of video skims in the near future. Moreover, due to the availability
of multi-core CPUs/GPUs [154] and advanced optimization methods [155, 156, 157] in
scientific computer applications, we will further our work by enhancing the proposed
algorithm through utilizing the hardware resources for processing large video data in
the near future.
Chapter 7
Conclusions and Future work
This chapter presents the summary of this thesis and the conclusions of the depicted
work followed by possible future work. A list of publications related to this thesis is
provided in the final section of this chapter.
7.1 Summary of the Thesis
In this thesis, we have proposed a set of automatic video summarization and evalua-
tion methods using computer vision and pattern recognition techniques. Firstly, two
automatic video summarization methods have been proposed to create a succinct rep-
resentation of videos for efficient browsing and retrieval, where it outperformed both
effectively and efficiently the state-of-the-art techniques. This satisfies the overall aim
(set in Chapter 1) of retrieving keyframes effectively and efficiently. Subsequently,
two automatic evaluation methods have been developed for precisely evaluating the
video summaries produced by the existing techniques. Moreover, a human consistency
evaluation is performed to validate the level of agreement between the users in the
selection of ground truth keyframes.
We started with the motivation of this study followed by a brief introduction of re-
search topics investigated in this thesis, covering big data and its characteristics, frame
dependency, video data decomposition and types of video summarization. Following
this, we carried out a literature review of automatic video summarization techniques
(Chapter 2) and studied existing approaches in the field, which established the basis
for our work presented in this thesis. From this review, we concluded that it is still
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worthwhile to develop effective and efficient methods for automatic video summariza-
tion and evaluation, though plenty of summarization methods have been developed
in the past decade. In order to build a complete framework for video summarization,
we first developed a pair of automatic video summarization methods for effective
keyframe retrieval. Subsequently, we developed two automatic evaluation methods
followed by a human consistency evaluation approach.
For automatic video summarization (Chapter 3), we first proposed a method using
a sliding window-based approach to retrieve key frames from a given video. A fu-
sion of color and motion vector features was employed to calculate the inter-frame
difference, followed by similar/meaningless frame elimination for each sliding window.
The validity of the proposed method was quantitatively evaluated and visually com-
pared using the OV, YT and consumer datasets. For quantitative evaluation of the
OV dataset, the keyframes were evaluated only based on the similar image content,
whereas the YT and consumer datasets were automatically evaluated using the com-
patibility modelling approach proposed in Chapter 5. The highest performance was
obtained for the OV dataset, by our approach with the average accuracy rate CUSA
of 0.65 and the average error rate CUSE of 0.45, whereas it doesn’t perform well in
the case of the YT and Consumer dataset. This is because of the varied nature of the
datasets, which vary in illumination. However, it was effective in preserving temporal
order of a video and extracting keyframes on the fly.
Subsequently, (Chapter 4), we proposed another novel approach for automatic video
summarization based on patch-based clustering. A good set of candidate frames were
selected using the proposed DFP index followed by keyframe retrieval using the novel
ALC method. The validity of the proposed method was quantitatively evaluated
and visually compared using the OV, YT and consumer datasets. For quantitative
evaluation of the OV dataset, the keyframes were manually evaluated based only on
the similar image content, whereas the YT and consumer datasets were automatically
evaluated using the compatibility modelling approach proposed in Chapter 5. The
highest performance was obtained for the OV dataset, by our approach with the
high average accuracy rate CUSA of 0.71 and the low average error rate CUSE of
0.41. Similarly, the consumer video dataset outperformed the state-of-the-art ones and
achieved 62% of accuracy, however the YT dataset doesn’t perform well as expected
because of the illumination changes among the frames. The results confirmed that
the proposed DFP index was powerful in the selection of candidate frames and the
ALC is effective in extracting the final key frames.
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For automatic video summary evaluation (Chapter 5), we proposed two methods
based on the compatibility modelling and EIMED. In the compatibility modelling
approach, a set of matched frames is established between AT and GT through two-
way search based on the correlation coefficient followed by eliminating the false and
the weak matches via consistency estimation. On the other hand, in the EIMED
approach, a set of matched frames is retrieved via two-way search based on EIMED,
which considers only neighboring pixels, rather than all the pixels in the frames. The
validity of the two automatic video summary evaluation methods were carried out
by evaluating various existing video summarization techniques using the OV dataset,
which showed that both the approaches are robust in eliminating the false and the
weak matches. However, the F-measure values reveal that the compatibility modelling
approach is more strict and flexible in the false and the weak match elimination
compared to the EIMED approach. Our evaluation study of both the approaches
showed that the existing techniques are too optimistic and probably misleading due
to the identification of weak and inaccurate matches between AT and GT for the
calculation of relevant performance metrics. Moreover, our study also produced a
new ranking of the existing video summary techniques which will be useful for the
future researchers to develop more advanced techniques and carry out comparative
studies among those techniques.
Finally, for human consistency evaluation of static video summaries (Chapter 6), we
evaluated the ground truth user summaries among themselves using the reliable com-
patibility modelling approach proposed in Chapter 5. The human consistency was
investigated from three aspects: (i) potential matched frames: These were identified
through two-way search based on correlation coefficient; (ii) refined matched frames:
These were obtained by eliminating the false and the weak matches from potential
matched frames and; (iii) number of ground truth keyframes: This was performed us-
ing pairwise correlation between the number of frames chosen by various users which
discard the challenging task of feature extraction and matching. The validity of the
proposed method was evaluated using three publicly accessible datasets OV, YT and
SM, in which keyframes were created from the available video skims for SM dataset.
The experimental results revealed that the consistency of user summaries over the OV
dataset is better compared to other datasets, due to its quality, predefined structure
and similar content. Moreover, results indicated that the users were usually not con-
sistent among themselves and the maximum agreement level of the users for a certain
dataset indicates the overall best performance, an automatic video summarization
technique can achieve using that dataset.
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In summary, we conclude that the results obtained so far were promising, which
indicates that the methods presented in this thesis have the potential for effective
and efficient automatic key frame extraction and automatic video summary evalua-
tion. When comparing the two proposed automatic video summarization methods,
the DFP-ALC method performed better both in terms of accuracy and efficiency, com-
pared to the sliding window-based approach. Similarly, comparing the two proposed
automatic evaluation methods, compatibility modelling approach seemed to be more
effective in finding true matches between AT and GT than the EIMED approach.
Nevertheless, the level of precision for matches is completely application dependent,
which in turn varies the choice of selecting the appropriate evaluation method.
7.2 Future Work
In this section, we outline the aspects of the future work, based on the investigation
conducted in this thesis and from the analysis of the experimental results.
1. Since this thesis focuses only on static key frame extraction of video summaries,
the future work can be extended to the retrieval of video skims.
2. As the focus of this thesis is to extract key frames on the fly, only unsupervised
methods are taken into account. Therefore, in the future, machine learning
and deep learning algorithms can be applied to investigate the performance of
automatic video summarization methods at the cost of computational time and
training data collection.
3. Though numerous methods for automatic video summarization, have been pro-
posed in the literature, there is still a room for the development and comparison
of automatic video summary evaluation methods which will compliment the
manual evaluation, in terms of effectiveness and efficiency, due to the challeng-
ing issues of feature extraction, similarity measurement and data dependent
parameters.
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7.3 List of Publications
A list of publications resulting from this thesis is shown as follows:
Journal articles
1. S.Kannappan, Y.Liu and B.Tiddeman. DFP-ALC: Automatic Video Sum-
marization Using Distinct Frame Patch Index and Appearance based Linear
Clustering. Pattern Recognition Letters , 2018 (Accepted: IF=1.99)
2. S.Kannappan, Y.Liu and B.Tiddeman. Human Consistency Evaluation of
Static Video Summaries. Multimedia Tools and Aplications , 2018 (Accepted:
IF=1.54).
Conference papers
1. S.Kannappan, Y.Liu and B.Tiddeman. A Pertinent Evaluation of Automatic
Video Summary. In 23rd International Conference on Pattern Recognition,
ICPR ’16, Cancun, Mexico, pp. 2240-2245, Dec 2016. (Oral). This paper
won the student travel stipend from ICPR’16 and travel grant from BMVC’16.
2. S.Kannappan, Y.Liu and B.Tiddeman. Performance Evaluation of Video
Summaries using Efficient Image Euclidean Distance. In International Sym-
posium on Visual Computing, ISVC ’16, Las Vegas, USA, pp. 33-42, Dec 2016.
(Oral)
In addition, a project report was submitted to Airbus Ltd.
1. S.Kannappan, Y.Liu. CIVA: CCTV Intelligent Video Archive. Airbus Ltd,
Jul 2015. This project was partially funded by Object Matrix Ltd.
Appendix A
Investigation of Similarity measures
- SM dataset
Figure A.1: Overall performance metrics of the proposed method based on the
potential matched frames with the Pearson's correlation between the user summary
#7 and the overall TS for 25 videos from the SM dataset.
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Figure A.2: Overall performance metrics of the proposed method based on the
potential matched frames with the Cosine similarity between the user summary #7
and the overall TS for 25 videos from the SM dataset.
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Figure A.3: Overall performance metrics of the proposed method based on the
potential matched frames with the EIMED between the user summary #7 and the
overall TS for 25 videos from the SM dataset.
Appendix B
Investigation of Similarity measures
- VSUMM dataset
Figure B.1: Overall performance metrics for the initial matched frames based on
the Pearson’s Correlation Coefficient between VSUMMAT and user summary #2
for 50 videos from the OV dataset.
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Figure B.2: Overall performance metrics for the initial matched frames based on
histogram between VSUMMAT and user summary #2 for 50 videos from the OV
dataset.
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