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Abstract
Although exploration in reinforcement learning is
well understood from a theoretical point of view,
provably correct methods remain impractical. In
this paper we study the interplay between explo-
ration and approximation, what we call approxi-
mate exploration. Our main goal is to further our
theoretical understanding of pseudo-count based
exploration bonuses (Bellemare et al., 2016), a
practical exploration scheme based on density
modelling. As a warm-up, we quantify the per-
formance of an exploration algorithm, MBIE-EB
(Strehl and Littman, 2008), when explicitly com-
bined with state aggregation. This allows us to
confirm that, as might be expected, approxima-
tion allows the agent to trade off between learning
speed and quality of the learned policy. Next, we
show how a given density model can be related to
an abstraction and that the corresponding pseudo-
count bonus can act as a substitute in MBIE-EB
combined with this abstraction, but may lead to
either under- or over-exploration. Then, we show
that a given density model also defines an implicit
abstraction, and find a surprising mismatch be-
tween pseudo-counts derived either implicitly or
explicitly. Finally we derive a new pseudo-count
bonus alleviating this issue.
1. Introduction
In reinforcement learning (RL), an agent’s goal is to maxi-
mize the expected sum of future rewards obtained through
interactions with a unknown environment. In doing so,
the agent must balance exploration – acting to improve its
knowledge of the environment – and exploitation: acting
to maximize rewards according to its current knowledge.
In the tabular setting, where each state can be modelled
in isolation, near-optimal exploration is by now well un-
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derstood and a number of algorithms provide finite time
guarantees (Brafman and Tennenholtz, 2002; Strehl and
Littman, 2008; Jaksch et al., 2010; Szita and Szepesvári,
2010; Osband and Van Roy, 2014; Azar et al., 2017). To
guarantee near-optimality, however, the sample complexity
of theoretically-motivated exploration algorithms must scale
at least linearly with the number of states in the environment
(Azar et al., 2012).
Yet, recent empirical successes have shown that practical
exploration is not hopeless (Bellemare et al., 2016; Ostro-
vski et al., 2017; Pathak et al., 2017; Plappert et al., 2018;
Fortunato et al., 2018; Burda et al., 2018). In this paper
we use the term approximate exploration to describe algo-
rithms which sacrifice near-optimality in order to explore
more quickly. A desirable characteristic of these algorithms
is fast convergence to a reasonable policy; near-optimality
may be achieved when the environment is “nice enough”.
Our specific aim is to gain new theoretical understanding
of the pseudo-count method, introduced by Bellemare et al.
(2016) as a means of estimating visit counts in non-tabular
settings, and how this pertains to approximate exploration.
Our study revolves around the MBIE-EB algorithm (Model-
based Interval Estimation with Exploration Bonuses; Strehl
and Littman, 2008) as a simple illustration of the general
“optimism in the face of uncertainty” principle in an ap-
proximate exploration setting; MBIE-EB drives exploration
by augmenting the empirical reward function with a count-
based exploration bonus, which can be either derived from
real counts or pseudo-counts.
As a warm-up, we construct an explicitly approximate ex-
ploration algorithm by applying MBIE-EB to an abstract
environment based on state abstraction (Li et al., 2006; Abel
et al., 2016). In this setting we derive performance bounds
that simultaneously depend on the quality and size of the
aggregation: by taking a finer or coarser aggregation, one
can trade off exploration speed and accuracy. We then re-
late pseudo-counts to these aggregations and show how
using pseudo-counts within MBIE-EB can lead to under-
exploration (failing to achieve theoretical guarantees) or
over-exploration (using an excessive number of samples to
do so). Additionally, we quantify the magnitude of both
phenomena.
Finally, we show that using pseudo-counts for exploration
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in the wild, as has been done in practice, produces implic-
itly approximate exploration. Specifically, under certain
assumptions on the density model generating the pseudo-
counts, these behave approximately as if derived from a
particular abstraction. This is in general problematic, as
in pathological cases this prohibits any kind of theoretical
guarantees. As an interesting corollary, we find a surprising
mismatch between the behaviour of these pseudo-counts and
what might be expected given the abstraction they implicitly
define.
2. Background and Notations
We consider a Markov decision process (MDP) represented
by a 5-tuple 〈S,A, T ,R, γ〉 with S a finite state space, A a
finite set of actions, T a transition probability distribution,
R : S × A 7→ [0, 1] a reward function, and γ ∈ [0, 1) the
discount factor. The goal of reinforcement learning is to
find the optimal policy pi∗ : S 7→ A which maximizes the
expected discounted sum of future rewards. For any policy
pi, the Q-value of any state-action pair (s, a) describes the
expected discounted return after taking action a in state s,
then following pi and can be obtained using the Bellman
equation
Qpi(s, a) = R(s, a) + γET (s′|s,a)Qpi(s′, pi(s′)).
We also introduce V pi(s) = Qpi(s, pi(s)) which is the ex-
pected discounted return when starting in s and following pi.
The Q-value of the optimal policy Q∗ verifies the optimal
Bellman equation
Q∗(s, a) = R(s, a) + γET (s′|s,a) max
a′
Q∗(s′, a′).
We also write V ∗(s) = maxaQ∗(s, a). Furthermore we
assume without loss of generality that rewards are bounded
between 0 and 1, and we denote by QMAX = 1/(1− γ) the
maximum Q value.
2.1. Approximate state abstraction
We use here the notation from Abel et al. (2016). An abstrac-
tion is defined as a mapping from the state space of a ground
MDP, MG, to that of an abstract MDP, MA, using a state
aggregation function φ. We will write 〈SG,A, TG,RG, γ〉
and 〈SAA, TA,RA, γ〉 for the ground and abstract MDPs
respectively. The abstract state space is defined as the image
of the ground state space by the mapping φ : SG → SA
SA =
{
φ(s)|s ∈ SG
}
. (1)
We will write s¯ = φ(s) for the abstract state associated to a
state s in the ground space. We define
G(s) = {g ∈ SG|φ(g) = φ(s)} if s ∈ SG, (2)
G(s¯) = {g ∈ SG|φ(g) = s¯} if s¯ ∈ SA. (3)
Let ω be a weighting such that for all s ∈ SG, 0 ≤ ω(s) ≤ 1
and
∑
s′∈G(s) ω(s
′) = 1. We define the abstract rewards
and transition functions as the following convex combina-
tions
∀s, s¯ ∈ SA, RA(s¯, a) :=
∑
g∈G(s¯)
ω(g)RG(g, a),
TA(s¯, a, s¯′) :=
∑
g∈G(s¯)
∑
g′∈G(s¯′)
ω(g)TG(g, a, g′).
Prior work such as Li et al. (2006) has been mostly focused
on exact abstraction in MDPs. While interesting, this no-
tion is usually too restrictive and we will instead consider
approximate abstractions (Abel et al., 2016)
Definition 1. Let η > 0 and fη : SG ×A → R, φη defines
an approximate state abstraction as follows
∀s1, s2 ∈ SG, φη(s1) = φη(s2)→ |fη(s1)− fη(s2)| ≤ η.
Throughout this paper we will illustrate our results with the
model similarity abstraction, also known as approximate
homomorphism (Ravindran and Barto, 2004) or -equivalent
MDP (Even-Dar and Mansour, 2003)
Example 1. Given η > 0, we let φη be such that:
∀s1, s2 ∈ SG, φη(s1) = φη(s2)→
∀a ∈ A, |RG(s1, a)−RG(s2, a)| ≤ η and
∀s¯′ ∈ SA,
∣∣∣ ∑
s′∈G(s¯′)
[TG(s1, a, s′)− TG(s2, a, s′)]∣∣∣ ≤ η.
Where co-aggregated states have close rewards and transi-
tion probabilities to other aggregations.
Let pi∗A : SA → A and pi∗G : SG → A be the optimal
policies in the abstract and ground MDPs. We are interested
in the quality of the policy learned in the abstraction when
applied in the ground MDP. For a state s ∈ SG and a state
aggregation function φ, we define piGA such that
piGA(s) = pi
∗
A(φ(s)).
We will also write QG and VG (resp. QA and VA) the
optimal Q-value and value functions in the ground (resp.
abstract) MDP.
2.2. Optimal exploration and model-based interval
estimation exploration bonus (MBIE-EB)
Exploration efficiency in reinforcement learning can be eval-
uated using the notions of sample complexity and PAC-MDP
introduced by Kakade et al. (2003). We now briefly intro-
duce both of these.
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Definition 2. Define the sample complexity T of an algo-
rithm A to be the number of time steps where its policy At
at state s is not -optimal: V At(s) < V ∗(s) − . An algo-
rithm A is said to be PAC-MDP ("Probably Approximately
Correct for MDPs") if given a fixed  > 0 and 0 < δ < 1
its sample complexity T is less than a polynomial func-
tion in the parameters (|S| , |A| , 1/, 1/δ, 1/(1− γ)) with
probability at least 1− δ.
We focus on MBIE-EB as a simple algorithm based on the
state-action visit count, noting that more refined algorithms
now exist with better sample guarantees (e.g. Azar et al.,
2017; Dann et al., 2017) and that our analysis would extend
easily to other algorithms based on state-action visit count.
MBIE-EB learns the optimal policy by solving an empirical
MDP based upon estimates of rewards and transitions and
augments rewards with an exploration bonus
V (s) = max
a∈A
[
Rˆ(s, a) + γ E
Tˆ (s′|s,a)
V (s′) +
β√
Nn(s, a)
]
. (4)
Theorem 1 (Strehl and Littman (2008)). Let , δ > 0 and
consider an MDP M = 〈S,A, T ,R, γ〉. Let At denote
MBIE-EB executed on M with parameter β = (1/(1 −
γ))
√
ln(2|S||A|m/δ)/2, with m an algorithmic constant,
and let st denote the state at time t. With probability at least
1 − δ, V At(st) ≥ V ∗(st) −  will hold for all but T time
steps, with
T = O˜
( |S|2|A|
3(1− γ)6
)
. (5)
2.3. Pseudo-counts
Pseudo-counts have been proposed as a way to estimate
counts using a density model ρ over state-action pairs. Given
s1:n ∈ SnG a sequence of states and a1:n ∈ An a sequence
of actions, we write ρn(s, a) := ρ(s, a; s1:n, a1:n) the prob-
ability assigned to (s, a) after training on s1:n, a1:n. After
training on (s, a), we write the new probability assigned
as ρ′n(s, a) := ρ(s, a; s1:ns, a1:na), where s1:ns denotes
the concatenation of sequences s1:n and s. We require the
model to be learning-positive i.e ρ′n(s, a) ≥ ρn(s, a) and
define the pseudo-count
Nˆn(s, a) =
ρn(s, a)(1− ρ′n(s, a))
ρ′n(s, a)− ρn(s, a)
.
Which is derived from requiring a one unit increase of the
pseudo-count after observing (s, a):
ρn(s, a) =
Nˆn(s, a)
nˆ
, ρ′n(s, a) =
Nˆn(s, a) + 1
nˆ+ 1
.
Where nˆ is the pseudo-count total. We also define the empiri-
cal density derived from the state-action visit countNn(s, a)
µn(s, a) := µ(s, a; s1:n, a1:n) :=
Nn(s, a)
n
.
Notice that when ρn = µn the pseudo-count is consistent
and recovers Nˆn(s, a) = Nn(s, a). We will also be inter-
ested in exploration in abstractions, and to that end define
the count of an aggregation A
∀s¯ ∈ SA, NAn (s¯, a) =
∑
s∈G(s¯)
Nn(s, a).
3. Explicitly approximate exploration
While PAC-MDP algorithms provide guarantees that the
agent will act close to optimally with high probability, their
sample complexity must increase at least linearly with the
size of the state space (Azar et al., 2012). In practice, algo-
rithms are often given small budgets and may not be able to
discover the optimal policy within this time. Dealing with
smaller sample budgets is exactly the motivation behind
approximate exploration methods such as Bellemare et al.
(2016)’s, which we will analyze in greater detail in later
sections.
When faced with a small budget, it might be appealing to
sacrifice near-optimality for sample complexity. One way
to do so is to derive the exploratory policy from a given
abstraction. We call this process explicitly approximate
exploration. As we now show, using a model similarity
abstraction is a particularly appealing scheme for explicitly
approximate exploration. MBIE-EB applied to the abstract
MDP MA solves the following equation
V (s¯) = max
a∈A
[
RˆA(s¯, a)+γ E
TˆA(s¯′|s¯,a)
V (s¯′)+
β√
NAn (s¯, a)
]
. (6)
To provide a setting facilitating exploration we first require
the abstraction to have sub-optimality bounded in η:
Definition 3. An abstraction φη is said to have sub-
optimality bounded in η if there exists a function g, mono-
tonically increasing in η, with g(0) = 0 such that
∀s ∈ SG, |VG(s)− VA(s)| ≤ g(η).
And for any policy p˜iA : SA → [0, 1]A.
∀s ∈ SG, |V p˜iGAG (s)− V p˜iAA (s)| ≤ g(η)
Definition 3 requires that for η small enough we can re-
cover a near-optimal policy using MA while working with a
state space that can be significantly smaller than the ground
state space. This property is verified by several abstractions
studied by Abel et al. (2016).
Though when the abstraction is only approximate, learning
the optimal policy of the abstract MDP does not imply
recovering the optimal policy of the ground MDP.
Proposition 1. For any 0 < η < 1 , there exists  > 0 and
an MDP which defines a model similarity abstraction of
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parameter η over its abstract space such that piGA is not
-optimal.
We can nevertheless benefit from exploring using the ab-
stract MDP. Combining Theorem 1 and Definition 3:
Proposition 2. Given an approximate abstraction φη with
sub-optimality bounded in η, let 0 < δ < 1, p˜iA the (time-
dependent) policy obtained while running MBIE-EB in the
abstract MDP with  = g(η) and the derived MBIE policy
p˜iGA(s) = p˜iA(s¯), then with probability 1− δ, the following
bound holds for all but T time steps:
VG(s)− V p˜iGAG (s) ≤ 3g(η) with T = O˜
( |SA|2|A|
3(1− γ)6
)
.
Proposition 2 informs us that even though we cannot guar-
antee -optimality for arbitrary  > 0, the abstraction may
explore significantly faster, with a sample complexity that
depends on |SA| rather than |SG|.
We note that a related result is given by Li (2009), where
they extended Delayed Q-learning (Strehl et al., 2006) to
approximateQ∗-irrelevant abstractions (Li et al., 2006). Our
result differs from theirs as it makes explicit the trade off
between near-optimality and low sample complexity.
4. Under- and over-exploration with
pseudo-counts
Results from Ostrovski et al. (2017) suggest that the choice
of density model plays a crucial role in the exploratory value
of pseudo-counts bonuses. Thus far, the only theoretical
guarantee concerning pseudo-counts is given by Theorem 2
from Bellemare et al. (2016) and quantifies the asymptotic
behaviour of pseudo-counts derived from a density model.
We provide here an analysis of the finite time behaviour
of pseudo-counts which is then used to give PAC-MDP
guarantees. We show that for any given abstraction A a
density model can be learned over the abstraction then used
to approximate the bonus of Equation 6.
Definition 4. Let (ρn)n∈N be a density model and A a state
abstraction with abstract state space SA. We define a density
model ρAn over SA:
ρAn(s¯, a) =
∑
s∈G(s¯)
ρn(s, a) =
∑
s∈G(s¯) Nˆn(s, a)
nˆ
.
Similarly, µAn (s¯, a) :=
∑
s∈G(s¯) µn(s, a). We also define
a pseudo-count NˆA and total count nˆA such that, ∀s¯ ∈
SA,∀a ∈ A
ρAn(s¯, a) =
NˆA(s¯, a)
nˆA
, ρA
′
n (s¯, a) =
NˆA(s¯, a) + 1
nˆA + 1
.
We begin with two assumptions on our density model.
Assumption 1. Given an abstraction A, there exists con-
stants a, b, c, d > 0 such that for all n ∈ N and all se-
quences s1:n, a1:n ∀(s¯, a) ∈ SA ×A
(1) aµAn(s¯, a) ≤ ρAn(s¯, a) ≤ b µAn(s¯, a)
(2) c ≤ ρ
A′
n (s¯, a)− ρAn(s¯, a)
µA
′
n (s¯, a)− µAn(s¯, a)
≤ d.
Theorem 2. Suppose Assumption 1 holds. Then the ratio
of pseudo-counts NˆAn(s¯, a) to empirical counts N
A
n(s¯, a) is
bounded and we have
a2cNAn(s¯, a) ≤ NˆAn(s¯, a) ≤ b2dNAn(s¯, a).
Theorem 2 gives a sufficient condition for the pseudo-counts
to behave multiplicatively like empirical counts. As already
observed by Bellemare et al. (2016), this requires that ρA
tracks the empirical distribution µA, in particular converging
at a rate of Θ(1/n). However, our result allows this rate to
vary over time.
Our result highlights the interplay between the choice of
abstraction A and the behaviour of the pseudo-counts. On
one hand, applying Assumption 1 is quite restrictive, requir-
ing that the density model basically match the empirical
distribution. By choosing a coarser abstraction we relax this
requirement, at the cost of near-optimality. In Section 5 we
will instantiate the result by viewing the density model as
inducing a particular state abstraction.
We now consider the following variant of MBIE-EB:
V (s¯) = max
a∈A
[
RˆA(s¯, a)+γ E
TˆA(.|s¯,a)
V (s¯′)+
β√
NˆAn (s¯, a)
]
. (7)
In this variant, the exploration bonus need not match the em-
pirical count. To understand the effect of this change, con-
sider the following two related settings. In the first setting,
NˆAn (s¯, a) increases slowly and consistently underestimates
NAn (s¯, a). The pseudo-count exploration bonus, which is in-
versely proportional to NˆAn (s¯, a), will therefore remain high
for a longer time. In the second setting, NˆAn (s¯, a) increases
quickly and consistently overestimates NAn (s¯, a). In turn,
the pseudo-count bonus will go to zero much faster than the
bonus derived from empirical counts. These two settings
correspond to what we call under- and over-exploration,
respectively. We will use Theorem 2 to quantify these two
effects.
Suppose that ρ satisfies Assumption 1, by rearranging the
terms, we find that, for any α > 0,
α/
√
b2d√
NAn (s, a)
≤ α√
NˆAn (s, a)
≤ α/
√
a2c√
NAn (s, a)
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Hence the uncertainty over NˆAn (s¯, a) carries over to the
exploration bonus. Critically, the constant β in MBIE-EB
is tuned to guarantee that each state is visited at least m
times, with probability 1− δ. The following lemma relates
a change in β with a change in these two quantities.
Lemma 1. For p > 0, assuming MBIE-EB from Equation
6 is run with a bonus
√
pβ(NAn(s¯, a))
−1/2, then
• p < 1: Proposition 2 only holds with probability 1−
δ/2 − (|SA||A|m)(δ/(2|SA||A|m))p which is lower
than 1− δ. We then say that the agent under-explores.
• p > 1: the sample complexity of MBIE-EB is multi-
plied by p. We then say that the agent over-explores by
a factor p.
Perhaps unsurprisingly, over-exploration is rather mild,
while under-exploration can cause exploration to fail al-
together. A pseudo-count bonus derived from a density
model satisfying the assumption of Theorem 2 must under-
explore, unless b = d = 1 (which implies Nˆ = N , since ρ
is a probability distribution).
Lemma 1 suggests that we can correct for under-exploration
by using a larger constant β, for β′ = β
√
b2d
β√
NAn (s¯, a)
≤ β
′√
NˆAn (s¯, a)
≤
√
pβ√
NAn (s¯, a)
with p =
b2d
a2c
.
Theorem 3. Consider a variant A’ of MBIE-EB defined
with an exploration bonus derived from a density model
satisfying the assumption of Theorem 2, and the exploration
constant β′ = β
√
b2d. Then A’
• does not under-explore, and
• over-explores by a factor of at most b2da2c .
In practice, of course, the value of β given by Theorem
1 is usually too conservative and the agent ends up over-
exploring. Of note, both Strehl and Littman (2008) and
Bellemare et al. (2016) used values ranging from 0.01 to
0.05 in their experiments.
5. Implicitly approximate exploration
In previous sections we studied an algorithm which is aware
of, and takes into account, the state abstraction. In prac-
tice, however, bonus-based methods have been combined
to a number of function approximation schemes; as noted
by Bellemare et al. (2016), the degree of compatibility be-
tween the value function and the exploration bonus is sure
to impact performance. We now combine the ideas of the
two previous sections and study how the particular density
model used to generate pseudo-counts induces an implicit
approximation.
When does Assumption 1 hold? In general we cannot expect
it to be valid for any given abstraction, in particular it is
unrealistic to hope that it will be verified in the ground state
space. On the other hand, it is natural to assume that there
exists an abstraction defined by the density model which
satisfies the assumption with reasonable constants. In this
section we will see that a density model defines an induced
abstraction. In turn, we will quantify how this abstraction
provides us with a handle into Assumption 1.
5.1. Induced abstraction
From a density model, we define a state abstraction function
as follows.
Definition 5. For  ∈ [0, 1[, the induced abstraction φρ, is
such that
∀s, s′ ∈ SG φρ,(s) = φρ,(s′)→ ∀n ∈ N, ∀a ∈ A,
(1− )ρn(s′, a) ≤ ρn(s, a) ≤ (1 + )ρn(s′, a),
1−  ≤ ρ
′
n(s, a)− ρn(s, a)
ρ′n(s′, a)− ρn(s′, a)
≤ 1 + .
In words, two ground states s, s′ are aggregated if the den-
sity model always assigns a close likelihood to both for each
action. For example, this is the case when the visit counts
of nearby states in a grid world are aggregated together; we
will study such a model shortly. The definition of this ab-
straction is independent of the sequence of states the model
was trained on and only depends on the model. From this
definition co-aggregated states have similar pseudo-count,
from Theorem 2, for two ground states s, s′
(1− )3Nˆn(s′, a) ≤ Nˆn(s, a) ≤ (1 + )3Nˆn(s′, a).
Suppose that the induced pseudo-count NˆA satisfies As-
sumption 1. One may expect that this is sufficient to obtain
similar guarantees to those of Theorem 3, by relating the
ground pseudo-count Nˆ (computed from ρ) to the abstract
pseudo-count NˆA (which we could compute from ρAn). In
particular, for a small , we may expect the following rela-
tionship
Nˆn(s, a) =
NˆAn (s¯, a)
|G(s)| ,
whereby an abstract state’s pseudo-count is divided uni-
formly between the pseudo-counts of the states of the ab-
straction. Surprisingly, this is not the case, and in fact as
we will show Nˆ is greater than its corresponding NˆA. The
following makes this precise:
Lemma 2. Let ρ be a density model and ρAn, Nˆn, NˆAn , and
nˆA as before. Then for a ∈ A and s ∈ SG
NˆAn(s¯, a) · f(s¯, a, ) ≤ Nˆn(s, a) ≤ NˆAn(s¯, a) · g(s¯, a, ).
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with α = 1−1+ , f and g are given by:
f(s¯, a, ) =
|G(s)|(nˆA + 1)− (1 + )3(NˆAn(s¯, a) + 1)
|G(s)|( 1
α3
nˆA − NˆAn(s¯, a) + ( 1α3 − 1)nˆ
ANˆAn(s¯, a))
g(s¯, a, ) =
|G(s)|(nˆA + 1)− (1− )3(NˆAn(s¯, a) + 1)
|G(s)|(α3 nˆA − NˆAn(s¯, a)− (1− α3)nˆANˆAn(s¯, a))
Corollary 3.1. For an exact abstraction ( = 0)
Nˆn(s, a) = Nˆ
A
n(s¯, a)
(
1 +
(|G(s)| − 1)(NˆAn(s¯, a) + 1)
|G(s)|(nˆA − NˆAn(s¯, a))
)
.
Two remarks are in order. First, for any kind of aggrega-
tion, |G(s)| > 1 implies Nˆ(s, a) > NˆA(s¯, a). Second,
Nˆ(s, a) − NˆA(s¯, a) → +∞ when NˆA(s¯, a) → nˆA, that
is, as the density concentrates within a single aggregation,
then the pseudo-counts for individual states grow unbound-
edly. Our result highlights an intriguing property of pseudo-
counts: when the density model generalizes (in our case, by
assigning the same probability to aggregated states) then the
pseudo-counts of individual states increase faster than under
the true, empirical density.
One particularly striking instance of this effect occurs when
ρ is itself defined from an abstraction φ. That is, consider
the density model ρ which assigns a uniform probability to
all states within an aggregation:
ρn(s, a) =
NAn (φ(s), a)
|G(s)|n . (8)
Lemma 3.1 applies and we deduce that the pseudo-count as-
sociated with s is greater than the visit count for its aggrega-
tion: Nˆn(s, a) > NAn (s, a). From Lemma 3.1 we conclude
that, unless the induced abstraction is trivial, we cannot
prevent under-exploration when using a pseudo-count based
bonus. One way to derive meaningful guarantees is to bound
the lemma’s multiplicative constant, by requiring that no
abstraction be visited too often.
Proposition 3. Consider a state s ∈ SG. If there exists
k > 1 such that 0 ≤ Nˆn(s, a) ≤ nˆAk then for an exact
abstraction:
NˆAn(s¯, a) ≤ Nˆn(s, a) ≤ NˆAn(s¯, a)
(
1 +
2
k − 1
)
.
In particular this result justifies how pseudo-counts general-
ize to unseen states, while a pair (s, a) may have not been
observed, the pseudo-count NˆAn (s¯, a) will increases as long
as other pairs in the same aggregation are being visited.
One way to guarantee the existence of a uniform constant k
in Proposition 3 is to inject random noise in the behaviour
of the agent, for example by acting -greedily with respect
to the MBIE-EB Q-values. In this case, a bound on k can
be derived by considering the rate of convergence to the
stationary distribution of the induced Markov chain (see e.g.
Fill, 1991).
5.2. Over-estimation impact on exploration
We provide now an example of MDP (see Figure 1a)
where the overestimation described previously can hurt
exploration.
In this example, the initial state distribution is uniform over
states s0, ..., st. Each episode lasts for a single timestep.
The agent can either choose the action left, transition to T0
collecting a small reward  or choose the action right which
leads to state T1 with probability p collecting a reward
L  , otherwise, the agent remains at the same state. In
this setting it seems natural to aggregate states s0, ..., st as
they share similar properties.
We apply MBIE-EB on this environment and compare
pseudo-counts derived from a density model similar to
Equation 8 with the empirical count of the aggregation.
From Corollary 3.1 we know that Nˆn(si, a) > NAn (s¯i, a)
for any action a and state si, furthermore at the beginning
of training, as the agent explores and alternate between
the two actions at similar frequency, the overestimation
grows linearly. When p is small this can induce the agent to
under-explore and choose the sub-optimal action left. We
run our example with L = 100,  = 0.001, p = 1/10000,
action left value is 0.001 whereas it is 0.01 for action right.
Figure 1b shows the time to converge to the optimal policy
over 20 seeds for different values of MBIE-EB constant β.
While this example is pathological, it shows the impact
pseudo-count over-estimation can have on exploration, in
the next section we provide a way around this issue.
5.3. Correcting for counts over-estimation
The over-estimation issue detailed in Corollary 3.1 is a
consequence of pseudo-counts postulating in their defintion
that the count of a single state should increase after updating
the density model. In practice when a state is visited the
count of every other state in the same aggregation should
increase too. It is possible to derive a new pseudo-count
bonus verifying this property as we shall see now
Theorem 4. Let N˜n be the pseudo-count defined such that
for any state-action pair (s, a)
ρn(s, a) =
N˜n(s, a)
n˜
, ρ′n(s, a) =
N˜n(s, a) + 1
n˜+ |G(s)| .
with n˜ the pseudo-count total. Then N˜n can be computed
as follow
N˜n(s, a) =
2ρn(s, a)τ
′
n(s, a)
ρ
(2)
n (s, a)τn(s, a)− ρn(s, a)τ ′n(s, a)
.
where ρ(2)n (s, a) := ρ′(s, a; s1:ns, a1:na) and τn(s, a) =
ρ′n(s, a)− ρn(s, a).
For an exact induced abstraction, N˜ does not suffer from
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R = LR = 
1
p
1− p
(a) Challenging MDP for exploration. Transitions for
action left are in red and in blue for action right.
(b) Average time to convergence to the optimal policy as a function
of β.
Figure 1. Quantifying the impact of pseudo-counts over-estimation on exploration
the over-estimation previously mentioned and we have
N˜n(s, a) = N˜
A
n(s¯, a) = Nˆ
A
n(s¯, a).
for any state action pair (s, a).
Theorem 4 shows that it is possible to mitigate pseudo-
counts over-estimation at the cost of more compute as the
density model needs to be updated twice at each timestep.
For the density model defined from an abstraction in Equa-
tion (8) the pseudo count N˜n will this time exactly match
the count of the abstraction. It should also be noted that
we have N˜n ≤ Nˆn, so any reward bonus derived from N˜n
will be higher than if it was derived from Nˆn instead which
may be beneficial in the function approximation where the
intrinsic reward would provide more signal.
5.4. Empirical evaluation
Combining Theorem 2 and Lemma 2 (or applying Theorem
4) we can bound the ratio of pseudo counts to empirical
counts NAn (s¯, a) for a given abstraction verifying Assump-
tion 1. Nevertheless the impact of a bonus derived from an
abstraction to explore in the ground state space has not been
quantified. This was referred to by Bellemare et al. (2016)
as the lack of compatibility between the exploration bonus
and the value function. While we were not able to derive
theoretical results regarding this particular case, we provide
an empirical study on a grid world.
We use a 9-room domain (see Figure 2a) where the agent
starts from the bottom left and needs to reach one of four
top right states to receive a positive reward of 1. The agent
has access to four actions: up, down, left, right. Transitions
are deterministic; moving into walls leaves the agent in
the same position. The environment runs until the agent
reaches the goal, at which point the agent is rewarded and
the episode starts over from the initial position.
We compare MBIE-EB using the empirical count from Equa-
tion (4) with the variant of MBIE-EB using pseudo-counts
bonuses - MBIE-EB-PC - from Equation (7) 1. Pseudo-
counts are derived from a density model (Equation 8) which
assigns a uniform probability to states within the same room
as shown in Figure 2b. We also investigate the impact of
an -greedy policy as proposed in the previous subsection.
Figure 3 depicts the cumulative rewards received by both
our agents for different values of β and . Each experiment
is averaged over 5 seeds, shaded error represents variance.
It demonstrates that:
• MBIE-EB fulfills the task relatively well in most in-
stances while the lack of compatibility between the
value function and the pseudo count exploration bonus
can impact performance to the point where MBIE-EB-
PC fails completely (Figure 3b).
• While MBIE-EB is not much affected by the -greedy
policy, the  parameter is critical for MBIEB-EB-PC.
While the pseudo-count bonus provides a signal to
explore across room., a high value of  is necessary
for the agent to maneuver within individual rooms. In
order to avoid under-exploration, higher values of 
work best.
• By not assigning a count to every state action pair,
MBIE-EB-PC can act greedily with respect to environ-
ment and achieves a higher cumulative reward in the
first 10,000 timesteps than MBIE-EB.
• MBIE-EB-PC is more robust to a wider range of values
of β, suggesting that exploration in the ground MDP is
more subject to over-exploration.
6. Related Work
Performance bounds for efficient learning of MDPs have
been thoroughly studied. In the context of PAC-MDP algo-
rithms, model-based approaches such as RMAX (Brafman
1We did not notice any significant difference between Nˆ and
N˜ and used Nˆ for all experiments
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(a) 9-room domain (b) State abstraction defined by the density model
Figure 2. Domain used for evaluation
(a) MBIE-EB varying  (b) MBIE-EB-PC varying  (c) MBIE-EB varying β (d) MBIE-EB-PC varying β
Figure 3. Rewards accumulated by the agent on the 9-room domain. Figures 3a and 3b use a fixed value of β = 1e− 4, where Figures 3a
and 3b vary β and use a fixed  = 0.1.
and Tennenholtz, 2002), MBIE and MBIE-EB (Strehl and
Littman, 2008) or E3 (Kearns and Singh, 2002) build an em-
pirical model of a set of the environment state-actions pairs
using the agent’s past experience. Strehl et al. (2006) also
investigated the model-free case with delayed Q-learning
and showed that they could lower the sample complexity
dependence on state space dimension. Bayesian Exploration
Bonus proposed by Kolter and Ng (2009) is not PAC-MDP
but offers the guarantee to act optimally with respect to the
agent’s prior except for a polynomial number of timesteps.
In the average reward case, UCRL (Jaksch et al., 2010) was
shown to obtain a low regret on MDPs with finite diame-
ter. Many extensions exploit the structure of the MDP to
improve further the regret bound (Ortner, 2013; Osband
and Van Roy, 2014; Hutter, 2014; Fruit et al., 2018; Ok
et al., 2018). Similarly Kearns and Koller (1999) presented
a variant of E3 which is also PAC-MDP. Temporal abstrac-
tion in the form of extended actions (Sutton et al., 1999)
has been recently studied for exploration. Brunskill and Li
(2014) proposed a variant of RMAX for SMDPs and Fruit
and Lazaric (2017) extended UCRL to MDPs where a set
of options is available, both have shown promising results
when a good set of options is available.
Finding abstractions in order to handle large state spaces
remains a long standing goal in reinforcement learning, a lot
of work in the literature has been focused on finding metrics
to quantify state similarity (Bean et al., 1987; Andre and
Russell, 2002). Li et al. (2006) provided an unifying view
on exact abstractions that preserve the optimality. Metrics
related to the model similarity metric include bisimulation
(Ferns et al., 2004; 2006), bounded parameters MDPs (Gi-
van et al., 2000), -similarity (Even-Dar and Mansour, 2003;
Ortner, 2007).
Conclusion
In this work we build on previous results related to state
abstraction and exploration. We highlighted how they can
help to understand better the success of exploration using
pseudo-counts in the non-tabular case. As it turns out, with
finite time, optimal exploration might be too hard to obtain
and we have to settle for approximate solution that trade off
speed convergence and guarantee w.r.t to the policy learned.
It is unlikely that practical exploration will enjoy near-
optimality guarantees as powerful as those given by the-
oretical methods. In most environments, there are simply
too many places to get lost. Alternative schemes – such as
the value-based exploration idea proposed by Leike (2016) –
may help but only so much. In our work, we showed that
abstractions allow us to impose a certain prior on the shape
that exploration needs to take.
We also found that pseudo-count based methods, like other
abstraction-based schemes, can fail dramatically when they
are incompatible with the environment. While this is ex-
pected given their practical trade-off, we believe our work
moves us towards a better understanding of bonus-based
methods in practice. An interesting question is whether
adaptive schemes can be designed that would enjoy both
the speed of exploration of coarse abstractions with the
Approximate Exploration through State Abstraction
near-optimality guarantees of fine ones.
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Approximate Exploration through State Abstraction
A. Proofs
Lemma 3. For a model similarity abstraction we have the following inequality:
∀s ∈ SG,∀a ∈ A, |QG(s, a)−QA(φη(s), a)| ≤ η + γ(|SA| − 1)η
(1− γ)2 .
Proof. Note that we have the following inequalities
∀s ∈ SG, a ∈ A |RG(s, a)−RA(s¯, a)| ≤ η,
∀s¯, s¯′ ∈ SA, a ∈ A, g ∈ G(s¯) |TA(s¯, a, s¯′)−
∑
g′∈G(s¯′)
TG(g, a, g′)| ≤ η.
Then
|QG(s, a)−QA(s¯, a)| ≤
|RG(s, a)−RA(s¯, a)|+ γ
∣∣∣∣ ∑
s¯′∈SA
[ ∑
s′∈G(s¯′)
TG(s, a, s′) max
a′
QG(s
′, a′)
]− TA(s¯, a, s¯′) max
a′′
QA(s¯
′, a′′)
∣∣∣∣
≤ η + γ
∣∣∣∣ ∑
s¯′∈SA
[ ∑
s′∈G(s¯′)
TG(s, a, s′)
(
max
a
QG(s
′, a′)−max
a′′
QA(s¯
′, a′′) + max
a′′
QA(s¯
′, a′′)
)]− TA(s¯, a, s¯′) max
a′′
QA(s¯
′, a′′)
∣∣∣∣
≤ η + γ
∣∣∣∣ ∑
s¯′∈SA
max
a′′
QA(s¯
′, a′′)
[
(
∑
s′∈G(s¯)
TG(s, a, s′)
)− TA(s¯, a, s¯)]
+
∑
s′∈G(s¯′)
TG(s, a, s′)(max
a′
QG(s
′, a′)−max
a′′
QA(s¯
′, a′′))
]∣∣∣∣
≤ η + γη|SA|
1− γ + γ
∑
s¯′∈SA
∑
s′∈G(s¯)
TG(s, a, s′) max
a′
|QG(s′, a′)−QA(s¯′, a′)|
≤ η + γη|SA|
1− γ + γ maxs¯′,s′∈G(s¯′),a |QG(s
′, a)−QA(s¯′, a)|
Remark. The previous Lemma can be used to show a model similarity abstraction has sub-optimality bounded in η and
improves the bound of Abel et al. (2016), which has a 1/(1− γ)3 dependency, due to an issue in the original proof. To the
best of our knowledge, ours is the first complete proof of this result.
Lemma 4. A model similarity abstraction (Def. 1) has sub-optimality bounded in η
∀s ∈ SG, VG(s)− V piGAG (s) ≤
2η + 2γ(|Sa| − 1)η
(1− γ)2 . (9)
Proof. Using similar arguments than in Lemma 3 we can show that:
|V piGAG (s)− VA(φ(s))| = |QpiGAG (s, pi∗A(s¯))−QA(s¯, pi∗A(s¯))|
≤ η + γ(|SA| − 1)η
(1− γ)2
Then using Lemma 3 again, we have:
|VG(s)− VA(s¯)| = |max
a
QG(s, a)−max
a′
QA(s¯, a
′)|
≤ max
a
|QG(s, a)−QA(s¯, a)|
≤ η + γ(|SA| − 1)η
(1− γ)2
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Figure 4. Rewards and transitions for a1 (left) and a2 (right) in the ground MDP
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Figure 5. Rewards and transitions for a1 (left) and a2 (right) in the abstract MDP
And we can conclude:
|VG(s)− V piGAG (s)| ≤ |VG(s)− VA(s¯)|+ |VA(s¯)− V piGAG (s)|
≤ 2η + 2γ(|SA| − 1)η
(1− γ)2
Proposition 1. For any 0 < η < 1 , there exists  > 0 and an MDP which defines a model similarity abstraction of
parameter η over its abstract space such that piGA is not -optimal.
Proof. Consider a three states MDP with two actions a1 and a2 (Figure 4). When states {s0, s1} and {s2} are aggregated in
the abstract states s¯0 and s¯1 this MDP defines a model similarity abstraction of parameter η (Figure 5). In s¯0 we can either
choose the policy pi1 such that pi1(s¯0) = a1 or pi2 such that pi2(s¯0) = a2. Using the Belleman equation we can compute the
value of s¯0 under each policy which yields:
V pi1(s¯0) =
η
2(1− γ)(1− γ + γη/2) , V
pi2(s¯0) =
η
2(1− γ)
Then V pi1(s¯0) > V pi2(s¯0) means that a1 is the optimal action in s¯0. On the other hand in the ground MDP, a2 is the optimal
action in s0 as its value is η/(1− γ) and a1 value is zero and choosing a1 is  = η/(1− γ) non-optimal
Proposition 2. Given an approximate abstraction φη with sub-optimality bounded in η, let 0 < δ < 1, p˜iA the (time-
dependent) policy obtained while running MBIE-EB in the abstract MDP with  = g(η) and the derived MBIE policy
p˜iGA(s) = p˜iA(s¯), then with probability 1− δ, the following bound holds for all but T time steps:
VG(s)− V p˜iGAG (s) ≤ 3g(η) with T = O˜
( |SA|2|A|
3(1− γ)6
)
.
Proof. We appeal twice to the triangle inequality to relate the optimal value function in MG successively to the optimal
value function in MA and to the policy p˜iA produced by MBIE applied to MA:
|VG(s)− V p˜iGAG (s)| ≤ |VG(s)− VA(s¯)|+ |VA(s¯)− V p˜iAA (s¯)|+ |V p˜iAA (s¯)− V p˜iGAG (s)|.
We know that the first and third terms in the inequality above are no greater than g(η). By our choice of , the middle term is
also guaranteed to be of the same order.
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Theorem 2. Suppose Assumption 1 holds. Then the ratio of pseudo-counts NˆAn(s¯, a) to empirical counts NAn(s¯, a) is
bounded and we have
a2cNAn(s¯, a) ≤ NˆAn(s¯, a) ≤ b2dNAn(s¯, a).
Proof. From the definition of Nˆn(s) and N(s):
Nˆn(s)
N(s)
=
ρn(s)(1− ρ′n(s))
Nn(s)(ρ
′
n(s)− ρn(s))
=
ρn(s)(1− ρ′n(s))
nµn(s)(ρ
′
n(s)− ρn(s))
=
ρn(s)(µ
′
n − µn(s))
µn(s)(ρ
′
n(s)− ρn(s))
(1− ρ′n(s))
n(µ′n(s)− µn(s))
=
ρn(s)
µn(s)
µ
′
n − µn(s)
ρ′n(s)− ρn(s)
1− ρ′n(s)
1− µ′n(s)
Using n(µ
′
n(s)− µn(s)) = 1− µ
′
n(s) (Lemma 1 from Bellemare et al. (2016)), the result follows from:
1− ρ′n(s)
1− µ′n(s)
=
∑
x 6=s ρn+1(x)∑
x6=s µn+1(x)
Lemma 1. For p > 0, assuming MBIE-EB from Equation 6 is run with a bonus√pβ(NAn(s¯, a))−1/2, then
• p < 1: Proposition 2 only holds with probability 1− δ/2− (|SA||A|m)(δ/(2|SA||A|m))p which is lower than 1− δ.
We then say that the agent under-explores.
• p > 1: the sample complexity of MBIE-EB is multiplied by p. We then say that the agent over-explores by a factor p.
Proof. When p < 1, the exploration bonus decreases which in turn lower the probability that agent is guaranteed to act
optimally.
Concretely in MBIE-EB proof the bonus is crucial to show that the optimism in the face of uncertainty behavior is verified at
all timesteps. We review here shallowly how using a bonus
√
pβ(Nn(s, a))
−1/2 impacts this result, for an in depth review
we refer to the original work of Strehl and Littman (2008).
For some state-action pairs (s, a) consider the first k ≤ m experiences of (s, a) by the agent and let X1, ..., Xk be the
k random variables defined by: Xi := ri + γV ∗(si). Where ri and si are the i-th reward received and next state after
experiencing the pair (s, a) Given E[Xi] = Q∗(s, a) and 0 ≤ Xi ≤ 1/(1− γ), the Hoeffding bound gives:
P
[
E[X1]− 1
k
k∑
i=1
Xi ≥
√
pβ√
k
]
≤ e−2(√pβ)2(1−γ)2 =
( δ
2|SG||A|m
)p
Which using the union bound allows us to show that:
Rˆ(s, a) + γ
∑
s′
Tˆ (s, a, s′)V ∗(s′)−Q∗(s, a) ≥ −
√
pβ√
k
holds for all timesteps t and all state-action pairs (s, a) with probability at least 1 − (|SG||A|m)(δ/(2|SG||A|m))p. For
p < 1, it is lower than 1− δ/2 and the precision required by MBIE-EB is not achieved.
Likewise, when p > 1, the agent can suffer this time from over-exploration. To prevent the bonus to modify the reward too
much and influence the action gap, β and m must verify:
β√
m
≤ /4
Which means that a linear increase of β has to be compensated by a quadratic increase of m.
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Lemma 2. Let ρ be a density model and ρAn, Nˆn, NˆAn , and nˆA as before. Then for a ∈ A and s ∈ SG
NˆAn(s¯, a) · f(s¯, a, ) ≤ Nˆn(s, a) ≤ NˆAn(s¯, a) · g(s¯, a, ).
with α = 1−1+ , f and g are given by:
f(s¯, a, ) =
|G(s)|(nˆA + 1)− (1 + )3(NˆAn(s¯, a) + 1)
|G(s)|( 1
α3
nˆA − NˆAn(s¯, a) + ( 1α3 − 1)nˆ
ANˆAn(s¯, a))
g(s¯, a, ) =
|G(s)|(nˆA + 1)− (1− )3(NˆAn(s¯, a) + 1)
|G(s)|(α3 nˆA − NˆAn(s¯, a)− (1− α3)nˆANˆAn(s¯, a))
Proof. We have for s¯ ∈ SA,:
∀s, s′ ∈ G(s¯), (1− )3Nˆn(s′, a) ≤ Nˆn(s, a) ≤ (1 + )3Nˆn(s′, a)
Summing over all states s′ in the aggregation:
(1− )3 ρ
A
n(s¯, a)
|G(s)| ≤ ρn(s, a) ≤ (1 + )
3 ρ
A
n(s¯, a)
|G(s)|
Hence:
f(s¯, a, ) =
(1− )3ρAn(s¯, a)(1− (1 + )3ρ′An (s¯, a)/|G(s)|)
(1 + )3ρ′An (s¯, a)− (1− )3ρAn(s¯, a)
=
|G(s)|(nˆA + 1)− (1 + )3(NˆAn (s¯, a) + 1)
|G(s)|( 1α3 nˆA − NˆAn (s¯, a) + (
1
α3
− 1)NˆAn (s¯, a)nˆA
Using ρAn(s¯, a) = Nˆ
A
n (s¯, a)/nˆ
A, similarly:
g(s¯, a, ) =
(1 + )3ρAn(s¯, a)(1− (1− )3ρ′An (s¯, a)/|G(s)|)
(1− )3ρ′An (s¯, a)− (1 + )3ρAn(s¯, a)
=
|G(s)|(nˆA + 1)− (1− )3(NˆAn (s¯, a) + 1)
|G(s)|(α3 nˆA − NˆAn (s¯, a)− (1− α3 )NˆAn (s¯, a)nˆA
Corollary 3.1. For an exact abstraction ( = 0)
Nˆn(s, a) = Nˆ
A
n(s¯, a)
(
1 +
(|G(s)| − 1)(NˆAn(s¯, a) + 1)
|G(s)|(nˆA − NˆAn(s¯, a))
)
.
Proof. Setting  = 0 in the previous result gives:
Nˆn(s, a) = Nˆ
A
n (s¯, a)
|G(s)|(nˆA + 1)− (NˆAn (s¯, a) + 1)
|G(s)|(nˆA − NˆAn (s¯, a))
= NˆAn (s¯, a)
(
1 +
(|G(s)| − 1)(NˆAn (s¯, a) + 1)
|G(s)|(nˆA − NˆAn (s¯, a))
)
Proposition 3. Consider a state s ∈ SG. If there exists k > 1 such that 0 ≤ Nˆn(s, a) ≤ nˆAk then for an exact abstraction:
NˆAn(s¯, a) ≤ Nˆn(s, a) ≤ NˆAn(s¯, a)
(
1 +
2
k − 1
)
.
Approximate Exploration through State Abstraction
Proof. If there is exists a constant k such that 0 ≤ NˆAn (s¯) ≤ nˆA/k, we can bound the term:
(|G(s)| − 1)(NˆA(s¯) + 1)
|G(s)|(nˆA − NˆA(s¯)) ≤
(|G(s)| − 1)(nˆA/k + 1)
|G(s)|(nˆA − nˆA/k)
≤ nˆ
A + k
knˆA − nˆA)
≤ 2
k − 1
(10)
Theorem 4. Let N˜n be the pseudo-count defined such that for any state-action pair (s, a)
ρn(s, a) =
N˜n(s, a)
n˜
, ρ′n(s, a) =
N˜n(s, a) + 1
n˜+ |G(s)| .
with n˜ the pseudo-count total. Then N˜n can be computed as follow
N˜n(s, a) =
2ρn(s, a)τ
′
n(s, a)
ρ
(2)
n (s, a)τn(s, a)− ρn(s, a)τ ′n(s, a)
.
where ρ(2)n (s, a) := ρ′(s, a; s1:ns, a1:na) and τn(s, a) = ρ′n(s, a)− ρn(s, a).
For an exact induced abstraction, N˜ does not suffer from the over-estimation previously mentioned and we have
N˜n(s, a) = N˜
A
n(s¯, a) = Nˆ
A
n(s¯, a).
for any state action pair (s, a).
Proof. We have the following system of three equations
ρn(s, a) =
N˜n(s, a)
n˜
,
ρ′n(s, a) =
N˜n(s, a) + 1
n˜+ |G(s)| ,
ρ(2)n (s, a) =
N˜n(s, a) + 2
n˜+ 2|G(s)| .
The first two give
Nˆn(s, a) = ρn(s, a)
1− |G(s)|ρ′n(s, a)
ρ′n(s, a)− ρn(s, a)
And from the last one
|G(s)| = N˜n(s, a) + 2
ρ
(2)
n (s, a)(n˜+ 2)
|G(s)| = N˜n(s, a) + 2
ρ
(2)
n (s, a)
(
N˜n(s,a)+1
|G(s)|ρ′n(s,a) + 1
)
|G(s)|ρ(2)n (s, a) + (N˜n(s, a) + 1)
ρ
(2)
n (s, a)
ρ′n(s, a)
= N˜n(s, a) + 2
|G(s)|ρ(2)n (s, a) = N˜n(s, a) + 2−
ρ
(2)
n (s, a)
ρ′n(s, a)
(N˜n(s, a) + 1)
|G(s)|ρ(2)n (s, a) = N˜n(s, a)(1−
ρ
(2)
n (s, a)
ρ′n(s, a)
) + (2− ρ
(2)
n (s, a)
ρ′n(s, a)
)
Approximate Exploration through State Abstraction
Then
N˜n(s, a) = ρn(s, a)
1− |G(s)|ρ′n(s, a)
ρ′n(s, a)− ρn(s, a)
N˜n(s, a) = ρn(s, a)
1− 1
ρ
(2)
n (s,a)
(
(ρ′n(s, a)− ρ′n(s, a))N˜n(s, a) + (2ρ′n(s, a)− ρ(2)n (s, a))
)
ρ′n(s, a)− ρn(s, a)
N˜n(s, a) =
ρn(s, a)
ρ
(2)
n (s, a)
ρ
(2)
n (s, a)−
(
(ρ′n(s, a)− ρ′n(s, a))N˜n(s, a) + (2ρ′n(s, a)− ρ(2)n (s, a))
)
ρ′n(s, a)− ρn(s, a)
N˜n(s, a) =
ρn(s, a)
ρ
(2)
n (s, a)
2(ρ
(2)
n (s, a)− ρ′n(s, a))− (ρ′n(s, a)− ρ′n(s, a))N˜n(s, a)
ρ′n(s, a)− ρn(s, a)
N˜n(s, a)
(
1 +
ρn(s, a)(ρ
′
n(s, a)− ρ(2)n (s, a)
ρ
(2)
n (s, a)(ρ′n(s, a)− ρn(s, a))
)
=
2ρn(s, a)(ρ
(2)
n (s, a)− ρ′n(s, a))
ρ
(2)
n (s, a)(ρ′n(s, a)− ρn(s, a))
N˜n(s, a) =
2ρn(s, a)(ρ
(2)
n (s, a)− ρ′n(s, a))
ρ
(2)
n (s, a)(ρ′n(s, a)− ρn(s, a))− ρn(s, a)(ρ(2)n (s, a)− ρ′n(s, a))
.
By construction we have N˜n(s, a) = N˜A(s, a) (remember the induced abstraction is exact), besides when |G(s)| = 1 which
is the case in the induced abstraction we have N˜n = Nˆn, hence N˜An = Nˆ
A
n
