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R368trained to feeder B, which had the scent
of peppermint. The feeders were
positioned at different locations with
respect to the hive. Pinching the leg
of a bee visiting feeder A caused the
bee to preferentially direct its danger
signals toward dancing bees that were
advertising the location of feeder A and
carried the scent associated with A.
Similarly, bees pinched while visiting
feeder B targeted their danger signals
toward bees advertising feeder B,
based on the scent that they carried [2].
That it was indeed the scents that
provided the crucial piece of
information is evident from the fact that
this targeting specificity disappeared
when the experiment was repeated
using identical scents at both feeders.
A pinched bee returning from either
feeder location would then direct
a danger signal at any dancing bee that
carried the scent, which was now
common to both feeders [2]. Thus, the
targeting of the ‘danger’ signal was
driven by the scent on the dancer’s
body, and not by the location that
she was indicating in her dance.
Interestingly, pinched bees also
occasionally delivered danger signals
to non-dancing foragers, or even to
bees that had not visited either site [2].
This may be because the targeting was
not 100% accurate (as suggested by
the author) or because the danger
signal could be amore broadly directed
message to all bees in the colony,
saying ‘‘Don’t visit any food source
that smells like me!’’ It is now well
established that scent alone can trigger
recall of specific feeding locations in
honeybees [4–6].
It has been known for some time that
honeybees produce signals to cause
bees to stop dancing bees in various
other contexts. For example, bees
returning from an excessively crowded
feeder often produce an acoustic
signal that is similar to the ‘danger’
signal described above. This causes
waggle-dancing bees to freeze
momentarily, and then to discontinue
their dance [7–10]. Presumably, this
serves to prevent or reduce the
recruitment of even more bees to
a food source that is becoming difficult
and time-consuming to access. In
another context, bees returning in large
numbers from a plentiful supply of food
perform a so-called ‘tremble’ dance,
which is thought to be a call to urge
more of the hive’s nectar-uptake bees
to contribute the task of offloading the
nectar from the foragers when it isarriving at a very high rate [1,11]. This
signal ensures that, at the colony level,
the rate of uptake of the nectar within
the hive matches the rate at which it is
flowing into the hive. However, it has
recently been noticed that tremble
dancers also emit buzzes similar to the
‘danger’ signals described above, and
that these signals again cause
cessation of waggle-dancing in the hive
[7,8]. These signals may serve to stem
the recruitment of foragers to a food
site from which nectar is already
coming in at an unmanageably high
rate. More generally, it appears that the
‘stop’ signal acts to discourage visits to
a food source that is no longer
profitable for the colony to exploit, for
a variety of reasons. Finally, recent
work is suggesting that the so-called
‘begging’ signals, which were believed
to be used by a dance-follower to
request a taste of the nectar that a
dancer had just brought in [1,12], may
not be a begging signal after all, but just
a ‘stop’ signal. The reason for this new
interpretation is that, although the
dancer stops dancing in response to
the so-called ‘begging’ signals, she
rarely obliges the ‘beggar’ with a nectar
sample [7,13].
Communication in honeybees turns
out to be vastly more sophisticated
than originally imagined. Research is
revealing a variety of subtle, interwoven
feedback loops that act, through the
behaviour of individual bees, to provide
the colony with a collective intelligence
that endows it with a capacity to adapt
quickly and appropriately to changes in
the foraging environment [14]. The
‘danger’ signal uncovered by Nieh’s
study [2] adds another word to the rich
and growing vocabulary of honeybee
communication. Indeed, it makes one
pause to ask whether these creaturesmay bemore than just simple, reflexive,
unthinking automata.
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The presence of inactive units in tandem arrays of ribosomal genes (rDNA) has
been linked to increased transcriptional capacity, but a recent study indicates
that inactive units are necessary for sister chromatid cohesion and genetic
stability of rDNA.Luis Arago´n
Protein synthesis requires several
million of new ribosomes per
generation, hence cells need tosynthesize vast amounts of ribosomal
(r)RNAs. When cells need to progress
rapidly through the cell cycle — as for
example in early development — or
when they find themselves under stress
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Figure 1. Transcriptionally inactive copies of rDNA provide cohesion of the repetitive array.
(A) The yeast Saccharomyces cerevisiae contains multiple copies of ribosomal genes arranged
on chromosome XII as a 9.1 kb head-to-tail tandem repeat providing the foundation for the
ribosome-manufacturing compartment, the nucleolus. Each ribosomal copy contains the
35S and 5S rRNA genes separated by two intergenic spacers (IGS1 and IGS2). Specialised
features in IGS include a cohesin binding sequence (CAR; grey box), a replication origin
(ARS) and a replication fork barrier (RFB; red). (B) Transcriptionally inactive copies, and not
active ones, of rDNA genes provide a platform of association for condensin complexes that
mediate sister chromatid cohesion and correct alignment to ensure correct recombinational
repair.
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R369conditions, they need to be able to
produce ribosomes, and thus rRNA,
particularly quickly [1]. Ribosomal
genes are transcribed with high
elongation rates and with maximum
density of RNA polymerases on the
gene, approximately one RNA
polymerase per 100 base pairs.
Furthermore, ribosomal genes are
generally seen to be amplified into
arrays containing multiple copies
(Figure 1A), which was thought to
provide increased transcriptional
capacity, exploited via regulation of the
number of active units. In this sense,
the presence of inactive ribosomal
genes had been simply interpreted as
a reservoir for rRNA production. A
recently study by Ide et al. [2], however,
shows that the presence of inactive
ribosomal genes provides much more
than a reservoir of transcriptional
potential: they are required as a landing
platform for cohesion complexes
(Figure 1B), and in this way they help
to ensure genetic stability of the
ribosomal locus by facilitating correct
recombinational repair.
A poorly understood characteristic of
ribosomal gene arrays is the regulation
of their copy number. Despite
variability in the number of copies,
regulatory mechanisms seem to set
both lower and upper limits on copy
number and promote an optimal range,
which in budding yeast is around 150
copies (Figure 1A). The Kobayashi
laboratory has been interested in the
regulation of rDNA array expansion for
a number of years. An important
breakthrough came with the
demonstration that transcription of the
sequences between rRNA genes
disrupts sister chromatid cohesion and
promotes array expansion through
unequal sister chromatid
recombination [3,4].
New work of Ide et al. [2] nicely adds
to previous studies with an original
observation: cells with 20 rDNA units
are significantly more sensitive to the
DNA damaging agents methyl
methanesulfonate (MMS) and
ultraviolet (UV) radiation than are cells
with 110 such units. In order tomaintain
rDNA copy number at a fixed level, the
strains used in the study lack the
protein Fob1, which mediates
a replication fork block at the end of the
rRNA genes. This perturbation itself is
unlikely to be responsible for the
observed relationship between rDNA
copy number of sensitivity to DNA
damaging agents. Ide et al. [2] furtherdemonstrated that the increased
sensitivity to MMS depends on
transcription by RNA polymerase I.
This was surprising because
previous studies had shown that
transcription-coupled repair
mechanisms are associated with RNA
polymerase I and demonstrated that
UV damage of active rDNA copies is
repaired, while similar damage of
inactive copies is not [5]. It was thus
expected that RNA polymerase I
transcription would be found to
correlate positively with increased
repair efficiency, and not the converse.
The types of DNA damage caused by
MMS and UV, and the ‘preferred’ repair
pathways for each, are very different,however: MMS exposure induces DNA
alkylation and double-stranded breaks
during DNA replication [6], and this
requires recombinational repair; UV
damage, however, causes formation of
bulky DNA adducts that are primarily
dealt with by nucleotide excision
repair. Ide et al. [2] focused on
MMS-induced damage by further
investigating DNA replication in cells
with 20 and 110 copies of rDNA.
Interestingly, they found that low-copy
number cells suffer from increased
levels of recombination and are less
able to complete replication under DNA
damaging conditions.
One interpretation of these results
would be that the presence of
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R370additional copies of rDNA, and hence
greater potential to generate more
rRNA, makes cells better able to cope
with DNA damage in general. This
would explain why inactivating RNA
polymerase I eliminates the difference
in damage sensitivity between low
and high copy number strains, as
the levels of rRNA would then be the
same, in both cases depending on
transcription by RNA polymerase II
of rRNA genes carried on plasmid. A
direct connection with recombinational
repair was clear, however, because
Ide et al. [2] found that the increased
sensitivity to MMS in low copy number
strains was dependent on
recombination genes, indicating that
recombination is somehow toxic in
cells with short arrays, and ruling out
an indirect effect of limitations in rRNA
production.
Earlier work by the Kobayashi
laboratory [3] showed that efficient
recombination in rDNA requires
cohesion, so Ide et al. [2] further
investigated the possibility that
cohesion is affected in cells with low
copy number. Indeed, they found that
cohesion in short arrays is not efficient,
as chromosome tags inserted in the
middle of the rDNA separated in
20–30% of the population. Cohesin,
a complex required to hold sister
chromatids together [7,8], is displaced
from its natural binding site — the
cohesin association region, CAR
(Figure 1A) [9]— in the intergenic region
by RNA polymerase II transcription of
non-coding RNAs [3,4]. Unexpectedly,
cohesin was not displaced from CAR
sites in the low copy number strains,
suggesting that the partial loss of
cohesion was not due to cohesin loss.
Another protein complex previously
linked to the structure of rDNA is
condensin [10]. Transcription of RNA
polymerase I blocks condensin binding
[11–13], so Ide et al. [2] set out to
investigate whether there are
differences in condensin association incells with high and low copy number
rDNAs. They found that condensin
association is reduced in low copy
number cells, and that loss of
condensin function led to a decrease
in cohesion within rDNA. This is an
unexpected result because condensin
mutants suffer from rDNA non-
disjunction during mitosis [13–16], the
opposite of what might be expected
from a loss of cohesion. Future studies
will undoubtedly be focused towards
understanding the exact roles of
condensin in both cohesion and sister
resolution at the rDNA region.
Finally, Ide et al. [2] were able to
uncover a direct link between sister
chromatid cohesion and DNA damage
sensitivity by showing, through an
elegant set of experiments, that the
artificial tethering of sister chromatids
together reduces sensitivity to MMS.
The experiment involved engineering of
a yeast strain containing lactose
operator arrays in each of the rDNA
repeats. Expression of tetramerising
lactose repressors was shown to
artificially tether chromatids and
reduce MMS sensitivity. These results
suggest that an important role of
inactive rDNA units is to maintain array
cohesion (Figure 1B), thereby
facilitating correct repair by sister
chromatid recombination upon
damage. The work also highlights
the intricate relationships between
sister chromatid cohesion, repair and
gene transcription and it expands the
raison d’etre for inactive genes in
tandem arrays as more than simply
transcription reserves.
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