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 This paper presents a method to integrate adaptive estimation and adaptive control 
designs for a class of uncertain nonlinear systems having both parametric uncertainties and  
unmodeled dynamics. The method is based on Lyapunov-like stability analysis of all the 
errors in the closed-loop system. The adaptive estimator considered is a linear, time-varying 
Kalman filter augmented by the output of an observer neural network. The observer neural 
network compensates the nominal Kalman filter for modeling errors. The estimated states 
are used in the construction of an adaptive control solution that is based on approximate 
feedback linearization augmented with the outputs of an adaptive neural network controller. 
The presented approach is then applied to a vision-based formation flight control problem. 
The objective is for a follower aircraft to maintain range from a maneuvering leader aircraft 
using a monocular fixed camera for passive sensing of the leader’s relative motion. In the 
implementation, the states of the adaptive estimator are estimates of line-of-sight variables 
and the outputs of the observer neural network are estimates of the leader acceleration. The 
adaptive control solution considered is an integrated guidance and control design that 
includes online adaptation to unmodeled nonlinearities such as the unknown leader aircraft 
acceleration and parametric uncertainties in the own-aircraft aerodynamic derivatives.  
Simulation results using a nonlinear 6DOF simulation model of a fixed-wing UAV are 
presented to illustrate the feasibility and efficacy of the approach.  
I. Introduction 
his paper presents a method for integrating adaptive estimation and adaptive control designs for a class of 
uncertain nonlinear systems having both parametric uncertainties and unmodeled dynamics. The adaptive 
estimator is a linear time-varying Kalman filter augmented with an observer neural network (NN) that is trained 
online using the composite adaptation approach presented in Ref. [2]. The estimated states are used in the 
construction of an adaptive control solution that is based on approximate feedback linearization augmented with the 
output of controller NN that is also trained online. It is clear that any ad-hoc integration is not sufficient to guarantee 
the stability of the overall adaptive estimator-controller design, since the certainty equivalence principle does not 
apply when the adaptive estimator is integrated with the adaptive controller in this fashion. Hence the motivation for 
this paper is to provide a theoretical justification for the integration of the adaptive estimator and controller solutions 
based on a Lyapunov-like stability analysis of the closed-loop system errors. It should be noted that similar 
approaches have been developed and applied to certain types of systems. Ref. [3] constructs an adaptive NN 
observer providing state estimates to an adaptive NN controller for robotic type systems. The observer NN 
approximates the state-dependent uncertainty and the NN in the controller approximates a nonlinear function of the 
tracking error, states of the system and the state estimation error. In this approach, the relative degree of each of the 
outputs being regulated is two and is a full vector relative degree design 4. Lyapunov-like stability analysis is used to 
show Uniform Ultimate Boundedness (UUB) 1 of the system errors. Ref. [5] presents an approach in which an 
adaptive NN observer is coupled with a backstepping controller for nonlinear systems with uncertainties that are 
functions only of the output of the system. Similar adaptive observer based controller design approaches are 
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presented in Ref. [6-9] for full relative degree systems. The approach presented in this paper differs from that in Ref. 
[3, 5-9] in two significant aspects. The approaches in Ref. [3, 5-9] all require knowledge of the dimension of the 
complete state vector of the system. The approach developed in this paper is applicable to systems with unmodeled 
dynamics, and does not require knowledge of the dimension of the complete state vector. An adaptive observer is 
built to estimate only the modeled states of the system. In addition, the approaches in Ref. [3, 5-9] permit 
augmentation only of a linear time-invariant observer with a NN. In this paper, we consider augmentation of a 
linear, time-varying observer with a NN. These extensions in theory are important to allow application in certain 
guidance and flight control applications. For example in applications such as missile intercept guidance, target 
tracking and vision-based formation flight, not all the states are available for feedback and the target dynamics are 
the poorly modeled or unmodeled. 
 The problem of leader-follower formation flight in which the follower aircraft is equipped with only an onboard 
camera to track the leader aircraft is quite challenging. This problem requires simultaneous sensor data processing, 
state estimation and tracking control in the presence of unmodeled disturbances (leader acceleration) and 
measurement uncertainties. Sensor data processing involves fast converging image processing algorithms that track 
the leader aircraft in the presence of background clutter and derive noisy measurements of the leader aircraft’s 
position relative to itself 10,11. A consequence of using a monocular fixed camera is that the range is not available as 
a measurement. So the measurements from the image processing algorithm are fed into a nonlinear filter, e.g., an 
Extended Kalman Filter (EKF), which computes estimates of range and other line-of-sight (LOS) variables that are 
required in the guidance and control algorithms 10.  
 In a previous paper [12], we presented an adaptive approach to an integrated guidance and control (IGC) design 
for a LOS based formation flight configuration of a leader and a follower aircraft. The formation flight objective was 
for the follower aircraft to regulate range and bearing angle rates to specified values from a maneuvering leader 
aircraft. The IGC solution includes online adaptation to unmodeled nonlinearities such as the unknown target (leader 
aircraft) acceleration and parametric uncertainties in the aircraft aerodynamic derivatives. There are important 
reasons for pursuing an IGC design. IGC designs have been cited in literature as a way of overcoming the 
shortcomings of conventional guidance and flight control designs that rely on the time-scale separation assumption 
between the guidance and autopilot subsystems 13-16. In the case of missile intercept guidance, it has been stated that 
an IGC formulation can directly compensate for the effect of autopilot lag and improve missile intercept 
performance 13,14. The integrated design is also less susceptible to actuator saturation and stability problems. 
Simulations have confirmed the benefits of an IGC design compared to a time-scale separated guidance and control 
design when applied to the LOS based formation flight problem 12. However, the previous approach assumed that 
the ideal values of the LOS variables like range, azimuth and elevation angles and their derivatives were available 
for feedback in the IGC design.  
 The contribution of this paper is in developing a method for integrating adaptive estimation and adaptive control 
designs for a class of uncertain nonlinear systems having both parametric uncertainties and unmodeled dynamics. 
Lyapunov-like stability analysis is used to prove the UUB of the integrated closed-loop system errors. The presented 
approach is then applied to a vision-based formation flight control problem. The states of the NN augmented 
Kalman filter are used to construct estimates of the LOS variables and their derivatives and the outputs of the 
observer NN are estimates of the leader aircraft acceleration along the inertial axes. The adaptive control solution is 
based on the adaptive IGC design presented in Ref. [12]. Finally, simulation results using a nonlinear 6DOF 
simulation model of a fixed-wing UAV are presented. The formation control tracking performance is evaluated 
using two different leader maneuvers to show the effectiveness of adaptation in the integrated estimation, guidance 
and control design.  
The organization of the paper is as follows. Section II presents the problem formulation for a class of nonlinear 
systems with parametric uncertainties and unmodeled dynamics. This class of nonlinear systems is an adequate 
representation of the LOS formation flight problem being considered. Section III contains a discussion of the NN 
augmented Kalman filter as the adaptive state estimator for the nonlinear system in Section II. Section IV discusses 
the adaptive control design that is based on approximate feedback linearization and is a function of the estimated 
states from the adaptive estimator. Section V outlines the Lyapunov-like stability analysis of the closed-loop system 
with the details of the proof given in the Appendix. Section VI presents the application to the LOS formation flight 
problem with simulation results. Section VII presents the conclusions of this study. 
II. Problem Formulation 
Consider the Multi-Input Multi-Output (MIMO) nonlinear system given by 
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nD∈ ⊂ ℜxx  and 222
nD∈ ⊂ ℜxx  are the modeled states of the system, z
nD∈ ⊂ℜzz are the unmodeled 
states where zn  is also unknown but bounded, 1 2, ,  and D D Dx x z  are open sets containing their respective origins, 
1
m∈ℜy  and 2x  are measurements available for feedback, and 
p∈ℜy  and p∈ℜu  are the regulated outputs and 
control inputs of the system. The matrices 1 1x 1
x xn nA ∈ℜ , 1 x 1
xn mB ∈ℜ  and 1x 1
xm nC ∈ℜ  are known, and the pair 
( )1 1,A C  is observable. The functions 2:
mD →ℜxς  and 2:  x 
m pDℜ →ℜxh  are known and continuous. The 
functions 2
22
: nD →ℜxf  and 22
x : n mG D →ℜx  are partially known and continuous. The function 
11
( , ) : znD D× →ℜz x zf x z  is unknown, continuous and represents the unmodeled dynamics. The function 
11
( , ) : mD D× →ℜx zg x z  is unknown, continuous and represents the way in which the unmodeled dynamics is 
coupled to the system dynamics. Let 1 2, ,
TT T T nD⎡ ⎤= ∈ ⊂ ℜ⎣ ⎦ xx x x z , 1 2x x zn n n n= + + , be the composite state vector 
of the system, where 
1 2
 x  x D D D D=x x x z . 
 
Remark 1: In context of the vision-based formation flight problem, 1x  represents the states of the LOS kinematics, 
2x  represents the states of the rigid body dynamics of the follower aircraft, assumed to be all available, z  
represents the unknown states associated with the leader acceleration dynamics, 1y  represents the measurements 
obtained via the use of a vision sensor, u  represents the actuator deflections of the follower aircraft, and y  
represents the measurable regulated outputs of interest, for example, the measurements from the vision sensor or 
those obtained by combining outputs from different sensors. The complete state vector 1x  is not available for 
feedback. The unknown functions 1( , )zf x z  and 1( , )g x z  represent the leader acceleration dynamics and the effect 
of the leader acceleration on the LOS kinematics respectively. The function ( )2ς x  represents the effect of the 
follower accelerations on the LOS kinematics and hence it is reasonable to assume ( )2ς x  is known. The functions 
( )2 2f x  and ( )2G x  represent the follower aircraft dynamics and it is reasonable to assume that at least a linear 
model of the aircraft dynamics is available implying partial knowledge of ( )2 ⋅f  and ( )G ⋅ .  
 
Assumption 1: The function ( ),⋅ ⋅zf  is a bounded function of its arguments and ( )tz  is bounded for all t . 
 
Assumption 2: The dynamical system (1) satisfies the conditions for output feedback linearization [4] with vector 
relative degree 1 2, , ,
T
pr r r⎡ ⎤⎣ ⎦r , 1 2 pr r r n= + + + ≤r . 
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that transforms the system in (1) into the normal form [4]: 
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ξ , n rD −∈ ⊂ ℜZZ  are the states associated 
with the internal dynamics, iu  are the control inputs, iy  are the regulated outputs, ir  is the relative degree of the 
thi  output, ( )Zf ξ,Z  is a completely unknown continuous function representing the internal dynamics, 
( ) ( )0 01 2,i iα α=x x ξ  and ( )1 2,iβ y x  are known continuous functions, and ( ) ( )1 11 2, , , , ,i i i iu uα α=x x z ξ Z  are 
unknown continuous functions.  
 
Assumption 3: The function ( ),⋅ ⋅Zf  is a bounded function of its arguments and ( )tZ  is bounded for all t . 
 
Assumption 4: ( )1 2,iβ y x is continuous and non-zero for every D∈ xx . 
 
Control Design Objective: Design a control law as a function of available measurements such that ( )iy t  track 
smooth, bounded reference trajectories ( ),c iy t , 1, 2, ,i p=  with bounded errors.  
 
In the case when the states 1x  are available for feedback, an approach to controller design for achieving the above 
objective is to consider a feedback linearizing solution augmented with the output of adaptive NNs designed to 
approximate the unknown functions ( )1 1 2, , ,i iuα x x z .  When the states 1x  are not available, we design a state 
estimator to provide estimates of 1x  for implementation in the adaptive control solution. These estimates are also 
used to construct estimates of the functions ( )0 1 2,iα x x  in the control solution. 
III. Adaptive State Estimation 
The objective of the adaptive estimation is to provide estimates of the states 1x . The estimator solution must be 
robust to the effect of the unmodeled dynamics. The adaptive state estimation solution considered in this paper is a 
time-varying Kalman filter augmented with an adaptive NN that is updated online using only the available 
measurements. In particular, we employ a modified method of composite adaptation, i.e., using two training signals 
to train the same NN, to improve the ability of the NN to approximate the unmodeled dynamics 2.  
We consider only the following subsystem for the state estimation problem 
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The theorem presented next is critical to the use of a NN as the adaptive element in the state estimation problem. 
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evolves on a n  dimensional ball of radius r  in nR , { }|  nrB R r= ∈ <x x . Also assume that the system output 
( ) mt R∈y  and its derivatives up to the order ( )1n −  are bounded. Then given arbitrary * 0ε > , there exists a set of 
constant, bounded weights W  and a positive time delay 0d > , such that the function ( )f x  in (5) can be 
approximated over the compact set rB  by a linearly parameterized NN 
 ( ) ( ) ( ) ( )* * *,  ,  ,  T FW W W ε μ= + ≤ ≤ ≤f x σ μ ε μ ε μ μ  (6) 
using the input vector 
 ( )( ) ( ) ( ) ( ) ( )0 1,       nT T nmd dt d t t R−⎡ ⎤= Δ Δ ∈⎣ ⎦μ y y y…  (7) 
where ( ) ( ) ( )0 T Td t tΔ =y y , ( ) ( )
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Δ =
y y
y  1, 2, ,k = … , * 0μ >  is a uniform bound on 
rB . 
 
The above theorem simply states the conditions under which the unknown function ( )f x  can be approximated by a 
NN on a compact domain using a finite sample of the time history of the measurements given by the input vector 
( )( ),t dμ y .  
We assume that ( )1 1,B g x z  can be written in the form 








= ∑g x z b x z  (8) 
where ib  is a column vector of zeros with only the i
th element equal to 1.Using Theorem 1, consider the following 
NN parameterization of the unmodeled dynamics ( )' 1,ig x z  
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,  x  x gD D D D∀ ∈ ⊂ x x zx x z , where gD  is a compact set, the subscript ‘o’ stands for ‘observer’, , o
N
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is the ideal but unknown NN weight vector, ( ),o i oε μ  is the NN functional approximation error, 
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oε  are the bounds on the Frobenius norms of ,o iW  and ,o iε  respectively, and the input vector 
( ) ( )( )1 , ,o o t t d d= −μ μ y ς  is a vector of difference quotients of the output vector 1y  and known vector ς , 
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where the definitions of the difference quotients ( ) [ ],  1,2,kd kΔ ⋅ = are as in (7), 1 2,n n n≥  are sufficiently large 
integers, and 0d >  is the time delay. The sigmoidal functions are smooth and uniformly bounded, that is, 
( ), 1o i oσ ≤μ . Using Eqs. (8) and (9), the system equation in (4) can be written as: 
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The adaptive estimator for the system in (11) is given by 
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where ( ),ˆo i tW  is an estimate of the ideal but unknown NN weight vector ,o iW , 1( )K t  is the Kalman gain obtained 
through the following set of matrix differential Ricatti equations 21 
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 (13) 
where 1 0 1 1 1 1(0) 0, 0, 0
T TP P Q Q R R= > = > = > . The solution 1( )P t  of Eq. (13) is bounded, symmetric, positive 
definite and continuously differentiable. The output of the ith observer NN is given by 
 ( ) ( ) ( ),ˆˆ ,  1,2, ,
T
i o i o og t t i m= =W σ μ  (14) 
The residual vector of the adaptive estimator ( ) ( ) ( )1 1 1ˆt t t= −y y y  is the first set of error signals used to train the 
NN as in Ref. [8]. 
 Now consider a second, non-adaptive Kalman filter whose residuals are used to construct the second error signal 
used to train the NN 
 ( ),1 1 ,1 ,1 1 ,1 1 1 0 ,10
,1 1 ,1
ˆ ˆ ˆ ˆ ˆ( ) ( ) ( ) ( ) ( ) , ( )
ˆ ˆ( ) ( )
na na na na na na
na na
t A t K t t t B t
t C t
= + − + =
=
x x y y ς x x
y x
 (15) 
where the subscript ‘ na ’ is used to identify this second filter as a non-adaptive filter and ,1( )naK t is the Kalman gain 
obtained through the following set of matrix differential Ricatti equations 21 
 
1
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1
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where ,1 ,10 0 ,1 ,1 ,1 ,1(0) 0, 0, 0
T T
na na na na na naP P P Q Q R R= = > = > = > . The solution ,1( )naP t  of eq. (16) is bounded, 
symmetric, positive definite and continuously differentiable. The design matrices ,1naQ  and ,1naR  can be chosen to be 
different from 1Q  and 1R  respectively in eq. (13). 
 The state estimation error dynamics of the second Kalman filter is obtained from Eqs. (11) and (15) by defining 
,1 1 ,1ˆna na−x x x  as the state estimation error vector: 
 











∑ ∑x x bW σ μ b μ
y x
 (17) 
where ,1 1 ,1ˆna na−y y y  is the residual and ( ) ( ),1 1 ,1 1na naA t A K t C= − . The time-domain solution of the residual vector 
in (17) is given by 
 ( ) ( ) ( ) ( ) ( ) ( )
0 0
'
,1 1 ,1 0 ,1 0 1 ,1 , 1 ,1 ,, ,   ,   
t tm m
T
na na na na i o i o o na i o i
i it t
t C t t t C t d C t dτ τ τ ε τ= Φ + Φ + Φ∑ ∑∫ ∫y x bW σ μ b  (18) 
where ( ),1 0,na t tΦ is the state transition matrix associated with the matrix ( ),1naA t . We now state and prove a key 
Lemma.  
 
Lemma 1: The estimation error dynamics of the unforced system 
 











are Globally Exponentially Stable (GES). This implies that 
 ( ) ( ),1 0 ,1 0 0, 0,   as  ,   0na nat t t t t tΦ → →∞ ∀ ≥ ≥x  (20) 
where ( ),1 0,na t tΦ  is the state transition matrix of the system (19). The above result implies that in presence of 
bounded input ( )1,g x z  to the system in (19), the estimation error vector ( ),1na tx  and the residual ( ),1na ty  are 
bounded. 
 
Proof: In the Appendix. 
 
Remark 2: The NN approximation of the unmodeled dynamics in (9) and the boundedness of ( ),1na tx are contingent 
on ( )' 1, ,  1, 2, , ,ig i m=x z  being bounded. The states z  are bounded as a result of Assumption 1. Since ( )' 1,ig x z  
is continuous, to show that ( )' 1,ig x z  is bounded, we need to show that the states evolve in a compact set. Since the 
boundedness of the states is not assured a priori in a combined estimation and control problem, one way to ensure 
the states evolve in a compact set is to make an assumption that the initial state estimation errors belong to a 
Lyapunov level set such that the input variables to the NNs lie within the compact set gD  defined in (9). This is 
stated below Remark 4. The proof of boundedness will then show that the errors ultimately go to a Lyapunov level 
set that lies completely within the Lyapunov level set that contains the initial errors.  
 
 Now, we continue on with the derivation of the second error signal to train the NN. Taking advantage of the fact 
that ,o iW  is a vector, eq. (18) can be re-written as  
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t T t C t dε ε ε τ τ⎡ ⎤= + Φ⎣ ⎦∑∫y x b σ μ W  (21) 
where ( )( ) ( ) ( ) ( )
0
' ' ' '
1 ,1 0 1 2 1 ,1 0 ,1 0 1 ,1 ,, , , , , ,   
tm
na f f fm na na na i o i
i t
T t C t t t C t dε ε ε τ ε τ= Φ + Φ∑∫x x b  is an unknown vector that is 
always bounded using the result of Lemma 1, and fiQ  is the filtered basis function matrix obtained by solving the 
following matrix differential equation: 
 
( ) ( ) ( ),1 0
1








The matrix 1  x on NfiΩ ∈ℜ is always bounded, again using the result of Lemma 1 and the output matrix 
x om N
fiQ ∈ℜ  
is similarly bounded. An estimate of ( ),1na ty  is obtained by using ( ),ˆo i tW  in place of ,o iW  in (21) 
 ( ),1 ,ˆ ˆ
m
na fi o i
i
t Q= ∑y W  (23) 
The signal formed by the difference between ( ),1na ty  and its estimate ( ),1ˆna ty is the second error signal used to train 
the NN 
 ( ) ( ) ( ) ( ),1 ,1 ,1 ,1 ,ˆ ˆ
m
na na na na fi o i
i
t t t t Q= − = −∑e y y y W  (24) 
and the NN composite adaptive law is given by  
 ( ){ }, , 1, ,1 ,ˆ ˆTo i o i o o i fi na o o iy Q λ= −Γ − − +W σ μ e W  (25) 
where 1,iy  is the 
thi  element of the residual vector 1y ,  and the adaptation gain , 0o iΓ >  and the robustifying sigma-
mod term 23 0oλ >  are NN design constants. 
IV. Adaptive Control Design 
 We demonstrate the adaptive control design for only the ith regulated output and start with the normal form 
given in Eq. (3): 
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( ) ( ) ( ) ( )
1 2
0 1
1 2 1 2 1 2
,
, , , , ,i
i i
r
i i i i i i
y h




x x x x z y x
 (26) 
where ir  is the relative degree of iy  and is assumed to be known. Eq. (26) can be re-written as follows: 
 ( ) ( ) ( ) ( )0 1 2 1 2 , 1 1 2ˆ ˆ ˆ, , , , ,iri i i i c i iy u uα β= + + Δx x y x x x , x z  (27) 
where 
 ( ) ( ) ( ) ( ) ( ) ( )0 0 1, 1 1 2 1 2 1 2 1 2 1 2 1 2ˆ ˆ ˆ, , , , , , , , , ,c i i i i i i i i iu u uα α β β α⎡ ⎤ ⎡ ⎤Δ = − + − +⎣ ⎦ ⎣ ⎦x x , x z x x x x y x y x x x z  (28) 
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A. Tracking Error Dynamics and Feedback Inversion Control Law 
 The control design objective is to design a control law as a function of available measurements such that ( )iy t  
tracks smooth, bounded reference trajectories ( ),c iy t , 1, 2, ,i p=  with bounded errors. The tracking error is 
defined as ,i c i ie y y= − , where the reference signal ,c iy  and its derivatives 
( )
, , ,, , , i
r
c i c i c iy y y  are generated by 
filtering a piece-wise continuous, bounded command ( ),com iy t  through asymptotically stable reference models. The 
th
ir  derivative of ie  is given by: 
 ( ) ( ) ( ) ( ) ( ) ( ) ( )0, , 1 2 1 2 , 1 1 2ˆ ˆ ˆ, , , , ,i i i ir r r ri c i i c i i i i c i ie y y y u uα β= − = − − − Δx x y x x x , x z  (29) 
Assumption 5: ( )1 2ˆ ,iβ y x is non-zero for every ( ) 11ˆ,  x D D∈ x xx x , where 1x̂  evolves in the open set 11
nD ⊂ℜ xx   
that contains the origin 1ˆ = 0x . 
 
 A feedback inversion control law for stabilizing the error dynamics in (29) is given by 
 










where iν  is the pseudo-control term given by 
 ( ) ( )0, 1 2 , ,ˆ ,iri c i i dc i ad iyν α ν ν= − + −x x  (31) 
Substituting Eqs. (30)and (31) into (29), we have 
 ( ) ( ), , , 1 1 2ˆ, , ,iri dc i ad i c i ie ν ν ν= − + − Δ x x , x z  (32) 
where ,dc iν  is the output of a linear compensator designed to stabilize the linearized error dynamics 
 ( ) ,i
r
i dc ie ν= −  (33) 
and ,ad iν  is the output of an adaptive NN designed to compensate for the modeling error function 
( ), 1 1 2ˆ, , ,c i iνΔ x x , x z . Notice that we changed the last argument in ,c iΔ  from iu  to iν  using  Eq. (30). 
 We follow the approach in Ref. 20 for the design of ,dc iν  and ,ad iν . Defining 
( )1, , , i
Tr
i i i ie e e
−⎡ ⎤= ⎣ ⎦e , we 
have: 
 
( ), , , ,
,
i E i i E i ad i c i
i E i i
A B
e C





where [ ], , , 1 x 
 x  x 1
0 1 0 0 0
0 0 1 0 0
,  ,   1 0  0
          
0 0 0 0 1
i
i i i
E i E i E i r
r r r
A B C
⎡ ⎤ ⎡ ⎤
⎢ ⎥ ⎢ ⎥
⎢ ⎥ ⎢ ⎥= = =
⎢ ⎥ ⎢ ⎥
⎢ ⎥ ⎢ ⎥
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Since ( )1, , iri ie e




i c i i c i i








where iη  has dimension 1ir≥ − . We assume the minimum dimension for iη . Defining ,  
TT T
i i i⎡ ⎤= ⎣ ⎦E e η , we can 
combine the error dynamics in (34) and the linear compensator dynamics in (35) to give: 
 
( ), , , ,
, , ,  
i E i i E i ad i c i
TT
E i E i i i i
A B
C e
ν= + − Δ




The lead compensator parameters ( ), , , ,, , ,c i c i c i c iA db c  are designed such that the matrix ,E iA  is Hurwitz. The iE  
dynamics in (36) are henceforth referred to as tracking error dynamics. Since ,E iA  is Hurwitz, then for any , 0E iQ > , 
there exists a unique solution , , 0
T
E i E iP P= >  of the following Lyapunov equation: 
 , , , , , , ,,   0
T T
E i E i E i E i E i E i E iA P P A Q Q Q+ = − = >  (37) 
B. Error Observer and Neural Network Adaptive Law 
Since the complete error vector is not available in the output feedback case, we design a linear error observer 25 
for the tracking error dynamics in (36). The states of the error observer are estimates of iE  and are used in the 
construction of the adaptive law. The error observer is given by: 




i E i i E i E i E i





E E z z
z E
 (38) 
where [ ],E iK ≠ 0  is the error observer gain matrix that places the poles of the matrix , , , ,E i E i E i E iA A K C= −  much 
further to the left of the poles of the error dynamics matrix ,E iA .  
 
Remark 3: The NN adaptive law can be derived without constructing an error observer by applying the direct 
approach in Ref. 25. The training signal for the NN in this case is obtained by filtering the tracking error through a 
strictly positive real (SPR) filter. 
 
Defining ˆi i i= −E E E , the error dynamics of the error observer is given by: 
 
( ), , , ,
, ,
i E i i E i ad i c i
E i E i i
A B
C





Consider the parameterization of the modeling error function ,c iΔ  with a linear-in-parameters NN: 
 




( ) ( ) ( ) ( )
{ }*
* * * *
, 1 1 2 , , , , , ,
*
ˆ, , , ,  ,  ,  
 |  ,   1, 2, ,
                                  
c
T
c i i c i c c c i c c i c i c c i c c i cF




ν ε ε ε ε
μ
Δ = + ≤ ≤ ≤ ≤
∈ = ≤ =
x x , x z W σ μ μ W μ
                                  μ μ μ  (40) 
( )
1 1 2 1ˆ1 2, 1
ˆ, , ,  x  x  x  x i gD D D D D Dν∀ ∈ ⊂ x x z uxx x z x , where D ⊂ ℜu  and 1gD  is a compact set, the subscript ‘c’ 
stands for ‘controller’, , c
N
c i ∈ℜW  is the ideal but unknown NN weight vector, ( ),c i cε μ  is the NN functional 
approximation error, cμ  is the input vector, ( ) ( ) ( ),1 ,, , c
T
c c c c c N cσ σ⎡ ⎤= ⎣ ⎦σ μ μ μ…  is a vector of smooth and 
uniformly bounded shifted sigmoidal functions ( ),c iσ ⋅  26, 27, cN  is the number of neurons, and *cW and *cε  are the 
bounds on the Frobenius norms of ,c iW  and ,c iε  respectively. The input vector 
( ) ( ) ( ) ( )( )1 2ˆ , , ,c c o it t t t d dν= −μ μ μ , x x  consists of the input vector to the observer NN ( )o tμ  given in Eq. (10), 
the estimates of the states 1x̂  which are the outputs of the adaptive state estimator described in the previous section, 
the available states 2x , and the delayed values of the pseudo-control signal iν : 
 
( ) ( ) ( ) ( )( ) ( ) ( ) ( ) ( )
( ) ( ) ( ) ( ) ( )3
1 2 1 2 ,
10
,
ˆ ˆ, , , 1 ,  , ,  
,       
TT T T T
c o i o i d
Tn
i d d i d i
t t t t d d t t t t d
t d t d t d
ν
ν ν−
⎡ ⎤− = −⎣ ⎦
⎡ ⎤− = Δ − Δ −⎣ ⎦
μ μ , x x ,μ x x ν
ν …
 (41) 
where 3n n≥  is a sufficiently large integer,  and 0d >  is the time delay.  
From Eqs. (40) and (31), ,c iΔ  is a function of ,ad iν  and ,ad iν  is to be designed to cancel ,c iΔ . Therefore the 
following assumption is introduced to guarantee existence and uniqueness of a solution for ,ad iν . 
 
Assumption 6:  The mapping ,iad c iν Δ  is a contraction over the entire input domain of interest 
24, 25. 
 
Assumption 6 is satisfied if the following two conditions are satisfied 25: 
 
( )
( ) ( )( )
( )
( ) ( )
1
1 2 1 2
1
1 2 1 2
ˆi) sign sign sign , sign ,




















⎛ ⎞ ⎛ ⎞⎛ ⎞∂ ∂ ∂
= ⇒ + =⎜ ⎟ ⎜ ⎟⎜ ⎟⎜ ⎟∂ ∂ ∂⎝ ⎠ ⎝ ⎠⎝ ⎠
∂ ∂ ∂
> > ⇒ > + >
∂ ∂ ∂
y x y x
y x y x
 (42) 
The first condition in (42) implies that the estimated and actual control effectiveness have the same sign, and the 
second condition places a lower bound on the magnitude of the estimated control effectiveness. 
 Since the ideal NN weight vector ,c iW  in  (40) is unknown, the i
th controller NN output is given by 
 ( ) ( ), ,ˆ Tad i c i c ctν =W σ μ  (43) 
where ( ),ˆc i tW  is an estimate for ,c iW  that is updated online with the following adaptive law: 
 ( )( ), , , , , ,ˆ ˆ ˆTc i c i c c i E i E i c i c iP B λ= −Γ +W σ μ E W  (44) 
where , 0c iΓ >  is the NN adaptation gain and , 0c iλ >  is the sigma-mod parameter. 
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V. Lyapunov-like Stability Analysis 
The boundedness of the integrated adaptive estimator and adaptive controller system is now shown via 
Lyapunov-like analysis. We consider the error analysis with respect to only the ith regulated output iy  for 
convenience. Before starting the boundedness analysis, a few results are presented in the forms that are directly used 
in the analysis. 
Define the state estimation error 1 1 1ˆ= −x x x , the observer NN weight estimation error  
( ) ( ), , ,ˆo i o i o it t= −W W W , the controller NN weight estimation error , , ,ˆc i c i c i= −W W W  and ( ) ( )1 1 1 1A t A K t C= − . 
Using Eqs. (11) and (12), the state estimation error dynamics can be written as 
 
( ) ( ) ( ) ( )'1 1 1 , , 1 0 10
1 1 1
( ) ( ) , ( )
( ) ( )
m m
T
i o i o o i o i o
i i
t A t t t t
t C t
ε= + + =
=
∑ ∑x x bW σ μ b μ x x
y x
 (45) 
The NN weight estimation error dynamics can be written using (25) as, 
 ( )( ), , 1, 1 ,1 , ,ˆ i To i o i o o o i fi na o o i o o iC Q λ λ= − = Γ − − + −W W σ μ x e W W  (46) 
Using the identity ( ) ( ) 11 1P t P t I
−
=  and differentiating, we have:  
 
( ) ( ) ( ) ( ) ( ) ( )
( ) ( ) ( )
1 1 1
1 1 1 1 1 1
1 1 1
1 1 1 1 1 0
T
T
P t P t A t A t P t Q t
Q t C R C P t Q P t
− − −
− − −
= − − −
= + >
 (47) 
Since ( )1P t  is bounded, symmetric and positive definite, the following bounds on ( )11P t−  are used in the analysis 28, 
 ( ) ( )11 1 2 1
2 2
1 1I P t I I P t Iρ ρ
ρ ρ
−≤ ≤ ⇒ ≤ ≤  (48) 
The second error signal used to train the NN can be re-written using Eqs. (21) and (24) as 
 ( ) ( )( )' ' ',1 1 ,1 0 1 2 ,, , , ,
m
na na f f fm fi o i
i
t T t Qε ε ε= +∑e x W  (49) 
Substituting (43) into Eqs. (36) and (39), we have: 
 
( ) ( )( )
( ) ( )( )
, , , ,
, , , ,
T
i E i i E i c i c c c i c
T





= + − −
= + − −
E E W σ μ μ
E E W σ μ μ
 (50) 
Since ,E iA  is Hurwitz, then for any , 0E iQ > , there exists a unique solution , , 0
T
E i E iP P= >  of the following 
Lyapunov equation: 
 , , , , , , ,,   0
T T
E i E i E i E i E i E i E iA P P A Q Q Q+ = − = >  (51) 
The controller NN weight estimation error dynamics can be written using Eq. (44) as: 
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 ( ){ }, , , , , , , ,ˆ ˆ Tc i c i c i c c i E i E i c i c i c iP B λ ⎡ ⎤= − = Γ + −⎣ ⎦W W σ μ E W W  (52) 
Define the composite error vector of the closed-loop system as 
 1 ,1 ,2 , ,  ,       , ,  ,  
T TTT T T T T T T T T
o c o o o o m c i i c i⎡ ⎤ ⎡ ⎤⎡ ⎤ =⎣ ⎦ ⎣ ⎦ ⎣ ⎦ζ = ζ ζ ζ = x W W W ζ E E W  (53) 
and the positive definite candidate Lyapunov function for the boundedness analysis as 
 ( ) ( ) ( ) ( ) ( ) ( )1 1 11 1 1 , , , , , ,,  ,  i i
m
T T T T T
o o c c o o o i o o i c c i E i i i E i i c i c c i
i
V V V V P t V P P− − −= = + Γ + + Γ∑ζ ζ + ζ ζ x x W W ζ = E E E E W W (54) 
Remark 4: The NN approximation for the modeling error functions in Eqs. (9) and (40) are defined over a compact 
sets gD  and 1gD . In a combined estimation and control problem, since the boundedness of the states is not assured a 
priori, an assumption that the initial errors belong to a Lyapunov level set such that the input variables to the NNs 
lie within the compact sets defined in Eqs. (9) and (40), is one way to ensure that the NN approximations are valid. 
This is the basis for the next statement.  
 
In the space of the error vector ζ , consider the largest level set of ( )V ζ  such that its projection on the subspace of 
the NN input variables lies completely in gD and 1gD . Define the largest ball that lies within that level set as 
{ }:  
IM I
B M≤ζ ζ , where the subscript ‘I’ is used to indicate that we are considering the integrated system, and 






ζ  (55) 
Introduce the set 
 ( ){ }|  I IM IB Vα αΩ = ∈ ≤ζ ζ  (56) 
Definition 11: A continuous function : [0, )aα +ℜ  belongs to class Κ  if it is strictly increasing and ( )0 0α = . It 
belongs to class K∞  if a = ∞  and ( )rα →∞  as r →∞ . 
 
The definition of the candidate Lyapunov function (54) shows that there exist class Κ  functions 3κ  and 4κ  such 
that 
 ( ) ( ) ( )3 4Vκ κ≤ ≤ζ ζ ζ  
 
( ) ( ) ( ) ( ) ( )
( ) ( ) ( ) ( ) ( )
2 2 22 21 1
3 1 min , , min , min , min ,2
2
2 2 22 21 1







o i o i E i i E i i c c i
i
m




κ λ λ λ λ
ρ




= + Γ + + + Γ
= + Γ + + + Γ
∑
∑
ζ x W E E W
ζ x W E E W
 (57) 
where the bounds on ( )11P t−  in (48) are applied. 
 
Assumption 7: Let 
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 ( )( )13 4I IM κ κ γ−>  (58) 
where Iγ  is defined as  
 
{ }
( ) ( ) ( ) ( )
2 22 2 * 2 2 *
1 4 1 2 ,
min 1 2 2
2 min , min , , 42
2
,
min 2 , 2 , 1, 2,




o o c i c
j
I
o E i E i c i
m m W l l W
Q





λ λ λ λ
ρ
+ + + + +
⎛ ⎞





















4 , , , ,







fi na f f fmF
E i E i c
E i E i c
E i E i E i E i c
m P t
m P t C N
m Q T t
l P B
l P B

















Let ( ) 2min 1 22Q mλ ρ>  and { }1 22 2 22 2 2max 2, 2, , 2mo m m mλ > + + + , ( )min , 1E iQλ > , ( )min , 2E iQλ >  and 2, 4c i lλ > .  
 
Now the main result on the error boundedness can be stated. 
 
Theorem 2: Let Assumptions 1-7 hold and the initial error vector ( )0 It α∈Ωζ . For the system formulation in (1) 
with the normal form given by (3), let the adaptive estimator be given by (12), the adaptive control law by (30), (31), 
the observer NN adaptive law by  (25), and the controller NN adaptive law by (44). Then the closed-loop system 
errors ζ  are uniformly ultimately bounded. 
 
Proof: Refer to Appendix. 
VI. Application to Vision-based Formation Flight  
The objective of the formation flight experiment will be for the follower aircraft to maintain a prescribed range 
from the leader aircraft in the presence of leader maneuvers and other unmodeled disturbances. No communication 
between the UAVs is assumed. The follower UAV is equipped with just one fixed camera for passive sensing of the 
LOS information.  
The complete closed-loop system is summarized in the block diagram in Figure 1. The Image Processing and 
Computer Vision block takes as input the image frames from the onboard camera and processes them in real-time 
for visual tracking of a target (leader) aircraft. This block utilizes the method of geometric active contours 10,18 to 
track various features of interest in the image frames over a period of time. Active contours have the ability to 
conform to various object shapes and motions, making them ideal for segmentation, edge detection, shape modeling 
and visual tracking. Level set methods allow for fast, robust implementations of the algorithms for active contours 
algorithms 10,18. For formation flight, the IGC block needs estimates of range and LOS angles between the leader and 
follower, and their derivatives. While the LOS angles are available from the images, the range is not. To estimate 



























Figure 1.  Closed-loop UAV System for LOS-based Formation Flight 
 
A. Adaptive Target State Estimator 
Consider the relative LOS kinematics between a leader and follower aircraft in the inertial Cartesian coordinate 
frame 
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where YX RR ,  and ZR  are respectively the projections of the range vector from the follower to the target aircraft 
onto the inertial X, Y and Z axes, and the subscripts L and F refer to leader and follower aircraft respectively. We 
assume that there is a vision sensor onboard the follower aircraft that can measure the subtended angle α , the 
azimuth angle Aλ , and the elevation angle Eλ  with zero-mean additive measurement white noise of standard 
deviation 0.01 radians for each measurement. The subtended angle measures the maximum size subtended by the 
target aircraft on the follower image plane 19(see Figure 2). Using these raw noisy measurements, we can create 
pseudo-measurements of YX RR ,  and ZR  using the relationship between ,  ,  A Eα λ λ  and assuming the leader wing-
span size b  is known: 
 





Figure 2. Image Plane Measurements of Target Aircraft 
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where the subscript ‘m’ is used to identify the variables in (62) as measurements. Eqs. (61) and (62) are used to 
design a linear time-varying Kalman filter as the nominal leader state estimator where the leader acceleration 
components along the inertial X, Y and Z axes are modeled as independent, zero-mean white noise processes. This 
filter is augmented by the output of an adaptive NN that is trained online using the composite adaptation law as 
discussed in Section III. The NN output generates estimates of the leader acceleration along the three coordinate 
axes to compensate the Kalman filter.  
B. Adaptive Integrated Guidance and Control (IGC) Design for LOS Formation Flight 
The objective of the control law design is for the follower aircraft to maintain a prescribed range to the leader 
aircraft in the presence of leader maneuvers while maintaining turn coordination. An IGC design does not require a  
time-scale separation assumption as is implicit in conventional outer-loop guidance and inner-loop autopilot designs. 
Hence an IGC design can achieve higher bandwidth for the combined guidance and flight control dynamics. An 
adaptive IGC design for a leader-follower LOS formation flight is discussed below. In the interest of keeping the 
paper length as short as possible, we are summarizing the control design and referring the derivations and other 
details to Ref. [3].  
 In the IGC formulation, the output variables to be regulated are chosen as , , ,
YB
T
A E FR aλ λ⎡ ⎤−Ψ −Θ⎣ ⎦ , where 
R  is the range, Aλ  is the LOS azimuth with respect to the inertial X-axis, Eλ  is the LOS elevation from the inertial 
horizontal plane, [ ] TΦΘΨ ,, represent the Euler attitude angles and  
BYF
a  is the lateral acceleration, i.e., the 
specific force along the Y-axis of the body fixed frame. The lateral acceleration is regulated to zero to maintain turn 
coordination during maneuvers. The range command is given by a constant value, which is chosen as the length 
oftwo wing spans in the examples that follow. The variables Ψ−≡ AA λχ  and Θ−≡ EE λχ  represent the bearing 
angles in the inertial coordinate frame. These angles are computable from the body attitude and LOS measurements 
obtained from an onboard camera fixed to the body of the follower aircraft, with the optical axis of the camera 
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coincident with the body x-axis. The bearing angle rate commands are set to zero. The bearing angles are not 
regulated since it is not desirable to restrict the follower aircraft to a particular relative position with respect to the 
leader aircraft, particularly in the presence of leader maneuvers. The range, elevation bearing rate, and turn 
coordination controllers are implemented via approximate feedback linearization augmented with the output of 
adaptive NNs, whereas the azimuth bearing rate controller is implemented via adaptive backstepping. 
C. Simulation Results 
A nonlinear 6-DOF simulation with linearized aerodynamics is used for the testing of the control and guidance 
algorithms for formation flight. Quaternion attitude angles are obtained by integrating the rate gyros. The simulation 
model is a rigid body aircraft model with 13 states, 3 for position with respect to the Earth-fixed frame, 3 for 
translational velocity expressed in the body frame, 4 for the quaternions and 3 for the angular velocity expressed in 
the body frame. Engine thrust is obtained from a linear interpolation map of throttle position. The actuators are 
modeled as first-order, stable linear filters with rate and position limits and time delays. The leader and follower 
aircraft are identical in their characteristics. 
 The range command is set to 5=comR  meters, which is slightly less than 2 wing-span lengths. The wing-span 
length of the simulated aircraft is 8.2=b  meters. The commanded speed of the leader aircraft is 25=comV  
meters/sec. Noisy vision sensor measurements are simulated. We consider two leader maneuvers to evaluate the 
feasibility of the integrated estimation, guidance and control law.  
 
Maneuver 1: Leader Maneuver in X-Z plane 
 Figure 3 shows the 2D trajectory of the leader and follower. Note that the Z-axis scale is magnified in 
comparison to the X axis. The leader aircraft tracks waypoints to generate the trajectory shown in the figure. The 
simulation is terminated once the leader aircraft reaches the last waypoint. 
 Figure 4 shows the range tracking performance with adaptation in the IGC design (NN_IGC = 1) and without 
adaptation. With adaptation, the range tracking error is bounded and goes towards the commanded value as the 
leader ends a maneuver. Without adaptation, the range tracking performance deteriorates as the leader aircraft 
maneuvers. The estimated range is also plotted in the figure. The range estimate almost coincides with the true 
range. This is to be expected since we have a reasonably accurate measurement of the range via the subtended angle, 

















Direction of Motion 
Waypoints 
 
Figure 3. 2D Leader and Follower Trajectory, in meters (Maneuver 1) 
 
Figure 5 plots the range-rate and elevation-rate estimates along side the true values. The subplots at the bottom 
of Figure 5a and b plot the estimation error. The peaks in the estimation error correspond to a leader climb or 
descent maneuver. These plots are for the case with adaptation. 
 
 




    a       b 
 




   a       b 
 
Figure 5. Estimation Performance (Maneuver 1), a) Range-rate Estimation (m/s), b) Elevation-rate 
Estimation (deg/s) 
 
Maneuver 2: Leader Maneuver in 3D space 
 Figure 6 shows the trajectory of the formation for a maneuver in 3D space. In this maneuver, the leader aircraft 
starts at the origin and covers the first segment of the maneuver at constant velocity, then turns and climbs to the 
second waypoint, then turns at constant altitude to the third waypoint, and finally turns and descends to the starting 
position. This is a more severe maneuver compared to the preceding one.  
 Figure 7 compares the range tracking performance with and without adaptation in the IGC design and in the 
estimator design (NN_EKF = 1 and 0). With adaptation in both the IGC and estimation designs, the range tracking 
error is bounded and goes towards the commanded value as the leader ends a turning maneuver (Figure 7a). The 
estimated range is also plotted in the figure. It almost coincides with the true range. Without adaptation in the IGC 
design, the range tracking diverges and goes unstable as the leader aircraft maneuvers (Figure 7b). This happens in 
the first maneuver. The simulation was terminated once the range went to 25 meters. Without adaptation in 
estimation, there is clear deterioration in the range tracking and estimation performance as seen in Figure 7c.  
 
 




Figure 6. 3D Leader and Follower Trajectory, in ft (Maneuver 2) 
 
 




Figure 7. Range Tracking Performance, in meters (Maneuver 2), a) NN_IGC = 1 & NN_EKF =1, 
b) NN_IGC = 0 & NN_EKF =1,  c) NN_IGC = 1 & NN_EKF = 0 
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 Figure 8 plots the leader aircraft acceleration in the inertial 3D coordinates along with the corresponding 
estimates that are generated by the adaptive NN augmenting the Kalman filter. The observer NN estimates the true 
leader acceleration with a slight lag.  
 Figure 9 plots the actuator histories for the follower aircraft with adaptation in the IGC and estimator designs. 









   
Figure 9. Actuator Histories (Maneuver 2) 
 
Future research will involve integrating the presented adaptive estimation, guidance and control law with a 
vision sensor and image processing algorithms and flight test the overall architecture. 
VII. Conclusions 
In this paper we have presented a method to integrate adaptive estimation and adaptive control designs for a 
class of nonlinear systems with unmodeled dynamics. The method is based on Lyapunov-like stability analysis of all 
the errors in the integrated closed-loop system. The presented approach is then implemented in a vision-based 
formation flight control problem. Integration of the adaptive estimator and the adaptive IGC design makes the 
vision-based formation control design practical. Simulation results using nonlinear 6DOF fixed-wing UAV models 
show that adaptation in both the estimation and integrated guidance and control (IGC) designs is critical to the 
stability and performance of the range tracking performance.  
 
 
American Institute of Aeronautics and Astronautics 
 
21
Appendix A: Proof of Lemma 1 
 We prove GES of the dynamics in (19) via Lyapunov stability analysis. First we derive Eqs. (A-1)-(A-2) that are 
used in the analysis. The matrix differential equation (16) can be re-written as 
 ( ) ( ) ( ) ( ) ( ) ( ) ( )1,1 ,1 ,1 ,1 ,1 ,1 1 ,1 1 ,1 ,1
T T
na na na na na na na na naP t A t P t P t A t P t C R C P t Q
−= + + +  (A-1) 
Using ( ) ( ) 1,1 ,1na naP t P t I
−
=  and differentiating, we have: 
 
( ) ( ) ( ) ( ) ( ) ( )
( ) ( ) ( )
1 1 1
,1 ,1 ,1 ,1 ,1 ,1
1 1 1
,1 1 ,1 1 ,1 ,1 ,1 0
T
na na na na na na
T
na na na na na
P t P t A t A t P t Q t
Q t C R C P t Q P t
− − −
− − −
= − − −
= + >
 (A-2) 
Now consider the Lyapunov candidate function ( ) ( )11 ,1 ,1 ,1 ,1, Tna na na naV t P t−=x x x . Since ( ),1naP t  is bounded, 
symmetric and positive definite, there exist positive constants 3ρ  and 4ρ , 3 4 0ρ ρ> > , such that 
 ( )2 2,1 1 ,1 ,1
3 4
1 10 ,na na naV tρ ρ
< ≤ ≤x x x  (A-3) 
So ( )1 ,1, naV t x  is decresent and radially unbounded 1. Differentiating ( )1 ,1, naV t x  
 ( ) ( ) ( ) ( )1 1 11 ,1 ,1 ,1 ,1 ,1 ,1 ,1 ,1 ,1 ,1, T T Tna na na na na na na na na naV t P t P t P t− − −= + +x x x x x x x  (A-4) 
Substituting for ,1nax  from (19) and ( )1,1naP t− from (A-2), Eq. (A-4)simplifies to 
 ( ) ( ) ( )( ) 21 ,1 ,1 ,1 ,1 min ,1 ,1, Tna na na na na naV t Q t Q tλ= − ≤ −x x x x  (A-5) 
By Corollary 3.4, pp. 140 in Ref. [1], the ,1 0na ≡x is GES. The time-domain solution of (19) is given by 
 ( ) ( ) ( ),1 ,1 0 ,1 0 0, ,   0na na nat t t t t t= Φ ∀ ≥ ≥x x  (A-6) 
By definition of GES for non-autonomous systems 1,  
 ( ) ( ) ( ) ( ) ( )0,1 ,1 0 ,1 0 ,1 0, t tna na na nat t t t k t e λ− −= Φ ≤x x x  (A-7) 
for some positive constants k  and λ  and for all ( ) 1,1 0 nna t R∈x . This implies that 
 ( ) ( ),1 0 ,1 0, 0,  as na nat t t tΦ → →∞x  (A-8) 
Since the estimation error dynamics in (19) are GES, in the presence of the bounded input ( )1,g x z  the estimation 
error vector ,1nax  of the system is input-to-state stable 
1.  This implies that ( ),1na tx  is bounded as long as ( )1,g x z  is 
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Appendix B: Proof of Theorem 2 
 
Differentiating the Lyapunov candidate function ( )V ζ defined in (54): 
 ( ) ( ) ( )o o c cV V V= +ζ ζ ζ  (B-1) 
 
( ) ( ) ( ) ( )
( )
1 1 1 1
1 1 1 1 1 1 1 1 1 , ,
1






T T T T
o o o i o o i
i
T T T T T
c c i E i i i E i i i E i i i E i i c i c c i
V P t P t P t
V P P P P
− − − −
−
= + + + Γ
= + + + Γ
∑ζ x x x x x x W W
ζ E E E E + E E E E W W
 (B-2) 
Substituting Eqs. (45), (46), (47), (50) into (B-2), substituting ˆi i i= +E E E  and simplifying, we have: 
 




1 1 1 1 1 , 1 1 ,
, 1, 1 ,1 , , , ,
, , , , ,
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− −= − + +
+ − − + −
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ζ x x x bW σ μ x b μ
W σ μ x e W W W W




, , , , , , , , ,
ˆ
             2 2 2   
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T T T T
i E i E i E i E i c i c i E i E i c i E i E i cP B P B P B P Bε ε
−+ Γ
− + − −
W
E W σ E E
 (B-3) 
oV can be upper-bounded using Eqs. (47)and (9) and cV  can be upper-bounded by substituting the adaptive control 
law in (44), using the identity c cN≤σ  and simplifying using Eq. (60), 
 
( ) ( ) ( ) ( ) ( )
( )
( ) ( )
1 1 1 1 *
1 1 1 1 1 1 1 , 1 1
2*
1 1, , , ,1 , ,
2 22
min , min , , , ,
2 2
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λ λ λ λ
− − − −≤ − + +
− + −
≤ − − − +
∑ ∑
∑ ∑ ∑ ∑
m
i
x x x bW σ μ x b
x W σ μ W e W W
E E W , ,
4 , 2 1             2 +2 2
T
i c i c i
i c i i il l l+ +
W W
E W E E
 (B-4) 
Combining terms and expanding the expression for ,1nae  using (49), 
 
( ) ( ) ( ) ( ) ( )
( )( )
21 1 1 1 *
1 1 1 1 1 , 1 1 1, , 1 1
' ' ' *
, , , 1 ,1 0 1 2 ,
0
2 2 2
      2 2 , , , , 2  
m m m
T T T T
o o o i i i o o o i i o
i i i
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T T T T
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i k i
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⎛ ⎞
− − +⎜ ⎟
⎝ ⎠
∑ ∑ ∑
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m
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x x W x b σ μ W x b
W W W x W    
 (B-5) 
The boundedness of ( )( )' ' '1 ,1 0 1 2, , , ,na f f fmT t ε ε εx  and fiQ  in Eqs. (21) and (22) as a result of Lemma 1 is used in 
the definition of 4im  in (60). Using the identity ( )o o oN≤σ μ and applying Eq. (60) in(B-5), 
*
,c i cW≤W  in (B-4)
, and completing squares, 
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(B-6) 
Finally, completing squares in (B-6) and combining using (B-1),  
 
( ) ( ) ( ) ( )( ) ( )( )
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W  (B-12) 
will guarantee that ( ) 0V <ζ  outside the compact set 
 { }|  I IM IB Bγ γ= ∈ ≤ζ ζ  (B-13) 
Note that 
I IM




 ( )max  
I
I Vγβ =ζ ζ  (B-14) 
 




Introduce the set 
 ( ){ }|  
I I
Vβ βΩ = ≤ζ ζ  (B-15) 
Eq. (58) ensures that 
I Iβ α
Ω ⊂ Ω  and thus ultimate boundedness of ζ  with ultimate bound equal to ( )( )13 4 Iκ κ γ− . 
 
 
Remark 5: The size of the ultimate bounds on the errors can be controlled by tuning the design parameters 1Q , ,E iQ , 
,E iQ , oλ  and ,c iλ  
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