INTRODUCTION
A generalized de Bruijn digraph GB(n, d), first proposed independently by Imase and Itoh [S J and Reddy, Pradhan, and Kuhl [S] , is a digraph with n nodes labeled by the residues of modulo n and the set of nd links (i + di+ r (mod n): 0 ,< i< n -1, 0 <r < d-11. The well-known de Bruijn digraph is a special case of Gg(n, d) when n is a power of d. Imase and Itoh also proposed G,(n, d), known as Imase-Ztoh digraph, which has the set of ndlinks (i-+d(n-1 -i)+r (modn): O<i<n-1, O<r<d-1}, a reverse 2 DUET AL.
type of G,(n, d). Various properties of G,(n, d) and G,(n, d) have been studied in [l-S] . One of the properties still unsettled is the Hamiltonian property, i.e., whether the graph contains a Hamiltonian circuit as a subgraph. As the loop or ring is widely used in parallel and distributed computing, it is important to know if the graphs considered contain a Hamiltonian cycle. Let gcd(n, d) = il. It was shown in [3] that if iz > 1, then both G,(n, d) and G,(n, d) are Hamiltonian and if ;1= 1, then G,(n, 2) is not Hamiltonian.
In this paper we prove that if 3, = 1 and d> 2, then both G,(n, d) and G,(n, d) are Hamiltonian.
One of us (Hwang) also shows in the Appendix that if A = 1 then G,(n, 2) is Hamiltonian if and only if n = 3" for m = 1, 2, . . . . Since it is trivial to verify that G,(n, 1) and G,(n, 1) are never Hamiltonian except for G,(2, 1 ), we have completely settled the question when G,(n, d) and G,(n, d) are Hamiltonian.
THE GENERAL APPROACH
We assume ;Z = 1 and d> 3 throughout this paper. While the argument is valid for both the G,(n, d) and the G,(n, d) case, the details are given only for GB(~, d).
Let L be the set of n links (i + di+ 1 (mod n): i= 0, 1, . . . . n -l}. Since ;Z = 1, i # j implies di + 1 # a'j + 1 (mod n). Therefore every node has one inlink and one outlink in L and L consists of a set of disjoint circuits C 1 , '.., Cm. If m = 1, we are through. If w2 > 1, we propose a method to combine two circuits into one. By iteratively using this method eventually there is only one circuit left.
Suppose that i E C, and i + 1 E C,, x # y. Let j and k be the two nodes preceding i and i + 1, respectively, on C, and C,. Then we can replace the two links j + i and k + i + 1 by j + i + 1 and k -+ i, thus combining C, and C, into one circuit. Granted, the latter two links are not in L. But i + 1 = (dj+l)+l=dj+2 and i=(i+l)-l=dk+l-l=dk. Thereforej--+i+l and k + i are indeed links of G,(n, d). We call the operation of replacing j-+iandk+i+l byj+i+l
In iteratively interchanging two adjacent nodes there is one constraint to observe. Remark. This procedure avoids the possibility of interchanging (i -1, i) after (i, i + 1) has ben interchanged (which may cause problems).
THE MAIN RESULTS
We Iirst consider G,(n, d). Let P" be an interchange set which consists of all adjacent pairs (i, i + 1) (including (n -1,0)) except for i = w( d -1) for w = 0, 1, . . . . rn/(d-1)1-1. Clearly, P" is legitimate. Define P* = P" u ( (0, 1) >. Since 0 + 1 is a link in L, L* u P" is connected if and only if L* u P* is connected. Let it4 be a graph with n nodes and the edge set ((difl, di+l+d):
(i, i+ l)EP* implies that di+ 1 is connected to di + 1 + d through the edges (i, di + 1 ), (i, i + 1 ), (i+ 1, d(i+ 1) + 1) in L* u P*. Therefore if Mu P* is connected, then L* u P* must be. -1) . Since the arithmetic progression covers a total distance of
it covers the n-cycle at most d rounds (the last round may be incomplete). 
* Therefore, if M, u P,* is connected, then L* u P,* must be. It suffices to consider the case that Mi u PT is not connected.
Let x be the smallest number such that WX is not connected to WO. Since W0 has at least d nodes, M, does not contain the edge [ Suppose that we proceed to construct a Hamiltonian circuit H of G,(n, 2). Because of symmetry we may assume that H contains the arc (n -1)/2 -+ 0 (as versus the arc (n -1)/2 -+ n -1). Then the arc (n -1)/2 -+ n -1 cannot be in H, hence the arc 0 -+ n -1 must be in H. Consequently, the arc n -1 -+ 0 cannot be in H; hence, the arc n -1 -+ 1 must be in H. Repeating this argument it is easily seen that all arcs i + -2i -1 must be in H and no arcs i -+ -2i -2 can be in H.
Define and by induction fc3"-'(0) is divisible by 3"-' but not by 3", hence the lemma. The odd c case can be similarly proved. Note that the Lemma implies that the smallest k such that fk(0) is divisible by 3" is k = 3", which is the "if" part of the theorem. We next prove the "only if" part. Let n be an odd number and we write n = 3"n', where n' > 1 is not divisible by 3. By the Euler theorem pw -1 (mod n'), where 4 is the Euler function. is divisible by n'. On the other hand, f3mscn')(0) is divisible by 3" by the lemma, hence it is divisible by n = 3mnr. Since 3"qS(n') < 3"n' = n, n is not the smallest k such that fk(0) is divisible by n.
COROLLARY.
G1(3", 2) has exactly two Hamiltonian circuits and they are arc-disjoint.
Proof: By symmetry, the set of arcs i -+ -2i-2, i= 0, 1, . . . . n -1, also constitutes a Hamiltonian circuit.
