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Abstract. Determinants of invertible pseudo-differential operators (PDOs) close
to positive self-adjoint ones are defined through the zeta-function regularization.
We define a multiplicative anomaly as the ratio det(AB)/(det(A) det(B)) con-
sidered as a function on pairs of elliptic PDOs. We obtained an explicit formula for
the multiplicative anomaly in terms of symbols of operators. For a certain natural
class of PDOs on odd-dimensional manifolds generalizing the class of elliptic dif-
ferential operators, the multiplicative anomaly is identically 1. For elliptic PDOs
from this class a holomorphic determinant and a determinant for zero orders PDOs
are introduced. Using various algebraic, analytic, and topological tools we study
local and global properties of the multiplicative anomaly and of the determinant
Lie group closely related with it. The Lie algebra for the determinant Lie group
has a description in terms of symbols only.
Our main discovery is that there is a quadratic non-linearity hidden in the defi-
nition of determinants of PDOs through zeta-functions.
The natural explanation of this non-linearity follows from complex-analytic prop-
erties of a new trace functional TR on PDOs of non-integer orders. Using TR we
easily reproduce known facts about noncommutative residues of PDOs and obtain
several new results. In particular, we describe a structure of derivatives of zeta-
functions at zero as of functions on logarithms of elliptic PDOs.
We propose several definitions extending zeta-regularized determinants to gen-
eral elliptic PDOs. For elliptic PDOs of nonzero complex orders we introduce a
canonical determinant in its natural domain of definition.
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1. Introduction
Determinants of finite-dimensional matrices A,B ∈Mn(C) possess a multiplicative
property:
det(AB) = det(A) det(B). (1.1)
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An invertible linear operator in a finite-dimensional linear space has different types of
generalizations to infinite-dimensional case. One type is pseudo-differential invertible
elliptic operators
A : Γ(E)→ Γ(E),
acting in the spaces of smooth sections Γ(E) of finite rank smooth vector bundles
E over closed smooth manifolds. Another type is invertible operators of the form
Id+K where K is a trace class operator, acting in a separable Hilbert space H . For
operators A, B of the form Id+K the equality (1.1) is valid.
However, for a general elliptic PDO this equality cannot be valid. It is not trivial
even to define any determinant for such an elliptic operator. Note that there are
no difficulties in defining of the Fredholm determinant detFr(Id+K). One of these
definitions is
detFr(Id+K) := 1 + TrK + Tr
(
∧2K
)
+ . . .+ Tr (∧mK) + . . . (1.2)
The series on the right is absolutely convergent. For a finite-dimensional linear opera-
tor A its determinant is equal to the finite sum on the right in (1.2) with K := A−Id.
Properties of the linear operators of the form Id+K (and of their Fredholm determi-
nants) are analogous to the properties of finite-dimensional linear operators (and of
their determinants).
In some cases an elliptic PDO A has a well-defined zeta-regularized determinant
detζ(A) = exp
(
−∂/∂sζA(s)
∣∣∣
s=0
)
,
where ζA(s) is a zeta-function of A. Such zeta-regularized determinants were invented
by D.B. Ray and I.M. Singer in their papers [Ra], [RS1]. They were used in these
papers to define the analytic torsion metric on the determinant line of the cohomol-
ogy of the de Rham complex. This construction was generalized by D.B. Ray and
I.M. Singer in [RS2] to the analytic torsion metric on the determinant line of the
∂¯-complex on a Ka¨hler manifold.
However there was no definition of a determinant for a general elliptic PDO until
now. The zeta-function ζA(s) is defined in the case when the order d(A) is real and
nonzero and when the principal symbol ad(x, ξ) for all x ∈ M , ξ ∈ T
∗
xM , ξ 6= 0, has
no eigenvalues λ in some conical neighborhood U of a ray L from the origin in the
spectral plane U ⊂ C ∋ λ.
But even if zeta-functions are defined for elliptic PDOs A, B, and AB (so in
particular, d(A), d(B), d(A) + d(B) are nonzero) and if the principal symbols of
these three operators possess cuts of the spectral plane, then in general
det(AB) 6= det(A) det(B).
It is natural to investigate algebraic properties of a function
F (A,B) := det(AB)
/
(det(A) det(B)). (1.3)
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This function is defined for some pairs (A,B) of elliptic PDOs. For instance, F (A,B)
is defined for PDOs A, B of positive orders sufficiently close to self-adjoint positive
PDOs (with respect to a smooth positive density g onM and to a Hermitian structure
h on a vector bundle E, A and B act on Γ(E)).1 (In this case, zeta-functions of A,
B and of AB can be defined with the help of a cut of the spectral plane close to R−.
Indeed, for self-adjoint positive A and B the operator AB is conjugate to A1/2BA1/2
and the latter operator is self-adjoint and positive.)
Properties of the function F (A,B), (1.3), are connected with the following remark
(due to E. Witten). Let A be an invertible elliptic DO of a positive order possessing
some cuts of the spectral plane. Then under two infinitesimal deformations for the
coefficients of A in neighborhoods U1 and U2 on M on a positive distance one from
another (i.e., U¯1 ∩ U¯2 = ∅) we have
δ1δ2 log detζ(A) = −Tr
(
δ1A · A
−1δ2A · A
−1
)
. (1.4)
This equality is proved in Section 1.1. Here, δjA are deformations of a DO A in
Uj without changing of its order. The operator on the right is smoothing (i.e., its
Schwarz kernel is C∞ on M ×M). Hence it is a trace class operator and its trace is
well-defined. Note that the expression on the right in (1.4) is independent of a cut
of the spectral plane in the definition of the zeta-regularized determinant on the left
in (1.4).
It follows from (1.4) that log detζ(A) is canonically defined up to an additional
local functional on the coefficients of A. Indeeed, for two definitions, log detζ(A) and
log det′ζ(A), for a given A, we have
δ1δ2
(
log detζ(A)− log det
′
ζ(A)
)
= 0. (1.5)
The equality δ1δ2F (A) = 0 for deformations δjA in Uj , U¯1 ∩ U¯2 = ∅, is the character-
istic property of local functionals.
It follows from (1.4) that
f(A,B) := log det(AB)− log det(A)− log det(B) (1.6)
is a local (on the coefficients of invertible DOs A and B) functional, if these zeta-
regularized determinants are defined. Namely, if δjA and δjB are infinitesimal vari-
ations of A and of B in Uj , j = 1, 2, U¯1 ∩ U¯2 = ∅, then
δ1δ2f(A,B) = 0. (1.7)
1The explicit formula for F (A,B) in the case of positive definite commuting elliptic differential
operators A and B of positive orders was obtained by M. Wodzicki [Kas]. For positive definite
elliptic PDOs A and B of positive orders a formula for F (A,B) was obtained in [Fr]. However it
was obtained in another form than it is written and used in the present paper. The authors are very
indebted to L. Friedlander for his information about the multiplicative anomaly formula obtained
in [Fr].
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This equality is deduced from (1.4) in Section 1.1.
For some natural class of classical elliptic PDOs acting in sections Γ(E) of a vector
bundle E over an odd-dimensional closed M , their determinants are multiplicative
(Section 4), if operators are sufficiently close to positive definite ones and if their
orders are positive even numbers. The operators from this (odd) class generalize
differential operators.
As a consequence we can define (Section 4) determinants for classical elliptic PDOs
of order zero from this natural (odd) class. Such determinants cannot be defined
through zeta-functions of the corresponding operators because the zeta-function for
such an operator A is defined as the analytic continuation of the trace Tr (A−s).
However the operator A−s for a general elliptic PDO A of order zero is not of trace
class for any s ∈ C.2 Also such a determinant cannot be defined by standart methods
of functional analysis because such an operator A is not of the form Id+K, where
K is a trace class operator. Nevertheless, canonical determinants of operators from
this natural class can be defined. Here we use the multiplicative property for the
determinants of the PDOs of positive orders from this natural (odd) class of operators
(on an odd-dimensional closed M).
This determinant is also defined for an automorphism of a vector bundle on an
odd-dimensional manifold acting on global sections of this vector bundle. (Note that
the multiplication operator by a general positive smooth function has a continuous
spectrum.) The determinant of such an operator is equal to 1 (Section 3).
A natural trace Tr(−1) is introduced for odd class PDOs on an odd-dimensional
closed M . A canonical determinant det(−1)(A) for odd class elliptic PDOs A of
zero orders with given σ(logA) is introduced (Section 6.3) with the help of Tr(−1).
The determinant det(−1)(A) is defined even if logA does not exist. This det(−1)(A)
coincides with the determinant of A (defined by the multiplicative property), if A
sufficiently close to positive definite self-adjoint PDOs (Section 6.3).
LetDu be a family of the Dirac operators on an odd-dimensional spinor manifoldM
(corresponding to a family (hu,∇
u) of Hermitian metrics and unitary connections on
a complex vector bundle on M). As a consequence of the multiplicative property we
obtain the fact that det (Du1Du2) is a real number for any pair (u1, u2) of parameters
and that this determinant has a form
det (Du1Du2) = ε (u1) ε (u2)
(
det
(
D2u1
))1/2 (
det
(
D2u2
))1/2
for any pair of sufficiently close parameters (u1, u2). The factor ε(u) = ±1 on the
2Such an operator is defined by the integral (i/2pi)
∫
Γ
λ−s(θ) (A− λ)
−1
dλ, where Γ := ΓR,θ is a
smooth closed contour defined as in (2.30), (2.31) and surrounding once the spectrum Spec(A) of
A (Spec(A) is a compact set) and oriented opposite to the clockwise, λ−s(θ) is an appropriate branch
of this multi-valued function. Here, R is such that SpecA lies inside {λ : |λ| ≤ R/2} and θ is an
admissible cut of the spectral plane for A and λ−s(θ) := exp
(
−s log(θ) λ
)
, θ − 2pi ≤ Im(log(θ) λ) ≤ θ.
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right is a globally defined locally constant function on the space of invertible Dirac op-
erators according to the Atiyah-Patody-Singer formula for the corresponding spectral
flows.
Absolute value positive determinants | det |A for all elliptic operators A from the
odd class on an odd-dimensional manifold M are defined as
(| det |A)2 = det (A∗A) .
They are independent of a smooth positive density on M (and of a Hermitian struc-
ture on E). It is proved (in Section 4.5) that (| det |A)2 has a form |f(A)|2, where
f(A) is a holomorphic multi-valued function on A. We call it a holomorphic deter-
minant. The monodromy of f(A) (over a closed loop) is multiplying by a root of 1 of
degree 2m, where m is a non-negative integer bounded by a constant depending on
dimM only (Section 4.5).
The algebraic interpretation of the function F (A,B), (1.3), in the general case is
connected with a central extension of the Lie algebra Slog(M,E) consisting of symbols
of logarithms for invertible elliptic PDOs Ell×0 (M,E) ⊂ ∪αCL
α(M,E), α ∈ C. (The
principal symbols of elliptic PDOs from Ell×0 (M,E) restricted to S
∗M are homotopic
to Id.) The algebra Slog(M,E) is spanned as a linear space (over C) by its subalgebra
CS0(M,E) of the zero order classical PDOs symbols and by the symbol of logA.
Here, A is any elliptic PDO with a real nonzero order such that its principal symbol
admits a cut of the spectral plane along some ray from the origin.
The logarithm of the zeta-regularized determinant det(θ)A for an elliptic PDO
A admitting a cut L(θ) = {λ : arg λ = θ} of the spectral plane C is defined as3
exp
(
−ζ ′A,(θ)(0)
)
. There is a more simple function of A than ζ ′A,(θ)(0). That is the
value ζA,(θ)(0) at the origin. In the case of an invertible linear operator A in a
finite-dimensional Hilbert space H we have ζA,(θ)(0) = dimH . So ζA,(θ)(0) is a reg-
ularization of the dimension of the space where the PDO acts. It is known that
ζA,(θ)(0) is independent of an admissible cut L(θ) ([Wo1], [Wo2]). However in gen-
eral ζA,(θ)(0) depends not only on (M,E) but also on the image of the symbol σ(A)
in CSα(M,E)/CSα−n−1(M,E), α := ordA, n := dimM . If H is finite-dimensional,
then ζA(0) = dimH is constant as a function of an invertible A ∈ GL(H). Let invert-
ible PDOs A and B of orders α and β be defined in Γ(M,E), let α, β, α+β ∈ R×, and
let there be admissible cuts θA, θB , and θAB of the spectral plane for their principal
symbols a := σα(A), b := σβ(B), and for σα+β(AB) = ab. Then the function
Z (σ(A)) := −αζA(0) (1.8)
is additive,
Z (σ(AB)) = Z (σ(A)) + Z (σ(B)) . (1.9)
3Here, ζ′(0) := ∂sζ(s)|s=0. The zeta-function is defined as the analytic continuation of the series∑′
λ−s(θ).
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The function Z (σ(A)) = −α (ζA(0) + h0(A)), where h0(A) is the algebraic multiplic-
ity of λ = 0 for an elliptic PDO A ∈ Ellα0 (M,E) ⊂ CL
α(M,E), was introduced by
M. Wodzicki. He proved the equality (1.9). The function Z(σ(A)) was defined by
him also for zero order elliptic symbols σ(A) ∈ SEll00(M,E) which are homotopic to
Id. For such σ(A) this function coincides with the multiplicative residue
r×(σ(A)) =
∫ 1
0
res
(
a−1(t)a˙(t)
)
dt, (1.10)
where a(t) is a smooth loop in SEll00(M,E) from a(0) = Id to a(1) = σ(A). The
integral on the right in (1.10) is independent of such a loop. This asssertion follows
from the equality which holds for all PDO-projectors P ∈ CL0(M,E), P 2 = P ,
resP = 0. (1.11)
Reverse, the equalities (1.11) are equivalent to the independence of ζA,(θ)(0) of an
admissible cut L(θ) for ordA 6= 0 ([Wo1]). The additivity (1.9) holds also on the space
SEll00(M,E) ([Kas]). Hence, the function ζA(0) as a function of σ
(
log(θ)A
)
, where A
is an invertible PDO of order one, is the restriction to the affine hyperplane ordA = 1
of the linear function −Z (σ(A)) on the linear space
{
σ
(
log(θ)A
)}
=: Slog(M,E) of
the logarithmic symbols (defined in Section 2).
It occurs that ζ ′A,(θ)(0) for ordA = 1 is the restriction to the hyperplane ordA = 1
of a quadratic form on the space log(θ)(A). Hence the formula
Tr(logA) = log(det(A))
(true for invertible operators of the form Id+K, where K is a trace class operator)
cannot be valid on the space of logarithms of elliptic PDOs. (Here, we suppose that
Tr(logA) is some linear functional of logA.)
We have an analogous statement for all the derivatives of ζA,(θ)(s) at s = 0. Namely
for k ∈ Z+ ∪ 0 there is a homogeneous polynomial of order (k + 1) on the space of
log(θ)A such that ∂
k
s ζA,(θ)(s)|s=0 for ordA = 1 is the restriction of this polynomial to
the hyperplane ordA = 1 (Section 3) in logarithmic coordinates.
These results on the derivatives ∂ks ζA,(θ)(s)|s=0 as on functions of log(θ)A are ob-
tained with the help of a new canonical trace TR for PDOs of noninteger orders
introduced in Section 3. For a given PDO A ∈ CLd(M,E), d /∈ Z, such a trace
TR(A) is equal to the integral over M of a canonical density a(x) corresponding
to A. Polynomial properties of ∂ks ζA,(θ)(s)|s=0 follows from analytic properties of
TR(exp(sl + B0)) in s ∈ C and in B0 ∈ CL0(M,E) for s close to zero. Here, l is a
logarithm of an invertible elliptic PDO A ∈ Ell10(M,E).
This trace functional provides us with a definition of TR-zeta-functions. These
zeta-functions ζTRA (s) are defined for nonzero order elliptic PDOsA with given families
A−s of their complex powers. However, to compute ζTRA (s0) (for s0 ordA /∈ Z) we do
not use any analytic continuation.
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The Lie algebra of the symbols for logarithms of elliptic operators contains as a
codimension one ideal the Lie algebra of the zero order classical PDO-symbols. (We
call it a cocentral one-dimensional extension.) This Lie algebra of logarithmic sym-
bols has a system of one-dimensional central extensions parametrized by logarithmic
symbols of order one. On any extension of this system a non-degenerate quadratic
form is defined. We define a canonical associative system of isomorphisms between
these extensions (Section 5). Hence a canonical one-dimensional central extension
is defined for the Lie algebra of logarithmic symbols. The quadratic forms on these
extensions are identified by this system of isomorphisms. This quadratic form is
invariant under the adjoint action.
The determinant Lie group is a central C×-extension of the connected component
of Id of the Lie group of elliptic symbols (on a given closed manifold M). This Lie
group is defined as the quotient of the group of invertible elliptic PDOs by the normal
subgroup of operators of the form Id+K, where K is an operator with a C∞ Schwartz
kernel on M ×M (i.e., a smoothing operator) and detFr(Id+K) = 1. (Here, detFr is
the Fredholm determinant.) It is proved that there is a canonical identification of the
Lie algebra for this determinant Lie group with a canonical one-dimensional central
extension of the Lie algebra of logarithmic symbols (Section 6). The determinant Lie
group has a canonical section partially defined using zeta-regularized determinants
over the space of elliptic symbols (and depending on the symbols only). Under
this identification, this section corresponds to the exponent of the null-vectors of
the canonical quadratic form on the extended Lie algebra of logarithmic symbols
(Theorem 6.1). The two-cocycle of the central C×-extension of the group of elliptic
symbols defined by this canonical section is equal to the multiplicative anomaly. So
this quadratic C×-cone is deeply connected with zeta-regularized determinants of
elliptic PDOs.
An alternative proof of Theorem 6.1 without using variation formulas is obtained
in Section 6.6. This theorem claims the canonical isomorphism between the canonical
central extension of the Lie algebra of logarithmic symbols and the determinant Lie
algebra.
The multiplicative anomaly F (A,B) for a pair of invertible elliptic PDOs of positive
orders sufficiently close to self-adjoint positive definite ones gives us a partially defined
symmetric 2-cocycle on the group of the elliptic symbols. We define a coherent system
of determinant cocycles on this group given for larger and larger domains in the space
of pairs of elliptic symbols and show that a canonical skew-symmetric 2-cocycle on
the Lie group of logarithmic symbols is canonically cohomologous to the symmetric
2-cocycle of the multiplicative anomaly (Section 6.4). Note that the multiplicative
anomaly cocycle is singular for elliptic PDOs of order zero.
The global structure of the determinant Lie group is defined by its Lie algebra
and by spectral invariants of a generalized spectral asymmetry. This asymmetry is
defined for pairs of a PDO-projector of zero order and of a logarithm of an elliptic
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operator of a positive order. This invariant depends on the symbols of the projector
and of the operator but this dependence is global (Section 7). The first variational
derivative of this functional is given by an explicit local formula.4 This functional is a
natural generalization of the Atiyah-Patodi-Singer functional of spectral asymmetry
[APS1], [APS2], [APS3]. The main unsolved problem in algebraic definition of the
determinant Lie group is obtaining a formula for this spectral asymmetry in terms
of symbols.
The determinant Lie algebra over the Lie algebra of logarithmic symbols for odd
class elliptic PDOs on an odd-dimensional closed M is a canonically trivial central
extension. So a flat connection on the corresponding determinant Lie group is defined.
Thus a multi-valued determinant on odd class operators is obtained. It coincides with
the holomorphic determinant defined on odd class elliptic PDOs (Section 6.3).
The exponential map from the Lie algebra of logarithms of elliptic PDOs to the
connected component of the Lie group of elliptic PDOs is not a map “onto” (i.e., there
are domains in this connected Lie group where elliptic PDOs have no logarithms at
all). There are some topological obstacles (in multi-dimensional case) to the existence
of any smooth logarithm even on the level of principal symbols (Section 6).
A canonical determinant det(A) is introduced for an elliptic PDO A of a nonzero
complex order with a given logarithmic symbol σ(logA). For this symbol to be
defined, it is enough that a smooth field of admissible cuts θ(x, ξ), (x, ξ) ∈ S∗M , for
the principal symbol of A to exist and a map θ : S∗M → S1 = R/2πZ to be homotopic
to trivial. This canonical determinant det(A) is defined with the help of any logarithm
B (such that σ(B) = σ(logA)) of some invertible elliptic PDO. However det(A) is
independent of a choice of B. The canonical determinant is defined in its natural
domain of definition. The ratio
d1(A)/ det(A) =: d˜0(σ(logA)) (1.12)
depends on σ(logA) only and defines a canonical (multi-valued) section of the de-
terminant Lie group. This section is naturally defined over logarithmic symbols of
nonzero orders (Section 6). With the help of d˜0(σ(logA)) we can control the behavior
of det(A) near the domain where σ(logA) does not exist (Section 8.3). The canoni-
cal determinant det(A) coincides with the TR-zeta-regularized determinant, if logA
exists. However det(A) is also defined, if σ(logA) exists but logA does not exist.
A determinant of an elliptic operator A of a nonzero complex order is defined
(Section 8) for a smooth curve between A and the identity operator in the space of
invertible elliptic operators. This determinant is the limit of the products of TR-
zeta-regularized determinants corresponding to the intervals of this curve (in the
space of elliptic operators) as lengths of the intervals tend to zero. This determinant
is independent of a smooth parametrization of the curve. However, to prove the
convergence of the product of TR-zeta-regularized determinants, we have to use the
4The same properties have Chern-Simons and analytic (holomorphic) torsion functionals.
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non-scalar language of determinant Lie groups and their canonical sections. This
determinant of A is equal to a zeta-regularized determinant, if the curve is At, 0 ≤
t ≤ 1 up to a smooth reparametrization. Such a curve exists in the case when any
logA exists. For a product of elliptic PDOs (of nonzero orders) and for a natural
composition of monotonic curves in the space of elliptic PDOs (corresponding to
the determinants of the factors), this determinant is equal to the product of the
determinants of the factors.
Any logarithmic PDO-symbol of order one defines a connection on the determinant
Lie group over the group of elliptic PDO-symbols. The determinant Lie group is the
quotient of the Lie group of invertible elliptic operators. The image d1(A) of an elliptic
operator A in the determinant Lie group is multiplicative in A. For any smooth
curve st in the space SEll
×
0 of elliptic symbols from Id to the symbol σ(A) = s|t=1 its
canonical pull-back s˜t is a horizontal curve in the determinant Lie group from d1(Id).
Hence d1(A)/s˜1 defines a determinant (Section 8.1) for a general elliptic PDO A of
any complex order (in particular, of zero order). This determinant depends on a
smooth curve st from Id to σ(A) in the space of symbols of elliptic PDOs without a
monotonic (in order) condition. It does not change under smooth reparametrizations
of the curve.
For a given logarithmic PDO-symbol of order one (i.e., for a given connection)
this determinant for a finite product of elliptic operators is equal to the product of
their determinants. (Here, the curve in the space of elliptic symbols in the definition
of the determinant of the product is equal to the natural composition of smooth
curves corresponding to the determinants of factors.) There are explicit formulas for
the dependence of this determinant on a first order logarithmic symbol (defining a
connection on the determinant Lie group) and on a curve st (from Id to σ(A)) in a
given homotopic class (Section 8.1). Its dependence of an element of the fundamental
group π1
(
SEll00
)
is expressed with the help of the invariant of generalized spectral
asymmetry. In the case when st is σ (A
t) (up to a reparametrization), det(st)(A) is
the zeta-regularized determinant corresponding to the logA definding At.
1.1. Second variations of zeta-regularized determinants. Let the zeta-regular-
ized determinant detζ(A) of an elliptic DO A ∈ Ell
d(M,E), d ∈ Z+, be defined with
the help of a family A−s(θ) of complex powers of A. (Such a family is defined with the
help of an admissible cut L(θ) = {λ : arg λ = θ} of the spectral plane, see Section 2.)
Then we have
δ1
(
−∂s Tr
(
A−s
)
|s=0
)
= ∂s
(
sTr
(
δ1A · A
−1A−s
))
|s=0. (1.13)
The function Tr (δ1A · A
−1A−s) is defined in a neighborhood of s = 0 by the analytic
continuation of this trace from the domain Re s > dimM/d, d = ordA, where the
operator (δ1A · A
−1A−s) is of trace class. This analytic continuation has a simple
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pole at s = 0 with its residue equal to
Ress=0Tr
(
δ1A · A
−1A−s
)
= − res
(
δ1A · A
−1
)
/d,
where res is the noncommutative residue [Wo1], [Wo2]. However at s = 0 the function
∂s (sTr (δ1A · A
−1A−s)) is holomorphic.
The second variation δ2δ1detζ(A) can be written (by (1.13)) in the form
δ2δ1detζ(A) = ∂s
(
s
1
2πi
Tr
∫
Γ(θ)
λ−(s+1)δ1A (A− λ)
−1 δ2A (A− λ)
−1 dλ
)
. (1.14)
(Here, Γ(θ) is the simple contour surrounding an admissible cut L(θ), see Section 2,
(2.1).) The operator δ1A (A− λ)
−1 δ2A is smoothing (since its symbol is equal to
zero as U¯1 ∩ U¯2 = ∅) and its trace-norm is uniformly bounded for λ ∈ Γ(θ), |λ| → ∞.
The operator norm
∥∥∥(A− λ)−1∥∥∥
(2)
in L2(M,E) is O
(
(1 + |λ|)−1
)
for λ ∈ Γ(θ). Hence
the trace-norm of δ1A (A− λ)
−1 δ2A (A− λ)
−1 is O
(
(1 + |λ|)−1
)
for λ ∈ Γ(θ), and
for s close to zero we have
Tr
(∫
Γ(θ)
λ−(s+1)δ1A (A− λ)
−1 δ2A (A− λ)
−1 dλ
)
=
=
∫
Γ(θ)
λ−(s+1)Tr
(
δ1A (A− λ)
−1 δ2A (A− λ)
−1
)
dλ. (1.15)
The function Tr
(
δ1A (A− λ)
−1 δ2A (A− λ)
−1
)
is holomorphic (in λ) inside the con-
tour Γ(θ). Hence we can conclude from (1.14), (1.15) that
δ2δ1detζ(A) = −Tr
(
δ1A · A
−1δ2A ·A
−1
)
, (1.16)
and the formula (1.4) is proved. 
Let us deduce from (1.16) the equality δ1δ2f(A,B) = 0. Here, f(A,B) (given by
(1.6)) is the logarithm of the multiplicative anomaly (1.3).
By (1.4) we have
δ1δ2(log det(AB)−log det(A)−log det(B))=−Tr
(
δ1(AB)(AB)
−1δ2(AB)(AB)
−1
)
+
+ Tr
(
δ1A · A
−1δ2A ·A
−1
)
+ Tr
(
δ1B · B
−1δ2B · B
−1
)
=
=
(
−Tr
(
Aδ1B · B
−1δ2B ·B
−1A−1
)
+ Tr
(
δ1B · B
−1δ2B ·B
−1
))
−
− Tr
(
δ1Aδ2B · B
−1A−1
)
− Tr
(
Aδ1B · B
−1A−1δ2A · A
−1
)
. (1.17)
The operator Aδ1B ·B
−1δ2B ·B
−1 is a smoothing operator in Γ(E) (since its symbol
is equal to zero because U¯1 ∩ U¯2 = ∅). Hence it is a trace class operator and
Tr
(
Aδ1B · B
−1δ2B ·B
−1A−1
)
= Tr
(
δ1B · B
−1δ2B ·B
−1
)
.
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By the analogous reason we have
Tr
(
Aδ1B · B
−1A−1δ2A · A
−1
)
= Tr
(
δ1B · B
−1A−1δ2A
)
.
Since δ1B ·B
−1A−1δ2A is a smoothing operator with its Schwarz kernel equal to zero
in a neighborhood of the diagonal M →֒M ×M (because U¯1 ∩ U¯2 = ∅), we see that
Tr
(
Aδ1B · B
−1A−1δ2A · A
−1
)
= 0.
Hence the equality (1.7) is deduced. 
2. Determinants and zeta-functions for elliptic PDOs.
Multiplicative anomaly
Let a classical elliptic PDO A ∈ Elld0(M,E) ⊂ CL
d(M,E) be an elliptic operator
of a positive order d = d(A) > 0 such that its principal symbol ad(x, ξ) has no
eigenvalues in nonempty conical neighborhood Λ of a ray L(θ) = {λ ∈ C, arg λ = θ}
in the spectral plane C. Suppose that A is an invertible operator A : H(s)(M,E) →
H(s−d)(M,E), where H(s) are the Sobolev spaces ([Ho¨2], Appendix B). Then there
are no more than a finite number of the eigenvalues λ of the spectrum5 Spec(A) in
Λ. Let L(θ) be the ray in Λ ∈ C such that there are no eigenvalues λ ∈ Spec(A) with
arg λ = θ. Then the complex powers Az(θ) of A are defined for Re z≪0 by the integral
Az(θ) :=
i
2π
∫
Γ(θ)
λz(A− λ)−1dλ, (2.1)
where Γ(θ) is a contour Γ1,θ(ρ)∪Γ0,θ(ρ)∪Γ2,θ(ρ), Γ1,θ(ρ) : ={λ=x exp(iθ),+∞>x≥ρ},
Γ0,θ(ρ) : ={λ=ρ exp(iϕ), θ≥ϕ≥θ−2π}, Γ2,θ(ρ) : ={λ=x exp i(θ−2π), ρ≤x<+∞},
and ρ is a positive number such that all the eigenvalues in Spec(A) are outside of
the disk Dρ := {λ : |λ| ≤ ρ}. The function λ
z on the right of (2.1) is defined as
exp(z log λ), where θ ≥ Im log λ ≥ θ−2π (i.e., Im log λ = θ on Γ1,θ, Im log λ = θ−2π
on Γ2,θ). For Re z≪0 the operator A
z
(θ) defined by the integral on the right of (2.1)
is bounded in H(s)(M,E) for an arbitrary s ∈ R (as the integral on the right of (2.1)
converges in the operator norm on H(s)(M,E)). Families of operators A
z
(θ) depend
on (admissible) θ.
For −k ∈ Z+ the operator A
−k
(θ) coincides with (A
−1)k ([Sh], Ch. II, Proposi-
tion 10.1). Operators Az(θ) are defined for all z ∈ C by the formula
Az(θ) = A
kAz−k(θ) , (2.2)
where z− k belongs to the domain of definition for (2.1) and where Az−k(θ) are defined
by (2.1). It is proved in [Se], Theorem 1, and in [Sh], Ch. II, Theorem 10.1.a, that
5A is an invertible elliptic PDO of a positive order. Hence 0 /∈ Spec(A) and Spec(A) is discrete,
i.e., it consists entirely of isolated eigenvalues with finite multiplicities ([Sh], Ch. I, § 8, Theorem 8.4).
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the operator Az(θ) defined by (2.2) is independent of the choice of k and that (2.2)
holds for all k ∈ Z for the family Az(θ). The operators A
z
(θ) for Re z ≤ k ∈ Z form a
family of bounded linear operators from H(s)(M,E) into H(s−d(A)k)(M,E).
The operator Az(θ) is a classical elliptic PDO of order zd(A), A
z
(θ) ∈ Ell
zd(A)
0 (M,E).
Its symbol
bz(θ)(x, ξ) =
∑
j∈Z+∪0
bzzd−j,θ(x, ξ) (2.3)
is defined in any local coordinate chart U onM (with a smooth trivialization of E|U).
Here, d := d(A) and bzzd−j,θ(x, t, ξ) = t
zd−jbzzd−j,θ(x, ξ) for t ∈ R+ (i.e., this term is
positive homogeneous of degree dz − j). This symbol is defined through the symbol
b(x, ξ, λ) =
∑
j∈Z+∪0
b−d−j(x, ξ, λ) (2.4)
of the elliptic operator (A− λ)−1. The term b−d−j(x, ξ, λ) is positive homogeneous in(
ξ, λ1/d
)
of degree −(d+j). (The parameter λ in (2.4) has the degree d = d(A).) The
symbol b(x, ξ, λ) is defined by the following recurrent system of equalities (a(x, ξ) :=∑
Z+∪0 a−d−j(x, ξ) is the symbol of A, Dx := i
−1∂x)
b−d(x, ξ, λ) := (ad − λ)
−1 ,
b−d−1(x, ξ, λ) := −b−d
(
ad−1b−d +
∑
i
∂ξiadDxib−d
)
,
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
b−d−j(x, ξ, λ) := −b−d
∑
|α|+i+l=j
1
α!
∂αξ ad−iD
α
x b−d−l,
(2.5)
i.e., (a(x, ξ)− λ) ◦ b(x, ξ, λ) = Id, where the composition has as its positive homoge-
neous in
(
ξ, λ1/d
)
components
∑
|α|+k+l=const
1
α!
∂αξ ad−k(x, ξ, λ)D
α
xb−d−l(x, ξ, λ).
Here, ad−k(x, ξ, λ) := ad−k − δk,0λ Id. The terms b−d−j are regular in (x, ξ, λ), ξ 6= 0,
such that the principal symbol (ad − λ Id) is invertible.
6
6The operators (A− λ)−1 and A− λ in general do not belong to the classes CL−d(M,E; Λ) and
CLd(M,E; Λ) ([Sh], Ch. II, § 9) of elliptic operators with parameter. Here, Λ is an open conical
neighborhood of the ray L(θ) = {λ : argλ = θ} in the spectral plane such that all the eigenvalues
of the principal symbol ad(x, ξ) of A do not belong to Λ¯ for any (x, ξ) ∈ T ∗M , ξ 6= 0. For a
general elliptic PDO A ∈ CLd(M,E), d > 0, of the type considered above and for an arbitrary
j > d there are no uniform estimates in ξ ∈ T ∗M , λ ∈ Λ, (ξ, λ) 6= (0, 0) of |b−d−j(x, ξ, λ)| through
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If Re z < 0, the formula for bz(θ)(x, ξ) is ([Sh], Ch. II, Sect. 11.2)
7
bzzd−j,θ(x, ξ) =
i
2π
∫
Γ(θ)
λz(θ)b−d−j(x, ξ, λ)dλ. (2.6)
For Re z<k the symbol bz(θ)(x, ξ) is defined as the composition of classical symbols
8
ak(x, ξ) ◦ bz−k(θ) (x, ξ) =: b
z
(θ)(x, ξ), (2.7)
where ak(x, ξ) =
∑
j∈Z+∪0 a
k
kd−j(x, ξ) is the symbol of PDO A
k. The composition on
the left in (2.7) is independent of the choice of k > Re z, k ∈ Z ([Sh], Ch. II, Theo-
rem 11.1.a). The components bzzd−j(x, ξ) of the symbol of A
z are the entire functions
of z coinciding with akkd−j(x, ξ) for z = k ∈ Z ([Sh], Ch. II, Theorem 11.1.b,e).
The log(θ)A is a bounded linear operator from H(s)(M,E) into H(s−ε)(M,E) for
an arbitrary ε > 0, s ∈ R. This operator acts on smooth global sections f ∈ Γ(E) as
follows (
log(θ)A
)
f := ∂z
(
Az(θ)f
) ∣∣∣
z=0
. (2.8)
For arbitrary k ∈ Z and s ∈ R operators Az is a holomorphic function of z from
Re z < k into the Banach space L
(
H(s)(M,E), H(s−kd)(M,E)
)
of bounded linear
operators, d = d(A) ([Sh], Ch. II, Theorem 10.1.e). Hence, the term on the right in
(2.8) is defined. The symbol of the operator log(θ)A is
σ
(
log(θ)A
)
= ∂zb
z
(θ)(x, ξ)|z=0 :=
∑
j∈Z+∪0
∂zb
z
zd−j,θ(x, ξ)|z=0. (2.9)
The operator Az(θ)|z=0 is the identity operator. Hence its symbol b
z
(θ)(x, ξ)|z=0 has as
its positive homogeneous components
bzzd−j,θ(x, ξ)|z=0 = δj,0 Id . (2.10)
We see from (2.10) that
∂zb
z
zd,θ(x, ξ)|z=0 = d(A) log |ξ| Id+∂zb
z
zd,θ(x, ξ/|ξ|)|z=0,
∂zb
z
zd−j,θ(x, ξ)|z=0 = |ξ|
−j ∂zb
z
zd−j,θ(x, ξ/|ξ|)|z=0 for j ≥ 1.
(2.11)
hold in local coordinate charts (U, x) on M . Here, |ξ| is taken with respect to some
Riemannian metric on TM (and hence on T ∗M also). The term ∂zb
z
zd,θ(x, ξ/|ξ|) on
the right in (2.11) is an entire function of z positive homogeneous in ξ of degree zero.
C
(
|ξ|+ |λ|1/d
)−d−j
and of |ad−j(x, ξ)| through C1
(
|ξ|+ |λ|1/d
)d−j
.
7Here, λz(θ) := exp
(
z log(θ) λ
)
, where θ − 2pi ≤ Im log(θ) λ ≤ θ.
8The composition a ◦ b of the classical symbols a =
∑
j ad−j and b =
∑
j bm−j is a ◦ b =∑
(a ◦ b)m+d−j, where a ◦ b :=
∑
j(α!)
−1∂αξ a(x, ξ)D
α
x b(x, ξ).
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By analogy, ∂zb
z
zd−j,θ(x, ξ/|ξ|) is an entire function of z positive homogeneous in ξ of
degree zero. So the symbol of log(θ)A locally takes the form
∂zb
z
(θ)(x, ξ)|z=0 := log |ξ| Id+
∑
j∈Z+∪0
c−j,θ(x, ξ), (2.12)
where c−j,θ(x, ξ) := |ξ|
−j ∂zb
z
zd−j,θ(x, ξ/|ξ|) is a smooth function on T
∗M \ i(M) pos-
itive homogeneous in ξ of degree (−j). (Here, i(M) is the zero section of T ∗M .)
The equality (2.12) means that in local coordinates (x, ξ) on T ∗M the symbol of
log(θ)A is equal to d(A) log |ξ| Id plus a classical PDO-symbol of order zero. The
space Slog(M,E) is also the space of symbols of the form
σ = k log(θ)A+ σ0, (2.13)
k ∈ C (for an arbitrary elliptic PDO A ∈ CLd(M,E) of order d > 0 and such that
there exists an admissible cut L(θ) of the spectral plane C ∋ λ). Comparing (2.12)
and (2.13) we see that the space Slog(M,E) does not depend on Riemannian metric
on TM and on A and L(θ).
The zeta-regularized determinant det(θ)A is defined with the help of the zeta-
function of A. This function ζA,(θ)(z) is defined for Re z > dimM/d(A) as the trace
Tr
(
A−z(θ)
)
of a trace class operator9 A−z(θ). (Here, d(A) > 0.) This operator has a
continuous kernel on M × M for Re z > dimM/d(A). The Lidskii theorem [Li],
[Kr], [ReS], XIII.17, (177), [Si], Chapter 3, [LP], [Re], XI, claims that for such z the
series of the eigenvalues of A−z(θ) is absolutely convergent and that the matrix trace
Sp
(
A−z(θ)
)
:=
∑(
A−z(θ)ei, ei
)
of A−z(θ) is equal to its spectral trace
10
Tr
(
A−z(θ)
)
:=
∑
λ∈Spec(A)
λ−zi,θ . (2.14)
Here, (ei) is an orthonormal basis in the Hilbert space L2(M,E) (with respect to a
smooth positive density µ on M and to a Hermitian metric h on E). A bounded
linear operator in a separable Hilbert space is a trace class operator, if the series in
the definition of the matrix trace is absolutely convergent for any orthonormal basis.
In this case, the matrix trace is independent of a choice of the basis, [Kr], p. 123.
Thus for Re z > dimM/d(A) the matrix trace of A−z(θ) is independent of a choice of
the orthonormal basis (ei). The Lidskii theorem claims (in particular) that this trace
9A bounded linear operator B acting in a separable Hilbert space is a trace class operator, if the
series of its singular numbers (i.e., of the arithmetic square roots of the eigenvalues for the self-adjoint
operator B∗B) is absolutely convergent. The operator A−z(θ) is a PDO of the class CL
−zd(M,E) with
Re(zd) > dimM . Hence it has a continuous kernel ([Sh], Ch. II, 12.1) and this kernel is smooth of
the class Ck (k ∈ Z+) on M ×M for Re(zd)− k > dimM .
10Here, the sum is over the eigenvalues λi of A
−z
(θ), including their algebraic multiplicities ([Ka],
Ch. 1, § 5.4), the function λ−z(θ) is defined as exp
(
−z log(θ) λ
)
, θ − 2pi ≤ Im(log(θ) λ) ≤ θ.
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is independent also of µ, and of h. Hence for Re z > dimM/d(A) the zeta-function
ζA,(θ)(z) is equal to the integral of the pointwise trace of the matrix-valued density
on the diagonal ∆: M →֒ M ×M defined by the restriction to ∆(M) of the kernel
A−z,θ(x, y) of A
−z
(θ).
The zeta-function ζA,(θ)(z) possesses a meromorphic continuation to the whole com-
plex plane C ∋ z and ζA,(θ)(z) is regular at the origin. The determinant of A is a
regularization of the product of all the eigenvalues of A (including their algebraic
multiplicities). The zeta-regularized determinant of A is defined with the help of the
zeta-function11 ζA,(θ)(z) of A as follows
det(θ)A := exp
(
−∂zζA,(θ)(z)|z=0
)
. (2.15)
Remark 2.1. Note that if an admissible cut L(θ) of the spectral plane crosses a finite
number of the eigenvalues of A, then det(θ)(A) does not change. Let A possess two es-
sential different cuts θ1, θ2 of the spectral plane, i.e., in the case when there are infinite
number of eigenvalues λ ∈ Spec(A) in each of the sectors Λ1 := {λ : θ1 < arg λ < θ2},
Λ2 := {λ : θ2 < arg λ < θ1 + 2π}. Then in general det(θ)(A) depends on spectral cuts
L(θ) with θ = θj .
Remark 2.2. If the determinant (2.15) is defined, then the order d(A) =: d of the
elliptic PDO A ∈ Elld0(M,E) ⊂ CL
d(M,E) is nonzero. Also for the zeta-regularized
determinant of A to be defined, its zeta-function has to be defined. So a holomorphic
family of complex powers of A has to be defined. Hence the principal symbol adl(A
l)
of some appropriate nonzero power Al of A (l ∈ C×, Al ∈ Elldl0 (M,E) ⊂ CL
dl(M,E))
has to possess a cut L(θ) of the spectral plane C ∋ λ. This condition is necessary for
the holomorphic family
(
Al
)z
(θ)
of PDOs to be defined by an integral analogous to
(2.1). In this case, log(θ)
(
Al
)
is defined. (Note that ld = l ordA ∈ R×.) Hence some
generator logA := log(θ)
(
Al
)
/l of a family Az is also defined. Thus the existence of
a family Az is equivalent to the existence of logA.
On the algebra CS(M,E) (of classical PDO-symbols) there is a natural bilinear
form defined by the noncommutative residue res ([Wo1], [Wo2] or [Kas])
(a, b)res = res(a ◦ b).
Here, a ◦ b is the composition of PDO-symbols a, b. This scalar product is non-
degenerate (i.e., for any a 6= 0 there exists b such that (a, b)res 6= 0) and it is invariant
11In the case d(A) < 0 the meromorphic continuation of ζA,(θ)(z) is done from the half-plane
Re z < dimM/d(A) = − dimM/|d(A)|. (In this half-plane the series on the right in (2.14) is
convergent.)
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under conjugation with any elliptic symbol c ∈ Elld(M,E) ⊂ CSd(M,E), i.e., cd(x, ξ)
is invertible for (x, ξ) ∈ S∗M . Namely(
cac−1, cbc−1
)
res
:= res
(
cabc−1
)
= res(ab) = (a, b)res. (2.16)
Remark 2.3. The noncommutative residue is a trace type functional on the algebra
CSZ(M,E) of classical PDO-symbols of integer orders, i.e., res([a, b]) = 0 for any
a, b ∈ CSZ(M,E). The space of trace functionals on CSZ(M,E) is one-dimensional,
[Wo3]. Namely for L := CSZ(M,E) the algebras with the discrete topology L/[L,L]
and C are isomorphic by res. (Note also that res a = 0 for a ∈ CLd(M,E) of non-
integer order d. So (a, b)res = 0 for ord a+ord b /∈ Z.) The invariance property (2.16)
of the noncommutative residue follows from the spectral definition of res ([Wo2],
[Kas]).
Proposition 2.1. Let At ∈ Ell
α
0 (M,E), α ∈ R
×, be a smooth family of elliptic PDOs
and let B ∈ Ellβ0 (M,E), β ∈ R
×, β 6= −α. Let the principal symbols σα (At) and
σβ(B) be sufficiently close to positive definite self-adjoint ones.
12 Set
F (A,B) := det(p˜i)(AB)
/
det(p˜i)(A)det(p˜i)(B). (2.17)
Then the variation formula holds
∂tlogF (At, B)=−
(
σ
(
A˙tA
−1
t
)
,σ
(
log(p˜i)(AtB)
)
/(α+β)−σ
(
log(p˜i)B
)
/β
)
res
. (2.18)
Here, a cut L(p˜i) of the spectral plane
13 is admissible for At, B, AtB and it is suf-
ficiently close to L(pi). The term σ
(
log(p˜i) (AtB)
)
/(α + β) − σ
(
log(p˜i)B
)
/β on the
right in ( 2.18) is a classical PDO-symbol from CS0(M,E). It does not depend on
an admissible cut L(p˜i) close to L(pi). Hence, the scalar product (, )res on the right in
( 2.18) is defined. The right side of ( 2.18) is locally defined.14
Remark 2.4. The principal symbols σα+β (AtB) are adjoint to σα+β
(
B1/2AtB
1/2
)
.
The latter principal symbols are sufficiently close to self-adjoint positive definite
ones. The function F (A,B) is called the multiplicative anomaly.
First we formulate a corollary of this proposition.
12We suppose that a smooth positive density and a Hermitian structure are given on M and on
E.
13Note that F (At, B) is independent of L(p˜i) by Remark 2.1. In general a cut L(p˜i) depends on t.
14The symbols σ
(
log(θ)A
)
, σ
(
At(θ)
)
are locally defined for a PDO A of an order from R+ with
its principal symbol admitting a cut L(θ) of the spectral plane.
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Corollary 2.1. Let A and B be invertible elliptic PDOs A∈Ellα0 (M,E)⊂CL
α(M,E),
B ∈ Ellβ0 (M,E) ⊂ CL
β(M,E) such that α, β, (α + β) ∈ R× and such that their
principal symbols aα(x, ξ) and bβ(x, ξ) are sufficiently close to positive definite self-
adjoint ones. Then the multiplicative anomaly is defined. Its logarithm is given by a
locally defined integral
logF (A,B) = −
∫ 1
0
dt
(
σ
(
A˙tA
−1
t
)
, σ
(
log(p˜i) (AtB)
)
/(α + β)−
− σ
(
log(p˜i) (At)
)
/α
)
res
. (2.19)
Here, At := η
t
(p˜i)B
α/β
(p˜i) , η := AB
−α/β
(p˜i) ∈ Ell
0
0(M,E) ⊂ CL
0(M,E). (In particular, we
have A0 := B
α/β
(p˜i) , A1 := A, F (A0, B) = 1.)
The expression σ
(
log(p˜i) (AtB)
)
/(α+β)−σ
(
log(p˜i) (At)
)
/α on the right in ( 2.19)
is a classical PDO-symbol from CS0(M,E). Thus the integral formula for the multi-
plicative anomaly has the form
logF (A,B) = −
∫ 1
0
dt
(
σ
(
log(p˜i) η
)
, σ
(
log(p˜i)
(
ηt(p˜i)B
(α+β)/β
))
/(α+ β)−
− σ
(
log(p˜i)
(
ηt(p˜i)B
α/β
))
/α
)
res
. (2.20)
Operators log(p˜i) η and η
t
(p˜i) are defined by ( 2.30) and ( 2.31) below.
The proof of Proposition 2.1 is based on the assertions as follows.
Proposition 2.2. Let Q be a PDO from CL0(M,E) and let C,A be PDOs of real
positive orders sufficiently close to self-adjoint positive definite PDOs. Then the
function
P (s) = ζC,(p˜i)(Q; s)− ζA,(p˜i)(Q; s) := Tr
(
Q
(
C
−s/ ordC
(p˜i) − A
−s/ ordA
(p˜i)
))
has a meromorphic continuation to the whole complex plane C ∋ s. The origin is
a regular point of this function. Its value at the origin is defined by the following
expression through the symbols σ(A), σ(C), σ(Q)
P (0) = −
σ(Q), σ
(
log(p˜i)C
)
ordC
−
σ
(
log(p˜i)A
)
ordA

res
. (2.21)
The same assertions about P (s) and P (0) are also valid for Q ∈ CLm(M,E), m ∈ Z.
Proposition 2.3. Under the conditions of Proposition 2.2, the family of PDOs
Ks := −Q
(
C
s/ ordC
(p˜i) −A
s/ ordA
(p˜i)
)
/s ∈ CLs(M,E) (2.22)
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is a holomorphic15 family of PDOs. In particular, it is holomorphic at s = 0.
Corollary 2.2. The pointwise trace on the diagonal trKs(x, x) of the kernel Ks(x, y)
of Ks is a density on M for Re s < − dimM . This density has a meromorphic
continuation from s < − dimM to the whole complex plane C ∋ s. The residue of
this density at s = 0 is equal to
Ress=0 trKs(x, x) = tr
(
−Q
(
C
s/ ordC
(p˜i) − A
s/ ordA
(p˜i)
)) ∣∣∣
s=0
(x, x) =
= − resx σ
(
−
Q
s
(
C
s/ ordC
(p˜i) − A
s/ ordA
(p˜i)
)) ∣∣∣
s=0
=
= resx σ
(
Q
(
log(p˜i)C
ordC
−
log(p˜i)A
ordA
))
, (2.23)
where resx is the density on M corresponding to the noncommutative residue [Wo2],
[Kas]. These assertions follows immediately from Proposition 3.4 below.16
Remark 2.5. The formula (2.21) follows from (2.23) since
P (0) = −Ress=0TrKs.
Proof of Proposition 2.1. The variation ∂t logF (At, B) is
∂t logF (At, B) = ∂t
(
−∂sζAtB,(p˜i)(s)|s=0 + ∂sζAt,p˜i(s)|s=0
)
. (2.24)
For Re s ≫ 1 the operators (AtB)
−s
(p˜i) and A
−s
t,(p˜i) are of trace class. For such s these
operators form smooth in t families of trace class operators. By the Lidskii theorem
we have for such s
Tr
(
A−st,(p˜i)
)
=
∑
i
(
A−st,(p˜i)ei, ei
)
, (2.25)
where ei is an orthonormal basis in L2(M,E). (Here, we suppose that a smooth
positive density on M and a Hermitian structure on E are given.) For Re s ≫ 1 we
have
∂t Tr
(
A−st,(p˜i)
)
= Tr
(
∂tA
−s
t,(p˜i)
)
. (2.26)
15This family of PDOs is holomorphic in the sense of [Gu], Sect. 3, (3.17), (3.18).
16This proposition claims that analogous assertions are true for any holomorphic (in a weak sense)
family of classical PDOs. The proof of this proposition is based on the notion of the canonical trace
for PDOs of noninteger orders introduced in Section 3 (below).
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Indeed, A−st,(p˜i) is a smooth (in t) family of trace class operators. So ∂tA
−s
t,(p˜i) is a trace
class operator. Hence the series∑
i
∂t
(
A−st,(p˜i)ei, ei
)
≡
∑
i
(
∂tA
−s
t,(p˜i)ei, ei
)
is absolutely convergent. Thus the series on the right in (2.25) can be differentiated
term by term ([WW], Chapter 4, 4.7) and the equality (2.26) follows from (2.25).
For Re s≫ 1 the equalities hold
∂tTr
(
(AtB)
−s
(p˜i)
)
= (−s) Tr
((
A˙tA
−1
t
)
(AtB)
−s
(p˜i)
)
,
∂t Tr
(
A−st,(p˜i)
)
= (−s) Tr
((
A˙tA
−1
t
)
A−st,(p˜i)
)
.
(2.27)
(Here, A˙t is defined as ∂tAt.) Indeed, for such s we have
∂tTr
(
A−st,(p˜i)
)
= Tr
(
−
i
2π
∫
Γ(p˜i)
λ−s (At − λ)
−1 A˙t (At − λ)
−1 dλ
)
=
= Tr
(
−
i
2π
∫
Γ(p˜i)
λ−s
(
∂λ (At − λ)
−1
)
dλA˙t
)
=
= (−s) Tr
(
i
2π
∫
Γ(p˜i)
λ−(s+1) (At − λ)
−1 dλA˙t
)
=
= (−s) Tr
(
A
−(s+1)
t,(p˜i) A˙t
)
= (−s) Tr
(
A˙tA
−1
t A
−s
t,(p˜i)
)
. (2.28)
The zeta-function
(
A−st,(p˜i)
)
=: ζAt,(p˜i)(s) has a meromorphic continuation to the
whole complex plane C ∋ s and s = 0 is a regular point for this zeta-function.
So (−s) Tr
(
A˙tA
−1
t A
−s
t,(p˜i)
)
also has a meromorphic continuation with a regular point
s = 0. Hence the equality holds
∂s
(
sTr
(
A˙tA
−1
t A
−s
t,(p˜i)
)) ∣∣∣
s=0
=
(
(1 + s∂s) Tr
(
A˙tA
−1
t A
−s
t,(p˜i)
)) ∣∣∣
s=0
(2.29)
and the meromorphic function on the right is regular at s = 0.
The formula (2.18) is an immediate consequence of (2.24), (2.27), (2.29), and of
(2.21). In (2.21) A˙tA
−1
t is substituted as Q. Proposition 2.1 is proved. 
Proof of Corollary 2.1. 1. If the principal symbols aα, bβ of A, B are sufficiently
close to positive definite self-adjoint ones, then the principal symbol aα (bβ)
−α/β
(p˜i) of η
possesses a cut L(pi) along R−. If all the eigenvalues of bβ are in a sufficiently narrow
conical neighborhood of R+, then the principal symbol
(
aα (bβ)
−α/β
(pi)
)
t
(pi) (bβ)
α/β
(pi) of
ηt(p˜i)B
α/β
(p˜i) possesses for all 0 ≤ t ≤ 1 a cut L(pi) of the spectral plane.
17
17This symbol is independent of a choice of an admissible cut L(p˜i) close to L(pi).
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Set At := η
t
(p˜i)B
α/β
(p˜i) . Then A0 = B
α/β
(p˜i) , F (A0, B) = 1, A1 = A, F (A1, B) =
F (A,B). We can use the variation formula of Proposition 2.1 and the equalities
(2.24), (2.27). Note that the operator A˙tA
−1
t ≡ ∂t
(
ηt(p˜i)
)(
ηt(p˜i)
)−1
is equal to log(p˜i) η.
Here, log(p˜i) η∈CL
0(M,E) is the operator
i
2π
∫
ΓR,p˜i
log(p˜i) λ · (η − λ)
−1 dλ, π˜ − 2π ≤ Im log(p˜i) λ ≤ π˜, (2.30)
ΓR,p˜i is the contour Γ1,R,p˜i(ε) ∪ Γ0,p˜i(ε) ∪ Γ2,R,p˜i(ε) ∪ ΓR, where
Γ1,R,p˜i(ε) :={λ+x exp(iπ˜), R≥x≥ε} , Γ2,R,p˜i(ε) :={λ=x exp(i(π˜−2π)), ε≤x≤R} ,
Γ0,p˜i(ε) := {λ = ε exp(iϕ), π˜ ≥ ϕ ≥ π˜ − 2π} ,
and ΓR is the circle |λ| = R, λ = R exp(iϕ), oriented opposite to the clockwise
(π˜ − 2π ≤ ϕ ≤ π˜) and surrounding once the whole spectrum in L2(M,E) of the
bounded operator η ∈ CL0(M,E). The radius ε > 0 is small enough such that this
spectrum does not intersect the domain {λ, |λ| ≤ ε}. We have log(p˜i) η = ∂tη
t
(p˜i)|t=0,
where
ηt(p˜i) :=
i
2π
∫
ΓR,p˜i
λt(p˜i) (η − λ)
−1 dλ. (2.31)
The spectrum of elliptic PDO η is compact. The operator log(p˜i) η is a classical PDO
from CL0(M,E). The symbol σ
(
log(p˜i) η
)
∈ CS0(M,E) is equal to (i/2π)
∫
Γ+
log λ ·
σ
(
(η − λ)−1
)
dλ. Here, σ
(
(η − λ)−1
)
is a classical PDO-symbol from CS0(M,E),
the principal symbol σ0(η)(x, ξ), ξ 6= 0, has all its eigenvalues in the half-plane
C+ := {λ : Reλ > 0} and Γ+ is a contour in C+ oriented opposite to the clockwise
and surrounding once the compact set ∪(x,ξ)∈S∗M Spec (σ0(η)(x, ξ)) ⊂ C+.
Hence, if the function Tr
(
Qt
(
(AtB)
−s
(p˜i) − A
−s
t,(p˜i)
))
for Qt := A˙tA
−1
t has an analytic
continuation to the neighborhood of the origin and if s = 0 is a regular point of this
analytic function, then we have from (2.24), (2.27), (2.29)
∂t logF (At, B) = −∂t∂s
(
Tr (AtB)
−s
(p˜i) − TrA
−s
t,(p˜i) − TrB
−s
(p˜i)
) ∣∣∣
s=0
=
=(1+s∂s)Tr
((
log(p˜i)η
)(
(AtB)
−s
(p˜i)−A
−s
t,(p˜i)
))∣∣∣
s=0
=Tr
((
log(p˜i)η
)(
(AtB)
−s
(p˜i)−A
−s
t,(p˜i)
))∣∣∣
s=0
=
= (1 + s∂s) Tr
(
A˙tA
−1
t
(
(AtB)
−s/α+β
(p˜i) − TrB
−s/β
(p˜i)
)) ∣∣∣
s=0
. (2.32)
By Proposition 2.1 we have for 0 ≤ t ≤ 1
∂tlogF (At, B)=−
(
σ
(
log(p˜i) η
)
,σ
(
log(p˜i)(AtB)
)
/(α+β)−σ
(
log(p˜i)(At)
)
/α
)
res.(2.33)
Thus Corollary 2.1 is proved. 
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Remark 2.6. Let At ∈ Ell
α
0 (M,E), 0 ≤ t ≤ 1, be a smooth family of invertible elliptic
PDOs of order α ∈ R× such that the principal symbols at,α of At are sufficiently close
to positive definite ones. Let B ∈ Ellβ0 (M,E) have a real order β 6= −α and let the
principal symbol bβ be sufficiently close to positive definite self-adjoint one. Let A0
be a power of B, A0 = B
α/β
(p˜i) . Set A := A1. By Proposition 2.1 the multiplicative
anomaly of (A,B) is given by the locally defined integral
logF (A,B) = −
∫ 1
0
dt
(
σ(Qt), σ
(
log(p˜i)(AtB)
)
/ (α + β)−
− σ
(
log(p˜i)(At)
)
/α
)
res
. (2.34)
Here, Qt := A˙tA
−1
t ∈ CL
0(M,E). Its symbol σ (Qt) is locally defined in terms of
σ (At). The right side of it is the integral of the locally defined density on M . This is
a formula for the multiplicative anomaly corresponding to a general smooth variation
between B
α/β
(p˜i) and A.
Remark 2.7. The assertions of Proposition 2.2 that P (s) is regular at s = 0 and that
there exists a local expression for P (0) is the contents of Lemma 4.6 in [Fr]. Propo-
sition 2.2 is a consequence of Proposition 2.3, of Corollary 2.1, and of Remark 2.5.
Proof of Proposition 2.3. The symbols σ
(
C
s/ ordC
(p˜i)
)
and σ
(
A
s/ ordA
(p˜i)
)
at s = 0
are equal to Id. These symbols are entire functions of s ∈ C (i.e., all the homoge-
neous terms of σ(Ks) are entire functions of s ∈ C in any local coordinates on M .)
The family of PDOs C(µ) := C
µ/ ordC
(p˜i) ∈ Ell
×
0 ⊂ CL
µ(M,E) is holomorphic in the
sense of [Gu], (3.18). The latter means that for PDOs Ck(µ) := C(µ) − PkC(µ) ∈
CLµ−k(M,E) as δ → 0 we have∥∥∥(Ck(µ+ δ)− Ck(µ)) /δ − C˙k(µ)∥∥∥(s)
A
→ 0 (2.35)
for s > Reµ − k. (Here PkC(µ) ∈ CL
µ(M,E) are the PDOs defined by the image
of σ(C(µ)) in CSµ(M,E)/CSµ−k−1(M,E) and by a fixed partition of unity on M
subordinate to a fixed local coordinates cover of M .) In (2.35) ‖·‖(s) is the operator
norm from H(s)(M,E) into L2(M,E) of the operator defined on the dense subspace of
global C∞-sections Γ(E) in the Sobolev space H(s)(M,E) and C˙k(µ) : Γ(E)→ Γ(E)
is a linear operator. (In (2.35), as well as in [Gu], (3.18), A = (A1, . . . ,Am) is an
arbitrary collection of ordinary differential operators of order one with the scalar
principal symbols, acting on Γ(E).) The subscript A in (2.35) means
‖B‖(s)A := ‖[A1, . . . , [Am, B] . . . ]‖
(s) . (2.36)
The operators C(µ) and A(µ) := A
µ/ ordA
(pi) for µ = 0 are the identity operators.
Hence σ(C(0)) = σ(A(0)) = Id and the symbol S := ∂µ(σ(C(µ)) − σ(A(µ)))|µ=0 is
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a PDO-symbol from CS0(M,E). For any PDO S˜ ∈ CL0(M,E) with σ(S˜) = S the
operator K0 +QS˜ is smoothing in Γ(E), i.e., it has a C
∞ Schwartz kernel. (Here,
K0 := − lim
µ→0
Q(C(µ)−A(µ))
is the value at s = 0 of Ks from (2.22).) Indeed, K0 +QP2m+1S˜ : H(−m) → H(m) is a
bounded linear operator since by (2.35) it is a bounded operator from H(s)(M,E)
to L2(M,E) for s > −(2m + 1). Similarly, by (2.35)
[
A1, K0 +QP2m+1S˜
]
is a
bounded operator from H(s)(M,E) to L2(M,E) for such s and for an arbitrary DO
A1 : Γ(E)→ Γ(E) of order one with a scalar principal symbol. Hence K0+QP2m+1S˜
is a bounded linear operator from H(s) to H(1) for s > −2m. Applying (2.35) with
higher commutators A, we see that K0+QP2m+1S˜ is a bounded linear operator from
H(−m) to H(m).
Operators Cm(µ) := C(µ)− PmC(µ) and Am(µ) from H(s)(M,E) to L2(M,E) for
|µ| ≤ r and for s > r−m are uniformly bounded by (2.35). The analogous assertion
is true by (2.35) for higher commutators of Cm(µ) (or of Am(µ)) with DOs Aj of first
order with scalar principal symbols. (Such type operators are defined in (2.36) and
are used in (2.35).)
For a holomorphic family of PDOs we have a Cauchy integral representation.
Namely for Γr := {µ, |µ| = r} it holds
Cm(µ) =
1
2πi
∫
Γr
Cm(z)
z − µ
dz, (2.37)
for a family Cm(z) of linear operators on Γ(E). This integral is absolutely con-
vergent in the operator norm topology in the space of bounded linear operators
L
(
H(s)(M,E), L2(M,E)
)
for s > r − m. This integral is convergent also with re-
spect to the semi-norm ‖·‖(s)A from (2.36) for s > r −m, where A = (A1, . . . ,Ak) is
an arbitrary collection of first order DOs with the scalar principal symbols. (Indeed,
the Cauchy integral representation (2.37) holds also for a holomorphic family PDOs
[A1, . . . , [Ak, Cm(µ)] . . . ].)
To prove that Kµ (from (2.22)) is a holomorphic at µ = 0 family of PDOs, it is
enough to note that for Km(µ) := −Q (Cm(µ)− Am(µ)) /µ we have
(Km(µ)−Km(0)) /µ = −Q
(
C(2)m (µ)− A
(2)
m (µ)
)
(2.38)
for C(2)m (µ) := (Cm(µ)− Cm(0)− µ∂µCm|µ=0) /µ
2 because Cm(0) = Am(0) (= 0 for
m ∈ Z+) and because Km(0) := −Q (∂µCm|µ=0 − ∂µAm|µ=0), where ∂µCm is the
operator C˙m from (2.35). The operator C
(2)
m (µ) : Γ(E) → Γ(E) converges to the
operator ∂2µCm(µ)|µ=0/2: Γ(E)→ Γ(E) in the semi-norms∥∥∥C(2)m (µ)− ∂2µCm|µ=0/2∥∥∥(s)A → 0 (2.39)
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as µ→ 0 for s > r −m because for |µ| < r, µ 6= 0, we have
C(2)m (µ) =
1
2πi
∫
Γr
Cm(z)
z2(z − µ)
dz. (2.40)
The operator ∂2µCm(µ)|µ=0/2 is defined as this integral with µ = 0. The integral
in (2.40) is convergent and continuous in µ (for sufficiently small |µ|) with respect to
the semi-norms ‖·‖(s)A for s > r −m. The assertion (2.39) is true for all s > −m. (It
is enough to substitute in (2.39) µ with sufficiently small |µ|.) Hence the family Ks
from (2.22) is holomorphic at s = 0. 
3. Canonical trace and canonical trace density for PDOs of
noninteger orders. Derivatives of zeta-functions at zero
For any classical PDO A ∈ CLα(M,E), where α ∈ C \ Z, a canonical trace and
a canonical trace density of A are defined. Indeed, since the symbol of A has an
asymptotic expansion as |ξ| → +∞
a(x, ξ) =
∑
k∈Z+∪0
aα−k(x, ξ),
the Schwartz (distributional) kernel A(x, y) of A has an asymptotic expansion for
x→ y, x 6= y in any local coordinate chart U on M as follows
A(x, y) =
∑
k=0,1,...,N
A−n−α+k(x, y − x) + A(N)(x, y). (3.1)
Here, n = dimM , N ∈ Z+ is sufficiently large18, A(N)(x, y) is continuous and this
kernel is smooth enough19 near the diagonal in U ×U . The term A−n−α+k(x, y−x) is
positive homogeneous in y−x of degree (−n−α+k) for all pairs (x, y) of sufficiently
close x and y from U and for 0 < t ≤ 1, i.e.,
A−n−α+k(x, t(y − x)) = t
−n−α+kA−n−α+k(x, y − x). (3.2)
Remark 3.1. The (local) kernel A−n−α+k(x, y − x) corresponds to the integral∫
aα−k(x, ξ) exp(i(x− y, ξ))dξ. (3.3)
This integral is defined as follows. The analogous truncated integral∫
ρ(|ξ|)aα−k(x, ξ) exp(i(x− y, ξ))dξ (3.4)
18It is enough to take N ∈ Z+ greater than n+Reα+ 1.
19The kernel A(N)(x, y) is of the class C
l(U ×U) for l+dimM +Reα < N +1. Here we suppose
that the coordinate system is defined in some neighborhood V of U .
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is an oscillatory integral, [Ho¨1], 7.8, since the estimates hold∣∣∣DβxDγξ (ρ(|ξ|)aα−k(x, ξ))∣∣∣ ≤ Cβ,γ,K(1 + |ξ|)Reα−k−|γ|
for x ∈ K ⊂ U . (Here, U is a coordinate chart on M , K is a compact, ρ(t) is a
C∞-function, ρ(t) ≡ 0 for small t and ρ(t) ≡ 1 for t ≥ 1.) This truncated integral
defines a distribution on C∞0 (x, y) of order
20 ≤ l for Reα− k − l < − dimM , [Ho¨1],
Theorem 7.8.2.
The integral ∫
(1− ρ(|ξ|))aα−k(x, ξ) exp(i(x− y, ξ))dξ (3.5)
is absolutely convergent for Reα − k > −n, n := dimM . All the partial derivatives
in x, y under the sign of this integral are also absolutely convergent for such α. So
the kernel (3.5) is smooth in (x, y) for such Reα.
The integral (3.3) is the Fourier transformation ξ → y−x =: u of the homogeneous
in ξ distribution aα−k(x, ξ) (depending on x as on a parameter) of the degree α− k.
For α− k ∈ {m ∈ Z, m ≤ − dimM} and for a fixed x the distribution aα−k(x, ξ) has
a unique extension to the distribution belonging to D′ (Rn) (ξ ∈ Rn \0, n := dimM),
[Ho¨1], Theorem 3.2.3. The Fourier transformation of aα−k(x, ξ) is a homogeneous
in u = y − x distribution of the degree (−α + k − n), [Ho¨1], Theorem 7.1.16. So
this integral for α − k /∈ Z+ ∪ 0 (and for a fixed x) has a unique extension to the
distribution belonging to D′ (Rn).
Note that aα−k(x, ξ) is (for a fixed x) a temperate distribution, i.e., it belongs to
S ′ (Rn). Indeed, ρ(|ξ|)aα−k(x, ξ) is (for a fixed x) a temperate distribution, [Ho¨1],
7.1. For α− k /∈ {m ∈ Z, m ≤ −n}, n := dimM , (and for a fixed x) the distribution
from D′ (Rn \ 0)
(1− ρ(|ξ|))aα−k(x, ξ) (3.6)
(equal to |ξ|α−k(1− ρ(|ξ|))aα−k(x, ξ/|ξ|) for |ξ| small enough) has a unique extension
to a distribution from D′ (Rn) with a compact support. (This fact follows from [Ho¨1],
Theorem 3.2.3, because (3.6) is homogeneous in |ξ| for sufficiently small |ξ|.) Hence
this extension of (3.6) is also a temperate distribution. Its Fourier transformation
provides us with an analytic continuation in α of the integral (3.5) from the domain
{α : Reα > k − n} to α ∈ C \ {m ∈ Z, m ≤ k − n}. So the Fourier transformation
of aα−k(x, ξ) is defined and belongs to S
′ (Rn).
The wave front set for the oscillatory integral (3.4) is contained in {x, y−x = 0, ξ},
[Ho¨1], Theorem 8.1.9. Hence the kernel (3.4) is smooth outside of the diagonal x = y.
The Fourier transformation (3.5) from ξ to u = y − x (for a fixed x) has its wave
set belonging to {u = 0, ξ} ([Ho¨1], Theorem 8.1.8) because the wave front set for
20A distribution u on C∞0 (V ) (for a local coordinate chart onM) is of order l ∈ Z+∪0, u ∈ D
′l(V ),
if for any compact K in V the estimates hold |u(f)| ≤ Ck
∑
|β≤l sup
∣∣∂βf ∣∣, f ∈ C∞0 (K).
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(1 − ρ(|ξ|))aα−k(x, ξ) (x is fixed) belongs to the cotangent space at ξ = 0. So the
kernel (3.3) is smooth for x 6= y.
The canonical trace density aU(N)(x) := trA(N)(x, x) on U is defined as a pointwise
trace of the kernel A(N). This density does not change under a shift N → N + k,
k ∈ Z+. This density for a large positive N is denoted further by aU (x).
Proposition 3.1. The denisity aU(x) at x ∈ M is independent of a smooth coordi-
nate system U ∋ x on M near x.
Proof. Let z = f(Z) be a smooth change of local coordinates near x. Then according
to Taylor’s formula we have for X and Y sufficiently close one to another
A−n−α+k (f(X), f(Y )− f(X)) =
= A−n−α+k
f(X), ∑
1≤|α|≤N
∂βXf(X)(Y −X)
β/β! + rN(X, Y )
 =
= B−n−α+k(X, Y −X) +B−n−α+k+1(X, Y −X) + . . .+R−n−α+k,(N)(X, Y ),
where R−n−α+k,(N)(X, Y ) is a local kernel continuous near the diagonal and such that
R−n−α+k,(N)(X,X) = 0. (Here, rN is o
(
|X − Y |N
)
for close X and Y and rN is
smooth in X, Y .) Hence R(N) does not alter the demsity aU . Thus a local change of
coordinates does not alter this density. 
Hence any PDO A ∈ CLα(M,E) of a noninteger order α ∈ C\Z defines a canonical
smooth density a(x) on M . We call a(x) the canonical trace density of A. Integrals
of such densities provide us with a linear functional on CLα(M,E) ∋ A defined as
TR(A) :=
∫
M
a(x). (3.7)
We call it the canonical trace of A ∈ CLα(M,E), α /∈ Z.
Remark 3.2. Let Reα < −n. Then a PDO A ∈ CLα(M,E) has a continuous
Schwartz kernel A(x, y) and the density a(x) on M coincides with the pointwise
trace trA(x, x) of the restriction of the kernel A(x, y) to the diagonal.
Remark 3.3. Let α ∈ R−, α < −n, and let the principal symbol σ−α(x, ξ) of an
elliptic PDO A ∈ Ellα0 (M,E) ⊂ CL
α(M,E) possess a cut L(θ) of the spectral plane
C. Then the spectrum of A is discrete.21 According to the Lidskii theorem [Li], [Kr],
[ReS], XIII.17, (177), [Si], Chapter 3, [LP], [Re], XI, the operator A is of trace class
and we have
TrA =
∫
trA(x, x).
21A is a compact operator in L2(M,E). Its spectrum is discrete in C \ 0. The only accumulation
point of this spectrum is 0 ∈ C, [Yo].
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Hence in this case we have
TR(A) = TrA.
Remark 3.4. Let A ∈ Ellα0 (M,E) ⊂ CL
α(M,E) be an elliptic PDO of order α ∈ R+
and let its principal symbol σα(A)(x, ξ) possess a cut L(θ) of the spectral plane.
Then the holomorphic family A−s
(θ˜)
is defined. The operator A−s
(θ˜)
is of trace class for
Re s · α > n. For s ∈ C such that s · α /∈ Z and that Re s · α > n we have22
ζA,(θ˜)(s) := Tr
(
A−s
(θ˜)
)
= TR
(
A−s
(θ˜)
)
. (3.8)
This zeta-function has a meromorphic continuation to the whole complex plane. (This
assertion also follows from Proposition 3.4 below.) The kernel A−s
(θ˜)
(x, y) for x 6= y also
has a meromorphic continuation. Homogeneous terms of the symbol σ
(
A−s
(θ˜)
)
(x, ξ)
of A−s
(θ˜)
∈ Ell−αs0 (M,E) ⊂ CL
−αs(M,E) in any local coordinate chart U on M are
holomorphic in s. Hence by the definition of TR and by (3.8), the equality
ζA,(θ˜)(s) = TR
(
A−s
(θ˜)
)
(3.9)
holds for all s ∈ C such that s · α /∈ Z.
Here we use the weakest properties of a holomorphic (local) in z family of PDOs
it has to possess.
Definition. A (local) family A(z) ∈ CLf(z)(M,E) is called a w-holomorphic
family, if in an arbitrary local coordinate chart23 U ∋ x, y and for any sufficiently
largeN ∈ Z+ the difference of the Schwartz kernel forA(z) and a kernel corresponding
to a truncated symbol of A(z)
Ax,y(z)−
N∑
j=0
∫
ρ(|ξ|)|ξ|f(z)−ja−j(z, x, ξ/|ξ|) exp(i(x− y, ξ))dξ (3.10)
is a Cm-smooth (local) kernel on U×U , where m = m(N) tends to infinity as N →∞
and this kernel on U × U is holomorphic in z together with its partial derivatives
in (x, y) of orders not greater than m(N). Here, ρ(t) is a cutting C∞-function,
ρ(t) ≡ 0 for 0 ≤ t ≤ 1/2, ρ(t) ≡ 1 for t ≥ 1, f(z) is (locally) holomorphic in z, and
a−j(z, x, ξ/|ξ|) are holomorphic in z functions on S
∗M |U with the values in densities
at x. The kernel Ax,y(z) has to be holomorphic in z for x, y from disjoint local charts
U ∋ x, V ∋ y, U ∩ V = ∅.
22For such Re s an operator family A−s(θ) is defined by the integral (2.1) with an admissible for
A cut L(θ˜) close to L(θ). Note that A
0
(θ˜)
= Id−P0(A), where P0(A) is the projection operator on
algebraic eigenspace of A corresponding to the eigenvalue λ = 0 and P0(A) is the zero operator on
algebraic eigenspaces of A for nonzero eigenvalues.
23It is enough to check these conditions for a fixed finite cover of M by coordinate charts.
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Proposition 3.2. For classical PDOs A, B such that ordA+ordB /∈ Z the equality
holds
TR(AB) = TR(BA), (3.11)
i.e.,
TR([A,B]) = 0.
Remark 3.5. The equality TR([A,B]) = 0 means that TR is a trace class functional.
Note that the bracket [A,B] is defined for classical PDOs A, B having arbitrary
orders. However the equality TR([A,B]) = 0 is valid only if ordA + ordB /∈ Z
(otherwise the TR-functional is not defined).
Proof of Proposition 3.2. 0. We assume that ordA, ordB ∈ R. The general case
follows by the analytic continuation (Proposition 3.4).
1. It is enough to prove the equality (3.11) in the case when A is an elliptic PDO
such that logA exists and such that exp(z logA) =: Az is a trace class operator for
z from a domain U ⊂ C. Indeed, any A ∈ CLα(M,E) is the difference A = A1 −A2
such that ordAj = ordA+N , N ∈ Z+, ordAj > 0, Aj ∈ Ell
ordA+N
0 (M,E), and auch
that logA1, logA2 exist. It is enough to set
A1 =
(
∆EM + c Id
)α/2+N
(pi)
+ A, A2 =
(
∆EM + c Id
)α/2+N
(pi)
. (3.12)
Here, c ∈ R+ and N ∈ Z+ are sufficiently large constants, α := ordA, and ∆EM
is the Laplacian for (M,E) corresponding to a Riemannian metric on M and a
unitary connection for an Hermitian structure on E. Operators defined by (3.12) are
invertible and possess complex powers (for sufficiently large c and N).
Let A be the difference A1 − A2, where A1, A2 possess complex powers. Suppose
we can prove that TR (AjB) = TR (BAj). Then TR(AB) = TR(BA).
2. Let A be an invertible elliptic operator with ordA > 0 and such that complex
powers Az are defined. Let us prove that in this case the equality (3.11) holds (under
the condition ordA + ordB 6= 0). Let s0 ≫ 1 be so large that for Re s > s0 the
elliptic operators A(1−s)/2 and A(1−s)/2B are of trace class. By Remark 3.3 for such s
we have
TR
(
A−sAB
)
= Tr
(
A−sAB
)
= Tr
(
A(1−s)/2BA(1−s)/2
)
=
= Tr
(
BAA−s
)
= TR
(
BAA−s
)
. (3.13)
(Here we use the fact that A(1−s)/2 is of trace class and that A(1−s)/2B is bounded.)
Let q(s) :=
∑
j∈Z+∪0 q(1−s)α+β−j and r(s) :=
∑
j∈Z+∪0 r(1−s)α+β−j , α = ordA, β =
ordB, be the symbols of A1−sB and of BA1−s. Note that for Re s > s0 the canonical
trace density of A is also equal to the restriction to the diagonal M (in M ×M) of
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the Schwartz kernels corresponding to A1−sB minus the local kernel for a finite sum
of homogeneous terms in q(s) corresponding to j = 0, . . . , N (where N ∈ Z+ is large
enough). This difference of the kernels is sufficiently smooth near the diagonal. But
it is continuous on the diagonal and holomorphic in s also for αs > n+1−N+α+β,
(1−s)α+β /∈ Z, n := dimM . So this difference is regular near the diagonal for s close
to zero, if N ∈ Z+ is large enough. The analogous assertions are true also for BA1−s
and for r(s) when we take the difference with kernels corresponding to a sufficiently
much number of the first homogeneous terms in the symbols r(s). But the canonical
traces TR (A1−sB) and TR (BA1−s) do not change for Re s > s0 when we subtract
these (positive homogeneous in y − x) kernels. (Indeed, the kernels we subtract do
not change the canonical trace densities on M defining the functional TR.) Hence
we can set s = 0 in the equality (3.13) as α+ β /∈ Z. So TR(AB) = TR(BA). 
The use of complex powers of PDOs in the proof above looks a bit artificial. The
direct proof using only the language of distributions also is possible but we do not
give it here.
Remark 3.6. Note that families A−s and A−sB for an elliptic PDO A, ordA ∈ R+,
possessing complex powers and for a classical PDO B, are holomorphic in s families
of PDOs. So the assertion (used in (3.13)) that TR (A−sB) is holomorphic in s (for
−s ordA + ordB /∈ Z) can also be deduced from Proposition 3.4 below.
Proposition 3.3. The traces of a classical elliptic PDO A ∈ CLα(M,E), α /∈ Z,
and of its transpose tA ∈ CLα (M,E∨) coincide
TR(A) = TR
(
tA
)
. (3.14)
(Here, E∨ is the tensor product of a fiber-wise dual to E vector bundle and a line
bundle of densities on M .)
Proof. Let A(z) be a holomorphic family of classical PDOs such that A(α) = A,
ordA(z) ≡ z. Then for Re z < − dimM we have
TR(A(z)) = Tr(A(z)) = Tr
(
tA(z)
)
= TR
(
tA(z)
)
. (3.15)
Proposition 3.4 below claims that TR(A(z)) and Tr (tA(z)) are holomorphic in z
for z /∈ {m ∈ Z, m ≥ dimM}. (Here, we use that tA(z) is a holomorphic family.) So
using the analytic continuation of (3.15), we obtain
TR(A) = TR (A (z0)) = TR
(
tA (z0)
)
= TR
(
tA(z)
)
.
To produce an analytic family A(z), it is enough to set A(z) := ACz−α, where
C ∈ Ell10(M,E) is an elliptic PDO possessing complex powers.
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Proposition 3.4. Let A(z) be a holomorphic in z family of classical PDOs, ordA(z)=
z, where z is from an open domain U ⊂ C. Then TR(A(z)) is a meromorphic in z
function regular for z ∈ U \ Z. This function has no more than simple poles at the
points Z ∩ U . Its residue at m ∈ Z ∩ U is given by
Resz=mTR(A(z)) = − resA(m). (3.16)
(Here, res is the noncommutative residue, [Wo2], [Kas].) For m < − dimM this
function is regular at m ∈ U (by ( 3.16)).
Analogous assertions are true for holomorphic families A(z) of PDOs such that
ordA(z) =: f(z) is a (locally) holomorphic function. For TR(A(z)) to be a meromor-
phic function with simple poles at f−1({m ∈ Z, m ≥ dimM}) =: Sf , it is necessary
that f ′ (z0) 6= 0 for any z0 ∈ Sf . If f(z) satisfies this condition, then TR(A(z)) has
simple poles with the residues
Resz=z0 TR(A(z)) = −
1
f ′ (z0)
res σ (A (z0)) (3.17)
for f (z0) ∈ −n + (Z+ ∪ 0), n := dimM .
The equalities analogous to ( 3.16) and to ( 3.17) are valid also for the densities
ax(z) and resx σ (A (z0)) on the diagonal x ∈ M →֒ M ×M (corresponding to the
canonical trace TR(A(z)) and to the noncommutative residue resσ (A (z0))). Namely
Resz=z0 ax(z) = −
1
f ′ (z0)
resx σ(A(z)) (3.18)
for z0 ∈ Sf .
Remark 3.7. 1. For classical PDOs it is natural to introduce a modified trace func-
tional
TRcl(A) := (exp(2πi ordA)− 1)TR(A). (3.19)
The additional factor in this definition does not change if ordA shifts by an integer.
(Note that the order of A may differ by an integer on different components of a
manifold.)
For a holomorphic family A(z) of classical PDOs this trace functional is holomor-
phic for all z. Here, we do not suppose that f(z) := ordA(z) has nonzero derivatives
f ′ (z0) at {z0 : f (z0) ∈ Z, f (z0) ≥ − dimM}. This statement follows from the proof
of Proposition 3.4.
2. For classical elliptic PDOs it is natural to introduce a trace functional
TRell(A) := TR(A)/Γ(−(ordA+ dimM)). (3.20)
For a holomorphic family A(z) of elliptic PDOs this trace is holomorphic for all z.
(The proof of Proposition 3.4 gives us such a statement. Here we do not suppose
that f ′ (z0) 6= 0 for f (z0) ∈ Z, f (z0) ≥ − dimM .)
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Remark 3.8. The assertion that the noncommutative residue res is a trace linear
functional on the algebra CSZ(M,E) of integer orders classical PDO-symbols follows
immediately from Propositions 3.2, (3.11), and 3.4, (3.16). Indeed, by (3.16) and by
(3.11) we have
res([A,B]) = −Resz=ordA+ordB TR([A(z), B(z)]) = 0
for A,B ∈ CLZ(M,E) and for any holomorphic families A(z), B(z) such that
A(ordA+ordB)=A, B(ordA+ordB)=B. (For example, set A(z) :=ACz−ordA−ordB,
B(z) = BCz−ordA−ordB, where C is an invertible first order elliptic PDO possessing
complex powers).
Proof of Proposition 3.4. The positive homogeneous in ξ terms of the symbol
σ(A(z)) correspond to the positive homogeneous in y − x (local) summands of the
Schwartz kernel for A(z). Namely (in the notations of (3.10)) the integral∫
|ξ|f(z)−ja−j(z, x, ξ/|ξ|) exp(i(x− y, ξ))dξ
defined in Remark 3.1 is the positive homogeneous of degree −n− f(z) + j in y − x
(local) kernel. These kernels do not alter TR(A(z)) for f(z) /∈ Z (and also for
f(z) ∈ Z, if f(z) < n − j). Note that the kernel (3.10) is smooth enough near the
diagonal in U × U and is locally holomorphic in z. So the canonical trace TR and
the canonical trace density of this kernel are regular in z.
Therefore the singularities of TR(A(z)) are defined by the restriction to the diag-
onal of the kernel
N∑
j=0
∫
(ρ(|ξ|)− 1)|ξ|f(z)−ja−j(z, x, ξ/|ξ|) exp(i(x− y, ξ))dξ. (3.21)
The kernel (3.21) is smooth in (x, y) and holomorphic in z for f(z) − j + n 6= 0
(because ρ(|ξ|) ≡ 0 small |ξ|). Namely the integral (3.21) is absolutely convergent for
Re f(z) > j − n (and the convergence is uniform in (x, y, z) for Re f(z) ≥ j − n + ε,
ε > 0). The corresponding integral over |ξ| = const is absolutely convergent for any
z. For x = y the integral (3.21) has an explicit analytic continuation. It is produced
with the help of the equality ∫ 1
0
xλdx = 1/(λ+ 1)
for Reλ > −1. The right side of this equality is meromorphic in λ ∈ C.
We suppose from now on that f ′ (z0) 6= 0 for z0 such that f (z0)+n ∈ Z+ ∪ 0. The
residue of the integral (3.21) at z = z0 such that f (z0) = −n + j is
−
1
f ′ (z0)
∫
a−j(z, x, ξ/|ξ|)dµS, (3.22)
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where dµS are natural densities on the fibers of S
∗M . Note that a−j(z,x,ξ/|ξ|)|ξ|
f(z0)−j
is positive homogeneous in ξ of degree −n. So we have
Resz=z0 TR(A(z)) = −
1
f ′ (z0)
resσ (A (z0)) . (3.23)
The proposition is proved. 
Let ell(M,E) be the Lie algebra of logarithms of (classical) elliptic PDOs. As a
linear space, ell(M,E) is spanned by its codimension one linear subspace CL0(M,E)
of zero order PDOs and by a logarithm l = log(θ)A of an invertible elliptic PDO
A ∈ Ell10(M,E) ⊂ CL
1(M,E) such that A admits a cut L(θ) of the spectral plane
C. The space {sl +B0}, s ∈ C, B0 ∈ CL0(M,E), of logarithms of elliptic PDOs is
independent of l. This space has a natural structure of a Fre´chet linear space over
C. The Lie bracket on ell(M,E) is defined by
[s1l + b1, s2l + b2] := [l, s1b2 − s2b1] + [b1, b2] ∈ CL
0(M,E) ⊂ ell(M,E). (3.24)
The bracket [l, s1b2 − s2b1] is a classical zero order PDO because
[l, s1b2 − s2b1] = ∂t
(
At(θ) (s1b2 − s2b1)A
−t
(θ)
)
|t=0 ∈ CL
0(M,E).
(Here, At(θ) := exp(tl) is a holomorphic in t family with the generator l. The inclusion
[l, b] ∈ CL0(M,E) for b ∈ CL0(M,E) can be also deduced from (an obvious) local
inclusion of [log |ξ|, σ(b)] to classical zero order PDO-symbols and of the description
the corresponding Lie algebra Slog(M,E) in Section 2.)
The exponential map from ell(M,E) to the connected component Ell0(M,E) ∋ Id
of elliptic PDOs is
sl +B0 → exp (sl +B0) ∈ Ell
s
0(M,E). (3.25)
The PDO As := exp(sl+B0) ∈ Ell
s
0(M,E) ⊂ CL
s(M,E) is defined as Aτs |τ=1, where
the operator Aτs is the solution of the equation
∂τA
τ
s = (sl +B0)A
τ
s , (3.26)
A0s := Id, A
1
0 := exp(B0). (3.27)
(Note that As := A
1
s depends on an element sl + B0 ∈ ell(M,E) only and that As
does not depend on a choice of l ∈ log
(
Ell10(M,E)
)
. The solution of (3.26), (3.27) is
given by the substitution
Aτs := A
sτFτ , (3.28)
∂τFτ =
(
A−sτB0A
sτ
)
Fτ , F0 := Id . (3.29)
The operator Asτ in (3.28), (3.29) is defined for Re(sτ) ≪ 0 by the integral (2.1)
with z := sτ . This family is continued to sτ ∈ C by (2.2). The operator A−sτB0Asτ
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in (3.28) is a PDO from CL0(M,E). The operator exp(B0) in (3.27) is defined by
the integral
expB0 :=
i
2π
∫
ΓR
(B0 − λ)
−1 exp λdλ, (3.30)
where ΓR is a circle |λ| = R oriented opposite to the clockwise and surrounding
SpecB0
24 (Recall that this spectrum is a compact in the spectral plane C and that
the operator (B0 − λ)
−1 is a classical elliptic PDO from Ell00(M,E) ⊂ CL
0(M,E) for
λ ∈ ΓR since B0 ∈ CL
0(M,E).) We have expB0 ∈ Ell
0
0(M,E) ⊂ CL
0(M,E).
The existence and the uniqueness of a smooth solution for such type equations in
the space of PDO-symbols is proved in Section 8. So we have the solution σ (Fτ ) of
the equation on elliptic symbols
∂τσ (Fτ ) = σ
(
A−sτB0A
sτ
)
σ (Fτ ) , σ (F0) = Id . (3.31)
Let Sτ ∈ Ell
0
0(M,E), 0 ≤ τ ≤ 1, be a smooth curve in the space of invertible
elliptic operators from S0 = Id to S1 with σ (Sτ ) = σ (Fτ ). Then
∂τSτ =
((
A−sτB0A
sτ
)
+ rτ
)
Sτ ,
where rτ is a smooth curve in the space CL
−∞(M,E) of smoothing operators (i.e.,
in the space of operators with smooth kernels on M ×M). Set uτ := S
−1
τ Fτ − Id.
Then uτ ∈ CL
−∞(M,E) is the solution of the equation in CL−∞(M,E)
∂τuτ = −
(
S−1τ rτSτ
)
(Id+uτ ) , u0 = 0. (3.32)
This is a linear equation in the space CL−∞(M,E) of smooth kernels onM×M with
known smooth in I ×M ×M coefficients S−1τ rτSτ ∈ CL
−∞(M,E). (This equation
can be solved by using the Picard approximations.)
Proposition 3.5. The exponential map ( 3.25) is w-holomorphic, i.e., for any (local)
holomorphic map ϕ :
(
CN , 0
)
∋ q → s(q)l+B0(q) ∈ ell(M,E), the family exp(ϕ(q)) ∈
Ell
s(q)
0 (M,E) is w-holomorphic.
The function
TR (exp(sl +B0)) =: T (s, B0)
is defined for any s ∈ C \ Z and for any B0 ∈ CL0(M,E). Note that T (ϕ(q)) is
meromorphic in q with poles at {q : s(q) ∈ Z, s(q) ≥ − dimM} by Propositions 3.4,
3.5.
24The integral (3.30) is analogous to the integrals (2.30), (2.31). We suppose here also that the
principal symbol σ0(B0)(x, ξ) has all its eigenvalues inside the circle |λ| = R/2 for all (x, ξ) ∈ S∗M .
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Proposition 3.6. The function T (s, B0) is meromorphic in (s, B0)
25 and has simple
poles at the hyperplanes s ∈ Z, s ≥ − dimM . We have
Ress=m T (s, B0) = − resσ (exp (ml +B0)) . (3.33)
Here, m ∈ Z, m ≥ − dimM , and res is the noncommutative residue ( [Wo2]).
Proof. This assertion is an immediate consequence of Propositions 3.5, 3.4. 
Proposition 3.7. The product A(z)B(z) of w-holomorphic families is w-holomorphic.
Proof of Proposition 3.5. We can solve the equation for symbols σ (Ats (B0)) of
Ats (B0) := exp (t (sl +B0))
∂tσ
(
Ats (B0)
)
= σ (sl + zB0)σ
(
Ats (B0)
)
, σ
(
A0s (B0)
)
= Id (3.34)
for any (s, z, B0). These symbols are holomorphic in (s, σ(l), z, σ (B0)). (Here we use
the substitution (3.28), (3.29) but on the level of PDO-symbols. So we don’t have to
inverse elliptic PDOs in solving of (3.34). This equation is solved above, (3.31).)
Let {Ui} be a finite cover of M by coordinate charts, ϕi be a smooth partition
of unity subordinate to {Ui}, and let ψi ∈ C
∞
0 (Ui), ψi ≡ 1 on supp (ϕi). These
data define a map fN from PDO-symbols to PDOs on M . The difference A
t
s (B0)−
fN (σ (A
t
s (B0))) has a smooth enough kernel on M ×M (for N ∈ Z+ large enough),
and this kernel Ks,tN (x, y) is a solution of a linear equation with the right side smooth
enough and holomorphic in s, B0 (for s close to a given s0 ∈ C). Here, we choose N
depending on s0. So the kernel K
(s,B0)(q)
N (x, y) := K
s,t
N (x, y) is sufficiently smooth on
M×M and holomorphic in q close to q0, s (q0) = s0. The PDO fN (σ (A
1
s (B0))) is w-
holomorphic in s, B0 by its definition. So As (B0) := exp (sl +B0) is a w-holomorphic
in s, B0. 
An alternative proof of this proposition is as follows (it uses Proposition 3.7).
1. First prove that As (B0) := exp (sl +B0) is holomorphic in B0. To prove the
analyticity in B0 for any fixed s ∈ C \ Z, it is enough to prove that
{∂z (exp(ls+ zB0))}
∣∣∣
z=0
(3.35)
exists and that we have
{∂z¯ (exp(ls+ zB0))}
∣∣∣
z=0
= 0. (3.36)
25That means that the function is meromorphic in (s,B0) on any finite-dimensional linear (or
affine) subspace in ell(M,E). In the independent of coordinates (s,B0) form this theorem claims
that the function T is meromorphic near the origin on the space of logarithms for elliptic PDOs and
that T has a simple pole along the codimension one linear submanifolds of integer orders PDOs.
The residues of T are given by (3.33).
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Indeed, to prove the same assertions for z 6= 0, we can change the logarithm l of
an elliptic operator A of order one to the logarithm
l1 := l + s
−1zB0
of another elliptic PDO A1 ∈ Ell
1
0(M,E) ⊂ CL
1(M,E). (Note that the principal
symbols of A and of A1 are the same.)
By the Duhamel principle, we have26
exp(ls + zB0)− exp ls =
∫ 1
0
dτ∂τ (exp(τ(ls + zB0)) exp((1− τ)ls)) =
=
∫ 1
0
dτ exp(τ(ls + zB0))zB0 exp((1− τ)ls). (3.37)
We conclude from (3.37) that
∂z {(exp(ls+ zB0))}
∣∣∣
z=0
=
∫ 1
0
dτ exp(τls)B0 exp((1−τ)ls), (3.38)
∂z¯ {(exp(ls+ zB0))}
∣∣∣
z=0
= 0. (3.39)
To deduce (3.38), (3.39) from (3.37), note that the equation for Aτs(z):=exp(τ(sl+zB0))
∂τA
τ
s(z) = (sl + zB0)A
τ
s (z), (3.40)
A0s(z) = Id, A
τ
0(z) = exp(τzB0), A
τ
s(0) = A
sτ (3.41)
is solved by the substitution
Aτs(z) = A
sτFτ (z), (3.42)
∂τFτ (z) = z
(
A−sτB0A
sτ
)
Fτ (z), (3.43)
F0(z) = Id, Fτ (0) = Id . (3.44)
Hence for ∂zFτ (z)|z=0 =: Qs(τ) we have
∂τQs(τ) = A
−sτB0A
sτ , Qs(0) = 0, (3.45)
and Qs(τ) ∈ CL
0(M,E) depends smoothly on τ . Thus we have
exp(sl + zB0)− exp(sl) =
∫ 1
0
dτAsτ (Id+zQs(τ)+o(z)) zB0A
s(1−τ), (3.46)
∂z exp(sl + zB0)
∣∣∣
z=0
=
∫ 1
0
dτAsτB0A
s(1−τ). (3.47)
26Note that for any τ
exp(τ(ls+ zB0)) exp((1− τ)ls) ∈ Ell
s
0(M,E), exp(τ(ls+ zB0))zB0 exp((1− τ)ls) ∈ CL
s(M,E).
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Here o(z) is considered with respect to a Fre´chet structure on CL0(M,E). This
structure is defined by natural semi-norms (8.20) on CS0(M,E) (with respect to a
finite cover {Ui} of M) and by natural semi-norms on the kernels of A − fNσ(A) ∈
Ck(M ×M) for appropriate k ∈ Z+ ∪ 0, N ∈ Z+ are large enough.27
The expression on the left in (3.47) is the derivative of the function with its values
in CLs(M,E) and the operator on the right in (3.47) is also from CLs(M,E).
2. The family of elliptic PDOs
Aµ (B0) := exp(µl +B0) ∈ Ell
µ
0(M,E) ⊂ CL
µ(M,E) (3.48)
is w-holomorphic in µ. Indeed, set lγ := l + B0/γ. Then Aµ,γ := exp (µlγ) is holo-
morphic in µ, γ for γ 6= 0. We have also Aµ = Aµ,γ|γ=µ.
Thus it is enough to prove that Aµ is w-holomorphic in µ at µ = 0. Set A
τ
µ(z) :=
exp (τ (µl + zB0)), Fτ (µ, z) := exp(−τµl)A
τ
µ(z). By (3.41), (3.42) we have
∂τFτ (µ, z) = z
(
Adexp(−µτl)B0
)
Fτ (µ, z), F0(µ, z) ≡ Id ≡ Fτ (µ, 0). (3.49)
We have to prove that the family Fτ (µ, 1)|τ=1 is w-holomorphic in µ at µ = 0. The
coefficient zAdexp(−µτl)B0 =: zv(µτ) ∈ CL
0(M,E) in (3.49) is holomorphic in µτ .
Set ∂µFτ (µ, z) = fτ (µ, z). (We know that fτ exists, if µ 6= 0.) Then
∂τfτ (µ, z)=zv(µτ)fτ (µ, z)+z∂µv(µτ)Fτ (µ, z), fτ (µ, 0)=0=f0(µ, z). (3.50)
Let us substitute µ = 0 to the right side of this equation. Then (3.50) takes the form
∂τfτ (0, z) = zB0fτ (0, z)− zτ [l, B0] exp (τzB0) , f0(0, z) = 0. (3.51)
This is a linear equation in CL0(M,E) and it has a unique solution. (The analogous
assertion is proved in Section 8.) So f1(0, z) := ∂µF1(µ, z)|µ=0 exists. Hence the
family F1(µ, z) is holomorphic in µ. (In particular, it is holomorphic in µ for z = 1.)

Remark 3.9. The holomorphic in µ dependence of Aµ (B0) in the sense of [Gu] (Sec-
tion 3, (3.17), (3.18)) means that the image of σ (Aµ) in CS
µ/CSµ−N is holomorphic
in µ (for N ∈ Z+) and that for any µ ∈ C and for any m ∈ Z+ there exists a lin-
ear operator A˙m(µ) : Γ(E) → Γ(E) such that the asymptotics (analogous to (2.35))
hold28 for s > Reµ−m as |δ| → 0∥∥∥(Am(µ+ δ)− Am(µ)) /δ − A˙m(µ)∥∥∥(s)
A
→ 0 (3.52)
Here, Am(µ) := Aµ − PmAµ (where PmAµ ∈ CL
µ(M,E) is the PDO defined by the
image of σ (Aµ) in CS
µ(M,E)/CSµ−m−1(M,E) and by a fixed partition of unity
subordinate to a finite cover of M by local charts).
27We use the notations of the first proof of this proposition.
28With respect to the semi-norms ‖·‖
(s)
A from (2.36), (2.35).
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This assertion follows from the Cauchy integral representation for Am(µ) analogous
to (2.37). The Cauchy integral representation for Am(µ) (with 0 < r < |µ| in (3.53),
(3.54) below) can be deduced from Proposition 3.5. This integral representation
implies the expression of the operator A˙m(µ) in (3.52) as of the Cauchy integral of
linear operators in Γ(E)
A˙m(µ) =
1
2πi
∫
Γr(µ)
Am(z)
(z − µ)2
dz. (3.53)
Here, Γr(µ) is the contour {z : |z − µ| = r} oriented opposite to the clockwise. (This
integral is analogous to (2.37).)
The Cauchy integral formulas for Am(µ) and A˙m(µ) hold and these integrals are
convergent with respect to the operator semi-norms ‖·‖(s)A for s > r+Reµ−m. (The
same assertion is true for any smooth simple contour Γ surrounding once the point
µ and belonging to Dr(µ) := {z ∈ C : |z − µ| ≤ r}.)
Set A2m(µ, δ) := (Am(µ+ δ)− Am(µ)) /δ − A˙m(µ). Then for r > |δ| we have
A2m(µ, δ) =
1
2πi
∫
Γr(µ)
(
1
(z − µ)(z − µ− δ)
−
1
(z − µ)2
)
Am(z)dz. (3.54)
This integral converges with respect to the operator semi-norms ‖·‖(s)A for s > r +
Reµ−m. Its semi-norm ‖·‖(s)A (for any s > r −m) is O(|δ|) as |δ| → 0.
The convergence of these integrals in appropriate semi-norms ‖·‖(s)A is a consequence
of a holomorphic in µ dependence of F1(µ, 1) (defined by (3.49)).
Proof of Proposition 3.7. Let A(z) ∈ CLf(z)(M,E) and B ∈ CLg(z)(M,E) be
w-holomorphic families (f(z) and g(z) are holomorphic in U ⊂ C). In the notations
of the proof of Proposition 3.5 the kernels of A(z)− fNσN (A(z)) =: rNA(z)
29 and of
rNB(z) are holomorphic for z close to z0 and are sufficiently smooth on M ×M for
such z.
The product fNA(z) · fNB(z) is w-holomorphic by the standard proof of the com-
position formula for classical PDOs (see for example, [Sh], 3.6, the proof of Theo-
rem 3.4). For N ∈ Z+ large enough (depending on z0 ∈ U) and for z close to z0 the
kernels of rNA(z) · fNB(z), fNA(z) · rNB(z), rNA(z) · rNB(z) are sufficiently smooth
on M ×M and holomorphic in z. 
29Here, σN (A) is the image of A in
CLordA(M,E)/CLordA−N−1(M,E) = CSordA(M,E)/CSordA−N−1(M,E)
.
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3.1. Derivatives of zeta-functions at zero as homogeneous polynomials on
the space of logarithms for elliptic operators. For an element J = αl + B0,
α ∈ C×, of ell(M,E) the TR-zeta-function of exp J ∈ Ellα0 (M,E) ⊂ CL
α(M,E) is
defined for s ∈ C, αs /∈ Z by
ζTRexp J(s) := TR(exp(−sJ)). (3.55)
Let α ∈ R× and let for A ∈ Ellα0 (M,E) its complex powers A
s
(θ) be defined. (Here,
θ is fixed and the cut L(θ) of the spectral plane has to be admissible for A.) Let
∂sA
s
(θ)|s+0 = J (i.e., for any C
∞-section f ∈ Γ(E) we have ∂s
(
As(θ)f
)
|s=0 = Jf).
This equality can be written as
log(θ)A = J. (3.56)
By Remarks 3.3 and 3.4 the TR-zeta-function of A coincides for αRe s < − dimM
with the classical ζ-function
ζTRexp J(s) = ζexp J,(θ)(s). (3.57)
By Propositions 3.3, 3.5 the TR-zeta-function ζTRexp J(s) is meromorphic in s with no
more than simple poles at s ∈ Z, s ≤ dimM . Hence (3.57) holds everywhere. By
(3.33) we have
Ress=0 ζ
TR
exp J(s) = res Id = 0.
So ζTRexp J,(θ)(s) (and ζ
TR
exp J(s)) are regular at s = 0. Hence the derivatives at s = 0 are
defined
ζ
(k)
exp J(0) := ∂
k
s ζexp J(s)
∣∣∣
s=0
:= ∂ks ζ
TR
exp J(s)
∣∣∣
s=0
.
Our definition of the TR-function differs from the usual one in two aspects. Firstly
we consider it as a function depending on a logarithm of an elliptic operator and not
on an operator with an admissible cut. Secondly, the order α should not be real.
Remark 3.10. The main difference between a TR-zeta-function and a classical one is
that we do not use an analytic continuation of the TR-zeta-function in its definition.
This function ζTRA (s) := TR (A
−s) is canonically defined at any point s0 such that
s0 ordA /∈ Z. This definition uses a family A−s of complex powers of a nonzero order
elliptic PDO A. However, if we know a PDO A−s0, s0 ordA /∈ Z, then we know
ζTRA (s0). For example, in the classical definition of zeta-functions it was not clear, if
the equality holds
ζA (s0) = ζB (s1) , (3.58)
where A−s0 = B−s1, s0 ordA = s1 ordB /∈ Z, for nonzero orders elliptic PDOs A, B
with existing complex powers A−s, B−s. For TR-zeta-functions the equality (3.58)
follows from their definitions. These zeta-functions coincide with the classical ones
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for Re(s ordA) > dimM , Re(s ordB) > dimM . Hence the equality (3.58) holds for
classical zeta-functions also.
Note that the equality (3.58) is not valid in general, if s0 ordA = s1 ordB ∈ Z.
If s0 ordA is an integer and if s0 ordA ≤ dimM , then ζA(s) has a pole at s0 for a
general elliptic PDO A. If such A is an elliptic DO and if s0 ordA ∈ Z+ ∪ 0, then s0
is a regular point.
Remark 3.11. The existence of the complex powers of an invertible elliptic operator
A ∈ Ellα0 (M,E) ⊂ CL
α(M,E) (for α ∈ C×) is equivalent to the existence of a
logarithm logA.30 This condition is not equivalent to the existence of a spectral
cut L(θ) for σα(A). For instance, such a cut does not exist in the case α ∈ C \ R.
However, if such a cut L(θ˜) exists for A1 ∈ Ell
c
0(M,E) ⊂ CL
c(M,E), c ∈ R×, and
if A ∈ Ellαc0 (M,E) ⊂ CL
αc(M,E) is equal to Aα1 , then logA defined as α log(θ˜)A1
exists.
Theorem 3.1. The function ζ
(k)
exp J(0) on the hyperplane {J= l+B0, B0∈CL
0(M,E)}
(where l = logA and A is an elliptic operator from Ell10(M,E) ⊂ CL
1(M,E) such
that logA exists) is the restriction to this hyperplane of a homogeneous polynomial
of order (k + 1) on the space ell(M,E) := {J = cl + B0, c ∈ C, B0 ∈ CL0(M,E)} of
logarithms of elliptic operators.
Proof. According to Proposition 3.6 the function sT (s, B0) := sTR(exp(sl + B0))
is equal to the sum of a convergent near (s0, B0) = (0, 0) power series
31
sT (s, B0) =
∑
m∈Z+∪0
smQm(B0). (3.59)
The functions Qm(B0) are holomorphic near B0 = 0 (in the same sense as in Propo-
sition 3.6). Hence we have
Qm(B0) =
∑
q∈Z+∪0
Qm,q(B0), (3.60)
where Qm,q is a homogeneous polynomial of order q on the linear space CL
0(M,E) ∋
B0.
30Indeed, let As be defined. Then for s0 sufficiently close to zero and such that s0α ∈ R+ the
principal symbol σ (As0) of the operator As0 possesses a cut along R− = L(pi) on the spectral plane.
So in this case, log(p˜i) (A
s0 ) is defined for a cut L(p˜i) close to L(pi). Thus logA := s
−1
0 log(p˜i)A
s0 is
also defined.
31This power series is uniformly convergent in B0 from a neighborhood of zero in any finite-
dimensional linear subspace of CL0(M,E) ∋ B0.
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The function ζ
(k)
exp J(0) is expressed through Qm,q(B0) as follows. For s ∈ C \ Z we
have
sTR(exp(s(l +B0))) =
∑
m∈Z+∪0
sm
∑
q∈Z+∪0
Qm,q(sB0) =
=
∑
m,q∈Z+∪0
sm+qQm,q(B0). (3.61)
Hence we have
s
∑
k∈Z+∪0
ζ
(k)
exp(l+B0)
(0) (−s)k /k! =
∑
m,q∈Z+∪0
sm+qQm,q(B0), (3.62)
i.e., we have for an arbitrary k ∈ Z+ ∪ 0 that
ζ
(k)
exp(l+B0)
(0) = k! (−1)k
∑
m,q∈Z+∪0,m+q=k+1
Qm,q(B0). (3.63)
The function
Tk+1(cl +B0) :=
∑
m,q∈Z+∪0,m+q=k+1
cmQm,q(B0) (3.64)
(where c ∈ C) is a homogeneous polynomial of order (k + 1) on ell(M,E) = {cl +
B0, B0 ∈ CL
0(M,E)}. Hence according to (3.63) (−1)k (k!)−1ζ
(k)
exp(l+B0)
(0) is the
restriction of this homogeneous polynomial of order (k + 1) to the hyperplane c = 1.
The theorem is proved. 
Proposition 3.8. ζ
(k)
exp J(0) is a homogeneous function on ell(M,E) \ CL
0(M,E) of
degree k.
Proof. We have
ζexpλJ(s) = TR(expλsJ) = ζexp J(λs),
∂ks ζexpλJ(s) = λ
k∂ks ζexp J(s)(λs).
Then substitute s = 0. 
Remark 3.12. The homogeneous function of degree k on ell(M,E) \ CL0(M,E) de-
fined in Proposition 3.8 has the form Tk+1/(ordJ) ≡ Tk+1/α, where Tk+1 is a homo-
geneous polynomial of order k + 1 on ell(M,E) defined by (3.64). So
ζ
(k)
exp(αl+B0)
(0) = Tk+1 (α,B0) /α = k! (−1)
k
∑
m+q=k+1, m,q∈Z+
αm−1Qm,q (B0) .
(3.65)
The polynomial Tk+1 (α,B0) is invariantly defined on the linear space ell(M,E) (i.e.,
it does not depend on a choice of l). By (3.65) we conclude that ζ
(k)
exp(αl+B0)
(0) has a
singularity O (α−1) = O ((ord J)−1) as α tends to zero.
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Remark 3.13. The linear form Q0,1(B0) (defined by (3.60) depends on σ(B0) only.
It coincides (up to a sign) with the multiplicative residue − res× σ(exp(B0)) (defined
by (1.10)) for the symbol of exp(B0). The linear function T1(cl + B0) depends on
σ (exp(cl +B0)) only. By (3.65) T1 coincides (up to a sign) with the defined by (1.8)
function −Z(σ(exp(cl+B0))). Hence T1(cl +B0) possesses the property (1.9).
Proposition 3.9. The term Q0,k+1(B0) in the formula ( 3.63) for ζ
(k)
exp(l+B0)
(0) is as
follows
Q0,k+1(B0) = − res
(
Bk+10
)/
(k + 1)!. (3.66)
Proof. It follows from Proposition 3.6 that
{sTR exp (sl +B0)}
∣∣∣
s=0
= − resσ (expB0) . (3.67)
Here, the expression on the left is a continuous function of s at s = 0. (TR is defined
for s /∈ Z and sTRexp(sl + B0) is continuous in s at s = 0.) According to (3.59),
(3.60) we have power series at s = 0, B0 = 0
sTR exp (sl +B0) =
∑
m∈Z+∪0
smQm (B0) ,
Qm (B0) =
∑
j∈Z+∪0
Qm,j (B0) .
(3.68)
We deduce from (3.67), (3.68) that
Q0 (B0) = − res σ (expB0) ,
Q0,j (B0) = − res σ
(
Bj0
)
/j!.
(3.69)
In particular,
Q0,2 (B0) = − resσ
(
B20
)
/2 = − (σ (B0) , σ (B0))res /2. (3.70)
The proposition is proved. 
Remark 3.14. For all k ∈ Z+ ∪ 0 we have32
Tk+1
(
log(θ)(AB)
)
= Tk+1
(
log(θ)(BA)
)
(3.71)
for an arbitrary pair (A,B) of invertible elliptic PDOs A ∈ Ellα(M,E) ⊂ CLα(M,E)
and B ∈ Ellβ(M,E) ⊂ CLβ(M,E) such that log(θ)(AB) is defined for some cut L(θ)
of the spectral plane. (In this case log(θ)(BA) is also defined. It is enough to suppose
the existence of log(θ) σα+β(AB) for the principal symbol of AB ∈ Ell
α+β
0 (M,E) ⊂
CLα+β(M,E). Then log(θ˜)(AB) is defined for a cut L(θ˜) close to L(θ).)
32The homogeneous polynomial Tk+1 of order k + 1 on ell(M,E) is defined by (3.64).
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Remark 3.15. Let A = exp (αl + A0) ∈ Ell
α
0 (M,E), B = exp (βl + A0) ∈ Ell
β(M,E)
be of nonzero orders. Here we suppose that A, B are sufficiently close to positive
definite self-adjoint ones. These conditions are satisfied, if A0 and B0 are sufficiently
small. Then
logF (A,B)=−T2(αl+A0) /α−T2(βl+B0) /β+T2((α+β)l+D0) /(α+β), (3.72)
where (α + β)l + D0 := log(p˜i) (exp (αl + A0) exp (βl +B0)). Hence (by Proposi-
tion 2.1) the expression on the right in (3.72) depends on the symbols σ (αl + A0)
and σ (βl +B0) only.
Remark 3.16. Let A1, . . . , Ak be elliptic PDOs from CL
αi(M,E) ∋ Ai (1 ≤ i ≤ k) of
nonzero orders αi such that their complex powers are defined. Let Bi ∈ CL
βi(M,E)
(1 ≤ i ≤ k) be a set of k PDOs. In this situation a generalized TR-zeta-function is
defined by
f{Ai},{Bi}(s1, . . . , sk) := TR (B1A
s1
1 . . . BkA
sk
k ) . (3.73)
This function is defined on the complement U to the hyperplanes in Ck, namely on
U := Ck \
{
(s1, . . . , sk) :
∑k
i=1(βi + siαi) ∈ Z
}
. This function is analytic and non-
ramified on U . Indeed, this function is defined by TR for any point s ∈ U without
an analytic continuation in parameters s := (s1, . . . , sk) of the holomorphic family
B1A
s1
1 . . . BkA
sk
k . By Proposition 3.4 the expression (3.73) is meromorphic in s with
simple poles on the hyperplanes
∑
i (βi + siαi) = m ∈ Z, m ≥ − dimM . Note that
by (3.17) we have for m ∈ Z, m ≥ − dimM ,
Res∑
i
(βi+siαi)=m
f{Ai},{Bi} (s1, . . . , sk)=−res σ
(
B1A
s1
1 . . . BkA
sk
k |z(s)=m
)
. (3.74)
(Here, Res is taken with respect to a natural parameter z = z(s) :=
∑
i (βi + siαi)
transversal to hyperplanes {s, z(s) = m}.) For
∑
i (βi + siαi) = m < − dimM ,
m ∈ Z, the function f{Ai},{Bi} (s1, . . . , sk) is regular on the hyperplane z(s) = m.
Remark 3.17. Let A ∈ Ellα0 (M,E) ⊂ CL
α(M,E), α ∈ R×, be an invertible elliptic
operator such that a holomorphic family of its complex powers As exists. (This family
depends on a choice of logA.) Let B ∈ CLβ(M,E). Then a generalized zeta-function
of A
TR
(
BA−s
)
=: ζTRA,B(s) =: ζA,B(s)
is defined on the complement U to the arithmetic progression, namely on U := C\{s :
−αs+ β ∈ Z}. Suppose for simplicity that β ∈ Z. Then the function αs · ζA,B,(θ)(s)
is holomorphic33 at s = 0 and for s close to zero we have
αs · ζTRA,B(s) =
∑
k∈Z+∪0
skFk(A,B), (3.75)
33For β /∈ Z this function is also holomorphic at s = 0 but in this case, s = 0 is not a distinguished
point for the TR of the family BA−s(θ).
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where Fk are homogeneous polynomial of orders k in logA with their coefficients
linear in B. Indeed, by Propositions 3.4, 3.5 we know that the left side of (3.75) is a
holomorphic in s, logA function (for s close to zero). Namely we have
sTR(B exp (sl + A0)) =
∑
k∈Z+∪0
skPk (B,A0) ,
Pk (B,A0) is a regular in A0 ∈ CL
0(M,E) analytic function. Set
Pk (B,A0) =
∑
m∈Z+∪0
Pk,m (B,A0) ,
where Pk,m (B,A0) is a homogeneous in A0 polynomial of order m with its coefficients
linear in B. So
sTR(B exp (s (l + A0))) =
∑
sk+mPk,m (B,A0) ,
αsTR(B exp (−s (αl + A0))) =
∑
αk(−1)m+k−1sk+mPk,m (B,A0) .
Thus the coefficients Fk(A,B) in (3.75) are homogeneous polynomials of orders k in
logA := αl + A0. Namely
Fk(A,B) = (−1)
k−1
∑
r+m=k, r,m∈Z+∪0
αrPl,m (B,A0) , (3.76)
Note that for β := ordB ∈ Z, β < − dimM , F0(A,B) is zero. For β ≥ − dimM this
term F0(A,B) is equal to − res σ(B). It is independent of A and depends on σ(B)
only.
More generallly, we can define this zeta-function for arbitrary logA ∈ ell(M,E) \
CL0(M,E) and B ∈ CLZ(M,E).
Remark 3.18. An analogous to the power series expansion (3.75) is also valid for a
generalized TR-zeta-function (3.73). Suppose for simplicity that
∑
βi =: q ∈ Z,
q ≥ − dimM . Then
(α1s1 + . . .+ αksk) f{Ai},{Bi} (s1, . . . , sk) =
∑
nj∈Z+∪0
sn11 . . . s
nk
k Fn1,... ,nk ({Ai} , {Bi})
for sj ∈ C close to zero. Indeed, by Propositions 3.4, 3.5 for Cj ∈ CL0(M,E) we
have
(s1 + . . .+ sk) TR (B1 exp (s1l + C1) . . . Bk exp (skl + Ck)) =
=
∑
mj∈Z+∪0
sm11 . . . s
mk
k Pm1,...,mk (C1, . . . , Ck) ,
where Pm ({Cj}) is a holomorphic in Cj regular function on CL
0(M,E)⊕k. So
(α1s1 + . . .+ αksk) TR (B1 exp (s1 (α1l + C1)) . . . Bk exp (sk (αkl + Ck))) =
=
∑
αm11 s
m1+n1
1 . . . α
mk
k s
mk+nk
k P
n1,...,nk
m1,...,mk
(C1, . . . , Ck) ,
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where P n
m
({Cj}) is polyhomogeneous in Cj of orders mj polynomial with its coeffi-
cients polylinear in B1, . . . , Bk. Thus
(α1s1 + . . .+ αksk) f{Ai},{Bi} (s1, . . . , sk) =
∑
nj∈Z+∪0
sn11 . . . s
nk
k Fn1,... ,nk ({Ai} , {Bi}) ,
where the coefficients
Fn1,... ,nk({Ai},{Bi})=
∑
mj+rj=nj , mj ,rj∈Z+∪0
αm11 . . .α
mk
k P
r1,...,rk
m1,...,mk
(C1,. . ., Ck) (3.77)
are polyhomogeneous in logAj = αjl + Cj of orders nj and polylinear in B1, . . . , Bk
polynomials. The coefficient F0,...,0 ({Ai} , {Bi}) is independent of {Ai} and it is equal
to − res σ (B1, . . . , Bk). For
∑
βi = q < − dimM (q ∈ Z) this coefficient is equal to
zero.
Remark 3.19. Invertible elliptic operators Ai, A in (3.73), (3.74) can have different
logarithms in ell(M,E). Let ordA 6= 0. Then by Remark 3.7, 2., and by Proposi-
tions 3.4, 3.5 we conclude that
ζ˜A,B(s) := TR
(
BA−s
)
/Γ(s ordA− ordB − dimM) (3.78)
is an entire function of s and of logA ∈ ell(M,E) linear in B ∈ CLm(M,E) and
depending on a holomorphic family A−s.34 Note that TR is canonically defined
for s ordA − ordB /∈ Z (and also for s ordA − ordB = m ∈ Z, m > dimM).
But the proof of Proposition 3.4 gives us the regularity of (3.78) for all s ∈ C.
The value of ζ˜A,B(s) for s = m ∈ Z depends on A, B, m but not on logA. (If
q := −m ordA + ordB ∈ Z, then the latter assertion follows from Proposition 3.4,
(3.17). If q /∈ Z, then it follows from the definition of TR becase this definition
does not use any analytic continuations.) So the values of ζ˜A,B(m) at m ∈ Z as of a
function on ell(M,E) ∋ logA are the same at all different logA (for a given A).
So we have a power expansion of ζ˜A,B(s)
ζ˜A,B(s) =
∑
k∈Z+∪0
αkskP˜k (B, sA0) , (3.79)
where P˜k (B,A0) is the s
k-coefficient (as s→ 0) for TR (B exp (− (sl + A0))) /Γ(sα−
β − n), β := ordB, n := dimM . Here, logA := αl + A0, α ∈ C, l ∈ ell(M,E) is a
logarithm of an order one elliptic PDO, A0 ∈ CL
0(M,E). Note that P˜k is an entire
function in A0 linear in B ∈ CL(M,E). The series (3.79) is convergent for all s ∈ C.
As well as in (3.75) we have
P˜k (B,A0) =
∑
k,m∈Z+∪0
P˜k,m (B,A0) ,
34That is ζ˜A,B(s) is defined by logA, B, s.
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where P˜k,m are homogeneous polynomials of order m in A0 linear in B. So
ζ˜A,B(s) =
∑
k,m∈Z+∪0
sk+mαkP˜k,m (B,A0) . (3.80)
The coefficient
∑
k+m=r α
kP˜k,m (B,A0) in (3.80) is a homogeneous polynomial of order
r in (α,A0) (i.e., in logA) and it is linear in B. The values of the convergent series
(3.80) at s ∈ Z are equal for different logA = αl + A0 ∈ ell(M,E) of A.
The analogous assertion is true for
f˜{Ai},{Bi}(s) := f{Ai},{Bi}(s)/Γ
(
− dimM −
∑
(si ordAi + ordBi)
)
. (3.81)
Here, f{Ai},{Bi}(s) is defined by (3.73), s := (s1, . . . , sk) ∈ C
k. The function (3.81) is
an entire function of s, {Bi}, {logAi}. (However f{Ai},{Bi}(s) depends on logAi and
not on Ai only.) For s ∈ Zk the values f˜{Ai},{Bi}(s) on {logAi} ∈ ell(M,E)
k do not
depend on logAi and depend on {Ai} only. So this function has the same values at
all the points {logAi} ∈ ell(M,E)
k, where the i-th component of a vector {logAi} is
any logAi.
4. Multiplicative property for determinants on odd-dimensional
manifolds
The symbol σ(P )(x, ξ) of a differential operator P ∈ CLd(M,E), d ∈ Z+ ∪ 0,
is polynomial in ξ. Hence σk(P )(x, ξ) is not only positive homogeneous in ξ (i.e.,
σk(P )(x, tξ) = t
kσk(P )(x, ξ) for t ∈ R×+) but it also possesses the property
σk(P )(x,−ξ) = (−1)
k σk(P )(x, ξ). (4.1)
This property of a symbol σ(A) makes sense for A ∈ CLm(M,E), where m ∈ Z. The
condition (4.1) is invariant under a change of local coordinates on M . Hence it is
enough to check it for a fixed finite cover of M by local charts.
Denote by CLm(−1)(M,E) the class of PDOs from CL
m(M,E) whose symbols pos-
sess the property (4.1) (for m ∈ Z). We call operators from CL•(−1)(M,E) the odd
class operators.
Remark 4.1. Let A ∈ CLm(−1)(M,E), m ∈ Z, be an invertible elliptic operator. Let
all the eigenvalues of its principal symbol σm(A)(x, ξ) have positive real parts for
ξ 6= 0. Then m is an even integer, m = 2l, l ∈ Z.
Remark 4.2. Let A ∈ CLm1(−1)(M,E) and B ∈ CL
m2
(−1)(M,E), m1, m2 ∈ Z. Then
AB ∈ CLm1+m2(−1) (M,E). If besides B is an invertible elliptic operator, then B
−1 ∈
CL−m2(−1) (M,E) and AB
−1 ∈ CLm1−m2(−1) (M,E).
The following proposition defines a canonical trace for odd class PDOs on odd-
dimensional manifold M .
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Proposition 4.1. Let A ∈ CLm(−1)(M,E), m ∈ Z, be an odd class PDO. Let C be any
odd class elliptic PDO C ∈ Ell2q0 (M,E)∩CL
2q
(−1)(M,E), q ∈ Z+, 2q > m, sufficiently
close to positive definite and self-adjoint PDOs. Then a generalized TR-zeta-function
TR
(
AC−s(p˜i)
)
is regular at s = 0. Its value at s = 0
TR
(
AC−s(p˜i)
)
|s=0 =: Tr(−1)(A) (4.2)
is independent of C. We call it the canonical trace of A.
Proof. 1. By Proposition 3.4 and by Remark 3.6 the TR
(
AC−s(p˜i)
)
has a meromorphic
continuation to the whole complex plane C ∋ s and its residue at s = 0 is equal to
− resσ(A) (where res is the noncommutative residue, [Wo2], [Kas]). By Remark 4.5
below, res σ(A) = 0 for any odd class PDO A on an odd-dimensional manifold M .
2. Let B ∈ Ell2r0 (M,E) ∩ CL
2r
(−1)(M,E), r ∈ Z+, be another positive definite odd
class elliptic operator. Then by Corollary 2.2, (2.23), and by Remark 3.4 we have
TR
(
AC−s(p˜i)
)
− TR
(
AB−s(p˜i)
)
= Tr
(
AC−s(p˜i)
)
− Tr
(
AB−s(p˜i)
)
for Re s≫ 1,
Tr
(
A
(
C−s(p˜i) − B
−s
(p˜i)
)) ∣∣∣
s=0
=−
(
σ(A), σ
(
log(p˜i)C
)
/2q−σ
(
log(p˜i)B
)
/2r
)
res
.
(4.3)
(Note that (2.23) is valid for any Q ∈ CLm(M,E), m ∈ Z.) Applying Corollary 4.3
below, (4.14), (4.15), to pairs (CB,B) and (CB,C), we obtain
log(p˜i)C/2q − log(p˜i)B/2r ∈ CL
0
(−1)(M,E).
Hence on the right in (4.3) we have a product of odd class symbols. By Remark 4.5
the residue res of this product is equal to zero (as M is odd-dimensional). Thus
TR
(
AC−s(p˜i)
)
|s=0 = TR
(
AB−s(p˜i)
)
|s=0. 
Remark 4.3. Let A ∈ CL0(−1)(M,E) be an odd class operator on an odd-dimensional
manifold M . Then35 exp(zA) ∈ CL0(−1)(M,E) ∩ Ell
0
0(M,E) is a holomorphic family
of odd class elliptic operators of zero orders. By Proposition 4.1
Tr(−1) exp(zA) := TR
(
exp(zA)C−s(pi)
)
|s=0 (4.4)
is defined for z ∈ C. It is an entire function of z ∈ C since by (4.4) and by the
equalities analogous to (2.25), (2.26) we have
∂z Tr(−1)(exp(zA)) = Tr(−1)(A exp(zA)),
∂z Tr(−1)(exp(zA)) = 0.
The problem is to estimate the entire function exp(zA) as |z| → ∞. Note that in
general the spectrum SpecA contains a continuous part. So the nature of the entire
function Tr(−1) exp(zA) is different from the Dirichlet series.
35A PDO exp(zA) is defined by (3.30).
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Theorem 4.1. Let M be an odd-dimensional smooth closed manifold. Let A ∈
CLm1(−1)(M,E) and B ∈ CL
m2
(−1)(M,E) be invertible elliptic PDOs (where m1, m2, m1+
m2 ∈ Z\ 0). Let their principal symbols σm1(A)(x, ξ) and σm2(B)(x, ξ) be sufficiently
close to positive definite self-adjoint ones. Then det(p˜i)(A), det(p˜i)(B) and det(p˜i)(AB)
are defined (with the help of zeta-functions with the cut L(p˜i) of the spectral plane close
to L(pi)). We have
det(p˜i)(AB) = det(p˜i)(A)det(p˜i)(B). (4.5)
Corollary 4.1. Let A ∈ CL0(−1)(M,E) ∩ Ell
0
0(M,E) =: Ell
0
(−1),0(M,E) be an invert-
ible zero order elliptic PDO on a closed odd-dimensional M such that its principal
symbol σ0(A)(x, ξ) is sufficiently close to a positive definite self-adjoint symbol. Then
such PDO A of zero order has a correctly defined determinant. Namely
det(p˜i)(A) := det(p˜i)(AB)
/
det(p˜i)(B) (4.6)
for an arbitrary invertible elliptic B ∈ CLm(−1)(M,E), m ∈ Z+, such that its principal
symbol is sufficiently close to a positive definite self-adjoint symbol.
The correctness of the definition ( 4.6) follows from the multiplicative property
( 4.5). Indeed, for two such elliptic operators B ∈ Ellm10 (M,E) ∩ CL
m1
(−1)(M,E),
C ∈ Ellm20 (M,E) ∩ CL
m2
(−1)(M,E), m1, m2 ∈ Z+, we have
det(p˜i)(AB)
/
det(p˜i)(B) = det(p˜i)(AC)
/
det(p˜i)(C) ≡ det(p˜i)(CA)
/
det(p˜i)(C)
as (by ( 4.5)) we have
det(p˜i)(AB)det(p˜i)(C) = det(p˜i)(CAB) = det(p˜i)(B)det(p˜i)(CA).
Corollary 4.2. The multiplicative property holds for odd class elliptic PDOs A,B ∈
Ell0(−1),0(M,E) sufficiently close to positive definite self-adjoint ones (M is closed and
odd-dimensional). Namely
det(p˜i)(AB) = det(p˜i)(A)det(p˜i)(B). (4.7)
Indeed, let C = C1C2 be a product of positive definite self-adjoint odd class elliptic
PDOs on M of positive orders. Then by Theorem 4.1, (4.5), we have
det(p˜i)(AB) = det(p˜i) (ABC1C2)
/
det(p˜i) (C1C2) =
= det(p˜i) (C2A) det(p˜i) (BC1)
/
det(p˜i) (C1) det(p˜i) (C2) = det(p˜i)(A)det(p˜i)(B). (4.8)
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Remark 4.4. Let A∗ be an adjoint operator to A ∈ Ell2m(−1),0(M,E), m ∈ Z, and let
M be close and odd-dimensional. Let A be sufficiently close to a positive definite
self-adjoint one (with respect to some positive density and to a Hermitian structure).
Then
det(p˜i)(A
∗) = det(p˜i)(A). (4.9)
Remark 4.5. Let A be a PDO of the odd class CLm(−1)(M,E), m ∈ Z, on odd-
dimensional manifold. Then the noncommutative residue of A is equal to zero,
resσ(A) = 0.
To prove this equality, note that since M is odd-dimensional, the density resx σ(A)
(corresponding to the noncommutative residue of A) on M is the identity zero. In-
deed, the density resx σ(A) at x ∈ M is represented in any local coordinates U ∋ x
on M by the integral over the fiber S∗xM over x (of the cospherical fiber bundle for
M) of the homogeneous component σ−n(A), n := dimM . Since n is odd, we have
σ−n(A)(x,−ξ) = −σ−n(A)(x, ξ).
Thus we have to integrate over S∗xM the product of an odd (with respect to the center
of the sphere S∗xM) function σ−n(A)(x, ξ) and a natural density on the unit sphere
S∗xM . This integral resx σ(A) is equal to zero.
Remark 4.6. The equality (4.5) means that the multiplicative anomaly for elliptic
operators (nearly positive and nearly self-adjoint) of the odd class is zero. To apply
the general variation formula (2.18) of Proposition 2.1 to prove that the multiplica-
tive anomaly is zero, we have to use deformations At belonging to the odd class
CLm(−1)(M,E) ∩ Ell
m
0 (M,E). This is a rather restrictive condition. Note that for A
and B from the odd class a deformation At in the integral formula (2.20) for the
multiplicative anomaly is not inside the odd class. For a deformation not inside the
odd class we cannot conclude from (2.18) and (2.20) that F (A,B) = 1.
Proposition 4.2. Let the principal symbol of η ∈ CL0(−1)(M,E) ∩ Ell
0
0(M,E) be
sufficiently close to a positive definite self-adjoint one. Then the PDOs ηt(p˜i) and
log(p˜i) η defined by ( 2.31) and by ( 2.30) are from CL
0(M,E) and they are odd class
operators.
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Proof of Proposition 4.2. By (2.5) we see that
σ0
(
(η − λ)−1
)
(x, ξ, λ) = (σ0(η)(x, ξ)− λ)
−1 = σ0
(
(η − λ)−1
)
(x,−ξ, λ),
σ−j
(
(η − λ)−1
)
(x, ξ, λ) =
= −σ0
(
(η − λ)−1
)( ∑
|α|+i+l=j
i≤j−1
1
α!
∂αξ σ−i(η − λ)D
α
xσ−l
(
(η − λ)−1
))
=
= (−1)j σ−j
(
(η − λ)−1
)
(x,−ξ, λ).
(4.10)
(Here, σ−j(η − λ) := σ−j(η)− δj,0λ.) Thus we have
σ−j
(
ηt(p˜i)
)
(x, ξ) :=
i
2π
∫
ΓR,p˜i
λt(p˜i)σ−j
(
(η − λ)−1
)
(x, ξ, λ) =
= (−1)j σ−j
(
ηt(p˜i)
)
(x,−ξ). (4.11)
Hence ηt(pi) ∈ CL
0
(−1)(M,E).
By (4.10), we have log(p˜i) η ∈ CL
0
(−1)(M,E) since
σ−j
(
log(p˜i) η
)
(x, ξ) :=
i
2π
∫
ΓR,p˜i
log(p˜i) λ · σ−j
(
(η − λ)−1
)
(x, ξ, λ)dλ =
= (−1)j σ−j
(
log(p˜i) η
)
(x,−ξ). (4.12)
The proposition is proved. 
The proof of Theorem 4.1 is based on the assertions as follows.
Proposition 4.3. Let A1 and A2 be invertible elliptic operators of the odd class
Ellm(−1)(M,E) := CL
m
(−1)(M,E) ∩ Ell
m(M,E), m ∈ Z \ 0, such that their principal
symbols are sufficiently close to positive definite self-adjoint ones. Then
log(p˜i)A1 − log(p˜i)A2 ∈ CL
0
(−1)(M,E). (4.13)
Corollary 4.3. Let A ∈ CLm1(−1)(M,E) and B ∈ CL
m2
(−1)(M,E) be invertible elliptic
PDOs of the odd class and let their principal symbols σm1(A)(x, ξ) and σm2(B)(x, ξ)
be sufficiently close to positive definite self-adjoint ones. Let m1, m2, m1+m2 ∈ Z\0.
Then the following PDO
(m1 +m2)
−1 log(p˜i)(AB)−m
−1
1 log(p˜i)(A) ∈ CL
0(M,E) (4.14)
is defined and it belongs to CL0(−1)(M,E). By ( 4.13) and ( 4.14) we have also
(m1 +m2)
−1 log(p˜i)(AB)−m
−1
2 log(p˜i)(B) ∈ CL
0
(−1)(M,E). (4.15)
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Remark 4.7. Proposition 4.2 and its proof are valid for any admissible spectral cut
θ for σ0(η). Proposition 4.3 and Corollary 4.3 are valid for any admissible spectral
cuts for A1, A2, AB, A, B. (The logarithms in (4.13), (4.14) are defined with respect
to these spectral cuts. We do not use in the proofs that the cuts for A1 and for A2
in (4.14) are the same.)
Remark 4.8. The proofs of Propositions 4.2, 4.3 and Corollary 4.3 are done with using
symbols of PDOs (but not the PDOs of the form (A− λ)−1 themselves). Hence a
spectral cut L(θ) admissible for σ
(
(A− λ)−1
)
(x, ξ) can smoothly depend on a point
(x, ξ) ∈ S∗M . However it has to be the same at the points (x, ξ) and (x,−ξ). Hence
this spectral cut defines a smooth map
θ : P ∗M := S∗M/(±1)→ S1 = R/2πZ. (4.16)
Here, (−1) transforms (x, ξ) ∈ S∗M into (x,−ξ).
The map (4.16) has to be homotopic to a trivial one for a smooth family of branches
λ−s(θ) over points (x, ξ) ∈ P
∗M in the formulas (4.11), (4.17) to exist.
The condition of the existence of a field of admissible for the symbol σ(A) cuts
(4.16) homotopic to a trivial field is analogous to the sufficient condition of the
existence of a σ(logA) given by Remark 6.9 below. So Propositions 4.2, 4.3 and
Corollary 4.3 are valid in this more general situation of existing spectral cuts for
σ
(
(A− λ)−1
)
depending on p ∈ P ∗M . In this situation there exists a σ(logA)
defined with the help of this smooth field of spectral cuts. These fields of cuts may be
different for AB and for A (or for A1 and A2) in Proposition 4.3 and in Corollary 4.3.
Proof of Corollary 4.3. Indeed, set A1 := A
m1+m2
(p˜i) , A2 := (AB)
m1
(p˜i). Then A1, A2 ∈
Ell
m1(m1+m2)
(−1) (M,E). So by (4.13) we have
(m1 +m2) log(p˜i)A−m1 log(p˜i)(AB) = log(p˜i)A1 − log(p˜i)A2 ∈ CL
m
(−1)(M,E).

Proof of Proposition 4.3. Because A1 ∈ CL
m
(−1)(M,E) and A2 ∈ CL
m
(−1)(M,E)
(m is even), the formulas analogous to (4.10) hold for the homogeneous components
of σ
(
(A1 − λ)
−1
)
and of σ
(
(A2 − λ)
−1
)
.36 Hence for Re s > 0 we have
σ−2l1s−j
(
A−s1,(p˜i)
)
(x, ξ) :=
i
2π
∫
Γ(p˜i)
λ−sσ−2l1−j
(
(A1 − λ)
−1
)
(x, ξ, λ)dλ =
= (−1)j σ−2l1s−j
(
A−s1,(p˜i)
)
(x,−ξ). (4.17)
36For the sake of brievity we suppose here thatm1 = 2l1 andm2 = 2l2 are positive even numbers.
If l1 ∈ Z−, we have to change (A− λ)−1 by (A−1 − λ)−1 and s by −s.
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Here we use that since A ∈ CL2l1(−1)(M,E), the formulas analogous to (4.10) are true
for σ
(
(A1 − λ)
−1
)
(x, ξ, λ). Namely
σ−2l1−j
(
(A1 − λ)
−1
)
(x,−ξ, λ) = (−1)j σ−2l1−j
(
(A1 − λ)
−1
)
(x, ξ, λ). (4.18)
According to (2.11) for j ∈ Z+ we have
σ−j
(
log(p˜i)A1
)
= −∂sσ−2l1s−j
(
A−s1,(p˜i)
) ∣∣∣
s=0
.
Hence by (4.17) we have for j ∈ Z+
σ−j
(
log(p˜i)A1
)
(x,−ξ) = (−1)j σ−j
(
log(p˜i)A1
)
(x, ξ).
The same equality holds for σ−j
(
log(p˜i)(A2)
)
, j ∈ Z+. According to (2.11) and to
(4.17) we have also
∂sσ−ms
(
A−s1,(p˜i)
) ∣∣∣
s=0
(x, ξ)− ∂sσ−ms
(
A−s2,(p˜i)
) ∣∣∣
s=0
=
= ∂sσ−ms
(
A−s1,(p˜i)
) ∣∣∣
s=0
(x, ξ/|ξ|)−
− ∂sσ−ms
(
A−s2,(p˜i)
) ∣∣∣
s=0
(x, ξ/|ξ|) ∈ CL0(−1)(M,E)
/
CL−1(−1)(M,E).
Hence log(p˜i)A1 − log(p˜i)A2 ∈ CL
0
(−1)(M,E). The proposition is proved. 
Proof of Theorem 4.1. By Remark 4.1, the orders m1 = 2l1 and m2 = 2l2 of A
and B are nonzero even integers. We have l1, l2, l1 + l2 ∈ Z \ 0. By Remark 2.6,
(2.34), we have
logF (A,B) = −
∫ 1
0
dt
σ(Qt), σ
(
log(p˜i)AtB
)
2l1 + 2l2
−
σ
(
log(p˜i)At
)
2l1

res
. (4.19)
Here, Qt := A˙tA
−1
t and At is a smooth family of operators between B
l1/l2
(p˜i) and A in the
odd class elliptic operators such that the principal symbols σ2l1 (At) are sufficiently
close to positive definite self-adjoint ones.
The numbers m1 and m2 are even. So in the odd class elliptic PDOs we can find
deformations At and Bt of A and B from A = A1 and B = B1 to (∆M,E + Id)
l1 = A0
and (∆M,E + Id)
l2 = B0. Here, ∆M,E is the Laplacian on (M, g) corresponding to
some unitary connection on (E, hE). The deformations can be chosen so that the
principal symbols σ2l1 (At), σ2l2 (Bt) are sufficiently close to positive definite self-
adjoint ones. Hence, applying the formula (4.19) twice (namely first to (At, B) and
then to
(
(∆M,E + Id)
l1 , Bt
)
), we have by Proposition 4.2 and by Remark 4.5)
F (A,B) = F
(
(∆M,E + Id)
l1 , (∆M,E + Id)
l2
)
= 0.
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We can deduce from (4.19) that F (A,B) = 0 using only one explicit deformation
of A. Set η := A
1/l1
(p˜i) B
−1/l2
(p˜i) , At :=
(
ηt(p˜i)B
1/l2
(p˜i)
)l1
(p˜i)
, where ηt(p˜i) is defined by (2.31). Let
l1 ∈ Z+. Then according to (2.6) we have
σ−2−j
(
A
−1/l1
(p˜i)
)
(x, ξ) :=
i
2π
∫
Γ(p˜i)
λ−1/l1σ−2l1−j
(
(A− λ)−1
)
(x, ξ, λ)dλ. (4.20)
(Here, Γ(p˜i) is the contour Γ(θ) from (2.6) with θ = π˜ close to π. The integral on the
right in (4.20) is absolutely convergent for l1 ∈ R+.)
Hence according to (4.20) and to (4.18) we have
σ−2−j
(
A
−1/l1
(p˜i)
)
(x, ξ) = (−1)j σ−2−j
(
A
−1/l1
(p˜i)
)
(x,−ξ), (4.21)
i.e., we have A−1/l1 ∈ CL−2(−1)(M,E) ∩ Ell
−2
0 (M,E) for l1 ∈ Z+. For l1 ∈ Z− we
can conclude that A1/l1 ∈ CL−2(−1)(M,E) ∩ Ell
−2
0 (M,E) (changing λ
−1/l1 by λ1/l1 in
(4.20)). Hence according to Remark 4.2, we have
η = A1/l1B−1/l2 ∈ CL0(−1)(M,E) ∩ Ell
0
0(M,E). (4.22)
By Proposition 4.2 we conclude that
ηt(p˜i) ∈ CL
0
(−1)(M,E) ∩ Ell
0
0(M,E),
ηt(p˜i)B
1/l2
(p˜i) ∈ CL
2
(−1)(M,E) ∩ Ell
2
0(M,E).
At ∈ CL
2l1
(−1)(M,E) ∩ Ell
2l1
0 (M,E), Qt ∈ CL
0
(−1)(M,E),
(4.23)
According to (4.23), to Remark 4.2, and to Corollary 4.3, the operator
Gt := Qt
σ
(
log(p˜i)AtB
)
2l1 + 2l2
−
σ
(
log(p˜i)At
)
2l1
 ∈ CL0(M,E)
is defined and it belongs to CL0(−1)(M,E). By the equality (4.19) and by Remark 4.5
we have
logF (A,B) = −
∫ 1
0
dt
∫
M
resx σ (Gt) = 0.
Thus det(p˜i)(AB) = det(p˜i)(A) det(p˜i)(B). Theorem 4.1 is proved. 
4.1. Dirac operators. An important example of odd class elliptic operators is a
family of the Dirac operators D = D(M,E, g, h) on a spinor odd-dimensional closed
manifold M (with a given spinor structure). The Dirac operator D acts on the space
of global smooth sections Γ(S ⊗E)
D =
∑
ei∇ei. (4.24)
Here, S is a spinor bundle on M , (E, h) is a Hermitian vector bundle on M , {ei}
is a local orthonormal basis in TxM (with respect to a Riemannian metric g), ∇ =
DETERMINANTS OF ELLIPTIC PSEUDO-DIFFERENTIAL OPERATORS 53
1⊗∇R+∇E⊗1, ∇R is the Riemannian connection (for g), ∇E is a unitary connection
on (E, h), ei (∇eif) is the Clifford multiplication. The family {D} of Dirac operators
is parametrized by g and by ∇E .
The operator Dg,∇E is a formally self-adjoint (with respect to the natural scalar
product on Γ(S ⊗E) defined by g and by h) elliptic differential operator of the first
order. Its spectrum Spec(D) is discrete. All the eigenvalues λ of Dg,∇E are real.
However Spec(D) has infinite number of points from R+ as well as points from R−.
For the sake of simplicity suppose that D1 and D2 are invertible Dirac operators
corresponding to the same Riemannian metric g and to sufficiently close
(
∇E1 , h1
)
,(
∇E2 , h2
)
.37 Then the operator D1D2 ∈ Ell
2
0(M,E) ⊂ CL
2
(−1)(M,E) is an invertible
elliptic operator with positive real parts of all the eigenvalues of its principal symbol
σ2(D1D2). Hence for any pairs (D1, D2) and (D
′
1, D
′
2) of sufficiently close elements
of the family Dg,∇E Theorem 4.1 claims that
det(p˜i)(D1D2)det(p˜i)(D
′
1D
′
2) = det(p˜i)(D1D2D
′
1D
′
2). (4.25)
Let all four Dirac operators (D1, D2, D
′
1, D
′
2) be sufficiently close. Then we have
det(p˜i)(D1D2)det(p˜i)(D
′
1D
′
2) = det(p˜i)(D1D
′
2)det(p˜i)(D2D
′
1). (4.26)
Indeed, according to (4.25) we have
det(p˜i)(D1D2)det(p˜i)(D
′
1D
′
2) = det(p˜i)(D1D2D
′
1D
′
2) = det(p˜i)(D
′
2D1D2D
′
1) =
= det(p˜i)(D
′
2D1)det(p˜i)(D2D
′
1) = det(p˜i)(D1D
′
2)det(p˜i)(D2D
′
1). (4.27)
The equality (4.26) can be written in the form
rk
(
det(D1D2) det(D1D
′
2)
det(D1D
′
2) det(D
′
1D
′
2)
)
= 1. (4.28)
Hence, if all the Dirac operators parametrized by a set U ⊂ {(∇E, h)} are sufficiently
close one to another, we see that the matrix
AU := (Au1,u2) :=
(
det(p˜i) (Du1Du2)
)
is a rank one matrix. Hence there are scalar functions f(u) on U such that
det(p˜i) (Du1Du2) = Au1,u2 =: f(u1)f(u2). (4.29)
37If a Riemannian metric g on M varies, then the spinor bundles S(g) on M also varies, i.e., to
identify the spaces Γ(S(g1) ⊗E) and Γ(S(g2) ⊗E) we have to use a connection in the directions {g}
on the total vector bundle S{g} overM ×{g}. Here, {g} is the space of smooth Riemannian metrics
on M .
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For instance, for u1 = u2 ∈ U we have
det(p˜i)
(
D2u1
)
= det(pi)
(
D2u1
)
= f(u1)
2,
f(u) = ε(u)
(
det(pi)
(
D2u1
))1/2
, ε(u) = ±1.
(4.30)
The operator D2u1 is a positive definite elliptic operator from CL
2
(−1)(M,E). (It can
have a nontrivial kernel KerD2u = KerDu, dimKerDu < ∞.) The sign ε(u) has
to be a definite number for KerDu = 0. Hence det(pi)
(
D2u1
)
∈ R+ ∪ 0 (because the
spectrum of D2u1 is real and discrete). This determinant belongs to R+ if KerDu1 = 0.
Corollary 4.4. For any pair of Dirac operators Du1, Du2, uj ∈ U , we have
det(p˜i) (Du1Du2) ∈ R.
Let besides Duj be invertible. Then det(p˜i) (Du1Du2) ∈ R
× and we have
det(p˜i) (Du1Du2) = ε(u1)ε(u2)
(
det(pi)
(
D2u1
))1/2 (
det(pi)
(
D2u2
))1/2
. (4.31)
The determinants on the right belongs to R+.
Remark 4.9. The function ε(u) = ±1 is constant on the connected components of
U \ {u ∈ U,KerDu 6= 0}.
If in a smooth one-parameter family Du(t) (t is a local parameter near 0 ∈ R) only
one eigenvalue λ(t) for Du(t) (of multiplicity one) crosses the origin 0 ∈ R ∋ λ at
t = t0 transversally (i.e., ∂tλu(t)|t=t0 6= 0), then the sign ε(u(t)) = ±1 changes at
t = t0 to an opposite one.
Remark 4.10. It follows from (4.30) that
|f(u)| =
(
det(pi)
(
D2u
))1/2
(4.32)
is a globally defined function of u ∈
{
g,
(
∇E, h
)}
. The sign ε(u) = ±1 can be
defined as a locally constant continuous function on the set u ∈
{
g,
(
∇E , h
)}
such
that KerDu = 0. The last assertion follows from Remark 4.9 and from the equality
to zero of the corresponding spectral flow [APS3].
Lemma 4.1. The spectral flow SF
(
D{u(ϕ)}
)
is equal to zero for a family Du(ϕ) of
the Dirac operators parametrized by a smooth map ϕ : S1 →
{
g,
(
∇E, h
)}
.
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Proof. Theorem 7.4 from [APS3] (p. 94) computes the spectral flow SF
(
D{y}
)
for a
family D{y} of Dirac operators parametrized by a circle. Namely for Dirac operators
Dy = Dy
(
My, E|My
)
on the fibers of a smooth fibration π : P → S1 with closed
spinor, odd-dimensional and oriented fibersMy := π
−1(y). These Dirac operators act
in Γ
(
Fy ⊗ E|My
)
, where Fy is the spinor bundle on My and E → P is a Hermitian
vector bundle with a unitary connection ∇E. This theorem claims that SF
(
D{y}
)
=
− indD+, where D+ : Γ(F+ ⊗ E) → Γ(F− ⊗ E) is the Dirac operator on an even-
dimensional spinor manifold P (with orientation (∂y, e), where e is an orientation
basis in TxMy). Hence by the Atiyah-Singer index theorem we have
SF
(
D{y}
)
= −
(
A (T (P )) ch(E˜)
)
[P ], (4.33)
where A is the A-genus, T (P ) is the tangent bundle. In our case P = My0 × S
1 is
a canonical direct product and E˜ = π∗2Ey0 (for the projection π2 : P → My0). Hence
the right side in (4.33) is equal to zero. 
Thus we obtain the following result.
Theorem 4.2. Let D{u} be a family of Dirac operators Du = Du
(
M,∇Eu
)
on an odd-
dimensional closed spinor manifold (M, g) corresponding to a Hermitian structure hu
on a vector bundle E → M and to unitary connections ∇Eu on (E, h). Then there
exists a function ε(u) = ±1 defined for u such that KerDu 6= 0, continuous and
locally constant for these u, and such that
det(pi) (Du1Du2) = ε(u1)ε(u2)
(
det(pi)
(
D2u1
))1/2 (
det(pi)
(
D2u2
))1/2
(4.34)
for all pairs u1, u2 of sufficiently close parameters in the family D{u}. (The square
roots on the right in ( 4.34) are arithmetical.)
Remark 4.11. For a family of Dirac operatorsDu on an odd-dimensional closed spinor
manifold M the expression on the right in (4.31) makes sense for all pairs (u1, u2),
uj ∈
{
g,
(
∇E, h
)}
according to Remarks 4.9, 4.10, and to Lemma 4.1. However we
don’t claim that the expression on the left in (4.31) also makes sense. The expression
on the right in (4.31) may be proposed as one of possible definitions of det (Du1Du2)
for a pair
(
Duj
)
of Dirac operators corresponding to (M,E, gj, hj).
4.2. Determinants of products of odd class elliptic operators. Note that the
assertion (4.31) can be generalized as follows.
Proposition 4.4. Let Du, u ∈ U , be a smooth family of elliptic differential operators
acting on the sections Γ(E) of a smooth vector bundle E over a closed odd-dimensional
manifold M . Let Du be (formally) self-adjoint with respect to a scalar product on
Γ(E) defined by a smooth positive density ρ(u) on M and by a Hermitian structure
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h(u) on E. Let for any pair u1, u2 ∈ U the principal symbol σ2 (Du1Du2) (x, ξ) be
sufficiently close to a positive definite self-adjoint symbol. Then the equality ( 4.31)
with ε(uj) = ±1 holds for det(p˜i) (Du1Du2). The elliptic operator Du1Du2 for general
(u1, u2) is not a self-adjoint but (according to ( 4.31)) its determinant is a real number
for sufficiently close u1, u2. Remark 4.9 is also true for the family Du, u ∈ U .
Proposition 4.5. The equality analogous to ( 4.31) is also valid for a smooth family
Du, u ∈ U , of (formally) self-adjoint elliptic PDOs from Ell
m
(−1)(M,E) :=Ell
m(M,E)∩
CLm(−1)(M,E), m ∈ Z+. Then the principal symbols σ2m (Du1Du2) are sufficiently
close to positive definite ones for (u1, u2) in a neighborhood of the diagonal in U ×U .
So in particular for such (u1, u2) we have det(p˜i) (Du1Du2) ∈ R. (But Du1Du2 is not
self-adjoint in general.) However, in this case (as well as for families Du from Propo-
sition 4.4), the assertion of Lemma 4.1 is not valid in general. So in these cases the
appropriate spectral flows are not identity zeroes. Hence in general the factors ε(u)
in ( 4.31) are not globally defined for such families.
Proposition 4.6. Let Du, u ∈ U , be a smooth family of PDOs from Ell
m
(−1)(M ;E,F),
m ∈ Z+. (This class consists of elliptic PDOs acting from Γ(E) to Γ(F ) and such that
their symbols possess the property analogous to ( 4.1).) Suppose that a smooth positive
density on M and Hermitian structures on E, F are given. Then a family Vu := D
∗
u
(adjoint to the family Du) is defined, Vu is a smooth family from Ell
m
(−1)(M ;F,E).
The assertion analogous to ( 4.31) is valid in the form
det(p˜i) (Vu1Du2) = ε (u1) ε (u2)
(
det(pi) (Vu1Du1)
)1/2 (
det(pi) (Vu2Du2)
)1/2
(4.35)
for any sufficiently close u1, u2 ∈ U . The factors ε (uj) in ( 4.35) are ±1. However,
they are not globally defined on U for a general family Du.
Proof of Proposition 4.6. Set Au1,u2 := det(p˜i) (Vu1Du2) for u1, u2 from a sufficiently
close neighborhood of the diagonal in U ×U . (For such (u1, u2) the principal symbol
of Vu1Du2 is sufficiently close to positive definite definite ones.) Then the matrix
(Au1,u2) (for such pairs (u1, u2)) has the rank one. Indeed, for any four sufficiently
close (u1, u2, u3, u4) such that Duj , Vuj are invertible we have by (4.25)
Au1,u2Au3,u4 = det(p˜i) (Vu1Du2Vu3Du4) = det(p˜i) (Du4Vu1Du2Vu3) =
= det(p˜i) (Du4Vu1) det(p˜i) (Du2Vu3) = Au1,u4Au3,u2.
Hence we have
det(p˜i) (Vu1Du2) =: k (u1) k (u2) , det(p˜i) (Vu1Du1) = k (u1)
2 .
The proposition is proved. 
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Remark 4.12. A geometrical origin of Dirac operators manifests itself in the struc-
ture of the determinants of their products (Theorem 4.2, (4.34)). (Here, M is odd-
dimensional.) Namely the structure of the expression for such determinants of prod-
ucts of odd class elliptic PDOs on M (Proposition 4.6, (4.35)). However the factors
ε (uj) in (4.35) cannot in general be globally defined. Indeed, in general the spectral
flow for a family of odd class elliptic PDOs on M (parametrized by a circle S1) is
nonzero. So for such a family the multiple ε (ut) cannot be defined as a locally con-
stant function of t ∈ S1 such that the corresponding operators are invertible. The
corresponding spectral flow for a family of Dirac operators on M (parametrized by
S1) is zero (Lemma 4.1). This fact is connected with the geometrical origin of Dirac
operators.
4.3. Determinants of multiplication operators. Let M be an odd-dimensional
closed manifold. Let E be a finite-dimensional smooth vector bundle over M . Let
Q ∈ EndE be a smooth fiberwise endomorphism of E such that for any x ∈ M all
the eigenvalues λi(Qx) possess the property
|Im λi(Qx)| < π − ε, ε > 0. (4.36)
Then for all the eigenvalues λi (exp(tQx)) for 0 ≤ t ≤ 1 we have
|arg λi (exp(tQx))| < π − ε.
The determinant det(pi)(expQ) is defined according to (4.6) by
det(pi)(expQ) := det(pi)(A expQ)
/
det(pi)(A), (4.37)
where A := ∆ + Id.38 Here, ∆ is the Laplacian ∆ := ∆g,∇E on Γ(E) corresponding
to a Riemannian metric g on M and to a unitary connection ∇E on (E, h). Then we
have
det(pi)(expQ) := det(pi) (expQ · (∆ + Id))
/
det(pi)(∆ + Id). (4.38)
For 0 ≤ t ≤ 1 we have an analogous definition
det(pi) (exp(tQ)) := det(pi) (exp(tQ)A)
/
det(pi)(A) =: F (Q, t). (4.39)
Thus we have F (Q, 0) = 1,
∂t logF (Q, t) = −∂t∂s Tr
(
(exp(tQ) · (∆ + Id))−s
) ∣∣∣
s=0
=
= (1 + s∂s) Tr
(
Q (exp(tQ) · (∆ + Id))−s
) ∣∣∣
s=0
=
∫
M
tr (Q(x)Kt,s(x, x))
∣∣∣
s=0
, (4.40)
38We use the fact that a principal symbol of the Laplacian is scalar. Namely
σ2(∆)(x, ξ) = σ2(∆M )(x, ξ) ⊗ IdE ,
where ∆M is the Laplacian for scalar functions on (M, g). Hence σ2(exp(tQ) · ∆) possesses a cut
L(pi) for 0 ≤ t ≤ 1.
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where Kt,s(x, x) is an analytic continuation in s from the domain Re s > dimM/2
of the restriction to the diagonal the kernel of (∆ + Id)−s. Set A1,t := exp(tQ) · A1.
Then we have ([Se], [Gr])
Kt,s(x, x)
∣∣∣
s=0
= a0(x,At),
where a0 is the τ
0-coefficient in the asymptotic expansion as τ → +0 for the kernel
on the diagonal Pτ,t(x, x) of the operator exp(−τAt). Since At is an elliptic DO of
the second order and since all the real parts of all the eigenvalues λi (σ2(At)(x, ξ))
are positive (for ξ 6= 0), there is ([Gr]) an asymptotic expansion as τ → +0
Pτ,t(x, x) ∼ a−n(x,At)τ
−n/2 + a−(n−2)(x,At)τ
1−n/2 + . . .+
+ a−1(x,At)τ
−1/2 + a1(x,At)τ
1/2 + . . . (4.41)
Hence we have
a0(x,At) = 0, ∂t logF (Q, t) = 0, (4.42)
det(pi) exp(Q) = 1. (4.43)
Thus we obtain the following.
Proposition 4.7. The determinant of a multiplication operator on an odd-dimensio-
nal closed manifold is equal to one.
Remark 4.13. To see that the coefficients of τ−(1−n)/2, τ−(3−n)/2, . . . in (4.41) are zero,
it is enough to note that the coefficient of τ−(j−n)/2 is defined by a noncommutative
residue density resx of the symbol σ
(
A
−(j−n)/2
t
)
([Sh], Ch. II, (12.5)). If n − j/2 =
k ∈ Z+, then we have
σ−2k−j
(
A−kt
)
(x, ξ) =
i
2π
∫
Γ(pi)
λ−kσ−2−j
(
(At − λ)
−1
)
(x, ξ).
Since At ∈ CL
2
(−1)(M,E), we obtain (as in the proof of Theorem 4.1)
σ−2k−j
(
A−kt
)
(x,−ξ) = (−1)j σ−2k−j
(
A−kt
)
(x, ξ).
Hence resx σ
(
A−kt
)
= 0.
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4.4. Absolute value determinants. Let A be an invertible elliptic differential
operator on an odd-dimensional closed manifold M , A ∈ Elld(M,E) ⊂ CLd(M,E),
d ∈ Z+. Then we can define
| det |A := (det(A∗A))1/2 ∈ R+, (4.44)
where A∗ is adjoint to A with respect to a scalar product on Γ(E) defined by a smooth
positive density ρ on M and by a Hermitian structure h on E.
Remark 4.14. The determinant on the right in (4.44) is independent of ρ and of h.
Indeed, let a pair (ρ1, h1) be changed by (ρ2, h2). Then
A∗ρ2,h2 = Q
−1A∗ρ1,h1Q, (4.45)
where Q ∈ Aut (E ⊗ ∧nT ∗M), n = dimM , is defined by (f1, f2)ρ2,h2 = (f1, Qf2)ρ1,h1.
The operatorQ belongs to CL0(−1)(M,E) and for (ρ2, h2) close to (ρ1, h1) this operator
is close to Id. Hence for (ρ2, h2) close to (ρ1, h1) we have by Theorem 4.1 and by
Proposition 4.7
det(pi)
(
A∗ρ2,h2A
)
= det(pi)
(
Q−1A∗ρ1,h1QA
)
=
= det(pi)
(
A∗ρ1,h1QA
)
= det(pi)
(
QAA∗ρ1,h1
)
=
= det(pi)
(
AA∗ρ1,h1
)
= det(pi)
(
A∗ρ1,h1A
)
. (4.46)
The equality (4.46) was obtained in [Sch].
Proposition 4.8. The functional A → | det |A is multiplicative, i.e., for a pair
(A,B) of elliptic differential operators in Γ(E) on an odd-dimensional closed M we
have
| det |(AB) = | det |A · | det |B. (4.47)
Proof. By Theorem 4.1 we have the following expression for (| det |(AB))2
det(p˜i) (B
∗A∗AB) = det(pi) (BB
∗A∗A) = det(pi) (A
∗A) det(pi) (BB
∗) =
= (| det |A · | det |B)2 . (4.48)

Remark 4.15. All the assertions about absolute value determinants given above are
true also for elliptic PDOs from CLm(−1)(M,E), m ∈ Z, on a closed odd-dimensional
manifold M .
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For m = 0 the operator A∗A, where A ∈ CL0(−1)(M,E), is a self-adjoint positive
definite PDO from CL0(−1)(M,E). Hence its determinant is defined by (4.6) as
(| det |A)2 := det(pi)(A
∗A) := det(pi) (A
∗A (∆E + Id))
/
det(pi) (∆E + Id) , (4.49)
where ∆E is the Laplacian for (M, g, E,∇E, h) (∇E is an h-unitary connection on
(E, h) and g is a Riemannian metric on M).
Thus absolute value determinants are defined for all elliptic PDOs A of odd class
CL•(−1)(M,E)∩Ell
•(M,E) on a closed odd-dimensional M . All the assertions about
| det |A given above are true for such PDOs A.
Let A be an invertible elliptic PDO from Ellm(−1)(M ;E,F ), m ∈ Z+. (This class is
introduced in Proposition 4.6.) Let a smooth positive density ρ on M and Hermitian
structures hE, hF on E, F be defined. Then the operator A
∗ is defined, and the
absolute value determinant of A is defined by
| det |A := (det (A∗A))1/2 ∈ R+.
Remark 4.16. This absolute value determinant is independent of ρ, hE , hF . Indeed,
under small deformations of ρ, hE , hF , the operator A
∗ transforms to Q1A
∗Q2, where
Qj are the automorphism operators of the appropriate vector bundles and Qj are
sufficiently close to Id. So by Proposition 4.7 and by Theorem 4.1 we can produce
equalities similar to (4.46). Hence det (A∗A) is independent of (ρ, hE , hF ). (Note
that the set of (ρ, hE , hF ) is convex and so it is a connected set.)
Proposition 4.9. An absolute value determinant is multiplicative, i.e., for invertible
elliptic PDOs of the odd class A ∈ Ellm1(−1) (M ;E,F1), B ∈ Ell
m2
(−1) (M ;F1, F2) we have
| det |AB = | det |A · | det |B. (4.50)
Proof. The equalities (4.48) are applicable in this case. 
Remark 4.17. The absolute value determinant | det |A is canonically defined for A ∈
Ellm(−1)(M ;E,F ) for any m ∈ Z. Indeed, this determinant is defined for m ∈ Z \ 0.
For m = 0 it is defined by (4.49). The multiplicative property (4.50) holds for
absolute value determinants of the odd class elliptic PDOs on an odd-dimensional
closed manifold having arbitrary orders.
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4.5. A holomorphic on the space of PDOs determinant and its mon-
odromy.
Proposition 4.10. The function (| det |A)2 on the space Ellm(M,E)∩CLm(−1)(M,E),
m ∈ Z, on an odd-dimensional closed manifold M is equal to |f(A)|2, where f is a
multi-valued analytic function on the space of elliptic pseudo-differential operators
from CLm(−1)(M,E), i.e., on Ell
m(M,E) ∩ CLm(−1)(M,E).
Proposition 4.11. The assertion (| det |A)2 = |f(A)|2 of Proposition 4.10 holds for
A ∈ Ell(−1)(M ;E,F ). (This class is introduced in Proposition 4.6.) Here, f(A) is a
holomorphic in A multi-valued function on the space Ellm(−1)(M ;E,F ).
The proofs of these propositions are in the end of this subsection.
Remark 4.18. A natural complex structure on the space Ellm(−1)(M,E) :=CL
m
(−1)(M,E)∩
Ellm(M,E) =: X is defined as follows. Note that X is a fiber bundle over the space
of principal symbols SEllm(−1)(M,E)/CS
m−1
(−1) (M,E) := ps
m
(−1)(M,E). Its fiber is the
space Ell0Id,(−1)(M,E) := Id+CL
−1
(−1)(M,E) of zero order elliptic operators with the
principal symbol Id. The fiber has a natural structure of an affine linear space
over C. Let the order m be even. Then the complex structure on psm(−1)(M,E) =
Aut (π∗E|P ∗M)
39 is induced by complex linear structures of fibers π∗E|P ∗M . Let
s ∈ psm(−1)(M,E). Then TsAut (π
∗E|P ∗M) = End (π
∗E|P ∗M) has a natural structure
of an infinite-dimensional space C. (Any v ∈ End (π∗E|P ∗M) defines the tangent
vector vs ∈ TsAut (π
∗E|P ∗M).) This complex structure on the tangent bundle to the
group Aut (π∗E|P ∗M) =: G is invariant under right multiplications vs → vss1 and
under left multiplications vs→ Ads1 v · s1s on elements s1 ∈ G. So Aut (π
∗E|P ∗M) is
an infinite-dimensional complex manifold.
Let X× be the space of invertible elliptic operators from X. Then the group
H× := Ell0,×Id,(−1)(M,E) of invertible operators from Ell
0,×
Id,(−1)(M,E) acts on X
× from
the right, Rh : x→ xh for h ∈ H
×, x ∈ X×. This action defines a principal fibration
q : X× → G with the fiber H×. The group H× acts from the left on Ell0Id,(−1)(M,E),
Lh : y → h
−1y, and X is canonically the total space of the bundle associated with the
principal bundle q. The complex structure on Ell0Id,(−1)(M,E) (defined by a natural
C-structure on CL−1(−1)(M,E)) is invariant under this action of H
×.
The natural complex structure on T (X×) is defined by the natural C-structure
on CL0(−1)(M,E) = TIdX
×
0 (where X
×
0 corresponds to the case m = 0) under the
identification TAX
× −−→˜ TIdX×0 , δA ∈ TAX× → δA ·A−1 ∈ TIdX×0 . (Here, A ∈ X×.)
The complex structure on TIdX
×
0 is invariant under the adjoint action of the X
×
0
on TIdX
×
0 . Hence X
×
0 is an analytic infinite-dimensional manifold. The complex
39Here, P ∗M := Ass
(
T ∗M,RPn−1
)
, and pi : P ∗M →M is a natural projection.
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structure on T
(
X×0
)
(induced from X×0 ) is invariant under the natural left and right
actions of the elements of X×0 on X
×. So X× possesses a natural structure of an
infinite-dimensional complex manifold. This complex structure together with the
complex structure on the fibers Ell0Id,(−1)(M,E) of the associated vector bundle de-
fines a natural structure of an infinite-dimensional complex manifold on X. This
structure is in accordance with the complex structures on the base G and on the
fibers Ell0Id,(−1)(M,E) of the natural fibration X → G.
Let m ∈ Z be odd. Then any invertible elliptic operator A ∈ Xm gives us the
isomorphism A−1 : Xm −−→˜ X0, x → A−1x. The complex structure on X0 defines a
complex structure on Xm. The induced complex structure on Xm is independent of
an invertible operator A from Xm.
A natural complex structure on Ellm(−1)(M ;E,F ) is induced by the identification
Ellm(−1)(M,E) −−→˜ Ellm(−1)(M ;E,F ) (4.51)
given by multiplying by an invertible operator A ∈ Ell0(−1)(M ;E,F ).
Proposition 4.12. Let a branch of the holomorphic determinant f(A), Proposi-
tion 4.10, be equal to det(p˜i) (∆
m
E + Id) at the point A0 := ∆
m
E + Id ∈ Ell
2m
(−1),0(M,E).
(This can be done because the operator ∆mE + Id is self-adjoint and positive definite.)
Then for any element A of Ell2m(−1),0(M,E) sufficiently close to positive definite self-
adjoint ones (with respect to a given smooth positive density on M and a Hermitian
structure on E) we have
det(p˜i)(A) = f(A). (4.52)
(Here, det(p˜i) is defined by an admissible for A cut.)
Corollary 4.5. The equality ( 4.52) holds for PDOs A sufficiently close to a positive
definite self-adjoint PDO (with respect to any smooth density and any Hermitian
structure).
Proof. For ∆mE defined by any smooth density and any Hermitian structure we have
| det | (∆mE + Id) = det(p˜i) (∆
m
E + Id) .
The set D of these operators is connected in Ell2m(−1),0(M,E). A branch of f(A) and
det(p˜i) (∆
m
E + Id) are restrictions to this set of holomorphic functions which are equal
in a neighborhood of a point A0 ∈ D. Hence these functions are equal on D. Then
we can apply Proposition 4.12 for any Riemannian and Hermitian structures. 
The statement of Proposition 4.12 follows immediately from Theorem 4.1, Re-
mark 4.13, (4.47), Corollary 4.2, (4.7), Remark 4.4, (4.9), or from Lemma 4.4 (and
from its proof (4.53)) below.
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Lemma 4.2. The monodromy of the functions f(A) defined in Propositions 4.10,
4.11 is given by a homomorphism
ϕ : K
(
Ass
(
T ∗M,RP n−1
))
/π∗K(M)→ C×,
where K = K0 is the topological K-functor, π : Ass (T ∗M,RP n−1) → M is a fiber
bundle with its fiber RP n−1 associated with T ∗Mn (n := dimM).
Proof of Lemma 4.2. First we prove this assertion for f(A) defined on Ellm(−1)(M,E).
By the multiplicative property (4.47) of the absolute value determinants, it is enough
to investigate monodromy of f(A) over a closed loop At in Ell
2k
(−1)(M,E) (k ∈ Z+
is fixed). Let E1 be a smooth bundle over M such that E ⊕ E1 is isomorphic to
a trivial N -dimensional complex vector bundle 1N , where N ∈ Z+ is large enough.
Then the monodromy of f(A) over a loop (At) ∈ Ω
1 Ell2k(−1)(M,E) is the same as the
monodromy of f(A) for (M, 1N) over a loop
(
At ⊕ (∆E1 + Id)
k
)
∈ Ω1 Ell2k(−1)(M, 1N).
(Indeed, f
(
At ⊕ (∆E1 + Id)
k
)
= cf (At), where c 6= 0 is independent of t ∈ [0, 1]
and is defined up to a constant complex factor of absolute value one. We can set
c := det(pi)
(
(∆E1 + Id)
k
)
.)
The group K1 (Ass (T ∗M,RP n−1)) is in one-to-one correspondence with the con-
nected components of the space Ellm(−1)(M, 1N) of elliptic PDOs from CL
m
(−1)(M, 1N)
(m is fixed). The fundamental group π1
(
Ell2k(−1) (M, 1N)
)
= π1
(
Ell0(−1) (M, 1N)
)
can be interpreted as follows. Let P ∈ CL0(−1) (M, 1N) be a PDO-projector, i.e.,
P 2 = P ∈ CL0 and its symbol σ(P ) belong to an odd class (4.1). (To remind, for
σ(P ) to be of this odd class, it is enough for all the homogeneous components of σ(P )
to satisfy (4.1) in some local cover of M by coordinate charts.) The one-parametric
cyclic subgroups exp(2πitP ), 0 ≤ t ≤ 1, (exp(2πiP ) = Id) are the generators of
π1
(
Ell0(−1) (M, 1N)
)
.
Indeed, it follows from the Bott periodicity that K0 (Ass (T ∗M,RP n−1)) is canon-
ically identified with π1 (GLN (C(X))) for X := Ass (T
∗M,RP n−1) and for N ∈ Z+
large enough ([Co], II.1). Here, C(X) is an algebra of continuous functions. Any
continuous map ϕ : X × S1 → GLN(C) such that ϕ(X × a) = Id, a ∈ S1 is
fixed, is homotopic to a C∞-map in this class of continuous maps. So K0(X) (for
X = Ass (T ∗M,RP n−1)) is the fundamental group of the space of principal symbols
for operators from Ell0(−1) (M, 1N). Finite type projective modules over C(X) =: A
correspond canonically to finite rank vector bundles over X. For every such a module
E there exists a projector e ∈ MN(A), e
2 = e, such that E ≈ {f ∈MN (A), ef = f}
(as a right A-module, A := C(X)). Such a projector corresponds to a projection
p ∈ End (π∗1N) from π
∗1N onto a finite rank vector bundle overX. Every such projec-
tion p is homotopic to a C∞-projection. The space of elliptic operators Ell0(−1) (M, 1N)
is homotopic to the space of their principal symbols. For every smooth projection
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p ∈ End (π∗1N) there exists a zero order PDO-projector f ∈ CL
0
(−1) (M, 1N) with the
principal symbol p. (For projectors P from CL0 (M, 1N) this assertion is proved in
[Wo3].)
The principal symbol σ0(P ) =: p defines a fiber-wise projector p ∈ End (π
∗1N) of
a trivial vector bundle π∗1N over Ass (T
∗M,RP n−1), p2 = p. The image Im(p)
of p is a smooth vector subbundle of π∗1N and Im(p) represents an element of
K0 (Ass (T ∗M,RP n−1)) and any element of this K-functor can be represented as
Im(p) for a projector p ∈ End (π∗1N), p
2 = p, under the condition that N ∈ Z+ is
large enough.
For any projector p ∈ End (π∗1N) there is a PDO-projector P ∈ CL
0
(−1) (M, 1N)
with σ0(P ) = p. (An analogous result is obtained in [Wo3].) If Im(p) and Im (p1)
represent the same element of K0 (Ass (T ∗M,RP n−1)), then these projectors are ho-
motopic (under the condition that N ∈ Z+ is large enough with respect to dimM and
to rk(Im(p))). If the principal symbols p and p1 of PDO-projectors P and P1 (from
CL0(−1) (M, 1N)) are homotopic, then exp(2πitP ) and exp (2πitP1) define the same
element of π1
(
Ell0(−1) (M, 1N)
)
. Hence the monodromy of f(A) on Ell2k(−1) (M, 1N)
(k ∈ Z) defines a homomorphism
ϕ0 : K
0
(
Ass
(
T ∗M,RP n−1
))
→ C×. (4.53)
Indeed, the value of ϕ0[Im p] for an element [Im p] ∈ K
0 (Ass (T ∗M,RP n−1)) =: K,
p = σ0(P ) (for a PDO-projector P from CL
0
(−1) (M, 1N) and for N ∈ Z+ large
enough), is defined as the ratio
exp(2πitP ) ◦ f0(A)
/
f0(A)
∣∣∣
t=1
=: ϕ0([Im p]) ∈ C
×. (4.54)
Here, f0(A) is a branch of a multi-valued function f(A) near A0 and exp(2πitP ) ◦
f0(A)|t=1 is the analytic continuation of f0(A) along a closed curve SP := exp(2πitP )·
A0, 0 ≤ t ≤ 1. This ratio is independent of a branch f0(A) of f(A) since for
any two branches f0(A) and f
′
0(A) of f(A) (defined for A close to A0) their ratio
f0(A)/f
′
0(A) is a complex constant (with the absolute value equals one) and so the
analytic continuation of f0(A)/f
′
0(A) along SP is the same constant.
We suppose from now on that N ∈ Z+ is large enough. The homomorphism ϕ0 is
defined since the elements [Im p] span the group K = K0 and since if Im p1⊕ Im p2 =
Im p3, then the curve exp (2πitP3), 0 ≤ t ≤ 1, represents the sum in the com-
mutative group π1
(
Ell0(−1) (M, 1N ) , Id
)
(= π1
(
SEll0(−1) (M, 1N) , Id
)
) of the elements
represented by the curves exp (2πitPj), 0 ≤ t ≤ 1. (Here, σ0 (Pj) = pj.)
Let Im(p) belong to a subgroup π∗K0(M) of K := K0 (Ass (T ∗M,RP n−1)) (i.e.,
there is a smooth vector bundle V over M such that π∗V represents the same el-
ement of K as Im(p) does). We can suppose that Im(p) = π∗V . Indeed, let
Im p ⊕ π∗1N1 = π
∗V ⊕ π∗1N1. Then this equality holds with N1 ∈ Z+ bounded
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by a constant depending on dimM . We suppose that N ∈ Z is large enough.
Then for a projector p1 ∈ End (π
∗1N1) such that Im p1 = Im p ⊕ π
∗1N1 ⊂ π
∗1N
we can conclude that Im p1 and π
∗ (V ⊕ 1N1) are smoothly isotopic as subbundles
of π∗1N . (Here, V ⊕ 1N1 is a subbundle of 1N .) Hence the monodromies coincide
ϕ0 ([Im p1]) = ϕ0 (π
∗ (V ⊕ 1N1)).
The assertion of Lemma 4.2 follows from (4.53) and from Lemma 4.3 below. The
identification of monodromies f(A) over Ellm(−1)(M,E) and over Ell
m
(−1)(M ;E,F ) is
given by the identification (4.51) of these spaces and by the multiplicative property
of absolute value determinants (Proposition 4.9, (4.50)). 
Lemma 4.3. The monodromy ϕ0([Im p]) (defined by ( 4.54)) of the multi-valued holo-
morphic function f(A) on Ellm(−1)(M,E) is equal to 1 for [Im p] ∈ π
∗K0(M) on an
odd-dimensional manifold M .
Proof of Lemma 4.3. We can suppose that Im p = π∗V (as it is shown above). Then
there is a smooth homotopy of p = σ0(P ) (in the class of projectors from End (π
∗1N)
with the rank equal to rkV ) to a projector p0 constant along the fibers of π, i.e., to
p0 = π
∗pM for a projector pM ∈ End (1N) over M (where N ∈ Z+ is large enough).
Then exp(tp0) is the symbol of the multiplication operator exp (tpM) ∈ Aut (1N) over
M (|t| is small). It is shown in Proposition 4.7 that det (exp (tpM)) is defined (for
such t) and that this determinant is equal to one. 
Lemma 4.4. For elliptic PDOs A from Elld(−1) (M, 1N) sufficiently close to positive
definite self-adjoint ones (where d is even and nonzero), the locally defined branch
f0(A) of a holomorphic in A function f(A) (from Proposition 4.10) is
f0(A) = c · det(p˜i)(A), (4.55)
where c ∈ C is a constant such that |c| = 1. (Here, det(p˜i)(A) is the zeta-regularized
determinant of A defined by an admissible spectral cut L(θ) with θ close to π.)
Proof. By Theorem 4.1, Corollary 4.2, and Remark 4.4 we have for such A
det(p˜i)(A
∗A) = det(p˜i)(A
∗)det(p˜i)(A),
det(p˜i)(A
∗) =
(
det(p˜i)(A)
)
,
det(p˜i)(A
∗A) = f0(A)f0(A),
(4.56)
where det(p˜i)(A) and f0(A) are holomorphic in A (and f0(A) is locally defined). Hence
locally we have f0(A) = cdet(p˜i)(A) with a constant c whose absolute value is equal
to one. 
Remark 4.19. The assertion of Lemma 4.4 is also true for A ∈ Elld(−1)(M,E).
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Remark 4.20. It follows from (4.54) and from (4.55) that the monodromy ϕ0([Im p])
is given by the equality
ϕ0([Im p]) = det(p˜i)(exp(2πitP ) · A)
/
det(p˜i)(A)
∣∣∣
t=1
. (4.57)
Here, A ∈ Elld(−1) (M, 1N) is an invertible elliptic PDO close to a positive definite
self-adjoint one, d is even and nonzero, P is a PDO-projector from CL0(−1) (M, 1N)
with the principal symbol σ0(P ) = p, and det(p˜i)(exp(2πitP ) · A) is the analytic
continuation in t of the zeta-regularized determinant det(p˜i) from small t ∈ [0, 1] to a
point t = 1.
Remark 4.21. The analytic continuation of det(p˜i)(exp(2πitP ) ·A) to t = 1 for a fixed
A = A0 depends on the homotopy class of [Im p] ⊂ π
∗1N only. Indeed, it is equal (up
to a constant factor c, |c| = 1, locally independent of A) to the analytic continuation
of a holomorphic in A function f0(A)
40 along the closed curve exp(2πitP ) ·A0 in the
space Elld(−1) (M, 1N) (d ∈ 2(Z \ 0)). Hence it depends on the homotopy class of a
closed curve in this space from a fixed point A0. Such homotopy classes are defined
by homotopy classes of [Im p] ⊂ π∗1N .
Remark 4.22. By Theorem 4.1 and by Corollary 4.1 we have for small |t|, t ∈ C,
det(p˜i)(exp(tP )A) = det(p˜i)(exp(tP ))det(p˜i)(A). (4.58)
Here, A ∈ Elld(−1) (M, 1N) is sufficiently close to a positive definite self-adjoint PDO,
d ∈ 2(Z \ 0), P is a PDO-projector from CL0(−1) (M, 1N). The determinant of the
zero order PDO exp(tP ), det(p˜i)(exp(tP )), is defined by (4.6).
Remark 4.23. It is shown above that for Im p = π∗V , V ⊂ 1N , p = σ0(P ), we have
det(p˜i)(exp(2πitP ) ·A)|t=1 = det(p˜i) (exp (2πitpM) · A) |t=1, (4.59)
where pM ∈ End (1N) is a projector from 1N onto V (over M) and where exp (tpM) ∈
Aut (1N) is the multiplication operator. By (4.58) and by Proposition 4.7 we have
for small |t|
det(p˜i) (exp (2πitpM) · A) = det(p˜i) (exp (2πitpM)) · det(p˜i)(A) = det(p˜i)(A). (4.60)
Here, A ∈ Elld(−1) (M, 1N) is sufficiently close to a positive definite self-adjoint PDO,
d ∈ 2(Z \ 0), and P is a PDO-projector from CL0(−1) (M, 1N).
40f0(A) is a branch of a holomorphic on Ell
m
(−1) (M, 1N) multi-valued function f(A) locally defined
near A0.
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Corollary 4.6. Under the conditions of Remark 4.23, we have by ( 4.58) and with
using the analytic continuation in t of the equality ( 4.60)
det(p˜i)(exp(2πitP ) · A)|t=1 = det(p˜i) (exp (2πitpM) · A) |t=1 = det(p˜i)(A). (4.61)
Hence ϕ0([Im p]) = Id for [Im p] ∈ π
∗K0(M). Lemma 4.3 is proved. 
Lemma 4.5. Any element f of the abelian group K0 (Ass (T ∗M,RP n−1)) /π∗K0(M)
has as its order a power of two, f 2
k
= Id. The number k ∈ Z+ is estimated from the
above by a constant depending on n := dimM only. (Here, n is odd.)
Proposition 4.13. For any closed loop in the space
(
∪m∈Z Ell
m
(−1)(M,E), A0
)
the
monodromy of a multi-valued holomorphic in A ∈ Ellm(−1)(M,E) function f(A) defined
by Proposition 4.10 is multiplying by εqk, εk := exp(2πi/2
k), q ∈ Z. The number k
is bounded by a constant depending on n := dimM only. (Here, the monodromy of
f(A) is defined by ( 4.54) and n is odd.)
This statement is an immediate consequence of Lemmas 4.2, 4.5 and of Theorem 4.1
Proof of Lemma 4.5. 1. Form ∈ Z+ the group K˜0 (RPm) := K0 (RPm) /π∗K0(pt)
is a finite cyclic group Z2e of order 2e, where e := [m/2] is the integer part of m/2
([A1]; [Hu], 15.12.5; [Kar], IV.6.47). The Atiyah-Hirzebruch spectral sequence ([AH],
2.1) for Kq (RP 2m), m ∈ Z+, implies K1 (RP 2m) = 0. Indeed, the term E
p,q
2 of
this spectral sequence is Ep,q2 = H
p (RP 2m, Kq(pt)). If q is odd, then Ep,q2 = 0, if
q is even we have Ep,q2 = 0 for odd p, E
p,q
2 = Z2 for even p, 0 < p ≤ 2m, and
E0,q2 = 0. The terms E
p,q
∞ for p + q = 1 are the graded groups associated with
the filtration F pK1 (RP 2m) = Ker
(
K1 (RP 2m)→ K1
(
RP 2mp−1
))
, where RP 2mp−1 is the
(p− 1)-skeleton of RP 2m. So ⊕p+q=1E
p,q
2 = 0 = ⊕E
p,q
∞ and K
1 (RP 2m) = 0.
2. Let M be a compact closed smooth (2m+1)-dimensional manifold. Then there
exists a smooth tangent vector field v(x) on M without zeroes. This vector field
(together with the identification of TM with T ∗M given by a Riemannian metric on
M) defines a section v : M →֒ Ass (T ∗M,RP 2m). The composition of maps
K•(M)
pi∗
−→ K•
(
Ass
(
T ∗M,RP 2m
))
v∗
−→ K•(M) (4.62)
is the identity map (since πv : M → M is the identity map). Hence
K•
(
Ass
(
T ∗M,RP 2m
))
= K•(M)⊕Ker v∗. (4.63)
Here, the subgroup Ker v∗ ofK• (Ass (T ∗M,RP 2m)) is independent of a tangent toM
vector field v without zeroes and is isomorphic to K• (Ass (T ∗M,RP 2m)) /π∗K•(M).
68 MAXIM KONTSEVICH AND SIMEON VISHIK
There is a generalized Atiyah-Hirzebruch spectral sequence for the K-functor of
the fiber bundle of Ass (T ∗M,RP 2m) over M ([AH], 2.2; [Do], 4, Theorem 3; [A2],
§ 12, pp. 167–177; [Hi], Ch. III; [Hu], 15.12.2). Its E•,•2 -term is
Ep,q2 = H
p
(
M, kqM
(
RP 2m
))
, (4.64)
where kqM (RP
2m) is a local system with the fiber Kq (RP 2m) associated with the
fibration π : Ass (T ∗M,RP 2m) → M . (The fiber of π is RP 2m.) Its Ep,q∞ -terms with
p+ q = i are groups associated with the fibration
F p
(
Ki
(
Ass
(
T ∗M,RP 2m
)))
:=Ker
(
Ki
(
Ass
(
T ∗M,RP 2m
))
→Ki
(
π−1(Mp−1)
))
, (4.65)
where Mp−1 is the (p− 1)-skeleton of M .
The Ep,q2 -term of the Atiyah-Hirzebruch spectral sequence for K
•(M) is equal to
Hp (M,Kq(pt)). The F p-filtration (4.65) in K• (Ass (T ∗M,RP 2m)) (and in the spec-
tral sequence (4.63)) is in accordance with the F p-filtration in K•(M) (with respect
to the direct-sum decomposition (4.63)). The analogous direct-sum decomposition is
valid for Hp (M, kqM (RP
2m)) and for further terms Ep,qr . Hence
K•
(
Ass
(
T ∗M,RP 2m
))
= K•(M)⊕K•
(
Ass
(
T ∗M,RP 2m
))/
π∗ (K•(M)) ,
GrpKi
(
Ass
(
T ∗M,RP 2m
))
= Ep,i−p∞ (π) = E
p,i−p
∞ (M)⊕ E˜
p,i−p
∞ (π), (4.66)
where E˜p,i−p2 (π) := H
p
(
M, k˜i−pM (RP
2m)
)
and E˜p,i−pr (π) are the further terms in the
corresponding spectral sequence. Here, k˜qM is the local system (analogous to k
q
M)
with the reduced K-functor K˜q (RP 2m) as its fiber. We have for i = 0
E˜p,−p2 (π) = H
p
(
M, k˜−pM
(
RP 2m
))
.
So E˜p,−p2 = 0 for odd p and each element of H
p
(
M, k˜−pM (RP
2m)
)
is of a finite order
2α, α ∈ Z, 0 ≤ α ≤ m. Hence only the terms E˜2l,−2l∞ (π), l ∈ Z, 0 ≤ l ≤ m, may
be unequal to zero. Thus every element of K0 (Ass (T ∗M,RP 2m)) /π∗K0(M) has a
finite order 2β with β ∈ Z, 0 ≤ β ≤ m2 := ((n− 1)/2)2, n = dimM = 2m+ 1. The
lemma is proved. 
Remark 4.24. The commutative diagram
K• (π−1M) −−−→ K• (π−1 (Mp−1)) −−−→ K
• (π−1 (Mp−2))
pi∗
xyv∗ pi∗xyv∗ pi∗xyv∗
K•(M) −−−→ K• (Mp−1) −−−→ K
• (Mp−2)
is used in the derivation of (4.66).
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Remark 4.25. Theorem IV.6.45 in [Kar] provides us with the exact sequence
→ Ki(X)⊕Ki(X)
(pi∗,−θ∗)
−−−−−→ Ki(P (V ))→ Ki+1
(
EV⊕1(X)
)
→ Ki+1(X)⊕Ki+1(X).
Here, π : P (V ) → X is the projective bundle of a real vector bundle V over X,
θ : E → ξ ⊗ π∗E, ξ is the canonical line bundle over P (V ), EV (X) is the category of
vector bundles over X with an action of the Clifford bundle C(V ) ([Kar], IV.4.11).
Proof of Propositions 4.10 and 4.11. First we prove that the absolute value
determinant | det |A as a function on Ellm(−1)(M,E) has the form |f(A)|, where f
is a multi-valued holomorphic function on Ellm(−1)(M,E). Let X be the infinite-
dimensional analytic manifold
Ell•(−1)(M,E) := Ell
•(M,E) ∩ CL(−1)(M,E).
Let X ′ be a manifold with the conjugate complex structure on it. An element A ∈ X
corresponds to an operator A∗ as to an element of X ′ (= X). Then the function
f˜(A,B) := det(p˜i)(AB)
is defined on a sufficiently close neighborhood of the diagonal X →֒ X × X ′ for an
admissible cut π˜ (close to π) depending on AB. Here we suppose that m ∈ Z+. Then
ζAB,(p˜i)(s) is defined for Re s > dimM/2m and its analytic continuation is regular at
zero. If m ∈ Z−, the same is true for ζ(AB)−1,(p˜i)(s), Re s > dimM/2|m|. If m = 0,
the function det(AA∗) is defined by the multiplicative property
det(AA∗) := det ((∆E + Id)AA
∗ (∆E + Id))
/
(det (∆E + Id))
2 .
Note that det(p˜i)(AB) is defined for (A,B) with m = 0 in a close neighborhood of the
diagonal.
For pairs (A,B) and (A1, B1) of sufficiently close points of X × X
′ in a close
neighborhood of the diagonal X we have by Theorem 4.1
det(p˜i) (ABA1B1) = det(p˜i) (B1A) det(p˜i) (BA1) = det(p˜i) (AB1) det(p˜i) (A1B) .
Hence the matrix with elements f˜(A,B) = det(p˜i)(AB) for (A,B) from a close neigh-
borhood of a point (A,A∗) ∈ X →֒ X × X ′ has the rank one. Hence there exist
locally defined functions f1(A) and f2(B) such that for sufficiently close A and B
(belonging to the domain of definition of f1 and f2) we have
det(p˜i)(A · B) ≡ f˜(A,B) = f1(A)f2(B).
The function f1(A) is holomorphic in A since for invertible A,B ∈ Ell
m
(−1)(M,E) we
have
δAdet(p˜i)(A · B) = ∂s
(
sTr
(
δA · A−1 (AB)−s(p˜i)
)
− res σ(δAA−1)/2sm
) ∣∣∣
s=0
.
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Here, the expression on the right has an analytic continuation in s to s = 0 and it
is regular at s = 0. The same is true for f2(B) (with respect to the holomorphic
structure of X).
The function f1(A)/f2 (A∗) is (locally) analytic in A and it is a real function.
(Indeed, det(AA∗) = f1(A)f2(A
∗) and |f2(A
∗)|2 = f2(A
∗)f2(A∗) are real functions.)
Hence it is a real constant c. It is the ratio of two positive functions, det(p˜i)(AA
∗)
and |f2(A
∗)|2. Hence c ∈ R+. The function f(A) is defined as c−1/2f1(A). Thus
f(A) is an analytic function of A. The assertion that | det |A as a function on
Ellm(−1)(M ;E,F ) ∋ A has the form |f(A)| with a multi-valued holomorphic f is
obtained from the analogous assertion for | det |A on Ellm(−1)(M ;E,F ) with using the
identification (4.51) of the spaces Ellm(−1)(M,E) −−→˜ Ellm(−1)(M ;E,F ) and with using
the multiplicative property (4.50) of absolute value determinants (Proposition 4.9).

5. Lie algebra of logarithmic symbols and its central extension
Symbols σ
(
As(θ)
)
for complex powers As(θ) of elliptic PDOs A ∈ Ell
d
0(M,E) ⊂
CLd(M,E), d ∈ R×, are defined by (2.6), (2.7). (Here we suppose that the principal
symbol σd(A) possesses a cut L(θ) of the spectral plane.) The symbol of log(θ)A is
defined as
∂sσ
(
As(θ)
) ∣∣∣
s=0
=
∑
j∈Z+∪0
∂sb
s
sd−j,θ(x, ξ)
∣∣∣
s=0
. (5.1)
The equalities (2.11) hold for the components on the right in (5.1). Hence the
Lie algebra Slog(M,E) of symbols σ
(
log(θ)A
)
is spanned as a linear space by its
subalgebra CS0(M,E) of symbols for CL0(M,E) and by one element σ
(
log(θ)A
)
.
Here, A is an elliptic operator from Elld0(M,E) ⊂ CL
d(M,E) admitting a cut L(θ),
d ∈ R×. For l := (1/d)σ
(
log(θ)A
)
every element B ∈ Slog(M,E) has a form
B = ql +B0, (5.2)
where q ∈ C and B0 ∈ CS0(M,E). The number q in (5.2) is independent of A and
of θ. Set r(B) := q. In Slog(M,E) we have
[q1l +B0, q2l + C0] = [l, q1C0 − q2B0] + [B0, C0] ∈ CS
0(M,E), (5.3)
since [l, B0] ∈ CS
0(M,E) according to (2.11). Note that CS0(M,E) is a Lie ideal
of codimension one in Slog(M,E). We call Slog(M,E) a one-dimensional cocentral
extension of the Lie algebra CS0(M,E),
0→ CS0(M,E)→ Slog(M,E)
r
→C→ 0. (5.4)
The left arrow of (5.4) is the natural inclusion.
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Lemma 5.1. An element l defines a 2-cocycle for the Lie algebra g := Slog(M,E)
(with the coefficients in the trivial g-module)
Kl (q1l +B0, q2l + C0) := − ([l, B0] , C0)res . (5.5)
The cocycles Kl for different l ∈ Slog(M,E) with r(l) = 1 are cohomologous (i.e., for
logarithmic symbols l of degree one; here, r is from ( 5.4)).
Proof. The linear form Kl(B0, C0) is skew-symmetric in B0, C0 as it follows from
(2.16). (Here, we substitute c = σ
(
As(θ)
)
, l := σ
(
log(θ)A
)
, a = B0, b = C0 into
(2.16) and then take ∂s|s=0.)
Note that Kl is a cocycle because the antisymmetrization of the 3-linear form on
Slog(M,E)
Kl ([q0l + A0, q1l +B0] , q2l + C0) = Kl([q0l + A0, q1l +B0], C0)
is equal to zero. Indeed, we have
Kl([A0, B0], C0) +Kl([B0, C0], A0)−Kl([A0, C0], B0) =
= ([l, C0], [A0, B0])res − ([l, A0], [B0, C0])res + ([l, B0], [A0, C0])res =
= ([[l, C0], A0] , B0)res + ([[l, A0], C0] , B0)res − ([l, [A0, C0]] , B0)res = 0
by the Jacobi indentity in Slog(M,E). We have also
Kl ([q0l, B0] + [A0, q1l] , C0) = ([q0l, B0] + [A0, q1l] , [l, C0])res ,
([q0l, B0] + [A0, q1l] , [l, C0])res − ([q0l, C0] + [A0, q2l] , [l, B0])res +
+ ([q1l, C0] + [B0, q2l] , [l, A0])res ≡ 0.
Hence Kl is a 2-cocycle for g = Slog(M,E) (with the coefficients in the trivial g-
module C). For l1 ∈ r−1(1) we have l1 = l − L0, L0 ∈ CS0(M,E),
Kl1(A,B)−Kl(A,B) = ([L0, A], B)res = (L0, [A,B])res,
where A,B ∈ CS0(M,E). If A,B ∈ Slog(M,E), A = q0l+A0, B = q1l+B0, qj ∈ C,
A0, B0 ∈ CS
0(M,E), then we have
Kl1(A,B)−Kl(A,B) = − ([l1, A0 + q0L0] , B0 + q1L0)res + ([l, A0] , B0)res =
= (L0, [A0 + q0L0, B0 + q1L0])res + (L0, [A0, q1l])res + (L0, [q0l, B0 + q1L0])res =
= (L0, [A,B])res .
Hence Kl1 and Kl are cohomologous 2-cocycles. 
Remark 5.1. The cocycle Kl defines a central extension of the Lie algebra g =
Slog(M,E)
0→ C→ g˜(l) → g → 0. (5.6)
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The Lie algebra structure on g˜(l) is given by
[q1l + a1 + c1 · 1, q2l + a2 + c2 · 1] = [q1l + a1, q2l + a2] +Kl(a1, a2) · 1. (5.7)
Here, qjl + aj ∈ Slog(M,E) =: g, cj ∈ C, 1 is the generator of the kernel C in the
extension (5.6).
Remark 5.2. The extension of the Lie algebra of classical PDO-symbols of integer
orders analogous to (5.6), (5.7) (in the case of PDOs acting on scalar functions and
where l is the symbol of logS, S is an elliptic DO with a positive principal symbol) was
considered in [R], Section 3.4. The extension of the algebra of PDO-symbols of integer
orders on the circle defined by the cocycle Klog(d/dx) (on this algebra) is considered in
[KrKh], [KhZ1], [KhZ2]. A canonical associative system of isomorphisms of the Lie
algebras g˜(l) for l ∈ Slog(M,E), r(l) = 1 (for r as in (5.4)) is defined in Proposition 5.1
below. Thus the Lie algebra g˜, a one-dimensional canonical central extension of
Slog(M,E), is defined. A determinant line bundle over the connected component of
the space of elliptic symbols SEll×0 (M,E) is defined in Section 6 below. The nonzero
elements of the fibers of this line bundle form a Lie group G(M,E), Proposition 6.1.
(We call it a determinant Lie group.) The Lie algebra of G(M,E) is canonically
isomorphic to g˜ by Theorem 6.1 below. This connection of the extensions g˜(l), (5.6),
and the determinants of elliptic PDOs is a new fact.
Remark 5.3. The determinant group is defined in Section 6. It is the central exten-
sion of the group SEll×0 (M,E) with the help of C
×. By Theorem 6.1 its Lie algebra is
canonically isomorphic to the central extension g˜(l) (defined with the help of the cocy-
cleKl). Lemma 6.8 claims that (in the case of a trivial bundle E := 1N , where N ∈ Z+
is large enough) over an orientable closed manifold M the determinant Lie group is
a nontrivial C×-extension of SEll×0 (M,E). Namely for any orientable closed M , the
assotiated line bundle L over SEll×0 (M,E) has a non-trivial (in H
2
(
SEll×0 (M,E),Q
)
)
the first Chern class c1(L). If the cocycle Kl would be a coboudary of a continuous
one-cochain on Slog(M,E) =: g, then the Lie algebra splitting
g˜(l) = g⊕C (5.8)
would give us a flat connection on the determinant Lie group over SEll×0 (M,E). So in
this case c1(L) would be zero in H
2
(
SEll×0 (M,E),Q
)
. Hence Kl is not a coboundary
of a continuous cochain.
The cocycles Kl for different l ∈ r
−1(1) ⊂ g are cohomologous. We define a system
of isomorphisms of Lie algebras
Wl1l2 : g˜(l1) −−→˜ g˜(l2) (5.9)
DETERMINANTS OF ELLIPTIC PSEUDO-DIFFERENTIAL OPERATORS 73
which is associative, i.e., Wl2l3Wl1l2 = Wl1l3 . These isomorphisms Wl1l2 transform
ql1+a1 into the same element ql2+a
′
1 = ql1+a1 of Slog(M,E) = g, i.e., the following
diagram is commutative
0 −−−→ C −−−→ g˜(l1) −−−→ g −−−→ 0
≀≀
yWl1l2 ∥∥∥
0 −−−→ C −−−→ g˜(l2) −−−→ g −−−→ 0
(5.10)
Proposition 5.1. The system of such isomorphisms Wl1l2, lj ∈ r
−1(1), given by
Wl1l2(ql1 + a + c · 1) = (ql2 + a
′ + c′ · 1),
where ql1 + a + c · 1 ∈ g˜(l1), ql2 + a
′ + c′ · 1 ∈ g˜(l2), and
ql1 + a = ql2 + a
′ in g,
c′ = c+ Φl1l2(a) + qΨl1l2 ,
Φl1l2(a) := (l1 − l2, a)res , Ψl1l2 := (l2 − l1, l2 − l1)res /2.
(5.11)
is associative.
Proof. We try to construct Wl1l2 using conditions of compatibility with the Lie
brackets.
1. Compatibility with the Lie brackets. Let Wl1l2 (qjl1 + aj + cj · 1) = qjl2+ bj+ fj · 1,
j = 1, 2. We want to prove that
[q1l1+a1+c1 · 1, q2l1+a2+c2 · 1]˜g(l1)
+ (Φl1l2 ([a1, a2] + [l1, q1a2 − q2a1])) · 1 =
= [q1l2+b1+f1 · 1, q2l2+b2+f2 · 1]˜g(l2)
, (5.12)
Using the equality qj(l1 − l2) = bj − aj we can rewrite (5.12) as
Kl2(b1, b2)−Kl1(a1, a2) = Φl1l2 ([a1, a2] + [l1, q1a2 − q2a1]) .
The left side of the last equality by the definitions of Kl1(a1, a2) and of Kl2(b1, b2)
and according to (2.16) and to the skew-symmetry of (5.5) is equal to
Kl2(b1, b2)−Kl1(a1, a2) =
= ([l1 − l2, a1] , a2)res − ([l1, q1(l1 − l2)] , a2)res − ([l1, a1] , q2(l1 − l2))res =
= (l1 − l2, [a1, a2] + [l1, q1a2 − q2a1])res . (5.13)
We conclude comparing (5.13) and (5.12) that if we set
Φl1l2(a) = (l1 − l2, a)res ,
c′ − c = (l1 − l2, a)res + qΨl1l2 .
(5.14)
(for Ψl1l2 defined by (5.11)), then the condition (5.12) is satisfied.
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2. Associativity. We want to show that Wl2l3Wl1l2 = Wl1l3 (for Wlilj defined by
(5.11)). We have
c′′ − c′ = (l2 − l3, a
′)res + qΨl2l3, (5.15)
where Wl2l3 (ql2 + a
′ + c′ · 1) = ql3 + a
′′ + c′′ · 1 ∈ g˜(l3). Thus we have to show that
qΨl1l3 = qΨl1l2 + qΨl2l3 + (l2 − l3, a
′ − a)res , (5.16)
where lj ∈ r
−1(1), a′ − a = q(l1 − l2). We can rewrite (5.16) in the form
Ψl1l3 = Ψl1l2 +Ψl2l3 + (l3 − l2, l2 − l1)res . (5.17)
It is clear that Ψl1l2 := (l2 − l1, l2 − l1)res /2 provides us with a solution of the
system (5.17). The proposition is proved. 
Proposition 5.2. A system of quadratic forms
Al(ql + a + c · 1) := (a, a)res − 2qc (5.18)
on g˜(l) ∋ ql + a + c · 1, l ∈ r
−1(1), is invariant under the identifications Wl1l2.
Proof. For Wl1l2(ql + a + c · 1) =: ql1 + a1 + c1 · 1 we have
a1 − a = q(l − l1),
c1 − c = (l − l1, a)res + q (l1 − l, l1 − l)res /2.
(5.19)
Hence we have
Al1 (ql1 + a1 + c1 · 1) := (a1, a1)res − 2qc1 =
= (a, a)res + q
2 (l1 − l, l1 − l)res + 2q (a, l − l1)res − 2qc+ 2q (l1 − l, a)res +
+ (−q2) (l1 − l, l1 − l)res = Al(ql + a+ c · 1). (5.20)
The proposition is proved. 
Corollary 5.1. The cones Cl in g˜(l), l ∈ r
−1(1), defined by null vectors for Al, i.e.,
Cl :=
{
ql + a + c · 1 ∈ g˜(l), Al(ql + a + c · 1) = 0
}
,
are invariant under the identifications Wl1l2
Wl1l2Cl1 = Cl2.
Indeed, Wl2l1Wl1l2 = Id, Wl1l2Wl2l1 = Id and the quadratic forms Al are invariant
under Wl1l2 .
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Remark 5.4. Let g0 be a Lie algebra over C with a conjugate-invariant scalar product
(a, b)g0,
([c, a], b)g0 + (a, [c, b])g0 = 0 for a, b, c ∈ g0. (5.21)
Let g be a cocentral Lie algebra one-dimensional extension of g0,
0→ g0 → g
r
→ C→ 0, (5.22)
i.e., let g0 be a Lie ideal in g and let g0 be of codimension one in g (the left arrow in
(5.22) is the natural inclusion, [a, b] ∈ g0 for a, b ∈ g). Then the expression on the
left in (5.21) makes sense for c ∈ g.
Let the scalar product (, )g be also conjugate-invariant under g, i.e., let (5.21) hold
for a, b ∈ g0 and for c ∈ g. (Note that this condition is satisfied for the scalar product
(, )res on the Lie algebra CS
0(M,E) =: g0 for its central extension Slog(M,E) =: g.)
Then we define a central extension
0→ C→ g˜(l)
p
−→ g → 0 (5.23)
given by the 2-cocycle of g (with the coefficients in the trivial g-module)
Kl (q1l + a1, q2l + a2) := − ([l, a1], a2)g0 (5.24)
on g, where aj ∈ g0 and l ∈ r
−1(1) ∈ g (r is from (5.22)). These Lie algebras g˜(l)
for l ∈ r−1(1) are identified by an associative system of Lie algebra isomorphisms
Wl1l2 : g˜(l1) −→
≈
g˜(l2) defined by the same formulas as isomorphisms (5.11) (with chang-
ing (, )res by the scalar product (, )g0). This system of isomorphisms defines the
canonical central Lie algebra extension 0→ C→ g˜ → g → 0. The quadratic form
Al(ql + a+ c · 1) := (a, a)g0 − 2qc (5.25)
is defined on g˜(l). This system of quadratic forms Al, l ∈ r
−1(1), is invariant under
identifications Wl1l2 . The cones Cl ⊂ g˜(l) of zero vectors for Al are identified under
Wl1l2 . So these quadratic forms define a canonical quadratic form A on g˜.
Remark 5.5. The previous construction can be reversed. Namely, let g˜′ be a Lie
algebra over C with an invariant scalar product, 1 ∈ g˜′ be a central element with
(1, 1) = 0. We assume that the linear form f : x→ (1, x) on g˜′ is not zero. Denote by
g the quotient algebra g˜′/C · 1 and by g0 the subalgebra of g consisting of the kernel
of f . Then we have a scalar product on g0 invariant under the adjoint action of g,
e.i., the situation at the beginning of Remark 5.4.
We claim that g˜′ is canonically isomorphic to the central extension g˜ constructed
from g.
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The idea is to use null-vectors l of the quadratic form on g˜′ such that f(l) = 1 for
the system of splittings (as vector spaces)
g˜′ −−→˜ g⊕ C · 1.
Remark 5.6. The associative system of Lie algebra isomorphismsWl1l2 defined by the
formulas (5.11) is the only associative system of Lie algebra isomorphisms which is
universal. This means that the system is functorial on the category of one-dimensional
cocentral extensions of Lie algebras with invariant scalar products. This is the cat-
egory of cocentral extensions (5.22) having as its morphisms the morphisms of the
diagrams (5.22) which are equal to identity on C and which save invariant scalar prod-
ucts on the components g0. (This class of extensions is considered in Remark 5.4.)
The universality of the system Wl1l2 (5.11) follows immediately from the proof of
Proposition 5.1.
Remark 5.7. Let g be a complex Lie algebra endowed with an invariant scalar product
B : g⊗ g → C,
B(x, y) = B(y, x), B (x, [y, z]) = B ([x, y], z) .
We will construct a map
Ik : H
k(g, g)→ Hk+1(g,C)
for each integer k ≥ 0. Here we consider g as a g-module via the adjoint action.
First of all, we can associate with B an element B˜ ∈ H1 (g, g∨) (g∨ is the dual
space) as the cohomology class of 1-cochain
B˜(x)(y) := B(x, y), x, y ∈ g.
The cup product (with coefficients) by B˜ defines a map
∪B˜ : Hk(g, g)→ Hk+1 (g, g⊗ g∨) .
The composition of this map with the map H• (g, g⊗ g∨) → H•(g,C) induced by
the morphism of g-modules
g⊗ g∨ → C, x⊗ ϕ→ ϕ(x)
gives the desired map Ik. On the level of cochains, Ik is given by the formula
Ik(α) (x1, . . . , xk+1) = Alt (B (x1, α (x2, . . . , xk+1))) .
Note that I0 maps the center of g, Z(g) = H
0(g, g), into the “cocenter” (g/[g, g])∨ =
H1(g,C).
Analogously, I1 maps the space of derivations of g modulo interior derivations (=
H1(g, g)) into the space of equivalence classes of one-dimensional central extensions
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(= H2(g,C)). The space H1(g, g) can also be viewed as the set of equivalence classes
of “cocentral extensions”
0→ g → g˜ → C→ 0.
Let us denote by H1skew(g, g) the subspace of H
1(g, g) represented by cocycles
α : g → g which are skew-symmetric with respect to B
B(αx, y) +B(x, αy) = 0, x, y ∈ g.
Claim: for a non-degenerate scalar product B the maps I0 and I1|H1
skew
are isomor-
phisms.
It follows almost immediately from standard formulas for differentials in C∗(g, g),
C∗(g,C) and from the invariance of B.
In our concrete situation we see that the central extension of Slog(M,E) corre-
sponds to the homomorphism of degree
Slog(M,E)→ C
and the noncommutative residue
res : CS0(M,E)→ C
corresponds to the central element
IdE ∈ CS
0(M,E).
We can also change our Lie algebras in such a way that the scalar products are non-
degenerate. One way is to replace CS0(M,E) by the Lie algebra of integer orders
PDO-symbols. Another way is to consider the quotient algebra modulo the ideal
CS−dimM−1(M,E).
6. Determinant Lie groups and determinant bundles over spaces of
elliptic symbols. Canonical determinants
Let Ell×0 (M,E) be the connected component of Id in the group of invertible elliptic
PDOs. The determinant line bundle det Ell×0 (M,E) is canonically defined over the
space SEll×0 (M,E) of symbols for invertible elliptic operators with their principal
symbols homotopic to Id |ξ|α (α ∈ C) in Section 6.2. Its associated C×-bundle (with
a Lie group structure on it) is defined as follows.
The associated fiber bundle det∗ SEll
×
0 (M,E) (with its fiber C
×) of nonzero ele-
ments in fibers of p : det Ell×0 (M,E) → SEll
×
0 (M,E) is defined as F0\Ell
×
0 (M,E).
Here, F0 is a subgroup of the group F of invertible operators of the form Id+K,
where K is a smoothing operator (i.e., an operator with a C∞-kernel on M ×M),
and F0 is the set of operators from F such that
detFr(Id+K) = 1 (6.1)
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(detFr is the Fredholm determinant). The operator K is a trace class operator in
L2(M,E) and hence the Fredholm determinant in (6.1) is defined.
We have
F\Ell×0 (M,E) = SEll
×
0 (M,E). (6.2)
Hence there is a natural projection
p : det∗ SEll
×
0 (M,E)→ SEll
×
0 (M,E) (6.3)
with its fiber F0\F = C×.
Proposition 6.1. The bundle det∗ SEll
×
0 (M,E) has a natural group structure.
Proof. For an arbitrary A ∈ Ell×0 (M,E) we have
F0A = AF0
since for 1 +K1 ∈ F there exists K2 ∈ F such that (1 +K1)A = A(1 +K2). Indeed,
K2 := A
−1K1A is a smoothing operator. We have
detFr(1 +K2) = detFr
(
A(1 +K1)A
−1
)
= detFr(1 +K1). (6.4)
So 1 + K2 ∈ F0 for 1 + K1 ∈ F0. Hence F0 is a normal subgroup in Ell
×
0 (M,E)
and the quotient on the left in (6.2) has the group structure induced from the group
Ell×0 (M,E). 
We call this group det∗ SEll
×
0 (M,E) =: G(M,E) the determinant Lie group.
A fiber-product of the groups Ell×0 (M,E) and G(M,E) over their common quotient
SEll×0 (M,E) is defined by
DEll×0 (M,E) := Ell
×
0 (M,E)
×
SEll×0 (M,E)
F0\Ell
×
0 (M,E). (6.5)
This fiber-product consists of classes of equivalence for pairs
(A,B) ∈ Ell×0 (M,E)× Ell
×
0 (M,E)
with equal symbols σ(A) = σ(B), where the equivalence relation is (A1, B1) ∼
(A2, B2) if A1 = A2 and B1B
−1
2 ∈ F0. There is a natural projection (A,B)→ A,
p1 : DEll
×
0 (M,E)→ Ell
×
0 (M,E). (6.6)
We have a commutative diagram
1 −−−→ C× −−−→ DEll×0 (M,E) −−−→
p1
Ell×0 (M,E) −−−→ 1yp2 yσ
1 −−−→ C× −−−→ F0\Ell
×
0 (M,E) −−−→ SEll
×
0 (M,E) −−−→ 1
(6.7)
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where p1(A,B) = A, p2(A,B) is the class of B in G(M,E) (= F0\Ell
×
0 (M,E) =
det∗ SEll
×
0 (M,E)), σ is the symbol map. The horizontal lines in this diagram are
group extensions.
Proposition 6.2. The extension DEll×0 (M,E) of Ell
×
0 (M,E) is trivial, i.e., the pull-
back under σ of the extension det∗ SEll
×
0 (M,E) → SEll
×
0 (M,E) to Ell
×
0 (M,E) is
isomorphic to the direct product of groups C× × Ell×0 (M,E).
Proof. The fiber p−11 (A) (in the top line of (6.7)) is the set of B ∈ Ell
×
0 (M,E) with
σ(B) = σ(A) up to equivalence relation B ∼ B1 if B ∈ F0B1.
There is a canonical element F0A in p
−1
1 (A) which is the equivalence class of A,
Thus we define a section of p1. It is obviously a group homomorphism. 
To any A ∈ Ell×0 (M,E) corresponds a point d1(A) ∈ det∗ SEll
×
0 (M,E) = G(M,E).
Namely d1(A) is the image of A in F0\Ell
×
0 (M,E) = G(M,E). The group structure
on det∗ SEll
×
0 (M,E) comes from Ell
×
0 (M,E). So we have
d1(AB) = d1(A)d1(B) (6.8)
for A,B ∈ Ell×0 (M,E).
Let A1 = QA, where Q ∈ F . Then we have
d1(A1) = detFr(Q) · d1(A), (6.9)
where detFr(Q) is defined by the image of Q in F0\F = C×.
The problem is to describe the Lie group
det∗ SEll
×
0 (M,E) =: G(M,E) (6.10)
without the use of Fredholm determinants.
It occurs that the Lie algebra of this group is explicitly isomorphic to the Lie
algebra g˜. (This Lie algebra is defined by the associative system of identifications
Wl1l2 : g˜(l1) → g˜(l2) of the Lie algebras g˜(lj). These Lie algebras are defined by (5.6),
(5.7) and are identified by Wl1l2 given by Proposition 5.1.) We call g˜ the determinant
Lie algebra.
The fiber bundle (6.3) has a partially defined canonical section. Let a symbol
S ∈ SElld0(M,E) of an order d ∈ R
× elliptic operator admit a cut L(θ) of the spectral
plane. Let A ∈ Elld0(M,E) be an elliptic operator with the symbol S = σ(A) and
such that Spec(A)∩L(θ) = ∅. Then det(θ)(A) is defined by (2.15). An element d1(A)
of the fiber p−1(S) of (6.3), p : G(M,E) → SEll×0 (M,E), is also defined. This fiber
p−1(S) is a principal homogeneous C×-space. Hence the element
d0(A) := d1(A)
/
det(θ)(A) ∈ p
−1(S) (6.11)
is defined. We suppose from now on that θ = π.
Proposition 6.3. The element d0(A) is independent of A ∈ p
−1(S).
80 MAXIM KONTSEVICH AND SIMEON VISHIK
Proof. Let A1, A2 ∈ p
−1(S). Then A2 = QA1, Q ∈ F , d1(A2) = detFr(Q) det(pi)(A1).
According to Proposition 6.4 below we have
det(pi)(QA1) = detFr(Q)det(pi)(A1). (6.12)
(We suppose that Spec(QA1) ∩ L(pi) = ∅.) 
Remark 6.1. To define d1(A), we don’t need the order of A to be real. To defined
det(A) for an elliptic PDO A of a nonzero order, we need a holomorphic family
A−s only. (Such a family may exist even if A does not have an admissible cut of the
spectral plane.) If such a family is given, then the element d1(A)/ det(A) ∈ p
−1(σ(A))
is defined. (This element depends on a family A−s and not on A only.) We denote
the element d1(A)/ det(A) by d˜0(logA). (Here, the family A
−s is defined by logA.)
For a zeta-regularized determinant detζ(A) of an elliptic operator A ∈ Ell
×
0 (M,E)
to be defined, its complex powers A−s have to be defined. Hence a logarithm logA
of A has to be defined. However for (M,E) such that dimM ≥ 2 and rkE ≥ 2 there
are not any continuous logarithms for a nonempty open set of the principal symbols
of elliptic operators from Ell×0 (M,E). Hence for operators A with such principal
symbols their logA and detζ(A) are not defined.
Remark 6.2. The principal symbol aα of an elliptic operator A ∈ Ell
α
0 (M,E) defines
the element aα|S∗M ∈ Aut(π
∗E), where π : S∗M →M is the natural projection. For
rkE ≥ 3 there is an open nonempty set of the automorphisms as follows. There is a
point q ∈ S∗M such that aα(q) has a form
aα(q) =
(
λ 1
0 λ
)
⊕ a1α(q),
where a1α(q) acts on an invariant (with respect to aα(q)) complement to the two-
dimensional λ-eigenspace of aα(q) in (π
∗E)q. (In general, multiple eigenvalues of
Aut(π∗E) appear over a subset of codimension two in S∗M , and dimS∗M ≥ 3 for
dimM ≥ 2. In general, multiple eigenvalues appear in Jordan blocks.) Then there is
a smooth curve f : (S1, pt) → (S∗M, q), t → f(t), such that two eigenvalues λ over
q = f(t0) vary as λ1(t) and λ2(t), where λ1(t) 6= λ2(t) at t ∈ S
1 \ t0 and λ1(t)/|λ1(t)|
and λ2(t)/|λ2(t)| are the maps fi : (S
1, pt)→ S1, i = 1, 2, of different degrees. Hence
there is no continuous logarithm log (f ∗aα) ∈ End(f
∗π∗E) of aα(f(t)) over the circle
of parameters t ∈ S1. (Here, we suppose that f ∗π∗E is a trivial bundle over S1.)
Such a curve f(t) can appear in a coordinate neighborhood of a point q ∈ S∗M
(and π∗E is a trivial bundle over this curve). To see this, it is enough to take λ3(t)
sufficiently close to (λ1(t)λ2(t))
−1. Then the map from (S1, pt) to GL3(C) equal to
Aut (C2) ⊕ λ3(t) (where Aut (C2) has the eigenvalues λ1(t), λ2(t)) is homotopic to
a map to SL3(C). Hence the map S1 → GL3(C) is homotopic to a trivial map.
Let rkE = 2 and let the degrees of fi : (S
1, pt) → S1, j = 1, 2, be the opposite
numbers (i.e.,
∑
deg fi = 0). Then f : (S
1, pt) → GL2(C) is homotopic to a trivial
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map. Hence for rkE ≥ 2 and for dimM ≥ 2, all the conditions are satisfied on an
open set in the space of principal elliptic symbols. This open set is nonempty in a
connected component of a trivial symbol (because these conditions can be satisfied
over a smooth closed curve in a coordinate neighborhood in S∗M , and over this curve
a map f from S1 to GLn(C) is homotopic to a trivial map, n := rkC E).
Remark 6.3. Let us generalize the notion of a spectral cut to the case of operators
of complex orders. Let L ∈ Slog(M,E) be a logarithmic symbol of a nonzero order
z ∈ C×. Let {Ui} be a finite cover of M by local coordinate charts (with local
trivializations E|Ui). Let V i ⊂ Ui be a cover of M by (closed) coordinate disks. Let
L = z log |ξ|+ L0(x, ξ) + L−1(x, ξ) + . . .
be the components of this logarithmic symbol in Ui. Set
α(L) := diam∪i ∪x∈V i, ξ 6=0 Im (Spec (L0(x, ξ)/z)) . (6.13)
Here, SpecL0 is the spectrum of a square matrix L0 (its size is rkE). The symbol
L can be represented as ∂s exp(sL)|s=0. Here, exp(sL) =: (expL)
s is a holomorphic
family of classical PDO-symbols. There is an explicit formula for changing of space
coordinates in PDO-symbols on a manifold, [Sh], Theorem 4.2. By this formula we
conclude that α(L), (6.13), is independent of local coordinates on M (for given L
and a smooth structure on M). We are sure that under the condition41
|z|2α(L)/|Re z| < 2π, (6.14)
any invertible elliptic PDO A ∈ Ellz0(M,E) with its symbol σ(A) := expL has a
logA ∈ ell(M,E). The symbol expL is defined as a solution st|t=1 in SEll0(M,E) of
the equation
∂tst = Lst, s0 := Id . (6.15)
Hypothesis. Let A be an invertible elliptic PDO of order z, Re z 6= 0. Let
σ(A) = expL for L ∈ Slog(M,E) (i.e., let σ(A) be st|t=1 for the solution of ( 6.15)).
Then logA ∈ ell(M,E) with σ(logA) = L exists and is unique up to a change of
an operator logA on a finite-dimensional A-invariant linear subspace K in Γ(E),
AK = K. So a family As of complex powers for A exists and is unique up to a
redefinition of it on a finite-dimensional A-invariant subspace K.
To explain the condition (6.14) and the hypothesis on L := σ(logA), let us choose
an element B ∈ ell(M,E) with the symbol L, σ(B) = L. Then the element expB ∈
Ellz0(M,E) is defined as bt|t=1 for the solution of the equation ∂tbt = Bbt, b0 = Id, in
Ell0(M,E). Then σ(expB) = σ(A) and b1 := expB is invertible. Let At be a smooth
curve in Ellz0(M,E) such that A0 = expB, A1 = A, and σ (At) = σ(A) for t ∈ [0, 1].
41We suppose that z 6= 0 and that z /∈ iR.
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We want to prove that there exists a smooth curve Bt in ell(M,E), ordBt = z, such
that expBt = At, i.e., to prove that there exists a smooth family of logarithms
42
Bt := logAt ∈ ell(M,E), σ (Bt) = L for t ∈ [0, 1].
To find Bt, we have to prove the existence of a solution of an ordinary differential
equation
F−1 (adBt) ◦
(
∂tAt · A
−1
t
)
= ∂tBt, B0 := B. (6.16)
(Here we use Lemma 6.6 and Remark 6.17 below, F−1(t) := t/(exp t − 1). We use
also that B = logA0 exists.) Under the condition (6.14), we claim that ad (Bt) for
any Bt with σ (Bt) = L has only a finite number of eigenvalues from 2πiZ\ 0, and all
these eigenvalues are of finite (algebraic) multiplicities. So the operator F−1 (adBt) is
defined on an adBt-invariant subspace of a finite codimension. However the equation
(6.16) is nonlinear, and it is difficult to prove the existence of its solution Bt.
Suppose we can prove that a smooth family logAt exists. Then we can prove
(Proposition 6.5) that the following equality holds
det (A1) = det (A0) detFr
(
A1A
−1
0
)
. (6.17)
(Here, Aj are invertible, σ (A0) = σ (A1), A1A
−1
0 ∈ F .) This equality is a generaliza-
tion of (6.12). We don’t suppose in (6.17) that A1 and A0 possess spectral cuts. We
suppose only that a smooth in t family (At)
s, 0 ≤ t ≤ 1, of complex powers exists
(i.e., that there is a smooth family of logarithms logAt ∈ ell(M,E) of order z elliptic
PDOs At).
Remark 6.4. A given elliptic symbol σ(A) ∈ Ellz0(M,E), z ∈ C
×, can have different
logarithmic symbols σ(logA). Let z /∈ iR. Then the condition (6.14) can be satisfied
for some σ(logA) ∈ Slog(M,E) and unsatisfied for another σ(logA). This condition
cannot be formulated as a condition on σ(A).
Proposition 6.4. The equality ( 6.12) holds for an invertible Q ∈ {Id+K} =: F
(where K is a smoothing operator, i.e., it has a C∞ Schwartz kernel on M ×M),
and for an invertible A ∈ Elld0(M,E), d ∈ R
×, such that A is sufficiently close to a
positive definite self-adjoint PDO.43
Proof. Let Q = Id+K be an operator from F (K is a compact operator in L2(M,E).
Hence its spectrum is discrete in C \ 0 with a unique possible accomulation point at
42This problem is connected with the problem of using a kind of the Campbell-Hausdorff formula
outside the domain of its convergence.
43Under this condition operators A and QA possess a cut L(θ) of the spectral plane for almost
all θ close to pi (i.e., except a finite number of θ’s).
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zero.) Let there be no eigenvalues of Q from R−. Then log(pi)Q is defined by the
integral analogous to (2.30)
log(pi)Q =
i
2π
∫
ΓR,pi
log(pi)λ · (Q− λ)
−1 dλ. (6.18)
Here, (Q− λ)−1 is the resolvent of the bounded linear operator Q in L2(M,E). (The
contour ΓR,pi is the same as in (2.30) with π˜ = π.) The operator log(pi)Q =: C is an
operator with a C∞-kernel on M ×M .
For any ε > 0 all the eigenvalues λ of Q except a finite number of them are in
the spectral cone {λ : − ε < arg λ < ε}. So, if SpecQ does not contain 0, then in
an arbitrary small conical neighborhood of L(pi) there is a spectral cut L(θ) such that
SpecQ∩L(θ) = ∅. For 0 /∈ SpecQ the logarithm log(θ)Q =: C is defined. It is defined
as log(p˜i)Q by (6.18) with the integration contour ΓR,p˜i.
Set Qt := exp(tC), 0 ≤ t ≤ 1, At := QtA. Let ordA ∈ R+. We have for
Re s > dimM/ ordA
ζAt,(p˜i)(s) := Tr
(
i
2π
∫
Γ(p˜i)
λ−s(p˜i) (At − λ)
−1 dλ
)
. (6.19)
Here, Γ(p˜i) is the contour Γ(θ) from (2.6) with an admissible θ sufficiently close to π
and λ−s(p˜i) is defined as in (2.14). For such s we have
∂tζAt,(p˜i)(s) = Tr
(
i
2π
∫
Γ(p˜i)
λ−s(p˜i)
(
− (At − λ)
−1CAt (At − λ)
−1
)
dλ
)
=
= Tr
(
i
2π
∫
Γ(p˜i)
λ−s(p˜i)
(
−CAt (At − λ)
−2
)
dλ
)
=
= Tr
(
i
2π
∫
Γ(p˜i)
λ−s(p˜i)
(
−∂λ
(
CAt (At − λ)
−1
))
dλ
)
=
= −sTr
(
i
2π
∫
λ
−(s+1)
(p˜i) CAt (At − λ)
−1 dλ
)
= −sTr
(
CA−st,(p˜i)
)
, (6.20)
since (At−λ)
−1CAt(At−λ)
−1 and (At−λ)
−2CAt are trace class operators in L2(M,E)
whose trace norms are O
(
|λ|−1
)
for λ ∈ Γ(p˜i). So
∂tζAt,(p˜i)(s) = −sTr
(
CA−st,(p˜i)
)
(6.21)
for Re s > dimM/ ordA. The term Tr
(
CA−st,(p˜i)
)
on the right in (6.21) is a meromor-
phic function of s by Proposition 3.4 and Remark 3.4. It is a trace class operator
for all s ∈ C. Hence Tr
(
CA−st
)
is holomorphic in s ∈ C and it is equal to TrC for
s = 0.
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Lemma 6.1. Under the conditions of Proposition 6.4 and for ordA ∈ R+, the equal-
ity holds
∂t
(
∂sζA,(p˜i)(s)
∣∣∣
s=0
)
= −TrC. (6.22)
Here, C := log(p˜i)Q is a trace class operator defined by ( 6.18).
Corollary 6.1. Under the conditions of Proposition 6.4, we have
det(p˜i)(QA)
/
det(p˜i)(A) = exp
(∫ 1
0
dtTr(C)
)
= exp(Tr(C)) =
= detFr(expC) = detFr(Q). (6.23)
Proposition 6.4 is proved. 
Proof of Lemma 6.1. The factor Tr
(
CA−st,(p˜i)
)
on the right in (6.21) is defined for
all s ∈ C. (Indeed, CA−st,(p˜i) is a trace class operator since C is of trace class and
A−st,(p˜i) is a PDO from Ell
−s ordA
0 (M,E).) Note that the value of Tr
(
CA−st
)
at s = 0
is defined and is equal to Tr(C) (since A−st,(p˜i)|s=0 = Id, A is invertible). Thus the
equality (6.22) follows from (6.21). 
Remark 6.5. The equality (6.12) may be also obtained from the assertions as follows.
1. Note that for A ∈ Elld0(M,E), d ∈ R
×, sufficiently close to a positive self-adjoint
PDO, the ratio det(p˜i)(QA)
/
det(p˜i)(A) =: fA(Q) is independent of A ∈ Ell
d
0(M,E) and
of d ∈ R×. Indeed, let A ∈ Elld10 (M,E) and C ∈ Ell
d2
0 (M,E), dj ∈ R
×, be two such
operators and let d1 6= d2. Set B := A
−1C ∈ Elld2−d10 (M,E). Then according to
(2.17) we have
fAB(Q)
/
det(p˜i)(AB) = det(p˜i)(QAB) = F (QA,B)det(p˜i)(QA)det(p˜i)(B) =
= fA(Q)F (QA,B)det(p˜i)(A)det(p˜i)(B) =
= fA(Q)F (QA,B)
/(
F (A,B) · det(p˜i)(AB)
)
. (6.24)
Here, F (A,B) and F (QA,B) are defined by (2.17). By (2.20) F (A,B) depends on
symbols σ(A), σ(B) only, F (A,B) = F (QA,B). Thus fA(Q) = fC(Q). (For d1 = d2
it is enough to take D ∈ Elld0(M,E) with d > d1 sufficiently close to a positive
definite self-adjoint PDO. We have fA(Q) = fD(Q) = fC(Q).) Hence f(Q) := fA(Q)
is independent of A. Note that det(p˜i)(AQ) = det(p˜i)(QA) = f(Q)det(p˜i)(A), since the
operator AQ is adjoint to QA = A−1(AQ)A. The value f(Q) is defined for all Q ∈ F
as det(p˜i)(QA)/det(p˜i)(A) and is independent of an admissible cut L(p˜i) by Remark 2.1.
2. The function f(Q) is multiplicative, i.e., f (Q1Q2) = f (Q1) f (Q2).
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Indeed, for PDOs A ∈ Elld10 (M,E) and B ∈ Ell
d2
0 (M,E), dj ∈ R+, sufficiently close
to positive definite self-adjoint PDOs we have
f (Q1Q2) det(p˜i)(AB) = det(p˜i) (Q1Q2AB) = det(p˜i) (Q2ABQ1) =
= F (A,B)det(p˜i) (Q2A) det(p˜i) (BQ1) = f (Q1) f (Q2) det(p˜i)(AB). (6.25)
3. Let A ∈ Elld0(M,E), d ∈ R+, be a positive self-adjoint PDO. Let {ei}, i ∈ Z+, be
an orthonormal basis in the L2-completion of Γ(M,E) consisting of the eigenvectors
of A. (Such a basis exists according to [Sh], Ch. I, § 8, Theorem 8.2.)
Let Q be an operator with its matrix elements with respect to the basis {ei},
Qei = ((λ− 1)δ1i + 1) ei, λ ∈ C×. Then Q ∈ F and we have
log det(p˜i)(QA) = −∂sζQA,(p˜i)(s)
∣∣∣
s=0
= log λ+ log ζA,(p˜i)(s)
∣∣∣
s=0
. (6.26)
Hence for this Q we have f(A) = λ. Since the K1-functor K1(C) is equal to C×
([Mi]) and since f(Q) is multiplicative in Q, we have f(Q) = det(Q) for Q such that
Q− Id is a finite size invertible square matrix. (In (6.26) Q− Id is equal to λ− 1.)
4. For an arbitrary Q ∈ F and for any s ∈ R, N ∈ Z+ there exists a sequence of
Qi = Id+Ki ∈ F with finite rank operators Ki such that Qi tends to Q as i→∞ as
a sequence of operators from the Sobolev space Hs(M,E) into Hs+N(M,E).
Let N be greater than ordA + dimM , ordA ∈ R×. Then det(p˜i)(QiA) tends to
det(pi)(QA) as i tends to infinity. So we have
det(p˜i) (QiA)
/
det(p˜i)(A) =: f (Qi) = detFr (Qi) ,
f(Q) := det(p˜i)(QA)
/
det(p˜i)(A) = lim
i→∞
detFr (Qi) = detFr(Q).
(6.27)
The convergence det(p˜i) (QiA) → det(p˜i)(QA) as i → ∞ follows from the Cauchy
integral formula for ∂z (ζQA(z)− ζQiA(z)).
Proposition 6.5. Let a smooth family of logarithms logAt ∈ ell(M,E), 0 ≤ t ≤ 1,
exist for some smooth curve At of invertible elliptic operators in Ell
z
0(M,E), σ (At) =
σ(A), 0 ≤ t ≤ 1. Then the equality ( 6.17) holds.
Proof. Set ζAt(s) := TR
(
A−st
)
for sz 6= 0. Then by Proposition 3.4 Ress=0 ζAt(s) =
− res Id = 0. Hence by this Proposition ζAt(s) is regular at s = 0. For Re(sz) >
dimM , the operators A−st are of trace class. In view of Remark 3.4 we conclude
(analogous to (2.25), (2.26)) that for Re(sz) > dimM the equalities hold
Tr
(
A−st
)
= TR
(
A−st
)
= ζAt(s),
∂tζAt(s) = −sTR
(
A˙tA
−1
t · A
−s
t
)
= −sTr
(
A˙tA
−1
t · A
−s
t
)
.
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Here, A˙tA
−1
t =: Ct, where Ct is a trace class operator. Hence
∂t∂s (−ζAt(s))
∣∣∣
s=0
= Tr
(
CtA
−s
t
) ∣∣∣
s=0
. (6.28)
The expression on the right in (6.28) for all s are the traces of trace class operators.
Hence this expression is regular for all s, and we can set s = 0 on the right in (6.28),
∂t∂s (−ζAt(s))
∣∣∣
s=0
= Tr (Ct) .
Thus
det (A1) / det (A0) = exp
(∫ 1
0
Tr (Ct) dt
)
= detFr
(
A1A
−1
0
)
. (6.29)
The formula (6.17) is applicable to this case. 
Definition. Let A be an invertible elliptic PDO of a nonzero complex order
z ∈ C×, A ∈ Ellz0(M,E), such that a logarithmic symbol σ(logA) ∈ Slog(M,E)
exists (i.e., σ(A) = st|t=1 for a solution st of (6.13)). Let B be any element of
ell(M,E) with σ(B) = L. Then the element b := expB ∈ Ellz0(M,E) is defined as a
solution bt|t=1 of ∂tbt = Bbt, b0 = Id. The canonical section of G(M,E) over expL is
defined by
d˜0(B) :=d1(expB)/det(expB), det(expB) :=exp
(
−∂s TR(exp(−sB))
∣∣∣
s=0
)
, (6.30)
det(expB) ∈ C×. By Proposition 6.6 below d˜0(B) depends on σ(B) = L ∈ Slog(M,E)
only. Thus we can define d˜0(σ(logA)) by the expression on the right in (6.30) for any
B ∈ ell(M,E) with σ(B) = σ(logA).
Remark 6.6. We don’t suppose in the definition of d˜0(σ(logA)) that there exist a
logA ∈ ell(M,E). We can take any B ∈ ell(M,E) with σ(B) = σ(logA) in
Slog(M,E) and define d˜0(σ(logA)) as the expression on the right in (6.30).
Remark 6.7. The definition of d˜0(σ(logA)) provides us with a canonical prolongation
of the zeta-regularized determinants to a domain where zeta-functions of elliptic oper-
ators do not exist. Namely let A ∈ Ellz0(M,E), z ∈ C
×, be an invertible elliptic PDO
such that σ(logA) is defined. (However we do not suppose that a logA ∈ ell(M,E)
exists. An element L ∈ Slog(M,E) is a symbol σ(logA), if σ(A) is equal to st|t=1
for a solution st of (6.13).) Then det(A) (corresponding to a given L = σ(logA)) is
defined by
det(A) := d1(A)/d˜0(σ(logA)). (6.31)
If σ(logA) exists but logA does not exist, then det(A) can be canonically defined by
(6.31). However zeta-regularized determinants detζ(A) are not defined in this case.
(Indeed, for any detζ(A) to be defined, an appropriate zeta-function ζA(s) has to be
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defined. But if a logA does not exist, then a family of complex powers A−s does not
exist.)
The formula (6.31) provides us with a definition of a canonical determinant of
elliptic PDOs in its natural domain of definition. This determinant is a function
of A ∈ Elld0(M,E), d ∈ C
×, and of σ(logA). A simple sufficient condition for the
existence of σ(logA) is given in Remark 6.9 below. For zero order elliptic PDOs of
the odd class on an odd-dimensional closed manifold, a definition of their canonical
determinant is given in Section 4, Corollary 4.1.
Some clearing and explanation of the problem of the existence of a logA if σ(logA)
exists, is contained in Remark 6.3. Let A be an invertible elliptic PDO such that
σ(logA) exists and ordA ∈ C× but such that the condition (6.14) for σ(logA) is
not satisfied. Then we are sure that in general logA does not exist (though σ(logA)
exists by our supposition).
Note also that if A is an elliptic operator of a real positive order d and if σd(A)
is sufficiently close to a positive definite self-adjoint symbol, the function ζA(s) :=
ζA,p˜i(s) and log(p˜i)A can be defined by an admissible cut L(p˜i) of the spectral plane
(sufficiently close to L(pi)), Section 2. In this case, the determinant (6.31) coincides
with detζ(A). Namely in this case,
d0(A) = d˜0(σ(log(p˜i)A)), det(A) = exp (−∂s|s=0ζA,p˜i(s)|s=0) = detζ(A). (6.32)
Remark 6.8. With respect to the exponential maps in the determinant Lie group
G(M,E) and in the group Ell×0 (M,E) of invertible elliptic PDOs of complex or-
ders the situations are different. Namely these groups are fiber bundles over their
quotients,
pG : G(M,E)→ SEll
×
0 (M,E), (6.33)
pE : Ell
×
0 (M,E)→ SEll
×
0 (M,E). (6.34)
The fiber of (6.33) is F0\F = C and the fiber of (6.34) is F (F and F0 are defined at
the beginning of this section, (6.1)). The image of the exponential map in G(M,E),
(6.33), contains the whole fibers of pG. Indeed, if σ(logA) ∈ Slog(M,E) exists, then
{exp(σ(logA) + c · 1) for c ∈ C} in exp
(
g˜(l)
)
→ G(M,E) is C× · d1(A) = p
−1
G (σ(A)).
(If a σ(logA) does not exist, then there are no points in p−1G (σ(A)) belonging to
the image of exp in G(M,E).) But in Ell×0 (M,E), (6.34), the picture is completely
different. Namely let A ∈ Ell×0 (M,E), ordA 6= 0, and let σ(A) have a logarithm
σ(logA). However let the condition (6.14) be not satisfied for σ(logA). Then we
are sure that in general there are no logA with given σ(logA). But it is clear that
there is an element B ∈ ell(M,E) with σ(B) = σ(logA). So expB ∈ p−1E (σ(A)) ⊂
Ell×0 (M,E) and the image of exp in Ell
×
0 (M,E) contains some points in p
−1
E (σ(A)).
However if the condition (6.14) is not satisfied for σ(logA), then the differential of
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the map B → expB for B ∈ ell(M,E), σ(B) = σ(logA), is not a map onto fibers of
T
(
p−1E (σ(A))
)
.
Remark 6.9. There is a rather simple sufficient condition for the existence of σ(logA)∈
Slog(M,E) for a given elliptic symbol σ(A) ∈ Ell
×
0 (M,E). It is enough that there is
a smooth field of cuts L(θ)(x, ξ) over points (x, ξ) of a cospherical bundle S
∗M such
that L(θ)(x, ξ) is admissible for the principal symbol σd(A)(x, ξ) (i.e., that σd(A)(x, ξ)
has no eigenvalues on L(θ)) and that there is a smooth function f : S
∗M → R such
that θ(x, ξ) = f(x, ξ) modulo 2πZ. Under these conditions, the symbol σ (Az) is
defined by the formulas (2.3), (2.6) of Section 2. Here the existence of f(x, ξ) is used
in the definition of λz in (2.6) (since the branch of λz over (x, ξ) has to be changed
smoothly in (x, ξ) ∈ S∗M). The condition of the existence of f is equivalent to a
topological condition that the map θ : S∗M → S1 = R/2πZ is homotopic to a trivial
one.
Proposition 6.6. Let B1, B2 be elements of ell(M,E) with the same symbols, σ(B1)=
σ (B2), and such that ordBj ∈ C×. Then d˜0 (B1) = d˜0 (B2) (where d˜0 (B) is defined
by ( 6.30)), i.e.,
d1 (expB1) / det (expB1) = d1 (expB2) / det (expB2) . (6.35)
Proof. Let Bt, 1 ≤ t ≤ 2, be a smooth curve in ell(M,E) from B1 to B2 such that
σ (Bt) = σ (Bj) for t ∈ [1, 2]. Then d1 (expBt) / det (expBt) =: d˜0 (Bt) is defined for
t ∈ [1, 2]. By the definition of G(M,E) we have
d1 (expB2) = d1 (expB2 exp(−B1)) d1 (expB1) =
= detFr (expB2 exp(−B1)) d1 (expB1) (6.36)
(because expB2 exp(−B1) ∈ F and the identification F0\F −−→˜ C× is given by the
Fredholm determinant).
By Proposition 6.5 we have
det (expB2) = detFr (expB2 exp(−B1)) det (expB1) . (6.37)
(Here, det (expBj) are defined by (6.30).) So (6.35) follows immediately from (6.36),
(6.37). 
Corollary 6.2. The definition ( 6.30) of d˜0(B) is correct.
We have a partially defined section S → d0(S) ∈ p
−1(S) of the fibration (6.3).
Since
d1(A)d1(B) = d1(AB)
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for A and B from Ell×0 (M,E), we have (using Remark 2.1)
det(p˜i)(AB)
/
det(p˜i)(A)det(p˜i)(B) · d0(σ(A)σ(B)) = d0(σ(A))d0(σ(B)), (6.38)
i.e., F (A,B)d0(AB) = d0(A)d0(B), where F (A,B) = F (σ(A), σ(B)) is given by
(2.19). Here we suppose that the principal symbols of A and B are sufficiently close
to positive definite self-adjoint ones and that ordA, ordB ∈ R×.
Theorem 6.1. The Lie algebra g(M,E) of the Lie group G(M,E) :=det∗SEll
×
0(M,E)
is canonically isomorphic to the Lie algebra g˜ defined by the central extension ( 5.6)
of the Lie algebra g := Slog(M,E).
44
The identification of the Lie algebras g(M,E) and g˜ is done by the identification
of the (local) cocycles for the Lie groups SEll×0 (M,E) and exp (g˜) defined by partially
defined sections S → d0(S) and by X → X˜ (this section is given by ( 6.45) below) of
the C×-fiber bundles G(M,E)→ SEll×0 (M,E) and exp (g˜)→ SEll
×
0 (M,E).
Remark 6.10. On the Lie algebras level we have a central extension
0→ C i−→ g(M,E)
p
−→ g → 0 (6.39)
of g = Slog(M,E) and a cocentral extension
0→ CS0(M,E)→ g
r
−→ C→ 0.
So we have a natural projection
rp : g(M,E)→ C
to a trivial Lie algebra C. The central Lie subalgebra of g(M,E) is C, (6.39). (How-
ever rpi : C→ C is the zero map.) On the Lie groups level we have the extension
1→ C× → G(M,E)→ SEll×0 (M,E)→ 1. (6.40)
(Here, the central subgroup C× appears from a natural construction of the deter-
minant Lie group G(M,E) but not from the exponential map of the Lie algebras
extension (6.39).) The Lie group SEll×0 (M,E) is a cocentral extension
1→ SEll00(M,E)→ SEll
×
0 (M,E)
q
−→ C→ 1, (6.41)
where q is the order of elliptic symbols.
Note that we have a similar situation in case of the subgroup SEll00(M,E) in (6.41).
Namely there is a central subgroup C× := C× · Id →֒
i
SEll00(M,E).
44Note that g(M,E) is also canonically isomorphic to the Lie algebra g˜(l) defined by (5.6). Here,
l = σ(logA) is the symbol of an operator A ∈ Ell10(M,E) such that logA exists (i.e., some root
A1/k of A, k ∈ Z+, possesses a cut L(p˜i)). The canonical identifications Wl1l2 : g˜(l1) → g˜(l2) of Lie
algebras g˜(lj) define the Lie algebra g˜. The associative system Wl1l2 of isomorphisms is given by
Proposition 5.1, (5.11).
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Set GS00(M,E) := SEll
0
0(M,E)/iC
×. Then the multiplicative residue res×, (1.10),
defines a homomorphism
res× : GS00(M,E)→ C (6.42)
onto (additive) group C. We have to note that res× was initially introduced on
SEll×0 (M,E) ([Wo2]). However it defines a homomorphism to C, (1.9), (1.10), and
is equal to zero on the normal subgroup C× · Id →֒ SEll00(M,E). So res
× induces
a homomorphism (6.42). We have to underline that res×(a) (for a ∈ SEll00(M,E))
depends on a only and not on a smooth curve a(t) from Id = a(0) to a = a(1) used
in (1.10). This assertion is equivalent to the equality
resP = 0 (6.43)
for any zero order PDO-projector P ∈ CL0(M,E), P 2 = P . (Here, res is the
noncommutative residue.) The equality (6.43) is equivalent to the independence of
ζA(0) (for invertible A ∈ Ell
d
0(M,E), d 6= 0, such that complex powers A
s exist) of a
holomorphic family As, i.e., to the fact that ζA(0) depends on A only. (The equality
(6.43) is proved in [Wo1].)
However, “difficult” parts in the diagrams {(6.40), (6.41)}, and (6.42) are different.
In (6.40) it is not easy to see from the definition of g˜ that the central subgroup of
G(M,E) is C×. (It is proved with the help of the direct definition of G(M,E) and
of Theorem 6.1.) The central subgroup of SEll00(M,E) is C
× · Id (and it is an easy
part). But the existence of the homomorphism (6.42) is equivalent to the equalities
(6.43) for all zero order PDO-projectors P . This fact is equivalent to the existence
of η-invariants (and it is not so clear).
Proof of Theorem 6.1. Let X ∈ SElld0(M,E), where d = d(X) ∈ R
×. Let log(pi)X
exist. Set lX := log(pi)X/d(X). Then l = lX defines a central extension g˜(l) (5.6) of
the Lie algebra g := Slog(M,E). We have the splitting of the linear space
g˜(l) = Slog(M,E)⊕C · 1. (6.44)
(Here, 1 is the generator of the kernel C in (5.6). This splitting is defined by (5.7).)
Hence the element l ∈ Slog(M,E) defines an element l˜ ∈ g˜(l), l˜ := l + 0 · 1.
Set X˜ be an element
X˜ := exp
(
d(X)l˜X
)
= exp
(
˜log(pi)X
)
, (6.45)
where ˜log(pi)X is the inclusion of log(pi)X ∈ Slog(M,E) in g˜(lX ) with respect to the
splitting (6.44). From now on by l˜ogX we denote the image of l˜ogX in g˜ under the
identification45 WlX : g˜(lX ) −−→˜ g˜. The element X˜ in (6.45) is defined as the solution
45The identification Wl : g˜(l) −−−→˜ g˜ is defined by the identifications Wllj of g˜(l) with g˜(lj).
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X˜ := X˜t|t=1 of the equation in G(M,E)
∂tX˜t = ˜log(pi)X · X˜t, X˜0 := Id . (6.46)
For an arbitrary A ∈ Slog(M,E) set ΠlX (A) be the inclusion of A into g˜(lX ) with
respect to the splitting (6.44). Let Y ∈ SEll
d(Y )
0 (M,E), d(Y ) ∈ R
×, and let lY :=
log Y ∈ g be defined.46
Remark 6.11. For any element X ∈ SElld0(M,E) and for any its logarithm dl, l ∈
Slog(M,E), r(l) = 1, the element X˜(l) := expWl (dΠll) in exp (g˜) is defined (Πll is
considered as an element of g˜).
Lemma 6.2. We have
WlX lYΠlX (A) = ΠlY (A) + (A− (r(A)/2) (lX + lY ) , lX − lY )res · 1, (6.47)
[ΠlX (A),ΠlX(B)] = ΠlX ([A,B]) +KlX (A,B). (6.48)
Here, r(A) (defined by ( 5.2)) is the order of a PDO-symbol expA for A∈Slog(M,E)=:
g and Kl(a, b) is the 2-cocycle of g = CS
0(M,E) defined by ( 5.24) (l ∈ r−1(1) and
a, b ∈ g).
(The equality ( 6.47) means that under the identifications Wl1l2 : g˜(l1) −−→˜ g˜(l2)
defined by Proposition 5.1 the elements Πl1(A) ∈ g˜(l1) are mapped to the elements
Πl2(A) + (A− (r(A)/2) (l1 + l2) , l2 − l1) · 1 of g˜(l2).)
Corollary 6.3. Under notations of Lemma 6.2, for A ∈ Slog(M,E) with δr(A) = 0
we have
δWlX (ΠX(A)) =WlX (ΠX(δA))− (A− r(A)lX , δlX)res · 1. (6.49)
Proof of Lemma 6.2. 1. For A := rlX + a0 ∈ g, r := r(A), and for ΠlXA :=
rlX + a0 + 0 · 1 ∈ g˜(lX ), l1 := lX , l2 := lY , we have
Wl1l2Πl1(A) = rl2 + a
′
0 + {(l1 − l2, a0)res + r (l2 − l1, l2 − l1)res /2} · 1,
where rl1 + a0 = rl2 + a
′
0, i.e.,
Wl1l2Πl1(A)− Πl2(A) = {(l1 − l2, a0)res + r (l2 − l1, l2 − l1)res /2} · 1. (6.50)
The term on the right in (6.50) can be transformed as follows
(l1 − l2, a0)res + r (l2 − l1, l2 − l1)res /2 =
= (A− rl1, l1 − l2)res + r (l2 − l1, l2 − l1)res /2 = (A− (r/2) (l1 + l2) , l1 − l2)res .
46Under the latter condition, Y = Yt|t=1 is the solution of the equation ∂tY = logY ·Yt, Y0 := Id.
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The formula (6.47) is proved.
2. For A = r1l + a0, r1 := r(A), a0 ∈ g0, l := lX , ΠlX (A) := r1l + a0 + 0 · 1 ∈ g˜(l),
and for B = r2l + b0, r2 := r(B), B ∈ g0, we have
[ΠlX (A),ΠlX (B)] := [r1l + a0 + 0 · 1, r2l + b0 + 0 · 1]˜g(l) :=
= [r1l + a0, r2l + b0]g +Kl (a0, b0) · 1 = ΠlX ([A,B]) +Kl (a0, b0) · 1 ∈ g˜(l). (6.51)
The formula (6.48) is proved. 
Proposition 6.7. Let X ∈ Elld10 (M,E), Y ∈ Ell
d2
0 (M,E), and XY ∈ Ell
d1+d2
0 (M,E)
possess a cut L(pi) of the spectral plane. Let d1, d2, and d1+d2 be from R×. Then the
elements X˜, Y˜ , and X˜Y are defined and the following equality holds
X˜Y˜
(
X˜Y
)−1
= F (a, b) ∈ C×. (6.52)
Here, a := σ(X), b := σ(Y ), and F (a, b) := F (X, Y ) is defined by ( 2.19).
We have the fixed central extension
1→ C× → exp (g˜) −→
p
SEll×0 (M,E)→ 1. (6.53)
Since X˜ ∈ exp (g˜), Y˜ and X˜Y are the elements of the same group exp (g˜), and since
p
(
X˜Y˜
)
= p
(
X˜Y
)
= XY , the expression on the left in (6.52) is an element of the
kernel C× of (6.53).
Remark 6.12. Proposition 6.7 claims that a partially defined cocycle
f(X, Y ) := X˜Y˜
(
X˜Y
)−1
coincides with the cocycle F (σ(X), σ(Y )) defined by (2.19). The cocycle f(X, Y ) is
defined (in particular) forX and Y sufficiently close to symbols of positive self-adjoint
elliptic PDOs of positive real orders.
Remark 6.13. We use a non-standard and not completely rigorous notion of a “par-
tially defined 2-cocycle” of a Lie group G (in our setting a subgroup of SEll×0 (M,E)
consisting of real order symbols). We have in mind a function defined on an open
set of pairs of elements of G obeying the cocycle condition on a nonempty open set
of triples of group elements. The most close known to us notion is the cohomology
of semigroups or monoids (see [McL], Chapter X.5). Indeed, in formulas for one of
the standard cochain complexes computing the group cohomology one does not use
inversion of elements of G. Namely
(dc) (g1, . . . , gn+1) =
n∑
i+1
(−1)ic (g1, . . . , gigi+1, . . . , gn+1) .
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Here c denotes n-cochain of G ∋ gi with the values in any trivial G-module, dc is the
coboundary of c.
It is known in topology that under some mild conditions, the cohomology of a
semigroup coincides with the cohomology of the universal group generalized by this
semigroup (see [A3], § 3.2, pp. 92–93). Formulas (6.122)–(6.128) are applicable in a
more general situation than ours. These formulas show explicitly how to pass from
partially defined 2-cocycles to germs at identity of cohomologous group cocycles.
Moreover, arguments of Section 6.4 show that we have a canonical associative system
of isomorphisms between corresponding central extensions of local Lie groups. Hence
we obtain a canonical central extension of the local Lie group and of the corresponding
Lie algebra. We will not develop a general formalism of partially defined cocycles
here because in our situation we have made everything explicitly.
Proof of Proposition 6.7. The following lemmas hold.
Lemma 6.3. Let a logarithm logX ∈ g of X ∈ Ellα0 (M,E), α 6= 0, exist. Set
l := logX/α. Then for δX with δ ordX = 0 we have
X˜−1(l) δX˜(l) = Π(l)
(
X−1δX
)
. (6.54)
Here, X−1δX ∈ g := Slog(M,E) and X˜
−1
(l) δX˜(l) ∈ g˜ (g˜ is the Lie algebra obtained by
the identifications Wl1l2 of the Lie algebras g˜(l), l ∈ r
−1(1)).
Lemma 6.4. Set f(X, Y ) := X˜Y˜
(
X˜Y
)−1
∈ C×. In the domain of definition for
f(X, Y ) the equality holds for δX, δY such that δ ordX = 0 = δ ordY
(δXf) · f
−1
∣∣∣
(X,Y )
=
(
X−1δX, lX − lY
)
res
+
(
Y −1X−1δX · Y, lY − lXY
)
res
.(6.55)
Lemma 6.5. The expression on the right in ( 6.55) is equal to(
X−1δX, lX − lY X
)
res
= δXf · f
−1
∣∣∣
(X,Y )
. (6.56)
Remark 6.14. According to (2.18), (2.19) for δX with δ ordX = 0 we have
δX logF (X, Y ) =
(
δX ·X−1, lX − lXY
)
res
=
(
X−1δX, lX − lY X
)
res
. (6.57)
Indeed, by conjugation with X we obtain according to (2.16) that(
δX ·X−1, lX − lXY
)
res
=
(
X−1δX, lX − lY X
)
res
.
Thus for such δX we have
δX logF (X, Y ) = δXf(X, Y ). (6.58)
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Remark 6.15. For X = exp(r1l), Y = exp(r2l) (with l ∈ r
−1(1) ⊂ g, rj ∈ R×) we
have
F (X, Y ) = f(X, Y ) = 0.
Hence Proposition 6.7 follows from Lemmas 6.3, 6.4, 6.5. 
Now we can finish the proof of Theorem 6.1.
The (local) section S → d0(S) of the C×-fiber bundle G(M,E) → SEll
×
0 (M,E)
is also defined by the cocycle F (A,B) = f(A,B). Thus we conclude that the real
subalgebras of real codimension 1 of our Lie algebras, consisting of elements of real
orders, are canonically isomorphic (by Remark 6.13 we have an isomorphism of lo-
cal Lie groups). Moreover, this isomorphism is complex linear on the subalgebras
consisting of elements of zero order. Hence the complexification of our isomorphism
along one real direction (of ord) gives us a canonical isomorphism of complex Lie
algebras. Theorem 6.1 is proved. 
Remark 6.16. The local section X˜ of the C×-fiber bundle exp (g˜) → SEll×0 (M,E) is
the exponential of the cone C ⊂ g˜ of the null vectors for the invariant quadratic form
on g˜ defined by Proposition 5.2. Indeed, log X˜ = ordX · lX (for ordX 6= 0) is an
element of the cone ClX ⊂ g˜(lX ) of the null vectors for the invariant quadratic form
Al on g˜(lX ) (defined by (5.25)). These cones Cl are canonically identified with the
cone C ⊂ g˜ (under the system of isomorphisms Wl1l2 , Proposition 5.1).
In the proof of Theorem 6.1 we show that elements d0(σ(A)) ∈ G(M,E) for elliptic
symbols σ(A) with α := ordA ∈ R× (and such that the principal symbols σα(A) are
sufficiently close to positive definite self-adjoint ones) belong to the exponential of
the canonical cone C ⊂ g˜.
We define also the elements d˜0(σ(logA)) for elliptic A with ordA ∈ C× such
that σ(logA) exists. It follows from the definition of d˜0(σ(logA)), (6.32), that such
elements form the exponential image of a C×-cone in the Lie algebra g(M,E) of
G(M,E), g(M,E) is canonically identified with g˜ by Theorem 6.1.
Thus there are two C×-cones in g˜ whose intersections with the hyperplane of log-
arithmic symbols of real orders coincide (in a neighborhood of 0 ∈ g˜). So these two
cones coincide.
Proof of Lemma 6.3. LetXt be a solution in SEll
×
0 (M,E) of an ordinary differential
equation
∂tXt = αlXXt, X0 := Id . (6.59)
(Under the conditions of Lemma 6.3, we have X = X1. The solution of (6.59) exists
for 0 ≤ t ≤ 1.)
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Let X˜t be a solution in G(M,E) (6.10) of the equation
∂tX˜t = ΠX (αlX) · X˜t, X˜0 := Id . (6.60)
By Lemma 6.6 below, we have
δX ·X−1 =
∫ 1
0
Ad (Xt) · δX (αlX) dt,
δXX˜ · X˜
−1 =
∫ 1
0
Ad
(
X˜t
)
· δX (αΠX lX) dt.
(6.61)
We have also
∂t (Ad (Xt) ·m0) = ad (αlX) ·mt (6.62)
for m0 ∈ g := Slog(M,E), mt := Ad (Xt) ·m0.
Under the conditions of this lemma, an element m0 := δX (αlX) belongs to
CS0(M,E) =: g0 ∈ Slog(M,E) =: g and we have
ΠX∂tmt = ∂tΠXmt = ad (αΠX lX) · ΠXmt. (6.63)
To prove (6.63), note that
ΠX∂tmt := ΠX (ad (αlX) ·mt) = ad (αΠX lX) · ΠXmt. (6.64)
The latter equality follows from (5.7) and from (5.5) since for an arbitrary C ∈ g0
we have
[ΠXαlX ,ΠXC ]˜g(lX )
= ΠX [αlX , C]g +KlX (lX , mt) · 1, (6.65)
and since Kl(l, C) = 0 for C ∈ g0. Hence we have two dinamical systems
∂t,0C = ad (αlX) · C on g0 ∋ C,
∂t,(lX )C1 = ad (ΠX (αlX)) · C1 on g˜(lX ) ∋ C1,
(6.66)
such that they are in accordance with a linear map ΠX : g0 → g˜(lX ), i.e., we have
ΠX∂t,0C = ΠX (ad (αlX) · C) = ad (ΠX (αX lX)) · ΠXC = ∂t,(lx)ΠXC. (6.67)
The equality
ΠXmt = Ad
(
X˜t
)
· ΠXm0 =: m˜t (6.68)
follows from (6.67) and (6.63) since the equation (6.60) has a unique solution. From
(6.68) we have
m˜t ∈ ΠXg0, (6.69)
since mt := Ad (Xt) ·m0 ∈ g0 for m0 ∈ g0.
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It follows from (6.61), (6.63), (6.68) that
ΠX
(
δX ·X−1
)
= ΠX
∫ 1
0
mtdt =
∫ 1
0
ΠXmtdt =
∫ 1
0
m˜tdt = δX˜ · X˜
−1. (6.70)
To prove the equality (6.54), note that
X−1δX = Ad
(
X−1
)
◦
(
δX ·X−1
)
,
X˜−1δX˜ = Ad
(
X˜−1
)
◦
(
δX˜ · X˜−1
)
,
(6.71)
X−1 = Xt|t=−1 for the solution Xt of (6.59), X˜
−1 = X˜t|t=−1 for X˜t from (6.60).
We see from (6.70) and from (6.60) that
ΠX
(
δX ·X−1
)
= δX˜ · X˜−1, δX ·X−1 ∈ g0,
ΠXmt = Ad
(
X˜t
)
· ΠXm0
(6.72)
for m0 ∈ g0, mt := Ad (Xt) ·m0. Hence we obtain
X˜−1 · δX˜ = Ad
(
X˜−1
) (
δX˜ · X˜−1
)
= Ad
(
X˜t|t=−1
)
◦ ΠX
(
δX ·X−1
)
=
= ΠX Ad (Xt|t=−1) · ΠX
(
δX ·X−1
)
= ΠX
(
X−1δX
)
. (6.73)
The latter equality in (6.73) follows from (6.65), (6.64), and from (6.59) since Ad (Xt)·
(X−1δX) ∈ g0. The lemma is proved. 
Lemma 6.6. Let A be a symbol from SEllα0 (M,E) (α ∈ C) or let A be an element
of the group G(M,E) (defined by ( 6.10)). Let there exist a logarithm LA of A,
A := exp (LA).
47 Let δA do not change an order of A. (For A ∈ G(M,E) the order
of p(A) ∈ SEll×0 (M,E) is defined, p : G(M,E)→ SEll
×
0 (M,E).) Then we have
δA · A−1 = F (ad (LA)) ◦ δLA, (6.74)
where
F (ad (LA)) :=
∫ 1
0
dtAd (At) , At := exp (tLA) . (6.75)
Proof. According to Duhamel principle we have for A := exp (LA)
δA =
∫ 1
0
AtδLAA1−tdt.
Hence we have
δA · A−1 =
∫ 1
0
Ad (At) · δLA. (6.76)
47LA is an element of g := Slog(M,E) for A ∈ SEll
×
0 (M,E) or of g˜ for A ∈ G(M,E). We have
A = At|t=1, where ∂tAt = LA ·At, A0 := Id.
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Remark 6.17. According to the equality∫ 1
0
dt exp(tz) = (exp z − 1)/z
the expression F (ad (LA)) in (6.75) has formal properties of (exp z − 1)/z|z=ad(LA).
Proof of Lemma 6.4. We have
δXf · f
−1 · 1 = X˜−1
(
δXf · f
−1 · 1
)
X˜
since f ∈ C× · 1 ∈ Ker p (p is from (6.53)) and since δXf · f−1 is an element of the
kernel C in the central extension (5.6). Hence
δXf · f
−1 · 1 = X˜−1δX˜ − Y˜
(
X˜Y
)−1
δX
(
X˜Y
)
Y˜ −1. (6.77)
According to Lemma 6.3 we have
X˜−1δX˜ = ΠX
(
X−1δX
)
,(
X˜Y
)−1
δX
(
X˜Y
)
= ΠXY
(
(XY )−1δX(XY )
)
≡
≡ ΠXY
(
Ad
(
Y −1
)
◦
(
X−1δX
)) (6.78)
because δX ord(XY ) = 0.
By Lemma 6.2 we have
ΠX
(
X−1δX
)
= ΠY
(
X−1δX
)
+
(
X−1δX, lX − lY
)
res
,
ΠXY
(
(XY )−1δ(XY )
)
= ΠY
(
Ad
(
Y −1
)
◦
(
X−1δX
))
+
+
(
Ad
(
Y −1
)
◦
(
X−1δX
)
, lXY − lY
)
res
(6.79)
since X−1δX ∈ g0. Hence we get
δXf · f
−1 · 1 =
{
ΠY
(
X−1δX
)
− Y˜ΠY
(
Ad
(
Y −1
)
◦
(
X−1δX
))
Y˜ −1
}
+
+
(
X−1δX, lX − lY
)
res
+
(
Ad
(
Y −1
)
◦
(
X−1δX
)
, lY − lXY
)
res
. (6.80)
The assertion of the lemma follows from (6.80) and from Lemma 6.7 below. The
latter lemma claims that the first term on the right in (6.80) is equal to zero. 
Lemma 6.7. Let Y be an element from SEll×0 (M,E) of nonzero order α and such
that log Y = αlY is defined. Then the linear operator ΠY : g0 → g˜(lY ) commutes with
Ad(Y ) and with Ad
(
Y˜
)
.48 Namely we have
Ad
(
Y˜
)
◦ ΠY Z = ΠY (Ad(Y ) ◦ Z) (6.81)
48To remind, Y˜ := exp (ΠY (αlY )) lies in G(M,E).
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for Z ∈ g0 (:= Slog(M,E)).
Proof. Let Yt be a solution of an ordinary differential equation in SEll
×
0 (M,E)
∂tYt = αlY · Yt, Y0 := Id .
Let Y˜t be a solution in G(M,E) of
∂tY˜t = ΠY (αlY ) · Y˜t, Y˜0 := Id .
Then we have Y˜ = Y˜1, Y = Y1, and
Ad
(
Y˜t
)
ΠY Z = ΠY (Ad (Yt) ◦ Z)
according to (6.68). The lemma is proved. 
Proof of Lemma 6.5. We have from (2.16) that(
Ad
(
Y −1
)
◦
(
X−1δX
)
, lY − lXY
)
res
=
(
X−1δX,Ad(Y ) ◦ (lY − lXY )
)
res
=
=
(
X−1δX, lY − lY X
)
res
. (6.82)
Hence, from (6.55) and from (6.82) we see that(
δXf · f
−1
) ∣∣∣
(X,Y )
=
(
X−1δX, lX − lY X
)
.
The lemma is proved. 
Remark 6.18. The holomorphic structure on the determinant C×-bundle
p : G(M,E)→ SEll×0 (M,E) (6.83)
is defined. The reason is that all Lie algebras in our situation have natural complex
structures and the isomorphism from Theorem 6.1 is defined over C.
Proposition 6.8. Let C be a positive definite elliptic PDO of order m > 0, C =
exp(mJ), J ∈ ell(M,E), J := log(p˜i)C. Then the splitting ( 6.44) of g˜(l) with l := σ(J)
g˜(σ(J)) = g˜⊕ C · 1 (6.84)
is defined by a homomorphism fJ : CL
0(M,E)→ C,
fJ(L) := TR(L exp(−sJ)− resσ(L)/s)|s=0.
Namely for a curve exp(tL) ∈ Ell00(M,E) we have
∂t log
(
d1(exp(tL))/ exp
(
tΠσ(J)σ(L)
)) ∣∣∣
t=0
= fJ(L). (6.85)
Here, d1(exp(tL)) is the image of exp(tL) in G(M,E) and exp
(
tΠσ(J)σ(L)
)
is a
solution in G(M,E) of the equation
∂tut =
(
Πσ(J)σ(L)
)
ut, u0 = Id,
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Πσ(J)σ(L) is the inclusion of σ(L) ⊂ g0 ⊂ g into g˜(σ(J)) with respect to the splitting
( 6.84).
Proof. The formula (6.85) follows from Proposition 7.1, (7.7), (7.8) below. 
6.1. Topological properties of determinant Lie groups as C×-bundles over
elliptic symbols. For the sake of simplicity the following lemma is written in the
case of a trivial C-vector bundle E := 1N with N large enough.
Lemma 6.8. For a trivial vector bundle 1N =: E, where N is large enough, over an
orientable closed manifoldM , dimM > 0, the C×-extension G(M,E) of SEll×0 (M,E)
is nontrivial.
Namely the Chern character of the associated linear bundle over SEll×0 (M,E) is
nontrivial in H∗
(
SEll×0 (M,E),Q
)
.
Proof. 1. The principal symbols of a family of elliptic operators from Ell×0 (M, 1N)
(parametrized by a map of a smooth manifold A, ϕ : A → Ell×0 (M, 1N)) define a
smooth map
ϕsymb : A× S
∗M → U(N). (6.86)
If N is large enough, then the space of such maps is homotopy equivalent to the
space of maps from A into U(∞). The K-functor K−1(A × S∗M) is defined as
the set of homotopy classes [A × S∗M ;U(∞)] ([AH], 1.3). The Chern character
ch : K−1(A × S∗M) → Hodd(A × S∗M,Q) defines an isomorphism of K−1 ⊗ Q with
Hodd ([AH], 2.4).
2. The space Ell0 (M, 1N) is a bundle over SEll
×
0 (M, 1N) with a contractable fiber
F = {Id+K} = π−1(Id), where K are operators with C∞-smooth kernels on M ×M
(i.e., smoothing operators). The determinant of the index bundle over Ell0 (M, 1N)
is isomorphic49 to the pull-back π∗L to Ell0 (M, 1N) of the associated with G (M, 1N)
linear bundle L over SEll×0 (M, 1N). The Chern character of π
∗L restricted to a family
A of elliptic operators is given by the Atiyah-Singer index theorem for families50
ch
(
ϕ∗symbL
)
= ch(ϕ∗π∗L) =
∫
S∗M
T (S∗M) ch(uA). (6.87)
Here, T (S∗M) is the Todd class for T (S∗M)⊗ C, T corresponds to
Π
(
−yi
1− exp(yi)
·
yi
1− exp(−yi)
)
,
49This isomorphism of linear bundles is not canonical. The existence of such an isomorphism is
proved in Section 6.2.
50The orientation of S∗M differs from the orientation in [AS1], [AS2] and coincides with its
orientation in [P].
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where yi are basic characters of maximal torus of O(n) and the Pontrjagin classes
pj(TX) are the elementary symmetric functions σj of {y
2
i }, T = 1 − p1/12 + . . . .
The uA in (6.87) is an element of K
−1(A× S∗M) corresponding to ϕsymb (6.86). Its
Chern character ch (uA) ∈ H
odd(A × S∗M) corresponds to an element ch (δuA) ∈
Hev(A×S∗M,A×S∗M) in the exact sequence of the pair (B∗M,S∗M) ([AH], 1.10).
Here, B∗M is the bundle of unit balls in T ∗M and δ : K−1(A × S∗M) → K0(A ×
B∗M,A× S∗M) is the natural homomorphism. By the Bott periodicity,
K−1(A× S∗M) = K1(A× S∗M).
3. The family ϕ : A→ Ell0 (M, 1N) is a smooth map to the connected component
of the operators with their principal symbols homotopic to a trivial ones. Hence for
any a ∈ A the map ϕsymb(a) : a× S
∗M → U(N) is homotopic to the map to a point
in U(N). Up to the multiplication of the element u(a) := [ϕsymb(a)] ∈ K
1(S∗M) by
a number n ∈ Z+ the latter condition is equivalent to the equality ch(u(a)) = 0 in
Hodd(S∗M,Q). (Here, we suppose that N is large enough. The torsion subgroup of
K1(S∗M) is a finite group.)
Let A be an orientable closed even-dimensional manifold. Then there is a smooth
map ϕsymb : A× S
∗M → U(N) (where N is large enough) such that
ch (ϕsymb) [A× S
∗M ] 6= 0,
ch (ϕsymb(a)) = 0.
(6.88)
4. Let A = Σ be an orientable compact surface. Let a smooth map ϕsymb satisfy
(6.88). Then the integer multiple of ϕsymb
n · ϕsymb : Σ× S
∗M → U(nN),
n ∈ Z+ is homotopic to a trivial one under the restriction to a×S∗M for any a ∈ Σ.
So there is a smooth family ϕ1 of elliptic PDOs with their principal symbol map
n · ϕsymb, ϕ1 : Σ→ Ell
×
0 (M, 1nN). By (6.87) and (6.88) we have
ch (Indϕ1) [Σ] = ch (ϕ
∗
1π
∗L) [Σ] =∫
S∗M×Σ
T (S∗M) ch (uΣ) = ch (nϕsymb) [S
∗M × Σ] 6= 0.
Then ch(L) is nontrivial in Hodd
(
SEll×0 (M, 1nN) ,Q
)
because
ch(L) [ϕ1Σ] = ch (Indϕ1) [Σ] 6= 0.
The lemma is proved. 
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6.2. Determinant bundles over spaces of elliptic operators and of elliptic
symbols. The line bundle over SEll×0 (M,E) associated with the determinant Lie
group G(M,E) can be defined as follows. The determinant line bundle over the group
Ell×0 (M,E) of invertible elliptic operators is canonically trivialized (as KerA = 0 =
CokerA for A ∈ Ell×0 (M,E)). Any two operators A1, A2 ∈ Ell
×
0 (M,E) with the same
symbols differ by myltiplying by B = A2A
−1
1 ∈ {Id+K}, K are smoothing. The
identification of fibers C = Linv (A1) ∋ 1 and Linv (A2) ∋ 1 over A1 and A2 is defined
as
ξ ∈ Linv (A1)→ ξ/detFr(B) ∈ Linv (A2) . (6.89)
Here, detFr(B) is the Fredholm determinant. These identifications define the line
bundle L over SEll×0 (M,E) canonically isomorphic to the linear bundle associated
with the principal C×-bundle G(M,E) over SEll×0 (M,E). The holomorphic structure
on the C×-bundle G(M,E) over SEll×0 (M,E) (defined in Remark 6.18) gives us the
holomorphic structure on the associated line bundle L.
The group G(M,E) is the group of nonzero elements of L. The image d1(A) of
A ∈ Ell×0 (M,E) in F0\Ell
×
0 (M,E) = G(M,E) (satisfying the multiplicative property
(6.8)) corresponds to the unit 1A in C = Linv(A). The definition (6.89) is compatible
with (6.8) because for ξ ∈ C× we have
ξ · 1A1 = ξ · d (A1) = ξ · d
(
A1A
−1
2
)
· d (A2) = ξ/detFr
(
A2A
−1
1
)
· 1A2 .
Here we use for A1A
−1
2 =: B the equality
detFr(B) = d1(B) ∈ F0\F = C
× ∈ F
(where F are invertible operators of the form Id+K, K is smoothing).
The determinant bundle detEll over the space of elliptic PDOs has the determinant
line det(CokerA)⊗(det(KerA))−1 = detEll(A) as its fiber over a point A ∈ Ell(M,E).
Here, det(V ) := ΛmaxV for a finite-dimensional vector space V over C and L−1 is the
dual space to a one-dimensional C-linear space L. (An elliptic PDO A ∈ Ellq(M,E)
of any order q defines the Fredholm operator between Sobolev spaces H(s)(M,E)
and H(s−m)(M,E), where m := Re q, and KerA ⊂ C
∞(M,E) is independent of s,
[Ho¨2], Theorem 19.2.1 and Theorem 18.1.13 also. The space CokerA is antidual to
KerA∗ ⊂ C∞(M,E∗ ⊗ Ω), where E∗ is antidual to E and Ω is the line bundle of
densities on M .)
Let det0Ell be the restirction of detEll to the connected component Ell0(M,E) of Id
of the space of elliptic PDOs. The natural fibration
π : Ell0(M,E)→ SEll
×
0 (M,E) (6.90)
over the space of symbols of invertible elliptic PDOs has contractible fibers (Id+K)·A
(where A is an invertible elliptic PDO with a given symbol and K are smoothing
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operators, i.e., their Schwartz kernels are C∞ on M ×M). Hence there are global
sections of this fibration.
Proposition 6.9. The linear bundle detEll over Ell0(M,E) is isomorphic to π
∗L,
where L is the linear bundle over SEll×0 (M,E) associated with the determinant Lie
group (and π is the projection ( 6.90)). This identification is not canonical. Any
global section s : SEll×0 (M,E)→ Ell0(M,E) defines a canonical identification of line
bundles s∗ det0Ell and L over SEll
×
0 (M,E).
This assertion is proved with the help of the following lemma.
Lemma 6.9. There is an associative system ϕA1,A2 : detEll (A1) −−→˜ detEll (A2) of
canonical linear identifications for Aj from the same fiber of π. If A1 and A2 are
invertible elliptic PDOs, then detEll (Aj) is canonically C and ϕA1,A2 is the multipli-
cation by the Fredholm determinant (detFr(B))
−1, B := A2A
−1
1 .
Proof. These identifications are defined as follows. Let A0, A1, A2 be elliptic PDOs
from the same fiber of π and let A0 be invertible. There are smoothing operators Sj,
j = 1, 2, such that
Aj = (Id+Sj)A0.
The determinant line Linv(A0) is canonically C. The PDO A0 defines (in a canon-
ical way) the identification of Linv(A0) with (det(E1)) ⊗ (det(E0))
−1, where E0 ⊂
Γ(M,E) is a finite-dimensional space of smooth sections, E1 := A0E0. Let E˜0,
E˜1 be finite-dimensional subspaces of Γ(M,E) such that KerA1 ⊂ E˜0 and the im-
age of the natural map from E˜1 into CokerA1 is CokerA1. Then the determinant
line detEll (A1) is canonically isomorphic (by the action of the operator A1) with
det
(
E˜1
)
⊗
(
det
(
E˜0
))−1
. In particular, it is canonically identified (by A1) with
det
(
A0E˜0
)
⊗
(
det
(
E˜0
))−1
, E˜0 := E0 (A1, A0) = A
−1
0 K−1 (S1) , (6.91)
where K−1 (S1) is the (algebraic) eigenspace for S1 corresponding to S1-eigenvalue
(−1) (i.e., dimC K−1 is the algebraic multiplicity of (−1) for S1). The operator S1 is
a compact one in L2(M,E). Hence dimE0 (A1, A0) = dimK−1 (S1) < ∞. We have
the composition of canonical isomorphisms (for E0 := E0 (A1, A0)) defined by the
operators A0 and A1,
Linv (A0)
ψ(A0)
−−−→˜ det
(
A0E˜0
)
⊗
(
det
(
E˜0
))−1 ψ(A1)
←−−−˜ detEll (A1) . (6.92)
The truncated Fredholm determinant det′Fr (Id+S1) is defined as the Fredholm
determinant of the operator (Id+S1) restricted to the invariant subspace for (Id+S1)
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complementary to K−1 (S1) in L2(M,E). The identification of the lines
ϕA0,A1 : Linv (A0) −−→˜ detEll (A1)
is the composition of the identifications (6.92) multiplied by (det′Fr (Id+S1))
−1
. (Note
that if A1 is invertible, then E0 = 0, det (E0) is canonically C, and detFr (Id+S1) =
det
(
A1A
−1
0
)
. So this definition is compatible with (6.89).) The identification of the
lines
ϕA1,A2 : detEll (A1) −−→˜ detEll (A2) (6.93)
is defined as ϕA0,A2 · (ϕA0,A1)
−1.
Lemma 6.10. The isomorphism ( 6.93) is independent of an invertible PDO A0 from
the same fiber.
Proof. Indeed, let A′0 be another invertible PDO with the same symbol as σ (A0).
Then we have
ϕA0,A1 = ϕA′0,A1ϕA0,A′0 , (6.94)
where ϕA0,A′0 is the identification (6.89) of the lines Linv (A0) = detEll (A0) and
detEll (A
′
0).
To prove (6.94), we use the interpretation of the isomorphism ϕA0,A1 as follows.
We have
ϕA0,A1 (1A0) = det
′
Fr
(
A1A
−1
0
)
·
(
A0e0 ∧ e
−1
0
)
, (6.95)
where e0 ∈ det
(
E˜0
)
, e0 6= 0, and A0e0 is the image of e0 in det
(
E˜1
)
:= det
(
A0E˜0
)
.
(Here, E˜j are the same as in (6.91). The determinant line bundle det
(
E˜1
)
⊗(
det
(
E˜0
))−1
is identified with detEll (A1) by ψ (A1).) Let E1 be a finite-dimensional
invariant subspace corresponding to algebraic eigenspaces for A1A
−1
0 with eigenvalues
λ ∈ Spec
(
A1A
−1
0
)
, |λ| < C, C ∈ R+. So E˜1 ⊂ E1. Set E0 := A
−1
0 E1. Then we have
ϕA0,A1 =
(
det′Fr
(
(1− pE1)A1A
−1
0
))−1
ϕA0,A1 (E•) , (6.96)
where ϕA0,A1 (E•) is the composition of identifications (defined by A0 and A1)
Linv (A0)
ψE• (A0)−−−−−→˜ det (E1)⊗ det
(
E−10
) ψE•(A1)←−−−−−˜ detEll (A1) , (6.97)
and pE1 is the spectral projection of L2(M,E) on the algebraic eigenspaces for
A1A
−1
0 = Id+S1 with eigenvalues λ, |λ| < C. The determinant lines det(E•) :=
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(det (E1))⊗ (det (E0))
−1 and det(E˜•) :=
(
det
(
E˜1
))
⊗
(
det
(
E˜0
))−1
in (6.97) and in
(6.91) are identified by A0,
ψE˜•,E• (A0) : det
(
E˜•
)
−−→˜ det(E•). (6.98)
The elements in these determinant lines corresponding to the same element a ∈
det (A1), a 6= 0, are connected by the identification (6.98). (This assertion is compat-
ible with the ratio of Fredholm determinant factors in the expressions for ϕA0,A1 with
the help of ψA0,A1(E•) and ψA0,A1
(
E˜•
)
.) Hence ϕA0,A1 (1A0) can be interpreted as
an element of the system of determinant lines det(E•) identified by ψE˜•,E• (A0) with
det
(
E˜•
)
. This assertion means that formally ϕA0,A1 (1A0) has the properties of the
expression A0e ∧ e
−1, where e is a nonzero “volume element” from “det (L2(M,E))”
and A0e is the image of e in “det
(
H(−m)(M,E)
)
”, m := Re (ordA0). Here, e is de-
fined by a basis (e1, . . . , en, . . . ) from a class of admissible basises in L2(M,E). This
class is defined as an orbit of a given orthonormal basis by the action on it of the
group F of invertible operators of the form Id+K, K are smoothing.
Let e be the volume element defined by an admissible basis (e1, . . . , en, . . . ) and
let f be the volume element defined by (f1, . . . , fn, . . . ) = B (e1, . . . , en, . . . ), B ∈ F .
Then we have
f = detFr(B) · e, Af = detFr(B) · Ae. (6.99)
(This interpretation has some analogy with the construction of the determinant bun-
dle over the Grassmanian of a Hilbert space in [SW], § 3.)
Let A0 be an invertible PDO with the same symbol as σ (A0). Hence we have by
(6.95), (6.99)
ϕA′0,A1
(
1A′0
)
= A′0e ∧ e
−1 = det
(
A′0A
−1
0
) (
A0e ∧ e
−1
)
= det
(
A′0A
−1
0
)
ϕA0,A1 (1A0) .
So the equality (6.93) is proved since
ϕA0,A′0 (1A0) =
(
detFr
(
A′0A
−1
0
))−1
· 1A′0 .
The lemma is proved. 
Proof of Proposition 6.9. Let s be a section of the fibration (6.90), πs = Id on
SEll×0 (M,E). Then the line bundle s
∗ detEll over SEll
×
0 (M,E) is isomorphic to the
line bundle L associated with the C×-fibration of the determinant Lie group over
SEll×0 (M,E). Namely the associative system ϕA1,A2 identifies linearly the fibers of
detEll for A1, A2 from any fiber of π and defines a line bundle L1 over SEll
×
0 (M,E)
isomorphic to L. The linear bundle detEll is isomorphic to π
∗L1 = π
∗L since π is a
fibration with constructible fibers. We have
L = s∗π∗L = s∗π∗L1 = s
∗det0Ell.
DETERMINANTS OF ELLIPTIC PSEUDO-DIFFERENTIAL OPERATORS 105
The canonical identification L = L1 follows immediately from the coincidence of the
identifications (6.89) with ϕA1,A2 for invertible A1, A2 and from the associativity of
ϕA1,A2 given by Lemma 6.9. 
Remark 6.19. (A holomorphic structure on det0Ell) A natural holomorphic structure
on Ell0(M,E) is defined as follows. We have a natural projection
p : Ell0(M,E)→ SEll0(M,E) (6.100)
with an affine fiber {Id+K}, where K are smoothing. (Elements of this fiber may
have the zero Fredholm determinant.) A projection p1 : Ell0(M,E) → ps(M,E) on
the space of principal elliptic symbols (of all complex orders) has as its fiber an affine
space Id+CL−1(M,E). These fibers have a natural complex structure invariant
under the adjoint action of the group Ell×0 (M,E) of invertible elliptic PDOs. The
base ps(M,E) has a natural complex structure (analogous to the one defined in
Remark 4.18. This structure induces complexes structures on all other connected
components of Ell(M,E) by (left or right) multiplying by representatives of these
components.
The line bundle det0Ell over Ell0(M,E) has a natural holomorphic structure. It is
the structure induced from a holomorphic structure on the determinant line bundle
L on SEll×0 (M,E) (associated with G(M,E)
51) under a (local) holomorphic section
r of p, r : U → p−1U . A holomorphic section of det0Ell over r(U) defines a section of
det0Ell over p
−1(U) with the help of the canonical associative system of identifications
(defined in Lemma 6.9) of the fibers of det0Ell over the fibers p
−1(x), x ∈ U . These
sections over p−1(U) define a natural holomorphic structure on det0Ell.
6.3. Odd class operators and the canonical determinant. The odd class PDOs
are introduced in Section 4. They are a generalization of DOs. Let Ell×(−1)(M,E) ⊂
Ell×0 (M,E) be a subgroup of invertible elliptic PDOs of the odd class.
52 Then the
subgroup of Ell×0 (M,E) generated by elliptic DOs is contained in Ell
×
(−1)(M,E) and
every element of Ell×(−1)(M,E) has an integer order.
The multiplicative anomaly on an odd-dimensional closed manifold is zero for op-
erators A,B ∈ Ell×(−1)(M,E) such that ordA, ordB, ordA+ordB ∈ Z\0. Thus using
the multiplicative property, we can define unambiguously a determinant det(A) for
zero order A ∈ Ell×(−1),0(M,E) with σ0(A) close to a positive definite self-adjoint
one, Corollary 4.1. The canonical determinant det(−1)(A) for any odd class invert-
ible zero order elliptic PDO A (on an odd-dimensional M) with a given σ(logA) ∈
CS0(−1)(M,E) is defined below, (6.111). These two determinants are equal for odd
51The line bundle L over SEll×0 (M,E) is explicitly defined at the beginning of this subsection. A
natural holomorphic structure on it is defined with the help of Remark 6.18.
52Ell×0 (M,E) is the group of invertible elliptic PDOs of complex orders.
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class elliptic A of zero order sufficiently close to positive definite self-adjoint ones and
for an appropriate σ(logA). (It is proved below.)
Let G(−1)(M,E) be the determinant Lie group restricted to the odd class elliptic
PDOs, i.e., G(−1)(M,E) be the quotient F0\Ell
×
(−1),0(M,E).
Let Ell0(−1),0(M,E) ∋ Id be a connected component of Ell(−1)(M,E) and let
G0(−1)(M,E) := F0\Ell
0
(−1),0(M,E)
be an appropriate determinant Lie group. Then the Lie algebra ell0(−1)(M,E) of
Ell0(−1),0(M,E) is equal to CL
0
(−1)(M,E) by Proposition 4.2.
Let lj := σ
(
log(θj)Aj
)
/ ordAj , where Aj ∈ Ell
mj
(−1),0(M,E), mj are even, mj 6= 0,
and L(θj) are admissible (for Aj) cuts of the spectral plane. Let g˜(−1),(lj ) be a one-
dimensional central extension of the Lie algebra CS0(−1)(M,E) given by the cocycle
K(lj)(M,E), Lemma 5.1, (5.5), Remark 5.1, (5.6), (5.7).
Remark 6.20. In the definition of logarithmic symbols σ (logAj) it is enough to use
a smooth field of admissible for (Aj − λ)
−1 spectral cuts θj : P
∗M → S1 = R/2πZ as
in Remark 4.8. (This map has to be homotopic to a trivial one.) These fields of cuts
may depend on Aj .
For such defined logarithmic symbols lj = σ (logAj) / ordAj , Propositions 6.10,
6.11, Lemma 6.11 (and Corollary 6.4) are valid. The existence of such fields of
spectral cuts is a property of a symbol σ (Aj) (but not of an even order PDO Aj
itself). If these fields exist, then the Lie algebras (over Z) g˜Z(−1),(l1) −−→˜ g˜Z(−1),(l2)
(defined below) are canonically identified by Wl1l2 , Proposition 6.11.
Proposition 6.10. The extensions g˜(−1),(lj ) of the Lie algebra CS
0
(−1)(M,E) for a
closed odd-dimensional M are canonically identified by an associative system of iso-
morphisms Wl1l2 : g˜(−1),(l1) → g˜(−1),(l2) defined in Proposition 5.1, ( 5.11). These iso-
morphisms are Id with respect to the coordinates in ( 5.11).
Proof. By Corollary 4.3 and by Remark 4.7 l1− l2 belongs to CS
0
(−1)(M,E). So the
identification (5.11), Wl1l2(a+ c · 1) = a + c
′ · 1, for a ∈ CS0(−1)(M,E) is given by
c′ = c + (l1 − l2, a)res = c (6.101)
in view of Remark 4.5, i.e., Wl1l2 = Id. 
However the logarithms of the odd class elliptic PDOs form a Lie subalgebra (over
Z) ellZ(−1)(M,E) ⊂ ell(M,E). Elements of ell
Z
(−1)(M,E) take the form mL+ a, where
m ∈ Z, a ∈ CS0(M,E), and 2L is a logarithm of an element of Ell2(−1),0(M,E)
(for example, of ∆E + Id, ∆E is the Laplacian of a unitary connection ∇
E on E).
Analogous subgroups g˜Z(−1),(lj ) of g˜(lj) are defined.
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Proposition 6.11. The identifications Wl1l2, ( 5.11),
Wl1l2 : g˜
Z
(−1),(l1)
−−→˜ g˜Z(−1),(l2)
are Id (over S(−1),log(M,E), the Lie algebra over Z of SEll
×
(−1),0(M,E)) on an odd-
dimensional closed M with respect to the coordinates ( 5.11) in the central extensions.
(Here, lj are under the same conditions as in Proposition 6.10.)
Proof. An element ql1 + a + c · 1 ∈ g˜
Z
(−1),(lj)
, q ∈ Z, is identified by Wl1l2 with
ql2 + a
′ + c′ · 1 ∈ g˜Z(−1),(l2), where
ql1 + a = ql2 + a
′ ∈ S(−1),log(M,E),
c′ = c+ (l1 − l2, a)res + q (l1 − l2, l1 − l2)res /2.
(6.102)
By Remark 4.5, c′ = c because l1 − l2 ∈ CS
0
(−1)(M,E) by Corollary 4.3 and by
Remark 4.7. 
The associative system of identifications Wl1l2 : g˜
Z
(−1),(l1)
−−→˜ g˜Z(−1),(l2) defines a
canonical Lie algebra g˜Z(−1) over Z which is a central extension of S(−1),log(M,E) with
the help of C.
Lemma 6.11. The cocycle Kl, ( 5.5), is trivial on S(−1),log(M,E) for a closed odd-
dimensional M . Here, l satisfies the same conditions as lj in Proposition 6.10.
Proof. By Remark 4.5 it is enough to show that [l, a] ∈ CS0(−1)(M,E) for some even
m. Then exp(ml) ∈ SEllm(−1),0(M,E). There is an invertible A ∈ Ell
m
(−1),0(M,E) with
σ(A) = exp(ml). By (4.17) and by Remark 4.7 we have
σ−ms−j
(
A−s(θ)
)
(x, ξ) = (−1)j σ−ms−j
(
A−s(θ)
)
(x,−ξ) (6.103)
for an admissible for A cut L(θ). So we have[
σ
(
A−s(θ)
)
, a
]
−ms−j
(x, ξ) = (−1)j
[
σ
(
A−s(θ)
)
, a
]
−ms−j
(x,−ξ). (6.104)
Taking ∂s|s=0 of (6.104), we obtain m[l, a] ∈ CS
0
(−1)(M,E). The lemma is proved.

Corollary 6.4. The central extension g˜Z(−1)(M,E) of S(−1),log(M,E) is canonically
trivial.
Indeed, by Proposition 6.11 the coordinates c · 1 in g˜Z(−1),(lj ) with respect to the
splittings g˜Z(−1),(lj ) = S(−1),log(M,E) ⊕ C · 1 do not change under the identifications
Wl1l2 . By Lemma 6.11 the C-extensions g˜
Z
(−1),(lj)
of S(−1),log(M,E) are trivial with
respect to these splittings.
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The canonical splitting g˜(−1) = S(−1),log(M,E) ⊕ C of this central extension gives
us a canonical connection on the C×-bundle G(−1)(M,E)→ SEll
×
(−1),0(M,E). Hence
we can define locally a holomorphic function on the space of odd class elliptic PDOs
on an odd-dimensional closed M . (A natural complex structure on Ell×(−1),0(M,E) is
defined in Remark 4.18.) Namely, if for A close to A0 we choose as dˆ0(A) a locally
flat section over σ(A) (with respect to the connection on G(−1)(M,E)), then
d˜et(A) := d1(A)/dˆ0(A) ∈ C
×
is holomorphic in A. Of course in general we cannot find a global flat section dˆ0(A).
However we can define dˆ0(A) as a multi-valued flat section of G(−1)(M,E) over zero
order symbols of the odd class such that dˆ0(A) is an anlytic continuation of the flat
section dˆ0(A) near σ (A0) = Id, where dˆ0(Id) is the identity of G(−1)(M,E).
Let ∆E be the Laplacian on (M,E) for
(
gM ,∇
E
)
, where gM is a Riemannian
structure and ∇E is a unitary connection. Then we define dˆ0(A) for ordA = 2m,
m ∈ Z+ ∪ 0, as a multi-valued flat section of G(−1)(M,E) over SEll
2m
(−1),0(M,E) such
that dˆ0 (∆
m
E + Id) = d1 (∆
m
E + Id) / det(pi) (∆
m
E + Id).
Proposition 6.12. For such a section dˆ0(A) the determinant
d˜et(A) := d1(A)/dˆ0(A) (6.105)
gives us a (multi-valued) holomorphic determinant of A ∈ Ell×(−1),0(M,E) defined in
Section 4.5, Proposition 4.10.
Remark 6.21. This holomorphic determinant is a multi-valued function f(A) defined
up a constant factor c ∈ C×, |c| = 1. Here we define a branch of f(A) equal to
det(p˜i) (∆
m
E + Id) at the point A0 := ∆
m
E + Id ∈ Ell
2m
(−1),0(M,E). We can do this since
|f (A0)|
2 =
(
det(p˜i) (∆
m
E + Id)
)2
=
∣∣∣det(p˜i) (∆mE + Id)∣∣∣2 . (6.106)
Here we use that ∆mE + Id is self-adjoint and positive definite.
Corollary 6.5. The monodromy of d˜et(A) defined by ( 6.105) over closed loops in
Ell×(−1),0(M,E) is given by multiplying by roots of order 2
m of 1, where m depends on
dimM only. (This assertion follows from Proposition 4.13.)
Let A ∈ Ell0(−1),0(M,E) be an elliptic PDO of odd class on an odd-dimensional
closed M with a fixed logarithmic symbol σ(logA) ∈ CS0(−1)(M,E). Then A has a
canonical determinant defined with the help of the Tr(−1)-functional, Proposition 4.1,
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(4.2). This functional is defined for the odd class PDOs CL•(−1)(M,E) on an odd-
dimensional closed M . Namely let B ∈ ell(−1)(M,E) be an operator with σ(B) =
σ(logA). Then the element
d˜(−1),0(σ(logA)) = d1(expB)/det(−1)(expB) (6.107)
is defined, where d1(expB) is the image of expB ∈ Ell
0
(−1),0(M,E) in G(−1)(M,E),
F0 expB, and
det(−1)(expB) := exp
(
−∂s Tr(−1)(exp(−sB))|s=0
)
∈ C×. (6.108)
For all s∈C an elliptic operator exp(−sB) belongs to Ell0(−1),0(M,E)⊂CL(−1)(M,E).
Hence Tr(−1)(exp(−sB)) is defined for all s ∈ C and is regular in s.
Lemma 6.12. The element d˜(−1),0(σ(logA))∈G(−1)(M,E) is independent of a choice
of B with σ(B) = σ(logA).
Proof. Let B1 ∈ ell(−1)(M,E) and σ(B) = σ (B1). Then
d1 (expB1) = detFr (expB1 exp(−B)) d1(expB),
det(−1) (expB1) = exp
(
−∂s Tr(−1) exp (−sB1)
∣∣∣
s=0
)
=
= det(−1)(expB) exp
(
−∂s Tr(−1) (exp (−sB1)− exp(−sB))
∣∣∣
s=0
)
. (6.109)
An operator exp (−sB1) − exp(−sB) is of trace class for all s ∈ C. It is even a
smoothing operator. (An operator exp(−sB) is defined in L2(M,E) by (3.30), B is
bounded in L2(M,E), and σ (B1) = σ(B).) Thus
Tr(−1) (exp (−sB1)− exp(−sB)) = Tr (exp (−sB1)− exp(−sB)) . (6.110)
Similarly to (2.25), (2.26), to Remark 3.4, and to Proposition 6.5, (6.29), we conclude
that
exp
(
−∂s Tr(−1) (exp (−sB1)− exp(−sB))
)
= exp (Tr (B1 − B)) =
= detFr (expB1 exp(−B)) .
The lemma is proved. 
Definition. An (odd class) determinant A ∈ Ell0(−1),0(M,E) with a given loga-
rithmic symbol σ(logA) ∈ CS0(−1)(M,E) is defined by
det(−1)(A) := d1(A)/d˜(−1),0(σ(logA)), (6.111)
where d˜(−1),0(σ(logA)) ∈ G(−1)(M,E) is defined by the expression on the right in
(6.107) with any operator B ∈ ell(−1)(M,E) = CL
0
(−1)(M,E) such that σ(B) =
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σ(logA). The expression on the right in (6.111) is independent of B with σ(B) =
σ(logA) by Lemma 6.12.
Proposition 6.13. Let A ∈ Ell0(−1),0(M,E) (M is odd-dimensional) be sufficiently
close to positive definite self-adjoint PDOs. Then
det(−1)(A) = det(A), (6.112)
where det(A) is defined with the help of the multiplicative property, Theorem 4.1,
Corollary 4.1. In ( 6.112) we suppose that an appropriate σ(logA), namely σ
(
log(p˜i)A
)
,
is used in the definition of det(−1)(A). (This symbol is defined by ( 4.12).)
Proof. 1. Let L := logA ∈ ell(−1)(M,E) = CL
0
(−1)(M,E) exist. The det(−1)(A)
corresponding to σ(L) ∈ CS0(M,E) is given by
det(−1)(A) = exp
(
Tr(−1) L
)
. (6.113)
(This formula can be read as det(−1)(A) = exp
(
Tr(−1)(logA)
)
. The functional Tr(−1)
is defined by Proposition 4.1, (4.2).)
To prove (6.113), note that for any A ∈ CL0(−1)(M,E) we have Tr(−1)(A) =
TR
(
AC−s(pi)
)
|s=0 for any positive definite self-adjoint C ∈ Ell
2m
(−1),0(M,E), m ∈ Z+.
In particular,
det(−1)(A) = exp
(
−∂s
(
TR
(
exp(−sL)C−s1
)
|s1=0
)
|s=0
)
. (6.114)
The family exp(−sL)C−s1 is a holomorphic family of elliptic PDOs. So the function
TR (exp(−sL)C−s1) is regular at s1 = 0 (since exp(−sL) is a PDO of the odd class
and since M is odd-dimensional) and then at s = 0. We can rewrite (6.114) as
det(−1)(A) = exp
(
−
(
TR
(
−L exp(−sL)C−s1
)
|s1=0
)
|s=0
)
=
= exp
(
−Tr(−1)(−L exp(−sL))|s=0
)
= exp
(
Tr(−1) L
)
.
2. The determinant det(A) of A := expL, L ∈ ell(−1)(M,E), (defined by Corol-
lary 4.1) for L sufficiently small is
det(A) = det(p˜i)((expL)C)/det(p˜i)(C).
For all sufficiently small t we have
det(exp(tL)) = exp (t∂s log det(exp(sL)C)|s=0) ,
∂s log det(exp(sL)C)|s=0
(α)
= TR
(
LC−z
)
|z=0 = Tr(−1) L.
(6.115)
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The equality
(α)
= in (6.115) follows from the variation formulas (2.28), (2.29), (7.24)
for δ log det (Cs), Cs := exp(sL)C,
∂s log det (Cs)=
(
(1+z∂z) Tr
(
LC−zs
)) ∣∣∣
z=0
=Tr
(
LC−zs −res σ(L)/z ordCs
) ∣∣∣
z=0
=
= Tr (LCs) |z=0. (6.116)
(By Remark 4.5 resσ(L) = 0 since L is an odd class PDO andM is odd-dimensional).
The expression Tr (LC−zs ) is equal to TR (LC
−z
s ) for ordC · Re z > dimM . So
Tr (LC−zs ) |z=0 = Tr(−1) L. Then we conclude that
det(−1)(A) = exp
(
Tr(−1)(tL)
)
= det(A)
for A = exp tL, where t is sufficiently small. The functions det(p˜i)(A) and det(A) are
analytic in A (in their domains of definition). If log(p˜i)A is defined, then det(A) is
also defined. The domain of definition of det(p˜i)(A) is connected. The proposition is
proved. 
Proof of Proposition 6.12. 1. First we prove that d˜et(A) = det(A) for PDOs A
from Ell0(−1),0(M,E) sufficiently close to Id. (Here, det(A) := f(A) is a branch of a
holomorphic determinant, Proposition 4.10, f(Id) = 1.)
Let A := exp(tL), L ∈ CL(−1)(M,E), C ∈ Ell
2m
(−1),0(M,E), m ∈ Z+, be a positive
definite self-adjoint PDO, J := log(p˜i)C. Then by Proposition 6.8, (6.85), we have
∂t log
(
d1(exp(tL))/ exp
(
tΠσ(J)σ(L)
)) ∣∣∣
t=0
= TR(L exp(−sJ)− resσ(L)/s)
∣∣∣
s=0
=
= TR(L exp(−sJ))|s=0 = Tr(−1) L. (6.117)
Here we use that resσ(L) = 0 for L ∈ CL0(−1)(M,E) by Remark 4.5 and by the
definition (4.2), Proposition 4.1, of Tr(−1) L (M is odd-dimensional). In view of
(6.113) we have det(−1)(exp(tL)) = exp
(
Tr(−1)(tL)
)
,
∂t log det(−1)(exp(tL))|t=0 = Tr(−1) L. (6.118)
We conclude from (6.117), (6.118) and from Proposition 6.13 that
∂t log d˜et(exp(tL))
∣∣∣
t=0
≡ ∂t log
(
d1(exp(tL))/ exp
(
tΠσ(J)σ(L)
)) ∣∣∣
t+0
=
= Tr(−1) L = ∂t log det(−1)(exp(tL))|t=0 = ∂t log det(exp(tL))|t=0. (6.119)
Thus we have two equal characters of the Lie algebra ell(−1)(M,E) = CL
0
(−1)(M,E) ∋
L. Hence the corresponding characters of exp
(
ell(−1)(M,E)
)
are also equal. The
exponential map is a map onto a neighborhood of Id in Ell0(−1),0(M,E) (and even in
Ell00(M,E)). Indeed, for any A ∈ Ell
0
0(M,E) close to Id we can take log(p˜i)A, and
it belongs to ell(−1)(M,E) for A ∈ Ell
0
(−1),0(M,E) by Proposition 4.2, (4.12). So the
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branches of the analytic functions d˜et(A) and f(A) coincide in a neighborhood of
Id ∈ Ell0(−1),0(M,E).
We know that according to Corollary 4.2 and to Proposition 4.12, det(A) =
det(p˜i)(A) in a neighborhood of Id in Ell
0
(−1),0(M,E) and that det(A) is a (local)
character of Ell0(−1),0(M,E). We have only to prove that d˜et(A) defines a (local)
character of Ell0(−1),0(M,E). It is enough to prove that for L1, L2 ∈ CL
0
(−1)(M,E)
and for sufficiently small t1, t2 ∈ C we have
exp
(
t1Πσ(J)σ (L1)
)
exp
(
t2Πσ(J)σ (L2)
)
=
= exp
(
Πσ(J) log(p˜i) (exp (t1σ (L1)) exp (t2σ (L2)))
)
. (6.120)
(For sufficiently small t1, t2 this logarithm exists by the Campbell-Hausdorff for-
mula.) The equality (6.120) follows from the equality Kσ(J) (a1, a2) = 0 for A1, a2 ∈
CS0(−1)(M,E), Lemma 6.11, Corollary 6.4.
2. Let 2m = ordA, m ∈ Z+. We prove the equality d˜et(A) = det(A) in a
neighborhood of A0 := ∆
m
E + Id. From Theorem 4.1, Corollary 4.2 we know that
det(p˜i) (A1) det(p˜i) (A2) = det(p˜i) (A1A2) for odd class elliptic PDOs close to positive
definite self-adjoint PDOs. Thus by Proposition 4.12, det(A) = det(B) det (A0) for
B := AA−10 ∈ Ell
0
(−1),0(M,E) in a neighborhood of A0.
Let us prove that d˜et(A) = d˜et(B)d˜et (A0). Note that d1(A) = d1(B)d1 (A0) in
G(−1)(M,E) and that the local section dˆ0(A) of G(−1)(M,E) over SEll
×
(−1),0(M,E) is
defined as a solution of the equation
g˙g−1 ∈ Πσ(J)g˜, dˆ0 (A0) := d1 (A0) /det(p˜i) (∆
m
E + Id) .
So the assertion of Proposition 6.12, (6.105), for ordA = 2m follows from the same
assertion for m = 0. 
6.4. Coherent systems of determinant cocycles on the group of elliptic
symbols. Let a, b be the symbols of elliptic PDOs A, B of positive orders such that
A and B are sufficiently close to positive definite self-adjoint PDOs (with respect to a
smooth positive density on M and to a Hermitian structure on E). Then the cocycle
f(a, b) := logF (A,B) (6.121)
is defined on the group SEll×0 (M,E) of elliptic symbols by (2.19) (and it depends on
a = σ(A) and on b = σ(B) only).
Then the (partially defined) cocycle f(a, b) can be replaced by a cohomological one
fx,y(a, b) := f(xa, by) + f(x, y)− f(xa, y)− f(x, by), (6.122)
where x and y are the symbols of positive definite self-adjoint elliptic PDOs of positive
orders. Note that the terms on the right in (6.122) are defined also in the case when
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the symbols a and b are rather close to Id. (They are defined also for ord a > − ord x,
ord b > − ord y if the symbols a, xa, b, and by are sufficiently close to the symbols
of positive definite self-adjoint PDOs. Under these conditions, the formula (2.19) for
the terms on the right in (6.122), (6.121) is derived.) We have
fx,y(a, b)− f(a, b) = drx,y(a, b),
drx,y(a, b) := rx,y(ab)− rx,y(a)− rx,y(b),
rx,y := f(yx, a).
(6.123)
Note that
fx,y(a, b)− f(a, b) = log(p˜i)
(
det(p˜i)(XABY )det(p˜i)(XY )
det(p˜i)(XAY )det(p˜i)(XBY )
)
,
rx,y(a) = log(p˜i)
(
det(p˜i)(XAY )
det(p˜i)(A)det(p˜i)(XY )
) (6.124)
under the conditions that the determinants on the right in (6.124) are defined and
that fx,y(a, b) and f(a, b) are defined. (Here, L(p˜i) = L(θ) is an admissible cut of the
spectral plane with θ sufficiently close to π, A and B are elliptic PDOs with the
symbols a := σ(A) and b := σ(B).)
Remark 6.22. Let x, y, x′, and y′ be the symbols of positive definite self-adjoint
elliptic PDOs X, Y , X ′, and Y ′ of positive orders. Then the cochain
ρx,y;x′,y′(a) := rx,y(a)− rx′,y′(a) (6.125)
is smooth in a in a neighborhood of Id ∈ SEll×0 (M,E).
Indeed, we have by (6.124)
ρx,y;x′,y′(a) := log(p˜i)
(
det(p˜i)(XAY )det(p˜i)(X
′Y ′)
det(p˜i)(XY )det(p˜i)(X ′AY ′)
)
. (6.126)
We have also by (2.32) and by (2.19) for variations δa such that δ ord a = 0
δρx,y;x′,y′(a)=−
δa·a−1, σ
(
log(p˜i)(AYX)
)
ordA+ordX+ordY
−
σ
(
log(p˜i)(AY
′X ′)
)
ordA+ordX ′+ordY ′

res.
The term on the right depends on the symbols σ(A), σ(X), σ(Y ), σ(X ′), and σ(Y ′)
only. It is equal to the integral overM of a density locally defined by the homogeneous
components of these symbols.
We have by (6.126)
ρx,y;x′,y′(a) + ρx′,y′;x′′,y′′(a) + ρx′′,y′′;x,y(a) ≡ 0 (6.127)
for the symbols x, x′, x′′, y, y′, and y′′ of self-adjoint positive definite elliptic PDOs
of positive orders.
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By (6.125), (6.124) we have
fx,y(a, b)− fx′,y′(a, b) = (dρx,y;x′,y′) (a, b). (6.128)
Hence we have a natural functorial system of (partially defined) cocycles fx,y(a, b)
on the group SEll×0 (M,E). All of them are cohomologous to the cocycle f(a, b)
defined by the multiplicative anomaly (2.19) of the zeta-regularized determinants.
The cocycle f(a, b) is symmetric, f(a, b) = f(b, a) (as it is the logarithm of the
multiplicative anomaly). However this cocycle induces a cohomological to it skew-
symmetric cocycle53 Kl(α, β) (defined by (5.5)) on the Lie algebra Slog(M,E) of the
group SEll×0 (M,E) as follows.
Note that fx,y(a, b) is defined for ord xa and ordx close to zero if ord by > 0 and
ord y > 0 (and if xa, by are sufficiently close to the symbols of positive definite
self-adjoint PDOs). Indeed,
fx,y(a, b) := log(p˜i)
(
det(p˜i)(XABY )det(p˜i)(XY )
det(p˜i)(XAY )det(p˜i)(XBY )
)
(6.129)
(where a = σ(A) and so on). Hence f1,y(a, b) is defined for ord y > 0 and for a, b
close to Id.
If ord y > 0, b is close to Id, and α ∈ (rp)−1(0) = CS0(M,E) ⊂ Slog(M,E), we
have by (2.19)
∂tf1,y(exp(tα), b)|t=0 = −
α, σ
(
log(p˜i)(BY )
)
ord b+ ord y
−
σ
(
log(p˜i)(Y )
)
ord y

res
. (6.130)
Let b := exp(γβ), β ∈ CS0(M,E), and let γ be close to 0 ∈ R. Then by (6.130),
∂γ (∂tf1,y(exp(tα), exp(γβ))|t=0)
∣∣∣
γ=0
= −
(
α, varβ
(
log(p˜i) y
))
res
, (6.131)
where varβ
(
log(p˜i) y
)
:= ∂γσ
(
log(p˜i)(exp(tβ˜)Y )
) ∣∣∣
γ=0
for Y ∈ Ell×0 (M,E) with σ(Y ) =
y, β˜ ∈ CL0(M,E), is an operator with σ(β˜) equal to β.
Let Ry(α, β) be the bilinear form given by the left side of (6.131). Then the
antisymmetrization ARy(α, β) of the form Ry(α, β) is given by (6.131) as
ARy(α, β) =
(
β, varα
(
log(p˜i) y
))
res
/
2−
(
α, varβ
(
log(p˜i) y
))
res
/
2. (6.132)
Here, α and β are symbols from CS0(M,E).
53The cocycle Kl defines the central extension g˜(l) (defined by (5.6), (5.7)) of the Lie algebra
g := Slog(M,E). By Theorem 6.1, the Lie algebra g˜(l) is canonically isomorphic to the Lie algebra
g(M,E) of the determinant Lie group G(M,E).
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Let us compute the right part of (6.132) for ord y = ε up to o(ε) (for ε → 0). By
Campbell-Hausdorff formula we see that for σ(α˜) = α, σ(β˜) = β
varα
(
log(p˜i) y
)
= ∂tσ
(
log(p˜i)(exp(α˜t)Y )
) ∣∣∣
t=0
=
= ∂t
(
σ
(
log(p˜i) Y
)
+ αt+ t
[
α, log(p˜i) Y
]) ∣∣∣
t=0
+O
(
(ordY )2
)
=
= α+
[
α, σ
(
log(p˜i) Y
)]
/2 +O
(
(ordY )2
)
,
varβ
(
log(p˜i) y
)
= β +
[
β, σ
(
log(p˜i) Y
)]
/2 +O
(
(ordY )2
)
.
(6.133)
Here, O ((ordY )2) is considered with respect to a Fre´chet structure on CS0(M,E)
defined by natural semi-norms (8.20) (with respect to a finite cover {Ui} of M).
Hence we have
ARy(α, β) = (β, [α, log y])res
/
2− (α, [β, log y])res
/
2, (6.134)
where log y := σ
(
log(p˜i) Y
)
. For log y = l ∈ (rp)−1(1) ⊂ Slog(M,E) we conclude that
ARexp l(α, β) = Kl(α, β) (6.135)
for α, β ∈ CS0(M,E). The cocycle Kl has a trivial continuation (5.5) from CS
0(M,E)
to Slog(M,E) under the splitting (5.2). Hence the partially defined symmetric cocycle
f(a, b) on SEll×0 (M,E) produces a skew-symmetric cocycle Kl(α, β) on its Lie algebra
g(M,E). (Namely on the Lie algebra g˜(l) canonically isomorphic to g(M,E) by
Theorem 6.1.)
Remark 6.23. Note that Ry(α, β) has a singularity of order 1/ ord y if ord y ∼ 0.
6.5. Multiplicative anomaly cocycle for Lie algebras. We want to produce
the multiplicative anomaly formula without using the determinants of elliptic PDOs.
This approach is more general than in Section 2. We begin with the variation formula
(2.19) (or (6.136) below). This makes sense for central (and cocentral) extensions of
Lie algebras g0 with conjugate-invariant scalar products, Remark 5.4, (5.21)–(5.24).
In computations below it is enough to replace (, )res by an invariant scalar product on
g0 and σ
(
log(p˜i) Y X
)
(and so on) is defined as logarithms of elements of a formal group
corresponding to the Lie algebra g, (5.22). Then Proposition 6.14 and Corollary 6.6
below provide us with a definition (by integrating of differential forms) of a (partial
defined) multiplicative anomaly cocycle in a general situation of Remark 5.4.
The proof of Theorem 6.1 provides us with a partially defined cocycle. It is given by
the exponential (6.47) of the quadratic cone in g˜, Proposition 5.2. This cone is defined
in the situation of Remark 5.4 also. Here we obtain the results on the multiplicative
anomaly for Lie algebras without using this quadratic cone. Propositions 6.14, 6.15
and Corollary 6.6 below, as well as their proofs, are valid for central extensions of
Lie algebras (Remark 5.4) after trivial changing of notations.
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For elliptic PDOs X and Y of positive orders sufficiently close to positive defi-
nite self-adjoint elliptic PDOs, let variations δX, δY be such that δ(ordY ) = 0 =
δ(ordX). Then by (2.19) we have
δX,Y log
(
det(p˜i)(XY )/det(p˜i)(X)det(p˜i)(Y )
)
=
= −
δy · y−1, σ
(
log(p˜i)(Y X)
)
ord x+ ord y
−
σ
(
log(p˜i) Y
)
ord y

res
−
−
δx · x−1, σ
(
log(p˜i)(XY )
)
ordx+ ord y
−
σ
(
log(p˜i)X
)
ordx

res
, (6.136)
where x = σ(X), y = σ(Y ). The terms on the right depend on x and on y only.
Hence we have a differential 1-form ω1x,y on the domain in SEll
c1
0 (M,E)×SEll
c2
0 (M,E),
where c1 := ordX, c2 := ordY , cj ∈ R×, c1 + c2 ∈ R×.
Proposition 6.14. The form ω1x,y is closed in the directions of the components of
the direct product SEllc10 (M,E)× SEll
c2
0 (M,E).
Corollary 6.6. The function logF (A,B) in the formula of the multiplicative anomaly
( 2.19) is defined by the integration of the 1-form ω1x,y on x and then on y (since
log(pi) F
(
Sc1(pi), S
c2
(pi)
)
= 0 for powers of a positive definite self-adjoint S ∈ Ell10(M,E)).
Proposition 6.15. The form ω1x,y is a (partially defined) 2-cocycle on SEll
R
0 (M,E),
i.e., on the group of elliptic symbols of real orders. This assertion means that(
dcochainω
1
)
(x, y, z) :=ω1(y, z)−ω1(xy, z)+ω1(x, yz)−ω1(x, y)=0, (6.137)
if the terms on the right are defined.
Proof. By (6.136) and by (6.137) the terms with dx · x−1 in dcochainω
1(x, y, z) are
(
dx · x−1,
log(xyz)
ordx+ ord y + ord z
−
log(xy)
ordx+ ord y
−
log(xyz)
ord x+ ord y + ord z
+
+
log x
ord x
+
log(xy)
ord x+ ord y
−
log x
ordx
)
= 0. (6.138)
(Here, log(xyz) := σ
(
log(p˜i)(XY Z)
)
and so on.) 
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Proof of Proposition 6.14. Set a := dx · x−1. Then we have
dxω
1
x,y = −
(
[a, a]/2,
log(xy)
ord x+ ord y
−
log x
ordx
)
+
+
(
a,
dx log(xy)
ordx+ ord y
−
dx log x
ord x
)
, (6.139)
where log(xy) := σ
(
log(p˜i)(XY )
)
. We have by Lemma 6.6
dx log(xy)=
(
ad(log(xy)) (exp(ad(log(xy)))− 1)−1
)
◦
(
dx(xy)·(xy)
−1
)
.(6.140)
The term on the right is defined as (F (ad(log(xy))))−1 for F (ad (LA)) given by (6.75),
where A = exp(LA) belongs to Ell
×
0 (M,E). Note that dx(xy) · (xy)
−1 = a. The series
z/(exp z − 1) on the right in (6.140) is of the form
z/(exp z − 1) = 1− z/2 +
∑
k≥1
c2kz
2k,
c2k = −ζ(1− 2k)/(2k − 1)!, c2k+1 = ζ(−2k)/(2k)! = 0,
(6.141)
where ζ(s) is the zeta-function of Riemann.
Since a is a one-form, we have for k ∈ Z+ ∪ 0(
a, ad2k(log(xy)) ◦ a
)
res
= (−1)k
(
adk(log(xy)) ◦ a, adk(log(xy)) ◦ a
)
res
= 0.
In the second term on the right in (6.139) the term −z/2 in (6.141) (for z =
ad(log(xy)) and for z = ad(log(x))) correspond to
−
(
a/2,
[log(xy), a]
ord x+ ord y
−
[log x, a]
ordx
)
res
=
(
[a, a]/2,
log(xy)
ordx+ ord y
−
log x
ord x
)
res
.
Hence dxω
1
x,y = 0. The equality dyω
1
x,y = 0 is proved similarly. 
Remark 6.24. In (6.136) and in the proofs of Propositions 6.14, 6.15 we do not use
that σ
(
log(p˜i)XY
)
, σ
(
log(p˜i)X
)
, . . . are logarithmic symbols with respect to the
same cut or that they are defined by cuts close to L(pi). We use here only that these
expressions are some logarithmic symbols for σ(XY ), σ(X), . . . . This assertion
makes sense in the case of a formal Lie group corresponding to a Lie algebra g in the
situation of Remark 5.4.
118 MAXIM KONTSEVICH AND SIMEON VISHIK
6.6. Canonical trace and determinant Lie algebra. It is proved in Theorem 3.1
that the derivatives at zero of the zeta-functions for elliptic PDOs of order one are
the restriction of the quadratic form −T2(cl + B0) (defined by (3.64)) on the linear
space {cl +B} := log Ell×0 (M,E) to the hyperplane c = 1. (Here, l is a logarithm of
an elliptic PDO A of order one.)
In this section we deduce the structure of the determinant Lie algebra g(M,E)
(corresponding to the Lie group G(M,E) defined by (6.10)) from Theorem 3.1 and
Proposition 3.6. Their statements are consequences of the existence of the introduced
in Section 3 canonical trace TR defined on PDOs of noninteger orders.
The text of this subsection can be considered as an alternative proof of Theo-
rem 6.1.
First of all, as a Lie algebra, g(M,E) is equal to the quotient of ell(M,E) modulo
the ideal f0 = {K|K is smoothing and TrK = 0}. We claim that f0 belongs to the
kernel of the bilinear form associate with T2, (3.64), i.e.,
T2(x+ f) = T2(x) for f ∈ f0, x ∈ ell(M,E).
In fact, recall that T2 gives values of the zeta-regularized determinants and in the
proof of Proposition 6.5 we established the formula relating variations of determinants
and traces for deformations of PDOs by smoothing operators. Hence T2 induces
an invariant bilinear form on g(M,E). It is easy to see that the image under the
exponential map of the cone of null-vectors {l|T2(l) = 0} in G(M,E) is exactly the
section d˜0(σ(logA)) (defined by (6.30)).
Algebraically, we have a situation studied in Section 3:
1) a Lie algebra g˜′ := g(M,E) endowed with an invariant scalar product (, ) (ob-
tained by the polarization from T2),
2) a nonzero isotropic central element
1 ∈ g˜′, (1, 1) = 0,
3) a nonzero homomorphism (order)
r : g˜′ → C
given by the formula m(x) = (x, 1).
The quotient algebra g˜′/C ·1 is equal to Slog(M,E). The scalar product (, ) induces
a scalar product on the codimension one ideal CS0(M,E) invariant under the adjoint
action. By Proposition 3.9 this scalar product coincides (up to a nonzero constant
factor) with the pairing induced by the noncommutative residue.
Using Remark 5.5 we see that g˜′ is canonically isomorphic to g˜ constructed in
Section 5. Thus we proved the coincidence of g(M,E) and the canonical extension
without variational formulas.
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7. Generalized spectral asymmetry and a global structure of
determinant Lie groups
The global structure of the determinant Lie group G(M,E) (i.e., of the central
C×-extension F0\Ell
×
0 (M,E) of the group of elliptic symbols SEll
×
0 (M,E)) is defined
with the help of a certain kind of global spectral invariants generalizing spectral
asymmetry as follows.
The fundamental group π1
(
SEll00(M,E)
)
is spanned by loops exp(2πitp), where p is
the symbol of a PDO-projector of order zero and 0 ≤ t ≤ 1. Indeed, the fundamental
group of SEll00(M,E) is the same as the fundamental group of the principal symbols
π1(Autπ
∗E), where π : S∗M → M is the natural projection of the co-spherical bun-
dle. For the vector bundle 1N on M it is proved in the proof of Lemma 4.2 that
π1 (Aut π
∗1N) is spanned by the loops exp(2πita), 0 ≤ t ≤ 1, where a ∈ End (π
∗1N)
is a projection a2 = a. For any such a there exists a zero order PDO-projector
A ∈ CL0 (M, 1N) with the principal symbol a ([Wo3]). The same assertions are also
true for E instead of 1N . A closed one-parameter subgroup exp(tq), 0 ≤ t ≤ 1, of
CS0(M,E) is of the form
q = 2πi
∑
mjpj , (7.1)
where mj ∈ Z and {pj} is a finite set of pairwise commuting zero order PDO-
projectors from CS0(M,E)
p2j = pj , pjpk = pkpj. (7.2)
For A ∈ CL0(M,E) the section54 d1(exp(tA)) gives us a trivialization of the C×-
bundle
p : G(M,E)→ SEll×0 (M,E) (7.3)
over a curve σ(exp(tA)) ⊂ SEll00(M,E).
Let X be an elliptic PDO of a real positive order d := ordX. Let X be sufficiently
close to a positive self-adjoint PDO. Then its complex powers Xs(p˜i) are defined. A
generalized zeta-function
ζX,(p˜i)(A; s) := Tr
(
AX−s(p˜i)
)
(7.4)
for Re s > dimM/d has a meromorphic continuation to the whole complex plane.
Its singularities are simple poles at the points of an arithmetic progression and its
residue at zero is equal to
Ress=0 ζX,(p˜i)(A; s) = res(σ(A))/d, (7.5)
54The operator exp(tA) is defined by the integral
∫
ΓR
exp tλ · (A − λ)−1dλ, where ΓR is defined
as in the integral (2.30).
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Remark 3.17. Here res is the noncommutative residue [Wo2], [Kas]. For a PDO-
projector A = P ∈ CL0(M,E) of order zero its noncommutative residue is equal to
zero [Wo1]. (Hence ζX,(p˜i)(P ; s) is nonsingular at zero.)
Such an operator X ∈ Elld0(M,E) defines another trivialization of the bundle (7.3)
over the curve σ(exp(tA)) in SEll00(M,E). Namely
exp (tΠXσ(A)) ∈ p
−1(σ(exp(tA))), (7.6)
where ΠXσ(A) is the inclusion of σ(A) into g˜(lX), lX := σ
(
log(p˜i)X
)
/d, with respect
to the splitting (6.44). The element ΠXσ(A) depends on the symbols σ(X) and σ(A)
only. The Lie algebra g˜(lX) is canonically identified with the Lie algebra g(M,E)
of G(M,E) by Theorem 6.1. Under this identification, the quadratic C×-cone55
log S˜ ⊂ g(M,E) corresponds to the zero-cone ClX for the quadratic form AlX given
by (5.18). Quadratic forms Al and cones Cl are invariant under identifications Wl1l2
by Proposition 5.2 and Corollary 5.1. (Note that exp (tΠXA) belongs to a Lie group
exp (g˜), where g˜ is the Lie algebra defined by identifications Wl1l2 of g˜(l).) The
Lie group exp (g˜) is canonically local isomorphic to G(M,E). For t ∈ C with |t|
small enough, we denote by exp (tΠXA) an element of G(M,E) corresponding to the
element of exp (g˜) defined by this expression.
Hence we have two trivializations d1(exp(tA)) and exp (tΠXσ(A)) of the C×-bundle
(7.3) restricted to σ(exp(tA)) for t ∈ C with |t| small enough.
Proposition 7.1. The equality holds for such A, X, and t
d1(exp(tA))
/
exp (t (ΠXσ(A))) = exp(tf(A,X)), (7.7)
f(A,X) :=
(
ζX,(p˜i)(A; s)− res(σ(A))/sd
) ∣∣∣
s=0
. (7.8)
Here, d := ordX ∈ R+.
Note that f(A,X) is a spectral invariant of a pair (A,X) of PDOs, where A ∈
CL0(M,E) and where X ∈ Elld0(M,E) is sufficiently close to a self-adjoint positive
definite PDO.
Remark 7.1. For a PDO-projector P of zero order, P ∈ CL0(M,E), we have
f(P,X) = ζX,(p˜i)(P ; 0). (7.9)
Lemma 7.1. For a PDO-projector P of zero order, the spectral invariant of the pair
(P,X) with its values in C/Z
f0(P,X) := f(P,X)( mod Z) (7.10)
depends on the symbols σ(P ) and σ(X) only.
55The partially defined section S → d0(S) := S˜ of the C×-fibration (7.3) is defined by (6.11).
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Remark 7.2. For a general PDO-projector P of zero order, f0(P,X) cannot be uni-
versal expressed as an integral over M of a density locally defined by homogeneous
components of symbols σ(P ) and σ(X) in local coordinate charts on M .
Definition. A generalized spectral asymmetry of a pair (P,X) of PDOs is defined as
f0(σ(P ), σ(X)) = Tr
(
PX−s(p˜i)
) ∣∣∣
s=0
( mod Z). (7.11)
Here, P ∈ CL0(M,E) is a PDO-projector of order zero and X ∈ Elld0(M,E) (with
d ∈ R×) is sufficiently close to a self-adjoint positive definite PDO.
Remark 7.3. Let X ∈ Elld0(M,E) with d ∈ R+ be self-adjoint.
56 Let P := (X +
|X|)/2|X| be the PDO-projector to the subspace spanned by eigenvectors of P with
positive eigenvalues. (Here, |X| := (X2)
1/2
(pi) .) The spectral asymmetry of X ([APS1]–
[APS3]) is defined as the value at s = 0 of the analytic continuation from Re s >
dimM/d of
ηX(s) :=
∑
signλ · |λ|−s ,
where the sum is over the eigenvalues ofX including their multiplicities. The spectral
asymmetry of X is connected with f(P,X) as follows
ηX(s) = Tr
(
P (X2)
−s/2
(pi)
)
− Tr
(
(1− P )(X2)
−s/2
(pi)
)
= 2Tr
(
P (X2)
−s/2
(pi)
)
− Tr
(
(X2)
−s/2
(pi)
)
,
ηX(0) = 2f(P,X
2)− ζX2,(pi)(0),
f0
(
σ(P ), σ(X2)
)
=
(
ζX2,(pi)(0) + ηX(0)
)
/2( mod Z).
(7.12)
This example explains the name of the invariant f0 (σ(P ), σ(X
2)).
Remark 7.4. For A = 2πiP , where P ∈ CL0(M,E) is a PDO-projector of zero order,
we have
d1(expA) = Id ∈ G(M,E), exp (2πiΠXσ(P )) = exp (−2πif0(P,X)) . (7.13)
Hence the invariant f0(P,X) (= f(σ(P ), σ(X)) by Lemma 7.1) defines the element
exp (2πiΠXσ(P )) ∈ C× · 1 = p−1(Id) (where 1→ C× → G(M,E) −→
p
SEll×0 (M,E)→
1 is the central extension). Hence f0(P,X) defines the structure of the subgroup
p−1(exp(2πitσ(P ))) ⊂ G(M,E) over a one-parametric closed subgroup exp(2πitσ(P ))
in the base SEll×0 (M,E) of this central extension. Invariants f0(P,X) define the
group structure of this central extension over any one-parametric closed subgroup in
SEll×0 (M,E). Suppose that we can compute invariants f0(P,X). Then we know the
Lie algebra g(M,E) of the group G(M,E) (canonically isomorphic to the Lie algebra
g˜(l) by Theorem 6.1), the group structure of SEll
×
0 (M,E), and the group structure
56For the sake of simplicity we suppose here that X has no zero eigenvalues.
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of G(M,E) over closed one-parametric subgroups in SEll×0 (M,E). These data define
the global structure of the determinant Lie group G(M,E). Hence the problem of the
algebraic definition of G(M,E) reduces to the problem of computing the invariants
f0(P,X) ∈ C/Z.
Remark 7.5. The element ΠXσ(P ) ∈ g˜(lX) is the element σ(P ) + 0 · 1 with respect
to the splitting (5.7). Under the identification WlX lY of Proposition 5.1 (where lX :=
σ
(
log(p˜i)X
)
/ ordX and lY is analogous), this element transforms to
ΠY σ(P ) + (lX − lY , σ(P ))res · 1 ∈ g˜(lY ) (7.14)
with respect to the splitting (5.7) for g˜(lY ). Hence we have
exp (2πiΠXσ(P )) / exp (2πiΠY σ(P )) = exp (2πi (lX − lY , σ(P ))res) . (7.15)
The term on the right (lX − lY , σ(P ))res is the integral over M of the density locally
defined by symbols σ(logX), σ(log Y ), and σ(P ). We have
d log (exp (2πiσX(P ))) = 2πi (dlX , σ(P ))res ,
where dlX := d (σ(logX)/ ordX) is an exact one-form on the complement to the
hyperplane CS0(M,E) in the Lie algebra Slog(M,E) of logarithms of elliptic symbols
(and CS0(M,E) is its Lie subalgebra corresponding to the symbols of order zero,
Section 5). Hence according to (7.13) it is enough to compute f0(P,X) for an elliptic
operator X ∈ Elld0(M,E) with d ∈ R
× such that log(p˜i)X exists.
Remark 7.6. A variation δP =: L of a zero order PDO-projector P ∈ CL0(M,E)
(i.e., P1 = P + εL + O(ε
2), ε → 0, is a family of zero order PDO-projectors) is
connected with P by the equations
LP = (1− P )L, L(1− P ) = PL. (7.16)
Hence L maps ImP into Im(1− P ) and Im(1− P ) into ImP . Any L of the form
L := [P, Y ] (7.17)
with Y ∈ CL0(M,E) gives us a solution of (7.16). (Note also that res[P, Y ] = 0.)
For a family of PDO-projectors of zero order we have
δP = [[δP, P ], P ]. (7.18)
Hence the equality (7.17) holds with Y = [δP, P ] ∈ CL0(M,E). For L of the type
(7.17) we have
δP log (exp (2πiΠXσ(P ))) = 2πiδPf0(P,X),
f0(P,X) = f0
(
APA−1, AXA−1
)
∈ C/Z
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for any A ∈ Ellα(M,E). Hence for Aε = exp(εY ) ∈ Ell
0
0(M,E), ε→ 0, we have
δP log (exp (2πiΠXσ(P ))) = δX log (exp (2πiΠXσ(P )))
∣∣∣
δX=[Y,X]
=
= 2πi (δσ(logX)/ ordX, σ(P ))res
∣∣∣
δX=[Y,X]
. (7.19)
(Here, δ ordX = 0.) By Lemma 6.6 we have
δσ(logX)
∣∣∣
δX=[Y,X]
=
(
ad(σ(logX)) (exp(ad(σ(logX)))− 1)−1
)
◦
(
[Y,X] ·X−1
)
.
(7.20)
Hence the variation of f0(P,X) in a smooth family of zero order PDO-projectors can
be transformed to the variation of an elliptic operator X given by (7.19), (7.20).
Remark 7.7. The generalized spectral asymmetry f0(P,X) ∈ C/Z is independent of
a zero order PDO-projector Pt in a smooth family of such projectors, if variations
δtPt in this family are PDOs from CL
− dimM−1(M,E). This assertion follows from
(7.18), (7.19), and (7.20) since
ord
(
δσ(logX)|δX=[Y,X],Y=[δP,P ]
)
≤ ordY ≤ ord(δP )
and since the noncommutative residue res(a) for a symbol a ∈ CS− dimM−1(M,E) is
zero.
The analogous assertion is valid for smooth families of bounded projectors in a
separable Hilbert space. Namely, let Pt be such a family and let δtP be from trace
classes. Then the formula (7.18) for δtP holds. So
Tr (δtPt) = Tr ([[δtP, Pt] , Pt]) = 0 (7.21)
because [δtP, P ] is a trace class operator and Pt is bounded. Hence Pt1 − Pt2 is a
trace class operator and
Tr (Pt1 − Pt2) = 0. (7.22)
for any projectors from this family.
Problem. To compute the generalized spectral asymmetry invariants f0(P,X) ∈
C/Z in algebraic terms (i.e., without using the analytic continuation and the Fred-
holm determinants).
Proof of Proposition 7.1. We have
d1(exp(tA))
/
exp (tΠXσ(A)) = d1(exp(tA) ·X)d1(X)
−1 exp (−tΠXσ(A)) =
= d0(exp(tA)·X)d0(X)
−1exp(−tΠXσ(A))det(pi)(exp(tA)·X)
(
det(pi)(X)
)−1
. (7.23)
Here, d0(S) =: S˜ is defined by (6.11) with θ = π for S sufficiently close to a positive
definite self-adjoint PDO of a nonzero real order. The parameter t ∈ C in (7.23) is
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such that |t| is small enough. In this case, the PDO exp(tA) ·X is sufficiently close
to a positive definite self-adjoint PDO. For the scalar factor on the right in (7.23),
we have the equality analogous to (2.27)
∂t log
(
det(pi)(exp(tA) ·X)
/
det(pi)(X)
)
=
= −∂s
(
−sTr
(
A ·X−st −
resσ(A)
s ordX
)) ∣∣∣
s=0
=: f(A,Xt) (7.24)
(where Xt := exp(tA) · X) because ∂tXt · X
−1
t = A. On the right in (7.24) we
take the restriction at s = 0 of an analytic continuation (for the trace) from Re s >
dimM/ ordX. The expression on the right in (7.24) is regular at s = 0 according to
(7.5). (Note also that ∂s(s(resσ(A)/s ordX)) ≡ 0 and it is used in (7.24).)
The nonscalar factor on the right in (7.23)
Kt := d0 (Xt) d0 (X)
−1 exp (−tΠXσ(A)) (7.25)
belongs to the connected component C× of the central subgroup in the group exp (g˜).
Hence logKt ∈ C is defined. We have to compute ∂t logKt for t ∈ C with |t|
small enough. To do this, note first that under the canonical identification of the
Lie algebras g˜ and g(M,E) (given by Theorem 6.1) the invariant quadratic C×-cone
log S˜ ⊂ g(M,E) corresponds to a C×-cone log X˜ in g˜, where
X˜ = exp
(
ΠXσ
(
log(p˜i)X
))
(7.26)
for a PDO X of a nonzero real order sufficiently close to a self-adjoint positive definite
PDO. Hence
Kt = X˜t
(
X˜
)−1
exp (−tΠXσ(A)) , (7.27)
where X˜t := exp
(
ΠXσ
(
log(p˜i)Xt
))
and |t| is small enough. We have
∂t logKt = ∂tKt ·K
−1
t = −Kt · (ΠXσ(A)) ·K
−1
t + ∂tX˜t · X˜
−1
t =
= −ΠXσ(A) + ∂tX˜t · X˜
−1
t . (7.28)
According to (6.70) we have
∂tX˜t · X˜
−1
t = ΠXt
(
∂tXt ·X
−1
t
)
= ΠXtσ(A).
By Lemma 6.2 and by (7.28), we have
ΠXtσ(A) = ΠXσ(A) + (σ(A), lXt − lX)res · 1 ∈ g˜,
∂t logKt = ∂tX˜t · X˜
−1
t − ΠXσ(A) = (σ(A), lXt − lX)res · 1,
(7.29)
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where lX := σ
(
log(p˜i)X
)
/ ordX (and the same is true for lXt). Hence
log
(
d1(exp(tA))
/
exp (tΠXσ(A))
)
= f (A,Xt) + (σ(A), lXt − lX)res . (7.30)
By Proposition 2.2 we have
f (A,Xt)− f(A,X) = − (σ(A), σ (logXt) / ordX − σ(logX)/ ordX)res . (7.31)
Proposition 7.1 follows from (7.30), (7.31), and from (7.29). 
Proof of Lemma 7.1. Let X1 be a PDO of a real nonzero order sufficiently close
to a positive definite self-adjoint PDO. Then by Proposition 2.2 we have
f (A,X1)− f(A,X) = −
σ(A), σ
(
log(p˜i)X1
)
ordX1
−
σ
(
log(p˜i)X
)
ordX
 . (7.32)
In particular, for σ(X) = σ(X1) we have f(A,X) = f (A,X1). It is true even more
strong statement. Namely, if X1−X ∈ CL
ordX−dimM−1(M,E), then the term on the
right in (7.32) is equal to zero because σ(A) ∈ CL0(M,E) and because under this
condition,
σ
(
log(p˜i)X1
)
− σ
(
log(p˜i)X
)
∈ CS−dimM−1(M,E).
Hence the dependence f(A,X) on X can be expressed with the help of its dependence
on the image σ(X) in CSordX(M,E)/CSordX−dimM−1(M,E).
Let P1 and P be PDO-projectors belonging to CL
0(M,E) such that
P1 − P ∈ CL
− dimM−1(M,E).
Then (P1 − P )X
−s for Re s > −1/ ordX is a trace class operator. We have
f (P1, X)− f(P,X) = Tr (P1 − P ) . (7.33)
The assertion Tr (P1 − P ) ∈ Z immediately follows from Proposition 7.2 below. 
7.1. PDO-projectors and a relative index.
Proposition 7.2. 1. Let P1 and P2 be PDO-projectors from CL
0(M,E) such that
P1 − P2 ∈ CL
− dimM−1(M,E). Consider the operator P˜2 := P2|ImP1,
P˜2 : ImP1 → ImP2. (7.34)
Then Ker P˜2 and Coker P˜2 are finite-dimentional. For the index of P˜2 the equality
holds
ind P˜2 = Tr (P1 − P2) . (7.35)
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2. The same equality holds for a pair P1, P2 of (bounded) projectors acting in a
separable Hilbert space H and such that P1 − P2 is of trace class. Namely
ind P˜2 = Tr (P1 − P2) = − ind P˜1. (7.36)
Corollary 7.1. Under the conditions of Proposition 7.2, we have
Tr (P1 − P2) ∈ Z. (7.37)
Proof of Proposition 7.2. Set P1 − P2 =: S.
1. The operator P˜2 := P2|ImP1 has a finite-dimensional kernel because
P2 = P1 − S, (7.38)
P1 = Id on ImP1 ⊂ L2(M,E), and S : L2(M,E)→ H(− dimM−1)(M,E) →֒ L2(M,E)
is a compact operator. (Here, H(s) is the Sobolev space.) Hence the space of solutions
for the equation Se = e, e ∈ L2(M,E), is finite-dimensional.
2. The operator P˜2 has a finite-dimensional cokernel because from (7.38) we have
P2m = P2P1m− P2Sm. (7.39)
The operator K = P2S|ImP2 : ImP2 → ImP2 is a compact operator on the Hilbert
space L = ImP2. (L is a closed subspace of L2(M,E) because P
2
2 = P2 and be-
cause P2 ∈ CL
0(M,E) is a bounded linear operator on L2(M,E).) For m ∈ L we
have m = m1 + Km, where m1 := P1m. Let the operator P2|ImP1 have an infinite-
dimensional cokernel. (The operator P2|ImP1 : ImP1 → ImP2 is closed since it is the
restriction of the closed operator P2 : L2(M,E) → L2(M,E) to a Hilbert subspace
ImP1 ⊂ L2(M,E).) Then the space of m ∈ L such that ‖Km‖ > ‖m‖/2 (with re-
spect to the scalar product ‖x‖2 := (x, x) in L2(M,E)) is infinite-dimensional. Hence
codim P˜2 <∞.
3. Note that Tr (P1 − P2) depends (if P1 − P2 is a trace class operator) on the
images ImPj ⊂ L2(M,E) only. The equivalent assertion is the following.
Let P and P1 be bounded projectors with ImP1 = ImP . Then
Tr (P − P1) = 0. (7.40)
Let H1 := ImP1, H2 := KerP1, and let L2(M,E) := H = H1 ⊕H2 be the direct
sum decomposition. Then the projector P is conjugate to P1, i.e., P = gP1g
−1 with
g =
(
IdH1 L
0 IdH2
)
g−1 =
(
IdH1 − L
0 IdH2
)
,
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where L is of trace class and (IdH2 +L) : H2 −−→˜ KerP . For a family of bounded
projectors P (t),
P (t) := gtP1g
−1
t , gt :=
(
IdH1 tL
0 IdH2
)
,
we have
∂tP (t) =
[(
0 L
0 0
)
, P (t)
]
.
Here, L is a trace class operator. So ∂tP (t) is of trace class. By Remark 7.7, (7.22), we
conclude that Tr (P (t1)− P (t2)) = 0. The equality (7.40) is proved since P =: P (1),
P1 =: P (0).
4. The decomposition of L2(M,E) in the direct sum of H1 (P2) := ImP2 and
H2 (P2) := KerP2 can be produced ([SW], § 3) by the action of an invertible operator
g in H written in a block form with respect to the decomposition H = H1⊕H2 with
Hj = Hj (P1) (
a b
c d
)(
H1
H2
)
= (H1 (P2) , H2 (P2)) , (7.41)
where operators b and c are of trace class and P2 := gP1g
−1. Here, the operators a
and d are automatically Fredholm and the index of a : H1 → H1 is well-defined. We
have
Ind P˜1 = ind a, (7.42)
where P˜1 : ImP2 → ImP1 is P1|ImP2 . We have the analogous equality for ind P˜2,
ind P˜2 = indα, (7.43)
where
g−1 :=
(
α β
γ δ
)
, g−1
(
H1 (P2)
H2 (P2)
)
= (H1, H2) . (7.44)
(Here, the operator g−1 : H → H is written in the block form with respect to the
decomposition H = H1 (P2)⊕H2 (P2).)
Lemma 7.2. Let g : H → H be an invertible operator in a separable Hilbert space H
under the same conditions as in ( 7.41). Then the equality holds
ind a + indα = 0. (7.45)
(Here, a and α are defined by ( 7.41) and by ( 7.44).)
This lemma is proved in the end of this section.
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Remark 7.8. By (7.43), (7.42), (7.45) we have
ind P˜2 = − ind P˜1. (7.46)
By (7.31) the index ind P˜2 depends on P2 and on ImP1 only. The analogous statement
is true for ind P˜1. So by (7.46) ind P˜2 depends on ImP1, ImP2 only. Hence the both
sides of (7.32) depend on ImP1 and on ImP2 only. (Here, we suppose that P1 − P2
is a trace class operator.)
Let us continue our proof of Proposition 7.2.
5. We can suppose that ind P˜1 = 0 = ind P˜2. Indeed, let ind P˜2 = m ∈ Z− (i.e.,
ind a = −m ∈ Z+). Then there is a (bounded) projector P n1 in L2(M,E) such that
ImP n1 ⊃ ImP1
Tr (P n1 − P1) = −m, (7.47)
indP2|ImPn1 = −m+ ind P˜2. (7.48)
(In particular, P n1 − P2 is a trace class operator.) It follows from (7.47) that
Tr (P n1 − P2) = −m+ Tr (P1 − P2) , ind P˜
n
1 = 0.
To produce such a projector P n1 , it is enough to take a finite rank projector p in
L2(M,E) such that
rk p = −m, Im p ⊂ KerP1, ImP1 ⊂ Ker p.
Then P n1 := P1 + p is a (bounded) projector in L2(M,E) satisfying (7.47). The
equality (7.48) holds for P n1 since ImP ⊂ ImP
n
1 is a closed subspace in ImP
n
1 of
codimension m.
6. Let ind P˜1 = 0 = ind P˜2. The numbers Tr (P1 − P2) and ind P˜j depend on ImP1
and on ImP2 only. The operators a and d in the transformation g (7.41) are of the
form (since ind a = 0 = ind d)
a = (IdH1 +l1) qa, d = (IdH2 +l2) qα,
where qa, qα are invertible operators in H1, H2 and lj are trace class operators in Hj.
Transformations
qa : H1 → H1, qd : H2 → H2, c→ cq
−1
a , b→ bq
−1
α
do not changeHj andHj (P2). Hence we can suppose (in the case ind P˜1 = 0 = ind P˜2)
that the operator g in (7.41) has a block form (with respect to H = H1 ⊕H2) where
a− IdH1 , d − IdH2, b, c are trace class operators. So the following lemma gives us a
proof of Proposition 7.2.
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Lemma 7.3. Let P be a (bounded) projector in a separable Hilbert space H with
infinite-dimensional KerP := H2 and with ImP := H1 (H = H1 ⊕ H2). Let g =(
a b
c d
)
be a bounded linear operator in H written in a block form with respect to the
decomposition H1 ⊕ H2 and such that a − IdH1, d − IdH2, b, and c are trace class
operators. Then S := P − gPg−1 is a trace class operator in H and TrS = 0.
Proof. 1. Let G be the group of invertible operators g in H where a−IdH1 , d−IdH2 ,
b, and c are of trace class. Then the equality TrS = 0 follows from the assertion
that G is connected. Indeed, in this case, for any g ∈ G there is a smooth curve g(t)
in G from Id ∈ G to g = g(1). Then g˙(t) ≡ ∂tg(t) is of trace class in H and for
Pt := g(t)Pg(t)
−1 we see that
P˙t = [g˙(t), Pt]
is of trace class. Hence by Remark 7.7, (7.21), we have
Tr P˙ + t = 0, Tr
(
P − gPg−1
)
= 0,
because gPg−1 =: P1.
2. For any g ∈ G set g − Id =: A = A(g). Then A is of trace class. So A is
compact and for any nonzero eigenvalue λ of A the corresponding algebraic eigenspace
Lλ = Lλ(A) is finite-dimensional.
Set L := ⊕Lλ over A-eigenvalues λ with |λ| ≥ ε. Then L is a finite-dimensional
invariant subspace with respect to A. Let Q be A-invariant subspace complementary
to L, H = L⊕Q. Then Q is a separable Hilbert space (with the induced Hilbert norm)
and A = AL ⊕AQ with respect to L⊕Q. The group GL(L) = AutC L is connected.
Let gL(t) be a smooth curve in AutC L from IdL to IdL+AL. The operator norm of
AQ in Q is less than 1/2 (for ε small enough). Then g(t) := gL(t) ⊕ (IdQ+tAQ) for
0 ≤ t ≤ 1 is a smooth curve in G from IdH to g = IdH +A (written with respect to
H = L⊕Q). Indeed, IdQ+tAQ, |t| ≤ 1, is invertible in Q since the L2-operator norm
of AQ, ‖AQ‖2, is less than 1/2. For the trace norm of (IdQ+tAQ)
−1 − IdQ =: BQ(t)
the estimate holds (for |t| ≤ 1)
‖BQ(t)‖tr ≤ ‖tAQ‖tr +
∥∥∥(tAQ)2∥∥∥
tr
+ . . .+ ‖(tAQ)
n‖tr + . . . ≤
≤ ‖tAQ‖tr
(
1 + ‖tAQ‖2 + . . .+ (‖tAQ‖2)
n−1 + . . .
)
≤ 2‖AQ‖tr.
So g(t) ∈ G. Hence the group G is connected. The lemma is proved. 
Proof of Lemma 7.2. By (7.42) and (7.43) we have
ind a+ indα = ind P˜1 + ind P˜2, (7.49)
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where P˜1 = P1|ImP2 : ImP2 → ImP1 and P˜2 : = P2|ImP1. Operators P˜1, P˜2, and
P˜1P˜2 : ImP1 → ImP1 are Fredholm. So
ind P˜1P˜2 = ind P˜1 + ind P˜2. (7.50)
However, P˜1P˜2 = P1P2P1|ImP1 and P1P2P1|ImP1 = IdImP1 +A, where A : ImP1 →
ImP1 is of trace class. Hence
ind P˜1P˜2 = 0. (7.51)
The lemma is proved. 
8. Determinants of general elliptic operators
In (6.31) we extended the definition of the zeta-regularized determinant detζ(A)
to elliptic operators A, ordA 6= 0, with a choice of the logarithm of their symbols
σ(logA). (In (6.31) we suppose that some σ(logA) exists but do not suppose that
logA exists.)
Later on we will call them canonical determinants and denote by det(A) for an
operator A. We try to generalize these determinants to the case of general elliptic
PDOs (i.e., without of the supposition that their logarithmic symbols exist).
Let at, 0 ≤ t ≤ 1, be a smooth curve in the Lie algebra ell(M,E) of loga-
rithms for classical elliptic PDOs such that at ∈ (rp)
−1(c), c ∈ C×. (To remind,
p : ell(M,E) → Slog(M,E) is the natural projection and r : Slog(M,E) → C is the
order homomorphism from the extension (5.4).) Let At, 0 ≤ t ≤ 1, be the solution
of an ordinary differential equation
∂tAt = atAt, A0 := Id . (8.1)
Then At is the elliptic operator from Ell
ct
0 (M,E). The symbol of the operatorAt,t+ε :=
At+εA
−1
t has a canonical logarithm in Slog(M,E) close to zero (if ε > 0 is sufficiently
small). Indeed, in this case, the principal symbol σcε
(
At+εA
−1
t
)
on S∗M is sufficiently
close to Id. Hence the logarithmic symbol of σ
(
At+εA
−1
t
)
exists by Remark 6.957 Thus
det (At,t+ε) is defined.
Let A ∈ Ellc0(M,E), c ∈ C
×, and a smooth curve at, 0 ≤ t ≤ 1, in (rp)
−1(c) ⊂
ell(M,E) be such that A = At|t=1, where At is the solution of (8.1). Then the
determinant of the pair (A, at) is defined by
det (A, at) = lim
sup{εi}→0
Πidet
(
Ati,ti+1
)
, (8.2)
where {εi} are finite sets of εi > 0 such that
∑
εi = 1. Here, t0 = 0, ti = ε0+. . .+εi−1
for i ≥ 1, ti + εi = ti+1.
57Here it is enough to use a spectral cut L(pi).
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Remark 8.1. Let at ≡ a be independent of t ∈ [0, 1]. Then the map from a ∈
Slog(M,E) to the value A1 at t = 1 of the solution of (8.1) with at ≡ a is the
exponential map of Slog(M,E) into Ell
×
0 (M,E) since A1 = exp a.
Let a ∈ (rp)−1(c) ⊂ ell(M,E), c ∈ C×. Then the determinant (8.2) for A = A1(a)
is the zeta-regularized (and canonical) determinant
det(A) = det(A, a). (8.3)
In this case, the canonical determinant coincides with the zeta-regularized determi-
nant detTRζ (A) := exp
(
−∂sζ
TR
A,a(s)|s=0
)
. Here, the zeta-function of A is defined as
ζTRA,a(s) := TR(exp(−sa)), TR is the canonical trace, ζA,a(s) is regular at s = 0 by
Proposition 3.6.
Hence the determinant (8.2) is an extension of a zeta-regularized determinant cor-
responding to the case at ≡ a in (8.2) (where a ∈ (rp)
−1 (C×) ⊂ ell(M,E)).58
Remark 8.2. Let S be a positive definite self-adjoint elliptic operator from Ell10(M,E).
Then the solution At of (8.1) defines a solution Bt = S
−ct
(pi) At of the equation
∂tBt = btBt, B0 := Id, (8.4)
and bt is a curve in (rp)
−1(0) = CL0(M,E),
bt := S
−ct
(pi) atS
ct
(pi) − c log(pi) S. (8.5)
The operator A = At|t=1 is defined by S and by a smooth curve bt in CL
0(M,E).
Remark 8.3. A smooth curve at, 0 ≤ t ≤ 1, in (rp)
−1(c) is defined by a smooth curve
αt from the origin in ell(M,E) such that αt ∈ (rp)
−1(ct) and
∂tαt = at, αt :=
∫ t
0
aτdτ. (8.6)
The class of solutions of the equation (8.1) for smooth curves at in (rp)
−1(c) ⊂
ell(M,E) coincides with smooth curves At, 0 ≤ t ≤ 1, in Ell
×
0 (M,E) such that
A0 = Id and ordAt = ct.
Proposition 8.1. An invertible elliptic PDO A ∈ Ellc0(M,E) with c ∈ C
× can be
represented as the value at t = 1 of a solution At of ( 8.1) with some smooth curve at
in (rp)−1(c) ⊂ ell(M,E).
58There is an unsolved problem. The determinant of an elliptic operator A ∈ Ellc0(M,E), c ∈ C
×,
has to be defined as a (multiplicative) functional integral
Det(A) :=
∫
det(A, at)Dat
over the space of curves at in (rp)
−1(c) ⊂ ell(M,E) such that A1 = A for the solution At of (8.1)
(with at as the coefficient on the right in (8.1)). The problem is how to define such an integral and
what are the properties of Det(A).
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Theorem 8.1. The determinant det(A, at) (where A, at are as in ( 8.2)) is defined,
i.e., the limit on the right in ( 8.2) exists.
Corollary 8.1. The determinant det (A, at) is invariant under smooth reparametriza-
tions of a curve (at).
Remark 8.4. Let A be a product A = A2A1 of elliptic PDOs from Ell
×
0 (M,E). Let
Aj,t, j = 1, 2, 0 ≤ t ≤ 1, be smooth curves in Ell
×
0 (M,E) such that ordAj,t are
monotonic in t and Aj,0 = Id, Aj,1 = Aj . Then det (A, at) is also defined for a
piecewise-smooth curve at in ell(M,E),
at :=
(
∂τA1,τ ·A
−1
1,τ
) ∣∣∣
τ=2t
=: a1,2t for 0 ≤ t ≤ 1/2,
at :=
(
∂τA2,τ ·A
−1
2,τ
) ∣∣∣
τ=2t−1
=: a2,2t−1 for 1/2 ≤ t ≤ 1.
(In general, this curve is disconnected at t = 1/2.) We have
det (A2, a2,t) det (A1, a1,t) = det (A2A1, at) .
Here, the orders of PDOs Aj have to be nonzero. However we don’t suppose that
A2A1 is an elliptic PDO of a nonzero order.
Proof of Proposition 8.1. For an arbitrary A ∈ Ellc0(M,E), c ∈ C
×, there exists
a smooth curve A(t) in Ell×0 (M,E) such that A(0) = Id, A(t) ∈ Ell
ct
0 (M,E), and
A(1) = A. Then ∂tA(t) = atA(t), where at ∈ (rp)
−1(c) ⊂ ell(M,E). Hence for
A ∈ Ellc0(M,E), c ∈ C
×, there exists a curve at which satisfies the same conditions
as in (8.2). 
Proof of Theorem 8.1. The product of determinants on the right in (8.2) can be
written in the form
Πm−1i=0 det(p˜i)
(
Ati,ti+1
)
= Πm−1i=0
(
d1
(
Ati,ti+1
)/
d0
(
Ati,ti+1
))
. (8.7)
Here, t0 = 0 < t1 < . . . < tm = 1 and εi := ti+1− ti are supposed to be small enough.
The element d1(A) ∈ G(M,E) for A ∈ Ell
×
0 (M,E) is defined in Section 6 as the image
of A in F0\Ell
×
0 (M,E) =: G(M,E) (the normal subgroup F0 is defined by (6.1)).
The elements d0(A) are defined for elliptic PDOs A of real nonzero orders sufficiently
close to positive definite ones as d1(A)/det(p˜i)(A) ∈ G(M,E). By Proposition 6.3 the
element d0(A) ∈ G(M,E) depends on the symbol σ(A) of A only. The local section
d0(A) is defined by Theorem 6.1 as the exponential of the C×-cone of null-vectors in
g(M,E) = g˜ for the invariant quadratic form (5.18) on g˜.
The extension of the Lie groups
1→ C× → G(M,E)→ SEll×0 (M,E)→ 1
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is central. Hence the product of determinants on the left in (8.7) can be represented
in the form
d1
(
Atm−1,tm
)
d1
(
Atm−2,tm−1
)
. . . d1 (At0,t1)
/
d0
(
Atm−1,tm
)
. . . d0 (At0,t1) . (8.8)
By (6.8) the numerator of (8.8) is equal to d1(A). (To remind, A := At|t=1.) The
denominator in (8.8) depends on symbols σ
(
Ati,ti+1
)
, 0 ≤ i ≤ m− 1, only. Hence it
is enough to prove the assertion as follows.
Proposition 8.2. The limit exists
lim
sup{εi}→0
d0
(
Atm−1,tm
)
. . . d0 (At0,t1) . (8.9)
Here, {εi} are finite sets (ε0, . . . , εm−1), m ∈ Z+, of εi > 0 such that ε0 + ε1 + . . .+
εm−1 = 1, t0 = 0 < t1 < . . . < tm = 1, ti+1 − ti = εi for 0 ≤ i ≤ m − 1 and εi are
supposed to be small enough (when d0
(
Ati,ti+1
)
are defined).
Proof. Set lt := σ(at)/c (where at ∈ (rp)
−1(c) ⊂ ell(M,E)). Let a PDO B ∈
Elld0(M,E), d 6= 0, be sufficiently close to a positive definite self-adjoint PDO.
59
Then under the canonical local identification G(M,E) = exp (g˜) of Theorem 6.1,
d0(B) corresponds to the element exp (d · Πll) of exp (g˜) = exp
(
g˜(l)
)
, where l :=
σ
(
log(p˜i)B
)
/d and Πl : g →֒ g˜(l) is the inclusion of g : Slog(M,E) into g˜(l) under
the splitting (5.8), (6.44). (To remind, the Lie algebras g˜(l) and g˜(l1) are canonically
identified by an associative system of the Lie algebras isomorphisms Wl,l1 given by
Proposition 5.1. Hence this system of isomorphisms defines the canonical Lie algebra
g˜.) Let Wl : g˜(l) −−→˜ g˜ be the canonical isomorphism of Lie algebras (defined by the
system Wl,l1 of isomorphisms). Let Ft ∈ exp (g˜) be a solution of the equation
∂tFt = c ·Wlt (Πltlt) · Ft, F0 = Id . (8.10)
(Here, c ∈ C× is the constant such that at ∈ (rp)−1(c).) This equation can be solved
by the substitution
Ft := exp
(
c · t · l˜
)
·Kt(l), (8.11)
where l˜ := Wl (Πll), l ∈ r
−1(1) (for instance, l := l0), and Kt(l) ∈ exp (g˜) is a solution
of the equation
∂tKt = c · exp
(
−c · t · l˜
)
·Wl (Πlft + (ft, ft)res /2 · 1) · exp
(
c · t · l˜
)
Kt (8.12)
59Here we use only that σd(B)|S∗M is sufficiently close to a positive definite and self-adjoint PDO.
In this case, σ
(
log(p˜i)B
)
are defined on S∗M . So σ (Bz) can be defined on T ∗M \M by multiplying
appropriate terms of this symbol by tz−k, t ∈ R+.
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for K0(l) := Id, ft := lt − l ∈ CS
0(M,E). Indeed, let Ft be the solution of (8.10).
Then by (6.47) we have
Wlt (Πltlt) =Wl (Πllt + (lt − (lt + l) /2, lt − l)res · 1) =
= l˜ +Wl (Πlft + (ft, ft)res /2 · 1) ,
∂tFt = c · l˜Ft + exp
(
c · t · l˜
)
· ∂tKt(l).
(8.13)
Hence ∂tKt(l) is given by (8.12) (and K0(l) := Id).
The factor
u(t) := exp
(
−c · t · l˜
)
Wl (Πlft + (ft, ft)res /2 · 1) exp
(
c · t · l˜
)
(8.14)
on the right in (8.12) is a smooth curve
u : t ∈ [0, 1]→ u(t) ∈ (rq)−1(0) = q−1g0 ⊂ g˜.
(Here, q : g˜ → g := Slog(M,E) is the natural projection, r is the order homomorphism
from (5.4), and g0 := CS
0(M,E).) Hence the equations (8.12), (8.10) have unique
solutions. (This assertion is proved in Lemma 8.2.)
The approximation similar to Euler polygon line for the ordinary differential equa-
tion (8.10) on the determinant Lie group G(M,E) is defined for any given finite set
{εi} with εi > 0,
∑
i εi = 1, as the solution of the equation
60
∂te0 (t, {εi}) = c · f0 (t, {εi}) · e0 (t, {εi}) , e0 (0, {εi}) = Id,
f0 (t, {εi}) = l˜ti for t ∈ (ti, ti+1) , l˜t := Wlt (Πlt lt) .
(8.15)
The product of d0
(
Ati,ti+1
)
in (8.9) is equal to the value at t = 1 of the solution of
the equation
∂te1 (t, {εi}) = c · f1 (t, {εi}) · e1 (t, {εi}) , e1 (0, {εi}) = Id,
f1 (t, {εi}) = l˜i for t ∈ (ti, ti+1) , li := σ
(
log
(
Ati,ti+1
))
/cεi.
(8.16)
(Here, it is supposed that εi = ti+1 − ti are small enough for log σ
((
Ati,ti+1
))
to
exist.)
The difference li − lti ∈ CS
0(M,E) can be estimated as follows. Set B(t) :=
σ
(
AtA
−1
ti+1
)
, β(t) := σ
(
log
(
AtA
−1
ti+1
))
. Here, t is real and close to ti+1. By (8.1),
60This solution is a piecewise-smooth continuous curve e0 : [0, 1] → G(M,E), e0 is smooth ex-
cept points e0 (tj , {εi}). To remind, locally G(M,E) and exp (g˜) are canonically isomorphic by
Theorem 6.1.
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(8.16), and by (6.75), we have
b(t)|t=ti = exp (−c · εi · li) ,
∂tb(t)|t=tib (ti)
−1 = clti ,
∂tb(t)|t=tib (ti)
−1 = ∂tσ (At) · σ
(
A−1t
)
|t=ti =
= F (ad (−cεili)) ◦ ∂tβ(t)|t=ti = F (ad (−cεili)) ◦ (cli − cεi∂tγ(t)|t=ti) ,
(8.17)
where F (ad l) is defined by (6.75) and by Remark 6.17. Here, γ(t) := β(t)/c (t− ti+1),
γ (ti) = li, γ (ti+1) := lti+1 . So we have
∂tb(t)|t=tib (ti)
−1 = cli + cF (ad (−cεili)) ◦ (−εi∂tγ(t)|t=ti) . (8.18)
We conclude that
(lti − li) = εiF (ad (−cεili)) ◦ (−∂tγ(t)|t=ti) . (8.19)
The space CS0(M,E) is a Fre´chet space with semi-norms defined as follows. Let
{Ui} be a finite cover of M by coordinate charts and let {Vi}, Vi ⊂ Ui, be a subor-
dinate finite cover of M such that Vi are compact. The semi-norms are labeled by
k ∈ Z+ ∪ 0 and by multi-indexes α = (α1, . . . , αn), ω = (ω1, . . . , ωn) (αjωj ∈ Z+ ∪ 0).
For α ∈ CS0(M,E) the corresponding semi-norm is
‖a‖k,α,ω := maxi
sup
x∈Vi
(
|ξ|k
∥∥∥∂αξ ∂ωx a−k(x, ξ)∥∥∥) , (8.20)
where a−k is a positive homogeneous component of a in coordinates Ui ∋ x. This
Fre´chet structure is independent (up to equivalence) of a finite cover of M by coor-
dinate charts.
The proof of Proposition 8.2 uses the following lemmas.
Lemma 8.1. The difference lti − li is O (εi) (as εi tends to zero) with respect to any
finite set of semi-norms ( 8.20). Namely for any finite set (k, α, ω)j, j = 1, . . . , N , of
indexes in ( 8.12) there are constants C1 > 0, ε, 1 > ε > 0, such that
‖lti − li‖(k,α,ω)j < C1εi
for any i, 0 < ti < ti+1 := ti + εi < 1, 0 < εi < ε, 1 ≤ j ≤ N .
Corollary 8.2. The difference of the coefficients f1 (t, {εi})−f0 (t, {εi}) in the linear
equations ( 8.16) and ( 8.15) is O (εi) (as εi tends to zero) with respect to any finite
set of semi-norms ( 8.20) uniformly in t ∈ (ti, ti+1) and in ti, 0 ≤ ti ≤ 1−εi. Namely
the logarithmic symbols li and lti are of order one, li, lti ∈ r
−1(1). By ( 6.47) and
( 8.13) we have
l˜ti = l˜i +Wli (Πli (lti − li) + (lti − li, lti − li)res /2 · 1) . (8.21)
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By Lemma 8.1, lti − li is O (εi) (as εi tends to zero) with respect to any semi-norm
( 8.20). Hence (lti − li, lti − li)res = O (ε
2
i ) and l˜ti − l˜i is O (εi).
Lemma 8.2. There is a unique solution Ft of the equation ( 8.10). We have
lim
sup{εi}→0
e0 (t, {εi}) = Ft
uniformly in t ∈ [0, 1], supi {εi}.
Remark 8.5. The convergence in G(M,E) is defined as follows.
1. A sequence {gm} ⊂ G(M,E), m ∈ Z+, is convergent to a point g ∈ G(M,E), if
there is m0 ∈ Z+ such that for m ≥ m0
g−1gm ∈ exp
(
Wlg˜(l)
)
(for some fixed l ∈ r−1(1) ⊂ Slog(M,E)) and if W
−1
l log (g
−1gm) =: um ∈ g˜(l) are
convergent to zero in g˜(l). The points um ∈ g˜(l) are written in the form
um = qml + u
0
m + cm · 1 (8.22)
with respect to the splitting (6.44) defined by l. (Here, qm, cm ∈ C, u0m ∈ CS
0(M,E),
and 1 is the central element in g˜(l).) The assertion um → 0 in g˜(l) (as m→∞) means
that qm → 0, cm → 0, and any semi-norm (8.20) of u
0
m, ‖u
0
m‖k,α,ω, tends to zero.
2. Let fε : t ∈ [0, 1]→ fε(t) ∈ G(M,E) be a family of curves in G(M,E). We say
that fε tends to a curve f0 in G(M,E) uniformly in t (as ε tends to zero), if
1) there is ε0 > 0 such that for 0 < ε < ε0
f0(t)
−1fε(t) =: exp (Wluε(t)) ∈ exp
(
Wlg˜(l)
)
,
2) for the components of the elements
uε(t) := qε(t)l + u
0
ε(t) + cε(t) · 1 ∈ g˜(l)
written with respect to the splitting (6.44) (similarly to (8.22)), it holds uniformly in
t and with respect to any semi-norm (8.20)
qε(t)→ 0, cε(t)→ 0,
∥∥∥u0ε(t)∥∥∥k,α,ω → 0.
(These conditions are independent of l ∈ r−1(1) ⊂ Slog(M,E) by Proposition 5.1 and
by Theorem 6.1.)
3. The extension g˜(l) of Slog(M,E) ⊃ g0 := CS
0(M,E) is defined by a cocycle
Kl, (5.5). The restriction to g0 of this cocycle, Kl (B0, C0), depends only on images
of symbols B0, C0 in CS
0(M,E)/CS−n−1(M,E) (n := dimM). By Proposition 5.1,
the identifications Wl1,l2 : g˜(l1) −−→˜ g˜(l2) with l1 − l2 ∈ CS−n−1(M,E) do not change
the coordinate c of the central elements c · 1 in g˜(l1) and in g˜(l2).
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A sequence {gm} ⊂ G(M,E) is convergent to g ∈ G(M,E), if the following condi-
tions hold.
1) The symbols sm := p (gm) are convergent in SEll
×
0 (M,E) to s := p(g). It
means that the orders qm := ord sm ∈ C are convergent to q := ord s and that the
restrictions of sm to S
∗M are covergent to s|S∗M . Namely let {Ui} be a finite cover
of M by coordinate charts and let {Vi}, Vi ⊂ Ui, be a subordinate finite cover of
M such that Vi are compact (as in (8.20)). Then the restrictions to S
∗M of the
positive homogeneous components (sm)qm−k (x, ξ), k ∈ Z+∪0, (defined by sm and by
a cover {Ui}) are convergent over all Vi to (s)q−k(x, ξ)|S∗M together with their partial
derivatives with respect to (x, ξ). (This is a condition of convergence with respect to
semi-norms similar to (8.20). Here, the factors with powers of |ξ| in these semi-norms
can be replaced by 1 since ξ ∈ S∗M .) If such a convergence holds with respect to
some finite cover of M by coordinate charts, then it holds with respect to any finite
cover of M by coordinate charts.
2) The images cl (um) of elements um ∈ g˜(l), exp (Wlum) := g
−1gm, under the
natural projection
cl : g˜(l) → g˜(l)/g = C (8.23)
are convergent (as m→ ∞) to zero. Here, g := Slog(M,E) is imbedded (as a linear
space) into g˜(l) with respect to the splitting (6.44) defined by l. The projection
cl depends on the image of l in g/CS
−n−1(M,E) only (n := dimM). Namely for
l1, l2 ∈ r
−1(1) ⊂ g such that l1 − l2 ∈ CS
−n−1(M,E) we have
cl2Wl1,l2 = cl1. (8.24)
The group structure of G(M,E) is induced by the group structure of Ell×0 (M,E).
This structure is in accordance with the convergence in G(M,E).
Lemma 8.3. The estimate
d0
(
σ
(
Ati+1A
−1
ti
))
exp
(
−cεil˜ti
)
:=exp
(
cεil˜ti
)
exp
(
−cεil˜ti
)
=Id+O
(
ε2i
)
(8.25)
holds in G(M,E) uniformly in i, ti (as εi tends to zero).
Remark 8.6. The estimate (8.25) means that its left side has a form exp (Wlu), where
u ∈ g˜(l) (for some l ∈ r
−1(1) ⊂ Slog(M,E)) and that u is O (ε
2
i ) in g˜(l) (uniformly in
i, ti). The latter condition means that with respect to the splitting (6.44) (defined
by l) we have
u = 0 · l + u0 + c · 1 ∈ g˜(l)
(because r (li) = r (lti) = 1 and so rq(u) = 0), where c is O (ε
2
i ) and u0 is O (ε
2
i ) in
CS0(M,E) with respect to any semi-norm (8.20) (as εi tends to zero). This condition
is independent of l ∈ r−1(1) by Proposition 5.1 and by Theorem 6.1.
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Now we return to the proof of Proposition 8.2. We have to prove the convergence
of the product
d0({Ati , εi}) :=d0
(
Atm−1tm
)
. . . d0(At0t1)=:exp
(
cεm−1l˜m−1
)
. . . exp
(
cε0l˜0
)
(8.26)
as supi {εi} tends to zero. By Lemma 8.2, the solution e1 (t, {εi}) of (8.15) tends (in
G(M,E)) to Ft as supi {εi} → 0. (Here, Ft is the solution of (8.10).) In particular,
e1 (1, {εi}) := exp
(
cεm−1l˜tm−1
)
. . . exp
(
cε0l˜t0
)
(8.27)
tends to F1. So the product e1 (1, {εi}) converges (as supi {εi} → 0).
By Lemma 8.3 we have
exp
(
cεil˜i
)
= exp (Wlui) exp
(
cεil˜ti
)
(8.28)
with ui = O (ε
2
i ) in g˜(l) uniformly in i, ti. By Lemma 8.2 we conclude that for any
{εj} with supj {εj} small enough, the products
Pi ({εj}) := exp
(
cεil˜ti
)
exp
(
cεi−1l˜ti−1
)
. . . exp
(
cε0l˜t0
)
(8.29)
belong to a bounded set B in G(M,E) for any εj, tj . Indeed, (8.29) tends to Fti
uniformly in i, ti as supj {εj} tends to zero. There is an open set 0 ∈ U ⊂ g˜(l)
such that the products (8.29) belong to Fti exp (WlU) for all ti (if supj {εj} is small
enough) and U is bounded in g˜(l). (The latter condition means that the direct sum
components of elements of U in g˜(l) = C · l⊕CS0(M,E)⊕C · 1 splitted by (6.44) are
bounded. A set B0 ⊂ CS
0(M,E) is bounded, if it is bounded with respect to all semi-
norms (8.20).) So Qi := Pi ({εj})
−1 exp (Wlui)Pi ({εj}) is Id+O (ε
2
i ) uniformly in i,
{tj}, if supj {εj} is small enough. (The latter condition means that Qi = exp (Wlki),
where ki is O (ε
2
i ) in g˜(l). Note that Qi depends not on Pi ({εj}) but only on its
symbol p (Pi ({εj})) ∈ SEll
×
0 (M,E).) We have
d0 ({Ati , εj}) = exp (Wlum−1) exp
(
cεm−1l˜tm−1
)
. . . exp (Wlu0) exp
(
cε0l˜t0
)
=
=exp(Wlum−1) exp
(
cεm−1l˜tm−1
)
. . . exp (Wlui+1) exp
(
cεi+1l˜ti+1
)
Pi ({εj})Qi . . . Q0=
= Pm−1 ({εj})Qm−1 . . . Q0 = e1 (1, {εj})Qm−1 . . . Q0. (8.30)
We see also that the product Qm−1 . . . Q0 tends to Id ∈ G(M,E) as supj {εj} → 0.
Indeed, Qj is Id+O
(
ε2j
)
uniformly in j and the product
Πj
(
1 + Cε2j
)
≤ exp
(
C
∑
ε2j
)
≤ exp
(
C · sup
j
{εj}
)
tends to zero as sup{εj} → 0. (Here, C > 0, {εj} is a finite set,
∑
εj = 1, εj > 0.)
Proposition 8.2 is proved. 
Theorem 8.1 follows from (8.8) and from Proposition 8.2. 
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Hence the definition (8.2) of the determinant det (A, at) is correct.
Proof of Lemma 8.1. By (8.19), it is enough to prove that for sufficiently small
εi > 0,
L (εi, At) := F (ad (−cεili)) ◦ ∂tγ(t)|t=ti is O(1) (8.31)
uniformly in ti. Here, γ(t) = σ
(
log
(
AtA
−1
ti+1
))
/c (t− ti+1) ∈ r
−1(1) ⊂ Slog(M,E),
γti+1(t) := γ(t). Let l ∈ r
−1(1) ⊂ Slog(M,E) be fixed. Then γ
0
t1
(t) := γt1(t) − l ∈
CS0(M,E) is defined for any point (t1, t) of I
2, I = [0, 1], sufficiently close to the
diagonal in I2. The derivative ∂tγ(t)|t=ti in (8.31) (where γ(t) := γti+1(t)) is equal to
∂tγ
0
ti+1
(t)|t=ti and so it is an element of CS
0(M,E). The assertion (8.31) means that
for sufficiently small εi an element L (εi, At) ∈ CS
0(M,E) is defined and that any
semi-norm (8.20) ‖L‖k,α,ω of L with respect to a finite cover {Ui} ofM by coordinate
charts is bounded by C(k, α, ω) uniformly in ti, εi. The derivative ∂tγ
0
t1
(t) (for t
sufficiently close to t1) exists, if all the homogeneous components
(
γ0t1,t
)
−k
(x, ξ) of
the symbol γ0t1(t) ∈ CS
0(M,E) written in local coordinates Ui are smooth in t, x, ξ,
ξ 6= 0.
Let us prove that ∂tγ
0
t1(t) is O(1) in CS
0(M,E) uniformly in (t1, t) from some
neighborhood of the diagonal in I2. The symbol st1(t) := σ
(
AtA
−1
t1
)
is a solution of
the equation
∂tst1(t) = σ (at) st1(t), st1 (t1) = Id . (8.32)
Here, st1(t) ∈ SEll
c(t−t1)
0 (M,E) is a smooth curve in SEll
×
0 (M,E) (i.e., the curve
exp (−c (t− t1) l) st1(t) is smooth in SEll
0
0(M,E)). This assertion follows from the
Peano differentiability theorem for ordinary differential equations ([Ha], V. 3). For
equations equivalent to (8.32) its proof is contained in the proof of Lemma 8.2.
For small |t− t1| the symbol st1(t) is close to Id on S
∗M and σ
(
log
(
AtA
−1
t1
))
∈
Slog(M,E) is defined. The curve βt1(t) := σ
(
log
(
AtA
−1
t1
))
is smooth in Slog(M,E)
for small |t− t1|, β
0
t1
(t) = βt1(t)− c (t− t1) l is a smooth curve in CS
0(M,E), i.e., in
local coordinates onM all the homogeneous components of βt1(t) are smooth in t, t1,
x, ξ for small |t− t1| and ξ 6= 0. We have ∂tβ
0
t1(t)|t=t1 = c (lt1 − l) ∈ CS
0(M,E) and
c (lt1 − l) = at1 − cl is a smooth curve in CS
0(M,E) (under the conditions of (8.1)).
So γt1(t)− l = βt1(t)/c (t− t1)− l is bounded with respect to any semi-norm (8.20)
‖γt1(t)‖k,α,ω uniformly in (t1, t) from some small neighborhood of the diagonal in I
2.
(Here, γt1(t)|t=t1 is defined as lt1 .)
It is enough to prove that F (− ad (εili)) transforms a bounded set B in CS
0(M,E)
into a bounded set B1 in CS
0(M,E) for all sufficiently small εi uniformly in i, li. The
operator ad (εili) acts on B ⊂ CS
0(M,E) as εi [li, b]. (It is proved above that li − l
are uniformly bounded in CS0(M,E).) Let {Uj} be a finite cover ofM by coordinate
charts and let {Vj}, Vj ⊂ Uj, be a subordinate cover with V j compact in Uj. Then
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li|V j = log |ξ| · Id+fi|V j , where ξ corresponds to local coordinates of a chart Uj and
fi belongs to the restriction to V j of a bounded set B ⊂ CS
0
(
Uj , E|Uj
)
uniformly in
li. So we have
[li, b] |V j =
∑
q,k∈Z+∪0
{ ∑
|α|≥1
1
α!
∂αξ log |ξ| ·D
α
xb−k(x, ξ) +
+
∑
α≥0
(
∂αξ (fi(x, ξ))−qD
α
xb−k(x, ξ)− ∂
α
ξ b−k(x, ξ)D
α
x (fi(x, ξ))−q
)}∣∣∣
V j
. (8.33)
The symbol [li, b] belongs to CS
0(M,E) and by (8.33) its homogeneous components
[li, b]−m, m ∈ Z+, can be estimated as follows. Let the semi-norm ‖·‖N in CS
0(M,E)
be defined as the sum
∑
‖·‖k,α,ω over (k, α, ω) with 0 ≤ k + |α| + |ω| ≤ N . Then
the Fre´chet structure given by the semi-norms ‖·‖N , N ∈ Z+ ∪ 0, on CS
0(M,E) is
equivalent to the one given by the semi-norms
∑
‖·‖k,α,ω. We have by (8.33)∥∥∥[li, b] |V j∥∥∥N ≤ C (N,BUj) ∥∥∥b|V j∥∥∥N . (8.34)
Indeed, by (8.33) and by Leibniz’ formula, the estimate holds∑
m+|β|+|ω|≤N
sup
x∈V j ,ξ 6=0
(∥∥∥∂βξDωx [li, b]−m (x, ξ)∥∥∥ |ξ|m+β) ≤
≤ CN
 sup
|ξ|6=0,1≤|α|≤N
∣∣∣∂αξ log |ξ|∣∣∣+ sup
x∈V j ,|ξ|6=0,0≤|γ|+|α|+q≤N,q∈Z+∪0
∂αξ D
γ
x (fi(x, ξ))−q
×
× sup
x∈V j,ξ 6=0
0≤|γ|+|α|+|k|≤N
(∥∥∥Dγx∂αξ b−k∥∥∥ · |ξ|k+|α|) ≤ CN (1 + ∥∥∥fi|V j∥∥∥N)
∥∥∥b|V j∥∥∥N (8.35)
and
∥∥∥fi|V j∥∥∥N ≤ CN (BUj) for fi from a bounded set BUj in CS0(M,E)|Uj . So the op-
erator norm of ad (li) in CS
0(M,E) with respect to the semi-norm ‖·‖N in CS
0(M,E)
is bounded by C(N,L), where L ⊂ CS0(M,E) is a bounded set such that all the
elements li belong to l + L for all {εk}.
The action of F (ad (−cεili)) on an element b ∈ CS
0(M,E) is defined by Re-
mark 6.17 as
F (z) ◦ b|z=−cεi ad(li) ≡
∑
n≥1
zn−1
n!
◦ b|z=−cεi ad(li). (8.36)
The operator norm of z := −cεi ad (li) in CS
0(M,E) with respect to the semi-norm
‖·‖N is bounded by cεiC(N,L). Hence the operator norm of F (z) in (CS
0(M,E), ‖·‖N)
is bounded by
∑
(cεiC(N,L))
n−1 /n!. This series is convergent uniformly in εi, 0 ≤
εi ≤ 1. (Note that this convergence is not uniform with respect to N ∈ Z+ ∪ 0.)
So F (z) is a bounded operator with respect to all semi-norms ‖·‖N . It is proved
DETERMINANTS OF ELLIPTIC PSEUDO-DIFFERENTIAL OPERATORS 141
above that ∂tγ(t)|t=ti belongs to a bounded in CS
0(M,E) set uniformly in i, ti, εi.
So F (z) · ∂tγ(t)|t=ti is bounded in CS
0(M,E) uniformly in i, ti, εi. Lemma 8.1 is
proved. 
Proof of Lemma 8.3. For sufficiently small εi, the product on the left in (8.25)
belongs to exp
(
g˜(l)
)
by the Campbell-Hausdorff formula. In our case this formula
takes the form
log
(
exp
(
cεil˜ti
)
exp
(
−cεil˜i
))
= cεi
(
l˜ti − l˜i
)
+ c2i ε
2
i
[
l˜ti − l˜i,−l˜i
]
/2 +
+ c3ε3i
([
−l˜ti ,
[
l˜ti − l˜i,−l˜i
]]
+
[
−l˜i,
[
−l˜i, l˜ti − l˜i
]])
/12 + . . . (8.37)
By Lemma 8.1 lti − li is O (εi) in CS
0(M,E) uniformly in i, ti, εi, i.e., (lti − li) /εi
belongs to a bounded set B in CS0(M,E). It is proved in Lemma 8.1 that ad (li) is
a bounded operator in (CS0(M,E), ‖·‖N) for any N ∈ Z+ ∪ 0.
Note that l˜ti − l˜i belongs to g˜0 = (rp)
−1(0) ⊂ g˜. The identifications Wl1,l2 : g˜(l1) →
g˜(l2) transform the Lie subalgebra g˜0 ⊂ g˜(lj) into itself by Proposition 5.1, (5.11).
However these identifications for general l1, l2 ∈ r
−1(1) do not act as Id on g˜0. By
(8.21), l˜ti − l˜i is also O (εi) in g˜0 with respect to the natural extension of the semi-
norm ‖·‖N to g˜0 for any N ≥ n := dimM . The operator ad
(
l˜i
)
is also bounded in
g˜0 ⊂ g˜(l) with respect to ‖·‖N , N ≥ n. Note that by Proposition 5.1, (5.11), the semi-
norm ‖·‖N on g˜0 ⊂ g˜(l) is transformed to an equivalent semi-norm ‖·‖N on g˜0 ⊂ g˜(l1)
under the identification Wl,l1 : g˜(l) −−→˜ g˜(l1) when N ≥ n. So it is enough to show
that ad
(
l˜i
)
is bounded in (g˜, ‖·‖N), g˜0 ⊂ g˜(l). The element W
−1
l
(
l˜i
)
=Wli,l (Πli li) is
given by
W−1l
(
l˜i
)
= Πlli + (li − l, li − l)res /2 · 1 ∈ g˜(l). (8.38)
Any element of g˜0 ⊂ g˜(l) is of the form Πla+ c · 1, where a ∈ g˜0 = CS
0(M,E) and
c ∈ C. So we have by (8.38), (6.48), (5.7)
ad
(
W−1l
(
l˜i
))
(Πla+ c · 1) = Πl ([li, a]) +Kl (li − l, a) · 1,
Kl (li − l, a) := − ([l, li − l] , a)res = ([li, l] , a)res .
(8.39)
We know that ad (li) is a bounded operator in g˜0 := (CS
0(M,E), ‖·‖N). The
operator ([li, l] , a)res is a bounded linear operator from (g0 ∋ a, ‖·‖N) to C for N ≥ n.
Hence ad
(
l˜i
)
is bounded in g˜0 ⊂ g˜(l).
So the first term in (8.37) is estimated in the semi-norm ‖·‖N by Cε
2
i , the second
term is estimated by CN ·Cε
3
i /2, the third one is estimated by C
2
N ·Cε
4
i /6. Hence for
sufficiently small εi > 0 the series (8.37) is convergent with respect to the semi-norm
‖·‖N on g˜0 ⊂ g˜(l) (because this series is convergent in a neighborhood of zero in a
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normed Lie algebra). Its ‖·‖N semi-norm is estimated by C1ε
2
i uniformly in εi for
small εi.
However it is difficult to prove the simultaneous convergence of the series (8.37)
with respect to all semi-norms ‖·‖N (for a fixed small εi).
61 But the existence of a
logarithm for a given element g ∈ G(M,E) (i.e., the existence of an element h ∈ g˜
such that exp(h) = g) depends on the properties of the principal symbol (pg)ord g for
the image pg ∈ SEll×0 (M,E) of g, Remark 6.8. (The order of the expression on the
left in (8.24) is zero.) The convergence of the Campbell-Hausdorff series (8.37) with
respect to semi-norms ‖·‖N , N ≤ N1, means that in our case (for sufficiently small
εi > 0) the first homogeneous terms (log(pg))−k (x, ξ), k = 0, 1, . . . , N1, exist and that
Dωx∂
α
ξ (log(pg))−k (x, ξ) exist for |α|+ |ω|+k ≤ N1. Hence log g ∈ g˜ exists in our case
for sufficiently small εi > 0. To obtain the estimate of log g by O (ε
2
i ) with respect to
all semi-norms ‖·‖N (as εi tends to zero), note that in our case log g ∈ g˜0 ⊂ g˜ =Wlg˜(l)
is defined for small εi. So the semi-norms ‖log g‖N are defined for all N ∈ Z+ ∪ 0.
For a fixed N ≥ n := dimM the series (8.37) is convergent with respect to ‖·‖N on
g˜0 for 0 ≤ εi ≤ ε(N), ε(N) > 0.
62 So by the written above estimates of the terms on
the right in (8.37) with respect to ‖·‖N , we see that the ‖·‖N semi-norm of the series
(8.37) is O (ε2i ) for 0 ≤ εi ≤ ε(N).
The same estimate can be also produced with the help of ordinary differential
equations. Namely set v(t) := exp
(
tl˜ti
)
exp
(
−tl˜i
)
. Then we have v(0) = Id ∈
G(M,E),
∂tv(t)=exp
(
tl˜ti
)(
l˜ti− l˜i
)
exp
(
−tl˜i
)
=v(t) exp
(
tl˜i
)(
l˜ti− l˜i
)
exp
(
−tl˜i
)
. (8.40)
We claim that
‖v (cεi)− Id‖N = O
(
ε2i
)
in g˜0 (8.41)
for all N ∈ Z+ ∪ 0 as εi tends to zero. Here, ‖·‖N is the operator norm in (g˜0, ‖·‖N),
i.e., ‖A‖N‖f‖N ≥ ‖Af‖N for any f ∈ g˜0 and ‖A‖N is the infinum of numbers with
such a property. If ‖Af‖N 6≡ 0 on g˜0, then ‖A‖N > 0.
Set
q(t) := exp
(
tl˜i
) (
l˜ti − l˜i
)
exp
(
−tl˜i
)
=: Adexp(tl˜i)
(
l˜ti − l˜i
)
∈ g˜0,
∂tq(t) = ad
(
l˜i
)
◦ q(t), q(0) := l˜ti − l˜i.
(8.42)
It is shown in the proof of Lemma 8.1 that the operator ad (li) in (CS
0(M,E), ‖·‖N)
is bounded (since li belongs to a bounded set in (CS
0(M,E), ‖·‖N) for any N ∈ Z+∪0
61It may be so that there are no εi > 0 such that the series (8.37) is convergent with respect to
all semi-norms ‖·‖N , N ∈ Z+ ∪ 0, simultaneously.
62Note that ‖a‖N1 ≥ ‖a‖N2 for N1 ≥ N2 ≥ 0. So this series is convergent with respect to ‖·‖N
for all N ∈ Z+ ∪ 0.
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uniformly in i, ti, εi). The operator ad
(
l˜i
)
is also bounded in g˜0 with respect to the
natural prolongation of ‖·‖N from CS
0(M,E) to g˜0 := (rp)
−1(0) ⊂ g˜(l1). (Here, we
suppose that N ≥ n := dimM .) So by Lemma 8.1 and by (8.42), (8.21) we have for
all N ≥ n, 0 < εi ≤ ε(N)
‖q(t)‖N ≤ CN
∥∥∥l˜ti − l˜i∥∥∥N ≤ C ′Nεi. (8.43)
By (8.40), (8.43) we have63
∂t ‖v(t)‖N ≤ ‖∂tv(t)‖N ≤ CN‖v(t)‖N‖q(t)‖N . (8.44)
Here, we use that ‖a·b‖N ≤ CN‖a‖N ·‖b‖N for a, b ∈ CS
0(M,E). We use also that the
analogous estimates hold for a ∈ exp (g˜0) ⊂ exp
(
g˜(l1)
)
, b ∈ g˜0 := (rp)
−1(0) ⊂ g˜(l1).
(In that case ‖a‖N is the operator norm in (g˜0, ‖·‖N). We have ‖a‖N ≤ exp (‖α‖N)
for a = expα, α ∈ g˜0.) So the following estimates for the operator norms in (g˜0, ‖·‖N)
hold by (8.44), (8.43)
‖v(t)‖N ≤ ‖v(0)‖N exp (CNC
′
Nεit) ,
‖∂tv(t)‖N ≤ CNC
′
Nεi exp (CNC
′
Nεit) ‖v(0)‖N ,
‖v(t)− v(0)‖N ≤
∫ t
0
‖∂τv(τ)‖ dτ ≤ ‖v(0)‖N (exp (CNC
′
Nεit)− 1) ,
‖v (cεi)− Id‖N ≤ C
′′
Nε
2
i
(8.45)
for 0 ≤ εi ≤ ε(0), i.e., the estimate (8.41) is proved. Thus Lemma 8.3 is proved. 
Proof of Lemma 8.2. The equation (8.10) is equivalent to (8.12) with K0 := Id,
ft := lt − l ∈ CS
0(M,E), i.e.,
∂tKt = cu(t)Kt, u(t) := exp
(
−ctl˜
)
(Wl (Πlft + (ft, ft)res /2 · 1)) exp
(
ctl˜
)
.
(8.46)
Here, Kt ∈ G
0(M,E) := p−1
(
SEll00(M,E)
)
, u(t) ∈ g˜0 := Wl
(
p−1l CS
0(M,E)
)
, where
pl : g˜(l) → Slog(M,E) and p : G(M,E) → SEll
0
0(M,E) are the natural projections.
(The Lie subalgebra g˜0 ⊂ g˜ is independent of l ∈ r
−1(1) ⊂ Slog(M,E).)
The extension p : G(M,E)→ SEll×0 (M,E) is central. So for kt := pKt we have the
equation in SEll00(M,E)
∂tkt = u1(t)kt, k0 := Id, u1(t) := c · pu(t). (8.47)
The coefficient u1(t) belongs to CS
0(M,E),
u1(t) = q0(t; x, ξ) + q−1(t; x, ξ) + . . .+ q−m(t; x, ξ) + . . .
63We denote the constants in (8.43), (8.44), and below depending only on N by the same symbols
CN , C
′
N , etc..
144 MAXIM KONTSEVICH AND SIMEON VISHIK
in local coordinates x on M . (Here, q−j is positive homogeneous of degree (−j) in
ξ.) The symbol kt belongs to SEll
0
0(M,E) and
kt = k0(t; x, ξ) + k−1(t; x, ξ) + . . .
in local coordinates. The symbol is a local notion. So (8.47) is equivalent to the
system of ordinary equations
∂tk0 = q0k0,
∂tk−1 = q0k−1 + q−1k0 +
∑
i
∂ξiq0Dxik0,
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
∂tk−m = q0k−m +
∑ 1
α!
∂αξ q−rD
α
xi
k−j ,
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
(8.48)
(Here, r, j ∈ Z+∪0 and the sum on the right for ∂tk−m is over (r, j, α) with r+j+|α| =
m, |α|+ r > 0, and Dx := i
−1∂x.) This system has a triangle form. Its first equation
(written with respect to a smooth local trivialization of E) for fixed (x, ξ) is a linear
equation
∂tk0(t; x, ξ) = q0(t; x, ξ)k0(t; x, ξ), k0(0; x, ξ) = Id (8.49)
on GLN (C), N := rkC E. Its coefficient q0(t; x, ξ) is smooth in t, x, ξ (for ξ 6= 0),
0 ≤ t ≤ 1. So its solution k0 is unique and smooth in such t, x, ξ. The second
equation is a linear equation onMN (C) with k−1(0; x, ξ) = 0 and with known smooth
in (t, x, ξ) for ξ 6= 0 coefficients q0(t; x, ξ) and (q−1k0 +
∑
∂ξiq0Dxik0) (t; x, ξ). So its
solution k−1(t; x, ξ) is unique and smooth in (t, x, ξ) for ξ 6= 0, 0 ≤ t ≤ 1. The
equation for k−m (in (8.48)) is also linear in MN (C) with k−m(0; x, ξ) = 0 and with
known smooth in (t, x, ξ) (ξ 6= 0) coefficients. So k−m(t; x, ξ) is unique and smooth in
such t, x, ξ. Hence the solution kt of (8.47) exists and is unique, and kt ∈ SEll
0
0(M,E).
Therefore we know kt := pKt and have to find Kt ∈ G
0(M,E). Let K0t , 0 ≤ t ≤ 1,
be a smooth curve in G0(M,E) with K00 = Id and pK
0
t = kt. Set Kt := K
0
t vt. Then
vt ∈ p
−1(Id) ≃ C× ⊂ G(M,E), where C× is a central subgroup of G(M,E). (The
Lie algebra C · 1 of C× is Wl
(
p−1l (0)
)
. Note that the identifications Wl,l1 restricted
to p−1l (0) = C · 1 act as Id on C.) The equation (8.46) is equivalent to
∂tvt =
(
−
(
K0t
)−1
∂tK
0
t +
(
K0t
)−1
cu(t)K0t
)
vt, v0 = 1 ∈ C
×. (8.50)
The coefficient of this linear equation is a smooth function ϕ : [0, 1] → C · 1 :=
Wl
(
p−1l (0)
)
. Indeed, the image of ϕ(t) in Slog(M,E) is
−k−1t (∂tkt + u1(t)kt) = 0,
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and so ϕ(t) ∈ C · 1 ⊂ g˜0 ⊂ g˜. The curve K0t is a smooth curve in G
0(M,E).
So − (K0t )
−1
∂tK
0
t and Ad(K0t )−1 cu(t) are smooth curves in g˜0 (because u(t) is a
smooth curve in g˜0). So ϕ(t) ∈ C · 1 ⊂ g˜0 is smooth. The solution of (8.50) is
vt := exp
(∫ t
0 ϕ(t)dt
)
. Hence the equation (8.46) has a unique solution Kt and the
equation (8.10) (equivalent to (8.46)) has a unique solution Ft.
We have to prove that the solution e0 (t, {εi}) of (8.15) converges to the solu-
tion Ft of (8.10) uniformly in t ∈ [0, 1], as supi {εi} tends to zero. Set e0(t, l) :=
exp
(
−ctl˜
)
e0 (t, {εi}). (Here, l ∈ r
−1(1) ⊂ Slog(M,E) is the same as in (8.11),
(8.46).) Then e0(t, l) := et is the solution of the equation
∂tet = cx(t)et, e0 = Id,
x(t) := exp
(
−ctl˜
)
(Wl (Πlfti + (fti , fti)res /2 · 1)) exp
(
ctl˜
)
= u (ti)
(8.51)
for t ∈ (ti, ti+1) = (ti, ti + εi). (Here, u(t) is defined by (8.46) and ft := lt − l. Recall
that the analogous equation for Kt = exp
(
−ctl˜
)
Ft is ∂tKt = cu(t)Kt, K0 = Id.)
In (8.51) et is a curve in G
0(M,E) and x(t) ∈ g˜0. The image e
σ
t = pet in
SEll×0 (M,E) of the curve et is the solution of the equation
∂te
σ
t = x1(t)e
σ
t , e
σ
0 = Id, x1(t) = c · px(t) ∈ CS
0(M,E). (8.52)
Here, x1(t) for t ∈ (ti, ti+1) is equal to u1 (ti), where u1(t) is the coefficient of the
equation (8.47). The symbol eσt belongs to SEll
0
0(M,E) and in local coordinates it
takes the form
eσt = m0(t; x, ξ) +m−1(t; x, ξ) + . . . ,
where m−j is positive homogeneous of degree (−j) in ξ. The symbol is a local
notion. So the equation (8.52) is equivalent to the system of the form (8.48) with k−j
changed by m−j and with q−j(t; x, ξ), t ∈ (ti, ti+1), changed by q
ε
−j := q−j (ti; x, ξ).
Here, k−j(0; x, ξ) = q−j(0; x, ξ) = δj,0 Id. The first equations of these systems
∂tk0 = q0k0, ∂tm0 = q
ε
0m0 (8.53)
for fixed (x, ξ), ξ 6= 0, are linear equations on GLN (C), N := rkC E. So k
−1
0 m0 =:
r0 ∈ GLN(C) is the solution of the equation
∂tr0(t) =
(
k−10 (q
ε
0 − q0) k0
)
r0(t) =: s0(t)r0(t), r0(0) = Id . (8.54)
Here, the coefficients q0 and q
ε
0 are
q0(t) = Adexp(−ctl) ◦ft, q
ε
0(t) = Adexp(−ctl) ◦fti
for t ∈ (ti, ti+1). The symbol exp(−ctl) belongs to SEll
−ct
0 (M,E) and it can be
locally expressed by the symbol l (as in Section 2). So for supi {εi} small enough,
the difference q0(t) − q
ε
0(t) is small uniformly in t ∈ [0, 1], x, ξ (ξ 6= 0). The same
assertion is true for any finite number of partial derivatives ∂αξD
ω
x (q0(t)− q
ε
0(t)), i.e.,
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‖q0(t)− q
ε
0(t)‖N for 0 ≤ N ≤ N1 and any fixed N1 ∈ Z+ is uniformly small in t as
supi {εi} tends to zero. (Here, ‖·‖N is the same semi-norm over a local coordinate
chart V i as in (8.34), (8.35).)
The principal symbol k0(t) := k0(t; x, ξ) in (8.54) is a fixed smooth curve in
SEll00(M,E)/CS
−1(M,E). So Adk−10 (t)
(qε0 − q0) (t) is small uniformly in t, x, ξ (ξ 6= 0)
with respect to semi-norms ‖·‖N over V i for 0 ≤ N ≤ N1 as supi {εi} tends to zero.
Hence by (8.54) we claim that for any ε > 0, N1 ∈ Z+, there is δ > 0 such that for
0 ≤ N ≤ N1
‖r0(t)− Id‖N < ε (8.55)
uniformly in t ∈ [0, 1] as supi {εi} < δ.
The second equations of (8.48) and of the analogous system for m−j are
∂tk−1 = q0k1 +
(
q−1k0 +
∑
i
∂ξiq0Dxik0
)
,
∂tm−1 = q
ε
0m−1 +
(
qε−1m0 +
∑
i
∂ξiq
ε
0Dxim0
)
,
m−1(0; x, ξ) = k−1(0; x, ξ) = 0.
(8.56)
For fixed (x, ξ), ξ 6= 0, these equations are linear with known coefficients such that
the estimates ‖q0 − q
ε
0‖N < ε and∥∥∥∥∥
(
q−1k0 +
∑
i
∂ξiq0Dxik0
)
−
(
qε−1m0 +
∑
i
∂ξiq
ε
0Dxim0
)∥∥∥∥∥
N
< ε
hold uniformly in t ∈ [0, 1] for 0 ≤ N ≤ N1 as supi {εi} < δ. (This assertion is true
for any given ε > 0, N1 ∈ Z+, if δ is sufficiently small.) From (8.56) we conclude
that ‖k−1 −m−1‖N is small uniformly in t ∈ [0, 1] for 0 ≤ N ≤ N1, if supi {εi} is
sufficiently small.
Let this assertion be true for ‖k−j −m−j‖N , 0 ≤ N ≤ N1 (with any N1 ∈ Z+), if
0 ≤ j ≤ a − 1 (a ∈ Z+). Then with the help of the linear equations for k−a from
the system (8.48) and with the help of the analogous equations for m−a we conclude
that the same assertion is true for ‖k−a −m−a‖N uniformly in t ∈ [0, 1] as supi {εi}
tends to zero. Therefore, the solutions eσ0 (t) ∈ SEll
0
0(M,E) of (8.52) (for different
{εi}) tend to the solution k(t) of (8.47) uniformly in t ∈ [0, 1] with respect to all
semi-norms ‖·‖N as supi {εi} tends to zero.
Set rt := K
−1
t et ∈ G
0(M,E), 0 ≤ t ≤ 1. (We know already that prt ∈ SEll
0
0(M,E)
tends to Id uniformly in t ∈ [0, 1] with respect to ‖·‖N as supi {εi} → 0.) The curve
rt is the solution of the equation
∂trt =
(
cAdK−1t (x(t)− u(t))
)
rt, r0 = Id . (8.57)
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(The coefficient in (8.57) belongs to g˜0. The semi-norms ‖·‖N on g0 := CS
0(M,E)
have natural continuations to the semi-norms ‖·‖N on g˜0 ⊂ g˜(l).) The coefficient in
(8.57) is small with respect to ‖·‖N , 0 ≤ N ≤ N1, uniformly in t ∈ [0, 1] as supi {εi}
tends to zero. The projection prt ∈ SEll
0
0(M,E) is close to Id with respect to ‖·‖N
uniformly in t ∈ [0, 1] under the same conditions. An element g ∈ G0(M,E) has a
logarithm in g˜(l), if pg ∈ SEll
0
0(M,E) has a logarithm in g˜0 := CS
0(M,E). Note that
log prt exists because prt is close to Id in ‖·‖N , 1 ≤ N ≤ N1. So the equation (8.57)
for rt can be written as the equation for ρt := log rt ∈ g˜0 ⊂ g˜(l) (by Lemma 6.6).
Namely, by (6.74), (6.141), the equation (8.57) is equivalent to the equation for
ρt ∈ g˜0
∂tρt = cF
−1 (ad (ρt)) AdK−1t (x(t)− u(t)), ρ0 = 0,
F−1 (ad (ρt)) :=
z
exp z − 1
∣∣∣
z=ad(ρt)
=1−z/2−
∑
k≥1
ζ(1− 2k)
(2k − 1)!
z2k
∣∣∣
z=ad(ρt)
.
(8.58)
(The series F−1(z) is convergent for |z| < 2π.) Taking into account (8.58) we conclude
that
∂t ‖ρt‖N ≤ ‖∂tρt‖N ≤ c
∥∥∥F−1 (ad (ρt))∥∥∥
N
∥∥∥AdK−1t (x(t)− y(t))∥∥∥N . (8.59)
One can try to prove that ‖ρt‖N is small for t ∈ [0, 1], 0 ≤ N ≤ N1 using the
estimates analogous to (8.59) and the Picard approximations. However we prefer to
use the structure of (8.58) and the information about ‖pρt‖N .
Note that ad (a1) = ad (a2) in g˜0 (for aj ∈ g˜0), if a1− a2 belongs to the central Lie
subalgebra C · 1 of g˜0. So ad (ρt) (as an operator in g˜0) depends on pρt ∈ g0 only.
Set ad (pρt) := ad (ρ
′
t) for any ρ
′
t with pρ
′
t = pρt. We know the solution pρt of the
equation in g0 which is the projection of (8.58) to g0. Namely pρt is the solution of
the equation
∂t (pρt) = cF
−1 (ad (pρt)) p
(
AdK−1t (x(t)− u(t))
)
≡
≡ F−1 (ad (pρt)) Adk−1t (x1(t)− u1(t)) , (8.60)
and we know that ‖pρt‖N is small uniformly in t ∈ [0, 1], N for 0 ≤ N ≤ N1 as
supi {εi} is small enough. Let l ∈ r
−1(1) ⊂ Slog(M,E) be fixed. Then the equation
(8.58) in g˜(l) written with respect to the splitting (6.44) is
∂tρt = F
−1 (ad (pρt))
(
p
(
AdK−1t (x(t)− u(t))⊕ f(t) · 1
))
, (8.61)
where f : [0, 1]→ C is a smooth function and |f(t)| is small uniformly in t ∈ [0, 1] as
supi {εi} is small enough. We know that ‖ad (pρt)‖N is small in g0 for N ≤ N1. So
it is small also in g˜0 for n := dimM ≤ N ≤ N1. Set ρt = pρt ⊕ wt · 1, wt ∈ C, with
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respect to the splitting (6.44). Then in view of (8.60), (8.61) we conclude that wt is
the solution of an ordinary differential equation
∂twt = f(t) +
(
pρt,
[
l,
(
1− z/2−
∑ ζ(1− 2k)
(2k − 1)!
z2k−1
) ∣∣∣
z=ad(pρt)
ut
])
res
. (8.62)
Here, ut := Adk−1t (x1(t)− u1(t)) and ad (pρt) in (8.62) acts on g0 := CS
0(M,E).
To prove that ρt is small in (g˜0, ‖·‖N ) for 0 ≤ N ≤ N1, it is enough to prove that
|wt| is small for t ∈ [0, 1], if supi {εi} is small enough. We know that pρt and ut are
small in (g0, ‖·‖N ) for 0 ≤ N ≤ N1. It is proved in (8.34) that ad(l) is a bounded
operator in g0 with respect to ‖·‖N . The operator ad (pρt) in (g0, ‖·‖N) has the norm
‖ad (pρt)‖N not greater than CN ‖pρt‖N by (8.35). So the series on the right in (8.62)
is convergent and the estimate∥∥∥∥∥
[
l,
(
1− z/2−
∑ ζ(1− 2k)
(2k − 1)!
z2k−1
) ∣∣∣
z=ad(pρt)
ut
]∥∥∥∥∥
N
≤ C ′N ‖ut‖N (8.63)
is valid for supi {εi} small enough. We have by (8.62), by the estimate |(a, b)res| ≤
‖a‖N‖b‖N for a, b ∈ g0, N ≥ n, and by (8.63)
|w(t)| ≤
∫ t
0
|f(τ)|dτ + C ′N
∫ t
0
‖pρτ‖N ‖uτ‖N dτ
for any N ≥ n. So |w(t)| is small for t ∈ [0, 1], if supi {εi} is small enough. Hence for
such {εi} the logarithm ρt of rt is small in (g˜0, ‖·‖N ) for all t ∈ [0, 1], 0 ≤ N ≤ N1.
Thus rt ∈ G
0(M,E) is uniformly in t ∈ [0, 1] close to Id ∈ G0(M,E) with respect to
all ‖·‖N as supi {εi} tends to zero. Lemma 8.2 is proved. 
8.1. Connections on determinant bundles given by logarithmic symbols.
Another determinant for general elliptic PDOs. Let l be the symbol of log(θ)A,
where A ∈ Ell10(M,E) and L(θ) is an admissible (for A) cut of the spectral plane.
Then the central C×-extension g˜(l) of the Lie algebra Slog(M,E) =: g is defined and
l also defines the splitting (6.44)
g˜(l) = g⊕C · 1. (8.64)
Theorem 6.1 provides us with a canonical isomorphism between g˜(l) and the Lie
algebra g(M,E) of the determinant Lie group G(M,E). Hence the splitting (8.64)
defines a connection on the C×-bundle p : G(M,E) → SEll×0 (M,E). Namely a local
smooth curve gt ∈ G(M,E), t ∈ [−ε, ε], is horizontal with respect to this connection,
if g˙t · g
−1
t belongs to the subspace g of g(M,E) = g˜(l) with respect to the splitting
(8.64).
Let an operator B ∈ Ell×0 (M,E) be fixed.
64 There exists a smooth curve bt ∈
Slog(M,E), t ∈ [0, 1], such that the symbol σ(B) is equal to the value at t = 1 of the
64In this subsection we don’t suppose that B has a real or a nonzero order.
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solution st of the equation in SEll
×
0 (M,E)
∂tst = btst, s0 = Id . (8.65)
Let bt be such a curve in SEll
×
0 (M,E). Then for a fixed l (= σ
(
log(θ)A
)
, A ∈
Ell10(M,E)) the connection on G(M,E) defined by l gives us a canonical pull-back of
the curve st ⊂ SEll
×
0 (M,E) to the curve s˜t ⊂ G(M,E). This curve s˜t is the solution
of the equation in G(M,E)
∂ts˜t =
(
Π(l)bt
)
· s˜t, s˜t = Id, (8.66)
where Π(l) : g →֒ g˜(l) = g(M,E) is the inclusion with respect to the splitting (8.64)
(and to the canonical identification given by Theorem 6.1).
Definition. Let the operator B ∈ Ell×0 (M,E), the logarithmic symbol l of a first-
order elliptic PDO A ∈ Ell10(M,E), and a curve bt in Slog(M,E) such that the solution
st of (8.64) is equal to σ(B) at t = 1, be fixed. Then the determinant of B is defined
by
det (B, (l, bt)) := d1(B)/s˜1. (8.67)
Here, d1(B) is the image of B∈Ell
×
0 (M,E) in the quotient G(M,E) :=F0\Ell
×
0 (M,E),
where the normal subgroup F0 of Ell
×
0 (M,E) is defined by (6.1). The term s˜1 in (8.67)
is the value at t = 1 of the solution s˜t for (8.66) with the coefficient bt.
Remark 8.7. This determinant is invariant under smooth reparametrizations of a
curve bt. This determinant is defined for any smooth curve st, 0 ≤ t ≤ 1, in
SEll×0 (M,E) such that s0 = Id, s1 = σ(B). (Here, b
′
t := ∂tst · s
−1
t .)
Remark 8.8. We have ps˜t = st, where p : G(M,E) → SEll
×
0 (M,E) is the natural
projection. Hence s˜1 ∈ p
−1(σ(B)). We have det (B, (l, bt)) ∈ C× since the fibers of
p are principal homogeneous C×-spaces because F0\F = C× and because F, F0 are
normal subgroups in Ell×0 (M,E) (defined in Section 6).
Remark 8.9. The determinant det (B, (l, bt)) depends on a curve bt in the space of log-
arithmic symbols (in contrast with a curve at from the definition (8.2), at ⊂ ell(M,E),
i.e., it is a curve in the space of logarithms for classical elliptic PDOs). The deter-
minant det (B, (l, bt)) is defined for all classical elliptic PDOs, not only for PDOs of
real nonzero orders. In contrast, the determinant (8.2) is defined for PDOs of real
nonzero orders.
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Remark 8.10. Let a logarithmic symbol l1 = σ
(
log(θ1)A1
)
be fixed. (Here, A1 ∈
Ell10(M,E) and L(θ1) is an admissible for A1 cut of the spectral plane.) Then by
(6.47), we have
s˜1(l1)/s˜1(l) = exp
(∫ 1
0
dt
(
Π(l1)bt − Π(l)bt
))
=
= exp
(∫ 1
0
dt (bt − r (bt) (l1 + l) /2, l − l1)res
)
=: exp f (bt; l, l1) . (8.68)
Note that f (bt; l, l1) is the integral over M × [0, 1] of a density locally defined by the
symbols of bt, l, and of l1. By (8.68) we have
det (B, (l, bt))
/
det (B, (l1, bt)) = exp f (bt; l, l1) . (8.69)
Remark 8.11. By (6.48) we have the formula for a curvature of the connection defined
by l = σ(logA), A ∈ Ell10(M,E), on the C
×-bundle p : G(M,E) → SEll×0 (M,E).
Namely, if g˙1, g˙2 ∈ Tg
(
SEll×0 (M,E)
)
are two tangent vectors, then the value of the
curvature form is given by
Rl (g˙1, g˙2) = Kl
(
g˙1g
−1, g˙2g
−1
)
, (8.70)
where Kl is the 2-cocycle on Slog(M,E) defined by (5.5) (and by Lemma 5.1), g˙jg
−1 ∈
Slog(M,E) =: g. Let bt and b
′
t, t ∈ [0, 1], be two curves in g such that the solutions
of (8.65) with the coefficients bt and b
′
t have σ(B) as their values at t = 1 and are
homotopic curves in SEll×0 (M,E) from Id to σ(B). Then we have
s˜1 (b
′
t)
/
s˜1 (bt) = exp
(∫
D2
ϕ∗Rl
)
, (8.71)
where Rl is defined by (8.70) and ϕ : D
2 → SEll×0 (M,E) is a smooth homotopy
between s (b′t) and s (bt) in SEll
×
0 (M,E). Note that Rl is a 2-form on SEll
×
0 (M,E)
with the values on (g˙1, g˙2) ∈ Tg
(
SEll×0 (M,E)
)
given by an integral over M of a
density locally defined by the symbols g, gj, l. We have by (8.67), (8.71)
det (B, (l, bt))
/
det (B, (l, b′t)) = exp
(∫
D2
ϕ∗Rl
)
(8.72)
with the same meaning of ϕ as in (8.71). By Remarks 8.10, 8.11, we can control the
dependence of the integral (8.67) on l and on curves st, s
′
t in SEll
×
0 (M,E) from Id to
σ(B) from the same homotopy class.
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Remark 8.12. Let B1, B2 ∈ Ell
×
0 (M,E) and let s1(t) and s2(t) be smooth curves from
Id to σ (B1) and to σ (B2) in SEll
×
0 (M,E). Set bj,t := ∂tsj(t). Let the logarithmic
symbol l = σ(logA), A ∈ Ell10(M,E), be fixed. Then we have
d1 (B2B1) = d1 (B2) d1 (B1) ,
s˜2s1 = s˜2s˜1.
(8.73)
The latter equality follows from (8.65), (8.66). Hence in view of d1/s˜1 ∈ C×, we have
det (B2B1, (l, (b2,t ∪ b1,t))) = det (B1, (l, b1,t)) det (B2, (l, b2,t)) . (8.74)
Here, b2,t ∪ b1,t corresponds to a piecewise-smooth curve s2 ∪ s1 from Id to σ (B2B1)
through σ (B1) which coincides with s1(2t) for t ∈ [0, 1/2] and with s2(2t − 1) for
t ∈ [1/2, 1].
It follows from Remarks 8.11, 8.12 that to investigate the dependence of the de-
terminant det (B, (l, bt)) on the homotopy class of a smooth curve st from Id to σ(B)
in SEll×0 (M,E), it is enough to compute
det(Id, (l, 2πip)) =: k(p, l) (8.75)
for projectors p∈CS00(M,E), p
2= p, in the algebra CS00 of classical PDO-symbols of
order zero. Each of these projectors corresponds to a cyclic subgroup exp(2πitp), 0≤
t≤1, in SEll00(M,E). Such subgroups span the fundamental group π1
(
SEll00(M,E), Id
)
.
This statement is proved in the proof of Lemma 4.2 in Section 4.5.
Remark 8.13. To compute (8.75), we use Proposition 7.1). Namely we have
det(Id, (l, 2πip)) := Id · exp
(
−2πiΠ(l)p
)
= d1(exp(2πiP )) exp(−f(2πiP,A)) =
= exp(−2πif(P,A)). (8.76)
Here, P is a PDO-projector P ∈ CL0(M,E), P 2 = P , with σ(P ) = p. (Such a
projector P exists by [Wo3].) The operator A in (8.76) is an invertible elliptic PDO,
A ∈ Ell10(M,E), with its symbol σ(A) equal to exp l. The spectral f(P,A) of a pair
(P,A) is defined by (7.9). Hence
det(Id, (l, 2πip)) = exp(−2πif0(p, exp l)),
f0(p, exp l) ∈ C/Z, f0(p exp l) ≡ f(P,A)( mod Z).
(8.77)
By Lemma 7.1 the generalized spectral asymmetry f(P,A)( mod Z) depends on
symbols σ(P ) = p, σ(A) = exp l only.
Remarks 8.11, 8.12, 8.13 express the dependence of the determinant det(B,(l,bt))
on bt and on l through generalized spectral asymmetries f0(p, exp l)), p
2 = p, p ∈
CS0(M,E), and through the integrals (8.68), (8.72) of densities locally canonically
defined by homogeneous terms of symbols in arbitrary coordinate charts.
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8.2. The determinant defined by a logarithmic symbol as an extension of
the zeta-regularized determinant.
Remark 8.14. For A ∈ Ell10(M,E), for l ∈ Slog(M,E) such that exp l = σ(A), and
for bt ≡ l, we have s1 = σ(A) (where st is the solution of (8.65)). Hence
det(A, (l, l)) := d1(A)/ exp
(
Π(l)l
)
=: d1(A)/A˜, (8.78)
where A˜ is defined by (6.45).
We suppose that there exists l ∈ Slog(M,E) such that exp l = σ(A). Hence the
symbol exp(εl) for ε ∈ R+ small enough is sufficiently close to a positive definite
symbol. Hence B := Aε possesses a spectral cut L(p˜i) close to L(pi) and ζB,(p˜i)(s) is
defined. Set
det(p˜i)(A) := exp
(
−ε−1∂sζB,(p˜i)(s)|s=0
)
. (8.79)
By Proposition 6.3 the element
d0(A) := d1(A)/det(p˜i)(A) ∈ p
−1(exp l) (8.80)
depends on σ(A) := exp l only. Here, p : G(M,E) → SEll×0 (M,E) is the natural
projection. Hence by (8.78), (8.80) we have
det(A, (l, l)) = det(p˜i)(A) · d0(exp l)/ exp
(
Π(l)l
)
. (8.81)
The elements d0(exp l) and exp
(
Π(l)l
)
correspond one to another under the local iden-
tification of the Lie groups G(M,E) and exp (g˜) ≡ exp
(
g˜(l)
)
given by Theorem 6.1.
Hence we obtain the assertion as follows.
Proposition 8.3. Let A ∈ Ell10(M,E) have a logarithmic symbol l ∈ Slog(M,E),
i.e., σ(A) = exp l, where exp l is defined as the value at τ = 1 of the solution of the
equation in SEll×0 (M,E)
∂τAτ = lAτ , A0 = Id .
Then the equality holds
det(p˜i)(A) = det(A, (l, l)), (8.82)
where the zeta-regularized determinant det(p˜i)(A) is defined by ( 8.79) for B := A
ε
with ε ∈ R+ such that Aε possesses a spectral cut L(p˜i) close to L(pi). The determinant
on the right in ( 8.82) is the determinant ( 8.67) with bt ≡ l for t ∈ [0, 1], where A is
substituted instead of B.
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Remark 8.15. Let A ∈ Elld0(M,E) be an elliptic operator of a real nonzero order d(A)
such that there exists a logarithmic symbol d(A)l ∈ Slog(M,E) of A, exp(d(A)l) =
σ(A). Then det(p˜i)(A) in the sense of (8.79) is defined (and it is independent of a
sufficiently small ε ∈ R+. The term det(A, (l, d(A)l)) (i.e., the determinant (8.67)
with bt ≡ d(A)l) is also defined. The equalities hold (analogous to (8.81))
det(A, (l, d(A)l))=det(p˜i)(A)d0(exp(d(A)l))
/
exp
(
Π(l)d(A)l
)
=det(p˜i)(A), (8.83)
since d0(exp(d(A)l)) corresponds to exp
(
Π(l)d(A)l
)
under the local identification
G(M,E) = exp (g˜) given by Theorem 6.1. Hence the determinant det(A, (l, d(A)l))
given by (8.67) for an elliptic PDO A of a real nonzero order d(A) (and such that a
logarithmic symbol d(A) · l of A exists) is equal to the zeta-regularized determinant
det(p˜i)(A).
Thus the determinant (8.67) gives us an extension of the zeta-regularized determi-
nant detζ(A) to the class of general elliptic PDOs Ell
×
0 (M,E) of all complex orders
from the connected component of the operator Id ∈ Ell00(M,E). Note that the de-
terminant (8.67) depends not only on A and on l but also on an appropriate curve
bt, t ∈ [0, 1], in the Lie algebra Slog(M,E) of logarithmic symbols.
8.3. Determinants near the domain where logarithms of symbols do not
exist. Let A(z) ∈ Ell
α(z)
0 (M,E) be a holomorphic family of elliptic PDOs of order
α(z). We suppose that α(z) ∈ C×. Here, z belongs to a one-connected neighborhood
U of I := [0, 1] ⊂ C ∋ z. Let for z ∈ [0, z0) a logarithm of σ(A(z)) exist. We are
interested in the asymptotic behavior as z → z0 of determinants of A(z) We claim
that there is a locally defined by the symbols σ(A(z)), σ(logA(z)) object which
controls det(A(z)) as z → z0 along I.
Namely let l ∈ r−1(1) ⊂ Slog(M,E) be a logarithmic symbol of order one (r is from
(5.4)). Then l defines the splitting (8.64) of g˜ := Wlg˜(l). Hence a connection on the
C×-bundle G(M,E) over SEll×0 (M,E) is defined by l. A vector g˙(t) ∈ Tg(t)G(M,E)
belongs to a horizontal subspace, if g˙(t)g−1(t) ∈ Wlg. (Here, g := Slog(M,E) is
identified with the image of g in g˜(l) under the splitting (8.64).)
The section U → G(M,E), U ∋ z → d1(A(z)) ∈ G(M,E), over U ∋ z →
σ(A(z)) ∈ SEll×0 (M,E) is defined.
65 It is holomorphic in z ∈ U . Let f0(z) : U ∋ z →
G(M,E) be another section of p : G(M,E) → SEll×0 (M,E) which is a holomorphic
curve in G(M,E) horizontal with respect to the connection defined by l and such
that f0(A(0)) = d1(A(0)), 0 ∈ U . (Note that this connection is holomorphic. Thus
such a holomorphic curve exists and is unique.)
Then d1(z)/f0(z) ∈ C is a holomorphic function of z ∈ U and f0(z) is locally defined
by the symbols σ(A(z)) of our family. (We suppose here that d1(A(0)) is known. For
example, if A(0) = Id ∈ Ell×0 (M,E), then d1(A(0)) = Id ∈ G(M,E).)
65The element d1(A) is the image of A ∈ Ell
×
0 (M,E) in G(M,E) := F0\Ell
×
0 (M,E), Section 5.
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Let a logA(z) ∈ ell(M,E) exist. Then by Remark 3.4 and by Propositions 3.4, 3.5
we have66
detζ(A(z)) := exp
(
−∂s TR exp(−s logA(z))
∣∣∣
s=0
)
. (8.84)
Let σ(logA(z)) = α(z)l+a0(z), where l is a logarithmic symbol of an order one elliptic
PDO, a0(z) ⊂ CS
0(M,E) is holomorphic in z for z ∈ [0, z0), and a0(z) diverges as
z → z0.
By Proposition 6.6, by Corollary 6.2, and by (6.30) we have a section
S → d˜0(σ(logA(z)))
of the C×-bundle G(M,E) over S = S(z) := σ(A(z)), z ∈ [0, z0), depending on
σ(logA(z)) only. If logA(z) exists, then by the definition of d˜0(σ(logA(z))) the
zeta-regularized determinant (8.84) is equal to
detζ(A(z)) = d1(A(z))/d˜0(σ(logA(z))). (8.85)
Here, d1(A) is defined as the class F0A in the determinant Lie group G(M,E) =
F0\Ell
×
0 (M,E).
However the canonical determinant det(A) is defined for more wide class of elliptic
PDOs than the class of PDOs A such that logA exists, Remark 6.7, (6.31). Namely
if σ(logA) ∈ Slog(M,E) is defined, then
det(A) := d1(A)/d˜0(σ(logA)). (8.86)
This determinant can be defined even if the zeta-regularized determinant detζ(A) is
not defined, Remark 6.7. (The definition (8.86) does not use logA. However logA is
defined, if ζA(s) exists.)
Proposition 8.4. There is a scalar function
B(z) := d˜0(σ(logA(z)))/f0(σ(A(z)))
holomorphic in z ∈ [0, z0) and defined by symbols (and by logarithmic symbols) of
our holomorphic family and such that the divergence of the canonical determinant
det(A(z)) as z → z0 along I is defined by the behavior of B(z) as z → z0 along
[0, z0).
Proof. By (8.85) and by the definition of f0(z) we have
det(A(z)) = (d1(A(z))/f0(z)) /B(z).
The factor d1(A(z))/f0(z) is holomorphic in z for z ∈ U . 
66Tr is the canonical trace for PDOs of noninteger orders defined in Section 3. By Proposition 3.4
the residue of the zeta-function on the right in (8.84) at s = 0 is − res(Id) = 0. Hence the expression
on the right in (8.84) is defined.
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