Classification and association rule mining are the two important tasks addressed in the data mining literature. Associative classification method applies association rule mining technique in classification and achieves higher classification accuracy. Associative classification method typically yields a large number of rules, from which a set of high quality rules are chosen to construct an efficient classifier. Hence generating a small subset of high-quality rules without jeopardizing the classification accuracy is of prime importance but indeed a challenging task. This paper proposes an efficient information gain based associative classification method using genetic network programming, which generates sufficient number of rules to construct the accurate classifier. Experimental results show that, the proposed method outperforms the existing genetic network based associative classification method and traditional decision tree classification algorithm.
INTRODUCTION
Data mining principally deals with extracting knowledge from dataset. In the world where data is all around us, the need of a hour is to extract knowledge or interesting information, which is hidden in the available data. Association rule mining is concerned with extracting a set of highly correlated features shared among a large number of records in a given database. It uses unsupervised learning where no class attribute is involved in finding the association rule. On the other hand, classification uses supervised learning where class attribute is involved in the construction of the classifier to predict the new instance. Both, association and classification are significant and efficient data mining techniques.
Associative classification is a recent and rewarding technique that applies the methodology of association into classification and achieves high classification accuracy. Associative classifier construction is of two steps. In the first step, all the class association rules are generated based on association rule mining technique. Then the rules are ranked and the rules that satisfy certain threshold conditions are used to construct the classifier. After rule ranking, only the high-ranking rules are chosen to build the classifier and the rest are pruned. This paper proposes genetic network based associative classification, which constructs a genetic network based on information gain. This network will provide sufficient numbers of class association rules. Then support, confidence and correlation based measures are applied to the ruleset to filter the less important rules. Then the obtained optimal ruleset can be used for prediction.
The rest of the paper is organized as follows: Section 2 gives an insight about the past work in this field and section 3 explains the construction of genetic network. The last section presents the experimental results and observations followed by the conclusion.
RELATED WORK
Associative classification was first introduced by Liu et al (1998) which focus on integrating two known data mining tasks, association rule discovery and classification. The integration is focused on a special subset of association rules whose right hand side is restricted to the class attribute; for example, consider a rule R: X  Y, Y must be a class label. Associative classification generally involves two stages. In the first stage, it adopts the association rule generation methods like Apriori candidate generation (Agarwal and Srikant, 1994) , or FP growth (Han et al., 2000) algorithms to generate class association rules. For example CBA (Liu et al., 1998) Baralis et al., (2008) has shown that the CBA method which follows Apriori association rule mining algorithm generates more than 80,000 rules for some datasets that leads to memory exceptions and other severe problems, such as overfitting etc., If all the generated rules are used in the classifier then the accuracy of the classifier would be high but the process of classification will be slow and time-consuming. So several rule pruning techniques are proposed to choose an optimal rule set. To apply rule pruning, the generated rules are ranked based on several parameters and interestingness measures such as confidence, support, lexicographical order of items etc. In CBA method, the rules are arranged based on their confidence value. If two rules have the same value for the confidence measure then the rules are sorted based on their support. If both confident and support values are same for two rules then the sorting is After rule ranking, CBA method uses database coverage method to prune some rules, in order to construct an optimal rule set. Database coverage chooses the highest ranked rule and checks it against the training data set. If it covers at least one training data element, then, it will be considered for the construction of the classifier. This process is repeated until all the sorted rules or training objects are covered. One of the well known discrete data hypothesis testing is the Chi-square test (Snedecor and cochran, 1989) . This method evaluates the correlation between two items i.e. it checks whether the two items are positively correlated or negatively correlated. Only positively correlated rules are used in the classifier. This method is followed in the CMAR (Han and Pei, 2001 A recent approach for rule pruning is lazy pruning (Baralis et al., 2008 ) where a rule is pruned only if it misclassifies the data. The entire ruleset is segregated into three sets namely, useful rules, harmful rules and spare rules. A rule which classifies atleast one data item correctly is said to be a useful rule and that which misclassifies a data item is a harmful rule and the leftovers are the spare rules which are not pruned but used when needed. Though lazy pruning strategy works well for small datasets, in the case of large datasets, there exist constraints in memory space and ruleset quality. GNP consists of the directed graph type gene structure where helps in analyzing the decision making mechanism of agents.
Shimada et al., (2006) used GNP construction method to construct the associative classifier, which constructs the GNP in random and extracts class association rules directly from the GNP. Random GNP construction generates huge number of rules that leads to memory exception and consumes more CPU.
To improve the performance of GNP based associative classification this paper proposes information gain based GNP construction.
THE PROPOSED METHOD 3.1 Genetic network construction
Genetic Network Programming (GNP) introduced by Eguchi et al., (2006) is one of the evolutionary optimization techniques, which uses the directed graph structures to solve the problems. The GNP is proposed to overcome the problem of Genetic Programming. In Genetic programming searching for an optimum solution is very difficult because of its bloats space but the basic structure of GNP genome structure is networks. So this can reduce the searching space for the solutions that leads to good performance than GP.
GNP consists of three nodes: Start node, Judgment node and Processing node. Start node defines the start of the genetic tree.
Judgment node and processing node work as decision making and process function respectively. Judgment nodes are the set of J1, J2 ……..Jn, and Processing nodes are the set of P1, P2, ….Pn. Here attributes are behaved as Judgment node and Class values behave as the processing node.
Attribute selection based on information gain
Information gain is a measure that is used in information theory to quantify the "information content" of messages (Han and Kamber, 2001 ). In ID3 decision tree algorithm (Quinlan, 1986) information gain is used to choose the best split attribute.
In this paper, information gain is used to construct the initial genetic tree network. In the process of constructing genetic tree network, information gain is used to select the best attribute instead of considering all the nodes as in random tree. By doing this, only those attributes with maximum information gain are selected for rule generation. Figure 1 shows the work flow of proposed system. Information gain measure is used to identify the best split attribute in decision tree classifier. In this paper, it could be used to construct the efficient genetic network. In the process of constructing the genetic network, instead of considering all the nodes, information gain measure will be used to select the best splitting attribute. In this way, genetic network constructs the decision tree based genetic network.
Fig 1: The Proposed System
Suppose an attribute A has n distinct values that partition the dataset D into subsets T1, T2, ..., Tn. For a dataset, freq (Ck, D) / |D| represents the probability than an tuple in D belongs to class Ck.
Then info(D) is defined as follows to measure the average amount of information needed to identify the class of a transaction in D:
Where |D| is the number of transactions in database D and g is the number of classes. After the dataset D is partitioned into n values of attribute A, the expected information requirement could be defined as:
The information gained by partitioning D according to attribute A is defined as:
The best split attribute is the one that maximized the information gain in the data set D. These best attributes are used to construct the genetic network. For example consider the Table 1 , the CD4 Cell Count attribute has highest information gain. So this attribute will act as root judgment node and it has three different decision branches. Then again information gain is applied to the remaining dataset and identifies the other judgement nods. Finally class attribute values are behave as processing node. Figure 2 shows the GNP structure for the sample dataset given in the Table 1 .
Initial population
After constructing the GNP, class association rules can be extracted directly from the GNP. And these initial class association rules are known as initial population.
For example from GNP structure, the following class association rules can be generated. These generated rules are stored in the initial poll. Here rule fitness evaluation methods are applied to sort the rules in an efficient manner.
Fitness evaluation
Fitness is a goodness measure of a chromosome. The proposed approach uses two different measures to measure the fitness of the each rule. They are 1) Lift evaluation method and 2) Chi square fitness evolution.
Lift measure
Lift is the one of the interestingness measure. It is defined as follows: (4) where, P (X  Y) is the probability of the occurrence of itemset X and itemset Y. P(X ) is the probability of the occurrence of itemset X, and P(Y) is the probability of the occurrence of itemset Y. This Lift measure was introduced to overcome the disadvantages of confidence measure. Confidence measure does not take the frequency of the consequent into consideration. In the lift measure P (Y) is appeared in the denominator. So lift can also be defined as confidence divided by the frequency of Y.
The lift measure is defined over [0, ∞] and its interpretation is as follows:
• If lift < 1, then X and Y are said to be negatively correlated.
• If lift = 1, then X and Y are said to be independent of each other.
• If lift > 1, then X and Y are said to be positively correlated. 
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Chi square fitness evaluation
The Chi-square test is one of the well known statistical testing methods. This method compares the observed data with the expected data according to a specific hypothesis.
Fitness of GNP with chi square measures was defined as in (Shimada et al., 2006 (6) If X →Y, X is antecedent, y is consequent. Here Y must be the class.
Calculation of χ2 value of the rule X → Y is described as follows. Let support (X) = x, support (Y) = c, support(X U Y) = z and the number of transactions in the dataset equal N. Table 2 shows the contingency of X and C: the upper parts are the expectation values under the assumption of their independence, and the lower parts are observational. Now, let E denote the value of the expectation under the assumption of independence and 0 the value of the observation. Then the χ2 statistic is defined as follows: This has 1 degree of freedom. If it is higher than a cutoff value 3.84 at the 95% significance level, then the rule is accepted or the rule is rejected. After rule evaluation, the rules having highest fitness will be separated and stored in a poll. To apply rule pruning, the generated rules are ranked based on several parameters and interestingness measures such as confidence, support, lexicographical order of items etc.
Cross Over
Crossover or the recombination operator forms offspring(s) or new individuals by combining certain portions of two individuals (parents) currently in the population. There are various types of recombination methods such as single point crossover, two point crossover, order based crossover, cycle crossover etc. This proposed method single point crossover.
Fig 3: Crossover Operation
The steps involved in a single point crossover are as follows:
1. Two parents are selected.
2. A crossover point is chosen at random.
3. Offspring 1 is built by combing the left side genes of the parent 1 with the right side genes of the parent 2 taking crossover point as the median.
Offspring 2 is built by combing the right side genes of the parent 1 with the left side genes of the parent 2 taking crossover point as the median. Figure 3 shows the cross over operation.
Mutation
Mutation is a variation operator that induces a change in the genotype of the individual which in-turn gets reflected in the phenotype. The most common method way of implementing mutation is to select a bit at random and flip (change) its value.
Here 2 different types of mutation is introduced. 1) Mutating the Judgement node. 2) Mutating the value of the judgement node.
Mutation I: Mutating the Judgement node
In this type of mutation, any one of the judgement node is randomly selected and replaced with another judgement node. For example consider the Figure 4 , the Temperature judgment node and its value is changed with another judgement node Tuberculosis. This type of mutation is same as cross over. Figure 5 shows the result of mutation I. 
Mutation II: Mutating the value of Judgement Node
In this type of mutation, judgement node is randomly selected and its value is replaced with any one of the attribute value For example consider the Figure 6 and 7, the value of temperature judgement node is changed from High to Normal. This change will produce new off spring.
EXPERIMENTAL RESULTS
The proposed system was tested using benchmark datasets from the University of California at Irvine Repository (UCI). The datasets were pre-processed to convert to a general format. A brief description about the datasets was presented in Table 3 .
The experiments were carried out on a PC with Intel Core 2 Duo CPU with a clock rate of 1.60 Ghz and 2 GB of main memory. Holdout approach (Han and Kamber, 2008) was used where 90% of the data were randomly chosen from the dataset and used as training dataset and remaining 10% were used as the testing dataset. The training dataset is used to construct a model for classification. After constructing the classifier, the test dataset is used to estimate the classifier performance. 
Accuracy Computation
Accuracy measures the ability of the classifier to correctly classify unlabeled data. It is the ratio of the number of correctly classified data over the total number of given transactions in the test dataset. Construction of the classifier and classification of the test dataset is done ten times and the overall accuracy is obtained by calculating the average of the accuracy values obtained from the ten different runs. The performance of the proposed algorithm is evaluated by comparing it with the traditional decision tree classification algorithm and GNP based class association rule mining algorithm proposed by shimada et al., (2006) . Table 4 shows the accuracies for the different datasets using chi square measure.
The authors chen et al., (2006) shows setting the confidence value greater than 50 eliminates the conflicting rules. So here confidence value is set greater than 50. The proposed method with mutation I has about +4.11 percent improvement against the traditional decision tree classifier and about +8.08 percent over the existing system and with mutation II, it has about +4.51 percent and +8.94 percent improvement against the traditional decision tree classifier and the existing system respectively. So the proposed system performs better than the traditional classifier and the existing genetic network based associative classifier. Table 5 shows the accuracies for the different datasets using lift measure. The proposed method with mutation I has about +4.05 percent improvement against the traditional decision tree classifier and about +9.41 percent over the existing system and with mutation II, it has about +4.34 percent and +6.84 percent improvement against the traditional decision tree classifier and the existing system respectively. 
CONCLUSION
The main objective of this paper is to introduce a new associative classification method based on genetic network programming. The proposed GNP based associative Classification constructs the genetic network based on information gain, which generates sufficient number of high quality class association rule. It is interesting to further enhance this proposed method to reduce the CPU time and cost by reducing number of attributes. The experiments are done on several datasets which validates the proposed method. The experimental results show that the proposed GNP based on Information gain method outperformed the traditional classifier and genetic network based associative classifier.
