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EXISTENCE OF A MOVING ATTRACTOR FOR SEMI-LINEAR
PARABOLIC EQUATIONS
CHAMPIKE ATTANAYAKE, DEEPTHIKA SENARATNE*, ASITHA KODIPPILI
Abstract. We analyze the existence of a moving attractor for a semi-linear parabolic
equation. The analysis is carried out by using a coordinate transformation to obtain the
equation in moving coordinates and the contractions of the solutions to traveling wave
solutions. We show that a moving attractor exists if the linearized equation on the moving
frame follows a stability condition. Application of moving attractor in long term error
analysis is discussed with numerical examples.
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1. Introduction
In this paper, we consider the semi-linear parabolic initial boundary value problem of the
form
(1)
8><>:
ut   uxx = f(u); x 2 [a; b]; t > 0;
u(; 0) = u0; x 2 [a; b]; t > 0;
ux(a) = ux(b) = 0; t > 0;
where f is a twice continuously dierentiable function.
Traditional methods for the error estimation of a numerical solution of (1) require con-
sistency and the numerical stability of the scheme employed. In practice it is very dicult
and tedious to obtain numerical stability of a scheme while solving a non-linear equation
or a system. In a recent study by Sun et al. [8, 9], a new approach for error estimation
is introduced which replaces the numerical stability by the numerical smoothing property
of the scheme. This approach is a powerful tool in long time error analysis since it can be
implemented without scheme complications.
The main features of this approach are to use error propagation of the exact solution and
numerical smoothing while keeping the standard consistency requirement of the scheme.
Numerical smoothing of the scheme depends on the numerical solution and can be monitored
by using a stability smoothing indicator regardless of the scheme employed. Existence of a
smoothing indicator for semi-linear parabolic equations was proved by Sun and Fillipova [9]
when the stability smoothing indicator is bounded in each local time step. For more details
regarding numerical smoothing and the stability smoothing indicator the reader is referred
to [9] and references therein.
Since the exact solution of the problem (1) is unknown, or dicult to compute, it is
not possible to obtain the error between the exact solution and the numerical solution.
Therefore, the exact error propagation is obtained by computing the error between the
numerical solution and a moving attractor [8]; a compact subset of space which attracts all
the trajectories of the equation (1). We can use any contraction properties of the dynamical
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system to the moving attractor to obtain exact error estimates. The goal of this paper is
to show existence of a moving attractor for a semi-linear parabolic problem given in (1).
To this end we consider traveling wave solutions of (1) in the form u(x; t) = (x   vt)
where v is a positive constant. We use change of coordinates to obtain the equation in
moving coordinates. A moving attractor to the original problem (1) is constructed by
considering the linearized equation in moving coordinates assuming a certain property of
the linearized equation.
Propagation of waves, described by nonlinear parabolic equations, were rst considered in
the paper by Lau [6]. These mathematical investigations arose in connection with a model
for the propagation of dominant genes, a topic also considered by Fisher [3]. In systems with
more than one stationary homogeneous solution, a typical solution is given by a traveling
wave front. These solutions move with constant speed without changing their shape. Wave
solutions of above type arise in numerous problems of physical interest; such as propagation
of nerve impulses, propagation of favorable genes, shock waves, and propagation of ames
(see [7] and references therein).
The outline of this paper is as follows. In Section 2, we introduce some preliminary results
for traveling wave solutions. Section 3 is devoted to prove the contraction properties of a
traveling wave solutions. In Section 4, we dene the moving attractor for the semi-linear
equation and show that a moving attractor exists if the initial condition and linearized
equation satisfy certain conditions. We also provide an application of moving attractor in
long time error analysis. Finally in Section 5, some computational results are given.
2. Preliminaries
Traveling wave solutions of equation (1) are of the form u(x; t) = (y) with y = x   vt,
where v is the speed of the traveling wave with v 6= 0. When u(x; t) = (y), the semi-linear
equation (1) takes the form
(2)  v@
@y
  @
2
@y2
= f():
The existence and uniqueness of the solution to (2) can be obtained by standard phase
plane arguments. We consider perturbations  of (2) to nd a moving attractor to solutions
of (1).
If (y) is a solution to (2), under the change of coordinates y = x  vt we have U(y; t) =
u(y + vt; t), where u is a solution to (1) and U(y; t) = (y). Thus on the moving frame we
obtain
(3)
@U
@t
  v@U
@y
  @
2U
@y2
= f(U):
Linearizing (3) about  in ~U leads to the equation
(4)
@ ~U
@t
(y; t)  v@
~U
@y
(y; t)  @
2 ~U
@y2
(y; t) =
@f
@
((y)) ~U(y; t);
where ~U(y; t) = ddy (y); t  0 .
Solutions of equations similar to (3) and (4) can be obtained in innite domain by con-
sidering the fundamental solution of the equation in moving coordinates [1]. Here we use a
semigroup solution operator to obtain the solutions of (1) and (4) in nite domain.
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If the semigroup operator E(t) is the solution of the homogenous problem
ut   uxx = 0; u(0) = u0;
by Duhamel's principle it follows that solutions of (1) satisfy
u(x; t) = E(t)u0 +
Z t
0
E(t  r)f(u(x; r))dr; t > 0;
where (E(t) )(x) = [exp( x2=4t)=p4t] (x) for some bounded and piecewise function  .
Since (3) related to (1) by change of coordinates, solution U(y; t) with initial value U0
satises
(5) U(y; t) = E(t)U0 +
Z t
0
E(t  r)f(U(y + vt  vr; r))dr; t > 0:
In an identical fashion, solution ~U corresponding to (4) satises
(6) ~U(y; t) = E(t) ~U0 +
Z t
0
E(t  r)@f
@
((y + vt  vr)) ~U(y + vt  vr; r)dr; t > 0:
The following lemma is due to Evans [1] and was proved by using the fundamental
solution of the linear and non-linear systems. Here we prove the lemma by using Duhamel's
principle. The lemma gives a relation between the solutions ~U(y; t) and U(t), of linear and
nonlinear equations in the L2-norm k  k. Let
(7) (t) = kU(; t)  (t)  ~U(; t)k:
Lemma 2.1. If ~U of (6) is bounded by M for all t  0, then
(t)  Cl(0)eClLt + M
2Q
L
(eClLt   1);
where L and Q are upper bounds for
@f()@  and @2f()@2  respectively.
Proof. Recall that U has the representation (5)
U(y; t) = E(t)U0 +
Z t
0
E(t  r)f(U(y + vt  vr; r))dr:
Similarly  has the representation
(y) = E(t)(0) +
Z t
0
E(t  r)f((y + vt  vr))dr
and ~U has the representation (6)
~U(y; t) = E(t) ~U0 +
Z t
0
E(t  r)@f
@
((y + vt  vr)) ~U(y + vt  vr; r)dr:
Using the standard fact [10]
(8) kE(t)vk  Clkvk; t > 0
we have
(9) kU(y; t)  (y)  ~U(y; t)k  ClkU(; 0)  (0)  ~U(; 0)k+ Cl
Z t
0
H(r)dr
for all x, where
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H(r) =
f(U(y + vt  vr; r))  f((y + vt  vr))  @f@((y + vt  vr)) ~U(y + vt  vr; r)
 :
Now letting V = U   , by the mean value theorem and Taylor's expansion we havef(+ V )  f()  @f@ ~U
 = f(+ V )  f(+ ~U) + f(+ ~U)  f()  @f@ ~U

 LkV   ~Uk+Qk ~Uk2:
(10)
If k ~Uk is bounded by M for t > 0, then (9) and (10) give
(11) (t)  Cl(0) + Cl
Z t
0
(L(r) +QM2)dr:
Then by Gronwall's inequality, we obtain
(t)  Cl(0)eClLt + (M2Q=L)(eClLt   1):

3. Contraction of solutions
In this section we prove that if the linearized equation (4) has a certain stability property,
and if the initial condition is a perturbation of traveling wave, then the solution U of (3)
is contractive to a traveling wave. We dene contraction as a local property on each time
step. U is said to be contractive to a traveling wave if it is closer to traveling wave at the
end of the time step than it is at the beginning of the step. Also, if the initial values are
of the form kU(y; 0)   (y)k  " for suciently small " > 0, in general one cannot expect
that U !  as t ! 1. Instead we are looking for U !  as t ! 1 for some  where
 = (x+ ) [7]. Moreover, it is clear that if  is a solution of (2) then  is a solution of
(2) as well. Therefore we dene the contraction property of solutions as follows:
Denition 3.1. Let U be the solution of equation (3). Then U contracts to a displaced
traveling wave  at time t+ ;  > 0, if there exists a constant  2 (0; 1) such that
kU(t+ )  (t+ )k  kU(t)  (t)k;
for some ;  > 0.
Furthermore, we say that equation (4) is stable at ddy , for given k ~U(0)k < ", if there
exists # 2 (0; 1) such that
(12)
 ~U()  ddy ()
  #k ~U(0)k;
where  < Ck ~U(0)k, C; " > 0. Sattinger [7] and Evans [2] proved similar stability property
in L1 norm for parabolic and nerve axon equations respectively. In this paper we assume
stability property (12) and leave the proof as a future research problem.
In the following theorem we show that solution U(y; t) of (3) is contractive to a traveling
wave  for any given t under small perturbation of a solution (y) of (2) given that ~U
satises the linear stability property (12).
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Theorem 3.2. If there exists a suciently small " > 0 such that kU(y; 0)  (y)k  " and
if ~U of linearized equation (4) satises property (12), then for any t > 0 there are constants
;  and  such that
kU(t+ )  (t+ )k   kU(t)  (t)k :
Proof. Let N and R be the upper bounds of kd=dyk and kd2=dy2k respectively. Constants
Q;L and M be dened as in the previous Lemma. Since contraction is a local property we
prove there is a contractive interval [t; t +  ] with time step size  for a given t. We start
with dividing the interval [0; t+  ] into subintervals with interval length i for i = 1; 2; : : :,
and let sk :=
Pk
i=1 i with s0 = 0 for some k. We choose i such a way that t = sk 1 and
#i < 1 for any given t > 0:
Now, for any i > 0, choose " such that
"  min

L i
QeClLi(#i + CN)
2
;
 i
RC2

;
where " is dened as kU(0)   (0)k < " and   =    # with  < (1 + # )=2. With this
type of relation between i and ", we can determine a better value for the constant ". This
is the reasoning behind the partitioning for subintervals.
Therefore, for the interval [t; t+ k] it is sucient to prove that
kU(sk)  (sk)k  kkU(sk 1)  (sk 1)k:
We prove this using mathematical induction.
First consider the case when k = 1, i.e., when t = 0. For the interval [0; s1], if ~U(s1) is a
solution of (4) at s1 with initial value ~U(0) = U(0)  (0), equation (12) implies that,
(13)
 ~U(s1)   ddy (s1)
  #1kU(0)  (0)k;
with jj  CkU(0)   (0)k. Also note that (0) = 0 since the initial condition of the
linearized equation is ~U(0) = U(0)  (0). Therefore Lemma 2.1 implies that
(14) (s1)  M
2Q
L
(eClLs1   1):
From (13) we have that
k ~U(s1)k 
 ~U(s1)   ddy (s1)
+  ddy (s1)

 #1kU(0)  (0)k+ jjN
 #1kU(0)  (0)k

1 +
NC
#1

=M:
(15)
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Then, from (14) and (15),U     ~U (s1)
M2Q
L
(eClLs1   1)
= 1kU(0)  (0)k

1
 1
kU(0)  (0)k(#1 +NC)2
Q
L
(eClLs1   1)

 1kU(0)  (0)k

1
 1
"(#1 +NC)
2Q
L
eClLs1

 1kU(0)  (0)k
(16)
Also,
R2  RC2 kU(0)  (0)k2g
  1kU(0)  (0)k

RC2
 1
kU(0)  (0)k

  1kU(0)  (0)k

RC2
 1
"

  1kU(0)  (0)k
(17)
Since R is an upper bound for d2=dy2, using (13), (16), (17) and by Taylor expansion, we
have that,
kU(s1)  (s1)k 
U     ~U+  ~U    ddy
+       ddy

  1kU(0)  (0)k+ #1kU(0)  (0)k+R2
 (2   #1)kU(0)  (0)k
= 1kU(0)  (0)k
= 1kU(0)  (0)k; where  = 0:
Now assume that when k = p: kU(sp) (sp)k  pkU(sp 1) (sp 1)k and kU(sp 1) 
(sp 1)k < ". That is, since kU(sp)  (sp)k < ", if U(sp)  (sp) is the initial value for
~Uof (4) for the interval [sp; sp+1], then from (12) we have that,
(18)
 ~U(sp+1)   ddy (sp+1)
  #p+1kU(sp)  (sp)k:
And as in (15),
(19) k ~U(sp+1)k  #p+1kU(sp)  (sp)k

1 +
NC
#sp+1

=M:
Then inequalities (16) and (17) becomeU     ~U (sp+1)   p+1kU(sp)  (sp)k(20)
R2   p+1kU(sp)  (sp)k(21)
respectively. Thus from (18), (20) and (21) we obtain
kU(sp+1)  (sp+1)k  p+1kU(sp)  (sp)k; where  = :
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The proof of induction completes the proof of the theorem. 
4. Moving attractor
We recall that the concept of the moving attractor was initially introduced in [8] and [9].
It is a compact subset of the phase space that attracts all the trajectories of the dynamical
system. As such, we can expect the set of trajectories that lie in the attractor to cover all
the possible dynamical behaviors of the system.
We also need an invariant condition, which guarantees that the absorbing set does not
decrease as t ! 1. If M is a one-parameter family of sets in L2, M = t  L2jt > T	,
we say that M is positively invariant under the dynamical system if for any u(t) 2 t and
p > 0, u(t+ p) 2 t+p. Following is the denition of the moving attractor given in [9].
Denition 4.1. A positively invariant one-parameter family of sets M in L2 as dened
above is called a moving attractor, if there exists a real number  2 (0; 1) depending on  ,
and a one-parameter family of open sets U = Ut  L2jt > T	, positively invariant under
the dynamical system, with t  Ut for all t > T , such that for any u 2 Ut
d(u(t+ );t+ )  d(u(t);t);
where d(u;) = infw2 ku  wk. U is called a basin of the moving attractor.
Following theorem proves the existence of a moving attractor for the semi-linear parabolic
equation (1).
Theorem 4.2. Let (x   vt) and u(x; t) be wave prole and solution of equation (1) re-
spectively. Assume that conditions given in Theorem 3.2 are satised. Dene t and Ut:
t = fh(t);h(t) = (x  vt+ h)jh 2 Rg ;
Ut = fu(x; t); ju(x; 0) = (x) + u0(x)g :
Then the family of sets
M = ftjt > T0g
is a moving attractor for the equation (1). The family of sets U = fUtjt > T0g is the basin
of the moving attractor.
Proof. If h(t) is a solution of equation (1) then h(t + ) is also a solution after time  .
In other words if h(t) 2 t then h(t + ) 2 t+ . Therefore, the family of sets M is
positively invariant. Clearly the family of sets
U = fUtjt > T0g
is also positively invariant and t  Ut.
Then, under the conditions dened in Theorem 3.2, there exist  2 (0; 1), ;  2 R such
that
ku(t+ )  (t+ )k  ku(t)  (t)k
for any u(t) 2 Ut. Thus
d(u(t+ );t+ )  d(u(t);t):

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Remark: For a system of parabolic equations of the form
ut  u = f(u) x 2 
 t > 0;
u(; 0) = u0(x); x 2 
 t > 0;
@u
@n
= 0; t > 0;
where f and u are vector-valued functions and n is normal to the surface, we can prove the
existence of a moving attractor in a similar fashion. Wave solutions of the system are of
the from u(x; t) = (x1   vt; x0), where  is function of m variables, x = (x1; : : : ; xm) and
x0 = (x2; : : : ; xm). The space 
  Rm is a cylinder and the system of coordinates is chosen
so that axis x1 is directed along the axis of the cylinder.
4.1. Application on long time error. In this subsection we provide an application of
moving attractor in numerical error approximation.
Suppose we use a convergent numerical scheme. That is if uN and u is a numerical
solution and an exact solution respectively, then there exists ;h such that kuN (ns+ T0) 
u(ns + T0)k  ;h. The term ;h depends on temporal discretization  = s=k for some
integer k, and spacial discretisation h such that ;h ! 0 as ; h ! 0. Then, according to
Theorem 4.6 of [8] if there is a moving attractor and convergent numerical scheme, the long
time error satises
(22) d(uN (ns+ T0);T0+ns) 
;h
1 + s
+ ns d(uN (T0);T0):
In other words by Theorem 4.2 there are constants  and 2 such that kuN   k  2.
Here 2 is an upper bound for the right-hand side of the error estimate (22). The following
theorem shows if there is a moving attractor with convergent and mass conservative nu-
merical scheme then error of a numerical solution is uniformly bounded. A solution is mass
conservative if
R b
a udx is computed accurately.
Theorem 4.3. If (a) the error on total mass is bounded by 1: j
R b
a uNdx  
R b
a dxj  1
(b) the solution is close to traveling wave: kuN   k  2, then for  = max(1; 2),
kuN  k  +
q
2Camp
 
(b  a)1=2 + , and thus the global error is uniformly bounded in
time.
Proof. First notice that there exists a constant Camp such that k   kL1[a;b]  2Camp.
where Camp is the amplitude of the wave. Thus
k   k2  k   kL1[a;b]j
Z b
a
(   )dxj
 2Camp

j
Z b
a
(   uN )dxj+ j
Z b
a
(uN   )dxj

 2Camp

2
p
b  a+ 1

:
Now
kuN   k  kuN   k+ k   k
 2 +
r
2Camp

2
p
b  a+ 1

:

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5. Numerical application
In this section, we give two examples to illustrate an application of moving attractor in
numerical error approximation. To obtain numerical solutions of the examples we used nite
element method for spatial discretization with piecewise linear elements and backward Euler
method for temporal discretization. We considered the wave solution of both examples. In
practice however, we are interested in approximation of the front of the wave. By wave front
we mean solution (y) of (2) with limy!1 (y) = !. In general !+ 6= ! . If !+ = ! ,
the wave front is called a pulse.
Consider Huxley's equation [5] on the following form
ut = uxx + u(1  u)(u  0:25)
u(x; 0) =
8><>:
1; if  100 < x <  75
 0:04x  2; if  75 < x <  50
0; if  50 < x < 100:
Figure 1 shows computed moving front of the Huxley's equation at time t = 20; 50; 100;
1000; 2000; : : : ; 10000:
−80 −60 −40 −20 0 20 40 60 80 100
Figure 1. Traveling wave fronts of Huxley's equation.
For the second example we choose FitzHugh's nerve axon equation [4] given by
@u1
@t
=
@2u1
@x2
+ 10(u1   1
3
u31   u2);
@u1
@t
= 0:8(1:5 + 1:25u1   u2);
u1(0) =  1:5; u2(0) =  3
8
:
Figure 2 shows the traveling wave front of a nerve impulse at time t = 6; 7; 8; 9; : : : ; 13; 14.
Both in Figure 1 and 2 the shape of the moving fronts is consistent. Therefore, we can
conclude that the error of the numerical solution is not growing with time. Since the position
of the front determines the total mass, we can also conclude that mass is conservative during
the computation.
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Figure 2. Traveling wave pulses of FitzHugh's nerve axon equation.
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