2. Description of the Algorithms Studied Several algorithms have been proposed for reconstructing the variable attenuation coefficients of tissues inside the skull from x-ray transmission measurements. We show that a simulated head section is accurately reconstructed by a modification, which is both fast and simple, of a previously studied algorithm. The possibility of using the algorithm to perform absolute measurements of the attenuation coefficient at points interior to the skull is high.
Introduction
Suppose f(x,y) represents the linear attenuation coefficient at (x,y) in one fixed plane section of an object. Suppose the integrals Pf(L) f (1) over certain thin strips L in the plane are measured through x-ray transmission along L. How can we recover f(x,y)?
Previous reconstruction algorithms fall into two broad categories:
(a) Algorithms based on a formula, typically the Fourier inversion formula.lvE (b) Search algorithms, typically based on iterative relaxation.2,4
We have chosen a particular f(x,y), we could find failed to reconstruct the interior tissues. for small c, say for |l < 0, and if P(c,0) is small for |lw > which would be the case when f is smooth (from (3)) then we have approximately Q(t,o) = i P(,) cp(c)ei dc J 00 w e d = 27 X00 P(T,0) cp(t-T)dT .
-00 (8) (9 In reality of course, one knows P(t,O) only at finitely many (t,O) which, in the Fourier method, we choose as t = tk = ka, k = O, ±1, ... ; 0 = e. = jv/n, j = 0,1,..., n-i where a is the ray spacing distance between parallel rays in each view and n is the number of views. Using (6)-(9) in (5) and replacing integrals by sums, we obtain the approximate reconstruction formula (depending on q) n-l X fq(x,y) a 1 7 P(tk0j) j=O k=--w q(x cos O.i+y sin Oi-tk) . + y sin 0 -tk is the distance between the line L(tkaOj) and (x,y), is the weighting factor which weights the contribution of each line to the reconstruction f (x,y). We have seen that T must satisfy (7) for |ot < C) if f is to be close to f for functions f of bandwidth approximately ) (i.e. if f(w,O) is small for | | > 0). Explicit error bounds on f-f have been obtained.5
It is a great advantage in computation of (10) to require p(t) to be linear for tk < t < tk+l k = 0,±1,...
which is not in any way incompatible with (7). 
2b. Search Algorithms
In algorithms based on an apriori formula there is often no guarantee that the projections of the reconstruction will be close to those given. Starting with some r, each projection strip integral is considered in turn and the error is assigned, weighted according to the area of intersection of the strip with the square, to each square to modify f. Each integral is considered several (typically about 10) times until the changes become small.
The above weighting is done as follows in the particular scheme studied: The width of the strips is taken to be exactly the diameter of the squares, and the area of intersection of a strip with a square, which depends only on the distance from the center of the square to the center line of the strip and the angle of the strip with the horizontal, is obtained from a table look-up of 80 values, which are computed for each view and stored. In the first stage of the iteration step, the present value of PF(L) is found using the above weighting; in the second stage, the error Pf(L)-P?(L) is distributed among the squares, weighted according to the above weights. In previous schemes2,4 much cruder weighting was described.
Advantages of the method include its flexibility: The strips need not be regularly spaced, the squares need not be of the same size, the angles between views need not be equal. For skull tomography however these are not so important. Disadvantages are that there is no theory of convergence and indeed even when special ad hoc methods are used, e.g. using under-relaxation factors or pseudo-random ordering of the strips, the convergence isloscillatory and slow. A further basic disadvantage is that the squares must be given an arbitrary orientation which is important in that the total number of squares is different in different directions. In different strip-widths are used in different directions to avoid the problem; we here avoid the problem by weighting the squares by the true area of intersection with the strip. and gray levels given in Table 1 . The required projection integrals Pf(L) for ellipses are simply calculated in terms of inverse trigonometric functions. Fig. 2 is a perspective plot (80x80) of f(x,y) truncated at levels .9 and 1.1 for ease of comparison with later reconstructions. Fig. 3 gives the reconstruction by the modified Ramachandran and Lakshminarayanan algorithm ((10) and (12)), from 5000 projection integrals (100 strips/view, 50 views) where the strips are abutting (i.e. nonoverlapping) in each view. (The reconstruction from (infinitely thin) line integrals rather than strip integrals is only slightly different.) Note we have truncated the reconstruction at levels .9 and 1.1. Fig. 1 and the reconstruction should be compared with that of Fig. 4a . The reconstruction by the search algorithm is clearly inferior to that of the Fourier algorithm in Fig. 4a Figs. 3 and 4 by the truncation. Why is the inside of the ellipse (the important side) reconstructed better than the outside? It was observed by us beforehand that such an effect should take place because it may be shown that the derivative of the Hilbert transform of the projection of an ellipse is constant in the support of the projection but has (infinite) singularities outside the support. Thus inside the ellipse the back-projected derivative of the Hilbert transform, as below (5), are all constant and hence the reconstruction is perfect inside; outside the ellipse, the infinite singularities (appearing finite of course since we are using only an approximate derivative-of-the-Hilberttransform operation, c) produce a large Gibbs phenomenon. Thus the method of 2a is especially good for reconstructing the insides of ellipses, or any object which can be approximated by a superposition of ellipses, e.g. Fig. 1 . It seems likely that head sections are well approximated by ellipses, i.e. that Fig. 1 is a good model.
Measurement Requirements
By simulating Gaussian noise in measurements it was found that additive Gaussian noise with standard deviation C in measuring each Pf(L) with 50xlO0 lines is amplified by a factor of about 3.5 to obtain noise contribution of level about 3.5 C in each For the search algorithm with 90x158 lines the average noise amplification factor by the reconstruction formula was 3.5 after the first iteration and 4.75 (5.65) after the 2nd (3rd iteration, so there is no reason to suspect that the search method is less sensitive to noise.
It was found that for apparent noisefree reconstruction with the Fourier algorithm c should be less than .0004, although even with C = .001, or .1% errors in measurement, noise could be removed at the expense of a slight decrease in spatial resolution by performing spatial averaging using an appropriately modified function p in (10).
For the Fourier algorithm, the spatial resolution without noise is judged from Fig.4 to be about 2 mm on the human scale, while the density is reconstructed (averaged over a circle of about 2 mm) to about .l%,or better, inside the skull. The measurements should be reasonably equally spaced in angle and translation but simulation has shown that the scheme is stable under uniform 1% errors in each of t and 0 in obtaining Pf (L(t,O) ).
To achieve a noise/signal ratio a -.0004
requires about 1/c photons/strip, and calculations show5 that the dosage in number of photons/cc absorbed in obtaining the measurements to this accuracy is comparable to that number for a 1 rad acceptable chest x-ray so that patient dosage would be acceptable. These results are contained in a longer report5 available from the authors to interested persons.
Further Remarks
It is important to point out that know- .
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The function f(x,y) as in Fig. 1 the gray levels of those ellipses axes above whose major axes makes and least square integral, i.e. least oscillations. An explicit formula has been found for g and will be given in a forthcoming publication. 
