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Abstract
Voter control problems model situations such as an external agent trying to
affect the result of an election by adding voters, for example by convincing
some voters to vote who would otherwise not attend the election. Tradition-
ally, voters are added one at a time, with the goal of making a distinguished
alternative win by adding a minimum number of voters. In this paper, we
initiate the study of combinatorial variants of control by adding voters. In
our setting, when we choose to add a voter v, we also have to add a whole
bundle κ(v) of voters associated with v. We study the computational com-
plexity of this problem for two of the most basic voting rules, namely the
Plurality rule and the Condorcet rule.
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1. Introduction
We study the computational complexity of control by adding vot-
ers [2, 31], investigating the case where the sets of voters that we can
add have some combinatorial structure. The problem of election control
by adding voters models situations where some agent (for example, a cam-
paign manager of one of the alternatives) tries to ensure a given alternative’s
victory by convincing some undecided voters to vote. Traditionally, in this
problem we are given a description of an election (that is, a set C of al-
ternatives and a set V of voters who already decided to vote), and also a
set W of undecided voters. For each voter in V ∪W we assume that we
know how this voter intends to vote, which is expressed as a linear order
over the set C; while this assumption is somewhat unrealistic, it is a stan-
dard assumption within computational social choice, and we might have a
good approximation of this knowledge from preelection polls. Our goal is to
ensure that our preferred alternative p becomes a winner by convincing as
few voters from W as possible to vote—provided that it is at all possible to
ensure p’s victory in this way.
Control by adding voters corresponds, for example, to situations where
supporters of a given alternative make direct appeals to other supporters of
the alternative to vote. For example, they may stress the importance of vot-
ing or help with the voting process by offering rides to the voting locations.
Unfortunately, in its traditional phrasing, control by adding voters does not
model larger-scale attempts at convincing people to vote. For example, a
campaign manager might be interested in airing a TV advertisement that
would motivate supporters of a given alternative to vote (though, of course,
it might also motivate some of this alternative’s enemies), or maybe launch
viral campaigns, where friends convince their own friends to vote. It is clear
that the sets of voters that we can add should have some sort of a combina-
torial structure. For instance, a TV advertisement appeals to a particular
group of voters and we can add all of them at the unit cost of airing the
advertisement. A public speech in a given neighborhood will convince a par-
ticular group of people to vote at the unit cost of organizing the meeting.
Convincing a person to vote will “for free” also convince her friends to vote.
The goal of our work is to formally define an appropriate computational
problem modeling a combinatorial variant of control by adding voters and
to study its computational complexity. We focus on the Plurality rule and
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the Condorcet rule, and we do so for the following reasons. First, these
are the rules originally studied by Bartholdi et al. [2] in the first paper on
the complexity of election control. Second, the Plurality rule is the most
widely used rule in practice and the Condorcet rule models a large family
of Condorcet-consistent rules. Third, the Plurality rule is one of the few
rules for which the standard variant of control by adding voters is solvable
in polynomial time [2]. For the Condorcet rule the problem is NP-hard in
general [2], but becomes polynomial-time solvable if we assume that the
elections have a particular structure (for example, if they are either single-
peaked [24] or single-crossing [37]). For the case of single-peaked elections,
in essence, all our hardness results for the Condorcet rule directly translate
to all Condorcet-consistent voting rules, a large and important family of
voting rules. We defer the formal details, definitions, and concrete results
to the following sections. Instead, we state the high-level main messages
of our work. Herein, we assume that adding an unregistered voter means
adding a bundle (subset) of unregistered voters; in this way, it is easy to
see that the standard variant of control by adding voters is a special case of
the combinatorial variant (set the bundle of each unregistered voter to be a
singleton consisting of this single voter):
1. Many typical variants of combinatorial control by adding voters are
intractable, but there is also a rich landscape of tractable cases. For
instance, with bundle sizes up to two, the problem is either fixed-
parameter tractable with respect to the number k of bundles to add or
already polynomial-time solvable when requiring the bundling function
to be full-d (see Section 2 for the definition; informally, this means that
only voters with roughly the same preference orders can be bundled
together).
2. Assuming that voters have single-peaked preferences does not lower the
complexity of the problem (even though it does so in many other elec-
tion problems [7, 14, 24]). On the contrary, assuming single-crossing
preferences does lower the complexity of the problem.
We believe that our setting of combinatorial control, and—more generally—
of combinatorial problems that model manipulating elections, offers a very
fertile ground for future research and we intend the current paper as an
initial step.
Related Work. Bartholdi et al. [2] were the first to study the concept of
election control by adding/deleting voters/alternatives in a given election.
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They considered the constructive variant of the problem, where the goal
is to ensure a given alternative’s victory (and we focus on this variant of
the problem as well). The destructive variant, where the goal is to prevent
someone from winning, was introduced by Hemaspaandra et al. [31]. These
papers focused on the Plurality rule and the Condorcet rule (for the destruc-
tive case of Hemaspaandra et al. [31], also the Approval rule). Since then,
many other researchers extended this study to a number of other rules and
models [39, 22, 23, 45, 25, 43].
We study our control problems using the tools and methods of param-
eterized complexity theory. Most frequently, parameterized complexity of
control problems is studied with respect to the number of alternatives as
the parameter [22, 23, 32]. The number of voters received far less attention
as a parameter (for the case of control, the parameter appears, for example,
in the works of Betzler and Uhlmann [3] and, very recently, of Chen et al.
[13]; Brandt et al. [8] consider it in the context of winner determination).
Several authors have also considered other parameters, such as the solution
size (for example, the number of voters one can add). Papers focusing on
this parameter include, for example, those of Liu et al. [36], Liu and Zhu
[35], and Erdélyi et al. [20].
Some of our results regard the complexity of election control for the case
where the voters’ preference orders are either single-peaked [5] or single-
crossing [41, 44] (intuitively, both these domain restrictions model cases
where there is a linear spectrum of opinions; single-peakedness assumes
that it is the alternatives that are ordered from one extreme to the other
within this spectrum, for example, the left-to-right political spectrum, while
single-crossingness assumes that the order is over the voters and their opin-
ions). For both types of domain restrictions there are algorithms that can
recognize elections with a given property (see, for example, the works of
Bartholdi and Trick [1] and Escoffier et al. [21] for the single-peaked domain
and those of Elkind et al. [18] and Bredereck et al. [9] for the single-crossing
domain). The complexity of control for single-peaked elections was stud-
ied by Faliszewski et al. [24] and was continued, for example, by Brandt
et al. [7] and Faliszewski et al. [26]. The case of control in single-crossing
elections was considered by Magiera and Faliszewski [37]. Generally speak-
ing, the complexity of control problems often drops from NP-completeness
to being polynomial-time solvable when one of these domain restrictions is
assumed. Naturally, single-peakedness and single-crossingness were studied
algorithmically in many other contexts as well. Perhaps the first authors
which observed that assuming them may lower the complexity of election
problems were Walsh [50] and Conitzer [14].
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In all previous work on election control, the authors always assumed
that one could affect each entity of the election at unit cost only.5 For
example, one could add a voter at a unit cost and adding two voters always
is twice as expensive as adding a single voter. Only the paper of Faliszewski
et al. [25], where the authors study control in weighted elections, could be
seen as an exception: one could think of adding a voter of weight w as
adding a group of w voters, each with unit weight. On the one hand, the
weighted election model does not allow one to express rich combinatorial
structures as those that we study here, while on the other hand, in our study
we consider unweighted elections only (though adding weights to our model
would be seamless). Very recently, Chen et al. [13] studied the combinatorial
variant of both constructive as well as destructive control by either adding or
deleting alternatives. They discovered that with few voters, the complexity
of the corresponding control problem for different voting rules ranges from
polynomial-time solvable to NP-hard even for a constant number of voters.
Erdélyi et al. [19] also studied a variant of combinatorial control by adding,
deleting, or partitioning of the voters. They used a slightly different—though
also very natural—model of bundling voters, where each voter has a label
and each bundle consists exactly of the voters with a given label. Formally,
our models are incomparable and, indeed, we show hardness results for the
case of combinatorial control by adding voters with bundles of size two,
whereas in their model this case is easily seen to be polynomial-time solvable.
The specific combinatorial flavor of our model is inspired by the seminal
work of Rothkopf et al. [46]6 on combinatorial auctions (see, for example,
the work of Sandholm [47] for additional information). There, bidders can
place bids on combinations of items such that the bid on the combination
of a set of items might be less than, equal to, or greater than the sum of
the individual bids on each element from the same set of items. While in
combinatorial auctions one “bundles” items to bid on, in our scenario one
bundles voters.
In the computational social choice literature, combinatorial voting is typ-
ically associated with scenarios where voters express opinions over a set of al-
ternatives that themselves have a specific combinatorial structure (typically,
one uses CP-nets to model preferences over such sets of alternatives [6]). For
example, Conitzer et al. [15] studied a form of control in this setting and
5By “previous work,” we mean papers that were published prior to the conference
version of our paper.
6According to Google Scholar, accessed February 2015, cited more than 1000 times.
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Mattei et al. [38] studied bribery problems. In contrast, we use the standard
model of elections where all alternatives and preference orders are given ex-
plicitly, but we have a combinatorial structure on the sets of voters which
can be added.
Paper Outline. In Section 2, we introduce notations used throughout the
whole paper and concepts necessary for the parameterized complexity anal-
ysis. In Section 3, we formally define our central problem and summarize
our contributions. Then, we go on to study the complexity of combinatorial
voter control problems where voters may have arbitrary preference orders:
in Section 4, we focus on the so-called canonical parameters, specifically,
the solution size, the number of alternatives, and the number of unregis-
tered voters, while in Section 5 we focus on parameters arising from the
combinatorial structure, that is, the maximum bundle size and the swap
distance. In Section 6, we analyze situations where the voters’ preference
orders are either single-peaked or single-crossing. We conclude in Section 7
with several future research directions.
2. Preliminaries
We assume familiarity with standard notions regarding algorithms and
complexity theory. For each nonnegative integer z, we write [z] to mean
{1, . . . , z}.
Elections. An election E := (C, V ) consists of a set C of m alternatives and
a set V of voters v1, v2, . . . , v|V |. Each voter v has a linear order v over
the set C, which we call a preference order (a vote). For example, let C =
{c1, c2, c3} be a set of alternatives. The preference order c1 v c2 v c3 of
voter v indicates that v likes c1 best (1
st position), then c2, and c3 least (3
rd
position). We call a voter v ∈ V a c-voter if c is at the first position of
v’s preference order. Given a subset C ′ ⊆ C of alternatives, if not stated
explicitly, we write 〈C ′〉 to denote an arbitrary but fixed preference order
over C ′.
Voting Rules. A voting rule R is a function that, given an election E =
(C, V ), outputs a (possibly empty) set R(E) ⊆ C of the (tied) election
winners. We study the Plurality rule and the Condorcet rule. Given an
election, the Plurality score of an alternative c is the number of voters having
c at the first position in their preference orders; an alternative is a Plurality
winner if it has the highest Plurality score. An alternative c is a Condorcet
winner [16] if it beats all other alternatives in head-to-head contests, that
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is, if for each alternative c′ ∈ C \ {c} it holds that |{v ∈ V | c v c′}| >
|{v ∈ V | c′ v c}|. Condorcet’s rule elects the (unique) Condorcet winner
if it exists, and returns an empty set otherwise. A voting rule is Condorcet-
consistent if it elects a Condorcet winner when there is one. However, if
there is no Condorcet winner, then a Condorcet-consistent rule is free to
provide any set of winners.
Domain Restrictions. Intuitively, an election is single-peaked [5] if it is pos-
sible to order the alternatives on a line in such a way that for each voter v
whose preferred alternative is c, the following holds: for each two alterna-
tives ci and cj such that both of them are on the same side of c (with respect
to the ordering of the alternatives on the line), among ci and cj , v prefers
the one closer to c. For example, single-peaked elections arise when we view
the alternatives as positioned on the standard political left-right spectrum
and voters form their preferences based solely on the alternatives’ positions
on this spectrum. Formally, we have the following definition.
Definition 1 (Single-peaked elections). Let C be a set of alternatives and
let L be a linear order over C (referred to as the societal axis). We say that
a preference order  (over C) is single-peaked with respect to L if for each
three alternatives c, c′, c′′ ∈ C it holds that:(




(c  c′) =⇒ (c′  c′′)
)
.
An election (C, V ) is single-peaked with respect to L if the preference order
of each voter in V is single-peaked with respect to L. An election is single-
peaked if there is a societal axis with respect to which it is single-peaked.
There are polynomial-time algorithms that decide whether a given elec-
tion is single-peaked and, if so, provide a societal axis for it [1, 21].
Single-crossing elections, introduced by Mirrlees [41] and Roberts [44],
are based on similar idea as single-peaked ones, but from a different perspec-
tive. Here, it is assumed that it is possible to order the voters such that for
each two alternatives x and y either all voters rank x and y identically, or
there is a single point along this order where voters switch from preferring
one of the alternatives to preferring the other one (see the work of Sapor-
iti and Tohmé [48] for a number of real-life examples where single-crossing
elections may appear and for further references regarding this domain re-
striction). Formally, we have the following definition.
Definition 2 (Single-crossing elections). An election (C, V ) is single-
crossing if there is an order L over V such that for each two alternatives c
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and c′ and each three voters x, y, z with x L y L z it holds that:
(c x c′ ∧ c z c′) =⇒ c y c′.
Just as for the case of single-peakedness, there are polynomial-time algo-
rithms that decide whether an election is single-crossing and, if so, produce
the voter order witnessing this fact [18, 9].
Combinatorial Bundling Functions. Given a voter set W , a combinatorial
bundling function κ : W → 2W (abbreviated as bundling function) is a
function assigning to each voter a subset of voters. For convenience, for
each subset W ′ ⊆ W , we let κ(W ′) =
⋃
x∈W ′ κ(x). For x ∈ W , κ(x) is
called x’s bundle and x is called the leader of this bundle. We assume that
x ∈ κ(x) so that κ(x) is never empty. We typically write b to denote the
maximum bundle size under a given κ (which will always be clear from
context). Intuitively, we use combinatorial bundling functions to describe
the sets of voters that we can add to an election at a unit cost. For example,
one can think of κ(x) as the group of voters that join the election under x’s
influence. Bundling functions can be represented explicitly: for each voter
x, simply list the voters in κ(x).
It is worthwhile to shortly discuss the model here. We could have defined
our problem differently, by having sets of voters as the bundles, without a
distinguished leader (somewhat similarly to the model of Erdélyi et al. [19],
but with each voter having possibly many labels). We chose our approach
based on the idea that upon convincing a single voter to attend the election,
his or her friends would likely follow. We mention that most of our results
transfer to this other model as well.
We are interested in various special cases of bundling functions. We say
that κ is leader-anonymous if for each two voters x and y with the same
preference orders, κ(x) = κ(y) holds. Furthermore, κ is follower-anonymous
if for each two voters x and y with the same preference orders, and each
voter z, it holds that x ∈ κ(z) if and only if y ∈ κ(z). We call κ anonymous
if it is both leader-anonymous and follower-anonymous. One possible way
of thinking about an anonymous bundling function is that it is a function
assigning to each preference order appearing in the input a subset of the
preference orders appearing in the input. For example, anonymous bun-
dling functions naturally model scenarios such as airing TV advertisements
that appeal to particular groups of voters.
The swap distance between two voters vi and vj is the minimum number
of swaps of consecutive alternatives that transform vi’s preference order into
that of vj . Given a number d ∈ N, we call κ a full-d bundling function if
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for each x ∈ W , κ(x) is exactly the set of all y ∈ W such that the swap
distance between the preference orders of x and y is at most d. The idea is
that here, only voters whose preference orders are roughly the same can be
bundled together.
We introduce the concept of the bundling graph of an election, which,
roughly speaking, models how the bundles of two voters interact with each
other.
Definition 3 (Bundling graphs). Given a bundling function κ (over the
set W of voters), the bundling graph is a simple and directed graph G =
(V (G), E(G)). For each voter x there is a vertex ux ∈ V (G), and for each two
distinct voters z and y such that y ∈ κ(z), there is an arc (uz, uy) ∈ E(G).
We use the classic definition of connectivity and connected components
for directed graphs. That is, G is called (weakly) connected if the underlying
undirected graph is connected. Accordingly, a connected component of G is
a maximal connected subgraph of G.
Given a bundling graph and an alternative c, we say that a vertex is a
c-vertex if the corresponding voter is a c-voter; otherwise we call it a non-c-
vertex. Accordingly, we say that an arc is a (c1, c2)-arc if the source of this
arc is a c1-vertex and the target is a c2-vertex.
For a non-negative integer x, an x-star is a (directed) graph consisting
of (x+ 1) vertices and x arcs such that there is a vertex with x (in- or out-)
neighbors.
For arbitrary bundling functions, the bundling graph is a directed graph.
However, if κ is a full-d bundling function, that is, for each voter v, κ(v)
contains all the voters with swap distance at most d, then we can consider
it as an undirected one. The reason is that in this case for every two un-
registered voters x and y we have that y ∈ κ(x) if and only if x ∈ κ(y).
In consequence, for each arc (ux, uy) in the bundling graph, the reverse arc
(uy, ux) is also present.
Observation 1. If κ is a full-d bundling function, then for any unregistered
voter x and any y ∈ κ(x), it holds that x ∈ κ(y).
Proof. Note that for any two voters x and y if y ∈ κ(x), then the swap
distance between x and y is at most d. Therefore, since κ is a full-d bun-
dling function and the swap distance is clearly symmetric, x must be in
κ(y).
Note that the “mutual containment” property, as stated above, does not
hold for every bundling function. For example, κ with κ(x) = {x, y} and
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κ(y) = {y} is a valid bundling function. The following is easy to observe, as
full-d bundling functions depend only on the preference orders and not on
the specific voters:
Observation 2. If κ is a full-d bundling function, then κ is also anonymous.
Proof. To show that κ is anonymous we need to show both leader-anonymity
and follower-anonymity. Suppose that κ is a full-d bundling function. Let
x, y, z be three voters such that x and y have the same preference order. If
z ∈ κ(x) (respectively, if x ∈ κ(z)), then z has a swap distance of at most d to
x, and hence, to y. By the definition of full-d bundling functions, z ∈ κ(y)
(respectively, y ∈ κ(z)). This shows the leader-anonymity (respectively,
follower-anonymity) of κ.
Parameterized Complexity. An instance (I, r) of a parameterized problem
consists of the actual instance I and of an integer r referred to as the pa-
rameter [17, 27, 42]. A parameterized problem is called fixed-parameter
tractable (is in FPT) if there is an algorithm solving it in time f(r) · |I|O(1),
where f is a computable function depending on the parameter r only. An al-
gorithm with running-time |I|f(r) shows membership in the class XP (clearly,
FPT ⊆ XP).
If a parameterized problem is fixed-parameter tractable due to a formu-
lation as an integer linear program (ILP), then we say that this problem is in
ILP-FPT. Of course, ILP-FPT is not a separate complexity class; we use this
notation because ILP-FPT problems are solved using the famous algorithm
of Lenstra [34], which means that while they are in FPT, the algorithms
for them might be not very practical and might not reveal any structural
properties of the problems.
One can show that a parameterized problem L is (presumably) not fixed-
parameter tractable by devising a parameterized reduction from a W[1]-hard
or a W[2]-hard problem to L. A parameterized reduction from a parame-
terized problem L to another parameterized problem L′ is a function that
acts as follows, for some two computable functions f and g: given an in-
stance (I, r), it computes in f(r) · |I|O(1) time an instance (I ′, r′) such
that r′ ≤ g(r) and (I, r) ∈ L ⇔ (I ′, r′) ∈ L′. Betzler et al. [4] survey
parameterized complexity investigations in voting.
In this paper, we use the following three problems parameterized by
the “solution size” to show parameterized intractability results: Clique,
Partial Vertex Cover, and Set Cover. The first two problems are
W[1]-complete while the last one is W[2]-complete [17]. We give the formal
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definition of Clique in the proof of Theorem 2, Partial Vertex Cover
in the proof of Theorem 9, and Set Cover in the proof of Theorem 1.
3. Central Problem
For a given voting rule R, we define our central problem of combinatorial
constructive control by adding voters as follows:
R Combinatorial Constructive Control by Adding
Voters (R-C-CC-AV)
Input: An election E = (C, V ), a set W of (unregistered) voters
with V ∩W = ∅, a bundling function κ : W → 2W , a preferred
alternative p ∈ C, and a non-negative integer bound k ∈ N.
Question: Is there a subset of voters W ′ ⊆ W of size at most
k such that p ∈ R(C, V ∪ κ(W ′))?
We use the so-called nonunique-winner model. That is, for a control action
to be successful it suffices for p to be one of the tied winners. Throughout
this work, we refer to each subset W ′ ⊆ W of voters such that p wins the
election (C, V ∪ κ(W ′)) and |W ′| ≤ k as a solution, and we refer to k as the
solution size (formally, k is a bound on the allowed solution size, but our
notation makes the discussion a bit simpler). For the Plurality rule, we also
assume that the score difference between the current winner and p does not
exceed the total number of p-voters in W .
R-C-CC-AV is a generalization of the well-studied problem R Con-
structive Control by Adding Voters (R-CC-AV) (in which, effec-
tively, κ is fixed so that for each w ∈ W we have κ(w) = {w}). The
non-combinatorial problem CC-AV is linear-time solvable for the Plurality
rule by a simple calculation [2] (see also the remark at the beginning of Sec-
tion 5), but is NP-complete for the Condorcet rule [36]. Therefore we have
the following observations:
Observation 3. If the maximum bundle size b is one, then Plurality-C-
CC-AV is solvable in linear time.
Observation 4. Condorcet-C-CC-AV is NP-hard even if the maximum
bundle size b is one.
Our Contributions. We introduce a new model for combinatorial control in
voting. Our results show that C-CC-AV is NP-hard even for the Plurality




Unrestricted domain Restricted domain
Arbitrary
XP : O(nk) · (m+ n′)O(1) [Prop. 1]
W[2]-hard wrt. k [Thm. 1] (already when m = 2)
FPT wrt. k when b ≤ 2 [Thm. 5]
Anonymous
ILP-FPT wrt. m [Thm. 3]
NP-hard [Thm. 4]
(already when b = 2)
W[1]-hard wrt. k [Thm. 2]






P when b ≤ 2 [Thm. 6]
NP-hard [Thm. 7]
(already when b = 3 and
d = 3)
NP-hard [Thm. 8]







Table 1: Computational complexity classification of Plurality-C-CC-AV (since the non-
combinatorial problem CC-AV is already NP-hard for Condorcet’s rule, we concentrate
on the Plurality rule here). The parameters that we study here are “the number m of
alternatives”, “the number n′ of registered voters”, “the number n of unregistered voters”,
“the solution size k”, “the maximum bundle size b”, and “the maximum swap distance d
between the leader and its followers in a bundle”. We distinguish between unrestricted and
restricted domains (the left and the right column), and between arbitrary, anonymous, and
full-d bundling functions (respectively, the first, the second, and the third row). ILP-FPT
means FPT based on a formulation as an integer linear program. The question mark (?)
means that it is open whether the tractability result for full-d bundling functions also
holds for non-full bundling functions and whether the hardness results for unrestricted
domains transfer to single-peaked or single-crossing domains.
different parameters, showing both fixed-parameter tractability results and
parameterized hardness results. We almost completely resolve the complex-
ity of C-CC-AV for the Plurality rule and the Condorcet rule as a function
of the maximum bundle size b and the maximum distance d from a voter v
to the farthest element of v’s bundle. For example, for Plurality voting, the
12
complexity of the problem depends on b in the following way:
(1) If b = 1, then the problem is polynomial-time solvable (this is due to
Bartholdi et al. [2]; see Observation 3).
(2) If b = 2, then the complexity of the problem depends on the bundling
function. If the bundling function is full-d, then the problem is
polynomial-time solvable (Theorem 6). Otherwise, the problem is NP-
hard (Theorem 4), but is in FPT with respect to the solution size (The-
orem 5).
(3) If b = 3, then the problem is W[1]-hard even for anonymous bundling
functions (Theorem 2), and is NP-hard for full-d bundling functions,
even if d ≤ 3 (Theorem 7).
(4) For any constant b ≥ 4, the problem is NP-hard already for full-d
bundling functions with d = 1 (Theorem 8); for d = 0, which in essence
means looking at the weighted control case for the special case of unary-
encoded weights, the problem is polynomial-time solvable [25].
For the Condorcet rule, we obtain NP-hardness even when the input has
only two alternatives (of course, this result applies to the Plurality rule as
well; for two alternatives the two rules are identical).
Furthermore, we show that for both the Plurality rule and the Condorcet
rule C-CC-AV remains hard even when restricting the elections to be single-
peaked, but that it is polynomial-time solvable when we focus on single-
crossing elections. Our results for Plurality elections are summarized in
Table 1.
We make a final remark that the combinatorial variants of voter control
problems that we study are clearly contained in NP. Thus, our NP-hardness
results in fact imply NP-completeness results.
4. Canonical Parameterizations
In this section we provide our results for unrestricted elections, i.e., for
the case where voters may have arbitrary preference orders. Later, in Sec-
tion 6, we will consider single-peaked and single-crossing elections that only
allow “reasonably restricted” preference orders.
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4.1. Parameterization by the Solution Size and by the Number of Unregis-
tered Voters
We start our discussion by considering the parameters “number |W | of
unregistered voters” and “solution size k”. A simple brute-force algorithm,
checking all possible combinations of k bundles, proves that both Plural-
ity-C-CC-AV and Condorcet-C-CC-AV are in XP for parameter k, and
in FPT for parameter |W | (the latter holds because k ≤ |W |). Indeed,
the same result holds for all voting rules with polynomial-time winner-
determination procedures.
Proposition 1. Plurality-C-CC-AV is solvable in time O(|W |k · (|V |+
|W |)) and Condorcet-C-CC-AV is solvable in time O(|W |k · (|V |+ |W |) ·
|C|2), implying that both for Plurality and Condorcet, CC-AV is in
XP for parameter k and in FPT for parameter |W |.
Proof. We can solve C-CC-AV by considering all elections resulting from






≤ O(|W |k) possible combinations of (up to) k
bundles of unregistered voters. For each combination of (up to) k bundles
of voters, we use the standard winner determination algorithm for the given
voting rule. For Plurality, the winner can be computed in time O(|V |+
|W |); for Condorcet, the winner can be computed in time O((|V |+ |W |) ·
|C|2): for each pair of alternatives c and c′, we compute whether a strict
majority of voters prefers c to c′ or c′ to c (we can do so on a voter-by-voter
basis by storing the results for each pair of alternatives).
The XP result for Plurality-C-CC-AV parameterized by the solution
size k probably cannot be improved to fixed-parameter tractability. Indeed,
for parameter k we show that the problem is W[2]-hard, even for elections
with only two alternatives. This is quite remarkable because typically elec-
tion problems with a small number of alternatives are easy (they can be
solved either by brute-force or by integer linear programming employing the
famous FPT algorithm of Lenstra [34]; see the survey of Betzler et al. [4]
for examples). Nonetheless, there are other known examples of problems
where a small number of alternatives does not seem to lower the complexity
of a given election problem [10]. Furthermore, since our proof uses only two
alternatives, it applies to almost all natural voting rules: for two alterna-
tives almost all of them (including the Condorcet rule) are equivalent to the
Plurality rule. Also, every election with two alternatives is trivially single-
peaked and single-crossing, thus the next result extends to these domain
restrictions as well.
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Theorem 1. Plurality-C-CC-AV is NP and W[2]-hard when parameter-
ized by the solution size k are W[2]-hard, even for two alternatives.
Proof. We first show the W[2]-hardness result by providing a parameterized
reduction from the W[2]-complete problem Dominating Set [17], defined
as follows (we take h to be the parameter):
Dominating Set
Input: An undirected graph G = (V (G), E(G)) and a non-
negative integer h ∈ N.
Question: Does G admit a dominating set of size at most h,
that is, a vertex subset U ⊆ V (G) with |U | ≤ h such that each
vertex from V (G) \U is adjacent to at least one vertex from U?
Let (G, h) be a Dominating Set instance. We construct an election
(C, V ) as follows. We let the set of alternatives be C = {p, g}, where p is our
preferred alternative. Since our election has only two alternatives, when we
speak of a p-voter (a g-voter), we mean a voter with preference order p  g
(respectively, preference order g  p). The registered voter set V consists
of |V (G)| g-voters (and no p-voters). The unregistered voter set W consists
of one p-voter wi for each vertex ui ∈ V (G). We let the bundle κ(wi) of
wi consist of the p-voters corresponding to the closed neighborhood of ui.
Formally, we define W := {wi | ui ∈ V (G)} and κ(wi) = {wi} ∪ {wj |
{ui, uj} ∈ E(G)}. Observe that all unregistered voters are p-voters. In
order to let p win, we have to add bundles to the election that correspond
to the whole vertex set. Finally, we set k := h.
It is clear that our construction is a polynomial reduction and hence, a
parameterized reduction. It remains to show that there is a dominating set
of size at most h if and only if there is a subset W ′ of unregistered voters of
size at most k, such that if their respective bundles are added to the election,
then p becomes a Plurality winner of the election.
For the “if” part, suppose that there is a subset W ′ of size at most k
such that p is a winner of the Plurality election (C, V ∪ κ(W ′)). Define
U to be the set of vertices corresponding to the voters from W ′, that is,
U := {ui | wi ∈ W ′}. Then, it is easy to verify that |U | ≤ k = h and for
each vertex ui ∈ V (G) \ U there must be a vertex uj ∈ U which is adjacent
to ui, since otherwise p will not obtain enough points to become a winner.
For the “only if” part, given a dominating set U of size at most h, we
define W ′ to be the corresponding voter set, that is, W ′ := {wi | ui ∈ U}.
It is easy to verify that |W ′| ≤ h = k and p as well as g win with n points
both.
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As already mentioned, the parameterized reduction we presented is in-
deed a polynomial-time reduction. Since the problem we reduce from is
NP-hard we can conclude that our problem is NP-hard even for two alter-
natives.
Since with two alternatives the Condorcet rule is equivalent to the strict
majority rule (that is, one needs to add enough p-voters such that p is
preferred to the second alternative by more than half of the voters) we
can adapt the above reduction for the Plurality rule to also work for the
Condorcet rule. Thus, the following holds.
Proposition 2. Condorcet-C-CC-AV is W[2]-hard when parameterized
by the solution size k, even for two alternatives.
Proof. We use the same unregistered voters as described in the proof for
Theorem 1, and we construct the original election with (n − 1) g-voters.
The correctness proof follows in an analogous way.
If we require the bundling functions to be anonymous and the maximum
bundle size to be three, then Plurality-C-CC-AV turns out to be W[1]-
hard (regarding the same parameter k).
Theorem 2. Plurality-C-CC-AV is W[1]-hard when parameterized by
the solution size, even when the maximum bundle size b is three and the
bundling function is anonymous.
Proof. To show the W[1]-hardness result, we provide a parameterized reduc-
tion from the W[1]-hard problem Clique [17], defined as follows (we take h
as the parameter):
Clique
Input: An undirected graph G = (V (G), E(G)) and h ∈ N.
Question: Does G admit a size-h clique, that is, a size-h vertex
subset U ⊆ V (G) such that G[U ] is complete?
Let (G, h) be a Clique instance. Without loss of generality, we assume
that G is connected, h ≥ 3, and each vertex in G has degree at least h− 1.
We construct an election E = (C, V ) with C := {p, f, g} ∪ {ce | e ∈ E(G)}
with p as our preferred alternative, and the intention of f being the current
winner, and g having sufficiently many unregistered supporters to ensure
that we indeed add a “clique solution” to the election. We use the edge
alternatives from {ce | e ∈ E(G)} to ensure that all the unregistered voters
have different preference orders.
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points, our preferred alternative p has h points, and
all edge alternatives have zero points. Formally, the registered voter set V
consists of the following groups of voters:












voters, each with preference order g  〈C \ {g}〉.





points to become a winner.
By carefully constructing the preference orders of the unregistered voters,
we can enforce that the added voters correspond to a clique of size h. To this
end, for each vertex u ∈ V (G), we define C(u) := {ce | e ∈ E(G) ∧ u ∈ e},
that is, C(u) contains all edge alternatives that correspond to the incident
edges of u. Now, we construct the set W of unregistered voters as follows:
(1) For each vertex u ∈ V (G), we add an unregistered g-voter wu with
preference order
g  〈C(u)〉  p  〈C \ ({g, p} ∪ C(u))〉.
We call these unregistered voters vertex voters. We set κ(wu) = {wu}.
(2) For each edge e = {u, u′} ∈ E(G), we add an unregistered p-voter we
with preference order
p  ce  g  〈C \ {p, g, ce}〉.
We call these unregistered voters edge voters. We set κ(we) =
{wu, wu′ , we}.
Note that all unregistered voters have different preference orders. This
implies that our bundling function κ is anonymous (when all the unregis-
tered voters have different preference orders, then every bundling function






We show that G has a size-h clique if and only if ((C, V ),W, κ, p, k) is
a yes-instance for Plurality-C-CC-AV. For the “if” part, suppose that
there is a subset W ′ of at most k voters such that p wins the election (C, V ∪
κ(W ′)). We show that the vertex set U ′ := {u ∈ V (G) | we ∈ W ′ ∧ u ∈ e}






to become a winner because of the difference in scores between the initial
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winner f and p. By our construction, only bundles which include an edge
voter can increase the score of p by adding one p-voter, while adding another





bundles, we must add
exactly k bundles of the edge voters. This means that E(G[U ′]) contains
k edges. However, in order to ensure p’s victory, κ(W ′) may only give at
most h additional points to g. By the construction of the bundles of the edge
voters, this means that U ′ contains at most h vertices. With |E(G[U ′])| ≥ k,
we conclude that U ′ is of size h and, hence, is a size-h clique for G.
For the “only if” part, suppose that U ′ ⊆ V (G) is a size-h clique for G.
We construct the subset W ′ by adding to it any edge voter we with e ∈
E(G[U ′]). Obviously, |W ′| = k. Now it easy to check that p co-wins with






4.2. Parameterization by the Number of Alternatives
From Theorem 1, we know that our central problem for both the Plural-
ity rule and the Condorcet rule is NP-hard already when the input election
has only two alternatives. The corresponding proof uses the non-anonymity
of the bundling function in a crucial way. Indeed, if we require the bundling
function to be anonymous, then C-CC-AV can be formulated as an integer
linear program (ILP) where the number of variables and the number of con-
straints are bounded by some function dependent only on the number m of
alternatives. Finding feasible solutions for such integer linear programs is
in FPT, parameterized by the number of variables, due to the famous result
of Lenstra [34].
Theorem 3. For Plurality and Condorcet, when parameterized by the num-
ber m of alternatives, C-CC-AV is NP-hard already for two alternatives,
while it is fixed-parameter tractable for anonymous bundling functions.
Proof. The NP-hardness result with two alternatives follows from Theo-
rem 1. Thus, we only need to show the fixed-parameter tractability result
for anonymous bundling functions. We prove this by describing an integer
linear program (ILP) with at most m! variables and at most 3m! +m con-
straints which solves Plurality-C-CC-AV, where m denotes the number
of alternatives. Fixed-parameter tractability then follows because every ILP
with ρ variables and L input bits is solvable in time O(ρ2.5ρ+o(ρ)L) [34, 33].
The case of Condorcet-C-CC-AV follows by a nearly identical argument;
we mention the necessary modifications at the end of the proof.
In a given election with m alternatives, there are at most m! voters
with pairwise different preference orders. Since the bundling function is
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anonymous and, hence, follower-anonymous, there are at most m! differ-
ent bundles. Furthermore, we can assume that all voters in a solution W ′
have pairwise different preference orders (this is because, due to (leader)
anonymity, there is no additional gain in adding two voters with the same
preference order).
We introduce some notation for the description of our ILP: Let 1,2
, . . . ,m! be a sequence of all the possible preference orders over m alterna-
tives. For i ∈ [m!], let Ni be the number of voters with preference order i
in W . For each alternative a ∈ C, we write F (a) to denote the set of pref-
erence orders in which a is ranked first, and write s(a) to denote a’s initial
score.
For each preference order i, i ∈ [m!], we introduce two boolean vari-
ables, xi and yi. The intended meaning of xi = 1 is that the sought solu-
tion W ′ contains a voter with preference order i. The intended meaning
of yi = 1 is that κ(W
′) contains voters with preference order i. In our
ILP, we use the values of the variables xi to enforce the correct values of the
variables yi. We abuse our notation slightly and for each preference order i
we write κ(i) to denote the set of preference orders of the voters included
in the bundle of the voters with preference order i. For each preference
order j we define κ−1(j) = {i | j ∈ κ(i)} to be the set of preference
orders that include j in their bundles.
Now we are ready to state our integer linear program (note that it suffices




xi ≤ k, (1)
xi ≤ Ni ∀i ∈ [m!], (2)∑
i∈κ−1(j)
xi ≤ m! · yj ∀j ∈ [m!], (3)
∑
i∈κ−1(j)




Nj · yj ≥ s(a) +
∑
j∈F (a)
Nj · yj ∀a ∈ C \ {p}. (5)
This ILP requires some comments. First, constraint (1) ensures that at
most k voters are added to W ′ and constraint (2) ensures that the voters
added to W ′ are indeed present in W . Constraints (3) and (4) ensure that
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variables yj , 1 ≤ j ≤ m!, have correct values. Indeed, if for some preference
order i we have xi = 1 and j ∈ κ(i), then constraint (3) ensures that
yj = 1. On the other hand, if for some preference order j we have that
for each preference order i with j ∈ κ(i) it holds that xi = 0, then
constraint (4) ensures that yj = 0. Finally, constraint (5) ensures that p
has Plurality score at least as high as every other alternative (and, thus, is
a winner). Clearly, there is a solution for this integer linear program if and
only if there is a solution for the input instance.
For the case of the Condorcet rule, we modify constraint (5). Instead
of comparing alternatives’ Plurality scores, we formulate it to compare how
many voters prefer p to each given alternative a. Designing such a constraint
is an easy exercise.
5. Parameterization by the Maximum Bundle Size and by the
Swap Distance
We now focus on the complexity of Plurality-C-CC-AV as a function
of two combinatorial parameters: (a) the maximum size b of each voter’s
bundle, and (b) the maximum swap distance d between the leader and her
followers in one bundle. (By Observation 4, for the Condorcet rule the
problem is NP-hard already for b = 1, so we do not consider the Condorcet
rule in this section.)
Specifically, we show that Plurality-C-CC-AV is polynomial-time solv-
able if the maximum bundle size is one (that is, if we are in the non-
combinatorial setting already studied by Bartholdi et al. [2]), but it is NP-
hard already when the maximum bundle size is two and the bundling func-
tion is anonymous. We also show that when the maximum bundle size is
two, the problem for arbitrary bundling functions, parameterized by the so-
lution size, is in FPT. In contrast, if κ is a full-d bundling function (that is,
if each bundle contains all the voters at swap distance at most d from the
leader), then Plurality-C-CC-AV is polynomial-time solvable if the maxi-
mum bundle size is two, but is NP-hard already when the maximum bundle
size is three.
5.1. Bundle Size At Most Two—The Intractability Result
First, if b = 1, as mentioned in Observation 3, then C-CC-AV reduces
to CC-AV and, thus, can be solved in linear time [2]. Indeed, one only
needs to calculate the score difference of the preferred alternative and the
current winner and check whether k, the maximum number of voters one
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may add, is at least as large as this difference and whether there are enough
p-voters from the unregistered voter set to add to the election.
Plurality-C-CC-AV becomes intractable as soon as the maximum
bundle size b is two, even for anonymous bundling functions. To show this
we reduce from the following restricted variant of 3SAT.
(2-2)-3SAT
Input: A collection C of size-two-or-three clauses over the vari-
able set X = {x1, . . . , xn}, such that each clause has either two
or three literals, and each variable appears exactly four times,
twice as a positive literal and twice as a negative literal.
Question: Is there a truth assignment that satisfies all the
clauses in C?
This variant remains NP-hard.
Lemma 1. (2-2)-3SAT is NP-complete.
Proof. Clearly, the problem belongs to NP. We provide a reduction from
the NP-complete 3SAT, where each clause has either two or three literals,
each variable occurs either two or three times, and at most one time as a
negative literal [49, Theorem 2.1].
First, we assume that no variable appears only positively: if this were
the case for some variable, then we could set it to true and simplify the
formula. For each variable xi that appears three times (two times positively
and one time negatively), we add one new variable yi, and two new clauses
{¬xi,¬yi, yi} and {¬yi, yi}. For each variable xi that appears two times (one
time positively and one time negatively), we add one new clause {¬xi, xi}.
It is easy to see that the original instance is a yes-instance if and only if the
newly constructed instance is a yes-instance for (2-2)-3SAT.
Theorem 4. Plurality-C-CC-AV is NP-hard even if the bundling func-
tion is anonymous and the maximum bundle size b is two.
Proof. We reduce from the NP-complete problem (2-2)-3SAT (Lemma 1).
Given a (2-2)-3SAT instance (C,X ), where C is the set of clauses over
the set of variables X , we construct an election (C, V ). We set k := 4|X |,







j | xj ∈ X}. We refer to the alternatives ci as the clause
alternatives, and to the alternatives d
(z)
j as the dummy alternatives. We
use the clause alternatives to make sure that the solution to Plurality-
C-CC-AV encodes a satisfying truth assignment and we use the dummy
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alternatives to ensure that all unregistered voters have distinct preference
orders (this ensures that our bundling function is anonymous).
We construct the set V of registered voters so that the initial score of g
is 4|X |, the initial score of each clause alternative ci is 4|X |−|Ci|+1 (where
|Ci| is the number of literals that clause Ci contains), and the initial score
of p is zero. We assume without loss of generality that no clause contains
the same literal more than once.
We construct the set W of unregistered voters as follows (throughout
the rest of the proof, we will often write `j to refer to a literal that contains
variable xj ; depending on the context, `j will mean either xj or ¬xj and the
exact meaning will always be clear). For each variable xj ∈ X that occurs
as a negative literal (¬xj) in clauses Ci and Cs, i < s, and as a positive
literal (xj) in clauses Cr and Ct, r < t, we construct:












j : p  d
(1)





j : p  d
(2)





j : p  d
(3)





j : p  d
(4)
j  〈C \ {p, d
(1)
j }〉;
we call these voters variable voters.












i : ci  d
(1)















t : ct  d
(4)
j  〈C \ {ct, d
(4)
j }〉.
Note that each clause Ci has exactly |Ci| corresponding clause voters.
We now describe our bundling function κ. Intuitively, κ is such that the


























Figure 1: Part of the construction used in Theorem 4. Specifically, we show the cycle
corresponding to variable xj which occurs as a negative literal in clauses Ci and Cs, and
as a positive literal in clauses Cr and Ct.
(see Figure 1 for an illustration). Formally, we define κ as follows:
κ(p
(1)


















































This completes the construction. It runs in polynomial time.
To show the correctness of the construction, the general idea is that in
order to let p win, all p-voters must be in κ(W ′) and no clause alternative ci
should gain more than (|Ci| − 1) points. More formally, we now show that
(C,X ) has a satisfying truth assignment if and only if there is a size-k voter
subset W ′ ⊆ W such that p wins the election (C, V ∪ κ(W ′)) (recall that
k = 4|X |).
For the “if” direction, let β : X → {T, F} be a satisfying truth assign-
ment function for (C,X ). Intuitively, β will guide us through constructing
the voter set W ′ in the following way: First, for each variable xj , we put
into W ′ those clause voters c
`j
i for whom β sets `j to false. This way in
κ(W ′) we include 2|X | p-voters and, for each clause ci, at most (|Ci| − 1)
ci-voters. The former is true because exactly |X | literals are set to false by




also includes a unique p-voter into κ(W ′); the latter is true because if β is a
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satisfying truth assignment then each clause Ci contains at most (|Ci| − 1)
literals set to false. Then, for each clause voter c
`j
i already in W
′, we also
add the voter p
(z)
j , 1 ≤ z ≤ 4, that contains c
`j
i in her bundle. This way we
include in κ(W ′) 2|X | additional p-voters without increasing the number of
clause voters included. Formally, we define W ′ as follows:
W ′ :={c¬xji , p
(z)












As per our intuitive argument, one can verify that all p-voters are contained
in κ(W ′) and each clause alternative ci gains at most (|Ci| − 1) points.
For the “only if” part, let W ′ be a subset of voters such that p wins the
election (C, V ∪ κ(W ′)).
We say that a literal `j is selected if at least one voter c
`j
i is not in κ(W
′).
If for some variable xj all four voters c
`j
i are in κ(W
′), then we arbitrarily set
literal xj to be selected. Intuitively, selecting a literal means that it should
be set to true to make the formula satisfied. More precisely, in the same
way as all voters c
`j
i cannot be together in κ(W
′) for any alternative ci, all
literals in clause Ci cannot be set to false together.
Before we continue with defining the truth assignment, we first prove
that for each variable xj , literals xj and ¬xj cannot be both selected. This
is clear in the special case where all four c
`j
i are in κ(W
′). Now we observe
that for each two clauses that contain the same variable but not the same
literal, at least one corresponding clause voter must be added to the election
(otherwise κ(W ′) would not contain all unregistered p-voters). Thus, if one
clause voter is not contained in κ(W ′), then both of her “neighboring” (in
the sense of being adjacent in the bundling graph, depicted in Figure 1)
clause voters must be included in κ(W ′). This means that for each variable
xj , κ(W
′) must contain at least the two voters of the form cxj or the two
voters of the form c¬xj , which means in turn that only one of xj and ¬xj
is selected. Although this is not required for our proof, we further remark
that the solution could be edited so that only voters corresponding to the
unselected literals are in κ(W ′).
We now define the truth assignment β : X → {T, F} such that β(xj) :=
T if literal xj is selected and β(xj) := F if ¬xj is selected. Following
the previous arguments, function β is well-defined. It is a satisfying truth
assignment function for (C,X ) because for each clause Ci, by the fact that
p is a winner in election (C, V ∪ κ(W ′)), we have that κ(W ′) contains at
most (|Ci| − 1) ci-voters for each clause alternative ci. There must be some
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`j ∈ Ci such that c
`j
i /∈ κ(W ′), hence `j is selected. Thus, this literal is set
to true via β, and clause Ci is satisfied.
Overall, the formula is satisfiable if and only if it is possible to make p
win by adding 2|X | bundles, which completes the reduction.
5.2. Bundle Size At Most Two—The Tractability Results
While we have just shown that Plurality-C-CC-AV is NP-hard even
if each bundle has at most two voters, intuitively it is plausible that some
tractability should stand out for this case, as this setting is very restrictive.
We justify this intuition by showing the following results.
(1) We give an FPT algorithm for the problem, parameterized by the solu-
tion size k (Theorem 5).
(2) We give a polynomial-time algorithm for the case where we restrict the
bundling function to be full-d (Theorem 6).
Both results rely on the fact that, for b = 2, we can work with the cor-
responding bundling graph in the following way. Intuitively, we should se-
lect arcs containing as many p-vertices as possible. Hence, we first find a
maximum matching among arcs whose both endpoints are p-vertices. We
then update the bundles (and the corresponding bundling graph) and add
to the solution all p-voters whose bundles are singletons. Finally, in the
non-full-d case, we brute-force search through the bundling graph structure
corresponding to the remaining part of the solution in FPT-time. In the
full-d case, we can solve the remaining problem greedily in polynomial time.
To implement our ideas, we first need some notions and observations con-
cerning the structure of the bundling graphs in our instances. Throughout
the remainder of the discussion of the b = 2 case, let I = ((C, V ),W, κ, p, k)
be a Plurality-C-CC-AV instance, and let G = (V (G), E(G)) be the
bundling graph for I. We assume that this is a yes-instance and we let
W ′ be a solution of size up to k for I. We say that a solution is minimal if
it has the smallest size among all solutions, and we focus on such solutions.
Since b = 2, each bundle corresponds to one of the following four different
bundle types:
(1) bundles consisting of two p-voters, the corresponding bundling graph
notion for this type is a (p, p)-arc;
(2) bundles consisting of exactly one p-voter, the corresponding bundling
graph notion for this type is a p-vertex with no outgoing arcs;
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(3) bundles consisting of one p-voter and one non-p-voter, the correspond-
ing bundling graph notion for this type is either a (p,non-p)-arc or a
(non-p, p)-arc; and
(4) bundles not containing p-voters.
Clearly, we never need to include bundles of the last type into our solu-
tion. Thus, we only need to take care of the bundles of the first three types
and, without loss of generality, we assume that G does not contain any arc
between two non-p-voters. Further, we can consider the first three bundle
types independently, in the same order as they are listed above. The next
two lemmas formalize this observation.
Lemma 2. If W ′ contains a c-voter w′ with c ∈ C (possibly p = c) whose
bundle κ(w′) is not of type (1) but there is at least one p-voter w ∈W \κ(W ′)
such that κ(w) is of type (1), then W ′′ := (W ′\{w′})∪{w} is also a solution
of the same size.
Proof. Let E′ := (C, V ∪ κ(W ′)) and let E′′ := (C, V ∪ κ(W ′′)). Clearly,
|W ′| = |W ′′|. Furthermore, p gets at least as many points in election E′′ as
in election E′ and every other alternative gets at most the same score in E′′
as in E′.
Lemma 3. If W ′ contains a p-voter w′ such that κ(w′) is of type (3) but
there is at least one p-voter w ∈ W \ κ(W ′) such that κ(w) is of type (2),
then W ′′ := (W ′ \ {w′}) ∪ {w} is also a solution of the same size.
Proof. Let E′ := (C, V ∪κ(W ′)) and let E′′ := (C, V ∪κ(W ′′)). Observe that
|W ′| = |W ′′| and p gets the same score in both election E′ and election E′′.
Furthermore, every other alternative gets at most the same score in E′ as
in E′′.
We need the following lemma to preprocess trivial yes-instances and to
upper-bound (by k) the number of p-vertices adjacent to a given vertex.
Lemma 4. Suppose that all the bundles are of type (3). If G contains (as
a subgraph) a k-star whose center is a c-vertex for some c ∈ C \ {p} and
whose leaves are p-vertices, then the following holds.
1. If c has at least k points more than p, then no solution can contain the
leader of any bundle corresponding to an arc of the star.
2. Otherwise, provided that p can become a winner at all, this star corre-
sponds to a solution of size k.
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Proof. Suppose that c has at least k points more than p. Since all bundles
are of type (3), adding at most k bundles increases the score of p by at most
k points. Adding even one bundle corresponding to an arc from the star
increases the score of c by one, making the score difference between p and c
to be at least k. Thus, if it is only allowed to add at most k bundles, then
adding a bundle corresponding to an arc from the star makes it impossible
for p to be a Plurality winner.
In contrast, if c has at most k − 1 points more than p, then the best we
can do is to add all leaders of the k bundles corresponding to the k arcs of
the star. This increases the score of p by k (the highest possible value given
that all bundles are of type (3)) and keep the score of c not greater than
that of p. If it is possible to ensure p’s victory, then adding these k bundles
ensures p’s victory.
Now, we are ready to state and prove the two theorems relying on these
observations.
Theorem 5. If the maximum bundle size b is two, then Plurality-C-CC-
AV parameterized by the solution size k can be solved in O(m ·n2 + k4k ·m ·
n) time.
Proof. Following the discussion preceding the proof, our algorithm starts by
picking as many disjoint bundles of types (1) and (2) as possible. To do
so, we first find a maximum matching for the corresponding bundling graph
restricted to the (p, p)-arcs, and we add the bundles corresponding to this
matching (we also update the bundling function to take this into account;
indeed, some bundles may change type). Then, we add as many bundles with
exactly one p-voter as possible (that is, bundles of type (2)). By Lemmas 2
and 3, this greedy approach is correct. From now on, we assume that our
bundles are only of type (3) (and we assume that our value k is modified,
taking into account all the bundles we have added so far).
We now make several observations regarding our bundling graph G. We
assume that it is possible to ensure p’s victory, and we consider a specific
minimum-size solution, denoted by W ′. We let G′ be the subgraph of G
that corresponds to the solution W ′. Formally, G′ = (V (G′), E(G′)), where
V (G′) = V (G), and
E(G′) := {(u, v) ∈ E(G) |u corresponds to a leader x in W ′ such that
v corresponds to a follower in κ(x)}.
Claim 1. For each p-vertex in G′, it holds that the sum of its in-degree and
its out-degree is at most one.
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Proof of Claim 1. Towards a contradiction, assume that there is a p-vertex u
for which the sum of its in-degree and its out-degree is at least two. Let
u1 and u2 be two neighbors of u (note that at least one of them is an
in-neighbor). Since all the bundles are of type (3), both u1 and u2 are
non-p-vertices. Let v1, v2 ∈ W be the voters to which u1 and u2 corre-
spond. At least one of them must be a leader (that is, must belong to W ′).
It is easy to verify that removing this voter from W ′ results in a correct
solution of smaller size, which contradicts the assumption that W ′ is mini-
mal. (of Claim 1) 
By the above claim, we conclude that each (weakly) connected compo-
nent of G′ is a star.
Claim 2. Each (weakly) connected component of G′ has the following prop-
erties:
1. It is a star.
2. The center of the star corresponds to a non-p-voter and all leaves to
p-voters.
3. The center of the star has at most one out-arc and at most k in-arcs.
Proof of Claim 2. Let F be a (weakly) connected component of G′. We first
show that F contains at most one non-p-vertex. Towards a contradiction,
suppose that F contains two non-p-vertices, u and u′. These two vertices
cannot be adjacent because we only have bundles of type (3). Thus, there is
a path between u and u′ that contains at least one p-vertex (we ignore the
direction of the edges on this path). However, the sum of the in-degree and
the out-degree of a p-vertex on such a path would be two, which by Claim 1
is impossible. Thus, F contains at most one non-p-vertex. Since for every
p-vertex the sum of its in-degree and its out-degree is at most one (Claim 1),
F is a star and we can take the p-vertices to be the leaves. Hence, we take
the non-p-vertex as the center (if we only had two vertices, one p-vertex and
one non-p-vertex, it would be possible to consider the p-vertex as the center
as well, but we do not do so). The last part of our claim follows by Lemma 4
and because every bundle has size two. (of Claim 2) 
Based on the above claims, we derive a search-tree algorithm for the
case where we are left with bundles of type (3) only. That is, the bundling
graph corresponding to a minimum solution consists only of stars where the
centers are non-p-voters. We start with an empty graph and we keep adding
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to it “good” stars, one by one. To formalize this idea, we need one more
notion: Given two graphs, G1 and G2, such that G2 is a subgraph of G1, by
G1 \ G2 we mean the directed graph obtained from G1 by deleting all arcs
from G2 followed by deleting all isolated vertices.
Now, we are ready to describe our algorithm. First, we guess the size k′
(0 ≤ k′ ≤ k) of a minimum-size solution (this value equals the additional
score that p will gain). Then, we begin with an empty graph M and a
budget r, initialized to k′. We will repeatedly add “good” stars to the
graph M . Thus, when we speak of the jth star, we mean the jth star that
is, or will be, added to M . During the algorithm, we occasionally mark
some of the p-vertices as reserved for some of the stars that are yet to be
added to M . Similarly, we occasionally mark some alternatives as needed
by some of the to-be-added stars. Intuitively, if a p-vertex is reserved for a
star, it means that this star uses this vertex as a leaf. When an alternative
is needed by a star, it means that this star’s center must correspond to this
alternative.
The main part of our algorithm is to execute the following two steps in
a loop, until the whole budget is used up. Initially M is empty and the
budget r is set to k′. Let i be the number of stars in M added so far, plus
one (so, initially, i = 1).
(1) Find a star S from G\M that satisfies the following constraints (let the
center of S be a c-vertex, c 6= p):
(a) S contains all the p-vertices that have been reserved for the ith
star but no p-vertices that have been reserved for any i′th star with
i′ > i. If some alternative c′ is marked as needed for the ith star,
then the constraint c′ = c must hold.
(b) The original score of c plus the number of occurrences of the c-
vertices in M plus the number of times that c is needed for some
stars i′, i′ > i, is less than the original score of p plus k′, and
(c) S has the largest—but not larger than (r − t)—number of leaves
among all stars G \ G′ fulfilling the first two conditions, where t is
the number of p-vertices that are reserved for a star j, j > i.
If such a star does not exist, then we backtrack to the last step where
the (i − 1)th star has not yet been added to M (because the graph
constructed so far cannot be extended to a graph corresponding to a
size-k′ solution).
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(2) There are three possibilities regarding the relation between S and the
bundling graph G′′ of a size-k solution, where G′′ contains M and re-
spects the current reservation and the current center requirements; we
guess which one of them actually applies:
(A) G′′ contains S. Let S be the ith star and add it to M , decrease the
budget r by the number of arcs in S.
(B) There is a value j, j > i, such that so far we did not mark any
alternative as needed by the jth star. Guess the value of j and
mark alternative c as needed by the jth star. If the number of stars
that need an alternative exceeds the budget, then we backtrack to
the beginning of Step (2) and branch into other possibilities.
(C) There is a value j, j > i, such that the jth star will use some
non-reserved vertex v from S. Guess the value of j and guess the
vertex v from S. Reserve v for the jth star. If all p-vertices from S
have been reserved, then backtrack to the beginning of Step (2)
and branch into other possibilities.
We show the correctness of this algorithm by the following inductive
argument. Suppose that the graph M computed so far is correct, that is,
there is a bundling graph G′ that satisfies the following.
(a) G′ contains M ,
(b) G′ corresponds to a size-k′ solution,
(c) G′ respects the current reservation requirements, that is, every re-
served p-vertex is contained in G′, no star in G′ contains two vertices
that are reserved for different stars, and if two p-vertices are reserved
for the same star j, then they are also contained in the same star of G′,
and
(d) G′ respects the current center requirements, that is, for each alterna-
tive c 6= p, it holds that the number of times that c is needed is at most
the number of c-vertices in G′.
Now, we show that there is a bundling graph G′′′ satisfying the four
conditions above such that one of the three branchings in Step (2) applies
to G′′′. Obviously, if G′ contains the center of S, then we can verify that
there is a bundling graph G′′′ satisfying the conditions (a)-(d) and containing
S (Branching (2A)). Now assume that G′ does not contain the center of S.
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There are three cases regarding the intersection between G′ and S (we use
the following notation: if a star has some c-vertex as the center, c 6= p, we
say that this is a c-centered star):
1. Suppose that the bundling graph G′ does not contain any vertex from
the star S. Let S1 be a c-centered star in G
′ \M if G′ \M contains
one. Otherwise, let S1 be an empty graph.
(a) If no p-vertex in S1 is reserved or if S1 is empty, then let S2 be a
supergraph of S1 and a subgraph of G
′ \M such that S2 consists
of exactly s p-vertices that are not reserved for any star j with j >
i (note that such subgraph exists because of the constraint (1c)).
One can verify that the bundling graph G′′ := (G′\S2)∪S satisfies
the conditions (a)-(d) and contains S. Thus, branching (2A)
applies to G′′.
(b) Otherwise, S1 contains a reserved p-vertex u. By assumption,
G′ does not contain any vertex of S. Therefore, from con-
straint (1a), we know that no p-vertex in G′ is reserved for the
ith star. This implies that u is reserved for a star j with j > i
and that we can guess one value j > i and mark the alternative c
as needed for the star j. Thus, branching (2B) applies to G′.
2. Suppose that the graph G′ \M contains two stars S1 and S2, S1 6= S2,
such that each star S`, ` ∈ {1, 2}, contains a vertex v` from S.
(a) If v1 (resp. if v2) is reserved, then v1 (resp. if v2) is reserved for
the ith star (constraint (1a)). This implies that v2 (resp. v1) is
not reserved. Then, we can guess one value j, j > i, and guess
one not yet reserved vertex v from S, and mark v as reserved for
the jth star.
(b) Otherwise, both v1 as well as v2 are not reserved. Since S1 and S2
cannot be the ith star at the same time, we can guess one value j,
j > i and guess one not yet reserved vertex v from S, and mark
v as reserved for the jth star.
In both cases, branching (2C) applies to G′.
3. Suppose that the graph G′ \ M contains exactly one star S1 which
contains a p-vertex u from S. Let the center of S1 be a c1-vertex.
(a) If c = c1 and if no p-vertex in S1 is reserved for a star j with
j > i, then let S2 be a supergraph of S1 and a subgraph of G
′ \M
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such that S2 consists of exactly s p-vertices that are not reserved
for star j with j > i (note that such subgraph exists because of
constraint (1c)). One can verify that the bundling graph G′′ :=
(G′ \ S2) ∪ S satisfies conditions (a)-(d) and contains S. Thus,
branching (2A) applies to G′′.
(b) If S1 has a p-vertex which is reserved for some star j
′, j′ > i,
then this vertex cannot be u because of constraint (1a). Thus,
we can guess one value j, j > i, and guess one not yet reserved
vertex v from S, and mark v as reserved for the jth star. This
implies that branching (2C) applies to G′.
(c) If c 6= c′ and if no p-vertex in S1 is reserved, then by con-
straint (1c) we know that S1 has at most s arcs.
i. If the original score of c plus the number of occurrences of
the c-vertices in G′ is less than the original score of p plus k′,
then let S2 be a supergraph of S1 and a subgraph of G
′ \M
such S2 consists of exactly s p-vertices that are not reserved
for star j with j > i (note that such subgraph exists because
S satisfies constraint (1c)). One can verify that the bundling
graph G′′ := (G′ \S2)∪S satisfies the conditions (a)-(d) and
contains S; note that G′′ and G′ have the same number of p-
vertices because S1 is the only star in G
′ that has a p-vertex
from S, and that the score of c will not exceed the final score
of p because of constraint (1b). Thus, branching (2A) applies
to G′′.
ii. Otherwise, G′\M contains at least one c-centered star S2 due
to constraint (1b). Since S1 and S2 cannot be the ith star
simultaneously, we can guess one value j with j > i and guess
one not yet reserved vertex v from S, and mark v as reserved
for the jth star, or guess one value j with j > i and mark
c as needed for the jth star. Thus, either branching (2C) or
branching (2B) hold for G′.
We have shown the correctness of our algorithm. To see the running
time, note that constructing the bundling graph for a given instance runs in
time O(m · n2). The constructed graph has at most n vertices and at most
n arcs. Preprocessing bundles of type (1) by finding a maximum matching
runs in time O(n3/2) [40]. Preprocessing bundles of type (2) runs in O(n)
time. For the running time of the search-tree algorithm, note that S has
at most k arcs and there are at most k − 1 additional stars that need an
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alternative. This leads to a total of 1 + k · (k − 1) + (k − 1) = k2 possible
guesses in Step (2). Moreover, after guessing the minimum solution size k′,
we build a search-tree algorithm which has depth at most 2k (the number
of stars in M plus the number of stars that need an alternative is at most
k while the number of reserved p-vertices is at most k) and has branching
factor k2. This means that our search tree has size at most (k2)2k. In
each branching node we can find in O(m · n) time an appropriate star S
fulfilling the constraints given in step (1). Thus, the combined running time
is O(m · n2 + k4k ·m · n).
If we require the bundling function to be full-d, then we obtain a
polynomial-time algorithm by extending the greedy algorithm of Bartholdi
et al. [2].
Theorem 6. If κ is a full-d bundling function and the maximum bundle
size b is two, then Plurality-C-CC-AV is solvable in O((|V |+ |W |) · |C|)
time.
Proof. As in Theorem 5, we first select as many p-vertices as possi-
ble without any non-p vertex. Since in our Plurality-C-CC-AV in-
stance ((C, V ),W, κ, p, k) every bundle has at most two voters and κ is a
full-d bundling function, any two bundles are either equal or disjoint. Thus,
by Lemmas 2 and 3, we can greedily select all (disjoint) bundles of type (1)
and then all (disjoint) bundles of type (2) (note that by selecting a bundle
we mean to add the leader of the bundle to the solution; since both voters
corresponding to a bundle are leaders of the same bundle, we can choose
between them arbitrarily).
By Lemma 2 and Lemma 3 and due to all bundles being either equal
or disjoint, this greedy approach is correct. Thus, from now on, we assume
that our bundles are only of type (3).
The algorithm continues by sorting (in ascending order) the remaining
bundles by the score of the non-p-voter in each bundle (remember that we
have only bundles of type (3)) and by adding these bundles with respect to
this ordering.
The correctness of the algorithm is easy to verify.
For the running time, note that calculating the scores of all alternatives
costs O(|V | · |C|) time. Adding bundles with two p-voters or with one p-
voter and throwing away all irrelevant bundles costs O(|W |·|C|). Sorting the
bundles can be done in O(|W | · |C|) time as the values are upper-bounded in
the instance size. Then, looping over the sorted alternatives, for each bundle






































Figure 2: Part of the construction used in Theorem 7. Specifically, we show the cycle
corresponding to variable xj which occurs as a negative literal in clauses Ci and Cs, and
as a positive literal in clauses Cr and Ct.
be done in O(|W | · |C|) time. Thus, the total running time is O((|V |+ |W |) ·
|C|).
5.3. Bundle Size Three or More
For b = 3, we obtain NP-hardness even for full-d bundling functions with
d ≤ 3. The proof is similar to the one used in the proof of Theorem 4.
Theorem 7. Plurality-C-CC-AV is NP-hard even for full-d bundling
functions with constant value d ≥ 3 and maximum bundle size b ≤ 3.
Proof. We give a reduction from (2-2)-3SAT. This reduction is almost the
same as the one given in the proof of Theorem 4. The main difference is
that we carefully construct the voters’ preference orders so that the bundling
function is full-3 and each bundle consists of at most three voters. This leads
to some technical differences, but the main idea of the construction remains
the same.
Let (C,X ) be our input instance of (2-2)-3SAT, where C is the set
of clauses over the variables from the set X . We form the same set of
alternatives as in the proof of Theorem 4, i.e., we set C := {p, g} ∪ {ci |






j | xj ∈ X}. As in the proof of Theorem 4, we
construct the set of registered voters so that the initial score of alternative g
is 8|X |, the initial score of each clause alternative ci is 8|X |−|Ci|+1 (where
|Ci| is the number of literals in Ci), and the initial scores of all the other
alternatives are zero.
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We construct the set of unregistered voters as follows. For each vari-
able xj ∈ X that occurs as a negative literal (¬xj) in some clauses Ci
and Cs, i < s, and as a positive literal (xj) in some clauses Cr and Ct, r < t,
we introduce eight unregistered p-voters with preference orders:7
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One can verify that, for each integer z ∈ [4], the following holds.






(2) For each z′ ∈ [8] \ {2z − 1, 2z}, the swap distances between p(2z−1)j and
p
(z′)




j , are at least four.
For each variable xj , we also introduce four unregistered clause voters with
the following preference orders:
c
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One can verify that, for each cy-voter c
`j
y , it holds that:
7We assume that those alternatives that we do not list explicitly in the preference
orders are ranked identically by these voters.
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(A) The swap distance between c
`j
y and the p-voter p
(z)
j that ranks cy at
the second place is exactly three (one swap between p and ci and two






j , and d
(4)
j ).
(B) The swap distance between c
`j
y and another clause voter is at least four
(because of the clause alternatives ci, cr, cs, and ct, and p).
(C) The swap distance between c
`j
y and every p-voter p
(z)
j , z ∈ [8] that
ranks cy below the second place is at least four (because of the clause
alternatives ci, cr, cs, and ct, and p).
Note that the swap distance between two voters that correspond to two dif-
ferent variables is much larger than three. We define our bundling function
to be a full-3 bundling function. In effect, for variable xj , we obtain the
following values of the bundling function (also depicted in Figure 2):
κ(p
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Finally, we set k := 4|X |.
The proof of the correctness is, in essence, the same as for the case of the
proof of Theorem 4. If there is a satisfying truth assignment β : X → {T, F}
for our input instance, then we can derive a solution to our problem as
follows. We say that a clause is failed by literal `j if either this clause
contains `j and β(`j) = F , or this clause contains ¬`j and β(`j) = T .
For each literal `j , we include in our solution these two clause voters that
correspond to the clauses failed by `j . Further, we include those p-voters who
have in their bundles these two clause voters. Since each literal is contained
in exactly two clauses, one can easily verify that a thus defined solution
contains exactly 4|X | voters and that it gives p additional 8|X | points. Since
every clause Ci is failed by at most |Ci| − 1 literals, each clause alternative
obtains at most |Ci| − 1 additional points. Thus, altogether, p, g, and all
clause alternatives tie for victory.
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The proof for the other direction is the same as in the case of Theorem 4
(in particular, given a solution W , we declare a literal `j to be selected if at
least one voter c
`j
i is not included in κ(W ); the proof that, if W is a correct
solution for our control problem then setting the selected literals to true leads
to a satisfying truth assignment, proceeds as the one of Theorem 4).
Taking also the swap distance d into account, we find that Plurality-
C-CC-AV is NP-hard even if d = 1 and b = 4. This stands in contrast to
the case where d = 0, where R-C-CC-AV reduces to the CC-AV problem
for weighted elections [25], which, for Plurality voting, is polynomial-time
solvable by a simple greedy algorithm.
Theorem 8. Plurality-C-CC-AV is NP-hard even for full-d bundling
functions with constant value d ≥ 1, and even if the maximum bundle size b
is four.
Proof. We can apply the same construction in W[1]-hardness proof for The-
orem 9 (see the next section) to provide a polynomial-time reduction from
the Vertex Cover problem instead of from the Partial Vertex Cover
problem. The maximum swap distance remains the same, that is, it is one.
Since the maximum bundle size is exactly one more than the maximum ver-
tex degree of the Vertex Cover instance, and since the Vertex Cover
problem is NP-hard [28] already when the maximum vertex degree is three,
the statement of the theorem follows.
6. Single-Peaked and Single-Crossing Elections
In this section we consider the computational complexity of Plural-
ity-C-CC-AV and Condorcet-C-CC-AV for the restricted case where
the elections are required to be single-peaked or single-crossing. Further,
we focus on instances with full-d bundling functions; our hardness results
extend to anonymous (via Observation 2 in Section 2) or arbitrary bundling
functions . Moreover, the W[2]-hardness result for non-anonymous bundling
functions (Theorem 1) also extends to these restricted domains.
We find that the results for the combinatorial variant of control under our
domain restrictions are quite different than those for the non-combinatorial
case. Indeed, both for Plurality and for Condorcet, the voter control prob-
lems for single-peaked elections and for single-crossing elections are solvable
in polynomial time for the non-combinatorial case [7, 24, 37] (for the case of
Plurality, this is true even in the unrestricted case). For the combinatorial
37
case, we show hardness for both Plurality-C-CC-AV and Condorcet-
C-CC-AV for single-peaked elections, but we give polynomial-time algo-
rithms for single-crossing elections. We begin with the case of single-peaked
elections.
Theorem 9. Both Plurality-C-CC-AV and Condorcet-C-CC-AV pa-
rameterized by the solution size k are W[1]-hard for single-peaked elections,
even for full-d bundling functions and for any constant d ≥ 1.
Proof. We consider the Plurality rule first. We provide a parameterized re-
duction which is indeed a polynomial-time reduction from the problem Par-
tial Vertex Cover (PVC), which is W[1]-hard with respect to the pa-
rameter solution size h [30] and is defined as follows:
Partial Vertex Cover (PVC)
Input: An undirected graph G = (V (G), E(G)) and two non-
negative integers h, ` ∈ N.
Question: Does G admit a size-h vertex subset U ⊆ V (G)
which intersects at least ` edges in G?
Before describing the reduction itself, we first define the following canon-
ical preference order :
p  g  a1  a1  . . .  a|V (G)|  a|V (G)|.
Moreover, for each set P of disjoint pairs of alternatives which are neighbor-
ing with respect to the canonical preference order, we define the preference
order diff-order(P ) to be identical to the canonical preference order except
that for each pair in P we swap the order of the alternatives in this pair.
We are now ready to describe the reduction itself. Let (G, h, `) be our
input instance for PVC. We form an instance for Plurality-C-CC-AV.
First, we set the parameter k := h. Second, we construct an election (C, V ),
where:
(a) The set of alternatives is C := {p, g} ∪ {ai, ai | ui ∈ V (G)}.
(b) The set of registered voters is such that the initial score of g is h+` and
the initial scores of all the other alternatives are zero. We achieve this
by forming h+ ` voters, each with the canonical preference order as its
preference order.
We define the set W of unregistered voters as follows:
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(1) For each edge e = {ui, uj} ∈ E(G), we create an edge voter we with pref-
erence order diff-order({{ai, ai}, {aj , aj}}) (we say that we corresponds
to edge e). All edge voters are p-voters.
(2) For each edge e = {ui, uj} ∈ E(G), we create a dummy voter de with
preference order diff-order({{p, g}, {ai, ai}, {aj , aj}}) (we say that de
corresponds to edge e). All dummy voters are g-voters.
(3) For each vertex ui ∈ V (G), we create a vertex voter wui with preference
order diff-order({{ai, ai}}) (we say that wui corresponds to ui). All
vertex voters are p-voters.
The preference orders of the voters in V ∪ W are single-peaked with
respect to the axis:
a|V (G)|  a|V (G)|−1  . . .  a1  p  g  a1  a2  . . .  a|V (G)|.
Finally, we define the function κ to be a full-1 bundling function. To
understand how κ works, below we calculate the swap distances between the
preference orders of all possible pairs of voters in W . We see the following.
(A) The distance between each two edge voters is at least two.
(B) The distance between each edge voter and each dummy voter is exactly
one if they correspond to the same edge, and is at least three otherwise.
(C) The distance between each edge voter we and each vertex voter w
u
i is
one if ui ∈ e and otherwise is three.
(D) The distance between each two dummy voters is at least two.
(E) The distance between each dummy voter and each vertex voter is at
least two.
(F) The distance between each two vertex voters is two.
For each edge e = {ui, uj} ∈ E(G), we have κ(we) := {we, wui , wuj , de} and
κ(de) := {we, de}. For each vertex ui ∈ V (G), we have κ(wui ) := {wui }∪{we |
ui ∈ e ∈ E(G)}. In this way, adding a dummy voter is never better than
adding her corresponding edge voter.
We show that (G, h, `) is a yes-instance for PVC if and only if there is a
size-k subset W ′ ⊆W such that p is a Plurality winner of the election (C, V ∪
κ(W ′)). Recall that all unregistered voters except the dummy voters are p-
voters and that p needs at least h+ ` points in order to win.
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For the “only if” part, suppose that X ⊆ V (G) is a size-h vertex set and
Y ⊆ E(G) is a size-` edge set such that for every edge e ∈ Y it holds that
e ∩ X 6= ∅. We set W ′ := {wui | ui ∈ X}. It is easy to verify that κ(W ′)
consists of h vertex voters and at least ` edge voters. Each of them gives p
one point if added to the election. This results in p being a winner of the
election with score at least h+ `.
For the “if” part, suppose that there is a size-k subset W ′ ⊆ W such
that p is a Plurality winner of the election (C, V ∪ κ(W ′)). Observe that if
W ′ contains some dummy voter de, then we can replace her with we. If we is
already in W ′, then we can simply remove de from W
′. Thus we can assume
that W ′ does not contain any dummy voters. Now, assume that W ′ contains
some edge voter we, where e = {ui, uj}. Since, by the previous argument,
W ′ does not contain de, we have that de is not a member of κ(W
′ \ {we}).
This means that if both wui and w
u
j belong to κ(W
′ \ {we}), then we can
safely remove we from W
′; p will still be a winner of the election (C, V ∪
κ(W ′ \{we})). On the contrary, assume that exactly one of wui and wuj does
not belong to κ(W ′\{we}) and let wui be this voter. It is easy to see that p is
a winner of election (C, V ∪κ((W ′\{we})∪{wui })) (the net effect of including
the bundle of we is that p’s score increases by at most one, whereas the net
effect of including the bundle of wui is that p’s score increases by at least one).
Similarly, if neither wui nor w
u
j with i < j belong to κ(W
′ \ {we}), then it is
easy to verify that p is a winner of the election (C, V ∪κ((W ′\{we})∪{wui })).
All in all, we can assume that W ′ contains vertex voters only. Since all
vertex voters are p-voters, without loss of generality we can assume that W ′
contains exactly k = h of them.
We define X := {ui | wui ∈W ′} such that |X| = k, and Y := {e ∈ E(G) |
e ∩ {ui} 6= ∅}. By the construction of the edge voters’ preference orders,
κ(W ′) consists of k vertex voters and |Y | edge voters. This must add up to
at least h+ ` voters. Therefore, |Y | ≥ `, implying that at least ` edges are
covered by X. This completes the proof for the case of Plurality.
Let us now move on to the case of Condorcet rule. We use the same
unregistered voters as defined above and construct the original election with
h + ` − 1 registered voters whose preference orders are diff-order({g, p}).
We set k := h. Since all voters rank either p or g at the first position,
the Condorcet rule equals the Plurality rule for the unique-winner model.
Thus, using the same reasoning as used for the Plurality rule, one can verify
that (G, h, `) is a yes-instance for PVC if and only if there is a size-k subset
W ′ ⊆W such that p is a Condorcet winner of the election (C, V ∪κ(W ′)).
We now present our tractability results for single-crossing elections. Con-
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sider an R-C-CC-AV instance ((C, V ),W, d, κ, p, k), containing an elec-
tion (C, V ) and an unregistered voter set W such that (C, V ∪W ) is single-
crossing (thus, both (C, V ) and (C,W ) are single-crossing as well). This has
a crucial consequence for full-d bundling functions: for each unregistered
voter w ∈W , the voters in the bundle κ(w) appear consecutively along the
single-crossing order restricted to only the voters in W .8 Using the following
two lemmas, we can show that Plurality-C-CC-AV and Condorcet-C-
CC-AV are polynomial-time solvable for full-d bundling functions.
Lemma 5. Let I = ((C, V ),W, d, κ, p, k) be a Plurality-C-CC-AV in-
stance such that (C, V ∪ W ) is single-crossing and κ is a full-d bundling
function. Then, the following statements hold:
(i) The p-voters are ordered consecutively along the single-crossing order.
(ii) If I is a yes-instance, then there is a subset W ′ ⊆ W of size at most
k such that (a) p is a winner of election (C, V ∪ κ(W ′)), and (b) all
bundles of voters w ∈ W ′ contain only p-voters, except at most two
bundles which may contain some non-p-voters.
Proof. Let n := |W | and let α := 〈w1, w2, . . . , wn〉 be a single-crossing order
of the voters in W . Statement (i) follows directly from the definition of the
single-crossing property.
As for Statement (ii), let W ′ ⊆W be a size-k subset of the unregistered
voters such that p is a Plurality winner in the election (C, V ∪ κ(W ′)).
Without loss of generality, we assume that W ′ does not contain voters wi
whose bundles do not contain any p-voters. For each subset S ⊆W of voters,
we use 1st(S) (respectively, 2nd(S)) to denote the index j (respectively,
j′) of the first voter wj ∈ S (respectively, the last voter wj′ ∈ S) along
the single-crossing order. Suppose that there are two bundles, κ(wi) and
κ(wj), with 1st(κ(wi)) ≤ 1st(κ(wj)) such that both contain non-p-voters
and the first p-voter along α. If 2nd(κ(wi)) ≤ 2nd(κ(wj)), then κ(wi) does
not contain more p-voters than κ(wj) does, while containing at least as
many non-p-voters as κ(wj). Thus, we can remove wi from W
′. Otherwise,
2nd(κ(wi)) > 2nd(κ(wj)), which means that κ(wj) ⊂ κ(wi). Thus, we can
remove wj from W
′. In any case, we conclude that W ′ contains at most
8Note that for each single-crossing election, the order of the voters possessing the single-
crossing property is, in essence, unique (modulo voters with the same preference orders
and modulo the fact that if an order witnesses the single-crossing property of an election,
then its reverse does so as well).
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one voter w whose bundle κ(w) contains a non-p-voter and the first p-voter
(along the single-crossing order).
Analogously, we can show that W ′ contains at most one voter w whose
bundle κ(w) contains a non-p-voter and the last p-voter (along the single-
crossing order). To complete the proof, it remains to observe that for each
w ∈ W it holds that if κ(w) contains both some p-voters and some non-p-
voters, then it also must contain either the first p-voter or the last p-voter
(along the single-crossing order). Altogether, this implies that W ′ contains
at most two voters whose bundles contain non-p-voters.
For Condorcet voting, we use the well-known median-voter theorem [5]
(we provide the proof for the sake of completeness).
Lemma 6. Let (C, V ∪ κ(W ′)) be a single-crossing election with single-
crossing voter order 〈x1, x2, . . . , xz〉 and set Xmedian := {xdz/2e} ∪
{xz/2+1 if z is even}, where z = |V | + |κ(W ′)|. Alternative p is a (unique)
Condorcet winner in (C, V ∪ κ(W ′)) if and only if every voter in Xmedian is
a p-voter.
Proof. Let X1 be the set of voters x1, x2, . . . , xdz/2e−1 and let X2 be the set
of voters V ∪ κ(W ′) \ (X1 ∪Xmedian).
For the “if” part, let c be an arbitrary alternative from C \{p}. Then, if
there is some voter in X1 which prefers c over p, then by the assumption that
every voter in Xmedian is a p-voter it follows that all voters in Xmedian ∪X2
are p-voters. Analogously, if there is some voter in X2 which prefers c over
p, then all voters in X1∪Xmedian are p-voters. In any case, a strict majority
of voters are p-voters. Thus, p is the (unique) Condorcet winner.
For the “only if” part, suppose for the sake of contradiction that p is a
Condorcet winner while there is a voter in Xmedian which is not a p-voter
but a c-voter with c ∈ C \ {p}. Then, analogously to the reasoning above,
at least half of the voters prefer c over p—a contradiction.
With these two lemmas available, we describe next polynomial-time al-
gorithms for both Plurality-C-CC-AV and Condorcet-C-CC-AV, for
the case of single-crossing elections and full-d bundling functions.
Theorem 10. Both Plurality-C-CC-AV and Condorcet-C-CC-AV
are polynomial-time solvable for the single-crossing case with full-d bundling
functions.
Proof. First, we find a (unique) single-crossing voter order for (C, V ∪W )
in quadratic time [18, 9]. Due to Lemma 5 and Lemma 6, we only need
42
to store the most preferred alternative of each voter in order to find the
solution set W ′. Thus, the running time from now on only depends on the
number of voters. We start with the Plurality rule and let α := 〈w1, w2,
. . . , w|W |〉 be a single-crossing voter order.
Due to Lemma 5 (ii), the two bundles in κ(W ′) which may contain
non-p-voters appear at the beginning and at the end of the p-voter block,
along the single-crossing order. We first guess these two bundles, and af-
ter this initial guess, all remaining bundles in the solution contain only
p-voters (Lemma 5 (i)). Thus, the remaining task is to find the maximum
score that p can gain by selecting k′ bundles containing only p-voters. This
problem is equivalent to the Maximum Interval Cover problem, which
is solvable in O(|W |2) time, by using dynamic programming, as described
by Golab et al. [29, Section 3.2].
For the Condorcet rule, we propose a slightly different algorithm. The
goal is to find a subset W ′ ⊆ W of minimum size such that p is the
(unique) Condorcet winner in (C, V ∪ κ(W ′)). Let β := 〈x1, x2, . . . , xz〉
be a single-crossing voter order for (C, V ∪ W ). Considering Lemma 6,
we begin by guessing at most two voters in V ∪ W whose bundles may
contain the median p-voter (or, possibly, several p-voters) along the single-
crossing order of voters restricted to the final election (for simplicity, we
define the bundle of each registered voter to be her singleton). Let these two
bundles be A1 := {xi, xi+1, . . . , xi+t′} and A2 := {xi+t′′ , xi+t′′+1, . . . , xi+j}
for some i ≥ 1, t′, t′′, j ≥ 0. Let W1 := {xs ∈ W | s < i}, and let
W2 := {xs ∈W | s > i+ j}. We guess two integers z1 ≤ |W1| and z2 ≤ |W1|
with the property that there are two subsets B1 ⊆ W1 and B2 ⊆ W2 with
|B1| = z1 and |B2| = z2 such that the median voter(s) in V ∪B1∪A1∪A2∪B2
are indeed p-voters (for now, only the sizes z1 and z2 matter, not the ac-
tual sets). These four guesses require time O(|V ∪ W |2 · |W |2). The re-
maining task is to find two subsets W ′1 and W
′
2 of minimum size such that
κ(W ′1) ⊆ W1, κ(W ′2) ⊆ W2, |κ(W ′1)| = z1, and |κ(W ′2)| = z2. As discussed
for the case of the Plurality rule, this can be done in time O(|W |2) using
the algorithm of Golab et al. [29, Section 3.2]. We conclude that one can
find a minimum-size subset W ′ ⊆W such that p is the (unique) Condorcet
winner in (C, V ∪ κ(W ′)) in time O(|V ∪W |2 · |W |4).
7. Conclusion
Our work provides several opportunities for future research. First, we
did not discuss destructive control and the related problem of combinatorial
deletion of voters. For Plurality, we conjecture that combinatorial addition
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of voters for destructive control, and combinatorial deletion of voters for
either constructive or destructive control behave similarly to combinatorial
addition of voters for constructive control.
Another field of future research is to study other combinatorial vot-
ing models—this may include controlling the swap distance, “probabilistic
bundling”, “reverse bundling”, or using other distance measures than the
swap distance. Naturally, it would also be interesting to consider other
problems than election control (with bribery indeed, in a follow-up to this
work some of the co-authors consider a combinatorial variant of Shift
Bribery [11]).
Finally, instead of studying a “leader-follower model” as we did, one
might also be interested in an “enemy model” referring to control by adding
alternatives: the alternatives of an election “hate” each other so that if one
alternative is added to the election, then all of its enemies are also added
to the election. This scenario of combinatorial candidate control deserves
future investigation, already partially conducted by Chen et al. [13].
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