INTRODUCTION ECONOMETRIC MODELS are usually expressed in terms of an unknown vector of
parameters 0 E e c Rk, which fully specifies the joint probability distribution of the observations X = {x, ... XT}. In most cases there exists a probability density function f(Xl0), and classical inference then often proceeds from the likelihood function L(8)=f(XIO). The asymptotic behavior of the likelihood function is well understood, and as a consequence there is a well developed set of tools with which problems of computation and inference can be approached; Quandt (1983) and Engle (1984) provide useful surveys. The analytical problems in a new model are often far from trivial, but there are typically several approaches that can be explored systematically with the realistic anticipation that one or more will lead to classical inference procedures with an asymptotic justification.
Bayesian inference proceeds from the likelihood function and prior information which is usually expressed as a probability density function over the parameters, T 
(O), it being implicit that a(#) depends on the conditioning set of prior information. The posterior distribution is proportional to p(O) = v(p)L(O).
This formulation restricts the prior probability measure for &9 to be absolutely continuous with respect to Lebesgue measure. Extensions that allow concentrations of prior probability mass are generally straightforward but notationally cumbersome, and are postponed to the concluding section. Most Bayesian inference problems can be expressed as the evaluation of the expectation of a (Except in Section 4, all convergence is in n, the number of Monte Carlo replications. Almost sure convergence is indicated " -* ", convergence in distribution "=> ".) Only in a very limited set of simple cases is it feasible to generate synthetic variates whose p.d.f. is in proportion to the posterior or the likelihood function (but the set does include common and interesting cases in which classical and analytical Bayesian inference fail; see Geweke, 1986 ). More generally, suppose that the probability distribution function of the #, is I(8), termed the importance sampling density. Then, under very weak assumptions given in Section 2, n n
n-
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The rate of almost sure convergence in (2) depends critically on the choice of the importance sampling density. Under stronger assumptions, developed in Section 3, (3) n2/2ma gn-E esti e t T N(O, w2), and a2 may be estimated consistently. This result was indicated by Kloek and van Dijk (1978), but does not follow from the result of Cramer (1946) they cite, and is repeated by Bauwens (1984) but without explicit discussion of the moments whose existence is assumed. Loosely speaking, the importance sampling density should mimic the posterior density, and it is especially important that the tails of I(8) not decay more quickly than the tails of p(#). This is keenly appreciated by those who have done empirical work with importance sampling, including Zellner and Rossi (1984), Gallant and Monahan (1985) , Bauwens and Richard (1985) , and van Dijk, Kloek, and Boender (1985) . These and other investigators have experienced substantial difficulties in tailoring importance sampling densities to the problem at hand. This is an important failing, for the approach is neither attractive nor methodical if special arcane problems in numerical analysis have to be resolved in each application. This paper approaches these problems analytically, and presents new results which should make the application of Monte Carlo integration by importance sampling much more routine. Section 3 provides sufficient and easily verified conditions for (3). It also introduces a measure of relative numerical efficiency which is natural to use in evaluating the effectiveness of any given importance sampling density. Based on these considerations, Section 4 outlines a systematic approach to the choice of I(8). It utilizes the local behavior of the posterior density at its mode, and a new class of importance sampling densities, the multivariate split-normal and multivariate split-Student. These developments are illustrated in Section 5, with the homogeneous Markov chain model, and ia Section 6, with the ARCH linear model. Some directions for future research are taken up in the last section.
BAYESIAN INFERENCE WITH IMPORTANCE SAMPLING
We begin with some additional notation, and a set of assumptions basic to what follows. Since expectations are taken with respect to a variety of distributions, it is useful to denote Ef The RNE is the ratio of number of replications required to achieve any specified numerical st--idard error using th'e iiportance sampling density I(@), to the number required using the posterior density as the importance sampling density. The nunmerical standard error for -is the fraction (RNE-n) -1/2 of the posterior standard deviation. Low values of RNE indicate that there exists an importance sampling density (namely, the posterior density itself) that does not have to be tailored specifically to the function of interest, and provides substantially greater numerical efficiency. Thus they alert the investigator to the possibility that more efficient, yet practical, importance sampling densities might be found. If one is willing to consider importance sampling densities that depend on the function of interest-which will be impractical if expected values of many functions of interest are to be computed-then even greater efficiencies can generally be achieved. A lower bound on a2 for all such functions can be expressed. 
CHOOSING THE IMPORTANCE SAMPLING DENSITY
There are two logical steps in choosing the importance sampling density. The first is to determine a class of densities that satisfy the conditions of Theorem 2, usually by using (4) or (5). The second step is to find a density within that class that attains a satisfactory RNE for the functions of interest. The first objective can only be achieved analytically. The second is a well-defined problem ill its own right, that can be solved numerically.
When 69 is compact the first step will usually be trivial. Two related classes of importance sampling densities have turned out to be quite useful in our experience with this approach. They involve densities that have not, to our knowledge, been described in the literature. The heuristic idea is to begin with minus the inverse of the Hessian of the log posterior density evaluated at its mode as the variance matrix of a multivariate normal importance sampling density, and shift to the multivariate Student t, if warranted, with degrees of freedom indicated by the tail behavior of the posterior density. If the prior is diffuse, the asymptotic variance of the maximum likelihood estimator may be substituted for minus the inverse of the Hessian of the log posterior density evaluated at the mode. In practice either importance sampling density can be poor, because the Hessian poorly predicts (especially if it underpredicts) the value of the posterior density away from the mode, because the posterior density is substantially asymmetric, or both. Illustrations of these problems are provided in the next two sections. To cope with them we modify the multivariate In practice, carrying out the evaluation for 8 = 1/2,1,.. ., 6, seems to be satisfactory.
The two examples that follow illustrate how these methods are applied.
EXAMPLES: THE BINOMIAL AND MARKOV CHAINS
In this section we take up a set of successively complex examples in which the parameter space 9 is compact. We begin with situations which can be studied analytically in some detail, and consequently there would be no need for a numerical approach at all. This is strictly for illustrative purposes. As will be seen, not much elaboration is required to generate realistic models in which there are no analytical solutions. From the example of Section 5.1, we know that the population RNE for the normal importance sampling density in Case I should be on the order of 10-24. The normal is such a bad importance sampling density that, even with 104 replications, it will almost certainly not produce the values of the pj that lead to difficulties, and computed RNE will bear no resemblance to population RNE. As the number of replications increases computed RNE's tend to decline in situations like this, as is clear from consideration of Figure 1 . Table III Table III , again for n = 10,000 and n = 50,000; they indicate-correctly-that the split normal is a much better importance sampling density than is the normal. The 9 x 1 vector of parameters for the likelihood function consists of those Pij for which j # i and j / i + 1, ordered so that the Pij appear in ascending order.4 The split normal importance sampling density was constructed as described in Section 4, with T being the lower triangular Choleski factorization of the aymptotic variance matrix of 6. Some idea of the behavior of the likelihood surface is conveyed in Figure 3 , which shows values of the fi(3) defined in (6). For the lower-numbered axes, the boundary of the parameter space is only a few standard deviations in the negative direction, and so fi(3) is truncated on the left. Monte Carlo integration with 10,000 replications, using the normal and split normal importance sampling densities was carried out. The normal importance sampling density performed very poorly: w, = 2,829.6. The corresponding value for the split normal was 22.1. The posterior probability of embeddability is .246 (with a numerical standard error of .0009, computed using the split normal importance sampling density). This probability, rather than 1.0, provides the norm against which RNE's should be compared, for any importance sampling density based on the likelihood function rather than the posterior.
A Simple Binomial
The computed values in Table IV are essentially the same, for expected values and medians of functions of interest, with the two importance sampling densities employed. Higher moments, and quantile points farther from the median, show greater differences. The computed RNE's suggest that the split normal is substantially more efficient than the normal. However, for the normal importance sampling density computed RNE tends to vary widely with each set of 10,000 replications, and deteriorates as the number of replications increases. In this application, and-we conjecture-in most applications with more than a few dimensions, careful modification of asymptotic normal and other symmetric distributions is required if computed numerical standard errors are to be interpreted reliably using Theorem 2. 
EXAMPLES: ARCH LINEAR MODELS
In this section we take up an example in which the parameter space 6) is not compact. It involves constraints which cannot readily be imposed in classical inference, as discussed in detail elsewhere (Geweke (1988a) The parameterization in terms of y allows restrictions like ao = Yo, aj = Yi( p + 1 -j), the linearly declining weights employed by Engle (1982 Engle ( , 1983 . For (9) to be plausible it is necessary that a0 > 0 and aj >O (j = ,...,p). For { Et} to be stationary it is necessary and sufficient that the roots of 1 -ER1 ajzz all be outside the unit circle. The parameterization of the conditional variance process in the model is h = yo + -yl(2et21 + et.2); a0 = Yo, a1 = 2yl, Ca2 = y1. We assume a flat pnror on /3 and -y, and estimate these four parameters and assess the posterior probability of stability P[Hyll < 1/3]. Results using the split Student importance sampling density constructed as described in Section 4 are presented in Table V . The local behavior of the log-likelihood function is portrayed in Figure 4 . For each of the four axes this figure indicates the actual log-likelihood function (solid thick line), the multivariate "t" approximation to the likelihood function using the information matrix (Engle (1982, (28) and (32))) (dotted line), and the split Student approximation to the likelihood function constructed as described in Section 4 (thin line). (In the case of y, the curves terminate at -yO= 0 or Y1l = 0.) For /3 the classical asymptotic theory provides a good approximation to the likelihood function, but for -y the approximation is poor.
In Table VI we compare diagnostics for computational accuracy using the unmodified and split normal densities (which are unjustified theoretically since E[w(#)] is infinite in these cases) and the unmodified and split Student densities. The unmodified densities perform quite poorly, for reasons made clear in Figure  4 . The split normal and split Student sampling densities lead to acceptable performance, in the sense that RNE is apparently of the same order of magnitude as would be achieved if one could sample directly from the likelihood function. In the case of the split normal we know this is an illustration, but from Table VII . RNE for the four parameters attains a maximum at v = 3, that for p at v = 6. For v < 3 the sampling density is too diffuse, and as v becomes larger it approaches the multivariate normal which is much too compact. That w-diagnostics are sensitive to sampling densities with tails that are too thin rather than too thick is clearly indicated in Table VII . The RNE of the multivariate t with low degrees of freedom is decidedly less than that of the split Student t, but of the same order of magnitude for proper choice of v. In the absence of any systematic or theoretical basis for choosing v, however, costly numerical experimentation is required to find the appropriate value. Integration by Monte Carlo is an attractive research tool because it makes numerical problems much more routine than do other numerical integration methods. The principle analytical task left to the econometrician is the characterization of the tail behavior of the likelihood function. This characterization leads to a family of importance sampling densities from which a good choice can be made automatically. Prior distributions and functions of interest can then be specified at will, taking care that computed moments actually exist. There is no guarantee that these methods will produce computed moments of reasonable accuracy in a reasonable number (say, 10,000) of Monte Carlo replications. Pathological likelihood functions will demand more analytical work: for example analytical marginalization may be possible, and transformation of parameters to obtain more regular posterior densities can be quite helpful, but these tasks must be approached on a case-by-case basis. It is in precisely such cases that sampling theoretic asymptotic theory and normal or other approximations to the posterior are also likely to be inadequate: the difficulty is endemic to the model and not the approach. Clearly there is much to be learned about more complicated likelihood functions. In approaching these problems, the emphasis should be-as it has been in this paper-on generic rather than specific solutions. 
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