In this paper, we propose the application of formal methods to Software Engineering. The most used data model is the relational model and we present, within the general framework of lattice theory, this analysis of functional dependencies. For this reason, we characterize the concept of f -family by means of a new concept which we call non-deterministic ideal operator (nd.ideal-o). The study of nd.ideal-o.s allows us to obtain results about functional dependencies as trivial particularizations, to clarify the semantics of the functional dependencies and to progress in their efficient use, and to extend the concept of schema. Moreover, the algebraic characterization of the concept of Key of a schema allows us to propose new formal definitions in the lattice framework for classical normal forms in relation schemata. We give a formal definition of the normal forms for functional dependencies more frequently used in the bibliography: the second normal form (2FN), the third normal form(3FN) and Boyce-Codd's normal form (FNBC).
Introduction
In the last few years, works on Software Engineering are being aimed at obtaining design and system development tools with greater reasoning and deduction power. Such an aim is covered, generally, with mathematical tools which allow the development of automatic techniques. In the field of storage devices, the most used data model is the relational model. This model can be seen as a set of elements (attributes) which maintain some relations called functional dependencies (FDs). The design process consists of the creation of a set of tables which group the attributes, keeping a series of good properties which ensure their correct functioning and a limited redundancy. For this task, the theory of normalization has a special prominence as it proposes some properties that databases must meet in order to avoid redundancies and inconsistencies in the stored data.
Recently, researchers have related FDs theory with emerging technology. Thus, the extension of FDs to XML has been treated in [6, 7, 18, 25, 31] and the extraction of FDs from large databases has been performed using data mining techniques in [4, 19, 22, 26, 27, 35] . Among the applications of FDs we can cite [24] where dependencies theory is used to control a distributed system and [34] where a study is being carried out on how information dependencies can be applied to the design of OLAP cubes in datawarehousing environments.
Nevertheless, the wide bibliography on FDs in Data Bases appeared during the last two decades reveals that there is much to do yet on the plan of formalization. In [36] and in [5] 1 a series of directions on where to continue work in the area of databases are established. Both proposals favor a coordinated development of practical results with those with a strong formal component. In [23] authors introduce a formalization of relational databases and FDs using category theory and remark that "Database theory has had to be formalized at a single level in the past because appropriate mathematical formulations were not available as the technology was being developed".
We believe, as Bernard Thalheim in [36] that there is still a great deal of work to be done in this area. Our paper focuses on these points. Concretely, we present, within the general framework of the lattice theory, the analysis of FDs.
To that end, we characterize the concept of f -family (widely known in the bibliography on Data Bases) by means of a new concept which we call non-deterministic ideal operator.
The study of nd.ideal-o.s in the context of the lattice theory, as we will see, allows us:
• To obtain, as trivial particularizations, results about FDs which appear scattered over the relevant authors' papers in the area of Data Bases.
• To clarify the semantics of the FDs and to progress in their efficient use as for the management of Data Bases.
• To extend the concept of scheme and, consequently, to widen its scope of application.
• As final aim of this paper, the algebraic characterization of the concept of Key of a scheme allows us to propose new definitions for normal forms in relation schemata.
Closure operators and non-deterministic operators
The importance of the concept of closure operator in a certain amount of domains [8] is widely accepted: algebra, topology, geometry, logic [28] , computer science [13] , relational databases [14] , etc. This concept that we deal with now will be a basic tool in the development of this paper. Definition 2.1. Let (A, ) be a poset (partially ordered set). We say that an application c : A → A is a closure operator if c is extensive, idempotent and monotone. That is, if c satisfies the following conditions:
• for all a ∈ A, we have that a c(a) and c(c(a)) c(a);
If a is a fixed point of c (i.e. c(a) = a), then we say that a is c-closed and we denote by S c (A) the set of c-closed elements in A. That is,
As examples of closure operators we have the lower and upper closure operators: if (U, ) is a poset, ↑, ↓: 2 U → 2 U are given by
Hereinafter, we will say lower closed instead of ↓-closed and upper closed instead of ↑-closed.
In the rest of the paper we will use the well-known concepts of ∨-semilattice and lattice [21] . Likewise, we will use the concept of ideal in a poset as a subset that is directed 3 and lower closed. Particularly, an ideal in an ∨-semilattice is a lower closed sub-∨-semilattice. Now, we introduce the notion of non-deterministic operator.
Definition 2.2.
Let A be a non-empty set and n ∈ N\{0}. If F : A n → 2 A is an application, we say that F is a non-deterministic operator with arity n in A (henceforth, ndo). We denote the set of ndo's with arity n in A by Ndo n (A) and, if F is a ndo, we denote its arity by ar(F).
As usual, for all X ⊆ A,
. . , a n ).
Therefore, F(a 1 , . . . , a i−1 , ∅, a i+1 , . . . , a n ) = ∅. Definition 2.3. In Ndo n (A) we define the inclusion relation, and the union and intersection operators as follows: if
Most objects used in logic or computer science are defined inductively. By this we mean that we frequently define a set S of objets as: the smallest set of objects containing a given set X of atoms, and closed under a given set F of constructors. These constructors are deterministic operators, that is, functions of A n to A where A is the universal set. However, in several fields of Computer Science the ndo's have shown their usefulness. Now, we show the extension of the concept of the inductive closure with ndo's [30] . Definition 2.4. Let A be a set, X ⊆ A and F a family of ndo's in A. Let us consider the sets
We define the inductive closure of X under F as C F (X) = i∈N X i . We say that X is closed for F if C F (X) = X. Proof. It is immediate to prove that C F is extensive and monotone. Therefore, we prove that it is idempotent, that is
n and, therefore
Corollary 2.6. Let F be a family of ndo's in A and X ⊆ A.
(1) X is closed for F if and only if
Particularly, let a ∈ A, if X = {a} then, we obtain the principal ideal (a].
Non-deterministic ideal operators
If R is a binary relation in a non-empty set A and a ∈ A, we denote by R(a) the set R(a) = {b ∈ A|(a, b) ∈ R}. So, we can see R as a unary ndo in A. We will use the following notation:
Definition 3.1. Let F be an unary ndo in A = ∅. We say that
Now, we present the new concept that is the base for this work.
Definition 3.2. Let F be an unary ndo in a poset (A, ). We say that F is a non-deterministic ideal operator (briefly nd.ideal-o) if it is reflexive, transitive and F(a) is an ideal of (A, ), for all a ∈ A.
The following example shows that the properties in the above definition are independent.
Example 3. Let us consider the following unary ndo's in the poset (A, ):
(1) F is reflexive and transitive. However, F is not a nd.ideal-o because F (1) is not an ideal of (A, ).
Proposition 3.3. Let F be a nd.ideal-o in a poset (A, ). F is a monotone operator of (A, ) to (2 A , ⊆).

Proof. If a b then
, where † is consequence of the transitivity of F.
Obviously, any nd.ideal-o in a finite poset is principal.
Proposition 3.5. Let (A, ) be a lattice. The following properties hold: (1) Any intersection of nd.ideal-o in A is a nd.ideal-o in A. (2) For all unary ndo in A, F, there exists a unique nd.ideal-o in A that is minimal and contains F. This nd.ideal-o
is named nd.ideal-o generated by F and defined as
Obviously, i∈ F i is reflexive and transitive. Finally, since (A, ) is a lattice, we have the intersection of any family of ideals is an ideal.
(2) Since G(a) = A for all a ∈ A, is an nd.ideal-o such that F ⊆ G, we have that item (2) is a consequence of item (1) .
Proof. Let us consider the ndo given by G(x) = C {F,∨,↓} ({x}). Obviously, G is reflexive and G(a) is an ideal, for all a ∈ A. Firstly, we prove that G is transitive: for all a ∈ A,
where † is true because C {F,∨,↓} is a closure operator (therefore monotone).
Moreover, it is immediate that F ⊆ G and, by the properties of the closure operators, if H is a nd.ideal-o such that
Example 4. Let us consider the following ndo F in the lattice (A, ) shown in the diagram:
Then F is the principal nd.ideal-o given by
The following theorem will be useful in the rest of the paper.
Theorem 3.7. Let (A, ) be a lattice and F a ndo in A.
For all x ∈ A, we have that
Proof. It is an immediate consequence from Theorem 3.6 because ({x} ∪ F(A)] is closed for F, ∨ and ↓.
Functional dependencies
In this section we summarize some basic concepts about functional dependencies [37] . The existence of conceptual data models with a formal basis is due mainly, to Codd [9] , from IBM. Codd conceives stored data in tables and he calls attributes the labels of each one of the columns of the table. For each a attribute, dom(a) is the domain to which the values of the column determined by such attribute belong. Thus, if A is the finite set of attributes, we are interested in R ⊆ a∈A dom(a) relations. Each t ∈ R, that is, each row, is denominated tuple of the relation. If t is a tuple of the relation and a is an attribute, then t (a) is the a-component of t. The cardinal of R is denominated degree of R. Definition 4.1. Let R be a relation over A, t ∈ R and X = {a 1 , . . . , a n } ⊆ A. The projection of t over X, t /X , is the restriction of t to X. That is, t /X (a i ) = t (a i ), for all a i ∈ X. Given that a relational database is a tool for representing reality, their semantics require that when defining them it is necessary to establish a series of semantical restrictions or dependencies which make it reflect perfectly the rules of the universe of the discourse.
Definition 4.3 (Key dependency).
Let R be a relation over A.
• A key dependency is an affirmation of the type Key(X) where X ⊆ A.
• R satisfies Key(X) if, for any t 1 , t 2 ∈ R, t 1/X = t 2/X implies that t 1 = t 2 .
• A key dependency, Key(X), is minimal if R satisfies Key(X) and there exists no X X such that R satisfies
Key(X ).
A key concept for the proper understanding of the relational model is the definition of the FD.
Definition 4.4 (Functional dependency).
• Any affirmation of the type X → Y , where X, Y ⊆ A, is called FD over R • We say that R satisfies X → Y if, for all t 1 , t 2 ∈ R, we have that
When we introduce a relation, we must specify the set of FDs that are satisfied by that relation. Thus, we introduce the following definition: Definition 4.5 (Relation scheme). Let A be a set of attributes. We say that R = (R, ) is a relation scheme if R is a relation over A, is a set of FDs and R satisfies all ∈ .
In the database literature the so-called implication problem is well known: which FDs are implied by a given FDs set. We say that the set of FDs implies the FD X → Y ( X → Y ) if for every relation scheme R = (R, ), we have that R satisfies X → Y . The use of axiomatic systems to manipulate dependencies is not new. The pioneering work on this line was carried out by Armstrong, who in [2] introduces the first of such systems, known as Armstrong Axioms, that allows us to find all dependencies satisfied by a relational scheme R, i.e. to find all the FDs X → Y such as X → Y . The set of all these FDs implied by a given relational scheme is a fundamental notion in database literature and it is named Armstrong relation. We introduce it in the following definition: Definition 4.6 (Armstrong relation). Let R = (R, ) be a relation scheme. We denote by FD R the following set {X → Y | X → Y }.
Nd.ideal-os and FDs
In the bibliography on Data Bases, the study of FDs is based on a fundamental notion: the notion of f-family, whose characterization in the framework of the lattice theory (and without the strong restriction of working at 2 U level for a U set with finite cardinality) we present in this section.
In [8] the authors show how the concept of f-family (full family) appears in many fields in pure or applied mathematics and computer science: "(1) In the theory of relational databases an implication (resp. an implicational system, a full implicational system) is called a dependency or a functional dependency (FD), (resp. a family of functional dependencies or a relation database scheme, a full family of functional dependencies). In formal concept analysis a full implicational system is called a closed family of implications or an implicational theory. In the theory of knowledge structures and in logic, a full implicational system is called an entail relation." Definition 5.1. Let U be a non-empty set. 5 A f-family [16] over U is a relation F in 2 U that is reflexive, transitive and satisfies the following conditions:
5 In the bibliography, U is finite.
It is immediate to prove that, if R is a relation scheme over A, then FD R is a f-family. Armstrong proves in [2] the inverse result, that is, given a non-empty finite set, U, for all f-family, F, there exists a scheme relation R such that F = FD R .
Theorem 5.2. Let A be a non-empty set and F a relation in 2 A . F is a f-family over A if and only if F is a nd.ideal-o in (2 A , ⊆).
Proof. Let us suppose that F is a nd.ideal-o in (2 A , ⊆).
• If Y ∈ F(X) and W ⊆ Y , since F(X) is lower closed, we have that W ∈ (Y ] ⊆ F(X). Therefore, the item (1) in Definition 5.1 is true.
• On the other hand, if Y ∈ F(X) and W ∈ F(V ) then, by Proposition 3.
and the item (2) in Definition 5.1 is true.
Inversely, let us suppose that F is a f-family over A and we prove that F is a nd.ideal-o in (2 A , ⊆). Since F is reflexive and transitive, we only need to prove that F(X) is an ideal of (2 2 A , ⊆) for all X ∈ 2 A : the item (1) in Definition 5.1 ensures that F(X) is lower closed and, if we consider V = X, item (2) ensures that F(X) is a sub-∪-semilattice.
The characterization of f-families as nd.ideal-o.s renders trivial the proof of the basic properties of FD R :
Proposition 5.3. Let A be a set of attributes and R = (R, ) be a relation scheme. For all X, X , Y , Y, Z, W ∈ A we have that:
(i) If Y ⊆ X then X → Y ∈ DF R . (ii) If X → Y ∈ DF R then X → XY ∈ DF R . (iii) If X → Y, Y → Z ∈ DF R then X → Z ∈ DF R . (iv) If X → Y, X → Z ∈ DF R then X → Y Z ∈ DF R . (v) If X → Y, X → Z ∈ DF R then X → Y ∩ Z∈ DF R . (vi) If X → Y ∈ DF R then X → Y − X ∈ DF R . (vii) If X → Y ∈ DF R ,X ⊆ U and V ⊆ XY then U → V ∈ DF R . (viii) If X → Y ∈ DF R and a ∈ Y then X → a ∈ DF R . (ix) If X → Y, X → Z ∈ DF R , X ⊆ XY , X ⊆ U and V ⊆ ZU then U → V ∈ DF R .
Proof. Let F be the nd.ideal-o in (2 A , ⊆) given by Y ∈ F(X) if and only if X → Y ∈ DF R . (i) It is a consequence of (X] ⊆ F(X) (F is reflexive and F(X) is lower closed). (ii),(iv) Because
Finally, since (ii) we have that ZU ∈ F(U ) and, as a consequence of (i), we have that V ∈ F(U ).
Schemes and nd.ideal-os
In this section we generalize the concept of scheme. We give special attention to the outstanding aspects for theory of normal form.
Definition 6.1. Let (A, ) be a poset. We say that s = (A, F) is a scheme if F is a nd.ideal-o in A.
At this point, we generalize the concept of key. Definition 6.2. Let (A, ) be a bounded poset and s = (A, F) a scheme. We say that a ∈ A is a key for s if F(a) = A. We denote by K s the set of keys for s and by K s,min the set of minimal keys for s, that is, K s,min = Minimals(K s ). If a ∈ K s ∩ Atom(A) 6 then we say that a is a simple key for s.
Obviously, given a scheme s = (A, F) over a poset, (A, ) , we have that K s,min is an antichain in (A, ). Let (A, ) be a poset with maximum element 1 and s = (A, F) 
Lemma 6.3.
If a ∈ K s ↑, there exists k ∈ K s such that k a and, by Proposition 3.3, we have that A=F(k) ⊆ F(a). Therefore a ∈ K s and K s ↑ =K s . The last equality is obvious.
Example 5. In the lattice (A, ) of Example 4, let us consider the scheme (A, F) given by
We have that K s = {a, c, d, 1} and K s,min = {a}. 
As an immediate consequence of the definition we have the following results. 
Lemma 6.7. Let be the set of principal nd.ideal-o.s in (A, ) and
Definition 6.8. Let s = (A, F) be a scheme over a bounded poset (A, ). We say that a ∈ Atom(A) is prime if a ∈ K s,min ↓.
6 Atom(A) denotes the set of all the atoms in a bounded poset (A, ), that is, the elements a ∈ A such that if x a then x = a or x is the lower bound of A. We say that K ⊆ A is an antichain in (A, ), if there not exist a, b ∈ K such that a < b. When this poset is the lattice P(A), the antichains are called Sperner systems. The notion of Sperner system is used frequently in database literature.
We will use the following notation:
Definition 6.9. Let (A, ) be a poset and K an antichain in A. We define the following set: F) is a scheme, we call antikey of s to the elements of K −1 s,min . That is, an antikey of s is a maximal non-key element of s.
Obviously, if K is an antichain then K −1 is also a antichain. The following result is an immediate consequence of the definition of upper/lower closed set.
Proposition 6.11. Let (A, ) be a lattice and ∅ = B ⊆ A. If B is upper closed, then
As a consequence of the above proposition we have the following result, which can be proved easily.
Proposition 6.12. Let K be an antichain in a well-founded lattice (A, ). 7
(
Proof. We only prove (1) because (2) is an immediate consequence of (1). Since K ↑ is upper closed, Proposition 6.11 ensures that A = K ↑ ∪(K ↑)↓ * and, from the definition of
The characterization given in item (2) is the definition of antikey in antichain proposed in [17] . Now, as an immediate consequence of the above proposition and Lemma 6.3, we have the following corollary. 
Therefore, the antikeys of s are the maximal elements of S C F − {1}.
Proof. By Lemma 6.6, 1 ∈ S C F and, if 
Proof. By Proposition 6.14, if 
The following Theorem 6.17 is a strong generalization of the theorem of Demetrovichs and Thi [15] given in the Data Bases context.
Theorem 6.17. Let (A, ) be a lattice, K ⊆ A be a antichain and F be the principal nd.ideal-o given by
Proof. It is easy to prove that K s,min = K. On the other hand, if s = (A, F ) is a scheme such that K s ,min = K then F (a) = A for all a ∈ K s = K ↑ and, since a ∈ F (a), we have that
Therefore, F ⊆ F .
Normal forms
In this section we give a formal definition of the normal forms for FDs more frequently used in the bibliography [17] : the second normal form (2FN), the third normal form (3FN) and Boyce-Codd's normal form. (FNBC). It is easy to see the interest of this introduction just by re-reading the multiple definitions of normal forms appearing in database literature: all of them are established using natural language and their different definitions for a given normal form emphasize the different characteristics, so it is not always easy to determine their equivalence. Definition 7.1. Let s = (A, F) be a scheme over a bounded poset. We say that
Example 6 (Demetrovics and Vu [17] ). Let us consider U = {a, b, c, d}, s = (2 U , F) and s = (2 U , F ) where F and F are given by
s is in 2FN:
However, s is not in 3FN:
s is in 3FN:
However, s is not in FNBC: As a consequence of the above definitions we have the following theorem. 
Conclusions and current work
Several authors [8, 14, 16, 17, 20] propose formal approaches using lattice theory for the study of functional dependencies, closing operators and the characterization of key concepts of the relational model. Our work follows that path, and it is based on the introduction of the concept of non-deterministic ideal operator in the framework of lattice theory. This concept becomes the central axis of the analysis of the basic concepts appearing in relational databases around functional dependencies. Thus, we characterize in a trivial way many of the concepts appearing in database literature: full-family, scheme, normal forms, etc.
We remark that the characterization of f-families as nd.ideal-o.s (see Theorem 5.2) renders trivial the proof of the basic properties of FD R .
Currently, our work is focused on putting into practice the concepts developed at a formal level. Thus, the concept of non-deterministic ideal operator has allowed us in [10] to characterize the concept of redundancy in functional dependencies sets and to define a new substitution rule that eliminates redundancies in an efficient way. The new substitution rule is the core of a new FD logic, named SL FD [10] , equivalent to the axiomatic systems in the bibliography [2, 3] but that allows the efficient manipulation of FDs.
In [33] we show a pre-processing transformation that prunes a set of FDs in an automatic way. In [1] we have illustrated the difficulties of tackling the implication problem with a method directly based on FDs logic and we have introduced the notion of atomic-minimality, which guides the treatment of sets of FDs in a rewriting logic. SL FD axiomatic system is easily translated to rewriting logic and Maude 2. In [32] a closure algorithm that is faster than the classical ones is developed.
We remark that all these applications have a strong formal base and the non-deterministic ideal operators play a central role in the theoretical study that we have developed.
In such manner, applying the concepts developed in this work about keys, we are working on new algorithms to obtain all the minimal keys in a relational scheme. In [11] we have presented a formal development in the lattice theory for database constraints, specifically for functional dependencies and minimal keys. This algebraic study has allowed us to design a technique to prune the key problem. The non-deterministic ideal operator notion allows us to design a scheme reduction transformation, named scheme pruning. This transformation reduces the original database to a simpler one which can be treated more efficiently by any key algorithm presented in the literature.
Scheme pruning has linear cost in the worst case and is directly based on the theoretical results concerning lattice theory and functional dependencies. Our technique has two main benefits: it is well based on a formal framework, and it follows the line of pruning the original NP-hard problems to enlarge the number of instances of these problems which can be treated in linear time.
The characterization of functional dependencies using nd-ideal-o in the theoretical plane allows us to develop in the practical plane, efficient and automated deduction methods in artificial intelligence and databases. Another further work is to extend the concept of nd.ideal-o to multilattices [12, 29] in order to formalize different kinds of dependencies.
