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each matrix K i (t, s), i = 1, n has continuously differentiable wrt t extension on the interval 0 ≤ s ≤ t ≤ T . Homogeneous systems can have nontrivial solutions. Differentiation of the system(0.1) wrt t in contrast to the classic case [3, 5, 8] lead us to the new class of the Volterra integral equations with functionally perturbed argument. That is the reason why the conventional techniques are not applicable for the system (0.1) and studies of the systems with jump discontinuous kernels (0.2) are theoretically and practically interesting object to study. Operator equations with functionally perturbed argument are addressed in [11, 12] .
The paper is organized as follows. In section 1 we propose the algorithm for construction of the logarithmic power asymptoticŝ
of the desired continuous solutions of the system (0.1). In the section 2 we proof theorem of existance of the parametric families of solutions to the system (0.1). Finally we derive the sufficient conditions for existance and uniqueness of continuous solution.
Construction of asymptotic approximation of solutions to inhomogeneous system
Let the following condition be fuilfilled ), i = 1, n − 1.
Expansions in powers of t, s in (A) we call below as "Taylor polynomials" of the corresponding elements. Let us introduce the matrix
and the following algebraic equation
We call it as characteristic equation of the system of integral equations (0.1). Since f (0) = 0 matrices K i (t, s) and vector f (t) have continuous derivatives wrt t, then differentiation of the system (0.1) lead us to the equivalent system of integral-functional equations
where α 0 = 0, α n (t) = t.
Here we do not assume that homogenius system of (0.1), has only the trivial solution. Hence the homogeneous integral-functional system corresponding to (1.2) can have nontrivial solutions. Here we follow [11, 12] and seek an asymptotic approximation of a particular solution of the inhomogeneous equation (1.2) as following polynomial
Let us demonstrate that coefficients x j depend on ln t and free parameters in general irregular case. That is in line with possibility of nontrivial solutions existance of the homogeneous system.
The regular and irregular cases are possible when compute the coefficients x j .
1.1 Regular case: L(j) = 0, j ∈ (0, 1, . . . , N )
In this case the coefficients x j are constant vectors from R m . Indeed, let us substitute an expansion (1.3) in the system (1.2) and apply the method of undetermined coefficients taking into account the condition (A). Then we get the recurrent sequence of linear system of algebraic equations (SLAE) with respect to the vectors x j :
Vector M j can be expressed in a certain way through the solutions x 0 , ..., x j−1 of the previous systems and coefficients of the "Taylor polynomials" from the condition (A).
Since in the regular case det B(j) = 0, then vectors x 0 , . . . , x N can be uniquely determined and asymptotic (1.3) can be therefore constructed. Definition 2. We call quantity j * simple singular point of the matrix
) is transposed matrix, and B (1) (j) is derivative of the matrix wrt j.
Definition 3. We call quantity j * k + 1-multiple singular point of the Let us demonstrate that in irregular case the coefficients x j are polynomials in power of ln t and depend on arbitrary constants. Order of polynomials and number of arbitrary constants are associated with muliplicity of singular points of the matrices B(j) and ranks of these matrices.
Indeed, since the coefficient x 0 in irregular case may depend on ln t, then we may employ the method of undetermined coefficients and seek x 0 as solution of the difference system
where
Here there are three cases:
1st Case.
Then the coefficient x 0 does not depend onz and determined uniquely from the SLAE (1.4) with invertable matrix
2nd Case.
Let j = 0 be the simple singular point of the matrix B(j). We seek the coefficient x 0 (z) from the system (1.6) as linear vector-function
Let us substitute (1.7) in (1.6), and we get the following two SLAE for determination of the vectors x 01 , x 02 :
Vector c = (c 1 , . . . , c r )
′ can be determined uniquely from the conditions of the system (1.9) resolvability, i.e. fro the SLAE
with non-singular matrix. The coefficient x 02 can be determined from the system (1.9) with accuracy up to span(φ 1 , . . . , φ r ). Therefore, in 2nd case the coefficient x 0 (z) will depend on r arbitrary constants and linear wrt z.
3rd Case. Let j = 0 be the singular point of the matrix B(j) of multiplicity k + 1, where k ≥ 1. Solution x 0 (z) to the difference system (1.6)
we search as polynomial
Let us substitute the polynomial (1.10) into the system (1.6). We next take into account the equality
where a i = ln α 
Since in this case due to the conditions of the definition 3 the derivatives
, i = 1, ..., k are zero matrices, then
As result the system (1.11) can be rewritten as , remain arbitrary. Therefore in 3rd case the coefficient x 0 (z) is polynomial of power of k + 1 wrt z and it depends on r × (k + 1) arbitrary constants. One may apply the method of undetermined coefficients and take into account the following equality
and construct the system of difference equations for determination of the coefficent x 1 (z) (z = ln t). Indeed,
Here P 1 (x 0 (z)) is certain polynomial on z, which power is equal to the multiplicity of the singular point j = 0 of the matrix B(j). From (1.13) due to the estimate r(t) = o(t) for t → 0 it follows that the coefficient x 1 (z) must satisfy the the following system of difference equations
If j = 1 is regular point of the matrix B(j), then system (1.14) has solution or has singular points of multiplicities k j .
Then, in a similar way we can calculate the remaining coefficients x 2 (z), . . . , x N (z) ofx(t) from the sequence of difference equations
Hence we have the following 
Existence of continuous parameter family of solutions theorem
t ≤ ε. Let the following condition be fulfilled
and N * is selected large enough to have the following inequality be satisfied 
where u(t) ∈ C [0,T ′ ] and can be uniquely defined with successive approximations.
Proof. Let us substitute (2.2) in the equation (1.2). We get the following integral-functional system for determination of u(t)
Let us introduce the linear opearators:
Then we can present the system (2.3) as follows
where Moreover for integral operator K for large enough l the following estimate is fulfilled
As result for large enough l > 0 we have
i.e. the linear operator L + K is contracting in X. Hence the sequence 
Proof. Due to the conditions of the Lemma 1 and imposed conditions of the theorem it make it possible the construction of asymptotic approximation x(t) of the desired solution in the from of logarithmic power polynomial
. Moreover the coefficients x i (ln t) will depend on the specified number of arbitrary constants. Because of the Lemma 2 we can apply the substitution x(t) =x(t) + t N * u(t), and continuous function u(t) can be constructed with successive approximations.
Remark 2.3. In the main theorem's conditions for the asymptotic approximationx(t) of the desired solution the following asymptotic estimate
α n−1 < 1, elements of the matrices K i (t, s), i = 1, n − 1 and vector function f (t) has an analytic extension to |s| < T, |t| < T, f (0) = 0. Matrix
is analytical for |t| < T. Let det B(j) = 0, j ∈ N ∪ 0. Then
In some cases, the conditions of Theorem 1 we can construct a parametric family of solutions in closed form.
Example. Let us consider the system
, 1 is eigenvalue of the matrix K of rank r, {φ 1 , ..., φ r } is corresponding orthonormal system of eigenvectors. This system has parametric family of solutions
Here c 1 , ..., c r are arbitrary constants, vectorâ satisfies the SLAE
Sufficient conditions for existence of a unique continuous solution
For sake of clarity in this section let us suppose α i (t) = α i t, i = 1, n − 1, 0 < α 1 < α 2 < ... < α n−1 < 1. Let us introduce the matrix
Let the following condition be fulfilled:
Here and below the matrix K(t, s) is defined with formula (0.2). 
where the following notations are introduced
(t).
Let us fix q < 1 and select h 1 > 0 such as max . Denote by x 0 (t) the restriction of the desired solution x(t) on the interval [0, h] and let x n (t) be the restrictions to intervals
Because of the selection of ε for t ∈ I n the "perturbed" argument α i t ∈ n−1 k=1 I k . Such an inclusion makes it possible to apply the known method of steps [16] .
For construction of the element x 0 (t) ∈ C [0,h] we construct the sequence Hence exists the unique solution x 0 (t) of the equation (3.1) for t ∈ [0, h]. Sequence x n 0 (t) converges uniformly to that unique solution x 0 (t). Let us continue the process for the desired solution construction for t ≥ h, i.e. on the intervals I n , n = 1, 2, . . . . To be specific let ε = 1 in (3.2).
Once we get x 0 (t) ∈ C [0,h] computed we constract x 1 (t) in the space C [h,2h] . We find x 1 (t) from the Volterra integral equation of the 2nd kind Let us introduce the continuous function x 1 (t) = x 0 (t), 0 ≤ t ≤ h, 
