R2 indicator based multi-objective evolutionary algorithms (R2-MOEAs) have achieved promising performance on traditional multi-objective optimization problems (MOPs) with two and three objectives, but still cannot well handle manyobjective optimization problems (MaOPs) with more than three objectives. To address this issue, this paper proposes a two-stage R2 indicator based evolutionary algorithm (TS-R2EA) for many-objective optimization. In the proposed TS-R2EA, we first adopt an R2 indicator based achievement scalarizing function for the primary selection. In addition, by taking advantage of the reference vector guided objective space partition approach in diversity management for many-objective optimization, the secondary selection strategy is further applied.
many-objective optimization, evolutionary algorithm.
Introduction
A multi-objective optimization problem (MOP), which involves more than one conflicting objectives to be optimized simultaneously, can be formulated as follows:
where x = (x 1 , x 2 , ..., x n ) is the decision vector, n is the dimension of decision 5 space, Ω is the decision space, m is the number of objectives, F (x) is the m dimensional objective vector and f i (x) is the ith objective to be optimized.
A solution x 1 in the decision space is said to dominate another solution towards the Pareto front [5] . In order to enhance the performance of MOEAs in many-objective optimization, various approaches have been proposed during the last few years. They can be divided into three categories.
The first category is still Pareto dominance based MOEAs, where the basic 30 idea is to enhance the selection pressure by applying various modified dominance relations or novel diversity management strategies. Some representative modified dominance relations include the fuzzy dominance [6, 7] , grid dominance [8] and preference-inspired method [9] . Instead of applying modified dominance relations to enhance convergence in an explicit manner, some work 35 tries to implicitly improve the convergence quality via diversity management.
For example, Li et al. proposed a modified crowding distance diversity criterion for Pareto dominance based MOEAs, namely, the shift-based density estimation (SDE) strategy [10] . Recently, Zhang et al. proposed a knee point-driven evolutionary algorithm for many-objective optimization, namely, KnEA [11] . 40 The second category is the decomposition based evolutionary algorithms.
The most representative MOEAs based on decomposition are C-MOGA [12] , MOEA/D [13] and MOEA/D-M2M [14] . Recently, some MOEAs based on both dominance and decomposition have also been proposed [15, 16, 17] .
The third category is known as the indicator based MOEAs. As the most 45 prevalent performance indicator in the literature, the hypervolume indicator is strictly monotonic with regard to Pareto dominance [18, 19] , and the representative MOEAs based on it include the SMS-EMOA [20] and the HypE [21] .
More recently, an evolutionary algorithm based on both Pareto dominance and performance indicator (Two Arch2) has also been proposed [22] . Although hy-50 pervolume indicator based MOEAs are able to transform an MOP/MaOP into an SOP, they suffer from a serious curse of dimensionality due to the exponentially increasing computational cost of the hypervolume calculation.
Apart from the hypervolume indicator, there are also some other performance indicators in the literature such as GD [23] , IGD+ [24, 25] and ∆ p [26] .
reference vectors, the R2 indicator can be regarded as the mutual preference based on the population contribution to each reference vector by ranking the population. There are some desirable properties such as weak monotonicity to 60 the Pareto dominance and low computational complexity which make it a viable candidate to be embedded into indicator based MOEAs, often known as the R2-MOEAs [27, 28, 29] .
Compared to other existing MOEAs, the R2-MOEAs have some advantages, e.g., the scalability in terms of the number of objectives [30] , robustness to 65 noisy problems [31] , simple hybridization with other metaheuristics [32, 33] , etc. Generally, an R2-MOEA consists of three main components: reference vector generation [34] , scalarizing function formulation [35] and nadir point updated strategy [36] . Firstly, systematic sampling methods such as DBEA [37] and RVEA [38] are commonly used to generate reference vectors for an R2-
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MOEA. Secondly, a variety of scalarizing methods are also available, including the prominent examples of weighted sum, Tchebycheff and augmented weighted Tchebycheff method [35] . Thirdly, the most commonly used nadir point updated strategies include fixed nadir point, adaptive nadir point adjustment and record data structure nadir point adjustment [36] .
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Although R2-MOEAs have been successfully applied to solving bi-/threeobjective MOPs [39] , as pointed in [27] , research on R2-MOEAs for solving
MaOPs is still in the infancy. Inspired by the recently proposed reference vector guided evolutionary algorithm (RVEA) [38] , we propose an enhanced R2
indicator based MOEA, known as the TS-R2EA, where the main motivation is 80 to take the advantages of both R2 indicator and reference vector guided selection strategy in RVEA to strike a good balance between convergence and diversity for many-objective optimization. To this end, a two-stage selection strategy is proposed, where the primary and secondary selections are based on the R2
indicator and guided by reference vectors, respectively. The primary selection 85 first ranks the population based on the R2 indicator, and the candidate solutions which are located in the first rank will be selected. Then, the secondary selection is guided by a set of reference vectors, where the remaining candidate solutions in the partitioned subspaces are further selected to maintain a proper population diversity.
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The rest of this paper is organized as follows. Section 2 introduces the background and motivation of this work. Section 3 describes the proposed TS-R2EA for many-objective optimization in detail. Section 4 presents test problems, performance indicators and algorithm settings used for the empirical studies. Section 5 provides the extensive experimental results and discussions.
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Finally, conclusions and future work are given in Section 6.
Background and Motivation
In this section, we first provide some basic knowledge about the R2 indicator. Then, we briefly introduce the general mechanism of RVEA [38] and R2-MOEAs [27] , which are directly related to the proposed TS-R2EA. Finally, 100 the motivation of this work is given.
R2 Indicator
The R2 indicator is designed on the basis of utility functions which map the candidate solutions from the objective space into utility space for performance assessment [27, 28] . Among various utility functions, the most widely used ones are the weighted sum (WS) [40] and the Tchebycheff (TCH) [30] utility function, both of which are well suited for solving bi-/three-objective optimization problems [36] . However, their performance deteriorates rapidly as the number of objectives increases [30] . As suggested in some recent studies [36] , an achievement scalarizing utility function (ASF) is more suitable for solving
MaOPs. Therefore, we decided to incorporate the ASF into the R2 indicator in this work:
where ⃗ a denotes a candidate solution, z * is the ideal point which minimizes all objective functions, and each ith component is defined as Given an approximation set A, a set of reference vectors V , and the utility function u, the unary R2 indicator can be calculated as follows:
After properly choosing the utility function as given in Eq. (2), we put the ASF formula into Eq. (3). Finally, we can calculate the R2 with respect to the candidate solution set A as follows:
Correspondingly, the contribution of a candidate solution ⃗ a ∈ A to the R2 indicator can be calculated as:
RVEA
The basic idea of RVEA [38] is to guide the search of an MOEA using a set of reference vectors by partitioning the objective space into a number of subspaces.
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In each generation of RVEA, at most one candidate solution can be selected in each subspace according to the selection criterion known as the angle penalized distance (AP D). To deal with scaled problems where the objective functions are not well normalized, RVEA adopts a reference vector adaptation strategy to dynamically adjust the distribution of the reference vectors, such that a uniform 115 distribution of the candidate solutions can be guaranteed. As reported in [38] , RVEA has a promising performance on a variety of MaOPs in comparison with some state-of-the-art MOEAs for many-objective optimization.
R2-MOEAs
Similar to RVEA, R2-MOEA first specifies a set of reference vectors that 120 uniformly spread over the objective space. In each generation of R2-MOEAs, a non-dominated sorting procedure is first applied to divide the combined population into several ranks. Candidate solutions in the first-rank front have the highest priority to be selected. The second-rank candidate solutions will be identified in the same manner from the remaining candidate solutions. The 125 procedure will continue until all the candidate solutions have been ranked. As a consequence, the candidate solutions in the last acceptable front are selected using R2 contributions as given in Eq. (5). It is worth noting that the number of candidate solutions to be selected in each generation is always equal to the number of reference vectors in R2-MOEAs, while in RVEA, due to the fact 130 that some subspaces can be empty, it is possible that the number of selected candidate solutions is smaller than the number of reference vectors.
Motivation for TS-R2EA
It has been widely reported that the R2 indicator can well balance convergence and diversity when solving bi-/three-objective MOPs [39] . However, as 135 presented in some recent work [36] , its performance substantially deteriorates when R2-MOEAs are applied to the optimization of MaOPs. In the proposed TS-R2EA, we are motivated to enhance the diversity management by taking advantage of the reference vector guided selection strategy adopted in the recently proposed RVEA [38] , such that a better balance between diversity and conver-140 gence can be achieved in the R2 indicator based evolutionary many-objective optimizer.
In order to have a clear understanding of selection strategies in traditional R2-MOEAs and the proposed TS-R2EA, we provide an illustrative example in Fig. 1 not only selects the candidate solutions in the first rank, namely {s1, s2, s3}, but also selects s6 according to the reference vector guided selection strategy.
Consequently, the two-stage selection strategy is able to strike a good balance between convergence and diversity. 
Framework of TS-R2EA
Essentially, the proposed TS-R2EA is still an elitist MOEA based on the R2
indicator. However, the main difference between TS-R2EA and MOMBI-II [36] lies in the fact that the reference vector guided secondary selection strategy is 160 adopted.
The main framework of the proposed TS-R2EA is presented in Algorithm 1
and Fig. 2 . Firstly, a number of N candidate solutions and reference vectors are Q gen+1 ← Reproduction (P gen )
5:
gen ← gen + 1 7: until Termination condition satisfied initialized in P 0 and V 0 respectively. In the main loop, the offspring population is first generated using genetic operators such as the simulated binary crossover
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(SBX) [41] and the polynomial mutation (PM) [42] . Then, the TS-R2EA selection strategy is used to select a new population for the next generation.
Specifically, the TS-R2EA selection consists of two components in Fig. 2 : P R2
and P RV , which are selected by adopting the R2 indicator based primary selection approach and the reference vector guided secondary selection method. In 170 the following subsections, each main component in TS-R2EA will be explained step-by-step. The initialization procedure of TS-R2EA involves two aspects: the initial parent population P 0 and a set of reference vectors V 0 . More specifically, P 0 175 is randomly sampled from the decision space via a uniform distribution. What follows is to generate a set of uniformly distributed reference vectors. To be specific, a set of uniformly distributed reference points is first generated on a normalized hyperplane using the canonical simplex lattice design method [43] . 
Initialization Procedure

TS-R2EA Selection Strategy
In principle, the offspring population Q gen+1 can be generated by any genetic operator. In this paper, we use the simulated binary crossover (SBX) [41] 190 and the polynomial mutation (PM) [42] . After the generation of the offspring population, it is combined with the parent population P gen to undergo the selection strategy as presented in Algorithm 2. R is the combined population which combines P gen and Q gen+1 . F R is the corresponding objective values of R. F R is translated into F R by subtracting the ideal point z * at Step 2 in
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Algorithm 2. Then, the two-stage selection procedure will be performed.
Firstly, in the R2 indicator based primary selection as illustrated from Step 3 to
Step 5 in Algorithm 2, the R2 contribution of each candidate solution is calculated using Algorithm 3, and as a consequence, candidate solutions with non-zero contributions are selected.
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Secondly, the objective space is partitioned into a number of subspaces using Algorithm 4. The remaining candidate solutions that have no contribution to the R2 indicator will further undergo the reference vector guided secondary selection as illustrated from Step 6 to Step 20 in Algorithm 2. More specifically, the angle penalized distance (AP D) [38] is used as the selection criterion here:
where m is the number of objectives, α is a user defined parameter to balance the convergence and diversity, β is the acute angle between the candidate solutions and the corresponding reference vector, gen and Gen are the current and maximal iterations respectively, γ is the smallest angle value between reference vector and the other reference vectors in the current iteration, ∥F S∥ denotes 205 the convergence criterion.
Consequently, the candidate solutions selected via the two-stage selection strategy, namely P R2 and P RV , are combined to be the parent population P gen+1 Algorithm 2 TS-R2EA Selection Procedure Input: The parent population P gen , the offspring population Q gen+1 ;
Output: The selected population P gen+1 ; 
if the size of S is more than one then 13: Calculate the acute angle β;
14:
Calculate the convergence criterion ∥F S∥;
15:
Calculate the AP D value using Eq. (6);
16:
/ * Solution with the minimum AP D value survives * / 17:
end 19: end 20: end 21 : /* Population combination */ 
/ * Obtain the minASF and its corresponding Index in the F R * / 7:
(minASF, Index) ← Find the minimum value of ASF and its Index;
/ * Calculate the R2 contribution of each individual * /
9:
Contr ← Add the minASF together as each individual R2 contribution; 
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Meanwhile, z * represents the minimal objective values calculated from P gen+1 .
Then, we adopt the reference vector adaptation method according to the ranges of the objective values at Step 24 and Step 25.
In the following, we will further detail the R2 contribution calculation procedure and the reference vector guided objective space partition approach adopted 215 in the primary and secondary selections respectively.
R2 indicator based primary selection
There are various potential choices of existing utility functions for the R2
indicator, e.g., the weighted sum, the weighted Tchebycheff functions or the hybridization of both. As for TS-R2EA, we choose the achievement scalarizing 
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Once the R2 contribution values of the candidate solutions are obtained using Algorithm 3, the primary selection method based on the R2 indicator from
Step 4 to Step 5 in Algorithm 2 can be operated. Consequently, the candidate solutions having non-zero R2 contribution values are selected and preserved in P R2 . In order to better understand the R2 indicator based primary selection scheme, we present an illustrative example. Given a set of reference vectors V = {λ1, λ2, λ3} and a set of candidate solutions S = {s1, ..., s6} in Fig. 1 , Table 1 summarizes the R2 indicator contribution values in terms of the achieve-ment scalarizing utility function. The best utility function values and the best R2 contribution values of the candidate solutions are in gray background in Table 1 . According to the R2 contribution values, to be specific, {s1, s2, s3}
will be selected by the primary selection strategy, whereas the remaining candidate solutions {s4, s5, s6} will be discarded. However, as will be presented in the following, since s6 is crucial to the population diversity, it will be further 250 preserved by the secondary selection.
Reference vector guided secondary selection
The candidate solutions with promising convergence are preserved by the R2
indicator based primary selection. However, how to maintain a good balance between convergence and diversity is crucial to the performance of the proposed 255 TS-R2EA. Therefore, it is expected that the secondary selection is capable of well managing the population diversity. As reported in [38] , the reference vector guided objective space partition is particularly useful for diversity management in many-objective optimization. 
Computational Complexity of the Proposed TS-R2EA
In this subsection, we analyze the computational complexity of the proposed TS-R2EA. The main computational cost results from the two-stage selection strategy apart from the variation operation. As shown in Algorithm 2, the twostage selection strategy consists of four main components: the objective value translation, the primary selection, the secondary selection and the reference 
Discussions
It should be noted that, although the proposed TS-R2EA is partially inspired 295 by MOMBI-II and RVEA, there are also some significant differences which can be summarized as follows.
As for TS-R2EA and MOMBI-II, both of them employ the R2 indicator to perform selection without adopting any Pareto dominance method. However, there are two major differences between the two algorithms. Firstly, TS-R2EA 300 adopts a reference vector guided secondary selection strategy to maintain the diversity while MOMBI-II only adopts the fast R2 ranking strategy for selection.
Secondly, to handle badly-scaled Pareto fronts, TS-R2EA adopts an adaptation strategy to normalize the reference vectors, while MOMBI-II adopts the normalization of the objective values using the historical information. For example,
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TS-R2EA preserves {s1, s2, s3, s6} while MOMBI-II only selects {s1, s2, s3} as shown in Fig. 1 , despite that s6 is crucial to the population diversity.
As for TS-R2EA and RVEA, both of them adopt a reference vector guided selection strategy for diversity management in the high-dimensional objective space. Nevertheless, TS-R2EA performs a two-stage selection strategy, where 310 the primary selection is based on the R2 indicator and the secondary selection is based on the reference vector guided strategy; by contrast, the selection strategy in RVEA is merely guided by reference vectors. To be specific, RVEA only selects {s1, s3, s6} according to the reference vector guided objective space partition strategy and the AP D metric as shown in Fig. 1 . However, the 315 candidate solution s2, which has an important contribution to the population convergence, will be discarded by RVEA.
In summary, our major motivation is to exploit the merits of both R2 indicator and reference vector guided selection approaches for balancing convergence and diversity in evolutionary many-objective optimization. In the next sec-320 tion, the performance of our proposed TS-R2EA will be assessed on a set of benchmark test problems in comparison with some other tailored algorithms for many-objective optimization.
Experimental Study
This section presents an experimental setup for investigating the perfor-325 mance of TS-R2EA. First, a set of benchmark test problems used in the experiments are given. Then, we introduce performance indicators to assess the convergence and diversity of these MOEAs. Finally, the experimental settings adopted in this study are provided. test suite, the total number of decision variables is given by n = m + k − 1. k is set to 5 for DTLZ1, 10 for DTLZ2 to DTLZ4. For the WFG test instance, as suggested in [45] , the number of decision variables is set as n = k + l, where
Benchmark Test Problems
is the number of position-related variables and l = 20 is the number of distance-related variables. 
MOEAs for Comparisons
In the experimental studies, we have selected four popular MOEAs for com- no additional parameter to be specified. For MOEA/D-PBI, the neighborhood size T is set to 20, and the penalty parameter θ in the penalty-based boundary intersection (PBI) approach is set as 5.0, as recommended in [13] . For RVEA and TS-R2EA, the index α used to control the rate of the convergence and diversity is set as α = 2.0 and the reference vectors are adaptively updated using 370 a parameter f r = 0.1, as recommended in [38] . For all the MOEAs, Gen is the maximal number of generations, which are summarized in Table 3 . The source code of MOMBI-II and DBEA is provided by the authors. MOEA/D-PBI and RVEA are implemented in the PlatEMO [46] . 
Performance Indicators
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To assess the performance of each algorithm, we consider the following two widely used performance indicators, namely, the modified inverted generational distance (IGD + ) [24, 25] and hypervolume (HV) [21] . Both of them can simultaneously assess the convergence quality and diversity quality of a given solution set.
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The IGD + is calculated with respect to a set of reference points sampled on the true Pareto front. In this work, the size of the reference set is the same as 
Experimental Results
In this section, the performance of TS-R2EA is assessed according to the tive space partition method. Finally, the parameter sensitivity analysis is also performed on a representative subset of the DTLZ and WFG test instances. has the ability to jump out of local PFs. The performance of TS-R2EA and RVEA is significantly better than the other three compared algorithms on all instances with 3 to 15 objectives as shown in Tables 4 and 5 . To be specific, RVEA is more suitable for coping with instances with 3-, 5-and 10-objective, whereas TS-R2EA has achieved the better performance on the 15-objective instance. DTLZ4 is designed to investigate an algorithm's ability to maintain the distribution of candidate solutions given that the PF is highly biased. According to the Tables 4 and 5 TS-R2EA is able to achieve a well converged and widely distributed approximation PF. MOMBI-II, DBEA and MOEA/D-PBI are only able to obtain some 440 parts of the true PF due to the biased distribution of the candidate solutions. Fig. 5 (e) shows that RVEA performs better than the traditional R2 indicator and decomposition based evolutionary algorithms. Nevertheless, the overall best optimizer is still the proposed TS-R2EA, especially in high-dimensional objective space as shown in Fig. 5 (a) . This is due to the fact that the two-stage 445 selection strategy in TS-R2EA is able to well balance convergence and diversity, which is particularly meaningful in high-dimensional objective spaces.
Performance Comparisons on DTLZ Test Suite
In order to validate the experimental results, the supplementary material gives the statistical results by the two-sided sign test at a significance level of 5% [47] . Similar to the observations obtained by adopting the Wilcoxon rank 450 sum test, TS-R2EA and RVEA also perform best on most of 20 comparisons and significantly outperform other compared algorithms on DTLZ1-DTLZ4.
Performance Comparisons on WFG Test Suite
WFG1 is introduced to test the ability of each algorithm to tackle flat bias and mixed structure of the PF. As shown in Table 6 , despite that TS-R2EA is Table 6 , the overall performance of TS-R2EA is better than RVEA and DBEA, while MOMBI-II has obtained the best HV values among the compared algorithms in most cases.
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The remaining six test problems have the same PF shape in the objective space while their characteristics are different in the decision variable space. More specifically, WFG4 is a multi-frontal optimization problem with a concave PF.
As shown by the statistical results in Table 6 , RVEA has obtained the best performance on instances with 3-and 5-objective, while DBEA has achieved 470 the best performance on instances with 8-and 10-objective. TS-R2EA achieves the competitive performance when the number of objectives is 15. As further observed in Fig. 6 , TS-R2EA can obtain well converged and widely spreading solution sets close to the true Pareto fronts on 15-objective WFG4 test instance.
Regarding WFG5, which introduces deceptive characteristic in decision vari-475 able space, TS-R2EA shows a competitive performance compared with the other algorithms, especially in high-dimensional objective space while RVEA has obtained best performance on instances with 3-and 5-objective as shown in Table   6 .
For WFG6, which is designed with nonseparable and reduced characteristics,
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TS-R2EA still achieves the competitive performance on 10-and 15-objective instances, whereas RVEA has achieved the better performance on instances with 3-and 5-objective as illustrated in Table 6 . DBEA has a competitive 
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Concerning the WFG8 test instance, which has a higher parameter dependency, MOMBI-II is the best optimizer as evidenced by Table 6 and Fig. 7 .
To be specific, MOMBI-II is able to converge to the true PF while TS-R2EA achieves the better distribution as illustrated in Fig. 7 As shown by the results in Table 6 , Fig. 6, Fig. 7 MOEA/D-PBI, take substantially more computational time. In summary, it can be concluded that RVEA is the most efficient among the compared algorithms while the computational complexity of TS-R2EA is also acceptable.
Assessment of Primary and Secondary Selections in TS-R2EA
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The TS-R2EA selection strategy consists of two selection stages: the R2 indicator based primary selection and the reference vector guided secondary selection. Therefore, P R2 and P RV will be preserved after employing the twostage selection mechanism. Furthermore, to assess the effectiveness of the two selection stages, the proportion of the candidate solutions selected via each of 525 them is recorded. Specifically, the proportion of the candidate solutions selected by the primary strategy is defined as P R2 /(P R2 + P RV ) while
is the proportion of the candidate solutions selected by the secondary selection method.
For the DTLZ test suite, the two-stage selection strategy plays a crucial role For the WFG test suite, the two-stage selection strategy also plays an im- about 85% and 15% respectively.
In Fig. 9 , it is interesting to see that the proposed two-stage selection s-560 trategy performs slightly different when solving the DTLZ and WFG problems. This is due to the fact that the objectives of the WFG problems are scaled to different ranges, which will frequently trigger the adaptation of candidate solutions selected by the reference vector guided secondary selection. By contrast, since the objectives of the DTLZ problems are normalized, the distribution of 565 the candidate solutions is relatively more stable. In order to examine this observation, we conduct an additional experiment by disabling the reference vector adaptation strategy in the secondary selection in TS-R2EA. Consequently, as shown in Fig. 10 , TS-R2EA shows stable performance as those in 9 (a) and (b). metric, we first remove the primary R2 indicator based selection. Then, the PBI approach with θ = 5.0, as recommended in [13] , is adopted instead of the AP D metric as the evaluation indicator in the secondary selection.
3. TS-R2EA-v3 : In this variant, only the R2 indicator based primary selection is adopted, while the reference vector guided secondary selection is 585 removed. The major purpose of this variant is to assess the effectiveness of reference vector guided objective space partition selection strategy.
As demonstrated by the experimental results in Table 7 , compared with the three variants, TS-R2EA shows similar performance on the 10-and 15-objective DTLZ test instances, and significantly better performance on the 590 high-dimensional WFG test instances. To be specific, as for TS-R2EA-v1 which adopts the constant parameter rather than the adaptive AP D utility function, it shows poor performance on WFG4 to WFG9; as for TS-R2EA-v2 which only adopts reference vector guided selection strategy based on the PBI decomposition method, it fails to achieve a good balance between convergence and diversity 595 for most of test instances. In addition, the effectiveness of the reference vector guided secondary selection strategy is also verified, as TS-R2EA performs better than, worse than and similar to TS-R2EA-v3 on 17, 1 and 8 out of 26
comparisons. Therefore, in summary, both stages in the selection strategy play an essential and effective role for the proposed TS-R2EA to achieve a balanced convergence and diversity for high-dimensional many-objective optimization. We first perform the sensitivity analysis of parameter f r . In the light of Fig. 11 (a) and (b) , the frequently used reference vector adaptation strategy, such as given by f r = 0.01 or f r = 0.05, will lead to a slight deterioration of TS-R2EA in terms of IGD + values on the DTLZ1 and DTLZ3 test instances.
Parameter Sensitivity Analysis
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As shown in Fig. 11 (c) and (d), different combinations can lead to different characteristics on distinct test instances. To be specific, f r = 0.01 is suitable for the WFG4 instance while the proper f r for solving the WFG8 problem is 0.1. In addition, f r = 0.5 is unsuitable for the WFG4 and WFG8 test instances. Based on these observations, we suggest that a medium value of f r should be adopted
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(e.g. f r = 0.1). Secondly, it turns out that different α shows the different performance in Fig. 11 . Furthermore, it can be seen that α = 5 and α = 7 are not suitable for the DTLZ1 instance as illustrated in Fig. 11 (a) . In addition, as indicated by Fig. 11 (c) , the relatively larger α, such as α = 7 and α = 9, obtain the higher IGD + values. α = 1 and α = 3 show the similar performance 625 on the respective DTLZ and WFG test suites. In general, it is better to choose f r = 0.1, and α between 1 and 3.
Conclusion
This paper has proposed an enhanced R2 indicator based evolutionary algorithm, namely, TS-R2EA, for many-objective optimization. The algorithm 630 adopts a two-stage selection strategy which combines the R2 indicator based primary selection and the reference vector guided secondary selection, where the motivation is to take advantages of both selection stages. In the proposed TS-R2EA, inspired by [38] , a reference vector adaptation strategy has been adopted to deal with badly-scaled problems; and the convergence and diversity In the future, we would like to further investigate how to modify the proposed TS-R2EA algorithm to cope with constrained [48] , or large-scale many-objective optimization problems [49] . 
