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Abstract
In this paper we prove two sufficient conditions for an analytic function f to be an extreme point
of the set of functions subordinate to a given convex mapping F when the image of the unit disk
under F is a convex domain other than a half-plane, a strip or an infinite wedge.
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1. Introduction
Let ∆ = {z: |z| < 1} and let D denote a convex domain which contains 0 and is not
the whole plane. Suppose F is analytic on ∆ and F maps ∆ one-to-one onto the con-
vex domain D. We let ED denote the set of extreme points of D. Let s(F ) denote the
set of functions f that are subordinate to F in ∆. Recall that f is subordinate to F
iff f = F ◦ φ where φ is analytic in ∆, φ(∆) ⊂ ∆ and φ(0) = 0. This is equivalent to
f (∆)⊂D and f (0)= 0. When D is not a half plane, F ∈Hp for all p > 1 [3, p. 126]. It
is also known that if f ∈ s(F ) with F ∈Hp then f ∈Hp. We let f (θ) denote the radial
limit limr→1− f (reiθ ) which exist for almost every θ . Let Es(F ) denote the set of extreme
points of s(F ). Out of all convex domains D in /C only the half plane, the strip, the infi-
nite wedge and the domains with smooth boundary and piecewise positive curvature have
yielded to researchers trying to determine Es(F ). When D is a strip or an infinite wedge
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characterization of Es(F ) as the set of F(xz) for all x ∈ ∂∆ when D is a half plane can be
found in [3]. In addition, the set Es(F ) has been determined for domains D with smooth
boundary and piecewise positive curvature [1,5]. We also note that in [6] K.T. Hallenbeck
proved the necessary condition that if D is a convex polygon and f ∈ Es(F ) then ∂D must
be contained in the closure of the set of radial limits {f (θ)}.
Abu-Muhanna and MacGregor conjectured in [1] that if D = F(∆) is a convex polygon
and f ∈ Es(F ) then f (θ) ∈ ∂D for almost all θ on ∂∆. This conjecture was proven false
when J. Gevirtz [2] published two examples of extreme points that did not satisfy this
condition. His examples were given not just for a convex polygon, but in a more general
setting, where F(∆) is a convex set whose boundary contains at least three extreme points.
While the extreme point f in the first example has its boundary value f (θ) in D for a set
of positive measure on ∂∆, the second extreme point f constructed in [2] has all of its
boundary values in D. We use elements of this last construction to prove two sufficient
conditions for f ∈ Es(F ) in Theorems 2.1 and 2.2 to follow.
2. Main results
Lemma 2.1. Let D ⊂ /C be a domain, G a compact family of functions analytic in D and
{ζn} a sequence of points from D convergent to a point ζ ∈ D. Let  > 0 be given. If
K ⊂D is compact then there exists a natural number m such that for all f ∈ G, f (ζj )= 0
for j m implies |f (z)|<  for all z ∈K .
Proof. Suppose not. Then there exists a sequence {fn} of functions from G and a sequence
of points {pn} from K so that fn(ζj ) = 0 for j  n and |fn(pn)|  . The compactness
of G and of K implies the existence of a function f ∈ G and a point p ∈ K such that
f (ζj )= 0 for all j and |f (p)| . The former implies f ≡ 0 by the identity principle and
so we have a contradiction. ✷
Lemma 2.2. Let D,G, {ζn}, and ζ be as in Lemma 1. Let  > 0 be given. If K ⊂ D is
compact then there exists a natural number m and there exists ρ > 0 such that for all
f ∈ G, whenever |f (zj )| < ρ for some zj satisfying |ζj − zj | < ρ, for j  m, we have
|f (z)|<  for all z ∈K .
Proof. Suppose not. Then for any natural number m and any positive ρ, say ρ = 1/n,
there is a function fn ∈ G such that |fn(zj )|< 1/n for some zj , |zj − ζj |< 1/n, for j m
and |fn(pn)|  for some pn ∈K . It follows from the compactness of G and K that there
exists a function f ∈ G such that f (ζj ) = 0 for j  m and |f (p)|   for some p ∈ K .
Since m is an arbitrary natural number, this contradicts Lemma 1. ✷
Lemma 2.3. Let D be a convex domain and let e ∈ ED. Suppose w1, and w2 ∈ D. Let
w = (w1 + w2)/2. For each  > 0 there exists δ > 0 such that |wj − e| < , j = 1,2,
whenever |w− e|< δ.
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the disc centered at e with radius /3. Since D is convex and e ∈ ED, it follows that
N(e, /3)∩D is contained in a half disc C ⊂ N(e, /3) with radius /3 and such that e
is the only point of D that lies on the diameter of C. Let L1 and L2 be the two radii of
N(e, /3) that constitute a part of the boundary ∂C of C, and let C0 = ∂C\(L1∪L2). Note
that, since D ⊂N(e, /3) we have ∂D ∩C0 = φ. Let P1 and P2 be two points in ∂D ∩C0
that are the closest to L1 and L2, respectively, and let L be the line segment P1P2. Note
e /∈L since e ∈ ED. Choose δ > 0, sufficiently small, so that δ < /3 and N(e, δ)∩L= φ.
Let DL be the component of N(e, /3)∩D\L that contains e. Suppose w1,w2 ∈D, w =
(w1 +w2)/2 and |w − e|< δ. Then both w1 and w2 cannot lie outside DL. Without loss
of generality assume that w1 ∈ DL. It follows that |w − w1|  diamDL < 23 . Hence,
|w−w2| = |w−w1|< 23 . Finally, we conclude that
|wj − e| |wj −w| + |w− e|< 23 + δ <
2
3
 + 
3
= 
for j = 1,2. ✷
Theorem 2.1. Let D be a convex domain, other than a half-plane, a strip or an infinite
wedge. Suppose F :∆→ D is a univalent function mapping ∆ onto D, f ∈ s(F ) and
e ∈ ED. If there exist an open arc L⊂ ∂∆ and a sequence {θn} of points on L, convergent
to some α ∈ L, such that f (θ) ∈ ∂D for almost all θ on L and f (θn) = e for all n, then
f ∈ Es(F ).
Proof. Note that if D is bounded it has at least two extreme points other than e. In the case
when D is unbounded we let ∞ play the role of an extreme point. We choose two extreme
points e1, e2, other than e, such that e1, e, e2 occur in this order while the boundary of D
is traced in the positive direction. Let S = {z ∈ /C: −1 < Re z < 1}. We add two points
+i∞ and −i∞ to ∂S, and let β be the conformal mapping of D onto S under which e1
corresponds to −i∞, e2 to +i∞, and e to 1. Suppose that f = 12g1+ 12g2 for some g1, g2 ∈
s(F ). Let C1 and C2 be the two components of ∂D\{e1, e2}. Since D is convex, for any
θ ∈ L for which f (θ), g1(θ), g2(θ) exist, if f (θ) ∈Cj then g1(θ), g2(θ) ∈Cj , j = 1,2. It
follows that
Reβ(gj (θ))= Reβ(f (θ)) (1)
almost everywhere on L, j = 1,2.
Note that the radial limits gj (θ), j = 1,2, and f (θ) exist almost everywhere on ∂∆
since F ∈Hp for all p > 1 [3, p. 126]. We next put
Pn(z)= 12π
∫ [
eiθ + z
eiθ − z
]
Re{β(f (θ))− β(gn(θ))}dθ∂∆\L
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open subarc of L that in turn contains α and θj for all j , n= 1,2. Furthermore, it follows
from (1) above that
Pn(z)= 12π
∫
∂∆
[
eiθ + z
eiθ − z
]
Re{β(f (θ))− β(gn(θ))}dθ
n= 1,2 and hence we have
Pn(z)= β(f (z))− β(gn(z))+ iC
where C is real. Since
Pn(0)= 12π
2π∫
0
Re(β(f (θ))) dθ − 1
2π
2π∫
0
Re(β(gn(θ))) dθ
= Re(β(f (0)))−Re(β(gn(0)))= Re(β(F (0)))−Re(β(f (0)))= 0,
we have C = 0 for n= 1,2.
The assertion of the theorem will follow from Lemma 2 applied to P1 and P2. We now
prepare for that application. Let ∆¯k = {z ∈∆: |z| 1 − 1/k} for each natural number k.
It follows from Lemma 2 that there exist a natural number m and a positive number ρ
such that if |Pn(zj )|< ρ for some zj , |zj − θj |< ρ, for J m then |Pn(z)|< 1/k for all
z ∈ ∆¯k , k = 1,2, . . . . Since β is continuous in a neighborhood of e, there exists  > 0 such
that
|β(w)− 1|< ρ
2
(2)
whenever |w − e| < , w ∈ D. Let δ be associated with  as in Lemma 3. Since
f (θj ) = limr→1− f (reiθj ) for all j , we can choose zj , |θj − zj | < ρ, j = 1,2, . . . ,m,
so that |f (zj )− f (θj )| = |f (zj )− e| < δ. Lemma 3 now implies that |gn(zj )− e|< ,
n= 1,2, . . . ,m. It follows from (2) that |β(f (zj ))− 1|< ρ/2 and |β(gn/(zj ))− 1|< ρ/2
for j = 1,2, . . . ,m, n = 1,2. Therefore, |β(f (zj )) − β(gn(zj ))| < ρ, j = 1,2, . . . ,m,
n= 1,2. Since β(f (z))− β(gn(z))= Pn(z), n= 1,2, it follows from Lemma 2 that
|β(f (z))− β(gn(z))|< 1
k
for all z ∈ ∆¯k, n= 1,2, k = 1,2, . . . .
This implies that, β(f (z))= β(gn(z)) for all z ∈∆, n= 1,2, and, consequently, f = g1 =
g2. We conclude that f ∈ Es(F ). ✷
Remarks. Under the assumptions of the previous theorem, whenever L = ∂∆ and f (θ) /∈
∂D for θ ∈ ∂∆\L, f is an extreme point of s(F ) which is not a composition of F with
an inner function. The first example of such an extreme point was provided by J. Gevirtz
in [2]. In his example the extreme point f is continuous in a neighborhood of each θn such
that f (θn) = e and limn→∞ θn = α. This disproved the conjecture by Abu-Muhanna and
MacGregor [1] that every extreme point of s(F ) must be a composition of F with an inner
function whenever F(∆) is a convex polygon. The example of Gevirtz [2] shows that it is
not necessary for f (θ) to lie on ∂F (∆), for almost all θ , to be an extreme point of s(F )
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that if f ∈ Es(F ) then ∂F (∆) must be contained in the closure of the set of radial limits
of f [6].
In Theorem 2.2 to follow, we use elements of the second construction found in [2] to
prove a second sufficient condition for f ∈ Es(F ). First we need two additional lemmas.
Lemma 2.4. Let D be a convex domain, and let f,g1, g2 :∆→D be analytic and such that
f = (g1 + g2)/2. For every positive  there is a positive δ such that if dist(f (θ), ∂D) δ
then dist(gn(θ), ∂D)  for almost θ on ∂∆, n= 1,2.
Proof. Suppose θ ∈ ∂∆ is an arbitrary point such that f (θ), g1(θ), and g2(θ) exist, and
suppose P is a point on ∂D such that dist(f (θ), ∂D)= dist(f (θ),P ). Let LP be the line
containing P such that D is contained in one of the half-planes that LP divides /C into. Let
L′P be the line, parallel to LP and such that dist(LP ,L′P )= 2 dist(f (θ),P ), L′P ∩D = φ.
Let TP be the strip whose boundary is LP ∪ L′P . Note that by assumption, g1(θ), g2(θ)
∈ D. Notice that if a point Q lies on TP then dist(Q,∂D)  2 dist(f (θ),P ). To see
this, let QL be the perpendicular projection of Q onto LP , and consider the line segment
QQL. Since D is convex, and therefore contained in the half-plane whose boundary is LP ,
it follows that ∂D ∩QQL = φ. Hence, dist(Q,∂D)  2 dist(f (θ),P ). It follows that if
dist(g1(θ), ∂D) > 2 dist(f (θ), ∂D) then g1(θ) ∈D\TP . Since f (θ)= (g1(θ)+ g2(θ))/2,
we have g2(θ) ∈ /C\(TP ∪D). In particular, g2(θ) /∈ D which is a contradiction. Hence,
dist(g1(θ), ∂D) 2 dist(f (θ), ∂D). Similarly, dist(g2(θ), ∂D) 2 dist(f (θ), ∂D). There-
fore to complete the proof it suffices to set δ = 12. ✷
Lemma 2.5. Let D be a convex domain, other than a half-plane, 0 ∈D, and let F :∆→D
be a univalent function onto D satisfying F(0) = 0. Suppose f,g1, g2 ∈ s(F ) and f =
(g1 + g2)/2, and let β be the conformal mapping of D onto the strip T = {z ∈K: −1 <
Re z < 1}, under which two extreme points of D, e1, and e2, correspond, respectively, to
−i∞ and i∞, two added boundary points of T . Let G be an open subset of ∂∆. For
every positive number λ there exists a positive δ such that if dist(f (θ), ∂D)  δ almost
everywhere on G then
∫
G |Reβ(f (θ))−Reβ(gn(θ))|dθ  λ, n= 1,2.
Proof. Let R > 0 be fixed but arbitrary, and let CR = {z ∈ /C: |z|<R}. Put GR = {θ ∈G:
f (θ), g1(θ), g2(θ) ∈ β−1(T ∩CR)}. Let λ > 0. It follows from Lemma 4 that given  > 0
there exists δ > 0 such that dist(gn(θ), ∂D) <  whenever dist(f (θ), ∂D) < δ. In addition,
it follows from the proof of Lemma 4 that if β is as defined earlier (with β(e1) and β(e2) as
before) and if ∂1 denotes the clockwise portion of ∂D from e1 to e2 then dist(gn(θ), ∂1) < 
n = 1,2 whenever dist(f (θ), ∂1) < δ. Similarly, if ∂2 denotes the clockwise portion of
∂D from e2 to e1 then dist(gn(θ), ∂2) < , n = 1,2 whenever dist(f (θ), ∂2) < δ. Hence,
continuity of β implies that β(f (θ)) and β(gn(θ)) n= 1,2 lie in the same strip: either{
z: −1< Re z <−1+ λ
}
or
{
z: 1− λ < Re z < 1
}
.4π 4π
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|Reβ(f (θ))−Reβ(gn(θ))| λ4π (3)
almost everywhere on GR , n= 1,2. Notice that G\GR is the union of the following sets:
U0 = {θ ∈G: f (θ) /∈ β−1(T ∩CR)},
U1 = {θ ∈G: g1(θ) /∈ β−1(T ∩CR)},
U2 = {θ ∈G: g2(θ) /∈ β−1(T ∩CR)}.
We next prove that there is a common bound on the measure of these sets. To this end, let h
be an arbitrary function from s(F ) and let U = {θ ∈G: h(θ) /∈ β−1(T ∩CR)}. First notice
that
2π∫
0
|β(h(θ))|dθ 
∫
U
|β(h(θ))|dθ Rm(U), (4)
where m(U) denotes the measure of U . On the other hand,
2π∫
0
|β(h(θ))|dθ 
2π∫
0
|β(h(θ))− β(0)|dθ + 2π |β(0)|. (5)
Put β0(z) = β(h(z)) − β(0) and notice that β0(0) = 0 and |Reβ0(z)|  2. Furthermore
β0 ∈Hp for all p > 1 [5, p. 126] so β0(θ) ∈L2. Hölder’s inequality gives( 2π∫
0
|β0(θ)|dθ
)2
 2π
2π∫
0
|β0(θ)|2 dθ = 2π(‖β0‖2)2. (6)
Since β0(z) ∈H 2 and β0(0)= 0, we have, for z ∈∆,
β0(z)= 12π
2π∫
0
Re(β0(θ))
eiθ + z
eiθ − z dθ =
∞∑
n=1
Anz
n,
where
An = 2
[
1
2π
2π∫
0
Reβ0(θ) cosnθ dθ − i2π
2π∫
0
Reβ0(θ) sinnθ dθ
]
.
By virtue of Bessel’s inequality,
(‖β0‖2)2 =
∞∑
n=1
|An|2  1
π
2π∫
(Reβ0(θ))2 dθ = 2(‖Reβ0‖2)2.0
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√
2‖Reβ0‖2 and the latter, together with (5) and (6), implies
2π∫
0
|β(h(θ))|dθ √2π√2‖Reβ0‖2 + 2π |β(0)| 4√π + 2π |β(0)|. (7)
Therefore, (4) and (7) imply that
m(U) 1
R
(4
√
π + 2π |β(0)|). (8)
We now choose R to be sufficiently large so that
4
√
π + 2π |β(0)|
R
 λ
12
(9)
and assume that dist(f (θ), ∂D)  δ almost everywhere on G. It follows from (3), (8),
and (9) that∫
G
|Reβ(f (θ))−Reβ(gn(θ))|dθ 
∫
GR
|Reβ(f (θ))−Reβ(gn(θ))|dθ
+
3∑
k=1
∫
UK
|Reβ(f (θ))−Reβ(gn(θ))|dθ  2π λ4π + 3
(
λ
12
· 2
)
= λ
which completes the proof. ✷
Remark. The inequality |β0‖2 
√
2‖Reβ0‖2 is probably known but we included a proof
for the sake of completeness.
Theorem 2.2. Let D be a convex domain, other than a half-plane, a strip or an infinite
wedge, F : ∆→ D a univalent function onto D, f ∈ s(F ), e ∈ ED. If there exists a se-
quence {θj } on ∂∆ such that for each natural number m there is an open subset Gm of ∂∆,
containing {θj }, so that dist(f (θ), ∂D) < 1/m almost everywhere on Gm and f (θj ) = e
for all j , then f ∈Es(F ).
Proof. Since we can assume that {θj } is convergent by choosing a subsequence if neces-
sary, we may choose Gm so that m(Gm) < 1/m for m = 1,2, . . . . Additionally we may
assume 0 ∈D and F(0)= 0. Let ∆¯k = {z ∈∆: |z| 1 − 1/k}, k = 2,3, . . . and let β be
the conformal mapping of D onto T = {z ∈ /C: −1 < Re z < 1}, under which e1, e, and e2
correspond, respectively to −i∞, 1, and i∞, as in the proof of Theorem 2.1, where e1,
e, and e2 occur in this order while ∂D is traversed in the positive direction, e1, e2 ∈ ED.
Suppose f = 12g1 + 12g2, g1, g2 ∈ s(F ). Let k be a fixed natural number other than 1. Put
 = 1/k and suppose K = ∆¯k . Let M and ρ be the numbers associated with the sequence
{θj } in Lemma 2.2. Since β is continuous at e, there exists a positive number δ such that
for each w ∈D, |β(w)− 1|< ρ/4 whenever |w − e|< δ. Since f (θj )= e, j = 1,2, . . . ,
we can choose a point zj ∈∆ such that |zj − θj |< ρ and |f (zj )− e|< δ/3, j = 1, . . . ,m.
By virtue of Lemma 2.3 (and its proof) |gn(zj )− e|< δ, j = 1,2, . . . ,M , n= 1,2. Hence
|β(f (zj ))− β(gn(zj ))| |β(f (zj ))− 1| + |β(gn(zj ))− 1|< ρ , (10)2
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A= max
1jM
θ∈∂∆
∣∣∣∣eiθ + zjeiθ − zj
∣∣∣∣,
put λ = ρ/A in Lemma 2.5 and let m(k) be a natural number large enough so that
1/m(k) δ, where δ > 0 is the number corresponding to λ in Lemma 2.5. Then, by
Lemma 2.5,
1
2π
∣∣∣∣
∫
Gm(k)
Re[β(f (θ))− β(gn(θ))]e
iθ + z
eiθ − z dθ
∣∣∣∣
 A
2π
∫
Gm(k)
|Re[β(f (θ))− β(gn(θ))]|dθ < ρ2π <
ρ
2
, (11)
n= 1,2, j = 1,2, . . . ,M . Define, for n= 1,2,
Pn(z)= 12π
∫
∂∆\Gm(k)
Re[β(f (θ))− β(gn(θ))]e
iθ + 2
eiθ − z dθ.
Notice that Qn is analytic in a domain containing ∆ and {θj }. Recall that M,ρ and the
sequence z1, z2, . . . , zm are associated with {θj } in Lemma 2.2. Furthermore,
Pn(zj )= 12π
∫
∂∆
Re[β(f (θ))− β(gn(θ))]e
iθ + zj
eiθ − zj dθ
− 1
2π
∫
Gm(k)
Re[β(f (θ))− β(gn(θ))]e
iθ + zj
eiθ − zj dθ
= β(f (zj ))− β(gn(zj ))
− 1
2π
∫
Gm(k)
Re[β(f (θ))− β(gn(θ))]e
iθ + zj
eiθ − zj dθ, (12)
j = 1, . . . ,M , n= 1,2.
It follows from (10) and (11) that |Pn(zj )|< ρ for j = 1, . . . ,M , n= 1,2, and hence,
Lemma 2.2 implies that |Pn(z)|< 1/k on ∆¯k , n= 1,2, k = 1,2, . . . . Since k was arbitrary
and m(Gm(k))→ 0 as k →∞, it follows that β(f (z)) − β(gn(z)) = 0 on ∆, n = 1,2.
Hence f = g1 = g2 and so f ∈ Es(F ). ✷
Remark. The two constructions found in [2] show that the class of functions satisfying the
assumptions of Theorems 2.1 and 2.2 is not vacuous.
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