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Abstract 
A general multicornponent reactive transport model (MINBP) for variably-saturated p e  
rous media was developed. The model includes a simulator for geochemical batch prob- 
lems as well as a vatiably-saturated flow module, and it solves the coupled reactive 
transport equations. The governing equations are discretized using a locally mass con- 
servative finite volume method and linearized by a global implicit solution technique. 
Advective-diffusive transport of dissolved species and diffusive gas transport are included. 
The model is based on a partial equilibrium formulation. Reaction processes included 
are aqueous complexat ion, oxidation-reduct ion, ion-exchange, gas dissolut ion-exsolut ion 
and minerai dissolution-precipitation reactions. General rate expressions for kineticaily- 
controlled intra-aqueous and dissolution-precipitat ion reactions were developed and allow 
the consideration of a large number of rate expressions reported in the literature. Al1 re- 
action and rate parameters can be specified Çom a database, which allows utilization 
of the model for a wide range of reactive transport scenarios involving inorganic and 
organic chemicals. Several numerical techniques have been implemented and tailored 
towards reactive t r a p o r t  applications to increase the efficiency and robustness of the 
model. Verification examples involving the generation of acid mine drainage, reactive 
transport affected by ion exchange reactions and the mining of copper fiom a five-spot 
weii pattern by acid leaching were conducted to prove the functionality and versatility of 
the model. Batch and one-dimensional simulations were conducted to demonstrate the 
model's capabilities for the investigation of the generation and fate of acid mine drainage. 
A ha1 set of simulations demonstrates the versatility of the model as an analysis tool 
for the investigation of field data. The remediation of groundwater contaminated by hex- 
avalent chromium and chlorinated organic chemicals by a reactive barrier composed of 
zero-valent iron is sirnulated and the results are compared to field observations. One and 
two-dimensional simulations were conducted to semi-quantitatively describe the processes 
defined in the conceptual model and to assess the possible &wt of preferential %ow and 
secondary mineral formation and on the treatment quality. 
Acknowledgement s 
I would Iike to thank my supervisor Dr. Emil Frind for his continuous support throughout 
this research. 1 would also like to thank the members of my advisory cornmittee Dr. R. 
B. Simpson, Dr. E. -4. Sudicky and Dr. J. F. Sykes for their advice, and especially 
Dr. D. W. Blowes for his support and helphl comments regarding the geochemical 
aspects of my thesis. 1 am also grateful to Joel VanderKwaak for providing the iterative 
m a t h  solver, which constitutes an important part of the model developed during this 
research. Furthermore, 1 would like to thank André Unger for sharing his insight into 
spatial discretization of PDE's using the finite volume method and for providing the 
subroutines for calcdating influence coefficients for diEuive-dispersive transport. 1 would 
like to thank Dr. P. C. Lichtner for providing the data that contributed significantly to 
the verifkation of the present model. 1 am also grateful to my external examiner Dr. 
C. 1. Steefel and to my examinera Dr. P. A. Forsyth and Dr. W. C. Lennox for their 
critical comments. Thanks &O to the ModeUing- and GRIMEGroups at the University 
of Waterloo for their support. In particuiar 1 would like to t h d  Jeff Bah for introducing 
me to field-work and for dealing with my geochemical questions. The technical support 
provided by John Molson and Rob McLaren is much appreciated. 1 wodd like to express 
special thanks to Kerry MacQuarrie and Shawn Berner for many helpful discussions and 
suggestions during the course of thia research. 
Financial support for this research waa provided by a scholarship £rom the Government 
of Canada Awards program, which proved to be essential for the completion of this 
work. Additional hancial support was provided by an NSERC (Natural Sciences and 
Engineering Research Council of Canada) operating grant awarded to Dr. Emil Frind and 
by the Waterloo Centre for Groundwater Research (WCGR, now CresTech) . Funding for 
the modeiling study of the treatment of contaminateci groundwater by a reactive barrier 
was provided by the US Environmental Protection Agency (Robert S. Kerr Lab). 
1 would like to thank my friends for spending time with me during my extended stay 
at the University of Waterloo. Thanks to everybody who contributed to replace my stolen 
bike. This allowed me to continue riding and to stay in shape. Special thanks to Jos, 
Lavinia, Kelly, Ruth, Sebastian, Mario, Kristin, Steve, Julie, Antonia, Pascale, Sonia, 
Martin, Che, Cheryl, Cory, Jean and Mary for their companionship during various social, 
sports and leisure activities. 1 &O would like to thank Oldsmobile for building great cars 
back in the early 1980's, and providing efficient transportation throughout most of this 
study and minimizing my down-time. 
1 would like to express special thanks to my parents, who supported and encouraged 
me in pursuing my career throughout my studies in Germany and in Canada and who 
kept me up teda te  with occurrences in Germany. 
Foremost, 1 would like to thank Connie for her Iove, support and patience during hard 
times and for sharing the good times with me. It was her love and care which kept me 
on track during the completion of this work. I also would like to thank her for critically 
reading my thesis and for attempting to introduce me to the intricacies of the English 
language. 
Contents 
Abstract iv  
Acknowledgements v 
List of Tables xi 
List of Figures xvi 
Notation xx 
1 Introduction 1 
1.1 Previous Mode1 Developments . . . . . . . . . . . . . . . . . . . . . . . . . 2 
1.2 Objectives and Scope . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3 
1.3 Organization of Thesis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4 
2 Conceptual Fkamework and Solution Approaches 7 
2.1 P hysical Transport and Geochemical Reaction Processes . . . . . . . . . . 8 
2.2 Concept ualization of PhysiccA2hernical System . . . . . . . . . . . . . . . 10 
2.3 hindamental Equations and Modelling Terminology . . . . . . . . . . . . 12 
2.4 Temporal and Spatial Scalea . . . . . . . . . . . . . . . . . . . . . . . . . . 18 
2.4.1 Characteristic Time Scales . . . . . . . . . . . . . . . . . . . . . . 19 
2.4.2 Temporal and Spatial Discretization . . . . . . . . . . . . . . . . . 21 
. . . . . . . . . . . . . . . .  2.4.3 The Local Equiiibrium Approximation 22 
. . . . . .  2.4.4 Moving Dissolution Boundaries and Quasi-Steady State 23 
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  2.5 Solut ion Approaches 26 
. . . . . . . . . . . . . . .  2.5.1 Continuum and Mixing-Ce11 Approaches 27 
2.5.2 Equilibrium, Fully Kinet ic and Partial Eqdibriurn Formulations . 28 
. . . . . . . . . . . . . . . . . . . . . . . . . .  2.5.3 Coupling Techniques 30 
. . . . . . . .  2.5.4 Advantages and Disadvantages of Coupling Methods 32 
3 Theoretical Development 37 
. . . . . . . . . . . . . . . . . . . . . . . . . . . .  3.1 Simplifying Assumptions 37 
. . . . . . . . . . . . . . . . . . . . . . . . . . . .  3.2 Variably-Saturated Flow $9 
. . . . . . . . . . . . . . . . . . . . .  3.3 Multicornponent Reactive 'ikansport 41 
. . . . . . . . . . . . . . . . . . . . . . . . . . . . .  3.4 Geochemical Reactions 46 
. . . . . . . . . . . . . . . . . . . . . . . . . . . .  3.4.1 Master Variables 46 
. . . . . . . . . . . . . . . . . . . . . . . . . .  3.4.2 Activity Corrections 48 
. . . . . . . . . .  3.4.3 Aqueous Complexation and Oxidation-Reduction 49 
. . . . . . . . . . . . . . . . . . . . . .  3.4.4 Gas Dissolution-Exsolution 57 
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  3.1.5 Ion Exchange 58 
. . . . . . . . . . . . . . . . . . .  3.4.6 Mineral Dissolution-Precipitation 64 
4 Numerical Methods 85 
. . . . . . . . . . . . . . . . . . . . .  4.1 Spatial and Temporal Discretization 85 
. . . . . . . . . . . . . . . . . . . . . . . .  4.1.1 Variably-Saturated Flow 86 
. . . . . . . . . . . . . . . . . . . . . . . . . . .  4.1.2 Reactive Transport 87 
. . . . . . . . . . . . . . . . . . . . . . . . . . .  4.2 Mass Balance Calculations 91 
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  4.3 Solution Method 95 
. . . . . . . . . . . . .  4.4 Compressed Data Structure for Reaction Matrices 99 
viii 
. . . . . . . . . . . . . . . . . . . . . .  4.5 Treatment of Finite Mineral Phases 100 
. . . . . . . .  4.6 Adaptive Time Stepping and Update Modincation Schemes 101 
. . . . . . . . . . . . . . . . . . . . . . . . . .  4.7 Spatial Weighting Schemes 105 
. . . . . . . . . . . . . . . . . . . . . . . .  4.7.1 Variably-Saturated Flow 105 
. . . . . . . . . . . . . . . . . . . . . . . . . . .  4.7.2 Reactive Ttansport 105 
. . . . . . . . . . . . . . . . . . . . . . . . . .  4.8 Activity Update Techniques 107 
. . . . . . . . . . . . . . . . . . . . . . .  4.9 Choice of Redox Master Variable 108 
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  4.10 Test Problem 111 
. . . . . . . . . . . . . . . . . . . . . .  4.10.1 Mass Balance Calcuiations 117 
. . . .  4.10.2 Adaptive Time Stepping and Update Modification Schemes 119 
. . . . . . . . . . . . . . . . . . . . . .  4.10.3 Spatial Weighting Schemes 125 
. . . . . . . . . . . . . . . . . . . . . .  4.10.4 Activity Update Techniques 127 
. . . . . . . . . . . . . . . . . . .  4.10.5 Choice of Redox Master Variable 128 
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  4.11 Summary of Results 130 
5 Mode1 Verification 133 
. . . . . . . . . . . . . . . . .  5.1 Verification of Flow and Ransport Modules 134 
. . . . . . . . . . . . . . . . . . . . . . . . . . .  5.2 Cornparison with PYROX 134 
. . . . . . . . . . . . . . . . . . . . . . . . . . .  5.2.1 Problem Definition 135 
. . . . . . . . . . . . . . . . . . . . . . . . .  5.2.2 Evduation of Results 137 
. . . . . . . . . . . . . . . . .  5.2.3 Numerical Sett ings and Performance 139 
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  5.3 Ion Exchange 140 
. . . . . . . . . . . . . . . . . . . . . . . . . . .  5.3.1 Problem Definition 140 
. . . . . . . . . . . . . . . . . . . . . . . . .  5.3.2 Evaluation of Results 141 
. . . . . . . . . . . . . . . . .  5.3.3 Numerical Settings and Performance 144 
. . . . . . . . . . . . . . . . . .  5.4 Benchmark Problem: Acid Mine Drainage 144 
. . . . . . . . . . . . . . . . . . . . . . . . . . .  5.4.1 Problem Definition 145 
. . . . . . . . . . . . . . . . . . . . . . . . .  5.4.2 EvaluationofIiesults 149 
. . . . . . . . . . . . . . . . .  5.4.3 Numerical Settings and Performance 155 
. . . . . . . . . . . . . . . . . . . .  5.5 Benchmark Problem: Copper Leaching 158 
. . . . . . . . . . . . . . . . . . . . . . . . . . .  5.5.1 Problem Definition 158 
. . . . . . . . . . . . . . . . . . . . . . . . .  5.5.2 Evaluation of Results 162 
. . . . . . . . . . . . . . . . .  5.5.3 Numerical Set tings and Performance 166 
6 Generation and Fate of Acid Mine Drainage 178 
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  6.1 Conceptual Mode1 180 
. . . . . . . . . . . . . . . . . . . . . . . . . . . . .  6.2 Example Applications 184 
. . . . . . . . . . . . . . . . . . . .  6.2.1 Definition of Reaction Network 185 
. . . . . . . . . . . . . . . . . . . . . .  6.2.2 Batch Reactor Simulations 188 
. . . . . . . . . . . . . . . . . . . .  6.2.3 Reactive lhnspor t  Simulations 196 
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  6.3 Conclusions 209 
7 Reactive Transport Through a Reactive Barrier 211 
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  7.1 Conceptual Mode1 213 
. . . . . . . . . . . . . . . . . . . . . . . .  7.2 Definition of Reaction Network 215 
. . . . . . . . . . . . . . . . . . . . . . . .  7.2.1 Complexation Reactions 215 
. . . . . . . . . . . . . . . . . . . .  7.2.2 Reduction-Corrosion React ions 215 
. . . . . . . .  7.2.3 Formation of Secondary Minerals in 'Ikeatment Zone 219 
. . . . . . . . . .  7.2.4 pH- and EH-bunering Down-Gradient of Barrier 221 
. . . . . . . . . . . . . . . . . . .  7.3 Solution Domain and Mode1 Parameters 223 
. . . . . . . . . . . . . . . . . . . . . . . . .  7.3.1 Spatial Discretization 224 
7.3.2 Physical Parameters and Hydraulic Conductivity Distribution . . .  225 
. . . . . . . . . . . . . . . . . . . . . . .  7.3.3 Mineralogical Parameters 226 
7.3.4 Boundary and Initial Chernical Composition of Groundwater . . .  228 
. . . . . . . . . . . . . . . . . . . . . . . . . . .  7.4 Calibrated Rate Constants 231 
. . . . . . . . . . . . . . . . . . . . . . . . . . . . .  7.5 Results and Discussion 235 
. . . . . . . . . . . . . . . . . . . . .  7.5.1 One-dimensional Simulations 235 
. . . . . . . . . . . . . . . . . . . . .  7.5.2 Two-dimensional Simulations 246 
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  7.6 Conclusions 253 
8 Summary and Conclusions 
References 
A Mode1 Performance 
List of Tables 
2.1 Important chemical species and reactions in a solid-water-gas system . . . 12 
2.2 Comparison of Damkohler constraints for various reactive transport 
formulations. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30 
2.3 Comparison of Peclet and Courant constraints for various coupling 
schemes . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  35 
3.1 Rate expressions for intra-aqueous reactions . . . . . . . . . . . . . . . . . 56 
3.2 Rate expressions for surface-controlled dissolution-precipitation reactions . 76 
3.3 Rate expressions for diffusion-cc-itrolled dissolution-precipitation 
reactions.. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 82 
4.1 Adaptive time stepping scheme for solution of reactive transport 
equations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 103 
4.2 Physical input parameters - test problem for numerical performance . . . 112 
4.3 Oxidation-reduction and complexation reactions - test problem for 
numerical performance . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 113 
4.4 Gas dissolution-exsolut ion react ions - test problem for numerical 
performance . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 114 
4.5 Dissolut ion-precipitation react ions - test problem for numerical 
performance . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 114 
4.6 Equilibrium constants, rate constants and mineral volume fractions for 
dissolution-precipitation reactions - test problem for numerical 
performance . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 115 
xii 
4.7 Initial composition of tailings water and infiltrating groundwater . test 
. . . . . . . . . . . . . . . . . . . . . .  problem for numerical performance 115 
4.8 Optimal parameters and performance for update and iterat ion-based 
. . . . . . . . . . . . . . . . . . . . . . . .  adaptive time stepping scheme 120 
. . . . . . .  4.9 Recommended parameters for adaptive time stepping scheme 121 
. . . . . .  4.10 Numerical performance dependent on spatial weighting scheme 127 
4.1 1 Numerical performance dependent on activity update technique . . . . . .  127 
4.12 Oxidation-reduction reactions for different redox master variables . test 
. . . . . . . . . . . . . . . . . . . . . .  problem for numerical performance 129 
. . . . . . . .  4.13 Numerical performance dependent on redox master variable 129 
. . . .  Physical and chernical input parameten comparison with PYFLOX 135 
. . . . . . .  . Physical input parameters ion-exchange verification problem 141 
. . .  . Selectivity coefficients with Na+ ion-exchange verification problem 141 
. . . . . .  Chemical input parameters O ion-exchange verification problem 141 
Physical input parameters . acid mine drainage benchmark problem . . .  145 
Oxidation-reduction and complexation reactions . acid mine drainage 
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  benchmark problem 146 
Gas dissolution-exsolution reactions . acid mine drainage benchmark 
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  problem 147 
Dissolution-precipitation reactions . acid mine drainage benchmark 
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  problem 147 
Paramet e n  for dissolution-precipitation reactions . acid mine 
. . . . . . . . . . . . . . . . . . . . . . . . .  drainage benrrhmark problem 148 
5.10 Mineraiogical composition . acid mine drainage benchmark problem . . .  149 
5.11 Master variables. initial groundwater . acid mine drainage benchmark 
problem . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  156 
5.12 Total aqueous component concentrations. initial groundwater . acid mine 
. . . . . . . . . . . . . . . . . . . . . . . . .  drainage benchmark problern 156 
5.13 Partial gas pressures, initial groundwater - acid mine drainage benchmark 
problem . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  
5.14 Minera1 saturation indices, initial groundwater - acid mine drainage bench- 
mark problem . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 
5.15 Species concentrations, initial groundwater - acid mine drainage bench- 
mark problem . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 
5.16 Master variables, infiltrating groundwater - acid mine drainage benchmark 
problem . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  
5.17 Total aqueous component concentrat ions, infiltrating groundwater - acid 
mine drainage benchmark problem . . . . . . . . . . . . . . . . . . . . . . 
5.18 Partial gas pressures, infiltrating groundwater - acid mine drainage bench- 
mark problem . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 
5.19 Mineral saturation indices, infiltrating groundwater - acid mine drainage 
benchmark problem . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 
5.20 Species concentrat ions, infiltrating groundwater - acid mine drainage bench- 
mark problem . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 
5.21 Physical input parameters - copper leaching benchmark problem . . . . . 
5.22 Oxidation-reduction and complexation reactions - copper leaching 
benchmark problem . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 
5.23 Paramet ers for dissolution-precipitat ion reactions - copper leaching 
benchmark problem . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 
5 -24 Dissolution- precipitation reactions - copper leaching benchmark 
problem . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  
5.25 Master variables, initial groundwater - copper leaching benchmark 
problem . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  
5.26 Total aqueous component concentrations, initial groundwater - copper 
leaching benchmark problem . . . . . . . . . . . . . . . . . . . . . . . . . 
5.27 Miner al saturation indices, init i d  groundwater - copper leaching bench- 
mark problem . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 
xiv 
5.28 Species concentrations and activity coefficients. initial groundwater . c o p  
. . . . . . . . . . . . . . . . . . . . . . .  per leaching benchmark problem 175 
5.29 Master variables. leach solution . copper leaching benchmark problem . . 176 
5.30 Total aqueous component concentrations. leach solution . copper leaching 
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  benchmark problem 176 
5.31 Minera1 saturation indices. leach solution . copper leaching benchmark 
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  problem 176 
5.32 Species concentrations and activity coefficients. leach solution . copper 
. . . . . . . . . . . . . . . . . . . . . . . . .  leaching benchmark problem 177 
. . . . . . . . . . . . . .  6.1 Oxidation-reduction and complexation reactions 186 
. . . . . . . . . . . . . . . . . . . . .  6.2 Gas dissolution-exsolution reactions 186 
. . . . . . . . . . . . . . . . . . . . . .  6 -3 Dissolution-precipitat ion reactions 187 
. . . . . . . .  6.4 Parameters for reversible dissolution-precipitation reactions 187 
6.5 Maximum Fe(II1) and corresponding Fe(I1) concentrations depending on 
. . . . . . . . . . . . . . . . .  biologieal catalysis of ferrous iron oxidation 194 
. . . . . . . . .  6.6 Physical input parameters . reactive transport simulations 197 
6.7 Initial composition of tailings water and infiltrathg groundwater . reactive 
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  transport simulations 198 
7.1 Conceptual mode1 for reactive barriers comprised of zero-valent iron . . .  214 
. . . . . . . . . . . . .  7.2 Complexation reactions and equilibriurn constants 216 
. . . . . . . . . .  7.3 Reaction stoichiometries of reduction-corrosion reactions 220 
7.4 Secondary minerah in reactive barrier and conesponding equilibrium 
constants . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  220 
7.5 Physical parameters for aquifer and reactive barrier material . . . . . . .  225 
. . . . . . .  7.6 Initial minerai volume fractions in reactive barrier and a q d r  227 
7.7 Reactive surface area estimates for zero valent-iron (field installation) . . 228 
. . . . . . . . . . .  7.8 Reactive surface area es t i m a t d o r  & b d e r  minerals 228 
7.9 Input concentrations at boundary located upgradient of reactive barrier, 
Tkansect 2, 21-1 - 21-4 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 229 
7.10 Input concentrations at boundary located upgradient of reactive barrier, 
Transect 2, 21-5 - 21-7 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 230 
7.1 1 Reaction processes affecting component concentrations . . . . . . . . . . . 233 
7.12 Rate constants for reduct ion-corrosion reactions . . . . . . . . . . . . . . . 234 
7.13 Calibrated effective rate constants for secondary mineral formation . . . . 234 
7.14 Estimated rate constants for reductive dissolution reactions . . . . . . . . 235 
A.l  Model performance as a function of adaptive time stepping parameters, 
determination of time increment based on anticipated update, part A . . 283 
A.2 Model performance as a function of adaptive time stepping parameters, 
determination of time increment based on anticipated update, part B . . . 284 
A.3 Modef performance as a function of adaptive time stepping parameters, 
determination of time increment based on anticipated number of iterations, 
partA . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  285 
A.4 Model performance as a function of adaptive time stepping parameters, 
determination of time increment based on anticipated number of iterations, 
par tB . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  286 
List of Figures 
Concept uaiization of physiccxhemical system . . . . . . . . . . . . . . . . 
Applicability of Iocd equilibrium approximation . . . . . . . . . . . . . . 
Effect of spatial discretization on moving dissolution boundaries . . . . . . 
Mineral particles with and without protective surface layer . . . . . . . . 
Transient evolution of particle, surface-controlled reaction - dissolution . . 
Transient evolution of particle, surface-controlled reaction - precipitation . 
Transient evolution of particle, diffusion-controlled reaction - dissolution . 
Dissolved oxygen and hydrogen gas concentrations as a function of pe at 
pH=7 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  
Concept of sulfide mineral oxidation in tailings impoundments . . . . . . 
Results for test problem for acid mine drainage . . . . . . . . . . . . . . . 
Mass balance for oxygen . . . . . . . . . . . . . . . . . . . . . . . . . . . . 
Development of time increment venus simulation time and conesponding 
Courant numbers . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 
Effect of time step size on conservative and reactive species . . . . . . . . 
Effect of spatial weighting schemes on conservative and reactive species . 
Effect of activity update method on aelected mineral volume fiactions . . 
Distribution of pH and pe versus depth for dinerent redox master variables 130 
P b e  saturations - cornparison with PYROX . . . . . . . . . . . . . . . . 136 
xvii 
5.2 Total pyrite oxidation rate and total mass of pyrite oxidized . comparison 
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  with PYROX 138 
5.3 Partial oxygen pressures and pyrite volume fractions . comparison with 
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  PYROX 
5.4 Comparison of simulated and actual breakthrough of Na+. M ~ Z +  and ca2+ 
at observation well S23 . ion exchange verification problem . . . . . . . .  
5.5 Concentrations of ion-exchanged species at monitoring well S23 as a 
function of tirne . ion exchange verificat ion problem . . . . . . . . . . . .  
5.6 Water saturation as a function of depth at steady state . acid mine drainage 
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  benchmark problem 
5.7 pH as a function of time O acid mine drainage benchmark problem . . . .  
5.8 pH as a function of depth and elapsed time . acid mine drainage benchmark 
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  problem 
5.9 Pyrite oxidation rate as a function of depth . acid mine drainage benchmark 
problem . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  
5.10 p 0 2  as a function of depth . acid mine drainage benchmark problem . . .  
5.11 Mineral volume fractions as a function of depth after t = 25 years . acid 
. . . . . . . . . . . . . . . . . . . . . .  mine drainage benchmark problem 
5.12 Mineral volume fractions as a function of depth after t = 50 years- acid 
. . . . . . . . . . . . . . . . . . . . . .  mine drainage benchmark problem 
5.13 Oxygen influx and pyrite oxidation rate in column as a function of time . 
acid mine drainage benchmark problem . . . . . . . . . . . . . . . . . . .  
5.14 Modelling domain . copper leaching benchmark problem . . . . . . . . . .  
5.15 Hydraulic head distribution at steaày state . copper leaching benchmark 
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  problem 
5.16 Copper recovery plotted as a function of time . . . . . . . . . . . . . . . .  
5.17 pH plotted as a function of t h e  at extraction well . . . . . . . . . . . . .  
5.18 Mineral volume fractions . chrysocolla . . . . . . . . . . . . . . . . . . . .  
5.19 Mineral volume fiactions . silica (am) . . . . . . . . . . . . . . . . . . . .  
. . . . . . . . . . . . . . . . . . . . . .  5.20 Mineral volume fractions . gypsum 169 
. . . . . . . . . . . . . . . . . . . . . .  5.21 Mineral volume fractions . jarosite 169 
. . . . . . . . . . . . . . . . . . . . .  . 5.22 Minerai volume fractions jurbanite 170 
. . . . . . . . . . . . . . . . . . . . . .  . 5.23 Mineral volume fractions alunite 170 
. . . . . . . . .  5.24 Selected mineral volume fractions and pH dong centerline 171 
. . . . . . . . . . .  5.25 Minerd dissolution-precipitation rates dong centerline 172 
. . . . . . . . . . .  5.26 Mass balance for copper leaching benchmark problem 173 
. . . . . . . . . . . . . . . . . . . . .  6.1 Conceptual mode1 of pyrite oxidation 181 
6.2 Batch reactor for numericd study of acid mine drainage generation . . . .  188 
. . . . . . . . . . . . . . . . . . .  6.3 Initiator reaction and propagation cycle 
6.4 Abiotic and biologicdy catalyzed oxidation rates of ferrous iron . . . . .  
6.5 Sensitivity with respect to biological catalysis of ferrous iron oxidation . . 
6.6 Sensitivity of pyrite oxidation rates with respect to jarosite precipitation 
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  rat es 
6.7 ID-vertical profile for numerical study of acid mine drainage generation . 
6.8 Sensitivity with respect to hydraulic conductivity. gas phase saturation. 
partial oxygen gas pressure and pyrite oxidation rate . . . . . . . . . . . .  
6.9 Sensitivity wit h respect to hydraulic conduct ivity: Oz(g) influx and pyrite 
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  m a s  oxidized 
6.10 Sensitivity with respect to initial minerdogy (pH.bufFering). material A 
(no calcite) and material B (calcite present) . . . . . . . . . . . . . . . . .  
6.11 Maas balance for oxygen consumption: materid A (no calcite) and materid 
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  B (calcite present) 
6.12 Sensitivity with respect to CO2-degassing: pH. calcite dissolution rate. and 
. . . . . . . . . . . . . . . . . . . . . . . . . . . . .  partial COz-pressures 
. . .  6.13 Relative importance of CO2-degassing as an acid-consuming process 209 
7.1 Configuration of reactive barrier and approximate location of chromium 
plume . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  212 
7.2 Monitoring network . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  
7.3 Solution domain and including location of barrier and monitoring points 
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  dong Tkansect 2 
7.4 Spatial discretization of twedimensional solution domain . . . . . . . . .  
7.5 Hydraulic conductivity distribution in two-dimensional solut ion domain . 
7.6 Contaminant concent rat ions: chromium and organics . one-dimensional 
simulation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  
7.7 Redox couple concentrations: nitrate/arnmonia and sulfate/sulfide . one- 
dimensional simulation . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  
7.8 Selected cation concentrations . one-dimensional simulation . . . . . . . .  
7.9 pH and EH . one-dimensiond simulation . . . . . . . . . . . . . . . . . . .  
7.10 Iron corrosion rates in reactive barrier . . . . . . . . . . . . . . . . . . . .  
7.11 Secondary mineral volume fractions in reactive barrier . . . . . . . . . . .  
7.12 Long term effect of iron corrosion and secondary minerai formation . . . .  
7.13 S treamiines in ho-dimensional solution domain . . . . . . . . . . . . . . .  
7.14 Hexavaient and trivalent chromium concentrations and CrOHs (am) volume 
kact ions . two-dimensional simulation . . . . . . . . . . . . . . . . . . . .  
7.15 TCE. cis.1. 2 DCE and VC concentrations . twudimensiond simulation . 
. . . . . . . . . . . . .  7.16 pH and EH distribution two-dimensional simulation 
7.17 Sulfate and sulfide concentrations and mackinawite volume fiactions . t w e  
dimensional simulation . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  
Chapter 1 
Introduction 
Reactive transport modelling of groundwater systems has become an important field of 
research during recent years. The transport of reactive chernicals through aquifers is char- 
acterized by a high degree of complexity, which is primarily caused by the simultaneous 
occurrence of physicd transport and chemicai reactions and the interactions of chemical 
species among each other. The primary goal of thjs research is to develop a generally a p  
plicable reactive transport model, which can be used to describe a broad range of coupled 
reaction-transport problems in variably-saturated porous media. 
Applications for multicomponent reactive transport in partially-saturated and f d y -  
saturated porous media address many problems of interest in the fields of geology and 
engineering. Possible applications include the generation and fate of acid mine drainage 
from tailings impoundments or waste rock dumps [Jaynes et al., 1984b, Nanuimhan et al., 
1986, Liu and Namsimhan, 1989b, Walter et al., 1994b, Wunderly et al., 19961, radioac- 
tive waste disposal [Lichtner and Seth, 1996, Steefel and Lichtner, 1998, Viswanathan 
et al., 19981, infiltration and subsequent reactive transport of lan&il leachate into aquifers 
[Hunter et al., 19981, the effect of chemical weathering on the global COz-cycle [Lasaga 
et al., 19941, hydrothermal systems [Steefel and Laaaga, 19941, groundwater contami- 
nation due to septic systems [MacQuam'e, 19971, passive remediation schemes such as 
reactive barrier or "Fumel-and-Gaten systems [Chapter 7 of this thesis] and applications 
in agriculture [Suonz and Sirnunek, 1993, Simùnek and Suanz, 19941. Reactive transport 
models can be used to better understand the evolutionary processes, which control the 
quali ty of groundwater , soi1 gas and the minerdogical composition of aquifer systems. 
The models can also be applied to test conceptual models or as a design tool for labora- 
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tory experiments and field installations of passive remediation technologies, radioactive 
waste disposal facilities [ Viswanathan et al., 19983 or septic systems [ M a c Q u ~ ~ e ,  19971. 
1.1 Previous Mode1 Developments 
A number of geochemicd equilibrium models have been developed for the evaluation of 
geochemical batch data [ I  and Nancollas, 1972, Parkhurst et al., 1980, Perkins et al., 
1990, Wolery et al., 1990, Allison et al., 1991, Ball and Nordstrom, 1991, Claesson und 
Andersson, 19961. These models have been proven powerful tools for the interpretation of 
geochemical data and have arrived at a high degree of maturity. Geochemical equilibrium 
rnodeis such as PHREEQE [Parkhurst et al., 19801, EQ3/6 [ Wolery et al., 19901 and 
MINTEQAZ [Allison et al., 19911 provide a great degree of flexibility for the evaluation 
of geochemical data, but have only limited or no capabilities for considering the influence 
of physical transport on geochemical reaction processes. 
The need to investigate dynamic groundwater systems involving geochemical reactions 
and physical transport has triggered the development of solution methods for reactive 
transport problems [Nguyen et al., 1982, Rubin, 1983, Lichtner, 1985, Bahr and Rubin, 
1987, Ortoleva et al., 1987a, Willis and Rubin, 1987, Kirkner and Reeves, 1988, Lichtner, 
1988, Herzer and Kinzelbach, 1989, Kinzelbach and Schü'er, 1989, Knapp, 1989, fiedly 
and Rubin, 1992, Rubin, 1992, Sevougian et al., 19931. Several reactive transport mod- 
els of varying complexity have been developed in conjunction with theae investigations 
[Helgeson et al., 1970, Jennings et al., 1982, Miller and Benson, 1983, Jaynes et al., 
1981a, Lichtner, 1985, Cederberg et al., 1985, Bryant et al., 1986, Fürsfer, 1986, Liu 
and Narasimhan, 1989a, MacQuamk et al., 1990, Engesgaard and Kipp, 1992, Sevougian 
et al., 1993, Zysset et al., 1994, Walter et al., 1994a, Steefel and Lasaga, 1994, Marzal 
et al., 1994, McNab Jr. and Narusamhan, 1994, Lichtner, 1996a, Shen and Nikolaidis, 
1997, Hunter et al., 19981. Many of these modeh incorporate one of the above men- 
tioned geochemical equilibrium modeis in order to describe the reaction processes. This 
approach providea the versatility of the existing batch models. Most of the reactive 
transport models developed to date are iimited to fully-saturated conditions. 
The development of d t icomponent r eactive transport models applicable under varia- 
bly-saturatecl conditions is a fairly new area of research. Yeh and %@hi [1991] have 
coupled a reactive transport model to a variably-saturated flow model, but neglected gas 
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transport processes. Gas transport in the unsaturated zone has b e n  considered previ- 
ously in reactive transport models by Prein [1994], Simunek and Suarez [1994], Wunderly 
e t  al. [19961, and MacQuamee [1997]. However, these reactive transport models are 
iimited to specific applications or significant ly simpli& transport or reaction processes. 
Lichtner [1996a] developed a multicomponent-multiphase reactive transport model, which 
includes gas transport processes and is capable of considering general geochemical sys- 
tems. 
1.2 Objectives and Scope 
The objective of this thesis is to deveiop a general multicomponent-reactive transport 
model suitable for the simulation of physical and geochemical processes that control the 
evolution of pore water, pore gas and the mineralogical composition in variably-saturated 
porous media in one, two or three spatial dimensions. To achieve this goal it is necessary 
to consider a large number of species and various geochemical reaction processes. The 
model must also be numerically robust and efficient to ensure its applicability to problems 
of varying complexity and difficulty. 
The present model (MIN3P) considers advective-dispersive transport in the aqueous 
phase, as well as diffusive gas transport. Darcy velocities are calculated internally us- 
ing a variably-saturateci flow module. The model formulation is based on the global 
implicit solution approach [Steejel and Lasaga, 19941, which considen reaction and trans- 
port processes sixnultaneously. This formulation enforces a global mass balance between 
solid, surface, dissolved and gaseous species and thus facilitates the investigation of the 
interactions of reaction and transport processes. 
MIN3P is characterized by a high degree of flexibility with respect to the definition of 
the geochemical reaction network to facilitate the model application to a wide range of 
hydrogeological and geochemical problems. Chernical processes included are homogeneous 
reactions in the aqueous phase, such as complexation and oxidation-reduction reactions, 
as weil as heterogeneous reactions, such as ion exchange, mineral dissolution-precipitation 
and gas exchange reactions. Reactions within the aqueous phase and dissolution-precipi- 
t at ion react ions can be considered as equilibrium or kinet icaily-controlled processes. The 
present formulation is conceptuaily similar to the reactive transport models developed by 
Steejel and Lasoga (19941 and Lichtner (1996al. 
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A new, general framework for kinetically-controlled intra-aqueous and mineral disse 
lution-precipitation reactions is developed. All kineticdy-controlled reactions can be de- 
scribed as reversible or irreversible reaction processes. Different reaction mechanisms for 
dissolution-precipitation reactions are considered, which can be subdivided into surface- 
and diffusion-controlled reactions [Berner, 1978, Stee /el and Lasaga, 19941. This approach 
allows the consideration of a large number of rate expressions reported in the literature. 
Related reaction and rate parameters can be incorporated into the model through an ac- 
companying database. The model is primarily designed for problems involving inorganic 
chemistry, but reactions involving organic chernicals can also be accornmodated. 
To allow the practical application of the model, various existing numerical techniques 
are implemented and adjusted to the requirements of reactive transport modelling. The 
methoda are tested for their effect on efficiency and robustness when solving the governing 
equations and &O for their impact on the accuracy of the solution. Among the methods 
included are different spatial weighting schemes for advective transport [Clnger et al., 
19961 in the aqueous phase and an adaptive time stepping and update modification dg* 
rithm. The mode1 also allows the use of difEerent master variables for oxidation-reduction 
reactions. 
A series of simulations are conducted to evaluate the functionality and versatility of the 
model formulation. The applications include reactive transport scenarios involving ion- 
exchange reactions [ Vulocchi et al., 1981], applications in acid mine drainage [ Wunderly 
et al., 1996, Lichtner, 1997a1, the mining of copper by an in-situ leaching operation 
[Lichtner, 1997bl and a modeiling analysis of a reactive barrier system for the remediation 
of contaminated groundwater based on the conceptual model and data from Bennett 
[1997]. 
1.3 Organization of Thesis 
Chapter 2 presents the conceptual fiamework and common solution approaches for re- 
octive transport modelling. Important physicai transport and geochemicai reaction p r e  
cesses are described. A generai conceptual model based on the REV approach [Beur, 
1972, Lichtner, 1996a], which incorporates the most relevant reaction and transport p r e  
cesses is presented. The fundamental equations describing the governing physical and 
chernical processes are defined in conjunction with the most important terminology for 
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reactive transport models. Physical and temporal scales and scaling relationships involv- 
ing numerical parameters are summarized from previous studies [Bahr and Rubin, 1987, 
Knapp, 1989, Luckner and Schestokow, 1991, Lichtner, 1993, Lichtner, 1996a, Steefel and 
MacQuam'e, 19961 and presented in a general framework. Temporal and spatial scales 
of physical and chernical processes are discussed in conjunction with the temporal and 
spatial parameters of the discretized equations. The solvability of the equations and 
the resolution of the transport and reaction processes using the discretized equations 
are evaluated. Solution approaches such as the mixing-cell method, the global-implicit 
solution approach [Steejel and Lasago, 19941, and various operator-splitting approaches 
[e.g.: Yeh and Wpathi,  1989, Zysset et al., 1994, MacQuame, 199'71 are reviewed and 
the advantages and disadvantages of the methods are discussed. 
Chap ter 3 presents the t heoretical development behind the current multicomponent 
reactive transport model. Simplifying assump tions afTecting the global model formula- 
tion are stated followed by the governing equations for variably-saturated flow and the 
derivation of the multicomponent reactive transport equations based on the fundamental 
equations given in Chapter 2. The mathematical formulation of geochemical reactions 
considerqd in the current model is also presented in this chapter. The focus is primarily 
on the formulation of homogeneous and heterogeneous kinetically-controUed reactions. 
The governing equations presented in Chapter 3 are discretized in Chapter 4. An 
outline of the comprehensive mas-balance calculations implemented in the present model 
is provided. Numerical techniques employed to increase the efficiency and robustness of 
the present model are presented along with an example applicatiori to investigate the 
influence of the numerical parameters on the rnodel performance and accuracy. 
Chapter 5 presents the verificat ion of the newly developed model MIN3P based on four 
test problem. The test problems include a comparison with PYROX [Wunderly et d., 
19961, an investigation of reactive transport involving ion-exchange reactions [Volocchi 
et al., 19811 and two cornparifions with the model MULTIFLO developed by Lichtner 
[1996a]. The comparison with PYROX involves the simulation of pyrite oxidation in 
unsaturated porous media. The fint comparison wit h MULTIFLO addresses acid mine 
drainage generation due to pyrite oxidation in an unsaturated soi1 column with subse- 
quent reactive transport of the reaction products [Lichtner, 1997aj. The second problem 
describes the in-situ leaching of copper fkom a five-spot well pattern [Lichtner, 199?b]. 
The next two chapters demonstrate the applicability of MIN3P for sensitivity anal- 
yses and the simulation of reactive transport under field conditions. Chapter 6 consists 
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of example applications for the investigation of the generation and the fate of acid mine 
drainage. Sensitivity analyses were conducted to illustrate the appiicability of MIN3P for 
kinet ic bat ch simulations and one-dimensional reactive transport simulations. Chapter 7 
presents a modelling study of a reactive barrier installed at the U.S. Coast Guard S u p  
port Center near Elizabeth City, NC [Bennett, 19971 including one- and two-dimensional 
simulations. The remediation of groundwater contaminated with hexavaient chromium, 
trichloroethylene and its degradation products was sirnulated. 
The final chapter of this study summarizes the findings of the previous chapters con- 
centrat ing on the present model development. The limitations of reactive transport mod- 
elling are addressed in this context. Recommendations for future model developments 
and improvements are made based on these findings. 
Chapter 2 
Conceptual Framework and 
Solut ion Approaches 
This chapter defines transport and reaction processes, which are of importance for the 
description of reactive transport in aquifer systems. A general conceptual model based 
on the REV-approach [Beur, 1972, Lichtner, 1996a] which serves ap a basis for the for- 
mulation of reactive transport models is presented. The fundamental mathematical rela- 
tionships that are used to describe the relevant processes are introduced dong with the 
essential terminology. These mathematical relatiomhips facilitate the implementation of 
the conceptual model into a numerical model that is capable of describing the transient 
evolution of mineral-water-gas systems and the compositionai changes within each phase. 
The implementation of the mode1 equations into a numerical model requkes spatial and 
tempord discret ization of the governing equat ions. Spatial and temporal scales of the 
governing processes have a significant influence on the formulation, performance and 
accuracy of reactive transport models [Bahr and Rubin, 1987, Willis and Rubin, 1987, 
Lichtner, 1988, Knapp, 1989, Lichtner, 1993, Zysset et al., 1994, Lichtner, 1996a, Steefel 
and MacQuam.e, 19961 and are discwed in conjunction with the discretization param- 
eters of the model equations. Special topics auch as the locai equilibrium approximation 
[Lich tner, 1985, Knapp, l989], the development of moving dissolution-precipitation konts 
[Lichtner, 1985, Willis and Rubin, 1987 and quasi-steady state conditions [Lichtner, 1985, 
Lichtner, 19881, Sevougian et ai., 19931 are addressed in this context. Common solution 
approaches for the reactive transport equations are discussed dong with the evaluation 
of t heir advantages and disadvantages. 
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2.1 Physical Transport and Geochemical Reaction 
Processes 
This section provides a brief summary of the physical and chemicai processes taking place 
in fully- and partially-saturated groundwater systems. Transport processes of interest are 
advect ive, diffusive and dispersive transport. Advective transport in the aqueous phase is 
caused by the bulk displacement of dissolved species with the flowing groundwater. The 
driving force for t his transport mechanism is the hydraulic gradient. Pressure gradients 
in the gaseous phase displace the soi1 gas. Other transport processes of importance are 
mechanicd dispersion and molecular diffusion, which &O take place in both phases. M e  
rhanical dispersion is caused by a hydraulic mixing process due to poreto-pore variations 
in flow velocity. Molecular diffusion describes the transport of dissolved species or gaseous 
species due to concentration gradients. 
Chernical reactions of interest in groundwater systems include homogeneous reactions, 
which take place in a single phase or heterogeneous reactions which involve mass exchange 
between two or more phases [Losaga, 1981, Rubin, 1983, Lichtner, 1985, Lasaga, 19981. 
Homogeneous reactions between dissolved constituents include aqueous complexation, 
i.e. the interactions among the dissolved species, which undergo hydrolysis and ion- 
pairing, and oxidation-reduc tion react ions. The most important heterogeneous r e a c t i o ~  
are dissolution and precipitation of minerais, adsorption and ion exchange reactions, and 
gas dissolut ion-exsolution react ions. 
Geochemical reactions can be described by equilibrium or kinetic relationships. Equi- 
librium reactions provide only information about the final composition of a geochemical 
system. Kinet icdy-controlled react ion rates describe the transient chernical evolut ion 
towards an equilibrium state. For cornplex systems, the description of reaction kinetics 
is inherently more difficult than that of thermodynamics, because kinetically-controiled 
processes are dependent on the reaction path [Losaga, l98l]. Equilibrium reactions are 
uniquely defined by the law of mass action. There are, on the other hand, often many 
possibilities to express the progress of a kinetic reaction. 
If aU species contained in a groundwater system are in a state of equilibrium and 
both water and gas phases are immobile, reactions will not take place as long as the 
equilibrium state of the system is not disturbed by a change in the state variables such 
as temperature or pressure or by external processes. An external process can be the 
injection or infiltration of water with a dinerent chernical composition than the ambient 
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groundwater or the ingress of atmospheric gases into a partially-saturated porous medium. 
These external processes can be described by the transport processes defined above, 
which cause the movement of dissolved species and gases through a porous medium. The 
resulting state of disequilibrium provides the driving force for geochemical reactions to 
occur and force the groundwater system towards a new and often different equilibrium 
state that may involve compositional changes within the phases. In practical terms, these 
compositional changes result in geochemical weathering of the solid phase. The rates of 
geochemical weathering may, for example, depend on the following factors [based on 
Sparks, 19891: 
t emperat rire 




surface area of minerals 
ligand concentration of recharge water 
O2 and CO2 concentration of soi1 gas 
pH of recharge water 
The composition of the infiitrating water and pore gas, as weU as the mineralogicai 
composition and structure of the porous medium will, however, predominant ly determine 
the geochemical evolution of the system. If the flowing groundwater is in contact with 
a reactive porous medium, heterogeneous reactions between the aqueous and the soiid 
phase will Iikely contribute significantly to the systemls composition. 
It can be concluded that transport processes will tend to offset the equilibrium-state 
of a particular mineral- water-gas system, while geochemical reactions WU tend to reestab 
lish an equilibrium condition. This new equilibrium composition will likely be dinerent 
from the original equilibrium composition (if equilibrium existed previously) . React ive 
transport modeh are designed to keep track of these cornpositional changes within the 
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gas, water and solid phase. In a natural system many of these processes occur sirnultane- 
ously and influence each other. The purpose of a reactive transport model is to describe 
t hese cornplex, nonlinear interactions. In the following sections the concept ual framework 
for reactive transport models is discussed. 
2.2 Concept ualization of Physico-Chernical System 
Groundwater flow and reactive transport models are a conceptualization of a natural 
system, which is based on the REV-approach [Bear, 1972, Lichtner, 1996a). Lichtner 
[1996a] defines t his conceptualization for reactive transport models as the replacement of 
a discrete physical system consisting of mineral particles, adsorbed species and pore spaces 
filled with water and/or gases by a continuum in which physico-chernical variables vary 
continuously in space. One advantage of this conceptualization is that physico-chernical 
parameters, which vary on the microscale, can be expressed in terms of their average 
values on the REV-scale [Beur, 1972, Lichtner, 1996al. Example parameters are phase 
saturations and pressures, partial gas pressures, apecies concentrations, mineral volume 
fractions and mineral reactive surface areas [Lichtner, 1996al. The REV description 
allows any number of continua to occupy the same physical space at the same time [Beur, 
1972, Lichtner, 1996al and permits the coexistence of any number of species within each 
phase [Beur, 19721. 
A REV for a reactive transport model (excluding non-aqueous phase liquids) includes 
t hree phases: 
aqueous phase, 
gaseous phase, 
0 solid phase, 
where the solid phase includes minera1 and adsorbed species. Figure 2.1 presents the 
conceptualization of a groundwater system for reactive transport in variably-saturated 
poroua media. The conceptualized system includes source and sink terms, which can be 
subdivided into external and interna1 sources and sinks. External sources and sinks are 
due to physical transport processes of the mobile species into or out of the REV. Sources 
and sinks for dissolved species and gases due to transport processes are definecl in Figure 






Figure 2.1: Conceptualizat ion of phyaiccxhemical system 
2.1 ,s Qojin, Qgtin, Qa?out and Q9@'t, where the superscript a defines the aqueous phase 
and g identifies the gaseous phase. Internal sources and sinks on the other hand are 
due to reaction processes and describe the mass transfer due to heterogeneous reactions 
between the phases, here defined as Qald, Qatm and Qayg, where the superscript s defines 
surface species and m identifies the mineral phases. The various phases are composed 
of a number of constituents, which are summarized in Table 2.1. The solid phase is 
made up of miner&, morphous solid phases, sorbed and ion-exchanged species and 
possibly organic matter, while the aqueous phase consists primarily of the solvent water 
itself and the dissolved species. The gaseous phase is composed of gmes common in 
the atmosphere, but may also include other gases such as methane, hydrogen sulfde 
and hydrogen gas. Internal sources and si& are due to heterogeneous reactions (see 
also Table 2.1) such as dissolut ion-precipit at ion react ions, ion exchange and adsorption 
as well as gas exchange between the gaseous and the aqueous phase. Homogeneous 
reactions wi thin the phases include hydrolysis, cornphcation, axidation-reduction and 
mineral alteration react ions. This W-concept  ualizat ion assumes t hat water is fully 
wet ting, and that no direct contact between the gaseous phase and the solid phase exists. 
The transport of colloidal particles is also neglected. 


























H+, Na+, CI-, S O ~ - ,  
M$+, ca2+, K+, CO:-, 
H4SiOa, AP+, Fe 
h c e  metals 
Cd, Cr, Cu, Pb, Zn, etc. 
Radionuclides 
Ra, U ,  Th, etc. 
hydrolysis 
complexation 
oxidat ion-reduct ion 
Table 2.1: Important chernical species and reactions in a solid-water-gas system 
ion-exchange 
sorp t ion 
oxidation-reduction 
2.3 Fundamental Equations and Modelling Terminology 
dissolution- 
exsoh tion 
The basic equations for reactive transport models and the accompanying terminoiogy 
including numerical paramet e n  important for the understanding of the modelling issues 
are introduced. Reactive transport models can be formulated based on the following 
fundamental equations: 
a system of partial differential equations describing physical transport, 
a system of algebraic equations describing geochemical equilibrium reactions, 
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rn a sys tem of ordinary different i d  equations, which define kinetically-controlled ge* 
chernical reac t ions. 
A mass conservation equation including physical transport can be written for each 
mobile species in the aqueous and gaseous phase. The number of mobile species in the 
aqueous phase is given by Nd = Nc + Nz and is equivalent to the number of dissolved 
species. Nc corresponds to the number of components and N, to the number of aque- 
ous complexes, which can be expressed in terms of the components based on equilibrium 
relationships. Ng defines the number of gases present in the gaseous phase. The cor- 
responding mass conservation equations which consider the processes of advection and 
dispersion can be written as: 
where Sa is the saturation of the aqueous phase [m3 water m-3 void], Sg is the saturation 
of the gaseous phase [m3 gas ma3 void], 4 is the porosity [m3 void m-3 bulk], Ci is 
the concentration of the jth cornPonent as species in solution [mol 1-' water], CF is 
the concentration of ith aqueous complex [mol 1-' water], and C! is the concentration 
of the ith gaseous species present in the gweous phase [mol 1-l gas]. The vecton va 
and vg represent the Darcy flux for the aqueous phase and gaseous phase respectively 
[m bulk s-'1. Da defines the dispersion tensor in the aqueous phase [m2 bulk s-'1 and 
D g  represents the dispersion tensor in the gaseous phase, respectively. For simplicity 
the dispersion tensor is assumed to be equivalent for al1 species within each of the mobile 
phaaes. Q;, Q: and QI represent the source/sink terms for the consumption or production 
of a particular mobile species due to geochemical reactions or boundary flues [mol 1-l 
bulk s-l] (i.e. interna1 and extenial sources and sinks). A positive quantity defmes a 
source for the species of concern. 
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Mass conservation equations are formulated for d l  immobile species, which can be 
defined by N, species sorbed to the mineral surfaces and N, minera1 phases: 
C: is the concentration of the ith sorbed 
= O i = l , N ,  (2.4) 
= O i = l , N ,  ( 2 - 5 )  
species [mol 1-' bulk], and Cr is the concentra- 
tion of the ilh mineral [mol 1-l bulk]. Qi and Qr represent the source/sink terms for the 
consurnption or production of a particular immobile species due to geochemical reactions 
[mol 1-' bulk s-l] (i.e. interna1 sources and sinks). 
Reiationships describing the react ion stoichiometry of geochemid reactions c m  be 
expressed in terms of components. The dissociation and association of aqueous complexes, 
gas dissolution-exsolution reactions, ion exchange and mineral dissolution-precipitation 
reactions are considered in this context. A stoichiometric relationship for the dissociation 
of the aqueous complex Al into the components as species in solution A$ can be written 
as [Steefel and Lasago, 1994): 
where vl, is the stoichiometric coefficient of the jth component in the ith aqueous com- 
plex. The partitioning of a gas A: fiom the gaseous phase into the aqueous phase and 
subsequent dissociation into components as species in solution can be expressed as: 
where $. is the stoichiometric coefficient of the jth cornPonent in the ith gas. Ion-exchange 
reactions can be expressed in a sirnilar fashion: 
where equation 2.8 describes ion-exchange reactions based on the Gaines-Thomas con- 
vention [Appelo and Postrna, 19931. Al is the ith ion-exchanpi species cornpethg for 
surface-sites with the ion-exchanged species A;, which in return &ts the concentrations 
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of the dissolved species A: and A:. utj is the stoichiometric coefficient for the ion-exchange 
reaction defined by the ratio of the charge of the reacting species. An appropriate reaction 
equation for the dissolution of mineral AT can be written as: 
where u; is the stoichiometric coefficient of the jth component in the ith mineral. 
Geochemical reactions can be described by dgebraic equations, if they are "sufficiently 
fast" and reversible, or have to be described by kinetic relationships, if they are "insuffi- 
ciently fastn and/or irrevenible [Rubin, 1983, Mangold und Tsung, 1991, s e  also Sections 
2.4.1 and 2.4.31. If the reactions are "suniciently fastn, the law of mass action can be used 
to generate a system of algebraic equations, which define the euuilibrium relationships 
for reaction equat ions 2.6-2.9. Equilibrium relationships for aqueous complexes can be 
written as: 
where K: is the dissociation constant for the ith aqueous complex, is the activity 
coefficient of the ilh aqueous complex and 7; is the activity coefficient of the jth component 
as species in solution. The corresponding relationships for gas dissolution-exsolution can 
be defined as: 
where R is the ideal gaa constant [l atm K-' mol-'], T is temperature [KI, K: is the 
equilibrium constant for the dissolution of the ith gas, < is the higacity coefficient of the 
ith gga Gas concentrations can alternatively be expressed as partial gaa pressures. The 
partial gas pressures are defined as: 
where is the partial pressure of the ith gas [atm]. 
CHAPTER 2. CONCEPTUAL FRAMEWORK AND SOLUTION APPROACHES 16 
An equilibrium relationship for ion-exchange reactions based on the Gaines-Thomas 
convention [Appelo and Postma, 19931 for the ith and jth ion-exchanged species can be 
written as: 
where f i  and pj are the activities of the ion-exchanged species expressed as equivalent 
fractions [meq meq-'] and Kt is the selectivity coefficient for the ion exchange reaction 
involving the dissolved species A; and A:. The actual concentrations of the ion-exchanged 
species in relation to the cation exchange capacity of the soi1 can be calculated according 
to [Appelo and Postma, 19931: 
where pa is the dry bulk density of the porous medium [g solid cm-3 bulk], CEC is the 
cation exchange capacity [meq (lOog)-' solid] and 2. is the charge of the ion-exchanged 
species [mmol me¶-']. The factor 100 is a scaling factor [g (100g) -Il. The concentration of 
the ion-exchanged species 4 is given in units [mol 1-l bulk]. An equilibrium relationship 
for mineral dissolution-precipitation reactions is defined by: 
where Ky defines the equilibrium constant for the dissolution of the mineral A?. 
If reactions 2.6 - 2.9 cannot be described by equilibrium relationships, kinetic rate 
expressions have to be defined to describe the transient evolution of the geochemical 
conditions. The occurrence of kinetically-controlled homogeneous reactions wit hin the 
aqueous phase requires the defini tion of an additional s toichiometric relationship to define 
the consumption and production of components witbin the aqueous phase [Ltchtner, 
1996bj: 
where v$ are the stoichiometric coefficients of the components involved in the ith kîneti- 
caUy -cent roIied homogenmus reaction. Na is the number of kinet icdy-cont roilecl homo- 
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geneous reactions in the aqueous phase. For simplicity it is assumed that al1 kinetically- 
controUed reactions are e lementq  reactions, reversible and take place along a single 
react ion pat h. A react ion expression for the production and consumpt ion of components 
in the aqueous phase can then be defined as: 
where is the absolute reaction rate for the ith kinetically-controlled homogeneous reac- 
tion in the aqueous phase [mol 1-' water 8-11 and kp is the rate constant for the forward 
reaction. In this case, the forward reaction is defined by the direction of the reaction and 
results in the consump tion of the components wit h 
The production or consumption rate of a particular 
on: 
negative s toichiometric coefficients. 
component can be calculated based 
Kinetic expressions for gas dissolution-exsolution and ion-exchange reactions can also be 
derived, but are not considered in this work. Kineticaliy-controlled mineral dissolution- 
precipitation reactions can be described by: 
where &p is the absolute dissolution-precipitation rate of the ith mineral [mol 1-' bulk 
s-l], k r  is the dissolution rate constant for the ith minerai and Si is the reactive surface 
area of the ith mineral [m2 mineral 1-' bulk]. Equation 2.19 is based on the assump 
tion that the dissolution and precipitation of the mineral Aim can be described as an 
elementary, reversible reaction. 
In this context it was assumed that the reaction progress of ail kineticdy-controlled 
reactions depends exclusively on the activities of the components as species in solution. It 
can also be envisaged that other species, such as  aqueous complexes, influence the reaction 
progress. In Chapter 3 a more general formulation for kineticaily-controlled reactions is 
presented. 
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Equations 2.1-2.5, 2.10-2.15 and 2.17-2.19 define the fundamental equations for reac- 
tive transport models including homogeneous and heterogeneous reactions. The source- 
sink terms Q:, Q:, Qy, Qi and QI allow the coupling of transport and reaction processes. 
The basic equations c m  be combined in various ways to yield the different formulations 
used in reactive transport modelling. Section 2.5 presents the different approaches and 
qualitatively discusses t heir advantages and limitations. This discussion will depend to 
a large extent on how rapid the processes are taking place in relation to each other, 
and how well the processes can be resolved by the numerical model. It is therefore nec- 
essary to define the time scdes of physical and geochemical processes and relate these 
time scales to the spatial and temporal discretization parameters of the numerical model. 
The following section will address these issues as a prerequisite for the discussion of the 
rnodel formulations and will present some special cases, which have an impact on the 
performance and efficiency of reactive transport modeis. 
2.4 Temporal and Spatial Scales 
One of the major difficulties of coupling physical transport and geochemical reactions is 
the wide range of spatial and temporal scaies characterizing the various transport and 
reaction processes. A rapid process is characterized by a short time scale, while long 
time scaies identify slow processes. For example, the formation of outer-sphere com- 
plexes or hydration reactions are very fast. Laaaga [1984] and Stumm and Morgan [1996] 
report equilibration times in the order of 10-l0 to loO seconds for most of these reactions. 
Dissolution-precipitation reactions, on the other hand, may be very slow wit h equilibra- 
tion times on the order of days to years or even decades. The time scales of advective 
transport processes direct ly depend on the groundwater flow rates and t herefore directly 
on the physical properties of the porous medium. Diifusive transport time scales are 
strongly iduenced by the porosity, the phase saturations and the fiee-phase dinusion 
coefficients (Millington, 19591. Gaseou dinusion coefficients for example are on the order 
of four magnitudes larger than aqueous diffusion coefficients and the time scale for diffu- 
sive transport of gaseous species wiil therefore be orders of magnitudes smaller. The time 
scales of the physiccwhemical processes have a pronounced influence on the formulation 
of the geochemicd reactions in a reactive transport model and also on the formulation of 
the o v e d  governing equations [Lichtner, 1985, Bahr and Rubin, 1987, Wülia and Ruban, 
1987, Lichtner, 1988, Sevougian et  al., 19931 and require further consideration. The tirne 
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scaies of physical transport and geochemical reactions are discussed below based on ear- 
lier studies by Damkohler [1936], Bahr and Rubin [1987], Lichtner [1988], Knapp [1989], 
Zysset [1993], Zysset e t  ai. [1994] and Steefel and MacQua+e [1996]. Their relation 
to each other is assessed and their relationship to spatial and temporal discretization 
parameters in a numerical mode1 is evduated. 
2.4.1 Characteristic Time Scales 
Macroscopic transport time scales c m  be defined for each phase independently. The time 
scale for advective m a s  transport in phase p is given by: 
where vp [m s-'1 is the transport velocity in phase p and l a ,  [ml is a representative 
advection length in phase p. The corresponding time scale for diffusive maas transport in 
phase p can be expresseci as: 
where Dp [m2 s-'1 is the effective phase diffusion coefficient and l D ,  [ml is a characteristic 
diffusion length in phase p. 
The reaction time scalea have to be defined separately for each reaction process. The 
time scale for a diffusion-controiled reaction with the reaction index i, for example, is 
defined by: 
where Dr,i [m2 s-'1 is the efFective dinusion coefficient for the transport of a reacting 
species in the ith reaction through the medium of concern and l,,, [ml is sorne characteristic 
length for microscale-diffusive transport fkom the bulk solution to the reaction site for 
the ith reaction. This relationship defines, for example, the time scale for a dissolution 
reaction, in which case the reaction progress ia controlled by the diffusion of a reactant 
through a surface coating or a stagnant water &I. For reactions that do not depend on 
the transport of reactants or reaction products, the reaction time s d e  for the ith reaction 
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simply depends on the effective rate constant keffVi expressed in units [s-'1: 
The relation between the time scales of macroscale transport processes and geochemical 
reactions c m  be estimated fiom advective and diffusive Damkohler numbers [Damkohler, 
19361. The Damkohler number, which relates the time scale of the ith reaction to the 
time scale of advective transport in phase pl for example, can be defined as [Damk6hler, 
1936, Bahr and Rubin, 19871: 
The corresponding Damkohler nurnber for diffusive transport can be obtained by replacing 
the time scale for advective transport by the one for diffusive transport [Damkohler, 19361: 
A general Damkohler number comparing representative time scales of transport and re- 
actions with each other can simply be defined as: 
where t, is the time scde representative for al1 reactions and tt is the time scale rep- 
resentative for al1 transport processes. The time scales used to represent t, and tt are 
dependent on the case being considered and ais0 depead on the questions asked, It is 
often problernatic, however, to determine t,, because reaction rates are often not constant 
in time and space and are commonly dependent on concentrations, activity coefficients, 
mineral volume fractions and reactive surface areas. t ,  is based on the time scales of the 
individual reactions taking place in the system, which may vary significantly for different 
reactions. The Damkohler number can therefore only be used to estimate whether the 
time scale of macroscopic physical transport or the t h e  scale of geochemical reactions 
will dominate a particular problem. The relationship between reaction and transport 
time scales h a  a signiticant impact on the solvability of reactive transport problems and 
on the efficiency and accuracy of the Merent  formulations. 
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2.4.2 Temporal and Spatial Discretization 
A numerical model requires the transformation of the partial différentia1 equations, which 
provide a continuous description of physicechemicd parameters in space and tirne, into 
a discrete approximation. A representative spatial discretization increment As and a 
representat ive t ime increment At are introduced for the following discussion. Temporal 
and spatial discretization parameters affect the resolution of the governing equations and 
the accuracy of the model results. Zt is practical to describe the representative length 
scale for macroscale transport processes in terms of the spatial discretization interval 
A2. A control on the space and time discretization is given by the Peclet and Courant 
criteria [Daus et al., 1985, Steefel and MacQuamie, 1996, Unger et al., 19961. The specinc 
constraints will depend on the temporal and spatial discretization method used [Unger 
et al., 19963. The Peclet number compares the time scale for dispersion and diffusion 
- with the time scale for advection [Steefel and MueQuamie, 19961. Defining l a ,  = I D ,  - 
Ax, the Peclet number for phase p can be written as: 
The Courant number (also defined as C F L  or Courant-fiiedrichs-Lewy criterion), here 
defined as the " advective Courant number" , determines the h c  tional distance traveled 
relative to the grid spacing due to advection in a single time step [Steefel and MacQuar- 
ne, 19961. The advective Courant number can algo be d e h e d  as the ratio of the time 
increment At, which characterizes the temporal resolution of a numericai model, to the 
time scde for advective transport. The advective Courant number for phase p is given 
by : 
where the characteris tic lengt h for advection is defined by the spat i d  discretization inter- 
val Ax. A siznilar expresgion to the Courant number may be derived for purely diffusive 
transport, here defined as the " d b i v e  Courant number" [Hall and Porsching, 1990, 
Steefel and MacQuam'e, 19961. The dinusive Courant number for phase p c m  be ex- 
pressed as 
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T lunetic formulation required - LEA applicable 
T i e  scale of interest 
Figure 2.2: Applicability of local equilibrium approximation 
and relates the time increment At to the time scale of macroscale diffusive transport. A 
constra.int equivalent to the Courant number can be developed to relate the tirne scale 
for geochemical reactions to the time increment At [e.g. Valocchi and Malmsted, 1992, 
Kaluamchichi and Morshed, 19951. 
At 
Cr, = - 
t r 
For a zereorder kinetically-controlled and irreversible reaction, this constraint states for 
Cr, = 1, that the mass contained in a certain control volume becomes completely depleted 
during the time i n t e d  At, provided the reaction rate remains constant [e.g. Luckner 
and Schestakou, 19911. 
2.4.3 The Local Equilibrium Approximation 
Al1 geochemical reactions are from a theoretical point of view kinetically-controlled pro- 
cesses. A forward reaction is accompanied by a backward reaction assuming that the 
principle of detailed balancing is valid [Lasaga, 1981, 19981. In this case, the rate con- 
stants kf and kb for the forward and backward reactions, respectively, are related to each 
other by [ h a g a ,  1981, Stumm and Morgan, 19961: 
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where K,, is the equilibrium constant of the reaction. Lasaga (19811 interprets equilib- 
rium as a dynamic balance, rather than a cessation of al1 contributing reaction processes, 
where all rates in a given direction have counterbalancing rates in the opposite direction. 
Figure 2.2 depicts the progress of a reaction from an arbitrary initial state of disequi- 
librium towards an equilibrium state. The time scale of a particular reaction process 
defines loosely how fast equilibration is occurring. For reactive transport modelling, the 
time scale of interest is often defined by the time scales of the transport processes and 
might furt hermore be lirnited by the spatial and temporal discretization constraints. If 
the reaction processes are fast in comparison to the transport processes, equilibrium re- 
lationships may be used to describe the reactions [Bahr and Rubin, 1987, Knapp, 1989, 
Lichtner, 1993, Steefel and MacQuam'e, 19961. This is, however, only possible if forward 
and backward reactions can be specified, i.e. only in the case of reversible reactions. This 
approach is known as the local equilibrium approximation (LEA) [Lichtner, 1985, Bahr 
and Rubin, 1987, Knapp, 1989, Lichtner, 19931. The characteristic transport lengt hs 
and l o ,  are in this case approximated by the discretization interval Ax. The Damkohler 
number can be used to determine whether the local equilibrium assumption is valid. If 
Da » 1, the time scaies of geochemicai reactions are much shorter than the time scales 
for physical transport, and geochemical reactions can therefore be expressed as equilib- 
rium reactions [Damkohler, 1936, Bahr and Rubin, 19871. If Da a 1, transport processes 
are fast in comparison to geochemical reactions and kinetic rate expressions are needed 
to describe the reactions [Bohr and Rubin, 19871. 
2.4.4 Moving Dissolution Boundaries and Quasi-Steady State 
Another important aspect of reactive transport modeiling is that "moving dissolution 
boundaries" may develop during a simulation [Lichtner, 1985, Willis and Rubin, 1987, 
Lichtner, 19881. Moving dissolution boundaries exist , if mineral phases become com- 
pletely depleted during the course of a simulation and the mineral dissolution fronts 
move through the solution domain with a fkont velocity smaller or equal to the advective 
transport velocity of the pore water. Moving dissolution boundaries lead to numerical 
difEculties for the solution of reactive transport problems, because the disappearance of 
a mineral phase introduces a diacontinuity into the goveming equations [Lichtner, 1985, 
19881. The depletion of a mineral phase usuaüy results in a rapid change in aqueous and 
gaseous concentrations at a specific spatial location. The advancement of mineral d i s e  
lution boundaries can also be described as the "propagation of dissolution-precipitation 








Figure 2.3: Effect of spat i d  discretizat ion on moving dissolution boundaries 
wavesn [Sevougian et al., 19931. Severd solution methods have been developed to solve 
this problem [ Willis and Rubin, 1987, Lichtner, 1988, Chapter 4 of this work]. 
Figure 2.3 shows a schematic description of a moving dissolution boundary for a 
continuous description of the governing equations and for the discretized system. A 
mineral phase is dissolving and leads to pH-buffering of the pore water. The pH remains 
high in the zone where the mineral phase is present and d r o p  where the mineral phase 
is completely depleted. The concentrations of ot her dissolveci species (not shown) , which 
comprise the mineral phase, are dected in a similar way. Between the times tl and 
t 3 ,  the minerai dissolution front has advanced over several grid cells. Whenever the 
mineral phase became completely depleted in a particular control volume, signincant 
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concentration changes also occurred in the aqueous phase in this control volume. 
Figure 2.3 also includes the conditions at tz, where ti < tn  << t s .  In this case, 
the continuous description shows a slight advancement of the minerd dissolution front. 
However, this advancement cannot be resolved by the discretized equations, and the 
mineral is present in grid ce11 A z ~ + ~  at t 1 and t g .  Assuming that the mineral reactivity 
is not a function of the mineral volume fraction present, a "quasi-steady state conditionn 
may exist between t l  and t 2  in the aqueous phase. A quasi-steady state prevaiIs, if the 
concentrations in the aqueous phase and/or gaseous phase remain constant in time and 
space, even though heterogeneous reactions between the phases are taking place [Lichtner, 
1985, 19881. This is indicated in Figure 2.3 by the pH-profiles, which are equal or at least 
similar to each other at t l  and ta. 
In general, it can be stated that a series of quasi-steady state conditions develops, 
if the mineral dissolution fronts move through the solution domain with a front velocity 
much smaller than the advective transport velocity of the pore water, This is possible, 
since the minerais present in the aquifer provide a significant "storage capacityn for 
chernical species [Lichtner, 1988, 1996a] and may therefore support dissolution reactions 
for long time periods. A quasi-steady state condition may develop under equilibrium or 
kinetically-controlled conditions. The only requirement for a quasi-steady state condition 
is mass balance between external and interna1 source and sink terms (see Figure 2.1), 
characterized by a dynamic equilibrium between heterogeneous reaction processes and 
physicd transport or other heterogeneous reaction processes. Production, consumption, 
and transport into and away £rom a specific spatial location are leading to a zero net 
change in the concentrations of aqueous and gaseous species. Possible examples are: 
Production of a certain species due to dissolution of a mineral, which is offset by the 
transport of the same quantity of this species away fiom the zone of dissolution (e.g.: 
dissolution of gypsum and removal of calcium and sulfate by transport processes). 
Production of a certain species due to the dissolution of a mineral, which is offset 
by the precipitation of the same amount of this species in form of a secondary 
mineral (e.g.: dissolution of kaolinite combined with the precipitation of gibbsite 
and amorpitous silica in conjunction with pH-buffering) . 
Production of a dissolved gas due to the dissolution of a mineral, which is o 6 e t  by 
the exsolution of the gas and the subsequent transport of the gas to the atmosphere 
(e.g. dissolution of carbonate miner& and exsolution of carbon dioxide). 
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a Infiltration of a gas into the porous medium, partitioning of the gas to the aqueous 
phase and reaction of the dissolved gas with a mineral phase; produced dissolved 
species are transported downstream in the aqueous phase (e.g. infiltration of gaseous 
oxygen and subsequent pyrite oxidation) . 
A quasi-steady state condition can be maintained until a mineral phase becomes 
completely depleted, or until significant changes in porosity or reactive surface area occur. 
A quasi-steady state is also characterized by slowly changing mineral parameters such as  
mineral volume fractions and mineral reactive surface areas in case of a kinetic formulation 
[Lichtner, 19881. Slowly changing mineral parameters have a number of advantages for 
reac t ive transport formulations: 
O Parameters such s mineral volume fractions and reactive surface areas may be 
updated explicitly after completion of a time step without introducing a significant 
error 1e.g.: Steefef and Lasaga, 19941. 
Changing mineral parameters define the overall time s a l e  of interest in the physic* 
chernical system; given an appropriate reactive transport formulation, large time 
steps may be possible. 
How long a quasi-steady state condition lasts depends primarily on the mineral quanti- 
ties actively participating in the heterogeneous reactions. A typical example for a problem 
dominated by long-lasting quasi-steady states is the geochemical weathering of a rock for- 
mation consisting of aluminosilicate minerals [Lichtner, 19881. A problem characterized 
by rapidly moving minerai dissolution boundariea is often encountered in mine taihgs 
simulations, which involve the dissolution of mineral phases present in trace quantities 
and the formation and dissolution of secondary mineral phases [e.g. Walter et al., 1994a 
and 1994bl. 
2.5 Solution Approaches 
The common approachea for the coupled solution of physical transport and geochemicai 
reactions are presented in thki section and the advantages and limitations of each method 
are discussed. The present review is largely based on the comprehensive discussion on 
this topic by Steefel and MacQua+e [1996]. For simplicity, this review only considers 
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met hods for steady-state flow and constant porosity. The findings should nevert heless be 
generally applicable. The following topics will be addressed: 
O Continuum and mixing ce11 approaches 
O Kinetic, equilibrium and partial equilibrium formulations 
0 Global implicit and operator-splitting techniques 
The efficiency of the various formulations and methods will be addressed in a qualitative 
sense, based on Peclet, Courant, and Damkohler constraints. 
2.5.1 Cont inuurn and Mixing-Ce11 Approaches 
The continuum approach is direct ly dependent on the REV-concept . P hysicechemical 
variables are described by functions, which are continuous at the macroscale in space 
and time [Beur, 1972, Lichtner, 1996al. These functions cari adequately be expressed in 
terms of partial differentid equations, which take into account transport and reaction 
processes. The continuum approach therefore allows the description of the interactions of 
transport and reaction processes in multiple dimensions for a multiphase, multi-species 
system on a physical basis. Many numerical modeis of varying complexity and capability 
have been developed based on this approach [e.g.: Jennangs et al., 1982, Walsh et al., 
1984, Cederberg et al., 1985, Lichtner, 1985, Fo'rster, 1986, Bryant et al., 1986, Reeves and 
Kirkner, 1988, Yeh and Tkpathi, 1991, Simunek and Suarez, 1994, Steefel and Lasaga, 
1994, Walter et al., 1994a, Zysset et al., 1994, Lichtner, 1996a, Wunderly et al., 1996, 
MacQuanie, 1997, Shen and Nikohidis, 19971. 
The mixing celi approach also makes use of the REV-conceptualization in the sense 
that each cell is represented by a REV. This method is usually only applied, but not 
restricted to, one spatial dimension and is explicit in tirne with respect to the transport 
processes. Tkansport and reaction processes are considered sequentiaily. Therefore, the 
solution requires small timateps to obtain a physically correct solution. It should be 
noted, however, t hat react ive transport problems can be described adequately wit h the 
mixing ceU approach [see for example Morin and Cherry, 1988, Appelo und Postma, 1993, 
Pmin, 1994, van Bmukelen et al., 19981. The mking ceii method is in practical terms 
equivalent to a continuum approach based on a non-iterative operator-splitting method 
(see Section 2.5.3) and an explicit time integration scheme for transport processes. 
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2.5.2 Equilibrium, Fully Kinetic and Partial Equilibrium Formulations 
A fully-kinetic formulation for reactive transport can be developed based on equations 
2.1-2.5 and 2.17-2.19. The advantage of this approach is that it provides the most general 
description for reactive transport problems, because the fuily-kinetic formulation can also 
be used to describe geochemical equilibrium conditions [Steefel and MacQuam'e, 19961. 
A mode1 based on a fully-kinetic description with forward and backward reactions wiH 
automatically determine if a particular reaction is at equilibrium or not at equilibrium, 
and information on the relation between transport and reaction time scales is not needed 
a priori. However, a disadvantage of this method is that very rapid kinetically-controiled 
reactions may signiflcantly increase the stiffness of the system of equations and will there- 
fore increase the difficulty of solving the problem. A stiff system of equations is defined 
by the sirnultaneou occurrence of long and short time scales [Hindmarsh and Petzold, 
1995al. Very rapid reversible reactions may ais0 lead to numerical inscuracies due to 
round-off errors, because a small overall reaction rate is expressed as the difference of 
large forward and backward reaction rates. A third problem is that each species remains 
as a primary unknown and the system of equations to be solved might become very large. 
In the most general case the number of primary unknowns would be : Np = Nc + Nz + 
N, + N, + N, at each spatial discretization point. The solution of the resulting large 
and possibly stiff system of equations might be computationally extremely expensive. Its 
application is therefore limited to operator-splitting solutions (see Section 2.5.3). 
Alternatively, all geochemical restions may be expressed in terms of equilibrium re- 
actions [Kirkner and Reeves, 1988, Seuougian et al., 1993, Steefel and MacQuarrie, 19961. 
A reactive transport formulation can then be based on equations 2.1-2.5 and 2.10-2.15. 
This, however, is strictly only possible if the local equilibrium approximation is applicable 
for al1 reactions, meaning that the time scale for the slowest reaction is still much shorter 
than the time sale for the fastest transport process. If an equilibrium formulation is used 
inappropriately, inaccuracies or even errors are introduced. An equilibrium formulation 
may provide a more efficient solution algorithm than a kinetic description, because the 
replacement of kinetic rate expressions by equilibrium relationships decreases the stinness 
of the system of equations. On the other hand, this approach increases the nonlinearity 
of the system of equations, which may adversely aEect its convergence properties. A 
positive side dect is that the number of unknowns describing a reaction network can be 
greatly reduced using an eqdibrium formulation [van Zeggeren and Storey, 1970, Steefel 
and haaga, 1994, Steefel and MacQuanie, 19961, since each equilibrium relationship, 
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which replaces a kinetic relationship, can be utilized to eliminate one primary unknown. 
The number of primary unknowns per spatial discretization point can be decreased to Np 
= Ncl or even less, if mineral phases are in equilibrium with the solution. 
A formulation containing bot h equilibrium and kineticdly-controlled reactions is ter- 
med a partial equilibrium approach [Lichtner, 1985, Seuougion et al., 1993, Steefel and 
Lasaga, 19941. A partial equilibrium approach ideaily treats fast geochemical processes 
as equilibrium reactions, while slow processes are described by kineticalIy-controlled re- 
actions. This formulation c m  also be based on equations 2.1-2.5; geochemical reactions 
can be described by equations 2.10-2.15 and 2.17-2.19, depending on the time scales of 
the reactions in cornparison to the transport time scales. This approach requires an 
a priori knowledge of the applicability of the local equilibrium approximation for each 
reaction. It is practical to group reactions based on their expected D d h l e r  num- 
bers. For example, it is likely that the local equilibrium assumption is valid for al1 
hydrolysis reactions, which facilitates the use of an equilibrium formulation for these re- 
actions. Time scales characterizing dissolution-precipitation reactions on the other hand 
may vary widely. Dissolution-precipitation reactions may therefore be described globally 
as kinetically-controlled reactiom [e.g.: Stee /el and Losaga, 19941. This approach benefi ts 
fiom utilizing the advantages of the fully kinetic and the equilibrium formulations. The 
system of equations can be simplifieci without affecting the adequacy of the solution. The 
number of unknowns wili range from Np = N, to Np = Nc + N. + Ng f Ns + Nm 
dependent on the formulation. 
Irreversible reactions can o d y  be handled by fully-kinetic or partial equilibrium for- 
mulations. Tabie 2.2 summarizes the Damkohler constraints for the various reactive 
transport formulations discussed and d e h e  their applicability. Two different Damkohler 
numbers have to be specified in this context: 
Dai is determined by the time scale of the slowest reaction and the time scale of 
the most rapid transport process. 
Daz is determined by the time scale of the fastest reaction and the tirne scde of 
the slowest transport process. 
Da2 has to be obeyed only if it ia anticipated to resolve the progress of all reactions or 
if an explicit or partly explicit time discretization is chosen for the computation of the 
reaction rates. 
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Method Damkohler constraints 
Equilibrium Dal >> 1 for al1 reactions 
Fully kinet ic Da2 < 1 for al1 reactions 
Partial equilibrium Dal » 1 for al1 equilibrium reactions 
Da2 < 1 for a.ll kinetically-controlled reactions 
Table 2.2: Cornparison of Damkiihler constraints for various reactive transport formula- 
tions 
2.5.3 Coupling Techniques 
Two distinct formulations are commonly used for coupling physical transport and g e  
chemical reactions [Yeh and Wpathi ,  1989, Steefel and Lasaga, 19943: These are the 
global implicit method or the one-step approach [Steefel and Lasaga, 19941, and the 
operator-splitting formulation, or the twestep approach [Engesgoard and Christensen, 
1988, Yeh and Diputhi, 19891. The major difference between these methods is that 
physical transport and geochemical reactions are solved simultaneously using the global 
implicit method, while the operator-splitting technique considers transport and reactions 
sequentially. Various methods have been used to soIve the systern of equations result- 
ing fiom both formulations. They can be distinguished based on how the fundamental 
equations for reactive transport problems are cornbined, how the governing equations are 
formulated and which variables are chosen as the primary dependent variables [ Yeh and 
lhpathi, 19891. 
X solution of the global implicit rnethod can be obtained using either the DAE (mixed 
differential-algebraic equation) approach or the DSA (direct substitut ion approach) [ Yeh 
and Wpathi, 19891. Chemical reaction expressions are not substituted into the transport 
equations in case of the DAE approach, but are neverthelas solved simultaneously with 
the transport equations. This implies that al1 chemical species are retained as primary 
unknowns. Alternatively, equilibrium expressions can be substituted directly into the 
transport equations (DSA approach). This leads to a set of nodinear partial differential 
equations, which is solved simultaneously. The latter method can reduce the number of 
primary dependent variables (primary unknowns) greatly and has become the standard 
method for the solution of reactive transport problems using the global-impiicit method. 
The resulting systern of equations is nonlinear for both methods and is commonly iin- 
earized by Newton's method. Examples for the DAE approach are the models by Miller 
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and Benson [1983] and Lichtner [1985], while models utilizing the DSA approach have 
been developed by Jennings et al. [1982], Kirkner and Reeves [1988], Steefel and Lasaga 
[1994] and Lichtner [1996a] among others. The solution procedure for the global implicit 
method can be expressed symbolically as: 
where LG defines the global operator taking into account both physical transport and 
geochemical reactions, is the vector of concentrations at the new tirne level, At is 
the time increment and ct is the vector containing the known concentrations at the old 
time level. 
The operator-split ting technique on the ot her hand solves chernicd reactions isolateci 
fiom the transport equations. The overail problem is divided into two sub-problems which 
can be described as a physical step and a chemical step [ Walter et al., 1994aj. Walter et al. 
[1994a] visualize the solution space as having three degrees of heedom: spatial, chemical 
and temporal. In the physical step it is assumed that ail species are non-reactive or that 
the reaction rates are constant during a tirne step. Physical transport can therefore be 
described by a set of linear partial differential equations, which are only connected in 
the spatial and temporal domain. Geochemical reactions on the other hand are assumed 
to be unafTected by transport processes during the time step. The chemical step can 
be solved using a chemistry operator, which consists of a system of nonlinear algebraic 
equations in the case of equilibriurn reactions or a set of nonlinear ordinary differential 
equations in the case of a fully-kinetic solution method [Herzer and Kànzelbach, 19891. A 
partial equilibrium formulation leads to a system of nonlinear mixed differential-algebraic 
equations. The algebraic and/or kinetic relationships are also solved using an iterative 
procedure such as Newton's method. 
Yeh and Tbipathi [1989] discuss various methods for the solution of the tw+step prob- 
lem, which are aU based on the SIA (sequential iteration approach). The sequential 
iteration approach obtains the solution for the physical step and the chemical step se- 
quentially. The two steps are connected by a source and sink term. Iterations between 
the two steps take place until no further changes are observeci in the source and sink 
terms within a specified tolerance. An alternative method commonly used is the sequen- 
tial non-iterative approach (SNIA), whereby iteration between the physical and chemical 
steps does not take place [e.g. Walter et al., 1994al. 
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The operators can be coupled in different ways when employing the twestep method 
[Zysset et al., 1994, Barry et al., 1996, Kaluamchichi and Morshed, 1995, Steefel and 
MacQuamie, 1996, MacQuame, 1997]. Defining & as the transport operator and Lc as 
the chemistry operator allows the symbolic representation of the couphg schemes. The 
non-iterative coupling scheme is presented here. The concentrations at the new time level 
t + At can be obtained using the sequence [e.g.: Miller and Rabideau, 1993, Barry et al., 
1996, Kaluamchichi and Morshed, 19951: 
The chernical step, which is defined by L c A t ,  can be replaced by the operator ~7Bt +At 
[Walter et al., 1994al if ail geochemid reactions are described by equilibrium relation- 
ships, becawe the solution of an equilibrium system is by definition independent of the 
time interval At. An aiternative coupling method is the scxalled Strang-splitting [e.g.: 
Zysset et al., 1994, MueQuunie, 19971: 
The coupling of the operators according to equations 2.33 and 2.34 can also be applied for 
SIA methods [Yeh and ZEpathi, 1989, Walter et al., 1994a, Zysset et al., 19941. Examples 
for models based on the twestep method are the models developed by W a b h  et al. [1984], 
Cederberg et al. (19851, Cederberg et al. [1985], Bryant et al. [1986], Bmnd et al. [1994], 
Walter et al. [[1994a] and Zysset et al. [1994]. 
For coniplex systems the spiitting of operators is often not restricted to the classicai 
sequence of transport and chemistry, but may include several operaton [e.g. Namsimhan 
et al., 1986, Liu and Namsimhan, 1989a, Wunderly et al., 1996, Gerke et al., 1998). 
2.5.4 Advantages and Disadvantages of Coupling Met hods 
Several aut hors have discussed the advantages and limitations of the common coupling 
methods [Engesgaard and Chriatemen, 1988, Yeh and l'hpathi, 1989, Mangold and Tsung, 
1991, Steefel and Laaaga, 1994, Walter et al., 1994al. Advantages of the twmstep method 
are primarily that individual routines are exchangeable and that it is possible to use ex- 
isting transport programs and geochemicai equilibrium modeis [Steefel and Losaga, 1994, 
Walter et al., 1994al. The memory and computational requirements are usually less than 
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those for the global implicit method, since the large Jacobian matrix which is generated 
by the global implicit method is replaced by several smaller systems of equations, which 
can be solved sequentially [ Yeh and %pothi, 1989, Steefel and Lasaga, 19941. Additional 
advant ages are t hat rapid local geochemical changes d e c t  the convergence propert ies of 
the system of equations only Iocally and that the time integration scheme and the time 
increments for the transport and the chemistry operator can be chosen independently. 
On the other hand, advantages of the one-step method are that all processes are 
treated simultaneously in time, physical space and chemical reaction space and that the 
method is mas-conservative. Errors introduced due the splitting of the operators do not 
occur. The existing frarnework allows the coxfsideration of additional reaction processes 
in an implicit manner. The global implicit method may allow large time steps [Steefel and 
Losaga, 19941, while operator-splitt h g  methods are limited to small Courant nurnbers to 
ensure a physically rneaningful solut ion and to control the split t ing error. 
Advantages and disadvantages of either method are still being debated in the litera- 
t u e ,  Yeh and îkipathi [1989], for example, strongly favor the t w ~ s t e p  method and state 
that global implicit approaches (DSA or DAE), even using modern iterative solvers for 
sparse matrices, are only applicable for one-dimensional simulations as a research tool. 
The primary limitation is caused by the large Jacobian matrix arising fiom the global 
implicit approach, requiring excessive storage requirements and computational effort [ Yeh 
and Tbipathi, 19891. These statements, on the other hand, lose their relevance in times of 
increasing computational power and memory capacity. The choice of the solution dg* 
rithm should rather be determined by accuracy considerationa. In this case, both rnethods 
have advantages, i.e. the operator-splitting method allows a more accurate transport sct 
lution [Steefel and Lasaga, 19943, while the one-step method avoids numerical dispersion 
or mass balance errors introduced by the splitting of the operators. 
Several cornparisons between the dzerent operator-splitting techniques have been 
carried out previously [Zysset et al., 1994, Miller and Rabideuu, 1993, MacQuam*e, 19971 
with the resdt that Strang-splitting leads to more accurate results than the ordinary 
operator-splitting defined in equation 2.33. Theoretical s tudies to estimate the error of 
various operator-splitting techiques have been conducted by Bany et al. [1996], Kuiu- 
amchichi and Morshed [1995], Morshed und Kaluamchichi, 1995, Volocchi and Malmsted 
[1992] and Hundsdorfer and V e w e r  [1991]. These studies show that operator-spütthg 
introduces an inherent error which idluences the m a s  balance and the concentration 
distributions in the solution domain. The operators can be coupled sequentially, in which 
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case each operator is applied to the concent rations obtained from the previous operator, 
or in a parallel mode, in which case each operator is applied to the concentrations fiom 
the previous time level. The sequential coupling tends to introduce mass balance errors, 
while the parallel coupling commonly leads to additional numerical dispersion [Ba- 
et al., 19961. Wheeler and Dawson (19871 provided a mathematical proof for the con- 
vergence of operator-split t ing met hods. Direct comparisona between the global implicit 
or one-step approach and operator-aplitting techniques are rather rare [e.g. Hundsdorfer 
and Verwer, 1991, Leeming et al., 19981 and are restricted to simple systems. Al1 these 
studies essentiaily agree that operator-split ting methods, with or without iteration, can 
be used to describe reactive transport adequately, if the temporal discret ization is kept 
within certain constraints. 
In general, the performance and applicability of the various solution methods can be 
estimated based on Peclet , Courant and Damkohler criteria: Whether a Peclet constraint 
has to be obeyed depends essentially on the spatial weighting for the advective term 
[Unger et al., 19961. Common spatial weighting methods are centered spatial weighting, 
upstream weighting and a number of Bux limiter schemes [Unger et ai., 1996, Cirpka, 
19971. Centered spatial weighting requires that Pe < 2 [e.g. Dow et ai., 1985, Unger 
et al., 19961. Peclet constraints are not required for upstream weighting or flux limiter 
schemes. Upstream weight ing has the disadvant age t hot it introduces additional numeri- 
cal dispersion and t herefore decreases the accuracy of the solution. Flux limiter schemes, 
on the other hand, provide the same or even better accuracy than central spatial weight- 
ing, but have the disadvantage of introducing additional nonlinearity into the system of 
equations. These findings are valid independent of the coupiing method and affect both 
the global implicit and the operator-spiitting formulations. 
Temporal discret ization, on the other hand, d e c t s  the various soIution methods in 
different ways. For example, an advective Courant number of Cr < 2Pe / (2  + Pe) is 
required regardless of the coupling method, if Crank-Nicolson time weighting is employai 
in combination with upstream weighting for the advective terma [Unger et al., 19961. 
Fully implicit time weighting, on the other hand, is not subject to this constraint and 
aiiows the use of large t h e  steps for physical transport at the cost of decreased accuracy. 
For the sake of efficiency, it is neverthelm oRen practical to use implicit t h e  weighting. 
A necessary requirement for non-iterat ive operator-split t ing met hods using implicit t ime 
weighting is to restrict advective and dinusive Courant numbers (equations 2.28 and 
2.29) to values Cr < 1. If this constraint is not obeyed, dissolved or gaseous species are 
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Method Pe Cr Preferred applications 
Global implicit Slowly moving dissolut ion- 
Fully implicit time weighting, centered < 2 - precipitation fronts, 
spatial weighting for advective term Quasi-steady state 
Global implicit problems 
N l y  implicit time weighting, upstream - 
weighting for advective term '1 
Operator splitting - SIA Rapid changes in 
Crank-Nicolson time weighting, centered < 2 < 1 geochemical composition, 
spatial weighting for advective term e.g. : 
Operator splitting - SIA He t erogeneous react ions 
N l y  implicit time weighting, upstream - -2) between aqueous and solid 
weighting for advective terml) phase, resolution limited 
Operator splitting - SNIA by spatial discretization, 
~rank-~icolson time weighting, centered < 2 < 1 rapidly moving, multiple 
spatial weighting for advective term dissolut ion-precipitation 
Operator splitting - SNIA fronts 
Fully implicit t i i e  weighting, upstream - < 13) 
weighting for advective term1) 
a h  vaiid for high rresolution flux limiter schexnes 
*) No Courant eonstrauit £rom a theoretical point of view, practicai applications will likely 
exhibit poor convergence properties 
3, Courant constraint imposeci by interactions between transport and reactions. 
Table 2.3: Comparison of Peclet and Courant constraints for various couphg schemes 
under consideration of variable spatial and time weighting and preferred applications 
transported farther than one grid interval within a single time step without accounting 
for the reaction processes that may consume or produce the transported species. In this 
case, the use of a non-iterative operator-splitting method may introduce significant erron. 
The time increment for non-iterative operator-splitting solutions is therefore in practical 
applications limited to values which yield advective and dinusive Courant numbers Cr < 
1. If an iterative operator splitting method is useci, it is fiom a theoretical point of view 
not necessary to obey advective or diffusive Courant criteria of Cr < 1. However, it 
can be envisaged that the convergence behavior of iterative operator-splitting techniques 
may be strongly impaireci under such conditiona. Time step sizes for these methods are 
t berefore al30 limit ed. 
Global implicit solution methods are not affectecl by a Courant constra.int as long as 
CHAPTER 2. CONCEPTUAL FRAhfEWORK AND SOLUTION APPROACHES 36 
fully implicit time weighting is used, because physical transport and geochemical reac- 
tions are considered simultaneously. A Courant constraint is only imposed on a global 
implicit method if the time weighting contains an explicit term (e.g. Crank-Nicoison time 
weight hg). This, however, is not practical for global implicit met hods, because reactions 
characterized by short time scales cannot be handled by a time discretization other than 
fully implicit. An explicit or partly explicit tirne weighting would require satisQing an 
additional constraint based on the "geochemicd reaction numbern defined by equation 
2.30. Cr, c 1 can be defined as a stringent requirement for time discretizations that 
include an explicit term. 
The global implicit method allows a coarse temporal discretization if the transport 
time scale is much shorter t han the time scale for mineralogical changes. This condition 
allows the development of a quasi-steady state, as was previously discussed. The change in 
mineraiogicd parameters controls the geochemical evolution of the system during periods 
of quasi-steady state rather than changes in aqueous concentrations or gaseous concen- 
trations. Rom a theoretical point of view a coarse temporal discretization is possible, 
even if a quasi-steady state does not prevail. However, time step sizes are often limited 
in practical appiications by the inherent nodinearity of the system of equations. Table 
2.3 summarizes the Peclet and Courant constraints for the different solution rnethods and 
outlines applications that suit each method best. 
Chapter 3 
Theoret ical Development 
This chapter introduces the governing equations of the MIN3P model. The global im- 
plicit approach [Steefel and Lasaga, 19941 has been chosen for the solution of the reactive 
transport equations in variably-saturated media. This approach allows the most appro- 
priate description of the interactions of physical transport and geochemical reactions, 
because ail processes are considered simultaneously. The method also ensures a locally 
and globaliy mass-consemative solution. Firstly, the fundamental assumptions regarding 
the present development are discussed and the governing equations for variably-saturated 
flow are reviewed briefiy. The governing equations for multicomponent reactive trans- 
port in variably-saturated media are derived kom the fundamental equations presented 
in Chapter 2. The formulation of the geochemical reactions included in the model is 
presented. Reactions include aqueous complexation and oxidat ion-reduct ion react ions, 
which can be described as equilibrium or kinetically-controlled reactions, equilibrium 
gas dissolution-exsolution, ion exchange reactions, and kineticaily-controlled dissolution- 
precipit at ion react ions. A new , general formulation for homogeneous and he terogeneous 
kinetically-controlled reactions bas been developed and is discussed in more detail. 
3.1 Simplifying Assumptions 
In its most general formulation, a multiphase-multicomponent reactive transport model 
should be based on a compositional approach that considers the movement of ground- 
water and soi1 gas and the transport of dissolved and gaseous constituents within these 
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phases simultaneously with geochemical reactions. Compositional models for the sim- 
ulation of groundwater contamination involving non-aqueous phase liquids have been 
developed by Corapcioglu and Baehr 119871, Forsyth and Shao [1991], SIeep and Sykes 
[1993] and Unger et al. [1995]. To date, the compositional approach has not been a p  
plied to multicomponent-multiphase reactive transport problems. The solution approach 
commonly used for multicomponent reactive transport is based on the decoupling of 
groundwater flow and reaction-transport processes and is also adopted in the present 
research. This simplitication can be justified easily for saturated problems, where the 
movement of groundwater is not affectecl by the presence of a gas phase. This decoupling 
bas, however, much more pronounced effects on multicomponent reactive transport in 
variably-saturated niedia, where both the aqueous and the gasmus phase are mobile. 
The transport of gases in the unsaturated zone is in the most generai case governed 
by equations that consider the combined effect of Knudsen diffusion, molecular and non- 
equimolar diffusion and advective gas transport [Massmann and Famer, 1992, Thorsten- 
son and Pollock, 19891. The examples of Thoratenson and Pollock [1989] and Massmann 
and Farrier [1992] show that advective and dinusive transport are the most important 
transport processes, while Knudsen diffusion and non-equimolar diffusion do not con- 
tribute significant ly in most applications. Advective gas transport is, unlike groundwater 
flow, directly influenced by dausive gas transport and geochemical reaction proceases. 
Geochemical reactions and diffusive gas transport are, in turn, directly affected by advec- 
tive gas transport. Advective gas transport processes have been neglected in the present 
research, because an appropriate description of this inherent coupling is seemingly im- 
possible wi th the chosen approach. A reactive transport model, which explicitly couples 
multiphase flow and multicomponent reactive transport can be useful for problems where 
the effect of geochemical reactions on advective gas transport can be neglected [Lichtner, 
199681. The formulation of the present model is based on the aasumption that the trana- 
port of pore gas can be described as a Fickian d8usion process. Thorstemon and Pollock 
[1989] showed that the description of gas transport as a Fickian process is usuaily a good 
approximation for reactive gases such as oxygen and carbon dioxide, if the concentration 
gradients of non-reactive gases contained in the soi1 atmosphere, e.g. nitrogen remain 
primarily unaffecteci. However , react ion-induced advect ive flwes may become important 
whenever a large amount of gas is produced or consumed in the subsurface [Thorstewon 
and Pollock, 19891. 
The omission of advective gaa transport ais0 implies that the effect of the gas phase 
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on groundwater movement must be negligible. This means, in practical terms, that the 
pressure in the gaseous phase will not affect the pressure distribution in the aqueous 
phase. Forsyth [1988] has conducted a cornparison between twep hase and single- phase 
models for unsaturated groundwater flow and has shown that a twephase approach is 
not needed to describe the movement of pore water adequately for many cases. It should 
be possible to apply the single phase formulation, as long as the gaseous phase does not 
become entrapped and the gas pressures are not influenced significantly by an interna1 
pressure source. 
The present model formulation allows for transient groundwater flow conditions, which 
leads to changes in phase saturations and may subsequently induce significant advective 
gas transport. The effect of the saturation changes have been taken into account in the 
present model formulation to yield a mas-consemat ive solution. Non-physical results may 
nevertheless be obtained, since advective gas transport processes have been neglected. 
The application of the model to transient flow conditions should be possible regardless, if 
the time scales for geochemical reactions involving the gases and the time scale of diffusive 
gas transport are much shorter than the time scale for the saturation changes. 
Furthermore, it was assumed that geochemical reaction processes do not cause sig- 
nificant porosity changes, which could affect the medium's permeability. The model 
formulation also neglects density egects and assumes that isothermal conditions prevail. 
However, the exclusion of t hese processes ia not a necessary requirement. For example, 
the feed-back of geochemical reactions on the flow regime can be included, if an appro- 
priate permeability-porosity relationship is provided [Ortoieva et ai., 1987a and 1987b, 
SteeJel and Lasaga, 1994, Lichtner, lW6a]. 
Based on t hese assumptions, the governing equationa for muiticomponent reactive 
transport in variably-saturated media consist of a mass conservation equation for water 
under variably-saturated conditions (Richard's equation), and a set of nonlinear transport 
equat ions coupled wit h geochemical react ions. 
3.2 Variably-Saturated Flow 
Using hydrauiic head as the primary dependent variable and adopting the assumptions 
defineci by Neuman [1973] and Huyakom et d. [1984] (incompressible fluid, no hysterysis, 
passive air phase), the mass conservation equation for the aqueous phase can be written 
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as [Neuman, 1973, Panday e t  al., 19931 
where a identifies the aqueous phase, t [s] is time, # stands for porosity [m3 void m-3 bulk], 
Sa is the saturation of the aqueous phase [m3 water m-3 void], S, defines the specific 
storage coefficient [m-'1 and kr, is the relative permeability of the porous medium with 
respect to the aqueous phase [-1. h [ml is the hydraulic head, and Q, is a source-sink 
term for the aqueous phase [s-l], where a positive quantity defines the injection of water. 
K is the hydraulic conductivity tensor [m s-'1, which is defined by 
where p, is the density of the aqueous phase [kg m-3], g [m s - ~ ]  is the gravitational 
acceleration vector, p, [kg m-' s-'1 is the viscosity of the aqueous phase and k is the 
intrinsic permeability tensor [m2]. The pressure head of the aqueous phase [ml can be 
ob tained using 
& = h - Z ,  
where z [ml defines the elevation with respect to a given datum. 
Equation 3.1 is nonlinear, since the saturation and the relative permeability are a func- 
tion of the aqueous phase pressure. Relationships given by Wosten and van Genuchten 
[1988] are used to describe these dependencies: 
The relative permeability ha i~ here conveniently expressed as a function of saturation 
Sa. Sr, dehes  the residual saturation of the aqueous phase, a, n, m and 1 are the soi1 
hydraulic function parameters, and m is defined by: 
Se. is the efféctive saturation of the aqueous phase and is given by: 
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3.3 Multicomponent Reactive Transport 
The mass conservation equations for reactive transport in variably-saturated media con- 
sist of relationships describing the transport of aqueous and gaseous species under the 
influence of homogeneous and heterogeneous geochemical reactions. The formulation of 
the present model is based on a partial equilibrium approach [Lichtner, 1985, Sevougaan 
et al., 1993, SteefeL and Lasaga. 19941, which contains geochernical equiiibrium reactions 
as well as homogeneous and heterogeneous kinetic reactions. The global mass conserva- 
tion equations c m  be derived based on the fundamental equations for reactive transport, 
which have been introduced in Chapter 2, Section 2.3. The mass conservation equations 
for N, aqueous species, which are also components, are defined by equations 2.1. These 
equations are here restated as a starting point for the derivation of the present model 
formulation 
where CT defines the concentration of the jth component as species in solution [mol 1-' 
water]. The Darcy flux vector va [m s-'1 can be obtained fkom the solution of equation 
13. il and is given by 
The hydrodynamic dispersion tensor Da is given by [Beur, 1972, Bugner, personal com- 
munication, 1985: Bumett and Rind! 1987. Forsyth et al., 19981 
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where va,,, v a ,  and va,, define the components of the aqueous phase velocity in x, y 
and %-direction, respectively. ü is the magnitude of the aquoeus phase velocity, al is the 
longitudinal dispersivity, while crth and at, define the transverse horizontal and transverse 
vertical dispersivities in of the porous medium. DO is an averaged hee liquid diffusion 
coefficient used for d l  dissolved species [m2 s-l] and ra is the tortuosity of the medium 
[-1. The tortuosity Ta is given by the semi-empirical expression [Millington, 19591, 
and describes the depcndency of the effective diffusion coefficient on the phase saturation 
and the porosity of the porous medium. 
The source-sink term Q: can be subdivided into contributions originating from inter- 
na1 and external sources and sinks: 
External sources and sinks are caused by mass fluxes across the domain boundary while 
internal sources and sinks are caused by geochemical reactions and can be attributed to 
equilibrium or kinetically-controlled reactions: 
The equilibrium source-sink term contains contributions fÎom homogeneous and hetere 
geneous react ions: 
Homogeneous reactions include equilibrium-controiled aqueoua complexation and oxida- 
t ion-reduction reactions according to equations 2.6, while heterogeneous reactions encom- 
p a s  gas dissolution-exsolution reactions according to equations 2.7 as well as reactions 
at the solid-solution interface. Reactions at the solid-solution interface are here limited 
to ion exchange reactions according to equations 2.8. Mass conservation equations for 
the complexed species A$ the gaseous species A:, and the adsorbed species Af are given 
by equations 2.2, 2.3 and 2.4. The internal contributions to the source and sink terms 
of equations 2.2-2.4 can be related to the equilibrium source sink term ~7'~'~'~ based on 
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the reaction stoichiometry defined in equations 23-2.8: 
Equation 3.16 can be used to substitute the mass conservation equations 2.2-2.4 into the 
mass conservation equat ions for the components as species in solution. This substitution 
leads to the eliminat ion of N, + Ng + NS primary unknowns fkom the system of equations. 
A global mass conservation equation for the components A: can then be written as: 
The advective transport term for the gaseous species has been omitted when substituting 
equation 2.3 into the mass conservation equation for the components as species in solution 
based on the assumptions made in Section 3.1. The externd source and sink term in 
equation 3.17 contains now the contributions of dl mobile species and is defined by: 
Because the gas phase is assumed to be passive, the relationship 
can be used to obtain the gag phase saturations S9. The dispersion tensor for the gaseous 
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phase includes only contributions fiom diffusion, since advective transport is neglected: 
Dg defines an average free phase diffusion coefficient in air, which is applied to ail gaseous 
species. The tortuosity of the gas filled pore space is defined analogous to the aqueous 
phase according to equation 3.12. 
The governing equations 3.17 for reactive transport can be simplified by expressing the 
concentrations of all aqueous species in terms of total aqueous component concentrations 
T; [mol 1-' water] [Kirkner and Reeves, 1988, Steefel and Lasaga, 1994, Lichtner, 1996al: 
The gas concentrations c m  be related to the components by deôning the total gaseous 
component concentrations T! [mol 1-' gas] [Lichtner, 1996al: 
A corresponding relationship can be defined for the adsorbed species in terms of total 
sorbed component concentrations T) [mol 1-' buk]: 
Equation 3.17 can then be written as: 
Ail interna1 source and sink terma due to equilibrium reactions have been elimi- 
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nated from the system of equations, Q~"""~ '"  , which defines the production or con- 
sumption of a component due to homogeneous and heterogeueous kinetically-controlled 
reactions, remains as the last internal source-sink term. The consumption or production 
of components due to intra-aqueous reactions can be defined based on the reaction rates 
given by equation 2.17 for the simple case of reversible, elementary reactions. Hetere 
geneous reactions are here limited to kinetically-controlled dissolution-precipitation reac- 
tions. When dissolution-precipitation reactions can be considered elementary reversible 
reactions, equations 2.19 can be used to define the source and sink terms. Kinetically- 
controlled gas dissolution-exsolution and adsorption reactions are not considered here. 
The internal source and sink term due to kineticdly-controlled reactions can be expressed 
as 
where QT' is the source-si& term due to kinetically-controlled intra-aqueous reactions 
and Q4?m is the source-sink term due to kinetically-controlled minera1 dissolution-precipi- 
tation reactions. It should be pointed out that the form of the kinetic relationships may 
vary and is not restricted to the simple relationships defined by equations 2.17 and 2.19. 
A detailed discussion of the hornogeneous and heterogeneous rate expressions considered 
in the present mode1 development is given in Section 3.4. The sourcesink ternis Q;" 
and Q,Oqrn are also defined in this context. Substituting equation 3.27 into equation 3.26 
leads to a system of global maas conservation equations for reactive transport in variably- 
saturated media, which contains the contributions fiom al1 mobile, adsorbed and mineral 
species: 
To complete the system of governing equations, 
equations has to be defined, which describes the 
[Steefel and Losaga, 19941: 
an additional set of mass conservation 
change of mineral quantities over time 
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where ipi is the volume traction of the ith minerd [m3 mineral m-3 bulk], Km is the molar 
volume of the ith mineral [cm3 mol-'], Rf is the overd dissolution-precipitation rate for 
the ith minera1 [mol 1-l bulk s-l] and 1 0 - ~  is a unit conversion factor [l cm-3]. 
The nonlinear mass conservation equations 3.28 have a form similar to those given 
by Kirkner and Reeves [1988], Steefel and Lasaga [1994] and Lichtner [1996a] and are 
written in terms of total aqueous, gaseous and sorbed component concentrations with 
the components as species in solution as primary unknowns, the units of each term in 
equations 3.28 are [mol 1-' bulk s-l]. Equations 3.29 have the units [m3 minerd m-3 
bulk s-l]. Functional relationships describing the secondary variables CF, C:, Cf, as well 
as the source-sink terms Q;'= and Q,OVrn are defined in Section 3.4. 
3.4 Geochemical Reactions 
3.4.1 Master Variables 
The master variables pH, ionic strength, EH and pe can be used to characterize the 
geochemical condit ions in the aqueous phase. Appropriate relationships defining t hese 
master variables are given in the following paragraphs. The computation of pH and the 
ionic strength are straightforward, while the computation of EH and pe are dependent on 
the solution approach for oxidation-reduction reactions. For a discussion on the cornmon 
solution approaches, it is referred to the recent reviews of Liu and Namsimhan [1989a] 
and Engesgaord and Kipp [1992]. 
pH The pH is defined as the negative value of the logarithm of the proton activity and 
can be calcdated according to: 
Ionic Strength The relationship for ionic strength is given by 
where C! is the concentration of the dissolved species and Zi [meq -01-l] defines 
the charge of the dissolved species 4d. 
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pe and Eh The following solution approaches are implemented into the present model: 
external approach 
dissolved oxygen gas approach 
dissolved hydrogen gas approach 
redox couples approach 
a kinetic approach 
The external approach, using the electron activity as the redox master variable [Liu 
and Narasimhan, 1989a], is implemented because it is the most convenient method when 
dealing with oxidation-reduction reactions for equilibrium systems and because it per- 
forms well under most conditions (see also Chapter 4). At this point it shouid be pointed 
out that this method is only applicable if redox-active species are not influenced by 
kinetically-controlled reaction procwses. Also, this approach cannot be applied to unsat- 
urated conditions in the presence of mobile, redax-active gases. 
The dissolved oxygen gas approach is essentially equivalent to the oxygen fugacity 
approach as reported by Liu and Namsimhan [1989a] and used by Wohy et al. [1990] 
with the only difference thôt dissolved axygen is used aa the redox master variable instead 
of gaseous oxygen. Dissolved oxygen was selected as a possible redox master variable 
because it is a useful parameter to represent geochemicai conditions in variably-saturated 
media when atmospheric oxygen is able to enter the subsurface. 
Dissolved hydrogen gas on the other hand has been included as an optiond redox mas- 
ter variable because it can be a useful parameter in anaerobic environments to delineate 
zones of bacterial activity [Lovley and Godwin, 19881. 
Equilibrium exists between the various redox couples for all t hree met hods discussed, 
and the system is characterked by a unique oxidation-reduction potential. Values for EH 
and pe can be cdculated by applying the Nernst equation. The computation of the pe is 
straightforward if the electron is chosen as the redox master variable. In this case the pe 
is defined as the negative value of the logarithm of the electron activity: 
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If dissolved oxygen or dissolved hydrogen gas are chosen as the redox master variables, it is 
most intuitive to express the oxidation-reduction potential in terms of the corresponding 
half-react ions. The half-react ions for the reduct ion of dissolved oxygen and the oxidat ion 
of dissolved hydrogen gas are given by: 
The equilibrium-pe for the dissolved oxygen gas approach and the dissolved hydrogen gas 
approach c m  be calculated based on: 
The EH can simply be calculated based on the pe according to: 
The redox couples approach treats each member of a redox couple as a component [Liu 
and Namsimhan, 1989a], giving rise to a masi conservation equation for each member 
of the redox couple. This approach does not enforce equilibrium between the redox 
couples [Allison et al., 19911. The kinetic approach allows, by definition, for disequilibriurn 
between the various redox couples. A unique oxidat ion-reduction potential cannot be 
defined for both approaches. 
3.4.2 Activity Corrections 
The formulation for activity corrections for a l l  dissolved species has been adopted fiom the 
thermodynamic equiiibrium mode1 MINTEQA2 [Allison et al., 19911. Activity coefficients 
for the charged dissolved species A!, where Af can be either a component as species 
in solution or an aqueous complex, are calculated based on the modified Debye-Hückel 
equation, given by 
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where Ad and Bd are constants, ai is the ion size parameter, bi is an ion specific parameter 
that accounts for the decrease in solvent concentration in concentrated solutions. If ai is 
available, but not bi, equation 3.38 is used with bi = O. The Davies equation is used as 
an approximation when the parameter ai cannot be provided: 
1112 
log = -A&: + 1112 - 0*241] 
The activity coefficients for al1 neutral species excluding 
while the activity correction for 
log = 0.11 
water is defined by: 
J 
water are calculateci according 
Fugacity corrections for gaseous species have not been considered in this work because 
partial gas pressures encountered in shallow groundwater systems do not require these 
corrections [Lewis and Randail, 1961, Stumrn and Morgan, 19961. 
3.4.3 Aqueous Complexation and Oxidation-Reduction 
Interactions between dissolved species in solution can take place in form of complexation 
reac tions or oxidation-reduction reactions. In this context , complexation react ions en- 
compass hydrolysis reactions and ion pairing, because these reactions can be described 
usiag the same mat hemat ical relationships. Complexation reactions are usually charac- 
terized by very rapid equilibration times and cm, in most cases, be described in terms of 
equilibrium reactions. An example for an extremely rapid complexation reaction is the 
dissociation of carbonic acid into bicarbonate and a proton 
where Ki d e h e s  the equilibrium constant for the reaction. In this case, equilibrium con- 
ditions are achieved within 10-l0 seconds [Lasaga, 1981, Stumm and Morgan, 19961. Some 
complexation reactions may require a kinetic treatment under certain circumstances. For 
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example, the dissociation of hexamine cobalt(I11) in acid solution 
requires several days to attain equilibrium [Stumm and Morgan, 19961. 
Homogeneous oxidat ion-reduction react ions can also be treated in the same framework 
as complexation react ions. However, t bey differ from aqueous complexation react ions in 
many aspects. A major difference is that the average reaction speed is generally slower 
for oxidation-reduction reactions. An example is the oxidation of ferrous iron by dissolved 
oxygen to ferric iron defined by the following reaction stoichiometry 
where K3 can be defined ar the equilibrium constant under the assumption that the 
reaction is reversible. 
Equilibrium Formulation 
A stoichiornetric relationship for the dissociation of the aqueous complex Al into compo- 
nents as species in solution can be formdated as: 
where u; is the stoichiometric coefficient of the j ih component as species in solution in 
the ith aqueous complex. Equilibrium complexation reactions can be described by the 
law of m a s  action. The set of algebraic equations, describing the dissociation of aqueous 
complex 4 into components as species in solution can be written as: 
where Kr is the equilibrium constant for the dissociation of the ith aqueous complex 
into components as species in solution, 7: is the activity coefficient for the t* aqueous 
complex and $ is the the activity coefficient for the jth cornPonent as species in solution. 
The activity coefficients can be calculated according to the relationships given in Section 
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Equation 3.46 can also be used for equilibrium-controlled homogeneous oxidation- 
reduction reactions. The approach is equally applicable if the electron is chosen as the 
redox master variable. The Law of mass action is, in this case, directly applied to the half 
react ion. 
Kinet ic Formulation 
A general kinetic formulation has been deveioped to describe the consumption and pr* 
duction of components due to kinetically-controiled homogeneous reactions wit hin the 
aqueous phase. Reactions that c m  be described by these kinetic rate expressions encom- 
pass aqueous complexation and oxidat ion-reduction react ions. The reaction stoichiometry 
for a kinetically-controiled intra-aqueous reaction can be expressed in terms of compo- 
nents as species in solution [Lichtner, 1996b] 
where v; are the stoichiornetric coefficients of the species participating in the reaction 
and kpf and kp6 are the rate constants for the forward and backward reactioris respec- 
tively. The forward reaction is here defined as the reaction proceeding fiom the left to 
the right. Stoichiometric coefficients of species consumed in the forward reaction are in 
this case negative, while the stoichiometric coefficients of the species produced in the for- 
ward reaction are positive. 1V, defines the nurnber of kinetically-controiled intra-aqueous 
reactions. The stoichiometric relationship 3.47 describes a reversible reaction, which is 
strictly only valid under the assurnption that the reaction is elementary [Losaga, 1981, 
Stumm and Morgon, 19961. In this case, the reaction progress kom the left to the right 
depends on the activities of the species consumed in the forward reaction. The reaction 
order is determined by the stoichiometric coefficients of these species, because the order 
of the reaction is the same as the molecularity for elementary reactions [Laaaga, 1981, 
Stumm and Morgan, 19961. A rate expression describing the forward reaction for the ith 
kinet ically-controlled intra-aqueous reaction can be expressed as 
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d o w s  the simplification of rate expression 3.53: 
Rate expression 3.55 allows the computation of consumption and production rates for 
the participating species in elementary reversible reactions under far-from-equilibrium 
and near-equili br ium conditions. 
Many reactions are, however, complex and are expressed in terms of an overall reac- 
tion which replace a sequence of elementary reactions. For example, the actuai reaction 
mechanisrn for the oxidation of ferrous iron under mildly acidic conditions according to 
equation 3.44 consists of the following reaction steps [Benson, 1968, Stumm and Morgan, 
19961 : 
F'e2+ + H20 = FeOH+ + H+ 
FeOH+ + O2 = Fe(0H)O: 
Fe(0H)O: -t F~OH?+  0: 
o ~ + H +  = HO; 
HO; + ~e~~ + H20 -t F ~ O H ~ +  + H202 
Ha02 +@+ + F ~ o H ~ + + O H '  
OH' + F'e2+ + F~OH?+ 
If all elementary reactions occur sequentidy, the progress of the overali reaction depends 
on the slowest elementary reaction, which can be defined as the rate-determinhg step 
[Lasaga, 19811. The reaction progress of the overall reaction may, however, depend on 
intermediate reactant or product species, which are not part of the reaction stoichiom- 
etry of the overall reaction [Stumm and Morgan, 19961. The order of the reaction rate 
has no mechanistic significance, but reflects the joining of the elementary steps [Losaga, 
1981, Stumm and Morgan, 19961. In practice, laboratory experiments are conducted to 
determine which species control the reaction progress and what order the reaction has 
with respect to each of these speciea. The overall reaction rate for the abiotic oxidation 
of ferrous iron under mildly acidic conditions according to equation 3.44, for example, 
can be expressed as [Singer and Stumm, 1970, Sung and Morgan, 19801 
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Equation 3.56 indicates that the laboratory-determined oxidation rate of ferrous iron does 
not only depend on the activities of the components as species in solution as prescribed 
by rate expression 3.48, but may also depend on the activities of aqueous complexes 
(OH-) and on total aqueous component concentrations (Fe(I1)). The rate expression 3.48 
can be generalized to describe irreversible overdl reactions under far-from-equilibrium 
conditions. The generalized rate expression can be written as 
where the order of the reaction with respect to the species that control the reaction 
progress are no longer represented by the stoichiometric coefficients of reaction equa- 
tion 3.47. This approach requires the explicit specification of the reaction orders with 
respect to the species, which control the reaction progress. O$ is the order of the ith 
kinetically-controlled intra-aqueous reaction with respect to the total aqueous comp* 
nent concentration of the jth component, o c  is the order of the ith kineticdly-controlled 
intra-aqueous reaction with respect to the activity of the jth component as species in 
solution and o r  is the order of the ith kineticaIly-controlled intra-aqueous reaction with 
respect to the activity of the jth aqueous cornplex. 
The abiotic oxidation rate of ferrous iron by oxygen under acidic conditions follows a 
different rate expression than defined by equation 3.56 [Singer and Stumm, 1970, Lowson, 
1982, Millero, 19851. The appropriate rate expression is given by: 
The reaction paths defined by equations 3.56 and 3.58 represent parallel reaction path- 
ways. In the case of parallel reaction pathways the contributions of the different reaction 
proceases can be assumed additive [Laiaga: 19811. An appropriate rate expression de- 
scribing the abiotic oxidation of ferrous iron valid for a pH-range fiom approximately l 
to 8 can therefore be expressed as: 
The general rate expression given by equation 3.57 can be expanded to facilitate the 
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considerat ion of parallel reaction pat hways: 
NPP is here defined as the number of parallel reaction pathways for the ith kinetically- 
controlled intra-aqueous reaction. Each pardel  reac tion pat hway k requires the definition 
of its own rate constant kf! and reaction orders with respect to the species, which control 
the reaction progress. o?jk, oac and ork  define the reaction orders for the kth reaction ri k 
pathway with respect to the total aqueous component concentrations, the activities of the 
components as species in solution, and the activities of the aqueoua complexes, respec- 
tively. The use of rate expression 3.60 is more convenient than defining a rate expression 
according to equation 3.57 for each reaction pathway. 
Equation 3.55 can be used to expand the rate expression for irreversible kinetically- 
controlled intra-aqueous reactions to reversible reactions. A general rate expression for 
a reversible overail reaction can be based on equations 3.55 and 3.61 and can be written 
as: 
IAPP defines here the ion-activity product of the overall reaction, Kf defines the equilib- 
rium constant for the overali reaction and ofk defines the Tempkin-number for the reaction 
path considered [Lichtner, 1996bj. The Tempkin-number was introduced to account for 
the effect of the various elementary steps on the overail reaction [Helgeson et ai., 1984, 
Lichtner, 1996bl. The Tempkin-number can be set to unity as an approximation. This 
formulation is based on the assumption that the rate of the overaii reaction is related to 
the rates of the elementary reactiom comprising the overail reaction mechanism [Lasaga, 
19811. Whether rate expression 3.61 can be applied to extend the appiicabiiity of labora- 
tory det ermined far-fkom-equiiibrium rate expressions t O near-equilibrium condit ions or 
to describe reversible reactions has to be decided on a case-dependent basis. 
For some reactions an equilibrium constant is available but equation 3.61 can still not 
be applied because the modeiled reaction pathway is truly irreversible, Rate expression 
3.60 is, on the other hand, often ody  applicable if the accumulation of product species 
is insignificant. For example, the oxidation of ferrous iron by q g e n  (equation 3.44) 
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has to be considered an irreversible reaction, since the reduction of ferric iron leading 
to the production of oxygen and ferrous iron is thermodynamically not favorable. Such 
a reaction can be approximated by a rate expression which considers the reaction as an 
irreversible process, but also accounts for the build-up of reaction products in solution. 
An appropriate rate expression is given by: 
The reaction product of the total concentrations and species activities, that control 
A A b U  3s: the react ion progress under far-from-equilibrium condit ions can be defi--  
Equation 3.63 can be substituted to simplify rate expressions 3.57, 3.61 and 3.62. The 
resulting rate expressions and their applicability are sumrnarized in Table 3.1. 
irreversible 
far- from-equili br ium 
forward rate 
reversible 
far-*/close-teequilibrium *= - 
forward rate constant 
Lrreversible 
far-fiom/close-teequilibrium ~ f l  = - 
forward rate constant m a  [ [ [ E k : , q ]  [l - F]] ,O] 
Table 3.1 : Rate expressions for intra-aqueous reactions 
The general rate expressions presented in Table 3.1 can be expressed in symboiic 
form as a function of the forward and backward rate constants, the activities of the 
components as species in solution and aqueous complexes (a; and a;), total aqueous 
component concentrations and the equiiibrium constant of the reaction. The symbolic 
representation of the rate expressions can be written as: 
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Rate expressions 3.57, 3.61 and 3.62 can be used to describe the reaction progress for 
elementary and overall reactions for intra-aqueous kinet ics. The react ion progress may 
depend on total aqueous component concentrations, on the activities of components as 
species in solution and on the activities of aqueous complexes. The rate expressions can 
accommodate any react ion order wit h respect to these species and allows the consideration 
of parallel reaction pathways. Reactions may be reversible or irreversible and the rate 
expressions are applicable under far-from-equilibrium and near-equilibrium conditions. 
The source-sink term defining the consumption or production of aqueous components 
due to the sum of al1 kineticaily-controlled intra-aqueous reactions can be defined as 
where the contributions of the various reactions rates were scaled to express the source- 
sink term in the units of the global mass conservation equations [mol 1-' buk  s-*]. 
3.4.4 Gas Dissolution-Exsolution 
A stoichiometric relatiomhip for the dissolution and subsequent dissociation of the gas 
A: can be formulated as 
where ej are the stoichiometric coefficients 
i = 1, N,, (3.66) 
of the components as species in solution 
comprising the ith gaseous species. Equiiibrium dissolution-exsolution reactions accordhg 
to reaction equation 3.66 can also be describeci by the law of mass action: 
The gas concentrations C: are defined in units of [mol i-' gas] and K: is the equilibrium 
constant for the dissolution of tth gaseous species. 
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3.4.5 Ion Exchange 
Various formulations are available to describe ion exchange reactions [Appelo and Postma, 
19931. The most common approaches are the Gaines-Thomas, the Gapon, and the 
Vanselow convent ions [Appelo and Postma, 19931. Ail solut ion approaches are limited 
to the description of cation-exchange reactions on negatively charged mineral surfaces 
and assume that the reactions can be described by equilibrium relationships based on the 
law of mass action. The various conventions differ with respect to the definition of the 
activities of the adsorbed species. This is because a unified theory to compute activity 
correct ions for adsorbed species is not available. The Gapon-convention assumes that the 
activity of the adsorbed ions are proportional to the number of exchange sites, while the 
Gaines-Thomas convention uses the equivaient fraction of the exchangeable cations for 
the activity of the adsorbed ions [Appelo and Postma, 19931. The Vanselow-convention, 
on the other hand, uses molar &actions of the exchangeable cations for the activities of 
the adsorbed ions [Appelo and Postma, 19931. The present model allows the considera- 
tion of ion-exchange reactions in terms of the Gapon- and Gaines-Thomas conventions. 
Bot h solution approaches have advantages. The solution based on the Gaines-Thomas- 
convention is more popular and the majority of the compilations of exchange parameters 
are based on the Gaines-Thomas mode1. On the other hand, the solution based on the 
Gapon-convention is numerically more efficient (see beIow). The fundamental formula- 
tion is equivalent for both solution approaches. The particular form of these conventions 
can be used to obtain explicit expressions for the concentrations of the ion-exchanged 
species. This allows a more convenient incorporation of ion-exchange reactions into the 
present model. 
Gaines-Thomas Convention 
The ion-exchange reaction between the mono-valent cation Na+ and the bi-valent cation 
Ca2+ can be used as an illutrative example. A reaction equation, which fits the format 
of the Gaines-Thomas convention c m  be written as 
where X- defines an exchanger site with charge -1 [Appelo and Postma, 19931. A general 
stoichiometric relationship for ion-exchange between the cations A: and A! can be written 
CHAPTER 3. THEORETICAL DEVELOPMENT 
as 
where 2: and 2: define the charge of the cations A! and A: [meq mmol- '1, while (z:)-' 
and (2:) - l  can also be interpreted as the stoichiometric coefficients of the reaction equa- 
tion. It is at t his point convenient to redefine the ion-exchanged species as: 
Substituting equation 3.70 and 3.71 into equation 3.69 leads to: 
Equation 3.72 can  be rearranged to obtain a stoichiometric relationship with a unit stoi- 
chiometric coefficient for the ion-exchanged speciea 4: 
The stoichiometric relationship given by equation 3.73 expresses ion-exchange reactions 
in a general way involving any pair of dissolved cations. This formulation haa to be 
adjusted to facilitate its incorporation into the existing mode1 equations. In this context, 
ion-exchange reactions will be limited to exchange reactions involving cations, which are 
defined as components. Equation 3.73 can be generalized as 
where ut is the stoichiornetric coefficient of the ion-exchangeci species Ag in the ith ion 
exchange reaction, which is defineci by the ratio of the charge of the two cations. v& 
are the stoichiometric coefficients of the components, which can be related to the stoi- 
chiornetric coefficients in equation 3.73 and N, defines the number of the ion-exchanged 
species. The stoichiometric relationship given by equation 3.74 is similar to the one for 
aqueous complexation (equation 3.45) and gas dissolutionsllsolution reactions (equation 
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3.66). A significant difference does, however, exist, since A: cannot be expressed exclu- 
sively in terms of aqueous components, but is dependent on the ion-exchanged species 
A;. One of the ion-exchanged species has to be chosen to represent A;. Based on the 
stoichiometry defined in reaction equation 3.74, the law of mass action can be used to 
obtain a relationship that defines the activities of the ion-exchanged species A: in terms 
of equivalent fractions 
where pi and & are the activities of the ion-exchanged species Af and Ai [meq and 
K,b is the selectivity coefficient for the ith ion-exchange reaction. Equation 3.75 provides 
only an explicit relationship for the calculation of &, if the activity of the ion-exchanged 
species At is known. It is not possible to use equation 3.75 to determine ,Ok, therefore, 
an additional relationship is needed. This relationship can be defined as the sum of the 
activities of ali ion-exchanged species, which equals 1 by definition [Appelo and Postma, 
19931: 
Equations 3.75 and 3.76 constitute the set of equations defining the ion-exchange sub- 
probIem. 
In order to include ion-exchange reactions into the global mass conservation equations, 
t hree approaches are possible: 
Treatment of the ion-exchanged species A; as a component 
Implicit solution of ion-exchange as a subproblem 
Explicit solution of ion-exchange as a sub-problem. Derivation of an explicit rela- 
tionship for A; in terms of aqueous components, allows an explicit solution for the 
concentrations of al1 ion-exchangeci species. 
If the ion-exchanged species Ag is treated as a component, equation 3.76 has to be added 
to the global system of mass conservation equations consisting of equations 3.28 and 
3.29. In this case, an initial concentration for the ion-exchanged species Ai is requîred, 
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which constitutes a quantity not generally available. It is therefore preferable to treat ion- 
exchange reactions as a sub-problem that ailows the treatment of all ion-exchanged species 
as secondary unknowns for the global problem. This can be achieved by substituting the 
equilibrium expressions for the ion-exchanged species Al (equations 3.75) into equation 
3.76. 
Equation 3.77 implicit ly contains the solution for Pk. The activities of al1 ion-exchanged 
species can be calculated by solving the system of equations given by equations 3.75 and 
equation 3.77, provided the concentrations of the components as species in solution are 
known. An explicit solution cannot always be obtained, because equation 3.77 is nonlinear 
with respect to the activity Pk. The nonlinearity is introduced by the stoichiometric 
coefficients 4 defining the ratio between the charges of the ion-exchanged species. An 
impiicit solution of the sub-problem is necessary if ion-exchange reactions involve tri- 
valent or higher charged cations. Relationship 3.77 simplifies to a quadratic equation if 
only monwdent and bi-valent cations are part icipat ing in ion-exchange react ions. 
In this case, an explicit relationship can be formulated, which ailows the computation 
of the activity of Ai 
where the factors a, b and c are defined as: 
It should be pointed out that equation 3.78 is only applicable for ion exchange reactions 
involving both mono-valent and bi-valent cations. If only mono-valent species are present, 
equation 3.77 is linear with respect to Pk, and can be solved directly. The activities of the 
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remaining ion-exchanged species c m  subsequently be calculated based on equat ions 3.75. 
The actual concentrations of the ion-exchanged species can be obtained by applying the 
conversion: 
where Cf is the concentration of the ion-exchanged species Ai [mol 1-' buik], pb is the dry 
bulk density of the porous medium [g solid cm-3 bulk] and CEG defines the cation ex- 
change capacity [meq (100g)-' solid]. The factor 100 provides the conversion [g (100g) -Il .  
Gapon-Convention 
An alternative solution approach can be derived based on the Gapon-convention. In this 
case the stoichiometric expression for the example ion-exchange reaction can be written 
as: 
The differences between equation 3.68 and equation 3.80 lie in the definitions for the ac- 
t ivit ies of the ion-exchanged species. A general stoichiometric relat ionship can be writ ten 
as: 
The ion-exchanged species can again be redehed as: 
Substituting equations 3.82 and 3.83 into equation 3.81 leaàs to: 
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Equation 3.84 can be rearranged and simplified in a similar manner as was done for the 
Gaines-Thomas-convent ion: 
Equation 3.85 shows t hat the stoichiometric coefficients of the ion-exchanged species are 
always unity in the case of the Gapon-convention. An appropriate equilibrium relation- 
ship can be expressed as 
where Bi and & define the fraction of exchange sites with charge -1 occupied by the 
ion-exchanged species Ai and Ai respectively [ Appelo and Postma, 19931. Substitut ing 
equation 3.86 into equation 3.76 leads to: 
Equation 3.87 is linear with respect to the fiaction of exchange sites occupied by the 
ion-exchanged species. Therefore, & can be determined directly based on the activities 
of the components as speciea in solution according to: 
Substituting equation 3.88 into the equilibrium expressions 3.86 yields an explicit solution 
for the exchanger composition, which is solely based on the activities of the components 
as species in solution: 
Expressing the exchanger composition in terms of concentrations does not require a cor- 
rection for the charge of the ion-exchringed cation in case of the Gapon-convention because 
the fiactions pi are related to the exchange sites with charge -1, but not to the charge of 
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Figure 3.1: Minera1 particles with and without protective surface layer 
progress is iduenced simultaneously by microscale transport and chernical reaction pro- 
cesses [Stone and Morgan, 1990, Steefel and Lasaga, 19941. A formulation for "mixed 
reaction controln is not considered in the present work. The dissolution of most min- 
erals can be described by surface-controlled reactions [Blum and Lasaga, 19911, such as 
the dissolut ion of aluminosiliçate mirierais ie.g Berner, 1978, Blum an J StilCbya, 1995, 
Doue, 1995, Nagy, 19951, carbonates [Chou et al., 1989, Creenbetg and Tomson, 19921 
and oxy-hydroxides [Wieland et al., 19883. 
It is assumed, that the dissolution or precipitation of minerah occurs congruently 
according to the stoichiometry of the overall reaction. Influences on the reaction stoi- 
chiometry due to the formation of a leached layer or an alteration rim are not considered 
in the present study. The formulation, however, accounts for the formation of secondary 
minera15 hom the reaction products. This approach facilitates a suitable description of 
aqueous species and mineral concentrat ions, but does not describe the actud form of the 
secondary precipitates (surface coating, alteration rim or new mineral particles). 
The present kinetic formulation facilitates the description of dissolution-precipitation 
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react ions as irreversible or reversible reactions. Irreversible react ions are assumed to be 
undected by the presence of the reaction products, which is usually the case for reac- 
tions, which take place under far-fiom-equilibrium conditions. In the case of reversible 
reactions, the build-up of reaction products may, however, lead to a diminution of the 
reaction progress or even to a change of the reaction direction. Mineral precipitation con- 
ceptually only makes sense for surface-controlled reactions. Diffusion-controlled reactions 
are t herefore strictly treated as irreversible dissolut ion reactions. 
A general stoichiometric relationship, which describes the congruent dissolution or 
precipitation 
as: 
of a mineral in terms of components as species in solution can be written 
where AT defines the ith mineral, v c  are the stoichiometric coefficients of the components 
as species in solution comprising the mineral A t ,  and N, defines the number of minerals 
activeiy participating in dissolution-precipitation reactions. 
A number of dissolution-precipitation reactions are defined to illustrate the develop- 
ment of the rate expressions. For example, the stoichiometric relationship describing the 
dissolution or precipitation of calcite can be written as 
where the arrows in both directions indicate that the reaction is considered reversible. 
The dissolution of aluminosilicate minerals in ahallow groundwater systema on the other 
hand is usualiy irreversible. The dissolution of albite, for example, is defined by: 
It is often the case that dissolution-precipitation reactions take place dong several reac- 
tion pathways. Previous studies have shown that the axidation of pyrite can follow two 
different reaction pathways [Singer and Stumm, 1970, Moses et ai., 1987, Williamson and 
Rimstidt, 19941. Pyrite might either be oxidized by dissolveci caygen: 
FeS2 (s) + $02(aq) + H20 + F'e2+ + 2 ~ 0 : -  + 2HC 
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or by ferric iron: 
Reaction 3.94 or reaction 3.95 can be controlling the overall reaction progress of pyrite 
oxidation, depending on the prevailing chemical conditions. 
In the following a general fiamework is presented that aIlows the consideration of 
the reaction types discussed above. The formulation of the various reaction mechanisms 
implemented in the present mode1 is derived. Using a typical example, the appropriate 
rate equation is presented based on rate expressions obtained from the literature, or is 
developed further to suit the required format. 
Surface Controlled Reactions 
Figure 3.2 illustrates syrnbolically the time-dependent evolution of a mineral particle 
due to a surface-controlled dissolution process during the time interval to  to ti .  The 
mineral graias are here approximated as spherical particles. The size of a particle of 
the minerd A l  c m  be described by the representative radius r!' [ml. The radius rr 
[ml defines the location of the reactive surface of the mineral grain. The radii f and 
r: are identical for surface-controlled dissolution-precipitation reactions, since a surf'ace 
coating does not exist at my time. The size of the mineral particle is decreasing during 
the dissolution proceas. This also implies that the dissolved species concentrations C?' 
at the reactive surface of the minerai are equal to the corresponding concentrations in 
the buk  solution C; The precipitation of a mineral onto an existing mineral particle 
can be described similarly and is shown conceptually in Figure 3.3. The reaction rates of 
surfacecontroiled dissolution-precipitation reactions are s function of a rate constant, the 
reactive mineral surface area, and the activities or concentrations of dissolved reactant and 
product species or intermediate reaction products. A general rate expression for surface 
controlled dissolution-precipitation reactions can be developed in a similar manner as for 
kinet ically-controlled intra-aqueous react ions. 
Assuming that the dissolution of the mineral 4v takes place under far-fkom-equilib 
rium conditions and that reaction equation 3.91 represents an elementary process, a rate 
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a )  t  = to b) t = t ,  
Figure 3.2: Transient evolution of particle, surface-controlled reaction - dissolution 
expression for the dissolution of the mineral A l  can be written as 
where R ~ ~ ~ ~ * "  defines the rate of dissoluticn per unit surface area [mol rn-* mineral s-'1 
and krdis is the dissolution rate constant. The superscript s attributes the reaction rate 
and related reaction parameters to a surface-controlled reaction. The rate expression can 
be scaled for application in a continuum mode1 by mdtiplying equation 3.96 with the 
reactive surface area Si, which is given in units [m2 mineral 1-' bulk]. A discussion on 
possible descriptions of the reactive surface area is provided later in this chapter. The 
bulk porous medium dissolution rate for the mineral AT can then be expressed as: 
CHAPTER 3. THEORETICAL DEVELOPMENT 
a) r = r, b) t =  cl 
Figure 3.3: Transient evolution of particle, surface-controlled reaction - precipitation 
The units of the rate are given in [mol 1-' bulk s-'1. A corresponding reaction expression 
for the precipitation of the ith mineral can be written as 
where RTP" [mol 1-' bulk s-'1 defines the rate of precipitation of the mineral AT and 
kYp" is the precipitation rate constant. The dissolution-precipitation rate can be obtained 
from the sum of rate expressions 3.97 and 3.98, assurning that the reaction as specified 
in equation 3.91 is reversible: 
The equilibrium constant associated with the dissolution-precipitation reaction can be 
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defined based on the dissolution and precipitation reaction rates according to the principle 
of detailed balancing [Lasaga, 19811: 
Substituting equation 3.100 into equation 3.99 facilitates the expression of the reaction 
rate in ter- of the dissolution rate constant and the equilibrium constant: 
The ion activity product IAPF of the it~issolution-precipitation reaction is defked as 
the product of the activities of the reacting species: 
Equation 3.102 can be substituted into reaction expression 3.101 to yield a simplified rate 
expression for dissolution-precipitat ion react ions [e.g.: Stee /el and Lasaga, 19941 : 
The dissolution-precipitation rate can altematively be expressed in terms of the precipi- 
tation rate constant; 
Rate expressions 3.103 and 3.104 can be applied to describe the progress of reversibIe 
dissolution-precipitation reactions if the reaction represents an elementary process. 
Rate expression 3.103 can be applied to describe the reaction progress of calcite dis- 
solution or precipitation (equation 3.92): 
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where calcite was defined as the mineral A$, R?'' is the calcite dissolution-precipitation 
rate, Si is the reactive surface area of the minera1 in the bulk porous medium, kyd" is 
the far- fiom-equilibrium rate constant for calcite dissolut ion. 
Reaction equation 3.91 usually defines an overall reaction rather than an elementaq 
reaction and the reaction progress may be controlled by the concentrations or activit ies 
of intermediate species [Lasaga, 1981, Steefel and Lasaga, 19941. It is therefore advan- 
tageous to implement a more general dependence of the reaction rate on al1 dissolved 
species present in an andogous manner to the formulation for intra-aqueous kinetic reac- 
tions. Considering for now only irreversible far-fiom-equilibrium reactions, a general rate 
expression for the dissolution of the mineral A 7  c m  be deduced from the corresponding 
rate expression for intra-aqueous kinet ic reactions (equation 3.57) : 
This rate expression allows the reaction progress to depend on the total aqueous compo- 
nent concentrations, the activities of the components as species in solution, and on the 
activities of aqueous complexes, where oF1', oY1' and O-$* v define the corresponding 
reaction orders. 
The far-fiom-equilibrium dissolution rate for dbite, under low pH-conditions, as given 
in reaction equation 3.93, can be defined as [Chou and Wollast, 1985, Blum and Lasaga, 
1988, Blum and Lasaga, 19911 
where albite corresponds to the mineral A r  and the reactive surface area of albite is 
defineci by S2. The reaction order does depend on the activity of the hydrogen ion, as 
defined in reaction equation 3.93. The order of the reaction with respect to the hydrogen 
ion does, however, not correspond to the stoichiometric coefficient for the hydrogen ion 
in the reaction equation. 
Another example is the oxidation of pyrite by oxygen as d e h e d  in readion equation 
3.94. The rate expression &er Williamson and Rimrtidt [1994] exhibits a square root 
dependence on the activity of dissolved oxygen and a fractional dependence on pH 
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where pyrite was defined as the mineral Aj". 
Dissolution or precipitation of a mineral can take place along various reaction path- 
ways, each reaction being dominant under certain conditions and having its own rate 
constant [Chou et al., 1989, Sposito, 19941. To allow for a more general applicability of 
the rate expression, the different reaction pat hways have to be taken into account. Albite 
dissolution under basic pH-conditions, for example, is also dependent on the hydrogen 
ion activity, however, the reaction order is dinerent under these conditions [Blum and 
The rate of albite dissolution under far-fiom-equilibrium conditions over a pH-range fiom 
2-12 can be expressed as 
if the 
A 
react ions under acidic and basic conditions are considered as parallel react ions. 
general relationship for the surface-controlled dissolution of the ith minerd, where 
the reaction can occur along several reactions pathways can be defined as 
N,.""' Nc N e  
a"13 = -si k z v s  ( T ~ ) ~ ; : . a  11 (7;C;)~;bJ n *= (r;c;)05~', 
where N y P  defines the number of parallel reaction pathways contributing to the overail 
dissolution rate, and k z d  is the rate constant for the dissolution of mineral A$ for the kth 
and O?.*' are the reaction orders with respect to parallel reaction pat hway. o ~ ~ " ,  oi jk v k  
the total aqueous component concentrations, the activities of the components as species 
in solut ion and the act ivities of the complexed species, respectively. 
The overall precipitation rate of a mineral under far-fiom-equilibrium conditions can 
similarly be expressed as: 
where k z p  is the precipitation rate constant for the kth pardel  reaction pathway. 
The fact that dissolution-precipitation reactions can take place dong different reac- 
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tion pathways not only affects the overall dissolution-precipitation rate itself, but also 
influences the concentrat ions of dissolved reactant and product species. The react ion sto- 
ichiometries of the various reaction pathways have to be considered separately if the reac- 
tant or product species undergo consumption or production due to kinetically-controlled 
intra-aqueous reactions. The reaction stoichiometry describing dissolution-precipitation 
reactions defined by equation 3.91 has therefore tu be modified for a general description 
of parallel kinet icdly-controlled dissolut ion-precipitation reactions. An appropriate sto- 
ichiometric relationship for the dissolution-precipitation of the i th mineral dong the kth 
reaction pathway can be written as 
where u t k  are the stoichiometric coefficients of the components comprising the mineral 
A?, if the dissolution takes place along the kth reaction pathway. 
The oxidation of pyrite, for example, can take place along parallel reaction pathways 
[Singer and Stumm, 1970, Moses et al., 1987, Williamson and Rimstidt, 19941. Pyrite 
can be oxidized by dissolved oxygen according to reaction equation 3.94 or by ferric iron 
according to equation 3.95. Considering the reactions as parade1 reactions and combining 
the rate expressions given by Williamson and Rimstidt [1994] leads to: 
A separate reaction stoichiometry defined by reaction equations 3.94 and 3.95 has to be 
used for each reaction pathway if the axidation of ferrous iron in the aqueous phase is 
also considered kinetically limited. 
Rate expression 3.106 can be expanded to aiiow the description of reversible dissolution- 
precipitation reactions in a similar way as intra-aqueous kinetic reactions. The dissohstion 
of calcite, for example, can occur as a simple hydrolysis reaction, but &O depends on the 
availability of carbonic acid and protons [Chou et al., 19891. The correaponding reaction 
equations are: 
CaC03(s) + H20 t Ca2+ + HC0; + OH- 
CaCOJ(s) + H2C03 = ca2+ + 2HC03 
CaC03(s) + H+ = ca2+ + HCO, 
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A rate expression for calci te dissolut ion-precipi tat ion dong parallel react ion pat hways 
as defined by equations 3.109 - 3.111 can be written as [Chou et al., 19891: 
where the ion activity product and the equilibrium constants were specified separately 
for the parallel reaction pathways. 
A generai rate expression for reversible dissolution-precipitation reactions dong par- 
alle1 reaction pathways can be written as 
where 62 defines the Tempkin-number, which h a  been introduced to al1ow the appli- 
cation of rate expresgion 3.112 to reversible overali reactions [Lichtner, 1996bl. A rate 
expression for the dissolution-precipitation of the ith mineral dong NFP parailel reaction 
pathways can aiternatively be expressed in terms of the precipitation rate constants: 
It shouid be noted at this point that the rate expression for reversible dissolution- 
precipitation reactions can be simplifiecl if equilibrium between all dissolved reactant 
and product species exists. The rate expression for the dissolution and precipitation of 
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calcite, for example, can be simpIified as: 
The application of rate expression 3.106 to the dissolution of albite might lead to an 
over-prediction of the dissolution rate. The rate constants have been determined under 
far- fiom-equilibrium conditions and may not be valid, if reaction products accumulate in 
solution. On the other hand, it is also not correct to apply a rate expression according 
to equation 3.112 to the weathering of albite because this reaction expression allowa the 
precipitation of albite, which is not thermodynamically favored under low-temperature 
and low-pressure conditions. An approximate dissolution rate, which accounts for the 
build-up of reaction products can be written as: 
A general rate expression for an irreversible dissolution reaction that accounts for the 
build-up of reaction products in solution can then be expressed as: 
The conesponding relationship for the irreversible precipitation of the ith mineral can be 
written as: 
The product of the concentrations and/or activities controlling the reaction progress 
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Table 3.2: Rate expressions for surfacecontrolled dissolut ion-precipitation react ions 
of surface-controlled dissolution-precipitation reactions can be defined as: 
Equation 3.116 can be substituted to simplify rate expressions 3.106, 3.107, 3.112, 3.113, 
3.114 and 3.115. This set of reaction expressions can be used to define the reaction 
progress of reversible and irreversible dissolution-precipitation reactions under far-hom- 
equilibrium conditions and near equilibrium. Table 3.2 summarizes the rate expressions 
and defines their range of applicability. 
Diffusion-Controlled Reactions 
The dissolution of miner& might &O be controiled by diffusive transport of reactant and 
product species through a protective surface layer covering the reactive mineral surface. 
The derivation of the present formulation is baaed on the shrinking core mode1 developed 
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by Leuenspiel [1972] and applied by Davis and Ritchie [1986] and Wunderly et  al. [1996] 
among others. Figure 3.4 shows the transient evolution of a reacting mineral particle 
covered by a protective surface coating between the times to and ti. The radius r!' of the 
Figure 3.4: Tkansient evolution of part icle, diffusion-controlled reaction - dissolut ion 
particle remains unchanged during the dissolut ion process, the original mineral is replaced 
by a protective surface layer. This is a reasonable assumption if a leached layer or an 
alteration rim is forming, but is not necessarily the case if a surface coating is forming on 
the mineral particles due to the precipitation of secondary minerals. The shrinking core 
mode1 cm, nevertheless, be used as an approximation for the latter case. The reactive core 
shrinks during the dissolution process, which leads to progressively decreasing reaction 
rates with increasing surface layer thickness. The reacting species have to be transported 
through the surface layer before the reaction between the unreacted core of the minera1 
and the reacting species can occur. The location of the unreacted core of the mineral is 
defined by the radius rr. The reaction will be Limited in many cases by the availability of 
one reacting species, here defined as the primary reactant Af. It is practical to reformulate 
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reaction equation 3.91 to account for the special role of the primary reactant A;. An 
appropriate stoichiometric relationship can be written as 
where v r  is the stoichiometric coefficient of the primary reactant species for the i th 
mineral. The present formulation assumes that other reactant species A: involved in 
the dissolution reaction are available in sufficient concentrations and do not limit the 
progress of the reaction. The primary reactant is consumed at the reactive minerai 
surface causing a concentration gradient to develop within the surface coating through 
which the primary reactant is transported to the reactive surface. The concentration at 
the particle surface is assumed to be equd to the concentration in the bulk solution Cf, 
while the concentration on the reactive surface of the mineral is defined by Cf", and 
is less than the bulk concentration. A purely diffusion-controlled reaction implies that 
the time scales of the transport of the primary reactant through the surface coating is 
much Ionger than the time scale of the chemical reaction taking place on the reactive 
mineral surface. This implies, in practical terms, that the primary reactant is consumed 
immediately at the reactive mineral surface. The concentration of the primary reactant 
at the minera1 surface can therefore be approximated by Cf" = O, which simplifies the 
determination of the reaction rate. The rate-limiting step under these conditions is the 
supply of the primary reactant to the reactive surface. The rate expression t hat describes 
diffusion-controlled dissolution of minerals can t herefore be based on the diffusional mass 
flux of the primary reactant through the protective surface coating. An example for this 
type of behavior is the oxidation of suifide miner& such as pyrrhotite and pyrite after 
an initial period of surface-controlled dissolution [Davis and Ritchie, 1986). 
The formulation requires the specification of an initial surface coating t hickness de- 
h e d  by f - r; at t = to. However, the present formulation does not account for the 
formation of a leached layer fiom the original primary mineral due to an incongruent 
dissolution process, neither does it identify the composition of the protective layer. The 
mode1 formulation is strictly only valid under the assumption that the reactants diffusing 
towards the reactive minerd surface do not interact with the reaction products dinusing 
back into the bulk solution. 
The dissolution rate is proportional to the diffusional mass flux of the primary reactant 
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species through the protective surface layer. Steady state conditions can be assumed 
if the tirne scale of the core shrinking is much longer than the time scale of diffusive 
transport. Levenspiel [1972] reported t hat diffusional transport of the primary reactant 
through the protective surface layer is much faster than the rate at which the unreacted 
core is shrinking. Fick's first law can therefore be applied to approximate the flwc of 
the primary reactant through the protective surface layer. Assuming that the mineral 
particle is spherical, the flux per unit area reactive mineral surface can be expressed as: 
md,t,u where Ji [mol m-2 mineral s - ~ ]  defines the mass aux of the primary reactant species 
at the surface of the unreacted core per unit reactive surface area of the mineral A l  
[Levenspiel, 19721. The flw is given in units [mol m-2 mineral s-'1. Dr [m2 s-'1 is the 
diffusion coefficient of the primary reactant through the water filled porosity of the surface 
coating. The factor 103 is necessary to convert dissolved species concentrations, which are 
usually given in units [mol 1-' water], to units [mol m-3 water] to be consistent with the 
formulation for surface-controlled reactions. Equation 3.118 can be simplified because it 
is assumed that the concentration of the primary reactant species on the reactive mineral 
surface is negligibly small. This simplification leads to: 
The dissolution rate of the mineral per unit surface area is proportionai to the stoichi* 
metric coefficient of the primary reactant in reaction equation 3.117 and can thus be 
written as: 
where ~y~~~~ is defined in units [mol rn-* mineral s-'1. The bulk porous medium disse 
lution rate can be obtained by multiplying rate expression 3.120 by the reactive sutface 
area of the mineral: 
The reaction rate R T ~ * ~  ,given in units [mol 1-' bulk s-'1, provided that the reactive 
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surface area is given in units [m2 mineral 1-l bulk]. 
The oxidation of pyrite, for example, is often described as a diffusion-controlled re- 
action [e.g. Davis and Ritchie, 1986, Ritchie, 1994, Wunderly et al., 19961. Assuming 
that pyrite is represented by the mineral A 3  and that the overail oxidation of pyrite can 
be expressed in terms of dissolved oxygen following the reaction stoichiometry given in 
equation 3.94, an appropriate rate expression can be written as 
where Dr defines the bulk diffusion coefficient for dissolved oxygen through the surface 
coating on the pyrite particles. 
The rate expression given by equation 3.121 can be generalized as: 
The factors o r "  are here used to represent the inverse of the stoichiometric coefficient 
v,t of the primary reactant in reaction equation 3.117. The use of the factors o r "  
facilitates the consideration of aqueous complexes as primary reactants and o;t*t aiiows 
the specification of total aqueous component concentrations. At this point it should be 
noted that this formulation requires that o d y  one of the factors o;"~, o r v t  and o r v t  be 
a positive red number, whjle al1 rernaining h t o n  m u t  be set to zero. 
The oxidation of pyrite. for exampie. may take place dong two primary reaction path- 
ways as was discussed previously. It is therefore necessary to allow the consideration of 
pardlel reaction pathways also for dinusion-controlled dissolution reactions. An appro- 
priate stoichiometric relationship for the kth parallel reaction pathway can be written 
as: 
where u z  is the stoichiometric coefficient 
reaction pathway. The subscript 1 defines 
of the primary reactant in the kh paraiiel 
a different species for each parailel reaction 
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pat hway. Expanding react ion expression 3.122 for parallel react ion pat hways leads to: 
rnt t mc,t where oij; , oijt and oz;;" deâne the inverse of the stoichiometric coefficient v z  of the 
primary reactant in the kth paraiiel reaction pathway. An appropriate reaction expression 
for the diffusion-controlled oxidative dissolution of pyrite wit h dissolved oxygen and ferric 
iron as oxidants can be written as: 
A rate expression for diffusion-controlled reactions that accounts for the build-up of 
reaction products in the bulk solution, can be written as: 
It should be noted that this formulation is essentially very similar to the formula- 
tion for surface-controlled reactions, Comparing, for example, the rate expressions for 
dissolution under far- from-equilibriurn conditions (equations 3.106 and 3.122) shows that 
the rate constant for surface-controlled reactions is replaced by a diffusion coacient  and 
geometrical mineral parameters that wiil influence the reaction progress. A pseudo rate 
constant for the dinusion-controlled dissolution of the minera1 Am can be expressed in 
terms of the diffusion coefficient of the primary reactant and the geometrical parameters 
of the mineral: 
The quotient w$" of the concentration and the stoichiometric coe£Ecient of the primary 
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reactant can be defined as: 
Equation 3.126 and 3.127 can be substituted into rate expressions 3.122 and 3.125 for 
simplification. The resulting set of reaction equations can be used to describe the re- 
action progress of diffusion-controlled dissolution reactions under far-hom-equilibrium 
conditions and when the reaction rate becornes iduenced by the build-up of reaction 
products. 
J V .  - dissolut ion 
fq-go- ~ y ~ * ~  = - [Si  2 ~ U d ~ ~ R ~ ; l t J  
equilibrium k=l 
dissolution N,mP I A PiT 
tqyards = - [[. ~ Z ~ J R P Z * ~  [1 - -11 ,O] 
equib brium k= i 
Table 3.3: Rate expressions for dinusion-controlled dissolution-precipitat ion react ions 
Reactive Surface Area 
Ali rate expressions developed in the previous section are scaled by the reactive surface 
area Si, which defines the mineral surface that is actively participating in dissolution 
precipitation reactions. The reactive surface area has to be defined in uni ts  [m2 mineral 
1-' bulk] to be consistent with the rate expressions developed in the previous sections. 
It is possible to define the reactive surface area in terms of the geometric mineral 
parameten [e.g. White and Peterson, 1990, Sleefel and Lasaga, 19941. The geometric 
surface area [m2 mineral] of a mineral particle can be defineci as: 
The volume of a single mineral particle [m3 mineral] is given by: 
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The reactive surface area can therefore be defined as 
where ipi is the volume fraction of the mineral defined in units [m3 mineral m-3 bulk] and 
1 0 - ~  is a conversion factor [m3 bulk 1- bulk]. Calculating the reactive surface area based 
on geometric mineral parameters can only be a coarse approximation due to deviations of 
the mineral grains from sphericity and surface roughness [ Wliite and Peterson, 19901. It is 
often the case that the geometric surface area does not coincide with the reactive surface 
area observed in laboratory experiments or in the field. White and Peterson [1990], 
reported that reactive surface areas are commonly 1 to 3 orders of magnitudes lower than 
geometric surface areas. Schnoor [1990] reported discrepancies between laboratory and 
field determined reaction rates on the order of 1-2 magnitudes. The discrepancies were 
attributed to preferential ffow and limited contact between the bulk solution and the 
minerai surface. It is therefore useful to include a scaling factor Fi into equation 3.130, 
which can be used to adjust the reaction rate to the obscrved conditions: 
In many cases, it is more practical to speciw a measwed or empirically determined 
reactive surface area independent of geometrical rnineral parameters: 
where Sf defines an empiricaily determined reactive surface area in units [m2 rnineral m-3 
bulk]. Physical surface areas cm, for example, be determined using the BET-method 
[ White and Peterson, l99OI. 
The change of reactive surface area during the dissolution of a mineral phase can also 
be approximated by a two-thirds power relationship of the form [Lichtner, 1992, 1996al 
where S!' represents the initial reactive surface area of the ith mineral and 4: defines the 
initial volume fraction of the mineral phase. This relationship hm the advantage of being 
completely independent of geometric mineral parameters and can therefore be applied to 
CHAPTER 3. THEORETICA L DEVELOPMENT 
update the reactive surface area specified in equat ion 3.132. 
Symbolic Representation and Source-Sink Terms 
The general rate expressions for surface-controlled dissolution-precipitation reactions as 
summarized in Table 3.2 and for diffusion-controlled dissolution reactions as shown in 
Table 3.3 can be expressed in symbolic form. The rate expressions can be written as 
a function of the dissolution and precipitation rate constants, the diffusion coefficients 
of the primary reactant species through a protect ive surface layer, geometric parameters 
such as the representat ive mineral part icle radius, the thickness of the protective surface 
layer, and the reactive mineral surface area. The rate expression will depend in addition 
on the activities of the components as species in solution and aqueous complexes, total 
aqueous component concentrations, and the equilibrium constant of the reaction. The 
symbolic representation of the rate expressions can be written as: 
The sourcesink term defining the consump tion or production of aqueous components due 
to mineral dissolution-precipitation reactions can be defined as 
where the parallel reaction pathways are considered separately. If al1 dissolved species 
with non-stoichiometric coefficients in the pardel dissolution-precipitation reactions are 
at equiiibrium, the source and sink term can be simplified to: 
Chapter 4 
Numerical Met hods 
This chapter introduces the numericai t ethniques used for the solution of the governing 
equations for wiably-satwated flow and reactive transport. The governing equations 
are approximated by discretized equations and globai mass balance caiculations are de- 
scribed for the flow and reactive transport solutions. Several numerical techniques have 
been used or developed to increase the accuracy, efficiency and robustness of the present 
model. These techniques are described briefly and their iduence on the performance of 
the model and the accuracy of the model results is investigated using an example test 
problem. In particular spatial weighting schemes [van Leer, 1974, Unger et al., 19961 
are addressed, as well as an adaptive time stepping and update modiiication algorithm, 
activity update techniques [Lichtner, personal communication, 19971, sparse matrix data 
structures and the treatment of finite minera1 phaseg. The test problem deah with the 
generation of acid mine drainage in variably-saturated media and subsequent reactive 
transport. The problem is designed to inciude the majority of the model capabilities and 
involves transport processes in the aqueous and gaseous phase, gas dissolut ion-exsolut ion 
reactions, complexation and oxidation-reduction reactions and dissolution-precipitation 
react ions. 
4.1 Spatial and Temporal Discretization 
The governing equations presented in the previous chapter have been implemented using 
the finite volume discretization method, which is equivalent to the block-centered finite 
difference met hod for regular geometries. The met hod is locally mass-conservat ive, which 
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is a generd requirement for a physically meaningful solution and is a necessity for the 
solution of reactive transport using the global implicit solution method. The governing 
equations are discretized in one, two and three spatial dimensions. The influence coef- 
ficients are calculated prior to the assembly of the global matrix equation. Therefore, 
other spatial discretization methods can be implemented during future model develop 
ment without major re-structuring of the code. 
Fully implicit time weighting is used for temporal discretization of the governing 
equations. Centered time weighting is not practical for reactive transport problems, 
because the wide range in time scdes of physical and geochemical processes leads to a 
stiff system of equations [Hindmarsh and Petzold, 1995al. The partly explicit nature 
of centered tirne weighting may limit the time step size dramatically [Hindmarsh and 
Petzold, 1995al and is therefore not considered here. The implementation of other, more 
suitable higher order methods [e.g. Hindmarsh and Petzold, 1995b] is beyond the scope 
of the present model developrnent. 
4.1.1 Variably-Sat mated Flow 
Spatial and temporal discretization of the mass conservation equation for variably-satu- 
rated flow (equation 3.1) using the finite volume technique leads to 
where the subscript k defines the kth control volume. defines the number of adjacent 
control volumes, which can vary £rom q k  = 1 for a boundary control volume in case of a 
one-dimensional problem to q k  = 6 for an interna1 control volume (assuming blocks) in 
case of a three-dimensional spatial discretization. The subscript 1 identifies the adjacent 
control volumes, At is the t h e  increment, N + 1 represents the new time level and N 
defines the old time level. & is the volume of the kt" control volume. N, defines the 
number of control volumes in the solution domain. katl is the representative relative 
permeability used for the flux calculation between control volumes k and 1. DXerent 
spatial weighting schemes can be applied to defhe this quantity, as will be discussed in 
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section 4.7. The influence coefficients .ykl c m  be calculated according to 
where Akl is the interfaciai area between the control volumes k and 1, and dkl is the 
distance between the centroids of the control volumes. Al1 material properties are here 
defined on a control volume basis. It is therefore necessary to determine averaged hy- 
draulic conduct ivities and relative permeabilities for the cdculation of interfacid fluxes. 
Kkt is the representative hydraulic conductivity used for the flux calculation between 
control volumes k and 1, and can be calculated based on the distance-weighted harmonic 
mean: 
where Kilk and Kilt are the hydraulic conductivities of the control volumes k and L, 
respectively, perpendicular to the interfacial area Akl. The subscript i identifies here 
the spatial coordinates x, y and z. 4+ and 4,l define the spatial extent of the two 
adjacent control volumes perpendicular to the interfacial area Akl. Porosity changes due 
to chernical processes such as the dissolution or precipitation of minerals is at this time 
not considered in equation 4.1. 
4.1.2 Reactive Transport 
The global mass conservation equations 3.28 for the components -4; can be discretized 
in space using the finite volume technique and by applying f d y  implicit time weighting. 
The discretized equations can be written as: 
va,kl is the aqueous phase flux between control volumes k and 1, <ki defines the influence 
coefficient for the dispersive l ux  in the aqueous phase and & is the influence coeflicient 
for the diffusive flux in the gaseous phase. q{+' defines the total aqueous component 
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concent rat ion used for the advective flux calculations across the interface between the 
control volumes k and 1. This quantity is discussed further in Section 4.7 below. Equa- 
tion 4.4 is based on the assumption that porosity changes due to physical and chernical 
processes are negligible, the storage terms due to porosity changes have therefore been 
omitted. The interfacial flux u,,kl can be obtained directly from the solution of the flow 
equation: 
The influence coefficients 7: , for the dispersive flux terms can be calculated in a similar 
manner as the iduence coefficients for the flow solution and are d e h e d  as [Unger et al., 
i996l 
where DaCi defines the effective dispersion coefficient in the aqueous phase between con- 
trol volumes k and 1. The computation of the dispersion coefficient is based on the 
implementation by Forsyth et al. [1998], which makes use of a pseudwfinite element 
formulation based on equations 3.6-3.1 1 and 3.12. This formulation allows the considera- 
tion of cross-derivative ter- in the fkamework of a finite volume discretization [Forsyth 
et al., 19983. Salkr is an average aqueous phase saturation used for the cdculation of the 
aqueous phase dispenive flux between control volumes k and 1. SaIk1 can be evaluated 
using volume-weighted harmonic averaging according to: 
#kl is the correspondhg averaged porosity, which can be calculated according to: 
Influence coefficients for the diffusive flux between control volumes k and 1 in the 
gaseous phase can be calculated according to 
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where DgikI is the effective diffusion coefficient in the gaseous phase perpendicular to 
the interfacial area At/ ,  which can  be obtained using equations 3.20-3.22 and 3.12. The 
averaged gas phase saturation Sgcr c m  be calculated as defined in equation 4.7 for the 
aqueous phase. 
It c m  be generaily assumed that mineral pa rae te r s  will change slowly in cornparison 
to the changes in aqueous concentrations [e.g. Liehtner, 19883. Al1 mineral parameters 
are therefore updated explicitly in time. This approach is particularly beneficial because 
it reduces the number of primary unknowns per control volume by the number of min- 
erals N,. For the present mode1 formulation, this implies that the number of primary 
unknowns is Np = Nc instead of Np = Nc + N,. A similar approach has been used, 
for example, by Steefel and Lasaga [1994]. The assumption of slowly changing mineral 
parameters is not always valid. Problems can occur if a minera1 becomes depleted during 
a single time step. The complete dissolution of a mineral phase requires special treatment 
to avoid mass balance errors. This issue will be discussed in more detail in Section 4.5 
below . 
The volume fraction of the mineral A t  can be obtained aiter completion of a time 
step by discretizing equation 3.29 in time and solving for the volume fiaction at the new 
time level [Steefel and Losaga, 19941: 
The radius r l i N f l ,  which defines the location of the mineral's reactive surface and is 
an essential parameter in the case of diffusion-controlled dissolution reactions, can be 
updated using: 
The minerai reactive surface area srf1 can be calculated based on yfpl and ritN+' if 
the reactive surface area is computed based on geometric parameters: 
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An alternative method is given by a twethirds power relationship [Lichtner, 1996al: 
Sp and tp: define the initial reactive surface area and volume fraction of the mineral A?, 
respectively. It can be shown that equations 4.12 and 4.13 lead to equivalent results if 
the initial reactive surface area is calculated using the geometricd mineral parameten. 
Equation 4.13 has the advantage of being defined even if the mineral in question becomes 
completely depleted. A further, more important, advantage is t hat the react ive surface 
area can be determined independent of average particle sizes. The model ais0 allows 
the specification of a constant reactive surface area, which is specifically useful for the 
formation of secondary minerals, or when the model is used to approximate equilibrium 
behavior. In the latter case, the reactive surface area has to be chosen large enough that 
the local equilibrium assumption is satisfied. 
The source-sink-term due to mineral dissolution-precipitation reactions Q ; ' ~ ' ~  ig only 
implicit in time with respect to the aqueous parameters, but not with respect to the min- 
eral parameters [Steefel and Lasaga, 19941, as is indicated by the superscript M replacing 
N + 1. The source-sink term depends directly on the dissolution-precipitation rates, as de- 
fined in equation 3.135 and 3.136. The far-hom-equilibrium dissolution rate of a mineral 
is given here in timediscretized form as an illustrative example: 
The superscript L on the activity coefficients indicates the time level a t  which the activity 
coefficients are evaluated [Lichtner, personal communication, 19971. How the time level 
chosen influences the accuracy and robustness of the solution is discussed in more detail 
in Section 4.8. 
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4.2 Mass Balance Calculations 
The present mode1 formulation includes detailed mass balance calculations for variably- 
saturated flow and reactive transport. This is specifically usefui for the reactive transport 
simulations, because it facilitates the evaluation of the interactions between aqueous, 
gaseous, and solid species. M a s  balance calculations include absolute and relative mass 
balance errors per time step and the corresponding cumulative errors. Mass balance 
calculations also include the total mass of the species contained in the solution domain, 
the total mass gain and m a s  loss due to fluxes across the boundaries, change in storage, 
and mass transfer between the phases in the case of reactive transport. Mass balance 
calculations for variably-saturated flow are formulated in a standard way and consequently 
not explicitly reported. 
The determination of absolute and relative mass balance errors is performed for the 
aqueous phase in terms of total aqueous component concentrations. Ail gaseous species, 
sorbed species, and mineral phases are treated as secondary unknowns, and therefore, do 
not require the computation of mass balance errors. It is nevertheless useful to determine 
the total system mass for al1 aqueous, gaseous, sorbed and mineral species. The total sys- 
tem mass [mol] of the component A; in ter- of total aqueous component concentrations 
c m  be calculated according to 
where the factor 103 defines the conversion [I m-3]. The total system m a s  [mol] in the 
gaseous phase for the ith gaa can be defined 
The total system mass [mol] of mineral &p 
by : 
similady: 
v ~ s ~ ~ ~ # ~ c ~ ~ ~ + ~  1 ,k (4.16) 
contained in the solution domain is defined 
The total system mass [mol] can also be calculated for the sorbed species 4 according 
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to: 
The present mode1 formulation also allows determination of the total system mass for 
selected aqueous species A:, where the dissolved species can be either a component as 
species in solution or an aqueous complex. For example, it is more useful to calculate 
the system mass for dissolved oxygen in terms of the species concentration rather than 
in terms of total aqueous component concentrations, because the total aqueous oxygen 
concentration is not a physically meaningful quantity, if 02(aq) is chosen as the redox 
master variable. The total system mas [mol] for the selected aqueous species A: is given 
by : 
The determination of mass balance errors for the aqueous phase is based on the 
calculation of ali contributions of mass over the solution domain during a time step and 
in a cumulative sense. It is most appropriate to express al1 contributions to the m a s  
balance as rates rather than absolute changes over a single time step to facilitate an 
analysis of transient conditions. The total maap gain [mol s-'1 due to aqueous mas 
fluxes across the domain boundary can be calculated according to 
where J;(TJ'~+') defines the gain due to mass fluxes across the domain boundary for 
control volume k in terms of total aqueous component concentrations. Nb defines the 
number of control volumes located adjacent to the domain boundary. The total mass loss 
[mol s-'1 for component A'j due to aqueous mass fluxes acrosa the domain boundary is 
given by: 
The rate of change in storage [mol s-'1 for component A; in the aqueous phase is given 
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It is necessary to compute the mass gain, mass loss, and the change in storage for 
d l  gases to obtain the source-sink term for the aqueous phase concentrations due to gas 
dissolut ion-exsolution reactions. The total mass gain [mol s-'1 for the gas Af due to mass 
f lues across the domain boundary can be cdcufated according to: 
The corresponding total m u s  loss [mol s-l] due to gas fluxes across the boundary c m  be 
obtained fiom: 
The rate of change in storage [mol s-'1 for the i th gas is given by: 
The source-sink term [mol s-'1 for the total aqueous component concentrations due to 
gas dissolution-exsolution reactions c m  then be computed according to: 
A similar approach can be taken for the sorbed species. These species are not subject 
to physical transport. The only term to consider is the rate of change in storage [mol 
s-l]: 
The sourcesink term [mol s-'1 for the total aqueous component concentrations due to 
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sorption-desorption reac t ions can  be obtained frorn: 
Source-sink terms due to kinetically-controlled dissolution-reactions and intra-aqueous 
kinetic reactions can be related directly to the corresponding reaction rates. The total 
source-si& term for the mineral A l  can be calculated using 
where the reaction rates can be calculated based on rate expressions 3.106, 3.107, 3.112- 
3.115, 3.122 and 3.125. The source-sink term [mol s-l] for the total aqueous component 
concentrations due to kineticdly-controued dissolution-precipitation reactions is t hen de- 
fined by 
while the sourcesink term [mol s-'1 towards the total aqueous component concentrations 
due to intra-aqueous kinetic reactions is defined by 
where the reaction rate can be calculated based on rate expressions 3.57, 3.61 and 3.62. 
The absolute m a s  balance error [mol] per tirne step for component Aj in t e m  of total 
aqueous component concentrations for the entire solution domain can then be obtained 
fkom: 
It is also useful to determine relative mass balance errors. The relative mass balance error 
can be obtained by cornparhg the absolute mass balance error to a quantity such as the 
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mass gain or mass loss due to fluxes across the mode1 boundary. Choosing a rneaningful 
quantity is particulariy difficult for reactive transport problems. The mass gain due to 
fluxes across the boundary may be negligible for one species, but may be very large for 
another species. The total mass contained in the aqueous phase as defined by equation 
4.15, has been chosen as the representative quantity in this study. The relative mass 
balance error [%] for component A; for a single time step can be calculated aceording to: 
The absolute cumulative mass baiance error [mol] c m  be obtained hom the sum of al1 
absolute mass balance errors over al1 time steps 
where Nt defines the total number of time steps completed. The corresponding relative 
mass balance error can be calculated by comparing the cumulative absolute mass balance 
error to the total system mass in the aqueous phase: 
4.3 Solution Method 
The solution of the system of equations consists of the solution of the variably-saturated 
flow problem and the subsequent solution of the reactive transport problem b& on 
the fluxes and phase saturations obtained fiom the flow solution. In case of steady state 
groundwater flow, it is sufficient to solve the flow problem only once prior to solving the 
reactive transport problem in a transient manner. 
It should be pointed out that the consideration of transient variably-saturated flow can 
lead to non-physical results when solving the reactive transport problem. T b  is due to 
changes of aqueous phase saturations, which may lead to the rapid advective displacement 
or possibly entrapment of gaseous species. The latter case will render both the flow and 
the reactive-transport solution inaccurate. Advective gas transport by itself does not 
likely d e c t  the flow solution, since gas pressures are small, but it may affect the reactive 
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transport solution significantly. The assumption of a passive gas phase does not account 
for these transport processes and computed partial gas pressures as well as dissolved gas 
concentrations may not represent physically reasonable values. The correct solution of the 
fully transient problem is only possible using a compositional approach, which considers 
advective and dispersive transport processes in both the aqueous and gaseous phases 
simultaneousiy with geochemical reactions. The present mode1 can nevertheless be used 
as an approximate solution for the fully transient problem. Errors can be controlled by 
limiting the time step size in order to constrain the saturation changes during a single 
time step. 
The systems of algebraic nonlinear equations for variably-sat urated flow (equations 
4.1) and reactive transport (equations 4.4) are bot h linearized using Newton's method. 
The Newton-iinearization for the variably-saturated flow problem ha3 been implemented 
following standard techniques [e.g. Panicont and Putti, 19941 and is therefore not repeated 
here. The linearized set of equations for the reactive transport problem can be written 
as 
where F(C') is defined by equation 4.4 and AC; is the update for the concentrations Cf. 
The concentrations of the components as species in solution at the new iteration level 
can be obtained fiom 
where the superscript I has been introduced to define the iteration level. I + 1 identifies 
the concentrations at the new iteration level, while I defines the concentrations at the 
old iteration levei. 
Newton's method has to be modified for the solution of reactive transport problems 
[Steejel and Lasaga, 19941, because the concentrations of the components as species in 
solution can vary over tens of orders of magnitude during the course of a simulation. This 
results in a Jacobian matrix characterized by a large condition number, which may even 
be singular or at least numerically singular [Holm, 19891. This is a significant problem for 
reactive transport simulations characterized by complex chemistry in combination with a 
fine spatial resolution. The size of the problem requires the use of sparse iterative solution 
methods that may fail to converge for such ill-conditioned systems. A more appropriate 
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met hod is to solve the system of equations in terms of relative concentration increments 
defined on a logari t hmic scale instead of solving for absolute concent rat ion increments 
[e.g.: Steefel and Lasaga, 19941 
where the derivative of the function F (CjC) with respect to In C: can be obtained fiom: 
This modification greatly reduces the condition number of the Jacobian matrix [Holm, 
19891, leads often to better convergence properties [Steefel and Lasaga, 19941 and fadi- 
tates the use of sparse matrix solvers for multi-dimensional problems. The concentrations 
at the new iteration level c m  be obtained from: 
The solution for one time step consists of a series of iterations and can be considered 
complete if all updates are smaller than a prescribed tolerance. This tolerance has to be 
expressed in relative terms to account for the generaliy pour scaling properties of reactive 
transport problems: 
where r is the prescribed toleraoce and AlnCL is the actud maximum update in the 
solution domain for ail components defined by: 
The partial derivat ives aF (C') /ahCf can be obtained using numerical differentiation. 
This is particularly advantageous because complex nonlinear functions can be considered 
with ease. Complex rate laws for dissolution-precipitation reactions or intra-aqueous 
kine t ic react ions can be implemented wit hout need of deriving analytical derivatives, 
which may be costly to e d u a t e  numerically. Numerical derivatives have been exten- 
sively used in variably-saturated flow models [e.g. Forsyth et al., 19951 and multiphase- 
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multicomponent compositional simulators [e.g. Forsyth and Simpson, 1991, Forsyth and 
Shao, 19911 and appear to perform sufliciently well for reactive 
partial derivative of the concentration of aqueous complex A: 
centration of the hee species A: can, for example, be obtained 
transport problems. The 
with respect to the con- 
using 
where C, is the increment for numerical differentiation for component A;, which is defined 
relative to the species concentration of component A:: 
C is a user defined factor for numerical dxerentiation, which is usually defined in the 
range of: 
10-~  5 < 5 1 0 - ~  
Analytical partial derivatives for law-of-mass-action-ba4ed expressions and simple reac- 
tion expressioos are documented in the literature 1e.g. Lichtner, 19921. It may be most 
efficient to make use of a combination of numerical and analytical derivatives in future 
mode1 developments. 
The set of algebraic equations 4.4 leads to a large Jacobian matrix of the size NvNc 
by NUNC. The global matrix is characterized by a block structure defined by the spatial 
discretization scheme. The size of the local matrices is therefore Ne by Nc. The final 
system of matrix equations is solved using the sparse iterative solver package WATSOLV 
[VanderKwaok et al., 19971. The same solver package is used for the solution of the 
variably-saturateci 0ow problem. The solution is obtained using a CGSTAB acceleration 
method [uan der Vorst, 19921 in combination with a level-based preconditioning and 
natural or RCM-ordering. Given the local matrices are treated as full matrices, the 
sparse iterative solver works as a direct solver for ondimensional problems and the level 
of precondi tioning is arbi trary. Good performance for most mult i-dimensional reactive 
transport simulations were ob tained wit h a level-zero or IeveEone preconditioner matrix. 
Only the local matrices containhg non-zero entries are stored. Optionally, the local 
matrices themselves c m  be stored as full matrices, or in compresseci format. Making use 
of the sparsity of the local matrices can lead to a si-cant memory savings and to a 
decrease of CPU-time for a single solver iteration. For the same level of preconditioning, 
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the disadvantage of this method is usually the increase of the number of solver iterations, 
which may offset the CPU-swings for a single iteration. Whether making use of the 
sparsity of the local matrices is beneficial is largely problem-dependent. For complex 
geochemical systems including multiple dissolution-precipitation fronts, it appem to be 
better to retain the local matrices as full matrices, while problems approaching a quasi- 
steady state are often solved more efliciently by making use of the sparsity of the local 
matrices. Using a higher factorization level in combination with compressed local matri- 
ces (one or two levels higher than for full local matrices) generalIy did not improve the 
efficiency of the solution above the level that was obtained with full local matrices. These 
results indicate that using the full local matrices allows constructing an efficient precon- 
ditioner matrix for the global problem. These findings may be affected by the ordering 
scheme used in most simulations (RCM-ordering). Independent of the ordering scheme, 
storing the local matrices as full matrices will tend to keep the unknowns associated with 
each control volume toget her [Fors yth, penonal communication, 19991. 
4.4 Compressed Data Structure for Reaction Matrices 
A compressed data structure, which stores only non-zero entries, is not only applied for 
the Jacobian matrices resulting fiom the discretization of the variably-saturated flow 
and reactive- transport problems, but also for the lad geochemical reactions matrices. 
These matrices contain the stoichiometric coe5cients of the components in the secondary 
species, but are also used to store the reaction orders of the reactant species in the case 
of kiaetically-controlled reactions. Compressed storage in general has the advantage of 
minimizing the memory requirements and the number of floating point operations when 
performing matrix operations. Mernory savings is not an issue in the case of reaction 
matrices; however, the computational effort might be decreased significantly. 
The dissociation of sulfuric acid into the components Hf and SO:- can be taken as 
an illustra tive example: 
H2S04 E 2H+ + SO:- 
This reaction wiU be part of a reaction network containing Ne components. Only the 
stoichiometric coefficients for H+ and SO:- are non-zero. The concentration of sulfuric 
acid can be determined by applying the Law of mass action (equation 3.46), repeated here 
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for illustrative purposes: 
The computation of C,' involves the evaluation of a product over ail Nc components. 
Computational savings can be substantial if the stoichiometric coefficients are stored 
in compressed format. Assuming t hat the reaction network contains 20 components, 
20 multiplications have to be carried out for the case of full storage, while only two 
multiplications are conducted in the case of sparse storage. The present model utilizes 
row and column pointers to retrieve data from the compressed matrices. This data storage 
is applied for al1 stoichiometric coefficients and reaction orders defined in Chapter 3. 
4.5 Treatment of Finite Mineral Phases 
One of the major daculties for the solution of the reactive transport equations is that 
the masses of minera1 phases are limited. This is a particular problem when minera13 
are treated as secondary unknowns, even t hough dissolution-precipitat ion reactioos are 
formulated as kinetically-controlled reactions. The reactive surface area term and al1 other 
mineral parameters in reaction expressions 3.106, 3.107, 3.112, 3.1 13, 3.1 14 and 3.115 are 
defined at the old time level when calculating the reaction rate for the solution at the new 
time level (see Section 4.1.2, equation 4.14). Therefore, the solution of equations 4.4 does 
not indicate the depletion of a mineral phase during a time step and it is possible that 
non-physical negative mineral volume fractions are obtained when updating the mineral 
volume fractions with equations 4.10. 
It is consequently necessary to implement special provisions into the model in order 
to avoid the computation of negative minera1 volume fractions. The general idea is to 
check whether a sufficient amount of a mineral is available to sustain the computed 
dissolution rate during a particular tirne step. If this is not the case, the reaction rate 
has to be adjusted in order to just deplete the particular mineral phase. This reaction 
rate can then be inserted in the right-hand-side vector as a known source-sink term. An 
appropriate algorithm is given by: 
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A forma1 proof t hat this method does not affect the velocities of mineral dissolution 
fronts is not included here. However, a direct cornparison of the model results for the 
benchmark problem presented in section 5.5 with the results of an established model 
[Lichtner, 1996a] prove the functionality of the approach. The depletion of a mineral 
phase results in a discontinuity in the system of governing equations and time step re- 
ductions may occur as a result of the manipulations described above. Mineral phases 
could alternatively be retained as primary unknowns. This approach may improve the 
convergence properties, but will simultaneously increase the size of the Jacobian matrix 
and will t hus lead to addit ional memory and computational requirements. 
4.6 Adaptive Time Stepping and Update Modification 
Schemes 
Adaptive time stepping and update modification schemes are needed to ensure a reliable 
and robust solution of the nonlinear equations describing variably-saturated flow and 
reactive transport. An adaptive time stepping scheme reportecl by Forsyth and Sammon 
(19861 and an underrelaxation scheme modified after Cooley [1983] are included in the 
present mode1 for the solution of the variably-saturated flow problem in a sirnilar manner 
as implemented in the variably-saturated flow model FRACSDVS [Thenien and Sudicky, 
19961. These techniques are not described in more detail; the focus of this section lies in 
the algorithm employed for the solution of the reactive transport equations. 
The infiltration of surface water characterized by a dXerent chernical composition 
relative to the background groundwater and the propagation of atmospheric gases into the 
unsaturated zone lead to steep geochernical gradients resulting in numericai âifficulties 
when solving the reactive transport equations. Moving redax zones pose a particular 
problem due to extreme concentration changes on a small spatial scale [Engesgaard and 
Kipp, 1992, Abmm et al., 19981. A further complication mises due to the appearance 
and disappearance of minerd phases leading to pronounced local geochemical changes. 
Fast kinetically-controlled reactions and rapid transport proceases increase the stiffness of 
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the system of equations. Diffusive gas transport imposes a particular stress on the system 
as a result of the short characteristic time scale. On the other hand, it is also possible 
that quasi steady-state conditions develop during a simulation. Physical transport and 
gwchemical reaction processes are, in this case, balanced, and concentration changes in 
the aqueous and gaseous phases become negligible (compare Chapter 2, Section 2.4.4). 
It is also possible that a series of temporary quasi steady-state conditions develop during 
the course of a simulation, which are interrupted by rapid geochemical changes. Such 
a behavior is characteristic when pH- or a-buffer minerals are less abundant and the 
complete dissolution of mineral phases occurs frequently. 
It is necessary to provide an adaptive time stepping scheme, which adjusts the time 
increment to the present difficulty of the problem. The estimate should be based on the 
expected geochemical changes. Short time steps during rapid geochemical changes ensure 
a robust solution, while large t h e  steps during periods of quasi steady-state make the 
solution more efficient. The present time stepping scheme does not include provisions 
for Courant constraints, because a fuily implicit time integration is chosen and these 
Courant-criteria do not have to be obeyed to warrant numerical stability [Unger et al., 
19961. The time stepping scheme also doea not include an error control as provided 
by more sophisticated methods such as the DAEsolvers DASSL or DASPK [Hindmarsh 
and Petzold, 1995bl. A maximum time increment can, however, be specified to ensure a 
suffkiently accurate solution. 
A simple but efficient adaptive time stepping scheme has been developed and imple- 
mented in the present model. The size of the time increment is determined based on the 
relative change in aqueous concentrationa and the number of Newton iteration during the 
1 s t  time step. The update-based and iteration-based time increment adjustment can be 
used simultaneously or as stand-alone schemes. A flow chart of the time stepping scheme 
is presented in Table 4.1. The tirne increment for the next time step is initially 
limited by the minimum of the user-speciûed maximum time increment At,, and the 
previous time increment multiplied by a factor ai,,, which determines the maximum tol- 
erable time increment increase. In the following the new time increment is estimateci 
based on the geochemicd changes which have occurred during the previous tirne step 
using a method similar to the one proposed by Fomyth and Samrnon [1986]. Employ- 
ing a Grst order scheme, the new tirne increment can be based on the maximum actual 
update AlogCL, which is determined based on the local updates for all components in 
the entire solution domain, and an user-specSed anticipated update AlogCLt. These 
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I. set maximum new time htN" min [At,,, <rinCatN J 
increment 
2. determine maximum actual for k = 1, N, 
update AlogC&, f o r  j = l , N c  
AlogC&, = max [AlogcL,, Ai~gc;,~] 
end for 
end for 
determine new time 
increment based on 
anticipated and 
maximum act ual update 
determine new time ~ t ~ + '  = min[hth'+l, f (NT,, N ? ~ ) A ~ ~  J 
increment based on 
actual and anticipated 
number of iterations 
limit decrease of time ~ t ~ + ~  = [atN+I, adeeAtN] 
increment 
lower bound - minimum ~ t ~ + '   ma^ [AtN+', Atmin ]
time increment 
- - -- - 
Table 4.1: Adaptive time stepping scheme for solution of reactive transport equations 
updates have to be defined on a logarithmic scale to account for bhe large concentration 
ranges characteristic for reactive transport problems. A second possibility is to base the 
new time increment on the number of Newton-iterations N.? which were required for the 
solution of the previous time step and an anticipated number of Newton-iterations Ngyt. 
Various functional relat ionships between t hese parameters can be employed to yield a 
rapid adjustment towards the anticipated time increment. The new time increment can 
now be defhed as the minimum of the estimated time increments. The time increment is 
h a i l y  checked against a maximum tolerable decrease in cornparison to the previous tirne 
increment, defined by the Eactor ad, and a user-specified minimum time increment. 
It is nevertheless possible that convergence cannot be achieved using the estimated 
time incrernent, where non-convergence is based on e x c d g  a maximum number of 
Newton-iterationa wit hout meeting the specified convergence tolerance for all components. 
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In this case, the time step is restarted with a reduced time increment. This dgorithm 
ensures that the only possibility for complete convergence failure is if the solution does 
not converge for the minimum time increment specified. A primary reason for time step 
failures is that the adaptive tirne stepping scheme presented here poorly accounts for 
rapid geochernical changes caused by the complete depletion of minerai phases, because 
the mineral volume fractions and related parameters are updated explicitly (see Section 
4.1.2 and Section 4.5). 
It is also important to ensure that a non-convergent solution is not induced during 
the early stages of the Newton-iteration loop, when quadratic convergence behavior is 
not yet encountered. If the updates become too large, unrealistic concentrations may 
be determined, which will provide an even poorer approximation of the solution than 
the est imate obtained from the previous iteration. Such unrealistic updates prohibit the 
further solution of the model equations. It is therefore necessary to constrain the updates 
within specified b i t s  to force the solution into the zone of quadratic convergence [Creror, 
1975, Leeming et al., 19981. Common techniques for equilibrium systems are presented 
by van Zeggeren and Storey [1970] and include line search methods [Fletcher, 1987, 1 
and Nancollus, 19721 and curve crawler techniques [Cremr, 19751. The present model 
makes use of simple, but efficient local update corrections as described by the following 
algorit hm: 
f o r  k = l , N ,  
for j = l,Nc 
if (AlogC;,, > AlogCk,) then 
hlogCik = &O&&, 
elseif (AlogC& < -AlogCh,) 




Leeming et al. (19981 have shown that more sophisticated techniques, such as line 
search methods do not iead to a significant improvement of the convergence behavior in 
cornparison to the update modification scheme presented above. Experiments with global 
underrelaxat ion have proven t O perform wone t han the local update modification scheme 
presented here. 
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4.7 Spatial Weighting Schemes 
Spatial weighting schemes may have a significant impact on the accuracy and efficiency 
of the solution of the model equations. An ideal spatial weighting scheme ensures a phys- 
ically meaningful solution, while minimizing numerical dispersion. The spatial weighting 
schemes used in this work for variably-saturated flow and reactive transport are presented 
below. 
4.7.1 Variably-Saturated Flow 
The present model allows the option of using centered spatial weighting or upstream 
weighting for the relative perrneability term kTaVkl (equation 4.1). The relative perme- 
ability using centered spatial weighting can be calculated as [Forsyth et al., 19951: 
Relative permeabilities can alternatively be determined using upstream weighting [Forsyth 
et al., 19951: 
Upstream weighting usually increases the efficiency of the solution and ensures its physical 
correctness, but leadv to significant numerical dispersion, which decreases the accuracy of 
the numerical solution. However, Forsyth et al. 119951 showed that the use of upstream 
weighting for the relative permeability term does not lead to an appreciable loss of ac- 
curacy for variably-saturated flow problems. This is due to the self-sharpening nature of 
variably-saturated flow problems [Forsy th et al., 19951. 
4.7.2 React ive Tkansport 
The present reactive transport model contains three difFerent spatial weighting schemes 
for the advective m a s  flux in the aqueous phase. These consist of centered weighting, 
upstream weighting, and a van Leer flux limiter [van Leer, 1974, Unger et al., 19961. The 
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spatial weight ing scheme determines the definit ion of the total aqueous component con- 
centrations T,4k1 at the interface between adjacent control volumes. These concentrations 
are used for the advective flux calculations in equation 4.4. 
A common technique to define these interfacial concentrations is to use centered spa- 
tial weighting. T;jkl, in this case, is simply defined as the arithmetic average of the total 
aqueous component concentrations in control volumes k and 1. 
Centered spatial weighting can lead to non-physical results if the appropriate Peclet 
criterion is not obeyed (see also Section 2.4.2), and may limit the size of the time increment 
severely. Experience gained during the development of the present model indicated t hat 
centered spatial weight ing may even lead to a non-convergent solution. This is essentially 
due to the fact that the total aqueous component concentrations rnay vary over many 
orders of magnitude between control volumes k and 1. Such a concentration gradient c m  
occur as a result of boundary conditions, but also as a result of the complete depletion 
of a mineral phase in spatially limited areas of the solution domain. The dissolution of 
the mineral maintains the concent ration of the components constit ut ing the particular 
mineral in the downstream control volume, while the control voIume located upstream is 
unaffected by this concentration increase, except for dinusive transport processes. It is 
possible that the application of centered spatial weighting for such a problem wiil lead to 
negative concentrations in the control volume located upstream. The present model does 
not allow for physically incorrect solutions and responds with a reduction of the time step 
size, whi& dtimately leads to convergence failure when the minimum tolerable time step 
is reached (see also Section 4.6). 
Optionally, upstream weighting can be used to circumvent these problems: 
This method ensures convergence and a physically correct solution. However, the dis- 
advantage of this technique is extensive numerical dispersion for moving concentration 
fkonts. 
Flux limiter schemes can be employed to make use of the benefits of upstream weight- 
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ing, while limiting numerical dispersion. Various flux limiter schemes have been developed 
in recent years, as reported, for example, by Cirpka [1997]. The van Leer flux limiter [van 
Leer, 19741, modified by Unger et al. [1996], has been implemented in the present reactive 
transport model. The interfacial total aqueous component concentrations are in this case 
defined as 
where o(rkl) is the van Leer flux limiter and rkl is a smoothness sensor, which is used 
to define the numerical value of a(rkl). For a definition of 0(rkr) and r k l  refer to Unger 
et al. [1996]. The numerical values of the van Leer flux Limiter range from 
a(rkl) is deterrnined dynamicdly with the goal to ensure a physicaIly rneaningful solution, 
while minimizing numerical dispersion. By examining equation 4.48, it can be seen that 
upstream weighting is obtained for a(rkl)  = O, while u(zki) = 2 leads to downstream 
weighting, which is the most anti-dispersive scheme possible [Unger et al., 19961. 
4.8 Activity Update Techniques 
The governing equations for reactive transport are highly nonlinear due to the interac- 
tions between physical and geochemical processes. The nonlinearity of the equat ions is 
further increased by the concentration dependency of the act ivity corrections. Activity 
coefficients are calculated based on the ionic strength, which in turn depends on the con- 
centration and the charge of the dissolved species (see Chapter 3, Section 3.4.2). The 
application of the standard Newton-linearization requires the consideration of the partial 
derivatives of the activity coefficients with respect to the concentrations C; directly in 
the Jacobian matrix [Lichtner, 19921. Alternative approaches are based on updating the 
activity coefficients once [I  and Nancollas, 19721 or twice [ Wolery et al., 19901 after each 
Newton-iteration. T h a e  methods may lead to numerical instabilitiea during the Newton- 
iteration loop, because intermediate iterates of the concentrations may enter unrealistic 
concentration ranges and are ofken a poor approximation of the true solution. Activity 
coefficients calculated using these concentrations may therefore have an adverse effect on 
the convergence behavior. Modified update techniques M t  the size of the updates for 
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the activity coefficients [Cremr, 19751 in order to reduce convergence problems. An alter- 
native possibility is a time-lagged or explicit update of the activity coefficients [Lichtner, 
personal communication, 1997], which means that the solution for the t h e  level N + 1 
is obtained using the activity coefficients based on the concentrations at the time level 
N. This method can significantly improve the convergence properties of the reactive 
transport equations wit h negligible effect on the results. 
The present model formulation includes the double update technique as described 
by Wolery et al. [1990] and the tirne-lagged update as proposed by Lichtner [personal 
communication, 19971. The model al90 gives the option to neglect activity corrections 
al1 toget her in order to facilitate cornparisons wit h verification examples t hat exclude 
activity corrections. 
4.9 Choice of Redox Master Variable 
The concentrations of the components as species in solution that are primaxy unknowns 
may Vary over many orders of magnitudes in space and time, and can pose significant nu- 
merical dficulties for the solution of reactive transport problems. This is part icularly true 
for problems involving oxidation-reduction reactions [e.g. Engesgaard and Kipp,  19921. 
Various numerical t ethniques have been developed for geochernical equibbrium models in 
order to facilitate a more stable and efficient solution. A commonly used method is bais  
switching [Bethke, 19961. Any species as part of the total concentration term defined by 
equation 3.23 can be chosen as the primary unknown; assuming that only aqueous species 
c m  be used as components. Bais  switching is possible, because the choice of the basis 
species is not unique [e.g. Steefel and M a c Q ~ a ~ e ,  19961. This technique ensures that the 
most abundant species ia selected zs the primary iinknown, which leads to a more diag* 
nally dominant Jacobian matrix and therefore to a more stable solution. Basis switching 
has, on the other, hand the disadvantage that it requires the frequent transformation 
of the reaction matrices [Bethke, 19961, which can be computationally quite expeuive. 
The implementation of basis switching ia particularly difncult when the global implicit 
solution method is employed. The difficulties arise fiom the potential for adjacent control 
volumes to have a àifferent set of components, while being spatidy connected by advec- 
tive and dispersive fluxes. Nevertheless, Steefel and h a g a  [1994] and Lichtner [1992] 
have implemented basis-switching into their reactive transport models. However, Steefel 
and MacQuanie [1996] reported that basis switching does not significantly improve the 
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range of investigation in 
groundwater systems 
Figure 4.1: Dissolved oxygen and hydrogen gaa concentrations as a function of pe at 
pH=7 (equilibrium conditions) 
efficiency of the solution for reactive transport problems if solved on a logarithmic scale. 
The relative ineffectiveness of basis switching for reactive transport problems can be 
explained by conceptual differences between reactive transport and geochemical equilib- 
rium batch problems. The governing equations for reactive transport describe the tram 
sient evolution of geochemical conditions in space and t h e  instead of the final equilibrium 
conditions in a batch reactor. The estimate for the solution at the new time level of a re- 
active transport problem ia based on the solution fkom the old time Ievel and is therefore 
often much better than the initial concentration estimates for a geochemical equilibrium 
batch problem. How efficiently the solution at the new time ievel can be obtained will 
not exclusively depend on the abundance of the species chosen as the primary iinknown, 
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but will also be affected significantly by the relative change of the concentrations of the 
primary unknowns over a single time step. Large changes over a single time step will 
inhibit the solvability of the governing equations. This can be deduced directly from the 
adaptive time stepping scheme presented in Section 4.6, because the time increment is 
made dependent on the relative concentration changes of the components as species in 
solution. It can therefore be recommended to choose species as primary unknowus whose 
change of concentrations is as small as possible during a simulation. The choice of the 
components is not straightforward, however, it appears reasonable that the efficiency of 
the solution wili generally benefit if the components are rather insensitive with respect 
to changes in the master variables pH and pe. 
It is instructive to apply this concept to the choice of the redox master variable - 
the cornponent used to express d l  oxidation-reduction reactions in the reactive transport 
equations. The present mode1 allows the option of 02(aq), Hz(aq) or the electron as the 
redox master variable. Each choice has advantages and disadvantages from a theoretical 
point of view (see Chapter 3, Section 3.4.1). Figure 4.1 shows the distribution of dissolved 
oxygen and hydrogen gas concentrations at  equilibrium as a function of pe for pH = 7. 
Most computations will take place for a pe ranging from -7.5 (pH2 = 1 atm) to 13.8 
@O2 = 0.21 atm), as indicated by the range of investigation in Figure 4.1. The change 
in dissolved oxygen and hydrogen gas concentrations is directly related to the pechange 
and is defined by the reaction stoichiometry of the half reactions: 
The change of the species concentrations (O2 (aq) :Hz (aq) :e- ) is t herefore related to the 
ratio 4:2:1, which is shown in Figure 4.1. The pe changes over apprcrximately 21 ordera 
of magnitude over the possible range of investigation, while the dissolved hydrogen gas 
concentration changes over almost 43 orders of magnitude. Even more extreme are the 
changes of dissolved oxygen concentrations which exceeds 85 orders of magnitude. Choos- 
ing the electron as the primary unknown is therefore numericaiiy more efficient. However, 
this approach is not most generdy applicable; care has to be taken when the method is 
applied in combinat ion with kinetically-controlled reactions or in mdtiphase systems to 
warrant a consistent solution. The progress of kineticaliy-controlled reactions h a  to be 
expressed in terms of the actual electron accepton and donors. 
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4.10 Test Problem 
The following sections focus on the evaluation of the numerical techniques discussed 
above. The present model is applied to a test problem to investigate how numerical 
methods and parameters can affect the efficiency of the solution and the accuracy of 
the model results. The test problem addresses the generation and subsequent reactive 
transport of acid mine drainage in variably-saturated media. Figure 4.2 depicts the 
corresponding conceptual model. Atmospheric oxygen can penetrate into the tailings 
material due to the existence of an unsaturated zone. Gaseous oxygen subsequently 
partitions into the aqueous phase, where it causes the oxidation of sulfide rninerals such 
as pyrite. The oxidation of pyrite leads to an increase in acidity, dissolved iron, and sulfate 
concentrations. The low pH-water is buffered, as the pore water migrates downwards into 
the tailings impoundrnent. 
O&) H,O, low TDS 
n n v v 
rulfide minerais + O&q) + pH 9 
sulfate + metals + acidity v m pe Q 
v 
dissolution of pH-buffering minerais 
secondary minerai formation PH d 
u 
Figure 4.2: Concept of suifide mineral oxidation in tailings impoundments 
The test problem considers a one-dimensional soi1 column of 5 m length, which is 
discre t id  into 101 control volumes yielding a discretbation interval of 5 cm for the 
interior control volumes and 2.5 cm fur the control volumes on the boundary. Boundary 
conditions for the flow problem consist of a specined flux boundary at the top of 300 mm 
y-1, which represents rechmge, and a fixed head boundary of h = 2.5 m at the bottom 
boundary. These boundary conditions lead to the development of an unsaturated zone, 
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which extends fiom the surface to a depth of 2.45 m with variable moisture content. The 
physical parameters used for the simulations are summarized in Table 4.2. The free phase 
diffusion coefficients are representative for oxygen at T = 25OC and were taken fiom the 
compilation of Glinski and Stepniewski [l9851. 
Parameter unit value 
Iength of solution domain L [ml 5.0 
porosity 4) [-] 0.5 
infiltration rate qin [m Y-'] 0.3 
hydrauiic conduct ivity Kzz [m se'] 1.0 IO-' 
residual saturation s r 0  FI 0.05 
soi1 hydraulic function cl! [O] 3.5 
paramet ers n FI 1.4 
longitudinal dispersivity [ml 5.0-10-~ 
kee phase diffusion D,* [mzs-'1 2.07*10-~ 
coefficient in gaseous phase 
free phase diffusion D: [mZ s-'1 2.38 10-~  
coefficient in aqueous phase 
Table 4.2: Physical input parameters - test problem for numerical performance 
Table 4.3 defines the reaction stoichiometry of ail intra-aqueous reactions considered in 
the test problem. These intra-aqueous reactions are treated as equilibrium reactions. For 
the base case, Oz (aq) has been used as the redox mater  variable. H2 (aq) is considered an 
excluded species. Table 4.4 shows the g a  dissolution-exsolution reactions considered and 
Table 4.5 defines the reaction stoichiometries for the mineral-dissdution precipitation 
react ions considered. The equilibrium constants for oxidation-reduction, cornplexation 
and gas dissolution-exwlution reactions are also given in Tables 4.3-4.4. Table 4.6 defines 
the equilibrium constants for dissolution-precipitat ion dong with the effective reaction 
rate constants. The kinetically-controlld dissolution and precipitation of miner& is 
assumed to be surface-controlled and is here described in terms of effective rate constants, 
which are based on the combined effect of reactive surface area and the rate constant for 
surface-controlled dissolution reactions: 
Mineral dissolution-precipitation rates are described by transition state rate expressions 
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given by: 
React ion log Kf 
Oxidation-reduction reactions 
(1) Fe3+ = FeZ+ + 0.25o2(aq) + H+ - 0.5Hz0 8.473 
(2) HS- e SO:- + H+ - 2o2(aq) -138.376 
Com~lexation reactions 
(3) OH' = H20 - H+ -13.998 
(4) H3Si04' = H4Si04 - H+ -9.830 
(5) C a ~ C 0 3  = Ca2+ + ~ 0 ~ -  + H+ 1 11.440 (6) CaCOJ(aq) = Ca2+ + CO3- 3.220 
(7) ca~04(aq) = Ca2+ + sot- 2.309 
(8) KSO4 = K+ + S O ~ -  0.850 
(9) Al(OH): t Al3+ + 2H20 - 2H+ -10.100 
(10) Al(0H); = Al3+ + 4H20 - 4H+ -22.700 
(11) Al(OH)&q) t Al3+ + 3H20 - 3H+ -16.900 
(12) Fe(OH)+ = Fe2+ + H20 - H+ -9.500 
(13) FeS04(aq) = Fe2+ + soi- 2.250 
(14) HCO3 = HC + CO:- 10.330 
(15) H2COs(aq) = 2H+ + CO:- 16.681 
(16) AI(OH)*+ t Al3+ + H20 - H+ -4.990 
(17) AISO; =  AI^+ + SO:- 3.500 
(18) AI(S04); = + 2~0:- 5.000 
(19) HsO, = H+ + S O ~  1.987 
(20) F~(OH) 2+ = Fe3+ + H20 - H+ -2.190 
(21) Fe(SO4)+ t F'e3+ + SO:- 4.040 
(22) F'e(0~); = Fe3+ + 2H20 - 2H+ -5.670 
Table 4.3: Oxidation-reduction and complexation reactions - test problem for numerical 
performance 
The mineral volume fiactions preaent are loosely based on field data fiom the Nordic 
Main Tailin@ at Elliot Lake [Dubmvsky, 19861 and are defined in Table 4.6. The tailings 
material consists primarily of quartz, K-feldspar, muscovite, but also contains a significant 
amount of pyrite and srnaIl amounts of prirnary buffer miner& including calcite, siderite 
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and gibbsite. The geochemical composition of the initial tailings water and the infiltrat ing 
recharge water are given in Table 4.7 and are based on the data from Smyth [1981] as  
modified by Wunderly et al. [1996]. Cl- and Mg-concentrations have been altered to 
invest igate the effec t of spatial weight ing schemes and time discretizat ion on the behavior 
of dissolved species, which are transported conservatively. 
Reaction log K: 
(1) 0 2 k )  = 02(aq) 2.898 
(2) C02(g) * 2H+ + CO:- - H20 18.160 
Table 4.4: Gas dissolution-exsolution reactions - test problem for numerical performance 
Mineral phase Reaction 
Primary minerais 
( 1 )  pyrite FeS2(s) + 3.5O2(aq) + H20 -= Fe2+ + 2SO:- + 2Hf 
(2) calcite CaC03 (s) = Ca2+ + COI- 
(3) siderite FeC03 (s) t F'e2+ + CO:- 
(4) gibbsite AI(OH)3 (9) + 3H' = ~ l ~ +  + 3H20 
(5) gyPSum Cas04 2H20(s) = Ca2+ + SO:- + 2H20 
(6) K-feldspar KAISirOe + 4H+ + 4H20 = K+ +  AI^+ + 3&SiO1 
(7) muscovite KA12(AlSi30io)(OH)2 + 10H+ + K+ + ~ A P +  + 3H4Si04 
(8) quartz Si02(s) + 2H20 = H4Si04 
Secondary minerals 
(9) ferrihydrite Fe(OH)3 (s) + 3H+ = Fe3+ + 3H20 
(il) jarosite KFe3 (S04)2 (OH)6 + 6H+ = K+ + 3 ~ e ~ +  + 2~0:-  + 6H20 
(10) silica(am) Si02(am) + 2H20 - H4Si04 
Table 4.5: Dissolution-precipitation reactions - test problem for numerical performance 
Al1 simulations were carried out with an update-based adaptive time stepping scheme 
(AlogCh, = 2.0, AlogC;, = 3.0, N,yt = 60), upstream weighting for the advective 
transport of dissolved species, and a time-lagged activity update, unless otherwise noteà. 
Figures 4.3a-d summarize the resuits for the test problem for a simulation time of t 
= 10 years. Figure 4.3d shows a rapid decline of gaseous oxygen concentrations versus 
depth. This ia primarily due to the oxidation of pyrite, which becomes depleted in the 
zone where oxygen is present, as shown in Figure 4.3b. Figure 4.3a shows a pronounced 
decreaae pH and pe in the zone of pyrite oxidation. The pe deames rapidly, when oxygen 
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Mineral phase log Kr k,,en [mol cm-3 s-'1 volume fraction (-1 
Primary minerals 
(1) pyrite -215.264 1.0 . 10-l2 1.37 . IO-' 
(2) calcite 8.475 5.0 . 1 0 ~ "  1.15 loe3 
(3) siderite 10.450 1.0 10-l1 3.50 10-~ 
(4) gibbsite -8.110 1.0 10'" 8.30  IO-^ 
(5) gYPsum 4.580 1.0 10-l0 6.50 1oe3 
(6) K-feldspar -0.080 5.0 l0-l4 2.68 10-~ 
(7) muscovite -12.990 1.0 -10- l4 7.31 10-~ 
Secondary minerals 
(9) ferrihydrite 2.710 1.0 * 10-'O 0.0 
(10) jarosite 9.210 1.0 10-'O 
(1 1) silica(am) 2.710 1.0 IO-" 
Table 4.6: Equilibrium constants, rate constants and mineral volume fractions for 
dissolution-precipitation reactions - test problem for numerical performance 
component tailings water recharge water unit 










Table 4.7: Initial composition of tailings water and infiltrathg groundwater - test problem 
for numerical performance 
CHAPTER 4. NUMERICAL METHODS 
O O -  lu1 100 
partial pressure [atm] 
Figure 4.3: Results for test problem after t = 10 years, a) pH and pe, b) mineral volume 
kact ions, c) selected total aqueous component concentrat ions, d) partial gss pressures 
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and ferric iron become depleted. The stepwise increase of pH at greater depth c m  be 
attributed to the dissolution of calcite (pH = 6.4), siderite (pH x 4.8) and gibbsite 
(pH e 4.0), which is depicted in Figure 4.3b). The primary alumniosilicate rninerals 
K-feldspar and muscovite also dissolve due to the excessively low pH-conditions (not 
shown), but have only a secondary infiuence on the groundwater composition due to 
the slow dissolution rates. As a result of the dissolution of these primary mineral phases, 
secondary rninerals such as jarosite, amorphous silica and gypsum form within the column. 
After 10 years, eievated concentrations of dissolved iron and sulfate have penetrated deep 
into the column, as shown in Figure 4.3~).  Ferric iron prevails close to the ground surface 
where oxidizing conditions prevail, while dissolved ferrous iron dominates below the zone 
of active oxidation. The test problem is characterized by steep geochemical gradients in 
the transition zone from oxic to anoxic conditions and in the zones of pH-buffering due 
to mineral dissolution. 
4.10.1 Mass Balance Calculations 
The mass balance calculations included in the present mode1 c m  be used to investigate 
the interactions between the components within a single phase and between the phases. 
Figure 4.4 examines the fate of oxygen gas for the test problem, as it enters the subsurface. 
The mass balance calculations presented here consider the entire tailings column. Oxygen 
diffuses into the subsurface primarily through the gas filled porosity. Aqueous mass 
flues of dissolved oxygen are negligible in cornparison to oxygen ingress through the 
gaseous phase due to its limited solubility and the small diffusion coefficient in water 
and are therefore not shown. Figure 4.4 shows that the infiltrathg oxygen partitions 
into the aqueous phase, where it is consumed by the oxidation of pyrite and by the 
oxidation of ferrous iron to ferric iron, which subsequently precipitates in the form of 
ferrihydrite and jarosite. The pyrite oxidation rate and the dissolution-precipitation rates 
of ferrihydrite and jarosite can be related directly to the oxygen influx, if their reaction 
rates are normaiized with respect to oxygen: 
?F&(S) + 02(aq) + $ H ~ O  -+ $ ~ e ~ +  + f SO:- + +H+ 
4Fk?+ + O2 (aq) + 10H2 O + 4Fe(OH)J (s) + 8H+ 
!K+ + 4.Fe2+ + Oz (aq) + 5~0:- + 6H20 + 5KF&(SO4)2   OH)^ (8) + 4H+ 
Examination of Figure 4.4 indicates that the majority of axygen is ultimately consumed 
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Figure 4.4: Mass balance for oxygen over a simulation period of t = 100 years 
by pyrite oxidation. A s m d  amount is, however, consumed by Fe(I1)-oxidation, and 
subsequent precipitation of the mineral phases ferrihydrite and jarosite immobilizing some 
ferric iron in the oxidizing zone. This effect is more pmnounced during the first two 
years of the simulation. The pH in the oxidizing zone during this time period is stilI 
buffered, allowing the precipitation of ferrihydrite. Primary minerals such as calcite, 
siderite and gibbsite become depleted in the oxidizing zone at later times, and ferrihydrite 
becomes unstable. This leads to the dissolution of ferrihydrite and an increase in Fe(II1)- 
concentrations. This, in turn, causes j arosite to precipitate, This reaction can be writ ten 
as an overd reaction: 
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Because t his react ion does not consume dissolved oxygen, oxygen remains available for 
the oxidation of pyrite, manifesting itself in an increased pyrite oxidation rate. These 
conditions prevail until ferrihydrite becomes completely dissolved in the tailings column, 
occurring after approximately four years. At later times, the oxygen consumption c m  be 
attributed exclusively to pyrite oxidation and the oxidation of Fe(I1) with the subsequent 
precipitation of jarosite. 
Figure 4.4 also shows that the oxygen idux decreases over time. This is a resuit of the 
depletion of pyrite near the surface, causing the reaction to become increasingly limited by 
oxygen diffusion through the gaseous phase. Increasing water saturations further inhibit 
the diffusion of oxygen wit h increasing dep t h. 
hirthermore, Figure 4.4 indicates that the yearly i d u x  of oxygen is large in compar- 
ison to the total mass of oxygen contained in the tailings column (scale on right y-iucis), 
implying that the residence time of oxygen is short. A residence time of l a s  than a day 
can be calculated for the conditions prevailing at early t h e .  
The maximum cumulative mass balance error, according to equation 4.35, was deter- 
mined for dissolved oxygen and was 1.26 1 0 - ~  % for a 10 year simulation. This error 
is very small considering the minute amount of dissolved oxygen and the high oxygen 
influes. AU other components are characterized by mass balance errors of less than 1 0 - ~  
%. The convergence tolerance of the Newton-iteration, according to equation 4.41, was 
set to 1 0 - ~  log-cycles for this simulation. 
4.10.2 Adaptive Time Stepping and Update Modification Schemes 
The update- and iteration-based methods incorporated in the adaptive t ime stepping 
algorithm have been tested separately. Parameters which are independent of the met hod 
encompassing the maximum update (AlogC&,) and the maximum number of Newton- 
iterations per time step ( N p )  are varied over the same range for bot h techniques: 
A series of simulations for a time period of four years was carried out for each method and 
the mode1 performance was examined based on the total number of time steps (v), the 
total number of failed time steps (MEt ) , the total number of Newton-iterations (*:')and 
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the actual CPU-tirne. AI1 simulations were performed on an IBM-workstation (RS6000- 
590). 
To test the performance of the update-based adap t ive time stepping scheme, the 
anticipated update per time step was varied over the specified range: 
A total of 60 simulations were carried out; the results of these simulations are shown in 
Appendix A. The alternative iteration- based adaptive time stepping met hod was tested 
by varying the anticipated number of iterations within the range defined below: 
In this case a total of 48 simulations was carried out, the performance results are sum- 
marized in Tables A.3 and A.4 in Appendix A. 
method AlogCL, N t  AlogCL, NZU Pt N$t Ttt CPU 
[h:m:s] 
update 2.0 - 3 .O 60 163 7 2358 0:31:30 
iteration - 30 3 .O 40 104 20 2229 0:29:56 
Table 4.8: Optimal parameters and performance for update and iteration-based adaptive 
time stepping scheme - t = 4 years 
Table 4.8 shows the parameters which resulted in the best model performance for 
each method dong with the performance results. The results indicate that both methods 
perform best for a maximum update of AlogCh, = 3.0 and a high maximum number of 
Newton-iterations per time step. The iteration-based method perforrned somewhat better 
t han the update- based met hod in terms of CPU-time, however, the ratio between success- 
ful and failed time steps is much worse in this case. The total number of successful tirne 
steps is si@cantly higher for the update-based method with little more computational 
cost and allows therefore a higher temporal resolution of the model results. The update- 
based method appears to adjust the time increment to the physiccxhemical conditions 
in the solution domain in a better way and is therefore considered superior. 
The reaults in Appendix A show that a small number of maximum Newton-iterations 
leads to a large number of unsuccessfui time steps, because the iteration loop is prema- 
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turely terminated. A very large number of maximum Newton-iterations, on the other 
hand, leads to the continuation of the Newton-iteration for time steps for which con- 
vergence c m  not be achieved at all. A small anticipated update or a small number of 
anticipated Newton-iterations result in small time steps and therefore in a large number 
of total time steps. Very Iarge anticipated updates or a very large number of antici- 
pated Newton-iterations, however, cause in the contrary frequent convergence failures. 
Execution times are prolonged in al1 cases. 
The update modification scheme generally performed best for values of AlogC& = 2- 
3. The model results indicate that large maximum updates within a Newton-iteration in- 
crease the total number of iterations because the solution space is unsuccessfully searched, 
i.e. the quadratic convergence mode is never attained. 
It is difficult to make a general recommendation for the choice of the adaptive time 
stepping parameters, as can be seen from the model performance for various parameter 
combinations in Appendix A. Tables A.1-A.4 do, however, clai@ that the time stepping 
parameters have to be adjusted with respect to each other to obtain an efficient solution. 
It is iikely, that the optimal parameter set for the present test example wiil not perform 
best for other reactive transport problems. However, experience with the modelling of 
other problems has confirmed that the parameten presented in Table 4.9 are usuaily a 
reasonable choice: 
parameter proposed range 
AlogC&, 1-2 
Table 4.9: Recommended parameters for adaptive t h e  stepping scheme 
The test problem was then run for a simulation period of 100 years using the update- 
based adaptive time stepping scheme with the parameters shown in Table 4.8. Figure 
4.5 shows the development of the time step versus simulation t h e  dong with a scale 
showing the maximum Courant numbers for advective transport of the dissolved species 
and diffusive gas transport in the gas phase. 
It can be seen t hat the time increments are s m d  during the initial period and show 
a graduaily increasing trend as a function of elapsed tirne. The time increment during 
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the initial period is limited by the short time scale of oxygen diffusion into the tailings 
material and rapidly moving dissolution fronts of the primary b d e r  minerals such as 
calcite, siderite and gibbsite. Figure 4.5 shows fiequent time step decreases during the 
course of the simulation, which are due to the depletion of mineral phases resulting in 
rapid geochemical changes in the aqueous phase concentrations. A series of quasi-steady 
states develop once calcite and siderite are depleted throughout the entire column. These 
quasi-steady state conditions are characterized by a dynamic equilibrium between the 
oxidat ion of pyrite, the weat hering of aluminosilcate minerals and the dissolution and 
formation of secondary mineral phases such as jarosite, gypsum, amorphous silica and 
gibbsite. The periods of quasi-steady state are interrupted when pyrite or one of the 







pcriods of quasi-stcady starc internipud 
by the advancement of pyrite oxidation 
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Figure 4.5: Development of time increment versus simulation time and correspondhg 
Courant numbers 
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Figure 4.5 shows that the time stepping scheme is capable of dynamically adjusting to 
the geochemical changes in the solution domain. Large tirne steps are taken whenever the 
geochemical conditions are characterized by a state of dynamic equilibrium. Therefore, 
the adaptive time stepping algorithm allows an efficient solution of the example problem. 
The simulation required a total number of Niot = 487 time steps excluding 82 time step 
failures. The total number of Newton-iterations was 9771, yielding a simulation time of 
1 hour, 51 minutes and 15 seconds for the 100 year simulation. 
The Courant numbers shown in Figure 4.5 are calculated based on the time increment 
and the physiccxhemical and discretization parameters used in this study. The maximum 
Courant-number for the advective transport of dissolved species c m  be calculated as 
where At is the time increment and Az is the spatial discretization interval. v,,,, defines 
the maximum average linear groundwater velocity in the soil column and is defined by 
Qin -- Ua,mw - 
Sa,rnin+ 
where gin is the recharge rate and Salmin is the minimum water saturation in the soil 
column, which is characteristic for conditions near to the ground surface. 
The maximum Courant number for Musive gas transport can be obtained from 
where Dg,en is the effective diffusion coefficient in the gas phase defined by 
where Sgl,, is the maximum saturation of the gas phase, which occurs directly adjacent 
to the ground surface, and D,' is the kee phase dinusion coefficient for axygen in air. 
The parameters qin, D; and t$ are defhed in Table 4.2. The minimum saturation in the 
water phase is Sa,min = 0.7382, which yield a maximum gas phase saturation of Sglmax = 
0.2618. The discretization interval used for this simulation is, as was previously dehed,  
AZ = 5 cm. 
Comparing the Courant numbers for advective and diffusive transport shows clearly 
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Figure 4.6: Effect of time step size on consenative and reactive species, t = 2 years 
that the time scale of diffusive gas transport is much shorter than the time scale of 
advective tramport in the aqueous phase. This would be even more pronounced for lower 
water saturations due to the nonlinear dependence of the effixtive diffusion coefficient 
on the gas phase saturation. Figure 4.5 also shows that the global implicit method 
allows simulations with high Courant numbers. In this particular case a mavimum tirne 
increment of 1.0 years waa speciâed. This time increment is used by the mode1 during 
periods of quasi-steady state, the maximum Courant numbers for advective transport 
of dissolved species and dinusive gas transport are Cr,, = 16.3 and CrD,, = 2379.2 
respectively. The use of a non-iterative operator-splitting method ( S U )  for such a 
simulation would require exceedingly small tirne increment S. if C ~ D , ~  > 1, gaseous oxygen 
can be transportecl further than one grid celi without reacting, leadhg to erroneous 
results. Such a Courant-constraint would require a time increment of apprmcimately 
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At = 4.2 .IO-' years for this simulation, which corresponds to over 200,000 time steps 
for the 100-year simulation. The simulation conducted here on the other hand required 
only 487 time steps. This discussion implies that the global implicit solution method 
is particularly well suited for problems which are characterized by Damkohier numbers 
smaller than 1 or quasi-steady state problems, as dready ahown in Chapter 2 based on 
t heoret ical considerat ions. 
In order to investigate the influence of the time step size on the accuracy of the model 
results, the test problem was run with a small maximum time increment, which was 
set to 1 0 - ~  years corresponding to a maximum advective Courant-number of Cr.,, = 
0.016. The simuiation was carried out for a time period of 4 years. A simulation with no 
upper t ime step limit was conducted for comparative purposes, which yielded a maximum 
advective Courant-number of Cr . ,  = 4.16 during the 4 year-period. 
Figure 4.6 compares the results for both cases for t = 2 years. The comparison 
includes components which are reactive (Al) and non-reactive (Cl and Mg). The input 
concentrations for Cl were chosen to evaluate the accuracy of the solution for components 
characterized by low source concentrations and high background concentrations, while 
Mg-concentrations are representative of the model aecuracy for high source concentrations 
and low background concentrations. The accuracy of the solution for Cl and Mg are 
significant ly degraded for the base case due to numerical dispersion. Art ificiai dispersion 
appears to be more pronounced for Mg, however, the Cl-concentration distribution may 
be dected by the boundary condition. The most notable finding for the comparison is 
that the concentration distribution for the reactive component Al shows no s igdcant  
decrease in accuracy for the solution with the large time steps. 
4.10.3 Spatial Weighting Schemes 
Two simulations using centered spatial weighting and the van Leer flux iimiter scheme 
have been conducted for a time period of 4 years. 
The simulations were carried out with a small maximum t h e  increment (At,, = 
W3 years) to minimize numerical dispersion due to the time discretization. The results 
are compareci to the simulation with upstream weighting (AtmU =  IO-^ years) conducted 
in the previous section. The effect of the weighting schemes on the accuracy of the solut ion 
for reactive and non-reactive species is depicted in Figure 4.7 for t = 2 years. It can be 
observed that the higher order weighting schemes lead to less numerical dispersion for 
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the non-reactive species Cl and Mg. The vaa Leer-flux limiter performs somewhat better 
than centered spatial weighting. The results also show that the accuracy for reactive 
species (e.g. Al) is not significantly affected by the spatial weighting scheme. 
concentration [mol l"] 
Figure 4.7: Effect of spatial weighting schemes on conservative and reactive species, t = 
2 years 
Two additional simulations were m i e d  out to evaluate how the higher order weight- 
ing schemes afTect the execution timea of the simulations, if the maximum time step 
is not restricted. This cornparison is necessary to determine whether the higher order 
weighting schemes are applicable to practical simulations. The àisadvantage of flux Lim- 
iters is that additional non-linearity is introduced into the mode1 equations. Convergence 
may therefore be inhibited, particularly in the vicinity of domain boundaries and internal 
source-sink t e r m  [Unger et al., 19961. k t i v e  transport solutions are dortunately 
characterized by many local interna1 sources and sinks, primarily due to dissolution- 
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precipitation reactions. The efficiency of the solution may be iduenced adversely under 
certain circumstances. Table 4.10 shows that the computational requirements increase 
for centered spatial weighting and the van Leer-flux limiter in cornparison to upstream 
weighting. The increases are, however, not dramatic, and it appears that flux limiter 
methods are useful for a more accurate description of the transport of non-reactive species 
in comparison with upstream or centered weighting. 
weighting N y t  NEt CPU 
scheme [h:rn:s] 
upstream 163 7 2358 0:31:30 
centered 179 25 2859 0:38:52 
van Leer 168 14 2745 0:38:32 
Table 4.10: Numerical performance dependent on spatial weighting scheme, t = 4 years 
4.10.4 Activity Update Techniques 
This section compares the influence of the activity update techniques on the accuracy of 
the model results and the performance of the model. The simulations were conducted 
for a time period of 10 years. Only the time-lagged and the double update methods 
are cornpared because the use of unity activity coefficients would lead to different model 
results, thereby preventing a direct cornparison. 
Figure 4.8 presents selected mineral volume fiactions for both methods after t = 10 
years. It can be seen that the results are practically identical; the time-lagged activity 
update method does not decrease the accuracy notably. The execution times for the 
simulations, however, d z e r  significantly, as shown in Table 4.11. The method using the 
double update during each Newton-iteration requires more t han 23 t h e s  the execution 
time than the time-lagged method. This is primarily due to the additional non-linearity 
introduced in the system of equations. The parameters for the adaptive time stepping 
algorithm had to be adjusted to the values reported in Table 4.11 to obtain a solution 
within less than a day. 
update AlogCL AlogCk, N t  flU vt Nf,n CPU 
technique [h:m:s] 
the-lagged 2 .O 3.0 - 60 448 11 4951 0:58:29 
double 0.5 1.5 12 30 6756 1993 105895 225409 
TabIe 4.11: Numerical performance dependent on activity update technique, t = 10 pars 
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Figure 4.8: Effect of activity update method on selected mineral volume tractions, t = 
10 years 
4.10.5 Choice of Redox Master Variable 
The test problem is now usecl to compare for two different choices of the redox master 
variable, namely Oz (aq) and H2 (aq) . Reactions dected  are the cncidation of ferrous bon 
in the aqueous phase, gaseous and aqueous oxygen concentrations, and the equilibrium 
condition for pyrite axidation. Table 4.12 summarizes these reactions in terms of the 
dserent redox master variables and furthermore defines the pe calculation for the Ueren t  
cases. 
Figure 4.9 compara the results for the dinerent choices of master variables for pH 
and pe. The results are virtually identical for both methods. It is interesthg to note, 
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React ion log K 
redox master variable: On (aq) 
(1) Fe3+ = FeZ+ + 0.25O2(aq) + H+ - 0.5H20 8.473 
(2) HS' = soi- + Hf - 202(aq) -138.376 
(3) 0 2 k )  oz(aq) 2.898 
(4) H2 (aq) = H20 - 0*502(aq) -46.133 
(5) FeS2(s) = Fe2+ + 2~0:- + 2H+ - 3.502 (aq) - H20 -215.264 
Pe = 21.5045 - + 0.2510g(O2(aq)} - OO510g{H20} 
redox master variable: H2 (aq) 
(1) Fe3+ + FeZ+ + Hy - 0.5Hz(aq) -14.594 
(2) HS' e SO:- + H+ + 4H2(aq) - 4H20 -46.156 
(3) 0 2  (g) = 2Hz0 - 2H2 ( ad  -89.368 
(4) 0 2  (aq) * 2H2 0 - 2H2 (ad -92.266 
(5) FeS2(s) = Fe2+ + 2HS- - H2(aq) -14.675 
Pe = -1.562 - pH - 0*5log{Hz(aq)} 
Table 4.12: Oxidation-reduction reactions for dserent redox master variables - test prob- 
lem for numericd performance 
Master AlogC& AlogC&, N r t  Ng" Npt  N $ ~  qt cPU 
variable [h:m:s] 
0 2  (4) 2.0 3.0 60 448 11 4951 0:58:29 
- 3.0 30 40 163 54 4546 0:53:12 
H2 (4) 1.5 2.0 60 270 20 4486 0:51:49 
2.0 30 40 146 41 4252 0:48:56 
Table 4.13: Numerical performance dependent on redox master variable, t = 10 years 
however, that the simulation using H2(aq) required a smaller number of t h e  steps and 
l a s  CPU-time than the simulation which used 02(aq) as the redox master variable. 
This indicates that the magnitude of the concentration of the master variable does not 
exclusively determine the efficiency of the solution. The relative change in concentration 
£rom one time step to the next dao affects the performance. The reduction in simulation 
time using H2(aq) is, however, not very ciramatic. This can be explaineci by the fact 
t hat the time step size is fkequently limiteci by other primary unknowns such as dissolved 
Fe and Al. The effect of the choice of the redax master variable is therefore somewhat 
diluted. Table 4.13 summarizes the numerical performance of the mode1 for the different 
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cases. It c m  be observed that the model required approximately 8% less CPU-time when 
using Hz (aq) . 
Figure 4.9: Distribution of pH and pe versus depth for different redox master variables, 
t = 10 years 
4.11 Summary of Results 
The test problem presented in this chapter bas shown that appropriate niunericd meth- 
ods, which are incorporated in the present model formulation, m u t  be used to allow an 
efficient and accurate solution of reactive transport problems. The findings of this study 
can be siimmarized as follows: 
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The mass balance calculations are a powerful tool for the interpretation of the 
interactions between the gaseous, dissolved and solid species. 
The adaptive time stepping scheme allows for the efficient solution of complex prob- 
lems and allows large Courant-numbers during periods of quasi-steady state. The 
update-based scheme is considered superior because it achieves the same degree of 
efficiency with smailer time increments and less time step failures, resulting in a 
higher accuracy of the solution. 
The global implicit rnethod appears to be particularly well suited for multiphase 
problems because it allows very large time steps in comparison to the time scale of 
the gas transport processes. 
Large time steps affect the accuracy of the solution sigdcantly for non-reactive 
components, but do not affect the distributions of component concentrations con- 
trolled by fast dissolution-precipitation reactions. 
Flux limiter schemei can be used to improve the accuracy of the mode1 results; 
an improvement can be obtained specifically for non-reactive species. Centered 
spatial weighting can be used alternatively, but is not appropriate for all simulations. 
Upstrearn weighting of the advective term provides a sufficient degree of accuracy 
for the determination of mineral assemblages, particularly if mineral dissolution- 
precipitation reactions are fast. 
Based on the previous two points it can be concluded that the dissolution or precip 
itation of a particular minerai phase can have ctn seif-sharpening effect on concen- 
tration fronts. This overrules the effect of transport-induced numerical dispersion. 
This property may also explain the comparably small errors introduced when wing 
operat or-splitting techniques (SIA, SNIA approaches) for the solution of reactive- 
transport problems for which concentration distributions are largely controlled by 
equilibrium dissolution-precipitation reactions [e.g.: Walter et al., 1994al. 
The accuracy of the solution at late time is only slightly dected by the time step 
size and the spatial weighting scheme if several pore volumes pass through the 
solution domain during the course of a simulation. This is because the concentration 
gradients are controlled by geochemical reaction processea and not by transport 
processes. 
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0 The time-lagged update of the activity coefficients does not decrease the accuracy 
of the results notably, but allows a much more efficient solution. 
A more efficient solution could be obtained for the test problem using H2(aq) as 
the redox master variable instead of 02(aq). These results show that the relative 
concentration change of the components over a single time step influence the effi- 
ciency of the solution, indicating that the relative concentration changes may have 
a larger infiuence than the actual magnitude of the concentrations in the case of 
reactive transport problems. 
Most of these findings should be applicable in a general sense for more cornplex, multi- 
dimensional reactive transport problems. However, it can be expected t hat the perfor- 
mance of spatial weighting schemes is affected in a different manner for t w e  or three- 
dimensional problems. 
Chapter 5 
Mode1 Verificat ion 
Analytical solutions are not available for complex multicomponent reactive transport 
problems. An alternative mode1 verification approach has been employed to overcome 
this shortfd. The verification of the present model consists of direct cornparisons of 
MIN3P to established numerical models and comparison tests involving the individual 
modules of MIN3P and analytical solutions for transport problems. One ver Scat ion 
problem involves the comparison of the model results to field data. 
Verification problems addressing variably-saturated flow, consemative transport of 
dissolved species and gas diffusion will only be discussed genericaliy for reasons of brevity. 
This discussion is followed by four verification problems of various difEculty. The first 
problem is a comparison of MIN3P with the numerical model PYROX [ Wunderly et al., 
1996) and it assesses the functionality of the code for probiems involving the oxidation 
of sulnde minerah described by the shrinking core model [Leuenspiel, 19721. The sec- 
ond problem assesses the model's capability for simulating reactive transport involving 
ion-exchange reactions. The model has been applied to match field data reported by 
Valocchi et a!. [1981]. The remaining problems involve cornparisons with the multiphase- 
multicomponent reactive transport model MULTIFLO [Lichtner, 1996a) and are based 
on two benchmark problems presented at the " Workshop on Subsurface Reactive Trans- 
port Modeling" in Richland, WA, 1997. The first of these comparisons describes the 
generation of acid mine drainage in a partidy-saturated porous medium and subsequent 
react ive transport [Lichtner, 1997al. The last problem is a turcdimensional scenario and 
describes the leaching of copper from a five-spot weii pattern [Lichtnet, 1997bI. 
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5.1 Verification of Flow and Transport Modules 
Several comparisons have been performed to verify the variably-saturated flow module. 
These comparisons encompassed one-dimensional drainage and infiltration problems as 
reported by Forsyth et al. [1995]. Simulation results for a two-dimensional infiltration 
problem based on laboratory data fiom Vauclzn et al. [1979] as reported by Clement et al. 
[1994] have b e n  compared directly to the results obtained by FRACBDVS [Therrien and 
Sudicky, 19961. To evaluate the performance of the seepage-face algorithm a comparison 
between the present model and UNSAT2 [Davis and Neuman, 19831 has been carried 
out. Example problem #2 of the UNSAT2 Documentation and User's Guide [Davis 
and Neuman, 19831 has been chosen for this comparison. The results for al1 problems 
were in close agreement with respect to hydraulic head, pressure head and saturation 
distributions. The model proved to be very robust and computationally efficient for ali 
simulations conducted. 
Non-reactive transport has been verified by comparing the results of a twedimensional 
test case with a strip boundary condition to an analytical solution of the advection- 
dispersion equation developed by Cleary and Ungs [1978]. Gas dinusion has been verified 
by comparing the results of a one-dimensional test case involving gas diffusion in a porous 
medium with constant moisture content to the Ogata-Banks solution [Ogata and Banks, 
I96ll. 
5.2 Cornparison with PYROX 
This comparison is designed to verify both the formulation for diffusive gas transport in 
unsaturated porous media and the formulation for the dinusion-controlled dissolution of 
minerals as presented in Chapter 3, Section 3.4.6. Results from the newly deveIoped reac- 
tive transport model MIN3P are compared to the model results from PYROX [ Wunderly 
et al., 19961. PYROX was designed exdusively for the simulation of sulfide mineral oxi- 
dation in the unsaturated zone due to the infiltration of atmospheric oxygen. The model 
PYROX couples the bulk porous medium diffusion of oxygen in the gas phase with the 
dinusion-controlled oxidation of pyrite or pyrrhotite based on the shrinking core model 
[ Wunderly et al., 19961. This cornpariaon invo lv~  the simulation of pyrite oxidation in 
the unsaturated zone of a porous medium consisting entirely of pyrite particles. The 
overall react ion stoichiometry of pyrite oxidation is defined by: 
PYROX and MIN3P can be used to predict the mass of oxygen and pyrite consumed as 
well as the mass of the reaction products generated due to the reaction above. The actual 
masses can be calculated based on the reaction stoichiometry defined in equation 5.1. 
5.2.1 Problem Definition 
Table 5.1 presents the input parameters used for the present verification problem. A 
vertical column of 1.5 m length has been chosen as the solution domain. The free phase 
diffusion coefficient for gaseous oxygen has been taken from the compilation of Glinski 
and Stepniewski [1985] for 10°C. Diffusion in the aqueous phase is neglected because the 
formulation of PYROX does not include transport processes in the aqueous phase. A 
porosity of 4 = 0.5 has been assumed throughout the column. A first type boundaty 
condition with a hydraulic head of h = -0.2 m is defined as the bottom boundary 1.5 m 
below the ground surface and a second type boundary with zero flux is specified as the 
top boundary. The hydraulic conductivity is arbitrary, since no flow occurs as a result of 
the specified boundary conditions. Soi1 hydraulic function parameters and the residual 
saturation for the van Genuchten equations are specified in Table 5.1. These parameters 
are needed to compute the saturations of the aqueous and gaseous phase. 
Parameter unit value 
lengt h of solution domain L [ml 1.5 
porosity 4 [-] 0.5 
q g e n  diffusion coefficient Dp [ ~ n ~ s - ~ ]  1.89 - 10-~ 
residual saturation Sm 1-1 0.05 
soi1 hydraulic funct ion u [-1 3.5 
paramet ers n [-] 1.5 
pyrite volume fraction WF [-I 0.5 
initial grain size 4, [ml 7.0 loe5 
dinusion coefficient through D [m2sn1] 1.0 10-l4 
surface coating 
Table 5.1: Physical and chernical input parameters - cornparison with PYROX 
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Of particular importance are the phase saturations in the gaseous phase, which are 
used to compute the effective diffusion coefficients for oxygen. The phase saturat ions are 
presented in Figure 5 1  as a function of depth. 
Figure 5.1: Phase saturations - comparison with PYROX 
The MIN3P-simulation requires the specification of four components, SO:-, Fe2+, 
On(aq) and H+, which all participate in reaction 5.1. Complexation reactions have been 
neglected. 02(g) has b e n  specified as the only gas, and pyrite has been defined as the o d y  
mineral phase. Arbitrarily low concentrations for all dissolved species and gaseous oxygen 
are specified as an initial condition within the solution domain. A firat type boundary 
condition has been assigned for oxygen in the gas phase, while a third type boundary 
condition is specined for ali dissolved species. A partial oxygen pressure of 0.21 atm has 
been specified at the top boundary. To facilitate comparison with PYROX, it has been 
assumed that the solid phase is made up entirely of pyrite, resulting in a pyrite volume 
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fraction of rpp,, = 0.5. Other parameters infiuencing the rate of pyrite oxidation are 
the initial representative grain radius of the pyrite particles and the dinusion coefficient 
of dissolved oxygen through the surface coating formed on the unreacted portion of the 
pyrite particles. It is assumed that al1 pyrite particles react in a uniform manner and 
that the particles are unreacted to 99% initially. 
The simulation has been conducted for a period of 20 years with a maximum time 
increment of 0.1 years using a spatial discretization of 121 control voiumes with half cells 
on the boundary corresponding to a spatial discretization increment of 1.25 cm. 
The mode1 PYROX was slightly modified for this comparison. The empirical rela- 
tionship for the calculation of the effective dinusion coefficient for oxygen developed by 
Reardon and Moddle [1985] implemented in the original code waa replaced by the rela- 
tionship reported by MilLington [1959] as described in equation 3.12. The time weighting 
of PYROX was also changed fiom centered to the fully-implicit scheme to concentrate 
the comparison on the kinetic formulation for diffusion-cont rolled dissolut ion react ions. 
Unit activity coefficients were used in the MIN3P simulation to allow a direct comparison 
with PYROX. 
5.2.2 Evaluation of Results 
Figure 5.2a compares the pyrite oxidation rate obtained &om the MIN3P and PYROX 
simulations. The oxidation rate is here given in units of mol d-' and represents the cumu- 
lative rate for the entire column. It can be seen that the reaction rate decreases graduaiiy 
over time. This behavior is primarily caused by the accumulation of a surface coating 
on pyrite particles, which acts as a protective layer inhibiting the oxidation process. A 
second reaaon for decreasing reaction rates is an increase in the average difiusion length 
for oxygen in the bulk porous medium, since oxygen enters deeper regions of the column 
as pyrite becomes gradually depleted. The results of both models agree very well. Figure 
5.2b presents the total mass of pyrite oxidized during the 20 year simulation period. This 
quantity is given in units of [mol] and is also representative for the entire column. The 
mass of pyrite oxidized is steadily increasing, however, the increase becomes lem pro- 
nounced over time due to the decreasing reaction rates. The mass of axygen consumeci 
as well as the mass of sulfate and ferrous iron produced can be calculateci based on the 
reaction stoichiometry given in equation 5.1 and is therefore not shown here. 
Figure 5.3a shows depth-dependent oxygen profiles after 10 and 20 years simuiation 
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Figure 5.2: Cornparison MM3P versus PYROX: a) total pyrite oxidation rate, b) total 
mass of pyrite oxidized 
time. The gradient of the oxygen profile is caused by the consumption of oxygen by 
pyrite oxidation and the increasing resistance to gas transport due to increasing moisture 
content with depth. The pyrite volume fractions are preaented in Figure 5.3b and show 
an inverse behavior in relation to the caygen profiles. The results of both models again 
agree very weli. 
The PYROX solution treats the mineral parameters as primary unknowns and pro- 
vides an implict solution with respect to the fkaction of pyrite reacted. MINBP, on the 
other hand, uses an explicit update for the mineral parameters. The reaction rates calcu- 
lated using the explicit approach will overpredict pyrite aidation rates, while the implicit 
approach will underestimate the reaction rates. Figure 5.2a indicates t hese differences; 
however, the discrepancies between the results are only minor, at least for the problem 
O 0.05 O.! 0.15 0.2 O. 
PO, [ml 
1d4t " 0.45 " ' "  0.5 
pyntc volume fraction (-1 
Figure 5.3: Cornparison MIN3P versus PYROX: a) partial axygen pressures, b) pyrite 
volume h c t  ions 
presented here. Results using My-implicit and centered time weighting for PYROX were 
also compared in t his context and, again, the differences proved to be insigaificant. 
5.2.3 Numerical Settings and Performance 
The solution of the verification problem required a to td  292 tirne steps; no time step 
failures occmed. The total number of Newton iterations was 1163. A CPU-time of 36 
seconda is required on a Pentium P2/266 MHz. 
CHAPTER 5. MODEL VERIFICATION 
5.3 Ion Exchange 
The ability of MIN3P to solve physical transport coupled with ion-exchange has been 
tested by comparing the mode1 results to the classical field example hom the Pa10 Alto 
Baylands Region as reported by Volocchi et al. [1981]. Fresh water from a sewage 
treatment plant wit h near drinking water quality is injected into a shallow alluvial aquifer 
containing brackish water [Valocchi et al., 1981, Appelo and Postma, 19931. The bradtish 
water contains high concentrations of Na+ and ~ g ~ +  while the fresh water contains 
relatively high calcium concentrations. The injection of the fiesh water leads to a series 
of ion-exchange reactions, which ultimately results in the replacement of sodium and 
magnesium by calcium on the exchange sites. Stoichiometric relat ionships describing 
t hese ion-exchange react ions, based on the Gaines-Thomas-convention, can be m i t  ten 
as: 
5.3.1 Problem Definition 
The injection results in a two-dimensional radial flow field, which is here simply a p  
proximated by one-dimensional uniform Bow-field in a cartesian coordinate system. This 
simplification can be justified, since the focus of this cornparison is iimited to the repro. 
duction of the general chromatographic pattern reported by Valocchi et al. [1981]. A 
constant Darcy flux ivas used and represents an average quantity between the injection 
and the observation weii. The physical input parameters used for this verification problem 
are summarized in Table 5.2. 
A cation-exchange capacity of CEC = 10 meq/100g solid, determined from laboratory 
batch experiments [ Valocchi et al., 1981], was used for the simulations. The correspondhg 
selectivity coefficients are listed in Table 5.3. The chernical composition of the injected 
water and the background water are srimmarized in Table 5.4. Complexation reactions 
are neglected in order to be consistent with the original simulation. The problem was 
solved using unity activity coefficients. The initial condition for the ion-exchanged species 
was calculated based on the aqueous concentrations reported in Table 5.4. 
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Parameter unit value reference 
length of solution domain [ml 16.0 Valocchi et al. [1981] 
porosity [-1 0.25 Valocchi et al. [1981] 
Darcy flux [m hou-'1 0.35 calibrated 
longitudinal dispersivity [ml 1.0 Valocchi et al. [1981] 
dry bulk density 1.875 Valocchi et al. [1981] 
cation exchange capacity [meq/lOOg solid] 10.0 Valocchi et al. [1981] 
Table 5.2: P hysical input parameters - ion-exchange verificat ion problem after Valocchi 
et al. (19811 
ion-exchanged species log Kt 
M2+-X 0.355 
Table 5.3: Selectivity coefficients with Na+ - ion-exchange verification problem after 
Valocchi et  al. [1981] 
component Injection Background 
water [mg 1-l] water [mg 1-'1 
Na+ 216.0 1990.0 
Table 5.4: Chernicd input parameters - ion-exchange veriiication problem d e r  Valocchi 
et al. [1981] - Wel! S23 
5.3.2 Evaluation of Results 
Figure 5.4 shows the total aqueous component concentrations for sodium, magnesium 
and calcium versus time at observation weli S23 [Vafocchi et al., 19811. The injection 
of fiesh water leads initially to the desorption of al1 cations, which is indicated by the 
concentration drop during the first 50 hours of operation (n1,000 m3 injected). The 
remaining concentration changes are due to the replacement of ion-exchangecl Na+ and 
M$+ by ca2+. 
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Figure 5.4: Cornparison of simulated and actuai breakthrough of Na+, ~ g ~ +  and Ca2+
at observation weil S23 (field data for Na+ not available) 
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Na+ is replaced first by hdg2+ and Ca2+, which can be seen by the decreasing sodium 
concentrations after approximately 380 hours (58,000 rn2 injected) accompanied by in- 
creasing calcium and magnesium concentrations. Finaily Ca2+ displaces most of the ion- 
exchanged M~~~ starting after approximately 950 hours (~20,000 m3 injected), which 
leads to the decrease of the observed magnesium concentrations accompanied by a fur- 
ther increase of calcium concentrations at the observation well. The modelled data agrees 
very well to the field data from Valocchi et al. (19811. A cornparison with sodium data 
was not possible because this data was not provided in the original reference. 
Figure 5.5: Concentrations of ion-exchanged species at monitoring weii S23 as a function 
of time 
It is &O instructive to consider the concentrations of the ion-exchanged species. Fig- 
ure 5.5 depicts the concentrations of the ion-exchanged species in the vicinity of obser- 
vation weil 523 as a function of tirne. The aquifer material in contact with the brackish 
background water has already Ca2+ as the dominant ion-exchanged cation, more abun- 
dant than ~ g ~ +  and NaC despite the comparably low calcium concentrations. This 
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behavior reflects the selectivity sequence Ca2+ > Mg2+ > Na+ [Vuiocchi et ai., 1981]. 
Towards the end of the simulation time, almost 80% of the available exchange sites are 
occupied by ca2+, while the rernaining 20% are shared by sodium and magnesium. Such 
a behavior is expected, since the injected fresh water is comparably rich in calcium. 
5.3.3 Numerical Settings and Performance 
The problem was solved to a final solution time of 3500 hours (58.3 days) using a spatial 
increment of 16 cm and a maximum time step of 50 hours. The simulation required a 
total number of 101 time steps or 322 Newton iterations; no time step failures occurred 
during the solution. The required CPU-time on a Pentium P2/266 MHz is 27 seconds. 
5.4 Benchmark Problem: Acid Mine Drainage 
This benchmark problem considers the generation of acid mine drainage due to pyrite 
oxidation. Gaseous oxygen enters the subsurface due to the existence of an unsaturated 
zone and partitions into the aqueous phase where it is consumed as an electron acceptor 
for the oxidation of pyrite: 
Dissolved oxygen can alternatively be consumed by the oxidation of ferrous iron: 
Ferric iron produced by the oxidation of ferrous iron is subsequently available as an 
oxidizing agent for the oxidation of pyrite: 
Pyrite oxidation produces acidity and leads to an increase of iron and sulfate concen- 
trations in the pore water. The resulting low-pH water is buf5ered by the dissolution of 
primary rninerals, which subsequently leads to the formation of secondary minerd ph-. 
This test example was originally developed by Lichtner [1997a] for the " Workshop on Sub- 
surface Reactive Transport Modeling" in Richland, WA, 1997 and is also documented by 
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Lichtner [1996b]. The test example contains a wide range of transport and reaction pro- 
cesses, including processes in the unsaturated zone. Therefore, it is ide* suited for the 
verification of the present model. The model results are directly compared to the results 
obtained by Lichtner [1996b, 1997al using MULTIFLO [Lichtner, 1996a]. 
5.4.1 Problem Definition 
A vertical soil column of 20 m length is considered for this simulation. Steady state 0ow 
conditions are assumed, the water table is located 10 m below the ground surface and 
a recharge rate of 0.1 m y-1 is applied to the top boundary. The saturated hydraulic 
conduct ivity t hroughout the column is constant. Mode1 input data for hydraulic conduc- 
tivity, residual saturation and soil hydraulic function parameters are presented in Table 
5.5. Pyrite is initially present below 1 m depth, resulting in a non-uniform porosity dis- 
tribution as documented in Table 5.5. Free phase diffusion coefficients are assumed to 
be equivalent for ail gaseous and dissolved specia respectively. The effect of tortuosity 
on the transport of gaseous and dissolved species and dispersive m a s  transport in the 
aqueous phase has been neglected. 
Parame ter unit d u e  
length of solution domain L [ml 20.0 
porosity # [-1 0.20 (0-1 m depth) 
0.16 (1-20 m depth) 
infiltration rate qi. [m Y -'] 0.1 
hydraulic conductivity KZZ [ms-'1 1.09 1 0 ~ ~  
residual saturation sr0  [-] 0.05 
soi1 hydraulic funct ion a [-1 0.195 
parameters n [-1 6.67 
£ree phase diffusion D, [ma s-'1 2.13 10" 
coefficient in gaseous phase 
fiee phase difhsion Do [m2 s-l] 1.0 10'~ 
coefficient in aqueous phase 
Table 5.5: Physical input parameters - acid mine drainage benchmark problem after 
Lichtner [1997a] 
The chernical system considered can be expressed in t e m  of the components K+, 
F$+, ~ l ~ + ,  CO:-, SO:-, &Si04(aq), H+ and 02(aq). Table 5.6 summarizes aqueous 
oxidation-reduction and complexation reactions considered dong with the equilibrium 
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constants. The MIN3P database was altered for this simulation to ensure that the equi- 
librium constants are consistent with the parameters used by Lichtner [1997a]. Gas 
dissolution-exsoiution reactions considered and the corresponding equilibrium constants 
are summarized in Table 5.7. The primary mineral phases pyrite, K-feldspar, kaolinite 
and quartz comprise the soi1 material. Secondary miner& forming under the given con- 
ditions include principally ferric hydroxides and hydroxy-sulfates. The mineral phases 
considered here are presented in Table 5.8, dong with the reaction stoichiometries of the 
corresponding dissolut ion-precipitat ion reactions. 
Reaction log Kf 
Oxidat ion-reduc t ion reac t ions 
(1) Fe3+ = FeZ+ + 0.25O2(aq) + Hf - 0.5H20 8.4900 
(2) HS' = SO:- + HC - 202(aq) -138.3200 
Complexation reactions 
(3) H2C03(aq) = 2H+ + CO:- 16.6737 
(4) l?eOH: = ~ e ~ +  + 2H20- 2H+ -5.6700 
(5) Fe(OH)3(aq) = Fe3+ + 3HzO - 3H+ -12.0000 
(6) F ~ O H ~ +  = ~ e ~ +  + H20 - H+ -2.1900 
(7) HSO4 F= H+ + SO:- 1 .9791 
(8) KS04 t K+ + SO:- 0.8796 
(9) AIOH*+ t Al3+ + H20 - H+ -4.9571 
(10) H3SiOq = H4Si04 - H+ -9.9525 
( i l )  AI(OH): Al3+ + 2H20 - 2H+ -10.5950 
(12) OH- s H20 -H+ -13.9950 
(13) AI(OH)3 (aq) = A r +  + 3H20 - 3H+ -16.1580 
(14) HCO; = H+ + CO:- 10.3290 
(15) Al(OH); = ~ l ~ +  + 4H20 -4H+ -22.8830 
(16) Fe(0H); = F'e3+ + 4H20 - 4H+ -21.6000 
(17) KHS04(aq) = K+ + H+ + SO:- 0.8136 
(18) FeS04(aq) =F'e2++s0:- 2.2000 
(19) H2S04(q)  t 2H+ + SO:- - 1.0209 
(20) H~s~o:- = H4Si04 - 2H+ -22.9600 
(21) H z ( 4  = H20 - 0.5O2(aq) -46.1070 
(22) H2S(aq) = HS- + H+ 6.9900 
Table 5.6: Oxidation-reduction and complexation reactions - acid mine drainage bench- 
mark problem after Lichtner [1997a] 
The dissolution and precipitation of minerals is assumed to be surface-controlled and 
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Reaction log K: 
(1) 02(g) * O z ( 4  2.8980 
(2) C02(g) = 2H+ + CO:- - H20 18.1426 
(3) H2 (g) = H20 - 0S02  (aq) -43.0015 
(4) H2S(g) = HS- + H+ 7.9759 
Table 5.7: Gas dissolution-exsolution reactions - acid mine drainage benchmark problem 
after Lichtner [1997a] 
is here described in terms of effective rate constants, which consider the combined effect 
of reactive surface area and the rate constant for surface-controlled dissolution reactions: 
Minerd dissolution-precipitation rates are described by transition state theory rate ex- 
pressions of the form: 
Mineral phase Reaction 
Primary minerala 
(1) pyrite FeS2(s) + 3.502(aq) + H20 t Fe2+ + 2SOi- + 2H+ 
(2) K-feldspar KA1Si3O8 + 4H+ + 4H20 = K+ + ~ l ~ +  + 3&SiO4 
(3) kaolinite A12Si205(0H).i + 6H+ =  AI^+ + 2H4Si04 + H20 
(4) quartz Si02(s) + 2H20 = &Si04 
Secondary minerala 
(5) ferrihydrite Fe(OH)3 (s) + 3H+ = Fe3+ + 3H20 
(6) alunite KA13(S04)2(OH)6 + 6H+ = K+ + 3 ~ 1 ~ +  + 2~0:- + 6H20 
(7) jarosite KFe3(S04)2(OH)6 + 6H+ + K+ + 3Fe3+ + 2~0:- + 6Hz0 
(8) jurbanite Al(OH)SO4 5H20 + H+ * ~ l ~ +  + SO:- +6H20 
Table 5.8: Dissolution-precipitation reactions - acid mine drainage benchmark problem 
after Lichtner [1997a] 
An exception is the oxidation of pyrite, which is described by two pardel rate ex- 
pressions [Lichher, 1996bl. The overd reaction rate is determined as the sum of the 
experimentaliy derived rate law fiom Williamson and Rimstidt [1994], which accounts for 
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Mineral phase log Kr rate constant 
Primary minerals 
(1) pyrite -217.4 k"" = 1.0 . 1 0 - ' ~ . ~  [mol cm-2 s-'1 
kmd1~ = 2.5 . m-14.0 [mol cm-2 s-l] 
12 
(2) K-feldspar 0.2753 kzleR = 1.0 . 10-".~ [mol cmb3 s-'1 
(3) kaolinite -6.810 k3,.~ = 1.0 10-'~."m0l cm-3 3-'1 
Secondary minerals 
(5) ferrihydrite -4.896 ks,eR = 1.0 10-''.~ [mol cm-3 s-'1 
(6) alunite 0.348 kbteg = 1.0 10-ll-o [mol S-'1 
(7) jarosite 9.371 k7,eR = 1.0 10-ll.O [mol s-'1 
(8) j urbanite 3.805 k8,eE = 1.0 10- l l .~  [mol cm-3 s-'1 
Table 5.9: Parameters for dissolution-precipitation reactions - acid mine drainage bench- 
mark problem after Lichtner [1997a] 
the dependency of the reaction progreas on dissohed oxygen concentrations and pH, and 
a transition state theory rate law. The resulting rate expression describing the overall 
reaction progress cm be written as: 
The equilibrium and rate constants defining the reaction progreas are summarized in 
Table 5.9. 
The infiltrating groundwater is assumed to be saturated with oxygen under atm* 
spheric conditions (p02 = 0.2 atm), is slightly acidic (pH = 5) and is in equilibrium 
with quartz and ferrihydrite. The water initia.Iiy contained in the porous medium is in 
equilibrium wit h the primary minera1 phaaes quartz, kaoiinite, K- feldspar , pyrite and 
additionally muscovite [Lichtner, 1996bl with a neutral pH. The total aqueous comp* 
nent concentrations used in this test problem are presented, dong with the simulation 
resuits, in Tables 5.12 and 5.17. The mineralogid composition of the porous medium 
is desmibed in Table 5.10. The composition is assumed to be uniform, except for the 
absence of pyrite at shallow depth. The reactive surface area for pyrite is 103 m-l. 
The solution domain was discretized in 201 control volumes with haif ceiis on the 
bouudary, resuiting in a spatial discretization interval of 10 cm for interior control volumes 
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Mineral phase volume fkaction [-] 
Primary minerals 
(1) pyrite 0.00 (0-1 m depth) 
0.04 (1-20 m depth) 
(2) K-feldspar 0.2 
(3) kaolinite 0.2 
(4) quartz 0.4 . .  - 
Secondary minerah 
(5) ferrihydrite 0.0 
(6) alunite 0.0 
(7) jarosite 0.0 
(8) jurbanite 0.0 
Table 5.10: Mineralogid composition - acid mine drainage benchmark problem after 
Lichtner [l997a] 
and 5 cm for boundary control volumes. The simulation was conducted to a final solution 
time of 50 years. Activity corrections have been neglected in this study and upstream 
weighting has been applied for the advective transport of dissolved species. 
5.4.2 Evaluation of Results 
Composition of the Initial Aqueous Solution and Infiltrating Groundwater 
As a 5rst step the batch chemistry module of MIN3P haç been used to cornpute the 
composition of the idltrating groundwater and the groundwater initidy contained in 
the porous medium. The results obtained using MIN3P are directly compared to the 
mode1 output fiom MULTIFLO [Lichtner, 1997a1, which was used for the solution of the 
original benchmark problem. 
A direct cornparison of the modeiIed compositions of the initial groundwater are pre- 
sented in Tables 5.11 - 5.15. A comparison of the calcuiated compositions of the infiltrat- 
ing groundwater is given in Tables 5.16 - 5.20. Mater  variables such as ionic strength, 
pH, pe and EH, total aqueous component concentrations, aqueous species concentrations, 
gas concentrations and mineral saturation indices are compared directly. The results for 
the equilibration of both the initial and m t r a t i n g  groundwater agree very weil. 
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Flow Solution 
As a second step the steady state flow solution was computed using the flow module of 
MINJP. Hydraulic conductivities, recharge rates and soi1 hydraulic function parameters 
were taken fiom the benchmark problem [Lichtner, 1996b, Lichtner, 1997al as summarized 
in Table 5.5. The computed water saturations are shown in Figure 5.6. Water saturations 
increase continuously fiom Sa = 0.36 to fuliy saturated conditions at approximately 8 rn 
depth. An approximately 2 rn thick capillary fringe is located between 8 and 10 m depth. 
J 
-0 0.25 0.5 0.75 1 
water saturation [-] 
Figure 5.6: Water saturation as a function of depth at steady state 
React ive Transport Solut ion 
The reactive transport simulation was conducted using the equilibrated chemistry for 
the initial and the i d t r a t i n g  gromdwater, and the velocities and saturations obtained 
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fiom the steady state flow solution. The results presented in Figures 5.7 - 5.12 indicate 
that the MIN3P solution agrees favorably with the original solution by Lichtner [1996b, 
1997al. Small differences might be attributed to the slightly difTerent spatial discretization 
schemes employed by the two models. 
Figure 5.7: pH as a function of time at a depth of 20 m 
Figure 5.7 shows the transient evolution of pH at a depth of 20 m. Both models 
predict a breakthrough of acidified water after a p p r h a t e l y  27 years of simulation 
time. Figure 5.8 shows the transient evolution of pH profiles versus depth. A sharp 
pH-decrease develops during the first 0.1 years at the upper iimit of the pyrite containing 
zone located 1 m below the ground surface. A pH-drop develops at  later time (starting 
at approximateiy 1 year), when ~ e ~ +  containing water reaches a depth of approximately 
5.5 m. Gaseous oxygen is not able to penetrate deeper than 5.5 m at a significant rate 
and the oxidation of pyrite and ~ e ~ +  by oxygen below this depth is no longer possible. 
Pyrite oxidation continues nevertheless due to high diasoived Fe3+ concentrations. Pyrite 
oxidation by iex-ric iron, as defined in reaction 5.4, produces comparably large amounts 
of acidity which cannot be neutraiized any longer by the acid-consuming oxidation of 
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ferrous iron in the aqueous phase. The results of MULTIFLO and MIN3P agree very 
well. 
Figure 5.9 shows the reaction rates of pyrite oxidation due to the two parallei rate 
laws as defined in the benchmark problem at t = 25 years. Oxidation rates for the sqrt 
OZ(aq) rate Iaw approach zero when oxygen concentrations approach zero (see also Figure 
5.10). Oxidation rates due to the transition state theory rate law continues up to a depth 
of approxirnately 6.0 m, where the groundwater approaches equilibrium wit h respect to 
pyrite. 
Figure 5.8: pH as a function of depth and elapsed time 
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Figure 5.9: Pyrite oxidation rate as a 
function of depth after t = 25 years 
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Figure 5.11: Minerd vohme fractions as a 
function of depth after t = 25 years 
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Figure 5.12: Mineral volume fractions as 
a function of depth after t = 50 years 
The transient evolution of the partial oxygen pressures versus depth are shown in 
Figure 5.10. It is evident that the tirne scale of oxygen diffusion is fast in comparison to 
most other processes in the system. Quasi steady state is achieved between 0.01 and 0.1 
years. 
Finally, the minera1 volume fractions for selected minerah are presented at times t = 
25 and 50 years. Pyrite is being depleted in the zone of active oxidation in Figures 5.11 and 
5.12, respectively. The depletion is more pronounced in the upper portion of the column, 
where oxygen is present and the sqrt OZ(aq) rate law is active. Mineral volume fiactions 
of the secondary mineral phases ferrihydrite, jurbanite and jarosite are also presented. 
Jurbanite was found to be the most abundant secondary mineral phase in this scenario. 
The precipitation of this mineral phase limits dissolved SO:-- and Al3+-concentrations 
that originate fiom pyrite oxidation and fiom the dissolution of b l i n i t e ,  respectively. 
Ferrihydrite and jarosite only form in the zone of active oxidation. At greater depth 
anoxic conditions prevail; dissolved ~ e = +  is, therefore, not abundant in this zone and the 
water remains undersaturated wit h respect to ferric hydroxides or hydroxy-sulfates. 
Figure 5.13 compares the transient evolution of the oxygen inflow from the ground 
surface with the total oxygen consumption in the soi1 column due to the oxidation of pyri te 
and ferrous iron. Figure 5.13 shows clearly that the oxygen i d o w  increases very rapidly 
during a very short time period and only changes slowly thereafter. Envelope curves for 
the overail oxygen consumption are given based on the stoichiometry of reaction 5.3 and: 
Equation 5.3 implies that only S- becomes oxidized to sulfate, while equation 5.8 also 
allows for the oxidation of F'e2+. As long as midizing conditions prevail in the zone 
of pyrite oxidation, it can be expected that most of the iron will also be oxidized and 
therefore 15/4 mol of nxygen will be consumed per mole of pyrite oxidized. As mentioned 
previously, once pyrite oxidation takes place below the depth of oxygen penetration, 
ferrous iron produced will not be oxidized any longer and will remain in the reduced state. 
The total amount of oxygen consumed per mole of pyrite dissolved is therefore closer to 
the stoichiometry given by equation 5.3 at later times. This behavior is indicated by the 
actual oxygen influx which lies in between the two envelope curves caiculated form the 
pyrite oxidation rates according to the reaction stoichiometries form equations 5.3 and 
5.8. Initially iron remains in the overall reaction in its oxidized state, while ferric iron is 
at later times consumed by pyrite oxidation in the anoxic zone below a depth of 5.5 m. 
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O&) influx across top boundary 
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Figure 5.13: Oxygen i d w  and pyrite oxidation rate in column as a function of time 
5.4.3 Numerical Sett ings and Performance 
An anticipated update of 3 log concentration cycles or an anticipated number of 12 
Newton iterations per time step were used as control parameters for the adaptive time 
stepping scheme. The maximum tolerable concentration update before modifying the 
updates was limited to 5 log concentration cycles, and the maximum number of iterations 
before restarting a tirne step was limited to 15 iterations. The solution of this problem 
required 3306 time steps or 21468 Newton iterations. The memory required was 2.8 MB, 
which shows that memory requirements of the global implicit method are, at  least for one- 
dimensional problems, not of concern. The required CPU-time was 2 hours 45 minutes 
and 7 seconds on a Pentiurn P2/266 MHz. Most of the computational effort was spent 
on tradting the infiltrathg raygen fiont during the first 10-~ years. A more efficient 
solution, without affecting the results in a significant way, could likely be obtained by 
assuming atmospheric conditions t hroughout the column as an initial condition. 
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hIULTIFL0 MIN3P 
computed pH of solution: 7.0000 7.0000 
computed pe of solution: -2.6863 -2.6870 
computed EH of solution: -0.1589 -0.1585 
ionic strendh: 9.4157 . l0-O3 9.4157 - 10'03 
Table 5.11: Mater  variables, initial groundwater 
MULTIFLO MIN3P 
K+ 6.3368 10'"' 6.3368 10'03 
AP+ 1.7303 - 10'09 1.7303 . 10-O' 
H+ 3.3808 1 0 ' ~ ~  2.2146 - l0-O4 
H4Si04 (aq) 1.0027 . 10'04 1.0027 - 10-O' 
CO:- 1.8765 10"' 1.8765 . 10'~' 
0 2  (ag) -1.7507 . 10-'O -1.7414 . 10"O 
 el+ 1.0000 . l0-O' 1.0000 . 10'~' 
SO?- 3.1915 . 10'03 3.1915 . l0'O3 
Table 5.12: Total aqueous component 
concent rat ions [mol 1-l] , initial ground- 
water 
MULTIFLO MIN3P 
02(g) 1.4194 10-"' 1.4189 10'- 
Table 5.13: Partial gas pressures [atm], 
initial groundwater 
MULTIFLO MIN3P 
ferrihydrit e -3.762 -3.762 
pyrite 0.000 0.001 
kaolinite -0.948 -0.948 
quartz 0.000 0.000 
K-feldspar 0.000 0.000 
jurbanite -5.785 -5.785 
alunit e -7.109 -7.109 
iarosite -15.480 -15.477 
-- - - - -- - - - 
Table 5.14: Mineral saturation indices [-] , 
initial groundwater 
MULTIFLO 
6.1951 . 10-"' 
8.5222 . 10'LS 
1.0000 . IO-O7 
1.0016 - 10'04 
7.2044 - 10-O8 
1.7939 10'" 
6.7648 . 10'05 
3.0174 10-O3 
1.3605 10-'O 
4.5201 - 10'" 




2.8757 . 10'08 
1.4167. 10'04 
9.4070 10"~ 
1.1174 - 10'07 
2.1680.10'" 
1.0114 . 10'07 
5.9272 * 10"O 
1.5360 . 1 0 ' ~  
1.1149 1 0 ' ~  
3.1173 . IO-'' 
1.2170.10'" 
3.2352 - 10-Os 
2.8757 10"' 
1.0983 . 10"~ 
1.8469 . 10"~ 
4.3939 . 10- l1 
Table 5.15: Speciea concentrations [mol 
1-l] , initial groundwater 
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MULTIFLO MN3P 
computed pH of solution: 5.0000 5.0000 
computed pe of solution: 15.6010 15.6002 
computed EH of solution: 0.9229 0.9204 
ionic strendh: 1.6000 . l0'O4 1.6000 . l0'O4 
Table 5.16: Master variables, infiltrating groundwater 
MULTIFLO MiN3P 
~ 1 = +  1.00oo - 10-08 1.oooo. 10-08 
H' 3.4790 . l0'O4 3.4789. l0'O4 
H4Si04(aq) 1.0016 . 10'04 1.0016 . 10-O4 
CO:- 3,5506 . 10-O4 3.5506- 10'~' 
OZ(W) 2.5323 . 10"' 2.5322 . 10'~' 
~ e ' +  1.8123.10'~ 1.8123. 10''~ 
SO? 4.8245 . l0-O5 4.8245. l0'O5 
Table 5.17: Total aqueous compe 
nent concentrations [mol 1- '1, infiltrat ing 
groundwater 
MULTIFLO MIN3P 
O&) 2.0000~ 10-U= 2.0000 IOdUA 
CO&) 1.0000 . 10-O2 1.0000 - 10-O2 
&(g) 6.2659 . 1 0 ' ~ ~  6.2681 - 10-'~ 
I i z S ( n )  3.4376 . 10-13' 3.4132 - 10'13' 
Table 5.18: Partial gaa pressures [atm], 
infiltrat ing groundwater 
MULTIFLO MIN3P 
ferrihydrite 0.000 0.000 
pyrite -236.100 -236.139 
kaobite -1.580 -1.579 
quartz 0.000 0.000 
K- feldspar -4.108 -4.108 
jurbanite -3.898 -3.898 
alunit e -7.443 -7.443 
iarosite -3.576 -3.576 
Table 5.19: Mineral saturation indices [-1, 
infiltrating groundwater 
M ULTIFLO MIN3P 
K+ 9.9964 . 10""' 9.9964 . 10-"' 
~ l ~ +  4.1168 . 10'OB 4.1174 + 10'~" 
H+ l.OOOO~lO-Os 1.0000~10-05 
H4Si04(aq) 1.0016 - 10-O' 1.0016 - 10"' 
CO:- 7.2044 - 10'" 7.2010 - 10"' 
Odaci) 2.5277 . 1 0 - ~  2.5277. 10-O' 
 el+ 2.0200 IO-'' 2.0199. 1 0 - l ~  
sot- 4.8163 . l0'Os 4.8163 . 10-Os 
I?e3+ 7.8705 .10'" 7.8706 10'" 
HS' 3.6337 - 10'"' 3.6079. 10'"~ 
H2C03(aq) 3.3970 - 1 0 - ~  3.3970 10-O4 
Fe(0H): 1.6827 . 10'06 1.6827 . 10'06 
Fe(OH)'(aq) 7.8705 10-~' 7.8706 10'~' 
F ~ ( o H ) ~ +  5.0816 10-~' 5.0817 10-O' 
HSO; 4.5900 . 10"' 4.5900 . 10-O' 
KSO J 3.6488 10-Os 3.6488 . 10'08 
AI OH^+ 4.5442.10-rn 4.5449.10-O8 
H3SiO; 1.1174.10'~ 1.1174- IO-'' 
AI(OH)$ 1.0473 . 1 0 ' ~  1.0462 - 10-O8 
OH' 1.0114 . 10"~ 1.0116 10-O' 
Al(OH)'(aq) 2.8633 . IO-'' 2.8617 10"O 
HCO,' 1.5360 10'~' 1.5360 10'OS 
Table 5.20: Species concentrations [mol 
1-'1, infiltrating groundwater 
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5.5 Benchmark Problem: Copper Leaching 
This test problem describes an in-situ Ieaching operation for the retrieval of copper from a 
porphyry copper deposit and was originally developed by Lichtner [1996b] for the " Work- 
shop on Subsurface Reactive Transport Modeling'' in Richland, WA, 1997 [Lichtner, 
1997bj. The problem is used tu test MIN3P's capabilities for modelling reactive transport 
in two spatial dimensions. The copper ore is dissolved by the injection of a leach solution 
and is removed from the subsurface by means of extraction wells. The results obtained 
using MIN3P are compared to the original resuits obtained by Lichtner [1996b, 1997bl. 
5.5.1 Problem Definition 
Figure 5.14 shows a schematic of the leaching operation. The leaching of the 30 by 30 
m ore body is performed using a five-spot well pattern with four injection wells and an 
extraction well in the center. Symmetry allows reduction of the problem to a quarter of 
the original problem size with quarter strength injection and extraction rates. Copper ore 
is present in the form of chrysocolla and is recovered by injecting a low-pH leach solution. 
Modeling 
domain 
Figure 5.14: Modelling domain - copper leaching benchmark problem after Lichtner, 
[1997b] 
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The gangue material of the ore body consists of goethite, kaolinite, muscovite and 
quartz. Since chrysocolla dissoîves preferentially at low pH-values a fast removal of the 
copper ore can be expected upon injection of the leach-solution. Gangue minerais will 
also dissolve and secondary mineral phases such as  amorphous silica, gypsum, jarosite, 
jurbanite and alunite will form. Table 5.21 summarizes the physicd parameters used in 
the present study. Al1 equilibrium relationships and rate expressions can be expressed in 
Parameter unit value 
dimensions of solut ion Lz [ml 15.0 
dornain L~ [ml 15.0 
Lz [ml 120.0 
porosity 4 FI O. 1 
injection rate Qin [l S- l] 2.52 
hydraulic conductivity Kzz = Km [m s-'1 1.635 10-~ 
free phase diffusion QI [m2s-l] l . O * l ~ - ~  
coefficient in aqueous phase 
Table 5.21: Physical input parameters - copper leaching benchmark problem after Licht- 
ner [1997b] 
terms of 12 components: the cations NaC, K+, cu2+, ~ e * + ,  Ca2+, AP+, the anions Cl-, 
CO:-, SO:-, as well as H4Si04, 02(aq) and HC. Table 5.22 summarizes the oxidation- 
reduction and complexation reactions considered. Stoichiometric relationships for the 
dissolution-precipitation reactions involving the 10 specified primary and secondary min- 
erals are shown in Table 5.24. 
The dissolution and precipitacion of miner& are assurnecl CO be surface-controlled and 
are described in terms of effective rate constants similar to the benchmark problem on 
acid mine drainage. The rate expression for the dissolution of the ore mineral chrysocolla 
accounts for the pH-dependency of the reaction and takes the form: 
Dissolution-precipitation of the remaining minerals are described by transition state rate 
expressions as defined by equation 5.6. E q u i l i b n ~  coefficients, effective rate constants 
and the volume fiactions of the minerals comprishg the porphm copper deposit are 
presented in Table 5.23. 
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Reaction log KT 
Oxidation-reduction reactions 
(1) Fe3+ e FeZ+ + 0.25O2(aq) + H+ - 0.5H20 8.4900 
(2) Cu+ = Cu2+ + 0.5H20 - 0.25O2(aq) - H+ 18.7703 
Complexation react ions 
(3) OH- * H20 - H+ -13.9951 
(4) H2C03(aq) = 2HC + CO>- 16.6735 
(5) HCOj  = H+ + CO>- 10.3288 
(6) C&04 (aq) = ca2+ + soi- 2.1111 
(7) CaHCOJ = Ca2+ + CO:- + H+ 11.3757 
(8) CaCOs(aq) * Ca2+ + CO$- 3.3271 
(9) CUOH+ = Cu2+ + H20 - H+ -7.2875 
(10) Al(OH), = Al3+ + 4H20 - 4H+ -22.8830 
(11) CaOH+ e ca2+ + H20 - HC -12.8500 
(12) Al(OH)3(aq) = ~ l ~ +  + 3H20 - 3H+ -16.1577 
(13) HSO; = HC + SO:- 1.9791 
(14) CuS04(aq) = Cu2+ + SO$- 2.3100 
(15) CUCI+ - Cu2+ + Cl- 0.4370 
(16) AI(OH)$ = Al3+ + 2H20 - 2Ht -10.5950 
(17) Fe(OH)&q) =Fe3++3H20-3H+ - 12.0000 
(18) Fe(OH), * ~ e ~ +  + 4H20 - 4H+ -2 1.6000 
(19) F'e(0~): = F'e3+ + H 2 0  - H+ -2.1900 
(20) CuC12(aq) = Cu2+ + 2Cl- 4.8210 
(21) A ~ O H ~ +  = Al3+ + H20 - H+ -4.9571 
(22) C U O ~  = cu2+ + 2H20 - 4H+ -39.4497 
(23) AISO: = ~ i ~ +  + SO:- 3.0100 
(24) CUCI, + Cu+ + 2C1' 4.8210 
(25) Al(S04); = AP+ + 2~0:- 4.9000 
(26) CLICS- = Cu+ + 3C1- 5.6290 
(27) H2S04(aq) = 2H+ + SO:- -1.0200 
(28) CUCI:- - CU*+ + 4C1- -4.5681 
(29) FeS04(aq) = ~ e ~ +  + soi- 2.2000 
(30) FeSO: + Fe3+ + ~0:- 1.9276 
(31) Fe(so4); r Fe3+ + 2~0:- 3.2137 
(32) Fe(OH)2(aq) = Fe2++2H20-2H+ -20.6000 
(33) Fe(0H); = ~ e * +  3H20 - 3H+ -31.0000 
(34) F~HSO;+ = ~ e ~ +  + SO:- + H+ 1.5400 
Table 5.22: Oxidation-reduction and complexation reactions - copper leaching benchmark 
problem after Lichtner [1997b] 
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Minera1 phase log Kt k*,en [mol s-'1 volume fraction (-1 
-- 
Primary minerals 
(1) chrysocolla 3.9279 1.0 . 10-Io 0.005 
(2) goethite -0.5345 1.0 . 10'" 0.025 
(3) kaolini te 6.8100 1.0 -10- l3 0.05 
(4) muscovite -13.5900 1.0 10-1~ 0.05 
(5) quartz 3.9993 1 .O 10- l4 0.77 
Secondary minerais 
(6) silica(am) 2.7136 1.0 IO-'' 0.0 
(7) gYPsum 4.4823 1.0 10-'O 0.0 
(8) jarosite 9.3706 1.0 IO-" 0 .O 
(9) j ur bani t e 3.2300 1.0 IO-" 0 .O 
(101 alunite 0.3479 1.0 IO-" 0 .O 
Table 5.23: Parameters for dissolution-precipitation reactions - copper leaching bench- 
mark problem after Lichtner [1997b] 
Mineral m base Reac t ion 
Primary minerals 
(1) chrysocolla CuSi03 . 2H20 + 2H+ = Cu2+ + H4Si04 + H20 
(2) goethite FeOOH + 3H+ e I?e3+ + 2H20 
(3) kaolinite Al2Si2O5 (OH)4 + 6H+ = 2A13+ + 2H4Si04 + H 2 0  
(4) muscovite KA12(AlSi30;o)(OH)2 + 10H+ = K+ + 3A13+ + 3H4Si04 
(5) quartz Si02 (s) + 2H20 e H4Si04 
Secondary rninerals 
(6) silica(am) Si02 (am) + 2H2O e H4Si04 
(7) gyPSum CaS04 2H20 = ca2+ + SO:- + 2H20 
(8) jarosite KFe3 (SO4)2 (0H)s + 6H+ = K+ + 3 ~ e ~ +  + 2~04-  + 6H20 
(9) jurba.de Al(OH)S04 5H20 + H+ = ~ l ~ +  + SO:- + 6H20 
(10) alunite KA4 (SO4)2 (OH)6 + 6H+ = K+ + 3N3+ + 2~0:-  + 6H20 
Table 5.24: Dissolution-precipitat ion reactions - copper leaching benchmark problern after 
Lichtner [1997b] 
The initial groundwater contained in the deposit is in equilibrium with the minerals 
calcite, muscovite, kadinite, goethite, chalcedony and the copper ore chrysocolla and 
has a pH of 8. The leach solution is in equilibrium with the minerals jarosite, gypsum, 
amorphous silica and goethite with pH = 1 [Lichtner 1996b, 1997bI. Both aqueous 
solut ions can be characterized as oxidizing. The total concentrat ions for al1 components, 
as specified in the original data set, were used as input parameters and are reported in 
Table 5.26 and 5.30. 
The 15 by 15 m subdomain was discretized in 31 spatial increments in x- and y- 
direction. Half cells were used on the bowdary, leading to a discretization length of 0.25 
rn for the boundary elements and 0.5 m for al1 interior elements. The simulation was 
carried out for a leaching period of two years. Activity coefficients were updated after 
each time step, upstream weighting was used for advective transport of dissolved species 
and the mineral volume fractions of the p r i m q  minerals were updated based on equation 
4.13. 
5.5.2 Evaluation of Results 
Composition of Initial Aqueous Solution and Leach Solution 
The batch chemistry module of MIN3P has been used to compute the composition of 
the leach solution and the groundwater initiaily contained in the mineral deposit. The 
equilibrium constants of the MIN3P database have been adjusted to the data given in 
the original benchmark problem. A direct comparison of the speciated composition of 
the initial groundwater is presented in Tables 5.25 - 5.28. A comparison of the modelled 
composition of the leach solution is given in Tables 5.29 - 5.32. Master variables such as 
ionic strength, pH, pe and EH, total aqueous component concentrations, aqueous species 
concentrations and mineral saturation indices are compared directly. The results for the 
equilibration of the initial groundwater agree very well. Significant dinerences can be seen, 
however, for the composition of the leach solution, which is likely due to the differences in 
activity correction parameters. The mode1 MIN3P applies activity corrections for charged 
species based on the Debye-Hückel equation: 
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The activity correction parameters ai and bi were taken from the database of MINTEQA2 
(Allison et al., 1991) and WATEQ4F (Bal1 and Nordstrom, 1991). These activity cor- 
rection parameters are different than the ones used in the simulation conducted using 
MULTIFLO. If the same constraints (i.e. equilibration with mineral phases) are en- 
forced, total aqueous component concentrat ions, specifically for solut ions wit h high ionic 
strengt h will be different . MIN3P also applies activity corrections to neutral species, 
which are calculated according to: 
log .y; = 0.11 
These corrections are not performed in MULTIFLO (see Table 5.28 and 5.32) and this 
serves as another explanation for the differences in the composition of high ionic strength 
solutions such as the leach solution. This cornparison clearly shows the importance of ac- 
tivity correct ion parameters for high ionic strengt h solutions. Components most dected 
are HsSi04(,), K+, ca2+ and FeZC with a maximum difference for H4Si04(q) of 15%. 
Flow Solution 
The steady state flow solution was computed using the flow module of MIN3P. Figure 
5.15 shows the hydraulic head distribution in the solution domain at steady state. The 
totd head difference between injection and extraction well is approximately 20 m. Steep 
gradients can be observed close to the injection and extraction wells leading to high flow 
veloci t ies for the react ive transport simulation. 
Reactive Transport Solution 
The reactive transport simulation was conducted b d  on the results for the composition 
of the initial groundwater and the leach solution and the results of the flow solution. The 
results obtained are presented in Figures 5.16 - 5.26. 
Figure 5.16 shows the copper recovery plotted as a function of time. It can be seen 
that breakthrough of copper at the extraction weU occurs after approximately 0.05 years 
of leaching operation. The maximum extraction rate is reached after roughly 0.1 years. 
The depletion of chrysocolia at the extraction weîl aRer approximately 0.4 years leads 
to a decrease in the copper concentrations in the leach solution. The concentrations in 
the leach solution are now detetmlned by the mixing ratio of pore water stemming fkom 
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Figure 5.15: Hydraulic head distribution at  steady state 
the more remote areas of the deposit wiiere chrysocolla is still present and from areas 
where chrysocolla is depleted. Froni a practical point of view the copper ore is completely 
leached out after roughly 1.2 years. Copper is, at this point, only recovered from the far 
corners of the solution domain, which mark stagnation points from a hydraulic point of 
view. The results of the solutions obtained by the models MINJP and MULTIFLO agree 
closely. The concentrations towards the end of the simulation period are somewhat lower 
for the MIN3P simulation, which may be attributed to the use of half cells on the domain 
boundary in the case of MIN3P. MULTIFLO, on the other hand, uses full cells on the 
domain boundary [Lichtner, persona1 cornrnunication, 19971. The discrepancies may dso  
be attributed to the differing spatial weighting schemes used by the two models. MIN3P 
makes use of upstream weighting, while the MULTIFLO simulation was performed with 
a mixed method that uses upstream weigliting in areas of high flow velocities close to 
the injection and extraction wells and centered spat ial weighting in the interior of the 
domain where pore water velocities are slower (Lichtner, personai communication, 1997). 
It should be poirited out that the copper concentrations in Figure 5.16 are presented on 
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a log scale, therefore, the differences are from a practical point of view insignificant. 
Figure 5.17 shows the pH of the leach solution at the extraction well. The pH drops 
after a comparably short time-period from an initial value of 8 to a value of approxi- 
mately 4. This is due to the arriva1 of the leach solution at the extraction well. At this 
stage, the leach solution is primarily buffered due to the dissolution of chrysocolla, which 
consumes 2 mol of hydrogen ions per mol of mineral dissolved. A secondary b d e r  effect 
can be attributed to the precipitation and subsequent re-dissolution of alunite and jur- 
banite. The dominance of chrysocolla as the pH-bdering mineral can &O be observed 
from Figure 5.25, where it is the only mineral dissolving at a significant rate. Once 
chrysocolla becomes depleted at the extraction well, a similar behavior cm be observed 
as for the copper concentrations. pH-buffered water from remote areas of the mineral 
deposit mix with higly acidic water in the converging flow field close to the extraction 
well. pH-buffering after one year of simulation time can be attributed to the dissolution 
of primary aluminosilicate minerais such as kaolinite and muscovite. The buffering effect 
is insignxcant due to the slow dissolution rates of these minerals in conjunction with the 
high flow velocities. The results of both models are in excellent agreement. 
Figures 5.18 - 5.23 present mineral volume fractions for selected minerais at t = 
0.25 years. The computed mineral volume fiactions resemble the ones of the original 
solution closely [see Lichtner, 1996bl. The spatial diacretization of this test problem is 
not fine enough to resolve the dissolution-precipitation fiont for alunite wit h sf icient  
accuracy, as is indicated in Figure 5.23. Figure 5.24 presents a direct cornparison of the 
mineral volume fiactions obtained fÎom the MIN3P and MULTIFLO [Lichtner, 1997bl 
simulations dong the diagonal line connecting the injection and extraction welis. The 
results agree well, and the discrepancies observed can likely be attributed to the differing 
activity corrections employed by the two models. Rom Figure 5.24a it is evident that 
amorphous silica and jurbanite are the dominant secondary mineral phases. Jurbanite 
and alunite are only stable between a pH of 1 and 4 and redissolve once chqsocolla 
becomes completely depleted. Amorphous silica, jarosite and gypsum on the other hand 
remain stable even at excessively low pH-values as shown in Figures 5.24a and b. This 
behavior is also supported by examining the dissolution-precipitation rates presented in 
Figure 5.25. 
Figure 5.26 presents a mass balance calculation for copper. Presented are the total 
amounts of copper contained in the ore body in soiid and dissolved form, and the cumula- 
tive mass of copper removed fiom the ore body. Initially, approorimately 117 metric tons 
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of copper are contained in the solution domain in form of chrysocolla. The total copper 
mass in solid form decreases due to the dissolution of chrysocolla following the injection of 
the leach solution. The total mass of dissolved copper in the solution domain is increasing 
as a result. The total dissolved mass ceases to increase, once the copper bearing solution 
reaches the extraction well and is removed from the ore body. Dissolved copper mass 
decreases when chrysocolla becomes completely depleted in parts of the solution domain. 
Figure 5.26 also shows that more than 90% of the available copper is retrieved d e r  0.7 
years of leaching operation. 
5.5.3 Numerical Settings and Performance 
As mentioned previously, the mode1 was run using upstream weighting. The timelagged 
method was used for updating the activity coefficients. Performing double activity u p  
dates during each Newton iteration was leading to convergence problems. Time incre- 
ments were chosen such that an anticipated update of 1 log concentration cycle was 
attained or that 12 Newton iterations per time step were achieved. The maximum tol- 
erable update before modifying the computed updates was set to 3 log concentration 
cycles, and the maximum number of Newton iterations before restarting a time step was 
limited to 15 iterations. The magnitude of the time increment averaged around 1 0 - ~  
and 10 -~  years during the first 0.2 years of simulation time and then gradually increased 
to 1 0 - ~  years, which was the specined maximum tirne step. The magnitude of the time 
increment reflected part icular difficulties during the early stages of the simulation when 
high concentration gradients exist in the vicinity of the injection well. The complete 
depletion of chrysocolla close to the injection well was aiso l d i n g  to computationai 
culties because the dissolved copper concentrations decreased by approximately 7 orders 
of magnitude as a result of the mineral depletion. A h a 1  difliculty was the arrid of 
the leaching front at the extraction well, where the formation and complete depletion of 
mineral phases take place in a converging flow field. 
The solution of this problem required 894 time steps or 8480 Newton iterations. The 
memory required was 20.2 MB. The required CPU-tirne was 11 hours and 26 minutes and 
20 seconds on a Pentium P2/266 MHz. 
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rime [y1 
Figure 5.16: Copper recovery plotted as a function of time 
Figure 5.17: pH plotted as a function of time at extraction weil 
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Figure 5.18: Minera1 volume fractions after t = 0.25 years - chrysocolla 
Figure 5.19: Mineral volume fractions after t = 0.25 years - siiica (am) 
CHAPTER 5. MODEL VERIFICATlON 
Figure 5.20: Minera1 volume fractions after t = 0.25 years - gypsum 
Figure 0.21: Mineral volume fractions after t = 0.25 years - jarosite 
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Figure 5.22: Minera1 volume fractions after t = 0.25 years - jurbanite 
Figure 5.23: Minerai volume fractions after t = 0.25 years - alunite 
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Figure 5.24: Selected mineral volume fractions and pH &er t = 0.25 years dong centerline 
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Figure 5.26: Mass balance for copper leaching benchmark problem 
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MULTIFLO hiIN3P 
computed pH of solution: 8.000 8.0000 
computed pe of solution: 12.601 12.6004 
computed EH of solution: 0.7454 0.7434 
ionic strength: 7.4758 - l0-O3 7.4756 . l0-O3 
Table 5.25: Master variables, initial groundwater 
MULTIFLO MW3P 
Na+ 5.0000 . 10'03 5.0000 . 10'"' 
Table 5.26: Total aqueous component concentrat ions [mol 
MULTIFLO MIN3P 
chrysocolla 0.000 0.000 
goet hite 








1-'1 , initial groundwater 
Table 5.27: Mineral saturation indices [-] , initial groundwa ter 
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C [mol 1- '1 y C [mol l"] 7 
Nat 5.0000 . 10'UJ 0.9133 5.0000 10'"' 0.9138 
Table 5.28: Species concentrat ions [mol 1- '1 and activity coefEcients, initial groundwater 
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MULTIFLO MIN3P 
computed pH of solution: 1 .O000 1 .O000 
computed pe of solution: 19.601 19.6149 
computed EH of solution: 1.160 1.1573 
ionic strength: 4.995 . 10-O' 5.2279.10'~' 
Table 5.29: Master variables, leach solution 
MULTIFLO 
Na* 5.0000 . 10‘u5 
K+ 1.2647 a 10-O' 
ca2+  1.5291 10'02 
H+ 3.2930 . 10-O' 
.413+ 2.5000 . 10'02 
H4Si04(aq) 1.9337 . 10'03 
CO:- 3.3971 . 10'" 
soi- 2.6080 . 10-O' 
CI' 5.0000 . l0'O3 
0 2  ( a d  1.1112 . 10-O2 
~ e "  4.3435 . 10'02 
cuZ+ 1.0000 . 10-OB 
Table 5.30: Total aqueous component concentrations [mol 1-l] - leach solution 
MULTIFLO MIN3P 
chrysocolla - 13.43 - 13.433 
goethite 0.000 0.000 
kadinite -12.71 -12.714 
muscovite -25.53 -25.489 
quartz 1.286 1.286 
silica(am) 0.000 0.000 
m s -  0.000 0.000 
jarosite 0.000 0.000 
jurbanite - -0.983 
alunite -11.34 -11.336 
Table 5.31: Mineral saturation indices [-] - leach solution 
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MULTIFLO MIN3P 
C [mol I"] y C [mol 1-'1 7' 
Na+ 5.0000 . 10-us 0.6810 5.0000 . 0.7034 
Table 5.32: Speciea concentrations [mol 1-'1 and activity coefficients - leach solution 
Chapter 6 
Generation and Fate of Acid Mine 
Drainage 
Groundwater contamination by acidic drainage fiom mines and mine wastes is an impor- 
tant environmental problem [e.g. Notdstrom and Alpers, 19981. Mining activities disturb 
natural geologic settings on a large scale and move minerals which have been buied 
deeply to the surface, where they are exposed to atmospheric conditions. This exposure 
leads to a high degree of disequilibrium between the minerai phases and the ifiltrating 
recharge water. In mine waste dumps, the development of an unsaturated zone facilitates 
the ingress of atmospheric oxygen through the gaseous phase. This leads to the rapid 
oxidation of sulfide minerai phases resulting in the acidification of the pore water, high 
concentrations of dissolved iron. sulfate. and often heavy metals. 
Due to the severity of the problem, many investigations have been conducted con- 
tributing to o u  knowledge of the generation and fate of acid mine drainage. Studies 
have been carried out on the laboratory scale [e.g. ~Wchol.qon et al., 1990, Schulz? 1995, 
Al et al., 19971 and on the field scale [e.g. Smyth, 1981, Dubrovsky, 1986 Blowes and 
Jambor, 1990, Blowes et al., 19921. Processes studied include reaction kinetia of sulfide 
mineral oxidation [e.g. McKibben and Bornes, 1986, Moses et al., 1987, Nicholson et al., 
1988, Nicholson et al., 1990, Moses and Hermon, 1991, Williamson and Rimstidt, 19941, 
the oxidation of dissolved ferroua uon [Singer und Stumm, 1970, Millem, 1985, Eary and 
Schmmke, 1990), biological catalysis of axidation reactiona [Bodo and Lundgien, 1974, 
Ahonen and novinen, 1989, Southam and Beveridge, 1992, Blowes et al., 1995, Noni- 
stmm and Southam, 19971, transport of atmospheric oxygen through the unsaturated 
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zone of the tailings material [e.g. Pantelis and Ritchie, 1991, Ritchie, 19941, pH-bunering 
due to minerai dissolution [e.g. Morin et al., 1988, Blowes and Ptacek, 19941 and the 
precipitation and/or dissolution of minerals containing ferric iron [Baron, 1996, Bigham 
et al., 1996, Jambor, 19961. The actual mechanisms of acid mine drainage generation are 
complex and may change in time and space. 
Modelling studies of acid mine drainage have previously been conducted by Jaynes 
et al. [1984a], Morin et al. [1988], Namaimhan et al. [1986], Liu and Narasamhan [1989a], 
Brand et al. [1994], Prein [1994], Walter et al. [1994a] and [1994b], Wunderly et al. (19961 
and Gerke et al. (19981 among others. These studies addressed the conceptual descrip 
tion of acid mine drainage generation and/or transport, or the matching of laboratory 
experiments or conditions observed in the field. 
This study shows how MIN3P can be used to investigate the effect of transport and 
kinetic reaction processes on the generation and fate of acid mine drainage. Several 
simuIat ions were conducted to illustrate the mode1 capabilities for the evaluation of rate- 
limiting factors affecting suifide mineral oxidation. Common suEde minerals include 
pyrite and pyrrhotite. Marcasite, arsenopyrite, galena, sphalerite, chaicopyrite and covel- 
Iite may also be of importance [Nordstrom and Alpers, 19981. In this study, the oxidation 
of pyrite is investigated. Processes considered are the kinetics of pyrite and ferrous iron 
oxidation, the formation of secondary minerals phases, and diffusive oxygen transport 
through the gas phase. In addition, mass balance cdculations for the ultimate electron 
accep tor oxygen are conduc ted. 
The initial composition of the tailings material play3 a significant role for pH-buffering 
and controls the evolutiori of the pore water in the saturated zone. The dissolution of 
various mineral phases, primarily carbonates, but also hydroxides and aluminosilicate 
minerah [Morin et al., 1988, Blowes and Ptacek, 19941 leads to the the consumption of 
acidity. In this study, two different idealized tailings materials are considered to delineate 
the geochemical evolution in weU and poorly buffered mine waste environments. Material 
A consists entirely of K-feldspar, while the mineralogy of material B is made up of calcite 
and K-feldspar. The importance of CO2-degassing as a pH-bder mechaniSm is also 
investigated. 
Simulations are conducted for a batch system and for a 1D vertical profile. Data 
obtained from laboratory and field studies were used to establish the fiamework for the 
simulations. 
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6.1 Conceptual Mode1 
The focus of this section is to describe a conceptual mode1 (Figure 6 . l ) ,  which includes 
important processes controlling the generation and the fate of acid mine drainage. Among 
others, Cathles [1979] and Davis und Ritchie 119861 reported that the overall rate of pyrite 
oxidation in tailings impoundments or waste rock piles is largely dominated by the rate 
of oxygen transport through the gas-filled pore space. High moisture contents decrease 
effective diffusion coefficients and limit the capability of oxygen to penetrate into the 
tailings limit ing pyrite oxidation rates. The effective diffusion coefficient for transport of 
gaseous oxygen can be estimated as [Millington, 19591 
where D; is the free phase diffusion coefficient for oxygen in air, S9 is the saturation of 
the gas phase and # is the porosity of the tailings material. Gas phase saturations are 
determined by the capability of the material to transport recharge water and is therefore 
ultimately related to the pore size distribution (permeability) of the tailings material. 
This process is here referred to as a " macroscopic transport control" . 
Because O2 (aq) is the ultimate electron acceptor during the oxidation of mine wastes, 
the oxidation of pyrite is often expressed as an overall reaction in terms of oxygen as the 
primary oxidant (see for example the modelling studies by DawJ and Ritchie [1986] and 
Wunderly et al. [1996]): 
However, pyrite c m  alternatively be oxidized by ferric iron [e.g. G a m b  and Thompson, 
1960, Singer and Stumm, 1970, McKibben and Barnes, 19861: 
During the initiation of sulfide oxidation aqueous iron concentrations are low. Therefore, 
oxidation rates by Fe(II1) are negligible and pyrite oxidation is almost exclusively by 
dissolved oxygen. Over time dissolveci iron concentrations increase. If oxygen is present, 
ferrous iron WU be oxidized to ferric iron: 
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initiator reaction {slow) pH-buffering (slow and/or fast) 
1 Oz(,, diffusion from atmaphere 
I , 1 1 immobiiization of F$+ 
propagation cycle (fast) 
Fe3+ from Fea+ 
oxidation 
Figure 6.1: Conceptual mode1 of pyrite oxidation, modified from Singer and Stumm [1970] 
( Fe3+ + 3H20 Fe(OH)3(,I + 3H+ 1 
Fe3+ frorn dissolution of ferric hydroxides I 
Reactions 6.2 and 6.3 provide parallel reaction pathways for the oxidation of pyrite. 
Many studies have shown that under low pH-conditions the oxidation by ferric iron is 
the prcferred pathway for pyrite midation [Singer and Stumm, 1970, Moses et al., 1987, 
Nordstmm and Alpers, 19981. However, Moses et al. [1987] reported that low Fe(II1)- 
concentrations are sdicient to oxidize pyrite and that the oxidation of pyrite by F'e(II1) 
is dominant over the oxidation by dissolved oxygen up to pH = 9, although the difference 
decreaaes with increasing pH. Singer and Stumm [1970] determined that the direct oxida- 
tion of pyrite by 02(aq) according to reaction 6.2 provides a significant contribution to the 
overall oxidation of pyrite at early times ody  and, therefore, defined this reaction as the 
" initiator reaction" . Reactions 6.3 and 6.4 are sequential reactions and the progress of the 
combined reaction will be deterrnined by the slower reaction of the sequence. Singer and 
Stumrn [1970] have defined reactions 6.3 and 6.4 as the "propagation cyclen. Reactions 
6.2 and 6.4 are parallel reactions with respect to the consumption of dissolved aygen. 
If conditions are favorable, i.e. if the rates of reactions 6.3 and 6.4 are both faster than 
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the rate of reaction 6.2, then the oxidation of pyrite by ~ e ~ +  will be more rapid than 
oxidation by dissolved oxygen. 
Singer and Stumm (19701 define the oxidation of ferrous iron to ferric iron according 
to reaction 6.4 as the rate-determining step under abiot ic conditions. Many researchers 
have found that the rate of ferrous iron oxidation under low pH-conditions is significantly 
faster if the reaction is catalyzed by the bacteria Thiobacillus Ferroozidans [Southam 
and Beveridge, 1992, Bodo and Lundgren, 1974, Singer and Stumm, 19701. Bodo and 
Lundgren [1974] reported that ideal conditions for biological catalysis of ferrous iron 
oxidation by Thiobacillus Femooxidans exist in a pH-range between 2 and 3.5. They 
observed a sharp drop of catalysis rates when approaching higher pH-values. Southam 
and Beveridge [1992], on the other hand, reported that catalysis at a lower rate might 
also take place under circumneutral pH-conditions. For high pH-values (pH > 7 ) ,  the 
abiotic rate of ferrous iron oxidation is rapid [Singer and Stumm, 1970, Millero, 19851. 
Considerable differences exist with respect to estimates of the degree of biological catalysis 
in cornparison to the abiotic rate. Singer and Stumm [1970] reported that microbid 
mediation might accelerate the rate of ferroua iron oxidation by a factor larger than 10% 
Nordstrom and Alpers [1998] suggested that the oxidation of pyrite by ferric iron is the 
ratecontrolling s tep of the propagation cycle, implying t hat the biologically catalyzed 
rate of ferrous iron oxidation is potentidy faster than the oxidation of pyrite by ferric 
iron. 
Another influence on pyrite oxidation rates may be the availability of ferric iron as a 
species in solution, which hydrolyzes at pH-values above 2: 
Most laboratory studies of pyrite axidation by Fe(II1) were conducted under low pH- 
conditions [McKib ben and Barnes, 1986, Williamon and Rimtidt, 19941 and therefore 
do not address the possible infiuence of hydrolysis reactions. As mentioned previously, 
Moses et al. [1987] showed that pyrite axidation by Fe(I1I) is of importance over a pH- 
range fÎom 2 - 9, and, even at high pH-values, is at least as fast as the oatidation of pyrite 
by oxygen. These findings indicate that the effect of ferric iron hydrolysis may not be 
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as pronounced and most importantly, that it may be appropriate to express the pyrite 
oxidation rate in terms of the total Fe(II1)-concentrations instead of the ~ e ~ + - s ~ e c i e s  
concentrat ions. 
A likely explanation for decreasing pyrite oxidation rates by ferric iron under mildly 
acidic and circumneutral pH-conditions is the significant decrease in the solubility of 
ferric iron. The precipitation of ferric oxides/hydroxides or hydroxy-sulfates such as 
ferrihydrite, schwertmannite and jarosite [Bigham et a l ,  19961 limit dissolved Fe(II1)- 
concentrations and therefore the availability of ferric iron for the oxidation of pyrite. 
Under these conditions pyrite oxidation by ferric iron becomes more dependent on the F e  
recycling reaction according to equation 6.4 [Moses et al., 19871. Precipitation reactions 
for ferrihydrite and jarosite can be written as: 
If secondary minerals containing ferric iron precipitate, reactions 6.3, 6.9 and 6.10 
are parallel reactions with respect to the consumption of ferric iron. To what degree the 
precipitation of these secondary rninerals will d e c t  the oxidation of pyrite depends on the 
relative rates for secondary mineral precipitation and pyrite oxidation, and the solubility 
of the secondary mineral phases. 
The dissolution of ferric oxides/hydroxides and hydrmy-sulfates is a potential source 
of ferric iron, whicb rnay also affect the rate of pyrite oxidation by providing the oxidant. 
In this case reactions 6.4, 6.9 and 6.10 are parallel with respect to the production of ferric 
iron. 
The precipitation of secondary minerah rnay inhibit the oxidation of pyrite by their 
formation on the surface of the suifide minera1 particles, where they form a sudace coating 
[e.g. Cathles, 1979, Hidkey and Schlitt, 1982, Jaynw et a l ,  1984a, Davis and Ritchie, 1986, 
Nicholson et al., 1990, Wunderly et al., 19961. This protective layer limits the access of 
the electron acceptors, dissolved oxygen and ferric iron, to the reactive pyrite surface. 
The pH of the pore water affects the soiubility and hydrolysis of ferric iron, the rate 
of oxidation of ferrous iron [Singer and Stumm, 1970, Lowson, 19821, and the bacterial 
catalysis of oxidation reactions [e.g. Nordstmm and Southam, 19971. By extension, the 
pH affects the rate of pyrite oxidation by ferric iron. Acidincation of the pore water is 
primarily due to the oxidation of suliide miner& and the precipitation of femc hydroxides 
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(see equations 6.2, 6.3, 6.9 and 6.10). Acid production can be offset by the dissolution 
of pH- buffering minerals contained in the tailings material. Depending on the particular 
mineral phase dissolving, the pH will be buffered to a specific value [Morin et al., 1988, 
BIowes and Ptacek, 19941. Another influence on the degree of pH-buffering is the effective 
rate of mineral dissolution in cornparison to pyrite oxidation rates. Calcite, for example, 
is a fast dissolving mineral with a high pH-buffer capacity: 
pH-buffering due to the dissolution of aluminosilicate minerals is a relatively slow process. 
The dissolution of K-feldpar is an example of a slowly dissolving mineral: 
If carbonate minerals are dissolving in the umaturated zone, the pH may be bdfered 
additionally by the degassing of carbon diaxide: 
6.2 Exarnple Applications 
A number of simulations were conducted to evaluate the relative importance of several 
processes afFecting the rate of pyrite oxidation, the pH of the pore water, and the compe 
sition of the aqueous and soiid phases. Simulations were carried out for a batch reactor 
and for a vertical profile of partiaiiy-saturated tailing~ material of varying composition. 
The foliowing topics were addressed: 
Batch reactor simulations: 
Initiator reaction and propagation cycle - What are the contributions of pyrite 
oxidation by dissolved oxygen and ferric iron to the overad pyrite oxidation rate? 
How does the propagation cycle e v o h  over time? 
0 Kineticdy-controlled oxidation of ferrous iron - Under what conditions is the ax- 
idation of ferrous iron by dissolved oxygen rate-limiting for the overall progress of 
pyrite oxidat ion? 
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Precipitation of ferric-bearing minerds - How does the precipitation of ferric-bearing 
secondary minerals affect the rate of pyrite oxidation by ferric iron? 
React ive transport simulations: 
Macroscopic transport control - How does pore size distribution (hydraulic conduc- 
tivity) d e c t  water saturat ions, oxygen transport, and pyrite oxidation rates? 
pH-buffering - How does the presence of pH-bunering minerals afTect the transient 
evolution of the pore water composition and the tailings mineralogy? 
Oxygen mass balance - What are the oxygen consuming processes and what is the 
relative importance of the various processes? 
Degassing of carbonic acid - How does exsolution of carbonic acid to the gaseous 
phase and subsequent loss to the atmosphere affect the pH in the presence of car- 
bonate minerals? How important is CO2-degassing as an acid-consuming process? 
6.2.1 Definition of Reaction Network 
Reaction stoichiometries, equilibrium and rate constants common to both the batch re- 
actor and reactive transport simulations are presented in this section. Table 6.1 lists 
aqueous complexation and oxidation-reduction reactions dong with the corresponding 
equilibrium constants. Table 6.2 defines the reaction stoichiometries for the dissolution 
and exsolution of oxygen and carbon dioxide and their equilibrium constants. Table 6.3 
sumrnarizes the dissolution-precipitation reactions which are considered here. The oxida- 
tion of pyrite and the dissolution of K-feldspar are treated as irreversible reactions, while 
the remaining mineral phases may dissolve or precipitate in response to changes in the 
saturation state of the solution with respect to each mineral phase. 
Dissolut ion-precipitat ion reactions are treated as surface-controlled reactions, unless 
otherwise noted. The reaction rates of reversible dissolution-precipitation reactions are 
described by transition state theory rate expressions of the form [Lataga, 19981: 
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-- 
Reac t ion log Kr 
Oxidation-reduction reactions 
(1) Fe3+ = Fe2+ + 0.2502 (aq) i Hf - 0.5H20 8.473 
Complexation reactions 
(2) OH' = H20 - H+ -13.998 
(3) H3Si04- e H4Si04 - H+ -9.830 
(4) CaHCO: = Ca2+ + CO:- + H+ 1 1.440 
(5) CaC03(aq) = caZ+ + CO:- 3.220 
(6) C&04(aq) = ca2+ + soi- 2.309 
(7) KSO; e K+ + SO:- 0.850 
(8) AUOH): = AP+ + 2H20 - 2H+ -10.100 
(9) AKOH), +  AI^+ + 4H20 - 4H+ -22.700 
(10) A1(OH)3(aq) *  AI^+ + 3&0 - 3H+ -16.900 
(11) Fe(OH)+ * ~ e ~ +  + H20 - H+ -9.500 
(12) FeS04(aq) = F$+ + SO:- 2.250 
(13) HCO3 = HC + CO:- 10.330 
(14) H2COs(aq) =~H++CO:-  16.681 
(15) A ~ ( o H ) ~ +  =  AI^+ + H20 - H+ -4.990 
(16) AISOZ = AP+ + SO:- 3.500 
(17) Al(S04); * AP +2~0:- 5.000 
(18) HsO; = H+ + soi- 1.987 
(19) F ~ ( O H ) ~ +  = F ~ ~ + + H ~ O - H +  -2.190 
(20) Fe(S04)+ G= ~ e ~ +  + soi- 4.040 
(21) F~(OH): = ~ e ~ +  + 2H20- 2H+ -5.670 
Table 6.1: Oxidation-reduction and complexation reactions 
Reaction log K! 
(1) 02(g) = 0 2 b l )  2.898 
(2) C02(g) =2H++c0; - -H20  18.160 
Table 6.2: Gas dissolution-exsolution reactions 
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ken,i defines the effective dissolution rate for the mineral phase AT. The equilibrium 
and estirnated effective rate constants for reversible dissolution-precipitation reactions 
are given in Table 6.4. 
Mineral m hase Reac t ion 
irreversible 
( la)  pyrite FeS2 (s) + 3.502 (aq) + H20 + Fe2+ + 2S0:- + 2H+ 
( lb)  pyrite FeS2(s) + 14F'e3+ + 8H20 + 1 5 ~ e ~ +  + 2~0:-  + 16Hf 
(2) K-feldspar KAISiJOa + 4H+ + 4H20 + K+ + Al3+ + 3H4Si04 
reversible 
(3) calcite CaC03 (s) = ca2+ + CO:- 
(4) siderite FeC03 (s) = Fe2+ + CO:- 
(5) gibbsite Al(OH)3(s) + 3H+ = AP+ + 3H20 
(6) gypsum C a o 4  - 2H20(s) = ca2+ + ~0:- + 2H20 
(7) ferrihydrite Fe(OH)3(s)+3H+ = ~ e ~ +  + 3H20
(8) jarosite Kl?e3(S04)2(OH)6 + 6Hç = K+ + 3 ~ e ~ +  + 2~0:- + 6H2O 
(9) silica(am) Si02 (am) + 2H20 e H4Si04 
(10) jurbanite Al(OH)S04 5H20 + H+ = ~l~~ + SO:- + 6H20 
(11) meIanterite FeS04 7H20 t F'e2+ + SO:- + 7H20 
Table 6.3: Dissolution-precipitation reactions 
Mineral phase log Kr keE,n,i [mol m-3 9-'1 









Table 6.4: Paramet ers for reversible dissolution-precipi tation reactions 
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The irreversible dissolution of K-feldspar is described by a pH-dependent rate expres- 
sion [Blum and Stiilings, 1995) and is given by: 
The rate constants are k l d y s  = 3.19. ~ O - ~ O  mol rn-* s-' and kg'' = 7.30 10-l9 mol 
m-' s- l .  The eqiiilibrium constant is KT = -0.08. The rate expressions used for the 
description of pyrite oxidation are discussed separately for bat ch and react ive transport 
simulations in Sections 6.2.2 and 6.2.3. 
6.2.2 Batch Reactor Simulations 
A series of simulations has been conducted using a batch reactor as shown in Figure 
6.2. The porous material in the batch reactor haa a porosity of 50% and contains 0.5 
vol% pyrite and 49.5 vol% K-feldspar. The initial reactive surface areas for pyrite and K- 
feldspar are assumed Si = 12 m* m-3 and Sz = 594 m2 me3, respectively. The void pore 
space is partially-saturated and the phase saturations for water and gas are both 50%. 
It waa assumed that the system is open to the atmosphere and that the pore water is in 
equilibrium wi t h atmospheric gases. The initial pore wat er composition is characterized 
by a pH = 2 and a total sulfate concentration of 6.95 + 1 0 - ~  mol 1-' . The low pH was used 
as a s tarting condition to utilize available laboratory-derived rate expressions for pyrite 
oxidation by Fe(II1) only within their range of applicability. The concentrations of the 
remaining constituents were assirmed to be negligibly low. 
fixed: 
PO, = 0.2 1 atm, pC0, = IO". atm, 
S, = S, = 0.5 
initial condition: 
pH = 2, SO, = 6.95 x 10" mol I" 
t$ = 0.5,+, = 5 x lu', 4r.s = 0.495 
Figure 6.2: Batch reactor for numerical study of acid mine drainage generation 
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Pyrite oxidation is here described by a combined rate expression based on the labora- 
tory experiments fiom Williamson and Rimstidt [1994] and McKibben and Bornes [1986]. 
The combined rate expression takes the form: 
This rate expression accounts for the irreversibifity of pyrite oxidation. IAPE and IAPE 
are the ion activity products for pyrite oxidation by oxygen and by ferric iron, as defined 
by the reaction stoichiometries of reactions la and l b  in Table 6.3. The corresponding 
equilibrium constants are log KR = -215.264 and log Kln, = -98.541. The rate constant 
for pyrite oxidation by dissolved oxygen is defined by k" = 1 0 - ~ - ' ~  mol rn-2 s-' 
[ Williamson and Rimstidt, 19941 and the rate constant for pyrite oxidation by ferric iron 
is kmdJ = 10-7.52 m-2 s-l 
12 [McKibben and Bornes, 19861. 
Initiator Reaction and Propagation Cycle 
Figure 6.3a shows the time-dependent evolution of pyrite oxidation and K-feldspar dis- 
solution rates plotted on a log-log scale. Pyrite oxidation by dissolved oxygen is initially 
the dominant reaction path for the oxidation of pyrite, Oxidation by ferric iron gains im- 
portance as dissoived iron concentrations increase. The simulation results coincide with 
the " initiator reaction" and "propagation cyclen mode1 introduced by Singer and Stumm 
[1970]. The overall rate of pyrite axidation by ferric iron inmeases with time. This behav- 
ior can be attributed to the autocatalytic nature of the propagation cycle, which is due to 
the net-gain in dissoived total iron concentrations during pyrite oxidation. It was assumed 
that Fe(I1)-oxidation is fast in cornparison to pyrite axidation by fenic iron. Therefore, 
equilibrium conditions have been assumed for the Fe(I1) /Fe(III)-redcuc couple. The degree 
of autocatdysis in a reai system WU strongly depend on the Fe(II1)-availability, which is 
determined by the rate of ferrous iron caidation by dissolved caygen (equation 6.4), and 
wiil be discussed later. The simulation shows that pyrite oxidation rates by ferric iron 
exceed the oxidation rates by dissolved axygen by 2-3 orders of magnitude, which is in 
close agreement with the results of the laboratory experiments of Moaes et al. [1987] and 
Williamson and Rimstidt [1994]. 







10. - - - - - - -  jurbanitc 
.-..----..-..-..- PH 
lus 
loa IO-$ 104 10" lu2 IO-' 
time [YI 
Figure 6.3: Initiator reaction and propagation cycle: a) dissolution rates of primary 
minerals, b) precipitation rates of secondary minerals, c) selected mineral volume fractions 
and pH 
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Jarosite precipitates as a result of the increasing dissolved iron, sulfate and potassium 
concentrat ions [Bagharn et al., 19961. Once saturation is reached, jarosite provides a 
limit to dissolved ferric iron concentrations and thus, the overall oxidation rate of pyrite 
(Figures 6.3b and c). This behavior is indicated by the break in the increase of pyrite 
oxidation rates after approximately 0.2 years (Figure 6.3a). 
The oxidation of pyrite increases the acidity of the pore water (Figure 6 .3~)  and leads 
to an enhanced dissolut ion of K-feldspar (Figure 6.3a). However, despite the abundance 
of t his mineral phase, the rate of K-feldspar dissolution is slow in comparison to the rate 
of pyrite oxidation. Significant pH- buffering can only be observed when pyrite becomes 
completely depleted. The secondary minerals amorphous silica and jurbanite form as a 
result of K-feldspar dissolution (Figures 6.3b and 6 .3~) .  The solution remained under- 
saturated wit h respect to ot her potential secondary mineral phases including kadinite, 
ferrihydrite, gibbsite and alunite. 
Pyrite oxidation leads to high concentrations of dissolved iron (max. 0.46 mol 1-') 
and suifate (ma. 1.38 mol 1-l). The ionic strength of the solution reaches a maximum 
of I = 1.25 when pyrite oxidation rates are highest. The present mode1 uses the extended 
Debye-Hückel equation, which is strictly only applicable up to an ionic strength of I = 0.7 
[Allison et al., 19911. This may affect the accuracy of the modelled results. Nevertheless, 
the qualitative behavior is believed to be represented cor~ectly. It is also possible that 
other ferric-bearing mineral phases such as coquimbite (Fez @Or )3-9HzO) or kornelite 
(Fe2 (S04)3-7HzO) precipitate under the prevailing low pH- and high TDSconditions 
[Nordstmrn and Aipers, 19981. 
Kinet ically-Cont rolled Oxidat ion of Ferrous Iron 
The simulation conducted in the previous section was based on the assumption that the 
oxidation of ferrous iron by dissolved axygen is fast in comparison to the rate of pyrite 
oxidation by ferric iron. However, Singer and Stumrn [1970] reported that the oxidation 
of ferrous iron is the rate-determinhg step for pyrite oxidation in abiotic systems under 
low pH-conditions. The abiotic &dation rate for ferrous iron oxidation for a pH-range 
kom approximately 1 to 8 can be expresseci as [Singer and Stumrn, 19701: 
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The first term dominates the reaction rate for acidic pH-values (pH < 3.5) and is char- 
acterized by slow reaction kinetics, whjle the second term controls the overall reaction 
rate above pH = 4.5 and accounts for increasing oxidation rates with increasing pH. This 
rate expression takes into account the irreversibility of ferrous iron oxidation in natural 
systems. The corresponding rate constants are given by Singer and Stumm [1970] and 
are kr( = 3 .2 .  W 5  (1 mol-l s-'1 and kl{ = 2.6 10-l2 (1-l mol s-'1. 
Figure 6.4: Abiotic and biologicaily catalyzed oxidation rates of ferrous iron 
On the other hand, biological catalysis occurs under low-pH conditions in natural en- 
vironments 1e.g.: Southam and Beveridge, 1992, Nordstrom and Alpers, 1998, Nordstmm 
and Southam, 19971. Estimates of biological catalysis factors reported in the literature 
differ significantly [e.g. Singer and Stumm, 1970, Nicholson, 1994, Noditrom and Alpers, 
19981 and range fiom 102 to 106 in cornparison to the abiotic rate. It is therefore of gen- 
eral interest to determine the sensitivity of pyrite oxidation rates to biological catalysis of 
ferroua iron oxidation. Rate expression 6.17 can be modified to aliow the consideration of 
biological catalysis under low pH-conditions by introducing the biological catalysis factor 
km: 
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RF' = - m a  [[k,k;{ [F~(II)] 102 (aq) } + k:; [ F ~ I I ) ]  {oz (as)} {H+}-~]  . O] , 
(6.18) 
The abiotic (log km = 0) and microbially mediated (for log km = 3 and 6) rates of ferrous 
iron oxidation are presented in Figure 6.4 for p 0 2  = 0.2 atm and T = 25OC as a function 
of pH (modified after Singer and Stumm, 1970). 
-.-. -.-.-.-.- log km = 3 
log km = 5 (quilibrium) 
Figure 6.5: Sensitivity with respect to biologieal catalysis of ferrous iron oxidation: a) 
pyrite &dation rates, b) Fe(ILI)/Fe(II) concentration ratio 
Figure 6.5a shows overall pyrite oxidation rates for difFerent biologieal catalysis factors 
(log I*, = 2-5) and for equilibrium conditions for the Fe(II)/Fe(III) redmc couple. It can 
be seen that overall rates of pyrite oxidation are virtiidly identical for catalysis factors 
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km 102 lo3 104 105 equilibrium 
time [y] 22.4 18.9 18.7 18.7 18.7 
Fe(1I) [mol l-'1 1.0 10-~ 1.0 1 0 - ~  1.1 . IO-' 1.6 . IO-' 1.4 ICI-' 
Fe(II1) [mol 1-'1 4.3 - IO-' 4.5 10'' 4.5 10-' 4.5 10-' 4.5 10-' 
Table 6.5: Maximum Fe(II1) and corresponding Fe(I1) concentrations depending on bio- 
logicai catalysis of ferrous iron oxidation 
greater 103 and are, for practical purposes, equivalent to pyrite oxidation rates under 
equilibrium condit ions for the Fe(I1) /Fe(III) redox couple. However, the oxidation of fer- 
rous iron becomes rate-limiting for catalysis factors km 5 103. The effect is strongest at 
early times, when dissolved iron concentrations are low. For low catalysis factors, a con- 
siderable fraction of dissolved iron remains in the reduced state. This leads to a decrease 
of dissolved ferric iron and increased ferrous iron concentrations and most notably a time 
lag, which proceeds the omet of the propagation cycle (see Figure 6.5a). During this 
time lag secondary ferrous bearing rninerals such as melanterite (FeS047H20) or ferrous 
and ferric-bearing minerais, such as copiapite (Fe(II)Fe(III)4 (S04)s(OH)2-20H20) could 
precipitate [Nordstrom and Alpers, 19981. The precipitation of these mineral phases may 
inhibit pyrite oxidation by removing dissolved iron from solution. However, in these simu- 
lations the pore water remained undersaturated with respect to rnelanterite. Equilibrium 
constants for other ferrous-bearing soluble iron-sulfate minerals were not available, and 
these minerals were therefore not considered in this analysis. Blowes et al. [1991] observed 
the precipitation of melanterite under field conditions, however, the formation took place 
below the zone of active oxidation, where ferrous iroa iu the dominaut dissolved state. 
Nordatmm and Alpers [1998] hypothesized that ferrous iron oxidation rates are p e  
tentiaily much faster than pyrite oxidation rates by ferric iron and concluded that the 
ratedetermining step for pyrite oxidation in natural environments is the heterogeneous 
reaction, i.e. the oxidation of pyrite by ferric iron. The present study shows that relatively 
srnall catalysis factors (k, > 103) appear sufncient to maintain ferric iron concentrations 
near equilibrium levels (Table 6.5). For these catalysis factors, pyrite oxidation rates do 
not diner substantially kom the rates under equilibrium conditions for the Fe(I1) /Fe(III) 
redox couple (Figure 6.5a). However, ferrous iron concentrations are much higher than the 
corresponding eqdibrium values (Table 6.5), which is a h  reflected by the Fe(III)/Fe(II) 
concentration ratio (Figure 6.5b). Dinerences become less sigiiificant for higher cataiysis 
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rates. A cornparison to equilibrium conditions for the Fe(II)/Fe(III) redox couple (Figure 
6.5b) shows that a biological catalysis factor km >> 106 would be required to reproduce 
true equilibrium conditions. 
The results indicate that biological catalysis of ferrous iron oxidation c m  accelerate 
the oxidation of pyrite by ferric iron. However, field observations show that a sigoificant 
fraction of total dissolved iron remains as Fe(I1) in the zone of active oxidation [Dubmvsky 
et al., 1984: Elliot Lake, = 36% Fe(I1); Johnson, 1993: Nickel Rim, 52-82% Fe(I1); Bain, 
personal communication, 1999: Moose Lake, Ontario, > 85% Fe(II)]. These data indi- 
cate that there is some kinetic limitation for ferrous iron oxidation in natural systems. 
Although not directly comparable, such an Fe(III)/Fe(II) ratio would correspond to a 
biological catalysis factor of 10' to 103 for the simulations conducted in the present study 
(Figure 6.5b). It can be concluded that field-measured Fe(III)/Fe(II) ratios provides 
a good indicator to determine if kinetic limitations apply in the field. The heteroge- 
neous reaction is the ratedeterming step, if Fe(III)/Fe(II) > 100. Ferrous iron oxidation 
limits pyrite oxidation for Fe(III)/Fe(II) ratios < 100. In this context, it should be men- 
tioned that dissolved Fe(II1)-concentrations may aiao be infiuenced by the precipitation 
of Fe(II1)-hydroxide or hydroxy-sulfate minerai phases, which limits the applicability of 
the Fe(II1) /Fe(II) ratio to identify the rate-determining step for sulfide mineral oxidation. 
It should be pointed out that the results are only applicable to acidic conditions 
and rnay differ significantly for pyrite oxidation at circumneutral pH. Simulations in 
pH-buffered solutions were not possible, because well-defined rate expressions for the 
oxidation of pyrite are not available at the higher pH-range. It is postulated that pyrite 
oxidation by ferric iron becomes more dependent on the rate of ferrous iron oxidation due 
to the limited solubility of iron under circumneutral pH-conditions [Moses et al., 19871. 
Results may also differ for ta ihgs  materid with a higher pyrite content, where dis- 
solved concentrations WU be higher. The activity corrections in the present mode1 are 
not suitable for such extreme conditions, therefore, such a scenario was not considered 
here. 
Precipitation of Ferric-Bearing Minerals 
Simulations were conducted to determine the effwt of decreasing the rate of jarosite 
precipitation on pyrite oxidation (Figure 6.6). The envelope conditions are provided by 
equilibrium conditions for jarosite and no jarcwite precipitation. Figure 6.6 shows that 
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Figure 6.6: Sensitivity of pyrite oxidation rates with respect to jarosite precipitation rates 
pyrite oxidation rates increase with decreasing jarosite precipitation rates. If jarosite pre- 
cipitation is kinetically inhibited, higher dissolved Fe(II1)-concentrations result. However, 
the differences are not as pronounced as might be expected. This is due to the high solu- 
bility of ferric iron under low pH-conditions. The effect would likely be more pronounced 
for pyrite oxidation in pH-buffered solutions, where mineral phases such as schwertman- 
nite or ferrihydrite control the solubility of ferric iron [Bigham et ai., 19961. As mentioned 
previously, these simulations cannot be conducted due to the la& of an appropriate rate 
expression for pyrite oxidation by ferric iron under circumneutral pH-conditions. 
6.2.3 Reactive Transport Simulations 
The numerical simulations are performed for a 1D vertical profile as shown in Figure 
6.7. The profile is 4 m long and the upper 2.5 m are unsaturateci. A recharge rate of 
300 mm y-' is applied at the top boundary and a fixed hydrauüc head (h = 1.5 m) is 
specified at the outflow. A mtced boundary condition is used at the ground surface for 
reactive transport. Fixed concentrations are applied for gaseous species, while a third 
type boundary condition is useû for dissolved species. A second type boundary condition 
is specifieà at the outflow. The physical parameters are summarized in Table 6.6 and 
are typical for conditions encountered in t ailiogs impoundments [e.g . Du bmvsky, 1986, 
Sm@, 1981, Blowes et al., 1987). A discretization interval of 5 cm has been used in this 
study. Dispersion has been neglected. 
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Figure 6.7: 1 D-vertical profile for numerical st udy of acid mine drainage generat ion 
Parameter unit value 
length of solution domain L [ml 4.0 - - - 
porosi ty 4 [-1 0.5 
infiltration rate gin [m Y-'] 0.3 
hydraulic conductivity Kzz [m s-'1 5.0.10-~ 
residuai saturation &O [-] 0.05 
soi1 hydraulic function a [-] 3.5 
parame ters n [-1 1.4 
longitudinal dispersivity 01 [ml - 
kee phase diffusion DG [m2 s-'1 2.07 IO-' 
coefficient in gaseous phase 
£ree phase diffusion D,' [m2 s-'1 2.38 lod9 
coefficient in aqueous phase 
Table 6.6: Physical input parameters - reactive transport simulations 
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component tailings water recharge water unit 
(1) CaZ+ 4.17 . 10-O3 1.34 . l0-O3 [mol 1-'1 
(2) K+ 9.00 10-O3 1.00 l0-O3 [mol 1-'1 
(3)  AI^+ 2.59 10-O8 1.28 10-O8 [mol 1-'1 
(4) CO:- 5.67 O IO-" 1.10 + l0-O' [mol 1-'1 
(5) soi- 6.29 10-O3 1.85 - l0-O3 [mol 1-'1 
(6) H4Si04 1.93 - 10-O3 1.99 . 10-O4 [mol 1-'1 
(7) Fe2+ 4.40 - IO-" 3.24 IO-'' [mol 1-'1 
(8) Fe3+ 2.55 10-l2 1.89 10-07 [mol 1-'1 
(9) PH 7.00 5.00 [-1 
(10) ~ 0 2  3.93 1 0 - ~ ~  2.10 10-O1 [atm1 
Table 6.7: Initial composition of tailings water and infiltrating groundwater - reactive 
transport simulations 
Table 6.7 defines the composition of the infiltrating water and the water initially 
contained in the tailings material. The recharge water is in equilibrium with oxygen 
and carbon dioxide at atmospheric concentrations and is slightly acidic (pH = 5). This 
water is characterized by low total dissolved concentrations and is undersaturated with 
respect to d l  mineral phases specified in Table 6.3. The initial tailings water, on the other 
hand, is reducing and is characterized by a neutral pH. The tailings water is similar to 
the pore water composition from the Nordic Main Tailings at EUiot Lake based on data 
from Smyth (19811, modified by Wunderiy et al. [1996]. This data waa chosen because it 
represents the typicd characteristics of process water disposed wit h mine waste materials. 
Undersat urated conditions exist wit h respect to ferrihydrite, j arosite and gypsum; the 
water is assumed to be in equilibrium wit h pyrite, calcite, siderite, gibbsite and amorphous 
silica, and supersaturated with respect to K-feldspar. 
The foIlowing sensitivity analyses are based on two different tailings materials (mate- 
rial A: 1 vol% pyrite, 49 vol% K-feldspar; material B: 1 vol% pyrite, 25 vol% K-feldspar, 
24 vol% calcite). It has b e n  assumed that the mineral particles have a representative 
grain size of 50 Pm. The reactive surface areas of the primary miner& were determined 
based on grain size as 1% of the geometric surtace area aasuming spherical particle ge- 
ometry. The initial reactive surtace area for pyrite is Si = 12 m2 rn-3 for both materials. 
The reactive surface areas for K-feldspar are S2 = 588 m2 m-3 for materid A (no calcite) 
and 300 m2 rne3 for material B (calcite present). An effective rate constant has been 
used to describe calcite dissolution, the estimation of a reactive sudace area is therefore 
not necessary. 
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Applicability of Laboratory-Derived Rate Expressions for Pyrite Oxidation 
A number of laboratory studies [e.g. McKibben and Barnes. 1986, Moses et al., 1987, 
Williamson and Rimstidt, 19943 and the batch reactor simulations conducted here have 
shown that pyrite is primarily oxidized by fenic iron. It appears to be Logical to apply 
rate expression 6.16 directly in reactive transport simulations to describe the generation of 
acid mine drainage in tailings irnpoundments. However, examining pyrite oxidation rates 
shown in Figure 6.3a indicates that it requires more than one year until the maximum 
rate of pyrite oxidation is reached. This is due to the autocatalytic nature of pyrite 
oxidation, as was discussed previously. It is instructive to compare the time required to 
reach the maximum oxidation rate to the characteristic time of advective transport in 
t ailings material. This characteris tic time is defined by: 
The spatial discretization interval Az was chosen as the characteristic transport length. 
For Aa = 5 cm, a water saturation of Sa = 0.5 (as was used for the batch reactor 
simulations), a porosity of t$ = 0.5 and a recharge rate of 300 mm y-1 yields t a ,  = 
0.04 y. For Sa = 0.8 (as used in the reactive transport simuiations) a characteristic 
time of 0.07 years is obtained. A direct cornparison shows that the characteristic time 
of advective transport is in any case much shorter than the time required for the rate of 
pyrite oxidation to reach its maximum value. 
This result implies that applying laboratory-derived rate expressions for pyrite oxi- 
dation Ieads to unredistic results in a continuum reactive transport modei. Comparably 
rapid advective transport results in the migration of dissolved iron into deeper regions 
before the maximum oxidation rate is achieved. This effect was observed in preliminary 
simulations, where pyrite oxidation close to the ground surface was slower than pyrite 
oxidation at greater dept h. These results are inconsistent with field observations, which 
usually show t hat the depletion of suifide minerals is most pronounced close to the ground 
surface and that alteration decreases with increasing depth 1e.g.: Dubmusky et al., 1984, 
Blowes and Jarnbor, 19901. Laboratory-derived rate expressions for pyrite oxidation can 
only be employed in continuum reactive transport models, if the mode1 accounts for the 
different scales. It is therefore necessary to define a separate rate expression for the 
simulation of reactive transport, which represents pyrite oxidation on the macro-scde. 
Pyrite oxidation in reactive transport models is commonly described as an overd 
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Figure 6.8: Sensitivity with respect to hydraulic conductivity, t = 20 years: a) gas phase 
saturation, b) partial oxygen gas pressure, c) pyrite oxidation rate 
BZowes and Jambor, 1990, BIowes et al., 1991). The gas phase saturations decrease 
significantly with decreasing hydraulic conductivity (Figure 6.8a). This decrease has 
a pronounced impact on the effective diffusion coefficient for oxygen (equation 6.1). A 
smaller effective dinusion coefficient inhibits the transport of atmospheric oxygen into the 
tailings materid (Figure 6.8b) and decreases the rate of pyrite midation (Figure 6.8~) .  
Figure 6.9a compares the oxygen i d u x  acrass the ground surface for the different cases. 
Oxygen flues for the lowest hydraulic conductivity are almost negligible (max: 2.5 mol 
rn-2 y-l). Higher hydraulic conductivities lead to increased oxygen infiuxes (a maximum 
of 65 and 190 mol mV2 y-', respectively). The calculated q g e n  fluxes are in reasonable 
agreement with oxygen Luxes measured in the field [e.g.: Tibble and NiChobon, 19971. 
The width of the oxidation zone increases with increasing gas phase saturation, indi- 
cat ing t hat macroscopic transport control for axygen transport becomes less important 
for more permeable materials. The characteristic thickness of the zone of active oxidation 
in mine tailings is usually in the cm to 10's of cm range [Blowes and Jambor, 19901. Such 
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timc [y] 
Figure 6.9: Sensitivity with respect to hydraulic conductivity: a) 02(g) idux, b) pyrite 
mass oxidized 
a narrow zone of active oxidation indicates that macroscopic transport control plays a 
signifiant role for controlling the progess of pyrite oxidation. 
Furthemore, Figure 6.9a shows a decreaae of oxygen influxes over time. This can be 
attributed to two factors: decreasing reactive surface areas of pyrite, and the advance of 
the zone of active oxidation into deeper areas of the tailings material, which increases 
the diffusion length and, therefore, the importance of macroscopic transport control. 
Figure 6.9b presents the m a s  of pyrite depleted over a 20 year time interval. Considering 
K2 = 5 1 0 - ~  m s-l as a benchmark shows that pyrite depletion after 20 years is 95% 
less for a ten-fold decrease in hydraulic conductivity and increased by 185% for a ten-fold 
increase in hydraulic conductivity. K2 = 5 10-~ m s-1 is used for all the following 
simulations. 
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The following analysis compares the compositional evolution of the pore water and the 
tailings mineralogy for materiais A (no calcite) and B (calcite present). Figure 6.10a-c 
present the results for tailings material A (no calcite). The acidity generated by pyrite 
oxidation decreases pH to < 2 (Figure 6.10a) and subsequently leads to the dissolution 
of K-feldspar (Figure 6.10 c). The rates of pyrite oxidation are much faster than the 
rates of dissolution or precipitation of any other mineral phase (Figure 6 . 1 0 ~ )  and pH- 
buffering is insignificant. Amorphous silica and jarosite precipitate as a result of increased 
concentrations of HISiOl, K+, ~ e ~ +  and SO:- produced by the oxidation of pyrite and 
dissolution of K-feldspar. The solution remains undersaturated with respect to other 
pot en t i d  secondary mineral phases summar ized in Table 6.3. Amorp hous silica redissolves 
as pyrite becomes depleted. 
The simulation results differ significant ly for material B (calcite present ) (Figure 
6.10d-f). The dissolution of calcite is rapid in cornparison to the oxidation of pyrite 
and effectively buffers the pH of the pore water (Figures 6.10d and f) .  The oxidation 
of pyrite and the dissolution of calcite lead to the precipitation of the secondary min- 
er& phases gypsum and ferrihydrite (Figure 6.10e). Significant precipitation of other 
potential secondary mineral phases did not occur in this simulation. The mode1 results 
indicate t hat gypsum redissolves once pyrite becomes depleted, while ferrihydrite remaias 
stable. The redox potential decreases in both simulations to values characteristic for r e  
ducing condit ions (Figures 6.1 Oa and d) indicat ing t hat rate expression 6.19 adequately 
describes the depletion of the electron acceptors Os(aq) and ferric iron in the zone of 
active oxidat ion. 
Figure 6.10e shows that secondary mineral formation is more pronounced for material 
B (calcite present) (compare to Figure 6.10b). This implies that the formation of surface 
coatings, which may inhibit the oxidation of pyrite, is more likely to occur in tailings 
materials containing carbonate minerah. Material B is also more susceptible to the 
formation of hardpan layers [Blowes et al., 19911 as a result of extensive secondary mineral 
precipitation. Decreasing reaction rates due to the formation of surface coatings can be 
considered by replacing rate expression 6.19 with a rate expression which accounts for 
the build-up of reaction products on the reactive pyrite surface (see Chapter 3). This 
approach was previously used by Jaynes et al. [l984a], DaMs and Ritchie [1986], Wunderly 
et al. [1996]. 
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Figure 6.10: Sensitivity with respect to initial mineralogy (pH-bdering), t = 20 years: 
a)-c) material A (no calcite), d)-f) material B (calcite present) 
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Oxygen Mass Balance 
An additional comparison is conducted for the two tailings materials to investigate the 
use of the ultimate electron acceptor 02(aq). Potential direct sinks for oxygen are the 
oxidation of pyrite and the oxidation of ferrous iron. Ferrous iron oxidation rnay also be 
coupied wit h the precipitation of ferric-bearing minerals such as ferrihydrite and jarosite. 
Overall reactions expressed in terms of the ultimate electron acceptor oxygen can be 
written as: 
FeS2 (s) + $ 0 2  (aq) + H 2 0  + ~ e ~ +  + 2~0:- + ZH+ 
F'e2+ + $02(aq) + H+ + ~ e ~ +  + $ H ~ O  
F'e2+ + f0*(aq) + $ 2 0  -t Fe(OH)&m) +2H+ 
K+ + 3F'e2+ + ?o2(aq) + 2~0:- + -t KFe3(S0&(0H)6 + 3H+ 
Figure 6.11a presents the mass balance for raygen consumption for material A (no 
calcite) over a time period of 20 years. Pyrite oxidation consumes most of the infiltrating 
oxygen. Dissolved ferric iron concentrations increase at early times and provide a tempo- 
rary sink for 02(aq). Throughout the simulation, jarosite precipitation has only a limited 
potential to immobilize ferric iron. The total amount of pyrite oxidized within the col.;mn 
amounts to 215 mol during the 20 year time period. A similar picture is obtained for 
material B (calcite present) (Figure 6.11a). The solubility of ferric iron is lower under pH- 
bd'ered conditions, and the precipitation of ferrihydrite is the only notable sink for ferric 
iron (dissolved oxygen) besides pyrite oxidation. Precipitation of ferrihydrite provides, 
due to the limited ferric iron solubiiity, a more pronounced sink than the precipitation of 
jarosite in the case of material A (no calcite). This results in a slightly decreased pyrite 
depletion in comparison to materiai A (no calcite) (205 mol within 20 years). Even in 
the pH-buffered case, pyrite oxidation has the potential to consume more than 90% of 
the infiltrating oxygen t hroughout the simulation. 
It is also possible that secondary miner& redissolve, and thus, provide a source for 
dissolved ferric iron, which may enhance pyrite oxidation rates. Taking into considera- 
tion the rninor infiuence of the precipitation of ferric-bearing mineral phwes, it can be 
conduded that their dissolution may ais0 only have a smaii impact on pyrite oxidation 
rates. In addition, the alteration of these minerals to sparingly soluble mineral phases 
such as goethite may inhibit the dissolution of these mineral phases and their potential 
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Figure 6.11: Mass balance for oxygen consumption: a) material A (no calcite), b) material 
B (calcite present) 
to influence pyrite oxidation rates [Bigham et al., 19961. These arguments are supported 
by the laboratory studies conducted by Moses et al. 119871, which showed that the dis- 
solution of ferric-oxyhydroxides does not have a significant influence on the oxidation of 
pyrite, because the dissolution rates are mu& slower than pyrite oxidation rates. 
It was shown by Moses et al. [1987] that pyrite oxidation rates in pBbuffered solutions 
are much slower than in acidic solutions. A likely cause for this behavior is the limited 
solubility of ferric iron under circumneutral pH-conditions. Rate expression 6.19 does 
not account for the dependence of the oxidation rates on the limited solubility of ferric 
iron and other possible pH-effects. Therefore, the simulatiom for tailings materiah A (no 
calcite) and B (calcite present) are characterized by similar pyrite &dation rates. An 
adequate overd rate expression for pyrite oxidation capable of describing pyrite oucidation 
under circumneutral and acidic conditions is needed. 
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Degassing of Carbonic Acid 
The contribution of carbon dioxide degassing to pH-bufFering in carbonate-buffered tail- 
ings (material B, calcite present) is investigated. For this purpose a simulation was 
conducted, where the exsolution and subsequent diffusive transport of carbon dioxide has 
been neglected. These mode1 results are compared to simulation results which include 
carbon dioxide degassing (base case). Figure 6.12a shows that the degassing of carbon 
dioxide significantly contributes to pH-buffering. If the exsolution of carbon dioxide takes 
place, the pore water is buffered to pH ;- 6.45. If carbon dioxide degassing is neglected 
the pH reduces to r: 5.85. It is instructive to consider the hydrolysis reaction between 
carbonic acid and bicarbonate: 
The equilibrium constant of this reaction shows that bicarbonate remains the dominant 
carbonate species, if carbon dioxide degassing is considered. In this case, carbonic acid 
concentrations are continually lowered due to the gas exsolution process. On the other 
hand, the exclusion of carbon dioxide exsolution leads to pH-values for which carbonic 
acid is the dominant carbonate species. This result is not realistic for semi-open system 
such as the unsaturated zone of a mine tailings impoundment, because calcite dissolution 
rates and partial COa-pressures are overpredicted (Figure 6.12b and c). It is anticipated 
that carbon dioxide degassing, similar to the infiltration of oxygen, is a function of gas 
saturations of the tailings material. Wit h decreasing gas saturations, rates of gas tram- 
port decline and the tailings pile approachea a closed system behavior with respect to 
pCO2. 
Comparing acid-generation due to pyrite oxidation and the precipitation of secondary 
minerals with acid-consumption due to CO2-degassing ailows the evaluation of the relative 
importance of carbon dioxide exsolution as a pH-bdering process. Pyrite oxidation leads 
subsequently to the precipitation of ferrihydrite, due to the limited solubility of ferric iron 
in carbonate buffered solutions. The total acid generation due to pyrite oxidation and 
ferrihydrite precipitation can be calculated based on the reaction stoichioxnetry: 
The rate of acid generation is therefore equivalent to four times the pyrite oxidation rate. 
Degassing of carbonic acid is caused by the dissolution of calcite and can be written as 
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Figure 6.12: Sensitivity with respect to CO2-degassing, t = 20 years: a) pH, b), calcite 
dissolut ion rate, c) partial CO2-pressures 
an overall reaction: 
Acid consumption due to CO2-degassing can be calculated as twice the CO2-flux across 
the ground surface. 
Figure 6.13 shows that CO2-degassing plays an important role as a pH-buffering pro- 
cess. At early times (t = 1 year), almost 90% of the acidity generated leaves the tailings 
materid by carbon dioxide exsolution and subsequent diffuive transport to the ground 
surface. This buffering mechanism loses importance, when pyrite oxidation takes place 
at greater depth, since the dinusion length, and thug, the resistance for CO2-gas trans- 
port increases. After 20 years the fraction of acid-consumption due to CO2-degassing has 
decreased fkom almost 90% to = 78% (Figure 6.13). The remaining acidity is consumeci 
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Figure 6.13: Relative importance of CO2-degassing as an acid-consuming proceas 
by the carbonate and non-carbonate alkalinity of the pore water and enters the saturated 
zone. 
6.3 Conclusions 
The example applications have shown that MIN3P can be used to investigate the gen- 
eration and fate of acid mine drainage. A series of kinetic batch and one-dimensional 
reactive transport simulations were conducted. The model allows the consideration of 
complex reaction networks involving parallel and sequential kinetically-controlled reac- 
tions. Laboratory-derived rate expressions were used to describe the progress of pyrite 
oxidation in batch simuiations. The simulation results are in agreement with the con- 
ceptual model proposed by Singer and Stumm [1970] and illustrate that the caidation 
of pyrite by ferric iron is an autocatalytic process. Ferrous iron axidation rates and the 
precipitation rates of jarosite were varied in a sensitivity analysis. The results can be used 
to visualize the limiting effect of ferrous iron oxidation and solubility on the autocataiysis 
of pyrite oxidation. 
Reactive transport simulations can be used to illustrate how the rate of pyrite oxi- 
dation is m t e d  by the permeability of the tailing material, which has a pronounced 
influence on gas saturations and therefore on the capability of 02(g) to penetrate into 
the tailings. These results are in agreement with previous studies [e.g: Davis and Ritchie, 
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19861. Effects of the composition of the initial mineralogy on the final composition of the 
pore water and the tailings material can also be investigated. 
Mass balance calculations for oxygen consumption and acid production and consump 
tion were conducted as part of this study. The model can be used to estimate the im- 
portance of the various oxygen consuming and pH-buffèring processes in tailings as a 
function of time. For example, the model results can be used to illustrate that pyrite 
oxidation consumes most of the atmospheric oxygen diffwing into the tailings materid in 
carbonate-buffered and carbonate-fiee tailings materials. The mass balance for acid gen- 
eration and consumption illustrates how the dissolution of carbonate rninerals leads to an 
increase in carbonate aikaiinity and to pronounced pH-buffering due to COs-degassing. 
This study has shown that laboratory-derived rate expressions for pyrite oxidation 
can not be applied directly in a continuum reactive transport model. This is due to the 
different spatial scales of transport in the bulk porous medium (macrescale), ferrous iron 
oxidation (macrescale - micro-scale) and pyrite oxidation (meso.scale - micr*scale). It 
can be envisioned that a dual-porosity multicomponent-reactive transport model may be 
capable of incorporating the various processes at the digerent spatial scales. 
Pyrite oxidation was described as an overail reaction in terms of dissolved oxygen for 
the react ive transport simulations conducted here. A parallel Fe(1II)-dependent reaction 
rate was included to facilitate an adequate description of the redox conditions below the 
zone of active oxidation. This approach can be used to match field or laboratory data, and 
to estimate acid generation due to pyrite oxidation. However, the rate expression does 
not account for the pH-dependence of pyrite oxidation due to limited Fe(II1)-solubility at 
circumneutral pH. It is also not possibk to study reactive transport in conjunction with 
kinetic limitations due to ferrous iron oxidation. A rate expression, which is expresseci 
in terms of dissolved oxygen, but implicitly accounts for decrwing ferric iron solubility 
with increasing pH, would be of advantage for the analysis of pyrite oxidation in mine 
tailings by reactive transport modelling. 
MIN3P can be used to conduct sensitivity analysis for tailings materials of varying 
composition or to evaiuate the performance of cover scenarios. The model can also be 
used in conjunction with the analysis of field data as a tool to improve the understanding 
of the tirnedependent evolution of acid mine drainage generation and pH- and EH-bder 
reactions. The model provides a high degree of versatility and therefore facilitates the 
investigation of various reaction mechanism. 
Chapter 7 
Reactive Transport Through a 
Reactive Barrier 
This chapter demonst rates the applicability of MIN3P for one- and twedimensional re- 
active transport simulations involving a Iarge number of components and reactions. The 
treatment of contaminated groundwater by a an in-situ permeable reactive barrier is sim- 
ulated. The modelling study is based on the conceptual mode1 developed by Bennett 
[1997] for the barrier installation at the U.S. Coast Guard Support Center near Elizabeth 
City, NC. The reactive barrier was designed to treat the ambient groundwater, which is 
contaminated with hexavalent chromium and trichloroethylene and its degradation prod- 
ucts. The cbromium contamination originates from a pIating facility Iocated in Hangar 
79 (Figure 7.1). The contaminated groundwater is rnoving north, and is intercepted by 
the reactive barrier before entering the Pasquotank River. Chromium concentrations u p  
gradient of the reactive barrier exceed 1 mg 1-' and reach locally up to 5 mg 1-' [Bennett, 
19971. A larger plume containing chlorinated organic compounds is &O emanating t o m  
the vicinity of Hangar 79 and is also treated by the barrier [Bennett, 19971. The barrier 
is comprised of granular iron and remediates the groundwater by reduction of hexava- 
lent chromium and subsequent precipitation in form of chromium containing hydroxides 
[Bennett, 19971. Trichloroethylene and its major degradation products cis-1,2 DCE and 
vinyl-chloride are converted to non-toxic hydrocarbons by reductive elimination and hy- 
drogenolyis [Bennett, 1997, Blowes et al., 19971. An extensive field monitoring program 
waa initiated at the site [Bennett, 19971. Multi-level sampiing weUs faeilitate a detailed 
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description of the hydrogeology of the aquifer and the geochemical conditions upgradient, 
within and downgradient of the treatrnent system along t hree transects (Figure 7.2). 
Pasquotank River 
Hangar 79 
Figure 7.1: Configuration of reactive barrier and approximate location of chromium 
plume, fiom Bennett [1997] 
In the following sections the conccptual rnodcl dcvcloped by Bennett [1997], which 
describes the controlling transport and reaction processes in the treatment system and 
which forms the basis for this modelling study, is presented. The react ion network for the 
numerical analysis is defined based on this conceptual model. One- and two-dimensional 
reactive transport modelling is conducted to deçcribe the geochemical evolution of ground- 
water along Transect 2 (Figure 7.2, defined by the multi-level monitoring w e b  21-25). 
Changes of the geochemical composition of the reactive mixture and the aquifer material 
downgradient of the barrier are ais0 addressed. An investigation of processes potentially 
afFecting the long-term performance of the reactive barrier is carried out. The modelling 
results are discussed with a focus on the expected efficiency and longevity of the treat- 
ment system. The effect of preferential flow on the quality of the treatment for the various 
contaminants is investigated. 
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Reactive barrier 
Figure 7.2: Monitoring network, from Bennett [1997] 
7.1 Conceptual Mode1 
The conceptual mode1 developed by Bennett [1997] was subdivided into three zones: u p  
gradient aquifer: the reactive barrier. and the aquifer downgradient of the barrier (Table 
7.1). The zone located upgradient of the treat ment system was termed the "contaminated 
zone". The contaminated groundwater in this zone haa been in contact with aquifer ma- 
terial for a considerable amount of time, and dissolved species are either in equilibrium 
with the aquifer material, or reactions are kinetically limited. Dissolved species are trans- 
ported more or less conservatively through this zone by advective and dispersive transport 
processes [Bennett, 19971. 
The second zone is located wit hin the reactive barrier and was termed the " treatment 
zonen. In thiv zone, the contarninants are transformed by reduction and possibly im- 
mobilized by subsequent precipitation [Bennett, 19971. A number of secondary reactions 
occur simultaneously in the t reat ment zone. O t her oxidized species, such as  dissolved 
oxygen, nitrate, sulfate, dissolved inorganic carbon, dissolved organic carbon and water 
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Precipitation of secondary 
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Exsolut ion of dissolved gases 
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Desorpt ion of hydrogen ions 
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Reduct ive dissolution of 
&des and oxy- hydroxides 
Exsolution of diasolved 
gases 
EH-hm?tZSe 
- -  -  
react ive barrier r downgradient 
Table 7.1: Conceptual mode1 for reactive barriers comprised of zerevalent iron, from 
Bennett (19971 
are reduced either directly by zero-valent iron or by dissolved reduced species, for ex- 
ample, hydrogen gas [Bennett, IWi]. These reduction reactions lead to the corrosion of 
zercwalent iron, which serves as the ultimate electron donor. Major reaction products 
of these corrosion reactions are ferrous or ferric iron and dissolved gases. The combined 
effect of the reduction and corrosion reactions leads to a sigdicant increase of pH-dues 
and causes the EH of the water pansing through the barrier to decrease [Bennett, 19971. 
The high pH-conditions promote the precipitation of a number of secondary minerah 
throughout the treatment zone. These reactions consume akl in i ty  and act to buffer 
further increasetl in pH [Bennett, 1997). The exsolution of dissolved gases may act to 
b d e r  the redox potential of the pore water. 
The groundwater leaving the treatment zone is characterized by low dissolved species 
concentrat ions and exhibits high pH- and low EH-conditions [Bennett, 19971. However, 
pH and EH are restored to near background values downgradient of the reactive barrier, 
indicating that reactions with the native aquifer material is bunering the infiltrathg 
high pH, low EH water. This zone is termed " biiffer zone", since interactions with the 
native aquifer rninerals WU tend to reestablish a new equilibriurn condition. Important 
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processes for pH-buffering rnay be the dissolution of aluminosilicate and clay minerals and 
the sorption of silicic acid cornbined with the release of protons [Powell et al., 19951. The 
desorption of hydrogen ions from oxide and clay mineral surfaces may be an additional 
pH-bunering process. The reductive dissolution of oxides and oxy-hydroxides and possibly 
degassing may be responsible for the observed EH increase. 
The conceptuai model is applicable for the zones located upgradient and within any 
zero-valent iron reactive barrier. However, geochernical processes controlling pH and EH- 
buffering downgradient of the reactive barrier depend on the site-specific mineralogy and 
therefore apply only to the Elizabeth City-site. 
7.2 Definition of Reaction Network 
This section introduces the reaction stoichiometries, rate expressions and equilibrium 
constants of the reactions considered in this study based on the conceptual model by 
Bennett [1997]. In general, the equilibrium constants were taken from the database of 
MINTEQA2 [Allison et al., 19911, unless otherwise noted. Al1 reactions considered can 
be expressed in terms of the following 27 components: ~ 1 ~ + ,  ca2+, Cl-, CH4(aq), CO:-, 
c~o:-, Cr(OH):, DOC, F'e2+, F'e3+, H+, H2(aq), H4Si04, HS-, KC, M~~~~ ~ n ~ + ,  Na+, 
NH;, NO:, 02(aq), soi-: TCE, cis-1,2 DCE, VC, ethane and H20. 
7.2.1 Complexation Reactions 
Table 4.2 iists aii 79 aqueous complexes considered in this study dong with the corre- 
sponding equilibrium constants reported as dissociation constants. 
7.2.2 Reduction-Corrosion Reactions 
The conceptual model considers the reduction of hexavalent chromium, of the chlotinatecl 
organic compounds, and of ot her oxidized species dissolved in the ambient groundwater. 
Due to its extreme reduction capacity, zero-valent iron ultimately Ieads to the reduction 
of all electron acceptors [Bennett, 19971 including dissolved oxygen [MacKenzie et al., 
19971 Mn(IV), Fe(III), nitrate [Rahman and Agmwal, 1997, Cheng et al., 19971, sulfate, 
DIC, DOC [Weathers et ai., 1995, Orfh and Gülham, 19961 and the solvent water itself 
[ R e d o n ,  19951. In the present study, it was assumed that dissolved manganese occura 
CHAPTER 7. REACTIVE TRANSPORT THROUGH A REACTIVE B A W E R  216 
Reaction log KI 
(1) OH- = H20 - H+ -13.9980 
(2) H3SiOS = H4Si04 - H+ -9.8300 
(3) H~s~o:- = H4Si04 - 2H+ -23.0000 
(4) NHdaq) N H ~  - Hf -9.2520 
(5) NHdSO; t N H ~  + SO:- 1.1100 
(6) MgOH+ s MgZ+ +H20 - H+ - 1 1.4400 
(7) MgCo3 (aq) = M ~ ~ +  + CO:- 2.9800 
(8) M~HCO: = Mg2+ + CO:- + H+ 1 1.4000 
(9) MgS04 (aq) = Mg2+ + SO:- 2.3700 
(10) CaOKt e ca2+ + H20 - H+ -12.7800 
(11) c~HCO: s Ca2+ + CO;- + Hf 1 1.4400 
(12) CaCOs(ad = Ca2+ + CO:- 3.2200 
(13) c a s o 4 ( 4  s ca2+ + soi- 2.3090 
(14) C~HSO: t ca2+ + soi- + H+ 3.0680 
(15) NaCo3 F= Na+ + CO:- 1.2680 
(16) NaHCO3 (ad  = Na+ + CO:- + H+ 10.0800 
(17) NaSOr = Na+ + SU:- O. 7000 
(18) KSO4 = K+ + ~0:- O ,8500 
(19) AI OH^+ = Al3+ + H20 - H+ -4.9900 
(20) AI(OH): = ~ 1 ~ +  + 2H20- 2H+ -10.1000 
(21) AI(0H)T + Al3+ + 4H20 - 4H+ -22.7000 
(22) AlSO: + ~ l ~ +  + ~0:- 3.5000 
(23) AMSO:+ = ~ l ~ +  + SO:- + H+ 2.4480 
(24) Al(S04); * + 2 ~ 0 : -  5.0000 
(25) Al(OH)3 ( a d  = Al3+ + 3H20 - 3H+ -16.9000 
(26) FeOH+ = Fe2+ + H20 - H+ -9.5000 
(27) Fe(0H); E Fe2+ + 3H20 - 3H+ -31.0000 
(28) ~ e s a  ( q) = F ~ ~ +  + s04- 2.2500 
(29) F'eHSO: = Fe2+ + soi- + H+ 3.0680 
(30) F~HCO: = Fe2+ + CO:- + H+ 12.3300 
(31) Feco3 (ad s Fe2+ + 0:- 4.3800 
(32) W O H )  2 (ad = Fe2+ + 2&0 - 2H+ -20.5700 
(33) F ~ O H ~ +  = Fe3+ + H20 - HC -2.1900 
Table 7.2: Complexat ion reactions and equilibrium constants 
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React ion log Ki' 
(34) FeSO: == Fe3+ + SOZ- 4.0400 
* F'e3+ + ~04- + H+ 
= Fe3+ + Cl- - Fe2+ + Cl- 
s ~ e ~ +  + 2Cl- 
s Fe3+ + 3C1- 
e Fe3+ + 2H20 - 2H+ 
+ Fe3' + 3H20 - 3H+ 
+ Fe3+ + 4H20 - 4H+ 
t ~ e ~ +  + ~04- 
= Fe3+ + 2H20 - 2H+ 
= Fe3+ + 4H20 - 4H+ 
s ~ n * +   CI- 
= ~ n ~ +  + 2C1- 
= Mn2+ + 3Cl- 
= MR*+ + H20 - H+ 
= ~ n ~ +  + 3H20 - 3H+ 
= ~ n ~ +  + CO:- 
= ~ n * +   SO:- 
= Mn2+ + 2NOy 
= ~ n ~ +  + CO:- + H+ 
= H+ + CO:- 
= 2H+ + CO:- 
= H+ + SO:- 
= HS- + H+ 
= HS- - H+ 
= Cr(0H): + 2H+ - 2H20 
= Cr(0H): + H+ - HzO 
s c~(OH): - H+ + H20 
= Cr(0H): - 2H+ + 2H20 
= C r ( 0 ~ ) ;  - 2H+ 
= Cr(0H): + Cl- + 2H+ - 2H20 
Table 7.1: Complexation reactions and equilibrium constants - continued 
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React ion log K,T 
(67) CrOHC12(aq) = Cr(0H): + 2C1- + H+ - H20 2.9627 
(68) C~NO:+ = Cr(0H)Z + NO3 + 2H+ - 2H20 8.2094 
(69) crS0: = Cr(0H): + SO:- + 2H+ - 2Hz0 10.9654 
(70) CrOHS04 (aq) = Cr(0H): + SO:- + Hf - H20 8.2754 
(71) C~~(OH)~SO:+  G= 2Cr(OH): + ~0:- + 2H+ - 2H20 18.1550 
(72) Cr2 (OH12 (S04  12 ( a d  = 2 C r ( 0 ~ ) ;  + 2~04- + 2H+ - 2H20 17.9288 
(73) HCr04- = ~ ~ 0 4 -  + H+ 6.5089 
(74) HzCrO4(ad e c~o:- + 2H+ 5.6513 
(75) &O!- = 2 ~ r 0 : -  + 2H+ - H 2 0  14.5571 
(76) Cr03C1' = + Cl- + 2H+ - H20 7.3086 
(77) ~ r 0 3 ~ 0 4 -  = + SO:- + 2H+ - H20 8.9937 
(78) NaCr07 = Na+ + ~ r 0 : -  0.6963 
(79) KCr04 = K+ + ~ r 0 : -  0.7990 
Table 7.1: Complexation reactions and equilibrium constants - continued 
exclusively as Mn(I1); the reduction of Mn(1V) was therefore neglected. Furthermore, it 
was assumed that ferric iron can occur as a reaction product of iron corrosion, if the half 
reaction for the electron acceptor considered has a higher standard potential than the half 
reaction for the M + / F ~ ~ +  redox couple. For example, Powell et ai. [1995] reported that 
the corrosion of zerevalent iron in the presence of oxygen produces ferric iron. Ferric 
iron reduction was excluded in this study. 
The reaction stoichiometries of al1 reduction-corrosion reactions were normalized with 
respect to zero-valent iron. The degradation of the organic compounds by reductive 
elimination and hydrogenolysis was considered. It was assumed that hydrogenolysis leads 
to the sequential degradation of TCE (C2HC13) to cis-1,2 DCE (C2H2C12), VC (C2H3CI), 
and ethane (C2Hs) Bennett (19971. Laboratory experiments [O'Hanne3zn et d., 19951 
conducted using water from the Elizabeth City site and zer-valent iron indicated that 
only 7% of TCE were degraded by hydrogenolysis to cis-1,2 DCE. When determihg the 
reaction stoichiometry of TCEdegradation, it was assumed that the remaining 93% are 
directly degraded to et hane. 
Al1 reduction-corrosion reactions are assumed to be Ureversible. The reaction rate of 
hexavalent chromium reduction by zercwalent iron is characterized by a square root de- 
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pendence on Cr(VI) and H+ and is proportional to the reactive surface area of zerevalent 
iron [Gould, 19821. For al1 other electron acceptors, except water, it was assumed that 
the reaction rate is first order with respect to the electron acceptor and proportional to 
iron surface area. Iron corrosion by water was described by a rate expression with a first 
order dependence on iron surface area [Reardon, 19951. Since this reaction is not depen- 
dent on the concentrat ion of the electron acceptor, it was assumed that the reaction rate 
approaches zero, when equilibrium conditions are approached. An equilibrium constant 
of log K,O,, , ,~,  = -11.78 was calculated based on data from Reardon [1995] and Stumm 
and Morgan [1996]. 
Secondary reactions between reduced reaction products (e.g.: hydrogen gag, hydrogen 
suifide, methane or ammonia) and oxidized species (e.g.: hexavalent chromium, dissolved 
oxygen, nitrate and suifate) may lead to inhibitive or cornpetitive effects iduencing the 
reaction progress of a particular reduction-corrosion reaction. For example, Siantar et al. 
[1995] observed that the presence of axygen or nitrite affected the degradation of pesticide 
by zercwalent iron, indicating that inhibition or cornpetition may play a role. Inhibitive 
or competi tive effects are neglected here and reduct ion-corrosion reac tions are assumed 
to occur as parallel reactions. 
Table 7.3 summarizes the react ion stoichiometries of the reduction-corrosion react ions 
considered. The total iron corrosion rate can be estimated as the sum of al1 reduction- 
corrosion rates. 
7.2.3 Formation of Secondary Minerals in Tkeatment Zone 
The conceptual mode1 also accounts for the precipitation of secondary minerais within 
the treatment system. The react ion stoichiometries of the reduction-corrosion reactions 
in Table 7.3 impIy a net pH-increase creating conditions favorable for the precipitation 
of carbonate minerals and hydroxide mineral phases [Bennett, 19971. In addit ion super- 
saturated conditions were observed Iocally with respect to iron sulfide minerab [Bennett, 
19971. 
The precipitation of secondary mineral phases is described by rate expressions 
based on transition state theory [Lasaga, 19981: 
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F ~ O  (s) + c~o:- + 6H+ + ~ e ~ +  + Cr(0H): + 2H20 
Fe0(s) + 0.3025 C2HC13 + 1.2325H+ + 
F'e2+ + 0.07 C2H2CI2 + 0.2325 C2H6 + 0.7675 Cl- 
~eO(s) + C2H2C12 + H+ -r F'e2' + C2H3Cl + Cl- 
F'e0(s) + ~ C ~ H ~ C I  + $H+ + ~ e ~ +  + &HG + $1- 
Fe0(s) + +o2(aq) + 3H+ + F'e3+ + 3 ~ 2 0  + Hz(aq) 
Fe0(s) + :NO; + ?H+ -+ Fe3+ + ~ N H :  + i ~ 2 0  
Fe0(s) + $304- + f H+ + ~ e ~ +  + f HS- + Hz0 
Feo (s) + ~ C H ~ O  + 2H+ -+ J?eZf +  CH^ (aq) + f H ~ O  
Feo (s) + f CO:- + !H+ -t ~ e * +  f  CH^ (aq) + 4 ~ 2 0  
Fe0(s) + 2H+ + F'e2+ + H&q) 
Table 7.3: Reaction stoichiometries of reduction-corrosion reactions 
where ksR,i is an effective rate constant for the dissolution of the mineral phase AT, 
IAPim is the ion activity product and Kr defines the corresponding equilibrium constant. 
React ions describing the formation of secondary mineral phases wit hin the treatment zone 
are sumrnarized in Table 7.4. The equilibrium constant for Fe(OH)2(am) was taken fkom 
the database of EQ3/EQ6 [ Woley  et al., l99O]. 
React ion log K 
Fe(OH)2 (am) e F'eZ+ + 2H20 - 2H+ - 13.9045 
Fe(OH)3 (am) = ~ e ~ +  + 3H20 - 3H+ -4.8910 
Cr(OH)3(am) = CS+ + 3H20 - 3H+ 0.7500 
CaC03(s) + ca2+ + coi- 8.4750 
CaMg(C03)2(s) e Ca2+ + ~ g ~ +  + 2 ~ 0 : -  17.0900 
)?&O3 (s) =  el+ + CO:- 10.4500 
MnCOs (s) = MI?+ + CO:- 10.4100 
FeS (am) e Fe2+ + HS- - H+ 4.6480 
Table 7.4: Secondary minerals in react ive barrier and corresponding equilibrium constants 
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7.2.4 pH- and EH-buffering Down-Gradient of Barrier 
pH-buffering The water exiting the reactive barrier is characterized by alkaline con- 
ditions with pH-values ranging £rom 9 to 11 [Bennett, 19971. This strongly alkaline pore 
water is likely to interact with the native aquifer material downgradient of the barrier. 
According to Puls et al. [1992], the mineralogy of the aquifer consists primarily of alu- 
minosilicate minerals. The primary minerals present in the aquifer sediments are quartz 
> albite > sanidine > muscovite and kaolinite [Puls et al., 19921. Powell et al. (19951 
reported that the aquifer material £rom the Elizabeth-City site is capable of buffering 
the pH towards neutral conditions by the dissolution of aluminosilicate and clay miner- 
ais. An additional source of acidity may be the sorption of silicic acid, originating from 
Si-mineral dissolution, ont0 iron-oxide/hydroxide surfaces combined with the release of 
hydrogen ions [Powell et al., 19951. 
In preliminary simulations, it was assumed that pH-buffering is due to the dissolution 
of kaolinite. The pH-dependent rate expression given by C a m l l  and Walther [1990] 
was used. The field-observed pH-buffering could only be reproduced by disallowing the 
precipitation of gibbsite and by setting the reactive surface area for kaolinite to values of 
lo7 m2 mineral surface per m-3 bulk porous medium. The field data of Bennett [1997] is 
characterized by low dissolved Al-concentrations downgradient of the barrier indicating 
that aluminosilicate dissolution is not as pronounced or that gibbsite precipitation occurs. 
The effect of sorption of silicic acid and subsequent release of protons waa not investigated 
here. However, a similar kaolinite reactive surface area would be necessary to reproduce 
the observed pH-bdering, because sorbing silica is originating fiom the dissolution of 
the aluminosilicates. It is likely that other proceases aho contribute to pH-buffering. 
Anot her possible explanation for the observed pH-buffering is the desorpt ion of hydrogen 
ions fiom oxide and clay mineral surfaces, which have been in contact with the siightly 
acidic ambient groundwater prior to installation of the reactive barrier. The desorption 
of hydrogen ions can be described as [Stumm and Morgan, 19961: 
A surface complexation model can be used to describe this pH-buffering process. However, 
such a model is presently not included in MIN3P. This process is therefore approxirnated 
as a release of hydrogen ions fiom a limiteci reservoir, until the pH reaches circumneutral 
values. 
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EH-buffering The treated pore water exiting fiom the reactive barrier is extrernely 
reducing due to the presence of reduced gaseous species such as dissolved hydrogen gas, 
HzS (aq) , ammonia and met hane. Bennett [1997] observed EH-values locally lower t han 
-500 mV. Reduced gaseous species may either degaa or react with Mn- and Fe-oxides 
and oxy-hydroxides contained in the aquifer material. Secondary iron oxy-hydroxides are 
abundant in the native aquifer minerd, while manganese oxides occur at lower concen- 
trations [Puls, personal communication, 19981. Degaasing was observed at the Elizabeth 
City-site within the reactive barrier, but may not be an important process downgradi- 
ent of the treatment system. Appeh and Postma (19931 and Stumm and Morgan [1996] 
give redox half reactions for the oxidation of the relevant dissolved gas species and the 
reduction of Mn- and F'e-mineral phases, which can be combined to describe EH-buffer 
reactions possibly occurring downgradient of a reactive barrier. The field data of Bennett 
[1997] does not indicate the oxidation of H2S(aq) and methane, since sulfate concentra- 
tions at the monitoring well located 1 m downgradient of the barrier are negligible, and 
methane concentrations remain high. Data for arnmonia was not available. These data 
indicate that t hese reactions are not taking place. EH- buffering reactions involving the 
consumpt ion of H2S (aq) , ammonia and met hane are t herefore neglected. However, Fe- 
and Mn-oxides may undergo reductive dissolution when in contact with dissolved hydrp 
gen gas emanating £rom the barrier. Assuming that iron and manganese oxides can be 
represented by goethite and pyrolusite, overall reactions for the oxîdation of dissolved hy- 
drogen gas combined with the reductive dissolution of the minera1 phases can be written 
as: 
MnOz (s) + 2H+ + H2 (aq) = ~ n ~ +  + 2H2 0 
The equilibrium constant for the reductive dissolution of pyrolusite combined wit h the 
oxidation of Hz(aq) (log K = -43.9640) was caiculated based on redox half reactions as 
reported by Stumm and Morgon [1996]. The appropriate equilibrium constant for goethite 
(log K = -13.5940) was obtained from equilibriuni constants in the MINTEQA2-database 
[Allison et a l ,  19911 and from Stumm and Morgon [1996]. These reactions are described 
by a transition state theory rate expression of the form [Lasaga, 19981: 
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which includes reactive surface area and permits updating the mineral reactivity with 
progressing dissolution. 
The reductive dissolution of iron and manganese oxides according to equations 7.4 
and 7.5 consumes acidity. This additionai pH-increase may enhance the depletion of the 
pH-buffer capacity of the aquifer. The reductive dissolution of oxides and oxy-hydroxides 
will also lead to an increase in dissolved ferrous iron and manganese concentrations. It 
is possible that these concentration increases will be controlled by the precipitation of 
siderite and rhodochrosite, respect ively. Hydroxides such as Fe(0H) (am) and amorphous 
pyrocroite (Mn(OH)?(am)) precipitate only in alkaline waters, and are therefore incapable 
of controlling dissolved iron and manganese concentrations downgradient of the barrier. 
7.3 Solution Domain and Mode1 Parameters 
One-dimensional and twedimensional react ive transport analyses were conducted. The 
two-dimensional solution domain is a vertical cross section t hrough the center of the 
reactive barrier as illustrated in Figure 7.3 and is aligned dong Transect 2 (Figure 7.2). 
I Monitoring points (chemistry of infiltrating groundwater) 
O Monitoring points (barrier and downstream of barrier) 
a q a - 
O - Location 
21-5 25-5 O - 





Figure 7.3: Solution domain and including location of barrier and monitoring points dong 
Transect 2 
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The solution domain extends 4 m in the horizontal direction and 3.2 m in the vertical 
direction and groundwater flow takes place from the Ieft to the right. The domain con- 
tains the multi-level monitoring wells 21-25, which have been installed upgradient, within 
and downgradient of the reactive barrier (Figure 7.2, Figure 7.3), [Bennett, 19971. Each 
well contains 7 monitoring points providing a detailed description of the geochemical com- 
position of the groundwater entering the solution domain. The apprmtimate location of 
the 0.5 m thick reactive barrier is indicated by the dashed vertical lines. Onedimensional 
simulations were carried out dong the flowline carrying the highest chromium concen- 
trations towards the barrier. The field data indicates that this flowline follows a zone 
of preferential flow and passes through monitoring points 21-5, 22-3, 23-3, 24-3 and 25-5 
[Bennett, 19971, as indicated in Figure 7.3. 
7.3.1 Spatial Discretization 
The discretized soiution domain for the twedirnensional simulation is shown in Figure 
7.4. 
Figure 7.4: Spatial discretization of twdimensiond solution domain 
A discretization interval of 10 cm in both vertical and horizontal directions was used. 
The discretization has been refined to 5 cm in the horizontal direction within and in 
the direct vicinity of the reactive barrier to facilitate a more accurate representation 
of rapid geochemical changes within and downgradient of the treatment system. This 
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discretization leads to 48 grid points in horizontal direction and 33 grid points in the 
vert ical direction (Figure 7.4). For the one-dimensional simulations, a discretization 
interval of 2.5 cm was used within and in the vicinity of the treatment zone leading 
to a total number of 62 grid points. 
7.3.2 Physical Parameters and Hydraulic Conductivity Distribution 
Field measurements indicated a hydraulic gradient varying between 0.0011 and 0.0033 
during the sampling intervals [Bennett, 19971. For the modelling study it waa assumed 
that a hydraulic gradient of 0.0022 can be used to represent average flow conditions. 
The hydraulic head loss dong the vertical cross section is negligible and recharge is in- 
significant, because the ground surface is paved above the treatment system [Bennett, 
19971. The flow system is modelled as a f d y  saturated system with no flow boundaries 
at the top and the bottom of the domain and fint type boundaries at  the upgradient 
and downgradient boundaries. The upper portion of the aquifer was found to be less 
hydraulically conduct ive t han the underlying layers [Bennett, 19 971. The field observa- 
tions of Puls et al. [1995] and Bennett 119971 indicate the presence of a highiy conductive 
layer, which is located roughly 4.5 - 6.5 m below ground surface. S i d c a n t  hydraulic 
conductivity variations lead to large diff'erences of groundwater flow velocties with depth 
[Bennett, 19971. The results of slug tests showed hydraulic conductivity d u e s  ranging 
fiom 1.2 to 1.9 10-~ m s-l within the aquifer and ranged from to 1.2 10-~ to 
2.3 1 0 ~ ~  m s-l within and in the vicinity of the reactive barrier [Bennett, 19971. Hy- 
draulic conductivities have been assigned to the two-dimensional solution domain based 
on the slug test results and the modeiling analysis conducted by Bennett [1997] (Figure 
7.5 and Table 7.5). Locally isotropie conditions were assumed in this context. 
parameter unit 
hydraulic conductivity (1-D) [m s-'1 8.1 - 1.2 1oW3 
hydraulic conductivity (2-D) [m s-l] 1.2 10-~ - 1.2 1oe3 
hydraulic gradient (average) k] 2.2 10-~ 
porosity (aquifer) [O] 0.38 
porosity (react ive barrier) 1-1 0.5 
Table 7.5: Physical parameters for aquifer and reactive barrier material, from Bennett, 
1997 
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distance [ml 
Figure 7.5: Hydraulic conductivity distribution in two-dimensional solution domain, mod- 
ified fiom Bennett [1997] 
For the one-dimensional simulations the hydraulic conductivity in the aquifer was 
estimated to be K = 8.1 1 0 ~ ~  m s-l, while a hydraulic conductivity of K = 1.2 1od3 
m s-' was assigned to the treatment zone. High hydraulic conductivities in the reactive 
barrier can be explained by a relatively loose packing of the treatment material as a result 
of the installation procedure [Bennett, 19971. Bennett [1997] estimated a porosity within 
the reactive barrier of approximately 0.43-0.62. It was assurned that the porosity of the 
barrier is # = 0.5 within the high hydraulic conductivity zones. A porosity of # = 0.38 
wau a~sumed to be represeritative for the aquifer and the low hydraulic conductivity 
zones in the barrier . Dispersive and difFusive transport processes were neglected, since 
the probIem can be characterized as advection-reaction dominated. This simplification 
eliminates adverse effects of artificial dispersion at the upgradient side of the reactive 
barrier on the simulation results. 
7.3.3 Mineralogical Parameters 
The volume fraction for zero-valent iron is <p~,o(,) = 0.5 and ( P F ~ O ( ~ )  = 0.62 for porosities 
of # = 0.5 and 4 = 0.38, respectively. Only qualitative information is available regarding 
the volume fractions of the rninerals containeci in the aquifer [Puls et aL, 19921. The 
bulk of the aquifer material was assumed to be non-reactive. The dissolution of kaolinite 
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Minerd volume kact ion Reference 
React ive barrier Feo (s) 0.5 - 0.62 Bennett [1997] 
Aquifer goethite 1 .O - 1 0 ' ~  est imated 
pyrolusite 1.0 * 1 0 - ~  estimated 
non-react ive 0.698 estimated 
Table 7.6: Initial mineral volume fractions in reactive barrier and aquifer 
and ot her durninosilicate minerals was excluded, because the preliminary simulations 
showed that these reactions are not likely to be important for controlling pH and the 
geochemical composition of the pore water. Considered are pyrolusi te and goet hite which 
are important for EH-buffer reactions downgradient of the reactive barrier. The volume 
fractions of these minerals have been estimated to allow at least a generic description of 
the specified buffer reactions. The mineral volume &actions are summarized in Table 7.6. 
There is also no information available regarding the degree of surface protonation in the 
sediment prior to installation of the reactive barrier. It was assumeci that 50 mol H+ per 
m3 buik porous medium are available for desorption when in contact with the idiltrating 
high pH-waters. 
The largest uncertainty with respect to determining reaction rates can be attributed 
to reactive surface area estimates. Reactive surface areas for the treatment material used 
at the field site are presented in Table 7.7 based on data reported by Bennett [1997]. It 
is apparent that the specific reactive surface area (BET-meaaurement) is more than 500 
times larger than the geometric surface area calculated based on the average grain size 
d50. Differences between geometric and reactive surface areaa may be explaineci by the 
large intragranular porosity of zercwalent iron. The density of the treatment material 
can be calculated baaed on the bulk density £kom laboratory studies and is 7 = 4.77 g 
cm-3, which is much lower than average literature values for native iron (7 = 7.3-7.9 g 
cm-3, Klein and Hurlbut Jr., 1993). This deviation indicates that the treatment material 
is characterized by a pronounced secondary porosity. 
The reactive surface areas of goethite and pyrolusite were estimated, since no site- 
specific information was available and are surnrnarized in Table 7.8. Ali other rninerals 
considered in this study are secondary minerals and effective rate constants were used, 
which implicitly include reactive surface areas. The reactive surface areas of zer+valent 
iron, goethite and pyrolusite are updated, as the minerah become depleted. 
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surface area ImZ mineral m-3 minera11 
L 1 
geometric surface area 7.50 103 
(calculated from dso = 0.4 mm) 
specSc reactive surface area 3.88 106 
(calculated from laboratory experiment , 
based on BET-measurement) 
Table 7.7: Reactive surface area estimates for zero valent-iron (field installation) 
mineral reactive surface area 
goethite 1.0 102 
pyrolusite 1.0 102 
Table 7.8: Reactive surface area estimates [rn2 mineral m-3 bulk] for EH b d e r  minerals 
7.3.4 Boundary and Initial Chernical Composition of Groundwater 
Geochemical data from Bennett [1997] was used to define the boundary and initial condi- 
tion in the solution domain. The chernical composition of water sarnples fkom monitoring 
well 21, which is located upgradient of the reactive barrier (see Figures 7.2 and 7.3), was 
analyzed on temporal variability. It was found that the general geochemical composition 
of the groundwater remained constant over time. The data from November 1996 was 
used to describe the source concentrations upgradient of the treatment system. 
pH and EH were taken fiom field measurements. The & was slightly increased for 
the sampling points 21-3, 21-5 and 21-7 to ailow the determination of ammonia from 
nitrate based on the assumption of equilibrium for the N~~/NH: redm couple. Total 
dissolved carbonate concentrations were obtained fiom field measured alkalinity [Bennett, 
19971 using MINTEQA2 [Allrton et a l ,  199 11. Field measured total concentrations were 
used for ca2+, Cl-, K+, HrSi04, Mg2+, ~ n ~ + ,  Na+, NO,, Oz(aq) and SO:- [Bennett, 
19971. The data for dissolved oxygen was not available for November 1996 and data 
from June 1997 was used instead. Field measured concentrations fiom Bennett [1997] 
were also used for the chlorinated organic compounds TCE, cis-1,2 DCE, VC, ethane and 
methane. The field data for total dissolved organic carbon, expressed in tenus of CHzO 
[Bennett, 19971, was corrected for the chlorinated organic compounds, which are consid- 
ered separately. Dissolved hyàrogen gas concentrations were calculated based on pH and 





















































CH4 (a¶) [mol l-'] 4.80 10-OB 1.75 IO-" 3.86 10-O6 3.37 10-O6 
Table 7.9: Input concentrations at boundary located upgradient of reactive barrier, 
Tkansect 2, 21-1 - 21-4, data fiom November 1996, from Bennett [1997] 
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Table 7.10: Input concentrations at boundary located upgradient of reactive barrier, 
Transect 2, 21-5 - 21-7, data fiom November 1996, fiom Bennett [1997] 
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EH. Puls et al. [1992] reported that more than 98% of dissolved chromium is present 
as Cr(VI) in the contarninated groundwater, since the reduction capacity of the aquifer 
material with respect to hexavalent chromium is low. It therefore was assumed t hat total 
dissolved chromium can be used to represent hexavalent chromium. This assumption 
is consistent with field-measured hexavalent chromium concentrations, which coincide 
well with analytically determined total chromium concentrations [Bennett, 19971. Triva- 
lent chromium concentrations were determined based on the assumption of equilibrium 
with amorphous chromiurn hydroxide. Total ferrous and ferric iron concentrations were 
close to or below detection in the upgradient portion of the aquifer and were determined 
based on the assumption of equilibrium with goethite and equilibrium conditions for the 
~ e ~ + / F ' e ~ +  redox couple. Total NHZ and HS- concentrations were not analyzed for and 
were calculated assuming equilibrium for the NO: /NH: and SO:-/HS- redox couples, 
respectively. Dissolved aluminum concentrations were determined by equilibrating the 
groundwater with kaolinite. 
The initial condition in the solution domain affects the simulation results only at early 
time. The chernical composition of the water samples taken fiom monitoring point 21-7 
was therefore used to describe the initial condition in the entire aquifer. 
7.4 Calibrated Rate Constants 
Some of the reaction rates used in this study were determined in laboratory experiments 
using groundwater from the field site [O'Hannesin et al., 1995, Bennett, 19971. The rate 
constants therefore inciude idluences due to the interactions wi th O ther dissolved species 
and can be applied directly in the m o d e h g  study, provided that laboratory conditions 
are representative for conditions encountered in the field. In other cases, laboratory- 
derived rate constants are based on ideal, single component experiments. It may not be 
possible to use these rate constants, since they do not account for complex interactions 
between reduced and oxidized species. Instead, a calibration procedure has to be used to 
determine effective reaction rates. The calibration of these rate constants was conducteci 
with the objective to reproduce concentrations of dissolved reactant and product species 
similar to those observeci in the field. This approach is justifieci, because zerevalent iron 
acts as the ultimate electron donor in the system. However, the application of the method 
is limited, because calibrated rate constants represent apparent rate constants and may 
vary sipificantly depending on the specific geochemical composition of the groundwater 
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in contact with zerevalent iron. These variations were neglected in the present study. 
Preliminary simulations were conducted to approxirnately calibrate the mode1 wit h 
respect to aqueous concentrations observed in the field by Bennett [1997]. The calibration 
was carried out for the one-dimensional solution domain. Effects due to preferential flow 
or varying water chemistry were therefore not taken into account. The calibrated rate 
constants were used for the simulations presented in Sections 7.5.1 and 7.5.2. 
The simulated data was compared to field observations fiom February 1997 (240 days 
after completion of the barrier installation, see Section 7.5.1). The calibration involved 
adjusting the rate constants for reduction-corrosion reactions, the reactive surface area of 
zero-valent iron, and effective rate constants for the precipitation of secondary minerais. 
Table 7.11 shows a list of the components and source and sink terms decting the compo- 
nent concentrations. This table identifies the interactions between the components and 
the effect of dissolution-precipitation reactions and serves as a basis for the caiibration 
procedure. 
It was assumed that the laboratory-derived rate constants for reductive dechlorination 
of TCE, cis-1,2 DCE and vinyl chloride [O'Hunnesin et ai., 1995, Bennett, 19971 are 
representative for the conditions at the site. These rate constants appear to be most 
reliable, since the experiments were conducted with the treatment material used at the 
field site and with the Elizabeth City groundwater. Ta approximately match the field 
data, it was necessary to decrease the BET-measured reactive surface area for zerevalent 
iron listed in Table 7.7 by one order of magnitude. This dxerence may be attributed to 
scaling from laboratory to field conditions. Possible reasons for this scaling include locaily 
higher flow velocities in the field or ruking of the treatment materid with the native 
aquifer material during installation. The reactive surface area used in the simulations 
was 3.88 los [m2 mineral m-3 mineral]. The rate constant for haavalent chromium 
reduction was taken directly kom the laboratory study by Gould (19821. The remaining 
rate constants were obtained by calibration in an attempt to match the concentrations of 
the various electron donors and reaction products (Table 7.12). The table ais0 includes 
laboratory-derived rate constants for nitrate reduction and iron corrosion by water for 
comparative purposes. Discrepancies between the calibrated and rneasured react ion rates 
will be addressed in a later section dong with the discussion of the simulation results. 
Effective rate constants for the precipitation of secondary mineral phases were ad- 
justed to approximately reproduce dissolved cr3+, Ca2+, ~ 8 + ,  Mn2+, Fe2+, Fe3+, HS- 
and CO:- concentrations and pH. The resulting rate constants are listed in Table 7.13. 
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component sources sinks 
CO:- carbonate minerals 
~ e ~ +  
~ ~ 0 4 -  
Cr(0H): 















suuate reduction mackinawi t e 
nitrate reduction 





iron corrosion siderite, Fe(OH)2, 
goet hite mackinawi t e 
iron corrosion Fe(OH)3 
Cr (VI)-reduction 





iron corrosion - 
TCEreduction 
TCEreduction cis-1,2 DCEreduction 
cis-1,2 DCEreduction VC-reduct ion 
TCE and VC-reduction - - DOC-reduction 
DIC- and DOGreduction - 
reduction-corrosion reactions 
secondary minerai formation 
deprotonation 
reduct ion-corrosion react ions 
secondary mineral formation 
Table 7.11: Reaction processes affecthg component concentrations 
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log k 
log k lab 











O 'Hannesin et al. [1995] 
O 'Hannesin et al. [1995] 
O 'Hannesin et al. [1995] 
- 




water -10.331 -6.331 [mol m-2 d-'1 Reardon [199512) 
'1 caiculated based on surface area estimated from grain sùe 
2, caiculated based on rneasured surface area 
Table 7.12: Rate constants for reduction-corrosion reactions 
Table 7.13: Calibrated effective rate constants for secondary mineral formation 
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Rate constants for the reductive dissolution of goethite and pyrocroite were estimated. 
Since these minerals are relatively insoluble, comparable slow reaction kinetics have been 
assumed. The rate constants are summarized in Table 7.14. 
Table 7.14: Estimated rate constants for reductive dissolution reactions 
7.5 Results and Discussion 
In the following sections, the results of the one- and two-dimensional simulations are 
presented and discussed. The simulations represent quasi-steady state condit ions wit h 
respect to the dissolved contaminant concentrations, Quasi-steady state conditions pre- 
vail, because the volume hc t ion  of the treatment material is large in cornparison with the 
contaminant and other electron acceptor concentrations entering the treatment system. 
7.5.1 One-dimensional Simulations 
The simulations presented here are based on a simplified one-dimensional flow field. The 
effect of the complex flow conditions characteristic for the site can not be reproduced using 
this approach. On the other hand, two-dimensional simulations enhance the complexity 
and make an interpretation of the geochemical data more diflicult. The results of the 
onedimensional simulations conducted here are compared directly to field observations 
hom February 1997 corresponding to 240 days of barrier operation [Bennett, 19971. 
Removal of Contaminants 
Figure 7.6a illustrates the removal of hexavalent cbromium by the treatment system. 
The simulations show very rapid reduction of hexavaient chromium. The results are not 
sensitive to the chromium reduction rate, since the time scale of chromium removal is 
much shorter than the time scde of advective transport through the barrier. nivalent 
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Figure 7.6: Contaminant concentrations after t = 240 days: a) chromiurn, b) organics - 
one-dimensional simulation 
chromium concentrat ions never increase significant ly, since the conditions in the barrier 
favor the precipitation of amorphous chromium hydroxide [Bennett, 19971. The combi- 
nation of the reduction and precipitation reactions leads to low hexavalent and trivalent 
chromium concentrations within and downgradient of the reactive barrier, and are in 
agreement wit h field measured total chromium concentrations, which are below the de- 
tection limit of 0.01 mg r' [Bennett, 19971. 
The simulated and measured concentrations of the chlorinateci organic compounds 
and ethane are depicted in Figure 7.6b. The mode1 results show that concentrations of 
TCE, cis-1,2 DCE and VC decline by 1-3 orders of magnitude across the barrier, while 
et hane concentrations increase to values above detection E t .  These results are generaily 
in agreement with the field observations by Bennett [1997]. Within the barrier system, 
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distance [ml 
Figure 7.7: Redox couple concentrations after t = 240 days: a) nitrate/ammonia, b) 
sulfate/sulfide - one-dimensional simulation 
TCE is partly reduced to ethane and cis-1,2 DCE. The simulated vinyl chIoride concen- 
trations increase temporarily due to the degradation of cis-1,2 DCE. As indicated by the 
rate constants shown in Table 7.12, the reduction of the chlorinated organic compounds 
is not as rapid as the reduction of chromium and the transformation remains incomplete. 
Primarily affected are the degradation products cis-1,ZDCE and VC. The results agree 
reasonably well wit h the field data fiom Bennett [19 971. TCEconcentrations downgra- 
dient of the barrier are below detection limit, while cis-1,2-DCE and VC persist in low, 
but measurable concentrat ions. The simulation significantly overpredicts et hane concen- 
trations, indicating that ethane is either not the degradation product, or that ethane is 
further degraded, possibly to inorganic carbon. 
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Reduction of Electron Acceptors 
Figure 7.7 compares the computed concentrations for nitrate and sulfate to the field- 
measured concentrations. The trend of the mode1 results is in agreement with the field 
data. The concentration of the reaction products suffide and ammonia are also shown. 
Nitrate reduction is rapid and field measured concentrations fa11 below detection lirnit in 
the entry portion of the barrier [Bennett, 19971. Field measured ammonia concentrations 
are not available, a mass balance between nitrate and Rrnmonia is therefore not possible. 
Sulfate concentrations decrease also by 1-2 orders of magnitude. The reaction product 
hydrogen sulfide does not reach significant concentrations due to the precipitation of 
mackinawite (see below) . 
Selected Cation Concentrations 
Figure 7.8 compares computed concentrations for selected cations to analytical concen- 
trations kom Bennett [1997]. The simuiated results are consistent with the field obser- 
vations, which show declining dissolved cation concentrations while the pore water is 
dowing through the barrier. The decrease of cation concentrations indicates that sec- 
ondary minerals precipitate in the treatment system, as was discussed by Bennett [1997]. 
The simulated results for calcium and magnesium compare weli with the field data, except 
for the b d e r  zone downgradient of the barrier, where magnesium concentrations are over- 
predicted. The lower field-measured concentrations may be due to surface complexation 
reactions, involving the desorption of protons as a result of the infiltrating high pH-water 
in conjunction with the sorption of Mg. The solubiiity of manganese was assumed to be 
controlled by rhodochrosite. However, the model results overpredict dissolved manganese 
concentrations in the treatment zone and downgradient of the barrier. This indicates 
that Mn does not precipitate as rhodochrosite, but may coprecipitate with other car- 
bonate minerals. The pore water also becomes slightly supersaturated with respect to 
amorphous pyrocroite (Mn(OH)î(am), SI,, = O.5), which may be an additional sink 
for dissolved manganese. The model results overpredicted dissolved iron concentrations 
slightly and underpredicted carbonate concentrations (not shown). It is porisible that 
Mg does not precipitate as a carbonate mineral phase, but rather as brucite (Mg(OH)2, 
SI,, = 1.2). The pore water also reached supersaturated conditions with respect to ar- 
tinite (Mg2 CO3 SI,, = 0.2). If this is the case, dissolved carbonate becomea less 
depleted, while the precipitation of siderite may be more extensive. On the other hand, 
CHAPTER 7. REACTIVE TRANSPORT THROUGH A REACTIVE BARRIER 239 
the precipitation of Ca-hydroxides, such as portlandite (Ca(OH)*), is unlikely (SI,, = 
-5.2),  since the pH in the pore water is not sufficiently alkaline. 
Figure 7.8: Selected cation concentrations after t = 240 days - one-dimensional simulation 
." -+--------------- - - - - - - .  detaction 
8 M ~ ~ *  litnit 
104 . i 
pH and EH 
Reduction-corrosion reactions taking place in the treatment zone lead to a pronounced 
pH-increase and a decrease of the redox-potentid of the groundwater passing through 
the barrier [Bennett, 19973. Figure 7.9 shows the results for pH and EH for the o n e  
dimensional simulation, The pH of the groundwater upgradient of the reactive barrier 
is approximately 6.3 and rises in the waU to d u e s  up to 9-11. Within the treatment 
zone, the simulation results agree very well with field-measured pH-values. The field 
data fiom Bennett [1997] shows that pH-values downgradient of the barrier drop rapidly 
and approach close-tebackground dues. It was assumed that pH-buffering is due to 
deprotonation from minerai surfaces. The observed strong pH-bdfering codd only be 
reproduced by speciging a large reservoir of sorbed hydrogen ions (50 mol m-3 porous 
medium). The results give at best a qualitative idea about the processes taking piace 
downgradient of the barrier. Additional mineraiogical data is needed to confirm the 
hypot hesized buffer mechanism or to iden ta  addi t ional b d e r  mechanisms. 
- - - - - - -  
W.-.-.-.-.-.- 
- ca2* 
It is likely that, if hydrogen gas is present in sufficient quantities, EH measurements 
reflect the state of the H2(aq)/H+ redax couple. Therefore, the redox potential was 
%.O 0.5 1 .O 1.5 2.0 2.5 3.0 3.5 4.0 
distance [mj 
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~ n "  - field data i 
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Figure 7.9: pH and EH after t = 240 days - one-dimensional simulation 
computed based on dissolved hydrogen gas concentrations. The pore water entering 
the barrier is characterized by E H - d u e ~  of approximately 400-500 mv. The simulation 
results show a rapid decrease of EH within the reactive barrier to values below -500 mV. 
The field-measured EH do- not show such a pronounceci decrease [Bennett, 19971, which 
indicatea that conditions in the field are less reducing than calculateci by the model, 
or that the field-measured EH does not correspond to the redax condition defineci by 
the Hz (aq) /H+ redox couple. Assuming t hat measured &-values are represent at ive for 
conditions in the field, it can be postulated that dissolved hydrogen gas must be consumed 
by other reduction reactions as an electron donor. At this point it should be mentioned 
that EH-~alue!3 lower than -550 mV have been measured localiy in the treatrnent zone 
at other locations and sampling times [Bennett, 19971. EH-values inu- up to close 
to background-values of 200 - 400 mV downgradient of the reactiw barrier [Bennett, 
19971 due to EH-bder  reactions. The reductive dissolution of goet hite and pyrolueite 
overpredicts EH-buffering in the downgradient zone indicating that these reactions are 
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characterized by slow reaction kinetics. Unlike pH-buffering, EH- buffer reactions do not 
require a large reservoir of buffer agents. This is due to the comparably low H2(aq)- 
concentrations leaving the treatment zone and the persistence of ot her reduced dissolved 
gases, such as methane and H a S ( q )  (not shown). * 
Discussion of Reaction Mechanisms 
In order to approximately match the field data, the rate constant for nitrate reduction 
had to be increased by one order of magnitude, while the iron corrosion rate by water 
had to be decreased by 4 orders of magnitude in cornparison to laboratory-derived rate 
constants (Table 7.12). Large uncertainties exist with respect to the applicability of the 
rate constant for nitrate reduction [Rahman and Agmwal, 19971 to the reactive barrier 
at the Elizabeth City-site, since the tested treatment material was difTerent, and the 
reported rate constant had to be corrected for reactive surface area. The discrepancies 
with respect to the rate constant for nitrate reduction was therefore considered within the 
uncertainty of the rate constant derived form the work of Rahman and Agmwal [1997]. 
The differences between the measured rate constant for iron corrosion by water [Reur- 
don, 19951 and the corresponding calibrated rate constant is more significant. Mod- 
eiled EH-values (based on the H2(aq)/HC redox couple) still fall notably below the field- 
measured values, despite the decreased rate constant for iron corrosion by water. The 
laboratory-derived reaction rate from Reurdon (19951 was normalized with respect to reac- 
tive surface area. In this context, it was assumed that the reactive surface area reported 
by Reurdon [1995] is representative for the investigated material, which was put into 
question in the original reference. The differences rnay be due to problem with the EH- 
measurements, which rnay not represent conditions prevailing at the field-site. It should 
be pointed out that EH-due8 below -550 mV were measured at other sampling locations 
or sampling times. Such values are more consistent with the modelled data. Hydrogen 
gaa concentrations rnay also be iduenced by the signifiant rate of sulfate reduction at 
the field site in Elizabeth City (Figure 7.7).  Sulfate reduction at the Elizabeth City-site 
rnay be microbially mediated, as proposed by Bennett [1997]. In this case, dissolved hy- 
drogen gas rnay be used as the electron donor. In the present modelling study, sulfate 
reduction was described as a heterogeneous reaction between sulfate and zercwalent iron. 
However, the following reaction sequence rnay better describe the reaction merhaninms 
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controlling the geochemical condit ions at the field-si te: 
4I?e0 (s) + 8 H z 0  + 4F'e2+ + 80H- + 4H2 (aq) 
SO:- + 4H2(aq) + HS- + OH- + 3H20 
4 ~ e ~ +  + HS- + 70H- -+ FeS(am) + 3Fe(OH)2 (am) + H20 
This reaction sequence Ieads to a net pH-increase, the removal of sulfate and dissolved 
hydrogen gas, and the immobilization of the reaction products iron and sufide. Never- 
theless, it is also possible that sulfate is simultaneously reduced by the direct interaction 
with zerwvalent iron (Table 7.3). Hydrogen gas may also be consumed as an electron 
donor in other reduction reactions (nitrate, DIC and DOC, Lovley and Goodwin, 1988). 
Microbially-mediated reduction reactions in porous media composed of zercwalent iron 
and involving hydrogen gas as the electron donor were previously reported by Weuthers 
et al. [1995]. However, sufficient information to uniquely describe the contributions of 
the various reaction processez is not avaiiable to date. 
Corrosion of Zero-Valent Iron 
The simulation results indicate that iron corrosion is most significant in the entry area 
of the barrier and demeases dong the flow path, when the electron acceptors become 
depieted. The reaction rates of selected reduction-corrosion reactions are shown in Figure 
7.10. It can be seen that nitrate and sulfate are the most important electron acceptors 
in the system, which is in agreement with the interpretation of Bennett [1997]. The 
reduction of hexavalent chromium also contributes to iron corrosion. The remaining 
electron acceptors are lumped together, since their contributions are comparably s m d .  
Figure 7.10 shows that chromium reduction takes place only in the entry area of the 
reactive barrier, since the reaction rate is fast in cornparison to groundwater velocities. 
The reduction of nitrate to ammonia is slower, and persists deeper into the barrier. The 
reduction of sulfate is characterized by even slower reaction kinetics. Reduction rates 
decrease cont inuously t hroughout the barrier, but are st il1 diacernable before leaving the 
treatment system into the downpadient portion of the aquifer. Figure 7.10 illustrates that 
the major contribution to iron corrosion is ultimately due to the reduction of sulfate. Iron 
corrosion due to the reduction of the chlorinatecl organic compounds are not explicitly 
presented in Figure 7.10, since the rates are negiigible on the s a l e  of the graph. 
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Figure 7.10: Iron corrosion rates in reactive barrier after t = 240 days 
Precipitation of Secondary Minerals 
Figure 7.11 shows that the precipitation of carbonate minerais, such as calcite and siderite, 
takes place close to the upgradient end of the barrier. Siderite appears to be the dominant 
carbonate phase, because the corrosion of zerevalent iron sets kee comparably large 
amounts of ferrous iron. Smali amounts of rhodocrosite also precipitate in the entry area 
of the barrier (not shown). Dolomite formation takes place throughout the barrier due to 
slower reaction kinetics. The real system wiii likely be characterized by the precipitation 
of a complex carbonate solid solution containhg ferrous iron, calcium, magnesium and 
manganese rather than by the formation of distinct mineral phases [Redon,  19951. Ferric 
iron produced from iron corrosion also precipitates rapidly in the entry zone. On the other 
hand, minerah such as mackinawi te and ferrous hydroxide precipitate t hroughout the 
treatment system. The formation of these mineral phases is controiied by the availability 
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Figure 7.11: Secondary mineral volume fractions in reactive barrier after t = 240 days 
of the reactants, which are produced by sulfate reduction and iron corrosion by water. 
These results are consistent wit h the the field observations and the conceptual mode1 of 
Bennett [lggï]. 
Long Term Efficiency 
The tendency to locdy precipitate relatively large arnounts of secondary minerals may 
have an impact on the long term efficiency of a reactive barrier [MucKenzie et al., 1997, 
Bennett, 19971. Significant amounts of the treatment material may also be consumed 
due to the combined effect of sulfate reduction and iron-corrosion by water. Treatment 
material depletion in conjunction with secondary mineral formation may also e t  the 
porosity of the treatment zone [MacKenzie et al., 1997, Bennett, 19971. 
Within the reactive barrier, the bulk porous medium consists at any time of porosity 
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Figure 7.12: Long term effect of iron corrosion and secondary mineral formation 
(void space), the volume fraction of the treatment material and the sum of the volume 
fractions of all secondary mineral phases. Figure 7.12 illustrates the potential for depletion 
of the treatment material and the precipitation of secondary minerals dong the barrier 
after 5, 10 and 20 years of operation. Secondary minerals are not present initially and 
the porosity is 4 = 0.5 which is equal to the voiume fraction of zero-valent iron. After 20 
years the volume fraction of zero-valent iron has decreased fiom 0.5 to approximately 0.42 
in the entry zone of the treatment system. However, the zone of significant treatment 
material depletion is limited to the first 10 cm of the barrier. At the same tirne, it can 
be observed that the porosity decreased significantly over the 20 year simulation period 
kom 4 = 0.5 to approximately q5 = 0.36 in the entry area of the barrier, indicating that 
a significant amount of secondary minerah has precipitated. The total volume &action 
of secondary minerals can be estimated from the decrease of porosity and the depletion 
of the treatment material and amounts to a maximum value of cp = 0.22 in the entry 
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area of the reactive barrier. These results are comparable with porosity Ioss calculations 
performed by Bennett [1997]. 
The mode1 results indicate, that over a long period of time porosity may decrease 
significant ly, w hich will almost certainly affect the hydraulic properties of the treatment 
system. More importantly, the reactivity of the treatment materiai may decline over time. 
In addition to the consumption of F'e0 , the accumulation of secondary minera1 phases may 
signiticantly compromise the reactivity of the remaining treatment material. It can be 
hypothesized that the reduction of the reactivity of the treatment material in the entry 
zone due to the precipitation of secondary minerals will allow the contaminants and other 
electron acceptors to pass this less reactive zone more or less wiaflected. Reduction reac- 
tions will still occur in areas located deeper into the barrier, that have been less affected 
by the precipitation of secondary minerals. however, this process will decrease the ef- 
fective thickness of the barrier and therefore the contact time of the contaminants with 
the treatment material. This may lead to the incomplete treatment of contaminants, 
that require a long residence time. Although the basic concepts of mass loss and sec- 
ondary minerai formation are not new [e.g.: MacKenzie et al., 1997, Bennett, 19971, the 
simulation results illustrate the distribution of iron-consumption and secondary mineral 
precipitation in a semi-quantitative way for the f i s t  time. In a real system, it can be 
expected that the depletion of the treatment material and the precipitation of secondary 
minerais is less concentrated in the i d o w  area than predicted in Figure 7.12, because 
decreasing iron reactivity was not accounted for in this study. 
7.5.2 Two-dimensional Simulations 
Two-dimensional simulations were carried out with input concentrations defined in Tables 
7.9 and 7.10. The remaining geochemical parameters were as used in Section 7.5.1. These 
simulations illustrate the effect of preferential flow on the treatment of the contaminants. 
AU results of the following reactive transport simulation represent conditions after 2 years 
of barrier operation. 
Groundwater Flow 
Figure 7.13 shows the streamlines constructed fiom the steady-state velocity field t hrough 
the two-dimensional solution domain, which was calculated based on the hydraulic con- 
ductivitiy distribution presented in Figure 7.5 and is based on earlier work fkom Bennett 
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[1997]. The mode1 results indicate a heterogeneous flow field in the aquifer and through 
the reactive barrier. A zone of preferential flow exists in the reactive barrier at a depth 
of approximately 6 m below ground surface, which is consistent with the findings of Puls 
et al. [1995] and Bennett [1997]. 
Figure 7.13: S treamlines in twedimensiond solution domain 
Removal of Contaminants 
The twedimensional simulation clarifies the effect of the heterogeneous groundwater flow 
field on the treatment of contaminants. Fi y e  7.14 illustrates that the remediation of 
hexavalent chromium appears to be unafkted by the zones of preferential flow within 
the aquifer and the reactive barrier. The rapid reduction of hexavalent chromium en- 
sures a successful treatment, even in zones of high flow velocities. Amorphous chromium 
hydroxide precipitates in a narrow fkinge in the entry area of the treatment system. 
Figure 7.15 shows the concentration distributions of the chlorinated organic com- 
pounds for the twedimensional simulation. The concentration distribution upgradient 
of the reactive barrier does not coincide well with the concentration distribution of most 
inorganic compounds (e.g. chromium). This deviation may be due to the infiltration of 
TCE as a fiee phase product and subsequent dissolution in the source area [Bennett, 19971. 
The simulation results indicate that zones of preferential flow may have a significant im- 
pact on the treatment of the organic compounds. The removal of the organics in areas 
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of lower hydraulic conductivity are more pronounced, since a longer contact time of the 
contaminants with the treatment materid is provided. cis-1,2 DCE and VC are treated 
effectively in the upper portion of the solution domain, while the reductive dechlorination 
of TCE in the lower portion of the domain leads to the production of these degradation 
products, which are only incompletely removed. The simulation results for chromium 
and the chlorinated organics agree reasonably wel1 with field measured concentrations 
[not shown, see Bennett, 1997). 
pH and EH 
Figure 7.16 presents the results for pH and EH. The effect of the heterogeneous flow field 
on these parameters can be cieariy observed. pH-values increase more slowly within the 
reactive barrier in the zone of preferential flow. The pH-distribution is also affected by 
chernical heterogeneities. The concentrations of the electron acceptors entering the reac- 
tive barrier vary with depth, and higher pH-values can be correlated to high infiltrating 
electron acceptor concentrations. For example, sulfate concentrations are low in the u p  
per and lower portion of the solution domain (Figure 7. li'), resulting in a l a s  pronounced 
pH-increase. This behavior may be an artifact of the decreased rate constants for iron 
corrosion by water, which were calibrated for conditions where sulfate is present, but may 
not be valid for conditions where sulfate is depleted. Elmted pH-values downgradient of 
the barrier c m  be observed in areas of high flow velocities, where the pH-bufïer capacity 
of the aquifer is exhausted. 
The redox potential decreases rapidiy within the reactive barrier. The speciiied re- 
action network does not allow a consistent description of EH-dues ,  since hydrogen gas 
concentrations are assumed to be independent of the concentrations of electron accepton 
such as nitrate and sulfate, which appear to use dissolved hydrogen gw as an eiectron 
donor. In areas where these electron acceptors are abundant, dissolved hydrogen gas 
concentrations may be lower than predicted by the simulations, while conditions may 
be more reducing in zones where the electron acceptors have been depleted. The EH in- 
creases downgradient of the barrier due to d u c t i v e  dissolution of goethite and pyrolusite 
to close- tebackground values. 
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Figure 7.14: Hexavalent and trivalent chomium concentrations and CrOH3(am) volume 
fractions after t = 2 years 
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Figure 7.15: TCE, cis-l,2 DCE and VC concentrations after t = 2 years 
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Figure 7.16: pH and EH distribution after t = 2 years 
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Figure 7.17: Sulfate and sulfide concentrat ions and mackinawite volume fractions after t 
= 2 years 
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Sulfate Reduct ion 
Figure 7.17 illustrates the reduction of sulfate by the treatment system. Sulfate enters 
the reactive barrier primarily through the area of preferential flow, where it is reduced 
to dissolved hydrogen sulfide. However, hydrogen suEde concentrations remain low, 
because rnackinawite controls the solubility of HS-. Low concentrations of HS- are 
observed in selected zones located downgradient of the barrier. The model results indicate 
that the precipitation of mackinawite is more pronounced in the zone of preferential 
flow. Secondary mineral precipitation rnay affect the hydraulic properties of this high 
permeability zone and may alter the flow distribution in the long term. 
7.6 Conclusions 
The present study shows the versatility of the model MIN3P with respect to the im- 
plementation of complex reaction networks for o n e  and twedimensional problems. R e  
active transport simulations involving a large number of components, dissolved species 
and dissolution-precipitation reactions can be conducted with the present model. One- 
dimensional simulations can be used primarily to assess the chernical complexity, while 
two-dimensional simulations can be used to identiQ the importance of the relationship 
between reaction and transport time scales. 
The conceptual model developed by Bennett [1997] was implemented into the numer- 
ical model MIN3P to describe the interactions between reaction and transport processes 
taking place at the reactive barrier in Elizabeth City, NC. The simulation results agxee 
reasonably well with the field observations. Processes downgradient of the bmier couid 
only be investigated in a qualitative way, since data was not available and surface com- 
plexation is not included in the present model. 
The model allows visuaiization of important processes occurring in a reactive barrier 
composed of zerevalent iron. Processes such as the corrosion-reduction reactions and sec- 
ondary minerd precipitation can be evaiuated semi-quantitatively, The simulations ailow 
the estimation of iron corrosion rates fiom the sum of the reduction-corrosion reactions. 
The total accumulation and distribution of secondary precipitates can be estimated as 
well. Twedimensional simulations highlight possibly adverse e f k t s  of preferential flow 
on contaminant treatment. 
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Discrepancies between the simulated EH- conditions wit hin the barrier and the field 
observations by Bennett [1997] illustrate that secondary reactions between the reduced 
reaction products, such as hydrogen gas, and the electron acceptors, which enter the 
barrier, may be important. The hypothesized reduction of sulfate by hydrogen gas may 
explain observed relatively low hydrogen gas concentrations. Degassing and the formation 
of hydrogen gas bubbles, which may affect the permeability and reactivity of the barrier, 
may be inhibited by this process. It remains unresolved, if sulfate reduction leads to 
additional iron corrosion, or if imn corrosion by water produces sufficient quantities of 
hydrogen gas to reduce infiltrat ing sulfate. 
More work is warranted to investigate reactive barriers for goundwater remedia- 
tion and to study the long term performance of passive treatment systems. Possible 
mode1 enhancemeats include the implementation of a more complete reaction network 
including secondary redox reactions, inhibition enects, surface complexation and effects 
of secondary mineral precipitation on the permeability and reactivity of the treatment 
material. 
Chapter 8 
Summary and Conclusions 
The objective of this thesis was to develop a multicomponent reactive transport model for 
the investigation of transport and reaction processes in variably-saturated groundwater 
systems involving complex nonlinear reactions, The model was designed to be applica- 
ble to a wide variety of reactive transport problems and to be computationally robust. 
These goals were achieved by implementing the variably-saturated flow equations and the 
coupled reac tion-transport equations into the model MIN3P. A general formulation for 
kinetically-controlled reactions was developed and included in the fondat ion to enhance 
the versatility of the model. Several numerical techniques were incorporated and tested 
to ensure an efficient and robust solution. 
As a foundation for this thesis, important processes and common solution approaches 
for multicomponent reactive transport in porous media were reviewed. Particular empha- 
sis was placed on coupling methods and formulations for geochemical reactions. Relation- 
ships for the time scales of the various transport and reaction processes were summarized. 
In general it was concluded that the global impücit solution method [Steefel and Lusaga, 
19941 is best suited for problems characterized by Darnkohler numbers < 1 or for sys- 
tems characterized by quasi-steady state conditions, in agreement with work previously 
conducted by Lichtner [1988] and [1993]. Operator-splitting methods, on the other hand, 
may be better suited for problems involving rapid local geochemical changes with rapidly 
moving dissolution-precipitation fronts. 
The global implicit solution method [Steefel and Lasaga, 19941 was chosen for the 
present model because it is considered the most rigorous coupling approach and it en- 
sures the simuitaneous treatment of transport and reaction processes. The method au- 
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tomat ically provides global and local mass conservation, an important feat ure for the 
investigation of reaction- transport problems. This solution approach is also well suited 
for unsaturated porous media, where rapid diffusive gas transport may lead to short 
transport time scaies. 
The model formulation includes advective-diffusive transport in the aqueous phase, 
diffusive gas transport, and a range of geochemicai reactions including aqueous com- 
plexat ion, oxidation-reduct ion, gas dissolution-exsolution, ion exchange and dissolution- 
precipitat ion react ions. The model allows the specification of equilibrium and kineticaily- 
controlled reactions in a database, thus providing a high degree of flexibility with respect 
to the daracterization of the geochemical reaction network. A general formulation for 
kinetically-controlled reactions is d a c u l t  to obtain because there is no standard for ki- 
netic rate expressions as is given by the law of mass action for equilibrium reactions. 
However, the present model development is a step towards such a generalization, al- 
lowing the application of the model to a wide range of reactive transport problems. 
Kinetically-controlled reactions are implemented for intra-aqueous reactions and mineral 
dissolution-precipitation reactions. The reaction progress may depend on the activities 
of any dissolved species or on total aqueous component concentrations. The formula- 
tion provides rate expressions for reversible and irreversible reactions and for surface- 
and diffusion-controlled dissolution-precipitation reactions. The present formulation for 
intra-aqueous react ions can be used to describe processes such as the kineticaiiy-controlled 
oxidation of dissolved ferrous iron by oxygen. The pH-dependent dissolution of alumi- 
nosilicate minerals, react ions involving several parallel react ion pat hways, or sequent ial 
reaction steps can be described using the formulation for dissolution-precipitation re- 
actions. The model was primarily designed for inorganic chemicals, however, organic 
constituents c m  be considered as well. 
Numerical techniques to improve the robustness and to ensure the efficiency of the 
solution have been implemented in MIN3P and tailored towards applications in reactive 
transport modelling. Reactive transport problems are oRen characterized by a highly 
transient initial behavior with rapid changes caused by transport or reaction processes, 
followed by a quasi-steady state condition or a series of quasi-steady state conditions 
[Lichtner, 19881 where the concentrations of dissolved species do not change significantly. 
Such a physiccxhemical system requires adaptive methods to obtain an efficient solution. 
The present model includes an adaptive time stepping and update modifications scheme to 
ensure that the tirne step is adjusted to the prevailing conditions. A sensitivity analysia 
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was conducted to determine the ideal set of parameters controlling the adaptive time 
stepping scheme. The results indicate that an aggressive tirne stepping scheme with a 
large number of Newton iterations per time step and relatively large updates per Newton 
iteration/time step provides the most efficient solution. 
Upstream weighting and a flux-limiter scheme [van Leer, 1974, Unger et al., 19961 
were included to ensure a monotone and non-oscillatory solution of the reactive transport 
equations. It was shown that the spatial weighting scheme and the time discretization 
only have a negligible effect on the accuracy of the solution for species distributions 
controlled by rapid dissolution-precipitation reactions, This effect can be attributed to the 
" sharpening" effect of dissolut ion-precipitat ion react ions. This also implies, t hat art ificial 
diffusion, introduced by operator-splitting methods may not lead to significant errors 
for problems governed by dissolution-precipitation reactions. On the ot her hand, non- 
reactive species are greatly dected  by the time and spatial discretization parameters, as 
is commonly known. These results suggest that the simulation of laboratory experiments 
involving dissolution-precipitation reactions and the passage of several pore volumes may 
not be affected by the spatial and temporal parameters, and efficient upstream-weighted 
methods appear to provide a suflicient degree of accuracy. 
The mode1 allows the use of three different redox master variables (02(aq), H2(aq) 
and e'). The electron c m  only be used in closed systems (i.e. no gas phase present), 
while dissolved oxygen and hydrogen gas can be used for saturated or unsaturated prob- 
lems. A cornparison of the approaches using oxygen and hydrogen gas indicated that 
the efficiency of the solution of reactive transport problems may not only depend on the 
relative magnitude of the primary variables, but also on the relative concentration change 
fkom one time step to the other. 
The application of the model to various verification examples involving both field data 
[Valocchi et al., 19811 and established numerical solutions [ Wunderly et dl 1996, Lichtner, 
1996al has shown that MIN3P is capable of simdating complex systems involving a large 
number of reac tiom between gaseous, dissolved and solid constituents. The verificat ion 
examples included acid mine drainage generation in unsaturated porous media [Lichtner, 
1996b, Lichtner, 1997a], the simulation of a copper leach operation [Lichtner, 1996b, 
Lichtner, 1997b], and reactive transport dected by ion exchange reactions [Valocchi 
et al., 19811. Good agreement was obtained for ali simulations when the simulation resuits 
were compared to the results of established models or to field data. These applications 
also illustrated the venatility of the model formulation and confmmed that the reaction 
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network can be adjusted to describe a variety of reactive transport scenarios by simply 
inserting the required reaction and rate parameters into the model database. 
A series of simulations were conducted to demonstrate the model's capabilities for 
the investigation of the generation and fate of acid mine drainage. These simulations 
illustrate how the model can be applied to batch and one-dimensional systems involving 
kineticaliy-controlled react ions and transport processes. This application shows t hat 
the model can be used to conduct sensitivity analyses for the determination of rate- 
limiting steps in reaction networks involving complex parallel and sequential reaction 
processes. The usefulness of mass balance caiculat ions was demonstrated by determining 
the contribution of different reaction processe. to the consumption of atmospheric oxygen 
and by evaluating the importance of COz-degassing as a pH-buffering process. 
The second application illustrated the capabiiities of MIN3P as an analysis tool for the 
investigation of field data. In this case, one- and twedimensional simulations were con- 
ducted to simulate the remediation of groundwater contaminated by hexavalent chromium 
and chlorinated organic compounds. These applications demonstrated the applicability 
of the model to a complex system involving both inorganic and organic contaminants. 
A reasonabIe match between observed and simulated concentration distributions was o b  
tained. The existing conceptual model of the field site Bennett (19971 could be described 
in a semi-quantitative way with the help of the model. The model results suggest that 
the longevity and efficiency of the treatment system may be influenced by secondary 
mineral formation. The two-dimensional simulations showed the capability of MW3P to 
investigate the influence of preferential flow on the treatment efficiency. 
It should be pointed out that the usefulness of reactive transport models is often lim- 
ited by the comprehensiveness of the conceptual model and by the availability of input 
parameten, some of which are not easy to obtain. Input parameters may include dis- 
solved analytical concentrations in the aqueous phase, mineral volume fractions, minerd 
reactive surface areas, or the cation exchange capacity of the porous medium. Equiiib- 
rium constants, rate constants, and reaction stoichiometries need to be speciiied to define 
the reaction network for a specific application. 
Important for reactive transport modeiling is the characterization of the composition 
of the infiltrating water and the mineralogical composition of the aquifer. Probably the 
most difficult aspect of definhg the conceptuai model is the specification of the mineral 
phases which contribute significantly to the evolution of the groundwater passing t hrough 
the porous medium. For prima~y minerah, an adequate conceptual model depends on 
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the knowledge of the local geology and lithology as well as on the spatial distribution and 
quantity of the minerals present. The heterogeneous nature of aquifers requires averaging 
of measured data and relies on the applicability of the REV-conceptualization. 
The interaction of the infiltrating water with the aquifer minerals may lead to a 
supersaturated solution with respect to mineral phases, which are not part of the initial 
composition of the aquifer. The incorporation of secondary minerals into the conceptual 
model is very difficult, yet very important, because these mineral phases may significantly 
contribute to the buffer capacity of the aquifer. An additional complication arises if ion 
exchange reactions idluence the evolution of the pore water passing through the aquifer. 
These complications must be carefully considered when attempting to use the model for 
predictive purposes. 
Ideally, MIN3P should be applied to the analysis of laboratory experiments or field 
data with the goal to quantitatively describe and test the underlying conceptual mod- 
els. Mode1 applications can focus on either chernical complexity in batch, one- or t w e  
dimensional systems or complex interactions between transport and reaction processes 
in heterogeneous two- or possibly the-dimensional flow fields. The mode1 can be used 
for the investigation of processes characterized by a wide range of time scales and c m  
be used to evaluate the importance of various transport and reaction mechanisms on the 
evolution of groundwater systems. 
The model MIN3P is well suited for future extensions and enhancements, because its 
formulation is based on a modular approach. Future research can be focused in various 
directions, such as the consideration of irregular domain geometries, additional reaction 
aad transport processes, the consideration of reaction processes in stagnant pore water, 
mass transfer between stagnant and moving pore water, the implementation of alterna- 
tive coupling schemes, such as the operator-splitting technique, and the consideration of 
aquifer heterogeneity. 
Reaction processes not considered in the present model include adsorption, s d ô c e  
complexation, isotope bactionation, incongruent mineral dissolution, the dissolution and 
precipitation of solid solutions, and Monod-kinetics. Any of these processes can be im- 
plemented in the existing mode1 by incorporating additional modules/subroutines that 
specify the reaction parameters and compute the rates (and the correspondhg deriva- 
tives) of formation or depletion of these species or relate these species concentrations 
to the components by equilibrium relatiomhips. The model application in Chapter 7 
suggests that microbially-mediated reactions (Monod-kinetics) and surface complexation 
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reactions (for H+-sorption) should be included in the mode1 to allow a more complete 
description of reactive transport in porous media. 
Theoretical considerations have shown that the existence of a gas phase complicates 
the solution of reactive transport equations considerably. An inherent coupling exists in 
this case between reaction and transport processes in the gaseous and aqueous phase. A 
rigorous formulation that includes advective and diffusive transport processes for both 
mobile phases must be based on a compositional solution approach [Compcioglu and 
Boehr, 1987, Sleep and Sykes, 1993 Unger et al., 19951. Such an approach automatically 
accounts for advective gas transport induced by changes in moisture content or by the 
production or consumption of gaseous species as a result of geochemical reactions. In this 
context, it may also be beneficid to enhance the present model to d o w  for non-isothermal 
conditions and to account for the influence of mineral dissolution-precipitation reactions 
on the permeability of the medium. 
A mode1 description which takes into account stagnant and mobile water should be 
developed in future work. This approach is particularly needed in the unsaturated zone. 
Preliminary simulations in Chapter 6 showed that mass transfer processes between mobile 
and stagnant water appear to have a significant impact on the oxidation of suEde minerals 
and the concentrations of dissolved species. In some cases, the single continuum approach, 
which assumes complete mixing between stagnant pore water and mobile groundwater, 
appears to be an insdcient description of processes occurring in nature. This is especially 
true for heterogeneous reactions involving surface or solid species. Therefore, future 
research should be directed towards the implementation of a dual-continuum approach 
which accounts for reaction processes in both immobile and mobile pore water, and 
diffusion-limited mass transfer between mobile and immobile waters. Such a formulation 
can be developed fkom a generalization of the rate expressions for difhsion-controlled 
dissolution-precipitation reactions or can be based on a dual porosity approach. 
Alternative coupling schemes, such as a non-iterative operator-split ting method, could 
be implemented in the present model. This approach appears to be usefd for large sale 
reactive transport applications in saturated porous media, but it is likely of Iimited use if a 
gas phase exists. Extremely short time seales of transport processes in the gas phase may 
cause the solution of reactive transport equations exclusively by the operator-splitting 
method to be inefficient. On the other hand, the globai implicit method is sometimes 
dected by severe local chernical changes, which imposes s m d  time steps for the entire 
solution domain. Rom a theoretical view point, the most efficient solution method wili 
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therefore incorporate both an operator-splitting and a global implicit solution method. 
The selection of the optimal solution method should be utilized based on the conditions 
characterizhg the system at a particuiar instant in time. 
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Appendix A 
Mode1 Performance 
APPENDIX A. MODEL PERFORMANCE 
Run AlogC&,, AlogC;, NFU: Nio'  fi^ q F t  CPU 
[h:m:s] 
(1) 0.5 2.0 20 1097 29 6977 1:35:02 
(2) 40 1026 5 6383 1:26:45 
(3) 60 1002 2 6311 1:25:53 
(4) 80 1002 2 6331 1:26:25 
(5) 3.0 20 DNC 
(6) 40 1021 9 6408 1:27:35 
(7) 60 1030 8 6502 1:28:22 
(8) 80 1030 7 6543 1:28:54 
(9) 4.0 20 DNC 
( 10) 40 1031 12 6535 1:30:12 
(11) 60 1055 7 6796 1:33:42 
(12) 80 1055 7 6856 1:34:10 
i i 3 j  5.0 20 DNC 
(2s j 4.0 20 DNC 
5 .O 20 DNC 
Table A. 1: Mode1 performance as a function of adaptive time stepping parameters, 
t = 4 yeam - determination of time increment based on anticipateci update, part A, DNC 
= did not converge 
APPENDIX A. MODEL PERFORMANCE 
Table A.2: Mode1 performance as a function of adaptive time stepping parameters, 
t = 4 years - determination of time increment based on anticipated update, part B 
APPENDIX A. MODEL PERFORMANCE 
Table A.3: Mode1 performance as a function of adaptive time stepping parameters, 
t = 4 years - determination of time increment based on anticipated number of iterations, 
Part A 
APPENDIX A. MODEL PERFORMANCE 
Run N,yt AlogCh, NZU N:Ot NK' N,t' CPU 
[h:rn:s] 
(29) 30 2.0 40 100 28 2649 0:35:12 
(30) 60 89 10 2284 0:30:19 
(31) 80 92 10 2711 0:35:51 
(32) 3.0 40 104 20 2229 0:29:56 
(33) 60 111 22 2647 0:35:27 
(34) 80 111 22 2747 0:36:45 
(35) 4.0 40 118 36 2897 0:38:50 
(36) 60 108 20 2846 0:37:30 
(37) 80 106 16 2866 0:38:01 
(38) 5.0 40 115 27 2895 0:38:29 
(39) 60 117 21 2970 0:39:53 
(40) 80 116 20 3345 0:44:34 
(41) 40 2.0 60 86 20 2653 0:35:08 
(42) 80 81 15 2624 0:34:45 
(43) 3.0 60 93 34 2937 0:39:01 
(44) 80 90 25 3010 0:39:50 
(45) 4.0 60 88 19 2324 0:30:59 
(46) 80 91 25 2953 0:39:16 
(47) 5.0 60 98 29 2712 0:36:19 
(48) 80 89 21 2747 0:36:39 
Table A.4: Mode1 performance as a function of adaptive tirne stepping parameters, 
t = 4 years - determination of t h e  increment based on anticipated number of iterations, 
part B 
