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Zusammenfassung
Wenn Hefe in einer kontinuierlichen Kultur wächst, kommt es zu einer spon-
tanen Synchronisation der Zellen resultierend in einer stabilen respiratorischen
Oszillation. Sowohl weite Teile des Transkriptoms als auch des Metaboloms os-
zillieren in klaren Phasenbeziehungen zu dieser sich ändernden respiratorischen
Aktivität. In dieser Arbeit wird dieses Phänomen sowohl von theoretischer als
auch experimenteller Seite untersucht.
Es wird ein Markierungsexperiment mit 13C-markierter Glucose durchgeführt,
das die Grundlage der Bestimmung zeitaufgelöster Flussdaten darstellt. Es kann
gezeigt werden, dass die Konzentration eines Intermediates eines in den Lipi-
dabbau involvieren Stoffwechselweges sich in einer festen Phasenbeziehung zur
respiratorischen Aktivität ändert. Auf diesem Befund aufbauend wird die Dyna-
mik des Lipidoms untersucht und zum ersten Mal gezeigt, dass dieses ebenfalls
oszillatorisches Verhalten aufweist. Dabei gibt es eine Gruppe an Lipiden, die
ihre maximalen Konzentrationen in der Phase hoher Sauerstoffaufnahme zeigt
und eine andere Gruppe, für die dies in der Phase niedriger Sauerstoffaufnah-
me zutrifft. Da Lipide sowohl in den Energiestoffwechsel involviert als auch für
Strukturgebung vonnöten sind, könnte es sich hierbei um ein Umschalten von
energiebereitstellenden zu strukturgebenden Prozessen handeln.
Da die Frage nach der Ursache der Oszillationen noch nicht geklärt ist, werden
vier Szenarien betrachtet, die in biochemischen Netzwerken zu Oszillationen füh-
ren können. Es wäre möglich, dass es sich um einen rein mechanistischen Effekt
ohne eine unmittelbare Funktion - beruhend auf einer negativen Rückkopplung
und einer intrinsischen Zeitverzögerung - handelt. Weiterhin könnten diese Oszil-
lationen die sich ändernden physiologischen Anforderungen eines Prozesses, der
in einer gegebenen Ordnung abzulaufen hat, widerspiegeln. Unter Verwendung
von generischen Minimalsystemen und in-silico Evolution wird gezeigt, dass Os-
zillationen auch zu einem Fitnessvorteil für die Einzelzelle führen können. Dieser
beruht zum einen darauf, dass Oszillationen eine zeitliche Trennung der Produk-
tion toxischer Nebenprodukte von der Produktion der durch sie geschädigten
Komponenten ermöglicht. Zum anderen erlaubt oszillatorisches Verhalten das
Ablaufen von Reaktionen in dem für sie jeweils günstigsten Reaktionsmilieu.
Basierend auf den experimentell bestimmten Austauschraten für Glucose, Sau-
erstoff und Kohlenstoffdioxid wird mittels Flussbilanzanalyse untersucht, wie
sich die optimalen Syntheseraten von Biomasse und die Vorläufer selbiger über
den Zyklus hinweg ändern. Die Ergebnisse deuten auf eine Trennung von Biosyn-
these und Stressantwort hin, was eine mögliche Funktion dieser Zyklen darstellen
könnte.
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13DGlcn β(1, 3)-D-Glucan
Acald Acetaldehyd
ACCOA Acetyl-Coenzym A
ADP Adenosindiphosphat
AKG alpha-Ketoglutarat
Ala L-Alanin
AMP Adenosinmonophosphat
Arg L-Arginin
Asn L-Asparagin
Asp L-Asparatat
ATP Adenosintriphosphat
[a.u.] beliebige Einheiten
Cbp Carbamoylphosphat
CE-MS Kapillarelektrophorese-Massenspektrometrie
CIT Citrat
CMP Cytidinmonophosphat
Cys L-Cystein
dCMP Desoxycytidinmonophosphat
dGMP Desoxyguanosindiphosphat
dNTP Desoxyribonukleosidtriphosphat
dTMP Desoxythymidinphosphat
Ergst Ergosterol
EtOH Ethanol
F6P Fructose-6-Phosphat
G3P Glycerinaldehyd-3-Phosphat
G6P Glucose-6-Phosphat
Gln L-Glutamin
Glu L-Glutamat
Gly Glycin
Glyc Glykogen
GMP Guanosinmonophosphat
Hcyt Protonen der Atmungskette
His L-Histidin
Ile L-Isoleucin
Leu L-Leucin
LC-MS Flüssigchromatographie-Massenspektrometrie
Lys L-Lysin
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MAL Malat
Met L-Methionin
MS/MS Tandem-Massenspektrometrie
M_x_tr “virtueller Transportrate” für Metabolit x
m/z Mass-zu-Ladungs-Verhältnis
NAD/NADH oxidierte/reduzierte Form von Nicotinamid-Adenin-Dinukleotid
NADP/NADPH oxidierte/reduzierte Form von Nicotinamid-Adenin-Dinukleotid-
Phosphat
OAA Oxalacetat
Pa Phosphatidat
Pc Phosphatidylcholin
Pe Phosphatidylethanolamin
PEP Phosphoenolpyruvat
Phe L-Phenylalanin
Pro L-Prolin
Ps phosphatidylserin
Ptd1ino Phosphatidylinositol
Pyr Pyruvat
qATPS basaler Verbrauch an ATP
qCO2 Kohlenstoffdioxidabgaberate
qGlc Glucoseaufnahmerate
qNADPHS basaler Verbrauch an NADPH
qO2 Sauerstoffaufnahmerate
ROS reaktive Sauerstoffspezies
RT Retentionszeit (”retention time“)
Ser L-Serin
SUCC Succinat
SUCCOA Succinat-Coenzym A
t Zeit
T Zeitintervall
Thr L-Threonin
Triglyc Triglycerid
Trp L-Tryptophan
Tyr L-Tyrosin
UMP Uridinmonophosphat
Val L-Valin
Zymst Zymosterol
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1 Einleitung
1.1 Metabolische Zyklen in Hefe - ein Überblick
Der Gegenstand dieser Arbeit ist ein oszillatorisches Phänomen, das in Kulturen von
Sprosshefe beobachtbar ist. Lässt man Hefe in einer kontinuierlichen Kultur wachsen,
kommt es zu einer Synchronisation der Zellen, die sich in einer stabilen respiratori-
schen Oszillation ausdrückt und meist über die Konzentration an gelöstem Sauerstoff
im Medium visualisiert wird (Abbildung 1.1). Die Phase, die mit einer hohen Sauer-
stoffaufnahmerate assoziiert ist, wird dabei nachfolgend als die oxidative Phase und
die Phase, in der die Sauerstoffaufnahmerate gering ist, als reduktive Phase bezeichnet.
Mit diesen respiratorischen Oszillationen gehen auch Oszillationen des Großteils des
Metaboloms und des Transkriptoms einher, die sich in klaren Phasenbeziehungen zu
der respiratorischen Aktivität befinden. Die Periodendauer der Oszillationen ist vom
Stamm sowie den Kulturbedingungen abhängig und liegt zwischen zirka 40 Minuten
und mehreren Stunden. Stabile Oszillationen in Hefekulturen sind schon seit mehre-
ren Jahrzehnten bekannt. Im Laufe der Jahre kamen immer neue Facetten hinzu, die
im folgenden chronologisch wiedergegeben sind, da sie wesentliche Teile der Arbeit
beeinflussen und motivieren.
Eine kurze Geschichte der Oszillationen in Hefe
1954 wurde das Verhalten einer Hefekultur im Chemostat erstmals näher analysiert
und beschrieben [22]. Gefunden wurde dabei eine Oszillation der optischen Dichte,
die ein Maß für das Wachstum der Population darstellt, die um 90 Grad gegenüber
der Oszillation des pH-Werts im Medium verschoben ist. Zurückgeführt wird diese
Beobachtung auf einen systeminherenten Rückkopplungmechanismus: Das Wachstum
der Population geht mit einer Freisetzung von Säure einher, was sowohl den pH-Wert
senkt, als auch die Wachstumsrate verringert. Mit Verringerung der Wachstumsrate
sinkt auch die Freisetzung von Säure, was die Wachstumsrate wieder ansteigen lässt.
Basierend auf dieser experimentellen Arbeit erscheint im selben Jahr in derselben
Gruppe ein kurzer Artikel, der sich mit der Analogie zwischen Kontrollsystemen mit
Rückkopplung und biologischen Systemen befasst [21]. Es wird gesagt, dass man kei-
ne komplizierten Gleichungen benötigt, um derartiges periodisches Verhalten mathe-
matisch zu beschreiben. Lineare Reaktionskinetiken seien ausreichend, gegeben eine
Netzwerktopologie, die eine negative Rückkopplung und eine metabolische Verzöge-
rung dieses Signals erlaubt.
1969 wird der Energiehaushalt von Hefekulturen im Chemostat erstmals detail-
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Abbildung 1.1: Visualisierung der respiratorischen Oszillation anhand des gelösten Sau-
erstoffs im Medium. Die Phase, in der die Sauerstoffaufnahme hoch und
die Konzentration des gelösten Sauerstoffs im Medium niedrig ist, heißt
oxidative Phase. Die Phase, in der eine geringe Sauerstoffaufnahmera-
te und eine hohe Konzentration an gelöstem Sauerstoff im Medium zu
verzeichnen ist, heißt reduktive Phase.
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liert untersucht [50]. Es wird festgestellt, dass der Gasaustausch, Sauerstoffaufnah-
merate und Kohlenstoffdioxidproduktionsrate, davon abhängt, wo sich die Zellen im
Sprossungszyklus befinden. Erhöhter Gasmetabolismus und damit einhergehend hö-
here Energieproduktion fallen dabei mit der Initiierung der Sprossung zusammen. Es
wird behauptet, dass die Zellen zunächst Reserven akkumulieren, um sie dann mit Be-
ginn der Sprossung wieder zu verbrauchen, was auf der Beobachtung basiert, dass sich
das Trockengewicht im Medium zunächst erhöht und mit Beginn der Sprossung abfällt.
Allerdings, so der Autor, kann die Frage, ob für den Abbau der (Energie-)Reserven die
Konzentrationen der Reserven, die Aktivität bestimmter Enzyme, die Konzentration
bestimmter Metabolite oder aber die Initiierung der DNA-Synthese verantwortlich ist,
nicht beantwortet werden. Es wird aber die Wichtigkeit einer zeitlich gut abgestimmten
Energieproduktion über den Zellzyklus für die Einzelzelle betont.
In einer zeitgleich erscheinenden Veröffentlichung werden die angesprochenen Re-
serven der Zellen näher charakterisiert [57]. Es handelt sich um die Kohlenhydrate
Trehalose und Glykogen, die akkumuliert, um dann mit Beginn der Sprossung abge-
baut zu werden, um den Energiebedarf der Sprossung zu decken. Die Zeitverläufe der
Sauerstoffaufnahme- und Kohlenstoffdioxidproduktionsrate finden sich im Einklang
mit [50]. Gezeigt wird, wie sich die Trehalase-Aktivität - Trehalase ist das Enzym,
das Trehalose zu Glucose abbaut - über den Zyklus ändert. Die Aktivität ist dann am
höchsten, wenn die Degradationsrate von Trehalose ihren Maximalwert annimmt und
am niedrigsten, wenn Trehalose synthetisiert wird.
In den bisherigen Arbeiten wurde meist angenommen, dass diese Oszillationen auf
dem Zellzyklus beruhen. 1983 erscheint ein Modell, mit dem sich wesentliche Eigen-
schaften der beobachteten Oszillationen reproduzieren lassen, ohne den Zellzyklus ex-
plizit mit einzubeziehen [36]. Um sich selbsterhaltende Oszillationen zu erhalten, muss
allerdings die in [57] beschriebene Trehalase mit berücksichtigt werden. Wird dasselbe
Modell ohne den Kohlenhydratspeicher Trehalose untersucht, werden keine Oszillatio-
nen beobachtet.
Die Perioden bei den bisher beschriebenen Arbeiten beträgt jeweils mehrere Stun-
den. 1992 werden zum ersten Mal Oszillationen beschrieben, deren Perioden 40 bis 50
Minuten betragen, die damit weiter unter den bisher beschriebenen liegen [97]. Neben
dem gelösten Sauerstoff im Medium, den Respirationsraten, der Ethanol- und Acetat-
produktionsrate weisen sowohl ATP - und als auch NADH-Konzentrationen innerhalb
der Zellen oszillatorisches Verhalten auf.
Unterschieden werden zwei Phasen: Wenn Glykogen abgebaut wird, lässt sich eine ver-
minderte respiratorische Aktivität und eine einsetzende Ethanolproduktion verzeich-
nen. In dieser Phase erreicht der pH-Wert sein Minimum, wie auch die intrazellulären
Level von Acetat und Pyruvat, während die ATP -Konzentration ihren Maximalwert
erreicht. Wenn Glykogen hingegen aufgebaut wird, ist der pH-Wert maximal, die ATP -
Konzentration minimal und Pyruvatkonzentration wie auch Acetatkonzentration er-
reichen ihre Maximalwerte und es ist eine hohe respiratorische Aktivität festzustellen.
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Es wird behauptet, dass diese Oszillationen nicht mit dem einer Synchronisation des
Zellzyklus zusammenhängen. Vielmehr wird darüber spekuliert, dass der Grund für
die Oszillationen in den Änderungen des intrazellulären pH-Wertes zu suchen sei, was
eine Änderung des Glykogenstoffwechsels bewirkt, die wiederum den glykolytischen
Fluss ändert. Entscheidend für diese Regulation könnte die Konzentration von cAMP
sein, die vom pH-Wert abhängt, aber nicht gemessen wurde.
Vier Jahre später, 1996, führt dieselbe Gruppe vergleichbare Experimente mit Etha-
nol statt Glucose als Kohlenstoffquelle durch [51]. Auch dann lässt sich ein Oszillie-
ren der besagten physiologischen Parameter beobachten; die Periode beträgt ebenfalls
ungefähr 40 Minuten. Interessanterweise sind Sauerstoffaufnahmerate und die Oszilla-
tion des intrazellulären pH-Wert phasenversetzt; wenn Glucose die Kohlenstoffquelle
ist, sind sie hingegen in Phase. Da die Beobachtungen ansonsten sehr ähnlich zu de-
nen sind, wenn Glucose die Kohlenstoffquelle darstellt, wird die zuvor geäußerte Idee
[97], dass die Oszillationen auf Flussänderungen der Glykolyse - hervorgerufen durch
Änderungen des intrazellulären pH-Wertes - zurückzuführen sind, verworfen.
Im Jahre 2003 kann erstmals gezeigt werden, dass cAMP unmittelbar vor dem Be-
ginn des Abbaus von Trehalose und Glykogen seinen Höchstwert erreicht, woran sich
die Sprossung anschließt [76]. Diese Beobachtung deckt sich mit den in [97] geäußerten
Spekulationen.
Im selben Jahr wird die Konzentrationen von Aminosäuren über den Zyklus hin-
weg gemessen [33]. Es kann gezeigt werden, dass die Konzentrationen von bestimmten
Aminosäuren oszillatorisches Verhalten aufweisen; bei anderen Aminosäuren bleibt die
Konzentration annähernd konstant, bei einer dritten Gruppe werden die Dynamiken
als chaotisch bezeichnet. Die Periode der oszillierenden Aminosäuren ist dabei gleich
der anderer wichtigen Größen, wie der Kohlenstoffdioxidabgaberate, der extrazellulä-
ren Acetat- und Pyruvatkonzentration, was nahelegt, dass es eine direkte Verbindung
zwischen den respiratorischen und den Oszillationen der Aminosäurekonzentrationen
gibt. Weiterhin gibt es einen klaren Zusammenhang zwischen der Periode der Ami-
nosäuren und der Generationszeit, was den Schluss nahelegt, dass diese Oszillationen
mit dem Zellzyklus assoziiert sind [33].
In 2004 wird zum ersten Mal gezeigt, dass mit diesen respiratorischen Oszillationen
auch eine genomweite Oszillation des Transkriptoms einhergeht [54]. Es gibt dabei
drei Hauptcluster zu verzeichnen, wobei zwei in der reduktiven Phase ihre maximale
Expression zu verzeichnen haben und eines in der oxidativen, die sich auch funktional
Respirations- beziehungsweise Reduktionsprozessen zuordnen lassen. Die Periode be-
trägt ungefähr 40 Minuten, was weit unterhalb der Generationszeit liegt. In [97] wurde
gesagt, dass diese kurzperiodischen Oszillationen nicht mit dem Zellzyklus assoziiert
seien. Hier wird allerdings festgestellt, dass DNA-Replikation in einem bestimmten
Zeitfenster stattfindet, nämlich dann, wenn die Sauerstoffaufnahmerate gering ist. Es
wird darüber spekuliert, dass dies einen evolutionären Vorteil darstellt, da somit die
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Schädigung von DNA durch toxische Nebenprodukte der Respiration eingeschränkt
werden kann.
In 2005 erscheint eine ganz ähnliche Arbeit [117]. Die Periode beträgt hierbei aller-
dings 4 bis 5 Stunden statt 40 Minuten. Auch hier wird festgestellt, dass die Replikation
von DNA in der reduktiven Phase stattfindet und gesagt, dass dies dazu dienen könne,
den Schaden durch toxische Nebenprodukte der Respiration für die DNA-Replikation
zu minimieren. Weiterhin wird spekuliert, dass die Oszillationen dazu dienen ana-
bolische und katabolische Prozesse optimal ablaufen zu lassen, da deren jeweiliges
Reaktionsmilieu optimiert werden könne.
Im selben Jahr konnte gezeigt werden, dass auch zahlreiche Intermediate des zen-
tralen Kohlenstoffstoffwechsels, der Glykolyse und des Citratzyklus, oszillieren [127].
Besonders stark ausgeprägte Oszillationen sind dabei für die Intermediate der unteren
Glykolyse zu verzeichnen. Man findet zudem, dass bestimmte Aminosäuren ihre ma-
ximale Konzentration leicht phasenversetzt zu der ihres jeweiligen Vorläufers besitzen.
Dass man Oszillationen von Aminosäurekonzentrationen beobachten kann, wie in [33],
lässt sich demnach teilweise auf die periodische Produktion der Vorläufer zurückführen.
In 2007 erfolgt eine Veröffentlichung, in der nachgewiesen wird, dass nicht nur der
zentrale Kohlenstoffstoffwechsel, sondern der Großteil des Metaboloms oszillatorisches
Verhalten zeigt [77]. 70% der identifizierten Metabolite weisen dabei ihre höchste Kon-
zentration während des Übergangs von der oxidativen zur reduktiven Phase auf, wenn
auchNAD(P )H seine maximale Konzentration verzeichnet und die DNA-Syntheserate
am höchsten ist [63]. Basierend auf den Transkriptomdaten konnte gezeigt werden,
dass biosynthetische Prozesse phasenversetzt zu Prozessen ablaufen, die Atmung und
Stressreaktion zuzuordnen sind.
Im selben Jahr wird der Zusammenhang zwischen DNA-Synthese und der respira-
torischen Oszillation näher untersucht und man kommt zu dem Ergebnis, dass DNA-
Synthese ausschließlich in der reduktiven Phase stattfindet [9]. Darüber hinaus wurde
eine erhöhte Mutationsrate festgestellt, wenn die Zellen gezwungen wurden, DNA in
der oxidativen Phase zu synthetisieren, was die in [54, 117] geäußerter Idee, wonach
die Oszillationen dazu dienen DNA-Replikation von Respiration zeitlich zu trennen,
unterstützt.
Ein Jahr später, in 2008, wird die Abhängigkeit der Genexpression von der Wachs-
tumsrate für verschiedene limitierende Faktoren in nicht synchronen Hefekulturen im
stationären Zustand bestimmt [4]. Es kann gezeigt werden, dass die Expression von
27 Prozent des Genoms mit der Wachstumsrate korreliert sind - entweder positiv oder
negativ - unabhängig vom limitierenden Faktor. Die mit Wachstum positiv korrelier-
ten Gene können dabei überwiegend der Translationsmaschinerie zugeordnet werden,
was sinnvoll erscheint, da das Wachsen mit einer erhöhten Wachstumsrate auch einen
erhöhten Bedarf an Proteinen mit sich bringt. Bei den Genen, die mit dem Wachstum
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negativ korreliert sind, handelt es sich hauptsächlich um Gene, die mit oxidativen Ener-
giemetabolismus - insbesondere dem, der in den Peroxisomen stattfindet - assoziiert
sind. Über die biologische Interpretation wird dabei nur spekuliert: Da mit sinkender
Wachstumsrate die Zeit zwischen Zellteilungen steigt, könnte es einen erhöhten Bedarf
am Abbau von ROS geben, der in den Peroxisomen vonstatten geht [4].
Ob es sich bei den Oszillationen um Oszillationen auf Einzelzellebene handelt, die
synchronisiert werden oder aber um einen Populationseffekt, ist eine offene Frage. 2010
wurde dieser Thematik nachgegangen und dahingehend beantwortet, dass es sich bei
den Oszillationen um eine intrinsische Eigenschaft der Zellen handelt, die weder von
der Synchronisation noch von der Art der Limitierung der Wachstumsrate abhängig
ist, da dieses zyklische Verhalten der Genexpression auch dann beobachtet wird, wenn
Einzelzellen in nicht synchronen Kulturen untersucht werden, in denen Phosphat der
limitierende Faktor ist [104].
2011 wird auch - wie 2008 in [4] - die Abhängigkeit der Genexpression von der Wachs-
tumsrate im stationären Zustand untersucht, allerdings mit Ethanol statt Glucose als
Kohlenstoffquelle [105]. Damit soll unter anderem untersucht werden, inwieweit die
metabolischen Zyklen, die sich in Zellen beobachten lassen, die auf Glucose [97] be-
ziehungsweise Ethanol [51] wachsen, vergleichen lassen. Wie schon in [4] findet man,
dass ungefähr 25 Prozent des Gesamtgenoms mit der Wachstumsrate korreliert sind.
Weiterhin wird - unter der Einbeziehung der Daten von [4] - eine Menge an Genen
identifiziert, die spezifisch für die jeweilige Kohlenstoffquelle ist. All diejenigen Ge-
ne, die unabhängig von der Kohlenstoffquelle mit der Wachstumsrate korreliert sind,
werden während des metabolischen Zyklus periodisch exprimiert, wobei die Gene, die
mit Wachstum positiv korreliert sind, diejenigen sind, die in der oxidativen Phase
exprimiert werden, wohingegen diejenigen Gene, die mit der Wachstumsrate negativ
korreliert sind, in der reduktiven exprimiert werden. Weiterhin wird gefunden, dass die
S-Phase sehr wohl in der oxidativen Phase stattfinden kann, was die geäußerten Hypo-
thesen hinsichtlich des evolutionären Ursprungs der Oszillationen [9, 54, 117] infrage
stellt.
Im selben Jahr wird von derselben Gruppe der Zusammenhang zwischen dem Zellzy-
klus und dem metabolischen Zyklus näher untersucht, wozu eine Batch-Kultur anstelle
einer kontinuierlichen gewählt wurde [106]. Die Kohlenstoffquelle ist Ethanol und die
Mehrzahl an Zellen befindet sich in der G1-Phase des Zellzyklus; deren Anteil an der
Population wächst während der Probenentnahme von 90% auf 99%. Dabei zeigt sich,
dass der metabolische Zyklus auch in sich nicht teilenden Zellen, die sich in besagter
G1-Phase des Zellzyklus befinden, zu beobachten ist. Viele der Gene, die mit dem
Zellzyklus assoziiert sind, oszillieren dabei mit derselben Periode wie ebenjener meta-
bolische Zyklus, da sie nicht nur für den Zellzyklus vonnöten sind, sondern auch für
metabolische Prozesse und Wachstum. Vergleicht man die Genexpressionsdaten mit
denen, die in einer kontinuierlichen Kultur gewonnen wurden, stellt man fest, dass sie
in denselben Phasen ihr jeweiliges Expressionsmaximum haben.
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Beschrieben werden dabei drei Cluster von Genen: Die Gene im ersten Cluster sind
dabei dem Zellzyklus zuzuordnen und zeigen kein zyklisches Verhalten. Im zweiten
Cluster finden sich die Gene, die periodisch exprimiert werden, wobei die Periode der
des metabolischen Zyklus entspricht. Im dritten Cluster finden sich diejenigen Gene,
die für den Stop des Zellzyklus verantwortlich sind. Die Cluster eins und drei sind also
denjenigen Zellen zuzuordnen, die sich während des Experiments teilten, während das
zweite und größte Cluster Zellen zuzuordnen ist, die metabolische Zyklen durchlie-
fen. Es gibt demnach zwei Klassen von Genen: diejenigen, die nur mit dem Zellzyklus
oszillieren und diejenigen, die mit den metabolischen Zyklus assoziiert sind.
Die Datensätze von [54, 117] unterscheiden sich hinsichtlich ihrer Periode, was Anlass
war, die beiden Datensätze hinsichtlich der Phasenbeziehungen der jeweiligen Genex-
pressionsdaten zu vergleichen, was 2012 geschah [67]. Gefunden werden dabei zwei
Hauptcluster, die sich in sieben Untercluster aufspalten und für anabolische Prozesse
und Wachstum beziehungsweise für katabolische Prozesse und Stressreaktion verant-
wortlich sind, analog zu den Arbeiten von [4] und [105]. Das Verhältnis von ATP
zu ADP - ein Maß für den energetischen Zustand der Zelle - oszilliert und die mit
Wachstum assoziierten Gene werden exprimiert, wenn das Verhältnis groß ist, wäh-
rend diejenigen Gene, die mit der Stressreaktion in Zusammenhang stehen, exprimiert
werden, wenn dieses Verhältnis kleine Werte annimmt.
Darauf und auf der Tatsache basierend, dass es eine direkte Rückkopplung des Ener-
giezustandes auf die Genexpression in Bakterien gibt, wird ein ähnlicher Mechanismus
hier vorgeschlagen: Basierend auf dem Energiezustand der Zelle wird entweder die
Transkriptionsmaschinerie für Anabolismus oder Katabolismus aktiviert.
Eine neue Facette hinsichtlich der metabolischen Oszillationen wird mit der Arbeit
von [91] im Jahre 2013 hinzugefügt. Studiert wird der Einfluss von Licht auf die meta-
bolischen Zyklen. Es wird festgestellt, dass sichtbares Licht Auswirkungen auf die Pe-
riode und Amplitude ebenjener Oszillationen haben kann; die Periode wird kürzer und
die Amplitude abgeflacht. Der größte Effekt kann dabei bei denjenigen Wellenlängen
beobachtet werden, die von Cytochromen absorbiert werden, was insbesondere blaues
Licht ist. Es werden zwei Mechanismen genannt, auf denen dieser Effekt beruhen kann:
Zum einen könnte die Inhibierung des Elektronentransports zu einer erhöhten Produk-
tion von ROS führen, die Proteine/Enzyme und andere Zellkomponenten schädigen
könnten und zum anderen könnte die Absorption von blauem Licht durch Cytochrom
den Elektronentransport in der Atmungskette und damit auch ATP-Produktion un-
terbinden. Während das erste Szenario als alleinige Ursache ausgeschlossen werden
konnte, lassen sich für die zweite Hypothese experimentelle Hinweise finden. So führt
die Zugabe von Natriumazid zu denselben Effekten, wie die Bestrahlung mit Licht.
Natriumazid ist ein Inhibitor der Respiration, das an Cytochrom c bindet und selbiges
inhibiert wie auch die Cytochromoxidase, beides Bestandteile der Atmungskette. Dar-
aus wird geschlossen, dass Licht die Inhibierung von Cytochromen bewirkt, was eine
Inhibierung des Elektronentransports und der oxidativen Phosphorylierung zur Folge
hat. Dies bewirkt eine Änderung der Periode und der Amplitude der metabolischen
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Oszillation.
1.2 Ziele und Aufbau der Arbeit
Die metabolischen Zyklen sollen sowohl experimentell als auch von theoretischer Seite
näher untersucht und charakterisiert werden. Dafür werden folgende Analysen durch-
geführt.
Kapitel “Charakterisierung der metabolischen Zyklen in Hefe: eine experimentel-
le Annäherung” Zunächst soll experimentell eine noch bessere Charakterisierung der
metabolischen Zyklen ermöglicht werden. Dazu werden zwei Experimente vorgestellt,
die ich am “Institute for Advanced Biosciences”, Tsuruoka, Japan in der Arbeitsgrup-
pe von Dr. Douglas Murray durchgeführt habe. Mit dem ersten Experiment wird die
Basis für eine Bestimmung zeitaufgelöster Flussdaten geschaffen, bei dem zweiten Ex-
periment handelt es sich um die Beschreibung der Dynamik des Lipidoms.
Kapitel “Ursprung von Oszillationen in biochemischen Netzwerken” Ob die Os-
zillationen einen funktionalen Aspekt besitzen, ist noch ungeklärt. Daher werden im
zweiten Teil der Arbeit verschiedene Szenarien aufgezeigt, die zu Oszillationen in bio-
chemischen Netzwerken führen können. Die dort vorgenommenen Analysen beruhen
ausschließlich auf Computersimulationen.
Kapitel “Flussbilanzanalyse zu metabolischen Zyklen in Hefe” Basierend auf den
gemessenen Austauschraten für Glucose, Sauerstoff und Kohlenstoffdioxid werden Un-
tersuchungen mittels Flussbilanzanalyse angestellt. Diese haben das Ziel, Flussvertei-
lungen zu bestimmen, die Rückschlüsse auf die in den einzelnen Phasen des Zyklus
stattfindenenden Prozesse zulassen.
Am Ende eines jeden Kapitels werden die Resultate zusammengefasst, diskutiert
und weiterführende Arbeiten aufgezeigt, die auf den dargelegten Ergbnissen aufbauen.
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experimentelle Annäherung
Sowohl die Probenentnahme als auch die Extraktion der Metabolite erfolgte für beide
der dargelegten Experimente jeweils durch mich während meines Aufenthalts in der
Arbeitsgruppe von Dr. Douglas Murray am “Institute for Advanced Biosciences”, Tsu-
ruoka, Japan. Die Analyse der Proben mittels Massenspektrometrie erfolgte durch Ka-
zutaka Ikeda am selben Institut. Die Auswertung der Experimente mit 13C-markierter
Glucose erfolgt durch Dr. Douglas Murray (Abbildung 2.3). Zeitaufgelöste Flussdaten
sind bei Abschluss der Arbeit noch nicht verfügbar. Die Auswertung der Daten für die
Ermittlung der Dynamik des Lipidoms erfolgt durch mich (Abbildung 2.5). Die Iden-
tifizierung der Lipide wird durch Kazutaka Ikeda vorgenommen und liegt bei Abschluss
der Arbeit noch nicht vor.
Wie in Kapitel 1.1 dargestellt, handelt es sich bei den Zyklen in Hefe um Dynami-
ken, die auf sich auf allen physiologischen Ebenen beobachten lassen. Eine detaillierte
Charakterisierung der Veränderungen des intrazellulären Metabolismus über einen Zy-
klus hinweg steht allerdings noch aus.
In diesem Kapitel wird zunächst ein Experiment beschrieben, das die Grundlage für
eine solche Charakterisierung bildet. Es handelt sich um ein Experiment, das es erlaubt
zeitaufgelöste Flussverteilungen zu ermitteln, um darüber Rückschlüsse zu gewinnen,
zu welchem Zeitpunkt des Zyklus welche Stoffwechselwege aktiv sind, was Rückschlüsse
über die den Dynamiken zugrunde liegenden Regulationsstrukturen zuließe.
2.1 Experiment zur metabolischen Flussanalyse mittels
13C-markierter Glucose
Weite Teile des Metaboloms von Hefe in einer kontinuierlichen Kultur zeigen oszillato-
risches Verhalten [77]. Metabolische Flüsse - die zeitabhängige Bewegung von Metabo-
liten durch das metabolische Netzwerk - lassen sich aus diesen Konzentrationsprofilen
allerdings nicht ableiten, sondern müssen anderweitig bestimmt werden. Eine Stan-
dardmethode dafür stellt die 13C-basierte Flussanalyse dar [98, 133]. Dabei wird eine
13C-markierte Kohlenstoffquelle - in diesem Fall Glucose - zugegeben, deren Einbau
nachverfolgt wird. Aus den sich dabei ergebenden Markierungsmustern können über
NMR [69] oder Massenspektrometrie [53] Flussdaten ermittelt werden. Ein solches
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Abbildung 2.1: Darstellung des experimentellen Systems. Das Bild wurde von Dr. Dou-
glas Murray zur Verfügung gestellt. Die Hefekultur befindet sich in einem
Glasfermenter, in den Nährmedium mit einer konstante Rate fließt; der
Abfluss erfolgt mit derselben Rate. Temperatur und pH-Wert werden
konstant gehalten; letzterer über die Zugabe von NaOH. Die Konzen-
trationen von Sauerstoff, Kohlenstoffdioxid und Schwefelwasserstoff im
Abgas werden detektiert.
Experiment findet sich nachfolgend beschrieben.
2.1.1 Methoden
Experimenteller Aufbau
Der experimentelle Aufbau ist in Abbildung 2.1 dargestellt. Es handelt sich dabei um
einen Chemostat [82], der über einen kontinuierlichen Einfluss von Nährmedium und
über einen Abfluss mit derselben Rate verfügt. Wichtige Parameter, wie Temperatur
und pH-Wert werden konstant gehalten, wobei letzteres über Hinzufügen der Base
NaOH geschieht. In allen Experimenten wird der Hefestamm IFO 0233 verwendet.
Es werden zwei Nährmedien verwendet, deren genaue Zusammensetzung in Anhang
A angegeben ist. Verwendet wird ein Glasfermenter (Eyela, Japan). Die Temperatur
der Kultur, 30 ◦C, wird mittels eines externen Wasserbades konstant gehalten, wie
auch der pH-Wert durch automatische Zugabe von 2.5 M NaOH, der 3.4 beträgt. Die
Drehzahl beträgt 750 Umdrehungen pro Minute und die Luftzufuhrrate beträgt 0.15
l ·min−1. Der Druck im Fermenter liegt stets unterhalb von 101.7 kPa.
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Vor der Probenentnahme
Für die Proben für die CE-MS (polare Metabolite) werden 84 1.5 ml fassende Be-
hältnisse (0-Ring mit Schraubdeckel, Vitton, 77692, Tomy Seiko Co., Ltd., Japan)
verwendet. Für die Analyse des Exometaboloms über LC-MS 84 Eppendorfgefäße (1.5
ml), genau wie für die Proben, die zur Bestimmung des Trockengewichts dienen; diese
Eppendorfgefäße werden bei 70 ◦C für eine Nacht lang getrocknet und das Gewicht
bestimmt. Weitere 84 Eppendorfgefäße (1.5 ml) werden für die Proben, die zur Be-
stimmung der Zellzahl verwendet werden, benötigt.
Für die Extraktion der Metabolite wird ein Mix von Perlen mit Durchmesser von
0.1 mm (ZSB-01; Tomy Seiko Co., Ltd., Japan) und 0.5 mm (ZSB-05; Tomy Seiko Co.,
Ltd., Japan) benötigt, die zuvor in Salzsäure gewaschen werden. Verwendet werden
pro Eppendorfgefäß insgesamt 300 µl im Verhältnis von 1:1; die Gefäße werden bei
4 ◦C eingelagert.
In jedes Gefäß für die CE-MS-Analyse werden 500 µl Methanol pipettiert und an-
schließend in einem Ethanolbad auf Trockeneis gelagert. In die Gefäße, die für die
Bestimmung des Trockengewichts vorgesehenen sind, werden 1 ml Ethanol (99.5%)
gefüllt; in diejenigen für die Zellzahlbestimmung 233 µl - diese Gefäße werden bei
Raumtemperatur aufbewahrt.
Probenentnahme
Für jede Probenentnahme werden zirka 0.8 ml Zellkultur mittels einer Spritze aus dem
Fermenter entnommen, die anschließend verschlossen wird. Der Stößel wird schnell ent-
fernt und 500 µl Kultur in die Gefäße für die CE-MS-Analyse, die Methanol enthalten,
pipettiert. Die Probe wird bei −9 ◦C und 20000g zentrifugiert und der dabei entste-
hende Überstand in die Gefäße für die LC-MS-Analyse überführt. Der Rückstand im
Gefäß wird in 290 µl NEM-Lösung gelöst und im Ethanolbad auf Trockeneis gelagert.
Anschließend wird erneut Kultur über die Spritze entnommen, diesmal rund 1.3 ml.
Davon wird 1 ml in die Gefäße für die Trockengewichtsbestimmung pipettiert und 100
µl in die für die Zellzahlbestimmung.
Das Intervall der Probenentnahme beträgt 5 Minuten. Während des ersten Zyklus
wird Medium, das nicht markierte Glucose enthält, verabreicht, anschließend über drei
Zyklen hinweg Medium, in dem die darin befindliche Glucose 13C-markiert ist und für
weitere drei Zyklen wird erneut mit nicht markierter Glucose gearbeitet. Die Zeitreihe
für den gelösten Sauerstoff im Medium ist in Abbildung 2.2 dargestellt.
Metabolitextraktion
Die Extraktion der Metabolite beruht auf einem in der Arbeitsgruppe von Dr. Dou-
glas Murray entwickelten Protokoll [96]. Benötigt werden 84 Gefäße mit einem Filter
von 5 kDa, die 1.5 ml fassen (UFC3LCCNB, Ultrafree R©-MC, Millipore, USA). Wei-
terhin verwendet werden Chloroform (Wako, Japan), N-ethylmaleimide (NEM, Wako,
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Abbildung 2.2: Übersicht über das 13C-Flussexperiment dargestellt an gelösten Sauer-
stoff in der Kultur. Die Zeitpunkte, an denen Proben entnommen wurden,
sind über Kreise markiert. Der erste Zyklus wird ohne markierte Glucose
durchgeführt (blau), dann wird über drei Zyklen mit markierter Glucose
gearbeitet (rot) und anschließend wieder auf unmarkierte umgeschaltet
(grün).
Japan), 2-(N-morpholino) ethanesulfonic acid (MES; Dojindo, Japan), D-Camphor-
10-sulfonic acid (CSA; Wako, Japan) und Methionine sulfone (MetS, Wako, Japan).
Zu jeder der Proben, die für die CE-MS-Analyse vorgesehen sind, werden nun zu-
nächst 10 µl der Lösung mit den internen Standards hinzupipettiert; diese setzt sich
wie folgt zusammen:
0.1 µl 100mM MES, 0.1 µl 100mM CSA, 1 µl 10 mM MetS und 8.8 µl Methanol.
Anschließend werden 300 µl Chloroform und 150 µlMilliQ Wasser hinzugefügt. Zu die-
sem Gemisch werden 300 µl von den oben erwähnten Perlen im Verhältnis von 1:1 gege-
ben und anschließend nach folgendem Protokoll im “Perlen-Schüttler” (MS100R;Tomy
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SeikoCo., Ltd.,Japan) bearbeitet: 4 x ((3 x (10 s Schütteln; 30 s Pause)); 120 s Pause).
Die Gefäße werden daraufhin bei −9 ◦C und 20000g für 10 Minuten zentrifugiert
und die wässrige Phase, die den polaren Teil des Metaboloms beinhaltet, in die Gefäße
mit dem Filter überführt. Diese Gefäße werden dann so lange zentrifugiert, bei −9 ◦C
und 20000g, bis die komplette Flüssigkeit den Filter passiert hat. Die Filter werden
entfernt und die Proben gefriergetrocknet, bis ein goldener Pellet erkennbar ist, der
dann bei −80 ◦C verstaut wird. Die Proben werden dann mittels Massenspektrometrie
analysiert.
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Abbildung 2.3: Zeitreihen der monoisotopische Masse und des ersten Isotopologs für Glu-
cose (Teilabbildung (a)) und 2-Methylcitrat (Teilabbildung (b)).
2.1.2 Vorläufige Ergebnisse
Für die ersten zwölf Probenentnahmen wird unmarkierte Glucose im Nährmedium
verwendet. Anschließend erfolgt ein Umschalten auf Medium, in dem die Glucose im
Nährmedium mittels 13C-Atomen markiert sind, was unmittelbar nach dem Umschal-
ten bereits detektierbar ist, wie man in Abbildung 2.3(a) sehen kann. Sie zeigt das
Intensitätsprofil von Glucose-6-Phosphat, sowohl der monoisotopischen Masse als auch
des ersten Isotopologs. Monoisotopisch bedeutet hier, dass alle sechs Kohlenstoffatome
der Glucose 12C-Atome sind, während bei dem ersten Isotopolog eines der 12C-Atome
durch ein 13C-Atom ersetzt ist.
Man kann erkennen, dass die Intensität des erstes Isotopologs auch dann Werte grö-
ßer 0 annimmt, wenn sich keine markierte Glucose im Medium befindet (Abbildung
2.3(a), Zeitpunkte 1 bis 12 und 44 - 84). Dies ist darauf zurückzuführen, dass es sich
bei 13C-Atomen um stabile Isotope des Kohlenstoffs handelt, die auch natürlich vor-
kommen; das Verhältnis von 12C:13C ist dabei zirka 99:1. Bei sechs Kohlenstoffatomen
würde man demnach zirka 5.7 Prozent an Glucose-6-Phosphat-Molekülen erwarten,
bei denen fünf Kohlenstoffatome 12C-Isotope sind und eines ein 13C-Isotop, was dem
hier experimentell bestimmten Wert in guter Näherung entspricht.
Unmittelbar nach Umschalten auf Nährmedium mit markierter Glucose (Zeitpunkt
13) ist ein starkes Ansteigen der Intensität des ersten Isotopologs zu beobachten, die
dann bei erneutem Umschalten auf Medium mit nicht markierter Glucose (Zeitpunkt
44) wieder auf den ursprünglichen Wert abfällt. Die Übergänge sind dabei sehr scharf,
was zeigt, wie rapide die Inkorporation von Glucose vonstatten geht.
Stark oszillatorisches Verhalten zeigt das Intensitätsprofil eines Metaboliten, der ein
Masse-zu-Ladungsverhältnis (m/z) von zirka 205.03 hat. In der Datenbank METLIN
[107] lässt sich für diesen Wert 2-Methylcitrat identifizieren. Dabei handelt es sich um
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Abbildung 2.4: Schematische Darstellung des Methylcitratzyklus und dessen Verbindung
zum Citratzyklus. Die Abbildung wurde modifiziert von [70] übernom-
men.
ein Intermediat des Methylcitratzyklus, der in Abbildung 2.4 dargestellt ist. Dieser ist
eng verknüpft mit dem Citratzyklus und nimmt daher eine zentrale Rolle im Metabo-
lismus ein.
Auch hier lässt sich ein klares Markierungsmuster nach Umschalten auf Medium mit
markierter Glucose feststellen, die aber leicht zeitverzögert sichtbar wird (Abbildung
2.3(b)). Das ist wohl darauf zurückzuführen, dass dieser Stoffwechselweg hauptsächlich
in den Abbau von Metaboliten, wie ungeradzahligen Fettsäuren und bestimmten Ami-
nosäuren, involviert ist, indem ein dabei anfallendes Abbauprodukt, Propionyl-CoA,
in selbigen eingespeist wird. So lässt sich auch erklären, warum die Intensität des ers-
ten Isotopologs nach Umschalten auf Medium mit unmarkierter Glucose zunächst auf
einem hohen Level verbleibt und deren Amplitude sich nur langsam verringert: der
Zyklus wird mit Abbauprodukten von zwischengespeicherten Metaboliten nachgefüllt.
Dass ein Intermediat eines Stoffwechselweges, der in den Lipidabbau eingebunden ist,
oszillatorisches Verhalten aufweist, wirft die Frage auf, wie es um die Dynamik des
Lipidoms selbst bestellt ist. Ein Experiment, das diesem Sachverhalt nachgeht, ist
nachfolgend dargestellt.
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2.2 Die Dynamik des Lipidoms
Basierend auf den Ergebnissen des letzten Abschnittes wird ein weiterer zentraler
Aspekt der metabolischen Zyklen in Hefe betrachtet, der bisher noch nicht untersucht
ist. Dabei handelt es sich um das Lipidom - die Gesamtheit der in einer Zelle befindli-
chen Lipide - und dessen Dynamik über einen Zyklus. Lipide stellen einen essentiellen
Bestandteil eukaryotischer Zellen dar und nehmen drei wichtige Funktionen innerhalb
der Zelle ein [15, 32, 120]. Als Bestandteil von Membranen sind sie zum einen in die
Strukturgebung und den Stoffaustausch der Zelle involviert. Gleichzeitig dienen sie als
Engergiespeicher und sind auch an Prozessen der Signalübertragung maßgeblich be-
teiligt [13, 113]. Eine Analyse der Dynamik des Lipidoms könnte somit Rückschlüsse
über die zeitliche Koordination von strukturbildenden Prozessen und Vorgängen, die
mit dem Energiehaushalt und der Signaltransduktion assoziiert sind, liefern. Das dazu
durchgeführte Experiment ist nachfolgend dargelegt.
2.2.1 Durchführung des Experiments, Extraktion der Metabolite
Der experimentelle Aufbau ist derselbe wie in Abschnitt 2.1 dargestellte. Es wird
erneut der Hefestamm IFO 0233 verwendet.
Vor der Probenentnahme
Für die Analyse der nicht polaren Metabolite über LC-MS finden 36 Eppendorfgefäße
(2 ml) Verwendung, für die des Exometaboloms werden 36 Eppendorfgefäße (1.5 ml)
und für die zur Bestimmung des Trockengewichts 36 Eppendorfgefäße (2 ml); diese
Eppendorfgefäße werden bei 70 ◦C für eine Nacht lang getrocknet und das Gewicht
bestimmt. Weitere 36 Eppendorfgefäße (1.5 ml) werden für die Proben, die zur Be-
stimmung der Zellzahl verwendet werden, benötigt. Die weiteren Arbeitsschritte bis
zur Metabolitextraktion sind identisch mit denen in Abschnitt 2.1.1 beschriebenen.
Metabolitextraktion
Verwendet wird dabei ein in der Arbeitsgruppe von Dr. Douglas Murray entwickeltes
Protokoll [96]. Benötigt werden 36 Gefäße mit einem Filter von 5 kDa, die 1.5 ml
fassen (UFC3LCCNB, Ultrafree R©-MC, Millipore, USA). Weiterhin gebraucht werden
Chloroform (Wako, Japan), N-ethylmaleimide (NEM,Wako, Japan), 2-(N-morpholino)
ethanesulfonic acid (MES; Dojindo, Japan), D-Camphor-10-sulfonic acid (CSA; Wako,
Japan) und Methionine sulfone (MetS, Wako, Japan).
Zu jeder der Proben, die für die Analyse des unpolaren Metaboloms vorgesehen sind,
werden nun zunächst 10 µl der Lösung mit den internen Standards hinzugegeben; diese
setzt sich wie folgt zusammen:
0.1 µl 100mM MES, 0.1 µl 100mM CSA, 1 µl 10 mM MetS und 8.8 µl Methanol.
Anschließend werden 300 µl Chloroform und 150 µlMilliQ Wasser hinzugefügt. Zu die-
sem Gemisch werden 300 µl von den oben erwähnten Perlen im Verhältnis von 1:1 gege-
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ben und anschließend nach folgendem Protokoll im “Perlen-Schüttler” (MS100R;Tomy
SeikoCo., Ltd.,Japan) bearbeitet: 4 x ((3 x (10 s Schütteln; 30 s Pause)); 120 s Pause).
Die Gefäße werden daraufhin bei −9 ◦C und 20000g für 10 Minuten zentrifugiert,
die wässrige Phase, die den polaren Teil des Metaboloms beinhaltet, entnommen und
wie in Abschnitt 2.1.1 beschrieben verarbeitet
Mit der im Gefäß verbliebenen Phase, in der der nicht polare Teil des Metaboloms
enthalten ist, wird wie folgt verfahren: In den Boden der Gefäße wird ein kleines Loch
gebohrt (Durchmesser 0.5 mm) und diese anschließend in Eppendorfgefäße, die 2 ml
fassen, eingeführt und bei −9 ◦C und 5000g für 5 Minuten zentrifugiert. Das Gefäß,
in dem sich noch der Perlenmix befindet wird entfernt, und die Eppendorfgefäße, in
denen die Flüssigkeit enthalten ist, noch einmal für 10 Minuten bei −9 ◦C und 20000g
zentrifugiert. Die Proben werden gefriergetrocknet und bei −80 ◦C gelagert.
Für die Analyse des Lipidoms werden lediglich die Proben des nicht polaren Meta-
boloms benötigt. Aus Kostengründen erfolgt die Analyse mittels LC-MS für nur 24 der
36 Proben; diese wird von Kazutaka Ikeda am “Institute for Advanced Bioscienses”,
Tsuruoka, Japan, vorgenommen.
2.2.2 Auswertung und Resultate
Die Auswertung der über LC-MS erhaltenen und bereitgestellten Daten erfolgt mit der
frei erhältlichen verfügbaren Software MZmine (Version 2.10) [87]. Die dafür notwen-
digen Arbeitsschritte und verwendeten Parameter sind im Anhang A aufgeführt. Die
Ergebnisse sind in Abbildung 2.5 dargestellt. Es zeigt sich, dass es sowohl im Negativ-
Ionenmodus (Abbildung 2.5(a)) als auch im Positiv-Ionenmodus (Abbildung 2.5(b))
ein oszillatorisches Verhalten des Lipidoms ausgemacht werden kann. In beiden Fällen
sieht man, dass es eine Klasse an Lipiden gibt, die ihre maximale Konzentration in
der oxidativen während eine zweite Klasse an Lipiden diese in der reduktiven Phase
verzeichnet.
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Abbildung 2.5: Intensitätsprofile der Oszillatoren mit hohem Signal-zu-Rausch-
Verhältnis (p < 0.01) und die dazugehörige Zeitreihe für gelösten
Sauerstoff. Jede Zeile korrespondiert zu einem Lipid, jede Spalte zu
einem Zeitpunkt, an dem eine Probe entnommen wurde (alle 4 Minuten;
durch rote Punkte gekennzeichnet). Während eine Klasse an Lipiden
in der oxidativen Phase hoch- (rot) und in der reduktiven Phase
niedrigkonzentriert (blau) ist, verhält es sich für die zweite Klasse
umgekehrt. Teilabbildung (a) zeigt die über den Negativ-Ionenmodus
erhaltenen Resultate, Teilabbildung (b) die mittels Positiv-Ionenmodus
erzielten Ergebnisse.
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2.3 Zusammenfassung und weiterführende Studien
Zum ersten Mal überhaupt wird für Hefe in einer kontinuierlichen Kultur gezeigt, dass
auch das Lipidom oszillatorisches Verhalten aufweist. Dabei ist eine klare Phasenbezie-
hung zur respiratorische Aktivität feststellbar: Während es eine Gruppe von Lipiden
gibt, die ihre höchste Konzentration in der oxidativen Phase zu verzeichnen hat, weist
eine zweite Gruppe diese in der reduktiven Phase auf.
Eine mögliche Erklärung hierfür wäre, dass die Zelle von energiebereitstellenden zu
strukturbildenden Prozessen umschaltet und umgekehrt. In diesem Falle würde man
erwarten, in einer Phase überwiegend Mono-, Di- und Triglyceride - die in Energie-
metabolismus involviert sind - zu finden und in der anderen komplexere Lipide, wie
Sphingolipide, Zymosterol und Cardiolipins. Um diese Frage befriedigend zu beant-
worten, sind weitere Analysen, die eine genaue Identifikation der Oszillatoren erlaubt,
vonnöten (die Identifikation der m/z-Werte mit bestehenden Datenbanken liefert nur
selten eindeutige Resultate). Diese Analysen mittels LC-MS/MS werden von Kazutaka
Ikeda am “Institute for Advanced Biosciences”, Tsuruoka, Japan vorgenommen; die
Resultate liegen mit Abschluss der Arbeit noch nicht vor.
Weiterhin wird ein Experiment durchgeführt, das die Grundlage für die Ermittlung,
zeitaufgelöster Flussverteilungen bildet. Dafür wird den Zellen 13C-markierte Glucose
verabreicht und deren Einbau verfolgt. Wenngleich die Flussdaten noch nicht vorliegen,
so lässt sich bereits aus den momentan vorhanden Daten zeigen, dass ein Metabolit,
der einem Intermediat des Methylcitratzyklus (Abbildung 2.4) zuzuordnen ist, oszil-
latorisches Verhalten aufweist (Abbildung 2.3(b)).
Trotz der zentralen Lage dieses Stoffwechselweges ist er in Hefe bisher nicht intensiv
untersucht. In einer Anschlussarbeit ließen sich Mutanten erzeugen, denen Gene für
die Enzyme, die die Reaktionen des Methylcitratzyklus katalysieren, fehlen und sich
die daraus ergebenden physiologischen Veränderungen gegenüber dem Wildtyp cha-
rakterisieren. Dieser Stoffwechselweg ist in den Abbau von Lipiden involviert, was eine
periodische Degradation von Lipiden nahelegt und daher mit der gefundenen Dynamik
des Lipidoms kompatibel ist.
Mit Hilfe der durchgeführten Experimente lässt sich der Kohlenstofffluss, der aus der
Glucoseaufnahme resultiert, verfolgen, woraus sich eine zeitliche Folge von Stoffwech-
selaktivitäten und gegebenenfalls deren Regulation ableiten lassen. Darüber hinaus
ist Saccharomyces cerevisiae in der Lage Kohlenstoffdioxid zu fixieren [85], was eine
weitere potentielle Kohlenstoffquelle darstellt. Eine der Kohlenstoffdioxid fixierenden
Reaktionen ist in Abbildung 2.4 dargestellt; es handelt sich um die Reaktion von Pyru-
vat zu Oxalacetat, die Kohlenstoffdioxid (in Form von Hydrogencarbonat) als Substrat
benötigt. Ob es während der hier behandelten metabolischen Zyklen zur Fixierung von
Kohlenstoffdioxid kommt, ist nicht bekannt. Jedoch weiß man, dass der respiratorische
Quotient - das Verhältnis von Kohlenstoffdioxidabgaberate und Sauerstoffaufnahmera-
te - während der oxidativen Phase Werte kleiner 1 annimmt [78]. Das könnte zum einen
an der Oxidation des zuvor produzierten Ethanols liegen und/oder aber auf Fixierung
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von Kohlenstoffdioxid zurückzuführen sein. Um zu testen, ob Kohlenstoffdioxid fixiert
wird und über welche Stoffwechselwege es nutzbar gemacht wird, soll ein Experiment,
das analog zu dem in Abschnitt 2.1 beschriebenen ist, durchgeführt werden, wobei
nicht Glucose über 13C markiert ist, sondern Kohlenstoffdioxid.
Das zeitaufgelöste Messen des Kohlenstoffflusses basierend auf Glucoseaufnahme und
einer gegebenenfalls stattfindenden Kohlenstoffdioxidfixierung sowie die gleichzeitige
Analyse des Lipidabbaus über den Methylcitratzyklus wird einen beispiellosen Blick
auf den zentralen Kohlenstoffmetabolismus ermöglichen.
In den nächstfolgenden Teilen der Arbeit werden die metabolischen Zyklen nun mit-
tels computergestützter Methoden weiter untersucht. Im nächsten Kapitel wird dabei
getestet, ob sich Oszillationen für die Einzelzelle als vorteilhaft erweisen können. An-
schließend werden die Austauschraten für Glucose, Sauerstoff und Kohlenstoffdioxid,
die sich aus dem in Abschnitt 2.1 beschriebenen Experiment ergeben, verwendet, um
Erkenntnisse über interne Flussverteilungen zu gewinnen.
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“Whether these oscillations occur as a result of the complex cross-couplings and feed-
backs in metabolic pathways, or are a physiological necessity for an ”efficient“ metabolic
transition to occur, remains to be established.” (Mochan et al.,1973)1.
Trotzdem die metabolischen Zyklen in Hefe bereits seit sechs Jahrzehnten bekannt
sind, ist die Frage, worauf diese Oszillationen beruhen und ob sie eine Funktion erfül-
len, noch nicht geklärt.
In diesem Kapitel werden daher vier Szenarien, die in biochemischen Netzwerken zu
Oszillationen führen können, diskutiert und analysiert. Der Fokus liegt dabei auf den
metabolischen Zyklen in Hefe; Bezüge zu anderen periodischen Phänomen und Syste-
men werden aber ebenfalls hergestellt.
3.1 Oszillationen als intrinsische Netzwerkeigenschaft
Die Voraussetzungen, die gegeben sein müssen, um Oszillationen in biochemischen
Netzwerken beobachten zu können, sind aus theoretischer Sicht detailliert beschrieben
und analysiert worden. Nicht lange, nachdem die ersten biochemischen Oszillatoren
[7, 8, 17, 25, 37, 89] bekannt geworden waren, wurde dargelegt, dass eine notwendige
Voraussetzung für derartige Oszillationen Rückkopplung innerhalb der Reaktionswege
sei [38]. Weiterhin werden eine hinreichende Zeitverzögerung innerhalb des Systems,
Nichtlinearität der Reaktionskinetiken und geeignete Zeitskalen benötigt, um oszillato-
rische Dynamiken zu generieren [81]. Die negative Rückkopplung wird dabei gebraucht,
um das System zum Ausgangspunkt der Oszillation zurückzuführen, die Zeitverzöge-
rung des Signals der negativen Rückkopplung ist notwendig, damit das System keinen
stationären Zustand erreicht und in selbigem verweilt und die Nichtlinearität der Re-
aktionskinetiken, um den stationären Zustand des Systems zu destabilisieren [81].
Wenn man nun nach Gründen fragt, warum man Oszillationen in biochemischen
Netzwerken beobachten kann, sollte die Möglichkeit, dass diese auf derartigen int-
rinsischen Netzwerkeigenschaften beruhen und keine unmittelbare Funktion ausüben
beziehungsweise einen Fitnessvorteil für das Individuum mit sich bringen, nicht unbe-
dacht bleiben. Während eine negative Rückkopplung durchaus notwendig sein kann,
um beispielsweise Syntheseraten zu kontrollieren, kann die Zeitverzögerung innerhalb
1[74]
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des Systems, die dann schlussendlich zu den oszillatorischen Dynamiken führt, auf un-
vermeidbaren Prozessen, wie Transkription, Translation, Phosphorylierung und Trans-
port beruhen. So könnten bestimmte Oszillationen auch als Epiphänomen verstanden
werden, die sich aus dem Versuch des Systems Homöostase herzustellen, ergeben.
Wenngleich der Mechanismus ein anderer ist, findet sich in den Räuber-Beute-
Dynamiken [64] für derlei nicht offensichtlich funktionale Oszillationen eine anschau-
liche Analogie aus der Ökologie: Ein Ansteigen der Beutepopulation wird - nach einer
gewissen zeitlichen Verzögerung - auch ein Ansteigen der Räuberpopulation nach sich
ziehen aufgrund des steigenden Nahrungsangebots. Mit der Vergrößerung der Räuber-
population geht - erneut nach einer zeitlichen Verzögerung - eine Verminderung der
Beutepopulation einher, da diese von der erhöhten Anzahl von Räubern entsprechend
dezimiert wird. Diese Dynamiken haben in dem Sinne keinen unmittelbaren Vorteil;
sie beruhen auf den Interaktionseigenschaften der involvierten Spezies. Dies ist in ana-
loger Form auch für biochemische Netzwerke denkbar, wie oben ausgeführt. Wenn
diese Oszillationen nicht zu einer Verminderung der Fitness des jeweiligen Organismus
führen, besteht auch kein Selektionsdruck gegen selbige.
Gegeben die hohe Komplexität auf transkriptioneller, translatorischer und metaboli-
scher Ebene und die Interaktionen zwischen diesen, sollte das Szenario, wonach Os-
zillationen auf intrinsische Netzwerkeigenschaften zurückzuführen sind und keinen un-
mittelbaren Fitnessvorteil für das Individuum mit sich bringen, nicht ausgeschlossen
werden.
3.2 Oszillationen beruhend auf einer intrinsischen
Ordnung
Beim Zellzyklus handelt es sich um einen hoch regulierten Prozess mittels dem sich
Zellen reproduzieren. Er ist unterteilt in mehrere Abschnitte - G1, S-Phase, G2 und M-
Phase, wobei die Replikation der DNA der Zelle in der S-Phase und die Zellteilung in
der M-Phase stattfinden [83]. Bei jedem Übergang von einer Phase zur nächsten Pha-
se des Zyklus wird an einem “Kontrollpunkt” geprüft, ob die Voraussetzungen für ein
erfolgreichen Abschließen der selbigen gegeben sind, wodurch sichergestellt wird, dass
der Zellzyklus nur in eine Richtung verläuft, dass DNA nur einmal während des Zy-
klus repliziert wird und das gegebenenfalls auftretende Fehler korrigiert werden können
[34, 118]. Die vorhandenen Kontrollmechanismen sind zwischen verschiedenen Spezies
stark konserviert, was deren Wichtigkeit unterstreicht. Der erste Kontrollpunkt findet
sich dabei in G1. Es konnte gezeigt werden, dass Zellen, die vor Erreichen des so ge-
nannten Restriktionspunktes nicht ausreichend Nahrung zur Verfügung haben, in einen
Ruhezustand - die G0-Phase - übergehen und das Wachstum gestoppt wird [6]. Sobald
die Hungerphase überstanden ist, können die Zellen den Zellzyklus in der G1-Phase
fortsetzen. Dieser Kontrollpunkt dient offensichtlich zur Überprüfung, ob ausreichend
Nährstoffe für das erfolgreiche Durchlaufen des Zellzyklus vorhanden sind. An den
nächsten Kontrollpunkten - vor und nach der Replikation der chromosomalen DNA,
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die in der S-Phase stattfindet - kann der Zellzyklus gestoppt werden, um die Repa-
ratur von gegebenenfalls geschädigter DNA zu erlauben, wodurch die Unversehrtheit
des Genoms gewährleistet wird. In der sich anschließenden M-Phase werden nun die
replizierten Chromosomen getrennt und die Zelle teilt sich in zwei Tochterzellen mit
identischem Genom. Vor der Trennung der Chromosome ist ein weiterer Kontrollpunkt
gelagert, wo sichergestellt wird, dass die Chromosomen sich ordnungsgemäß an den
mitotischen Spindelapparat befinden, was garantiert, dass beide Tochterzellen diesel-
be Anzahl an Chromosomen erhalten. Die Übergänge zwischen den einzelnen Phasen
verlaufen dabei stets nur in eine Richtung und unterliegen einer strengen Kontrolle so
genannter Cyclin-abhängiger Kinasen (CDKs) [61], die somit die treibende Kraft des
Zellzyklusverlaufs darstellen. Deren Aktivität wird - wie der Name schon sagt - von
Cyclinen reguliert [42]. Während die CDK-Level über den Zellzyklus hinweg konstant
bleiben, ändern sich die Konzentrationen der Cycline, was eine periodische Aktivie-
rung der CDKs zur Folge hat [122].
Jede der einzelnen Phasen des Zellzyklus hat eine unterschiedliche Funktion und da-
mit unterschiedliche Anforderungen an die physiologischen Gegebenheiten, was sich in
der zellzyklusassoziierten Expression von zahlreichen Genen widerspiegelt [10, 94, 111,
126] und sich einer engen Verknüpfung von Metabolismus und Zellzyklusfortschrei-
ten [5, 6, 20, 123] niederschlägt. Die Replikation von DNA erfordert beispielsweise
hohe Mengen an Desoxynukleotiden (dNTPs), deren Bestände daher regelmäßig auf-
gefüllt werden müssen [124]. Damit konsistent variiert die Aktivität des Enzyms, das
für die Umwandlung von NTPs zu dNTPs verantwortlich ist [65]. Weiterhin konnte
gezeigt werden, dass glykolytische Enzyme mit dem Zellzyklus assoziierte Aktivitäten
aufweisen [119]. Die Intermediate der Glykolyse sind während der G1-Phase hochkon-
zentriert [66] und sie stellt zugleich auch die Hauptquelle derjenigen Ressourcen dar,
die für die Pyrimidinsynthese vonnöten ist. Auch die Level von Polyphosphaten, die
ebenfalls für biosynthetische Prozesse benötigt werden, unterliegen mit dem Zellzyklus
in Verbindung stehenden Schwankungen [80, 101].
Metabolische Zyklen in Hefe galten zunächst als ein mit dem Zellzyklus assoziiertes
Phänomen [50, 57]. Es wurde für zellzyklussynchronisierten Hefekulturen eine Bezie-
hung zwischen der Initiierung der Replikation der DNA und dem Metabolismus von
Kohlenhydratspeichern - Trehalose und Glykogen - festgestellt. Die Kohlenhydrate
akkumulieren in der G1-Phase und werden dann blitzartig abgebaut [57, 102, 103]
- wohl ausgelöst durch cAMP [76] - wodurch es zu einem Ethanolausstoß kommt
[50, 76, 114, 115]. Dass Hefe auch unter aeroben Bedienungen fermentieren kann,
wenn hohe Glucoselevel zu verzeichnen sind, ist gut bekannt [12] und wird zum Bei-
spiel durch das Überschreiten der respiratorischen Kapazität erklärt [108, 109, 121].
Gleichzeitig führt dieser Abbau der Kohlenhydratspeicher zu erhöhten Produktionsra-
ten von Nukleotiden, ATP und Proteinen. Diese, so wird gemutmaßt [26], schaffen die
Voraussetzungen zum Durchlaufen von “Start”, dem oben erwähnten ersten Kontroll-
punkt im G1/S-Übergang, da ausreichend Materialien und Energie für den zügigen
und vollständigen Ablauf der Replikation von DNA geschaffen werden, deren Initi-
ierung zum Beispiel von den vorhanden Kapazitäten zur Translation abhängen soll
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[44, 45, 46, 92].
Jedoch beobachtet man die metabolischen Zyklen auch auf Ethanolmedium, wo sich
keine Oszillationen von cAMP und Glykogen feststellen lassen und auch die Glyko-
lyse nicht aktiv ist [51]. Weiterhin lassen sich die Zyklen auch in sich nicht teilenden
Zellkulturen beobachten [106]. Diese Befunde lassen den Schluss zu, dass der periodi-
sche Abbau von Kohlenhydratspeicher, um die Voraussetzung für DNA-Replikation
zu schaffen, nicht der zentrale Mechanismus für die Oszillationen sein kann und Zell-
teilung nicht notwendig ist, um metabolische Zyklen beobachten zu können.
3.3 Oszillationen als Antwort auf toxische
Nebenprodukte
In mehreren Arbeiten zu den metabolischen Zyklen in Hefe konnte gezeigt werden
[9, 54, 117], dass die Replikation von DNA meist in der reduktiven Phase stattfindet,
wenn der oxidative Schaden am geringsten ausfällt [58], was zu der Annahme führ-
te, dass diese Oszillationen dazu dienen, Respiration von DNA-Replikation zeitlich zu
trennen. Hintergrund ist, dass Respiration nicht nur Energie in Form von ATP be-
reitstellt, sondern auch so genannte reaktive Sauerstoffspezies (ROS) produziert, die
mutagen sind, also Veränderungen des Genoms hervorrufen können [47, 95].
Eine Möglichkeit, diesem Problem zu begegnen, liegt in der zeitlichen Trennung von
Respiration und DNA-Replikation. Diese intuitiv sofort einleuchtende Erklärung für
die zu beobachtenden Oszillationen wurde jedoch infrage gestellt. Es konnte gezeigt
werden, dass sich DNA-Replikation und eine hohe Sauerstoffaufnahmerate nicht aus-
schließen, sondern dass diese während des kompletten Zyklus stattfinden kann [2, 105].
Auch lässt sich oszillatorisches Verhalten in sich nicht teilenden Zellkulturen beobach-
ten [106]. Dennoch kann es für die Zelle notwendig sein, nach Phasen der Respiration
Zeit für die Detoxifikation einzuräumen, da ROS nicht nur DNA, sondern auch Pro-
teine und Lipide - und damit auch Membranen - schädigen; ein Zusammenbruch des
Membranpotentials kann dann zum Erliegen der Energieproduktion führen [78].
3.3.1 Minimalsystem zur Untersuchung von Strategien zur
Biomasseproduktion in Anwesenheit toxischer
Nebenprodukte
Um der Frage nachzugehen, wie sich Vorhandenseins eines solchen Konflikts auf die
Organisation des Metabolismus auswirken kann, wird ein generisches Minimalsystem
untersucht, das in Abbildung 3.1 dargestellt ist (die dazugehörigen Gleichungen finden
sich im Anhang B, Gleichungen B.1 und B.2).
Das System ist derart gestaltet, dass die Produktion von toxischen Substanzen unver-
meidbar ist. Bei der Synthese der beiden Biomassekomponenten C und D entstehen
jeweils toxische Nebenprodukte, X beziehungsweise Y . Diese haben die Eigenschaft,
dass sie ein Intermediat des Syntheseweges - A2 beziehungsweise B2 - irreversibel ab-
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Abbildung 3.1: Schema des Minimalsystems, das zur Untersuchung von Szenario drei
verwendet wird. Es besteht aus 14 Reaktionen. Reaktionen 10 bis 14
sind irreversibel, die verbleibenden reversibel. Bei der Produktion von
Biomassekomponenten, C und D, werden toxische Nebenprodukte, X
und Y , gebildet, die jeweils ein Intermediat der korrespondierenden Kette
irreversibel abbauen können.
bauen können, was zu einer Verminderung der Gesamtbiomasseproduktion führt.
Mittels in-silico Evolution [30] wird dieses System auf eine Strategie hin untersucht,
die die Produktion von Biomasse unter diesen Gegebenheiten maximiert. Deren gene-
reller Ablauf ist im nächsten Abschnitt beschrieben.
3.3.2 In-silico Evolution - genereller Ablauf
Evolutionäre Algorithmen werden gewöhnlicherweise zur Lösung von Optimierungs-
problemen verwendet, bei denen die Zahl unbekannter Parameter sehr groß ist und die
für “klassische” Optimierungstechniken, wie Gradientensuche oder Simplex-Verfahren
nicht zugänglich sind. Es handelt sich um ein stark iteratives Verfahren, bei dem über
gewisse Generationsanzahl eine Zielfunktion optimiert wird, das auf der Biologie ent-
lehnten Prinzipien beruht. Während die Details der Implementation unterschiedlich
sein können, sind die dem Verfahren zugrunde liegenden Prinzipien stets dieselben. Im
biologischen Kontext kommen diese - um nur einige Beispiele zu nennen - bei der Un-
tersuchung von Robustheit metabolischer Netzwerke [110] und der Entstehung von Mo-
dularität [48, 49] sowie dem Auffinden optimaler Stöchiometrien ATP -produzierender
Systeme [18, 112] zum Einsatz. Nachfolgend beschrieben ist das in der Arbeit zum
Tragen kommende Verfahren.
Zunächst wird eine Population P erzeugt, die N Individuen umfasst; ein Indivi-
duum ist dabei eine Menge an Parametern, die das zu lösende Optimierungsproblem
beschreibt. Die Initialisierung dieser Individuen erfolgt zufällig, wodurch eine hohe Di-
versität in der Anfangspopulation gewährleistet ist. Über eine Fitnessfunktion kann
jedem Individuum eine Fitness zugeordnet werden, die dessen Reproduktionswahr-
scheinlichkeit bestimmt. Anschließend kommt es mit einer gewissen Mutationswahr-
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scheinlichkeit p zur Mutation dieser Individuen, die “Nachkommen” werden zur Po-
pulation hinzugefügt und deren Fitness wird ebenfalls ermittelt; die Populationsgröße
beträgt nun also 2N . Die N besten Individuen werden ausgewählt und repräsentieren
in der nächsten Generation die Elterngeneration. Durch das iterative Anwenden eines
solchen Selektionsdrucks wird die Fitness innerhalb der Population erhöht; dieses Ver-
fahren wird bis zum Erreichen eines geeigneten Abbruchkriteriums fortgesetzt. Diese
Methode garantiert allerdings nicht, dass das globale Optimum gefunden wird. Jedoch
kann über Mutationen ein lokales Optimum wieder verlassen werden, was beispiels-
weise bei einer Gradientensuche nicht möglich ist.
Das Verfahren ist im folgenden Pseudo-Code zusammengefasst:
Generation g = 0
initialisiere N Individuen
while (Abbruchbedingung nicht erfüllt)
for jede Zelle z
mutiere z
füge z zur Population hinzu
for jede Zelle z
bestimme Fitness von z
selektiere die N besten Zellen
Die genaue Ausgestaltung und die verwendeten Parameter sind im Anhang B Ab-
schnitt B.1.2 dargelegt und ist in [30] in einem anderen Kontext auf Funktionalität
getestet.
3.3.3 Ergebnisse
In Abbildung 3.2 sind die Simulationen für eine der mittels in-silico Evolution ge-
fundenen Lösungen dargestellt; die Regulation besteht dabei in einer Inhibition der
Reaktion v6 durch D. D inhibiert also dessen eigene Synthese. Abbildung 3.2(a) zeigt
die Konvergenz der Durchschnittsfitness der Population, die hier bereits nach 400
Generationen zu beobachten ist. Obgleich die Simulationen in konstanter Ergebung
erfolgen, demnach also kein periodisches äußeres Signal vorhanden ist, sind die opti-
malen Lösungen oszillatorischen Charakters. Die Ketten sind dabei antiphasisch aktiv
(Abbildungen 3.2(b) bis 3.2(d)), was zur Folge hat, dass die Produktion der Interme-
diate, die durch toxische Nebenprodukte abgebaut werden können, zeitlich von deren
Produktion getrennt ist (Abbildungen 3.2(e) und 3.2(f)).
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Abbildung 3.2: Zeitreihen für eine der Lösungen, die mittels in-silico Evolution erzielt
wird; hierbei inhibiert D die Reaktion v6. Teilabbildung (a) zeigt die
Konvergenz der Durchschnittsfitness der Population. Teilabbildungen (b)
bis (d) zeigen die Zeitverläufe der Intermediate der jeweiligen Ketten.
Teilabbildungen (e) und (f) zeigen die Zeitverläufe der toxischen Neben-
produkte,X und Y , und die Zeitverläufe der Metabolite, die durch selbige
abgebaut werden können, A2 beziehungsweise B2.
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Der Schaden, der durch die toxischen Nebenprodukte hervorgerufen wird, kann über
eine solche zeitliche Trennung von Syntheseschritten offenbar gemindert werden.
Um zu testen, inwieweit sich die Möglichkeit zur Regulation des Stoffwechsels auf
die Biomasseproduktion auswirkt, werden Zellen in derselben Umgebung evolviert,
die aber nicht die Möglichkeit haben, ihren Stoffwechsel entsprechend zu regulieren; es
werden lediglich die Ratenkonstanten mutiert, während die Regulationsterme derart
gewählt sind, dass sie die Raten nicht modifizieren können.
In Abbildung 3.3 sind beide Lösungen vergleichend abgebildet. Abbildungen 3.3(a)
und 3.3(c) zeigen die Dynamiken der Raten, die die Biomassekomponenten C und
D produzieren. Wenn keine Regulation erlaubt ist, sind beide Raten konstant und
identisch, da die Biomassekomponenten im Verhältnis 1:1 benötigt werden. Wird ei-
ne Regulationsstruktur verwendet, so beobachtet man - wie oben bereits erwähnt -
ein Umschalten zwischen beiden Ketten, was zu einer stufenartigen Akkumulation der
Biomasse führt (Abbildung 3.3(b)), während sie im Falle von nicht vorhandener Re-
gulationsstruktur linear erfolgt (Abbildung 3.3(d); weitere typische Ergebnisse für den
Fall, dass keine Regulationsstruktur evolviert werden darf, sind in Abbildung B.1 im
Anhang B dargestellt).
Die Lösungen für die ermittelten Regulationsstrukturen sind nicht eindeutig, son-
dern hängen von den Anfangsverteilungen der Parameter ab; die beiden sich dabei
qualitativ ergebenden Lösungen sind in Abbildung 3.4 dargestellt. Die Biomassekom-
ponente kann dabei entweder direkt die eigene Synthese inhibieren, indem der erste
Schritt der eigenen Synthese inhibiert wird (Abbildung 3.4(a)), oder aber indirekt,
indem der erste Schritt der Synthese der anderen Biomassekomponente aktiviert wird
(Abbildung 3.4(b)). Da das System symmetrisch angelegt ist, finden sich diese Regu-
lationsstrukturen für beide Biomassekomponenten.
In Tabelle 3.1 findet sich ein Vergleich der Fitnesswerte zwischen den einzelnen Re-
gulationsstrukturen sowie zwischen den Individuen mit und ohne der Möglichkeit zur
Regulation. Es zeigt sich, dass die Fähigkeit zur Regulation und damit die Fähigkeit,
den Metabolismus zeitlich zu koordinieren, einen deutlichen Fitnessvorteil mit sich
bringt. Die Biomasseproduktion liegt im Falle einer oszillatorischen Lösung zirka 30
Prozent über derjenigen Lösung, die erzielt wird, wenn keine Regulationsmöglichkeit
besteht. In 32 von 50 Fällen inhibiert die jeweilige Biomassekomponente ihre eigene
Synthese mittels einer negativen Rückkopplung. In weiteren 10 Fällen aktiviert eine
Biomassekomponente die Synthese der anderen, was - da sie um dieselbe Ressource R
konkurrieren - ebenfalls zu einer Inhibition der eigenen Synthese führt.
3.3.4 Fazit
In diesem Kapitel ist anhand eines generischen Systems untersucht, inwieweit sich die
Produktion von toxischen Nebenprodukten auf die Dynamiken des Stoffwechsels aus-
wirken kann. Für die Lösung eines solchen Konflikts gibt es generell zwei Strategien:
Zum einen könnte die Produktion der toxischen Nebenprodukte mit geringen Raten
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Abbildung 3.3: Vergleich der Flüsse, die die Biomassekomponenten C undD produzieren,
v5 beziehungsweise v9, und der Zeitverlauf der daraus resultierenden Bio-
masse für Zellen, die ihren Metabolismus regulieren und denjenigen, die
diese Möglichkeit nicht besitzen. Besteht die Möglichkeit zur Regulation,
sind beide Reaktionen zeitversetzt aktiv (Teilabbildung (a)) und die Ak-
kumulation von Biomasse folgt einer Stufenfunktion (Teilabbildung (b)).
Besteht hingegen keine Möglichkeit zur Regulation, nehmen die beiden
Raten denselben Wert an (Teilabbildung (c), da die Biomassekomponen-
ten im Verhältnis 1:1 benötigt werden. Die Akkumulation der Biomasse
erfolgt somit linear (Teilabbildung (d)).
ablaufen, was die Schädigung geringhält, aber gleichzeitig auch die Produktion von den
Zielmetaboliten auf einem niedrigen Level verlaufen lassen würde. Die zweite Strategie
besteht darin, beide Ketten zeitlich getrennt voneinander ablaufen zu lassen. Das hät-
te zur Folge, dass die Produktion des toxischen Nebenprodukts, das ein Intermediat
der korrespondierenden Kette schädigt, zeitlich von dessen Produktion getrennt wäre.
29
3 Ursprung von Oszillationen in biochemischen Netzwerken
Rx R
A A A
B B B
C
D1 2 3
1 2 3
1
1
3
7 8 9
4 5
2
6
BM
+ 2 X
+ 2 Y
14
1
12
13
10
(a)
R
x
R
A A A
B B B
C
D
1 2 3
1 2 3
1
1
3
7 8 9
4 5
2
6
BM
+ 2 X
+ 2 Y
14
1
12
13
10
(b)
Abbildung 3.4: Die zwei qualitativen Lösungen der in-silico Evolution hier dargestellt für
die Biomassekomponente C. Aufgrund der Symmetrie des System findet
man die analogen Lösungen auch für D. Die Biomassekomponente kann
dabei die eigene Synthese inhibieren (Teilabbildung (a)) oder aber die
Produktion der anderen Biomassekomponente aktivieren (Teilabbildung
(b)).
keine Reg. C a v2 D → v2 C a v3 C → v6 D a v6
Biomasse 511± 30 693± 15 672± 73 642± 33 671± 25 681± 34
Häufigkeit - 17/50 4/50 4/50 6/50 11/50
Tabelle 3.1: Die evolvierten Regulationsstrukturen und die daraus resultierende Biomas-
seproduktion. Alle Größen sind in beliebigen Einheiten angegeben. In der
ersten Zeile findet sich akkumulierte Biomasse im Integrationsintervall T
(hier T = 500), die die Fitness der Zellen repräsentiert. Dabei wird stets
der Durchschnittswert der jeweils besten Individuen für insgesamt 50 ver-
schiedene Startbedingungen ermittelt. Die Häufigkeit, mit der eine bestimmte
Regulationsstruktur evolviert wird, ist in Zeile 2 angegeben. In acht Fällen
wurde die Simulation vor Erreichen der Konvergenz abgebrochen. Werden
Zellen in derselben Umgebung evolviert, die aber nicht die Möglichkeit ha-
ben, Regulationsstrukturen zu etablieren, produzieren diese deutlich weniger
Biomasse (Spalte “keine Reg.”); getestet wird dabei für 10 verschiedene in-
itiale Parameterverteilungen.
Nachteil wäre jedoch, dass die Ketten jeweils nicht für die komplette Zeit aktiv wären.
Hier wird mittels in-silico Evolution gezeigt, dass eine zeitliche Kompartimentierung
die Fitness des Individuums erhöhen kann, da so eine effiziente Trennung der Produk-
tion toxischer Nebenprodukte und der Produktion der Metabolite, die durch ebenjene
Nebenprodukte geschädigt werden, realisiert wird. Wird dasselbe System in derselben
Umgebung evolviert, ohne dabei die Möglichkeit zu haben, den Metabolismus zu regu-
lieren, sind die daraus resultierenden Lösungen nicht oszillatorischen Charakters und
es wird deutlich weniger Biomasse produziert.
Die dabei am häufigsten auftretende Regulationsstruktur ist eine negative Rückkopp-
lung einer Biomassekomponente auf die eigenen Synthese, wodurch das Umschalten
zwischen den Ketten ermöglicht wird. Diese Struktur kennt man beispielsweise aus
der Aminosäuresynthese [1] und erinnert auch stark an die des Goodwin-Oszillators
[29, 31], der die Grundlage zahlreicher Modelle für zirkadiane Rhythmen bildet [28, 93].
Das Umschalten zwischen den Ketten ist sehr abrupt (Abbildung 3.3(a)), was auf die
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hohe Nichtlinearität der hier verwendeten Regulationsterme (Anhang B, Gleichungen
B.4) - der Hillkoeffizient beträgt 10 - zurückzuführen ist. Die sinnvolle Verwendung
solcher Hillfunktionen ist ein kontroverses Thema [125]; in biologischen Systemen neh-
men die Hillkoeffizient üblicherweise keine Werte größer n = 4 an, so dass der hier
gewählte unrealistisch hoch erscheinen mag. Jedoch unterliegt der hohe Hillkoeffizi-
ent in diesem hier dargestellten Kontext weniger einer biologischen als vielmehr einer
“technischen” Interpretation, da hier nicht versucht wird quantitativ Enzymkinetik
abzubilden, sondern das qualitative Verhalten von Minimalmodellen untersucht wird.
Die zeitliche Trennung inkompatibler Prozesse ist allerdings nicht nur hinsichtlich
der metabolischen Zyklen in Hefe von Bewandtnis. So könnte die Vermeidung von
Schäden, die durch oxidativen Stress hervorgerufen werden, auch eine der Triebkräf-
te für das entstehen zirkadianer Rhythmen gewesen sein. In [19] wird gezeigt, dass
Peroxiredoxine - die in den Abbau von ROS involviert sind [128] - einen 24 Stunden
Rhythmus aufweisen, der sehr stark über Speziengrenzen hinweg konserviert ist. Aber
nicht nur oxidativer Stress kann zur Schädigung von DNA führen, sondern auch UV-
Licht. In [27] wird nahegelegt, dass Fotorezeptoren, die blaues Licht zu detektieren
in der Lage sind und zirkadiane Rhythmen co-evolvierten. Dadurch waren die ersten
Metazoen in den Ozeanen in der Lage, auf für sie ungefährliche Tiefen abzusinken, um
UV-Strahlung zu vermeiden, da Licht entsprechend antizipiert werden konnte. Die Fä-
higkeit zur Antizipation von Licht ist auch für andere Organismen von Relevanz, wie
zum Beispiel für bestimmte Cyanobakterien, die zwei essentielle und inkompatible Pro-
zesse aufeinander abzustimmen haben: Stickstofffixierung und Fotosynthese. Enzyme,
die für die Stickstofffixierung vonnöten sind, können durch molekularen Sauerstoff -
der in der Fotosynthese produziert wird - geschädigt werden. Dieser Konflikt kann zum
einen durch eine räumliche Trennung als auch durch eine zeitliche aufgelöst werden,
indem die Stickstofffixierung während der Nacht erfolgt, wenn aufgrund Lichtmangels
keine Fotosynthese ablaufen kann [72, 73]. Die Notwendigkeit für Detoxifikation wird
auch im Kontext von Schlaf diskutiert. Obwohl diverse Theorien darüber existieren,
warum Organismen schlafen (müssen) [71], ist die Funktion, die Schlaf ausübt, im-
mer noch eine offene Frage. In verschiedenen Arbeiten wird darüber spekuliert, ob
Schlaf nicht dazu dienen würde, den Organismus zu detoxifizieren: In [41] wird gesagt,
dass Schlaf für die neuronalen Detoxifikation benötigt würde. In einer weiteren Arbeit
wird auf die Fähigkeit Melatonins - ein Hormon, das überwiegend während des Schla-
fens produziert wird - verwiesen, toxische Carbonyl-Verbindungen abzubauen [132].
In Mäusen konnte nachgewiesen werden, dass der Raum zwischen Gehirnzellen um 60
Prozent vergrößert ist, wenn die Mäuse schlafen [130]; die Folge dieser Vergrößerung
ist ein erhöhter Abtransport toxischer Substanzen, wie zum Beispiel von β-Amyloid
- ein Protein, das mit der Krankheit Alzheimer assoziiert ist - das dann zweimal so
schnell abtransportiert werden kann wie in wachen Mäusen. Der Fluss von Abfallpro-
dukten beträgt in wachen Mäusen nur ungefähr 5 Prozent von dem, der in schlafenden
zu verzeichnen ist.
Anhand dieser Beispiele ist ersichtlich, dass die hier gefundenen Dynamiken ein gene-
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relles Wachstumsprinzip verdeutlichen könnten.
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3.4 Oszillationen stellen ein optimales Reaktionsmilieu
ein
Kompartimente spielen eine wichtige Rolle in Eukaryoten. Sie erlauben dem Orga-
nismus einen hohen Grad an Spezialisierung, das Etablieren verschiedener Reaktions-
und Redoxmilieus, die das simultane Ausführen von Reaktionen mit unterschiedlichen
physiologischen Anforderungen gestatten. Aber auch innerhalb eines Kompartiments
können - trotz aller Spezialisierung - die einzelnen Stoffwechselwege unterschiedliche
Anforderungen an das vorherrschende Reaktionsmilieu haben. In diesem Abschnitt
wird getestet, wie sich die unterschiedlichen Anforderungen an das Reaktionsmilieu
auf die Organisation des Metabolismus auswirken können. Dafür werden zwei ver-
schiedene Fälle untersucht:
Maximierung der Wachstumsrate Die Wachstumsrate wird bei begrenzter enzy-
matischen Kapazität maximiert.
Minimierung des Enzymbedarfs Die Enzymmenge, die notwendig ist, um eine be-
stimmte Ratenverteilung zu erreichen, wird minimiert.
Verwendet werden dabei erneut Minimalsysteme, die ein solches Szenario abbilden.
Im ersten Fall wird die Wachstumsrate mittels in-silico Evolution maximiert; der En-
zymbedarf hingegen über eine in [23] beschriebene Methode minimiert.
3.4.1 Maximierung der Wachstumsrate
Wie schon in Abschnitt 3.3 wird auch hier ein generisches System betrachtet; dieses
ist in Abbildung 3.5 dargestellt. Es besteht aus zwei Ketten, deren Endprodukte, C
und D, die Vorläufer der Biomasse darstellen. Die dazugehörigen Raten- und Differen-
tialgleichungen sind im Anhang B angegeben (Gleichungen B.5 und B.7).
Für eine effiziente Synthese von C werden hohe Konzentrationen von F1 benötigt,
während die Konzentration von F2 möglichst gering sein soll. Für die Bildung von
D verhält es sich umgekehrt. F1 und F2 werden dabei nicht netto verbraucht oder
konsumiert, sondern repräsentieren lediglich unterschiedliche Reaktionsmilieus. Eine
Konvertierung des Reaktionsmilieu ist möglich (Reaktionen v11 und v12).
Das System wird mittels in-silico Evolution [30] hinsichtlich optimaler Strategien der
Biomasseproduktion untersucht. Die Zielfunktion ist also die akkumulierte Biomasse
in einem Zeitintervall T , mit T = 500. Der für die in-silico Optimierung verwendete
Algorithmus ist dabei derselbe wie in Abschnitt 3.3. Details zur Implementierung
finden sich im Anhang B (Abschnitt B.2).
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Abbildung 3.5: Schematische Darstellung eines metabolischen Systems, das zwei verschie-
dene Reaktionsmilieus repräsentiert. Es besteht aus 12 Reaktionen. Re-
aktionen 10 bis 12 sind irreversibel, die verbleibenden reversibel. Die Pro-
duktionswege der Biomassekomponenten, C und D, haben unterschied-
liche Anforderungen an das Reaktionsmilieu: Während die Produktion
von C besonders effizient abläuft, wenn die Konzentration von F1 hoch
und die von F2 niedrig ist, verhält es sich genau entgegengesetzt für die
Produktion von D.
In-silico Evolution - Ergebnisse
Auch für dieses System erhält man stabile sich selbst erhaltende Oszillation in einer
nicht fluktuierenden Umgebung (Rx ist konstant und beträgt 10). Eine der Lösungen,
die man mittels in-silico Evolution erhält, ist in Abbildung 3.7 visualisiert. In die-
ser dargestellten Lösung erfolgt eine Inhibierung der Reaktion v11 durch C und eine
Aktivierung der Reaktion v10 durch F2 (dargestellt in Abbildung 3.6).
Abbildung 3.7(a) zeigt die Konvergenz der Durchschnittsfitness der Population. Gut
zu erkennen ist der Sprung in der Fitness bei Generation 165, ab der sich die gefunde-
ne Regulationsstruktur innerhalb der Population durchsetzt. Die Abbildungen 3.7(b)
bis 3.7(d) zeigen die Zeitverläufe der Intermediate der beiden Ketten und Abbildung
3.7(e) die Zeitverläufe von F1 und F2. Abbildung 3.7(f) zeigt die Aktivitätsprofile der
beiden Regulationsterme sowie die beiden Raten der die Biomassekomponenten pro-
duzierenden Reaktionen, v5 beziehungsweise v9. Es ist ersichtlich, dass zwischen den
Ketten hin- und hergeschaltet wird. Somit ist jede der Ketten zwar nur die Hälfte der
Zeit maximal aktiv, die Reaktionen können dabei allerdings in dem für sie optimalen
Milieu ablaufen. Beide Regulationsterme weisen dabei oszillatorisches Verhalten auf
und schalten zwischen den beiden Extremwerten 0 (Inhibition der Rate) und 1 (Akti-
vierung der Rate) hin und her, nehmen also eine regulierende Rolle ein, indem sie die
Raten v10 und v11 aktivieren beziehungsweise inhibieren. Nimmt die Konzentration C
einen entsprechend hohen Wert an, inhibiert sie die Umwandlung von F2 zu F1, was
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Abbildung 3.6: Visualisierung der Regulationsstrukturen für eine der über in-silico Evo-
lution bestimmten Lösungen. Die Biomassekomponente C inhibiert die
Reaktion v11, während das das Co-Substrat F2 die eigene Synthese aus
F1 aktiviert.
eine Inhibierung der Synthese von C zur Folge hat. Die hohen Level an F1 sinken, ge-
nau wie die Rate v5 und es wird F2 gebildet, das für die Synthese von D - der zweiten
Biomassekomponenten - vonnöten ist.
Für das schnelle Umschalten ist die zweite regulierende Struktur verantwortlich; dabei
aktiviert F2 dessen eigene Bildung aus F1, was mit einem rapiden Ansteigen von v9 -
der Reaktion, die zur Synthese von D führt - einhergeht 3.7(f).
Während die Inhibition von v11 durch C für das Umschalten zwischen den Ketten
benötigt wird, garantiert die Aktivierung der Reaktion v10 durch F2, dass dieses Um-
schalten schnell vonstatten gehen kann. Dieses schnelle Umschalten wird möglich - wie
bereits in Kapitel 3.3.4 diskutiert - aufgrund der hohen Nichtlinearität der Regulati-
onsterme (B, Gleichungen B.4), für die ein Hillkoeffizient von 10 verwendet wird.
Die über in-silico Evolution erhaltenen Lösungen sind abhängig von den Anfangs-
bedingungen der Parameter für die Regulationsterme und der Ratenkonstanten. In
Tabelle 3.2 sind diejenigen Regulationsstrukturen aufgeführt, die mehr als zweimal
bei 50 verschiedenen initialen Parameterverteilungen ermittelt wurden. Wenngleich
sich die jeweiligen Interaktionen unterscheiden, so sind die erhaltenen Fitnesswerte für
die verschiedenen Regulationsstrukturen sehr ähnlich. Optimiert man dasselbe Sys-
tem, ohne dass derartige regulierende Interaktionen Verwendung finden dürfen, wird
wesentlich weniger Biomasse produziert (Tabelle 3.2).
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Abbildung 3.7: Zeitreihen für eine der evolvierten Lösungen des Minimalsystems dar-
gestellt in Abbildung 3.5. Hierbei inhibiert C v11 und F2 aktiviert v10.
Teilabbildung (a) zeigt die Konvergenz der Durchschnittsfitness der Po-
pulation. Teilabbildungen (b) bis (d) zeigen die Zeitverläufe der Inter-
mediate der jeweiligen Ketten. Teilabbildung (e) zeigt die Zeitverläufe
von F1 und F2. Teilabbildung (f) zeigt die Flüsse v5 und v9, die zur Bil-
dung der Biomassekomponenten C und D führen, sowie die Zeitverläufe
der Regulationsterme. Diese alternieren zwischen 0 (Inhibierung) und 1
(Aktivierung).
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keine Reg. C → v10 ∧ F1 → v11 D → v11 ∧ F2 → v10 C a v11 ∧ F2 → v10
Biomasse 3045± 2 4278± 182 4269± 74 4392± 119
Häufigkeit - 5/50 7/50 6/50
Tabelle 3.2: Die evolvierten Regulationsstrukturen und die daraus resultierende Biomas-
seproduktion. Alle Größen sind in beliebigen Einheiten angegeben. In der
ersten Zeile findet sich die akkumulierte Biomasse im Integrationsintervall T
(hier T = 500), die die Fitness der Zellen repräsentiert. Dabei wird stets der
Durchschnittswert der jeweils besten Individuen für insgesamt 50 verschiede-
ne Startbedingungen ermittelt. Die Häufigkeit, mit der eine bestimmte Regu-
lationsstruktur evolviert wird, ist in Zeile 2 angegeben. Aufgeführt sind dieje-
nigen Lösungen, die mindestens zweimal auftreten. In 24 von 50 Fällen wird
keine oszillatorische Lösung ermittelt. Werden Zellen in derselben Umgebung
evolviert, die aber nicht die Möglichkeit haben, Regulationsstrukturen zu eta-
blieren, produzieren diese deutlich weniger Biomasse (Spalte “keine Reg.”);
getestet wird dabei für 10 verschiedene initiale Parameterverteilungen.
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Abbildung 3.8: Das Schema des untersuchten Systems. Es besteht aus acht Reaktionen,
die alle reversibel sind. Die Produktionswege für C und D haben unter-
schiedliche Anforderungen an das Reaktionsmilieu: Während die Produk-
tion von C besonders effizient abläuft, wenn die Konzentration von F1
hoch und die von F2 niedrig ist, verhält es sich genau entgegengesetzt für
die Produktion von D.
3.4.2 Minimierung des Enzymbedarfs
Im vorangegangenen Abschnitt ist gezeigt, dass bei einer begrenzten enzymatischen
Kapazität ein Umschalten zwischen Stoffwechselwegen, die gegenläufige Anforderun-
gen an das Reaktionsmilieu aufzeigen, die Biomasseproduktion gegenüber einem Sys-
tem, in dem diese Stoffwechselwege gleichzeitig aktiv sind, erhöhen kann.
Dies entspricht dem ersten in Abschnitt 3.4 dargelegten Fall. Hier wird nun getestet,
ob über eine solche zeitliche Trennung von Stoffwechselaktivitäten der Enzymbedarf,
der notwendig ist, um eine bestimmte Rate zu erzielen, verringert werden kann. Dies
wird in diesem Abschnitt anhand eines Fallbeispiels getestet. Das dafür verwendete
System - in Abbildung 3.8 dargestellt - ähnelt dem aus dem vorangegangen Kapitel.
Es wird allerdings nicht evolviert, sondern es kommt eine in [23] publizierte Methode
zum Einsatz, die es erlaubt, Enzymkosten in Reaktionswegen zu berechnen. Getestet
wird, ob sich über ein Umschalten zwischen den beiden Synthesewegen für C und D
Enzymkosten vermindern lassen, wenn diese zum Zeitpunkt T mit einer bestimmten
Konzentration vorliegen sollen. Dafür werden zwei Strategien hinsichtlich ihres En-
zymbedarfs untersucht, die in Abbildung 3.9 für v4 wiedergegeben sind.
Strategie 1 Die Produktionsraten v4 und v8 sind über den gesamten Zeitraum T
hinweg konstant; die Synthese der Metabolite C und D erfolgt daher kontinuierlich.
Strategie 2 Die Produktionsraten v4 und v8 sind jeweils nur für die Hälfte des Zeit-
raums T aktiv. Während zum Beispiel v4 in der ersten Hälfte des Zeitraums aktiv und
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Abbildung 3.9: Die zwei Strategien der Zelle dargestellt an v4. Die Rate v14 kann konstant
sein, wodurch C1 kontinuierlich produziert wird (Strategie 1, dargestellt
in schwarz). Die zweite Strategie (in rot) besteht darin, dass die Rate v24
doppelt so hoch ist wie v14 , aber dafür nur für die Hälfte der Zeit aktiv ist.
Die Menge an C, C(T ), die produziert wird, ist in beiden Fällen identisch.
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Strategie Rx Cx Dx v0 v1 v2 v3 v4 v5 v6 v7 v8 F1 + F2
1 20 1.3 1.3 20 10 10 10 10 10 10 10 10 5
2 20 1.3 - 20 20 20 20 20 - - - - 520 - 1.3 20 - - - - 20 20 20 20 5
Tabelle 3.3: Parameter und Flusswerte, die verwendet werden, um die beiden Strategien
(Abbildung 3.9) hinsichtlich ihres Enzymbedarfs zu untersuchen. Alle Größen
sind in beliebigen Einheiten angegeben. In Strategie 1 sind sämtliche Raten
für ein Zeitintervall T aktiv; der Fluss v0 teilt sich gleichmäßig auf beide
Ketten auf. In Strategie 2 ist jede Kette jeweils nur T/2 lang aktiv. Die
Summe von F1 und F2 ist auf den Wert 5 beschränkt.
Strategie R A1 A2 C B1 B2 D F1 F2
1 13.01 8.16 3.79 2.03 8.67 4.42 2.18 2.51 2.49
2 6.08 1.61 2.60 4.90 - - - 5.00 0.006.08 - - - 1.61 2.60 4.90 0.00 5.00
Tabelle 3.4: Die optimalen Konzentrationen der Intermediate für beide untersuchte Stra-
tegien. Für Strategie 1 ist das Verhältnis von F1 zu F2 annähernd 1. Für
Strategie 2 nehmen F1 beziehungsweise F2 den theoretisch möglichen Maxi-
malwert/Minimalwert an, wenn sie als Substrat/Produkt auftreten.
in der zweiten Hälfte inaktiv ist, verhält es sich für v8 genau umgekehrt.
Der Enzymbedarf wird nun - bei fixierten Werten für v4 und v8 - für beide Strategi-
en minimiert. Die festgelegten Größen für eine dazu vorgenommene Beispielrechnung
finden sich in Tabelle 3.3. Sämtliche Gleichungen sowie eine Beschreibung der aus
[23] entlehnten Methode zur Berechnung des Enzymbedarfs finden sich im Anhang B
(Abschnitt B.3).
Ergebnisse
Tabelle 3.4 zeigt die optimalen Konzentrationen für beide Strategien; Tabelle 3.5 den
damit einhergehenden Enzymbedarf. Es zeigt sich, dass mit Strategie 2 zirka 30 Pro-
zent weniger Enzym gegenüber Strategie 1 benötigt wird. Diese Ergebnisse beruhen in
Strategie E0 E1 E2 E3 E4 E5 E6 E7 E8
∑
Ei
1 97.36 45.07 77.80 90.71 59.18 52.04 91.70 74.61 51.09 639.55
2 38.93 38.93 55.67 60.43 39.97 - - - - 233.9238.93 - - - - 38.93 55.67 60.43 39.97 233.92
Tabelle 3.5: Die benötigte Menge an Enzymen für beide untersuchte Strategien. Alle Grö-
ßen sind in beliebigen Einheiten angegeben. Der Enzymbedarf fällt für Stra-
tegie 2 wesentlich geringer aus als für Strategie 1.
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diesem Beispiel auf den thermodynamisch effizienteren Gradienten, die sich in Stra-
tegie 2 einstellen lassen. Während die Konzentrationen von F1 und F2 für Strategie
1 annähernd gleich sind, können sie im Falle von Strategie 2 jeweils ihren Optimal-
wert annehmen (Tabelle 3.4). Dies ist darauf zurückzuführen, dass sich im Falle von
Strategie 2 das im Anhang B.3 angegebene System der thermodynamischen Beschrän-
kungen (Gleichungen B.11) sich erheblich vereinfacht, da bei der Optimierung einer
einzelnen Kette die Hälfte der thermodynamischen Beschränkungen irrelevant ist. Da-
durch vergrößert sich der Lösungsraum für die einzelnen Konzentrationen erheblich,
die Produkt- und Substratkonzentrationen können optimal gewählt werden, was den
Bedarf an Enzym verringert.
3.4.3 Fazit
Über zwei Ansätze kann gezeigt werden, dass es für die Fitness der Zelle von Vorteil
sein kann, Stoffwechselwege, die unterschiedliche Anforderungen an das Reaktionsmi-
lieu besitzen, zu unterschiedlichen Zeiten zu aktivieren. Trotzdem die Stoffwechselwege
in diesem Falle nicht dauerhaft aktiv sind, kann ein Fitnessvorteil generiert werden, da
die Reaktionen jeweils unter den für sie optimalen Bedingungen ablaufen können. Das
Ablaufenlassen von Einzelprozessen in den für sie optimalen Reaktionsmilieus kann
also gegenüber der Optimierung des Gesamtprozesses Fitnessvorteile für die Zelle mit
sich bringen.
Das Umschalten zwischen den Reaktionsmilieus ist diesen Modellen dabei nicht mit
Kosten für die Zelle verbunden, was unter realistischen Bedingungen nicht der Fall ist,
sondern stets mit Verbrauch von Ressourcen einhergeht. Fasst man das Modell sehr all-
gemein auf, könnte man F1 und F2 auch als unterschiedliche pH-Werte interpretieren,
bei denen bestimmte Enzyme der unterschiedlichen Synthesewege ihr Aktivitätsopti-
mum aufweisen. Für das Umschalten zwischen zwei verschiedenen pH-Werten ist aller-
dings der Einsatz von energieverbrauchenden Protonenpumpen notwendig. Dies ließe
sich in diesen Modellen berücksichtigen, indem man beispielsweise für das Umschalten
eine bestimmte Menge an Ressource R aufzuwenden hat, oder dieses mit Verbrauch an
Biomasse BM einhergeht. So könnte auch eine Schranke ermittelt werden, bis zu der
sich das Umschalten für die Zelle noch auszahlt und ab der ein stationärer Zustand
effizienter wäre.
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3.5 Zusammenfassung und weiterführende Arbeiten
In diesem Kapitel sind vier verschiedene Szenarien dargelegt, die zu Oszillationen in
biochemischen Netzwerken führen können.
Zum einen könnte es sich dabei um ein rein mechanistisches Phänomen handeln, das
auf einer negativen Rückkopplung und einer systeminherenten Zeitverzögerung die-
ses Signals beruht und keinen unmittelbaren Vorteil für den Organismus mit sich
bringt. Weiterhin könnten diese Dynamiken von intrinsischen Zyklen wie dem Zell-
zyklus herrühren. Dieser ist in verschiedene Phasen unterteilt, wobei die Übergänge
zwischen den selbigen stark reguliert sind und dabei verschiedensten Anforderungen
genügen müssen, was sich in den sich über den Zyklus hinweg ändernden physiologi-
schen Profilen wiederfindet. Die Idee, dass die metabolischen Oszillationen, die man
in Hefe beobachten kann, dazu dienen, die Unversehrtheit des Genoms zu gewährleis-
ten, indem die Phase hoher respiratorischer Aktivität zeitlich von der Replikation der
DNA getrennt wird [9, 54, 117], findet in den hier durchgeführten Simulationen Un-
terstützung. Für ein Minimalsystem, in dem ein solcher Konflikt abgebildet ist, wird
mittels in-silico Evolution gezeigt, dass die Produktion von Biomasse die höchsten
Werte erreicht, wenn die Produktion von toxischen Nebenprodukten von der Synthese
der durch sie geschädigten Metabolite zeitlich getrennt wird. Die erhaltenen Lösungen
sind demnach oszillatorischen Charakters. Diese ergeben sich auch, wenn ein Mini-
malsystem untersucht wird, das Stoffwechselwege, die unterschiedliche Anforderungen
an das vorherrschende Reaktionsmilieu haben, aufweist. Zu beobachten ist dann ein
Umschalten zwischen den Reaktionsmilieus. Trotzdem die Stoffwechselwege dann nur
die Hälfte der Zeit aktiv sind, kann über eine solche zeitliche Kompartimentierung
ein Fitnessvorteil generiert werden, da jeder der Stoffwechselwege unter optimierten
Bedingungen abläuft.
Bezüglich der Simulationen, die auf in-silico Evolution beruhen (Abschnitte 3.3 und
3.4), ist anzumerken, dass die erhaltenen Oszillationen nicht von außen vorgegeben
sind, sondern sich als optimale Lösung für den abgebildeten Konflikt ergeben. Nimmt
man den Systemen die Möglichkeit Regulationsstrukturen zu etablieren, reduziert sich
die Biomasseproduktion in erheblichen Maße.
Es ist davon auszugehen, dass es nicht nur einen Grund für die metabolischen Zy-
klen in Hefe gibt; vielmehr dürfte es sich um eine Überlagerung dieser hier aufge-
zeigten Szenarien handeln, die zu den beobachteten Phänomen führen. Ein nächster
Schritt wäre nun, ein realistisches Modell mittels in-silico Evolution zu untersuchen,
um mögliche Regulationsmechanismen zu detektieren. Ein solches Modell ist in Ab-
bildung 3.10 dargestellt; die dazugehörigen Reaktionen und Nettogleichungen für die
Biomassekomponenten finden sich in Anhang B im Abschnitt B.4. Mit diesem Modell
ließe sich untersuchen, ob es nur aufgrund der unterschiedlichen Anforderungen ein-
zelner Stoffwechselwege an das Reaktionsmilieu zu Oszillationen kommen kann und
sich bereits publizierte Regulationsstrukturen [116, 131] finden lassen. Dieses Modell
kann leicht um eine schädigende Komponente erweitert werden, indem man während
der Respiration (Reaktion v20) die Produktion von ROS mit berücksichtigt, die dann
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Abbildung 3.10: Modell des zentralen Hefestoffwechsels. Phosphate, Protonen und La-
dungen sind in dem Schema nicht berücksichtigt. Als Reaktionsrichtung
ist dabei diejenige angegeben, die für das Aufstelle der stöchiometrischen
Matrix verwendet wird.
beispielsweise Lipide oder Biomasse abbauen. So könnten mehrere Szenarien inner-
halb eines Modells untersucht werden und eine gegebenenfalls auftretende zeitliche
Ordnung von Produktionsschritten mit den experimentell bestimmten (Abschnitt 2.1)
verglichen werden.
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4 Flussbilanzanalyse zu metabolischen
Zyklen in Hefe
Aus den Simulationen des vorangegangenen Kapitels lässt sich unter anderem ablei-
ten, dass es Vorteile für das Wachstum der Zelle mit sich bringen kann, wenn zwischen
Stoffwechselwegen hin- und hergeschaltet wird, sie also zu unterschiedlichen Zeiten ak-
tiv sind. Auf diese Weise kann die Wirkung toxischer Nebenprodukte minimiert werden
und Reaktionen in dem für sie jeweils optimalen Reaktionsmilieu vonstatten gehen.
In diesem Kapitel werden die aus dem in Abschnitt 2.1 beschriebenen Experiment
gewonnenen Austauschraten für Glucose, Sauerstoff und Kohlenstoffdioxid genutzt,
um Erkenntnisse über interne Flussverteilungen und -änderungen zu gewinnen, die
sich während der metabolischen Zyklen ergeben. Von diesen drei Austauschraten ab-
gesehen, repräsentieren die in diesem Kapitel dargestellten Raten keine experimentell
erhobenen, sondern sind Ergebnisse der Flussbilanzanalyse (FBA); deren Grundla-
gen sind in Abschnitt 4.1 dargelegt. Mit Hilfe von FBA wird untersucht, inwieweit
gewisse Raten, wie die Wachstumsrate und die Produktionsraten einzelner Biomas-
sekomponenten mit diesen Austauschraten in Verbindung stehen, was gegebenenfalls
Rückschlüsse auf tatsächlich stattfindende Prozesse und eine zeitliche Ordnung von
Syntheseschritten zulässt.
4.1 Grundlagen der Flussbilanzanalyse
Die Flussbilanzanalyse (FBA) erlaubt es Flusslösungen zu berechnen, die eine be-
stimmte Zielfunktion unter Berücksichtigung von Kapazitätsbeschränkungen von En-
zymen und gemessene Flussverteilungen optimieren. Da FBA in den nachfolgenden
Abschnitten von zentraler Bedeutung sein wird, werden an dieser Stelle die Grundla-
gen der Flussbilanzanalyse dargelegt. Orientiert wird sich dabei an [84].
Die Dynamik metabolischer Netzwerke kann folgendermaßen beschrieben werden:
dS(t)
dt
= N · v(S(t),p). (4.1)
Dabei repräsentiert S einen Vektor, der die Konzentrationen der m Substrate enthält,
v ist ein Vektor mit n Ratengleichungen, p ein Vektor der alle Parameter des System
enthält und N ist eine m× n Matrix, die so genannte stöchiometrische Matrix.
Jede Spalte der Matrix korrespondiert zu einer Reaktion, wohingegen die Zeilen den
Metaboliten zuzuordnen sind. Die Matrixeinträge, die stöchiometrischen Faktoren, sind
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Abbildung 4.1: Schema eines Beispielsystems. Es ist leicht abgeändert übernommen aus
[56]. S1, S2 und S3 sind Metabolite. Alle Reaktionen vi sind reversibel,
wobei die eigentliche Richtung des Flusses - die das Vorzeichen der stö-
chiometrischen Koeffizienten bestimmen - durch schwarze Pfeile markiert
ist.
normalerweise ganzzahlig. Tritt ein Metabolit i in Reaktion j als Produkt/Substrat
auf, so ist der stöchiometrische Koeffizient an der Position nij positiv/negativ. Der
Betrag von nij gibt dabei den die Zahl der Moleküle des Metaboliten an, die in der
entsprechenden Reaktion umgesetzt werden. Abbildung 4.1 zeigt dafür ein kleines Bei-
spielsystem; S ist hierbei gegeben durch S = (S1 S2 S3)T , v durch v = (v1 v2 v3 v4)T
und N ist
N =
 1 −1 0 −10 2 −1 0
0 0 0 1
 .
Ein System befindet sich im stationären Zustand, wenn
dS(t)
dt
= 0 = N · v(S0,p), (4.2)
wobei der hochgestellte Index ‘0’ den stationären Zustand kennzeichnet.
Löst man nun Gleichung 4.2, erhält man sämtliche Flussverteilungen, die im statio-
nären Zustand möglich sind; diese Flussverteilungen werden auch Flussmoden genannt.
Kann eine solche Flussmode nicht weiter in eine nichtnegative Linearkombination von
Flussmoden zerlegt werden, spricht man von einer elementaren Flussmode [99].
Für gewöhnlich ist das sich daraus ergebende Gleichungssystem unterbestimmt, der
Lösungsraum kann allerdings bei entsprechendem Wissen über das System weiter ein-
gegrenzt werden, was über ein Beschränken der Raten vi geschehen kann:
vimin ≤ vi ≤ vimax. (4.3)
Dabei repräsentieren vimin die minimale und vimax die maximale Raten von vi, die
sich aus Messungen der Raten, aus Annahmen zur Kapazität der die entsprechenden
Reaktionen katalysierenden Enzyme und thermodynamischen Überlegungen ergeben.
Ist Reaktion i beispielsweise irreversibel, ist vi nach unten durch 0 beschränkt.
Derartige Annahmen können den ursprünglichen Lösungsraum erheblich verkleinern
und erlauben dann ein effizientes Detektieren spezieller Flusslösungen, z.B. jener, die
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die Wachstumsrate maximiert, oder auch die Produktionsrate eines bestimmten Meta-
boliten, wie z.B. ATP . Das sich ergebende Optimierungsproblem - die Zielfunktion ist
durch vtarget repräsentiert - lässt sich für ein solches Problem wie folgt zusammenfassen:
maximiere vtarget
mit den Nebenbedingungen
N · v0 = 0 und vimin ≤ vi ≤ vimax
Es handelt sich dabei um ein lineares Optimierungsproblem, das daher mittels linea-
rer Programmierung gelöst werden kann. Diese Lösung wird in den seltensten Fällen
eindeutig sein; um die alternativen Flussverteilungen zu erhalten, kann man eine Fluss-
variabilitätsanalyse [62, 90] durchführen. Dabei wird der zuvor erhaltene Wert für die
Zielfunktion vtarget als weitere Nebenbedingung hinzugefügt und anschließend jede Ra-
te des Systems minimiert und auch maximiert, worüber sich Aussagen treffen lassen,
wie variabel die jeweilige Reaktion ist, um den Optimalwert für die Zielfunktion zu
erreichen. Maximiert man beispielsweise die Wachstumsrate eines Systems, das Gluco-
se als einzige Kohlenstoffquelle aufweist, wird die Glucoseaufnahmerate stets maximal
gewählt werden. Setzt man nun die Wachstumsrate auf den erhaltenen Wert fest und
führt eine Flussvariabilitätsanalyse durch, so wird - falls Glucose die einzige Koh-
lenstoffquelle des Systems ist - diese Aufnahmerate keine Variabilität aufweisen: das
Maximum der Aufnahmerate ist identisch mit deren Minimum. Jedoch kann es inter-
ne Raten geben, die Variabilität aufweisen, was bedeutet, das dieselbe Wachstumsrate
über mehrere Flusslösungen realisiert werden kann.
Die Wachstumsrate in FBA-Modellen wird in der Regel als Linearkombination wich-
tiger Vorläufer für Biomasse dargestellt. Es handelt sich demnach um eine Hilfsfunk-
tion, die das Wachstum des Systems abbilden soll. Wenn selbige maximiert wird, ge-
schieht das allein aus stöchiometrischen Überlegungen heraus; die Wachstumsrate in
FBA-Modellen stellt also keine kinetische Rate dar. Diese wichtige Unterscheidung ist
beispielsweise im Kontext von ATP -Produktion diskutiert [86].
Dass sämtliche Rechnungen ausschließlich auf stöchiometrischen Gegebenheiten beru-
hen, ist zugleich ein großer Vorteil von FBA, da kein Wissen über Konzentrationen
und kinetische Parameter - die oftmals nicht bekannt oder aber schwer zu beschaf-
fen sind - nötig ist, um Flussverteilungen vorherzusagen. Jedoch ist es dadurch nicht
möglich, dynamisches Verhalten und regulatorische Mechanismen in Netzwerken zu
untersuchen. Weiterentwicklungen der hier beschriebenen “klassischen” FBA, die sich
mit derartigen Problemen und anderen Fragestellungen auseinandersetzen, finden sich
z.B. in [3, 11, 60, 68, 100, 134].
4.2 Verwendetes Modell
Gearbeitet wird mit dem Modell, das in [43] publiziert wurde und auf [16] basiert.
Es umfasst 230 Reaktionen und 218 Metabolite und deckt den zentralen Kohlenstoff-
stoffwechsel ab: enthalten sind also Glykolyse, Gluconeogenese, der Pentose-Phosphat-
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Weg, der Citratzyklus und oxidative Phosphorylierung; Speicher von Kohlenhydraten
ist hingegen nicht berücksichtigt.
Es gibt zwei Kompartimente, das Cytosol und das Mitochondrium. Mit der Umwelt
ausgetauscht werden können Glucose, Sauerstoff, Kohlenstoffdioxid, Wasser, Protonen,
Ammonium, Sulfat und als weitere kohlenstoffhaltige Metabolite Acetat, Ethanol, Gly-
cerol, Pyruvat und Succinat.
Die in Abschnitt 4.1 angesprochene Hilfsfunktion, die das Wachstum der Zelle wi-
derspiegelt - im Modell “R_biomass” genannt - setzt sich wie folgt zusammen (die
Abkürzungen sind im Abkürzungsverzeichnis angegeben):
R_biomass: 1.1348 13DGlcn + 0.4588 Ala + 0.046 AMP + 0.1607 Arg + 0.1017 Asn
+ 0.2975 Asp + 59.276 ATP + 0.0447 CMP + 0.0066 Cys + 0.0036 dAMP +
0.0024 dCMP + 0.0024 dGMP + 0.0036 dTMP + 0.0007 Ergst + 0.1054 Gln +
0.3018 Glu + 0.2904 Gly + 0.046 GMP + 59.276 H2O + 0.0663 His + 0.1927 Ile +
0.2964 Leu + 0.2862 Lys + 0.8079 Mannan + 0.0507 Met + 6e−06 Pa + 6e−05 Pc +
4.5e−05 Pe + 0.1339 Phe + 0.1647 Pro + 1.7e−05 Ps + 5.3e−05 Ptd1ino + 0.1854 Ser
+ 0.02 SO4 + 0.1914 Thr + 6.6e−05 Triglyc + 0.0284 Trp + 0.102 Tyr + 0.0599 UMP
+ 0.2646 Val + 0.0015 Zymst −→ 59.276 ADP + 58.7162 H + 59.305 Pi
In diesem Modell sind Protonen nicht bilanziert, von einer Ausnahme abgesehen;
dabei handelt es sich um die Protonen der Atmungskette, die nachfolgend als “Hcyt”
bezeichnet werden.
4.3 Verwendete Software
Für die Durchführung von FBA stehen zahlreiche Anwendungen zur Verfügung [59].
In dieser Arbeit werden sämtliche Simulationen mit der frei verfügbaren Software FA-
SIMU [39] in Kombination mit dem IBM ILOG CPLEX Optimierer1 (Version 12.5.1)
angefertigt.
4.4 Berechnung der Austauschraten
Die in diesem Kapitel durchgeführten Analysen mittels FBA beruhen alle auf drei
Austauschraten, die nachfolgend berechnet sind. Es handelt sich dabei um die Glu-
coseaufnahmerate, die Sauerstoffaufnahmerate sowie die Kohlenstoffdioxidabgaberate
des in Abschnitt 2.1 beschriebenen Experiments. Alle anderen hier in diesem Kapitel
aufgeführten Raten sind über FBA bestimmte Raten und demnach nicht experimentell
erhoben.
1http://www-01.ibm.com/software/commerce/optimization/cplex-optimizer/index.html
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4.4.1 Berechnung der Glucoseaufnahmerate
Die Verdünnungsrate, D, in dem untersuchten System beträgt 0.089h−1, im Medium
befinden sich 20 g Glucose, G, pro Liter (Molekulargewicht, Mglc = 180.16g ·mol−1),
das Trockengewicht, B, beträgt 8.1 g pro Liter und der Fermenter hat ein Volumen,
V , von 0.65 Liter. Gegeben diese Werte kann man die Glucoseaufnahmerate, qGlc, in
den Fermenter berechnen:
qGlc = D · V · G
Mglc
. (4.4)
Einsetzen der oben genannten Werte ergibt:
qGlc = 0.089 · 0.65 · 20180.16
mol
h
= 6.422mmol
h
. (4.5)
Diese Rate wird nun noch bezüglich des Trockengewichts normalisiert und man erhält
die endgültige Glucoseaufnahmerate:
qGlc =
6.422
8.1 · 0.65
mmol
h · g ≈ 1.22
mmol
h · g . (4.6)
4.4.2 Berechnung der Sauerstoffaufnahme- und der
Kohlenstoffdioxidabgaberate
Im Folgenden werden die Sauerstoffaufnahmerate und die Kohlenstoffdioxidabgaberate
berechnet basierend auf dem in Abschnitt 2.1 beschriebenen Experiment. Abbildung
4.2(a) zeigt die Zeitreihe für Sauerstoff im Abgas und dessen Phasenbeziehung zum
gelöstem Sauerstoff im Medium.
Die Maxima beider Kurven sollten übereinanderliegen, man kann jedoch eine Pha-
senverschiebung beobachten. Das ist darauf zurückzuführen, dass es eine technisch
bedingte Verzögerung zwischen dem Verbrauch des Gases im Fermenter und dessen
Detektion gibt. Diese Verzögerung beträgt ungefähr 13 Minuten und ändert nicht nur
die Phasenbeziehung zum gelösten Sauerstoff, sondern verkleinert auch die Amplitu-
de des Signals. Um beide Effekte zu korrigieren, wird eine lineare Näherung genutzt,
die die Beziehung zwischen dem tatsächlichen und dem gemessenen Signal beschreibt
[79, 129]:
dCgem
dt
= 1
τ
· (Ctat − Cgem), (4.7)
wobei τ die zeitliche Verzögerung repräsentiert (hier beträgt τ ungefähr 13 Minuten),
Cgem die gemessene und Ctat die eigentliche Konzentration.
Einfaches Umformen der Gleichung ergibt
Ctat = τ · dCgem
dt
+ Cgem, (4.8)
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Abbildung 4.2: Die gemessenen Konzentrationen im Abgas und deren Phasenbeziehung
zum gelösten Sauerstoff im Medium. Teilabbildung (a) zeigt den gemes-
senen Zeitverlauf für Sauerstoff im Abgas, Teilabbildung (b) den für Koh-
lenstoffdioxid und jeweils deren Phasenbeziehung zum gelösten Sauerstoff
im Medium. Die Zeitreihen für Sauerstoff und gelösten Sauerstoff zeigen
eine Phasendifferenz (Teilabbildung (a)), die auf einer Verzögerung zwi-
schen dem Verbrauch des Gases im Fermenter und dessen Detektion be-
ruht. Die abfallende Amplitude für den Zeitverlauf von Kohlenstoffdioxid
ist auf die Markierung mit 13C-Isotopen zu erklären. Der drastische Abfall
nach zirka 3.7 Stunden ist auf eine kurze Hungerphase beim Umschalten
auf Nährmedium mit unmarkierter Glucose und der damit einhergehen-
den Verringerung der respiratorischen Aktivität zurückzuführen.
und erlaubt die Berechnung der tatsächlichen Gaskonzentrationen innerhalb des Fer-
menters basierend auf den gemessenen.
Abbildungen 4.3(a) und 4.3(b) zeigen sowohl die nicht korrigierten als auch die korri-
gierten Zeitverläufe für Sauerstoff beziehungsweise Kohlenstoffdioxid. Wie man erken-
nen kann, führt die Anwendung von Gleichung 4.8 sowohl zu einer Vergrößerung der
Amplitude als auch zu der gewünschten Phasenbeziehung zwischen Sauerstoff im Ab-
gas und dem gelösten Sauerstoff im Medium (Abbildung 4.4(a)). Basierend auf diesen
korrigierten Zeitverläufen für die Abgase lassen sich nun die Sauerstoffaufnahmerate
wie auch die Kohlenstoffdioxidabgaberate berechnen. Die entsprechenden Gleichungen,
qO2 = Fin
R · T · VR ·
(
PO2in − PO2out ·
(
1− PO2in
1− (PO2out + PCO2out + PH2S)
))
(4.9)
qCO2 =
Fin
R · T · VR ·
(
PCO2out ·
(
1− PO2in
1− (PO2out + PCO2out + PH2S)
)
− PCO2 in
)
(4.10)
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Abbildung 4.3: Die modifizierten Zeitverläufe der Konzentration im Abgas. Teilabbil-
dung (a) zeigt die Zeitreihen für Sauerstoff im Abgas (schwarz: gemessen,
rot: korrigiert mittels Gleichung 4.8). Teilabbildung (b) zeigt dasselbe für
Kohlenstoffdioxid.
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Abbildung 4.4: Die gemessenen Konzentration im Abgas und deren Phasenbeziehung
zum gelösten Sauerstoff im Medium. Diese Abbildungen sind analog zu
Abbildungen 4.2(a) und 4.2(b), aber nun mit den über Gleichung 4.8
korrigierten Zeitverläufen für die jeweiligen Abgase.
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Abbildung 4.5: Austauschraten und deren Phasenbeziehung zum gelösten Sauerstoff im
Medium. Teilabbildung (a) zeigt die Sauerstoffaufnahmerate, Teilabbil-
dung (b) die Produktionsrate für Kohlenstoffdioxid in Beziehung zum
gelösten Sauerstoff im Medium. Bei steigender/sinkender respiratorischer
Aktivität sinkt/steigt die Konzentration an gelöstem Sauerstoff im Me-
dium.
sind [77] entnommen. R ist die Gaskonstante mit R = 0.0820575 l·atm
K·mol , VR das Reak-
torvolumen, VR = 650ml, Fin die Gaseinstromrate von 150 mlmin , T die Temperatur der
Kultur von 30 Grad Celsius.
Die sich daraus ergebenden Raten sind in den Abbildungen 4.5(a) und 4.5(b) dar-
gestellt. Das Abfallen der Amplitude für Kohlenstoffdioxid ist auf die einsetzende
Markierung von Kohlenstoffdioxid durch 13C zurückzuführen; das starke Absinken
bei ungefähr 3.7 Stunden auf eine kurze Hungerphase, die in einer Verminderung der
respiratorischen Aktivität resultiert. Abbildung 4.6(a) zeigt die Phasenbeziehungen
vom gelösten Sauerstoff im Medium zu Sauerstoffaufnahme- und Kohlenstoffdioxid-
produktionsrate. In Übereinstimmung mit anderen Arbeiten [52] ist das Maximum
der Kohlenstoffproduktionsrate leicht gegenüber dem Maximum der Sauerstoffaufnah-
merate verschoben. Auch die Werte der Raten befinden sich in einem vergleichbarem
Bereich. Aufgrund dieses Phasenunterschiedes lässt sich auch eine Oszillation des re-
spiratorischen Quotienten verzeichnen, die in Abbildung 4.6(b) dargestellt ist.
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Abbildung 4.6: Teilabbildung (a) zeigt die Phasenbeziehungen von gelöstem Sauerstoff
im Medium, der Sauerstoffaufnahme- und Kohlenstoffdioxidproduktions-
rate. Teilabbildung (b) zeigt den sich daraus ergebenden respiratorischen
Quotienten.
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4.5 Wachstumsrate im Chemostat - Modell und
Experiment
In diesem Abschnitt soll mittels FBA untersucht werden, wie die Wachstumsrate der
Zellen im Chemostat von den in den letzten Abschnitten berechneten Austauschraten
abhängt. Dafür ist es notwendig, die Zusammenhänge zwischen der im Modell ver-
wendeten Wachstumsrate, der Wachstumsrate der im Chemostat befindlichen Spezies
und der Verdünnungsrate zu kennen, der nachfolgend dargelegt ist. Die mathematische
Darstellung orientiert sich stark an [14].
4.5.1 Zusammenhang zwischen Verdünnungsrate und
Wachstumsrate im Chemostat
Im Allgemeinen kann die zeitliche Änderung einer Masse m innerhalb eines Systems
wie folgt beschrieben werden:
dm
dt
= min +mgen −mout −mcons, (4.11)
wobei min den Massefluss in das System beschreibt, mgen die Generierung der Masse
innerhalb des Systems, mout denjenigen Massefluss, der das System verlässt und mcons
steht für die Verbrauchsrate der Masse, die innerhalb des System konsumiert wird.
Betrachtet man nun die Änderung der Biomasse mBM in einem Chemostat, sehen die
einzelnen Terme von Gleichung 4.11 wie folgt aus:
dmBM
dt
= F ·Xin + µ ·X · V − F ·X − kd ·X · V, (4.12)
wobei F die Rate des Masseeinflusses ist, Xin die Zellkonzentration im Nährmedium,
µ ist die Wachstumsrate der Spezies X, X die Zellkonzentration im Fermenter, V das
Volumen der flüssigen Phase im Fermenter und kd ist die Sterberate von Spezies X.
Im stationären Zustand kann Gleichung 4.12 gleich 0 gesetzt werden. Weiterhin kann
man annehmen, dass Xin 0 ist, da der Masseeinfluss mittels einer sterilen Apparatur
erfolgt und daher keine Zellen in den Fermenter gelangen. Die Sterberate kd ist zudem
sehr viel kleiner als die Wachstumsrate, so dass der entsprechende Term ebenfalls
vernachlässigt werden kann.
Die sich aus diesen Annahmen heraus vereinfachte Gleichung 4.12 sieht dann wie folgt
aus:
0 = µ ·X · V − F ·X. (4.13)
Da X in unserem Falle stets größer als 0 ist, kann durch X dividiert werden und man
erhält für die Wachstumsrate folgenden Ausdruck:
µ = F
V
. (4.14)
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Das Verhältnis F
V
ist definiert als die Verdünnungsrate D was einen wichtigen Zusam-
menhang zwischen Wachstums- und Verdünnungsrate in einer kontinuierlichen Kultur
ergibt:
µ = D. (4.15)
Dies ist eine der zentralen Gleichungen im Chemostat, die erstmals [75] beschrieben
wurde. Der Experimentator kann also über eine entsprechende Verdünnungsrate die
gewünschte Wachstumsrate einstellen, die verständlicherweise nicht oberhalb der ma-
ximalen Wachstumsrate der Spezies X liegen darf.
Für alle nachfolgenden Simulationen wird stets angenommen, dass die im Experi-
ment verwendete Verdünnungsrate der Wachstumsrate der verwendeten Hefespezies
im Chemostat entspricht und durch die im in Abschnitt 4.2 genannte Wachstumsrate
des Modells abgebildet werden kann.
Weitere nützliche Gleichungen und Beziehungen, die für eine Kultur im Chemostat
gelten, aber für diese hier vorgenommenen Analysen nicht von unmittelbarer Relevanz
sind, lassen sich beispielsweise in [14] finden.
4.5.2 Wachstumsrate für gemittelte Austauschraten
Zunächst soll getestet werden, ob mit Hilfe des in Abschnitt 4.2 angegebenen Mo-
dells eine Wachstumsrate vorhergesagt werden kann, die im Bereich der experimentell
festgelegten liegt und die Abhängigkeit selbiger von den Austauschraten untersucht
werden.
Für Einzeller ist die Wachstumsrate eine sinnvolle Zielfunktion [24, 40], so dass diese
hier mittels FBA maximiert wird. Aus den in Kapitel 4.4.2 bestimmten dynamischen
Raten werden für den ersten Zyklus die Durchschnittsraten für Sauerstoffaufnahme
und Kohlenstoffdioxidproduktion errechnet; die Glucoseaufnahmerate wird über einen
Zyklus hinweg als konstant angenommen und ist in Kapitel 4.4.1 berechnet, wo auch
die Verdünnungsrate D beziehungsweise die Wachstumsrate µ angegeben ist:
qGlc = 1.220
mmol
h · g (4.16a)
qO2av = 2.044
mmol
h · g (4.16b)
qCO2av = 2.805
mmol
h · g (4.16c)
µ = 0.0891
h
(4.16d)
Betrachtet werden nun vier verschiedene Fälle, um die Abhängigkeit der Wachstums-
rate von den einzelnen mittleren Austauschraten zu untersuchen; die Ergebnisse sind
in Tabelle 4.1 zusammenfassend dargestellt.
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Fall 1: Beschränkung der Glucoseaufnahmerate
Zunächst wird lediglich die Glucoseaufnahmerate beschränkt.
Die sich daraus ergebende Sauerstoffaufnahmerate liegt 30 Prozent oberhalb der expe-
rimentell bestimmten Rate und die Kohlenstoffdioxidabgaberate 4 Prozent unter der
gemessenen. Der aufgenommene Sauerstoff wird dabei zu 99.6 Prozent für die Erzeu-
gung von Energie in Form von ATP verwendet, die verbleibenden 0.4 Prozent werden
für die Biosynthese von verschiedenen Biomassekomponenten benötigt, wie zum Bei-
spiel für UMP, Ergosterol, Zymosterol und Triglyceride.
Der über Glucose aufgenommene Kohlenstoff wird lediglich in Form von Kohlenstoffdi-
oxid, das während der Atmung gebildet wird, exportiert und ansonsten für Wachstum
verwendet, so dass die Wachstumsrate 65 Prozent über der erwarteten liegt, da dies
die effizienteste Verwertung von Glucose darstellt.
Es wird der Maximalwert für die Glucoseaufnahme erzielt. Das überrascht nicht, da
Glucose die einzige Kohlenstoffquelle des Systems ist und aus dieser Biomassekompo-
nenten synthetisiert werden.
Fall 2: Beschränkung der Glucose- und Sauerstoffaufnahmerate
Im zweiten Fall wird getestet, inwieweit sich eine Limitierung der Glucose- und Sau-
erstoffaufnahme auswirkt.
Die berechnete Wachstumsrate liegt nun noch 35 Prozent über der erwarteten, was
deutlich weniger ist als im ersten Fall. Zu beobachten ist ein Export von Ethanol, der
der Regeneration von NAD+ dient: NADH wird hauptsächlich im Citratzyklus und
der Glykolyse gebildet und anschließend in der Atmungskette für die ATP -Erzeugung
genutzt unter Verwendung von Sauerstoff als Elektronenrezeptor. Ist das System nun
bezüglich Sauerstoff limitiert, kann die Regeneration von NAD+ nicht mehr in ausrei-
chendem Maße in der Atmungskette erfolgen. Diese wird dann durch die Produktion
von Ethanol aus Acetaldehyd gewährleistet, die NADH erfordert. Das entstehende
Ethanol wird exportiert, was eine ineffizientere Verwertung von Glucose darstellt und
die gegenüber dem ersten Fall verminderte Wachstumsrate erklärt (0.120h−1 anstatt
0.147h−1).
Fall 3: Beschränkung der Glucoseaufnahme- und
Kohlenstoffdioxidproduktionsrate
Im dritten Fall werden die Glucoseaufnahmerate und Abgabe von Kohlenstoffdioxid
festgesetzt; die Aufnahme von Sauerstoff ist nun hingegen wieder unbegrenzt.
Damit einher geht eine um 35 Prozent gegenüber dem Experiment erhöhte Sauer-
stoffaufnahmerate und eine Wachstumsrate, die um 61 Prozent über dem erwarteten
Wert liegt. Ethanol wird nicht exportiert, jedoch ist nun der basale Verbrauch von
ATP ungleich 0; es kann also mehr ATP produziert werden, als es für das Wachs-
tum notwendig wäre. Die berechneten Raten für die Sauerstoffaufnahme und für das
Wachstum sind in einem ähnlichen Bereich wie im ersten Fall.
Dass die Wachstumsrate dennoch leicht unter der im ersten Fall berechneten liegt,
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Beschränkungen qGlc qO2 qCO2 qEtOH qATPS µ
-1.22 < qGlc < Inf
-Inf < qO2 < Inf -1.22 (1) -2.655 (1.3) 2.701 (0.96) 0 0 0.147 (1.65)
0 < qCO2 < Inf
-1.22 < qGlc < Inf
-2.044 < qO2 < Inf -1.22 (1) -2.044 (1) 2.566 (0.91) 0.484 0 0.120 (1.35)
0 < qCO2 < Inf
-1.22 < qGlc < Inf
-Inf < qO2 < Inf -1.22 (1) -2.760 (1.35) 2.805 (1) 0 0 - 0.605 0.143 (1.61)
qCO2 = 2.805
-1.22 < qGlc < Inf
qO2 = -2.044 -1.22 (1) -2.044 (1) 2.805 (1) 0.730 0 - 1.789 0.096 (1.09)
qCO2 = 2.805
Tabelle 4.1: Die über FBA berechneten Austausch- und Wachstumsraten. Die Wachs-
tumsrate µ hat die Einheit h−1, alle anderen Raten haben die Einheit mmolh·g .
Negative Raten sind Aufnahme-, positive Abgaberaten; qATPS steht da-
bei für den basalen Verbrauch an ATP und ist in allen Simulationen unbe-
schränkt, wie auch die Rate für Ethanolexport, qEtOH. Wo dies möglich ist,
werden die Raten ins Verhältnis zu den experimentell bestimmten gesetzt; das
Verhältnis ist in runden Klammern hinter der jeweiligen Rate angegeben. An-
gegebene Intervalle repräsentieren das Ergebnis der Flussvariabilitätsanalyse;
ist nur ein Wert angegeben, gibt es keine Variabilität für die entsprechende
Rate.
ist darauf zurückzuführen, dass Glucose nicht mehr ausschließlich für Wachstum, son-
dern auch für die zusätzliche Kohlenstoffdioxidproduktion - diese ist im ersten Fall
unbegrenzt - verwendet werden muss.
Fall 4: Beschränkung der Glucose- und Sauerstoffaufnahmerate sowie der
Kohlenstoffdioxidproduktionsrate
Im vierten Fall werden alle Raten auf die im Experiment bestimmten Durchschnitts-
raten festgesetzt.
Die dabei erhaltene Wachstumsrate liegt 9 Prozent über der erwarteten. Es lässt sich
ein Export von Kohlenstoff in Form von Ethanol feststellen, der auch im Experiment
gegeben ist [52, 97]. Es kann wie in Fall 3 ATP erzeugt werden, das nicht für Wachstum
benötigt wird.
Warum wird die Wachstumsrate durch FBA überschätzt?
In allen vier Fällen liegt die berechnete Wachstumsrate - zum Teil deutlich - über
der aus dem Experiment erwarteten (µ = 0.089h−1), was den starken Einfluss der
Austauschraten - insbesondere den der Sauerstoffaufnahmerate - verdeutlicht. Selbst
wenn alle Austauschraten auf die experimentell bestimmten fixiert sind, erhält man
eine Wachstumsrate, die um zirka 9 Prozent über der erwarteten liegt. Das kann
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mehrere Ursachen haben, näher untersucht werden hier zwei.
Zum einen kann die tatsächliche Zelle ATP nicht ausschließlich zur Produktion von
Biomasse verwenden, sondern hat auch einen gewissen basalen Verbrauch an ATP , der
zum Beispiel auf die Aufrechterhaltung von Protonengradienten an Membranen und
auch auf Zellmembran- und DNA-Reparaturmechanismen zurückzuführen ist. Dieser
basale Verbrauch an ATP , der nicht unmittelbar an Wachstumsprozesse gebunden ist,
ist auch im Modell in Form einer zusammengefassten Reaktion enthalten und wird bei
der Optimierung auf Biomasse in den Fällen 1 und 2 auf 0 gesetzt, was zwar die op-
timale Lösung für das Optimierungsproblem darstellt, aber biologisch nicht plausibel
ist.
In den Fällen 3 und 4 kann dieser basale ATP -Verbrauch auch von 0 abweichen, oh-
ne dass damit eine Verminderung der Wachstumsrate einherginge. Experimentell ist
dieser Verbrauch nur schwer zugänglich und wird bei derlei Optimierungsprozessen
zumeist unterschätzt, da die oben genannten ATP -verbrauchenden Prozesse in Mo-
dellen nur unzureichend Berücksichtigung finden. Daher ist dieser Verbrauch ein freier
Parameter, über den sich die Wachstumsrate entsprechend anpassen lässt. Diese Ab-
hängigkeit der Wachstumsrate von qATPS - dem basalen Verbrauch von ATP - wird
nachfolgend untersucht; der Zusammenhang ist in Abbildung 4.7 dargestellt. Dabei
wird die Wachstumsrate in Abhängigkeit von qATPS mit den in Fall 4 verwendeten
Austauschraten optimiert. Wie bereits aus Tabelle 4.1 ersichtlich ist, hat qATPS kei-
nen Einfluss auf die Wachstumsrate bis zu einem Wert von zirka 1.8mmol
h·g . Gegeben
die festgelegten Austauschraten kann also mehr ATP produziert werden, als es für
das Wachstum vonnöten wäre. Bei weiterer Steigerung von qATPS verringert sich
die Wachstumsrate, da das dabei verbrauchte ATP nicht mehr für Biosynthese ver-
wendet werden kann, was mit einer Erhöhung der Ethanolausschüttung einhergeht.
Die experimentell festgelegte Wachstumsrate wird für einen basalen Verbrauch von
qATPS ≈ 2.4mmol
h·g erreicht.
Die zweite Ursache, warum die Wachstumsrate im Experiment kleiner ist als die,
die man in dieser Simulation erhält, ist, dass keine Exportrate für andere kohlenstoff-
haltigen Metabolite festgelegt wurde. Es ist bekannt, dass beispielsweise auch Acetat
abgegeben wird [97], was in diesen Simulationen unberücksichtigt bleibt, da keine ge-
messenen Daten dafür vorliegen und die Exportrate dadurch nicht sinnvoll beschränkt
werden kann. Legte man eine Exportrate für Acetat fest, so könnte die dafür benö-
tigte Menge an Ressourcen nicht mehr für Wachstum verwendet werden, was eine
Verringerung der Wachstumsrate zur Folge hätte.
Warum kommt es zum Export von Ethanol?
In den Fällen zwei und vier ist ein Export von Ethanol zu verzeichnen. Die Produktion
von Ethanol ist die gegenüber der Respiration stöchiometrisch ineffizientere Variante,
da pro Mol Glucose lediglich zwei Mol ATP generiert werden. Warum also kommt es
zu dieser ineffizienten Verwertung von Glucose in Form von Ethanolproduktion und
-export?
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Abbildung 4.7: Optimale Wachstumsrate und der damit einhergehende Ethanolexport in
Abhängigkeit vom basalen Verbrauch von ATP , qATPS. Die Sauerstof-
faufnahmerate ist jeweils auf 2.044mmolh·g und die Kohlenstoffdioxidpro-
duktionsrate auf 2.805mmolh·g festgesetzt. Die im Experiment bestimmte
Wachstumsrate von 0.089h−1 wird für qATPS ≈ 2.4mmolh·g erreicht (mit-
tels schwarzer gestrichelter Linie markiert).
Die Erklärung hierfür ist die Notwendigkeit der Regenerierung von NAD+. Abbildung
4.8 zeigt die wichtigsten Stoffwechselwege, an denen NADH teilnimmt. Unter aeroben
Bedingungen wird das in der Glykolyse und im Citratzyklus erzeugte NADH in der
Atmungskette als Elektronendonor für die Erzeugung von ATP verwendet. Der finale
Elektronenakzeptor ist dabei Sauerstoff. Wenn nun das System bezüglich Sauerstoff
limitiert ist - wie dies in den Szenarien zwei und vier der Fall ist - kann nicht mehr
im ausreichendem Maße NAD+ über die Atmungskette regeneriert werden, was dann
mittels Fermentation - der Erzeugung von Ethanol - geschieht. Die Erzeugung von
Ethanol ist dabei hefespezifisch. In anderen Organismen, wie dem Menschen, gibt es
einen analogen Prozess, bei dem allerdings Milchsäure statt Ethanol entsteht.
4.5.3 Abhängigkeit der Wachstumsrate von dynamischen
Austauschflüssen über einen Zyklus
Wie im vorangegangenen Abschnitt gezeigt, ist die über FBA erzielte Wachstumsrate
in sehr guter Übereinstimmung mit der experimentellen, wenn die Durchschnittsraten
über einen Zyklus als Beschränkungen gewählt werden und die Wachstumsrate maxi-
miert wird.
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Abbildung 4.8: Die wesentlichen Stoffwechselwege - stark zusammengefasst dargestellt -
in denen NADH produziert und verbraucht wird. Es wird hauptsäch-
lich in der Glykolyse und im Citratzyklus gebildet und steht in der At-
mungskette als Elektronendonor zur Verfügung; Sauerstoff stellt dabei
den finalen Elektronenakzeptor dar. Unter Sauerstoffmangel erfolgt die
Regeneration von NAD+ in Hefe unter Bildung von Ethanol.
In diesem Abschnitt wird nun näher untersucht, inwieweit die Wachstumsrate von den
zeitaufgelösten Austauschraten abhängt. Dabei wird in den ersten zwölf Zeitpunk-
ten des Experiments (siehe Abbildung 2.2) das System jeweils mit den gemessenen
Raten für Sauerstoffaufnahme und Kohlenstoffdioxidproduktion beschränkt und an-
schließend die Produktion von Biomasse maximiert. Die Beschränkung besteht darin,
dass die entsprechenden Austauschraten auf einen bestimmten Wert festgesetzt wer-
den, was impliziert, dass die Zelle in jedem Punkt des Zyklus eine bestimmte Menge
an Glucose und Sauerstoff aufnehmen und umsetzen sowie gleichzeitig eine bestimmte
Menge an Kohlenstoffdioxid produzieren muss.
Die Abhängigkeit der Wachstumsrate von der Sauerstoffaufnahmerate und Kohlen-
stoffdioxidproduktionsrate ist in Abbildung 4.9(a) dargestellt, die damit einhergehen-
den Austauschflüsse in Abbildung 4.9(b). In insgesamt vier der zwölf Zeitpunkte kann
aufgrund der gewählten Beschränkungen für die Austauschraten keine gültige Lösung
berechnet werden: in den Punkten vier bis sechs und im Messpunkt neun. Während
die ersten drei Punkte jeweils mit hoher Sauerstoffaufnahme assoziiert sind, ist der
vierte Punkt bei minimaler Sauerstoffaufnahme zu finden. Die Zeitverläufe der für
die Biosynthese notwendigen externen Stoffe, wie Ammonium und Sulfat, folgen dabei
dem Zeitverlauf der Wachstumsrate (Abbildung 4.9(b)). Wenn das System hinsichtlich
Sauerstoff limitiert ist, ist ein Export von Ethanol zu beobachten, was charakteristisch
für Hefe ist und auch experimentell beobachtet wird [52, 97]; die Gründe dafür sind
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Abbildung 4.9: Maximierung der Wachstumsrate mittels FBA. Teilabbildung (a) zeigt
die Abhängigkeit der maximalen Wachstumsrate von qO2 und qCO2, die
auf die experimentell bestimmten Werte festgesetzt sind. In jedem der
zwölf Zeitpunkte wird die Wachstumsrate mittels FBA maximiert. In den
Messpunkten vier, fünf und sechs sowie in dem Messpunkt neun, kann
keine gültige Lösung berechnet werden. Teilabbildung (b) zeigt die damit
einhergehenden Austauschraten.
Abschnitt 4.5.2 dargelegt.
Akkumulation von internen Metaboliten
Um näher zu untersuchen, worauf die Unfähigkeit des Systems beruht, in den vier
genannten Zeitpunkten Biomasse zu produzieren, wird die Simulation daher dahin-
gehend geändert, dass nun interne Metabolite überproduziert beziehungsweise akku-
muliert werden können. Das bedeutet, dass die einen Metaboliten produzierenden und
verbrauchenden Raten in den einzelnen Zeitpunkten nicht mehr bilanziert sein müssen.
Das mag auf den ersten Blick die FBA zugrunde liegenden Prinzipien verletzen, wird
jedoch technisch dadurch gelöst, dass für jeden Intermediaten eine Pseudoreaktion ein-
geführt wird, die diesen Metaboliten “exportiert”. Wird dieser Metabolit nun innerhalb
des Netzwerkes überproduziert, kann er über einen solchen “virtuellen Transporter”
exportiert werden, wodurch er bilanziert ist, sich das System formal im stationären
Zustand befindet und die Gleichung 4.2 nach wie vor Gültigkeit besitzt.
Dies erhöht nicht nur die Zahl der Freiheitsgrade des Systems, sondern ist auch durch
die Ergebnisse in Kapitel 3.4 motiviert: Es kann von Vorteil sein, unterschiedliche
Aufgaben zu unterschiedlichen Zeiten durchzuführen. Stoffe, die bei dem einen Pro-
zess als (Neben)produkt entstehen, können von einem anderen Prozess gegebenenfalls
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Abbildung 4.10: Teilabbildung (a) zeigt die Abhängigkeit der Austauschraten von qO2
und qCO2, die auf die experimentell bestimmten Werte festgesetzt sind.
In jedem der zwölf Zeitpunkte wird die Wachstumsrate mittels FBA ma-
ximiert. Die maximale Wachstumsrate ergibt sich dabei in Messpunkt
acht, in dem die Sauerstoffaufnahmerate und Kohlenstoffdioxidabgabe-
rate annähernd gleiche Werte annehmen. Teilabbildung (b) zeigt die
sich daraus ergebenden Austauschraten. In der reduktiven Phase - bei
geringer Sauerstoffaufnahme - ist dabei ein Export von Ethanol zu be-
obachten.
als Substrat verwendet werden und damit den Gesamtprozess - Biomasseproduktion -
optimieren.
Es wird für jedes Intermediat ein solcher virtueller Transporter zum Originalnetz-
werk hinzugefügt und anschließend erneut in jedem der zwölf Zeitpunkte die Wachs-
tumsrate optimiert. Die Ergebnisse sind in Abbildung 4.10(a) und 4.10(b) dargestellt.
Man erhält nun in jedem Zeitpunkt eine Lösung, die die gegebenen Beschränkungen
erfüllt. Auch hier lässt sich ein Export von Ethanol in der reduktiven Phase beobach-
ten. Die Aufnahmeraten von Sulfat und Ammonium folgen nun aber nicht mehr dem
Verlauf der Wachstumsrate, sondern - im Falle von Ammonium - dem von Sauerstoff;
der von Sulfat lässt sich hingegen nicht unmittelbar mit den Austauschraten in Ver-
bindung setzen (4.10(b)).
Die nicht bilanzierten Metabolite sind in Abbildung 4.11(a) dargestellt. Während in
der oxidativen Phase ein Akkumulieren von Carbamoylphosphat (“Cbp”) und Pro-
tonen der Atmungskette (“Hcyt”) zu verzeichnen ist, wird in der reduktiven Phase
Schwefelwasserstoff, H2S, angehäuft; Diphosphat wird in beiden Phasen akkumuliert.
Um zu untersuchen, ob es Alternativen zu diesen Lösungen gibt, wird eine Flussva-
riabilitätsanalyse [62, 90] durchgeführt. Dabei wird der jeweilige erhaltene maximale
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Abbildung 4.11: Teilabbildung (a) zeigt die Akkumulationsraten der nicht bilanzierten
Intermediate, wenn die Wachstumsrate maximiert und das Akkumulie-
ren sämtlicher Intermediate erlaubt ist. Während es in der oxidativen
Phase zur Akkumulation von Carbamoylphosphat (“Cbp”) und Proto-
nen der Atmungskette (“Hcyt”) kommt, ist es in der reduktiven Phase
Schwefelwasserstoff (“H2S”). Diphosphat wird in beiden Phasen akku-
muliert. Teilabbildung (b) zeigt die Wachstumsrate und die Rate des
basalen ATP -Verbrauchs, wenn lediglich die Akkumulation von Carba-
moylphosphat und Schwefelwasserstoff erlaubt ist. Die erhaltene Wachs-
tumsraten in den einzelnen Zeitpunkten ist dabei identisch mit denen,
wenn sämtliche Intermediate akkumuliert werden dürfen.
Wert für die Wachstumsrate als weitere Nebenbedingung zu den bereits existierenden
Beschränkungen hinzugefügt und anschließend jede Rate des Systems minimiert und
auch maximiert, worüber sich Aussagen treffen lassen, wie variabel die jeweilige Ra-
te ist, um den Maximalwert der Wachstumsrate zu erreichen. Dabei zeigt sich, dass
die Exportrate für Ethanol keinerlei Variabilität aufweist, wie auch diejenigen Reak-
tionen, die Carbamoylphosphat und Schwefelwasserstoff produzieren beziehungsweise
verbrauchen. Der Export von Protonen der Atmungskette hingegen ist variabel.
Aufgrund der Tatsache, dass es keine Alternative zu den genannten Export- bezie-
hungsweise Akkumulationsraten gibt, lässt sich annehmen, dass ein Ermöglichen der
Akkumulation von Carbamoylphosphat und Schwefelwasserstoff hinreichend ist, um
gültige Lösungen auch in den Zeitpunkten vier, fünf, sechs und neun zu erhalten, was
nicht möglich ist, wenn sämtliche Intermediate bilanziert zu sein haben (Abbildung
4.9(a)). Dies ist in der Tat der Fall, wie Abbildung 4.11(b) zeigt. Es kommt erneut zur
Akkumulation von Carbamoylphosphat und Schwefelwasserstoff und die Wachstumsra-
ten sind identisch mit denen, die man erhält, wenn sämtliche Intermediate akkumuliert
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werden dürfen. Es lässt sich hier auch nachvollziehen, warum die Akkumulation der
Protonen der Atmungskette nicht essentiell ist: Sie werden zur Produktion von ATP
genutzt, das anschließend über die Reaktion, die den basalen Verbrauch von ATP re-
präsentiert, abgebaut wird (Abbildung 4.11(b)).
Interessanterweise liegt die Wachstumsrate in jedem Punkt höher als im zuvor be-
trachteten Fall, bei dem Metabolite nicht akkumuliert werden können, sondern alle
Metabolite zu jedem Zeitpunkt bilanziert sein müssen. Dies erscheint kontraintuitiv,
da die Stoffe, die akkumuliert werden, zunächst produziert werden müssen und die da-
für verwendeten Ressourcen nicht in Wachstum investiert werden können. Dem wird
im nachfolgenden Abschnitt nachgegangen.
Versuch einer (biologischen) Interpretation der exportierten/akkumulierten
Metabolite
Wie im letzten Abschnitt erwähnt, gibt es für den Export beziehungsweise die Akkumu-
lation von Ethanol, Carbamoylphosphat und Schwefelwasserstoff zu keinem Zeitpunkt
über diesen Zyklus eine Variabilität innerhalb der entsprechenden Raten. Wenn diese
Raten nun derart fixiert sind, obgleich lediglich die drei Austauschraten für Glucose,
Sauerstoff und Kohlenstoffdioxid festgelegt sind, liegt die Frage nahe, wie die Akku-
mulation der entsprechenden Metaboliten zu interpretieren ist und ob sich diese auch
biologisch deuten lässt.
• Ethanol
Wie bereits in Kapitel 4.5 ausgeführt, handelt es sich bei der Produktion von
Ethanol um einen Prozess der NAD+-Regeneration. Das in der Glykolyse und
dem Citratzyklus produzierte NADH kann aufgrund von Sauerstofflimitierung
- Ethanolexport ist ausschließlich in der reduktiven Phase zu beobachten (Abbil-
dung 4.10(b)) - nicht mehr vollständig für die Atmung verwendet werden, wes-
wegen NAD+ mittels Ethanolproduktion regeneriert werden muss, um selbiges
für die Glykolyse wiederzugewinnen. Das entstehende Ethanol wird exportiert.
Da es sich bei der Produktion von Ethanol um die ineffizientere Variante der
ATP -Produktion handelt, ist die Wachstumsrate in der reduktiven Phase deut-
lich geringer als in der oxidativen.
• Carbamoylphosphat
Die Akkumulation von Carbamoylphosphat ist immer dann zu beobachten, wenn
die Sauerstoffaufnahmerate die Kohlenstoffdioxidproduktionsrate übersteigt.
Sauerstoff kann fast ausschließlich in der Atmungskette verarbeitet werden, was
mit einer Produktion von Kohlenstoffdioxid im Citratzyklus einhergeht. Bei Auf-
nahmeraten von Sauerstoff, die oberhalb der festgesetzten Abgaberate für Koh-
lenstoffdioxid liegen, ist das System nun mit dem Problem konfrontiert, dieses
überschüssige Kohlenstoffdioxid zu verarbeiten, was nicht möglich scheint, wenn
alle Metabolite bilanziert werden müssen. Daher können in drei Zeitpunkten der
oxidativen Phase keine gültige Lösungen für die Wachstumsrate berechnet wer-
den (Abbildung 4.9(a)).
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Abbildung 4.12: Zwei Stoffwechselwege, in die Carbamoylphosphat (“Cbp”) involviert
ist. Wasser und Phosphate sind in der Darstellung nicht berücksichtigt.
Für die Bildung von Carbamoylphosphat aus Glutamin wird Kohlen-
stoffdioxid benötigt. Cpb ist ein Vorläufer der Argininsynthese und ist
zudem in den Pyrimidinstoffwechsel involviert.
Dieses Problem wird durch die Akkumulation von Carbamoylphosphat gelöst,
da für dessen Synthese Kohlenstoffdioxid (beziehungsweise Hydrogencarbonat)
vonnöten ist (Abbildung 4.12). Das durch die Verarbeitung von Sauerstoff pro-
duzierte Kohlenstoffdioxid wird also für die Produktion von Carbamoylphosphat
verwendet, das akkumuliert wird, weswegen sich eine gültige Lösung für die Pro-
duktion von Biomasse finden lässt. Aus “technischer” Sicht ist die Möglichkeit
zur Akkumulation von Intermediaten lediglich ein weiterer Freiheitsgrad für das
System, der in diesem Falle hilft, die Beschränkung für die Kohlenstoffdioxidab-
gaberate zu “umgehen”.
In dem eigentlichen System, dem Chemostat, werden die Austauschraten je-
doch nicht von außen festgelegt, sondern durch das Verhalten der Hefekultur
bestimmt. Könnte es also neben der rein technischen Erklärung auch einen bio-
logischen Hintergrund geben, über den sich eine hohe Bildungsrate für Carba-
moylphosphat in der oxidativen Phase erklären ließe?
Carbamoylphosphat wird im Wesentlichen in zwei Biosynthesewege benötigt:
zum einen um Arginin aus Ornithin zu bilden und zum anderen für die Produk-
tion von Pyrimidinen, die für DNA-Synthese benötigt werden (Abbildung 4.12).
Die Replikation von DNA startet in der Regel, nachdem die Sauerstoffaufnah-
merate ihr Maximum erreichte [54], was mit dem Zeitpunkt zusammenfällt, an
dem keine Akkumulation von Carbamoylphosphat mehr zu verzeichnen ist (Ab-
bildung 4.11(a)). Es lässt sich nun also spekulieren, dass während der oxidativen
Phase Nukleotide synthetisiert werden, damit sie anschließend für die Replikati-
on für DNA zur Verfügung stehen.
• Schwefelwasserstoff
Die Akkumulation von Schwefelwasserstoff erfolgt immer dann, wenn die Sauer-
stoffaufnahmerate unterhalb der Kohlenstoffdioxidproduktionsrate liegt.
Er wird unter Aufnahme von Sulfat über einen linearen Syntheseweg gebildet und
unter anderem für die Synthese von sulfathaltigen Aminosäuren, wie Cystein und
Methionin verwendet. Wie lässt sich aber erklären, dass dessen Akkumulation
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dazu führt, dass nun eine gültige Lösung für die Produktion von Biomasse be-
rechnet werden kann?
Dies lässt sich nur verstehen, indem man die für die Bildung von Schwefelwas-
serstoff notwendigen Co-Faktoren in die Überlegungen mit einbezieht. Um aus
einem Mol Sulfat ein Mol an Schwefelwasserstoff zu generieren, werden in dem
verwendeten Modell ein Mol ATP und vier Mol NADPH benötigt, so dass der
Schluss naheliegt, dass letzteres unter den gegebenen Austauschraten in höhe-
rem Maße produziert wird, als es für Biosynthese benötigt wird. Die Bildung
von Schwefelwasserstoff beruht dann darauf, dass dieses überschüssige NADPH
abgebaut werden muss.
Um dieser Idee nachzugehen, wird dem Netzwerk eine weitere Reaktion hinzuge-
fügt, bei der NADPH zu NADP+ umgewandelt wird; sie wird im Folgenden als
qNADPHS bezeichnet. Sollte der geäußerte Gedanke richtig sein, würde man
erwarten, dass die Akkumulation von Schwefelwasserstoff durch diese Reaktion
ersetzt wird, wenn die Simulationen analog zu den obigen durchgeführt werden,
da so ein Mol an ATP zusätzlich für Biosynthese verwendet werden könnte. Dies
ist in der Tat der Fall, wie man in Abbildung 4.13(a) erkennen kann.
Wie schon für Carbamoylphosphat lässt sich dies aus technischer Sicht erklä-
ren und über einen biologischen Hintergrund zumindest spekulieren. Gegeben
die geringe Sauerstoffaufnahmerate in der reduktiven Phase, die unterhalb der
Kohlenstoffdioxidabgaberate liegt, kann das Kohlenstoffdioxid, das gemäß der
Beschränkungen produziert werden muss, nicht ausschließlich aus Respirations-
prozessen heraus gewonnen werden. Stoffwechselwege, die Kohlenstoffdioxid pro-
duzieren und nicht an Sauerstoff gekoppelt sind, findet man beispielsweise im
Pentose-Phosphat-Weg, der wiederum die Hauptquelle für NADPH ist. Dieses
entsteht dann also als “Nebenprodukt”, wenn Kohlenstoffdioxid produziert wird,
um die Beschränkung für die Kohlenstoffdioxidabgaberate einzuhalten.
In der tatsächlichen Zelle, in der die Austauschraten für Glucose, Sauerstoff und
Kohlenstoffdioxid nicht vorgegeben sind, sondern auf dem Verhalten der Kultur
beruhen, mag es sich genau umgekehrt verhalten: Kohlenstoffdioxid ist das Ne-
benprodukt der NADPH-Produktion. Der hohe Bedarf an NADPH in dieser
Phase könnte, so lässt sich spekulieren, mit der DNA-Replikation, die in dieser
Phase des Zyklus stattfindet, und dem Abbau von ROS zusammenhängen. Stoff-
wechselwege, die in den Abbau von ROS - die DNA schädigen können - involviert
sind, sind abhängig von NADPH [6, 78]; hohe Produktionsraten des selbigen
nach der Phase höchster Sauerstoffaufnahme und Produktion von ROS könnten
also eine effiziente Detoxifizierung der Zelle gewährleisten, um die Unversehrtheit
des Genoms zu gewährleisten [9, 54, 117]. Der Überschuss an NADPH, der hier
im Modell zu beobachten ist, tritt interessanterweise direkt in der Phase auf, in
der NADPH im Experiment die maximale Konzentration aufweist [77], wo sie
mit Initialisierung der Zellteilung zusammenfällt.
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Abbildung 4.13: Austausch- und interne Raten in Abhängigkeit der Glucoseaufnahme-
rate, Sauerstoffaufnahmerate sowie der Kohlenstoffdioxidabgaberate,
wenn die Wachstumsrate mittels FBA maximiert wird. Teilabbildung
(a) zeigt die Austausch- und Akkumulationsraten sowie die Raten des
basalen Verbrauchs an ATP und NADPH. Während in der oxidativen
Phase Carbamoylphosphat (“Cbp”) akkumuliert wird und ein basaler
Verbrauch von ATP zu verzeichnen ist, sieht man in der reduktiven
Phase einen basalen Verbrauch von NADPH und es wird Ethanol aus-
geschieden. Teilabbildung (b) zeigt die damit einhergehenden Raten der
ersten Reaktion des Pentose-Phosphat-Weges (“R_G6PDH2”) und ei-
ner Reaktion des Citratzyklus (“R_SUCD2_u6m”). Erstere verzeichnet
während der oxidativen Phase ihr Maximum, zweitere in der reduktiven.
In Abbildung 4.13(a) sind die drei Metabolite, die akkumuliert beziehungsweise expor-
tiert werden, die basalen Verbrauchsraten an ATP und NADPH zusammenfassend
dargestellt. Es lässt sich erkennen, dass in der oxidativen Phase eine Überproduktion
an ATP und in der reduktiven Phase eine Überproduktion von NADPH erfolgt. Dies
legt den Schluss nahe, dass bei hoher Sauerstoffaufnahme der Citratzyklus aktiv ist,
der für auf Respiration beruhende ATP -Produktion vonnöten ist, während bei nied-
riger Sauerstoffaufnahme der Pentose-Phosphat-Weg eine hohe Aktivität verzeichnet,
worüber NADPH generiert wird.
Um dies zu untersuchen, wird ein Aktivitätsprofil der erhaltenen Flusslösungen be-
trachtet, das in Abbildung 4.14 dargestellt ist. Diese Flussverteilungen sind das Resul-
tat der in diesem Abschnitt durchgeführten Maximierung der Wachstumsrate, wenn
die Akkumulation von Intermediaten erlaubt ist.
Es zeigt sich deutlich, dass es Reaktionen gibt, die mit der oxidativen Phase assoziiert
sind, während andere in der reduktiven Phase aktiv sind. Herausgegriffen aus dieser
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globalen Lösung werden dabei zwei zentrale Reaktionen des Stoffwechsels, die mit der
Produktion von ATP und NADPH verbunden sind:
• R_SUCD2_u6m
Dabei handelt es sich um eine Reaktion, die sowohl Teil des Citratzyklus als
auch der Atmungskette ist, wobei Succinat zu Fumarat umgewandelt wird unter
Verwendung von Ubiquinone-6, was zur Bildung von Ubiquinol-6 führt, das dann
in der Elektronentransportkette Verwendung findet. Die Reaktion kann demnach
als Maß für die Aktivität des Citratzyklus als auch der Atmungskette gesehen
werden, über welche unter aeroben Bedingungen ATP produziert wird.
• R_G6PDH2
Dies ist die erste Reaktion des Pentose-Phosphat-Weges, bei der aus Glucose-
6-Phosphat 6-Phosphogluconolacton entsteht unter Bildung von NADPH. Der
Pentose-Phosphat-Weg stellt die Hauptquelle für NADPH dar.
Abbildung 4.13(b) zeigt die beiden entsprechenden Raten. Es lässt sich erkennen,
dass der Pentose-Phosphat-Weg seine höchste Aktivität während der reduktiven Phase
verzeichnet, während die Reaktion des Citratzyklus ihre höchste Rate während der
oxidativen Phase zeigt. Es findet also zumindest im Modell in der Tat ein Umschalten
zwischen diesen wichtigen Stoffwechselwegen des Zentralstoffwechsels statt. Dem wird
im nachfolgenden Abschnitt näher nachgegangen.
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Abbildung 4.14: Die Flusslösungen, die sich bei der Maximierung der Wachstumsrate
ergeben. Zu Zwecken einer Fourieranalyse sind zwei weitere identische
Zyklen hinzugefügt. Während bestimmte Reaktionen bei hoher Sauer-
stoffaufnahmerate aktiv sind (Zeitpunkte 3-7, 15-19, 27-31), verzeich-
nen andere ihre maximalen Raten bei geringer Sauerstoffaufnahmerate
(Zeitpunkte 9-11, 21-23, 33-35).
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4.5.4 Maximierung der ATP- und NADPH-Produktion in
Abhängigkeit der Austauschraten
Sowohl ATP als auch NADPH sind wichtige Co-Faktoren für biosynthetische Pro-
zesse. Wie im letzten Abschnitt gezeigt, werden sie - wenn die Wachstumsrate opti-
miert wird - in unterschiedlichen Phasen überproduziert, was mit einem Umschalten
zwischen den Stoffwechselwegen, über die sie hauptsächlich produziert werden, ein-
hergeht. Könnten die gemessenen Austauschraten beziehungsweise die metabolischen
Zyklen in Hefe also ein Umschalten zwischen Produktion von ATP und NADPH
repräsentieren? Und falls ja, warum könnte dies von Vorteil oder gar notwendig sein?
Diese Fragen werden in diesem Abschnitt untersucht.
Dazu wird zunächst getestet, inwieweit die jeweiligen Produktionsraten beider Meta-
bolite von den gemessenen Austauschraten beeinflusst wird. Dazu werden die analogen
Simulationen wie im vorangegangenen Abschnitt durchgeführt, nur dass diesmal nicht
die Wachstumsrate, sondern die basalen Verbrauchsraten von ATP und NADPH
maximiert werden. Die Austauschraten für Glucose, Sauerstoff und Kohlenstoffdioxid
sind festgesetzt.
Abbildung 4.15 zeigt die jeweils maximal möglichen Produktionsraten für ATP und
auch NADPH über den Zyklus und es ergibt sich ein ähnliches Bild wie im voran-
gegangenen Abschnitt. Während ATP seine maximale Produktionsrate während der
oxidativen Phase erreicht, liegt sie für NADPH zwischen beiden Phasen und verzeich-
net ihr Minimum in der oxidativen Phase.
Der Kurvenverlauf für ATP ist dabei unmittelbar einsichtig, da die Produktion von
ATP umso effizienter ablaufen kann, je mehr Sauerstoff zur Verfügung steht und der
effizienteste Weg des Glucoseabbaus für die ATP -Erzeugung - Respiration - gewählt
werden kann. Der Einfluss der Austauschraten auf die NADPH-Produktion ist hinge-
gen schwieriger zu verstehen. Daher wird die Wirkung der jeweiligen Austauschraten
auf die Produktionsraten näher untersucht, auch um zu verstehen, welche der Be-
schränkungen den stärksten Einfluss auf die jeweilige Bildungsrate ausübt.
Unbeschränkte Kohlenstoffdioxidproduktionsrate
Zunächst werden dabei lediglich die Glucoseaufnahmerate und die Sauerstoffaufnah-
merate festgelegt - die Kohlenstoffdioxidabgaberate hingegen ist unbeschränkt - und
getestet, inwieweit die Systeme hinsichtlich des Kohlenstoffdioxidexports limitiert sind.
Abbildung 4.16 zeigt die sich daraus ergebenden Ergebnisse für die optimalen Pro-
duktionsraten für ATP und NADPH. In beiden Fällen wird deutlich mehr Kohlen-
stoffdioxid exportiert als zuvor. Während sich die Form der Kohlenstoffdioxidabgabe-
rate bei der Optimierung auf ATP der der Sauerstoffaufnahmerate anpasst (Abbildung
4.16(a)), ist sie im Falle der Optimierung auf NADPH konstant (Abbildung 4.16(b))
und anscheinend unabhängig von der Sauerstoffaufnahmerate.
Dass für ATP in der oxidativen Phase nun eine höhere Produktionsrate zu beobachten
ist, ist darauf zurückzuführen, dass Glucose im Falle von unbeschränkter Kohlenstoffdi-
70
4.5 Wachstumsrate im Chemostat - Modell und Experiment
2 4 6 8 10 12
4
6
8
10
12
14
16
Reaktionen: R_ATPS und R_nadphs
Messpunkt
4
6
8
10
12
14
16
qA
TP
S
 [m
m
ol
/h
/g
]
0
2
4
6
8
10
12
qN
A
D
P
H
S
,q
O
2,
qC
O
2
[m
m
ol
/h
/g
]qO2
qCO2
qNADPHS
qATPS
Abbildung 4.15: Optimierung der Produktionsraten für ATP und NADPH bei fest-
gesetzten Raten für die Glucoseaufnahme, Sauerstoffaufnahme und
Kohlenstoffdioxidabgaberate. Während die höchste Produktionsrate für
ATP in der oxidativen Phase möglich ist und die geringste Rate in der
reduktiven erreicht wird, kann die höchste Syntheserate für NADPH
im Übergang zwischen der oxidativen und der reduktiven Phase erzielt
werden, während sie in der oxidativen Phase ihren Minimalwert an-
nimmt.
oxidproduktion vollständig über der Citratzyklus, in dem Kohlenstoffdioxid produziert
wird, verarbeitet werden kann. Das führt zum einen zu der erhöhten Produktionsrate
von ATP , da die Reaktion von Succinyl-CoA zu Succinat - bei der im verwendeten
Modell ATP freigesetzt wird - mit einer höheren Rate ablaufen kann und auch zu
der höheren Abgabe von Kohlenstoffdioxid, da auch die Reaktionen von Isocitrat zu
α-Ketoglutarat und von α-Ketoglutarat zu Succinyl-CoA - bei denen jeweils Kohlen-
stoffdioxid frei wird - mit einer höheren Rate ablaufen.
Die höheren Raten im Citratzyklus steigern ebenfalls den Bedarf an Acetyl-CoA, das
in selbigen eingespeist wird, bei dessen Produktion aus Pyruvat ebenfalls Kohlenstoff-
dioxid frei wird. Diese Effekte lassen den Kohlenstoffdioxidexport stark ansteigen und
es kann eine leicht erhöhte Produktionsrate für ATP erzielt werden.
In der reduktiven Phase hingegen ist weder für die ATP -Produktionsrate noch für
die Kohlenstoffdioxidabgaberate ein nennenswerter Unterschied zu den vorangegange-
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Abbildung 4.16: Optimierung der Produktionsraten für ATP (Teilabbildung (a)) und
NADPH (Teilabbildung (b)). Die Sauerstoffaufnahmerate ist je-
weils beschränkt, während die Kohlenstoffdioxidproduktionsrate unbe-
schränkt ist. Die Lösungen werden mit denjenigen verglichen, die man
erhält, wenn alle drei Austauschraten für Glucose, Sauerstoff und Koh-
lenstoffdioxid festgesetzt sind.
nen Simulationen festzustellen. Dies beruht auf der Sauerstofflimitierung, da das in
der Glykolyse entstehende NADH nicht über Respiration zu NAD+ abgebaut wer-
den kann, sondern dies über Ethanolproduktion geschehen muss. Glucose kann also
in dieser Phase nicht wesentlich effizienter umgebaut werden, sondern es muss der
ineffiziente Weg der ATP -Produktion über Fermentierung erfolgen.
Für die Produktionsrate von NADPH sind wesentlich größere Effekte zu beobach-
ten (Abbildung 4.16(b)). Die Kohlenstoffdioxidabgaberate scheint dabei von der Sau-
erstoffaufnahmerate unbeeinflusst und nimmt stets den maximal möglichen Wert an:
sämtliche aufgenommene Glucose wird in Kohlenstoffdioxid überführt. Dies führt in
der oxidativen Phase dennoch nicht zu einer Steigerung derNADPH-Produktionsrate,
die dort ihr Minimum erreicht, wo die Sauerstoffaufnahmerate ihr Maximum besitzt.
Dies liegt daran, dass das System den Sauerstoff nur über die Atmungskette verar-
beiten kann, wobei ATP produziert wird. Die dafür notwendige Glucose steht somit
nicht für die Produktion für NADPH zur Verfügung, da Glucose-6-Phosphat nicht
in den Pentose-Phosphat-Weg eingespeist werden kann, sondern über die Glykolyse
verarbeitet wird, um Citratzyklusintermediate zu generieren.
Je weniger Sauerstoff das System zu verarbeiten hat, desto mehr kann der Glucose-
umbau über den Pentose-Phosphat-Weg stattfinden, was erklärt, warum die maximale
Rate für NADPH-Produktion bei minimaler Sauerstoffaufnahmerate zu verzeichnen
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Abbildung 4.17: Optimierung der Produktionsraten für ATP (Teilabbildung (a)) und
NADPH (Teilabbildungen (b)). Die Sauerstoffaufnahmerate ist jeweils
unbeschränkt, während die Kohlenstoffdioxidproduktionsrate einer Ein-
schränkung unterliegt. Die Lösungen werden mit denjenigen verglichen,
die man erhält, wenn alle drei Austauschraten für Glucose, Sauerstoff
und Kohlenstoffdioxid festgesetzt sind.
ist. Die Produktion von NADPH im Pentose-Phosphat-Weg ist ebenfalls an Kohlen-
stoffdioxidproduktion gekoppelt, was die erhöhte Kohlenstoffdioxidabgaberate erklärt.
Unbeschränkte Sauerstoffaufnahmerate
Als nächstes wird getestet, wie sich eine unbeschränkte Sauerstoffaufnahmerate auf
die Produktionsraten für ATP und NADPH auswirkt - die Kohlenstoffdioxidabgabe-
rate und Glucoseaufnahmerate sind festgesetzt. Die Resultate sind in Abbildung 4.17
dargestellt.
Wie bereits aus den vorangegangenen Simulationen ableitbar, erhöht sich die ATP -
Produktionsrate in erheblichem Maße, wenn die Sauerstoffaufnahmerate nicht be-
schränkt ist. Die Form des Kurvenverlaufs der Sauerstoffaufnahmerate passt sich dabei
dem der Kohlenstoffdioxidabgaberate an. Je mehr Sauerstoff als Elektronenakzeptor
zur Verfügung steht, desto höher können die Raten der Atmungskette - andere Limi-
tierungen außer acht lassend - sein, über die ATP produziert wird. Kohlenstoffdioxid
wird dabei ausschließlich im Citratzyklus und bei der Produktion von Acetyl-CoA, das
ebenfalls für den Citratzyklus vonnöten ist, produziert.
Die Produktionsrate für NADPH kann bei unbegrenzter Sauerstoffaufnahme ins-
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besondere in der oxidativen Phase stark gesteigert werden. Das Aufheben der Be-
schränkung der Sauerstoffaufnahmerate führt zur einer starken Verringerung selbiger,
da dadurch Glucose nun überwiegend über den Pentose-Phosphat-Weg abgebaut wer-
den kann und nicht mehr für den Ablauf der Atmungskette investiert werden muss.
Dass überhaupt Sauerstoff aufgenommen wird, liegt daran, dass im Pentose-Phosphat-
Weg mehr Kohlenstoffdioxid produziert wird, als das System durch die Beschränkung
der Kohlenstoffdioxidabgaberate abzugeben erlaubt ist. Daher wird Sauerstoff aufge-
nommen, der zur Erzeugung von ATP genutzt wird, das wiederum zur Produktion
von Carbamoylphosphat - die ATP erfordert - genutzt wird, welches dann akkumuliert
wird, was bereits in Abschnitt 4.5.3 diskutiert ist.
Somit lässt sich erklären, warum die Kurve für die Sauerstoffaufnahmerate ihr Mini-
mum dort aufweist, wo die der Kohlenstoffdioxidabgaberate ihr Maximum besitzt: Je
mehr Kohlenstoffdioxid abgegeben werden darf, desto weniger ATP wird benötigt, um
dieses abzubauen, weswegen weniger Sauerstoff für die Erzeugung von ATP benötigt
wird. Damit ist auch unmittelbar einsichtig, warum in der reduktiven Phase sogar
mehr Sauerstoff aufgenommen wird als im Falle einer unbeschränkten Aufnahmerate;
auch hier liegt die Ursache in der Produktion von ATP begründet, das zum Abbau
von Kohlenstoffdioxid genutzt wird.
Kompromiss zwischen ATP- und NADPH-Produktion
Zusammenfassend lässt sich feststellen, dass die Produktionsraten von NADPH und
ATP , die für die Synthese von Biomasse von zentraler Bedeutung sind, stark von der
Sauerstoffaufnahmerate und der Kohlenstoffdioxidabgaberate abhängen. Während die
Produktion von ATP mit hohen Raten ablaufen kann, wenn hohe Level an Sauerstoff
zur Verfügung stehen, verhält es sich für die Produktionsrate für NADPH genau um-
gekehrt. Das liegt im Falle von ATP daran, dass für dessen effiziente Bildung Sauerstoff
als Elektronenakzeptor in der Atmungskette benötigt wird. Je weniger Sauerstoff zur
Verfügung steht, desto geringer sind die Raten innerhalb der Atmungskette und die
ATP -Produktion.
Bei NADPH ist es anders gelagert. Dessen Produktion wird nicht direkt vom Sauer-
stoff inhibiert, wie die Kurvenverläufe in den Abbildungen 4.15 und 4.16(b) gegebe-
nenfalls suggerieren mögen, sondern es handelt sich um einen indirekten Effekt, da die
Sauerstoffaufnahme, die hier erzwungen wird mittels der entsprechenden Beschrän-
kungen, mangels Alternativen zur Verarbeitung von Sauerstoff zu einer Produktion
von ATP führt. Die dafür benötigten Ressourcen stehen dann nicht mehr für die Pro-
duktion von NADPH zur Verfügung, was dessen Produktionsrate vermindert.
Dieser Kompromiss, der zwischen der Produktion von ATP und NADPH getroffen
werden muss, lässt sich auch in Abbildung 4.18 gut erkennen. Optimiert wurde zum
einen die ATP -Produktion in Abhängigkeit einer festgesetzten Rate für den Verbrauch
von NADPH (Abbildung 4.18(a)) und zum anderen die NADPH-Produktion in Ab-
hängigkeit eines basalen Verbrauchslevels von ATP (Abbildung 4.18(b)). Beschränkt
ist lediglich die Glucoseaufnahmerate; die Sauerstoffaufnahmerate und Kohlenstoffdi-
oxidabgaberate sind jeweils unbeschränkt.
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In beiden Szenarien wird jeweils die Glucose vollständig verarbeitet, wodurch die Koh-
lenstoffdioxidabgaberate konstant ist. Die Sauerstoffaufnahmerate hingegen ist an die
ATP -Produktion gekoppelt: je höher diese ausfällt, desto höher ist auch der Bedarf an
Sauerstoff. Wenn der basale ATP -Verbrauch ausgeschaltet wird und Glucose vollstän-
dig in die Produktion vonNADPH über den Pentose-Phosphat-Weg fließen könnte, ist
die Sauerstoffaufnahmerate annähernd 0. Der wenige aufgenommene Sauerstoff wird
dabei für die ATP -Erzeugung genutzt, das notwendig ist, um den oberen Teil der Gly-
kolyse ablaufen zu lassen. Der Pentose-Phosphat-Weg startet am Glucose-6-Phosphat,
das nur unter Verbrauch von ATP gebildet werden kann, so dass ein gewisser Bedarf
an ATP auch für die Erzeugung von NADPH besteht. Dieser könnte auch aus dem
unteren Teil der Glykolyse heraus gedeckt werden, was allerdings den Fluss in den
Pentose-Phosphat-Weg und damit die NADPH-Produktionsrate vermindern würde.
Daher wird der weitere glykolytische Fluss derart gewählt, dass gerade so viel Acetyl-
CoA und Citratzyklusintermediate - die für die aerobe Erzeugung von ATP vonnöten
sind - gebildet werden können, dass die Aktivierung der Glucose im ersten Schritt der
Glykolyse gewährleistet ist.
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Abbildung 4.18: Optimierung der Produktionsraten von ATP in Abhängigkeit des basa-
len Verbrauchs von NADPH (Teilabbildung (a)) und der NADPH-
Produktionsrate in Abhängigkeit des basalen Verbrauchs von ATP
(Teilabbildung (b)). Beschränkt ist lediglich die Glucoseaufnahmera-
te; für Sauerstoffaufnahmerate und Kohlenstoffdioxidabgaberate gibt es
hingegen keine Beschränkungen. Der aufgenommene Kohlenstoff wird
jeweils vollständig in Kohlenstoffdioxid überführt. Die Sauerstoffauf-
nahmerate ist an die Produktion von ATP gekoppelt, die umso höher
ausfällt, desto mehr Sauerstoff aufgenommen wird. Die maximale Pro-
duktionsrate von NADPH wird hingegen für eine Sauerstoffaufnahme
erreicht, die annähernd 0 beträgt.
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4.6 Maximierung von Produktionsraten einzelner
Biomassekomponenten
Im letzten Abschnitt ist gezeigt, dass die optimalen Bildungsraten für ATP und
NADPH über den Zyklus hinweg stark unterschiedlich ausfallen. Sowohl ATP als
auch NADPH werden für die Synthese von Biomasse benötigt, wobei der Bedarf zwi-
schen den einzelnen Biomassekomponenten variiert. Während es sich beispielsweise
bei der Lipidsynthese um einen stark NADPH-verbrauchenden Prozess handelt, ist
selbiges für bestimmte Zucker, wie zum Beispiel β(1, 3)-D-Glucan und Mannan nicht
vonnöten, da diese aus Intermediaten der Glykolyse entstehen, aus Glucose-6-Phosphat
beziehungsweise Fructose-6-Phosphat. Diese Unterschiede werden in diesem Abschnitt
genauer quantifiziert und mit den optimalen Bildungsraten der Biomassekomponenten
über den Zyklus hinweg in Verbindung gesetzt.
Der Bedarf an ATP beziehungsweise NADPH - den beiden wohl wichtigsten Co-
Faktoren für die Biosynthese jeder einzelnen Biomassekomponenten - wird mittels FBA
bestimmt. Die Glucoseaufnahmerate wird dabei auf 1 mmol
h·g festgesetzt und ist zugleich
die einzige Kohlenstoffquelle. Sauerstoffaufnahmerate und Kohlenstoffdioxidabgabera-
te sind hingegen unbeschränkt. Des Weiteren ist es dem System gestattet, unbegrenzt
ATP und NADPH über die so genannten “virtuellen Transport” (Kapitel 4.1) auf-
zunehmen; sie brauchen also nicht innerhalb des System produziert werden. Auch die
Akkumulation aller Intermediate ist erlaubt, womit der tatsächliche Nettoverbrauch
von ATP und NADPH ermittelt werden soll. Anschließend wird die Produktionsrate
jeder einzelnen Biomassekomponenten maximiert.
Die Ergebnisse sind in Tabelle 4.2 festgehalten, darunter auch das Verhältnis von
NADPH- zu ATP -Bedarf. Obwohl ATP unbegrenzt zur Verfügung steht und dessen
Produktion daher nicht erforderlich ist, wird für die Synthese der meisten Biomas-
sekomponenten dennoch Sauerstoff aufgenommen, der zur Generierung von ATP ge-
nutzt wird. Das liegt darin begründet, dass das in der Glykolyse produzierte NADH
an sich nur auf zwei Wegen abgebaut werden kann: über Fermentierung und in der
Atmungskette. Ethanolexport hätte allerdings zur Folge, dass pro Mol aufgenomme-
ner Glucose mehr Kohlenstoff exportiert wird, als es bei der Verarbeitung der Glucose
durch Atmung der Fall ist. Dieser Kohlenstoff steht dann nicht mehr für die Produktion
der Biomassekomponente über den Citratzyklus zur Verfügung, so dass die jeweilige
Produktionsrate der Biomassekomponente vermindert würde. Die Regeneration von
NAD+ mittels Respiration ist daher der effizientere Weg, was die Sauerstoffaufnahme
und die daraus resultierende - an sich nutzlos erscheinende - Produktion von ATP
erklärt.
Es lässt sich feststellen, dass es große Unterschiede zwischen den einzelnen Bio-
massekomponenten hinsichtlich ihres Bedarfs an ATP und NADPH gibt. Während
beispielsweise die Polysaccharide β(1, 3)-D-Glucan und Mannan netto kein NADPH
benötigen, braucht es für die Synthese von Lipiden, wie Ergosterol und Triglyceriden
mit diesem Ansatz mehr NADPH als ATP .
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Metabolit ATPc NADPHc ATPm NADPHm qNADPHS R_ATPS3m qO2
fNADPH
fATP
Glu 0 0 0 0 0.8 0.6 -0.2 -1.33
Gly -0.21 0 0 0 1.71 1.93 -0.64 -0.8
Gln -0.4 0 -1.2 -0.4 1.6 0 0 -0.75
13DGlcn -2 0 0 0 0 0 0 0
Arg -5 0 -2 0 0 0 0 0
Mannan -2 0 0 0 0 0 0 0
Asp 0 -0.5 0 0 0 5.25 -1.75 0.1
Ala 0 0 0 0 0 0 0 n.d.
CMP -1.22 -0.89 0 0 0 2.33 -1.11 0.25
Asn -1.5 -2 0 0 0 5.25 -1.75 0.3
UMP -0.67 -0.89 0 0 0 2.33 -1.11 0.3
Leu -1 -0.67 0 0 0 1 -0.33 0.33
Ser 0 -2 0 0 0 6 -2 0.33
Trp -2.25 -1.5 0 0 0 2.25 -0.75 0.33
Tyr 0 -0.6 0 0 0 1.8 -0.6 0.33
GMP -2.25 -2.25 0 0 0 3.38 -1.12 0.4
His -2.4 -2.4 0 0 0 3.6 -1.2 0.4
Phe -1.2 -1.2 0 0 0 1.8 -0.6 0.4
dCMP -1.22 -1.56 0 0 0 2.33 -1.11 0.44
dGMP -2.25 -3 0 0 0 3.38 -1.12 0.53
dTMP -0.5 -2.17 0 0 0 3.25 -1.33 0.58
Thr 0 -3.5 0 0 0 5.25 -1.75 0.67
Val 0 -1 0 -1 0 3 -1 0.67
Pro -0.4 -0.8 -1.2 -0.4 0 0 0 0.75
Zymst -3.33 -3.11 0 0 0 0 -1.11 0.93
Cys -0.86 -6.29 0 0 0 5.57 -1.86 0.98
Met -0.86 -7.14 0 0 0 5.57 -1.86 1.11
Ergst -2.56 -3 0 0 0 0 -1.33 1.17
Ptd1ino -1.79 -2.24 0 0 0 0 -0.12 1.25
Pe -2 -2.53 0 0 0 0 -0.13 1.26
Ps -1.73 -2.47 0 0 0 0.16 -0.18 1.31
Pc -1.43 -3.02 0 0 0 0.85 -0.39 1.32
Pa -1.77 -2.61 0 0 0 0 -0.14 1.48
Lys -1 -2 -1 -1 0 0 0 1.5
Triglyc -1.68 -2.55 0 0 0 0 -0.14 1.51
Ile 0 -4 0 -1 0 3 -1 1.67
Tabelle 4.2: Raten der virtuellen Transporter für ATP und NADPH ins Cytosol und ins
Mitochondrium (ATPc, NADPHc, ATPm, NADPHm ), des basalen Ver-
brauchs von NADPH (qNADPHS), der Produktionsrate für ATP im Mit-
ochondrium (R_ATPS3m) und der Sauerstoffaufnahmerate (qO2), die sich
ergeben, wenn die Produktionsraten einzelner Biomassekomponenten maxi-
miert werden. Alle Raten sind in der Einheit mmolh·g angegeben; die Gluco-
seaufnahmerate beträgt jeweils 1 mmolh·g . Negative Werte bezeichnen dabei
Aufnahme des entsprechenden Metaboliten. Das Verhältnis von NADPH-
Verbrauch zu ATP -Verbrauch ist hingegen einheitenlos; bei der Berechnung
des selbigen geht R_ATPS3m als negativer Wert ein, da das über diese Re-
aktion erzeugte ATP ebenfalls für die Biosynthese verbraucht wird.
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Wie in Kapitel 3.4 dargestellt, kann es bezüglich der Produktionsrate von Biomasse
effizienter sein zwischen Stoffwechselwegen, die unterschiedliche Anforderungen an das
Reaktionsmilieu haben, hin- und herzuschalten. Wenn nun bestimmte Metabolite sehr
unterschiedliche Anforderungen bezüglich des Verhältnisses von NADPH zu ATP
haben, kann es ebenfalls gewinnbringend sein, diese zu unterschiedlichen Zeitpunkten
zu produzieren, was im nachfolgenden Abschnitt näher betrachtet ist.
4.6.1 Produktionsraten einzelner Biomassekomponenten in
Abhängigkeit der Austauschraten
Die Resultate aus dem letzten Abschnitt - im Zusammenhang mit den in Kapiteln 3.4
und 4.5.4 gewonnenen Erkenntnissen - lässt den Schluss zu, dass es für das Wachstum
der Zelle von Vorteil sein könnte, Biomassekomponenten, die einen ähnlichen Bedarf
an Co-Faktoren haben, auch im selben Zeitabschnitt zu synthetisieren, während die-
jenigen Biomassekomponenten, die einen davon abweichenden Bedarf an Co-Faktoren
aufweisen, zu einem anderen Zeitpunkt gebildet werden. In diesem Abschnitt wird
die Abhängigkeit der Produktionsraten von einzelnen Biomassekomponenten von den
gemessenen Austauschraten für Glucose, Sauerstoff und Kohlenstoffdioxid untersucht.
Dafür wird in jedem Zeitpunkt des Zyklus die Produktionsrate jeder der Biomasse-
komponenten mittels FBA maximiert, wobei die Glucoseaufnahmerate, die Sauerstoff-
aufnahmerate und die Kohlenstoffdioxidabgaberate festgesetzt sind; die Akkumulation
aller Intermediate ist gestattet.
Es soll dabei ermittelt werden, welche der Biomassekomponenten ihr jeweiliges Maxi-
mum der Produktionsrate im selben Zeitpunkt verzeichnen, ob und inwieweit dies mit
der Tabelle 4.2 im Einklang ist und ob eine biologisch sinnvolle zeitliche Ordnung von
Produktionsschritten festgestellt werden kann.
In Tabelle 4.3 sind die Resultate dargestellt. Die maximalen Raten werden dabei in
vier verschiedenen Zeitpunkten erzielt, wovon drei in der späten reduktiven beziehungs-
weise in der zeitigen oxidativen Phase zu finden sind und einer - der von Ergosterol - in
der späten oxidativen Phase. Es zeigt sich also deutlich, dass die Austauschraten einen
sehr starken Effekt auf die jeweiligen Produktionsraten haben. Keine der Biomasse-
komponenten kann bei maximaler Sauerstoffaufnahmerate - in den Zeitpunkten vier,
fünf und sechs - mit der Maximalrate produziert werden, obwohl in dieser Phase die
maximale Produktionsrate für ATP erzielt werden kann (Abbildung 4.15). Allerdings
erreicht in diesem Abschnitt die NADPH-Produktionsrate ihr Minimum, das somit
der Biosynthese nicht in ausreichendem Maße zur Verfügung stehen mag (Abbildung
4.15).
Der in Abbildung 4.18 verdeutlichte Kompromiss, der zwischen der Produktionen von
ATP und NADPH getroffen werden muss, führt offenbar dazu, dass die Biomas-
sekomponenten nicht in den Phasen, wo eine der beiden Komponenten am besten
produziert werden kann, synthetisiert werden, sondern in den Übergängen zwischen
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Tabelle 4.3: Die drei höchsten und drei niedrigsten Produktionsraten (vmaxi beziehungs-
weise vmini ; gerundet auf zwei Dezimalstellen) für einzelne Biomassekompo-
nenten und den dazugehörigen Messpunkten (Tmaxi beziehungsweise Tmin1).
Alle Raten sind in der Einheit mmolh·g angegeben. Die Austauschraten für Glu-
cose, Sauerstoff und Kohlenstoffdioxid sind festgesetzt; die Akkumulation
aller Intermediate ist erlaubt.
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Abbildung 4.19: Die optimalen Produktionsraten von Aspartat und Glutamin in Abhän-
gigkeit der Austauschraten für Glucose, Sauerstoff und Kohlenstoffdi-
oxid.
beiden Phasen.
Es sollen an dieser Stelle nicht für alle Biomassekomponente die Abhängigkeit der
Syntheseraten von den Austauschflüssen dargestellt werden, aber zumindest sechs Re-
präsentanten der jeweiligen Phasen, die auch später für eine mögliche biologische In-
terpretation von Belang sind (Kapitel 4.6.2); die von weiteren Biomassekomponenten
finden sich in Anhang C.
Abbildung 4.19 zeigt die optimalen Bildungsraten zu jedem Zeitpunkt des Zyklus
der beiden Aminosäuren Aspartat und Glutamin, die beide in der späten reduktiven
Phase ihre höchsten Produktionsraten aufweisen (Tabelle 4.3). Beide haben auch einen
sehr ähnlichen Bedarf von NADPH und ATP (Tabelle 4.2).
Anschließend weisen bestimmte Lipide und zwei Aminosäuren ihre maximale Produk-
tionsrate auf (Tabelle 4.3); Abbildung 4.20 zeigt dafür stellvertretend die optimalen
Produktionsraten für Triglyceride und Methionin. Beide können noch zu einem wei-
teren Zeitpunkt mit hoher Rate produziert werden, im Zeitpunkt acht. Dies ist der
Zeitpunkt, zu dem auch NADPH seine höchste Bildungsrate aufweist (Abbildung
4.15). Sowohl Lipide als auch die schwefelhaltigen Aminosäuren haben einen hohen
Bedarf an NADPH (Tabelle 4.2), der im Falle der Aminosäuren auf die Sulfatverar-
beitung zu Schwefelwasserstoff zurückzuführen ist. Somit ist auch erklärbar, warum
diese Metabolite bei maximaler Sauerstoffaufnahme - in den Zeitpunkten vier, fünf
und sechs - ihre minimale Produktionsrate besitzen (Tabelle 4.3). In diesen Zeitpunk-
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Abbildung 4.20: Die optimalen Produktionsraten von Triglyceriden und Methionin in
Abhängigkeit der Austauschraten für Glucose, Sauerstoff und Kohlen-
stoffdioxid.
ten ist zwar die Produktionsrate für ATP maximal, die für NADPH aber minimal
(Abbildung 4.15).
Im Übergang von der reduktiven zur oxidativen Phase verzeichnen sämtliche Nu-
kleotide ihre maximale Bildungsrate (Tabelle 4.3), wie z.B. UMP und dGMP , die
hier stellvertretend ausgewählt wurden (Abbildung 4.21). Wie auch aus Tabelle 4.3
ersichtlich ist, besitzen sämtliche Nukleotide sowohl die maximale als auch die mi-
nimale Produktionsrate jeweils im selben Zeitpunkt. Nukleotide lassen sich in der
oxidativen Phase mit deutlich höheren Raten produzieren als in der reduktiven; der
Bedarf von NADPH und ATP (Tabelle 4.2) liegt zumindest für die Desoxynukleotide
in einem sehr ähnlichen Bereich.
Sämtlichen Resultaten ist gemein, dass es erneut ein Umschalten zwischen dem Ci-
tratzyklus und dem Pentose-Phosphat-Weg gibt. Abbildung 4.22 zeigt die beiden diese
Stoffwechselwege repräsentierenden Raten (vergleiche Abschnitt 4.5.3) für zwei Bio-
massekomponenten, für β(1, 3)-D-Glucan und Zymosterol.
Während β(1, 3)-D-Glucan aus dem Glykolyseintermediat Glucose-6-Phosphat gebil-
det wird, entsteht Zymosterol aus Acetyl-CoA; die jeweiligen Synthesewege zeigen also
keine große Schnittmenge auf und auch der Bedarf and ATP und NADPH ist stark
unterschiedlich (Tabelle 4.2). Dennoch lässt sich beobachten, dass die Raten des Ci-
tratzyklus und des Pentose-Phosphat-Weges sehr ähnliches Verhalten aufweisen, in
beiden Fällen sind die Raten auch phasenversetzt aktiv, was sich in der Tat für alle
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Abbildung 4.21: Die optimalen Produktionsraten von UMP und dGMP in Abhängigkeit
der Austauschraten für Glucose, Sauerstoff und Kohlenstoffdioxid.
untersuchten Biomassekomponenten feststellen lässt.
Dies legt einmal mehr den Schluss nahe - wie schon bei der Optimierung auf die
Gesamtbiomassefunktion - dass die Austauschraten für Glucose, Sauerstoff und Koh-
lenstoffdioxid ein Umschalten zwischen Citratzyklus und Pentose-Phosphat-Weg ab-
bilden.
Die Ergebnisse sind in Abbildung 4.23 zusammengefasst. Die dort ersichtliche zeit-
liche Abfolge der maximalen Bildungsraten einzelner Biomassekomponenten ist im
Abschnitt 4.6.2 diskutiert.
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Abbildung 4.22: Die Raten der ersten Reaktion des Pentose-Phosphat-Weges,
R_G6PDH2, und die Reaktion, die Succinat zu Fumarat umwan-
delt, was im Citratzyklus geschieht, R_SUCD2_u6m. Während der
Pentose-Phosphat-Weg während der reduktiven Phase aktiv und in der
oxidativen Phase inaktiv ist, verzeichnet der Citratzyklus seine höchste
Aktivität während der oxidativen und die geringste Aktivität während
der reduktiven Phase.
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Abbildung 4.23: Zeitliche Abfolge der optimalen Produktionsraten der Biomassekompo-
nenten über den Zyklus. Von Ergosterol abgesehen zeigen sämtliche Bio-
massekomponenten ihre maximale Produktionsrate im Übergang von
der reduktiven zur oxidativen Phase. Die maximale Produktionsrate für
ATP wird dabei für hohe Sauerstoffaufnahmeraten erzielt, während die
höchstmögliche Produktionsrate von NADPH mit niedrigen Sauerstof-
faufnahmeraten assoziiert ist.
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4.6.2 Zeitliche Ordnung in der Biosynthese von
Biomassekomponenten?
In verschiedenen experimentellen Arbeiten konnte gezeigt werden, dass die Replikation
der DNA in der Phase stattfindet, in der eine geringe Sauerstoffaufnahme zu verzeich-
nen ist. Daher wurde die zeitliche Trennung der DNA-Replikation von Respiration als
Hauptfunktion der respiratorischen Oszillationen in Hefe angesehen [9, 54, 117].
Hintergrund ist, dass über Respiration nicht nur Energie für die Zelle in Form von ATP
bereitgestellt wird, sondern auch toxische Substanzen wie ROS produziert werden, die
DNA schädigen können. Dies führte zu der Annahme, dass es von evolutionärem Vorteil
sei, auf eine Phase hoher Sauerstoffaufnahme beziehungsweise hoher respiratorischer
Aktivität eine Phase niedriger Sauerstoffaufnahme, in der der Effekt toxischer Neben-
produkte minimal ist, folgen zu lassen und somit die Unversehrtheit des Genoms zu
gewährleisten, wenn selbiges repliziert wird.
Diese Idee findet in den hier präsentierten Ergebnissen durchaus Unterstützung. In
der späten reduktiven Phase können die beiden Aminosäuren Aspartat und Glutamin
mit maximaler Rate produziert werden (Tabelle 4.3, Abbildung 4.23). Beide sind für
die Bildung von Pyrimidinen vonnöten, die wiederum für die Synthese von RNA und
DNA verwendet werden. Sämtliche Nukleotide, die für die Synthese von RNA und
DNA notwendig sind, verzeichnen im Übergang von der reduktiven zur oxidativen
Phase ihre maximalen Produktionsraten (Tabelle 4.3, Abbildungen 4.23) und können
während der gesamten oxidativen Phase mit hohen Raten produziert werden (Ab-
bildung 4.21), während sie ihre geringsten Bildungsraten in der reduktiven Phase
aufweisen. In der oxidativen Phase ist die maximale Produktion von ATP möglich
(Abbildungen 4.15 und 4.23), woran sich die höchste Produktionsrate für NADPH
anschließt (Abbildungen 4.15 und 4.23).
Diese Abfolge lässt sich dahingehend interpretieren, dass in der späten reduktiven
und in der zeitigen oxidativen Phase die Vorläufer für die Biomasseproduktion und
die Voraussetzungen für die Replikation der DNA geschaffen werden. Die in dem sich
anschließenden Abschnitt des Zyklus hohen Produktionsraten an ATP könnten dann
als Auslöser für die eigentliche DNA-Synthese fungieren, da so garantiert ist, dass sie
vollständig und zügig ablaufen kann [26].
An diese Phase maximaler Sauerstoffaufnahme, die mit maximaler Produktion von
ATP einhergeht, schließt sich die Phase an, in derNADPH die maximale Bildungsrate
zu verzeichnen hat (Abbildungen 4.15 und 4.23); die Detoxifizierung der Zelle kann
in dieser Phase also besonders gut vonstatten gehen. In diesem Zeitabschnitt findet
zudem die Replikation der DNA statt [54], die somit in einem reduzierten Milieu
ablaufen kann, womit die Unversehrtheit des Genoms gewährleistet wird.
Weiterhin lässt sich beobachten, dass Biomassekomponenten mit ähnlichem Bedarf
an ATP und NADPH auch in denselben Zeitpunkten des Zyklus ihre jeweiligen ma-
ximalen Produktionsraten aufweisen (Tabellen 4.2 und 4.3 und Abbildung 4.23), was
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mit dem im Kapitel 3.4 dargelegten Szenario kompatibel ist. Sowohl ATP als auch
NADPH werden für die Produktion von Biomasse benötigt, deren Produktionsraten
aber nicht unabhängig voneinander sind (Abbildungen 4.18 und 4.15). Wie in Ka-
pitel 3.4 gezeigt ist, kann es effektiver sein, Metabolite mit einem ähnlichen Bedarf
an Co-Faktoren zeitgleich zu produzieren und wenn sich der Bedarf der Co-Faktoren
unterscheidet, die Produktionsschritte zeitversetzt durchzuführen.
4.7 Zusammenfassung und weiterführende Arbeiten
In diesem Kapitel ist mittels Flussbilanzanalyse (FBA) untersucht, wie sich die experi-
mentell bestimmten Raten für Glucoseaufnahme, Sauerstoffaufnahme und Kohlenstoff-
dioxidexport auf die Wachstumsrate und auf die Produktionsraten von Metaboliten,
die für die Biomassesynthese essentiell sind, auswirken. Alle in den vorangegangenen
Abschnitten präsentierten Ergebnisse beruhen dabei auf Einzelsimulationen mit Hilfe
von Flussbilanzanalyse. So kann ermittelt werden, welche Flussverteilungen am besten
zu welcher Kombination von Austauschraten passen, was gegebenenfalls Rückschlüsse
auf die tatsächlich stattfindenden Stoffwechselreaktionen und damit auf eine biologisch
relevante zeitliche Reihenfolge von Produktionsschritten zulässt.
Zunächst wird getestet, ob es - basierend auf den durchschnittlichen Austauschraten
über einen Zyklus - möglich ist, mit Hilfe des gewählten Modells die experimentell fest-
gelegte Wachstumsrate zu bestimmen. Dies ist in guter Näherung der Fall und kann bei
entsprechender Wahl des basalen Verbrauchs von ATP - demjenigen ATP -Verbrauch,
der nicht unmittelbar an Wachstumsprozess gekoppelt ist - auf den exakten Wert an-
gepasst werden. Im nächsten Schritt wird untersucht, wie die optimale Wachstumsrate
von den dynamischen Austauschraten abhängt. Dazu werden in jedem Messpunkt des
Zyklus die Austauschraten fixiert und die Wachstumsrate maximiert. Müssen sämtli-
che Metabolite bilanziert sein, wie es bei der “klassischen” FBA angenommen wird,
lassen sich in den Punkten maximaler und minimaler Sauerstoffaufnahme keine gül-
tigen Lösungen finden. Dem wird mittels einer Hilfsannahme Rechnung getragen, die
darin besteht, dass das System Stoffe überproduzieren darf. So müssen zwar nach wie
vor alle für das notwendigen Stoffe für die jeweilige Synthese produziert, diese aber
nicht mehr bilanziert sein. Durch diesen zusätzlichen Freiheitsgrad ist es nun möglich,
in jedem Zeitpunkt des Zyklus eine gültige Lösung für die Biomasseproduktion zu be-
rechnen. In der oxidativen Phase ist dabei eine Akkumulation von Carbamoylphosphat
zu beobachten, während in der reduktiven Phase eine Überproduktion von NADPH
zu verzeichnen ist.
Darüber hinaus wird die Biosynthese einzelner Biomassekomponenten betrachtet.
Dafür wird zunächst der Bedarf von NADPH und ATP ermittelt, die für die jeweili-
ge optimale Synthese vonnöten ist. Anschließend werden mittels FBA die maximalen
Syntheseraten für jede einzelne Biomassekomponente in Abhängigkeit der experimen-
tell bestimmten Raten für Glucoseaufnahme, Sauerstoffaufnahme und Kohlenstoff-
dioxidexport ermittelt. Es zeigt sich, dass Metabolite, die einen ähnlichen Bedarf an
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NADPH/ATP haben, auch zu ähnlichen Zeitpunkten des Zyklus die maximalen Syn-
theseraten aufweisen.
Auch sieht man eine zeitliche Abfolge der Maxima der optimalen Produktionsra-
ten der einzelnen Biomassekomponenten, was gegebenenfalls auf ein zeitlich koordi-
niertes Programm der Biosynthese hindeutet. In der späten reduktiven Phase zeigen
zunächst die Vorläufer der Nukleotidsynthese ihre maximale Produktionsrate, anschlie-
ßend sämtliche Nukleotide, die für die Synthese von RNA und DNA benötigt werden,
daraufhin ATP und NADPH.
Es lässt sich also spekulieren, dass in der oxidativen Phase alle Voraussetzungen für
eine erfolgreiche Replikation der DNA und Zellteilung geschaffen werden, wobei die
hohen Produktionsraten für ATP in der oxidativen Phase notwendig sein könnten,
um sicherzustellen, dass diese vollständig und zügig ablaufen kann. Die anschließend
hohen Produktionsraten für NADPH lassen eine effiziente Detoxifizierung der Zelle
zu, was zum Schutz der Unversehrtheit des Genoms beiträgt.
Unabhängig von der jeweiligen Zielfunktion ist stets ein Umschalten zwischen der Ak-
tivität des Citratzyklus und der des Pentose-Phosphat-Weges zu beobachten, wobei
der Citratzyklus während der oxidativen Phase und der Pentose-Phosphat-Weg in der
reduktiven Phase die höchste Aktivität aufweist. Dies deutet darauf hin, dass die
metabolischen Zyklen eine zeitlich koordinierte Produktion von ATP und NADPH
repräsentieren beziehungsweise eine zeitliche Trennung von Biosynthese und Stressant-
wort, wie sie auch für Genexpressionsdaten beschrieben ist [67]. Das biosynthetische
Programm wird dabei mit steigender respiratorischer Aktivität initialisiert, was sich
auch in experimentellen Studien findet [77].
Die Tatsache, dass ein bestimmter Metabolit zu einem bestimmten Zeitpunkt des Zy-
klus - gegeben lediglich drei fixierte Austauschraten - mit hoher Rate produzierbar ist,
lässt natürlich keinen gesicherten Schluss zu, dass diese Produktion auch tatsächlich
stattfindet, sondern kann bestenfalls ein Hinweis auf selbige sein. Um die Resultate
noch besser einordnen zu können, ist ein Vergleich mit experimentellen Daten zwin-
gend notwendig; die Voraussetzungen, dass ein solcher durchgeführt werden kann, ist
mit dem Experiment aus dem Kapitel 2.1 geschaffen.
Mit dem hier gewählten Ansatz der Analyse lassen sich Dynamiken nur in einem sehr
beschränkten Maße abbilden. Dies könnte durch Anwendung von dynamischer Flussbi-
lanzanalyse, die eine konsequente Weiterführung der hier dargelegten Analysen ist, ge-
schehen. Angenommen werden könnte, dass Metabolite also nicht nur überproduziert,
sondern zu einen späteren Zeitpunkt auch wieder aufgenommen werden können, was
insbesondere hinsichtlich der experimentell beobachteten Wiederverwertung von Etha-
nol nützlich wäre. Als Zielfunktion könnte die Biomasseproduktion über den gesamten
Zyklus hinweg dienen, die somit nicht mehr in jedem Zeitpunkt des Zyklus produziert
werden muss. Intermediate - entweder alle oder speziell ausgewählte - müssen nur über
den gesamten Zyklus hinweg bilanziert sein, oder können auch akkumuliert werden,
was eine Überproduktion selbiger zu bestimmten Zeitpunkten des Zyklus erlaubt sowie
deren Verbrauch zu einem anderen Zeitpunkt. Die erhaltenen Lösungen werden nicht
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eindeutig, die Variabilität sehr hoch sein. Auch lassen sich damit keine Aussagen über
Regulationsstrukturen innerhalb des Netzwerkes treffen. Dennoch kann so eine opti-
male Abfolge von Produktionsschritten für die Synthese der Biomassekomponenten
ermittelt werden, die sich dann mit den experimentell bestimmten Daten abgeglichen
werden kann.
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5 Zusammenfassung und Ausblick
Diese Arbeit beschäftigt sich mit einem Phänomen, das in Hefekulturen beobachtbar
ist. Wenn Hefe in einer kontinuierlichen Kultur wächst, synchronisieren die Zellen und
zeigen eine stabile respiratorische Oszillation. Sowohl weite Teile des Transkriptoms als
auch des Metaboloms oszillieren in klaren Phasenbeziehungen zu dieser sich ändernden
respiratorischen Aktivität. Die diesen Dynamiken zugrunde liegenden Mechanismen
sind ebenso ungeklärt wie deren möglicher funktioneller Aspekt.
In dieser Arbeit werden die metabolischen Zyklen daher mittels experimenteller und
theoretischer Methoden näher beleuchtet und analysiert. Dazu wird ein Experiment
durchgeführt, bei dem 13C-markierte Glucose als Kohlenstoffquelle dient, deren Umbau
nachverfolgt werden kann. Ein solches Experiment ist die Grundlage der Bestimmung
zeitaufgelöster Flussdaten, die erlauben, die Aktivitätsprofile einzelner Stoffwechsel-
wege zu bestimmen, was Rückschlüsse auf vorhandene regulatorische Mechanismen zu-
lässt. Wenngleich diese Flussdaten mit Abschluss der Arbeit noch nicht verfügbar sind,
konnte mit den bisher vorliegenden Daten gezeigt werden, dass sich die Konzentration
eines Intermediates des Methylcitratzyklus in einer festen Phasenbeziehung zur respi-
ratorischen Aktivität ändert. Da der Methylcitratzyklus in den Lipidabbau involviert
ist, motivierte dieser Befund ein weiteres Experiment. Dieses besteht in der Ermittlung
der Dynamik des Lipidoms. In dieser Arbeit wird zum ersten Mal gezeigt, dass auch
das Lipidom der Zellen oszillatorisches Verhalten aufweist. Dabei gibt es eine Gruppe
an Lipiden, die ihre höchsten Konzentrationen in der Phase hoher Sauerstoffaufnahme
zeigt und eine andere Gruppe, für die das in der Phase niedriger Sauerstoffaufnahme
zu beobachten ist. Die Identifikation der einzelnen Lipide steht noch aus, so dass über
eine biologische Bedeutung an dieser Stelle nur spekuliert werden kann. Da Lipide so-
wohl in den Energiestoffwechsel involviert als auch für Strukturgebung vonnöten sind,
könnte dieser Befund ein Umschalten von energiebereitstellenden zu strukturgebenden
Prozessen repräsentieren.
Aus diesen Ergebnissen ergeben sich Ansätze für weitergehende Studien. So lässt sich
mit diesen hier dargelegten Experimenten der auf Glucoseaufnahme basierende Koh-
lenstofffluss ermitteln. Es ist jedoch bekannt, dass Saccharomyces cerevisiae auch zur
Fixierung von Kohlenstoffdioxid in der Lage ist [85], was eine weitere potentielle Koh-
lenstoffquelle darstellt. Diese Fixierung von Kohlenstoffdioxid kann mittels der anap-
lerotische Reaktion von Pyruvat zu Oxalacetat erfolgen [88], das dann im Wesent-
lichen in drei Stoffwechselwege eingespeist werden könnte: in den Citratzyklus, den
Methylcitratzyklus und in die Gluconeogenese. Ob es zu einer Fixierung von Kohlen-
stoffdioxid kommt und über welche Stoffwechselwege selbiges schlussendlich nutzbar
gemacht wird, kann ein weiteres Markierungsexperiment zeigen. Dieses wird analog
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zu dem in Abschnitt 2.1 beschriebenen durchgeführt, wobei nicht Glucose über 13C
markiert ist, sondern Kohlenstoffdioxid. Aus dem zeitaufgelösten Messen des Kohlen-
stoffflusses basierend auf Glucoseaufnahme und einer gegebenenfalls stattfindenden
Kohlenstoffdioxidfixierung sowie der gleichzeitigen Analyse des Lipidabbaus über den
Methylcitratzyklus wird es möglich sein, generelle Organisationsprinzipien des zellulä-
ren Metabolismus abzuleiten, existierende Modelle zu validieren und zu erweitern.
Da die Frage nach der Ursache der Oszillationen noch nicht geklärt ist, werden vier
Szenarien betrachtet, die als Erklärungsansatz für das Auftreten dieserart Dynami-
ken dienen können. Aufgrund der Komplexität des Netzwerkes ist es denkbar, dass es
sich um einen rein mechanistischen Effekt - beruhend auf einer negativen Rückkopp-
lung und einer intrinsischen Zeitverzögerung - ohne eine unmittelbare Funktion für
die Zelle handelt. Weiterhin könnten diese Oszillationen die sich zeitlich ändernden
physiologischen Anforderungen eines Prozesses, der in einer gegebenen Ordnung abzu-
laufen hat, widerspiegeln; ein Beispiel dafür ist der Zellzyklus [26]. Die Szenarien drei
und vier werden unter Verwendung von generischen Minimalsystemen mittels in-silico
Evolution untersucht. Dieser Ansatz erlaubt es, für festgelegte Stöchiometrien sowohl
optimale Ratenkonstanten als auch geeignete Regulationsstrukturen zu bestimmen
[30], wobei die Zielfunktion in dieser Arbeit durch die akkumulierte Biomasse in einem
bestimmten Zeitbereich repräsentiert ist. Für beide der untersuchten Systeme kann
gezeigt werden, dass oszillatorische Lösungen die Biomasseproduktion in erheblichen
Maße steigern können. In Szenario drei beruht dieser Fitnessvorteil darauf, dass die
Produktion toxischer Nebenprodukte von der Produktion derjenigen Stoffe, die durch
selbige geschädigt werden, zeitlich getrennt werden kann und verkörpert somit einen
der ersten Erklärungsversuche, warum diese Oszillationen als für den Organismus vor-
teilhaft sein könnten [9, 54, 117]. Ein solcher Fitnessvorteil für die Zelle kann auch
zustande kommen, indem zwischen unterschiedlichen Reaktionsmilieus umgeschaltet
wird, was das vierte Szenario darstellt. Trotzdem diese zeitliche Ordnung von Stoff-
wechselaktivität dazu führt, dass bestimmte Teile des Netzwerkes für einen gewissen
Zeitraum inaktiv sind, kann eine Effizienzsteigerung erzielt werden, da die Reaktionen
unter den für sie optimalen Bedingungen ablaufen können. Die alternierende Aktivität
von Stoffwechselwegen in dem für sie besten Reaktionsmilieu kann also gegenüber der
Optimierung des Gesamtprozesses zu deutlichen Fitnessvorteilen führen. Werden die-
selben Systeme in derselben Umgebung evolviert, aber ohne die Möglichkeit zu haben,
ihren Stoffwechsel zu regulieren, fällt die Biomasseproduktion deutlich geringer aus.
Die untersuchten Systeme sind derart allgemein gestaltet, dass sie auch zum Verständ-
nis anderer periodischer Phänomene beitragen können, die mit der Notwendigkeit zur
Detoxifizierung in Verbindung gebracht werden, wie zum Beispiel zirkadiane Rhyth-
men [19] und Schlaf [41, 130, 132].
Die verwendeten Methodiken können in einer Anschlussarbeit auf ein realistischeres
Modell für den zentralen Kohlenstoffmetabolismus (Abbildung 3.10) angewendet wer-
den, um mögliche Mechanismen, auf denen die beobachteten Dynamiken beruhen,
zu detektieren. Ein häufig diskutierter Mechanismus, wonach die Oszillationen auf
einen zyklischen Auf- und Abbau von Kohlenhydratspeichern zurückzuführen sind
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[26, 97, 131], was zu einer Änderung des glykolytischen Flusses führt, ist unzureichend,
da sich die Oszillationen auch dann beobachten lassen, wenn Ethanol die Kohlenstoff-
quelle darstellt, dadurch keine glykolytische Aktivität vorhanden und keine Oszillation
der Konzentrationen der Kohlenhydratspeicher beobachtbar ist [51]. Mit Hilfe von in-
silico Evolution ließe sich gegebenenfalls eine Regulationsstruktur ermitteln, die als
Erklärung für die Oszillationen auf beiden Medien dienen könnte.
Unter Verwendung der experimentell bestimmten Austauschraten für Glucose, Sau-
erstoff und Kohlenstoffdioxid wird mittels Flussbilanzanalyse untersucht, wie sich die
optimalen Syntheseraten von Biomasse und die der für Biomasseproduktion notwen-
digen Vorläufer über den Zyklus hinweg ändern. Derart kann ermittelt werden, welche
Flussverteilungen am besten zu welcher Kombination von Austauschraten passen, was
gegebenenfalls Rückschlüsse auf die tatsächlich stattfindenden Stoffwechselreaktionen
und damit auf eine biologisch relevante zeitliche Reihenfolge von Produktionsschrit-
ten zulässt. Unabhängig von der Zielfunktion kann stets ein Umschalten zwischen der
Aktivität des Pentose-Phosphat-Weges und der des Citratzyklus beobachtet werden,
wobei ersterer mit niedrigen und letzterer mit hohen Sauerstoffaufnahmeraten asso-
ziiert ist. Weiterhin kann gezeigt werden, dass eine zeitliche Ordnung der maximalen
Produktionsraten zu verzeichnen ist. Während die Biomassekomponenten ihre maxi-
malen Bildungsraten beim Übergang zwischen reduktiver und oxidativer Phase - also
mit steigender Atmungsaktivität - aufweisen, zeigt NADPH diese mit Beginn der re-
duktiven Phase, was jeweils mit experimentellen Daten kompatibel ist [77]. Es lässt
sich also mutmaßen, dass die metabolischen Zyklen eine phasenversetzt ablaufende
Produktion von ATP und NADPH repräsentieren beziehungsweise eine alternieren-
de Abfolge von Biosynthese und Stressantwort. Diese Interpretation findet sich in
Übereinstimmung mit einer Analyse von Genexpressionsdaten [67]. Dass eine solche
zeitliche Trennung für den Organismus vorteilhaft sein könnte, ist aus den oben dar-
gestellten auf einem evolutionären Algorithmus beruhenden Simulationen ersichtlich.
In einer weiterführenden Arbeit ließe sich der hier gewählte Ansatz noch verfeinern. Bei
den durchgeführten Analysen ist zwar die Überproduktion von Intermediaten gestat-
tet, deren Mobilisierung zu einem späteren Zeitpunkt des Zyklus hingegen nicht imple-
mentiert. Diese ließe sich über dynamische Flussbilanzanalyse realisieren. So könnte die
Biomasseproduktion über einen Zyklus als Zielfunktion dienen und zu jedem Zeitpunkt
des Zyklus Metabolite gespeichert und später wieder verwendet werden. Wenngleich
eine hohe Variabilität innerhalb der Lösungen zu erwarten ist, könnten so Vorhersagen
für Flussverteilungen getroffen werden, die einen Vergleich mit gemessenen zulassen.
Die Voraussetzungen, damit ein solcher Vergleich stattfinden kann, sind in dieser Ar-
beit sowohl von experimenteller Ebene über ein Markierungsexperiment als auch von
theoretischer Seite her geschaffen.
93

A Ergänzendes Material zu Kapitel 2
A.1 Mediumzusammensetzung
Die Zusammensetzung des Nährmediums ist wie folgt:
D-Glucose: 20 g · l−1, (NH4)2SO4: 5 g · l−1, KH2PO4: 2 g · l−1, MgSO4.7H2O: 0.5
g · l−1, CaCl2.2H2O: 0.1 g · l−1, FeSO4.7H2O: 20 mg · l−1, ZnSO4.7H2O: 10 mg · l−1,
CuSO4.5H2O: 5 mg · l−1, MnCl2.4H2O: 1 mg · l−1, 70% H2SO4: 1 ml · l−1, Difco
Hefeextrakt: 1 g · l−1 und SigmaAntifoam A 0.2 ml · l−1.
Das zweite Nährmedium ist wie das erste Zusammengesetzt, mit dem Unterschied,
dass es sich bei einem Drittel der Glucose um [U-13C]-Glucose und bei zwei Dritteln
um [1-13C]-Glucose handelt.
A.2 Datenverarbeitung mit MZmine 2.10
Im Folgenden werden die Arbeitsschritte zur Erzeugung von Abbildung 2.5 dargelegt.
Die Rohdatendokumente wurden dabei von Kazutaka Ikeda zur Verfügung gestellt,
liegen im “mzXML”-Format vor und sind auf Anfrage erhältlich.
Nach dem Start des Programms “MZmine” (Version 2.10) [87] werden folgende Hand-
lungen vorgenommen:
1. Man gehe zum Menupunkt “Project”, wähle “Set preferences” und stellt folgende
Werte ein:
“m/z value format“: 4
“Retention time value format”: 2
“Intensity format“: 2
Die Haken in “show exponent” und “use proxy” werden entfernt.
2. Die 24 Rohdatendokumente im Format “mzXML” werden geladen. Dazu geht
man zu dem Menupunkt “Raw data methods” und wählt “Import”.
3. Anschließend werden die Massen bestimmt:
“Raw data methods” -> “Peak Detection” -> “Mass detection”.
Dort wählt man:
“Mass detector”: Centroid.
“Noise level“: 250.
Über “Show preview“ kann man sich anschauen, ob dieses zu hoch oder zu niedrig
gewählt ist.
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4. Aus diesen Massenlisten erstellt man nun die dazugehörigen Chromatogramme.
Man wählt:
”Raw data methods“ -> ”Peak detection“ -> ”chromatogram builder“. Bei ”Choo-
se“ wählt man nun die eben generierten Massenlisten aus. Die weiteren Parameter
sind:
”Min time span“: 0.08
"Min height”:1000
"m/z tolerance“: 0.25 or 30 ppm
Diese Berechnung ist unter Umständen sehr rechen- und zeitintensiv. In diesem
Falle dauert sie zirka 12 Stunden, wobei die Rechnung parallelisiert ist und auf
6 Prozessoren läuft.
5. Dekonvolution der Peaks: ”Peak list methods“ -> ”Chromatogram deconvoluti-
on“. Als Algorithmus wird ”local minimum search“ gewählt. Die weiteren Para-
meter:
”chromatographic threshold”: 90%
“search minimum in RT range“: 0.08
“Minimum relative height”: 1.5%
“Minimum absolute height“: 1000
“Min ratio of peak top/edge”: 1.25
“Peak duration range“: 0.00 - 1.20
6. Um die Abweichungen zwischen den einzelnen peak-Listen zu minimieren, wer-
den die externen Standards zur Normierung genutzt. Für jeden der drei Stan-
dards werden die Standardabweichungen für die jeweileigen m/z und RT be-
stimmt aus allen Peak-Listen. Diese nutzt man für die Normierung:
”Peak list methods“ -> ”Normalization“ -> ”Retention time normalizer“.
Dort wählt man:
”m/z tolerance“: 0.002
”Retention time tolerance“: 0.5
“Minimum standard intensity”: 10000
7. Ausrichtung/Gruppierung der Peak-Listen: “Peak list methods” -> “Alignment”
-> “Join aligner”.
Dort wählt man:
“m/z tolerance“: 0.0055
“Weight for m/z”: 1
“Retention time tolerance“: 0.1
“Weight for RT”: 1
Sollten in diesem Schritt nicht alle peaks der Standards detektiert worden sein,
sollte man zu Punkt 4) gehen und es mit anderen Parametern versuchen. Für
die hier angegebenen Parameter werden alle Standards detektiert.
8. Vervollständigen der Peak-Listen: Da die erhaltenen Peak-Listen teilweise Lücken
aufweisen, werden diese gefüllt. Dazu wählt man:
“Peak list methods” -> “Gap filling” -> “Peak finder”.
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Dort werden folgende Parameter verwendet:
“Intensity tolerance“: 50%
“m/z tolerance”: 0.0055 m/z
“Retention time tolerance“: 0.1
“RT correction”: yes
Eine genaue Beschreibung der Algorithmen, die dem Programm zugrundeliegen, finden
sich in der Dokumentation zu der Software1.
Die Berechnung des Signal-zu-Rausch-Verhältnisses sowie der dazugehörigen p-Werte
erfolgt mittels eines von Dr. Douglas Murray zur Verfügung gestellten R-Skriptes.
1http://mzmine.sourceforge.net/docs.shtml
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B Ergänzendes Material zu Kapitel 3
B.1 Ergänzendes Material zu Abschnitt 3.3
B.1.1 Verwendete Gleichungen
Details zum Modell dargestellt in Abbildung 3.1 (Seite 25), das verwendet wird, um
Strategien zur optimalen Biomasseproduktion in Anwesenheit von toxischen Neben-
produkten zu untersuchen.
Die verwendeten Ratengleichungen sind dabei gegeben durch
v1 = k1 ·
(
[Rx]− [R]
K1
)
(B.1a)
v2 = k2 ·
(
[R]− [A1]
K2
)
(B.1b)
v3 = k3 ·
(
[A1]− [A2]
K3
)
(B.1c)
v4 = k4 ·
(
[A2]− [A3]
K4
)
(B.1d)
v5 = k5 ·
(
[A3]− [C] · [X]
K8
)
(B.1e)
v6 = k6 ·
(
[R]− [B1]
K5
)
(B.1f)
v7 = k7 ·
(
[B1]− [B2]
K6
)
(B.1g)
v8 = k8 ·
(
[B2]− [B3]
K7
)
(B.1h)
v9 = k9 ·
(
[B3]− [D] · [Y]
K9
)
(B.1i)
v10 = k10 · [X] · [B2] (B.1j)
v11 = k11 · [Y] · [A2] (B.1k)
v12 = k12 · [X] (B.1l)
v13 = k13 · [Y] (B.1m)
v14 = k14 · [C] · [D]. (B.1n)
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Reaktionen 10 bis 14 sind irreversibel. Die Gleichgewichtskonstanten K1, K4 und K7
betragen 1, K2 und K5 sind 2, K3 und K6 sind 5 und K8 und K9 haben den Wert
500, da die Reaktionen v5 und v9 nur schwer umkehrbar sein sollen. Das dazugehörige
Differentialgleichungssystem liest sich wie folgt:
d[R]
dt
= v1 − v2 − v6 (B.2a)
d[A1]
dt
= v2 − v3 (B.2b)
d[A2]
dt
= v3 − v4 − v11 (B.2c)
d[A3]
dt
= v4 − v5 (B.2d)
d[B1]
dt
= v6 − v7 (B.2e)
d[B2]
dt
= v7 − v8 − v10 (B.2f)
d[B3]
dt
= v8 − v9 (B.2g)
d[C]
dt
= v5 − v14 (B.2h)
d[D]
dt
= v9 − v14 (B.2i)
d[X]
dt
= a · v5 − v10 − v12 (B.2j)
d[Y]
dt
= b · v9 − v11 − v13 (B.2k)
d[BM]
dt
= v14. (B.2l)
B.1.2 In-silico Evolution - konkreter Ablauf
Für das hier untersuchte Problem läuft der Algorithmus wie folgt ab:
Zunächst wird eine Population von 100 Zellen erzeugt; jede einzelne Zelle wird dabei
durch ein Differentialgleichungssystem repräsentiert, das im Abschnitt B.1.1 angegeben
ist.
Die kinetischen Ratenkonstanten ki (mit i = 1, . . . , 14) werden zufällig gewählt und
sind durch eine metabolische Kapazität K beschränkt [35, 55], so dass
14∑
i=1
αiki = K, (B.3)
wobei K = 15 gesetzt ist. Die Koeffizienten αi stellen Wichtungsfaktoren dar, die
die unterschiedlichen Molekularitäten der Reaktionen berücksichtigen, so dass die Ra-
tenkonstanten als proportional zu den jeweiligen Enzymkonzentrationen angesehen
100
B.1 Ergänzendes Material zu Abschnitt 3.3
werden können. Nachfolgend sind alle αi auf 1 gesetzt.
Zudem wird pro Zelle eine Regulationskonstante, Kact beziehungsweise Kinh, aus dem
Intervall (0, 10] bestimmt, die die Art der Regulation - Aktivierung oder Inhibtion -
festlegen, wobei der jeweilige Regulationsterm folgendermaßen definiert ist:
ract =
[X]n
[X]n +Knact
(B.4a)
rinh =
Kninh
[X]n +Kninh
. (B.4b)
Der Hillkoeffizient n beträgt 10; [X] bezeichnet die Konzentration eines Intermediaten.
Pro Zelle kann genau eine Reaktion mittels eines solchen Regulationsterms modifiziert
werden, was über einer Multiplikation der Rate mit dem Regulationsterm geschieht.
Welche Reaktion modifiziert wird, unterliegt dem Zufall. Diese Regulationsterme neh-
men Werte innerhalb des Intervalls [0, 1] an und können somit Raten nicht erhöhen,
sondern diese in Abhängigkeit einer Konzentration lediglich an- oder ausschalten.
Nun werden in jeder Generation die Zellen zunächst mutiert und zu der bestehe-
nenden Population hinzugefügt; die neue Populationsgröße beträgt damit 2N . Die
Mutation geht dabei derart vonstatten, dass zunächst eine Ratenkonstante ki zufäl-
lig gewählt und deren Wert geändert wird, der dann k′i beträgt: k′i = |ki + γ · ξ|, mit
γ = 0.1. ξ ist eine aus einer Gaußverteilung mit Mittelwert 0 und Standardabweichung
1 gezogenen Zufallszahl. Die Betragsbildung garantiert, dass die Ratenkonstanten stets
positive Werte annehmen. Die Ratenkonstanten werden nun normiert, so dass sie Glei-
chung B.3 erfüllen, womit verhindert wird, dass die Ratenkonstanten unendlich groß
werden können und der begrenzten Enzymkapazität der Zelle Rechnung getragen wird.
Um eine triviale Lösung zu vermeiden, sind die Ratenkonstanten von v10 und v11 auf
den Wert 2 festgesetzt und werden nicht evolviert, da die entsprechenden Flüsse sonst
auf 0 gesetzt werden könnten, um dadurch eine Schädigung zu vermeiden. Die Regu-
lationsterme Kact und Kinh (Gleichungen B.4) werden analog zu den Ratenkonstanten
mutiert. Mit einer Wahrscheinlichkeit von p = 0.1 modifizieren sie in der nächsten
Generation eine andere Rate, die zufällig gewählt wird, was eine gewisse Variabilität
innerhalb der Population wahrt. Für jede der 2N Zellen wird nun das entsprechende
Differentialgleichungssystem gelöst und die produzierte Biomasse als Maß für die Fit-
ness der Zelle verwendet. Die N Zellen mit der höchsten Biomasseproduktion werden
selektiert und bilden damit die neue Elterngeneration. Dieser Prozess - abgesehen von
der Initialisierung - wird für G = 1000 Generationen durchgeführt; die Ergebnisse
werden auf Konvergenz überprüft. Die Simulationen finden in konstanter Umgebung
statt, Rx ist auf den Wert 5 fixiert. Um zu testen, inwieweit die Ergebnisse von den
Anfangsverteilungen der Parameter abhängen, werden 50 verschiedene Populationen
evolviert.
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B.1.3 Zeitreihen ohne Regulation
Wird dieses System mittels in-silico Evolution optimiert, erhält man eine oszillato-
rische Lösung, wenn das Etablieren von Regulationsstrukturen erlaubt ist. Wird das
System evolviert, ohne dass die Zellen die Möglichkeit besitzen Regulationsstrukturen
zu etablieren, konvergiert das System in einen stationären Zustand. Abbildung B.1
zeigt zu Abbildung 3.3 (Seite 29) ergänzende Zeitreihen einer dafür typischen Lösung
sowie die Konvergenz der Durchschnittsfitness der Population.
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Abbildung B.1: Die evolvierten Lösungen für das Minimalsystem dargestellt in Abbildung
3.1, wobei die Zellen nicht die Möglichkeit haben Regulationsstrukturen
zu etablieren. Optimiert wurde auf Biomasseproduktion. Als optimale
Lösung erhält man einen stationären Zustand. Teilabbildung (a) zeigt
die Konvergenz der Durchschnittsfitness der Population. Teilabbildun-
gen (b) bis (d) zeigen die Zeitverläufe der Intermediate der jeweiligen
Ketten. Teilabbildungen (e) und (f) zeigen die Zeitverläufe der toxischen
Nebenprodukte, X und Y, und die Zeitverläufe der Metabolite, die durch
selbige abgebaut werden können, A2 bzw. B2.
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B.2 Ergänzende Gleichungen zu Abschnitt 3.4.1
Details zum Modell dargestellt in Abbildung 3.5 (Seite 34), das verwendet wird, um
Strategien zur optimalen Biomasseproduktion eines Systems, in dem Biosynthesewege
gegenläufige Anforderungen an das Reaktionsmilieu aufweisen, zu untersuchen.
Die verwendeten Ratengleichungen sind dabei gegeben durch
v1 = k1 ·
(
[Rx]− [R]
K1
)
(B.5a)
v2 = k2 ·
(
[R] · [F1]− [A1] · [F2]
K2
)
(B.5b)
v3 = k3 ·
(
[A1]− [A2]
K3
)
(B.5c)
v4 = k4 ·
(
[A2] · [F1]− [A3] · [F2]
K4
)
(B.5d)
v5 = k5 ·
(
[A3]− [C]
K8
)
(B.5e)
v6 = k6 ·
(
[R] · [F2]− [B1] · [F1]
K5
)
(B.5f)
v7 = k7 ·
(
[B1]− [B2]
K6
)
(B.5g)
v8 = k8 ·
(
[B2] · [F2]− [B3] · [F1]
K7
)
(B.5h)
v9 = k9 ·
(
[B3]− [D]
K9
)
(B.5i)
v10 = k10 · [F1]
n
Kf1
n + [F1]n
(B.5j)
v11 = k11 · [F2]
n
Kf2
n + [F2]n
(B.5k)
v12 = k12 · [C] · [D]. (B.5l)
Die kinetischen Ratenkonstanten ki werden - abgesehen von k10 und k11, die jeweils 5
betragen - zufällig gewählt und sind durch eine metabolische Kapazität K beschränkt
[35, 55], so dass
12∑
i=1
αiki = K (B.6)
wobei K = 20 gesetzt ist. Die Koeffizienten αi stellen Wichtungsfaktoren dar, die
die unterschiedlichen Molekularitäten der Reaktionen berücksichtigen, so dass die Ra-
tenkonstanten als proportional zu den jeweiligen Enzymkonzentrationen angesehen
werden können. In sämtlichen Simulationen ist αi auf 1 gesetzt.
Rx beträgt 10. Die Gleichgewichtskonstanten K1, K4 und K7 betragen 1, K2 und K5
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sind 2, K3 und K6 sind 5 und K8 und K9 haben den Wert 50. Der Hillkoeffizient n ist
auf den Wert 10 festgesetzt. Die Konstanten Kf1 und Kf2 betragen jeweils 53 .
Das Differentialgleichungssystem sieht wie folgt aus:
d[R]
dt
= v1 − v2 − v6 (B.7a)
d[A1]
dt
= v2 − v3 (B.7b)
d[A2]
dt
= v3 − v4 (B.7c)
d[A3]
dt
= v4 − v5 (B.7d)
d[B1]
dt
= v6 − v7 (B.7e)
d[B2]
dt
= v7 − v8 (B.7f)
d[B3]
dt
= v8 − v9 (B.7g)
d[C]
dt
= v5 − v12 (B.7h)
d[D]
dt
= v9 − v12 (B.7i)
d[F1]
dt
= v11 − v10 (B.7j)
d[F2]
dt
= v10 − v11 (B.7k)
d[BM]
dt
= v12. (B.7l)
Wird dieses System evolviert, können zwei Regulationstrukturen (Gleichung B.4) pro
Zelle verwendet werden.
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B.3 Minimierung des Enzymbedarfs in Abschnitt 3.4.2
Das verwendete Modell umfasst neun Reaktionen, die mittels reversibler Michaelis-
Menten-Kinetiken modelliert sind:
v0 = [E0] · k0 ·
1
KRx
·
(
Rx − RK0
)
f0
(B.8a)
v1 = [E1] · k1 ·
1
KR
·
(
R− A1
K1
)
f1
(B.8b)
v2 = [E2] · k2 ·
1
KA1 ·KF1
·
(
A1 · F1 − A2·F2K2
)
f2
(B.8c)
v3 = [E3] · k3 ·
1
KA2 ·KF1
·
(
A2 · F1 − C·F2K3
)
f3
(B.8d)
v4 = [E4] · k4 ·
1
KC
·
(
C − C0x
K4
)
f4
(B.8e)
v5 = [E5] · k5 ·
1
KR
·
(
R− B1
K5
)
f5
(B.8f)
v6 = [E6] · k6 ·
1
KB1 ·KF2
·
(
B1 · F2 − B2·F1K6
)
f6
(B.8g)
v7 = [E7] · k7 ·
1
KB2 ·KF2
·
(
B2 · F2 − D·F1K7
)
f7
(B.8h)
v8 = [E8] · k8 ·
1
KD
·
(
D − D0x
K8
)
f8
. (B.8i)
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Die Sättigungsterme fi sind dabei wie folgt definiert:
f0 =
(
1 + Rx
KMRext
+ R
KMR
)
(B.9a)
f1 =
(
1 + R
KMR
+ A1
KMA1
)
(B.9b)
f2 =
(
1 + A1
KMA1
+ F2
KMF2
)
·
(
1 + A2
KMA2
+ F1
KMF1
)
(B.9c)
f3 =
(
1 + A2
KMA2
+ F2
KMF2
)
·
(
1 + C
KMC
+ F1
KMF1
)
(B.9d)
f4 =
(
1 + C
KMC
+ Cx
KMCext
)
(B.9e)
f5 =
(
1 + R
KMR
+ B1
KMB1
)
(B.9f)
f6 =
(
1 + B1
KMB1
+ F1
KMF1
)
·
(
1 + B2
KMB2
+ F2
KMF2
)
(B.9g)
f7 =
(
1 + B2
KMB2
+ F1
KMF1
)
·
(
1 + D
KMD
+ F2
KMF2
)
(B.9h)
f8 =
(
1 + D
KMD
+ Dx
KMDext
)
. (B.9i)
Formt man Gleichungen B.8 jeweils nach Ei um, so lässt sich damit folgendes Opti-
mierungsproblem formulieren:
8∑
i=0
[Ei]→ min, (B.10a)
mit der in Gleichungen B.11 bis B.13 abgeleiteten Nebenbedingung
A · x < b. (B.10b)
A, x und b ergeben sich aus den thermodynamischen Beschränkungen, denen das
System unterliegt und werden im Folgenden hergeleitet.
Damit sämtliche Raten B.8 positiv sind, müssen folgenden Ungleichungen erfüllt sein:
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0 < Rx − R
K0
(B.11a)
0 < R− A1
K1
(B.11b)
0 < A1 · F1 − A2 · F2
K2
(B.11c)
0 < A2 · F1 − C · F2
K3
(B.11d)
0 < C − Cx
K4
(B.11e)
0 < R− B1
K5
(B.11f)
0 < B1 · F2 − B2 · F1
K6
(B.11g)
0 < B2 · F2 − D · F1
K7
(B.11h)
0 < D − Dx
K8
. (B.11i)
Logarithmiert man diese Terme, lesen sie sich wie folgt:
0 < ln(Rx)− ln(R) + ln(K0) (B.12a)
0 < ln(R)− ln(A1) + ln(K1) (B.12b)
0 < ln(A1) + ln(F1)− ln(A2)− ln(F2) + ln(K2) (B.12c)
0 < ln(A2) + ln(F1)− ln(C)− ln(F2) + ln(K3) (B.12d)
0 < ln(Cx)− ln(C) + ln(K4) (B.12e)
0 < ln(R)− ln(B1) + ln(K5) (B.12f)
0 < ln(B1) + ln(F2)− ln(B2)− ln(F1) + ln(K6) (B.12g)
0 < ln(B2) + ln(F2)− ln(D)− ln(F1) + ln(K7) (B.12h)
0 < ln(Dx − ln(D) + ln(K8). (B.12i)
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Formt man diese Terme derart um, dass die Variablen auf der linken und die Parameter
auf der rechten Seite stehen, ergeben sich die folgenden Beziehungen:
ln(R) < ln(R0x) + ln(K0) (B.13a)
−ln(R) + ln(A1) < ln(K1) (B.13b)
−ln(A1)− ln(F1) + ln(A2) + ln(F2) < ln(K2) (B.13c)
−ln(A2)− ln(F1) + ln(C) + ln(F2) < ln(K3) (B.13d)
−ln(C) < −ln(Cx + ln(K4) (B.13e)
−ln(R) + ln(B1) < ln(K5) (B.13f)
−ln(B1)− ln(F2) + ln(B2) + ln(F1) < ln(K6) (B.13g)
−ln(B2)− ln(F2) + ln(D) + ln(F1) < ln(K7) (B.13h)
−ln(D) < −ln(Dx) + ln(K8). (B.13i)
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Somit lassen sich A, x und b nun folgendermaßen definieren:
A =

1 0 0 0 0 0 0 0 0
−1 1 0 0 0 0 0 0 0
0 −1 1 0 0 0 0 −1 1
0 0 −1 1 0 0 0 −1 1
0 0 0 −1 0 0 0 0 0
−1 0 0 0 1 0 0 0 0
0 0 0 0 −1 1 0 1 −1
0 0 0 0 0 −1 1 1 −1
0 0 0 0 0 0 −1 0 0

x =

ln(R)
ln(A1)
ln(A2)
ln(C)
ln(B1)
ln(B2)
ln(D)
ln(F1)
ln(F2)

=

Rl
A1l
A2l
Cl
B1l
B2l
Dl
F1l
F2l

b =

ln(R0x) + ln(K0)
ln(K1)
ln(K2)
ln(K3)
−ln(C0x) + ln(K4)
ln(K5)
ln(K6)
ln(K7)
−ln(D0x) + ln(K8)

Die Optimierung von Gleichung B.10 erfolgt dabei mit der in Matlab vorimplemen-
tierten Methode “fmincon” mit dem Optimierungsalgorithmus “interior-point” und
Standardeinstellungen.
B.4 Gleichungen für Minimalmodell
Gleichungen zu dem Modell, das in Abbildung 3.10 dargestellt ist.
Glykolyse:
v0: Gx −→ G
v1: G+ ATP −→ G6P+ ADP
v2: G6P −→ F6P
v3: F6P+ ATP −→ 2G3P+ ADP
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v4: G3P+ NAD+ 2ADP −→ Pyr+ NADH+ 2ATP
Pentose-Phosphat-Weg:
v5: G6P+ 2NADP −→ R5P+ 2NADPH+ CO2
v6: 3R5P −→ 2F6P+G3P
Kohlenhydratspeicher:
v7: G6P+ ATP −→ Glyc+ ADP
v8: Glyc −→ G6P
Fermentation:
v9: Pyr −→ Acald+ CO2
v10: Acald+ NADH −→ EtOH+ NAD
Alternativweg der Acetyl-CoA-Erzeugung:
v11: Acald+ NADP+ ATP −→ ACCOA+ NADPH+ ADP
v12: Pyr+ NAD −→ ACCOA+ NADH+ CO2
Anaplerotische Reaktion:
v13: Pyr+ ATP+ CO2 −→ OAA+ ADP
Citratzyklus:
v14: OAA+ ACCOA −→ CIT
v15: CIT+ NAD −→ AKG+ NADH+ CO2
v16: AKG+ NAD −→ SUCCOA+ NADH+ CO2
v17: SUCCOA+ ADP −→ SUCC+ ATP
v18: SUCC −→ MAL
v19: MAL+ NAD −→ OAA+ NADH
Respiration:
v20: O2 + 3ADP+ 2NADH −→ 3ATP+ 2NAD
Austauschreaktionen:
v21: O2x −→ O2
v22: CO2x −→ CO2
v23: EtOHx −→ EtOH
v24: NH4x −→ NH4
v25: SO4x −→ SO4
Biomassebildung:
v26: 1.1348 13DGlcn + 0.4588 Ala + 0.046 Amp + 0.1607 Arg + 0.1017 Asn +
0.2975Asp + 59.276ATP+ 0.0447 CMP+ 0.0066 Cys + 0.0036 dAMP+ 0.0024 dCMP
+ 0.0024 dGMP + 0.0036 dTMP + 0.0007 Ergst + 0.1054 Gln + 0.3018 Glu +
0.2904 Gly + 0.046 GMP + 0.0663 His + 0.1927 Ile + 0.2964 Leu + 0.2862 Lys +
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0.8079 Mannan + 0.0507 Met + 6e−06 Pa + 6e−05 Pc + 4.5e−05 Pe + 0.1339 Phe +
0.1647 Pro + 1.7e−05 Ps + 5.3e−05 Ptd1ino + 0.1854 Ser + 0.02 SO4 + 0.1914 Thr +
6.6e−05 Triglyc + 0.0284 Trp + 0.102 Tyr + 0.0599 UMP + 0.2646 Val + 0.0015 Zymst
−→ Biomasse + 59.276 ADP
Die Biomassefunktion, v26, ist dabei dem in der Arbeit verwendetem Modell ent-
nommen; Erweiterungen des Modells sind leicht denkbar. So könnte es dahingehend
modifiziert werden, dass Respiration mit der Produktion von ROS einhergeht, die be-
stimmte Biomassekomponenten abbauen. Die Nettogleichungen für die einzelnen Bio-
massekomponenten sind nachfolgend angegeben; diese wurden über FBA bestimmt,
wobei alle im Modell vorhandenen Metabolite benutzt werden konnten, um ein Mol
der entsprecheden Biomassekomponente zu bilden, wobei dies mit möglichst wenig en-
zymatischen Schritten passieren soll.
Nach Wahl der geeigneten Kinetiken kann dieses System evolviert werden, wie in
Kapitel 3.3.2 beschrieben. Die Glucoseaufnahmerate könnte dabei zunächst konstant
gehalten werden, um zu testen, ob man bei Optimierung auf Biomasse sich selbst erhal-
tende Oszillationen erhält. Auch lassen sich die Austauschraten für Glucose, Sauerstoff
und Kohlenstoffdioxid vorgeben und die Produktion der Biomasse über einen Zyklus
hinweg maximieren [30], was ebenfalls Rückschlüsse über die optimalen Produktions-
zeiträume einzelner Biomassekomponenten erlaubte.
13DGlcn:
G6P+ ATP −→ 13DGlcn+ ADP
Ala:
NH4 + Pyr+ NADPH −→ Ala+ NADP
AMP:
2ADP −→ AMP+ ATP
Arg:
4NH4+NAD+4NADPH+CO2+6ATP+AKG −→ Arg+NADH+4NADP+6ADP
Asn:
2NH4 +OAA+ NADPH+ 3ATP −→ Asn+ NADP+ 3ADP
Asp:
NH4 +OAA+ NADPH −→ Asp+ NADP
CMP:
R5P+OAA+ 12 O2 + 3NH4 + NADPH+ 6ATP −→ CMP+ 6ADP+ NADP
Cys:
NH4+SO4+OAA+2NAD+8NADPH+G3P+ATP+ACCOA −→ Cys+2NADH+
8NADP(+ 2 obut+ Ac+ COA+ Pap)
dAMP:
2ADP+ NADPH −→ dAMP+ ATP+ NADP
dCMP:
R5P+OAA+ 12 O2 + 3NH4 + 2NADPH+ 6ATP −→ dCMP+ 2NADP+ 6ADP
dGMP:
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R5P + 10O2 + 2NH4 + 3NAD + 27NADPH + 24ATP + 18ACCOA −→ dGMP +
27NADP+ 3NADH+ 8CO2 + 21ADP+ Zymst (+ 2AMP+ 18COA+ Eig3 p)
dTMP:
R5P+OAA+10.5 O2+2NH4+2NAD+30NADPH+24ATP+18ACCOA −→ dTMP+
30NADP+ 2NADH+ 8CO2 + 23ADP+ Zymst(+ 18COA)
Ergst:
18Acald+ 22ATP+ 13NADPH+ 2NAD+ 12O2 −→ Ergst+ 22ADP+ 13NADP+
2NADH+ 8CO2
Gln:
2NH4 + AKG+ ATP+ NADPH −→ Gln+ ADP+ NADP
Glu:
NH4 + NADPH+ AKG −→ Glu+ NADP
Gly:
NH4 + NADPH+ CIT −→ Gly+ NADP+ SUCC
GMP:
R5P + 10O2 + 2NH4 + 3NAD + 26NADPH + 24ATP + 18ACCOA −→ dGMP +
26NADP+ 3NADH+ 8CO2 + 21ADP+ Zymst (+ 2AMP+ 18COA+ Eig3 p)
His:
R5P + 2NH4 + 2NAD + NADPH + 3ATP −→ His + 2NADH + NADP + ADP ( +
Aicar+ AMP)
Ile:
Pyr+OAA+ NH4 + 5NADPH+ 2ATP −→ Ile+ 5NADP+ CO2 + 2ADP
Leu:
2Pyr+ NH4 + Acald+ NAD+ NADPH −→ Leu+ NADH+ NADP+ 2CO2
Lys:
2NH4+ 2NAD+ 3NADPH+ 2ATP+AKG+Acald −→ Lys+ 3NADP+ 2NADH+
2ADP+ CO2
Mannan:
F6P+ ATP −→ Mannan+ ADP
Met:
NH4 + SO4 +OAA+ 10O2 + 2NAD+ 35NADPH+ 21ATP+ 19ACCOA −→ Met+
35NADP+ 2NADH+ 20ADP+ 8CO2 + Zymst (Ac+ Pap+ 19COA)
Pa:
G3P+ 1.18 O2 +NADH+ 13.38 NADPH+ 16.2 Acald+ 14.2 ATP −→ Pa+NAD+
13.38 NADP+ 14.2 ADP
Pc:
4NH4+7NAD+36.58 NADPH+5G3P+18.2 ATP+16.2 ACCOA+1.18 O2 −→ Pc+
7NADH+ 36.58 NADP+ 15.2 ADP+ CO2 + 3Gly (+ 3AMP+ 16.2COA
Pe:
2G3P+1.18 O2+NADH+14.38 NADPH+16.2 Acald+15.2 ATP −→ Pe+NAD+
14.38 NADP+ 15.2 ADP+ CO2
Phe:
NH4+OAA+2NADPH+G3P+F6P+3ATP −→ Phe+R5P+2NADP+3ADP+
3CO2
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Pro:
NH4 + AKG+ 3NADPH+ ATP −→ Pro+ 3NADP+ ADP
Ps:
2G3P+1.18 O2+NADH+14.38 NADPH+16.2 Acald+15.2 ATP −→ Pe+NAD+
14.38 NADP+ 15.2 ADP
Ptlino:
G6P+G3P+1.18 O2+16.2 Acald+16.2 ATP+13.38 NADPH+NADH −→ Ptlino+
16.2 ADP+ 13.38 NADP+ NAD
Ser:
G3P+ NH4 + NADPH+ 2NAD+ ADP −→ Ser+ NADP+ 2NADH+ ATP
Thr:
NH4 +OAA+ 3NADPH+ 2ATP −→ Thr+ 3NADP+ 2ADP
Triglyc:
G3P + 1.77 O2 + 20.07 NADPH + 21.3 ATP + 24.3 Acald + NADH −→ Triglyc +
20.07 NADP+ 21.3 ADP+ NAD
Trp:
2NH4 + 3OAA + F6P + 2NADPH + + NAD + 7ATP −→ Trp + Pyr + 2NADP +
NADH+ 7ADP+ 4CO2
Tyr:
NH4+G3P+F6P+2OAA+3ATP+NADPH −→ Tyr+R5P+3ADP+NADP+3CO2
UMP:
R5P+OAA+ 2NH4 + 12 O2 + NADPH+ 5ATP −→ UMP+ NADP+ 5ADP
Val:
NH4 + 2Pyr+ 2NADPH −→ Val+ 2NADP+ CO2
Zymst:
18Acald + 18ATP + 8NADPH + 3NAD + 10O2 −→ Zymst + 18ADP + 8NADP +
3NADH+ 9CO2
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Produktionsraten weiterer Biomassekomponenten, darunter Aminosäuren (Abbildung
C.1), Nukleotide (Abbildung C.2) und Lipide (Abbildung C.3). Letztere können sets
auch zu einem zu einem weiteren Zeitpunkt mit hoher Rate produziert werden, im
Zeitpunkt acht. Dies erklärt sich dadurch, dass Lipide einen hohen Bdarf an NADPH
haben (Tabelle 4.2); Zeitpunkt acht ist derjenige Zeipunkt, zu dem auch NADPH
seine höchste Bildungsrate aufweist (Abbildung 4.15).
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Abbildung C.1: Die optimalen Produktionsraten von Arginin, Asparagin, Cystein und
Isoleucin in Abhängigkeit der Austauschraten für Glucose, Sauerstoff und
Kohlenstoffdioxid.
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Abbildung C.2: Die optimalen Produktionsraten von AMP, CMP, dTMP und dCMP in
Abhängigkeit der Austauschraten für Glucose, Sauerstoff und Kohlen-
stoffdioxid.
117
C Ergänzendes Material zu Kapitel 4
2 4 6 8 10 12
0.
04
0.
06
0.
08
0.
10
Reaktion:  M_ergst_c_tr
Messpunkt
0.
04
0.
06
0.
08
0.
10
qE
R
G
S
T 
[m
m
ol
/h
/g
]
1
2
3
4
qO
2,
 
qC
O
2 
[m
m
ol
/h
/g
]
qO2
qCO2
qERGST
(a)
2 4 6 8 10 12
0.
06
0.
07
0.
08
0.
09
0.
10
0.
11
0.
12
0.
13
Reaktion:  M_pa_SC_c_tr
Messpunkt
0.
06
0.
07
0.
08
0.
09
0.
10
0.
11
0.
12
0.
13
qP
A
 [m
m
ol
/h
/g
]
1
2
3
4
qO
2,
 
qC
O
2 
[m
m
ol
/h
/g
]
qO2
qCO2
qPA
(b)
2 4 6 8 10 12
0.
05
0.
06
0.
07
0.
08
0.
09
Reaktion:  M_pc_SC_c_tr
Messpunkt
0.
05
0.
06
0.
07
0.
08
0.
09
qP
C
 [m
m
ol
/h
/g
]
1
2
3
4
qO
2,
 
qC
O
2 
[m
m
ol
/h
/g
]
qO2
qCO2
qPC
(c)
2 4 6 8 10 12
0.
06
0.
07
0.
08
0.
09
0.
10
0.
11
0.
12
Reaktion:  M_pe_SC_c_tr
Messpunkt
0.
06
0.
07
0.
08
0.
09
0.
10
0.
11
0.
12
qP
E
 [m
m
ol
/h
/g
]
1
2
3
4
qO
2,
 
qC
O
2 
[m
m
ol
/h
/g
]
qO2
qCO2
qPE
(d)
Abbildung C.3: Die optimalen Produktionsraten von AMP, CMP, dTMP und dCMP in
Abhängigkeit der Austauschraten für Glucose, Sauerstoff und Kohlen-
stoffdioxid.
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