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Abstract-Polar codes were recently introduced by Arıkan. They achieve the symmetric capacity of arbitrary binary-input discrete memoryless channels under a low complexity successive cancellation decoding strategy. The original polar code construction is closely related to the recursive construction of ReedMuller codes and is based on the 2 × 2 matrixˆ1 0 1 1˜. It was shown by Arıkan and Telatar that this construction achieves an error exponent of 1 2 , i.e., that for sufficiently large blocklengths the error probability decays exponentially in the square root of the length. It was already mentioned by Arıkan that in principle larger matrices can be used to construct polar codes. A fundamental question then is to see whether there exist matrices with exponent exceeding 1 2 . We characterize the exponent of a given square matrix and derive upper and lower bounds on achievable exponents. Using these bounds we show that there are no matrices of size less than 15 with exponents exceeding 1 2 . Further, we give a general construction based on BCH codes which for large matrix sizes achieves exponents arbitrarily close to 1 and which exceeds 1 2 for size 16.
I. INTRODUCTION
Polar codes, introduced by Arıkan in [1] , are the first provably capacity achieving codes for arbitrary symmetric binary-input discrete memoryless channels (B-DMC) with low encoding and decoding complexity. The construction of polar codes is based on the following observation: Let
Apply the transform G ⊗n 2
(where " ⊗n " denotes the n th Kronecker power) to a block of N = 2 n bits and transmit the output through independent copies of a B-DMC W . As n grows large, the channels seen by individual bits (suitably defined in [1] ) start polarizing: they approach either a noiseless channel or a pure-noise channel, where the fraction of channels becoming noiseless is close to the symmetric mutual information I(W ).
For the matrix G 2 it was shown by Arıkan and Telatar [2] Fix ≥ 3 and an × invertible matrix G with entries in {0, 1}. Consider a random -vector U 1 that is uniformly distributed over {0, 1} . Let X 1 = U 1 G, where the multiplication is performed over GF (2) . Also, let Y 1 be the output of uses of W with the input X 1 . Observe that the channel between U 1 and Y 1 is defined by the transition probabilities
and let Z (i) denote its Bhattacharyya parameter, i.e.,
Here, W (i) can be interpreted as the effective channel seen by the bit u i when the receiver knows u i−1 1 . Consider the recursive channel combining operation given in [1] , using a transformation G. Recall that n recursions of this construction is equivalent to applying the transformation
n } is a permutation defined analogously to the bit-reversal operation in [1] . With a slight abuse of notation, let
denote the channels defined by (3) when the transformation applied to the information bits U n 1 is A n G ⊗n . Following Arıkan, we define the random variable
through a tree process {W n ; n ≥ 0} with W 0 = W, where {B n ; n ≥ 1} is a sequence of i.i.d. random variables defined on a probability space (Ω, F, µ), and where B n is uniformly distributed over the set {1, . . . , }. Defining F 0 = {∅, Ω} and F n = σ(B 1 , . . . , B n ) for n ≥ 1, we augment the above process by the process {Z n ; n ≥ 0} := {Z(W n ); n ≥ 0}. Note that this definition of W n implies
In words, to estimate the fraction of channels with a given reliability, it suffices to track the probability distribution of Z n . We will use C to denote a linear code and dmin(C) to denote its minimum distance. We let g 1 , . . . , g k denote the linear code generated by the vectors g 1 , . . . , g k . We let d H (a, b) denote the Hamming distance between binary vectors a and b. We also let d H (a, C) denote the minimum distance between a vector a and a code
Due to space limitations we omit most of the proofs and refer to [3] .
III. RATE OF POLARIZATION
It is shown in [4] that any × matrix none of whose column permutations is upper triangular polarizes B-DMCs. Moreover, combining this construction with successive cancellation decoding, a block error probability of 2 − nβ for any β < log 2 can be achieved. This estimation of the probability is universal and is independent of the exact structure of G. We are interested in a more precise estimate of this probability. The results in this section are the natural generalization of those in [2] , where it was shown that under successive cancellation decoding the matrix G 2 achieves a block error probability of 2
−2
nβ for any β < 
Definition 1 (Rate of Polarization):
For any B-DMC W with 0 < I(W ) < 1, we will say that an × matrix G has rate of polarization E(G) if
The above definition implies that the block error probability of polar codes under successive cancellation decoding is upper bounded by 2 − nβ for any β < E(G) [1] . For convenience, in the rest of the paper we refer to E(G) as the exponent of the matrix G.
It turns out, and it will be shown later, that the exponent is independent of the channel W . Indeed, it will be shown in Theorem 4 that the exponent E(G) can be expressed as a function of the partial distances of G.
Definition 2 (Partial Distances):
. In order to establish the relationship between E(G) and the partial distances of G we consider the Bhattacharyya parameters 
Proof: The proof is similar to that of [2, Theorem 3] . We highlight the main idea and omit the details.
First note that by Lemma 3 we have
The exponent of Z(W ) on the right-hand side of (7) can be rewritten as
By the law of large numbers, for any > 0,
with high probability for n sufficiently large. This proves part (ii) of the definition of E(G), i.e., for any β >
The proof for part (i) of the definition follows using similar arguments as above, and by noting that
−B j can be taken care of using the 'bootstrapping' argument of [2] .
IV. BOUNDS ON THE EXPONENT
For the matrix G 2 , we have E(G 2 ) = 1 2 . For the case of 2 × 2 matrices, the only polarizing matrix is G 2 [4] . In order to address the question of whether the rate of polarization can be improved by considering large matrices, we define = d H (g j , g j+1 , . . . , g k ), j = 1, . . . , k, the  minimum distance of the linear code g 1 , . . . , g k is given by min j=1 {D j }.
The
Lemma 7 (Partial Distances Should Decrease):
Corollary 8: In the definition of E (8), the maximization can be restricted to the matrices G which satisfy
A. Lower Bound
The following lemma provides a lower bound on E by using a Gilbert-Varshamov type construction.
Lemma 9 (Gilbert-Varshamov Bound):
The solid line in Figure 1 shows the lower bound of Lemma 9 . The bound exceeds 1 2 for = 85, suggesting that the exponent can be improved by considering large matrices. In fact, the lower bound tends to 1 when tends to infinity. This combined with the trivial upperbound E ≤ 1 implies the following.
Lemma 10 (Exponent 1 is Achievable): lim →∞ E = 1.
B. Upper Bound
Corollary 8 says that for any , there exists a matrix with D 1 ≤ · · · ≤ D that achieves the exponent E . Therefore, to obtain upper bounds on E , it suffices to bound the exponent achievable by this restricted class of matrices. The partial distances of these matrices can be bounded easily as shown in the following lemma. 
Lemma 11 (Upper Bound on Exponent):
Let d(n, k) denote the largest possible minimum distance of a binary code of length n and dimension k. Then,
Proof: Let G be an × matrix with partial distances {D i } i=1 such that E(G) = E . Corollary 8 lets us assume without loss of generality that D i ≤ D i+1 for all i. We therefore obtain
where the second equality follows from Corollary 6.
Lemma 11 allows us to use existing bounds on the minimum distances of binary codes to bound E :
Example 12 (Sphere Packing Bound): Applying the sphere packing bound for d( , − i + 1) in Lemma 11, we get
Note that for small values of n for which d(n, k) is known for all k ≤ n, the bound in Lemma 11 can be evaluated exactly.
C. Improved Upper Bound
Bounds given in Section IV-B relate the partial distances {D i } to minimum distances of linear codes, but are loose since they do not exploit the dependence among the {D i }. In order to improve the upper bound we use the following parameterization: Consider an
and let t i = |T i |. 
where
. By a similar reasoning as in the proof of Lemma 7, it can be shown that there exists a matrix G with
Therefore, for such a matrix G, we have (cf. proof of Lemma 11) 
The bound given in the above lemma is plotted in Figure 1 . It is seen that no matrix with exponent greater than 1 2 can be found for ≤ 10.
In addition to providing an upper bound to E , Lemma 15 narrows down the search for matrices which achieve E . In particular, it enables us to list all sets of possible partial distances with exponents greater than 1 2 . For 11 ≤ ≤ 14, an exhaustive search for matrices with a "good" set of partial distances bounded by Lemma 15 shows that no matrix with exponent greater than 1 2 exists.
V. CONSTRUCTION USING BCH CODES
We will now show how to construct a matrix G of dimension = 16 with exponent exceeding 1 2 . In fact, we will show how to construct the best such matrix. More generally, we will show how BCH codes give rise to "good matrices." Our construction of G consists of taking an × binary matrix, last k rows of which form a generator matrix of a k-dimensional BCH code. The partial distance D −k+1 is then at least as large as the minimum distance of this k-dimensional code.
To describe the partial distances explicitly we make use of the spectral view of BCH codes as sub-field sub-codes of Reed-Solomon codes as described in [5] . We restrict our discussion to BCH codes of length = 2 m − 1, m ∈ N. Fix m ∈ N. Partition the set of integers {0, 1, . . . , 2 m − 2} into a set C of chords,
Example 16 (Chords for m = 5): For m = 5 the list of chords is given by   C = {{0}, {1, 2, 4, 8, 16}, {3, 6, 12, 17, 24} 
Consider a BCH code of length and dimension C j=k l(j) for some k ∈ {1, . . . , C}. It is well-known that this code has minimum distance at least µ(k)+1. Further, the generator matrix of this code is obtained by concatenating the generator matrices of two BCH codes of respective dimensions C j=k+1 l(j) and l(k). This being true for all k ∈ {1, . . . , C}, it is easy to see that the generator matrix of the dimensional (i.e., rate 1) BCH code, which will be the basis of our construction, has the property that its last C j=k l(j) rows form the generator matrix of a BCH code with minimum distance at least µ(k) + 1. This translates to the following lower bound on partial distances {D i }: Clearly, D i is least as large as the minimum distance of the code generated by the last − i + 1 rows of the matrix. Therefore, if
The exponent E associated with these partial design distances can then be bounded as
For large m, the bound in (13) is not convenient to work with. The asymptotic behavior of the exponent is however easy to assess by considering the following bound. Note that no µ(i) (except for i = 1) can be an even number since otherwise µ(i)/2, being an integer, would be contained in chord i, a contradiction. It follows that for the smallest exponent all chords (except chord 1) must be of length m and that µ(i) = 2i + 1. This gives rise to the bound
. It is easy to see that as m → ∞ the above exponent tends to 1, the best exponent one can hope for (cf. Lemma 10).
Binary BCH codes exist for lengths of the form 2 m − 1. To construct matrices of other lengths, we use shortening, a standard method to construct good codes of smaller lengths from an existing code, which we recall here: Given a code C, fix a symbol, say the first one, and divide the codewords into two sets of equal size depending on whether the first symbol is a 1 or a 0. Choose the set having zero in the first symbol and delete this symbol. The resulting codewords form a linear code with both the length and dimension decreased by one. The minimum distance of the resulting code is at least as large as the initial distance. The generator matrix of the resulting code can be obtained from the original generator matrix by removing a generator vector having a one in the first symbol, adding this vector to all the remaining vectors starting with a one and removing the first column. Now consider an × matrix G . Find the column j with the longest run of zeros at the bottom, and let i be the last row with a 1 in this column. Then add the ith row to all the rows with a 1 in the jth column. Finally, remove the ith row and the jth column to obtain an ( 1 1 1 1 1 0 0  1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 
