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EL RESSÒ DE LES TEVES PARAULES
Ara mateix la nostra veu vol reclamar-te.
Però les melodies d’aquestes veus, que tu bé reconeixes,
no tenen el miracle ni el poder per retornar-te,
però si, la tendresa màgica de l’amor per dir-te
que ens sentim estranys sense tu.
I ens resta ara, un ressò de les teves paraules
i del teu gest dins l’ànima;
com un senyal ineqúıvoc que sempre estaràs al nostre costat.
I aquestes lentes llàgrimes que es desprenen com volves d’estrelles
dels nostres ulls i endins dels nostres cors,
són també uns lleugers sons
que s’enlairen tendrament per arribar a traspassar aquesta distància
que ens separa avui, i dir-te que t’estimem!
I convertir tots els dies en converses ı́ntimes, fins que en la mesura
del temps de cadascú, ens tornem a retrobar per poder, amb estil i
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This thesis develops a numerical technique in which the Particle Finite Element method
is applied to simulate solid intrusion problems in Geotechnical Engineering. The thesis
describes the numerical development work that made the method functional and showcases
its potential with various application problems.
New numerical developments include: integration schemes for large-strain, elasto-plastic
constitutive models, novel integration methods for rigid body contact constraints and sta-
bilized mixed formulations for single-phase and two-phase problems.
An explicit stress integration scheme is developed for elasto-plastic, large-strain consti-
tutive models using a multiplicative split of the deformation gradient. This scheme uses
adaptive substepping and a yield violation drift correction technique.
Rigid bodies with pre-specified shape and motion may be modeled. Contact constraints
are introduced using a penalty method in which tangential behavior is treated with an elasto-
plastic analogy. This elasto-plastic contact model is integrated by means of an implicit
integration technique; an alternative scheme using the Implex algorithm is also described
and assessed.
Low-order (linear) elements are employed to speed computation. These elements may
suffer volumetric locking in quasi-incompressible conditions. For soils, such conditions ap-
pear under undrained loading or at critical state. To alleviate this problem, mixed for-
mulations are developed and stabilization techniques are applied. Two different three-field
mixed formulations for the coupled hydro-mechanical problem are presented, adding either
the effective pressure or the Jacobian as nodal variables to the solid skeleton displacement
and water pressure. Stabilization terms are used in the mass conservation equation of the
biphasic medium and in the rest of scalar equations. Several mixed formulations are also
implemented for the simplified single-phase problem, which approximates saturated soil
behavior under undrained conditions.
The first application examples are three total stress problems: indentation of a rigid strip
footing, T-Bar motion and a rough cone penetration test. All are frequently used benchmark
problems; they allow to compare the performance of the developed numerical scheme with
other techniques. It appears that the numerical strategy followed by PFEM, obtains similar
results than those attained with alternative numerical methods with significant savings in
computational efforts.
A total stress approach is also used in a parametric study of tube sampling in clay. The
parameters explored include sampler geometry (round-tipped or beveled cutting shoes; outer
diameter to wall thickness ratios); constitutive parameters, roughness factor and boundary
conditions are studied. Outputs are analyzed in terms of classical sampling disturbance
i
measures: the centerline strain path and the specific recovery ratio. The results show good
agreement with experimental evidence and question the frequently accepted reference role
of Strain Path method solutions.
The set of simulations in which a rough interface behavior is considered has been used
to assess the theory proposed by Paikowsky and Whitman (1990) to predict the occurrence
of a plug inside of an open-ended pile. The numerical results obtained here corroborate this
theory: a plug inside of the tube is formed once the mobilized forces are equal to those that
would mobilize a smooth closed-ended pile. Indeed, the failure mechanism that prevails
during the penetration of a plugged tube is coincident with that of a closed-ended pile.
The last analysis of this work is the hydro-mechanical simulation of the cone penetration
test in a Modified Cam Clay soil. A parametric analysis covers the effect of the permeability
of the soil -from drained to undrained conditions- and the interface friction angle. The
effect of these parameters on the cone resistance, sleeve friction and pore pressure at three
potential measurement points is fully characterized. These numerical results are used to
assess several techniques to estimate the permeability of soils from CPTu testing. Special
attention is paid to on-the-fly techniques, in which permeability could be directly estimated
from the CPTu data stream without the need for any stoppage.
ii
RESUMEN
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method
Llúıs Monforte Vila
Esta tesis desarrolla una técnica numérica en la que se aplica el método de Part́ıculas y Ele-
mentos Finitos (Particle Finite Element Method) para simular problemas de intrusión de
objetos sólidos en Ingenieŕıa Geotécnica. La tesis describe los trabajos numéricos desarro-
llados para lograr tal objetivo y muestra el potencial del método mediante varios problemas
de aplicación.
Los nuevos desarrollos numéricos incluyen: esquemas de integración para modelos cons-
titutivos elasto-plásticos en deformaciones finitas, nuevos métodos de integración de las
restricciones de contacto con un cuerpo ŕıgido y formulaciones mixtas estabilizadas para el
problema hidromecánico.
Se desarrolla un esquema expĺıcito para la integración de tensiones para modelos consti-
tutivos elasto-plásticos en deformaciones finitas usando una descomposición multiplicativa
del gradiente de deformación. Este esquema utiliza técnicas adaptativas para la elección del
paso aśı como esquemas para corregir la violación de la condición de consistencia.
Se pueden modelar cuerpos ŕıgidos con forma y movimiento preespecificados. Las res-
tricciones de contacto se introducen mediante un método de penalización en el que el com-
portamiento tangencial se trata con una analoǵıa elastoplástica. Se emplea una técnica
de integratión impĺıcita para este modelo de contacto elastoplástico; además, también se
describe y evalúa una técnica alternativa utilizando un algoritmo Implex.
Para acelerar el cálculo, se emplean elementos de bajo orden (lineales). Estos elementos
pueden sufrir bloqueo volumétrico en condiciones casi incompresibles. En suelos, tales con-
diciones aparecen bajo carga no drenada o en estado cŕıtico. Para aliviar este problema, se
desarrollan formulaciones mixtas y se aplican técnicas de estabilización. Se presentan dos
formulaciones mixtas de tres campos para el problema hidromecánico acoplado, que tienen
la presión efectiva o el Jacobiano como variables nodales además del desplazamiento del
esqueleto sólido y la presión de agua. Se usan técnicas de estabilización en la ecuación de
conservación de masa del medio bifásico y en el resto de ecuaciones escalares. También se
implementan varias formulaciones mixtas para el problema simplificado de una sola fase, ya
que aproxima el comportamiento del suelo saturado en condiciones no drenadas.
Los primeros ejemplos de aplicación son tres problemas de tensión total: la indentación
de una cimentación ŕıgida en faja, el movimiento de una barra en T (T-Bar) y un ensayo
de penetración de cono rugoso. Todos son problemas frecuentemente utilizados para validar
la implementación numérica; por lo que permiten comparar el rendimiento del esquema
numérico desarrollado con otras técnicas. Parece que la estrategia numérica seguida por
PFEM, obtiene resultados similares a los obtenidos con métodos numéricos alternativos
con ahorros significativos en esfuerzos computacionales.
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También se usa un enfoque de tensión total para un estudio paramétrico de muestreo
mediante tubo en arcilla. Los parámetros explorados incluyen la geometŕıa del muestreador
(zapatas de corte de punta redonda o biselada, relaciones de diámetro exterior a grosor de
pared); además, se estudian los parámetros constitutivos, el factor de rugosidad y las condi-
ciones de contorno. Los resultados se analizan en términos de medidas clásicas de alteración
de la muestra: la deformación vertical en el eje de simetŕıa y la relación de recuperación
espećıfica. Los resultados muestran un buen acuerdo con las evidencias experimentales y
cuestionan la solución -frecuentemente aceptada- obtenida mediante el Strain Path method.
El conjunto de simulaciones en el que se considera un comportamiento de interfaz ru-
goso se ha utilizado para evaluar la teoŕıa propuesta por Paikowsky and Whitman (1990)
para predecir el taponamiento de pilotes abiertos. Los resultados numéricos obtenidos aqúı
corroboran esta teoŕıa: el tubo se tapona una vez que las fuerzas movilizadas son iguales a
las que movilizaŕıa un pilote de base cerrado cuya interfaz es lisa. De hecho, el mecanismo
de fallo que prevalece durante la penetración de un tubo obstruido es coincidente con el de
una pilote con base cerrada.
El último análisis de este trabajo es la simulación hidromecánica del ensayo de penetra-
ción de cono en un suelo Cam Clay modificado. El análisis paramétrico abarca el efecto de
la permeabilidad del suelo -desde drenado a condiciones no drenadas- y el ángulo de fricción
de la interfaz. Se caracteriza por completo el efecto de estos parámetros sobre la resistencia
del cono, la fricción en el fuste y la presión de poro en tres posibles puntos de medición.
Estos resultados numéricos se utilizan para evaluar varias técnicas para estimar la permea-
bilidad de los suelos a partir del ensayo CPTu. Se presta especial atención a las técnicas
sobre-la-marcha (on-the-fly), en las que la permeabilidad se puede estimar directamente a
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Aquesta tesi desenvolupa una tècnica numèrica en la qual s’aplica el mètode de Part́ıcules i
Elements Finits (Particle Finite Element Method) per simular problemes d’intrusió d’objec-
tes sòlids en Enginyeria Geotècnica. La tesi descriu els treballs numèrics desenvolupats per
aconseguir aquest objectiu i mostra el potencial del mètode mitjançant diversos problemes
d’aplicació.
Els nous desenvolupaments numèrics inclouen: esquemes d’integració per a models cons-
titutius elasto-plàstics a deformacions finites, nous mètodes d’integració de les restriccions
de contacte amb un cos ŕıgid i formulacions mixtes estabilitzades pel problema hidromecànic.
Es desenvolupa un esquema expĺıcit per a la integració de tensions per a models cons-
titutius elasto-plàstics en deformacions finites usant una descomposició multiplicativa del
gradient de deformació. Aquest esquema utilitza tècniques adaptatives per a l’elecció del
pas aix́ı com esquemes per corregir la violació de la condició de consistència.
Es poden modelar cossos ŕıgids la forma i moviment dels quals està predefinida. Les
restriccions de contacte s’introdueixen mitjançant un mètode de penalització en el qual el
comportament tangencial es tracta amb una analogia elastoplàstica. Es fa servir una tècnica
d’integration impĺıcita per a aquest model de contacte elastoplàstic; a més, també es descriu
i avalua una tècnica alternativa utilitzant un algoritme Implex.
Per accelerar el càlcul, s’empren elements de baix ordre (lineals). Aquests elements
poden patir bloqueig volumètric en condicions gairebé incompressibles. En sòls, aquestes
condicions apareixen sota càrrega no drenada o en estat cŕıtic. Per evitar aquest problema,
es desenvolupen formulacions mixtes i s’apliquen tècniques d’estabilització. Es presenten
dues formulacions mixtes de tres camps per al problema hidromecànic acoblat, que tenen la
pressió efectiva o el Jacobià com a variables nodals a més del desplaçament de l’esquelet sòlid
i la pressió d’aigua. S’usen tècniques d’estabilització en l’equació de conservació de massa
del medi bifàsic i a la resta d’equacions escalars. També s’implementen diverses formulacions
mixtes per al problema simplificat d’una sola fase, ja que aproxima el comportament del
sòl saturat en condicions no drenades.
Els primers exemples d’aplicació són tres problemes de tensió total: la indentació d’una
fonamentació ŕıgida en faixa, el moviment d’una barra en T (T-Bar) i un assaig de penetra-
ció de con rugós. Tots són problemes freqüentment utilitzats per validar implementacions
numèriques; per la qual cosa permeten comparar el rendiment de l’esquema numèric desen-
volupat amb altres tècniques. Sembla que l’estratègia numèrica seguida per PFEM, obté
resultats similars als obtinguts amb mètodes numèrics alternatius amb estalvis significatius
en esforços computacionals.
També es fa servir un enfocament de tensió total per un estudi paramètric de mostreig
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mitjançant tub en argila. Els paràmetres explorats inclouen la geometria del mostrejador
(sabates de tall de punta rodona o bisellada, relacions de diàmetre exterior a gruix de
paret); a més, s’estudien els paràmetres constitutius, el factor de rugositat i les condicions
de contorn. Els resultats s’analitzen en termes de mesures clàssiques d’alteració de la
mostra: la deformació vertical en l’eix de simetria i la relació de recuperació espećıfica. Els
resultats mostren un bon acord amb les evidències experimentals i qüestionen la solució
-sovint acceptada- obtinguda mitjançant el Strain Path method.
El conjunt de simulacions en el qual es considera un comportament d’interf́ıcie rugós
s’ha utilitzat per avaluar la teoria proposada per Paikowsky and Whitman (1990) per predir
el taponament de pilots oberts. Els resultats numèrics obtinguts aqúı corroboren aquesta
teoria: el tub es tapona una vegada que les forces mobilitzades són iguals a les que mo-
bilitzaria un pilot de base tancada amb interf́ıcie és llisa. De fet, el mecanisme de fallada
que preval durant la penetració d’un tub obstrüıt és coincident amb el d’un pilot de base
tancada.
L’última anàlisi d’aquest treball és la simulació hidromecànica de l’assaig de penetració
de con en un sòl Cam Clay modificat. L’anàlisi paramètric abasta l’efecte de la permeabilitat
del sòl -des de conditions dreandes a no drenades- i l’angle de fricció de la interf́ıcie. Es
caracteritza per complet l’efecte d’aquests paràmetres sobre la resistència del con, la fricció
en el fust i la pressió de porus en tres possibles punts de mesura. Aquests resultats numèrics
s’utilitzen per avaluar diverses tècniques per estimar la permeabilitat dels sòls a partir de
l’assaig CPTu. Es presta especial atenció a les tècniques sobre-la-marxa (on-the-fly), en
què la permeabilitat es pot estimar directament a partir de les dades obtingudes durant la
penetració del CPTu, sense necessitat de realitzar cap parada.
vi
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Many activities in Geotechnical Engineering involve the insertion of a rigid body into the
soil. Examples include most foundation solutions, that range from displacement piles -that
may be driven into the soil by striking them with a hammer-, spud-can foundations or even
suction caissons -in which the water pressure inside of the bucket is decreased, causing the
foundation to sink into the sea floor.
Penetration problems are also involved in the processes to estimate or obtain constitutive
parameters to design these structures. For instance, to perform laboratory tests on a sample,
first it has to be retrieved from the ground by pushing or hammering a tube into the
ground. Alternatively, constitutive parameters may be obtained from in-situ tests, in which
instrumented probes are pushed into the soil and the value of constitutive parameters are
estimated from test readings.
In this kind of problem large displacements and deformations of the soil mass are always
present. The coupled hydro-mechanical response of the soil adds further complexity, even
in cases where insertion speed is tightly controlled. Analysis of problems of rigid body
insertion into soil masses had traditionally relied on highly idealized approaches such as
geometrically simple cavity expansion mechanisms (Yu and Mitchell, 1998). Although much
insight is gained from such analyses, a number of basic features of the problem are left aside
and, as a consequence, a host of not fully understood empirical corrections and methods
have been relied upon for practical applications.
Numerical simulation seems an obvious alternative to advance understanding in this
area. However, the numerical simulation of rigid body insertion into soils is a complex task,
since the system is full of non-linearities, contact-related, material-related and also geomet-
rical. This latter kind of non-linearity was a fundamental obstacle to the Lagrangian or
updated Lagrangian formulations of the finite element method (FEM) that are successful
in other areas of geotechnical engineering. Strong mesh distortion resulted in large inaccu-
racies and/or stopped calculation at relatively small displacements (De Borst and Vermeer,
1984).
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In the last decades several numerical frameworks have been developed to address those
problems. Some approaches are not based on continuum mechanics and use instead discrete
element methods (Arroyo et al., 2011; Butlanska et al., 2014; Ciantia et al., 2016); how-
ever, continuum-based approaches are dominant, particularly for fine-grained soils. Within
continuum-based methods the approach most frequently applied to geotechnical insertion
problems has been that of Arbitrary Lagrangian-Eulerian formulations (ALE). ALE finite
element formulations combine the Lagrangian and Eulerian kinematic descriptions, by sep-
arately considering material and computational mesh motions (Donea et al., 2004).
The application of ALE to insertion problems in soil mechanics may be traced to van den
Berg et al. (1996). Afterwards, three main FEM ALE methods have been increasingly de-
veloped and repeatedly applied in this area: the so-called remeshing and interpolation
technique by small strain (RITSS) developed by Randolph and co-workers (Hu and Ran-
dolph, 1998; Lu et al., 2004; Zhou and Randolph, 2009), the so-called efficient ALE approach
(EALE) developed by Nazem and co-workers (Nazem et al., 2006, 2012; Kardani et al., 2014)
and the successive built-in implementation of ALE in Abaqus/Explicit, currently known as
the Coupled Eulerian-Lagrangian (CEL) method (Abaqus, 2012) which have been applied
to insertion problems by several teams (Walker and Yu, 2006; Pucker et al., 2013; Khoa,
2015). A comparative review of these ALE methods has been recently presented by Wang
et al. (2015).
A second continuum-based numerical framework is that of the Material Point Method
(MPM). A set of particles (material points) move within a fixed finite element computational
grid. Material points carry all the information (density, velocity, stress, strain, external
loads. . . ) which, at each step, is transferred to the grid to solve the mechanical problem.
The computed solution allows updating of position and properties of the material points.
The application of MPM to geotechnical problems is relatively recent (Coetzee et al., 2005;
Alonso and Zabala, 2011). Despite that, several implementations of MPM have been already
used to model rigid body insertion into soils (So lowski and Sloan, 2015; Phuong et al., 2016).
The Particle Finite Element Method (PFEM) is a third continuum-based approach that
seems suitable to address geotechnical insertion problems. PFEM is actually an updated
Lagrangian approach, but one that avoids mesh distortion problems by frequent remeshing.
The nodes discretizing the analysis domain are treated as material particles the motion of
which is tracked during the numerical solution. Remeshing in PFEM is based in Delaunay
tessellations and uses low-order elements. PFEM was first developed to solve fluid-structure
interaction problems (Oñate et al., 2004, 2008, 2011; Idelsohn et al., 2003, 2004) and then
extended to other areas, like solid-solid interaction and thermo-plastic problems (Oliver
et al., 2005; Rodŕıguez et al., 2016), erosion problems (Oñate et al., 2011), and Bingham-
like rheology models to simulate flowslides (Salazar et al., 2016).
Carbonell et al. (2010, 2013) first applied PFEM to geomechanical problems, extending
the method to deal with tool-rock interaction problems in small and large scale excavations.
In their work, however, material removal at the interface, rather than tool insertion was the
focus. The excavated material was treated as a single-phase solid using a damage law as a
constitutive model.
Zhang et al. (2013, 2014, 2015) presented a new PFEM implementation for granular flow
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applications, using a variational theorem to discretize the governing equations. A single-
phase rigid plastic constitutive description of the soil was employed. An example of pipeline
insertion into a Tresca soil was presented in Zhang et al. (2013), however most applications
have focused on soil flow problems (Zhang et al., 2014, 2015).
1.2 Aim and objectives
This thesis focus on developing a numerical framework capable of simulating insertion prob-
lems found in Geotechnical Engineering.
The starting point of this work is an implementation of the Particle Finite Element
method (PFEM) in the numerical platform Kratos Multiphysics (Kratos Multiphysics; Car-
bonell et al., 2010, 2013, 2015; Dadvand et al, 2010; Rodriguez et al, 2016, 2017,a,b); this
code is able to simulate the contact between multiple deformable bodies employing classical
Solid Mechanics formulations and constitutive equations describing metals. As such, from
a numerical point of view, the basic objectives of this work are:
• Implement a coupled hydro-mechanical formulation at large strain.
• Develop and implement a robust and accurate explicit stress integration algorithm for
elasto-plastic models at finite strain.
• Incorporate geotechnical interface models to the contact algorithms.
• Mitigate the volumetric locking of low-order elements for the one-phase and coupled
hydromechanical formulations.
Regarding geotechnical knowledge:
• Assess the effect of the cutting shoe-geometry, wall thickness and contact roughness
in the deformation path of tube sampling problems.
• Enhance the knowledge on the cone penetration test by analyzing the influence of
permeability and contact roughness on the cone readings and subsequent dissipation.
1.3 Outline of the thesis
This work is organized in 10 chapters, from which the first and last one are dedicated to
the introduction and conclusions, respectively. Chapter 2 presents a general overview of the
computational framework; several numerical novelties are presented from Chapter 3 to 5.
The geotechnical applications of the developed numerical scheme are presented in Chapters
6 to 9.
In particular, this work is organized as follows:
Chapter 2 discusses the basis of the numerical model employed on the present work.
First, the basic features Particle Finite Element method (PFEM) are described; addition-
ally, PFEM is compared with other well-established codes used in Geotechnical Engineering.
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After briefly describing some basic results of non-linear Solid Mechanics, the balance equa-
tions for the one-phase problem and coupled-hydromechanical simulations are presented.
The finite element method is applied to discretize the spatial domain employing an Updated
Lagrangian formulation whereas completely implicit time-marching schemes are used.
Chapter 3 is devoted to the numerical treatment of constitutive models at large strains.
After revising the large strains elasto-plastic theory based on a multiplicative split of the
deformation in an elastic and plastic part, a novel explicit scheme is proposed. This chapter
also presents the constitutive models employed in this work.
The numerical procedures to impose the contact between a deformable body and a
rigid object are described in Chapter 4. Contact constraints are imposed to the solution
by the Penalty method. To describe the tangential part of the contact model the so-called
elasto-plastic analogy is used; two-different algorithms to integrate this model are employed:
an implicit algorithm that has the same formal structure than the one-dimensional return
mapping and one based on the Implex algorithm.
The low order finite elements typically employed in PFEM suffer from severe volumetric
locking when the material shows a quasi-incompressible response. In Chapter 5 several
mixed stabilized formulations to mitigate locking for the one-phase mechanical problem and
the coupled hydro-mechanical problem at large strains are presented.
Chapter 6 presents the first application, the total-stress analysis soil-structure insertion
problems in geomechanics. In particular, this chapter presents several analysis of increasing
complexity; namely, the insertion of a rigid strip footing, the T-Bar and a rough cone pen-
etration test. These three problems have been frequently as benchmark problems to assess
the robustness and accuracy of large-strain geotechnical codes; thus, allows to compare the
performance of the developed numerical scheme with other techniques.
Chapter 7 describes a series of simulations of the tube sampling process in clay ma-
terials using a total stress approach. In particular, a parametric analysis of the problem,
in which several sampler geometries, constitutive parameters and interface behaviors are
analyzed. Additionally, the occurrence of a plug is assessed in terms of the theory proposed
by Paikowsky and Whitman (1990).
Chapter 8 shows the possibilities of the developed numerical scheme to simulate in-
sertion problems unsing a coupled hydromechanical approach. The scheme is first assessed
in the loading and dissipation of a footing resting in a poroelastic medium. Afterwards,
results of the most challenging cone penetration test in a wide range of hydraulic conditions
(ranging from practically undrained to drained) and using (tip and shaft) rough interfaces
are presented. Details of the effect of these two parameters to the CPTu reactions (cone
resistance, water pressure at the u2, and sleeve resistance) are given.
Several methods have been proposed to obtain the permeability or the coefficient of
consolidation from CPTu readings. In Chapter 9, simulation outputs obtained for different
input constitutive parameters and permeabilities are examined to obtain direct estimates
of permeability using different methods proposed in the literature; additionally, methods
to estimate the hydraulic conductivity during the piezocone penetration are also used.
These estimates are then compared with the known input permeability value to assess their
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reliability.
Finally, in Chapter 10, the main outputs of this work are summarized, a number of
conclusions are drawn and ideas for future enhancements and developments are enumerated.
This thesis also includes several appendices:
Appendix A presents a Matlab file to perform symbolic operations. In particular, this
code is used to obtain an estimate for the stabilization parameter for the one-dimensional
u− pw element with linear (equal-order) shape functions.
Appendix B analyzes the effect of the input values of the Houlsby (1985) hyperelastic
model and later modified by Borja et al. (1997) on the material response.
The linearization of the mixed formulations introduced in Chapter 5 are presented in
Appendix C.
The analysis of closed-ended piles and the bearing capacity factor of tubes, a by-product
of Chapter 7, are presented in Appendix D.
Some of the simulations of Chapter 8 are recalculated in Appendix E using slightly
different input values of the hyperelastic model to assess its effect in a boundary value prob-
lem. The sets of employed constitutive parameters are first described, from a elementary
point of view, in Appendix B.
Finally, in Appendix F, results of three-dimensional analysis are reported. In addition,
in this appendix, the hyper-elastic plastic and hypo-elastic plastic constitutive models are
compared in a number of representative numerical simulations.
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This chapter is devoted to present the basics of the numerical model. First, the Particle
Finite Element Method, the computational method used in this work, is presented. Subse-
quently, some basic definitions and results of continuum mechanics that will be latter used
for the development of the governing equations are reviewed. Finally, the finite element for-
mulation for the single-phase and the coupled fluid-saturated porous media at large strain
is presented.
2.1 Particle Finite Element method
The Particle Finite Element Method (PFEM) is a numerical method well suited for me-
chanical problems involving large displacements, large deformations, intermittent separation
and/or fusion of bodies. Soft porous materials, such as soils, suffer these kinds of mechanical
transformations during many activities of engineering interest. Relevant examples for the
case of soils include probing, sampling, pile installation, excavation and ploughing.
PFEM originated to address problems of fluid mechanics (Oñate et al., 2004, 2008, 2011;
Idelsohn et al., 2003, 2004), including those of fluid interaction with rigid bodies. Later it
was extended to deformable single-phase solids (Oliver et al., 2005, 2007) and to the con-
tact between multiple deformable bodies in thermo-plastic problems (Rodŕıguez et al., 2016;
2017, a,b). Subsequently, several PFEM extensions have addressed geomaterials: Carbonell
et al. (2010, 2013) used PFEM to simulate ground excavation problems. The interaction
between soil and structures has been also simulated using hypoplastic formulations to de-
scribe the constitutive behavior of soft soils (Bal et al., 2018). Flow-like landslides have
been also studied using PFEM, but considering a single-phase material description: Zhang
et al. (2015) employed a rigid plastic constitutive response for the soil whereas Salazar
et al. (2016) used a non-Newtonian modified Bingham law. Larese et al. (2012) presented a
strategy to simulate the free surface flow over and throughout a rockfill; PFEM is adopted
for the evaluation of the structural response, whereas an Eulerian fixed-mesh approach is
employed for the fluid.
In PFEM the continuum is modelled using an Updated Lagrangian formulation; that
is, a Lagrangian description of the motion is used and all variables are referred to the last
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known configuration. A mesh discretization of the domain is generated in order to solve
the governing equations in the standard FEM fashion. Nodes in that mesh are treated as
material particles whose motion is tracked during the solution.
The quality of the numerical solution depends on the discretization chosen. The original
idea of the PFEM was to improve the mesh quality by performing a re-triangulation of the
domain only when needed. Usually that is performed according to some criteria associ-
ated with element distortion. Mesh distortion is corrected and improved naturally with
the Particle Finite Element Method (PFEM), because re-triangulation is based on Delau-
nay tessellations that maximize the minimum angle of all the triangles in the tessellation.
Therefore, thin, stretched elements are avoided while still capturing large changes in the
continuum domain without global remeshing and mesh to mesh interpolation. The process
can be easily extended to 3D using tetrahedral elements.
Additionally, h-adaptive techniques are employed to obtain a better discretization of the
domain. New particles are introduced in areas where large gradients in the flow variables
are detected or where a high plastic dissipation is generated. These zones must be refined
because the number of particles may become too low to obtain an accurate solution. On the
contrary, due to high shear deformations, particles may locally concentrate in the same re-
gion of the domain. To overcome this difficulty particles that are closer than a characteristic
distance are removed.
Conforming meshes are used to preserve mass in the remeshing process: the boundary
of the domain remains unchanged so the volume of the discretization does not vary. The
mass of the domain also depends on the density and thus on the transfer process of Gauss
point variables. This, however, is relatively unimportant for soil applications, since highest
mesh distortion is usually associated with shearing and the attainment of incompressible
critical state conditions.
Although it is not strictly necessary (see Zhang et al. (2013, 2014, 2015)), low order finite
elements are typically used in PFEM: linear triangles in two-dimensional models and linear
tetrahedron in three dimensions. Linear interpolated elements have several advantages
due to their simplicity: particles usually define exclusively the mesh nodes and no extra
interpolations are needed after remeshing. Also, the computational cost is lower compared to
high-order elements. A relative drawback is that stabilized mixed formulations are generally
required instead.
The interpolation of state variables plays a crucial role in the accuracy of the results.
When new particles are inserted in the domain, flow variables are linearly interpolated from
those of the previous mesh element. To avoid excessive smoothing of internal variables,
information is transferred directly from the previous Gauss points to the new ones. In
this work, two different interpolation procedures for Gauss point variables are used. The
first method is a nearest interpolation procedure; hence, new integration points inherit the
information of the closes Gauss point of the previous mesh. In the second method, internal
variables are interpolated over the whole domain and the values at the new integration
points are obtained by employing a least square approach (Rashid, 2002; Farrell et al.,
2009). Both strategies ensure that information is not altered in elements that are preserved
during the meshing process. These strategies are described in Section 2.1.1.
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Figure 2.1: Sequence of steps to update in time a “cloud” of nodes representing a soil mass
that is progressively fragmented the action of an external rigid footing using the PFEM. In
the boundaries the particles are fixed.
A typical solution algorithm of PFEM is conceptually illustrated in Figure 2.1 for a
general case of fragmentation and deformation of a solid mass under the action of an external
object; note, however, that fracture is not considered in this work. For clarity purposes we
will define the collection or cloud of nodes (C) belonging to the analysis domain, the volume
(V) defining the analysis domain and the mesh (M) discretizing the domain.
The simulation involves the following steps (Oñate et al., 2004):
1. Begin the computation of each time step with a cloud of points defining the analysis
domain. For instance Cn denotes the cloud at time t = tn, see Figure 2.1.
2. Identify the boundaries defining the analysis domain Vn. This is an essential step as
some boundaries may be severely distorted during the solution and, conceptually, may
include separation and re-entering of nodes. The domain boundary may be identified
with the α−shape method (Edelsbrunner and Mücke, 1994) or that of the previous
step, using conforming meshes.
3. Discretize the continuum domains with a finite element (FE) mesh Mn.
4. Solve the Lagrangian equations of motion in the domain. Compute the state variables
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at the next (updated) configuration for t+∆t: displacements, pressure, water-pressure,
strains, stresses and internal variables, etc.
5. Move the mesh nodes to a new position Cn+1 where n+1 denotes the time tn+∆t, in
terms of the time increment size. This step is typically a consequence of the solution
process of step 4.
6. Go back to step 1 and repeat the solution process for the next time step to obtain
Cn+2.
Further details of the numerical implementation can be found in Carbonell et al. (2010,
2013, 2015) and Rodŕıguez et al. (2016; 2017, a,b).
PFEM has some similitudes with other well established methods used in geomechanics,
particularly variants of the Arbitrary Lagrangian-Eulerian approach: the so-called Efficient
Aribtrary Lagrangian-Eulerian (EALE) developed by Nazem et al. (2006, 2012) and the
remeshing and interpolation technique by small strain (RITSS) (Hu and Randolph, 1998;
Lu et al., 2004). A fundamental difference with EALE lies on mesh treatment. On one
hand, in EALE, the number of nodes, elements and the topology of the Finite Element
mesh are preserved during the analysis: that is, between solution steps the bounday and
interior nodes are recolocated computing a complementary elastic problem (Nazem et al.,
2006). On the contrary, the original idea of PFEM is to minimize nodal position changes
during computation while constantly updating mesh topology using a Delaunnay’s Tessela-
tion. Later, to reduce the dependence of the solution on the initial discretization, additional
adaptive techniqueds have been introduced: (i) insertion and removal of nodes based on
plastic dissipation and (ii) improving the mesh quality through Laplacian smoothing (Car-
bonell et al., 2013; Rodŕıguez et al., 2016). Despite these new features, modification of
original nodal position in PFEM remains relatively infrequent.
The remeshing aspects of PFEM makes it closer to RITTS, particularly in its first imple-
mentations (Hu and Randolph, 1998; Barbosa-Cruz, 2007). These periodical remeshing was
also taking place using retriangulation, h-adaptive techniques and mesh smoothing. The
algorithmic details are, however, different, particularly in respect to retriangulation. The
degree of adaptivity of some newer versions of RITSS, that rely on Abaqus for mesh genera-
tion is perhaps more limited, as the role of users experience was emphasized by Wang et al.
(2015). The algorithms employed for transfer of informaiton between successive meshes in
PFEM are also different from those employed in RITSS.
Another significant difference is that whereas both RITSS and EALE use high-order
elements to solve the governing equations (quadratic elements in RITSS and quadratic and
higher in EALE); in PFEM linear elements are typically used. This, however, is not the
only possible choice: Zhang et al. (2013, 2014, 2015) used mixed elements with high order
interpolants.
Other differences between the code presented here and previous approaches may also be
a matter of choice, for instance early implementation of RITSS relied on small strain finite
element formulations, but there is no major obstacle for it.
A comparative review of these two ALE methods along with the Coupled Eulerian-La-
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grangian has been recently presented by Wang et al. (2015). In a set of benchmark problems,
the results of RITSS and EALE agreed very well with each other, suggesting that differences
adopted in the remeshing part of the code provide similar accuracy.
2.1.1 Mapping between evolving meshes
One of the main difficulties encountered in adaptive methods is the transfer of information
between different discretizations (Lee and Bathe, 1994; Perić et al., 1996). In PFEM infor-
mation is transferred between the previous mesh and the newly constructed one at every
remeshing stage. Nodal variables (displacements, mean pressure, water pressure, ...) are
mapped into the new mesh using the previous mesh shape functions.
Note that for the relatively simple constitutive models employed here (that are presented
in Chapter 3), the only internal variables that need mapping are the elastic left Cauchy
Green tensor -that, through the hyperelastic model uniquely determines the Cauchy Stress
tensor- and plastic history variables.
Two different transfer operators have been used. The algorithms selected share a com-
mon trait: when an element of the old mesh is preserved, the new value of the variable
coincides with the value on the previous mesh. The first method consists simply on copying
to each element of the new mesh the information of the element of the previous mesh whose
centroid is nearest to the centroid of the new element. In the second strategy, a least square
interpolation procedure is used (Rashid, 2002): let Ti and T k be some internal variable in
the new and previous mesh; a piecewice constat interpolation of these variables over the
whole domain is constructed, T = Tiwi and T = T kwk, where the interpolation functions
wi and wk are equal to the unity in elements i and k of the new and old mesh and zero
elsewhere.














After carrying out the minimization, the following explicit expression is found for the







Therefore, the value of the internal variable on an element of the new mesh is the mean
value of the variable of the elements of the previous mesh that overlapped that position,
averaged by the area of overlapping. This algorithm is implemented using the super-mesh
concept developed by Farrell et al. (2009).
Only the first transfer algorithm (nearest point interpolation) ensures that the new
state is admissible (using the second algorithm, the stress state may be outside of the
yield surface); none of the two guarantee that the deformable body is in equilibrium. The
first problem is directly tackled applying a yield surface drift correction algorithm if the
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stress state lies outside the yield surface. Possible errors due to out-of-balance forces after
remeshing are ignored and a time-step is advanced before mechanical equilibrium is again
imposed.
These two algorithms are numerically assessed and compared in Section 6.2, that pre-
sents the results of the simulation of a rigid strip footing on clay employing a total stress
approach. It is found that effect of the interpolation technique on the results is limited;
thus, the nearest element interpolation is selected in the majority of the simulations due to
its relatively smaller computational cost.
2.2 Continuum mechanics
The objective of this section is to review some basic definitions and results of nonlinear con-
tinuum mechanics needed for the development of the formulation of the balance equations
for the single-phase mechanical problem, the coupled hydro-mechanical problem and then
the formulation of the elasto-plastic constitutive equations. Extended details may be found
in Simo (1998); Wriggers (2008); de Souza Neto et al. (2011), among others.
2.2.1 Motion and deformation
Description of motion and time derivatives
Let B ⊂ R3 define the reference configuration of a continuum body and a particle of this
body is labeled by X ∈ B. The position of this particle at time t is:
x = ϕ(X, t) (2.3)
where ϕ is the mapping from the initial configuration to the current one. Let us define now
the displacement of a material point as the difference between the current position and its
original position. The displacement vector, u(X, t), can be written as:
u(X, t) = ϕ(X, t)−X = x−X (2.4)
The material velocity and material acceleration, denoted by V(X, t) and A(X, t) re-












Meanwhile, a spatial or Eulerian description is also possible:
v(x, t) = v(ϕ(X, t), t) (2.7)






+∇v(x, t) · v(x, t) (2.8)
where the first term is known as the local derivative and the second one is the convective
time derivative.
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Figure 2.2: Sketch of the reference and current configuration of a deformable body (Oliver
and Agelet de Saraćıbar, 2003).
Description of deformation





To further illustrate the deformation gradient, let us consider two different particles,
P and Q in the reference configuration, whose infinitesimal relative position in the ref-
erence configuration is dX, see Figure 2.2. Then, the relative position in the deformed




· dX = F · dX (2.10)
Furthermore, a differential volume in the reference configuration, dΩ0, is related to the
same differential volume in the deformed configuration, dΩt, as:
dΩt = det(F(X, t)) dΩ0 (2.11)
where the Jacobian determinant is frequently referred to as the Jacobian: J = det(F(X, t)).
Considering a differential of area in the reference configuration, dA = N dA, where N
is the unit normal, the following expression for the transformation is given by Nanson’s
formula: {
da = n da = det(F) F−T · dA
da = det(F) ‖F−T ·N‖ dA
(2.12)
Several deformation measures are used in non-linear continuum mechanics. Two of the
most common ones are the right Cauchy-Green tensor, C, and the left Cauchy-Green tensor,
b:
C(X, t) = FT · F (2.13)
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b(x, t) = F · FT (2.14)
where the first one is defined in the reference configuration whereas the second one is defined
in the deformed configuration. In the initial state or in the absence of deformation, F = 1,
both deformation measures are equal to the identity tensor.
According to the polar decomposition theorem, the deformation gradient may be de-
composed multiplicatively into a stretching and a rotational part:
F = R ·U = V ·R (2.15)
where R is a proper orthogonal tensor, called the rotational tensor, and U and V are two
symmetric positive definite tensors. These tensors fulfill the following properties:








where C and b are, respectively, the right and left Cauchy-Green tensors. The eigenvalues












λi ni ⊗ ni
(2.17)
where λi are the eigenvalues of U and V, also known as principal streches, whereas ni and
Ni are the eigenvectors of U and V respectively.
Taking into account the decomposition of the previous tensors, both Cauchy-Green










2 ni ⊗ ni
(2.18)
Rate of deformation tensor






















that is, the time derivative of the deformation gradient is equal to the material velocity
gradient, L.










then, the spatial velocity gradient, l, may be obtained as:
l = ∇v(x, t) = Ḟ · F−1 (2.21)
In the development of finite element stiffness matrices and in the constitutive equations,
the temporal derivative of several strain measures will be employed. For instance, the
temporal derivative of the right Cauchy-Green tensor may be useful:
Ċ = ḞT · F + FT · Ḟ = FT · lT · F + FT · l · F = 2 Ft · d · F (2.22)
where d = 12 [l + l
T ] is the spatial rate of deformation tensor.




= J tr (l) (2.23)
Description of Strain
To define the Green-Lagrange strain and the Almansi strain, let us compute the variation
of length of the segment of Figure 2.2:
(ds)2 − (dS)2 = dx · dx− dX · dX = dX ·
(









From this previous expressions, the Green-Lagrange strain, E(X, t), and the Almansi











1− F−T · F−1
) (2.25)
In terms of the eigenvectors and eigenvalues of the left and right Cauchy-Green tensors,





















The unit elongation along a direction T or t is:




Consequently, the unit elongation may be further related to the Green-Lagrange and
Almansi strain tensors through the following expression:
εT = εt =
√
1 + 2 T ·E ·T− 1 = 1√
1− 2 t · e · t
− 1 (2.28)
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Figure 2.3: Comparison of the Almansi, Green-Lagrange and Hencky strain in terms of
the unit elongation in the small strain range, (a), and at finite strain range, (b).
The definition of the stretch has already appeared without a proper definition, for in-
stance in Equation (2.17). The stretch along an arbitrary direction, λt, is related to the
unit elongation through:
λt = εt + 1 (2.29)







log(λi) ni ⊗ ni (2.30)
In order to compare all these strain measures, Figure 2.3 depicts the dependency of
these strain measures in terms of the unit elongation for a one-dimensional medium. In the
small strain regime (unit elongations below 10 %), all these strains agree well and predict
similar strain values (Figure 2.3(a)). However, discrepancies appear at the large deformation
regime: as noted by its definition, Equation (2.26)2, the maximum value in extension of
the Almansi strain is 0.5. On the other hand, the maximum value in compression of the
Green-Lagrange strain is -0.5. Potentially, the Hencky strain may take any real value.
The former observations are restricted to one-dimensional cases. It should be noted
that in a general three-dimensional continuum, the Almansi and the Hencky strain share
eigenvectors, that are different from those of the Green-Lagrange tensor. By definition, the
Green-Lagrange tensor assumes a material description and, thus, acts to an element dX
defined in the reference configuration. On the contrary, the other two strain tensors have
an spatial description and acts to an element dx of the deformed configuration (Oliver and




There exist a large number of stress measures. The most intuitive one is the Cauchy stress
tensor, σ, that is defined in the current deformed configuration ϕ(B). The relation between
the traction vector, t, and the surface normal vector, n, is:
t = σT · n (2.31)
From the local balance of angular momentum, it can be obtained that the Cauchy stress
tensor is symmetric.
The Kirchhoff stress tensor, τ , is also symmetric and defined in the current configuration.
One reason for its use is that, in many equations, the Cauchy stress appears together with
the Jacobian and the use of it simplifies formulas:
τ = J σ (2.32)
To define the Second Piola-Kirchhoff stress tensor, S, let us express the force acting on
a differential of area:
df = t da = σT · n da (2.33)
performing a pull-back of the force and introducing the Nanson’s formula:
df0 = F
−1 · df = F−1 · σT · n da = F−1 · σT · F−T ·N dA = ST ·N dA (2.34)
which leads to the definition of the Second Piola-Kirchhoff as:
S = J F−1 · σ · F−T = F−1 · τ · F−T (2.35)
that is a symmetric stress tensor defined in the reference configuration.
Temporal derivatives of stress measures
The time derivative of stress tensors is of significance for the statement of incremental forms
of constitutive equations. For the second Piola-Kirchhoff, that is referred to the initial





However, the temporal derivative of stress tensors related to the deformed configuration are







· v(x, t) (2.37)
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2.2.3 Objective transformation
This section is devoted to frame indifference and objective transformation. Although the
discussion of which deformation measures and stress measures transform objectively seems
quite arid and unmotivated, the importance of the previous discussion will become apparent
in the chapter devoted to constitutive relations (Chapter 3), that need stress and strain
measures independent of rigid body motions.
A spatial tensor field is said to transform objectively under superposed rigid body mo-
tions if it transforms according to the standard rules of tensor analysis (Simo, 1998).
Given a motion ϕ(X, t), a superposed rigid motion of the current place is the map
ϕ+(x, t) defined as:
ϕ+ = c(t) + Q(t) · x (2.38)
where c(t) is a function of time and Q(t) is a proper orthogonal transformation depending
only on time. The superposed motion is called rigid because, for any given two points x1,
x2 ∈ ϕ(B, t), the following property holds
x+1 − x
+




2 ‖ = ‖x1 − x2‖ (2.39)
in other words, the mapping preserves the distances.
Thus, the deformation gradient becomes:
F+ = Q(t) · F (2.40)
Then, the left Cauhy-Green tensor, Equation (2.14), reads:
b+ = F+ · F+T = Q · b ·QT (2.41)
which transforms objectively.
On the contrary, material objects remain unaltered to the superposed rigid body mo-
tions; for instance, the right Cauchy-Green tensor, Equation (2.13):
C+ = F+T · F+ = FT ·QT ·Q · F = FT · F = C (2.42)
The spatial velocity gradient, Equation (2.21) is given by:
l+ = Q(t) · l ·QT (t) + Q̇(t) ·QT (t) (2.43)
which does not transform objectively because of the additional last term. However, its
symmetric part, the rate of deformation tensor, transforms objectively since:
d+ = Q(t) · d ·QT (t) (2.44)
Demonstrating that the Cauchy stress tensor is objective is quite straightforward: on
physical grounds, it is natural to postulate that the tractions are objective, t+ = Q · t
whereas unit outward normal is objective, n+ = Q · n. Then:{
t = σ · n
t+ = σ+ · n+ = Q · t
(2.45)
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it follows from the previous expression that σ+ ·Q ·n = Q ·σ ·n. Since this equation holds
for any normal, it follows that:
σ+ = Q(t) · σ ·QT (t) (2.46)
that is, the Cauchy stress tensor transforms objectively.
However, the temporal derivative of the Cauchy stress tensor is not objective:









that is clearly non-objective since it is not equal to Q(t) · σ̇ ·QT (t).
Several objective rates of the Cauchy stress and the Kirchhoff stress tensor -that is,
modified time derivatives constructed to preserve objectivity- have been proposed in the
literature. Among others, one that will appear repeatedly in this text is the Lie Derivative,
that is defined as:




F−1 · τ · F−T
)
· FT = F · ∂S
∂t
· FT (2.48)
using the expression of the derivative of the inverse and arranging some terms:
Lvτ = τ̇ − l · τ − τ · l (2.49)
2.3 Single-phase mechanical media
In this section, the formulation for the single-phase mechanical problem is presented. The
section starts by enunciating the governing equation -the linear momentum balance equation-
in an Updated Lagrangian fashion. After briefly describing the weak form, the balance
equation is discretized with low order shape functions and an implicit time-stepping algo-
rithm. The non-linear system of equations is solved with a Newton-Raphson method; thus,
the required linearization is derived.
2.3.1 Strong form of the balance equations
A quasi-static linear momentum formulation in an updated-Lagrangian form (i.e. expressing
all quantities and their derivatives in the deformed configuration), may be written as:

∇ · σ + b = 0 in Ωt × (0, T )
u(X, t = 0) = u0 in Ω0
u(X, t) = u in Γu × (0, T )
n · σ = t in Γt × (0, T )
(2.50)
where σ = σ̂(F , V ) is the Cauchy stress tensor, σ̂ stands for the appropriate constitutive
equation for path dependent materials (large strains elasto-plastic constitutive equations
based on the multiplicative split Simo and Hughes (1998) are used here, see Chapter 3), F
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is the total deformation gradient and V represents the set of internal variables of the model.
u0 stands for the initial displacement, b = ρg is the external body force vector, g is the
gravity vector and ∂Ωt = Γu ∪ Γt (Γu ∩ Γt = ∅) defines the boundary of the domain where
displacements u and tractions t are prescribed.
Meanwhile, the mass conservation principle requires that the mass of the continuous
media domain remains constant. The mass balance equation in its Lagrangian form reads:
ρ(X, t = 0) = ρ(X, t) det (F(X, t)) (2.51)
Finally, the local balance of angular momentum yields that the Cauchy stress tensor is
symmetric:
σ = σT (2.52)
2.3.2 Weak form
The derivation of the weak form of the problem defined in Equation (2.50) starts by multi-
plying the local balance equation by a test function, w, and integrating it in the domain:∫
Ωt
w · (∇ · σ + b) dΩt = 0 (2.53)
Integrating by parts the term related to the Cauchy stress gradient, applying the di-











wj · tj dγt (2.54)
This equation coincides, in a formal sense, with that obtained in the infinitessimal strain
theory. However, using in the large deformation theory, stress and virtual strains have to be
evaluated with respect to the current configuration. Additionally, it is integrated over the
deformed configuration. As such, the non-linearities do appear, however, they are hidden.
2.3.3 Finite element discretization
In order to obtain the finite element discrete equations of the weak form, first the nodal
variables are approximated with the Finite Element shape functions
{
u ≈ uh = Nu · ũ
w ≈ wh = Nu · w̃
(2.55)
where uh is the finite element approximation of displacement whereas ũ are the nodal values.
Nu = [N11, N21, ..., Nn1] are the shape functions whereas n is the number of nodes. The
same procedure is used to discretize the test functions, w.







whj bj dΩt −
∫
Γt
whj · tj dγt = 0 (2.56)
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Since wh are arbitrary, from the previous expression ndim n independent equations may
be obtained, where ndim is the number of spatial dimensions of the problem. As such, the
matrix form of the Galerkin weak form is:
P (σ) = f ext (2.57)








NTu · b dΩt +
∫
Γt
NTu · t dγt (2.59)
where B has the same formal structure than the small deformation strain-displacement
matrix (Zienkiewicz et al., 2005) and σ corresponds to the Voigt notation of tensor σ.
2.3.4 Temporal discretization
As already mentioned, a quasi-static loading is assumed, so that inertial terms have been
neglected. Then, the Galerkin form of the linear momentum balance equation, Equa-
tion (2.57), is time independent. Then, the global problem may be directly stated, for






=n+1 f ext (2.60)
2.3.5 Linearization





−n+1 f ext (2.61)
where the superscript ũ is obviated for simplicity. Then, to evaluate numerically the solu-
tion, an iterative non-linear solver is required. In this work, the Newton-Raphson method




i+1 u +i+1 δu (2.62)
where the subscript i+ 1 stands for the number of iteration. Using a Taylor’s approximation
of the residual, Equation (2.61),
R(n+1i+1 u) ≈ R(
n+1
i u) + K(
n+1
i u) ·i+1 δu (2.63)






Assuming that R(n+1i+1 u) = 0 is null, the iterative correction, i+1δu, is given by the
following system of linear equations:
K(n+1i u) ·i+1 δu = −R(
n+1
i u) (2.65)
It is worth noting that the term K(u) · δu may be also obtained by using the directional









· δu = K(u) · δu (2.66)
Let us linearize the governing equations of the problem, Equation (2.60). However,
instead of working on the discrete set of equations, which appear after the introduction of
the finite element discretization, let us work with the continuum counterpart (2.54). In the
case of elastic materials, the linearization of the discrete equations and the discretization
of the linearization of the continuum equations are equivalent (Simo and Hughes, 1998;
Wriggers, 2008). However, when inelastic materials are considered, both forms are no
longer equivalent: in the first approach the material constitutive tensor depends upon the
stress integration algorithm (the so-called consistent tangent matrix) whereas in the second
approach the Jacobian matrix depends on the continuum constitutive tensor. As such, using
the consistent constitutive matrix, second order convergence in the solution of the global
problem may be achieved; thus, virtually representing a saving of computational time.
In order to linearize the discrete equation of the balance of linear momentum, Equa-
tion (2.54), let us first work with the internal forces term. First, a pull-back of the internal




























































= ∇δu · F (2.70)
whereas the term related to the second Piola-Kirchhoff may be related to the Lie derivative
of the Kirchhoff stress and, also, to the spatial constitutive tensor:
F · δuS · FT = Lδuτ = D∗ : δu (2.71)
where D∗ is the spatial constitutive tensor.
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where D = D∗/J .
Surprisingly, the terms related to the external loads are typically not linearized; however,





wi ρgi dΩt +
∫
Γt










wi · ti dγt
)
(2.73)
The pull-back of the term related to the gravitational loads reveals that there is no







On the other side, a pull-back of the term related to the imposed tractions, making use





























According to Wriggers (2006), this directional derivative may be expressed as:

















δu,1 · (g2 × n)− δu,2 · (g1 × n)
)
dγt (2.78)
Roughly speaking, this term stands for the variation of the virtual work associated to
the variation of area and direction of the contour where tractions are imposed. Although it
has not been explicitly stated, it is assumed that the imposed traction is independent of the
boundary. To exemplify this fact, let us assume that an external load tN is imposed in an
area AN at the initial state; then, the imposed force, is equal to AtN. Assuming that the
body deforms but the normal to the surface where Neumann condition remains unaltered
(n = N), the area of the surface is aN and the total applied load at the Neumann boundary
is a tN. As such, the force in the Neumann boundary varies; since it has been assumed
that the traction that is applied at the boundary is independent of the deformation of the
body. Of course, this is a modeling decision and other options are possible.
Finally, the matrix form of these expressions is obtained by inserting the definition of




BT ·D ·B dΩt +
∫
Ωt




(Nu · t) ·
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where the terms involed in the computation of the nonlinear stiffness matrix, BNL and σ,
may be described, for two dimensional analysis, as (Bathe, 2006; Wriggers, 2008):
BNL =

N1,1 0 N2,1 0 · · · Nn,1 0
N1,2 0 N2,2 0 · · · Nn,2 0
0 N1,1 0 N2,1 · · · 0 Nn,1
0 N1,2 0 N2,2 · · · 0 Nn,2




σ11 σ12 0 0 0
σ21 σ22 0 0 0
0 0 σ11 σ12 0
0 0 σ21 σ22 0
0 0 0 0 σ33
 (2.81)
where N1,1 is the derivative of the local shape function 1 with respect to coordinate 1 and
r is the deformed radial coordinate. It should be noted that the expressions provided in
Equations (2.80) and (2.81) are particularized for a two-dimensional axisymmetric case. For
a plane-strain situation, only the first four columns in Equation (2.80) and the first four
columns and rows in Equation (2.81) should be considered. The definition of these matrices
for a three-dimensional analysis may be found in Bathe (2006).
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2.4 Two-phase hydro-mechanical problem
The mechanics of porous media is relevant in a broad range of engineering applications.
Several models have been proposed under the small strains assumption, that slightly differ
in the treatment of the dynamic terms of the formulations, see, for instance, the so-called
u−w − pw (solid displacement-Darcy’s velocity-water pressure) and the simplified u− pw
of Zienkiewicz et al. (1999). The governing equations have been obtained by a broad range
of theories, from physical approach to mixture theory, but identical equations are found
irrespectively of the method to derive them.
The extension of the poro-mechanical problem at large strains can be traced back
to Carter et al. (1979), that proposed a three dimensional finite element formulation for con-
solidation problems; finite strains constitutive models based on a Jaumann rate description
were used.
Borja and Alarcón (1995) developed a formulation based on the mixture theory combined
with the volume fraction concept, where the constituents are considered incompressible.
Constitutive models are described using a multiplicative decomposition of the deformation
gradient in an elastic and plastic part.
An important extension of the formulation is due to Larsson and Larsson (2002), that
introduced the fluid compressibility in terms of a volumetric logarithmic strain, a measure
that is energy conjugated to the fluid pressure; then a free energy function for the fluid
phase is defined. By doing so, the formulation is able to model the porous medium at
nearly saturated conditions.
In this section, the computational framework for the analysis of fluid-saturated porous
media is presented. First, the governing equations -the linear momentum and mass balance
equations of the mixture- are derived at large strains. After discretizing the equations using
the finite element method in space and a totally implicit time-integration algorithm, the
consistent linearization required for the non-linear solver is presented. Finally, the methods
to stabilize the formulation are highlighted; this includes a novel technique to estimate the
value of the stabilization parameter for hydro-mechanical problems.
2.4.1 Mass balance equation
In this subsection the equation for the mass balance of the mixture is derived.
Let ρs and ρw be the density of the solid particles and the fluid, respectively, and ϕ the
porosity in the current configuration. Then, the mass of solid and liquid, ms and mw, in










Assuming that the mass is conserved along a material volume, then material derivative








∂ (ρs (1− ϕ))
∂t
+




















Dt are the material derivatives with respect to the solid and fluid phase and
v and v are the solid and fluid velocities.
Note that in the previous expression the solid (or skeleton) phase is used as a reference
frame for the porous media as a whole. As such, all the quantities are referenced to this
configuration, leading to a modified Eulerian description of the fluid motion. Then, all the
spatial gradients are taken with respect to the solid phase motion.
Since integration takes place in an arbitrary volume, rearranging terms and introducing
the definition of the material derivative with respect to the solid phase, ddt =
∂
∂t + v ·∇, the



















where the Darcy velocity has been introduced: vd = ϕ (v − v).

















+ ϕ∇ · v + 1
ρw
∇ · (ρwvd) = 0
(2.85)
Finally, the following expression for the mass conservation of the porous media is ob-










+∇ · v + 1
ρw
∇ · (ρwvd) = 0 (2.86)
Compressibility of the constituents





In order to define a constitutive model for the fluid, Larsson and Larsson (2002) intro-
duced a logarithmic strain for each constituent, that, for the case of the fluid constituent
reads:












where ρw0 is a reference fluid density.
Based on thermo-mechanical considerations, Larsson and Larsson (2002) proposed sev-
eral constitutive models relating the (Cauchy) water pressure and the logarithmic strain.
The simplest model is to assume that the water pressure is proportional to the logarithmic
volumetric strain:

























Several extensions of the Darcy’s Law at large strains have been proposed. For instance,
Borja and Alarcón (1995) proposed to postulate the Darcy’s Laws as:









where πw = J pw is the Kirchhoff water pressure, K is the permeability tensor, g is the
gravity and g = ‖g‖. This is done since, in the referred work, the Kirchhoff water pressure
is a nodal variable and because, accidentally, it is assumed that ∇J = 0, which, in the
general case, is not true.
On the other hand, in this work the expression proposed by Larsson and Larsson (2002)
is used:
vd = k · (∇pw + ρwg) (2.92)
where k = k
′
gρw
and k ′ is the permeability tensor with velocity units.
In order to enhance the discussion of the constitutive model for the permeability tensor,
let us perform a Piola transformation of the Darcy’s velocity (Carter et al., 1979; Larsson
and Larsson, 2002):
Vd = J F−1 · vd = J F−1 · k · F−T ·
(
∇Xpw + ρw FT · g
)
(2.93)
where∇Xpw is the material gradient of the water pressure. As a consequence of the previous
expression, we can relate the permeability in the reference configuration, k0, and in the
current configuration as: k = 1J F · k0 · F
T
Constitutive models for the permeability tensor
After defining the Darcy’s Law and showing the relation between the spatial and material
definition of the permeability tensor, let us discuss the constitutive models for the perme-
ability tensor.
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At this point, two different hypothesis may be performed: On the one hand the material
permeability tensor, k0, may be considered constant; this hypothesis may be interesting for
media with anisotropic permeability tensors since the tensor rotates with the deformation
of the solid phase (Larsson and Larsson, 2002). On the other hand, the most common
approach is to assume that the spatial permeability tensor, k, is constant. In the majority
of the simulations, the second hypothesis is assumed.
Not only a constant permeability tensor (in the reference or the deformed configuration)
are used in this work; the more sophisticated Kozeny-Carman Law is also used (Chapuis
and Aubertin, 2003). In this law, the permeability tensor depends on the volumetric strain
of the biphasic porous media through the void ratio. Then, the spatial permeability tensor
is defined as: k = k(e)1k(e) = C e31+e where C = kr 1+e0e30 (2.94)
where kr and e0 are the permeability and void ratio at the initial state and e is the void





It must be pointed out that the residual form of the balance mass is not affected on
the assumption made on the permeability; however, the tangent matrix to the discrete
finite element method depends on the assumptions made on the permeability constitutive
tensor. However, these terms have not been fully derived in this work; for instance, when
the Kozeny-Carman law is used, the terms that appear due to the dependency of the
permeability on the volumetric strains are not considered.
Final form of the mass balance equation
Once the constitutive equations relevant to the fluid phase have been introduced, let us
further elaborate the expression for the balance of the mass of the mixture, Equation (2.86).
Introducing the definition of the water phase compressibility (Equation (2.90)) and assuming





+∇ · v +∇ · vd + v
d
ρw
· ∇ρw = 0 (2.96)
Or, alternatively, introducing the definition of the Darcy’s Law, Equation (2.92), and





+∇ · v +∇ ·
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· ∇pw = 0 (2.97)
It is assumed that the term
vd
Kw
· ∇pw ≈ 0, since very large water bulk modulus will be










+∇ · v +∇ ·
(
k · (∇pw + ρwg)
)
= 0 (2.98)
2.4.2 Balance of linear momentum
The local form, using an spatial description of the domain, of the balance of linear momen-
tum equation reads:
∇ · σ = ρg (2.99)
where ρ = ϕρw + (1−ϕ)ρs is the mixture density and σ stands for the total Cauchy stress.
According to the principle of effective stress, the total Cauchy stress tensor, σ, is equal
to the sum of the pore pressure, pw, and the effective stress:
σ = σ ′(F, V ) + pw1 (2.100)
where the effective Cauchy stress depends on the solid skeleton deformation through the
deformation gradient, F, and a set of history dependent parameters, V .
The porosity may be further related to the solid skeleton motion. In an infinitesimal
volume of the mixture, dV , the initial void volume is ϕ0 dV whereas the volume of the
solid fracion is (1 − ϕ0) dV . As deformation takes place, the volume of the solid matrix
varies according to dv = J dV . Since the mass of solid particles is the same in the deformed
configuration and the solid phase is assumed incompressible, the volume of the solid fraction
is (1 − ϕ0) dV whereas the volume of the voids is dv − (1 − ϕ0) dV . As such, the porosity
may be described by the following expression:
ϕ =
dv − (1− ϕ0) dV
J dV
= 1− 1− ϕ0
J
(2.101)
Then, the mixture density, ρ, can be further elaborated to:
ρ = ϕρw + (1− ϕ)ρs =












2.4.3 Strong form of the balance equations
Let us state the system of equations governing the mechanics of the byphasic porous media
in an updated-Lagrangian form for quasi-static cases along with the corresponding boundary
conditions: 
∇ · σ + b = 0 in Ωt × (0, T )
−1
Kw
ṗw +∇ · v +∇ · vd = 0 in Ωt × (0, T )
u(X, t = 0) = u0 in Ω0
pw(X, t = 0) = pw0 in Ω0
u(X, t) = u in Γu × (0, T )
n · σ = t in Γt × (0, T )
pw(X, t) = pw in Γpw × (0, T )





dt is the material time derivative with respect to the solid phase. The
boundary of the domain is divided in two parts, ∂Ωt = Γpw ∪Γg (Γpw ∩Γg = ∅), where fixed
water pressure pw and prescribed water flow g are imposed.
2.4.4 Weak form
Balance of linear momentum
The weak form of the linear momentum balance equation reads:∫
Ωt





∇ · σ ′ +∇pw + b
)
dΩt = 0 (2.104)
Integrating by parts the term related to the effective Cauchy stress divergence and water
pressure gradient, applying the divergence theorem, introducing the Neumann boundary













wj tj dγt (2.105)
where δij = (1)ij is the second order identity tensor in index notation.
Balance of mass






















where q is the virtual water pressure.
Note that integration takes place over the reference domain; this is not the only pos-
sibility, but it has been done this way because, as it will be shown later, some of the
finite element matrices are constant and it keeps the same rational as most mixed formu-
lations for the one-phase problem (the so-called u − p formulations). On the other hand,
Borja and Alarcón (1995) integrate the mass balance equation directly over the current
configuration (in other words, Equation (2.106) is multiplied by the Jacobian, J), whereas
Larsson and Larsson (2002) state the mass balance equation in terms of fluid content (i.e,
Equation (2.106) scaled by J ρw).























2.4.5 Finite element discretization
After obtaining the weak form of the balance equations, Equations (2.105) and (2.107),
the semi-discrete equations of the hydromechanical formulation are obtained. First, let us
introduce the interpolants: 
u ≈ uh = Nu · ũ
w ≈ wh = Nu · w̃
pw ≈ phw = N · p̃w
q ≈ qh = N · q̃
(2.108)
where h is the finite element approximation of the field  whereas ̃ are the nodal values.
N = [N1, N2, ..., Nn] and Nu = [N11, N21, ..., Nn1] are the shape functions whereas n is
the number of nodes. As it can be inferred, the same order shape functions are used for
both, solid phase displacements, u, and water pressure, pw. Since the shape functions are
defined in the reference configuration and, thus, time independent, N = N(X), the following
property holds: ṗhw = N · ˙̃pw.
The semi-discrete equations of the hydromechanical formulation, Equations (2.105) and
(2.107), are given by: 
P(σ ′) + Q · p̃w = f ext
Q?T · ˙̃u− 1
Kw
M · ˙̃pw −H · p̃w = fpw
(2.109)
where the definition of the Darcy’s law has been introduced and the matrices and vectors




































Since quasi-static conditions are assumed, the temporal discretization of the linear mo-
mentum balance equation is quite straight-forward. However, the mass balance has terms
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related to the temporal derivative of the displacements (the velocity) and the water pressure.



















Then, introducing the temporal discretization to the semi-discrete equations, Equation
(2.109), the problem reads:
P(n+1σ
′
) + Q ·n+1 p̃w = f ext
Q?T ·∆ũ− 1
Kw
M ·∆p̃w −∆tH ·n+1 p̃w = ∆t fpw
(2.116)
2.4.7 Linearization
Both balance equations, defined in Equation (2.116), are solved in a monolithical approach.










) + Q ·n+1 p̃w − f ext (2.118)
Rmass = Q?T ·∆ũ− 1
Kw
M ·∆p̃w −∆tH ·n+1 p̃w −∆t fpw (2.119)
Then, applying the Newton-Raphson non-linear solver, the linear system of equations










As in the previous case, the linearization is performed for the continuum equations and
then the spatial discretization will be introduced to obtain the discrete stiffness matrices.






































where the absence of subscript at displacements and water pressure stands for the value at
time tn+1, ∆u =
n+1 u−n u = u−n u and ∆pw =n+1 pw −n pw.
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Linearization of the balance of linear momentum equation
In order to obtain the linearization of the balance of linear momentum equation, let us first
write all the derivatives in terms of the reference configuration and introduce the expression






























where the term due to the surface tractions has not been included since its linearization has
been presented previously.
First, let us perform the linearization with respect to displacements. Going term by


















this term reflects the material constitutive model response. On the other hand, to obtain
a term with the same formal structure than the geometrical stiffness matrix of the single-
phase formulation let us now compute the derivative due to the last deformation gradient























The only two terms that are still missing in the linearization are those related to the





= −C−1 · δu (C) ·C−1 (2.125)
similarly to the temporal derivative of the right Cauchy-Green tensor, Equation (2.22):
















Then, introducing this previous expression and the linearization of the Jacobian, δu(J) =





















On the other hand, differently from the single-phase problem, the external load term






















∇δu ≈ 0 should be small since it is divided by the water bulk modulus, that
is very large in comparison with all the other parameters.





























































Linearization of the mass conservation equation
In order to calculate the linearization of the mass balance equation, let us first perform a













































q g dΓ0 = 0














































where the first and last term of the first line of the previous equation are independent of











































































= −F−1 ·δu (F)·F−1 =




























Once the linearization of the first term has been presented, let us proceed with the








































where, as commented previously, it has been assumed that the spatial permeability tensor,
k, is constant; other assumptions made on the permeability tensor may induce different


















With respect to the water pressure, the same result is obtained either from the Updated




























































which has the same formal structure than the small strains counterpart.
So, finally, let us state the final form of the linearization of the mass balance equation,
















































where the first order terms have a similar formal structure than the small strains counterpart
(except for the inverse of the Jacobian) and additional geometrical terms appear.
Matrix form of the linearization






































NT ·N dΩt −∆t
∫
Ωt





where  is the Voigt notation of the tensor , and the definition of terms involved in the
computation of the non-linear stiffness matrix, BNL and σ, may be found in Equations (2.80)
and (2.81) for two-dimensional problems and, for three-dimensional cases, in Bathe (2006).
Due to the complexity, the geometrical terms of the mass balance equation that appear
in Equation (2.140), Kgeopwu, have not been obtained in matrix format; its expression using
indicial notation is presented in Equation (2.137). In the code, these terms have been
implemented using indicial notation.
2.4.8 Stabilization of the hydro-mechanical problem
Undrained conditions in water-saturated soils with nearly incompressible constituents re-
sults in quasi-incompressible behavior. Therefore, as the problem approaches zero perme-
ability and incompressilibity of the soil and water constituents, the system of the discretized
36
equations describing the u − pw formulation has the similar structure to that found when
using a mixed u−p formulation of Solid Mechanics problems (Pastor et al., 2000). Depend-
ing on the interpolants used to discretize both nodal variables, the problem may become
ill-posed from a mathematical point of view, which may result in non-uniqueness and mesh-
dependence of the solution, the well-known volumetric locking.
Volumetric locking introduce numerical stiffening and spurious high spatial variability in
the solution, eventually leading to numerical instability The reason behind this behavior is
the non-compliance of the Babuska-Brezzy conditions or the patch test due to an improper
finite-dimensional space in the finite element discretization.
It is well known that in the hydro-mechanical problem, the pore pressure field tends
to exhibit oscillations, which tend to increase when the time step is reduced (Vermeer and
Verruijt, 1981). As shown in the one-dimensional (Terzhagi’s equation) analysis of the
discrete equations, the use of implicit time-integration scheme produce a stiffness matrix
whose eigenvalues are positive and, consequently, the overall algorithm is unconditionally






where cv is the coefficient of consolidation and h the element size. By numerical examples,
it can be shown that this limit also applies to two- and three-dimensional analysis (Vermeer
and Verruijt, 1981).
To avoid this problem two strategies are common: either to use more complex, but
stable, finite elements with different order interpolation of displacement and water pressure
fields, or to apply stabilization procedures to originally unstable finite elements (Pastor
et al., 1999).
Since equal-order, low-order finite element shape functions are used to discretize both,
displacements and water pressure, the only possible technique that could be used to mitigate
volumetric locking is the use of stabilization techniques.
In this work, two simple stabilization techniques are used: the Polynomial Pressure
Projection (Bochev et al., 2006) and the Fluid Pressure Laplacian (Zienkiewicz et al., 2005).
Both techniques have been used in the literature (White and Borja, 2008; Preisig and
Prévost, 2011; Sun et al., 2013). By using these techniques, the discrete governing equations




) + Q ·n+1 p̃w = f ext
Q?T ·∆ũ− 1
Kw
M ·∆p̃w −∆tH ·n+1 p̃w + Ms ·∆p̃w = ∆t fpw
(2.143)




The Polynomial Pressure Projection (PPP) stabilization method has been originally devel-
oped to stabilize Stokes equations (Dohrmann and Bochev, 2004; Bochev et al., 2006) and
has also been applied to stabilize the u − p mixed formulation of Solid Mechanics (among
others, Rodŕıguez et al. (2016)) and in Soil Mechanics to stabilize formulations similar to
the one presented here (White and Borja, 2008; Sun et al., 2013).
The PPP has two main ingredients:
1. A mixed equal order interpolation of the scalar and vector fields.
2. A L2 projection of the scalar variables (volume or pressure variables).
The method is obtained by modifying the mixed variational equation (i.e. the pres-
sure continuity equation) by using local L2 polynomial pressure projections of the pressure
variable. The application of the projections in conjunction with minimization of the prob-
lem field mismatch, eliminates the inconsistency of equal-order approximations and leads
to a stable variational formulation. Unlike other stabilization methods, the Polynomial
Pressure Projection does not require the calculation of higher-order derivatives. It uses
a projection on a discontinuous space and, as a consequence, can be implemented at ele-
ment level avoiding the need of mesh dependent parameters. The implementation of this
stabilization scheme reduces to a simple modification of the weak continuity equation (the
incompressibility constraint).
Given a function p ∈ L2, the L2 projection operator p̆ : L2 → Q0 is defined by∫
Ω0
q̆ (p− p̆) dΩ0 = 0 ∀q̆ ∈ Q0 (2.144)
where p̆ is the best approximation of the pressure p in the space of polynomials of order
O(Q0).
Then, the stabilization term reads:∫
Ωe0
(q − q̆)α (p− p̆) dΩ0 =
∫
Ωe0
α (q p− q̆ p̆) dΩ0 (2.145)
where α is the stabilization parameter.









α N̆T · N̆ 1
J
dΩt (2.146)
where N̆ are the set of polynomials introduced in Equation (2.144); in the case of linear
triangles, these local element polynomials are N̆e = [1/3, 1/3, 1/3].
Estimation of the stabilization factor
In stabilization techniques, there exist a free parameter, that depends on the size of the
element size, material constitutive parameters and the time increment (Zienkiewicz et al.,
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2005). However, obtaining an estimate for this parameter can be very complex. In this
work, to estimate the stabilization factor the same technique that was proposed by Cui
et al. (2016) to obtain the critical time-step for implicit methods is used.
The rational of the method proposed by Cui et al. (2016) is quite simple and is based on
the solution of the one-dimensional consolidation problem by using a finite element mesh
whose nodes are equally spaced. It is assumed that all the nodes of the mesh have the same
initial water pressure; at one extreme of the mesh the water pressure is increased whereas
the other extreme of the mesh has null Neumann boundary conditions. In order to avoid
oscillations on the computed water pressure, the solution has to fulfill two conditions:
• The nodal water pressure should be greater than the initial one at every time step.
• At a given time, the water pressure field should monotonically increase or decrease
along the bar.








= M k is the coefficient of consolidation, M is the constrained modulus
and k′ is the permeability in velocity units, whereas k = k′ g ρw
It should be noted that this time constraint is equivalent to the one presented by Vermeer
and Verruijt (1981) using a similar method.
Assuming small strains, one dimensional conditions, null boundary loads, incompress-














= 0 in Ωt × (0, T )
(2.148)
along with the appropriate initial and boundary conditions.
Further assuming that the total stress is constant over time, the following constitutive
equation can be written:
















At this moment, the consolidation coefficient, cv = M k, is not introduced in order
to have the governing equation in the same dimensions than the mass balance equation
presented in Equation (2.103); that is, the same units than those that are implemented.
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The finite element discrete equations for a totally implicit integration scheme, including
the stabilization term, Ms, are:(
1
M









where pn+1w are the nodal values of the water pressures at tn+1, M is the mass matrix, M
s
is the matrix due to the stabilization technique and H is the permeability matrix. The























where h is the nodal spacing.
Let us assume that the mesh consist of m equally spaced elements and that an increment
of water pressure has been applied at one extreme of the domain, node 1. The last equation
of the system of equations, Equation (2.151), relates the value of the water pressure at the
last node of the oedometer (the one where null Neumann boundary conditions are applied)
and its neighbor. Assuming that the initial water pressure is the same in all the nodes of























m = 0 (2.153)
where (∆pw)
1
m is the excess water pressure (the current water pressure minus the initial
value) at the last node of the bar at time ∆t whereas (∆pw)
1
m−1 is the node adjacent to the
last one.
The two aforementioned requierements that the solution must fulfill (Cui et al., 2016)























The first inequality do not pose any restriction on the value of α. Meanwhile, the second
inequality is relevant; since the denominator is always positive, the numerator should also
be larger or equal than zero. Then, after some manipulation, it yields:
α ≥ 2
M
− 12 ∆t k
h2
(2.155)
Using this previous expression and assuming that the stabilization factor should be





− 12 ∆t k
h2






It is worth noting that the same expression was found by Sun et al. (2013) using a more




as a stabilization parameter; however, this value is independent of the hydraulic
conditions of the problem and, consequently, may introduce excessive smoothing of the
water pressure field.
As customary, it is believed that the estimated stabilization factor for a very strict
hypothesis, it also holds for more complex analysis.
Fluid Pressure Laplacian
By using the Fluid Pressure Laplacian stabilization, the stabilization term may be written




α (∇N)T · ∇N dΩ0 (2.157)
The same technique to obtain an estimate for the stabilization parameter than in the
previous section has been used. In this case, the discrete elemental matrix due to the









In one-dimensional cases for linear elements, the elemental matrix of the Fluid Pressure
Laplacian technique is equal to that of the Polynomical Pressure Projection technique scaled











Estimation of the stabilization factor for the one-dimensional u− pw element
In the previous section, the stabilization factor has been estimated for very strict hypothesis
and only using the pressure as a field variable. In this section, the value of the stabilization
factor is estimated with a similar rational but using displacement and water pressure as













= ṗwKw in Ωt × (0, T )
(2.160)
After obtaining the weak form, both variables are discretized with linear shape functions
and a completely implicit time-integration scheme is used. Again, the oedometer problem
is used and the same conditions than before are enforced.
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In this case, due to the complexity, the process is not performed analytically; instead a
code in Matlab symbolic is used, see Appendix A.
As such, in one-dimensional analysis, for linear elements with displacement and water
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The critical time step to have a stable soltuion without the need of using a stabilization
technique is remarkably larger when the problem is solved using both degrees of freedom;
compare Equation (2.156) and (2.161). As expected, the critical time step is inversely
proportional to the water pressure compressibility.
One-dimensional application example
In order to show the accuracy of the stabilization technique and to validate the obtained
stabilization factor, this section presents results of the simulation of a one-dimensional
oedometer using only the water pressure as a degree of freedom. The oedometer has the
following characteristics: H = 1 m, cv = 1 m
s/s. Due to the chosen constitutive parameters
and geometrical data, T :=
cv t
H2
= t and Z :=
z
H
= z. In all the cases the incremental time-
step is ten times lower than the the critical time-step: ∆t = h2/60 s; thus, the non-stabilized
case should present oscillations in the water pressure field.
It is worth noting that both of the stabilization techniques that have been presented
reduce to the same one under the one-dimensional hypothesis and using the stabilization
parameters presented before. However, this is not the case in two- or three-dimensional
cases.
First, this problem has been simulated employing two different meshes with 20 and 50
equally distributed nodes, see Figure 2.5. As shown in the results, at the first time step,
the solution show high amplitude oscillations if the discrete equations are not stabilized;
however, by using the stabilization technique with the developed stabilization parameter,
the solution does not shown any oscillation using a time-increment smaller to the critical one.
It is worth noting that, as dissipation proceeds, the stabilized an non-stabilized solution are
almost coincident; thus, the stabilization method does not introduce numerical smoothing
of the solution.
Additionally, to show that the obtained estimate of the stabilization factor may be also
used for non-uniform distributed meshes, the same problem has been computed with a
randomly distributed mesh, Figure 2.6. As before, the stabilization technique avoids high
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Figure 2.5: Simulation of the oedometer test. Water pressure profiles at the first time
step, T = h2/60, (a) and (c), and at T = 0.1, (b) and (d), for a uniform mesh of 20 nodes,
(a) and (b), and 50 nodes, (c) and (d).
amplitude oscillations in the water pressure field if a time-step smaller than the critical one
is used and, as dissipation takes place, the stabilized and non-stabilized solution converge.
Although the stabilization parameter has been obtained for equally distributed meshes,
seems to hold also for non-uniformally distributed meshes.
In all the previously presented results the solution obtained by the stabilized form agrees
well with the analytical solution.
2.5 Concluding remarks
This chapter has presented the basic features of the numerical method and the governing
equations used in this work. First, the basic features of the Particle Finite Element Method
(PFEM) have been highlighted; additionally, PFEM has been compared to other well-
established codes used in geotechnical engineering. Then, some basic results of non-linear
Solid Mechanics, such as the definition of stress, strains and the balance equations have
been presented; also, the Finite Element equations have been presented.
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Figure 2.6: Simulation of the oedometer test. Water pressure profiles at the first time
step, T = h2/60, (a) and (c), and at T = 0.1, (b) and (d), for a randomly distributed mesh
of 20 nodes, (a) and (b), and 50 nodes, (c) and (d).
This chapter has also covered the basic relations of the hydromechanical problem: the
mass balance and linear momentum equations at large strain for pseudo-stationary condi-
tions have been presented and, then, the weak form and discrete finite element equations
have been obtained. Since low-order elements with the same order of interpolation of dis-
placements and water pressure fields are used, stabilization techniques are employed to
alleviate volumetric locking. Finally, a novel approach to estimate the value of the stabi-




Continuum constitutive models at
finite strain
This chapter is devoted to the presentation of the constitutive framework used in this
work. First, the large strains elasto-plastic theory based on the multiplicative split of
the deformation gradient is revised (Simo and Hughes, 1998). After briefly discussing the
benefits of the usual integration methods for non-linear constitutive equations (i.e. explicit
and implicit methods), the proposed method, an explicit method based on the work of Sloan
et al. (2001) for elasto-plastic constitutive equations using a multiplicative decomposition
of the deformation gradient is presented. Subsequently, the constitutive models used in this
work for both, total stress and coupled hydro-mechanical problems, are briefly described.
Several examples of typical geotechnical tests are presented to assess the developed schemes
and, finally, some conclusions are drown.
3.1 Large strain constitutive frameworks
A key requirement that a large strain constitutive framework has to fulfill is objective trans-
formation and frame invariance. In the literature, two main families of schemes have been
proposed for large deformation elasto-plastic problems (Simo and Hughes, 1998). One of
them relies on hypoelastic based models and has been frequently regarded as the exten-
sion of the usual small strains that fulfill the objectivity requirements. Meanwhile, in the
other theory, hyperleastic relations are used to characterize the elastic response and the
formulation is inherently objective due to its construction.
This section first present both constitutive theories, as the discussion helps to put in
perspective the advantages of the selected framework. Afterwards, the formulation of hy-
perleastic based plasticity is described in detail.
Hypoelastic-based plasticity
The first framework to describe finite elastoplastic deformation is based on the use of hypoe-
lastic rate models and an additive decomposition of the spatial rate of deformation tensor
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in an elastic and plastic part, d = de + dp. This kind of schemes are regarded as extensions
of usual small strains algorithms to the large strain regime. Then, the hypoelastic model is
formulated to ensure stress objectivity; that is:






where σ̊ stands for any objective stress rate -for instance, the Lie derivative, presented in
Equation (2.48)-, De is the elastic stiffness tensor, d = sym (∇v) is the rate of deformation
tensor whereas γ̇ and g stand for the plastic multiplier and the plastic potential.
It can be demonstrated that this formulation may be understood as a simplification
at infinitesimal elastic strains of the second framework of constitutive models that will be
presented below (Simo, 1998; Simo and Hughes, 1998); however, the multiplicative decom-
position is the rigorous approach for the exact split of the deformation into elastic and
plastic parts (Hashiguchi and Yamakawa, 2012). Because of this, it is believed that the
use of such formulations should be restricted at problems involving small strains but large
displacements (Bathe, 2006).
This formulation incorporates the main drawback of hypoelastic models: closed stress or
strain cycles in elastic regime may produce or dissipate energy in elastic regime. This fact
is inconsistent with the definition of an elastic deformation path. Additionally, it has been
found that the use of the additive decomposition of the strain tensor in finite deformation
inelasticity may produce dependence of incremental elastic deformations on the deformation
history (Montáns and Bathe, 2005).
This kind of schemes are popular in the literature of computational soil mechanics and
have been used in conjunction of explicit integration schemes (Nazem et al., 2006, 2012;
Sheng et al., 2009). However, implicit integration schemes have also been developed for this
type of models, among others by Simo and Hughes (1998).
Hyperelastic-based plasticity
In the second family, deformation itself (and not a rate) is decomposed multiplicatively into
an elastic and plastic part. The elastic response is always characterized by an hyperelas-
tic model. Due to the formulation, this scheme fulfills inherently the objectivity require-
ment (Simo and Hughes, 1998; Simo, 1998). Additionally, since an hyperelastic law is used,
closed cycles do not produce nor dissipate energy (Simo and Hughes, 1998; Hashiguchi and
Yamakawa, 2012).
An advantage of this formulation is that the total elastic stretch tensor is explicitly
obtained and the total elastic strain is directly computed. Then, the use of a stored energy
function gives the stress without resorting to rate expressions, thus avoiding any algorithmic
objectivity issue (Kim et al., 2009).
These schemes have been always integrated implicitly in time, leading to the return map-
ping algorithms (Simo, 1998; Armero and Pérez-Foguet, 2002; Rouainia and Muir Wood,
2006).
The application of such schemes to geomechanics problems is limited, but include the
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Figure 3.1: Multiplicative decomposition of the deformation gradient in a plastic and
elastic part (Simo and Hughes, 1998)
formulation of the implicit return mapping for the Cam Clay model (Simo and Meschke,
1993; Borja and Tamagnini, 1998; Rouainia and Muir Wood, 2000), a formulation to deal
with unsaturated soil mechanics at large strains (Song and Borja, 2014) and has been
extended to double-porosity media (Choo et al., 2016).
Because this second approach is best suited to problems involving both large displace-
ments and large deformations, it is the one adopted in this work.
3.1.1 Statement of the hyper-elastic based plasticity at large strain
This section presents the large strains elasto-plastic models (Simo, 1998; Simo and Hughes,
1998). The main ingredients of the formulation are detailed below:
• Strain decomposition. With respect to the small strains theory, the main difference
is the replacement of the additive decomposition of the infinitessimal strain field by
a multiplicative decomposition of the deformation gradient into elastic and plastic
parts. That is, an intermediate configuration of irreversible (plastic) deformations is
introduced, relative to which the elastic response of the material is characterized. Due




= Fe · Fp (3.2)
where ϕ(X, t) is the motion of the continuum body whereas Fe and Fp are, respec-
tively, the elastic and plastic deformation gradients.
• Stress-strain relation. In conjunction with the multiplicative decomposition, Equation
(3.2), several elastic strain measures may be defined. For instance, the elastic right
and left Cauchy-Green tensors read (Simo, 1998):
C
e
= FeT · Fe and be = Fe · FeT (3.3)
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where the tensor C
e
is defined on the intermediate plastic configuration whereas be
is defined on the current configuration.
The relation between elastic strains and stresses is assumed hyperelastic. Then, the
constitutive relation is defined in terms of a stored energy function, W (X,Fe), that
depends on the elastic deformation gradient. The requirement of objectivity implies
that the stored energy function should depend on the elastic deformation gradient,
Fe, through the elastic right Cauchy-Green tensor, Ce = FeT · Fe, since this tensor
remains unaltered against rigid body rotations (as noted in Equation (2.42)), see Simo
(1998):
W (X,Fe) = W (X,FeT · Fe) (3.4)
Additionally, if only isotropic hyperelastic models are considered, such as in this work,
the stored energy function is a function that depends on the elastic right Cauchy-
Green tensor through its invariants or principal stretches due to the representation
theorem (Simo, 1998).
W (X,FeT · Fe) = W (X, I1, I2, I3) = W (X, λ1, λ3, λ3) (3.5)
where Ii are the invariants of the elastic right Cauchy-Green and λi are the principal
stretches, i = 1, 2, 3.











since the Elastic Left Cauchy-Green and Right Cauchy-Green tensors have the same
invariants.
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where λA are the principal stretches and λ
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A are the eigenvalues of both, C
e
and be,






2 nA ⊗ nA (3.9)
By using the spectral decomposition, it can be demonstrated that the Kirchhoff stress






where ω(εe) = W (Ce).
The hyperelastic rate constitutive equation, can be obtained from time differentiation
as:









By using the definition of the derivative of the right Cauchy Green tensor and the Lie
derivative of Kirchhoff stress, the spatial elasticity tensor may be obtained:
(Lvτ )ab = FaA ṠAB FbB = (FaA FbB FcC FcD C
e
ABCD) dcd = Deabcd dcd (3.13)
• Elastic domain. The yield surface defines the admissible stress space:
f(τ , q) ≤ 0 (3.14)
where q stands for a set of hardening parameters.
Inside the yield surface, f(τ , q) < 0, the behaviour of the material is purely elastic
and no irreversible deformations are produced.
It should be noted that the use of the Kirchhoff stress measure in the yield surface
restricts the theory to isotropic plasticity (Simo, 1998).
• Flow rule. The spatial plastic and elastic velocity gradient are:
L
p
= Ḟp · Fp−1 and le = Ḟe · Fe−1 (3.15)
where the tensor L
p
is defined on the intermediate plastic configuration.
By performing the temporal derivative of the strain decomposition, Equation (3.2),
the following expression relating both velocity gradients and the total velocity gradient
may be obtained:
Fe · Lp · Fe−1 = l− le (3.16)
This last expression leads to the definition of the spatial description of the plastic
deformation gradient, lp, as:
lp = Fe · Lp · Fe−1 = l− le (3.17)
Based on the assumption of maximum dissipation for associative plastic models and
then extending the expression to non-associative elasto-plasticity, the following ex-
pressions are found (Simo and Meschke, 1993):
dp = γ̇ ∂G(τ ,q)∂τ
γ̇ ≥ 0
f(τ , q) ≤ 0
f(τ , q) γ̇ = 0
(3.18)
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where the first equation stands for the flow rule whereas the rest are the Kuhn-
Tucker conditions; G(τ , q) is the plastic potential, γ̇ is the plastic multiplier whereas
dp = 12(l
p + lpT )
Eventually, to complete the theory it might be necessary to provide a relation for the
spin velocity gradient, wp = lp − dp. However, the restriction of all the formulation
to isotropic elasticity and plasticity makes the spin velocity gradient irrelevant (Simo,
1998).
The flow rule may be also stated in terms of the Lie derivative of the elastic left
Cauchy-Green tensor (Simo and Hughes, 1998; Armero and Pérez-Foguet, 2002):





F−1 · be · F−T
))
· FT = −2γ̇ ∂G(τ , q)
∂τ
· be (3.19)
Using some of the previously presented expressions, it can be demonstrated that both
definitions of the flow rule, Equation (3.18)1 and (3.19), are equivalent.
Additionally, the consistency condition has to be fulfilled:
ḟ(τ , q) γ̇ = 0 (3.20)
• Hardening Law. A rule regarding the evolution of the hardening parameters has to
be supplied. Generally:
q̇ = γ̇ h(τ , q) (3.21)
where h is a function. In this work, it will be assumed that the hardening parameters
are a function directly related to the Hencky plastic strain εp = 12 ln(b
p
):
q = h(εp) (3.22)
3.2 Integration of non-linear constitutive equations
The robustness and accuracy of mechanical finite element analysis relies on the local inte-
gration scheme of the constitutive equations. In the literature, two main families of schemes
have been proposed to integrate the constitutive relations at the Gauss points: explicit and
implicit methods.
Implicit integration
The main component of implicit methods is the enforcement of the plastic consistency con-
dition defined by the yield surface. A common feature of the technique is the use of an
operator split strategy: first, an elastic trial state is computed -that is, the stress state is
updated assuming beforehand that it is elastic- and secondly, a plastic corrector is com-
puted (Armero and Pérez-Foguet, 2002; Pérez-Foguet and Armero, 2002). In this strategy
an implicit approximation of the governing equations is done, and, as a consequence, a non-
linear system of equations has to be solved at each integration point that is in elasto-plastic
regime.
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Figure 3.2: Number of iterations required for converge by the Newton-Raphson Algorithm
to solve the implicit integration of constitutive equations using a rounded Mohr-Coulomb
yield criterion. Results depicted in the space of trial elastic volumetric strain - trial elastic
deviatoric strain. (Pérez-Foguet and Armero, 2002).
Only for very few models there exist closed form solutions (for instance, J2 elastoplastic-
ity, see (Simo, 1998)); but, in general, the non-linear system of equations has to be solved
numerically. Generally, this is done iteratively using the Newton-Raphson scheme. It is
well known that the Newton-Raphson shows an asymptotic convergence rate to the solu-
tion; however, this property can only be assured for an initial guess close enough to the
solution.
Strong non-linear features of complex plastic models, such as high curvature of the
yield surface, leads to a lack of convergence of the local problem for a range of initial
trial states. For instance, Pérez-Foguet and Armero (2002) identified, for a set of plastic
models, regions in the stress space where, due to the nonlinearity of the equations, no
convergence is attained. To exemplify this fact, Figure 3.2 shows the number of Newton-
Raphson iterations required to converge for a broad range of trial elastic strains using a
Mohr-Coulomb yield surface. In fact, in the referred work, the yield surface is described
by the Rounded Hyperbolic Mohr Coulomb surface developed by Abbo and Sloan (1995).
The x-axis of the figure represents the first invariant of the trial elastic deformation (the
volumetric strain) scaled by elastic and plastic parameters whereas the y-axis shows the
second invariant of the trial elastic deformation (the deviatoric strain) scaled again by
elastic and plastic parameters. The authors identified a large region of trial elastic states
where no convergence of the non-linear solver was obtained. This region is located behind
the apex of the yield surface and this behavior is attributed to the high curvature that
presents the smoothed Mohr Coulomb surface in the zone nearer the apex.
Implicit methods render second order convergence of the global problem if the consistent
tangent matrix is used (Simo, 1998; Rouainia and Muir Wood, 2006); thus, virtually repre-
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senting a potential time saving in the iterative solving of the global problem. However, the
consistent tangent matrix involve terms related to the second derivative of the yield surface
and the plastic potential, which may be laborious to obtain.
Explicit integration
On the other hand, in explicit methods the yield surface, hardening law and the plastic po-
tential are evaluated at known stress states and no iterative solution scheme is required to
predict the final stress state. As such, explicit methods are usually found more straightfor-
ward to implement. However, explicit methods have several drawbacks that can be corrected
using more elaborated algorithms, such as the one proposed by Sloan et al. (2001).
The main drawbacks and the proposed solutions are summarized below:
• Elasticity and elasto-plasticity in a single strain increment. In implicit methods no
special treatment is needed when a Gauss Point changes from elastic to elasto-plastic
state. However, in explicit methods, the intersection with the yield surface has to be
evaluated, so a part of the increment of strain is computed using the elastic equations
and the other one with the elasto-plastic ones.
• Yield surface drift. Using implicit schemes, the resulting stress state always satisfy
the yield condition up to a tolerance. On the other hand, using explicit integration
schemes, at the end of each elasto-plastic increment, the obtained stress typically may
not lay in the yield surface. Even using a substepping scheme, the yield surface drift
violation may not be negligible and its effects are accumulative (Sloan et al., 2001).
Special procedures to correct the stress state and return it back to the yield surface
need to be applied (Potts and Gens, 1985).
It must be pointed out that, up to date, no consistent tangent matrix expression has
been found for explicit integration schemes and typically a continuous elasto-plastic tangent
matrix is used. As such, the convergence rate of the global problem won’t necessarily tend
to a quadratic rate. However, comparative studies of implicit and explicit stress integra-
tions in boundary value problems show that while a quadratic convergence on the global
problem is found for implicit methods using a consistent tangent matrix, the convergence
rate is adequate using an explicit method in conjunction with the continuum tangent ma-
trix assuming, of course, loading steps of a reasonable magnitude. This is the case of the
work of So lowski et al. (2012), that compared both types of stress integration techniques in
elementary tests (i.e. imposing the stress state to the integration scheme).
The accuracy of the results is heavily influenced by the magnitude of the strain incre-
ment. In the usual implicit methods, second order accuracy is obtained whereas in explicit
methods it depends on the scheme used to integrate the governing elasto-plastic equa-
tions (Lloret-Cabot et al., 2016). In order to enhance the accuracy of the stress integration
method, usually adaptive substepping techniques are used. The solution is computed with
different temporal discretizations or by different order integration schemes (such as different
Runge-Kutta methods). Comparing the solution obtained by both computations an error
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Table 3.1: Basic relations of the elasto-plastic model.
Strain decomposition: F = Fe · Fp






Yield surface: f(τ , h) ≤ 0
Flow Rule: lp = γ̇
∂G(τ , h)
∂τ
Hardening Law: h = h(εp)
Kuhn-Tucker conditions: γ̇ ≥ 0 f ≤ 0 γ̇f = 0
Consistency condition γ̇ḟ = 0
measure appears naturally (Sloan et al., 2001). These methods are completely suitable for
both, explicit and implicit integration techniques.
Sloan et al. (2001) algorithm, or modifications of it, has been frequently used in com-
putational geomechanics and, using small strains formulations, it has been found that such
scheme is able to limit the error in the computed stresses (Sloan et al., 2001). Although
in this work it will be used in conjunction of a first order forward Euler discretization of
the governing equations, the method is more efficient (in terms of computational cost) in
conjunction of high-order Runge-Kutta (So lowski and Gallipoli, 2010).
Through the comparison of explicit and implicit integrations methods So lowski et al.
(2012) found that there is not a significant difference between implicit and explicit methods
in terms of accuracy of the computed stresses when an adaptive substepping algorithm is
used.
Since complex yield surfaces with sharp edges -such as the Tresca model and the Modified
Cam Clay- will be used in this work, an explicit stress integration is used.
3.3 Development of the explicit equations for a single defor-
mation step
In this section, the basic equations to integrate a single elastic and elasto-plastic step are
presented. First the elasto-plastic case is considered and the update equations for the elastic
and plastic strain are obtained for an explicit integration scheme; the constitutive matrix
and an approximation to the value of the plastic multiplier are described. For completeness,
the equations using an implicit integration are also presented in order to compare them with
those of the explicit case. Finally, the equations for the elastic regime are presented.
Table 3.1 summarizes the main governing equations.
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3.3.1 Elasto-plastic regime
In order to obtain the strain and stress state at the new configuration, let us begin by
with the plastic configuration. Using Equation (3.15)1, the plastic deformation gradient at
the configuration, tn+1, may be evaluated; assuming that the variation of the deformation
gradient is exponential (Simo, 1998), the following explicit approximation is obtained:
Ḟp = L







The assumption that the variation of the deformation gradient is exponential is conve-
nient in the formulation of the implicit method since, as it will be shown below, introducing
the Hencky strain the formulation retains the same formal structure than the small strains
counterpart. In the explicit case, the Hencky strain cannot be introduced and, therefore, as-
suming that the variation of the deformation gradient is exponential is redundant. However,
it is adopted here for consistency with previous works.
Introducing Equation (3.23) into the definition of the total deformation gradient, Equa-






−1 · lpn · Fen
)
· Fpn = (3.24)









Rearranging some terms, the elastic left Cauchy-Green tensor at the new configuration,
ben+1, is expressed as:
ben+1 = Fn+1 · F−1n · exp
(





· ben · (3.25)
· exp
(





· F−Tn · FTn+1
In this previous expression, the relative deformation gradient, fn+1n = Fn+1 · F−1n , can
be clearly identified.


























Note that these last two equations define the new elastic and plastic configuration in
terms of quantities in the previous configuration, the new deformation gradient, Fn+1 -that
is obtained in the global scheme-, and the plastic multiplier, for which an expression will
be obtained hereafter. The stress tensor is obtained applying the hyperelastic law with the
appropriate elastic strain tensor.
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Estimation of the plastic multiplier
In the development of the equations some approximations will be made to obtain the plastic
multiplier and the tangent matrix. It is believed that this fact does not affect the accuracy of
the algorithm since the strain updates, Equations (3.25) and (3.26), are not approximated;
however, the approximation of the plastic multiplier may produce additional yield surface
drift -that will be corrected with a specific procedure- and may deteriorate the convergence
rate of the solver of the global problem.
The value of the plastic multiplier is obtained from the consistency condition:









The temporal derivative of the Kirchhoff stress tensor may be obtained as:
δτ = δ
(
Fe · S · FeT
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Next, let us introduce the spatial elastic stiffness tensor:
Deabcd = F eaAF ebBF ecCF edDC
e
ABCD (3.30)
Then, Equation (3.28) may be expressed as:
δτ = le · τ + τ · leT +De : de (3.31)
neglecting the first two terms and introducing Equations (3.17) and (3.18):











Introducing this expression to the consistency condition reads:














Now, an expression for the temporal variation of the Hencky plastic strain is required. In
this work, it has been assumed that the hardening parameters are a function of the plastic
Hencky strain, see Table 3.1, however, other possibilities exist. The temporal variation of













where the derivative of the logarithm of a matrix A may be computed as δ (ln(A)) =
A−1 · δA if and only if the matrices A and δA commute, A · δA = δA · A, which only
happens if both matrices share eigenvectors.
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Then, the temporal variation of the plastic left Cauchy Green is:
δb
p
= Ḟp · FpT + Fp · ḞpT = Lp · Fp · FpT + Fp · FpT · LpT = (3.35)




δεp ≈ γ̇ ∂G
∂τ
(3.36)
Although it seems a crude approximation, for hardening parameters defined in terms of
the volumetric plastic strain, such as the Modified Cam Clay, this approximation does not
























where π is the Kirchhoff effective pressure. To prove the validity of the last equality of the
previous equation, let us compute the derivative of the plastic Jacobian:
J̇p = tr(L
p
)Jp = tr(F−e · lp · Fe)Jp = tr(lp · Fe · F−e)Jp = tr(lp)Jp (3.38)
As a consequence, the derivative of the volumetric Hencky plastic strain is expressed as:








So, it has been demonstrated that the approximation introduced in Equation (3.34) is
exact for materials whose hardening parameters depend on the first invariant of the Hencky
plastic strain (that is, all constitutive models used in this work).
Finally, the consistency condition reads:
























Until now, all the expressions required to compute a single elasto-plastic step have been
obtained; specifically, Equations (3.25) and (3.26) define the new elastic and plastic left
Cauchy-Green tensors in terms of the increment of deformation, functions evaluated at the
known configuration and the increment of plastic multiplier, an expression for which has




In order to use the developed algorithm in the context of a Finite element code with implicit
integration of the global problem, an expression for the stiffness matrix is required; in
particular, an expression relating the Lie derivative of the Kirchhoff stress and the symmetric
part of the velocity gradient is required, that reads:
Lvτ = F ·
∂S
∂t







where Ċe is the temporal derivative of the elastic right Cauchy Green, so:




FeT · de · Fe
))
· FT (3.43)
And finally, the elasto-plastic stiffness matrix for the elasto-plasticity is expressed as:
Lvτ = De : de =
(
De − D
e : ∂τG⊗ ∂τ f : De
H + ∂τ f : De : ∂τG
)
: d (3.44)
It is interesting to note that Simo (1998) found that for elasto-plastic constitutive models
at large strains using an implicit integration scheme, the constitutive matrix has the same
formal structure than the one encountered in the small strain counterpart, plus additional
terms. These new terms appear because the integration is performed in the principal axis
of the strains and represent the variation of eigenvectors in time Borja et al. (2003). In
the case that the stress integration is performed using the Cartesian components, such as
in this work, the stiffness matrix may be retrieved with a similar structure than the small
strains counterpart Rouainia and Muir Wood (2006).
3.3.2 Comparison with implicit methods
In order to highlight the differences of the large strain elasto-plastic equations for implicit
and the ones derived here for explicit integration techniques, let us now obtain the discrete
equations for the implicit strategy.
The plastic deformation gradient at configuration tn+1, that is the implicit counterpart




































· Fen+1 · (Fen)−1 · Fn
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Then, rearranging some terms, the following expression may be obtained:

















where the trial elastic left Cauchy-Green tensor, betrial, has been identified.
It is useful to note that the derivative of the plastic potential and ben+1 share eigenvectors
since the plastic potential is an isotropic function and the Kirchhoff stress tensor and the
elastic left Cauchy-Green tensor are coaxials (Simo, 1998). Additionally, the trial elastic
state has also the same eigenvectors. Then, all the matrices of the right hand side of
Equation (3.47) commute, that is A ·B = B ·A; consequently, the following property holds:
ln (A ·B) = ln(A) + ln(B). Then, introducing the Hencky strain measure, εe = lnbe2 , the









which has exactly the same formal structure of the small strain implicit integration scheme
(Simo, 1998). So, then, for elasto-plastic materials that hardens with the first invariat of
the plastic Hencky strain, at each gauss point the problem may be expressed as, (see, for




















f(τ n+1, hn+1) = 0
(3.49)
In the explicit method, Equation (3.25), the matrices do not share eigenvectors. As a
consequence, the Hencky strain could not be introduced.
Apart from the already discussed benefits and drawbacks of implicit integration methods,
the principal advantage -from an implementation point of view- of implicit stress integration
techniques at large strain is that the same numerical codes used for the evaluation of stresses
at small strain are completely suitable to compute the large strain counterpart only changing
a few lines of the code; namely, storing the elastic left Cauchy Green tensor instead of the
elastic infinitesimal strain and additional routines to compute the conversion between the
left Cauchy Green tensor and Hencky strain. Additionally, the constitutive matrix may
require some extra entries due to the effect of large strains (Simo and Ortiz, 1985).
3.3.3 Elastic regime
Similarly, to obtain the one step update equations for the purely elastic regime, from Equa-
tions (3.15) and (3.18), it can be obtained:






Inserting this equation to the strain decomposition at tn+1:
Fn+1 = F
e
n+1 · Fpn (3.51)
where the right hand side can be further elaborated:
Fn+1 = Fn+1 · F−1n · Fn = Fn+1 · F−1n · Fen · Fpn (3.52)
As a consequence:
Fen+1 = Fn+1 · F−1n · Fen (3.53)
Then, the following expression is found for the elastic Left Cauchy Green:
ben+1 = Fn+1 · F−1n · ben · F−Tn · FTn+1 (3.54)
It is evident from the expression of the elastic Left Cauchy Green that, in purely elastic
regime, the increment of deformation is computed analytically: that is, no error is intro-
duced due to the temporal discretization of the equations governing the constitutive model.
Additionally, since an hyperelastic model is used, stresses are also evaluated analytically.
As such, in purely elastic regime, the computational cost of the evaluation of stresses is
only two matrix products to obtain the new elastic Left Cauchy Green and the evaluation
of the gradient of the stored-energy function to obtain the Kirchhoff stress tensor.
The elastic stiffness matrix reduces to:
Lvτ = De : d (3.55)
where Deabcd = F eaAF ebBF ecCF edDC
e
ABCD.
3.4 Gauss point algorithm
As already discussed, the use of an explicit approach to integrate elasto-plastic constitutive
relations require sophisticated algorithms in order to mitigate the drawbacks associated
with explicit integration (for example: the violation of the consistency condition, first order
accuracy in time).
This section describes the algorithm to integrate the constitutive model between two
given configurations; this algorithm is based on the one developed by Sloan et al. (2001) for
small strain hypoelastic-plastic constitutive equations; that has subsequently been extended
to large strains hypoelastic-plastic models by Nazem et al. (2006).
Before that, key procedures needed to set up the algorithm (namely, a routine to split the
relative deformation gradient and the yield surface drift correction scheme) are described.
Relative deformation gradient subdivision
The elasto-plastic update equations presented in the previous section integrate the consti-
tutive model between two given configurations. In order to introduce a substepping scheme,
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a procedure that splits the deformation gradient preserving the multiplicative structure is
required.
In the context of the finite elements, the solution of the motion at any point of the
domain is known at configurations tn and tn+1. Then, the motion between two given
configurations may be written as:
ϕn+θ = θϕn+1 + (1− θ)ϕn (3.56)
From the previous definition, the deformation gradient is given by (Simo, 1998):
Fn+θ = θFn+1 + (1− θ)Fn (3.57)









= Fn+θ · F−1n = θ fn+1n + (1− θ)1 (3.58)
where the notation xn = ϕ(X, tn) has been introduced and 1 stands for the second order
identity tensor.
As a consequence, the relative deformation gradient between two arbitrary intermediate
configurations, tn+θ and tn+ε, is:
fn+θn+ε = Fn+θ · F−1n+ε =
(








As already noted, using explicit integration schemes, at the end of each elasto-plastic in-
crement, the stresses obtained may not lay on the yield surface. In this work, stresses
and hardening parameters are corrected such that the total strain (that is, the deformation
gradient) remains unchanged, as proposed by Potts and Gens (1985). In order to obtain
the value of plastic multiplier to be corrected, let us perform a Taylor’s series of the yield
surface function around the configuration at the drift correction iteration i. At iteration i
all stress and strains are known. In this way, the correction algorithm will be also explicit
and the solution of a non-linear system of equations is not required.










In order to not induce deformation di+1 = 0; thus, ∆γi+1 is the magnitude of the plastic
multiplier to be corrected. All the quantities are evaluated at the known configuration i (to
compact the notation the subindex i has been obviated).









Figure 3.3: Yield surface intersection: Elasto-plastic unloading (Sloan et al., 2001)






























that is, the initial condition of the drift correction algorithm is the trial state of a typical
implicit stress integration algorithm, the algorithm described above is also the Cutting-Plane
algorithm as described by Simo and Ortiz (1985) and Simo and Hughes (1998). Although
this particular algorithm enforces the yield condition and does not require the solution of a
non-linear system of equations, it is practically not used in computational Solid Mechanics
since it appears that the exact linearization of the algorithm can not be obtained in closed
form (Simo and Hughes, 1998).
3.4.1 Algorithm
The general scheme that is used to integrate the elasto-plastic equations is presented in
Algorithm 3.1 and it is based on the work of Sloan et al. (2001).
First, a trial elastic step is computed; if the final stress state lays inside the elastic region,
deformation occurs in purely elastic regime. In this case, as mentioned before, the increment
of deformation is computed analytically and no special treatment of the non-linearity of the
elastic model is required in hyper-elastic based models.
Otherwise, part or all the deformation increment produce plastic flow. Two conditions
control if there exist elastic loading or elastic unloading before plastic regime. The first
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Algorithm 3.1: Stress integration with error control (based on Sloan et al. (2001))
Data: ben, hn
Input: fn+1n
f0 = f(τ n, hn)
//Trial state
τ trn+1 = W (f
n+1
n · ben · fn+1Tn )
f tr = f(τ trn+1, hn)














∂τ f ·De · ∇∆u
‖∂τ f‖ ‖De · ∇∆u‖
< 0
)
if (Bool1 or Bool2) then
Find α such that f(τ n+α, hn) = 0






n · ben · fn+αTn




while α < 1 do











condition stands for the cases where the previous known stress state is in the elastic region
whereas the yield function of the trial state is larger than a tolerance. The second condition
represents cases where the previous known stress state is in elasto-plastic regime and the
yield function of the trial state is larger than a tolerance but part of the deformation is in
purely elastic regime; see Figure 3.3. In this case the angle between the normal to the yield
surface and the increment of stress is larger than 90◦. In both cases, it is first required
to find the intermediate time (tn+α in the algorithm) such that the stress state intersects
the yield surface. Numerically, this is performed by using the bisection method: although
it might be a less efficient algorithm, this method does not require the computation of
gradients (as the Newton method does).
Elasto-plastic equations are integrated using an adaptive substepping scheme, see Algo-
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while (α < 1) do
//First approximation
Evaluate fn+α+∆αn+α
Evaluate τ n+α, Den+α, ∂τGn+α
∆γ =
∂τ f : De : ∇∆u
H + ∂τ f : De : ∂τG
ben+α+∆α =


















v)n+α + ∆γ tr(∂τG)




for i = 1 : nSubsteps do
∆a = ∆αnSubsteps
a = α+ (i− 1) ∆a
Evaluate fn+a+∆an+a
Evaluate τ n+a, Den+a, ∂τGn+a
∆γ =
∂τ f : De : ∇∆u
H + ∂τ f : De : ∂τG
ben+a+∆a =


















v)n+a + ∆γ tr(∂τG)
end









(R < Tolτ ) or (∆α = ∆αmin)
)
then














rithm 3.2. In the literature, typically, different order Runge-Kutta methods are used (Sloan
et al., 2001), however, in this work, the update equations have been developed only for the
forward Euler Method. Then, each deformation increment is computed with two different
temporal discretizations: one using only one deformation increment and the other using
three deformation increments. At the end of the substep two stress approximations are
obtained: τ and τ ?. The following error measure is defined:
R =
‖τ ? − τ ‖
‖τ ?‖
(3.64)
Only in the case that the error measure is less than a specified tolerance, Tolτ , the
obtained state is accepted; otherwise it is rejected. In both cases the pseudo-time increment







For practical reasons, a minimum step-size is also defined to prevent very small incre-
ments; as a consequence, increments that do not fulfill the tolerance may be accepted.
Finally, the yield drift is corrected with the equations presented in the previous section
and the stress is computed from the gradients of the stored-energy function. The yield
correction algorithm is only applied at the end of the step and not after each elasto-plastic
substep since it has been observed that, for the used constitutive equations, the amount of
drift is small and does not affect the accuracy of the results.
Although it is not explicitly stated, first the yield surface for step tn (in the known
configuration) is computed and, in the case that the previous step was elasto-plastic and
the stress state does not lay in the yield surface (up to a tolerance), the drift correction
algorithm is applied. The stress state of the previous iteration may violate the yield surface
only for a class of transfer operators used in the remeshing step. If the remeshing step is
not applied, this step is not necessary.
3.5 Constitutive models
In this section, the constitutive models used in this work are presented. Two types of
constitutive relations are used, one for the purely mechanical problem (total-stress analysis)
and another one for the coupled hydro-mechanical problem.
Tresca model
For the total stress analysis, the saturated soil is assumed to satisfy a Tresca yield criterion:
f(τ ) =
√
J2 cos(θL)− Su (3.66)
where Su is the undrained shear strength, J2 is the second invariant of the Kirchhoff stress
and θL is the Lode Angle.
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In the principal stress space, the Tresca surface represents an hexagonal cylinder along
the p-axis; it presents sharp edges, that are smoothed via the C2 continuous approximation
developed by Abbo et al. (2011).
The elastic regime is assumed to fulfil a linear model between the Kirchhoff stress and
the elastic Hencky Strain:
{
W (ε) = 12Kε
e
v +G‖εed‖2




where K and G are the bulk and shear modulus of the material.
Therefore, the following constitutive matrix may be defined:
∂τ
∂εe
= K 1⊗ 1+ 2G Id (3.68)
where Id = I4S − 131⊗ 1 is the fourth order deviatoric projection tensor.
The elastic Hencky Strain, εe, and left Cauchy Green tenor, be = F e · F eT , are related






= 12 ln (det (b
e)) = ln(Je)









= Je−2/3 be is the deviatoric part of the elastic Left Cauchy Green tensor.
Modified Cam Clay Model
For the coupled hydro-mechanical analysis, a hyperelastic Modified Cam Clay model is
used; this model has been previously used by Borja and Tamagnini (1998) and Rouainia
and Muir Wood (2000), among others.
The elastic part of the model follows an hyperelastic model proposed by Houlsby (1985)
and later modified by Borja et al. (1997). The main feature of the hyperelastic law is that it
is able to capture the pressure-dependent nature of the bulk and shear modulus by defining
them as a function of the first and second invariants of the deformation measure. However,
several shortcomings of the model have been described in the literature (Houlsby, 1985;
Borja et al., 1997; Houlsby et al., 2005): the crossing of volumetric strain contours (i.e.: the
same stress state may be obtained from different strains) and the existence of a maximum
attainable stress ratio. The hyperelastic model has four different parameters (p0, κ
∗, α and
G0); however, in all the literature references either α or G0 are assumed to be equal to
zero. The effect of having both constitutive parameters grater than zero is presented in
Appendix B.
The free energy is given by (Houlsby, 1985; Borja et al., 1997):













where p0 > 0 is a reference pressure, κ
∗ = κ1+e0 , κ is the slope of the swelling line, e0 is the
initial void ratio, G0 is the constant part of the shear modulus and α > 0 is a parameter.
As a consequence, the volumetric and deviatoric part of the effective Kirchhoff stress,
τ ′ = π′1+ τ d, are computed according to:










τ d = 2
(







where π′ = J p′ is the Kirchhoff effective mean stress.
Then, the following tangent matrix may be obtained:
∂τ ′
∂εe














































These last expressions show that if α > 0 the volumetric and deviatoric elastic behaviour
are coupled. On the contrary, by setting α = 0 and G0 > 0, the elastic volumetric and
deviatoric responses decouple, and the shear modulus becomes constant: G = G0.






+ π′(π′ − pc) (3.76)






where M is the slope of the Critical state line in the π′ −
√
3 J2 plane and may be made
dependent of the Lode’s Angle θL, pc is the isotropic preconsolidation pressure, λ
∗ = λ1+e0 ,
λ is the slope of the virgin consolidation line and the reference preconsolidation pressure is
denoted by pc0. In the deviatoric plane the yield surface has a Mohr-Coulomb shape; whose
sharp edges are smoothed with well-established smoothing techniques (Abbo and Sloan,
1995; Abbo et al., 2011; Panteghini and Lagioia, 2014).
3.6 Numerical assessment
This section presents a set of numerical examples in order to highlight the main features of
the hyperelastic Modified Cam Clay model and evaluate the numerical implementation. The
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Figure 3.4: Constant volume shear test: (a) stress trajectories for OCR = 1 and 4; stress-
strain relations for the normally consolidated (b) and overconsolidated (c) tests.
first two examples involve strain-controlled problems whereas the third one is a boundary-
valued problem.
In all the simulations the chosen soil parameters are: κ∗ = 0.0078, λ∗ = 0.085, α = 120,
M = 0.9 and pc0 = 80 kPa. pr is equal to 80 kPa for normally consolidated tests and 20
kPa for overconsolidated tests. In the numerical examples, all the tolerances -in the relative
stress error, the yield surface violation and the unloading condition- are set equal to 10−5.
3.6.1 Constant Volume Simple Shear Test
The first example consists on a constant volume simple shear test. The problem is integrated
with several number of steps up to a final deformation of F12 = 1.0. The displacement field
is parametrized by a pseudo-time variable, t, and is written as: u (x, y, z, t) = (yt, 0, 0); as












Figure 3.5: Constant volume shear test: stress trajectories for OCR = 1, (a), and OCR
= 4 (b); stress-strain relations for the normally consolidated (c) and overconsolidated (d)
tests. Results from Rouainia and Muir Wood (2000)
to the critical state line. As it can be seen in the overconslidated test, in the elastic regime
there exist a change in the mean stress at a constant volumetric strain due to the coupling
in the non-linear elastic model. The stress-strain relation is depicted in Figures 3.4b and
3.4c; while the normally consolidated test is characterized by a decrease on the stiffness in
the plastic regime, the overconsolidated counterpart exhibits softening. The stress pathof
this element test coincides with that of an undrained compression triaxial.
In both cases, the solution computed with a small number of steps converges towards
that obtained using a much larger number of steps, see Figure 3.4. Figure 3.6 presents the
relative error at several times in terms of the number of steps used to compute the problem.





































Figure 3.6: Constant volume shear test: Stress relative error (with respect to the solution
obtained with a larger number of steps) for the normally consolidated test at different
pseudotimes
where σ1000 is the solution computed with 1000 steps, that is treated as a reference solution.
As depicted in Figure 3.6, for a large number of steps the relative error on the stress is in
the same order of the tolerance specified at the substepping scheme (10−5). However, when
the solution is computed with a small number of increments, larger errors are encountered:
the substepping scheme computes several increments with the imposed minimal increment
size without converging, thus introducing error to the solution.
In all cases the yield surface drift violation is small and less than three iterations are
required to perform the correction.
The same problem has been solved by Rouainia and Muir Wood (2000). In the referred
work, the authors develop an implicit stress integration scheme and use this example also
to assess the accuracy and convergence properties of the proposed algorithm. In that work,
the number of strain increments is varied from 5 to 120 up to a maximum axial deformation
of 6%.
The results obtained by Rouainia and Muir Wood (2000) using an implicit method
are depicted in Figure 3.5. The comparison of the results obtained using the implicit
method and the ones with the proposed explicit method reveals that the number of strain
increments has a larger impact on the implicit method. This fact is more obvious in the
curves of deviatoric strain-deviatoric deformation obtained by both methods: using the
explicit method, minimal discrepancies appear on the solution irrespectively of the number
of incremental steps, whereas using the implicit methods discrepancies of up to several kPa
appear on the deviatoric stress for the same amount of deviatoric strain. The good accuracy
behavior is attributed to the adaptive substepping algorithm.
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Figure 3.7: Oedometer test: (a) stress trajectory; (b) stress-strain relation.
3.6.2 Oedometer
Figure 3.7 shows the results of the simulation of a drained oedometer test. As a consequence
of the hyperelastic model, the trajectory on the volumetric deformation-mean stress plane
is not described by two straight lines.
This problem has been solved using a different number of incremental steps and, again,
minimal discrepancies appear on the solution irrespectively of the number of steps.
3.6.3 Drained triaxial
The last example corresponds to a drained triaxial of a sample of 4 × 1.6 m; the initial
and final axisymmetric mesh is displayed in Figure 3.8(d). The initial state of the soil is
characterized by p = 80 kPa and q = 0. A total 1400 steps are computed applying an
incremental vertical displacement of −2.5 · 10−3 m to the upper boundary.
In the stress-invariants space, the test tends towards the Critical State Line q = Mp,
Figure 3.8a. Figure 3.8b shows the volumetric behavior along with the Normal Compression
Line and the Critical State Line. From the model definition, Equations (3.71) and (3.77),
and assuming that pc0 = pr, the following expression relating the volumetric strain and the
mean stress at critical state may be obtained:
pCSL = pr exp
(
−εv − ad + (λ




where ad = (λ
∗ − κ∗) ln(1 + α‖εed‖2/κ∗) appears due to the coupling in the hyperelastic
model. According to numerical simulations, this term is ad = 1.497 · 10−3. Altough the
CSL depends on the elastic deviatoric deformation; the volumetric (elastic and plastic) and
deviatoric elastic deformations cease to increase.
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Figure 3.8: Triaxial test: trajectories in the (a) p− q, (b) p− εv and (c) εvertical− q planes
3.7 Concluding remarks
In this chapter the two elasto-plastic model families for large strain problems have been
presented; namely, the hypo-plastic based elasto-plasticity, in which an objective stress rate
is linked to the spatial velocity gradient, and the hyper-elastic based elasto-plastic models,
that decompose multiplicatively the deformation gradient in an elastic and plastic part. The
main methods to integrate constitutive models (explicit and implicit) have been described
and their main features discussed.
A novel explicit integration scheme in the framework of multiplicative finite strains
elasto-plasticity has been developed. The accuracy of the method has been enhanced by
using the algorithm proposed by Sloan et al. (2001). In particular details of the extension
of the substepping scheme and the yield violation drift correction technique (based on Potts
and Gens (1985)) have been fully described.
By means of several examples using the Houlsby (1985) hyperelastic model and the
Modified Cam Clay, it has been shown that the results obtained are accurate. Indeed,
using an adaptive substepping scheme very similar results are obtained irrespectively of the
number of incremental steps; the yield surface drift violation remains small and less than




Numerical procedures for the
imposition of contact constraints
In may problems part of the boundary of a deformable body may coincide with another
part of the boundary of the same or another body. The interaction between multiple
bodies produce a set of normal and tangential forces at the interface. Mathematically,
contact conditions are expressed as a set of geometrical restrictions to the solution and the
interaction forces are deduced from these constraints.
This chapter is devoted to the formulation of the algorithms for the imposition of the
contact constraints between a rigid structure and a deformable porous media. The chapter
is organized as follows: First the basic geometrical relations needed to set up the contact
constraints are briefly detailed; this part is based on Wriggers (2006). Afterwards, the
contact constraints -including those for the hydromechanical problem- are enumerated and
the boundary problem is enunciated. The implicit integration algorithm for the tangential
contact stresses at the interface is presented; an alternative scheme using the Implex al-
gorithm (Oliver et al., 2008) is briefly detailed. After numerically assessing the developed
algorithms, several conclusions are drawn.
4.1 Contact kinematics
The theory of contact mechanics starts by considering two different bodies, Bα, α = 1, 2,
each one occupying a different region in R3. The boundary of each body, ∂Bα, may be
parametrized by ξ = (ξ1, ξ2), the local convective coordinates of the parametrization. Con-
sequently, the position of any point of the boundary of the bodies is then given by:
X = ϕ(X(ξ), 0)x = ϕ(X(ξ), t) (4.1)
The two tangential vectors to the surface, Ai, i = 1, 2, in the reference configuration
73








This local base is not necessarily orthogonal, nor will they have unit length (Klooster-
man, 2002).
The normal to the surface in the reference and deformed configuration, N and n respec-

















= F ·Ai (4.4)
The tangent and normal vectors defined above (Ai,N) are the covariants vectors, that
are linked to the contravariants vectors (Ai,N) through (Wriggers, 2006):
Ai ·Aj = δji
Ai ·N = 0
Ai ·N = 0
Ai ⊗Ai + N⊗N = 1
(4.5)
where 1 and δji are the identity second order tensor in matrix and index notation respec-
tively.




ai ⊗Ai + n⊗N (4.6)
4.1.1 Normal contact
The non-penetration condition for two bodies is given by (see Figure 4.1):
(x2 − x1) · n1 ≥ 0 (4.7)
where x1 and x2 stand for the coordinates of bodies B1 and B2 in the current deformation
and the vector n1 is the outward normal of the first body. Assuming that the boundary of
both bodies is sufficiently smooth (Wriggers, 2006), every point x2 belonging to ∂B2 can be
related with the nearest point on the other surface, x1, by the minimum distance function:
dm(x
2) = ‖x2 − x1‖ = min
ξ
(‖x2 − x1(ξ)‖) (4.8)
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Figure 4.1: Reference and deformed configuration. Sketch of the minimum distance func-
tion (Wriggers, 2006).
Once the projection point, x1, is computed, the non-penetration condition for each point
of ∂B2, Equation (4.7), can be redefined as:
gN (x
2) = (x2 − x1) · n1 ≥ 0 (4.9)
where the normal gap function has been defined and n1 = n1(x1, t).
As it will be shown below, in Equation (4.14), the following expression holds:
(x2 − x1) · ai = 0 (4.10)
Then, an alternative expression for the normal suitable for methods that do not strictly





Since it will be used latter in the formulation of the contact boundary problem, let us
define the penetration function as:
g−N =
{




The response in the tangential direction can be categorized in two different states. In the
first one, the so-called stick state, no tangential relative displacement exists between the
two contacting bodies. The second state, the slip condition, is characterized by the relative
tangential movement.
The tangential path of point x2 on the surface ∂B1 can be computed from (see Fig-
ure 4.2):
dgT = ai dξ
i (4.13)
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Figure 4.2: Sketch of the projection point and the covariant basis (Wriggers, 2006).
where ai = ai(x
1, t).
However, in order to evaluate the tangential path, Equation (4.13), the value of dξi has






· ai = 0 (4.14)
that is equal to zero since it is evaluated at an extreme of the function.




(x2 − x1) · ai
)
= (v2 − v1 − aj ξ̇
j







ξ̇j . All this leads to a system of equation of the form (Wriggers,
2006):
Hij ξ̇j = Ri (4.16)
where, according to Wriggers (2006):{




2 − v1) · ai + gN n · v1,i
(4.17)
where aij = ai · aj is the metric tensor.
It is interesting to note that the second term of Equation (4.15) depends on the nor-
mal penetration. As a consequence, if Lagrangian multipliers are used to enforce contact
constraints this term is zero; on the other hand, if the penalty method is used this term is
different from zero. As it will be shown below, in this work the Penalty method will be used
to enforce contact constraints. Since the magnitude of the penetration is small compared
to all the other dimensions of the problem, this term is considered negligible. Then:
(v2 − v1) · ai = ai · aj ξ̇
j
(4.18)
On the one hand, premultiplying the left hand side of Equation (4.18) by ak · ai:
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ak · ai ⊗ ai · (v2 − v1) = ak · (1− n⊗ n) · (v2 − v1) = ak · (v2 − v1) (4.19)
whereas, operating in the same way to the right hand side:
ak · ai ⊗ ai · aj ξ̇
j
= ak · (1− n⊗ n) · aj ξ̇
j





So, finally, the tangential path, Equation (4.13), is written as:
dgT = ai dξ
i = ai ⊗ ai · (v2 − v1) = (1− n⊗ n) · (v2 − v1) (4.21)
Stick condition During stick conditions, there is not relative movement between both
bodies and, as a consequence, the value of the convective coordinates should not change;
that is ξ̇ = 0. By using Equation (4.21) and the time derivative of the normal gap for strict
contact, Equation (4.9):
(v2 − v1) = 0 (4.22)
in other words, in stick conditions, the velocity of both bodies at the contacting point should
be the same.
4.2 Contact boundary value problem
When mechanical contact problems are considered, apart from the common balance equa-
tions and constitutive relations, the contact constraints have to be introduced to the solu-
tion.
4.2.1 Mechanical contact constraints
In the normal direction of the interaction surface, the contact constraints are: (i) the
penetration of both bodies is not permitted, (ii) there is a null normal force when the
bodies are not in contact and (iii) there is only compressive normal forces between both
bodies if adhesion forces are not considered. These restrictions may be written as the
Kuhn-Tucker conditions for contact:
gN ≥ 0 , σN ≤ 0 , gN σN = 0 (4.23)
where σN is the normal stress acting in the interaction surface.
The response in the tangential direction can be divided in two different states: in the
first one, stick conditions, no tangential relative displacement exists between both bodies.
The second state, slip conditions, is characterized with relative tangential movement. These
conditions may be expressed as: {
ġT = 0 if f(t, σn) ≤ 0
ġT ≥ 0 if f(t, σn) = 0
(4.24)
where gT = ‖gT ‖ is the norm of the tangential gap, t is the tangential stress due to the
contact in the tangential direction and f(t, σn) is the frictional yield surface.
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4.2.2 Hydraulic contact constraints
In the case of the coupled hydromechanical problems, additional contact constraints re-
garding the water pressure and flow are required. For instance, in the contact between two
porous media, these contact constraints read: (i) the water pressure should be equal at
both sides of the contact interface and (ii) the water velocity should be continuous along
the normal of the interface (Sabetamal et al., 2016 a,b). However, in the case of the con-
tact between a porous media and an impervious media -for example, a steel structure- the
hydraulic contact condition is different: the normal flux along the normal of the contact
should be null.
The imposition of these contact constraints also dictate the method used to discretize the
governing equations. To introduce the former contact constraint, typically u−w− pw (dis-
placement - Darcy’s water velocity or displacement- water pressure) elements are employed
and a condition to each nodal variable at the contact interface is imposed (see Sabetamal
et al. (2016 a,b)). Meanwhile, the latter may be employed to any type of elements. It is
interesting to note that, using a simplified u − pw formulation (as in this work) and not
specifying any other boundary condition in the contact boundary, the contact constraint
is naturally imposed: in the absence of an hydraulic boundary condition (prescribed water
pressure or water flow), null Neumann conditions are imposed; that is, zero water flow at
the interface.
4.2.3 Weak form of the boundary value problem
Traditionally, the most popular discretization technique in the context of deformation con-
tact problems is the node-to-segment approach; the main idea is that a specific node on
the slave side must not penetrate the opposing master segment. Another discretization
method is the segment-to-segment using mortar methods; by using this approach, contact
constraints are not enforced at discrete nodal points but are formulated along the entire
contact boundary in a weak integral sense. Recently, several authors, (Oliver et al., 2009;
Hartmann et al., 2009; Carbonell et al., 2010, 2013), have proposed new contact strategies,
in which the interface is meshed with a set of non-overlapping patches (or contact elements)
that have the same spatial dimension than the deformable body. These formulations are
popular in the PFEM literature of Solid Mechanics. However, in this work, one of the
contacting bodies -the structure- is assumed to be rigid; this hypothesis is approximated
enough when the Young’s moduli ratio between the structure and the soil is large (Sheng
et al., 2005).
Once the contacting surfaces are discretized, contact constraints may be imposed to
the solution in several ways: using Lagrangian multipliers, the restrictions are completely
fulfilled; however, new degrees of freedom are incorporated to the problem and the system of
equations become very non-linear, making convergence challenging (Sheng et al., 2005). On
the other hand, penalty methods eliminate the constraints by adding a term proportional
to the error of the constraint in the residual. As a consequence, the restriction is only
approximately fulfilled; large penalty factors impose more severely the constraint but the
resulting system matrix becomes ill-conditioned.
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∇w : σ dΩt +
∫
Ωγt
w · b dΩt +
∫
Γγσ
w · tσ dΓ
)
+ Cc = 0 (4.25)
where Cc are the contact contributions associated with the active contact boundary. As in
Chapter 2, w stands for the test functions.
In single-phase problems, the contact problem only affects the momentum balance equa-
tion and is completely independent of the formulation (primal or mixed formulation). Mean-
while, as already commented, no special treatment of the hydraulic contact condition is
required in the hydro-mechanical problem using the simplified u − pw formulation in the
case that the interaction between an impervious and a porous media is considered: the con-
tact constraint (null water flux at the contact boundary) is inherently fulfilled. This is the
reason beneath the fact that Equation (4.25) only presents the linear momentum balance
equation.
The contact contribution term depends on the method to introduce the contact con-








N + εt δgT · gT
)
dΓ (4.26)







N + δgT · t
)
dΓ (4.27)
where δg−N and δgT are the normal and tangential virtual gaps, Γc is the contact interface
and εn > 0 and εT > 0 are the normal and tangential penalty factors. t is the tangent
contact stress whose definition and calculation is presented in the next section.
















where the last term of this equation vanishes since n · δn = 0 and the term aj · n is also






On the contrary, operating as in the previous section, the tangential virtual gap is
expressed as:





Introducing these two previous expressions to the contact contributions, Cc, without







· (σnn + t) dΓ (4.31)
where the term σn = εN g
−
N has been identified as the normal stress acting on the contact.
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Integration of the contact constraints
The integration of the contact constraint, Equation (4.31), may be performed with a
Newton-Cotes quadrature. Assuming that one of the surfaces is rigid and using the Trape-
zoidal rule, the contribution at node i reads:
Cci ≈ (σnn + t)Ai (4.32)
where Ai is the contributory area to node i and the stresses and the normal are those
referred also to node i.
It is interesting to note that by using the Trapezoidal rule the contact constraint at each
node only depends on the displacement at that node. On the contrary, a Gauss quadrature
would couple the contact constraint at each node with its neighbors.
4.2.4 Linearization












N ) + dt
)
dΓ (4.33)
where some large strains terms, such as the variation of the normal in terms of displacements,
are omitted.
The calculation and linearization of the tangential contact stresses, t, is the topic of
next section. Operating in the same way than in the derivation of the normal virtual gap,

















The key idea of the elasto-plastic analogy is to split the tangential gap, gT , in an elastic
and plastic part (Wriggers, 2006):
gT = g
e + gs (4.35)
where the so-called stick condition -no permanent tangential displacement between the two
contacting bodies- correspond to the elastic part and the slip condition -characterized by
permanent relative tangential movement- is represented by the plastic flow.
The elasto-plastic analogy may expressed as:
gT = g
e + gs
Lvt = εt ġe
fs(t, σ
′
n, gv) = ‖t‖ − fs(σ′n, gv) ≤ 0






where t is the tangential contact stress, εt is the tangential contact stiffness or penalty
factor, fs is the slip yield condition, γ̇ is the plastic multiplier, gv is a hardening (strain-
like) variable and σ′n = σn − pw is the normal effective pressure. In addition to these
equations, the solution must fulfill the Kuhn-Tucker conditions:
fs(t, σ
′
n, gv) ≤ 0 , γ̇ ≥ 0 , γ̇ fs(t, σ′n, gv) = 0 (4.37)
and also the consistency equation:
γ̇ ḟs(t, σ
′
n, gv) = 0 (4.38)
Differently form other works and in order to have a similar formal structure than hypo-
elastic-plastic large strains formulations for continuous elements, the Lie derivative of the
tangent stress is related to the rate of elastic gap in order to make the tangent stress
objective. On other works, for instance in Wriggers (1995), the definition of the tangential
gap (4.13) is slightly different:
LvgT = aidξi (4.39)
and the Lie derivative is introduced in the flow rule and the tangent contact stress is directly
related to the tangential gap: t = εT g
e.
The contact forces are calculated by the use of an implicit integration procedure. The
Lie derivative of the tangent stress can be algorithmically approximated as:





Fn+1 · (F−1n+1 · t
n+1 − F−1n · tn) (4.40)
Then:
tn+1 = Fn+1 · F−1n · tn + εt ∆ge (4.41)
The integration algorithm used to evaluate the tangential contact stress is detailed in
Algorithm 4.1. It has the same formal structure than the well-known return mapping
algorithm of elasto-plastic constitutive equations (Simo and Hughes, 1998). First, a trial
elastic step is computed as:{





where ∆gT is the increment of tangential gap in the time-step. The yield function is
evaluated at this trial state; if it is lower or equal to zero the increment of displacement is
purely elastic and no plastic slip appears.
In the elasto-plastic regime, the problem reduces to finding the value of the plastic













Algorithm 4.1: Implicit integration of the contact tangential stresses
































where H = −∂fs
∂gv
i = i+ 1
∆γ(i) = ∆γ(i−1) + δγ
tn+1(i) = t
trial − εt∆γ(i)



















From this last equation, it can be seen that all the vectors (tangential stress, trial tangent








and this is the reason why in Algorithm 4.1 the integration of stresses is performed with
only the modulus and not vectors.
4.3.1 Linearization
In order to evaluate the derivative of the tangential stress, let us express the stress as:














(ttrial ⊗ ttrial) · dttrial (4.46)
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The modulus of Equation (4.43)1 is:
d‖tn+1‖ = d‖ttrial‖ − εt d∆γ
‖tn+1‖
‖tn+1‖
= d‖ttrial‖ − εt d∆γ (4.47)
During elasto-plasticity, the yield surface of the tangential part of the contact and its
temporal derivative are zero:fs(‖t
trial‖ − εt ∆γ, σ′n, gv) = ‖ttrial‖ − εt ∆γ − fs(σn, gv) = 0























where H = ∂fs∂gv = −
∂fs
∂gv


























(τ ⊗ τ ) · dttrial
(4.51)





dσ′n = d(σn − pw) = εn dgn − dpw (4.52)
dttrial = dFn+1 · F−1n · tn + εt d∆gT ≈ εt d∆gT (4.53)
From Equation (4.21):
d∆gT ≈ (1 − n⊗ n) · δu(u2 − u1) (4.54)









τ ⊗ n + εt
‖tn+1‖
‖ttrial‖










On the other side, the linearization in the elastic regime, Equation (4.53), reads:
dtn+1 = εt (1 − n⊗ n) · δu(u2 − u1) (4.56)
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4.3.2 Implex integration
Oliver et al. (2008) presented an integration scheme for non-linear constitutive models whose
aim is to provide additional computability and robustness and reduce the computational
cost in the analysis of Solid Mechanics problems. The algorithm may be summarized as a
two steps solver with a prediction step and a correction step. In elasto-plastic problems,
the first step (extrapolation step) consist on computing the boundary problem using an
extrapolated value of the increment of the plastic multiplier; that is, the magnitude of the
plastic strains is assumed before-hand. In the second step (correction step) the constitutive
equations are correctly evaluated at each integration point with the displacements obtained
in the extrapolation step and the resulting increment of plastic strains is used in the next
extrapolation step.
Extrapolation step In the extrapolation step, the global balance equations are solved







the extrapolation step, the contact tangential stress is computed as:
t
trial = Fn+1 · F−1n · tn + εt ∆gT




these last expressions can be rephrased as:




+ εt ∆gT︸ ︷︷ ︸
corrector
(4.58)
where we can observe that the tangential stress decomposes in two parts: the first one is a
predictor stress whereas the second one is a correction step. A similar decomposition is found
in the formulation of the Implex strategy for continuum elasto-plastic problems (Oliver et al.,
2008); however, in that case the predictor stress does not depend on displacements, whereas
in this problem the predictor stress varies with the current displacement through Fn+1 and
the term t
trial
‖ttrial‖ . A more detailed interpretation of this decomposition will be given in
Figure 4.7, that plots the predictor, the Implex extrapolation and the implicitly integrated
contact stress in terms of the tangential gap.
As it will be demonstrated in the linearization section, the tangential stress is indepen-
dent of the (effective) normal stress acting on the interface since the constitutive equation
is only approximately fulfilled. As such, the tangential stress is is not coupled to the water
pressure nor the normal gap.
Correction step During the correction step, contact stresses are evaluated following
Algorithm 4.1.
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Linearization of the extrapolation step
The linearization of the extrapolated elasto-plastic tangential contact stress yields:
dtn+1 = εt(1− n⊗ n) · δu(u2 − u1)− εt
∆γ̃
‖ttrial‖
(1− n⊗ n− τ ⊗ τ ) · δu(u2 − u1) (4.59)
where the first term appears due to the linearization of the corrector contribution and the
second one is an approximation to the derivative of the predictor contribution (again, as in
Equation (4.53), the derivative of Fn+1 has been omitted).
It is worth noting that the first term of the tangent matrix is the same as the tangent
matrix of stick conditions; additionally, in general, εt≫ εt
∆γ̃
‖ttrial‖ , so the first term is much
larger than the second one. As such, the tangent matrix of the Implex step is more similar to
the one of the stick conditions (elasticity), see Equation (4.56), than to the one encountered
for slip conditions (elasto-plasticity), see Equation (4.55).
One of the key properties of the Implex strategy for continuum elasto-plastic elements
is that the iterative solving process may converge in a unique iteration per time step,
making the solving procedure becomes step-linear (Oliver et al., 2008); this property is a
consequence of having a constant tangent matrix to the Newton-Raphson procedure. This
property only appears in small strain problems in conjunction with linear elasticity and a
set of plastic flow rules.
A closer look to the tangent matrix of the tangent contact stress for the Implex strategy,
Equation (4.59), shows that for two dimensional cases the last term is null and the tangent
matrix in elastoplasticity coincides with the elastic tangent matrix. As a consequence, the
contact problem may be step-linear. However, several large deformation terms have been
neglected in the derivation of the tangent matrix, in particular, the derivative of Fn+1 and
the covariant basis. Despite that, all these derivatives are null if the contacting object is a
rigid plane, so a step-linear behaviour may be expected when a two dimensional, deformable
body becomes in contact with a rigid plane.
4.4 Numerical assessment
This section presents a set of numerical simulations in order to assess the previously intro-
duced algorithms. The first analysis, the contact patch test, serves to validate the normal
contact algorithm. In the second one, the sliding of a deformable body over a rigid plane,
the influence on the results of several numerical parameters, such as the time-step and
the penalty factors, is evaluated. Finally, the robustness of the algorithms is illustrated
in more challenging simulations: the three-dimensional, total stress simulation of the ball
penetrometer and drained and undrained triaxials in Modified Cam Clay soils.
4.4.1 Patch test
The contact patch test can be used to check the capability of a contact formulation to




Figure 4.3: Contact Patch Test: Profiles of the vertical stress (kPa) for plane strain
conditions, (a) and (b), axisymmetric conditions integrating the Contact constraint using
the Trapezoildal’s rule, (c), and Gauss-Legendre with two integration points, (d), and 3D
conditions, (e).
their discretization (Zavarise and De Lorenzis, 2009). In particular, through the use of
a contact surfaces and Dirichlet boundary conditions, the solution is expected to have a
constant strain field.
In this section, results of the patch test for plane strain, axisymmetric and 3D ana-
lyzes are reported. In all the cases, the material is elastic. The bottom surface has its
displacements fixed in all directions whereas the horizontal displacements are restricted in
the vertical boundaries. On the top of the domain a smooth, rigid plane is placed that is
moved downwards. As such, the displacement field in the deformable body is expected to
be non-zero only in the vertical direction and the stress state should be homogeneous in all
the domain.
Figure 4.3 presents the vertical stress profiles for the tests. It can be seen that in plane
strain conditions, the formulation fulfills the patch test. Indeed, results with two different
meshes are presented, one with a structured mesh with uniform distribution of the element
size and one with non-structured and non-uniform distribution; in both cases the vertical
stress does not present any variation along the mesh. The same behaviour is found in the
3D computation.
However, the axisymmetric case fails the patch test if a Newton-Cotes with two inte-
gration points (i.e: the trapezoidal rule) is employed. This behaviour may be explained by
an insufficient integration of the contact constraints. For this particular case the Contact
contraint, Equation (4.31), reads:
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(a) (b)
Figure 4.4: Contact forces along the interface for the one-way sliding of a square over a




(2π r) w · n εn gN dΓ (4.60)
This last equation shows that the term inside of the integral is, at least, a polynomial
of second order since it includes the product of the radii and the shape functions, that
are both linear with the radii. As such, integrating this term with the Trapezoidal rule
results in a sub-integration of the term. For this reason, Figure (4.3)(d) also presents
the results of the patch test employing a Gauss-Legendre quadrature with two integration
points. As expected, the quadrature integrates the contact constraints with exactitude and
the formulation fulfills the patch test.
The use of a higher order integration rule shows that the Patch test is only fulfilled in
axisymmetric conditions if the quadrature used to compute the contact constraints is able
to integrate the term without committing error. Nevertheless, it must be pointed out that
the internal forces are computed with an insufficient integration, since only one Gauss point
is used; however, if the stress state is homogeneous, the exact value of the internal forces is
obtained because the term inside the integral of the internal forces is linear with the radii.
Although the benefits of using a sufficient integration of the contact constraints have
been highlighted, during the rest of the work this term is always integrated using the
Trapezoidal rule since, by using this rule, the contact force at one node only depends on
the displacements (and water pressure) of this particular node and it is hypothesized that
this fact will result in a more robust and simple implementation.
4.4.2 One-way sliding of a square over a plane
In this example a square of deformable media moves on top of a rigid plane; the geometry
of the example can be observed in Figure 4.4. The movement of the rigid plane has two
phases: in the first one the plane moves upwards whereas in the second one the plane moves
on the horizontal direction. The movement of the plane is described by:
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Figure 4.5: Evolution in time of the total forces acting on the rigid plane (sum of all
contact forces): tangential component, (a) and (b), and normal component, (c) and (d).
On the left using the implicit scheme and, on the right, using the Implex strategy. The
number stands for the ratio between penalty ratios, εt/εn. ∆t = 0.02 s.
u =
{
[0, 0.05 t] if t < 1
[0.06 (t− 1), 0.05]
(4.61)
The deformable body is characterized by E = 1000 kPa and ν = 0.499 and it is dis-
cretized with mixed stabilized u − θ elements (this mixed formulation is described in Sec-
tion 5.2.1). The top boundary has its displacements restricted in all directions.
The interface is assumed to obey a Coulomb friction law with µ = 0.15:
fs(t, σN ) = ‖t‖ − µ|σN | (4.62)
Figure 4.5 shows the evolution against time of the total horizontal and vertical forces
acting at the rigid plane (the sum of all contact forces) using ∆t = 0.02 s. During the
first phase, the normal force increases linearly, whereas the resulting tangential stress is
almost zero. In this phase, all the nodes lying in the interface are in sliding conditions,
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Figure 4.6: Evolution in time of the tangential contact force, (a) and (b), and horizontal
displacement, (c) and (d), for a node lying in the center of the interface. On the left using
the implicit scheme and, on the right, using the Implex strategy. The number stands for
the ratio between penalty ratios, εt/εn. ∆t = 0.02 s.
see Figure 4.4(a), except the one lying in the middle of the segment, that experiences null
tangential gap. When the plane begins to move tangentially to the deformable body, the
resulting tangential forces increase until all the nodes of the mesh reach again the plastic
state. During this phase the total normal force slightly varies. However, as shown in
Figure 4.4(b), normal forces increase in the left hand side of the interface and decrease in
the right hand side.
To investigate the effect of the ratio between the tangential and normal penalty factors,
εt/εn, Figure 4.5 compares the results obtained for different ratios maintaining constant the
value of the normal penalty factor. Using the implicit method results appear to be almost
independent of the tangential penalty factor for values larger than εt > 0.005εn. However,
for lower values, it requires more tangential relative displacement to reach the sliding state.
It must be noted that the slope of the increase of the resulting tangential force is almost
independent of the tangential penalty factor (if it is large enough) and it is due to the
deformation of the elastic body.
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Figure 4.7: Tangential gap vs Tangential force for the node lying in the middle of the
contact interface using the Implex strategy, for two different penalty parameters: εt = 0.1εn,
(a) and (c), and εt = 0.01εn, (b) and (d).
Comparing both integration schemes, no remarkable discrepancies are observed in the
sum of the contact forces, Figure 4.5. However, numerical results show large oscillations
in time on the calculated forces at some nodes for large tangent penalty factors using the
Implex technique. Additionally, the displacement field obtained with the Implex strategy
also presents oscillations in time for large values of the penalty factor. This behaviour may
be observed in Figure 4.6, that depicts the evolution of the tangent force and the horizontal
displacement in a node that lies in the middle of the interface. As larger penalty factors
are used larger oscillations on the horizontal displacement field are observed once all the
interface reach the sliding state.
To understand this oscillatory behavior, Figure 4.7 shows the evolution of the tangential
force, t, in terms of the tangential gap, gT . In particular, this figure shows the predictor,
the Implex (the one used to achieve equilibrium) and the corrected (Implicit) force; see
Equation (4.58). These stresses along with the module of the tangential gap may be depicted
in the same figure with ease since it is a two dimensional problem and the contacting surface
is a rigid plane so all the vectors have the same direction. Additionally, normal stress acting
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Figure 4.8: Evolution in time of the tangential contact force, (a) and (b), and horizontal
displacement of a node lying in the middle of the contact surface. On the left using the
implicit scheme and, on the right, using the Implex strategy. The number stands for the
time step, ∆t. εt/εn = 0.01.
on the surface hardly varies in this particular node.
As expected from Equation (4.59), the slope between the tenso-deformational state in
the prediction and Implex is equal to the tangential penalty, εT . Larger penalty factors
produce that the distance between the Implex force and the one computed with the implicit
method increases; as a consequence, the extrapolation introduces more error to the solution.
This behavior causes the oscillation in the displacements previously observed in Figure 4.6.
Additionally, for large penalty factors the prediction force has the opposite direction of
the Implex and the Implicit ones; although this is corrected during the Newton-Raphson
iterations (i.e. the Implex stress has the correct direction), this may become a problem with
more complex problems.
In order to enhance the analysis, the influence of the time-step has also been studied in
a different parametric analysis. The value of εt = 0.01εn has been chosen since is the one





Figure 4.9: Contact forces along the interface for the one-way sliding of a square over
a plane at the end of the problem for three different finite element meshes (on top) and
vertical stress (kPa) (on the bottom).
Figure 4.8 compares the obtained total horizontal force acting on the rigid plane using
different temporal discretizations and both strategies: the implicit time-marching scheme
and Implex. Using the implicit scheme, the resulting load-time curves seems independent
of the number of time-steps used. On the other hand, using the Implex scheme results
are slightly influenced by the temporal discretization: as the number of time-steps used
to compute the solution increase, the obtained curve tends to the one resulting from the
implicit scheme. However, the first phase of the problem -which also has some contact
conditions in plasticity- and the final plastic sliding are well captured.
Figure 4.8 also depicts the evolution of the horizontal displacement of a node lying at
the center of the interface. Again, using the implicit technique, results seem independent
of the number of time steps. On the other hand, using the Implex strategy, only accurate
solutions are found if the number of time-steps is sufficiently large. On the contrary, with
a very low number of time-steps high amplitude oscillations on the displacement field are
observed. The same argument that the one presented before to interpret the oscillations
caused for high penalty factors also holds for this case.
To finalize with this exercise, the effect of the mesh coarseness is also assessed. Figure 4.9
presents the three finite element meshes used for the computations with the same penalty
factor εt = 0.01εn and time step ∆t = 0.02 s. These meshes are composed by 400, 1600 and
2304 elements respectively. The figure also depicts the contact forces along the interface
and the vertical stress, that do not show any size effect.
Figure 4.10 compares the obtained results for the three previously introduced meshes.
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Figure 4.10: Evolution in time of the total tangential force acting on the rigid plane (sum
of all tangential contact forces), (a) and (b). Evolution of the horizontal displacement of
a node lying in the middle of the contact surface. On the left using the implicit scheme
and, on the right, using the Implex strategy. The letter stands for the mesh. ∆t = 0.02 s.
εt/εn = 0.01.
Using both integration strategies, a slightly higher total frictional force is obtained for the
coarser mesh (Mesh-A). However, in terms of displacement and contact forces, the solution
is almost insensitive to the mesh size for this particular problem. For the Implex strategy,
the same oscillations on displacements is found for Mesh-B and Mesh-C; in the coarser mesh
the amplitude and decay of the oscillations is similar but with a lower frequency.
To compare the computational cost of both integration strategies, the number of itera-
tions of the Newton-Raphson scheme is used. Figure 4.11 shows the evolution of the norm
of the residual during the iterative process of solving the global problem. Curves at the
three main states are presented: during the normal movement of the plane, during the first
steps of tangential movement of the plane and, finally, during the sliding of the plane.
In the first phase almost all of the contact conditions are in slip condition whereas
half of them are in elasto-plastic conditions in the second phase. During these phases
and using an implicit method, it requires a large number of iterations in order to achieve
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I. t = 0.3
I. t = 1.1
Implex. t = 0.3
Implex. t = 1.1
Implex. t = 2.4
Figure 4.11: Evolution of the norm of the error of the global problem during the Newton-
Raphson scheme at different steps. The label I denotes implicit integration.
the desired tolerance of the norm of the residual. Part of this bad convergence may be a
consequence of some simplifications on the derivation of the linearization and varies with
the the computational time step, ∆t, and the ratio of the penalty factors, εT /εN . On the
other hand, using the Implex technique, the problem converges with only four iterations,
showing a quadratic convergence rate. This behaviour appears to confirm the hypothesis
that the Implex technique may convert the problem in step-linear (under the hypothesis
stated before) since it has a constant tangent matrix, Equation (4.59). The global problem
is not step-linear due to the geometrical nonlinearity and the utilized hyperelastic model,
that introduces a non-linear dependency between stresses and displacements.
During the last phase, the plane moves tangentially and the deformable body reaches
a steady state. The implicit integration scheme does not require to perform any iteration
and the norm of the residual is always below 10−14. This is because the obtained tangent
force at all the contact conditions is equal to the force obtained in the previous step. On
the other hand, using the Implex scheme the first guess in elasto-plastic regime is always
different from the force obtained in the previous step, see Figure 4.7 and Equation (4.57).
4.4.3 Ball penetrometer
To assess the algorithms in a more challenging problem, the development of contact forces
in a Ball is studied. Although the problem is clearly axisymmetric, it is solved using a
3D mesh; this way, the effect of neglecting several large strain geometrical terms in the
derivation of the linearized form can be assessed. Since it is beyond the scope of this
chapter, the mesh used for this example is only very fine near the penetrometer. Due to
the coarseness of the mesh and a relatively small domain, the solution is not compared to
analytical or other numerical solutions (Einav and Randolph, 2005; Zhou and Randolph,
2009).
An undrained penetration is assumed; as such, the soil is modelled with stabilized u− θ
elements and the constitutive model is characterized by E = 10000 kPa and ν = 0.49 and a
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Table 4.1: Considered cases in the Ball analysis: interface strength and application of
the Implex method to the continuum elements and to the tangential part of the contact
constraints.
α Implex element Implex contact
S1 0 no -
S2 0 yes -
R1 1 no no
R2 1 yes no
R3 1 no yes
R4 1 yes yes
Tresca plastic model with an undrained shear strength of Su = 10 kPa; as such, the rigidity
index is Ir = 335.5.
The tangential behavior of the interface follows a von Mises yield criterion:
fs = ‖t‖ − αSu (4.63)
as such, the maximum shear stress admissible between the soil and rigid body interface is
a fraction α of the undrained shear strength of the soil. The problem is axisymmetric and,
in T-Bar and Ball penetrometers, a flow-around mechanism is expected.
The penetrometer is discretized with an sphere of radii R = 0.1 m and the domain is a
cube whose edges lengths are 20R. The horizontal displacements are restricted in all the
vertical boundaries whereas all the displacements are null in the bottom boundary. At the
beginning of the simulation the soil is undisturbed and the penetrometer is placed in the
middle of the domain. A vertical stress of 100 kPa is applied in the upper boundary to
ensure the contact between the whole penetrometer and the soil throughout the simulation.
The initial stress condition follows K0 = 1. The geometry of the problem may be inferred
from Figure 4.14, that depicts the vertical stress along two different planes.
The Ball advances at a velocity of 1 m/s and the computational time step is ∆t =
0.0001s. Since a high rigidity index is used, it is expected that resistance will be mobilized
at moderate penetrations. For this reason and in order to eliminate the effect of remeshing,
the same mesh is used during all the simulation.
This example is computed six times, see Table 4.1: in the first two, the interface is
assumed smooth and in one of them the Implex scheme is applied in the integration of the
elasto-plastic constitutive equations whereas in the other one the explicit stress integration
scheme is used. A completely rough interface (α = 1) is considered in the last four cases
and combinations of applying the Implex scheme to integrate the continuum constitutive
equations and the interface interaction tractions are considered.
Figure 4.12 shows the contact stresses along the interface for a fully smooth and rough
computations. In both cases the same tendencies are observed: very large stresses are found
in the lower part of the sphere whereas they tend to decrease at the upper part. It is clear
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(a) α = 0 (b) α = 1
Figure 4.12: Ball. Contact stresses (kPa) along the interface for a smooth and completely
rough interface, (a) and (b) respectively.





































Figure 4.13: Effect of the contact roughness and the integration schemes on the normalized
penetration curves for the Ball. Subfigure (b) is a detail of subfigure (a).
that stresses computed with a rough interface have a tangential component that opposes to
the movement.
For this analysis, the main result of interest is the resistance factor, Nball, defined as
the total vertical force acting on the ball divided by the projected area and the undrained
shear strength, Su. Figure 4.13 shows the evolution of the resistance factor in terms of the
penetration. Overall, the effect of the integration strategy is limited: the same tendencies
are found in all cases and an error lower than 2% is committed in the final resistance factor.
Applying the Implex technique only to the constitutive equation of the continuum (cases
S2 and R2) tends to overestimate the resistance forces. At the initiation of the plastic regime
(approximately at z/R = 0.006) both curves exhibit an over-stress effect, that tends to get
corrected. On the contrary, if Implex is just applied to the contact constraints (case R3),
the overall response is slightly underestimated at the initiation of the problem, however as
penetration progresses the solution almost matches that obtained with the implicit algo-
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Figure 4.14: Ball. Vertical component of the Cauchy stress tensor (kPa) along two vertical
planes. Smooth interface.






































Figure 4.15: Evolution of the norm of the error of the global problem during the Newton-
Raphson scheme at t = 0.001s. Smooth cases, (a), and rough cases, (b).
rithm. Surprisingly, applying the Implex technique to both elasto-plastic models (case R4)
-at the continuum constitutive equations and at the contact constraints- results in a lower
error in the initial steps of the problem and, at the end, the same response than the case
R2 is achieved.
Again, to evaluate the computational cost of the integration methods the number of
iterations required in the iterative solver of the global problem is used. Integrating correctly
both, the continuum elements and the interface forces, represents an upper bound of the
computational cost: it requires up to 5 iterations for the smooth contact and 9 in the
fully rough case to converge. On the other hand, applying the Implex technique at both
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elasto-plastic models represents the lower bound of the computational cost: convergence
is achieved in only 3 iterations; additionally, these are the only cases where a quadratic
convergence rate is achieved.
In this particular example, the cases where the Implex technique is not set at the in-
terface are the ones that present a higher computational cost (R1 and R2). On the other
hand, the reduction of computation cost due to the application of Implex in the continuum
elements is limited (compare S1 against S2 and R3 against R4).
Exact linearization
By using the Matlab symbolic toolbox, the computation of the exact linearization is quite
straightforward in some special cases. For instance, Code 4.1 presents the Matlab file to
generate the exact linearization of the normal contact constraint particularized for a rigid
sphere. This file generates two different C codes that are then transferred to the C + +
code: one of them computes the normal force and the other the tangent matrix to the
normal force. It must be pointed out that it is not verified that the penetration function is
less than zero since it is performed elsewhere in the code.
Eventually, the same procedure could be applied to the linearization of the tangential
contact forces. An script to compute this linearization has been coded. However, due to the
complexity of the tangent matrix, version 2017a is not capable of exporting the linearized
form to a C code.
In short, by using this procedure it is expected to obtain the exact linearization of the
normal n in Equation (4.33), which has been neglected. The nodal contribution of the nor-
mal contact constraint may be obtained from Equation 4.31 that, after some manipulation,
yields:





− (xi − xs)
)
(4.64)
where xi is the current position of node i whereas Ai is the contacting area associated to
node i. xs is the current center of the sphere and R its radius. The variation of Ai is not
considered in this linearization.
Interpreting the results of Matlab, one can get that the linearization of the normal
contact constraint between a rigid sphere and a deformable media is:
δuC
normal







In order to evaluate the use of the exact linearized form the previous example is recom-
puted for the smooth contact interface. This way, the effect of the non-linearity induced by
the elasto-plastic contact condition is obviated. The only result of interest is the computa-
tional time, since the same results are obtained because the only difference between both
analyses lies in the tangent matrix of the system.
Figure 4.16 compares the evolution of the norm of the residual in the iterative procedure
to solve the global problem. Surprisingly, the first step requires 9 iterations to converge
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Matlab code 4.1: Matlab file to compute the exact linearization of the normal contact




4 ndim = 3
5
6 % Time
7 syms time positive;
8
9
10 % Sphere and its movement
11 syms RadiiSphere positive;
12 XSphere = sym('xsphere', [ndim 1], 'real');




17 syms ContactArea positive;
18 syms penaltyN positive;
19
20 % MeshNode
21 XNode = sym('xnode', [ndim 1], 'real');
22
23 % Normal Stress calculation
24 NormalStress = zeros(ndim,1);
25 NormalStress = penaltyN * ( RadiiSphere * (XNode-XSphere) / ...
norm(XNode-XSphere) -(XNode - XSphere));
26 NormalForce = NormalStress * ContactArea;
27
28 % Tangent matrix calculation
29 TangentMatrixNormal = sym(zeros(ndim));
30 for i = 1:ndim
31 for j = 1:ndim




36 % Generate the code
37 ccode(NormalForce, 'file', 'NormalForceFile')
38 ccode(TangentMatrixNormal, 'file', 'KNormalForceFile')
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Figure 4.16: Evolution of the norm of the error of the global problem during the Newton-
Raphson scheme at the first and tenth steps using the exact and an approximated lineariza-
tion.
using the exact linearization whereas only 4 with the approximated one. At the tenth step
both simulations converge with a similar rate.
This behavior can be easily understood comparing both tangent matrices. The only
difference appears in the second term of the exactly linearized form, Equation (4.65), that
is not considered in the approximated one. In fact, a large penalty parameter produce that
gn≪ R; as such, this term is negligible compared to the first one. As a consequence, the
exact and approximated matrices are not that different and the same convergence rates are
observed.
4.4.4 Triaxial test
The final example of this chapter consists on the simulation of drained and undrained
triaxials in a Modified Cam Clay soil, where the friction between the soil and the plates is
also considered. The difficulty of this example lies in the complex constitutive model of the
deformable domain (where softening is expected) and the use of the Coulomb friction law
in terms of effective stress:
fs(t, σ
′
N ) = ‖t‖ − µ |σ′N | (4.66)
An sketch of the problem is depicted in Figure 4.18, that consists of an axisymmetric
mesh; due to the resulting symmetry only the top half of the problem is simulated. The
height of the sample is twice its radium. Then, the radial displacement is restricted on the
left boundary whereas null vertical displacement is imposed in the bottom of the domain.
In the undrained simulations null flux boundary conditions are imposed in all the boundary
of the domain; on the other hand, a very large permeability is considered to allow for
equalization. Table 4.2 presents the values of the constitutive parameters. The continuum
is discretized with u− θ − pw elements (see Section 5.3).
Figure 4.17 shows the load-axial strain curves for both, drained and undrained con-
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Table 4.2: Constitutive parameters adopted for the Cam Clay in the simulation of triaxial
tests.
κ∗ p0 (kPa) α G0 (kPa) λ
∗ pc0 (kPa) M OCR
0.01666 10.0 23.50 400.0 0.10 70 1.0 7
ditions. All curves share a common trade: at large axial deformations the load tends to
slightly increase. This effect is produced due to the inclusions of large strains in the formu-
lation: during the deformation the sample increases its base. Drained simulations present
a remarkable softening, whereas the undrained counterpart doesn’t show any. The load-
displacement curves do not seem to be affected by the inclusion of the rough interface. In
addition, the smooth case has been computed with two different structured meshes with
two different characteristic element size; it is found that the load-displacement curve is not
much influenced by the element size.
Figures 4.18 and 4.19 presents the contact force along the interface of drained and
undrained simulations, respectively. Although very low interface friction ratios have been
considered (µ ranging from 0.05 to 0.1), tangential contact forces only appear at the distal
part of the interface and almost the same results are obtained with both friction coefficients.
These figures also depict the preconsolidation pressure for all the analyses. Only the
undrained simulations with a smooth interface presents almost uniform distributions. A
uniform distribution might also have been expected from the drained simulations with
the smooth interface. However, even at the first elastic computational steps the stress
distribution is not uniform since the used contact strategy does not fulfill the contact patch
test, as shown before. This small non-homogeneities in the stress fields during elasticity
facilitate that the sample deform very differently in subsequent steps. As such, the inferior
part of the sample remains in elastic regime in almost all the analysis whereas the upper
part presents high levels of softening. This problematic can be easily solved prescribing
displacements on the top of the sample instead of a contact interface. It must be pointed out
that the results with two different computational meshes suggest that the used formulation
does not suffer from high levels of mesh-sensitivity.
4.5 Concluding remarks
In this chapter, the basic relations of contact kinematics, the contact constraints and the
contact boundary problem have been reviewed. In this work, contact constraints are dis-
cretized with a penalty method and the tangential part is modeled by an elasto-plastic
analogy, that has been formulated in a way that fulfills the objectivity requirements. The
contact tangential stresses are integrated implicitly and the developed algorithm retains the
formal structure of one dimensional return mapping. Meanwhile, it has been noted that
in the contact between an impervious rigid body and a deformable porous media, contact
constraints are fulfilled naturally by using the simplified u− pw formulation.
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Figure 4.17: Triaxial test. Sum of the vertical contact force in terms of the axial strain
for drained, (a), and undrained simulations, (b), for different interface friction ratios, µ. In
the smooth cases, the letter ”F” stands for the fine mesh whereas ”C” is the coarse one.
(a) µ = 0 (b) µ = 0 (c) µ = 0.05 (d) µ = 0.1
(e) (f) (g) (h)
Figure 4.18: Drained triaxial. Contact stresses along the interface and preconsolidation
pressure (kPa) for different meshes and interface frictions
In order to assess the implementation, first the contact patch test has been evaluated.
While the plane strain and 3D implementation fulfill the patch test, the axisymmetric
counterpart fails this test; it has been shown that this behavior is a consequence of an
insufficient integration of the contact constraints.
The effect of the mesh discretization, the time step and the ratio between the tangential
and normal penalty factors has been assessed in a simple example, the sliding of a deformable
body on a rigid plane. Using the implicit integration technique results are not highly
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(a) µ = 0 (b) µ = 0 (c) µ = 0.05 (d) µ = 0.1
(e) (f) (g) (h)
(i) (j) (k) (l)
Figure 4.19: Undrained triaxial. Contact stresses along the interface, preconsolidation
pressure (kPa) and Jacobian for different meshes and interface frictions
influenced by the time-step nor the spatial discretization. It has been shown that results
are independent of the ratio between the penalty factors if this ratio is large enough.
Due to the similar formal structure of the elasto-plastic analogy with the classical
gauss point elasto-plastic return mapping, an Implex integration scheme has been con-
sidered (Oliver et al., 2008). Numerical results have shown that the Implex method applied
to the contact algorithms supplies additional computability capabilities with respect to the
implicit integration of the contact forces. Due to the extrapolation nature of this scheme,
results are influenced by the time-discretization and the ratio between penalty-ratios. How-
ever, the inclusion of a non-smooth interface may not introduce a new source of non-linearity:
in some cases (the contact between a deformable body with a rigid plane) the tangent ma-
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trix to the contact forces is constant, making the problem step-linear. Evidences of this
behaviour have been shown.
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Chapter 5
Development of mixed stabilized
formulations for Soil Mechanics
The main items of the computational framework have been presented in the previous chap-
ters; namely, the Particle Finite Element Method, the numerical treatment of the balance
equations, the constitutive models along with the imposition of contact constraints. As
such, the basic framework for the simulation of geotechnical insertion problems in clay have
been described. However, an important feature of this kind of problem is that incompress-
ibility may arise either from undrained conditions or as a consequence of material behavior;
incompressibility may lead to volumetric locking of the low-order elements that are typically
used in PFEM.
In this chapter, two different three-field mixed formulations for the coupled hydro-
mechanical problem are presented, in which either the effective pressure or the Jacobian are
considered as nodal variables, in addition to the solid skeleton displacement and water pres-
sure. Additionally, several mixed formulations are described for the simplified single-phase
problem due to its formal similitude to the poromechanical case and its relevance in geotech-
nics, since it may approximate the saturated soil behavior under undrained conditions. In
order to use equal order interpolants in displacements and scalar fields, stabilization tech-
niques are used in the mass conservation equation of the biphasic medium and in the rest of
scalar equations. Finally, all mixed formulations are assessed in some benchmark problems
and their performances are compared.
The linearization of the mixed formulations developed in this chapter is presented in
Appendix C.
5.1 Introduction
For many porous materials, and particularly for water saturated soils, most observed me-
chanical responses cannot be explained without considering the fluid filling its pores. The
appropriate general framework is that of poromechanics in which the continuum is consid-
ered to be composed of two phases (solid skeleton and water) whose interaction is expressed
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in appropriately formulated linear momentum and mass balance conservation laws. Ex-
tending PFEM to deal with poromechanics-based hydromechanical coupling seems then a
necessary step to make the method relevant to a large class of soil mechanics problems.
There are two extreme situations for hydromechanical coupling (Potts and Zdravković,
2001). The first one corresponds to freely drained conditions. In this case, there is no
change in the fluid pore pressure and changes in total and effective stress coincide. The
second situation corresponds to fully undrained conditions: there is no relative motion
between water and soil skeleton and the mixture behaves like an incompressible material.
These extreme situations may be dealt with using simpler single-phase formulations. For
instance, for undrained conditions, elasto-plastic formulations using a quasi-incompressible
elastic model alongside an isochoric plastic law are applicable.
Simpler models have several advantages, amongst them faster computation, but their
field of applicability is limited to purely drained or undrained situations. A fully coupled
formulation is required to address the full range of potential geotechnical problems. Natu-
rally, a fully coupled formulation should have both free draining and undrained behaviour
as limiting cases.
Undrained conditions in water-saturated soils result in quasi-incompressible behavior.
This causes a well-known numerical problem when using the Finite Element method: vol-
umetric locking of low-order finite elements. Volumetric locking introduces numerical stiff-
ening and spurious high spatial variability in the solution, eventually leading to numerical
instability. The reason behind this behaviour is the failure to satisfy the Babuska-Brezzy
conditions (Babuška, 1971; Brezzi, 1974) or the equivalent inf-sup condition (Bathe, 2001)
due to an improper finite-dimensional space in the finite element discretization. To avoid
this problem two strategies are common: either to use more complex, but stable, finite
elements (Taylor and Hood, 1973; Raviart and Thomas, 1977), or to apply stabilization
procedures to originally unstable finite elements (Preisig and Prévost, 2011; Truty and
Zimmermann, 2006; Oñate et al., 2004). In the latter approach, locking is mitigated at the
cost of using a mixed formulation, thereby introducing extra degrees of freedom per node
with respect to the primal formulation. Incompressibility may also arise under general
drainage conditions in constitutive models of materials that predict zero volume change.
This is the case, for instance, when failure is reached in Critical State soil models.
Addressing volumetric locking is thus necessary either in the fully coupled hydrome-
chanical formulation or in the single-phase undrained approximation. The option adopted
here to deal with this problem is the use of mixed formulations solved with low-order sta-
bilized elements. This option has several advantages. First, in most cases it offers equal
performance at lower computational cost than the use of higher order elements. Secondly,
as pointed by Sun et al. (2013, 2014), it is better adapted to cases were incompressibility
may result from the mechanical behavior of the solid phase itself. Finally, it is easily adapt-
able to both the coupled hydromechanical and single-phase undrained formulations, taking
advantage of their similar formal structure.
There are several possible mixed stabilized formulations which are relevant for these
problems (Pastor et al., 2000; Preisig and Prévost, 2011). In this work alternative mixed
stabilized formulations both for total stress and for coupled hydromechanical analyses at
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large strains are explored. In the total stress case, only the linear momentum balance
equation is solved with a nearly incompressible elastic model and an isochoric plastic law.
In the coupled hydromechanical case, the system of equations of linear momentum and mass
balance equations is solved using a monolithic approach whereas the solid skeleton follows a
critical state plasticity model. Thus, volumetric locking caused either by incompressibility
at nearly undrained conditions or by incompressibility of the solid skeleton are both dealt
with.
This chapter is structured as follows: first, the balance equations for the mechanical
problem and the hydromechanical problem are described in its primal and mixed form in-
cluding the stabilization terms. Then, the comparative performance of the different formula-
tions implemented is explored via benchmark problems: first for the single-phase mechanical
problem, and then for the hydromechanical problem. Finally, a number of conclusions are
drawn. The linearization of the mixed formulations may be found in Appendix C.
5.2 Single-phase mechanical media
This section presents the balance equations relevant for the case of a single-phase contin-
uous media. The governing equations are presented both in their primal form and then
using mixed forms. After describing the stabilization procedures, the stabilized Galerkin
expressions of the formulations are presented.
5.2.1 Strong form of the balance equations
A quasi-static linear momentum displacement-based finite element formulation in updated
Lagrangian form (i.e. expressing all quantities and their derivatives in the deformed con-
figuration), valid for two- and three- dimensional conditions may be written as:

∇ · σ + b = 0 in Ωt × (0, T )
u(X, t = 0) = u0 in Ω0
u(X, t) = u in Γu × (0, T )
n · σ = t in Γt × (0, T )
(5.1)
where σ = σ̂(F , V ) is the Cauchy stress tensor, σ̂ stands for the appropriate constitutive
equation for path dependent materials (large strains elasto-plastic constitutive equations
based on the multiplicative split (Simo, 1998) are used here, see Chapter 3), F is the
total deformation gradient and V represents the set of internal variables of the model. u0
stands for the initial displacement, b is the external body force vector and ∂Ωt = Γu ∪ Γt
(Γu ∩ Γt = ∅) defines the boundary of the domain where displacements u and tractions t
are prescribed.
The same problem may be restated using a mixed two-field displacement-pressure (u−p)
formulation. Introducing a volumetric/deviatoric decomposition of the Cauchy stress tensor,




∇ · (dev(σ) + p1) + b = 0 in Ωt × (0, T )
p− (131 : σ) = 0 in Ωt × (0, T )
u(X, t = 0) = u0 in Ω0
u(X, t) = u in Γu × (0, T )
n · (dev(σ) + p1) = t in Γt × (0, T )
(5.2)
where dev(σ) is the deviatoric part of the Cauchy stress tensor, p is the Cauchy pressure
and 1 stands for the second order identity tensor.
This kind of formulation is usually employed in Solid Mechanics to treat quasi-incom-
pressible, pressure-insensitive materials. However, the aim is this work is to employ complex
elasto-plastic models with coupled volumetric-deviatoric response even in the elastic regime.
This is the reason beneath the fact that, in contrast with the common approach in Solid Me-
chanics (Zienkiewicz et al., 2005; Bathe, 2006), the definition of the volumetric constitutive
model -Equation (5.2)2- has not been introduced.
A three-field displacement-Jacobian-pressure (u−θ−p) finite element mixed formulation
of the same problem is also possible (Simo, 1998; Zienkiewicz et al., 2005), where the volume
in the current configuration per unit volume in the reference state, θ, is introduced in
addition to displacements and pressure.
On the one hand, Simo (1998) proposed a formulation based on the same strong form
where pressure and volume change variables are approximated by different order shape
functions; not only that, these variables are discretized by element-discontinuous shape
functions, so the value of the pressure and volume change fiels may be evaluated explicitly
at element level based on displacements and the stress tensor. As such, the non-linear
system of equations that appear after introducing the discretization may be written only
in terms of the displacement field. Additionally, in the development of the formulation it
is assumed that the volumetric and deviatoric response are uncoupled, the pressure field is
computed with p =
σx + σy
2
in plane strain conditions and, finally, instead of approximating
the Jacobian, J = det F, the degree of freedom corresponding to the volume change is used
for the Hencky strain, εv = lnJ .
On the other hand, the formulation proposed by Zienkiewicz et al. (2005) admits con-
stitutive models whose volumetric and deviatoric resopnse is coupled. However, no special
treatment to plane strain conditions is given. As it will be shown in Appendix C, the tan-
gent stiffness matrix to be used in the Newton-Raphson algorithm is different in plane-strain
conditions and three-dimensional problems.
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+ b = 0 in Ωt × (0, T )
J − θ = 0 in Ωt × (0, T )
p− (1
3
1 : σ̆) = 0 in Ωt × (0, T )
u(X, t = 0) = u0 in Ω0











= t in Γt × (0, T )
(5.3)
where J = det(F) is the determinant of the deformation gradient, θ is the volumetric
deformation and σ̆ = σ̂(F̆ , V ) is the Cauchy stress evaluated with the assumed deformation
gradient F̆. For this formulation, the second Piola-Kirchhoff stress tensor is related to the




F̆ · S̆ · F̆
T
(5.4)
The assumed deformation gradient is defined as:
F̆ = F̆v · Fd = (θ
1













That is, the deviatoric part of the deformation gradient, Fd, is preserved whereas the
volumetric part, F̆v, is replaced with the θ variable. Note that in this formulation the
Cauchy stress tensor depends on both, displacements and on the Jacobian. Despite that,
the usual form of strain-driven stress integration schemes are completely suitable for this
formulation.
In plane strain conditions, the assumed deformation gradient, Equation (5.5), has to be
redefined in order to guarantee that the out of plane component of the deformation is equal
to unity. As in the F-method (F-bar method), the two-dimensional assumed deformation
















The previous formulation adds two extra balance equations with respect to the displace-
ment-based formulation. As it will be shown in Section 5.2.3, where the discrete Finite
Element equations are presented, this fact results in the addition of two degrees of freedom
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per node (θ and p) with respect to the primal formulation. It becomes unclear which of the
two extra equations may be then responsible for any improvement on the volumetric locking
effect. To clarify this point, a third mixed formulation, having only the displacement u and
the volume deformation θ as independent variables (the u − θ formulation), will also be
assessed:

∇ · σ̆ + b = 0 in Ωt × (0, T )
J − θ = 0 in Ωt × (0, T )
u(X, t = 0) = u0 in Ω0
u(X, t) = u in Γu × (0, T )
n · σ̆ = t in Γt × (0, T )
(5.8)
5.2.2 Weak form
The weak form of the formulations are obtained as usual, multiplying the strong form of
the balance equations for test functions and integrating over the entire domain. To show
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ζ(J − θ) 1
J







dΩt = 0 ∀q ∈ Q
(5.9)
where Idklij = Iklij −
1
3δlkδij is the deviatoric projection tensor. Being η ∈ V, ζ ∈ G and
q ∈ Q valued functions in the space of virtual displacements V, virtual volume Jacobians
G, and virtual pressures Q, respectively.
5.2.3 Finite element discrete equations
In order to obtain the finite element discrete equations of the weak form of the mixed
formulations, first the nodal variables are approximated with the FE shape functions

uh = Nu · ũ
θh = N · θ̃
ph = N · p̃
(5.10)
where uh, θh and ph are finite element approximations of displacement, the Jacobian and the
pressure whereas ũ, θ̃ and p̃ are the nodal values. The same order interpolation functions are
used for scalar fields and displacements: N = [N1, N2, ..., Nn] and Nu = [N11, N21, ..., Nn1]
where n is the number of nodes.
The matrix form of the Galerkin expression of the u−θ−p formulation, Equation (5.3),






) + Q · p̃ = f ext
M · θ̃ = f θ
M · p̃ = fp(σ̆)
(5.11)
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where B has the same form that the small deformation strain-displacement matrix (Zienkiewicz
and Taylor, 2000) and σ corresponds to the Voigt notation of tensor σ.
5.2.4 Stabilization of the mechanical problem. Final matrix form.
In our approach, linear shape functions are used for all the variables of the mixed for-
mulations. The stabilization method used is the so-called Polynomial Pressure Projection
(PPP) proposed by Bochev et al. (2006); Dohrmann and Bochev (2004). This technique
has already been introduced in Section 2.4.8, where it has been applied to stabilize the mass
balance equation of the hydro-mechanical problem.
To stabilize the mixed forms given by Equations (5.2), (5.3) and (5.8) we add at each





(p− p̆) dΩ0 = 0 (5.18)
where αs is the stabilization parameter, µ is the material shear modulus and p̆ is the best
approximation of the pressure p in the space of polynomials of order O(Q0).
Then, the discrete and stabilized finite element equations of the u− θ − p formulation,














Ms) · p̃ = fp(σ̆)
(5.19)









N̆T · N̆ 1
J
dΩt (5.20)
where N̆ are the set of projected polynomials; in the case of linear triangles, these local
element polynomials are N̆e = [1/3, 1/3, 1/3].
On the other hand, the discrete stabilized equation of the u − θ formulation, Equa-
tion (5.8), is expressed as 




Ms) · θ̃ = f θ
(5.21)
And finally, the equations of the u− p formulation, Equation (5.2), read





Ms) · p̃ = fp(σ)
(5.22)
5.3 Fluid-saturated multiple phase porous media
This section extends the previously introduced stabilized mixed formulations for one-phase
problems to the hydromechanical formulation of fluid-saturated porous media. As such, first
the strong form of the governing equations is presented in its primal form and two mixed
formulations are proposed. After describing the discrete finite element matrix expression,
the stabilizations methods are presented.
5.3.1 Strong form
The balance of mass and linear momentum equations for multiple-phase deformable porous
media using a displacement-water pressure (u− pw) formulation in quasi-static cases, may
be written in the current deformed configuration as:
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
∇ · σ + b = 0 in Ωt × (0, T )
−1
κw
ṗw +∇ · v +∇ · vd = 0 in Ωt × (0, T )
u(X, t = 0) = u0 in Ω0
pw(X, t = 0) = pw0 in Ω0
u(X, t) = u in Γu × (0, T )
n · σ = t in Γt × (0, T )
pw(X, t) = pw in Γpw × (0, T )
−n · vd = g in Γg × (0, T )
(5.23)
where pw is the Cauchy water pressure, (ṗw =
dpw
dt ) is the material time derivative with
respect to the solid phase, κw is the water compressibility and v
d is the Darcy’s velocity.
The boundary of the domain is divided in two parts, ∂Ωt = Γpw ∪Γg (Γpw ∩Γg = ∅), where
fixed water pressure pw and prescribed water flow g are imposed.
According to the principle of effective stress, the total stress tensor, σ, is equal to the
sum of the pore pressure, pw, and the effective stress, σ
′:
σ = σ ′ + pw1 (5.24)
and the effective stress, which only depends on the strains of the solid skeleton, is defined
as
σ ′ = σ̂ ′(F , V ) = dev(σ ′) + p′1 (5.25)
Two different mixed formulations for the coupled poromechanics problem are explored
for use in PFEM. The first one is the displacement-effective pressure-water pressure (u −
p′ − pw), which is expressed in the strong form as follows:
∇ · (dev(σ) + p′1+ pw1) + b = 0 in Ωt × (0, T )
p′ − (131 : σ
′) = 0 in Ωt × (0, T )
−1
κw
ṗw +∇ · v +∇ · vd = 0 in Ωt × (0, T )
(5.26)
The second mixed-formulation explored is a displacement-Jacobian-water pressure (u−
θ − pw) formulation given by:
∇ · (σ̆ ′ + pw1) + b = 0 in Ωt × (0, T )
J − θ = 0 in Ωt × (0, T )
−1
κw
ṗw +∇ · v +∇ · vd = 0 in Ωt × (0, T )
(5.27)
In both formulations (Equations (5.26) and (5.27)), the appropriate initial and boundary
conditions are considered.
For completeness a displacement-Jacobian-effective pressure-water pressure (u−θ−p′−
pw) formulation could have been also eventually tested. This has not been done, since, as
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shown below, results for the single-phase media indicated that the extra degree of freedom
added in the more complex formulation did not achieve any relevant improvement in the
solution with respect to simpler mixed formulations.
5.3.2 Finite element discrete equations
After obtaining the weak form of the problem, the semi-discrete equations of the primal
formulation, Equation (5.23), are given by:P(σ
′) + Q · p̃w = f ext
Q?T · ˙̃u− 1
κw
M · ˙̃pw −H · p̃w = fpw
(5.28)
where the water pressure is approximated as phw = N · p̃w, the constitutive equation of the


























where g is the gravity.
5.3.3 Stabilization of the mass conservation equation. Final matrix form.
As already commented -Section 2.4.8- , the monolithic approach of the hydromechanical
problem fails to satisfy the inf-sup condition in the undrained limit if equal order interpolants
are used for both displacement and water pressure Pastor et al. (2000).
Introducing the Fluid Pressure Laplacian stabilization term (FPL) Preisig and Prévost
(2011) -that has been presented in Section 2.4.8-, the semi-discrete equations of the primal
formulation, Equation (5.23), are given byP(σ


















is the stabilization matrix and τ is the stabilization factor.
On the other hand, the mixed formulations, Equations (5.26) and (5.27), read




















Ms) · θ̃ = f θ







· ˙̃pw −H · p̃w = fpw
(5.35)







As before PPP stabilization of the scalar balance equation is applied in the u− p′ − pw
and u− θ− pw formulations. In addition, the mass balance equation is also stabilized in all
cases, using the procedure that is described above.
These equations are solved with a monolithic approach and an implicit time integration




∆t and the velocity of the solid skeleton is
˙̃u ≈ ∆ũ∆t =
ũt+∆t−ũt
∆t .
On the mixed u− θ − pw formulation the following relation is used






In this section, a set of examples of increasing numerical complexity are employed to assess
the performance of the different mixed formulations presented above in PFEM. An effort
is made to separate effects due to the specific choice of mixed formulation from issues that
are related to other aspects of PFEM. The first two examples involves the indentation of
a rigid-strip footing into a single-phase incompressible material (representing an undrained
soil). In the third example, a flexible circular footing resting in a Modified Cam Clay soil
is used to assess the two-phase formulations; a wide range of loading conditions -ranging
from drained to undrained- are used. Finally, the method is applied to the modeling of
a more challenging geo-mechanical problem: a Cone Penetration Test with pore pressure
measurement (CPTu).
5.4.1 Footing nearer a vertical cut on a one-phase deformable media
The first computational analysis consist of total stress penetration of a strip footing that
is located near a vertical cut. This is a classic example problem analyzed, among others,
by Pastor et al. (1999). The domain consists of a square whose edges are five times the width
of the footing; all the displacements are restricted at the bottom of the domain whereas
the horizontal displacements are restricted to zero in the right boundary. The objective
of this example is to compare the displacement-based finite element formulation with the
mixed stabilized displacement-pressure (u − p) formulation to tread quasi-incompressible
materials.
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Figure 5.1: Footing near a vertical cut. Normalized settlement vs normalized resistance
using the primal and mixed displacement-pressure formulation.
The soil is assumed weightless and characterized by a shear modulus, G = 100 kPa,
a Poisson’s ratio, ν = 0.49, and the undrained shear strength, Su = 1 kPa. Due to the
symmetry of the problem, a two-dimensional plane-strain model is used. A vertical velocity
is applied on the top of the footing, idealized as an elastic material of shear modulus
two orders of magnitude higher than that of the soil. Remeshing is disabled in a first
computation, to assess the effect of the mixed formulation in isolation. The mesh is depicted
in Figure 5.2.
Figure 5.1 presents the curve normalized settlement vs normalized soil resistance. The
first thing to note is that in the curve obtained by using the primal formulation the normal-
ized resistance increase continuously. On the other hand, by using the mixed stabilized u−p
formulation after a normalized penetration of z/B = 0.02 the value of the resistance re-
mains almost constant. In general higher resistances are found at every displacement when
using the primal formulation. Finally, it is noted that the normalized resistance obtained
with the mixed-stabilized formulation is slightly higher than 2, which is in agreement of the
results presented by Pastor et al. (1999).
The behavior of the primal formulation is a consequence of the severe volumetric locking
affecting low order finite elements. Furthermore, as shown in Figure 5.2, the results obtained
using the primal formulation present high amplitude spatial oscillations on the total mean
stress field whereas a much smoother distribution is found when using the mixed-stabilized
formulation. It should be noted that for the primal formulation, the total mean stress is
computed as the trace of the Cauchy stress tensor at integration points whereas for the
mixed u− p formulation corresponds to the nodal variable. Additionally, using the primal
formulation, localization takes place in a shear plane whose orientation is influenced by the
preferential mesh orientation. On the other hand the localization plane obtained by the




























































































































































Figure 5.2: Footing near a vertical cut. Comparison between the primal formulation, (a)
and (c), and the mixed-stabilized displacement-pressure formulation, (b) and (d). Incre-
mental plastic shear strain, (a) and (b). Total mean stress (kPa): elemental variable (c)
and nodal variable (d).
5.4.2 Rigid footing resting on a one-phase deformable media
In this example, a rough rigid strip footing is pushed into a weightless Tresca soil. Footing
displacement is imposed using Dirichlet boundary conditions. Due to the symmetry of the
problem, only half of the problem is computed. The geometry of the domain (initial and
final mesh) is depicted in Figure 5.3. Geometry and constitutive parameters (E = 100
kPa, ν = 0.495 and Su = 1 kPa; resulting in a rigidity index, Ir = G/Su, of 33), are
identical to those used by Kardani et al. (2014). These authors analyzed this problem
using an ALE (Arbitrary Lagrangian-Eulerian) method, investigating the effect of different
high-order elements on the primal formulation.
Figure 5.4 presents curves of normalized settlement vs normalized soil resistance for the
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(a) (b)
Figure 5.3: Rigid Footing test. Ir = 33. Initial and final finite element mesh with
indication of the position of the vertical profile. Contour plot of the pressure (kPa).

































Figure 5.4: Rigid Footing test. Ir = 33. Normalized load-displacement curve for different
formulations along with the reference solution of Kardani et al. (2014).
three stabilized formulations. The normalized limit resistance provides a bearing capacity
factor for this problem, Nc = q/Su, where q is the vertical stress applied by the footing and
Su the strength of the soil. A reference solution from Kardani et al. (2014) (obtained with
21-noded elements) is also included for comparison purposes.
It is clear that all the solutions obtained with stabilized formulations match the reference
solution. The oscillations in these curves result from errors introduced at remeshing events
and are independent of the mixed formulation employed. Indeed, the sudden drops in
resistance are related to the size of the elements close to the rigid footing. With the mesh
adaptive procedures of PFEM nodes initially belonging to the contour of the domain are
kept at the contour and its position is never modified. However, to maintain accuracy,



































































Figure 5.5: Rigid Footing test. Ir = 33. Stress state along the vertical line indicated in
Figure 5.3 at a penetration depth of z/B = 1; Cartesian components of the Cauchy stress
(a) and stress invariants (b). u− p (red), u− θ (green) and u− θ − p (blue).
becomes to large, or a node may be deleted when it comes too close to another node. In this
problem, the last node with prescribed displacements (representing the footing corner) and
the first node without restrictions (corresponding to the soil adjacent to the corner) tend
to separate. The insertion of a new node in the middle of this segment causes the periodic
drops in the resistance curves.
The effect of the different mixed formulations is more visible in the vertical profiles
of stresses presented in Figure 5.5(a). Stresses obtained with the u − θ − p and u − θ
formulations show smaller scatter than those resulting from the u − p formulation show
more. This is even clearer when the stress invariants alongside the same vertical are plotted
(see Figure 5.5(b)); the main differences affect the Lode angle, that it is almost coincident
for the two formulations that have the Jacobian as a nodal variable. In contrast, in the
formulation that does not have the Jacobian as a nodal variable, the Lode angle shows a
large scatter, particularly on the upper 2 m, where the plastic region is located. Due to the
definition of the yield surface, the scatter in Lode angle explains also the variations of the
second stress invariant (J2) in the same region.
It may be questioned if the stress scatter noticed above is due solely to the choice of
mixed formulation. To clarify this aspect a further analysis has been performed. The
geometry and definition of the problem are the same, but now the soil is considered more
rigid (E = 1495 kPa, ν = 0.495, Su = 1 kPa resulting in Ir = 500), so that failure will be
reached at lower displacements. Also, mesh refinement is disabled.
Figure 5.6 shows the mesh at the end of computations; since displacements are small, the
mesh is not distorted, despite the achievement of a clear limit load (at a footing penetration
z/B = 0.02; see Figure 5.7). As before, the differences in normalized resistance between the
formulations are small, with the u − p formulation indicating a slightly higher (2%) limit
load. More importantly perhaps, the vertical profiles of stress components and invariants,
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Figure 5.6: Rigid Footing test. Ir = 500. Final finite element mesh with indication of the
position of the vertical profile. Contour plot of the pressure (kPa).






























Figure 5.7: Rigid Footing test. Ir = 500. Normalized load-displacement curve for different
formulations.
Figure 5.8, show unequivocally that including the Jacobian as a nodal variable practically
eliminates the scatter on computed Lode angle. Although in this problem such scatter has
not caused significant problems at the global scale, this may not always be the case.
5.4.3 Flexible circular footing resting on a two-phase deformable media
The various two-phase formulations are examined using a problem that involves a flexible
circular footing loading in a compressible clay. A similar geometry to the previous example is
used; however, this case is axisymmetric and the footing is discretized with a load boundary
condition. The model has a 0.25 m thick layer of elastic material placed on the top of the
domain in order to avoid the problems that arise in the Modified Cam Clay model when the
stress state approaches zero effective pressure. This layer of elements is always discretized
using u− pw elements. The initial stress state is obtained using a value of the coefficient of
lateral stress, K0 = 0.5. The problem and the values of the constitutive parameters (Table










































































Figure 5.8: Rigid Footing test. Ir = 500. Stress state along the vertical line indicated
in Figure 5.6 at a penetration depth of z/B = 0.02; Cartesian components of the Cauchy
stress (a) and stress invariants (b). u− p (red), u− θ (green) and u− θ − p (blue).
strain conditions and the initial stress state was obtained differently.
A vertical load of 100 kPa is applied at a constant rate over a period of time; afterwards,
this load is held constant to allow consolidation. Three different loading times (Tl) are used:
0.001, 10 and 1000 days. The computational time-step is ∆t = Tl/25.
Figure 5.9 depicts the vertical displacement at the centerline of the footing as a function
of the normalized time, t/Tl. For the fastest and slowest loading rates displacements cease
to increase once the loading phase ends. Loading at the intermediate rate shows initial
stiffness similar to the fast case and final settlement similar to the slow case. Figure 5.9
also plots the variation of water pressure at a point located below the footing center at a
depth equal to the footing diameter. For the fastest loading rate, water pressure increases
until the end of the loading phase; then remains constant. At the slowest loading rate no
excess of pore pressure is generated, although a small hydrostatic increase (from 10 kPa at
the initial state to 10.30 kPa at the end of the problem) is computed due to the settlement
of the observation point. For the intermediate loading velocity the water pressure increases
initially, attains a maximum at the end of loading and then decays.
In summary, the response is fully undrained in the fast case, fully drained in the slowest
case and shows some consolidation at the intermediate loading rate. For the three loading
rates there is little discrepancy between the solutions computed with the different formu-
lations. The u − pw formulation predicts slightly smaller settlements and (at the faster
loading rate) smaller pore pressure generation.
5.4.4 Cone penetration test
The cone penetration test (CPTu) is one of the most widely used in situ geotechnical testing
methods. During the test an instrumented cone is pushed into the ground at a controlled
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Table 5.1: Constitutive parameters adopted for the flexible circular footing example
ρm κ
∗ p0 α G0 λ
∗ OCR M k′p E ν
(kg/m3) (kPa) (kPa) (m/s) (kPa)
MCC 2 · 103 0.05 10.0 0.0 200.0 0.10 1.5 1.0 8.64 · 10−4 - -
Elastic 2 · 103 - - - - - - - 1.0 1000 0.0






























































Figure 5.9: Hydromechanical footing. Evolution of displacements at the centerline (on
top) and water pressure beneath the footing (bottom) for the three loading rates: Rapid
(R), Intermediate (I) and Slow (S).
rate. Tip resistance and sleeve friction are always recorded, and, very frequently, the pore
water pressure just behind the cone tip (u2 position, see Robertson (2009)) is also measured.
From these measurements, stratigraphy and constitutive soil parameters are estimated based
mostly on empirical correlations.
A CPTu in a Modified Cam Clay soil is performed. The cone is assumed rigid and
smooth; contact between cone and soil is enforced using a Penalty method. Soil parameters
are listed in Table 5.2; these values and the geometry of the problem try to mimic the case
examined by Sheng et al using an ALE method (Sheng et al., 2014).
The soil is weightless and the initial stress state imposed is given by σ′v = −57.5 kPa and
σ′h = −28.9 kPa. At the beginning of the computation the cone is wished-in-place with the
tip at a depth of 2.8 cone radii. The cone is advanced downwards at 2 cm/s; a parametric
analysis performed by Sheng et al. (2014) indicates that undrained conditions will prevail
at that velocity.
Net cone tip resistance, qc, computed adding vertical forces from nodes at the cone tip
and subtracting the initial vertical stress, is represented against normalized penetration in
Figure 5.10. Pore water pressure at the u2 position -computed interpolating from boundary
nodes closer to the cone shoulder point- is shown in Figure 5.10(d). Results are presented
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Table 5.2: Constitutive parameters adopted for the Cam Clay in the CPT example
κ∗ p0 (kPa) α G0 (kPa) λ
∗ pc0 (kPa) M k
′
p (m/s)
0.016 10.0 23.50 400.0 0.10 70 1.0 10−7
for the u− pw and for the u− θ − pw formulations (the u− p′ − pw gave similar results to
the latter).
Although the cone resistance shows some scatter, Figure 5.10(a), a stationary state
may be identified after a penetration of 10 radii. At that stage net cone resistance is
approximately 155 kPa for the u−θ−pw formulation and 170 kPa for the u−pw formulation.
In Sheng et al. (2014) a value of 150 kPa was obtained although using a different numerical
approach. The u − θ − pw formulation results in a smoother penetration curve. This
smoother response is even clearer on the pore-pressure curve, Figure 5.10(b), whereas the
amplitude of the pore pressure oscillations is very large for the u− pw formulation.
Figure 5.11 presents the values of water pressure and volumetric deformation obtained
for both formulations at z = 20R. The small volumetric deformations confirm that the
analysis is performed in almost undrained conditions. The water pressure field exhibits
large gradients close to the u2 position. This explains the oscillatory nature of the numerical
record but not why the oscillations have smaller amplitude for the formulation. Indeed the
distribution of the water pressure field is similarly smooth in both cases at the overall domain
scale. This is consistent with the fact that both formulations use the FPL stabilization
method in the mass balance equation.
The overall smoothness hides some local differences. In the u − pw formulation some
oscillations appear just below the tip of the cone; in addition, along the shaft of the pen-
etrometer, slightly higher water pressures are found compared to the other formulation.
Also, in the u−θ−pw formulation, marginally higher volumetric deformations are obtained
at the shaft, indicating slightly higher water pressure dissipation.
Local differences are more noticeable when the stress fields are considered. Figure 5.12
compares the stress state at the final penetration position for both formulations. Using
the u− pw formulation, the effective mean pressure, the deviatoric stress invariant and the
preconsolidation stress, exhibit large oscillations near to the penetrometer; that is in areas
where the soil has undergone large plastic shearing. On the other hand, when using the
u−θ−pw formulation all these stress fields are smoother. This is consistent with the fact that
the momentum equation is also stabilized for this formulation. Stress field oscillations close
to the penetrometer affect also the normal contact stresses along the shaft: a smoother
stress profile is obtained with the u − θ − pw formulation, see Figure 5.10. These local
variations in normal contact stress are the likely cause behind the observed large amplitude
oscillation of the pore pressure record at the u2 position in the u − pw formulation. The
benefits of extended stabilization for this coupled case are therefore evident.
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Figure 5.10: Cone Penetration Test. Evolution of the net cone resistance and water
pressure at the u2 position in terms of the dimensionless penetration depth, (a) and (b)
respectively. Normal contact stress at the final penetration depth: u− pw formulation, (c),
and u− θ − pw formulation, (d).
5.5 Concluding remarks
For many porous materials, and particularly for saturated soils, most observed mechan-
ical responses cannot be explained without considering the fluid filling its pores. Thus,
the appropiate framework is that of poromechanics, in which the governing equations are
the linear momentum and mass balance of the mixture; the constitutive models are well-
established for soil mechanics formulations (Cam-Clay with Houlsby hyperelasticity; Darcy’s
law). Additionally, a classical formulation for undrained problems is the use of a single-
phase formulation with a quasi-incompressible elastic model alonside an isochoric plastic
law.
These two material descriptions have in common a potential for incompressibility that
may cause numerical problems if not addressed in the formulation of the problem. The
focus of the chapter has been the development of stabilized mixed formulations for low
order finite elements.
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Three different one-phase mixed formulations for the mechanical problem have been
assessed: the u − p, u − θ − p and u − θ formulations. In all of them the Polynomial
Pressure Projection (PPP) technique is applied to stabilize the scalar field variables. In the
case examined (penetration of a rigid strip footing) all the alternatives appear to perform
well at the global response level. However, the formulation u− p, which does not have the
Jacobian as a nodal variable, presents significant spurious oscillations in the value of the
Lode Angle. When the Jacobian is present no particular advantage is obtained from adding
also the mean pressure p as field variable.
Noting that the effective pressure and the specific volume change are here the relevant
nodal variables, analogous mixed formulations -(u−p′−pw) and (u−θ−pw)- were explored
for the poromechanical formulation. In addition to the PPP stabilization, a Fluid-Pressure-
Laplacian stabilization of the mass conservation equation was also applied to the primal
hydromechanical formulation, u− pw.
The performance of the alternative mixed formulations was similar as in the single-phase
case. For the first example -a flexible circular footing resting on a Modified Cam Clay soil-
a very similar global response was obtained in terms of water pressure and displacements.
Significant differences between formulations arose in the more challenging final example, a
CPTu in clay, that involves a contact problem with severe geometric non-linearities in almost
undrained conditions. Using the primal formulation, with only a FPL mass-stabilization,
was not enough to avoid high amplitude oscillations of the excess pore-pressure record at
the -experimentally crucial- cone shoulder position. That was a consequence of oscillations
in the stress fields in regions of large plastic deformations. The use of a Jacobian based
mixed formulation (u−θ−pw) with extra PPP stabilization terms resulted in a significantly
improved response. This better behaviour obtained with the u− θ− pw formulation makes




Figure 5.11: Cone Penetration Test. Contours for the water pressure (kPa), (a) and
(b), the determinant of the deformation gradient at integration points, (c), and the nodal
Jacobian (θ), (d). Results (a) and (c) correspond to the u− pw formulation whereas results




Figure 5.12: Cone Penetration Test. Contours, at integration points, of the effective
pressure (kPa), (a) and (d), the preconsolidation pressure (kPa), (b) and (e), and J2 (kPa),
(c) and (f). On top, the results obtained with the u− pw formulation, and at the bottom,




Numerical simulation of undrained
insertion problems in geotechnical
engineering
This chapter presents total-stress numerical analyses of large-displacement soil-structure
interaction problems in geomechanics using the Particle Finite Element Method (PFEM).
The performance of the method is demonstrated by several numerical analysis of increasing
complexity; namely, the insertion of a rigid strip footing, the T-Bar and a rough cone pen-
etration test. These three problems have been frequently used as benchmark problems to
assess the robustness and accuracy of large-strain geotechnical codes; thus, allows to com-
pare the performance of the developed numerical scheme with other techniques. It is shown
that the proposed method requires fewer computational resources than other numerical
approaches addressing the same type of problems.
6.1 Introduction
The coupled-hydromechanical problem encompasses two different extreme situations (Potts
and Zdravković, 2001). The first one corresponds to freely drained conditions. In this case,
there is no change in the fluid pore pressure and changes in total and effective stress coincide.
The second situation corresponds to fully undrained conditions: there is no relative motion
between water and soil skeleton and the mixture behaves like an incompressible material.
These extreme situations may be dealt with using simpler single-phase formulations. For
instance, for undrained conditions, elasto-plastic formulations using a quasi-incompressible
elastic model alongside an isochoric plastic law are applicable (total stress approach). Of
course, the coupled formulation is required to address the full range of potential geotech-
nical problems, but, naturally, the fully coupled formulation have both free draining and
undrained behavior as limiting cases.
In a total stress setting, the behavior of the biphasic porous medium is completely



















Figure 6.1: Problem definition: a strip footing on undrained soil layer.
Tresca model; as such, only two parameters are required to describe the medium: the
undrained shear strength, Su, and the shear modulus, G. These undrained constitutive
parameters -in contraposition to effective parameters- are more straightforward to obtain
in standard field and laboratory tests (Krabbenhoft and Lyamin, 2015).
The study of penetration problems in clay soils have traditionally relied on the simplified
total stress concept, since the loading velocity is significantly larger than the dissipation
rate and, thus, practically undrained conditions prevail. Consequently, simpler constitutive
models and balance equations may be used.
This chapter focuses on numerical simulations employing a total stress approach. As al-
ready noted in Chapter 5, quasi-incompressible elastic models in conjunction with isochoric
plastic laws lead to volumetric locking of the low order elements typically used in PFEM;
to alleviate this pathology mixed stabilized u− p elements are employed.
The material behavior is described with an quasi-incompressible elastic-perfectly plastic
Tresca model. The interface tangential slip follows a von Mises yield criterion:
fs(t) = ‖t‖ − αSu (6.1)
where t is the tangential contact stress at the interface. Then, the maximum shear stress
admissible between the soil and rigid body interface is a fraction α of the undrained shear
strength of the soil, Su.
In this chapter several analysis of increasing numerical complexity are presented to illus-
trate the performance of the method; additionally, the results reported here are compared
with previous numerical and/or analytical solutions. The first one involves the penetra-
tion of a perfectly rigid rough footing into a soil and it is used to discuss the influence of
remeshing procedures. Afterwards, results of two important penetration problems involving
contact interface slip of increasing difficulty, namely the T-Bar and the CPT, are reported
to assess the accuracy and robustness of the numerical method.
6.2 Strip footing on clay
The first analysis involves the computation of bearing capacity for a strip footing lying on
a weightless uniform Tresca soil (Figure 6.1), pushed to a depth equal to the footing width.
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PFEM F 1 Displace-
ment
(u-only)
Centroid Coarse 14427 14556 9.34 (at
z/B =
0.25)
PFEM F 2 Mixed sta-
bilized (u−
p)
Centroid Coarse 14427 14601 7.14
PFEM F 3 Mixed sta-
bilized (u−
p)
Centroid X-Coarse 1669 4669 7.04





X-Coarse 1669 4977 7.17






The contact algorithm is not yet involved, because instead of simulating the footing as a
rigid body the problem is simplified prescribing a uniform vertical displacement as bound-
ary condition. The example is used instead to illustrate the benefits of the stabilization
procedure and to explore the influence of the different mesh mapping schemes described
above. As this problem has been frequently addressed in the literature, it does also allow
some comparisons with other numerical approaches.
As shown in Table 6.1, the first 5 cases analyzed differ in several numerical aspects:
formulation of the governing equations, mapping rule, number of elements at the beginning
and at the end of the simulation. The mixed stabilized formulation of the governing equa-
tions was applied in all cases, except in PFEM F 1, where a displacement only formulation
was used. The stabilized cases differed in the choice of initial mesh and in the mapping
procedure applied between successive meshes.
The terminology used to label the different meshes employed was inspired by Kardani
et al. (2014). For instance, the “coarse” discretization employed for cases PFEM F 1 and
PFEM F 2 used twice the number of nodes of Kardani et al. “coarse” case (the difference
arising because here the symmetry of the problem was not used to reduce the model).
All these cases used the same set of material parameters, also taken from Kardani et al.
and are characteristic of a very soft clay (E = 100 kPa, Su = 1 kPa, ν = 0.495). These
values imply a rigidity index, Ir, of 33. The rigidity index is defined as the ratio between
the shear modulus, G =
E
2(1 + ν)
, and the undrained shear strength, Su.
Figure 6.2(a) presents curves of normalized settlement vs normalized soil resistance for
these 5 cases. The normalized limit resistance provides a bearing capacity factor for this
problem, Nc = qu/Su, where qu is the vertical stress applied by the footing and Su the
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Figure 6.2: Rigid footing penetration on Tresca soil. Effect of different numerical options
on the normalized load settlement curves. Ir = 33 for all cases (a) G-PFEM parametric
analyses (see Table 6.1) (b) EALE parametric analyses presented by Kardani et al. (2014)
(see Table 6.2 for details).
(a) PFEM F 2 (b) PFEM F 4
(c) PFEM F 2 (d) PFEM F 4
Figure 6.3: Initial, (a) and (b), and final, (c) and (d), mesh for two different initial
discretizations of the footing problem.
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Table 6.2: Indicators of computational cost and bearing capacity factor for solutions of
the strip footing example. Data for the EALE models is taken from Kardani et al. (2014).
Case Elements Interp. order Degrees of freedom Gauss points Nc
Initial Final Initial Final (z/B = 1)
PFEM F 5 3-noded tri-
angle
1 1371 3978 832 2551 7.16
EALE-6-
Coarse
6-noded 2 7442 7442 10800 10800 11.38
EALE-6-
Fine
6-noded 2 29282 29282 43200 43200 9.99
EALE-10-
Fine
10-noded 3 29282 29282 19200 19200 8.59
EALE-15-
Fine
15-noded 4 29282 29282 21600 21600 8.02
EALE-21-
Fine
21-noded 5 29282 29282 18432 18432 6.73
strength of the soil.
The first thing to note is that the curve obtained using the displacement only formulation
(PFEM F 1) is much higher than those obtained using the mixed stabilized formulation.
This is a consequence of the spurious increase in stiffness that results from volumetric
locking. Indeed, the oscillations on the mean-pressure field caused by this problem became
so severe that the computation of this case could not be finished.
The other four cases show a very similar response. Normalized load-displacement curves
show some small oscillations that are mostly due to the lack of equilibrium of the interpo-
lated fields after remeshing. It is apparent that these oscillations remain controlled. Neither
the coarseness of the initial mesh, (compare PFEM F 2 and PFEM F 3), nor the enforce-
ment of problem symmetry, (compare PFEM F 3 and PFEM F 5), seem to have much
influence in the solution.
The mapping algorithm came more into play for simulations using the initially coarser
mesh (termed “X-coarse” or extra-coarse), because there mesh refinement was more pro-
nounced (Figure 6.3(d)). Again, the effect of this numerical choice on the solution was
minimal. Because of the good performance of nearest-neighbor interpolation and its rela-
tively smaller computational cost, this strategy was adopted in all the following examples.
It is interesting to compare these results with those of a parametric study of the same
case presented by Kardani et al. (2014) using the EALE method. They analyzed the
problem with different higher-order elements (6-node, 15-node and 21-node elements) using
structured meshes in which the number of degrees of freedom was maintained constant
–hence trading element order for number of elements. Two levels of discretization were
explored, a coarse mesh with 3721 nodes and a fine one with 14641 nodes. The results
obtained in several of their analyses are reproduced here as 6.2(b).
The stiffer response obtained in EALE with smaller-order elements may be interpreted
as an effect of volumetric locking. It is well-known that one possible strategy to attenuate
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Figure 6.4: Rigid footing penetration on Tresca soil. Effect of rigidity index on the nor-
malized load settlement curves. (a) G-PFEM parametric analyses using model PFEM F 3
(see Table 6.1) (b) MPM parametric analysis by So lowski and Sloan (2015) (c) ALE results.
locking is, precisely, to increase the interpolation order of the elements. This, however, adds
some extra computational cost. Table 6.2 presents a comparison of computational cost
indicators (interpolation order, degrees of freedom, Gauss points) for this EALE models
and model PFEM F 5 -the one closer in geometry, as all the EALE models had imposed
symmetry. It would seem that for this type of problem GPFEM offers some computational
advantage: similar performance is obtained with order of magnitude savings on integration
point numbers and d.o.f.
A separate parametric analysis of this case has been performed to explore the effect of
the rigidity index on the solution. The base model used in the analysis is PFEM F 3. The
undrained shear strength and Poisson ratio is kept constant and Young modulus is varied
to cover a range of Ir between 16 and 500, (16, 33.4 167 and 500).
Figure 6.4(a) shows the normalized load vs penetration curves that result from this
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(a) (b)
Figure 6.5: Strip footing on undrained soil layer. Magnitude of the Plastic deviatoric
incremental strain at z/B = 1 for case Ir = 500, (a), and Ir = 16, (b).





























Figure 6.6: Influence of analysis type on bearing capacity factor at z/B = 1. MPM:
So lowski and Sloan (2015), Small Strain FEM: Gourvenec and Mana (2011), EALE: Kardani
et al. (2014), RITSS: Yu et al. (2008), ALE: Qiu et al. (2011) and Limit analysis: da Silva
et al. (2011).
analysis. As may be expected, the effect of rigidity index is very pronounced at the beginning
of the loading, becoming less important as penetration progresses. The analysis was stopped
at a penetration depth equal to footing width (1 m). At that stage the normalized resistance
is similar for all the cases, between 6.9 and 7.3; larger values are encountered as the rigidity
index increases.
In soils with low rigidity index, the first loading steps are dominated by elastic loading.
For example, in the case of a rigidity index of 16, the first plastic gauss point appears at
a normalized penetration depth of z/B = 0.05 and the failure surface does not reach the
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ground surface at the end of the computation (Figure 6.5(a)). On the other hand, with
a rigidity index of 500, the first plastic gauss point appears at a z/B = 0.001 (that is,
at the first computational step), and the failure mechanism reaches the ground surface at
z/B = 0.014; this point corresponds to the drastic change of slope of the penetration curve
(Figure 6.4(a)). The small effect of rigidity on the bearing capacity factor for the large
strain analyses is more clearly illustrated in Figure 6.6.
Figure 6.4(b) shows the result of a similar parametric analysis conducted by So lowski
and Sloan (2015) using a MPM method. The results obtained are remarkably similar (Fig-
ure 6.6). Because the methods are quite different it is difficult to compare performance
through indicators. So lowski and Sloan (2015) obtained those results using a model with
60.000 grid cells, requiring 46 h of machine time (3.4 GHz single core). The PFEM simula-
tions presented in Figure 6.4(a) required between 0.5 and 3.5 h of machine time (1.8 GHz
x 4).
In Figure 6.4 and Figure 6.6 are also plotted the values obtained by da Silva et al. (2011)
using sequential limit analysis, for a rigid-plastic material. Although they describe the
formulation used as an upper bound the penetration curve lies below the large deformation
ones once these enter the plastic regime. Interestingly, the small-strain wished-in-place
analyses presented by Gourvenec and Mana (2011) lie between the rigid-plastic and large
strain results.
Finally, for completeness, Figure 6.4(c) presents results for the same problem using
other ALE-based methods -RITSS Wang and Carter (2002); Yu et al. (2008) and CEL Qiu
et al. (2011). The RITSS computations show good coincidence with the results of the
small-strain wished-in-place results of Gourvenec and Mana (2011). That coincidence is
somewhat perplexing, since small strain analyses cannot represent the effect of the small,
but noticeable, surface heave that accompanies footing penetration (Figure 6.3). The CEL
computation stops earlier and shows almost no increase after a penetration of z/B ≈ 0.03;
this behavior may be due to the relatively small soil domain considered (only B × 2B,
assuming symmetry), far smaller than the extension of the active plastic zone encountered
using PFEM (Figure 6.5).
6.3 T-bar
In this example, the displacement of an embedded T-bar is studied assuming plane strain.
The penetrometer is placed in the middle of a square domain of 20 times the T-bar diameter
(Figure 6.7). The horizontal displacement is restricted in the vertical boundaries and the
bottom boundary is fixed. At the beginning of the simulation, the soil is undisturbed; a
vertical stress of 100 kPa is applied to the upper boundary to ensure the contact between
the whole penetrometer and the soil throughout the simulation. K0 is 0.95. The soil is
weightless and characterized by undrained strength Su = 10 kPa, a Poisson’s coefficient
equal to 0.49 and a shear modulus of 1000 kPa (hence Ir = 100).
Interface tangential slip follows a von Mises yield criterion (i.e. fs = t − αSu). The



















































Figure 6.8: Effect of contact roughness on normalized penetration curves for the T-Bar.
Thin black lines: upper bound-strain path solution of Einav and Randolph (2005).
α of the undrained shear strength of the soil. A parametric analysis is then performed on
the effect of interface roughness.
In this problem the contact nodal density (i.e. the number of nodes in contact with
the rigid structure) plays a significant role in the accuracy of the solution. A characteristic
length, h, is defined so that a new node is inserted midway between two contacting nodes
if the distance between them is larger than h. Coarsening i.e. contact node removal takes
place when the distance between two adjacent contact nodes is smaller than βh/2, where
β < 1 is the coarsening parameter.
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Table 6.3: T-bar PFEM simulations. Discretization details and T-bar factor (mean and



























Reference 0 9.71 0.083 9.20 0.28 22-55 1040 1923
Reference 0.25 10.48 0.065 10.09 Idem 22-55 1191 2221
Reference 0.5 11.16 0.617 10.83 Idem 22-55 1302 2501
Reference 0.75 11.71 0.062 11.46 Idem 22-55 1080 2656
Reference 1 12.14 0.048 11.94 Idem 22-55 1259 2418
Intense 0 9.45 0.029 9.20 0.12 50-125 2215 4087
Reduced 0 9.77 0.105 9.20 0.34 18-46 704 1257
























Einav & Randolph. UB
Randolph & Andersen. UL FEM
Lu et al. RITSS
Figure 6.9: Dependence of NTbar factor on surface roughness for the G-PFEM simulations
and previous literature results.
Figure 6.8 shows the normalized penetration vs resistance curves for the simulations of
the embedded T-bar. For this analysis, the main result of interest is the resistance factor,
NTbar, defined as the total vertical force acting on the T-bar divided by the projected area,
plotted against normalized penetration. The curves are punctuated by periodic drops.
These correspond to interface remeshing events. As indicated in Table 6.3 the variability
induced by this numerical noise on the capacity estimate is small, with coefficient of variation
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Figure 6.10: Effect of characteristic nodal refinement length (h) on the embedded T-bar
simulation (a) on the NTbar factor (b) on the penetration curve.
(Standard Deviation /Mean) below 1%. For all of these analyses the characteristic length
value was fixed at h = 0.28R, where R is the T-bar radius; as a result the number of nodes
in contact with the bar varied between 22 and 55 nodes. The initial overall node number is
the same for all cases (1175) and does not change very much during simulation.
The dependence of NTbar on interface roughness that is obtained from these simulations
is plotted in Figure 6.9, where it is compared with previous upper bound results (Einav and
Randolph, 2005) as well as with small strain (Updated Lagrangian) FE solutions (Randolph
and Andersen, 2006) and RITSS results (Lu et al., 2000). The results obtained with G-
PFEM are slightly above (between 1.2% and 5.5%) the plasticity upper bound solution,
with a smaller discrepancy for larger interface roughness values.
These observed discrepancies are mostly a byproduct of the relatively coarse mesh em-
ployed in the simulations. A numerical exercise was performed to prove this: two more
cases were run at 0 interface roughness in which the only change was in the interface char-
acteristic length, h. In one case h = 0.12R and contact refinement was more intense than
in the reference case, whereas in other h = 0.34R and contact refinement was reduced.
The results of this exercise are presented in Figure 6.10(b). A more intense discretization
of the interface contact has direct impact on the NTbar factor, which becomes closer to
the UB limit as the refinement proceeds (Figure 6.10(a)). The trend of the G-PFEM
simulations, in this respect, is aligned with a previous RITSS result (Lu et al., 2000). It
does also have a direct impact on the smoothness of the numerical solution (Figure 6.10(b)),
which increases with contact refinement. Finally (Figure 6.11) it does also allow more precise







Figure 6.11: T-bar. Contour plot of the magnitude of the velocity for the smooth contact
case for (a) the reference refinement parameter h = 0.28R (b) the intense refinement setting
h = 0.12R. Stress at the contact interface for the reference refinement parameter, (c), and
for the intense refinement setting, (d).
6.4 Cone Penetration Test (CPT)
In this section, the proposed numerical technique is applied to an axisymmetric case: the
cone penetration test (Figure 6.12). A CPT with standard dimensions (D = 35.7 mm;
apex angle 60◦) is pushed 25 radii into a weightless Tresca material. In order to bypass the
numerical problems that arise at the first steps of the calculation, when only a node of the
soil is in contact with the rigid structure, the cone tip starts from a prebored situation, at
a depth of 2.8 radii.
No initial stress is imposed in the soil domain, hence the initial stress state is isotropic.
Identical constitutive parameters to those in the previous example are used (Su = 10 kPa;
ν = 0.49; Ir = 100). These conditions also allow comparisons with previously reported
work on the same problem. Both the cone tip and the whole shaft are rough. A parametric
study is carried out on the effect of interface roughness.

















Figure 6.12: Problem definition: Cone Penetration Test. Outlined in black is the initial
position and in gray the final one.
Table 6.4: Comparative cone factors for a smooth cone (α = 0) penetrating a Ir = 100
soil under isotropic confinement
Reference Method Nkt Failure criteria
Teh and Houlsby (1991) Strain path method +FE 9.4 Mises
Walker and Yu (2006) ALE 9.5 Mises
Wang et al. (2015) CEL 11.1 Mises
Wang et al. (2015) EALE 10.2 Mises
Wang et al. (2015) RITSS 9.8 Mises
van den Berg (1994) ALE 11 Tresca
Lu et al. (2004) RITSS 10.77 Tresca
Beuth (2012) MPM 10.2 Tresca
This work PFEM 10.26 Tresca
qc − σv
Su
. Cone tip resistance, qc, is computed adding vertical forces from nodes at the cone
tip. Vertical forces are also integrated on a shaft length 7.5 radius behind the cone tip to
evaluate sleeve friction.
Figure 6.13 shows the evolution of cone factor and sleeve friction vs normalized depth
for different adhesions (ranging from 0 to 0.7 Su). All the cone factor curves seem to reach a
steady state at around 20 penetration radii. It is worth noting that all the differences appear
within the first penetration radius; afterwards all the curves seem parallel. As expected,
the resistance in the friction sleeve is equal to the imposed adhesion.
There has been much previous work on this problem (Teh and Houlsby, 1991; van den
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Figure 6.13: Effect of contact roughness on CPT response for a rigidity index of 100 on
unstressed Tresca soil. Left hand side: normalized tip resistance (cone factor). Right hand
side: sleeve friction.
Berg, 1994; Lu et al., 2004; Beuth, 2012); which has been also used for benchmarking pur-
poses (Wang et al., 2015). In general, tip resistance depends on cone roughness, on initial
stress anisotropy and on the rigidity factor. For the isotropically stressed, smooth, Ir = 100,
case Table 6.4 compiles previously reported cone factors, which show some variation. Some
of the differences reported can be attributed to the different yield envelope used: many com-
putations employ a Mises envelope, a shape less realistic for soils but more computationally-
friendly than the Tresca model. When using the same method, computations using a Mises
strength envelope result on smaller cone factors by about 10% (something similar had been
observed for the T-bar problem by Lu et al. (2000)). The value obtained using G-PFEM is
well within the range obtained in other computations using a Tresca model.
As roughness increases, the cone factor at steady state increases almost linearly. The
gradient of the variation of the cone factor as the roughness increases is 1.8; this value is
within the range of previous analyses (see Figure 6.14). A detailed analysis of the numerical
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Figure 6.14: Influence of contact roughness on cone factor Nkt
Table 6.5: PFEM CPT simulations discretization details, Cone Factor (mean and Standard






























CPT0 0 1360 2485 2501 4650 10.26 0.1792 10.77
CPT3 0.3 1360 2485 2526 4696 10.64 0.1171 2.45 4.19 ·
10−4
11.16
CTP5 0.5 1360 2485 2595 4823 11.11 0.1227 4.50 6.69 ·
10−4
11.42
CPT7 0.7 1360 2485 2407 4476 11.53 0.1212 6.07 0.18 ·
10−4
11.68
reasons for the observed variation in this slope is beyond the scope of this work.
The initial mesh employed in the CPT analysis is illustrated in Figure 6.15. The charac-
teristic length, h was again 0.28R, R now being the radius of the cone. Because the contact
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(a) (b)
Figure 6.15: Mean stress field (kPa) and mesh for the α = 0.0 case at the initial and final
stages of the computation.
surface was longer, the model was more demanding in terms of mesh refinement that that of
the T-bar and by the end of the computation the number of elements had roughly doubled
(Figure 6.15(b) and Table 6.5). The finer mesh used here results in a very small numerical
oscillation, with coefficient of variations for the cone factor of around 1% and even smaller
for sleeve friction.
Although the mesh used is relatively fine, the computational load remains moderate.
The initial mesh is composed by 1360 nodes and 2485 elements whereas the coarser final
mesh has 2595 nodes and 4823 elements (Table 6.5). For reference, Wang et al. (2015) used
5000 quadratic elements in their EALE mesh, whereas Beuth (2012) used more than 20.000
elements and one order of magnitude more material points (a 20◦ slice of the axisymmetric
problem was simulated in 3D).
6.5 Concluding remarks
The method performance has been illustrated by means of several numerical examples using
a total stress approach. In the first one, the penetration of a rigid strip footing, it has been
shown that stabilized formulations alleviate the severe volumetric locking that suffer low
order elements; in addition, the effects of rigidity index on the penetration response appear
to be well captured. In the T-bar and CPT examples the contact algorithm comes into
play. The degree of interface refinement has an important effect on the precision of the
numerical solution. Interface refinement is easy to control and adapt to the requirements
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of the specific problem being analyzed. Despite using relatively coarse meshes, the results
obtained agree well with previous analyses using other methods.
It appears that the numerical strategy followed by PFEM, using adaptive low-order
discretization of the domain, obtains similar results than those attained with alternative




Analysis of sampling in clay soils
The most commonly used sampling method is tube sampling. During the process -that
encompasses boring, sampling, storage, extrusion and the early stages of testing- the sample
may suffer significant disturbance and the soil may no longer be representative of the in
situ state (Hvorslev, 1949; Baligh et al., 1987; Clayton et al., 1998). The adverse effect
of the sampling process on clay parameters (amongst them, the undrained shear strength,
elastic modulus, initial effective stress and the axial strain at peak deviatoric stress) has
been characterized by experimental programs (for instance, by Siddique et al. (2000)).
This chapter describes a series of simulations of the tube sampling process in clay ma-
terials using a total stress approach. After a brief literature review, a parametric analysis
of the problem, in which several sampler geometries, constitutive parameters and interface
behaviors are analyzed. Afterwards, the occurrence of a plug is assessed in terms of the
theory proposed Paikowsky and Whitman (1990). Finally, some conclusions are drawn.
Additional results steaming from the simulations reported in this chapter -the bearing
capacity factors of tubes- are presented in Appendix D, that also includes the analysis of
closed-ended piles.
7.1 Literature review
This section presents a literature review of sampling in clay soils. First, the main geometrical
descriptors of samplers are briefly described. Secondly, traditional methods to infer the
quality of the sample are discussed; namely, the centerline strain path and the magnitude
of recovery. Finally, the theory of Paikowsky and Whitman (1990) to predict the occurrence
of a plug in open-ended piles and tubes is highlighted.
7.1.1 Geometrical description of soil samplers
Hvorslev (1949) evidenced that the deformations that suffer the soil that enters the sampler
depend on the sampler geometry, the pushing method and the material. Hvorslev (1949)
proposed several dimensionless descriptors to characterize the geometry of tubes (see Fig-
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(a) (b)
Figure 7.1: Geometrical descriptors of soil samplers. Clayton et al. (1998), (a), Clayton
and Siddique (1999), (b).
ure 7.1): (i) the area ratio, the ratio between the projected cutting shoe area to the internal
area, (ii) the inside clearance ratio, that measures the relative increase of the diameter
inside of the tube, and (iii) the outside clearance ratio, that accounts for the difference
between the external diameter of the cutting shoe and the outside diameter of the sample
tube. For simpler sampler geometries (round-tipped samplers with null inside and outside
clearance angles), Baligh et al. (1987) proposed to work in terms of the ratio between the
outer diameter to the wall thickness, B/t, rather than the area ratio. Samplers are also
characterized by the angles of the cutting shoe; particularly, the inside and outside cutting
edge angles, α and β in Figure 7.1(a).
It is generally accepted that sample disturbance decreases with smaller cutting area
ratios and with sharper cutting edges (Clayton and Siddique, 1999; DeGroot et al., 2005;
Terzariol and Santamarina, 2017). Meanwhile, a null internal clearance ratio has been
traditionally associated to large disturbance of the sample due to the high frictional forces
that develop in the internal shaft and, also, the formation of a plug (Hvorslev, 1949). Non-
zero internal clearance ratios may induce lateral expansion of the sample. This effect seems
undesirable; however, it might significantly reduce the frictional forces that develop in the
interior interface and, thus, reducing the susceptibility of the formation of a plug (Terzariol
and Santamarina, 2017; Dai and Santamarina, 2014).
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Figure 7.2: Physical descriptors to characterize the recovery of the sample. (Hvorslev,
1949)
7.1.2 Magnitude of recovery as a sampling disturbance measure
Hvorslev (1949) proposed several physical descriptors based on sample recovery to charac-
terize the soil disturbance. These metrics are presented in Figure 7.2; the total recovery
ratio is defined as the length of recovered sample divided by the length of the tube whereas
the specific recovery ratio is its continuous counterpart: how much soil enters the sampler
per advance of the sampler.
Hvorslev (1949) stated that an undisturbed sample should have an specific recovery
ratio similar to the unity. However, a total recovery ratio of 1 may be caused due to an
expansion of part of the sample and contraction in the others; as such, the total recovery
ratio might not be a good indicator for disturbance.
Although the specific recovery ratio delivers important information on the process; it is
not used in the current practice due to the difficulty of its measurement.
7.1.3 Strain history as a sampling disturbance measure
Strain Path Method
Baligh (1985) proposed the Strain Path Method (SPM) to study the strain response caused
by the undrained, steady and deep penetration of rigid objects into clay materials. The
main hypothesis of the method is that, due to the severe kinematic constraints that exist
in this type of problems, the soil deformations and strains are independent of the shear-
ing characteristics of the soil. The penetration problem may be idealized as that of an
incompressible material that flows around the rigid, penetrating object. The stresses may
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Figure 7.3: Deviatoric strain contours during undrained simple sampler penetration
(B/t = 40): radial strain, (a), circumferential strain, (b), deviatoric strain εrz, (c), and
vertical strain, (d), considering compression positive. (Baligh et al., 1987).
be obtained from the strain paths through a constitutive model. Importantly, due to the
hypotheses of the method, the contact between the soil and the structure is considered
smooth (Clayton and Siddique, 1999).
Baligh et al. (1987) applied the strain path method to evaluate the strain path due to
the sampling process. In the referred work, the strains due to the penetration of simple
samplers -samplers with a curved tip characterized by the ratio between the outer diameter
to wall thickness B/t- are reported.
The examination of these strain contours reveals that there exist two different regions
in the soil located inside the sampler: in the outer half inside of the tube, the strains of the
soil are significant and non-uniform, leading to significant disturbance; whereas in the inner
half inside of the tube soil suffer the least disturbance and strains are low and uniform,
see Figure 7.3. Additionally, in the inner half of the sample, the vertical component of the
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Figure 7.4: Centerline vertical strain path for a simple sampler for different aspects ratios,
B/t. (Baligh et al., 1987).
strain is dominant, the radial and circumferential components are approximately equal and






As a result of the deformation process, reasonable estimates of soil disturbances in the
inner part of the tube can be estimated based on the strains at the sample centerline (Baligh
et al., 1987).
The straining history at the centerline is depicted in Figure 7.4. As noted before,
Equation (7.1), soil elements located at the centerline of the sampler are subjected to
triaxial shearing. Three different straining phases of undrained triaxial shearing may be
identified in Figure 7.4 (Baligh et al., 1987):
1. An initial compression phase ahead of the sampler where the axial strain increases
from zero to a maximum value.
2. A second phase, in the vicinity of the cutting edge, where the axial strain rapidly
decreases from the maximum value to the minimum value.
3. Finally, the vertical strain increases from the minimum value and tends to zero.
The minimum and maximum value of the vertical strain are equal in absolute value and
is given by ‖εmin/max‖ = 0.385
t
B
; the value of the maximum and minimum vertical strain
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is inversely proportional to the aspect ratio (the ratio between the outer diameter to the






which is independent of other problem parameters. The vertical strain along the centerline
of the sampler may be approximated by (Baligh et al., 1987):









A more detailed parametric analysis assessing the influence of the area ratio, cutting-
edge angles and inside clearance was performed by Clayton et al. (1998) by means of a
Strain Path method implemented via a finite element approach. In particular, the authors
analyzed the effect of the area ratio, the cutting-edge angle and inside clearance on the
sample disturbance, evaluated on the basis of the strains imposed on the center-line of the
soil sample.
Shallow Strain Path Method
Sagaseta et al. (1997) developed an extension of the Strain Path method, the Shallow Strain
Path method (SSPM), to explicitly include the effects of the stress free ground surface. The
authors concluded that shallow penetrations cause a heave at the ground surface, while
settlements only occur in the region around the tip and in a thin region of material adjacent
to the shaft of the penetrometer. At large penetrations, settlements only occur at all points
below the tip of the tube.
Due to the complexity of the method, it is very difficult to derive the centerline strain
paths from scratch. However, the referred work include the evolution of the vertical strains
at several depths of the centerline during the penetration of a tube whose aspect ratio is
B/t = 41. Figure 7.6 presents these results analyzed in terms of Centerline Strain Path;
for comparison purposes the curve developed by Baligh et al. (1987) is also depicted. The
first thing to notice is that soil elements that initially are located at deep positions (1.4R
below the initial position of the cutting-shoe) do not suffer compression strains as the tube
tip advances; once the tube is located at 0.5R above the soil element, vertical compression
strains increase. Meanwhile, soil elements located at shallowest positions first suffer some
compression strains as the tube advances, that reverse to extension strains in the vicinity
of the tube (in some cases above or below); once the soil element is inside of the tube and
at some distance of the cutting shoe, these extension strains decrease.
For this particular example, the peak extension strain obtained by the SSPM more than
doubles the one predicted by the SPM (although, using different boundary conditions). On
the contrary, the compression strains of the SSPM are almost one half of those of the SPM.
By using the SPM, extension strains are predicted inside of the tube whereas compression
strains only occur below the cutting shoe; a different behavior is predicted by the SSPM.
The authors include a closed-form solution of the the vertical displacement field of a
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Figure 7.5: Evolution of the vertical strain at the centerline for several initial depths.
B/t = 41. (Sagaseta et al., 1997).






Figure 7.6: Specific recovery ratio for a simple sampler for different aspects ratios, B/t,
using the Shallow Strain Path Method (Sagaseta et al., 1997).
point located at the surface, just in the center (r=0, z=0):









where w = t/2, R = D/2− w/2 and L is the penetration depth.
Assuming that the displacement of this point is representative of the vertical displace-
ments of the inner free surface (the vertical displacement is not constant inside of the tube
and may vary up to a factor of 1.7 for very thin tubes, see Figure 12 of Sagaseta et al.
(1997)), the specific recovery ratio may be computed for different wall thicknesses. Fig-
ure 7.6 presents this curves in terms of the aspect ratio of the sampler. The peak recovery






R, and the maximum value de-
creases with the aspect ratio, B/t. Once the peak value is attained, the specific recovery
ratio decreases until it reaches a steady state of 100%.
Finite element simulations
Very limited numerical work has been performed on the sampling process. The origins of
these simulations may be traced back to Alonso et al. (1981), that used the finite element
method. The authors employ a viscoplastic flow approach: assuming that the elastic strains
are negligible, the deformation process is comparable to that of a viscous fluid of non New-
tonian kind; the viscosity is considered non-linear and depends on the assumed constitutive
model for the soil. Nonetheless, Budhu and Wu (1992) claimed that the discretization used
by Alonso et al. (1981) was too coarse to provide sufficient accuracy: the finite element
mesh consisted only of 50 quadrilateral elements.
Budhu and Wu (1992) performed a set of hydro-mechanical simulations of the sampling
on normally consolidated Modified Cam Clay soil. The authors analyzed the effect of the
penetration rate, sampler-soil interface friction and thickness of the tube; although the
amount of disturbance varied due to these factors, in all the cases disturbance concentrated
near the soil-sampler interface and at the top of the sample. Additionally, sampling dis-
turbance due to friction at the soil-sampler interface increase as the sampler penetrates the
soil: as such, long samples may result be seriously degraded. It is worth noting that the
penetration of the sampler is simulated by splitting a group of nodes ahead of the pene-
tration route up to a sufficient depth and applying incremental displacements to match the
geometric configuration of the sampling tube; the accuracy of this approach is not demon-
strated. In all the cases, the obtained vertical strains in the centerline are in the same
order of magnitude of those obtained by Baligh et al. (1987). A typical finite element mesh
consists of 400 quadrilateral elements.
Physical modeling
In terms of physical evidences, Hover et al. (2013) and Hover (2014) developed a small-scale
physical modelling system to investigate the effect of tube sampling. The authors used an
artificial, transparent soil with embedded seeding particles. The process of the penetration
of a glass sampler was recorded with digital photographies, that were analyzed by Particle
Image Velocimetry (PIV).
Hover et al. (2013) present the results of two different tests with a round tipped, thick
penetrometer. Altough the diameter and thickness of the samplers used in each test is
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(a) (b)
Figure 7.7: Vertical strain history at the centreline of the sample without a pressure plane,
(a), and with a pressure plane, (b). Curves are labeled in terms of the initial depth of the
soil element. (Hover et al., 2013)
Table 7.1: Peak and residual vertical strains for Test 1 (no pressure plate) and Test 2
(with a pressure plate) of Hover et al. (2013) and comparison with the solution of Baligh
et al. (1987). (Hover et al., 2013).

























Test 1 17.6 1.0 -6.0 -3.4 5.0 * *
Baligh et al. (1987) 17.6 2.4 -2.4 0 2.4 -2.4 0
Test 2 14.5 0.1 -26.5 -19.5 1.1 -21.7 -16.5
Baligh et al. (1987) 14.5 2.6 -2.6 0 2.6 -2.6 0
different (one has an aspect ratio of B/t = 14.5 and the other is 17.6), the main difference
between the two tests is that in one of them a pressure plate with a hole to let the tube
pass through was placed on top of the soil with a pressure of 50 kPa whereas on the other
no pressure plate was considered. Both samples where first prepared and consolidated with
an external load of 50 kPa.
The results of these two tests are shown in Figure 7.7, that depicts the vertical strain
history of soil elements located at the centerline of the sampler; curves are labeled in terms
of the initial depth of the soil element. The first thing to note is that the presence of the
pressure plate plays a prominent role: as shown in Table 7.1, using a pressure plate a peak
extensive strain of −26.5% is observed whereas without the pressure plate the maximum
extensive strain is −6% after the sampler has penetrated one diameter. Nonetheless, these
values are much higher than those predicted by the Strain Path Method (Baligh et al., 1987;
Clayton et al., 1998).
From these two tests additional conclusions may be drawn: the three different stages of
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straining obtained by Baligh et al. (1987) are identified, however centerline strain path is
not anti-symmetrical and the peak compression and extension strains are different. After
the sampler has passed a soil element, some residual extensions strains remain.
Although the results are compared to the solution obtained through the Strain Path
Method (SPM) by Baligh et al. (1987), some of the basic hypothesis are not fulfilled: (i)
the glass-transparent soil interface has a similar interface friction angle than that of the
clay-steel (Hover, 2014) and, in contrast to SPM, is different from zero and (ii) due to the
relatively slow driving speed, some drainage occurred; the estimated volume loss during the
whole test was around 5% compared to the internal volume of the tube (Hover et al., 2013).
Results using different geometries of the cutting edge and thickness of the wall are
presented in Hover (2014). In the referred work, almost all the tests are performed with
the pressure plate.
7.1.4 Occurrence of a plug
During the installation of open-pipe piles or during tube sampling processes, soil enters
the tube until the inner-soil cylinder develops sufficient resistance to prevent further soil
intrusion and the structure becomes plugged; then the structure assumes the penetration
characteristics of a closed-ended pile (Paikowsky and Whitman, 1990). The occurrence of a
plug has been generally linked to the shaft inner friction and, in the case of soil samplers, to
very high levels of disturbance in the soil inside of the tube (Clayton and Siddique, 1999).
Paikowsky and Whitman (1990) proposed a quite simple method to estimate the suscep-
tibility of the formation of a soil plug in open ended piles, that is based on the pile capacity.
The authors state that a plug is formed when the static capacity of the open-ended pile
is equal to that of a closed-ended pile; in other words, the plug of an open-ended pile is
mobilized when the accumulated inside skin friction exceeds the ultimate static bearing
capacity of the soil below the toe of the pile. Consequently, in these conditions, the pile
behaves as though it is closed ended.
In the referred work and specifically for clays, the authors propose to approximate all
the forces (end resistance of open and closed ended piles, skin resistance, tip resistance, ...)
to cone penetration results (cone resistance and sleeve friction resistance) and link them to
the undrained shear strength (Su) through classical CPT interpretation techniques (cavity
expansion).
7.2 Details of the simulation program
Figure 7.8 presents an sketch of the geometrical model used in the numerical simulations.
Due to symmetry of the problem, an axisymmetric model is employed. To bypass the
numerical problems that arise during the first steps of the calculation, when only a node of
the soil is in contact with the rigid structure, the sampler starts from a prebored situation.
Displacements are fixed in both directions in the lower boundary of the domain, whereas null
radial displacement is imposed in the two vertical boundaries. Load boundary conditions
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Figure 7.8: Sketch of the geometry employed in the numerical simulations.
are imposed on the top free-surfaces and the inner load is different from the outer one.
The sampling process occurs at relatively high velocity compared with the hydraulic
properties of clays; as such, it is modeled with a total stress approach. The material is
assumed to satisfy a Tresca yield criterion and the elastic model is linear between the
Kirchhoff stress and the elastic Hencky strain. A Poisson’s ratio of ν = 0.49 is used.
Therefore, techniques to alleviate volumetric locking are required: in this chapter, u − θ
elements are used.
As customary in total stress analyses, the tangential behavior of the interface follows a
von Mises yield criterion:
fs = ‖t‖ − αSu (7.4)
where t is the contact tangential stress and α is the so-called adhesion or roughness factor.
The maximum shear stress admissible between the soil and rigid body interface is a fraction
α of the undrained shear strength of the soil.
7.3 Thick, round tipped sampler
In this section, the analysis of thick, rounded tipped samplers with a B/t ratio equal to 10 is
presented. The first section covers the reference case, where a smooth interface behavior is
assumed and the self weight is obviated. Then, the following three sections report the results
of the parametric analysis. The first one is devoted to analyze the effect of the external
loads (difference between internal and external load), the initial stress state (considering
different initial anisotropic stress states or initial mean stress) and the rigidity index. As
it will be shown, in all these cases the same failure mechanism than the reference case
prevails and only the specific recovery ratio is presented; although the deformation path
obtained in all these simulations is very similar, in some cases the stress state slightly varies.
The following two parametric analyses assess the effect of the soil self-weight and the soil-
structure interface behavior; since a different deformation path is obtained, a more detailed
examination of the results is presented.
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(a) z/R = 1 (b) z/R = 3 (c) z/R = 5 (d) z/R = 7
Figure 7.9: Thick, round tipped sampler. Reference case. Vertical component of the
Almansi strain tensor at several normalized penetrations.
7.3.1 Reference case
For the reference case, a rigidity index, Ir = G/Su, equal to 100 is considered; the contact
interface is smooth and the inner and outer boundary loads are equal to 200 kPa. At the
initial state, the soil is characterized by p = 200 kPa and q = 0; the self weight of the soil
is not considered.
Figure 7.9 depicts the vertical component of the Almansi strain tensor, an spatial strain
measure defined in Equation (2.25). As noted by its definition, the interpretation of the Al-
mansi strain tensor is not straightforward. However one thing is clear: all the material that
enters to the sampler suffers from very high extensions vertical strains. High compression
vertical strains are found in just below the cutting-shoe of the sampler. Differently from the
results obtained through the Strain Path Method by Baligh et al. (1987) (see Figure 7.3),
strains appear uniform inside the tube. Low strains are found in the rest of the soil mass.
To further investigate the failure mechanism, Figure 7.10 depicts the magnitude of the
normalized velocity -that is, the incremental displacement vector divided by the time-step
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(a) z/R = 1 (b) z/R = 3 (c) z/R = 5 (d) z/R = 7
Figure 7.10: Thick, round tipped sampler. Reference case. Magnitude of the normalized
velocity.
and normalized with the soil sampler velocity- whereas Figure 7.11 presents the incremental
plastic shear strain. From these two figures it can be interpreted that the failure mechanism
is as follows: soil elements located just beneath the tube sampler suffer extension plastic
vertical strains and compression strains in the radial and circumferential directions; once
the soil element is inside the tube sampler the soil remains in elastic regime. All the plastic
deformation occurs in the area of the cutting shoe of the sampler; the soil mass outside of
the sampler remains in elastic regime during all the problem.
Inside of the soil sampler, some regions have a very small plastic deformation (see
Figure 7.11) and, thus, are not in elastic regime; it is believed that this small plastic regions
appear due to numerical reasons: stresses may oscillate due to the remeshing processes
and also because the employed contact formulation due not fulfill the contact patch-test in
axisymmetric cases.
Figure 7.12 depicts the evolution of the specific recovery ratio in terms of the normalized
penetration. The specific recovery ratio remains constant during the whole penetration and
has a value in the order of 146%. Although this value seems very large, it is totally plausible
from a physical point of view. Assuming that the previously described failure mechanism
is correct (i.e. all the soil below the sampler is squeezed inside and deformation takes place
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(a) z/B = 1 (b) z/B = 3 (c) z/B = 5 (d) z/B = 7
Figure 7.11: Thick, round tipped sampler. Reference case. Incremental plastic shear
strain.
just below the sampler cutting edge), an infinitesimal volume of soil below the sampler
is V = H πR2 where H is the soil height whereas R stands for the outer radium of the
sampler; once this control soil mass enters the sampler its volume is v = hπ r2 where h
is the deformed soil height whereas r = R − t stands for the sampler inner radium. Since
the material is quasi-incompressible, the reference volume must be (almost) equal to the
deformed one: v = V . Thus, assuming the failure mechanism described below, the recovery














that, for the case of the aspect ratio D/t = 10, an specific recovery ratio of h/H = 156.25%
is obtained; this value is in the same order of the one obtained in the numerical results.
The obtained recovery ratio, Figure 7.12, does not show any similitude with that ob-
tained from the Shallow Strain Path Method (Sagaseta et al., 1997), that has been presented
in Figure 7.6. The one predicted by the SSPM predicts a peak recovery (in the order of
108%) at a very shallow penetration and then a monotonically decrease of the recovery to
100% at a penetrations in the order of 10R. On the contrary, the one obtained here is
constant during all the simulation and in the order of 146%.
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Figure 7.12: Thick, round tipped sampler. Reference case. Specific recovery ratio in
terms of the normalized penetration.
To ease the interpretation of the centerline strain histories, the unit elongation is used
as strain measure. As described in Equation (2.27), the unit elongation along a spatial





where ds and dS is the infinitessimal length of a vector along direction t in the deformed
and reference configuration. This strain measure may be further linked to the Almansi
strain tensor, see Equation (2.28). It is worth noting that in the infinitesimal regime, the
unit elongation is linked to the small strains deformation tensor, ε, through: εt = t · ε · t.
Figure 7.13 depicts the vertical centerline strain path; curves are labeled by the amount
of penetration of the sampler. For comparison purposes, the curve developed by Baligh et al.
(1987) is also depicted in the figure. It is evindent that the proposed curve does not agree
with the numerical simulation: the predicted strains are an order of magnitude larger than
those of the Strain Path Method. In fact, even the shape of the curve is different: minimal
compression strains are found in the simulation, whereas Baligh et al. (1987) predict vertical
compressions below the tube. It is worth noting that the results obtained by Baligh et al.
(1987) suggest that the deformation inside the tube sampler is elastic since it is reversible.
In the numerical simulations it has been found that a shear zone is developed beneath the
tube sampler and once the soil element enters the tube it behaves almost elastically.
Figure 7.13 also reports the radial and circumferential centerline strain paths; both
elongations are almost coincident. In agreement with Baligh et al. (1987), it is observed
that inside the tube the vertical strain is dominant, the radial and circumferential strains
are approximately equal and, thus, triaxial shearing prevails.
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Figure 7.13: Thick, round tipped sampler. Reference case. Centerline straining path:
vertical unit elongation, (a) and (b), radial unit elongation, (c), and circumferential unit
elongation, (d). Reference solution by Baligh et al. (1987). Curves are labeled in terms of
the normalized penetration.
The straining history is similar to the one proposed by Baligh et al. (1987) (reported in
Figure 7.4) and may be summarized as:
1. An initial compression phase ahead of the sampler (z < −1.5R) where the axial strain
increase from zero to a maximum value (see Figure 7.13(b)). In this phase the soil
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(a) z/R = 1 (b) z/R = 3 (c) z/R = 5 (d) z/R = 7
Figure 7.14: Thick, round tipped sampler. Reference case. Vertical component of the
Cauchy stress tensor (kPa) at several normalized penetrations.
mass behaves elastically.
2. A second phase, in the vicinity of the cutting edge, where the soil suffers triaxial
extension; first in elastic regime (−1.5R < z < −0.5R) and then in elasto-plastic
regime (−1.5R < z < 0.1R)
3. Afterwards, plastic strains are dominant and cease to increase.
The maximum vertical unit elongation in extension lays in the range of 48% whereas
the maximum in extension is 0.32%.
To characterize the stress state, Figure 7.14 presents the evolution of the Cauchy vertical
stress at several steps. A bulb of high stresses is formed just beneath the cutting shoe. Inside
of the tube the stress state is similar to the in situ stress; meanwhile higher vertical stresses
are found in the zone adjacent to the outer shaft.
A detailed description of all the Cartesian components of the Cauchy stress tensor, stress
invariant and also the Almansi strain tensor is presented in Figures 7.24, 7.25 and 7.27, that
compares these stress and strain measures for smooth and rough interface behaviors.
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Table 7.2: Mean value of the specific recovery ratio, SRR, for the parametric analysis
performed in Figure 7.15.
σv0 (kPa) Ir Λ SRR
200 100 0 145.5
100 100 0 147.5
50 100 0 148.5
0 100 0 150.71
200 100 - 152.79 qext − qint = 5Su
200 100 -0.95 140.46
200 100 -0.75 138.88
200 100 -0.25 141.84
200 100 0.25 147.75
200 100 0.75 147.92
200 100 0.95 147.72
200 200 0 145.09
200 300 0 146.79
It must be pointed out that, for this reference case, a typical Finite Element mesh has the
order of 7500 nodes (thus, 22500 degrees of freedom) and 15000 elements. These numbers
greatly contrast with the proof of concept of Alonso et al. (1981) (50 quadrilateral elements)
and the work of Budhu and Wu (1992), that employed discretizations of approximately 400
quadrilateral elements. Each simulation has an approximated computational cost of 24
hours.
7.3.2 Parametric analysis. Rigidity index and external loads.
In the first part of the parametric analysis, the external loads, the initial stress anisotropy
and the rigidity index are varied. In all the simulations the soil weight is neglected and the
contact interface is assumed smooth; in the following sections the effect of these two factors
is presented.
First, Figure 7.15(a) depicts the specific recovery ratio for several simulations assuming
that the external and internal loads are equal and also that the initial total vertical and
horizontal stresses are the same (K0 = 1); as such, these curves are labeled in terms the
total initial mean stress (p0). In all the cases the specific recovery ratio is almost coincident.
However, it is worth noting that although the failure mechanism is identical to that of the
reference case, in the simulation with initial stress-free soil, the upper part of the domain
is not in contact with the tube sampler.
Secondly, Figure 7.15(b) shows the same results with an external load equal to qext = 200
kPa and a lower inner one (qint). Then, curves are labeled in terms of the difference between
the external and internal load (qext − qint). Remarkable discrepancies appear at the first
0.5 normalized penetration; this behavior is due to the procedure to impose the initial
stress: first the inner load is equal to 200 kPa and the soil is assumed to have an initial
stress σh0 = σv0 = 200 kPa, and the inner external load is continuously decreased up
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Figure 7.15: Thick, round tipped sampler. Evolution of the specific recovery ratio in
terms of the normalized penetration. Effect of the external load (qext = qint = p0), (a),
difference between the external and internal load, (b), initial stress anisotropy, (c), and
rigidity index, (d). The mean value of the specific recovery ratio during the steady state is
detailed in Table 7.2.
to the desired value (150 kPa) during the penetration of the sampler. As the sampling
process proceeds, sensibly larger specific recovery ratios are encountered when the inner
load boundary condition is lower than the external one. Higher differences between the
inner and outer applied load boundary conditions are not tested since the initial stress
configuration may produce the same failure mechanism encountered in the base stability of
a circular excavation (Cai et al., 2002).
To further investigate the effect of the in situ stresses on the sampling process, the in situ
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Table 7.3: Considered cases in the parametric analysis of the soil self weight. Cases are
labeled by the product of unit weight and outer diameter.
B = 0.075 m B = 0.15 m B = 0.3 m
γ B γ γ γ
(kN/m2) (kN/m3) (kN/m3) (kN/m3)
0 0 0 0
1.5 20 10 5
15 200 100 50
30 400 200 100
37.5 500 250 125
45 600 300 150
52.5 700 350 175
60 800 400 200
75 1000 500 250
150 2000 1000 500
375 5000 2500 1250






The anisotropic in situ stress parameter, Λ, ranges between -1 and 1. All the simulations
have the same initial vertical stress (200 kPa), whereas the in situ radial and circumferential
stresses are varied. Figure 7.15(c) shows the low influence of the initial anisotropy of the
stresses on the specific recovery ratio. Table 7.2 reports the mean value of the specific
recovery ratio in terms of the anisotropic in situ stress parameter: it can be seen that the
recovery slightly increases with this parameter. Indeed, all the cases show the same failure
mechanism.
In Figure 7.15(d), the rigidity index is varied between 100 (reference) to 300. The
specific recovery ratio seems independent of this constitutive parameter.
The mean value of the specific recovery ratio during steady state for the cases analyzed
herein are presented in Table 7.2.
The failure mechanism of all the simulations presented in this section is exactly the same
than the one encountered in the reference case (see Section 7.3.1). As such, the deformation
path is almost coincident. This is not the case of the stress state along the soil domain,
where differences in the stresses and stress invariants are noticeable. For example, the
maximum vertical stress (that appears just below the cutting shoe) is larger as the rigidity
index increases and, additionally, the dimension of the bulb also increases.
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7.3.3 Parametric analysis. Soil self weight.
In this section, the previously parametric analysis is enhanced by considering the self-weight
of the soil. Several soil densities are considered (see Table 7.3). Although the undrained
shear strength is a consequence, among others, of the in situ effective pressure, its value is
assumed constant along all the domain, Su = 10 kPa, in addition to the shear modulus,
G = 1000 kPa. In this section, results are reported in terms of the product of the specific
weight and the outer diameter, γ B; using centrifuge scaling laws (see, for instance, Kutter,
1995; Idinger et al., 2011), it can be shown that this product is unaffected by the scaling
factor. Then, using this rational, the computational results may be interpreted in term of
different combinations of outer diameter and soil unit weight. Table 7.3 reports the specific
weight of the computed case (B = 0.075 m) and the corresponding specific weights for other
tube diameters.
Figure 7.16 presents the evolution of the specific recovery ratio. This measure have a
highly oscillatory nature, specially for the cases with larger specific weights; as such, three
different approaches are employed to present the specific recovery ratio: the raw data, the
smoothed data and by fitting a 10th order polynomial to the displacement of the inner free
surface and then computing the specific recovery ratio by differentiating this polynomial.
As depicted in the figure, specific weight (or density) may have a prominent role in the
specific recovery ratio: for large values of the density (i.e., γ B), the specific recovery ratio
monotonically decrease as penetration progresses.
Not all the simulations could be computed until a clear steady state since these sim-
ulations are prone to numerical breakdown due to convergence problems. Additionally, it
should be noted that most of the employed values of γ B are extremely large and, conse-
quently, unrealistic (see Table 7.3).
To characterize the solution, Figure 7.17(top) presents the evolution of the Almansi
vertical strain at several simulation times for γ B = 37.5. As it might be inferred from
the specific recovery ratio, at the first stages of the simulation the vertical strain follows
the same trend than the reference case: the soil that enters the tube suffer from very high
extension strains, large vertical compression strains are observed just beneath the cutting
shoe and strains are low in the rest of the soil mass. However, as penetration progresses,
the soil mass that enters the tube suffer from lower extension strains (however, these strains
are still high), the region of compression strains expands and cover a wider range below the
tube and some extension vertical strains are observed in the vicinity of the outside shaft.
The distribution of plastic strains is also affected by the soil self-weight: in the first
stages of the simulation the failure mechanism is very similar to the one observed in the
reference case, with a very narrow localization zone that squeezes all the soil inside of the
tube (Figure 7.17(bottom)). As penetration progresses it seems that the problem transitions
to a different failure mechanism; the previous failure mode still exists but also some plastic
strains also affect the outer part of the domain.
Finally, Figure 7.18 presents contours of the vertical Cauchy stress. Although the gradi-
ent of the vertical stress is extravagant for the dimensions of usual soil samplers, one thing
is clear: at the same vertical distance from the cutting shoe, the vertical stress is higher in
167







































Figure 7.16: Thick, round tipped sampler. Evolution of the specific recovery ratio in terms
of the normalized penetration. Effect of the weight of the soil through the product soil unit
weight, external diameter, γ B, expressed in kN/m2. Raw results, (a), smoothed results,
(b), and those obtained by fitting a polynomial to the inner free-surface displacement, (c).
soil at the inner part of the tube than outside; this result contrast with the simulation of
the weightless soil, where the vertical stress inside of the tube was lower than outside (see
Figure 7.14). This is a consequence of the relative vertical displacement between the inner
and outer free surface, that generates differences in the stress state if the densities different
from zero are considered.
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(f) z/R = 1 (g) z/R = 3 (h) z/R = 5 (i) z/R = 7
Figure 7.17: Thick, round tipped sampler. Effect of the soil self-weight: γ B = 37.5.
Vertical component of the Almansi strain tensor (on top) and incremental plastic shear
strain at several normalized penetrations (bottom).
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(a) z/R = 1 (b) z/R = 3 (c) z/R = 5 (d) z/R = 7
Figure 7.18: Thick, round tipped sampler. Effect of the soil self-weight: γ B = 37.5.
Vertical Cauchy stress (kPa) at several normalized penetrations.
7.3.4 Parametric analysis. Contact roughness.
In the last part of the parametric analysis of the thick, round-tipped soil sampler, the effect
of the adhesion or roughness factor is assessed.
Figure 7.19 presents the curves of specific recovery ratio in terms of the normalized
penetration for several values of the adhesion (ranging from α = 0 to α = 0.8). Contrary
to the previous part of the parametric analysis, contact roughness plays a prominent role
on the recovery and plugging on soil samplers and specific recovery ratios much lower than
100% are found. As penetration progresses, the recovery ratio continuously decrease. For
the three roughest simulations, specific recovery ratios below 10 % are found; this indicates
that a soil plug is formed. Finally, at penetrations larger than 8 radii, the specific recovery
ratio increases in most simulations: this is a boundary effect since the failure mechanism is
influenced by the bottom boundary of the domain, where null displacements are imposed.
To further investigate the effect of contact roughness in the deformation path of the
sampling process, Figure 7.20 depicts the evolution of the vertical Almansi strain for the
roughest case (α = 0.8). The first thing to notice is that the first stages of the penetration,
the deformation path resembles that of the smooth case: strains are concentrated in the
soil inside the sampler, with very high extension vertical strains, and very high compression
vertical strains are found just below the tip of the tube (compare, for instance Figure 7.9(a)
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Figure 7.19: Thick, round tipped sampler. Evolution of the specific recovery ratio in
terms of the normalized penetration. Effect of the adhesion or roughness factor.
and 7.20(a)).
However, differences arise as the penetration of the tube progresses: differently from
the smooth case, the vertical strain inside the tube is not constant. In the upper part,
the sample presents very high extension strains, whereas the bottom part shows very high
compression vertical strains. After a penetration of 5.5R a steady state is reached since a
plug is formed and soil no longer enters inside the sampler. As a consequence of that, it can
be appreciated that the rest of the soil mass suffers noticeable vertical strains. Additionally,
since the material is incompressible, a heave is formed in the outer part of the free surface.
To further describe the failure mechanism, Figures 7.22 and 7.21 present, respectively,
the contour plots of the incremental plastic shear strain and the normalized velocity (the
incremental displacement divided by the incremental time-step and the tube velocity). Two
different mechanisms may be interpreted. At shallow depths (penetrations below 1R), the
same mechanism than in the smooth case is observed: the material just below the tip of the
sampler gets squeezed inside the tube; however, the firsts traces of the second mechanism
are also observed. The second mechanism, that appears at large normalized penetration
depths, is completely different: the soil in the plastic region suffers from vertical compression
plastic strains and plastic strains are also present away from the tube. As it will be shown
in Appendix D (Figure D.2), this mechanism is identical to that of closed ended piles.
Although, as in the smooth case, all the soil inside of the sample cease to deform and
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(a) z/R = 1 (b) z/R = 3 (c) z/R = 5 (d) z/R = 7
Figure 7.20: Thick, round tipped sampler. Rough interface (α = 0.8). Vertical component
of the Almansi strain tensor at several normalized penetrations.
remains mostly in elastic regime, the direction of the velocity is different: in the smooth case,
the soil inside the sampler moves upwards whereas in the rough case it moves downwards.
Figure 7.21(d) also confirms the occurrence of a soil plug: the soil mass inside of the tube
has the same velocity than the tube; though, they move in solidarity.
Finally, Figure 7.23 presents the centerline strain path for the roughest case (α = 0.8).
At shallow penetrations (the curve at a penetration of 1R), the soil that enters the sampler
suffers from high extension strains (with vertical elongations in the order of 25%); however,
these strains are lower than in the smooth case (where the obtained vertical elongation is
approximately 46%). For penetrations in the order of 3R, all the soil inside of the sampler
suffers from vertical extension strains; however, the soil below of the cutting shoe position
suffers from compression vertical strains. Once the plug is formed, the minimum vertical
elongation of a soil element inside the tube is to -26%, that corresponds to the soil element
located at z = 0. In this figure, it can also be noted that between the penetrations 5R and
7R, almost no soil enters the sampler. Additionally, some numerical noise appears in the
centerline strain path, with some points with high extension strains in regions of vertical
compression; this is a consequence of the discretization nearer the radial boundary, see
Figure 7.20.
Again, the obtained centerline strain path is compared with that predicted by the Strain
Path method (Baligh et al., 1987). The obtained numerical results do not show any simili-
tude with those predicted by Baligh et al. (1987): the shape of the curve and the magnitudes
are completely different.
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(a) z/R = 1 (b) z/R = 3 (c) z/R = 5 (d) z/R = 7
Figure 7.21: Thick, round tipped sampler. Rough interface (α = 0.8). Magnitude of the
normalized velocity.
To conclude, Figure 7.24 fully characterize the stress state assuming a rough interface
behavior (α = 0.8) and a smooth one by presenting all the Cartesian components of the
Cauchy stress tensor. As already commented, assuming a smooth interface behavior, a bulb
of higher stresses is formed just beneath the cutting shoe of the sampler, stresses slightly
increase around the outer shaft and small variations in the stresses appear in the soil that
enters the tube. On the contrary, by assuming a rough interface, the bulb of high stresses
is much larger and expands through the whole section of the tube; that is, by using a
smooth interface the bulb is related to the thickness of the of the cutting shoe whereas in
rough cases it is related to the diameter of the tube. The stress state in the vicinity of the
outer shaft is similar in both cases, with the exception of tangential component σrv, that
is a consequence of the interface roughness factor, α. Meanwhile, inside fo the tube, the
soil suffers from high compression stresses, particularly in zones near the cutting shoe, by
assuming a rough interface behavior.
Figure 7.25 presents the stress invariants of the Cauchy stress tensor; specifically, the
total mean stress, p = −tr(σ)/3 (positive in compression), the second stress invariant,
Q =
√
3 J2, and Lode’s angle, θL. As already noted in the Cartesian components of the
Cauchy stress tensor, assuming a smooth interface behavior, only high total pressures are
found just beneath the cutting shoe, whereas the rest of the soil mass (including the soil
inside of the tube) has a total pressure similar to the initial one (200 kPa); the soil inside
of the tube suffers from high deviatoric stresses and Q is near to 2Su, although the soil
remains mostly in elastic regime (see Figure 7.11). High deviatoric stresses are found in the
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(a) z/R = 1 (b) z/R = 3 (c) z/R = 5 (d) z/R = 7
Figure 7.22: Thick, round tipped sampler. Rough interface (α = 0.8). Incremental plastic
shear strain.












Figure 7.23: Thick, round tipped sampler. Rough interface (α = 0.8). Centerline straining
path.
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(a) σv (b) σr (c) σθ (d) σrv
(e) σv (f) σr (g) σθ (h) σrv
Figure 7.24: Thick, round tipped sampler. Cartesian components of the Cauchy stress
tensor (kPa) at a penetration z = 5R. On top assuming a smooth interface behavior
whereas on the bottom using a rough interface (α = 0.8). The left legend should be used
for σv, σr and σθ whereas the right one for σrv.
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(a) α = 0 (b) α = 0.8 (c) α = 0 (d) α = 0.8
(e) α = 0 (f) α = 0.8
Figure 7.25: Thick, round tipped sampler. Invariants of the Cauchy stress tensor at a
penetration z = 5R. Total mean pressure (kPa), (a) and (b), Q =
√
3 J2 (kPa), (c) and
(d), and Lode’s angle (◦), (e) and (f), for two different roughness factors.
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(a) α = 0 (b) α = 0.8
(c) α = 0 (d) α = 0.8
Figure 7.26: Thick, round tipped sampler. Principal components of the Cauchy stress
tensor at a penetration z = 5R. σ1, (a) and (b), and σ3, (c) and (d). The red lines
delimitate the active plastic zone.
vicinity of the cutting shoe, where the failure mechanism takes place.
The bulb of high total mean stresses is much higher employing a rough interface behavior
(α = 0.8) and expands through the whole diameter of the tube. Also, the region with high
deviatoric stresses is much wider: adjacent to the inner and outer shaft and in a large region
nearer the cutting shoe as a consequence of the failure mode (see Figure 7.22).
Figure 7.25 also compares the Lode’s angle for two roughness factors: α = 0 (smooth)
and α = 0.8 (rough). Although the spatial distribution of this stress invariant presents some
spatial scatter, specially in regions nearer the right boundary, the Lode’s angle presents
a clear distribution in the active plastic region. In the smooth simulation, the Lode’s
angle is θL = 30
◦ (triaxial extension) in the plastic zone whereas it is θL = −30◦ (triaxial
compression) for the rough case.
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Two of the principal stresses, σ1 and σ3, are depicted in Figure 7.26. To better under-




τ1 − 12 (τ2 + τ3)− 2Su if θL = 30
◦
τ1 − τ3 − 2Su if − 30◦ < θL < 30◦
1
2 (τ1 + τ2)− τ3 − 2Su if θL = −30
◦
(7.8)
where τ1 > τ2 > τ3 are the principal Kirchoff stresses, τ = J σ, and the Jacobian is almost
equal to the unity in quasi-incompressible situations, J ≈ 1, such as this analysis. Then,
the Kirchoff and Cauchy stresses almost coincide. Bear in mind that the computational soil
mechanics sign convention (compression stresses are negative) is considered.




 dp|−30◦<θL<30 = γ̇
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where dp is the plastic rate of deformation tensor and γ̇ ≥ 0 is the plastic multiplier.
In other words, along the plastic region, the direction of σ1 corresponds to the direction
of (incremental) plastic extension straining whereas the direction of σ3 corresponds to plastic
compression straining (see Equation (7.9)). Null, extensive or compressive plastic strains
may develop along the direction of σ2, depending on the value of the Lode’s angle.
Then, the direction of the principal stresses depicted in Figure 7.26 can also be used
to better understand the straining history, since plastic strains are much higher than the
elastic ones. In the smooth case, the soil in plastic state is in triaxial extension state,
(θL = 30
◦). Then, in the plastic region, the soil experience extension along the direction of
σ1, which, at a large extend, coincides with the vertical direction (Figure 7.26). In the other
two directions, σ2 and σ3 -that coincide with the circumferential and vertical directions- the
soil undergoes compression plastic straining.
In the rough case, the plastic region is characterized by a triaxial compression state (θL =
−30◦). Plastic compression strains appear in the direction of σ3, whereas plastic extension
straining takes place in the direction of the circumferential direction, that coincides with
σ2, and σ1.
To fully characterize the strain path of the problem, Figure 7.27 presents the Cartesian
components of the Almansi tensor. The previous description of the plastic straining is clearly
seen in the simulation with a smooth interface behavior: inside of the tube the vertical
Almansi strain is large and positive (extension), whereas the circumferential and radial are
also large and negative (compression). The rough case is more difficult to interpret since
the Cartesian coordinates do not coincide with the principal directions of plastic straining.
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(a) ez (b) er (c) eθ (d) erz
(e) ez (f) er (g) eθ (h) erz
Figure 7.27: Thick, round tipped sampler. Cartesian components of the Almansi strain
tensor at a penetration z = 5R. Smooth interface, on top, and rough interface (α = 0.8),
bottom.
7.4 Thick, round tipped sampler with a piston
In all the previous analyses it has been assumed that the soil that lays in the inner free
surface is free to move (upwards and downwards) and a load boundary condition has been
placed in this part of the domain boundary. In this section, the geometry of the problem
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(Figure 7.8) is changed and a piston is placed on the inner free surface; this way, the upwards
movement of the soil is restricted. This one-side displacement restriction is modeled by
prescribing a contact plane that only acts on the inner free-surface. This plane is horizontal
and its height is equal to the initial height of the inner free-surface. The contact constraints
associated to this plane are the responsible of restricting the upward vertical displacement
of the soil; however, in the event that a plug is formed, the soil of this part of the boundary
of the domain may move downwards.
7.4.1 Smooth interface
Figure 7.28 presents the evolution of the vertical displacement and the Jacobian, a measure
of volume change, assuming a smooth interface at several steps of the simulation. As
the tube penetrates, the soil in the inner part of the tube adjacent to the cutting shoe
experience a downwards motion. Due to the quasi-incompressible response of the soil -the
volumetric deformation is small, see Figure 7.28(bottom)-, in this region this vertical motion
is compensated with radial displacements in the direction of the axis of symmetry. Results
show that the soil mass adjacent to the outer shaft of the tube experience positive vertical
displacements.
The former observations may also be also interpreted in Figure 7.29, that presents the
normalized velocity (the incremental displacement divided by the incremental displacement
of the tube) in the vicinity of the cutting-shoe.
Figure 7.30 presents the evolution of the vertical Almansi strain. In all the cases, a zone
with high compression vertical strains appears below the sampler. During the first pene-
tration radii, the soil that enters the sampler experience high vertical compression strains;
these strains hardly vary as the tube continues penetrating. As penetration progresses, the
soil that enters the tube has a practically zero vertical deformation. The obtained strains
inside of the tube are quite homogeneous, except in the zone adjacent to the shaft. Since
the material is quasi-incompressible and upwards vertical displacement is restricted in the
inner boundary, the insertion of the sampler is compensated with extension vertical strains
in zones adjacent to the outer shaft.
Figure 7.31 depicts the evolution of the incremental plastic shear strain. The soil located
inside of the tube does not experience further plastic deformation. In the first steps of
the problem (in penetrations below 2R), the active plastic region reaches the surface; as
penetration progresses, a deep failure mechanism is formed.
Figure 7.32(a) depicts the centerline strain path for the smooth case. For the first time
in this chapter, the order of magnitude of the maximum and minimum vertical strains along
the centerline is the same than that predicted by Baligh et al. (1987) (3.85% for the case
B/t = 10). However, the shape of these curves is quite different.
The first thing to notice is that some agreement between the computations and the
solution proposed by Baligh et al. (1987) is found in soil elements located at 2 radii below
the tip of the sampler (z < −2R). From this depth onwards, the mismatch between the
numerical and SPM solution is evident; it ought to be said that at this depth (z ≈ −2R)
soil elements experience plastic straining for the first time (see Figure 7.31).
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(a) z/R = 1 (b) z/R = 3 (c) z/R = 5 (d) z/R = 7
(e) z/R = 1 (f) z/R = 3 (g) z/R = 5 (h) z/R = 7
Figure 7.28: Thick, round-tipped sampler with a piston. Smooth interface. Vertical
displacement (m), on top, and Jacobian, bottom.
At the centerline, plastic deformation only occur between −2R < z < R/2 (see Fig-
ure 7.31): first the soil suffers from high plastic vertical strains in compression and then
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(a) z/R = 1 (b) z/R = 3 (c) z/R = 3
Figure 7.29: Thick, round-tipped sampler with a piston. Smooth interface. Magnitude
of the normalized velocity, (a) and (b), and detail of the velocity magnitude and direction
near the tip of the sampler, (c).
(a) z/R = 1 (b) z/R = 3 (c) z/R = 5 (d) z/R = 7
Figure 7.30: Thick, round-tipped sampler with a piston. Smooth interface. Vertical
Almansi strain.
from extension vertical strains. Once the soil enters the tube, it remains in elastic regime.
This fact may also be interpreted in the centerline strain paths, shown at Figure 7.32(a):
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(a) z/R = 1 (b) z/R = 3 (c) z/R = 5 (d) z/R = 7
Figure 7.31: Thick, round-tipped sampler with a piston. Smooth interface. Incremental
plastic shear strain.






















Figure 7.32: Thick, round tipped sampler with a piston. Centerline straining path.
Smooth interface, (a), and rough interface (α = 0.5), (b).
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Figure 7.33: Thick, round-tipped sampler with a piston. Total vertical stress for different
contact roughness factors after a penetration of z/R = 6. The discontinuous line represents
the initial height of the free-surface.
comparing the centerline strain paths computed after several penetration depths, once the
soil element has entered the tube, the magnitude of the strain only varies due to elastic
deformation (which is much more smaller than the plastic deformation).
For the first four penetration radii, the soil that enters the tube has experienced a net
vertical extension strain. At larger penetrations, the soil that continues entering the tube
suffers from a net vertical compression, that may estimated in the order of 2.5% (numerical
results show some oscillations that are a consequence of remeshing). Irrespectively of the
final net vertical strain, the soil experience high plastic strains (the maximum value of the
compression vertical strain is 10%).
The specific recovery ratio, presented in Figure 7.34(b) is always equal to 100%, with
some small scale numerical oscillations.
7.4.2 Rough interface
The previous case has been reanalyzed by employing two different roughness factors (α = 0.5
and α = 0.8). In general terms, the deformation path of the problem is quite similar to the
reference case (smooth interface) for the amount of simulated penetration. For instance,
the centerline strain path for the smooth and rough interface are quite similar (compare
Figure 7.32). Outside the tube, some differences appear in the movement of the exterior
free surface (see Figure 7.33).
Although the deformation path seems independent of the contact roughness, the stress
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Figure 7.34: Thick, round-tipped sampler with a piston. Stress acting in the piston, (a),
and specific recovery ratio, (b), for three contact roughness factors.
fields are quite different. Figure 7.33 compares the vertical total stress for the three cases
at a penetration equal to 6R. Outside the tube, the high stresses are a little larger in the
simulations in which the contact roughness factor is larger than zero. Inside of the tube the
stress state is completely different: in the smooth computation, the stress state is almost
constant along the sample and the vertical stress is larger than the initial one (200 kPa).
In the rough simulations, the vertical stress is high in the vicinity of the cutting-shoe and
constantly decreases as the shaft moves along.
The total vertical stress acting on the piston (that is, the force divided by the internal
area) is depicted in Figure 7.34(a). For the smooth case, rapidly a steady state is achieved
and this stress is in the order of 250 kPa; that is, 50 kPa larger than the initial stress. Mean-
while, for the rough cases, this stress continuously decreases. At penetrations larger than
9R the piston stress increases due to the relatively small dimensions of the computational
domain.
Figure 7.34(b) depicts the evolution of the specific recovery ratio in terms of the pen-
etration. In the three cases the specific recovery ratio is equal to 100% during the whole
simulation.
7.5 Thick sampler with a beveled cutting edge
Not only tube samplers whose tip is rounded have been considered in this work. In this
section, the effect of the geometry of the sampler is assessed. In particular, a sampler with
an outside cutting-edge angle of 20◦ and null inside cutting-edge angle is analyzed. Due to
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(a) z/R = 1 (b) z/R = 3 (c) z/R = 5 (d) z/R = 7
Figure 7.35: Thick sampler with a beveled cutting shoe. Smooth interface. Vertical
Almansi strain.
numerical reasons, the two sharp edges of the tube are rounded; otherwise, when a node
passes from the tip of the sampler to the shaft, the stress state varies abruptly, that may
produce numerical breakdowns when an implicit time marching scheme is used. The precise
shape of the cutting shoe of the sampler is shown in Figure 7.36(c).
Figure 7.35 presents the vertical component of the Almansi strain tensor assuming an
smooth interface. As in the round tipped case, the vertical strain in the soil mass inside the
tube is uniform and low vertical strains are found just beneath the cutting shoe. However,
in this case, the vertical deformation of the soil inside of the sampler is lower and significant
deformation occur in the outer part of the tube.
As observed by the Almansi strain (Figure 7.35) and, below, by the specific recovery
ratio (Figure 7.38), the problem reaches a steady state at very shallow penetrations (at
0.8R). To illustrate the failure mechanism, Figure 7.36 presents the distribution of the
incremental plastic shear strain and the normalized velocity after a penetration of 1R. The
first thing to notice is that the active plastic zone is located beneath the cutting shoe of
the sampler and it extends up to the axis of symmetry of the problem; additionally, some
plastic deformations also occur at one radii of distance below the cutting shoe. There exist




Figure 7.36: Thick sampler with a beveled cutting shoe. Smooth interface. Incremental
plastic shear strain, (a), magnitude of the normalized velocity, (b), and velocity vectors
nearer the cutting shoe, (c), at a penetration of 1R.
at the corner defined by the cutting-shoe and the outer shaft of the sampler, whereas the
other initiates at the lowest point of the tube. The velocity vectors show that part of the
soil located beneath the cutting shoe of the sampler has a downwards component of the
velocity and gets inside of the tube. Differently from the rounded tipped tube, the insertion
of this sampler produce significant deformation to the soil mass outside of the tube, that
gets pushed outwards to accommodate part of the volume of the rigid body.
Figure 7.37(a) presents the centerline strain path for this tube geometry using assuming
a smooth interface behavior. Qualitatively, this strain path is almost coincident to that
obtained for a round tipped shoe (Figure 7.13); however, in this case, the vertical strain
inside the tube is constant and nearer 25%, whereas a value of 47% is obtained with a
round-tipped cutting shoe. These centerline strain path present higher spatial variability
than the previous ones and is a consequence of the numerical oscillations that present the
Almansi strain tensor, Figure 7.35.
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Figure 7.37: Thick sampler with a beveled cutting shoe. Centerline straining path for a
smooth interface, (a), and a rough interface (α = 0.8), (b).






























Figure 7.38: Thick sampler. Smooth interface. Comparison of the evolution of the specific
recovery ratio in terms of the normalized penetration for a rounded-tip sampler and one
whose outside cutting-edge angle is 20◦. Results of the numerical simulation, (a), and
smoothed results, (b).
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Figure 7.39: Thick sampler with a beveled cutting shoe. Evolution of the specific recovery
ratio in terms of the normalized penetration. Effect of the adhesion or roughness factor.
Finally, Figure 7.38 compares the specific recovery ratio in terms of penetration for an
smooth interface for the round tipped sampler and the one with an outside cutting-edge
angle of 20◦. It is evident from this figure that the shoe of the sampler plays a prominent
role in the amount of material that enters the tube: using a rounded tip the specific recovery
ratio is in the order of 146% whereas it reduces to 125% considering a beveled cutting shoe.
7.5.1 Effect of contact roughness
As noted in the analysis of round tipped samplers, the rigidity index, the difference between
the internal and external boundary load and the initial stress have little influence on the
deformation path of the problem and on the specific recovery ratio. As such, these factors are
assumed unimportant for this cutting-shoe geometry and the effect of the contact roughness
is directly assessed.
Figure 7.39 presents the evolution of the specific recovery ratio in terms of the normalized
penetration for different contact roughnesses. As in the analysis of the round tipped cutting
shoe, the contact roughness plays a prominent role on the specific recovery ratio. Again,
larger values of the contact adhesion produce lower recovery rates and, in the cases with
higher roughnesses, a plug is formed. It is worth noting that for all the assessed contact
roughnesses (α > 1/3), specific recovery ratios below 100% are obtained during the whole
simulation.
To further illustrate the solution, Figure 7.40 presents the contour plots of the vertical
Almansi strain for a rough interface (α = 0.8). Very high compression strains appear just
below the tube, whereas vertical extension strains are found in the vicinity of the outer
shaft. The soil inside of the tube suffers vertical compression strains.
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(a) z/R = 1 (b) z/R = 3 (c) z/R = 5 (d) z/R = 7
Figure 7.40: Thick sampler with a beveled cutting shoe. Rough interface (α = 0.8).
Vertical Almansi strain.
Once non-smooth interface behavior is considered, there exist two distinct failure mech-
anism: the first one, that prevails in the cases with low contact adhesions and appears
when the specific recovery ratio in the order of 100% or higher (namely, in the numerical
simulation with α = 1/3, between the penetration 0 < z/R < 3), is almost coincident
with that described for the smooth case (Figure 7.36). Meanwhile, the second mechanism
appears in the cases where the specific recovery ratio is lower than 100% and is depicted
in Figure 7.41: this mechanism is coincident with that obtained in the previous analysis of
round tipped tubes with high contact roughnesses: the plastic zone expands far away from
the sampler (at several radii in the horizontal from the tip of the sampler) and resembles
that of closed-ended piles. The soil affected by this mechanism that enters inside of the
tube suffers from high compression vertical strains. Irrespectively of the failure mechanism,
the soil inside the tube remains in elastic regime during the tube insertion.
The centerline strain path for a rough case (α = 0.8) is presented in Figure 7.37(b).
During the first steps of the simulation (penetrations in the order of 0.7R), the previously
mentioned failure mechanism is not yet formed and the insertion of the rigid body is com-
pensated with plastic deformations that only affect the outer part of the soil mass; this is
the reason beneath the limited deformations that exhibit the centerline strain profile after
a penetration of 1R. Afterwards, the failure mechanism tends to that of a closed ended
pile and the plug is formed. At this stage, the soil in the vicinity of the cutting shoe suffers
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(a) (b) (c)
Figure 7.41: Thick sampler with a beveled cutting shoe. Rough interface (α = 0.8).
Incremental plastic shear strain, (a), magnitude of the normalized velocity, (b), and velocity
vectors nearer the cutting shoe, (c), at a penetration of 5.5R.
very high compression strains; the peak compression strain is 97%.
7.6 Thin, round tipped sampler
In the previous, sections several analyses with different cutting-shoe forms and the existence
of a piston in the interior of the tube have been presented; all these simulations considered
the same ratio between the outer diameter and wall thickness, B/t = 10. As already
commented, this ratio determines the deformation behavior of the problem and, thus, has
a great importance on the quality of the retrieved sample (Hvorslev, 1949; Baligh et al.,
1987; Clayton et al., 1998).
In order to further the analysis, this section presents results of the simulation of a tube
whose ratio between the outer diameter and the wall thickness is B/t = 20. It should be
noted that the mesh size of this kind of analysis is determined by the thickness and geometry
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(a) z/R = 1 (b) z/R = 3 (c) z/R = 5 (d) z/R = 6
Figure 7.42: B/t = 20, round tipped sampler. Reference case (smooth interface). Vertical
component of the Almansi strain tensor at several normalized penetrations.
of the cutting-shoe; as such, increasing the ratio B/t drastically increases the computational
cost. To obtain an accurate solution, at least 30 nodes are required to discretize the round-
tipped cutting shoe; consequently, the element size should be he ≈ 0.1 t around the tip of
the tube.
In this section, first, the reference case is presented, that is characterized with a Ir = 100
and a smooth interface. Based on the results of the parametric analysis performed for the
thick, round tipped sampler, Figures 7.15 and 7.19, only the effect of the interface contact
roughness factor is assessed.
7.6.1 Reference case
The reference case of this section only differs from that utilized in Section 7.3.1 in the
thickness of the tube wall; in this section the ratio between the outer diameter to the wall
thickness is B/t = 20 instead of B/t = 10. All the constitutive parameters and the initial
stress state are the same.
Figure 7.42 presents the vertical component of the Almansi strain tensor at several
advances of the tube. As in the case B/t = 10 very high compression vertical strains are
found just below of the cutting shoe of the sampler and the soil that enters the sampler
suffers from very high extension strains. Comparing this figure with the one for the case
B/t = 10 (Figure 7.9, with different minimum and maximum threshold value in the legend),
it can be seen that the deformation contours are very similar, but with different magnitude
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Figure 7.43: Centerline strain path for the reference case of a round tipped soil sampler
with B/t = 20, (a). Comparison of the centerline after a penetration of 7R for two different
outer diameter to the wall thickness ratios, B/t, (b).
of the strains.
Figure 7.43(a) presents the centerline strain path at several penetration depths. These
straining histories are coincident with those encountered in the analysis of the case B/t = 10
(presented in Figure 7.13). The main difference lays in the maximum and minimum value of
the vertical strain: in the present case the vertical unit elongation inside of the tube is in the
order of 18% whereas in the case with B/t = 10 this strain measure is in the order of 48%.
Meanwhile, the maximum vertical compression strain is approximately 0.122% whereas for
the thick case is 0.322%.
Figure 7.44(a) compares the specific recovery ratio for smooth simulations using different
B/t. By considering a thiner tube the maximum extension strains decrease and also does
the specific recovery ratio.
7.6.2 Parametric analysis. Contact roughness.
The same problem has been recomputed by using several roughness factors. As depicted in
Figure 7.44(b), the specific recovery ratio monotonically decreases as penetration progresses.
A steady state is not achieved due to the relatively small dimensions of the domain and the
high computational cost of these analysis.
In this set of simulations, the same tendencies described in the cases of B/t = 10 are
observed: in the first steps of the simulation the same failure mechanism than in the smooth
case is observed; as deformation progresses, it seems than the deformation path transitions
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Figure 7.44: Round tipped sampler. Evolution of the specific recovery ratio. Influence of
B/t on the specific recovery ratio for smooth interfaces, (a), and influence of the roughness
factor for B/t = 20, (b).
Table 7.4: Peak compression and extension strains at the centerline for different tube
diameter to wall thickness ratio, B/t, shape of the cutting-shoe and contact roughness
factor. Results that do not reflect a clear stationary state are shown in italics.








10 Circular 0 48 0.322
10 Circular 0.8 32 80
10 Circular. Piston 0 10 11
10 Circular. Piston 0.8 12 13
10 Beveled 0 34 0.42
10 Beveled 0.8 0.3 97
20 Circular 0 18 0.122
to the second failure mode observed in the plugged cases of the thicker case.
7.7 Analysis of the peak strains at the centerline
This section summarizes the centerline vertical strains. In particular, Figure 7.45 presents
the value of the maximum compression and extension vertical unit elongations during the
tube sampling for most of the previously presented numerical simulations; the same data is
also detailed in Table 7.4.
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Figure 7.45: Maximum and minimum value of the computed vertical unit elongation in
terms of the outer diameter to wall thickness ratio, B/t. Results that are believed to not
represent the steady state are plotted with empty markers.
As already noted before, the peak maximum vertical strains along the centerline are
completely different from those predicted by Baligh et al. (1987). The maximum extension
unit elongation for a round tipped, smooth interface is an order of magnitude larger than
that predicted by the Strain Path method. Interestingly, the results on transparent soil
using PIV presented by Hover et al. (2013) for a B/t = 14.5 without a pressure plane in
the inner free surface show the same tendency with the results obtained here for a smooth
interface for a round-tipped tube; additionally, all these results are in concordance with the
simple model stated around Equation (7.5), that assumes that all the soil that is located
below the tube gets squeezed inside. Meanwhile, the calculated peak compression strain
is much more lower than the one predicted by Baligh (1985): it has been noted that this
compression strain is achieved in elastic regime.
Considering a rough interface behavior instead of a smooth one, reduces the peak exten-
sion strain. However, after a plug is formed, the calculated maximum compression strain
is very high, between 80% to 97%. This very high compressions are located outside of the
tube, but inside of the tube the maximum compressions are also high, between 25% to 63%.
The shape of the cutting shoe also influences the obtained peak elongations: the peak
compression strain gets reduced from 48% (round-tipped shoe, D/t = 10, smooth interface)
to 34% (beveled cutting edge, D/t = 10, smooth interface), whereas the peak compression
strain is similar. For a rough interface (α = 0.8), the peak compression is reduced: from 32%
to 0.3%; it should be noted that this results may be due to a different initial embedment of
the structure, that is initially wished-in-place at different depths in each set of simulations.
In terms of the compression strains, no large discrepancies appear due to the form of the
cutting shoe: in both cases a plug is formed and the vertical unit elongation is larger than
80%.
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Figure 7.46: Sketch of the forces acting on open-ended piles under unplugged, (a), and
plugged conditions , (b). (Paikowsky and Whitman, 1990)
The placement of a piston in the interior free surface plays a prominent role in the peak
vertical strains. Then, the maximum in compression and extension are similar (in absolute
value) and around 11% for B/t = 10, whereas the prediction of Baligh et al. (1987) is 3.85%.
Unfortunately, it is clear that the calculations with a rough interface have not yet achieved
a stationary state (see Figure 7.34): it is believed that a plug may eventually be formed.
7.8 Analysis of the occurrence of a plug
In this section, the theory developed by Paikowsky and Whitman (1990) to predict the
occurrence of a plug in open-ended piles is assessed against the obtained numerical results.
To use this theory, the bearing capacity factor of a closed-ended pile is required. The details
of the simulation of this problem and the main results are presented in Appendix D, where
it is shown that the bearing capacity of a closed-ended pile may be estimated as Nc = 8.97
for a smooth interface and increases with the contact roughness to Nc = 9.33 (α = 0.5).
A by-product of the analysis performed herein, the bearing capacity factor of open-ended
piles, is also presented in Appendix D.
7.8.1 Occurrence of a plug. Paikowsky and Whitman (1990).
As already discussed in the introduction, Paikowsky and Whitman (1990) developed a the-
ory to predict the occurrence of a plug in open ended piles. In essence, the theory states
that the pile becomes plugged when the inner-soil cylinder develops sufficient frictional re-
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sistance that prevents further soil to intrusion and the plugged pile assumes the penetration
characteristics of a closed-ended pile. In other words, the unit end bearing capacity of the
plugged pile, termed as qp in Figure 7.46(b), is similar to the end unit bearing capacity of
a closed-ended pile.
For an open-ended pile, this unit end bearing capacity (qp in Figure 7.46) is composed
by the tip bearing capacity, the inner shaft frictional forces and the load boundary condition
imposed at the inner free surface:
qp =




where qtipo stands for the tip unit end bearing capacity, Ao is the cross-sectional area of
the pile tip, Fsi is the integral of the internal unit shaft friction, q
int is the load boundary
condition imposed at the inner free surface over the area Aint and A is the overall cross-
sectional area.
The condition for the formation of a plug proposed by Paikowsky and Whitman (1990)
(i.e. the plug of an open-ended pile is mobilized when the accumulated inside skin friction
exceeds the ultimate static bearing capacity of the soil below the toe of the pile), leads to











where qext is the load boundary condition imposed in the outer free surface (Figure 7.8).
According to the theory developed by Paikowsky and Whitman (1990), Ni should be
equal to the bearing capacity factor of a closed-ended pile, Nc, when a plug is formed.
When a piston is placed in the inner free surface instead of a load boundary condition,











where qpiston is the vertical force exercised by the piston.
7.8.2 Assessment against the numerical results
Thick, round tipped samplers
The theory of Paikowsky and Whitman (1990) is first assessed against the numerical results
of the simulations of thick, round tipped samplers. Figure 7.47 presents the main results
of interest here: on the one hand, the specific recovery ratio and, on the other hand, the
bearing capacity factor Ni presented in Equation (7.11). As already mentioned before, the
roughest simulation (α = 0.8) has a practically null specific recovery ratio after a penetration
of 5.5R, indicating the formation of a plug. Meanwhile, for α = 2/3 the plug is formed
nearer a penetration of 6.7R, whereas a plug may be formed around a penetration of 8R
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Figure 7.47: Thick, round tipped sampler. Evolution of the specific recovery ratio, (a),
and the bearing capacity factor Ni, (b), in terms of the penetration. The black discontinuous
lines indicate the bearing capacity of a closed ended pile for a smooth and a rough case
(α = 0 and α = 0.5).
for the case α = 0.5. Since the domain is not sufficiently large, after a penetration of 8.5R
the plug disappears due to a finite boundary effect.
The previously described penetrations at which the plug is formed for each simulation
coincide with the depth where the bearing capacity factor described in Equation (7.11) is
close to the bearing capacity of a closed-ended pile (as shown in Figure D.1: Nc = 8.97 for a
smooth interface and Nc = 9.33 for a rough interface (α = 0.5)). Specifically, it seems that
the plug is formed once the bearing capacity reaches the value of a smooth closed ended
pile and, afterwards, the capacity slightly increases.
Thick sampler with a beveled cutting edge
The same analysis is repeated in Figure 7.48 for the beveled cutting-shoe, that has an outer
cutting-edge angle of 20◦. The closed-ended pile has not been recomputed with the cutting-
edge angle of 20◦ and the reference closed-ended pile of the previous case is used since
the mismatch of the geometry is not substantial. Also in this case, a good correspondence
between the formation of a plug (very low specific recovery ratios) and a value of the bearing
capacity factor defined in Equation (7.11) similar to that of a closed ended pile is obtained.
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Figure 7.48: Thick sampler with a beveled cutting shoe. Evolution of the specific recovery
ratio, (a), and the bearing capacity factor Ni, (b), in terms of the penetration. The black
discontinuous lines indicate the bearing capacity of a closed ended pile for a smooth and a
rough case (α = 0 and α = 0.5).
Thick, round tipped sampler with a piston on top
Figure 7.49(b) depicts the evolution of the bearing capacity factor in terms of the penetration
for the cases in which a piston is placed on top of the internal free surface. The value of this
factor is always lower than those of closed ended piles. For the smooth case a steady state
is achieved after a penetration of 2R. Meanwhile, for the rough cases, the bearing capacity
factor continuously increases. It should be noted that the contribution to this factor due
to the vertical stress exerted by the piston continuously decrease (see Figure 7.34); on the
contrary, the contribution to Ni due to the tangential contact forces increase because the
area of the internal interface in contact with the soil continuously becomes larger.
Thin, round tipped sampler
Figure 7.50 presents the evolution of the bearing factor and the specific recovery ratio in
terms of the penetration. Lower values of the bearing factor are obtained with respect to
the thick case because: (i) the contribution of the tip resistance to this factor is lower due
to a lower area and (ii) lower specific recovery ratios are achieved in the thinner case, thus,
the area of the inner shaft does not increase at the same rate.
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Figure 7.49: Thick, round-tipped sampler with a piston. Rough case. Evolution of
the specific recovery ratio, (a), and the bearing capacity factor Ni, (b), in terms of the
penetration. The black discontinuous lines indicate the bearing capacity of a closed ended
pile for a smooth and a rough case (α = 0 and α = 0.5).
7.8.3 Relationship between the specific recovery ratio and the bearing
capacity factor
In order to study the dependency of the bearing capacity factor and the specific recovery
ratio, Figure 7.51 presents plots between them for the four different samplers that have
been analyzed in the previous sections. To decrease the amount of noise related to the
first steps of the simulation, where the failure mechanism is not yet formed, and due to the
relatively small domain considered, only data from the central part of the simulation has
been considered: that is, from the first penetration radium till a clear boundary effect is
observed in the curves.
One thing is clear, by placing of a piston on the inner free surface, the recovery ratio
is always 100% and independent of the bearing capacity factor (Figure 7.51(c)). However,
as stated before, these simulations have not yet achieved a clear stationary state, results
suggest that the bearing capacity factor could still increase and, in the rough cases, it is
hypothesized that a plug may eventually form.
On the other three cases, where the vertical displacement of the inner free surface is
not restricted, it is clear that both variables are linked: there exist a curve that goes from
the values representing the smooth case (the lowest bearing capacity factor and the highest
specific recovery ratio) to fully plug conditions (null recovery ratio and a bearing capacity
factor similar to that of closed-ended piles). This unique curve is completely independent of
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Figure 7.50: Thin, round-tipped sampler. Rough case. Evolution of the specific recovery
ratio, (a), and the bearing capacity factor Ni, (b), in terms of the penetration. The black
discontinuous lines indicate the bearing capacity of a closed ended pile for a smooth and a
rough case (α = 0 and α = 0.5).
the so-called contact adhesion or roughness factor, α, but depends on the geometry of the
cutting shoe (rounded or sharp), the ration between the diameter and the thickness of the
wall, B/t, and also may vary with the soil rigidity index (as it is shown in Appendix D, the
bearing capacity factor for smooth tubes increases with the rigidity index but the specific
recovery ratio is almost independent).
7.9 Concluding remarks
Tube sampling constitutes a core activity in site investigation; thus, the study of soil dis-
turbance during sampling is of vital importance. Several methods have been proposed to
study this problem, encompassing the Strain Path method (Baligh et al., 1987; Clayton
et al., 1998) and even the Finite Element method (Alonso et al., 1981; Budhu and Wu,
1992).
This chapter has presented the numerical simulation of tube sampling using a total
stress approach. The parametric analysis included several cutting-shoes geometries (round
tipped sampler and beveled cutting-shoe geometries with an outside cutting angle of 20◦),
ratios between the outer diameter to the wall thickness, constitutive parameters, external
loads and interface roughnesses.
The numerical centerline strain paths have been compared with those predicted by the
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Figure 7.51: Relation between the specific recovery ratio and the bearing capacity factor.
Thick, round-tipped sampler, (a), thick sampler with a beveled cutting edge, (b), thick
sampler with a piston on the interior free surface, (c), and thin, round-tipped sampler, (d).
Strain Path method and the Shallow Strain Path method. Very limited agreement has
been found between the numerical simulations and the theories proposed by Baligh (1985);
Baligh et al. (1987); Sagaseta et al. (1997): not only the order of magnitude of the developed
vertical strains are different, but also the shape of the curve is different.
The first part of the parametric analysis of a thick, round tipped sampler, where the
effect of the rigidity index, the initial effective stress and the difference between the load
applied in the internal and external free surface, reveled that all these factors have a very
limited influence on the deformation path of the problem. Only the difference between the
inner and outer load boundary condition has a noticeable effect on the specific recovery
ratio. On the contrary, the variable that governs the strain and stress state of the problem
is the contact roughness. When a rough interface in considered, the specific recovery ratio
continuously decrease until it reaches a steady state around 0% (a plug is formed); the lower
part of the soil sampler suffers from high compression strains, with unit vertical elongations
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in the order of -70%.
Beveled cutting-shoes have also been considered: it has been observed that this geometry
reduces the amount soil recovery: for the smooth case the specific recovery ratio drops from
146% (round tipped sampler) to 125%. However, this kind of geometry also plugs when a
rough interface is considered.
The placement of a piston in the interior free surface to restrict the soil upwards move-
ment has been also studied. For this case the soil that enters the tube suffers from lower
strains. The obtained deformation path seemed independent of the interface behavior;
however, a stationary state has not been reached for the cases with a rough interface.
The thickness of the wall also plays a prominent role on the peak strains at the centerline
and the specific recovery ratio; both measures decrease by considering a thinner wall.
Finally, the theory proposed by Paikowsky and Whitman (1990) to predict the occur-
rence of a plug inside of an open-ended pile has been assessed. This theory states that a
soil plug is formed once the insertion of an open-ended structure assumes the penetration
characteristics of a closed-ended pile. In other words, the plug is mobilized once the sum
of the vertical forces acting to the tube tip, the internal friction forces and the force acting
on the interior free-surface equals the force that will mobilize by a closed-ended pile.
Despite the quite simple rational of the theory, that is based on the equilibrium of
forces along the vertical direction, the analysis of the numerical results have corroborated
this theory: it has been shown that the plug is formed (specific recovery ratios below 10%)
once the mobilized forces are equal to that of a smooth closed-ended pile. Indeed, the failure
mechanism that prevails during the penetration of a plugged tube is coincident with that




Coupled effective stress analysis of
insertion problems in geotechnics
This chapter is devoted to the numerical analysis of insertion problems in fluid saturated
porous media; in contrast to the previous chapters, herein, the coupled hydro-mechanical
formulation is employed. The robustness and accuracy of the proposal is numerically demon-
strated presenting results from two benchmark examples. The first one addresses the con-
solidation of a circular footing on a poroelastic soil. The second one is a parametric analysis
of the cone penetration test (CPTu) in a material described by a hyperelastic-based Modi-
fied Cam Clay model, in which the influence of permeability and contact roughness on test
results is assessed.
8.1 Consolidation beneath a circular footing
The first example of application involves the computation of the loading and subsequent
consolidation of a linear elastic soil by an impermeable, rough, rigid circular footing. This
problem has been previously used as benchmark (Wang et al., 2015), so it allows comparison
with other numerical approaches.
This analysis is used to explore the influence of the temporal and spatial discretiza-
tions, stress the benefits of the stabilization procedure and study the performance of the
mixed formulation. To concentrate on those aspects neither the contact nor the remeshing
algorithms are used in the solution. Therefore, instead of simulating the footing as a rigid
body indenting the soil, the footing is discretized as a deformable but very rigid body –with
elastic modulus two orders of magnitude larger than that of the soil. Load is applied on
top of the footing. Additionally, and due to the relatively small displacements involved,
remeshing algorithms are disabled so that the solution is unaffected by mesh interpolation.
The analysis is set up following Wang et al. (2015). The circular footing radius and
height are equal to 0.5 m. The loading boundary condition is ramped from 0 to 150 kPa in
one day; afterwards it is held constant to observe consolidation. The domain is 12 radii in
width and 6 radii in height. The relevant material properties are Young Modulus, E = 500
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(a) Mesh A (b) Mesh B (c) Mesh C
Figure 8.1: Rigid circular footing. Finite element meshes: Mesh A (he = 0.5R), (a), Mesh
B (he = 0.25R), (b), and Mesh C (he = 0.125), (c).
Figure 8.2: Rigid circular footing. Effects of mesh refinement and mixed formulation (m).
Evolution of the settlements at the footing centerline (on top) and water pressure at depths
of one, two and three radii below the footing centerline (bottom).
kPa, Poisson’s ratio, ν = 0.3, and a permeability k = 10−4 m/day. As in Wang et al. (2015),
we also specify unit weight γ = 19.6 kN/m3 and the coefficient of lateral earth pressure
at rest K0 = 0.43, although these input values do not have any effect on the output of
this quasi-static elastic problem. The initial condition for water pressure is hydrostatic;
drainage is only allowed at the free upper boundary.
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(a) (b)
Figure 8.3: Rigid circular footing. Influence of element size on the settlement (at the end
of the loading phase) and excess water pressure (at the end of the loading phase) for the
primal and mixed formulations. ∆t = 0.02 days.
Table 8.1: Rigid circular footing. Number of nodes and elements of the employed finite
element meshes.
Number of nodes Number of elements
Mesh A 352 636
Mesh B 902 1712
Mesh C 3203 6236
The problem is discretized with three different meshes, progressively refined (Figure 8.1).
In all of them the footing and the nearby zone have structured meshes. Element sizes at
the footing are given by he = 0.5R (Mesh A), he = 0.25R (Mesh B) and he = 0.125R (Mesh
C). Therefore between 3 and 9 nodes are shared by the footing and the soil; the number of
nodes and elements is reported in Table 8.1. In Wang et al. (2015) an element size of 0.25R
is used but, since the elements are quadratic, the discretization level is similar to that of
Mesh C. A constant time-step is used during the loading phase; during the consolidation
phase the time increment is updated according to ∆tn+1 = 1.05 ∆tn .
Figure 8.2(a) shows the evolution of vertical displacement at the centerline of the footing
for the three meshes, computed using both the primal and mixed formulations. Figure
8.2(b) presents the pore pressure evolution at depths of one, two and three radii beneath
the footing centerline. Both mesh coarsening and problem formulation have a small but
perceptible influence on the results: a finer mesh results in slightly larger settlements and
pore pressures.
Coarser meshes hence result in a modest stiffening of the model response; the same
happens when the primal (u−pw) formulation is used instead of the mixed one (u−θ−pw).
Figure 8.3 presents these effects at the end of the loading phase, showing a linear dependency
with element size. The (small) difference between mixed and primal formulation may be
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Figure 8.4: Rigid circular footing. Normalized settlement evolution for high and low
modulus values.
explained as a result of volumetric locking, which would affect the primal formulation during
undrained loading. Indeed, as shown in Figure 8.2, differences between primal and mixed
formulation results are practically constant during the consolidation phase.
Figure 8.2(a) also includes the results reported by Wang et al. (2015) for simulations of
the same problem, using RITSS and EALE. At a comparable level of discretization (Mesh
C), the GPFEM solution is practically coincident for the undrained phase, but a small
difference appears during consolidation. Indeed, GPFEM shows a slightly stiffer response
predicting a final settlement value of 0.168 m, about 96% of the value attained by Wang
et al. (2015).
This difference may be explained by the different variables used in the basic formu-
lation. In GPFEM the elastic moduli relates Kirchhoff stress and Hencky (logarithmic)
strain. In RITSS and EALE the modulus relates an objective rate of Cauchy stress and the
rate of deformation tensor. Using identical values of elastic moduli in both formulations
will not produce the same results, except at very small strains. In the problem analyzed
Hencky strain levels attain peaks above 10%. Interestingly, for uniform Hencky strains of
that magnitude, a one-dimensional analysis indicates that the required modulus to obtain
equivalence is 95% of the small strain value.
The problem has been recomputed using a soil modulus increased 100 times to 50,000
kPa and modifying the permeability so as to maintain the same coefficient of consolidation.
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Figure 8.5: Rigid circular footing. Normalized settlement underneath the footing during
the consolidation phase.
Figure 8.6: Rigid circular footing. Influence of the temporal discretization on the settle-
ment at the end of the loading phase for the primal and mixed formulation. The vertical
dotted line separates simulations that have elements whose stabilization parameter is larger
than zero from those that all elements have a null stabilization parameter.
The increased stiffness results in strain levels well within the small strain range. To compare





where s is the footing settlement, E stands for the Young’s modulus, q is the loading of
the footing and R is the footing radius. The normalized settlement evolution plot (Figure
8.4) shows that, when small strains are guaranteed, the GPFEM computation follows quite
closely the reference solution. Garino et al. (2006) present other comparisons between
hypoelastic and hyperelastic formulations that further clarify this effect.
Booker and Small (1986) published analytical solutions for the problem of consolidation
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(a) (b)
Figure 8.7: Excess water pressure (kPa) at t = 0.01 days using Mesh C. ∆t = 0.01 days.
Stabilized solution, (a), and unstabilized solution, (b).
beneath a smooth impermeable circular raft of finite stiffness. The normalized consolida-
tion curve from that solution is compared with the numerical solutions in Figure 8.5. All
numerical solutions plot very close to one another and the small differences with the analyt-
ical solution are likely due to the different mechanical interface condition (smooth contact
vs perfect adherence). The use of stabilization in the mass conservation equation does not
seem to produce any over-diffusive effect.
A separate parametric analysis was performed to examine the influence of the time step
and the performance of the numerical stabilization procedure. The footing consolidation
problem was thus recomputed using different time-steps, ranging from 1 day to 0.01 days.
Figure 8.6 shows the influence of the time step size on the settlement at the end of the loading
phase. For this particular mesh the stabilization term activation condition (see Equation
(2.156)) is fulfilled when the time step falls below 0.38 days. Once stabilization is active, the
slight reduction in settlement that initially accompanies time step reduction is eliminated.
However, the more visible benefits of stabilization appear examining the spatial oscillations
of the water pressure solution, Figure 8.7, which disappear when the stabilization term is
active. Although this kind of spatial oscillation may be relatively inconsequential here, that
is not the case for more challenging simulations such as those considered next.
8.2 Cone penetration test: effects of permeability and inter-
face friction
In this section, the proposed numerical technique is applied to an axisymmetric case: the
Cone Penetration Test. A CPTu with standard dimensions (D = 37.5mm; apex angle
60◦ ) is pushed into a Modified Cam Clay (MCC) soil. A parametric study is presented
in which permeability and interface friction angles are varied to observe their effect on
net cone resistance, sleeve friction and pore pressure generation at the three standardized
measurement positions: u1 position (at the midface of the cone), u2 (at the apex between
the cone and the shaft) and u3 position (just above the friction sleeve, at 7.5 cone radii
above the apex); the position of these measurement points is depicted in Figure 8.8(b).
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(a) (b)
Figure 8.8: CPTu penetration. Sketch of the geometrical and boundary conditions, (a),
and mesh after 20 radii of penetration, (b). Contour plot of the excess water pressure (kPa).
Several researchers (Obrzud et al., 2011, 2012; Yi et al., 2012; Sheng et al., 2014) have
addressed this problem using the commercial code Abaqus, although Yi et al. (2012) did not
use MCC, but rather a Drucker-Prager model, in which sometimes a separate volumetric
hardening cap was included. A frictionless contact has been generally favoured to avoid
numerical breakdowns: only Obrzud et al. (2011, 2012) report successful simulations with
a frictional contact. However, they also reported numerical difficulties in that case which
restricted their work to relatively small penetrations (z < 6D) and relatively low friction
values ( δ < 5◦). Such friction values are well below those observed in steel-clay interface
friction experiments, (for instance, Tsubakihara et al. (1993), report within a range of 22◦
to 27◦).
Ceccato et al. (2016, a,b) have used a code based on the material point method (MPM)
to study this problem using MCC. The approach followed is powerful but computationally
demanding: the code is three-dimensional and the problem is described within a fully
dynamic setting, where both solid and fluid velocities (v−w) are used as primary variables
to describe fluid-solid coupling. Both mass-scaling and local damping were introduced to
speed-up and stabilize the semi-explicit time integration scheme.
The basic constitutive parameters used here are listed in Table 8.2, alongside those of
previous work which is later used for comparison (unfortunately, parameters in Obrzud et al.
(2011) are not clearly reported). The selected values try to mimic the example reported by
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(a)
Figure 8.9: CPTu penetration.Profies of net cone resistance, qn, and excess water pressure
at the three measurement positions vs normalized penetration depth. Smooth interface with
K0 = 0.5.
Sheng et al. (2014), although here the effect of the weight of the soil has been omitted and
the initial effective stress and water pressure have been chosen to match those encountered
in Sheng et al. (2014) at final penetration depth (Table 8.3).
A comprehensive review of the employed constitutive parameters is presented in Ap-
pendix B, where three different sets of similar constitutive parameters are used to simulate
several elementary tests in order to characterize the material response and to assess the in-
fluence of these parameters on the overall behavior of the constitutive model. In particular,
the influence of the parameters that control the elastic deviatoric behavior (α and G0) is an-
alyzed; additionally, it should be noted that α also controls the amount of coupling between
the elastic volumetric and deviatoric response. The influence of these three sets of constitu-
tive parameters in the simulation of boundary value problems is described in Appendix E,
that presents the simulation of the CPTu in practically drained and undrained conditions
for these sets of parameters. Additionally, in the case of the undrained penetration, the
subsequent dissipation phase is also reported.
The domain (Figure 8.8(a)) has 30 times the cone radius for width and 60 times for
the depth. Computation starts with the cone pre-installed at a depth of 3 cone radii. This
avoids the numerical problems that may arise at the first steps of the calculation, when
only a node of the soil is in contact with the rigid structure. The cone is pushed at the
standard velocity (20 mm/s). Drainage is only allowed through the bottom boundary of
the soil domain. A constant vertical stress is applied at the top boundary. The radial




Figure 8.10: CPTu penetration, smooth cone. Profiles along the probe of pore pressure
and total stress, (a), or effective stress, (b), for the two extreme values of permeability. The
cone tip is located at z/R = 0
Table 8.2: Constitutive parameters of Modified Cam Clay CPTu coupled analyses.
Reference e0 κ λ M pc OCR α G0 ν k
(kPa) (kPa) (m/s)
This work 2.0 0.05 0.3 1 70 1.2 23.5 400 - 10−3 − 10−8
Sheng et al. 2.0 0.05 0.3 1 1.21 - - 0.33 10−3 − 10−10
Ceccato et al. 1.41 0.04 0.2 0.92 1 - - 0.25 1.2 · 10−2−
−2.4 · 10−8
directions is precribed at the bottom of the domain.
The simulations used u− θ − pw elements due to their good numerical performance for
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Figure 8.11: CPTu penetration, smooth cone. Backbone curve for a frictionless CPTu
in Modified Cam Clay soil: cone tip resistance, (a), and excess water pressure at the u2
position, (b).




This work 57.85 28.93 0.5
Sheng et al. (2014) (z/D = 40) 57.85 28.93 0.5
Ceccato et al. (2016, a,b) 50 34 0.68
CPT simulation in undrained conditions (see Chapter 5). Good performance in this context
means: smoother cone resistance curve, smaller oscillations in calculated water pressure
at the measurement positions –u1, u2 and u3- and oscillation-free stress states. Intense
remeshing takes place during cone advance (Figure 8.8(b)); despite that the final mesh
typically has around 1500 elements. This final number is around one order of magnitude
smaller than the number of elements employed by Ceccato et al. (2016, a,b) or Sheng
et al. (2014). Note also that the elements are here linear triangles, instead of tetrahedra or
8-noded quadrilaterals.
8.2.1 Smooth interface
Figure 8.9 illustrates the effect of permeability on the basic cone measurements (net tip
resistance, qn, and excess pore pressures at the three measurement positions). In all cases
the soil-cone interface is perfectly smooth. It can be seen that for the highest permeability
value employed (10−3 m/s) no excess pore pressure is generated. On the other hand, the
differences in excess pore pressure for the two cases with smallest permeability values (10−6
m/s and 10−8 m/s) are minimal, so undrained conditions may be assumed for the lowest
permeability case.
The profiles in Figure 8.9 have been filtered using a mobile average of window width
0.1R (0.2R for u2). This smoothens numerical oscillations due to remeshing at the soil-cone
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Table 8.4: CPTu simulations: average values at steady state. KC stands for Kozeny-
Carman.
δ(◦) k (m/s) qn (kPa) ∆u1 (kPa) ∆u2 (kPa) ∆u3 (kPa) fs (kPa)
0 10−8 155.9247 149.1725 116.8521 47.8765 0
0 10−7 157.9149 145.3006 116.7007 50.2512 0
0 10−6 171.913 139.035 113.8241 40.9969 0
0 5 · 10−6 188 91.9542 71.1219 21.9292 0
0 10−5 193.4498 62.1941 46.4524 14.5118 0
0 5 · 10−5 225.2794 14.7636 11.6343 5.1592 0
0 10−4 228.8778 7.7077 6.2003 2.9622 0
0 10−3 228.4996 0.82064 0.64933 0.30679 0
10 10−8 168.6917 147.332 113.8916 42.6165 10.0502
10 10−7 170.7917 147.6641 102.8217 44.4423 9.2191
10 10−6 198.016 139.1674 101.2809 38.8121 9.2646
10 5 · 10−6 228.9542 97.5366 65.5577 21.9336 7.4521
10 10−4 306.4265 7.9372 5.7246 2.9266 8.6699
10 10−3 311.473 0.77502 0.60076 0.33279 8.8945
20 10−8 178.4367 156.3127 111.0797 29.9754 19.8684
20 10−7 175.4394 150.6554 86.8759 42.9122 16.8615
20 10−6 206.5035 151.232 86.4064 32.8562 17.6686
20 5 · 10−6 257.1764 115.4293 65.527 21.3735 17.351
20 10−4 371.8288 7.8541 5.2757 3.6126 18.7267
20 10−3 381.3202 0.77079 0.56783 0.40083 17.2323
25 10−8 183.2952 164.3057 97.4744 24.6536 23.5184
25 10−7 179.5185 152.5107 88.0873 41.5211 20.9896
25 10−6 209.2947 154.2808 90.8293 34.1315 22.132
25 5 · 10−6 285.1025 115.1756 57.3074 19.052 20.6526
0 10−8 155.6966 143.756 119.2333 48.1898 0 KC
0 10−7 156.2766 143.425 117.6437 48.9185 0 KC
0 10−6 169.4471 138.6766 113.7669 39.7625 0 KC
0 10−5 188.3175 67.2227 50.8361 15.4146 0 KC
0 5 · 10−5 226.4429 17.4712 12.7023 5.2592 0 KC
0 10−5 228.1561 10.1927 7.3989 3.37716 0 KC
0 10−8 202.9519 187.117 159.6566 78.3909 0 K0 = 1
10 10−8 217.5789 190.543 158.2499 74.4757 10.2402 K0 = 1
20 10−8 230.8114 196.6498 145.136 50.7546 20.8606 K0 = 1
25 10−8 234.6475 204.8765 145.2138 62.5176 24.2347 K0 = 1
interface. This filtering is very effective for the pore pressures -where the remeshing induced
error is just due to a slightly variable sampling position in areas of high pressure gradients. It
is somewhat less effective for the tip resistance in the stronger soils, as the remeshing induced
error for that variable is mostly due to jumps in equilibrium conditions. In Table 8.4 the
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mean values at steady state (i.e. computed averaging between 15 < z/R < 25) are reported.
Excess pore pressure at the u2 position lies between 75% and 80% of that measured at the
u1 position, in good agreement with typical observations in soft low OCR soils (Lunne et al.,
1997).
Undrained penetration requires less force than drained penetration. This is a well-known
result that can be explored further examining, for drained and undrained conditions, total
and effective stress profiles alongside the cone (Figure 8.10). Vertical equilibrium at the
tip identifies the main cause of increased tip resistance: in drained conditions much larger
tangential stress is mobilized at the tip interface (0 < z/R < 2). On the other hand, total
vertical stress in that zone appears not much affected by drainage. A more distant cause
can be found in the effective stress levels below and around the cone tip (say for z/R < 2).
Pore pressure increases result in much smaller effective stress normal components for the
undrained case; consequently mobilized strength and stiffness in that zone will be much
reduced.
Following proposals by Randolph and Hope (2004) it has become customary to assess
the influence of permeability on cone penetration results using normalized plots. In Figure
8.11 two such plots are provided, comparing the outputs of the GPFEM simulations and
equivalent results obtained with ALE (Sheng et al., 2014) or MPM (Ceccato et al. (2016,
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(8.2)
where v represents penetration velocity, D cone diameter and cv is the in situ coefficient
of consolidation. That in situ cv is used only for data normalization purposes; consolidation
around the cone may be governed by different values (Mahmoodzadeh et al., 2014) a discus-
sion of which is outside the scope of this work. The vertical axis in Figure 8.11(a) (qn/qref )
shows net cone tip resistance normalized by the value at the undrained limit, whereas in
Figure 8.11(b) it shows the excess pore pressure at position u2, also normalized by the value
at the undrained limit.
Overall, the results in Figure 8.11 show good agreement between the different numerical
approaches. The normalized velocity transition range that appears (roughly from 0.03
to 100) fits well with that noted by DeJong and Randolph (2012) summarizing previous
experimental and numerical research on soft contractive soils. Comparing with that work,
it does also appear that the numerically obtained upper bound of the normalized net tip
resistance ratio (qn/qref ) is somewhat low (around 1.5 here instead of 2.5 on average for
DeJong and Randolph (2012)). A large part of that discrepancy may be due to interface
friction.
8.2.2 Kozeny-Carman model
Not only constant permeabilities have been considered in this work; to enhance the analysis,
some of the cases have been recomputed using the more sophisticated Kozeny-Carman
law (Chapuis and Aubertin, 2003), presented in Equation (2.94). This model introduces a
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Figure 8.12: Cone penetration, influence of the Kozeny-Carman model on net cone resis-
tance, (a), and excess water pressure at the u2 position, (b). Smooth interface.
dependency on the permeability due to the variation of the void ratio.
The considered cases are those in partially drained conditions; in these cases volumetric
strains are significant (in opposition to undrained conditions) and the value of the perme-
ability plays a crucial role (in contrast to practically drained conditions).
Figure 8.12 presents the net cone resistance and excess water pressure at steady state
using the Kozeny-Carman law; for comparison reasons, the results obtained with a constant
permeability are also presented in addition to those from Sheng et al. (2014). Results are
depicted in terms of the normalized penetration velocity, Equation (8.2), for which the in
situ coefficient of consolidation is used (i.e. using the initial value of the permeability).
The effect of a non-constant permeability is limited: the excess water pressure at the
u2 position slightly increases, particularly in the more drained simulation, whereas the net
cone resistance slightly decreases in comparison with the constant permeability cases.
The stresses and strains developed in the soil mass are not heavily influenced by the
constitutive model employed to describe the evolution of the permeability tensor.
8.2.3 Interface friction
The precedent CPTu analyses have been repeated using friction angles at the cone-soil
interface, δ, of 10◦, 20◦ and 25◦ corresponding to interface friction ratios, µ, between 0 and
0.47. Also, if we consider that the soil friction angle, ϕsoil, is 25.4
◦, the values explored
correspond to interface efficiencies, tan(δ)/ tan(ϕsoil), between 0 and 0.98.
Figure 8.13 shows the effect of this parameter for the main test results for the extreme
conditions of permeability (corresponding to fully drained or undrained penetration). When
cone penetration is undrained interface friction appears to have a relatively small effect on
either tip resistance or pore pressure increase. When cone penetration is drained the tip




Figure 8.13: CPTu penetration. Influence of the interface friction ratio for conditions of
drained and undrained penetration on the net cone resistance, (a), pore pressure at the u2
position, (b), and friction sleeve resistance, (c).
The effect of interface friction on some aspects of the penetration mechanism is illus-
trated in Figure 8.14. One obvious difference is that friction results in significant settlement
next to the cone at the upper surface. Also induced radial and vertical stress around the
cone tip are significantly affected by interface friction: larger friction values increases the
size of the stress bulb in front of the cone tip, which also exhibits a more vertical orientation.
A more systematic view is presented in Figure 8.15, showing the effect of interface
friction on the relation between normalized test velocity and normalized test results. The
average summary curves proposed by DeJong and Randolph (2012) are also included as















Figure 8.14: Cone Penetration Test. Effect of interface friction on stress field around
the CPTu: radial effective stress (kPa), drained, δ = 0, (a); radial effective stress (kPa),
drained, δ = 20◦, (b); vertical effective stress (kPa), drained, δ = 0, (c); vertical effective
stress (kPa), drained, δ = 20◦, (d).
where qref and ∆u2 ref are the values of the net cone resistance and excess water pressure
at the u2 position during undrained penetration whereas V50 and c are two parameters:
the former stands for the normalized velocity corresponding to the penetration velocity at
which one-half of excess pore pressure for undrained penetration is mobilized wheres the
latter is the maximum rate of change of the curves in terms of the normalized velocity.
Typical values of these parameters are V50 = 3, c = 1 and qdrained/qref = 2.5 (DeJong and
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(a) (b)
Figure 8.15: Effect of interface friction angle on the backbone curves for CPTu in Modified
Cam Clay: cone tip resistance, (a), and excess pore pressure at the u2 position, (b).
Randolph, 2012).
Interface friction seems to have a moderate effect on pore pressure, (the somewhat erratic
influence of friction at the undrained end is likely due to numerical noise). Again, the effect
on normalized resistance increases as the penetration rate gets closer to drained conditions.
For the upper values of interface friction the backbone curves become significantly steeper
and get closer to the average reported by DeJong and Randolph (2012).
The effect of relative stiffness also plays a role here. Yi et al. (2012) show that higher
normalized elastic stiffness (G/p′) results in an increased drained tip resistance and the
backbone curve becomes steeper. The same happens when relative plastic stiffness (κ/λ)
decreases (Yi et al., 2012; Sheng et al., 2014). In the GPFEM analyses presented here,
the values of those parameters are kept constant at a relatively low level (G0/p
′ = 10;
κ/λ = 0.16). A more systematic analysis of this effect is beyond the scope of this work.
Similar effects have been reported by Ceccato et al. (2016, a,b), although the pattern of
net tip resistance increase with interface friction is somewhat different to that found here
(Figure 8.16), with stronger effects of small friction for fast penetration. The differences in
the contact algorithm employed may explain this discrepancy.
Finally, as shown in Figure 8.13(c), the mobilized stress at the friction sleeve, fs, in-
creases linearly with interface friction, and has a value that is practically independent of
drainage conditions. This result may be related to the repeated field observation of poor
repeatability on CPTu friction sleeve readings (Lunne, 2012). Although other aspects of
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Figure 8.16: Effect of interface friction on net tip resistance increase for different normal-
ized velocities.
friction sleeve design may be involved, Lunne and Andersen (2007) already pointed out at
sleeve roughness as a possible contributing factor. The numerical results support that idea:
poorly controlled sleeve roughness will result in significant variance on interface friction
and, therefore, on fs.
8.2.4 Lateral earth pressure coefficient
Much has been said about the coefficient of lateral earth pressure, K0. Specifically in clays,
this coefficient is generally believed to be a consequence of soil constitutive parameters and
the stress history. Jáki (1944) linked the coefficient of lateral earth pressure in normally
consolidated conditions to the soil friction angle. Afterwards, several expressions for over-
consolidated cases have been proposed based on laboratory data and in situ tests (Mayne
and Kulhawy, 1982; Leonards and Frost, 1988).
In order to assess the effect of the ratio between the horizontal and vertical stress, some
of the cases have been recomputed with a coefficient of lateral earth pressure of K0 = 1
in contrast to the one used in the previous analyses, K0 = 0.5. As such, these simulations
differ from the previously presented ones only in the value of the initial horizontal stresses
(radial and circumferential). As a consequence of this, the value of the initial effective
pressure is also different and the initial value of the bulk and shear moduli are higher, as
the initial coefficient of consolidation (for the same permeability).
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(a)
Figure 8.17: Cone penetration test. Penetration curves. Influence of the coefficient of
lateral earth pressure on practically undrained conditions. Smooth interface.
(a)
Figure 8.18: Cone penetration test. Penetration curves. Influence of the coefficient of
lateral earth pressure on practically undrained conditions. Rough interface (δ = 25◦).
Figure 8.17 depicts the penetration curves for practically undrained conditions (k = 10−8
m/s) assuming a smooth interface for both values of the coefficient of lateral earth pressure.
As this coefficient increases, the net cone resistance and the water pressure at the three
measurement positions also increase.
The same results but assuming a completely rough interface are reported in Figure 8.18.
As in the previous case, larger net cone resistance and excess water pressure are obtained




Figure 8.19: Cone penetration test. Practically undrained simulation, rough interface.
Comparison of the stress state along the cone shaft for two different values of the coefficient
of lateral earth pressure, K0. Effective stress, (a), and total stress, (b).
the friction sleeve resistance seems to converge at the steady state. This result seems
counterintuitive since the initial value of the horizontal stress is different on both cases and
the radial stress is linked to the maximum contact tangential stress with a Coulomb friction
model.
To further investigate this result, Figure 8.19 compares the effective and total stress
state alongside the cone for two simulations with the same roughness and different initial
horizontal stress. In the soil mass in the vicinity of the cone (say z > −3R) exactly the




Figure 8.20: Cone penetration test. Influence of the contact roughness in practically
undrained conditions for two different coefficients of lateral earth pressure on the net cone
resistance, (a), friction sleeve resistance, (b), and water pressure at the three measurement
positions: u1, (c), u2, (d), and u3, (e).
the tangential component τrz, that is the one in equilibrium with the tangential contact
stress along the shaft of the cone. Meanwhile, the water pressure follows the same trend
in both simulations; however larger excess pore pressures are found in the case with higher
K0. The profiles of total stress are a consequence of the former two observations: near the
cone, larger total stresses are found as a consequence of the larger excess water pressure
(Figure 8.19).
The influence of friction and the coefficient of lateral earth pressure in practically
undrained conditions on the measured reactions of the CPTu is depicted in Figure 8.20.
Larger net cone resistance and excess water pressure at the three measurements positions
are encountered by using a larger K0; in terms of the roughness, the cone resistance and wa-
ter pressure at the u1 position increase linearly with the interface friction ratio, µ, whereas
the rest of water pressure measurements decrease linearly with the interface friction ratio.
These four reactions follow the same trend irrespectively of the initial horizontal stress. On
the contrary, the friction sleeve resistance is completely independent of the coefficient of
lateral earth pressure and increases linearly with the interface friction ratio, µ.
This analysis reveals that, at least for the considered case, the effective stress profiles
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Figure 8.21: CPTu interpretation charts developed by Robertson (1990). (Robertson and
Cabal, 2015).
in the vicinity of the cone -using the same constitutive parameters- is independent of the
value of the horizontal stress considered. On the other hand, the developed excess water
pressure is influenced by the value of the coefficient of lateral earth pressure: using a larger
K0, the value of the excess water pressure is larger.
It should be stressed that the simulations with K0 = 1 only differ from those with K0 =
0.5 in the value of the initial horizontal stress: the same values for the initial preconsolidation
pressure, pc, or void ratio, e0, is considered in both sets of simulations. In the Cam Clay
model, these variables are not truly independent.
8.2.5 Representation of the numerical results in interpretation charts
One of the major applications of CPT and CPTu is the determination of soil stratigraphy
and the identification of soil type (Robertson, 2009). This is accomplished using charts that
link cone parameters (net tip resistance, friction sleeve, water pressure,...) to soil behavior
type.
Robertson (1990) developed a soil behavior type method based on the following dimen-












The two soil behavior charts developed by Robertson (1990) are presented in Figure 8.21.
In the Fr −Qt interpretation chart, clayey materials are believed to have a low normalized
tip resistance and high normalized friction ratios whereas sand materials show the opposite
behavior: high normalized tip resistances and low normalized friction ratios. As depicted
in Figure 8.21(a), over-consolidated soils tends to have larger normalized tip resistance and
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(a) (b)
Figure 8.22: CPTu interpretation chart developed by Schneider et al. (2008), (a), and
comparison with Robertson (1990), (b). (Schneider et al., 2008).
sleeve friction ratio.
Meanwhile, in the Bq − Qt, sand soils develop very limited water pressure whereas
clayey materials are characterized by high normalized water pressures. This is because, at
the standard penetration rate (0.02 m/s), most sands exhibit drained conditions whereas
completely undrained conditions typically prevail in clayey materials. With respect to
normally consolidated clays, Robertson (2009) characterized over-consolidated clays with
lower normalized water pressures and higher normalized tip resistances (Figure 8.21(b)).
Generally, the most popular chart used for onshore CPTu interpretation is the Fr −Qt.
Due to technological issues, it is believed that the pore pressure has a lack of repeatability
due to a poor saturation or a loss of saturation of the filter in most onshore situations
since the cone is often required to penetrate several meters through unsaturated soil before
reaching saturated conditions (Robertson and Cabal, 2015). A similar effect is found when
the cone is pushed through saturated dense silty sand or stiff over-consolidated clay, where
the measured u2 water pressure can become negative due to the dilative nature of the soil,
resulting in air bubbles coming out of solution (Robertson, 2012). Interestingly, it has also
been claimed that the friction sleeve resistance measurements may also lack of repeatability
(Lunne et al., 1997; Lunne, 2012; Sandven, 2010; Cabal and Robertson, 2014; Kardan et al.,
2016)
Schneider et al. (2008) claimed that much Bq − Qt interpretation charts are unable to
separate the effect of partial consolidation from the yield stress ration. This is because both
factors tend to increase the normalized cone tip resistance, Qt, and decrease the normalized
pore pressure, Bq; thus, showing the same tendency in the classical Bq −Qt interpretation
chart. To this end, the authors developed new ∆u2/σ
′
v0 −Qt and Bq −Qt charts, that are
presented in Figure 8.22. The figure also incorporates a comparison with the chart proposed
by Robertson (1990). These new interpretation charts define a much limited number of soil
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Figure 8.23: Cone penetration test. Representation of the numerical results in the Fr−Qt
and Bq −Qt interpretation charts of Robertson (1990), (a) and (b), and the ∆u2/σ′v0 −Qt
of Schneider et al. (2008), (c), for the set of simulations that explored the effect of K0 and
contact roughness in practically undrained conditions.
behavior types.
Assessment of the interpretation charts
Figure 8.23 depicts some of the numerical results in the previously introduced interpretation
charts. In particular, the figure presents the set of data obtained in practically undrained
conditions with two different coefficients of lateral earth pressure (K0 = 0.5 and K0 = 1)
for an identical material using different contact friction angles.
In the Fr − Qt plot, results for the lowest interface friction (δ = 10◦) plot near the
zone 3 (clays-clay to silty clay), particularly close to the region of low OCR and the region
with low constrained modulus (see Robertson (2009, 2010) and Equation (9.5)). As friction
increases, results tend to zone 2 (organic soils-peats), following an almost horizontal trend.
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Following Robertson (2009), this horizontal trend in the Fr −Qt chart corresponds to the
same interpreted constrained modulus. As the input value of the interface friction increases,
results tend to plot in regions that might be interpreted as higher OCR. With a higher K0
value, points appear a little shifted vertically and to the left due to a higher cone resistance
and almost identical friction sleeve resistance (see Figure 8.20).
Figure 8.23(b) depicts the results in the Bq −Qt chart. All points lay in zone 3 (clays-
clay to silty clay), nearer the region of sensitive clays. As contact roughness increase, it
also does the normalized tip resistance whereas the normalized water pressure decreases; as
such, points move apart from the region of sensitive clays and tend to move to the region
of low OCR clays.
In the chart developed by Schneider et al. (2008), all the results plot in the zone of
clays, particularly those with a low over-consolidation ratio (the input OCR is 1.2) with
a low coefficient of consolidation (in fact, penetration take place in practically undrained
conditions). An increase in the contact roughness is interpreted as a slight increase on the
coefficient of consolidation whereas a larger K0 appears as an increase of the OCR.
The results for different permeabilities (ranging from practically undrained conditions
to drained conditions) and assuming different contact friction angles are depicted in Fig-
ure 8.24.
In the Fr − Qt plot, as permeability increase results tend to regions of slightly lower
OCR and higher interpreted constrained modulus; results with higher interface friction
angle plot in regions with higher interpreted OCR. Meanwhile, in the Bq − Qt the points
have a trajectory that might be interpreted as an increase of the OCR; in practically drained
conditions, the numerical simulations tend to zone 4 (silt mixtures clayey silt to silty clay);
obviously, the numerical results obtained in practically drained conditions strictly plot in
the line Bq = 0. It must be pointed out that these interpretation charts are proposed to
interpret a common clay, that typically behaves in undrained conditions at the standard
cone velocity (0.02 m/s).
The numerical results in partially drained conditions agree well with the chart developed
by Schneider et al. (2008): results follow the predicted trend of increasing coefficient of
consolidation. As larger permeabilities are considered, numerical results move from clays,
to slits and low rigidity index clays to transitional soils in practically drained conditions.
8.3 Concluding remarks
This chapter has illustrated the capabilities of the developed PFEM scheme to tackle large
deformation problems often encountered in geotechnical problems that involve the partially
drained insertion of rigid bodies into the soil.
The performance of the method has been examined by reference to two cases of ap-
plication. The first involved the loading and consolidation of a poroelastic soil under a
circular footing. The effect of mesh discretization and of the use of the stabilized formu-
lation has been assessed. In addition, the results have shown a good correspondence with
those obtained using alternative numerical formulations.
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Figure 8.24: Cone penetration test. Representation of the numerical results in the Fr−Qt
and Bq −Qt interpretation charts of Robertson (1990), (a) and (b), and the ∆u2/σ′v0 −Qt
of Schneider et al. (2008), (c), for the set of simulations that explored the effect of soil
permeability and contact roughness.
The second case addressed the more challenging case of the insertion of a cone simulat-
ing the conditions of a CPTu test. It has been shown that the proposed method is able to
perform the numerical analysis efficiently even when significant contact friction angles were
involved. Cone resistance, sleeve friction and pore pressures at three potential measure-
ments points were obtained. The results spanned the full range -from drained to undrained




Permeability estimates from CPTu
This chapter discusses a series of simulations of the CPTu test installation and subsequent
dissipation in soils represented by the Modified Cam Clay model. Simulation outputs ob-
tained for different input constitutive parameters and permeabilities are examined to obtain
direct estimates of permeability using different methods proposed in the literature; addi-
tionally, methods to estimate the hydraulic conductivity during the piezocone penetration
are also used. These on-the-fly methods have a number of adjustment parameters, whose
meaning is not well understood; to clarify its significance, these methods are linked to the
backbone curve describing the variation of cone metrics in partially drained conditions by
DeJong and Randolph (2012). Finally, the permeability estimates are then compared with
the known input permeability value to assess the reliability of the interpretation techniques.
9.1 Introduction
Traditionally, the evaluation of coefficients of consolidation of fine grained soils has been
of much interest for geotechnical design. CPTu based methods for obtaining consolida-
tion coefficients were researched intensively almost since the instrument became available
(Torstensson, 1977; Baligh and Levadoux, 1986; Teh and Houlsby, 1991). The operational
procedure requires a dissipation test: the cone is halted and the variation in time of wa-
ter pressure is measured. The interpretation of dissipation tests frequently needs other
constitutive parameters that also require approximation.
A coefficient of consolidation combines unit weight, permeability and soil stiffness. Be-
cause soil stiffness is dependent, amongst other variables, on stress level, strain level and
loading path relating coefficients of consolidation obtained from CPTu dissipation curves
with those controlling behavior in a given geotechnical problem is not always easy.
When, as it is increasingly frequent, numerical methods are used to study consolida-
tion problems models typically require separate inputs for stiffness and permeability. Con-
solidation coefficients may be then bypassed and the designer will be more interested in
permeability, a parameter that has also direct application in other geotechnical problems
(dewatering, drainage design, hydraulic heave, etc...). It is therefore increasingly necessary
to evaluate permeability from CPTu records.
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In this chapter, the current available procedures to evaluate permeability form CPTu
results are assessed using results from numerical simulations of piezocone penetration and
dissipation. The chapter is organized as follows: after introducing some of the methods
commonly used to interpret permeability from CPTu tests, the results of the numerical
simulation are presented. After linking the on-the-fly interpretation technique to the back-
bone curve of DeJong and Randolph (2012), interpretation methods are assessed against
the numerical simulations. Finally, some conclusions are drawn.
9.2 Estimating permeability with CPTu
9.2.1 Methods based on dissipation results
Several methods have been proposed to estimate permeability from piezocone records. Most
of them require a dissipation test and relate the time to half dissipation, t50, to permeability,
k.
Parez and Fauriel (1988) presented data supporting an empirical relation between these








where t50 is expressed in seconds and kh is a laboratory measured coefficient of horizon-
tal permeability, expressed in cm/s. Robertson et al. (1992) presented another graphical
empirical relationship between the same variables, showing larger scatter.
Nevertheless, dissipation tests are most frequently interpreted by means of normalized
dissipation curves proposed by Teh and Houlsby (1991). These curves link measured dissi-
pation time to a consolidation coefficient, c. For instance, for measurements taken at the










where r is the cone tip radius, γw is the water unit weight, Ir is a rigidity index and M is a
constrained modulus. The rigidity index is defined as Ir = G/Su, the ratio between a shear
modulus, G, and an undrained shear strength, Su. Obtaining appropriate values for G and
Su is not always easy (Schnaid et al., 1997). When a value of permeability, k, is necessary,
an estimate of constrained modulus, M , is also required, which compounds the difficulties.
Robertson (2010) presented a formula that, based on results by Teh and Houlsby (1991),
summarized the relationship between coefficient of horizontal consolidation, ch, and t50 as
follows:
ch = 1.67 · 10−6 · 101−log(t50) (9.3)
where t50 has units of minutes and ch of m




1.67 · 10−6 · 101−log(t50) (9.4)
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t if Qt ≤ 14
14σ′v0Qt if Qt > 14
(9.5)






Several interpretation techniques have been proposed to interpret the soil permeability based
on CPTu metrics during penetration (Elsworth and Lee, 2005, 2007; Chai et al., 2011; Shen
et al., 2015). These methods do not require a dissipation phase, as permeability is estimated
directly from the product QtBq; that is, the normalized tip resistance, Qt, and normalized





It should be noted that although the product of metrics encompasses information of
the excess water pressure at the u2 position, the net cone resistance and the interpreted in
situ vertical effective stress, this product simplifies to the excess water pressure at the u2










Elsworth and Lee (2005) method
Elsworth and Lee (2005), generalizing a previous work by Elsworth (1993), analyzed the flow
induced by a finite size penetrometer as a moving steady state flow problem. Combining
dislocation and cavity expansion analysis and assuming negligible local storage they used










The symbol KED represents a dimensionless ratio. Elsworth and Lee (2005) noted that






The formulation allows on-the-fly estimation of permeability from the CPTu record,
without any stoppage. The analysis leading to Equation (9.9) could not distinguish between
different pore pressure measurement positions at the cone tip. For practical reasons, later
development of the method has always been based on measurements just above the shoulder,
at the so-called u2 position.
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Figure 9.1: Permeability estimation on the fly. Interpretation charts proposed by Elsworth
and Lee (2005, 2007), (a), and Chai et al. (2011); Shen et al. (2015), (b).
Subsequent works
Elsworth and Lee (2005) method assumed no storage of water around the penetrating cone.
This implies that the method is not applicable in highly dilatant materials. Experimental
work by Chai and Chanmee (2017) with overconsolidated clay has confirmed this limitation.
There is less consensus about the requirement of partial drainage. According to Elsworth
and Lee (2007), the method should not be applied below a certain undrained limit. Using
classical results from spherical cavity expansion analysis and setting Skempton pore pressure














where ∆uref corresponds to the pore pressure developed under fully undrained conditions.
For typical values of the rigidity index, Ir, and the undrained strength ratio, Su/σ
′
v0, they
argued that the limit value would vary between 1.2 and 5.6.
Elsworth and Lee (2007) went on to analyze the performance of the method, comparing
CPTu results with KED values derived from laboratory measurements. From this comparison






where α and β are empirical coefficients introduced to obtain a good fit with the supporting
database. The values proposed (see Table 9.1) were α = 0.62 and β = 1.6.
Chai et al. (2011) revisited the method, introduced some modifications in the geometrical
assumptions used to derive the basic formula, and examined its performance extending the
original dataset. They rejected the idea of an undrained limit, arguing that even for highly
impermeable materials some flow does take place. Although they used slightly different
definitions, their proposal can be rearranged in the form of Equation (9.12), using a piece-
wise formulation with two different expressions having non-overlapping ranges of application
(see Table 9.1).
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Table 9.1: Proposed empirical fittings of the generalized Elsworth and Lee (2005) relation,
Equation (9.12).
Reference Range of applicaton α β
Elsworth and Lee (2005) - 1 1
Elsworth and Lee (2007) Bq Qt < (1.2− 5.6) 0.62 1.6
Bq Qt > (1.2− 5.6) (1.2− 5.6) 0
Chai et al. (2011) Bq Qt < 0.45 2 1
Bq Qt > 0.45 0.088 4.91
Shen et al. (2015) Bq Qt < 0.45 0.8 - 3.74 1
(Clay) Bq Qt > 0.45 0.035 - 0.16 4.91
Shen et al. (2015) maintained the full range of application proposed by Chai et al. (2011).
They reexamined again the geometrical assumptions of the derivation, to introduce a more
realistic representation of the cone tip. They also introduced some soil-type influence on
the assumed excess pore pressure moving steady-state distribution around the tip. All this
resulted in a slightly modified formulation that, for the case of the standard cone tip angle
(60◦) may be again recast in the form of a piece-wise Equation (9.12) with parameters that
now depend somewhat on soil type (Table 9.1).
These interpretation charts are presented in Figure 9.1; Table 9.1 reports the fitting
parameters of Equation (9.12).
9.3 Numerical results
This section is devoted to present the numerical results of the dissipation phase, in partic-
ular the dissipation curves. Two different sets of numerical simulations of penetration and
dissipation analysis of the CPTu are used; both sets are obtained through PFEM. The first
set of results correspond to the dissipation phase of the analyses presented in the previous
chapter: as such, these simulations cover the effect of partially drained penetration and
contact roughness (Series B). On the other hand, the second set of data was obtained by
Parolini (2016), that conducted a parametric analysis using PFEM of most of the Modi-
fied Cam Clay parameters on the dissipation of the CPTu; due to the low permeabilities
employed, all the penetrations took place in practically undrained conditions (Series A).
9.3.1 Dissipation curves. Effect of partially drained conditions and con-
tact roughness
This section is devoted to present the dissipation curves of the set of simulations presented
in the previous chapter (Series B).
Figure 9.2 depicts the dissipation curves at the u1 and u2 position for the simulation
in which penetration occurs at practically undrained conditions (k = 10−8 m/s) using a
smooth interface. The only difference between both curves is the amount of penetration
before the dissipation test: in one of them the penetration is 20R whereas in the other is
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Figure 9.2: CPTu dissipation. Dissipation curves for the practically undrained simulation
(k = 10−8 m/s) with a smooth interface at two different penetration depths: u1 position,
(a), and u2 position, (b), assuming a smooth interface.
24R; in both cases the cone has reached a steady state (see Figure 8.9). The first thing to
notice is that the initial value of the water pressure is different in each curve; for instance,
the initial excess water pressure at the u2 position is 123 kPa in one curve and 137 kPa in
the other, whereas the steady state value during penetration is 117 kPa. The reason beneath
this variation is numerical: pore pressure is only available at nodes, continuous remeshing
results in slight variations in the relative node position with respect to the cone shoulder.
This means that the record of dissipation, always interpolated from the nodes closest to
the u2 position, corresponds to slightly different positions in different meshes. In the u1
position the variation is less pronounced: the water pressure profile is much more continuous
in the mid-face of the cone. Importantly, all the curves converge to the same one after a
normalized dissipation of less than 5 %. To overcome this problem, the reference value for
dissipation curves is taken as the steady-state value for the penetration phase, ∆uss. Then,
the time to half dissipation, t50, corresponds to the time in which the dissipation curve
reaches half ∆uss.
Figures 9.3(a) and (b) present the dissipation curves at the u1 and u2 position for
some of the smooth cases with a K0 = 0.5. As already seen in the previous chapter, the
case k = 10−8 m/s corresponds to practically undrained conditions; for a permeability of
k = 10−6 m/s the developed water pressure at the u2 position is approximately 95% of
that obtained in undrained conditions; finally, for the case k = 10−5 m/s, the excess water
pressure is 40% that corresponding to practically undrained conditions. All the curves show
a monotonic decrease at both observation positions, u1 and u2. Of course, for a permeability
of k = 10−5 m/s partially drained conditions prevail during the penetration phase, the initial
water pressure is much lower and dissipation takes place at a much faster rate.
Figures 9.3(c) and (d) depict the normalized dissipation curves where the excess water
pressure has been normalized by the mean value during steady state penetration, ∆uss;
additionally, for comparison purposes the curve proposed by Teh and Houlsby (1991) is
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Figure 9.3: CPTu dissipation. Effect of partially drained conditions. Dissipation curves
at the u1 position, (a) and (c), and u2 position, (b) and (d), assuming a smooth interface.
In subfigures (c) and (d) water pressure and time are normalized-








It should be noted that this interpretation technique was proposed to interpret the con-
solidation after a penetration in practically undrained conditions (Teh and Houlsby, 1991).
As such, it seems strange to introduce the rigidity index to analyze results in the partially-
drained range. Again, the initial constitutive parameters are used; these parameters are
approximated as follows: the undrained shear strength, Su, using the formula proposed by
Chang et al. (1999) for K0-consolidated undrained triaxial (as shown in Appendix B due
to the hyperelastic model this formula does not hold but it has been demonstrated that
it is approximate enough), G ≈ G0 + αp′, see Equation (3.74), K = p′/λ? whereas the
constrained modulus is M = K + 4G/3.
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For these three simulations, all the constitutive parameters that are used to normal-
ize the time are the equal, with the exception of the coefficient of consolidation, that is
proportional to the permeability.
Results of the two most undrained cases are almost indistinguishable once time and water
pressure are normalized (Figure 9.3(c) and (d)). The water pressure at the u2 position is the
water pressure measurement point most susceptible to numerical related oscillations since
it lays in a region with high water pressure gradients; however, results suggest that the
overall dissipation process is not affected by these oscillations: both curves converge after
the normalized excess pore pressure passes below 0.95. The two most undrained cases show
dissipation curves that resemble that predicted by Teh and Houlsby (1991): specifically the
same shape is observed in the u2 position whereas these curves are almost indistinguishable
from that of Teh and Houlsby (1991) for normalized water pressures of U1 > 0.4. The shape
of the dissipation curve for the most drained case (k = 10−5 m/s) is different: in the u2
position a slower rate of dissipation is found for normalized water pressures U2 < 0.5; in
the u1 position the slope of the curve is less pronounced.
To further the analysis, Figure 9.4 compares the dissipation curve for both practically
undrained penetrations (k = 10−8 m/s) using a smooth interface for two different values the
initial horizontal in situ effective stress. With a higher in situ effective stress, dissipation
takes place in a slower rate; for instance, the t50 is almost doubled (see Table 9.2). Addi-
tionally, in the normalized plot, Figures 9.4(c) and (d), it seems that the case with K0 = 1
dissipates at a higher rate since the oedeometric modulus used to normalize the results is
higher. In the u2 position, it seems that the dissipation curve shows the so-called dilatation
type; however, this effect is because at the beginning of the dissipation the water pressure
is slightly below the mean value during penetration.
The effect of contact roughness on the dissipation curves is shown in Figure 9.5: particu-
larly in the u2 position, the raw results seems to converge after the first stages of dissipation
(approximately 5 seconds). However, this is an effect of the scale of the figure; consistently,
the dissipation rate is slower as the contact friction angle increases. Once the normalization
procedure detailed above is applied, it is more obvious that the dissipation rate decreases
as the contact friction angle increases. This result is also a consequence of the employed
normalization method: on the one hand, time is normalized according to the normalized
time proposed by Teh and Houlsby (1991) and the same parameters are used for the four
simulations, on the other hand water pressure is normalized with the steady state value
during penetration, that, in the u2 position, slightly decreases with the contact friction
angle.
Finally, Figure 9.6 presents the dissipation curves, for different friction angles, with
K0 = 1, showing the same behavior than the previous case: as higher contact friction angles
are used, dissipation takes place in a significant slower rate. Once results are presented in
a normalized fashion, the disparity between the curves increase.
Table 9.2 presents all the normalized half time of dissipations, t50, corresponding to the
cases analyzed in this section.
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Figure 9.4: CPTu dissipation. Effect of the coefficient of at rest of lateral earth pressure.
Dissipation curves at the u1 position, (a), and u2 position, (b), assuming a smooth interface.
Table 9.2: CPTu dissipation. Dissipation half time, t50, for several permeabilities and
contact roughness. (Series B).
k δ K0 t50
(m/s) (◦) (s)
10−8 0 0.5 165.2878
10−6 0 0.5 1.5309
10−5 0 0.5 0.16575
10−8 10 0.5 216.7262
10−8 20 0.5 263.7334
10−8 25 0.5 354.36
10−8 0 1 247.6717
10−8 10 1 261.9875
10−8 25 1 362.6001
239










































Figure 9.5: CPTu dissipation. Effect of interface friction angle. K0 = 0.5 and k = 10
−8
(m/s). Dissipation curves at the u1 position, (a), and u2 position, (b).
Table 9.3: Constitutive parameters of Modified Cam Clay
e0 κ λ M pc OCR α G0 k
(kPa) (kPa) (m/s)
1.94 0.02 0.2 1.07 110 1.1 0 10000 10−7 − 10−12
9.3.2 Dissipation curves. Penetration in practically undrained conditions
The results presented in this section correspond to a set of simulations in which the per-
meability is varied five orders of magnitude (from k = 107 m/s to k = 10−12 m/s) (that
is, Series A). For that range of permeability the penetration phase takes place in practi-
cally undrained conditions. The normalized cone velocity (Schneider et al., 2007) for the
simulation with the highest permeability is V = 47.8. Permeability is assumed isotropic.
The material properties are depicted in Table 9.3. A similar geometry than the previous
chapter has been used, however, in this case the self-weight has been considered and at
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Figure 9.6: CPTu dissipation. Effect of interface friction angle. K0 = 1 and k = 10
−8
(m/s). Dissipation curves at the u1 position, (a), and u2 position, (b).
the top of the boundary a load of 100 kPa is imposed. Penetration at the standard rate is
simulated to a depth of 20R. After stopping penetration a dissipation test is simulated.
Figure 9.7 presents the penetration curves. Because of the continuous remeshing that
is characteristic of the PFEM approach numerically induced oscillations appear on the
penetration curves. These have been smoothed in the penetration curves using a moving
average over a distance of 1R.
The results show that, within this undrained range, tip resistance and pore pressure
show little sensitivity to permeability. Indeed differences in net cone resistance at steady
state between simulations are within a range of 6%. For all cases volumetric deformation
was minimal, thus confirming the expected undrained behaviour.
Table 9.4 presents the main results of the tests for the 6 different simulations. In
particular, the table shows the normalized tip resistance and pore water pressure ratio, Bq
and Qt respectively. To filter out remeshing induced noise the steady state values for each
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k = 10!12 m/s
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k = 10!7 m/s
k = 10!8 m/s
k = 10!9 m/s
k = 10!10 m/s
k = 10!11 m/s
k = 10!12 m/s
(b)
Figure 9.7: Penetration curves in almost undrained conditions. Net cone resistance, (a),
and excess water pressure at the u2 position, (b).
Table 9.4: Results of the analysis of the CPTu in practically undrained conditions. (Series
A).
k Qt Bq t50
(m/s) (s)
10−7 3.86 0.64 1.38 · 101
10−8 3.79 0.65 1.43 · 102
10−9 3.61 0.61 1.83 · 103
10−10 3.77 0.58 1.79 · 104
10−11 3.75 0.63 1.61 · 105
10−12 3.77 0.63 1.60 · 106
test are obtained as the average value for depths between 10 and 20 penetration radius.
Figure 9.8(a) depicts the dissipation curves at the u2 position for all the simulated
cases. As expected the curves shift to higher times as permeability decreases. The value of
the initial excess pore pressure varies significantly (between 220 and 310 kPa). As shown
previously, the cause beneath this variation is numerical.
Figure 9.8(b) shows the dissipation curves where the excess water pressure has been
normalized with the steady state value during penetration; additionally, time has been nor-
malized according to the formula proposed by Teh and Houlsby (1991), Equation (9.13). It
appears that the normalization works well in that all the curves converge after the normal-
ized excess pore pressure passes below 0.95.
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(b)
Figure 9.8: Dissipation curves, for various values of permeability, after a practically
undrained penetration. Results in (b) are normalized.














Figure 9.9: Comparison of numerical results with Parez and Fauriel (1988) correlation.
9.4 Estimation of permeability during dissipation
9.4.1 Parez and Fauriel (1988) method
In Figure 9.9 the values of t50 are plotted against the input permeability. The figure also
includes the correlation proposed by Parez and Fauriel (1988) as formulated by Mayne
(2007). The estimated value of permeability is always within the same factor from the
input value. The correlation underestimates somewhat the larger values of permeability
and does the opposite for the smaller values. Most permeability values in the database
supporting the original correlation were close to 10−6 cm/s and this is also where the fit
with the numerical results appear better.
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Robertson et al (2010)
PFEM
(a) Undrained penetration
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(c) k = 10−8 m/s; K0 = 0.5
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PFEM
(d) k = 10−8 m/s; K0 = 1
Figure 9.10: Numerical results in the t50 − k interpretation chart proposed by Robertson
(2010). The constrained modulus is approximated by the CPTu log. The thick line repre-
sents the mean normalized tip resistance, (a), and the minimum and maximum value of the
normalized tip resistance, (b), (c) and (d).
Two different sets of simulations assess the effect of permeability on the dissipation
phase: in one of them penetration is simulated in practically undrained conditions whereas
the other explore the effect of partially drained penetration. Specifically, in the former
case, numerical results show that the dissipation half time is inversely proportional to the
permeability (i.e. the slope of the interpretation curve in Figure 9.9 should be equal to −1);
however, the interpretation curve developed by Parez and Fauriel (1988) does not show this
tendency.
9.4.2 Robertson (2010) method
Figure 9.10 and 9.11 plots the numerical results in the interpretation chart proposed by
Robertson (2010). In the two sets where the effect of permeability has been assessed,
subfigures (a) and (b), the permeability vs half dissipation plots appear well aligned with
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(d) k = 10−8 m/s; K0 = 1
Figure 9.11: Numerical results in the t50 − k interpretation chart proposed by Robertson
(2010). The constrained modulus is directly an input parameter. The thick line stands for
the input parameter of the numerical simulations.
the predicted trend, but offset from the theoretical that would be assigned according to
their compressibility.
In Figure 9.10, following the suggestion of Robertson (2010), the constrained modulus
is estimated based on CPT penetration steady state values, that is, using Equation (9.5).
Meanwhile, in Figure 9.11, the constrained is directly an input parameter and those corre-
sponding to the Modified Cam Clay input parameters are plotted with a thicker line; again,
the modulus at the initial state is used.
In the set of simulations in which the penetration occurred in practically undrained
conditions, the average value of Qt for these simulations is 3.8, and thus, according to
Equation (9.5), the constrained modulus may be estimated as M = 1.44 · 103 kPa. It
appears that, by using this value, would estimate a permeability value about 4 times larger
than the input value (Figure 9.10(a)). On the contrary, using the soil input value of the
constrained modulus, M = 1.45 · 104 kPa, the correlation would underestimate the input
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permeability approximately by a factor of 3.
For the set of simulations in which penetration took place in partially drained condi-
tions, Figure 9.10(b) presents the interpretation line in terms of the minimum and maximum
value of the normalized tip resistance (the first one corresponding to practically undrained
conditions whereas the other encountered in the most drained case). Although the inter-
pretation technique follows the same trend, permeability is overestimated more than one
order of magnitude. Somehow, by using the initial value of the constrained modulus (that
is, the numerical model input parameter), the mismatch reduces and the estimate of the
method over-estimates the permeability approximately by a factor of 2 (Figure 9.11(b)).
In order to assess the effect of the interface friction angle, the third set of numerical
results encompass the most undrained case of the previous series along with simulations
with the same constitutive parameters that only differ on the contact roughness. As already
commented, as the interface friction angle increases, it also does the dissipation half-time,
t50, and the normalized cone resistance, Qt. The amount of mismatch decreases as the
friction angle increases if the constrained modulus is approximated by the CPTu metrics
(Figure 9.10(c)). For the completely rough case, the estimate of the permeability is 8 times
larger than the input value. Meanwhile, the discrepancy is further reduced if the initial
value of the constrained modulus obtained from the numerical model input parameters
is used: for the most rough case, permeability is only overestimated by a factor of 1.05
(Figure 9.11).
The fourth set of simulations correspond to those in practically undrained conditions
with a K0 = 1 in which the effect of the interface friction angle has been assessed. Sur-
prisingly, a perfect match between the numerical results and the technique proposed by
Robertson (2010) is found if the initial compressibility modulus is used (Figure 9.10(b)).
By estimating this modulus by the CPTu records, permeability is overestimated by a factor
of 4.
9.5 Estimation of permeability during penetration
In this section, the previously introduced techniques to estimate permeability during cone
penetration are assessed against a set of numerical data; to enhance the analysis, other
results obtained through numerical simulation available in the literature are also used.
First, these interpretation techniques are linked to the backbone curve describing the
change in CPTu induced excess pore pressure in terms of the cone normalized penetration
velocity proposed by DeJong and Randolph (2012). This analysis clarifies the meaning of
the adjustment parameters of the on-the-fly methods that appear in Equation (9.12), see
Table 9.1.
9.5.1 Relation with the backbone curve of DeJong and Randolph (2012)
A more versatile generalization of the original Elsworth and Lee (2005) equation, Equa-
tion (9.12), may be obtained using a different angle. Partly drained CPTu penetration has
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received much attention because it may introduce substantial error in conventional CPTu
interpretation methods (DeJong and Randolph, 2012). For given soil parameters and initial
state, partly drained penetration results in increased tip resistance and decreased excess
pore pressure (Randolph and Hope, 2004).
The backbone curve model proposed by DeJong and Randolph (2012); DeJong et al.
(2013) to express the change in the CPTu induced excess pore pressure, ∆u2, as a function
of the normalized penetration velocity, V , has been introduced in the previous chapter
(Equation (8.4)).
This equation may be manipulated to obtain a new expression relating the product of
cone metrics, Bq Qt, to the normalized index, K
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where ∆uref2 is the excess water pressure at the u2 position in undrained conditions, D is
the CPTu diameter, λ is the slope of the virgin consolidation line and e0 is the initial void
ratio; as in the previous chapter, the initial value of cv is used. V50 and c are two parameters
describing the behavior in partially drained conditions. In the development of these two
expressions, it has been assumed that the initial value of cv is representative.


















It is clear that Equation (9.16) is quite similar to Equation (9.12) and may be seen as a
continuous generalization of the Elsworth and Lee (2007) original expression. This contin-
uous generalization clearly incorporates the undrained limit as an asymptote (as KED → 0
then Bq Qt → a).
The number of adjustment parameters involved in this continuous generalization is five
(c, V50 , ∆u
ref
2 or a , λ, e0 ), a number identical to those in the piecewise generalizations.
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Figure 9.12: Comparison of the chart by Elsworth and Lee (2005, 2007) with the backbone
curve of DeJong and Randolph (2012). On top, the chart (discontinuous black lines) in
addition to Equation (9.16). On the bottom, net cone resistance and excess water pressure
in terms of the cone normalized velocity. Curves corresponding to V50 = 3 are shown with
a red, thick, discontinuous line.
Two parameters (λ, e0 ) may be independently measured. The undrained limit a may be
approximated with expressions such as Equation (9.11).
Next, a parametric analysis of Equation (9.16) is presented. In particular, the effect of
the five adjustment parameters of the continuous generalization is assessed and compared to
the proposals of Elsworth and Lee (2005, 2007). As a reference case, λ? = 0.1, ∆uref2 /σ
′
v0 =
1.2 whereas c = 1 and V50 = 3; these last two values correspond to those suggested by
DeJong and Randolph (2012).
As a first step, Figure 9.12 assesses the effect of c, a parameter that controls the rate of
change of the net cone resistance and measured water pressure at u2 position in terms of
the normalized cone velocity and also the extension of normalized cone velocities in which
partially drained conditions prevail (see Figure 9.12(b) and (c)). In the KED −Bq Qt space,
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Figure 9.13: Comparison of the chart by Elsworth and Lee (2005, 2007) with the backbone
curve of DeJong and Randolph (2012). Effect of V50, (a), λ





(d). Effect of V50 on the back-bone curve V − ∆u2/∆uref2 , (b). Curves corresponding to
the reference case are shown with a red, thick, discontinuous line.
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the parameter c does not have any effect in practically undrained conditions: both models
predict that the product of cone metrics is constant for low values of permeabilities. In
partially drained conditions, lower values of the parameter c results in a lower slope in the
line representing partial consolidation. Interestingly, the modification of the interpretation
chart of Elsworth and Lee (2007) based on experimental data may be interpreted as a low
value of c.
The effect of the other parameter introduced by DeJong and Randolph (2012), V50, is
depicted in Figure 9.13. This parameter corresponds to the normalized velocity at which
one-half of the excess pore pressure under undrained penetration is mobilized (see Fig-
ure 9.13(b)). In the interpretation chart, the transition point from undrained to partially
drained conditions moves to higher KED as V50 decrease.




v0, do not have any effect in
the backbone curves V −∆u2/∆uref2 but they do have an effect in the interpretation chart.
Larger values of λ? have the opposite behavior of decreasing V50, see Equation (9.13) and
Figure 9.13(c). By considering larger values of ∆uref2 /σ
′
v0, the constant straight line de-
scribing undrained conditions appears in higher Bq Qt; the transition point between partially
drained and undrained conditions remain at the same value of KED .
To conclude the comparison between both models, it can be stated that the model
proposed by DeJong and Randolph (2012) may be rewritten in a similar form than the
model of Elsworth and Lee (2007); that is, a relation between KED −Bq Qt. The expression
proposed by DeJong and Randolph (2012) has five parameters that need to be estimated:
two constitutive parameters (λ and e0) and three describing the CPTu behavior during
penetration (two of them describing the behavior in partially drained conditions -V50 and
c- and one in undrained conditions -∆uref2 /σ
′
v0). By using some combinations of these
parameters, the two different models proposed by Elsworth and Lee (2005, 2007) (the one
based on analytical methods and the modified one that describes better the database of
field and laboratory tests) may be obtained.
9.5.2 Assessment against numerical results
Figure 9.14 presents the pore pressure field at z = 20R for different permeabilities. As
expected (Teh and Houlsby, 1991), the highest pore pressure is observed just ahead of
the cone shoulder reaching approximately 1.5 times the u2. An assumption of spherical
symmetry for the pore pressure steady state disturbance is present in the derivations of
Equation (9.12). The numerical results show that the shape of the moving disturbance
becomes somewhat more elongated as the permeability decreases (Figure 9.14). A similar
effect was noted by Yi et al. (2012) when varying penetration rate and keeping permeability
constant. Examining in more detail that shape (Figure 9.15) it appears that the spherical
symmetry assumption is more questionable when looking closer to the cone tip (direction
given by γ = −90◦ in Figure 9.15) and that the asymmetry is more marked as permeability
decreases.
Figure 9.16 shows the numerical results plotted in the interpretation charts proposed
by Elsworth and Lee (2005, 2007); Chai et al. (2011); Shen et al. (2015). As predicted
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(a) (b) (c) (d)
(e) (f) (g) (h)
Figure 9.14: Steady state excess water pressure profile (kPa) (at a penetration of 20 radii)
for different permeabilities. Set B, smooth interface. On the bottom, water pressure profiles
are normalized in terms of the steady state water pressure at the u2 position. k = 10
−8
m/s, (a) and (e), k = 10−6 m/s, (b) and (f), k = 5 · 10−5 m/s, (c) and (g), and k = 10−5
m/s, (d) and (h).
by Elsworth and Lee (2007), numerical results corresponding to practically undrained con-
ditions plot in a straight line (Figure 9.16), that depends on several constitutive parameters
and the initial stress state. For instance, for Series A this line is approximately given by
Bq Qt = 2.34 whereas for Series B this limit line is Bq Qt = 2.03. By using Equation (9.11),
this straight line should be Bq Qt = 2.31 and Bq Qt = 1.93 respectively, which is in good
agreement with the numerical results.
Results in partially drained conditions show a good agreement with the proposed ana-
lytical solution, Equation (9.10), whereas a poorer correlation is achieved with the modified
expression (Elsworth and Lee, 2007), although the authors achieved a better correlation
with the utilized database of field and laboratory tests (Elsworth and Lee, 2007). There-
fore, the numerical results do not support the need for introducing a value of β > 1 in
251










(a) k = 10−8 m/s
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(c) k = 5 · 10−5 m/s










(d) k = 10−5 m/s
Figure 9.15: Effect of permeability on normalized pore pressure variations with normalized
distance to the u2 position along different directions.
Equation (9.12) in partially drained conditions.
Figure 9.16(b) presents the same analysis but with the modifications proposed by Chai
et al. (2011) and Shen et al. (2015). Again, the set of data corresponding to a penetration
in practically undrained conditions plots in an almost straight line: for Series A, the mean
value of the product Bq Qt is 2.34 and the standard deviation is 0.12; this product does not
show any trend with permeability. By using the method proposed by Chai et al. (2011), a
permeability equal to k = 1.17 · 10−8 m/s is estimated for the mean value of the product
Bq Qt. This value is in the range of permeability values that separate undrained conditions
from partially-drained conditions. In partially drained conditions, the interpretation tech-
nique of Chai et al. (2011) behaves worst than the original one proposed by Elsworth and
Lee (2005): Chai et al. (2011) over-estimates the permeability by a factor of 4 whereas the
original proposal, Elsworth and Lee (2005), over-estimates the permeability by a factor of
2.
The developed trend line based on the work of DeJong and Randolph (2012), Equa-
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Figure 9.16: Permeability estimation on the fly. Numerical results in the KD − Bq Qt
interpretation charts proposed by Elsworth and Lee (2005, 2007), (a), and Chai et al.
(2011) and Shen et al. (2015), (b).
tion (9.16), is depicted in Figure 9.17. This curve depends on ∆uref2 /σ
′
v0 -which is estimated
from the numerical simulations for Series B-, soil input constitutive parameters (λ and e0),
and the two parameters of the backbone curve. For these last two coefficients the repre-
sentative values proposed by DeJong and Randolph (2012) are used (V50 = 3 and c = 1).
A good fit appears, in line with that obtained for the backbone expression in the previous
chapter, Figure 8.15.
This analysis is enriched by considering other numerical results of the simulation of
the CPTu in clayey materials. In particular, Figure 9.18 incorporates the results of Mah-
moodzadeh et al. (2014) and Ceccato et al. (2016, a,b). In all these works, the soil is
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Figure 9.17: Permeability estimation on the fly. Numerical results in the KD − Bq Qt
plane with the reformulation of DeJong and Randolph (2012).
Table 9.5: Constitutive parameters of Modified Cam Clay CPTu coupled analyzes. The
normalized excess water pressure in undrained conditions is computed using Equation (9.11).




Mahmoodzadeh et al. (2014) 0.0404 0.205 1.38 1 0.803 0.086 1.39
Ceccato et al. (2016, a,b) 0.04 0.205 1.41 1 0.805 0.085 1.63
Series A 0.02 0.2 1.94 1.1 0.9 0.068 2.31
Series B 0.05 0.3 2 1.21 0.83 0.1 1.93
discretized by the Modified Cam Clay and isotropic permeability tensors are considered.
Some of the modified Cam Clay constitutive parameters of these analyses are reported in
Table 9.5, that, for comparison purposes, also includes those of Series A and B.
It should be noted that Mahmoodzadeh et al. (2014) simulated a centrifuge specimen,
analyzed the effect of the velocity of penetration rather than the permeability of the soil
and the work focused on dissipation based methods (as such, the water pressure at 1 second
after the end of penetration is used in the present work as a representative value at the u2
position during penetration). The most drained simulation of Ceccato et al. (2016, a,b) has
an almost zero water pressure and it is not presented in this figure; all this data has been
digitalized from the graphs of the publications and a small error on the estimation of this
almost zero water pressure would result in a large scatter in the interpretation chart.
Introducing other numerical results reported in the literature into the analysis does
not vary the already stated observations (see Figure 9.18). Interestingly, the constitutive
parameters employed by Mahmoodzadeh et al. (2014) have a lower λ? and, using Equa-
tion (9.11), lower ∆uref2 /σ
′
v0 is predicted than those of Series A and B (see Table 9.5). As
noted in Figures 9.13 (a) and (b), the curve describing partially drained conditions shifts
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Figure 9.18: Permeability estimation on the fly. Numerical results in the KD − Bq Qt
interpretation charts proposed by Elsworth and Lee (2005, 2007), (a), and Chai et al.
(2011) and Shen et al. (2015), (b), and the reformulation of DeJong and Randolph (2012),
(c).
255
to the left of the graph as λ? is reduced and the same effect is produced when ∆uref2 /σ
′
v0
decreases. Consequently, the numerical results of Mahmoodzadeh et al. (2014) plot slightly
to the left of Series B.
9.6 Concluding remarks
In this chapter, several techniques to interpret the permeability for clayey materials have
been assessed against a set of data obtained from numerical analysis. Several sets of nu-
merical data have been used and presented: in two of them the effect of permeability in the
dissipation phase has been assessed; in one of them, the penetration took place in practically
undrained conditions whereas in the other partially drained conditions were encountered. In
the other two cases, penetration took place in practically undrained conditions and attention
was paid at the effect of the interface friction angle.
For partially drained CPTu penetration, the on-the-fly method appears to offer a good
approximation to the evaluation of permeability in compressible soils. The continuous
generalization proposed here offers a clear connection with studies on partially drained
penetration and clarifies the meaning of the adjustment parameters. The method does not
seem appropriate for the more undrained materials, where dissipation is more onerous.
On the other hand, dissipation-based methods appear far more sensitive to permeabil-
ity. The simple correlation of Parez and Fauriel (1988) produces results that are in the
correct order of magnitude. The more elaborated technique developed by Robertson (2010)
improves slightly on those results, its limits essentially given by the difficulty in estimating
the precise value of operative stiffness during consolidation.
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Chapter 10
Conclusions and future work
10.1 Summary and conclusions
The objective of this thesis was to develop a numerical framework, based on the Particle
Finite Element method, capable of simulating insertion problems found in Geotechnical
Engineering.
The main contributions and conclusions of this work are summarized below:
Constitutive models at large strain: novel explicit algorithm. The theory of
hyperelastic-based plastic constitutive models based on the multiplicative decomposition
of the deformation gradient has been described in detail. Afterwards, a novel explicit in-
tegration scheme has been presented. After describing the equations to perform a single
elastic or elasto-plastic update, the integration point algorithm has been presented in detail.
This algorithm, based on the work of Sloan et al. (2001), encompasses adaptive substepping
and a yield violation drift correction technique (based on Potts and Gens (1985)).
The overall algorithm has been assessed in several strain-driven problems. It is found
that the obtained results are accurate. Indeed, using an adaptive substepping scheme very
similar results are obtained irrespectively of the number of incremental steps; the yield drift
violation is small and less than three iterations are required to perform the correction.
Imposition of contact constraints. Two different algorithms have been presented to
integrate the tangential contact stress along the interface. First, a completely implicit
scheme is presented. Noting that the former scheme has the same formal structure of the
one-dimensional return mapping, an alternative scheme using the Implex algorithm (Oliver
et al., 2008) is developed. These two algorithms are assessed in a number of simulations;
the effect of the time-step, mesh-size and penalty parameters on the solution is fully char-
acterized.
Mixed stabilized formulations in Soil Mechanics. The quasi-incompressible material
response often found in geomaterials may produce severe volumetric locking in the obtained
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solution if not addressed appropriately in the formulation of the problem. In this work, three
different mixed formulations for the one-phase mechanical problem have been assessed. In
order to employ equal order interpolants in displacements and scalar fields, stabilization
techniques are used in the scalar balance equations.
It has been noted that, in the coupled hydro-mechanical problem, an incompressible
material behavior may stem either from undrained conditions or as a consequence of the
material behavior. As such, two three-field mixed formulations have been presented, in
which either the effective pressure or the Jacobian are considered as nodal variables, in
addition to the solid skeleton displacement and water pressure. Stabilization techniques are
used in the mass conservation equation of the biphasic medium and in the rest of scalar
equations.
The good performance of these mixed formulations have been shown in a number of
representative numerical simulations. In particular, the newly developed stabilized mixed
formulations for the hydro-mechanical problem resulted in a significantly improved response:
in the challenging simulation of Cone Penetration test, the calculated stress fields show a
much smoother response and the computed cone resistances show less oscillations in the
penetration curves. The main downside of mixed formulations is that the number of degrees
of freedom increase with respect to the irreducible formulation; however, the benefits of
doing so are obvious.
The application of the numerical framework brought new insights in several penetration
problems frequently encountered in Geotechnical Engineering:
Simulation of soil sampling. The proposed numerical methodology has been applied
to the simulation of soil sampling in clayey soils employing a total stress approach. Despite
its importance, this problem has attracted very limited attention in terms of numerical
analysis.
This work reported a parametric analysis in which the effect of several constitutive
parameters, the geometry of the cutting shoe, the thickness of the wall and the behavior
of the soil-steel interface has been assessed. In all these simulations complete details of
the failure mechanism have been reported; additionally, attention has been paid at classical
parameters used to infer sampling disturbance: the axial strains along the centerline of the
tube and the specific recovery ratio.
The numerical centerline strain paths have been compared with those predicted by
the Strain Path method. Very limited agreement has been found between the numerical
simulations and the Strain Path method results of Baligh et al. (1987).
The theory developed by Paikowsky and Whitman (1990) to predict the occurrence of
a plug inside of an open-ended pile has been assessed against the numerical series that
explored the effect of a non-smooth interface behavior. Numerical results confirm that a
plug is formed once the unit end bearing capacity of the tube is similar to the end unit
bearing capacity of a closed-ended pile.
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Coupled hydro-mechanical simulation of the Cone Penetration test. The perfor-
mance of the developed hydro-mechanical formulation has been examined by simulating a
challenging problem: the Cone Penetration test. A parametric analysis has been reported
in which the effect of the interface friction angle and the permeability of the soil -ranging
from drained to undrained conditions- have been explored.
The influence of permeability on cone resistance, sleeve friction and pore pressures
at three potential measurements points was characterized. The net cone resistance and
mesured excess water pressure were analyzed in terms of the normalized cone velocity and
a good fit with the model proposed by DeJong and Randolph (2012) was found; it has
been shown that the ratio of the net cone resistance of drained over undrained conditions
increases as the interface friction increases. For the analyzed case, the friction sleeve resis-
tance seemed independent of the hydraulic conditions.
Permeability estimates from Cone Penetration test. The evaluation of the coeffi-
cient of consolidation of fine grained soils has been of much interest for geotechnical design.
CPTu based methods for estimating the consolidation coefficient have been researched in-
tensively almost since the instrument became available. However, most of the interpretation
techniques are still based on empiricism or the solution of simplified models. In this work,
results of several simulations of the CPTu test installation and subsequent dissipation in
soils have been used to assess the reliability of several methods to estimate the permeability,
including on-the-fly methods, in which permeability might be directly estimated from the
CPTu data stream without the need for any stoppage.
These on-the-fly techniques have a number of fitting parameters, whose significance is
not well understood. To clarify the meaning of these parameters, the on-the-fly techniques
have been linked to the expression proposed by DeJong and Randolph (2012) that describes
the variation of cone metrics in terms of the normalized cone velocity, giving a new meaning
to the adjustments parameters.
For partially drained penetration CPTu, on-the-fly method appears to offer a good
approximation to the evaluation of permeability in compressible soils. These method do
not seem appropriate for the more undrained materials, where dissipation is more onerous.
In these cases, dissipation-based methods appear far more sensitive to permeability; even
simple correlations produce results that are in the correct order of magnitude.
In conclusion, the main numerical contributions of this dissertation may be summarized
as:
• A novel explicit stress integration for large-strain elasto-plastic models has been de-
veloped.
• Two stabilized-mixed formulations for the hydro-mechanical problem have been pro-
posed. These formulations, developed for linear elements, are able to alleviate volu-
metric locking.
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The main contributions to geotechnical knowledge are:
• An extensive parametric analysis of tube sampling using a total stress approach has
been presented. The obtained strain paths along the centerline show very limited
agreement with those obtained by the Strain Path method developed by Baligh et al.
(1987).
• The theory developed by Paikowsky and Whitman (1990) to predict plugs has been
validated using a set of numerical results.
• The meaning of the fitting parameters that appear on the on-the-fly permeability
estimation methods based on Elsworth and Lee (2005, 2007) has been clarified.
• The continuous generalization of on-the-fly permeability techniques proposed here and
numerical results support the theoretical limits of the theory developed by Elsworth
and Lee (2007): these techniques are only suitable for materials in which the CPTu
sounding takes place in partially drained conditions.
10.2 Future work
The robustness, accuracy and versatility of method has been demonstrated extensively.
Therefore, while keeping the fundamentals, further investigation in the following topics is
suggested:
Nodally-integrated elements. Several nodally-integrated Finite Elements and mesh-
free methods based on Galerkin integration have been developed (Beissel and Belytschko,
1996; Chen et al., 2001; Puso and Solberg, 2006; Puso et al., 2008); by employing this
approach stress and all material history variables are located exclusively at nodes. Conse-
quently, the number of integration points may decrease with respect to other approaches
and, in remeshing-based methods -such as PFEM-, the numerical noise associated to remesh-
ing steps may decrease. However, nodal integration suffers from spurious singular modes;
this spatial instability results from under-integration of the weak from and is typically alle-
viated by the use of stabilization methods (Beissel and Belytschko, 1996; Puso and Solberg,
2006). Recently, a nodally integrated Finite Element method has been used in conjunction
with PFEM, leading to the Smoothed Particle Finite Element method (SPFEM) (Zhang
et al., 2018). The study of these nodally-integrated formulations may decrease the numer-
ical noise associated to the remeshing steps of method and increase the particulate nature
of PFEM.
Include dynamic effects on the overall formulation. In this work, only quasi-static
cases are considered. However, there is a broad range of penetration problems that require
a dynamic setting. Examples of dynamic penetration problems are displacement piles, that
are driven into the soil by striking them with a hammer, or some site investigation tech-
niques, such as Free Fall penetrometers, which measure the acceleration of the object and,
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additionally, the tip stress, sleeve friction and pore pressure might be also measured (Ran-
dolph et al., 2018). A full Biot formulation, that has as nodal variables the solid skeleton
displacement, the (Darcy’s) fluid displacement and water pressure (u − w − pw element),
has already been implemented; additionally, contact constraints have been enhanced to in-
troduce the restrictions on the fluid velocity along the contacting interface. To fulfill this
objective, at least two main tasks are required. Further work is required in order to intro-
duce the displacement and rotation degrees of freedom. Additionally, artificial boundary
conditions, also referred to as absorbing or radiation conditions, are required to simulate
the wave propagation towards infinity without reflecting back (Gajo et al., 1996).
Contact between deformable bodies. In all the simulations of penetration problems
presented in this work it has been assumed that one of the contacting bodies -the structure-
is completely rigid. This hypothesis might be appropriate in the analyzes reported here;
however, to consider the deformation of the structure might be necessary to study other
penetration problems. It might be convenient for the analysis of dynamic penetration
problems; also, in soil sampling with very thin tubes, the deformation of the structure might
be relevant. Procedures to impose the contact constraints between deformable bodies have
already been implemented in the computational code used in this work (Carbonell et al.,
2013; Rodŕıguez et al., 2016); these algorithms might require some adaptation for the hydro-
mechanical problem.
Enhance the analysis of CPTu. The interpretation of CPTu results still relies on
empiricism or the solution of simplified problems. Numerical analysis may be used to
enhance the current practice techniques. In this work, the effect of a limited number of
parameters governing the problem have been studied. Enhancing the parametric analysis
may surely give new insights on the problem.
In all the simulations, the permeability tensor has been assumed isotropic. For most
natural soft marine clays, the horizontal permeability is only 10% or 20% higher than the
vertical value (Mayne, 2007); experimental evidences suggest that this ratio increases as the
soil is loaded in oedometric conditions (Al-Tabbaa and Wood, 1987). On the other hand,
dissipation-based techniques are believed to estimate the horizontal component of the per-
meability tensor (Baligh and Levadoux, 1986; Robertson, 2010). The effect of anisotropic
permeability tensors is unknown on the developed excess water pressure during CPTu pen-
etration and the dissipation test. This proposed analysis may enhance the knowledge of
current CPTu permeability estimation techniques, both on-the-fly and dissipation-based.
The measurements during CPTu penetration are strongly influenced by the properties
of soils in a region up to 30 cone diameters from the cone tip (Boulanger and DeJong,
2018). When soils are formed by layers of different stiffnesses and strengths, for instance,
alternation of sands and clays, a straight interpretation of the CPTu metrics would result
in an overestimation of the resistance in weak layers and the opposite effect in stiffer lay-
ers (M lynarek et al., 2012). Numerical simulation may enhance the knowledge of the effect
of inter-layered soil profiles in the measured CPTu test data.
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Enhance the analysis of soil sampling. The simulation of the insertion of a tube
brought valuable results. However, this analysis may be extended in several ways. For
instance, future work should cover more cutting shoes geometries: (i) the employed wall
thickness may be regarded as to thick in current geotechnical practice (that has been justified
from a computational cost of view), (ii) the analysis did not cover the inside cutting edge
angle, which is believed to have a large impact on the frictional forces that develop in the
internal shaft, and (iii) lower outside cutting edge angles should be considered.
Although the employed total stress approach is completely justified, the simulation of
this problem using a coupled hydro-mechanical formulation may enhance the knowledge of
this problem. By doing so, an effective stress Mohr-type model might be used to describe
the soil-steel interface behavior, rather than the employed one, in which the maximum
allowable contact tangential stress is a fraction of the undrained shear strength of the soil.
As such, the interface behavior would be described with a more reliable law.
In all the simulations, very large shearing strains have been obtained. These large strains
may produce a change in structure of the soil and, consequently, affect the undrained shear
strength. The change of structure may be described in several ways: either by considering a
strain-softening Tresca model in a total stress approach (Einav and Randolph, 2005) or using
a coupled formulation in conjunction with a constitutive model that explicitly accounts for




Estimation of the stabilization
factor for the one-dimensional
u− pw element
In this appendix, the Matlab file mentioned in Section 2.4.8 to estimate the stabilization
factor for one-dimensional linear elements with displacement and water pressure degrees of
freedom is presented. The effect of the stabilization factor on the solution of the oedometer
problem is studied. As such, the system of equations is solved symbolically and the solution
at the node with the impermeable boundary condition and its neighbor is studied; see the
Matlab code A.1
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To validate this estimate, Figure A.1 presents the displacement and water pressure field
using a 15 node mesh using, as a stabilization factor, the obtained estimate multiplied by









− 12 ∆t k
h2
)
if β > 0
0 other cases
(A.2)
As shown in Figure A.1, using values of γ lower than 1 the displacement and water
pressure field exhibit sharp unphysical oscillations whereas values larger than the unity
produce an over-diffusive solution. Remarkably, using γ = 1 the obtained water pressure
profile shows an excellent agreement with analytical solution of Terzaghi.
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Figure A.1: Simulation of the oedometer test. Influence of the stabilization factor on the
solution. Solution for 14 linear u − pw elements at T = 0.0001. Water pressure field, (a),
and displacements, (b).
Matlab code A.1: Matlab file to estimate the stabilization factor for the one-dimensional
u− pw element.
1 clc; clear all; close all;
2
3 % define some constants
4 syms h positive
5 syms M positive
6 syms k positive
7 syms dt positive
8 syms QBiot positive
9 syms AlphaStab real
10 syms DeltaPW positive
11
12 % Define shape functions (to then integrate)
13 syms x positive
14 N = [(h-x)/h; x/h];
15 DN DX = diff(N, x);
16
17 % Define the elemental system
18
19 ElementalMatrix = sym(zeros(4,4));
20 % Internal forces. Effective stress forces
21 ElementalMatrix([1, 3],[1, 3]) = +int( M * DN DX * (DN DX'), x, 0, h);
22 % Internal forces. Water pressure forces
23 ElementalMatrix([1, 3],[2, 4]) = -int( DN DX * N', x, 0, h);
24
25
26 % Mass conservation
27 % Volume change
28 ElementalMatrix([2,4],[1,3]) = int( N*DN DX', x, 0, h);
29 % Darcy law
30 ElementalMatrix([2,4],[2,4]) = dt*int( DN DX*k*DN DX', x, 0, h);
31 %Biot Coefficient
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32 ElementalMatrix([2,4],[2,4]) = ElementalMatrix([2,4],[2,4]) + ...
(1/QBiot)*int( N*N', x, 0, h);
33 %Stabilization
34 ElementalMatrix([2,4],[2,4]) = ElementalMatrix([2,4],[2,4]) + ...




38 for nNodes = [2:8, 15]
39 % Create the system matrix
40 SystemMatrix = sym( zeros(2*nNodes, 2*nNodes) );
41
42 for i = 1:(nNodes-1)
43 SystemMatrix( 2*(i-1) + [1:4], 2*(i-1) + [1:4]) = ...




47 % Apply dirichlet conditions
48 % ZeroWaterPressure
49 SystemMatrix(2, :) = 0;
50 SystemMatrix(2,2) = 1;
51
52 % Displacement
53 nn = 2*(nNodes -1)+1;
54 SystemMatrix(nn, :) = 0;
55 SystemMatrix(nn,nn) = 1;
56
57 %Right hand side (water pressure at dirichlet)
58 FFExt = sym(zeros(2*nNodes, 1));
59 FFExt(2) = DeltaPW;
60
61 % Solve the system of matrices
62 Solution = SystemMatrix\FFExt;
63
64
65 NodalWaterPressure = sym(zeros(nNodes, 1));
66 NodalDisplacement = sym(zeros(nNodes, 1));
67 for i = 1:nNodes
68 NodalDisplacement(i) = Solution(2*(i-1)+1);
69 NodalWaterPressure(i) = Solution(2*(i-1)+2);
70 end
71
72 NodalWaterPressure = simplify(NodalWaterPressure);
73
74 % Estimate the stabilization factor
75 for index = 2:nNodes-1
76 Node1WaterPressure = NodalWaterPressure(index);
77 Node2WaterPressure = NodalWaterPressure(index+1);
78 disp([ 'Estimating the stabilizationFactor: mesh size ' ...
int2str(nNodes), ' nodes. Between the nodes ' int2str(index) ])






84 % Plot the obtained solution for several Gamma*AlphaStab
85 % First substitute the parameters
86
87 syms Gamma real;
88 hEval = 1/(nNodes-1); dtEval = 0.0001; MEval = 1; kEval=1; QBiotEval=1E9;
89 Solution = subs(Solution, h, hEval);
90 Solution = subs(Solution, dt, dtEval);
91 Solution = subs(Solution, M, MEval);
92 Solution = subs(Solution, k, kEval);
93 Solution = subs(Solution, QBiot, QBiotEval);
94 Solution = subs(Solution, DeltaPW, 1);
95
96 SavedSolution = Solution;
97
98 % plot analytical solution
99 xx = linspace(0,1,100);
100 pw = 0*xx;
101 TT = MEval * dtEval;
102 for i = 1:length(xx)
103 for m = 0:400
104 aux = pi/2*(2*m+1);




109 plot(xx, pw, 'k', 'linewidth', 3); hold on
110 figure(2); clf;
111 for Gamma = 0:0.25:1.5
112 AlphaEval = 3/MEval - 12 * dtEval * kEval /(hEvalˆ2);
113 if ( AlphaEval > 0)
114 AlphaEval = Gamma * AlphaEval;
115 else
116 AlphaEval = 0;
117 end
118 Solution = subs(SavedSolution, AlphaEval);
119 figure(1)
120 plot( linspace(0,1,nNodes), 1-Solution(2:2:2*nNodes), '*-');
121 xlabel('x/H'); ylabel('Water pressure')
122 set(gca, 'FontSize', 12)
123 hold on
124 figure(2)
125 plot( linspace(0,1,nNodes), Solution(1:2:2*nNodes-1), '*-');






132 legend('Analytical', '\gamma=0', '\gamma=0.25', '\gamma=0.5', ...
'\gamma=0.75', '\gamma=1', '\gamma=1.25', '\gamma=1.5', 'location', ...
'best')
133 figure(2)
134 legend('\gamma=0', '\gamma=0.25', '\gamma=0.5', '\gamma=0.75', ...




137 print('../figures/MATLAB FIGURES/water pressure 1', '-dpdf')
138 figure(2)




Assessment of Houlsby (1985)
hyperelastic model
B.1 Introduction
Despite the benefits of the use of hyperelastic based models, up to date the majority of nu-
merical analysis of geomaterials still relies on hypoelastic models. The use of hyperelastic
models may be interpreted as a restriction; however, the use of hyperelastic constitutive
equations ensures that the model does not generate or dissipate energy over a closed stress
or strain path: that is, the model is correctly formulated in a thermodynamic sense (Houlsby
et al., 2005). To deal with clays, the most popular hyperelastic law is that proposed by
Houlsby (1985) and later modified by Borja et al. (1997). This law is able to capture the
pressure-dependent nature of the bulk and shear modulus by defining them as a function
of the first and second invariants of the deformation measure; typically, the infinitesimal
strain tensor in small deformation problems and the spatial Hencky strain in large deforma-
tion formulations. However, in the literature several shortcomings of the model have been
identified (Houlsby, 1985; Borja et al., 1997; Houlsby et al., 2005).
The model has four independent parameters: p0, κ
∗, G0 and α. G0 is the constant part
of the shear modulus whereas α controls the shear modulus and the amount of coupling
between the volumetric and deviatoric response. To the best of the author’s knowledge,
in the literature one or the other of the two constitutive parameters are assumed equal to
zero. It is therefore unknown the effect of having both constitutive parameters different
from zero on the performance of the model where several shortcomings have already been
noted.
This Appendix describes the main problems related to the use of this law and possible
solutions. The Appendix is organized as follows: first, the hyperelastic model is described;
then, some of the drawbacks of the model are presented through the use of algebraic manip-
ulation and, in addition, closed form solution to evaluate important geotechnical properties,
such as the undrained shear strength, Su, are derived; the third part presents some numer-
ical results. Finally, some conclusions are drawn.
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B.2 Houlsy hyperelastic model
The free energy of the model is given by (Houlsby, 1985; Borja et al., 1997):











where p0 > 0 is a reference pressure, κ
∗ = κ1+e0 , κ is the slope of the swelling line, e0 is
the initial void ratio, G0 > 0 is the constant part of the shear modulus and α > 0 is a
parameter.
As a consequence, the volumetric and deviatoric part of the effective Kirchhoff stress,
τ ′ = π′1+ τ d, are computed according to:

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where π′ = J p′ is the Kirchhoff effective mean stress and τ d is the deviatoric part of the









In Equation (B.2) it can be clearly seen that the volumetric and deviatoric response is
coupled in elasticity by the constitutive parameter α. The response is only uncoupled in
the case that α = 0 since β(εed) = 1.
The following tangent matrix may be obtained:
∂τ ′
∂εe

















































In these latter expressions it can also be noted that volumetric-deviatoric and deviatoric-
volumetric coupling terms appear in the stiffness matrix. Again, these terms vanish only if
α is considered equal to zero. Additionally, in the case that G0 = 0 and along the p-axis,
the shear modulus is proportional to the effective pressure; but, in the rest of the stress
space it depends on the norm of the elastic deviatoric strains.
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B.2.1 Existence of a maximum attainable stress ratio
It has been reported that, due to the hyperelastic law formulation, the model has a maximum
attainable stress ratio (Houlsby, 1985). If α > 0 and G0 = 0, the Hessian matrix of
the stored energy function becomes singular when ‖εde‖ =
√
κ∗
α . As a consequence, the








The maximum attainable stress ratio is, in most cases, similar (or lower) to the Critical
State Line, q = M (−π), since, as it will be shown below, the value of α is related to the
Poisson’s ratio.
For the case that both constitutive parameters are different from zero, let us express















where εed = ‖εed‖ and τd = ‖τ d‖.
In the case that both constitutive parameters are different from zero, the tangent elastic


















The form of this limiting deviatoric strain in the stress space will be shown below, in
the numerical assessment section.
Of course, if α = 0, then the coupling term vanishes C = 0 whereas the shear modulus
is constant and positive G = G0 > 0. Also, the bulk modulus is positive. As a consequence,
for this special case, the determinant of the stiffness matrix is always positive and all the
stress ratios may be obtained.
B.2.2 Poisson’s ratio









which clearly implies that the Poisson’s ratio tends to −1 when the effective pressure tends
to zero whereas in tends to 1/2 for large values (in absolute value) of the effective pressure.
On the other hand, if α > 0 and G0 = 0, the Poisson’s ratio is only constant along the
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Figure B.1: Poisson’s ratio along the p-axis and maximum attainable stress ratio in terms
of ακ∗ (two constitutive parameters), predicted by Houlsby (1985) hyperelastic model for
α > 0 and G0 = 0.
As stated before, the maximum attainable stress ratio and the Poisson’s ratio are linked.
To show this, Figure B.1 depicts both in terms of the value of the product ακ∗, see Equations
(B.8) and (B.12). It can be seen that for positive values of the Poisson’s ratio, the maximum
attainable stress ratio is very low: in fact the maximum attainable stress ratio for a Poisson’s
ratio larger than zero is 1.5.
It must be also pointed out that, for the rest of conditions, the model predicts six
different Poisson’s ratios, that reduce to three under triaxial conditions (with ν21 = ν31;
ν12 = ν13 and ν23 = ν32 in compression triaxial, being 1 the axial direction). This fact is a
consequence of the last term of the stiffness matrix, Equation (B.4).
When any combination of α and G0 are considered, the Poisson’s ratio tends to −1 for
zero effective pressure whereas its value tends to the one predicted by Equation (B.12) for
large values (in absolute value) of the effective pressure along the p-axis, since the Poisson






∗ + π(3− 2ακ∗)
−2G0 κ∗ + π(6 + 2ακ∗)
(B.13)
Further results of the Poisson’s ratio will be shown latter in the numerical analysis, since
the value of the Poisson’s ratios (for all strain states) are obtained here by inverting the
stiffness matrix and identifying terms in the compliance matrix.
B.2.3 Constant volume stress path
Due to the coupling between the volumetric and deviatoric elastic behaviour, constant
volume stress paths produce variations on the effective stress pressure. The value of the
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As already indicated by Borja et al. (1997), if α > 0 and G0 = 0, this slope only varies



















However, in the general case, the slope varies with both stress invariants and not with
the ratio.
B.2.4 Undrained shear strength
In order to show the effect of the hyperelastic model and, in particular, the coupling between
the volumetric and deviatoric elastic response on the elasto-plastic behaviour, let us obtain
the undrained shear strength for undrained compression on isotropically consolidated cases.
The effective pressure and preconsolidation pressure are given by:























and R = pc0/p0 is the isotropic overconsolidation ratio.
During the undrained loading no volumetric deformation exists. Additionally, at Critical
State (CS), the effective pressure is the double of the preconsolidation pressure:{





Introducing these conditions to the problem statement, Equation (B.16), the following
















where Λ = λ
∗−κ∗
λ∗ is the plastic volumetric strain ratio.










Of course, in the case that α is considered null, the elastic volumetric and deviatoric











which is exactly the same expression found in other works, for instance (Chang et al., 1999).











which has the same structure of the one encountered in the uncoupled case multiplied by
a correction factor. Since β is always larger than one by its definition and the exponent,
1− Λ = κ∗/λ∗, is positive, the term β1−Λ is always larger than one.
Then, it has been demonstrated that the predicted undrained shear strength for isotrop-
ically consolidated materials is larger in the case that α > 0 compared to the uncoupled
case. The magnitude of this difference will be investigated in the next section.
B.2.5 Critical state line in the εv − π′ space
In this subsection, an expression for the Critical State Line in the volumetric strain –
effective pressure space is derived. The following equations define the problem:











J = Je Jp =⇒ εv = εpv + εev
2π′|CS = pc|CS
(B.22)
where it has been assumed that the initial state is isotropic.







































− Λ ln (β) (B.24)
The coupling of volumetric and deviatoric elastic model implies that the Critical State
Line is not defined by a straight line in the ln(π′) – εv space in the case that α > 0. However,
as will be shown in the numerical assessment section, the last term of Equation (B.24) is
almost negligible.
B.3 Numerical assessment
In this section, the main features and limitations of the hyperelastic model are described
through numerical analysis. First, one of the examples reported by Borja et al. (1997) is
reanalyzed; in particular, in this example the effect of having both α and G0 different from
zero is examined. The second numerical assessment aims to provide the characterization of
the constitutive parameters that are used in the simulation of the Cone Penetration test in
Chapter 8 and Appendix E.
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Figure B.2: Effective stress paths of undrained triaxials on Vallericca clay (Borja et al.,
1997)
MCC1 MCC2 MCC3
κ∗ 0.013 0.013 0.013
α 103 103 0
G0 (MPa) 0 25 510
Table B.1: Constitutive parameters adopted for the simulation of the undrained triaxial.
B.3.1 Borja et al undrained triaxial
To exemplify and assess the effect that both constitutive parameters are different from
zero, one of the examples of Borja et al. (1997) is reanalyzed. In the referred work, the
hyperelastic model is used to simulate the response observed in the triaxial response of
Vallericca clay after it has been anisotropically consolidated and then unloaded to produce
several samples with different overconsolidation ratios.
Figure B.2 shows the results obtained in the testing program: in particular, the figure
shows the elastic undrained stress path during triaxial compression (and also the effective
stress path of the anisotropic loading and unloading to produce the initial state prior to
the undrained compression triaxial). The undrained stress paths show that this particular
material has a significant volumetric-deviatoric elastic coupling since the stress paths are not
described by vertical straight lines, such as would predict any elastic model with uncoupled
volumetric and deviatoric behavior.
For the numerical simulation, in the referred work the authors use the following set of
parameters: κ∗ = 0.013, G0 = 0, α = 103.
In order to understand the effect of the constitutive parameters, this particular problem
has been reanalyzed. The elastic parameters are listed in Table B.1, where case MCC1
coincides with the reference one. Additionally, the following parameters have been assumed:
M = 1, λ∗/κ∗ = 10, p0 = 1 MPa; as a consequence of the assumed material parameters
and based on the reported maximum vertical load and interpreted K0 = 0.53 (Borja et al.,
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Figure B.3: Contours of the Constant Elastic Volumetric strains for the hyperelastic model
for Material MCC1, (a), MCC2, (b), and MCC3, (c).
1997), the initial preconsolidation stress is set to pc0 = 6.8065 MPa.
Attainable stress ratio
Figure B.3 shows the constant volume trajectories in the triaxial plane assuming elasticity;
as a reference, the Critical State Line and initial yield surface are also depicted. Using the
combination MCC3, these trajectories are straight lines, since there is no coupling between
the volumetric and deviatoric elastic response. For the MCC1 constitutive parameters, the
limit stress ratio is q/(−π) < 1.424; once the stress state reaches this limit, the determinant
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Figure B.4: Slope of −dπdq
∣∣∣
ε̇ev=0
during elastic constant volume loading in term of the stress
ratio q/ − π. Material MCC1, (a), and MCC2, (b). In subfigure (b) results are labeled in
terms of the effective pressure, which is a fraction of the initial preconsolidation stress.
of the elastic stiffness matrix becomes negative and the stress ratio drastically reduces as
deviatoric strains increase.
Using the parameters MCC2, the curve depicted in green shows the stress state whose
elastic constitutive matrix is singular, that is, Equation (B.10). It can be seen that this curve
has two different values of deviatoric stress for a single value of the effective pressure: the
lower value of deviactoric stress is obtained with εv > κ
∗ ln( αp02G0 ) (whose constant volumes
trajectories are depicted in cyan in Figure B.3). It must be noted that the stress states inside
the curve may be obtained with four different combinations of volumetric and deviatoric
strains: two with positive and two with negative elastic stiffness matrix. Potentially, using
the combination of parameters α > 0 and G0 > 0, all the stress states of the triaxial plane
may be obtained.
Another output of the previous analysis is Figure B.4, that shows the curvature of the





in terms of the stress ratio q/(−π). As shown by Equation (B.14), in the general
case this slope varies with the strain (or stress) state. However, as reported by Borja et al.
(1997), the curvature only varies with the stress ratio for the case that G0 = 0. In this
figure, curves are reported in terms of the effective stress. As expected, a single curve
is found for the set MCC1. On the contrary, for the set MCC2, the amount of coupling
increases at larger effective pressures and tends to the curve predicted by MCC1.
Undrained triaxial tests
Results of undrained triaxial tests at a broad range of overconsolidation ratios are presented
Figure B.5. The axial load vs axial displacement results are not reported here since these
simulations have been calculated with an independent Matlab code and some simplifications
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Figure B.5: Effective stress trajectories of undrained compression triaxial for Material
MCC1, (a), MCC2, (b), and MCC3, (c).
have been made. For instance, for undrained triaxial tests, the stress path from the p-axis
to the yield surface is obtained imposing a sequence of volume preserving strains; once the
point reaches the yield surface, using Matlab non-linear solver a new stress-strain point is
found such that (i) the yield surface is zero, (ii) there is no variation of volume and (iii)
the Lode angle is θL = −30◦ (triaxial compression test) and (iv) the stress path tends
to the Critical State line. Since the problem is solved in this manner, some information
regarding the deviatoric plastic strains are lost. In order to validate this implementation,
some simulations have been run using this the code and the one that is used to compute
boundary valued problems and exactly the same stress paths have been found.
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Figure B.6: Effective stress trajectories of drained compression triaxial for Material
MCC1, (a), MCC2, (b), and MCC3, (c). Response in the π′ − εv for MCC1, (d), MCC2,
(e), and MCC3,(f).
For the MCC1, the case with a larger OCR touches the limit stress ratio and then con-
tinues elastically with a negative determinant of the elastic stiffness matrix until it reaches
the yield surface. During this part of the loading the stress ratio q/(−π) reduces instead
of increasing. From the yield surface to the CSL the point advances showing hardening
instead of softening. As a consequence, the undrained shear strength, Su, of this simula-
tion is larger than for other cases with lower OCR; this behavior is contrary to what is
expected. Meanwhile, for the rest of cases considered for the material parameters MCC1
the undrained shear strength increases as the overconsolidation ratio decreases, as expected
in the uncoupled cases, see Equation (B.20).
Using the parameters MCC2 (where the only difference is that G0 = 25 MPa instead of
zero), the curve describing the stress points where the determinant of the elastic stiffness
matrix moves away from the away from the origin; thus, increasing the region of attainable
stress states for this hyperelastic model. Due to this increased attainable stress space, all
the undrained triaxial tests can be simulated and the expected tendencies are found: the
undrained shear strength decrease as the overconsolidation ratio increases (maintaining the
same preconsolidation pressure).
Due to the coupling between the volumetric and deviatoric behavior, MCC1 and MCC2
stress paths show some curvature during the elastic regime.
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Drained triaxial tests
Figure B.6 shows the results of the simulation of drained triaxial tests. Using the set of
parameters MCC1, the traixial test with the lowest OCR could not be simulated since the
stress state reaches first the limit of attainable stress ratios before reaching the yield surface.
However, the rest of simulations of MCC1 could be computed.
In some of the simulations of the set MCC2 it appears that the stress trajectory crosses
the curve where the determinant of the elastic stiffness matrix becomes singular. However,
it should be noted that for these simulations the relevant limit is the other branch of the
curve. The reason beneath this fact is that some stress states may be obtained with different
combinations of volumetric and deviatoric strains (see Figure B.3) and, as noted before, the
condition of a null determinant of the stiffness matrix is posed by an expression relating
volumetric and deviatoric strains, Equation (B.10).
Figure B.6 also includes the behavior in the εv−π plane. To ease the interpretation, the
CSL assuming that α = 0 is also included. Due to the coupling, in all the simulations where
α > 0 (MCC1 and MCC2), the response in purely elastic regime is not represented by a
straight line. For this reason, all the cases with α > 0 do not exactly reach the depicted
CSL; however a Critical State response is obtained.
To conclude this analysis, Figure B.7 shows the main elastic moduli along the compres-
sion triaxial plane. As a consequence of Equation (B.5), the bulk modulus coincides in all
the three cases. Using the constitutive parameters MCC1 and MCC2 similar results of the
shear modulus and the coupling term are obtained. The shear modulus for material MCC3
is not depicted since it is constant and the coupling term is null.
The Poisson’s ratios are presented in Figures B.8 and B.9. In all cases the Poisson
ratio has been obtained constructing the stiffness matrix in the principal strains axes (3
by 3 matrix), inverting it to obtain the compliance matrix and interpreting the terms. As
predicted by Equation (B.11), using the set of constitutive parameters MCC3, the Poisson’s
ratio only depends on the effective pressure; in fact, it can be seen that it varies rapidly
between -1 and 0.5.
By using α > 0 six different Poisson’s ratios appear that reduce to three under the
assumption of a triaxial compression state. The three Poisson’s ratio appear to be propor-
tional to the stress ratio q/(−π) for the combination MCC1 (G0 = 0), whereas there is not
a clear trend when using the combination MCC2. In both cases, all the Poisson’s ratios are
larger than zero for a broad range of stress states. Additionally, differences between the
three Poisson’s ratios are not large.
B.3.2 Constitutive parameters for the simulation of the CPT
In Chapter 8, the numerical results of the simulation of the Cone Penetration test reported
by Sheng et al. (2014) have been used to validate partially the numerical model. As stated
before, the main differences between both numerical codes lies on the adopted numerical
model In the referred work, the numerical simulations are carried out using Abaqus. Pre-





Figure B.7: Contour plots, on the triaxial plane, of the main elastic stiffness moduli: Bulk
modulus, (a), shear modulus for MCC1, (b), and MCC2, (c) and Coupling term for MCC1,
(d), and MCC2, (e).
reported here, the elastic model is described by means of the hyperelastic model proposed
by Houlsby (1985).
In Appendix E, three sets of constitutive parameters have been used to calculate the
nearly drained and undrained penetrations in order to assess the influence of the parameters
governing the deviatoric elastic response and the volumetric-deviatoric coupling. To com-
plete the analysis, this section is devoted to highlight the differences from an element-test
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Figure B.8: Contour plot of the Poisson’s ratio in the triaxial plane for MCC3
Table B.2: Constitutive parameters adopted for the Modified Cam Clay model by Sheng
et al. (2014).
κ ν λ M pco (kPa) e0
0.05 0.333 0.3 1 70 2
Table B.3: Constitutive parameters adopted for the Modified Cam Clay model.
κ∗ p0 (kPa) α G0 (kPa) λ
∗ M pco (kPa)
CPT1 0.01666 10 23.5 400 0.1 1 70
CPT2 0.01666 10 18 400 0.1 1 70
CPT3 0.01666 10 0 1000 0.1 1 70
point of view.
For completeness, the constitutive parameters used by Sheng et al. (2014) are shown
again, see Table B.2. The three sets of considered parameters, that try to resemble the ones
of the reference solution, are presented in Table B.3.
Figure B.10 shows the effective stress path for all three sets of constitutive parameters.
The first thing to note is that, for any of the combinations of constitutive parameters, the
curve where the determinant of the elastic stiffness matrix is null does not appear in these
graphs. This limiting curve exist, but appears at much larger mean stress and deviatoric
stresses, far beyond the expected stress range that might appear in the simulation of the
CPTu.





Figure B.9: Contour plots, on the triaxial compression plane, of the Poisson’s ratios for
MCC1 (left) and MCC2 (right). On top νvh, in the middle νhv and on the bottom νhh.
undrained shear strength, Su, compared to the uncoupled case. This can be observed in
Figure B.10. The difference between case CPT1 and CPT2 is almost negligible, whereas
the difference with case CPT3 (the uncoupled one) is still small.
Figure B.11 presents the main elastic moduli for this example. The effect of only chang-
ing the value of α from 23.5 to 18 can be observed on both, the shear modulus and the
coupling term: the two moduli decrease as the value of α decreases.
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Figure B.10: Effective stress trajectories of undrained compression triaxial for Material
CPT1, (a), CPT2, (b), and CPT3, (c). Influence of the constitutive parameters and over-
consolidation ratio (OCR) on the undrained shear strength (Su), (d).
Figures B.12 and B.13 present the Poisson’s ratios along the triaxial plane. As it can be
noted, the shear modulus of the set of Parameters CPT3 has been chosen such that produces
a Poisson’s ratio equal to those of the reference solution at the initial stress state. The
Poisson’s ratio rapidly changes along the triaxial plane. However, as shown in Figure B.12,
small variations of the Poisson’s ratio are found in constant volume trajectories departing
from the initial state that is used in the simulation of the CPT (π′ = 57.8 kPa, q = 28.64
kPa).
In contrast, Figure B.13 compares the Poisson’s ratios along the triaxial plane for ma-
terial CPT1 and CPT2. For each particular material, the differences between the three
Poisson’s ratios are small. The set of parameters CPT1 yields smaller Poisson’s ratios than
CPT2 does. Additionally, and compared to that obtained using the set of parameters CPT3,
a value of α > 0 results in an almost constant Poisson’s ratio for a broad range of stress
combinations.























































































































































































Figure B.11: Contour plots, on the triaxial plane, of the main elastic stiffness moduli:
Bulk modulus, (a), shear modulus for CPT1, (b), and CPT2, (c) and Coupling term for
CPT1, (d), and CPT2, (e).
stitutive parameters (Appendix E) minimal differences should appear as a consequence of
differences in the shear modulus (or Poisson’s ratio). As shown in the previous figures,
starting from the initial stress state (p′ = 57.8 kPa and q = 28.64 kPa) and performing
constant volume trajectories, the discrepancy of the shear modulus between the three sets
of constitutive parameters is not large.
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Figure B.12: Contour plot of the Poisson’s ratio in the triaxial plane for CPT3
B.4 Concluding remarks
In this appendix, the main features of the hyperelastic model proposed by Houlsby (1985)
and latter modified by Borja et al. (1997) have been described. In particular, it has been
emphasized the importance of two constitutive parameters: G0, the constant part of the
shear modulus, and α, a parameter that controls the shear modulus and the coupling
between volumetric and deviatoric elastic response. Traditionally, it has been assumed that
one of them is equal to zero.
The hyperelastic model predicts a bulk and shear moduli that are pressure-dependent
by defining them as a function of the first and second invariants of the deformation measure.
However, in order to obtain this behavior using an hyperelastic formulation, the volumetric
and deviatoric elastic response becomes coupled. Additionally, the model predicts six differ-
ent Poisson’s ratios; numerical evaluation shows that the difference between these Poisson’s
ratios is not large.
It has been frequently reported that this hyperelastic model implies a maximum attain-
able stress ratio. Here, it has been shown that having two constitutive parameters, namely
α and G0, different from zero, the attainable stress space is enlarged, allowing to compute
triaxial tests for large overconsolidation ratios.
Finally, the effect of the hyperelastic model in the simulation of drained and undrained
triaxial tests has been examined. On the one hand, it has been demonstrated that the
coupling between the volumetric and deviatoric elastic behavior predicts slightly larger
undrained shear strengths that the uncoupled model. On the other hand, the Critical State
Line on the volumetric strain-effective pressure space also depends on the norm of the




















































































































































































































































































































































































































































































Figure B.13: Contour plots, on the triaxial compression plane, of the Poisson’s ratios for




Linearization of the mixed
formulations
C.1 Introduction
This chapter presents the linearized form of the mixed formulations presented in Chapter 5.
As in the development of the linearization of the primal formulation, Sections 2.3.5 and 2.4.7,
the weak form is linearized and a continuous stiffness matrix is then formed by inserting
the definition of the nodal approximation. On the contrary, if the discrete Finite Element
equations are linearized the consistent linearization is found (Simo, 1998; Wriggers, 2008).
In the mixed formulations for the one-phase problem and due to the structure of the
mixed formulations, only the internal forces term and the additional balance equation are
linearized; the term due to the body forces and (eventually) the dynamic forces remain
equal.
Additionally, in the hydromechanical problem, the mixed formulations only affects the
definition of the internal forces due to the effective response of the medium. As such, the
same terms are valid just taking into acount that the stress measure is the total stress in
one-phase formulations whereas the effective stress in the hydromechanical analysis.
C.2 u− θ formulation
C.2.1 Weak form











F−1Ai σ̆ij J dΩ0 = G
ext∫
Ωt





h (J − θ) dΩ0
(C.1)
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where and σ̆ = σ(F̆, V ) is the Cauchy stress tensor evaluated with the assumed deformation






























where α = 1ndir and ndir is the number of direct strain directions; that is 2 in plane strain
conditions and 3 in axisymmetric and three-dimensional analysis.




w · b dΩt +
∫
Γt
w · t dγt (C.6)
As noted before, in hydro-mechanical simulations, this term also includes the contribu-




w · (pw1) dΩt +
∫
Ωt
w · b dΩt +
∫
Γt
w · t dγt (C.7)
C.2.2 Preliminaries
First, let us compute the linearization of some deformation and stress measures.
The linearization, with respect to the displacements, u, and the assumed Jacobian, θ,






































As a consequence, the derivative of the (constitutive) Right Cauchy Green reads:










Although it is not elegant, let us compute the derivative of the Cauchy stress tensor:









































































































































where D̆ijkl = 12
∂S̆ij
∂C̆kl
is the material constitutive matrix and C̆abcd = 1θ D̆ijklF̆aiF̆bjF̆ckF̆dl is
the Eulerian constitutive matrix.






























where Iαd = 14S − α1⊗ 1; that is, in Voigt notation, this four order tensor reads:
I1/2 d =









1 0 0 0 0 0
0 1 0 0 0 0
0 0 1 0 0 0
0 0 0 1 0 0
0 0 0 0 1 0





1 1 1 0 0 0
1 1 1 0 0 0
1 1 1 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0




Hereafter, the linearization of the first equation (internal forces), Equation (C.1), is ob-




















































































(2α− 1)σ̆ij + α C̆ijmnδmn
) δθ
θ
+ (−δpiσ̆qj + σ̆ijδpq)∇(δu)pq+
+
(

















































h (D(J)− δθ) dΩ0 =∫
Ω0



























































where  is the Voigt notation of the tensor , and the definition of terms involved in the
computation of the non-linear (geometrycal) stiffness matrix, BNL and σ, may be found
in Bathe (2006) and are presented, for two-dimensional cases, in Equations (2.80) and (2.81).
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C.3 u− p formulation
C.3.1 Weak form






































It should be stressed that even in two-dimensional cases the pressure corresponds to the
three-dimensional pressure; that is, the strong form of the second balance equation reads:
p =




As in the previous case, let us begin by computing the linearization of the Cauchy stress
tensor:






































= (Cijpq − σijδpq + σjqδip + σiqδjp)∇(δu)pq
(C.30)
C.3.3 Linearization
First, let us obtain the linearization of the term due to the internal forces. Applying the
































































where it has been introduced σ̃ = Id : σ + p1 = σd + p1.














































The last term can be further elaborated:
2Idklij (σjqδip + σiqδjp) =
=
(





(σjqδip + σiqδjp) =
= σlqδkp + σkqδlp −
2
3

































































where p̂ = σii/3
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where C = C(σ), σ̃ = Id : σ+p1 = σd+p1 and p̂ = σii/3,  is the Voigt notation of the
tensor , and the definition of terms involved in the computation of the non-linear stiffness
matrix, BNL and σ, may be found in Bathe (2006) and are presented, for two-dimensional
cases, in Equations (2.80) and (2.81).
It is worth noting that the stiffness matrices developed may be compared with the
classical ones used in Solid Mechanics, for instance, the ones presented in (Dávalos, 2014).
In classical mixed formulations used in Solid Mechanics, it is assumed that the elasto-plastic
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constitutive response encompasses a pressure-insensitive plastic model (von Mises, Tresca,
...) and that the elastic volumetric response is uncoupled from the deviatoric part. A typical






where K is the bulk modulus.
Then, introducing the definition of the constitutive tensor in Equation (C.42), it can
be demonstrated that this matrix reduces to the classical form of the Solid Mechanics














C.4 u− θ − p formulation
C.4.1 Weak form

































Linearizations for this set of equations have appeared before in the literature, for instance
in (Simo, 1998; Zienkiewicz et al., 2005).
On the one hand, in Simo (1998) pressure and volume change variables are approxi-
mated by different order shape functions than displacements; not only that, these variables
are discretized by element-discontinuous shape functions, so the value of the pressure and
volume change fields may be evaluated explicitly at element level based on displacement and
the stress σ̆. As such, the non-linear system of equations may be written only depending on
displacements. Additionally, there are other differences: it is assumed that the volumetric
and deviatoric response are uncoupled, the pressure field is computed with p =
σx+σy
2 in two
dimensions (contrary to this work, that pressure is always the three-dimensional pressure)
and instead of approximating the Jacobian, J = det F, the extra degree of freedom ap-
proximates the volumetric Hencky strain, εv; that is, the second balance equation proposed
by Simo (1998) reads: ∫
Ωt
ζ (ln(J)− θ) 1
J
dΩt = 0 (C.46)
On the other hand, in Zienkiewicz et al. (2005) the linearized form is obtained to admit
constitutive equations whose volumetric and deviatoric are coupled. However, no special
treatment to plane strain conditions is given (i.e, the special definition of the assumed
deformation gradient for plane strain analysis, Equation (C.3)).
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C.4.2 Linearization
Linear momentum balance equation
First let us compute the linearization of the internal forces. In this case, the linearization
is performed for a single variable every-time.



























J p δkl δpq∇(δu)pqdΩ0
(C.47)
After introducing the derivative of the linearization of the Cauchy stress tensor cal-
culated with the assumed deformation gradient, Equation (C.14), one may get that the


















where σ̃kl = I
d
lkij σ̆ij + δpqp and p̆ =
1
3 σ̆ii. It must be noted that most of the terms coincide
with the ones presented by Zienkiewicz et al. (2005) for 3D cases. Eventually, by reworking
more the previous equation the same expressions might be found.






























































which is equal to the expression presented by Zienkiewicz et al. (2005) for three-dimensional
analysis.




























The linearization of the volume change balance equation is exactly the same than the one
obtained for the u− θ formulation, Equation (C.22).
Pressure balance equation
The linearization of the Cauchy stress computed with the assumed deformation gradient is































































































From the linearization of the previous equation, one can easily see that it is exaclty








In the previous expression there is a missing term for plane strain conditions: the
effect of the out-of-plane stress. In other words, the previous expression assumes that
1 ≤ i, j,m, n ≤ 2 in plane strain conditions and the linearization of the term of the out-of-
plane stress is missing.




































where 1 ≤ p, q ≤ 3 and 1 ≤ a, b ≤ 2.
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Due to the high complexity of the formulation and, as mentioned early, the linearization
has different terms in plane strain and three-dimensional analysis, the matrix form is not
presented. The interested reader is referred directly to the developed numerical implemen-
tation (Kratos Multiphysics, 2018).
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Appendix D
Bearing capacity factors of
close-ended piles and tubes
D.1 Introduction
In Chapter 7, the theory developed by Paikowsky and Whitman (1990) to predict the
formation of plugs in tubes and open ended piles has been explained in detail. To employ
this theory, the value of all the vertical forces acting on the structure is required, in addition
to the bearing capacity factor of open ended piles. Specifically, estimates of the vertical
stress acting on the annulus section of the tube, qtipo , the internal skin friction resistance,
fsi, and the vertical stress acting on the tip of a closed-ended pile, q
tip, are needed.
Paikowsky and Whitman (1990) suggest to approximate all these resistances by classical
CPT interpretation techniques. In particular, the tip resistance (of both, open and closed
ended piles), qtipo and qtip, is assumed to be equal to the cone tip resistance, qc, although
the authors state that it may be a crude approximation:
qtip ∼= qc = Nc Su + σv0 (D.1)
where a value of Nc = 14.5 (±30%) is recommended for the cone bearing capacity factor
whereas it is suggested to approximate the undrained shear strength through Su = 0.22σ
′
v0.







This appendix describes the results of the simulation of a closed-ended pile. Secondly,
a by-product of all the simulations presented in Chapter 7 -namely, the bearing capacity
factors of open-ended piles- is reported.
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Figure D.1: Closed ended pile. Normalized penetration curve for the smooth case (α = 0)
and a rough case (α = 0.5).
D.1.1 Simulation of closed-ended pile
In order to assess the theory proposed by Paikowsky and Whitman (1990), the bearing
capacity factors of closed-ended piles are required. To this end, this section presents the
results of the simulation of closed-ended piles.
The geometry and boundary conditions for this analysis are almost coincident with those
employed for the simulation of the tube sampler; see Figure 7.8. Additionally, to increase
the resemblance between this pile and the plugged soil sampler, the sharp edge between
the tip and shaft of the pile is rounded with a circumference whose radium is equal to that
employed in the simulation of round-tipped samplers.
In this analysis, a rigidity index of Ir =100 is used, whereas two different contact rough-
nesses are considered: α = 0 (smooth) and α = 0.5.






where qtip is the total tip force divided by the projected area whereas σv0 stands for the
initial total vertical stress. It is clear that after a normalized penetration of 1 radii, both
cases reach a stationary state. Little influence of the contact roughness is appreciated: for
the smooth case the mean bearing capacity factor is 8.97 whereas a value of 9.33 is obtained
for the rough case. The obtained end bearing capacity factor assuming a smooth interface,
Nc = 8.97, is in good agreement with the traditional value proposed by Skempton (1951),
Nc = 9.
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(a) z/R = 1 (b) z/R = 3 (c) z/R = 5
Figure D.2: Closed ended pile. Smooth interface. Incremental plastic shear strain.
Figure D.2 explores the failure mechanism for the smooth case. This failure mechanism
almost matches that of the rough case. This mechanism closely resembles that described
for plugged samplers.
D.2 Bearing capacity factors of tubes





where qtip0 is the total vertical force acting on the annulus section of the open-ended pile
divided by the projected area.
D.2.1 Smooth interface
Figures D.3 and D.4 depict the evolution of the bearing capacity factor of open-ended
piles for several constitutive and geometrical parameters assuming an smooth-interface.
Figure D.3(a) analyzes the effect of the initial mean stress of the soil (all the simulations
consider an isotropic initial stress state) for a rigidity index of Ir = 100 and B/t = 10 (that
is, the set of data presented in Figure 7.15(a)): the bearing capacity factor is independent
of the initial mean stress. The bearing capacity shows a very small influence due to the
initial stress anisotropy (Figure D.3(b)). The rigidity index of the soil plays a prominent
role on the bearing capacity factor, that increases from N0 ≈ 6.8 for Ir = 100 to N0 ≈
8.3 for Ir = 300. The bearing capacity factor is also affected by the thickness of the
wall: as larger ratios between the outer diameter to the wall thickness are considered, No
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Figure D.3: Bearing capacity factor for a smooth open-ended pile: influence of the in situ
vertical stress, (a), rigidity index, (b), and initial stress anisotropy, (c).
increases (Figure D.4(a)). Finally, the effect of beveled cutting-shoe geometries is assessed
in Figure D.4(b): the bearing capacity factor considering a cutting-shoe with an outside
cutting-edge angle of 20◦ is larger compared to the round-tipped case.
These bearing capacity factors are much lower than that obtained for a smooth CPT
that penetrates a soil characterized with a rigidity index of Ir = 100: a bearing capacity
factor of Nkt = 10.26 has been obtained in Section 6.4. The reason beneath this fact is
the completely different failure mechanism that governs each problem: in the tube insertion
problem, most of the material that lays below the tube gets squeezed inside (see, for instance,
Figure 7.11); on the contrary, the failure mechanism obtained for the CPT resembles that
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Figure D.4: Bearing capacity factor for a smooth open-ended pile. Influence of B/t for a
round-tipped sampler, (a), and the geometry of the cutting-shoe, (b).
of closed ended piles (see Figure D.2).
In summary, from the available data, the bearing capacity factor of an open-ended pile
with a round-tipped cutting shoe that penetrates a soil may be estimated as:
N0 =
{
0.12 + 1.4 ln (Ir) + 0.06 Λ if B/t = 10
7.3 if B/t = 20 and Ir = 100
(D.5)
D.2.2 Rough interface
Figure D.5 depicts the evolution of N0 in terms of the penetration assuming a rough interface
behavior with Ir = 100 and B/t = 10 for the two cutting shoe geometries. This bearing
capacity factor increases until it reaches a maximum around N0 = 11.5 for the round-
tipped shoe and N0 = 10.5 for the one with a beveled cutting edge; then, the factor seems
to decrease until it reaches a stationary value around N0 = 10.3 and N0 = 9.5 in each case.
Finally, as noted before, this factor increases because the boundary of the domain is too
near.
D.2.3 Piston in the inner free surface
The analysis is repeated for the case where a piston is placed on top of the interior free
surface. The same definition of the bearing factor, Equation (D.4), is used. As shown
in Figure D.6, for the smooth case, the bearing capacity factor for the smooth case with
B/t = 10 and Ir = 100. In this case, the bearing capacity factor for a smooth interface is
approximately N0 = 10.5; surprisingly, this value lies in the range of values of most bearing
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Figure D.5: Bearing capacity factor for a rough open-ended pile: round-tipped shoe, (a),
and with an angle of 20◦, (b).












Figure D.6: Bearing capacity factor for a smooth open-ended pile with a piston inside of
the free-inner surface. Effect of the contact roughness factor.
capacity factors of the CPT, see Table 6.4. Once a rough interface behavior is considered,
larger values of the bearing capacity are obtained. It is unclear if these values represent a
steady state since it seems that the bearing capacity slowly increase; additionally, the force
acting in the inner piston continuously decrease (see Figure 7.34(a)) and, eventually, a plug




This Appendix presented the bearing capacity factors of open and closed ended piles. These
bearing capacity factors are required to assess and predict the formation of a plug in a tube
or a closed-ended pile by using the theory proposed by Paikowsky and Whitman (1990).
First, the bearing capacity of a closed-ended pile in an isotropically stressed soil with a
rigidity index of Ir = 100 has been obtained; for a smooth interface Nc = 8.97 and increases
with the contact roughness to Nc = 9.33 (α = 0.5). These values are slightly lower than
typical estimates of the bearing capacity of a CPTu, Nkt, obtained through numerical
analysis. It has beens shown that the failure mechanism resembles that of plugged open-
ended piles and has some similitudes with the one obtained in the simulation of the CPTu.
Finally, this appendix reported the bearing capacity factors of open-ended piles, a by-
product of the simulations presented in Chapter 7.
The bearing capacity factor of a smooth open-ended pile is much lower than that of a
CPTu or a closed-ended pile. This difference has been attributed to the completely different
failure mechanism that exist in these problems: whilst in the open-ended pile a very narrow
failure mechanism prevails, in the CPTu and closed ended piles a much larger area of soil is
affected by plastic strains. The bearing capacity factor depends on the rigidity index and
the geometry of the sampler (cutting shoe geometry and thickness of the wall); a very small
variation due to the initial stress anisotropy has also been reported.
Results assuming a rough interface behavior have also been presented. It has been found
that the maximum bearing capacity factor is in the order of N0 = 11.5 irrespectively of the
contact adhesion; this capacity factor decreases until it reaches a value approximately of




Additional results of the
hydro-mechanical simulation of the
Cone Penetration Test
E.1 Introduction
The hyperleastic model first developed by Houlsby (1985) and later modified by Borja
et al. (1997) describes the elastic regime in terms of three different constitutive parameters.
As already noted in Appendix B, these three constitutive parameters may be difficult to
calibrate and interpret and may pose a maximum attainable stress ratio. In this appendix,
additional numerical results of the simulation of the cone penetration test in a Modified Cam
Clay are presented, in which the influence of the parameters governing the elastic deviatoric
response and the coupling between the elastic volumetric and deviatoric behavior is assessed.
E.2 Details of the analysis
In this appendix, additional results of the hydro-mechanical simulation of the Cone Pene-
tration Test in (hyperelastic) Modified Cam Clay soil are presented. The same geometry
and problem set-up than in Chapter 8 are used. In particular, in this appendix several sets
of constitutive parameters are used in order to assess the effect on the cone response.
Again, all the constitutive parameters try to mimic the ones used by Sheng et al. (2014)
to simulate the CPT in clay. In the referred work, the authors use an hypo-elastic plastic
implementation of the Modified Cam Clay; the method used to handle large strains and
rigid boy rotations is not specified. The constitutive parameters employed by Sheng et al.
(2014) are listed in Table E.1.
The set of constitutive parameters that are used to re-calculate the problem are listed
in Table E.2. A more detailed description of these parameters has been presented in Ap-
pendix B. Basically, it has been shown that the sets CPT1 and CPT2 have shear modulus
almost proportional to the effective mean stress and the elastic and deviatoric response is
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Table E.1: Constitutive parameters adopted for the Modified Cam Clay model by Sheng
et al. (2014).
κ ν λ M pco (kPa) e0
0.05 0.333 0.3 1 70 2
Table E.2: Constitutive parameters adopted for the Modified Cam Clay model.
κ∗ p0 (kPa) α G0 (kPa) λ
∗ M pco (kPa)
CPT1 0.01666 10 23.5 400 0.1 1 70
CPT2 0.01666 10 18 400 0.1 1 70
CPT3 0.01666 10 0 1000 0.1 1 70
Table E.3: Constitutive parameters adopted for the Modified Cam Clay model: shear
modulus at the initial stress state and undrained shear strength.
Su (kPa) G (kPa) Ir
CPT1 18.19 1306 71.79
CPT2 18.23 1094 60.02
CPT3 17.78 1000 56.25
coupled, since α > 0; CPT1 has a slightly larger shear modulus than CPT2. On the other
hands CPT3 has a constant shear modulus, that has been fitted to be equal to the shear
modulus at the initial state of the reference solution of Sheng et al. (2014) and CPT1; addi-
tionally, the volumetric and deviatoric elastic response is uncoupled. Due to this coupling,
sets CPT1 and CPT2 predict larger -and almost coincident- undrained shear strength, Su,
than CPT3 (see Figure B.10). By using all these three sets of constitutive parameters, the
admissible stress space is large. Table E.3 presents the value of the initial shear modulus,
G, and undrained shear strength, Su, for the three materials.
In terms of hydraulic conditions, only the two limiting cases are considered: almost
undrained conditions (with a permeability equal to k = 10−8 m/s) and practically drained
conditions (k = 10−3 m/s). In all the simulations presented herein, the clay-steel interface
has been assumed smooth.
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Table E.4: Comparison of the net cone resistance and water pressure at the measurement
positions for drained and undrained simulations for a Reference solution (Sheng et al., 2014),
MCC1 and MCC2.
qn (kPa) u1 (kPa) u2 (kPa) u3 (kPa)
Undrained Reference 152 - - -
(k = 10−8 m/s) CPT1 155.39 148.50 116.65 46.83
CPT2 146.94 140.71 114.94 47.60
CPT3 148.33 145.7 115.90 -
Drained Reference 232 - - -
(k = 10−3 m/s) CPT1 228.54 0.82 0.65 0.3
CPT2 219.97 0.93 0.71 0.34














































Figure E.1: Undrained Cone Penetration Test. Net cone resistance and water pressure at
the three measurement positions for three different sets of constitutive parameters.
E.3 Results of the simulation
Figure E.1 depicts the main results of interest in the cone penetration test for undrained
conditions (k = 10−8 m/s). Minor differences appear in all the simulations: by using
the set of CPT1 slightly higher net cone resistance are encountered (see also Table E.4).




























Figure E.2: Undrained Cone Penetration Test. Dissipation curves at the u1, (a), and u2,
(b), position. The water pressure is normalized by the mean value during the penetration
phase.
shear modulus than CPT2 and almost the same undrained shear strength; thus, CPT1
has a larger rigidity index (see Table E.3). As such, a slightly larger net cone resistance is
obtained since the cone factor, Nkt, is proportional to the rigidity index (Lu et al., 2004). On
the other side, considering a constant shear modulus, CPT3, similar results than the other
two previous cases are obtained. In all the three cases the solution is in good agreement
with the reference solution of Sheng et al. (2014), see Table E.4. In terms of the numerical
records of the water pressure at the three measurement positions, irrespectively of the set
of constitutive parameters, almost coincident results are obtained.
To further the analysis, Figure E.2 presents the results of the dissipation test of CPT1
and CPT2, where the water pressure curves are normalized with the steady state mean value
during penetration. Minimal discrepancies appear in the u1 position. However, at the u2
position, the behavior until it reaches a normalized dissipation of 85% is slightly different;
it is believed that this differences steam from the oscillatory nature of the numerical record
at the u2 position.
Finally, the problem has been reanalyzed for practically drained conditions (k = 10−3
m/s), Figure E.3. Again, minimal discrepancies appear at the net cone resistance: the value
is marginally lower using the constitutive parameters CPT2, that have a slightly lower shear
modulus and less coupling between the volumetric and deviatoric response. Due to the high
permeability, almost no excess water pressure is developed.
The effect of the constitutive parameters in the stress and strain fields is almost unno-
ticeable in both considered hydraulic conditions, drained and undrained.
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Figure E.3: Drained Cone Penetration Test. Net cone resistance and water pressure at
the three measurement positions for three different sets of constitutive parameters.
E.4 Concluding remarks
In this appendix, the effect of the constitutive parameters of the Houlsby (1985) hyperleastic
model has been assessed. In particular, the effect of the value of the parameters that govern
the elastic deviatoric response has been assessed in a boundary value problem: the cone
penetration test. Three different sets of constitutive parameters have been used; all of them
share a common treat: they try to mimic the ones used by Sheng et al. (2014). Two of
them have a shear modulus almost proportional to the mean effective stress and coupling
between the elastic and deviatoric response, whereas the third has a constant shear modulus
and uncoupled elastic-deviatoric response. Results of the cone penetration test in drained
and undrained conditions reveal that almost coincident results in terms of the net cone
resistance and water pressure are obtained irrespectively of the constitutive paremeters.







hypo-elastic plastic large strain
models
Numerical simulation of large displacement problems in geomechanics has attracted the
interest of many researchers over the past decades. In many circumstances these problems
can be treated as two dimensional: plane stress or axisymmetric. However, some problems
-such as the penetration of a square foundation or the dilatometer test (DMT)- do not
enjoy any of these conditions. This appendix presents the extension to three dimensions of
a numerical code for the simulation of large displacement fluid-saturated porous media at
large strains. The proposal relies, on the one hand, on the Particle Finite Element Method,
known for its capability to tackle large deformations and rapid changing boundaries, and, on
the other hand, on constitutive descriptions well established in current geotechnical analyses.
The performance of the method is assessed in several benchmark examples, ranging from
the insertion of a rigid square footing to a rough ball penetrometer.
F.1 Introduction
Numerical simulation of large displacement problems is relevant for many geomechanical
problems. Discrete element models offer one alternative (Ciantia et al., 2016) but most ef-
forts are still centered on continuum-based methods, like the finite element method (FEM).
FEM can deal with the nonlinearities that arise from the simulation of large strains prob-
lems. Lagrangian formulations are well suited for path dependent material models, of the
kind frequently applied in geotechnics. However, if a Lagrangian formulation is employed
the mesh may experience severe distortion, leading to numerical inaccuracies and even
rendering the computation impossible. To overcome the mesh distortion problem, several
methods using the particle concept have been proposed: Material Point Methods (Wang
et al., 2016; Iaconeta et al., 2017) Galerkin Mesh Free Methods (Navas et al., 2016; Iaconeta
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et al., 2017) or the Smoothed Particle Hydrodynamics (Blanc and Pastor, 2013).
In this work, the Particle Finite Element method (PFEM) is employed. The method is
characterized by a particle discretization of the domain: every time step a finite element
mesh -whose nodes are the particles- is build using a Delaunay’s tessellation and the solution
is evaluated using a well shaped, low order finite element mesh (Oñate et al., 2011; Carbonell
et al., 2010)
Two-dimensional idealizations (plane stress and axisymmetric conditions) are computa-
tionally advantageous and fairly realistic for many important cases (e.g. CPTu). However,
a large number of problems do not enjoy any symmetry; for instance, the penetration of
a square foundation or the DMT. For this kind of problem three-dimensional models are
required (Yu et al., 2008).
This appendix presents the extension to deal with three-dimensional problems of a
PFEM implementation, sometimes referred to as G-PFEM (Geotechnical-PFEM), based
on the Kratos framework (Dadvand et al., 2010). This appendix is structured as follows:
first, the two classical methods to treat constitutive models at large strains are briefly
reviewed; afterwards, the proposed approach is assessed against a benchmark example -the
penetration of a footing near a vertical cut- and, finally, the three-dimensional penetration
of a ball penetrometer subject to an anisotropic initial stress state is presented.
F.1.1 Constitutive equations
In the literature, two main families of schemes have been proposed for the analysis of large
deformation elasto-plastic problems (Simo, 1998; Simo and Hughes, 1998). The first one is
based on the use of hypoelastic rate models and an additive decomposition of the spatial rate
of deformation in an elastic and plastic part; this scheme may be regarded as an extension
of the usual small strains algorithms so that it fulfills objective transformation and frame
indifference. In the second family, deformation itself is decomposed multiplicatively into an
elastic and plastic part; therefore, hyperelastic models are used. Due to its construction,
the scheme fulfills inherently the objectivity requirements (Simo, 1998). In this work, the
effect of both constitutive frameworks is going to be assessed.
F.1.2 Hypoelastic-based plasticity
The definition of the constitutive equations read (Simo and Hughes, 1998):
d = de + dp
Lvτ = D : de
dp = γ̇ ∂g(τ ,h)∂τ
f(τ , h) ≤ 0
ḣ = γ̇ q(τ , h)
(F.1)





is the spatial rate of deformation, that is assumed to split additively
in an elastic, de, and plastic part, dp.
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The hypo-elastic model is formulated in terms of the Lie derivative:











is the deformation gradient.






τ n+1 − fn+1n · τ n · fn+1Tn
)
(F.3)
where fn+1n = Fn+1 ·F−1n is the relative deformation between configuration tn+1 relative to
tn.









)−T · (fn+1n )−1) (F.4)
By using Equation (F.1) along with the previously discretized equations, the new Kirch-
hoff stress is obtained as:
τ n+1 = f
n+1








By using this constitutive framework, the deformation gradient is assumed to split mul-
tiplicative into and elastic and plastic part. That is, an intermediate configuration of
irreversible (plastic) deformation is introduced, relative to which the elastic response of
the material is characterized. As a consequence, the definition of the constitutive problem
reads (Simo, 1998): 
F = Fe · Fp
τ = ∂W (ε
e)
∂εe
lp = γ̇ ∂g(τ ,h)∂τ
f(τ , h) ≤ 0
h = h(εp)
(F.6)
where ε = 0.5 ln(Fe · FeT ) is the elastic Hencky strain and W (εe) is the stored-energy
function.
Further details on the integration of stresses, that is performed with an explicit scheme
with adaptive sub-stepping and correction for the yield surface drift, may be found in
Chapter 3.
F.2 Numerical analyses
In this section several analyses are presented to illustrate the performance of the method.
The first one consist of the two-dimensional, total stress analysis of the penetration of a
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Figure F.1: Footing near a vertical cut. Normalized settlement vs normalized resistance
using the primal and mixed formulation.
footing into a weightless Tresca soil and serves to demonstrated the benefits of the use of
mixed formulations to deal with incompressibility. Then, results of two three-dimensional
problems are presented: the penetration of a footing into the soil and penetration of a ball.
F.2.1 Footing near a vertical cut
The first computational analysis consist of total stress penetration of a strip footing that
is located near a vertical cut. This is a classic example problem analyzed by Pastor et al.
(1999). The domain consists of a square whose edges are five times the width of the footing;
all the displacements are restricted at the bottom of the domain whereas the horizontal
displacements are restricted to zero in the right boundary.
The soil is assumed weightless and characterized by a shear modulus, G = 100 kPa, a
Poisson’s ratio, ν = 0.49, and an Undrained shear strength, Su = 1 kPa. A vertical velocity
is applied on the top of the footing, idealized as an elastic material of shear modulus
two orders of magnitude higher than that of the soil. Remeshing is disabled in a first
computation, to assess the effect of the mixed formulation in isolation. The mesh is depicted
in Figure F.2.
Figure F.1 presents the curve normalized settlement vs normalized soil resistance. The
first thing to note is that in the curve obtained by using the primal formulation the nor-
malized resistance increase continuously. On the other hand, by using the mixed stabilized
formulation after a normalized penetration of z/B = 0.02 the value of the resistance re-
mains almost constant. In general higher resistances are found at every displacement when
using the primal formulation. Finally, it is noted that the normalized resistance obtained
with the mixed-stabilized formulation is slightly higher than 2, which is in agreement of the
results presented by Pastor et al. (1999).
The behavior of the primal formulation is a consequence of the severe volumetric locking
affecting low order finite elements. Furthermore, as shown in Figure F.2, the results obtained
using the primal formulation present high amplitude spatial oscillations on the total mean




























































































































































Figure F.2: Footing near a vertical cut. Incremental plastic shear strain, (a) and (b), and
total mean stress (kPa), (c) and (d), using the primal formulation, (a) and (c), and the
mixed-stabilized formulation, (b) and (d).
formulation. Additionally, using the primal formulation, localization takes place in a shear
plane whose orientation is influenced by the preferential mesh orientation. On the other
hand the localization plane obtained by the stabilized-mixed formulation is very similar to
that obtained by Pastor et al. (1999).
With respect to the constitutive framework used to formulate the constitutive equations
at large strains, both models render similar results. On the one hand, by using the primal
formulation, both curves are almost indistinguishable. On the other hand, some differences
appear when the mixed stabilized formulation is used: a steeper response is obtained in the
hyperlesatic-based model during the first loading steps. Once the failure surface is formed,
a small reduction of the resistance is observed in the hypoelastic-based plastic model; this
behavior may be explained by the different treatment of rigid-body rotations of both models.
To extend the analysis the effect of the Rigidity index and the Poisson’s ratio is now
examined. The model is slightly changed in that, instead of applying the vertical movement
to a rigid footing, vertical displacement is directly imposed on the soil. Large vertical
displacements up to 1 width of the footing are now simulated; as a result the remeshing
algorithms of PFEM enter into play. Only the mixed-stabilized formulation is used in
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Table F.1: Settlement at the center of the footing after the loading phase (Sl) and the
consolidation phases (Sc). Comparison with the solution of Brown (1978).
Sl (m) Sc (m)
L/B PFEM Ref PFEM Ref
1 0.172 0.226 0.252 0.316
2 0.215 0.317 0.338 0.444
4 0.25 0.416 0.433 0.582
conjunction with the hyperelastic-based elasto-plastic model, since its benefits has been
illustrated in the previous numerical analysis.
Figure F.3(a) shows the normalized resistance curves for Poissons ratios ranging from
0.45 to 0.499 and a fixed Ir = 100. All the simulations share the same undrained shear
strength, Su = 1 kPa; the Shear modulus has been modified to maintain the same rigidity
index. For this particular problem the Poisson’s ratio does not seem to play a prominent
role since almost the same resistance is obtained irrespectively of the Poisson’s ratio. The
curves present slight oscillations that are caused by the introduction of new nodes in the
vicinity of the nodes with prescribed displacement.
The, the effect of the Rigidity Index is assessed for a Poisson ratio of ν = 0.49 in Fig-
ure F.3(b). Similarly to the rigid strip footing on a soil layer (see Section 6.2), the effect of
the rigidity index is very pronounced at the beginning of the loading, but less important as
penetration progresses. In all the cases a failure mechanism such as that presented in Fig-
ure F.2(b) takes place and the drastic change of slope of the penetration curve corresponds
to the moment when the failure mechanism is completely formed. Figure F.3(c) illustrates
the failed final state.
F.2.2 Rectangular footing on poroelastic media
In the second example a rectangular footing is pushed into a porous saturated soil. The
soil is assumed to behave as a linear elastic material, E = 500 kPa and ν = 0.3 with a
permeability K = 10−5 m/day. The footing Young modulus is two orders of magnitude
larger than that of the soil.
To investigate the three dimensional effects, several footing shapes are studied, all of
them with a height of 0.5 m and length of 1 m but widths to lengths ratios variable between
1 and 4. A surface load of 200 kPa is applied on top of the footing, ramped up over a period
of one day. Drainage is only allowed through the free surface. Due to the symmetry of the
problem, only a quarter of the geometry is simulated, see Figure F.4(c).
Figure F.4 presents the evolution of the footing settlement and the water pressure at
a point located at a depth equal to one width over time. As the ratio B/L increases,
the settlement and the water pressure also increase. All the curves that depict the water
pressure evolution show a marked Mandel-Cryer effect.
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Figure F.3: Footing near a vertical cut. Resistance in terms of the normalized penetration.
Effect of the Poisson ratio for a Rigidity Index, Ir = 100, (a). Effect of the Rigidity index
for ν = 0.49, (b). Vertical total stress (kPa) for ν = 0.499 and Ir = 100 after a penetration
of z/B = 1, (c).
The problem has also been computed using both constitutive frameworks. As state in
the literature (Simo and Hughes, 1998), both constitutive theories only render similar results
if elastic strains are small (for instance, in the previous example). However, this problem
involves finite elastic strains. Results suggest that smaller settlements and water pressure
are registered in the observation points by using an hypo-leastic based thoery (Figure F.4).
It must be pointed that differences at the water pressure are more noticeable between the
end of the loading phase and the peak of the water pressure; this result has been observed
at almost all the depths along the centerline of the footing.
These results have been compared with the analytical solution developed by Brown
(1978) for rectangular, stiff rafts resting in an homogeneous isotropic half-space. As shown
in Table F.1, systematically lower settlements are obtained by the numerical solution, be-
tween 20% to 40%. Several are the causes of this mismatch: in the numerical model it
has been considered that the raft is flexible and that the interface is completely rough
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Figure F.4: Evolution, over time, of the settlement of the footing, (a), and water pressure
at a depth equal to one width, (b), for several ratios of the length and width. Vertical
displacement (m) for the case L/B = 4 after the consolidation phase, (c).
whereas the analytical solution assumes a completely stiff raft whose interface is smooth;
additionally, in the numerical simulation the domain is finite, whereas a half-space is used
in the reference solution. Although it seems a crude discrepancy, a similar order mismatch
between numerical simulations and analytical solutions has been observed in axisymmetric
conditions (Wang et al., 2015).
F.2.3 Ball penetrometer in anisotropically stressed clay
In this final example, the displacement of an initially embedded ball penetrometer is studied.
The sphere is initially wished in placed in the middle of a cubical domain with side equal
to 20 times the diameter of the sphere.
The soil is described by an hyperelastic Modified Cam Clay model; all the cases share
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Figure F.5: Ball penetrometer. Effect of the horizontal stresses on the on the ball resis-
tance. Curves are labeled in terms of the minimal horizontal stress.
the same set of constitutive parameters: κ∗ = 0.01, λ∗ = 0.1, G = 104 kPa, and initial
preconsolidation pressure of pc = 150 kPa. The yield surface shape in the deviatoric plane
is described using the fully convex formulation proposed by Panteghini and Lagioia (2014).
Permeability was set at a relatively low value of K = 10−8 m/s, so undrained penetration
is expected. A smooth interface between the clay and the ball is considered.
All simulations are carried under constant vertical effective stress of 100 kPa. Horizontal
stresses are adjusted, increasing one and decreasing the orthogonal one by the same amount,
with the purpose of maintaining constant the mean effective stress at p′0 = 100 kPa. It is
this anisotropy of horizontal stress what makes the problem three-dimensional.
Figure F.5 shows the normalized penetration vs resistance curve for a set of simulations
in which the minimum horizontal effective stress varies between 60 and 100 kPa. Results
are presented as curves of resistance factor Nball against normalized displacement. The
normalized resistance factor is obtained as the ratio of mobilized resistance (i.e. the total
vertical force acting on the ball divided by the projected area) to the triaxial compression










Using the input data the undrained shear strength is Su = 38.59 kPa; which implies
a rigidity index Ir = G/Su = 259. The resistance factor approximates a limit value close
to Nball = 9.93, with a very small effect (less than 3%) of the anisotropic horizontal stress
state. The limit value obtained is slightly below the reference value Nball = 10.43, predicted
by Einav and Randolph (2005) using a combination of upper bound and strain path meth-
ods. Two reasons may explain this discrepancy. The first is the different material model








































































































































































































Figure F.6: Ball penetrometer. Preconsolidation stress (kPa) contour plots for minimal
horizontal stress of σ′h0 = 90 kPa, (a) and (c), and σ
′
h0 = 60 kPa, (b) and (d). On top results
on the plane normal to the minimal horizontal stress whereas, on the bottom, normal to
the maximum horizontal stress.
is that only relatively shallow penetrations have been computed and the expected full flow
mechanism has not been yet formed.
Despite the small difference observed in the resistance factor, the anisotropic initial
stress state has consequences. For instance (Figure F.6) the shape of the plastic zone is
highly affected by the horizontal stress anisotropy: it is observed that the plastic zone
is much more extended in the plane normal to the smallest horizontal stress and more
reduced in the plane normal to the largest horizontal stress. The pore pressure field also
exhibit a three-dimensional effect: as the stress anisotropy increases, larger water pressures
are developed in the plane normal to the maximum horizontal stress and smaller excess
water pressures are found at the plane normal to the minimum horizontal stress; in fact, in




























































































































































Figure F.7: Ball penetrometer. Water pressure (kPa) contours along the two two planes
for a minimum horizontal stress of σ′h0 = 90 kPa, (a), and σ
′
h0 = 60, (b).
F.3 Concluding remarks
In this appendix, some results of three-dimensional problems have been reported. Prelim-
inary results of the three-dimensional of the Ball penetrometer under anisotropic initial
stress states, maintaining the same initial effective pressure, suggest that mobilized ball re-
sistance is not heavily influenced by initial stress anisotropy; however, significant differences
on the shape of the plastic region have been observed and the penetration mechanism was
not yet fully developed. More research on this topic is currently ongoing.
Additionally, the two main frameworks to describe elasto-plastic models at large strains
(namely, hypoelastic-based and hyperelastic-based models) have been numerically assessed
in the penetration of a footing in a single-phase quasi-incompressible medium and in a
coupled-hydromechanical case. Rigid body rotations were relatively small in both problems;
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Carbonell, J. M., A. Franci, and E. Oñate (2015). The particle finite element method
(PFEM) in thermo-mechanical problems. In IV International Conference on Particle-
Based Methods. Fundamentals and Applications.
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Rodŕıguez, J. M., J. M. Carbonell, J. C. Cante, and J. Oliver (2016). The particle fi-
nite element method (PFEM) in thermo-mechanical problems. International Journal for
Numerical Methods in Engineering 107 (9), 733–785.
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