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a b s t r a c t 
Fuzzy rule interpolation forms an important approach for performing inference with sys- 
tems comprising sparse rule bases. Even when a given observation has no overlap with 
the antecedent values of any existing rules, fuzzy rule interpolation may still derive a use- 
ful conclusion. Unfortunately, very little of the existing work on fuzzy rule interpolation 
can conjunctively handle more than one form of uncertainty in the rules or observations. 
In particular, the diﬃculty in deﬁning the required precise-valued membership functions 
for the fuzzy sets that are used in conventional fuzzy rule interpolation techniques signif- 
icantly restricts their application. In this paper, a novel rough-fuzzy approach is proposed 
in an attempt to address such diﬃculties. The proposed approach allows the representa- 
tion, handling and utilisation of different levels of uncertainty in knowledge. This allows 
transformation-based fuzzy rule interpolation techniques to model and harness additional 
uncertain information in order to implement an effective fuzzy interpolative reasoning sys- 
tem. Final conclusions are derived by performing rough-fuzzy interpolation over this rep- 
resentation. The effectiveness of the approach is illustrated by a practical application to 
the prediction of diarrhoeal disease rates in remote villages. It is further evaluated against 
a range of other benchmark case studies. The experimental results conﬁrm the eﬃcacy of 
the proposed work. 
© 2016 The Authors. Published by Elsevier Inc. 
This is an open access article under the CC BY-NC-ND license 
( http://creativecommons.org/licenses/by-nc-nd/4.0/ ). 
 
 
 
 1. Introduction 
The compositional rule of inference [1] offers an effective mechanism for performing fuzzy inference with dense rule
bases. Given such a rule base and also an observation that is at least partially covered by that rule base, a conclusion can be
inferred from certain rules that intersect with the observation. However, for the cases where a fuzzy rule base contains ‘gaps’
(termed: sparse rule base [2] ), if a given observation has no overlap with the antecedent values of any rule, conventional∗ Corresponding author. 
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Fig. 1. Different membership functions for a common underlying concept perceived by different people. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 fuzzy inference methods cannot derive a conclusion. Fortunately, using fuzzy rule interpolation (FRI) [3,4] , certain useful
conclusions may still be obtained. 
The application of traditional FRI methods may lead to abnormal fuzzy conclusions, however. One particular issue is that
the convexity of the derived fuzzy values is not guaranteed [5,6] , but convexity is often a crucial requirement for fuzzy
inference in order to attain improved interpretability of the results. A number of signiﬁcant extensions to the original FRI
methods have been proposed in literature in an attempt to address this issue, including [7–13] . In particular, the scale and
move transformation-based FRI approach (abbreviated to T-FRI hereafter) [14,15] and its generalisation [16,17] can handle
interpolation and extrapolation which involve multiple fuzzy rules, where each rule consists of multiple antecedents. Such
work also guarantees the uniqueness, as well as the normality and convexity of the interpolated conclusion. This approach
has recently been further enhanced with an adaptive mechanism such that appropriate chaining of fuzzy interpolative in-
ferences can be performed [18] . Further development has also been reported that allows the fuzzy rule interpolation and
extrapolation to be performed in a backward manner, i.e., from rule consequence to antecedent variables [19] . 
The aforementioned FRI techniques provide a basic means for dealing with and interpreting uncertainty in rule-based
reasoning by exploiting the expressive power of fuzzy sets [20] . However, there is little work in the area of FRI that can
handle uncertainty in fuzziness itself. This is because these approaches are implemented using conventional fuzzy set theory
as a basis for the underlying representations [21] . Whilst membership functions play an important role in deﬁning fuzzy
sets, it is sometimes extremely diﬃcult, if not impossible, to precisely deﬁne such membership functions. More generally,
there may be different types of uncertainty in fuzzy rule-based systems that need to be captured or modelled [22] : (1)
The linguistic variables that are used in the antecedents and consequences of the given rules may be indiscernible. (2) The
interpretation of the values of the underlying linguistic variables may be vague, e.g., the same word can mean different
things to different people. (3) An element can belong to a fuzzy set with a given degree, but that degree of belonging may
itself be uncertain. (4) The obtained rules may be inconsistent when individual views are provided from a group of experts.
(5) Observations attainable by inexact knowledge may be noisy and therefore randomly distributed. 
Most of these types of uncertainty can be diﬃcult to deal with if crisp membership functions of the fuzzy sets have to be
determined. For instance, there are certain extreme weather conditions that would be considered to be cold by all people,
but other less extreme conditions may still be considered to be cold only by certain individuals. The membership functions
for different people may therefore be different, depending on their perception, preference, experience, etc. This is shown in
Fig. 1 . That is, both similarities and differences may exist in deﬁning a given concept. Therefore, the representation of a con-
cept should satisfy the requirements of not only the imprecise description but also both common and individual perceptions.
In this case, using only the membership values of a conventional (type-1) fuzzy set may not be adequate to capture, reﬂect,
and model the given concept. When faced with such higher order uncertainty, which is essentially the uncertainty of eval-
uation about uncertainty, a general approach would be to simply ignore this higher-level information. However, an obvious
drawback of this is that valuable information may be lost about both the concept that is being modelled and the impact that
uncertain information may have upon that concept. This, in turn, may lead to unacceptable inference conclusions. Alterna-
tive representations are therefore required in order to achieve a better understanding of the concept and manipulate these
different levels of uncertainty such that they can be handled appropriately. Thus, it is desirable to develop a new model to
represent the membership functions of fuzzy sets, in order to provide a better means of addressing uncertainty in FRI. 
The concept of rough sets [23] was originally proposed as a mathematical tool to deal with incomplete or imperfect data
and knowledge in information systems. A rough set is itself an approximation of a vague concept by a pair of precise sets,
called lower and upper approximations [24,25] . The lower approximation contains all of those objects which deﬁnitely belong
to the set that denotes the given concept, and the upper approximation contains all of those objects which possibly belong to
that set. As such, rough sets offer a distinct and complementary approach to fuzzy sets in supporting approximate reasoning.
Inspired by this observation, it is potentially useful to integrate rough and fuzzy techniques in order to improve the ability
to handle uncertainty. This paper proposes such an approach to rough-fuzzy set-based rule interpolation. A speciﬁcation
of rough-fuzzy sets is introduced to describe a particular type of higher order uncertainty, which is characterised by the
lower and upper approximation membership functions. This approach facilitates the representation of uncertain fuzzy set
membership functions with rough-fuzzy approximations, thereby improving the ﬂexibility of rule interpolation in handling
different levels of uncertainty that may be present in sparse rule bases and observations. The work reﬂects the intuition
that the more useful information available to the interpolation process, the better the interpolated results. 
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 The rest of the paper is structured as follows. Section 2 introduces the basic concepts that are used for the development
of rough-fuzzy rule interpolation. Section 3 describes the main steps of the proposed rough-fuzzy rule interpolation algo-
rithm. Section 4 presents a realistic problem application that shows the potential for use of the proposed approach for the
prediction of diarrhoeal diseases in remote villages. Section 5 provides further examples which illustrate the applicability of
the approach and further demonstrate the eﬃcacy of the work. The paper is concluded in Section 6 , including suggestions
for further development. 
2. Rough-fuzzy sets and their representative values 
2.1. Rough-fuzzy sets 
The starting point for the proposed approach is the ability to represent complicated uncertain knowledge in an effort to
perform FRI. When exact membership values are no longer suitable for describing the underlying uncertainty, it is desirable
to utilise an alternative higher-order representation. A rough-fuzzy representation offers such characteristics, with the ﬁrst
order representation embedded within it. This differs from the concept of conventional rough sets, which is characterised
by the lower and upper approximations whose elements are of full memberships [23] . If however, the rough-fuzzy infor-
mation or data degenerates to the ﬁrst order representation, the computational mechanism that deals with rough-fuzzy
interpolation should also naturally degenerate to the corresponding ﬁrst order calculus. 
Let I = (U , A ) be an information system, where U is a non-empty set of ﬁnite objects (namely, the underlying universe
of discourse) and A is a non-empty ﬁnite set of attributes such that a : U → V a for every a ∈ A with V a being the domain
that attribute a takes values from. With any P ⊆ A there is a crisp equivalence relation IND ( P ) [23] : 
IND (P ) = { (x, y ) ∈ U 2 | ∀ a ∈ P, a (x ) = a (y ) } (1)
If ( x , y ) ∈ IND ( P ), then x and y are indiscernible by attributes from P . The equivalence class with respect to such an
indiscernibility relation deﬁned on P is denoted by [ x ] P , x ∈ U . 
Let X ⊆ U , X be approximated using only the information contained within P by constructing the P- lower and P- upper
approximations of X [23] : 
P X = { x | [ x ] P ⊆ X } 
P X = { x | [ x ] P ∩ X  = ∅} 
(2)
The tuple 〈 P X, P X〉 is called a rough set. 
Deﬁnition 2.1. With any P ⊆ A , an alternative equivalence relation IND ( P ) to the traditional one of Eq. (1) can be deﬁned
by 
IND (P ) = { (x, y ) ∈ U 2 | ∀ F g ∈ P, F g (x ) ∈ C, F g (y ) ∈ C} (3)
where F g , g ∈ { 1 , . . . , G } , are fuzzy sets that jointly deﬁne a particular concept C in X , X ⊆ U . 
Eq. (3) expresses the equivalence relation between the memberships of x and y to different fuzzy sets of given concept.
Using this equivalence relation, the lower and upper approximations for a single C in X can be redeﬁned as follows. 
Deﬁnition 2.2. Let IND ( P ) be an equivalence relation on U and F g , g ∈ { 1 , . . . , G }, be fuzzy sets in C ( C ∈ X ), the lower and
upper approximations are a pair of fuzzy sets with membership functions deﬁned by the following, respectively: 
μP C (x ∈ [ x ] P ) = inf { μF g (x ) , g ∈ { 1 , . . . , G }| x ∈ [ x ] P } 
μP C (x ∈ [ x ] P ) = sup { μF g (x ) , g ∈ { 1 , . . . , G }| x ∈ [ x ] P } 
(4)
The tuple 〈 P X, P X〉 is called a rough-fuzzy (RF) set (which differs from the alternative use of this term in the literature
[26] due to the parallel development of these related but different concepts). 
Remark 2.1. As discussed previously, similar but different fuzzy sets, which are considered to belong to an equivalence class,
may be obtained in describing a given concept. Therefore, the lower and upper approximations of an RF set are deﬁned on
the basis of those fuzzy sets which are known to share such an equivalence relation. 
Deﬁnition 2.3. Let U be the universe, an RF set ˜ A on U is herein denoted by the lower approximation (LA) ˜ A L and the upper
approximation (UA) ˜ A U such that 
˜ A = 〈 x, [ μL ˜ A (x ) , μU ˜ A (x )] 〉 = 〈 ˜  A L , ˜ A U 〉 , ∀ x ∈ U (5)
where 0 ≤ μL 
˜ A 
(x ) ≤ μU 
˜ A 
(x ) ≤ 1 , and the lower and upper approximations are two conventional fuzzy sets, namely, two ﬁrst
order fuzzy sets. 
Remark 2.2. The closer the shapes of ˜ A L and ˜ A U are, the less uncertain the information contained within ˜ A is. When ˜ A L
coincides with ˜ A U , the RF set degenerates to a conventional fuzzy set, i.e., μL 
˜ A 
(x ) = μU 
˜ A 
(x ) , ∀ x ∈ U . 
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 Reconsider the situation shown in Section 1 , where different people may interpret the same concept differently. As re-
ﬂected in Fig. 1 , it is diﬃcult to describe this situation using conventional fuzzy sets. However, RF sets can be adopted
to represent this uncertain concept by exploiting the two approximations. In particular, the LA indicates the intersection
amongst the regions that are agreed by individuals, while the UA indicates the union of the regions that are given by at
least one person, as shown in Fig. 2 . RF sets therefore utilise LAs and UAs to express the higher order uncertainty involved
in describing a piece of knowledge or data. 
2.2. Basic notions 
An important concept to introduce is the ‘less than’ relation between two fuzzy sets [3] . An ordinary set A 1 is said to be
less than another ordinary fuzzy set A 2 , denoted by A 1 ≺ A 2 , if ∀ α ∈ (0,1], the following conditions hold: 
inf { A 1 α} < inf { A 2 α} , sup { A 1 α} < sup { A 2 α} (6) 
where A 1 α and A 2 α are the α-cut sets of A 1 and A 2 , respectively, inf{ A i α} is the inﬁmum of A i α , and sup{ A i α} is the supremum
of A i α , i = 1 , 2 . 
Deﬁnition 2.4. An RF set ˜ A 1 is said to be less than another RF set ˜ A 2 , denoted as ˜ A 1 ˜ ≺ ˜ A 2 , if and only if 
˜ A L 1 ≺ ˜ A L 2 , ˜ A U 1 ≺ ˜ A U 2 (7) 
From this, the notion of neighbouring rules involving RF sets can be deﬁned. 
Deﬁnition 2.5. Two RF rules 
R 1 : If x 1 is ˜ A 11 , x 2 is ˜ A 12 , . . . , x M is ˜ A 1 M , then y is ˜ B 1 
R 2 : If x 1 is ˜ A 21 , x 2 is ˜ A 22 , . . . , x M is ˜ A 2 M , then y is ˜ B 2 
are said to be neighbouring rules if and only if: (1) ˜ A 1 j ˜ ≺ ˜ A 2 j or ˜ A 2 j ˜ ≺ ˜ A 1 j , j ∈ { 1 , . . . , M} (where M is the number of
antecedent variables in both rules); and (2) there is no individual rule “If x 1 is ˜ A 
′ 
1 
, x 2 is ˜ A 
′ 
2 
, . . . , x M is ˜ A 
′ 
M 
, then y is ˜ B ′ ” such
that ˜ A 1 j ˜ ≺ ˜ A ′ j ˜ ≺ ˜ A 2 j if ˜ A 1 j ˜ ≺ ˜ A 2 j , or ˜ A 2 j ˜ ≺ ˜ A ′ j ˜ ≺ ˜ A 1 j if ˜ A 2 j ˜ ≺ ˜ A 1 j , j ∈ { 1 , . . . , M} . 
RF rule interpolation can then be achieved by extending the conventional FRI. In this case, the input and output of an
interpolative process are RF sets rather than conventional fuzzy sets. 
Deﬁnition 2.6. Given an RF rule base and an RF observation, rough-fuzzy rule interpolation is a process through which a
conclusion from the given observation is obtained by identifying the rules in the rule base which ﬂank the observation and
interpolating from those rules. 
Note that in the above deﬁnition, two rules (e.g., the R 1 and R 2 given previously) are said to ﬂank a given observation
[3] , say, O = ( ˜  A ∗
1 
, ˜ A ∗
2 
, . . . , ˜ A ∗
M 
) , if ˜ A 1 j ˜ ≺ ˜ A ∗j ˜ ≺ ˜ A 2 j , or ˜ A 2 j ˜ ≺ ˜ A ∗j ˜ ≺ ˜ A 1 j , j ∈ { 1 , . . . , M} . 
2.3. Representative values 
In order to support the interpolation of rules involving RF sets following the transformation-based approach [14] , the
rules which have minimal distances from a given observation need to be selected ﬁrst. Here, a distance between a given ob-
servation and a rule in the rule base is measured on the basis of representative value (Rep). The concept of Rep is introduced
below. 
The Rep value captures important information such as the overall location of an RF set within the deﬁnition domain, and
is computed and then utilised as the guide to perform subsequent inference during the interpolation process. For simplicity,
in this work, it is assumed that only polygonal RF sets are considered; that is, both the lower and the upper approximation
are each represented by a polygonal-shaped ﬁrst order fuzzy set. Note that in the existing T-FRI [15] , the Rep( A ) of an
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 ordinary fuzzy set A is deﬁned by the weighted average of the x coordinate values of all odd points a i , i ∈ { 0 , . . . , k − 1 } ,
such that: 
Rep (A ) = 
k −1 ∑ 
i =0 
w i a i (8)
with A = (a 0 , . . . , a k −1 ) being a polygonal fuzzy set of k odd points, and w i denoting the weight assigned to the point a i . 
Deﬁnition 2.7. Suppose that a polygonal RF set ˜ A is given, as shown in Fig. 3 , whose lower and upper approximations are:
˜ A = 〈 ( ˜  aL 
0 
, . . . , ˜  aL 
l−1 ; ˜ H L ˜ A 1 , . . . , 
˜ H L 
˜ A l−2 
) , ( ˜  aU 
0 
, . . . , ˜  aU 
u −1 ; ˜ H U ˜ A 1 , . . . , 
˜ H U 
˜ A u −2 
) 〉 . The lower and upper Reps Rep ( ˜  A L ) and Rep ( ˜  A U ) of ˜ A are
deﬁned by ⎧ ⎪ ⎪ ⎪ ⎨ 
⎪ ⎪ ⎪ ⎩ 
Rep ( ˜  A L ) x = 
l−1 ∑ 
i =0 
w L i ˜ a
L 
i 
Rep ( ˜  A L ) y = 
l−2 ∑ 
i =1 
w L i 
˜ H L ˜ A i 
⎧ ⎪ ⎪ ⎪ ⎪ ⎨ 
⎪ ⎪ ⎪ ⎪ ⎩ 
Rep ( ˜  A U ) x = 
u −1 ∑ 
j=0 
w U j ˜ a
U 
j 
Rep ( ˜  A U ) y = 
u −2 ∑ 
j=1 
w U j 
˜ H U ˜ A j 
(9)
where w V v ( V ∈ { L , U }, v ∈ { i, j} ) is the weight assigned to point ˜ aV v and its corresponding membership value ˜ H V ˜ A v , and x and
y denote a certain variable dimension and the corresponding membership distribution, respectively. 
In general, different deﬁnitions can be adopted for deriving different Rep values. For instance, the simplest case is that
all points take the same weight value, i.e., w L 
i 
= 1 /l and w U 
j 
= 1 /u . The centre of core can also be used as an alternative.
In this case, the Rep may be solely determined by those points with a membership value of 1: Rep ( ˜  A U ) x = 1 2 ( ˜  aU  (l/ 2)  −1
+ ˜ aU 
l − (l / 2)  ) and Rep ( ˜  A 
U ) y = 1 2 ( ˜  H U ˜ A  (l/ 2)  −1 + 
˜ H U 
˜ A l − (l / 2)  
) . The lower Reps are omitted here, which can be calculated in a similar
way involving those points of the maximum membership value. Other alternative deﬁnitions can be found in [15] . For a
given application, one of these weighting schemes needs to be taken for implementation. 
Remark 2.3. In the existing T-FRI, the Rep( A ) y of a given conventional fuzzy set A is a constant, only the x coordinate is
therefore considered as the Rep( A ). However, this is no longer the case in this work due to the introduction of higher order
uncertainty, both x and y dimensions must be considered. The calculation of Rep ( ˜  A ) y follows that used to calculate Rep ( ˜  A ) x
in an effort to maintain consistency. 
To distinguish amongst different RF set shapes, the shape diversity factor f is also introduced here. The present work
deﬁnes this concept by following the conventional deﬁnition of statistical standard deviation (although this may be deﬁned
differently if desired for a particular implementation). 
Deﬁnition 2.8. The lower and upper shape diversity factors f L 
˜ A 
and f U 
˜ A 
are deﬁned by ⎧ ⎨ 
⎩ f 
L 
˜ A 
= 
√ ∑ l−1 
i =0 ( ˜ a
L 
i 
−Rep ( ˜ A L ) x ) 2 
l 
f U 
˜ A 
= 
√ ∑ u −1 
j=0 ( ˜ a
U 
j 
−Rep ( ˜ A U ) x ) 2 
u 
(10)
Remark 2.4. A small shape diversity factor implies that the odd points of ˜ A L ( ˜  A U ) tend to be close to those of the lower
(upper) Rep. That is, the smaller the shape diversity factor, the smaller the area of the lower (upper) approximation. 
To extend the methodology of conventional T-FRI to FRI involving RF sets, a single overall Rep of a given RF set is re-
quired. For this, the weight factor w of the lower (upper) approximation is deﬁned ﬁrst, which reﬂects the relative contri-
bution of the lower (upper) shape diversity in depicting the underlying RF set. The introduction of these lower and upper
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 shape diversity factors helps minimise the possibility that the use of RF sets of different shapes leads to the same overall
Rep values. 
Deﬁnition 2.9. The lower and upper weight factors w L 
˜ A 
and w U 
˜ A 
are deﬁned as the weights of the shape diversity factors, in
terms of the areas of the lower and upper approximations, such that: 
w V ˜ A = 
f V ˜ A 
f L 
˜ A 
+ f U 
˜ A 
, V = L, U (11) 
Remark 2.5. In general, f L 
˜ A 
+ f U 
˜ A 
 = 0 . If however, f L 
˜ A 
+ f U 
˜ A 
= 0 , i.e., f L 
˜ A 
= 0 and f U 
˜ A 
= 0 , the RF set degenerates to a singleton
value, w L 
˜ A 
= w U 
˜ A 
= 1 / 2 . 
Deﬁnition 2.10. The overall Rep of a given RF set ˜ A is deﬁned by 
Rep ( ˜  A ) = 
∑ 
V ∈{ L,U} 
( 
w V ˜ A 
∑ 
e ∈{ x,y } 
Rep ( ˜  A V ) e 
) 
(12) 
where w V 
˜ A 
is the weight assigned to Rep ( ˜  A V ) of ˜ A V , V ∈ { L , U }. 
3. Rough-fuzzy rule interpolation 
3.1. Selection of closest N rules 
As with conventional FRI approaches, in general, multiple rules with multiple antecedents need to be considered in order
to obtain an interpolated conclusion. For this, the ﬁrst step that needs to be considered is to choose the closest N ( N ≥ 2)
rules from the rule base with respect to the given observation. A distance measure is thus utilised to measure the proximity
of the rules by exploiting such Rep values that capture speciﬁc information embedded in RF sets. 
Without any loss of generality, suppose that there are n RF rules in an RF rule base. A rule R i , an observation O and the
conclusion C are represented by the following, respectively: 
R i : If x 1 is ˜ A i 1 , . . . , x j is ˜ A i j , . . . , x M is ˜ A iM , then y is ˜ B i 
O : x 1 is ˜ A 
∗
1 , . . . , x j is ˜ A 
∗
j , . . . , x M is 
˜ A ∗M 
C : y is ˜ B ∗
where ˜ A i j denotes the RF set that acts as the value of the j th antecedent of R i , ˜ A 
∗
j 
is the observation of the variable x j , ˜ B 
∗
is the desired interpolated conclusion, and ˜ B i denotes the consequent RF set of R i with j ∈ { 1 , . . . , M} , with M being the
number of antecedent variables. 
Deﬁnition 3.1. The distance d ij between a pair of RF sets ˜ A i j and ˜ A 
∗
j 
is deﬁned as follows: 
d i j = d( ˜  A i j , ˜ A ∗j ) = d( Rep ( ˜  A i j ) , Rep ( ˜  A ∗j )) (13) 
where d (., .) is herein computed using the Euclidean distance metric (though any other distance metric may be used as an
alternative). 
Deﬁnition 3.2. The distance d i between the rule R i and the observation O is deemed to be the average of the distances
between the RF sets of each rule antecedent and the corresponding variable in O : 
d i = 
√ √ √ √ M ∑ 
j=1 
d ′ 
i j 
2 
, d ′ i j = 
d i j 
max j − min j 
(14) 
where max j and min j are the maximum and minimum value in the domain of the variable x j , j ∈ { 1 , . . . , M} . The use of
normalised distance measure d ′ 
i j 
is to ensure that the resulting distances are compatible with each other over different
domains. 
Given the above deﬁnition, the distances between a given observation and all rules in the rule base can be calculated. The
N rules which have minimal distances are chosen as the closest N rules with respect to the given observation. The choice of
a larger N will help consider a wider range of neighbouring rules in performing interpolation, thereby more likely to result
in global results but requiring signiﬁcantly more computation. On the contrary, the choice of a smaller N will tend to take
into account only neighbouring rules and hence involve less computation time. Since FRI is in general used to derive an
approximate result in the ﬁrst place, in practical application, N can be chosen to be 2. This is the case for conventional rule
interpolation also. However, in the following theoretical development to maintain generality, the number of closest rules is
set to N ( N ≥ 2) unless otherwise stated. 
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 3.2. Construction of intermediate rule 
As with a number of conventional FRI approaches, the approach in this work is developed following the principle of
analogical reasoning [27] . First, an artiﬁcially created intermediate rule is interpolated such that the antecedent of the inter-
mediate rule is as ‘close’ to the given observation as possible. Then, a conclusion is worked out from the given observation
by ﬁring this generated intermediate rule through a certain analogical reasoning mechanism. 
Deﬁnition 3.3. Suppose that N closest rules are chosen with respect to a given observation. These rules are represented as
R i , i ∈ { 1 , . . . , N} , each having M antecedent variables ˜ A i j , j ∈ { 1 , . . . , M} , and are used to derive the intermediate rule. Let
w ˜ A i j 
denote the weight to which the j th antecedent of the i th closest rule contributes to the emerging intermediate rule,
which is deﬁned as the reciprocal of the corresponding distance measure: 
w ˜ A i j = 
1 
d i j 
= 1 
d( ˜  A i j , ˜ A 
∗
j 
) 
(15)
where ˜ A ∗
j 
denotes the observed RF set of antecedent variable j . The normalised weight w ′ 
˜ A i j 
is then deﬁned by 
w ′ ˜ A i j = 
w ˜ A i j ∑ N 
i =1 w ˜ A i j 
(16)
Remark 3.1. This deﬁnition reﬂects the intuition that the larger the distance is, the less relevant the corresponding attribute
is to the observation. In general, d ij  = 0. If however, d i j = 0 , then Rep ( ˜  A i j ) = Rep ( ˜  A ∗j ) . In this case, the observation is con-
sidered to be identical to the corresponding antecedent of the rule R i , in terms of their Rep values. Thus, w ˜ A i j 
is set to 1 for
the identical cases with the rest set to 0. 
The antecedent ˜ A IF T 
j 
of the intermediate rule is constructed from the antecedents of the identiﬁed closest rules. A process
shift is then utilised to modify ˜ A IF T 
j 
so that the antecedent of the intermediate rule will have the same Rep as ˜ A ∗
j 
: 
˜ A ′ j = ˜ A IF T j + δ ˜ A j ( max j − min j ) , ˜ A 
IF T 
j = 
N ∑ 
i =1 
w ′ ˜ A i j 
˜ A i j (17)
where δ ˜ A j 
is a constant deﬁned by 
δ ˜ A j = 
Rep ( ˜  A ∗
j 
) − Rep ( ˜  A IF T 
j 
) 
max j − min j 
(18)
The consequence of the intermediate rule ˜ B ′ is calculated by analogy to the computation of the antecedent, such that: 
˜ B ′ = ˜ B IF T + δ ˜ B ( max − min ) , ˜ B IF T = 
N ∑ 
i =1 
w ′ ˜ B i 
˜ B i (19)
where ˜ B IF T is the consequence of the intermediate fuzzy rule, max and min are the maximum and minimum values within
the domain of the consequent variable, w ′ 
˜ B i 
and δ ˜ B are the means of w 
′ 
˜ A i j 
and δ ˜ A j 
, i ∈ { 1 , . . . , N} , j ∈ { 1 , . . . , M} , respectively,
which are deﬁned by 
w ′ ˜ B i = 
1 
M 
M ∑ 
j=1 
w ′ ˜ A i j , δ ˜ B = 
1 
M 
M ∑ 
j=1 
δ ˜ A j (20)
3.3. Interpolation through similarity-constrained transformations 
The aforementioned artiﬁcially constructed intermediate rule is derived from the chosen closest rules with respect to an
observation. It can be used to perform inference without further reference to its originals. Suppose that a certain degree
of similarity between the antecedent part of this rule and the observation is established, it is intuitive to require that its
consequent part and the eventual conclusion should attain the same similarity degree. That is, for an intermediate rule: “If x 1
is ˜ A ′ 
1 
, . . . , x j is ˜ A 
′ 
j 
, . . . , x M is ˜ A 
′ 
M 
, then y is ˜ B ′ ”, and a given observation O = ( ˜  A ∗
1 
, . . . , ˜ A ∗
j 
, . . . , ˜ A ∗
M 
) , the shape distinguishability
between ˜ B ′ and the interpolated consequence ˜ B ∗ is analogous to the combination of the shape distinguishabilities between
˜ A ′ 
j 
and ˜ A ∗
j 
, j = 1 , 2 , . . . , M. In order to ensure this, the following three transformations are designed. 
Note that all three transformations are separately implemented on each dimension and separately calculated on each of
the lower and upper bounds. However, the underlying computational mechanisms are identical. For presentational simplicity,
the description of these transformations is given without the subscript j and the superscript L or U . 
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 3.3.1. Scale transformation 
Consider the lower (upper) approximation of ˜ A ′ and that of ˜ A ∗, respectively represented as ˜ A ′ =
( ˜  a′ 
0 
, . . . , ˜  a′ 
k −1 ; ˜ H ′ ˜ A 1 , . . . , 
˜ H ′ 
˜ A k −2 
) and ˜ A ∗ = ( ˜  a∗
0 
, . . . , ˜  a∗
k −1 ; ˜ H ∗˜ A 1 , . . . , 
˜ H ∗
˜ A k −2 
) . The following parameters, termed the scale rates
s p ( p = 0 , . . . ,  (k/ 2)  − 1 ) rescale the p th support of ˜ A ′ in order to approximate the corresponding support of ˜ A ∗: 
s p = 
˜ a∗
k −p−1 − ˜ a∗p 
˜ a′ 
k −p−1 − ˜ a′ p 
(21) 
From these scale rates, the following scale ratios S q ( q = 1 , . . . ,  (k/ 2)  − 1 ) modify the rescaled q th support of ˜ A ′ to
further approximate the corresponding support of ˜ A ∗ such that the resulting RF set ˜ A ′ is of the same scale as that of ˜ A ∗: 
S q = 
⎧ ⎪ ⎪ ⎪ ⎪ ⎪ ⎨ 
⎪ ⎪ ⎪ ⎪ ⎪ ⎩ 
˜ a∗
k −q −1 − ˜ a
∗
q 
˜ a∗
k −q − ˜ a
∗
q −1 
−
˜ a′ 
k −q −1 − ˜ a
′ 
q 
˜ a′ 
k −q − ˜ a
′ 
q −1 
1 −
˜ a′ 
k −q −1 − ˜ a
′ 
q 
˜ a′ 
k −q − ˜ a
′ 
q −1 
if s q ≥ s q −1 
˜ a∗
k −q −1 − ˜ a
∗
q 
˜ a∗
k −q − ˜ a
∗
q −1 
−
˜ a′ 
k −q −1 − ˜ a
′ 
q 
˜ a′ 
k −q − ˜ a
′ 
q −1 
˜ a′ 
k −q −1 − ˜ a
′ 
q 
˜ a′ 
k −q − ˜ a
′ 
q −1 
if s q −1 > s q 
(22) 
From this, by imposing the required similarities, the corresponding scale rates s ′ p that will help rescale the p th support
of ˜ B ′ into the emerging ˜ B ∗ can be obtained such that 
s ′ p = 
⎧ ⎪ ⎪ ⎪ ⎪ ⎨ 
⎪ ⎪ ⎪ ⎪ ⎩ 
s p if p = 0 
s ′ p−1 (s p −s p−1 ) 
(
˜ b′ 
k −p −˜ b
′ 
p−1 
˜ b′ 
k −p−1 −
˜ b′ p 
−1 
)
s p−1 
(
˜ a′ 
k −p − ˜ a
′ 
p−1 
˜ a′ 
k −p−1 − ˜ a
′ 
p 
−1 
) + s ′ p−1 if s p ≥ s p−1 , p > 0 
s ′ p−1 s p 
s p−1 
if s p−1 > s p , p > 0 
(23) 
The above shows only the situation where one antecedent variable is considered (for either an LA or an UA). In general,
for each antecedent variable j and each approximation V , V ∈ { L , U }, such a scale transformation is repeatedly applied to
transform ˜ A 
′ V 
j 
to the intermediate terms ˜ A 
′′ V 
j 
with s V 
jp 
and S V 
jq 
. ˜ B ′′ V is then generated from ˜ B ′ V using the aggregated s V 
˜ B p 
and
S 
V 
˜ B q 
, where s V 
˜ B p 
= 1 M 
∑ M 
j=1 s 
′ V 
jp 
and S V 
˜ B q 
= 1 M 
∑ M 
j=1 S 
′ V 
jq 
. 
3.3.2. Move transformation 
The move ratios M r ( r = 0 , . . . ,  (k/ 2)  − 2 ) shift the locations of the supports of ˜ A (r−1) to that of ˜ A ∗ (where ˜ A (r−1) is the
term obtained after the (r − 1) th sub-move with the initialisation ˜ A −1 = ˜ A ′′ ): 
M r = 
⎧ ⎪ ⎪ ⎪ ⎪ ⎨ 
⎪ ⎪ ⎪ ⎪ ⎩ 
˜ a∗r − ˜ a(r−1) r 
min 
{ 
˜ a
(r−1) 
r + ···+ ˜ a
(r−1) 
 (k/ 2) −1 
 (k/ 2) −r − ˜ a
(r−1) 
r , ˜ a
(r−1) 
k −r − ˜ a
(r−1) 
k −r−1 
} if ˜ a∗r ≥ ˜ a(r−1) r 
˜ a∗r − ˜ a(r−1) r 
min 
{ 
˜ a(r−1) 
k −r−1 −
˜ a
(r−1) 
k − (k/ 2)  + ···+ ˜ a
(r−1) 
k −r−1 
 (k/ 2)  −r , ˜ a
(r−1) 
r − ˜ a(r−1) r−1 
} if ˜ a(r−1) r > ˜ a∗r 
(24) 
where ˜ a(r−1) r is the new position of ˜ a′′ r after the (r − 1) th sub-move. Initially, when r = 0 , ˜ a(−1) 0 = ˜ a′′ 0 , ˜ a
(r−1) 
k −r − ˜ a
(r−1) 
k −r−1 and
˜ a(r−1) r − ˜ a(r−1) r−1 are not considered within the denominators min{., .}. 
In general, for each antecedent variable j and each approximation V , V ∈ { L , U }, this move transformation is repeatedly
applied to obtain ˜ A (r) V 
j 
= { ˜  a(r) V 
j0 
, . . . , ˜  a(r) V 
j(k −1) } from ˜ A (r−1) V j using M V jr . ˜ B (r) V = { ˜ b (r) V 0 , . . . , ˜  b (r) V k −1 } is then obtained from ˜ B (r−1) V 
using the aggregated M V 
˜ B r 
, where M V 
˜ B r 
= 1 M 
∑ M 
j=1 M 
V 
jr 
, resulting in ˜ A 
(  (k/ 2)  −2) V 
j 
= ˜ A ∗V 
j 
and ˜ B (  (k/ 2)  −2) V = ˜ B ∗V . 
3.3.3. Height transformation 
The height rates h o ( o = 1 , . . . , k − 2 ) are utilised to adjust the heights ˜ H ′ L ˜ A o of ˜ A 
′ L to the heights ˜ H ∗L 
˜ A o 
of ˜ A ∗L : 
h o = 
˜ H ∗L ˜ A o 
˜ H 
′ L 
˜ A o 
(25) 
where 0 < ˜ H ∗L 
˜ A o 
≤ ˜ H ∗U 
˜ A o 
= 1 and 0 < ˜ H ′ L 
˜ A o 
≤ ˜ H ′ U 
˜ A o 
= 1 . This constraint applies to the interpolated conclusion as well. That is, if the
height of ˜ B ∗L is greater than the height of ˜ B ∗U after the height transformation, then ˜ H ∗L 
˜ B o 
= ˜ H ∗U 
˜ B o 
. 
In general, for each antecedent variable j and each approximation V , V ∈ { L , U }, this height transformation is repeatedly
applied to transform the heights of ˜ A 
′ L 
j 
to those of ˜ A ∗L 
j 
with h jo . The height of the interpolated conclusion is then obtained
using the aggregated h ˜ B , where h ˜ B = 1 M 
∑ M 
j=1 h jo . o o 
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Fig. 4. Causal diagram of a simpliﬁed application problem. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 Remark 3.2. Scale transformation scales ˜ A ′ 
j 
up or down to ˜ A ′′ 
j 
, retaining the ratios between left and right slopes, but having
different support widths. The closer the scale ratios to 0, the more similar ˜ A ′ 
j 
and ˜ A ′′ 
j 
. Move transformation shifts ˜ A ′′ 
j 
to ˜ A ∗
j 
which has the same support width, but having different locations. The closer the move ratios to 0, the more similar ˜ A ′′ 
j 
and
˜ A ∗
j 
. Height transformation adjusts the height of ˜ A ′ 
j 
to that of ˜ A ∗
j 
while the other characteristics remain the same. The closer
the height rates to 1, the more similar ˜ A ′ 
j 
and ˜ A ∗
j 
. 
Scale, move and height transformations guarantee that the transferred sets have the same type of shapes as that of the
original. That is, these three transformations allow the similarity degree between ˜ B ′ and ˜ B ∗ to be determined from those
between ˜ A ′ 
j 
and ˜ A ∗
j 
. 
4. Application case study 
In this section, a practical problem concerning the prediction of diarrhoeal disease in remote villages is employed in
order to demonstrate the potential of the proposed work. It shows how the implemented techniques can help to represent
the underlying higher order uncertain information and interpolate a ﬁnal conclusion. 
4.1. Problem overview 
Environmental change inﬂuences disease burden [28,29] . Intensive studies have been made in an effort to identify logical
relationships which lie behind such inﬂuences, predicting the consequences of a particular environmental change. This is of
signiﬁcant importance in the assessment of the potential impact of such changes upon the environment and society, e.g.,
prior to proposing any large-scale infrastructure projects. 
One particular application in this area has recently been investigated in [17,18] , which is based on the study of [30] . It
addresses the issue of measuring how the construction of a new road or railway network in a previously roadless area may
affect the epidemiology of infectious diseases in northern coastal Ecuador. A predictive model has been built where many of
the factors are not linearly related, but interact with each other in a grid network. Addressing this application problem, an
illustrative example is presented here to demonstrate the application of the RF sets and RF rule interpolation. The original
problem of [18] is simpliﬁed such that all of the factors under consideration are linearly connected. The resulting simpliﬁed
causal model is shown in Fig. 4 . 
This causal diagram shows that the diarrhoeal disease rate of a remote village is directly affected by two factors. First, low
social connectedness tends to lead to failure in creating adequate water and sanitation infrastructure because the residents
are unlikely to know one another well and share social norms [31,32] , thereby usually resulting in a high diarrhoeal disease
rate. Second, more frequent contact between the residents within a village and those outside tends to increase the rate of
introduction of pathogens, thereby also raising the diarrhoeal disease rate. 
All factors considered in this example are represented as system variables and each relation between two directly con-
nected factors is represented as a rule associating the relevant variables. In summary, there are ﬁve variables in the problem:
contact outside of the village, reintroduction of pathogenic strains, social connectedness, hygiene and sanitation infrastruc-
ture, and infectious disease rate, denoted as x 1 , . . . , x 5 , respectively. A selection of the original rules contained in the rule
base are given in Table 1 , where two rules are suﬃcient for interpolation. In this model, fuzziness is naturally obtained from
the presence of the linguistic terms that describe the real-valued domain variables. Note that different variables are deﬁned
upon different domains. To simplify knowledge representation, variable domains are mapped onto the real line and nor-
malised. The illustrative fuzzy sets that represent the normalised linguistic terms expressed by a certain expert are shown
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Table 1 
Example rules. 
Contact Reintroduction Connectedness Infrastructure Reintroduction Infrastructure Rate 
( x 1 ) ( x 2 ) ( x 3 ) ( x 4 ) ( x 2 ) ( x 4 ) ( x 5 ) 
R1 L L L LH VL MH L 
R2 H H MH H M L MH 
Fig. 5. Deﬁnition of the linguistic terms for domain variables from a certain expert. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 in Fig. 5 , where the triangles with dashed lines indicate the two rules generated from this particular expert’s opinion. It is
important to note that the original rule base contains substantial gaps, which makes interpolation essential. 
In order to evaluate the ﬁnal disease rate, a group of experts are selected to express their individual view on each factor.
However, this procedure relies heavily upon the opinions of experts, who must have a comprehensive and detailed under-
standing of the underlying problem. Such opinions are often biased and subjective and/or inconsistent between different
individuals. Suppose that the opinions from six experts, denoted as T 1 , . . . , T 6 , in the group are shown in Fig. 6 , where
subsets of rules (one subset per causal implication): A → B , C → D and B ∧ D → E are established by the experts with each
supported by two of them. Note that A = x 1 , B = x 2 , C = x 3 , D = x 4 and E = x 5 . This reveals the underlying uncertainty about
the opinions from different experts and reinforces the need for RF representation. In particular, opinion from expert T 1 is
the one displayed in Fig. 5 . For brevity, others are omitted here. 
4.2. Experimentation and discussion 
4.2.1. Motivation revisited 
Given different expert rules and observations, one way to resolve the problem might be to use a conventional FRI ap-
proach, say T-FRI to implement the required interpolation separately. Suppose that two pairs of expert rules are contained
in a sub-rule base: A 1 → B 1 and A 2 → B 2 , where A 11 → B 11 and A 21 → B 21 are provided by expert T 1 , while A 12 → B 12 and
A 22 → B 22 are provided by expert T 2 . Presented with two observations A ∗1 and A ∗2 , the interpolated result by the use of T-FRI
is a set which contains 4 elements. The computation with respect to the remainder of the subsets of rules follows the same
procedure, resulting in a consequence set of 32 interpolated results, as listed in Table 2 . 
Note that the cardinality of the set of interpolated consequent results increases rapidly along with the increase of the
cardinality of rule subsets and the number of observations. This results in high computational complexity. As outlined previ-
ously, the ﬁrst step of interpolation requires the computation of the closest rules from a given rule base. A distance measure
needs to be employed in order to estimate the proximity between each rule antecedent and the observation. This implies
a time complexity of O ( xyz ), where x is the number of observations to be interpolated, y is the number of antecedent
variables, and z is the number of fuzzy rules involved in the relevant rule subset. 
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Fig. 6. Interpolated results from conventional FRI. 
Table 2 
Interpolated results with T-FRI. 
Values Values Values Values 
E ∗1 (0.771,0.845,0.953) E 
∗
2 (0.805,0.914,0.999) E 
∗
3 (0.767,0.830,0.945) E 
∗
4 (0.799,0.890,0.989) 
E ∗5 (0.775,0.867,0.952) E 
∗
6 (0.809,0.936,0.998) E 
∗
7 (0.772,0.851,0.945) E 
∗
8 (0.802,0.913,0.988) 
E ∗9 (0.786,0.852,0.975) E 
∗
10 (0.821,0.918,0.991) E 
∗
11 (0.781,0.838,0.966) E 
∗
12 (0.814,0.894,0.981) 
E ∗13 (0.792,0.871,0.980) E 
∗
14 (0.826,0.941,0.995) E 
∗
15 (0.788,0.856,0.972) E 
∗
16 (0.819,0.917,0.985) 
E ∗17 (0.678,0.721,0.798) E 
∗
18 (0.710,0.775,0.840) E 
∗
19 (0.675,0.713,0.791) E 
∗
20 (0.698,0.750,0.826) 
E ∗21 (0.682,0.733,0.799) E 
∗
22 (0.712,0.790,0.840) E 
∗
23 (0.679,0.725,0.792) E 
∗
24 (0.701,0.765,0.825) 
E ∗25 (0.685,0.724,0.810) E 
∗
26 (0.717,0.777,0.854) E 
∗
27 (0.681,0.717,0.804) E 
∗
28 (0.705,0.754,0.838) 
E ∗29 (0.708,0.753,0.833) E 
∗
30 (0.742,0.812,0.879) E 
∗
31 (0.704,0.745,0.826) E 
∗
32 (0.730,0.786,0.863) 
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Table 3 
Relevant RF sets for sub-rule base A → B . 
A 1 = 〈 (0 . 14 , 0 . 17 , 0 . 17 , 0 . 2 ;0 . 75 , 0 . 75) , (0 . 1 , 0 . 16 , 0 . 18 , 0 . 26 ;1 , 1) 〉 
Attribute values A 2 = 〈 (0 . 67 , 0 . 71 , 0 . 71 , 0 . 75 ;0 . 62 , 0 . 62) , (0 . 61 , 0 . 68 , 0 . 73 , 0 . 8 ;1 , 1) 〉 
B 1 = 〈 (0 . 22 , 0 . 24 , 0 . 24 , 0 . 27 ;0 . 56 , 0 . 56) , (0 . 16 , 0 . 21 , 0 . 25 , 0 . 34 ;1 , 1) 〉 
B 2 = 〈 (0 . 8 , 0 . 87 , 0 . 87 , 0 . 94 ;0 . 74 , 0 . 74) , (0 . 78 , 0 . 85 , 0 . 9 , 0 . 98 ;1 , 1) 〉 
Observation A ∗ = 〈 (0 . 5 , 0 . 54 , 0 . 54 , 0 . 58 ;0 . 62 , 0 . 62) , (0 . 43 , 0 . 51 , 0 . 56 , 0 . 66 ;1 , 1) 〉 
Table 4 
Relevant RF sets for sub-rule base B ∧ D → E . 
B 3 = 〈 (0 . 05 , 0 . 08 , 0 . 08 , 0 . 11 ;0 . 67 , 0 . 67) , (0 . 02 , 0 . 07 , 0 . 10 , 0 . 17 ;1 , 1) 〉 
Rule 1 D 3 = 〈 (0 . 10 , 0 . 12 , 0 . 12 , 0 . 18 ;0 . 8 , 0 . 8) , (0 . 05 , 0 . 11 , 0 . 13 , 0 . 22 ;1 , 1) 〉 
E 1 = 〈 (0 . 13 , 0 . 16 , 0 . 16 , 0 . 18 ;0 . 71 , 0 . 71) , (0 . 1 , 0 . 15 , 0 . 17 , 0 . 25 ;1 , 1) 〉 
B 4 = 〈 (0 . 38 , 0 . 42 , 0 . 42 , 0 . 45 ;0 . 7 , 0 . 7) , (0 . 32 , 0 . 4 , 0 . 43 , 0 . 5 ;1 , 1) 〉 
Rule 2 D 4 = 〈 (0 . 38 , 0 . 51 , 0 . 51 , 0 . 56 ;0 . 86 , 0 . 86) , (0 . 37 , 0 . 50 , 0 . 53 , 0 . 59 ;1 , 1) 〉 
E 2 = 〈 (0 . 58 , 0 . 60 , 0 . 60 , 0 . 62 ;0 . 4 , 0 . 4) , (0 . 53 , 0 . 57 , 0 . 63 , 0 . 73 ;1 , 1) 〉 
Observation B ∗ = 〈 (0 . 612 , 0 . 682 , 0 . 682 , 0 . 733 ;0 . 64 , 0 . 64) , (0 . 565 , 0 . 639 , 0 . 697 , 0 . 811 ;1 , 1) 〉 
D ∗ = 〈 (0 . 582 , 0 . 679 , 0 . 679 , 0 . 708 ;0 . 39 , 0 . 39) , (0 . 531 , 0 . 564 , 0 . 722 , 0 . 808 ;1 , 1) 〉 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 Suppose that there are m 1 rules in the form of A → B , m 2 rules in C → D , m 3 rules in B ∧ D → E , n 1 observations for
the antecedent of the ﬁrst rule, and n 2 observations for the second. From this, the time complexities for the rule subsets
depicting the relations A → B , C → D and B ∧ D → E are O ( m 1 n 1 ), O ( m 2 n 2 ) and O ( m 1 n 1 m 2 n 2 m 3 ), respectively. Apart from
the computational complexity, this leads to diﬃculty in determining or interpreting the ﬁnal result. For example, consider
two interpolated results E ∗8 = (0 . 802 , 0 . 913 , 0 . 988) and E ∗25 = (0 . 685 , 0 . 724 , 0 . 810) . Using the method in [33] , the similarity
between these two fuzzy sets is 0.002. In this case, it is diﬃcult to make a choice given the almost completely different
conclusions. Clearly, it is important to be able to obtain a single consensus opinion which summarises the information
contained in disparate or diverging opinions. Fortunately, the proposed RF approach can be applied without suffering from
the above diﬃculty. All such uncertain relations can be captured using RF sets and the conclusion can be derived by RF rule
interpolation. 
4.2.2. Application of RF-based FRI 
An RF rule base and observation can be built on top of those single-expert rule bases and observations using Eq. (4) , with
examples shown in Fig. 7 . That is, all fuzzy values for a single underlying variable are aggregated into an RF set, where the
uncertainty is described by the lower and upper approximations. For this example, for simplicity, each variable is associated
with two fuzzy values. Such a rule base and observation includes different levels of uncertainty and represents them as RF
sets. Also, they are considered in the process of interpolation in order to obtain consensus inference conclusions. 
The resultant RF sets for A → B are listed in Table 3 . The interpolation process is described as follows: 
1. The lower and upper Reps, shape diversity factors and weight factors are calculated according to Eqs. (9) , (10) and (11) ,
respectively. 
2. The overall Reps, Rep (A 1 ) = 0 . 486 , Rep (A ∗) = 0 . 842 , Rep (A 2 ) = 1 . 002 , are calculated from Eq. (12) . A ′ =
〈 (0 . 505 , 0 . 542 , 0 . 542 , 0 . 579 ;0 . 66 , 0 . 66) , (0.452, 0.519, 0.559, 0.632; 1, 1) 〉 and B ′ = 〈 (0 . 620 , 0 . 674 , 0 . 674 , 0 . 732 ; 0.68,
0.68), (0.588, 0.651, 0.698, 0.781; 1, 1) 〉 are then computed. 
3. The scale rates s L 
B 0 
= 1 . 084 , s U 
B 0 
= 1 . 273 , s U 
B 1 
= 1 . 229 , the move ratios M L 
B 0 
= −0 . 179 , M U 
B 0 
= 0 . 093 and the height rate
h B 1 = 0 . 939 in the integrated transformation from A ′ and A ∗ are calculated with regard to Eqs. (21) , (24) and (25) , re-
spectively. 
4. The scale rates, move ratios and height rate are used to transform B ′ to the interpolated conclusion B ∗ =
〈 (0 . 612 , 0 . 682 , 0 . 682 , 0 . 733 ;0 . 64 , 0 . 64) , (0.565, 0.639, 0.697, 0.811; 1, 1) 〉 , as summarised in Fig. 7 . 
Since the interpolation for calculating D ∗ from C → D is similar to the above process, it is omitted here to avoid rep-
etition. Having generated B ∗ and D ∗, B ∧ D → E is then utilised to derive the ﬁnal result. The RF sets involved are listed in
Table 4 . 
Note that both given rules in the form of B ∧ D → E lie on one side of the observation, the problem of interpolation
therefore becomes that of extrapolation. However, the extension of RF rule interpolation to extrapolation is straightforward.
1. For the ﬁrst antecedent, the distances between B 3 , B 4 and the previously interpolated B 
∗ are calculated by Eq. (13) . The
weights are calculated and normalised using Eqs. (15) and (16) , respectively, resulting in the new weights of 0.30 and
0.70. The normalised weights together with the parameter δB = 0 . 60 , which is computed by Eq. (18) , are then used to
generate the required intermediate fuzzy set B ′ = 〈 (0 . 634 , 0 . 671 , 0 . 671 , 0 . 701 ;0 . 69 , 0.69), (0.584, 0.654, 0.684, 0.754; 1,
1) 〉 , according to Eq. (17) . D ′ can then be calculated in the same way. 
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Fig. 7. Interpolated results from RF rule interpolation. 
 
 
 
 
 
 
 
 
 2. To compute the consequent, the averaged weights of 0.26 and 0.74, and δE = 0 . 49 are calculated using Eq. (20) . From this,
the intermediate output E ′ = 〈 (0 . 772 , 0 . 794 , 0 . 794 , 0 . 814 ;0 . 48 , 0 . 48) , (0 . 727 , 0 . 770 , 0 . 819 , 0 . 914 ; 1, 1) 〉 is obtained using
Eq. (19) . 
3. The average of two support scale rates (1.81 and 0.79) of the LAs is computed according to Eqs. (21) , (22)
and (23) , resulting in s L 
E 0 
= 1 . 30 and forming the scale rate of the aggregated LA. The scale rates of the ag-
gregated UA s U 
E 0 
= 1 . 38 and s U 
E 1 
= 3 . 31 can then be generated following the same procedure. Similarly, the aggre-
gated move ratios M L E 0 
= 0 . 81 and M U 
E 0 
= 1 . 41 are calculated from two move ratios (0.24 and 1.37) of the LAs
and two move ratios (0.60 and 2.22) of the UAs using Eq. (24) . These, together with the aggregated height
rate, namely, the average h E 1 = 0 . 46 from Eq. (25) , are employed to transform E ′ , achieving the ﬁnal result E ∗ =〈 (0 . 773 , 0 . 779 , 0 . 779 , 0 . 829 ;0 . 22 , 0 . 22) , (0 . 690 , 0 . 702 , 0 . 855 , 0 . 961 ;1 , 1) 〉 . The interpolated result is again illustrated in
Fig. 7 . 
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Table 5 
Involved RF sets for Singleton-valued Interpolation. 
˜ A 1 = 〈 (3 , 3 , 3 ;1) , (3 , 3 , 3 ;1) 〉 
Attribute values ˜ A 2 = 〈 (12 , 13 , 13 . 5 ;0 . 6) , (11 , 13 , 14 ;1) 〉 
˜ B 1 = 〈 (4 , 4 , 4 ;1) , (4 , 4 , 4 ;1) 〉 
˜ B 2 = 〈 (10 . 5 , 11 . 5 , 12 ;0 . 5) , (10 , 11 . 5 , 13 ;1) 〉 
Observation ˜ A ∗ = 〈 (6 , 7 , 8 ;0 . 6) , (5 , 7 , 9 ;1) 〉 
1
 0  1  2  3  4  5  6  7  8  9  10  11  12  13  14  15 x
µ A~1 A
~
2A
~*
1
 0  1  2  3  4  5  6  7  8  9  10  11  12  13  14  15 y
µ B~1 B
~
2B
~*
Fig. 8. A single antecedent case with singleton-valued conditions. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 Note that this ﬁgure reﬂects the distribution of those results shown in Fig. 6 . In particular, the shape of the resultant RF
set is similar to the shape distribution of those 32 interpolated sets, whereas the computational complexity of the former is
much lower than that of the latter. This can be seen by comparing the calculated time complexities of the former, which are
O ( m 1 ), O ( m 2 ) and O ( m 3 ), respectively. It is obvious that the reduction in computation complexity is signiﬁcant, especially
when the number of observations becomes large for a given application. In addition, since a majority of the 32 results are
closer to the second rule (see Table 4 and Fig. 6 ), the resultant RF set is also closer to the consequent of this rule. This
demonstrates that the present approach corresponds to the intuition for its development. 
5. Further evaluation 
5.1. Speciﬁc cases 
The RF rule interpolation and extrapolation processes have been illustrated in the previous section. However, the partic-
ular application does not offer a scenario to test speciﬁc cases where rules involve singleton ‘fuzzy’ values or where RF sets
degenerate to conventional fuzzy sets. These cases are empirically checked below. 
5.1.1. Singleton-valued interpolation 
This case considers one single antecedent variable involving singleton-valued conditions. The relevant RF sets are listed
in Table 5 . 
The interpolated conclusion ˜ B ∗ = 〈 (5 . 98 , 7 . 04 , 7 . 98 ;0 . 57) , (5 . 27 , 6 . 66 , 9 . 27 ; 1) 〉 is calculated following the procedures de-
scribed in Sections 2 and 3 , as shown in Fig. 8 . It follows that if certain components involved in the given rules are singleton-
valued, the interpolated conclusion remains an RF set given an RF observation. This has a clear intuitive appeal. 
5.1.2. Degenerated interpolation 
The concept of RF sets extends that of conventional fuzzy sets, while the RF rule interpolation extends from the existing
T-FRI. When there is no higher order uncertainty involved, i.e., the LA coincides with the LU, an RF set degenerates to
a conventional fuzzy set. If all of the sets under consideration in the implementation of interpolation/extrapolation are
conventional fuzzy sets, then the results obtained by the proposed approach are identical to those of T-FRI. The example in
Fig. 9 illustrates this. 
Consider a case where all of the RF sets concerned degenerate to conventional fuzzy sets, i.e., ˜ A ∗L = ˜ A ∗U , ˜ A L 
k 
= ˜ A U 
k 
and
˜ B L 
k 
= ˜ B U 
k 
, k = 1 , 2 . Let ˜ A ∗, ˜ A 1 , ˜ A 2 , ˜ B 1 and ˜ B 2 be RF sets, where all the terms are listed in Table 6 . 
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Fig. 9. Interpolation when RF sets degenerate to conventional fuzzy sets. 
Table 6 
Involved RF sets for Degenerated Interpolation. 
˜ A 1 = 〈 (0 , 4 , 5 , 6 ;1 , 1) , (0 , 4 , 5 , 6 ;1 , 1) 〉 
Attribute values ˜ A 2 = 〈 (11 , 12 , 13 , 14 ;1 , 1) , (11 , 12 , 13 , 14 ;1 , 1) 〉 
˜ B 1 = 〈 (0 , 2 , 3 , 4 ;1 , 1) , (0 , 2 , 3 , 4 ;1 , 1) 〉 
˜ B 2 = 〈 (10 , 11 , 12 , 13 ;1 , 1) , (10 , 11 , 12 , 13 ;1 , 1) 〉 
Observation ˜ A ∗ = 〈 (6 , 6 , 9 , 10 ;1 , 1) , (6 , 6 , 9 , 10 ;1 , 1) 〉 
Table 7 
RMSE% for the benchmark datasets. 
Yacht Servo 
Partitions Expert 1 Expert 2 Expert 3 RF Expert 1 Expert 2 Expert 3 RF 
2 30.90( ∗) 30.46( ∗) 30.02( ∗) 25.80 26.20( ∗) 25.60( ∗) 25.00( ∗) 23.83 
3 19.50( ∗) 19.93( ∗) 19.64( ∗) 19.10 15.13(-) 15.45( ∗) 15.74( ∗) 15.29 
4 18.72( ∗) 19.82( ∗) 21.20( ∗) 17.31 12.59( ∗) 12.78( ∗) 13.22( ∗) 12.19 
5 16.53(-) 18.21( ∗) 18.52( ∗) 16.59 11.60( ∗) 11.78( ∗) 12.29( ∗) 11.36 
6 14.72(v) 16.10(-) 17.87( ∗) 16.10 11.50( ∗) 11.50( ∗) 12.07( ∗) 11.24 
7 15.23(v) 16.35( ∗) 16.01( ∗) 15.52 11.29( ∗) 11.30( ∗) 11.59( ∗) 11.01 
Concrete Housing 
2 18.10( ∗) 18.06(-) 18.03(-) 18.05 17.26(-) 17.22(-) 17.13(v) 17.21 
3 16.82(-) 16.94( ∗) 17.01( ∗) 16.85 16.65( ∗) 16.10( ∗) 15.54(-) 15.75 
4 15.09( ∗) 14.84(-) 14.62(v) 14.85 15.15( ∗) 14.70(-) 14.44(v) 14.73 
5 13.54(v) 14.65(-) 14.62(-) 14.63 14.09( ∗) 13.89(-) 13.61(v) 13.86 
6 13.47( ∗) 13.34(-) 14.66( ∗) 13.36 13.51(-) 13.57(-) 13.66(-) 13.56 
7 13.14(v) 13.49( ∗) 14.42( ∗) 13.28 12.98(v) 13.19(-) 13.42( ∗) 13.16 
 
 
 
 
 
 
 
 Using the proposed approach, the interpolated conclusion ˜ B ∗ = 〈 (5 . 23 , 5 . 23 , 7.61, 8.32; 1, 1), (5.23, 5.23, 7.61, 8.32; 1, 1) 〉
is obtained, as shown in Fig. 9 . The details of the calculation are omitted here to avoid repetition. It follows that if all given
sets are conventional fuzzy sets, the interpolated result is indeed the same as that achieved using the classical T-FRI. 
5.2. Additional application case studies 
Further to the examples previously shown, the proposed approach has also been evaluated against further applications
for decision support, by adapting UCI-MLR benchmark datasets [34] , including Yacht Hydrodynamics , Servo , Concrete Com-
pressive Strength , and Housing . 
Table 7 shows the results of the averaged root-mean-square error (RMSE) values computed over 10 times 10-fold
cross-validation [35,36] , in relation to K ( K = 2 , . . . , 7 ) partitions (i.e., the underlying domain of each variable is divided
into 6 fuzzy values) and N ( N = 6 ) closest rules that are used to interpolate the conclusions. The results are compared to
those achieved by individual T-FRI interpolations that each implement the interpolation with the opinion provided by one
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 particular expert. In order to assess the statistical signiﬁcance of the obtained results, a Paired T -test is used. A signiﬁcance
level of 0.05 is employed in these tables for the achieved accuracies. The RF approach is utilised as a reference, and those
results which are better, worse and of no statistical signiﬁcance are marked with ‘(v)’, ‘( ∗)’ and ‘(-)’, respectively. 
As reﬂected in the results, the accuracies from three T-FRI interpolations are unstable. That is, the opinions from an ex-
pert may perform well in certain partitions, but badly in others. Theoretically, this is acceptable as one is only an expert in a
particular ﬁeld, namely, the necessary expertise may only be available for a certain concept. However, this leads to diﬃculty
for decision making in practical applications when a consensus of multiple experts or a group-based opinion is required.
Fortunately, the performance of the proposed RF approach is generally better than that of T-FRI in isolation, reﬂecting an
important advantage of the proposed approach. 
6. Conclusion 
This paper has proposed a novel approach for both representing the knowledge involving higher order uncertainty and
facilitating rule interpolation with such knowledge. It has introduced the concept of rough-fuzzy (RF) sets, via the use of
lower and upper approximation membership functions and presented an algorithm for RF rule interpolation. A number of
examples have been provided in the paper in order to illustrate the algorithm’s potential, including a realistic problem
that predicts diarrhoeal disease rates in roadless villages. These examples demonstrate that the proposed approach is of a
natural appeal for interpolation and extrapolation when dealing with different levels of uncertainty that conventional FRI
techniques may otherwise ignore. In particular, through RF set-based interpolation, the exploitation of uncertain knowledge
across multiple opinions offered by different experts is facilitated, leading to improved results over the use of only expertise
offered by an individual expert. 
The work offers many areas for further investigation. For example, the opinion of an individual in a group may be distinct
from the others, which may result in an empty lower approximation and hence, diﬃculty for the task of group decision mak-
ing. However, all of the individual experts should contribute to the outcome, although one outlier should not dominate the
overall result. Ordered weighted averaging (OWA) operators [37–39] may be applied to enhance the ability of this approach.
Also, certain rules may be very useful or even crucial, but others may be less useful (and may even contain misleading
information). A weighting scheme should therefore be assigned to the rules in order to express the belief of usefulness re-
lated to each rule. It would be interesting to investigate the performance of the approach by learning the weights from the
constructed rule bases [40] . In addition, scaled-up real-world applications would help to further evaluate the full eﬃcacy
and potential of this work. 
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