In this paper, we construct a Grassmann extension of a Yang-Baxter map which first appeared in [16] and can be considered as a lift of the discrete potential Korteweg-de Vries (dpKdV) equation. This noncommutative extension satisfies the Yang-Baxter equation, and it admits a 3 × 3 Lax matrix. Moreover, we show that it can be squeezed down to a system of lattice equations which possesses a Lax representation and whose bosonic limit is the dpKdV equation. Finally, we consider commutative analogues of the constructed Yang-Baxter map and its associated quad-graph system, and we discuss their integrability.
Introduction
Noncommutative extensions of integrable systems have been of extensive interest over the last few decades. Recently, in [11] , a method was presented for constructing super (Grasmmann-extended) differentialdifference and difference-difference systems via noncommutative extensions of Darboux transformations. This motivated further study of discrete integrable systems on Grassmann algebras [35, 36, 37] , as well as Grassmann extensions of Yang-Baxter maps [10, 15] .
The theory of Yang-Baxter maps, namely set-theoretical solutions of the Yang-Baxter equation, has a fundamental role in the theory of integrable systems. The study of such solutions was formally proposed by Drinfel'd in [8] . Yang-Baxter maps and several connections with discrete integrable systems were extensively studied over the past couple of decades (indicatively we refer to [2, 6, 9, 13, 27, 29, 33, 34] ). Lax representations [32] of Yang-Baxter maps are of particular interest, since they are associated with refactorization problems of polynomial matrices, invariant spectral curves of transfer maps [33, 34] , r-matrix Poisson structures [16, 18] , and they also possess a natural connection with integrable 2 Preliminaries
Grassmann algebra
Here, we give all the definitions related to Grassmann algebras that are essential for this paper. However, for more information on Grassmann analysis one can consult [3] .
Consider G to be a Z 2 -graded algebra over C. Thus, G, as a linear space, is a direct sum G = G 0 ⊕ G 1 (mod 2), such that G i G j ⊆ G i+j . The elements of G that belong either to G 0 or to G 1 are called homogeneous, the ones in G 1 are called odd (or fermionic), while those in G 0 are called even (or bosonic).
The parity |a| of an even homogeneous element a is 0, while it is 1 for odd homogeneous elements, by definition. The parity of the product |ab| of two homogeneous elements is a sum of their parities: |ab| = |a| + |b|. Now, for any homogeneous elements a and b, Grassmann commutativity means that ba = (−1) |a||b| ab . This implies that if α ∈ G 1 , then α 2 = 0, and αa = aα, for any a ∈ G 0 .
The notions of the determinant and the trace of a matrix in G are defined for square matrices, M , of
The blocks P and L are matrices with even entries, while Π and Λ possess only odd entries. In particular, the superdeterminant of M , which is usually denoted by sdet(M ), is defined to be the following quantity
where det(·) is the usual determinant of a matrix, while the supertrace, which is usually denoted by str(M ), is defined as
where tr(·) is the usual trace of a matrix. Henceforth, we adopt the following notation: We denote all even variables in G 0 by Latin letters, whereas for odd variables in G 1 we use Greek letters.
Yang-Baxter equation and Lax representations in the Grassmann case
where
is said to be a Grassmann extended Yang-Baxter map, if it satisfies the Yang-Baxter equation:
where the maps
where π 12 is the involution defined by π 12 ((x, χ), (y, ψ), (z, ζ)) = ((y, ψ), (x, χ), (z, ζ)). It is obvious from the above definition that definitions of Yang-Baxter maps in the Grassmann and commutative cases coincide. The only difference is the set of the objects of the maps. Additionally, map (1) is called
Furthermore, if two parameters a, b ∈ G 0 are involved in the definition of (1), namely we have a map
satisfying the parametric Yang-Baxter equation
we shall be using the term Grassmann extended parametric Yang-Baxter map. According to [32] , a Lax matrix of the parametric Yang-Baxter map (2) , is a matrix L, with Grassmannvalued entries in this case, depending on the point (x, χ) ∈ V G , a parameter a and a spectral parameter λ, such that
The refactorization equation (4) does not always admit a unique solution with respect to u, ξ, v, η. In fact, if (4) is equivalent to ((u, ξ), (v, η)) = S a,b ((x, χ), (y, ψ)), then the Lax matrix L is said to be strong [18] . Moreover, general solutions of (4) are not always Yang-Baxter maps. For the Yang-Baxter property one may use the following trifactorisation criterion: If the following matrix refactorisation problem (2) is a Yang-Baxter map [16, 33] .
Similarly to the commutative case, the quantity str(L b (y, ψ; λ)L a (x, χ; λ)) constitutes a generating function of invariants for map S a,b
2 . This can be verified by applying the supertrace to both parts of the Lax equation (4).
Integrable equations on quad-graphs
Let w be a function of two discrete variables n and m. Let also S and T be the shift operators in the n and m direction of a two-dimensional lattice, respectively. We shall be using the notation: w 00 ≡ w, w ij = S i T j f ; for example, w 10 = w(n + 1, m), w 01 = w(n, m + 1) and w 11 = w(n + 1, m + 1).
Next, we consider equations defined at the vertices of an elementary quadrilateral (see A Lax representation of (5) is an equation
for a pair of matrices L, M , equivalent to (5) . In many cases, as in the one we focus in this paper, L = M . The three dimensional consistency property is a sufficient (but not necessary) condition for a quad-graph equation to possess a Lax representation [4, 23] . In the case of a lift of a quad-graph equation (or system of equations) to a Yang-Baxter map, as presented in [26] , it can be proven that the Lax matrix of the Yang-Baxter map coincides with the Lax matrix (for L = M in (6)) of the corresponding equation [19] . In many cases, as in the case we investigate in this paper, the converse also holds. That is, the Lax matrix of the initial equation is also a Lax matrix of its lift. As in the case of Yang-Baxter maps, we can consider quadrilateral equations and Lax representations defined on Grassmann variables.
Noncommutative dpKdV lift
In [16] it was shown that the following symplectic Yang-Baxter map
can be squeezed down to the well-celebrated dpKdV equation
This result was based on the simple observation that y 1 = x 2 implies u 1 = v 2 . In particular, if we set
This map was derived as a limit of a non-degenerate Yang-Baxter map, and it satisfies the Lax equation
, where
At the same time, L a is a Lax matrix of the dpKdV equation, namely equation (8) is equivalent to
In general, the Lax matrices of Yang-Baxter maps and quadrilateral equations are not unique. For instance, it is obvious that, the following matrix
is also a Lax matrix for both the Yang-Baxter map (7) and the dpKdV equation. Our basic aim is to extend the Yang-Baxter map (7) and, consequently, the dpKdV equation to a Grassmann case, by adding two more even variables χ 1 and χ 2 as entries of the Lax matrix. Thus, following [10, 11, 15] , we consider the matrix
This matrix satisfies the following two basic properties. Its bosonic limit is the Lax matrixL
We have to notice that this is not the only possible extension ofL a satisfying these two properties. However, in this paper, we shall focus on the case of matrix (9), which constitutes a Lax matrix of a noncommutative Yang-Baxter map and its corresponding quadrilateral system. In particular, we begin with the following lemma.
where L a = L a (x, χ χ χ) is given by (9) is equivalent to the following system
Proof. Equation (10) is equivalent to ξ 2 = ψ 2 , η 1 = χ 1 , equation (12) and the following system
for variables u 1 , u 2 , ξ 1 , v 1 , v 2 and η 2 . Now, from (13d) follows that
Substituting the latter into (13b) and using (12), we obtain
which implies
Consequently, using (13a), we derive
In addition, equations (13d) and (13e) imply the following
respectively. Multiplying both numerators and denominators of the above fractions with the conjugate expression of the denominator "x 1 − y 2 − χ 1 ψ 2 ", and taking into account the fact that χ 2 1 = ψ 2 2 = 0 (since χ 1 , ψ 2 ∈ G 0 ), we obtain ξ 1 and η 2 .
Since equation (12) is valid for any value of u 2 , v 1 ∈ G 0 , system (11)- (12) is not defining a map, but a correspondence. Yet, this correspondence does not satisfy the Yang-Baxter equation for any u 2 , v 1 ∈ G 0 satisfying (12) . Nevertheless, as the following theorem states, a particular solution of (12) defines a Yang-Baxter map. 
defined by
, is a parametric Yang-Baxter map, with Lax matrix L a given by (9) , that satisfies
Furthermore, S a,b admits the following invariants
and its bosonic limit is the lift of the dpKdV equation (7).
Proof. See Appendix.
Squeeze down to a noncommutative dpKdV system
In this section, we show that the Yang-Baxter map of theorem 3.0.2 can be squeezed down to a system of equations on a quad-graph, which possesses a Lax representation. This system is defined with three fields on each vertex of an elementary quadrilateral, one even and two odd. Its bosonic limit leads to the dpKdV equation.
Similarly to [19, 26] , we prove the following proposition for a specific class of Yang-Baxter maps. 
and associated Lax matrix L a = L a (x 1 , x 2 , χ 1 , χ 2 ), where x i ∈ G 0 and χ i ∈ G 1 , i = 1, 2. Then, the following system of equations f 01 = F a,b (f 10 , f, f 11 , τ, φ 11 ),
satisfies the Lax equation
Proof. Setting
, ψ 1 = τ 10 and ξ 2 = ψ 2 = φ 11 , then equations (19) and (20) imply u 1 = v 2 = f 01 , ξ 1 = τ 01 and η 2 = φ 01 . Finally, substituting these values to (17), we obtain (21). 
admits the Lax representation (21) with Lax matrix
Its bosonic limit is the dpKdV equation (8).
Proof. Due to Proposition 4.0.3, from (16a), (16c) and (16h), we obtain the following system of equations
which can be rewritten in the form of system (22) . The Lax matrix (23) is derived from (9) by setting (x 1 , x 2 , χ 1 , χ 2 ) → (f, f 10 , τ, φ 10 ). Finally, by setting τ = τ 10 = τ 01 = 0 and φ 10 = φ 01 = φ 11 = 0 in (22) , it follows that f satisfies the classical dpKdV equation.
Integrable commutative analogues
Given the map (15), the question arises as to weather it preserves the Yang-Baxter property, if we consider all variables in (16) to be commutative. Although the answer is negative, if we consider the version of the map before simplifying the entries ξ 1 and η 2 in (16c) and (16h), respectively, using the properties of odd variables (see (14)), then the corresponding map with all its variables being considered as even satisfies the Yang-Baxter equation. That is, the following map
which is defined by
is a parametric Yang-Baxter map, and possesses the following (not strong) Lax representation:
and x := (x 1 , x 2 , X 1 , X 2 ). By direct calculation, we can prove that this Lax matrix is associated with the Sklyanin bracket [28, 30] . Specifically, we have the following.
with r(x ⊗ y) = y ⊗ x, iff {x 1 , x 2 } = {X 1 , X 2 } = 1 and {x 1 ,
The map (24) is Poisson with respect to the corresponding extended bracket in V × V , i.e.
It can be readily verified that map (24)- (25) admits the following functionally independent integrals
which are in involution with respect to the Poisson bracket π. Thus, map (24)- (25) is completely integrable in the Liouville sense. Given a Yang-Baxter map, we are mostly interested in studying the integrability of the corresponding transfer maps which occur by considering periodic initial value problems on quadrilateral lattices [17, 24, 33, 34] . In this framework, the Sklyanin bracket provides an efficient approach to prove the Liouville integrability. The comultiplication property of the Sklyanin bracket states that the monodromy matrix will also satisfy equation (27) , which, in our case, is equivalent to the canonical Poisson structure in (V ×V ) n , and the corresponding transfer maps preserve this Poisson structure. Furthermore, the Sklyanin bracket ensures the involutivity of the integrals derived by the trace of the corresponding monodromy matrix, which consists of products of local Lax matrices. However, we have to mention that, in this particular case, the spectrum of the monodromy matrix does not provide enough integrals to claim the Liouville integrability of the transfer maps. Even in the simplest case of transfer map, namely the map Y a,b itself (one periodic problem), we derive only three integrals from the spectrum of the corresponding monodromy matrix M = L b (y)L a (x). That is, integrals I 1 , I 2 and I 4 , while I 3 was derived simply by inspection. For these kind of integrals, as the latter, we have to prove directly that they are in involution with the rest.
In a similar way as in the noncommutative case, map (24)-(25) can be squeezed down to the following system
which possesses the Lax representation
with Lax matrix (derived from the corresponding Lax matrix of Y a,b )
Remark 5.0.7. The Lax representations of Yang-Baxter maps and of quad-graph equations are invariant under conjugation. In this sense, the Lax matrix (29) is equivalent to Boussinesq system [5, 21, 31] . The main difference is that the 2 × 2 up-right block of the Boussinesq Lax matrix is the identity matrix instead of the symplectic block that appears in (30) . This crucial difference indicates that the Lax matrices and the corresponding systems are not equivalent. Similarly, there is a Yang-Baxter map (not equivalent to (25)), associated with the Boussinesq system.
Conclusions
We constructed a Grassmann extension of a Yang-Baxter map, namely map (15)- (16), from a "lift" of the famous dpKdV equation, and we proved that it possesses the Yang-Baxter property. We showed that this map can be squeezed down to a Grassmann quad-graph dpKdV system, i.e. system (20) , with three fields on each vertex of the quad-graph; one even and two odd. Both our Yang-Baxter map (15)- (16) and system (20) have quite simple form and possess zero curvature representations with 3 × 3 binomial (with respect to the spectral parameter λ) Lax matrices. Finally, we studied the commutative analogues of these constructions, and we proved that they satisfy similar properties. We believe that our results can be extended in several ways. In particular, something that deserves further investigation is the relation of map (15)- (16) with integrable PDEs. In [10, 15] , the associated Lax matrices of the derived Yang-Baxter maps constitute Darboux transformations of certain PDEs of NLS and generalised KdV type, respectively. We believe that, if the entries of Lax matrix (9) are viewed as potential functions, then matrix (9) may constitute a Darboux transformation of some (noncommutative) integrable system of PDEs.
Moreover, we believe that similar Grassmann extensions can be constructed for various integrable quad-graph equations and their corresponding Yang-Baxter maps. It would be interesting to investigate this problem in the case of the equations of the ABS classification list.
Finally, regarding the commutative analogues presented in the last section, we believe that a systematic study of the Liouville integrability of periodic reductions of system (28) , as well as of higher dimensional transfer maps of the Yang-Baxter map (24) , deserves further investigation. It seems that the Sklyanin bracket provides the right framework to deal with this kind of problems [19] . (x 1 , x 2 , χ 1 , χ 2 , y 1 , y 2 , ψ 1 , ψ 2 , z 1 , z 2 , ζ 1 , ζ 2 ) = (x 1 , x 2 , χ 1 , χ 2 ,ỹ 1 ,ỹ 2 ,ψ 1 ,ψ 2 ,z 1 ,z 2 ,ζ 1 ,ζ 2 ) ; S (x 1 , x 2 , χ 1 , χ 2 , y 1 , y 2 , ψ 1 , ψ 2 , z 1 , z 2 , ζ 1 , ζ 2 ) = (x 1 ,x 2 ,χ 1 ,χ 2 ,ỹ 1 ,ỹ 2 ,ψ 1 ,ψ 2 ,z 1 ,z 2 ,ζ 1 ,ζ 2 ) ; S (x 1 , x 2 , χ 1 , χ 2 , y 1 , y 2 , ψ 1 , ψ 2 , z 1 , z 2 , ζ 1 , ζ 2 ) = (x 1 ,x 2 ,χ 1 ,χ 2 ,ỹ 1 ,ỹ 2 ,ψ 1 ,ψ 2 ,z 1 ,z 2 ,ζ 1 ,ζ 2 ) . Now, using the right side of the Yang-Baxter equation,
In this notation, applying the left part of the Yang-Baxter equation (3) to the product
, and using (31) consecutively, it follows that:
On the other hand, applying the right side of equation (3):
Comparing (32) and (33), equation
where L a ≡ L a (x 1 , x 2 , χ 1 , χ 2 ) is given by (9) . We need to show that the matrix refactorisation problem (34) implies that x 1 =x 1 ,χ 1 =χ 1 ,x 1 =x 1 ,z 2 =ẑ 2 ,χ 1 =χ 1 ,ζ 2 =ζ 2 ,z 2 =ẑ 2 , andζ 2 =ζ 2 .
Indeed, equation (34) implies the following system of equations:
Regarding the invariants, the supertrace of the quantity L b (y, ψ ψ ψ)L a (x, χ χ χ) reads: str(L b (y, ψ ψ ψ)L a (x, χ χ χ)) = 2λ + (y 1 − x 2 )(x 1 − y 2 ) − χ 1 χ 2 − ψ 1 ψ 2 − a − b − 1.
Thus, I = (y 1 −x 2 )(x 1 −y 2 )−χ 1 χ 2 −ψ 1 ψ 2 −a−b−1 = I 1 −I 2 −a−b−1 is invariant of the map {(15)−(16)}, where I 1 and I 2 are given by (18a) and (18b), respectively. However, it can be readily verified that I 1 and I 2 are invariants themselves. In addition, it can be verified by straightforward calculation that I 3 and I 4 in (18c) and (18d), respectively, are also invariants of the map {(15) − (16)}.
For the bosonic limit, we set χ 1 = χ 2 = ψ 1 = ψ 2 = 0 in (16), which implies ξ 1 = ξ 2 = η 1 = η 2 = 0. Thus, the retrieved map coincides with map (7).
