Multiple design iterations often require repeated stress analyses to be performed as the design is modified slightly. A method is presented that combines the meshless stress analysis method with a reanalysis technique to avoid repeating the time-consuming steps of remeshing and solving for small design changes. An iterative reanalysis method based on the preconditioned conjugate gradient method is introduced and compared to the linear Taylor series, simple iteration, and combined approximations reanalysis methods. The asymptotic running time is presented for each reanalysis method, and accuracy is compared for two example problems: a cantilever beam and a hole-in-plate. Results show the Taylor series to have the fastest run time, followed in order by simple iteration, preconditioned conjugate gradient, and combined approximations. For the two example problems, accuracy of the simple iteration method is poor for design changes greater than 5%. Taylor series accuracy depends greatly on the choice of the design variable, the example problem, and the method for computing the sensitivity. The combined approximations and preconditioned conjugate gradient methods both demonstrate less than 10% error up to a 100% change in height for the cantilever beam and 30% change in radius for the hole-in-plate example. Multiple design iterations often require repeated stress analyses to be performed as the design is modified slightly. A method is presented that combines the meshless stress analysis method with a reanalysis technique to avoid repeating the time-consuming steps of remeshing and solving for small design changes. An iterative reanalysis method based on the preconditioned conjugate gradient method is introduced and compared to the linear Taylor series, simple iteration, and combined approximations reanalysis methods. The asymptotic running time is presented for each reanalysis method, and accuracy is compared for two example problems: a cantilever beam and a hole-in-plate. Results show the Taylor series to have the fastest run time, followed in order by simple iteration, preconditioned conjugate gradient, and combined approximations. For the two example problems, accuracy of the simple iteration method is poor for design changes greater than 5%. Taylor series accuracy depends greatly on the choice of the design variable, the example problem, and the method for computing the sensitivity. The combined approximations and preconditioned conjugate gradient methods both demonstrate less than 10% error up to a 100% change in height for the cantilever beam and 30% change in radius for the hole-in-plate example. 
Multiple design iterations often require repeated stress analyses to be performed as the design is modified slightly. A method is presented that combines the meshless stress analysis method with a reanalysis technique to avoid repeating the time-consuming steps of remeshing and solving for small design changes. An iterative reanalysis method based on the preconditioned conjugate gradient method is introduced and compared to the linear Taylor series, simple iteration, and combined approximations reanalysis methods. The asymptotic running time is presented for each reanalysis method, and accuracy is compared for two example problems: a cantilever beam and a hole-in-plate. Results show the Taylor series to have the fastest run time, followed in order by simple iteration, preconditioned conjugate gradient, and combined approximations. For the two example problems, accuracy of the simple iteration method is poor for design changes greater than 5%. Taylor series accuracy depends greatly on the choice of the design variable, the example problem, and the method for computing the sensitivity. The combined approximations and preconditioned conjugate gradient methods both demonstrate less than 10% error up to a 100% change in height for the cantilever beam and 30% change in radius for the hole-in-plate example. With current pressures on industry to reduce time-to-market for products, the FEM or BEM is commonly used late in the design process, when only small changes can be made to a product and few reanalyses are needed. The goal of our work is to develop fast reanalysis methods so that these results can be used early in the design process where crucial product geometry is determined. Optimization routines and real-time interactive design programs 1 both require repeated stress analyses as the design is modified. A typical linear stress analysis for a continuum problem involves meshing, assembling a linear system of equations, solving, and postprocessing. The method presented here combines the meshless stress analysis method with a reanalysis technique to avoid repeating the most time-consuming steps of remeshing and solving. An iterative reanalysis method based on the preconditioned conjugate gradient method (PCG) is introduced and reanalysis techniques are combined with the meshless method for the first time. In Sec. II, the system of equations generated by the meshless method is described. In Sec. III, the Taylor series, simple iteration, combined approximations (CA), and PCG reanalysis methods are described and an asymptotic running time analysis is performed for each method. Finally, in Sec. IV, speed and accuracy for the reanalysis methods used in two example problems are compared. The PCG is shown to outperform the other methods for the given example problems.
Nomenclature

II. Meshless Method Linear System
Remeshing can be avoided by modifying the original mesh along with the design geometry. However, inaccuracies can arise when the design changes significantly and the mesh becomes distorted. Meshless methods have been developed to avoid inaccuracies associated with mesh distortion; however, traditional meshless methods can be 4-10 times slower than the FEM. 2 Recently, Chen et al. 3 introduced the stabilized conforming nodal integration for the reproducing kernel meshless method. This method utilizes nodal integration and assembles the meshless stiffness matrix in the same order of time as the FEM. The meshless stiffness matrix is also sparse, which allows it to be solved efficiently. Use of the Chen et al. nodal integration meshless method avoids remeshing modified designs and makes fast stress reanalysis possible for continuum problems.
In the meshless method, a reproducing kernel approximation is used to approximate the unknown displacements in terms of displacement coefficients at each node. Strains are calculated using the Chen et al. strain smoothing stabilization, and these strains are introduced into the Galerkin approximation. Nodal integration is then performed to obtain a linear system of equations and the essential (displacement) boundary conditions are applied. The resulting linear system has the following form:
The K matrix produced by the meshless method is symmetric, positive definite, and sparse with more nonzero elements per row than the FEM. This increased number of nonzeros, which may be measured in terms of matrix bandwidth, is a characteristic of meshless methods. The larger bandwith is related to the meshless shape function support size, which couples an increased number of analysis model nodes over the finite element method. Kim et al. present a discussion and example of this additional matrix bandwidth with the reproducing kernel particle method. 4 In this work, a normalized shape function support size of 2.01 was used. A comparison of the stiffness matrix mean-half-bandwidths for the hole in plate example problem (Sec. IV.B) demonstrates the effect. In this case, the mean-halfbandwidth was 109 for the meshless method compared with 37 for an FEM analysis of the same model.
If it is assumed that the sparse structure is similar to the FEM, even though the bandwidth is larger, then one can factor Eq. (1) 
where K * is the new stiffness matrix, d * is a vector of the new displacement coefficients, and f * is the new right-side vector. The number of nodes is assumed constant so that the K * matrix is still N × N . It is also assumed that the sparse structure of the K * matrix is the same as the structure of K, so that the reordering computed for K can be reused for K * . The goal is to solve for d * in Eq. (2), using information from the original solution to Eq. (1), in less time than a direct LU decomposition. Four reanalysis methods are described and compared in the next two sections that can be used to approximate d * quickly.
III. Reanalysis Methods
Reanalysis techniques use the solution for the stresses in an original design to solve quickly for the stresses in a modified design, generally by avoiding resolving the system of linear equations. There are several reviews of the reanalysis literature.
6−10 Reanalysis techniques are divided into the following categories: direct, iterative, approximate, and combined methods. Direct techniques solve the linear system directly for the redesign and are generally limited to local design changes. Iterative methods start with the original solution and iterate to find the solution for the new design. Iterative methods are applicable for global design changes of small magnitude. Approximate methods estimate the solution using a series solution or basis set and can be used for any type of design change, but have limited accuracy. CA techniques combine two types of approximate methods to increase accuracy and still maintain highspeed solutions. In this paper, iterative, approximate, and combined methods are compared.
Probably the most popular reanalysis technique is the linear Taylor series approximate method. This technique is probably the fastest reanalysis method, 7 but it is accurate only for small design changes. 10 The linear Taylor series method has been used successfully with the meshless method for optimization (see Refs. 11 and 12). Kirsch's CA technique uses the terms of a binomial series as the basis vectors for a reduced basis method. 13, 14 This method has demonstrated good performance both for structural finite element examples 13 and continuum boundary element examples. 15 We apply both the linear Taylor series and Kirsch's CAs method to meshless stress analysis.
This section compares the following reanalysis methods: CA method, simple iterative approximation (SI), PCG, and linear Taylor series approximation (TS). The asymptotic running times and memory requirements of these methods are also compared.
The original linear system that corresponds to the initial design of the part is given by Eq. (1). Equation (2) represents the new linear system that results after the design of the part has been modified. The following equations represent the modified system in terms of the original system:
where the variables ΔK and Δ f represent the changes in the stiffness matrix and right-hand-side vector.
A. CA Method
The CA method was developed by Kirsch and is intended to be accurate for large design changes and still be faster than directly solving the system of linear equations given by Eq. (2). 7, 14, 16 The CA method uses the terms of a binomial series as the basis for a reduced basis approximation. This method does not require any derivative calculations and bases the entire approximation on one initial solution. The following sections derive the CA method for use with the meshless method and the asymptotic running time analysis.
Derivation of the CA Method
The CA method first solves for the terms of a binomial series and then uses these as the basis vectors for a reduced basis approximation. When applied to the meshless method, the CA method must be modified slightly to account for the f vector changing as the design changes.
To derive the terms of the binomial series, combine Eqs. (2-4) to obtain the following equation:
This equation is then written in iterative form:
To derive a binomial series, several terms of Eq. (6) are evaluated. For the first term, d (1) = d, which is the solution at the initial design. The d (1) term is then used to derive d (2) . The solution for d (2) is then substituted in the right-hand side of Eq. (6) and used to solve for d (3) . This process continues to derive the terms of the binomial series, as illustrated by the following equations. Rearranging Eq. (1) results in
The variables B and Δd are defined as
When Eq. (6) is used and expanded, the following sequence of equations is produced, where superscripts are enclosed in parentheses and powers are not:
Equation (15) represents a binomial series. This series can be used to obtain an approximation for d * of the new design by evaluating many terms of the series
This series can also be written
The evaluation of this series does not require the solution of the linear system of equations for the new design, Eq. (2). However, the binomial series may converge slowly or even diverge. This is to be expected because the series is equivalent to the simple iterative method, which is known to have convergence problems for large design changes. To overcome these convergence problems, the CA method combines this binomial series with a reduced basis approximation.
In a reduced basis approximation, the unknown d * vector is expressed as a linear combination of known basis vectors. The approximation is given as
where d j is the jth basis vector and y j is the coefficient of the jth basis vector. The CA method uses the binomial series terms as calculated by Eq. (18) as the basis vectors for the reduced basis approximation given by Eq. (19) . Equation (19) written in matrix form is
where D and y are defined as follows:
Substituting Eq. (20) into Eq. (2) and premultiplying both sides by
Equation (23) yields a linear system of equation of size s × s, which can be solved for the coefficients of the reduced basis, denoted by y. This system of equations is much smaller than the linear system given by Eq. (2) and so it can be solved much faster. After y is solved for using Eq. (23), Eq. (20) can be used to solve for the unknown displacement coefficients d * . Kirsch et al. recommend that s be between 2 and 10, depending on problem size and magnitude of the design change. 17 The magnitude of s required is addressed in Sec. IV, where results are given for the example problems.
Asymptotic Cost of CA
The computational cost of the CA method depends on the size of the linear system being approximated, N , the number of nonzeros in the factored K matrix, N K , and the number of terms used, s. To estimate the computational expense of the CA method, the computations described in the preceding section will be examined.
The first step of the CA method is to compute the binomial series terms given in Eq. (18) . To compute the d vectors using this equation would be very computationally expensive, and so the factored form of the K matrix is used instead. Assume that Eq. (1) was solved for the initial design analysis and the factored form of the K matrix was stored. The factored form of K must first be used to compute Δd. If Eq. (9) is rearranged to
then Δd can be solved for in O(N K ) using the factored K matrix. 18 Recall N K denotes the number of nonzeros in the factored form of K.
When
Kd 2 = −ΔKd 1 (26) 1.5 ) for the factorization of twodimensional finite element equations. If we assume that s N , then the CA method will be faster than the exact solution time for a general finite element problem. Meshless K matrices are sparse but generally have more nonzeros than finite element analysis (FEA) and so the running time for the meshless CA method will fall between the estimate for a sparse FEA K matrix and the estimate for a full K matrix, depending on the support size used.
B. SI Method
The SI method is given by the following equation:
This method has been used by several researchers and usually converges quickly when it converges. However, the SI method often diverges for large design changes. The memory required for SI is O(N K + N ). The asymptotic running time for each iteration of the SI method is O(sN K ), where N K is the number of nonzero elements in the factored K matrix and s is the number of iterations required for convergence. If the same assumptions for N K are made as for the CA method, the running time for each SI iteration for two-dimensional finite elements would be O (sN log(N ) ). This makes the SI method faster than a direct factorization of K * , as long as the SI method converges in a few iterations.
C. PCG Method
The PCG iterative method is commonly used for solving systems of linear equations exactly. 19 Recently Kirsch et al. showed the PCG method to be theoretically equivalent to the CA method when used for reanalysis. 17 The PCG method is applied as a reanalysis method through the use of a good preconditioner. A preconditioner is a matrix that improves the condition number of the K matrix, thus making convergence faster. The ideal preconditioner is actually the inverse of the K matrix. If K −1 is used as a preconditioner, PCG converges in one iteration. When PCG is used as a reanalysis technique, the solution to the initial design problem is known (K −1 ). If the design has not been drastically changed, the K * matrix for the modified design [Eq. (2)] is similar to the initial K matrix. Because of this similarity, K −1 makes an excellent preconditioner to solve Eq. (2) with the PCG method. This technique seems to converge quickly, even for relatively large design changes.
The goal is to solve the following set of linear equations given in Eq. (2) for d * , the displacement coefficient vector for the modified design. Because a reanalysis problem is being solved, Eq. (1) has already been solved and so the factored K matrix known. The PCG algorithm is given as follows 19 :
The algorithm keeps looping until i max iterations have been reached or until the error tolerance ε is satisfied. The "if i is divisible by 50 then" statement is intended to correct the residual vector once every 50 iterations. Otherwise, an approximation for the residual is used. Shewchuk recommends that the residual be corrected more often if the error tolerance ε is small. For this reanalysis problem, the correction should not be necessary because only a few iterations are being performed.
The memory used by the PCG is O(N K + N ), which is less than CA because d vectors do not have to be stored each iteration. The computational cost of the PCG method is O (sN K + sN) , where s is the number of iterations required for convergence and N k is the number of nonzeros in the factored K matrix. This cost is slightly less than the O(sN K + s 2 N ) cost for the CA method, where s is the number of terms computed. The cost of CA and PCG can be directly compared because the CA method and PCG methods should require the same number of terms (iterations) to obtain the same solution accuracy. 17 If the same assumptions are made about N K for the PCG method as were made for the CA method, the estimated running time of the PCG would also be O (sN log(N ) ). The comments that were made earlier about the CA method also apply to the PCG approximation method. However, one advantage of the PCG over CA is that the PCG has a built-in mechanism for evaluating the residual error after each iteration. An error tolerance can be set before iterating, and the iterations are performed only until the error tolerance is satisfied. With the CA method, a decision must be made as to how many terms to include at the onset of the approximation.
D. Linear TS Method
The linear TS is a general single-point approximation method that can be used to approximate any function, given information about the function at a single point. Linear TS requires the function value and the first derivative at a point and then approximates the function linearly. The time required to compute the new displacements d * is clearly O(N ). The memory used by TS is also O(N ) . This makes the time complexity and memory usage of the TS less than the other approximation methods discussed in this section.
IV. Example Problems
In this section, two example problems are used to compare the accuracy and speed of the reanalysis methods described in Sec. III. The examples are a cantilever beam and a hole-in-plate problem with beam height and hole radius as the respective design variables. Both example problems were solved on a SGI Octane with dual 195-MHz R10000 processors and 640 MB of main memory. For the exact solutions of Eqs. (1) and (2), the PSLDLT routine from the SGI scientific computing software libraries was used with the multiplenested-dissection ordering option. All approximation methods were implemented in C++, using optimized algorithms from the SGI scientific computing software library whenever possible for matrix and vector operations.
The accuracy of the PCG, CA, and SI approximation methods depends on the number of terms (or iterations) and on the amount of change in the design variable. The accuracy stays constant as the number of nodes is changed. Linear TS approximation accuracy only depends on the amount of change in the design variable. The error is the percent difference in the approximate nodal displacements and the nodal displacements calculated by an exact direct method. The error was calculated by dividing the two-norm of the nodal displacement errors by the two-norm of the exact nodal displacements and multiplying by 100%. The two-norm is the square root of the sum of the squares and is given by the following equation, where u is the vector of approximate nodal displacements and e is a vector of exact nodal displacements:
The timing data confirms the asymptotic analyses for a smaller numbers of nodes. Asymptotic running times ignore constants and lowerorder terms that can have a large effect on the running times for smaller values of N . When comparing asymptotic running times, it is not possible to know how large N must be for the asymptotic comparison to hold. Table 1 summarizes the asymptotic running times for each method derived in Sec. III. The approximation times for solving for d * in Eq. (2) were timed. The time to compute the stiffness matrix for the new design, K * , and the new right-hand-side vector f * was not included because this is required for all methods except for the TS. All timing trials were performed seven times. The fastest and slowest times were discarded and the remaining five times were averaged. Figure 1 shows the geometry for the cantilever beam example problem, and Table 2 gives the values for the physical constants. The beam has unit depth. When solving the beam with the meshless method, a half-model (antisymmetry) was utilized. Rectangular meshless kernel functions with a constant normalized support of 2.01 were used with three nodal distributions containing 63, 124, and 205 evenly spaced nodes. As the number of nodes increases, the meshless solutions converge to the theoretical solution. Figure 2 shows the meshless and theoretical solutions for the displacement of the beam. In the next two sections, the accuracy and speed of the reanalysis methods are compared.
A. Two-Dimensional Cantilever Beam
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Reanalysis Accuracy Comparison
To compare the accuracy of the CA, PCG, and SI, the height of the beam and the number of terms (or iterations) were varied. The initial design height is 2.0 m. The height is then changed to 2.1, 2.2, 2.4, 2.6, 2.8, 3.0, 3.5, and finally 4.0 m. The number of terms (iterations) was varied from 2 to 10. For the linear TS approximation, only the height of the beam was modified. The partial derivative of displacement with respect to height for the TS approximation was computed using the theoretical solution given by Timoshenko and Goodier. 20 The relationship between the change in the design variable (height), the error in the approximations, and the number of terms is shown in Figs. 3, 4 , and 5, respectively. When shown, if the percent error is higher than 15%, the bar is extended to the top of the chart. All errors are given in terms of the two-norm of the displacement error except for the TS. TS errors are the percent error in the displacement of the end of the beam. Figure 4 shows the relationship between number of terms or iterations and the accuracy. Data are given for SI at 5% design change, CA at 50% design change, PCG at 50% design change, and PCG at 100% design change.
The SI method converged quickly for a 5% change in height but diverged for any larger design changes. This renders the SI method unacceptable except for very small design changes. The linear TS also gives acceptable accuracy only for small design changes. Figure 3 shows the TS to have good approximation accuracy up to about a 10% change. The accuracy of the linear TS depends greatly on the example problem chosen. In this case, because the displacement varies with the cube of the height, the linear TS does not accurately predict the displacement for a very great range of heights.
Both the PCG and CA methods show good accuracy for a wide range of heights. Both methods give displacement errors <2% with only five terms (iterations) for change in height of 100%. For a given accuracy requirement, approximately the same number of terms (iterations) is required for both the PCG and CA methods. For this example, both the CA and PCG algorithms achieve acceptable approximation accuracy (<5% error) with fewer than five iterations, with fewer iterations required for less design change.
Reanalysis Speed Comparison
The time required to approximate d * by the CA, PCG, and SI algorithms depends on the number of terms (iterations) used and the number of nodes. Times for the TS approximation and exact methods depend only on the number of nodes. Figure 5 shows a graphical comparison of the approximation speed for the CA, PCG, SI, TS, and direct exact methods. Timing data were taken for three models of a cantilever beam having 124, 729, and 1573 nodes. All times are given in seconds.
The timing data agree with the trends shown by the asymptotic analysis. The asymptotic analysis shows the TS approximation to be the fastest, and the SI, PCG, and CA should execute with approximately the same speed. Figure 5 shows that the TS method is by far the fastest, followed by SI, PCG, and CA. The PCG is slightly faster than the CA method, as predicted by the asymptotic analysis shown in Table 1 . The exact solution is the slowest in all cases and will become much slower than the approximate methods as the number of nodes increase as indicated by the asymptotic analysis. Figure 6 shows the second example problem, and Table 3 gives the physical constants. This example is a square plate in tension with a hole in the center. The plate has unit depth and a quarter-model was utilized during analysis. Rectangular meshless kernel functions with a constant normalized support of 2.01 were used. The radius of the hole was used as the design variable. Because the first example problem verified the asymptotic analysis given in Table 1 , the holein-plate example was only run with one nodal distribution of 286 nodes and timing data will not be presented.
This example problem compares displacement accuracy for the SI, CA, and PCG methods as a function of design variable change and number of terms used. The design variable (radius) was increased from 0.1 to 0.15 in increments of 0.01, and 2-10 terms were used for each approximation method. Figure 7 shows the displacement errors as the radius is changed, and Fig. 8 shows displacement errors for different numbers of terms.
The partial derivative of displacement with respect to radius for the TS was computed using a finite difference approach. The exact solution at the original radius of 0.1 m and the exact solution after 5% design change were used to compute the derivative. Therefore, TS has zero error at 5% design change in Fig. 7 .
The SI method diverged for all trials run for this example problem. The CA and PCG methods showed better results but did not converge for changes more than 30%. Error was under 15% for CA and PCG up to around 50% design change, but the methods were not converging. This is illustrated by the data in Fig. 8 for PCG at 50% design change. As the number of iterations increased, so did the error. For the trials where they both converged, the PCG method yielded better accuracy than the CA method.
V. Conclusions
In this paper, four approximate reanalysis methods were applied to the meshless stress analysis method and were compared for both speed and accuracy as applied to two example problems. The combination of reanalysis methods with the meshless method avoids the time-consuming steps of meshing and solving a large linear system when performing design iterations. The reanalysis methods utilized here were the CA, SI, PCG, and linear TS. Asymptotic running time analysis and timing results showed the TS to be fastest followed by SI, PCG, and CA. The accuracy comparison for the example problems indicated that SI and TS would only be accurate for small design changes, whereas PCG and CA demonstrated less than 10% error up to a 100% change for the first example and 30% change for the second.
