This project produced a mathematical approach to the design and analysis of decentralized control with particular focus on management of communication in an uncertain environment. Target applications of this framework involve multiple decision makers that could exchange a limited amount of information because communication is either costly or risky. The main accomplishments of the project include the formulation of a general mathematical model to study such problems called decentralized POMDP; conducting an extensive complexity analysis of this model; developing the first policy iteration algorithm for solving general problems formalized as decentralized POMDPs; developing several efficient algorithms for solving special classes of decentralized POMDPs that arise in practice; developing an effective myopic approach to communication in collaborative multi-agent systems; and laying the foundations for developing learning techniques for communication. The report describes these research accomplishments and provides references to published papers and PhD dissertations that include detailed descriptions of the results.
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have been developed to solve optimally useful classes of goal-oriented decentralized processes in polynomial time. We have also studies information sharing among the decision-makers, which can improve their performance. We identified three ways in which agents can exchange information: indirect communication, direct communication and sharing state features that are not controlled by the agents. Our analysis has shown that introducing direct or indirect communication does not change the worst-case complexity of the problem. These results provide a better understanding of the complexity of decentralized control problems that arise in practice and facilitate the development of planning algorithms for these problems. A journal paper describing these results was published in the Journal of Artificial Intelligence Research [7] .
Bounded policy iteration for decentralized POMDPs
We developed a bounded policy iteration algorithm for infinite-horizon decentralized POMDPs. Policies are represented as joint stochastic finite-state controllers, which consist of a local controller for each agent. We also let a joint controller include a correlation device that allows the agents to correlate their behavior without exchanging information during execution. This leads to improved performance, particularly when the number of memory states is small. The algorithm uses a fixed amount of memory, and each iteration is guaranteed to produce a controller with value at least as high as the previous one for all possible initial state distributions. This work was presented at the ICAPS 2005 Workshop on Multi-Agent Planning and Scheduling [9] and at the 2005 International Joint Conference on Artificial Intelligence [14] . A journal paper on this topic is in preparation. Other relevant publications include: [5, 8, 12, 15, 17, 18, 19] .
Solving efficiently special classes of DEC-POMDPs
We identified a class of problems called transition-independent MDPs, that captures effectively the control problem of many real-world applications of multi-agent systems. The general class consists of independent collaborating agents that are tied up by a global reward function that depends on both of their execution histories. For example, when two autonomous robots are deployed, each with its own mission, there could be important interactions between the activities they perform. This framework allows us to model activities that are either complementary or redundant. We developed a novel algorithm for solving this class of problems and examined its properties. This result was the first effective technique for solving optimally a class of decentralized MDPs. The work was presented at AAMAS 2003 and won the Best Paper Award [1] . A journal paper describing these results was published in the Journal of Artificial Intelligence Research [6] .
Solving DEC-MDPs with event-driven interactions
Decentralized MDPs provide a powerful formal framework for planning in multi-agent systems, but the complexity of the general model limits its usefulness. We developed algorithms that restrict the interactions between the agents to a structured, event-driven dependency. These dependencies can model locking a shared resource or temporal enabling constraints, both of which arise frequently in practice. We have shown that the complexity of this class of problems is no harder than exponential in the number of states and doubly exponential in the number of dependencies. Since the number of dependencies is much smaller than the number of states for many problems, this is significantly better than the doubly exponential complexity of DEC-MDPs. We have also demonstrated how the coverage-set algorithm we developed can solve problems in this class optimally or approximately. Experimental work indicates that this solution technique is significantly faster than a naive policy search. These results were presented at AAMAS 2004 [3] .
Developing myopic approaches for multi-agent communication
Choosing when to communicate is a fundamental problem in multi-agent systems. In previous work, we have shown that this problem becomes particularly hard when communication is constrained and each agent has different partial information about the overall situation. Although computing the exact value of communication is intractable, it can be estimated using a standard myopic assumption. However, this assumption-that communication is only possible at the present time-introduces error that can lead to poor agent behavior. We examined specific situations in which the myopic approach performs poorly and demonstrated an alternate approach that relaxes the assumption to improve performance. The results open up new research directions that could produce effective method for value-driven communication policies in multi-agent systems. This work received the Best Paper Award at the Intelligent Agent Technology Conference in September 2005 [16] .
Learning to communicate in decentralized systems
Learning to communicate is an emerging challenge in AI research. It is known that agents interacting in decentralized, stochastic environments can benefit from exchanging information. Multiagent planning generally assumes that agents share a common means of communication; however, in building robust distributed systems it is important to address potential miscoordination resulting from misinterpretation of messages exchanged. We have laid the foundations for studying this problem, examining its properties analytically and empirically in a decision-theoretic context [2] . Solving the problem optimally is often intractable, but our approach enables agents using different languages to converge upon coordination over time. This work has been presented at AAMAS 2004 [4] , BISFAI 2005 [10] , a AAAI 2005 workshop [11] , and at the International Joint Conference on Artificial Intelligence [13] . A journal paper describing these results is scheduled to appear in the Journal of Autonomous Agents in Multi-Agent Systems [20] .
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