Abstract. The pseudospectrum has become an important quantity for analyzing stability of nonnormal systems. In this paper, we prove a mapping theorem for pseudospectra, extending an earlier result of Trefethen. Our result consists of two relations that are sharp and contains the spectral mapping theorem as a special case. Necessary and sufficient conditions for these relations to collapse to an equality are demonstrated. The theory is valid for bounded linear operators on Banach spaces. For normal matrices, a special version of the pseudospectral mapping theorem is also shown to be sharp. Some numerical examples illustrate the theory.
Introduction
The spectrum of a normal matrix paints an accurate picture of the behavior of the matrix. Here, normality refers to the matrix having a complete set of orthogonal eigenvectors. The spectrum of a nonnormal matrix, however, may not be very informative. Thanks largely to the work of Trefethen and his coworkers ( [2] , [4] ), the pseudospectrum has emerged as an appropriate indicator for the stability of nonnormal systems. It has been applied to problems in hydrodynamic instability, turbulence, magnetohydrodynamics, control theory, the iterative solution of linear equations, the numerical solution of differential equations, quantum mechanics, random matrices, etc. See the review articles mentioned above for references.
For a matrix A and nonnegative number , recall that the -pseudospectrum of A can be defined as the following closed set in the complex plane:
Λ(A + E).
Here Λ( ) denotes the spectrum of a matrix and · is the matrix 2-norm. When A is a normal matrix, its -pseudospectrum is the union of closed disks of radius with centers at the eigenvalues. For a nonnormal matrix, its -pseudospectrum can be much bigger than this union.
The spectral mapping theorem is a fundamental result in functional analysis of great importance. Given a matrix A and a function f which is analytic on an open set containing Λ(A), the theorem asserts that f (Λ(A)) = Λ(f (A)).
S.-H. LUI
In [1] , the authors consider sixteen pseudospectral theorems that generalize corresponding spectral theorems: each -pseudospectral theorem reduces to an eigenvalue theorem when = 0. Theorem 14 in this collection states that Λ |β| (α + βA) = α+βΛ (A) for α, β complex numbers. When = 0, this is the spectral mapping theorem for affine functions. Actually, this result had already appeared earlier in [3] . The goal of this paper is to extend this mapping theorem for pseudospectra to analytic functions.
The following is an outline of the paper. In Section 2, the general pseudospectral mapping theorem in the form of two set inclusions is stated and proved. It is shown that the set inclusions reduce to an equality for all matrices iff the mapping is an affine function. A weaker version of the pseudospectral mapping theorem that turns out to have interesting consequences is demonstrated in Section 3. In Section 4, an adaptation of this "weak" theorem for normal matrices is shown to be sharp. This is followed by some numerical experiments which illustrate the theory in the final section.
In the remainder of this introduction, we offer two simple examples to illustrate the role of and motivation for studying pseudospectra. First consider a system of ordinary differential equations x (t) = f (x(t)). Suppose f (0) = 0 and Df (0), the matrix of partial derivatives of f , has eigenvalues whose real parts are all negative. Then it is well understood that 0 is an (asymptotically) stable equilibrium point in the sense of Liapunov. If Df (0) is a highly nonnormal matrix, then the pseudospectrum of Df (0) may protrude far into the right half of the complex plane (assuming that Df (0) has one eigenvalue not too far away from the imaginary axis). While eigenvalue analysis predicts stability, pseudospectral analysis predicts instability which is usually the more acceptable answer unless we are only interested in the ideal system without noise or other errors.
Next, consider the system x (t) = f (x(t), λ), where λ is a real parameter. Suppose for all λ in some neighborhood containing 0, f(0, λ) = 0 and Df (0, λ) has eigenvalues α(λ) ± iβ(λ), where α and β are real. Suppose further that at λ = 0 there is exactly one pair of pure imaginary eigenvalues ±iβ(0), where β(0) is positive, and dα/dλ = 0. Then the celebrated Poincare-Andronov-Hopf bifurcation theorem states that there exists a branch of time-periodic solutions in a neighborhood of (x, λ) = (0, 0) of period approximately 2π/β(0). However, if Df (0, 0) is highly nonnormal, then a slight perturbation of Df (0, 0) may lead to no periodic solution or to a periodic solution with a period possibly very different from 2π/β(0).
Pseudospectral mapping theorem
The following is a pseudospectral mapping theorem for complex analytic functions. It is sharp in the sense that the pair of functions (φ, ψ) defining the sizes of the pseudospectra are optimal. Actually, the theorem is an easy consequence of the definitions of these functions. 
Proof. We first show that φ is well defined. Let ζ ∈ Λ (A). Then ζ ∈ Λ(A + E) for some matrix E such that E ≤ . By the spectral mapping theorem,
where F = f (A + E) − f (A) and satisfies F ≤ r for some positive r. We may take r to be independent of ζ since ζ ∈ Λ (A). Thus f (ζ) ∈ Λ r (f (A)) which implies that the infimum in the definition of φ is taken over a nonempty set and thus φ is well defined and φ( ) ≤ r. The first set inclusion now follows directly from the definition of φ.
which is impossible if s is small enough.) Therefore z ∈ f (Λ r (A)) for some positive r which may be taken to be independent of z ∈ Λ s (f (A)). Thus the infimum in the definition of ψ is taken over a nonempty set and so ψ is well defined and ψ(s) ≤ r. The second set inclusion now follows directly from the definition of ψ with s = φ( ). This completes the proof.
Here are some remarks. 
In a similar way, ψ(s) = s/|β| and hence ψ(φ( )) = , recovering Theorem 14 in [1] . Here, we have assumed β = 0; otherwise, it is trivially true. (3) By the definitions of φ and ψ, the set inclusions are sharp in the sense that the functions cannot be replaced by smaller functions. (4) It is well known that an equivalent definition of the -pseudospectrum is
where the norm is taken to be ∞ if z ∈ Λ(A). It follows that
The following is a short justification.
Similarly,
For a simple analytic function f and a small matrix A so that f (A) can be explicitly computed, (2.1) and (2.2) are more convenient for numerical computation. For instance, to calculate φ( ), since it is a monotone increasing function of , we only need to examine points along ∂Λ (A), the boundary of Λ (A):
(5) The spectral mapping theorem is valid for bounded linear operators on Banach spaces and so is the pseudospectral mapping theorem. For a bounded linear operator A on a Banach space endowed with norm · and nonnegative number , the -pseudospectrum of A is now defined as
We only demonstrate the first set inclusion of the pseudospectral mapping theorem. Again, first show that φ is well defined. Let ζ ∈ Λ (A). Then there exist complex numbers {ζ n } and bounded linear operators {E n } such that ζ n → ζ and ζ n ∈ Λ(A + E n ) with E n ≤ . By the spectral mapping theorem,
and satisfies F n ≤ r for some positive r independent of ζ ∈ Λ (A). Thus f (ζ) ∈ Λ r (f (A)) which implies that the infimum in the definition of φ is taken over a nonempty set and so φ is well defined and φ( ) ≤ r. The first set inclusion now follows directly from the definition of φ. (6) A result dual to that of the theorem is
From this, we obtain immediately that ≤ φ(ψ( )). If in addition f is one-to-one, then apply f −1 to the set inclusions in the theorem to get
from which ≤ ψ(φ( )) follows.
(7) In general, it is impossible to have a pseudospectral mapping theorem of the form f (Λ (A)) = Λ η( ) (f (A)) for any η. To see this, let A be the 1 × 1 matrix 1 and f (z) = z 2 . If such a function η exists, then
where B (z) is the closed disk of radius with center at z in the complex plane. The right-hand side is a disk of radius η( ) with center at 1 while the left-hand side is clearly not a disk and thus there is a contradiction.
A natural problem arising from the last remark is to find the class of functions for which the set inclusions in the pseudospectral mapping theorem can be written as an equality for all matrices, as in the case of the spectral mapping theorem. This class turns out to be exactly all the affine functions.
Theorem 2.2. Suppose f is a nonconstant analytic function defined on a nonempty open set D in the complex plane. Then there exists a nonnegative real-valued function η = η(A, ) such that for every matrix
for all sufficiently small iff f (z) = α + βz for some complex numbers α, β.
Conversely, assume f and η are as in the statement of the theorem such that f (Λ (A)) = Λ η(A, ) (f (A)) for all sufficiently small and all A such that Λ(A) ⊂ D. Take A = a, a constant multiple of the identity matrix with a ∈ D and f (a) = 0. (Recall that f is nonconstant and any zero of f must be isolated.) Then
where is sufficiently small so that B (a) ⊂ D and f = 0 on B (a). Consequently, f is a continuous one-to-one map from B (a) onto B η(a, ) (f (a)) with a continuous inverse and so f must map the boundary of the -disk onto that of the η-disk. In other words,
for all real θ and some real function ω. Since the left-hand side is a differentiable function of a, , and θ, so is the right-hand side. Taking the derivative with respect to , we obtain
Now take the derivative of (2.5) with respect to θ to get
Comparing these two equations, we deduce that
Noting that both η and ω are real, this is possible only if ω is independent of . Hence
Since the left-hand side is independent of while the right-hand side is independent of θ, the above must be equal to some real p which is independent of both θ and .
Thus ω = pθ + q for some real q to be determined. Because e iω is 2π-periodic in θ, p must be an integer. In this case, it cannot depend on a since ω is continuous. Thus we write ω = pθ + q(a). Now solve for η in (2.6) to obtain
where c(a) is positive. The continuity of η at = 0 implies that p ≥ 1. Now take the derivative of (2.5) with respect to a to obtain
after some simplifications. For all sufficiently small, this is equivalent to
Since the right-hand side is independent of θ, we may conclude that when k = p and k
In summary, we have deduced that f (a) = α + βa + µa p+1 for some complex constants α, β, µ. From (2.4),
For any nonzero a, if µ = 0, then the left-hand side is not a disk while the righthand side is and we have a contradiction. Consequently, f (z) = α + βz and the proof is completed.
Weak pseudospectral mapping theorem
The functions φ and ψ are continuous and monotone increasing but it appears to be difficult to deduce other properties. We can derive simpler functions which give an upper bound to φ and to ψ, leading to a weak pseudospectral mapping theorem. One consequence of this is a simple approximate upper bound to ψ(φ( )) in terms of a condition number for small .
Theorem 3.1. Let A be a matrix and f be an analytic function defined on an open set containing Λ(A). For each ≥ 0 and sufficiently small, define
, where δ is defined in (3.2) and (3.3) below.
Proof. We first show that f (Λ (A)) ⊂ Λ γ( ) (f (A)). Let z ∈ f (Λ (A)).
Then there is some complex number ζ and matrix E such that z = f (ζ), E ≤ , and ζ ∈ Λ(A + E). By the spectral mapping theorem, 
Suppose z ∈ Λ γ( ) (f (A)). Let F be a matrix such that F ≤ γ( ) and z ∈ Λ(f (A)+F ). It is assumed that is small enough such that γ( ) ≤ α. Let E = E(F ). Note f (A + E) − f (A) = F and E ≤ δ(γ( )). Now z ∈ Λ(f (A + E)) and by the spectral mapping theorem, z = f (ζ) for some complex number ζ ∈ Λ(A + E) or ζ ∈ Λ δ(γ( )) (A). This implies that z ∈ f (Λ δ(γ( )) (A)).
To complete the proof, we consider the case when Df (A) is singular. Define g(z) = f (z) + βz, where β is any small positive constant such that Dg(A) = Df (A) + β is nonsingular. By the result of the above paragraph,
whereγ andδ are defined as in (3.1) and (3.2) with f replaced by g. Thus
Note lim β→0γ ( ) = γ( ). By an implicit function argument, for a fixed s,
is well defined. Consequently,
and the proof is complete.
Here are some more remarks.
(1) Note that γ(0) = 0 = δ(0) and thus the theorem also reduces to the usual spectral mapping theorem when = 0. (2) If f (z) = α + βz, where α, β are complex numbers, then γ( ) = |β| . Also, G(B, C) = 0 is equivalent to βB − C = 0. Consequently, δ(s) = s/|β| and hence δ(γ( )) = and we still recover Theorem 14 in [1] . Here, we have assumed β = 0; otherwise, it is trivially true. (3) Does the weak pseudospectral mapping theorem generalize to the case if A is a bounded linear operator on a Banach space? It is not difficult to check that the first set inclusion still holds. The second set inclusion holds provided that Df (A) is assumed to be one-to-one and onto. Then its inverse is bounded so that the implicit function theorem can still be invoked and the previous proof carries over. When this assumption is not valid, our 
C approximately. Thus an approximate upper bound of δ(γ( )) is κ (Df (A) ) , where κ( ) is the condition number of a matrix. Consequently,
holds approximately when Df (A) is nonsingular. Since φ ≤ γ and ψ ≤ δ, we have
2 ). Alternatively, the following is another simple estimate:
where
We now give an example. Let A be the 1 × 1 matrix 1 and f (z) = z 2 . Then
Since E(0) = 0, we discard the "-" branch of solutions. As a result, Figure 3 .1 for the boundaries of the sets
2 when = 0.4. As we shall see, the result of the theorem is sharp for one-dimensional matrices, that is, φ = γ and ψ = δ.
If we take A = 0 instead, then since f (0) = 0, the calculation of δ involves an extra step. The equation G(b, c) = 0 becomes b 2 + βb − c = 0 which implies that
Note that both branches are valid this time because the requirement is that E(0) = 0 at β = 0. Consequently,
With γ( ) = 2 , we obtain the ideal result δ(γ( )) = . For such examples, it is simpler to compute γ and δ than φ and ψ even though they give the same answer. In conclusion, the weak pseudospectral mapping theorem gives the bounds φ(
Pseudospectral mapping theorem for normal matrices
When A is normal with eigenvalues {λ j }, the result of the weak pseudospectral mapping theorem simplifies to
Unfortunately, it does not appear to be possible to obtain an explicit expression for γ and δ and so the above relations cannot be simplified further. The situation does not improve even when A = 0, except in the one-dimensional case. This motivates us to formulate a pseudospectral mapping theorem for normal matrices. Proof. The proof of the set inclusions is exactly the same as before except that it is simpler because we only need to work on scalar quantities. If f (λ j ) = 0, then the In case f (λ j ) = 0, as before, we perturb f (z) by βz, giving rise to a functionδ j corresponding to (4.1). Now define
and proceed as before.
To show that the set inclusions are sharp, it is sufficient to consider 1×1 matrices. For the first set inclusion, suppose there exist numbers a, > 0 and small, r < γ( ) such that f (B (a)) ⊂ B r (f (a)). Let c be a number such that |c| ≤ and (f (a) ), which is a contradiction.
For the second set inclusion, suppose there is some r < δ(γ( )) such that B γ( ) (f (a)) ⊂ f (B r (a)). Assume f (a) = 0. Let c be any number such that |c| ≤ γ( ) and (a) ) or |b| ≤ r < δ(γ( )). (Here, we assume that is small such that f = 0 on B δ(γ( )) (a) and so the inverse of f exists on f (B δ(γ( )) (a) ).) This contradicts the definition of b. The case f (a) = 0 follows from the above and taking of limits. This completes the proof.
Hence when A is an n × n normal matrix, the problem decouples into n (or fewer if there are multiple eigenvalues) scalar problems of estimating γ j and δ j . It is now clear that the set inclusions in the general pseudospectral mapping theorem can be unsatisfactory. For normal matrices, one requires functions γ j and δ j to accurately describe the region around λ j while in the general theorem, only one φ and one ψ are available for the whole spectrum. See Figure 4 .1 for an example of a 2 × 2 diagonal matrix A with diagonal entries 1 and 2. We take f (z) = z 2 and = 0.3.
It is obvious that Λ ψ(φ(0.3)) (A)
2 is quite large compared to the corresponding sets in the pseudospectral mapping theorem for normal matrices.
This section can be summarized by the statement that φ j = γ j and ψ j = δ j for normal matrices where φ j and ψ j are defined in the obvious way.
Numerical results
We report on some MATLAB numerical experiments for the 10×10 Grcar matrix A G and Kahan matrix A K defined as
where s 9 = 0.1 and c = √ 1 − s 2 . First consider A = A G with f (z) = z 2 and = 0.01. As mentioned before, we compute φ( ) using (2.3), where the supremum is taken for ζ along the boundary of Λ (A). Similarly, ψ is computed via (2.2) with the supremum taken over the boundary of Λ s (f (A)). For γ and δ, we take a sample of 100, 000 random matrices whose entries are independent and come from the normal distribution of mean zero and variance one. Each matrix is rescaled to have norm and γ is estimated by the maximum of f (A + E) − f (A) with E ranging over the sample of random matrices. Similarly, for each E now rescaled to have norm γ, compute E(E) = −A + √ A 2 + E and take δ as the maximum of { E(E) }. We find that (φ( ), ψ(φ( )), γ( ), δ(γ( ))) = (0.043, 0.014, 0.051, 0.43). We now give some details regarding the rather straightforward computations to obtain the figures. We compute and display f (∂Λ (A)) instead of f (Λ (A)). Toward this end, the excellent code psa.m ( [5] ) is used to compute ∂Λ (A) and then f (∂Λ (A)) is calculated directly. With respect to ∂Λ φ( ) (f (A)), we first compute f (A) and φ( ) and then use psa.m to calculate ∂Λ φ( ) (f (A)). We display as well {f (λ)}, where {λ} is the set of eigenvalues of A + E generated from 100 random matrices E. These appear as dots in the top diagrams of the figure. This method is clearly inferior to the procedure described above but offers a check of validity of our method. Similarly, we compute the dots in the middle and bottom diagrams by this perturbation method. The plots for the Kahan matrix are given in Figure 5 .2. When f (z) = z 2 , = 0.001, the computed value of the parameter vector is (0.0019, 0.0027, 0.0027, 0.062) while it is (0.32, 0.60, 0.32, 0.63) for f (z) = e z , = 0.1. In the last example, δ is a good approximation to ψ. For most of these experiments, ψ(φ( )) is not much bigger than and this makes the general pseudospectral mapping theorem rather effective.
