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ABSTRACT
In this study, we investigate the use of social media content
as a domain to learn personality trait impressions, particu-
larly extraversion. Our aim is to transfer the knowledge that
can be extracted from conversational videos in video blog-
ging sites to small group settings to predict the extraversion
trait with nonverbal cues. We use YouTube data contain-
ing personality impression scores of 442 people as the source
domain and a small-group meeting data from a total of 102
people as our target domain. Our results show that, for
the extraversion trait, by using user-created video blogs, as
part of the training data, and a small amount of adaptation
data from the target domain, we are able to achieve higher
prediction accuracies than using only the data recorded in
small group settings.
Categories and Subject Descriptors
I.5.4 [Computing Methodologies]: Pattern Recognition
Applications—Signal Processing, Computer Vision;
J.4 [Computer Applications]: Social and Behavioral Sci-
ences—Sociology, Psychology
General Terms
Algorithms, Theory
Keywords
Domain adaptation, personality prediction, nonverbal be-
havior, social interaction
1. INTRODUCTION
One of the challenges of analyzing human behavior in so-
cial contexts is the collection of natural human behavior
data. The data should be collected in a way that does not
destroy the naturality of the behavior and at the same time
should be suitable for automatic audio-visual processing.
Due to these restrictions, most collected data sets are gener-
ally of moderate sizes. However, unlike the limited amount
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of data that is used to build computational models of face-
to-face behavior, social media sites provide a vast amount
of behavioral data. In this study, we are interested in using
social media content to learn models of personality traits of
individuals during interaction in small-group settings.
Predicting personality using automatically extracted non-
verbal cues has been addressed in several recent studies.
While some works investigated personality in small-group
settings [8], other works looked at monologue-like presenta-
tions [1, 2]. One of the novelties of our work is the use of
video blogging as a large-scale source of conversational data
for learning models of personality traits to be transferred
to other settings. In video blogs (vlogs), people talk to the
camera as if they were talking to other people [13]. This
results in the display of natural conversational behavior for
a variety of situations and with a wealth of nonverbal com-
municative cues not available in other video data sources
in terms of scale and diversity. As the small group domain
(i.e. groups containing 3-6 people interacting face-to-face)
is different than the domain of the social media data, we
investigate ways to combine the two domains and assess the
cross-domain prediction performance.
Classical machine learning techniques assume that the
training data and the test data come from the same do-
main and from the same distribution, however this is rarely
the reality in practice. While many real-world applications
are susceptible to this fact, it is particularly true for the
analysis of personality: the domain strongly determines the
traits that could be encoded and observed [5]. To find a so-
lution to this problem, domain adaptation techniques have
attracted interest in recent years [11]. Based on the type and
nature of the domains, i.e., the availability of labeled data,
the extracted features, and the tasks that will be performed
in each domain, the problem takes a different form and is
called transfer learning, multitask learning, covariate-shift,
etc. [10]. Our study presents the problem in a form where
the source and target domains are different but related, the
feature space is homogeneous, and the tasks are the same.
We apply and compare several domain adaptation ap-
proaches to perform cross-domain personality prediction, for
predicting extraversion impressions in a classification task.
We make use of YouTube videos as our source domain. To
our knowledge, this is the first work to perform domain
adaptation in personality prediction from perceptual cues.
The multimodality aspect of this study comes from the use
of multiple domains. To focus on multiple domains and to
emphasize the cross-domain performance, we used only vi-
sual nonverbal features, represented by visual body activity
statistics.
2. DATA AND ANNOTATIONS
We use two datasets from two different domains to study
the cross-domain performance of personality impression pre-
diction. Our main aim is to perform prediction in small
group meetings, which is our target domain. As our source
domain, we use a dataset of conversational vlogs downloaded
from YouTube. For personality ratings, we use personality
impressions from external observers in both cases.
2.1 Target domain: small group meetings
As our target domain, we used a subset from the Emergent
LEAder corpus (ELEA)[12] for this study. The ELEA AV
subset consists of audio-visual recordings of 27 meetings, in
which the participants perform a winter survival task with
no roles assigned. There are 102 participants in total (six
meetings with three participants and 21 meetings with four
participants). Each meeting lasts around 15 minutes and is
recorded with two webcams and a microphone array. More
details about the data can be found in [12].
For this study, we collected personality impressions of ex-
ternal observers watching the participants in the ELEA AV
corpus. We used the Ten Item Personality Inventory (TIPI),
with a 7-point Likert scale, for measuring the Big Five traits
of the participants [6]. For each participant, we selected a
one-minute segment from the meeting, which corresponds to
the segment that includes the participant’s longest speaking
turn. This segment is selected as the participants are typi-
cally more expressive and more active when speaking, con-
veying more nonverbal cues to observers. We isolated the
video of each participant such that only a single participant
is visible. Figure 1(a) shows a snapshot from the videos used
in the annotations. The videos are shown muted to cancel
out any effects resulting from the meeting language. Each
video is annotated by three different annotators and a total
of five annotators annotated the whole dataset.
(a) (b)
Figure 1: A snapshot from one of the annotated
videos and its corresponding wMEI on (a) ELEA
corpus, and (b) VLOG corpus.
2.2 Source domain: video blogs
As the source domain, we used a dataset of conversational
vlogs downloaded from YouTube, first presented in [3]. We
used a subset of this data, which was annotated for Big
Five personality impressions, in [2]. The subset contains
one video per user, resulting in a total of 442 vlogs. For the
personality annotations, the first conversational minute of
each vlog was obtained and shown to the annotators. The
annotations were collected on Amazon Mechanical Turk and
the TIPI questionnaire was used to obtain the personality
impressions. Each vlog was annotated by five annotators.
More details about the annotations can be found in [2]. Fig-
ure 1(b) shows a snapshot from the videos used in the an-
notations.
3. OUR APPROACH
3.1 Analysis of the Source and Target Domains
The target and the source domains that we selected to use
for personality impression prediction have different proper-
ties. The source domain includes vlogs which are mainly
monologues of vloggers, and as a result, the person in the
video is always at the focus, having the floor. While these
monologues have similarities with face-to-face conversation,
the information flow is one-way. On the other hand, the tar-
get domain includes recordings of small group meetings. The
participants are in an interaction and a participant may not
always be at the focus. Even though for the annotations
we have selected the segment in which the participant is
verbally active, some participants take the floor, speak for a
brief amount of time, and then, leave the floor to some other
person in the rest of the segment.
For each participant, the overall personality impression
score for the extraversion trait is obtained by calculating the
average of the scores of the annotators. The distribution of
the average extraversion scores is shown in Figures 2(a) and
2(b), for the ELEA and VLOG datasets, respectively. The
plots show that the extraversion trait has a flat distribution
in the ELEA corpus, while extraversion in the VLOG corpus
has slightly higher mean and a peaked distributions.
We selected the extraversion trait as the focus of this
study, as it is one of the strongest encoded traits during
face-to-face conversations [5]. In our datasets, extraversion
also receives the highest agreement between the annotators
(Intra Correlation Coefficient, ICC(1,k), is 0.73 and 0.77, re-
spectively for ELEA and VLOG datasets). The mean value
of the extraversion trait is 4.06 and 4.61 in the ELEA and
VLOG corpus, respectively, on a scale of 1 to 7. The differ-
ence between the means is significant (with p = 4e−6 using a
two sample t-test), which is an expected outcome given the
inherent properties of the two domains. The VLOG corpus
contains people who choose to record and broadcast video of
themselves, which will be watched by many unknown people.
It is not surprising to see that the people in this corpus are
scored high in extraversion in comparison to the people in
the ELEA corpus, which contains recordings of small group
meetings in a laboratory setting. The participants in the
ELEA corpus might represent a more “general” population
and less biased towards extraverted people.
3.2 Nonverbal Feature Extraction
Extraverted people are known to be more expressive: they
use a louder voice, use a larger body area by extending their
arms and hands, and use more energetic and frequent ges-
tures [9]. In this study, we have focused only on visual activ-
ity to extract nonverbal features for several reasons: First,
visual body activity is one of the key nonverbal cues to sig-
nal extraversion. Second, visual activity is a more robust
feature given the properties of the two domains (i.e. audio
turn taking behavior in the two domains is highly different.).
As the annotators have seen only a one-minute segment per
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Figure 2: Histogram of the Extraversion scores on
(a) ELEA corpus, and (b) VLOG corpus.
participant, both for the ELEA and VLOG dataset, we have
processed the same segment to extract the features.
We have used weighted Motion Energy Images (wMEI)
[12] as descriptors of spatio-temporal body activity and cal-
culated the wMEI of each video. Sample wMEIs for each
corpus are shown in Figure 1. We extracted several statistics
from the wMEIs, such as mean, median, 75% quantile, and
entropy. As additional features, mean, median, and quan-
tile statistics are also calculated by omitting zero intensity
pixels in wMEI. For normalization, we used the maximum
accumulated pixel value of the wMEI.
3.3 Domain adaptation
We investigate the use of different domains for training
models for extraversion impression prediction. We are in-
terested on the performance of predicting extraversion in
small group settings, thus we use the source domain only
during the training phase: the labeled training data comes
from both domains while the test examples are always se-
lected from the target domain, which is the ELEA dataset.
In Figure 3, we show the flowchart of our approach, for the
training and test phases separately.
Figure 3: Flowchart of our approach for predicting
extraversion impression with domain adaptation.
Below, we present the approaches that we used to build
models that utilize the source and target domains for pre-
dicting extraversion. For each approach, we used two dif-
ferent classifiers: a ridge regression classifier and a Support
Vector Machine (SVM) with a linear kernel [7].
The target only approach (TRG) uses only the data com-
ing from the target domain as the training data. It is the
traditional single domain approach and it provides a baseline
for the domain adaptation models.
The source-only approach (SRC) simulates the case where
there are no labeled training data from the target domain.
The models are trained using the source domain data only
and tested on the examples from the target domain.
The combined approach (COMB) uses the union of source
and target data in the training, assuming that labeled train-
ing data from the target domain is available. We combine
the available training data from the two domains into one
training set and train the models with this combined set.
Rather than combining the features in different domains,
the output of the source classifier can be used as a feature
together with the target domain. We take the predictions
(PRED) of the SRC classifier and append them to the fea-
tures extracted in the target domain and train a new classi-
fier in the augmented domain.
For classifiers that produce a decision score in addition
to the classification decision, score fusion (FUSE) can be
applied to combine the two domains. From the trained SRC
and TRG models, we calculate the mean score of the two
models and assign the class labels based on the fused score.
We applied this only to the ridge regression classifier, using
the estimated regression scores as the decision scores.
Finally, a feature augmentation (AUG) method [4] aug-
ments the feature space of the two domains for a better rep-
resentation of the combined domain. The augmented feature
space is formed from the two domains by using the map-
pings θs =< x, x, 0 > and θt =< x, 0, x >, then a classifier
is trained in the augmented feature space.
4. EXPERIMENTS AND RESULTS
4.1 Experimental Setup
To investigate the amount of target data needed to adapt
the source domain to the target domain, we applied a 10-
fold cross validation on the target data. The target data,
ELEA, is divided into 10 segments and in each fold, one
segment is reserved for the test data. From the remaining
nine segments, nine training sets are formed with different
sizes. The first training set uses one segment, the second
training set uses two of the segments, up until the ninth
training set that uses nine segments for the training data.
One fold of the scheme is shown as an example in Figure 4.
As a result, in each fold, there are nine training sets with
different sizes, all of which are evaluated on the same test
set. The cross validation folds are stratified to ensure the
same class balance. To account for the differences in cross
validation partitioning, we repeated the above procedure ten
times and reported the average accuracy.
Figure 4: Experimental setup: the test and training
sets in fold 10 of 10-fold cross validation are shown.
We formulate the problem as a classification problem and
assigned 0/1 labels to indicate low/high extraversion using
the median value as a threshold. For training a ridge re-
gression classifier, we used the 0/1 labels as the scores. For
prediction, the trained model is used to make an estimate
and the predicted label is set to 0 if the estimated score
is less than 0.5, otherwise the predicted label is set to 1.
Both source and target data are normalized separately such
that each feature has zero mean and one standard deviation.
The parameters of the ridge regression and SVM with linear
kernel are optimized using a nested cross-validation scheme.
The ridge parameter and the C parameter of the SVM are
selected from a range of [2, 150] and [2−5, 25], respectively.
4.2 Results
The results of the experiments are shown in Figure 5. The
highest mean accuracy (70.4%) is obtained by COMB with
ridge regression. The accuracy changes only slightly with
the amount of target data used. Even using no target do-
main data at the training phase, SRC achieves accuracies
of 68% and 69% for ridge and SVM, respectively. The tar-
get only approach on the other hand, has the lowest accu-
racy among all models (with the exception of AUGM with
ridge regression having the lowest accuracy up to using 40%
of target domain data). The highest accuracy with TRG
is 67.8%, obtained with ridge regression, by using approxi-
mately 90 examples from the target domain. The accuracies
of PRED and FUSE increase with the amount of target data
used, reaching to the SRC performance after using 80 and
60 target domain examples, for ridge and SVM classifiers
respectively. AUGM with SVM achieves high accuracy us-
ing only a few target examples, whereas AUGM with ridge
produces the lowest accuracy with the same setup.
Overall the results show that almost any attempt to use
the source domain produces a higher accuracy than using
only the target domain. Simple methods, such as using only
the source domain (SRC) or a union of the two domains
(COMB), produce the highest accuracies. PRED, FUSE,
AUGM do not introduce an improvement on the accuracy
in comparison to SRC and COMB. The use of larger datasets
for experiments could result in observable differences.
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Figure 5: Accuracy of ridge and SVM classifiers with
different methods with respect to the amount of la-
beled training target data. Best viewed in color.
5. CONCLUSIONS
Our results indicate that for the binary classification of
extraversion impression, a model learned over body activity
cues on vlog data can be useful in a transfer learning setting
with face to face interaction in small groups as the target
domain. Using a video blog data and only a small amount
of data, as low as 10 examples collected from the small-
group domain is sufficient for building models to predict the
extraversion impressions of individuals with 70% accuracy.
This shows that this data source is suitable to build models
of personality impressions, which can be transferred to real-
life settings, e.g. meetings. As future work, we plan to
investigate other domain adaptation techniques and develop
specialized techniques for the personality prediction task to
increase the accuracy of the prediction. The use of other
similar domains, for example interviews, and the use of other
modalities for feature extraction can also be explored.
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