In the applications of signal processing and data analytics, there is a wide class of non-convex problems whose objective function is freed from the common global Lipschitz continuous gradient assumption (e.g., the nonnegative matrix factorization (NMF) problem). Recently, this type of problem with some certain special structures has been solved by Bregman proximal gradient (BPG). This inspires us to propose a new Block-wise two-references Bregman proximal gradient (B2B) method, which adopts two reference functions so that a closed-form solution in the Bregman projection is obtained. Based on the relative smoothness, we prove the global convergence of the proposed algorithms for various block selection rules. In particular, we establish the global convergence rate of O( √ s √ k ) for the greedy and randomized block updating rule for B2B, which is O( √ s) times faster than the cyclic variant, i.e., O( s √ k )
Abstract-In the applications of signal processing and data analytics, there is a wide class of non-convex problems whose objective function is freed from the common global Lipschitz continuous gradient assumption (e.g., the nonnegative matrix factorization (NMF) problem). Recently, this type of problem with some certain special structures has been solved by Bregman proximal gradient (BPG). This inspires us to propose a new Block-wise two-references Bregman proximal gradient (B2B) method, which adopts two reference functions so that a closed-form solution in the Bregman projection is obtained. Based on the relative smoothness, we prove the global convergence of the proposed algorithms for various block selection rules. In particular, we establish the global convergence rate of O( √ s √ k ) for the greedy and randomized block updating rule for B2B, which is O( √ s) times faster than the cyclic variant, i.e., O( s √ k ), where s is the number of blocks, and k is the number of iterations. Multiple numerical results are provided to illustrate the superiority of the proposed B2B compared to the state-of-the-art works in solving NMF problems.
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I. INTRODUCTION
In this paper, we consider the following problem minimize f (x) subject to x ≥ 0,
where the function f is continuously differentiable and possibly non-convex. In the literature, Problem (1) is usually reformulated as
where x is partitioned into s blocks, and the function r(x) = s b=1 r b (x b ) is a block-structured nonsmooth regularizer. Problem (2) is equivalent to Problem (1) when the regularizer is the indicator function of the nonnegative orthant, i.e., r b = δ + .
Due to the block structure, Problem (2) is usually solved by a block coordinate descent (BCD) method, where F is minimized over the b-th block exactly [1] or inexactly [2] , [3] . Since the update is block-wise, different block selection strategies usually result in various convergence behavrious/rates. In [4] , the authors provide the first convergence rate result of BCD by adopting the randomized rule for convex and smooth optimization problems. Later, the same convergence rate is obtained in [5] for nonsmooth convex problems, while a relatively slower sublinear convergence rate is proved by [6] proves guarantee for the nonconvex setting. In [7] , the authors show that a better convergence rate can be obtained by using Gauss-Southwell (G-So) or greedy rule when the problem is unconstrained and strongly convex. In recent years, the convergence rate of the Gauss-Seidel (G-S) or cyclic rule has also been extensively studied in the convex setting [8] - [10] . However, the convergence rate for the cyclic rule is usually the same or even slower than the randomized and greedy rule. In the non-convex settings, the previous work [11] estimates the convergence rate of the cyclic rule based on the assumption that F satisfies Kurdyka-Łojasiewicz (KŁ) property.
A commonly used assumption in showing the convergence of BCD methods in the literature is that the gradient of f is globally Lipschitz-continuous. However, this could be a restrictive assumption violated in diverse applications in practice, such as matrix factorization [12] , [13] , tensor decomposition [14] , matrix/tensor completion [15] , Poisson likelihood models [16] , etc. Although this assumption may be relaxed by adopting conventional line search methods, the efficiency and computational complexity of the BCD methods are unavoidably distorted, especially when the size of the problem is large. To overcome this longstanding isssue, existing works in [17] , [18] develop a new framework by adapting the geometry of f through the Bregman distance paradigm, which helps to derive a descent lemma to quantify the decrease of the objective value by Bregman proximal gradient (BPG) instead of classical proximal gradient (PG). As a result, the convergence behaviour of BPG can be characterized without assuming globally Lipschitz-continuous gradient of the objective function. Further, this framework is extended in [19] to the case of nonconvex optimization.
Despite a cyclic Bregman BCD (CBBCD) method had been proposed in [20] , [21] by leveraging this framework, the convergence rate results of the Bregman BCD methods remains unknown. In this paper, we bridge this gap by conducting rigorous convergence rate analysis for different rules of block selection. We note that a main drawback of the (block) Bregman-proximal-based methods is that the Bregman projection problem (i.e., a constrained convex optimization that will be specified later) has no closed form solution, which necessitates an iterative algorithm involved to solve, resulting in increased computational complexity. To address this challenge, we propose a new block-wise two references Bregman proximal gradient descent (B2B) method by leveraging two reference functions, where the original problem is split into two parts to induce a closed-form solution to the Bregman projection subproblem. Further, we show that the proposed B2B method is O( √ s) times faster than the CBBCD method if the greedy or randomized block updating rule is used. The main contributions of this paper are highlighted as follows.
Convergence analysis: we establish a rigorous convergence rate analysis of the block-wise cyclic Bregman BCD (CBBCD) method, showing that its convergence rate to the stationary points is O(s/ √ k). Implementation efficiency: a new block-wise Bregman proximal gradient descent method is proposed by leveraging two reference functions such that the Bregman projection of this method has a closed-form solution.
Faster convergence rate: we prove that if the greedy or randomized rule of updating blocks is adopted, B2B with a constant stepsize achieves a O( √ s) times faster convergence rate than CBBCD, i.e., O( √ s/ √ k). Numerical discovery: extensive experimental results reveal the superiority of the B2B method compared with the state-of-the-art counterparts implemented on a diverse dataset for nonnegative matrix factorization (NMF).
II. PRELIMINARIES
In this section, we review the well-know proximal gradient method and its variant, namely, the Bregman proximal gradient method, as they are one of the baisc methods to minimize a composite objective function.
A. Notation
Throughout this paper, bold upper case letters denote matrices (e.g.. X), bold lower case letters denote vectors (e.g., x), and Calligraphic letters (e.g., X ) are used to denote sets. We use · to denote the Euclidean norm. δ X (x) represents the indicator function:
For a function f , ∇f (x) denotes its the gradient, while ∇ b f (x) is the partial gradient with respect to the b-th block.
We also denote f b (x b ) as a function of the b-th block, while the rest of the blocks are fixed. Clearly,
Given a convex function φ, the proximal mapping of φ at a point x is defined as
This mapping is well-defined due to the convexity of φ. If φ = δ X , (3) reduces to orthogonal projection
If, in addition, X = R n + , the projection mapping has a closed-form solution as the following
where the max operation is taken componentwise. Similarly, the Bregman proximal mapping is defined by replacing the Euclidean distance with the Bregman distance
where D h (u, x) = h(u) − h(x) − ∇h(x), u − x is the Bregman distance with the reference convex function h. This mapping is also well-defined since the functions φ and h are convex. The convexity of h also implies D h (x, y) ≥ 0, ∀x, y.
If, in addition, h is strictly convex, D h (x, y) = 0 if and only if x = y. In the rest of this paper, we assume h is strictly convex. Note that D h (x, y) is not symmetric in general. Therefore, we use symmetric coefficient β(h) = inf D h (x,y) D h (y,x) : x = y to measure the symmetry. When φ = δ x , the Bregman proximal mapping reduces to the Bregman projection
Clearly, the Bregman projection is much harder to solve in general compared to the orthogonal projection for X = R n + . Note that if we choose the energy function as the reference function, i.e., h(·) = 1 2 · 2 , the Bregman proximal mapping and the Bregman projection boils down to the classical proximal mapping and orthogonal projection.
B. Proximal Gradient Method
Next, we review the standard proximal gradient (PG) method since it is a fundamental method for minimizing the sum of a smooth function f with a nonsmooth one r, i.e.,
The following assumptions are made for Problem (8) throughout the paper.
(ii) r is a proper and lower semicontinuous.
Clearly, Problem (1) satisfies the first two assumptions above. The last assumption is equivalent to assuming
At the k-th iteration, by linearizing the smooth function f , the PG method minimizes the following subproblem,
where α k is some positive stepsize. In the notation of proximal mapping, Eq. (9) can be rewritten as
For r = δ + , the update rule in (10) becomes
Due to the simplicity of the orthogonal projection, PG is broadly used to solve (1). Eq. (10) can be further expressed in a more concise form as
where G(x k ) is called the generalized gradient and defined by
Similar to the norm of the gradient for unconstrained problems, G(x k ) can be used to measure the optimality since
and it is easy to show that G(x * ) = 0 if and only if x * is a critical point of (8) defined by 0 ∈ ∂F (x * ).
The convergence results can be established by using a conventional line search method. However, a line search strategy is inefficient since it may need to evaluate the objective values multiple times so as to ensure a descent in the objective value. For many large-scale optimization problems, evaluating the objective function is inefficient or even impossible in some cases. Therefore, a constant stepsize with a predefined value is favored in practice. To establish the convergence results of the PG method with a constant stepsize, a common and crucial assumption is that ∇f (x) is globally Lipschitz-continuous, i.e., there exists a constant ℓ > 0 such that
With 0 < α k ≤ 1 ℓ , the classic convergence result indicates that { G(x k ) } converges to zero at the rate of O(1/ √ k). However, the global Lipschitz-continuity is a restrictive assumption. In the past, many objective functions in modern optimization problems do not satisfy this assumption. Another limitation of PG is that, similar to gradient descent, it suffers a very slow rate of convergence as it approaches a critical point in a zig-zag manner.
C. Bregman Proximal Gradient
The limitations of PG discussed above has recently been solved in [17] , [18] , which proposed the Bregman proximal gradient (BPG) method that does not require the global Lipschitz-continuous gradient in objective functions.
In the k-th iteration, the BPG method constructs a similar subproblem as in (9) by replacing the Euclidean distance with the Bregman distance, i.e., (16) In the view of the Bregman proximal mapping, we have
wheref (u) = f (x k ) + ∇f (x k ), u − x k is the linear approximation of f at x k . The update rule in (17) involves a two-step operation, which can be written explicitly by
Based on relative smoothness (to be explained in the next section), the convergence results of BPG are obtained in [17] , [18] for convex and in [19] for nonconvex settings, respectively. Although using Bregman proximal mapping overcomes the global Lipschitz-continuous gradient issue, the two subproblems in (18) are in general not easy to be solved, even for r = δ + . For example, if h(x) = 1 2 x, Ax for some positive definite matrix A, then the Bregman projection becomes a quadratic optimization problem under a componentwise nonnegative constraint, which does not have closed-form solutions for subproblem (18b). In Section IV, we propose a new algorithm that uses a different reference function for the Bregman projection so that a closed-form solution can be obtained.
III. BLOCK-WISE BREGMAN PROXIMAL GRADIENT
In this section, we first propose a (cyclic) Bregman BCD (BBCD) method, which extends the previous cyclic BCD by using the Bregman distance 1 .
Instead of updating all coordinates simultaneously, the BBCD method selects and updates a subset of blocks in each iteration while the rest of the blocks are fixed. At the k-th iteration, BBCD selects an index set C k ⊆ {1, · · · , s} such that (such that) if b ∈ C k , the b-th block can be updated by
otherwise it remains the same, i.e., x k+1 b = x k b for all b / ∈ C k . Note that we simplify the notation by dropping the index b in D h b . In a BPG fashion, Eq. (19) can be also rewritten as a two-step operation
In contrast to the PG and BPG methods, G(x k ) or x k+1 − x k is not appropriate for measuring the optimality, because it is possible that only a subset of blocks are selected and updated in the whole process. Instead, projected gradient ∇ P f (x k ) is commonly used to measure optimality. In the case of r = δ + , ∇ P f (x k ) is defined by [22] 
Similar to G(x k ) , we have ∇ P f (x * ) = 0 if and only if x * is a critical point. Therefore, one needs to keep track of ∇ P f (x k ) as the algorithm proceeds, and stop the algorithm when ∇ P f (x k ) is small enough. Therefore, we define ∇ P f (x k ) as the optimality gap. The Gauss-Seidel (G-S) or cyclic rule used in Algorithm 1 is a special rule since it includes all blocks in C k and updates them in the cyclic manner. As a result, x k+1 − x k can be used to measure the optimality. Next, we provide a series of analyses and convergence results for the cyclic BBCD method.
We start with the definition of relative smoothness [17] , [18] , by which a new descent lemma is obtained without the assumption of the global Lipschitz-continuity of ∇f (x). 1 While writing this paper, [20] proposes a similar cyclic BBCD method, but they did not provide the convergence rate. 
are said to be relatively smooth if h is convex and there exists a scalar L > 0 such that Lh − g and Lh + g are convex.
Note that the above definition holds for every convex function h, even g is nonconvex. Moreover, the relative smoothness nicely translates the Bregman distance to produce a non-Lipschitz descent lemma [17] , [18] .
Lemma 1. [19, Lemma 2.1] The pair of functions (g, h) is relatively smooth if and only if for all x and y, it holds that
Remark 1. (i) For the purpose of this paper, it is sufficient to only consider the convex condition of Lh − g and the corresponding descent lemma, i.e.,
(iv) The relative smooth property is invariant when h is m-strongly convex [19] .
For the rest of this paper, we additionally make the following assumptions.
With the relative smoothness between (f b , h b ), the following proposition shows the basic convergence results. A similar results can be found in [20] , [21] . Proposition 1. Let {x k } be the sequence generated by Algorithm 1 with G-S block selection rule and α k = α such that 0 < α < 1 L . The following assertions hold:
In particular, using the subgradient of r, we obtain a stronger inequality
). Hence, we have s b=1
The reference function h b for each block could be varied in different iterations. As a result, the coefficient L b should be written as L k b since it could also change in different iterations. To simplify the expression, however, we assume the same reference function for each block in different iterations, so that we can set L b = max k {L k b } and the resulting analysis is the same.
In order to show the sequence {x k } approaching to a critical point, we first show the subgradient of F is upper bounded. For that purpose, we make the following additional assumption for this section. 
where w k+1 ∈ ∂F (x k+1 ). Then every limit point of
The boundedness of the sequence {x k } is a common assumption in the literature (e.g., [23] - [25] ), because the function f (x) in many applications has bounded level sets and the descent in the objective function is guaranteed. For more details please see [24] .
The following proposition says that ∇ P f (x k ) defined by (21) is a subgradient of F when r = δ + .
Combining Proposition 3 with Propositions 1 (iii) and 2, we immediately obtain the following inequality for CBBCD:
Therefore, we have ∇ P f (x k ) converges to zero at the rate of O(s/ √ k). Similar to BPG, computing the Bregman projection (20b) is expensive in general. In the following section, we propose another BCD-type method that uses two different reference functions so that projection operation admits a closed-form solution. Further, the proposed method is also applicable for greedy or randomized rules so that it achieves a faster convergence rate.
IV. BLOCK-WISE TWO REFERENCES BREGMAN PROXIMAL GRADIENT DESCENT
As we discussed in the previous sections, a stronger convergence result can be obtained by using the Bregman distance. However, the projection operation (18b) or (20b) might be computationally expensive. To resolve this issue, we use a different reference function g for the projection subproblem so that the projection operation can be easily solved. We call this method Block-wise Two references Bregman proximal gradient (B2B) method. With two different reference functions h and g, the update rule (20a)-(20b) becomes
Here we first compute the search direction d k , where d k b is given by (24a) and the rest entries are set to zero. The search direction is intuitive, since we have
In the case of r = δ + , we set g = 1 2 · 2 , then the b-th block update can be written as:
where we use the fact that orthogonal projection has a closed-form solution (5) . Clearly, the projection operation is much cheaper than the Bregman projection used in (20a)-(20b). However, the obtained direction d k is not always a descent direction. In [26, Figure 1 .2], a counterexample with h(x) = 1 2 x, Ax was provided [26] , where one can obtain f (x k+1 ) > f (x k ) for all α k > 0 with an unfavored positive definite matrix A. By leveraging the special structure of δ + , we identify a class of valid blocks by which the descent of the objective value is guaranteed.
A. Feasible descent direction and line search
We define the notion of valid coordinate by which a feasible descent direction is found so that the objective value is continuously decreased in each iteration for an appropriate stepsize.
In our B2B method, we enforce only using the valid coordinates in each block. As a result, the following lemma shows that the obtained direction d k can always induce a feasible descent direction that guarantees a descent in the objective value.
Lemma 2. Define a uni-variate variable function of α as
(i) The following assertions are equivalent:
is not a critical point and the selected block is valid, then there exists a stepsize α k such that
With Lemma 2, we can establish the stationary convergence result by using an Armijo-like line search rule. Here scalars τ , σ and α 0 are fixed. Choosing τ ∈ (0, 1) and σ ∈ (0, 1/2), and we set α k = τ m k α 0 , where m k is the smallest positive integer that satisfies
Let {x k } be the sequence generated by (25) with line search (29) . Then every limit point of {x k } is a critical point.
The global convergence result is obtained without the assumption of global Lipschitz-continuous gradient. However, a line search strategy may be inefficient since it has to evaluate the objective function values multiple times to ensure the sufficient descent in the objective value. In the next subsection, we establish the convergence results for the constant stepsize strategy under mild conditions.
B. Constant stepsize
In practice, a line search strategy is not computational efficient, especially for high-dimensional problems, since evaluating the objective function is expensive or even impossible in many applications. Therefore, using a predefined constant stepsize is preferred in practice. The generic B2B algorithm with a constant stepsize is given in Algorithm 2. Note that the B2B method in Algorithm 2 uses either the greedy or randomized rule. We make the following additional assumption for the reference function h b in the rest of this section.
By Lemma 1, we can easily obtain the following fundamental inequality, which will play a crucial role in establishing the main convergence result. Lemma 3. Let {x k } be the sequence generated by Algorithm 2 that is assumed to be bounded. Then we have
In particular, with
Maximizing the function θ(α) = α ((1 + β)m − LM α) with respect to α yields the optimal stepsize α * = (1+β)m 2LM , which gives the following convergence results. Proposition 4. Let {x k } be the sequence generated by Algorithm 2 that is assumed to be bounded. Set α k ≡ α, where 0 < α ≤ (1+β)m 2LM . Then the following assertions hold: (i) The sequence {f (x k )} is nonincreasing, and satisfies ∀k,
To establish the convergence rate of {x k }, the main idea is to show ∇ P f (x k ) (or ∂F (x k )) can be upper bounded in each iteration, and those upper bounds converge to zero. Proposition 4(ii) implies { x k+1 −x k } converges to zero. As we discussed in the previous section, however, x k+1 − x k cannot be used to bound ∇ P f (x k ) to obtain an asymptotic convergence rate, because Algorithm 2 only selects one block at a time, while all blocks are required to satisfy the conditions in Lemma 2 (iii). The result is not easy to obtained, even we use the cyclic rule since B2B method uses two different reference functions in (24a)-(24b). In the following, we show the convergence results for B2B by leveraging the greedy and randomized rules, which can further improve the convergence rate of B2B with the cyclic rule by one order in terms of the number of blocks.
C. Greedy and randomized rule
Without loss generality, we assume that each bock only contains valid coordinates. For the Gauss-Southwell (G-So) or greedy rule, a block is selected in the k-th iteration if it has the maximum magnitude of the partial gradient, i.e.,
The following proposition establishes the main convergence results for the greedy B2B (GB2B) method.
Theorem 2 (Convergence of greedy B2B). Let {x k } be the sequence generated by Algorithm 2 with greedy rule and is assumed to be bounded. Set α k ≡ α with 0 < α ≤ (1+β)m 2LM . The following assertions hold:
From Theorem 2 (ii), it immediately follows that ∇ P f (x k ) converges to zero at the rate of O( √ s/ √ k). In the randomized rule, a block is selected uniformly at random. We use E b k to denote the expectation with respect to a single random index b k . We use E to denote the expectation with respect to all random variables {b 0 , b 1 , · · · }. The following proposition establishes the main convergence result for the randomized variant of B2B (RB2B).
Theorem 3 (Convergence of randomized B2B). Let {x k } be the sequence generated by Algorithm 2 with randomized rule and is assumed to be bounded. Set α k = α, where 0 < α ≤ (1+β)m 2LM . The following assertions hold:
Similar to the GB2B method, we also obtain the convergence rate O( √ s/ √ k) for the RB2B method. Both of these two methods are O( √ s) times faster than the CBBCD method, i.e., O(s/ √ k). Moreover, the randomized variant is even more efficient than the greedy variant, since performing (31) in GB2B needs to search all blocks to determine the desired block, while the randomized method selects a block randomly.
D. Global convergence
In this subsection, we establish the global convergence of the B2B method. For this purpose, we outline three ingredients of the methodology [19] , [23] , which has broad range of applications. (i) Sufficient decrease property: There exists a scalar ρ 1 > 0 such that for k ≥ 0
(ii) A subgradient lower bound for the iterate gap: There exists another scaler ρ 2 > 0 such that for k ≥ 0
for some w k+1 ∈ ∂F (x k+1 ). (iii) Let x be a limit point of a subsequence {x kq }, then lim sup q→∞ F (x kq ) ≤ F (x).
Clearly, it follows from Proposition 4 (ii) that the sufficient descent property is obtained. Combining Proposition 3 with Theorem 2 (ii) or Theorem 3 (ii) implies the subgradient bound property. Since f is continuously differentiable and r is an indicator function of R n + , the third continuity condition holds trivially. Together with the Kurdyka-Łojasiewicz (KL) property (see [23] and supplemental for details), we can prove the following theorem for the GB2B and RB2B methods.
Theorem 4 (Global convergence). Let {x k } be the sequence generated by Algorithm 2 and is assumed to be bounded. Then the sequence {x k } converges to a critical point of f .
V. APPLICATIONS AND NUMERICAL EXPERIMENTS
To showcase the strength of the B2B algorithm, we use B2B to solve the nonnegative matrix factorization (NMF) problem [12] , [27] , [28] . As an efficient dimension reduction method, NMF plays a crucial role in various areas, such as text mining [29] , face recognition [30] , network detection [31] , etc.
Given an elementwise nonnegative matrix A ∈ R M×N + and a desired rank R ≤ min{M, N }, NMF seeks to approximate A by an outer product of two nonnegative matrices U and V , i.e.,
Clearly, this problem is nonconvex, and finding the exact NMF is NP-hard [32] . GB2B is in general faster than the other algorithms. RB2B is theoretically faster than GB2B in terms of computation, but it is not the case in practice. To apply Algorithm 2, we consider each column in U or V as a block. Due to space limitation, we only show the update rule for variable V, since the update rule for U is similar. Define the corresponding function
Proposition 5. Let (f b , h b ) be defined as above. Then for any
In the definition of h b , we have m b = M b = 1/u T b u b and β b = 1. As a result, we have unit stepsize α k = 1. The main computational step requires to computing the search direction
Thanks to the notion of "valid block", these blocks will not be selected as they are invalid. Indeed, suppose
We compare the proposed algorithms GB2B and RB2B with five state-of-the-art algorithms: 1) GCD: A greedy BCD method [33] , where the block is selected based on the reduction in the objective function from the previous iteration. 2) FastHALS: A cyclic BCD method [34] . Here we use its fast implementation. 3) ANLSPivot: An alternating method and each subproblem is solved by block principal pivot (BPP) [35] . 4) AOADMM: An alternating algorithm where the subproblems are solved by ADMM [36] . 5) APG: An alternating proximal gradient method with extrapolation [11] .
All algorithms are implemented in Matlab by the authors of the original works, except FastHALS. We evaluate the algorithms using the following datasets. All algorithms start with the same initial point whose entries are uniformly distributed in the interval [0, 1]. We stop each algorithm if the relative projected gradient is small enough, i.e., ∇ P f (x k ) F ≤ ǫ ∇ P f (x 0 ) F , or a total number of 1000 iterations has been reached. Since NMF is nonconvex, it may include multiple critical points. The quality of the critical point that an algorithm converges to is also important. Hence, we also record and compare the relative residual defined by e k = A − U k V kT F / A F . The results are averaged over 20 Monte Carlo trials and summarized in Table I , and the convergence behaviors are illustrated in Figures 1-6 in log scale. The standard deviations are small and so we does not include them in Table I. From Table I , we can conclude that GB2B is consistently faster than the other algorithms in most cases. RB2B is also a good solver for NMF but is relatively slower than GB2B. In principle, RB2B should be faster than GB2B since GB2B needs to spend more time to select a block. Nevertheless, Table I shows the exact opposite. In the use of greedy choice, the number of iterations used by GB2B is much fewer than the number of iterations used by RB2B. Consequently, the overall performance of GB2B is much better than RB2B, even each iteration in RB2B is cheaper. In fact, ANLSPiovt and AOADMM also use fewer number of iterations, but they are slower than GB2B in terms of runtime. Such superiority becomes more apparent when the size and the sparsity of the datasets increase.
In Figures 1(a) -6(a), the optimality of GB2B continuously decreases across iterations in most cases, while relatively large oscillations appears in RB2B and other methods. From Table I and Figures 6(a)-(b) , it can be observed that FastHALS is also a fast solver for the text datasets, but Figures 6(c)-(d) indicate that FastHALS may converge to a poor quality critical point. This problem is also observed in other text datasets Figures 4-5 . In summary, we can see that GB2B is the most efficient algorithm among the compared algorithms.
VI. CONCLUDING REMARKS In this paper, we proposed a block-wise Bregman proximal gradient descent algorithm for composite nonconvex problems, where the smooth part does not satisfy the global Lipschitz-continuous gradient property. With two reference functions, the Bregman projection reduces to the orthogonal projection so that a closed-form solution of the projection subproblem can be obtained. The global convergence of the proposed algorithms are proved for various block selection rules. In particular, we show that a global convergence rate of O( √ s √ k ) can be achieved by the greedy and randomized rule, which is O( √ s) faster than the cyclic rule. We perform multiple numerical experiments based on real datasets to demonstrate the superiority of the proposed B2B algorithms for the NMF problem, which shows that the greedy B2B is faster than the compared algorithms and is able to converge to a better quality critical point.
VII. APPENDIX A. Proof of Proposition 1
(i) From the optimality of x k+1 b in (19), we have
Together with Lemma 1, we then obtain
Summing over (36) for b = 1, · · · , s yields
where we use the facts that
Taking the telescopic sum of the inequality above for k = 0, 1, · · · , N gives us
where F * = inf F > ∞. Since α k is a constant, dividing both sides by 1 α k − L and taking the limit N → ∞ yields the desired result. (iii) E.q. (36) further implies that
which yields the desired result by dividing (N + 1) .
B. Proof of Proposition 2
The optimality condition of (19) is given by
Therefore, by defining
). Since ∇f and ∇h b are both ℓ-Lipschitz-continuous on any bounded set and {x k } is bounded, we have
Clearly, we have w k+1 ∈ ∂F (x k+1 ). Summing over all b = 1, · · · , s yields the desired result
Let x * be a limit point of {x k }, and there exists a subsequence {x kq } such that x kq → x * as q → ∞. Since the functions r b are lower semi-continuous, we have for all b,
From (19), we have for all k, taking
or equivalently,
Choosing k = k q − 1 and letting q → ∞ yields
where we have used the facts that {x k } are bounded, ∇f is continuous, and
For that reason, we also have x kq → x * as q → ∞. Thus, combining (38) with (37), we have
Furthermore, by the continuity of f , we obtain
From Proposition 1 (ii), we have that w kq ∈ ∂F (x kq ) and w kq → 0 as q → ∞. The closeness of ∂F implies 0 ∈ ∂F (x * ). Therefore, x * is a critical point of F .
C. Proof of Proposition 3
We need to show ∇ P f (x) ∈ ∂F (x), which is equivalent to
With r(x) = δ + (x), the subdifferential of δ + at a point x is given by 
D. Proof of Lemma 2
We start with the proof for part (i).
(1)=⇒ (2) . Note that the necessary optimality condition is:
The desired result is obtained directly from the definition of ∇ P f (x k ) in (21) .
(2)=⇒ (3) . From the definition of subgradient of a convex function, the subdifferential of δ + (x) is given by
It is clear that ∇f (x k ), x k = 0 and ∇f (x) ≥ 0. From the block structure of f and δ + ,
(3)=⇒(4). As none of the blocks is valid from the definition, we obtain d k b = 0 and hence we obtain the desired result. (4)=⇒ (1) . Fixed b, and assume x k (α) = x k for all α > 0. Let W denote the index set that contains all coordinates from block b. Then we must have
• if x k i > 0 and i ∈ W, then ∂f (x k )/∂x i = 0 and ∂f (x k )/∂x i · d k i = 0; • if x k i = 0 and i ∈ W, then ∂f (x k )/∂x i < 0 and so ∂f (x k )/∂x i · d k i ≥ 0. These two relations imply
However, from the optimality of the subproblem (24a), we have
The
From the optimality condition of (24a), the solution for d k b is given by
Nothing that d b = 0, we obtain ∇ b f (x k ) = 0. Since this condition holds for arbitrary block, x k is a critical point.
To prove the part (ii), we suppose that x k is not a critical point. Let W k be the index set that contains all coordinates from the b-th block. Consider two index sets:
Thus, if A k = ∅, then we cannot make any progress, i.e., x k (α) = x k for all α > 0. We will next need show that the index set A k = ∅. By contradiction, assume that A k = ∅. Since the selected block is valid, we have
Taking the inner product of ∇ b f (x k ) and d k b yields
However, the optimality of (24a) implies
< 0, which contradicts (42). Therefore, the index set A k = ∅.
Next, we will derive a feasible descent direction based on the index set A k so that the descent of the objective value is guaranteed. We define a stepsize α 1 such that
Clearly, the stepsize α 1 is either a finite positive value or +∞. We define a direction d k b as follows
From (43), we have
which implies that d k b is a feasible direction. As discussed before, we know that
Therefore, we obtain
Clearly, the derived direction d k b is a feasible descent direction. With α k ≤ α 1 , there exists a scalar α k ≤ α k for which
and the desired relation (28) is satisfied.
E. Proof of Theorem 1
Let x be a limit point of {x k }. Suppose that x is not a stationary point. Since {f (x k )} is monotonically nonincreasing and inf x≥0 f (x) > −∞, the sequence must converge to a finite value. Since f is continuous, f (x) is a limit point of {f (x k )}. Thus, it follows that the entire sequence {f (x k )} converges to f (x), and
Moreover, by the definition of Armijo-like rule, we have
where the equality follows from (47). Therefore, the right hand side in the above relation tends to zero. Let {x q } be the subsequence that converges to x as q → ∞. From (45), we have
Hence, by the definition of the Armijo-like rule, we must have for some k 0 ≥ 0
i.e., the initial stepsize α 0 will be reduced at least once for all q ≥ k 0 . Since {x k } is bounded, it follows from (47) that {d k } is bounded. Therefore, there exists a subsequence {d p } of {d q } such that d p →d.
From (49), we have
where α p = α p /τ . By using the mean value theorem, there exists someα p ∈ [0, α p ] such that this relation is written as
Taking limits in the above relation, we obtain
Since σ < 1, it follows that
which contradicts thatd b is a descent direction in (45) if x k is not a stationary point. This proves the desired result.
F. Proof of Lemma 3
Applying Lemma 1 for (f b , h b ) and nothing that
Note that the optimality condition of (24a) is given by
Taking the inner product of the left-hand side of the above
where the second equality follows from
From (50), it follows that
From Assumption 2 (ii) and 4, we have
where the last inequality follows from (44).
G. Proof of Proposition 4
Using the fact that
(ii) Summing the inequalities in Proposition 4 (i) for k = 0, 1, · · · , N , we obtain:
where f * = inf x≥0 f (x). Taking the limit as N → ∞, we can conclude that { x k+1 − x k 2 } converges to zero. (iii) From (51), we also obtain that
Dividing N + 1 on both sides completes the proof.
H. Proof of Theorem 2 (i) Note that the optimality condition of (24a) can be written as
. Then we obtain:
It follows from (31) that
Combining the above relation with (30) yields
(ii) Taking the telescopic sum over k = 0, 1, · · · , N yields
Dividing both sides by N + 1 yields the stated result. (iii) The desired result can be obtained by repeating the second part of the proof of Proposition 2, and so we omit the proof here for brevity.
I. Proof of Theorem 3
(i) Since α k ≤ (1+β)m 2LM , we have
SUPPLEMENTAL

Proof of Theorem 4
Here, we first review the essential ingredients of the methodology [23] . To solve a general optimization problem in the form of (8), we first define gradient-like descent sequence as follows.
Definition 4. A sequence {x k } is called gradient-like descent sequence for F if the following three conditions hold (i) Sufficient decreases property. There exists a constant ρ 1 > 0 such that
(ii) A subgradient lower bound for the iterates gap. There exists a scalar ρ 2 > 0 such that
for some w k+1 ∈ ∂F (x k+1 ). (iii) Let x be a limit point of the subsequence x kq , then lim sup q→∞ F (x kq ) ≤ F (x).
The first two conditions are typical properties of a descent method. From Proposition 4, Theorem 2, and Theorem 3, it follows that the first two conditions are satisfied for B2B method. The third condition is weak condition and trivially holds if F is continuous. In the case of (1), the third condition obviously holds due to Assumption 1. Let ω(x 0 ) be the set of all limit points of {x k }.
Lemma 4. Let {x k } be the sequence generated by Algorithm that is assumed to be bounded. The following assertions hold:
(i) ω(x 0 ) is nonempty and compact.
(iv) F is finite and constant on ω(x 0 ).
Proof: (i) Since {x k } is bounded, it has at least one limit point and so ω(x 0 ) = ∅. Let x be a limit point of ω(x 0 ). Then given ε > 0 there exists a point x ′ ∈ ω(x 0 ) with x ′ − x < ε/2. Note that x ′ ∈ ω(x 0 ) is a limit point of {x k }. Thus there exists a point x ′′ ∈ {x k } with x ′ − x ′′ < ε/2. It then follows
x − x ′′ ≤ x − x ′ + x ′ − x ′′ < ε.
Thus x is a limit point of {x k }, i.e., x ∈ ω(x 0 ). We have shown ω(x 0 ) contains all its limit points, indicating ω(x 0 ) is closed. Since {x k } is bounded, we have ω(x 0 ) is compact. (ii) Let x * be a limit point of {x k }, i.e., x * ∈ ω(x 0 ), and there exist a subsequence {x kq } such that x kq → x * as q → ∞.
Due to the continuity of f , we get and so x kq → x * as q → ∞. On one hand, we have f (x kq ) → f . On the other hand, we have f (x kq ) → f (x * ). Hence, we have f (x * ) = f . Therefore, the restriction of f to ω(x 0 ) equals to f .
The above, together with the so-called nonsmooth Kurdyka-Łojasiewicz property [37] allows us to establish the global convergence results for B2B method. Recall the notion of Kurdyka-Łojasiewicz (KŁ) property. Given a set S, the distance from a point x to S is defined by dist(x, S) := inf{ x − y , y ∈ S}.
We let dist(x, S) ∞ for all x if S = ∅. Let scalar η > 0. We let Φ η denote the class of functions ϕ as follows Φ η = {ϕ ∈ C 0 [0, η) ∩ C 1 (0, η) : ϕ ≥ 0, ϕ(0) = 0, ϕ concave, and ϕ ′ > 0}.
Now we give the definition of Kurdyka-Łojasiewicz property.
Summing over the inequality (68) for i = l + 1, · · · , k yields
where the last inequality follows from ∆ p,r = ∆ p,q + ∆ q,r . Since ϕ ≥ 0, we obtain
Since the upper bound B 0 is constant, the length of the sequence {x k } is finite, i.e.,
∞ k=0
x k+1 − x k < ∞.
It is also clear that Eq.(69) implies that the sequence {x k } is a Cauchy sequence. In particular, with q > p > l, we have
Since (69) implies that ∞ k=l+1 x k+1 − x k converges to zero as l → ∞, it follows that {x k } is a Cauchy sequence and hence it is a convergence sequence. The result follows immediately from Lemma 4(ii).
