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A critical Dyson hierarchical model for the Anderson localization transition
Ce´cile Monthus and Thomas Garel
Institut de Physique The´orique, CNRS and CEA Saclay, 91191 Gif-sur-Yvette, France
A Dyson hierarchical model for Anderson localization, containing non-random hierarchical hop-
pings and random on-site energies, has been studied in the mathematical literature since its intro-
duction by Bovier [J. Stat. Phys. 59, 745 (1990)], with the conclusion that this model is always in
the localized phase. Here we show that if one introduces alternating signs in the hoppings along the
hierarchy (instead of choosing all hoppings of the same sign), it is possible to reach an Anderson
localization critical point presenting multifractal eigenfunctions and intermediate spectral statistics.
The advantage of this model is that one can write exact renormalization equations for some observ-
ables. In particular, we obtain that the renormalized on-site energies have the Cauchy distributions
for exact fixed points. Another output of this renormalization analysis is that the typical exponent
of critical eigenfunctions is always αtyp = 2, independently of the disorder strength. We present
numerical results concerning the whole multifractal spectrum f(α) and the compressibility χ of the
level statistics, both for the box and the Cauchy distributions of the random on-site energies. We
discuss the similarities and differences with the ensemble of ultrametric random matrices introduced
recently by Fyodorov, Ossipov and Rodriguez [J. Stat. Mech. L12001 (2009)].
I. INTRODUCTION
To better understand the notion of phase transition in statistical physics, Dyson [1] has introduced long ago a
hierarchical ferromagnetic spin model, which can be studied via exact renormalization for probability distributions.
Since the hierarchical couplings correspond to long-ranged power-law couplings in real space, phase transitions are
possible already in one dimension. This type of hierarchical model has thus attracted a great interest in statistical
physics, both among mathematicians [2–5] and among physicists [6–8]. In the field of quenched disordered models,
hierarchical models have also been introduced for spin systems with random fields [9] or with random couplings
[10–12], as well as for Anderson localization [13–19], on which we focus in this paper.
In the context of Anderson localization [20], the hierarchical models [13–19] contain long-ranged hoppings decaying
as a power-law of the distance in real space. To discuss the possibility of an Anderson localization transition, it is thus
useful to recall first what is known for non-hierarchical long-ranged models. For Anderson models with long-ranged
hoppings V (r) presenting the typical asymptotic decay as a function of the distance r
V (r) ∝
r→+∞
V
rσ
(1)
one expects that Anderson critical points occur in dimension d for a critical value of the exponent given by
σc = d (2)
whereas σ > d correspond to the localized phase (power-law localization) and σ < d corresponds to the delocalized
phase (see the review [21] and references therein). These critical points have been mostly studied in dimension
d = 1 within the PRBM model (power-law random banded matrices model) [22–34], in particular from the point
of view of their multifractal spectra (studies in d > 1 can be found in [35–37]). In hierarchical models, one thus
also expects the same criticality criterion as in Eq. 2. In the ’ultrametric random matrices ensemble’ introduced in
[17], it has been found that criticality indeed corresponds to σc = d = 1 (Eq. 2) and multifractality properties of
eigenfunctions have been studied [17–19]. In particular, in the so-called ’strong multifractality’ regime, the powerful
Levitov renormalization method [38] (see also the reformulation as some type of ’virial expansion’ in Refs [39–42]) can
be used both for the PRBM model [23] and for the ’ultrametric random matrices ensemble’ [17] and yield the same
leading order result, which can also be derived via a simpler direct perturbation theory for eigenstates [43]. However
the ’ultrametric random matrices ensemble’ considered by physicists [17–19] is not the only possible way to define
a Dyson hierarchical model for Anderson localization, and another model containing random on-site energies and
non-random hierarchical hoppings, has actually been considered previously by mathematicians [13–16], but in some
region of parameters that does not allow to reach the critical point σc = d = 1. As a consequence, their results concern
the properties of the localized phase. The aim of the present paper is to show that it is possible to reach the critical
point σc = d = 1 in this type of models, if one chooses properly some parameter at a well-defined negative value
(whereas mathematicians [13–16] seem to have always considered that this parameter was positive). The difference
between the two types of hierarchical models is as follows : in the model considered in [13–16] and in the present
paper, it is directly the matrix of non-random hoppings that presents a hierarchical block structure (see more details
2in section II below), whereas in References [17–19], it is only the matrix of the variances of the random hoppings that
presents a hierarchical block structure. Note that in the context of spin models with random couplings, these two
types of hierarchical models have been also introduced, with either a hierarchical structure of the couplings [10, 11]
or a hierarchical structure of the variances of the random couplings [12].
The paper is organized as follows. In section II, we introduce the ’Dyson hierarchical model with random on-site
energies and non-random long-ranged hoppings’ that we consider in this paper, and we describe an exact renormaliza-
tion procedure in each disordered sample. In section III, we analyse this renormalization procedure for the pure case,
we describe the properties of the energies and eigenstates as a function of the hierarchical parameter, and explain
how to obtain a physical model presenting a real-space power-law exponent σc = 1. We then turn to the disordered
model. In section IV, we analyse the renormalization of the on-site energies, we find an exact solution for the Cauchy
distribution, and we present numerical results for the box disorder. In section V, we describe how the two-point
transmission can be computed via renormalization, and we derive the typical exponent κtyp = 2 independently of the
disorder strength. In section VI, we translate the previous result into the typical exponent αtyp = 2 for eigenstates,
and show numerical results for the singularity spectrum f(α) as a function of the disorder strengthW . In section VII,
we describe our numerical results concerning the intermediate statistics of energy levels. The anomalous weak-disorder
regime is discussed in section VIII. Our conclusions are summarized in section IX.
II. DYSON HIERARCHICAL MODEL FOR ANDERSON LOCALIZATION
A. Definition of the model
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FIG. 1: Dyson hierarchical model of Anderson localization defined by the Hamiltonian of Eq. 3 with N = 3 and 2N = 8 sites.
Each site i is characterized by a random on-site energy ǫi. Two sites i and j are related by a non-random hopping Hi,j = Vn(i,j)
where n(i, j) represents the generation n where i and j are related in the binary tree hierarchical structure. For instance, the
site i = 1 is connected to the site i = 2 via the hopping V1, to the sites i = 3, 4 via the hopping V2, and to the sites i = 5, 6, 7, 8
via the hopping V3.
We consider the following Anderson tight-binding model defined for L = 2N sites by the Hamiltonian (see Fig. 1)
HN [{ǫ1, ..., ǫ2N}; {V1, ..VN}] =
2N∑
i=1
ǫi|i >< i| (3)
+V1 [(|1 >< 2|+ |2 >< 1|) + (|3 >< 4|+ |4 >< 3|) + ...]
+V2 [(|1 > +|2 >) (< 3|+ < 4|) + h.c.+ (|5 > +|6 >) (< 7|+ < 8|) + h.c....]
+V3 [(|1 > +|2 > +|3 > +|4 >) (< 5|+ < 6|+ < 7|+ < 8|) + h.c.+ ...]
+VN
[(|1 > +|2 > +...+ |2N−1 >) (< 2N−1 + 1|+ < 2N−1 + 2|+ ...+ < 2N |)+ h.c.]
where the ǫi are the independent on-site random energies drawn with some distribution, and where the parameters
(V1, V2, ...) represent the non-random hoppings at different levels of the hierarchy. In Dyson hierarchical models, it is
3usual to take couplings that depend exponentially on the generation n
Vn = V1γ
n−1 (4)
To make the link with the physics of long-ranged one-dimensional models, it is convenient to consider that the sites
i of the Dyson model are displayed on a one-dimensional lattice, with a lattice spacing unity. Then the site i = 1 is
coupled via the hopping Vn to the sites 2
n−1 < i ≤ 2n. At the scaling level, the hierarchical model is thus somewhat
equivalent to the following power-law dependence in the real-space distance Ln = 2
n
|Vn| = V1|γ|L
−σ(γ)
n with σ(γ) = −
ln |γ|
ln 2
(5)
It seems physically natural to require here that these hoppings decay with the distance Ln with a positive exponent
σ(γ) > 0 corresponding to |γ| < 1, i.e.
− 1 < γ < 1 (6)
We will see later in this paper that other physical requirements may lead to other restrictions in the choice of the
parameter γ (see section IIID).
B. Exact renormalization procedure
1. Change of basis
From the form of the Hamiltonian of Eq. 3, it is clear that it is useful to begin with a change of basis
from the real space natural basis {|1 >, |2 >, |3 >, |4 >, ..., |2N − 1 >, |2N >}
to the new basis {|1+ >, |1− >, |2+ >, |2− >, ..., |2N−1+ >, |2N−1− >}, with the following notation for 1 ≤ i ≤ 2N−1
|i+ > ≡ |2i− 1 > +|2i >√
2
|i− > ≡ |2i− 1 > −|2i >√
2
(7)
In this new basis, the Hamiltonian of Eq. 3 reads
HN [{ǫ1, ..., ǫ2N}; {V1, ..VN}] =
2N−1∑
i=1
(
ǫi+ |i+ >< i+|+ ǫi− |i− >< i−|+ Vi+− (|i+ >< i−|+ |i− >< i+|)
)
(8)
+2V2 [|1+ >< 2+|+ |2+ >< 1+|+ |3+ >< 4+|+ |4+ >< 3+|+ ...]
+2V3 [(|1+ > +|2+ >) (< 3+|+ < 4+|) + h.c.+ ...]
+2VN
[(|1+ > +|2+ > +...+ |2N−2+ >) (< (2N−2 + 1)+|+ < (2N−2 + 2)+|+ ...+ < 2N−1+ |)+ h.c.]
in terms of the new parameters
ǫi+ ≡
ǫ2i−1 + ǫ2i
2
+ V1
ǫi− ≡ ǫ2i−1 + ǫ2i
2
− V1
Vi+− ≡
ǫ2i−1 − ǫ2i
2
(9)
2. Elementary renormalization step
For Anderson localization models, Aoki [44–46] has introduced an exact real-space renormalization procedure at
fixed energy which preserves the Green functions of the remaining sites. This procedure has been further studied
for one-particle models in [47–49]. It has been extended in configuration space for two-particle models [50] and for
4manybody localization models [51]. It can be also used in other physical contexts, like phonons in random elastic
networks [52]. Let us now explain how it works for our present purposes.
From the expression of the Hamiltonian in the new basis of Eq. 8, it is clear that for each 1 ≤ i ≤ 2N−1, the vector
|i− > is only coupled to its symmetric partner |i+ >. As a consequence, if one considers the Schro¨dinger equation at
some given energy E
E|ψ >= HNψ > (10)
the projection onto < i−|, with the usual notation < i±|ψ >= ψ(i±)
Eψ(i−) = ǫi
−
ψ(i−) + Vi+−ψ(i+) (11)
can be used to eliminate ψ(i−) in terms of ψ(i+). One obtains for |i+ > the renormalized on-site energy
ǫnewi+ (E) = ǫi+ +
V 2i+−
E − ǫi
−
=
ǫ2i−1 + ǫ2i
2
+ V1 +
(
ǫ2i−1−ǫ2i
2
)2
E −
(
ǫ2i−1+ǫ2i
2 − V1
) (12)
For the remaining degrees of freedom {|1+ >, |2+ >, |3+ >, ..., |2N−1+ >}, the Hamiltonian reads
HdecimN [{ǫ1, ..., ǫ2N}; {V1, ..VN}] =
2N−1∑
n=1
ǫnewi+ |i+ >< i+ |
+2V2 [(|1+ >< 2+|+ h.c.) + (|3+ >< 4+|+ h.c) ....]
+2V3 [(|1+ > +|2+ >) (< 3+|+ < 4+|) + h.c.+ ...]
+2VN
[(|1+ > +|2+ > +...+ |2N−2+ >) (< (2N−2 + 1)+|+ ...+ < 2N−1+ |)+ h.c.]
= HN−1[{ǫnew1+ , ..., ǫnew2N−1+ }; {V
′
1 = 2V2, .., V
′
N−1 = 2VN}] (13)
In summary, the Hamiltonian defined for the 2N initial sites with the random energies (ǫ1, ǫ2, ..., ǫ2N ) and the
hierarchical hoppings (V1, V2, ...VN ) leads, after the decimation of the 2
N−1 antisymmetric combinations {|1− >
, |2− >, ..., |2N−1− >}, to the same form of Hamiltonian for the remaining 2N−1 symmetric combinations {|1+ >, |2+ >
, ..., |2N−1+ >}, with renormalized parameters : the renormalized energies are given by the rule of Eq. 12, whereas the
hierarchical couplings are simply given by V ′1 = 2V2, .., V
′
N−1 = 2VN .
Before we consider the disordered case, let us first describe in the next section the properties of the pure model.
III. PROPERTIES OF THE PURE MODEL ǫi = ǫ0
In this section, we describe the properties of the pure model, where all on-site energies in the Hamiltonian of Eq.
3 take the same value ǫi = ǫ0, and where the hierarchical couplings follow the geometric form of Eq. 4.
A. Enumeration of eigenstates
We follow the renormalization procedure introduced in the previous section II B. In the pure case, the parameters
after the first change of basis do not depend on i and simply read (Eq. 9)
ǫ
(1)
+ = ǫ0 + V1
ǫ
(1)
− = ǫ0 − V1
V
(1)
+− = 0 (14)
Since the intercoupling vanishes V
(1)
+− = 0, the 2
N−1 states |i− > are completely decoupled : they are exact eigenstates
of energies ǫ
(1)
− . So in the pure case, the decimation step is completely trivial, and there is no renormalization of the
on-site energies for the remaining states |i+ >, ( Eq. 12 reduces to the identity ǫnewi+ (E) = ǫi+).
5The second renormalization step is thus similar, but with the new values (using V ′1 = 2V2 from Eq. 13)
ǫ
(2)
+ = ǫ
(1)
+ + V
′
1 = ǫ0 + V1 + 2V2
ǫ
(2)
− = ǫ
(1)
+ − V ′1 = ǫ0 + V1 − 2V2 (15)
So by iteration, the n-th renormalization step is again similar, but with the new values
ǫ
(n)
+ = ǫ
(n−1)
+ + 2
n−1Vn = ǫ0 + V1 + 2V2 + ...+ 2
n−2Vn−1 + 2
n−1Vn
ǫ
(n)
− = ǫ
(n−1)
+ − 2n−1Vn = ǫ0 + V1 + 2V2 + ...+ 2n−2Vn−1 − 2n−1Vn (16)
When the hierarchical couplings Vn follow the geometric form of Eq. 4, these energies simply read
ǫ
(n)
+ = ǫ0 + V1
n∑
i=1
(2γ)i−1 = ǫ0 + V1
1− (2γ)n
1− 2γ
ǫ
(n)
− = ǫ
(n−1)
+ − 2n−1Vn = ǫ0 + V1
1− (2γ)n−12(1− γ)
1− 2γ (17)
We may now enumerate all the eigenstates, or more precisely all the subspaces associated to eigenvalues.
1. Subspace of dimension 2N−1 associated with the energy ǫ
(1)
−
We have seen above that the subspace associated to the energy ǫ
(1)
− can be constructed from the basis (Eq 7)
|i− >(1)= |2i− 1 > −|2i >√
2
(18)
with i = 1, 2, ..., 2N−1. Each vector |i− >(1) is thus extremely ’localized’ : its support is made of two sites only. This
property may seem very strange by comparison with non-hierarchical translation invariant models, where eigenstates
are given by plane-waves that are completely delocalized over the whole lattice. However here also we can make
plane-wave linear combinations of the basis of Eq. 18 to obtain a new-basis (noting j =
√−1)
|q >(1)= 1√
2N−1
2N−1∑
i=1
ejqi|i− >(1) (19)
with the wave-vector q = m(2π/2N−1) where m takes the integer values m = 0, 1, .., 2N−1 − 1. Each vector |q >(1) is
then delocalized on the whole lattice, with a constant weight | < i|q >(1) |2 = 1/2N .
2. Subspace of dimension 2N−2 associated with the energy ǫ
(2)
−
The subspace associated to the energy ǫ
(2)
− can be constructed from the basis
|i− >(2)= |(2i− 1)+ >
(1) −|(2i)+ >(1)√
2
=
|4i− 3 > +|4i− 2 > −|4i− 1 > −|4i >
2
(20)
with i = 1, 2, ..., 2N−2. Each vector |i− > is ’localized’ on four sites only. But again, one may use instead a basis of
delocalized plane-waves
|q >(2)= 1√
2N−2
2N−2∑
i=1
ejqi|i− >(2) (21)
with the wave-vector q = m(2π/2N−2) where m takes the integer values m = 0, 1, .., 2N−2 − 1.
It is now clear how this construction can be pursued, and we only mention the last two generations.
63. Subspace of dimension 2 associated with the energy ǫ
(N−1)
−
The subspace associated to the energy ǫ
(N−1)
− can be constructed from the basis
|1− >(N−1)= |1+ >
(N−2) −|2+ >(N−2)√
2
=
1√
2N−1

2N−2∑
i=1
|i > −
2N−1∑
i=2N−2+1
|i >


|2− >(N−1)= |3+ >
(N−2) −|4+ >(N−2)√
2
=
1√
2N−1

2N−1+2N−2∑
i=2N−1+1
|i > −
2N∑
i=2N−1+2N−2+1
|i >

 (22)
4. Subspaces of dimension 1 associated with ǫ
(N)
− and ǫ
(N)
+
The last renormalization step yields that the energies ǫ
(N)
− and ǫ
(N)
+ are non-degenerate and are associated respec-
tively with the eigenstates
|1− >(N)= |1+ >
(N−1) −|2+ >(N−1)√
2
=
1√
2N

2N−1∑
i=1
|i > −
2N∑
i=2N−1+1
|i >

 (23)
and
|1+ >(N)= |1+ >
(N−1) +|2+ >(N−1)√
2
=
1√
2N
2N∑
i=1
|i > (24)
One may check that the total number of states is 2N as it should
[
2N−1 + 2N−2 + ...+ 2 + 1
]
+ 1 =
2N − 1
2− 1 + 1 = 2
N (25)
B. Green function of the pure case
From this enumeration of eigenstates, one obtains directly that the Green function at coinciding points reads
G1,1(z) =
∑
α
|ψα(1)|2
z − Eα =
N∑
n=1
1
2n
z − ǫ(n)−
+
1
2N
z − ǫ(N)+
(26)
(because at the given point 1, only one state of each generation gives a non-zero weight |ψα(1)|2).
More generally, the Green function between two distinct points (1, 2p) has a similar form as Eq. 26, except that
the sum begins only with the state of generation p which is non-vanishing both at 1 and 2p
G1,2p(z) =
∑
α
ψ∗α(1)ψ
∗
α(2
p)
z − Eα =
N∑
n=p
1
2n
z − ǫ(n)−
+
1
2N
z − ǫ(N)+
(27)
C. Density of states of the pure case
From the Green function at coinciding points of Eq. 26, one obtains that the density of states in the thermodynamic
limit N → +∞ reads
ρ(E) =
+∞∑
n=1
1
2n
δ
(
E − ǫ(n)−
)
(28)
7(the normalization is
∫
dEρ(E) =
∑+∞
n=1
1
2n = 1 as it should). So in contrast to usual non-hierarchical models in finite
dimensions that are characterized by a continuum of non-degenerate delocalized states, the density of states of the
hierarchical model in the thermodynamic limit remains a sum of delta functions, with highly degenerate energies.
Since the levels ǫ
(n)
− are given by Eq. 17
ǫ
(n)
− = ǫ0 + V1
[
1 + 2γ + ...+ (2γ)n−2 − (2γ)n−1]
= ǫ0 + V1
1− (2γ)n−12(1− γ)
1− 2γ (29)
various behaviors are possible as a function of the hierarchical parameter γ introduced in Eq. 4 (recall the condition
|γ| < 1 of Eq. 6 ):
(i) for 1/2 < |γ| < 1 : the absolute values of the energies |ǫ(n)− | grow exponentially in n. This case is thus unphysical,
since higher levels of the hierarchy that corresponds to more extended states are associated with higher and higher
energies.
(ii) for |γ| < 1/2 : as n grows, the energies ǫ(n)− accumulate near the finite accumulation point
ǫacc− = ǫ0 + V1
1
1− 2γ (30)
(iii) for the special case γ = 1/2 : the absolute values of the energies |ǫ(n)− | grow linearly in n
ǫ
(n)
− = ǫ0 + V1 [n− 2] (31)
This case is thus unphysical as the case (i) discussed above.
(iv) for the special case γ = −1/2 : the energies ǫ(n)− take alternatively two values, and the model is thus ’physical’
in contrast to (iii).
D. Physical region of the model
From the above discussion, the requirement to have a bounded density of states for the discrete model of Eq. 3
with the hierarchical couplings of Eq. 4 yields the following domain for the hierarchical parameter γ
− 1
2
≤ γ < 1
2
(32)
instead of Eq. 6.
From the point of view of the real-space power-law exponent σ(γ) of Eq. 5, our conclusion is thus that the domain
σ(γ) < 1 corresponding to 1/2 < |γ| < 1 (case (i) above) is not physical, whereas the domain σ(γ) > 1 corresponding
to |γ| < 1/2 (case (ii) above) is physical. Finally the critical value σc = 1 of Eq. 2 cannot be made physical with the
choice γ = 1/2 (case (iii) above), but can be made physical with the choice γ = −1/2 (case (iv) above).
In the presence of disorder, the criterion of criticality for Anderson localization in the presence of long-ranged
hoppings that we have recalled in the introduction around Eq. 2 leads to the following conclusion : all cases with
− 12 < γ < 12 are expected to be in the localized phase, whereas the case
γc = −1
2
(33)
is expected to be critical. In the remaining of this paper, we thus focus on this case, which has not been considered
previously in the mathematical literature as we now explain.
E. Relations with the models considered in the mathematical literature
1. Relation with the model of Ref [13]
Eq. 26 is in agreement with formula (2.25) of Bovier [13] in the thermodynamic limit N → +∞, with a simple shift
n → n + 1 in the labelling of ǫ(n)− given in Eq. 17, with the following correspondence of notations : Bovier’s model
corresponds to the parameters ǫ0 = 0, V1 = −1/2 and
α = 4γ (34)
8Bovier has assumed α > 0, in order to interpret the pure Hamiltonian H0 = −∆α as a ’hierarchical Laplacian’.
However if one defines the model via a tight-binding quantum Hamiltonian as we did in Eq. 3, there is no reason
from a physical point of view to impose a priori some sign constraints on the hoppings Vn, i.e. on α = 4γ. So the
interesting critical case of Eq. 33 corresponds to α = −2 in the notations of [13].
2. Relation with the model of Refs [14–16]
In Refs [14–16], the notion of ’hierarchical Laplacian’ has been defined in terms of a sequence of positive numbers
pn ≥ 0 for n = 1, 2, .. such that
+∞∑
n=1
pn = 1 (35)
Translated into our present notations with the quantum Hamiltonian of Eq. 3, this version of the model corresponds
to the pure on-site energy
ǫ0 =
+∞∑
n=1
pn
2n
(36)
and to the hierarchical hoppings
Vn =
+∞∑
m=n
pm
2m
(37)
so that the eigenenergies of Eq 16 reads
ǫ
(n=1)
− = ǫ0 − V1 = 0
ǫ
(n=2)
− = ǫ0 + V1 − 2V2 = p1
ǫ
(n=3)
− = ǫ0 + V1 + 2V2 − 4V3 = p1 + p2
ǫ
(n)
− = ǫ0 + V1 + 2V2 + ...+ 2
n−2Vn−1 − 2n−1Vn =
n−1∑
m=1
pm (38)
where the accumulation point is fixed to (Eq. 35)
ǫacc =
+∞∑
n=1
pn = 1 (39)
Here again, Refs [14–16] impose the positivity of the numbers pn ≥ 0 to have an interpretation in terms of some
classical random walk for the hierarchical Laplacian, whereas if one defines the model via a tight-binding quantum
Hamiltonian as we did in Eq. 3, there is no reason to impose the positivity of all the pn, and the only physical
constraint is on the eigenvalues ǫ
(n)
− that should remain bounded, i.e. the constraint is that all partial sums
∑n−1
m=1 pm
should remain bounded. In particular, the interesting critical case of Eq. 33 corresponds to the choice pn = (−1)n−1.
F. Special case γc = −1/2 corresponding to a real-space power-law of exponent σc = 1
For the special case γc = −1/2, there exist an exact invariance after two steps of RG, and Eq 17 become
ǫ
(n)
+ = ǫ0 + V1
1− (−1)n
2
ǫ
(n)
− = ǫ0 + V1
1− (−1)n−13
2
(40)
9As a consequence, in the enumeration of eigenstates of section III A, the states (−) have only two possible energies,
corresponding to odd and even generations
ǫodd− = ǫ0 − V1
ǫeven− = ǫ0 + 2V1 (41)
whereas the last state (+) has for energy
ǫ
(Nodd)
+ = ǫ0 + V1
ǫ
(Neven)
+ = ǫ0 (42)
In the thermodynamic limit N → +∞, the Green function of Eq 27 becomes
G1,2p(z) =
+∞∑
n=p
1
2n
z − ǫ(n)−
=
godd(2p)
z − ǫodd−
+
geven(2p)
z − ǫeven−
(43)
with the coefficients
godd(2p) =
+∞∑
k=0
θ(2k + 1 ≥ p)
22k+1
geven(2p) =
+∞∑
k=2
θ(2k ≥ p)
22k
(44)
that decay as 1/2p = 1/Lp with respect to the distance Lp = 2
p.
In particular at coinciding points corresponding to p = 0 (2p = 1), one obtains the simple values
godd(1) =
+∞∑
k=0
1
22k+1
=
2
3
geven(1) =
+∞∑
k=2
1
22k
=
1
3
(45)
so that the density of states of Eq. 28 is simply given by the following sum of two delta peaks
ρpure(E) =
2
3
δ
(
E − ǫodd−
)
+
1
3
δ
(
E − ǫeven−
)
(46)
This pure model is thus extremely degenerate. As a consequence, the effect of a ’weak disorder’ is expected to be
anomalous at the perturbative level (see more details in section VIII).
IV. ANALYSIS OF THE RENORMALIZATION OF THE ON-SITE ENERGIES
In this section, we analyse the renormalization procedure of section II B when the initial on-site energies are random
variables. We first consider the case of the Cauchy distribution that leads to an explicit exact solution. We then
study numerically the renormalization flow starting from a box distribution.
A. Cauchy disorder : exact solution
1. Reminder on some specific properties of the Cauchy distribution
As is well-known, the Cauchy distribution is the only probability distribution which is stable both by addition and
by inversion. More precisely, if one denotes the Cauchy distribution of mean a and width b by
Ca,b(x) ≡ 1
πb
1
1 +
(
x−a
b
)2 (47)
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one has the two properties :
(i) addition : if x1 is distributed with Ca1,b1(x1) and x2 is distributed with Ca2,b2(x2), then x = x1+x2 is distributed
with Ca,b(x) of parameters a = a1 + a2 and b = b1 + b2.
(ii) inversion : if x is distributed with Ca,b(x), then y = 1/x is distributed with CA,B(y) of parametersA = a/(a
2+b2)
and B = b/(a2 + b2).
2. Renormalization flow of the on-site energies ǫi±
The RG Equation 12, that describes how the on-site energies evolve upon the first RG step (Eq. 13), can be
rewritten as
1
(ǫnew
i+ −E)
2 − V1
=
1
(ǫ2i−1 − E)− V1 +
1
(ǫ2i − E)− V1 (48)
Let us recall the notations used in this relation : the energy E and and the hopping V1 are parameters, ǫ2i−1 and ǫ2i
are independent on-site energies of the initial model, and ǫi+ is a renormalized on-site energy after one renormalization
step.
We now apply the properties of the Cauchy distribution recalled above in section IVA1. We assume that the two
independent on-site energies ǫ2i−1 and ǫ2i of the first generation are drawn with the distribution Ca1,b1(ǫ) with the
values
a1 = ǫ0
b1 =W (49)
where W represents the disorder strength around the averaged value ǫ0.
As a consequence, one obtains that
(1) (ǫ2i−1 − E − V1) and (ǫ2i − E − V1) are distributed with Ca1−E−V1,b1
(2) 1/(ǫ2i−1 − E − V1) and 1/(ǫ2i − E − V1) are distributed with CA,B of parameters
A =
a1 − E − V1
(a1 − E − V1)2 + b21
B =
b1
(a1 − E − V1)2 + b21
(50)
(3) the sum S = 1/(ǫ2i−1 − E − V1) + 1/(ǫ2i − E − V1) is distributed with C2A,2B.
(4) the inverse I = 1/S is distributed with CaI ,bI of parameters
aI =
2A
(2A)2 + (2B)2
=
a1 − E − V1
2
bI =
2B
(2A)2 + (2B)2
=
b1
2
(51)
(5) the on-site energy ǫnewi+ = E + 2V1 + 2I after one RG step is then distributed with Ca2,b2 of parameters
a2 = E + 2V1 + 2aI = a1 + V1
b2 = 2bI = b1 (52)
i.e. the width of the distribution is conserved, whereas the averaged value in shifted by V1.
Taking into account the evolution of the lowest coupling after (n− 1) renormalization steps (see Eq. 13) we obtain
that if the on-site energies of the initial model are distributed with the Cauchy distribution Ca1,b1 with Eq. 49, then
the on-site energies after n renormalization steps are distributed with the Cauchy distribution Can,bn of parameters
an+1 = an + V
(n−1)
1 = ǫ0 + V
(0)
1 + V
(1)
1 ...+ V
(n−1)
1 = a1 + V1 + 2V2 + 2
2V3 + ...+ 2
n−1Vn
bn+1 = bn = b1 =W (53)
For W = 0, we recover of course the pure model analyzed previously in section III. In particular, the physical cases
where the on-site energies do not flow to infinity correspond to the domain of Eq. 32.
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3. Critical case γc = −1/2 : exact invariance after two RG steps
As previously discussed in section III F concerning the pure case, the special case γc = −1/2 corresponding to a
real-space power-law of exponent σc = 1 has the special property to be exactly invariant after two RG steps. This
property survives in the disordered case for the Cauchy distribution : the parameters of the Cauchy distribution of
Eq. 53 are stable after two renormalization steps
a2n+1 ≡ aodd = a1 = ǫ0
a2n ≡ aeven = a1 + V1 = ǫ0 + V1 (54)
B. Case of other initial on-site energy distributions at criticality γc = −1/2
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n
FIG. 2: Integrated distribution In(E) ≡
∫ E
−∞
dǫPn(ǫ) of the probability distribution Pn(ǫ) of the renormalized on-site energies
obtained via the RG rule of Eq. 56 as a function of the generation n = 2, 4, 6, 8, 10 starting at n = 0 from the box distribution
of Eq. 55 with W = 5 : the convergence towards the integrated Cauchy distribution ICauchy(E) =
∫ E
−∞
dx b
pi[(x−a)2+b2]
=
1
2
+ 1
pi
arctan
(
E−a
b
)
is very fast.
As explained in the introduction around Eq. 2, one expects that a model with real-space power-law hopping σ = 1
will be critical for any on-site energy distribution. In our present case where σc = 1 is realized for the value γc = −1/2,
we thus expect criticality to occur for any initial distribution of the on-site energies. It is then interesting to study
the renormalization flow of the on-site energies. As an example, we have considered the case where the initial on-site
energies are drawn with the box distribution
PBoxW (ǫ) =
1
W
θ
(
−W
2
≤ ǫ ≤ W
2
)
(55)
and we have computed numerically the probability distribution of renormalized on-site energies obtained by the RG
equation for γc = −1/2
1
(ǫ
(n)
i
−E)
2 − V1(−1)n−1
=
1
(ǫ
(n−1)
2i−1 − E)− V1(−1)n−1
+
1
(ǫ
(n−1)
2i − E)− V1(−1)n−1
(56)
As an example, we show on Fig. 2 the numerical results corresponding V1 = 1, E = 0 starting from the initial
distribution of Eq. 55 with W = 10 : after a small number n = 2, 4, 6, 8, 10 of RG steps, we obtain a very rapid
convergence towards a Cauchy-like distribution. Our conclusion is thus that the Cauchy distributions found above
seem to be the only attractive fixed points.
V. RENORMALIZATION PROCEDURE TO STUDY THE TRANSMISSION PROPERTIES
In quantum coherent problems, a convenient characterization of transport properties consists in defining a scattering
problem where the disordered sample is linked to incoming wires and outgoing wires, and in studying the reflection and
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FIG. 3: The model of Fig. 1 is now connected to an incoming wire ending at point A connected to the site i = 1, and to an
outgoing wire ending at point B connected to the site i = 2N with N = 3 here.
transmission coefficients. This scattering theory definition of transport, first introduced by Landauer [56], has been
often used for one-dimensional systems [57–59] and has been generalized to higher dimensionalities and multi-probe
measurements (see the review [60]).
In this section, we assume that the first site i = 1 is connected to an incoming wire, and that the last site i = 2N
is connected to an outgoing wire (see Figure 3).
A. Elementary RG step for the couplings to the external wires
We call A the point of the wire of on-site energy ǫA that is connected to the site i = 1 via the hopping VA,1. During
the change of basis of Eq. 7, the hopping between A and 1 becomes
VA (|A >< 1|+ |1 >< A|) = VA+ (|A >< 1+|+ |1+ >< A|) + VA− (|A >< 1−|+ |1− >< A|) (57)
with
VA+ = VA− =
VA√
2
(58)
Since |1− > is only coupled to |1+ > and |A >, the Schro¨dinger equation at energy E
Eψ(1−) = ǫ1
−
ψ(1−) + V1+−ψ(1+) + VA−ψ(A) (59)
can be used to eliminate ψ(i−) in terms of ψ(i+) and ψ(A), so that in addition to Eqs 12, the renormalized on-site
energy of site A and the renormalized coupling V newA+ read using Eqs 9
ǫnewA = ǫA +
V 2A−
E − ǫ1
−
= ǫA +
V 2A
2(E + V1)− (ǫ1 + ǫ2)
V newA+ = VA+ +
VA−V−+
E − ǫ1
−
=
VA√
2
[
1 +
ǫ1 − ǫ2
2(E + V1)− (ǫ1 + ǫ2)
]
(60)
In the following, the important point is that the the renormalization rule for the renormalized coupling to A can be
rewritten as
V newA+
VA
=
1√
2
[
ǫ2 − E − V1
ǫ1+ǫ2
2 − E − V1
]
(61)
Similarly, the hopping VB between B and the last site 2
N is renormalized during the first RG step into
V newB+
VB
=
1√
2
[
ǫ(2N−1) − E − V1
ǫ
(2N−1)
+ǫ
2N
2 − E − V1
]
(62)
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B. Effective transmission for a finite system of size LN = 2
N
We consider a finite system of size LN = 2
N . During the first (N − 1) RG steps, the hoppings VA and VB to
the external wires are renormalized independently. Denoting by ǫ
(n)
1,2 the first two renormalized on-site energies after
(n−1) RG steps (so that the initial on-site energies correspond to ǫ(n=1)1 = ǫ1 and ǫ(n=1)2 = ǫ2), and V (n)A the successive
renormalized renormalized coupling, one obtains the product structure
V
(N−1)
A = RN−1...R2R1 (63)
where
Rp =
1√
2

 ǫ(p)2 − E + V1(−1)p
ǫ
(p)
1 +ǫ
(p)
2
2 − E + V1(−1)p

 (64)
Similarly, denoting by ǫ˜
(n)
2 and ǫ˜
(n)
1 the two last renormalized on-site energies after (n − 1) RG steps (so that the
initial on-site energies correspond to ǫ˜
(n=1)
2 = ǫ2N−1 and ǫ˜
(n=1)
1 = ǫ2N ), the renormalized coupling to site B reads
V
(N−1)
B = R˜N−1...R˜2R˜1 (65)
where
R˜p =
1√
2
[
ǫ˜p2 − E + V1(−1)p
ǫ˜
p
1+ǫ˜
p
2
2 − E + V1(−1)p
]
(66)
After these (N−1) RG steps, the renormalized system contains only two renormalized sites |1(N−1) > and |2(N−1) >,
and the corresponding renormalized Hamiltonian reads
hlast = ǫ
(N−1)
1 |1(N−1) >< 1(N−1)|+ ǫ(N−1)2 |2(N−1) >< 2(N−1)|
+(−1)N−1V1
(|2(N−1) >< 1(N−1)|+ |1(N−1) >< 2(N−1)|)
+V
(N−1)
A
(|A >< 1(N−1)|+ |1(N−1) >< A|)+ V (N−1)B (|B >< 2(N−1)|+ |2(N−1) >< B|) (67)
The successive elimination of |1(N−1) > and |2(N−1) > via Aoki RG rules finally yields the following renormalized
coupling between the two wires ends A and B
V effAB = (−1)N−1V1
V
(N−1)
A V
(N−1)
B
(E − ǫ(N−1)1 )(E − ǫ(N−1)2 )− V 21
(68)
Since the renormalized on-site energies ǫ
(N−1)
1 and ǫ
(N−1)
2 have a fixed probability distribution independent of N ,
the statistical properties of the Landauer transmission for large N can be obtained from the the renormalized hoppings
alone
TN ∼ |V effAB |2 ∼ V 21 |V (N−1)A |2 |V (N−1)B |2 (69)
In conclusion, the only important N -dependent factors are the two independent renormalized couplings V
(N−1)
A and
V
(N−1)
B given by the products of Eqs 63 and 65.
C. Multifractal statistics of the transmission
At Anderson localization transitions, the two-point transmission displays multifractal properties in direct corre-
spondence with the multifractality of critical eigenstates [48, 53, 54] : the critical probability distribution of TL over
the disordered samples takes the form
Prob
(
TL ∼ L−κ
)
dT ∝
L→∞
LΦ(κ)dκ (70)
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and its moments involve non-trivial exponents X(q)
T qL ∼
∫
dκLΦ(κ)−qκ ∝
L→∞
L−X(q) (71)
As stressed in [53], the physical bound TL ≤ 1 on the transmission implies that the multifractal spectrum exists only
for κ ≥ 0, and this termination at κ = 0 leads to a complete freezing of the moments exponents
X(q) = X(qsat) for q ≥ qsat (72)
at the value qsat where the saddle-point of the integral of Eq. 71 vanishes κ(q ≥ qsat) = 0.
In our present case, the moments of the transmission of Eq. 69 read
T qN ∼ (V 21 )q
[
|V (N−1)A |2q
]2
∝ 1
L
X(q)
N
= 2−NX(q) (73)
Using Eq. 63, one finally obtains that the exponents X(q) read in terms of the variables Rp of Eq. 64
X(q) = − lim
N→∞
2
N ln 2
ln
[
|RN−1...R2R1|2q
]
(74)
The exponents X(q) thus represent the ’generalized Lyapunov exponents’ for the moments of products of the variables
Rp, that are correlated via the renormalization procedure. Whereas for arbitrary q, these correlations make difficult
the analytical computation of X(q), the problem becomes simple if one considers the typical behavior near q = 0
where one has to evaluate sums instead of products, as we now describe.
The typical transmission
T typL ≡ elnTL (75)
is expected to decay at criticality with some power-law
T typL ∝
L→∞
1
Lκtyp
(76)
where κtyp is the value where Φ(κ) is maximum and vanishes Φ(κtyp) = 0. In our present case, we may rewrite Eq.
63 as
ln |V (m)A |2 =
m∑
n=1
lnR2n (77)
Using the stationary measures Ca,b with aeven = ǫ0 + V1 and aodd = ǫ0 for renormalized energies at even and odd
steps (Eq. 54), one obtains that (ǫ1 + ǫ2)/2 is distributed with the same law as ǫ1 and ǫ2. As a consequence, the
average over the stationary measure yields
<< lnR2n >>= − ln 2 (78)
and we obtain the typical decay
ln |V (m)A |2 ∼ −m ln 2 = − lnLm (79)
in terms of the length Lm = 2
m. Finally, the full transmission of Eq. 69 has for typical behavior in L
lnTN ∼ ln |V (N−1)A |2 + ln |V (N−1)B |2 = −2(N − 1) ln 2 ∼ −κtyp lnLN with κtyp = 2 (80)
Note that this corresponds to the naive estimate TN ∼ V 2N ∼ 1/L2N in terms of the direct coupling VN between the
sites 1 and 2N . In the next section, we explain the consequences for the multifractal statistics of eigenstates.
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VI. MULTIFRACTAL STATISTICS OF EIGENSTATES AT CRITICALITY γc = −1/2
One of the most important property of Anderson localization transitions is that critical eigenfunctions are described
by a singularity spectrum f(α) defined as follows (for more details see for instance the review [21]): in a sample of
size Ld, the number NL(α) of points ~r where the weight |ψ(~r)|2 scales as L−α behaves as
NL(α) ∝
L→∞
Lf(α) (81)
The inverse participation ratios (I.P.R.s) can be then rewritten as an integral over α
Yq(L) ≡
∫
Ld
dd~r|ψ(~r)|2q ≃
∫
dα Lf(α) L−qα ≃
L→∞
L−τ(q) (82)
where τ(q) can be obtained via the Legendre transform formula
− τ(q) = maxα [f(α)− qα] (83)
A. Strong disorder regime
As recalled in the introduction, the ’strong multifractality’ regime has been first studied via the powerful Levitov
renormalization method [38] (see also the reformulation as some type of ’virial expansion’ in Refs [39–42]) : the
obtained leading order result is the same for the PRBM model [23] and for the ’ultrametric random matrices ensemble’
[17, 18], and can also be derived via a simpler direct first-order perturbation theory for eigenstates [43]. For our present
model, we may directly apply the analysis of [43], where the only important factor is the two-point hopping (see section
2.1.2. in [43]). We thus conclude that our present model is described by the same ’universal’ strong multifractality
regime for large W
fSM (α) =
α
2
for 0 ≤ α ≤ 2 (84)
or equivalently for the exponents τ(q)
τSM (q) = d(2q − 1) for q < 1
2
τSM (q) = 0 for q >
1
2
(85)
The first correction in 1/W discussed in [17, 18, 23, 43] involves an explicit perturbative universal correction for τ(q)
in the region q > 1/2, that should hold also in our present model. But then to obtain the perturbative correction for
τ(q) for q < 1/2, and in particular the behavior of f(α) near the typical value (αtyp = α(q → 0)), one has to rely on
the ’multifractal symmetry’ (see more details in section VIC 3). Since it is not clear to us whether this symmetry is
satisfied in the present Dyson model, we cannot conclude that the whole first order correction for all values (α, q) is
the same as in the PRBM model [23] and in the ’ultrametric random matrices ensemble’ [17, 18]. In particular, in
these two models, the typical value αtyp is known to move from α
SM
typ = 2 at first order (i.e. 2−αtyp ∝ 1/W ), whereas
in the present model, it seems to us that the typical value αtyp remains frozen to the value α
SM
typ = 2 independently
of the disorder W , as we now discuss.
B. Relation with the multifractal statistics of the transmission
The multifractal spectrum Φ(κ) of Eq. 70 is expected to be directly related to the singularity spectrum f(α) of Eq.
81 via [48, 53, 54]
Φ(κ ≥ 0) = 2
[
f(α = d+
κ
2
)− d
]
(86)
In particular, the typical exponents κtyp and αtyp where Φ(κtyp) = 0 and f(αtyp) = d are related by [48, 53, 54]
αtyp = d+
κtyp
2
(87)
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In our present case where d = 1, the result κtyp = 2 of Eq. 80 yields
αtyp = 2 (88)
independently of the disorder strength W . This behavior is very anomalous with respect to other models where
the typical exponent usually moves continuously between the weak-disorder value αtyp(W → 0) = d and the strong
disorder value αtyp(W →∞) = 2d.
In terms of the moments exponents, Eq. 86 is equivalent in the region q ≤ qsat to [48, 53, 54]
X(q) = 2 [τ(q) − d(q − 1)] (89)
C. Numerical results for the multifractal spectrum as a function of W
0 0.5 1 1.5 2
0
0.2
0.4
0.6
0.8
1
α
(α)f
W=5
W=80
(a)
0 0.5 1 1.5 2
0
0.5
1
1.5
2
q
(q)
W=5
W=80
(b)
α
FIG. 4: Box disorder : multifractal statistics of eigenfunctions for the disorder strengths W = 5, 10, 20, 40, 80 (a) singularity
spectrum f(α) (b) corresponding α(q)
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FIG. 5: Cauchy disorder : multifractal statistics of eigenfunctions for the disorder strengths W = 1, 5, 10, 20, 40 (a) singularity
spectrum f(α) (b) corresponding α(q)
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We have studied via exact diagonalization disordered samples of sizes LN = 2
N (with N = 7, 8, 9, 10, 11, 12 gener-
ations) with the following corresponding numbers ns(LN ) of disordered samples
N = 128; 256; 512; 1024; 2048; 4096
ns(N) = 51.10
5; 11.105; 215.103; 326.102; 3.103; 780 (90)
In each disordered sample, we have analyzed the fraction 1/8 of the eigenstates at the center of the spectrum (we
have checked that the density of states is nearly constant in this region and that the corresponding eigenstates have
the same statistics of I.P.R.). The multifractal spectrum f(α) is then obtained parametrically in q via the standard
method of Ref [55] (see more details in Appendix B of [61]). We have chosen the values ǫ0 = 0 and V1 = 1.
1. Results for the box distribution
We show on Fig. 4 our numerical results concerning the singularity spectrum f(α) for the disorder strengths
W = 5, 10, 20, 40, 80. At strong disorder W = 80, the multifractal spectrum is very close to the strong multifractal
universal result of Eq. 84 as expected. As the disorder strength W becomes smaller, the multifractal spectrum
becomes more curved but keeps a ’strong multifractal’ character, with a typical value remaining at the maximal value
αtyp ≃ 2, and an almost vanishing minimal value αmin ≃ 0. The inhomogeneity of eigenfunctions is thus always very
strong.
For the box disorder below W = 5, the density of states tend to break into two bands around the two pure delta
peaks of Eq. 46 that are separated here by ǫ−even − ǫ−odd = 3V1 = 3. As a consequence, the choice to work around
E = 0 is not appropriate anymore at weak disorder, and we discuss this limit in section VIII.
2. Results for the Cauchy distribution
We show on Fig. 5 our numerical results concerning the singularity spectrum f(α) for the disorder strengths
W = 1, 5, 10, 20, 40 : the results are qualitatively similar to the box disorder case.
Note that for the Cauchy disorder, the density of states can be computed exactly from the pure density of states
[62]
ρ(E) =
∫
dE′ρpure(E′)
W
π [(E − E′)2 +W 2] (91)
i.e. in our present case with the form of Eq. 46 for ρpure(E′), we obtain
ρ(E) =
2
3
W
π
[
(E − ǫodd− )2 +W 2
] + 1
3
W
π
[
(E − ǫeven− )2 +W 2
] (92)
with the numerical values ǫodd− = −1 and ǫeven− = 2 (Eqs 41 with ǫ0 = 0 and V1 = 1)
3. Test of the symmetry f(2d − α) = f(α) + d− α
For any Anderson transition in the so-called ’conventional symmetry classes’ [21], Mirlin, Fyodorov, Mildenberger
and Evers [63] have proposed that the singularity spectrum f(α) of critical eigenfunctions satisfies the remarkable
exact symmetry
f(2d− α) = f(α) + d− α (93)
that relates the regions α ≤ d and α ≥ d. Further discussions can be found in [21, 64, 65]. In terms of the q-variable,
the symmetry with respect to the value αs = d becomes a symmetry with respect to the value qs = 1/2 [63], so that
one should observe the following fixed point
α
(
q =
1
2
)
= 1 (94)
On Fig. 4 (b) for the box disorder case, and on Fig. 5 for the Cauchy disorder case, we find that the curves αW (q)
for various disorder strength W cross near the point of Eq. 94. To test more directly the symmetry of Eq. 93 with
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FIG. 6: Test of the symmetry of Eq. 93 : we compare the singularity spectrum f(α) and the function fS(α) ≡ f(2−α)−(1−α)
(a) for the box disorder with W = 5 (b) for the Cauchy disorder with W = 1
d = 1, we have plotted f(α) and fS(α) ≡ f(2 − α) − (1 − α) together on Fig. 6, for the box disorder at W = 5
and for the Cauchy disorder at W = 1 : the difference between the two remains within our numerical errors. For
larger W , the difference become smaller, as could be expected since the strong multifractality limit of Eq. 84 satisfies
the symmetry exactly. In summary, since the deviations with respect to ’strong multifractal limit’ are small, the
deviations from the symmetry are also small, and it seems difficult to obtain a clear numerical conclusion. On the
other hand, the discussion after Eq. 85 suggests that the multifractal symmetry is not compatible with our statement
of Eq. 88 concerning the fixed value of the typical exponent αtyp = 2 independently of the disorder strength W . The
clarification of this point goes beyond the present work.
VII. COMPRESSIBILITY OF ENERGY LEVELS AT CRITICALITY γc = −1/2
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FIG. 7: Box disorder : statistics of the number NL of eigenvalues within a fixed interval I∆E = [−∆E/2,+∆E/2] as a function
of the system size L. Both the averaged number and the variance grow linearly in L, the ratio of the two slopes yields the
compressibility χ (a) Case W = 5 : we measure χ ≃ 0.45 (b) Case W = 80 : we measure χ ≃ 0.87
Another important property of Anderson localization transitions is that the statistics of eigenvalues is neither
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’Poisson’ (as in the localized phase) nor ’Random Matrix’ (as in the delocalized phase) but ’intermediate’ (see for
instance [66–68] and references therein ). A convenient parameter is the level compressibility χ, which is found to
satisfy 0 < χ < 1 at Anderson transitions (see for instance [18] and references therein), whereas delocalized states are
characterized by χdeloc = 0 and localized states by χloc = 1.
We have studied via exact diagonalization disordered samples of sizes LN = 2
N (with N = 7, 8, 9, 10, 11, 12 gener-
ations) with the following corresponding numbers ns(LN ) of disordered samples
LN = 128; 256; 512; 1024; 2048; 4096
ns(LN ) = 41.10
6; 915.104; 17.105; 19.104; 12.103; 48.102 (95)
In each disordered sample, we have analyzed the number of eigenvalues within a fixed interval I∆E = [−∆E/2,+∆E/2]
where the density of states is nearly constant. The averaged number of eigenstates in this interval for disordered
samples of size L scales as
< NL > ≃
L→+∞
Lρ(0)∆E (96)
The compressibility is then defined by the ratio between the variance and the averaged number
V ar(NL)
< NL > ≃L→+∞χ (97)
A. Results for the box distribution
On Fig. 7, we show for the two cases W = 5 and W = 80 the linear behavior in L of the averaged number of
eigenstates < NL > and of the variance V ar(NL). Our final results concerning the compressibility as a function of
the disorder strength W are
W = 5, 10, 20, 40, 80
χ(W ) = 0.45, 0.45, 0.62, 0.79, 0.87 (98)
We find that our results for W = 5 and W = 10 are nearly the same, as already found for the singularity spectrum
f(α). Then the compressibility χ grows with W as expected, and goes to 1 in the strong disorder limit W → +∞.
A direct relation χ + D1/d = 1 between the compressibility χ of energy levels, and the information dimension
D1 = αq=1 of eigenfunctions has been recently conjectured and checked in various models [18] : for the present model,
our numerical results do not seem compatible with this relation. For instance at W = 5, the measured information
dimension D1 = α1 ≃ 0.15 would correspond via the conjectured relation in d = 1 to χ′ = 1 −D1 ≃ 0.85, whereas
we measure the compressibility χ ≃ 0.45. Our conclusion is thus that the relation χ +D1/d = 1 conjectured in [18]
probably needs some hypothesis that is not satisfied by the present model.
B. Results for the Cauchy distribution
For the Cauchy disorder, our final results for the compressibility as a function of the disorder strength W read
W = 1, 5, 10, 40
χ(W ) = 0.60, 0.64, 0.77, 0.96 (99)
Here for W = 40, the obtained compressibility is very near the Poisson value 1.
VIII. ANOMALOUS WEAK-DISORDER LIMIT
A. Numerical results within the lower band
In the previous sections VIC and VII, we have shown numerical results for the multifractal spectrum and the
compressibility at the center of the band E = 0 for finite disorder W . However in the weak-disorder region, the
density of states tend to break into two bands around the two pure delta peaks of Eq. 46 that are separated here
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by ǫ−even − ǫ−odd = 3V1 = 3. As a consequence, the choice to work around E = 0 is not appropriate anymore at weak
disorder, but one can instead work in one of the two sub-bands. We have chosen to study the statistical properties of
the eigenvalues and eigenvectors of a fraction 1/8 of the states of the lower sub-band (after checking that the density
of states was nearly constant in this region).
For the Box distribution, we find that the compressibility χ takes the values
W = 0.1, 1
χBox(W ) ≃ 0.41, 0.42 (100)
For the Cauchy distribution, we actually find the same limiting value
χCauchy(W = 0.01) ≃ 0.41 (101)
These numerical results indicate that the compressibility remains finite in the weak disorder regimeW → 0+, whereas
in other models, it vanishes smoothly in the disorder strength to recover the ’Random Matrix’ value χ = 0.
We have also analyzed the multifractal spectrum of eigenstates for the values ofW given above : they keep a ’strong
multifractality’ character, with a typical value around αtyp ≃ 2 and a minimal value αmin near zero.
B. Discussion
The numerical results obtained in a given sub-band of the pure model indicate that the ’weak-disorder’ regime is very
anomalous in the Dyson hierarchical model. Indeed in usual models characterized by a non-degenerate continuum of
plane waves, the non-degenerate perturbation theory yields the universal first order Gaussian correction in q(q− 1) to
the multifractal spectrum (see [19, 21] for more details on this ’weak multifractality’ regime), and the compressibility
is perturbatively close to the ’Random Matrix’ value χ = 0. Here these generic results do not apply, because the
pure model is extremely degenerate (Eq. 46), so that one should diagonalize the perturbation in each extensively
degenerate subspace of the pure model. In some sense, this means that the perturbation is never ’weak’, since there
is no energy scale associated to the pure model in a given delta-peak.
IX. CONCLUSION
In this paper, we have described how the Dyson hierarchical model for Anderson localization, containing non-random
hierarchical hoppings and random on-site energies, can reach an Anderson localization critical point presenting mul-
tifractal eigenfunctions and intermediate spectral statistics, provided one introduces alternating signs in the hoppings
along the hierarchy (instead of choosing all hoppings of the same sign as had been done up to now in the mathemat-
ical literature [13–16]). This model is somewhat simpler than the ’ultrametric random matrices ensemble’ considered
by physicists [17–19], because here it is directly the matrix of non-random hoppings in each sample that presents
a hierarchical block structure, whereas in References [17–19], it is only the matrix of the variances of the random
hoppings that presents a hierarchical block structure. In particular, we have obtained exact renormalization equa-
tions for some observables, like the renormalized on-site energies or the renormalized couplings to exterior wires.
For the renormalized on-site energies, we have showed that the Cauchy distributions are exact fixed points. From
the renormalized couplings to exterior wires, we have obtained that the typical exponent of eigenfunctions is always
αtyp = 2 independently of the disorder strength, in agreement with our numerical exact diagonalization results for
the box distribution and for the Cauchy distribution of the random on-site energies. We have also explained how
this model has the same universal ’strong multifractality’ regime in the limit of infinite disorder strength W → +∞
as in other models. The big difference with other models is however that the singularity spectrum f(α) keeps for
finite disorder a ’strong multifractal’ character with very inhomogenous eigenfunctions, instead of flowing towards
a ’weak multifractality regime’. The absence of this ’weak multifractality regime’ comes from the anomalous pure
spectrum of this hierarchical tree structure, with two extensively degenerate delta peaks (instead of some continuum
corresponding to plane waves).
We hope that the present work will stimulate further work in the renormalization analysis of this critical model,
or in the ’critical ultrametric ensemble’ which has only be studied via perturbation theory or numerics up to now
[17–19], since the main motivation to introduce Dyson hierarchical models is usually to obtain exact renormalization
equations. A further goal is to better understand multifractality via renormalization in other non-hierarchical models,
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as already discussed in Refs [65, 69].
[1] F. J. Dyson, Comm. Math. Phys. 12, 91 (1969) and 21, 269 (1971).
[2] P.M. Bleher and Y.G. Sinai, Comm. Math. Phys. 33, 23 (1973) and Comm. Math. Phys. 45, 247 (1975);
Ya. G. Sinai, Theor. and Math. Physics, Volume 57,1014 (1983) ;
P.M. Bleher and P. Major, Ann. Prob. 15, 431 (1987) ;
P.M. Bleher, arXiv:1010.5855.
[3] G. Gallavotti and H. Knops, Nuo. Cimen. 5, 341 (1975).
[4] P. Collet and J.P. Eckmann, “A Renormalization Group Analysis of the Hierarchical Model in Statistical Mechanics”,
Lecture Notes in Physics, Springer Verlag Berlin (1978).
[5] G. Jona-Lasinio, Phys. Rep. 352, 439 (2001).
[6] G.A. Baker, Phys. Rev. B 5, 2622 (1972);
G.A. Baker and G.R. Golner, Phys. Rev. Lett. 31, 22 (1973);
G.A. Baker and G.R. Golner, Phys. Rev. B 16, 2081 (1977);
G.A. Baker, M.E. Fisher and P. Moussa, Phys. Rev. Lett. 42, 615 (1979).
[7] J.B. McGuire, Comm. Math. Phys. 32, 215 (1973).
[8] A J Guttmann, D Kim and C J Thompson, J. Phys. A: Math. Gen. 10 L125 (1977);
D Kim and C J Thompson J. Phys. A: Math. Gen. 10, 1579 (1977);
D Kim and C J Thompson J. Phys. A: Math. Gen. 11, 375 (1978) ;
D Kim and C J Thompson J. Phys. A: Math. Gen. 11, 385 (1978);
D Kim, J. Phys. A: Math. Gen. 13 3049 (1980).
[9] G J Rodgers and A J Bray, J. Phys. A: Math. Gen. 21 2177 (1988).
[10] A. Theumann, Phys. Rev. B 21, 2984 (1980) and Phys. Rev. B 22, 5441 (1980).
[11] J A Hertz and P Sibani, Phys. Scr. 9, 199 (1985);
P Sibani and J A Hertz, J. Phys. A 18, 1255 (1985)
[12] S. Franz, T Jo¨rg and G. Parisi, J. Stat. Mech. P02002 (2009);
M. Castellana, A. Decelle, S. Franz, M. Me´zard, and G. Parisi, Phys. Rev. Lett. 104, 127206 (2010) ;
M.Castellana and G. Parisi, Phys. Rev. E 82, 040105(R) (2010).
[13] A. Bovier, J. Stat. Phys. 59, 745 (1990).
[14] S. Molchanov, ’Hierarchical random matrices and operators, Application to the Anderson model’ in ’Multidimensional
statistical analysis and theory of random matrices’ edited by A.K. Gupta and V.L. Girko, VSP Utrecht (1996).
[15] E. Kritchevski, Proc. Am. Math. Soc. 135, 1431 (2007) and Ann. Henri Poincare 9, 685 (2008);
E. Kritchevski ’Hierarchical Anderson Model’ in ’Probability and mathematical physics : a volume in honor of S. Molchanov’
edited by D. A. Dawson et al. , Am. Phys. Soc. (2007).
[16] S. Kuttruf and P. Mu¨ller, arXiv:1101.4468.
[17] Y.V. Fyodorov, A. Ossipov and A. Rodriguez, J. Stat. Mech. L12001 (2009).
[18] E. Bogomolny and O. Giraud, Phys. Rev. Lett. 106, 044101 (2011).
[19] I. Rushkin, A. Ossipov and Y.V. Fyodorov, arXiv:1101.4532.
[20] P.W. Anderson, Phys. Rev. 109, 1492 (1958).
[21] F. Evers and A.D. Mirlin, Rev. Mod. Phys. 80, 1355 (2008).
[22] A.D. Mirlin, Y.V. Fyodorov, F.M. Dittes, J. Quezada and T. Seligman, Phys. Rev. E 54, 3221 (1996).
[23] F. Evers and A. D. Mirlin Phys. Rev. Lett. 84, 3690 (2000);
A.D. Mirlin and F. Evers, Phys. Rev. B 62, 7920 (2000).
[24] I. Varga and D. Braun, Phys. Rev. B 61, R11859 (2000).
[25] V.E. Kravtsov et al, J. Phys. A 39, 2021 (2006).
[26] A.M. Garcia-Garcia, Phys. Rev. E 73, 026213 (2006).
[27] E. Cuevas, V. Gasparian and M. Ortuno, Phys. Rev. Lett. 87, 056601 (2001).
[28] E. Cuevas et al, Phys. Rev. Lett. 88, 016401 (2001).
[29] I. Varga, Phys. Rev. B 66, 094201 (2002).
[30] E. Cuevas, Phys. Rev. B 68, 024206 (2003) and Phys. Rev. B 68, 184206 (2003).
[31] A. Mildenberger et al, Phys. Rev. B 75, 094204 (2007).
[32] J.A. Mendez-Bermudez and T. Kottos, Phys. Rev. B 72, 064108 (2005).
[33] J.A. Mendez-Bermudez and I. Varga, Phys. Rev. B 74, 125114 (2006).
[34] C. Monthus and T. Garel, Phys. Rev. B 79, 205120 (2009);
C. Monthus and T. Garel, J. Stat. Mech. P07033 (2009).
[35] H. Potempa and L. Schweitzer , Phys Rev B65, 201105(R), (2002).
[36] E. Cuevas, Europhys. Lett 67, 84 (2004) and phys. stat. sol. (b) 241, 2109 (2004).
[37] A. Ossipov, I Rushkin and E. Cuevas, arxiv 1101.2641.
[38] L.S. Levitov, Europhys. Lett. 9, 83 (1989); L.S. Levitov, Phys. Rev. Lett. 64, 547 (1990); B.L. Altshuler and L.S. Levitov,
Phys. Rep. 288, 487 (1997); L.S. Levitov, Ann. Phys. (Leipzig) 8, 5, 507 (1999).
22
[39] O. Yevtushenko and V. E. Kratsov, J. Phys. A 36, 8265 (2003).
[40] O. Yevtushenko and A. Ossipov, J. Phys. A 40, 4691 (2007).
[41] S. Kronmu¨ller, O. M. Yevtushenko and E. Cuevas, J. Phys. A 43, 075001 (2010).
[42] V. E. Kravtsov, A. Ossipov, O. M. Yevtushenko and E. Cuevas, Phys. Rev. B 82, 161102(R) (2010).
[43] C. Monthus and T. Garel, J. Stat. Mech. P09015 (2010).
[44] H. Aoki, J. Phys. C 13, 3369 (1980).
[45] H. Aoki, Physica A 114, 538 (1982).
[46] H. Kamimura and H. Aoki, “The physics of interacting electrons and disordered systems”, Clarendon Press Oxford (1989).
[47] C.J. Lambert and D. Weaire, phys. stat. sol. (b) 101, 591 (1980).
[48] C. Monthus and T. Garel, Phys. Rev. B 79, 205120 (2009).
[49] C. Monthus and T. Garel, Phys. Rev. B 80, 024203 (2009).
[50] M. Leadbeater, R.A, Ro¨mer and M. Schreiber, Eur. Phys. J B 8, 643 (1999).
[51] C. Monthus and T. Garel, Phys. Rev. B 81, 134202 (2010).
[52] C. Monthus and T. Garel, J. Phys. A 44, 085001 (2011).
[53] M. Janssen, M. Metzler and M.R. Zirnbauer, Phys. Rev. B 59, 15836 (1999).
[54] F. Evers, A. Mildenberger and A. D. Mirlin, Phys. Stat. Sol. 245, 284 (2008).
[55] A. Chhabra and R.V. Jensen, Phys. Rev. Lett. 62, 1327 (1989).
[56] R. Landauer, Philos. Mag. 21, 863 (1970).
[57] P. W. Anderson, D. J. Thouless, E. Abrahams and D. S. Fisher Phys. Rev. B 22, 3519 (1980).
[58] P. W. Anderson and P.A. Lee, Suppl. Prog. Theor. Phys. 69, 212 (1980).
[59] J.M. Luck, “Syste`mes de´sordonne´s unidimensionnels” , Alea Saclay , Gif-sur-Yvette, France (1992).
[60] A.D. Stone and A. Szafer, IBM J. Res. Dev. 32, 384 (1988).
[61] C. Monthus and T. Garel, arXiv:1101.0982.
[62] P. Lloyd, J. Phys. C 2, 1717 (1969).
[63] A. D. Mirlin, Y.V. Fyodorov, A. Mildenberger and F. Evers, Phys. Rev. Lett 97, 046803 (2006).
[64] L.J. Vasquez, A. Rodriguez and R.A. Romer, Phys. Rev. B 78, 195106 (2008); A. Rodriguez, L.J. Vasquez and R.A. Romer,
Phys. Rev. B 78, 195107 (2008); A. Rodriguez, L.J. Vasquez and R.A. Romer, Phys. Rev. Lett. 102, 106406 (2009).
[65] C. Monthus, B. Berche and C. Chatelain, J. Stat. Mech. P12002 (2009).
[66] B. I. Shklovskii et al. Phys. Rev. B 47, 11487 (1993).
[67] I.K. Zharekeshev and B. Kramer, Phys. Rev. Lett 79, 717 (1997).
[68] E. Cuevas, Euro. Phys. Lett. 67, 84 (2004).
[69] C. Monthus and T. Garel, J. Stat. Mech. P06014 (2010).
