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Abstract
A new partial functional linear regression model for panel data with time varying
parameters is introduced. The parameter vector of the multivariate model compo-
nent is allowed to be completely time varying while the function-valued parameter of
the functional model component is assumed to change over K unknown parameter
regimes. Consistency is derived for the suggested estimators and for the classifica-
tion procedure used to detect the K unknown parameter regimes. Additionally, the
convergence rates of the estimators are derived under a double asymptotic differen-
tiating between asymptotic scenarios depending on the relative order of the panel
dimensions n and T . The statistical model is motivated by a real data application
considering the so-called “idiosyncratic volatility puzzle” using high frequency data
from the S&P500.
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1 Introduction
The availability of mixed, i.e., functional and multivariate data types and the need to
analyze such data types appropriately, has trigged the development of new statistical models
and procedures. In this work we consider the so-called partial functional linear model for
scalar responses, which combines the functional linear regression model (see, e.g., Hall and
Horowitz, 2007) with the multivariate regression model. This model was first proposed by
Zhang et al. (2007) and Schipper et al. (2008)—two mixed effects modeling approaches.
The first theoretical work is by Shin (2009), who uses a functional-principal-components-
based estimation procedure and derives convergence rates for the case of independent cross
sectional data. Recently, the partial functional linear regression model was extended in
several directions. Shin and Lee (2012) consider the case of prediction, Lu et al. (2014) and
Tang and Cheng (2014) focus on quantile regression, Kong et al. (2016) consider the case
of a high-dimensional multivariate model component, Peng et al. (2016) allow for varying
coefficients in the multivariate model component, and Wang et al. (2016) and Ding et al.
(2017) are concerned with a functional single-index model component.
Motivated by our real data application, we contribute a new partial functional linear
panel regression model with time-varying parameters allowing for K <∞ latent parameter
regimes, which can be estimated from the data. In the theoretical part of this work we
show consistency of our estimators and of our unsupervised classification procedure identi-
fying the K parameter regimes. In addition, we derive convergence rates of the regression
slope estimators under a double asymptotic, for which we differentiate among different
asymptotic scenarios depending on the relative order of the panel dimensions n and T .
The consideration of time-varying parameters is quite novel in the literature on functional
data analysis. To the best of our knowledge, the only other work concerned with this is-
sue is Horva´th and Reeder (2012), who focus on testing the hypothesis of a time constant
parameter function in the case of a classical fully-functional regression model.
Closely related to the partial functional linear model is the so-called Semi-Functional
Partial Linear (SFPL) model proposed by Aneiros-Pe´rez and Vieu (2006), where the func-
tional component consists of a nonparametric functional regression model instead of a
functional linear regression model. The SFPL model is further investigated by Aneiros-
Pe´rez and Vieu (2008), Lian (2011), Zhou and Chen (2012), and Aneiros-Pe´rez and Vieu
(2013), among others. Readers with a general interest in functional data analysis are re-
ferred to the textbooks of Ramsay and Silverman (2005), Ferraty and Vieu (2006), Horva´th
and Kokoszka (2012) and Hsing and Eubank (2015).
The usefulness of our model and the applicability of our estimation procedure is demon-
strated by means of a simulation study and a real data application. For the latter we con-
sider the so-called “idiosyncratic volatility puzzle”, an empirical phenomenon occurring in
stock markets. This puzzle was first described in Ang et al. (2006) and concerns the empir-
ical observation that the idiosyncratic, i.e., non-systematic volatility component of stocks
is typically negatively correlated with the stock returns. This observation is puzzling, since
asset pricing theory predicts either no correlation, if investors hold well-diversified port-
folios, or a positive correlation, if investors hold underdiversified portfolios. We use our
novel model to assess time instabilities in this empirical phenomenon using high frequency
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stock-level data from the S&P 500. We calculate a functional measure for the idiosyncratic
volatility component, and allow its impact to vary over a latent set of time regimes. Our
model allows us to consider the idiosyncratic volatility puzzle at a much less aggregated
time scale than considered so far in the literature. This leads to new insights into the
temporal heterogeneity in the pricing of idiosyncratic volatility in equity markets.
The remainder of this work is structured as follows. In Sections 2 and 3 we introduce
the model and present the estimation procedure. Section 4 contains our main assumptions
and asymptotic results. Section 5 discusses the practical choice of the tuning parameters
involved. The finite sample performance of the estimators is explored in Section 6. Section
7 contains our real data application and Section 8 a short conclusion. All proofs can be
found in the online supplement supporting this article.
2 Model
We introduce a partial linear regression model for panel data, which allows us to model
the time-varying effect of a square integrable random function Xit ∈ L2([0, 1]) on a scalar
response yit ∈ R in the presence of a random, finite dimensional explanatory variable
zit ∈ RP . Indexing the cross section units i = 1, . . . , n and time points t = 1, . . . , T , our
statistical model reads as
yit = ρt +
∫ 1
0
αt(s)Xit(s)ds+ β
>
t zit + it, (1)
where ρt is a time fixed effect, αt ∈ L2([0, 1]) is a time-varying deterministic functional
parameter, βt ∈ RP is a time-varying deterministic parameter vector, and it is a scalar
error term with zero mean and finite but potentially time heteroscedastic variances (see
also our assumptions in Section 4).
The unknown function-valued parameters αt, 1 ≤ t ≤ T , are assumed to differ only
across unknown time regimes Gk ⊂ {1, . . . , T}. That is, each regime Gk is associated with
a regime specific parameter function Ak ∈ L2([0, 1]), such that
αt(s) ≡ Ak(s) if t ∈ Gk. (2)
The regimes G1, . . . , GK form a partition of the set of periods {1, . . . , T} and do not have
to consist of subsequent periods t. The number of regimes K is fixed and does not depend
on the number of points in time T . For our theoretical analysis in Section 4, we also allow
the joint and the marginal distributions of Xit, zit and it to vary over the different regimes
Gk.
Model (1) is motivated from our real data application, where Gk is a collection of
time points t, which belong to the k-th volatility pricing regime. The k-th pricing regime
is characterized by the function-valued slope parameter Ak describing the effect of the
functional idiosyncratic volatility curve Xit on the scalar stock price return yit. We allow
for autocorrelations between volatility curves Xis and Xit, s 6= t, from the same stock i,
but assume independence between different stocks i and j, i 6= j. The latter independence
3
assumption is justified as we consider the idiosyncratic, i.e., non-systematic volatility curves
after controlling for the systematic market components of stock i (see Section 7 for details).
Model (1) nests several different specifications. It might be the case that K = 1 and
hence G1 = {1, . . . , T}. In this situation the effect of the random function on the response
is time invariant. The classical functional or the classical multivariate linear regression
model are obtained if βt = 0 or αt = 0 for all t = 1, . . . , T .
3 Estimation
Our objective is to estimate the model parameters Ak, βt, and the regimes G1, . . . , GK from
a sample {(yit, Xit, zit) : 1 ≤ i ≤ n, 1 ≤ t ≤ T}. For this purpose, we suggest a three-step
estimation procedure. The first step is a pre-estimation step where Model (1) is fitted to the
data separately for each t = 1, . . . , T . This pre-estimation step reveals information about
the regime memberships, which is used in the second step, where we apply our unsupervised
classification procedure in order to estimate the regimes G1, . . . , GK . The third step is the
final estimation step, in which we improve the estimation of the functional parameter Ak
by employing information about the regime membership gathered in step two. The general
procedure is inspired by the work of Vogt and Linton (2017), but differs from it as we
consider a functional data context which demands for a different estimation procedure. In
the following we explain the three estimation steps in more detail:
Step 1. In this step, we pre-estimate the parameters αt and compute the final estimates
of βt separately for each t = 1, . . . , T . Estimation starts from removing the fixed effect
ρt using a classical within-transformation. For this we denote the centered variables as
ycit = yit − y¯t, Xcit = Xit − X¯t, zcit = zit − z¯t, and cit = it − ¯t, where y¯t = n−1
∑n
i=1 yit,
X¯t = n
−1∑n
i=1 Xit, z¯t = n
−1∑n
i=1 zit, and ¯t = n
−1∑n
i=1 it. Then, the within-transformed
version of Model (1) is
ycit =
∫ 1
0
αt(u)X
c
it(u)du+ β
>
t z
c
it + 
c
it.
By adapting the methodology in Hall and Horowitz (2007), we estimate the slope parameter
αt using t-wise truncated series expansions of αt and X
c
it, i.e.,
αt(s) ≈
mt∑
j=1
aj,tφˆj,t(s) where aj,t := 〈αt, φˆj,t〉, 1 ≤ j ≤ mt
and Xcit(s) =
n∑
j=1
〈Xcit, φˆj,t〉φˆj,t(s) ≈
mt∑
j=1
〈Xcit, φˆj,t〉φˆj,t(s),
which can be used to approximate the functional
∫ 1
0
αt(u)X
c
it(u)du in the regression equa-
tion by
∑mt
j=1〈Xcit, φˆj,t〉aj,t. Here, 〈·, ·〉 is the inner product in L2([0, 1]) and φˆj,t denotes the
eigenfunction corresponding to the j-th largest eigenvalue λˆj,t of the empirical covariance
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operator Γˆt of {Xit : 1 ≤ i ≤ n} defined as
(Γˆtx)(u) :=
∫ 1
0
KˆX,t(u, v)x(v)dv for any x ∈ L2([0, 1])
and KˆX,t(u, v) :=
1
n
n∑
i=1
Xcit(u)X
c
it(v).
The empirical eigenfunctions φˆj,t and eigenvalues λˆj,t are defined as the solutions of the
eigenequations
∫ 1
0
KˆX,t(u, v)φˆj,t(v)dv = λˆj,tφˆj,t(u), where 〈φˆj,t, φˆ`,t〉 = 1 for all j = ` and
〈φˆj,t, φˆ`,t〉 = 0 if j 6= `, with j, ` ∈ {1, . . . , n}.
Using the above approximations for αt(s) and X
c
it(s) and the orthonormality of the
eigenfunctions leads to the following approximate multivariate linear regression model:
ycit ≈
mt∑
j=1
aj,t〈Xcit, φˆj,t〉+ β>t zcit + cit,
where the approximation is due to the truncation bias. Here, 〈Xcit, φˆj,t〉 and zcit denote
the regressors and aj,t and βt denote the slope coefficients which can be estimated using
ordinary least squares estimators aˆj,t and βˆt. The estimators aˆj,t lead to the estimator of
αt(s) by
αˆt(s) =
mt∑
j=1
aˆj,tφˆj,t(s).
The closed form solutions of aˆj,t and βˆt can be found at the beginning of Appendix A of
the online supplement supporting this article.
For our theoretical analysis, we let mt = mt,nT → ∞ as n, T → ∞. In practice, the
cut-off parameter mt can be chosen, for instance, by Cross Validation (CV) or by a suitable
information criterion as introduced in Section 5.
Besides obtaining the final estimators βˆt for βt, this first estimation step is intended
to facilitate the classification procedure in Step 2. With such classification we aim to
distinguish systematically large from systematically small differences between estimated
functions αˆt and αˆs across different time points t 6= s. For this purpose one could com-
pare the magnitude of the differences between the functions αˆt and αˆs to an appropriate
threshold. However, the estimators αˆt, αˆs are not well suited for deriving a practically
useful threshold parameter. We, therefore, suggest the following transformed estimators,
for which it is straightforward to derive a practically useful threshold parameter using
distributional arguments (see Section 5):
αˆ
(∆)
t :=
m∑
j=1
λˆ
1/2
j,t
σˆ,t
aˆj,tφˆj,t, (3)
where σˆ2,t := n
−1∑n
i=1
(
ycit−〈αˆt, Xcit〉+βˆ>t zcit
)2
and m := min1≤t≤T mt. The scaled estimator
αˆ
(∆)
t allows for a simple derivation of threshold parameter (see Section 5). Alternatively,
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the recent inferential results in Ghiglietti and Paganoni (2017) and Choi and Reimherr
(2018) may be used to derive a threshold parameter based on the unscaled estimator αˆ,
but this is out of the scope of this paper.
Step 2 In this step, we use the scaled estimators αˆ
(∆)
t from (3) to classify time points
t = 1 . . . , T into regimes G1, . . . , GK . Our classification algorithm aims to detect systematic
differences in the empirical distances ∆ˆts := ||αˆ(∆)t −αˆ(∆)s ||22, where ||.||22 denotes the squared
L2 norm defined as ||x||22 = 〈x, x〉 for any x ∈ L2([0, 1]).
The algorithm detects regimes by iteratively searching for large differences ∆ˆts. If ∆ˆts
exceeds the value of a threshold parameter τnT > 0, it classifies time points t and s in
different regimes. The procedure is initialized by setting S(0) := {1, . . . , T} and iterates
over k = 0, 1, 2, . . . as follows:
while
∣∣S(k)∣∣ > 0 do
select any t ∈ S(k), Gˆk+1 ← ∅, S(k+1) ← ∅
for s ∈ S(k) do
if ∆ˆts ≤ τnT then
Gˆk+1 ← Gˆk+1 ∪ {s}
else S(k+1) ← S(k+1) ∪ {s}
end if
end for
end while
where |.| is used to denote the cardinality of a set. The algorithm stops as soon as all time
points t are classified into regimes and the total number Kˆ of estimated regimes Gˆ1, . . . , GˆKˆ
serves as a natural estimator for the true K. Our theoretical results show that this proce-
dure consistently estimates the true regimes Gk and the true number K. However, in order
to improve the classification in finite samples, we suggest to set an upper bound Kmax on
Kˆ, such that Kˆ ≤ Kmax. The practical choice of Kmax is described in Section 5. In the case
where Kmax is binding, the algorithm is stopped after Kmax−1 iterations and all remaining
time points t are assigned to a final regime GˆKmax . The structure of our unsupervised clas-
sification procedure allows to derive rigorous theoretical results. In applications, however,
one may use any other well-performing unsupervised classification procedure too.
Step 3. In this step, we build upon the regime structure determined in Step 2 in order
to estimate Ak, k = 1, . . . , Kˆ. For a regime k and any t ∈ Gˆk, let Xccit denote the regime
specific centered functional regressor defined as Xccit := Xit − |Gˆk|−1
∑
s∈Gˆk X¯s. Further we
define the corresponding k-specific empirical covariance operator Γ˜k by
(Γ˜kx)(u) :=
∫ 1
0
K˜X,k(u, v)x(v)dv for all x ∈ L2([0, 1]),
where K˜X,k(u, v) :=
1
n|Gˆk|
n∑
i=1
∑
t∈Gˆk
Xccit (u)X
cc
it (v).
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We obtain our final estimator A˜k for Ak, in analogy to the pre-estimator αˆt, as
A˜k =
m˜k∑
j=1
a˜j,kφ˜j,k, with a˜j,k = λ˜
−1
j,k
1
n|Gˆk|
n∑
i=1
∑
t∈Gˆk
〈φ˜j,k, Xccit 〉(ycit − βˆ>t zcit).
Here (λ˜j,k, φ˜j,k)1≤j≤n|Gˆk| denote the eigenvalue-eigenfunction pairs of the empirical covari-
ance operator Γ˜k, where λ˜j,k is the j-th largest eigenvalue. Again, for our theoretical
analysis, we let m˜k = mk,nT →∞ as n, T →∞. In practice the cut-off parameter m˜k can
be chosen, for instance, by CV or by a suitable information criterion as introduced in Sec-
tion 5. Note that we do not re-estimate βˆt in Step 3, since this can lead to biased estimates
as the parameter βt is assumed t-specific. The assumption of a t-specific parameter βt is
motivated from our real data application, where zit contains control variables for which a
regime structure Gk does not necessarily apply.
4 Asymptotic Theory
In the asymptotic analysis of our estimators we need to address two problems: first, there
is a classification error contaminating the estimation of Ak. Second, the estimation of the
t-specific parameters βt cannot be separated from the estimation of the regime specific
parameter Ak. In the following we list our theoretical assumptions:
A1 1. For every 1 ≤ k ≤ K, the random variables {(Xit, zit, it) : 1 ≤ i ≤ n, t ∈ Gk}
are strictly stationary and further independent over the index i for any t ∈ Gk.
Beyond that, the errors it are centered and also independent over the index
1 ≤ t ≤ T .
2. For every 1 ≤ k ≤ K and 1 ≤ i ≤ n, the random variables {Xit : t ∈ Gk}
are L4-m-approximable in the sense of Definition 2.1 in Ho¨rmann and Kokoszka
(2010), which implies that ||E [X4it] ||2 < ∞. Furthermore, it is assumed that
E [z4it] <∞, E [4it] <∞ for any 1 ≤ i ≤ n and 1 ≤ t ≤ T .
3. For every 1 ≤ k ≤ K and 1 ≤ i ≤ n, the random variables {zit : t ∈ Gk} are
m-dependent.
4. The error it is independent of the covariates Xjs and zjs for any 1 ≤ i, j ≤ n
and 1 ≤ t, s ≤ T .
A2 Suppose there exist constants 0 < Cλ, C
′
λ, Cθ, Ca, CzX , Cβ <∞, such that the following
holds for every 1 ≤ k ≤ K:
1. C−1λ j
−µ ≤ λj,k ≤ Cλj−µ and λj,k − λj+1,k ≥ C ′λj−(µ+1), j ≥ 1 for the eigenvalues
λ1,k > λ2,k > . . . of the covariance operator Γk of Xit, t ∈ Gk and a µ > 1,
2. E [〈Xit − E[Xit], φj,k〉4] ≤ Cθλ2j,k for the eigenfunction φj,k of Γk corresponding
to the j-th largest eigenvalue λj,k, j ≥ 1,
3. |〈Ak, φj,k〉| ≤ Caj−ν , j ≥ 1, where ν is a strictly positive constant (see A4).
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4. |〈KzpX,k, φj,k〉| ≤ CzXj−(µ+ν), j ≥ 1 for any 1 ≤ p ≤ P , where KzpX,k :=
E[(Xit − E[Xit])(zp,it − E(zp,it))] and
5. sup1≤t≤T βp,t ≤ Cβ, for any 1 ≤ p ≤ P , with βp,t being the p-th coordinate in βt.
A3 Let n→∞ and T →∞ jointly, such that T ∝ nδ for some 0 < δ < 1 and |Gk| ∝ T .
A4 Suppose that ν > 3 max{r1, r2}, where r1 := 1 + 12µ and r2 := 1+µ(1+δ)/32(1−δ) .
A5 Suppose that mt = mt,nT and m˜k = m˜k,nT with mt ∝ n
1
µ+2ν and m˜k ∝ (n|Gk|)
1
µ+2ν for
any 1 ≤ t ≤ T and 1 ≤ k ≤ K.
A6 Consider the random vector sit := [s1,it, . . . , sP,it]
>, defined according to
sp,it := (zp,it − E[zp,it])−
∫ 1
0
(Xit(u)− E[Xit](u))
( ∞∑
j=1
〈KzpX,k, φj,k〉
λj,k
φj,k(u)
)
du,
for 1 ≤ p ≤ P . Suppose that for any 1 ≤ k ≤ K the random variables {sit : 1 ≤
i ≤ n, t ∈ Gk} are strictly stationary and further independent over the index i for
any t ∈ Gk. Also, suppose they are strictly stationary, ergodic and m-dependent
over the index t for any 1 ≤ i ≤ n. In addition, assume that E[sit|Xk] = 0, where
Xk := {Xit : 1 ≤ i ≤ n, t ∈ Gk} and that the matrix E[sits>it ] is positive semi-
definite.
A7 1. There exists some C∆ > 0 such that for any 1 ≤ k ≤ K and any t ∈ Gk∣∣∣∣∣∣α(∆)t − α(∆)s ∣∣∣∣∣∣2
2
=: ∆ts
{
≥ C∆ if s 6∈ Gk
= 0 if s ∈ Gk,
where α
(∆)
r := σ
−1
,l
∑∞
j=1 λ
1/2
j,l 〈αr, φj,l〉φj,l and σ2,l := E[2ir] for r ∈ Gl.
2. The threshold parameter τnT → 0 satisfies P
(
maxt,s∈Gk ∆ˆts ≤ τnT
)
→ 1 as
n, T →∞ for all 1 ≤ k ≤ K.
Beyond the above assumptions we also suppose that the sign of the estimated eigen-
functions from Step 1 and Step 3 of our estimation procedure coincide with their population
counterparts in the sense that
∫ 1
0
φˆj,t(u)φj,k(u)du ≥ 0, 1 ≤ j ≤ mt, and
∫ 1
0
φ˜j,k(u)φj,k(u)du ≥
0, 1 ≤ j ≤ m˜k.
Assumptions A1-A6 correspond to the standard assumptions in the literature (see Hall
and Horowitz, 2007 and Shin, 2009), adapted to our panel data version of the partial func-
tional linear regression model. Assumption A1 postulates standard moment and exogeneity
conditions and describes the dependence structure of the regressors over time. Assumptions
A2 and A4 together govern, first, the complexity of the functional component and, second,
the degree to which the multivariate model component affects the estimation problem. The
first type of assumptions are postulated as usually in terms of the covariance structure of
the functional regressor and its interplay with the parameter function Ak. The second type
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is formulated in terms of the interplay between between second moments of multivariate
and functional regressor as well as the magnitude of the t-specific multivariate parame-
ters βt. Assumption A5 formulates the asymptotic behavior of the truncation parameters
used in the first and third estimation steps. Assumption A6 contains further regularity
assumptions on the relation between the functional and multivariate model components.
Assumption A7 is a slightly modified version of Assumption Cτ in Vogt and Linton (2017).
Our theoretical results establish the consistency of our classification procedure and the
convergence rates for the proposed regression slope estimators. We provide convergence
rates of the t-wise estimators βˆt and αˆt from Step 1 of our estimation procedure in The-
orem 4.1. Lemma 4.1 establishes uniform consistency of these estimators as well as the
adjusted slope function estimator αˆ
(∆)
t over t = 1, . . . , T . This is an important prerequisite
for the consistency of our classification procedure, which is established in Theorem 4.2.
Finally, Theorem 4.3 establishes the convergence rate of our estimator A˜k from Step 3 of
the estimation procedure.
Theorem 4.1 Given Assumptions A1–A6 hold, it follows for all 1 ≤ t ≤ T that∣∣∣∣∣∣βˆt − βt∣∣∣∣∣∣2 = Op (n−1)
and ||αˆt − αt||22 = Op
(
n
1−2ν
µ+2ν
)
,
where ||.|| denotes the Euclidean norm and ||.||2 the L2 norm. The proof can be found in
Appendix A.1 of the online supplement supporting this article.
Theorem 4.1 is related to Theorems 3.1 and 3.2 in Shin (2009), though our proof deviates
from that in Shin (2009) at important instances. The above rates for αˆt correspond to the
rates in the cross section context of Hall and Horowitz (2007). These pointwise rates provide
a benchmark for the asymptotic properties of A˜k, however the theorem is not sufficient for
the consistency of our classification algorithm. For this, we need the following uniform
consistency results:
Lemma 4.1 Given Assumptions A1–A6 hold, it follows that
max1≤t≤T
∣∣∣∣∣∣βˆt − βt∣∣∣∣∣∣2 = op(1),
max1≤t≤T ||αˆt − αt||22 = op(1)
and max1≤t≤T
∣∣∣∣∣∣αˆ(∆)t − α(∆)t ∣∣∣∣∣∣2
2
= op(1).
The proof can be found in Appendix A.2 of the online supplement supporting this article.
Note that Lemma 4.1 is not a trivial consequence of Theorem 4.1, since T tends to in-
finity with n (see A3). The following theorem establishes consistency of our classification
procedure and is based on our results in Lemma 4.1:
Theorem 4.2 Given Assumptions A1–A7 hold, it follows that
P
(
{Gˆ1, . . . , GˆKˆ} 6= {G1, . . . , GK}
)
= o(1).
The proof can be found in Appendix A.3 of the online supplement supporting this article.
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The statement of Theorem 4.2 is twofold. First, it says that the number of regimes
K is asymptotically correctly determined. Second, it says that the estimators Gˆk, 1 ≤
k ≤ Kˆ consistently estimate their population counterparts. This notion of classification
consistency is sufficient to obtain the following asymptotic result for the corresponding
estimators A˜k, 1 ≤ k ≤ Kˆ from Step 3 of the estimation procedure:
Theorem 4.3 Given Assumptions A1–A7 hold, it follows for all 1 ≤ k ≤ Kˆ that
∣∣∣∣∣∣A˜k − Ak∣∣∣∣∣∣2
2
=
{
Op (n
−1) if δ ≥ 1+µ
2ν−1
Op
(
(nT )
1−2ν
µ+2ν
)
if δ ≤ 1+µ
2ν−1 .
The proof can be found in Appendix A.4 of the online supplement supporting this article.
Theorem 4.3 quantifies the extent to which the estimation error ||βˆt−βt|| contaminates
the estimation of Ak. In the first case (δ ≥ (1 +µ)/(2ν−1)), n diverges relatively slowly in
comparison to T and, therefore, the contamination due to estimating βt is not negligible.
This results in the relatively slow convergence rate of n−1/2, where the attribute “slow”
has to be seen in relation to our panel context with n → ∞ and T → ∞. In the second
case (δ ≤ (1 + µ)/(2ν − 1)), n diverges sufficiently fast such that the contamination due
to estimating βt becomes asymptotically negligible, which results in the faster convergence
rate of (nT )(1−2ν)/(µ+2ν). The latter rate coincides with the minimax optimal convergence
result in Hall and Horowitz (2007).
5 Practical Choice of Tuning Parameters
Inspired by the thresholding procedure in Vogt and Linton (2017), we suggest choosing
the threshold parameter τnT based on an approximate law for ∆ˆts = ||αˆ(∆)t − αˆ(∆)s ||22 under
the hypothesis that t and s belong to the same regime Gk. As argued in Appendix A.5 of
the online supplement supporting this article, the scaling of the estimators αˆt and αˆs as
suggested in (3) leads, for large n, to
n
2
∆ˆts =
n
2
||αˆ(∆)t − αˆ(∆)s ||22 ∼ χ2m approximately.
Hence we recommend setting the threshold τnT to be 2/n times the pτ -quantile of a χ
2
m
distribution, where pτ is close to one, for instance, pτ = 0.99 or pτ = 0.999. By scaling
this quantile with 2/n, the threshold converges, as required, to zero as n tends to infinity
(see also Section A.5 in the appendix for more details). This is a simple ad-hoc solution
ignoring autocorrelations between the estimators αˆ
(∆)
t and αˆ
(∆)
s . The threshold works well
in practice, however, in case of strong autocorrelations one may use one of the well-known
cluster algorithms applied to the vectors of the unscaled estimates (aˆ1,t, . . . , aˆmt,t) from
Step 1 of our estimation procedure. In our simulation study, for instance, we additionally
investigate the performance the Gaussian mixture cluster approach of Fraley and Raftery
(2002) as implemented in the R-package mclust of Scrucca et al. (2016). This cluster
algorithm is very practical as it allows for an automatic choice of the number of clusters
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K. Alternatively, as already mentioned above, one might also derive a threshold using
the theoretical results in Ghiglietti and Paganoni (2017) and Choi and Reimherr (2018);
however, this demands for some additional theoretical work which is out of the scope of
this paper.
For selecting the truncation parameters mt and m˜k the literature offers two main strate-
gies. The first strategy is to choose the truncation parameters in order to find an optimal
prediction. A cross validation procedure is shown, e.g., in Shin (2009). The second one is
to choose the cut-off levels according to the covariance structure of the functional regressor.
The latter is convenient from a computational point of view—particularly, for the typically
large sample sizes in panel data. We thus suggest choosing mt and m˜k according to the
following eigenvalue ratio criterion suggested in Ahn and Horenstein (2013):
mt = arg max
1≤l<n
λˆl,t/λˆl+1,t, 1 ≤ t ≤ T,
and m˜k = arg max
1≤l<n|Gˆk|
λ˜l,k/λ˜l+1,k, 1 ≤ k ≤ Kˆ.
For selecting Kmax we employ a standard estimate for the number of clusters from
classical multivariate cluster analysis as introduced by Calin´ski and Harabasz (1974). This
translates to our context as follows. On an equidistant grid 0 = s1 < s2 < · · · < sL = 1
in [0, 1] we calculate the L-vectors vt := [αˆ
(∆)
t (sl)]l=1,...,L for 1 ≤ t ≤ T . Based on these
quantities we employ the maximizer
Kmax := arg max
1≤k≤(T−1)
tr
(∑k
j=1 |Cj|(vt − v¯)(vt − v¯)>
)
/(k − 1)
tr
(∑k
j=1
∑
t∈Cj(vt − cj)(vt − cj)>
)
/(T − k)
as an upper bound for Kˆ. Here Cj ⊂ {1, . . . , T} is the j-th cluster formed from a k-means
algorithm with cj being the corresponding centroid. We further denote v¯ := T
−1∑T
t=1 vt
and use tr(·) for the trace operator. Choosing Kmax equal to the optimal number of clusters
in the multivariate analogue of the functional classification problem leads to a comparably
conservative choice of Kˆ ≤ Kmax. This guarantees a parsimonious parameterization of our
model in finite samples and improves the interpretability of the estimates.
We assess how this configuration of our estimation procedure performs in different
finite-sample environments by means of a simulation study, which is described in the next
section.
6 Simulations
In the following simulation study we consider two different data generating processes (Sce-
narios 1 and 2). In both scenarios there are K = 3 parameter regimes and we set αt = A1
if t ∈ G1 = {1, . . . , bT/3c}, αt = A2 if t ∈ G2 = {bT/3c + 1, . . . , b2T/3c} and αt = A3 if
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t ∈ G3 = {b2T/3c+ 1, . . . , T}, where
A1(u) =
{√
2 sin(piu/2)− u3/2 +√18 sin(3piu/2) in Scenario 1
8u− 4u2 − 5u3 + 2 sin(8u) in Scenario 2,
A2(u) = −2u+ 8u2 + 5u3 + 2 sin(8u) in Scenarios 1 and 2
and A3(u) = −2u+ cos(6u) in Scenarios 1 and 2.
The graphs of the parameter functions A1, A2, and A3 of Scenarios 1 and 2 are shown
in Figure 1. Note that the distances between the regime specific slope functions are smaller
in Scenario 2 than in Scenario 1, which makes Scenario 2 the more challenging one. For
both scenarios we set βt = 5 sin(t/pi) and ρt = 5 cos(t/pi). We simulate the regressor zit and
the error term it according to zit ∼ N (0, 1) and it ∼ N (0, 1). The trajectories Xit are ob-
tained as Xit(u) =
∑20
j=1 θit,jφj(u) with independent scores θit,j ∼ N (0, [(j − 1/2)pi]−2) and
eigenfunctions φj(u) =
√
2 sin((j−1/2)piu). Regarding the choice of the tuning parameters
we proceed as described in Section 5. For selecting the threshold τnT we set pτ = 0.99.
As a practical alternative, we apply the Gaussian mixture cluster approach of Fraley and
Raftery (2002) to the vectors of the unscaled estimates (aˆ1,t, . . . , aˆmt,t), where we use the
mclust() function of the R-package mclust (Scrucca et al., 2016).
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Figure 1: Parameter functions A1, A2, and A3 of Scenarios 1 and 2.
In order to measure the precision of the classification procedure we calculate the classi-
fication error (Class. Error) as the number of incorrectly classified time points t divided by
T . We consider the three different (n, T )-specifications, (n, T ) = (50, 50), (n, T ) = (100, 50)
and (n, T ) = (150, 80), and generate for each specification 1000 Monte Carlo samples. The
results are reported in Table 1. The classification errors of our threshold (THR) approach
are at a low level in both scenarios and generally correspond to those of the Gaussian
mixture cluster (MCL) approach, except for the small sample (n, T ) = (50, 50), where our
approach shows a better performance. Since, both cluster approaches show a very similar
performance, we only report the estimation errors for our threshold approach in order to
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(n,T) = (50,50) Scenario 1 Scenario 2
q0.25 q0.5 avg. q0.75 sd. q0.25 q0.5 avg. q0.75 sd.
T−1
∑T
t=1(βˆt − βt)2 0.02 0.02 0.02 0.03 0.00 0.02 0.02 0.02 0.03 0.00
Class. Error (THR) 0.08 0.12 0.13 0.18 0.08 0.08 0.12 0.13 0.18 0.08
Class. Error (MCL) 0.12 0.16 0.18 0.22 0.08 0.14 0.22 0.22 0.32 0.11
||A˜1 − A1||22/||A1||22 0.01 0.02 0.03 0.04 0.04 0.06 0.08 0.11 0.12 0.11
||A˜2 − A2||22/||A2||22 0.02 0.03 0.04 0.04 0.05 0.02 0.03 0.04 0.05 0.05
||A˜3 − A3||22/||A3||22 0.05 0.09 0.11 0.16 0.08 0.05 0.09 0.11 0.16 0.08
(n,T) = (100,50) Scenario 1 Scenario 2
q0.25 q0.5 avg. q0.75 sd. q0.25 q0.5 avg. q0.75 sd.
T−1
∑T
t=1(βˆt − βt)2 0.01 0.01 0.01 0.01 0.00 0.01 0.01 0.01 0.01 0.00
Class. Error (THR) 0.06 0.10 0.12 0.16 0.08 0.06 0.10 0.12 0.16 0.07
Class. Error (MCL) 0.08 0.12 0.14 0.18 0.07 0.08 0.16 0.17 0.24 0.10
||A˜1 − A1||22/||A1||22 0.00 0.01 0.01 0.01 0.01 0.04 0.05 0.06 0.07 0.03
||A˜2 − A2||22/||A2||22 0.01 0.02 0.02 0.03 0.02 0.01 0.02 0.02 0.03 0.02
||A˜3 − A3||22/||A3||22 0.04 0.08 0.09 0.13 0.07 0.04 0.08 0.10 0.14 0.08
(n,T) = (150,80) Scenario 1 Scenario 2
q0.25 q0.5 avg. q0.75 sd. q0.25 q0.5 avg. q0.75 sd.
T−1
∑T
t=1(βˆt − βt)2 0.01 0.01 0.01 0.01 0.00 0.01 0.01 0.01 0.01 0.00
Class. Error (THR) 0.08 0.11 0.12 0.16 0.07 0.06 0.10 0.12 0.16 0.07
Class. Error (MCL) 0.05 0.10 0.11 0.14 0.06 0.08 0.14 0.15 0.19 0.10
||A˜1 − A1||22/||A1||22 0.00 0.00 0.01 0.01 0.01 0.04 0.04 0.05 0.05 0.01
||A˜2 − A2||22/||A2||22 0.01 0.01 0.02 0.02 0.01 0.01 0.01 0.02 0.02 0.01
||A˜3 − A3||22/||A3||22 0.04 0.07 0.09 0.13 0.07 0.04 0.07 0.09 0.13 0.07
Table 1: Simulation Results. The quantities q0.25, q0.5, q0.75, avg., and sd. denote the 25%,
50% and 75% quantiles, the arithmetic mean, and the standard deviation of the empirical
distribution over Monte Carlo samples.
save space. The consistency of all parameter estimators as well as the accuracy of the
classification procedure are well shown in our simulation results.
7 Regime Dependent Pricing of Idiosyncratic Risk
Emerging from the influential work of Ang et al. (2006) a considerable number of stud-
ies confirm that stock returns are negatively correlated with the idiosyncratic (i.e., non-
systematic) volatility component of a stock (see, for instance, Fu, 2009, and Hou and Loh,
2016, and references therein). This finding is referred to as the “idiosyncratic volatility
puzzle”, since asset pricing theory suggests an opposite outcome. Investors can either hold
well-diversified or underdiversified portfolios. In the case of well-diversified portfolios, the
idiosyncratic volatility component is not a relevant pricing component and one expects
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no correlation between idiosyncratic volatility and returns. In the case of underdiversified
portfolios, asset pricing theory predicts a positive correlation, since investors expect higher
returns as a compensation for the additional risk. The observed negative correlations, how-
ever, cannot be explained by the asset pricing theory. As demonstrated in Hou and Loh
(2016) the idiosyncratic volatility puzzle has, to a substantial extent, remained unsolved.
In the literature, the idiosyncratic volatility puzzle is typically examined using aggre-
gated monthly data. In contrast, we consider the relation between the returns yit ∈ R and
the disaggregated daily idiosyncratic volatility curve Xit ∈ L2([0, 1]) of asset i = 1, . . . , n
at day t = 1, . . . , T using our functional linear panel regression model:
yit = ρt +
∫ 1
0
αt(s)Xit(s)ds+ β
>
t zit + it. (4)
Here ρt ∈ R is a daily fixed effect and αt ∈ L2([0, 1]) denotes the time-varying parameter
function describing the effect of the idiosyncratic volatility curve Xit ∈ L2([0, 1]) at day
t. The time-varying parameter vector βt ∈ RP describes the effect of additional control
variables zit ∈ RP . The term it is a scalar error with zero mean and finite but potentially
time heteroscedastic variances. We postulate that there are only K < T different volatility
pricing regimes G1, . . . , GK collecting identical parameter functions αt. As above, the
common slope function of regime k is denoted by Ak. If a coefficient function Ak is clearly
negative over most of its domain, the corresponding regime appears to be non-conform with
traditional asset pricing theory and thus constitutes a temporary idiosyncratic volatility
puzzle. The advantage of our pricing Model (4) is its capability to segment the set of
trading days into puzzling and non-puzzling pricing regimes in a data-driven way.
Following Fu (2009), we define the dependent variable as the daytime log-return
yit := log(Pit(1)/Pit(0)),
where Pit(0) and Pit(1) denote the opening price and closing price of asset i at day t. As
control variable zit ∈ R we use the daily average bid-ask spread which serves as a proxy for
liquidity risk—an important pricing-relevant factor as discussed for example in Hou and
Loh (2016).
We consider intraday price data for n = 377 stocks listed on the S&P 500. Our sample
consists of T = 136 trading days between June 3, 2016, and December 15, 2016. Intraday
stock prices are sampled every ∆ = 10 minutes during the trading hours of the S&P
500. More concretely, for asset i at day t we consider the last recorded transaction prices,
Pit(sj), within 10-minute intervals, of which the j-th interval is denoted [sj−1, sj] with
s0 = 0, sJ = 1, where 1 ≤ j ≤ J = 39. For the construction of the idiosyncratic volatility
curves Xit(.), which is described below, we make use of three Fama-French factors. The
Fama-French factors were downloaded from Kenneth French’s homepage, while all other
data were gathered from Bloomberg.
For constructing the idiosyncratic volatility curves Xit(.) we use the method proposed
in Mu¨ller et al. (2011) with a straightforward adaption to our context for estimating id-
iosyncratic volatility curves instead of total volatility curves. Mu¨ller et al. (2011) propose
an estimator of the total volatility curve of asset i at day t, smoothing the points (sj, Y˜it,j),
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j = 1, . . . , J based on an algorithm, which allows to obtain functional principal components
from discrete noisy data. Here Y˜it,j := log(∆
−1Yit(sj)2) + q0 are scaled and logarithmized
versions of the squared intraday returns Yit(sj)
2 with Yit(sj) := log(Pit(sj)/Pit(sj−1)). The
points Y˜it,j, 1 ≤ j ≤ J can be interpreted as noisy evaluations of the random spot volatil-
ity curve of the underlying continuous time return process at the corresponding points sj,
1 ≤ j ≤ J . The constant q0 = 1.27 is necessary for re-centering the involved error term,
whereas technical details can be found in Mu¨ller et al. (2011). We mainly proceed along
the lines of their approach, however, instead of using the total intraday returns Yit(sj),
j = 1, . . . , J , we employ the idiosyncratic intraday return components Y ∗it (sj), j = 1, . . . , J .
This leads to a measure of the idiosyncratic volatility curve Xit(.) rather than a measure
of the total volatility curve. For computing the idiosyncratic intraday returns Y ∗it (sj), we
follow the usual approach and correct the total intraday returns Yit(sj) for their systematic
market component by regressing them on three Fama-French factors (Fama and French,
1995). We do so by estimating the functional Fama-French regression model
Yit(sj) = b0,it(sj) + b1,it ·Mt(sj) + b2,it · St + b3,it ·Ht + uit(sj), j = 1, . . . , J, (5)
proposed by Kokoszka et al. (2014). The term Mt(sj) is the intraday S&P 500 market
return, St denotes the “small minus large” factor and Ht the “high minus low” factor.
St describes the difference in returns between portfolios of small and large stocks and Ht
describes the difference in returns between portfolios of high and low book-to-market value
stocks. For estimating the model parameters in (5) we use the least-squares estimators
proposed by Kokoszka et al. (2014). The idiosyncratic intraday returns are finally obtained
as Y ∗it (sj) = bˆ0,it(sj) + uˆit(sj), where bˆ0,it(s) denotes the fitted functional intercept param-
eter of the (i, t)-th regression and uˆit(s) are the corresponding function-valued regression
residuals. Table 2 provides summary statistics for our sample. Figure 2 shows the idiosyn-
cratic volatility curves Xit, along with their raw scatter points, for the Apple stock at two
randomly selected trading days.
Remark. Applying the method of Mu¨ller et al. (2011) in order to estimate the idiosyncratic
volatility curves Xit from the idiosyncratic intraday returns Y
∗
it (sj), j = 1, . . . , J , leads to
“volatility curves”, which are indeed logarithmic volatility curves (see Eq. (9) in Mu¨ller
et al., 2011). The log-transformation is monotonic and is thus sign-preserving what concerns
the estimation of αt. This is of particular importance when assessing the idiosyncratic
volatility puzzle. Working with log-transformed volatility objects is generally advisable,
since the raw volatility measures are often heavily skewed (Herskovic et al., 2016).
The estimation of Model (4) proceeds as described in Section 3. Using our classification
algorithm, we find a number of Kˆ = 2 regimes, where each regime contains about the
same number of days (see right panel in Figure 3). The left panel in Figure 3 shows the
estimated regime specific slope functions A˜1 and A˜2. In order to examine their daily effects
on the returns, we consider the average effects
∫ 1
0
A˜k(u)du, k = 1, 2. For the first regime
this average effect is clearly negative, for the second one clearly positive. Our classification
thus separates trading days revealing an idiosyncratic volatility puzzle from days which are
conform with asset pricing theory. Both parameter functions, however, indicate that the
intensity of the pricing varies over the intaday trading time.
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Figure 2: Exemplary idiosyncratic volatility curves Xit and raw scatter points for the Apple
Inc. stock (AAPL) at two randomly selected trading days.
q0.05 q0.25 q0.5 q0.75 q0.95 avg. sd.
y (in %) -1.74 -0.56 0.01 0.60 1.79 0.02 1.16∫ 1
0
X(u)du -4.42 -3.72 -3.20 -2.63 -1.64 -3.14 0.85
||X||22 3.46 7.67 11.02 14.67 20.50 11.39 5.19
z (in %) 0.02 0.02 0.03 0.05 0.09 0.04 0.03
Table 2: Quantiles, means, and standard deviations of the considered variables.
In summary, our results indicate a rather complex pattern of puzzling and non-puzzling
days. The high resolution of the time scale our novel model operates on, allows us to
uncover a much more heterogeneous pricing of idiosyncratic volatility than one can infer
from the usually considered monthly data (see, for example, Ang et al., 2006). Hence, ag-
gregating the data could thus misleadingly convolute the puzzling and non-puzzling pricing
mechanisms. This in turn might contribute to the failure of current explanations of the
idiosyncratic volatility puzzle (Hou and Loh, 2016).
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8 Conclusion
In this paper we present a novel regression framework, which allows us to examine regime
specific effects of a random function on a scalar response in the presence of a multivariate
regressor and time fixed effects. The suggested estimation procedure is designed for a panel
data context. We prove consistency of the estimators including rates of convergence and
address the practical choice of the tuning parameters involved. Our framework offers a
flexible and data-driven way of assessing heterogeneity in large panels. The model can be
extended in multiple directions for further research. For instance, establishing a connection
to the work of Su et al. (2016) would allow us to identify group structures in the cross section
in addition to identifying time-regime structures.
The statistical model is motivated by our real data application, where we explore a
phenomenon referred to as the idiosyncratic volatility puzzle. In an empirical study we
search for the presence of such a puzzle in a large panel of US stock prices. Our method
allows to separate puzzling days from non-puzzling days. The results suggest a much more
heterogeneous pricing of idiosyncratic volatility than indicated by many existing analyses
in the literature.
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Throughout this appendix we use the symbols C and c to denote generic positive con-
stants.
A Technical Appendix
In this part we use the following notation for norms in addition to the ones introduced in the
main paper. Given a mapping F1 : L
2([0, 1])→ R, we use as norm of F1 the operator norm
||F1||H′ := sup||f1||2=1 |F1(f1)|. Further, for an integral operator F2 : L2([0, 1]) → L2([0, 1])
with kernel f2 ∈ L2([0, 1] × [0, 1]), denote its Hilbert-Schmidt norm as ||F2||S := ||f2||2,
where in this case || · ||2 is the L2 norm in L2([0, 1]× [0, 1]).
For the following proofs we make use of the following closed form solutions of our least
squares estimators aˆj,t and βˆt:
αˆt =
mt∑
j=1
aˆj,tφˆj,t with aˆj,t = λˆ
−1
j,t
1
n
n∑
i=1
〈Xcit, φˆj,t〉(ycit − βˆ>t zcit) and
βˆt =
[
Kˆz,t − Φˆt(KˆzX,t)
]−1 [
Kˆzy,t − Φˆt
(
KˆyX,t
)]
,
where
Kˆz,t :=
1
n
n∑
i=1
zcitz
c
it
>, KˆzX,t(s) := [Kˆz1X,t(s), . . . , KˆzPX,t(s)]
>, Kˆzy,t := [Kˆz1y,t, . . . , KˆzP y,t]
>,
KˆyX,t(s) :=
1
n
n∑
i=1
ycitX
c
it(s), KˆzpX,t(s) :=
1
n
n∑
i=1
zcp,itX
c
it(s), Kˆzpy,t :=
1
n
n∑
i=1
zcp,ity
c
it,
Φˆt(g) := [Φˆ1,t(g), . . . , ΦˆP,t(g)]
>, Φˆp,t(g) :=
mt∑
j=1
〈KˆzpX,t, φˆj,t〉〈φˆj,t, g〉
λˆj,t
for any g ∈ L2([0, 1]),
and Φˆt(KˆzX,t) := [Φˆp,t(KˆzqX,t)]1≤p≤P, 1≤q≤P ;
see Shin (2009) for similar estimators in a cross section context.
For the sake of readability we will proof the lemma and theorems for P = 1, while
the generalization to P > 1 is straightforward and does not add any additional insights.
In this spirit we ease our notation by dropping boldface notation and the dependence on
coordinate labels p.
Now, turning to a formal argumentation, we begin collecting a number of basic results
readily available in the functional data literature. Provided Assumption 1 holds, the ran-
dom variables {(zit, Xit, it) : 1 ≤ i ≤ n} are iid with finite fourth moments for every
1 ≤ t ≤ T . Moment calculations as well as the results in Ho¨rmann and Kokoszka (2010)
imply for any 1 ≤ t ≤ T as n→∞ that
E
[∣∣∣∣∣∣KˆzX,t −KzX,k∣∣∣∣∣∣2
2
]
= O(n−1) (6)
E
[∣∣∣Kˆz,t −Kz,k∣∣∣2] = O(n−1) (7)
E
[∣∣∣∣∣∣KˆX,t −KX,k∣∣∣∣∣∣2
2
]
= O(n−1), (8)
where the index k is such that t ∈ Gk, which we use in what follows without further
reference. In Equation (8) KX,k denotes the covariance function in the k-th regime, i.e.
KX,k(u, v) := E[(Xit(u) − E[Xit](u))(Xit(v) − E[Xit](v))] and in analogy Kz,k := E[(zit −
E[zit])
2]. Further, it obviously holds that
E
[|z¯t − E[zit]|2] = O(n−1)
E
[∣∣∣∣X¯t − E[Xit]∣∣∣∣22] = O(n−1),
E
[
||KˆX,t||22
]
= O(n−1)
E
[
|Kˆz,t|2
]
= O(n−1)
where
KˆX,t := n
−1
n∑
i=1
Xcit
c
it
and Kˆz,t := n
−1
n∑
i=1
zcit
c
it.
Denote the Hilbert-Schmidt norm of the distance between t-wise empirical covariance
operator and population covariance operator as Dt := ||Γˆt − Γk||S . Note that for any
1 ≤ j ≤ n, |λˆj,t−λj,k| ≤ Dt almost surely (see Theorem 1 in Hall and Hosseini-Nasab, 2006
and references therein). Since E[Dqt ] = O(n−q/2) for q = 1, 2, . . . (provided sufficiently high
moments exist) it holds that
E
[∣∣∣λˆj,t − λj,k∣∣∣q] = O(n−q/2) q = 1, 2 . . . (9)
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for any 1 ≤ j ≤ mt (cf. Equation A.11 in Kneip et al., 2016).
As a final observation, note that combining the results in Shin (2009) and Hall and
Horowitz (2007) allows to conclude that for any 1 ≤ t ≤ T
||Φˆt − Φk||2H′ =
∣∣∣∣∣
∣∣∣∣∣
m∑
j=1
〈KˆzX,t, φˆj,t〉
λˆj,t
φˆj,t −
∞∑
j=1
〈KzX,k, φj,k〉
λj,k
φj,k
∣∣∣∣∣
∣∣∣∣∣
2
2
= Op
(
n
1−2ν
µ+2ν
)
, (10)
where we denote mt = m for simplicity, which we continue to do without further reference.
The mapping Φk : L
2([0, 1]) → R is the population counterpart of Φˆt and was implicitly
used already in Assumption 6. It is formally defined according to
Φk(g) :=
∞∑
j=1
〈KzX,k, φj,k〉
λj,k
〈φj,k, g〉 (11)
for any g ∈ L2([0, 1]).
A.1 Proof of Theorem 4.1
Consider any 1 ≤ t ≤ T , with t in some regime k, i.e. t ∈ Gk. Note that the estimator βˆt
can be written as
βˆt = Bˆ
−1
t [Kˆzy,t − Φˆt(KˆyX,t)]
with Bˆt := [Kˆz,t− Φˆt(KˆzX,t)]. Regarding the inverse in βˆt note that it follows from (6), (7),
and (10) in analogy to Shin (2009) that
Bˆt := [Kˆz,t − Φˆt(KˆzX,t)] P→ [Kz,k − Φk(KzX,k)] =: Bk > 0
as n → ∞, which certainly implies Bˆ−1t = B−1k + op(1) by the continuous mapping theo-
rem, whereas Bk = E[s
2
it] > 0 follows from Assumption 6. To see this also consider the
decomposition shown in (25). As in Shin (2009), we assess the difference
βˆt − βt = Bˆ−1t
[
n−1
n∑
i=1
(
zcit − Φˆt(Xcit)
)
(〈Xcit, αt〉+ cit)
]
by splitting the term n−1
∑n
i=1
(
zcit − Φˆt(Xcit)
)
(〈Xcit, αt〉+ cit) according to
∣∣∣∣∣n−1
n∑
i=1
(
zcit − Φˆt(Xcit)
)
(〈Xcit, αt〉+ cit)
∣∣∣∣∣ ≤ |R0,1,t|+ |R0,2,t|+ |R0,3,t|,
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where, in analogy to her work,
R0,1,t := n
−1
n∑
i=1
(zcit − Φk(Xcit))cit = Op(n−1/2)
R0,2,t := n
−1
n∑
i=1
(Φk(X
c
it)− Φˆt(Xcit))cit = Op(n−1/2).
due to the exogeneity of the covariates and the assumed iid nature of the error term (cf.
Assumption 1). However, the remaining term we approach in a different manner:
|R0,3,t| :=
∣∣∣∣∣n−1
n∑
i=1
(zcit − Φˆt(Xcit))〈Xcit, αt〉
∣∣∣∣∣
≤
∣∣∣〈KˆzX,t −KzX,k, αt〉∣∣∣+
∣∣∣∣∣〈KzX,k, αt〉 − n−1
n∑
i=1
Φˆt(X
c
it)〈Xcit, αt〉
∣∣∣∣∣
≤ R1,1,t +R1,2,t
where for R1,1,t
R1,1,t :=
∣∣∣〈KˆzX,t −KzX,k, αt〉∣∣∣
≤ ||αt||2 · ||KˆzX,t −KzX,k||2
= Op(n
−1/2)
as a consequence of (6). The second term, R1,2,t, in R0,3,t is defined as
R1,2,t :=
∣∣∣∣∣〈KzX,k, αt〉 − n−1
n∑
i=1
Φˆt(X
c
it)〈Xcit, αt〉
∣∣∣∣∣
≤ R2,1 +R2,2,t,
with
R2,1 :=
∣∣∣∣∣
∞∑
j=m+1
〈KzX,k, φj,k〉a∗j,t
∣∣∣∣∣
R2,2,t :=
∣∣∣∣∣
m∑
j=1
〈KzX,k, φj,k〉a∗j,t −
m∑
j=1
〈KˆzX,t, φˆj,t〉〈φˆj,t, αt〉
∣∣∣∣∣ ,
where we used a∗j,t := 〈αt, φj,k〉 due to Assumptions 2, 4 and 5. For the first term observe
R2,1 = O
(
n
1−µ−2ν
µ+2ν
)
= O(n−1/2). The second one can be split in three parts
R2,2,t ≤ R3,1,t +R3,2,t +R3,3,t
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with
R3,1,t := ||KˆzX,t −KzX,k||2
m∑
j=1
(
||φˆj,t − φj,k||2 · ||αt||2 + |a∗j,t|
)
,
R3,2,t := ||αt||2
m∑
j=1
|〈KzX,k, φj,k〉| · ||φˆj,t − φj,k||2
and
R3,3,t := ||KzX,k||2 · ||αt||2
m∑
j=1
||φˆj,t − φj,k||22 + ||KzX,k||2
m∑
j=1
||φˆj,t − φj,k||2 · |a∗j,t|.
An assessment of the asymptotic properties of R3,1,t, R3,2,t and R3,3,t requires to examine
the asymptotic properties of ||φˆj,t−φj,k||22 explicitly. Bounds can, for example, be obtained
from Theorem 1 in Hall and Hosseini-Nasab (2006) as
||φˆt,j − φj,k||q2 ≤
[
81/2Dt
min1≤l≤j{λj,k − λj+1,k})
]q
almost surely (12)
which holds for 1 ≤ j ≤ m, q = 1, 2, . . . and any size n of the cross section (see also Equation
(5.2) in Hall and Horowitz, 2007). In the context of theory for functional linear regression,
Hall and Horowitz (2007) develop asymptotic bounds on ||φˆj,t−φj,k||22, 1 ≤ j ≤ m, which are
valid on events which occur with probability tending to one as n→∞. These bounds are
particularly helpful, when addressing (weighted) sums over estimation errors as they appear
e.g. in R3,1,t–R3,3,t. We will make use of these bounds, slightly adapting the arguments in
Hall and Horowitz (2007), in order to formulate the result more explicitly. For this purpose
we consider the three events
1. F1,n,t :=
{
Cn
2(1+µ)
µ+2ν D2t ≤ 1/8
}
2. F2,n,t :=
{
|λˆj,t − λl,k|−2 ≤ 2|λj,k − λl,k|−2 ≤ Cn
2(1+µ)
µ+2ν , 1 ≤ j ≤ m, j 6= l ∈ N
}
.
3. F3,n,t := F1,n,t ∩ F2,n,t
of which the second coincides with their work and the first one is a straightforward derivative
of their arguments. Denoting the complement of a set A as Ac, note that P(F c1,n,t) = o(1)
as well as P(F c2,n,t) = o(1) due Assumptions 4–5 and root-n consistency of the empirical
covariance operator and its corresponding eigenvalues as well as assuming the constants
in F1,n,t and F2,n,t to be appropriate. Since P(F c3,n,t) ≤ P(F c1,n,t) + P(F c2,n,t), we conclude
P(F c3,n,t) = o(1). We also show that this property holds uniformly over 1 ≤ t ≤ T as
(n, T ) → ∞ in the proof of Lemma 4.1 below. Equation (5.21) in Hall and Horowitz
(2007), reads in our notation as
||φˆj,t − φj,k||22 ≤ 8
(
1− 4Cn 2(1+µ)µ+2ν D2t
)−1
R
(φ)
j,t , (13)
where R
(φ)
j,t :=
∑
l:l 6=j
(λj,k − λl,k)−2
[∫ 1
0
∫ 1
0
(KˆX,t(u, v)−KX,k(u, v))φj,k(u)φl,k(v)dudv
]2
.
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The inequality in (13) is valid on F2,n,t, whereas the constant C on the right hand side is
the constant in F1,n,t. On this event F1,n,t it further holds that(
1− 4Cn 2(1+µ)µ+2ν D2t
)−1
≤ 2
which implies, that on F3,n,t, it holds that
||φˆj,t − φj,k||22 ≤ 16R(φ)j,t . (14)
Note that Equation (5.22) in Hall and Horowitz (2007) states that
E
[
R
(φ)
j,t
]
= O
(
j2n−1
)
(15)
uniformly in 1 ≤ j ≤ m (see also the corresponding proof of Equation (5.22) in Section 5.3
in Hall and Horowitz, 2007). Note that (14) obviously implies that on F3,n,t,
||φˆj,t − φj,k||2 ≤ 4
(
R
(φ)
j,t
) 1
2
(16)
of which the right hand side has the property E
[(
R
(φ)
j,t
)1/2]
≤ E
[
R
(φ)
j,t
]1/2
= O
(
jn−1/2
)
uniformly over 1 ≤ j ≤ m, what follows from Jensen’s inequality and (15).
These observations imply that
P
(
nm−3
m∑
j=1
||φˆj,t − φj,k||22 > c
)
≤ P
(
16nm−3
m∑
j=1
R
(φ)
j,t > c
)
+ P
(F c3,n,t)
≤
nm−3
∑m
j=1E
[
R
(φ)
j,t
]
c/16
+ o(1) (17)
by the Markov inequality. The numerator on the right hand side of (17) is bounded above as
a consequence of (15) and Assumptions 4 & 5, and thus
∑m
j=1 ||φj,t−φj,k||22 = Op (n−1m3).
From this and Assumptions 4 & 5, of which the former is slightly stronger than in Hall and
Horowitz (2007) and Shin (2009), we conclude for the first summand in R3,3,t,
||KzX,k||2 · ||αt||2
m∑
j=1
||φˆj,t − φj,k||22 = Op(n−1m3)
= Op
(
n
3−µ−2ν
µ+2ν
)
= Op(n
−1/2)
because ν > 3− µ/2. Note that from our observations for (16), we can further conclude
m∑
j=1
||φˆj,t − φj,k||2 = Op(n−1/2m2)
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using similar arguments as before. We have n−1/2m2 = n
2−µ/2−ν
µ+2ν = o(1) by Assumption
4, which allows to conclude in combination with (6) and Assumption 2, that R3,1,t =
Op(n
−1/2).
Using similar arguments as for (17), allows us to conclude for the second term in R3,3,t:
P
(
n1/2
m∑
j=1
||φˆj,t − φj,k||2 · |a∗j,t| > c
)
≤ P
(
4n1/2
m∑
j=1
(
R
(φ)
j,t
)1/2
Caj
−ν > c
)
+ P
(F c3,n,t)
≤
n1/2
∑m
j=1E
[
R
(φ)
j,t
]1/2
j−ν
c/(4Ca)
+ o(1),
where the numerator on the right hand side of the last inequality is bounded above thanks
to Assumptions 4–5 as well as our observation in (16). An analogue argument shows
R3,2,t = Op(n
−1/2) (see also points 3 and 4 in Assumption 2 to see this).
Combining arguments implies βˆt−βt = Op(n−1/2) for every 1 ≤ t ≤ T , which concludes
the proof of the first result in Theorem 4.1. Turning to αˆt note that
||αˆt − αt||22 ≤ 3
m∑
j=1
(aˆj,t − a∗j,t)2 + 3m
m∑
j=1
(a∗j,t)
2||φˆj,t − φj,k||22 + 3
∞∑
j=m+1
(a∗j,t)
2.
The results in Hall and Horowitz (2007) and Shin (2009) immediately translate to
m
∑m
j=1(a
∗
j,t)
2||φˆj,t − φj,k||22 and
∑∞
j=m+1 a
∗
j,t which are both Op
(
n
1−2ν
µ+2ν
)
. The remaining
term can be split according to
m∑
j=1
(aˆj,t − a∗j,t)2 ≤2
m∑
j=1
(λˆ−1j,t 〈Kˆ#yX,t − βˆtKˆ#zX,t, φˆj,t〉 − a∗j,t)2 + 2
m∑
j=1
(λˆ−1j,t 〈ry,trx,t − βˆtrz,trx,t, φˆj,t〉)2
(18)
with Kˆ#yX,t := n
−1∑n
i=1(yit − E[yit])(Xit − E[Xit]), Kˆ#zX,t := n−1
∑n
i=1(zit − E[zit])(Xit −
E[Xit]), rx,t := E[Xit]− X¯t, ry,t := E[yit]− y¯t and rz,t := E[zit]− z¯t. Note that ||rx,t||2, |ry,t|
and |rz,t| all correspond to errors from parametric estimation problems and are thus of
order n−1/2. Bounds on λˆj,t − λj,k as well as ||φˆj,t − φj,k||2 are asymptotically equiva-
lent for data centered around their arithmetic mean and data centered around their pop-
ulation expectation. Together with the above arguments it follows that the first term
in (18) is asymptotically equivalent to the corresponding term in Shin (2009), implying∑m
j=1(λˆ
−1
j,t 〈Kˆ#yX,t − βˆtKˆ#zX,t, φˆj,t〉 − a∗j,t)2 = Op
(
n
1−2ν
µ+2ν
)
. Now, define the event
F4,n,t := {|λˆj,t − λj,k| < λj,k/2 : 1 ≤ j ≤ m}
for which we conclude P(F c4,n,t) = o(1) for any 1 ≤ t ≤ T as n → ∞ as a consequence of
(9). On this event the second term in (18) can be bounded according to
m∑
j=1
(λˆ−1j,t 〈ry,trX,t − βˆtrz,trX,t, φˆj,t〉)2 ≤ 8
m∑
j=1
λ−2j,kr
2
y,t||rX,t||22 + 8
m∑
j=1
λ−2j,k βˆ
2
t r
2
z,t||rX,t||22
= Op
(
n
1+2µ−2µ−4ν
µ+2ν
)
= op
(
n
1−2ν
µ+2ν
)
.
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Finally combining arguments yields ||αˆt − αt||22 = Op(n
1−2ν
µ+2ν ) for any 1 ≤ t ≤ T as n→∞,
which concludes the proof of the second part of Theorem 4.1. 
A.2 Proof of Lemma 4.1
In what follows we show that the quantities αˆ
(∆)
t are consistent for α
(∆)
t in the L
2 norm,
uniformly over 1 ≤ t ≤ T . The remaining claims in the Lemma are required for this result
to hold and are validated en route.
We begin introducing additional notation and listing a number of basic observations,
which are a consequence of the iid sampling scheme in the cross section as well as sta-
tionarity of the regressors and the error over time within regimes. Note that since the
random variables {(Xit, zit, it) t ∈ Gk, 1 ≤ i ≤ n} are stationary, expectations of the
below statistics calculated from these random variables do not vary over index t for a given
regime k. In order to reduce the complexity of our notation, however, we do not make this
invariance explicit in every step. For the following properties we also use the results in Hall
and Horowitz (2007) and Ho¨rmann and Kokoszka (2010).
• Based on the above convention for our notation, we conclude, using the results in
Ho¨rmann and Kokoszka (2010), our first observation:
P
(
max
1≤t≤T
D2t > c
)
≤
K∑
k=1
∑
t∈Gk
P
(D2t > c) ≤ K max
1≤k≤K
|Gk|E [D
2
t ]
c
= O(nδ−1) = o(1),
since |Gk| ∝ T ∝ nδ according to Assumption 3, which we will use in what follows
without reference.
• Further, empirical variances of zit and it behave according to
P
(
max
1≤t≤T
|Kˆz,t −Kz,k|2 > c
)
≤ K max
1≤k≤K
|Gk|n
−1E [|(zit − E[zit])2 −Kz,k|2]
c
+K max
1≤k≤K
|Gk|E [(z¯t − E[zit])
4]
c
= O(nδ−1) +O(nδ−2) = o(1) (19)
and similarly
P
(
max
1≤t≤T
∣∣∣∣∣n−1
n∑
i=1
(it − ¯t)2 − σ2
∣∣∣∣∣ > c
)
≤ K max
1≤k≤K
|Gk|n
−1E [(2it − σ2 )2]
c
+K max
1≤k≤K
|Gk|E [¯
4
t ]
c
= O(nδ−1) +O(nδ−2) = o(1).
• In analogy to before introduce Kˆ#z,t := n−1
∑n
i=1(zit−E[zit])(it−E[it]) and Kˆ#X,t(u) :=
n−1
∑n
i=1(Xit(u) − E[Xit](u))it as well as r,t := ¯t. It follows from simple moment
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calculations for the cross sectional empirical covariances between regressors and error
that
P
(
max
1≤t≤T
||KˆX,t||22 > c
)
≤
T∑
t=1
P
(
||Kˆ#X,t||22 > c/4
)
+
T∑
t=1
P
(||rx,t||22r2,t > c/4)
≤ K max
1≤k≤K
|Gk|
n−1σ2,kE [||Xit − E[Xit]||22]
c
+K max
1≤k≤K
|Gk|
E[(¯t)
2]E
[||X¯t − E[Xit]||22]
c
= O(nδ−1) +O(nδ−2) = o(1) (20)
Similar arguments can be used to show
P
(
max
1≤t≤T
|Kˆz,t|2 > c
)
= O(nδ−1) +O(nδ−2) = o(1). (21)
• Uniform consistency of the empirical covariance KˆzX,t(u) can be shown with similar
arguments according to
P
(
max
1≤t≤T
||KˆzX,t −KzX,k||22 > c
)
≤
T∑
t=1
P
(
||Kˆ#zX,t −KzX,k||22 > c
)
+
T∑
t=1
P
(||rx,t||22r2z,t > c)
≤K max
1≤k≤K
|Gk|n
−1E [||(zit − E[zit])(Xit − E[Xit])−KzX,k||22]
c
+K max
1≤k≤K
|Gk|
E
[
r2z,t
]
E [||rx,t||22]
c
= O(nδ−1) +O(nδ−2) = o(1). (22)
• Beyond the above observations, the following part of the proof requires the term∑m
j=1 λˆ
−2
j,t ||φj,k − φˆj,t||22 to vanish in probability, uniformly over 1 ≤ t ≤ T .
To see this, note that E[R
(φ)
j,t ] as in (15) does not vary over the index t ∈ Gk within
a regime k, but potentially across regimes k = 1, . . . , K. This due to the stationarity
of the functional regressor within regimes as postulated in Assumption 1. We thus
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conclude:
P
(
max
1≤t≤T
m∑
j=1
λˆ−2j,t ||φj,k − φˆj,t||22 > c
)
≤
T∑
t=1
P
(
m∑
j=1
λˆ−2j,t ||φj,k − φˆj,t||22 > c
)
≤
T∑
t=1
(
P
(
16 · 4C−2λ
m∑
j=1
j2µR
(φ)
j,t > c
)
+ P
(F c1,n,t)+ P (F c2,n,t)+ P (F c4,n,t)
)
≤K max
1≤k≤K
|Gk|
∑m
j=1E
[
R
(φ)
j,t
]
j2µ
c · C2λ/(16 · 4)
+
T∑
t=1
(
P
(F c1,n,t)+ P (F c2,n,t)+ P (F c4,n,t))
=O
(
Tn−1m3+2µ
)
+
T∑
t=1
(
P
(F c1,n,t)+ P (F c2,n,t)+ P (F c4,n,t)) , (23)
where Cλ is the constant from point 1 in Assumption 2. To obtain the second in-
equality, we used once more that λˆj,t ≥ λj,k/2 for 1 ≤ j ≤ m on F4,n,t. The sequence
in (23) is a null sequence because on the one hand
Tn−1m3+2µ = O
(
n
3+(1+δ)µ−2(1−δ)ν
µ+2ν
)
= o(1)
thanks to Assumption 4 and on the other hand since
T∑
t=1
P
(F cl,n,t) ≤ K max
1≤k≤K
|Gk|P
(F cl,n,t) = o (1) , l = 1, 2, 4
as we argue next. First we observe
K max
1≤k≤K
|Gk|P(F c1,n,t) =K max
1≤k≤K
|Gk|P
(
Cn
2(1+µ)
µ+2ν D2t > 1/8
)
≤ K max
1≤k≤K
|Gk|8Cn
2(1+µ)
µ+2ν E[D2t ]
= O
(
n
2+(1+δ)µ−2(1−δ)ν)
µ+2ν
)
= o(1)
X
for any C > 0 (cf. Assumption 4). Second, we argue that
K max
1≤k≤K
|Gk|P(F c2,n,t) = K max
1≤k≤K
|Gk|P(∃1 ≤ j ≤ m, j 6= l : |λˆj,t − λl,k|−2 > 4|λj,k − λl,k|−2)
= K max
1≤k≤K
|Gk|P(∃1 ≤ j ≤ m, j 6= l : |λˆj,t − λl,k| < 1
2
|λj,k − λl,k|)
≤ K max
1≤k≤K
|Gk|P(∃1 ≤ j ≤ m, j 6= l : |λˆj,t − λj,k| > 1
2
|λj,k − λl,k|)
≤ K max
1≤k≤K
|Gk|P(Dt > 1
2
min{λj,k − λj+1,k, λj−1,k − λj,k})
≤ K max
1≤k≤K
|Gk| E[D
2
t ]
min{λj,k − λj+1,k, λj−1,k − λj,k}2/4
= O
(
Tn−1m2(1+µ)
)
= o(1)
by the fact that Dt ≥ supj |λˆj,t − λj,k| almost surely as well as Assumptions 2–5. In
lines of our arguments from the proof of Theorem 4.1, we concludeK max1≤k≤K |Gk|P(F c3,n,t) =
o(1). Beyond that it holds
K max
1≤k≤K
|Gk|P(F c4,n,t) ≤ K max
1≤k≤K
|Gk|P
(
sup
1≤j≤m
|λˆj,t − λj,k| > 1
2
λm,k
)
≤ K max
1≤k≤K
|Gk|P
(
Dt > 1
2
λm,k
)
≤ K max
1≤k≤K
|Gk|4E [D
2
t ]
λ2m,k
= O
(
nδn
µ−2ν
µ+2ν
)
= o(1)
again thanks to Assumption 4. Note that our result in (23) implies in particular that
P
(
max
1≤t≤T
m∑
j=1
||φj,k − φˆj,t||22 > c
)
= o(1),
which will be used without further reference in what follows.
• As a last observation, we note that max1≤t≤T ||αt||2 = max1≤k≤K ||Ak||2 is a constant
and does not vary in t and neither in k.
Now, turning to our concrete arguments for αˆ
(∆)
t , we note that the scaling which dis-
tinguishes αˆ
(∆)
t from αˆt is composed by σˆ,t and the empirical eigenvalues λˆj,t ,1 ≤ j ≤ m.
While the latter can be treated in a comparably simple way, σˆ,t requires closer attention.
We thus begin focusing on this object and its constituents. For this purpose, define the
event Sn,t for later use according to
Sn,t :=
{∣∣σˆ2,t − σ2,k∣∣ ≤ 12σ2,k
}
.
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We show in a moment that
∑T
t=1 P(Scn,t) = o(1). However this requires some prepara-
tion since σˆ2,t includes estimation errors from βˆt and αˆt. We thus start arguing that (i)
P(max1≤t≤T |βˆt−βt| > c) = o(1) and (ii) P(max1≤t≤T ||αˆt−αt||2 > c) = o(1), as claimed in
the lemma. Turning to the first point, note that the estimator βˆt makes multiple use of the
operator Φˆt, which can, starting from the Riesz-Frechet representation Theorem (cf. Shin,
2009), be handled according to∣∣∣∣∣∣Φˆt − Φk∣∣∣∣∣∣2
H′
= 3R4,1,t + 3R4,2,t + 3R4,3.
The last summand is defined as R4,3 :=
∣∣∣∣∣∣∑∞j=m+1 〈KzX,k,φj,k〉λj,k φj,k∣∣∣∣∣∣22, which is independent of
t and o(1) because the truncation parameter diverges at infinity and hence R4,3 is arbitrarily
small for n large enough. The remaining summands are defined and handled as follows.
For the first one we observe that
R4,1,t :=
∣∣∣∣∣
∣∣∣∣∣
m∑
j=1
(
〈KˆzX,t, φˆj,t〉
λˆj,t
− 〈KzX,k, φj,k〉
λj,k
)
φˆj,t
∣∣∣∣∣
∣∣∣∣∣
2
2
≤2
m∑
j=1
(λˆj,tλj,k)
−2
[
〈λj,kKˆzX,t − λˆj,tKzX,k, φj,k〉+ 〈λj,kKˆzX,t, (φˆj,t − φj,k)〉
]2
≤4
m∑
j=1
(λˆj,tλj,k)
−2
[
〈KzX,k, φj,k〉2(λj,k − λˆj,t)2 + 〈KˆzX,t −KzX,k, φj,k〉2λ2j,k
]
+ 2
m∑
j=1
(λˆj,t)
−2〈KˆzX,t, (φˆj,t − φj,k)〉2
≤4
m∑
j=1
(λˆj,tλj,k)
−2〈KzX,k, φj,k〉2(λj,k − λˆj,t)2︸ ︷︷ ︸
=:R5,1,t
+4
m∑
j=1
||KˆzX,t −KzX,k||22λˆ−2j,t︸ ︷︷ ︸
=:R5,2,t
+ 2
m∑
j=1
λˆ−2j,t ||KˆzX,t||22||φˆj,t − φj,k||22︸ ︷︷ ︸
=:R5,3,t
.
For the three summands R5,1,t, R5,2,t, R5,3,t we use our above observation as well Assump-
tions 1–5 to conclude the following:
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Ad R5,1,t:
T∑
t=1
P
(
m∑
j=1
(λˆj,tλj,k)
−2〈KzX,k, φj,k〉2(λj,k − λˆj,t)2 > c
)
≤K max
1≤k≤K
|Gk|P
(
4
m∑
j=1
λ−4j,k〈KzX,k, φj,k〉2(λj,k − λˆj,t)2 > c
)
+K max
1≤k≤K
|Gk|P
(F c4,n,t)
≤K max
1≤k≤K
|Gk|
E[D2t ]
∑m
j=1 λ
−4
j,k〈KzX,k, φj,k〉2
c/4
+ o(1)
=O(nδ−1) + o(1) = o(1).
Ad R5,2,t:
T∑
t=1
P
(
m∑
j=1
||KˆzX,t −KzX,k||22λˆ−2j,t > c
)
≤ K max
1≤k≤K
|Gk|P
(
4
m∑
j=1
||KˆzX,t −KzX,k||22λ−2j,k > c
)
+K max
1≤k≤K
|Gk|P(F c4,n,t)
≤ K max
1≤k≤K
|Gk|
∑m
j=1 λ
−2
j,kE
[
||KˆzX,t −KzX,k||22
]
c/4
+ o(1)
= O
(
n
1+(1+δ)µ−2(1−δ)ν
µ+2ν
)
+ o(1)
= o(1).
Ad R5,3,t:
T∑
t=1
P
(
m∑
j=1
λˆ−2j,t ||KˆzX,t||22||φˆj,t − φj,k||22 > c
)
≤K max
1≤k≤K
|Gk|P
(
2||KzX,k||22
m∑
j=1
λˆ−2j,t ||φˆj,t − φj,k||22 > c1/2
)
+K max
1≤k≤K
|Gk|P
(
2||KˆzX,t −KzX,k||22 > c1/4
)
+K max
1≤k≤K
|Gk|P
(
2
m∑
j=1
λˆ−2j,t ||φˆj,t − φj,k||22 > c1/4
)
=o(1).
Since P (max1≤t≤T R4,1,t > c) ≤
∑3
l=1
∑T
t=1 P (R5,l,t > c/3), it follows that P (max1≤t≤T R4,1,t > c) =
o(1). For R4,2,t, defined as
R4,2,t :=
∣∣∣∣∣
∣∣∣∣∣
m∑
j=1
〈KzX,k, φj,k〉
λj,k
(φj,k − φˆj,t)
∣∣∣∣∣
∣∣∣∣∣
2
2
,
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we note this expression can be most easily handled using the almost sure bound in (12)
according to
K max
1≤k≤K
|Gk|P
∣∣∣∣∣
∣∣∣∣∣
m∑
j=1
〈KzX,k, φj,k〉
λj,k
(φj,k − φˆj,t)
∣∣∣∣∣
∣∣∣∣∣
2
2
> c

≤K max
1≤k≤K
|Gk|P
(
m
m∑
j=1
〈KzX,k, φj,k〉2
λ2j,k
∣∣∣∣∣∣φj,k − φˆj,t∣∣∣∣∣∣2
2
> c
)
K max
1≤k≤K
|Gk|P
(
mD2t
m∑
j=1
〈KzX,k, φj,k〉2
λ2j,k
j2(1+µ)
C ′λ
> c
)
≤K max
1≤k≤K
|Gk|
mE[D2t ]
∑m
j=1〈KzX,k, φj,k〉2j2(1+µ)/λ2j,k
c · C ′λ
=O
(
mnδ−1
)
= o(1).
thanks to Assumption 2–5. In particular, these results imply
P
(
max
1≤t≤T
||Φˆt − Φk||2H′ > c
)
= o(1). (24)
To proceed we work again on the differences (βˆt − βt) = Bˆ−1t (R0,1,t +R0,2,t +R0,3,t)
with R0,1,t, R0,2,t and R0,3,t as in the proof of Theorem 4.1. Addressing the inverse in these
differences, define the t-wise event Qn,t := {|Bˆt − Bk| ≤ 12Bk}. For this event, note that∑T
t=1 P
(
Qcn,t
) ≤ R6,1 +R6,2, where R6,1 := ∑Tt=1 P(|Kˆz,t −Kz,k|2 > c) = o(1) as shown in
(19). For R6,2 we use the arguments in Shin (2009) to obtain
R6,2 :=
T∑
t=1
P
(
||Φˆt − Φk||2H′||KzX,k||22 + (||Φˆt − Φk||H′ + ||Φk||H′)2||KˆzX,t −KzX,k||22 > c
)
(25)
≤K max
1≤k≤K
|Gk|P
(
||Φˆt − Φk||2H′||KzX,k||22 > c
)
︸ ︷︷ ︸
=:R7,1
+K max
1≤k≤K
|Gk|P
(
2||Φˆt − Φk||2H′ ||KˆzX,t −KzX,k||22 > c1/2
)
︸ ︷︷ ︸
=:R7,2
+K max
1≤k≤K
|Gk|P
(
2||Φk||2H′||KˆzX,t −KzX,k||22 > c1/2
)
︸ ︷︷ ︸
=:R7,3
.
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As shown before R7,1, R7,3 = o(1). Further
R7,2 ≤ K max
1≤k≤K
|Gk|P
(
||Φˆt − Φk||2H′||KˆzX,t −KzX,k||22 > c1/2
)
≤ K max
1≤k≤K
|Gk|P
(
||Φˆt − Φk||2H′ > c1/4
)
+K max
1≤k≤K
|Gk|P
(
||KˆzX,t −KzX,k||22 > c1/4
)
= o(1).
For uniform consistency of βˆt it remains to show that
• P(max1≤t≤T |R0,1,t| > c) = o(1),
• P(max1≤t≤T |R0,2,t| > c) = o(1) and
• P(max1≤t≤T |R0,3,t| > c) = o(1).
For this we argue
P
(
max
1≤t≤T
|R0,1,t| > c
)
= P
(
max
1≤t≤T
∣∣∣∣∣n−1
n∑
i=1
(zcit − Φk(Xcit))cit
∣∣∣∣∣ > c
)
≤ K max
1≤k≤K
|Gk|P
(∣∣∣Kˆz,t∣∣∣2 > c2/4)+K max
1≤k≤K
|Gk|P
(
||Φk||2H′||KˆX,t||22 > c2/4
)
= o(1)
due to (20) and (21). Further note for R0,2,t
P
(
max
1≤t≤T
|R0,2,t| > c
)
= P
(
max
1≤t≤T
∣∣∣Φˆt(KˆX,t)− Φk(KˆX,t)∣∣∣ > c)
≤ K max
1≤k≤K
|Gk|P
(
||Φˆt − Φk||H′ ||KˆX,t||2 > c
)
≤K max
1≤k≤K
|Gk|P
(
||KˆX,t||22 > c
)
+K max
1≤k≤K
|Gk|P
(
||Φˆt − Φk||2H′ > c
)
=o(1)
as a consequence of (20) and (24). For the remaining terms, we argue along the same lines
as in the proof of Theorem 4.1:
P
(
max
1≤t≤T
|R0,3,t| > c
)
≤ P
(
max
1≤t≤T
|R1,1,t| > c
)
+ P
(
max
1≤t≤T
|R1,2,t| > c
)
P
(
max
1≤t≤T
|R1,1,t| > c
)
≤ P
(
max
1≤t≤T
||αt||2 · ||KˆzX,t −KzX ||2 > c
)
= o(1)
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because of (22). The remaining term was shown to be bounded according to R1,2 ≤ R2,1,t+
R2,2,t, where the two summands are defined above. While R2,1 = O(n
−1/2) deterministically
and independently of t, note for the second summand R2,2,t ≤ R3,1,t+R3,2,t+R3,3,t as before
and further:
P
(
max
1≤t≤T
|R3,1,t| > c
)
≤K max
1≤k≤K
|Gk|P
(
m∑
j=1
||KˆzX,t −KzX,k||2(||φˆj,t − φj,k||2 · ||Ak||2 + |a∗j,t|) > c
)
≤K max
1≤k≤K
|Gk|P
(
2||KˆzX,t −KzX,k||2 · ||Ak||2
m∑
j=1
||φˆj,t − φj,k||2 > c
)
+K max
1≤k≤K
|Gk|P
(
2||KˆzX,t −KzX,k||2
m∑
j=1
|a∗j,t| > c
)
≤K max
1≤k≤K
|Gk|P
(
2||KˆzX,t −KzX,k||2 · ||Ak||24
m∑
j=1
(
R
(φ)
j,t
)1/2
> c
)
+K max
1≤k≤K
|Gk|P
(F c3,n,t)+ o(1)
≤K max
1≤k≤K
|Gk|
||Ak||22 · E
[
||KˆzX,t −KzX,k||22
] 1
2
m
1
2
(∑m
j=1E
[
R
(φ)
j,t
]) 1
2
c
+ o(1) + o(1)
=O(nδ−1m2) + o(1) = o(1),
due to Assumptions 2–5 and our above observations. Further for R3,2,t similar arguments
yield:
P
(
max
1≤t≤T
|R3,2,t| > c
)
≤K max
1≤k≤K
|Gk|P
(
||Ak||2
m∑
j=1
|〈KzX,k, φj,k〉| · ||φˆj,t − φj,k||2 > c
)
≤K max
1≤k≤K
|Gk|
||Ak||22 · 16 · C2zXm
∑m
j=1 j
−2(µ+ν)E
[
R
(φ)
j,t
]
c
+K max
1≤k≤K
|Gk|P
(F c3,n,t)
=O(mnδ−1) + o(1) = o(1).
Similarly, we argue for R3,3,t,
P
(
max
1≤t≤T
|R3,3,t| > c
)
≤K max
1≤k≤K
|Gk|P
(
||KzX,k||2||Ak||2
m∑
j=1
||φˆj,t − φj,k||22 > c
)
+K max
1≤k≤K
|Gk|P
(
||KzX,k||2
m∑
j=1
||φˆj,t − φj,k||2|a∗j,t| > c
)
= o(1)
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where the first term is a null sequence as implied by (23). The second term is of the order
O(nδ−1m) = o(1) which follows from analogous arguments as used for R3,2,t.
Combining our above arguments, we conclude P(max1≤t≤T (βˆt − βt)2 > c) = o(1) as
claimed in the lemma.
Now, turning to the estimation error in αˆt we employ upper bounds
P
(
max
1≤t≤T
||αˆt − αt||22 > c
)
≤ K max
1≤k≤K
|Gk|P
(||αˆt − αt||22 > c)
≤ R8,1 +R8,2 +R8,3 +R8,4.
While the four summands on the right and side are defined below, the term
∑∞
j=m+1 a
∗
j,t
2
does not appear in the upper bound, as it is a null sequence and hence arbitrarily small for
sufficiently large n (cf. Assumptions 2,4 and 5). The terms R8,1 −R8,4 are as follows:
Ad R8,1:
R8,1 := K max
1≤k≤K
|Gk|P
 m∑
j=1
λˆ−2j,t
(
n−1
n∑
i=1
〈Xcit, φˆj,t〉cit
)2
> c

≤ K max
1≤k≤K
|Gk|
4
∑m
j=1 λ
−2
j,kE
[
||KˆX,t||22
]
c
+K max
1≤k≤K
|Gk|P
(F c4,n,t)
= O
(
n
1+(1+δ)µ−2(1−δ)ν
µ+2ν
)
+ o(1) = o(1)
due to Assumptions 2–5.
Ad R8,2:
R8,2 :=K max
1≤k≤K
|Gk|P
 m∑
j=1
λˆ−2j,t
(
n−1
n∑
i=1
〈Xcit, φˆj,t〉zcit
)2
(βˆt − βt)2 > c

≤K max
1≤k≤K
|Gk|P
(
4
m∑
j=1
λ−2j,k〈KˆzX,t, φˆj,t〉2(βˆt − βt)2 > c
)
+K max
1≤k≤K
|Gk|P
(F c4,n,t)
≤K max
1≤k≤K
|Gk|P
(
m∑
j=1
λ−2j,k〈KzX,k, φj,k〉2(βˆt − βt)2 > c
)
+ 2K max
1≤k≤K
|Gk|P
(
(βˆt − βt)2 > c
)
+K max
1≤k≤K
|Gk|P
(
||KzX,k||22
m∑
j=1
λ−2j,k ||φj,k − φˆj,t||22 > c
)
+K max
1≤k≤K
|Gk|P
(
||KzX,k − KˆzX,t||22 > c
)
+K max
1≤k≤K
|Gk|P
(F c4,n,t)
=o(1)
XVII
which follows from our above observations.
Ad R8,3:
With aj,t := 〈αt, φˆj,t〉 = 〈Ak, φˆj,t〉, we obtain
R8,3 := K max
1≤k≤K
|Gk|P
∣∣∣∣∣
∣∣∣∣∣
m∑
j=1
(a∗j,t − aj,t)φˆj,t
∣∣∣∣∣
∣∣∣∣∣
2
2
> c

≤ K max
1≤k≤K
|Gk|P
(
||Ak||22
m∑
j=1
∣∣∣∣∣∣φj,k − φˆj,t∣∣∣∣∣∣2
2
> c
)
= o(1)
as a consequence of (23).
Ad R8,4:
R8,4 := K max
1≤k≤K
|Gk|P
∣∣∣∣∣
∣∣∣∣∣
m∑
j=1
a∗j,t(φˆj,t − φj,k)
∣∣∣∣∣
∣∣∣∣∣
2
2
> c

≤ K max
1≤k≤K
|Gk|P
(
m
m∑
j=1
a∗j,t
2
∣∣∣∣∣∣φˆj,t − φj,k∣∣∣∣∣∣2
2
> c
)
= O
(
mnδ−1
)
= o(1),
which follows from the arguments used for R4,2,t, because |〈KzX,k, φj,k〉|/λj,k and |a∗j,t| are
of the same order in j. Combining arguments yields P (max1≤t≤T ||αˆt − αt||22 > c) = o(1)
proving the second claim of the Lemma.
This would already justify classification on the distances ||αˆt− αˆs||22. However, as scaled
versions of the estimators are employed the behavior of the scaling, which itself is random,
needs to be explored. Contributing to this, now turn to the event Sn,t, for which
K max
1≤k≤K
|Gk|P
(Scn,t) ≤K max
1≤k≤K
|Gk|P
(∣∣∣∣∣n−1
n∑
i=1
(
cit
2 − σ2,k + 2citr˜it + r˜2it
)∣∣∣∣∣ > 12σ2,k
)
≤K max
1≤k≤K
|Gk|P
(∣∣∣∣∣n−1
n∑
i=1
(
cit
2 − σ2,k + 2citr˜it + r˜2it
)∣∣∣∣∣ > 12 min1≤k≤K σ2,k
)
≤R9,1 +R9,2 +R9,3
where r˜it := z
c
it(βt − βˆt) + 〈Xcit, αt − αˆt〉, min1≤k≤K σ2,k a constant, and R9,1 − R9,3 are as
follows.
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Ad R9,1:
R9,1 := K max
1≤k≤K
|Gk|P
(∣∣∣∣∣n−1
n∑
i=1
(
cit
2 − σ2,k
)∣∣∣∣∣ > c
)
≤ K max
1≤k≤K
|Gk|P
(∣∣∣∣∣n−1
n∑
i=1
(
it
2 − σ2,k
)∣∣∣∣∣ > c
)
+K max
1≤k≤K
|Gk|P
(n−1 n∑
i=1
it
)2
> c

≤ K max
1≤k≤K
|Gk|
n−1E
[(
it
2 − σ2,k
)2]
c
+K max
1≤k≤K
|Gk|n
−1E [2it]
c
= o(1).
Ad R9,2:
R9,2 :=K max
1≤k≤K
|Gk|P
(∣∣∣∣∣n−1
n∑
i=1
(citr˜it)
∣∣∣∣∣ > c
)
≤ R10,1 +R10,2
with R10,1 −R10,2 as follows:
R10,1 := K max
1≤k≤K
|Gk|P
(∣∣∣(βt − βˆt)Kˆz,t∣∣∣ > c)
≤ K max
1≤k≤K
|Gk|P
(
Kˆ2z,t > c
)
+K max
1≤k≤K
|Gk|P
(
(βt − βˆt)2 > c
)
= o(1)
by (21) and the above results. Further
R10,2 := K max
1≤k≤K
|Gk|P
(∣∣∣〈KˆX,t, αt − αˆt〉∣∣∣ > c)
≤ K max
1≤k≤K
|Gk|P
(
||KˆX,t||22 > c
)
+K max
1≤k≤K
|Gk|P
(||αt − αˆt||22 > c) = o(1)
by (20) and the above results on αˆt.
Ad R9,3:
R9,3 :=K max
1≤k≤K
|Gk|P
(∣∣∣∣∣n−1
n∑
i=1
r˜2it
∣∣∣∣∣ > c
)
≤K max
1≤k≤K
|Gk|P
(
|Kˆz,t| · (βˆt − βt)2 > c
)
︸ ︷︷ ︸
=:R11,1
+K max
1≤k≤K
|Gk|P
(
1
n
n∑
i=1
||Xcit||22||αˆt − αt||22 > c
)
︸ ︷︷ ︸
=:R11,2
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with R11,1 and R11,2 to be treated as follows.
R11,1 :=K max
1≤k≤K
|Gk|P
(
|Kz,k| · (βˆt − βt)2 > c
)
≤K max
1≤k≤K
|Gk|P
(
|Kˆz,t −Kz,k|(βˆt − βt)2 > c
)
+K max
1≤k≤K
|Gk|P
(
|Kz,k| · (βˆt − βt)2 > c
)
≤K max
1≤k≤K
|Gk|P
(
|Kˆz,t −Kz,k| > c
)
+K max
1≤k≤K
|Gk|P
(
(βˆt − βt)2 > c
)
+K max
1≤k≤K
|Gk|P
(
|Kz,k|(βˆt − βt)2 > c
)
= o(1)
by (19) and the above results. Further it holds that
R11,2 :=K max
1≤k≤K
|Gk|P
(
1
n
n∑
i=1
||Xcit||22||αˆt − αt||22 > c
)
≤K max
1≤k≤K
|Gk|P
(
1
n
n∑
i=1
∣∣||Xcit||22 − E [||Xcit||22]∣∣ · ||αˆt − αt||22 > c
)
+K max
1≤k≤K
|Gk|P
(
E
[||Xcit||22] ||αˆt − αt||22 > c)
≤K max
1≤k≤K
|Gk|
n−1E
[
(||Xcit||22 − E [||Xcit||22])2
]
c
+K max
1≤k≤K
|Gk|P
(||αˆt − αt||22 > c)
+K max
1≤k≤K
|Gk|P
(
E
[||Xcit||22] ||αˆt − αt||22 > c)
=O(nδ−1) + o(1) + o(1) = o(1)
in light of our above findings. Combining results yields K max1≤k≤K |Gk|P
(Scn,t) = o(1).
Now, finally turning to αˆ
(∆)
t , for sufficiently large n
P
(
max
1≤t≤T
∣∣∣∣∣∣αˆ(∆)t − α(∆)t ∣∣∣∣∣∣2
2
> c
)
≤ K max
1≤k≤K
|Gk|P
(∣∣∣∣∣∣αˆ(∆)t − α(∆)t ∣∣∣∣∣∣2
2
> c
)
≤ R12,1 +R12,2
with
R12,1 := K max
1≤k≤K
|Gk|P
(
m∑
j=1
(aˆj,t − aj,t)2 λˆj,t
σˆ2,t
> c
)
and R12,2 := K max
1≤k≤K
|Gk|P
∣∣∣∣∣
∣∣∣∣∣
m∑
j=1
(
λˆ
1/2
j,t
σˆ,t
φˆj,taj,t −
λ
1/2
j,k
σ,k
φj,ka
∗
j,t
)∣∣∣∣∣
∣∣∣∣∣
2
2
> c
 .
R12,1 can be decomposed according to
R12,1 ≤ R13,1 +R13,2 +K max
1≤k≤K
|Gk|P
(Scn,t)
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where
R13,1 := K max
1≤k≤K
|Gk|P
(
σ−2,k
m∑
j=1
λˆ−1j,t 〈KˆzX,t, φˆj,t〉2(βt − βˆt)2 > c
)
and R13,2 := K max
1≤k≤K
|Gk|P
(
σ−2,k
m∑
j=1
λˆ−1j,t 〈KˆX,t, φˆj,t〉2 > c
)
because σˆ−2,t ≤ 2σ−2,k on Sn,t. Noting that σ−2,k is obviously bounded above by a constant,
these terms in turn behave as follows:
R13,1 ≤K max
1≤k≤K
|Gk|P
(
m∑
j=1
λ−1j,k〈KzX,k, φj〉2(βt − βˆt)2 > c
)
+ 2K max
1≤k≤K
|Gk|P
(
(βt − βˆt)2 > c
)
+K max
1≤k≤K
|Gk|P
(
m∑
j=1
λ−1j,k ||KˆzX,t −KzX,k||22 > c
)
+K max
1≤k≤K
|Gk|P
(
m∑
j=1
λ−1j,k ||φˆj,t − φj,k||22 > c
)
+K max
1≤k≤K
|Gk|P
(F c4,n,t)
= o(1)
which follows from our above arguments. Further we conclude
R13,2 ≤ K max
1≤k≤K
|Gk|
∑m
j=1 λ
−1
j,kE
[
||KˆX,t||22
]
c
+K max
1≤k≤K
|Gk|P
(F c4,n,t)
= O(nδ−1m1+µ) = o(1)
as consequence of Assumptions 2–5. Now turning to R12,2 note that
R12,2 ≤R14,1 +R14,2
where
R14,1 := K max
1≤k≤K
|Gk|P
∣∣∣∣∣
∣∣∣∣∣
m∑
j=1
(
λˆ
1/2
j,t σ,k
σ,kσˆ,t
φˆj,t −
λ
1/2
j,k σˆ,t
σ,kσˆ,t
φj,k
)
a∗j,t
∣∣∣∣∣
∣∣∣∣∣
2
2
> c

and
R14,2 = K max
1≤k≤K
|Gk|P
∣∣∣∣∣
∣∣∣∣∣
m∑
j=1
(a∗j,t − aj,t)
λˆ
1/2
j,t
σˆ,t
φˆj,k
∣∣∣∣∣
∣∣∣∣∣
2
2
> c
 .
Note for R14,1:
R14,1 ≤ R15,1 +R15,2 +R15,3 +K max
1≤k≤K
|Gk|P(Scn,t)
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with
R15,1 := K max
1≤k≤K
|Gk|P
(
m∑
j=1
(a∗j,t)
2λˆj,t(σ,k − σˆ,t)2 > c
)
R15,2 := K max
1≤k≤K
|Gk|P
(
m
m∑
j=1
(a∗j,t)
2λˆj,tσˆ
2
,t||φj,k − φˆj,t||22 > c
)
R15,3 := K max
1≤k≤K
|Gk|P
(
m∑
j=1
(a∗j,t)
2σˆ2,t
(
λˆ
1/2
j,t − λ1/2j,k
)2
> c
)
.
In order to assess the asymptotic behavior of these terms, we note that by the mean value
theorem
• it holds on Sn,t that |σˆ,t − σ,k| ≤
√
2
σ,k
|σˆ2,t − σ2,k| and
• it holds on F4,n,t that |λˆ1/2j,t − λ1/2j,k | ≤
(
2
λj,k
) 1
2 |λˆj,t − λj,k|.
Adding these observations to the above allows us to conclude the following for R15,1−R15,3:
Ad R15,1:
R15,1 =K max
1≤k≤K
|Gk|P
(
m∑
j=1
(a∗j,t)
2λˆj,t|σ,k − σˆ,t|2 > c
)
≤K max
1≤k≤K
|Gk|P
(
2
σ2,k
m∑
j=1
(a∗j,t)
2λj,k|σˆ2,t − σ2,k|2 > c
)
+K max
1≤k≤K
|Gk|P
(F c4,n,t)+K max
1≤k≤K
|Gk|P
(Scn,t)
=o(1).
Ad R15,2:
R15,2 ≤K max
1≤k≤K
|Gk|P
(
2mσ2,k
m∑
j=1
(a∗j,t)
2λˆj,t||φj,k − φˆj,t||22 > c
)
+K max
1≤k≤K
|Gk|P
(Scn,t)
=O(mnδ−1) + o(1) = o(1)
which follows from similar arguments as the ones used for R4,2,t.
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Ad R15,3:
R15,3 ≤K max
1≤k≤K
|Gk|P
(
2σ2,k
m∑
j=1
(a∗j,t)
2λ−1j,k |λˆj,t − λj,k|2 > c
)
+K max
1≤k≤K
|Gk|P
(Scn,t)
+K max
1≤k≤K
|Gk|P
(F c4,n,t)
≤K max
1≤k≤K
|Gk|
2σ2,k
∑m
j=1(a
∗
j,t)
2λ−1j,kE[D2t ]
c
+K max
1≤k≤K
|Gk|P
(Scn,t)+K max
1≤k≤K
|Gk|P
(F c4,n,t)
=o(1).
It remains to show that R14,2 = o(1). For this purpose note
R14,2 =K max
1≤k≤K
|Gk|P
(
m∑
j=1
(a∗j,t − aj,t)2
λˆj,t
σˆ2,t
> c
)
≤K max
1≤k≤K
|Gk|P
(
4||αt||22
m∑
j=1
||φˆj,t − φj,k||22
λj,t
σ2,k
> c
)
+K max
1≤k≤K
|Gk|P
(F c4,n,t)
+K max
1≤k≤K
|Gk|P
(Scn,t)
=o(1) + o(1) = o(1),
which follows from (23) and our above arguments.
Combining arguments implies the last statement in Lemma 4.1. 
A.3 Proof of Theorem 4.2
Using the results presented in the previous lemma it is possible to argue in analogy to the
proof of Theorem 1 in Vogt and Linton (2017) to validate the classification consistency
claimed in our Theorem 4.2. For this purpose consider the set S(j) = {1, . . . , T} \⋃l<j Gˆl
at an iteration step 1 ≤ j ≤ Kˆ − 1 of the algorithm described in Section 3. For a t ∈ S(j)
denote the set of indexes corresponding to the ordered distances ∆ˆt(1) ≤ · · · ≤ ∆ˆt(|S(j)|) as
{(1), . . . , (|S(j)|)}. In analogy, the index set corresponding to the ordered population dis-
tances ∆t[1] ≤ · · · ≤ ∆t[|S(j)|] is denoted as {[1], . . . , [|S(j)|]}, where ∆ts is as in Assumption
7. Now, define the index κˆ according to ∆ˆt(κˆ) < τnT < ∆ˆt(κˆ+1). Its population counterpart,
κ, obtains as 0 = ∆t[κ] < τnT < ∆t[κ+1]. It holds that
P ({(1), . . . , (κˆ)} 6= {([1], . . . , [κ]}) ≤ P ({(1), . . . , (κ)} 6= {[1], . . . , [κ]}) + P(κˆ 6= κ) (26)
= o(1) + o(1).
In order to prove that the first probability on the right hand side of (26) is a null sequence,
suppose that t ∈ Gk, with 1 ≤ k ≤ K. As indicated, there are κ ≥ 1 indexes in S(j) being
elements of Gk. For the corresponding distances it holds that ∆t[1] = · · · = ∆t[κ] = 0 by
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definition. The remaining distances are bounded away from zero by 0 < C∆ ≤ ∆t[κ+1] ≤
· · · ≤ ∆t[|S(j)|] due to Assumption 7.
As stated in Lemma 4.1, max1≤t≤T ||αˆ(∆)t − α(∆)t ||22 = op(1) implying that max1≤s≤T |∆ˆts −
∆ts| = op(1), which holds for any reference period t. Combining arguments allows to con-
clude max1≤s≤κ ∆ˆt(s) = op(1) and minκ<s≤|S(j)| ∆ˆt(s) ≥ C∆+op(1) as well as max1≤s≤κ ∆ˆt[s] =
op(1) and minκ<s≤|S(j)| ∆ˆt[s] ≥ C∆+op(1). This implies that the first probability on the right
hand side of (26) tends to zero. Further note that the specification of the threshold in As-
sumption 7 immediately implies P
(
∆ˆt[κ] < τnT
)
→ 1 and P
(
∆ˆt[κ+1] > τnT
)
→ 1 as n→∞
in light of the preceding arguments. As a consequence of this P
(
∆ˆt[κ] < τnT < ∆ˆt[κ+1]
)
→ 1
as n → ∞, implying that the second probability on the right hand side of (26) is a null
sequence. 
Remark 1
For the calculation of the convergence rate of our estimator A˜k, the classification error is
negligible as a consequence of Theorem 4.2. To see this note that an analogous argument
as in Vogt and Linton (2017) holds in our context: let s(n, T ) be an arbitrary deterministic
sequence such that s(n, T )→ 0 as n, T →∞. Now, note that for any constant C > 0
P
(
(s(n, T ))−1||A˜k − Ak||22 > C
)
≤ P
({
(s(n, T ))−1||A˜k − Ak||22 > C
}
∩
{
Gˆk = Gk
})
+ P
({
Gˆk 6= Gk
})
= P
(
(s(n, T ))−1||A˜∗k − Ak||22 > C
)
+ o(1),
where the quantity A˜∗k denotes the estimator A˜k calculated from {(yit, Xit, zit) : 1 ≤ i ≤
n, t ∈ Gk}, i.e. from correctly classified periods. Note in particular that the time series
dependence formulated in Assumption 1 does not affect this argument.
In light of this remark, the proof of Theorem 4.3 starts from the ideal oracle estimators
A˜∗k rather than their contaminated counterparts.
Remark 2
For the proof of Theorem 4.3, we work with classification-error-free oracle variants of the
estimators φ˜j,k, λ˜j,k, K˜X,k, K˜zX,k, K˜z,k and Γ˜k. Such estimators, calculated from {(zit, Xit) :
1 ≤ i ≤ n, t ∈ Gk}, are denoted φ˜∗j,k, λ˜∗j,k, K˜∗X,k, K˜∗zX,k, K˜∗z,k and Γ˜∗k. In analogy to before, we
further denote the Hilbert Schmidt norm of the difference between Γ˜∗k and the population
counterpart Γk as D˜∗k := ||Γ˜∗k − Γk||S . Beyond these quantities, the estimator A˜∗k makes
implicitly use of the operator Φ˜∗k which estimates, in analogy to Φˆt, the operator Φk as in
(11). Φ˜∗k is defined according to
Φ˜∗k(g) :=
m˜∑
j=1
〈K˜∗zX,k, φ˜∗j,k〉
λ˜∗j,k
〈φ˜∗j,k, g〉
XXIV
for any g ∈ L2([0, 1]), where m˜ ≡ m˜k for simplicity of notation.
Assessing the asymptotic properties of the classification-error-free estimators, note that
due to Assumption 1 for every regime Gk, the random variables {Xit : 1 ≤ i ≤ n, t ∈ Gk}
are L4m-approximable. Thus, for suitably large constants, the following inequalities from
Ho¨rmann and Kokoszka (2010) hold:1
E
[(
D˜∗k
)2]
≤ C(n|Gk|)−1 (27)
E
[∣∣∣∣∣∣K˜∗X,k −KX,k∣∣∣∣∣∣2
2
]
≤ C(n|Gk|)−1 (28)
E
[∣∣∣λ˜∗j,k − λj,k∣∣∣2] ≤ E [(D˜∗k)2] ≤ C(n|Gk|)−1 (29)
for 1 ≤ j ≤ m˜. Further note that the dependence of the random variables {(zit, Xit) : 1 ≤
i ≤ n, t ∈ Gk} is sufficiently weak, such that
E
[∣∣∣∣∣∣K˜∗zX,k −KzX,k∣∣∣∣∣∣2
2
]
= O((n|Gk|)−1)
and further
E
[∣∣∣K˜∗z,k −Kz,k∣∣∣2] = O((n|Gk|)−1),
which can be shown by straightforward moment calculations. In addition to that, bounds
on
∣∣∣∣∣∣φ˜∗j,k − φj,k∣∣∣∣∣∣2
2
can be obtained in analogy to the almost sure bound in (12) and the
asymptotic bound as in (13)–(15). We make the latter precise defining the analogues to
F1,n,t–F3,n,t as
1. F˜1,n,T,k :=
{
C(n|Gk|)
2(1+µ)
µ+2ν
(
D˜∗k
)2
≤ 1/8
}
2. F˜2,n,T,k :=
{
|λ˜∗j,k − λl,k|−2 ≤ 2|λj,k − λl,k|−2 ≤ C(n|Gk|)
2(1+µ)
µ+2ν , 1 ≤ j ≤ m˜, j 6= l ∈ N
}
.
3. F˜3,n,T,k := F˜1,n,T,k ∩ F˜2,n,T,k
for which we note P(F˜ c3,n,T,k) ≤ P(F˜ c1,n,T,k) + P(F˜ c2,n,T,k) = o(1) + o(1) as (n, T )→∞ from
similar arguments as before. Also, as in our arguments for the t-wise estimators it holds
on F˜2,n,T,k that
||φ˜∗j,k − φj,k||22 ≤ 8
(
1− 4C(n|Gk|)
2(1+µ)
µ+2ν
(
D˜∗k
)2)−1
R˜
(φ)
j,k , (30)
where R˜
(φ)
j,k :=
∑
l:l 6=j
(λj,k − λl,k)−2
[∫ 1
0
∫ 1
0
(K˜∗X,k(u, v)−KX,k(u, v))φj,k(u)φl,k(v)dudv
]2
,
1Cf. Theorem 3.2 and the consequent discussion in Ho¨rmann and Kokoszka (2010).
XXV
from which we conclude, that on F˜3,n,T,k, it holds that
||φ˜∗j,k − φj,k||22 ≤ 16R˜(φ)j,k . (31)
The results in Hall and Horowitz (2007) also allow to conclude E
[
R˜
(φ)
j,k
]
= O (j2(n|Gk|)−1)
uniformly in 1 ≤ j ≤ m˜ for weakly dependent random variables {Xit : 1 ≤ i ≤ n, t ∈ Gk}.
As a further important observation we note that∣∣∣∣∣∣Φ˜∗k − Φk∣∣∣∣∣∣2
H′
= Op
(
(n|Gk|)
1−2ν
µ+2ν
)
given Assumptions 1-6 hold. This can be seen from a regression
zit − E[zit] = 〈ζ,Xit − E[Xit]〉+ sit (32)
in the k − th regime, where 1 ≤ t ≤ |Gk|, 1 ≤ i ≤ n and sit as in Assumption 6. Since the
functional parameter ζ is formulated as being time invariant, it can be estimated as in Hall
and Horowitz (2007) from pooled data (Xj(i,t), zj(i,t)), where 1 ≤ j(i, t) := (i− 1)|Gk|+ t ≤
n|Gk|. As noted by Shin (2009), the resulting estimator, say ζˆ, links to the operator Φ˜∗k
according to
||ζˆ − ζ||22 =
∣∣∣∣∣∣Φ˜∗k − Φk∣∣∣∣∣∣2
H′
. (33)
The argumentation in Hall and Horowitz (2007) (cf. their Theorem 1 and correspond-
ing proof) transfers mutatis mutandis to a setup with weakly dependent regressors (L4m
dependence) and weakly dependent errors (m-dependence) as is the case in our auxiliary
regression (32). This can be shown using the fundamental results formulated in Ho¨rmann
and Kokoszka (2010). As ζˆ is calculated from a sample of size n|Gk|, the results in Hall
and Horowitz (2007) together with (33) thus imply∣∣∣∣∣∣Φ˜∗k − Φk∣∣∣∣∣∣2
H′
= Op
(
(n|Gk|)
1−2ν
µ+2ν
)
as claimed before.
A.4 Proof of Theorem 4.3
Note that on
⋂
t∈Gk Qn,t it holds that Bˆ
−1
t ≤ 2Bk−1 for any t ∈ Gk, and so
P
(
n (|Gk|)−1
∣∣∣∣∣∑
t∈Gk
(βˆt − βt)2
∣∣∣∣∣ > c
)
≤P
(
4B−2k n (|Gk|)−1
∣∣∣∣∣∑
t∈Gk
3∑
l=1
R20,l,t
∣∣∣∣∣ > c
)
+ P
(⋃
t∈Gk
Qcn,t
)
≤P
(
4B−2k n (|Gk|)−1
∑
t∈Gk
(
2∑
l=1
R20,l,t +R
2
1,1,t +R
2
2,1 +
3∑
j=1
R23,j,t
)
> c
)
+ |Gk|P
(
Qcn,t
)
.
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In the proof of Lemma 4.1 it was shown that P
(
Qcn,t
)
= o(|Gk|−1). Regarding the remaining
term, note that due to the exogeneity of the regressors and stationary distributions within
the regimes the following holds: for any cj > 0, j = 1, 2, 3, there exist constants Cj = Cj(cj),
j = 1, 2, 3 such that
P
(
n|Gk|−1
∑
t∈Gk
R20,1,t > c1
)
≤ nE[R
2
0,1,t]
c1
≤ C1
P
(
n|Gk|−1
∑
t∈Gk
R20,2,t > c2
)
≤ nE[R
2
0,2,t]
c2
≤ C2
P
(
n|Gk|−1
∑
t∈Gk
R21,1,t > c3
)
≤ nCE[||KˆzX,t −KzX ||
2
2]
c3
≤ C3.
Further we observe that R2,1 = o(n
−1/2). Using that P(
⋃
t∈Gk F c3,n,t) ≤
∑
t=Gk
P(F c3,n,t) =
o(1) as shown in the proof of Lemma 4.1, we argue that for any constant c4, there exists a
constant C4, such that
P
(
n|Gk|−1
∑
t∈Gk
R23,1,t > c4
)
≤
n||Ak||E
[
||KˆzX,t −KzX,k||42
] 1
2
E [D4t ]
1
2 (C ′λ)
−2
(∑m
j=1 j
1+µ
)2
c · c4
+
nE
[
||KˆzX,t −KzX,k||22
] (∑m
j=1 |a∗j,t|
)2
c · c4
≤C4,
due to the stationarity of (Xit, zit), t ∈ Gk and (12). Beyond that we argue for R3,2,t that
for any c5 > 0 it follows from similar arguments that there exists a C5 > 0 such that
P
(
n|Gk|−1
∑
t∈Gk
R23,2,t > c5
)
≤
n||Ak|| · E [D2t ] (C ′λ)−2C2zX
(∑m
j=1 j
1−ν
)2
c · c5
≤C5.
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Finally, note that for any c6 > 0, there exists a C6 > 0 such that
P
(
n|Gk|−1
∑
t∈Gk
R23,3,t > c6
)
≤
2n||KzX,k||22||Ak||22(C ′λ)−2E [D4t ]
(∑m
j=1 j
2(1+µ)
)2
c6
+
2n||KzX,k||22(C ′λ)−2(Ca)2E [D2t ]
(∑m
j=1 j
1+µ−ν
)2
c6
≤ C6
thanks to Assumptions 2–5, stationarity and once more the bound in (12). Combining
arguments allows us to conclude that |Gk|−1
∑
t∈Gk(βˆt − βt)2 = Op(n−1) as n, T → ∞.
We use this finding in a moment to obtain the convergence rate for A˜k. To assess the
underlying problem, we use the following notation:
• Xcc,∗it := Xit − X¯∗k with X¯∗k := 1n|Gk|
∑
t∈Gk
∑n
i=1 Xit,
• cc,∗it := it − ¯∗k with ¯∗k := 1n|Gk|
∑
t∈Gk
∑n
i=1 it.
The classification-error-free oracle estimator for the regime specific parameter function
reads as A˜∗k :=
∑m˜
j=1 a˜
∗
j,kφ˜
∗
j,k. The basis coefficients indexed 1 ≤ j ≤ m˜ obtain as
a˜∗j,k := (λ˜
∗
j,k)
−1 1
n|Gk|
∑
t∈Gk
n∑
i=1
〈Xcc,∗it , φ˜∗j,k〉(ycit − zcitβˆt)
= a˜
(1)
j,k + a˜
(2)
j,k ,
where
a˜
(1)
j,k := (λ˜
∗
j,k)
−1 1
n|Gk|
∑
t∈Gk
n∑
i=1
〈Xcc,∗it , φ˜∗j,k〉 (〈Xcc,∗it , Ak〉+ cc,∗it )
and
a˜
(2)
j,k := (λ˜
∗
j,k)
−1 1
n|Gk|
∑
t∈Gk
n∑
i=1
〈Xcc,∗it , φ˜∗j,k〉
(
zcit(βt − βˆt) + 〈X¯∗k − X¯t, Ak〉+ ¯∗k − ¯t
)
.
The upper bound
||A˜∗k − Ak||22 =
∣∣∣∣∣
∣∣∣∣∣
m˜∑
j=1
(
a˜
(1)
j,k + a˜
(2)
j,k
)
φ˜∗j,k − Ak
∣∣∣∣∣
∣∣∣∣∣
2
2
(34)
≤ 2
∣∣∣∣∣
∣∣∣∣∣
m˜∑
j=1
a˜
(1)
j,k φ˜
∗
j,k − Ak
∣∣∣∣∣
∣∣∣∣∣
2
2
+ 2
m˜∑
j=1
(
a˜
(2)
j,k
)2
(35)
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can be obtained using the Cauchy Schwarz inequality. The first term is the estimator from
Hall and Horowitz (2007) in the case of n|Gk| pooled observations and an L4m approximable
regressor function. Along the lines of our second remark and Assumptions 1-5, it holds that∣∣∣∣∣∣∑m˜j=1 a˜(1)j,k φ˜∗j,k − Ak∣∣∣∣∣∣2
2
= Op
(
n
(1+δ)(1−2ν)
µ+2ν
)
. The remaining term in (35) we split according
to
m˜∑
j=1
(
a˜
(2)
j,k
)2
≤ 3 · (R16,1 +R16,2 +R16,3).
where the terms R16,1, R16,2 and R16,3 are as follows:
Ad R16,1:
R16,1 :=
m˜∑
j=1
(λ˜∗j,k)
−2
(
1
|Gk|
∑
t∈Gk
〈n−1
n∑
i=1
Xcc,∗it , φ˜
∗
j,k〉
(
〈X¯∗k − X¯t, Ak〉
))2
≤4
m˜∑
j=1
(λj,k)
−2
(
1
|Gk|
∑
t∈Gk
||Xt − X¯∗k ||22||Ak||2
)2
=Op(m˜
1+2µn−2)
on an event F˜4,n,T,k := {|λ˜∗j,k−λj,k| ≤ 12λj,k : 1 ≤ j ≤ m˜}. For this event in turn, note that
P(F˜4,n,T,k)→ 1 which follows from analogous arguments, which lead to P(F4,n,t)→ 1 above.
Ad R16,2:
R16,2 :=
m˜∑
j=1
(λ˜∗j,k)
−2
(
1
n|Gk|
∑
t∈Gk
n∑
i=1
〈Xcc,∗it , φ˜∗j,k〉 (¯∗k − ¯t)
)2
=
m˜∑
j=1
(λ˜∗j,k)
−2
(
1
|Gk|
∑
t∈Gk
〈X¯t − X¯∗k , φ˜∗j,k〉¯t
)2
≤ 4
m˜∑
j=1
(λj,k)
−2
(
1
|Gk|
∑
t∈Gk
||X¯t − X¯∗k ||2¯t
)2
= Op(m˜
1+2µn−2)
on F˜4,n,T,k.
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Ad R16,3:
R16,3 :=
m˜∑
j=1
(λ˜∗j,k)
−2
(
1
n|Gk|
∑
t∈Gk
n∑
i=1
〈Xcc,∗it , φ˜∗j,k〉zcit
(
βt − βˆt
))2
=
m˜∑
j=1
(λ˜∗j,k)
−2
(
1
|Gk|
∑
t∈Gk
〈KˆzX,t, φ˜∗j,k〉
(
βt − βˆt
))2
≤
m˜∑
j=1
(λ˜∗j,k)
−2
(
1
|Gk|
∑
t∈Gk
〈KˆzX,t, φ˜∗j,k〉2
)(
1
|Gk|
∑
t∈Gk
(
βt − βˆt
)2)
,
of which it is known from before that 1|Gk|
∑
t∈Gk
(
βt − βˆt
)2
= Op(n
−1) and
m˜∑
j=1
(λ˜∗j,k)
−2|Gk|−1
∑
t∈Gk
〈KˆzX,t, φ˜∗j,k〉2
≤
m˜∑
j=1
(λ˜∗j,k)
−2|Gk|−1
∑
t∈Gk
3
(
〈KzX,k, φj,k〉2 + 〈KˆzX,t −KzX,k, φ˜∗j,k〉2 + 〈KzX,k, φj,k − φ˜∗j,k〉2
)
.
We further conclude that on F˜4,n,T,k
m˜∑
j=1
(λ˜∗j,k)
−2〈KzX,k, φj,k〉2 ≤ 4
m˜∑
j=1
λ−2j,k〈KzX,k, φj,k〉2 ∝
m˜∑
j=1
j2µ−2(µ+ν) = O(1)
as well as
|Gk|−1
∑
t∈Gk
m˜∑
j=1
(λ˜∗j,k)
−2〈KˆzX,t −KzX,k, φ˜∗j,k〉2 ≤ 2|Gk|−1
∑
t∈Gk
||KˆzX,t −KzX,k||22
m˜∑
j=1
λ−2j,k
= Op
(
n−1n
(1+δ)(1+2µ)
µ+2ν
)
= Op
(
n
(1+δ)(1+2µ)−µ−2ν
µ+2ν
)
= op(1).
Further, we use similar arguments as before (see the proof of Theorem 4.1) to obtain
m˜∑
j=1
(λ˜∗j,k)
−2〈KzX,k, φ˜∗j,k − φj,k〉2 ≤ 4||KzX,k||22
m˜∑
j=1
||φ˜∗j,k − φj,k||22λ−2j,k = op(1)
on F˜3,n,T,k ∩ F˜4,n,T,k, which implies
∑m˜
j=1(λ˜
∗
j,k)
−2〈KzX,k, φ˜∗j,k − φj,k〉2 = Op(1). Combining
our above statements yields
∑m˜
j=1
(
a˜
(2)
j
)2
= Op(n
−1). Further, if ν > 1+µ+δ
2δ
, or equivalently
δ > (1 + µ)/(2ν − 1), then (nT ) 1−2νµ+2ν = o(n−1) and in case ν < 1+µ+δ
2δ
, n−1 = o
(
(nT )
1−2ν
µ+2ν
)
.
Together with our Remark 1 on the classification error the result in the theorem follows.

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A.5 Threshold Choice
In order to illustrate the properties of the threshold τnT as suggested in Section 5, suppose
for a moment that the truncation error in regime k is negligible (i.e., λj,k ≈ 0, j ≥ m + 1)
and that the eigenvalue-eigenfunction pairs (λj,k, φj,k)j≥1 as well as the error variance σ2,k
of regime k were known. In this case our estimation procedure yields variance adjusted
estimators αˆ
(∆∗)
t :=
∑m
j=1 σ
−1
,kλ
1/2
j,k aˆj,tφj,k and αˆ
(∆∗)
s :=
∑m
j=1 σ
−1
,kλ
1/2
j,k aˆj,sφj,k where the ap-
propriately scaled difference of their j-th components (n/2)1/2σ−1,kλ
1/2
j,k (aˆj,t− aˆj,s) is approx-
imately standard normal (for large n and small temporal correlations), such that for all
t, s ∈ Gk
n
2
∆∗ts :=
n
2
||αˆ(∆∗)t − αˆ(∆
∗)
s ||22 =
m∑
j=1
((n
2
)1/2
σ−1,kλ
1/2
j,k (aˆj,t − aˆj,s)
)2
=: Qmts
⇒∆∗ts =
2
n
Qmts , where (for large n) Q
m
ts ∼ χ2m if t 6= s and Qmts ≈ 0 if t = s.
For accurate estimates and a small truncation error, we expect that ||αˆ(∆)t − αˆ(∆)s ||22 ≈
||αˆ(∆∗)t − αˆ(∆
∗)
s ||22 and hence that ∆ˆts ≈ ∆∗ts. Note that neglecting the truncation error is
often justified in practice, where a small number of eigencomponents is typically sufficient
to explain virtually the total variance (see, for instance, Aue et al., 2015 who use an essen-
tially equivalent practical approach and successfully approximate an infinite dimensional
functional time-series using a finite dimensional VAR-model).
To achieve a consistent classification, it is necessary that the threshold parameter
τnT → 0 as n, T → ∞ since the distances ∆∗ts are null sequences. However, τnT con-
verges so fast that τnT remains slightly larger than the maximum within-regime distance
maxs∈Gk ∆ˆts. That is, we need to require that P
(
maxs∈Gk ∆ˆts ≤ τnT
)→ 1 or equivalently
that P
(
maxs∈Gk ∆ˆts ≥ τnT
) → 0 for any t ∈ Gk. For finite samples this means requiring
that P
(
maxs∈Gk ∆ˆts ≥ τnT
) ≤ ε for some small ε > 0. Next we use the approximation
∆ˆts ≈ ∆∗ts. Observe that for a given t ∈ Gk,
P
(
max
s∈Gk
∆∗ts ≥ τnT
)
= P
( ⋃
s∈Gk
{∆∗ts ≥ τnT}
)
≤ |Gk|P
(
Qmts ≥
n
2
τnT
)
,
where the latter inequality follows from Boole’s inequality. From this upper bound we can
learn about τnT according to
|Gk|P
(
Qmts ≥
n
2
τnT
)
= ε ⇔ τnT = 2
n
F−1m
(
1− ε|Gk|
)
,
where F−1m denotes the quantile function of the χ
2
m-distribution. As we consider a context
where |Gk| is large (|Gk| ∝ T in Assumption A3), we expect the value of ε/|Gk| to be very
close to zero. This motivates setting τnT = (2/n)F
−1
m (pτ ), for some pτ very close to one
as mentioned in Section 5. Note that according to Theorem A in Inglot (2010) and our
XXXI
assumptions in Section 4
τnT =
2
n
F−1m
(
1− ε|Gk|
)
≤ 2m
n
+
4
n
(
log
( |Gk|
ε
)
+
√
m log
( |Gk|
ε
))
→ 0
as n, T →∞, which points at the large sample validity of the proposed threshold.
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