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Abstract
Il lavoro riportato in questa tesi e` stato svolto al Centre for Advanced Materi-
als della Ruprecht-Karls-Universita¨t Heidelberg, sotto la supervisione interna del
Prof. Marco Bazzan, e la supervisione esterna del Priv. Doz. Christian Melzer
(Ruprecht-Karls-Universitt Heidelberg, Faculty of Physics and Astronomy, Centre
for Advanced Materials).
La tesi si e` focalizzata sullo studio del trasporto laterale di portatori di car-
ica all’interno dello strato organico di un condensatore MIS (metallo-isolante-
semiconduttore) di dimensioni macroscopiche basato sul semiconduttore polimerico
poly(3-hexylthiophene) (P3HT).
I campioni sotto analisi sono stati fabbricati dalla candidata su substrati tagliati
ad hoc impiegando come tecniche di deposizione lo spin-coating, il CVD e il VTE.
Applicando un bias esterno periodico a bassa frequenza ai campioni, e` stato pos-
sibile monitorare con la sonda Kelvin l’onda di portatori di carica iniettati ed
estratti dallo strato organico, esaminando il potenziale del dispositivo a varie dis-
tanze dal contatto iniettante le cariche. E` stato cos`ı possibile osservare che le
cariche iniettate penetrano lateralmente nel film organico su distanze dell’ordine
dei centimetri.
Partendo dalle misure eseguite con la sonda Kelvin, e` stato possibile sviluppare
un modello per i MIS, che ha permesso di trovare la funzione di risposta dei
dispositivi. Combinando quest’ultima con l’espressione per il bias applicato, e` stato
creato un modello che descrive la risposta del dispositivo. Il modello e` stato poi
utilizzato per eseguire il fit dei dati sperimentali, permettendo di trovare una stima
per il tempo di volo dei portatori di carica, dalla quale e` stato possibile ricavare
una stima della mobilita` per il trasporto laterale del P3HT in buon accordo con la
letteratura. Come prodotto secondario, l’analisi ha anche permesso di fornire una
stima della concentrazione di drogante all’interno del semiconduttore organico.
Parallelamente, la stessa procedura di costruzione dei campioni e` stata imp-
iegata per creare campioni di OFET, le cui caratteristiche di output e di trasfer-
imento sono state misurate con una apposita stazione di misura. L’analisi del
secondo tipo di misure ha permesso di arrivare ad una stima indipendente per la
mobilita` del P3HT utilizzato per i condensatori MIS, che ha confermato le stime
ottenute con l’analisi descritta in precedenza.
Confrontando le stime ottenute con la letteratura e ulteriori stime indipendenti
estratte dalle misure eseguite su OFET di riferimento, e` stato possibile determinare
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che il nuovo metodo sviluppato in questa tesi e` un’alternativa affidabile e non inva-
siva per trovare la mobilita` per il trasporto laterale all’interno di un semiconduttore
organico con correnti applicate piccole.
Chapter 1
Introduction
Organic semiconductors are a relatively newly studied group of materials that have
already found some applications in modern electronics. The development of stable
low-cost organic devices remains a challenge, but the rewards that such technology
seems to offer are well worth the effort, as is testified by the increasing number of
commercialised organic-based products.
The production of electronic devices based on organic compounds offers a num-
ber of advantages over traditional inorganic electronics, primarily because of the
reduced fabrication costs due to easier processing, and secondly because of the
vast realm of opportunities such devices seem to offer.
The field offers prospects such as the possibility to build devices on mechani-
cally bendable substrates, to solve organic semiconductors in an appropriate solu-
tion which may then be printed (InkJet technology)[1], or in the biodegradability
of some organic devices[2]. Organic devices, moreover, are usually lighter in weight
than their inorganic counterparts.
It is possible to modify the chemical structure of organic compounds without
drastically changing the characteristics of the embedding devices.
The obstacles that must be overcome when developing organic-based technolo-
gies are due to the nature of the compounds. Organic semiconductors undergo
degradation under ambient condition, which leads to a life-span of the devices
which ranges between a few hours to a couple of years. Moreover, the intrinsic
disorder of organic compounds leads to low charge carrier mobilities, and thus to
a slow response from the embedding devices. Such devices must be used in ap-
plications where a fast response is not necessary, or efforts must be undergone in
order to increase it.
The extensive research to which organic semiconductors have been subjected in
the past 30 years has led to a much better, even if still incomplete, understanding
of the influence of the molecular structure over charge carrier mobility, which in
turn has allowed the production of compounds whose carrier mobility rivals with,
and sometimes surpasses, that of amorphous silicon.
As a consequence, technological devices based on organic compounds are gain-
ing commercial feasibility every day.
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The objective of this work is to determine the properties lateral transport prop-
erties for charges inside the organic film due to an external electric field, using as
model material the organic semiconductor poly(3-hexylthiophene-2,5-diyl), which
is a well known and characterised material in literature. From our measurements
we were able to develop a new method to estimate the charge carrier mobility for
lateral transport in MIS-capacitors.
Two kinds of devices were constructed, which provided two different methods
to determine lateral transport properties and thus the charge carrier mobilities.
The first and more important kind of device consists in metal-insulator-organic
semiconductor capacitors, where the charge carrier are injected into the organic
semiconducting layer by a metal contact. While these devices are subjected to
a periodic voltage bias, which causes charges to be periodically injected and ex-
tracted, the surface potential of the organic film is measured using a Kelvin probe,
in order to track lateral transport inside the organic layer. This method was devel-
oped in order to allow to measure the charge carrier mobility in the off -state of the
capacitor, by following the potential evolution given by the entering and exiting
of charges into and from the organic layer. Thus we show that charges penetrate
for centimetres inside the organic layer due to the electric fields that arise and we
develop a low-budget method to extract their mobility at very low currents.
The other kind of devices consists in organic thin-layer field-effect transistors,
built at the same time as the capacitors, which allow the carrier mobility to be
extracted from the I-V transistor characteristics in the linear regime of the on-state
of the device.
By changing the metal used to build the injecting electrode, we examined also
the influence of the contact properties on the response of the device.
Comparing the data with literature and independent estimates extracted from
reference OFETS, we found that this method is a reliable alternative to find the
mobility inside an organic semiconductor.
Chapter 2
Physical Background
2.1 Organic Semiconductors
Organic compounds are, by definition, molecules that contain carbon atoms in
their structure. The term organic semiconductor refers to a class of materials that
have the following characteristics:
• their chemical composition is based on carbon and hydrogen, with the occa-
sional presence of other atoms, such as sulfur, oxygen, and nitrogen;
• their electrical properties are those usually shown by an inorganic semicon-
ductor, that are absorption and emission spectra in the visible light range
and conductivity intermediate between insulators and metals.
The molecular structure of organic semiconductors can be easily modified by
chemical synthesis, enhancing a desired characteristic of the molecules or taking
away an undesired one. For example, it is possible to increase the solubility of an
organic compound by attaching alkyl side chains to the core molecule.
In analogy with inorganic semiconductors, electronic components based on
organic compounds are organic field-effect transistors (OFETs), organic light-
emitting diodes (OLEDs) and organic solar cells. Displays based on OLEDS are
already widely commercially available, while research is being poured into the
improvement of the performance of OFETs, which would be instrumental in the
construction of organic electronic devices.
Despite the similarities in behaviour between inorganic and organic semicon-
ductors, these two types of materials are radically different in what pertains the
solid state structure, of which an example is the anisotropy in charge transport
shown by the latter.
2.1.1 Solid State Structure
Organic compounds are based on carbon, which is a special element because of
the unusual abundance of its compounds. This is due to many factors: carbon
3
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is a small atom, which reduces the steric hindrance in its molecules, allowing the
creation of many different compounds; its electronegativity allows it to bound with
virtually every other element; it belongs to group IV and it can hybridise in many
different ways, thus it can form up to four bonds, which leads to chemical versa-
tility and the possibility of creating polymeric chains. Because of these favourable
characteristics, organic chemistry comprises a huge number of compounds, both
natural and synthesised.
The molecular structures of organic semiconductors has a huge influence on
the characteristics of the compound. Based on it, the following three different
categories of materials can be identified.
Molecular crystals. Historically, these were the first kind of organic semicon-
ductors to be studied.
Like any crystal, they are constituted by a base which repeats itself on the
points of a lattice. Typical bases are made of one or more large, planar,
non-polar, electrically neutral molecules, such as polyacenes. Because of
this, unlike what happens in inorganic crystals, the bases are bonded to each
other not by ionic or covalent bonding, but by the much weaker Van der
Waals bonding, which leads to tightly packed structures. Since the onset of
Van der Waals forces depends on the polarisability of the molecules involved,
melting points of molecular crystals such as polyacenes (fig. 2.1b) rise with
their increase in molecular size[3].
Because of their ordered structure, materials belonging to this category de-
tain the highest reported carrier mobility, which make them ideal candidates
for the construction of OFETs, even though the preparation and purification
steps involved in their production can be difficult[4].
Amorphous molecular films. Amorphous films are based on molecules that do
not crystallise into an ordered structure, which can be deposited via spin-
coating or evaporation, depending, respectively, on the solubility or the ther-
mal stability of the compound.
Polymer films. A polymer is constituted by a chain of hundreds of covalently
bound monomers. These chains aggregate to create a single one-dimensional
structure. They are usually processed from solution, which allows to use
them in low cost processing such as spin-coating and ink-jet deposition.
Annealing polymers after deposition can allow the creation of pseudo-crystals,
that means areas of the film where the polymer molecules are stacked in
an ordered fashion. Compounds that self-assemble in this way are called
semicrystalline. One such compound is poly(3-hexylthiophene-2,5-diyl), the
polymer this work is based on, which will be described in paragraph 3.2.1.
One important characteristic that determines the behaviour of a polymer is
regioregularity : a polymer is regioregular when the covalent bond between
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one monomer with the next is present always between the same two atoms rel-
ative to the position of the side chains. The resulting molecule has side chains
of adjacent monomers pointing in the alternating direction with respect to
the backbone of the molecule, which leads to more ordered morphologies in
the semiconducting film with better intrachain ordering and reduced twist-
ing, which in turn lead to improved charge carrier mobilities. For example,
measurements of mobility for P3HT executed in organic field-effect transis-
tors (OFETs) were reported to be as high as ∼ 0.01cm2V−1s−1 for organic
films with high regioregularity and high crystallinity, and ∼ 10−4cm2V−1s−1
for organic films with low regioregularity[5].
An organic semiconductor can be tailored relatively easily to the requirements
of the desired objective device or of a specific fabrication process. For example, a
very common practice is to add or substitute organic side chains to the molecules or
polymers in order to increase the solubility of the compound into common organic
solvents.
Another kind of modification that can be imposed on an organic molecule
is the substitution of one or more carbon atoms with a heteroatom, like sulfur,
nitrogen, or oxygen. Such a substitution can change the characteristics of the
resulting molecule in favourable ways, which can lead to better light absorption
(suited for organic solar cells), light emission (suited for OLEDs), hole transport
or electron transport. It is almost impossible, though, to create a molecule with
energy levels suited to efficiently express all these characteristics: what is usually
done is to create molecules that execute efficiently only one of these tasks. When
working with a polymer, the latter two characteristics can be introduced in the
same macromolecule by aggregating monomers with different properties.
Processing of Organic Semiconductors
There are many ways to process an organic semiconductor to obtain a semiconduct-
ing film. The method must be selected depending on the chemical characteristics
of each compound, which may be unusable in some kinds of processing, and on the
desired characteristics of the final product. Since not every compound is suited
to every method of processing, it is possible to base a classification of organic
molecules upon this.
Mostly, the processing methods are divided into two categories.
Wet processing The organic semiconductor is dissolved in a volatile organic sol-
vent, which is supposed to evaporate after or during processing. If the right
technique is used, wet processing leads to films that can be extremely thin
and that have homogeneous thickness. This kind of processing is very com-
mon because it is low budget and easy to achieve, but the resulting films
mostly have high anisotropy and are not mechanically relaxed, although it
is possible to obtain crystalline films with some techniques. Moreover, the
use of a solution may lead to traces of solvent in the final product.
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(a) Molecular crystals: first four
polyacenes. The smallest acene is
the benzene ring (not shown).
(b) Molecular crystals:
C60, the smallest fullerene.
It is used as electron ac-
ceptor in organic solar
cells[4].
(c) Amorphous
molecular films:
Ir(ppy)3, visible
light emitter.
(d) Amorphous molecular films: DTS(PTTh2)2 (light absorber and electron donor).
(e) Polymer films: regioregular (left) vs. regiorandom (right).
Figure 2.1: Examples of molecular structures of organic semiconductors.
The compounds that can be processed in this way must be soluble in organic
solvents, and thus require side chains to increase solubility. Common wet
processing techniques are:
• spin coating : a drop of the solution is deposited on the substrate, which
is then spinned at thousands of rotations per minute, distributing evenly
the solution on the substrate and making the solvent evaporate[6];
• doctor blading : a drop of the solution is deposited on the substrate, and
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then spread with a blade moving in one direction;
• drop casting : a drop of the solution is deposited on the substrate and
the solvent is left to evaporate spontaneously;
• zone casting : the solution is slowly drizzled onto a moving substrate,
so as to allow the solvent to evaporate almost as soon as the solution
touches the substrate [7];
• dip coating : the substrate is immersed in the solution and then ex-
tracted, making the solvent evaporate.
Vapor deposition Vapour deposition is used for relatively small or insoluble
molecules. It can’t be used for all molecules and it is generally more expensive
than wet processing. It allows the creation of thin films with a lower disorder
and a high degree of purity, but although it is usually required to create
molecular crystals, the results can be amorphous films, too.
• VTE (vacuum thermal evaporation): in a vacuum chamber, kept at
low pressure to avoid reaction with air, the material is heated until it
evaporates. The vapour condenses as a thin film on any colder surface
in line of sight with the melting pot, such as the substrate and the
vacuum chamber walls, if the wettability of the surface is right;
• OVPD (organic vapor phase deposition): the organic compound is ther-
mally evaporated inside a stream of hot inert gas, which transports the
vapour to the cold substrate surface where it condenses[8];
• CVD (chemical vapour deposition): the process is similar to that for
VTE, except that the deposition of the vapour involves a chemical re-
action, not thermal condensation.
The processing methods used in this work are spin coating for the deposition
of the organic semiconductor, CVD for the encapsulation of the samples in a
protective material, and VTE for the deposition of metallic contacts.
2.1.2 Energy Levels
Except the case of molecular crystals, for which the band theory valid for inorganic
crystals can be adapted, there is the need to find a theory that models the energy
levels inside an organic semiconductor.
In general, the energy of the orbitals for a single molecule can be found using
the linear combination of atomic orbitals (LCAO) approximation. When carbon
or other molecules from the IV group are involved, full or partial hybridisation
of the valence orbitals can happen, which is favoured by the energetic balance in
most reactions carbon takes part in. The hybridised 2sp orbitals of two adjacent
atoms form σ-bonds, while not-hybridised 2p orbitals form pi-bonds, which create,
8 CHAPTER 2. PHYSICAL BACKGROUND
respectively, σ- and pi-orbitals. The spatial probability density of the shared elec-
trons differs in the two cases: while with the σ-bond it is highest between the two
atomic nuclei, with a pi-bond it distributes above and below the molecular axis
[4]. If we add to this representation of the molecule the interaction of the orbitals
with the atomic nuclei, we find that this leads to a removal of the energy degen-
eration of the orbitals, which are splitted in bonding and anti-bonding orbitals.
The splitting is severe for σ-orbitals, which separate in a strongly bonding σ- and
strongly antibonding σ?-orbitals, which lie at energies, respectively, much lower
and much higher than the unsplitted orbitals. Since the interaction of pi-bonds
with the nuclei is lower than that of σ-bonds, the splitting of the pi and pi? orbitals
will be much less severe than in the previous case.
Organic semiconductors are pi-conjugated molecules, and thus require the car-
bon atoms to be hybridised in a 2sp22pz configuration.
Observing the resulting energy diagram, one can define the highest occupied
molecular orbital (HOMO) and the lowest unoccupied molecular orbital (LUMO).
These two energy levels are extremely important in order to understand the char-
acteristics of the compound under study, since they define characteristics such
as the absorption and emission wavelength, or the tendency to receive or release
a charge carrier. Depending on their readiness to give up or accept an electron,
molecules can be referred to as hole transporting or electron transporting molecules,
respectively.
Figure 2.2: Example of the energy
level diagram of an organic molecule.
The molecular orbitals are populated
with electrons starting from the lowest en-
ergy and, if we consider only the valence
orbitals, the σ and pi orbitals of carbon-
based molecules are full, while the pi? and
σ? orbitals are empty (fig. 2.2). Because of
the lower splitting, the excitation of elec-
trons from pi to pi? is energetically favoured
over any other transition, therefore the
HOMO and LUMO levels are pi and pi?-
orbitals.
The energy difference between the
HOMO and LUMO levels determines the
electronic properties of the material, there-
fore pi-orbitals and the splitting between pi
and pi? have a very important role in or-
ganic semiconductors. pi-orbitals are espe-
cially important when selecting a dopant or a metal for the injection of charges,
because depending on the energy difference of the HOMO and LUMO with an elec-
trode’s conduction and valence band, hole or electron injection can be hindered
because of the presence of a potential barrier.
Moreover, in organic compounds in the solid state pi-orbitals are the means
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of charge carrier transport, therefore it is very important to achieve molecular
stacking in order to have good mobilities.
Density of States
The disorder intrinsic to organic compounds has profound effects on the Density of
States (DOS), which in turn influences the transport properties of charge carriers,
since it governs the hopping transport of a charge carrier between energy states.
The DOS of a large number of isolated organic molecules of a single species is
simply a delta function, since the LUMOs and HOMOs all lie at the same energy
level.
Inside of an organic film, though, many factors can influence the energy levels.
The interaction of an excess charge carrier with the molecules of an organic semi-
conductor causes polarisation of the surrounding molecular environment, which
in turn causes fluctuations in the energy diagram. These are caused also by the
relaxation of the molecule and that of the lattice. Moreover, when working with
polymers the energy levels inside the organic compound are randomly distributed
around a value E0 because the conjugation lengths don’t have a fixed value. These
conditions allow us to apply the central limit theorem, which predicts that the
DOS follows a Gaussian distribution centred around E0. [4]
ρ(E) =
1√
2piσ
exp
(
−(E − E0)
2
2σ2
)
(2.1)
where the parameter σ, the standard deviation of the distribution, is called the
“disorder parameter” and measures the spread of the DOS. As we have hinted,
this form of the DOS has a marked influence on the transport of charges in the
film.
2.1.3 Transport Properties in Organic Semiconductors
Charge transport inside an organic semiconductor is governed by different phe-
nomena from that of inorganic semiconductors.
Because of the lower dielectric constant of organic compounds, Coulomb inter-
actions have a much stronger effect than within inorganic semiconductors. This
means that a charge carrier within an organic film has a drastic effect on its sur-
roundings, polarising and flexing the molecules it passes through. Because of this,
a charge carrier inside an organic semiconductor can be modelled as the defor-
mation it imposes to the molecular environment, which is a quasi-particle and is
given the name of small polaron.
Since the relaxation energies of the molecular structure of an organic compound
are rather high, the polaron tends to localise, rather than delocalise as an excitation
of an inorganic semiconductor would. A consequence of the localisation is that the
polaron doesn’t move inside the material following the band theory, but by hopping
transport.
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Hopping transport occurs when a charge carrier jumps from a localised state
to another, that means that the charges have to ”hop” from the potential well of
one molecular orbital to the next by quantum tunneling. The motion of the charge
carrier proceeds incoherently between energy states.
Because of the disorder present in organic semiconductor, accurately predicting
their charge transport properties is extremely difficult, since one has to consider
factors such as the solid state distribution of the molecules and the testing condi-
tions [9].
Mobility in an Organic Semiconductor
A pivotal parameter to describe the transport properties of an organic semicon-
ductor is the mobility. In general, it is defined as the velocity v of the charge
carrier per unit electric field E,
µ =
v
E
(2.2)
and in the conventional microelectronic units system it is measured in cm2V−1s−1.
The mobility is tied to the current flowing through the organic semiconductor
through the following equation: for a unipolar electron current
j = enµE (2.3)
where n is the number density of electrons (while p would be the number den-
sity of holes). The current can be either injection-limited or space-charge-limited
(SCL)[4].
An injection-limited current is drift-driven and only gives information about
the injection process and not about the transport inside the bulk of the organic
semiconductor, and thus doesn’t yield any information on the mobility of the
organic compound.
An SCL current can be obtained by using an ohmic electrode, which is an
electrode able to inject more charges into the organic semiconductors than what
can be transported through the bulk of the organic material. In this case the
current is dominated by diffusion and can be used to infer the value of µ. Despite
the name of the electrode, a current injected by an ohmic electrode does not follow
Ohm’s law: since the quantity of charges that can be transported away from the
contact is limited by the characteristics of the organic semiconductor, there will
be an accumulation of charges around the electrode. Thus, the ability to sustain
an SCL current depends both on the injection barrier (the difference between the
work function of the electrode and the ionization potential or electron affinity of
the organic semiconductor) and on the mobility of the organic bulk, which sets a
limit to the quantity of charges that can be transported through the material.
The mobility in organic semiconductors is generally dependent on the applied
electric field and on the charge carrier concentration[10]. The mobility usually
increases in value with increasing applied field and carrier concentration[4, 11],
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even though there are very rare recorded cases where the contrary happens. The
latter cases, where the trend is for the mobility to decrease with the increase of
the applied fields, were explained by the presence of high disorder or high doping
of the material[12, 13, 14, 15].
Charge Transport in Polymers
In polymers, polarons are localised inside pi-orbitals, over a string of adjacent
coupled monomers where they can delocalise in a coherent manner [4]. The mean
number of monomers involved is given by the effective conjugation length, which
determines the optical and electrical properties of the polymer. The mean number
of pi-conjugated monomers is usually between 5 and 30. Conjugation may be
broken by a number of factors along a polymer chain, such as bending of the
chain, torsion of the pi-bonds, or other conformational variations of the chain.
Hopping transport is necessary, for example, for a charge carrier to pass from a
pi-conjugated part of a polymer chain to another. While intramolecular transport
is much faster than the intermolecular one, which is why polymers with high
molecular weight present the highest mobilities, hopping slows the charge carrier
down, lowering its drift velocity and therefore its mobility.
A way to improve the electronic characteristics of polymer-based organic de-
vices, such as the mobility, is to employ semi-crystalline polymers, which self-
assemble in stacks tied together by pi-bonds. This leads to improved conduction
perpendicular to the stacking direction, while also increasing the pi-conjugation
length of the stack.
2.1.4 Doping in Organic Semiconductors
Organic compounds are usually insulators, because of their wide band gap, and
therefore are not intrinsically semiconductors. In order to create a current flowing
through the material, it is necessary to bring holes to the HOMO or electrons to the
LUMO. This can be achieved by connecting the compound to a metallic electrode
(called cathode if it injects electrons, anode if it injects holes), light exposure if the
compound is a light absorber, or introducing dopants inside the compound that
may act as electron donor or acceptor.
Contrary to inorganic crystals, substitutional doping is not feasible in organic
semiconductors, because substituting an atom of an organic molecule would just
create another neutral molecule. Therefore, doping is achieved by inserting molec-
ular impurities inside the matrix of the material which act as donors or acceptors.
In order to p-dope an organic semiconductor, the impurity must have a very low
laying LUMO, so that electrons find it energetically convenient to jump from the
HOMO of the matrix to the LUMO of the impurity, increasing the hole density
inside the semiconductor matrix. N-doping works with the same principle, but
requires an impurity with a HOMO laying higher than the LUMO of the matrix,
which increases the electron density of the matrix (fig. 2.3). These requirements
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put serious restraints on the energy levels of the potential dopants, and are not
easily satisfied[4].
Figure 2.3: Scheme of molecular orbital levels for p- and n-type doping.
The simplest way to achieve doping is to expose the semiconducting film to
the vapour or a solution of the desired dopant. This method, though, leads to
inconsistent doping in time: the dopant molecules tend to diffuse out of the film
easily; thus research is being poured into the subject to try and solve this problem.
2.1.5 Trapping in Organic Semiconductors
In semiconductor physics, a trap state is an energy level inside the band gap which
has the ability to immobilise charge carriers, and thus may influence the local
concentration of charge carriers inside the semiconductor. Traps can be shallow
or deep, depending on the energy requirement necessary to free the charge carrier.
This is given by the difference between the energy level of the trap and the electron
affinity in the case of electron traps, or the ionization potential for hole traps[4].
Deep traps can impede the movement of a carrier for a very long time, which can
be the order of days or even higher.
Trap levels can arise inside a semiconductor because of different reasons. The
most common one, shared also by inorganic semiconductors, is the presence of a
chemical impurity or defects in the order of the molecular structure. For example,
the use of metal catalysts such as Pd or Ni is essential for the process of poly-
merisation, but traces of these metals may remain in the compound even after
purification.
A common insulator used in solid state physics is SiO2; its presence can be in-
tentional or accidentally created by oxidation of a layer of Si exposed to air. SiO2
presents, on the surface, H atoms bonded to the O terminations. The presence of
OH groups leads to the creation of surface trap states relative to the LUMO of
common organic semiconductors. The occurrence of this phenomenon in organic
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devices is unfortunate, since the occurrence of trap states inside field effect transis-
tors at the interface between semiconductor and insulator, where the conduction
channel is created when the transistors are switched on, can severely modify the
performance of the devices. In organic applications, the surface of the SiO2 can
be passivated by substituting the H atoms with organic molecules that render the
surface inert. The downside of this process is that the wettability of the surface is
thus strongly reduced, making it harder to deposit the organic semiconductor by
spin-coating or similar processes which involve a solvent. Another method to pas-
sivate the surface is by coating the silicon dioxide with parylene C, which provides
a surface with the same wettability as SiO2 [16]. This process, though, doesn’t
eliminate the trap states, which are still present at the interface between SiO2 and
parylene C, it only makes it harder for charge carriers to reach them.
2.2 MIS Capacitors and Field-Effect Transistors
2.2.1 Metal-Insulator-Semiconductor (MIS) Capacitor
The metal-insulator-semiconductor capacitor (also called MOS if the chosen in-
sulator is an oxide) is a capacitive structure which employs the electric potential
applied to the metallic section of the device in order to draw charge carriers in the
semiconducting section.
Figure 2.4: Example of the energy levels of a metal insulator semiconductor junc-
tion made of Al, SiO2 and Si(p+) before (left) and after (right) contact. Before
contact the heights of the Fermi levels E
(m,s)
F are determined by the ionization po-
tential φ(m,s), while the height of the conduction band of the semiconductor (EC)
is determined by electron affinity χs. After contact the Fermi levels align, which
creates a bending in the conduction and valence (EV ) bands between x=d and
x=d+dp, leading to an accumulation of charges in the depletion zone, which in
turn produces an accumulation of opposite charge at the interface metal-insulator.
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It is made of a semiconducting layer, an insulating layer and a metal elec-
trode called gate. When the three materials are contacted, the Fermi levels of
the metal and the semiconductor align, causing a bending in the conduction and
valence band of the semiconductor. Because of level bending, a depletion zone
at the interface between insulator and semiconductor is created, where minority
carriers accumulate. Because of the excess of charge at the interface insulator-
semiconductor, a corresponding excess of opposite charge accumulates at the in-
terface metal-insulator (fig. 2.4).
Applying a potential bias between metal and semiconductor, it is possible to
shift the Fermi levels at the interface so that there is no charge accumulated at the
interfaces with the insulator. The potential which fulfils this condition is called
threshold voltage Vth.
In our experiment, the injecting contact was chosen so as to have unipolar
transport: that the entrance of one charge carrier species in the semiconductor
would be hampered by the presence of a potential barrier, while the ejection of
the opposite carrier species would be greatly favoured.
2.2.2 Inorganic Field-Effect Transistors
Field-effect transistors are extremely important in modern electronics, since they
can act as amplifiers or as electronic switches, depending on the voltages applied.
The field effect transistor (FET) is a circuit element with three terminals and it is
the most widespread kind of transistor.
The FET is a unipolar device, meaning that the currents are dominated by only
one kind of charge carriers at a time, which can be minority or majority carriers
depending on the specific kind of the device.
The terminals of a FET are source, drain, and gate. The names of the terminals
refer to their function: the current flows from the source to the drain, through an
electric channel whose width is governed by the gate voltage. In most kinds of
FETs there is a fourth terminal, the body or bulk, which connects source and drain
and serves the purpose of biasing the device into operation but usually it is not
connected to contacts other than source and drain. The materials which constitute
source, drain and bulk are semiconductors, except for the gate that has to be built
out of a metal-like material.
MOSFET
Let us focus our attention on the MOSFET, the metal-oxide-semiconductor field-
effect transistor, which will allow us to make a comparison with OFETs. The basic
layout of a MOSFET is shown in fig. 2.5. It is a four terminal transistor, in which
source and drain must be inversely doped compared to the bulk. The gate is built
over the bulk between source and drain, separated from the bulk by a thin layer of
oxide, which provides electrical insulation. The junction gate-oxide-bulk is a MIS
junction.
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Figure 2.5: MOSFET layout. The depletion zone inside the bulk for small Vg is
drawn.
Let us consider source and drain n-doped and the bulk p-doped. At the in-
terfaces, depletion zones are created because the gradient in n and p densities
generates a diffusion current, which is balanced at the equilibrium by a drift cur-
rent created by the electric field that has arisen between depletion zones. When
the device is off, no current can travel from the source to the drain because of the
presence of the depletion zones at either side of the bulk. For the same reason, it
is not sufficient to apply a voltage difference to source and drain in order to turn
on the device, but a voltage has to be applied to the gate. When this happens,
the system gate-oxide-bulk becomes a capacitor: the potential difference attracts
minority carriers (electrons) from the bulk and creates an inversion zone at the
interface with the oxide. When the gate voltage exceeds a threshold value Vth, the
accumulation of charges at the interface opens a channel of minority carriers that
allows current to flow between the source and the drain terminal.
The thickness of the channel is controlled by the applied bias on the gate and
it limits the current. When the voltage difference between source and drain (Vd)
reaches the order of magnitude of the gate potential, the current saturates inside
the channel and it can’t be increased unless the gate voltage is increased first.
2.2.3 Organic Field-Effect Transistors (OFETs)
Organic field-effect transistors are devices that employ the same working prin-
ciples as FETs. The layout of the devices is in principle the same as that of
MOSFETs[17]: the four terminals encountered in the previous section, drain,
source, bulk and gate, are still present. The difference consists in the materi-
als with which they are built: the heart of the device is the bulk, which has been
substituted with a thin organic semiconducting film. Since charge carriers must be
injected into the organic layer in order for conduction to begin, the device needs to
have metallic reservoirs from which it can draw the necessary charge carriers. This
is the reason why the source and drain contacts of an OFET must have metallic
characteristics.
As is the case in inorganic transistors, when an OFET is turned on a transport
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channel opens in the layer of organic semiconductor, in the region towards the gate
contact, by drawing charges from the metallic contacts towards the interface with
the oxide. Assuming L and W as the channel length and width, x as a spatial
coordinate indexing the source-drain distance, h as the thickness of the organic
semiconductor and d as the thickness of the insulator, the on-current is given by
the following equation:
Id = h ·W · ρ · µ∂V (x)
∂x
(2.4)
where µ is the charge carrier mobility. Since the organic layer is one face of a plane
capacitor, one can assume that the charge carrier density ρ is given by
ρ =
Cˆ
h
(Vg − V (x)) (2.5)
where Cˆ is the areal capacitance of the insulator. By adding the boundary condi-
tions V (0) = 0, V (L) = Vd, we obtain an expression for the drain current which is
completely analogous to the ones found for the inorganic device:
|Id| = CˆW
2L
µ
{
(2(Vg − Vth)− Vd)Vd if |Vd| < |Vg|
(Vg − Vth)2 if |Vd| > |Vg| (2.6)
The device performance can be characterised by the current Id flowing between
source and drain; in this way, we can identify four different regimes of device
operation.
• When Vg < Vth, the current Id vanishes.
• When Vd  Vg, the current grows linearly with both voltages:
Id =
Wµ Cˆ
L
(Vg − Vth)Vd (2.7)
• When Vd . Vg, another term has to be introduced in eq. (2.7):
Id =
Wµ Cˆ
L
(
(Vg − Vth)Vd − V
2
d
2
)
(2.8)
The term
V 2d
2
was previously ignored because it was vanishingly small. This
is the quadratic regime.
• When Vd = (Vg − Vth), the current saturates:
Id =
Wµ Cox
2L
(Vg − Vth)2 (2.9)
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(a) Transfer I/V characteristics. (b) Output characteristics.
Figure 2.6: Transistor characteristics.
The equations above, called Shockley equations, which are also valid for inor-
ganic MOSFETs, can be used to graph the dependence of the drain current on the
gate and drain potentials (fig. 2.6): the resulting graphs describe the transfer and
output characteristics and are unique for each device.
The threshold voltage Vth needs to be introduced to take into account the
presence of phenomena such as doping or traps. Using the equations (2.6), one can
graph the output and transfer I/V characteristics, from which informations about
the semiconducting layer can be inferred. In fact, the presence of doping charges
inside the semiconducting layer causes the device not to turn off at Vg = 0V , which
means that the current in the transfer I/V characteristics graph doesn’t vanish at
that point but at lower or higher voltages, depending on the sign of the doping
charges. Traps, instead, capture charge carriers and therefore impede the opening
of the conduction channel, increasing the Vg necessary for conduction. In both
cases there is a shift in the onset of the current Id. This is also valid for both
organic and inorganic devices.
Research on OFETs is a very active field, albeit one that has not yet been
widely industrially exploited. Organic transistors could allow the construction of
fully flexible devices[1], disposable smart-packaging devices, even biodegradable
devices made from biocompatible and biodegradable materials[18].
2.3 The Kelvin Probe
The Kelvin probe is a device that allows the measurement of the work function of
a material by measuring the contact potential difference between the surface of the
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sample under study and a tip made of a reference material. The working principle
of the Kelvin Probe is based on the continual measurement of the electrostatic
forces between two materials.
A Kelvin probe circuit consists of a measuring tip (the probe), a voltage gen-
erator, a voltmeter and an ammeter (fig. 2.7) connected to the sample under
study. The basic setup for a Kelvin probe experiment is given by two conductors
arranged as a parallel plate capacitor, where the spacing between the two plates
is dependent on time. The time dependence is thus transferred to the capacitance
and the charge accumulated on the plates, creating a time-dependent current in
the circuit, from which a measurement of the contact potential difference can be
inferred. [19]
Figure 2.7: Basic layout of a Kelvin probing circuit.
The probe is made of a conducting material whose work function is taken as
reference point, which is oscillated through piezoelectric actuators. The probe
and the sample are positioned facing each other, in such a way as to create a
capacitor, whose capacitance is continuously changed by the oscillation of the tip
as the distance between the two “capacitor plates” varies. The variation of the
capacitance induces a variation in the amount of accumulated charge on the plates,
which in turn generates a current that can be measured with the ammeter.
Any two conductors have, in general, different work functions, which control
the distance between the conduction levels (which in metals correspond to the
Fermi level) and the energy of vacuum, that is the energy of a free electron. When
the two conductors are brought into contact, the difference ∆W between work
functions generates a potential difference ∆ϕ at the contact point; the two are
tied by the following equation.
∆W = e ·∆ϕ (2.10)
When contact is made between the two conductors, electrons will flow from the
conductor with the higher Fermi level to the one with the lower Fermi level and
a diffusion current will arise, until the two Fermi levels are aligned. Even though
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the current vanishes almost immediately when the equilibrium of the system is
reached, the work functions are not aligned and thus create a potential difference
between the two materials. The two conductors, thus, behave like two capacitor
plates with capacitance C, and the total flowed charge is given by
Q = C ·∆ϕ (2.11)
where the expression for C depends on the shape and relative distance of the
two conductors. If the surfaces of the two conductors facing each other are plane
and parallel, the expression for the capacitance is
C = r0
A
d
(2.12)
where A is the area of the surfaces, d is the distance between them and r is the
relative permittivity of the dielectric between the two plates.
Let us consider the case where both the tip and the sample have flat surfaces
facing one another. When applying an external bias, equation (2.11) becomes
Q = C · (∆ϕ− Vext) = r0A
d
· (∆ϕ− Vext) (2.13)
If we assume that the tip oscillates around the equilibrium following the equation
of motion ∆d · sin(ωt), with ∆d being the amplitude of the oscillation, the current
flowing in the circuit is therefore
i(t) =
d
dt
Q =
d
dt
C · (∆ϕ− Vext) = (∆ϕ− Vext) · d
dt
r0A
d+ ∆d · sin(ωt) (2.14)
The dependence of the current on the relative distance between tip and sample is
valid for any shape of the tip, and therefore for any expression of C. The Kelvin
probe continuously modifies the applied bias Vext in order to make the current
flowing in the circuit vanish, and, from the measurement of the applied bias, the
contact potential ∆ϕ can be extracted.
Kelvin Probing with Organic Materials
The previous paragraph investigated what happens when the Kelvin probe is used
to study the work function of a conductor, while the focus of this work is to
investigate electronic processes inside an organic semiconductor.
If HOMOs and LUMOs levels are considered instead of the conduction and
valence bands, the description given above remains valid for any two materials
that are brought into contact, even though the charge carrier mobility may be
lower than in the case of intrinsic conductors, leading to a slower response of
the sample under measurement. While with metals and inorganic semiconductors
the redistribution of charges is almost instantaneous, when working with organic
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semiconductors the characteristic times lengthen of five or six orders of magnitude
because of lower mobility.
The response time of the organic material is, in general, much longer than the
oscillation ω of the probe. During operation, the Kelvin probe reaches equilibrium
with the injecting contact but not with the organic semiconductor. The slow
charges travelling through the organic bulk are not compensated by the charges
inside the probe, and thus they give their contribution to the contact potential
difference and can be detected by the probe.
Since the Kelvin probe integrates all the contributions to the potential inside
the sample layer, it can detect the presence of immobile charges deep inside the
material, such as trap states, whose contributions will add to the measured poten-
tial.
2.3.1 Kelvin Probe Force Microscopy
The Kelvin probe force microscopy (KPFM) (or Scanning Potential Microscopy,
Volta Potential Microscopy, Surface Potential Microscopy, Scanning Electrostatic
Potential Microscopy) is a technique that combines the Kelvin probe method to
measure contact potential differences with atomic force microscopy (AFM) [20].
The AFM allows to examine a surface with a resolution of fractions of nanome-
ters, three orders of magnitude higher than the resolution that can be obtained by
optical diffraction. The technique is based on the interaction between the surface
and a fine tip, mediated by a force between the sample and the tip. The tip is
usually positioned at the end of a cantilever, which is made to oscillate at its res-
onance frequency by a piezoelectric actuator. If the gradient of the force between
the tip and the sample surface is not zero, there is a change in the compliance
of the cantilever, which causes the tip to oscillate outside of resonance frequency.
This modifies the amplitude of the cantilever oscillation, which is accurately mon-
itored by a heterodyne laser interferometer (fig. 2.9). Thus from the amplitude
changes one can extract the gradient of the force acting on the tip and, in turn,
from the gradient the force itself.
The KPFM is based on the same working principle as the Kelvin probe, but in
order to find the contact potential ∆ϕ, instead of measuring a current, it measures
the electrostatic force that arises between the AFM tip and the sample in the steady
state, when the Fermi levels are aligned.
Fe =
1
2
∂C
∂z
(∆ϕ)2 (2.15)
where z is the vertical distance between the tip and the sample.
Also, while the Kelvin probe measures the average of the contact potential
difference over an area of the same order of magnitude as the tip, the KPFM
allows to create a map of the contact potential difference of the whole surface with
a resolution as high as a few tens of nanometers (2.8).
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Experimental applications of KPFM
Figure 2.8: Atomic-resolution
KPFM images of Si(111)-(7x7) with
vacancy[21].
Figure 2.9: Layout of a generic KPFM
control circuit.
KPFM is a very versatile technique which can be used also in extreme appli-
cations, such as in ultra-high vacuum or controlled atmosphere and it is possible
to employ a number of different operating methods which can be used in different
measuring conditions in order to enhance the resolution of the scanning apparatus.
Its response time is faster than other scanning techniques and it is not limited by a
poor conductivity of the sample, whereas its resolution is extremely high: the dis-
tance between tip and sample can be determined with an error of a single atomic
monolayer, the lateral resolution can be as precise as a few tens of nanometers and
the determination of the contact potential ∆ϕ has a sensitivity in the order of 1
mV[20].
With KPFM it is possible to study both organic and inorganic materials, in
order to scan electronic and chemical properties. It is especially versatile with
organic compounds, since it is not limited by the conductivity of the sample. For
example, it has been used to give a direct determination of the DOS of amorphous
organic semiconductors [22, 23], or to study charge trapping at grain boundaries
between crystalline domains in polycrystalline films [24, 25].
2.3.2 Applications of KPFM to OFETs
In particular, KPFM was used to study transport properties in a thin organic film
embedded in an OFET device [26].
The devices on which the study focused were p-type pentacene OFETs with
a p++-Si gate, a SiO2/ PMMA double-layer gate dielectric, an evaporated poly-
crystalline pentacene layer, and Au top contacts, with a 5 µm channel length L
(fig. 2.10). The presence of the PMMA layer was exploited to enable bipolar
transport in the transistor channel. It is possible, using KPMF at a fixed position,
to observe the regimes the devices can operate in, by applying the same potential
UC between the grounded gate gate and the top contacts, source and drain [27].
22 CHAPTER 2. PHYSICAL BACKGROUND
Different regimes are identified by different dependencies of the surface potential
φ from UC .
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charge. Be aware that only at high negative  U C a substantial 
electron contribution to a DC current is measurable since the 
electron injection from the Au source and drain contacts to 
pentacene is strongly hampered. 
 Once we displace the tip to a spot several 10 micrometers 
away from the contacts outside the channel, the surface-poten-
tial behavior changes (Figure  1 , dash dotted line). The surface 
potential saturates at lower bias and the onset of hole injection 
is shifted to a larger bias. Both phenomena can be explained 
by a delayed response of the surface potential upon the change 
in external bias due to an increased transit time of the carrier 
front. [ 6 ] Once the distance between source and drain contacts 
and the tip position is increased, the response of the delay line 
becomes slower. On the one hand, an earlier saturation of the 
surface potential is observed since the change in the source/ 
drain potentials cannot be passed in time to the tip position. On 
the other hand, a delayed arrival of injected holes occurs. If it is 
true that the observed surface-potential evolution at the charge-
reversal point relates to a transit phenomenon, one should in 
principle be able to image the depletion process of the channel 
from electrons and the subsequent charging process of the 
channel with holes. Yet, still a probe technique is performed 
and the simultaneous determination of the surface potentials 
at different locations in the channel is not possible. To circum-
vent this problem, the reproducibility of the transient experi-
ment can be employed. After multiple repetitions of the bias 
sweep the surface potential evolution at one position of the probe 
in the channel reaches a steady-state behavior (see Figure  1 ) 
allowing for quasi-simultaneous measurements with the KPFM. 
The operation scheme of the employed quasi-simultaneous 
measurement is depicted in  Figure  2 . A bias sweep cycle is per-
formed and the potential evolution in the vicinity of the charge-
reversal point is record in time. Subsequently, the tip is displaced 
 ∼ 120 nm to the next position, where another bias sweep is 
performed and the potential evolution of that spot is recorded. 
Repeating this procedure back and forth, the temporal evolution 
of the surface potential in the entire transistor channel can be 
reconstructed. 
 In Figure  2 the obtained temporal evolution of the surface 
potential distribution is depicted. At small times and thus low 
 Figure  1 .  Measured surface potential  φ versus the applied contact poten-
tial  U C while the gate was grounded. The sweep rate was  ± 2 Vs  − 1 . For 
the sweep from  + 20 to –30 V the successive traces (fi rst gray then black 
dashed line) show a negative charging of the transistor channel. After  < 10 
cycles an invariant dependence of surface potential on the contact bias 
is observed demonstrated by the successive sweeps (fi rst gray then black 
dashed line) from –30 to  + 20 V. A displacement of the Kelvin probe out 
of the channel, far away from the contacts, results in a delayed response 
of the surface potential on the bias change at the contacts (dash dotted 
line). Insets: Device layout of the OFET in cross-section and top-view. 
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 Figure  2 .  The time evolution of the surface-potential distribution upon a bias change of the contacts with a rate of  + 2 Vs  − 1 (left top). This evolution 
was obtained by performing bias sweeps at 70 points across the channel from  U C  =  + 20 to -30 V and back to  + 20 V recording the surface-potential 
evolution in the charge-reversal point from an electron to a hole rich device (right). Additionally, the topography of the pentacene transistor is depicted 
(left bottom) 
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Figure 2.10: Surface potential φ vs. con-
tact pote ti l UC . Grey line: first sw ep
inside the channel. Dashed line: fourth
sweep inside the channel. Dash-dotted
line: sweep outside of the chan el.
Multiple sweeps of UC , from 20V to
-30V and back to 20V with a sweep
velocity, respectively, of -2Vs−1 and
+2Vs−1, were executed. The response
of the organic layer, that is the sur-
face potential recorded by the KPFM
at fixed positions, is in fig. 2.10.
The first series of sweeps were ex-
ecuted with the tip at the centre of
the channel. From the starting point
of UC = 20V to UC = 0V, the
channel is full of positive charge carri-
ers, exactly following the applied bias.
AtUC = 0V, the channel depletes of
charges, until at approximately -23V
the injection of electrons starts, after
which conduction is dominated by elec-
trons. During the reverse sweep a simi-
lar process can be observed: the surface
potential accurately follows UC , until
more or less at -10V the channel be-
comes electron-depleted. The channel
remains depleted until -3V, where the
device switches from electron to hole
accumulation, after which the surface potential again follows the applied bias.
The situation remained almost unchan ed after four bias sweeps (fig. 2.10, grey
and dashed line).
In order for the surface potential to reflect changes applied to the injecting
contacts, the injected charges must be given enough time to reach the measuring
position. Since the time they need depends on the channel condu tivity and sin
the conductivity depends on the carrier density, when the applied bias approaches
0V the few carriers present in the channel are not able to spread to the measuring
position in time, making the surface potential saturate.
The sweeps were repeated by placing the KPFM tip several tens of micrometers
away from the channel (fig. 2.10, dash-dotted line), showing that the saturation
of the surface potential happened at a lower bias, while the hole injection began
at a higher bias, which can both explained with an increased carrier transit time.
In order to study the front of injected charge carriers enter the channel during
the sweep from negative to positive UC , having already observed that the surface
potential evolution enters a steady state after few sweeps, the measurement was
repeated at 70 points inside the channel distant ∼120nm from each other (fig.
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2.11).
The behaviour of the device was examined by adapting to it the transmission-
line model by Burns [28]. In this model the charging of the transistor channel is
described by the surface potential evolution
∂φ(t, x)
∂t
=
µ
2
∂2φ(t, x)2
∂x2
(2.16)
where µ is the carrier mobility and x is the axis connecting the two top contact,
with origin in the middle of the channel (fig. 2.11). While the bias Burns consid-
ered was a step function, the model in this study was subject to a bias ramp, with
increase rate β:
UC(t) = β · t (2.17)
Figure 2.11: To the left: time evolution of the surface potential distribution upon
an applied bias with increase rate +2Vs−1. To the right, from top to bottom:
interval of UC used in the picture on the left; incremental position of the KPFM
tip at successive sweeps; UC(t).
The surface potential is given by the applied bias and the response function of
the device χ(x, t):
φ(x, t) = UC(t) · χ(x, t) (2.18)
By introducing the new variable Y ,
Y =
(
x+ L
2
)
2(β · µ)1/2 · t (2.19)
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eq. (2.16) transforms to a second order ordinary differential equation:
4χ(Y ) = 4Y · ∂χ(Y )
∂Y
+ χ(Y )
∂2χ(Y )
∂Y 2
+
(
∂χ(Y )
∂Y
)2
(2.20)
The right contact can be ignored and the equation can be solved with the
conditions that the response at the left contact is χ(0) = 1, while χ(∞) = 0. The
solution can be found numerically, but it can be approximated by:
χ(Y ) =
{
1− 2Y if Y < 1
2
0 if Y > 1
2
(2.21)
Thus, writing the exp orm for Y and using (2.17) and (2.18):
χ(x, t) =
{
β · t− (x+ L
2
) (
β
µ
)1/2
if x+ L
2
< (βµ)1/2 · t
0 if x+ L
2
> (βµ)1/2 · t
(2.22)
The time required for the front wave of carriers to reach the middle of the
channel (x = 0) is
τ =
L
2(βµ)1/2
(2.23)
Inserting the experimental data L ' 5µm, τ '3s, β = 2Vs−1, the mobility
for charges outside of the channel, where the electric field was lower than between
the contacts, was found to be lower than 2 · 10−8cm2V−1s−1, almost eight order
of magnitudes lower than the one found for the on-state of the device, which was
0.14cm2V−1s−1.
From OFETs to MIS capacitors
This experiment described in the previous paragraph showed that charge carriers
penetrate into the organic layer also at relatively far distances, multiple times the
length of the conduction channel, and provided a way to estimate the charge carrier
mobility at low electric fields. The questions arise of whether this is a phenomenon
that is limited to distances in the order of tens of micrometers or if it is observable
at distances orders of magnitude bigger, and whether it is still possible to estimate
the charge carrier mobility at low electric fields.
The objective of this thesis is to investigate these questions and provide an
answer to them. The devices used will be MIS capacitors with a conducting
channel in the order of centimetres. They will be subjected to a low frequency
periodic bias and the movement of charges inside the channel will be tracked at
the steady state by measuring the surface potential at increasing distances from
the contact with the use of a Kelvin probe.
It will be investigated whether the charges are indeed able to spread centimetres
away from the contact, and if so the transport properties will be analysed in
order to find a measurement for the charge carrier mobility inside the organic
semiconductor.
Chapter 3
Experimental Setup
The objective of this experiment is to analyse the lateral transport of charge car-
riers inside of an organic semiconducting film. By lateral transport we mean the
movement of charges inside the semiconducting layer perpendicularly to the nor-
mal of the film, and therefore the movement of charge carriers inside the film. In
particular, in our experiment the charge carriers move in MIS-capacitors at the
interface between insulating oxide and organic semiconductor. This phenomenon
is known in literature, having already been observed in organic layers constituting
transistors [26].
The devices in which lateral transport was studied are organic MIS-capacitors
of macroscopic dimensions, which were charged and discharged by a low-frequency
periodic bias applied between the metal and the semiconductor. By using a Kelvin
probe setup, we observed the flow of charge carriers in and out of the organic
semiconducting layer, and therefore the charging and discharging of the capacitor.
This would allow the inference of the electronic properties of the semiconductor
at low fields and low currents without a direct current determination, but simply
observing the evolution of the surface potential of the semiconductor.
At the same time, we built OFET samples with the same materials and proce-
dure. The extracted charge carrier mobility could be compared to the experimental
results obtained with the Kelvin probe measurements.
Moreover, the influence of different injection potential barriers under these
measuring conditions was investigated.
In this chapter the layout of the samples, the materials used to build them and
experimental methods with which they were analysed are introduced.
3.1 Layout of the samples
The samples built in this work were MIS capacitors or transistors. The MIS
capacitors were the samples meant to be examined with the Kelvin probe, while
the transistors would be investigated with a FET probe station, which allows the
measurement of transistor characteristics. Since the Kelvin probe setup was kept
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(a) Transistor sample on a Si substrate.
(b) MIS capacitor sample.
(c) Transistor sample on a glass substrate.
Figure 3.1: Vertical layouts of the samples.
in air and the FET probe station was positioned inside a nitrogen-filled glovebox,
the MIS capacitors would have to be exposed to oxygen during measurements
while the transistors would remain in N2-atmosphere. Since O2 is a dopant for the
organic semiconductor used in this work, the finished samples were encased in a
protective inert plastic layer to reduce oxygen contamination. The vertical layouts
of the samples are in fig. 3.1 (encasing layer not shown).
Most of the samples were built over a Si/SiO2 substrate, which would serve as
gate electrode in the following measurements, while for one batch transistors were
built over glass substrates, too.
The MIS capacitors samples had three simple L shaped electrodes each (fig.
3.2c). The ”upper” part of the L was used to contact the electrode, while the
”lower” part was needed to have a wide charge injection interface. In analogy
with transistors, the bottom silicon layer and the top electrode were dubbed,
respectively, gate and drain.
The transistor masks used, instead, allowed to build six long and six short
transistors per sample (fig. 3.2a). The ones which were used for measurement had
a channel length L of 50 µm, while the channel width was 900 µm.
In total 7 batches of samples were fabricated, each comprehended MIS capaci-
tors and transistor samples. Each batch was made at most of four samples, because
of limitations given by the instruments employed in the building procedure. The
characteristics of the batches are listed below.
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(a) Source/drain mask. (b) Gate mask. (c) MIS capacitor mask.
Figure 3.2: Layouts of the masks used to deposit the contacts on the substrate.
Batch number Parylene C insulation Top electrodes
Batch 1 No Au
Batch 2 Yes Au
Batch 3 Yes Au
Batch 4 Yes Ag
Batch 5 Yes Ag
Batch 6 Yes Au
Batch 7 Yes Ag
3.2 Materials
3.2.1 Regioregular Poly(3-hexylthiophene-2,5-diyl)
S
CH2(CH2)4CH3 
n
Figure 3.3: Poly(3-
hexylthiophene-2,5-diyl).
The organic semiconductor used to fabricate
the devices studied in this work is regioregular
poly(3-hexylthiophene-2,5-diyl) (P3HT,
linear formula (C10H14S)n), produced by Sigma
Aldrich. Since the material is stored in air, we
have to consider that it might be unintention-
ally p-doped.
This material is well known in literature: it
has been thoroughly investigated because of its
good solubility in organic solvents, the resis-
tance to degradation and the possibility to reach relatively high charge carrier
mobilities under the appropriate processing, which make it a suitable semiconduc-
tor for transistors and solar cells. It was the first polymer to reach a mobility one
tenth that of amorphous silicon [9].
The monomer of P3HT is depicted in fig. 3.5. One molecule of P3HT is formed
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by hundreds of such units1, which create a one-dimensional macromolecule. The
compound is referred to as ”regioregular” because the covalent bond between one
repeating single unit and the next is always between the same two atoms relative
to the position of the side chains. The resulting molecule has all side chains point
in the alternating direction with respect to the backbone of the molecule, which
leads to more ordered morphologies in the semiconducting film (fig. ??). Because
of its polymeric nature, the dominant interactions are Van der Waals forces, which
govern the interaction between molecules on the same plane, and pi-interactions,
which are the main vector of interaction between molecules laying in two adjacent
planes. This allows for the formation of pseudo-crystals in which P3HT molecules
tend to stack themselves in an ordered fashion: polymers that assemble in such a
way are called semicrystalline.
S
C6H13
S
C6H13
S
C6H13
S
C6H13
S
C6H13
Figure 3.4: Regioregular polymeric assemblage of regioregular P3HT single units.
The charge carrier mobility in P3HT is maximum along the backbone of the
molecules, since it is mediated by covalent bonds; it is lower but still relevant
perpendicularly to the plane of the molecules, where the vectors for transport are
pi-bonds, and it is vanishing in the direction of the side chains, whose presence
greatly impairs charge transport.
The pseudo-crystalline regions are much smaller than the length of a single
P3HT polymer: since the polymeric structure is not rigid, the backbone of the
molecule often bends a few times. It is possible, therefore, that a single molecule
of P3HT takes part in the formation of a number of pseudo-crystalline regions.
When a charge carrier encounters such bend in the polymer, its mobility decreases
dramatically, since it has reached the end of a pi-conjugated part of the chain and
has to resort to hopping transport to travel further.
The side-chains around the axis of the repeating unit allow for solubility in
organic solvents, such as toluene or chlorobenzene, which makes it ideal for wet
processing. The wet processing used in this work is spin-coating, which consists
in the following process: the organic compound to be spin-coated is dissolved in
a suitable volatile organic solvent; the solution is then deposited on the sample,
which is then spinned at thousands of rpm for a few seconds. The spinning causes
the solvent to evaporate and allows to create homogeneous thin films of organic
1In the P3HT used in this work, one polymeric chain contains between 90 and 270 monomers.
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matter in a very simple and cheap way. To make sure that the solvent is com-
pletely evaporated, the sample is then annealed on a hot plate for a few minutes.
The characteristics of the resulting layer will depend on the concentration of the
semiconductor in the organic solution, on the number of rotations per minute, and
on the temperature and annealing time.
The ionisation potential and the electron affinity of the material lay, respec-
tively, at -3.1 eV and -5 eV with respect to the energy of vacuum Evac.
When it is stored in air, the material presents itself as a thick dark-grey powder.
When it is dissolved in toluene or chlorobenzene, which are transparent liquids,
the solution acquires a bright fuchsia color, which darkens into violet after spin-
coating.
P3HT is photosensitive and therefore has to be shaded from light as much as
possible, in order to slow down the degradation of the material.
3.2.2 Parylene C
CH2 CH2
Cl 
n
Figure 3.5: Parylene C.
Parylene C is an inert plastic which has the
same wettability as SiO2 and its dielectric
constant is 3.15 at low frequency signals. It
has a melting temperature of 290◦C and it
can be deposited by chemical vapour depo-
sition (CVD), creating a thin, uniform and
optically transparent polymeric layer which
is stable under vacuum, a pivotal character-
istic needed when transferring samples to
and from the storage nitrogen-filled glove-
boxes.
Within our samples it serves the double purpose of reducing the voltage leakage
due to imperfections in the SiO2 insulating layer, and to passivate the traps which
are present at the SiO2 surface due to the hydroxil terminal groups. An additional
encapsulation layer of Parylene C was deposited on the finished samples, in order
to reduce oxygen and water vapour infiltration in the P3HT layer. Other than
protecting the organic semiconductor from doping, the encapsulation layer doesn’t
influence the measurements.
The Parylene C layer in our devices was deposited with a PDS2010 Coating
System.
3.2.3 Injecting Electrodes
The top electrodes to inject charges in the semiconducting layer were deposited
by vacuum sublimation; masks were used to deposit the contacts in the desired
shapes (fig. 3.2). The metals for the electrodes were chosen to be either gold (Au)
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or silver (Ag) because of their different work function and thus expected different
injection barriers towards P3HT. In fact, the literature values of the Fermi level of
gold (as deposited by the evaporator used in this work) is at -4.9 eV, while silver’s
is at -4.2 eV. Thus the injection of holes into P3HT should be ohmic with gold
electrodes and limited by a Schottky barrier with silver electrodes. By creating
samples with either metal, we can provide a comparison of the performances of
the devices with and without a Schottky injection barrier.
3.2.4 Glass and Si/SiO2 Substrates
For the fabrication of our devices we used two kinds of substrates: glass and
Si/SiO2. They were used as base over which the organic layers of P3HT and
Parylene C and the electrodes were deposited. The Si/SiO2 also provided the
opportunity to use the Si layer as bottom electrode for the MIS capacitors and as
gate for the transistors.
The Si/SiO2 substrates were cut out from commercially available silicon wafers,
which consist in a highly positively doped ((p++)Si, thickness 625 µm) substrate
with a layer of silicon dioxide deposited on top ((250 ± 12.5) nm thickness) as
insulator. The glass was pre-cut optical glass.
Because of limitations given by the instruments used during the building pro-
cess, the substrates had to be squares with sides of 25 mm.
3.3 Sample preparation
The samples used in this work were custom built, so that they would fit the
requirements of the measuring apparatus.
The samples were built in a bottom-gate configuration. Because of the sen-
sitivity to oxygen of the organic semiconductor used, almost every step until the
final protective casing was performed under a nitrogen atmosphere. We will have
a detailed look at the fabrication of the layouts in fig. 3.1a and 3.1b, and then
explain briefely the different processing needed to obtain 3.1c.
Fabrication of samples on Si/SiO2 substrates
The substrates on which the samples were deposited were custom cut with a glass
cutter from Si/SiO2 wafers. The silicon layer was later used as gate for the devices.
The substrates were then cleaned at room temperature in an ultrasonic cleaner (fig.
3.6a), first for ten minutes in acetone2 and then for ten minutes in isopropanol3.
For every batch of samples except for the first, a further insulating layer of
Parylene C was added on top of the SiO2 by CVD.
2(CH3)2CO
3Isopropyl alcohol, C3H7OH
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After the aforementioned steps, which involved exposure to air, the substrates
were inserted into a glovebox filled with nitrogen atmosphere, where they were
spin-coated with a solution of P3HT dissolved into toluene4 with a concentration
of 10mg/1ml. The thickness of the resulting semiconducting film was of ∼60nm5.
After spin-coating, the samples were annealed at 110◦C on a hot plate for five
minutes, during which the P3HT formed local pseudo-crystals. It has been shown
that varying the annealing time and temperature strongly influences the electronic
behaviour of the P3HT layer[29].
The next step was the deposition of the contacts, which was achieved by vac-
uum sublimation (fig. 3.6b, 3.6c). The metals used were gold or silver, and the
thicknesses deposited were ∼30nm for the gold contact and ∼50nm for the silver
contact. During the procedure, the substrates were placed behind masks which
allowed to obtain the desired contact layout (fig. 3.2). The top contacts were
deposited without taking the samples out of the nitrogen atmosphere, in order to
avoid oxygen contamination especially at the interface between the top contact
and the semiconductor.
The final step was to encapsulate the samples in a thick layer Parylene C, so
as to reduce the effects of oxygen infiltration in the semiconductor layer and to
protect it from humidity, thus allowing to perform measurements in atmospheric
conditions, as the Kelvin probe setup required. Unfortunately, the placement of
the samples in the CVD machine involved a quick, unavoidable exposure of the
organic layer to normal atmosphere.
After fabrication, the samples were stored inside the nitrogen filled glovebox
and wrapped in aluminum foil, in order to protect them from oxygen poisoning
and light degradation. It has been shown that negative effects of the presence of
oxygen inside P3HT and other organic semiconductors can be reduce by storing
the samples in N2-atmosphere, because of the degassing of oxygen [30].
Fabrication of samples on glass substrates
The procedure followed was similar to the previous case, with some differences.
The glass substrates used were already factory cut to the right size. They
were cleaned, as described before, using the ultrasonic cleaner with acetone and
isopropanol. The following step consisted in the deposition of the gate contacts by
vacuum sublimation with a chromium adhesion layer, which was followed by the
deposition of Parylene C via CVD. The Parylene C layer thickness was chosen so
as to have the same areal capacitance as the SiO2/Parylene C insulation layers of
the Si/SiO2 substrate based devices. The following steps were the same as in the
previous paragraph.
4C7H8
5The thickness was measured with a Bruker DEKTAK XT surface profiler.
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(a) Ultrasonic cleaner.
(b) Vacuum sublimation setup. (c) Vacuum sublimation chamber.
Figure 3.6: Ultrasonic cleaner and vacuum sublimation setup used in the building
process.
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3.4 Measuring Setup
3.4.1 Kelvin Probe Setup
For the Kelvin probe measurements various electronic modules had to be used
(fig. 3.8). In order to ensure the correctness of the measurements, the grounded
terminals of all modules were connected together. The schematic layout of the
circuit is in fig. 3.7.
Figure 3.7: Schematic layout of circuit realized with the Kelvin Probe setup.
Kelvin Probe
The probe and corresponding control unit used in this work are the Kelvin Probe S
and the Kelvin Control 07 fabricated by the Besocke Delta Phi G.m.b.H.. This ap-
paratus, which has a wide range of operating conditions (if needed, it can function
from 4K to 220◦C), was chosen because of its greatly reduced costs in comparison
with AFM machines, due to the macroscopic dimension of the probing tip.
The probe is a circular horizontal grid made of gold (Au), 3 mm in diameter (fig.
3.8b), which is oscillated by a piezoelectric drive. The probe is protected by a thick
metal grid on the sides and on the top, both because of its fragility and in order to
reduce to a minimum capacitative coupling with the surroundings (fig. 3.8c). The
probe and the protective grid are fixed to an horizontal arm mounted on a tower
on which it can be moved on the vertical axis using a digital micrometer. Under
the probe lays the support where the samples can be positioned for measurement,
which is also movable in a plane by two micrometers (fig. 3.8d). Since the probe
is made of gold, this material is used by the apparatus as fixed reference for the
measurement of surface potential differences.
The Kelvin Control module has a built-in preamplifier and a lock-in amplifier
with variable gain, which locks automatically to the oscillating frequency of the
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probe in order to reduce background noise. The time constant of the amplifier
can be controlled, too, and it can be made short or long depending on the user’s
needs. The module also has an analogical ammeter that shows the instantaneous
current flowing in the circuit; this current must be kept low in order not to overload
the system and has to vanish during measurements. If needed, an offset voltage
between -5V and +5V can be applied to the probe from the control module. From
the module, the amplitude of the oscillation of the probe can be controlled6.
There are two output channels: the CPD, which provides the contact potential
difference between the probe and the sample, and the signal monitor, sig. mon.,
which gives the current flowing in the system due to the continuously changing
capacitive coupling between probe and sample.
The module has two modes of operation: manual and automatic.
When manual mode is selected, current flows in the circuit because the feedback
system that zeroes the current is turned off. This operation mode is useful when
placing the probe in place over the sample, since the circuit current increases
dramatically when the probe nears the surface of the sample. Usually, during this
operation a voltage offset is applied to the probe, in order to make the current
bigger and thus more easily measurable. In this case, the CPD signal is 0, while
the sig. mon. is a periodic signal. The probe must not touch the surface of the
sample because it could be damaged or contaminated, while it should be as close
to the sample surface as possible in order to reduce background noise.
The automatic mode, instead, operates by zeroing the current between probe
and sample, adjusting the probe potential to the surface potential of the sample
in order to zero the electric field in between them to get a vanishing electronic
coupling. This mode is used to acquire data on the sample, since the setup now
works as described in paragraph 2.3. Contrary to the previous case, the sig. mon.
is now 0, while the CPD can be a constant or an oscillating signal, depending on
the voltage applied to the sample.
Oscilloscope & Digital Multimeter
When operating in automatic mode, the output CPD signal given by the Kelvin
control module is monitored by a digital multimeter for DC measurements (fig.
3.8e) or by a DSO1012A digital oscilloscope for AC measurements.
When the manual mode is used to adjust the probe over the sample, the oscil-
loscope is instead used to monitor the output voltage of the sig. mon.. Together
with the built-in ammeter of the Kelvin control, it is used to make sure that the
probe is close enough to the sample to give a strong signal, but not close enough to
touch the sample. When this happens, the circuit overloads with current, lighting
the red LED next to the ammeter.
6but not the velocity, which has to be constant. This means that increasing the amplitude of
the oscillation increases the period, too
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(a) Kelvin probe measuring setup.
(b) Measuring probe (photo from cata-
logue). (c) Measuring probe and protection grid.
(d) Sample measuring layout.
(e) Modules from top to bottom: digi-
tal multimeter, Kelvin Control 07, function
generator.
Figure 3.8: Kelvin probe experimental setup.
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Function generator & DC power supply
The voltage biases required for the measurements are supplied by two different
modules: a DC power supply by PeakTech and a programmable function generator
HM8150 by Hameg Instruments. The DC power supply can be adjusted to output
a constant current or a constant voltage, as needed.
The function generator can output six different kinds of periodic signals: a
sinus wave, a rectangular wave, a triangular wave, a periodic impulse, a chainsaw
tooth wave and an arbitrary wave. These signals can be adjusted in amplitude and
frequency, and a constant offset can be added to the output signal. In all cases,
the output can be modelled by:
V1︸︷︷︸
DC
+ f(t, V0)︸ ︷︷ ︸
AC
(3.1)
where V1 is a constant offset and V0 the amplitude of the AC part.
3.4.2 FET probe station
Figure 3.9: Part of the FET probe station that was kept in the nitrogen-filled
glovebox. At the lower sides of the image, the gloves used to work inside the
glovebox are partly visible.
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The FET probe station is the apparatus that was used to measure the transfer
and output characteristics of the transistors and lies partly inside the nitrogen-
filled glovebox (fig. 3.9). The measuring module is a Keithley SCS4200 Parameter
Analyzer, which lies outside of the glovebox and allows to perform various tests
on many kinds of samples through a computer interface.
The samples under study lie inside the glovebox over an aluminum base. The
samples are connected to the module by applying needles of tungsten covered with
gold to the contacts, which can pierce through insulating layers when possible.
The needles are used both to apply a voltage bias to the electrodes of the sample
and to measure the current that flows through the sample.
The needles are moved by micrometers which allow movement in all three
directions. Moreover, a digital microscope is placed over the aluminum base and
it is connected to the computer interface in order to provide a zoomed view of
samples.
3.4.3 Sample Connection
The completed samples had to be connected to the measuring apparatuses in
order for measurements to begin. The connection was executed differently for the
transistor samples and the MIS capacitor samples.
Transistor samples
The transistor samples built on the silicon substrate used the substrate as gate.
Since, during the building process, some of the Parylene C used for encapsulation
had been accidentally deposited on the bottom of the samples, the bottom silicon
was painted with silver conducting paste, which would dissolve Parylene C and
ensure a conductive connection to the gate. The treated sample was then rested
on the aluminum base of the FET probe station over a copper plaque. The source
and drain contacts were contacted by being pierced through with the gold needles
of the probe, while a third needle was contacted to the copper plaque for the gate
connection.
The transistor samples built on glass substrates needed no further processing.
The contacting procedure required only piercing the contacts with the conductive
needles.
MIS capacitor samples
The capacitance area was confined by gently scratching the P3HT and Parylene C
at the surface of the sample, so as to create three isolated areas 5 mm by 20 mm,
each containing one charge carrier injecting top electrode. This meant that the
active area of the device for the measurement of lateral transport was around 15
mm in length, the top electrode being 4.75 mm in length. The scratching served
the double purpose of limiting the loss currents and to limit the measurements
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to one dimension. The gate contact was the same for all three electrodes. Each
electrode was then welded with silver paste to a thin copper wire, with which was
used to apply the required voltage biases (fig. 3.10a).
The gate of the MIS capacitor was also painted with silver paste and confined
from the top electrodes by scratching away the P3HT that had dripped from
the sides of the substrate during spin-coating. The external connection with the
copper wire was achieved on the top of the sample, so that the sample could lay
flat during the Kelvin probe measurements. The wire was attached with silver
paste to a small area from which the P3HT and Parylene C had been scratched
away and that had been connected with silver paste to the bottom gate.
To ensure that the wires had been connected correctly, all connections were
checked with a multimeter.
(a) MIS-capacitor with all three
top electrodes connected. The
scratching of the upper surface
to delimit the operation area is
present. The gate hasn’t been con-
nected yet.
(b) MIS-capacitor connected and laid on the copper
plate, under the Kelvin probe. Before measurement
could begin, the probe had to be lowered almost to
sample level.
Figure 3.10: Sample connection: MIS-capacitors.
To further ensure that the gate had the desired potential, the sample was laid
on a copper plaque, which for most measurements was grounded. This was done
also to ensure that the sample didn’t move during measurement, since the copper
plate was held in place by a spring (fig. 3.10a).
Since the connection of the gate required scratching away part of the top organic
coating, part of the channel length of one electrode per sample had to be destroyed.
This operation rendered the electrode unsuitable for measurement. Thus, the
choice of where to connect the gate was made by observing which of the three
electrodes seemed visually to have the most fabrication defects, or which was most
damaged by the scratching operation.
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Of the remaining two electrodes, both underwent measurement and were anal-
ysed.
3.5 Device Characterization
3.5.1 Areal capacitance of the devices
We can define Cˆ as the areal capacitance of a device, when it is considered as
a plane capacitor with plates given by the organic layer and the gate, be it a
transistor or a MIS-capacitor. Because of the Parylene C layer added on top of
the SiO2, this term is different for each batch of devices, because, while within
each run of the CVD machine the thickness layer deposited on the devices is
constant, it is almost impossible to deposit the same amount of Parylene C with
two different runs of the CVD machine. Thus, the thickness of the Parylene C
layer was measured for each sample with a Bruker DEKTAK XT surface profiler
multiple times, which were averaged to give a single value; the error assigned to
the measurement was the standard deviation of the mean.
Since the permittivities of SiO2 and Parylene C [31] are, respectively
SiO2 = 3.9
PC = 3.15
while the formula for the areal capacitance Cˆ is
Cˆi =
0i
di
i = SiO2, PC (3.2)
where di is the thickness of the layer under study, we can calculate the total
capacitance of the device by considering the two layers as series capacitors
Cˆtot =
(
Cˆ−1SiO2 + Cˆ
−1
PC
)−1
=
0SiO2PC
PC · dSiO2 + SiO2 · dPC
(3.3)
The error associated to the found value is given by error propagation.
σCˆtot =
√√√√( ∂Cˆtot
∂dSiO2
)2
σ2SiO2 +
(
∂Cˆtot
∂dPC
)2
σ2PC =
1
Cˆtot
√
2PCσ
2
dSiO2
+ 2SiO2σ
2
dPC
(PC · dSiO2 + SiO2 · dPC)
(3.4)
where σSiO2 and σPC are the standard deviations associated to the thicknesses of
the SiO2 and Parylene C layers.
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3.5.2 Characterisation of the Kelvin probe setup
In order to test the correctness of the response of the Kelvin probe, a linearity test
was executed by measuring the surface potential of a copper plate whose potential
was kept at constant known values by the DC power supply. The line expected
for a linear response should have a slope of 1.
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Figure 3.11: Test of the linearity of the response of the Kelvin probe.
The result of a linear interpolation of the data (fig. 3.11) is
Vprobe = (1.00± 0.01) · VCu + (0.50± 0.02)
The slope is well within one standard deviation from the expected value, therefore
the device responds correctly to external stimuli.
In an earlier work by the same group, further characterisation of the device
was made. It was found that the parasitic coupling of the probe was small enough
to allow measurements when:
d
a
< 6
where d is the mean distance between probe and sample, and a is the amplitude
of the probe oscillation [32]. Since this condition was fulfilled in this experiment,
we can assume parasitic coupling to be negligible.
3.5.3 Characterisation of the MIS capacitors
For each MIS capacitor sample, the best-fabricated device on each sample was
examined in detail. Each complete measurement consisted in five measurements
at increasing distance from the top electrode, which was expressed as the distance
between the rim of the electrode and the centre of the probe. This distance was
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increased by steps of 2mm between each run. Since the distance between the rim
of the electrode and the scratch encasing the semiconductor was in the order of
15 mm and since the probe is 3 mm wide, in order to avoid distortions due to
boundary effects or the influence of the electrode [32], the measurements were
taken at distances of 4 mm, 6 mm, 8 mm, 10 mm and 12 mm from the contact.
Before applying an external bias, the contact potential difference between the
sample and the probe was measured, which would then be subtracted from the
registered surface potential, thus yielding only the transient effects due to the bias.
This contact potential difference is given by the difference between work functions
of the sample and the probe, and it is constant in time.
The biases were chosen in order to always have a positive bias between drain
and gate,
Vd − Vg > 0 (3.5)
in order to have holes as charge carriers. This choice was made because P3HT has
a higher hole mobility than electron mobility, and because the contact between
P3HT and gold, one of the metals chosen for the injecting contacts, is ohmic
for holes. For all measurements with the Kelvin probe, the gate was grounded,
Vg = 0V.
Voltage loss
In a previous work it was observed that the surface potential, when applying
a constant voltage bias between the gate and the drain, was not constant but
decreased when the distance from the top electrode was increased. This meant
that the dielectric layer in the samples did not provide loss-tight insulation, which
may be due to coating defects in the SiO2 or parylene layer, or to the penetration
of charges through the parylene. It was observed, though, that adding the layer
of Parylene C over the SiO2 reduced the voltage losses by one order of magnitude
[32].
Batch Mean Parylene C thickness (nm) Voltage loss (V)
1 - 1.64
2 298.0±3.1 0.09
3 264.8±5.5 0.56
4 287.5±2.0 0.03
5 269.7±1.2 0.45
6 300.0±1.9 0.18
7 300.0±1.9 0.20
Table 3.1: Voltage losses measured at a distance of ∼10mm from the injecting
contact with a constant external bias of 8V.
In order to measure the voltage loss, the gate was grounded, while the drain was
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connected to the DC power supply. With this configuration, the surface potential
was measured with the digital multimeter at various distances of the probe from
the contact.
This measurement allowed to objectively verify the quality of the sample. More-
over it provided a test of the effects of adding the Parylene C layer over the SiO2,
which contributed significantly to the reduction of voltage losses. The measured
voltage losses at a 8V are reported in table 3.1. The effect of the Parylene C layer
is to reduce the losses of about an order of magnitude. The high losses in batches
3 and 5 are probably due to fabrication defects. The devices subjected to losses
higher than 0.20 V didn’t provide reliable results because the model, which will
be developed in the next chapter, partially failed to describe their behaviour.
Behaviour under external bias
As in the DC case, the gate of the MIS capacitor was grounded, while a periodic
voltage bias was applied to the drain by the function generator. For each bias, the
surface potential was measured with the oscilloscope at increasing distances from
the contact. The data was gathered and saved by the digital oscilloscope.
The frequency of the signal generated by the function generator was set at 0.01
Hz, which resulted in a period of 107s (0.009Hz), where the 7 second increase was
caused by the insufficient frequency resolution of the function generator.
One channel of the oscilloscope was connected to the CPD output of the Kelvin
control module, while the other measured the bias applied to the sample directly
from the function generator (fig. 3.12).
For each batch, the measurement was repeated for multiple values of V0 and
setting V0 = V1 (where V0 and V1 are, respectively, the AC amplitude and the DC
offset of the generic bias defined in eq. (3.1)), in order to compare the behaviour
of the devices for different applied biases.
3.5.4 Characterisation of the Transistors
For the transistor samples, output and transfer I/V characteristics were measured.
The data gathered with the latter measurement would then be used to extract
the charge carrier mobility of the P3HT layer and thus compare the mobilities
obtained in the on-state of the transistors and the lateral mobility obtained with
the MIS capacitor samples.
In fig. 3.13a and 3.13b an example measurement run is shown. For both
output and transfer characteristics, three voltage return sweeps were executed,
respectively varying the drain voltage Vd or the gate voltage Vg at a rate of 0.2Vs
−1
between about 0V to 80V and back. For the output sweeps Vg was set at the
constant values of -20V, -40V and -60V, while for the transfer sweeps Vd was set
at the constant values of -40V, -50V and -60V. During both kinds of measurement
the voltage of the source contact Vs was kept at 0V. Each sweep was executed both
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Figure 3.12: Example of the data gathered by the oscilloscope. Green line: applied
bias measured directly from the function generator. Yellow line: CPD output.
Since the CPD output gives the difference between the sample’s surface poten-
tial and the reference potential of the probe, in order to have the actual surface
potential the CPD output has to be multiplied by −1
for increasing and for decreasing values of Vg or Vd, in order to verify the absence
of hysteresis.
The blue lines in fig. 3.13a and 3.13b show the measured drain current Id,
while the red line shows the gate current Ig, which is a loss current and should
always remain at ∼ 10−10A in order for the transistor to work properly.
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(a) Example of output characteristics recorded with the FET probe station.
(b) Example of transfer characteristics recorded with the FET probe station. Slight
hysteresis is present.
Figure 3.13: Example of data gathered with the FET probe station. The unit for
the x-axes are Volt, the one for the y-axes is Ampere. In both cases the blue lines
represent the measured drain current Id, while the red line represents the gate
current Ig, which is a loss current and should always remain at ∼ 10−10A in order
for the transistor to work properly.
Chapter 4
Analysis of Experimental Results
4.1 Analysis of MIS capacitors
The MIS capacitors were subjected to measurement with the setup explained in the
previous chapter. The applied bias was chosen to be oscillating at positive values,
so as to always have a positive voltage difference between the two electrodes, and
it was composed of a DC offset and an AC oscillating contribution.
V1︸︷︷︸
DC
+ f(t, V0)︸ ︷︷ ︸
AC
These contributions were applied so that the applied voltage would vanish when-
ever f(t, V0) ≡ f(t) reached a minimum, by choosing the amplitude V0 of the
oscillating part equal to the constant offset.
V0 = V1
After the application of the bias, the surface potential of the MIS capacitor
was recorded with the Kelvin probe at multiple, increasing distances from the top
contact (fig. 4.1) in order to study the wave of charge carriers injected into and
ejected from the organic layer.
Using the minima of f(t) as trigger, a complete set of data gathered from the
oscilloscope at fixed V0 presented itself as in fig. 4.2. The labels of the various
sets refer to the distance between the edge of the top contact and the centre of the
measuring tip. The comparison between the measured applied bias and the surface
potential evolution suggests that, inside the organic layer, the signal changes shape:
it is dampened and subjected to a phase shift, thus qualitatively it can be said
that the lower the mobility, the bigger the deviation of the signal from the applied
bias is. In order to provide a quantitative estimate for the mobility, a model is
needed to describe our system, which will be developed by drawing inspiration
from a 1969 contribution by Burns describing the transmission of signals inside
the semiconducting layer in MOSFETs.
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Figure 4.1: Sketch of the vertical layout of the MIS capacitor and the Kelvin probe
during measurements. The surface potential was recorded at increasing distances
from the top contact in order to record the movement of charge carriers inside the
organic layer under a periodic bias.
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Figure 4.2: Example of a complete set of data gathered with the oscilloscope for
the time and spatial evolution of the surface potential, at an applied bias amplitude
V0 = 4V.
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4.1.1 Transit-Time Effects in an Organic Thin Film
When the electronic processes inside a field-effect transistor are considered, one
finds that the front wave of charges entering the channel can be modelled by a
series of resistors and capacitors (fig. 4.3). The resistors represent the penetration
of charges within the semiconducting layer and the capacitors model the accumu-
lation of charges in the channel. This system can therefore be described by the
transmission line equations, or telegrapher’s equations, when an external bias is
applied, making an analogy between the surface-potential change in our device
and the potential drop on the line. Since, in this model, we only need one charge-
injecting electrode, the MOSFET can be approximated to a diode by neglecting
the source electrode.
Figure 4.3: Transmission line schematics.
Let us consider an applied bias between the drain contact and the grounded
gate, modelled as a bias between the two parallel lines of the transmission line,
made of an oscillating AC bias f(t) of frequency ω and amplitude V0 and a DC
offset V1 = V0.
According to the transmission line equations, the surface potential at a distance
x away from the contact is given by [28]:
∂ψ(t, x)
∂t
=
µ
2
∂2ψ(t, x)2
∂x2
(4.1)
In all generality, it can be assumed that the surface potential is given by the sum
of a constant offset and an oscillating potential.
ψ(t, x) = φ0︸︷︷︸
DC
+ v(t, x)︸ ︷︷ ︸
AC
(4.2)
With this assumption, we linearize eq. (4.1) and execute a Fourier transform
on it. We consider Dirichlet and Neumann boundary conditions, respectively at
the contact and at the end of the organic layer,
v˜(ω, 0) = f˜(ω) (4.3)
∂v˜(ω, xˆ)
∂xˆ
∣∣∣∣
xˆ=1
= 0 (4.4)
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where v˜(ω, x) and f˜(ω) are, respectively the Fourier transform of v(t, x) and the
AC part of the external bias f(t), and xˆ = x/L. The first boundary conditions says
that the AC response of the device at the contact is equal to the AC stimulus,
while the second reflects the fact that the electric field at the furthest boundary
from the contact vanishes.
With these conditions, one obtains the differential equation governing the be-
haviour of the oscillating part of the surface potential.
iωτ · v˜(ω, xˆ) = ∂
2v˜(ω, xˆ)
∂xˆ2
(4.5)
This is a linear differential equation, which is much more easily solvable than eq.
(4.1). In eq. (4.5) we have introduced the time constant τ , which is given by
τ =
L2
µ · φ0 (4.6)
Response Function of the Sample
From eq. (4.5), if the form of the applied bias is known, it is possible to find the
response function of the device χ, which is defined as
v˜(ω, xˆ) = χ(ω, xˆ)f˜(ω) (4.7)
The response function is an intrinsic characteristic of the device and is independent
of the bias applied and can thus be used to predict the response of the system under
any kind of applied bias. By solving eq. (4.5), one finds that the response function
of a generic device that can be modelled with the transmission line equations under
AC-stimuli is
χ(ω, xˆ) =
cos
(
1−i√
2
√
ωτ(1− xˆ)
)
cos
(
1−i√
2
√
ωτ
) (4.8)
The complex terms in this equation predicts that the device will not only
respond to a stimulus by modifying the amplitude of the signal, but also its phase,
which can be studied by noticing that, when ωτ > 1, eq. (4.8) reduces to
χ(ω, xˆ) ' exp
(
−(1 + i)
√
ωτ
2
xˆ
)
(4.9)
which gives informations about the phase shift.
Creating a graph of these two functions (fig. 4.4), we can observe that the
response of the device is therefore severely dampened both when one moves away
from the injecting electrode and when the term ωτ shifts from the DC value of 0,
which means that the response would be maximized by low frequency stimuli.
The detailed calculations for this section are in Appendix A.
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(a) Amplitude of |χ| as a function of the distance from the electrode xˆ and ωτ . The
amplitude of the response is maximum for a DC or very low frequency signal.
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(b) Phase of χ as approximated in eq. (4.9). The maximum response around ωτ = 0 is
evident from the phase-shift pattern, too.
Figure 4.4: Characteristics of the response function |χ|.
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4.1.2 Theoretical Description of the Charging of a MIS
capacitor under a Periodic Bias
As we discussed in paragraph 4.1.1, the response function to an external oscillating
stimulus for a device approximated to a transmission line is given by eq. (4.8). By
inserting this in eq. (4.7), one can predict how the surface potential will evolve
at various distances from the contact under the influence of a generic bias. Both
these equations, though, are defined in the frequency domain: after choosing the
suitable AC function f(t) to describe the oscillating part of the bias and after
finding its expression f˜(ω) in the frequency domain, it will therefore be necessary
to execute an inverse Fourier transform to the result of eq. (4.7) in order to find
the evolution of the system in the time domain.
The results will then be fitted to the acquired data in order to verify the accu-
racy of the model and to extract pivotal informations about the semiconducting
layer.
The detailed calculations for this section are in Appendix B.
4.1.3 Harmonic Function
Since eq. (4.7) is defined in the frequency domain, the simplest periodic bias that
can be taken into account is a sinusoidal wave because it has only one frequency.
We can consider, for example, the function:
f(t) = V0 cos (ω0t) (4.10)
With this expression for the bias, its Fourier transform is:
f˜(ω) =
V0
2
(δ(ω − ω0) + δ(ω + ω0)) (4.11)
which, by boundary condition (4.3), is equal to v˜(ω, 0).
We find that eq. (4.7) in the frequency domain is given, in this case, by
v˜(ω, xˆ) =
V0
2
·
cos
(
1−i√
2
√
ωτ(1− xˆ)
)
cos
(
1−i√
2
√
ωτ
) (δ(ω − ω0) + δ(ω + ω0)) (4.12)
In order to return to the time domain, we need to execute an inverse Fourier
transform. If we define tˆ = τ/t and Ω = ω0τ , where τ is defined in eq. (4.6), this
operation yields:
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v(tˆ, xˆ) =
V0
cos
(√
2Ω
)
+ cosh
(√
2Ω
) ·
·
{
cos
(
Ωtˆ
)(
cos
(
(xˆ− 2)
√
Ω
2
)
cosh
(
xˆ
√
Ω
2
)
+ cos
(
xˆ
√
Ω
2
)
cosh
(
(xˆ− 2)
√
Ω
2
))
+
− sin (Ωtˆ)(sin((xˆ− 2)√Ω
2
)
sinh
(
xˆ
√
Ω
2
)
+ sin
(
xˆ
√
Ω
2
)
sinh
(
(xˆ− 2)
√
Ω
2
))}
(4.13)
4.1.4 Chainsaw Tooth Function
As seen in the previous paragraph, the Fourier transform of an harmonic function
is an easy operation but this kind of function doesn’t provide a clear separation
point between the injection and ejection phases of the experiment. Thus, in order
to be able to see this difference clearly and in order to create an analogy with
the experiment described in paragraph 2.3.2 and this work, it was chosen to work
with a bias described by a chainsaw tooth function, or triangular function, whose
fundamental oscillation is given by
f(t) = V0 ·
(
1− 2t
T
sgn(t)
)
(4.14)
where 2T is the period of the oscillation. Since f(t) increases linearly with time,
this implies that the voltage, and thus the electric field, between the contacts are
also linear in time, which in turn imply that the density of charge carriers and the
injection current are linear in time, too.
The Fourier series of eq. (4.14) is given by the following expression:
f(t) =
∞∑
n=−∞
Cne
inω0t =
∞∑
n=−∞
4V0
pi2(2n− 1)2 e
i(2n−1)ω0t (4.15)
where 2T is the period of the bias and ω0 = pi · T−1. Because of the presence
of sharp angles where the function is not differentiable, the Fourier series has an
infinite number of terms.
In order to find the surface potential, we need to find its Fourier series and
combine it with eq. (4.7), the surface potential oscillations are given by
v(t, xˆ) =
∞∑
n=−∞
v˜(ωn, xˆ) e
iωnt =
∞∑
n=−∞
χ(ωn, x) · Cn eiωnt =
∞∑
n=−∞
n odd
4V0
pi2n2
cos
(
1−i√
2
√
npiτ
T
(1− xˆ)
)
cos
(
1−i√
2
√
npiτ
T
) einpiT t (4.16)
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Figure 4.5: Normalised chainsaw tooth, or triangle, function, given by repetitions
of the fundamental oscillation (4.14): f(t+ n · 2T ), n ∈ Z.
where ωn = n · ω0. In this expression, by remembering the definition of ω0, we
have eliminated the frequency dependence. The calculation yields:
v(t, xˆ) =
∞∑
n=1
n odd
4V0
pi2n2
1
cosh(
√
2npiτ0) + cos(
√
2npiτ0)
·
·
{
cos
(npi
T
t
)[
cosh
(√
npiτ0
2
xˆ
)
cos
(√
npiτ0
2
(xˆ− 2)
)
+
+ cos
(√
npiτ0
2
xˆ
)
cosh
(√
npiτ0
2
(xˆ− 2)
)]
+
− sin
(npi
T
t
)[
sinh
(√
npiτ0
2
xˆ
)
sin
(√
npiτ0
2
(xˆ− 2)
)
+
+ sin
(√
npiτ0
2
xˆ
)
sinh
(√
npiτ0
2
(xˆ− 2)
)]}
(4.17)
where the quantities t0 = t/T and τ0 = τ/T were defined.
In order to proceed with the analysis, this infinite sum was truncated at n=20,
which provided accurate analysis results while optimising the computation time.
4.2 Analysis
The data gathered from the oscilloscope was saved in three-columned files, that
were:
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1. the time elapsed from the beginning of the measurement;
2. the signal from the function generator, which was used as bias applied to the
sample;
3. the signal from the CPD output of the Kelvin control module, that repre-
sented the contact potential difference between the sample and the Kelvin
probe tip.
Before the analysis could take place, the raw data had to be processed. Firstly,
the time axis was shifted so that, for each measurement with fixed V1 = V0, all
subsets of data gathered at increasing distances from the contact were triggered
at a minimum of f(t).
Secondly, the surface potential of the sample was extrapolated from the CPD
signal by subtracting the contact potential difference that had been measured
before applying the external bias. The result of this operation was then inverted
in sign in order to have the actual surface potential of the sample, since the CPD
signal gave instead the difference between the sample’s surface potential and the
reference potential of the probe.
Lastly, a data matrix was created with all subsets of a single measurement with
fixed V1 = V0.
The processed data could then be analysed by a script written with the analysis
program Mathematica.
Disclaimer on the Determination of Errors to the Data
The determination of experimental errors in measurements obtained from organic
semiconductors is not an easy matter. The uncertainty in the results is given by
the extreme difficulty to produce two samples that are exactly the same and by
the natural degradation that the organic semiconductor after synthesis. Moreover,
slight changes in the atmospheric conditions under which the measurement is taken
may lead to significantly different results. Because of this huge variability, in
literature results are often given only as an order of magnitude[4, 5].
Reported values of hole mobility for P3HT, in general, range from ∼ 10−5
to ∼ 10−1cm2V−1s−1, depending on the amorphousness of the obtained film and
the regioregularity of the employed polymer[5]. Considering only measurements
executed at room temperature on spin-coated P3HT, the uncertainty decreases,
with literature-reported values of µ ∼ 10−3cm2V−1s−1[13, 15].
The errors assigned to the data presented in this chapter, therefore, are only a
statistical result of the data gathering and analysis, and do not reflect the actual
variations of hole mobility in spin-coated P3HT measured at room temperature.
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4.2.1 Fitting the Data
The processed data was fitted using the appropriate v(t, xˆ). The fitting procedure
was executed at the same time on all the runs that constituted a single measure-
ment and it involved five parameters:
• the half period of the signal T for the chainsaw bias, or the fundamental
oscillation ω0 for the harmonic bias;
• the constant offset voltage φ0;
• the parameter V0 in v(t, xˆ), which corresponds to the amplitude of the applied
oscillating bias f(t);
• the time constant characteristic to the device τ ;
• the phase-shift with respect to the DAQ trigger, since data was triggered at
a minimum of the applied bias but the model was constructed assuming a
maximum in t = 0s.
from which an estimate for the mobility could be inferred by inserting the values
given by the fit in (4.6).
Disruptive effects of traps and losses.
The φ0 and V0 were extrapolated from the fit of the data gathered away from the
contact in order to find the effective external voltage felt by the device, which
could be different from the bias we applied at the contact because of the presence
of losses or long-lived trapped charges. The comparison between the extrapolation
of the effective bias felt by the device with the actual bias measured directly from
the function generator provided us with a qualitative estimate for the goodness of
our device and, in most samples, allowed us to ignore the contributions of losses
or trapped charges.
Both the presence of traps and that of losses could have a serious influence on
the data, hindering the analysis process and modifying the effective applied bias
felt by the device.
The expected effect of traps would be to increase the residual charge inside the
organic layer, which would increase the value of the DC surface potential offset φ0,
which without the presence of traps would be equal to V1 = V0. Since the surface
potential cannot reach higher voltages than the ones applied, this would mean also
a dampening in the amplitude of v(t, xˆ) and therefore a lower value of V0.
The effect of losses, instead, would have the inverse effect on the offset φ0 and
decrease its value. This would also mean a dampening in the amplitude of v(t, xˆ).
The combined effect of traps and losses would be expected to leave the offset
more or less at the same voltage, but dampen the estimate for V0. As hinted
in paragraph 3.5.3, the model didn’t work well on batches 3, 5 and especially 1
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Figure 4.6: Expected trends of the effective bias felt by the device in the presence
of losses or traps (yellow line), compared to the actual applied bias (blue line). In
both cases, the constant offset felt by the device (green line) would shift from the
applied DC offset of 1.0.
because of the too high voltage losses along the devices, which led to the partial
failure of the fitting procedure.
The influence of high losses is clearly visible in the data gathered for batch 1:
in fig. 4.7, the effect described in fig. 4.6a is clearly visible, with a dampening of
the signal. Moreover, the measured value for V0 decreases from 4.38V at a distance
from the top contact of 4 mm, already 0.62V lower than the applied value of 5V,
to 4.16V at a distance of 12 mm: this means that the effect of traps, in comparison
to that of losses, is negligible.
This effect is even more clearly visible when the data are fitted to the model (fig.
4.7): the effective applied bias extrapolated from the model reproduces exactly the
trend hypothesised in fig. 4.6a.
The data for batches 3 and 5 reproduce, in smaller measure, the problems that
aﬄict the batch 1 data.
4.2.2 Chaisaw fit results
Each of the samples was subjected to multiple measurements with increasing V1 =
V0. For all of the batches, the highest applied voltages were reached with the
applied bias with V1 = V0 = 5V, which was used to compare the devices. The
results of the fits are in table 4.1, where the trigger phase-shift and the half period
T , which in all cases was successfully found to be ∼ 53s by the fit, were not
reported because they are not relevant for the analysis of the devices.
The errors on the parameters were the ones extracted from the fit combined
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Figure 4.7: Attempt at analysis for batch 1 data, unreliable because of the influ-
ence of high losses. Blue dots: applied bias measured directly from the function
generator. Otherwise coloured dots: data gathered with the Kelvin probe at in-
creasing distances from the injecting contact. Red lines: fitted model. Because
of the high losses of the device, the effective applied bias calculated from the fit
doesn’t match the actual applied bias.
with the measurement error given by the oscilloscope through error propagation.
The effect of the losses discussed in paragraph 4.2.1 can be seen in the predicted
values of φ0 which only for batches 1, 3 and 5 has smaller values than the applied
value V1 = 5V. Meanwhile, the values for V0 were all within 2σ from the applied
value of 5V.
The values of τ can’t be directly compared between different batches, since,
due to the fabrication procedure, there are small variations in the order of 0.5mm
in the length of the channel of each device.
Examples of fitted data (batches 2 and 4) can be seen in fig. 4.8. In both cases
the extrapolated shape of the effective applied bias coincides almost exactly with
the actual applied bias. The imprecise reproduction of the shape in fig. 4.8a is due
to the difficulty of finding the exact alignment between edge of the top contact and
centre of the Kelvin probe, leading to a systematic error of the order of 0.1mm in
the determination of the distance between probe and top contact.
4.2. ANALYSIS 57
◆ Applied bias◆ 4. mm◆ 6. mm◆ 8. mm◆ 10. mm◆ 12. mm
0 50 100 150
0
2
4
6
8
10
Time (s)
V
ol
ta
ge
(V)
(a) Batch 2, gold top contact, V0 = 5V.
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(b) Batch 4, silver top contact, V0 = 5V.
Figure 4.8: Examples of fitted functions for batch 2 and batch 4 for amplitude
V0 = 5V. Blue dots: applied bias measured directly from the function generator;
otherwise coloured dots: data gathered with the Kelvin probe at increasing dis-
tances from the contact; black lines: fitted model. In both cases, the extrapolated
applied bias, which is the effective voltage bias felt by the organic film, reproduces
very well the actual applied bias.
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Batch V1 (V) φ0 (V) τ (s)
1 4.34 ± 0.15 4.13 ± 0.15 39.16 ± 1.20
2 4.71 ± 0.15 5.02 ± 0.16 76.71 ± 1.20
3 4.77 ± 0.15 4.71 ± 0.15 56.56 ± 3.01
4 4.89 ± 0.16 5.18 ± 0.16 54.36 ± 1.20
5 5.07 ± 0.16 4.84 ± 0.15 78.31 ± 1.20
6 5.00 ± 0.16 5.21 ± 0.16 46.16 ± 1.20
7 4.92 ± 0.16 5.13 ± 0.16 22.10 ± 1.20
Table 4.1: Fit results for the V1 = V0 = 5V measurements.
4.2.3 Mobility calculation
From the time constant τ provided by the fit, it was possible to calculate the
mobility for the P3HT using eq. (4.6).
µ =
L2
τφ0
(4.18)
By repeating the analysis for each sample1 with multiple bias amplitudes V0, it
was found that for all batches the estimates of µ decreased with increasing φ0, that
is with increasing charge carrier densities (fig. 4.9a). This is an unusual behaviour
for the mobility, contrary to what is usually reported in literature: µ has been
mostly observed to follow a positive trend with the increase of the charge carrier
density[11, 15] (fig. 4.9b).
In order to understand this unexpected behaviour, some considerations about
the samples and their fabrication procedure must be made.
As mentioned above, the presence of oxygen doping in P3HT is known to change
the electrical properties of the organic semiconductor. Oxygen contamination was
reduced as much as possible during sample fabrication, but some exposure to
air was unavoidable while preparing the samples for the CVD deposition of the
encapsulating Parylene C layer.
Moreover, the thick encasing layer of Parylene C deposited on the finished
samples does indeed provide protection from oxygen and humidity infiltration to
the semiconducting layer, but it is nonetheless permeable to gasses: this charac-
teristics in some cases has a positive influence on experiments, such as when the
samples left in a nitrogen-filled glovebox are able to outgas the oxygen infiltrated
in the organic layer[30], but negative in others: in the case of our diodes, the
measurements forced the samples to remain in air for hours.
Finally, the trap states are present at the interface between the SiO2 and the
organic layer, too. It has been shown that these traps can be passivated by de-
1The analysis for the MIS capacitor of batch 1 was interrupted here because the purpose in
its construction was to verify results obtained in previous works by the same research group.
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(a) Trend of charge carrier mobility extracted from the series of measurements executed
with multiple bias amplitudes V0. The x-coordinate assigned to each measurement is
the effective applied bias φ0 calculated from the fit, which is proportional to the charge
carrier density.
(b) Example of the literature-known dependance of the mobility µ on the charge carrier
density p.
Figure 4.9: Trends of µ extrapolated from the Kelvin probe measurements and
literature-known. The x-axes of the two figures are proportional to one another
since the effective applied bias is proportional to the charge carrier density p.
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position of a Parylene C layer, which, though, allows a slow seepage of charges
anyway, which in turn can fill the trap states of the SiO2[16].
In fact, negative dependence of the mobility on the applied electric field has
been reported in literature for conjugated polymers in general[12, 15] and P3HT
in particular[13, 14], and it was usually attributed to spatial disorder or to the
presence of dopant molecules. By taking into consideration the fabrication process
of the samples and the measurement procedure, the latter explanation seems the
most probable.
These considerations hinted at the necessity to correct the first estimates for the
mobility considering the contribution of doping charges to the transient electronic
processes. The description of the devices made with the transmission line equations
was updated so that the current included the contribution qNl, where q is the
elementary charge and Nl is the linear density of doping charges (calculations
made in paragraph A.2.1).
This procedure allowed to arrive to a new definition of the transient time τtr,
introduced in eq. (4.6), as a function of the time constant extracted from the fit
τm. From this, we arrive at the following expression, where the only unknown
terms are the areal density of charge carriers Nˆ and the mobility µ.
L2
φ0 · τm = µ
(
1 +
qNˆ
Cˆ
1
φ0
)
(4.19)
The value of Cˆ is the areal capacitance of the insulating layer of the MIS
capacitors and is found combining the capacitances of SiO2 and parylene C, whose
thicknesses and dielectric constants are known (table 3.1).
Batch Cˆ (F ·m−2)
1 (1.38± 0.07) · 10−4
2 (5.58± 0.11) · 10−5
3 (5.97± 0.15) · 10−5
4 (5.70± 0.12) · 10−5
5 (5.91± 0.13) · 10−5
6 (5.55± 0.24) · 10−5
7 (5.55± 0.24) · 10−5
Table 4.2: Areal capacitance of the insulating layer of the MIS capacitors.
The unknown values Nˆ and µ were found executing the linear fit a ·x+ b of eq.
(4.19) on the data reported in fig. 4.9a, by using φ−10 as ordinate and L
2 · φ−10 τ−1
as abscissa (fig. 4.10). The statistical errors were assigned using error propagation
on the errors given by the fitting procedure (tab. 4.3).
Naming σa and σb the standard deviations on the slope and intercept, respec-
tively, of the line extracted from the fit, the following expressions give the desired
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(a) Batch 2, Au top contact.
(b) Batch 4, Ag top contact.
Figure 4.10: Examples of the linear fit of eq. (4.19), both for Au (batch 2) and
Ag (batch 4) top contacts. For each batch, all mobilities calculated with different
V0 with eq. (4.18) were used to find a single value for µ, given by the intercept of
the fitted line.
values and connected statistical errors.
µ = b (4.20)
σµ = σb (4.21)
Nˆ =
Cˆa
b · q (4.22)
σNˆ = Nˆ
√(σa
a
)2
+
(σb
b
)2
+
(
σCˆ
Cˆ
)2
(4.23)
62 CHAPTER 4. ANALYSIS OF EXPERIMENTAL RESULTS
Batch µ
(
cm2 · V−1 · s−1) Nˆ (cm−2)
2 (1.81± 0.36) · 10−3 (4.70± 0.96) · 1011
3 (3.30± 2.42) · 10−3 (4.52± 3.38) · 1011
4 (3.02± 0.55) · 10−3 (4.07± 0.76) · 1011
6 (2.35± 0.16) · 10−3 (5.49± 0.44) · 1011
7 (1.72± 1.07) · 10−3 (1.47± 0.92) · 1012
Table 4.3: Results obtained by processing the linear fit of (4.19).
In general, these values for mobility and areal dopant density Nˆ in good accord
with literature-known measurements of analogous devices, where values of µ ∼
103cm2 · V−1 · s−1 and Nˆ ' 4 · 1011 cm−2 have been reported[15, 30].
Batches 6 and 7 were accidentally left for hours in air before the protective
Parylene C encapsulation layer was deposited. The measurements on these samples
were therefore executed after leaving the samples in storage for two weeks inside
the nitrogen-filled glovebox, in order to allow the outgassing of the excess oxygen
through the Parylene C. The batch 6 sample seems to have successfully outgassed
the dopant oxygen, acquiring values for Nˆ similar to those of the other batches.
The same cannot be said for the batch 7 sample, which has an estimate for Nˆ
that is two to three times higher than the values found for the other samples and
in literature, but the estimate for µ is in accord with literature and the other
estimates.
As it has already been hinted, the analysis for batches 3 and 5 would not be
reliable because of the relatively high voltage leakage. This led to higher statistical
errors for batch 3, while the results found for batch 5 are not reported because
they are inconsistent.
By taking the weighted mean of the values in tab. 4.3, a value of the mobility for
spin-coated regioregular P3HT examined under ambient conditions can be given
for gold and silver injecting electrodes.
µAu = (2.26± 0.15) · 10−3 cm2 · V−1 · s−1
µAg = (2.75± 0.49) · 10−3 cm2 · V−1 · s−1
Both these values are in good accord with the literature values of ∼ 10−3cm2 ·
V−1 · s−1, which means that the model developed for lateral transport inside the
organic layer of a MIS capacitor is successful in predicting the mobility for spin-
coated regioregular P3HT.
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(a) Output characteristics.
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(b) Transfer characteristics. The saturation regime is present at low values of Vg, where
the curves coincide.
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(c) Modified transfer characteristics for the extraction of mobility. By plotting
√
Id, the
saturation regime is clearly visible as the linear part of the curves.
Figure 4.11: Examples of transistor data gathered with the FET probe, both for
Au (batch 6, right side) and Ag (batch 4, left side) top contacts.
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4.3 FET Probe Station Data
4.3.1 Extraction of µ from Transistor Transfer Character-
istics
The output characteristics were measured by executing three voltage sweeps on the
voltage of the drain Vd from about 0 to -80V while the gate voltage Vg was set at
the constant values of -20V, -40V and -60V. Likewise, the transfer characteristics
were measured by executing three voltage sweeps on Vg by setting Vd to -40V,
-50V and -60V. During both measurements the voltage of the source contact Vs
was kept at 0V.
Each sweep was executed both for increasing and for decreasing values of Vg or
Vd, in order to verify the absence of hysteresis. The transistor, samples built simul-
taneously with the MIS capacitor samples, work as expected, with good transfer
and output characteristics (fig. 4.11).
As test of the correctness of the of the analysis on the MIS capacitor sam-
ples, the charge carrier mobility was extracted from the transistors’ transfer I/V
characteristics using eq. (4.24).
The expectation, since the voltages reached with the transistor samples are
almost one order of magnitude higher than the ones reached by the diode samples,
is that this method would provide a higher estimate for the mobility than the one
found with the MIS capacitor samples.[11].
Extraction of the mobility
By observing eq. (2.6), it can be noticed that the drain current in the saturation
regime |Vd| > |Vg| depends only on Vg, not Vd.
√
Id =
√
CˆW
2L
√
µ(Vg − Vth) (4.24)
Therefore, by executing a simple linear fit on the transfer characteristics graph,
modified so as to have axes
(
Vg, I
1/2
d
)
, it is possible to extract the mobility µ and
the threshold voltage Vth of the device.
From the slope m of the fitted line, an for the mobility can be found, using the
formula:
µ = m2
2L
CˆW
(4.25)
σµ =
2L
CˆW
·
√
m2
(
4 · σ2m +
m2
Cˆ2
σ2
Cˆ
)
(4.26)
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From the intercept q of the fitted line, an estimate for the threshold voltage
can be found, using the formula:
Vth = −m
q
(4.27)
σVth =
√√√√ 1
m2
·
(
σ2m
(
m
q
)2
+ σ2q
)
(4.28)
The σm and σq are given by the linear fit and are the standard deviation.
For each set of transfer characteristics data with Vd = (−40V,−50V,−60V),
the zone of each curve for which Vd  Vg was identified (fig. 4.11c). Since, for each
sweep, each Vg value was measured twice, it was possible to linearly fit each curve
twice, once with increasing and once with decreasing values of Vg, thus obtaining
six straight lines for each set of measurements.
Since each measurement consisted on three voltage sweeps executed for increas-
ing and decreasing values of Vg, the linear fit could be executed six times for each
transistor, yielding six estimates for the mobility and the threshold voltage. A
weighted mean was executed on the parameters extracted from each transistor,
yielding the results in table 4.4. As for the MIS capacitor, the results for batch 5
were not reported because they are inconsistent.
Batch µ
(
cm2 · V−1 · s−1) Vth (V)
1 (1.81±0.01)·10−3 45.54± 0.03
2 (1.18±0.01)·10−3 30.36±0.05
3 (2.68±0.03)·10−3 43.32±0.02
4 (4.23±0.04)·10−3 0.46±0.01
6 (1.28±0.03)·10−2 6.69±0.01
7 (7.13±0.07)·10−3 5.26± 0.02
Table 4.4: Results from the analysis on the data gathered from OFETs.
Again, the reader is reminded that the errors are so small because they are
only statistical errors that can’t take into account the sample variability given by
fabrication and handling.
Some batches have very high values of Vth, which should be around ∼3V. This
is probably due to initiating the first sweep at values higher than 0V: it has been
reported in literature that executing voltage sweeps on an organic semiconductor
may lead to the capture of charge carriers by trap-levels created by the presence of
oxygen doping, which leads to a shift in Vth[30]. It is possible that the same hap-
pened here, with the samples having some residual doping and being accidentally
illuminated during measurements.
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The influence of the accidental higher doping on batches 6 and 7 is visible in
the mobility estimate: µ increases with doping, thus batches 6 and 7 have higher
values of µ than the other samples.
The weighted mean of the values in tab. 4.4 can be calculated for gold and
silver top electrodes (excluding batch 1 because of its too high losses).
µAu = (1.34± 0.01) · 10−3 cm2 · V−1 · s−1 (4.29)
µAg = (4.94± 0.03) · 10−3 cm2 · V−1 · s−1 (4.30)
These results are in good accord with literature values of these values are
in good accord with the literature values for spin-coated regioregular P3HT of
µ ∼ 10−3cm2V−1s−1. As was the case with the MIS capacitors, there are no
relevant differences between the silver and gold contacts visible.
The mobility values are similar to those found for the MIS capacitors, even
though the applied voltages are one order of magnitude higher. The reason is that
the charge carrier bias is proportional to V − Vth.
The voltage threshold for the MIS capacitors can be found with the formula
e · Nˆ
Cˆ
(4.31)
which for our transistors yields threshold voltages between -11V and -16V for
batches 2, 3, 4 and 6 and ∼-42V for batch 7 because of the high doping.
This means that the effective bias for the MIS and the transistors was in the
same order of magnitude of ∼10V, thus the charge carrier density, proportional
to V − Vth, was of the same order of magnitude in both cases. This is why the
mobility results are so similar.
4.4 Comparison Between Ag and Au Electrodes
As we have seen, the mobilities calculated for MIS capacitors with the silver and
gold contacts were of the same order of magnitude as the one expected from
literature and they were in good accord with the one extracted from transistor
samples, even though the applied fields were one order of magnitude higher in
the latter case. Moreover, the extrapolated applied bias reproduced very well the
actual bias applied to the MIS capacitors, irrespective of the injecting contact
material.
This might seem odd, since the comparisons between the Fermi levels of silver
and gold with the molecular orbitals of P3HT predict the following: the Ag-
P3HT contact should create a Schottky barrier for hole injection into the organic
semiconductor of about 0.8eV, while this barrier should be absent or negligible for
hole injection into the organic semiconductor at the contact Au-P3HT.
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Therefore, the current injected from gold, being injected from an ohmic contact,
is limited only by the ability of the organic bulk to transport charges and it can
be used to study the mobility.
The same cannot be said for the current injected from silver: as a rule of thumb,
injection limited (IL) current in polymers with mobilities comparable with that of
P3HT may arise when the Schottky barrier is higher than 0.3 - 0.4 eV[4].
Since it cannot be ruled out a priori that the current injected from the Ag elec-
trode be an IL current, some considerations must be made about what influences
this kind of current would have on the measurements.
Since the presence of the Schottky barrier limits injection but not ejection of
charges, the IL current would lead to asymmetric I/V characteristics. What would
be seen from the Kelvin probe measurements with a IL current would therefore
be a drop of the DC offset φ0, an increase in the time constant τ and a drop of
the AC amplitude V0. If the barrier and the current were too large, the potential
bias might even be deformed entering the channel and thus the model developed
for MIS capacitors would fail, since the shape of the effective applied bias would
be unknown.
This, though, as we have seen, is not what happens: the model describes very
well the response of the MIS capacitors, also of those with an Ag contact, and
neither the AC amplitude V0 nor the DC offset φ0 are significantly modified by
injection.
The reason is the extremely low injection currents due to the very low frequency
of the bias applied, which allows time for the charges to overcome the Schottky
barrier.
The current flowing in the MIS capacitor per unit width is given by (manipu-
lating eq. (A.10)):
IW = CˆL
1
τ
∂v(t, x)
∂xˆ
(4.32)
For an applied harmonic bias of frequency ω and amplitude V0, and in the limit
ωτ  1, the current flowing at the contact per unit width is given by:
IW = CˆL
√
ω
τ
V0 (4.33)
For the samples in this work, where Cˆ ∼ 5 · 10−5 F ·m−1, V ∼ 5V, L ∼ 15mm,
τ ∼ 50s (tab. 4.1), ω = 2pi
T
=
2pi
107s
∼ 2pi · 0.01Hz, we obtain
IW ∼ 10−7 A ·m−1 (4.34)
which is two order of magnitude smaller than the transistor current at the same
applied potential (∼ 10−5 A · m−1). Low frequency and thus low currents might
explain why there is no observable difference between the samples with gold or
silver contacts.
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4.5 Summary of Results
In this chapter, a model for a generic MIS-like structure was developed, modelling
the wave of charge carriers entering the device with the transfer line equations.
The model was applied to the data gathered at various distances from the
injecting contact with the Kelvin probe for fixed values of the AC amplitude V0 of
the applied bias, and it allowed extrapolate the effective potential felt by the device
through the channel, ensuring that the signal was not warped during injection.
From the fitted model, it was possible to extrapolate the time constant τ , from
which the mobility µ was calculated using the formula:
µ =
L2
τφ0
Repeating the analysis for measurements with increasing AC amplitudes V0, a
negative dependence of the mobility µ from the effective DC offset φ0 was found.
Examining the conditions of fabrication and handling of the devices, and research-
ing literature, the unusual negative dependence was attributed to the presence
of doping inside the material. The model was updated taking into account the
contribution to the current of doping charges, which led to a new definition of τ :
L2
φ0 · τm = µ
(
1 +
qNˆ
Cˆ
1
φ0
)
For each batch all the results calculated with the previous definition of tau
were used to execute a linear fit of this equation, yielding a single value of µ
for each sample. This method yielded as a side product also the charge carrier
concentration Nˆ .
In order to check the mobility results obtained with the MIS model, the tran-
sistor transfer characteristics were analysed in the regime Vd  Vg. The data
gathered in this interval were fitted using the formula
√
Id =
√
CˆW
2L
√
µ(Vg − Vth)
This yielded, for each batch, another estimate for the charge carrier mobility
of P3HT independent from the MIS model.
For each batch, the current-injecting electrode had been chosen to be either
Au or Ag. For each kind of electrode, the results were averaged and are reported
in the table below.
MIS capacitors Transistors
µAu
(
cm2 · V−1 · s−1) (2.26± 0.15) · 10−3 (1.34± 0.01) · 10−3
µAg
(
cm2 · V−1 · s−1) (2.75± 0.49) · 10−3 (4.94± 0.03) · 10−3
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We remind the reader that the errors have only statistical significance, since they
are extracted from the analysis and cannot take into account the variability given
by sample fabrication and handling, and by the natural decay of the semiconductor
after synthesis.
The devices behave in the same way with both kinds of electrodes, even though,
for hole injection, there is a Schottky barrier between Ag and P3HT while Au cre-
ates ohmic contacts with P3HT. The similarity between the two kinds of contacts
descends, probably, from the low frequencies used, which allow the charges time
to overcome the Schottky barrier.
The estimates for the mobilities are in good accord with literature, where values
of µ ∼ 10−3cm2V−1s−1 have been reported, both for transistor and MIS capacitor
samples. The model developed in this chapter was therefore successful in predicting
the mobility for regioregular P3HT spin-coated samples measured under ambient
conditions. Therefore, it provides a new, contactless way to infer the transfer
characteristics of P3HT at very low applied currents.
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Chapter 5
Conclusions
In this work, a description for transient electronic processes inside MIS capacitors
subjected to a periodic bias was developed. It was based on experimental mea-
surements on organic macroscopic devices with an external periodic bias applied
examining the surface potential of the channel with a macroscopic Kelvin probe.
Custom samples were built with a channel length of about 15mm based on
regioregular poly(3-hexylthiophene-2,5-diyl) (P3HT) and subjected to a very low
frequency bias (∼ 0.01Hz). The charges were drawn into the organic layer by
capacitive coupling between the top and the bottom contacts, and the wave of
charge carriers injected into the organic layer was observed with the Kelvin probe in
the steady state at various distances from the injecting contact. The measurements
demonstrated that charge carriers inside P3HT are able to spread laterally over
distances in the order of centimetres when an electric field is used to inject them
inside the organic layer. It was observed that, due to the small velocity of charge
carriers, the externally applied bias was dampened and subjected to a phase shift
when moving away from the injecting contact.
Based on these observations, a theoretical model for the device was developed
describing the wave of charge carriers entering the organic layer of the MIS ca-
pacitor with the transfer line equations. Through this description, it was possible
to arrive at the response function of de device. Combining the response function
with the known shape of the applied bias allowed to successfully predict the time
and spatial evolution of the surface potential of the device measured by the Kelvin
probe.
The analysis based on the model led to results which are in good accord with
literature, with a mobility of ∼ 10−3cm2 · V−1 · s−1, and allowed to develop a
new contactless method for the determination of lateral charge carrier mobility at
low currents. This method, being based on the use of a Kelvin probe, allows to
study the transfer characteristics of the organic semiconductor without touching
the organic layer or interfering with the electronic processes inside the device.
As a side product of the analysis, it was also possible to determine the areal
density of dopant molecules present inside the organic semiconducting layer, which
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was also in good accord with literature with values of ∼ 1011cm−2.
As further verification for our results, transistor samples were built simultane-
ously with the MIS capacitors with the same vertical layout. After measuring their
characteristics and verifying that the transistor worked correctly, an independent
estimate for the mobility for P3HT was extracted from the I/V transfer charac-
teristics of the transistors, which confirmed the estimate of µ ∼ 10−3cm2V−1s−1
found with the MIS capacitors.
In order to compare the effects of an ohmic contact against a contact with a
significant Schottky barrier, the samples were built either with gold or silver inject-
ing contact. In the end, the mobility measurements showed no differences between
the samples with silver or gold injecting contacts either with the transistor sam-
ples or the MIS capacitors. Moreover, for MIS capacitors the extrapolated applied
bias reproduced very well the actual applied bias, and the transistor character-
istics of the devices were similar, irrespective of the injecting contact material.
This indifference to the presence of an injection barrier is probably due to the
small frequencies used, which allows charge injection through the barrier through
tunneling.
Appendix A
Electronic Processes Involved in
Charging and Discharging of a
Transistor
A.1 Description of a FET with the Telegrapher’s
equations.
It is known from literature that, under low frequency stimuli, the performance of a
MOSFET with a channel of length L and width W can be analysed by modelling
the channel as a RC transmission line, where the voltage inside the line is a function
of both time and distance[28]. This description can be applied to OFETs because
of the analogies they have with MOSFETs.
The resistances represent the channel, while the capacitors represent the ca-
pacitive coupling between the channel and the gate, which draws the charges in
the channel.
In order to set down the telegrapher’s equations, that solve the transmission
line, we need to consider a ∆x portion of channel. Let’s consider the lower line as
grounded, so that the potential change is limited to the upper line. The resistance
and capacitance per unit length ∆x are Rl and Cl . There might be a leak in the
transmission line, which we indicate with 1/Gl where Gl is the conductance, and
an inductive coupling Ll between the two lines.
The telegrapher’s equations can be easily found by applying Kirchhoff’s rules
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Figure A.1: Transmission line schematics.
to the circuit[33]. By Kirchhoff’s second rule, the solution of the line is given by:
U(x+ ∆x)− U(x) +Rl · I(x+ ∆x) + Ll∂I(x+ ∆x)
∂t
= 0 (A.1)
If we send ∆x→ 0, we can write:
U(x) +
∂U(x)
∂x
∆x− U(x) +Rl
(
I(x) +
∂I(x)
∂x
∆x
)
+ Ll
∂
∂t
(
I(x) +
∂I(x)
∂x
∆x
)
= 0
(A.2)
∂U(x)
∂x
+RlI(x) +Rl
∂I(x)
∂x
∆x︸ ︷︷ ︸
∆x→0−−−→ 0
+Ll
∂I(x)
∂t
+ Ll
∂2I(x)
∂t∂x
∆x︸ ︷︷ ︸
∆x→0−−−→ 0
= 0 (A.3)
∂U(x)
∂x
+RlI(x) + Ll
∂I(x)
∂t
= 0 (A.4)
Similarly, we can use Kirchhoff’s first rule to find the second telegrapher’s
equation.
∂I(x)
∂x
= −GlU(x)− Cl ∂U(x)
∂t
(A.5)
A.1.1 Differential equations for OFETs
If the insulation between the upper and lower line (that is, between the channel and
the gate) is made by an electrically tight dielectric, the leak between the two lines
is zero and therefore G = 0; moreover, since we are working with low-frequency
signals, the impedance given by the inductance vanishes, so we assume that L = 0.
The telegrapher’s equations become then:
∂U(x)
∂x
= −RlI (A.6)
∂I(x)
∂x
= −Cl ∂U(x)
∂t
(A.7)
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Until now, we have considered the lower line as grounded, but, since it corre-
sponds to the OFET gate, in general it will have a potential Vg. Therefore, we set
U = V (x)− Vg.
∂
∂x
(V (x)− Vg) = ∂V (x)
∂x
= −RlI
∂I(x)
∂x
= −Cl ∂
∂t
(V (x)− Vg) = −Cl ∂V (x)
∂t
In order to eliminate the dependence on Rl, let’s consider the conductivity
given by the Drude model.
R−1l = e · nµ (A.8)
where µ is the mobility of charge carriers along the line, or inside the channel,
whose dimensions are m
2
V ·s . The term e · n is the linear charge density, which can
be rewritten as:
e · n = Q
L
= Cl (Vg − V (x)) (A.9)
Using equations (A.8) and (A.9), the first telegrapher’s equation can be rewrit-
ten as:
∂V (x)
∂x
= − 1
Cl µ(Vg − V (x))I ⇒ I = Cl µ(Vg − V (x))
∂V (x)
∂x
Let us now abandon the transmission line analogy. We can define the surface
potential of the OFET as ψ = −U(x) = −(V (x)− Vg).
I = Cl µψ
∂ψ(x)
∂x
=
Cl µ
2
∂ (ψ(x)2)
∂x
(A.10)
Taking the derivative with respect of x of the whole equation (A.10) and using
equation (A.7), we have
∂I(x)
∂x
=
µCl
2
∂2ψ2
∂x2
= Cl
∂ψ
∂t
⇒ ∂ψ
∂t
=
µ
2
∂2ψ2
∂x2
(A.11)
This is the differential equation that characterises the surface potential of the
device, which depends only on the charge carrier mobility.
A.2 Response of an OFET to an External Bias
From the description of an OFET through a transmission line, we reached the
result (A.11) using the telegrapher’s equations. Let us consider an OFET with
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channel length L channel width W and let’s imagine to apply a bias made of an
oscillating AC bias f(t) of frequency ω and amplitude V0 and a DC offset V1, with
V0 = V1. We can assume that in the steady-state the surface potential will also be
given by an oscillating and a constant contribution. The coordinate x is the linear
distance from the drain and it can assume values between 0 and L.
ψ(t, x) = φ0︸︷︷︸
DC
+ v(t, x)︸ ︷︷ ︸
AC
(A.12)
The DC contribution is, of course, constant in time and, since we are talking
about a steady state, it must also be constant in the whole channel, therefore
∂φ0
∂x
=
∂φ0
∂t
= 0 (A.13)
If the AC contribution is zeroed, eq. (A.11) gives in the steady state:
∂2φ20
∂x2
= 0 (A.14)
We can use this to explicitly calculate eq. (A.11) with the expression of the
surface potential (A.12).
∂φ0
∂t
+
∂v(t, x)
∂t
=
µ
2
(
∂2φ20
∂x2
+ 2v(t, x)
∂2φ0
∂x2
+ 4
∂φ0
∂x
∂v(t, x)
∂x
+ 2φ0
∂2v(t, x)
∂x2
+
∂2v(t, x)2
∂x2
)
If we cancel all the contributions which we know to be zero, we are left with:
∂v(t, x)
∂t
= µφ0
∂2v(t, x)
∂x2
+
µ
2
∂2v(t, x)2
∂x2
(A.15)
Since we are considering low frequency stimuli, the last term can be neglected
and we are left with
∂v(t, x)
∂t
= µφ0
∂2v(t, x)
∂x2
(A.16)
We can solve it in the frequency domain, by replacing v(t, x) with its inverse
Fourier transform:
v(t, x) =
1
2pi
∫ +∞
−∞
v˜(ω, x)eiωtdω (A.17)
Thus we have
∂
∂t
1
2pi
∫ +∞
−∞
v˜(ω, x)eiωtdω = µφ0
∂2
∂x2
1
2pi
∫ +∞
−∞
v˜(ω, x)eiωtdω (A.18)
We can exchange the derivative with respect to t and the integral in dω, and, since
v˜(ω, x) is not dependent on t, we have:
1
2pi
∫ +∞
−∞
v˜(ω, x)(iω)eiωtdω = µφ0
1
2pi
∫ +∞
−∞
∂2v˜(ω, x)
∂x2
eiωtdω (A.19)
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Because exponentials with different exponents are orthogonal, we arrive to the
following equality.
iω · v˜(ω, x) = µφ0∂
2v˜(ω, x)
∂x2
(A.20)
If we replace x with xˆ = x
L
, which runs from 0 to 1, we can define a time
constant, a transient time characteristic to the device,
τ =
L2
µ · φ0 (A.21)
which means that:
iωτ · v˜(ω, x) = ∂
2v˜(ω, x)
∂x2
(A.22)
Finally, we have obtain the desired result, that is a linear differential equation
which is much more easily solvable than eq. (A.16), and we can use this to find
the response function of the device χ(ω, x), defined by:
v˜(ω, xˆ) = χ(ω, xˆ)f(ω) (A.23)
A.2.1 Contributions of Doping Charges
When we consider the contributions to the surface potential of doping charges
inside the channel, we need to add a term to the current to take their presence
into account. We do this by adding the term qNl to eq. (A.9)
I = µ(Cl V + qNl)
∂V
∂x
=
µCl
2
∂(V 2)
∂x
+ qµNl
∂V
∂x
(A.24)
This new term is linear in ∂V
∂x
and thus creates no problem in the following
calculations. By following the same procedure as before, one arrives to the new
expression for eq. (A.11).
∂ψ
∂t
=
µ
2
∂2ψ2
∂x2
+
qNlµ
Cl
∂2ψ
∂x2
(A.25)
Again considering the surface potential defined in eq. (A.12), we arrive to the
new expression for eq (A.20).
iω · v˜(ω, x) =
(
µφ0
L2
+
qNlµ
Cl L2
)
∂2v˜(ω, x)
∂xˆ2
(A.26)
As we did before, we can define as τ−1m the factor of
∂2
∂xˆ2
v˜(ω, x), where the
subscript m refers to the fact that this is the quantity that we can directly measure.
1
τm
=
µφ0
L2
+
qNlµ
Cl L2
=
1
τtr
+
qNˆµ
Cˆ L2
(A.27)
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where Nˆ and Cˆ are, respectively, the charge carrier density per unit area and the
capacitance per unit area, and τtr is the actual transient time characteristic to the
device defined in eq. (A.21).
We observe that eq. (A.26) is equivalent to eq. (A.22), the only difference
between the two is the definition of the time constant.
In order to extract the charge carrier mobility µ, we manipulate eq. (A.27) to
give the following expression corrected for the presence of doping charges.
L2
φ0 · τm =
L2
φ0τtr
(
1 +
qNˆ
Cˆφ0
)
= µ
(
1 +
qNˆ
Cˆφ0
)
(A.28)
A.2.2 Response Function of the device
In order to find the response function of the device, we need to solve eq. (A.22).
First of all, we need to explicit the response function. Eq. (A.23) tells us that eq.
(A.22) can be rewritten as:
iωτ · χ(ω, xˆ)f(ω) = ∂
2(χ(ω, xˆ)f(ω))
∂xˆ2
=
= f(ω)
∂2χ(ω, xˆ)
∂x2
+ 2
∂f(ω)
∂x
∂χ(ω, xˆ)
∂x
+ χ(ω, xˆ)
∂2f(ω)
∂x2
(A.29)
All the terms on the right side are zero except for the first, because f(ω) doesn’t
depend on x. The equation reduces to:
iωτ · χ(ω, xˆ) = ∂
2χ(ω, xˆ)
∂xˆ2
(A.30)
The equation is a linear second-order differential equation, to solve which we
assume1 that χ(xˆ) ∼ eλxˆ. This implies that eq. (A.22) can be written as:
λ2 · χ(xˆ) = (iωτ) · χ(xˆ) (A.31)
This, in turn, implies that λ must be
λ = ±
√
iωτ (A.32)
Since
√
i is a complex number, we can write it in the form z · eiθ:
√
i =
√
e
pi
2
i = e
pi
4
i = cos
(pi
4
)
+ i sin
(pi
4
)
=
1√
2
+
i√
2
Thus we have:
λ = ±(i+ 1)
√
ωτ
2
(A.33)
1In order to simplify the writing, for the rest of the paragraph we will express χ(ω, xˆ) as χ(xˆ),
which can be done since ω is treated as a constant in this calculation.
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The general solution to eq. (A.30) is:
χ(xˆ) = A · eλxˆ +B · e−λxˆ (A.34)
The boundary conditions that we need to consider are given by physical con-
siderations on the semiconducting layer.
1. Dirichlet boundary condition: the surface potential at the contact point
with the electrode must be equal to the applied bias, therefore the response
function in xˆ = 0 must be 1. This is expressed by the condition:
v(ω, 0) = f(ω) (A.35)
2. Neumann boundary condition: no current can flow out of the furthest edge
of the layer, so no electric field should exist, and thus
∂v(ω, x)
∂x
∣∣∣∣∣
x=+∞
= 0 (A.36)
By applying these boundary conditions, we find that the two constants are:
A =
e(−(i+1)
√
ωτ
2 )
2 cos
(
(i+ 1)
√
ωτ
2
)
B =
e(+(i+1)
√
ωτ
2 )
2 cos
(
(i+ 1)
√
ωτ
2
)
Finally, the expression for the response function is:
χ(ω, xˆ) =
cos
(
1−i√
2
√
ωτ(1− xˆ)
)
cos
(
1−i√
2
√
ωτ
) (A.37)
When ωτ  1, it is possible to approximate eq. (A.37) to the following ex-
pression.
χ(ω, xˆ) ' exp
(
−(1 + i)
√
ωτ
2
xˆ
)
(A.38)
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Appendix B
Explicit Calculations of the
Surface Potential Response to
External Biases
The calculation of the samples’ surface potential response to an external bias v(t, x)
is fundamental for the data analysis. In this chapter, it will be extracted by using
the definition of the response function.
v˜(ω, xˆ) = χ(ω, xˆ)f˜(ω) (B.1)
Since this equation is defined in the frequency domain, the calculations will involve
Fourier series and Fourier transforms. For the latter ones, we will adopt the
convention:
f(t) =
∫ +∞
−∞
f˜(ν)e2piiνtdν
f˜(ν) =
∫ +∞
−∞
f(t)e−2piiνtdt
or, if we consider the frequency instead of the wave number:
f(t) =
1
2pi
∫ +∞
−∞
f˜(ω)eiωtdω
f˜(ω) =
∫ +∞
−∞
f(t))e−iωtdt
B.1 Harmonic bias
Let us consider a harmonic bias in the form
f(t) = V0 cos (ω0t) (B.2)
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In order to find f˜(ω), we need to execute a Fourier transform on f(t).
f˜(ω) =
∫ +∞
−∞
V0 cos (ω0t)e
−iωtdt =
=
V0
2
∫ +∞
−∞
(e−i(ω0t) + ei(ω0t))e−iωtdt =
V0
2
∫ +∞
−∞
(
e−i(ω−ω0)t + e−i(ω+ω0)t
)
dt =
=
V0
2
(δ(ω − ω0) + δ(ω + ω0)) (B.3)
Therefore, eq. (B.1) gives
v˜(ω, xˆ) =
V0
2
·
cos
(
1−i√
2
√
ωτ(1− xˆ)
)
cos
(
1−i√
2
√
ωτ
) (δ(ω − ω0) + δ(ω + ω0)) (B.4)
If we define tˆ = τ
t
and Ω = ω0τ , where τ is the time constant characteristic to
the device, the inverse Fourier transform yields:
v(tˆ, xˆ) =
V0
cos
(√
2Ω
)
+ cosh
(√
2Ω
) ·
·
{
cos
(
Ωtˆ
)(
cos
(
(xˆ− 2)
√
Ω
2
)
cosh
(
xˆ
√
Ω
2
)
+ cos
(
xˆ
√
Ω
2
)
cosh
(
(xˆ− 2)
√
Ω
2
))
+
− sin (Ωtˆ)(sin((xˆ− 2)√Ω
2
)
sinh
(
xˆ
√
Ω
2
)
+ sin
(
xˆ
√
Ω
2
)
sinh
(
(xˆ− 2)
√
Ω
2
))}
(B.5)
B.2 Chainsaw Tooth Function, or Triangular Wave
Another bias that can be considered is the chainsaw tooth function, or triangular
wave (fig. B.1). If we consider 2T as the period of the bias, the fundamental
oscillation in −1 6 t
T
6 1 is given by:
f(t) = V0 ·
(
1− 2t
T
sgn(t)
)
(B.6)
Since this wave has points where it is not differentiable, it is not possible to
find an exact Fourier transform for it. Any function, though, can be written using
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Figure B.1: Normalised chainsaw tooth, or triangular wave, function.
a Fourier series with Fourier coefficients:
f(t) =
∞∑
n=−∞
Cne
inω0t
Cn =
1
2T
∫ +T
−T
f(t)e−inω0tdt
where ω0 =
2pi
2T
= pi · T−1.
In our case, the coefficients are:
Cn =
1
2T
∫ +T
−T
f(t)(cos(nω0t)− i sin(nω0t)︸ ︷︷ ︸
0
)dt =
=
V0
2T
∫ +T
−T
(
1− 2t
T
sgn(t)
)
cos(nω0t)dt =
=
V0
2T
[
sin(nω0t)
nω0
∣∣∣∣T
−T︸ ︷︷ ︸
0
−2V0
2T
· 2
T
∫ +T
0
t cos(nω0t)dt =
= −2V0
T 2
[
t
sin(nω0t)
nω0
∣∣∣∣T
0︸ ︷︷ ︸
0
+
2V0
T 2
∫ +T
0
sin(nω0t)
nω0
dt =
=
2V0
T 2n2ω20
[− cos(nω0t)|T−T =
2V0
T 2n2ω20
[1− (−1)n] =

0, if n is even
4V0
T 2n2ω20
if n is odd
Therefore, the summation over n is limited to the odd values of n, and the
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expression for the bias is:
f(t) =
∞∑
n=−∞
4V0
pi2(2n− 1)2 e
i(2n−1)ω0t (B.7)
In order to find the surface potential, we need to find its Fourier series and
combine it with eq. (B.1) and the expression for the response (A.37). Therefore,
the surface potential oscillations are given by
v(t, xˆ) =
∞∑
n=−∞
v˜(ωn, xˆ) e
iωnt =
∞∑
n=−∞
χ(ωn, x) · Cn eiωnt =
=
∞∑
n=−∞
n odd
cos
(
1−i√
2
√
ωnτ(1− xˆ)
)
cos
(
1−i√
2
√
ωnτ
) 4V0
pi2n2
eiωnt (B.8)
where ωn = n · ω0. By remembering the definition of ω0, we can rewrite this so as
to eliminate the dependence on ω0.
v(t, xˆ) =
∞∑
n=−∞
n odd
4V0
pi2n2
cos
(
1−i√
2
√
npiτ
T
(1− xˆ)
)
cos
(
1−i√
2
√
npiτ
T
) einpiT t (B.9)
In order to make the notation easier to read, let’s use the following:
bn =
√
npiτ
2T
(B.10)
We are now ready to find the response of the device.
v(t, xˆ) =
∞∑
n=1
n odd
4V0
pi2n2
[
ei
npi
T
t cos((i− 1)bn(1− xˆ))
cos((i− 1)bn) + e
−inpi
T
t cos((1 + i)bn(1− xˆ))
cos((1 + i)bn)
]
=
=
∞∑
n=1
n odd
4V0
pi2n2
[
ei
npi
T
t e
i(i−1)bn(xˆ−1) + e−i(i−1)bn(xˆ−1)
ei(i−1)bn + e−i(i−1)bn
+
+ e−i
npi
T
t e
i(1+i)bn(xˆ−1) + e−i(1+i)bn(xˆ−1)
ei(1+i)bn + e−i(1+i)bn
]
=
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=
∞∑
n=1
n odd
4V0
pi2n2
((
ei(1+i)bn + e−i(1+i)bn
) (
ei(i−1)bn + e−i(i−1)bn
))−1 ·
· {einpiT t [ei(i−1)bn(xˆ−1) + e−i(i−1)bn(xˆ−1)] (ei(1+i)bn + e−i(1+i)bn)+
+ e−i
npi
T
t
[
ei(1+i)bn(xˆ−1) + e−i(1+i)bn(xˆ−1)
] (
ei(i−1)bn + e−i(i−1)bn
)}
=
=
∞∑
n=1
n odd
V0
pi2n2
1
cosh(2bn) + cos(2bn)
·
· {einpiT t [e−(i+1)bnxˆ+2ib + e−(i+1)bnxˆ+2b + e(i+1)bnxˆ−2b + e(i+1)bnxˆ−2ib]+
+ e−i
npi
T
t
[
e(i−1)bnxˆ−2ib + e(i−1)bnxˆ+2b + e−(i−1)bnxˆ−2b + e−(i−1)bnxˆ+2ib
]}
=
=
∞∑
n=1
n odd
V0
pi2n2
1
cosh(2bn) + cos(2bn)
·
· {e−bnxˆ [eibn(xˆ−2)−inpiT t + e−ibn(xˆ−2)+inpiT t]+ e−bn(xˆ−2) [eibnxˆ−inpiT t + e−ibnxˆ+inpiT t]+
+ ebn(xˆ−2)
[
e−ibnxˆ−i
npi
T
t + eibnxˆ+i
npi
T
t
]
+ ebnxˆ
[
e−ibn(xˆ−2)−i
npi
T
t + eibn(xˆ−2)+i
npi
T
t
]}
=
=
∞∑
n=1
n odd
2V0
pi2n2
1
cosh(2bn) + cos(2bn)
·
·
{
e−bnxˆ cos
(
bn(xˆ− 2)− npi
T
t
)
+ e−bn(xˆ−2) cos
(
bnxˆ− npi
T
t
)
+
+ ebn(xˆ−2) cos
(
bnxˆ+
npi
T
t
)
+ ebnxˆ cos
(
bn(xˆ− 2) + npi
T
t
)}
=
=
∞∑
n=1
n odd
2V0
pi2n2
1
cosh(2bn) + cos(2bn)
·
·
{
e−bnxˆ cos(bn(xˆ− 2)) cos
(npi
T
t
)
+ e−bnxˆ sin(bn(xˆ− 2)) sin
(npi
T
t
)
+
+ e−bn(xˆ−2) cos(bnxˆ) cos
(npi
T
t
)
+ e−bn(xˆ−2) sin(bnxˆ) sin
(npi
T
t
)
+
+ ebn(xˆ−2) cos(bnxˆ) cos
(npi
T
t
)
− ebn(xˆ−2) sin(bnxˆ) sin
(npi
T
t
)
+
+ ebnxˆ cos(bn(xˆ− 2)) cos
(npi
T
t
)
− ebnxˆ sin(bn(xˆ− 2)) sin
(npi
T
t
)}
=
=
∞∑
n=1
n odd
2V0
pi2n2
1
cosh(2bn) + cos(2bn)
·
·
{
cos
(npi
T
t
) [(
e−bnxˆ + ebnxˆ
)
cos(bn(xˆ− 2)) +
(
ebn(xˆ−2) + e−bn(xˆ−2)
)
cos(bnxˆ)
]
+
− sin
(npi
T
t
) [(
e−bnxˆ − ebnxˆ) sin(bn(xˆ− 2)) + (ebn(xˆ−2) − e−bn(xˆ−2)) sin(bnxˆ)]} =
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=
∞∑
n=1
n odd
4V0
pi2n2
1
cosh(2bn) + cos(2bn)
·
·
{
cos
(npi
T
t
)
[cosh(bnxˆ) cos(bn(xˆ− 2)) + cos(bnxˆ) cosh(bn(xˆ− 2))] +
− sin
(npi
T
t
)
[sinh(bnxˆ) sin(bn(xˆ− 2)) + sin(bnxˆ) sinh(bn(xˆ− 2))]
}
This is the response of the device in the time domain. Writing explicitely bn
and defining t0 =
t
T
and τ0 =
τ
T
, this expression becomes:
v(t, x) =
∞∑
n=1
n odd
4V0
pi2n2
1
cosh(
√
2npiτ0) + cos(
√
2npiτ0)
·
·
{
cos
(npi
T
t
)[
cosh
(√
npiτ0
2
xˆ
)
cos
(√
npiτ0
2
(xˆ− 2)
)
+
+ cos
(√
npiτ0
2
xˆ
)
cosh
(√
npiτ0
2
(xˆ− 2)
)]
+
− sin
(npi
T
t
)[
sinh
(√
npiτ0
2
xˆ
)
sin
(√
npiτ0
2
(xˆ− 2)
)
+
+ sin
(√
npiτ0
2
xˆ
)
sinh
(√
npiτ0
2
(xˆ− 2)
)]}
(B.11)
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