This paper tackles two issues: (1) lead and lag relationship among regions and the role of the industry mix effect to this phenomenon are explored; (2) concurrent and lagged effects of the industry mix on the regional economic fluctuations are measured explicitly with the national shock identified from the principal components method. The empirical analysis focuses on five Midwest states. The findings reveal that, the business cycles of Michigan, Ohio, Indiana and Wisconsin coincide with the national cycle while the cycle of Illinois lags the national cycle by 3 to 4 months. This phenomenon turns out to be generated from the differences in industry structure since the manufacturing sector reacts promptly to the national shock while the services sector respond in a few months. As a result, relatively serviceoriented Illinois lags other neighboring states. Regression analysis reveals that the industry mix effects explain more than 60 percent of the variance of the state coincident index and around 40 percent of the variation of state total non-farm employment. In addition, the simulation of VAR model demonstrates that the transmission mechanism and autoregressive property of economic activity expand the time differences in the business cycles among regions caused by the industry mix effects.
Introduction
Business cycles are empirically characterized by co-movement among a wide variety of economic indicators. This co-movement is generally interpreted as evidence of a common aggregate disturbance in the macroeconomics tradition. This common aggregate shock might have originated from monetary policy (monetary business cycle approach), technology development (real business cycle approach), or an external resource supply such as oil shock (external supply shock argument). The common shock propagates into economic activities (i.e. consumption, investment), industrial sectors, and regions. In addition, the co-movement might come from a more diverse set of independent disturbances through some alternative transmission mechanisms. For example, a shock in a specific industry sector (economic activity, region) drives the fluctuations of other industry sectors (economics activities, regions) through interdependence among industries (economic activities, regions). Considering these options, it is clear that business cycle analysis has a hierarchical property: while national economists focus on the common and industry specific disturbances, regional economists need to trace own and neighborhood region specific shocks along with the common and industry shocks.
There has arable research examining the sources of regional fluctuations (i.e. national, regionspecific and industry-specific disturbance). VAR/error component models, shift-share methods and simple regression analysis have been used in order to decompose the variation of regional economic data into those sources. 1 Since economic variables at the state level are limited, such as GSP (annual), personal income (quarterly) and employment (monthly), most of the analyses have focused on the employment fluctuations in a state. Blanchard and Katz (1992) adapted simple regression methods for annual state employment and found that 66 percent of the annual variation in state employment was due to a national component and 34 percent is due to statespecific components. Clark (1998) , and Clark and Shin (1998) applied VAR/error component model to the quarterly employment data for U.S. macro regions. They found that the variance of cyclical innovation in regional employment can be decomposed into roughly 39 percent ascribed 1 For comprehensive review for the methodology, refer to Clark and Shin (1998) .
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to national shocks with 41 percent accounted for by region-specific shocks on average. 2 
When
Clark and Shin (1998) adapted a dynamic factor model, the innovation share of the common component and of region-specific component are 54.3 percent and 45.7 percent respectively.
Other research including Long and Plosser (1987) , Coulson (1993) , Kurre and Woodruff III (1995) , Shea (1996) , Coulson (1999) , Carlino and Sill (2000) has pursued these issues. The findings suggest that both the national disturbances and region-specific shocks are important in the analysis of regional fluctuations. The ratio of each shock to total variance depends on the frequency of the utilized data: the lower the temporal frequency, the higher the portion accounted for by the national components. However, the decomposition methodologies used to date have some limitations in the way that they capture the sources of regional fluctuations. First of all, those methodologies depend on the frequency of data analyzed. Assume that there is a regionspecific shock at a point in time; it can propagate to other regions within one or two months.
Time aggregation to quarterly data might overestimate the effects of national components by muting the influence of region-to-region shocks. In this respect, it seems that the higher frequency data would be the better choice to distinguish national and regional effects. Secondly, those methodologies tend to underestimate the potential role for common shocks if these shocks influence some sectors but with time lags. Suppose that one sector responds to a common shock a few months later while the another sector reacts promptly. Then the effect of a common disturbance on a region's total employment depends on the industry mix and the time horizon. However, the above model's estimates attribute only concurrent movements among regions to the national shock. Thus, when high frequency data are used, it is possible to undervalue the effect of the national component even more. As can be seen from Long and Plosser (1987) , Clark (1998) and Clark and Shin (1998) , the contributions of national shocks to the employment of each industry are quite different among industrial sectors. Thus, additional attempts should be made to take into account the explicit influence of the industry mix effects.
Differences in a region's industrial structure may result in different regional business cycle behavior even though there is a common, national macroeconomic disturbance. For example, Does Industry Mix Matter in Regional Business Cycles 4 changes in oil prices might affect oil-producing states differently from oil-consuming states, and the changes yield different impacts among industrial sectors (Davis et. al, 1997; Calino and Sill, 2000) . 4 Monetary policy might have differential effects among states because of the differences in the mix of interest sensitive industries (Carlino and DeFina, 1998). 5 It is also possible that one sector leads and the other sector follows a common shock; for example, in response to an exogenous demand shock, an export industry will create demands for other industrial sectors through backward linkages, and some of these sectors may not respond contemporaneously and, further, they may be located in states other than the one housing the export industry. Hence, according to the variation in industry mix, regional peaks and troughs may not necessarily be the same among states and may not necessarily coincide with national turning points (heterogeneity of business cycle among regions). There has been some research on this issue. Sherwood-Call (1988) found that states that are smaller in farm and oil sectors and larger in manufacturing sector are linked more closely to the national economy. Kurre and Woodruff III (1995) showed that FIRE (Finance, Insurance and Real Estate) sector had a negative covariance with other sectors while other sector of the U.S. variance-covariance matrix were positive. However, there is little empirical evidence on whether and to what extent regional business cycles differ.
This paper tackles the following issues. First of all, lead and lag relationship among regions and the role of the industry mix effect to this phenomenon are explored. Secondly, concurrent and lagged effects of the industry mix on the regional economic fluctuations are measured explicitly based on the identification of the national shock from the principal components method.
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Finally, a VAR model in which both national disturbance and regional transmission mechanisms are considered explicitly is set up and simulation is performed to examine the degree to which the model mimics the real economy. The empirical analysis will focus on five Midwest states 4 Daviis et. al. (1997) found that the impact of oil prices on the U.S. employment growth is much larger in construction, manufacturing and TPU (Transportation, Communication and Public Utilities) than other industries.
5 They argued that manufacturing and construction sector are interest-sensitive sectors.
6 Most of the literature treats the national aggregate of a specific data as a national common shock (i.e. in the analysis of state employment fluctuation, national employment is used as a proxy for the common component). In this paper, common disturbances are identified from the principal component analysis. This paper is organized as follows. The next section explores differences in regional business cycles; section three focuses on the role of industry mix effects. The simulation exercises are presented in section four and the paper concludes with some summary evaluations.
Differences in Regional Business Cycles

Data
This paper uses various data from many sources: total non-farm employment at the national and state level from the Bureau of Labor Statistics (BLS), GSP and personal income data from 7 As Blanchard et. al. (1992, p.29) pointed out, only 26 percent of annual state employment variation is common to Census regions and as such, the majority of state employment is idiosyncratic. In addition, when the share of industry employment to total employment are similar among Census regions. In this regard, data analysis in state level is better choice to capture industry mix effects.
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Bureau of Economic Analysis (BEA), the CFNAI from the FRB of Chicago, and state coincident indexes from the FRB of Philadelphia. In industrial sectoral analysis, the SIC 1-digit classification is applied. Most of the data have been seasonally adjusted; if this is not the case, then the X-11 method is applied to remove seasonal factors. Data mnemonics are presented in the Appendix 1.
Differences in Regional Business Cycles
Regional business cycle behavior depends on both national shocks and region-specific shocks. It also depends on the transmission mechanism driven in part by input-output linkages. 
where it y ∆ denotes state i's log-differenced employment and t ε denotes error term. Based on this set-up, joint hypothesis 1 0 Illinois has a large share of an industrial sector that the national shock affected but with some delay, then Illinois' total employment response would lags those of other states, resulting in the rejection of Granger-causality hypothesis.
<< Table 1 here >> These results raise some questions about the extent to which regional business cycle differ:
which state leads or lags other states? In order to find empirical evidence, state coincident indexes developed by the FRB of Philadelphia are utilized. State coincident index, representing a state's business cycle, is generated from a dynamic factor model. Under the assumption that a single unobserved factor influences the economic activities and thus should be reflected in the various indicators simultaneously, the common factor ( t C ) can be identified as a coincident index using the Kalman filter method.
where t X denotes an n × 1 vector of the state macroeconomic indicators, t C is a common unobserved scalar variable, L is lag operator, t µ and t η are idiosyncratic movements in the indicators and in t C respectively, t ε is i.i.d error, and
φ are parameters and lag polynomials respectively (Stock and Watson, 1989; Crone, 2002) . The state coincident index is generated with four state level economic indicators: nonagricultural payroll employment, unemployment rate, average hours worked in manufacturing, and real wage and salary disbursements. Generically the state coincident index is a mixture of the national common shocks and regional shocks that show autoregressive processes.
R E A L Does Industry Mix Matter in Regional Business Cycles 8
For the purpose of finding the lead and lag relationship among states with the coincident indexes, the Hodrick-Prescott filtering method 9 is applied to the indexes and cyclical parts in the indexes are compared among states. Figure Table 2 . In the case of the Illinois and the national cycle, the coefficients that lead 3 to 4 month are the highest. In other state cases, the coefficients with 1 month or 0 month are the highest. From this result, it can be said that Illinois business cycle follows the national one 3 to 4 months later while the other Midwest states move concurrently with or lag a month of the national economy.
<< Figure 1, table 2 here >>
Industrial Structure and Business Cycle
What explains the special feature that reveals a different business cycle between Illinois and other Midwest states compared to the national cycle? Sherwood-Call (1988) found that states that have smaller farm and oil sectors but larger manufacturing sectors are linked more closely to the national economy. The first two factors (farm and oil) seem to be inappropriate to explain the case of Midwest states. The other factor, composition of the manufacturing and service sector, may provide the key. As can be seen at table 3, Illinois has a relatively larger portion of total employment in FIRE and service sectors than those of the nation while other Midwest states have larger portion in manufacturing and smaller in FIRE and service sectors. Further, the nature of the manufacturing sector may vary across states in terms of the "location" of establishments in the commodity chain of production. Establishments that are producing finished products for shipment to final markets may respond more contemporaneously with 9 Hodrick-Prescott filter method decomposes the time series ( ) y t into trend and cyclical parts. The trend component
. Here the penalty weight λ = 14,400 is used as generally recommended.
10 National counterpart (called as "experimental coincident index") is available in NBER website.
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<< Table 3 here >>
The national common shock has been shown to be closely related to the levels of national and regional manufacturing production (Park et. al., 2002) . Thus, if the manufacturing sector reacts to the national common shock promptly and services sector responds with time lags, it is possible for a manufacturing-oriented state to lead the national cycle and for a services-oriented state to follow the national cycle. The top of the figure 2 displays the Hodrick-Prescott filtered cyclical part of the quarterly U.S. GDP and service production. It is clear that the services sector lags the national cycle with smaller variance than that of GDP. The bottom of the figure shows the cyclical part of quarterly wage and salary disbursement in the manufacturing and service sector of the Illinois. This also confirms that the manufacturing sector leads the service sector and that the variance of manufacturing sector is relatively high.
<< Figure 2 here >>
In order to examine the hypothesis that local business cycles depend on industry mix, the cases of two other states, New York and California, that seem to have a similar industrial structure to Illinois, are considered. Table 4 confirms that New York and California have larger services sector and smaller manufacturing sector compared to the national economy. As can be seen in figure 3 and table 5, the business cycles of New York and California lag the national cycle by around 3 months.
<< Tables 4, 5 and figure 3 here >>
Industry Mix Effects in the Regional Economic Fluctuations
Identification of the Common Shock
In contrast to approaches in the current literature in which a national aggregate of specific data is treated as a national common shock (i.e. the growth rate of national employment in the analysis of state employment fluctuations), this paper identifies common disturbances using principal components analysis. 11 In this analysis, a linear combination (component) of the variables that explains the maximum amount of the variances in the variables is calculated. Then, a second linear combination is calculated that explains the second greatest amount of the variance, and so on. The square of each combination coefficient in the component matrix provides the explanatory power of that component in the variance of a variable. The eigenvalues indicate the percent of the variance explained by each component (Theil, 1971; Selover, 1999; Park et. al., 2002) . 12 Total non-farm employment series for the Midwest states from January 1975 to July 2003 are used. All series are log-differenced and normalized to mean 0 and variance 1 before the principal components method is applied to this data set. Table 6 Wisconsin employment fluctuations respectively. In fact, the principal components method 11 When there is a national common disturbance, it appears as a form of co-movement among a wide variety of economic indicators. Thus, total employment, a national aggregate of specific data, includes the effects of a national common shock and employment-specific disturbances. As a result, when measuring the effects of the national business cycle on the regional economic fluctuations, using a national aggregate as an alternative of a national common shock might result in misinterpretation in the viewpoints of the macroeconomics tradition. captures the concurrent effect of the national shock. The value (21 percent on average) is less than the percentage found by Clark (1998) and this difference may be ascribed to different data frequencies that are used (monthly vs. quarterly).
<< Table 6 here >>
The next question to be explored is whether the first principal component is a national common shock or a Midwest-specific common shock. CFNAI is the first principal component of the eighty-five existing, monthly indicators derived from national economic data. The index was suggested by Stock and Watson (1999) and developed by the FRB of Chicago (2001). CFNAI is known as the national dynamic common factor that is closely related with the national and regional manufacturing production (Park et. al., 2002) . Thus, it might be reasonable to compare the first principal component of Midwest employment growth rate to the CFNAI. Figure 4 shows the three-month moving average of CFNAI and the first principal component in the analysis. Since two series move in a very similar fashion, it is not that unreasonable to interpret this component as a national common shock. This result is consistent with Forni and Lippi (1997) who argued that national shocks can be found through aggregation of data among a couple of states. From now on, CFNAI is used as a consistent estimator of the national common shock in the analysis.
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<< Figure 4 here >>
Different Lag Effect of the Common Shock
In this section, the hypothesis that the manufacturing sector reacts to the national common shock promptly and services sector responds with time lags is tested. In order to implement the test, the following model is estimated with the U.S. industry sectoral employment and CFNAI as a national common shock. independent variables significant at the 10 percent level. As can be seen, manufacturing and construction sector react relatively soon to the national shock, while wholesale and retail trade respond until 3 months later and transportation and public utilities (TPU) until 6 months later. << Table 7 here >>
Industry Mix Effects in Business Cycles and Employment Fluctuations
Since the responses of different industrial sectors to the common national shock vary in time structure and the degree of impact on industries is different, the state-level impact of the common shock depends on its portfolio of industries. The interaction between the national common shock and a state's industry mix can be captured by the following formula.
( ) First of all, explanatory powers of industry mix effects on the state business cycle are estimated.
A state coincident index developed by the FRB of Philadelphia is produced with the dynamic factor model. The cycle of the state index reflects the mixture of the national shocks and statespecific shocks through an autoregressive process. As a result, equation (7) can measure the degree of the industry mix effects on the state business cycle. Table 8 shows the results. As can be seen, the industry mix effects turn out to explain, on average, about 61 percent of the variance state business cycles in the Midwest states. In order to differentiate the direct effects from the industry mix effects, the concurrent CFNAI is used as an independent variable in equation (7).
The results reveal that around 52 percent of the variance is from the direct effects on average and the indirect effects account for a further 8 percent of the variance. In case of Illinois , the portion of indirect effects (19 percent) is larger than those of other states. This finding is consistent with the fact that Illinois has relatively services-oriented industrial structure.
<< Table 8 employment were divided into 66 percent of nation component and 34 percent of a regionspecific shock (Blanchard and Katz, 1992) . Using quarterly state employment data, the variance of cyclical innovation in regional employments is decomposed into roughly 39 percent of national shock, 41 percent of region-specific shock on average (Clark, 1998; Clark & Shin, 1998) . In this paper, monthly state employments data are used. Table 9 displays the estimation results of equation (7) national data (that is, using CFNAI) explicitly may results in larger effects of the national shock.
<< Table 9 here >>
Simulation with the Static Model and VAR Model
Simulation with the Static Model
In the previous section, the industry mix effects of the national common shock were found to explain about 60 percent of the variance in state business cycles. It might be interesting to perform a simulation to mimic this phenomenon, especially the degree to which the Illinois business cycle lags those of the other Midwest states, given an arbitrary national shock. Here static simulation based on the equation (6) and (7) is performed. Since sit S , the ratio of industry i to total production in a state s, will change as time goes on and identification of all coefficients are not necessary in the simulation performance, the following equation is directly estimated. In order to make the equation system more realistic, interdependent relationship (transmission mechanism) among states should be implemented.
<< Figure 5, table 10 here >>
Simulation with the Dynamic Model (VAR Model)
In this section, VAR structure is introduced to reflect interdependent relationship among states.
where it y ∆ denotes log-differenced coincident index is state i. Following the previous estimation results and the information criterion of Akaike and Schwarz, K is fixed at 8 and L is fixed at 2.
The choice of two months lag reflects the faster response among regions due to lower transportation costs (see Parr et al., 2002) . Illinois and other states is 3 to 4 months. The time lag of the dynamic model simulation is longer than the simulation of the static model. This model seems to mimic the real economic situation well. From this result, it can be said that the industry mix effects of the national shock end in differences in the business cycle behaviors along with propagation of the national shock through autoregressive forces and transmission mechanism among states.
<< Figure 6, table 11 here >>
Conclusion
Does industry mix matter in regional business cycle? Yes; it causes some states to respond more rapidly while others follow a few months later. This paper argues that since industries react to the national common shock with different time structures, different industry combination might be a primary source of the differences in the business cycle behaviors among states. The interpretation may be ascribed to the fact that when there is a national common shock, the manufacturing sector reacts promptly and as such, a manufacturing-oriented state economy is affected more than the services-oriented economy in the early stage while a services-oriented economy becomes affected later as a services sector moves in response to the common shock in a few months. This whole process along with the propagation of the national shock through autoregressive forces and transmission mechanism among states produces the lead and lag relationship in business cycles among states. It also argued that without considering both concurrent and delayed industry mix effects, the portion of the national component in the total regional economic fluctuations might be underestimated. It also shows that the effect of the national shock is larger than that measured by the principal components method and measured by the previous literature that only captured concurrent effects of the shock.
One issue that has been mentioned tangentially is the problem of sectoral aggregation. In this paper, manufacturing was treated in its entirety; with more disaggregation, it might be possible to trace the different responses of say durable versus nondurable sectors to national and other Does Industry Mix Matter in Regional Business Cycles 17 region shocks. The hollowing out process noted for the Chicago metropolitan region in combination with substantially increased interregional trade has generated important changes in the nature of production systems (see Hewings et al., 1998a, b) . With increased interstate dependencies in production systems, the response mechanisms have become more complex when viewed at more disaggregated levels. In fact, the findings with greater sectoral disaggregation would probably parallel those revealed from changes in the temporal frequencies, with regionregion shocks exerting a larger influence.
Finally, this research provides an important insight into the opportunities and limitations state development agencies have in affecting the economic trajectory of their economies. Divergence of the regional business cycle from the national one does not necessarily mean that there occurs a region-specific shock. Thus policy makers and regional economists would better to focus attention on tracing the national shock and the changes in the region's industry composition. 
