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Abstract
In this paper, according to a certain criterion, we divide the exponential distribution class
into some subclasses. One of them is closely related to the regular-variation-tailed distribution
class, so it is called the semi-regular-variation-tailed distribution class. In the new class, al-
though all distributions are not convolution equivalent, there still have some good properties.
We give the precise tail asymptotic expression of convolutions of these distributions, and prove
that the class is closed under convolution. In addition, we do not need to require the corre-
sponding random variables to be identically distributed. Finally, we apply these results to a
discrete time risk model with stochastic returns, thus obtain the precise asymptotic estimation
of the finite time ruin probability.
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1 Introduction
The theory and applications of the class of subexponential distributions has been studied in-
tensively, see, for example, Chistyakov (1964), Embrechts et al. (1997) and Foss et al. (2013).
These distributions have a number of attractive properties. Among others they obey the princi-
ple of a single jump, that is the tail of the distribution of the sum of independent and identically
distributed (i.i.d.) random variables (r.v.’s) is asymptotically equal to the tail of the largest
value of the summands. The distribution of the sum of independent r.v.’s is called convolution,
∗Research supported by National Science Foundation of China (No. 10671139,11601043)
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and the distribution of their product is called product convolution. In probability theory, the
tailed analysis of the convolution and product convolution is an important topic, which have
important applications in various fields such as finance, insurance, queuing systems and so on.
Since the product of positive r.v.’s can be transformed to a sum of r.v.’s (by taking logarithms),
the convolution of r.v.’s and subexponential distribution, as well as more general convolution
equivalent distributions are especially important.
In practice, many distributions are not convolution equivalent. Even in the common expo-
nential distribution class, which contains the convolution equivalent distribution class, there are
many such distributions, we refer to Pitman (1979), Embrechts and Goldie (1980), Murphree
(1989), Leslie (1989), Lin and Wang (2012), Wang et al. (2016), among others. In the present
paper, we also provide some examples.
In this way, some interesting questions arise naturally:
Problem A. Is there a precise asymptotic expression for the tail of convolution of distribu-
tions except for the convolution equivalent distributions?
Problem B. Can we remove the restriction that these corresponding r.v.’s are identically
distributed?
Problem C. What are the relationship and the difference between the such distributions
and other distributions?
In the conclusion of the paper, we should reply on these questions. We restrict our objects of
study to the exponential distribution class. In this class, except for the convolution equivalent
distribution, we expect to find some distributions with such good properties. It is well known
that the tail of a distribution belonging to the class is asymptotically equivalent to a function
e−αxf(x) for some non-negative constant α, where the function f ◦ ln is slowly varying, for
example, see (1.1) of Klu¨ppelberg (1989). In this paper we consider some different assumptions
about f . According to the criterion, we divide the class into two mutually disjoint subclasses,
see Subsection 1.1 below. We are mainly concerned with one of these subclasses. Although
these distributions in the new subclass are not convolution equivalent, they still have other good
properties. We obtain precise tail asymptotic expressions for convolution of these distributions
and prove that the subclass is closed under convolution. In addition, we do not require that the
underlying r.v.’s are identically distributed.
In the following, we introduce the research objects and the main results of this paper,
respectively.
1.1 Concepts of some functions and distributions
Firstly, we give some notations and conventions around the regular-variation function. Without
further comment, all limits are as x → ∞. Let u and v be two eventually positive functions.
We write u(x) ∼ v(x), if lim u(x)/v(x) = 1; we write u(x) = o
(
v(x)
)
, if lim u(x)/v(x) = 0; we
write u(x) = O
(
v(x)
)
, if lim supu(x)/v(x) < ∞; we write u(x) ≍ v(x), if u(x) = O
(
v(x)
)
and
v(x) = O
(
u(x)
)
.
A measurable function u supported on R is said to be regularly varying at∞ with parameter
α ∈ R, denoted by u ∈ Rα, if u(x) is eventually positive and for all t ∈ R
+,
u(xt) ∼ tαu(x).
If α = 0, the function is called slowly varying.
We say that a function u belongs to the exponential function class Lα for some α ∈ R
+∪{0},
if the compound function u ◦ ln ∈ R−α, or equivalently, if for all t ∈ R,
u(x− t) ∼ eαtu(x).
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In particular, the class L0 is called the long-tailed function class.
According to the uniform convergence theorem, see Theorem 1.5.2 of Bingham et al. (1987),
we know that, if the function u ∈ Lα, then
H(u, α) = {h : R+ ∪ {0} 7−→ R+, h(x) ↑ ∞, h(x)/x→ 0 and
u(x− t) ∼ eαtu(x) uniformly for all | t |≤ h(x)} 6= φ.
The property is used in different situations, see for example Corollary 2.5 of Cline and Samorod-
nitsky (1994) and Proposition 2 and Proposition 6 of Asmussen et al. (2003).
We say that a function u belongs to the function class Sα for some α ∈ R
+ ∪ {0}, if u ∈ Lα,
m(u, α) =
∫∞
0 e
αyu(y)dy <∞ and for all x ∈ R+ ∪ {0},
u⊗2(x) = u⊗ u(x) ∼ 2m(u, α)u(x),
where
u⊗ v(x) =
∫ x
0
u(x− y)v(y)dy
for two positive functions u and v on R. In particular, the class S0 is called the subexponential
function class.
In this paper, let U be a proper distribution supported on R. If its tail U = 1 − U ∈ R−α
for some α ∈ R+ ∪ {0}, then we say that the distribution belongs to the regular-variation-tailed
distribution class, denoted by U ∈ R(α).
We say that a distribution U belongs to the exponential distribution class L(α) for some
α ∈ R+ ∪ {0}, if U ∈ Lα. Particularly, the class L(0) is called the long-tailed distribution class,
denoted by L. Clearly, if U ∈ L(α), then H(U,α) 6= φ.
We say that a distribution U belongs to the convolution equivalent distribution class S(α)
for some α ∈ R+ ∪ {0}, if U ∈ L(α), M(U,α) =
∫∞
−∞
eαyU(dy) <∞ and
U∗2(x) ∼ 2M(U,α)U (x),
where U ∗ V is the convolution of two distributions U and V , and U∗2 = U ∗ U . Similarly, we
denote the class S(0) by S, which is called the subexponential distribution class.
Now, we try to find a criterion for the classification of the class L(α) for some α ∈ R+.
Let X be a r.v. with the distribution V belonging to the class L(α) for some α ∈ R+ ∪ {0}
and let Y = eX with a distribution F on R+. Then we know that F ∈ R(α), so that there exist
a function l ∈ R0 on R
+ such that, for all x ∈ R,
V (x) = P (Y > ex) = F (ex) ∼ e−αxl(ex) = e−αxf(x). (1.1)
Clearly, the function f (=l ◦ exp) on R or equivalently, the function l, is locally bounded, i.e.
for any x0 ∈ R
+, there is a constant C = C(f, x0) > 0 such that f(x) ≤ C for all 0 ≤ x ≤ x0.
The class L(α) can be divided into two disjoint subclasses as follows:
L1(α) =
{
V ∈ L(α) :
∫ ∞
0
f(y)dy =∞ in (1.1)
}
and
L2(α) = L(α) \ L1(α) =
{
V ∈ L(α) :
∫ ∞
0
f(y)dy <∞ in (1.1)
}
.
In this paper, we focus on a subset of the class L1(α) that
L11(α) = ∪γ≥−1L11(α, γ) = ∪γ≥−1
{
V ∈ L1(α) : f ∈ Rγ in (1.1)
}
.
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From the definition of the subclass L11(α), we can see the close relation between the subclass
and the regular-variation-tailed function class Rγ . So, we might as well call the former the semi-
regular-variation-tailed distribution class.
In Subsection 4.1, we give some specific examples to show that the classes L11(α) and
L1(α) \ L11(α) contain many distributions with natural shapes.
If a distribution V ∈ L1(α) for some α ∈ R
+, then
∫∞
0 f(y)dy =∞ if and only if M(V, α) =
∞. In fact, for any two constants 0 < c < s large enough, using integration by parts, we have
∫ s
0
eαyU(dy) = −eαsU(s) + U(0) + α
( ∫ c
0
+
∫ s
c
)
eαyU(y)dy
≤ U(0) + α
∫ c
0
eαyU(y)dy + 2α
∫ s
c
f(y)dy.
Thus, if M(V, α) =∞, then
∫∞
0 f(y)dy =∞. Conversely, by f ∈ L0 and (1.6) below, we have∫ s
c
eαyU(dy) ≥ −2f(s) + α
∫ s
c
f(y)dy
/
2 ≥ α
∫ s
c
f(y)dy
/
4.
Therefore, M(V, α) =∞ follows from
∫∞
0 f(y)dy =∞.
In addition, if γ > −1, then
∫∞
0 f(y)dy = ∞ holds automatically. On the other hand, if
γ < −1, then
∫∞
0 f(y)dy <∞.
Correspondingly, for a parameter α ∈ R+, the class R(α) can also be divided into two
disjoint subclasses. To this end, let Y be a r.v. with the distribution F0 ∈ R(α). We denote its
positive part by Y + = Y 1(Y > 0) with the distribution F on R+, then for all x ∈ R,
F (x) = F0(x)1(x ≥ 0) + 1(x < 0), (1.2)
thus F ∈ R(α). Further, let r.v. X = lnY +, then its distribution V = F ◦ exp belongs to the
class L(α). For 1 ≤ i ≤ 2, we define the following classes:
Ri(α) = {F : V = F ◦ exp ∈ Li(α)}.
The two classes do not intersect each other,
R(α) = R1(α) ∪R2(α) ⊂ S ⊂ L,
and V ∈ Li(α) if and only if F ∈ Ri(α) for i = 1, 2. Among them,
R1(α) ⊃ {F0 ∈ R(α) : V = F ◦ exp ∈ L11(α)} = R11(α)
and
R2(α) ⊃ {F0 ∈ R(α) : V = F ◦ exp ∈ S(α)} = R
∗(α),
which is called strongly regular-variation-tailed distribution class introduced by Definition 2.1
of Li and Tang (2015).
In the above-mentioned definitions and properties of the class L(α), when α ∈ R+ and the
distribution U is lattice, all variables and constants should be restricted to values of the lattice
span in the distribution U and the function f , see Bertoin and Doney (1996). For example, let
U be a lattice distribution on N. We say that U ∈ L(α), if for all i ∈ N,
U(k − i) ∼ eαiU(k)
(
thus f(k − i) ∼ f(k)
)
as k → ∞.
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Further, U ∈ L11(α) if and only if U ∈ L(α),
∑∞
i=0 f(i) =∞ and
f(ki) ∼ iαf(k) as k → ∞.
In the above sense, we still call the function f belongs to the class L0 or the class Rα.
Now we return to the class L(α) for some α ∈ R+. Since the introduction of exponential
distribution class by Chover et al. (1973a,b), the tail asymptotics of convolution and the clo-
sure under convolution or convolution roots for convolution equivalents distribution have been
thoroughly studied, see, for example, Embrechts and Goldie (1982), Klu¨ppelberg (1989), Pakes
(2004), Foss and Korshunov (2007) and Watanabe (2008). However, there are few correspond-
ing results on other exponential distributions. We are mainly concerned with the class L1(α)
and its subclass L11(α). We have not found a study of the former. In the research related to
the latter, Hashova and Li (2013) give the tail asymptotic expression of convolution of some
special distributions in the subclass. And then, Hashova and Li (2014) obtained an asymptotic
expression for the finite time ruin probability in a discrete time risk model with both insurance
risks and financial risks, natural logarithms of which also follow some special distributions in
the subclass, see Theorem A and Remark 3.1 below. On the other hand, Omey et al. (2017)
systematically studied properties of some r.v.’s, which are called semi-heavy tailed, from the
two angles of the probability density for an absolutely continuous distribution and the proba-
bility sequence for a lattice distribution, respectively. For example, the paper considered such
probability density w(x) = e−αxf(x) for some positive constant α and regular-variation function
f . If f is a tail distribution, then w also is a special semi-regular-variation-tailed distribution,
because the function f must be non-increasing and tend to zero.
Inspired by the three papers above, in a different way, we try to study the tail asymptotic
properties of convolution with a unified form for the distributions in the class L1(α) and its
subclass L11(α).
1.2 Main results
We first give a general result for the class L1(α) with some parameter α ∈ R
+. Then, based on
this, we give another precise result for the class L11(α). We assume that all lattice distributions
in this paper are supported on N.
Theorem 1.1. For some integer n ≥ 1 and all 1 ≤ i ≤ n+1, let Yi be a r.v. with distribution
Vi ∈ L1(α) for some α ∈ R
+. Further, assume that Yi, 1 ≤ i ≤ n + 1, are independent of each
other. Then V1 ∗ · · · ∗ Vn ∈ L1(α) and
V1 ∗ · · · ∗ Vn(x) ∼ a
n−1e−αxf1 ⊗ · · · ⊗ fn(x) = o
(
V1 ∗ · · · ∗ Vn+1(x)
)
, (1.3)
where a = α, when the distributions Vi, 1 ≤ i ≤ n+ 1 are non-lattice; a = e
α − 1, when they are
lattice; a = (eα − 1)m/(n−1)α(n−m−1)/(n−1), when n ≥ 2 and there is an integer 1 ≤ m ≤ n − 1
such that the distribution Vi is lattice for 1 ≤ i ≤ m and the distribution Vj is non-lattice for
m+ 1 ≤ j ≤ n. And for any 1 ≤ j ≤ n+ 1,
P
(
max{Yi : 1 ≤ i ≤ n+ 1} > x
)
= o
( ∑
1≤i 6=j≤n+1
Vi ∗ Vj(x)
)
. (1.4)
Remark 1.1. i) It is easy to see that for α > 0, the classes L1(α) and L11(α) are closed
under convolution, that is if V1 and V2 belong to the class, then V1 ∗ V2 still belongs to the same
one and has a heavier tail than Vi for i = 1, 2. However, it is well known that, the class S(α)
does not have the property. This is an essential distinction between the two.
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ii) For some n ≥ 2 and all 1 ≤ i ≤ n, we know that, if Vi = V ∈ S(α) with some α ∈ R
+∪{0},
then
V ∗n(x) = P
( n∑
i=1
Yi > x
)
∼M(V, α)P
(
max{Yi : 1 ≤ i ≤ n} > x
)
∼ nM(V, α)V (x). (1.5)
In the case that α = 0, these distributions or the corresponding r.v.’s obey the principle of “a sin-
gle big jump” or “Max-Sum equivalence”. And the second result of the theorem shows (1.5) does
not hold for the distribution V ∈ L1(α) for some α ∈ R
+. This is another essential difference.
However, there still exists another precise equivalent relation for convolution of distributions in
the class L1(α), as the first expression in (1.3).
In the following, denotes Γ(·) the Gamma-function such that Γ(x) =
∫∞
0 y
x−1e−ydy and
B(·, ·) the Beta-function such that B(γ1+1, γ2+1) =
∫ 1
0 (1−y)
γ1yγ2dy. Let f be a non-negative
function on R such that f(x) > 0 eventually. For all x ∈ R+ ∪ {0}, we write
f I(x) =
∫ x
0
f(y)dy.
We know that, if f ∈ L0, then by Proposition 1.5.9a of Bingham et al. (1987),
f(x) = o
(
f I(x)
)
. (1.6)
Further, if f ∈ Rγ for some γ ≥ −1, then by Proposition 1.5.9a and Theorem 1.5.11 of Bingham
et al. (1987), f I ∈ Rγ+1 and
limxf(x)/f I(x) = γ + 1. (1.7)
Theorem 1.2. Under the conditions of Theorem 1.1, we further assume that the distribution
Vi ∈ L11(α) for any n ≥ 1 and all 1 ≤ i ≤ n+1. Then V1 ∗ · · · ∗Vn+1 ∈ L11(α) and the following
results hold:
i) If fi ∈ Rγi and γi > −1, 1 ≤ i ≤ n+ 1, then
V1 ∗ · · · ∗ Vn+1(x) ∼
n∏
j=1
B
( j∑
k=1
γk + j, γj+1 + 1
)
ane−αxxn
n+1∏
i=1
fi(x)
∼ B
( n∑
k=1
γk + n, γn+1 + 1
)
aeαxxVn+1(x)V1 ∗ · · · ∗ Vn(x). (1.8)
ii) If fi ∈ R−1, 1 ≤ i ≤ n+ 1, then
V1 ∗ · · · ∗ Vn+1(x) ∼ a
ne−αx
n+1∑
i=1
fi(x)
∏
1≤j 6=i≤n+1
f Ij (x). (1.9)
iii) If there is some integer 1 ≤ m ≤ n such that fi ∈ R−1 for 1 ≤ i ≤ m, and fi ∈ Rγi with
some γi > −1 for m+ 1 ≤ i ≤ n+ 1, then
V1 ∗ · · · ∗ Vn+1(x) ∼ a
ne−αxxn−m
·
n+1∏
i=m+1
fi(x)
n∏
j=m+1
B
( j∑
s=m+1
γs + j −m,γj+1 + 1
) m∏
r=1
f Ir (x). (1.10)
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Remark 1.2. i) In the above two theorems, we only require that all distributions belong to the
class L1(α) or L11(α) for some common parameter α ∈ R
+, because we do not need to consider
other situations. In fact, for example, if Vi ∈ L11(αi) with some αi ∈ R
+ for i = 1, 2, where
α2 > α1 = α, then V2(x) = o
(
V1(x)
)
, M(V2, β) < ∞ for each α ≤ β < α2, and by Lemma 2.1
of Pakes (2004), we have
V1 ∗ V2(x) ∼M(V2, α)V1(x).
Thus, V1 ∗ V2 ∈ L11(α).
ii) In particular, if Vi = V with γi = γ and fi = f for all 1 ≤ i ≤ n + 1, then we have, for
example, in (1.9),
V ∗(n+1)(x) ∼ (n+ 1)ane−αxf(x)
(
f I(x)
)n
∼ (n+ 1)an
(
f I(x)
)n
V (x).
For semi-heavy-tailed r.v.’s with common probability density function or lattice sequence, Omey
et al. (2017) also obtained some corresponding results.
iii) For the class L1(α) \ L11(α), we also have some individual results, see Proposition 4.1
and Proposition 4.2 below.
The rest of this paper consists of three sections. In Section 2, we give the proofs of Theorem
1.1 and Theorem 1.2. Further, we apply the obtained results to a discrete time risk model
with stochastic returns, thus get the asymptotic estimation of the finite time ruin probability
in Section 3. Finally, in Section 4, we give some specific distributions with normal shapes and
good properties in the classes L11(α) and L1(α) \ L11(α) for some α ∈ R
+.
2 Proofs of the main results
2.1 Proof of Theorem 1.1
In order to prove Theorem 1.1, we first give a lemma.
Lemma 2.1. i) For i = 1, 2, if fi ∈ L0, then f1⊗ f2 ∈ L0. Further, if
∫∞
0 f2(y)dy =∞, then
f1(x) = o
(
f1 ⊗ f2(x)
)
. (2.1)
ii) For i = 1, 2, let Xi be a r.v. with distribution Vi on R, and they are independent of each
other. Further, if Vi ∈ L1(α) for some α ∈ R
+, then for any c ∈ R,
V1 ∗ V2(x) ∼ P (X1 +X2 > x,X1 > c,X2 > c) ∼ P (X1 +X2 > x,Xi > c). (2.2)
The first result in i) is a minor generalization of Theorem 3 (b) of Embrechts and Goldie
(1980) for α = 0 and Proposition 5 of Asmussen et al. (2003), where fi is a tail distribution for
the former or a density for the latter, i = 1, 2.
Proof. i) Firstly, we prove the first conclusion. For any constant t, since fi ∈ L0 for i = 1, 2,
there is a function h such that, 2h ∈ H(f1, 0)
⋂
H(f2, 0), and when x is large enough,
f1 ⊗ f2(x+ t) =
(∫ x−h(x)
0
+
∫ x+t
x−h(x)
)
f1(x+ t− y)f2(y)dy = T1(x) + T2(x).
Because f1 ∈ L0, both of h and h1 belong to H(f1, 0)
⋂
H(f2, 0), where h1(x) = h(x) + t,
T1(x) ∼
∫ x−h(x)
0
f1(x− y)f2(y)dy
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and
T2(x) =
∫ h1(x)
0
f1(y)f2(x+ t− y)dy ∼
∫ h1(x)
0
f1(y)f2(x− y)dy.
And by (1.6), we have
∫ h1(x)
h(x)
f1(y)f2(x− y)dy ∼ f2(x)f1(h(x))t = o
(
T2(x)
)
.
Therefore,
T2(x) ∼
∫ h(x)
0
f1(y)f2(x− y)dy =
∫ x
x−h(x)
f1(x− y)f2(y)dy.
So, f1 ⊗ f2(x+ t) ∼ f1 ⊗ f2(x), that is f1 ⊗ f2 ∈ L0.
Further, for any constant x0 > 0, since f1 ∈ Ld, we have
f1 ⊗ f2(x) ≥
∫ x0
0
f1(x− y)f2(y)dy ∼ f1(x)
∫ x0
0
f2(y)dy.
Since x0 is arbitrary and
∫∞
0 f2(y)dy =∞, relation (2.1) follows.
ii) According to (1.3) in Theorem 1.1, we have
max
{
V1(x), V2(x)
}
= o
(
V1 ∗ V2(x)
)
. (2.3)
For any c ∈ R and 1 ≤ i ≤ 2, because
P (X1 +X2 > x)− P (X1 +X2 > x,Xi ≤ c) ≤ P (Xi > x− c) ∼ e
αcVi(x),
(2.2) follows from (2.3). ✷
Now, we prove Theorem 1.1. By
∫∞
0 f1(y)dy = ∞ and (2.1),
∫∞
0 f1 ⊗ · · · ⊗ fn(y)dy = ∞,
that is V1 ∗ · · · ∗ Vn ∈ L1(α). To prove (1.3), for a distribution U , we denote
UI(x) =
∫ ∞
x
U(y)dy
for x ∈ R+ ∪ {0}. If U ∈ L(α) for some α ∈ R+, then
UI(x) = O
(∫ ∞
x
e−αyl(ey)dy
)
= O
(∫ ∞
ex
z−α−1l(z)dz
)
<∞,
and by Karamata theorem,
UI(x) ∼ U(x)/α. (2.4)
We first deal with the case n = 2 and assume that Vi is continuous for i = 1, 2. Since V1, V2
and V1 ∗V2 belong to L(α), there exists a function h ∈ H(V1, α)∩H(V2, α)∩H(V1 ∗ V2, α). Using
this function h, (2.2) with c = 0 and partial integration, for x large enough we have
V1 ∗ V2(x) ∼ P (X1 +X2 > x,X1 > 0,X2 > 0)
=
(∫ h(x)
0
+
∫ x
h(x)
)
V1(x− y)V2(dy) + V2(x)V1(0)
=
∫ h(x)
0
V1(x− y)V2(dy) +
∫ x−h(x)
0
V2(x− y)V1(dy) + V1
(
(x− h(x)
)
V2
(
h(x)
)
= I1(x) + I2(x) + I3(x). (2.5)
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We first deal with I1(x) + I3(x). Using (2.4) for U = V1 and integration by parts again, and
note that V2 is a continuous function such that
d
dy (V2)I = V2(y) for all y ∈ R
+, we have
I1(x) + I3(x) ∼ α
∫ h(x)
0
(V1)I(x− y)V2(dy) + V1
(
(x− h(x)
)
V2
(
h(x)
)
= −α(V1)I(x− h(x))V2(h(x)) + αV2(0)(V1)I(x) + α
∫ h(x)
0
V1(x− y)V2(y)dy
+V1
(
(x− h(x)
)
V2
(
h(x)
)
. (2.6)
Because f2 is locally bounded, there exists a constant C > 0 such that f2(x) ≤ Ce
αxV2(x) for
all x ∈ R+ ∪ {0}. Further, by (2.4) and (1.6), we find that
(V1)I
(
x− h(x)
)
V2
(
h(x)
)
∼ α−1V1
(
x− h(x)
)
V2
(
h(x)
) (
= α−1I3(x)
)
∼ α−1V1(x)e
αh(x)e−αh(x)f2
(
h(x)
)
= o
(
V1(x)
∫ h(x)
0
f2(y)dy
)
= o
( ∫ h(x)
0
V1(x− y)V2(y)dy
)
. (2.7)
By (2.6), (2.7) and (2.4),
I1(x) + I3(x) ∼ α
∫ h(x)
0
V1(x− y)V 2(y)dy+V2(0)V1(x)
∼ αe−αx
∫ h(x)
0
f1(x− y)e
αyV2(y)dy+V2(0)e
−αxf1(x)
∼ αe−αxf1(x)
∫ h(x)
0
eαyV 2(y)dy. (2.8)
For each fixed integer n ≥ 1, since
∫ h(x)
n e
αyV2(y)dy ↑ ∞, there exists a constant xn ∈ R
+ such
that
max
{
n
∫ n
0
f2(y)dy, n
∫ n
0
eαyV2(y)dy
}
≤ min
{∫ h(x)
n
f2(y)dy,
∫ h(x)
n
eαyV2(y)dy
}
for all x ≥ xn. Without loss of generality, we set nxn ≤ xn+1 for all n ≥ 1. Let h1 be a positive
function on R+ ∪ {0} such that
h1(x) =
∞∑
n=1
n1/21(xn ≤ x < xn+1) + 1(0 ≤ x < x1).
Then h1(x) ↑ ∞, h1(x) = o
(
h(x)
)
and
max
{∫ h1(x)
0
f2(y)dy,
∫ h1(x)
0
eαyV2(y)dy
}
= o
(
min
{∫ h(x)
n
f2(y)dy,
∫ h(x)
n
eαyV2(y)dy
})
. (2.9)
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By (2.8) and (2.9), we have
I1(x) + I3(x) ∼ I1(x) ∼ αV1(x)
∫ h(x)
h1(x)
eαyV2(y)dy
∼ αV1(x)
∫ h(x)
h1(x)
f2(y)dy
∼ αV1(x)
∫ h(x)
0
f2(y)dy
∼ α
∫ h(x)
0
e−αyV1(x− y)f2(y)dy
∼ αe−αx
∫ h(x)
0
f1(x− y)f2(y)dy. (2.10)
In a similar way, we conclude that
I2(x) ∼ α
∫ x
h(x)
V 1(x− y)V 2(y)dy ∼ αe
−αx
∫ x
h(x)
f1(x− y)f2(y)dy. (2.11)
Hence, by (2.5), (2.10) and (2.11), it holds that
V1 ∗ V2(x) ∼ α
∫ x
0
V1(x− y)V2(y)dy ∼ αe
−αxf1 ⊗ f2(x). (2.12)
Now, for i = 1, 2, we deal with the situation that Vi doesn’t have to be continuous. Let Zi
be a random variable with a uniform distribution supported on (0, ε) for some positive constant
ε, where, when Vi is lattice, ε is the step size 1. We denote the distribution of Yi + Zi by Gi.
Assume that Yi, Zi, i = 1, 2 are independent of each other. Clearly, Gi is absolutely continuous,
and
Gi(x) =
∫ ε
0
Vi(x− y)dy/ε =
∫ x
x−ε
Vi(z)dz/ε =
∫ x
−∞
(
Vi(z)− Vi(z − ε)
)
dz/ε.
It follows that Gi has a density gi given by
gi(x) =
(
Vi(x)− Vi(x− ε)
)
/ε =
(
Vi(x− ε)− Vi(x)
)
/ε a.s.
In the following, we first consider the situation that Vi is non-lattice for i = 1, 2. By Vi ∈ L(α)
for some α > 0, we have
gi(x) ∼ Vi(x)(e
αε − 1)/ε = a(ε)Vi(x).
Thus gi ∈ Lα and
Gi(x) ∼ a(ε)Vi(x)/α ∼ a(ε)e
−αxfi(x)/α = e
−αxf0i(x). (2.13)
Further, as the proof of (2.10) and (2.11), there is a function h1 ∈ H(V1, α) ∩ H(V2, α) ∩
H(V1 ∗ V2, α) such that
V1 ∗ V2(x) ∼ α
∫ x−h1(x)
h1(x)
V1(x− y)V2(y)dy.
Then by (2.13), it is easy to verify that
V1 ∗ V2(x) ∼ α
2G1 ∗G2(x)/a
2(ε) ∼ α3e−αxf01 ⊗ f02(x)/a
2(ε) = αe−αxf1 ⊗ f2(x).
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Second, for i = 1, 2, we consider the situation that Vi on R is lattice with step 1. Then
Vi(k) ∼ e
−αkli(e
k) = e−αkfi(k) as k →∞,
where fi ∈ L0 on N. We linearly extend the function to R as follows:
f∗i (x) =
∞∑
k=1
((
fi(k + 1)− fi(k)
)
x+ (k + 1)fi(k)− kfi(k + 1)
)
1(k ≤ x < k + 1),
Now we prove that e−αxf∗i (x) ↓ 0 eventually. Since fi ∈ L0,
f∗i (k + 1)− f
∗
i (k) = o
(
min{f∗i (k + 1), f
∗
i (k)}
)
.
Because f∗i is a linear function, f
∗
i ∈ L0 and
f∗i (k + 1)− f
∗
i (k) = o
(
f∗i (x)1(k ≤ x < k + 1)
)
as k →∞.
Thus, for k large enough and k ≤ x < k + 1,
d
dx
(
e−αxf∗i (x)
)
= e−αx
(
− αf∗i (x) + f
∗
i (k + 1)− f
∗
i (k)
)
< 0.
Therefore, there is a continuous distribution Gi ∈ L(α) on R such that
Gi(x) ∼ e
−αxf∗i (x) (2.14)
and
Vi(k) ∼ Gi(k) as k →∞. (2.15)
By the above proof for continuous distributions and (2.14), we have
G1 ∗G2(x) ∼ αe
−αxf∗1 ⊗ f
∗
2 (x). (2.16)
For the lattice case,
Vi(k) ∼
(
Vi(k − 1)− Vi(k)
)
/(eα − 1) = P (Yi = k)/(e
α − 1). (2.17)
When k →∞, for any j = j(k) ∈ R+ such that j →∞ and k − j →∞,
∫ j+1
j
G2(k − y)G1(y)dy ∼ G2(k − j)G1(j). (2.18)
Then by (2.2) with c = 0 and the method of proof in (2.10) and (2.11), we know that
V1 ∗ V2(k) ∼ P (Y1 + Y2 > k, Y1 > 0, Y2 > 0)
∼
k∑
j=0
V2(k − j)V1({j}) as k →∞.
Further, by (2.15)-(2.18), we have
V1 ∗ V2(k) ∼ (e
α − 1)
k∑
j=0
V2(k − j)V1(j)
∼ (eα − 1)G1 ∗G2(k)/α
∼ (eα − 1)e−αkf1 ⊗ f2(k) as k →∞,
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that is the first asymptotic formula in (1.3) holds for n = 2.
Third, let X1 be a r.v. with a lattice distribution V1 ∈ L1(α). Then there is a non-lattice
distribution G1 ∈ L1(α) with the corresponding function f1 such that
V1(k) ∼ e
−αkf1(k) ∼ G1(k) as k →∞.
And let X2 be a r.v. with a non-lattice distribution V2 ∈ L1(α) and the corresponding function
f2. Using (2.2) and the method of proof in (2.10) and (2.11), we have
V1 ∗ V2(x) ∼ P (Y1 + Y2 > x, Y1 > 0, Y2 > 0)
∼
[x]∑
j=0
V2(x− j)V1({j})
∼ (eα − 1)
[x]∑
j=0
V2(x− j)G1(j)
∼ (eα − 1)e−αxf1 ⊗ f2(x).
Finally, using induction, we can prove that (1.3) hold for all n. Then by Lemma 2.1, (1.4)
also follows.
2.2 Proof of Theorem 1.2
To prove Theorem 1.2, we also need the following two lemmas. The first lemma is the function
analogue of Omey et al. (2017). So we omit its proof.
Lemma 2.2. Assume that fi ∈ Rγi on R
+ and
∫∞
0 fi(y)dy =∞ for i = 1, 2.
i) If γ1, γ2 > −1, then
f1 ⊗ f2(x) ∼ xf1(x)f2(x)B(γ1 + 1, γ2 + 1).
Thus f1 ⊗ f2 ∈ Rγ1+γ2+1.
ii) If γ1 = γ2 = −1, then
f1 ⊗ f2(x) ∼ f1(x)f
I
2 (x) + f2(x)f
I
1 (x)
and f1 ⊗ f2 ∈ R−1.
iii) If γ1 = −1, γ2 > −1, then
f1 ⊗ f2(x) ∼ f2(x)f
I
1 (x)
and f1 ⊗ f2 ∈ Rγ2 .
For convenience, we write gn = f1 ⊗ · · · ⊗ fn for each integer n ≥ 1.
Lemma 2.3. For any fixed integer n ≥ 1, if fi ∈ R−1, i = 1, 2, · · · , n, then
gIn(x) ∼
n∏
i=1
f Ii (x) =
n∑
i=1
∫ x
0
fi(y)
∏
1≤j 6=i≤n
f Ij (y)dy, (2.19)
thus gIn ∈ R0.
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Proof. We will prove the conclusion by induction. For n = 2, since fi ∈ R−1, then f
I
i ∈ R0 for
i = 1, 2. Hence, by ii) of Lemma 2.2, we obtain that
gI2(x) =
∫ x
0
f1 ⊗ f2(y)dy =
∫ x
0
∫ y
0
f1(y − t)f2(t)dtdy
=
∫ x
0
f2(t)
∫ x−t
0
f1(s)dsdt
=
∫ x
0
f2(t)f
I
1 (x− t)dt
(
= f I1 ⊗ f2(x)
)
∼ f I1 (x)f
I
2 (x).
On the other hand, it holds that
∫ x
0
f1(y)f
I
2 (y)dy =
∫ x
0
f1(y)
∫ y
0
f2(z)dzdy
=
∫ x
0
f2(z)
( ∫ x
0
f1(y)dy −
∫ z
0
f1(y)dy
)
dz
= f I1 (x)f
I
2 (x)−
∫ x
0
f I1 (z)f2(z)dy.
Thus,
f I1 (x)f
I
2 (x) =
∫ x
0
f1(y)f
I
2 (y)dy +
∫ x
0
f I1 (y)f2(y)dy.
Now, we assume (2.19) holds for n = k, so gIk ∈ R0. And we continue to prove that it holds
for n = k + 1. By the same method as the case n = 2 and induction hypothesis, we have
gIk+1(x) =
∫ x
0
gk ⊗ fk+1(y)dy = fk+1 ⊗ g
I
k(x)
∼ f Ik+1(x)g
I
k(x) =
k+1∏
i=1
f Ii (x).
Similarly, we can prove the last equation in (2.19). Therefore, the lemma is proved. ✷
Based on the above two lemmas, we prove Theorem 1.2.
i) By induction, (1.8) follows from Theorem 1.1 and Lemma 2.2 i).
ii) In order to prove (1.9), we also use induction method. For n = 2, by Theorem 1.1 and
Lemma 2.2 ii), we get
V1 ∗ V2(x) ∼ ae
−αxf1 ⊗ f2(x) ∼ ae
−αx
(
f1(x)f
I
2 (x) + f
I
1 (x)f2(x)
)
.
Assume (1.9) holds for n = k. Then gk = f1⊗ · · · ⊗ fk ∈ R−1. For n = k+1, by Lemma 2.2
ii) and Lemma 2.3, we can get that
gk+1(x) = gk ⊗ fk+1(x) ∼ gk(x)f
I
k+1(x) + fk+1(x)g
I
k(x)
∼
k+1∑
i=1
fi(x)
∏
1≤j 6=i≤n
f Ij (x).
Therefore, (1.9) holds for n = k + 1.
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iii) By Theorem 1.1 and Lemma 2.2 iii), we have
V1 ∗ V2(x) ∼ ae
−αxf2(x)f
I
1 (x).
So the result follows from induction and Lemma 2.3.
Finally, the conclusion that V1 ∗ · · · ∗ Vn+1 ∈ L11(α) is follows from the fact that fi and f
I
i
for 1 ≤ i ≤ n+ 1 are regular varying.
3 Applications to risk
In this section, we first introduce a discrete time risk model with stochastic returns, or with
both insurance risk and financial risk. Then, based on the results in the previous section, we
respectively give some asymptotic estimates of the aggregate net loss and the ruin probability
in the finite time period.
3.1 Model and results
For every i ≥ 1, let r.v. Xi be an insurer’s net loss (the total amount of claims less premiums)
within time period (i−1, i] with distribution Fi on R. And let r.v. Yi be the stochastic discount
factor (the reciprocal of the stochastic accumulation factor) over the same time period with
a distribution Gi on R
+. Usually, for i ≥ 1, Xi and Yi are known as the insurance risk and
financial risk, respectively. Further, assume that r.v.’s Xi, Yi, i ≥ 1 are mutually independent.
Then, at each time n ≥ 1, the stochastic present values of aggregate net losses and their maxima
respectively are specified as
S0 = 0, Sn =
n∑
i=1
Xi
i∏
j=1
Yj
and
Mn = max
0≤k≤n
Sk.
We call P (Mn > x) the finite time ruin probability at time n denoted by ψ(x, n), where x ∈
R
+ ∪ {0} is the initial capital of the insurer.
For the discrete time model, some basic theoretical issues, especially, the closure under
product convolution (that is the distribution of the product of independent r.v.’s) for the subex-
poneantial class, have been studied, see Cline and Samorodnitsky (1994), Tang (2006), Tang
(2008) and Xu et al. (2018). Based on these results, some asymptotic formulas for the ruin
probability are obtained, see, for example, Tang and Tsitsiashvili (2003, 2004). Further, Chen
(2011), Yang and Wang (2013), etc. discuss the ruin probability in the model with some depen-
dent insurance risks and financial risks. Most of the existing works assume that the insurance
risk and the financial risk respectively follow the same distribution F and G, and that the fi-
nancial risk is dominated by the insurance risk with a subexponeantial distribution, or more
general convolution equivalent distribution, namely G(x) = o
(
F (x)
)
and F ∈ S(α) for some
α ∈ R+ ∪ {0}. In Li and Tang (2015), the dominating relationship between financial risk and
insurance risk is not required, however, the distributions of every convex combination of F and
G are required to belong to the class R∗(α) ⊂ R2(α). In order to remove the restrictions on the
dominated relationship and enlarge the range of the corresponding distribution class, Hashorva
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and Li (2014) give the following result.
Theorem A. In the above model, if, for every i ≥ 1,
F i(x) ∼ l
∗
i (ln x)(lnx)
γ∗−1x−α and Gi(x) ∼ li(lnx)(ln x)
γi−1x−α
for some positive constants α, γ∗ and γi, and some slowly varying functions l
∗
i (·) and li(·), then,
for every n ≥ 1, letting γn = γ
∗ +
∑n
i=1 γi, we have
ψ(x, n) ∼ P (Sn > x) ∼ P
(
Xn
n∏
j=1
Yj > x
)
∼
(
αnΓ(γ∗)
n∏
i=1
Γ(γi)
/
Γ(γn)
)
l∗n(lnx)(ln x)
γ
n
−1x−α
n∏
i=1
li(ln x),
where Γ(·) is the Gamma-function.
Remark 3.1. In the proof of the theorem, for some n ≥ 1 and 1 ≤ i ≤ n, one of the key
objects of study is
Vi(x) = Fi(e
x) ∼ e−αxxγ
∗−1l∗i (x).
Clearly, for some α > 0, Vi ∈ L11(α) and Fi ∈ R11(α) with the same parameter γ
∗ − 1 > −1.
In addition, if γ∗ < γj for some 1 ≤ j ≤ n, then Fi(x) = o
(
Gj(x)
)
for all 1 ≤ i ≤ n, in other
words, the financial risk cannot be dominated by the insurance risk.
The above remark shows that Theorem A is of great value. However, there are some inter-
esting issues. For example, can the index γ∗−1 take different values here for different insurance
risks? And can the γ∗ take zero? Clearly, in the complex insurance business, it is a more rea-
sonable decision that, the insurance risk and the financial risk follow the different distributions
and they all have the bigger scope to be chosen. In this section, based on Theorem 1.1 and
Theorem 1.2 of the present paper, we use a method different from Hashova and Li (2014) to
positively answer these questions.
As in Theorem A, we assume that all distributions are non-lattice. Thus, this means a = α.
Theorem 3.1. In the above model, for any n ≥ 1 and all 1 ≤ i ≤ n, assume that Fi and Gi
belong to the class R11(α) for some α > 0. More specifically,
Fi(x) ∼ x
−αli(x) = x
−αfi(ln x) and Gi(x) ∼ x
−αl⋆i (x) = x
−αf⋆i (ln x),
where functions li and l
⋆
i belong to the class R0 and∫ ∞
0
fi(y)dy =
∫ ∞
0
f⋆i (y)dy =∞.
In addition, if
f1(x) = o
(
fk ⊗ f
⋆
2 ⊗ · · · ⊗ f
⋆
k (x)
)
for all 2 ≤ k ≤ n, (3.1)
then
P (Sn > x) ∼ α
nx−αfn ⊗ f
⋆
1 ⊗ · · · ⊗ f
⋆
n(lnx). (3.2)
Further, if the condition (3.1) is replaced by the following stronger term:
fk−1(x) = o
(
fk ⊗ f
⋆
k (x)
)
for all 2 ≤ k ≤ n, (3.3)
then
ψ(x, n) ∼ αnx−αfn ⊗ f
⋆
1 ⊗ · · · ⊗ f
⋆
n(lnx). (3.4)
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A more precise result than Theorem 3.1 is as follows.
Theorem 3.2. Under the conditions of Theorem 3.1, for each n ≥ 1, we have the following
further results.
i) If fi ∈ Rγi with γi > −1 and f
⋆
i ∈ Rγ⋆i with γ
⋆
i > −1 for 1 ≤ i ≤ n, then
ψ(x, n) ∼ P (Sn > x)
∼ αnx−α(lnx)nfn(lnx)
n∏
i=1
f⋆i (lnx)
n∏
j=1
B
(
γn +
j−1∑
k=1
γ⋆k + j, γ
⋆
j + 1
)
. (3.5)
ii) If fi ∈ R−1 and f
⋆
i ∈ R−1 for 1 ≤ i ≤ n, then
ψ(x, n) ∼ P (Sn > x)
∼ αnx−α
(
fn(lnx)
n∏
i=1
f⋆Ii (ln x) + f
I
n(ln x)
n∑
i=1
f⋆i (x)
∏
1≤j 6=i≤n
f⋆Ij (lnx)
)
.
iii) If fi ∈ R−1 and f
⋆
i ∈ Rγ⋆i with γ
⋆
i > −1 for 1 ≤ i ≤ n, then
ψ(x, n) ∼ P (Sn > x)
∼ αnx−α(ln x)n−1f In(lnx)
n∏
i=1
f⋆i (lnx)
n−1∏
j=1
B
( j∑
k=1
γ⋆k + j, γ
⋆
j+1 + 1
)
.
iv) If fi ∈ Rγi with γ > −1 and f
⋆
i ∈ R−1 for 1 ≤ i ≤ n, then
ψ(x, n) ∼ P (Sn > x) ∼ α
nx−αfn(ln x)
n∏
i=1
f⋆Ii (lnx).
Remark 3.2. i) According to the second asymptotic expression in (1.3), if γi = γ
∗ − 1 for
1 ≤ i ≤ n, then by Lemma 2.2 i), Lemma 3.1 and Remark 3.1, the above two conditions (3.1)
and (3.3) are automatically satisfied. Therefore, the result of Theorem A is properly included in
i) of Theorem 3.2.
ii) Of course, we can consider a more complex case that, γi = −1, 1 ≤ i ≤ m1, γi > −1,m1+
1 ≤ i ≤ n1, γ
∗
i = −1, n1 + 1 ≤ i ≤ m2 and γi > −1,m2 + 1 ≤ i ≤ n, where integers 1 ≤ m1 <
n1 < m2 < n for some n ≥ 4. We omit its details.
3.2 Proofs of the results
To prove the Theorem 3.1, we need the following lemma.
Lemma 3.1. Assume that fi ∈ L0 on R
+ and
∫∞
0 fi(y)dy = ∞ for i = 1, 2, 3. If f1(x) =
o
(
f2(x)
)
, then f1 ⊗ f3(x) = o
(
f2 ⊗ f3(x)
)
.
Proof. It is not difficult to find that there is a function h ∈
⋂3
i=1H(fi, 0) such that
f1 ⊗ f3(x) ∼
∫ x−h(x)
h(x)
f1(x− y)f3(y)dy
= o
( ∫ x−h(x)
h(x)
f2(x− y)f3(y)dy
)
= o
(
f2 ⊗ f3(x)
)
.
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Thus, the lemma is proved. ✷
Proof of Theorem 3.1. We first prove (3.2) with induction. For n = 1, it follows from
Theorem 1.1 that
P (S1 > x) = P (X
+
1 Y1 > x) = P (lnX
+
1 + lnY1 > lnx) ∼ αx
−αf1 ⊗ f
⋆
1 (ln x).
Now we assume by induction that (3.2) holds for n = k. Let S
(2)
k =
∑k+1
i=2 Xi
∏k+1
j=2 Yj, then by
induction hypothesis, we have
P (S
(2)
k > x) ∼ α
kx−αfk+1 ⊗ f
⋆
2 ⊗ · · · ⊗ f
⋆
k+1(lnx),
which means the distribution of S
(2)
k belongs to the class R(α). By (3.1), it is holds that
F1(x) = o
(
P (S
(2)
k > x)
)
.
Hence,
P (X1 + S
(2)
k > x) ∼ P (S
(2)
k > x) ∼ α
kx−αfk+1 ⊗ f
⋆
2 ⊗ · · · ⊗ f
⋆
k+1(ln x).
Further, by Theorem 1.1 and (1.2), we have
P (Sk+1 > x) = P
(
Y1(X1 + S
(2)
k )
+ > x
)
= P
(
lnY1 + ln(X1 + S
(2)
k )
+ > lnx
)
∼ αk+1x−αfk+1 ⊗ f
⋆
1 ⊗ · · · ⊗ f
⋆
k+1(lnx),
that is (3.2) holds for n = k + 1.
Next, we prove (3.4). On the one hand, it is obvious that
P (Mn > x) ≥ P (Sn > x) ∼ α
nx−αfn ⊗ f
⋆
1 ⊗ · · · ⊗ f
⋆
n(ln x). (3.6)
On the other hand, by (3.3) and Lemma 3.1, we can get that
P (Si > x) = o
(
P (Si+1 > x)
)
= · · · = o
(
P (Sn > x)
)
for all 1 ≤ i ≤ n− 1. Therefore, according to the (3.2) which has been proved, we have
P (Mn > x) ≤
n∑
i=1
P (Si > x) ∼ P (Sn > x) ∼ α
nx−αfn ⊗ f
⋆
1 ⊗ · · · ⊗ f
⋆
n(lnx). (3.7)
Combining (3.6) and (3.7), we complete the proof of (3.4). ✷
Proof of Theorem 3.2 i) We will prove (3.5) for Sn by induction. For n = 1, it follows
from Theorem 1.2 that
P (S1 > x) = P (lnX
+ + lnY > lnx) ∼ αx−α(ln x)f1(lnx)f
⋆
1 (lnx)B(γ1 + 1, γ
⋆
1 + 1).
Now we assume by induction that (3.5) holds for n = k. Let S
(2)
k =
∑k+1
i=2 Xi
∏k+1
j=2 Yj, then we
can have
P (S
(2)
k > x) ∼ α
kx−α(ln x)kfk+1(lnx)
k+1∏
i=2
f⋆i (lnx)
k+1∏
j=2
B
(
γk+1 +
j−1∑
s=2
γ⋆s + j − 1, γ
⋆
j + 1
)
,
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which means the distribution of S
(2)
k belongs to R(α). Then by (3.1), we find that
F 1(x)
P (S
(2)
k > x)
=
α−k(lnx)−kf1(lnx)
fk+1(ln x)
∏k+1
i=2 f
⋆
i (lnx)
∏k+1
j=2 B
(
γk+1 +
∑j−1
s=2 γ
⋆
s + j − 1, γ
⋆
j + 1
)
→ 0.
Hence,
P
(
X1 + S
(2)
k > x
)
∼ αkx−α(lnx)kfk+1(lnx)
·
k+1∏
i=2
f⋆i (lnx)
k+1∏
j=2
B
(
γk+1 +
j−1∑
s=2
γ⋆s + j − 1, γ
⋆
j + 1
)
.
Further, by Theorem 1.2, the assertion holds for n = k + 1.
For Mn, we only need to prove P (Sk > x) = o
(
P (Sk+1 > x)
)
, 1 ≤ k < n. By (3.3), it holds
that
P (Sk > x)
P (Sk+1 > x)
=
fk(lnx)
∏k
i=1 f
⋆
i (lnx)
∏k
j=1B
(
γk +
∑j−1
s=1 γ
⋆
s + j, γ
⋆
j + 1
)
α(ln x)fk+1(lnx)
∏k+1
i=1 f
⋆
i (lnx)
∏k+1
j=1 B
(
γk+1 +
∑j−1
s=1 γ
⋆
s + j, γ
⋆
j + 1
)
→ 0.
So (i) holds.
Similarly, the rest of the theorem can be obtained. We omit its proof. ✷
4 Examples
In this section, we respectively give some specific distributions in the classes L11(α) and L1(α)\
L11(α) for some α ∈ R with normal shapes and good properties.
According to Theorem 1.3.1 of Bingham et al. (1987), the function l ∈ R0 if and only if it
may be written in the form
l(x) = c0(x) exp
{∫ x
a0
ε0(y)/ydy
}
for x ≥ a0, (4.1)
where constant a0 > 1, function c0 is measurable and c0(x)→ c0 ∈ R
+, and ε0(x)→ 0. Thus,
f(x) = l(ex) = c0(e
x) exp
{∫ ex
a0
ε0(y)/ydy
}
= c(x) exp
{∫ x
a
ε(y)dy
}
, (4.2)
where a = ln a0 > 0, c(x) = c0(e
x)→ c0, and ε(x) = ε0(e
x).
4.1 On the class L11(α)
We show that the class L11(α) for some α ∈ R
+ is a large class of distributions. For example,
in (1.1), we may respectively take l(x) = 1, (ln lnx)γ or (ln x)γ , then f(x) = l(ex) = 1, xγ or
(lnx)γ for some γ ≥ −1, and correspondingly,
V (x) ∼ e−αxf(x) = e−αx, e−αx(lnx)γ or e−αxxγ .
Clearly, V ∈ L11(α).
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4.2 On the class L1(α) \ L11(α)
We respectively provide two distributions belonging to the class L1(α)\L11(α) for some α ∈ R
+
and results corresponding to Theorem 1.2.
Example 4.1. In (4.1), we take a0 = e and ε0(x) = 1/
(
2(ln x)1/2
)
. Clearly, ε0(x)→ 0, thus
l ∈ R0. Further, by (4.2), we have
f(x) = l(ex) = c0(e
x) exp
{∫ x
1
y−1/2/2dy
}
= c0(e
x) exp{x1/2 − 1},
f(x− t)/f(x) ∼ exp{(x− t)1/2 − x1/2} → 1 for all t,
f(xt)/f(x) = l(ext)/l(ex) ∼ exp{x1/2(t1/2 − 1)} → ∞ for all t > 1,
and
∫∞
0 f(y)dy =∞. That is f ∈ Ld and f /∈ Rγ for all γ ∈ R. Therefore, V ∈ L1(α) \ L11(α)
for each α ∈ R+ and
V (x) ∼ exp{−αx+ x1/2 − 1}.
Proposition 4.1. Let V be a distribution such that
V (x) ∼ exp{−αx+ Cxβ +D}
for some constants C ∈ R+, D ∈ R and β ∈ (0, 1). Then V ∈ L1(α) \ L11(α) for some α ∈ R
+,
and for each n ≥ 2, there are functions ξi(·) : [0,∞) 7→ (0, 1) for 1 ≤ i ≤ n− 1 such that
V ∗n(x) ∼ αn−1
n−1∏
k=1
ξk−1k (x)x
n−1 exp{−αx+ Cn−1(x)x
β + nD},
where Cn−1(x) = C
(∑n−1
i=1 (1− ξi(x))
β
∏n−1
j=i+1 ξ
β
j (x) +
∏n−1
j=1 ξ
β
j (x)
)
.
Proof. Clearly, V belongs to the class L1(α) \ L11(α). Further, when n = 2, by Theorem 1.1
and the integral mean value theorem, we have
V ∗2(x) ∼ αe−αx+2D
∫ x
0
exp{C(x− y)β + Cyβ}dy
= αxe−αx+2D
∫ 1
0
exp{Cxβ
(
(1− t)β + tβ
)
}dt
= αx exp{−αx+ C1(x)x
β + 2D}
where C1(x) = C
(
(1− ξ1(x))
β + ξβ1 (x)
)
. V ∈ L1(α) \ L11(α)
Further, we can get the conclusion by induction. ✷
Example 4.2. Let f be an function on R such that
f(x) =
∞∑
k=0
(
2x1(4k ≤ x < 2 · 4k) + (−3x+ 10 · 4k)1(2 · 4k ≤ x < 5 · 4k/2)
+x1(5 · 4k/2 ≤ x < 3 · 4k) + (5x− 12 · 4k)1(3 · 4k ≤ x < 4k+1)
)
.
Clearly, e−αxf(x) ↓ 0,
∫∞
0 f(y)dy =∞,
1 = lim inf f(x)/x ≤ lim sup f(x)/x = 2
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and
l(x) = f(lnx) =
∞∑
k=0
(
ln(2x)1(4k ≤ x < 2 · 4k) + ln(−3x+ 10 · 4k)1(2 · 4k ≤ x < 5 · 4k/2)
+ ln(x)1(5 · 4k/2 ≤ x < 3 · 4k) + ln(5x− 12 · 4k)1(3 · 4k ≤ x < 4k+1)
)
.
Thus, l ∈ R0 and f is not regularly varying. Therefore, in (1.1), the corresponding distribution
V belongs to the class L1(α) \ L11(α) for each α ∈ R
+.
For this kind of distribution, we have the following conclusion without the proof which is
similar to (1.8) of Theorem 1.2.
Proposition 4.2. Under the conditions of Theorem 1.1, we further require the distribution
Vi belongs to the class L2(α) for some α ∈ R
+ and assume there exist regular-variation functions
f0i such that
0 < ci = lim inf fi(x)/f0i(x) ≤ lim sup fi(x)/f0i(x) = di <∞
for any n ≥ 1 and all 1 ≤ i ≤ n+ 1. Further, if f0i ∈ Rγi and γi > −1 for 1 ≤ i ≤ n+ 1, then
n+1∏
i=1
ci ≤ lim inf V1 ∗ · · · ∗ Vn+1(x)
/ n∏
j=1
B
( j∑
k=1
γk + j, γj+1 + 1
)
ane−αxxn
n+1∏
i=1
f0i(x)
≤ lim supV1 ∗ · · · ∗ Vn+1(x)
/ n∏
j=1
B
( j∑
k=1
γk + j, γj+1 + 1
)
ane−αxxn
n+1∏
i=1
f0i(x) ≤
n+1∏
i=1
di.
where a is given as Theorem 1.1.
According to Proposition 4.1 and Proposition 4.2, we can also obtain some results corre-
sponding to Theorem 3.1 and Theorem 3.2 for some distributions in the class L1(α) \ L11(α).
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