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Abstract
Meta-analysis is a powerful and important tool to synthesize the literature about a research topic. Like other kinds of research,
meta-analyses must be reproducible to be compliant with the principles of the scientific method. Furthermore, reproducible meta-
analyses can be easily updated with new data and reanalysed applying new and more refined analysis techniques. We attempted
to empirically assess the prevalence of transparency and reproducibility-related reporting practices in published meta-analyses
from clinical psychology by examining a random sample of 100 meta-analyses. Our purpose was to identify the key points that
could be improved, with the aim of providing some recommendations for carrying out reproducible meta-analyses. We conduct-
ed a meta-review of meta-analyses of psychological interventions published between 2000 and 2020. We searched PubMed,
PsycInfo and Web of Science databases. A structured coding form to assess transparency indicators was created based on
previous studies and existing meta-analysis guidelines. We found major issues concerning: completely reproducible search
procedures report, specification of the exact method to compute effect sizes, choice of weighting factors and estimators, lack
of availability of the raw statistics used to compute the effect size and of interoperability of available data, and practically total
absence of analysis script code sharing. Based on our findings, we conclude with recommendations intended to improve the
transparency, openness, and reproducibility-related reporting practices of meta-analyses in clinical psychology and related areas.
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Systematic reviews and meta-analyses are commonly ranked
among the most relevant sources of scientific evidence on the
effectiveness of healthcare interventions (Evans, 2003), and
therefore provide a powerful tool to evidence-based healthcare
practice. Importantly, the validity of the conclusions drawn
from a meta-analysis depends on the methodological quality
and rigor of the primary studies (Nuijten et al., 2015; van
Assen et al., 2015).
The past decade has revealed significant problems in terms
of replicability and reproducibility in psychological research,
leading to the so-called replication crisis (McNutt, 2014; Open
Science Collaboration, 2015; Pashler &Wagenmakers, 2012).
In this paper, by ‘replicability’, we mean that a previous
conclusion will be supported by novel studies that address
the same question with new data, and by ‘reproducibility’,
we refer to obtaining the exact same previous result applying
the same statistical analysis to the same data (Asendorpf et al.,
2013; Epskamp, 2019).
Several efforts have been made to evaluate the replicability
of findings from psychology and related fields (e.g., Hagger
et al., 2016; Klein et al., 2014; Open Science Collaboration,
2015). A number of methodological issues, questionable re-
search practices, and reporting biases have been suggested as
potential explanations for failed replication attempts
(Ioannidis, 2005; Johnson et al., 2017; Schmidt & Oh, 2016;
Simmons et al., 2011; Stanley et al., 2018; Szucs & Ioannidis,
2017). In this context, meta-research has emerged as an ap-
proach ‘to investigate quality, bias, and efficiency as research
unfolds in a complex and evolving scientific ecosystem’
(Hardwicke, Serghiou, et al., 2020a, p. 12; Ioannidis, 2018).
This ‘research on research’ aims to help identify the key points
that could be improved in research and reporting practices.
Different concerns about the reproducibility of published
meta-analyses have also emerged. Gøtzsche et al. (2007)
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recomputed the primary effect sizes from 27 meta-analyses,
finding problems in 10 of them. Tendal et al. (2009)
recomputed the primary effect sizes and summary meta-
analytic estimates re-extracting the relevant primary statistics
by independent coders, finding substantial inconsistencies. In
a similar way, Tendal et al. (2011) found that multiplicity of
effect sizes in primary studies can lead to different meta-
analytic conclusions depending on how such multiplicity is
addressed. Lakens et al. (2017) struggled to reproduce a set
of meta-analyses due to lack of access to raw data and
incomplete reporting of the methodology followed. Kvarven
et al. (2020) compared the results of published meta-analyses
to large-scale replications on the same topic, finding signifi-
cant differences in effect sizes for 12 out of the 15 pairs. And
last, Maassen et al. (2020) found a number of challenges in
reproducing the calculation of effect sizes based on the infor-
mation reported by the original authors of each meta-analysis.
Of note, carrying out a meta-analysis involves a multi-
decision process from the literature search to the statistical
analysis, and only if such decisions are clearly stated will the
meta-analysis be reproducible by an independent research
team. Open science initiatives are a major point here: prereg-
istration, sharing open material and data, and sharing open
analysis scripts offer several benefits (Federer et al., 2018;
Hardwicke & Ioannidis, 2018b; Nelson et al., 2018; Nosek
et al., 2015; Nosek et al., 2019; Nosek & Lindsay, 2018;
Popkin, 2019). The importance of promoting and adopting
open science practices in meta-analysis has been increasingly
recognized in recent years (Lakens et al., 2016; Moreau &
Gamble, 2020; Pigott & Polanin, 2020). For instance,
preregistered meta-analyses avoid to some extent practices
such as selective inclusion or reporting of results (Page
et al., 2013). Additionally, open meta-analytic data sharing
offers several benefits related to efficiency in scientific devel-
opment and reproducibility or robustness checking. Full,
machine-readable availability of meta-analytic data allows
for easy updating, reusability for new purposes, reanalysis
with different or novel analysis techniques, and quick
checking of possible errors. Along with the availability of
meta-analytic data, open script code sharing allows for easy
analytic reproducibility checking and involves a straightfor-
ward statement of the analytic methods applied. All these
points are particularly relevant in the context of meta-analysis,
given that meta-analysis claims may have a strong impact on
policymaking or healthcare practices. In addition, meta-
analyses should keep the results updated as new primary ev-
idence emerges. It is important to note that there is no single
perspective concerning which analytic methods should be ap-
plied in meta-analysis, so that novel analytic methods are reg-
ularly being developed. Applying such novel techniques to
published data could be enlightening.
The last years have seen a proliferation of reviews
assessing the prevalence of transparency and reproducibility-
related practices in primary studies. A common finding across
such reviews is the lack of transparency in the reporting of key
indicators for reproducibility. Some of these reviews exam-
ined broad research disciplines such as biomedical sciences
(Iqbal et al., 2016; Wallach et al., 2018), social sciences
(Hardwicke, Wallach, et al., 2020c), and psychology
(Hardwicke, Thibault, et al., 2020b). In the meta-analytic are-
na, Polanin et al. (2020) assessed the compliance with trans-
parency and reproducibility-related practices of all meta-
analyses published in Psychological Bulletin, finding poor
adherence to these guidelines. This restriction to a specific
journal arguably yielded a pool of high-quality meta-analyses,
but it remains unclear whether the patterns observed can be
generalized to other journals with different editorial guidelines
and requirements. While Polanin et al.’s (2020) approach pro-
vides an overview of the reporting quality of meta-analyses
across a wide range of scientific topics, it also makes it diffi-
cult to characterize the reporting pattern in a specific research
area.
Purpose
In this study we empirically assessed the prevalence of trans-
parency and reproducibility-related practices in published
meta-analyses on clinical psychological interventions exam-
ining a random sample of 100 meta-analyses. Our purpose
was to identify the key points that could be improved in the
field of clinical psychology and to produce some recommen-
dations accordingly. We selected the area of effectiveness of
clinical psychological interventions for three main reasons.
First, we intended to offer recommendations focused on a
specific research topic, since transparency and openness prac-
tices might vary across research areas. Second, meta-analysis
on the effectiveness of clinical psychological interventions is
one of the types of meta-analysis most frequently published in
psychological research. Third, meta-analyses on the effective-
ness of clinical psychological interventions have an important
impact on clinical practice and policymaking.
Method
Design
This is a meta-review, that is, a kind of umbrella review that
can be defined as a methodological systematic review of meta-
analyses (Biondi-Zoccai, 2016).
Identification and selection of studies
Published meta-analyses of clinical psychological interven-
tions were identified conducting a systematic electronic search
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in PubMed, Scopus, and the core collection of Web of
Science. The search was carried out on 22 January 2020.
The full search strategies followed in each database are avail-
able in Supplementary file 1: https://osf.io/z5vrn/. Articles
were included if the following criteria were met: (a) at least
one meta-analysis focused on the effectiveness of psycholog-
ical intervention/s was reported; (b) publication year after
1999; (c) the effect size index was a mean difference or a
standardized mean difference; and (d) written in English or
Spanish. Individual participant data meta-analyses and net-
work meta-analyses were excluded from this study.
All records identified by the electronic search were
downloaded in bibliographic format and duplicates were re-
moved using the R package ‘revtools’ (Westgate, 2019), first
by exact match from DOIs, and subsequently by fuzzy
matching from titles. All bibliographic files (the outputs of
electronic search and the output of unique references) and
the script code used to remove duplicates are available at:
https://osf.io/xg97b/. Unique references were uploaded to the
open-source program ‘abstrackr’ (Wallace et al., 2012) for the
screening. The titles and abstracts of the unique references
were assessed by one author (RLN), and references that were
clearly ineligible were excluded at this stage. When the infor-
mation presented in title and abstract was insufficient, the full-
text records were evaluated independently by two authors
(RLN and MRA), with a third author (JSM or JLL) getting
involved to resolve any disagreements. Supplementary file 1
available at: https://osf.io/z5vrn/ presents a flow chart
summarizing the screening process.
Sampling
A total of 664 meta-analyses were identified by the electronic
search and screening process. Of these, 100 were randomly
selected using a random number generator between 1 and the
total number of meta-analyses included, setting up a certain
seed to guarantee the reproducibility of the process.
Supplementary file 1 available at: https://www.osf.io/z5vrn/
presents two overlapping histograms displaying the
distribution of the year of publication for the included meta-
analyses and for the selected random sample. In order to com-
pare the two observed distributions, the Kolmogorov–
Smirnov test was performed. Equivalence was found between
both distributions (D = .104, p = .299).
Procedure and data extraction
A structured coding form was created based on previous stud-
ies (Hardwicke, Wallach, et al., 2020c; Iqbal et al., 2016;
Koffel & Rethlefsen, 2016; Wallach et al., 2018) and existing
meta-analyses guidelines (Liberati et al., 2009; Pigott &
Polanin, 2020). The coding form is available at: https://
www.osf.io/2dzmk/.
Items were grouped into nine different categories: (a) study
ID and study characteristics (items 1-7); (b) preregistration,
protocol, and the statement of compliance with guidelines
(items 7–13); (c) identification and selection of studies (items
14–23); (d) data collection process (items 24–29); (e) effect or
summary measures (items 30–35); (f) statistical methods
(items 36–46); (g) data and script analysis availability (items
47–59); (h) conflict of interest and funding statement (items
60–61); and (i) access format of the paper (item 62).
At a first stage, the coding form items were tested in a pilot
coding. Four authors (RLN, MRA, JSM and JLL) indepen-
dently applied the coding form to a random sample of five
meta-analyses. Subsequently, in a series of meetings, dis-
agreements between the coders were resolved by discussion
until consensus was reached. During this process, items were
modified or refined where necessary.
Next, two authors (RLN and MRA) independently applied
the coding form to the 100 meta-analyses randomly selected.
The coding form was applied between 3 April and 29
May 2020. Discrepancies between the two coders were re-
solved by discussion and review of the relevant materials.
The three data sets (coder 1, coder 2, and consensus data)
are available at: https://osf.io/xg97b/. Inter-coder agreement
was assessed with Cohen’s kappa coefficient, for close-
ended items, using the R package ‘irr’ (Gamer et al., 2019).
The resulting values ranged between .55 and 1, with only two
items yielding values below .6 (item 16 and 55, see
Supplementary file 2 available at: https://osf.io/tw6cd/).
In addition, the format used to share each kind of raw data
available was coded a posteriori1, given the implications of
this aspect for the efficient reusability of the data. Thus, six
sub-items paired with items 50–55 were added. The formats
were categorized as interoperable or not (Bek, 2019;
Wilkinson et al., 2016) based on two criteria: format that al-
lows easy manipulation and reading of the values for open-
source statistical software, and proprietary/non-proprietary
format.
Analysis
First, we examined how often each of the indicators was re-
ported across meta-analyses. For each proportion, we calcu-
lated 95% confidence intervals based on the Wilson score
interval (Wilson, 1927) for binomial items and on the Sison–
Glaz method (Sison & Glaz, 1995) for multinomial items,
using the R package ‘DescTools’ (Signorell et al., 2020).
Furthermore, we explored possible associations using bi-
nary logistic regression, with publication year (item 4),
1 Only cases that provided data from different sources than the article itself
(previously coded in item 48) were re-reviewed. For cases that only provided
data in the article itself (item 48 = 2), ‘pdf’ was imputed for each type of data
previously coded as available (see script analysis code available at: https://osf.
io/a7zth/).
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preregistration (item 7), and use of reporting guidelines (item
12) as predictors, and the following dichotomous (or dichot-
omized by removing the ‘Other’ category) indicators as de-
pendent variables: items 15 to 20, 22 to 32, 34, 36, 38 to 42,
44, and 50 to 55. We started fitting single predictor models to
observe unadjusted associations, and then switched to multi-
ple regression models introducing all three predictors to ex-
plore the associations for each predictor controlling for the
others. We quantified the strength of the associations by cal-
culating odds ratios and 95% confidence intervals based on
profile likelihood. Despite the large number of contrasts per-
formed, we did not introduce any corrections for multiple
comparisons due to the exploratory nature of our analyses.
Preparation of data and all figures presented in this paper
was accomplished using the collection of R packages
‘tidyverse’ (Wickham et al., 2019). All the script codes used
to handle and analyse the data are openly available at: https://
osf.io/xg97b/.
Results
The total of 664 included meta-analyses were published be-
tween 2000 and 2020 (median = 2015), whereas publication
year for the selected random sample of 100 meta-analyses
ranged between 2001 and 2020 (median = 2016).
Preregistration, guidelines, and conflict of interest
Of the 100 meta-analyses examined, 19 (see Fig. 1a) stated
that there was a preregistration of the study; of these, 13 (68%,
Fig. 1b) allocated their preregistration in PROSPERO, three
(16%) in the Cochrane Library, one (5%) in OSF, one (5%) in
UMIN-CTR, and one (5%) internally at a national agency.
Conversely, 78 out of the 100 meta-analyses in our random
sample did not include any statement on preregistration,
whereas two stated that there was no preregistration and one
mentioned preregistration of a different project. Only 17 out of
the 100 meta-analyses included a link or a unique ID to locate
an accessible protocol (Fig. 1c).
With regard to the statement of compliance to guidelines
(Fig. 1d), 70 out of the 100 meta-analyses did not mention
following any reporting guideline, whereas 27 stated that they
followed PRISMA and three that they followed other guide-
lines (MARS in two studies and QUOROM in one).
Funding sources and competing interests could be a poten-
tial source of bias. Of the 100 meta-analyses reviewed, 13 (see
Fig. 1e) stated one or more conflicting interests, 51 stated that
there were no conflicting interests, and 36 did not include a
conflict of interest statement.With regard to funding, 38meta-
analyses (see Fig. 1f) failed to include a funding statement,
whereas 38 declared public funding sources, three mentioned
private sources, one declared both public and private sources,
and 20 stated that no funding was provided. Regarding acces-
sibility, 29 of the 100 meta-analyses had no publicly available
version; of these, 13 stated that public funding was provided.
Systematic review methods
Eligibility criteria and literature search
Detailed and complete reporting of the search and screen-
ing procedures allows the assessment of the quality of the
procedure and facilitates replication. We excluded one
meta-analysis because it consisted of a reanalysis of a
previous meta-analysis. Thus, this meta-analysis was ex-
cluded from the analysis of the items concerning electron-
ic search (items 14 to 20). All the remaining 99 meta-
analyses specified the electronic databases consulted
(Fig. 2a); of these, 66 (67%) specified the year for first
date searched (including database inception); 69 (70%)
indicated the electronic search limits used; 84 (85%) spec-
ified the month and year of the electronic search; 93
(94%) included the search terms used; and 63 (64%) re-
ported the full search strategy (exact terms and the
Boolean connectors). However, only 37 reported all these
details combined, which is required for the electronic
search to be completely reproducible; 86 (87%) declared
having used additional search methods as follows: 78
(91%) used additional backward searches of reference
lists of identified articles or relevant previous reviews,
29 (34%) used additional hand searches of relevant
websites, conferences papers, relevant journals, etc., 23
(27%) contacted experts, nine (10%) consulted Google
Scholar, and five (6%) used additional forward searches
by citation tracking.
Among the 100meta-analyses examined, 96 (Fig. 2a) spec-
ified the eligibility criteria and 82 described the screening
process.
Data collection process
The data collection process should be detailed, including the
methods for dealing with missing data and for assessing risk
of bias in the included studies, so that the accuracy of the
extracted data and their validity can be evaluated. Of the 100
meta-analyses, 68 (see Fig. 2b) described details about the
collection process of study characteristics; out of these, 61
(90%) conducted double coding, of which 21 (34%) reported
inter-coder agreement values. Also, 77 out of the 100 meta-
analyses listed all variables for which data were sought, 42
described at least one method to deal with missing data (such
as statistical imputation, request to authors), and 77 described




Identifying the effect measure used and specifying the method
to calculate it is crucial due to the existence of many different
effect size measures as well as several approaches to calculate
some of them (Hoyt & Del Re, 2018; Rubio-Aparicio et al.,
2018). The majority of the 100 meta-analyses reported the
effect measure used in the synthesis (93% see Fig. 3a);
however, the majority of these did not specify in detail which
formula was used to compute it (85%).
Multiplicity of results in trial reports leads to statistical
dependency if the multiple effect estimates from the same
study are based (at least partially) on the same participants,
and ignoring it may result in underestimation of standard er-
rors and erroneous statistical conclusions (Bender et al., 2008;
López-López et al., 2018; Tendal et al., 2011). About half of
the meta-analyses (54%) described at least one method to deal
with multiplicity, including random selection, averaging,
Fig. 1 Percentage of b meta-analysis preregistered, b preregistration locations, c protocol availibility, d guidelines adherence, e competing interest
statements, f funding statements, and g accesibility of meta-analyses. N indicates total number of meta-analyses assessed for each indicator
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decision rules, or using advanced meta-analytic methods to
model or account for it (López-López et al., 2018). About a
third (33%) of the meta-analyses described sensitivity analy-
ses to assess the effect of outliers.
Synthesis and analysis methods
The choice of statistical model and meta-analytic method may
have an impact on the results and conclusions, hence the im-
portance of reporting a detailed description of the statistical
analysis approach (Langan et al., 2015; Sánchez-Meca et al.,
2013; Schmidt et al., 2009). The vast majority of the 100
meta-analyses stated the statistical model assumed for the syn-
thesis process (92%, see Fig. 3b), with most of them assuming
a random-effects model (87, 95%); however, very few of
those meta-analyses stated the estimation method of the
heterogeneity variance, τ2 (11, 13%). Furthermore, of the total
of 100 meta-analyses, only 30 stated the weighting factor
used, whereas 85 mentioned methods to assess heterogeneity.
Moreover, 65 meta-analyses described methods to assess the
influence of possible moderator variables, but only 22 of these
(34%) specified the statistical model assumed for the moder-
ator analyses.
Additionally, 73 out of the 100meta-analyses stated having
used at least one method to assess reporting biases (including
publication bias); of these, 61 (84%) reported a funnel plot, 34
(47%) applied the trim-and-fill method, 31 (42%) used the
Egger test, 24 (33%) applied some form of the fail-safe-N
method, 13 (18%) used the Begg andMazumdar test, and only
one used PET-PEESE and p-uniform methods.
Most meta-analyses identified the software used to carry
out the statistical analyses (89%); of these, 38 (43%) used
Fig. 2 Percentage reported of systematic review methods by a eligibility criteria and literature search, and b data collecion process, showing different
indicators for each category. N indicates total number of meta-analyses assessed for each indicator
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Comprehensive Meta-Analysis, 24 (27%) used Review
Manager, 20 (22%) used STATA, 12 (13%) used R, eight
(9%) used SPSS, and six (7%) used other software.
Data and analysis script availability
The unit of analysis of a meta-analysis is usually the primary
study, so when we talk about data availability, we typically
refer to the summary-level data (e.g., effect sizes) from each
primary study included in each meta-analysis. In systematic
reviews and meta-analyses, it is common to report the charac-
teristics of the included studies, as well as through table or
forest plots, the individual effects measures. The vast majority
of the meta-analyses we examined (98%, see Fig. 4a) reported
at least some raw data; of these, 93 reported some raw data in
the paper itself. Furthermore, 31 meta-analyses included raw
data in supplementary files or appendices, four stated that
some raw data were available upon request, one shared data
using an institutional webpage, and one using https://osf.io/.
Of the 98 meta-analyses for which some raw data were
available, all the meta-analyses (see Fig. 4b) identified the
primary study associated with the data, only three in interop-
erable format; 89 reported the primary study comparator (e.g.,
treatment-as-usual, waitlist, other intervention…), only three
in interoperable format; 82 reported the primary effect sizes
combined, only three in interoperable format: 69 reported the
sample sizes of the groups compared in the primary studies,
only three in interoperable format: 29 reported the statistics
used to compute primary effect sizes, only two in interopera-
ble format: and 70 reported the coded moderator variables,
only three in interoperable format
Data script availability refers to detailed step-by-step de-
scriptions of the analyses carried out (e.g., SPSS syntax, R
code etc.). Availability of the analysis code, along with the
Fig. 3 Percentage reported of meta-analysis methods by a effect measures, and b synthesis and analysis methods, showing different indicators for each
category. N indicates total number of meta-analyses assessed for each indicator
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data shared, enables to check computational reproducibility of
the reported results. Unfortunately, only one of the meta-
analyses we examined (see Fig. 4c) mentioned that the analy-
sis script code was available (through an OSF link).
Associations between year, preregistration or
guidelines adherence and transparency and
reproducibility-related reporting
Several logistic regression models were fitted; for space-
saving reasons only a selection of the results is presented in
this section. The full results are available at: https://osf.io/
9xsg2/
Table 1 presents the odds ratio and 95% CI of the main
results of simple and multiple models. Taking into consider-
ation the results of the simple and multiple models, publica-
tion year was a significant predictor of the inclusion of a de-
scription of the screening process (OR = 1.29 [95% CI: 1.12-
1.54], the statistical model assumed (OR = 1.29 [95% CI:
1.08-1.60]), the methods to assess reporting biases (OR =
1.19 [95% CI: 1.06-1.35]), and the software used (OR =
1.19 [95%CI: 1.04-1.39]), with more recent studies providing
a more detailed description of the methods used. Moreover,
preregistered meta-analyses were more likely to specify the
year for first date searched (OR = 13.27 [95% CI: 2.32-
253.59]) and following reporting guidelines such as
PRISMA was associated with a more complete report of the
full search strategy (OR = 3.20 [95% CI: 1.07-11.08]) and the
methods used for assessing risk of bias of the individual stud-
ies (OR = 6.50 [95% CI: 1.12-124.12]).
Key points
The key points identified where a substantial lack of transpar-
ency was found concerning the potential reproducibility of the
meta-analyses examined are summarized in Table 2. Other
Fig. 4 Percentage of ameta-analysis that reported some raw data, cmeta-
analysis that shared the analysis script code, and b what data were avail-
able and if these were in interoperable formats; each interoperability bar
corresponds to the primary data represented over it. N indicates total
number of meta-analyses assessed for each indicator
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aspects related to the promoting transparency (i.e., well-
stablished reporting guidelines adherence) and to the preven-
tion of result-based bias (i.e., preregistration) are summarized
in Table 3.
Discussion
The main aim of this study was to analyse the prevalence of
transparency and reproducibility-related practices in meta-
analyses on the effectiveness of clinical psychological inter-
ventions. A random sample of published meta-analyses on the
effectiveness of clinical psychological interventions was
reviewed. Additionally, the relationship between publication
year, preregistration, and guidelines adherence and different
indicators was assessed. A lack of transparency in key aspects
for the reproducibility of meta-analyses was found.
Regarding preregistration, the 19% of preregistered meta-
analyses found in our meta-review is substantially higher than
findings from previous studies mainly focused on primary
research (Hardwicke, Thibault, et al., 2020b, 3%;
Hardwicke, Wallach, et al., 2020c, 0%;) and higher than that
found in a previous study focused on meta-analyses (Polanin
et al., 2020, 2%). However, the existence of a preregistration
was not shown to be associated with an increased reporting of
information related to the potential reproducibility of the me-
ta-analysis, except for the specification of the year for first
date searched and, to a minor extent, for identification of the
estimationmethod of the heterogeneity variance. The majority
of identified preregistrations were allocated in specialized re-
positories such as PROSPERO, and these were submitted
through a structured form. Hence, relevant information, iden-
tified in this study as poorly reported, could be explicitly re-
quested, such as: full search strategy, estimationmethod of the
heterogeneity variance, or the formula used to compute the
effect measure. As pointed in Table 3, it is worth noting that
preregistration is compatible with flexibility, allowing flexi-
bility tracking. Regarding guidelines adherence statements,
only 30 of the 100 meta-analyses stated the use of reporting
guidelines. Adherence statements to guidelines was associated
to higher reporting of the full search strategy, full description
of the methods used for assessing risk of bias of individual
studies and, to a minor extent, better description of the screen-
ing process, coded variables, and the statistics used to com-
pute the effect measure. The suboptimal adherence to many
items of PRISMA guidelines have been studied in previous
studies (Page & Moher, 2017). An update of PRISMA has
recently been published (Page et al., 2021), including new
Table 1 Odds ratios and 95% CI between predictors and transparency and reproducibility-related indicators
Indicator Year Preregistration Guideline adherence statement
Simple Multiple Simple Multiple Simple Multiple
Specify the year for first date
searched




1.24 [0.50–3.25] .64 [0.21–1.93]




4.08 [1.49–13.20] 3.20 [1.07–11.08]
Specify the eligibility criteria
operatively
1.23 [1.01–1.52] 1.19 [0.95–1.50]
Describe the screening process 1.32 [1.16–1.53] 1.29 [1.12–1.54] 9.30 [1.77–171.82] 2.44 [0.37–48.35]
List all variables for which data
were sought




3.60 [1.11–16.25] 2.27 [0.61–11.18]
Describe methods used for
assessing risk of bias of
individual studies
1.17 [1.05–1.32] 1.10 [0.97–1.25] 13.29 [2.57–244.28] 6.50 [1.12–124.12]
Identify the statistical model
assumed
1.23 [1.06–1.45] 1.29 [1.08–1.60] 1.31 [0.28–9.34] 0.25 [0.03–2.29]
Identify the estimation method
of τ2




3.18 [0.88–12.03] 1.97 [0.47–8.43]
Describe any methods to assess
reporting biases (including
publication bias)




0.81 [0.32–2.14] 0.29 [0.09–0.94]
Mention the software used to
carry out the statistical
analyses




2.07 [0.49–14.13] 0.99 [0.17–8.25]
Statistics used to compute the
effect are size available




2.58 [1.03–6.48] 2.04 [0.74–5.66]
Odds ratio and CIs not interpretable due to separation were omitted. Odds ratio 95% CI is presented in brackets. Bolded values indicated CIs that do not
contain the null value
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recommendations and changes relevant to some of the aspects
examined in this study.
The reporting of search strategy elements in clinical psy-
chology was found to be better than in other areas (Koffel &
Rethlefsen, 2016; Maggio et al., 2011; Mullins et al., 2014;
Polanin et al., 2020). Nonetheless, there is still room for im-
provement in aspects such as indicating the limits of the
search, specifying search dates or including the full search
strategy. Using the same definition, we found the search re-
producible in 37% of the meta-analyses, as opposed to the
22% reported in Koffel and Rethlefsen (2016). In any case,
the inclusion of a full reproducible search strategy was modest
in the set of meta-analyses reviewed. As recommended in
Table 2, and in line with the updated PRISMA 2020 (Page
et al., 2021), the full search strategy for all databases
consulted, detailing dates, limits, specific terms, and the
Boolean connectors should be reported. These details could
be reported as additional/supplementary information hosted
by the journal or third-party repositories.
The validity of a systematic review partially depends on the
reliability of the data extraction process. Coding primary stud-
ies requires time, attention to details in a tedious task, and
multiple choices. Close to one third of the meta-analyses
reviewed did not give details on how the study coding process
Table 2 Summary of results and recommendations on the key points lacking transparency




37% [28%–47%] Facilitates the evaluation of the comprehensiveness
of the review and its update in the same direction.
Always report the full search strategy for ALL
databases consulted, detailing dates, limits,
specific terms, and the Boolean connectors.
For space-saving reasons, it is recommended to re-
port these details as supplementary material hosted
by the journal or online repositories.
Specify effect
measure formula
15% [9%–24%] Due to the variety of approaches to define
standardized and unstandardized mean
differences, specification of the formula used is
required to ensure the reproducibility of results.
Always report the specific formula on the paper itself
or refer readers to a reference (including the
equation number and/or the book/article page
where the formula can be found).
Identify the weighting
factor
30% [22%–40%] Although inverse variances are the most popular
weighting scheme, other alternatives are available,
and the choice can have an impact on the results.
Always specify the weighting factor used. Note that





13% [7%–21%] The between-studies (or heterogeneity) variance is
used in random-effects weights and prediction
intervals, as well as in the calculation of popular
indices in meta-analysis such as I2 and pseudo-R2.
Many estimators of τ2 have been proposed, and
the resulting estimates often show important dis-
crepancies among estimators.
Always report and justify the estimation method of
the heterogeneity variance. The choice should be
based on the data set features along with
recommendations from simulation studies under






30% [21%–39%] This is the primary raw data used to calculate the
effect measures. Availability of this information,
along with the effect measure formula, allows the
analytic reproducibility of primary effect
measures.
Always share ALL coded raw data prior to any data
handling in easily computer-readable formats,
such as tsv or csv. To facilitate error checking, add
a column indicating the precise location of the
coded data in the primary study.
Online repositories are very useful for this (OSF,
Fighshare, Zenodo,










Significantly increases the efficiency of data
reusability through the use of computer-readable
and non-proprietary value formats. Avoiding the
error-prone process of manual recoding of avail-
able data for reproduction or reuse attempts.
Always share data in interoperable formats such as
csv or tsv. The FAIR principles (Wilkinson et al.,




1% [0–5%] It contains a detailed step-by-step description of the
analyses performed. Sharing it is the best way to
ensure the analytic reproducibility and to avoid the
ambiguities of verbal descriptions.
Always share the analysis script code. Moreau and
Gamble (2020) share a very useful script template
for carrying out a meta-analysis with R using the
metafor (Viechtbauer, 2010) package in their OSF
project: https://osf.io/5nk92/.
Again, online repositories, own websites or journal
hosting are very useful for hosting the files.
95% CIs are presented in brackets
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was carried out. In addition, although most of the meta-
analyses that reported details of this process carried out double
coding, only a third of these reported inter-coder reliability
estimates of the coding process. Moreover, missing data is a
common problem in evidence synthesis, but only 42% of the
meta-analyses reviewed reported any method to deal with
missing data. Several methods have been developed to check
the robustness of the results to the inclusion of missing data
(Mavridis et al., 2014; Pigott, 2019).
Previous studies examined the reproducibility of primary
effect sizes of a set of meta-analyses: Gøtzsche et al. (2007)
found problems in 37% of these meta-analyses and, Lakens
et al. (2017) found significant problems to reproduce a set of
meta-analyses, in part due to the lack of information on how
the primary effects sizes were calculated and Maassen et al.
(2020) found that the main problems with primary effect sizes
reproducibility are often related to the ambiguity in the proce-
dure followed by the meta-analyst. Thus, reporting informa-
tion concerning the primary effects sizes used and their exact
and detailed computation methods is essential to reproduce
and update a meta-analysis. However, a poor reporting of
detailed primary effect sizes computation method was found
in our study. As pointed in Table 2, due to the variety of
approaches to compute a common kind of effect measure
(e.g., d index family), more detailed information on this
should be specified. Commonly, general references to hand-
books have been found, but the specific computation method
used should be specified with a mention to the page(s) where
the calculation formula(e) can be found. Furthermore, multi-
plicity of results in primary studies is a commonmeta-analysis
issue and the way to deal with it could have an impact on the
meta-analytic model estimates (Maassen et al., 2020; Tendal
et al., 2011), but only half of the meta-analyses reviewed
reported any method of dealing with it. Also, it is common
to find extreme effect sizes in a set of primary studies when
carrying out a meta-analysis. Apart from this, the presence of
outliers could have an impact on the conclusions, however,
only a third of the meta-analyses reviewed dealt with this
issue. There are different approaches to handling influential
observations such as leave-one-out analyses and Cook’s dis-
tances (Viechtbauer, 2010) or graphical examination of het-
erogeneity using combinatorial meta-analysis (Olkin et al.,
2012). Addressing the issue of influential results is a good
practice to appraise the robustness of the conclusions derived
from the quantitative synthesis.
Regarding synthesis methods, different analytic choices
have to be made when a meta-analysis is carried out. As
pointed in Table 2, these choices could have an impact on
the results (Langan et al., 2015; Sánchez-Meca et al., 2013;
Schmidt et al., 2009) and compromise the reproducibility of
the meta-analysis and should be reported. However, a lack of
transparency was found in the report of relevant information
such as the weighting factor used or the estimation method of
the heterogeneity variance when a random-effects model was
assumed. On the one hand, a comprehensive description of the
synthesis methods used in a meta-analysis facilitates the re-
producibility, and, on the other hand, it allows the assessment
of the robustness of the results when applying different statis-
tical techniques (Steegen et al., 2016). If the meta-analysis is
carried out using the R (R Core Team, 2020) package metafor
(Viechtbauer, 2010), a very helpful function is reporter().
This function generates a readable text format output with a
draft analysis report based on a previously fitted rma.uni ob-
ject. Such draft may be used as a starting point when writing
up the meta-analytic report.
Along with a comprehensive description of the synthesis
methods, the availability of open data is the next key aspect
that enables the reproducibility of the results as well as
Table 3 Summary of results and recommendations on different practices related to promoting transparency




30% [20–40%] It’s a very helpful tool that facilitates the transparent
reporting of all relevant points on the rationale, methods
and results of a systematic review or meta-analysis.
Furthermore, it standardizes the report, facilitating the
readability, assessment and update of the systematic
review and/or meta-analysis.
Use well-established, up-to-date reporting guidelines
intended for meta-analyses such as: the recently up-
dated PRISMA 2020 (Page et al., 2021); the
focused-on reliability generalization meta-analyses
REGEMA (Sánchez-Meca et al., 2021); the focused-on
non-intervention studies NIRO-SR (Topor et al., 2020),
for example.
Preregistration 19% [12–17%] It prevents the result-based bias by stating the main
hypotheses, design and analysis plans prior to obtaining
the results. Furthermore, it could provide a transparent
project timeline, workflow and general
decision-making process.
Specialized repositories such as PROSPERO could be
helpful since they are tailored to the SR/MA design.
General repositories such as OSF could also be helpful
as they provide a useful space to store all relevant ma-
terial related to the project.
It’s important to note that a preregistration protocol does
not restrict flexibility. Deviations from the
preregistration protocol are normal and usual; they
should simply be reported.
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checking their robustness. Previous studies found poor ratios
of data sharing in primary research in different areas
(Alsheikh-Ali et al., 2011; Hardwicke & Ioannidis, 2018a;
Hardwicke, Thibault, et al., 2020b; Hardwicke, Wallach,
et al., 2020c; Iqbal et al., 2016; Wallach et al., 2018).
Despite the majority of the meta-analyses we reviewed having
reported at least some raw data, most data were shared in the
article itself. Indeed, the vast majority of raw shared data were
reported in PDF format, hampering reanalysis attempts by
different researchers and most likely forcing them to tedious,
time-consuming and, and error-prone manual recoding of the
data (Bek, 2019; Wilkinson et al., 2016). Only three studies
shared some raw data in interoperable formats such as CSV
files. On other hand, the shared raw data were typically limited
to the primary effect sizes computed (as opposed to the raw
data reported in the primary studies). Conversely, it was un-
common to find primary raw statistics used to compute the
effect sizes, similar to previous studies (Polanin et al., 2020).
This is the process where more problems have been found to
reproduce the results of a meta-analysis (Gøtzsche et al., 2007;
Maassen et al., 2020). There is no good reason for a meta-
analyst not to share all the coded raw data. We note that, with
the exception of individual participant data meta-analysis, the
unit of analysis involves summary data from primary studies,
hence sharing the meta-analysis database usually entails no
ethical concerns. Nowadays, there are many ways for data
sharing in interoperable spreadsheet formats, for example
hosted by the journal, in online repositories (e.g., OSF,
Fighshare, Zenodo), or on personal/institutional webpages.
In addition to reproducibility concerns, data sharing allows
for quick updating of a meta-analysis and the reusability for
new scientific purposes. As mentioned in Table 2, the FAIR
principles (Wilkinson et al., 2016) are a useful guideline for
best practices in data sharing: meta-analytic data that are find-
able, accessible, interoperable, and reusable would have a
stronger impact and efficiency by decreasing research waste.
Previously, we discussed the relevance of a comprehensive
description of synthesis methods to guarantee the reproduc-
ibility of the results. However, this form of verbal description
is often lacking in detail or contains errors making reproduc-
ibility difficult (Hardwicke et al., 2018; Lakens et al., 2017). A
better approach to ensure the analytic reproducibility is shar-
ing the analysis script (Hardwicke et al., 2018; Obels et al.,
2020), typically in computer code format. Unfortunately, only
one meta-analysis shared the analysis script. This result is in
line with previous research (Hardwicke, Thibault, et al.,
2020b; Hardwicke, Wallach, et al., 2020c; Polanin et al.,
2020; Wallach et al., 2018).
Nowadays, there are many options for analysis script shar-
ing, allowing easy reproducibility and detection of potential
errors. R (R Core Team, 2020) is a free and open software
environment and programming language that, along with
RStudio, facilitates the production of easily shared analysis
scripts. As noted in Table 2, Moreau and Gamble (2020) share
a very useful script template for carrying out a meta-analysis
with R using themetafor (Viechtbauer, 2010) package in their
OSF project: https://osf.io/5nk92/.
The prevalence of funding statements found in our meta-
review of meta-analyses of psychological interventions was
similar to those reported in the broader fields of psychology
(Hardwicke, Thibault, et al., 2020b) and biomedical research
(Wallach et al., 2018), and higher than in social sciences re-
search (Hardwicke, Wallach, et al., 2020c). Regarding com-
peting interests, ratios of including a statement were found to
be better than for psychology and social sciences research, and
similar to biomedical research. Accessibility was fairly ade-
quate compared to biomedical (Wallach et al., 2018) and so-
cial sciences (Hardwicke, Wallach, et al., 2020c) research and
similar to psychology (Hardwicke, Thibault, et al., 2020b). In
any case, there is still room for improvement. Of the 29 meta-
analyses for which we could not find any publicly available
version, 13 stated that public funding was provided. Public
research funders usually have open-access mandates (van
Noorden, 2021), which make sense. Green open-access con-
sists of self-archiving a copy of the work in a freely accessible
repository (institutional, third-party archive…) or personal
webpage and does not entail any extra charge for the authors.
Different versions of the manuscript, such as pre-print or an
author-accepted version, can be stored.
This study has some limitations. First, the time span cov-
ered is fairly wide. Thus, the obtained estimates may not cap-
ture the changes that have arisen in recent years. Due our focus
on a highly specific area of research our primary goal was to
capture general transparency and reproducibility-related prac-
tices over a wide time span, and then we subsequently
attempted to assess possible variations over time using logistic
regression models with publication year as a predictor.
Therefore, additional research is needed to examine more spe-
cific changes over years. Second, our conclusions might not
be generalizable beyond the area of clinical psychology.
Additional research is needed to address these issues in differ-
ent meta-analytic contexts. Third, this study was not
preregistered. Although the nature of our analyses is strictly
exploratory, there are several benefits of preregistration for all
kinds of studies, regardless of their design or aims—mainly
regarding transparency in workflow and decision-making pro-
cesses. We have attempted to address this gap by openly shar-
ing all relevant material at the different stages of the study.
Last, our results do not provide findings on the reproducibility
of the meta-analyses reviewed, but on the prevalence of trans-
parency and reproducibility-related practices. The reports
were reviewed to assess the availability of necessary informa-
tion and data to be able to check the reproducibility of a meta-
analysis. Further research is needed that specifically addresses




Our findings show a relatively better level of transparency and
reproducibility-related practices across meta-analyses on the
effectiveness of psychological interventions compared to
more general fields or research areas. Nevertheless, some gaps
were found in key aspects, including full reproducible search,
level of detail on statistical methods, availability and interop-
erability of relevant raw data, and script analysis code sharing.
Nowadays, meta-analysis is widely considered as the best
source of scientific evidence (e. g., OCEBM Levels of
Evidence Working Group, 2011) and therefore meta-analytic
results and conclusions often have a strong impact on
policymaking, social practices, or healthcare decisions.
Thus, standards of research quality, transparency, and
reproducibility-related practices of meta-analyses need to be
high. Tools to help researchers carry out a meta-analysis with
the best open practices are available (e.g., Lakens et al., 2016;
Moreau & Gamble, 2020), as well as a recent update of the
PRISMA statement (Page et al., 2021). We also provide some
recommendations in Table 2 which are particularly relevant to
researchers carrying out evidence synthesis in the field of
clinical psychology. Increasing compliance to these different
recommendation sources will improve the strength of the con-
clusions of a meta-analysis and will allow a more efficient and
stronger development of scientific knowledge. These points
are particularly relevant in the context of meta-analytic re-
search recognized and understood as a source of evidence
synthesis commonly used to guide applied practice. Flawed
meta-analytic conclusions could lead to misguided practical
applications, particularly harmful in a healthcare context. Last,
this study provides a baseline for comparison that will allow
future studies to assess the impact of recent developments in
this field.
Author note This paper was posted as a preprint on PsyArXiv.
Funding This research has been funded with a grant from the Ministerio
de Ciencia e Innovación and by FEDER funds (Project n° PID2019-
104080GB-I00).
Data Availability All materials, data, and analysis script coded have been
made publicly available on the Open Science Framework: https://osf.io/
xg97b/. Additionally, a Code Ocean capsule reproducing the reported
results is available at: https://doi.org/10.24433/CO.6211364.v1
Declarations
Conflict of interest The authors have no potential conflict of interest
with the material presented in this paper.
Open Access This article is licensed under a Creative Commons
Attribution 4.0 International License, which permits use, sharing, adap-
tation, distribution and reproduction in any medium or format, as long as
you give appropriate credit to the original author(s) and the source,
provide a link to the Creative Commons licence, and indicate if changes
were made. The images or other third party material in this article are
included in the article's Creative Commons licence, unless indicated oth-
erwise in a credit line to the material. If material is not included in the
article's Creative Commons licence and your intended use is not permitted
by statutory regulation or exceeds the permitted use, you will need to
obtain permission directly from the copyright holder. To view a copy of
this licence, visit http://creativecommons.org/licenses/by/4.0/.
References
Alsheikh-Ali, A. A., Qureshi, W., Al-Mallah, M. H., & Ioannidis, J. P.
(2011). Public availability of published research data in high-impact
journals. PloS one, 6(9), e24357. https://doi.org/10.1371/journal.
pone.0024357
Asendorpf, J. B., Conner, M., Fruyt, F. D., Houwer, J. D., Denissen, J. J.
A., Fiedler, K., Fiedler, S., Funder, D. C., Kliegl, R., Nosek, B. A.,
Perugini, M., Roberts, B. W., Schmitt, M., Aken, M. A. G. van,
Weber, H., &Wicherts, J.M. (2013). Recommendations for increas-
ing replicability in psychology. European Journal of Personality,
27(2), 108-119. https://doi.org/10.1002/per.1919
Bek, J. G. (2019). Bringing order to psychological data: Explorations in
a meta-analytical space [Master’s Thesis, Eindhoven University of
technology]. Retrieved January 27, 2021 from https://research.tue.
nl/en/studentTheses/bringing-order-to-psychological-data
Bender, R., Bunce, C., Clarke, M., Gates, S., Lange, S., Pace, N. L., &
Thorlund, K. (2008). Attention should be given tomultiplicity issues
in systematic reviews. Journal of Clinical Epidemiology, 61(9),
857-865. https://doi.org/10.1016/j.jclinepi.2008.03.004
Biondi-Zoccai, G. (ed.) (2016). Umbrella reviews: Evidence Synthesis
with overviews of reviews and meta-epidemiologic studies.
Springer. https://doi.org/10.1007/978-3-319-25655-9
Epskamp, S. (2019). Reproducibility and replicability in a fast-paced
methodological world. Advances in Methods and Practices in
Psychological Science, 2(2), 145-155. https://doi.org/10.1177/
2515245919847421
Evans, D. (2003). Hierarchy of evidence: A framework for ranking evi-
dence evaluating healthcare interventions. Journal of Clinical
Nursing, 12(1), 77-84. https://doi.org/10.1046/j.1365-2702.2003.
00662.x
Federer, L. M., Belter, C. W., Joubert, D. J., Livinski, A., Lu, Y.-L.,
Snyders, L. N., & Thompson, H. (2018). Data sharing in PLOS
ONE: An analysis of data availability statements. PLOS ONE,
13(5), e0194768. https://doi.org/10.1371/journal.pone.0194768
Gamer, M., Lemon, J., & Singh, I. F. P. (2019). irr: Various coefficients
of interrater reliability and agreement. R package version 0.84.1
[Computer software]. Retrieved from https://CRAN.R-project.org/
package=irr
Gøtzsche, P. C., Hróbjartsson, A., Maric, K., & Tendal, B. (2007). Data
extraction errors in meta-analyses that use standardized mean differ-
ences. JAMA, 298(4), 430-437. https://doi.org/10.1001/jama.298.4.
430
Hagger, M. S., Chatzisarantis, N. L. D., Alberts, H., Anggono, C. O.,
Batailler, C., Birt, A. R., Brand, R., Brandt, M. J., Brewer, G.,
Bruyneel, S., Calvillo, D. P., Campbell, W. K., Cannon, P. R.,
Carlucci, M., Carruth, N. P., Cheung, T., Crowell, A., De Ridder,
D. T. D., Dewitte, S., … Zwienenberg, M. (2016). A multilab
preregistered replication of the ego-depletion effect. Perspectives
on Psychological Science, 11(4), 546-573. https://doi.org/10.1177/
1745691616652873
Hardwicke, T. E., & Ioannidis, J. P. A. (2018a). Populating the data ark:
An attempt to retrieve, preserve, and liberate data from the most
Behav Res
highly-cited psychology and psychiatry articles. PLOS ONE, 13(8),
e0201856. https://doi.org/10.1371/journal.pone.0201856
Hardwicke, T. E., & Ioannidis, J. P. A. (2018b). Mapping the universe of
registered reports. Nature Human Behaviour, 2(11), 793-796.
https://doi.org/10.1038/s41562-018-0444-y
Hardwicke, T. E., Mathur, M. B., MacDonald, K., Nilsonne, G., Banks,
G. C., Kidwell, M. C., Mohr A. H., Clayton, E., Yoon, E. J., Tessler,
M. H., Lenne, R. L., Altman, S., Long, B. & Frank, M. C. (2018).
Data availability, reusability, and analytic reproducibility:
Evaluating the impact of a mandatory open data policy at the journal
Cognition.Royal Society open science, 5(8), 180448. https://doi.org/
10.1098/rsos.180448
Hardwicke, T. E., Serghiou, S., Janiaud, P., Danchev, V., Crüwell, S.,
Goodman, S. N., & Ioannidis, J. P. A. (2020a). Calibrating the
scientific ecosystem through meta-research. Annual Review of
Statistics and Its Application, 7(1), 11-37. https://doi.org/10.1146/
annurev-statistics-031219-041104
Hardwicke, T. E., Thibault, R. T., Kosie, J., Wallach, J. D., Kidwell, M.
C., & Ioannidis, J. P. A. (2020b). Estimating the prevalence of trans-
parency and reproducibility-related research practices in psychology
(2014-2017). MetaArXiv. https://doi.org/10.31222/osf.io/9sz2y
Hardwicke, T. E., Wallach, J. D., Kidwell, M. C., Bendixen, T., Crüwell,
S., & Ioannidis, J. P. A. (2020c). An empirical assessment of trans-
parency and reproducibility-related research practices in the social
sciences (2014–2017). Royal Society Open Science, 7(2), 190806.
https://doi.org/10.1098/rsos.190806
Hoyt, W. T., & Del Re, A. C. (2018). Effect size calculation in meta-
analyses of psychotherapy outcome research. Psychotherapy
Research, 28(3), 379-388. https://doi.org/10.1080/10503307.2017.
1405171
Ioannidis, J. P. A. (2005). Why most published research findings are
false. PLOS Medicine, 2(8), e124. https://doi.org/10.1371/journal.
pmed.0020124
Ioannidis, J. P. A. (2018). Meta-research: Why research on research mat-
ters. PLOS Biology, 16(3), e2005468. https://doi.org/10.1371/
journal.pbio.2005468
Iqbal, S. A., Wallach, J. D., Khoury, M. J., Schully, S. D., & Ioannidis, J.
P. A. (2016). Reproducible research practices and transparency
across the biomedical literature. PLOS Biology, 14(1), e1002333.
https://doi.org/10.1371/journal.pbio.1002333
Johnson, V. E., Payne, R. D., Wang, T., Asher, A., & Mandal, S. (2017).
On the reproducibility of psychological science. Journal of the
American Statistical Association, 112(517), 1-10. https://doi.org/
10.1080/01621459.2016.1240079
Klein, R. A., Ratliff, K. A., Vianello, M., Adams, R. B., Jr., Bahník, Š.,
Bernstein, M. J., . . . Nosek, B. A. (2014). Investigating variation in
replicability: A “many labs” replication project. Social Psychology,
45(3), 142-152. https://doi.org/10.1027/1864-9335/a000178
Koffel, J. B., & Rethlefsen, M. L. (2016). Reproducibility of search strat-
egies is poor in systematic reviews published in high-impact pedi-
atrics, cardiology and surgery journals: A cross-sectional study.
PLOS ONE, 11(9), e0163309. https://doi.org/10.1371/journal.
pone.0163309
Kvarven, A., Strømland, E., & Johannesson, M. (2020). Comparing
meta-analyses and preregistered multiple-laboratory replication pro-
jects. Nature Human Behaviour, 4(4), 423-434. https://doi.org/10.
1038/s41562-019-0787-z
Lakens, D, Hilgard, J., & Staaks, J. (2016). On the reproducibility of
meta-analyses: Six practical recommendations. BMC Psychology,
4(1), 24. https://doi.org/10.1186/s40359-016-0126-3
Lakens, D., Page-Gould, E., van Assen, M., Spellman, B., Schönbrodt, F.
D., Hasselman, F., Corker, K., Grange, J., Sharples, A., Cavender,
C., Augusteijn, H., Gerger, H., Locher, C., Miller, I., Anvari, F. &
Scheel, A. M. (2017). Examining the Reproducibility of Meta-
Analyses in Psychology: A Preliminary Report. https://doi.org/10.
31222/osf.io/xfbjf
Langan, D., Higgins, J. P., & Simmonds, M. (2015). An empirical com-
parison of heterogeneity variance estimators in 12 894 meta-analy-
ses. Research synthesis methods, 6(2), 195-205. https://doi.org/10.
1002/jrsm.1140
Liberati, A., Altman, D. G., Tetzlaff, J., Mulrow, C., Gøtzsche, P. C.,
Ioannidis, J. P. A., Clarke, M., Devereaux, P. J., Kleijnen, J., &
Moher, D. (2009). The PRISMA statement for reporting systematic
reviews and meta-analyses of studies that evaluate healthcare inter-
ventions: Explanation and elaboration. BMJ, 339. https://doi.org/10.
1136/bmj.b2700
López-López, J. A., Page, M. J., Lipsey, M. W., & Higgins, J. P. T.
(2018). Dealing with effect size multiplicity in systematic reviews
and meta-analyses. Research synthesis methods, 9(3), 336-351.
https://doi.org/10.1002/jrsm.1310
Maassen, E., van Assen, M. A., Nuijten, M. B., Olsson-Collentine, A., &
Wicherts, J. M. (2020). Reproducibility of individual effect sizes in
meta-analyses in psychology. PLoS ONE, 15(5), e0233107. https://
doi.org/10.1371/journal.pone.0233107
Maggio, L. A., Tannery, N. H., &Kanter, S. L. (2011). Reproducibility of
literature search reporting in medical education reviews. Academic
Medicine, 86(8), 1049-1054. https://doi.org/10.1097/ACM.
0b013e31822221e7
Mavridis, D., Chaimani, A., Efthimiou, O., Leucht, S., & Salanti, G.
(2014). Addressing missing outcome data in meta-analysis.
Evidence-based mental health, 17(3), 85-89. https://doi.org/10.
1136/eb-2014-101900
McNutt, M. (2014). Reproducibility. Science, 343(6168), 229-229.
https://doi.org/10.1126/science.1250475
Moreau, D., & Gamble, B. (2020). Conducting a meta-analysis in the age
of open science: Tools, tips, and practical recommendations.
Psychological Methods. Advance online publication. https://doi.
org/10.1037/met0000351
Mullins, M. M., DeLuca, J. B., Crepaz, N., & Lyles, C. M. (2014).
Reporting quality of search methods in systematic reviews of HIV
behavioral interventions (2000–2010): are the searches clearly ex-
plained, systematic and reproducible? Research Synthesis Methods,
5(2), 116-130. https://doi.org/10.1002/jrsm.1098
Nelson, L. D., Simmons, J., & Simonsohn, U. (2018). Psychology’s
renaissance. Annual Review of Psychology, 69(1), 511-534. https://
doi.org/10.1146/annurev-psych-122216-011836
Nosek, B. A., & Lindsay, D. S. (2018). Preregistration becoming the
norm in psychological science. APS Observer, 31(3). Retrieved
January, 2020, from https://www.psychologicalscience.org/
observer/preregistration-becoming-the-norm-in-psychological-
science
Nosek, B. A., Alter, G., Banks, G. C., Borsboom, D., Bowman, S. D.,
Breckler, S. J., Buck, S., Chambers, C. D., Chin, G., Christensen, G.,
Contestabile, M., Dafoe, A., Eich, E., Freese, J., Glennerster, R.,
Goroff, D., Green, D. P., Hesse, B., Humphreys, M., … Yarkoni,
T. (2015). Promoting an open research culture. Science, 348(6242),
1422-1425. https://doi.org/10.1126/science.aab2374
Nosek, B. A.., Beck, E. D., Campbell, L., Flake, J. K., Hardwicke, T. E.,
Mellor, D. T., van’t Veer, A. E., & Vazire, S. (2019). Preregistration
is hard, and worthwhile. Trends in Cognitive Sciences, 23(10), 815-
818. https://doi.org/10.1016/j.tics.2019.07.009
Nuijten, M. B., Assen, M. A. L. M. van, Veldkamp, C. L. S., &Wicherts,
J. M. (2015). The replication paradox: Combining studies can
Behav Res
decrease accuracy of effect size estimates. Review of General
Psychology, 19(2), 172-182. https://doi.org/10.1037/gpr0000034
Obels, P., Lakens, D., Coles, N. A., Gottfried, J., & Green, S. A. (2020).
Analysis of open data and computational reproducibility in regis-
tered reports in psychology. Advances in Methods and Practices in
Psychological Science, 3(2), 229-237. https://doi.org/10.1177/
2515245920918872
OCEBM Levels of Evidence Working Group. (2011). The Oxford 2011
Levels of Evidence. Retrieved September, 2020, from https://www.
cebm.ox.ac.uk/resources/levels-of-evidence/ocebm-levels-of-
evidence
Olkin, I., Dahabreh, I. J., & Trikalinos, T. A. (2012). GOSH–a graphical
display of study heterogeneity. Research Synthesis Methods, 3(3),
214-223. https://doi.org/10.1002/jrsm.1053
Open Science Collaboration. (2015). Estimating the reproducibility of
psychological science. Science, 349(6251). https://doi.org/10.1126/
science.aac4716
Page, M. J., &Moher, D. (2017). Evaluations of the uptake and impact of
the Preferred Reporting Items for Systematic reviews and Meta-
Analyses (PRISMA) Statement and extensions: a scoping review.
Systematic reviews, 6(1), 1-14. https://doi.org/10.1186/s13643-017-
0663-8
Page, M. J., McKenzie, J. E., & Forbes, A. (2013). Many scenarios exist
for selective inclusion and reporting of results in randomized trials
and systematic reviews. Journal of Clinical Epidemiology, 66(5),
524-537. https://doi.org/10.1016/j.jclinepi.2012.10.010
Page, M. J., McKenzie, J., Bossuyt, P., Boutron, I., Hoffmann, T., &
Mulrow, C. D. (2021). The PRISMA 2020 statement: an updated
guideline for reporting systematic reviews. BMJ, 372, n71. https://
doi.org/10.1136/bmj.n71
Pashler, H., & Wagenmakers, E. J. (2012). Editors’ introduction to the
special section on replicability in psychological science: A crisis of
confidence?. Perspectives on Psychological Science, 7(6), 528-530.
https://doi.org/10.1177/1745691612465253
Pigott, T. D. (2019). Missing data in Meta-Analysis. In H. Cooper, L. V.
Hedges & J. C. Valentine (Eds.) The handbook of research synthesis
and meta-analysis 3rd ed. (pp. 367-382). Russell Sage Foundation.
Pigott, T. D., & Polanin, J. R. (2020). Methodological guidance paper:
High-quality meta-analysis in a systematic review. Review of
Educational Research, 90(1), 24-46. https://doi.org/10.3102/
0034654319877153
Polanin, J. R., Hennessy, E. A., & Tsuji, S. (2020). Transparency and
reproducibility of meta-analyses in psychology: A meta-review.
Perspectives on Psychological Science, 15(4), 1026-1041. https://
doi.org/10.1177/1745691620906416
Popkin, G. (2019). Data sharing and how it can benefit your scientific
career. Nature, 569(7756), 445-447. https://doi.org/10.1038/
d41586-019-01506-x
R Core Team. (2020). R: A language and environment for statistical
computing. Vienna, Austria: R Foundation for Statistical
Computing.
Rubio-Aparicio, M., Marín-Martínez, F., Sánchez-Meca, J., & López-
López, J. A. (2018). A methodological review of meta-analyses of
the effectiveness of clinical psychology treatments. Behavior
Research Methods, 50(5), 2057-2073. https://doi.org/10.3758/
s13428-017-0973-8
Sánchez-Meca, J., López-López, J. A., & López-Pina, J. A. (2013). Some
recommended statistical analytic practices when reliability general-
ization studies are conducted. The British Journal of Mathematical
and Statistical Psychology, 66(3), 402-425. https://doi.org/10.1111/
j.2044-8317.2012.02057.x
Sánchez-Meca, J., Marín-Martínez, F., López-López, J. A., Núñez-
Núñez, R. M., Rubio-Aparicio, M., López-García, J. J., López-
Pina, J. A., Blázquez-Rincón, D. M., López-Ibañez, C. & López-
Nicolás, R. (2021). Improving the reporting quality of reliability
generalization meta-analyses: The REGEMA checklist. Research
Synthesis Methods. Advanced online publication. https://doi.org/
10.1002/jrsm.1487
Schmidt, F. L., & Oh, I. S. (2016). The crisis of confidence in research
findings in psychology: Is lack of replication the real problem? Or is
it something else? Archives of Scientific Psychology, 4(1), 32.
https://doi.org/10.1037/arc0000029
Schmidt, F. L., Oh, I.-S., & Hayes, T. L. (2009). Fixed- versus random-
effects models in meta-analysis: Model properties and an empirical
comparison of differences in results. The British Journal of
Mathematical and Statistical Psychology, 62(1), 97-128. https://
doi.org/10.1348/000711007X255327
Signorell, A. et al. (2020). DescTools: Tools for descriptive statistics. R
package version 0.99.38 [Computer software]. Retrieved
from https://CRAN.R-project.org/package=DescTools
Simmons, J. P., Nelson, L. D., & Simonsohn, U. (2011). False-positive
psychology: Undisclosed flexibility in data collection and analysis
allows presenting anything as significant. Psychological Science,
22(11), 1359-1366. https://doi.org/10.1177/0956797611417632
Sison, C. P., & Glaz, J. (1995). Simultaneous confidence intervals and
sample size determination for multinomial proportions. Journal of
the American Statistical Association, 90(429), 366-369. https://doi.
org/10.2307/2291162
Stanley, T. D., Carter, E. C., & Doucouliagos, H. (2018). What meta-
analyses reveal about the replicability of psychological research.
Psychological Bulletin, 144(12), 1325-1346. https://doi.org/10.
1037/bul0000169
Steegen, S., Tuerlinckx, F., Gelman, A., & Vanpaemel, W. (2016).
Increasing transparency through a multiverse analysis.
Perspectives on Psychological Science, 11(5), 702-712. https://doi.
org/10.1177/1745691616658637
Szucs, D., & Ioannidis, J. P. A. (2017). Empirical assessment of pub-
lished effect sizes and power in the recent cognitive neuroscience
and psychology literature. PLOS Biology, 15(3), e2000797. https://
doi.org/10.1371/journal.pbio.2000797
Tendal, B., Higgins, J. P. T., Jüni, P., Hróbjartsson, A., Trelle, S., Nüesch,
E.,Wandel, S., Jørgensen, A.W., Gesser, K., Ilsøe-Kristensen, S., &
Gøtzsche, P. C. (2009). Disagreements in meta-analyses using out-
comes measured on continuous or rating scales: Observer agreement
study. BMJ, 339. https://doi.org/10.1136/bmj.b3128
Tendal, B., Nüesch, E., Higgins, J. P. T., Jüni, P., & Gøtzsche, P. C.
(2011). Multiplicity of data in trial reports and the reliability of
meta-analyses: Empirical study. BMJ, 343. https://doi.org/10.1136/
bmj.d4829
Topor, M., Pickering, J. S., Barbosa Mendes, A., Bishop, D. V. M.,
Büttner, F. C., Elsherif, M. M., … Westwood, S. J. (2020,
December 14). An integrative framework for planning and
conducting Non-Intervention, Reproducible, and Open Systematic
Reviews (NIRO-SR). MetaArXiv. https://doi.org/10.31222/osf.io/
8gu5z
van Assen, M.., van Aert, R. C. M., & Wicherts, J. M. (2015). Meta-
analysis using effect size distributions of only statistically significant
studies. Psychological Methods, 20(3), 293-309. https://doi.org/10.
1037/met0000025
Van Noorden, R. (2021). Do you obey public-access mandates? Google
Scholar is watching. Nature. https://doi.org/10.1038/d41586-021-
00873-8
Behav Res
Viechtbauer, W. (2010). Conducting meta-analyses in R with the metafor
package. Journal of Statistical Software, 36, 1-48. https://doi.org/10.
18637/jss.v036.i03
Wallace, B. C., Small, K., Brodley, C. E., Lau, J., & Trikalinos, T. A.
(2012). Deploying an interactive machine learning system in an
evidence-based practice center: Abstrackr. Proceedings of the 2nd
ACM SIGHIT International Health Informatics Symposium, 819–
824. https://doi.org/10.1145/2110363.2110464
Wallach, J. D., Boyack, K.W., & Ioannidis, J. P. A. (2018). Reproducible
research practices, transparency, and open access data in the bio-
medical literature, 2015–2017. PLOS Biology, 16(11), e2006930.
https://doi.org/10.1371/journal.pbio.2006930
Westgate, M. J. (2019). revtools: An R package to support article screen-
ing for evidence synthesis. Research Synthesis Methods, 10(4), 606-
614. https://doi.org/10.1002/jrsm.1374
Wickham, H., Averick, M., Bryan, J., Chang, W., McGowan, L. D.,
François, R., Grolemund, G., Hayes, A., Henry, L., Hester, J.,
Kuhn, M., Pedersen, T. L., Miller, E., Bache, S. M., Müller, K.,
Ooms, J., Robinson, D., Seidel, D. P., Spinu, V., … Yutani, H.
(2019). Welcome to the tidyverse. Journal of Open Source
Software, 4(43), 1686. https://doi.org/10.21105/joss.01686
Wilkinson, M. D., Dumontier, M., Aalbersberg, I. J., Appleton, G.,
Axton, M., Baak, A., ... & Mons, B. (2016). The FAIR guiding
principles for scientific data management and stewardship.
Scientific Data, 3(1), 1-9. https://doi.org/10.1038/sdata.2016.18
Wilson, E. B. (1927). Probable inference, the law of succession, and
statistical Inference. Journal of the American Statistical
Association, 22(158), 209-212. https://doi.org/10.1080/01621459.
1927.10502953
Publisher’s note Springer Nature remains neutral with regard to jurisdic-
tional claims in published maps and institutional affiliations.
Behav Res
