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1. INTRODUCTION 
In a recent paper [4] LaSalle gave a number of stability results for ordinary 
differential equations using Liapunov functions which satisfied weaker 
conditions than those normally assumed. We observe in this note that if 
LaSalle’s assumptions are modified, then results may be obtained which, 
when combined with LaSalle’s, give more information. 
Let 
x’ =f(x, t) (d = -g) (1) 
where x andfare n-vectors and f is continuous on Rn x [0, CO). Although our 
discussion can be carried out in most respects using Liapunov functions 
which are not differentiable, for the sake of simplicity we ask that our 
Liapunov functions have the following properties. 
DEFINITION. A scalar function V defined on Rn x [0, 00) is a Liapunov 
function if 
(a) V has first partial derivatives, 
(b) V’(x, t) = grad V(x, t) *f (x, t) + aV(x, t)/at < - W(x) < 0 where 
W is continuous on Rn, and 
(c) V(x, t) is bounded from below. 
As indicated in this definition, we shall be considering all of Rn. However, 
there is no difficulty in restricting our discussion to a subset G of R”. In the 
same spirit, when we refer to work of previous investigators we shall omit 
the fact that they may have been working in some subset instead of the whole 
space. We shall also omit the fact that they may have been using nondiffer- 
entiable Liapunov functions. 
LaSalle has shown in ([4]: p. 60) that, under certain conditions, if 
E = (x : W(x) = 0} 
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then any solution of (1) either 
(a) has finite escape time, 
(b) becomes unbounded as t approaches infinity, or 
(c) approaches E as t approaches infinity. 
He then gives a number of interesting refinements about the behavior of 
solutions of (I), particularly when (1) is autonomous and when solutions do 
approach E. 
We observe here that if stronger conditions are placed on the trajectory 
derivative of P, then we can conclude that all solutions of (1) approach E on 
their maximal right interval of definition, say 
[to 7 T) (3) 
where t, > 0. In this case, not only can the refinements of LaSalle be con- 
cluded, but one may also restrict his whole attention to behavior of solutions 
of (1) in a neighborhood of E and be assured that global qualitative behavior 
of solutions of (1) is the same as in this neighborhood of E. 
2. GLOBAL ATTRACTORS 
We seek conditions on V’ to insure that every solution of (1) approaches E 
on its maximal right interval of definition. For this we need two conditions. 
(a) If a solution has finite escape time (i.e., T is finite in (3)), then this 
escape must occur in an arbitrarily small neighborhood of E. 
(b) If a solution is defined for all t > t, , then it must approach E as t 
approaches infinity. 
With regard to (a), even when F” is negative definite, strong conditions are 
generally required on V to prohibit finite escape time (cf. [7] and [5]: p. 118). 
As to (b), Yoshizawa ([9]: p. 382) p roved that bounded solutions approach E 
if W is positive definite relative to E. (W is positive dejkite relative to E if for 
every E > 0 and every compact set Q there exist a 6 > 0 such that W(x) > 6 
if x is in Q n Se(E, c) where Sc(E, c) is the complement of the +neighborhood 
of E.) However, we want (b) to hold for solutions whose boundedness pro- 
perties are not known. The following example shows that Yoshizawa’s 
condition is not strong enough for our purpose. The variables in this example 
are all scalars. 
Consider the system 
Jc’ =y 
Y’ = -m Y - g@) (4) 
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wheref(x) > 0, xg(x) > 0 for x f 0, f and g are continuous, and where the 
integrals of both f and g to plus and minus infinity converge. It is known 
that under these conditions all solutions of (4) are defined for all t > 0. 
Define V(x, y) = y2/2 + ftg(s) d s so that V’(x, y) = -f(x) y2. Then V is a 
Liapunov function, W(X, y) =f(x) y2, E is the x-axis, and V’ is negative 
definite relative to E in the sense of Yoshizawa. However, it is shown in 
([l]: p. 228) that there are solutions of (4) which are bounded strictly away 
from E for t > 0. We therefore need a stronger negative definite condition. 
DEFINITION. V’ is strongly negative definite relative to any closed set H if 
for every E > 0 there exists a 6 > 0 such that x in Sc(H, l ) implies that 
w, t) < - 6 Ilf(? 9 II/U + II x II). (5) 
Here, ]I * 11 shall denote the euclidean length since it turns out that a 
differentiable norm is more convenient. The condition (5) is just one of 
many equally suitable conditions as may be seen from the proof of Theorem 1 
below. Finally, the set H will be taken to be E whenever we wish to apply 
LaSalle’s refinements. 
THEOREM 1. If V is a Liapunov function and V’ z’s strongly negative definite 
relative to H, then each solution x(x0 , t, , t) of (1) approaches Has t approaches 
T. Hence, if H is compact, then all solutions of (1) are bounded for t > t,, . 
PROOF. Let x(t) = x(x0, a, t t) be any solution of (1); let E > 0 be given; 
and let {[ti , _ti]} be the set of t intervals on which x(t) is in Sc(H, 42). We 
first prove that if T is finite, then T does not lie in any of the intervals of 
{(ti , ii]}. Suppose that for some i we have tj < T < ii . Then for tj < t < T, 
since V’ < 0 it follows that 
V($ql , t, , t), t) < q’(xo 9 0 t ) - 6;s; s;; Ulf (44,s) II/U + II 44 I01 ds 
I 
Now 
- 6 I 1, [Ilf (44, 4 II/U + II 44 101 ds. 1 
I d II -44 IW I < II 44 II = Ilf (49, 4 II 
so letting V((x(3co, to, t), t) = V(t) we obtain after integration 
i-l 
v(t> G v(tO) - s C i.log(P + II x(ijj) ll1/[1 + II 44) III)) 
j=l 
- 8 log([l + II x(t) Ill/[1 + II @f) III). (6) 
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Since V is bounded from below, as t approaches T it follows that .x(t) is 
bounded which contradicts ti < T < _ti . Hence, if T is finite, then H is 
unbounded and for t greater than some t we have x(t) in S(H, c/2) and the 
theorem is proved. Assume that T = co. Then either x(t) is in S(H, 42) for 
all t greater than some ii or the series in (6) converges as i tends to infinity 
and so the terms in the series approach zero. In the latter case, for i large 
enough, 1 (11 x(tj) 11 - 11 x(t) 11) I < c/3 if ti < t < li . Hence, for i large 
enough, x(t) is in S(H, l ). 
Using current terminology, our Theorem 1 states that His aglobal attractor 
in case Y’ is strongly negative definite relative to H. When H is bounded, 
classical theorems obtained boundedness of solutions from suitable unbound- 
edness of T:. W’e have shifted the burden of boundedness to V’ rather than I’. 
The following definitions are used below. Iff(0, t) = 0, then x = 0 is a 
solution of (1) and we say that .t’ = 0 is globally asymptotically stable if 
(a) for every E > 0 there exists a &(t,) > 0 such that 11 q, I/ < 6 implies that 
II X(JG, to , t) II < E for t 2 f, (i.e., x = 0 is Liapunoer stable), and if 
(b) for every .x0 , I/ .X(X 0 , t, , t) 11 tends to zero as t tends to infinity. Also, 
V(x, t) is locally positive definite if T’(0, t) = 0 and there exists a continuous 
scalar function U defined on a neighborhood N of x = 0 in Rn such that 
U(0) = 0, CT(x) > 0 if .Y is in N and .X f 0, and V(x, t) 3 C(X) for N in N 
and t > 0. 
COROLLARY. If, in addition to the hypotheses of Theorem I, 
(a) f (0, t) = 0, H = {0}, and either 
(b) V(X, t) = V(s), OY 
(b)’ G’ is locally positive definite, 
then x = 0 is globally asymptotically stable. 
PROOF. Suppose (b)’ is satisfied. By Theorem 1, every solution approaches 
(0) and I/ is locally positive definite so by standard theorems N = 0 is 
Liapunov stable and hence globally asymptotically stable. Suppose that (b) is 
satisfied. Then we shall show that V is locally positive definite. Let I; = V(X) 
and let V(0) = c, which we may assume to be zero since V is bounded from 
below and F-(.X) * c, is a Liapunov function. We already know that every 
solution of (1) approaches x = 0 on its maximal right interval of definition. 
Hence, every solution of (1) can be continued for all t > to . Now v’(x) < 0 
for all x f 0, so there does not exist an x f 0 with V(x) < 0. Thus V is 
locally positive definite. The remainder of the proof follows as for (b)‘. 
This corollary partially solves the following problem posed by Krasovskii 
(cf. [3]: p. 30). Here, V(X, t) has an in$niteZy small upper bound if V(0, t) = 0 
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and if there exists a continuous scalar function Q defined on Rn such that 
Q(0) = 0, Q(x) > 0 if x f 0, and V(x, t) < Q(X) for x in Rn and t 3 0. Also, 
V is radially unbounded if there exists a continuous scalar function P defined 
on Ii” such that P(x) < V(x, t) f or x in R* and t 3 0 and P(x) tends to 
infinity as I] x ]j tends to infinity. 
FALSE CONJECTURE. x = 0 is globally asymptotically stable if there 
exists a scalar function V such that on R” x [0, co) 
(i) V(x, t) is positive definite, 
(ii) V(x, t) admits an infinitely small upper bound, and 
(iii) V’(X, t) is negative definite. 
Krasovskii constructed a counterexample to show that the proposition was 
false when the hypothesis of V being radially unbounded was not included. 
Our corollary shows that hypothesis (ii) and radial unboundedness is not 
necessary if V’ is strongly negative definite relative to {O}. 
This corollary and the next theorem present an even better improvement 
of the following theorem (cf. [5] : p. 118). 
THEOREM. Let x' =f(x) and V = V(x). If 
(i) V has continuous first partials in R”, 
(ii) V’(x) < - k, < 0 if I/ x Ij > k, , and ;f 
(iii) V(x) tends to injkity as /I x 11 tends to infinity, 
then every solution satis$es 11 x(x0, t) I] < K2 + 1 for t > _T(x,) for some _T. 
It is clear from the proof of Theorem 1 and its corollary that hypothesis (iii) 
may be dropped if (ii) is strengthened to V’ strongly negative definite relative 
to H = {x : 11 x 11 < K,}. 
Assume that (1) is autonomous; that is, consider 
x’ =f(x). (1)’ 
A set G in Rn is positively invariant if x,, in G implies that any solution 
x(x0 , t) is in G on its maximal right interval of definition. For this autonomous 
system, we ask that V also be autonomous, V = V(x), and let 
E = {x : V’(x) = O}. (2)’ 
One of LaSalle’s major refinements for autonomous systems was the obser- 
vation that when solutions approach E, then these solutions must approach 
the largest invariant set contained entirely in E ([4]: pp. 62-63). In applica- 
tions it is often easy to distinguish these invariant sets and they often consist 
of a single point. Clearly, from the system (4) we see that the origin is the 
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only invariant set on the .v-axis since for y = 0 we have y’ = - g(bv). 1Ye 
now combine this observation with Theorem 1 in case E is bounded. Subse- 
quently we give an example showing one way in which the boundedness of E 
may be dropped. 
THEOREM 2. If for (1)’ and (2)’ 
(a) the hypotheses of Theorem 1 are satisjied with H = E, 
(b) f (0) = 0, 
(c) (0) is the largest invariant set in E, and ;f 
(d) E is bounded, 
then (0) is a global attractor. If, in addition, 
(e) x = 0 is Liapunov stable, 
then x = 0 is globally asymptotically stable. 
PROOF. By (a), every solution of (1)’ approaches E as t approaches infinity 
and by (d) every solution is defined for all t > 0. By LaSalle’s Theorem 2 and 
Corollary 1 ([4]: p. 62) every solution of (1)’ approaches the largest invariant 
set in E which is (0). Hence, (0) is a global attractor. If also x = 0 is Liapunov 
stable, then m = 0 is globally asymptotically stable. 
In both Theorem 1 and Theorem 2 there are two additions of importance. 
(a) One need not know in advance that all solutions are bounded as in 
([9]: p. 383), ([5]: p. 66), or ([4]: pp. 62-63). 
(b) Surfaces defined by I’ = const. need not (and often do not) have 
properties assuring boundedness of solutions as in ([5]: p. 58) or ([4]: p. 63). 
This is immaterial for our results. 
On the other hand, it should be remarked that LaSalle in [4] did not require 
I’ to be bounded from below. Our proofs have rested heavily on this require- 
ment. 
We conclude this section with two simple theorems illustrating treatment 
of (1) in case H is a global attractor. If every solution of (1) approaches H and 
if in some E-neighborhood of H, f saitsfies some continuability of solutions 
criterion (cf. [5]: pp. 107-118), then every solution of (1) can be defined for 
all t > t, . Likewise, if one can find a Liapunov function defined only in this 
neighborhood of H which guarantees some boundedness or stability property 
for solutions remaining in this neighborhood, then all solutions of (1) enjoy 
this same boundedness or stability property. 
THEOREM 3. If V’(x, t) for (1) is strongly negative definite relative to 
a set H and if there is an +neighborhood of H in which 11 f (x, t) 11 < c1 + c2 11 x 11 
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for some constants c1 and c, and for all t 3 t, , then every solution of (1) can be 
continued for all t 3 t, . 
PROOF. For the given neighborhood of H and for a given solution 
.X(X,, to , t) of (1) there exists a t, on the maximal right interval of definition 
of this solution such that X(X,, , t, , t) is in this neighborhood of H for 
t, < t < T. But from this t, on, 
llf 64% 9 to 7 4, 4 II G Cl + cz II 4x0 3 to , 4 II 
and so by standard theorems this solution may be continued for all t > t, . 
Using exactly the same idea, we state without proof 
THEOREM 4. Let the hypotheses of Theorem 1 hold. Suppose there exists a 
d$ferentiable scalar function R defined on S(H, 6) x [0, co) for some E > 0. If 
on that set for system (1) we have 
(a) R/(x, t) < 0 and 
(b) R(x, t) is radially unbounded, 
then every solution of (1) is bounded. 
3. AN EXAMPLE 
The variables here are all scalars. Let 
Y’ = -fbY)Y -g&4 (7) 
where f (x, y) >, c, > 0 for some constant c, , zg(x) > 0 for x f 0, 
1 g(x) 1 < 1 x 1 , f and g are continuous for all x, and the integral of g to both 
plus and minus infinity converges. Let I/ = y2/2 + st g(s) ds so that 
V’(x, y) = -f (x, y) y*. One may show that I” is strongly negative definite 
relative to E which is the x-axis. From (7) we see that (0,O) is the only 
invariant set in E. By Theorem 1, all solutions approach E on their maximal 
right intervals of definition. Since, for any solution, y(t) is bounded and 
X’ = y, it follows that every solution is defined for all t 3 0. If we can use the 
fact that for an arbitrary solution (x(t), y(t)), y(t) approaches zero to prove 
that x(t) is bounded, then we can conclude by LaSalle’s theorem that (0,O) 
is globally asymptotically stable. 
Let (x(t), y(t)) be an unbounded solution. Since x’ = y, we must show that 
y(t) has a bounded integral in order to obtain a contradiction. We can prove 
that by integrating the second equation in (7) if x(t) and y(t) eventually have 
the same sign. 
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Now the origin is locally asymptotically stable and y(t) tends to zero so 
there exists a T such that t ..% T implies that s(t) has one sign; otherwise, 
(I, y(t)) eventually enters (and hence remains in) any neighborhood of the 
origin. From the curves defined by TY = constant which intersect the .v-axis, 
if for some _t > T we have y(l) = 0, then (f(t), y(t)) is bounded since s(t) 
has one sign; thusy(t) has one sign past T. Since s’ == y, if x(t) is unbounded 
and of one sign for t > T, then it must be that I and y(t) hare the same 
sign past T. An integration of the second equation in (7) now completes the 
proof that y(t) has a bounded integral. 
This result has previously been proved [1] even without 1 g(.v) / .< 1 x 1 . 
However, the proof required construction of several Liapunov functions and 
tedious geometrical arguments. 
The author wishes to express his appreciation to Professor J. P. LaSalle for his 
many helpful suggestions which were so extensive that it seems appropriate to describe 
the major one here. 
In the first version of this note, the author dealt only with autonomous systems. 
It was assumed that one had a Liapunov function V for the system (1)‘. Using the 
method of Vinograd (cf. [8] or [6]: pp. 19-21) a system y’ = f(y)e(y) was obtained 
whose solutions were defined for all t, whose orbits coincided geometrically with 
those of (l)‘, and for which V(y) was still a Liapunov function since 8 was a positive 
scalar function. Theorems for autonomous systems were then obtained along the 
same lines as those presented here. 
LaSalle suggested a variant of our definition of strongly negative definite which 
allowed us to circumvent the Vinograd system and thus treat nonautonomous systems. 
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