Abstract Coupled atmosphere-ocean general circulation models are key tools to investigate climate dynamics and the climatic response to external forcings, to predict climate evolution and to generate future climate projections. Current general circulation models are, however, undisputedly affected by substantial systematic errors in their outputs compared to observations. The assessment of these so-called biases, both individually and collectively, is crucial for the models' evaluation prior to their predictive use. We present a Bayesian hierarchical model for a unified assessment of spatially referenced climate model biases in a multi-model framework. A key feature of our approach is that the model quantifies an overall common bias that is obtained by synthesizing bias across the different climate models in the ensemble, further determining the contribution of each model to the overall bias. Moreover, we determine model-specific individual bias components by characterizing them as non-stationary spatial fields. The approach is illustrated based on the case of near-surface air temperature bias in the tropical Atlantic and bordering regions from a multi-model ensemble of historical simulations from the fifth phase of the Coupled Model Intercomparison Project. The results demonstrate the improved quantification of the bias and interpretative advantages allowed by the posterior distributions derived from the proposed Bayesian hierarchical framework, whose generality favors its broader application within climate model assessment.
Introduction
Coupled atmosphere-ocean general circulation models (GCMs) use mathematical approximations of the laws of fluid dynamics, thermodynamics and chemistry to simulate the mass and energy transfers and the radiative exchanges within and across the global climate system (Flato et al. 2013) . Climate simulations performed with such models provide quantitative estimates of geophysical quantities such as temperature and precipitation, which are used for both investigation of climate dynamics and to produce historical and paleoclimate simulations as well as projections of future climate, where climate changes by virtue of natural as well as anthropogenic forcings can be assessed (e.g., Tebaldi et al. 2005; Flato et al. 2013) .
Despite the continuing improvement of climate models, simulations performed with the current generation of GCMs involve substantial uncertainties. The use of socalled multi-model ensembles is a common practice in contemporary climate science, as they allow to overcome the peculiarities of individual simulations, like those linked to the chosen initial conditions and applied external forcing, and the deficiencies of individual models, by combining the information into a multi-model consensus (Lambert and Boer 2001; Neuman 2003; Tebaldi et al. 2005; Sain and Furrer 2010; Kang et al. 2012) . The Coupled Model Intercomparison Project phase 5 (CMIP5, Taylor et al. 2012) provides the largest collection of multimodel experiments with state-of-the-art GCMs. It demonstrated that current climate simulations are affected by large systematic errors of the mean state and variability, or biases, i.e., discrepancies between observed and simulated characteristics over extensive regions (Wang et al. 2014) . These biases are largely attributed to the limited understanding of many of the interactions and feedbacks in the climate system (Jun et al. 2008) , inadequate representation of well known processes in climate models and, to some extent, the unpredictability of the climate system itself (Keller 2009; Leith and Chandler 2010) . One of the most severe biases shared by different models is the warm seasurface temperature bias in the southeastern tropical Atlantic (Flato et al. 2013) . Multiple causes have been identified at its origin, in different models, including local factors, such as the along-shore windstress and surface heat fluxes (e.g., Wahl et al. 2015; Milinski et al. 2016) , and larger-scale or even remote phenomena, such as the propagation into the southeastern tropical Atlantic of downwelling anomalies generated at the equator (e.g. Toniazzo and Woolnough 2014) .
In this paper we focus on assessing climate model biases in multi-model ensembles. It is debated how the information brought by the different models in a multi-model ensemble should be optimally combined to generate consensus: current climate models have been developed by sharing model components (Jun et al. 2008; Flato et al. 2013) , and so they are not always independent from each other (e.g., Knutti 2010) . The consequent weighting models based on arguments such as model independence can substantially affect the estimation of multi-model consensus and associated uncertainty (Knutti 2010; Flato et al. 2013 ).
We present a spatial analysis based on the Bayesian hierarchical model that provides a unified assessment of the biases within a multi-model context. Specifically, the proposed probabilistic approach allows to estimate the overall bias component, i.e., the component of the bias which is the same for all models, and the individual model biases, i.e., the components of the bias that are specific of each model, further characterizing each model's contribution to the overall bias and related uncertainty. We describe the different bias components as non-stationary spatial fields.
Our approach represents therefore a step forward compared to previous assessments of climate model biases based on Bayesian hierarchical modeling, which dealt with spatially aggregated geophysical data (e.g., Christensen et al. 2008; Buser et al. 2009 or grid-points individually (e.g., Boberg and Christensen 2012) .
We illustrate the method by using observational reference data and an ensemble of six historical full-forcing climate simulations contributing to CMIP5. We focus on an application involving spatially referenced near-surface air temperature averaged over the years , and covering the tropical Atlantic Ocean and bordering regions.
In the following section, we describe the data and present our definition of climate model bias. Section 3 discusses the Bayesian hierarchical method tailored for a unified assessment of climate model biases in a multimodel framework, while Sect. 4 illustrates the results. We provide a concluding discussion in Sect. 5.
Data and climate model biases
The dataset comprises observational reference and climate model outputs. Although the latter are obtained from deterministic numerical models, it is a common practice to consider the model output as 'data', which may not represent the traditional statistical definition of data.
Observations and GCM output
We use monthly-mean data obtained from the NCEP reanalysis (Kalnay et al. 1996; Kistler et al. 2001 ) as our observational reference data. Reanalysis data are the output of a state-of-the-art analysis/forecast system with data assimilation using past data from 1948 to the present. The data were provided by the NOAA/OAR/ESRL PSD, Boulder, Colorado, USA. Reanalysis data are therefore not direct observations, yet they facilitate the purposes of this study by providing gridded records of absolute temperatures. This is an advantage compared to other observational products that provide anomalies as main gridded output, such as the temperature series produced by the Climatic Research Unit of the University of East Anglia (Brohan et al. 2006 ). Our climate model outputs are based on monthly-mean data from an ensemble of six historical fullforcing climate simulations contributing to CMIP5. An overview of the models' characteristics is provided in Table 1 , see Zanchettin et al. (2015) Figure 1 summarizes the bias fields of near-surface air temperature in the tropical Atlantic region from the six climate models. Clearly, the different GCMs produce similar spatial features of the bias. For instance, all models produce a warm bias over the Angola-Benguela front region. We also note distinct features for each model bias. For instance, the above mentioned warm bias in the Angola-Benguela front region has different severity in the different models, with peak values ranging from 3 K in CCSM4 to 5 K on MIROC, and can extend either to the north, like in CCSM4, GISS and IPSL, or to the south, like in MIROC and BCC. Also, the south Atlantic mid-latitudes can feature either an extensive negative bias, like in CCSM4, BCC and MIROC, or an extensive positive bias, like in GISS and IPSL. The remainder of this paper devotes to quantifying the shared bias and the individual components and associated uncertainties across the different climate models.
Bayesian hierarchical approach for climate model biases
Our aim is to obtain a statistical representation of climate model biases in a multi-model ensemble that separates an overall common bias from the individual components. We present a Bayesian hierarchical model formulated based on three levels: data, process, and parameters (Berliner 2003).
The data model captures the information given in the form of empirically measured biases, conditional on a hidden spatial bias process. The process level models the spatial structure and links the hidden spatial process to a set of parameters. In the parameter model, prior distributions are specified for the parameters. The three levels are specified in terms of probability distributions in a hierarchical structure ½datajprocess: Data model ½processjparameters:
Process model ½parameters:
Parameter model;
where [A|B] denotes a conditional probability distribution of A given B and [A] denotes the probability density of A.
Data model
We assume that the empirical bias B j ðsÞ can be decomposed into two components: a spatial component M j ðsÞ and a noise component e j ðsÞ, namely
Here fe j ðsÞg is a Gaussian white noise with zero mean and variance r 2 e;j , independent from fe k ðsÞg, for k 6 ¼ j. Additionally, the noise component fe j ðsÞg is assumed independent from fM j ðsÞg. Thus, conditionally on the spatial process fM j ðsÞg, the observed bias B j ðsÞ has a Gaussian distribution with mean M j ðsÞ, and variance r 2 e;j that represents the data model level.
Process model
GCM ensemble members feature biases which may originate from different factors including parameterizations, discretization to solve the numerical equations, resolution level and imposed boundary conditions. The spatial process fMðsÞg, with MðsÞ ¼ ðM 1 ðsÞ; . . .; M 6 ðsÞÞ 0 is multivariate, and can be modeled in different ways (Gelfand et al. 2010) . Here we assume that the climate bias can be additively decomposed into two components
where lðsÞ is the overall common bias capturing shared large-scale features for all climate models, while g j ðsÞ describes the jth model-specific features. Based on this interpretation, specification (3) can be viewed as a version of a random effect model (see Furrer et al. 2007; Kaufman and Sain 2010; Kang et al. 2012 for examples of applications in climatology). To model the two spatial components lðsÞ and g j ðsÞ, we adopt an approach based on kernel basis functions (see, e.g., Higdon 1998) and we suppose that The shape and number of kernels associated to wðsÞ and w Ã ðsÞ are different. Since the individual components fg j ðsÞ : j ¼ 1; . . .; 6g aim to capture local-scale features, a larger number p Ã of kernels with a narrower spatial bandwidth are expected to be required with respect to that necessary to describe the overall common bias lðsÞ, i.e., p\p Ã . However, the number of kernels p and p Ã will be much less than the number of data points n. The choice of the kernels and their shapes is further discussed in Sect. 3.4. The parameters a and fm j , j ¼ 1; . . .; 6g are considered as random. More precisely a is multivariate Gaussian a $ Gauð0; GÞ, where G is the p Â p covariance matrix, and fm j , j ¼ 1; . . .; 6g are mutually independent zero mean Gaussian processes, m j $ Gauð0; s 
where G mk ¼ covða m ; a k Þ is the m, k entry of the covariance matrix G, and cross-covariance function
Parameter model
In the parameter level, we specify prior probability distributions for the model parameters fðr 2 e;1 ; s 2 1 Þ; . . .; ðr 2 e;6 ; s 2 6 Þ; Gg. Prior distributions for these parameters are generally taken to be non-informative. For r 2 e;j , we assign a proper uniform prior on the standard deviation scale r e;j $ Unifða; bÞ for each j independently. The values of the hyperparameters a and b are chosen so as to obtain an approximately non-informative prior. For fs 2 j g, we use the Half-Cauchy (HC) prior with scale parameter h. We avoid using the usually implemented inverse-gamma priors, since these priors do not yield a proper posterior if the priors are taken to be non-informative. This was confirmed by our preliminary assessment (not shown) and supported by Gelman (2006) and Polson and Scott (2012) . We specify the HC prior as s j $ HCðhÞ for each j independently. Large but finite values of h represent approximately non-informative prior distributions. See the ''Appendix'' for further details on prior and hyperparameter choices. We also need to specify the prior distribution for the covariance matrix G. The inverse Wishart (IW) prior has been proposed for covariance matrices like G, with scale parameter the identity matrix I p and p þ 1 degrees of freedom. Although computationally convenient, the IW family is found to be quite constraining as p is the only 'tuning parameter' available to express uncertainty in the elements of G (Gelman and Hill 2006; Leith and Chandler 2010) . We use the modified version of the IW (see, e.g., Gelman and Hill 2006; O'Malley and Zaslavsky 2008) which is based on the decomposition G ¼ CQC, where C is a diagonal matrix with the scaling elements fx 2 k g being given non-informative uniform priors over a wide range, and Q $ IWðp þ 1; I p Þ. We then determine G by computing its diagonal and off-diagonal elements,
The choice of the kernels
Several types of kernel functions have been used in the literature, including Gaussian kernels (Stroud et al. 2001) and bisquare functions (Kang et al. 2012) . In this paper we have considered a Gaussian kernel specified as
where c k denotes the center of the kernel and R determines the shape. The number of kernels, p or p Ã , their locations and shapes must be chosen. These choices are often based on the presence of prior information such as smoothness and spatial dependence related to the spatial process (Stroud et al. 2001 ). If we choose spherically shaped kernels, i.e., R ¼ jI 2 on R 2 and j [ 0, and the centers belong to a regular grid over an unbounded domain, (5) approximates a covariance function of a stationary isotropic process when the number of kernels is very large. Alternatively, a geometrically anisotropic process may be obtained if we choose non-spherical Gaussian kernels. One way to investigate whether the spatial biases are directiondependent or not is to perform variogram analyses of the biases for different directions (Cressie 1993) . A variogram provides a descriptive statistic of the spatial continuity of a data set. Empirical variograms are calculated by averaging the semi-variances over all pairs of available observations, with a specified separation distance and direction. Figure 2 illustrates the empirical variograms of the six GCM biases for the directions: 0 ; 45 ; 90 ; 135 (i.e. North, Northeast, East and Southeast direction, respectively). Observing the plots of the variograms within each panel does not reveal strong anisotropy in the four directions at small distances since the patterns are not largely different. This suggests that we can safely choose a spherical kernel. Figure 3 shows the two different sets of centers which are used for our main analysis. Panel (a) shows p ¼ 36 equallyspaced Gaussian kernels with scale R ¼ 0:6I 2 on R 2 , which are used to model lðsÞ. Panel (b) shows p Ã ¼ 45 unequallyspaced Gaussian weighting kernels with the smaller scale R ¼ 0:4I 2 , which are used to model g j ðsÞ. In Sect. 4 we present a sensitivity analysis for the kernel choice, and discuss the advantages and drawbacks of different choices.
MCMC simulations
Parameter estimation and inference is based on a Bayesian context by sampling from the posterior probability distribution, which is generalized as ½process, parametersjdata/½datajprocess
Â½processjparameters½parameters:
The posterior distributions corresponding to lðsÞ and g j ðsÞ cannot be obtained in closed form, so we use the Markov Chain Monte Carlo (MCMC) method (Gilks et al. 1996) with Gibbs sampler that adopt full conditional distributions. For the MCMC simulations we used three chains, each with overdispersed starting values. We performed 50,000 simulations discarding the first 20,000 as burn-in. The remaining samples were thinned at every tenth step to reduce autocorrelations of successive samples, from which the remaining 3000 draws were used for posterior analyses.
We performed the computations by using the OpenBUGS (version 3.2.3) statistical software package. The computation time depends mainly on the size of the kernel vectors.
For example, if we use 36 Gaussian kernels to describe both lðsÞ and g j ðsÞ, the computations take about 10 h on a 64-bit OS X 10.10.5 Intel Core i5 1.6 GHz. Posterior convergence was assessed by inspecting the simulation history of a sample of parameters using graphical tools and the Gelman-Rubin formal convergence diagnostic (Cowles and Carlin 1996) . We then summarized the MCMC draws Figure 4 summarizes the posterior results with respect to the overall climate model bias lðsÞ. Panel (a) presents the posterior mean of the overall common bias lðsÞ using the 36 Gaussian kernels that are shown in Fig. 3a . The posterior standard deviations of lðsÞ is shown in Fig. 4b . To better understand lðsÞ, Fig. 4c shows the empirical bias which is estimated as a simple average of the biases from the six GCMs with the underlying assumption that all GCMs have equal weight in synthesizing the overall common bias. The posterior mean of the overall bias and its associated empirical estimate agree well on the general features of the bias over the whole tropical Atlantic region. Common features include the warm error over the southeastern tropical Atlantic, which reaches peak values exceeding 4 K over the Angola-Benguela front region and extends westward as far as 10 W. Both estimates capture a cold error of similar severity over the western tropical Atlantic ocean, along the South American coast. Shared features over landmassess include the cold error over the subsaharan region and warm errors over major near-coastal mountainous African regions, such as the Cameroon line and the Namib desert. Compared to the empirical estimate, the posterior mean of the overall bias intensifies the cold errors over the western Kalahari and over the Congo river, while reducing the cold error over the subsaharan region. The posterior standard deviations of the overall common (Fig. 4b) suggest that its estimate is largely uncertain in the southeastern tropical Atlantic, over the AngolaBenguela front region, where the largest bias is observed. Uncertainty in the common bias estimate is large also along the African coast, possibly reflective of the diversity in the representation across models of coastal topography and/or freshwater discharge processes. The bias estimate is, conversely, more certain in regions affected by cold errors, such as the subsaharan region and the western tropical Atlantic Ocean. Overall, the posterior mean estimate of the overall bias has a smoother spatial pattern than the corresponding empirical estimate, which changes more rapidly, in the longitude-latitude space. The similarity of the bias patterns in Fig. 3a, c suggests that the proposed method highlights the same common features of the bias that are reflected in the empirical bias estimate. Nonetheless, the Bayesian approach allows to gain deeper insights about how much each climate model varies around the overall common bias. As pointed out in Sect. 3.2, the variance parameters fs 2 j : j ¼ 1; . . .; 6g are useful to assess how each climate model bias varies about the overall common bias. Figure 4d depicts the posterior medians of s j along with the 25th and 75th percentiles, which show a marked difference across the individual GCMs about the overall common bias. CCSM4 varies the least, whereas IPSL and GISS vary the most about the overall common bias. Thus, in terms of weighting the contributions of each GCMs in synthesizing the overall common bias, CCSM4 is ranked first, whereas IPSL and GISS have smaller weights. One benefit of the Bayesian hierarchical method is that it allows to determine the heterogeneity across the climate models, highlighting the limitations of the equal weight assumption often adopted in the traditional empirical estimate.
Results
We now provide posterior assessments of the individual bias components fg j ðsÞ : j ¼ 1; . . .; 6g. These individual components measure the departure of each climate model bias from the overall common bias lðsÞ. As compared to lðsÞ, g j ðsÞ describe model-specific local features. Thus, we use a relatively large number of kernels p Ã ¼ 45, which are shown in Fig. 3b . Figure 5 shows the posterior means of fg j ðsÞ : j ¼ 1; . . .; 6g. The values of g j ðsÞ for CCSM4 are overall the smallest among all models in the ensemble, suggesting that the most prominent features of CCSM4 go to the overall common bias. This is consistent with our previous result that CCSM4 varies the least about the overall common bias, see Fig. 4d . Similarly, as expected from Fig. 4d , IPSL shows large departures from the overall common bias, followed by GISS. All models show warm errors over the Angola-Benguela front region in their individual bias components. This counterintuitive result is explained by the different location of the peak warm error across the different models, i.e., all models feature a warm bias in the Angola-Benguela front region captured by lðsÞ, but each with model-distinctive intensity and spatial structure, which are captured by g j ðsÞ. The extratropical South Atlantic is the region where the largest variability in g j ðsÞ value is detected, particularly due to the large values of opposite sign in GISS and BCC.
Model assessment
We now investigate the adequacy of our modeling approach to the choices of Gaussian weighting kernels and hyperparameters. In particular, we recall that our model fitting requires specifying (1) the number of weighting kernels, (2) the scale of the kernels (R) and (3) the locations or centers of the kernels. To assess the robustness of the results with respect to these choices, we perform a sensitivity analysis for the overall bias lðsÞ using three different numbers of kernels, that is p 2 f15; 28; 48g, three different choices of scale of the kernels, that is R 2 f0:1I 2 ; 1:2I 2 ; 5I 2 g where I 2 is the identity matrix on R 2 , and three different sets of kernel locations. Figure 6 presents the contour plots of the overall common bias lðsÞ associated to the different choices of p and R. The three panels in the upper row show the contour plots of lðsÞ fixing R ¼ 0:5I 2 while varying p. A value of p ¼ 15 results in a smooth pattern of lðsÞ, which features a peak warm bias of 1.5 K in the Angola-Benguela front region, which is displaced westward compared to the empirical estimate as well as to Bayesian hierarchical estimates obtained with larger p values. The pattern also misses many of the topographic characteristics recognizable from Fig. 4 . With a larger number of kernels (p ¼ 48), the overall common bias appears to be more jagged lacking enough smoothness, while it produces a more detailed spatial pattern. The choice of p ¼ 28 (panel b) produces smoothed contour lines and a warmer bias of about 3 K in the Angola-Benguela front region, which is closer to the empirical average as well as to the Bayesian estimate. The three panels in the lower row display the contour plots for the overall common bias estimated by fixing p ¼ 15 while varying R 2 f0:1I 2 ; 1:2I 2 ; 5I 2 g. We use a low value for p ¼ 15 in order to amplify the effect of changes in R. The choice of R seems to have the opposite impact of the choice of p: smaller R values lead to poorly smoothed lðsÞ (panel d), while larger R strongly smooths lðsÞ (panel f). Overall, the choice of the kernel parameters, and particularly the number of kernels p is crucial to capture the inherent spatial bias process. In fact, increasing p brings not only increased spatial details but also noticeable changes in the large scale shape of the posterior mean of the overall common bias including the location and magnitude of bias features in key locations.
To assess how the choice of kernel locations or centers of the kernels influences the results, we compare three different sets of kernels that only differ for the location of the centers while using the same number of kernels p ¼ 64 and scale matrix R ¼ 0:5I 2 . Figure 7 shows the three sets of kernels, along with the corresponding surface plots of the posterior mean of the overall bias lðsÞ. The three different sets of kernels are shown in column (a). In the upper row the centers of the kernels are equally-spaced. The middle and the lower rows feature two different sets of unequally-spaced kernel centers. The different kernel locations yield noticeable differences in the large scale shape of lðsÞ (column b) including the location and magnitude of the bias. The most prominent feature is that equally-spaced kernel locations produce a stronger and more extensive warm bias over the Angola-Benguela front region compared to unequally-spaced kernel setups, which is also closer to the bias estimates shown in Fig. 4 . The unequally-spaced kernels lead to reduced bias in both warm and cold bias regions.
We performed a further sensitivity analysis to assess the sensitivity of the results to the choice of the parameter h of the Half-Cauchy (HC) prior for s 1 ; . . .; s 6 . While the sensitivity analysis could be performed for all prior choices, we only focus on h as hyperparameters of variance components are more sensitive than the hyperparameters of other forms such as Gaussian prior for regression coefficients (Gelman 2006) . Figure 8 illustrates the posterior distributions of s j for the three choices h 2 f20; 35; 40g. The three choices produce slightly different posterior distributions, but they reflect the same general pattern. The sensitivity to h differs slightly across the ensemble members. For instance, CCSM4 provides the smallest variation across all three choices and IPSL produces the largest variation. Thus, we consider the results to be robust against the specific choice of h. 
Discussion
We have proposed a Bayesian hierarchical method for the probabilistic assessment and quantification of spatially referenced climate model biases in a multi-model ensemble. The approach synthesizes an overall shared bias as a non-stationary spatial field and quantifies the associated uncertainty. The approach optimizes the way information about the bias is combined within the ensemble. Specifically, the presented model accounts for the variability of the bias across ensemble members, and the contribution of each member to the overall common bias is determined based on the posterior inferences on each model's variability parameter. Application of the model to the case of tropical Atlantic near-surface air temperature from an ensemble of six historical simulations contributing to CMIP5 exemplified how the proposed approach allows to gain deeper insights into climate model bias compared to more traditional assessments: Known common features of the bias in this region are well captured by our statistical model, such as the warm bias over the Angola-Benguela front region. But, our model further reveals that the different GCMs unequally contribute to determining this bias, which also results in a variety of model-specific features of the bias over the same area. The proposed statistical decomposition of each model's bias into a shared/common and a model-specific component stimulates additional investigation of the underlying physical processes as well. In our application, for instance, the errors of opposite sign emerging in the model-specific components of the bias over the nearcoastal oceanic waters of equatorial Africa deserve further analysis.
The basic idea underlying our statistical model is generic and could be applied to a wider range of climate models, geographical locations and geophysical variables. Indeed this will be included in our future work that considers an extension to a spatiotemporal model involving a larger set of GCM simulations. The challenge will be to formulate a computationally efficient method for such an extensive approach taking into account the spatial and temporal features simultaneously. Another future focus is to consider biases of multivariate outputs from GCMs such as temperature and precipitation which may provide a broader assessments of climate model uncertainties.
Finally, in Sect. 2.1 we have mentioned that we interpolated the outputs from the six GCMs to the same observational grid to resolve the misalignment between observations and model outputs before fitting the Bayesian hierarchical model. The uncertainty associated to the interpolation can affect the bias estimation in case of strong spatial misalignment. In our case study, both reanalysis and climate model outputs feature high spatial resolution over the investigated domain. We therefore expected interpolation to only minimally influence the results, and hence did not explicitly accounted for it in our model. Nonetheless, when there is concern of substantial uncertainty due to interpolation, it may be desirable to build a model that is able to handle such spatial misalignment directly. One possible approach is the Bayesian hierarchical method for nested block-level realignment (e.g., Banerjee et al. 2014) , but this method requires the model output to be nested in the observational grid (Mugglin and Carlin 1998) . A simpler solution is, once the outputs are firstly predicted to the observational grid using a stochastic model based approach such as the kriging method, to rectify the uncertainty that has been introduced by inflating the variance of the error e j ðsÞ in model (2). We denote the predicted value from climate model j at spatial location s by b X j ðsÞ. Its variance, d where the modulating parameter c j is positive. This slight modification adds further parameters to the Bayesian hierarchical model for which we can assign prior distributions similarly to r
