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Abstract
We presentRL1-GP , a control framework that enables safe simultaneous learning and control for systems subject
to uncertainties. The two main constituents are Riemannian energy L1 (RL1) control and Bayesian learning in the
form of Gaussian process (GP) regression. TheRL1 controller ensures that control objectives are met while providing
safety certificates. Furthermore, RL1-GP incorporates any available data into GP models of uncertainties, which
improves performance and enables the motion planner to achieve optimality safely. This way, the safe operation of
the system is always guaranteed, even during the learning transients. We provide a few illustrative examples1 for the
safe learning and control of planar quadrotor systems in a variety of environments.
1 Introduction
A majority of planning algorithms based on model predictive control (MPC) and model-based reinforcement learning
(MBRL) compute optimal control sequences using a nominal or learned system model. However, models have inac-
curacies and the robot may behave sub-optimally. In the worst cases, the system will become unstable or collide with
obstacles. These model inaccuracies have especially serious consequences for safety-critical systems [17]. Machine
learning (ML) algorithms have been proven to be potent tools for learning complex and accurate models in robotics
[34], improving performance. However, the robot’s safety during the learning transients is not always guaranteed.
For instance, a robot may enter unsafe regions while collecting data because it does not take into account the model
inaccuracies.
Control-theoretic approaches that offer safety certificates based on Lyapunov functions and robust control invari-
ant sets are gaining popularity [4, 7, 30] in the context of safe robot learning. Many recent safe-learning examples
establish the notion of asymptotic stability with control-theoretic tools [16, Chapter 3]. Although critically important,
asymptotic stability by itself is not sufficient for the safe operation of robots. Safety must be guaranteed during the
learning process with transient bounds. Techniques like uncertainty propagation have been proposed to characterize
transient performance using learned statistical models [13]. However, methods based on uncertainty propagation are
often approximate, computationally expensive for planning, and do not provide apriori certificates of safety.
1.1 Our Contributions
We propose a learning-based control framework using robust adaptive control theory for nonlinear systems that ensures
improvement of optimality and performance while simultaneously guaranteeing safety which we refer to as RL1-GP
control. The safety guarantees are composed of apriori computable transient performance bounds and robustness
*These authors contributed equally for this work
1The implementation can be found at https://github.com/arlk/SafeSimulataneousLearningControl.jl
1
ar
X
iv
:2
00
9.
03
86
4v
1 
 [e
es
s.S
Y]
  8
 Se
p 2
02
0
RL1-GP : Safe Simultaneous Learning and Control
(a) (b) (c)
Figure 1: Consider a vehicle traversing a race track with some nominal model knowledge. Depending on the uncer-
tainty and robustness requirements theRL1-GP framework will guarantee the performance bounds as denoted by the
blue tube around the planned trajectory (a). As learning progresses, the performance bounds become tighter and the
learned model can be incorporated into the planner to generate more optimal trajectories (b, c).
margins. We rely on Bayesian learning in the form of GP regression to learn the state and time-dependent model
uncertainties from noisy measurements. We use the predictive distribution provided by GP learning to compute high-
probability error bounds for the estimated uncertainties [21]. These estimates are then incorporated within the RL1
robust adaptive control framework recently presented in [19]. Our RL1-GP control framework is planner-agnostic
and is designed to work with any planner capable of generating desired state and control trajectories using the known
(learned or nominal) model. This feature enables the framework to be used in conjunction with many popular planning
algorithms such as differential dynamic programming [40], model predictive path integral control [49], dynamic mirror
descent MPC [45], and sampling-based planners [20], among many others [8, 15].
A critical feature of theRL1-GP framework is that it enables MBRL algorithms to achieve optimality as learning
progresses but the safety is guaranteed at all times regardless of the quality of the learned model. We define safety
using the performance bounds and the robustness margins associated with the controller. The performance bounds
quantify how far the system trajectory may deviate from the desired trajectory based on the amount of unmodeled un-
certainty. The robustness of the controlled system is a function of the available sensors, actuators, and computational
hardware. TheRL1 controller provides a sensible approach to balance the trade-off between performance and robust-
ness requirements for safe navigation. However, this trade-off implies that for a specification of robustness margins
there is limit on how tight the performance bounds can get. Our framework addresses this problem by using model
learning to reduce the effect of the uncertainty which results in tighter performance bounds than would be possible
with [19] alone. Moreover, the improved model knowledge and the tighter performance bounds are then incorporated
into the planner used by the MBRL algorithm to generate more optimal but still safe trajectories as shown in Figure 1.
1.2 Related Work
Robust MPC problem formulations consider safe planning and control under uncertainties that can be further divided
into Min-max MPC [25, 32, 47] or tube-based MPC [23, 33]. Min-max approaches plan considering the worst-case
disturbance, which might render them overly conservative or even infeasible over long horizons. Tube-based MPC
addresses this issue by using an ancillary controller to attenuate disturbances so that the robot stays inside of a tube
around the planned trajectory. With the exception of [23], such methods assume the existence of stabilizing ancillary
controllers. This assumption is limiting since, the design of such controllers cannot be assumed unless further assump-
tions (feedback linearizable, strict-feedback) on the dynamics are made. Learning-based MPC (LBMPC) frameworks
have been proposed to reduce conservatism. The LBMPC frameworks use measured data to improve models and
increase optimality. Safe LBMPC methods can be found in [3] and [44] for nominal linear models. Frameworks that
use nonlinear nominal models with LBMPC are found in [38] and [35]. Another class of corrective methods that
ensure safety is based on control barrier functions (CBFs) [1, 2, 51]. The use of CBFs with parametric uncertainty was
recently considered in [24]. Similar to how the presented framework is planner agnostic, FaSTrack [9, 12] is a reactive
method for safe planning and control with the aim of fast real-time trajectory generation using reachability analysis.
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Gaussian processes are a commonly used class of statistical models [48]. These models are popular in learning-
based control, in part, because they provide predictive distributions, which can characterize modeling errors. The
authors in [4] use the regularity of the uncertainty and the sufficient statistics of the learned GP models to safely expand
the region of attraction and improve control performance. Safety is guaranteed by the existence of Lyapunov functions
ensuring asymptotic stability. Similarly, the authors in [21] propose a new method to compute uniform error bounds
of learned GP models for safe control. Probabilistic chance constraint methods, which use uncertainty propagation,
have been shown to provide both asymptotic and transient bounds on robot performance [18]. The implementations
that rely on approximate uncertainty propagation offer excellent empirical performance without theoretical guarantees,
shown in [13, 28].
The proposed method avoids uncertainty propagation completely when considering nonlinear dynamics. Instead,
we rely on uniform error bounds for GP predictions to apriori guarantee tracking performance with respect to a de-
sired trajectory. Moreover, we provide an explicit design for the feedback controller with stability and performance
guarantees. This controller is capable of incorporating the learned dynamics while ensuring safety with respect to the
updated models. This incorporation is based on both contraction theory [26] and the L1 adaptive control theory [14].
Safe planning and control using L1 adaptive control theory can be found in [19, 29, 31]. These results fall under the
category of safe feedback motion planning, where the L1 adaptive controller is the ancillary controller that guarantees
tracking performance and robustness for the planner’s commanded tasks. In [29], L1 is used to reject the system non-
linearity and the planner generates trajectories for the nominal linear model. In [31], a model predictive path integral
(MPPI) planner considers nonlinear dynamics while the L1 controller provides robustness and compensates for the
uncertainties. The effectiveness is shown empirically, without guarantees. The work in [19] provides certifiable per-
formance bounds for nonlinear nominal dynamics using contraction theory [26]. Contraction theory enables tracking
control with nonlinear systems without relying on feedback linearizability or strict-feedback structure, thus can be
used with learned dynamics as presented in this paper. Related work using contraction theory based control laws can
be found in [22, 26, 36].
2 Preliminaries and Problem Statement
We consider the following affine in control dynamics given by
x˙(t) = F (ξ(t), x(t), u(t)) = F¯ (x(t), u(t)) +B(x(t))h(ξ(t), x(t)) (1a)
= f(x(t)) +B(x(t))(u(t) + h(ξ(t), x(t))), x(0) = x0, (1b)
where x(t) ∈ Rn is the system state and u(t) ∈ Rm is the control input. The functions f(x(t)) ∈ Rn and B(x(t)) ∈
Rn×m are known. The function h(ξ(t), x(t)) ∈ Rm represents the model uncertainty within the range of the input
operator B(x(t)). Here ξ(t) ∈ Rl represents any known time-varying parameter, including ξ(t) = t, allowing to
consider both time and state dependent uncertainties. Finally, it is evident from (1) that F (ξ(t), x(t), u(t)) represents
the actual dynamics, whereas F¯ (x(t), u(t)) represents the nominal dynamics.
We now proceed with a few definitions before presenting the model assumptions. We denote by (xd(t), ud(t)) the
desired state-input trajectory, if it satisfies the nominal dynamics, i.e., x˙d(t) = F¯ (xd(t), ud(t)). Any desired state xd
satisfies xd(t) ∈ X ⊂ Rn, for all t ≥ 0, where the convex compact set X denotes the state constraint set, for example,
the box constraints on the linear and angular positions and velocities of a quadrotor. Note that X is not a safe set,
since it does not consider the knowledge of the environment and obstacles, and it only represents the maximal limits
of the state-space. Since F¯ (nominal dynamics) is known, any model-based planner can thus generate the desired pair
(xd(t), ud(t)) satisfying the state-constraints. Given any positive scalar ρ and the desired state trajectory xd(t), we
define the ρ-norm ball centered at xd(t) by
Ω(ρ, xd(t)) := {y ∈ Rn | ‖y − xd(t)‖ ≤ ρ}. (2)
Here ‖·‖ denotes the Euclidean norm. Note that these norm balls induce the tube
Oxd(ρ) = ∪t≥0Ω(ρ, xd(t)), (3)
which quantifies the performance of the tracking controller. We now place the following model assumption.
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Assumption 2.1. Given any desired state-input pair (xd(t), ud(t)) and a positive scalar ρ such that the ρ-norm
ball satisfies Ω(ρ, xd(t)) ∈ X , for all t ≥ 0 (which in turn implies that the tube Oxd(ρ) ∈ X ), there exist known
conservative bounds ∆f , ∆fx , ∆B , ∆Bx , and ∆bx such that
‖f(x)‖ ≤ ∆f ,
∥∥∥∥∂f∂x (x)
∥∥∥∥ ≤ ∆fx , n∑
i=1
∥∥∥∥ ∂B∂xi (x)
∥∥∥∥ ≤ ∆Bx , m∑
j=1
∥∥∥∥∂[b]·,j∂xi (x)
∥∥∥∥ ≤ ∆bx , ∀x ∈ Oxd(ρ),
where [b]·,j(x) denotes the jth row of B(x). Similarly, the uncertainty and its derivatives are bounded with known
conservative constants satisfying:
‖h(ξ, x)‖ ≤ ∆h, ‖∇xh(ξ, x)‖ ≤ ∆hx , ‖∇ξh(ξ, x)‖ ≤ ∆hξ , ∀(x, ξ) ∈ X × Xξ,
where Xξ ⊂ Rl is a known convex compact set, in which ξ(t) is assumed to lie for all t ≥ 0. We further assume that
for each component of the uncertainty [h]i : Rl × Rn → Rl, i ∈ {1, . . . ,m}, the Hessian matrices ∇2ξ [h]i(ξ, x) ∈ Sl
and ∇2x[h]i(ξ, x) ∈ Sn are bounded as∥∥∇2ξ [h]i(ξ, x)∥∥ ≤ ∇ξ∆ihξ , ∥∥∇2x[h]i(ξ, x)∥∥ ≤ ∇x∆ihx , i ∈ {1, . . . ,m}, ∀(x, ξ) ∈ X × Xξ,
where the conservative bounds are assumed to be known.
Additionally, the input matrixB(x) has full column rank for all x ∈ X , and there exist known conservative bounds
∆B† and ∆B†x satisfying ∥∥B†(x)∥∥ ≤ ∆B† , n∑
i=1
∥∥∥∥∂B†∂x (x)
∥∥∥∥ ≤ ∆B†x , ∀x ∈ Oxd(ρ),
whereB†(x) =
(
B>(x)B(x)
)−1
B>(x) denotes the Moore-Penrose inverse which is guaranteed to exists sinceB(x)
is assumed to have a full-column rank. Finally, the desired control input ud(t) satisfies
‖ud(t)‖ ≤ ∆ud , ∀t ≥ 0,
where the upper bound is assumed to be known.
Problem Statement: Given the learned probabilistic estimates of the uncertainty h(ξ, x), any desired state-input pair
(xd(t), ud(t)) designed by a planner using the nominal dynamics, and the desired robustness margins, the goal is to
design the control input u(t) that guarantees the existence of an apriori computable tube-width ρ so that the state of the
uncertain dynamics in (1) satisfies x(t) ∈ Ω(ρ, xd(t)) ⊂ Oxd(ρ) with high probability, for all t ≥ 0, while satisfying
the robustness requirements. Importantly, the existence of the pre-computable tubes should not depend on the quality
of the learned estimates thus ensuring that safety remains decoupled from learning. The learning should only affect
the performance bounds and the optimality of the planned trajectory.
We now discuss the two constituent components of the RL1-GP control, namely Bayesian learning and the RL1
control.
2.1 Bayesian learning
The probabilistic estimates of the uncertainty h(ξ(t), x(t)) in (1) are learned using GP regression. We place the
following assumption to compute the prediction error bounds.
Assumption 2.2. We assume that each of the elements [h]i(ξ, x) are independent. Moreover, we assume that each
element is a sample from a GP
[h]i(ξ, x) = [h]i(z) ∼ GP(0,Ki(z, z′)), i ∈ {1, . . . ,m},
where z =
[
ξ> x>
]> ∈ Rl+n and the kernel functions Ki : R(l+n)×(l+n) → R are known. Moreover, the kernels
are twice-continuously differentiable with known constants LKi ,∇ξLKi ,∇xLKi such that
LKi = max
z,z′∈Z
‖∇zKi(z, z′)‖, ∇ξLKi = max
z,z′∈Z
∥∥∇2ξKi(z, z′)∥∥, ∇xLKi = max
z,z′∈Z
∥∥∇2xKi(z, z′)∥∥,
for i ∈ {1, . . . ,m}, where Z = X × Xξ.
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The assumption that the uncertainty is a sample from a GP with a known prior is less conservative than requiring
the uncertainty to be a member of the reproducing kernel Hilbert space (RKHS) associated with the kernel. For exam-
ple, sample functions of GPs with squared-exponential (SE) kernels correspond to continuous functions, whereas the
associated RKHS space contains only analytic functions [43]. Moreover, the constants assumed to exist in Assump-
tion 2.2 are easily computable, for example, for the often used squared-exponential (SE) kernel. We assume that we
have N ∈ N measurements of the form
yk = h(ξk, xk) + κ = h(zk) + κ = B
†(xk) (x˙k − f(xk))− uk + κ ∈ Rm, k ∈ {1, . . . , N},
where κ represents measurement noise distributed normally as κ ∼ N (0m, σ2Im), where 0m ∈ Rm is a vector of
zeros and Im denotes the identity matrix of dimension m. Using the measurements, we set up the data as
D = {Y,Z}, Y = [y1 · · · yN ] ∈ Rm×N , Z = [z1 · · · zN ] ∈ R(l+n)×N . (4)
Thus, for each of the constituent functions [h]i, i ∈ {1, . . . ,m}, we have the data as Di = {[Y]i,·,Z}, where [Y]i,·
denotes the ith-row of the matrix Y. GP regression proceeds by conditioning the prior in Assumption 2.2 on the
measured data as in [48] to obtain the posterior distribution at any test point z? ∈ Xξ ×X as
R 3 [h]i(z?) ∼ N
(
νi,N (z
?), σ2i,N (z
?)
)
, i ∈ {1, . . . ,m}, (5)
where the mean νi,N (z?) and the variance σ2i,N (z
?) are defined as
νi,N (z
?) =Ki(z
?,Z)>
[
Ki(Z,Z) + σ
2IN
]−1
([Y]i,·)
>
,
σ2i,N (z
?) =Ki(z
?, z?)−Ki(z?,Z)>
[
Ki(Z,Z) + σ
2IN
]−1
Ki(z
?,Z).
Furthermore, Ki(z?,Z) ∈ RN and Ki(Z,Z) ∈ SN are defined as
Ki(z
?,Z) =
[
Ki(z
?, z1) · · · Ki(z?, zN )
]
, [Ki(Z,Z)]p,q = Ki(zp, zq), (p, q) ∈ {1, . . . , N} × {1, . . . , N}.
Using the linearity of the differential operator, we can also compute the posterior distributions of the partial deriva-
tives of h(ξ, x) using the previously defined data in (4). The posterior distributions of the partial derivatives are given
by
(∇ξ[h]i(z?))> ∼N
(∇ξνi,N (z?)>,∇ξσ2i,N (z?)) , (6a)
(∇x[h]i(z?))> ∼N
(∇xνi,N (z?)>,∇xσ2i,N (z?)) , (6b)
where the mean functions ∇ξνi,N (z?) ∈ R1×l, ∇xνi,N (z?) ∈ R1×n and the variance functions ∇ξσ2i,N (z?) ∈ Sl,
∇xσ2i,N (z?) ∈ Sn are defined as
∇ξνi,N (z?)> = (∇ξKi(z?,Z))>
[
Ki(Z,Z) + σ
2IN
]−1
([Y]i,·)
>
,
∇xνi,N (z?)> = (∇xKi(z?,Z))>
[
Ki(Z,Z) + σ
2IN
]−1
([Y]i,·)
>
,
∇ξσ2i,N (z?) =∇2ξ,ξ′Ki(z?, z?)− (∇ξKi(z?,Z))>
[
Ki(Z,Z) + σ
2IN
]−1∇ξKi(z?,Z),
∇xσ2i,N (z?) =∇2x,x′Ki(z?, z?)− (∇xKi(z?,Z))>
[
Ki(Z,Z) + σ
2IN
]−1∇xKi(z?,Z).
Note that (∇ξ[h]i(z?))> ∈ Rl and (∇x[h]i(z?))> ∈ Rn are multivariate Gaussian random variables for each
i ∈ {1, . . . ,m}. Moreover, the individual elements of each are co-related in the general case as indicated by the
presence of non-zero off-diagonal terms in the posterior covariance matrices ∇ξσ2i,N (z?) and ∇xσ2i,N (z?). However,
by marginalizing as in [6, Sec. 2.3.1] we can obtain the individual posterior distributions of each component as
[∇ξh]i,k (z?) ∼N
(
[∇ξνi,N ]k (z?),
[∇ξσ2i,N ]k,k (z?)) , (i, k) ∈ {1, . . . ,m} × {1, . . . , l}, (7a)
[∇xh]i,k (z?) ∼N
(
[∇xνi,N ]k (z?),
[∇xσ2i,N]k,k (z?)) , (i, k) ∈ {1, . . . ,m} × {1, . . . , n}. (7b)
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2.2 RL1 control
In the presented methodology, the control input u(t) is computed using the RL1 control as presented in [19]. The
RL1 control can be decomposed as
u(t) = uc(t) + ua(t), (8)
where uc(t) is the control input designed for the known dynamics and relies on the contraction theoretic notion of
Riemannian energy [22, 26, 37], whereas ua(t) is the adaptive control input designed based on the L1 adaptive control
theory [14, 46] and is tasked with compensating for the model uncertainties. The existence of the uc(t) input relies
on the existence of the control contraction metric (CCM) [26], which is defined to be any smooth function M(x),
satisfying for all (x, δx) ∈ TX (the tangent bundle of X ):
αIn M(x)  α¯In, (9a)
∂[b]·,jM(x) +
[
M(x)
∂[b]·,j(x)
∂x
]
S
, j ∈ {1, . . . ,m}, (9b)
δ>xM(x)B(x) = 0⇒ δ>x
(
∂fM(x) +
[
M(x)
∂f(x)
∂x
]
S
+ 2λM(x)
)
δx ≤ 0, (9c)
for some scalars λ > 0, 0 < α < α¯ < ∞. Here [b]·,j denotes the jth column of B(x) and ∂fM(x) denotes the
directional derivative of M(x) with respect to f(x). The same holds for ∂[b]·,jM(x). Moreover, [A]S denotes the
symmetric part of the matrix A. Further details are presented in [26] and [19]. Note that the synthesis of the CCM
M(x) depends only on the nominal dynamics and can be computed offline. We place the following assumption.
Assumption 2.3. The nominal dynamics F¯ in (1) admit a CCM M(x), for all x ∈ X , and for some positive constants
λ, α, and α¯ as in (9).
The CCM M(x) defines a control Lypunov function (CLF) for the nominal system in the form of the Riemannian
energy E(xd(t), x(t)) [19, 26]. Using the Riemannian energy and the given desired state-input pair (xd(t), ud(t))
computed using the nominal dynamics x˙d(t) = F¯ (xd(t), ud(t)), the input uc(t) is given by
uc(t) = ud(t) + kc(xd(t), x(t)), (10)
where
kc(xd(t), x(t)) = arg min
k∈Rm
‖k‖2, (11a)
s.t. 2γ¯>s (1, t)M(x(t))x˙k(t)− 2γ¯>s (0, t)M(xd(t))x˙d(t) ≤ −2λE(xd(t), x(t)). (11b)
Here γ¯(s, t), s ∈ [0, 1], is the minimal geodesic between xd(t) and x(t) on the Riemannian manifold (X ,M) with
γ¯(1, t) = x(t) and γ¯(0, t) = xd(t). Furthermore, x˙k(t) is defined as x˙k(t) = F¯ (x(t), ud(t) + k). The quadratic
program (QP) admits an analytical solution as explained in [37, Sec. 5.1].
The L1 adaptive control input ua(t) in (8) relies on three components: the state-predictor, the adaptation law, and
the control law. The state-predictor is given by
˙ˆx(t) = F¯ (x(t), uc(t) + ua(t) + µˆ(t)) +Amx˜(t), xˆ(0) = x0, (12)
where xˆ(t) is the state of the predictor, x˜(t) = xˆ(t)−x(t) is the state prediction error, and Am ∈ Rn×n is an arbitrary
Hurwitz matrix. The uncertainty estimate µˆ(t) is driven by the state prediction error via the following adaptation law
˙ˆµ(t) = ΓProjH
(
µˆ(t),−B>(x)Px˜(t)) , µˆ(0) ∈ H, (13)
where Γ > 0 is the adaptation rate, H = {y ∈ Rm | ‖y‖ ≤ ∆h} is the conservative set within which the uncertainty
estimate is restricted to lie in with ∆h defined in Assumption 2.1. Additionally, Sn 3 P  0 is the solution to the
Lyapunov equation A>mP + PAm = −Q, for some Sn 3 Q  0. Finally, ProjH(·, ·) is the standard projection
operator [14]. Finally, the input ua(t) is defined via the following control law presented using the Laplace transform
ua(s) = −C(s)µˆ(s), (14)
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where C(s) is a low-pass filter with bandwidth ω and satisfies C(0) = Im. Note that we use the variable s to represent
both the Laplace variable and the geodesic parameter in (11). The distinction is clear from context.
We now briefly explain how the RL1 guarantees safety by the existence of pre-computable tubes using only the
available conservative knowledge presented in Assumption 2.1, i.e., without any learning. For arbitrarily chosen
positive scalars ρa and , and define
ρr =
√
α¯
α
‖xd(0)− x0‖+ , ρ = ρr + ρa, (15)
where α¯ and α are defined in Assumption 2.3. Let us define the following constants
∆Mx := sup
x∈Oxd (ρ)
n∑
i=1
∥∥∥∥∂M∂xi (x)
∥∥∥∥, (16a)
∆Ψx := 2∆Bx +
∆B∆Mx
α
, (16b)
∆δu :=
1
2
sup
x∈Oxd (ρ)
(
λ(L−>(x)F (x)L−1(x))
σ>0(B
>(x)L−1(x))
)
, (16c)
∆x˙r := ∆f + ∆B(‖Im − C(s)‖L1∆h + ∆ud + ρ∆δu), (16d)
∆x˙ := ∆f + ∆B(2∆h + ∆ud + ρ∆δu), (16e)
∆x˜ :=
√
4λ(P )∆h(∆hξ + ∆hx∆x˙)
λ(P )λ(Q)
+
4∆2h
λ(P )
, (16f)
∆η˜ :=
(
∆B†x∆x˙ + (‖sC(s)‖L1 + ‖Am‖)∆B†
)
∆x˜, (16g)
∆θ :=
∆Bα∆η˜
λ
, (16h)
∆Ψ˙ := α
(
∆B∆γ˙s +
∆B∆Mx∆x˙√
αα
+ ∆Bx∆x˙
)
, (16i)
∆γ˙s :=
√
α
α
(
∆fx + (∆h + ∆ud + ρ∆δu)∆bx +
(
∆hx +
√
α∆δu√
α
)
∆B
)
, (16j)
where Oxd(ρ) is defined in (3); ∆ud , ∆f , ∆fx , ∆B , ∆Bx , ∆bx , ∆h, ∆hξ , ∆hx , ∆B† and ∆B†x are defined in
Assumption 2.1; α and α are defined in Assumption 2.3; and F (x) is defined as
F (x) := −∂fW (x) + 2
[
∂f
∂x
(x)W (x)
]
S
+ 2λW (x),
whereW (x) = M(x)−1 is referred to as the dual metric and L(x)>L(x) = W (x) and these entities are guaranteed to
exist due to the positive definiteness of the CCM M(x). As before, ∂fW (x) denotes the directional derivative of the
dual metric W (x) with respect to f(x) [26]. Furthermore, ‖sC(s)‖L1 denotes the L1 function norm of the impulse
response of sC(s) [14, Sec. A.7]. Finally, for any real-valued matrices A and B, with B square, σ>0(A), λ(B), and
λ(B), denote the smallest singular-value of A, and the largest and smallest eigenvalues of B, respectively. For the
purposes of analysis, we need the following constants
κ1(∆h,∆hx ,∆hξ) =2ρ∆B
α¯
α
(
∆h
|2λ/ω − 1| +
∆hξ + ∆hx∆x˙r
2λ
,
)
, (17a)
κ2(∆h,∆hx ,∆hξ) =α¯∆Ψx
α¯
α
(
∆h
|2λ/ω − 1| +
∆hξ + ∆hx∆x˙r
2λ
)
, (17b)
κ3(∆h,∆hx) =α¯∆hx
(
4λ∆B + ∆Ψ˙
λ
)
, (17c)
κ4(∆h,∆hx ,∆hξ) =∆θ, (17d)
7
RL1-GP : Safe Simultaneous Learning and Control
using which we further define
ζ1(κ1, ω) =
κ1(∆h,∆hx ,∆hξ)
ω
, ζ2(κ2, ω) =
κ2(∆h,∆hx ,∆hξ)
ω
, ζ3(κ3, ω) =
κ3(∆h,∆hx)
ω
. (18)
Note that κ1 − κ3 are monotonically increasing as a function of the conservative known bounds ∆h, ∆hx , and ∆hξ ,
and vanish for zero uncertainty bounds.
The rate of adaptation Γ in (13) and filter bandwidth ω in (14) then need to satisfy
ρ2r ≥
E(xd(0), x0)
α
+ ζ1(κ1, ω), α > ζ2(κ2, ω) + ζ3(κ3, ω),
√
Γ >
κ4(∆h,∆hx ,∆hξ)
ρa(α− ζ2(κ2, ω)− ζ3(κ3, ω)) . (19)
Since the constants ζ1(ω), ζ2(ω), ζ3(ω) ∝ 1/ω, the conditions in (19) can always be satisfied by choosing an appropri-
ately large adaptation rate Γ and filter bandwidth ω. The following result quantifies the existence of safe tubes around
any desired state xd(t). The detailed proof of the following theorem can be found in [19, Thm. 5.1].
Theorem 2.1 ([19]). Let Assumptions 2.1 and 2.3 hold and let the filter bandwidth ω and rate of adaptation Γ sat-
isfy (19). Given any desired state input pair (xd(t), ud(t)) satisfying the nominal dynamics x˙d(t) = F¯ (xd(t), ud(t)),
the state of the actual uncertain system (1), x˙(t) = F (ξ(t), x(t), u(t)), with control input (8) satisfies
x(t) ∈ Ω(ρ, xd(t)) ⊂ Oxd(ρ), ∀t ≥ 0.
Furthermore, the state x(t) is uniformly ultimately bounded as
x(t) ∈ Ω(δ(ω, T ), xd(t)) ⊂ Ω(ρ, xd(t)), ∀t ≥ T > 0,
where the uniform ultimate bound is given by
δ(ω, T ) = µ(ω, T ) + ρa, µ(ω, T ) =
√
e−2λTE(xd(0), x0)/α+ ζ1(κ1, ω).
3 RL1-GP : Riemannian Energy L1with Gaussian Process Learning
We now present the RL1-GP control framework illustrated in Figure 2. As presented in Theorem 2.1, the RL1
control by itself can ensure the safety of the nominal system F¯ by using the conservative knowledge of the uncertainty
presented in Assumption 2.1. Moreover, performance can be gained by increasing the bandwidth of the low-pass filter.
However, this comes at the expense of the robustness, and optimality is not improved. In this section, we show how
Bayesian learning in the form of GP posterior distributions can be incorporated withing the RL1 framework. The
goals of incorporating learning are two-fold, i) providing the planner with higher fidelity models so as to produce
trajectories with improved optimality, and ii) improving the tracking performance without requiring the trade off with
robustness.
Given the posterior distribution of h(z) = h(ξ, x) in (5), we may re-write the uncertain dynamics in (1) as
x˙(t) = F (ξ(t), x(t), u(t)) = f(x(t)) +B(x(t)) (u(t) + h(ξ(t), x(t))) (20a)
= f(x(t)) +B(x(t))νN (ξ(t), x(t)) +B(x(t)) (u(t) + h(ξ(t), x(t))− νN (ξ(t), x(t))) (20b)
= Fˆ (ξ(t), x(t), u(t)) +B(x(t)) (u(t) + h(ξ(t), x(t))− νN (ξ(t), x(t))) , (20c)
where Fˆ (ξ, x, u) = f(x) + B(x)(u + νN (ξ, x)) represents the learned dynamics, which we obtain by adding and
subtracting νN (ξ, x) within the control channel. Here,
νN (ξ, x) = νN (z) =
[
ν1,N (z) · · · νm,N (z)
]> ∈ Rm. (21)
As in (1), F (ξ, x, u) represents the actual dynamics, but now Fˆ (ξ, x, u) represents the learned dynamics as opposed
to F¯ (ξ, x) representing the conservative nominal model.
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RL1 controller
Planner RiemannianFeedback
Uncertain System
C(s) State Predictor
Bayesian Learner
Adaptation Law
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uc,Fˆ
u
ua,Fˆ
+
+
xˆ
x˜
−
x
νN (ξ, x)
µˆ
Figure 2: Architecture ofRL1-GP control
Consider a desired state-input pair (xd(t), ud(t)), which is now designed by the planner using the learned dynamics
Fˆ , i.e., x˙d(t) = Fˆ (ξ(t), xd(t), ud(t)), as opposed to the nominal dynamics F¯ . Note that Fˆ contains the nominal
dynamics and the mean dynamics of the GP predictive distribution in (5). That is, Fˆ is deterministic, and therefore
any planner being used does not have to rely on uncertainty propagation to ensure safety. The goal now is to design
the input u(t) such that the state x(t) of (20) tracks xd(t) while remaining inside of pre-computable tube with high
probability. Similar to theRL1 input in (8), theRL1-GP input is composed as
u(t) = uˆc,Fˆ (t) + uˆa,Fˆ (t), (22)
where the individual components mirror those in (10), (12), (13), and (14), but are now designed for the learning-based
representation of the dynamics in (20). However, the major distinction is that uˆc,Fˆ (t) is designed to track xd(t) using
the learned dynamics Fˆ (as opposed to the nominal dynamics F¯ ), and the adaptive input uˆa,Fˆ (t) now compensates for
the remainder uncertainty h− νN as opposed to the uncertainty h. Similar to uc(t) in (10), uˆc,Fˆ (t) is defined as
uc,Fˆ = ud(t) + kc,Fˆ (xd(t), x(t)), (23)
where kc,Fˆ is defined via the analytic solution of the following QP:
kc,Fˆ (xd(t), x(t)) = arg min
k∈Rm
‖k‖2, (24a)
s.t. 2γ¯>s (1, t)M(x(t))x˙k(t)− 2γ¯>s (0, t)M(xd(t))x˙d(t) ≤ −2λE(xd(t), x(t)), (24b)
where now x˙k is is defined as x˙k(t) = Fˆ (ξ(t), x(t), ud(t) + k), compared to x˙k(t) = F¯ (x(t), ud(t) + k) as in (11).
The incorporation of the learned mean function νN (ξ, x) into the contraction theoretic input is possible due to the fact
that the CCM M(x) synthesized for the nominal dynamics F¯ satisfying the conditions in (9) is also a valid CCM for
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both the uncertain dynamics F and the learned dynamics Fˆ [22, Lemma 1]. The implication is that the CCM M(x)
does not need to be re-synthesized whenever the model is updated. To be precise, this property of the CCM M(x)
holds because the condition in (9b) implies that the vectors [b]·,j(x) form a Killing vector field for M(x).
The L1 adaptive input uˆa,Fˆ (t) once again consists of the state-predictor, adaptation law, and the control law.
However, as aforementioned, the input uˆa,Fˆ (t) now compensates for the remainder uncertainty h − νN . In order to
re-define the uˆa,Fˆ (t) control input, we define ∆hˆ, ∆hˆx , and ∆hˆξ to be any constants satisfying
∆hˆ ≥ ‖h(ξ, x)− νN (ξ, x)‖, ∆hˆx ≥ ‖∇x(h(ξ, x)− νN (ξ, x))‖, ∆hˆξ ≥ ‖∇ξ(h(ξ, x)− νN (ξ, x))‖, (25)
for all (ξ, x) ∈ Xξ ×X , where νN (ξ, x) is defined in (20). Using these constants, the state-predictor is redesigned as
˙ˆx(t) = Fˆ (ξ(t), x(t), uc,Fˆ (t) + ua,Fˆ (t) + µˆ(t)) +Amx˜(t), xˆ(0) = x0, (26)
where the learned dynamics Fˆ are presented in (20). Here, Am ∈ Rn×n is any Hurwitz matrix as defined in (12).
The inclusion of learned models within the predictor of the L1 architecture has been previously explored in [10]. The
adaptation law is similarly redesigned as
˙ˆµ(t) = ΓProjHˆ
(
µˆ(t),−B>(x)Px˜(t)) , µˆ(0) ∈ Hˆ, (27)
where, as in (13), Γ > 0 is the adaptation rate and x˜(t) = xˆ(t) − x(t), but now the projection operator is defined on
the set Hˆ = {y ∈ Rm | ‖y‖ ≤ ∆hˆ} with ∆hˆ defined in (25), instead of H = {y ∈ Rm | ‖y‖ ≤ ∆h}. Finally, the
control law is defined as
ua(s) = −C(s)µˆ(s), (28)
where, as in (14), C(s) is a low-pass filter with bandwidth ω and satisfies C(0) = Im.
Analogously to conditions in (19) for the filter bandwidth ω and adaptation rate Γ, we need to redefine these
conditions for the learned representation of the uncertain dynamics in (20). We first define the following constants
analogous to the ones presented in (18):
To construct the safety and performance certificates based on the learned estimates, using (25), we redefine the
conditions that the filter bandwidth ω and adaptation rate Γ must satisfy as
ρ2r ≥
E(xd(0), x0)
α
+ ζ1(κˆ1, ω), α > ζ2(κˆ2, ω) + ζ3(κˆ3, ω),
√
Γ >
κˆ4(∆hˆ,∆hˆx ,∆hˆξ)
ρa(α− ζ2(κˆ2, ω)− ζ3(κˆ3, ω)) , (29)
where
ζ1(κˆ1, ω) =
κˆ1(∆hˆ,∆hˆx ,∆hˆξ)
ω
, ζ2(κˆ2, ω) =
κˆ2(∆hˆ,∆hˆx ,∆hˆξ)
ω
, ζ3(κˆ3, ω) =
κˆ3(∆hˆ,∆hˆx)
ω
. (30)
Note that these conditions for the RL1-GP differ from the conditions for the RL1control in (19) in that these are
defined using the constants κˆi, i ∈ {1, . . . , 4}, which are in-turn defined using ∆hˆ, ∆hˆx , and ∆hˆξ presented in (25).
In contrast, the conditions for the RL1control in (19) are defined using the constants κi, i ∈ {1, . . . , 4}, which are
in turn defined using ∆h, ∆hx , and ∆hξ which are the known conservative bounds for the uncertainty as presented in
Assumption 2.1. Thus, the only difference between κˆi and κi, i ∈ {1, . . . , 4}, is the use of the constants in (25) as
opposed to the bounds in Assumption 2.1. In conclusion, given the posterior distribution in (5), the RL1-GP control
input is defined via (22), (23), (26), (27) and (28).
To design the RL1-GP control in (22), (23), (26), (27) and (28) and the conditions for the filter bandwidth ω
and adaptation rate Γ in (29), we need to compute the constants in (25). For this purpose, we will use the posterior
distributions of the uncertainty and its derivatives in (5) and (6), respectively, to compute high probability estimates of
these bounds. In particular, we use the recent results in [21]. We begin by presenting the following definition.
Definition 3.1. Given any τ > 0, we define by Zτ ⊂ Z = Xξ ×X , any discrete set satisfying
|Zτ | <∞, and max
z∈Z
min
z′∈Zτ
‖z − z′‖ ≤ τ,
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where |Zτ | denotes the cardinality of the set Zτ . Given the posterior distribution of the uncertainty estimate in (5),
νN (z) ∈ Rm is defined as in (21), and
σN (z) =
[
σ1,N (z) · · · σm,N (z)
]> ∈ Rm.
Similarly, for the posterior distribution of the partial derivatives of the uncertainty in (6) and the marginal distributions
in (7), we define Σi,Nξ (z) ∈ Rl and Σi,Nx (z) ∈ Rn as[
Σi,Nξ (z)
]
p
= [∇ξσi,N (z)]p,p =
√[
∇ξσ2i,N (z)
]
p,p
,
[
Σi,Nx (z)
]
q
= [∇xσi,N (z)]q,q =
√[
∇xσ2i,N (z)
]
q,q
, (31)
for p ∈ {1, . . . , l}, and q ∈ {1, . . . , n}.
Finally, for any δ ∈ (0, 1), let M(τ,Z) denote the τ -covering number of Z2, using which we define
β(τ) = 2 log
(
mM(τ,Z)
δ
)
, βξ(τ) = 2 log
(
lmM(τ,Z)
δˆ
)
, βx(τ) = 2 log
(
nmM(τ,Z)
δˆ
)
,
and where δˆ = 1− (1− δ) 1m .
We now present the following theorem in which we compute high probability bounds for the remainder uncertainty.
The following result is a generalization of [21, Thm. 3.1]. The proof is presented in Appendix A.
Theorem 3.1. Let Assumption 2.2 hold and consider the posterior distributions of the uncertainty in (5) - (7) and any
δ ∈ (0, 1) and τ > 0. Let z = [ξ> x>]> ∈ Z = Xξ ×X and define
∆h(z, τ) =
√
β(τ)‖σN (z)‖+ γ(τ), ∇ξ∆h(z, τ) =
√√√√ m∑
i=1
(
∇ξγi(τ) +
√
βξ(τ)
∥∥∥Σi,Nξ (z)∥∥∥)2,
∇x∆h(z, τ) =
√√√√ m∑
i=1
(
∇xγi(τ) +
√
βx(τ)
∥∥∥Σi,Nx (z)∥∥∥)2,
where β(τ), βξ(τ), βx(τ), σN (z), and Σ
i,N
ξ (z), Σ
i,N
x (z), i ∈ {1, . . . ,m}, are presented in Definition 3.1. Further-
more,
γ(τ) =
(
∆hx + ∆hξ + LνN
)
τ +
√
β(τ)ωN (τ) , ∇ξγi(τ) =
(
∇ξ∆ihξ +∇ξLi,νN
)
τ +
√
βξ(τ)∇ξωi,N (τ),
∇xγi(τ) =
(∇x∆ihx +∇xLi,νN ) τ +√βx(τ)∇xωi,N (τ),
where
LνN =
√√√√N ( m∑
i=1
L2Ki
∥∥∥[Ki(Z,Z) + σ2IN ]−1 ([Y]i,·)>∥∥∥2),
ωN (‖z − z′‖) =
√√√√2‖z − z′‖ m∑
i=1
LKi
(
1 +N
∥∥∥[Ki(Z,Z) + σ2IN ]−1∥∥∥ max
z,z′∈Z
Ki(z, z′)
)
,
2The τ -covering number of Z is defined as the minimum number of τ -norm balls that completely cover the set Z
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and for i ∈ {1, . . . ,m},
∇ξLi,νN =
√
N∇ξLKi
∥∥∥[Ki(Z,Z) + σ2IN]−1 ([Y]i,·)>∥∥∥
∇xLi,νN =
√
N∇xLKi
∥∥∥[Ki(Z,Z) + σ2IN ]−1 ([Y]i,·)>∥∥∥,
∇ξωi,N (‖z − z′‖) =
√√√√2‖z − z′‖∇ξLKi
(
1 +N
∥∥∥[Ki(Z,Z) + σ2IN ]−1∥∥∥ l∑
k=1
max
z,z′∈Z
∣∣∣∣∂Ki∂ξk (z, z′)
∣∣∣∣
)
,
∇xωi,N (‖z − z′‖) =
√√√√2‖z − z′‖∇xLKi
(
1 +N
∥∥∥[Ki(Z,Z) + σ2IN ]−1∥∥∥ n∑
k=1
max
z,z′∈Z
∣∣∣∣∂Ki∂xk (z, z′)
∣∣∣∣
)
.
Here, N is the size of the data set D = {Y,Z} in (4), and the constants ∆h, ∆hx , ∆hξ , ∇ξ∆ihξ , and ∇x∆ihx are
defined in Assumption 2.1, and LKi ,∇xLKi , and ∇ξLKi are defined in Assumption 2.2.
Then
Pr {‖h(z)− νN (z)‖ ≤ ∆h(z, τ), ∀z ∈ Z} ≥ 1− δ,
Pr {‖∇xh(z)−∇xνN (z)‖ ≤ ∇x∆h(z, τ), ∀z ∈ Z} ≥ 1− δ,
Pr {‖∇ξh(z)−∇ξνN (z)‖ ≤ ∇ξ∆h(z, τ), ∀z ∈ Z} ≥ 1− δ,
where νN (z) = νN (ξ, x) is presented in Definition 3.1.
Using the high-probability uniform bounds in Theorem 3.1, we now define the constants in (25) as
∆hˆ = sup
z∈Xξ×X
∆h(z, τ), (32a)
∆hˆx = sup
z∈Xξ×X
∇x∆h(z, τ), (32b)
∆hˆξ = sup
z∈Xξ×X
∇ξ∆h(z, τ). (32c)
We now state the main result.
Theorem 3.2. Let Assumptions 2.1, 2.2 and 2.3 hold and suppose the uniform bounds in Theorem 3.1 are computed
for some δ ∈ (0, 1) and τ > 0 using the posterior distributions in (5)-(6). Furthermore, let the filter bandwidth ω and
rate of adaptation Γ satisfy (29), using ζi(κˆi, ω), i ∈ {1, . . . , 3}, presented in (30), and defined using the constants
in (32).
Given any desired state-input pair (xd(t), ud(t)) satisfying the learned deterministic dynamics
x˙d(t) = Fˆ (ξ(t), xd(t), ud(t)),
the state of the actual uncertain system
x˙(t) = F (ξ(t), x(t), u(t))
withRL1-GP control input (22), (23), (26), (27) and (28), satisfies, with probability at least 1− δ
x(t) ∈ Ω(ρ, xd(t)) ⊂ Oxd(ρ), ∀t ≥ 0, (33)
with ρ defined in (15). Furthermore, the actual system state x(t) is uniformly ultimately bounded, with probability at
least 1− δ, as
x(t) ∈ Ω(δˆ(ω, T ), xd(t)) ⊂ Ω(ρ, xd(t)), ∀t ≥ T > 0, (34)
where the uniform ultimate bound (UUB) is given by
δˆ(ω, T ) = µ¯(ω, T ) + ρa, µ¯(ω, T ) =
√
e−2λTE(xd(0), x0)/α+ ζ1(κˆ1, ω).
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Figure 3: The decay of the uncertainty bounds based on the high-probability prediction-error bounds from Eq. (32)
with the growth of the dataset.
Proof. Consider the closed-loop system given by (1)((20)) (22), (23), (26), (27) and (28). Under the assumption that
the bounds in (25) hold, using [19, Thm. 5.1], it can be shown that the state x(t) of the closed-loop system satisfies (33)
and (34). The proof is then concluded using the fact that by Theorem 3.1, the bounds in (25) (defined using (32)) hold
with probability at least 1− δ.
A few crucial comments are in order. As the learning improves, the constants in (32) decrease, and hence, the
constants in (30) decrease. This fact implies that without changing the filter bandwidth ω and adaptation rate Γ, the
UUB in Theorem 3.2 decreases. The decrease in the UUB, and the lack of a requirement for the re-tuning of the
control parameters, is due to the monotonic dependence of the constants ζi on κˆi, i ∈ {1, . . . , 3}. Furthermore, as
aforementioned, the CCM M(x) does not need to be re-synthesized as the model is updated using learning. Thus,
without re-tuning the parameters of the RL1-GP control input, with the RL1-GP control designed using only As-
sumption 2.1, the performance improves as a function of learning. We would also highlight the fact that in the absence
of learning, theRL1-GP control degenerates into theRL1 control, presented in Section 2, while still providing apriori
computable safety bounds.
4 Simulation Results
We provide an illustrative example of a 6-DOF planar quadrotor at different levels during the learning process using
a variety of motion planners. The dynamics of the vehicle can be expressed in the following control-affine form
following [37]: 
px
pz
θ
vx
vz
θ˙
 =

vx cos(θ)− vz sin(θ)
vx sin(θ) + vz cos(θ)
θ˙
vz θ˙ − g cos(θ)
−vxθ˙ − g sin(θ)
0
+

0 0
0 0
0 0
0 0
1 0
0 1

[
uF
uM
]
,
where px, pz is the position of the quadrotor in the x − z plane; vx, vz are the velocities of the quadrotor in the
body frame; θ, θ˙ are the pitch angle and rate; g is the gravitational constant; and uF and uM are the thrust and
moment control inputs respectively. Additionally, the planar quadrotor is required to always meet the following state
constraints:
−pi
4
≤θ ≤ pi
4
, −2 ≤ vx ≤ 2,
−pi
3
≤θ˙ ≤ pi
3
, −1 ≤ vz ≤ 1.
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Figure 4: Planar quadrotor flight across an obstacle forest with (a) only a deterministic knowledge of the uncertainty,
(b) model learned with N = 25 dataset, (c) model learned with N = 100 dataset.
The contraction metric is synthesized using a sum-of-squares programming approach described in [37]. In the follow-
ing examples, we consider that the unmodeled uncertainty is given by
h(t, x) =
[−1− 0.1(v2x + v2y)
0.3 cos(t)
]
.
The first component of the uncertainty affects the total thrust and is indicative of an off-trim control and drag-like
parasitic force, whereas the second component is a time-varying disturbance that is injected into the moment input
channel. Recall that the time-varying parameter from Eq. (1) is simply ξ(t) = t. In each of the examples we show
the evolution of the safety guarantees across three learning episodes and the resulting improvement in performance
and optimality. The dataset is generated by using Latin hypercube sampling [27, 41] across the state space, but one
could also use sophisticated exploration techniques to safely gather data based on our framework. Prior to learning,
the bounds on the uncertainty and its growth over the state-space is conservatively estimated as
∆h = 2.0, ∆hx = 0.5, ∆hξ = 0.5.
One can analytically verify that the true bounds of the uncertainty are indeed lower than our estimates:
‖h(t, x)‖ = 1.53,
∥∥∥∥∂h∂x (t, x)
∥∥∥∥ = 0.45, ∥∥∥∥∂h∂t (t, x)
∥∥∥∥ = 0.3, ∀x ∈ X and t ≥ 0,
14
RL1-GP : Safe Simultaneous Learning and Control
−4 −2 0 2
−2
0
2
(a) Episode 1: ω = 90 rad/s,Γ = 7e10
−2 −1 0 1 2 3
−1
0
1
(b) Episode 2: ω = 30 rad/s,Γ = 2e6
−1 0 1 2
−1
0
1
(c) Episode 3: ω = 30 rad/s,Γ = 2e6
Figure 5: Planar quadrotor escaping a bug trap using (a) only a deterministic knowledge of the uncertainty, (b) model
learned with N = 25 dataset, (c) model learned with N = 100 dataset. The green lines indicate the edges of the
random geometric graph constructed by BIT*.
where X is defined using the state contraint set in Eq. (35). In first two examples we consider three instances/episodes
during the learning transients with N = 0, N = 25 and N = 100 samples. The corresponding uncertainty bounds
for each episode are shown in Figure 3. The results presented use δ = 0.1 and τ = 1e−8 for the terms defined
in Theorem 3.1, therefore the performance bounds indicated in the figures hold with probability at least 0.9. The
simulations were performed using the Julia programming language [5] and the Pluto reactive environment [42].
Example 4.1 (Obstacle Forest). The quadrotor is tasked to safely fly across a forest of convex polygonal obstacles
from the origin to position 20 meters away while minimizing the following discrete-time objective
J =
T−1∑
k=0
x>k Qxk + (xT − xgoal)>Qf (xT − xgoal),
where xk is the state at the kth time-instant, xgoal is the goal state, andQ andQf are positive definite diagonal matrices.
In this example, we use MPPI [49] to generate the feasible trajectories based on the pre-computed tube size. MPPI
was configured to generate 500 trajectory rollouts at a frequency of 50 Hz with a prediction horizon of 2 seconds. The
tubes depicted in Figure 4 are only a projection of the tube Oxd onto the vehicle position but they also extend into the
rest of the state-space limiting the overall maneuverability of the quadrotor. For instance when the tube-size is ρ = 0.6,
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0 1 2
0
2
4
0 2 4 6 8 10
−0.5
0
0.5
1
0 2 4 6 8 10
−0.5
0
0.5
px
p
z
t t
vx
vz
θ
θ˙
(b) Episode 2: ω = 30 rad/s,Γ = 2e6
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(c) Episode 3: ω = 30 rad/s,Γ = 2e6
Figure 6: Planar quadrotor traveling from (0, 0) to (2, 4) using (a) only a deterministic knowledge of the uncertainty,
(b) model learned with N = 25 dataset, (c) model learned with N = 100 dataset. On the left, the plots show the
navigation and the performance bounds for the vehicle on the x− z plane. The plots in the middle and the right show
the state trajectories and their corresponding performance bounds.
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the maximum pitch angle is approximately ± 11 degrees instead of the full ± 45 degrees pitch that the contraction
metric was initially designed for. Initially in Figure 4a, the model knowledge is poor and the tubes guaranteed byRL1
control are conservative based only on the deterministic knowledge of the uncertainty, with a tube size of ρ = 0.6.
This lack of knowledge results in a circuitous path that takes over about 27 seconds for the vehicle to safely traverse.
As the data is incorporated into the model, the performance improvement can be seen in Figure 4. The trajectory
shown in Figure 4b has a tube radius of ρ = 0.35 and has a duration of 16 seconds. In Figure 4c, the trajectory has
a tube radius of ρ = 0.1, and the vehicle can navigate the environment to the final position in only 14 seconds. Note
that after incorporating the learned model, both the L1 filter bandwidth and the adaptation rate are reduced to improve
the robustness margin of the closed-loop system and lower the computational burden of the controller.
Example 4.2 (Bug-Trap). In this example, the quadrotor must safely escape a box trap from the origin and arrive
at a point on the other side of the trap. For such problems, complete or probabilistically complete planners are the
algorithms of choice since other methods typically get stuck at a local minimum and never reach the goal. We use
the popular sampling-based planner BIT* [11] with the two-point boundary value problem solved using ALTRO
[15]. For the sake of simplicity, our implementation of BIT* only samples in the position space and the remaining
states are assumed to be zero at each sample, but this can be relaxed if the planner is constructed following the
approach described in [50]. BIT* is configured with a batch-size of 500 samples and a total of 10 batches. Similar
to Example 4.1, each of the simulations in Figure 5 show the safe navigation using the tube bounds during different
instances of the learning process.
Example 4.3 (Improving Optimality). In the previous two examples, the learned model was simply used to cancel
out the uncertainty and was not explicitly used to generate desired trajectories that exploit the newly learned model.
In this example, the trajectory optimization solver [15] uses the mean dynamics of the GP predictive function from
Eq. (5) to improve the quality of the solution. The quadrotor is tasked to fly from the origin to (2, 4) in 10 seconds
while minimizing the following LQR objective:
J =
T−1∑
k=0
(
x>k Qxk + u
>
k Ruk
)
+ (xT − xgoal)>Qf (xT − xgoal),
where xk and uk are the state and controls at the kth time-instant, xgoal is the goal state, and Q, R and Qf are positive
definite diagonal matrices. Only the state constraints from Eq. (35) are active and no other obstacles are present so
that we can clearly see the improvement in optimality. In Figure 6a, the vehicle can only reach a maximum of 0.4
m/s in the body z−axis and must therefore exploit the remaining maneuverability in its body x−axis to fly to the
goal location. This results in a zig-zag flight path with large oscillations in the vehicle pitch. As the learned model is
incorporated in Figures 6b and 6c, the solver arrives at smoother solutions which don’t oscillate as much as the first
episode. In Figure 6c, the vehicle is capable of reaching much faster speeds in its body z−axis and therefore plans a
much more straightforward path to the goal.
5 Conclusion
In this work, we have presented the RL1-GP framework, which enables safe simultaneous learning and control. The
safety of the method is certified by the tracking error bounds produced by the ancillary Riemannian L1 controller. The
learning is performed using Gaussian process regression. The learned Gaussian process model can be used to generate
high probability uniform error bounds, which are incorporated into the controller to improve the tracking error bounds.
Future work will extend the architecture to leverage the tracking error bounds in the path planning phase. The bounds
are used to ensure safety, but can also be extended to provide worst case estimates for both the uncertainty reduction
and cost associated with a desired trajectory. Finally, the guarantees will be extended to a larger class of nonlinear
systems, explored in output feedback formulation, and other possible generalizations.
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A Proof of Theorem 3.1
In order to prove Theorem 3.1, we first establish the bounds on sets of finite cardinality, followed by the Lipschitz con-
tinuity of the mean functions and then the modulus of continuity of the variance functions, presented in the following
lemmas.
Lemma A.1 (Bounds on sets of finite cardinality). Consider the finite cardinality set |Zτ | in Definition 3.1 for some
τ > 0 and the posterior distributions in (5)-(7). Given any δ ∈ (0, 1), define
βˆ(τ) = 2 log
(
m|Zτ |
δ
)
, βˆξ(τ) = 2 log
(
lm|Zτ |
δˆ
)
, βˆx(τ) = 2 log
(
nm|Zτ |
δˆ
)
,
and where δˆ = 1− (1− δ) 1m . Then, we have
Pr
{
‖h(z)− νN (z)‖ ≤
√
βˆ(τ)‖σN (z)‖, ∀z ∈ Zτ
}
≥ 1− δ,
Pr
{∥∥∥(∇ξ[h]i(z)−∇ξνi,N (z))>∥∥∥ ≤√βˆξ(τ)∥∥∥Σi,Nξ (z)∥∥∥, ∀(i, z) ∈ {1, . . . ,m} × Zτ} ≥ 1− δˆ,
Pr
{∥∥∥(∇x[h]i(z)−∇xνi,N (z))>∥∥∥ ≤√βˆξ(τ)∥∥Σi,Nx (z)∥∥, ∀(i, z) ∈ {1, . . . ,m} × Zτ} ≥ 1− δˆ,
where νN (z), σN (z), Σ
i,N
ξ (z), and Σ
i,N
x (z) are presented in Definition 3.1.
Proof. The proof follows the same line of reasoning as in [39, Lemma 5.1]. Using the posterior distribution in Eq. (5),
we have that
[h]i(z)− νi,N (z)
σi,N (z)
∼ N (0, 1), ∀(z, i) ∈ Zτ × {1, . . . ,m}.
Since for any r ∼ N (0, 1) and c > 0, we have that Pr {|r| > c} ≤ e−c2/2. Then, with r = ([h]i(z)−νi,N (z))/σi,N (z)
and c =
√
βˆ(τ), we get that
Pr
{∣∣∣∣ [h]i(z)− νi,N (z)σi,N (z)
∣∣∣∣ >√βˆ(τ)} ≤ e−βˆ(τ)/2, ∀(z, i) ∈ Zτ × {1, . . . ,m}.
Thus, for all (z, i) ∈ Zτ × {1, . . . ,m},
Pr
{
|[h]i(z)− νi,N (z)| >
√
βˆ(τ)σi,N (z)
}
≤ e−βˆ(τ)/2. (36)
Next, let Zτ ×{1, . . . ,m} =
⋃
k wk, where k = {1, . . . ,m|Zτ |}. Note that each wk is a pair of the form (z, i), where
z ∈ Zτ and i ∈ {1, . . . ,m}. Let us define events Ak as
Ak = |[h]i(z)− νi,N (z)| >
√
βˆ(τ)σi,N (z), (z, i) = wk.
Then, from Eq. (36) we have that Pr{Ak} ≤ e−βˆ(τ)/2, for all k ∈ {1, . . . ,m|Zτ |}. Applying the union bound
(Boole’s inequality), we get
Pr
{⋃
k
Ak
}
≤
m|Zτ |∑
k=1
Pr{Ak} ≤ m|Zτ |e−βˆ(τ)/2.
Taking the complement, we obtain that
Pr
{
|[h]i(z)− νi,N (z)| ≤
√
βˆ(τ)σi,N (z), ∀(z, i) ∈ Zτ × {1, . . . ,m}
}
≥ 1−m|Zτ |e−βˆ(τ)/2.
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Therefore, we conclude that with probability at least 1−m|Zτ |e−βˆ(τ)/2
‖h(z)− νN (z)‖ =
√√√√ m∑
i=1
|[h]i(z)− νi,N (z)|2 ≤
√√√√ m∑
i=1
βˆ(τ)σ2i,N (z) =
√
βˆ(τ)‖σN (z)‖, ∀z ∈ Zτ .
Using the definition that βˆ(τ) = 2 log
(
m|Zτ |
δ
)
, we conclude that
Pr
{
‖h(z)− νN (z)‖ ≤
√
βˆ(τ)‖σN (z)‖, ∀z ∈ Zτ
}
≥ 1− δ.
Following the same line of reasoning, using the posterior distributions in (6)-(7), we obtain that
Pr
{
|[∇ξh]i,k(z)− [∇ξνi,N ]k(z)| >
√
βˆξ(τ)[∇ξσi,N ]k,k(z)
}
≤ e−βˆξ(τ)/2,
for all (z, i, k) ∈ Zτ × {1, . . . ,m} × {1, . . . , l}.
Since |Zτ×{1, . . . ,m}×{1, . . . , l}| = lm|Zτ | (cardinality), applying the union bound and taking the complement
produces
Pr
{
|[∇ξh]i,k(z)− [∇ξνi,N ]k(z)| ≤
√
βˆξ(τ)[∇ξσi,N ]k,k(z), ∀(z, i, k) ∈ Zτ × {1, . . . ,m} × {1, . . . , l}
}
≥ 1− lm|Zτ |e−βˆξ(τ)/2.
Therefore, using the definition of the vector 2-norm, we get
Pr
{∥∥∥(∇ξ[h]i(z)−∇ξνi,N (z))>∥∥∥ ≤√βˆξ(τ)∥∥∥Σi,Nξ (z)∥∥∥, ∀(i, z) ∈ {1, . . . ,m} × Zτ} ≥ 1− δˆ,
where we have used the definition of βˆξ(τ). The proof for∇xh follows similarly.
We now prove the Lipschitz continuity of the mean functions.
Lemma A.2 (Lipschitz continuity of mean functions). Consider the posterior distributions in (5)-(7). Then,
‖νN (z)− νN (z′)‖ ≤ LνN ‖z − z′‖,∥∥∥(∇ξνi,N (z)−∇ξνi,N (z′))>∥∥∥ ≤ ∇ξLi,νN ‖z − z′‖,∥∥∥(∇xνi,N (z)−∇xνi,N (z′))>∥∥∥ ≤ ∇xLi,νN ‖z − z′‖,
for all z, z′ ∈ Z and i ∈ {1, . . . ,m}, where LνN ,∇ξLi,νN , and∇xLi,νN are defined in the statement of Theorem 3.1.
Proof. Using the definition of νi,N (z) in (5), we get
|νi,N (z)− νi,N (z′)| =
∣∣∣(Ki(z,Z)−Ki(z′,Z))> [Ki(Z,Z) + σ2IN ]−1 ([Y]i,·)>∣∣∣ , ∀z, z′ ∈ Z, i ∈ {1, . . . ,m}.
Applying the Cauchy-Schwarz inequality, we get
|νi,N (z)− νi,N (z′)| ≤ ‖Ki(z,Z)−Ki(z′,Z)‖
∥∥∥[Ki(Z,Z) + σ2IN]−1 ([Y]i,·)>∥∥∥, (37)
for all z, z′ ∈ Z and i ∈ {1, . . . ,m}. From the definition of Ki(z,Z) in Eq. (5), we get that
‖Ki(z,Z)−Ki(z′,Z)‖2 =
N∑
j=1
(Ki(z, zj)−Ki(z′, zj))2 .
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Using the Lipschitz continuity of the kernel functions in Assumption 2.2, we further obtain
‖Ki(z,Z)−Ki(z′,Z)‖2 =
N∑
j=1
(Ki(z, zj)−Ki(z′, zj))2 ≤
N∑
j=1
L2Ki‖z − z′‖
2
=NL2Ki‖z − z′‖
2
, ∀z, z′ ∈ Z, i ∈ {1, . . . ,m}. (38)
Using this inequality with Eq. (37) produces
|νi,N (z)− νi,N (z′)|2 ≤ NL2Ki
∥∥∥[Ki(Z,Z) + σ2IN ]−1 ([Y]i,·)>∥∥∥2‖z − z′‖2,
for all z, z′ ∈ Z and i ∈ {1, . . . ,m}. Therefore, we obtain
‖νN (z)− νN (z′)‖ =
√√√√ m∑
i=1
|νi,N (z)− νi,N (z′)|2
≤
√√√√ m∑
i=1
NL2Ki
∥∥∥[Ki(Z,Z) + σ2IN ]−1 ([Y]i,·)>∥∥∥2‖z − z′‖2
=
√√√√N ( m∑
i=1
L2Ki
∥∥∥[Ki(Z,Z) + σ2IN ]−1 ([Y]i,·)>∥∥∥2)‖z − z′‖
=LνN ‖z − z′‖, ∀z, z′ ∈ Z.
Continuing, using the definition of∇ξνi,N (z) in Eq. (6), we get that∥∥∥(∇ξνi,N (z)−∇ξνi,N (z′))>∥∥∥ ≤ ‖∇ξKi(z,Z)−∇ξKi(z′,Z)‖∥∥∥[Ki(Z,Z) + σ2IN ]−1 ([Y]i,·)>∥∥∥, (39)
for all i ∈ {1, . . . ,m} and z, z′ ∈ Z .
Then we have
‖∇ξKi(z,Z)−∇ξKi(z′,Z)‖F =
√√√√ N∑
j=1
l∑
k=1
∣∣∣∣∂Ki∂ξk (z, zj)− ∂Ki∂ξk (z′, zj)
∣∣∣∣2
=
√√√√ N∑
j=1
∥∥∥(∇ξKi(z, zj)−∇ξKi(z′, zj))>∥∥∥2,
where, ‖·‖F denotes the Frobenius norm. Using Assumption 2.2, we obtain
‖∇ξKi(z,Z)−∇ξKi(z′,Z)‖F ≤
√
N (∇ξLKi)2 ‖z − z′‖2 =
√
N∇ξLKi‖z − z′‖,
for all i ∈ {1, . . . ,m} and z, z′ ∈ Z . Since ‖·‖ ≤ ‖·‖F , substituting the aforementioned expression into Eq. (39)
produces the desired result. The Lipschitz continuity of∇xνi,N (z) is established similarly.
Next, we proceed towards deriving the modulus of continuity of the variance functions.
Lemma A.3 (Modulus of continuity of variance functions). Consider the posterior distributions in (5)-(7). Then,
‖σN (z)− σN (z′)‖ ≤ ωN (‖z − z′‖) ,∥∥∥Σi,Nξ (z)− Σi,Nξ (z′)∥∥∥ ≤ ∇ξωi,N (‖z − z′‖) ,∥∥Σi,Nx (z)− Σi,Nx (z′)∥∥ ≤ ∇xωi,N (‖z − z′‖) ,
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for all z, z′ ∈ Z and i ∈ {1, . . . ,m}, where σN (z), Σi,Nξ (z), and Σi,Nx (z) are presented in Definition 3.1, and ωN (·),
∇ξωi,N (·), and ∇xωi,N (·) are defined in the statement of Theorem 3.1.
Proof. Using the positivity of the variance functions, we get∣∣σ2i,N (z)− σ2i,N (z′)∣∣ ≥ |σi,N (z)− σi,N (z′)|2 , ∀z, z′ ∈ Z, i ∈ {1, . . . ,m}. (40)
Using the definition of σi,N (z) in Eq. (5)∣∣σ2i,N (z)− σ2i,N (z′)∣∣ ≤ |Ki(z, z)−Ki(z′, z′)|
+ ‖Ki(z,Z)−Ki(z′,Z)‖
∥∥∥[Ki(Z,Z) + σ2IN]−1∥∥∥‖Ki(z,Z) +Ki(z′,Z)‖, (41)
for all z, z′ ∈ Z and i ∈ {1, . . . ,m}, where we have used the fact that
Ki(z,Z)
> [Ki(Z,Z) + σ2IN]−1Ki(z,Z)−Ki(z′,Z)> [Ki(Z,Z) + σ2IN]−1Ki(z′,Z)
= (Ki(z,Z)−Ki(z′,Z))>
[
Ki(Z,Z) + σ
2IN
]−1
(Ki(z,Z) +Ki(z
′,Z)) .
Next, using the Lipschitz continuity of the kernel functions in Assumption 2.2 and their symmetry in the arguments,
we get that
|Ki(z, z)−Ki(z′, z′)| = |Ki(z, z)−Ki(z, z′) +Ki(z, z′)−Ki(z′, z′)|
≤ |Ki(z, z)−Ki(z′, z)|+ |Ki(z, z′)−Ki(z′, z′)|
=2LKi‖z − z′‖, ∀z, z′ ∈ Z, i ∈ {1, . . . ,m}. (42)
Further, using Eq. (38) from the proof of Lemma A.2, we get
‖Ki(z,Z)−Ki(z′,Z)‖ ≤
√
NLKi‖z − z′‖, ∀z, z′ ∈ Z, i ∈ {1, . . . ,m}. (43)
Moreover, we have the following identity
‖Ki(z,Z) +Ki(z′,Z)‖ ≤ 2
√
N max
z,z′∈Z
Ki(z, z
′), ∀z, z′ ∈ Z, i ∈ {1, . . . ,m}. (44)
Substituting Eq. (42)-Eq. (44) into Eq. (41), we get
∣∣σ2i,N (z)− σ2i,N (z′)∣∣ ≤ 2LKi‖z − z′‖(1 +N∥∥∥[Ki(Z,Z) + σ2IN ]−1∥∥∥ max
z,z′∈Z
Ki(z, z
′)
)
,
for all z, z′ ∈ Z , i ∈ {1, . . . ,m}. Then, using Eq. (40), we get
|σi,N (z)− σi,N (z′)|2 ≤ 2LKi‖z − z′‖
(
1 +N
∥∥∥[Ki(Z,Z) + σ2IN ]−1∥∥∥ max
z,z′∈Z
Ki(z, z
′)
)
,
for all z, z′ ∈ Z , i ∈ {1, . . . ,m}. Therefore
‖σN (z)− σN (z′)‖ =
√√√√ m∑
i=1
|σi,N (z)− σi,N (z′)|2
≤
√√√√2‖z − z′‖ m∑
i=1
LKi
(
1 +N
∥∥∥[Ki(Z,Z) + σ2IN ]−1∥∥∥ max
z,z′∈Z
Ki(z, z′)
)
= ωN (‖z − z′‖) , ∀z, z′ ∈ Z.
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Continuing on for the variance of the partial derivatives of the uncertainty, from (6)-(7) we have
[∇ξσ2i,N]k,k (z) = ∂2Ki∂ξk∂ξ′k (z, z)−

∂Ki
∂ξk
(z, z1)
...
∂Ki
∂ξk
(z, zN )

> [
Ki(Z,Z) + σ
2IN
]−1 
∂Ki
∂ξk
(z, z1)
...
∂Ki
∂ξk
(z, zN )
 ,
for all (i, k) ∈ {1, . . . ,m} × {1, . . . , l} and z ∈ Z . Following the same line of reasoning as for the posterior variance
of the uncertainty, we have that∣∣∣[∇ξσ2i,N]k,k (z)− [∇ξσ2i,N]k,k (z′)∣∣∣ ≥ ∣∣∣[∇ξσi,N ]k,k (z)− [∇ξσi,N ]k,k (z′)∣∣∣2 , (45)
for all (i, k) ∈ {1, . . . ,m} × {1, . . . , l} and z, z′ ∈ Z . Thus, we have∣∣∣[∇ξσ2i,N]k,k (z)− [∇ξσ2i,N ]k,k (z′)∣∣∣ (46)
≤
∣∣∣∣ ∂2Ki∂ξk∂ξ′k (z, z)− ∂
2Ki
∂ξk∂ξ′k
(z′, z′)
∣∣∣∣+
∥∥∥∥∥∥∥

∂Ki
∂ξk
(z, z1)− ∂Ki∂ξk (z′, z1)
...
∂Ki
∂ξk
(z, zN )− ∂Ki∂ξk (z′, zN )

∥∥∥∥∥∥∥
∥∥∥[Ki(Z,Z) + σ2IN]−1∥∥∥
×
∥∥∥∥∥∥∥

∂Ki
∂ξk
(z, z1) +
∂Ki
∂ξk
(z′, z1)
...
∂Ki
∂ξk
(z, zN ) +
∂Ki
∂ξk
(z′, zN )

∥∥∥∥∥∥∥, (47)
for all (i, k) ∈ {1, . . . ,m} × {1, . . . , l} and z, z′ ∈ Z .
As before, we now proceed by bounding the terms on the right hand side using Assumption 2.2. We start with∣∣∣∣ ∂2Ki∂ξk∂ξ′k (z, z)− ∂
2Ki
∂ξk∂ξ′k
(z′, z′)
∣∣∣∣ ≤ ∣∣∣∣ ∂2Ki∂ξk∂ξ′k (z, z)− ∂
2Ki
∂ξk∂ξ′k
(z, z′)
∣∣∣∣+ ∣∣∣∣ ∂2Ki∂ξk∂ξ′k (z, z′)− ∂
2Ki
∂ξk∂ξ′k
(z′, z′)
∣∣∣∣
≤ 2∇ξLKi‖z − z′‖, ∀(i, k) ∈ {1, . . . ,m} × {1, . . . , l}, z, z′ ∈ Z. (48)
Proceeding further,∥∥∥∥∥∥∥

∂Ki
∂ξk
(z, z1)− ∂Ki∂ξk (z′, z1)
...
∂Ki
∂ξk
(z, zN )− ∂Ki∂ξk (z′, zN )

∥∥∥∥∥∥∥ ≤
√√√√ N∑
j=1
∣∣∣∣∂Ki∂ξk (z, zj)− ∂Ki∂ξk (z′, zj)
∣∣∣∣2 ≤
√√√√ N∑
j=1
l∑
k=1
∣∣∣∣∂Ki∂ξk (z, zj)− ∂Ki∂ξk (z′, zj)
∣∣∣∣2
≤
√
N∇ξLKi‖z − z′‖, (49)
for all (i, k) ∈ {1, . . . ,m} × {1, . . . , l} and z, z′ ∈ Z , and where we have used the computation used in Lemma A.2.
Finally, ∥∥∥∥∥∥∥

∂Ki
∂ξk
(z, z1) +
∂Ki
∂ξk
(z′, z1)
...
∂Ki
∂ξk
(z, zN ) +
∂Ki
∂ξk
(z′, zN )

∥∥∥∥∥∥∥ ≤
√√√√ N∑
j=1
∣∣∣∣∂Ki∂ξk (z, zj) + ∂Ki∂ξk (z′, zj)
∣∣∣∣2
≤ 2
√
N max
z,z′∈Z
∣∣∣∣∂Ki∂ξk (z, z′)
∣∣∣∣ , (50)
Substituting (48)-(50) into (47) produces∣∣∣[∇ξσ2i,N ]k,k (z)− [∇ξσ2i,N ]k,k (z′)∣∣∣
≤ 2∇ξLKi‖z − z′‖+
√
N∇ξLKi‖z − z′‖
∥∥∥[Ki(Z,Z) + σ2IN]−1∥∥∥2√N max
z,z′∈Z
∣∣∣∣∂Ki∂ξk (z, z′)
∣∣∣∣ ,
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for all (i, k) ∈ {1, . . . ,m} × {1, . . . , l} and z, z′ ∈ Z . Thus, from (45), we get∣∣∣[∇ξσi,N ]k,k (z)− [∇ξσi,N ]k,k (z′)∣∣∣2
≤ 2∇ξLKi‖z − z′‖
(
1 +N
∥∥∥[Ki(Z,Z) + σ2IN ]−1∥∥∥ max
z,z′∈Z
∣∣∣∣∂Ki∂ξk (z, z′)
∣∣∣∣) , (51)
for all (i, k) ∈ {1, . . . ,m} × {1, . . . , l} and z, z′ ∈ Z . Next, from Definition 3.1,
∥∥∥Σi,Nξ (z)− Σi,Nξ (z′)∥∥∥ =
√√√√ l∑
k=1
∣∣∣[∇ξσi,N ]k,k (z)− [∇ξσi,N ]k,k (z′)∣∣∣2.
Then, using Eq. (51) gives us the modulus of continuity for Σi,Nξ (z). The proof for the modulus of continuity of
Σi,Nx (z) follows similarly.
We now use the results in Lemmas A.1-A.3 to prove Theorem 3.1.
Proof of Theorem 3.1. Using Assumption 2.1, it is straightforward to establish that
‖h(z)− h(z′)‖ ≤ (∆hx + ∆hξ) ‖z − z′‖, ∀z ∈ Z, z′ ∈ Zτ . (52)
Furthermore, by Lemmas A.2 and A.3, we have that
‖νN (z)− νN (z′)‖ ≤LνN ‖z − z′‖, (53a)
‖σN (z)− σN (z′)‖ ≤ωN (‖z − z′‖) , (53b)
for all z ∈ Z and z′ ∈ Zτ .
We can now compute the upper bound
‖h(z)− νN (z)‖ ≤ ‖h(z)− h(z′)‖+ ‖νN (z)− νN (z′)‖+ ‖h(z′)− νN (z′)‖, ∀z ∈ Z, z′ ∈ Zτ .
Therefore, from Lemma A.1 and Equations (52) and (53a) we get
‖h(z)− νN (z)‖ ≤
(
∆hx + ∆hξ + LνN
) ‖z − z′‖+√βˆ(τ)‖σN (z′)‖, (54)
for all z ∈ Z , z′ ∈ Zτ holds w.p. at-least 1− δ.
Further,
‖σN (z′)‖ ≤ ‖σN (z′)− σN (z)‖+ ‖σN (z)‖, ∀z ∈ Z, z′ ∈ Zτ .
Thus, from (53b)
‖σN (z′)‖ ≤ ωN (‖z − z′‖) + ‖σN (z)‖.
Substituting into Eq. (54) we get that
‖h(z)− νN (z)‖ ≤
(
∆hx + ∆hξ + LνN
) ‖z − z′‖+√βˆ(τ)ωN (‖z − z′‖) +√βˆ(τ)‖σN (z)‖,
for all z ∈ Z , z′ ∈ Zτ holds w.p. at-least 1 − δ. Finally, since maxz∈Z minz′∈Zτ ‖z − z′‖ ≤ τ and the minimum
number of grid points |Zτ | is given by the covering number M(τ,Z), which implies that βˆ(τ) ≤ β(τ), we get
Pr
{
‖h(z)− νN (z)‖ ≤
√
β(τ)‖σN (z)‖+ γ(τ),∀z ∈ Z
}
≥ 1− δ.
We follow similar lines for the derivative of the uncertainty. We have∥∥∥(∇ξ[h]i(z)−∇ξνi,N (z))>∥∥∥ ≤∥∥∥(∇ξ[h]i(z)−∇ξ[h]i(z′))>∥∥∥+ ∥∥∥(∇ξνi,N (z)−∇ξνi,N (z′))>∥∥∥
+
∥∥∥(∇ξ[h]i(z′)−∇ξνi,N (z′))>∥∥∥, (55)
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for all i ∈ {1, . . . ,m}, z ∈ Z , z′ ∈ Zτ . From Assumption 2.1. we have that∥∥∥(∇ξ[h]i(z)−∇ξ[h]i(z′))>∥∥∥ ≤ ∇ξ∆ihξ‖z − z′‖, ∀i ∈ {1, . . . ,m}, z ∈ Z, z′ ∈ Zτ . (56)
Using Lemma A.2 we obtain∥∥∥(∇ξνi,N (z)−∇ξνi,N (z′))>∥∥∥ ≤ ∇ξLi,νN ‖z − z′‖, i ∈ {1, . . . ,m}, z ∈ Z, z′ ∈ Zτ . (57)
From Lemma A.1 we have that∥∥∥(∇ξ[h]i(z′)−∇ξνi,N (z′))>∥∥∥ ≤√βˆξ(τ)∥∥∥Σi,Nξ (z′)∥∥∥, ∀i ∈ {1, . . . ,m}, z′ ∈ Zτ (58)
holds w.p. at least 1− δˆ. Substituting (56)-(58) into (55) produces the fact that∥∥∥(∇ξ[h]i(z)−∇ξνi,N (z))>∥∥∥ ≤(∇ξ∆ihξ +∇ξLi,νN) ‖z − z′‖+√βˆξ(τ)∥∥∥Σi,Nξ (z′)∥∥∥ (59)
holds for each i ∈ {1, . . . ,m}, z ∈ Z , z′ ∈ Zτ w.p. at least 1− δˆ. Thus, we have√
βˆξ(τ)
∥∥∥Σi,Nξ (z′)∥∥∥ ≤√βˆξ(τ)∥∥∥Σi,Nξ (z′)− Σi,Nξ (z)∥∥∥+√βˆξ(τ)∥∥∥Σi,Nξ (z)∥∥∥,
holds for all i ∈ {1, . . . ,m}, z ∈ Z , z′ ∈ Zτ . Applying Lemma A.3, we get√
βˆξ(τ)
∥∥∥Σi,Nξ (z′)∥∥∥ ≤√βˆξ(τ)∇ξωi,N (‖z − z′‖) +√βˆξ(τ)∥∥∥Σi,Nξ (z)∥∥∥, (60)
for all i ∈ {1, . . . ,m}, z ∈ Z , z′ ∈ Zτ . Substituting Eq. (60) into Eq. (59) leads to the conclusion that∥∥∥(∇ξ[h]i(z)−∇ξνi,N (z))>∥∥∥ ≤ ∇ξγi (‖z − z′‖) +√βˆξ(τ)∥∥∥Σi,Nξ (z)∥∥∥
holds for each i ∈ {1, . . . ,m}, z ∈ Z , z′ ∈ Zτ w.p. at least 1− δˆ. Using the properties of the set Zτ in Definition 3.1,
we get that ∥∥∥(∇ξ[h]i(z)−∇ξνi,N (z))>∥∥∥ ≤ ∇ξγi (τ) +√βˆξ(τ)∥∥∥Σi,Nξ (z)∥∥∥,
holds for each i ∈ {1, . . . ,m}, z ∈ Z w.p. at least 1 − δˆ. Using the independence of each [h]i(z) − νi,N (z), we get
that
Pr
{∥∥∥(∇ξ[h]i(z)−∇ξνi,N (z))>∥∥∥ ≤ ∇ξγi (τ) +√βˆξ(τ)∥∥∥Σi,Nξ (z)∥∥∥, ∀i ∈ {1, . . . ,m}, z ∈ Z}
≥ (1− δˆ)m. (61)
We can define
∇ξh(z) =
∇ξ[h]1(z)...
∇ξ[h]m(z)
 ∈ Rm×l, ∇ξνN (z) =
∇ξν1,N (z)...
∇ξνm,N (z)
 ∈ Rm×l.
Thus, we use Eq. (61) to compute the Frobenius norm and obtain that
‖∇ξh(z)−∇ξνN (z)‖F =
√√√√ m∑
i=1
‖∇ξ[h]i(z)−∇ξνi,N (z)‖2 ≤
√√√√ m∑
i=1
(
∇ξγi(τ) +
√
βˆξ(τ)
∥∥∥Σi,Nξ (z)∥∥∥)2
=∇ξ∆h(z, τ)
holds for all z ∈ Z w.p. at least (1 − δˆ)m. We conclude the result by observing that ‖·‖ ≤ ‖·‖F . Furthermore, as
presented in Definition 3.1, we have that (1− δˆ)m = 1− δ. Finally, as before, that βˆξ(τ) ≤ βξ(τ) since the minimum
number of grid points |Zτ | is given by the covering number M(τ,Z). The proof for∇xh(z) is completed in a similar
fashion.
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