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Mes activités de recherche se focalisent sur l’étude structurale de la fonction des pro-
téines tant au point de vue expérimental que théorique et plus particulièrement l’aspect
de la reconnaissance intermoléculaire. Notre système de référence est celui de la recon-
naissance antigène-anticorps. Ce système est le prototype parfait, de part sa fonction,
mais également grâce à la dynamique de ce processus lié au concept de maturation. Au
cours de ma thèse de doctorat, nous avons mesuré les constantes d’affinité, à l’équilibre
et en cinétique, entre des anticorps monoclonaux et un antigène multivalent (virus de la
mosaïque du tabac, VMT). De manière inattendue, nos résultats ont démontré une
coopérativité négative dans la liaison d’anticorps au VMT. A partir de mon premier
stage postdoctoral et jusqu’à aujourd’hui, ma recherche s’est orientée vers l’aspect struc-
tural de la reconnaissance ; incluant le développement de fonctions énergétiques et de
techniques d’analyse des structures tridimensionnelles, la construction de modèles
moléculaires et l’assemblage de ligand dans leur recepteur.
Ce mémoire résume mes cinq dernières années d’activités scientifiques dans le domaine
de la modélisation moléculaire, bien que la parution de publications ne reflète guère ce
laps de temps. La modélisation moléculaire est une discipline récente qui nécessite, à
mon sens, une introduction formelle. Dans ce mémoire on définit la modélisation
moléculaire comme l’ensemble des techniques qui permettent d’étudier la fonction d’une
molécule grâce à la connaissance de sa structure tridimensionnelle. Ces techniques in-
cluent la modélisation par homologie, les méthodes de simulations, les méthodes d’as-
semblage (docking), les méthodes d’étude du repliement ab-initio des protéines. Les
approches spectroscopiques comme la résonance magnétique nucléaire (RMN) ou le
dichroisme circulaire et la microscopie électronique (ME) sont également inclues. Au
sens littéral notre définition intègre également la diffraction des rayons X (RX).
L’objectif de ce mémoire est de décrire en détail une de ces techniques : la modélisation
par homologie. Ce mémoire focalise principalement sur les protéines bien que la modéli-
sation moléculaire s’applique aussi bien aux acides nucléiques, aux sucres ou aux lip-
ides. En dépit de la jeunesse de cette discipline, il est pratiquement impossible de la
couvrir en son intégralité. Malgré une recherche bibliographique approfondie, elle est
certainement incomplète due à l’interdisciplinarité de cette technique qui couvre tous
les champs de recherches, de la théorie fondamentale à la médecine. Ce mémoire espère
présenter l’impact de la modélisation par homologie dans la biologie moderne de la
manière la plus juste.
Ce mémoire comprend quatre parties. Après une introduction générale, on présentera
en détail les diverses approches employées pour la modélisation par homologie. Les con-
tributions personnelles à cette discipline seront enfin exposées. La perspective d’évolu-
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L’utilisation d’informations tridimensionnelles en biologie est en plein essor. Que ce soit
en biologie moléculaire, cellulaire ou en immunologie, tous bénéficient de l’apport d’in-
formations structurales. La modélisation moléculaire créée un lien entre le monde ex-
périmental et le monde structural en produisant des modèles tridimensionnels, en les
analysant et en les exploitant dans le cadre de leurs fonctions biologiques (revues :
Siezen et al., 1991 ; Bajorath et al., 1993 ; Johnson et al., 1994 ; Eisenhaber et al., 1995
; Rost & Sander, 1996). Les structures tridimensionnelles permettent de développer de
manière rationnelle les expériences nécessaires à l’étude efficace d’une protéine. Com-
me toutes approches scientifiques, la modélisation moléculaire est un processus cyclique
qui propose des hypothèses (sur une base structurale dans notre cas), lesquelles sont
testées expérimentalement par le biologiste, et les résultats nourrissent la modélisation
en raffinant ces techniques. Nous allons présenté la technique de modélisation par ho-
mologie, une technique clée au sein de la modélisation moléculaire.
1. Pourquoi a-t’on besoin de modéliser par homologie ?
La modélisation par homologie trouve sa raison d’être d’une part due aux limites ren-
contrées avec les techniques expérimentales (RX, RMN, ME) et d’autre part due à l’in-
capacité actuelle à prédire le repliement d’une protéine ab-initio (uniquement par sa
séquence).
La technique de diffraction des rayons X, principale productrice de structures tridimen-
sionnelles, est limitée par la nécessité de cristalliser les molécules. Certaines molécules
sont instables en solution (protéines transmembranaires), d’autres sont instables en ab-
sence de leurs partenaires biologiques. Enfin, la compacité de l’empilement cristallin
produit de fortes contraintes sur la conformation de certaines régions localisées à la sur-
face des protéines.
La technique RMN est bien adaptée à l’analyse dynamique d’une protéine en solution
mais son utilisation reste encore fortement limitée par la taille des molécules. Cepen-
dant des techniques prometteuses pour déplacer ces limites émergent à l’heure actuelle
(comme la technique d’alignement permettant la mesure des couplages dipolaires en
présence de bicelles ou de particules de virus en bâtonnet- VMT). Finalement, bien que
la résolution de la microscopie électronique soit impréssionante, environ 7Å, elle est
principalement réservée aux grosses particules comme les virus ou le ribosome qui sont
des échantillons moins fragiles que les protéines.
Malgré des efforts considérables, les méthodes de prédiction de repliement peptidique
ab-initio n’en sont qu’à leur enfance. En l’absence du code de repliement, s’il existe, la
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modélisation ab-initio requiert deux étapes : la première génère un grand nombre de
conformations probables, la seconde discrimine ces conformations grâce à une fonction
énergétique. Il est clair qu’il est impossible de générer de manière systématique tous les
repliements possibles d’une protéine. En effet, si on considère une des plus petites molé-
cules actives, l’hormone GRH (10 résidus), et que l’on accorde trois conformations pour
la chaîne principale ainsi que trois conformations pour chaque chaîne latérale, une re-
cherche exhaustive de la conformation de cette hormone requiert 910 structures à anal-
yser (31.109). L’échantillonnage semble être le goulet d’étranglement des techniques ab-
initio. Plusieurs fonctions énergétiques ont été proposées et bien que d’excellents résul-
tats sont obtenus ces fonctions sont difficilement généralisables à toutes les protéines
(Park & Levitt, 1996 ; Park et al., 1997). A l’heure actuelle, les techniques ab-initio sont
seulement capables de proposer des repliements ayant une déviation d’écart quadra-
tique moyenne (RMSD) de l’ordre de 5 à 15 Å (Defay & Cohen, 1995 ; Zemla et al., 1997).
2. Les fondements de base de la modélisation par homologie.
Le dogme de la modélisation par homologie est basé sur l’observation que les séquences
des protéines évoluent plus rapidement que leurs structures et réciproquement que la
structure tridimensionnelle d’une protéine est plus conservée que sa séquence.
Il est très probable que les travaux de Perutz ont été décisifs en montrant que la famille
des globines avait un repliement tridimensionnel semblable bien que la séquence de la
myoglobine diffère singulièrement de celle de l’hémoglobine (Perutz et al., 1965). Bien
plus important encore fut la remarque que le repliement des protéines a des caractéris-
tiques communes comme l’exclusion presque totale de résidus polaires à l’intérieur de la
chaîne (comme prédit par Kauzmann avant même la connaissance d’une structure pro-
téique). A la vue de cette similarité du coeur hydrophobe des globines, Perutz suggéra
qu’il devrait être possible d’identifier des protéines ayant un repliement similaire à
l’aide d’un "pattern" de séquences hydrophobes (Perutz et al., 1965). Cette idée de "pat-
tern" s’est transformée en structure primaire et permit au groupe de Phillips de proposer
le premier modèle moléculaire de l’-lactalbumin grâce à son homologie de séquence
avec le lysozyme (figure 1, Browne et al., 1969).
2. Les fondements de base de la modélisation par homologie.
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La notion de famille homogène des protéines s’est propagée chez les protéases à sérines
(>45% de résidus identiques) et permit à Hartley de construire deux modèles molécu-
laires, la trypsine et l’elastase, à partir de la chymotrypsine (Hartley, 1970), puis chez
les cytochromes (Almassy & Dickerson, 1978) et les globines (Lesk & Chothia, 1980). En
1981, Doolittle invoque un contexte évolutif à ces homologies structurales en proposant
que la plupart des protéines ont évolué à partir d’un faible nombre de protéines arché-
types en se basant sur la notion qu’il est plus simple de dupliquer et de modifier des pro-
téines au niveau génomique qu’il est de les assembler in-vivo par une combinaison
appropriée d’acides aminés (Doolittle, 1981). Si Darwin avait su ?
Après ces considérations qualitatives, la modélisation par homologie s’est forgée d’argu-
ments quantitatifs. A partir de l’analyse de huit familles de protéines (Chothia & Lesk,
1986), Chothia a montré qu’une relation mathématique relie la divergence de séquence
à la divergence structurale : RMS = 0.40 e1.87H où H est la fraction de résidus mutés
(e.g., deux séquences ayant 50% de résidus identiques, H=0.5, auraient une déviation de
leur conformation d’environ 1Å). Il définit le coeur des protéines comme étant composé
de tous les résidus ayant un RMS < 3Å, et montre que pour des protéines qui ont 50% de
résidus identiques, un tel coeur est composé d’environ 90% des résidus, alors que pour
des protéines ayant seulement 20% de résidus identiques, le coeur peut inclure entre 42
à 98% des résidus. Il est donc clair que lorsque l’homologie de séquence diminue, l’ho-
mologie structurale ne décroît pas; par contre la probabilité de divergence augmente
(Chothia & Lesk, 1986). Les premiers modèles moléculaires ont permis d’observer que
les variations structurales entre protéines homologues se situent dans les boucles en
Superposition entre l’-lactalbumin (bleu)
et le lysozyme (rouge) illustrant l’homologie
structurale en ces deux protéines. Cette fig-
ure illustre également la notion de replie-
ment similaire. Lorsque deux protéines ont
des repliements similaires, cela ne signifie
pas que les deux molécules soient stricte-
ment superposables. C’est l’une des grandes
limites actuelles de la modélisation molécu-
laire, i.e. la modélisation ne génère que des
repliements connus. La superposition est
produite en utilisant les résidus (5-12, 21-
36, 78-98, 101-105) pour l’-lactalbumin et
les résidus (5-12, 23-38, 81-101, 111-115)
pour le lysozyme. Figure construite par Mol-
script et Raster3D.
Figure 1: Superposition entre l’-lactalbumin et le lysozyme.
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surface (Hartley, 1970 ; McLachlan & Shotton, 1971). Une analyse statistique de ces
variations structurales (insertions/suppressions ou "insups") indiquent qu’elles sont
généralement courtes (de 1 à 5 résidus en moyenne, 99% ayant une taille < 10 residus)
et sont localisées dans les tournants ou les boucles (Pascarella & Argos, 1992). La
présence d’"insups" au sein des éléments de structures secondaires est un événement
rare. D’autres analyses statistiques confirment cette corrélation linéaire entre l’homol-
ogie de séquence et l’homologie de structure (protéines ayant <50% de résidus iden-
tiques, Flores et al., 1993 ; Hilbert et al., 1993). Un point important concerne la
conservation de la conformation des chaînes latérales entre protéines homologues. Il a
été montré que l’angle dièdre 1 des chaînes latérales enfouies (<15% de surface acces-
sible au solvant- ASA), est conservé à 95% chez des résidus identiques quelque soit le
degré d’homologie des protéines homologues, et environ à 60% pour les chaînes latérales
ayant une surface accessible au solvant supérieure à 15% (Flores et al., 1993).
En résumé, il a été établi que les protéines ayant une forte homologie de séquence
avaient des structures tridimensionnelles identiques et que l’homologie structurale est
plus conservée dans le coeur des protéines qu’en surface.
3. Relations séquence-structure et structure-fonction.
Comme nous venons de le voir, le dogme de la modélisation par homologie est que si deux
séquences sont similaires alors leurs structures sont proches. Qu’en est-il réellement ?
Une forte identité de séquence implique t-elle une identité structurale ?
Doolittle a montré qu’une identité de séquence supérieure à 20% révèle presque toujours
une relation structurale (Doolittle, 1981). Une exception connue concerne le repliement
tridimensionnel des protéines liant des atomes de calcium (figure 2): calmodulin, sarco-
plasmic CBP et recovérine, qui varie de l’ordre de 10Å alors que leurs séquences sont
identiques à 30% (Pawlowski et al., 1996). Cependant, il est clair que la présence ou l’ab-
sence d’atomes de calcium est un facteur important dans la conformation de ces pro-
téines.
3. Relations séquence-structure et structure-fonction.
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Une autre exception concerne les petits fragments peptidiques. Il a été montré que des
fragments ayant des séquences identiques dans différentes protéines avaient des struc-
tures très différentes (Wilson et al., 1985). Ceci fut démontré pour des peptides de cinq
(Kabsch & Sander, 1984), six (Cohen et al., 1993) et huit (Sudarsanam, 1998) résidus.
Une expérience a même montré qu’un peptide de 11 résidus pouvait adopter une confor-
mation soit en hélice soit en feuillet en fonction de la position à laquelle ce peptide est
introduit dans la protéine G (Minor & Kim, 1996). En dehors des considérations impor-
tantes pour la compréhension du repliement des protéines, ces résultats indiquent que
l’identité de séquence dépend de la taille des fragments et que la modélisation par re-
cherche de petits fragments identiques en séquence peut s’avérer infructueuse. Une for-
mule mathématique décrit l’identité requise en fonction de la taille (L) pour être
significative statistiquement : m = 31L-0.124  18.2 L-0.305 où m est l’identité de séquence
(Abagyan & Batalov, 1997).
Faut-il avoir une forte homologie de séquence pour être homologue structuralement?
On connaît un grand nombre de protéines qui n’ont aucune homologie de séquence ap-
A gauche la calmoduline et à droite la recovérine. Pour mieux comparer leurs structures, elles sont col-
orées par un gradient de bleu foncé vers rouge (N -> C terminal). La principale différence dans le replie-
ment de la recoverine concerne l’hélice verte centrale qui est coupée en deux comparée à la calmoduline.
Figure construite par Molscript et Raster3D.
Figure 2: Exemple de repliements protéiques différents avec des séquences similaires
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parente mais qui possèdent un repliement similaire (plasma albumin et -fetoprotein,
-thromboglobulin et platelet factor, insulin et relaxin figure 3, parvalbumin et troponin
C, plastocyanin et azurin, proinsulin et nerve growth factor, serine protease et haptoglo-
bulin, ovalbumin et anti-thrombin III, actin et heat shock cognate protein).
Si des protéines éloignées en séquence ont le même repliement, combien y a t-il de repli-
ement en tout ?
Il est estimé qu’il y a entre 1000 et 7000 éxons différents, avec une taille moyenne de 40
à 50 résidus (Dorit et al., 1990). Cependant la relation entre éxon et repliement n’est pas
démontrée. Chothia estima qu’il y avait environ 1000 familles de protéines (Chothia,
1992), sous-entendu 1000 repliements différents de protéines. Le nombre de repliement
maximum fut estimé à 8000 (Orengo et al., 1994), mais ce chiffre est largement constesté
par une récente analyse qui prédit environ 800 repliements différents (Zhang & DeLisi,
1998). Ces estimations sont basées principalement sur le fait qu’environ 35% des nouv-
elles molécules cristallisées ont des repliements déjà connus (Orengo et al., 1994 ; Holm
& Sander, 1997). La difficulté d’une estimation précise est liée aux grandes protéines
(>600 résidus) qui souvent sont composées de plusieurs domaines dont les repliements
ont déjà été observés.
Une homologie structurale implique t-elle une homologie fonctionnelle ?
Cette question est centrale aux préoccupations des bioinformaticiens qui analysent les
séquences générées par le séquençage des génomes. Bien que dans la majorité des cas,
une homologie structurale implique une homologie fonctionnelle des exceptions existent.
Par exemple, l’ -lactalbumin à une structure identique à celle du lysozyme, mais en a
perdue son activité catalytique ; ou encore les protéines ayant le repliement de tonneaux
/ possèdent des fonctions très variées (isomérase, kinase, aldolase, oxidase, deshy-
Superposition entre l’insuline en bleu
(la chaîne A en foncé, la chaîne B en
clair où l’extrémité C terminale est
omise pour plus de clarté) et la relax-
ine en vert. La superposition est pro-
duite à partir des résidus A3-A8, A13-
A17, B10-B19. Figure construite par
Molscript et Raster3D.
Figure 3: Exemple de similarité structurale en absence de similarité de séquences.
3. Relations séquence-structure et structure-fonction.
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drogénase...).
Quelle précision peut-on espérer atteindre avec un modèle moléculaire ?
Il est clair que plus les séquences de protéines sont divergentes, plus leurs structures le
seront (Chelvanayagam et al., 1994 ; Russell & Barton, 1994 ; Chung & Subbiah, 1996).
Plusieurs formules mathématiques ont été proposées pour relier le degré d’homologie de
séquence à la déviation des écarts quadratiques moyens (RMSD) des repliements (e.g.,
 = 0.40 e1.87H, S=12.3 + 98.4 e-0.95) où S et H sont l’identité de séquence et  le RMSD.
La première formule montre qu’une identité de 50% (H=0.5) implique un RMSD d’envi-
ron 1Å (Chothia & Lesk, 1986) alors que la seconde montre qu’une déviation de 1Å cor-
respond à une identité de 50% alors qu’une déviation de 3Å correspond à une identité de
18% (Chelvanayagam et al., 1994). Un exemple est donné dans la figure 4.
Une autre partie de la reponse à cette question dépend de la résolution des structures
cristallographiques, en terme expérimental (facteur d’accord R), et en terme fonctionnel.
Autrement dit, existe t-il une structure unique pour chaque molécule ? La réponse est
négative. Une expérience intéressante a montré qu’un réaffinement de quatre struc-
tures cristallographiques de la même molécule par un jeu unique de données résultent
en une divergence de l’ordre de 0.84Å pour tous les atomes (Ohlendorf, 1994), bien plus




L’homologie de séquence est
environ 80% alors que l’ho-
mologie structurale est d’en-
viron 1Å pour le coeur.
Figure construite par In-
sightII.
Figure 4: Variations structurales au sein d’une famille de protéines conservées.
INTRODUCTION
15
tion : comment représenter la structure d’une protéine ?
De plus, les structures expérimentales ne sont pas sans incertitudes. Par exemple, une
structure cristallographique ayant un facteur d’accord de 20% est considérée comme ac-
ceptable. Ce facteur indique qu’environ 20% des données expérimentales ne peuvent
être reproduites par le modèle tridimensionnel proposé. De plus, il existe bien souvent
des régions sans densité provoquant des coupures dans la chaîne peptidique. Tous ces
facteurs ont un impact certain sur la qualité d’un modèle moléculaire.
En résumé, les protéines sont des molécules flexibles surtout dans les régions exposées
au solvant mais aussi dans les régions internes comme le montre les expériences de
RMN. Une forte homologie de séquence indique une probable similarité structurale et
fonctionnelle.
Quelles sont les limites de la modélisation ?
Il est trivial que la limite principale de la modélisation par homologie est le manque de
structures tridimensionnelles homologues. Sans structures parentes expérimentales
(RX ou RMN), la modélisation n’a pas de raison d’être. De plus certaines molécules sont
peu représentées dans les bases de données. Ceci est sans doute lié au biais naturel en-
vers la résolution de structures tridimensionnelles dû : à leurs importances biologiques,
à la faciliter d’extraction, de purification et de production, à leurs stabilités en solution
et à leurs tailles (Bajorath et al., 1993 ; Johnson et al., 1994).
Une autre limite à l’heure actuelle est la difficulté, voir l’impossibilité, de prédire les
changements conformationnels qui se produisent durant une activité biologique. En ef-
fet, il est très fréquent d’observer des changements conformationnels de type
"charnières" (hinge) où l’orientation de deux domaines structuraux (ou deux éléments de
structures secondaires) d’une protéine peut varier l’un part rapport à l’autre. En parti-
culier, ces changements conformationels sont fréquents dans les protéines liant des
ligands, notamment les immunoglobulines. Toutefois, cette limite dépend plus de notre
manque de connaissance dans l’analyse des structures tridimentionnelles que dans les
méthodes de modélisations.
4. Stabilité et repliement des protéines.
La compréhension des forces responsables de la stabilité des protéines est importante
dans le domaine de la modélisation moléculaire. Ces forces permettent d’estimer la va-
lidité d’un modèle moléculaire, de comprendre l’insolubilité des protéines en milieu
aqueux, de prédire la stabilité d’une mutation ou d’estimer l’énergie d’interaction entre
deux molécules.
Les protéines sont toutes construites sur le même moule qui se caractérise par un enfou-
issement partiel de sa surface accessible (proportionnelle à sa masse moléculaire
4. Stabilité et repliement des protéines.
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A=0.859M + 0.774M2.10^-5) en incluant une proportion constante de groupes polaires,
ainsi que par une grande compacité du coeur enfoui (Chothia, 1975). La stabilité des pro-
téines est marginale vis-à-vis de l’état dénaturé avec un excédant de l’ordre de -5 à -10
kcal/mol (Pace et al., 1996). Le repliement des protéines est gouverné par leur séquence
et elles se situent dans leurs minimums énergétiques conformationnels (Anfinsen,
1973).
Il y a principalement cinq forces responsables de la stabilité des protéines (Kauzmann,
1959) : l’effet hydrophobe, la liaison hydrogène, le pont salin, les forces de dispersions
(London) et les ponts disulfures. On va décrire en détail l’effet hydrophobe en raison de
son importance alors que les quatre autres forces seront brièvement décrites.
On peut expliquer l’effet hydrophobe par la tendance qu’on les groupements non polaires
à adhérer les uns aux autres dans un environnement aqueux. En d’autres termes, l’éner-
gie de transfert d’un groupe non polaire dans l’eau est > 0 ( 0 pour des groupes aroma-
tiques) avec une composante enthalpique presque nulle et une forte composante
entropique (S<0). Comme le montre Kauzmann, les forces qui contrôle le repliement
sont de nature entropique et concernent principalement la réorganisation du solvant au-
tour d’une protéine (il s’agit de la théorie des "icebergs" où lorsqu’une molécule non po-
laire est présente dans un milieu aqueux, les molécules d’eau à l’interface doivent
s’arranger dans une forme quasi-cristalline provoquant une diminution de l’orientation
aléatoire des molécules d’eau et un accroissement de la force des liaisons hydrogène com-
parée à celle de l’eau ordinaire à la même température). Lors de la dénaturation d’une
protéine, la formation "d’icebergs" augmente parce que les "liaisons hydrophobes" sont
cassées et exposées au solvant (Kauzmann, 1959). Le coût entropique pour geler l’eau en
glace est de l’ordre de 5.3 cal/deg.mol alors que la perte d’entropie lorsqu’une molécule
non polaire entre dans l’eau est d’environ 20 cal/deg.mol. Par conséquent il est estimé
qu’un faible nombre de molécules d’eau participe au processus. En ce qui concerne la sta-
bilité des protéines, l’enfouissement de groupes non polaires dans un coeur de protéines
est donc énergétiquement très favorable.
La liaison hydrogène est un sujet très controversé tant au niveau énergétique qu’au
niveau de son importance dans le processus de repliement des protéines. Kauzmann in-
dique que les liaisons hydrogène stabilisent les protéines par -0.4 kcal/mol à 25degré
alors que Fersht propose une gamme allant de -0.5 à -1.8 kcal/mol (Fersht et al., 1985)
et Pace estime une valeur de -1.5 kcal/mol grâce aux résultats de mutagénèses dirigées
(Asn->Ala, Ser->Ala, Val->Thr, Tyr->Phe, Pace et al., 1996). L’importance des liaisons
hydrogène est apparente au travers de ces quelques chiffres : au cours du repliement,
une protéine enfouie 81% des chaînes latérales non polaires, 70% des groupes de la
chaîne principale, 63% des chaînes latérales polaires et 54% des chaînes latérales
chargées (incluant les groupements méthylènes, Lesser & Rose, 1990). Il est donc clair
que l’intérieur des protéines n’est pas purement hydrophobe et que la balance électrosta-
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tique des forces impliquées est très complexe. Cette polarisabilité de l’intérieur des pro-
téines a permis à plusieurs groupes de postuler une forte constante diélectrique (de 2 à
20) dans le but de prendre en compte la réorganisation des charges.
La stabilité produite par les ponts salins est également en débat. Un point d’accord sem-
ble être que l’apport énergétique d’un pont salin est presque nul et que la formation d’un
pont salin est sous contrôle entropique (Kauzmann, 1959). En effet, lorsque deux charg-
es sont séparées dans un milieu aqueux, elles sont environnées par des molécules d’eau
fortement orientées de par les forces de compression provenant du champ électrique au
voisinage des charges. Lorsque ces charges viennent en contact, le champ électrique pas-
se de moins en moins bien à travers les molécules d’eau et le solvant devient moins ori-
enté et moins compressé.
Les forces de dispersions (London) sont des forces toujours attractives qui permettent à
des groupes identiques de se réunir. Ces forces sont souvent représentées par une con-
tribution énergétique variant à l’inverse de la puissance 6 de la distance entre deux
atomes.
Les ponts disulfures introduisent une pénalité entropique non négligeable puisqu’il est
estimé que la rigidification d’une chaîne de longueur N décroît par un factor 3/2 RlnN.
Par exemple, un pont disulfure entre 100 résidus réduit l’entropie de +4.1 kcal/mol pour
le repliement de la molécule native (Kauzmann, 1959).
Malgré la stabilité marginale des protéines, une grande quantité de résultats expéri-
mentaux montrent que les protéines sont relativement résistantes aux mutations (Bow-
ie et al., 1990) aussi stringentes que l’introduction de résidus chargés dans le coeur
hydrophobe de la thioredoxine (Hellinga et al., 1992) ou encore des mutations intro-
duites en plein milieu d’une hélice du lysozyme T4 (Heinz et al., 1993). Cette stabilité,
principalement liée à la flexibilité d’adaptation de la structure tridimensionnelle, a
toutefois une limite comme le montre les expériences de mutagénèses intensives sur le
lysozyme T4 où parmi les 2015 mutations, celles affectant les résidus enfouis, hydro-
phobes ou chargés, ou les résidus fonctionnels ont un effet délétère (Rennell et al., 1991).
De plus, il a été montré que les résidus conservés au travers d’une famille sont beaucoup
plus sensibles (100% des 14 résidus conservés du lysozyme T4) que les autres à la mu-
tagénèse (Poteete et al., 1992).
5. Les grandes applications de la modélisation par homologie.
Avant de présenter les techniques de modélisation dans leurs détails, il est instructif de
regarder vers le passé et d’établir un bilan des grands succès de la modélisation par ho-
mologie. Evidemment, la notion de succès est arbitraire : le succès de la modélisation per
se (la preuve qu’il est possible de prédire la conformation d’une protéine à partir d’une
molécule de structure connue), et le succès pratique (nouvelle découverte, production
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d’une drogue efficace, compréhension des mécanismes fonctionnels).
De manière inattendue, la modélisation par homologie de la trypsine a révélé une erreur
dans sa séquence pour le résidu 189 (Asn) qui ne permit pas de comprendre, au vue de
la structure tridimensionnelle, la spécificité de la trypsine pour les résidus positivement
chargés. Ce résidu a été remplacé par un acide aspartique (Hartley, 1970). La modélisa-
tion par homologie a permis à McLachlan de montrer, contre toute anticipation, que la
conformation de l’-lytic protease était très voisine de celle de la chymotrypsine ou de
l’élastase malgré une faible homologie de séquence (McLachlan & Shotton, 1971). Cette
similarité a été démontrée ultérieurement grâce à la structure cristalline de l’-lytic pro-
tease (Delbaere et al., 1979).
Les plus grands succès pratiques de la modélisation incluent trois thèmes majeurs : l’in-
géniérie d’inhibiteurs ou d’analogues et l’assemblage de ligands dans leurs récepteurs,
l’identification de régions potentielles d’interaction, et l’analyse de mutations ponctu-
elles.
Le premier thème a évidemment plus d’impact que les autres. Une liste d’assemblage de
ligands dans leur recepteur est proposée dans l’annexe II. En ce qui concerne le dével-
oppement d’inhibiteurs, des succès marquant ont été obtenus pour la dihydrofolate re-
ductase (Hansch et al., 1982 ; Kuyper et al., 1985), prealbumine (Blaney et al., 1982),
anhydrase carbonique (Baldwin et al., 1989), thymidilate synthase (Appelt et al., 1991 ;
Varney et al., 1992 ; Shoichet et al., 1993), purine nucleoside phosphorylase (Ealick et
al., 1991 ; Erion et al., 1993 ; Montgomery et al., 1993 ; Secrist III et al., 1993), protéase
à serine ou à cystéine (Ring et al., 1993), replication du virus Influenza (von Itzstein et
al., 1993), thrombine (Hilpert et al., 1994), la protéase du VIH (Lam et al., 1994), inter-
leukine 2 (Tilley et al., 1997) ou encore le recepteur à tyrosine kinase erbB (Singh et al.,
1997).
Le second thème est important car il est source de génération d’un grand nombre d’hy-
pothèses. Par exemple, des sites d’interaction ont été proposés pour : un peptide basique
sur la calmoduline (O’Neil & DeGrado, 1985), le centre phostosynthétique II (Svensson
et al., 1990), l’ATP dans une kinase (Schoentgen et al., 1992), un épitope linéaire pour
la protéine C4b (Fernández et al., 1994), l’héparine dans une protéase (Matsumoto et al.,
1995), l’hormone LH/CG à son recepteur (Bhowmick et al., 1996), la prostaglandine H2
à son recepteur (Wang et al., 1996), le site de liaison à l’ADN d’une synthétase (Sticht et
al., 1997), Arp et l’héparine sur C4b (Villoutreix & Dahlback, 1998). Pour les modèles
d’anticorps il est également possible de prédire les résidus impliqués dans le site de li-
aison (Ruff-Jamison & Glenney, 1993).
Le troisième thème propose des explications structurales ou énergétiques pour certaines
mutations. Par exemple, la définition de la sévérité des mutations dans la cascade de co-
agulation (Greengard et al., 1994), les mutations non-sens dans les malades atteints de
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galactosialidosis (Elsliger & Potier, 1994), les mutations sur le facteur de coagulation
humain VIII responsable de l’hémophilie (Pan et al., 1995 ; Pemberton et al., 1997), mu-
tations dans la maladie methylmalonic aciduria (Thomä & Leadlay, 1996), sur le recep-
teur androgène humain (Lobaccaro et al., 1996) ou sur une phosphatase (Quondam et
al., 1997).
La modélisation par homologie a également permis d’étudier : le mécanisme de transfert
de signal dans le recepteur oestrogène humain (Lewis et al., 1995), la stabilité intrin-
sèque d’une protéine à atomes de cuivre (Grossmann et al., 1995), la thermostabilité (Sz-
ilágyi & Závodszky, 1995), le fonctionnement du blocage d’un canal ionique avec
l’amantadine (Samsom & Kerr, 1993), l’assemblage supra-moléculaire de l’-tropomyo-
sin (Cregut et al., 1993), la stéréochimie de la sélectivité d’un inhibiteur de la dihydro-
folate reductase (Matthews et al., 1985) ou enfin de développer un ligand permettant de
lier la cyclophiline à la calcineurine in-vivo (Alberg & Schreiber, 1993).
Un domaine de recherche nouveau s’appuie considérablement sur les techniques de la
modélisation moléculaire. Il s’agit de l’ingéniérie des protéines par voie de design ratio-
nel. L’ingéniérie consiste à développer une nouvelle fonction protéique à partir de l’ar-
chitecture d’une protéine connue. Par exemple, la création de protéines captrices de
métaux (Hellinga & Richards, 1991 ; Gregory et al., 1993 ; Hornischer & Blöcker, 1996),
la grèffe d’un fragment peptidique inter-protéine (Hearst & Cohen, 1994), l’introduction
de ponts disulfures (Pabo & Suchanek, 1986), l’humanisation des anticorps de souris
(Kettleborough et al., 1991 ; Riechmann et al., 1992 ; Presta et al., 1993), l’ingéniérie de
l’-hordothionin pour augmenter son contenu en lysine dans le but d’équilibrer l’apport
nutritif des alimentations végétariennes (Rao et al., 1994), le changement de la spéci-
ficité d’une protéase à sérine en remplacant une arginine par une glycine (Caputo et al.,
1994) ou encore l’amélioration de la stabilité et l’expression d’un fragment variable d’an-
ticorps simple chaîne (Nieba et al., 1997)
Ces applications de la modélisation soulignent la pluridisciplinarité de cette technique.
L’objectif de cette liste, certes partielle, est de démontrer que bien que récente, la modéli-
sation par homologie a obtenu des succès probants et que son utilisation va devenir de
plus en plus impliquée dans la recherche biologique.
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La modélisation par homologie comprend six étapes incontournables, certaines plus ou
moins triviales que d’autres dépendant de la famille de protéine étudiée (Swindells &
Thornton, 1991 ; Sali, 1995) :
1) Recherche d’un repliement connu (parent)
2) Alignement des séquences (cible et parent)
3) Construction de la chaîne principale
4) Contruction des chaînes latérales
5) Constructions des insertions/suppressions ("insups")
6) Optimisation et affinement du modèle
1. Recherche d’un repliement connu.
Lorsque l’homologie de séquence est significative, la recherche d’un repliement dans la
Protein Data Bank (PDB) est généralement triviale avec le programme BLAST (Altschul
et al., 1990) accessible sur le site web du NCBI (www.ncbi.nlm.nih.gov). L’avantage
d’utiliser le programme BLAST est qu’il fournit un alignement des séquences avec des
espaces (GAP) dans les régions les moins conservées, et plus important, un score statis-
tique de la significativité de la relation entre les deux séquences alignées. Cependant,
dans de nombreuses situations, les alignements proposés sont au-delà du seuil statis-
tique de significativité en raison d’une grande divergence de séquence. Comme nous
l’avons vu auparavant, la faible homologie de séquence n’empêche pas la similarité
structurale.
Dans le but d’établir un lien entre l’homologie de séquence et de structure pour des molé-
cules divergentes, l’utilisation d’une technique de "threading" est envisageable (figure
5). Le concept du threading est de mesurer l’adéquation entre un repliement tridimen-
sionnel et une séquence peptidique. Que se soit par matrices 3D-1D (Bowie et al., 1990
; Fischer & Eisenberg, 1996) ou par une fonction statistique qui représente la probabilité
qu’un résidu soit au voisinage d’un autre (Sippl, 1990 ; Jones et al., 1992), cette tech-
nique a permis à plusieurs reprises d’identifier des homologies structurales même lor-




En cas de grande divergence l’utilisation de motif peut s’avérer cruciale. Un motif peut
être considérer comme une signature commune entre une famille de protéines (Bairoch,
1991 ; Han & Baker, 1996 ; Hutschinson & Thornton, 1996). Bien que la création de pro-
fil soit souvent manuelle, les résultats obtenus peuvent être révélateurs (Pellequer et
al., 1998).
2. Alignement de séquences.
Conceptuellement trivial, l’alignement de la séquence cible avec la séquence parente est
l’opération la plus difficile et la plus délicate du processus de modélisation par homolo-
gie. En effet, une erreur dans l’alignement peut provoquer des déplacements d’éléments
de structures secondaires pour des raisons d’incompatibilité de chaînes latérales ou en-
core insérer une boucle au mauvais endroit dans la chaîne principale. Dans la plupart
des cas, la reconnaissance de structure parente adéquate (étape no1) donnera naissance
à un alignement provisoire.
Lorsque l’on utilise un programme d’alignement de séquence basé sur la technique
récursive de Needleman (Needleman & Wunsch, 1970), le choix de la matrice de similar-
ité est crucial. Il existe plusieurs types de matrices depuis leurs apparitions (Fitch, 1966
; McLachlan, 1971). La plus célèbre est certainement la matrice PAM (Point Accepted
Mutation) basée sur l’observation de mutations de résidus au sein d’une même famille
de protéines (Dayhoff, 1969 ; Gonnet et al., 1992). Certaines incluent des données struc-
turales comme la probabilité de trouver un résidu dans une conformation particulière
dans la carte de Ramachandran (Risler et al., 1988 ; Niefind & Schomburg, 1991) alors
que BLOSUM est contruite à partir de block de séquences (Henikoff & Henikoff, 1992).
RANK Z-SCORE     FOLD     LENGTHALI %ID
  1    5.82    1gof_1-150   130     20   ; Galactose-binding domain-like
  2    4.0       1pex       135     27   ; COLLAGENASE-3 (MMP-13)
  3    3.82      1bak       107     18   ;
  4    3.32   1pgs_4-140    123     18   ; Glycosyl-asparaginase
  5    3.04      1cd1a      144     25   ; CD1(MOUSE) ANTIGEN PRESENTING MOL.
  6    3.03      1cmba      104     18   ; Met repressor-like
  7    2.80      1pls        99     23   ; PH domain-like] 2-3
Exemple de repliements identifiés pour le domaine C2 du facteur de coagulation Va avec un pro-
gramme de threading (3D-1D). Le test statistique (Z-score) indique que la seule reponse satistique-
ment significative est la première (1gof_1-150, >4.8) avec seulement 20% de résidus identiques sur
une longueur de 130 résidus.
Figure 5: Résultats du "threading" sur le domaine C2 du factor Va.
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Il a été montré dans plusieurs travaux que les matrices BLOSUM et Gonnet donnent les
meilleurs résultats (Johnson & Overington, 1993 ; Abagyan & Batalov, 1997). Certaines
méthodes proposent également des variantes comme l’incorporation du volume des
acides aminés (Saqi et al., 1992) ou l’introduction d’un poids supplémentaires qui au-
torise des séquences à mal s’aligner (Alexandrov & Leuthy, 1998).
Quoiqu’il en soit, aucune méthode à l’heure actuelle ne propose un alignement idéal en-
tre deux séquences (figure 6).
Pourquoi ne pas utiliser le "threading" pour aligner les séquences ?
Deux raisons s’y opposent : la première est qu’il n’y a pas de guarantie pour qu’une re-
connaissance de repliement identifié soit réelle, même avec un score significatif (Flöck-
ner et al., 1995), la deuxième est que l’alignement de séquence est loin d’être optimal
(figure 7), en particulier au niveau des insertions/suppressions (Hubbard & Park, 1995
; Jones et al., 1995 ; Di Francesco et al., 1997 ; Rice & Eisenberg, 1997) bien que des pro-
grès récents aient été observés (Flöckner et al., 1997).
      3 STPLGMENGKIENKQITASSFKKSWWGDYWEPFRARLNAQGRVNAWQA.. 50
         | |:|    :  |  :|  |  .|  |.  |  :| :.   :   |
       2 SAPIGSAISR.NNWAVTCDS.AQS..GN..ECNKA.IDG.NKDTFWHTFY 43
                  .         .         .         .         .
      51 KANNN.K..QWLEIDLLKIKKITAIITQGCKSLSSEMYVKSYTIHYSEQG 97
          || . |      ||:   . :  :     .  .   ::  : :: |  |
      44 GANGDPKPPHTYTIDMKTTQNVNGLSMLPRQDGNQNGWIGRHEVYLSSDG 93
                  .         .         .         .         .
      98 VEW.KPYRLKSSMVDKIFEGNTNTKGHVKNFFNPPIISRFIRVIPKT... 143
           |  |  . |      |  .| ||    ||   |  .|::|.:  |
      94 TNWGSP..VASG...SWFADST.TK..YSNFETRP..ARYVRLVAITEAN 133
                  .         .
     144 ...WNQSITLRLELFGCDIY 160
            |  ||   : .|    |
     134 GQPWT.SIA.EINVFQASSY 151
Alignement de séquences produit grâce à la matrice BLOSUM62 avec des pénalités de "gaps" égales
à 4 (création) et 2 (extension) pour le domaine C2 du facteur de coagulation Va (rouge) et le domaine
de liaison de la galactose oxidase (noir). Ces faibles poids sont nécessaires pour obtenir un aligne-
ment sur toute la longueur des protéines. Il est clair qu’avec 12 insertions (en bleu) et 18 "gaps", cet
alignement est inutilisable pour la modélisation par homologie.
Figure 6: Alignement automatique de séquences avec le programme BESTFIT de GCG.
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Comment intégrer les données structurales connues de la molécule parente dans
l’alignement ?
Un pas important a été franchis grâce à la définition des régions structuralement con-
servées (SCR) et des régions variables (VR) par Greer (Greer, 1981a ; Greer, 1990 ;
Greer, 1991). Ces définitions sont basées sur l’homologie structurale présente au sein
d’une famille de molécules. Lorsque les structures tridimensionnelles de plusieurs molé-
cules de la même famille sont connues, il est possible de les superposer les unes sur les
autres et de définir par conséquent les régions conservées et les régions variables grâce
à un critère de type RMSD. Le premier programme capable de déterminer les SCRs au-
tomatiquement fut COMPOSER qui employa un critère RMSD de 3Å sur les carbones 
(C, Blundell et al., 1987 ; Sutcliffe et al., 1987 ; Blundell et al., 1988 ; Srinivasan &
Blundell, 1993).
Il est également possible de déterminer les SCRs en ce basant sur une définition précise
du coeur des protéines. Par exemple, on peut considérer les résidus ayant un pourcent-
age de surface accessible au solvant inférieure à 7% (Hubbard & Blundell, 1987), ou uti-
liser un seuil RMSD entre des matrices de distances inter-carbones  (Lee, 1992). La
supposition sous-entendue est que les SCRs correspondent aux régions conservées au
niveau de la séquence. Une fois les SCRs assignées il est possible d’optimiser l’aligne-
ment de la séquence cible en maximisant le recouvrement des séquences dans les ré-
gions SCRs. Conceptuellement, la technique des SCRs à deux effets : elle restreint
l’introduction d’insertions/suppressions dans le coeur d’une protéine et permet de loca-
liser les régions les plus variables dans les boucles comme site priviligié des "insups".
bbbbbb        b                     hh
LGMENGKIENKQITASSFKKSWWGDYWEPFRARLNAQGRVNAWQAKANNN
     |   || |     |   |            | |
DSAQSGNECNKAIDGN..KDTFWHTFY.......GANGDPKPPHT.....
        hhhhh         bb                   bb
hhhhhhhh   bbbbbbbb        bbbbbbbbbbb     bbbbb
KQWLEIDLLKIKKITAIITQGCKSLSSEMYVKSYTIHYSEQGVEWKPYRL
     ||                               |  |  |
...YTIDMKTTQNVNGLSMLPRQDGNQNGWIGRHEVYLSSDGTNW.....
   bbbbbbbbbbbbbbbbb            bbbbbbb
   bbb                   bbbbbbb      b    bbbbbb
KSSMVDKIFEGNTNTKGHVKNFFNPPIISRFIRVIP......KTWNQSITLRL
 |            ||    ||   |   |  |           |
GSPVASGSWFADSTTK..YSNFETRP..ARYVRLVAITEANGQPWTSIAEINV
    bbbb       b  bbbbbbbb  bbbbbbbb          bb bbbb
Alignement obtenu entre le
domaine C2 (rouge) du FVa
et le domaine de liaison de la
galactose oxidase (noir). Les
éléments de structures sec-
ondaires sont représentés
au-dessus et au dessous de
leur séquence respective
(pour le domaine C2, se sont
les éléments de structures
secondaires prédit par le
programme PHD). Même si
l’alignement indique une
identité de séquence de 18%,
plusieurs gaps sont localisés
dans les éléments de struc-
tures secondaires.
Figure 7: Alignement de séquences produit par un programme de "threading".
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Malgré toutes ces précautions, des erreurs d’alignement persistent. Un expert averti
peut, par visualisation graphique et beaucoup d’intuition, modifier l’alignement pour
provoquer le moins de changement possible dans la chaîne principale lors de la modéli-
sation d’"insups", mais beaucoup de travail reste à faire.
3. Construction de la chaîne principale.
Les premiers modèles moléculaires furent construits manuellement par des jeux de con-
structions (Browne et al., 1969 ; Hartley, 1970 ; McLachlan & Shotton, 1971 ; Kretsinger
& Barry, 1975 ; Padlan et al., 1976 ; Bedarkar et al., 1977 ; Blundell et al., 1978 ; Isaacs
et al., 1978). La venue d’outils de superpositions (McLachlan, 1972), de visualisation
graphique en mode CPK (Corey-Pauling-Koltung, Feldmann et al., 1978) et de modéli-
sation interactive (Jones, 1978 ; Langridge et al., 1981) permit d’accélerer la construc-
tion et d’automatiser certaines étapes comme la mesure manuelle d’angles dièdres.
On compte trois méthodologies permettant de construire la chaîne principale. La
première, n’étant pas exactement une méthode de modélisation par homologie consiste
à construire la chaîne principale à partir de la connaissance de la position des C. La
seconde prend avantage de la définition des SCRs. La troisième consiste en une recon-
struction par détermination de contraintes.
a. A  partir de données structurales incomplètes (C).
Les constructions de chaînes principales à partir des carbones  ont été très inspira-
trices pour la modélisation des boucles. Une vertu de cette technique est de pouvoir
tester plusieurs protocoles d’affinement dans un contexte de modélisation.
Un premier concept, très utilisé en cristallographie, consiste à cribler une banque de
données de fragments structuraux grâce à des critères de distance entre les C. Cette
approche fut incorporée dans le programme FRODO dans le but d’accélerer la construc-
tion d’un modèle dans la carte de densité électronique (Jones & Thirup, 1986). Une vari-
ante consiste à prédéfinir des fragments peptidiques structuraux, d’une taille de six
résidus par une méthode de "clustering", et de construire la structure désirée par recou-
vrement de fragments (Unger et al., 1989).
Le seconde concept consiste à cribler la base de données de structures par une simple
superposition des C (Claessens et al., 1989). Une variante introduit des critères d’ho-
mologie de séquences et énergétiques sur les fragments ainsi obtenus (Levitt, 1992).
Le troisième concept utilise une approche ab-initio. La construction progressive où cha-
cun des résidus sont construits un à un, suivit d’une minimisation restreinte, a été pro-
posé par Correa (1990). Lorsque la chaîne principale est complétée, une optimisation par
dynamique moléculaire (MD) à haute température est réalisée (1000K). Ensuite les
chaînes latérales sont construites par niveaux (C, C, C...) entrecoupés de MD à 800K
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avec la chaîne principale immobile. Une variante fut proposée, où les atomes C sont
construits en premier grâce à une méthode géometrique, suivit par la construction de la
chaîne principale et terminée par une minimisation en utilisant des contraintes de dis-
tances (Rey & Skolnick, 1992). D’autres méthodes ont été proposées comme la technique
de construction grossière (CSB, van Gelder et al., 1994) ou par simulation MC basée sur
une grille de probabilité d’angles dièdres (Mathiowetz & Goddard, 1995).
b. Construction employant les SCRs ou la structure secondaire.
La définition des SCRs, outre leur intérêt au niveau de l’alignement de séquence, permet
de construire la chaîne principale par simple transposition des coordonnées des SCRs de
la structure parente. Lorsque plusieurs structures parentes sont disponibles, deux vari-
L’alignement multiple entre les protéines ayant un domaine PAS n’a pu être établi une fois que le pro-
gramme de prédiction de structures secondaires (PHD) indiqua que le côté Cterminal du domaine
PAS inclue trois brins de feuillets comme dans la structure tridimensionnelle de PYP (Pellequer et
al., 1998a).
Figure 8: Alignement final entre PYP et des protéines ayant un domaine PAS.
                       .         .         .         .         .         .         
   pyp_ecto   MEHVAFGSEDIENTLAKMDDGQLDGLAFGAIQLDGDGNILQYNAAEGDITGRDPKQVIGKNFFKDVAPC  69
 pyp_chroma   MDIVHFGSDDIENSLANMSDQDLDQLAFGAIQLDASGKVLQYNAAEGGITGRDPKSVIGKNFFEDVAPC  69
pyp_rhodosp   MEMIKFGQDDIENAMADMGDAQIDDLAFGAIQLDETGTILAYNAAEGELTGRSPQDVIGKNFFKDIAPC  69
pyp_rhodoba   MEIIPFGSADLDNILAR−EPQRAEYLPFGAVLLDRTGTILKYNRAEGGIANRNPADVIGKNFFNEIAPC  68
    sim_fly   LGLVAVG−−−−HSLPSSAITEIKLHQNMFMFRAKLDMKLIFFDARVSQLTGYEPQDLIEKTLYQYIHA−  295
    trh_fly   LGMVALA−−−−IALPPPSVHEIRLECDMFVTRVNFDLRVAHCEPRVSDLLDYSPEDLVNKSLYSLCHA−  435
 hifa_human   TCLVLIC−−−−EPIPHPSNIEIPLDSKTFLSRHSLDMKFSYCDERITELMGYEPEELLGRSIYEYYHA−  281
 mop3_human   SCLVAIGRLHSHVVPQPVNGEIRVKSMEYVSRHAIDGKFVFVDQRATAILAYLPQELLGTSCYEYFHQ−  377
clock_mouse   VCFVATVRL−ATPQFIKEMCTVEEPNEEFTSRHSLEWKFLFLDHRAPPIIGYLPFEVLGTSGYDYYHV−  315
    per_fly   MLLV−ICATPIKSSYKVPDEILSQKSPKFAIRHTATGIISHVDSAAVSALGYLPQDLIGRSIMDFYHH−  368
 arnt_mouse   FCLVAIGRLQVTSSPNCTDMSNICQPTEFISRHNIEGIFTFVDHRCVATVGYQPQELLGKNIVEFCHP−  402
 arnt_human   FCLVAIGRLQVTSSPNCTDMSNVCQPTEFISRHNIEGIFTFVDHRCVATVGYQPQELLGKNIVEFCHP−  402
arnt_rabbit   FCLVAIGRLQVTSSPNCTDMSNVCQPTEFISRHNIEGIFTFVDHRCVATVGYQPQELLGKNIVEFCHP−  402
 arnt_trout   YCLVAIGRLQVTSCPSDTDMNSISVPVEFISRHNCQGLFTFVDHRCMATVGYQPQELLGKNILELAHP−  378
   arnt_fly   CCLVAIGRLQVTSTA−ANDMSGSNNQSEFITRHAMDGKFTFVDQRVLNILGYTPTELLGKICYDFFHP−  324
                                                          
              .         .               .           .         .         .              
   pyp_ecto   TDSPEFYGKFKEGVASGN−−−−−−LNTMFEYTFDY−−QMTPTKVKVHMKKALSGDSYWVFVKRV  125
 pyp_chroma   TKSQEFQGRFKEGVANGN−−−−−−LATMFEYVFDY−−QMKPTKVKVHMKKALVDDSYWIFVKRL  125
pyp_rhodosp   TDTEEFGGRFREGVANGD−−−−−−LNAMFEYVFDY−−QMQPTKVKVHMKRAITGDSYWIFVKRV  125
pyp_rhodoba   AKGKRFHGEFLRFHQTGQ−−−−−−VNVMFDYKFAY−−KGANVGVKIHMKSQPDGQSCWLFVKRV  124
    sim_fly   ADIMAMRCSHQILLYKGQV−−−−−TTKYYRFLTKGGGWVWVQSYATLVHNSRSSREVFIVSVNY  354
    trh_fly   EDANRLRKSHSDLIEKGQV−−−−−LTGYYRLMNKSGGYTWLQTCATVVCSTKNADEQNIICVNY  494
 hifa_human   LDSDHLTKTHHDMFTKGQV−−−−−TTGQYRMLAKRGGYVWVETQATVIYNTKNSQPQCIVCVNY  340
 mop3_human   DDIGHLAECHRQVLQTREKI−−−−TTNCYKFKIKDGSFITLRSRWFSFMNPWTKEVEYIVSTNT  437
clock_mouse   DDLENLAKCHEHLMQYGKGK−−−−−SCYYRFLTKGQQWIWLQTHYYITYHQWNSRPEFIVCTHT  374
    per_fly   EDLSVMKETYETVMKKGQTAGASFCSKPYRFLIQNGCYVLLETEWTSFVNPWSRKLEFVVGHHR  432
 arnt_mouse   EDQQLLRDSFQQVVKLKGQV−−−−LSVMFRFRSKTREWLWMRTSSFTFQNPYSDEIEYIICTNT  462
 arnt_human   EDQQLLRDSFQQVVKLKGQV−−−−LSVMFRFRSKNQEWLWMRTSSFTFQNPYSDEIEYIICTNT  462
arnt_rabbit   EDQQLLRDSFQQVVKLKGQV−−−−LSVMFRFRSKNREWLWTRTSSFTFQNPYSDEIEYIICTNT  462
 arnt_trout   EDQELLRDSFQQVVKLKGQV−−−−LSVMFRFLSKTRDWLWIRTSSFTFQNPFSEEIEYIICTNA  438
   arnt_fly   EDQSHMKESFDQVLKQKGQM−−−−FSLLYRARAKNSEYVWLRTQAYAFLNPYTDEVEYIVCTNS  384
helical connector −scaffold
PAS coreN−terminal cap 
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antes existent : la première consiste à utiliser les SCRs de la structure ayant la plus
grande homologie de séquence, la seconde consiste à mélanger les SCRs provenant de
plusieurs structures parentes en fonction de leurs homologies locales de séquences avec
la molécule cible. L’annexe II indique la méthode employée par l’acronyme SCR pour la
première variante et l’acronyme SCRmix pour la seconde.
Dans le cas où une seule structure parente est connue (souvent la majorité des cas), il
est d’usage de considérer que les SCRs correpondent aux éléments de structures secon-
daires. L’utilisation d’information complémentaire est utile, en particulier la prédiction
de structure secondaire lorsque les homologies de séquences sont faibles (figure 8).
Une méthode alternative a été proposée qui, au lieu d’utiliser les SCRs les plus homo-
logues, utilise les SCRs correspondant aux séquences d’éxons (Kajihara et al., 1993).
Cependant, le succès de cette méthode est mitigé.
c. Reconstruction par détermination de contraintes.
Le pionnier de cette méthodologie est Havel qui s’intéressa à la reconstruction de pro-
téines grâce à des constraintes de distances obtenues expérimentallement par la tech-
nique RMN (Havel et al., 1979). Le premier programme (DISGEO) a permis de
construire la première structure RMN de protéine (Havel & W¸thrich, 1985). En 1991,
Havel proposa d’utiliser les contraintes de distance pour modéliser de nouvelles pro-
téines à partir d’une ou plusieurs structures parentes. Après avoir déterminé une liste
de contraintes entre la distance des atomes, un seuil de confiance proportionnel à l’ho-
mologie de séquence entre la proteine cible et la protéine parente est établie sur ces dis-
tantes (Havel & Snow, 1991 ; Srinivasan et al., 1993). La grande force de cette technique
est de pouvoir moduler le niveau de confiance des distances à volonté (Havel, 1993).
Dans cette technique il est souvent nécessaire d’ajouter des contraintes d’angles dièdres
ou de liaisons hydrogène et d’optimiser les structures par une technique de recuit simulé
(Brocklehurst & Perham, 1993 ; Havel, 1993). L’optimisation de manière progressive des
contraintes de structures secondaires suivi de l’optimisation de toutes les contraintes a
été également introduit (Fujiyoshi-Yoneda et al., 1991).
Au lieu d’utiliser des contraintes de distances, Sali proposa des fonctions de densité
probable (PDF) déduites à partir de contraintes de distances (inter-C, N-O, chaîne
principale-chaîne latérale). Le programme MODELLER définit automatiquement les
PDFs et minimise ces fonctions par la méthode des gradients conjugués (Sali & Blundell,
1993). Une variante dans la détermination des contraintes de distances fut d’autoriser
les atomes de la chaîne principale du coeur de dévier de leur position originale dans le
but de permettre une meilleure relaxation des boucles lors de la modélisation de pro-
téines divergentes (FOLDER, Sudarsanam et al., 1994). Le programme DRAGON, en
plus des contraintes de distances classiques, introduit des contraintes sur les éléments
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de structures secondaires améliorant sensiblement la qualité du modèle (Aszódi & Tay-
lor, 1996).
4. Construction des chaînes latérales.
L’analyse de la conformation des chaînes latérales attira rapidement l’attention des
chercheurs. Dès 1970, Chandrasekaran montra que les chaînes latérales occupent des
positions privilégiées compatibles avec les conformations éclipsées et trans des composés
chimiques (Chandrasekaran & Ramachandran, 1970). L’analyse des chaînes latérales
dans les protéines révèla que leur conformation est représentative de celles trouvées
dans les acides aminés isolés (Gelin & Karplus, 1975) et que la position gauche plus (-
60) est la plus favorable (Janin et al., 1978). La conformation des chaînes latérales est
principalement gouvernée par des considérations stériques (Bhat et al., 1979) et une cer-
taine dépendance vis-à-vis de la conformation de la chaîne principale est perceptible (Ja-
nin et al., 1978).
Ces informations ont conduit Richards à définir la conformation des chaînes latérales
par une combinaison d’angles dièdres préférenciels (appelés rotamères) observés dans
les protéines autour d’un seuil de 30degrés (figure 9, Ponder & Richards, 1987). Il a été
montré que les rotamères dépendent de la conformation de la chaîne principale (Dun-
brack & Karplus, 1993 ; Dunbrack & Cohen, 1997). L’utilisation des rotamères a permis
de simplifier la modélisation des chaînes latérales dans les protéines en réduisant l’es-
pace conformationnel à cribler bien qu’il ne soit pas certain que les rotamères couvrent
tout l’espace conformationnel (Schrauber et al., 1993). En pratique une technique
Représentation du dictionnaire de rotamères présent dans le programme XFIT. Les rotamères provi-
ennent de l’étude de Tufféry et al., 1991. Seuls les trois rotamères les plus favorables sont représentés
pour plus de clarté. A gauche se trouve l’arginine, la chaîne se poursuit vers la droite dans l’ordre
décroissant de l’alphabet des acides aminés à trois lettres (Arg, Asn, Asp...). Figure construite par In-
sightII.
Figure 9: Exemple d’un dictionnaire de rotamères.
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d’échantillonnage est couplée à une base de données de rotamère, par exemple : l’algo-
rithme génétique (Tufféry et al., 1991 ; Tufféry et al., 1997), la simulation Monté Carlo
(Laughton, 1994a), la minimisation (Dunbrack & Karplus, 1993 ; Chinea et al., 1995 ;
Bower et al., 1997) ou encore une technique mixte qui utilise des informations sur l’en-
vironement de la chaîne latérale modélisée (Ogata & Umeyana, 1997 ; Ogata & Umeya-
ma, 1998). Il a été montré que la modélisation des chaînes latérales combinant
l’utilisation de rotamères avec une optimisation en présence d’un terme d’énergie de sol-
vatation obtenait de meilleurs résultats qu’en phase gazeuse (Cregut et al., 1994). Les
résultats montrent que les angles 1 sont correctement prédit à 75%, bien que la notion
de succès soit difficile à évaluer.
Deux techniques innovatrices déterminent la conformation des chaînes latérales par des
techniques de criblages de rotamères. La première utilise un algorithme mathématique
(DEE, Dead End Elimination) qui élimine les conformations de rotamères incompatibles
entres deux chaînes latérales en contact (Desmet et al., 1992). Des extensions ainsi que
des variantes ont été également proposées (Goldstein, 1994 ; Tanimura et al., 1994 ; De
Maeyer et al., 1997 ; Lasters et al., 1997). La seconde technique utilise une approche
basée sur les champs moyens qui permet de déterminer les rotamères ayant l’énergie la
plus favorable au sein d’une matrice conformationnelle comportant tous les rotamères
possibles à chaque chaîne latérale (Koehl & Delarue, 1995).
La technique de construction la plus pratiquée cependant est celle proposée par Sutcliffe
qui consiste à transférer la conformation des chaînes latérales identiques de la structure
parente vers la structure cible, alors que pour les résidus moins homologues la confor-
mation de la structure cible est placée de manière à superposer au mieux celle de la
structure parente (Sutcliffe et al., 1987). L’optimisation des chaînes latérales est assuré
par ces cycles de minimisation où généralement la position des chaînes latérales con-
servées sont restraintes dans leurs positions d’origine (Summers & Karplus, 1989 ;
Schiffer et al., 1990).
Les chaînes latérales peuvent également être construites par des techniques stochas-
tiques comme la simulation MC à basse température (Shenkin et al., 1996) ou en recuit
simulé (Lee & Subbiah, 1991), la simulation MD à haute température (3000K, Laugh-
ton, 1994b) avec cependant de moins bons résultats. Une recherche systématique de l’es-
pace conformationnel suivi de minimisations a également été proposé (Eisenmenger et
al., 1993). Les résultats sont aussi satisfaisant que les techniques basées sur les rota-
mères.
5. Construction des insertions/suppressions.
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Il est rare de trouver des exemples de modélisation de suppressions. Il est naturellement
estimé qu’il est plus facile d’éliminer que d’ajouter. En général les suppressions sont ef-
fectuées manuellement grâce à un programme graphique et leur sort dépend largement
du type de minimisation employé.
La modélisation des boucles (insertions) est la seconde grande difficulté de cette disci-
pline. Les raisons sont nombreuses : les boucles sont exposées au solvant et par con-
séquent plus flexibles que le coeur de la protéine, la détermination de la conformation
des boucles par RX ou RMN est moins précise que pour le coeur et enfin la majorité des
méthodes de prédiction ne prennent pas en compte l’effet du solvant dans la conforma-
tion des boucles (figure 10).
Une méthodologie consiste à cribler la base de données de structures en fonction de
critères géometriques (souvent distances). La difficulté majeure concerne l’insertion de
la boucle dans le modèle. En pratique on superpose les extrémités de la boucles sur les
extrémités de la protéine cible. Il est donc nécessaire de chercher une boucle ayant une
longeur plus grande, en général un résidu à chaque extrémité de la boucle (si on désire
Alignement final entre le domaine C2 du FVa et du domaine de liaison de la galactose oxidase. On
compte huit "insups" comparés aux 18 présentées par une technique d’alignement automatique stan-
dard (cf figure 6). L’alignement multiple avec le facteur de coagulation VIIIa fut aussi très utile. Les
"insups" sont localisées uniquement dans les boucles (ligne verte). Les brins de feuillets sont
représentés par des flèches.
Figure 10: Insertions et suppressions à modéliser dans le domaine C2 du factor Va.
SCSMPLGMESKAISDAQITASSYFTNMFAT.WSPSKARLHLQGRSNAWRPQV....NNP.KE  2228  
GCSTPLGMENGKIENKQITASSFKKSWWGDYWEPFRARLNAQGRVNAWQAKA....NNN.KQ  2093
.ASAPIGSAISRN...NWAVTCDSAQSGNECNKAIDG.....NKDTFWHTFYGANGDPKPPH  52
                          
WLQVDFQKTMKVTGVTTQGVKSLLTSMYVKEFLISSSQDGHQWT  2272
WLEIDLLKIKKITAIITQGCKSLSSEMYVKSYTIHYSEQGVEWK  2137 
TYTIDMKTTQNVNGLSMLPRQDGNQNGWIGRHEVYLSSDGTNWG  97
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une boucle de cinq résidus, il faut cribler la banque pour une boucle de sept résidus). La
complication est qu’il n’y a aucune guarantie que la conformation des deux résidus ad-
ditionnels soit corrélée à la conformation de la boucle (Tramontano & Lesk, 1992).
Un algorithme génétique a été utilisé pour cribler une base de données de tetrapeptides
grâce à un alphabet d’angles dièdres virtuels en C (Ring & Cohen, 1994). Une approche
par les clusters a également été employée (Fechteler et al., 1995). La combinaison d’une
homologie de séquence à la structure secondaire des résidus voisins a été utilisée pour
cribler la base de données (Rufino et al., 1997). Les résultats obtenus par ces techniques
sont satisfaisants pour les boucles courtes (7 résidus) en raison de la saturation de la
PDB pour cette taille (Fidelis et al., 1994). Malheureusement, comme nous l’avons in-
diqué une boucle de sept résidus signifie que l’on ne peut modéliser précisément que des
boucles de cinq résidus au plus.
Une autre méthodologie consiste à construire les boucles par une recherche conforma-
tionnelle plus ou moins intensive. Les algorithmes de recherche systématique ont l’in-
convénient de recourir à la cyclisation de la boucle (Moult & James, 1986 ; Bruccoleri,
1993). Le premier algorithme génère la conformation de la boucle simultanément du
côté N et C terminal, la cyclisation est un des paramètres intégrés au criblage des con-
formations générées (Moult & James, 1986). Le second algorithme génère la conforma-
tion de la boucle pour N-3 résidus, les trois derniers résidus étant cyclisés par la
technique analytique de Go et Scheraga (1970). La simulation de Monté Carlo en recuit
simulé a été employée par plusieurs groupes qui varient en fonction du choix de la con-
formation de départ de la boucle soit par une conformation aléatoire soit par une confor-
mation étendue (Higo et al., 1992 ; Carlacci & Englander, 1993 ; Collura et al., 1993 ;
Carlacci & Englander, 1996). Grâce à une technique de déformation sur sept résidus, il
est possible de modéliser une boucle sur le principe de la minimisation globale d’énergie
qui consiste à sélectionner de manière cyclique les boucles ayant la plus faible énergie
(Dudek & Scheraga, 1990). Les deux méthodes suivantes présentent l’avantage d’éviter
l’étape de cyclisation. La première utilise le principe de la relaxation graduée des liai-
sons covalentes. En traçant une droite entre les deux extrémités de la boucle et en y pla-
cant les atomes à intervales réguliers, il est possible de construire une boucle par
minimisation en augmentant graduellement la taille des liaisons covalentes (Zheng et
al., 1993a ; Zheng et al., 1993b ; Rosenbach & Rosenfeld, 1995). La seconde utilise une
base de données de dipeptides couvrant les angles dièdres i,i+1 les plus fréquent au
sein de la carte de Ramachandran. En utilisant le recouvrement des angles i on évite
ainsi la cyclisation (Sudarsanam et al., 1995). Ces techniques de recherches ont obtenu
de bons résultats et bien qu’il ait été montré que les fonctions énergétiques employées
sont appropriées, la technique d’échantillonnage est le point sensible de ces techniques.
6. Optimisation du modèle.
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L’optimisation est une étape importante puisqu’elle peut déformer un bon modèle en un
modèle médiocre. Généralement, l’optimisation se pratique de paire avec la visualisa-
tion et l’analyse géometrique du modèle. Dans un premier temps nous allons décrire les
techniques qui permettent d’analyser les modèles en indiquant les régions où la proba-
bilité d’erreur est importante. Ensuite, nous présenterons diverses techniques d’optimi-
sation incluant la minimisation par mécanique moléculaire suivi de conseils pratiques.
a. Analyse d’un modèle moléculaire.
On considère trois niveaux d’analyse : 1) repliement, 2) énergétique, 3) géométrique.
Au niveau du repliement il existe certaines mesures caractéristiques de la conformation
des protéines comme le nombre d’Ooi (nombre de C présents dans une sphère de rayon
r, Nishikawa & Ooi, 1980), le nombre de contacts hydrophobes à l’intérieur des protéines
(deux fois plus nombreux chez les protéines natives comparées aux protéines mal-
repliées, Bryant & Amzel, 1987), le rayon de giration (R2 = 6.9 + 0.967 N où N est le nom-
bre de résidus, Robson et al., 1987), la surface accessible au solvant (As = 6.3 M0.73 où
M est la masse moléculaire pour des protéines ayant une taille comprise entre 4000-
35000 Da, Miller et al., 1987), le nombre de résidus exposé à la surface (57% hydrophobe,
24% polaire, 19% chargé, Miller et al., 1987), le nombre de résidus enfoui (58% hydro-
phobe, 39% polaire, 4% chargé, d’autre part, pour des petites protéines 15% des résidus
sont complètement enfoui alors que 32% le sont pour de plus grandes protéines, Miller
et al., 1987), ou encore la relation entre l’énergie de solvatation et la taille de la protéine
( SFE = 15.30 - 1.13N où N est le nombre de résidus, Chiche et al., 1990).
Au niveau énergétique on distingue deux approches : la première est d’origine statis-
tique et la seconde d’origine thermodynamique. Au niveau statistique, les programmes
et les potentiels de "threading" ont été appliqués à l’analyse quantitative de repliement
avec une matrice de type 3D-1D, par exemple (Lüthy et al., 1992 ; Kocher et al., 1994)
ou encore grâce a une fonction basée sur la distance inter-atomique (Samudrala &
Moult, 1998). Les fonctions de potentiels d’énergie sont utilisées très fréquemment pour
estimer la stabilité des protéines. Les fonctions qui incluent l’effet de solvant sont de très
bons indicateurs puisqu’elles prennent en compte les deux composantes énergétiques les
plus défavorables à la stabilité des protéines à savoir l’enfouissement de résidus chargés
dans le coeur des protéines et l’exposition de résidus hydrophobe à la surface des pro-
téines (Novotny et al., 1988). Il a été toutefois observé que certaines fonctions avaient
des résultats plus ou moins bons que d’autres en fonction du type de protéine analysée
(Park et al., 1997). Par conséquent, il est certainement plus prudent d’utiliser plusieurs
fonctions énergétiques dans le but d’obtenir des résultats optimaux.
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Au niveau géometrique, il a été montré que la qualité des structures cristallines aug-
mentait avec leur résolution. Les critères géometriques pris en compte sont les angles
dièdres de la chaîne principale (,), des chaînes latérales () et la liaison peptidique (),
l’angle dièdre  des prolines, la longueur des liaisons hydrogène et la chiralité des ponts
disulfures (figure 11, Morris et al., 1992). L’analyse de ces paramètres est grandement
facilité par le programme automatique PROCHECK (figure 12, Laskowski et al., 1993).
Représentation schématique
des angles dièdres de la
chaîne principale sur un di-
peptide. L’angle  de la liai-
son peptidique est ma-
joritairement trans (180
degré) sauf pour certaines
prolines (0degré). Les an-
gles dièdres préférentiels
pour  sont représentés
dans la figure 12. Figure con-
struite par CHEMDRAW.
Figure 11: Représentation schématique des angles dièdres de la chaîne principale.
Exemple de carte de Ram-
achandran produit par le
programme PROCHECK.
Un modèle est considéré
"bon" lorsque plus de 90%
des angles dièdres  sont
localisés dans les régions les
plus favorables (rouge). En
modélisation, il est plus con-
venable d’admettre qu’un
modèle est bon lorsque le
pourcentage d’angles diè-
dres  est voisin de celui
de la protéine parente.
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Certains paramètres ont été affinés récemment comme l’angle dièdre  où une plus
grande déviation de la moyenne (179.6deg) est observée (6 au lieu de 3 auparavant,
MacArthur & Thornton, 1996) ou encore par l’étude de résidus déviant des régions fa-
vorables de la carte de Ramachandran en raison de tournants de type  et II’, principale-
ment composés de petits acides aminés polaires ou chargés (Gunasekaran et al., 1996).
L’utilisation des pseudo-angles dièdres C peut se révéler utile (Oldfield94, Kleywegt,
1997). Il est clair que pour la modélisation par homologie les critères géométriques sont
les plus précieux bien qu’il soit dangereux dans l’absolue de suivre à tout prix ces
critères puisqu’ils peuvent éventuellement fermer la porte à de nouvelles conformations
(Eu 3D, 1998).
b. Techniques de minimisations.
La minimisation est un procédé mathématique qui essaie de trouver l’énergie minimum
globale pour une fonction arbitraire. En mécanique moléculaire cette fonction arbitraire
est appelé un champ de potentiels (communément appelé champ de forces). En 1961,
Hendrickson montra qu’il était possible de calculer l’énergie d’une molécule par une
méthode informatique (Hendrickson, 1961). L’idée évolua pour dévenir un "champ de
force de valence" où les fonctions calculent l’énergie d’une molécule en termes de distor-
sions de la géométrie ajoutés à la somme des interactions entre atomes non liés de
manière covalente (Ermer, 1976). La formulation la plus simple, sans termes croisés, est
la suivante :
Les termes avec un indice o correspondent aux valeurs géométriques de référence (ou à
l’équilibre). Les constantes énergétiques K? représente l’énergie nécessaire pour déform-
er les paramètres de leurs positions d’équilibre. Pour l’angle dièdre, n indique la périod-
icité. Les quatre permiers termes déterminent la déformation de la longueur de la
liaison covalente (bond, b), de l’angle de liaison (angl, ), de l’angle de torsion (dihe, ) et
de la planéité (impr, , figure 13). Les deux derniers termes concernent les interactions
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d’atomes non-liés selon un potentiel de Lennard-Jones (potentiel 12-6) et un potentiel
électrostatique (Coulombien où D est la constante diélectrique). Dans le champ de po-
tentiels XPLOR (dérivé de CHARMM,Brooks et al., 1983), par exemple,  est la profon-
deur du puits énergétique et ro la distance minimale entre deux atomes identiques (qui
est reliée au rayon de van der Waals par la relation 2Rvdw = ro 2
1/6) (Brünger, 1992).
Il exite un grand nombre de champ de potentiels (ECEPP/2, Momany et al., 1975, MM3,
Li et al., 1991, TRIPOS5.2, Clark et al., 1989, GROMOS, van Gunsteren et al., 1987,
DREIDINGII, Mayo et al., 1990) où certains incluent des termes spécifiques comme des
termes croisés (CVFF, Hagler et al., 1974), des termes pour la liaison hydrogène (AM-
BER, Weiner et al., 1986), des termes précis pour les molécules d’eau (OPLS, Jorgensen
& Tirado-Rives, 1988). La première minimisation de modèle moléculaire fut réalisée
dans le groupe de Scheraga (Warme et al., 1974).
L’optimisation d’un modèle moléculaire comporte souvent des cycles de minimisation
(en phase gazeuseuse), des simulations de Monté Carlo ou de dynamique moléculaire
(Garnier, 1990). L’ajout de molécules d’eau explicitement dans le système est encore trop
couteux en temps de calcul mais il est possible d’incorporer des termes de solvatation im-
plicite (Abagyan et al., 1994 ; Cregut et al., 1994). Une méthode originale d’optimisation
a été proposée par Cachau dans laquelle une carte de densité électronique (basse réso-
lution, ~6Å) fut calculée à partir de la protéine parente ce qui permit de contraindre la
dynamique moléculaire. Des factors d’agitation thermique ont pu être calculé grâce à
l’analyse de la déviation des atomes durant la simulation (B = 82/3 <RMSD>, Cachau
Définition des valeurs
géométriques calculées dans
un champ de potentiels cova-
lent. Le schéma de droite in-
dique le sens positif de
rotation d’un angle dièdre.
Figure construite par
CHEMDRAW.















Le grand danger de l’optimisation par mécanique moléculaire est d’être convaincu que
des cycles de minimisations vont améliorer la qualité d’un modèle. En pratique, quelque
soit la méthode de minimisation, la structure finale sera toujours très proche de la struc-
ture de départ. Une inversion de chaîne latérale ne se produira jamais par exemple (re-
monté contre le gradient). Les techniques de simulations stochastiques permettent de
plus grands mouvements mais leur efficacité est limitée. La raison principale est due à
la nature même de la minimisation qui optimise l’énergie totale de la molécule. Par con-
séquent il est très fréquent d’observer qu’une minimisation intensive sacrifie certains
termes énergétiques aux dépens d’autres plus favorables au niveau global. C’est le cas
des interactions électrostatiques, qui en phase gazeuse (constante diélectrique=1), dom-
ine très nettement la minimisation. Puisqu’en pratique, on n’utilise que rarement un
système hydraté, les interactions électrostatiques sont souvent ôtées du champ de po-
tentiels, à l’exception de la minimisation des atomes d’hygrogène dans le but de prendre
en compte la nature électrostatique des liaisons hydrogène.
Il apparaît clairement que l’utilisation d’un champ de potentiels incluant tous les
atomes (y compris les hydrogènes) est crucial au succès de la minimisation. Il est parti-
culièrement important d’établir le mieux possible l’état de protonation de certains rési-
dus en particulier les histidines.
L’expérience personnelle acquise indique que l’optimisation doit toujours être partielle
et contrôlée. Le contrôle s’effectue en imposant des contraintes sur la position des
atomes de la chaîne principale par exemple. L’optimisation partielle indique que si la po-
sition des atomes de la chaîne principale doit être optimisée (après une modélisation
d’"insups" par exemple) alors seule la région concernée doit être optimisée. Il faut être
conscient que l’on travaille en trois dimensions et que par conséquent des résidus éloi-
gnés dans la séquence peuvent se trouver très proche de l’"insups" et par conséquent
doivent être inclus dans l’optimisation.
Le recours à la dynamique moléculaire en phase gaseuze est à éviter autant que possible
(figure 14). Dans certaines situations, où la conformation insatisfaisante d’une boucle ne
peut être résolue ni manuellement ni par minimisation, le recours à la dynamique
moléculaire locale est nécessaire. Dans tous les cas, une visualisation constante de
chaque étape de modélisation est impérative. Plusieurs cycles d’affinements sont néces-
saires et consistent d’une étape d’optimisation, des étapes de visualisation et des étapes
de modifications manuelles de la conformation du modèle.
7. Modélisation des régions variables d’anticorps.
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7. Modélisation des régions variables d’anticorps.
La modélisation des anticorps est une technique particulière. En effet, bien que chaque
séquence d’anticorps (identité > 50%) génère une spécificité differente, la structure des
anticorps est particulièrement très conservée même dans les boucles de surfaces (figure
4).
Par anticorps, on sous-entend la partie variable des anticorps sitée à l’extrémité de la
molécule (figure 15). Ces régions variables (Fv) sont composées de deux chaînes, une
légère (VL) et une lourde (VH), d’environ 110 résidus pour VL et 120 pour VH. Le site
de reconnaissance du Fv, qui inclue presque toute les divergences de séquence entre dif-
férents anticorps, est composé de six boucles hypervariables (CDRs ou complemantary




spécifique de la prostate par
dynamique moléculaire
(Villoutreix et al., 1994). Le
brin qui positionne le sub-
strat a dévié suffisamment
pour empêcher l’assemblage
du peptide substrat. D’au-
tres déviations (par rapport
aux molécules parentes) sont
indiquées par des flèches
blanches. Figure construite
par Molscript et Raster3D.










L’homologie structurale a pour conséquence qu’il n’est plus nécessaire de définir les ré-
gions structuralement conservées comme pour les techniques classiques de modélisa-
tion. En effet, les séquences sont aisement alignées, si bien qu’un dictionnaire
d’alignements existe (figure 16, Kabat et al., 1977). La numérotation des résidus est sou-
vent référée sous le terme Kabat, signifiant que les régions constantes de tous les Fv ont
la même numérotation et que les CDRs (boucles) sont définies par des blancs ou des
lettres lors d’insertions (par exemple le CDR L1 commence au résidu 26 et fini au résidu
32, incluant ou non des insertions au niveau du résidu 27, tels que 27A, 27B...). La
modélisation d’anticorps doit atteindre un niveau de précision unique pour être utile.
L’utilité est défini par la possibilité d’assembler l’antigène dans le site de reconnaissance
du Fv et de prédire quels résidus seront en contact avec l’antigène. Par conséquent la
modélisation correcte des CDRs est cruciale.
Le premier modèle d’anticorps fut le MOPC-315, un anti-haptène, basée sur la chaîne
principale de McPC603 (Padlan et al., 1976). Le CDR L1 fut pris du dimère de chaîne
légère MCG, les CDRs L2, L3, H1 et H2 proviennent de la molécule parente (McPC603)
Représentation en tube
de la chaîne principale
d’une immunoglobuline
G. Une des chaînes lour-
des (H) est tracée en bleu
et une des chaînes légères
(L) en rouge. Chaque
chaîne est constituée de




gène est localisé à l’ex-
trémité N terminale de la
molécule (CDRs en
blanc). La modélisation
ne concerne que le do-
maine qui porte les
CDRs, c’est-à-dire le Fv
(dessiné en mauve avec
les ponts disulfures en
jaune). Figure construite
par AVS.
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                                                     L1
                     1                        |----------------|        50
                     1          11       20   24 --------------34       44
1IGC        MOPC21l  NIVMTQSPKS MSMSVGERVT LTCKASENVV ......TYVSWYQQKPEQSP
3MCG           Mcgl  ZSALTQPPS. ASGSLGQSVT ISCTGTS... SDVGGYNYVSWYQQHAGKAP
2RHE           Rhel  ESVLTQPPS. ASGTPGQRVT ISCTGSA... TD.IGSNSVIWYQQVPGKAP
1REI           Reil  DIQMTQSPSS LSASVGDRVT ITCQASQ... ...DIIKYLNWYQQTPGKAP
7FAB          Newml  ASVLTQPPS. VSGAPGQRVT ISCTGSS... SNIGAGHNVKWYQQLPGTAP
2FB4           Koll  ESVLTQPPS. ASGTPGQRVT ISCTGTS... SN.IGSITVNWYQQLPGMAP
8FAB           HILl  ..ELTQPPS. VSVSPGQTAR ITCSANA.LP .....NQYAYWYQQKPGRAP
1IND+       cha2551  ZAVVTQESA. LTTSPGETVT LTCRSST... GAVTTSNYANWVQEKPDHLF
1NGP+         N1G9l  QAVVTQESA. LTTSPGETVT LTCRSST... GAVTTSNYANWVQEKPDHLF
1GIG          HC19l  QAVVTQESA. LTTSPGETVT LTCRSST... GAVTTSNYANWVQEKPDHLF
1MFA+      Se155-4l  QIVVTQESA. LTTSPGETVT LTCRSST... GTVTSGNHANWVQEKPDHLF
1YUH          1YUHl   AVVTQESA. LTTSPGETVT LTCRSST... GAVTTSNYANWVQEKPDRLF
1A6U                  AVVTQESA. LTTSPGETVT LTCRSST... GAVTTSNYANWVQEKPDHLF
1FOR         17-1Al  QIVLTQSPAI MSAFPGEKVT ITCSATS... ....SVNYMHWFQQKPGTSP
3HFL+         Hel5l  DIVLTQSPAI MSASPGEKVT MTCSASS... ....SVNYMYWYQQKSGTSP
1A6T       Mab1-1al  QSVLSQSPAI LSASPGEKVI MTCSPSS... ....SVSYMQWYQQKPGSSP
1AY1           TP7l  DIQMTQSPAI MSASPGEKVT MTCSASS... ....SVSYMYWYQQKPGSSP
1MIM        CHI621l  QIVSTQSPAI MSASPGEKVT MTCSASS... ....SRSYMQWYQQKPGTSP
2FBJ          J539l  EIVLTQSPAI TAASLGEKVT ITCSASS... ....SVSSLHWYQQKSGTSP
1CLO          A5B7l  QTVLSQSPAI LSASPGEKVT MTCRASS... ....SVTYIHWYQQKPGSSP
3HFM         Hel10l  DIVLTQSPAT LSVTPGNSVS LSCRASQ... ...SIGNNLHWYQQKSHESP
1OPG          OPG2l  DELLTQSPAT LSVTPGDSVS LSCRASQ... ...SISNNLHWYQQKSHESP
1MLC+        D44.1l  DIELTQSPAT LSVTPGDSVS LSCRASQ... ...SISNNLHWYQQKSHESP
1GC1                 ELELTQSPAT LSVSPGERAT LSCRASE... ...SVSSDLAWYQQKPGQAP
1JRH            A6l  SVEMTQSPSS FSVSLGDRVT ITCKASE... ...DIYNRLAWYQQKPGNAP
1OSP         184.1l  DIQMSQSSSS FSVSLGDRVT ITCKASE... ...DIYSRLAWYQQKPGNAP
1BBJ         B72.3l  DIQMTQSPAS LSVSVGETVT ITCRASE... ...NIYSNLAWYQQKQGKSP
1FVC+       4D5huml  DIQMTQSPSS LSASVGDRVT ITCRASQ... ...DVNTAVAWYQQKPGKAP
1VGE         TR1.9l  ELVMTQSPSS LSASVGDRVN IACRASQ... ...GISSALAWYQQKPGKAP
1FIG           1F7l  ENVLTQSPAI MSASPGEKVT MACRASS... ..SVSSTYLHWYQQKSGASP
1A2Y          D1.3l  DIVMTQSQKF MSTSVGDRVS ITCKASQ... ...NVGTAVAWYQQKPGQSP
6FAB          3671l  DIQMTQIPSS LSASLGDRVS ISCRASQ... ...DINNFLNWYQQKPDGTI
1KNO+       CNJ206l  QIQMTQSPSS LSASLGERVS LTCRASQ... ...EISGYLSWLQQKPDGTI
1GAF+         48G7l  DIQMTQSPSS LSASLGERVS LTCRASQ... ...EINGYLGWLQQKPDGTI
1GHF        GH1002l  DIQMTQTTSS LSASLGDRVT ISCRESQ... ...DISNSLNWYQQKPDGTV
1DVF          E5.2l  DIQLTQSPSS LSASLGDRVT ISCRASQ... ...DISNYLNWYQQKPDGTV
1IKF           R45l  DIQMTQTTSS LSASLGDRVT ISCRASQ... ...DISTYLNWYQQKPDGTV
1JHL        D11.15l  DIELTQSPSY LVASPGETIT INCRASK... ...SISKSLAWYQEKPGKTN
1EAP          17E8l  DIELTQSPSS LSASLGGKVT ITCKASQ... ...DIKKYIGWYQHKPGKGP
1NCA+         NC41l  DIVMTQSPKF MSTSVGDRVT ITCKASQ... ...DVSTAVVWYQQKPGQSP
12E8                 DIVMTQSQKF MSTSVGDRVS ITCKASQ... ...NVGTAVAWYQQKPGQSP
1AXS                 ELVLTQSPSS MYASLGERVT ITCKASQ... ...DINSYLNWFQQKPGKSP
1FGV        H52huml  DIQMTQSPSS LSASVGDRVT ITCRASQ... ...DINNYLNWYQQKPGKAP
1IAI       409.5.3l  DIQLTQSPAF MAASPGEKVT ITCSVSS... ..SISSSNLHWYQQKSETSP
1GGC+         50.1l  DIVLTQSPGS LAVSLGQRAT ISCRASESVD ..DDGNSFLHWYQQKPGQPP
1AFV          25.3l  DIVLTQSPAS LAVSLGQRAT ISCRASESVD ..NYGISFMNWFQQKPGQPP
1ACY          50.9l  DIVMTQSPAS LVVSLGQRAT ISCRASESVD ..SYGKSFMHWYQQKPGQPP
1IBG         40-50l  .IVLTQSPAS LAVSLGQRAT ISCRASKSVS TS..GYSHIHWYQQKPGQPP
1NMB+         NC10l  DIVLTQSPSS LAVSLGQRAT ISCRASQSVS TS..SFRYMHWYQQKPGQPP
1YEC+         D2.3l  DIVMTQSPLT LSVTIGQPAS ISCKSSQSLL YS.NGKTYLNWLLQRPGQSP
1HYX(DMV)      6D9l  ELVMTQTPLS LPVSLGDQAS ISCRSSQTIV HS.NGDTYLDWFLQKPGQSP
1RMF          R6.5l  DVVMTQSPLS LPVSLGDQAS ISCRSSQSLV HS.NGNNYLHWYLQKSGQAP
1FPT            C3l  DVVMTQTPLS LPVSLGDQAS ISCSSSQSLV HS.NGKTYLHWYLQKPGQSP
1PLG          1PLGl  DVVMTQTPLS LPVSLGDQAS ISCRSSQSLV HS.NGNTYLYWYLQKPGQSP
1TET          TE33l  DVLMTQTPLS LPVSLGDQAS ISCKSSQSIV HS.GGNTYFEWYLQKPGQSP
1IGI         26-101  DVVMTQTPLS LPVSLGDQAS ISCRSSQSLV HS.NGNTYLNWYLQKAGQSP
....          Bv331  DVVMTQTPLS LPVSLGDQAS ISCRSSQSLV HS.NGNTYLHWYLQKPGQSP
1FLR        4-4-20l  DVVMTQTPLS LPVSLGDQAS ISCRSSQSLV HS.QGNTYLRWYLQKPGQSP
1DBB+          Db3l  DVVMTQIPLS LPVNLGDQAS ISCRSSQSLI HS.NGNTYLHWYLQKPGQSP
1MRD+       JEL103l  DVVMTQTPLS LPVSLGDQAS ISCRSSQSLV HS.NGNTYLHWYLQKPGQSP
1NBV+      Bv04-01l  DVVMTQTPLS LPVSLGDQAS ISCRSSQSLV HS.NGNTYLHWYLQKPGQSP
1CFV          4155l  DIELTQSPPS LPVSLGDQVS ISCRSSQSLV SN.NRRNYLHWYLQKPGQSP
2JEL         JEL42l  DVLMTQTPLS LPVSLGDQAS ISCRSSQSIV HG.NGNTYLEWYLQKPGQSP
2H1P                 DVVMTQTPLS LPVSLGDPAS ISCRSSQSLV HS.NGNTYLHWYLQKPGQSP
1NLD          1583l  DVVMTQTPLT LSVTIGQPAS ISCKSSQSLL DS.DGKTYLNWLLQRPGQSP
2CGR          1CGSl  ELVMTQSPLS LPVSLGDQAS ISCRPSQSLV HS.NGNTYLHWYLQKPGQSP
1A4J                 ELVMTQTPLS LPVSLGDQAS ISCRSSQSLV HS.NGNTYLHWYLQKPGQSP
1AXT         33F12l  ELVMTQTPLS LPVSLGDQAS ISCRSSQSLV HS.YGNTFLNWYLQKSGQSP
1CLY+        CBR96l  ..LMTQIPVS LPVSLGDQAS ISCRSSQIIV HN.NGNTYLEWYLQKPGQSP
1CLZ         MBR96l  DVLMTQIPVS LPVSLGDQAS ISCRSSQIIV HN.NGNTYLEWYLQKPGQSP
1IGF+        B13i2l  DVLMTQTPLS LPVSLGDQAS ISCRSNQTIL LS.DGDTYLEWYLQKPGQSP
1KEM+         28B4l  DVLMTQTPLS LPVSLGDQAS ISCRFSQSIV HS.NGNTYLEWYLQKSGQSP
1HIL          17/9l  DIVMTQSPSS LTVTAGEKVT MSCTSSQSLF NSGKQKNYLTWYQQKPGQPP
1A3R+          8F5l  DIVMTQSPSS LTVTTGEKVT MTCKSSQSLL NSRTQKNYLTWYQQKPGQSP
1MCP+         1mcpl  DIVMTQSPSS LSVSAGERVT MSCKSSQSLL NSGNQKNFLAWYQQKPGQPP
Exemple d’alignement mul-
tiple de séquences d’anti-
corps indiquant leur très
grande homologie dans le re-
pliement des immunoglobu-
lines.
Les variations se localisent
principalement dans les bou-
cles chargées de reconnaitre
l’antigène, les CDRs (içi,
seulement le CDR L1 est
représenté).
La première colonne indique
le code du fichier PDB asso-
cié à la séquence. Le signe +
indique qu’il existe plusieurs
structures pour cette
séquence. La seconde col-
onne indique le nom com-
mun de l’anticorps s’il est
connu.
Figure 16: Variation de séquences autour du CDR L1 d’anticorps.
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bien que des ajustements furent nécessaire pour H1 (insertion) et pour H2 (suppression
de trois résidus). Le CDR H3 provient d’un mélange entre McPC603 et le dimère de VL
NEW. Le modèle mécanique a permis de proposer un mode de liaison de l’haptène DNP
(Padlan et al., 1976). A partir de ce modèle on peut conclure que la modélisation des
CDRs est triviale puisque qu’ils proviennent tous d’autres anticorps et par conséquent,
ils ne requièrent ni cyclisation, ni simulation. Toutefois, si l’orientation des CDRs est
grandement facilitée, le positionnement des chaînes latérales est la clé du succès. Mal-
heureusement, même à l’heure actuelle avec plus d’une centaine de structures d’anti-
corps, le positionnement des chaînes latérales reste problématique.
Le second modèle fut le Fv J539, un anti-oligosaccharide construit à partir de McPC603
(Feldmann et al., 1981) affiné ultérieurement (Mainhart et al., 1984). D’autres modèles
incluent des Fv anti-lysozyme (Gloop1-5) contruits à partir de NEW (de la Paz et al.,
1986) ou encore HyHEL10 construit à partir de McPC603 (Smith-Gill et al., 1987), des
anti-oligosaccharides (W3129, 19.1.2) construits à partir de McPC603 et J539 (Padlan &
Kabat, 1988).
En 1986, Chothia démontra que la conformation des CDRs est relativement conservée
et que l’on peut prédire la conformation de cinq d’entre eux (à l’exception du CDR H3)
simplement par l’identification de certains résidus localisés à des positions clés dans la
structure (Chothia & Lesk, 1986). Cette technique a permis de modéliser la conforma-
tion de l’anticorps D1.3 (à partir de REI et de KOL) avant que sa structure soit expéri-
mentalement résolue. Le RMSD des CDRs fut de l’ordre de 0.5 à 2.07 Å (Chothia & Lesk,
1986). Ces conformations standards ont été nommées : conformations canoniques des
CDRs (Chothia & Lesk, 1987). Pour le CDR L1 avec une chaîne légère , un tournant de
type I est observé entre les résidus 26 et 29 alors que les résidus de 27 à 30B forment
une hélice irrégulière; de plus les résidus 25, 30, 33, 71 participent à la conformation de
ce CDR. Pour la chaîne  du CDR L1, les résidus entre 26 et 28 sont en conformation
étendue et les résidus 29-32 forment un tournant déformé de type II (résidus 2, 25, 33,
71 sont également important). La conformation du CDR L2 est très conservée sous la
forme d’un tournant à trois résidus. Le CDR L3 forme une liaison hydrogène entre les
résidus 92 et 95 de la chaîne , alors que les résidus 93-96 sont en conformation étendue
pour la chaîne  en raison de la présence d’une proline, à la position 95, qui possède une
liaison peptidique cis (si une proline apparaît à la position 94 alors un tournant serré est
observé). Le CDR H1 est caractérisé par l’enfouissement du résidu 29 contre les résidus
34, 72, 77, alors que le résidu 27 est partiellement enfoui contre le résidu 94. Le CDR H2
varie beaucoup en taille et forme : un tournant à trois résidus, à quatre résidus (sans
liaison hydrogène) ou un tournant serré à six résidus. Ces définitions ont été étendues
plus tard où le nombre des structures canoniques s’élève à 4 pour L1, 1 pour L2, 3 pour
L3, 2 pour H1 et 4 pour H2 (Chothia et al., 1989 ; Martin & Thornton, 1996). En terme
de modélisation, l’utilisation des structures canoniques est simple ; une fois identifié
8. Estimation en aveugle de la modélisation par homologie.
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l’appartenance du CDR à une classe canonique, il suffit de prendre le prototype de cette
classe comme CDR.
Pourquoi est-il aussi difficile de modéliser les CDRs d’anticorps alors que cinq d’entre
eux ont des conformations conservées et prédictibles ?
La réponse est simple : CDR H3. Le CDR H3 est le plus variable des CDRs à la fois en
taille (de 4 à 17 résidus) et en conformation. C’est pourquoi aucune structure canonique
n’a pu être identifiée. Mais la raison principale provient du fait de la position centrale
qu’occupe le CDR H3 par rapport au site de reconnaissance. Par conséquent, presque
tous les CDRs forment des contacts avec H3 et une erreur dans H3 sera propagée rapi-
dement chez les autres CDRs. Une autre difficulté provient du fait qu’en raison de la po-
sition centrale qu’occupe le CDR H3, il affecte très sensiblement l’orientation entre VL
et VH. Il a été montré que la flexibilité de l’interface VL-VH était un critère important
lors des changements conformationnels obervés lorsque l’antigène se lie à l’anticorps
(Pellequer et al, 1996).
Pour toutes ces raisons, la modélisation des sites de reconnaissance d’anticorps est pra-
tiquée de manière artisanale, où chaque anticorps à sa propre caractéristique et sa pro-
pre particularité de séquence, empêchant le développement de programmes
automatiques efficaces de prédictions bien que certains existent (Viswanathan et al.,
1995). Plusieurs programmes d’échantillonnage d’espace conformationnel ont été util-
isés pour modéliser les CDRs (Fine et al., 1986 ; Moult & James, 1986 ; Shenkin et al.,
1987 ; Bruccoleri et al., 1988 ; Mas et al., 1992). Une technique mixte de prédiction a été
proposée par Martin qui combine l’utilisation du programme d’échantillonnage CON-
GEN à une recherche dans les bases de données structurales (Martin et al., 1989 ; Mar-
tin et al., 1991). Un concept de modélisation a été introduit par Roberts où la
modélisation d’anticorps est affinée grâce à une base de données structurales d’anticorps
similaires (Roberts et al., 1994). Cette procédure a été appliquée pour modéliser plu-
sieurs anticorps (le Fv catalytique 43C9, Roberts et al., 1994, des anti-phosphocholine
T15 et D16, Chen et al., 1995 ; Brown et al., 1996, et un anti-diuron, Bell et al., 1995).
En raison du grand nombre de structures d’anticorps connus, il est désormais possible
d’analyser statistiquement la conformation du CDR H3 afin d’en déduire des règles de
modélisation (Shirai et al., 1996 ; Morea et al., 1998 ; Oliva et al., 1998). Cependant, la
présence d’exceptions empêche la généralisation de ces règles. Le développement d’une
technique basée sur les réseaux neuronaux ne fournit guère de solutions satisfaisantes
(Reczko et al., 1995).
8. Estimation en aveugle de la modélisation par homologie.
John Moult organisa en 1994 à Asilomar le premier meeting d’analyse du succès des
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techniques de modélisation (CASP: Critical Assessment of Structure Prediction) en four-
nissant la séquence protéique de molécules cibles pour lesquelles des structures cris-
tallines furent en cours de résolution. Au premier meeting, 13 laboratoires ont présenté
43 modèles pour les huit molécules cibles (figure 17). Un deuxième meeting s’est tenu à
Asilomar en 1996 où 19 laboratoires ont présentré 48 modèles pour les neuf molécules
cibles (figure 18). Le troisième meeting vient de s’achever en 1998. Les résultats des
meetings sont accessibles sur le web du centre CARB (http://iris4.carb.nist.gov/casp).
Les résultats des deux premiers meetings sont représentés dans les figures 17 et 18 et
sont publiés dans deux éditions spéciales du journal Proteins (vol 23, numéro 3 en 1995,
et Suppl. 1 en 1997). Sans surprise, les résultats indiquent que plus l’homologie est
grande meilleur est le modèle. La gamme d’erreur, très large pour des protéines ayant
des homologies entre 30 et 50%, fut inattendue. Une autre surprise est qu’il n’y a pas
vraiment de techniques gagnantes, certaines s’appliquent mieux à certaines protéines
que d’autres. (Mosimann et al., 1995 ; Martin et al., 1997).
Trois conclusions émergent de ces meetings : presque toutes les erreurs des modèles sont
dues à un mauvais alignement entre les séquences cibles et parentes ; les plus grandes
erreurs sont localisées dans les boucles ; plusieurs structures derivent nettement de la
structure parente indiquant une sur-optimisation.
En quelques lignes, voici les recommendations d’un des participants aux meetings
(Abagyan et al., 1997):
1) Prendre la structure parente la plus homologue possible.
2) Modifier l’alignement pour minimiser les insertions dans le coeur et la taille des "in-
sups".
3) Analyser la structure de la protéine parente et déterminer quelles sont les régions de
la chaîne principale qui peuvent dévier de leurs positions initiales.
4) Placer les chaînes latérales non homologues dans la configuration la plus probable
statistiquement (premier rotamère).
5) S’arrêter là.
8. Estimation en aveugle de la modélisation par homologie.
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Code Cible % id Taille RMSD (C) Parent
NM23 NDP kinase 77 148 0.53-1.18 1NDL
E5.2 Immunoglobulin domain 76 228 1.35-1.47 1FAI
Hpr Phosphocarrier protein 42 88 0.79-1.27 2HPR
CRABPI Lipocalin 41 136 2.01-3.72 2HMB
HFD Ferredoxin 40 128 9.94 1FXA
EDN RNase 35 134 2.85-5.22 6RSA
P450 Cytochrome 22 403 4.25-7.40 1CPT
Figure 17: Molécules cibles et résultats du meeting CASP1.
Code Cible % id Taille RMSD (C) Parent
T0001 Dihydrofolate reductase 34 162 1.89-3.75 7DFR
T0002 Threonine deaminase 22 514, 186 6.25 1WSY_B
T0003 Glucose permease 44 154 1.34-3.06 1GPR
T0004 Polyribonucleotide nucleoti-
dyltransferase
24 84 7.38 1CSP
T0009 Stellacyanin 26 108 2.28-2.81 2CBP
T0017 Gluthiaone transferase 85 217 0.41-2.69 2GST_A
T0024(1) UBC9 37 2.39-3.48 1AAK
T0024(2) UBC9 37 1AAK
T0027(1) Pectate lyase A 20 319 18.68 2PEC
T0027(2) Pectate lyase A 20 2PEC
T0028 Endoglucanase I 47 359 3.37-5.26 1CEL_A
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I. Développement de techniques d’analyses et d’évaluations énergétiques des protéines.
1. Outils d’analyse de la conformation des protéines.
a. Méthode originale pour calculer la compacité des atomes.
La reconnaissance d'un antigène par un anticorps requiert un contact intime entre les
chaînes latérales de chacun des partenaires. La comparaison entre les structures cris-
tallographiques d'anticorps dans leur forme libre ou complexée à leur antigène, révèle
des différences structurales dans la conformation de l'anticorps. Ces changements con-
formationnels sont variés en nature et en amplitude. En effet, on trouve des rotations
de chaînes latérales de 1 à 180 degrés, des mouvements de boucles hypervariables, ou
bien des changements dans l'orientation relative des domaines chaîne légère (VL) et
chaîne lourde (VH).
Dans le but d'étudier de manière quantitative ces changements conformationnels
(Pellequer et al. 1996) , nous avons développé un programme qui permet de calculer la
compacité des atomes dans une macromolécule. L'algorithme est innovateur puisqu'il
permet de détecter des changements conformationnels relatifs d'atomes ce qui n'est pas
possible par la méthode classique du calcul de la déviation des écarts quadratiques
moyens (RMSD) entre des atomes ayant une conformation A vis-à-vis d'atomes ayant
une conformation B. Notre méthode permet, non seulement d'identifier quels atomes se
rapprochent ou s'éloignent les uns des autres, mais également de calculer la surface de
contact gagnée ou perdue, lors du changement conformationnel. L'algorithme utilise
une sonde sphérique, de rayon déterminé par l'utilisateur, qui "roule" à la surface de
chaque atome de la molécule (figure 19). Lorsque notre sonde entre en contact avec un
atome voisin (non covalemment lié), on assigne un point de contact à cet atome (on con-
serve l'identité de l'atome contacté). A chaque point conservé on détermine une surface
de contact grâce à un coefficient multiplicateur qui dépend directement de la densité de
points sélectionnée par l'utilisateur. L'avantage de cette méthode est qu'elle ne requiert




b. Analyse des changements conformationnels à l’interface VL-VH.
Notre méthode permettant de calculer la compacité des atomes nous a permis d'étudier
les changements conformationnels se produisant à l’interface des chaînes légères et
lourdes (VL-VH) d’anticorps lors de la reconnaissance antigénique. Nous avons analysé
12 complexes d'anticorps dont on connaît à la fois la conformation liée et non liée à
l'antigène. Les résultats indiquent qu’il est possible de caractériser les changements
conformationnels de l’interface VL-VH sous trois formes : une interface moins com-
pacte, une interface plus compacte et une interface neutre. Lorsque des antigènes de
plus de 24 atomes, mais non protéiques, se lient aux anticorps, ils provoquent une
ouverture de l’interface (moins compacte) alors que des antigènes de moins de 24
atomes provoquent une fermeture de l’interface (plus compacte). Lorsque des proteines
se lient aux anticorps, elles ne provoquent pratiquement pas de changement de l’inter-
face VL-VH. Cette corrélation entre la taille de l’antigène et le type de changement con-
formationnel observé chez l’anticorps suggère que l’interface joue un rôle important
Les positions visitées par la sonde sont représentées en cyan. Seules les sondes qui contactent au
moins deux atomes non liés seront conservées ultérieurement. Pour chaque position conservée une
surface de contact est sauve-gardée. Figure construite par InsightII.
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dans le processus de la reconnaissance moléculaire. Puisque que notre outil d’analyse
nous permet d’obtenir des changements conformationnels sous forme de surface de con-
tacts, il est possible de traduire ces valeurs en terme d’énergie d’association. Les
valeurs indiquent qu’il est possible de perdre jusqu’à 3.4 kcal/mol entre VL et VH, soit
une diminition de l’affinité de l’ordre de 300 fois. Par conséquence on postule que des
mutations localisées à l’interface VL-VH (sans contact direct avec l’antigène) peuvent
moduler l’affinité d’un anticorps avec son antigène (figure 20). Il semble judicieux que
des techniques de criblage d’anticorps (banques de phages) incluent certains résidus
localisés à l’interface VL-VH dans le but d’accroître la diversité de leurs banques.
Résumé des changements majeurs qui se produisent à l’interface VL (magenta) et VH (cyan). Les
paires de résidus L44-H103, L95-H47, L96-H47, L87-H45, L98-H45 montrent les plus grands
changements parmi nos 12 anticorps analysés. Figure construite par InsightII.










2. Développement de fonctions énergétiques calculant l’énergie conformationnelle
(Article no1, annexe I).
Pellequer J.L. & Chen S.w.W. (1997).
Does conformational free energy distinguish loop conformations in proteins? Biophys. J. 73, 2359-2375.
Le but de cette étude était de pouvoir sélectionner les boucles d’une base de données
susceptibles d'avoir une conformation similaire à celles de boucles hypervariables
d'anticorps (CDRs) une fois introduites dans un anticorps. On a simulé une modélisa-
tion de boucles hypervariables en remplaçant celles d'un anticorps de structure connue
par les boucles de notre base de données. L’anticorps sélectionné, également appelé
structure native par opposition à une structure modèle, est le R45-45-11 dont la struc-
ture tridimensionnelle a été résolue dans le laboratoire d'Immunochimie de l’IBMC par
D. Altschuh.
La différence d’énergie conformationnelle, entre la structure modèle et la structure
native, en solution est égale à l’énergie conformationnelle en phase gazeuse (vide) plus
la différence d'énergie de solvatation. Le solvant est représenté par un modèle continu,
i.e. constante diélectrique de 80. L'énergie de solvatation est décomposée de la manière
suivante : une composante électrostatique et une composante non polaire. La contribu-
tion électrostatique est obtenue par la résolution de l'équation de Poisson-Boltzmann
dans l'espace tridimensionnel par une méthode numérique (FDPB). La contribution
non polaire (ou hydrophobe) est obtenue par le produit d'un coefficient d'énergie de
transfert d'une phase gaseuze vers un solvant aqueux (terme  = 0.005 kcal/mol/Å2) à la
surface totale accessible au solvant. Les charges atomiques de l'anticorps sont
"immergées" dans un milieu continu de faible constante diélectrique (=2) délimité par
la surface moléculaire de l'anticorps.
Nos résultats indiquent qu'il est possible de discriminer systématiquement par le cal-
cul de l’énergie conformationnelle en phase gazeuse les boucles ayant les plus faibles
RMSD comparées aux boucles “natives” de l’anticorps. On a montré que l'effet de solva-
tation est nécessaire dans certains cas pour discriminer les boucles ayant une confor-
mation incorrecte et une très faible énergie en phase gazeuse (e.g. CDRL1). Nous avons
également observé que l’ajout de l’énergie de solvatation peut être néfaste (e.g. CDRH3)
où des boucles ayant des enthalpies libres conformationnelles élevées en phase gazeuse
apparaissent les plus stables en solution, alors qu’elles n’ont aucun caractère commun
avec la boucle CDRH3 native. L’analyse quantitative de ce dernier phénomène est en
cours d’étude.
II. Modèles moléculaires à moyenne résolution : Etudes de mécanismes fonctionnels.
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II. Modèles moléculaires à moyenne résolution : Etudes de mécanismes fonctionnels.
1. Modélisation des domaines A du facteur de coagulation Va.
Ce projet consiste à étudier au niveau moléculaire le rôle du cofacteur Va dans le com-
plexe de la protrombinase qui comprend, outre le cofacteur Va (FVa), le facteur de coag-
ulation Xa (FXa), la protrombine, des atomes de calcium et la présence de lipides
négativement chargés. Le complexe protrombinase est la dernière étape de la cascade
d’événements générant la trombine qui à son tour va cliver le fibrinogène dans le but de
créer un caillot sanguin. Le FVa a cinq domaines dénomés A1 et A2 (chaîne lourde), A3,
C1 et C2 (chaîne légere). Les domaines homologues “A” (1022 résidus) ont été modélisés
à partir de la ceruloplasmine (39% de résidus identiques), une protéine transportant
des atomes de cuivre dont on connaît la structure tridimensionnelle : un trimère
symétrique de sous-unités non identiques (Pellequer et al, 1998). Chaque domaine “A”
est composé de deux tonneaux  de type plastocyanine. Lorsque les trois domaines “A”
sont assemblés, ils forment un cône tronqué avec une large base plane (figure 21). Le
complexe protrombinase est régulé par protéolyse limitée du FVa, à deux endroits (Arg
306 et Arg 506), par la protéine C activée (APC). Ces deux résidus sont distants d’envi-
ron 40Å sur le même coté du FVa. On sait que le clivage à la position R506 est plus
rapide que celui de R306, ce qui est tout à fait cohérent avec notre modèle puisque R506
est complètement exposée au solvant alors que R306 est partiellement enfouie. Parmi
les huit atomes de cuivre présents dans la ceruloplasmine, quatre sont définitivement
absents dans le FVa. Il est intéressant d’observer que parmi les sites d’atomes de cuivre
restant, tous se trouvent localisés à l’interface entre la chaîne lourde (A1) et la chaîne
légère (A3). Ceci peut s’avérer important lors de la dissociation du FVa après protéolyse
complète. Ce modèle devrait permettre de mieux comprendre la régulation du complexe
protrombinase. De plus, il devrait nous aider à orienter les autres partenaires du com-
plexe (FXa, protrombine, APC, membrane lipidique) grâce au positionnement de l’APC
sachant que cette dernière est liée à la membrane.
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Vue du dessus du cône tronqué
des domaines “A” du FVa. Les
domaines A1 (rouge) et A2
(cyan) forment la chaîne lourde
alors que A3 forme une partie
de la chaîne légère. Les argin-
ines 306 et 506, impliquées
dans le processus d’inactivation
du Fva, sont dessinées en
jaune. Ce modèle comporte
16318 atomes. Figure constru-
ite par Molscript et Raster3D.
Figure 21: Modèle des domaines A du facteur Va.
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2. Modélisation des domaines C du facteur de coagulation Va (Article no2, annexe I).
Pellequer J.L., Gale A.J., Griffin J.H. & Getzoff E.D. (1998).
Homology models of the C domains of blood coagulation Factors V and VIII: A proposed membrane bind-
ing mode for FV and FVIII C2 domains. Blood Cells, Mol. Diseases. 24, 448-461.
Récemment nous avons identifié, grâce à une technique de “threading”, un prototype
putatif de la structure tridimensionnelle des domaines C1 et C2 de FVa. Il s’agit du
domaine de liaison de l’enzyme galactose oxidase (GOBD) qui contient 151 residus.
L’homologie de séquence entre le domaine C2 et le GOBD étant plus grande que celle
entre le domaine C1 et GOBD, nous avons décidé de modéliser le domaine C2 dans un
premier temps. Sachant que le domaine C1 possède une homologie de séquence de
l’ordre de 50% vis-à-vis du domaine C2, le domaine C1 sera modélisé à partir du
domaine C2. Un alignement automatique de séquence entre le domaine C2 et GOBD
indique la présence de 18 “GAPS” (figure ). Cependant, en utilisant la structure secon-
daire connue de GOBD et en n’autorisant la présence d’insertions/délétions unique-
ment dans les boucles, le nombre de “GAPS” chute à 8 (figure ). Le repliement des
domaines C est un “-sandwich” où un feuillet à cinq brins fait face à un feuillet à trois
brins. Le contenu en boucle est de 66% ce qui permet d’expliquer la difficulté rencontrée
lors de la recherche de protéines homologues dans la base de données PDB. Le domaine
forme schématiquement un cylindre d’une longueur de 40Å et d’un diametre de 30Å.
Les domaines C1 et C2 sont covalemment attachés tête-beche pour former un cylindre
d’environ 80Å de long. Le domaine C2 peut se lier à une surface phospholipidique com-
posée de phosphatidylcholine et de phosphatidylserine. Notre modèle du domaine C2
permet de proposer une orientation précise vis-à-vis de la membrane lipidique: 1) les
chaînes latérales de résidus hydrophobes exposés au solvant sont enfouis dans la
region hydrophobe de la membrane, 2) une couronne de résidus positivement chargés
interagit avec la tête polaire des phospholipides et 3) l’axe principal du cylindre est per-
pendiculaire au plan de la membrane. Connaissant la structure des domaines A et C,
notre objectif est de construire le modèle complet du factor Va.
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III. Modèles moléculaires à haute résolution : assemblage de substrat dans son site
recepteur
1. Modèle moléculaire de l’antigène spécifique de la prostate (Article no 3, annexe I).
Coombs G.S., Bergstrom R.C., Pellequer J.L., Baker S.I., Navre M., Smith, M.M., Tainer J.A., Madison
E.L. & Corey D.R. (1998).
Substrate specificity of Prostate-specific antigen (PSA). Chem & Biol. 5, 475-478.
L’antigène spécifique de la prostate (PSA), une protéase à serine, est un marqueur clin-
ique très utile lors du cancer de la prostate. Le PSA est un membre de la famille des
kallikreines, un sous-groupe de protéases à sérine, avec une différence néanmoins
quant à sa spécificité qui est de type chymotrypsine au lieu du type commun trypsine.
Notre travail consiste à définir la spécificité du PSA grâce à une stratégie basée sur le
criblage de banques de phages couplée à la modélisation moléculaire du PSA et au
docking de peptides substrats dans son site actif. Le criblage de banques de phages,
incluant plusieurs cycles d’optimisation, révèle une séquence consensus peptidique de
type SS(Y/F)Y|S(G/S) clivée avec une efficacité de l’ordre de 2200 à 3100 M-1s-1. Le
positionnement du peptide substrat dans le site actif du PSA requiert un modèle
moléculaire précis de cet enzyme. Un nouveau modèle du PSA a été construit à partir
de la kallikreine de tissue et de la tonine. Ce modèle nous permet de positionner le pep-
tide substrat dans une conformation dite consensus pour la famille d’inhibiteur/sub-
strat de protéases à sérine. En particulier, le réseau de liaisons hydrogène entre les
atomes du squelette peptidique du substrat (résidus P1 et P2) aux atomes du squelette
protéique du PSA (résidus 193, 195, 214, 216) est strictement conservé. La tyrosine P1
(site de clivage) est capable de former une ou plusieurs liaisons hydrogène dans la
poche de spécificité S1. La tyrosine P2 est partiellement enfouie sous la boucle 95-96 ce
qui explique la forte tendance à trouver un résidu hydrophobe à cette position (Y ou L
ou F). Récemment, des peptides ont été identifiés avec des clivages alternés (en position
P1’ au lieu de P1) provoqués par des mutations en positions P5 et P2. Nous allons uti-
liser notre modèle pour comprendre ce phénomène qui semble avoir une signification
biologique dans la famille des kallikreines.
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2. Modèle d’anticorps anti hydrocarbures aromatiques polycycliques.
Ce travail combine des analyses structurales à des étapes d’ingénierie de protéines
dans le but de produire des anticorps capables de reconnaître, avec des affinités et des
sélectivités variées, divers hydrocarbures aromatiques poly-cycliques (PAHs). A long
terme, ce projet à pour but de développer une méthode d’immunodétection qui sera
utile pour le dépistage et la surveillance quotidienne des PAHs in situ. Ces PAHs sont
des molécules, de trois à six cycles benzènes, contaminantes de l’environnement, prove-
nant principalement de la combustion de matériaux organiques, d’énergies fossiles ou
encore par biosynthèse des plantes ou bactéries. Le principal défi pour la reconnais-
sance spécifique de PAHs provient de leur hydrophobie, leur planéité et leur manque
d’atomes pouvant former des liaisons hydrogène. Deux fragments d’anticorps (Fab)
recombinants qui réagissent de manière croisée avec le benzo-[a]-pyrène ainsi que
d’autres PAHs ont été selectionnés. Nous avons construit un modèle tridimensionnel
pour ces deux anticorps qui présentent un site de liaison à l’antigène particulièrement
profond (figure 22) en raison d’une mutation du résidu très conservé Trp H47 par une
valine ou une leucine. Cette poche, très polaire, est flanquée par deux chaînes latérales
chargées (Lys et Arg) rendant possible des interactions de type -cation entre l’anti-
corps et le PAH. Nous avons montré, grâce aux calculs de mécanique quantique et des
interactions électrostatiques par la méthode FDPB, que la présence d’un groupe de liai-
son attaché au PAH (groupe nécessaire pour lier le PAH à une molécule porteuse) mod-
ifie fortement la distribution des charges partielles du PAH. Cet accroîssement de la
polarisation du PAH justifie la présence de l’arginine enfouie dans la poche de recon-
naissance de l’anticorps. Des expériences de mutagénèses dirigées sont en cours dans le
but de comprendre l’induction de chaînes latérales chargées contre les PAHs.
Site de reconnaissance d’un anticorps
monoclonal anti-PAH. Le benzo-[a]-
pyrène est positionné dans une poche
profonde. La face des cycles benzène
présentant un potentiel électrostatique
négatif est en vis-à-vis de l’arginine du
CDRH3. Le potentiel électrostatique de
la poche de reconnaissance est fortement
positif visualisé grâce au spectre coloré
sur la surface moléculaire (bleu est posi-
tif, rouge est negatif, blanc est neutre).
Figure construite par AVS.
Figure 22: Modèle du site de reconnaissance de l’anticorps anti-PAH 4D5.
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IV. Ingénierie des protéines : développement d’immunotoxines.
Nous avons modélisé plusieurs toxines homologues de Bacillus thuringiensis (Bt). Cette
bactérie produit des inclusions protéiques cristallines, lors de sa phase de sporulation,
qui sont toxiques pour divers Lépidoptères, Diptères et des larves d’insects Coléoptères.
Ces inclusions (-endotoxines) sont composées de plusieurs chaînes polypeptidiques
qui, pour atteindre leurs formes actives, requièrent une activation par protéolyse dans
les intestins d’insects. Deux toxines ont été modélisées à partir de la structure tridi-
mensionnelle connue de Btt (Bt tenebrionis ou Cry3A) : Btk (Bt kurstaki ou CryIAb) et
Cry1B (figure 23).
La structure tridimensionnelle de ces toxines est relativement conservée bien que leurs
séquences divergent sensiblement. Ces toxines ont environ 600 acides aminés répartis
en trois domaines consécutifs : le domaine I, entièrement en hélices , est supposé
s’insérer dans les membranes d’insects provoquant une fuite d’électrolytes et d’eau
aboutissant à la mort en quelques minutes ; le domaine II, entièrement en feuillet , a
un repliement voisin d’anticorps à la seule différence que ce domaine est formé d’une
seule chaîne. Ce domaine est supposé lier un recepteur membranaire non identifié à
l’heure actuelle ; le domaine III, également complètement en feuillet , forme un petit
Modèles moléculaires des toxines de
Bt : Cry1Ab (vert) et Cry1B (cyan)
obtenues à partir de la structure con-
nue de Cry3A (en rouge). Le replie-
ment tertiaire est identique pour ces
toxines à l’exception de boucles
situées à l’extrémité du domaine II
(bas de la photo), confortant
l’hypothèse que le domaine II est
impliqué dans la reconnaissance d’un
recepteur. Figure construite par
GRASP.
Figure 23: Modèles de toxines de Bacillus thuringiensis.
IV. Ingénierie des protéines : développement d’immunotoxines.
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globule dont le rôle n’est pas encore bien compris. La nature insecticidale de ces pro-
téines présente beaucoup d’intérêt pour le développement de plantes transgéniques
capables de résister aux attaques d’insectes tout en permettant d’alléger, voir de
supprimer, l’usage d’insecticides chimiques.
La spécificité des toxines Bt est relativement étroite ce qui rend leur utilisation limitée.
Ceci nous a conduit à développer des constructions d’immunotoxines (ou hybrides) où
un ou plusieurs domaines de la toxine sont remplacés par des fragments variables (Fvs)
d’anticorps que l’on a également modélisé. Le but est de pouvoir construire de manière
rationnelle une toxine “sur mesure” avec une spécificité contrôlée fournie par le frag-
ment d’anticorps. Nous avons réalisé 31 constructions différentes. Des efforts particu-
liers ont été employés pour produire l’immunotoxine suivante : Le domaine I et III sont
conservés et le domaine II est remplacé par un Fv (figure 24). Cette construction sem-
ble logique puisqu’il est supposé que le domaine II est chargé de la reconnaissance
spécifique du recepteur. Néanmoins, notre construction aurait été inutile si le domaine
II n’avait pas une ressemblance proche avec un Fv autant du point de vue de la taille
que de la forme. Le fait que le domaine II ait trois feuillets  alors qu’un Fv en a quatre,
nous laisse supposer que ce domaine II est peut-être la forme ancestrale d’un Fv.
Construction d’une immunotox-
ine de Bt dans laquelle le
domaine II a été remplacé par un
fragment variable d’anticorps.
Les conformations de quelques
chaînes latérales, situées à
l’interface des domaines II et III,
ont du être modifiée pour obtenir
ce modèle. On peut apprécier la
similarité du domaine II et d’un
Fv de part l’orientation similaire
des boucles CDRs de l’anticorps
comparées à celles du domaine II
dans la figure précédente. Figure
construite par RIBBONS et AVS.
Figure 24: Modèle d’une immunotoxine.
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V. Modélisation moléculaire et bioinformatique : modélisation de protéines divergentes
:  la super-famille de sequences PAS (Article no 4, annexe I).
Pellequer J.L., Wager-Smith K.A., Kay S.A. & Getzoff E.D. (1998a).
Photoactive yellow protein: A structural prototype for the three-dimensional fold of the PAS domain
superfamily. Proc. Natl. Acad. Sci. USA 95, 5884-5890.
La bioinformatique est la discipline qui tente de relier les séquences protéiques à leurs
fonctions. Ici on présente une approche où grâce à une étude intensive des alignements
de séquences, un prototype structural est défini pour une classe de domaines molécu-
laire appelés PAS (Per-Arnt- Sim, un acronyme pour les trois premières molécules iden-
tifiées dans cette famille). Les domaines PAS sont trouvés dans diverses protéines aux
travers des trois règnes du vivant où leurs fonctions sont la détection et la transduction
de signaux y compris la régulation de l’horloge biologique (protéines “Clock”). Bien qu’
une grande quantité d’informations soient connues à la fois en séquence et en fonction,
toutes ces données n’ont pas été intégrées au niveau structural. Le fait que les pro-
téines contenant des domaines PAS ont évolué très tôt, tant au niveau de leurs
séquences qu’au niveau de leurs fonctions, rendent leurs analyses complexes. Une
homologie limitée de séquence, sur environ 50 résidus, a été identifiée entre les
domaines PAS et la bactérie photosensible PYP (Photoactive Yellow Protein) dont on
connaît la structure tridimensionnelle (3D). Cette homologie a été détectée grâce à
l’utilisation de motifs de séquences consensus de la famille des phytochromes de plan-
tes. Par contre la séquence de PYP ne peut détecter aucune homologie avec d’autres
séquences PAS jusqu’à ce que trois résidus de PYP, spécifiquement choisis, aient été
“mutés”.
En calquant un domaine typique PAS, d’environ 150 residus, sur la structure 3D de
PYP, on a pu montrer que les différences et similarités entre les domaines PAS et PYP
sont en accord avec un repliement similaire. Un modèle moléculaire a été construit à
partir d’une séquence PAS provenant du translocateur nucléaire du récepteur d’hydro-
carbures aromatiques (ARNT), un acteur central dans la transduction de signaux intra-
cellulaires. Le modèle confirme que PYP semble être le prototype structural pour les
domaines PAS. De plus, le modèle est en accord avec les nouvelles observations qu’un
ligand pourrait être lié au domaine PAS, pusiqu’une poche de taille raisonnable existe
au centre du domaine PAS, reminiscente du chromophore présent dans PYP. Notre
hypothèse de similarité structurale permet de proposer des expériences guides dans le
but d’étudier l’éventuelle liaison d’un ligand, la dimérisation du domaine PAS et la
transduction de signaux cellulaires. Récemment notre modèle moléculaire a été con-
firmé par une structure cristallographique (Cabral et al. 1998) ainsi que notre
hypothèse de ligand (Gong et al., 1998).





La modélisation moléculaire devient de plus en plus une discipline intégrée aux
domaines de la biologie expérimentale. Son rôle est de fournir aux biologistes les
images “atomiques” de la conformation tridimensionnelle des objets qu’ils étudient.
Nous avons présenté en détail la technique de modélisation par homologie. Cette tech-
nique permet de prédire la conformation d’une protéine grâce à son homologie de
séquence avec des protéines ayant leurs structures tridimensionnelles déterminées
expérimentalement.
La modélisation par homologie comprend plusieurs étapes (reconnaissance de replie-
ment, alignement de séquences, construction de la chaîne principale et des chaînes
latérales, construction des insertions et suppressions, affinement). Il a été établi que
l’alignement de séquences et la construction des insertions/suppressions sont les étapes
limitantes. Ces deux étapes dépendent l’une de l’autre. Un mauvais alignement de
séquence provoquera une mauvaise modélisation des insertions/suppressions. La rai-
son principale de la limite rencontrée dans l’alignement de séquences est due au fait
que, localement, l’homologie de séquences n’est pas significative. Ironiquement, cette
limitation ne peut être résolue uniquement au niveau tridimensionnel. Peut-être est-il
possible d’affiner ou de tester un modèle moléculaire en modifiant l’alignement de
séquences systématiquement ? En ce qui concerne la construction des insertions/sup-
pressions, il semble que les efforts doivent se concentrer sur les techniques d’échantil-
lonnage.
La modélisation par homologie est une technique de prédiction qui a un large spectre
d’applications. Nous avons présenté quatre exemples d’applications dans ce mémoire :
1) Etude des mécanismes fonctionnels, 2) Assemblage de substrat/ligand dans leur
récepteur, 3) Ingénierie des protéines et 4) Bioinformatique.
La première application concerne la visualisation du repliement des protéines impli-
quées dans un processus biologique. L’exemple présenté fut le modèle du cofacteur Va
de la cascade de coagulation. Ce modèle a permis non seulement de proposer un mode
d’ancrage du cofacteur Va à la membrane phospholipidique, mais aussi de montrer le
mécanisme de régulation de ce cofacteur par son assemblage avec la protéine C activée.
Cette application est le prototype même de l’utilisation de la modélisation moléculaire
dans le but de proposer une lignée d’expériences à réaliser.
La seconde application, très convoitée par les industries pharmaceutiques, concerne la
prédiction qualitative et quantitative de l’assemblage d’un ligand dans son site récep-
teur. Elle requiert des modèles moléculaires à hautes résolutions qui ne peuvent être
obtenus uniquement lorsque les homologies de séquences sont importantes. A l’heure
actuelle, seules les familles de protéines bien étudiées expérimentalement et struc-
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turalement peuvent produire de tels modèles (Anticorps, protéases à sérine, repliement
à quatre hélices...). Nous avons présenté la modélisation de l’assemblage du substrat
d’une protéase à sérine, l’antigène spécifique de la prostate. La précision de notre
modèle permet d’expliquer quantitativement la préférence séquentielle du substrat, à
la position P1, grâce à un simple calcul d’énergie potentielle, en montrant qu’un résidu
aromatique et polaire était préférable à un résidu court et apolaire. Nous avons égale-
ment présenté l’assemblage d’un haptène (benzo-a-pyrene) dans un site de reconnais-
sance d’un fragment variable d’anticorps. Le but de cet assemblage est de pouvoir
prédire quelles modifications l’anticorps doit subir pour pouvoir reconnaître spécifique-
ment un unique hydrocarbure aromatique polycyclique, caractérisé par le nombre de
cycles benzènes. Ces études sont caractéristiques de la modélisation moléculaire où les
techniques de modélisations par homologie, d’assemblage intermoléculaires, de calculs
de mécanique quantique sont employées synergiquement pour atteindre le but désiré.
La troisième application est certainement la plus ambitieuse : l’ingénierie de protéines.
La problématique fut la suivante : on dispose de plusieurs toxines de Bacillus spéci-
fiques de certains insectes nuisant aux récoltes agricoles ; cependant aucune de ces tox-
ines ne protègent la plante étudiée. Notre objectif fut de proposer le remplacement du
domaine de la toxine responsable de la liaison à un récepteur spécifique par un frag-
ment variable d’anticorps spécifique d’un ou plusieurs récepteurs présents à la surface
des intestins d’insectes cibles. La difficulté de la modélisation dans ce cas est d’être cer-
tains que le modèle généré ne s’oppose ni au repliement ni à la stabilité de la toxine.
La quatrième application créée un lien entre la modélisation moléculaire et la bioinfor-
matique. Ce lien est l’identification de la fonction d’un domaine d’une protéine. L’exem-
ple que nous avons présenté est celui des domaines PAS. Aucune fonction spécifique ne
leur est connue et l’homologie de séquences est bien au dessous du seuil de significativ-
ité. La modélisation par homologie a permis de montrer que le repliement de la pro-
téine PYP peut accomoder les séquences de plusieurs domaines PAS. Par analogie avec
PYP il est postulé que les domaines PAS sont aussi impliqués dans des processus de
signalisations. Des résultats récents semblent confirmer ces hypothèses puisqu’une
structure cristalline montre qu’un domaine PAS peut lier un groupement hème (pro-
téine FixL).
L’avenir de la modélisation par homologie est prometteur. Les points faibles ont été
identifiés et ne dépendent uniquement du pourcentage d’homologie de séquences entre
deux protéines. L’apport de nouvelles structures tridimensionnelles expérimentales
devrait réduire l’espace entre les molécules cibles et les molécules à structures connues
conduisant inexorablement à une amélioration des prédictions.
Par contre l’avenir de la modélisation moléculaire est incertain. Il est fortement couplé
à son succès à prédire la conformation de complexes intermoléculaires. Cette tâche est
compromise en raison de la flexibilité intrinsèque des protéines ainsi que leur flexibilité
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extrinsèque provoquée par l’interaction avec une autre molécule. En effet, le plus grand
défi de la modélisation moléculaire est de pouvoir prédire et contrôler un changement
conformationnel. Un axe de recherche priviligié sera celui de l’analyse des structures
tridimensionnelles dans le but d’en extraire leur “substantifique moelle”. En effet, mal-
gré presque bientôt 9000 structures de protéines (RX et RMN) dans la base de données
PDB, notre compréhension du changement conformationnel n’en est qu’à son balbutie-
ment. Il sera nécessaire d’employer des techniques expérimentales d’analyse de
changements conformationnels comme la RMN ainsi que des techniques fonctionnelles
comme la mesure de constantes d’affinité.
Notre orientation scientifique à long terme est d’utiliser la synergie des approches
théoriques et expérimentales dans le but d’étudier les interactions responsables de la
reconnaissance intermoléculaire. L’important est de travailler sur un système modèle
qui se prête parfaitement aux techniques d’analyses expérimentales ainsi qu’aux tech-
niques informatiques. Le meilleur système d’étude de la reconnaissance intermolécu-
laire est celui des antigènes-anticorps, mais d’autres systèmes sont envisageables
comme par exemple le second domaine des toxines de Bacillus. Dans l’immédiat, nous
allons porter nos efforts sur deux systèmes : les anticorps anti-PAH et les anticorps
anti-PCB. Nous disposons des systèmes d’expression pour ces deux anticorps ainsi que
des tests de mesures d’affinité. Notre première étape sera de cristalliser ces deux anti-
corps et de résoudre leurs structures cristallographiques en complexes avec leurs
ligands respectifs. Les familles des hydrocarbures aromatiques polycycliques et des
PCBs sont suffisamment larges pour étudier les changements conformationnels éven-
tuels lors de réactions croisées. La combinaison en parallèle des techniques de modéli-
sations par homologie aux techniques cristallographiques porte beaucoup d’espoirs
dans notre quête d’analyses des changements conformationnels. Le retour au monde
expérimental après cinq années d’études informatiques est certes une grande satisfac-
tion !
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Première colonne (CIBLE) : nom de la protéine modélisée (cible).
Deuxième colonne (PARENT) : nom de la (ou des) protéine(s) parente(s).
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le nombre est précédé par la lettre H.
Quatrième colonne (TAILLE) : taille de la protéine modélisée. Le signe ~ signifie que la taille n’est pas
précisée explicitement et provient de l’alignement de séquences présent dans l’article.
Cinquième colonne (METH) : méthode de modélisation : COM (COMPOSER), CONG (CONGEN),
CONS (consensus de plusieurs structures parentes), de novo (indique l’utilisation de techniques biophy-
siques couplées aux connaissances structurales), DC (contraintes de distances), DIA (DIANA), DIAM (DI-
AMOD), DIS (DISGEO), FRG (FRGMNT), HOM (HOMOLOGY de Biosym), INT (interactive), LOO
(LOOK), MOD (MODELLER), SCR (utilisation de la chaîne principale de la structure parente la plus ho-
mologue), SCRave (utilisation d’une structure moyennée à partir de plusieurs structures parentes), SCR-
mix (utilisation de plusieurs fragments provenant de plusieurs protéines parentes en fonction de leurs
homologies locales de séquences), STE (STEREO), WI (WHATIF).
Sixième colonne (GRAF) : principal outil graphique : ATOM (Alabama TOM), BI (BIOGRAPH), BRA
(BRAGI), BRU (BRUGEL), CHE (CHEM), FR (FRODO), IN (INSIGHT de Biosym), MA (MANOSK), MEC
(construction mécanique), MI (MIDAS), QU (QUANTA de MSI), SY (SYBYL), TF (TURBO-FRODO), XF
(XFIT), WI (WHATIF).
Septième colonne (MIN) : champ de potentiels utilisé durant la minimisation : AM (AMBER), CH
(CHARMM), CO (CONTACT), DI (DISCOVER), DM (DISMAN), DR (DREIDING), EC (ECEPP), GR
(GROMOS), IM (IMPACT), LU (LUCIFER), MF (MODELFIT), PA (PAKGGRAF), PR (PRESTO), TR
(TRIPOS), VF (VFFPRG), XP (XPLOR), WI (WHATIF).
Huitième colonne (RMS) : écart quadratique moyen entre le modèle et la structure parente. Lorsque
que la structure cristallographique cible est disponible le RMS est indiqué en gras. C indique carbone ,
bk inclue les atomes de la chaîne principale, core est le coeur de la protéine.
Neuvième colonne (DOCKING) : assemblage de substrats ou d’inhibiteurs dans le modèle. Le position-
nement du substrat est obtenu soit de manière interactive (INT), soit transposé d’une structure de com-
plexe connue (TRA). Le positionnement peut être affiné soit par minimisation (min) ou par dynamique
moléculaire (MD).
Dixième colonne (AUTEURS) : réference.
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RESUME
La modélisation moléculaire est un ensemble de techniques qui permettent d’étudier la fonction d’une
molécule grâce à la connaissance de sa structure tridimensionnelle. Ce mémoire présente en détail une
de ces techniques : la modélisation par homologie.
La modélisation par homologie permet d’obtenir la structure tridimensionnelle d’une protéine (cible) lor-
sque la séquence de celle-ci est suffisamment proche de celle d’une protéine dont la structure tridimen-
sionnelle (parente) a été déterminée expérimentalement (RX ou RMN). L’essence de la modélisation par
homologie se trouve dans le fait que la séquence d’une protéine évolue plus vite que sa structure tridi-
mensionnelle. Par conséquent, des protéines ayant une faible homologie de séquence peuvent néanmoins
avoir une forte homologie structurale.
Cette technique consiste en six étapes : 1) reconnaissance d’un repliement adéquat (parent), 2) aligne-
ment des séquences entre la molécule cible et la molécule parente, 3) construction de la chaîne princi-
pale, 4) construction des chaînes latérales, 5) construction des insertions/suppressions et 6) optimisation
du modèle. La recherche de repliements adéquats se fait par criblage des protéines présentes dans la
PDB. Une technique récente consiste à identifier structuralement l’adéquation entre un repliement et
une séquence particulière ("threading"). Une fois le repliement défini, l’étape la plus importante consiste
à aligner les séquences de la protéine cible à la molécule identifiée. Cette étape est cruciale puisqu’elle
définit les régions conservées entre les deux séquences ainsi que les limites des insertions et des suppres-
sions. En pratique la construction de la chaîne principale et des chaînes latérales se font par simple
transposition des coordonées cartésiennes des régions conservées. Pour les régions les moins conservées,
souvent les boucles en surface, il est possible de recourir à des recherches de fragments peptidiques dans
la base de données structurales ou d’utiliser des techniques de constructions ab-initio suivi de procédures
stochastiques d’optimisation.
Quatre applications pratiques de la modélisation par homologie sont présentées. La première concerne la
modélisation à moyenne résolution dans le but d’étudier le mécanisme de fonctionnement du cofacteur
Va dans la cascade de coagulation sanguine. Le modèle présenté décrit l’orientation relative du cofacteur
Va vis-à-vis de la membrane lipidique et permet d’émettre des hypothèses sur le mode de régulation de ce
cofacteur grâce au positionnement de la protéine C activée. La seconde application concerne la modélisa-
tion à haute résolution dans le but d’étudier l’assemblage entre ligands et récepteurs pour deux systèmes
: l’insertion du peptide consensus reconnu par l’antigène spécifique de la prostate et l’assemblage
d’hydrocarbures aromatiques polycycliques dans le site de reconnaissance d’un anticorps. La troisième
application concerne l’ingéniérie des protéines grâce au design d’immunotoxines de Bacillus thuringien-
sis en couplant plusieurs domaines de cette toxine à un fragment variable d’anticorps simple chaîne.
Finalement, la quatrième application est de type bioinformatique où la modélisation moléculaire a per-
mis d’établir un lien entre une famille de séquence (PAS) et un prototype structural (PYP). Un des
grands défis à venir est l’attribution de fonction aux séquences issues des projets génomiques. L’utilisa-
tion de la modélisation est une technique raffinée pour identifier les homologies structurales entre des
séquences divergentes et ainsi postuler leurs fonctions.
Bien que la modélisation par homologie soit une technique récente, elle a remporté de nombreux succès.
Cependant, des problèmes persistent. Il est par exemple nécessaire de comprendre les changements con-
formationnels dans les protéines dans le but de pouvoir les anticiper lors de l’assemblage d’un ligand à
son récepteur. Il est également important que la modélisation par homologie affine sa technique d’aligne-
ment de séquences et que les techniques stochastiques d’échantillonnage soient perfectionnées.
Peut-être que la modélisation moléculaire n’atteint pas encore l’état dans lequel on voudrait qu’elle soit !
Mais il est clair qu’il faut compter avec elle en Biologie et en Bioinformatique.
