A typical approach to estimate an unknown quantity is to design an experiment that produces a random variable Z distributed in 0; 1] with E Z] = , run this experiment independently a number of times and use the average of the outcomes as the estimate. In this paper, we consider the case when no a priori information about Z is known except that is distributed in 0; 1]. We describe an approximation algorithm AA which, given and , when running independent experiments with respect to any Z, produces an estimate that is within a factor 1 + of with probability at least 1 ? . We prove that the expected number of experiments run by AA (which depends on Z) is optimal to within a constant factor for every Z.
Introduction
The choice of experiment, or experimental design, forms an important aspect of statistics. One of the simplest design problems is the problem of deciding when to stop sampling. For example, suppose Z 1 ; Z 2 ; : : : are independently and identically distributed according to Z in the interval 0; 1] with mean Z . From Bernstein's inequality, we know that if N is xed proportional to ln(1= )= 2 and S = Z 1 + + Z N , then with probability at least 1 ? , S=N In engineering and computer science applications we often desire an ( ; )-approximation of Z in problems where exact computation of Z is NP-hard. For example, many researchers have devoted substantial e ort to the important and di cult problem of approximating the permanent of 0 ? 1 valued matrices 1, 4, 5, 9, 10, 13, 14] . Researchers have also used ( ; )-approximations to tackle many other di cult problems, such as approximating probabilistic inference in Bayesian networks 6], approximating the volume of convex bodies 7] , solving the Ising model of statistical mechanics 11], solving for network reliability in planar multiterminal networks 15, 16] , approximating the number of solutions to a DNF formula 17] 
then S=N is an ( ; )-approximation of Z .
To apply the Generalized Zero-One Estimator Theorem we require the values of the unknown quantities Z and 2 Z . Researchers circumvent this problem by computing an upper bound on Z = 2 Z , and using in place of Z = 2 Z to determine a value for N in Equation (1) . An a priori upper bound on Z = 2 Z that is close to Z = 2 Z is often very di cult to obtain, and a poor bound leads to a prohibitive large bound on N.
To avoid the problem encountered with the Generalized Zero-One Estimator Theorem, we use the outcomes of previous experiments to decide when to stop iterating. This approach is known as sequential analysis and originated with the work of Wald on statistical decision theory 22]. Related research has applied sequential analysis to speci c Monte Carlo approximation problems such as estimating the number of points in a union of sets 17] and estimating the number of self-avoiding walks 20]. In other related work, Dyer et al describe a stopping rule based algorithm that provides an upper bound estimate on Z 8] . With probability 1 ? , the estimate is at most (1 + ) Z , but the estimate can be arbitrarily smaller than in the challenging case when is small.
We rst describe an approximation algorithm based on a simple stopping rule. Using the stopping rule, the approximation algorithm outputs an ( ; )-approximation of Z after expected number of experiments proportional to = Z . The variance of the random variable Z is maximized subject to a xed mean Z if Z takes on value 1 with probability Z and 0 with probability 1? Z . In this case, 2 Z = Z (1? Z ) Z , and the expected number of experiments run by the stopping-rule based algorithm is within a constant factor of optimal. In general, however, 2 Z is signi cantly smaller than Z , and for small values of 2 Z the stopping-rule based algorithm performs 1= times as many experiments as the optimal number.
We describe a more powerful algorithm, the AA algorithm, that on inputs , , and independently and identically distributed outcomes Z 1 ; Z 2 ; ::: generated from any random variable Z distributed in 0; 1], outputs an ( ; )-approximation of Z after an expected number of experiments proportional to Z = 2 Z . Unlike the simple, stopping-rule based algorithm, we prove that for all Z, AA runs the optimal number of experiments to within a constant factor. Speci cally, we prove that if BB is any algorithm that produces an ( ; )-approximation of Z using the inputs , , and Z 1 ; Z 2 ; :::, then BB runs an expected number of experiments proportional to at least Z = 2 Z . (Canetti, Evan and Goldreich prove the related lower bound (ln(1= )= 2 ) on the number of experiments required to approximate Z with absolute error with probability at least 1 ? 2].) Thus we show that for any random variable Z, AA runs an expected number of experiments that is within a constant factor of the minimum expected number.
The AA algorithm is a general method for optimally using the outcomes of MonteCarlo experiments for approximation|that is, to within a constant factor, the algorithm uses the minimum possible number of experiments to output an ( ; )-approximation on each problem instance. Thus, AA provides substantial computational savings in applications that employ a poor upper bound on Z = 2 Z . For example, the best known a priori bound on for the problem of approximating the permanent of size n is superpolynomial in n 13]. Yet, for many problem instances of size n, the number of experiments run by AA is signi cantly smaller than this bound. Other examples exist where the bounds are also extremely loose for many typical problem instances 7, 10, 11] . In all those applications, we expect AA to provide substantial computational savings, and possibly render problems that were intractable, because of the poor upper bounds on Z = 2 Z , amenable to e cient approximation.
Approximation Algorithm
In Subsection 2.1, we describe a stopping rule algorithm for estimating Z . This algorithm is used in the rst step of the approximation algorithm AA that we describe in Subsection 2.2.
Stopping Rule Algorithm
Let Z be a random variable distributed in the interval 0; 1] with mean Z . Let Z 1 ; Z 2 ; : : : be independently and identically distributed according to Z.
Input Parameters: ( ; ) with 0 < < 1, > 0. 
Approximation Algorithm AA
The ( ; )-approximation algorithm AA consists of three main steps. The rst step uses the stopping rule based algorithm to produce an estimate^ Z that is within a constant factor of Z with probability at least 1 ? . The second step uses the value of^ Z to set the number of experiments to run in order to produce an estimate^ Z that is within a constant factor of with probability at least 1 ? . The third step uses the values of^ Z and^ Z produced in the rst two steps to set the number of experiments and runs this number of experiments to produce an ( ; )-estimate of~ Z of Z .
Let Z be a random variable distributed in the interval 0; 1] with mean Z and variance ( 2 )) 2 for small and .
Step 1: Run the Stopping Rule Algorithm using Z 1 ; Z 2 : : : with input parameters minf1=2; p g and =3. This produces an estimate^ Z of Z .
Step 2: Set N = 2 =^ Z and initialize S 0. We prove the AA Theorem in Section 6.
Lower Bound
Algorithm AA is able to produce a good estimate of Z using no a priori information about Z. An interesting question is what is the inherent number of experiments needed to be able to produce an ( ; )-approximation of Z . In this section, we state a lower bound on the number of experiments needed by any ( ; )-approximation algorithm to estimate Z when there is no a priori information about Z. This lower bound shows that, to within a constant factor, AA runs the minimum number of experiments for every random variable Z.
To formalize the lower bound, we introduce the following natural model. Let BB be any algorithm that on input ( ; ) works as follows with respect to Z. Let Z 1 ; Z 2 ; : : : denote independently and identically distributed according to Z with values in the interval 0; 1].
BB runs an experiment, and on the N th run BB receives the value Z N . The measure of the running time of BB is the number of experments it runs, i.e., the time for all other computations performed by BB is not counted in its running time. BB is allowed to use any criteria it wants to decide when to stop running experiments and produce an estimate, and in particular BB can use the outcome of all previous experiments. The estimate that BB produces when it stops can be any function of the outcomes of the experiments it has run up to that point. The requirement on BB is that is produces an ( ; )-approximation of Z for any Z. This model captures the situation where the algorithm can only gather information about Z through running random experiments, and where the algorithm has no a priori knowledge about the value of Z before starting. This is a reasonable pair of assumptions for practical situations. It turns out that the assumption about a priori knowledge can be substantially relaxed: the algorithm may know a priori that the outcomes are being generated according to some known random variable Z or to some closely related random variable Z 0 , and still the lower bound on the number of experiments applies.
Note that the approximation algorithm AA ts into this model, and thus the average number of experiments it runs with respect to Z is minimal for all Z to within a constant factor among all such approximation algorithms.
Lower Bound Theorem: Let BB be any algorithm that works as described above on input ( ; ). Let Z be a random variable distributed in 0; 1], let Z be the mean of Z, 2 Z be the variance of Z, and Z = maxf 2 Z ; Z g. Let~ Z be the approximation produced by BB and let N Z be the number of experiments run by BB with respect to Z. Suppose that BB has the the following properties:
(1) For all Z with Z > 0, E N Z ] < 1. We prove this theorem in Section 7.
Preliminaries for the Proofs
We begin with some notation that is used hereafter. Let 0 = 0 and for k > 0 let
For xed ; 0, we de ne the random variables Then, the left-hand side of Equation (5) (5), using 0+ N , and omit the remainder of the analogous proof of Equation (6) Using inequality (7) and noting that Z Z , it follows that this is at most =2. (8) and therefore with probability at least 1 ? =2 we require at most (1 + ) 1 We show next that if Z (1 ? p ) ^ Z Z (1 + p ), then in Step (2) the choice of 2 guarantees that^ Z Z =2. Thus, after Steps (1) and (2), ^ Z =^ 2 Z Z = 2 Z with probability at least 1 ? =3. But by the Generalized Zero-One Estimator Theorem, for
Step (3) guarantees that the output~ Z of AA satis es Pr Z ( Step (1) failed with probability at least =2 to produce an estimate^ Z such
Step (2) Let f Z (x) and f Z 0(x) denote two given distinct probability mass (or in the continuous case, the density) functions. Let Z 1 ; Z 2 ; ::: denote independent and identically distributed random variables with probability density f(x). Let H Z denote the hypothesis f = f Z and let H Z 0 denote the hypothesis f = f Z 0. Let denote the probability that we reject H Z under f Z and let denote the probability that we accept H Z 0 under f Z 0.
The sequential probability ratio test minimizes the number of expected sample size both under H Z and H Z 0 among all tests with the same error probabilities and . Theorem 7.1 states the result of the sequential probability ratio test. We prove the result for completeness, although similar proofs exist 21]. 
