In this paper we show that the introduction of an attenuation factor in the brightness equations relative to various perspective Shape-from-Shading models allows to make the corresponding differential problems well-posed. We propose a unified approach based on the theory of viscosity solutions and we show that the brightness equations with the attenuation term admit a unique viscosity solution. We also discuss in detail the possible boundary conditions that we can use for the Hamilton-Jacobi equations associated to these models.
Introduction
Shape-from-Shading (SfS) is the problem to compute a three dimensional shape of a surface from a single gray-value image of it. The SfS model was formally introduced by Horn who first formulated the problem as a nonlinear first order partial differential equation (PDE) of Hamilton-Jacobi (HJ) type. In general, this problem is described by the following so-called image irradiance equation introduced by Bruss [8] I(x) = R(N (x)).
(
In this equation, the normalized brightness I(x) of the given gray-value image is put in relation with the reflectance map R(N (x)) giving the value of the light reflection on the surface as a function of its orientation (i.e., of the normal N (x)). Depending on how we describe the function R, different reflection models are determined. The most studied model is the Lambertian one, a view independent model that depends only on the incident angle between the normal and the light source direction ω. Considering this model under an orthographic projection, that is when a single light source is placed at infinity in the direction of the unit vector ω and assuming uniform albedo equal to 1 (i.e. the light is completely reflected by the surface) the irradiance equation (1) becomes I(x) 1 + |∇u(x)| 2 + ω · (∇u(x), −1) = 0,
where u is the surface height (our unknown). In general, nonlinear PDEs such as (2) do not admit smooth solutions and the proper notion of weak solution is the viscosity one (see [4, 9, 3] ). Viscosity solutions in the framework of SfS were considered for the first time in [24] and since then many papers have been devoted to develop a proper existence and uniqueness theory for (2) and related models. It is worthwhile to note that the orthographic Lambertian model suffers of two main drawbacks:
(i) From a modeling point of view, the Lambertian model does not take into account the viewer direction and supposes to deal with smooth objects, assumptions not suitable to deal with realworld data. Moreover, except for few application fields such as the astronomical one, the light source and the camera are not far away from the surface (e.g. applications in medicine, security, etc.).
(ii) The image irradiance equation (2) , even if completed with boundary conditions, does not admit in general a unique solution. In fact, due to the well-known concave/convex ambiguity in presence of singular points, i.e. points where the light direction is parallel to the normal to the surface, there exists an infinite family of viscosity solutions to equation (2) which are all in between a minimal and a maximal solution.
Concerning the first issue, in order to increase the complexity of the model, various extensions have been proposed. In [22, 17] , the orthographic Lambertian model is replaced by a perspective Lambertian one (pinhole camera and light source at the optical center). In [16] , a more general setup, which combines a spherical surface parametrization with the non-Lambertian Oren-Nayar reflectance model, is considered obtaining a robust approach that allows to deal with an arbitrary position of the light source. Moreover, models for non-Lambertian surfaces (like e.g. [21, 6, 20] ) have been proposed in [1, 2, 26, 16] . All these models, when formulated in terms of a differential equation, do not resolve the concave/convex ambiguity (see [25] for an analysis on them).
In order to solve the non-uniqueness issue in presence of singular points, in [23, 22] the authors introduce in the perspective Lambertian model an attenuation factor which takes into account the distance between the light source and the surface. This new term makes the model more reliable and thanks to it the notion of singular points does not make sense anymore (even if some ambiguities in the model still appear [7] ). They show that a Hamilton-Jacobi equation, obtained via an appropriate change of variable in the image irradiance equation, admits a unique viscosity solution and, therefore, the uniqueness of the solution for the original equation follows.
In this paper, starting from the idea in [22] related to the Lambertian model, we consider non-Lambertian models (Oren-Nayar [20] , Phong [21] , Blinn-Phong [6] ) and we show that the introduction of an attenuation factor in the perspective case allows to overcome the concave/convex ambiguity for all the corresponding brightness equations and to obtain therefore the existence of at most one viscosity solution. The uniqueness property is obtained by checking the assumptions of the Maximum Principle for discontinuous viscosity solutions (see [4] ). In this framework, boundary conditions play an important role, hence we discuss the various type of them which is possible to prescribe for the different models. Interesting enough, all the models (included the Lambertian one) can be studied in a unified approach which allows to check the assumptions of the Maximum Principle in a rather straightforward way. Moreover, this approach can also provide a setup to study other SfS perspective models (see [2] ).
Many papers have been devoted to the approximation of the various irradiance equations arising in SfS theory (see the surveys [27, 12] ), but only very few of them discuss the convergence of the corresponding methods and most of the results are of experimental type. This fact is essentially due to the lack of a proper characterization of the viscosity solution of the limit equation. The Maximum Principle for discontinuous viscosity solutions we prove here is a key ingredient to show the convergence of numerical schemes for SfS equations via the by now classical method proposed in [5] (we will discuss this point elsewhere).
The paper is organized as follows: in Section 2, we briefly describe the reflectance models and the derivation of the PDEs associated to them, arriving to a unified formulation with common properties shared by the different models. In Section 3, we focus our attention on viscosity solutions and the role of the various possible boundary conditions for HJ equations. After that, we move to prove the well-posedness of the Perspective SfS problem for the non-Lambertian models in Section 4. Finally, we report final comments in Section 5 and in Appendix A the proofs of two lemmas used for the unified analysis.
Reflectance Models and PDE formulation
In this section we will briefly recall the reflectance models we will consider and we will describe the derivation of the corresponding HJ equations, arriving to a unified formulation of them. For all the models, we consider as setup the perspective camera projection with one light source located at the optical center of the camera and an attenuation term of the illumination due to the distance between the light source and the surface.
Let Ω be an open subset of R 2 representing the image domain. Since the CCD sensors have finite size, let us assume that Ω is bounded. As in [23, 22, 1, 26] , we represent the scene by a surface parametrized by the function S : Ω → R 3 defined by
where f > 0 is the focal length of the camera and u(x) is the unknown height of the surface.
The normal vector at the point x := (x 1 , x 2 ) of S is given by
and the unit vector in the direction of the illumination is
The unit normal vector N (x) will be N (x) = n(x)
|n(x)| , where
Lambertian model (L-model)
The Lambertian model is the most common reflectance model ( [22, 17, 14, 15] ). The brightness equation for this model is described by
where I(x) denotes the image intensity, θ i represents the angle between the unit normal to the surface N (x) and the light source direction ω(S(x)), γ D (x) is the diffuse albedo which describes the physical properties of the surface reflection, and 1/r 2 is the attenuation term of the illumination due to the distance between the light source and the surface [1] . Hence, for a Lambertian surface, the measured light in the image depends only on the scalar product between N and ω, independently on the position of the viewer. In the sequel, we suppose uniform albedo and we put γ D (x) = 1, that is all the points of the surface reflect completely the light that hits them (we will not consider absorption phenomena). So in this case the surface of the object has uniform properties of light reflection (see Fig. 1 ). Under a perspective camera projection with a single light source located at the optical center of the camera and considering the attenuation term 1/r 2 , with r = f u(x), we can associate to (5) the following HJ equation
where
By defining
we can rewrite Eq. (6) as Assuming that the surface S is visible, i.e. in front of the optical center, then u is a strictly positive function. Hence, by the change of variable v(x) = ln u(x), we get the following HJ equation in the new variable v (as in [23, 22] )
to which we associate the Hamiltonian
Oren-Nayar model (ON-model)
The Oren-Nayar reflectance model [20, 19] represents a rough surface as an aggregation of Vshaped cavities, each with Lambertian reflectance properties. Assuming that there is a linear relation between the irradiance of the image and the image intensity, the brightness equation for the ON-model is given by
In this model, θ i represents the angle between the unit normal to the surface N and the light source direction ω, θ r stands for the angle between N and the observer direction V , ϕ i is the angle between the projection of the light source direction ω and the x 1 axis onto the (x 1 , x 2 )-plane, ϕ r denotes the angle between the projection of the observer direction V and the x 1 axis onto the (x 1 , x 2 )-plane, the two variables α and β are given by α = max {θ i , θ r } and β = min {θ i , θ r } .
The nonnegative constants A and B depend on the statistics of the cavities via the roughness parameter σ. We set σ ∈ [0, π/2), interpreting σ as the slope of the cavities, and
Let us consider a perspective camera projection, with only one light source located at the optical center of the camera. As a consequence of this setup, we define θ := θ i = θ r = α = β. Adding the attenuation term 1/r 2 of the illumination due to the distance between the light source and the surface as proposed in [1] , the brightness equation becomes
Since
2 , and r = f u(x), the brightness equation (12) becomes
with Q(x) defined as in (7). By defining W as in (8), we can rewrite Eq. (13) as
or, equivalently,
Since u(x) > 0, ∀x ∈ Ω, by the change of variable v(x) = ln u(x) we arrive to the following
which can be written also as follow (Cf. Eq. (10) in [1] ):
to which we associate the following Hamiltonian
Note that the quantity W is the same one defined in the L-model, see (8) , and this will be useful for the unified approach to the different models.
Phong model (PH-model)
The PH-model is an empirical model that was developed by Phong [21] . This model introduces a specular component to the brightness function I(x) which can be described in general as
where I A (x), I D (x) and I S (x) are the ambient, diffuse and specular light components, respectively, and k A , k D and k S indicate the percentages of ambient, diffuse and specular components, respectively, such that their sum is equal to 1. The specular light component I S (x) is given as a power of the cosine of the angle θ s between the unit vectors V and R(x) with R representing the reflection of the light ω on the surface. Then, the brightness equation for the PH-model is
where α expresses the specular reflection characteristics of a material, γ D (x) and γ S (x) represent the diffuse and specular albedo, respectively (we will set them to 1 in the following). Using the same setup adopted for the previous models, that is a perspective camera projection with only one light source located at the optical center of the camera, we obtain that the view direction and the light source direction are the same, hence θ s = 2θ i (see [26] ). By adding the light attenuation term as done before, the brightness equation (16) becomes
since cos
Following [26] , we derive a HJ equation associated to (17) . If we use |n(x)| as defined in (4) and Q(x) as in (7), then (17) is equivalent to
Since u(x) is a strictly positive function, by the change of variable v(x) = ln u(x) we arrive to the following HJ equation in v
as defined in [26] . To our purpose, it is useful to write (19) with the same structure and functions that appear in the L-model and in the ON-model. Hence, we rewrite (19) as follow
where W (x, ∇v(x)) is defined as in (8) . We associate to (20) the following Hamiltonian
From now on we assume that α is an integer and α ≥ 1 (in [21] , α ∈ [1, 10]). Note that H P H (x, r, p) is not well defined if α is irrational. On the other side, as stated also in Vogel et al. [26] , since the term
1+W (x,p) represents the cosine of the specular term, in the Phong model this cosine is replaced by zero if cos θ s = 1−W (x,p) 1+W (x,p) < 0 and we can rewrite (21) as follow:
Remark 2.1. Note that if k S = 0, i.e. if there is no contribution of the specular part, then
Hence, in this case the PH-model reduces to the L-model, up to a constant.
Blinn-Phong model (BP-model)
A modification of the PH-model has been proposed by Blinn [6] introducing an intermediate vector H, which bisects the angle between the unit vectors ω and V . If the surface is a perfect mirror, the light reaches the eye only if the surface normal N is pointed halfway between the light source direction ω and the eye direction V . We will denote the direction of maximum highlight by H = ω+V |ω+V | . For less than perfect mirrors, the specular component falls off slowly as the normal direction moves away from the specular direction. The cosine of the angle between N and H is used as a measure of the distance of a particular surface from the maximum specular direction. The degree of sharpness of the highlights is adjusted by taking this cosine to some power (in [6] it is stated that this power is typically 50 or 60). For this model, the brightness equation is
where c expresses a measure of shininess of the surface (we suppose c ≥ 1) and δ is the angle between the unit normal N and H. As for the PH-model, γ D (x) and γ S (x) represent the diffuse and specular albedo, respectively, and in what follows we will set them to 1. Using the same setup adopted for the previous models, we obtain that the view direction and the light source direction are the same. By adding the light attenuation factor as done before, the brightness equation (23) becomes
) and cos δ can be expressed as N (x) · ω(S(x)) under this setup. By using (3) and (4) for the definition of the unit normal N (x), we arrive to the following HJ equation
with |n(x)| defined as in (4) and Q(x) as in (7). By using the change of variable v(x) = ln u(x), as done for the previous models, we obtain the following HJ equation in v
with the function W (x, ∇v(x)) defined as in (8) . For our purpose, we will rewrite this equation as
Remark 2.2. For the Blinn-Phong model holds an observation similar to the one reported for the PH-model in Remark 2.1 , i.e. for k S = 0 it reduces to the L-model, up to a constant.
Unified formulation and analysis
As we have seen before, the four different reflectance models considered in a common setup lead to the study of a HJ equation of the form
where the Hamiltonian H is given respectively by (10), (15) , (22), (26) and v(x) = ln u(x), with u(x) the unknown height of the surface. We highlight some properties of the general Hamiltonian H which are common for all the four cases. First of all, note that (27) can be rewritten as
where M is the acronym of the models (M = L, ON, P H, BP ). For W (x, p) defined as in (8), H M (x, p) corresponds for each model to the following:
Lambertian model
Oren-Nayar model
Phong model
Blinn-Phong model
We give some bounds on W and the various functions F M above defined which will be useful for our desired unified analysis. The proofs of these results are reported at the end of the paper in Appendix A.
Lemma 2.1. The following bounds hold:
with C independent of (x, p) ∈ Ω × R 2 .
Lemma 2.2. 
(ii) The function F ON : [0, +∞) → R is smooth, positive, strictly increasing if A/2 > B and satisfies
3 Viscosity solutions of Hamilton-Jacobi equations
In view of the study of the general Hamiltonian (27) for the various reflectance models introduced in Section 2, we recall some basic properties of the theory of viscosity solutions emphasizing the role of the boundary conditions (we refer to [4] for a nice introduction to this theory).
In general, a Hamilton-Jacobi equation such as (27) A viscosity subsolution of (27) on Ø is a function u ∈ USC(Ø) such that for any φ ∈ C 1 (Ø), if x 0 ∈ Ø is a local maximum point of u − φ, one has
A viscosity supersolution of (27) on Ø is a function u ∈ LSC(Ø) such that for any φ ∈ C 1 (Ø), if x 0 ∈ Ø is a local minimum point of u − φ, one has
Finally, u is a viscosity solution of (27) if it is both a viscosity subsolution and a viscosity supersolution.
Note that a viscosity solution of (27) is a continuous function in Ø.
Strong boundary conditions
In this framework we assume to know the value of the function u on the boundary of the image domain Ø, hence we consider the Dirichlet problem:
where g is a real continuous function defined on ∂Ω and the boundary condition is considered in pointwise sense (boundary condition in strong sense). The following theorem ensures the uniqueness of the continuous viscosity solution to (44) (see [9, Theorem 3.3] for more details).
Theorem 3.2.
Let Ω be a bounded subset of R 2 and H : Ω × R × R 2 → R be continuous and satisfies
Let u ∈ USC(Ø) (respectively v ∈ LSC(Ø)) be a subsolution (respectively, supersolution) of (27) in Ø and u ≤ v on ∂Ø. Then u ≤ v in Ø.
The previous result implies that there exists at most one viscosity solution u ∈ C(Ø) to the Dirichlet problem (44) and we will prove that all the Hamiltonians corresponding to the reflectance models introduced in Section 2 satisfy the assumptions (H1)-(H2). Note that the crucial point for the uniqueness is the assumption (H1), which is in general not satisfied by the SfS models without attenuation factor and/or under a different setup, e.g. considering an orthographic projection instead of a perspective one. However, Theorem 3.2 is not completely satisfying for the following reasons:
(i) A Dirichlet boundary condition requires the exact value of the solution at the boundary of the image domain, an additional information which is not always available in the SfS framework, especially in real contexts. (ii) It is well known that boundary conditions for first order PDEs can be typically prescribed only on some part of the boundary (active boundary). Hence, imposing a Dirichlet condition on all the boundary as in (44) could lead to an ill-posed problems, i.e. problems for which there exists no viscosity solution (see [4, cap. IV]) and in this case the corresponding numerical schemes return inconsistent or inexact results.
(iii) Many algorithms have been suggested for the SfS problem and a large part of them are based on the approximation of the partial differential equations arising in the various models (see the surveys [27, 12] ). Convergence and stability analysis are important points for the reliability of a numerical approximation, but only a very few papers analyze the theoretical properties of various proposed algorithms and most of the results are of empirical nature. It is worthwhile recall that there is a huge literature about the approximation of viscosity solutions (see e.g. the book by Falcone and Ferretti [13] ) and a well established technique to prove the convergence of a numerical scheme is the Barles-Souganidis' approach [5] : besides some natural properties of the scheme (stability, consistency, monotonicity), a key ingredient for this technique is the Maximum Principle for discontinuous viscosity solution, which in particular requires the formulation in a weak (viscosity) sense of the boundary conditions for the PDE to be approximated. Since the Dirichlet boundary condition in (44) is formulated in strong sense, i.e. pointwise, Theorem 3.2 is not sufficient for applying the Barles-Souganidis' approach and we need a different comparison result.
Motivated by the previous remarks, we are going to introduce the notion of boundary conditions in weak (viscosity) sense.
Weak boundary conditions
In this section we consider a more general boundary value problem of the form
The operator B : ∂Ø × R × R 2 → R represents the boundary condition. For example, the Dirichlet boundary condition in (44) arises from the choice B(x, r, p) = r − g(x); the Neumann boundary condition arises if B(x, r, p) = N (x) · p − g(x) where N (x) is the outward unit normal to x ∈ ∂Ø; the so-called state constraints condition corresponds to B(x, r, p) = r − g(x) with g(x) ≡ −∞. We introduce the notion of (discontinuous) viscosity solution for (45). The main difference with Definition 3.1 is that now the boundary condition is incorporated in the definition (boundary condition in weak sense). Definition 3.3. A viscosity subsolution of (45) is a function u ∈ USC(Ø) such that for any φ ∈ C 1 (Ø), if x 0 is a local maximum point of u − φ, one has
A viscosity supersolution of (45) is a function u ∈ LSC(Ø) such that for any φ ∈ C 1 (Ø), if x 0 is a local minimum point of u − φ, one has
Finally, u is a viscosity solution of (45) if it is both a viscosity subsolution and a viscosity supersolution.
Note that a viscosity solution of (45) is a continuous function in Ø. We can now state the Maximum Principle for discontinuous viscosity solutions. We first consider the case of a Dirichlet boundary condition (see [4, Theorem 4.4 
]).
Theorem 3.4. Let Ω be a bounded subset of R 2 with ∂Ø of class W 2,∞ , g : ∂Ø → R a continuous function and H : Ω × R × R 2 → R satisfies (H1)-(H2). Moreover, there exists a neighborhood Γ of ∂Ω in R 2 such that for all 0 < R < +∞, there exists m R (t) → 0 when t → 0 such that
for all 0 < R < +∞, there exists C R > 0 such that
Let u ∈ USC(Ø) (respectively v ∈ LSC(Ø)) be a subsolution (respectively, supersolution) of (45) with B(x, r, p) = r − g(x). Then u ≤ v in Ø.
Even if the comparison between subsolution and supersolution holds only in Ø and not in all Ø, the previous result implies the uniqueness of the viscosity solution in Ø, i.e. if u 1 , u 2 ∈ C(Ø) are two viscosity solutions of (45) then u 1 = u 2 in Ø. Moreover, Theorem 3.4 is the type of result needed to prove the convergence of approximation schemes via the Barles-Souganidis' method. Concerning the other boundary conditions which are typically considered in the SfS framework, for the validity of the corresponding Maximum Principle it is sufficient to assume (i) for the State Constraints condition B(x, r, p) = r − g(x) with g(x) ≡ −∞, that H is continuous and satisfies (H1)-(H4). Note that in this case the boundary condition reduces to
in viscosity sense and, therefore, it requires no additional information on the solution at the boundary.
(ii) for the Neumann condition B(x, r, p) = N (x)·p−g(x), that the function g is continuous on ∂Ø and H is continuous and satisfies (H1)-(H3). In this case the Maximum Principle holds in Ø, i.e. u ≤ v in Ø in Theorem 3.4.
Well-posedness of the PSfS problem
Aim of this section is to show that the SfS Hamiltonians H L , H ON , H P H , H BP , introduced in Section 2, completed with appropriate (either strong or weak) boundary conditions, give raise to well-posed problems (either (44) or (45)), i.e. problems for which the uniqueness of the viscosity solution holds. In this section we assume that I(x) is Lipschitz continuous in Ω and there exists a neighborhood Γ of ∂Ω such that I(x) ≥ δ > 0 in Γ,
Validation of assumptions for strong boundary conditions
We start now to prove that the assumptions (H1)-(H2) previously defined in Section 3.1 hold for our Hamiltonians. 
Hence, all the Hamiltonians satisfy assumption (H1) with γ R = 2e
where M is the acronym of the models (M = L, ON, P H, BP ). Recalling (47), with I defined as in (48), we can write 
Validation of assumptions for weak boundary conditions
Let us see now the proof of the assumptions (H3)-(H5) introduced in Section 3.2. (22), (26), satisfy the assumptions (H3)-(H5).
(ii) The SfS Hamiltonian H ON defined in (15) satisfies (H3).
Proof. Validation of hypothesis (H3)
Hence, by (39) and (47), we get (H3) with m R (t) = Ct for any R ∈ (0, +∞).
Validation of hypothesis (H4)
For H(x, u, p) equal to H L and F equal to F L , we have
for any u ∈ (−R, R), x ∈ Γ and p ∈ R 2 . Recalling (37) and since F is invertible from [0, +∞) to [0, +∞), we get
Therefore, we get (H4) for the Lambertian Hamiltonian H L . The previous argument works exactly in the same way for H(x, u, p) equal to either H P H or H BP since the corresponding functions F P H and F BP satisfy the same properties of F L (see Lemma 2.2(i) 
that goes to +∞ for λ → +∞. Hence, we get (H5) for the Lambertian Hamiltonian (10). The previous argument applies also to the Phong Hamiltonian (22) 
that goes to +∞ for λ → +∞. Hence, we get (H5) for H BP .
As a consequence of the previous Proposition 4.3 and Theorem 3.4, we get the following Corollary 4.4. We have
, the boundary value problem (45) with either Dirichlet, Neumann or state constraints boundary conditions in viscosity sense satisfies the Maximum Principle for discontinuous viscosity solutions and therefore it admits at most one viscosity solution.
(ii) For H given by H ON , the boundary value problem (45) with Neumann boundary condition in viscosity sense satisfies the Maximum Principle for discontinuous viscosity solutions and therefore it admits at most one viscosity solution.
We do not discuss here the existence of a viscosity solution to the boundary value problems (44) and (45). Since the SfS problem is an inverse problem in Computer Vision, we a priori know that, if we prescribe the correct boundary conditions, the solution u is given by the height of the surface to be reconstructed. Moreover, thanks to the Maximum Principle for discontinuous viscosity solutions, see Theorem 3.4, it is possible to get existence of a solution by proving the convergence of the various schemes considered in literature (see e.g. [7, 12] ). Finally, the Maximum Principle is also a key ingredient to get existence of a solution via Perron's method, once a subsolution and a supersolution of the problem have been constructed (see [9] ).
We conclude with some remarks about the different boundary conditions in Shape-fromShading theory. The choice of the boundary condition obviously depends on the chosen model and on available data. But, as observed in [22] , the advantage of the state constraints boundary condition with respect to the Dirichlet and Neumann boundary conditions is that it does not require any a priori information about the solution at the boundary. Nevertheless, the approximation of this boundary condition can be difficult. In the next lemma we show that the solution of a Dirichlet problem with a large constant as boundary data and the solution of state constraints problem are upper bounded by the same constant M (independent of the solution). Therefore, in this case, by the very definition of boundary conditions in weak sense, the Dirichlet supersolution condition reduces to the state constraint one (46). It follows that to approximate a problem with state constraints boundary condition is sufficient to consider the corresponding problem with Dirichlet boundary datum given by a constant M sufficiently large. This request is not a strong constraint difficult to occur since, for example, if the input image contains an object of interest in front of a background, the condition is satisfied in a neighbourhood of the object where u(x) increases rapidly.
then the solution of the Dirichlet problem (44) with an appropriately large constant as boundary data and the solution of the problem (45) with state constrains conditions are upper bounded by the same constant (dependent only on the data of the problem).
Therefore, the constant function u(x) ≡ M L is a supersolution of (44) in Ω. Moreover, ∀x ∈ ∂Ω and ∀ξ ∈ R 2 , we have
which implies that u(x) ≡ M L is a supersolution of (27) We now prove the same result for the Phong model. Let us define
that is non-negative since
Therefore, the constant function M P H is a supersolution of (45) in Ω for the PH-model. Moreover, ∀x ∈ ∂Ω and ∀ξ ∈ R 2 , we have for W (x, p) > 1,
So, the constant function M P H for the PH-model is a supersolution of (45) in Ω for both the Dirichlet problem with boundary datum M P H and the state constraints one. For the BP-model, we can consider the same constant used for the PH-model and repeat the same steps to prove the Lemma.
Conclusions
In this paper we have shown the well-posedness of several non-Lambertian models in an analytical way thanks to the introduction of an attenuation term, under a perspective projection with a unique light source located at the optical center of the camera. We have derived the Hamilton-Jacobi equations associated to each reflectance model and then we have obtained a unified formulation showing useful properties for the general Hamiltonian. We have clarified the differences between the various models from the point of view of the problem with Dirichlet boundary conditions (BC), Neumann BC and state constraints BC. This analysis explains (and corrects) in details the empirical deductions coming from previous works on non-Lambertian models (see e.g. the conclusion reported in [1] regarding the concave/convex ambiguity for the ON-model), focusing the attention on the important role of the boundary conditions and providing also an useful theoretical tool for the numerical point of view thanks to the last Lemma 4.1. It is also worth noting that, from a theoretical point of view, contrary to previous works (see e.g. [11, 18, 15, 10] ), we do not require any additional information for the models and we do not need to add regularization terms to the PDEs for ensuring the well-posedness of the SfS problem. From a numerical point of view, the unified approach allows to consider a unique and general numerical scheme that incorporates all the different SfS models described in the paper (and possibly other non-Lambertian models not considered here), thereby providing an easy way to compare the performances of the different models by only changing some parameters.
A Proofs of lemmas in Subsection 2.5
Proof of Lemma 2.1. We have
which proves (37). Moreover,
from which we get (38) and (39).
Proof of Lemma 2.2. This shows that also the function F BP is strictly increasing, that concludes the proof of (i).
(ii) For the function F ON we have Hence, F ON is strictly increasing if A/2 > B and the property (43) in the statement easily follows. Moreover, since lim r→+∞ F ON (r) = 1/B, it is bounded.
