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013.02.0Abstract To estimate the period of a periodic point process from noisy and incomplete observa-
tions, the classical periodogram algorithm is modiﬁed. The original periodogram algorithm yields
an estimate by performing grid search of the peak of a spectrum, which is equivalent to the period-
ogram of the periodic point process, thus its performance is found to be sensitive to the chosen grid
spacing. This paper derives a novel grid spacing formula, after ﬁnding a lower bound of the width of
the spectral mainlobe. By employing this formula, the proposed new estimator can determine an
appropriate grid spacing adaptively, and is able to yield approximate maximum likelihood estimate
(MLE) with a computational complexity of Oðn2Þ. Experimental results prove that the proposed
estimator can achieve better trade-off between statistical accuracy and complexity, as compared
to existing methods. Simulations also show that the derived grid spacing formula is also applicable
to other estimators that operate similarly by grid search.
ª 2013 Production and hosting by Elsevier Ltd. on behalf of CSAA & BUAA.
Open access under CC BY-NC-ND license.1. Introduction
Estimating the period of a periodic point process when mea-
surements of occurrence times are noisy and incomplete is a
classical problem with many applications, such as estimation
of pulse repetition interval (PRI) in electronic intelligence
(ELINT),1,2 bit clock synchronization in communication net-
work,3–5 and frequency estimation via zero-crossings.61 84573490.
com.cn (H. Ye), nudtlz@163.
orial Committe of CJA.
g by Elsevier
ng by Elsevier Ltd. on behalf of C
21Most of the existing estimators7–11 operate based on per-
forming grid search over a range of possible periods, such as
the periodogram estimator,7 the separable least squares line
search (SLS2),8 and the lattice line search (LLS).9 Recently,
McKilliam and Clarkson have shown that the performance
of these estimators is determined by the chosen grid spacing
(GS).10 In fact, too large a GS may lead to an estimate with
large bias. Moreover, they also pointed out that no theory
had been proposed for GS determination. Most recently, they
proposed an ML estimator called integer lattice line search
(ZnLLS)10 to circumvent grid search by enumerating all the
points in the so-called Bresenham set. However, this manner
leads to a high computational complexity of Oðn3 lg nÞ.
In this paper, we propose a modiﬁed estimator by directly
solving the GS determination problem for the periodogram
algorithm. A GS formula is presented to calculate the GS
adaptively from observations. By employing the formula, the
proposed estimator performs very much like the maximumSAA & BUAA. Open access under CC BY-NC-ND license.
Fig. 1 An instance which demonstrates the proﬁle of SðfÞ and
the peak-searching procedure.
436 H. Ye et al.likelihood estimate (MLE) with a computational complexity of
Oðn2Þ, which is at least one order lower than that of the
ZnLLS.
2. Statement of the problem
2.1. Data model
Following the previous works,7–13 the following data model is
adopted:
ti ¼ /þ kiT0 þ vi i ¼ 1; 2; . . . ; n ð1Þ
where ti is the measurements of occurrence times of the peri-
odic events, T0 the unknown period, / an unknown offset of
the time origin (or phase), vi the zero-mean white Gaussian
measurement noise with the variance of r2v, and ki ordered inte-
gers, representing which events have been observed. In prac-
tice, the observations are not necessarily consecutive and
may be widely spaced, with many events entirely missing,
i.e., the data is incomplete. Thus, ki are unknown and irregu-
larly spaced. We aim at estimating the period T0 from the
observations ti.
2.2. The GS determination problem
Among the existing estimators, the periodogram, the SLS2-
All, and the LLS all start with a grid search process, and the
GS should be determined carefully to avoid large estimating
errors.10 Here the GS determination problem is demonstrated
based on the periodogram estimator.7
Fogel and Gavish proposed the periodogram algorithm,7
which was the earliest estimator for period estimation from
incomplete observations. They chose the following noise distri-
bution function
gðgÞ ¼ exp½k cosð2pg=T0Þ
2pI0 ðkÞ jgj 6
T0
2
ð2Þ
where I0ðkÞ is the zero-order Bessel function, and k > 0 relates
to the signal-to-noise ratio (SNR). The higher the SNR is, the
larger k will be. gðgÞ is the so-called Von Mises probability dis-
tribution function (PDF)14,15 that explicitly depends on T0 and
approximates the Gaussian distribution when the SNR is high.
This assumption has been validated in many practical applica-
tions such as radar PRI estimation7 and phase-lock
synchronization.16
Under the above assumption, the periodogram estimator
estimates the period utilizing
bT0 ¼ 1
arg max
f2½fmin ;fmax 
SðfÞ ð3Þ
where f is called the ‘‘frequency’’, ½fmin; fmax the known and ﬁ-
nite interval containing the exact frequency f0(f0 ¼ 1=T0), SðfÞ
the amplitude of the Fourier spectra of the Dirac delta train
zðtÞ ¼Pni¼1dðt tiÞ:
SðfÞ ¼
Xn
i¼1
expðj2pftiÞ

 ð4Þ
where j is the imaginary unit.
Fogel claimed that the estimation bT0 in Eq. (3) is the ML
estimation, but without any proof. This claim reappeared inRef. 11, but as Sidiropoulos et al. pointed out in Ref. 8, the
argument therein was ‘‘incomplete’’. In this paper, we present
a complete proof in Appendix A to justify that claim. Then
from Eq. (3), it is easy to see that the MLE can be obtained
by searching the peak of SðfÞ. Usually a two-step numerical
search procedure is adopted8–11 as follows.
2.2.1. Grid search step
Sample over the range ½fmin; fmax uniformly with a pre-deter-
mined GS Df to perform grid search, and select the grid point
that maximizes the spectra SðfÞ as the coarse estimate (here we
denote it by fP1 ).2.2.2. Reﬁned search step
Reﬁne the search through an optimization algorithm like the
Newton’s method with fP1 as the initial point.
9
Usually a local but not global optimization algorithm is
adopted for computational efﬁciency, while the objective func-
tion SðfÞ is normally a multimodal function over the interval
½fmin; fmax. Then it means that Df must be ﬁne enough to make
sure that the coarse estimate fP1 is sufﬁciently close to the glo-
bal maximum (or the peak) of SðfÞ to guarantee the ML esti-
mation. Otherwise, a local maximum which results in large
bias will be attained. This is the way that the GS impacts the
performance. However, it was artiﬁcially determined without
any theoretic basis previously in Refs. 8–10. In Section 3, a for-
mula for automatically calculating the GS is derived.3. Grid spacing formula
To illustrate the requirement for Df, an instance which dem-
onstrates the proﬁle of SðfÞ and the above peak-searching
procedure is shown in Fig. 1. The point P : ðfP;SðfPÞÞ is
denoted as the peak of SðfÞ, with L : ðfL;SðfLÞÞ and
R : ðfR;SðfRÞÞ as its two neighboring local minima. Then we
deﬁne the ‘‘mainlobe’’ as the portion between the above
two local minima, and the ‘‘mainlobe width’’ as the difference
of their corresponding frequencies. Denote the mainlobe
width by W, then W ¼ fR  fL.
Obviously, the multimodal nature of SðfÞ requires that
the initial point is within the mainlobe (i.e., fP1 2 ðfL; fRÞ)
to guarantee the peak is reached after the reﬁned search.
Then, the chosen Df must be smaller than W. Next, the
GS formula is derived based on the analysis of the mainlobe
width.
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Proposition 1. Under the noiseless case, the mainlobe width W
satisﬁes the following condition:
WP
1
tn  t1 ¼ WB ð5Þ
where WB is the lower limit of the mainlobe width.
Proof. According to the deﬁnition, to know the exact W,
one needs to ﬁnd the locations of the points L and R. For
the sake of simplicity, consider the noiseless case, then Eq. (4)
can be replaced by
SðfÞ ¼
Xn
i¼1
expðj2pfkiT0Þ


¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃXn
i¼1
cos 2pfkiT0
 !2
þ
Xn
i¼1
sin 2pfkiT0
 !2vuut
¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃXn
j¼1
Xn
i¼j
cosð2pðki  kjÞfT0Þ
vuut
¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
2
Xn1
j¼1
Xn
i¼jþ1
cosð2pðki  kjÞfT0Þ
vuut ð6Þ
Let gðfÞ ¼ 2Pni¼1Pnj¼i cosð2pdi;jfT0Þ with di;j ¼ ki  kj, then
gðfÞ and SðfÞ reach the local extrema at the same locations,
where the set values of f satisfy the constraint that
‘‘g0ðfÞ ¼ 0’’, with
g0ðfÞ ¼ 4pT0
Xn1
j¼1
Xn
i¼jþ1
½di;j sinð2pðf f0Þdi;jT0Þ ð7Þ
Because the integers ki are unknown, the exact values of f
are unsolvable, except for f ¼ f0 when reaching the peak of
SðfÞ. Thus, the exactW cannot be found either. However, from
Eq. (7), the lower limit of the mainlobe width can be calcu-
lated. Notice that dn;1 ¼ maxfdi;jg when j ¼ 1; 2; . . . ; n and
i ¼ jþ 1, we have
g0ðfÞ < 0; 0 < 2pðf f0Þdn;1T0 < p
g0ðfÞ > 0; p < 2pðf f0Þdn;1T0 < 0

ð8Þ
which means that when reaching the points L and R, the fol-
lowing conditions hold:
fR P 1=ð2dn;1T0Þ
fL 6 1=ð2dn;1T0Þ

ð9Þ
Based on Eq. (9), together with the relations W ¼ fR  fL
and tn  t1 ¼ ðkn  k1ÞT0, it is straightforward to derive the
proposition as shown in Eq. (5).
Remark: Under the noiseless case, W is always greater than
WB regardless of the distributions of ki, but these two quanti-
ties are usually of the same order of magnitude. For instance, if
ki are generated from the Bernoulli missing model, which is
frequently assumed in Refs. 7–13, then the expected value of
jSðfÞj2 is given by7
EðjSðfÞj2Þ ¼ sinðpfNT0Þ
sinðpfT0Þ
 2
p2 ð10Þ
where p is the Bernoulli parameter and denotes the ‘‘occurrence
probability’’, 1 p the datamissing probability, andNT0 equiv-alent to the total observation time tn  t1. Then we can ﬁnd that
the two neighboring local minima are attained at
f ¼ 1=T0  1=ðtn  t1Þ, with the result that W is twice of
WB.Although the lower limitWB is derived under the noiseless
case, it provides quite useful information about the magnitude
ofW under the condition that the SNR is sufﬁciently high, such
that the noise does not perturb the noise-free analysis presented
above. Notice that the ratio T0=rv shall also be above a certain
SNR threshold to enable the MLE attaining the so called clair-
voyant Cramer–Rao lower bound (CRLB).10 As presented in
Section 5, our simulations show that W is very likely to be
greater than WB=2 when T0=rv is above that SNR threshold,
under the Bernoulli missing model assumption.
3.2. Grid spacing determination
To make the coarse estimate fP1 fall into the mainlobe to en-
sure converging to fP; at least one grid point within the main-
lobe is required to have amplitude larger than all the other
local maxima.
Let Df ¼ W=m (m > 1 is an integral factor), then the main-
lobe contains m grid points. Denote f0P1 as the one that is near-
est to fP; then by approximating the proﬁle of the mainlobe
using an isosceles triangle, it can be easily found that
jf0P1  fPj 6
W
2m
ð11Þ
Sðf0P1ÞP
m 1
m
SðfPÞ ð12Þ
Eq. (12) shows that the larger the m is the higher the Sðf0P1Þ
reaches.
Because the exact mainlobe width W is unknown, we re-
place it with its lower limit WB and give the following grid
spacing formula (GS formula):
Df ¼ WB
m
¼ 1
mðtn  t1Þ ð13Þ
One can determine a suitable factor m according to the dis-
tributions of ki. In the noiseless case, under the commonly used
‘‘Bernoulli missing model’’ assumption,7–13 one can expect that
SðfPÞ is 13 dB (or 4.5 times) higher than the levels of the side-
lobes.17 Then, m ¼ 2 is enough to ensure that f0P1 is selected out
as the coarse estimate (i.e., fP1 ¼ f0P1 ), because from Eq. (12) it
is easy to see that Sðf0P1Þ is greater than SðfPÞ=2, and thus much
greater than the levels of the side-lobes. In the high-noise case,
the maxima may belong to some other side-lobes. Indeed, this
is the case when the SNR is lower than the threshold, and the
whole concept of a ‘‘main lobe’’ breaks down. However, if one
just concerns the performance when the SNR is above the
threshold, the GS can be determined according to Eq. (13).4. Proposed estimator
We modify the original periodogram estimator by employing a
GS determination procedure according to the GS formula
Eq. (13) before the two-step numerical search. Because the
GS is automatically and adaptively determined from the
observations, and the estimate is obtained by searching
the peak of the ‘‘periodogram’’, we call this modiﬁed algorithm
the adaptive periodogram peak-search (Adaptive-PPS).
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Because a local optimization algorithm, such as the Newton’s
method, is adopted during the reﬁned search, one needs to con-
ﬁrm its convergence. Denote f^k as the result of the kth iteration,
then the ðkþ 1Þth iteration for theNewton’smethod isgivenby18
f
_
kþ1 ¼ f
_
k  S
0ðfÞ
S00ðfÞ

f¼ f
_
k
ð14Þ
where S0ðfÞ and S00ðfÞ can be calculated from Ref. 4.
From the convergence theory18, the condition that fP1 is
within the mainlobe is necessary but not sufﬁcient. Another
necessary condition is S00ðfP1Þ < 0. In fact, if f
_
k is within the
mainlobe, then
S0ð f
_
kÞ > 0; f
_
k < fP
S0ð f
_
kÞ < 0; f
_
k > fP
8<: ð15Þ
From Eqs. (14) and (15), it is easy to see that f
_
kþ1 would be
closer to fP if S
00ð f
_
kÞ < 0, comparing with f^k. Consider the
noiseless case again, and recall the relationship between gðfÞ
and SðfÞ, we have
S00ðfÞ ¼  1
4
½gðfÞ32½g0ðfÞ2 þ 1
2
½gðfÞ12½g00ðfÞ ð16Þ
which means that g00ðfÞ < 0 ) S00ðfÞ < 0. From Eq. (7) we have
g00ðfÞ ¼ 8p2T20
Xn1
j¼1
Xn
i¼jþ1
½d2i;j cosð2pðf f0Þdi;jT0Þ ð17Þ
Because fP ¼ f0 under the noiseless case, then based on Eqs.
(11), (13), and (17), it is easy to see that g00ðfP1Þ < 0 as long as
mP 2 in Eq. (13). Therefore, in the noiseless case, the coarse
estimate fP1 can be within the interval of convergence if the se-
lected factor mP 2.
Under the noisy case, due to the noise perturbation, the
interval of convergence may be narrower than that for the
noiseless case. Hence, a larger m (i.e., a ﬁner grid spacing)
can be set to ensure the coarse search yielding a coarse estimate
fP1 being within the interval of convergence. Although we do
not investigate here the size of the sampling factor that would
formally guarantee convergence, we direct the reader’s atten-
tion to the similar situation that arises in the maximization
of the periodogram when estimating the frequency of a noisy
sinusoid.19,20 It has been noted that the Newton’s method fails
to ﬁnd the maximiser reliably, if the coarse estimate is selected
from Fourier frequencies at which the fast Fourier transform
(FFT) with no padding is calculated. However, after zero-pad-
ding the data to four times its length, the Newton’s method
would work, as the spacings between the frequencies at this
time are four times ﬁner, and the coarse estimate would be
accurate enough to ensure convergence.
4.2. Computational complexity
In order to evaluate the computational complexity, consider
the ‘‘Bernoulli missing model’’ case, when the total observa-
tion time tn  t1 has expected value nT0=p with n observa-
tions.11 Substitute this relationship into the GS formula, the
total number of grid points is given by
Ns ¼ round mT0ðfmax  fminÞ
p
n
 
ð18Þwhere round () denotes rounding to the nearest integer. Fur-
thermore, according to Eq. (4), for each grid point we need n
complex exponential operations to calculate the corresponding
spectral values. Hence, the total computational load of the grid
search step is Oðn2Þ.
It is easy to see that the computational complexity for each
Newton’s iteration is OðnÞ. Because the Newton’s method con-
verges quadratically,18 only a few iterations are needed for
convergence if a proper initial point has been selected after
the coarse search. Therefore, the computational complexity
of the reﬁned search step can be expected to be in the order
of OðnÞ. It follows that the expected computational complexity
of the estimator is Oðn2Þ.
5. Experimental results
In this section, we perform a series of Monte Carlo simulations
to compare the proposed Adaptive-PPS estimator with the
other well-known existing estimators: the periodogram estima-
tor,7 the SLS2-ALL,8 the LLS,9 and the ZnLLS.10 We are
mainly interested in the comparison with the ZnLLS, which
has been shown to be the only known feasible ML estimator
in Ref. 10.
Most of the realizations are based on the software21 pro-
vided by McKilliam and Clarkson, like the experiments in
Refs.9,10. All the simulations share the following common con-
ditions: the number of Monte Carlo trails is 1000; the actual
period T0 ¼ 1; the phase / obeys Uð0;T0Þ, which represents
the uniform distribution in the range of 0–T0; the known inter-
val of T0 is ½0:7; 1:4; the ‘‘Bernoulli missing model’’ is adopted
and p ¼ 0:25; m in Eq. (13) is set to 2.
5.1. Statistical accuracy
At ﬁrst, we perform an experiment like the one in Ref. 10, to
test the estimators’ capabilities as the observation time varies.
rv ¼ 0:05 and the number of observation n varies from 10 to
100 with an increment of 5. As p remains constant, a larger
n means a longer observation time. In implementing the peri-
odogram, the LLS, and the SLS2-ALL, the numbers of grid
points are artiﬁcially set to 100. Estimation errors are mea-
sured by mean-square error (MSE). The clairvoyant CRLB
presented in Ref. 8 is adopted as the benchmark.
The results are shown in Fig. 2. These results, which agree
with those in Ref. 10, show that the Adaptive-PPS performs al-
most as well as the ZnLLS and can reach the CRLB under all
values of n. This is because our estimator, as it is illustrated
above, can automatically determine an appropriate GS which
yields an approximate MLE. The performances of the other
three estimators diverge from the CRLB as n increases. This
shows the importance of the GS determination, and without
sound theoretic basis, the artiﬁcially chosen GS becomes too
large as n increases, which makes the estimators ‘‘step-over’’
the MLE.
Secondly, we compare the performances of the Adaptive-
PPS and the ZnLLS as the noise level varies. rv varies in the
range of 0.020–0.252; n ¼ 30 and p ¼ 0:25. The results, as shown
in Fig. 3, indicate that these two estimators also perform compa-
rably well under all the noise levels. More speciﬁcally, the SNR
thresholds of these two estimators are very close. This indicates
that a factor m ¼ 2 is enough for the Adaptive-PPS to yield an
Fig. 2 Estimation error as n varies.
Fig. 3 Estimation error as noise level varies.
Table 1 Computing-times for the estimators.
Estimator method Computing-time (s)
n= 30 n= 60 n= 120 n= 240
Adaptive-PPS 0.991 4.057 16.45 67.07
ZnLLS 8.234 70.630 589.50 5136.00
Fig. 4 Estimation errors of the two extended estimators as n
varies.
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the threshold, under the Bernoulli missing model assumption.
That is to say, when the SNR is above the threshold, both the
mainlobe width and the interval of convergence are very likely
to be larger thanWB/2.
5.2. Computational efﬁciency
This experiment tests the efﬁciencies of the Adaptive-PPS and
the ZnLLS. It is conducted with a personal computer with a
CPU of Intel Quad Q8200 @2.33 GHz. The computing-times
are recorded in seconds when n= 30, 60, 120 and 240.
Table 1 lists the results, which show that the Adaptive-PPS is
much more efﬁcient than the ZnLLS (e.g., more than 75 times
faster when n ¼ 240). We can also see that the computing-timeof the Adaptive-PPS increases almost quadratically as n varies,
which validates its computational complexity of Oðn2Þ.
5.3. Extensions
The proposed Adaptive-PPS algorithm is a modiﬁed periodo-
gram algorithm, and the key improvement is that the GS can
be determined automatically according to the GS formula.
Can this formula be useful for the LLS and the SLS2-ALL?
We analyze the possibility of this extension by numerical sim-
ulations. In this experiment, the original algorithms are modi-
ﬁed by adopting the GS formula and denoted as ‘‘Adaptive-
LLS’’ and ‘‘Adaptive-SLS2-ALL’’, respectively. Like the
experiment in Section 5.1, the performances of these two ex-
tended estimators are evaluated under different numbers of
observations, and the results are shown in Fig. 4. Now after
modiﬁcation, both estimators can reach the CRLB under all
values of n, which validates the possibility of the extension.
Actually, it has been shown in Ref. 9 that there is a close con-
nection between the LLS and the periodogram, thus it is not
strange that these two estimators can adopt the same GS for-
mula. On the other hand, however, the relation between the
SLS2-ALL and the periodogram is far from being understood
to our satisfaction.8
6. Discussion
The estimator is thought to be approximately ML but not ML,
because it is based on the following approximations and
assumptions:
(1) The maximiser of the periodogram is ML for Gaussian
measurement errors (however, it is ML for Von Mises
errors actually).
(2) The coarse estimate fP1 ensures that the mainlobe has
been found, i.e., fP 1 shall be within the mainlobe.
(3) The noise does not signiﬁcantly perturb the noise-free
mainlobe width investigation and convergence analysis
presented in Sections 3.1 and 4.1, such that the Newton’s
method can reliably converge to the peak of themainlobe.
Nevertheless, people normally only concern the perfor-
mance when the SNR is above a certain threshold, as below
440 H. Ye et al.which the performance would deteriorate rapidly from the
CRLB. It has been shown both in Ref. 10 and our simulations
that the threshold value of T0=rv for the MLE to attain the
CRLB is on the order of 10 when n ¼ 30, and it is clear from
our simulations that the SNR threshold performance of the
proposed estimator is very close to that of the ZnLLS, which
is ML. That is to say, under the condition that T0=rv > 10,
the SNR is likely to be sufﬁciently high, such that the Von
Mises p.d.f would tend to be close to Gaussian, and the noise
would not signiﬁcantly perturb the magnitudes of the mainlobe
width and the interval of convergence.
Moreover, although the proposed estimator is also approx-
imate ML, it is much more likely to approximate the MLE,
comparing with the original numerical methods, such as the
periodogram estimator, the LLS, and the SLS2-ALL. The ori-
ginal numerical methods determine the GS with little informa-
tion, while the proposed estimator determines the GS
adaptively by adopting the GS formula, which is equal to
WB=m. As the derived lower limit WB provides useful and
important information about the magnitudes of the mainlobe
width and the interval of convergence when the SNR is above
the threshold, it is easier for the Adaptive-PPS to determine an
appropriate GS.
The factor m is used for compensating the noise perturba-
tion. Under the Bernoulli missing model assumption, the
numerical simulations indicate that m ¼ 2 is large enough.
When ki are generated from a quite different model, one
may need to set a larger m.
7. Conclusions
(1) A modiﬁed periodogram estimator called the Adaptive-
PPS is proposed for fast and accurate period estimation
from noisy, incomplete observations.
(2) The GS determination problem suffered by the original
periodogram estimator is investigated and a novel GS
formula is derived.
(3) Numerical simulations have shown that the proposed
estimator performs very much like the only known
ML estimator from the estimation accuracy point of
view, but with a much lower computational complexity.
Simulations have also validated the possibility of
extending the proposed formula to the other two similar
estimators that also operate through grid search. As far
as we know, this is the ﬁrst effective solution to GS
determination, which is a fundamental stage for this
class of existing estimators.Acknowledgement
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Assume that the noise satisﬁes the Von Mises PDF model (see
Eq. (2)), then the log-likelihood function is given byLðt; k;T;/Þ ¼
Xn
i¼1
k cos
2p
T
ðti  kiT /Þ  lnð2pI0ðkÞÞ
 
ðA1Þ
where t ¼ ½t1t2 . . . tnT is the vectorial representation of the time
of arrival (TOA) sequence, k ¼ ½k1k2 . . . knT the vectorial rep-
resentation of the integral multiples; k, T, and / are all
unknown.
Considering that:
cos
2p
T
ðti  kiT /Þ ¼ cos 2p
T
ðti  /Þ ðA2Þ
the log-likelihood function can reduce to a form explicitly
independent of k, thus we are beneﬁted from the noise model
Eq. (2) by avoiding the estimation of k.
The reduced log-likelihood function is given by11
Lðt;T;/Þ ¼
Xn
i¼1
k cos
2p
T
ðti  /Þ  lnð2pI0ðkÞÞ
 
ðA3Þ
Let h ¼ ½T/T, then the MLE of h is given by
h^ ¼ argmaxh
Xn
i¼1
cos
2p
T
ðti  /Þ ðA4Þ
For a given period T, the MLE of the phase is the one that
maximizes the objective function as below
Ltðt; hÞ ¼
Xn
i¼1
cos
2p
T
ðti  /Þ ðA5Þ
Denote this estimation of the phase by /^ðTÞ because it
depends on the ‘‘given’’ T, then we can obtain the MLE of T
as follows
bTML ¼ argmax
T
Xn
i¼1
cos
2p
T
ti  /^ðTÞ
	 
 
ðA6Þ
On the other hand, because / ¼ /^ðTÞmaximizes Lt, we have
@Lt
@/

/^ðTÞ
¼ 0 ðA7Þ
Thus, during the process of maximizing the objective
function Lt in Eq. (A6) every candidate of T and its corre-
sponding /^ðTÞ satisfy the following restrictionXn
i¼1
sin
2p
T
ti  /^ðTÞ
	 
 
¼ 0 ðA8Þ
Now go backward to Eq. (3), it is equivalent to
bT0 ¼ argmax
T
Xn
i¼1
exp j2p
ti
T
	 


¼ argmax
T
exp j2p/^ðTÞ
	 
Xn
i¼1
exp j2p
ti
T
	 


¼ argmax
T
Xn
i¼1
exp j2p
ti
T
 /^ðTÞ
	 
	 

 ðA9Þ
where /^ðTÞ is the same as above. By employing the relation
expðjhÞ ¼ cos hþ j sin h, Eq. (A9) can be reduce to
T^0 ¼ argmax
T
Xn
i¼1
cos 2p
ti
T
 /^ðTÞ
	 
	 
" #28<:
þ
Xn
i¼1
sin 2p
ti
T
 /^ðTÞ
	 
	 
" #29=;
1
2
ðA10Þ
Fast approximate maximum likelihood period estimation from incomplete timing data 441Because T and /^ðTÞ satisfy the restriction of Eq. (A8) we
have
bT0 ¼ argmax
T
Xn
i¼1
cos 2p
ti
T
 /^ðTÞ
	 
	 

¼ T^ML ðA11Þ
That is to say, Eq. (3) is the MLE of T for the Von Mises
measurement errors.
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