This set of slides and accompanying notes presents an introduction to the use of the ADAPT software package to develop Quantitative Structure-Property Relationships (QSPRs) and Quantitative Structure-Activity Relationships (QSARs). This approach deals with organic compounds of intermediate size, but not biopolymers or proteins. The models are developed using calculated numerical descriptors to encode information about each of the molecular structures. These descriptors are used to build statistical or computational neural network models to predict the property or activity of interest.
The main components of a QSPR/QSAR study are presented here. The molecular structure of each compound is entered and stored in a topological representation. Each structure is submitted to conformational analysis to generate a good, lowenergy conformation. The topological and geometrical representation of the structures are used to calculate molecular structure descriptors. The descriptor set is submitted to feature selection, in which the best subsets of descriptors are sought. Models based on statistical methods or computational neural networks are built with the subsets of descriptors. The models are validated with an external prediction set.
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The first major step in a QSPR/QSAR study is the entry of the molecular structures and generation of the 3-D models.
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The structures are entered by sketching with HyperChem. The 2-D sketch is used to generate a good, low-energy conformation with mopac using the PM3 Hamiltonian. The 3-D molecular models are needed for geometric descriptor calculation.
Structure Entry and Molecular Modeling
Structure Entry and Structure Entry and Molecular Modeling Molecular Modeling The second major step in a QSPR/QSAR study is the generation of the molecular structure descriptors.
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The structures of organic compounds can be represented as graphs, a field of mathematics. Shown here is the example molecule isopentane and its graphical representation consisting of five nodes, four edges, and the adjacency relationships implicit in the structure. Once the organic compounds are considered as graphs, the theorems of graph theory can then be applied to generating graph invariants, which in the context of chemistry are called topological descriptors. 
C
AM1 Partial Atomic Charges
H-bonding Donors and Acceptors for Serine
The donor and acceptor atoms are highlighted in color here. When these atoms are used to compute a set of descriptors, then the propensity of the compound to engage in Hbonding is encoded. 
Serine: Serine: H H--bond bond Donors Donors and and Acceptors Acceptors
The third major step in a QSPR/QSAR study is the selection of the most important descriptors using feature selection methods.
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After descriptors have been calculated for each compound, this set must be reduced to a set of descriptors which is as information rich but as small as possible. Objective feature selection is done first. Objective feature selection uses only the independent variables, and descriptors to discard are identified by pairwise correlations, tests of identical values, and a vector space descriptor analysis which looks for descriptors that are orthogonal to one another. A reduced descriptor pool results. Secondly, subjective feature selection, which does use the dependent variable values, is applied to further reduce the descriptor set. 
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Simulated annealing searches the descriptor space for optimal subsets one string at a time.
It begins with an initially random string of descriptors and replaces one or more of the descriptors with new descriptors from the reduced pool. Each new subset is evaluated by an appropriate cost function -typically an error minimization. If the cost function of the new subset is better than the previous subset, then the new subset is appropriately stored in the list of best models. If the cost function is worse, then a probability function is used to determine if the algorithm should take a detrimental step -that is, proceed with a mutation of the new subset -or revert back to the previous subset of descriptors and attempt a new mutation. The ability to take many more detrimental steps early in the optimization reduces the risk of converging in a local error minimum, thus as the optimization proceeds, detrimental steps become more difficult to take. The genetic algorithm differs from simulated annealing in that a population of 40-50 strings are examined each iteration rather than a single one. Once an initial population of strings is created, EACH subset is evaluated by a cost function and subsequently ranked from best to worst. The best 50% of the models then undergo two processes called mating and mutation to generate a new population of "children" strings -that is to say, each population of strings serves as "parents" to the subsequent population of "children" strings.
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To illustrate the process of mating, let's say we have two subset strings called parent 1 and parent 2. The algorithm determines a fixed split point to perform a cross-over mating process whereby the first two descriptors of parent 1 and the last three descriptors of parent 2 are combined to form child 1. The remaining descriptors from these two subsets are combined to form a second child. In addition, a low-probability single-descriptor mutation can occur in approximately 5% of the children strings to prevent premature convergence in local minima. Typically the mating and mutation process is repeated for 1000 iterations and the best models are ranked. The fourth major step in a QSPR/QSAR study is the generation of the QSPR/QSAR models using the descriptor sets. Models can be statistical or can be computational neural networks.
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Multiple linear regression finds a correlation between molecular structures and their corresponding property through a linear combination of structural descriptors -as shown in this equation.
Typically, the number of descriptors considered range between 3 to 12. During the subjective feature selection stage, the best subsets chosen for further analysis as potential models are initially based on the number of descriptors in the subsets, smaller subsets being preferred over larger ones, and the root mean square error of the training set compounds. Subsets satisfying these criteria are then evaluated by several statistical measures to assess the robustness and strength of each subset in regards to model coefficients, descriptor multicollinearities, and compound outliers. The final test of each linear regression model is the ability to generalize to external compounds contained in the prediction set. These models are termed Type I models. Its purpose is to build an association between the set of descriptors that encode each compound and the compound's property or activity value. In the illustration, five descriptors form the representation of a compound. These five values are fed to the first level neurons, where scaling occurs. The output from each of the five firstlevel neurons is passed to each of the three hidden-layer neurons. Each of the 15 connections has an adjustable weight. Each hidden-layer neuron sums its inputs and then puts this sum through a sigmoid forcing function that imparts non-linearity to the system. The outputs from the three hidden-layer neurons are passed, with weighting, to the output neuron in the third layer, which sums and transforms the values and produces the property value estimate. The learning of the neural network is done by adjusting the weights of the connections within the network. This is done by feedback whereby errors committed by the network are minimized by adjusting the weights of the network with back propagation. Second-order training using quasiNewton methods is even faster and produces better networks at less computational cost. In training CNNs, it is possible to over-train the network. Training of a CNN occurs in two stages: first, the network learns the general features of the training set, which ought to be very useful in predicting the property for new compounds; secondly, at a later stage of training the network learns the individual characteristics of the individual compounds of the training set, that is, memorizes the training set members, which is not useful in predicting the property for new compounds. This is called over-training. One effective way to avoid over-training is to use a cross-validation set in addition to the training set of compounds. Periodically during training, the property is estimated for the members of the cvset, and a running error is kept. When this cvset error reaches a minimum and starts to rise, the best stopping place for training has been found. There are a number of considerations to take into account when using CNNs for QSAR models. Proper use of a cross-validation set can prevent over-training. The architecture of the CNN should be such that the number of adjustable parameters should be less than onehalf the number of compounds in the training set. The number of neurons in the hidden layer must be determined empirically; usually this means starting with a small number and working up.
Goal
• Split data into tset, cvset, pset
• Cross-validation to prevent overtraining
• Ratio of observations in tset to total adjustable parameters should be >2
• Determine number of hidden layer neurons empirically --start small
• Cross-validation set error should vary smoothly
• Assign starting weights and biases randomly
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The fifth major step in a QSPR/QSAR study is the validation of the model by predicting the property or activity of compounds in the external prediction set. The errors produced in the predictions should be comparable to those achieved for the training set and crossvalidation set. In summary, QSPR/QSAR methods can be used to build models that can predict properties or activities for organic compounds.
To do so requires an effective way to encode the structures with calculated molecular structure descriptors. Once the models have been generated, they have predictive ability for new compounds not in the training set. The descriptors that are incorporated into the models provide an opportunity to focus on the features of the compounds that account for the property or activity of interest.
• Develop quantitative predictive models using regression analysis or neural networks with errors comparable to experiment
• Encode structures successfully with calculated structural descriptors
• Develop predictive ability for properties of new compounds
• Focus on important structural features Conclusions Conclusions
