Byzantine quorum systems [13] 
their use in distributed data services is that, if a shared variable is stored at a set of servers, read and write operations need be performed only at a quorum of those servers. The intersection property of quorums ensures that each read has access to the most recently written value of the variable.
Traditionally, quorum systems have been used for benign fault tolerance, i.e., maintaining data availability in the presence of unresponsive servers (crashes). Recently, Byzantine quorum systems have been introduced to provide data availability even in the presence of arbitrary (Byzantine) faults [13] . The Byzantine fault model is attractively powerful in that it can be used to analyze a wide variety of faulty behaviors; for example, it has been proposed as a framework for modeling security problems such as intrusions and sabotage.
One important limitation of standard Byzantine faulttolerance techniques, quorum-based or otherwise, is their dependence on a static, pessimistically defined resilience threshold, which limits the number of faults. 1 The designer must decide in advance what maximum number of simultaneous failures the system will tolerate and build the system to tolerate that number of faults, at the expense of keeping an appropriate number of separate up-to-date copies of each data item for this worst-case failure assumption. If the chosen threshold is higher than necessary, the excess replication is wasted, so that the system is unnecessarily inefficient and unwieldy. On the other hand, if the threshold is chosen too low, the correctness guarantees of the system are nullified. Furthermore, even if a threshold is appropriately positioned for the worst case failure scenario, this scenario will usually be relatively rare; the degree of replication required will be wasted in the average case.
In this paper, we present a method of dynamically raising and lowering the resilience threshold of a quorum-based Byzantine fault-tolerant data service in response to estimates of the number of server failures. ( [1] presents failure detection methods that might be used to obtain these estimates for such services.) The goal of our work is to design protocols that allow a quorum system to respond at run time to the presence or absence of detected faults. This flexibil-ity comes at a cost: tolerating a given maximum number of faults requires more servers in our approach than in a static system. However, with a fixed number of servers, our protocols allow a system to operate in low-threshold mode with smaller quorums than a static approach would require for the same worst-case threshold. A natural way of using a dynamic quorum system is to increase the threshold when faults are detected, and decrease it again when the failures have been dealt with. The threshold could also be raised or lowered based on external evidence that the threat of an attack has increased or decreased, such as information in server logs or new information about the value of the data being stored.
The difficulty in dynamically adjusting Byzantine quorum systems can be exemplified as follows. Consider a threshold masking quorum system [13] of n = 9 replicated servers with quorums consisting of all sets of 6 servers. This guarantees that every pair of quorums intersect in 3 servers or more, and can tolerate a threshold b = 1 of Byzantine server failures while still guaranteeing that the majority of every quorum intersection is correct. Now, suppose that some client, detecting a possible failure in the system, wishes to reconfigure the quorum system to raise the resilience threshold to b = 2. This can be accomplished by making every set of 7 servers a quorum, thereby guaranteeing that every pair of new quorums intersect in at least 5 servers, a majority of which are correct. However, if the client informs an old quorum of 6 servers about the new configuration (Figure 1 ), or even a newly adjusted quorum of 7 servers (dashed line), then there is no guarantee that the intersection with the old quorum will contain a majority of correct servers. As a result, another client, which still uses a quorum of size 6, may obtain conflicting information by a collusion of 2 faulty servers.
Our methods address this very problem. We describe protocols that guarantee safe shared variable semantics [8] in the face of repeated configuration changes, and despite the use of arbitrarily stale quorum configurations by clients. Our work is the first of which we are aware that provides data replication with safe variable semantics in the face of a varying resilience threshold in a Byzantine environment, with no reliance on any concurrency control mechanism (e.g., no locking).
Our approach makes use of a threshold variable B which is coupled with the ordinary replicated variables that our system maintains, and is designated to maintain the current resilience threshold b. We show how to implement such a threshold variable with stronger semantics than safety in order to maintain the safety of the ordinary variables. Updates to B are made to announce sets, which are generally larger than ordinary quorums and are guaranteed to be observed by clients who may be using arbitrarily old thresholds. Ordinary variable operations are accordingly modified to take B into account. Maintaining safety of variables is complicated by the fact that we allow reads and writes to occur simultaneously with adjustments to B. The challenge is to guarantee sufficient intersection of new quorums with previously written quorums (of unknown thresholds) without accessing too many servers in the normal case.
The structure of the remainder of the paper is as follows. We discuss related work in Section 1.1. In Section 2, we give our system model and preliminary definitions. In Section 3 we introduce the threshold adjustment framework and its requirements. In Section 4, we present the protocols for reading and modifying a dynamic threshold in threshold masking quorum systems. In Section 5, we present the enhanced protocols for reading and writing shared variables using the dynamic threshold. Section 6 generalizes some of the concepts of dynamic threshold adjustments to topographically defined quorum systems. We discuss performance and optimizations in Section 7 and conclude in Section 8.
Related Work
Our work builds on a substantial body of knowledge on quorum systems and their uses, which was initiated in [6, 16] ; for a survey of quorum systems work, see [12] . More specifically, our methods are designed for Byzantine quorum-based replication, which was introduced in [13] and further investigated in various works [3, 15, 14] .
Our consideration of Byzantine faults makes our treatment fundamentally different from most prior works on dynamic quorum reconfiguration with benign failures only. In [5, Ch. 8, missing writes protocol] and [7, 10] , a quorum system is reconfigured by forming a write-quorum in such a way that following readers learn about the reconfiguration in the course of the normal read protocol. Byzantine faults complicate this scheme in that (undetectably) faulty servers might misinform a reader. As discussed earlier, this is especially significant when increasing the resilience threshold, since the reader, which may be using an out-of-date quorum system, could be misled by a new threshold of colluding Byzantine faulty servers.
Quorum adaptation for crash failures is discussed in [4] .
In their approach, if a server u fails while u is the only server contained in the intersection of two quorums Q i and Q j , then the intersection property is maintained by removing u from Q i and Q j and by substituting another correct server. Our work differs from [4] in two significant ways. First, the fact that we treat Byzantine failures means that we must enable on-the-fly changes not only to the set of quorums, but also to the very intersection property that defines those quorums. Second, our clients (which we assume to be potentially numerous and transient) do not communicate between themselves and cannot inform one another of changes. Our work differs from [4, 9] as well, in that our protocols can take hints on the possible level of failures in the system in order to adjust the resilience threshold, rather than rely on specific detection of server failures. Some work in Byzantine agreement considers dynamic threshold changes during the run of the protocol. For example, Bar-Noy et al [2] present an optimal-round agreement protocol that lowers its operating threshold midway through the protocol in order to improve efficiency while still maintaining overall the resilience of the original threshold. Our work differs from theirs by considering general replicated data rather than agreement protocols, but more fundamentally in that our protocols allow the fault threshold to be raised or lowered as fault-tolerance needs change. In particular, they take a detected fault as a sign that therefore there are fewer remaining faults in the system, while we may take it as a sign that the initial threshold was too optimistic and should be increased.
Preliminaries
Our system consists of a set U of data servers such that the number n = jUj of servers is fixed. During an execution of the system, a server receives input messages and responds to each with a (non-null) output message. The correct response of a server for each input message is defined by a function F that maps the preceding history of all inputs that server received since the beginning of time to an output message. A server that receives the sequence of inputs m 1 : : : m k should respond to m k with F(m 1 : : : m k ), the correct response. At any given moment a server may be either correct or faulty. A correct server responds to any request with the correct response. We allow Byzantine failures: a faulty server may respond with an arbitrary response (including no response). However, note that a correct response is defined irrespective of a server's prior faulty output behavior (or state modifications). In practice, since servers usually have a state that does not include the entire history, this means that for a once-failed server to be considered correct, it must be recovered to the state that it would have held if it had never failed.
The set of clients of the service is disjoint from U. Each client is assumed to have a FIFO channel to each server. In our system, clients may be numerous and transient. In particular, clients are not aware of each other, nor do they necessarily have the ability to communicate with one another. We restrict our attention in this work to server failures; clients and channels are assumed to be reliable.
We use a replicated data service model based on quorum systems, which are defined as follows:
In such a service, clients perform read and write operations on a variable by reading or writing its value at a quorum of servers. The intersection property ensures that any read operation observes the value of the most recent write operation; timestamps can be used to distinguish this value from older ones.
A useful type of quorum system for Byzantine fault tolerance is the b-masking quorum system: Definition: A b-masking quorum system is a quorum sys-
This additional intersection property ensures that in spite of up to b faults in the system, any two quorums intersect in at least b + 1 correct servers. This enables clients to determine the correct variable value using an algorithm that combines voting and timestamps. A b-masking quorum system is thus designed to tolerate failures in a system with a static resilience threshold b.
For the greater part of this paper we focus our attention on a particular type of b-masking system called a threshold quorum system. Threshold systems are defined as follows:
Definition: A threshold masking quorum system is a quorum system Q such that 8Q 2 Q jQj = d(n + 2 b + 1 ) =2e.
For simplicity, we assume hereafter that n is odd, so that we can eliminate the ceiling operator from our calculations.
Ordinary (i.e., static) b-masking quorum systems support replicated variables in a Byzantine environment as follows. To emulate a shared variable V , each server u stores a "copy" V u of V along with a timestamp variable T V u . A timestamp is assigned by a client to T V u when the client writes V u . Our protocols require that different clients choose different timestamps, and thus each client c chooses its timestamps from some set T c that does not intersect T c 0 for any other client c 0 . The timestamps in T c can be formed, e.g., as integers appended with the name of c in the low-order bits. Note that faulty servers may return arbitrary values both for variables and for timestamps. The read and write operations are implemented as follows.
Write: For a client to write the value v to variable V , it queries servers in some quorum Q to obtain the timestamp t u from T V u at each u 2 Q. The client then chooses a timestamp t 2 T c greater than the highest timestamp value in ft u g u2Q and greater than any timestamp it has chosen in the past, and updates V u and T V u at each server u in some quorum Q 0 to v and t, respectively.
Read: For a client to read a variable V , it queries servers in some quorum Q to obtain values v u t u from variables A server u that receives an update hv ti during a write operation updates V u T V u to hv ti, respectively, iff t > T V u . This pair of protocols guarantees safe [8] variable semantics, i.e., a read operation that does not overlap a write operation returns the value of the most recent write (the proof of this assertion can be found in [13] ).
Threshold Adjustment
The read/write protocols above provide safe variable emulation in a Byzantine environment with a static resilience threshold. The goal of this work is to extend these protocols so as to allow dynamic adaptations of quorum systems to varying resilience thresholds. The challenge is to maintain safety of any replicated variable in the system while dynamically performing such changes, without stopping the normal operation of the system.
To accommodate changes in the threshold setting, we in- an announce set. A few issues need to be addressed in order to specify threshold adjustment fully. First, we need to specify the intersection requirement between the announce set and all ordinary quorums in such a way that threshold adjustments will be noticed by all potential clients. Second, we need to specify threshold write and read protocols. Third, we need to modify our read/write protocols to account for threshold adjustments. These will be the topic of discussion in the remainder of this paper.
Since the system for which we design our protocols has a dynamically changing resilience threshold, a standard threshold constraint, e.g., "the number of faulty servers in the system at any given time does not exceed b," does not suffice for our purposes. Rather, in order to guarantee correctness, we need a statement that the dynamically written threshold values are correct. To this end, we adopt the following assumption for the remainder of the paper. In practice, Assumption 1 amounts to requiring that the threshold should be changed proactively and at a reasonable rate.
0-7695-0707-7/00 $10.00 ã 2000 IEEE The goal of our threshold adjustment protocols is to maintain safety of all replicated variables despite possible modifications to the resilience threshold. For the purpose of safety, we treat the associated threshold variable B as an integral part of any variable V . Accordingly, the modified safety condition that our protocols will satisfy is the following.
Safety:
A read operation on V that overlaps no writes to V or threshold write operations to B returns the value of the most recent write to V that precedes this read, in some serialization of all write operations preceding it.
Quorum Adjustment in Threshold Systems
In this section we present and discuss protocols that allow clients to read and adjust the fault tolerance of a threshold masking quorum system. An important property of our protocols is that they require no direct interaction among clients; all information is passed through shared variables.
Basic Protocol
We wish to design protocols in which the resilience threshold of the underlying quorum system can be dynamically adjusted to any value within some range b min b max ].
The simplest way to ensure that clients always use the correct threshold is to require clients to read the threshold before any read or write, and to adopt a threshold value only if at least b max + 1 servers in a quorum agree on this threshold and its associated timestamp. By Assumption 1 and the definition of b max , no more than b max responses to any query will be faulty. Therefore, if the announce set for a threshold change intersects every possible quorum (i.e., every set of size (n + 2 b + 1 ) =2 for b min b b max ), in at least 2b max + 1 servers, it follows that the response to any query will include at least b max + 1 notifications of the change.
(One advantage of this approach is that clients need not maintain their own copy of the current value of the threshold b. In particular, new clients can join without having to initialize a copy of the threshold.)
We take as announce sets all sets of size n;b max , i.e., the largest number of servers guaranteed to be available under any threshold setting. This value will be sufficient provided that the intersection between any quorum and any announce set is of size at least 2b max + 1 . That is, we need: 2b max + 1 ((n + 2 b min + 1 ) =2) + (n ; b max ) ; n It follows that n 6b max ; 2b min + 1 , and thus we need at least 6b max ; 2b min + 1 servers to provide a dynamic threshold quorum system whose threshold ranges from b min to b max . We take this as an assumption for the remainder of the paper. Assumption 2 n 6b max ; 2b min + 1 .
Note that Assumption 2 is a generalization of the 4b + 1 servers required by a static threshold system, i.e., one where b min = b max [13] .
The protocol for raising or lowering the threshold using an announce set of size n ; b max is as follows:
Threshold write: For a client to set B to a new threshold value b, it queries servers in some announce set A (of size n ; b max ) to obtain values b u t u from variables B u T B u at each u 2 A. It then chooses a timestamp t 2 T c greater than the largest timestamp in ft u g u2Q , and greater than any timestamp it has chosen in the past. Finally, at each server The purpose of this definition is made clear by the following theorem:
Theorem 1 If b is older than the most recently completed threshold write at the time of a threshold read, then it will be countermanded in that read.
Proof: If no threshold write operations are taking place concurrently with the threshold read, then the result follows immediately from Assumption 1, the intersection property between announce sets and quorums, and the fact that b max b. Furthermore, for any b, the number of correct servers whose threshold timestamp exceeds that of b is monotonically nondecreasing over the course of a threshold write. Therefore the result holds during threshold writes as well.
Correctness
The correctness of the threshold variable follows from the following theorem and subsequent corollary to Theorem 1.
Theorem 2 In any threshold read that does not overlap a threshold write, the most recently written threshold value (in the serialization consistent with timestamp order of the writes) is returned.
This theorem is easily seen to be implied by the following two lemmas: 
Lemma 2 For any such threshold read, the most recently written threshold is not countermanded.
Proof: The most recently written threshold has the highest (nonforged) timestamp. Therefore if the correct threshold is b, then by Assumption 1, no more than b servers may forge higher timestamps in their response to the query. Since b < b max + 1 , the value b is not countermanded.
Corollary 1 A threshold read that overlaps one or more threshold writes will not return a threshold older than the value in the most recently completed threshold write.
Proof: This follows from Theorem 1 and the fact that the read does not return a countermanded value.
Remark: A consequence of this theorem and corollary is that the protocol given above implements a weakened version of regular variable semantics [8] for the threshold variable; i.e., a query that overlaps one or more writes will return either the value of the most recently completed write, the value of one of the writes which it overlaps, or ?. This is a stronger guarantee than that provided by safe semantics.
Variables Implemented with Dynamic Threshold Systems
In a quorum system whose resilience threshold is dynamic, a change to the quorum structure may require some attention to the variables that make use of that threshold. Specifically, an increase in the threshold may compromise the integrity of previously written variables unless some specific corrective action is taken.
Suppose, for example, that the threshold of a system is increased from b to b + 3 . Once this operation is complete, clients performing read and write operations will learn of the new threshold and perform those operations on quorums of the new size. Unfortunately, values that have been written under the previous threshold will appear only at an old quorum of servers. The intersection between an old quorum and a new one is only guaranteed to be 2b+ 4 , not the 2b+ 7 required for tolerating an additional 3 faults.
More generally, the main difficulty is that if a variable was last written when the threshold was smaller than the current threshold b, then reading from a quorum of size (n+ 2b+ 1 ) =2 does not suffice to ensure that b+ 1correct servers will respond with the latest value. Rather, to ensure that b + 1 correct servers will respond with the latest value, it may be necessary to increase the quorum used during a read operation to (n + 2 b + 1 ) =2 + b ; b min .
A similar problem occurs when a writer accesses a quorum of servers in order to determine a timestamp for the write. The writer needs to access a quorum that guarantees intersection in one correct server with the most recently written quorum. The difficulty is that the latter could have a quorum size that corresponds to an arbitrarily old threshold. If the current threshold b can be determined, then a quorum of size (n + 2 b + 1 ) =2 ; b min suffices to intersect in b + 1 with any other quorum, and hence, in at least one correct server. However, if the threshold cannot be determined, which can happen when a write operation overlaps a threshold-write operation, then a (potentially larger) quorum of size (n + 2 b max + 1 ) =2 ;b min needs to be accessed in order to determine a correct timestamp for the write operation.
We address these issues in the protocol below.
The Protocol
The protocol for reading and writing a variable V using dynamic thresholds is as follows:
Read: For a client to read variable V , it performs the following steps:
1. Perform a threshold read using the protocol in Section 4 to obtain current threshold b. If b = ?, return ?
as the result of the read. 2. Query servers in a quorum Q of size (n + 2 b + 1 ) =2 ; b min to obtain timestamp t u from T V u at each u 2 Q.
3. Create a new timestamp t 2 T c such that t is larger than any timestamp in ft u g u2Q and any timestamp used before by this client.
4. Write v and t to V u and T V u , respectively, at each server u in a quorum of size (n + 2 b + 1 ) =2.
Note that in a steady system state, when reads and writes obtain the up-to-date threshold b, they perform operations simply by accessing ordinary b-masking quorums, i.e., of size (n+ 2 b+ 1 ) =2. Following adjustments to the threshold, though, operations may incur the higher costs of accessing larger quorums.
Correctness
The following theorem proves the correctness of the above protocol-namely, that it maintains safety of the variable 
Other b-Masking Quorum Systems
In this section, we briefly discuss how to employ two additional b-masking quorum systems in an environment with a dynamically varying resilience threshold, and how to set an appropriate announce set for changing the threshold value. Thus, the utility of our methods is not limited to the threshold construction.
BoostFPP quorum system
BoostFPP masking quorum systems [15] are constructed as a composition of two quorum systems. The first is a quorum system based on a finite projective plane (FPP), suggested originally by [11] . In the FPP quorum system, there are q 2 + q + 1 elements and quorums of size q + 1 (corresponding to the hyperplanes of the FPP), where q = p r 2 for some prime p and integer r. Each pair of distinct quorums in FPP intersect in exactly one element. The second quorum system is a threshold b-masking quorum system with some system size s 4b + 1 . The composition of the two systems is made by replacing each element of the FPP with a distinct copy of a threshold system. That is, the universe for a boostFPP system is U = It is easily seen that such selections guarantee the required intersection size between announce sets and ordinary quorums, as well as between read and write quorums and pairs of write quorums, as in the threshold system case.
M-grid quorum system
An M-Grid masking quorum system is described in [15] . More specifically, the measure of efficiency that we consider is quorum size, since this determines the number of servers a client must access in order to perform an operation. Let Q(b) denote the quorum size for a static quorum system with threshold b; e.g., in the threshold system, Q(b) = ( n+ 2 b+ 1 ) =2. For all of the quorum constructions ). Also, because read operations return ? if the threshold read does, the likelihood that a read operation returns ? is increased.
In the performance discussion above, we have ignored the number of communication rounds performed by our protocols, and indeed, have not attempted to optimize for it. An obvious direction for optimization is to couple together the threshold reading with the value or timestamp reading at the beginning of variable read or write operations. For brevity, we do not include these in the exposition here.
An alternative approach
One of the strongest restrictions on the work we have presented here is that of Assumption 1. At the cost of making writes pessimistically static (and thus more expensive) we can weaken this restriction while still maintaining safety. Specifically, we can replace it with: A consequence of the second half of this assumption is that a write quorum performs correctly if it intersects all other write quorums in at least b max + 1 servers. This is accomplished by any write quorum size between (n + b max + 1)=2 and n ; b max . However, there remains the requirement of ensuring that every read quorum intersects every write quorum in at least 2b + 1 servers, where b is the current threshold during the read. 2 If we use a write quorum of the smallest size, reads are more expensive than in the static case for values of b that are sufficiently close to b max . If, on the other hand, we use write quorums of size n ; b max , it becomes unnecessary for read operations to be aware of the current threshold at all; we have shown above that a read quorum based on b min intersects such a write quorum in at least 2b max + 1 servers. This is a potentially useful tradeoff for systems in which reads are much more frequent than writes. It is, however, a static system and as such is uninteresting from the point of view of this work.
A more interesting approach is to set the write quorum to the same size as in a static b max system, i.e. write operations are sufficiently less frequent than read operations, this alternative way of using a varying threshold may be attractive.
Conclusion
In this paper, we have presented protocols for reading and adjusting the Byzantine fault tolerance level of a threshold masking quorum system, and shown how these protocols can be extended to other types of b-masking quorum systems, specifically M-Grid and boostFPP systems. In doing so, we have preserved the safe variable semantics provided by such systems.
