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Information	retrieval	from	visually	random	optical	speckle	patterns	is	desired	in	many	scenarios	yet	considered	
challenging.	It	requires	accurate	understanding	or	mapping	of	the	multiple	scattering	process,	or	reliable	capability	
to	reverse	or	compensate	for	the	scattering-induced	phase	distortions.	In	whatever	situation,	effective	resolving	and	
digitization	of	 speckle	patterns	are	necessary.	Very	often,	a	 large	 field	of	view	 (FOV)	 is	preferred	 to	adequately	
encompass	the	encoded	object	information,	which,	however,	inevitably	leads	to	poorly	sampled	individual	speckle	
grains	with	a	limited-size	optical	sensor.	The	sampling	insufficiency	may	cause	the	loss	of	correlation	among	speckle	
grains	and	hence	the	encoded	object	information,	impeding	successful	object	reconstruction	from	speckle	patterns.	
Therefore,	interpolation	to	poorly	sampled,	especially	sub-Nyquist	sampled,	speckles	is	required	to	recover	the	lost	
information.	 For	 sub-Nyquist	 sampled	 speckles,	 we	 propose	 an	 InterNet,	 a	 deep	 learning-based	 network,	 to	
effectively	 interpolate	 them	 to	 well-resolved	 speckle	 patterns,	 which	 is	 impossible	 with	 classic	 interpolation	
methods.	It	shows	that	this	learning-based	interpolation	approach	provides	a	robust	and	promising	framework	to	
recover	in	high	fidelity	the	lost	object	information	and	comprehensive	speckle	morphology	from	speckles	that	are	
poorly	sampled	(~14	times	below	the	Nyquist	criterion).	Furthermore,	the	trade-off	between	the	FOV	and	resolution	
of	speckles	can	be	favorably	overcome	as	the	framework	equivalently	improves	the	resolution	by	up	to	32	times	
under	 the	 same	FOV.	Therefore,	 the	 learning	network	provides	a	new	perspective	on	understanding	 the	nature	
beneath	speckles	(e.g.	how	information	is	encoded	in	speckles)	and	a	promising	platform	for	efficient	processing	or	
deciphering	of	massive	scattered	optical	 signals,	making	 it	possible	 to	see	big	and	see	clearly	simultaneously	 in	
complex	scenarios.
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1. Introduction Light	 experiences	 strong	 scattering	 in	 biological	 tissue,	 and	 the	interference	 of	 multiply	 scattered	 photons	 traveling	 along	 different	paths	leads	to	the	formation	of	speckles,	if	the	coherence	length	of	light	is	 sufficiently	 long	 [1].	 Information	 carried	 by	 light	 is	 therefore	scrambled	yet	deterministically	encoded	in	these	speckles,	[2]	which	are	visually	 observed	 as	 spatially	 isolated	 bright	 spots,	 as	 long	 as	 the	observation	is	completed	within	the	speckle	correlation	time.	Although	challenging,	 it	 is	 feasible	 to	 analyze	 and/or	 retrieve	 the	 scrambled	information	through	methods	such	as	speckle	correlation	imaging	[3-5],	iterative	wavefront	shaping	[6,	7],	transmission	matrix	inversion	[8-10],	
and	 optical	 phase	 conjugation	 [11-16].	 For	 example,	 by	 tilting	 the	incident	 beam	 within	 the	 angular	 range	 of	 the	 memory	 effect,	 the	varying	speckle	patterns	are	highly	correlated,	which	can	be	used	to	enlarge	 the	 field	 of	 view	 (FOV)	 and	 improve	 the	 resolution	 via	 a	Gerchberg-Saxton-type	algorithm	[5,	17].	A	hidden	object	can	be	also	recovered	from	the	autocorrelation	of	one	camera	image,	whose	optical	intensity	 profile	 is	 randomized	 by	 the	 scattering	 medium,	 when	 a	Fienup-type	algorithm	is	applied	[3].	Another	approach	is	based	on	the	measured	 transmission	 matrix	 (TM)	 in	 weak	 scattering	 regime:	optically,	 the	 singular	 vectors	 obtained	 through	 singular	 value	decomposition	(SVD)	are	linked	to	the	distribution	of	the	optical	scatters	[18],	and	photoacoustically,	distribution	of	optical	absorbers	can	be	also	
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demodulated	 from	 the	 TM	 and	 hence	 improve	 the	 quality	 of	photoacoustic	imaging	[19].	Deep	 learning	 is	 another	 powerful	 tool	 for	 speckled	 information	retrieval	 or	 reconstruction	 and	 has	 more	 recently	 seen	 rapidly	development	and	huge	potentials[20].	In	deep	learning,	stacked	deep	neural	 network	 (DNN),	 a	 layered	 structure	 with	 linear/nonlinear	computational	units	optimized	by	gradient	descent	methods	[21],	can	automatically	 learn	 how	 to	 extract	 different	 levels	 of	 feature	representation	from	the	raw	data,	so	that	a	complex	function	can	be	learned	[22].	Due	to	its	featured	training	performance,	an	end-to-end	solution,	i.e.	raw	data	input	to	expected	output,	can	be	directly	provided	by	deep	learning	without	feature	extractor	or	excessive	preprocessing.	The	 idea	 was	 first	 demonstrated	 for	 visualizing	 an	 object	 from	 its	diffracted	patterns,	where	a	DNN	was	trained	to	learn	and	decipher	the	diffraction	intensity	profile	[23].	Optical	scattering	was	later	involved	and	 a	 phase	 object	 behind	 a	 ground	 glass	was	 recovered	 from	 the	intensity	profile	of	speckle	patterns	[24].	Speckle	patterns	arising	from	multimode	 fibers	 can	 also	 be	 learned	 to	 reconstruct	 phase	 objects	positioned	at	the	other	end	[25,	26].	These	‘one-to-one’	achievements	confirm	 the	 ability	 of	 DNNs	 to	 learn	 the	 complex	 scattering	transformation	 of	 the	 medium	 on	 investigation.	 Furthermore,	 deep	learning	can	also	generalize	the	transformation	to	multiple	media	(‘all-to-one’)	 through	 feeding	 speckle	 patterns	 from	 a	 single	 object	 but	randomized	by	different	disordered	media	into	a	single	trained	DNN	[27].		These	successful	image	reconstructions	based	on	deep	learning	can	be	 attributed	 to	 a	 large	 number	 of	 speckle	 grains	 included	 in	 the	recorded	 images.	And	more	detected	 speckles,	 or	 a	 larger	 FOV,	 can	better	 encompass	 information	 encoded	 in	 the	 speckle	 pattern	 [28].	Effective	 detection	 for	 speckles	 is	 however	 limited	 by	 the	 trade-off	between	resolution	and	FOV	of	speckle	patterns	recorded	with	digital	cameras:	more	camera	pixels	to	resolve	individual	speckle	grains	may	lead	 to	 insufficient	 FOV;	 less	 pixels	 for	 each	 grain	 can	 improve	 the	acquisition	 speed	 and	 reduce	 the	 data	 size,	 but	 the	 essential	 object	information	may	be	lost	if	the	correlation	among	speckle	grains	is	not	sufficiently	 sampled.	 Another	 possible	 measure	 is	 to	 sample	 more	speckle	grains	to	increase	the	FOV	(increase	the	effective	information),	which,	however,	requires	more	camera	pixels	(further	slows	down	the	acquisition)	 or	 resolves	 individual	 speckle	 grains	 in	 a	 sub-Nyquist	domain	due	to	limited	camera	pixels.	A	recent	work	from	Shen	et	al.	finds	out	that	sub-Nyquist	sampled	speckles	boost	the	performance	of	optical	focusing	via	wavefront	shaping	[29],	but	how	different	spatially	sampled	speckles	affect	 the	computational	 image	reconstruction	has	been	rarely	explored.	This	spurs	our	hypotheses:	Can	spatially	down-sampled	 speckle	 patterns	 be	 morphologically	 recovered	 to	 well-resolved	ones?	More	importantly,	can	the	recovered	speckle	patterns	retrace	the	lost	information	due	to	insufficient	sampling?	Recent	progresses	in	the	ballistic	regime	[30,	31]	have	shown	that	DNNs	can	transform	diffraction-limited	 images	 into	super-resolution	ones,	 such	 as	 from	 confocal	 microscopy	 to	 stimulated	 emission	depletion	 (STED)	 microscope	 and	 from	 total	 internal	 reflection	fluorescence	(TIRF)	microscopy	to	structured	illumination	microscopy	(SIM).	Therefore,	the	feasibility	of	our	hypothesis	seems	conceptually	foreseeable	with	deep	learning.	But	challenges	exist	for	down-sampled	speckles.	In	the	ballistic	regime,	the	point	spread	function	(PSF)	is	clearly	defined,	and	the	mapping	between	the	object	and	the	obtained	image	is	localized	 (or	 short-range	 correlated)	 and	 ‘one-to-one’.	 Thus,	 the	obtained	 image	directly	 reflects	 the	morphology	of	 the	object,	 albeit	with	some	degrees	of	localized	distortions	due	to	the	medium	and/or	the	 system.	 For	 speckled	 images,	 however,	 the	 PSF	 is	 distorted	 by	scattering;	one	point	in	the	sample	(object)	plane	contributes	to	a	many	of	points	in	the	speckle	recording	(image)	plane	[9,	32],	i.e.,	‘all-to-one’.	Therefore,	 information	 encoded	 between	 the	 object	 and	 the	corresponding	speckle	pattern	is	delocalized	(or	long-range	correlated)	[2],[33],	which	is	spatially	distributed	everywhere	within	the	FOV	in	a	form	of	grainy	morphology	rather	than	a	blurred	object.	As	a	result,	
speckle	 patterns	 that	 appear	 visually	 akin,	 e.g.	 of	 high	 correlation	coefficient,	are	not	necessarily	linked	with	the	same	object;	the	existence	of	an	object	needs	further	validation.	To	the	best	of	our	knowledge,	so	far,	few	studies,	if	any,	have	explored	whether	or	not	down-sampled	delocalized	 information	 can	 be	 interpolated	 or	 extrapolated	 (for	simplicity,	both	operations	will	be	termed	as	interpolation	in	this	work)	and	retrieved	through	deep	learning.	In	 this	 work,	 we	 introduce	 an	 implementation	 of	 DNN,	 namely	InterNet,	 to	 interpolate	 down-sampled	 speckle	 patterns	 to	 well-resolved	 speckle	 patterns	 and	 retrieve	 the	 lost	 information.	 The	retrieval	is	validated	by	further	feeding	the	interpolated	speckles	into	another	 DNN,	 namely	 SpeckleNet,	 to	 accomplish	 generalized	 image	reconstruction.	 Experimental	 results	 show	 our	 learning-based	nonlinear	 interpolation	 can	 handle	 very	 sparsely	 sampled	 speckles	(down	to	~1/14	of	the	Nyquist	criterion)	and	equivalently	improve	the	resolution	of	speckles	by	a	factor	of	up	to	32	under	the	same	FOV.	As	a	result,	not	only	the	comprehensive	morphology	of	the	speckle	patterns	but	also	the	lost	delocalized	information	can	be	effectively	recovered,	allowing	 for	 robust	 object	 reconstruction.	 Notably,	 the	 well-trained	InterNet	generalizes	and	recovers	the	delocalized	information	encoded	in	 the	 speckles	 by	 merely	 learning	 speckles	 sampled	 at	 different	frequencies,	with	no	object	image	involved	in	the	training.	Nevertheless,	the	InterNet	can	still	learn	how	information	is	encoded	in	the	speckles	and	lost	due	to	spatial	sampling,	with	well	resolved	speckles	only	as	the	target	for	training.	Therefore,	this	study	provides	a	new	perspective	to	understand	the	nature	beneath	speckles	and	a	powerful	platform	to	process	or	decipher	delocalized	speckled	signals.	
2. Method 
Experimental	setup.	The	experimental	apparatus	is	configured	as	in	Fig.	1.	Images	extracted	from	MNIST	database	are	used	as	the	phase	objects	and	are	displayed	on	a	phase	modulation	spatial	light	modulator	(SLM,	 HOLOEYE	 PLUTO	 VIS056	 1080p,	 German).	 A	 collimated	continuous-wave	 coherent	 laser	 beam	 at	𝜆 = 532 	nm	 (EXLSR-532-300-CDRH,	Spectra	Physics,	USA)	is	expanded,	so	that	the	screen	of	the	SLM	is	fully	illuminated.	The	laser	beam	is	modulated	by	the	SLM	with	phase	 objects	 uploaded	 in	 advance.	 Since	 the	 handwritten	 digits	 in	MNIST	are	28-by-28	in	terms	of	pixels,	these	images	are	up-sampled	to	1024-by-1024	pixels	and	displayed	on	the	SLM	sequentially.	The	phase-only	 SLM	 converts	 8-bit	 grayscale	 (0-255)	 to	 phase	 delay	 (0-2𝜋 	in	radian).	As	 the	 images	 from	MNIST	 are	 also	quantified	by	 the	8-bit	grayscale,	 they	 are	 rescaled	 from	0-255	 to	 0-127	 to	 strengthen	 the	modulation	efficiency.	After	being	modulated	and	reflected	by	the	SLM,	the	laser	beam	is	converged	onto	a	diffuser	(220-grid,	DG10-220-MD,	Thorlabs,	 USA)	 by	 an	 objective	 (RMS20X,	 Olympus,	 Japan).	 Totally	20,000	images	from	MNIST	database	are	sequentially	displayed	on	SLM.	the	corresponding	scattering-induced	speckle	patterns	are	one	by	one	captured	by	a	CMOS	camera	(FL3-U3-32S2M-CS,	PointGrey,	Canada).	The	camera	and	 the	SLM	are	 synchronized	via	a	MATLAB	program	during	data	acquisition.	
	
Fig.	 1	 Experimental	 setup	 for	 speckle	 patterns	 collection	 and	 object	reconstruction:	 phase	 objects	 are	 displayed	 on	 the	 spatial	 light	modulator	 (SLM),	 which	 is	 illuminated	 by	 an	 expanded	 continuous	coherent	laser	beam	(𝜆 = 532	nm).			
Nyquist	 criterion	 and	 data	 preparation.	 The	 recorded	 speckle	patterns	and	the	corresponding	images	displayed	on	the	SLM	are	paired	up	as	a	dataset	for	DNN	training,	with	speckle	pattern	as	the	input	and	the	corresponding	image	as	the	output	(target).	In	this	study,	20,000	samples	for	each	sampling	factor	are	generated,	19,800	of	which	are	used	 for	 DNN	 training	 while	 the	 rest	 for	 network	 validation.	 The	sampling	 factor	 (F),	 to	 represent	 the	pixel	number	occupied	by	one	speckle	grain	on	average,	 is	defined	by	 the	area	of	 full	width	at	half	maximum	(FWHM)	regarding	the	autocorrelation	of	speckle	patterns	[34].	The	well-sampled	speckle	patterns	with	an	initial	sampling	factor	(F0=	17	pixels)	are	captured	by	the	camera	and	sampled	by	256-by-256	pixels,	as	shown	in	Fig.	4a.	The	pixel	pitch	of	the	camera	is	2.5	𝜇𝑚,	thus	the	average	diameter	of	speckle	grain	can	be	calculated:	𝜋(𝐷/2)! =17 × 2.5!𝜇𝑚! 	⇒ 	𝐷 ≈ 11.63	𝜇𝑚.	Due	to	the	Nyquist	criterion	[35],	the	pixel	size	is	conventionally	chosen	as	a	half	of	the	minimum	spacing.	Notably,	since	it	is	difficult	to	find	out	the	smallest	size	of	speckle	grain	which,	however,	is	typically	represented	by	the	average	value	[34],	we	define	the	cut-off	Nyquist	sampling	size	of	camera	pixel	is	a	half	of	the	average	 diameter	 of	 speckle	 grains,	 i.e.	𝑑" = 𝐷/2 ≈ 5.82	𝜇𝑚 .	 For	simplicity	 and	 ensuring	 differently	 sampled	 speckle	 patterns	 are	evaluated	under	the	same	experiment	conditions,	the	down-sampled	speckle	patterns	are	computationally	obtained	through	pixel	binning	[29].	 Thus,	 the	 sampling	 pitch	 (ds)	 can	 be	 equivalently	 defined	 as	2.5 × 𝑛	𝜇𝑚 	by	 grouping	 n-by-n	 neighboring	 camera	 pixels	 as	 a	macropixel.	As	shown	in	Fig.	4a-h,	 the	speckle	patterns	are	sampled	with	ds	=2.5,	5,	10,	20,	40,	80,	160,	and	320	𝜇𝑚,	respectively,	so	that	the	relative	pitch	with	respect	to	𝑑" 	are	0.43,	0.86,	1.72,	3.44,	6.87,	13.76,	27.49,	and	54.98	(denoted	as	di,	i=0,	1,	…,	7),	correspondingly.	Therefore,	the	first	two	sampling	pitches	meets	the	Nyquist	criterion,	but	the	others	belong	to	sub-Nyquist	sampling.	Based	on	these	eight	selected	sampling	pitches,	eight	datasets,	or	called	di-dataset	(i	=	0,	1,	…,	7),	are	generated,	including	eight	training	datasets	(19,800	samples	for	each	ds)	and	eight	test	datasets	(200	samples	for	each	𝑑#).	Note	that	the	speckle-digit	pairs	in	the	training	and	test	sets	have	no	overlap.	
DNN	 architecture	 and	 training.	 DNN	 architectures	 based	 on	DeeplabV3+	[36]	are	used	in	this	study	for	speckle	interpolation	and	image	reconstruction	by	properly	assigning	the	input	and	output	for	the	neural	networks,	 as	 shown	 in	Fig.	2.	The	developed	DNN	 for	 image	reconstruction	 is	 named	 SpeckleNet	 and	 DNN	 for	 interpolation	 is	denoted	as	InterNet.	SpeckleNet	is	trained	by	one	dataset	(𝑑$	sampled	speckle	 pattern	 as	 input	 and	 digit	 from	MNIST	 as	 output)	 through	minimizing	 a	 loss	 function	 of	 the	 negative	 Pearson’s	 correlation	coefficient	 (NPCC).	 For	 interpolation,	 Type	 1	 (InterNet-1)	 is	 the	standard	DeeplabV3+	but	Type	2	(InterNet-2)	is	a	modified	DeeplabV3+	with	densely	connected	layers	to	replace	the	Bilinear	interpolation	in	the	 standard	 version.	 Both	 InterNets	 are	 individually	 trained	 by	 5	datasets,	in	which	training	sets	in	di-dataset	(i	=	3,4,5,6,7)	act	as	the	input	and	corresponding	samples	in	training	sets	in	𝑑$-dataset	as	the	output.	As	all	InterNets	aim	to	interpolate	the	down-sampled	speckle	patterns	to	𝑑$-sampled	patterns,	they	are	simply	denoted	as	di-trained	InterNet	if	di-dataset	is	used	for	training.	For	simplicity,	the	main	text	ignores	the	expression	of	‘di-trained’	for	all	InterNets.	Two	loss	functions	are	trialed	to	optimize	the	processing.	InterNets	trained	with	a	loss	function	of	a	negative	 Pearson’s	 correlation	 coefficient	 (NPCC)	 is	 denoted	 as	InterNet(cc),	and	InterNets	trained	with	a	combination	loss	function	of	NPCC	and	mean	square	error	(MSE),	denoted	as	comloss	in	the	main	text,	is	called	InterNet(com).	Assuming	y	is	the	target	of	DNN	and	𝑦9	is	the	 output	 from	 DNN	 with	 average	 operation	 〈	〉 ,	 variance	𝜎 	and	absolute	operation	‖	‖,	both	loss	functions	can	be	formulated	as:		
𝑁𝑃𝐶𝐶(𝑦, 𝑦') = − 〈(#$〈#〉)(#'$〈#'〉)〉(!(!" 			 										(1)	𝑀𝑆𝐸(𝑦, 𝑦') = 〈‖𝑦 − 𝑦'‖)〉		 																								(2)	𝑐𝑜𝑚𝑙𝑜𝑠𝑠(𝑦, 𝑦') = 	− 〈(#$〈#〉)(#'$〈#'〉)〉(!(!" + 〈‖𝑦 − 𝑦'‖)〉	(3)	It	 should	 be	 clarified	 that	 although	 the	 same	 DNN	 structure	 is	implemented	 for	both	 interpolation	and	 imaging	 reconstruction,	 the	training	for	two	tasks	are	independently	conducted,	and	the	parameters	in	InterNets	and	SpeckleNets	will	not	be	affected	by	each	other.	Such	isolated	training	provides	the	feasibility	that	InterNets	can	be	trained	for	merely	 interpolation	 without	 knowing	 the	 object	 information.	 In	practice,	detected	signal	from	the	scattering	medium	is	merely	speckle	pattern	and	the	imaging	target	is	unknown.	Since	the	SpeckleNets	need	imaging	target,	the	simultaneous	training	of	them	stops	the	InterNets	from	its	practical	applications.	In	training,	all	DNNs	are	optimized	by	100	epochs	with	batch	size	of	16	and	the	learning	rate	decays	from	0.05	following	 the	cosine	annealing	strategy	during	 the	back-propagating	gradient	descent	optimization.	The	training	framework	is	Pytorch	0.4.0	with	python	3.7,	using	CUDA	for	GPU	acceleration.	Computing	unit	is	a	Dell	precision	workstation	with	E5-1620v3,	56	Gb	RAM,	and	a	RTX2080	ti	GPU.	
	Fig.	2	Architectures	of	neural	network	based	on	DeeplabV3+	with	a	backbone	of	ResNet-105	[36].	InterNet-1	and	SpeckleNet	in	this	study	are	the	standard	version,	whose	upsampling	operation	in	decoder	is	4x	Bilinear	interpolation.	InterNet-2	replaces	the	4x	Bilinear	upsampling	with	 a	 densely	 connected	 convolutional	 layers.	 For	 image	reconstruction	(SpeckleNet),	the	output	of	the	network	is	the	digit	from	MNIST	 and	 for	 interpolation	 (InterNet)	 the	 output	 is	 𝑑$ -sampled	speckle	pattern.	Inputs	for	both	tasks	are	speckle	patterns.			
Classic	 interpolation.	 Three	 classic	 interpolation	 methods	 are	selected	as	comparison	in	this	study.	The	nearest	neighbor	algorithm	(denoted	as	Nearest	in	the	main	text)	is	based	on	zero-order	polynomial	(constant).	It	inserts	values	at	the	interpolated	points	between	existing	points	by	value	of	the	nearest	data	point	and	no	new	data	is	generated	in	 the	 interpolated	 points.	 The	 Bilinear	 and	 Bicubic	 interpolation,	however,	generate	new	data	 in	 the	 interpolated	points.	The	Bilinear	interpolation	fits	a	linear	polynomial	(first-order)	between	each	pair	of	existing	points	 and	 the	Bicubic	 fits	 a	 cubic	polynomial	 (third-order)	between	the	existing	points.		
Workflow.	The	workflow	of	interpolation	and	image	reconstruction	is	shown	in	Fig.	3.	Speckle	patterns	sampled	from	𝑑$to	𝑑!	are	directly	fed	into	the	SpeckleNet	for	image	reconstruction.	For	speckle	patterns	sampled	by	other	 five	 sampling	pitches	 (𝑑% to	𝑑& ),	 classic	and	DNN	based	interpolations	will	be	applied	to	the	sub-Nyquist	sampled	speckle	patterns	(from	poorly	sampled	speckles	to	𝑑$	sampled	speckles).	The	interpolated	 patterns	 will	 be	 first	 investigated	 regarding	 the	morphology.	To	validate	whether	the	interpolation	process	regains	the	object	information	(e.g.	Fig.	4q)	as	the	exampled	well-resolved	speckle	pattern	 (e.g.	 Fig.	 4a),	 the	 interpolated	patterns	 are	 also	 fed	 into	 the	
SpeckleNet.	 Metrics,	 including	 the	 PCC	 and	 MSE	 between	 the	interpolated	and	the	target	speckle	patterns,	are	quantified	for	analysis.	To	be	noted	that,	SpeckleNet	here	is	only	used	to	validate	the	existence	of	 the	 information	 and	 the	 interpolation	 is	 not	 necessarily	 used	 for	image	reconstruction.	
	Fig.	 3	Workflow	diagram	of	 learning-based	 interpolation	 and	 image	reconstruction	for	speckle	patterns	with	different	sampling	frequencies.	SpeckleNet	 is	 only	 trained	 by	 𝑑$ -sampled	 dataset	 (definition	 in	Methods).	𝑑$ -𝑑! 	sampled	 speckle	 patterns	 are	 directly	 fed	 into	 the	trained	 SpeckleNet	 to	 achieve	 successful	 image	 reconstruction.	InterNets,	regardless	of	different	loss	functions,	are	individually	trained	by	inputting	different	di-	sampled	speckle	patterns	(i	=	3,	4,	5,	6,	7)	and	outputting	the	𝑑$-	sampled	speckle	patterns.	InterNet	with	input	of	di-	sampled	 speckle	patterns	 (i	 =	 3,	 4,	 5,	 6,	 7)	 is	 denoted	 as	di	 trained	InterNet	(simplified	as	InterNet	in	the	main	text).	The	𝑑%-𝑑&sampled	speckle	patterns	are	preprocessed	by	 InterNet	 for	 interpolation	and	then	fed	into	SpeckleNet	for	image	reconstruction.	To	be	noted	that,	the	red	arrows	do	not	mean	concurrent	input	of	the	SpeckleNet.				
3. Speckles sampled with different frequencies Fully	resolved	speckle	patterns	are	collected	by	camera	at	first	(Fig.	4a)	based	on	the	experimental	apparatus	as	described	in	“Experimental	Setup”	of	“Methods”.	The	down-sampled	speckle	patterns	are	obtained	digitally	by	pixel-binning	(see	Nyquist	criterion	in	Methods)	as	shown	in	Fig.	4b-h.	The	relative	sampling	pitch	𝑑 = 𝑑'	(i	=	0,	1,	…,	7)	indicates	the	relative	span	between	two	neighboring	sampling	points	(𝑑 = 𝑑#/𝑑" ,	𝑑# 	is	 the	 reciprocal	 of	 the	 sampling	 frequency	 and	𝑑" 	is	 Nyquist	criterion),	and	their	values	corresponding	to	Fig.	4a-h	are	calculated	and	shown	in	Fig.	4r,	among	which	𝑑$and	𝑑(are	above	the	Nyquist	criterion,	and	the	critical/cut-off	sampling	pitch	dc	=	5.82	µm	(d>1,	see	Nyquist	criterion	in	Methods).	To	quantify	the	differentiation	due	to	the	varied	sampling,	mutual	correlation	(C))	is	defined:	it	is	the	average	Pearson’s	Correlation	Coefficients	between	every	pair	of	speckle	patterns	among	the	datasets	for	each	specific	d	(20,000	samples	for	each	sampling	pitch).	As	 shown	 in	 Fig.	 4r,	 C) 	shows	 an	 increasing	 tendency	 with	 the	sampling	pitch	(d)	and	approaches	to	one	as	sparsely	sampled	speckle	patterns	diminish	the	nuances	and	become	more	and	more	alike	with	each	other,	even	though	the	displayed	values	on	the	SLM	are	different.	When	sampling	 the	speckle	patterns	around	and	above	 the	Nyquist	criterion	(d$-d!),	C)is	below	0.7	and	it	tends	to	converge	to	~0.67	for	smaller	sampling	pitches.	And	such	high	remaining	C)values	should	be	attributed	to	the	fact	that	the	object	(digit	6	from	MNIST,	Fig.	4q)	only	shows	non-zero	values	around	the	central	areas	(white	color,	<20%	of	total	pixels).	The	rest	zero-value	pixels	are	displayed	as	null	phase	delay	on	 the	 SLM	 as	 the	 background,	 leading	 to	 a	 high-level	 residual	correlation	among	speckle	patterns.	It	shows	clearly	that	with	higher	sampling	 pitch	 to	 sample	 the	 speckle	 patterns,	 the	 distinguished	
features	and	grainy	representation	of	the	captured	speckle	patterns	are	bleached.		
 Fig.	4	Representative	speckle	patterns	sampled	with	different	pitches	and	the	corresponding	image	reconstruction	via	deep	learning.	(a)	Well-resolved	 (above	 Nyquist	 criterion)	 speckle	 pattern	 is	 originally	captured	a	camera;	(b)-(h)	down-sampled	speckle	pattern	from	(a)	by	pixel	binning;	(i)-(p)	are	the	reconstructed	images	predicted	by	feeding	(a)-(h)	 into	 SpeckleNet	 that	 is	 trained	 by	 the	𝑑$ -sampled	 speckle	pattern;	 (q)	 is	 the	 ground	 true	 target.	 PCC:	 Pearson’s	 correlation	coefficient	 between	 the	 output	 and	 (q);	 MSE:	 mean	 square	 error	between	the	output	and	(q).	(r)	Mutual	correlation	(C))	increases	with	the	 relative	 sampling	 pitch	 ( d ).	 𝑑# :	 the	 sampling	 pitch;	 𝑑" :	 the	critical/cut-off	sampling	pitch	given	by	the	Nyquist	criterion;	𝐶) :	the	average	 of	 Pearson’s	 Correlation	 Coefficients	 between	 every	 pair	 of	speckle	patterns	among	the	datasets	for	each	specific	sampling	pitch.			
4. Information Validation The	aforementioned	speckle	patterns	sampled	at	different	pitches	are	then	fed	into	a	DeeplabV3+	[36]	based	DNN	architecture	for	image	reconstruction	 to	 validate	whether	 or	 not	 the	 object	 information	 is	included	in	the	down	sampled	speckles.	This	DNN,	named	SpeckleNet,	was	trained	with	the	originally	captured	speckle	patterns	(d$-sampled)	of	the	ground	true	target	from	MNIST	(from	speckles	to	object).	More	results	 about	 SpeckleNets	 trained	 by	 different	 d-sampled	 speckle	patterns	 as	 well	 as	 comparison	 with	 the	 other	 widely	 used	 DNN	architecture,	 U-net,	 can	 be	 found	 in	 Section	 1	 of	 Supplementary.	Pearson’s	correlation	coefficient	(PCC)	and	mean	square	error	(MSE)	are	the	metrics	to	evaluate	the	statistical	similarity	and	error	between	the	prediction	and	the	target:	higher	PCC	and	lower	MSE	indicate	less	differences	 and	 better	 reconstruction.	 Speckle	 patterns	 sampled	 at	different	pitches	(Fig.	4a-h,	8	test	sets,	200	samples	for	each	pitch,	and	no	 overlap	 with	 the	 training	 sets	 as	 described	 in	 Method)	 are	individually	fed	into	the	SpeckleNet;	their	corresponding	outputs	are	the	reconstructed	digits	(Fig.	4i-p).		As	seen,	the	SpeckleNet	successfully	reconstructs	the	digit	 ‘6’	(one	example	 in	 test	dataset)	when	 the	𝑑$ -sampled	 speckle	patterns	are	tested	(Fig.	4i).	For	this	group,	the	speckle	pattern	sampling	pitch	for	the	training	set	and	the	test	set	are	the	same.	Such	a	result	is	consistent	with	earlier	 reported	 demonstrations	 [24,	 26],	 although	 different	 DNN	architectures	 are	 used.	 When	 there	 is	 certain	 sampling	 pitch	inconsistence	between	the	 training	and	the	 test	sets,	 the	SpeckleNet	shows	some	generalization	capability:	it	is	feasible	to	reconstruct	digits	that	are	visually	the	same	(Fig.	4i-k)	despite	different	sampling	pitches	and	quantitatively	from	d$to	d!,	the	PCC	reduces	from	0.9818	to	0.9624	and	 the	 MSE	 increases	 from	 0.0031	 to	 0.0064.	 Such	 effective	
generalization	 suggests	 that	 pixel-binning	 from	 d$ to	 d! 	(16-fold	compression)	can	actually	be	treated	as	a	lossless	compression.	In	Fig.	4c,	with	d!-sampling,	the	fine	features	of	speckle	patterns	are	almost	lost	(sub-Nyquist	sampling	already)	and	one	speckle	grain	is	resolved	by	less	than	one	image	pixel	on	average.	At	this	moment,	information	remained	 in	 the	down-sampled	 speckle	patterns	mainly	 reflects	 the	spatial	distribution	of	speckle	grains,	i.e.,	the	long-range	correlation	[37].	Similar	 levels	 of	C) from	d$ to	d! -sampling	 indicate	 that	 the	 pixel-binning	 process	 does	 not	 break	 the	 long-range	 correlation	 but	maintains	 the	 essential	 object	 information	 encoded	 in	 the	 speckle	pattern.	Therefore,	these	down-sampled	speckle	patterns	(Fig.	4a-c)	can	be	identified	by	the	SpeckleNet.	However,	as	the	sampling	pitch	of	tested	samples	 further	 increases,	 the	 network	 generalization	 capability	 is	significantly	 weakened.	 Only	 unidentifiable	 features	 can	 be	reconstructed	(Fig.	4l-p)	with	position	consistent	to	that	of	the	displayed	digits	 (around	 the	 center).	 Quantitatively,	 larger	 mismatch	 induces	worse	metrics	(lower	PCC	and	higher	MSE),	compared	with	the	ground	true	digit	(Fig.	4q).		These	results	suggest	the	SpeckleNet,	essentially	a	convolution	neural	network	(CNN),	seems	to	 inherently	possess	 interpolation	ability,	so	that	 the	 trained	 network	 can	 have	 generalization	 for	 differently	sampled	 speckle	 patterns.	 To	 confirm	 that,	 the	 architecture	 of	DeeplabV3+	 based	 SpeckleNet	 is	 shown	 in	 Fig.	 2.	 As	 seen,	 down-sampling	 operation	 is	 included	 in	 the	 encoder	 part	 (ResNet-105)	through	two-dimension	(2D)	average	pooling	layers.	Notably,	the	2D-average	pooling	operation	in	DNN	functions	exactly	the	same	as	the	pixel-binning,	indicating	that	sub-Nyquist	sampled	information	can	be	generated	within	the	DNNs.	However,	due	to	the	limited	depth	of	DNNs,	the	 poorly	 sampled	 information	 is	 processed	 by	 less	 layers.	 Adding	more	layers	may	overcome	the	drawback,	but	considerably	increase	the	computational	 burden.	 On	 the	 other	 hand,	 between	 two	 down-sampling	operations,	the	information	within	the	encoder	is	transformed	by	the	layers	with	learnable	parameters,	instead	of	a	non-parametric	pixel	binning	or	2D	average	pooling.	Thus,	the	processed	feature	maps	are	highly	related	to	the	sampling	information	of	the	training	data,	𝑑$-sampled	speckle	pattern	in	this	case.	For	sub-Nyquist	sampled	speckle	patterns,	 the	 information	 nuance	 encoded	 by	 different	 objects	 is	smoothed,	causing	significant	increase	of	𝐶)	when	d > 𝑑!.	In	this	case,	the	 𝑑$ − trained	 SpeckleNet	 can	 no	 longer	 generalize	 image	reconstruction,	unless	the	smoothed	or	binned	features	in	the	speckle	patterns	can	be	recovered	through	interpolation.		In	 the	 following	 sections,	 the	SpeckleNet	will	 act	 as	 the	 tool	 to	
validate	 whether	 or	 not	 the	 object	 information	 is	 contained	 in	 the	interpolated	speckles.		
5. Classic interpolation Three	classic	 interpolation	methods,	namely	Bilinear,	Bicubic,	and	Nearest,	are	selected	to	interpolate	the	sub-Nyquist	sampled	speckle	patterns.	For	𝑑%-sampled	speckle	patterns,	grainy	representations	can	still	 be	 observed	 after	 interpolation	 (Fig.	 5a);	 with	 higher	 sampling	pitches,	the	grainy	morphology	is	further	degraded	after	interpolation,	left	with	only	one	obscure	grain	on	the	top	right	corner	(Fig.	5b-d).	Such	fading	is	highly	correlated	with	the	degradation	of	PCC.	For	example,	with	Bilinear	interpolation,	more	fluctuations	are	observed	for	speckle	patterns	with	lower	sampling	pitches	(Column	II).	The	trend	is	quite	similar	with	the	other	two	interpolation	methods,	but	higher	orders	of	interpolation	lead	to	more	grainy	morphological	features.	Comparably,	the	MSE	does	not	show	a	clear	dependence	on	the	sampling	pitch,	and	it	is	 identical	 before	 and	after	 the	 classic	 interpolations	no	matter	 the	speckle	patterns	are	visually	akin	(e.g.,	Columns	I	and	VI,	Columns	II	and	IV)	or	not	(e.g.,	Columns	IV	and	V).	Thus,	same	values	of	MSE	do	not	ensure	consistent	speckle	morphology	(e.g.	MSE	=	0.0086	for	all	speckle	patterns	 in	Fig.	5c-d);	PCC	seems	 to	characterize	 the	morphology	of	speckle	 patterns	 or	 local	 structures	 [38]	 better	 than	 the	 MSE.	 But	neither	of	them	can	exclusively	define	a	unique	speckle	pattern,	which	will	be	further	discussed	later.	
The	interpolated	speckle	patterns	(Columns	II,	IV,	and	VI	in	Fig.	5)	are	all	fed	into	the	SpeckleNet.	The	realizations	are	similar	to	those	in	Fig.	4l-p,	indicating	that	these	interpolated	patterns	can’t	be	recognized	by	the	SpeckleNet	 to	 reveal	 the	 hidden	 object.	 Therefore,	 for	 sub-Nyquist	sampled	speckle	patterns,	the	classic	interpolations	cannot	retrieve	or	add	object	information	to	the	speckle	patterns	for	image	reconstruction,	regardless	of	the	sampling	pitch	and	interpolation	method.	To	double	confirm	this,	speckle	patterns	encoded	with	digits	‘2’,	‘0’,	‘1’,	‘9’	are	also	tested	and	illustrated	in	Fig.	7b-d	with	consistent	performance.		
	Fig.	5	Interpolation	based	on	classic	methods	and	the	corresponding	learning-based	imaging	reconstruction.	Sub-Nyquist	sampled	speckle	patterns,	from	𝑑%	to	𝑑&	,	are	aligned	in	I(a-e).	Column	II,	IV	and	VI	are	the	interpolated	 patterns	 based	 on	 Bilinear,	 Bicubic	 and	 Nearest	Interpolation,	respectively,	and	the	inset	quantities	are	formatted	as	PCC	(MSE).	Column	III,	V	and	VII	are	the	reconstructed	images	predicted	by	feeding	Column	II,	IV	and	VI	speckles	into	SpeckleNet.	PCC:	(negative)	Pearson’s	 correlation	 coefficient	 between	 the	 interpolated	 speckle	pattern	and	the	reference	fully-sampled	speckle	pattern	(Fig.	4a);	MSE:	mean	square	error	between	the	interpolated	output	and	the	reference	(Fig.	4a).			
6. DNN-based interpolation A	DNN,	called	InterNet,	is	investigated	for	interpolation.	Each	down-sampled	speckle	pattern	(as	network	input)	with	sampling	pitch	from	𝑑% 	to	𝑑& 	is	 paired	 up	 with	 the	 corresponding	𝑑$ -sampled	 speckle	pattern	 (as	 network	 output)	 to	 train	 the	 InterNets.	 The	 network	 is	optimized	 through	 minimizing	 two	 different	 loss	 functions:	 1)	 a	combination	loss	of	NPCC	and	MSE	(comloss)	and	2)	NPCC	only.	Note	that	 the	 InterNet	 is	 independently	 trained	so	 that	 the	 reconstructed	patterns	from	the	SpeckleNet	won’t	be	used	to	update	the	parameters	of	the	InterNet.	Four	InterNets	are	trained	and	denoted	as	InterNet(com)	and	InterNet(cc),	respectively,	depending	on	whether	comloss	or	NPCC	is	used	as	the	loss	function.	On	the	other	hand,	the	InterNet-1	is	based	on	 the	 standard	 DeeplabV3+	 and	 the	 InterNet-2	 is	 a	 modified	DeeplabV3+	 with	 densely	 connected	 layers	 to	 replace	 the	 Bilinear	interpolation	in	the	standard	DeeplabV3+.	For	more	details	about	DNN	training,	readers	can	refer	to	Methods.	The	InterNet	training-based	interpolation	results	are	shown	in	Fig.	6	II,	IV,	VI	&	VIII.	As	seen,	all	four	InterNets	are	able	to	recover	the	grainy	features	of	the	five	sub-Nyquist	sampled	speckle	patterns;	the	randomly	scattered	bright	spots	can	be	clearly	 identified	in	all	 the	realizations,	which	outperforms	the	classic	interpolation	predictions	(Fig.	5	II,	IV	&	VI)	 apparently.	 The	 morphological	 features	 of	 these	 interpolated	patterns	 are	 similar	 but	 the	 tiny	 distinctions	 can	 be	 statistically	described	by	the	PCC	between	the	interpolation	and	target	(Fig.	4a).	For	
more	 detailed	 morphological	 observations,	 zoom-in	 interpolated	patterns	 and	 intensity	 profiles,	 please	 refer	 to	 Section	 2	 of	Supplementary.	It	shows	that	with	the	same	interpolation	method,	the	PCC	decreases	 slightly	 yet	monotonically	with	 the	original	 sampling	pitch.	The	trend	is	similar	to	that	observed	with	the	classic	interpolation	methods	(Fig.	5),	but	the	PCCs	with	DNN-interpolation	are	significantly	
higher.	For	example,	Fig.	6Ie	speckle	pattern	is	sampled	at	a	frequency	about	55	times	less	than	the	Nyquist	criterion.	Using	the	InterNets,	the	interpolated	patterns	have	high	PCCs	with	fully-resolved	pattern	(Fig.	4a),	being	0.7297(Fig.	6	IIe),	0.7328	(Fig.	6	IVe),	0.8047	(Fig.	6	VIe)	and	0.8028	(Fig.	6	VIIIe).	With	classic	interpolation	methods,	the	results	are	all	0	(Fig.	5IIe,	IVe,	and	VIe).	
	Fig.	6	Interpolation	by	InterNets	and	its	corresponding	imaging	reconstruction.	Sub-Nyquist	sampled	speckle	patterns,	𝑑%-𝑑&,	are	aligned	in	I(a)-I(e).	Columns	II,	IV,	VI	and	VIII	are	the	InterNet-interpolated	speckle	patterns,	with	inset	quantities	formatted	as	PCC	(MSE);	Columns	III,	V,	VII	and	IX	are	the	 reconstructed	 images	 by	 feeding	Columns	 II,	 IV,	 VI	 and	VIII	 into	 the	 SpeckleNet.	 InterNet(com)	 is	 InterNet	 trained	by	 a	 combination	 loss	(NPCC+MSE)	and	InterNet(cc)	is	InterNet	trained	by	NPCC	only.	PCC:	Pearson’s	correlation	coefficient	between	the	interpolated	output	and	target	(Fig.	4a);	MSE:	mean	square	error	between	the	interpolated	output	and	target	(Fig.	4a).			 Next,	the	InterNet-interpolated	sub-Nyquist	sampled	patterns	are	fed	as	 the	 inputs	 to	 the	 SpeckleNet	 to	 predict	 the	 encoded	 object	information	(digit	‘6’	displayed	on	the	SLM).	Results	are	shown	in	Fig.	6	III,	V,	VII	&	IX,	where	the	object	is	successfully	reconstructed	in	some	realizations.	For	speckle	patterns	with	original	sampling	pitch	less	than	𝑑* ,	 interpolation	 by	 both	 InterNet-1s	 allows	 for	 effective	 image	reconstruction	 by	 the	 SpeckleNet	 (Fig.	 6	 IIIa-c	 and	 Va-c).	 Similar	performances	are	also	supported	by	InterNet(com)-2	(Fig.	6VIIa-c),	the	other	DNN	with	minor	modifications.	These	achievements	demonstrate	 that	a	well-trained	 InterNet	can	interpolate	 sparsely	 sampled	 speckle	 patterns	 sufficiently	 well	 to	retrace	 optical	 information	 randomized	 by	 strong	 scattering.	 The	lowest	sampling	pitch	supported	in	this	study	is	more	than	one	order	(Fig.	 4r,	 𝑑+/𝑑"~13.75 )	 below	 the	 Nyquist	 criterion,	 and	 the	corresponding	speckle	patterns	are	interpolated	by	a	factor	of	32	(Fig.	4r	and	Fig.	6Ic,	𝑑+/𝑑$ = 32,	resolution	is	equivalently	increased	by	32	times).	 Imagine	 that	 for	 a	 two-dimensional	 image,	 data	 storage	 and	transfer	consumption	can	be	saved	by	32! = 1,024	times	with	such	a	compression	 method	 through	 pixel	 binning!	 On	 the	 other	 hand,	 it	provides	 feasibility	 to	 overcome	 the	 comprise	 between	 FOV	 and	resolution.	Notably,	object	information	is	successfully	retraced	(Fig.	6c	III,	V	&	VII)	from	the	speckles	poorly	sampled	by	a	large	sampling	pitch	
𝑑+~13.75𝑑" .	As	seen	in	Fig.	6Ic,	the	grainy	morphology	of	𝑑+	sampled	speckles	have	been	entirely	smoothed	out	because	signal	at	each	pixel	is	an	 integration	 of	 several	 speckle	 grains,	 equivalently	32! = 1,024	pixels	in	𝑑$	sampled	speckles,	and	the	object	information	is	gone.	And	the	 camera	detection	 in	 this	 study	 is	 16	bit	 and	 the	8x8	FOV	of	𝑑+	sampling	 therefore	 has	 [(2(*)($!,]-×- = 2!!" 	possibilities	 for	interpolating	 to	 the	 256x256	 𝑑$ 	sampling.	 These	 two	 seemingly	impossible	missions	are	accomplished	by	the	proposed	InterNet	with	supervised	 learning.	 Guided	 by	 the	 training	 set,	 the	 InterNets	 are	equipped	with	 the	ability	 to	 resolve	 and	up	 sample	 the	𝑑+ 	sampled	patterns,	equivalently	reversing	the	down	sampling	operation	(i.e.,	pixel	binning).	Such	“super”	interpolation	capability	of	the	first	three	InterNets,	as	shown	in	Fig.	6,	fades	for	larger	sampling	pitches	(𝑑 > 𝑑+);	the	digit	‘6’	can	no	longer	be	recovered	but	left	with	non-zero	values	around	the	center.	 The	 long-range	 correlation	 of	 speckle	 patterns	 is	 probably	undermined	 when	 the	 speckle	 pattern	 sampling	 pitch	 is	 too	 high.	Therefore,	 although	 the	 short-range	 correlation	 (the	 grainy	morphology)	can	be	retrieved	by	the	InterNets	(Fig.	6	II,	IV,	VI	&	VIII),	the	object	recovery	 is	more	challenging	 if	 too	much	information	has	been	filtered	by	pixel	binning	during	the	down-sampling	process.	For	example,	only	of	49.5%	and	37.5%	of	all	samples	in	the	test	set	can	be	
reconstructed	by	InterNet(com)-1	and	InterNet(com)-2,	respectively,	as	shown	in	Section	4	of	Supplementary.	As	 for	𝑑+ -sampled	speckle	patterns,	 93%	 in	 the	 test	 set	 can	 be	 effectively	 interpolated	 by	InterNet(com)-1	 and	 89.5%	 by	 InterNet(com)-2	 (Section	 4	 of	Supplementary).	Some	of	the	realizations	are	shown	in	Fig.	7e-g,	𝑑+-sampled	speckle	patterns	encoded	with	digits	‘2’,	‘0’,	‘1’,	‘9’	can	also	be	effectively	up-sampled	to	𝑑$-pitched	patterns	as	those	shown	in	Fig.	4a	by	 InterNet(com)-1	 (Fig.	 7e),	 InterNet(cc)-1	 (Fig.	 7f)	 and	InterNet(com)-2	 (Fig.	 7g).	 Interpolation	 based	 on	 InterNet(cc)-2,	however,	 fails	 to	 recover	 any	 of	 the	 sub-Nyquist	 sampled	 object	information,	such	as	digit	‘6’	in	Fig.	6IX	and	digits	‘2’,	‘0’,	‘1’,	‘9’	(Fig.	7h),	which	will	be	further	discussed	in	the	next	section.	Nevertheless,	 the	proposed	 learning-based	 interpolation	approach	provides	a	robust	and	promising	solution	to	retrieve	object	information	from	down-sampled	speckle	patterns.	Speckle	patterns	are	featured	by	randomly	 distributed	 bright	 spots	 of	 varied	 sizes	 [1].	 Such	inhomogeneity	prevents	classic	interpolation	methods	from	recovering	the	morphology	of	speckle	grains	due	to	its	global	order	consistency	(see	 Methods),	 so	 that	 the	 object	 information	 filtered	 by	 the	 pixel	binning	process	cannot	be	retrieved	or	decoded	with	whatever	image	reconstruction	method.	The	inherent	nonlinear	activations	in	the	DNNs,	however,	 provide	possibility	 to	 overcome	 this	weakness.	 The	DNNs	allow	 interpolation	with	various	orders	of	polynomial	by	adaptively	inserting	the	values	to	form	the	morphological	feature	of	speckle	grains.	Within	one	speckle	grain,	the	information	(including	both	intensity	and	phase)	 is	 highly	 correlated,	which	 is	 termed	 short-range	 correlation	[37].	Hence,	learning-based	interpolated	patterns	are	able	to	consider	or,	more	appropriately,	learn	the	morphology	of	speckle	grains	beyond	merely	 producing	 uncorrelated	 random	 signals.	 Such	 distinguished	capability	should	be	attributed	to	the	supervised	configuration	of	the	deep	learning	method,	which	is	trained	by	a	dataset	of	19,800	samples.	With	supervised	learning,	target	in	the	training	dataset	specifically	guide	the	parameters	 in	 the	DNNs	 to	update	oriented	 to	 the	direction.	By	minimizing	the	discrepancy	between	the	network	output	and	the	target	through	back-propagation	gradient	descent,	the	information	from	the	target	flows	back	across	each	layer	and	updates	their	parameters.	That’s	why	the	same	neural	network	utilized	in	this	study	(Fig.	2)	can	be	used	for	different	tasks,	if	the	targets	in	the	training	data	set	are	different.	
	
Fig.	 7	Additional	 realizations	of	DNN-based	 interpolation	and	 image	reconstruction	 for	 sub-Nyquist	 sampled	 speckle	 patterns.	 Speckle	patterns	containing	the	information	of	digits	‘2’,	‘0’,	‘1’,	‘9’	are	aligned	in	Columns	I,	III,	V,	and	VII;	the	corresponding	ground-true/reconstructed	images	by	SpeckleNet	are	in	Columns	II,	IV,	VI,	and	VIII.	Presentations	in	Row	(a)	are	the	𝑑$-sampled	speckle	patterns;	Row	(b)	the	𝑑+-sampled	speckle	patterns	and	the	Nearest	 interpolation;	Row	(c)	 the	Bilinear	interpolation;	 Row	 (d)	 the	 Bicubic	 interpolation;	 Row	 (e)	 the	InterNet(com)-1	interpolation;	Row	(f)	the	InterNet(cc)-1	interpolation;	Row	(g)	the	InterNet(com)-2	interpolation;	Row	(h)	the	InterNet(cc)-2	interpolation.	 Inset	 quantities	 are	 formatted	 as	 PCC	 (MSE).	 PCC:	Pearson’s	correlation	coefficient	between	the	interpolated	output	and	target	(b);	MSE:	mean	square	error	between	the	interpolated	output	and	target	(b).			
7. Quantitative Summary Quantitative	analysis	 is	also	performed	as	shown	 in	Fig.	8.	Before	interpolation,	the	𝐶)	generally	increases	with	the	sampling	pitch	(Fig.	8a),	since	the	speckle	pattern	nuances	are	diminished	and	become	more	and	more	alike	with	each	other	due	to	pixel	binning.	Depending	on	the	influence	to	the	𝐶),	the	interpolation	methods	employed	in	this	study	can	be	divided	into	two	categories:	for	classic	methods,	all	realizations	enlarge	the	𝐶)	(above	the	solid	line)	from	the	down-sampled	speckle	patterns;	 for	 learning-based	 methods,	 the	 mutual	 correlations	 are	below	the	solid	line.	Red	symbols	are	cases	that	lead	to	successful	image	reconstruction	with	the	referred	interpolation	method,	tending	to	have	low	𝐶)approaching	to	the	level	with	Nyquist	criterion.	In	this	scenario,	the	interpolated	patterns	within	each	training	set	(the	nominal	sample	number	is	19,800)	are	sufficiently	different	from	each,	thus	the	features	for	the	𝑑$-trained	SpeckleNet	can	be	well	identified,	which	permits	clear	imaging	reconstruction.	On	the	other	hand,	cases	with	high	𝐶)	suggest	the	 interpolated	 patterns	 within	 each	 training	 set	 are	 more	 akin,	significantly	 reducing	 the	 number	 of	 independent	 samples	 (similar	patterns	are	essentially	one	pattern	from	the	perspective	of	networking	training).	 In	this	scenario,	the	features	for	the	𝑑$ -trained	SpeckleNet	may	be	insufficient	and	fail	to	predict	the	hidden	object	information,	while	study	for	further	sophisticated	training	is	beyond	this	manuscript.	The	other	two	parameters,	PCC	(Fig.	8b)	and	MSE	(Fig.	8c),	depict	the	issue	from	another	perspective.	High	PCC	and	low	MSE	both	suggest	good	match	between	the	interpolated	patterns	with	the	original	pattern	that	 is	 well	 sampled	 at	 𝑑$ 	(such	 as	 Fig.	 4a).	 As	 seen,	 the	 classic	interpolation	methods	lead	to	low	PCC	values	(<0.4),	failing	to	retrieve	object	 information	 by	 feeding	 their	 interpolated	 patterns	 into	 the	SpeckleNet.	With	our	 learning-based	 interpolation	methods,	 the	PCC	values	 are	 significantly	 higher	 (>0.7).	 This	 alone,	 however,	 cannot	ensure	successful	imaging	reconstruction;	low	MSE	value	(e.g.,	<0.01)	is	another	 criterion	 that	must	 be	met.	 Also,	 to	 be	 noted	 that	 for	 very	sparsely	sampled	patterns	(with	sampling	pitches	of	𝑑*	and	𝑑&	in	this	study),	even	though	both	PCC	and	MSE	of	the	interpolated	patterns	can	be	favorable,	the	trained	SpeckleNet	fails.	This	is	probably	because	too	much	object	information	has	been	filtered	by	pixel	binning	during	the	down-sampling	 process,	 which	may	 already	 have	 been	 beyond	 the	capability	of	the	network.	Therefore,	the	structure	and	effectiveness	of	the	proposed	interpolation	networks	are	discussed	next.		
	Fig.	8	(a)	Mutual	correlation	(𝐶))	of	the	speckle	patterns	in	the	test	dataset	before	and	after	interpolation:	the	solid	line	represents	the	speckle	patterns	before	interpolation	and	the	scattered	points	after	interpolation.	(b)	and	(c)	are	the	evaluations	of	PCC	and	MSE	between	the	interpolated	patterns	and	the	target	(𝑑$-sampled,	Fig.	4a).	The	red	symbols	and	points	in	(a)	and	bars	in	(b)-(c)	represent	the	cases	that	lead	to	successful	image	reconstruction	with	the	referred	interpolation	method.				
8. Interpolation network analysis The	architecture	of	DNN	plays	a	role	on	interpolation.	InterNet-1	and	InterNet-2	 are	 both	 based	 on	 DeeplabV3+	 with	 a	 ResNet105	 as	backbone	 [36]	 (Fig.	 2).	 Type-1	 (InterNet-1)	 is	 based	 on	 a	 standard	DeeplabV3+,	 its	 upsampling	 operation	 in	 decoder	 is	 4x	 Bilinear	interpolation.	For	Type-2	(InterNet-2),	the	4x	Bilinear	is	replaced	by	a	densely	 connected	 transposed	 convolutional	 layer	 (denselayer).	 The	denselayer	has	been	integrated	in	U-net	reported	by	Li.	et	al	[24]	to	enhance	the	DNN	generalization	in	image	reconstruction	(from	speckle	to	object).	The	interpolation	(from	down-sampled	speckle	pattern	to	well-sampling	speckle	pattern),	however,	do	not	efficiently	benefit	from	the	denselayer.	For	performance	comparison	between	DeeplabV3+	and	U-net,	 readers	 can	 refer	 to	 Section	 3	 of	 Supplementary.	 Basically,	 it	shows	U-net	is	significantly	less	effective	for	speckle	interpolation	so	that	DeeplabV3+	is	chosen,	based	on	which	InterNet-1	and	InterNet-2	are	developed	in	this	study.	When	only	NPCC	is	used	as	the	training	loss	function,	as	shown	in	Fig.	6,	InterNet(cc)-2	seems	to	results	in	slightly	better	 interpolated	speckle	patterns,	 for	example	with	~10%	higher	PCC	 (Fig.	 6VIII)	 than	 that	 with	 InterNet-1	 (Fig.	 6IV).	 However,	 the	interpolation	MSE	with	InterNet(cc)-2	is	nearly	two	magnitudes	larger	than	that	with	its	peer	(Fig.	8c).	It	turns	out	that	the	denselayer	built	in	the	network	may	constraint	the	short-range	correlation	well	for	the	task	of	interpolation,	but	not	to	the	long-range	correlation	as	it	concatenates	more	low-level	features	[39].	As	a	result,	InterNet(cc)-1	can	produces	reconstructable	interpolated	patterns	with	minor	defects	(Fig.	7f),	but	InterNet(cc)-2	fails	(Fig.	7h)	as	the	object	information	has	been	smeared	out	 by	 long-range	 correlation	 during	 the	 networking	 processing.	Significance	of	selecting	an	appropriate	architecture	is	undisputed	[40].	The	 choice	 of	 training	 loss	 function	 is	 another	 determinant.	With	comloss	as	the	training	loss	function,	the	network	output	is	aimed	to	converge	 to	 minimum	 NPCC	 and	 MSE,	 which	 is	 equivalent	 to	maximizing	 the	PCC.	The	 interpolated	patterns	generated	by	a	well-trained	InterNet(com)	can	be	evaluated	with	high	PCC	and	small	MSE	(Fig.	6II	&	VI),	where	the	constraint	to	long-range	correlation	is	applied	and	 the	 object	 information	 can	 now	 be	 retrieved,	 even	 with	 the	presence	of	denselayer	in	InterNet(com)-2	(Fig.	6VII	and	Fig.	7g).	With	NPCC	 alone	 as	 the	 loss	 function,	 Type-2	 interpolation	 (without	constraints	 to	 long-range	 correlation)	 from	 speckles	 of	 the	 same	sampling	pitch	generates	similar	speckle	morphology	recovery	and	PCC	but	different	orders	of	magnitudes	of	MSE	(Fig.	6VI	vs.	VIII),	leading	to	drastically	 different	 performances	 in	 imaging	 reconstruction.	 The	influence	of	training	loss	function	can	also	be	seen	from	the	same	type	
of	interpolations,	for	example	InterNet(com)-1	and	InterNet(cc)-1.	Both	lead	 to	 successful	 speckle	 pattern	morphology	 recovery	 and	 object	information	retrieval	(Fig.	7e-f)	with	similar	PCCs,	but	with	the	same	dataset	the	MSE	is	apparently	higher	and	the	reconstructed	image	is	a	bit	noisier	when	NPCC	alone	is	used	as	the	loss	function.		In	 brief	 summary,	 a	 high	 PCC	 assists	 to	 confine	 the	 short-range	correlation	(related	to	the	overall	morphology)	of	speckle	patterns,	but	NPCC	alone	is	not	sufficient	to	determine	an	exclusive	speckle	pattern	and	ensure	effective	interpolation.	Additional	MSE	in	the	training	loss	function	helps	to	constrain	the	long-range	correlation	(related	to	the	deterministic	spatial	distribution	of	speckle	grains)	of	speckle	patterns	by	suppressing	the	pixel-to-pixel	difference	between	the	interpolated	patterns	and	the	target	during	the	training	process.	But	small	MSE	alone	is	 not	 desired,	 either,	 as	 can	 be	 seen	 from	 the	 results	 with	 classic	methods	(Fig.	5	and	Fig.	7b-d):	the	MSEs	are	sufficiently	low,	but	none	has	achieved	successful	speckle	pattern	morphology	recovery	or	object	reconstruction.	Therefore,	a	combination	of	NPCC	and	MSE	is	preferred	as	the	training	loss	function	in	this	study.	
9. Conclusion In	this	work,	for	sub-Nyquist	sampled	speckle	patterns,	we	propose	InterNet,	a	DNN-based	network,	to	effectively	interpolate	them	to	well-resolved	speckle	patterns	for	the	first	time,	which	is	impossible	with	classic	 interpolation	 methods.	 With	 supervised	 learning,	 the	 down	sampling	is	reversed	and	the	loss	of	information	due	to	sparse	sampling	can	be	effectively	retrieved,	which	is	validated	by	SpeckleNet	via	image	reconstruction.	 Typical	 analytical	 solutions	 or	 non-learning-based	methods	are	unsupervised,	without	a	target	to	guide	the	interpolation;	neither	 the	 morphology	 nor	 information	 can	 be	 recovered.	 In	comparison,	the	supervised	learning	can	partially	overcome	the	current	limitation	of	theoretical	framework.	The	 performance	 of	 interpolation	 network	 has	 been	 significantly	improved	based	on	a	standard	DeeplabV3+	with	a	combination	training	loss	 function	 including	 NPCC	 and	MSE,	 effectively	 constraining	 and	converging	 the	 interpolated	 output	with	 information	 retraced.	 As	 a	result,	 the	 proposed	 learning-based	 networks	 provide	 a	 robust	 and	promising	strategy	to	retrieve	optical	information	from	down-sampled	speckle	patterns.	The	lowest	sampling	frequency	demonstrated	in	this	study	is	more	than	one	order	(~14)	below	the	Nyquist	criterion,	and	the	corresponding	speckle	patterns	can	be	interpolated	by	a	factor	of	32	
with	 recovered	 object	 information	 (equivalently,	 resolution	improvement	of	32	times).	Such	a	capability	can	significantly	boost	the	speed	of	data	acquisition,	storage,	 transfer,	and	processing	of	massive	speckled	optical	signals.	Notably,	 the	 application	 of	 the	 DNN	 based	 interpolation	 can	 be	generalized	 due	 to	 its	 independence	 from	 the	 image	 reconstruction	procedure.	In	practice,	target	objects	to	be	imaged	or	sensed	may	be	unknown,	 which	 impedes	 regular	 DNN	 training	 for	 image	reconstruction.	The	proposed	interpolation,	however,	exploits	speckle	patterns	only.	Therefore,	 the	 training	 for	 InterNet	can	be	proceeded	even	in	the	absence	of	the	knowledge	of	the	target	objects.	Such	a	feature	can	significantly	benefit	many	biomedical	application	scenarios,	where	the	aim	is	to	reveal	 inhomogeneities	that	are	physically	 inaccessible.	Last	but	not	the	least,	the	study	successfully	breaks	the	inherent	trade-off	between	the	FOV	and	resolution	in	speckled	image	reconstruction,	opening	 up	 new	 avenues	 for	 seeing	 big	 and	 seeing	 clearly	simultaneously	in	complex	scenarios.			
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