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Важным и популярным направлением современного прикладного нелинейного анализа яв-
ляется исследование задач о равновесии вида [1—3]:
найти ∈x С :  ( , ) 0F x y   ∀ ∈y С , (1)
где С  — непустое подмножество гильбертова пространства H, × →¡:F C C  — функция, та-
кая, что =( , ) 0F x x   ∀ ∈x С (называемая бифункцией). В задачах в виде (1) можно сфор-
мулировать задачи математического программирования, вариационные неравенства и мно-
гие игровые задачи.
Алгоритмам решения равновесных и близких задач посвящено большое количество ра-
бот. Частным случаем задач о равновесии являются вариационные неравенства. Для их ре-
шения Г. М. Корпелевич предложила экстраградиентный метод [4]. Аналогу экстрагради-
ентного метода для задач о равновесии и близким вопросам посвящена работа [5]. В 1980 г. 
Л.Д. Попов [6] предложил для поиска седловых точек выпукло-вогнутых функций, опре-
деленных в конечномерном евклидовом пространстве, интересную модификацию метода 
Эрроу—Гурвица. В статье [7] был предложен двухэтапный проксимальный алгоритм для 
решения задач о равновесии в гильбертовом пространстве, являющийся адаптацией метода 
Л.Д. Попова к общим задачам равновесного программирования. В последнее время возник 
обусловленный проблемами математической биологии и машинного обучения интерес к 
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построению теории и алгоритмов решения задач математического программирования в 
метрических пространствах Адамара [8] (также известных под названием (0)CAT  про-
странств). Еще одной сильной мотивацией для изучения данных задач является возмож-
ность записать некоторые невыпуклые задачи в виде выпуклых (точнее, геодезически вы-
пуклых) в пространстве со специально подобранной римановой метрикой [9]. Некоторые 
авторы начали изучать задачи о равновесии в пространствах Адамара [9—11]. В работе [9] 
получены теоремы существования для задач о равновесии на многообразиях Адамара, рас-
смотрены приложения к вариационным неравенствам и обоснован резольвентный метод 
для аппроксимации решений задач о равновесии и вариационных неравенств. В [10] для 
более общих задач о равновесии с псевдомонотонными бифункциями в пространствах Ада-
мара получены теоремы существования, предложен проксимальный алгоритм и доказана 
его сходимость. Более конструктивному подходу посвящена работа [11], авторы которой, 
отталкиваясь от результатов статьи [5], предложили и обосновали для псевдомонотонных 
задач о равновесии в пространствах Адамара аналог экстраградиентного метода.
В данной работе предлагается двухэтапный проксимальный алгоритм для приближен-
ного решения задач о равновесии в пространствах Адамара. Алгоритм является аналогом 
ранее изученных в [7, 12, 13] двухэтапных алгоритмов для вариационных неравенств и за-
дач о равновесии в гильбертовом пространстве или конечномерном линейном нормиро ван-
ном пространстве с дивергенцией Брэгмана. Для псевдомонотонных бифункций липши-
цевого типа доказана теорема о слабой сходимости ( ∆ -cходимости) порожденных алгорит-
мом последовательностей.
Вспомогательные сведения. Приведем несколько фундаментальных понятий и фактов, 
связанных с пространствами Адамара, используемых в этой работе. С деталями можно озна-
комиться в [8].
Пусть ( , )X d  — метрическое пространство и x, ∈y X . Геодезическим путем, соединяю-
щим точки x и y, называют изометрию γ →: [0, ( , )]d x y X  такую, что γ =(0) x, γ =( ( , ))d x y y. 
Множество γ ⊆([0, ( , )])d x y X обозначают [ , ]x y  и называют геодезическим сегментом с 
концами x  и y  (или кратко геодезической). Метрическое пространство ( , )X d  называют 
геодезическим пространством, если любые две точки X  можно соединить геодезической, и 
однозначно геодезическим пространством, если для любых двух точек X  существует в точ-
ности одна геодезическая их соединяющая.
Геодезическое пространство ( , )X d  называют (0)CAT  пространством, если для любой 
тройки точек 0y , 1y , ∈2y X  таких, что = =
2 2 2
1 0 2 0 1 2
1
( , ) ( , ) ( , )
2
d y y d y y d y y , выполняется 
неравенство
+ −2 2 2 20 1 2 1 2
1 1 1
( , ) ( , ) ( , ) ( , )
2 2 4
d x y d x y d x y d y y     ∀ ∈x X . (2)
Неравенство (2) называют CN  неравенством [8] (в евклидовом пространстве (2) пре-
вращается в тождество), а точку 0y  серединой между точками 1y  и 2y  (она всегда су-
ществует в геодезическом пространстве). Известно, что (0)CAT  пространство является 
однозначно геодезическим [8]. Примерами (0)CAT  пространств являются евклидовы про-
странства, ¡ -деревья, многообразия Адамара (полные связные римановы многообразия не-
положительной кривизны) и гильбертов шар с гиперболической метрикой [8].
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Для двух точек x  и y  (0)CAT  пространства ( , )X d  и ∈[0,1]t  будем обозначать 
⊕ −(1 )tx t y такую единственную точку z  сегмента [ , ]x y , что =( , ) ( , )d z x td x y  и = −( , ) (1 ) ( , )d z y t d x y
= −( , ) (1 ) ( , )d z y t d x y . Множество ⊆C X  называется выпуклым (геодезически выпуклым) если 
для всех x , ∈y С  и ∈[0,1]t  выполняется ⊕ − ∈(1 )tx t y C .
Полное (0)CAT  пространство называют пространством Адамара.
Пусть ( , )X d  — метрическое пространство и ( )nx  — ограниченная последовательность 
элементов X . Пусть 
→∞
=( , ( )) lim ( , )n n
n
r x x d x x . Число ∈=(( )) inf ( , ( ))n x X nr x r x x  называют 
асимптотическим радиусом ( )nx , а множество = ∈ =(( )) { : ( , ( )) (( ))}n n nA x x X r x x r x  — асим-
птотическим центром ( )nx . Известно, что в пространстве Адамара (( ))nA x  состоит из 
одной точки [8].
Последовательность ( )nx  элементов пространства Адамара ( , )X d  слабо сходится (или, 
как иногда говорят, ∆ -сходится [8]) к элементу ∈x X, если =(( )) { }
kn
A x x  для любой под-
последовательности ( )
kn
x . Известно, что произвольная последовательность элементов ог-
раниченного, замкнутого и выпуклого подмножества K  пространства Адамара имеет под-
последовательность, слабо сходящуюся к элементу из K  [8].
Пусть ( , )X d  — пространство Адамара. Функция ϕ → = ∪ +∞¡ ¡: { }X  называется вы пук лой 
(геодезически выпуклой), если для всех x , ∈y X  и ∈[0,1]t  выполняется ϕ ⊕ − ϕ + − ϕ( (1 ) ) ( ) (1 ) ( )tx t y t x t y
ϕ ⊕ − ϕ + − ϕ( (1 ) ) ( ) (1 ) ( )tx t y t x t y . Например, в пространстве Адамара функции a ( , )y d y x  выпуклы. 
Если же существует такая константа µ > 0 , что для всех x , ∈y X  и ∈[0,1]t  выполняется
ϕ ⊕ − ϕ + − ϕ −µ − 2( (1 ) ) ( ) (1 ) ( ) (1 ) ( , )tx t y t x t y t t d x y ,
то функция ϕ  называется сильно выпуклой. Известно, что для выпуклых функций по-
лу непрерывность снизу и слабая полунепрерывность снизу эквивалентны [8, с. 64], а 
силь но выпуклая полунепрерывная снизу функция достигает минимума в единственной 
точ ке. Для выпуклой, собственной и полунепрерывной снизу функции ϕ → = ∪ +∞¡ ¡: { }X  
проксимальный оператор определяется следующим образом [8] 
ϕ ∈= ϕ +prox arg min ( ( ) ( , ))y Xx y d y x = + 2
1
prox arg in ( ( ) ( , ))
2y X
x y d y x . Поскольку функции ϕ + ⋅21 ( , )
2
d x  сильно выпук лы, 
то определение проксимального оператора корректно, то есть для каждого ∈x X  суще-
ствует единствен ный элемент ϕ ∈prox x X .
Задача о равновесии в пространстве Адамара. Пусть ( , )X d  — пространство Адамара. 
Для непустого выпуклого замкнутого множества ⊆C X  и бифункции × →¡:F C C  рас-
смотрим задачу о равновесии:
найти ∈x С:  ( , ) 0F x y    ∀ ∈y С. (3)
Предположим, что выполнены условия:
1) =( , ) 0F x x  для всех ∈x С ;
2) функции ⋅ →¡( , ) :F x C  выпуклы и полунепрерывны снизу для всех ∈x С ;
3) функции ⋅ →¡( , ) :F y C  слабо полунепрерывны сверху для всех ∈y С ;
4) бифункция × →¡:F C C  псевдомонотонна, то есть
для всех x , ∈y С  из ( , ) 0F x y   следует ( , ) 0F y x  ;
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5) бифункция × →¡:F C C  липшицевого типа, то есть существуют две константы > 0a , 
> 0b , такие, что
+ + +2 2( , ) ( , ) ( , ) ( , ) ( , )F x y F x z F z y ad x z bd z y   ∀ ∈, ,x y z С.
Замечание 1. Условие 5 типа липшицевости в евклидовом пространстве введено G. 
Mastroeni [2].
Рассмотрим дуальную задачу о равновесии:
найти ∈x С: ( , ) 0F y x    ∀ ∈y С. (4)
Множества решений задач (3) и (4) обозначим S и *S . При выполнении условий 1—4 имеем 
=
*S S  [10]. Кроме того, множество *S  выпукло и замкнуто.
Далее будем предполагать, что ≠ ∅S .
Двухэтапный проксимальный алгоритм. Для приближенного решения задачи (3) рас-
смотрим следующий 
Алгоритм 1. Для 1x , ∈0y C  генерируем последовательность элементов nx , ∈ny C  при 
помощи итерационной схемы
−
λ ⋅ ∈ −
+ λ ⋅ ∈

= = + λ
= = + λ
1
2
( , ) 1
2
1 ( , )
1
prox arg min ( ( , ) ( , )),
2
1
prox arg min ( ( , ) ( , )),
2
n
n
n F y n y C n n
n F y n y C n n
y x F y y d y x
x x F y y d y x
где λ > 0 .
На каждом шаге алгоритма 1 следует решить две выпуклые задачи с сильно выпуклыми 
функциями. Предположим возможность их эффективного решения.
Замечание 2. Алгоритм 1 для задач в гильбертовом пространстве был предложен в [7]. 
Частный случай алгоритма 1 для поиска седловых точек выпукло-вогнутых функций, оп-
ределенных в конечномерном евклидовом пространстве, предложен Л.Д. Поповым [6]. 
Заметим, что в последнее время вариант алгоритма 1 для вариационных неравенств стал 
известен в среде специалистов по машинному обучению под названием “Extrapolation 
from the Past”.
Сходимость алгоритма. Имеют место следующие результаты.
Лемма 1. Для последовательностей ( )nx , ( )ny , порожденных алгоритмом 1, имеет ме-
сто неравенство
+ + −− − λ − − λ + λ2 2 2 2 21 1 1( , ) ( , ) (1 2 ) ( , ) (1 4 ) ( , ) 4 ( , )n n n n n n n nd x z d x z b d x y a d y x ad x y ,
где ∈z S .
Доказательство. Пусть ∈z S . Из определения +1nx  следует
+ ++ +λ λ
2 2
1 1
1 1
( , ) ( , ) ( , ) ( , )
2 2n n n n n n
F y x d x x F y y d y x     ∀ ∈y С . (5)
Положив в (5) += ⊕ −1 (1 )ny tx t z , ∈(0,1)t , получим
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+ + + ++ ⊕ − + ⊕ −λ λ
2 2
1 1 1 1
1 1
( , ) ( , ) ( , (1 ) ) ( (1 ) , )
2 2n n n n n n n n
F y x d x x F y tx t z d tx t z x 
+ + ++ − + + − − −λ
2 2 2
1 1 1
1
( , ) (1 ) ( , ) ( ( , ) (1 ) ( , ) (1 ) ( , ))
2n n n n n n n
tF y x t F y z td x x t d z x t t d x z .
Из псевдомонотонности бифункции F  следует
( , ) 0nF y z  .
Таким образом,
+ + +− − − + − − −λ
2 2 2
1 1 1
1
(1 ) ( , ) ( (1 ) ( , ) (1 ) ( , ) (1 ) ( , ))
2n n n n n n
t F y x t d x x t d z x t t d x z . (6)
Сократив в (6) −1 t  и совершив предельный переход при →1t , получим
+ + +− −λ
2 2 2
1 1 1
1
( , ) ( ( , ) ( , ) ( , ))
2n n n n n n
F y x d z x d x x d x z . (7)
Из определения ny  следует
− −
+ +
λ λ
2 2
1 1
1 1
( , ) ( , ) ( , ) ( , )
2 2n n n n n n
F y y d y x F y y d y x     ∀ ∈y С . (8)
Положив в (8) += ⊕ −1 (1 )n ny tx t y , ∈(0,1)t , получим
− − + ++ ⊕ − + ⊕ −λ λ
2 2
1 1 1 1
1 1
( , ) ( , ) ( , (1 ) ) ( (1 ) )
2 2n n n n n n n n n n
F y y d y x F y tx t y d tx t y x 
− + − + ++ − + + − − −λ
2 2 2
1 1 1 1 1
1
( , ) (1 ) ( , ) ( ( , ) (1 ) ( , ) (1 ) ( , ))
2n n n n n n n n n n
tF y x t F y y td x x t d y x t t d x y .
Таким образом,
− − + + +− − − −λ
2 2 2
1 1 1 1 1
1
( , ) ( , ) ( ( , ) ( , ) (1 ) ( , ))
2n n n n n n n n n n
tF y y tF y x td x x td y x t t d x y . (9)
Сократив в (9) t  и совершив предельный переход при t → 0, получим
− − + + +− − −λ
2 2 2
1 1 1 1 1
1
( , ) ( , ) ( ( , ) ( , ) ( , ))
2n n n n n n n n n n
tF y y F y x d x x d y x d x y . (10)
Сложив неравенства (7) и (10), имеем
+ − − ++ −1 1 1 1( , ) ( , ) ( , )n n n n n nF y x F y y F y x 
+ +− − −λ
2 2 2 2
1 1
1
( ( , ) ( , ) ( , ) ( , ))
2 n n n n n n
d z x d x z d y x d x y . (11)
Из условия типа липшицевости следует
+ − − + + −+ − − −
2 2
1 1 1 1 1 1( , ) ( , ) ( , ) ( , ) ( , )n n n n n n n n n nF y x F y y F y x bd y x ad y y . (12)
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Комбинируя (11) и (12), получим
( )+ + − +− − + λ + λ2 2 2 2 2 21 1 1 1( , ) ( , ) ( , ) ( , ) 2 , 2 ( , )n n n n n n n n n nd x z d z x d y x d x y ad y y bd y x .
Поскольку 
− −
+2 2 21 1( , ) 2 ( , ) 2 ( , )n n n n n nd y y d y x d x y , то
+ +− − +
2 2 2 2
1 1( , ) ( , ) ( , ) ( , )n n n n n nd x z d z x d y x d x y
− ++ λ + λ + λ2 2 21 14 ( , ) 4 ( , ) 2 ( , )n n n n n nad y x ad x y bd y x ,
что и требовалось доказать.
Теорема 1. Пусть ( , )X d  — пространство Адамара, ⊆C X  — непустое выпуклое замк-
нутое множество, для бифункции × →¡:F C C  выполнены условия 1—5 и ≠ ∅S . Пред-
положим, что 
 λ ∈ 
+ 
1
0,
2(2 )a b
. Тогда порожденные алгоритмом 1 последовательности 
( )nx , ( )ny  слабо сходятся к решению ∈z S задачи о равновесии (3), причем 
→∞
=lim ( , ) 0n n
n
d y x .
Замечание 3. Аналогичный теореме 1 результат имеет место и для нестационарной по-
следовательности λ( )n  такой, что 
 λ λ ⊆  
+ 
1
{inf , sup } 0,
2(2 )n n n n a b
.
Работа выполнена при финансовой поддержке НАН Украины (проект “Нові методи 
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ДВОЕТАПНИЙ ПРОКСИМАЛЬНИЙ АЛГОРИТМ 
ДЛЯ ЗАДАЧІ ПРО РІВНОВАГУ В ПРОСТОРАХ АДАМАРА
Запропоновано двоетапний проксимальний алгоритм для наближеного розв’язання задач про рівновагу в 
просторах Адамара. Даний алгоритм є аналогом раніше дослідженого двоетапного алгоритму для задач 
про рівновагу в гільбертовому просторі. Для псевдомонотонних біфункцій ліпшицевого типу доведено 
теорему про слабку збіжність послідовностей, що породжені алгоритмом.
Ключові слова: простір Адамара, задача про рівновагу, псевдомонотонність, двоетапний алгоритм, 
збіжність.
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A TWO-STAGE PROXIMAL ALGORITHM 
FOR EQUILIBRIUM PROBLEMS IN HADAMARD SPACES
We consider the equilibrium problem in Hadamard spaces, which extends and unifies several problems in op-
timization, variational inequalities, fixed-point theory, and many other parts in nonlinear analysis. First, we give 
the necessary facts about Hadamard metric spaces and consider the statements of equilibrium problems asso-
ciated with pseudo-monotone bifunctions with suitable conditions on the bifunctions in Hadamard spaces. Then, 
to approximate an equilibrium point, we consider the two-stage proximal algorithm for pseudo-monotone bi-
functions. This algorithm is an analog of the previously studied two-stage algorithm for equilibrium problems in 
a Hilbert space. For Lipschitz-type pseudo-monotone bifunctions, a theorem on the weak convergence of se-
quences generated by the algorithm is proved.
Кeywords: Hadamard space, equilibrium problem, pseudo-monotonicity, two-stage algorithm, convergence.
