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図 1 ネットワーク概略図 
学内ネットワークの整備に向けて 
清水さや子*1 
*1東京海洋大学情報処理センター 
 
1. はじめに 
 東京海洋大学は 2003年 10月 1日に東京商船大学と東京水産大学が統合して発足した新しい大学である．この改組に伴
い，旧両大学情報処理センターも統合され，東京海洋大学情報処理センターが発足した．統合当時は，情報処理センター
越中島地区（旧東京商船大学情報処理センター）と情報処理センター品川地区（旧東京水産大学情報処理センター）のシ
ステムは，それぞれ別々のシステムで稼働していた．2006年 8月，情報処理センターシステム更新時には，各地区で別々
に稼働していたシステムをほぼ統合したが，実際に統合したのは主要なサーバと教育用システムであり，地区ごとに別々
の運用方法を取っているシステムも多々残っている．本稿では，現在，地区ごとに別々の運用方法をとっている各地区の
ネットワーク事情について，現状報告と今後の展望を記すこととする． 
2. 各地区のネットワーク 
 越中島地区と品川地区を結ぶキャンパス間の接続システムは，2003 年の統合時に，専用線としてダークファイバーを
導入し接続した．2006年の情報処理センターシステム更新時には，ダークファイバーを（周波数を変えつつ 1GBを 8本
に）増強し，対外接続用ネットワーク，サーバ用ネットワーク，一般用ネットワーク，教育用ネットワーク，管理用ネッ
トワーク，そして各地区の事務局（本部は品川）を結ぶ事務用ネットワークとして使用している． 
 対外接続回線は，2005年 3月に広域イーサネットに変更し，更に 2008年 9月に対外接続回線機器の増強をした．現在
は，品川地区から一ツ橋 SINET，越中島地区から一ツ橋 SINETとそれぞれ別々に 100Mbpsで接続している．専用線の一
方が切断した場合には，もう一方が切断した回線のバックアップ回線として機能する． 
品川地区においては，情報処理センターと各建物間を 1Gbps，建物スイッチとフロアスイッチ間は 1Gbps，フロアスイ
ッチと各研究室間は 100Mbpsで接続している．越中島
地区では，情報処理センターと建物スイッチ間を
1Gbps，建物スイッチからフロアスイッチ間は 100Mbps
（線が CAT5のため），フロアスイッチから研究室間は
100Mbpsで接続している． 
 情報処理センターと各建物間のネットワークトポロ
ジーについて，越中島地区ではほぼ完全な放射状のス
ター型であるが，品川地区では情報処理センターを起
点として，上位ノード（以下，上位建物とする）から
下位ノード（以下，下位建物とする）へ枝分かれする
ように，建物を経由していく階層構造をしたツリー状
のスター型となっている（図 1）． 
3. 品川地区のネットワーク 
 図 1でわかるように，品川地区のネットワークトポロジーは情報処理センターと直接接続されず，別の建物を経由して
接続している建物が多く，現在，情報処理センターと直接接続する建物は 5棟のみで，ほとんどの建物が別の建物を経由
して接続している．そのため，上位建物でケーブルの断線やスイッチの故障が発生した場合，その先につながる下位建物
020
40
60
80
100
120
4 5 6 7 8 9 10 11 12 1 2 3 4 5 6
2008年度 2009年度
（件）
（月）
情報処理センター品川地区 ＤＮＳサーバ登録件数 登録
削除
変更
問合せ・トラブル等
 
図 2 情報処理センター品川地区 DNSサーバ登録件数 
の通信が分断され，多数の端末がネットワークに接続できなくなる．また，故障箇所や故障原因を特定するために，経路
を順に辿っていかねばならず，復旧するまで多くの時間を要することがある．上述のように各建物間は 1Gbpsで接続し
ているが，実際の帯域は，情報処理センターの一般コアスイッチと上位建物のスイッチ間が 1Gbpsであるが，下位建物
は上位建物からの 1Gbpsを分散して接続しているため帯域が少なくなっている．こういった障害を回避するために，ネ
ットワークの経路を単純化することで，下位建物の通信の確保，上位建物の負荷分散，機器が故障した際の早急な対応が
可能となる．また，利用者にとっても教育研究（電子ジャーナルの利用，大量データの送受信，大量のデータ解析等）に
おいて効率化が実現される．これらを踏まえ，品川地区の建物間のネットワークは，越中島地区と同様，ほぼ完全な放射
状のスター型を導入することとなった． 
4. 運用上の問題点 
 本学では，ほぼ全ての端末がグローバル IP アドレスで接続している．端末をネットワークに接続したい場合は，機器
管理者が情報処理センターにネットワーク接続申請を行い，IP アドレスの取得後，接続可能となる．本学では，建物や
学部・学科ごとに管理者がおらず，教員 1人 1人が機器管理者となっている（研究室ごとに機器管理者を立てている場合
もある）．申請は紙ベースで行われ，情報処理センターでは各機器管理者より申請の度に，IPアドレスの発行，DNSサー
バへの登録・確認作業をして，各機器管理者に承認書を配布している． 
 図 2は，前年度 4月から現在までの品川地区におけるネットワーク接続申請の新規登録・削除・変更時の件数および，
IPアドレスに関する問合せ件数の集計である．2008年度は約 600件の申請と約 40件の問合せがあった．問合せの内容と
しては，「管理している IPアドレスがわからなくなった」，「現在管理している端末のリストを作成してほしい」，「承認証
を再発行してほしい」が全体の約 3/4を占めており，残りの約 1/4は「IPアドレスが競合しているので何とかしてほしい」
であった．IPアドレスの競合についての原因は，競合者が同研究室内であった事象が多かった． 
 多くの機器管理者は接続機種の変更時に変更申請を行わず，初回登録時の IP アドレスを使いまわしている．不要にな
った IP アドレスを返却しない場合も多く，機器管理者
が退職した場合も，変更申請を行わず，数年前の退職者
が機器管理者になったままの場合もある．そのため自分
の所有している IP アドレス等を把握できていない機器
管理者が多く，頻繁に問い合わせがある．現在，情報処
理センター品川地区では，研究室と事務局に対して発行
している IPアドレスは約 3000個であり，機器管理者は
約 300人である．この機器管理者の中には，現在在籍し
ていない人も含まれている． 
5. 今後の展望 
 東京海洋大学情報処理センターが発足して約 6 年が経過した．2006 年度のシステム更新において，表面的には統一を
することができたが，実質的には様々なところで統一ができていない． 
 今後，品川地区のネットワークが，ほぼ完全な放射状のスター型を導入することにより，ネットワークトポロジーにお
いて越中島地区と統一できるようになる予定である．ネットワーク接続申請の方法について，現在，品川地区では紙ベー
スで行っているが，徐々にWebベースの申請を取り入れていくことを検討している．越中島地区では一部Webベースで
行っているが，利用方法が定着していないためか，利用率が低い．品川地区にも導入することにより，Web ベースの申
請方法を利用者に周知し，広げていきたいと考えている．これに並行して，品川地区においては長年に渡って整理してこ
なかった IP アドレスの整理についても検討していく予定である．これらのことを踏まえ，東京海洋大学情報処理センタ
ーでは，利用者の利便性向上とセキュリティ強化を重視しつつ，両地区の統一を図っていきたいと考えている． 
