We develop a matrix approach to compute a certain sum of Gauss sums which arises in the study of weights of irreducible codes. A lower bound on the minimum weight of certain irreducible codes is given.
Introduction
Let d be a positive odd integer and set e = ord d (2) , the order of 2 mod d. We will let L denote the field F 2 e , and for a positve integer s, we set K = F 2 se .
For a multiplicative character, χ : K * → C, the Gauss sum of χ is defined as g K (χ) = β∈K * (−1)
where tr denotes the usual trace map tr K/F 2 . Basic results on Gauss sums may be found in [8] and [6] . Computing Gauss sums over K can be reduced to computing them over L via the Hasse-Davenport Theorem [5] . Generally, it is hard to determine Gauss sums explicitly. They have only been computed when the subgroup generated by 2 in (Z/dZ) * has index 2 or contains -1, see [15] , [2] , [11] and [7] . For applications of these computations to irreducible codes see [2] , [4] , [3] , [12] and [14] .
Let c(x) be an irreducible polynomial over F 2 of degree se and order n = (2 se − 1)/d. The irreducible code C based on c(x) is the cyclic code generated by (x n −1)/c(x) over F . For background information on irreducible codes see [9] .
The code C may be described explicitly. Let θ be a primitive n th root of unity in K. There is one code word for each β ∈ K, namely,
cw(β) = (tr(β), tr(βθ), . . . , tr(βθ
In [14] , Van Der Vlugt has shown that wt(cw(β
where wt denotes the weight of the code word and where the sum is over all non-trivial characters χ satisfying χ
will be the main concern of this paper. In section 2 we develop a matrix approach for computing this sum. We then use this matrix technique in section 3 to obtain a lower bound for the minimal weight of C in the case s = 2 and d = 2 k − 1 for some positive integer k. In section 4 we discuss applications of this sum in linear recurrences and diagonal equations.
Although we restrict our attention to binary codes, the methods of this paper can also be applied to codes in odd characteristic.
The following theorem is well known. It follows for example from Theorem 2.47 of [8] . (2) .
Theorem 2.1. (1) The number of equivalence classes of ∼ is given by
Proof: 
• N K/L and the characters of K with trivial dth power are χ i for 0 ≤ i ≤ d − 1. The sums we want to compute then become
We will let C denote a fixed and ordered set of representatives of the cyclotomic cosets mod d.
For s ≥ 0, define Sum(j, s) by
Sum(j, s).
Proof:
by the Hasse-Davenport Theorem. Now,
Notice that
since the sum is over cH and 2i ∈ cH if and only if i ∈ cH. Hence, by the Lemma 2.3 we have,
Consequently, we have now reduced the computation of the sums down to computing just Sum(c, s) for c ∈ C. ) has weight
Sum(c, s)),
by van der Vlugt's formula and Lemma 2. We thus have equality throughout: N (w c ) = n|cH|.
The reason for the hypothesis in Theorem 2.5(2) is simply that sometimes, for small s, it can happen that Sum(b, s) = Sum(c, s) for distinct b, c ∈ C. Then the frequency is the sum |bH|n + |cH|n.
The matrix
As before, fix a primitive d th root of unity ω ∈ C. For b ∈ Z/dZ, set Let Y be the common value of the |ψ
Proof: By Lemma 2.3 we have
so the result follows from Lemma 2.6.
Set, for c ∈ Z,
.
We will write the range of summation in A c more simply as m ≡ t (mod d).
Proof: Let α generate L * and let ω ∈ C be a primitive d root of unity. We have
We Claim that A t = A 2t , with the subscripts taken modulo d. Namely,
Thus there are at most
by Lemma 2.6.
the number of solutions to x + y = c where x ∈ aH and y ∈ bH. 
where N (x + y = z) is the number of solutions with x ∈ aH and y ∈ bH.
using Lemma 2.6 again.
Let r = |C|. Define the r × r matrix E by
Lemma 2.10.
Proof: Each of the following sums is over C.
which gives the result.
Theorem 2.11.
Proof Again each sum is over C. 
where j is the vector consisting of r 1's.
Properties of E
Lemma 2.14. T (a, b, c) . In particular, the entries of E are integers.
Now,
Let j be the vector consisting of r 1's. 
Now consider the sets {(a + bH) ∩ cH} for c ∈ C. These are disjoint since the cH's are. Further,
We thus have,
Proof: Let u be the vector with first entry −d and 0 elsewhere.
T by the previous proposition.
Example 1: Using these techniques it was relatively straight forward to write a computer program to compute the weights of the codewords of an irreducible code. We ran this program for all d < 400 with e < 18 and the program ran quickly. But of course the time increases as e does. Here is the output for d = 51. 
With s = 2 the vector of non-zero weights, 2 Next, we illustrate the use this matrix technique in deriving a formula for the weights of C in the case d = 2 k + 1. This formula also follows from the work in [4] . Proof: We use the previous corollary in the following computation.
E(a, c)
by Lemma 2.15. Since
we have
That is, for s ≥ 1, F satisfies the recurrence 
and for a = 0,
This proves the Claim.
Next, notice that
By Corollary 2.19, we have
The result now follows from Theorem 2.13.
Minimal Weights

Some results of Niederreiter
In this subsection we generalize some results of Niederreiter. These generalizations will be needed in the next subsection to obtain a lower bound on the minimal weight of C in the case d = 2
We begin with p being a prime and q being a power of p. For a non-trivial additive character χ of F q , let χ (s) denote the additive character obtained by lifting χ to an extension field F q s .
For a, b ∈ F q , with ab = 0, and β ∈ F * q , define
). 
Proof: Note that if β = 1, this theorem is precisely Theorem 5.43 of [8] . The proof of [8] Theorem 5.43 will work here as well. Just replace line 6 of page 277 with γ β (g) = χ(ac 1 
Hence ω 1 ω 2 = q and
We will need these results only in the case when q = 2 e , a = b = s = 1 and χ is the character on L defined by χ(β) = (−1) tr (β) . In this case we have 
The next proposition was inspired by the proof of [13] Theorem 2.
by Corollary 3.3.
The bound
We begin this section with d arbitrary but will later restrict d = 2 k − 1, for some positive integer k. This is a case where the Gauss sums have not been computed.
For each a ∈ C, define the r × r matrix Consequently,
For the second part notice that
by the first part of this proposition and Propostion 2.17. Consequently,
Proof: First notice that the b 
where we have used Lemma 3.6 for the fourth equality above. Now j
Combining (*) and (**) we obtain . Since the minimal weight is an integer, the result follows.
Let B be the ceiling of 2
+ 1/2. We have computed the exact minimal weight of C for k = 2, . . . , 10. For k = 3, 5, 7, 9, the minimal weight is B. For k = 2, 4, 6, 8, 10, the minimal weight is B + 1. Hence, we make the following Conjecture: The minimal weight of C is
Other Applications
A kth order linear recurrence I) . We assume that the characteristic polynomial c(x) of (s) is irreducible. Then (s, I) is periodic with period n = ord(c(x)). We denote the terms of one period by π(s, I). Let m(x) be the reciprocal of c(x) and let C be the irreducible code generated by (x n − 1)/m(x). Then the codewords of C are precisely the periods π(s, I) as I runs over F k 2 , a result that goes back at least to [1] and can be found in [8] , p. 485. We get immediately: In [16] and [17] , Wolfman gives a direct connection between diagonal equations and irreducible codes. His result may be stated as: is 25735845156840.
