The number of increases in a random permutation  by Dwass, Meyer
JOURNAL OF COMBINATORIAL THEORY (A) 15, 192-199 (1973) 
The Number of Increases in a Random Permutation* 
MEYER DWASS 
Department of Mathematics, Northwestern University, Evanston, Illinois 60201 
Communicated by G.-C. Rota 
Received May 17, 1971 
1. INTRODUCTION 
Suppose that the n integers 1, 2,..., n are permuted at random. Let X~ 
count the number of times that numbers in the permuted sequence are 
immediately followed by numbers that exceed them by one. That is, 
if the random permutation is represented by the random vector 
and 
then 
(Y~ .... , Y.) 
II, if b=a+l ,  
c(a, b) = 0, otherwise, 
x .  = c( r l ,  G) + c (G,  Y~) + -.. + c(Y._l, Y.). (1) 
We show that X. is asymptotically Poisson distributed as n --+ c~. That is 
lira P(X .  =- k) =- e -1 /k ! ,  k = 0, 1, 2 ..... (2) 
it-> cJo 
Greater symmetry is introduced by supposing that the n integers 
1, 2 . . .  n are laid out at random in a circle. In that case, let X.' count the 
number of times that numbers in the permuted sequence are immediately 
followed (say clockwise) by numbers that exceed them by one. Explicitly, 
x . '  = c(r~, r~) + c(r~, r~) + ... + c(r ._ l ,  r~) + c ( r . ,  Y0 (3) 
gives a way of representing this random variable in terms of the original 
permutation (Y~, Y2 ..... Y.). Again, X~' has the same asymptotic distri- 
bution as does X,~ but there is also a connection with the classical matching 
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problem. Let M,  denote the number of matches in the random permuta- 
tion (Y1, Y2 .... , Y,). Recall that this counts the number of times that 
Yi = i. We show that Mn_ 1 and X,' have exactly the same distributions 
for n = 2, 3 ..... Of course, it is well known that M~ is asymptotically 
Poisson distributed. 
We also consider Z , ,  the number of times that numbers in the permuted 
sequence are immediately followed by numbers that exceed them by any 
amount. That is, if 
ll, if b>a,  
d(a, b) = O, otherwise, 
then 
Z,  = d(Y~, Yz) -? d(Yz, Y3) + "'" + d(Y,_~, Y,). (4) 
We show that Zn is asymptotically normally distributed. Specifically, 
li+m P [( n )ll~(~ . Znn ~) <t )= (2Ir)-1/2 f '__oo e-~V2dx" (5) 
2. ONE-STEP INCREASES 
We will show that the random variable Zn, defined by (1), which we 
call the total number of one-step increases, has the probability generating 
function 
E sX. ~ n -- k 
k=O 
(6) 
The truth of (6) is equivalent to the factorial moments of Xn being given 
as follows: 
E x <~) = EX(X-  1) -..  (X -  k + 1) - -  - -  
n- -k  
It will follow from (6) that 
k = O, 1,..., n. 
(7) 
lim E s x~ = e ~-1,  
n-->oo 
from which (2) follows. 
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3. PROOF OF (7) 
Consider a sequence of random permutations (Ym), (Y2a, Y2,2),..., 
(Y,~a, Y~.2 ..... Y~,,) which evolves as follows: 
Y1,1= 1, 
t( 1, Ya,l) with probability 1/2, 
(Y~,~, Y2,2) = ~(Ym, i) with probability 1/2. 
In general, given any assignment of values to (Y~,I ..... Y,,~), then 
conditionally, 
(Y.+la, g.+~,~ ,..., g.+~,.+~) 
I (n %- 1, Y,:I ,..., Y,,,) with probability l / (n ÷ 1), 
I(Y,., ,..., f ,  ,~, n %- 1) with probability 1/(n + 1). 
In other words, the random permutation of (1,..., n, n %- 1) is obtained 
from the random permutation of (1 ..... n) by randomly assigning the 
element n %- 1 to one of n %- 1 possible positions. It is easy to see that 
(Y,1 ..... Yn,) equals each of the n! permutations of (1,..., n) with proba- 
bilities 1/n!. We define 
x .  = c(Y.,1, Y.,~) + ... + c(Y., ._ l ,  Y.,.) (8) 
as in (1). We need the following basic fact, whose proof is straightforward 
and is left to the reader: 
LEMMA. The sequence X ,  as defined by (8 ) fo rms a Markov  chain whose 
(non-homogeneous) transition probabil it ies are given as fol lows. 
P(X,+I  = j l Xn = i) = l 
l / (n%- 1), j=  i%- 1, 
(n - -  i)/(n + 1), j = i, 
i/(n + 1), j = i - -  1. 
(9) 
Using the lemma we now have the relationship 
E V(Z~) X ~ EfX(k) ~,,+l = z., , =+I I X ,  = r) P(X~ = r) 
= ~ [(r + 1) (~) + r(~)(n - -  r) %- (r - -  1) (~) rl P(X .  = r). 
n+l  
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After a little algebra, this yields the iterative relation 
r,(k) k Ey(~_a) + n - -  k + 1 EX(k)  (10) 
E- .~+I- -  n+ 1 ""~ n27 1 " 
We are now in a position to prove (7) by induction. It is easy to check 
that (7) holds when n = 2. Suppose now that (7) holds for all integers 
between 2 and n. Then if we apply this induction hypothesis to (10) we 
quickly conclude that (7) holds for n 27 1. This completes the proof of 
(7), and, as outlined in Section 2, the proof of (2). 
4. THE CIRCULAR CASE 
We now consider the sequence of random variables Xn' defined by 
Xn' -~ c(Yn,1, Yn.z) 27 "'" 27 c(Yn,n-1,  Yn,n) 27 c(Yn,n,  L.1) (11) 
for n = 2, 3,.... Corresponding to the lemma of Section 3, we have the 
following: 
LEMMA. The sequence X~' as defined by (11) fo rms a Markov  chain 
whose (non-homogeneous) transition probabilities are given as fol lows. 
l 
l /n, j = i+  l, 
P(X~+I -=- j I X,," -= i) =- (n --  i - -  1)/n, j = i, 
i/n, .] = i - -  1. 
Following the same computational lines that led to equation (10) we have 
the following relation: 
ErX,  ~(~) k E(X,()(k_I) 27 n --  k E(X,)(~)" (12) 
\ n+l ]  : 
n n 
(As before, these are factorial moments.) We are now in a position to 
prove the following: 
E(X~')  (k) = 1, k=0,1  .... ,n - -  1. (13) 
(Of course, since the possible values of X,' do not exceed n -- 1, then the 
n-th and higher factorial moments must all be zero.) It is now easy to 
prove (13) by induction using (12). We leave the details to the reader. 
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The connection with the matching problem, described in the introduction, 
now follows from the fact that 
EM(~ ~) = 1, k = O, 1 .... ,n  
(see [1, p. 131]). Hence we conclude that 
P(X,,' = i) -= P(Mn_I  = i), all i, n = 2, 3,..,. 
We define 
5. PRELIMINARIES ON Z n 
Z~ = d(Y~, l ,  Y~,~) + "" + d(Y~,~_~, Y.,~) (14) 
as in (4). We will use the somewhat simpler notation 
U~,i = d(Y~i ,  Y~, i+0,  i = 1, . . . ,  n - 1. 
The following are some basic properties of the U~i : 
LEMMA. 
(a) P(Un,  i = 1) ~--- 1/2l, 1 ~< i <~ n -- 1; 
P(U. , i  = 1, U.,,+I = 1,..., U.,,+~ = 1) = 1/(a + 2)!, 
l ~ i< i+a~n- -1 .  
(b) P(Un, ,= 1 .... , U. , i+a~- 1, Un , j=  1 .... , U.d+b---- l) 
= P(U~,, = 1 ..... U~.i+~ = 1) P(U~,j == 1,..., U~,j+b = 1), 
whenever 1 <~ i + a < j < j + b <~ n - -  1 and j - -  (i + a) >/ 2. 
(c) I f  l <~ i~ < iz < "" < ia < jx < j2 < "" < f l  <~ n - -  1 
and Jl - -  i, >~ 2, then the two vectors 
(U~z, i  I . . . . .  Ug~,ia), (U" . j  I , ' ' ' ,  U. sjb) 
are statistically independent. 
(d) The joint distribution o f  
(U~,i ,  U~,i+l .... , U.,~+~) 
is completely determined by conditions (a) and (b) and does not depend 
on i as long as l ~ i ~ i + a ~ n - -  1. 
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Proof .  Parts (a) and (b) are proved by routine combinatoric alcula- 
tions which we leave to the reader. For  typographic ease, we illustrate 
the proof  of  (c) in a special case. F rom the facts that 
P(U .a  = I, u.,~ = 1, u . , ,  = ~, u.,5 = 1) 
= P(Un,1 = 1, U~,u -~ 1)P(U.,a ---- 1, U~,5 ---- 1), 
P(U. ,~ -~ 1, Un.2 ~-- 1, Un, i = l) 
= P(UnA = 1, Un.  2 ~- 1) P(Un.  i -~ l ) ,  i ---- 4, 5, 
P (Un . i  = 1, U,~,a = 1, U..~ --~ 1) 
---- P (U . , ,  ---- 1) P(U~, ,  = l, U.,5 = 1), i --~ 1, 2, 
P(U. , ,  = 1, u.,~ = ~) 
= P(U . , ,  = I) P(U., j  = 1), i=  1,2, j=  4, 5, 
we want to conclude that the two pairs 
(U..1, U.,2), (U.,~, U..5) 
are independent. F rom the fact that 
P(U.  a = 1, U..2 = 1, U.,4 = 1, U.,5 = 1) 
+ P(U~,~ ~- 1, U,~.2 ~- 1, U~,, ~- 1, Un,  5 ---- O) 
= P(U .  a -~ 1, U..2 = 1)P(U~,4 -~ 1), 
we conclude that 
P(U. , l  = l,  u. ,~ = 1, u . ,4  = 1, u . .5  = o) 
~-- P (U .  a = 1, U~,z = 1)P(U~.a = 1, U~,5 ---- 0). 
The other cases that must be examined are similar and we leave them to 
the reader. The proof  of (d) is equally routine and we leave it to the reader. 
We now want to show that on an appropriate probabil ity space it is 
possible to define a sequence of random variables 
u1,  u~,... 
such that, for any n, the joint distribution of the components of 
(U.,1 ..... U . . . _0  coincides with the joint distribution of the components 
of (U1 .... , U~-0, n = 2, 3, 4,.... To achieve this, we first consider an 
arbitrary sequence of independent and identically distributed random 
variables 
v~, v2 .... 
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such that P(V~ < t) is a continuous function of t. This will guarantee 
that the probabil ity of ties occurring among the Vi's is zero. Now define, 
Ui = d(Vi, V~+0, i = 1, 2, 3,.... 
It  is easy to verify that the U[s have analogous properties to those of 
the U~,/s outlined in the lemma of this section. That is, 
(a') P(Ui = 1/2!, i=  1, 2,...; 
P(U, = 1, U,+~ = 1,..., Ui+, = 1) = 1/(a + 2)[, i = 1, 2 ..... 
(c') I f  1 <~ i I < i2 < "'" < i~ < j~ <j2  < "'" < Jb  ~< n- -  1 and 
Jl - -  i~ >/2,  then the two vectors 
(v/1 .... ,<) , (u ;1  ..... v ; )  
are statistically independent. (We do not list a (b') as a counterpart to (b), 
since the above independence is easily seen directly as a consequence of 
the definition of the Ui's and the independence of the Vi's.) This inde- 
pendence property is called "2-dependence," as in Hoeffding and 
Robbins [2]. 
It  now follows that, for any n = 2, 3 , . ,  the components of 
(U~a .... , U,.~_ 0 have the same joint distribution as do the components 
of (U~ .... , U,_I). As a consequence, the distribution of the random 
variable Z ,  is the same as the distribution of the random variable 
d(V~, V2) -k "" + d(Vn_l,  V~) = UI + ... + U~_~ = W,~. (15) 
Incidentally, it should not be inferred from the above that the joint 
distribution of the random variables (W2 ,..., W,) is the same as that of 
the random variables (Z2 ..... Z,) .  In fact it is not true, nor is it needed. 
6. ASYMPTOTIC NORMALITY OF Zn 
The sequence UI ,  U2 .... is a stationary, 2-dependent sequence with 
finite mean and variance. According to Theorem 2 of Hoeffding and 
Robbins [2], we have that (W~ -- EW,)/ (var W,)I/2 asymptotically has 
the standard normal distribution as n--+ oe. An elementary calculation 
shows that 
EW~ = (n -- 1)/2, var W,~ = (n + 1)/12 
The result asserted in (5) now follows. 
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