Abstract-Power distribution systems are transitioning from a traditional single distribution system operator (DSO) to a more integrated flexible network that incorporates multiple microgrids (MGs). This paper presents a novel stochastic framework to investigate the impact of correlated wind generators on energy management of DSO and MGs. In order to decouple the problem formulation in DSO and MGs, a linear approximation is proposed which enables parallel processing of the optimization problems. Further, a stochastic framework based on improved point estimate method is proposed to model the uncertainties in load and wind generation, and account for the statistical correlations among wind generators. The proposed method is applied to a modified IEEE 69 bus test feeder and the results are validated in terms of efficiency and accuracy. 
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I. INTRODUCTION

P
ARADIGM shift towards smart grids and power generation from economically competitive distributed generators (DGs) offer the opportunity for operation of multiple selfgoverned microgrids (MGs) in distribution systems. Initially introduced as a single entity to operate clusters of renewable and non-renewable DGs, loads, and distribution grid infrastructure, MGs can be designed to sell their excess power back to the grid in grid-connected mode or operate autonomously in islanded mode. Traditionally, decision authority is given to the distribution system operator (DSO) to plan and solve energy management proposals in pursuit of the entire system objective [1] - [4] . However, with MG development, DSO and MG may have different owners and schedule renewable and non-renewable DGs based on their own economic rules and policies. However, since these entities are physically connected, DG scheduling and operation of one entity will impact the others while secure and economic operation of the entire system is necessary. Moreover, only limited information sharing is possible between DSO and MGs due to the privacy and security considerations. The energy management and coordination among MGs and DSO become more challenging since several types of uncertainty, such as energy demand, wind and solar generation variations are involved in the assessment. Therefore, a systematic coordination method is required to model independent operation of the DSO and MGs, account for interactions between the entities, and ensure optimal operation of the entire system under uncertainty.
Although several approaches have been proposed for single DSO/MG energy management, the strategies for coordination of MGs and DSO are limited [5] - [9] , [13] - [15] . Multi-agent system (MAS) based generation scheduling and supply-demand mismatch control of multiple MGs is proposed in [5] , [6] . The study in [7] proposes a local and suboptimal energy consumption scheduling for connected MGs. The network operator performs scheduling scheme for several MGs with known average demand while considering neighboring areas demand as a random variable. The study in [8] presents leader-follower strategy for energy management of multi-MGs via bi-level programming, in which upper level is modeled as a gas-fired generator and an energy service provider manages the DG generation mix of several MGs in the lower level. In [9] a Markov decision process is used to minimize the generation cost of MGs, however, centralized information shared among MGs is used to generate decentralized control signals for coordination of multi-MGs. In [10] demand/generation uncertainty has been considered for optimal power dispatch of multi-MGs using stochastic optimization. In [11] a robust formulation accounting for the worst-case amount of intermittent renewables is developed to maintain the supplydemand balance in a single MG. Without DSO, two stage robust optimization is proposed in [12] for uncertainty handling and optimal energy management of a single MG where the first stage determines hourly day-ahead scheduling of DGs and the second stage performs real-time economic dispatch of DGs. In all above works, physical constraints such as line flow and voltage limits were ignored. Although demand/generation uncertainty has been considered in many works using stochastic/robust optimization such as [10] - [12] there are very few works available in the context of multi-MG energy management [7] , and [9] . In [13] interaction of MGs with distribution system is modeled via implementation of a system of systems framework while in [14] the alternating direction method of multipliers (ADMM) is successfully applied for energy management of MGs. However, the uncertainties from renewable generators and load demand are not considered. ADMM-based decentralized energy management for networked MGs is presented in [15] . The uncertainties from renewables and load demand are modeled by scenarios generated from Monte Carlo simulations (MCS) followed by a scenario reduction method. However, result accuracy is highly dependent on the scenario generating technique. An online ADMM-based approach for distributed energy management of networked MGs is proposed in [16] where each bus in the network represents a group of MGs and the approach does not depend on the renewable generation forecast uncertainty.
From literature review, it is clear that the area of energy management of multi-MGs has not been thoroughly investigated. The existing works often overlook one or more important factors such as coordinated operation of the DSO and MGs with demand/generation uncertainty, consideration of physical constraints in the grid (line flow and voltage limits within the MG and DSO grids), and the impacts of the reactive power. Moreover, to the best of our knowledge, all of them disregard correlation between loads as well as between renewable generation sources such as wind generators (WGs).
The contribution of this paper is twofold: 1) To provide an appropriate mathematical tool to separate optimization problems in DSO and MGs, and enable distributed and parallel processing with minimal information interchanged among DSO and MGs resulting in significant reduction in computational complexity. 2) To develop a stochastic energy management model for multi-authority distribution systems operating under uncertainty from load and wind generation. DSO and MG will form a hierarchy in distribution system. This motivates the use of analytical target cascading (ATC) method [17] - [19] that is tailored to solve hierarchically structured complex problems. ATC has been applied recently to solve power system problems such as energy management of multi-MGs [13] , unit commitment [20] , and loss minimization in large-scale smart distribution grids with high penetration of rooftop PV [21] . What distinguishes ATC from other coordination methods for distributed optimization is its flexibility in combination with its mathematical rigor. The flexibility relates both to the structure of the coordination process, and to the type of coupling that is allowed. Compared to the ADMM, the ATC technique allows additional alternatives of penalty functions, such as quadratic function, Lagrangian function, augmented Lagrangian, exponential function, and the diagonal quadratic approximation (DQA) method [17] , [18] . In addition, various algorithms may be applied for updating penalty multipliers in the ATC method, which improves flexibility of the ATC method compared to the ADMM [18] . This increased flexibility provides a designer with the freedom to tailor the coordination process to a specific problem at hand. Moreover, while ATC method is only guaranteed convergence for convex problems, in practical non-convex problems, the quadratic term of the penalty function used with the ATC helps mitigate non-convexity by acting as a local convexifier [17] . Note that ATC method has been applied to a series of non-convex problems [24] where authors observed that it converged to appropriate solutions. This paper presents a novel stochastic framework to investigate the impact of correlated WGs on energy management of DSO and MGs. The proposed framework defines DSO and MG as different entities with their own regulations and optimization formulations. Since DSO and MG operate within an interconnected system, the proposed framework decomposes the optimization formulation of each entity while accounting for their interconnected operation via information exchange between entities. A distributed optimization is developed to solve the optimization problem of each entity and to optimally operate the entire system. An improved point estimate method (PEM) is suggested to deal with uncertainties from correlated inputs. The performance efficiency of the parallelized approach is tested on a modified IEEE 69 bus test feeder and results from the correlated and uncorrelated cases are compared and also validated with Monte Carlo simulation (MCS) method.
This article is organized as follows: Section II introduces mathematical optimization model for DSO and MGs. Section III explains the proposed distributed energy management model, and Section IV implements the sequential and parallel computation approaches. Section V discusses the stochastic framework. Simulation results are presented in Section VI, and concluding remarks are included in Section VII.
II. ENERGY MANAGEMENT MODEL OF DSO AND MG
Assume that a transmission system operator (TSO) interacts with a power distribution system which is comprised of a DSO and N MGs, as shown in Fig. 1 . In order to formulate energy management and coordination among MGs and DSO, a mathematical model of each entity is required. The aim is to organize network models into a bi-level hierarchy in which DSO and MGs are located in upper and lower levels of the hierarchy, rep- resenting super-network and sub-networks that are optimized to match targets passed from DSO to MGs and responses from MGs to DSO [17] . Optimization problems are formulated and solved autonomously for DSO and MGs according to resources, physical coupling link, and shared information between individual entities.
A. Optimization Formulation for DSO
Let D indicates the set of nodes in DSO grid and ϕ D denotes the set of nodes in D that are connecting border lines between DSO and MGs. Detailed mathematical optimization for the DSO is formulated as follows:
Power balance constraints on the substation, ∀j = 1:
Voltage magnitude and angle limit for the substation (reference bus):
Power balance constraints on buses in the DSO (∀i, j ∈ D):
Power balance constraints on buses having borderlines with MG (∀n ∈ ϕ D ):
Other constraints:
The optimization variables of problem (1) (1) represents the cost and revenue of bilateral transactions between TSO and DSO as well as DSO and MGs, respectively. The second row includes the cost of generation from DGs, and revenue of selling power to customers in the DSO grid, respectively. In the above formulation, (2)-(5) are distribution power flow equations for the substation bus, (6) and (7) are voltage magnitude and angle limits on the substation (reference bus), and (8) and (9) are power balance equations for buses in the DSO. Constraints (10)-(13) are distribution power flow equations for the border lines with MGs and constraints (14) and (15) 
B. Optimization Formulation for MG
Similarly, let M denotes the set of nodes in MG grid and ϕ M defines the set of nodes in M that are connecting border lines between MG and DSO. The optimization problem for the generic MG n is formulated as follows:
s.t.
Power balance constraints on buses having borderlines with DSO (∀n ∈ ϕ M ):
Power balance constraints on buses in the MG (∀i, j ∈ M ):
The optimization variables are local MG variables,
, and coupling variables between DSO and MG n,
The first row in (21) presents the cost and revenue related to buying and/or selling power from/to DSO. The second row is the cost of generation from DGs, and revenue of selling power to customers in the MG grid, respectively. In the above formulation, (22)- (25) are distribution power flow equations for border lines with DSO, (26) and (27) are power balance equations for buses in the MG. Constraints (28) and (29) are voltage magnitude and angle limit for limits, (30) is line thermal limit, and (31)-(34) are active/reactive power limits of DGs and WGs.
It can be seen that optimization models are coupled through (12), (13) , (24) and (25) as well as certain terms appearing in both DSO and MG objective functions, which prevents the optimization problems in DSO and MGs to be solved independently.
III. DISTRIBUTED ENERGY MANAGEMENT FORMULATION
Future power distribution systems can be envisioned as multiple MGs connected to the grid as shown in Fig. 2(a) . Considering the coupling variables between DSO and generic MG n, general optimization for the DSO and MG n can be expressed as
where g, h are sets of equality and inequality constraints presented in Section II, and y is the set of coupling variables.
Coupling variables prevent problems (35) and (36) from being solved separately. In order to separate the optimization problems in two entities, the power balance in border lines are considered as pseudo generators G D ,n and G M ,n from the perspective of DSO and MG n, respectively. Two sets of target (t n = P D n ) and response (r n = P M n ) variables are created as copies of y n , representing generated or absorbed active and reactive power from the pseudo generators as shown in Fig. 2(b) . The coupling constraint (31) enforces line flow balance on the border lines by matching targets and responses as t n − r n = 0.
For the purpose of decomposition, the coupling constraint (37) is relaxed and moved into the objective functions (35) and (36) using an augmented Lagrangian penalty function.
, λ n and w n are Lagrange multiplier and penalty factor associated with the linear and quadratic terms, · Authors of [17] showed that inclusion of linear and quadratic penalty terms improves the speed of convergence.
Because r n is constant with respect to the optimization problem in DSO and t n is constant with respect to the optimization problem in MG n, the terms λ n r n and λ n t n can be removed from the linear terms in (38) and (39) as solution of the objective function will not be affected by a constant. However, t n and r n cannot be eliminated from w n • (t n − r n ) 2 2 due to the crossproduct terms t n • r n included in the quadratic penalty terms. Resulting objective functions yield
Once the optimization problem of DSO is solved, targets are communicated to MGs. MGs in turn use the targets assigned from DSO as fixed parameters in their own optimization problem. After the optimization problems of MGs are solved, responses are provided to the DSO. Information is exchanged based on availability of data through an a priori agreement, for example, every 5 minutes. This process of information exchange is continued until target-response matching is achieved for the whole network. In the next section, solution approaches based on the above energy management model are discussed.
IV. SOLUTION METHODOLOGY
In this section, we first present the solution process based on the sequential computation algorithm. Then we discuss the parallel computation formulation, its implementation and convergence properties.
A. Sequential Computation Algorithm
The sequential computation method requires consecutive calculation of optimization problems in DSO and MG levels. The following steps illustrate the solution procedure to solve the distributed energy management problem that includes MGs: (42) . If satisfied, the optimal solution is obtained and iteration is stopped; otherwise, go to Step 5.
where σ is the termination tolerance.
5) Set k = k + 1 and update Lagrange multiplier and penalty factor defined in (43) and (44) and go to Step 2.
where (43) and (44) are linear updating schemes for selecting new Lagrange multiplier and penalty factor for the next iteration. New estimates λ k +1 are computed from the old estimates λ k , weights w k , and inconsistencies t k − r k . The combination of updating schemes (43) and (44) is known as the method of multipliers where β ≥ 1 guarantees non-decreasing sequence of penalty factors and convergence to the optimal solution under convexity assumptions.
Although the above approach shows stable convergence [17] , it prevents optimization problems (40) and (41) to be solved independently due to non-separable terms in the augmented Lagrangian. When DSO runs its local optimization problem, optimization problems in the MG level are idle and vice versa. As a result, optimization problems in DSO and MGs must be solved sequentially, which is computationally intensive. In the next section, an effective method is proposed to fully separate optimization problems for DSO and MGs. As shown in Section VI, the proposed approach significantly improves computational efficiency.
B. Parallel Computation Formulation
In order to achieve separable consistency constraints and reformulate separated optimization problems for DSO and MGs, the diagonal quadratic approximation (DQA) method [18] is applied to linearize quadratic terms at each iteration and enable separability and parallel processing of optimization problems for DSO and MGs.
The DQA method addresses non-separable issues via linearization of the cross-product terms t n • r n included in the quadratic penalty term t n − r n 2 2 in (40) and (41) (40) and (41) and removing the constant terms with respect to the problem of the current iteration, (40) and (41) can be rewritten in decomposable form as , and obtaiñ
where τ is the step size.
3) Check consistency termination criteria (49). If,
stop; otherwise, go to Step 4. 4) Set k = k + 1 and update the Lagrange multiplier and penalty factor defined in (50) and (51). Go to Step 2.
D. On Convergence
The proposed decentralized algorithms originate from the ATC method that allows us to address optimization problems with hierarchical structure using augmented Lagrange relaxation. The solution of the proposed sequential computation algorithms can be achieved under the assumption that objective and constraint functions are convex [22] . However, the presented OPF in (1)- (20) and (21)-(34) for DSO and MG are non-convex. To ensure convergence, the OPF is converted to a convex form via sequential convex programming (SCP) method (see our previous work [4] ). In standard convex optimization problems, the inequality constraints are convex and the equality constraints are affine. The proposed approach in [4] provides a "near" optimal solution by obtaining affine approximation of nonlinear equality constraints (active and reactive power balance equations) via Taylor series expansion and transforms inequality constraints (such as voltage and DG power constraints) to convex form (see Appendix B). We demonstrate the quality of our suboptimal solution by comparing it with the global optimum obtained via branch and bound method [4] . At the cost of very small compromise in optimality, we achieve significantly lower computational complexity and run time.
Optimization problems as shown in (40) and (41) are not separable due to the quadratic penalty terms. As a result, an iterative process is carried out by sequentially solving (40) and (41) for finding optimal solution with respect to fixed λ and w. In order to achieve convergence, the Lagrange multiplier and penalty factor must be updated properly. The augmented Lagrangian function allows use of the method of multipliers to update λ and w given in (43) and (44) . Convergence properties of the method of multipliers applied to the sequential computation algorithm can be found in [23] and [24] . ATC's performance is studied on a series of non-convex problems where the authors observed that it converged to appropriate solutions [25] .
The parallel computation algorithm also provides an optimal solution if the objective functions and constraint functions are convex and the step size τ is sufficiently small [26] . Moreover, σ should be significantly smaller than step size τ in order to prevent premature convergence. Convergence is proven for the above algorithm with σ = 0, as stated in [22] . For practical purposes, however, we allow σ to be very small but non-zero.
The step size τ plays an important role in the DQA method. If linearization is at a point that is a poor approximation to the augmented Lagrangian function, convergence is not guaranteed. A small step size can ensure accuracy of the approximation. However, if the step size is too small, convergence will be significantly slowed down. As a result, some trial and error process is required for finding a good value of the step size for practical applications. For the considered case study, we have found empirically that convergence is efficiently attained with the choice of τ close to 1 and σ significantly smaller than τ . However, note that these parameter choices should be tuned up for each system under consideration.
In order to further quantify performance of the proposed approaches, the effect of varying termination tolerance σ on runtime and solution accuracy of the deterministic solution is measured. The experiments with σ = 10 are illustrated. In particular, Fig. 3(a) shows the CPU time required to solve the overall problem via sequential and parallel computation approaches for different values of parameter σ. The absolute percentage error (APE) between the two methods is shown in Fig. 3(b) . It is clear that the parallel computation method performs better than the sequential computation method in terms of CPU time while maintaining acceptable solution accuracy.
V. STOCHASTIC MODEL DESCRIPTION
The uncertainties in load and wind generation are considered by assuming that loads meet normal distribution and wind speed meets Weibull distribution. The output of WG can be obtained through the piecewise-linear relationship between wind speed and wind turbine output [27] . In this paper, PEM scheme [28] is applied to estimate the operation cost of DSO and MGs with the above two uncertainties. Unlike the MCS method, the PEM is generally simpler and computationally more efficient to deal with complex models. While finding the reasonable number of scenarios in scenario reduction techniques is often challenging and problem-dependent, PEM systematically selects the required number of scenarios.
A. Background on PEM
Approaches to deal with problems under uncertainty in power system analysis can be classified into three categories [29] : Monte Carlo simulation (MCS), analytical methods, and approximate methods. MCS [30] has been widely used to model uncertainty and solves a deterministic problem several times using the randomly generated values for uncertain input variables. It is known as the most accurate but computationally the most expensive method. Analytical methods require less computation time at the expense of losing accuracy due to some mathematical assumptions to simplify the problem [31] . Approximate methods provide a trade-off with an approximate description of the statistical properties of output random variables. PEM [32] , [33] fits into the family of approximate methods, and overcomes the difficulties associated with the lack of perfect knowledge of the probability functions of stochastic variables, since these functions are approximated using only their first few statistical moments (i.e., mean, variance, skewness, and kurtosis). Therefore, lesser information is needed. Amongst different PEM schemes, we have used 2m+1 PEM scheme which is proved to provide the best solution in terms of accuracy and computational efforts. The accuracy of PEM in handling uncertainties has been successfully examined on complex problems such as feeder reconfiguration [2] , optimal storage planning in active distribution systems [34] , and optimal operation management of a MG [35] , [36] .
B. Original PEM
Mathematically, the deterministic OPF can be expressed as:
where Z is the set of input variables representing the network configuration, load and distributed power generation; F(.) is the OPF function; O is the set of output variables (active and reactive power of DGs, bus voltage or line flows). PEM aims at calculating moments of output variables of interest (O h ) through solution of only a few deterministic OPF runs. Considering m input random variables in the system representing the load and WG output, (52) can be rewritten as:
Let z l ∈ Z be a random variable with probability density function (PDF) f z l and μ z l , σ z l , α z l , 3 , and α z l ,4 denote the mean, variance, third and fourth central moments of z l . For each z l , three locations z l,r , r = 1, 2, 3, and the corresponding weighting factors ω l,r are generated as follows other variables are set at their mean value. Theoretically, there are 3m scenarios. However, (57) indicates that m out of 3m scenarios are repeated with zero standard location for the third location ( ξ l,r = 0, r = 3) and (54) implies z l,r = μ z l for these scenarios. Hence, 2m+1 scenarios with weighting factor ω s = ω l,r are generated to approximate the results under uncertainty. Once solutions of the 2m+1 OPFs are obtained using (53), the γth raw moment of O h can be calculated as
The PDF of the output variables can be approximated by Gram-Charlier series approach [37] .
C. Improved PEM
Apart from the turbine technology, the power output of a WG is highly dependent on many factors related to wind itself, such as the wind regime at the site location, the wind penetration level, the correlation between multiple wind farms in the system, etc [38] . Renewable DGs such as WGs, are essentially intermittent and spatially correlated in the geographical area that encompasses DSO and MGs as these entities are influenced often by the same wind levels. Therefore, such a correlation between closely located WGs may have a very significant impact on power flow and subsequently the grid operation [39] - [43] . In fact, neglecting the possible correlation between WGs would result in conservative performance results in comparison to traditional trading strategies for DSO and MG. It is crucial that electricity system operators understand the patterns of wind to maximize their economic benefits, and the correlations between WGs is one area where a better understanding could lead to reduced system costs. Wind power correlation impact has been considered in many power systems studies including MG modeing [40] , electricity markets [41] , transient stability [42] , and voltage control [43] . Therefore, an improved PEM capable of accounting for statistical correlations among resources is introduced. In particular, the orthogonal transformation based on Cholesky decomposition [39] is used to generate uncorrelated set U from the correlated set Z with the corresponding symmetric correlation matrix ρ Z . The following steps describe the improved PEM method to generate the uncorrelated set: 1) Given the correlation matrix ρ Z , obtain the orthogonal matrix B by Cholesky decomposition using ρ Z = LL T and B = L −1 . 2) Transform the correlated set Z into a new set of independent variables U whose first four central moments satisfy (59) and (60) (under the assumption that the joint moments of an order higher than two are zero)
where I m is the m-dimensional identity matrix and b l,d is the lth row and dth column element of B.
3) Use (54)-(57) to calculate pairs (u l,r , ω l,r ) and construct 2m + 1 independent points in the form (μ u 1 , . . . , u l,r , . . . , μ u m ). 4) Transform the points generated in Step 3 to the original space by Z = B −1 U. 5) Calculate the deterministic solution for each one of the points generated from Step 4. The hth component of the solution vector yields
6) Calculate the γth raw moment of O h using (58). 7) Aapproximate the PDF of the output variables of interest using Gram-Charlier series approach [37] .
VI. SIMULATION RESULTS
In this section, stochastic energy management of networked MGs in a distribution system with consideration of correlated WGs is presented. The studies have been implemented on an Intel(R) Core(TM) i7, 3.4 GHz personal computer with 8 GB of RAM, using the fmincon solver in Matlab R2016a. The presented study deals with single-period energy management (one-shot simulations), though, it is extendible to multi-period, multi-MG energy management problems.
A. Network and Parameters Description
The proposed method is tested on the modified IEEE 69-bus test feeder including one DSO and three MGs as shown in Fig. 4 . The network data can be found in [44] . DGs are connected to buses #10, #27, #38, #53, #54, #68 with corresponding capacities of 500 kW, 300 kW, 500 kW, 600 kW, 600 kW, and 50 kW, respectively. DGs are considered to have a fixed power factor of 0.9 lagging. WGs' output powers follow Weibull distribution with mean speed of 7 meters and the shape parameter of 2 [28] . WGs are connected to buses #21, #30, #50 with corresponding mean power of 300 kW, 500 kW, and 600 kW, respectively. Loads are assumed to be normally distributed with means equal to the values provided in Table 1 of [44] and a constant standard deviation (STD) of 5%. Further, loads located within the same entity on buses (16, 21) , (38, 39) , and (50, 53, 54) are correlated with a correlation coefficient of 0.9. This correlation drops up to 0.5 for loads in different entities. The correlation matrix between the three WGs is considered as follows [45] : Table I shows buying and selling electricity prices for DSO and MG [46] . For the sake of simplicity and without loss of generality, we assume that WGs and loads are uncorrelated. Initial values for λ and w were set to 0 and 1, and initial values for σ and τ were set to 10 −4 and 10 −3 , respectively. Voltage magnitude and angle of the reference bus are set to 1 and 0, respectively. Table II shows the optimal generation scheduling of DGs in all entities for sequential and parallel computation approaches. Also, the APE between the two approaches is tabulated. It can be inferred that results from sequential and parallel DQA-based algorithms are comparable with maximum APE of 1.6%. Table III shows the power exchange between entities, profit per entity, and total system profit using the sequential and the parallel computation approaches. Fig. 5 (a) and (b) show error evolution via the sequential and the parallelized computation approach in active power flowing through tie-lines connecting the DSO to MGs. The sequential computation approach converges to a solution after 5 iterations whereas the parallel computation approach converges after 8 iterations.
B. Deterministic Solution
Execution times are 15.12 and 2.39 seconds for the sequential and the parallel computation approaches, respectively; demonstrating significant reduction in execution time with slight accuracy loss for the parallel approach compared to the sequential 
C. Stochastic Solution
In his section, stochastic energy management with and without wind generation correlation is presented. The mean and STD of DGs' active power, power exchange between entities and profit per entity are outlined in Tables IV and V. For the uncorrelated scenario, generation of DG in MG2 has the lowest STD values since there is no uncertain load or generation in MG2. This is confirmed from the lowest STD observed in power exchange between DSO and MG2 as presented in Table V . Moreover, the expected profit of MG2 decreased a little bit compared to the deterministic solution. This is mainly because the uncertain sources in DSO would impact MG2 (via power exchange) although there exist no sources of uncertainty in MG2. The STD values of generation units in MG3 are the largest due to the fact that MG3 has the largest uncertain load and generation among MGs and the variations of uncertain load and generation directly affects the DGs' generation in MG3. As a result, the largest STD values are achieved for power exchange between DSO and MG3. Further, the mean of generation units increased due to the uncertainty level affecting the MG3 system which results in decrease in the profit of MG3 compared to the deterministic solution. Further, the mean values of generation units in MG1 and DSO have also increased due to uncertainty. It is mainly because DSO and MGs are trying to reduce their operation cost with their cheaper DG units rather buying power from other entities.
Upon comparing the results with and without correlation shown in Tables IV and V, it is clear that the STD values of output variables increased due to the correlation between WGs. In particular, the STD of power exchange between DSO and MG2 and MG3 increased the most. Moreover, the mean values of generation units in DSO and MG2 and MG3 increased due to the fact that correlated WGs are located in these entities. Overall, the mean profit value of DSO decreased while the mean profit values of MG1, MG2 and MG3 increased due to correlation, though the increment is small. This is mainly because MGs have much larger DG capacities installed to deal with load and generation uncertainties (totally 1550 kW) compared to that of DSO (1000 kW) while load is much higher in the DSO (1966.1 kW) compared to load in individual MGs (502.8 kW, 410 kW, and 923.2 kW for MG1, MG2, and MG3, respectively).
In Table VI performance of the proposed approach is compared to the MCS with 6000 samples in terms of solution accuracy and computation time. In particular, the absolute percentage error in mean (AP E μ ) and STD (AP E σ ) for the profit per entity is presented. The maximum AP E μ and AP E σ observed are 1.39% and 6%, respectively, which highlights accuracy of the results. Errors associated with the STD values are greater than those corresponding to the means. This is tied to the characteristic of the PEM methods, where the accuracy of estimates gets worse as the order of statistical moments increase [39] .
The CPU times for calculating the mean and STD values via the PEM and the MCS methods are 48.67 and 1.684e3 seconds, respectively. As expected, the proposed method is computationally much more efficient than the MCS.
D. Impact of Correlation Level Between WGs
In this section, a sensitivity analysis is conducted to investigate influences of the correlation level between WGs on the profit of DSO and MGs. To this end, the correlation coefficient (ρ) between WGs increases from 0.1 to 1 with incremental steps of 0.1 and impacts on the mean and STD of profit for DSO, and MGs are shown in Fig. 6(a)-(d) and Fig. 7(a)-(d) , respectively. For a correlation coefficient between 0 to 0.8, the mean profit value of DSO followed a downward trend while the mean profit value of MGs increased. For higher correlation coefficient, the mean profit value of DSO and MGs exhibited the reverse trend. However, mean values are marginally impacted by WG correlation.
The same study is also conducted to see impact of correlation between WGs on STD on profit values. Fig. 7(a)-(d) show the PDF of profit for each entity with consideration of 0.1, 0.5 and 0.9 correlation coefficient between WGs. Observe that as the correlation coefficient between WGs increases the PDF of profit for MG2 remains very close to the normal distribution with a relatively small change in STD since MG2 has no uncertain load and generation sources. The PDF of profit for MG1 and MG3 shows a different phenomenon with increase in ρ, where the PDF has a "tail" on the right-hand side of the profit's PDF. This right-skewed distribution increased the STD values as confirmed in Table V for ρ = 0.9. It can be inferred that with the increase in correlation level among WGs, higher STDs of profit for MG1 and MG3 are achieved, which are the MGs with high level of uncertain load and generation. In general, increase in correlation level among WGs translates into higher STD of profit for DSO and MGs. In particular, the STD of profit for MG1 is influenced the least whereas the STDs of profit for DSO, MG2 and MG3 are significantly affected by WGs correlation.
VII. CONCLUSION
This paper presents stochastic energy management between DSO and MGs with consideration of correlated WGs. Initially, a bi-level distributed sequential computation algorithm is proposed to characterize interactions between DSO and MGs in a deterministic fashion where each entity pursues its own objective. In addition, a linear approximation is introduced to resolve non-separability issues in the sequential algorithm, which originated from the coupling constraints between DSO and MGs. Further, a parallelized computation algorithm is proposed to enable parallel processing of the optimization problems in DSO and MGs. Moreover, a stochastic framework based on 2m+1 PEM is proposed to model the uncertainty in load and wind generation. Finally, an improved PEM is introduced to model the statistical correlations among WGs. A test case of modified IEEE 69 bus system including one DSO and three MGs is studied. Simulation results show that the proposed algorithm presents high computational efficiency and properly handles correlations. The results indicate that the correlation between loads and between WGs have significant impact on the energy management of DSO and MGs. The sensitivity analysis reveals small change in the expected profit of entities whereas the STD values of profits increased notably as the correlation between WGs increase. The results are promising and the proposed approach can possibly be extended to include multiple DSOs that interact with a TSO in a multi-period set-up. Future work will carefully study the impact of wind power spillage on DSO-MG energy management. Moreover, further investigation will be adopted to support applicability of the proposed energy management tool in real-world applications via an "a priori" agreement between DSO and MGs.
APPENDIX
A. Linearization of Quadratic Terms:
The quadratic penalty term t n − r n 2 2 can be presented as t n − r n 2 2 = t n • t n + r n • r n − 2 (t n • r n ) 1 (62)
By applying first order Taylor expansion, linearization at the point (t 
Combining (62) 
The last term in (64) is constant with respect to the current iteration.
B. Convexification of Nonlinear Equality Constraints: In our formulation, equality constraints (2), (3) and (8)-(11) (power balance constraints) are highly nonlinear, thus making the optimization problem of DSO a nonconvex optimization problem. In order to achieve affine equality constraints, the method of first order approximation is applied.
Let (65) and (66) present the general form of (2), (3) and (8)- (11) as follows
Expressing (65) and (66) in the form of net power injections at node i yield
The first step in our reformulation is to find a feasible solution
where Nb is the total number of buses in the DSO optimization. To obtain a feasible solution interior point algorithm is applied on the original problem which gives a local optimal point. Next, affine approximation of nonlinear equality constraints is attained via Taylor 
(70) and (71) correspond to the convex affine approximation form of the original nonlinear equations (65) and (66). Finally, the optimization problem of DSO is solved based on the basic feasible solution (69). The new solution is plugged in (70) and (71) to get a new instance of the optimization problem. The optimization problem of DSO is solved iteratively till the solution converges to an optimal point. In every iteration a new feasible solution is obtained which is better than the previous solution. Similar approach is applied to handle nonlinear equality constraints in the optimization problem of MG.
