In a former paper f I have laid the foundation for a general theory of invariants of a system of linear homogeneous differential equations.
I have actually determined the invariants for the special case of two equations, each of the second order, i. e., for the system V" A-pny' A-Pl2»' A-qny A-q,f = 0, z" A-p2ly'A-p.JAq2iy A-q2-2z=0, the independent variable being x. The transformations, which were considered, were the most general which could convert (1) into another system of the same form and order, viz : the transformations öf the group G (2) «=/(£), y = a(É), + /8(D?, 3 = y(^ + ¿>(fK, where f, a, ß, y, 8 are arbitrary functions of £, subject only to the condition that a8 -ßy must not vanish identically.
The present paper, besides deducing some new theorems, will be mainly concerned with geometrical interpretations.
We shall again confine ourselves to the special case of equations (1) for two reasons.
In the first place this will enable us to make use of the concrete results of our former paper, and in the second place we can thus avoid the consideration of configurations in hyperspace.
It will not be difficult to generalize our considerations so as to include the general case, if only a space of the proper number of dimensions be employed.
Geometrical considerations of a similar nature have been applied to the theory of a single linear differential equation by Halphen and Fano.* § 1. Definition of the general solutions, and of a simultaneous fundamental system of solutions.
According to the fundamental theorem of the theory of differential equations, the equations (1) define two functions of x, which are analytic if the coefficients are analytic, and which can be made to satisfy the further conditions that y, z, dy/dx, dz/dx assume arbitrarily prescribed values for the particular value of x = asu, provided that the coefficients pik, qik, are holomorphic in the vicinity of x = x0.
Such a system of functions, y and z, is said to constitute a system of general solutions of (1). Now let (yi, z4) for * = 1, 2, 3, 4, be four systems of simultaneous solutions of the given system (1), so that y "i + Puf i + Pi2< + illVi + 1l2Zi = ° » < +P2ifi +P2Á + °2iVi + 5W5; = °T hen, denoting by cx, c2, c3, ci four arbitrary constants, (3) (i = l,2, 3,4) .
(4) y = ¿c¿y¿1 *-XcA'
will also form a simultaneous system of solutions. Moreover, they constitute a system of general solutions, if, and only if, the determinant does not vanish identically. For then, if x0 is a value of x for which D 4= 0, Cj • • ■ci can be so determined as to make y, z, dy/dx, dz/dx equal to arbitrarily assigned constants for x = x0.
If (yi, z;) are such functions of x which satisfy (1) and do not make D identically zero, we say of them that they constitute a fundamental system of simultaneous solutions.
Equations (4) then furnish the general integrals of system (1). We can express the condition _ Z)=t=0
* For the history of this subject Mr. Fano's excellent paper in Mathematische Annalen, vol. 53, may be consulted. in another way. If D = 0, it is possible to find four functions of x, \, /*, v, p, so that the four equations (6) \yk + fiy'kA-vzkA-pz'k = 0 (¿ = 1,2, 3,4), may be verified.
If (yk, zk) form a fundamental system of simultaneous solutions, it must therefore be impossible to find functions \, p, v, p so as to satisfy (6), or what amounts to the same thing, it must be impossible to find functions a, ß, y, 8 which satisfy the system of equations aVi + ßy2 A-yy3 + fy4 = 0, av'i A-ßy'2 A-vy's A-fy4 = 0, Suppose now that four pairs of functions (y., z^) which verify no relations of the form (6) or (7) are given.
Then we can consider them as constituting a fundamental system of simultaneous solutions of a system of differential equations of the form (1).
The relations between the coefficients^, qjk and the functions (yk, zk) follow from (3). They are DPn = -D{y'l' <* y» zh). DPn =-I)(yl> y'l> y*» **)»
where we have adopted the notation (10)^K > bk,c^dù =
We have moreover
a.
1 dB
where C is a non-vanishing constant. All of these theorems are simple generalizations of well-known facts, but it is necessary for the purposes of this paper to formulate them explicitly.
If we subject the general solutions of our system (1) to a transformation of the form (13) i] = ay 4-ßz, Ç=yy4-Bz, where a, ß, y, S are functions of x, then n and £ will be the general solutions of a system of differential equations of the same form as (1). Moreover, if we put n. = ay. + ßz., (loa) ' * (¿=1,2,3,4), £ = 7S/< +' h the four pairs of functions (vi, £;) will form a definite fundamental system of the new system of differential equations, and its general solutions will be Thus, if we consider instead of a pair of general solutions of system (1), four pairs of solutions which form a fundamental system, these are transformed cogrediently with each other, and with the pair of general solutions. § 2. Geometrical interpretation.
Let us interpret (yx, y2, y3, y¿) and (zx, z2, z3, sj as the homogeneous coordinates of two points in space.
If (1) is integrated, we shall have all of these quantities expressed as functions of x: (14) yk=fic(x), zk = gk(x) (¿=1,2,3,4), so that we can say that the system (1) defines two curves in space C, and C_, whose points moreover are put into a definite correspondence with one another, namely, those being corresponding points that belong to the same value of x. But there is a restriction on these curves, owing to the condition that (yi, z¡) are to be the members of a fundamental system, so that equations (6) must not be verified.
Let us write (6) as follows (6a) \yk4-fiy'k=-(vzk4-pz'k) (*=l, 2, 3,4). Now the quantities \yk -4-p.y'k for each value of x denote the homogeneous coordinates of some point on the tangent to the curve C constructed at the point whose parameter is x, and vzk + pz'k denote the coordinates of a point on the tangent to Cz at the corresponding point of this curve. If equation (6 a) is satisfied these two tangents intersect for all pairs of corresponding points.
In order, then, that the curves C and Cz may be the integral curves of a system of form (1), it is necessary and sufficient that the tangents of these curves at all corresponding points do not intersect.
In particular the curves may be plane curves, but they must not be in the same plane.
What is the geometrical meaning of transformations of form (13)? Let us mark on the curves C and Cz the points P and Pz corresponding to the same value of x, and let us join them by a straight line / s. Then it is clear that the transformations (13), or more properly (13a), convert the points P and P of the line L into two other points P" and P, of the same line. For, in the case of a developable surface, and only in that case, would the corresponding tangents of the two integral curves be coplanar, and therefore intersect.
This consideration also teaches us the meaning of the singular values of the independent variable for which P=0.
They are the values of x for which two consecutive generators of the ruled surface intersect, i. e., they correspond to the generators upon which are situated singular points of the surface.
It should be remarked that the ruled surface S will be different for different fundamental systems of solutions of (1), if we regard the tetrahedron of reference as fixed.
All of the ruled surfaces belonging to the different possible fundamental systems of the same system of differential equations are obtained from one of them by projective transformation.
By means of equations (13a) we associated with each fundamental system of the original system of equations, a definite fundamental system of the transformed system of equations, and it is only for such associated fundamental systems of the two systems of equations that it is true that they have the same integrating ruled surface.
In general the two integrating ruled surfaces will only be projective transformations of each other. If we call two systems of differential equations of form (1) equivalent, when they can be transformed into each other by a transformation of the form (15), we can state our theorem more precisely as follows:
If two systems of differential eguations of form (1) are equivalent, their integrating ruled surfaces are projective transformations of each other. Moreover if the fundamental systems of solutions be properly selected, the ruled surfaces coincide.
Conversely, if the ruled surfaces of two such systems coincide, the systems are equivalent.
If the ruled surface is not of the second order, this converse is clear at once. For the arbitrary functions a, ß, y, 8 in the transformation (13) can be chosen so as to convert any pair of curves on the surface, which are not generating straight lines, into auy other pair, for instance the pair of curves corresponding to the first system into that corresponding to the second.
Moreover this ensures the equivalence of the two systems, if the surface is not of the second order. But if it is of the second order it may be generated by straight lines in two different ways. But even then the theorem holds, since we can transform one set of generators into the other by a projective transformation.
Suppose that any non-developable ruled surface S is given. There corresponds to it a class of mutually equivalent systems of linear differential equations. To find a representative of this class, we trace any two curves, not generating straight lines, on the surface and express the coordinates of their points as functions of a parameter x, in such a way that to the same value of x correspond points of the two curves which are situated upon the same generator of the surface. The system of differential equations whose integral curves are these, parametrically represented in this manner, is the required representative system. We see further that it is always possible, by a transformation of form (15) to convert any system of differential equations of the kind here considered into another with plane integral curves.
We can even take the planes of these curves parallel, and moreover this can be done in an infinity of ways.
If the ruled surface is algebraic, the system can be transformed into one whose integral curves are algebraic space or plane curves.
Any equation or system of equations between pik, qik, etc., which remains invariant for all of the transformations of the form (15), expresses a projective property of the integrating ruled surface. For, it expresses a property common to all possible pairs of curves on this surface, and^, qik,p'ik, ■ ■ • are differential invariants of the general projective group of space.
Conversely any projective property of the integrating ruled surface can be expressed by an invariant system of equations. § 3. Expression of the integrating ruled surface in line coordinates.
The surface S is generated by the motion of the line L s which joins the points y=(yl,y2,y3, yj of the curve Cy and z=(zx,z2,z3, z¡) of the curve It is clear, then, that the invariants of the linear differential equation of the sixth order, which the line-coördinates of a generator of the integrating ruled surface satisfy, are also invariants of the original system of differential equations.
We proceed to set up this linear differential equation of the sixth order in a normal form.
We have shown, in a former paper, that every system of form (1) can be reduced to a particular form, which we have called the semi-canonical form, for whichpa =0.* Let (y, z) and (y, f) be any two simultaneous solutions of a system of differential equations in the semi-canonical form, so that we shall have
*' = -%iV -022z> r = -q2iV -qjLet us put (20) <o = yÇ-zy = (yÇ).
We wish to find the differential equation satisfied by co. To do this, let us first notice the relations Then, by successive differentiation, and using the abbreviations (22) 2v =v" A-(qn + q22)ü>,
we obtain the system of equations
Eliminating the determinants (??»'), etc., we find the required differential equation of the 6th order for co, viz: It is clear from this, that A must be an invariant, obviously of weight nine. This may also be verified analytically.
A, being isobaric of weight 9, cannot be rationally expressed as a function of the seminvariants involved in it, for it can be shown that no such rational invariant of weight 9 exists.
But there is a simple syzygy between A and the invariant of weight 18.* By expressing both of these quantities in terms of uik, vik, wik, it will be found that The condition A = 0 is necessary and sufficient.
If the linear complex, to which the generators of the ruled surface belong, is special, additional relations must be fulfilled.
For any two linear complexes which are not special can be transformed into each other by a projective transformation, while a non-special complex can never be so transformed into a special complex.
A special complex consists of all lines which intersect a given straight line, [October Every ruled surface contained in such a complex, therefore has upon it a straight line which is not a generator of the surface, namely the axis of the complex.
Take this as our fundamental curve C , and also as one of the edges of the tetrahedron of reference.
Then we can put (28) 2/3=2/4=0 while yx,y2; zx,z2,z3, z4 may be arbitrary functions of x. Since y3 = y4 = 0 we can take as the first differential equation of our system the linear differential equation of the second order of which yx, y2 form a fundamental system, so that whence follows we may assume (29a) u" -m22 4= 0.
The conditions (29) and (29a) are sufficient to insure that the integrating ruled surface shall be generated by lines belonging to a special linear complex, for from them follows px2 = ql2 = 0.
But they are not necessary. The necessary and sufficient conditions must form an invariant system of equations, which the conditions here found do not do. The conditions (30) on the other hand are necessary, as they form an invariant system, but they are not sufficient.
To find conditions for this case, which are both necessary and sufficient we proceed as follows.
If the ruled surface belongs to a special linear complex, it must be possible to transform the given system, by a transformation of the form We have then three equations (34), (36) and (37) for a" 12 It is at once seen that A must vanish, and if we put It will be noted that U, V, W, etc., are the nine minors of the second order of the determinant A, and that all of the minors of the second order of their determinant u uX2 u2l
w wn W2X vanish in consequence of the relations (40). Moreover the quantities U, P12, P21; V, VX2, V2X; W, WX2, W2X; are all cogredient with each other and u, uX2, u2X, etc., for transformations of the dependent variables, and we can write (42) em=\w2-wX2w2X.
The conditions (40) which are necessary for the case under consideration are also sufficient.
For, let us suppose these conditions fulfilled for a system of differential equations.
Then let us transform this system as before, putting now (43) a12=-Jir, a22 = W2X.
We find by actual computation that the left member of (31), which is equal to 7T12, vanishes.
Denoting this left member, in general, by 7r12, and the left member of (32) by pl2, the left member of (34) will be 2<2-4/>l2-(Äl+Ä2)7ri2-But this vanishes under the given conditions, and since 7r12 = 0, pX2 also will vanish.
Therefore the first equation of the transformed system will actually have the form ,aa^ ^n dn .
which proves that the ruled surface in this case belongs to a special linear complex. This proof is insufficient only if W= W2X = 0. If W= W2X = 0, we have either u2X = v2X = 0, or else also WX2 = 0. In the first case, if u2X = v2X = 0, and un -u22 4= 0 we find from the equations defining these quantities that p2X and q2X must vanish, which means that in this case no transformation is necessary, one of the original equations already being of form (44).
If however, in addition to u2l = v2X = 0, we have u = 0 , we find from (40) that either WX2 = 0, which comes under our second case, or else U, V, U2X and V2l must all vanish.
But this again gives either u = 0, uX2 = 0, u2X = 0, which we shall see later makes the ruled surface of the second order, or else w2X = 0. This again gives rise to two sub-cases.
Either p2X = q2X = 0 as in a former case, or v = 0 and therefore uX2 = 0, which is again the case of a surface of the second order.
In all of these cases the ruled surface belongs to a special linear complex. In the second case mentioned above, we have W= W12 = W2X = 0, or M12'ü21 -Vl2 = 0 > mV¡ -WÍS = 0 ' Wt>21 -WM21 = 0 > whence, denoting by p a proportionality factor, (45) v = pu, vX2= puX2, v2l = pu2X, unless u = uX2 = u2X = 0, which is the case of a surface of the second degree. Using the equations (32) of our former paper,* which defined v^ we find from (45) pu = 2u 4 2(i512w21 -p21ux2), puX2 = 2u'X2 4 (pu -P22)ul2-px2u, pu2X = 2u'2X -(pxx -p22)u2X 4p2lu, and similarly, from the equations (39) in our former paper, In this case also, the ruled surface belongs to a special linear complex although our method of reduction fails.
That this is so will, however, be apparent from what follows. We have seen, then, that the equations (40) are the necessary and sufficient conditions for an integrating ruled surface belonging to a special linear complex.
Moreover we have seen how the axis of this complex, i. e., the straight line on the surface, which is not one of the generators, may be found, for this is the geometrical meaning of the transformation which we have just completed. The cases in which this transformation fails are those in which more than one such straight line exists on the surface.
If the generators of the ruled surface belong to two different linear complexes, In this case we can assume that the complexes (47) are special, so that A = B = 0, and consequently C =f= 0.
The congruence consists of all of the lines intersecting two distinct, non-intersecting straight lines, the directrices of the congruence.
If C2 -£AB = 0, we have a congruence with coincident directrices.
A sub-case of this, A = B= C=0, must be excluded from our investigation. For in this case the directrices of the congruence intersect, so that the congruence consists of all staaight lines intersecting a pair of intersecting straight lines.
In other words, all of the lines of the congruence are situated either in the plane of the directrices, or else pass through their point of intersection.
Any ruled surface contained in such a congruence is either a plane or a cone, and therefore a developable surface.
But a developable surface cannot be the integrating ruled surface of our system of differential equations.
It will be easily seen that the necessary and sufficient conditions, which must be fulfilled in order that the generators of the integrating ruled surface may belong to a linear congruence, are that all of the minors of the second order of A must vanish.
In this case then (51) U= Ui2= rj2¡=V=Vi2=v2i = W=wx2=W2l = 0, and as a consequence,
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In the case of a congruence with coincident directrices additional conditions must be fulfilled.
Such a congruence may be described in a number of ways. It consists of all of the lines of a complex which intersect a given line of the complex.
Or, we may consider the line with which the two coincident directrices of the congruence coincide, as a generator of a surface of the second orderAll of the tangents to this surface, passing through the given generator, constitute the lines of the congruence.
Finally, for actual use, we can define such a congruence in the following manner.
Take rectangular axes x, y, z in space. Through a point P on the x axis, and the origin O pass a plane, whose projection on the yz plane makes an angle X with the z axis, where k tan A = -, x k being a constant, and x the distance of P from the origin. Then the lines of this plane, which pass through P, are the lines of the congruence.* Let us take the x axis, which must be a line on our surface, intersected by all of the generators, as the fundamental curve C , and the abscissa OP = x of the point P as the independent variable of our system of differential equations. Moreover, suppose that we have chosen our homogeneous coordinates so that the ratios y± h. y±. h h b. There exists then, in this case, a system of differential equations, equivalent to the given system, for which yx -« » y 2 = ° » y» -° 1 2/4=1. [October where zx and z2 are arbitrary functions of x. Substituting these values in equations (9), we find Substituting these values, it will be seen that all of the invariants vanish. The conditions (57) are sufficient to make the ruled surface belong to a congruence with coincident directrices.
For, if we assume in the first place the additional relation u2l = 0, the surface will be of the second order, as we shall show very soon, and therefore it will be a surface of the kind here considered. If u2X 4s 0, we find from the conditions uxx = uX2 = vxx = 0, that pX2 must vanish.
From uX2 = 0 then follows qX2 = 0, and from un = u22 = 0, where tr and k are functions of x subject to no condition.
But this system has the fundamental system of solutions yx=x, V2 = 0, y3=0, 774=1,
?!= -//("" + kx)cM, K2=k, Ç3 = x, f4= -fficdx2, where k is a constant, which must be different from zero, for we find that Divl, Zl'Vk, Q -h.
Making another transformation, by putting -jjtcdx2
it will be seen that yx, y2, y3, yi and Çx, Ç2, f3, f4 form a fundamental system of solutions of a system equivalent to the given system, and of the form (54). This proves that any system of differential equations, for which the relations (57) are satisfied, has a ruled surface which belongs to a linear congruence with coincident directrices.
But the sufficient conditions (57) are not necessary.
The following conditions
are both necessary and sufficient. For, in the first place it may be verified that they form an invariant system of equations.
In the second place, any system of differential equations of the kind here considered can be so transformed that the relations (57) shall be satisfied.
But then the relations (5 9) will also be satisfied, and moreover, since these relations form an invariant system of equations, they must have been satisfied for the untransformed system of differential equations.
The equations (59) are then necessary conditions. But they are also sufficient. For, suppose that they are satisfied. We can then assume «U -M22 = 0 » W12M21 = ° • For, we can, by a transformation of the form y = \y, z = pÇ, make uxl and u22 equal to any functions of x whatever, and therefore it may be so chosen as to make uxx = 0 and u22 = 0.
Moreover, since then uX2u2X = 0, either uX2 or u2X must vanish. Suppose w2i 4= 0 !tnen wi2 = 0, and vx2 = 0, while
must vanish, on account of (59). But since u2X Ar 0, we have pX2 = 0, whence vxx = vn = 0, and also wxl = ie22 == wX2 = 0, or, taken together, the sufficient conditions (57).
If u2X = 0, together with uxi = w22 = uX2 = 0, we have the case of a ruled surface of the second order, which also belongs to a linear congruence with This is the case treated in our former paper in § 4. It is possible to so transform the system that the new dependent variables n and £ satisfy the same linear differential equation of the second order v"+pv'+ qv = 0-, the geometrical sense of this reduction is that any two generators of the second kind are taken as the fundamental curves C and C . The differential equations for y and z are then the same because the point-rows cut out of any two generators of the second kind by a moving generator of the surface are projective.
This reduction can be made analytically by reducing to the semi-canonical form. § 4. Geometrical interpretation of the semi-canonical, form of the system of differential equations.
We have shown in our former paper, that every system of differential equations of the form here considered, can be reduced to the form (62) y"4-Puy4-Pl2z = 0, s"+f72i2/ + rV;=()> which we have called the semi-canonical form.
We have also determined the most general subgroup of the group (2), which leaves this semi-canonical form invariant. Its finite equations are,
É-K»), v = ^fx(Cxxy+CX2z), ?=J §(C2l2/4C722«),
where Cik are constants. Now, of course, equations (62) define a pair of curves on the integrating ruled surface. This is transformed by equations (63) into another pair, whose defining system of differential equations also has the semi-canonical form.
Since (63) is the most general transformation which leaves the semi-canonical form invariant, we see that there exists upon the integrating ruled surface a single infinity of curves, whose defining systems of differential equations have the semi-canonical form.
It is also clear from equations (63) that a moving generator of the ruled surface intersects any four of these curves in a row of four points whose anharmonic ratio is constant.
On any ruled surface the generating straight lines constitute one set of asymptotic lines.
We shall now prove that the curves just mentioned constitute the other set of asymptotic lines.
Let the homogeneous coordinates be so chosen that and, therefore, y$" -y&% = -Pu 0#* -y?ù » which shows that the osculating plane of G at the point (yx, y2, y3,y4) also passes through (zx, z2, z3, z4), i. e., it coincides with the plane tangent to the surface at the point (yx, y2, y3, y4) . This proves that Ct is an asymptotic curve of the surface. Our remarks furnish a new proof of Paul Serret's theorem : the double ratio of the four points, in which any generator intersects four fixed asymptotic curves of the second kind, is constant.
We shall leave the geometrical interpretation of the canonical form for a future occasion, when we shall also treat some other important problems not touched upon in this paper.
In particular, it will be interesting to introduce the idea of duality into this theory. 
