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ABSTRACT 
By an extension to the theory of sequential detection with dependent 
measurements, it is possible to develop a Sequential Probability Ratio 
Test (SPRT) to detect changes in regime in a Gauss-Markov Process rather 
than detecting which of two regimes exist. It is shown how a posterior 
form of this extended SPRT may be simplified to reduce computational 
complexity. The simplified SPRT's are in fact modifications of the ori- 
ginal SPRT detecting the regime and not the change. 
to the problem of fault detection in a gyro navigational system: 
results of a detailed computer simulation are given. 
The tests are applied 
the 
1. In t roduc t ion  
It may o f t e n  be of c r u c i a l  importance t o  determine whether or n o t  a 
f a u l t  cond i t ion  has a r i s e n  i n  a s t o c h a s t i c  system, a t  t h e  same time as 
obse rva t ions  from the  system a r e  being used f o r  some s p e c i f i c  purpose. 
For example, i f  w e  treat a gyro nav iga t iona l  s y s t e m  as a s t o c h a s t i c  system, 
i t  may be of v i t a l  i n t e r e s t  t o  be  c e r t a i n  t h a t  c a l c u l a t i o n s  based on t h e  
system output  are not  i n c o r r e c t  because of a f a u l t  condi t ion .  Although 
i n  t h i s  paper w e  s h a l l  only d e a l  wi th  f a u l t s  which can be i n t e r p r e t e d  as 
changes i n  t h e  va r i ance  of random i n p u t s  t o  a Gauss-Markov process ,  t h e  
t h e o r e t i c a l  developments ou t l ined  can equal ly  b e  appl ied  t o  t h e  d e t e c t i o n  
of o t h e r  types  of c h a r a c t e r i s t i c  change which a f f e c t  t h e  output  of t h e  
random sequence. The computational d i f f i c u l t y  may be more or less involved 
depending on t h e  n a t u r e  of t h e  change. I n  terms of t h e  above example, t h e  
f a u l t  cond i t ion  a r i s i n g  may be an i n c r e a s e  i n  t h e  va r i ance  of t h e  d r i f t  
rate of t h e  gyro. 
It should be noted t h a t  t he re  are two d i s t i n c t  bu t  r e l a t e d  problems. 
The f i r s t  i s  d e t e c t i n g  w h e t h e r  t he  c h a r a c t e r i s t i c s  of t h e  system have one 
hypo the t i ca l  s e t  of va lues  a s  opposed t o  a second se t .  The second pro- 
blem is  t h e  d e t e c t i o n  of a change of t h e  c h a r a c t e r i s t i c s  from t h e  f i r s t  
se t  of va lues  t o  t h e  second as it  occurs.  We s h a l l  d e a l  wi th  t h e  second 
of t h e s e  problems. 
The d e t e c t i o n  of a c h a r a c t e r i s t i c  change is  a problem i n  s ta t i s t ica l  
d e c i s i o n  theory.  The b a s i c  results used he re  are those  of s e q u e n t i a l  
a n a l y s i s ,  o r i g i n a t e d  by Wald [ l ] .  The a n a l y s i s  determines from which of 
two p r o b a b i l i t y  d i s t r i b u t i o n s  a sequence of uncorre la ted  samples comes, 
t o  wi th in  set e r r o r  bounds. The procedure is t o  d e r i v e  from t h e  sequence 
up till  a time k a l ike l ihood  func t ion  8(k)  . Its va lue  is t e s t e d  
a g a i n s t  two thresholds  r e l a t e d  t o  t h e  set e r r o r  bounds. 
t h re sho lds  are exceeded then  t h e  test is terminated by t ak ing  t h e  appro- 
p r i a t e  dec i s ion  as t o  which p r o b a b i l i t y  d i s t r i b u t i o n  is shown t o  be 
c o r r e c t .  I f  n e i t h e r  th reshold  is exceeded, then a (k + l ) t h  sample is 
taken and t h e  same procedure repeated f o r  t h e  updated sequence. 
t a i l e d  and very clear treatment of t h i s  Wald Sequent ia l  P r o b a b i l i t y  Ratio 
Test (from now on abbrevia ted  t o  SPRT) is given i n  [ 2 ] .  
I f  e i t h e r  of t h e  
A de- 
The theory was extended t o  sequences of c o r r e l a t e d  samples by 
Bussgang and Middleton [3] and more r e c e n t l y  a gene ra l  ex tens ion  has  been 
der ived  by means of t h e  state space  approach by Schweppe [4]. 
present  paper w e  s h a l l  use t h i s  approach exc lus ive ly .  
I n  t h e  
Sec t ion  2 is  devoted t o  a f a i r l y  b r i e f  expos6 of Schweppe’s s o l u t i o n ,  
s i n c e  al though Schweppe only d e a l s  wi th  t h e  f i r s t  of t h e  two problems 
previous ly  s t a t e d ,  t h e  s o l u t i o n  t o  t h e  second problem is of a c l o s e l y  
similar form. I n  Sec t ion  3 t h e  complete s o l u t i o n  t o  t h e  second problem 
is given f o r  t h e  case  where t h e  c h a r a c t e r i s t i c  change i s  a change i n  
inpu t  var iance .  
s o l u t i o n  of t he  first problem i n  t h a t  i t  has t h e  proper ty  of being t h e  
test  which on average r e q u i r e s  t h e  minimum number of samples of a l l  tests 
t o  come t o  a dec is ion ,  
test are presented which o f f e r  cons iderable  computat ional  sav ings .  An 
example of t h e  t e s t  app l i ed  t o  a gyro n a v i g a t i o n a l  system is presented  
i n  Sec t ion  5. 
f i g u r e s  f o r  t h e  s impl i f i ed  tests. 
This s o l u t i o n  r e t a i n s  t h e  advantage of t h e  SPRT i n  t h e  
I n  Sec t ion  4 several s i m p l i f i e d  v e r s i o n s  of t h e  
The  Appendix is devoted t o  t h e  d e r i v a t i o n  of performance 
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It is s t r e s s e d  aga in  a t  t h i s  po in t  t h a t  although t h e  s o l u t i o n s  are 
couched i n  terms of de t ec t ing  a change i n  t h e  input  va r i ance  t o  a Gauss- 
Markov process ,  o t h e r  forms of c h a r a c t e r i s t i c  change can equal ly  w e l l  be 
de t ec t ed  by t h i s  method. 
2. The Sequent ia l  P robab i l i t y  Rat io  T e s t  f o r  Corre la ted  Samples 
The a i m  of t h i s  s e c t i o n  is t o  summarize t h e  d e r i v a t i o n  of t h e  SPRT 
d e t e c t i n g  whether t h e  n o i s e  input t o  a Gauss-Markov process  has one 
var iance  o r  another .  
from one va lue  t o  the  o the r .  The c o r r e l a t e d  samples which provide d a t a  
f o r  t h e  test a r e  t h e  output  from t h i s  Gauss-Markov process .  
We do not concern ourse lves  with any p o s s i b l e  change 
L e t  t he  process be charac te r ized  by the  following equat ions:  
x (k  + 1)  = @x(k) + w(k) , 
z(k)  = Hx(k) + v(k) ; 
where x ( k ) ,  w(k) are vec to r s  and the  observa t ion  z ( k )  is  a scalar. 
v (k )  is a random observa t ion  e r r o r  of zero mean and var iance  R. A t  any 
t i m e  w e  are requi red  by performing a t e s t  on the  sequence of measure- k 
= (~(0) , z ( l ) .  . .z(k) } t o  f i n d  which of t h e  fol lowing two 
merits Y k )  
hypotheses is t rue :  
Hypothesis #o : t h e  var iance  of w(k) is  given by Q = Qo 
Hypothesis *l : t h e  var iance  of w(k) is given by Q = Ql 
It is convenient bu t  no t  c r u c i a l  to  assume t h a t  t h e  mean of w(k) is 
i d e n t i c a l l y  zero.  A t  any t i m e  k t he  SPRT c o n s i s t s  of determining the  
l i k e l i h o o d  func t ion  
- 3- 
where p{)(k)/')CO} is  t h e  j o i n t  p r o b a b i l i t y  d i s t r i b u t i o n  of t h e  sequence 
under t h e  assumption of hypothes is  #o , and p{ (k) /N1} 
sponding d i s t r i b u t i o n  under t h e  assumption of t h e  a l t e r n a t e  hypothesis .  
For independent samples w e  can write Eqn. (3) i n  t h e  r ecu r s ive  loga r i thmic  
form: 
is t h e  corre-  a 
p{z (k) /N1 1 
'k 'k-1 + log  p { z ( k ) / ~ O }  
The va lue  of B k  is then t e s t e d  a g a i n s t  two threshold  levels A and B 
(where A > B ) :  
I f  ek  5 B the  t e s t  is terminated wi th  t h e  choice  of 9(o . 
I f  O k  1 A t h e  test is terminated wi th  t h e  choice  of . 
I f  A > B k  > B a k+lth sample is taken and t h e  test is repeated.  
The th re sho lds  A and B are chosen i n  t h e  fol lowing manner. We s p e c i f y  
two e r r o r  p r o b a b i l i t i e s ,  a and B : 
a is the  p r o b a b i l i t y  of choosing Nl when uo is t r u e ;  
B is the  p r o b a b i l i t y  of choosing *o when ul is t r u e .  
Then 
1 - B  A = l o g  a 
Now s i n c e  the  sequence 
B 
and B = l og  l-a 
of samples is i n  r e a l i t y  
(5) 
c o r r e l a t e d  w e  can no 
longer  reduce Eqn. (3) t o  Eqn. (4), and t h e  convenient  r e c u r s i v e  form is 
l o s t .  However, l uck i ly  i t  i s  p o s s i b l e  t o  circumvent t h i s  problem. It is 
w e l l  known t h a t  t h e  Kalman f i l t e r  which g ives  t h e  opt imal  estimate 
i ( k / k )  
Gauss-Markov process has  t h e  proper ty  t h a t  t h e  sequence of e r r o r s  generated 
between t h e  measurement z(k)  and i t s  estimate $(k/k- l )  is independent.  
[given the  sequence of measurements k) ] of t h e  s t a t e  of a a(  
L e t  us presen t  t h i s  more p rec i se ly .  Since w e  have two hypo the t i ca l  
Gauss-Markov processes ,  d i f f e r i n g  by t h e  va lue  of Q , w e  s h a l l  have two 
Kalman f i l t e r s .  I n  t h e i r  equat ions given below, t h e  s u b s c r i p t s  correspond 
t o  t h e  s u b s c r i p t  of t h e  corresponding hypothesis .  
G,(k+l/k+l) @Gi(k/k) + Ki(k + l ) { z ( k  + 1) - H4Gi(k/k) 
Mi(k + 1) = QPi(k)Q T + Q, 
Mi(k + 1)H T HMi(k + 1) 
P . (k  + 1) = Mi(k + 1) - 
1 HM.(k + l ) H T  + R 
1 
Then t h e  two sequences 
E (k  + 1) = { E ~ ( O ) , E ~ ( ~ ) . . . E ~ ( ~  + 1 ) )  ; 
*O 
f-, (k  + 1) = { ~ ~ ( O ) , c ~ ( l ) . . . ~ ~ ( k  + 1 ) )  ; 
1 
where 
are each independent random sequences. 
To c a l c u l a t e  Bk w e  need t o  know t h e  mean and va r i ance  of t h e s e  
sequences.  It may e a s i l y  be demonstrated t h a t  t h e s e  are given by 
I f  w e  f u r t h e r  suppose t h a t  before  t h e  s tar t  of t h e  test t h e  Kalman f i l t e r s  
have been run f o r  a s u f f i c i e n t  number of t i m e  i n t e r v a l s  f o r  t h e  va r i ance  
equat ions ,  Eqns. (8)-(9), t o  have reached t h e i r  equi l ibr ium s o l u t i o n ,  w e  
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need only cons ider  two asymptot ic  values of Var{Ei(k)l : 
2 
i o = R/(1 - HKi) ; i 0,l . 
The SPRT is now c a r r i e d  o u t  using t h e  samples  of E and E . 
* % #l 
We have 
which reduces t o  
The t e s t i n g  algori thm i s  as fol lows:  
( a )  t ake  a new measurement z ( k  + 1) ; 
(b) update t h e  e s t ima t ion  equat ions  
Gi(k+l/k+l) = @Gi(k/k) - Ki{z(k + 1) - H4Gi(k/k)} ; 
i - 0 , l  ; 
( c )  d e r i v e  the  e r r o r s  
(d)  form t he  new l ike l ihood  func t ion  given by Eqn. (14) ; 
(e) test aga ins t  t h e  threshold  levels as p rev ious ly  explained - 
ci(k + 1) , i - 0,l ; 
i f  t h e  test does not  te rmina te ,  t ake  a new sample and r e p e a t  t h e  opera t ion .  
The remaining po in t  t o  be c l ea red  up is  what i n i t i a l  va lue  t o  g ive  
ek before  t h e  s t a r t  of t h e  test. For example i f  w e  choose eo 0 i t  
would imply t h a t  before  the  start  of t h e  test w e  had no p r i o r  knowledge 
whether 'H., o r  wl is t r u e .  We s h a l l  see how t h e  s t a r t i n g  va lues  are 
connected wi th  d i f f e r e n t  p r i o r  assumptions i n  t h e  fo l lowing  s e c t i o n s .  
- 6 -  
I .  
3. The Exact Solu t ion  t o  t h e  Problem of t h e  Detection of a Change 
I n  t h i s  s e c t i o n  w e  so lve  the  problem of t h e  d e t e c t i o n  of a change i n  
t h e  var iance  of t he  input  t o  t h e  Gauss-Markov process  represented  by 
Eqns. (1)-(2) .  Consider a r a t i o  test which is s t a r t e d  a t  t i m e  k = n . 
A t  a subsequent t i m e  i f  w e  have made no dec i s ions  and are s t i l l  
t e s t i n g ,  w e  are uncer ta in  whether 
n + j 
(a )  no change has occurred i n  t h e  system a t  a l l  t o  d a t e ;  
(b) t he  change occurred before  t h e  beginning of t h e  test;  
(c )  t he  change occurred immediately a f t e r  one of t h e  i n t e r v a l s  n + i ; 
i = 0,1 ,2  ,..., j-1 . 
Thus a t  t i m e  n + j w e  can l i s t  j + 2 exhaust ive and mutually exc lus ive  
hypotheses : 
Hypothesis %co : no change has occurred a t  any i n s t a n t ;  
Hypothesis al0 : the change occurred before  t h e  test s t a r t e d ;  (16) 
Hypothesis #li : t he  change occurred immediately a f t e r  i n t e r v a l  
n + j - i ; i 5 1 , 2 , . . . , j  . 
To each one of t h e s e  hypotheses w e  can a s s ign  p r o b a b i l i t i e s  of occurrence 
p r i o r  t o  the  s t a r t  of t he  test. L e t  t hese  be denoted r e spec t ive ly  by 
P t W O )  , P W l 0 l  , pt*li) ; i = 1 , 2  ,..., j . (17) 
Note, however, t h a t  hypotheses 
case t h a t  a t  t i m e  k = n t h e  process is i n  t he  pre-change state. Thus 
so , *li ; i = 1 , 2 ,  ...,j assume i n  each 
pt.#,l = ; i = 1 , 2 ,  ...,j . (18) 
Taking i n t o  account t h i s  p r i o r  information, w e  can w r i t e  down t h e  expression 
-7- 
f o r  a p o s t e r i o r  p r o b a b i l i t y  r a t i o  func t ion:  
Not ice  t h a t  t h i s  t i m e  because of t h e  summation of t h e  p r o b a b i l i t i e s  i n  
t h e  numerator w e  have no t  been a b l e  t o  use t h e  convenient l oga r i thmic  
form. Of i t s e l f  t h i s  does no t  d e t r a c t  from t h e  use fu lness  of t h e  tes t ,  
but  makes t h e  a n a l y t i c  de te rmina t ion  of t h e  mean and va r i ance  of 
d i f f i c u l t .  
0 very  1 
L e t  us look more c l o s e l y  a t  some of t h e  imp l i ca t ions  of t h i s  r e s u l t .  
F i r s t  of a l l ,  i f  w e  cannot a s s i g n  p r i o r  p r o b a b i l i t i e s  of occur rence  of 
each hypo thes i s ,  then w e  assume p { s 0 }  = p{*lol and Eqn. (19) reduces 
t o  : 
There is ano the r ,  much more important imp l i ca t ion  of t h i s  r e s u l t .  I n  t h e  
previous s e c t i o n  w e  saw t h a t  two Kalman f i l t e r s  were requ i r ed ,  one based 
on t h e  assumption of hypothesis 
I n  t h e  present  case as may be  expected, w e  aga in  need one Kalman f i l t e r  
and t h e  o t h e r  on assumption of %, . 
per hypothes is ,  t h a t  i s ,  j + 2 f i l t e r s .  
L e t  us denote t h e  Kalman f i l t e r  based on * o  by 2, and t h e  
below summarizes t h e  r e l a t i o n s  between t h e  hypotheses,  f i l t e r s ,  and va lues  
of input  va r i ance  Q . 
-8 - 
I Hypothesis I F i l t e r  I Value of Q 
0 
* 
3 0  QO 
310 I *  10 
*ll 
Ql 
Q, up t o  t i m e  %l 
3: n + j - i ;  li 
Q, from n + j - i + 1 I t o n +  j 
Table 3.1 Kalman f i l t e r s  r equ i r ed  f o r  d e t e c t i n g  changes. 
Although t h e r e  are only two bas i c  s t r u c t u r e s  f o r  t h e  f i l t e r s ,  except  i n  
t r i v i a l  ca ses  t h e  number cannot be reduced because each f i l t e r  is s u b j e c t  
t o  a t r a n s i e n t  a t  a d i f f e r e n t  t i m e  i n t e r v a l ,  s i n c e  t h e  corresponding 
hypothes is  d i c t a t e s  a change i n  Q a t  t h a t  t i m e  i n t e r v a l .  
Thus, as opposed t o  t h e  SPRT discussed  i n  t h e  previous s e c t i o n ,  t h e  
computations f o r  t h i s  test  g e t  p rogress ive ly  more voluminous as t i m e  goes 
on. Even i f  t h e  test is t runca ted  a f t e r  a f ixed  number of i n t e r v a l s  and 
r e s t a r t e d ,  t h i s  is  a g r e a t  disadvantage,  and has  l e d  t o  t h e  development 
of t h e  s i m p l i f i c a t i o n s  introduced i n  t h e  fol lowing sec t ions .  
L e t  us now consider  how t o  d e r i v e  an i t e r a t i v e  r e l a t i o n  f o r  t h e  
l i k e l i h o o d  func t ion  i n  t h e  form given i n  Eqn. (19).  
z(k) 
Remembering t h a t  
still rep resen t s  an independent sequence, Eqn. (19) can be w r i t t e n  
-9 -  
o r  s i n c e  
Asymptotic va lues  a t  start  of test 
F i l t e r  ga in  K(k) 
Hypo t h e s i s  F i l t e r  as k + -  
2 
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As i n  t h e  previous s e c t i o n  w e  suppose t h a t  be fo re  t h e  test s t a r t e d  a t  time 
k = n t h e  Kalman f i l ters  had been run f o r  a s u f f i c i e n t  number of t i m e  
i n t e r v a l s  f o r  t h e  var iance  equat ions  t o  have reached t h e i r  equi l ibr ium 
s o l u t i o n s .  Table 3.2 g ives  t h e  no ta t ion  f o r  t h e  asymptot ic  va lues  of t he  
ga ins  K(k) and var iances  Var{E(k)l f o r  each f i l t e r .  
Table  3.2 Asymptotic va lues  f o r  t h e  Kalman f i l t e r s .  
Because some of the Kalman f i l t e r s  change t h e i r  parameters  dur ing  t h e  test  
w e  need t o  p reca lcu la t e  t h e  generated t r a n s i e n t s  i n  t h e  ga ins  and va r i ances  







I I K(k) I I 
I cr2(k) I I I I I I I 











Qo I I 
yI I 
I I 

















I I I I I 




I L  
KO Kl K2 K i  









- -  1-- 
I 














FIG. 1 NOTATION FOR FILTER GAIN K ( k )  AND ERROR 
VARIANCE C2( k )  DURING TRANSIENT. 
now write down t h e  complete t e s t i n g  algorithm. A t  t h e  jth in t e rva l  
a f t e r  t h e  s ta r t  of t h e  test:  
( a )  t ake  a new measurement z (n  + j )  ; 
(b) update the  j + 2 es t ima t ion  equat ions of t h e  type  of Eqn. (15) 
according t o  t h e  l o g i c a l  schema of F igure  2.  ; 
(c) d e r i v e  the j + 2 e r r o r s  
(d) form t h e  new l ike l ihood  func t ion ,  which for 
Eo(n + j )  , Eli(" + j )  ; i = 0,1 ,2 , . . . , j  ; 
p { u l 0 )  = p{*,) 
may be reduced from Eqn. (22) t o  t h e  fol lowing e x p l i c i t  r e c u r s i v e  form: 
0 exp -~p  - 4 + j - 1 )  ; U + -  
10 U 2 2  u 
n+j 
10 
(e )  t e s t  as before  aga ins t  two threshold  levels A and B . I f  t h e  
test does not  te rmina te ,  go back t o  s t e p  ( a )  and r e p e a t  t h e  procedure. 
There is  a s l i g h t  d i f f e r e n c e  i n  t h e  d e r i v a t i o n  of  t h e  th re sho ld  
We s p e c i f y  t h e  fol lowing e r r o r  p r o b a b i l i t i e s :  va lues  f o r  t h i s  t e s t .  
a : p r o b a b i l i t y  of r e j e c t i n g  hypothes is  No when t r u e ;  
* i - 0,1 ,2 ,  . . . , j  : p r o b a b i l i t y  of r e j e c t i n g  uli when t r u e ;  Bi '
and then the  thresholds  are given by 
-12-  
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L L  
This  completes t h e  d e r i v a t i o n  of t h e  a lgor i thm f o r  t e s t i n g  a Gauss- 
Markov process  f o r  a change i n  a c h a r a c t e r i s t i c .  As w e l l  as t h e  obvious 
disadvantage of the  inc rease  i n  volume of computation as t h e  test pro- 
g r e s s e s ,  t h e r e  i s  a second problem wi th  t h i s  tes t .  Whereas t h e  SPRT 
descr ibed  i n  Sec t ion  2 has a corresponding continuous t i m e  v e r s i o n ,  which 
can be obta ined  by tak ing  t h e  l i m i t  as t h e  sampling i n t e r v a l  dec reases  t o  
zero ,  i f  t h i s  i s  attempted wi th  t h e  p re sen t  SPRT w e  f ind  w e  need an in- 
f i n i t e  number of Kalman f i l t e r s .  This  is c l e a r l y  imprac t i cab le .  
I n  t h e  next  s e c t i o n ,  t hen ,  w e  remove t h e s e  ob jec t ions  by ob ta in ing  
some s impler  forms of tes t .  We should expec t ,  a1.though w e  do no t  prove 
t h a t  t hese  tests w i l l  n o t  perform as w e l l  as t h e  exac t  tes t .  I n  Sec t ion  5 
experimental  results show t h a t  t h e  performance l o s s  may be accep tab le  f o r  
some a p p l i c a t i o n s ,  a t  l eas t .  
4. S i m p l i f i e d  Change Detec t ion  Tests 
I n  t h e  previous s e c t i o n  w e  s a w  t h e  need f o r  s i m p l i f i e d  ve r s ions  of 
t h e  exac t  t e s t  fo r  d e t e c t i n g  a change i n  t h e  c h a r a c t e r i s t i c s  of a process.  
The s i m p l i f i c a t i o n s  may be considered as a r i s i n g  from s i m p l i f i c a t i o n  of 
t h e  express ion  
One s i m p l i f i c a t i o n  i s  t o  assume t h a t  t h e  process  is  known no t  t o  have 
changed before  the t es t  s t a r t e d ,  This  removes t h e  second term from Eqn. 
( 2 5 )  s i n c e  = o , l eav ing:  
-14- 
This  may very w e l l  be a reasonable  assumption; un fo r tuna te ly  i t  does no t  
l e a d  t o  a s i g n i f i c a n t  reduct ion  i n  computational e f f o r t  because t h e  sum- 
mation term is s t i l l  present  i n  t h e  expression.  
I f  w e  t h e r e f o r e  remove t h i s  term i n s t e a d ,  g iv ing  
what w e  are now saying i n  e f f e c t  is  t h a t  t h e  change cannot ever  occur during 
t h e  test. This  is now merely the form of the  SPRT f o r  t h e  f i r s t  problem, 
P{* 
which w e  d e a l t  wi th  i n  Sec t ion  2 .  The f a c t o r  may be i n t e r -  PI* o }  
p r e t e d  as t h e  i n i t i a l  va lue  
f i c a t i o n  is  no t  what w e  want, w e  can i n  f a c t  d e r i v e  a very u s e f u l  form of  
en . Although on t h e  f a c e  of i t  t h i s  s impli-  
test from i t .  The idea  is  t h a t  t o  make t h e  b e s t  use  of p r i o r  information,  
each test should s tar t  ou t  using t h e  r e s u l t  of t h e  previous t es t .  So w e  
w r i t e  
P t t b  + j)/*lo} 
8 -  . B  
j p E ( n  + j)/-MoI , 
s i n c e  from Eqn. ( 2 4 ) ,  s e t t i n g  B = Bo w e  have 
i:-= B .  'n 1 - a  p{*lol = 8 ; p { s o )  = 1 - a ;  and thus  
Using Eqn. ( 2 8 )  imp l i e s  t h a t  we are c e r t a i n  t o  wi th in  t h e  e r r o r  bound of 
-15 -  
t h e  previous 
of a loss of 
t e s t  t h a t  no change has occurred. We can r ep resen t  t h e  e f f e c t  
confidence dur ing  t h e  t i m e  l a p s e  between tes ts  by w r i t i n g  
where 
t i m e  l a p s e ,  depending upon any assumed f a i l u r e  d i s t r i b u t i o n  f o r  t h e  system. 
X might be  a p o s i t i v e ,  monotonically decreas ing  func t ion  of t h e  
E s s e n t i a l l y ,  w e  are now cons ider ing  aga in  t h e  o r i g i n a l  form of SPRT, 
but  wi th  t h e  a d d i t i o n a l  f e a t u r e  of i nco rpora t ing  knowledge a v a i l a b l e  p r i o r  
t o  t h e  s t a r t  of t h e  test. (To use an analogy c u l l e d  from e s t i m a t i o n  
theory ,  t h e  r e l a t i o n s h i p  between t h e  u sua l  SPRT and t h e  p re sen t  test as i n  
Eqn. (28) is analogous t o  t h a t  between a least  squa res  f i t  f i l t e r  and a 
Kalman f i l t e r . )  
We s h a l l  c a l l  t h i s  form of t e s t i n g  ' occas iona l  t e s t i n g ' .  Opera t iona l ly ,  
t h e  p re sen t  test impl ies  t h a t  t h e  change i n  t h e  inpu t  va r i ance  occurs  between 
tests only.  All p r i o r  knowledge given o r  gained dur ing  t h e  prev ious  tests 
on -klo o r  *o and t h e  f a i l u r e  mechanism are summarized i n  t h e  i n i t i a l  
va lue  of ek a t  t h e  start of a t es t .  
T h e r e  are two drawbacks t o  t h i s  tes t .  I f  t h e  change occurs  dur ing  a 
test and n o t ,  as assumed, between tests, then  w e  do n o t  immediately know 
what is going t o  happen. I f  t h e  change does occur  between tests then w e  
l o s e  t i m e  by having t o  w a i t  u n t i l  t h e  next  t e s t  t o  d e t e c t  i t .  
I n  s p i t e  of t h i s ,  t h e  t es t  may s t i l l  be  u s e f u l  i n  s i t u a t i o n s  where 
i t  is not  c r u c i a l l y  important t o  d e t e c t  a change immediately a f t e r  i t  
happens. 
Each of t h e  p rev ious  tests te rmina te  i f  e i t h e r  of t h e  two th re sho lds  
A o r  B is  crossed. We can d e f i n e  a 'continuous t es t '  which only  
-16- 
t e rmina tes  when t h e  th re sho ld  A is c rossed ,  i n d i c a t i n g  a change. Before 
t h e  change occur s ,  of course,  t he  va lue  of Ok w i l l  move toward th re sho ld  
B . The r u l e  
is used and t e s t i n g  is  continued normally i f  B is  reached. I n  o t h e r  
words, w e  immediately start  a new tes t  as soon as so is accepted. This 
form of test is  approximately equiva len t  t o  t h e  ' occas iona l  test '  wi thout  
confidence loss, but s t a r t i n g  a new t e s t  immediately t h e  change occurs.  
Thus i n t u i t i v e l y ,  t h e  'continuous test '  w i l l  always do b e t t e r  t han  t h e  
' occas iona l  t es t ' ,  on average. 
It is p o s s i b l e  t o  c a l c u l a t e  t h e  average  number of samples r equ i r ed  
t o  reach  a d e c i s i o n  f a i r l y  r e a d i l y  i n  t h e  case of t h e  s i m p l i f i e d  tests. 
A d e r i v a t i o n  of t h e  average s a m p l e  numbers i n  t h e  'continuous test '  f o r  
t h e  scalar case is given i n  t h e  Appendix. 
f o r  t h e  ' exac t  test '  i s  very d i f f i c u l t  because t h e  convenient l oga r i thmic  
form cannot be used, and is  n o t  given here.  
The corresponding c a l c u l a t i o n  
To summarize t h e  las t  two s e c t i o n s ,  w e  have descr ibed  t h r e e  types  
o f  t es t  by which w e  can d e t e c t  a change i n  va r i ance  of t h e  inpu t  t o  a 
process .  The f i r s t  test ,  t h e  'exact tes t ' ,  was designed t o  d e t e c t  t h e  
change i t s e l f  as i t  occurred. The ' occas iona l  tes t '  and t h e  'continuous 
test '  were adap ta t ions  of t h e  simple SPRT d e t e c t i n g  only whether one 
cond i t ion  o r  another  e x i s t e d ,  b u t  incorpora ted  t h e  confidence gained from 
previous  tests, i .e.  a p o s t e r i o r  form of SPRT. These tests could a l s o  be  
i n t e r p r e t e d  as s i m p l i f i c a t i o n s  of t h e  ' exac t  tes t ' .  
I n  t h e  following s e c t i o n  we apply t h e  r e s u l t s  t o  t h e  d e t e c t i o n  of 
f a u l t s  i n  a gyro nav iga t iona l  system. 
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5 .  Applicat ion t o  Faul t  Detect ion i n  a Gyro Navigat ional  System 
We w i l l  show how t h e  tests of t h e  previous s e c t i o n s  may be used t o  
d e t e c t  increases  i n  t h e  d r i f t  r a t e  i n  a gyro system caused by i n c i p i e n t  
gyro f a i l u r e .  
a l though t h i s  r e s t r i c t i o n  is only imposed f o r  t h e  sake of c l a r i t y .  
A n  extremely simple model of t h e  gyro system w i l l  be  used 
Suppose t h a t  t he  gyro system is i n s t a l l e d  a s  a nav iga t iona l  a i d  i n  
an a i r c r a f t .  
gonal axes; we s h a l l  r e s t r i c t  our cons idera t ions  t o  one axis only.  
s i m p l e s t  gyro d r i f t  model, discussed f o r  example by Dushman [SI, c o n s i s t s  
merely of a low-pass f i l t e r  fed  by whi te  Gaussian noise .  The output  used 
f o r  naviga t iona l  c a l c u l a t i o n s  is t h e  sum of t h e  angular  d r i f t  rate & ( t ) ,  
and the  angular  r a t e  of change impressed on t h e  gyro by t h e  motion 
of t h e  a i r c r a f t .  The dynamic equat ions f o r  t h i s  model are given by: 
There  w i l l  be t h r e e  independent gyros a l igned  along ortho- 
The 
n ( t )  
where F is a cons tan t ,  and 5 is Gaussian white  no ise .  The gyro w i l l  
be  considered de fec t ive  i f  t h e  var iance  of E exceeds a c e r t a i n  value.  
Suppose t h a t  the f l i g h t  path of t h e  a i r c r a f t  is determined be fo re  t akeof f :  
t h i s  implies  t h a t  t h e r e  is a predetermined 'nominal'  angular  rate of 
change Q ( t )  f o r  t h e  f l i g h t .  I f  t h e  p i l o t  t r i e s  t o  f l y  on h i s  pre- 
determined f l i g h t  path a s  c lose ly  as p o s s i b l e ,  l e t  us  suppose ( r a t h e r  
na'lvely) t h a t  t h e  e r r o r  i n  n ( t )  is a whi te  Gaussian random v a r i a b l e :  
- 
We use as the  measurements f o r  t h e  f a u l t  d e t e c t i o n  scheme samples of t h e  
-18- 
d i f f e r e n c e  
- 
z ( t )  = y ( t )  - n ( t )  & ( t )  + AQ(t) . ( 3 4 )  
Although apparent ly  now w e  can go s t r a i g h t f o r w a r d l y  through wi th  d e r i v i n g  
t h e  equat ions  f o r  t h e  f a u l t  d e t e c t o r ,  i f  w e  examine t h e  r e l a t i v e  magnitudes 
of t h e  parameters of t h e  gyro model w e  f i n d  ou r se lves  i n  t roub le .  As t y p i c a l  
f i g u r e s  w e  g ive :  
Cor re l a t ion  t i m e  of E! 0.5 h r .  
Mean square  va lue  of E! O.OlO/hr. (no f a u l t )  
>, 0.05'/hr. ( f a u l t )  
Cor re l a t ion  t i m e  of Afi  5 secs .  
Mean square  va lue  of AQ 2'/sec. 
We see t h a t  although w e  can indeed treat  A i l  as whi t e  because i t  has  a 
r e l a t i v e l y  very s m a l l  c o r r e l a t i o n  t i m e ,  i t s  mean squa re  va lue  is 6 o rde r s  
of magnitude h igher  than  t h a t  of C . Hence i t  w i l l  be very d i f f i c u l t  t o  
d e t e c t  any change a t  a l l  i n  t h e  var iance  of S ( t ) .  
For tuna te ly  w e  can t a k e  advantage of a c u r r e n t  t r end  of thought 
which advocates a t r i p l i c a t e d  nav iga t iona l  system t o  a t t a i n  higher reli- 
a b i l i t y .  
ASZ is  t h e  same f o r  each subsystem of t h e  t r i p l e .  We can thus  remove i ts  
e f f e c t s  by forming t h e  d i f f e rences  between t h e  ou tpu t s  of t h e  t h r e e  sys- 
t e m s .  F igure  3. shows how t h e  th ree  systems are in te rconnec ted .  
I f  w e  assume such a sys t em,  w e  can say t h a t  t o  a l a r g e  e x t e n t  
I f  w e  assume t h a t  t h e  values of F f o r  each system are n e g l i g i b l y  
d i f f e r e n t  , then  
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I 
r-0----0-0 - - -  1 
I P I  
At) = Fxi(t) + At) 
; i = 1 , 2 , 3  , 
i i i 
2 (t) = x ( t )  + v ( t )  
(35) 
where 
1 2  2 "1 = E - 6 , w - ... etc. , 
1 .1 .2 2 x = e - e , x - ... etc. ; 
and t h e  s u p e r s c r i p t s  index t h e  subsystems. Hopefully t h e  d i f f e r e n c e s  
1 2 2  v l  = AQ - AQ ; v - ... etc. , 
w i l l  now have a variance which is of a comparable o rde r  of magnitude t o  
t h a t  of w . I n  t h e  absence of a v a i l a b l e  f i g u r e s  w e  have assumed t h a t  
t h i s  is  so, and treat  t h e  var iance  as a parameter i n  t h e  ensuing tests. 
Furthermore, vi is much more l i k e l y  t o  be a whi te  n o i s e  since a l l  
long term e f f e c t s  i n  A i l  w i l l  be cance l led  out .  
By sampling t h e  output  w e  may use t h e  d i s c r e t i z e d  ve r s ion  of Eqn. (35) 
xi(k + 1 )  = @xi(k) + wi(k) 
zi(k) = xi(k) + v (k) 
; i = 1 ,2 ,3  
i 
From now on w e  s h a l l  cons ider  only one of t h e  t h r e e  sets of equat ions (36), and 
drop  t h e  i - supe r sc r ip t .  L e t  the  va r i ances  of w and v be denoted by 
( f a u l t f r e e )  
Vartw) = IQo 
( f a u l t y )  (37) 
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where t h e  system is normalized so t h a t  Qo = 1 . A va lue  of @ = 0.8 was 
used, implying a sampling period of about 5 minutes. There is now no 
o b s t a c l e  t o  applying any of t h e  SPRT's prev ious ly  descr ibed  t o  d e t e c t i n g  
whether a change h a s  occurred i n  Q . 
1 
Two of t h e  tes ts  have been eva lua ted  by d i g i t a l  s imu la t ion  f o r  t h i s  
syetem: 
(i) t h e  'continuous t e s t ' ;  
( i i )  t h e  ' exac t  tes t '  wi th  p { u l 0 }  = 0 , implying t h a t  t h e  system is  
known no t  t o  be  f a u l t y  before  t h e  s tar t  of t h e  t e s t .  
The 'occas iona l  t e s t '  w a s  no t  s e p a r a t e l y  eva lua ted  because t h e  r e s u l t s  are 
very s imilar  t o  those of t h e  'continuous t e s t ' .  
Taking t h e  'continuous t es t '  f i r s t ,  two average sample numbers were 
eva lua ted  by a Monte-Carlo method: 
- 
(a )  t h e  average number of samples NU r equ i r ed  a t  t h e  s t a r t  of t h e  
test t o  reach a threshold  ( th re sho ld  B wi th  high p r o b a b i l i t y ) ;  
- 
(b) t h e  average number of samples  N r e q u i r e d  t o  move from threshold  A 
B t o  threshold  A a t  t h e  advent of a f a u l t .  
Figure 4 .  shows a t y p i c a l  run during t h e  computer s imula t ion  of t h e  test. 
The f u l l  curves shown i n  Figures 5 through 8 show t h e  v a r i a t i o n  i n  
and 
f a u l t y  inpu t  va r i ances ,  and va r i ance  of obse rva t ion  no i se .  These curves  
were obta ined  by a p p l i c a t i o n  of t h e  resul ts  of t h e  Appendix. 
crete p o i n t s  marked are t h e  resul ts  of t h e  Monte-Carlo s imula t ions :  
reasonable agreement is shown. 
r e s u l t s  from: 
NA 
EB due t o  changes i n  t h e  e r r o r  p r o b a b i l i t i e s ,  r a t i o  of f a u l t f r e e  t o  
The d i s -  
Generally an i n c r e a s e  i n  sample number 
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FIG. 6 AVERAGE SAMPLE NUMBER TO PASS FROM LOWER TO UPPER 
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FIG. 7 AVERAGE S A M P t E  NUMBER TO TERMINATION:  Ho 
FIG. 8 AVERAGE SAMPLE NUMBER TO TERMINATION: Ho 
(11) an inc rease  i n  the  var iance  of t h e  observa t ion  n o i s e  R ; or  
(111) a smaller inc rease  i n  t h e  input  var iance  Q a t  t h e  appearance 
of a f a u l t .  
The ' exac t  t e s t '  has  been inves t iga t ed  less extens ive ly .  Figure 9. 
summarizes t h e  r e s u l t s  which have been obtained f o r  t h e  average sample 
number: i t  is evident  t h a t  t h e  improvement gained by t h e  use of t h i s  
test as opposed t o  the  'continuous tes t '  is d i s c e r n i b l e  but  no t  very 
g r e a t .  A cur ious  r e s u l t  is t h a t  t h i s  test t akes  a very long t i m e  t o  reach 
t h e  dec i s ion  t h a t  no change has occurred. This  can be explained by not ing  
t h a t  i n  Eqn. (22) ,  ( ignoring t h e  second term s i n c e  p{Ml0) = 0 ), i f  *o 
is t r u e ,  on average t h e  summands are less than u n i t y  and decrease  as t h e  
number of mult ip l icands  i n  the  repeated product increases .  The dominant 
1 p { d n  + j ) m l l 1  1 
j p{E(n + j)/* 0) 
which only goes down roughly as -
j '  
term is thus  - 
where j is the  number of s t e p s  s i n c e  t h e  start of t h e  test .  
Since the  s impl i f i ed  tests c o n s i s t  mainly of t h e  ope ra t ions  of addi- 
t i o n  and m u l t i p l i c a t i o n ,  it should soon become f e a s i b l e  t o  inco rpora t e  
t h i s  type of f a u l t  d e t e c t i o n  f e a t u r e  as one of t h e  d u t i e s  of an on-board 
d i g i t a l  computer, e s p e c i a l l y  as the  computational a lgori thms involved may 
a l ready  embody Kalman f i l t e r s  t o  improve measurements from t h e  gyro system8. 
APPENDIX. Calcu la t ion  of Average Sample Numbers f o r  'Continuous T e s t '  
To determine t h e  average sample numbers requi red  f o r  d e t e c t i o n  under 
each of t he  two hypotheses ul0 and No , w e  f i r s t  need t o  know t h e  
average va lues  of t h e  increment i n  t h e  p r o b a b i l i t y  r a t i o  
stage i n  the  test. 
venience,  w e  need t o  ob ta in  express ions  f o r  
Bk a t  each 
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a t  time k = n . (38) 
I We s h a l l  treat only t h e  s c a l a r  case i n  t h e  d e r i v a t i o n ,  although i t  is 
p o s s i b l e  t o  genera l ize .  
, L e t  t h e  system and f i l t e r  equat ions  be  g iven  by 
x(n  + 1) = $x(n) + w(n) ; var{w(n)l - qo or q1 (39) 
z(n)  = x(n) + v(n)  ; Var{v(n) 1 - r (40) 
Si(n + 1) = +i 2i (n) + kiz(n + 1) (41) 
10 : Ul0 
JIi = 0{1 - ki where 
F i r s t  w e  d e r i v e  t h e  expec ta t ions  of t h r e e  q u a n t i t i e s .  
(i) E{z2(n)l . 
From Eqns. (39) and (40) 
Ignoring t h e  i n i t i a l  term x(0)  
-30- 
and i n  the l i m i t :  
and from Eqn. (41) 
n-2 
io0  
<(n - 1) = JIn-l;(0) + 1 JIikz(n - i - 1) . 
Again ignoring t h e  i n i t i a l ,  terms: 
n-1 n-2 n-i-2 
= E{ 1 $I w(n - i - 1)- 1 $Jik 1 gjw(n - i - 2 - j)) 
i-0 i=O j =o 
and i n  t h e  l i m i t :  
-31 - 
i=o  1-0 
n-2 n-i-2 n- 2 
i k2E{ 1 J, 1 &(n - i - 2 - j ) I 2  + k2r  1 $2i i=o j =(.I i=o 
n-2 n-i-2 n- 2 
= qk 2 J,jP-2-i-d 
i=o  { jL0 
and i n  t h e  l i m i t  






and s u b s t i t u t i n g  i n  Eqns. (42) through (44) t o  o b t a i n  t h e  asymptot ic  values:  
uo 1 = log - - $1 - VlO1 , 
10 ulo U 
a. 1 




2 + r -  2 
40 v =  0 
1-cp (1 - cp - N,,) 
We can now f i n d  t h e  average sample  numbers: 
cB : t h e  average number of samples requi red  t o  reach any threshold  
from t h e  s ta r t  of t h e  test ,  assuming 'wo is t r u e ;  
BA : t h e  average number of samples t o  move from threshold  B t o  
t h re sho ld  A when *lo becomes t r u e .  
These sample numbers are given by 
fiB = [a l og  A + (1 - a) l og  S ] / M ,  ; (47) 
where A and B are def ined  as i n  Sec t ions  3 and 4. It should be  noted 
t h a t  t h e  express ion  f o r  fA does no t  t ake  any account of t h e  f a c t  t h a t  
-33 -  
- 34- 
~ 
ek may stay on the threshold B for a f e w  samples before moving to 
threshold A . 
The resul ts  of t h i s  Appendix are a l so  applicable t o  the  'gccasional 
t e s t ' .  
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