Abstract.
is established, where p, q are real-valued functions on an interval [a, b) of the real line, with -oo<a<tb<oo, p(x) > 0 on [a, b), tig is a real number and / is a complex-valued function in a linear manifold so chosen that all three integrals in (1.1) are absolutely convergent. The problem is singular in that while p~x G L(a,b) we require a to have a behavior at b of such a form that a £ L(a,b).
We have established, in a previous paper [1] , an inequality of the form (1.1) for the regular case, i.e.,//-1 and a integrable on [a,b] , and also for the singular case where b = oo. Some recent work by Everitt and Giertz [4] and by Kalf [5] make it feasible to study singular inequalities of the form (1. We make use of certain well-known relationships between equation (1.2) and inequality (1.1) from the calculus of variations, but we do not require that the functions in D for which (1.1) holds satisfy specific boundary conditions at the endpoints a and b as is common when such problems are considered by methods in the calculus of variations.
We use the following notations: L(a,b) and L2(a,b) denote the classical Lebesgue complex integration spaces; a property is 'loc' on \a,b) if it is satisfied on all compact subintervals of [a, b); AC represents absolute continuity. Thus ACloc [a, b) is the class of all functions that are absolutely continuous on compact subintervals of [a, b).
The coefficient functions p and q are required to satisfy the following basic conditions:
(ii) both p' and q belong to L\oc[a,b).
Note that these conditions imply that the differential expression M is regular at all points of [a, b) . (See [6, §16.1].) We remark below on the need for (ii).
Following the notation in [1, §2] we define the following sets of functions: To be exact we define /i.0 = inf{A: A is in the spectrum of T(\tt)}, so that condition (ii) of (1.6) is equivalent to the assumption that iiq > -oo. Specific conditions on the coefficients// and q to insure that M and T(\tr) satisfy (i) and (ii) of (1.6) may be found in the papers of Everitt and Giertz [4] and Kalf [5] , The results of these papers make it reasonable to assume (1.6) as a set of conditions to be satisfied and so indirectly impose conditions on the coefficients p and a.
In [4] it is assumed that p = 1 on [a, b) and that q satisfies a growth condition near b which insures (ii) of (1.5), (i) and (ii) of (1.6) are satisfied. In [5] a general condition is given that insures that (1.6) is satisfied, but it is then necessary to require a to satisfy (ii) of (1.5).
In [5] Kalf has shown that conditions (ii) of (1.5) and (i) of (1.6) imply that M is strong limit-point at the singular endpoint b, i.e., (1.7) lim p(x)f(x)g'(x) = 0 (fgGA).
An alternative proof of this result may be found in the paper by Everitt [3] . Note that (1.7) implies that M is limit-point at b and so all the operators
We can now state the main result of this paper, which is, Theorem 1. If p and a are real-valued functions for which conditions (1.5) and (1.6) hold, then inequality (1.1) is valid for all functions f in the set D described in (1.4)(iii), with it0 the smallest number in the spectrum of the operator T(\tr).
///Xq is in the point or point-continuous spectrum of T(jtr), then there is equality in (1.1) //, and only if, f = cxp0 where c is a complex number and uV0 's an eigenfunction for T(2tt) corresponding to ixq.
If Hq is in the continuous spectrum of T(jtr), then there is equality in (1.1) //, and only if, f is the zero function. The inequality is the best possible in the sense that there is a sequence {/,} such that f" G D, f£ \f"\2 = 1 (n = 1,2,... Ja Ja Ja Ja Ja Ja
The proofs of these theorems are in the next section.
2. Proofs. We restrict our attention in this section to real-valued functions since it is sufficient to prove (1.1) for all real-valued functions in the set D; this is a consequence of taking the coefficients p and q to be real-valued on [a, b).
We use the following lemma in our proof of Theorem 2; see also [1, §3] .
Lemma. If the hypothesis of Theorem 1 holds, f E D and ex > 0, then there is a number X in ia, b) with the property that This inequality and (1.5)(ii) imply that// <?+/2 = °° which is contrary to the assumption that \qyf E L2; i.e., that/ G Z). Therefore lim;c^fc-/(x) = 0. It now follows that (x -a)f2(x) -> 0 as x -* ft. To complete the proof of the lemma it is sufficient to show that there is a sequence {xn), xn -> ft, for which f2(xn) f*n \q\ -> 0 as « -» oo. If no such sequence exists, then there is a</>0 and f G (a, b) such that
Multiplying by \q\ and integrating from t, we obtain I" \q\f2>d[logf;\q\-log£\q\\.
This inequality, (1.5)(ii) and (1.6)(i) are incompatible with/ G D. Proof of Theorem 2. For a positive number e, we choose X in (a, ft) so that the conclusion of the lemma is valid. Then we note that / G D implies that /' G L2(a,X) and that the set of continuously differentiable functions vanishing together with their derivatives at a and X is dense in L2(a,X). Therefore, for rj > 0, we may choose a continuously differentiable function $ such that cp(a) = 4>'(a) = cb(X) = 4>'(X) = 0, <?>(*) = 0 on [X,b) and// \f -cj>\2< r,. The function g is defined by g(x) = -f% (xG[a,X}),
It is clear that g G ^(jtr) since g'(a) = 0, g has a continuous second derivative, and p, p' and a are all in L2(a,X), in view of the conditions (1.3). We note here that conditions (1.3) are essential to our argument, as were similar conditions in [1, §3] , and that it remains undecided whether condition (ii) of (1.3) could be replaced by the weaker assumption that p' and q are locally integrable.
Using the function g defined above and the lemma of this section, the estimates obtained in [1, §3] remain valid, with oo replaced by b, and the proof of Theorem 2 proceeds in the same way as the proof of Theorem 3 of [1] .
Proof of Theorem 1. The proof of Theorem 1 is accomplished in three stages. The first is to establish inequality (1.1) for functions/in ^(jtt), the second is to extend the validity of the inequality to all of D, and the third is to determine the cases of equality. Each of these steps is similar to a corresponding part of the proof of Theorem 2 of [ 1 ] and we therefore limit our discussion here to a statement of the basic ideas involved and points where something needs to be added to the previous argument.
We begin by showing that (1.1) holds for/in ^(jtr). Indeed, for such an/ an integration by parts, an application of (1.7) and condition (1.6) yield fab[pf'2 + <lf2]=fabfM[f}>Nfabf2, which establishes (1.1) for / in ^(irr).
Since this argument appears to be identical to the one used in [l] it should be pointed out that an analogue of (1.7) is used in [1] and the arguments used in proving this analogue cannot be used in proving (1.7).
To prove that (1.1) holds for functions in D, we assume there is a function in D for which (1.1) fails to hold and use the results of Theorem 2 to obtain a contradiction of the fact that (1.1) holds for all functions in ^^tr). The details are the same as those used in [1] .
The third stage of the proof, that of determining the cases of equality, separates into two cases according as tin is an eigenvalue or not.
If ti0 is in the point spectrum or point-continuous spectrum, then it is clear that there is equality in (1.1) for any constant multiple of an eigenfunction corresponding to fi0. Conversely, if equality holds in (1.1) for some /in D, then it follows from Theorem 4 of [1] that/is a solution of the differential equation M[f] = ti0/, and since the differential expression M is in the limit point case at b it follows that/ = cxp0, where xp0 is an eigenfunction corresponding to ttg and c is a constant.
If pn is in the continuous spectrum, we assume there is a function / in D, / # 0 for which equality holds. Again using Theorem 4 of [1] we find that/is a solution of equation (1.2) for A = p0 and apply (1.7), Dirichlet condition (1.6)(i) and an integration by parts to conclude that f (a) f'(a) = 0. Since pr, is not an eigenvalue for T(27t), fid) ^ 0; therefore, f(a) = 0 and jXr, is an eigenvalue of the operator T(0). That this is impossible is established as in [1] using analytic properties of the Weyl w-coefficients m(A,0) and m(\,^tt) presented by Chaudhuri and Everitt in [2] since those properties hold equally well for a differential expression M[f] considered on a bounded interval [a, ft) with a singular endpoint ft.
3. Examples. We conclude with an example. Consider inequality (1.1) with (3.1) a = 0, ft = 1, pix) = 1, qix) = 3/4(1 -xf (x G [0,1)).
Then the conditions imposed by Everitt and Giertz [4] are satisfied as is the Dirichlet condition (1.6)(i) at the singular point 1. Therefore, the differential expression M[f] for this example is strong limit-point at 1. Also, J0 1+ = So <7 = oo. Thus all the conditions are satisfied and (1.1) holds for the example described by (3.1).
We write the differential equation ( 
