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a b s t r a c t
Stokes’ first problem has in recent years received much attention. In this paper, we focus
on the variable-order nonlinear Stokes’ first problem for a heated generalized second grade
fluid. A numerical scheme with fourth-order spatial accuracy is developed to solve the
problem. The stability, solvability and convergence of the numerical scheme are discussed
via Fourier analysis. An improved numerical scheme is also developed. In addition, a
numerical example is given and the numerical results support the effectiveness of our
theoretical analysis results.
© 2011 Elsevier Ltd. All rights reserved.
1. Introduction
Stokes’ first problem has received much attention in recent years due to its practical applications. For example, Fetecau
and Fetecau [1] investigated Stokes’ first problem for an Oldroyd-B fluid; Tan et al. [2,3] studied the problem for a second
grade fluid in a porous half-space with heated boundary and an Oldroyd-B fluid in a porous half-space, respectively; Shen
et al. [4] discussed the Rayleigh–Stokes problem for a heated generalized second grade fluid with fractional derivative
model; Akyildiz et al. [5] investigated Stokes’ first problem for a Newtonian fluid in a non-Darcian porous half-space using a
Laguerre–Galerkin method; Vierua et al. [6] presented a new exact solution to the problem for Oldroyd-B fluids; Shahzada
et al. [7] considered the problem for the rotating flow of a third grade fluid; Devakar and Iyengar [8] analyzed the problem
for a micropolar fluid through the state–space approach.
Although the analytical solutions of some Stokes’ first problems can be obtained by means of some special transforms,
the complexity involving special functions has led to difficulties in their calculations; hence it is a significant task to solve












+ f (x, t). (1)
Chen et al. [9] proposed the implicit and explicit approximation schemeswith first order temporal accuracy and second order
spatial accuracy, and discussed their stability and convergence, and the solvability of the implicit approximation scheme.
A calculus of variable-order operators has been developed so that the evolution of a system can be more accurately
described. Some authors have studied variable-order fractional differential equations (e.g. [10–19,7,4,20]). So far, only a
few authors have researched numerical methods and related numerical analysis of variable-order fractional differential
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equations. Lin et al. [21] investigated the stability and convergence of an explicit finite-difference approximation for the
variable-order nonlinear fractional diffusion equation; Zhuang et al. [22] proposed numericalmethods for the variable-order
fractional advection–diffusion equation with a nonlinear source term; Chen et al. [23] developed numerical schemes with
high spatial accuracy for a variable-order anomalous subdiffusion equation. The field is still at an early stage of development.
In view of their complexity and usefulness, it is interesting to develop high accuracy numerical methods for variable-order
fractional differential equations.
In this paper, we will investigate numerical methods and related numerical analysis of the variable-order nonlinear












+ f (u, x, t) (2)
with initial and boundary conditions:
u(x, 0) = φ(x), 0 ≤ x ≤ X, (3)
u(0, t) = ϕ(t), u(X, t) = ψ(t), 0 < t ≤ T , (4)
where κ1, κ2 > 0 are the diffusion coefficients, γ (x, t) is the variable anomalous diffusion exponent, which satisfies
0 < γmin ≤ γ (x, t) ≤ γmax < 1 and 0D1−γ (x,t)t w(x, t) is the variable-order Riemann–Liouville fractional partial derivative of
order 1− γ (x, t) forw(x, t) defined by [21,22]
0D
1−γ (x,t)
t w(x, t) = 1











It is obvious that a numerical approximation for Eq. (2) is more difficult than that for Eq. (1). This is because Eq. (1) involves
only the fractional partial derivatives and a linear source term,whereas Eq. (2) involves not only the variable-order fractional
partial derivatives, but also a nonlinear source term. It is challenging to construct high accuracy numerical schemes for
the problem (2)–(4). We are unaware of any other published work on this problem with variable-order fractional partial
differential derivatives. This work is our effort to remedy the situation: we will develop some new numerical schemes for
solving the problem (2)–(4), and analyze their stability, solvability and convergence.
2. The numerical scheme
In this section, we let
xj = jh, j = 0, 1, . . . , J; tk = kτ , k = 0, 1, . . . , K ,
where h = X/J and τ = T/K are the spatial and temporal steps, respectively. We introduce the following notations:




∂6u(x, t)∂x6 , ∂3u(x, y, t)∂x2∂t , ∂3u(x, y, t)∂t3 ∈ C(Ω)

.
In this paper, we assume u(x, t) ∈ U(Φ). We also assume that f (u, x, t) has the first order continuous partial derivative
∂ f (u,x,t)
∂t , and f (u, x, t) satisfies the Lipschitz condition with respect to u:
|f (u, x, t)− f (u, x, t)| ≤ L|u− u|, ∀u, u ∈ U(Φ), (5)















+ f kj , (6)
where γ kj ≡ γ (xj, tk), f kj ≡ f (u(xj, tk), xj, tk).
We now focus on an approximation for the Riemann–Liouville fractional partial derivative. If the function w(x, t) has
the continuous partial derivative ∂w(x,t)
∂t for t > 0, then the Riemann–Liouville and Grünwald–Letnikov fractional partial
derivatives of order 1− γ kj forw(x, t) are equivalent, i.e.,
0D
1−γ kj










w(x, t − lτ),
the right-hand side being the Grünwald–Letnikov fractional partial derivative of order 1 − γ kj for w(x, t). Furthermore,



















w(x, t − lτ)+ O(τ ),





































j,kw(xj, tk−l)+ O(τ ), (7)







j )(−γ kj )···(1−γ kj −l+1)
l! .

















+ O(τ ). (8)
By u(x, t) ∈ U(Φ), we then have
∂u(xj, tk)
∂t
= u(xj, tk)− u(xj, tk−1)
τ
+ O(τ ). (9)










where δ2x p(xj) = p(xj−1)− 2p(xj)+ p(xj+1).
Proof. See [23].












Since f (u, x, t) has the first order continuous derivative ∂ f (u,x,t)
∂t , it follows that
f (u(xj, tk), xj, tk) = f (u(xj, tk−1), xj, tk−1)+ O(τ ). (12)



















































j,k + O(τ 2 + τh4)

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k = 1, 2, . . . , K ; j = 1, 2, . . . , J − 1, (16)
u0j = φ(xj), j = 0, 1, . . . , J, (17)
uk0 = ϕ(tk), ukJ = ψ(tk), k = 1, 2, . . . , K , (18)
where f k−1j = f (uk−1j , xj, tk−1). 
3. Numerical analysis of the numerical scheme
3.1. Stability analysis



























[f k−1j −f k−1j ],
k = 1, 2, . . . , K ; j = 1, 2, . . . , J − 1. (19)
ρkj = ukj − ukj , where ukj is an approximation for ukj , and f k−1j = f (uk−1j , xj, tk−1) is an approximation for f k−1j =
f (uk−1j , xj, tk−1).
For k = 0, 1, . . . , K , we define the following grid function:
ρk(x) =

ρkj , when x ∈ (xj− 12 , xj+ 12 ], j = 1, 2, . . . , J − 1,












ρk = [ρk1, ρk2, . . . , ρkJ−1]T .














, k = 0, 1, . . . , K , (20)
where ξk(l) is the coefficient of the Fourier series for ρk(x).
Supposing ρkj has the form
ρkj = ξkeiσ jh, (21)
































(f k−1j −f k−1j )e−iσ jh, k = 1, 2, . . . , K . (22)
Clearly, by 0 < γmin ≤ γ (x, t) ≤ γmax < 1,
0 < γ kj < 1, j = 1, 2, . . . , J, k = 1, 2, . . . , K . (23)
Lemma 3.1. If 0 < γmin ≤ γ (x, t) ≤ γmax < 1, for j = 1, 2, . . . , J, k = 1, 2, . . . , K , l = 0, 1, . . . , then the coefficients λ(l)j,k
satisfy






(3) for n = 1, 2, . . . , −∑nl=1 λ(l)j,k < 1.
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Proof. See [23].


























(f k−1j −f k−1j )e−iσ jhµkj , k = 1, 2, . . . , K , (24)
where
0 < µkj =
1











|ξ0|, k = 1, 2, . . . , K .


















(f 0j −f 0j )e−iσ jhµ1j .
In view of (5), (14), (21), (23) and (25),
|ξ1| ≤
1− 13 sin2 σh2 + 4(1− γ 1j )µ(1)j,1 sin2 σh2
µ1j |ξ0| + τ 1+ 112δ2x

(f 0j −f 0j ) |e−iσ jh|µ1j
≤
1− 13 sin2 σh2 + 4(1− γ 1j )µ(1)j,1 sin2 σh2
µ1j |ξ0| + τ 1+ 112δ2x

|f 0j −f 0j | |e−iσ jh|µ1j
≤
1− 13 sin2 σh2 + 4(1− γ 1j )µ(1)j,1 sin2 σh2
µ1j |ξ0| + τL1+ 112δ2x
































































|ξ0|, n = 1, 2, . . . , k− 1.


















|λ(l)j,k| |ξk−l| + τ
1+ 112δ2x

























|f k−1j −f k−1j | |e−iσ jh|µkj






























































































































































































































































This completes the proof of Proposition 3.2 via mathematical induction. 







‖ρ0‖2 ≤ e 32 kτL‖ρ0‖2 ≤ e 32 TL‖ρ0‖2, k = 1, 2, . . . , K .
From this we have.
Theorem 3.3. The numerical scheme (16)–(18) is unconditionally stable.
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3.2. Solvability analysis




















j + µ(2)j,k δ2xukj ,
k = 1, 2, . . . , K ; j = 1, 2, . . . , J − 1, (26)
u0j = 0, j = 0, 1, . . . , J, (27)
uk0 = ukJ = 0, k = 0, 1, . . . , K . (28)
Similar to the proof of Theorem 3.3, we can show that the solution of the homogeneous linear algebraic equations (26)–(28)
satisfies
‖uk‖2 ≤ ‖u0‖2, k = 1, 2, . . . , K .
The condition u0 = 0 then leads to
uk = 0, k = 1, 2 . . . , K .
This shows that the homogeneous linear algebraic equations (26)–(28) have only zero solutions. From this we obtain
Theorem 3.4. The numerical scheme (16)–(18) is uniquely solvable.
3.3. Convergence analysis



























×[f (u(xj, tk−1), xj, tk−1)− f k−1j ] + Rkj , k = 1, 2, . . . , K ; j = 1, 2, . . . , J − 1, (29)
where Ekj = u(xj, tk)− ukj . For k = 0, 1, . . . , K , we define the following grid functions:
Ek(x) =

Ekj , when x ∈ (xj− 12 , xj+ 12 ], j = 1, 2, . . . , J − 1,














Rkj , when x ∈ (xj− 12 , xj+ 12 ], j = 1, 2, . . . , J − 1,












Ek = [Ek1, Ek2, . . . , EkJ−1]T , Rk = [Rk1, Rk2, . . . , RkJ−1]T .





























, k = 0, 1, . . . , K , (31)
where αk(l) and βk(l) are the coefficients of the Fourier series for Ek(x) and Rk(x), respectively.
Supposing Ekj and R
k
j have the forms
Ekj = αkeiσ jh, Rkj = βkeiσ jh, (32)
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(f (u(xj, tk−1), xj, tk−1)− f k−1j )e−iσ jh + βk, k = 1, 2, . . . , K . (33)


























(f (u(xj, tk−1), xj, tk−1)− f k−1j )e−iσ jhµkj + µkj βk, k = 1, 2, . . . , K , (34)
where µkj is defined by (25).







j,k =C + O(τ )
whereC is a bounded constant.
Proof. See [23].
On the basis of (15) and Lemma 3.5, we get
































= O(h4)τ (C + O(τ ))+ O(τ 2 + τh4)+ O(h4)δ2x [τ(C + O(τ ))]
= O(h4)τ (C + O(τ ))+ O(τ 2 + τh4)+ O(h4)τδ2x (C + O(τ ))
= O(τ 2 + τh4),
from which there is a positive constant C1 such that
|Rkj | ≤ C1(τ 2 + τh4), k = 1, 2, . . . , K , j = 1, 2, . . . , J. (35)
Furthermore, from the first equality of (31), we get
‖Rk‖2 ≤ C1
√
X(τ 2 + τh4), k = 1, 2, . . . , K . (36)
Based on the convergence of the series on the right-hand side of (31), there is a positive constant C (2)k , such that
|βk| ≡ |βk(l)| ≤ C (2)k τL|β1| ≡ C (2)k τL|β1(l)|, k = 1, 2, . . . , K .
From this we have
|βk| ≤ C2τL|β1|, k = 1, 2, . . . , K , (37)
where C2 = max1≤k≤K {C (2)k }. 







|β1|, k = 1, 2, . . . , K .
Proof. According to E0 = 0 and (30), we obtain
α0(l) = α0 = 0. (38)
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|α0|µ1j + µ1j |β1|
= µ1j |β1| ≤
3
2














|β1|, n = 1, 2, . . . , k− 1,





















(f (u(xj, tk−1), xj, tk−1)− f k−1j )













































































































































































































































































































































































































This completes the proof of Proposition 3.6 via mathematical induction. 














≤ C1C2kτe 32 kτL
√
X(τ + h4) ≤ C1C2Te 32 TL
√
X(τ + h4)
= C(τ + h4),
where C = C1C2Te 32 TL
√
X . From this we have.
Theorem 3.7. Assuming that u(x, t) ∈ U(Φ), then the numerical scheme (16)–(18) is convergent with order O(τ + h4).
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4. An improved numerical scheme
We notice that an application of the approximation formulas (8) and (9) leads to the numerical scheme (16)–(18) with
first order temporal accuracy. In order to improve this temporal accuracy, some additional effort is needed.







+ O(τ 2), (39)
where ∇tp(tk) = p(tk)− p(tk−1) is the first-order backward difference.
Proof. See [23].







































+ f (u(xj, tk), xj, tk).
In view of u(x, t) ∈ U(Φ) and Lemma 4.1, we obtain
∇tu(xj, tk)
τ


























∇tu(xj, tk) = ∇t
[
κ1

















+ f (xj, tk)

+ O(τ 3), (41)
or
u(xj, tk)− u(xj, tk−1) = κ1






(tk − s)1−γ (xj,tk)
− κ1




























(tk − s)1−γ (xj,tk)
− κ1




































+ O(τ 2) ds
(tk − s)1−γ (xj,tk) −
κ1
Γ (γ (xj, tk−1))




























+ f (xj, tk)

+ O(τ 3).











u(xj, tk−1) = κ1























(tk − s)1−γ (xj,tk)
− κ1












































































f (xj, tk)+ℜkj , (42)
where
f (xj, tk) ≡ f (u(xj, tk), xj, tk), γ kj ≡ γ (xj, tk), Γ kj ≡ Γ (γ (xj, tk)+ 1),
alj,k = (k− l+ 1)γ
k
j + 1
γ kj + 1
[(k− l)γ kj +1 − (k− l+ 1)γ kj +1],
blj,k = −(k− l)γ
k
j − 1
γ kj + 1













(O(h4)+ O(τ 2)) ds
(tk − s)1−γ (xj,tk)
− κ1





(O(h4)+ O(τ 2)) ds





















(tk − s)1−γ (xj,tk)
− κ1
Γ (γ (xj, tk−1))

O(h4)+ O(τ 2) ∫ tk−1
0
ds










Γ (γ (xj, tk))




Γ (γ (xj, tk−1))
(O(h4)+ O(τ 2)) ((k− 1)τ )
γ (xj,tk−1)
γ (xj, tk−1)
+ O(τ 3)+ O(τh4)
]
, (43)







O(τ 2 + h4) = O(τ 2 + h4).
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f kj , k = 1, 2, . . . , K ; j = 1, 2, . . . , J − 1, (44)
u0j = φ(xj), j = 0, 1, . . . , J, (45)
uk0 = ϕ(tk), ukJ = ψ(tk), k = 1, 2, . . . , K , (46)
where f kj ≡ f (ukj , xj, tk). 
5. Numerical example
In this section, in order to verify our theoretical analysis results, we adopt the numerical scheme (16)–(18) and the











+ f (u, x, t), 0 < t ≤ 1, 0 < x < 1, (47)
with the initial and boundary conditions:
u(x, 0) = 0, 0 ≤ x ≤ 1, (48)
u(0, t) = t2, u(1, t) = et2, 0 ≤ t ≤ 1, (49)
where
f (u, x, t) = u3(x, t)− u(x, t)+ ex

2t − e2xt3 − 2 t
1+γ (x,t)
Γ (2+ γ (x, t))

.
The exact solution of the problem (47)–(49) is
u(x, t) = ext2.
Table 1 shows themaximumerror of the numerical solutions for the problem (47)–(49) by applying the numerical scheme
(16)–(18) for various τ = h4 and γ (x, t). Table 2 shows the maximum error of the numerical solutions for the problem
(47)–(49) by applying the improved numerical scheme (44)–(46) for various τ 2 = h4 and γ (x, t).
From Tables 1 and 2, it can be seen that our theoretical analysis results have been verified by the numerical results, and
the temporal accuracy of the improved numerical scheme is improved.
Fig. 1 indicates the comparison of the numerical solutions using the numerical scheme (16)–(18) and the exact solution
of the problem (47)–(49) when t = 1, for γ (x, y, t) = 30−(xt)4330 and τ = h4 = 1256 . Fig. 2 indicates the comparison of the
numerical solutions using the numerical scheme (16)–(18) and the exact solution of the problem (47)–(49) when x = 0.5,
for γ (x, y, t) = 15+cos6(xt)−xt300 and τ = h4 = 1256 . Fig. 3 plots the absolute error |E(x, t)| of the numerical solutions of the
problem (47)–(49) using the numerical scheme (16)–(18) for γ (x, y, t) = 18−ext+(xt)2−sin4(xt)330 and τ = h4 = 1256 , Fig. 4
plots the absolute error |E(x, t)| of the numerical solutions of the problem (47)–(49) using the improved numerical scheme
(44)–(46) for γ (x, y, t) = 18−ext+(xt)2−sin4(xt)330 and τ 2 = h4 = 1256 , where
E(x, t) = u(x, t)− u(τ ,h)(x, t),
whereas u(τ ,h)(x, t) is the numerical approximation for u(x, t).
Figs. 1–4 show that the numerical solutions fit very well the exact solutions.
6. Conclusion
In this paper, a numerical scheme with fourth-order spatial accuracy has been developed to solve the variable-order
nonlinear Stokes’ first problem for a heated generalized second grade fluid. The stability, solvability and convergence of the
numerical scheme have been discussed via Fourier analysis. An improved numerical scheme has also been developed. In
addition, a numerical example has been given and the numerical results have supported the effectiveness of our theoretical
analysis results. The numerical schemes and numerical analysis tools in this paper can be extended to other variable-order
partial deferential equations with the variable-order Riemann–Liouville fractional partial derivative.
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Fig. 1. Comparison of the numerical solution using the numerical scheme (16)–(18) and the exact solution of the problem (47)–(49) when t = 1, for
γ (x, y, t) = 30−(xt)4330 .
Fig. 2. Comparison of the numerical solution using the numerical scheme (16)–(18) and the exact solution of the problem (47)–(49) when x = 0.5, for
γ (x, y, t) = 15+cos6(xt)−xt300 .
Fig. 3. Absolute error of the numerical solution of the problem (47)–(49) using the numerical scheme (16)–(18) for γ (x, y, t) = 18−ext+(xt)2−sin4(xt)330 .
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The maximum error Emax of the numerical scheme (16)–(18).
γ (x, t) τ = h4 = 116 τ = h4 = 181 τ = h4 = 1256
ext−6 1.2155× 10−2 4.6744× 10−3 2.4734× 10−3
30−(xt)4
330 1.1871× 10−2 4.3593× 10−3 2.2506× 10−3
15+x−t2
300 1.2014× 10−2 4.5056× 10−3 2.3527× 10−3
20−x2+t3
380 1.1980× 10−2 4.4920× 10−3 2.3458× 10−3
15−sin4(xt)
280 1.1991× 10−2 4.4919× 10−3 2.3440× 10−3
5−sin(xt)+xt
60 1.1892× 10−2 4.3844× 10−3 2.2678× 10−3
15+cos6(xt)−xt
300 1.2008× 10−2 4.5014× 10−3 2.3502× 10−3
ext+cos(xt)−(xt)2
100 1.2089× 10−2 4.6053× 10−3 2.4250× 10−3
10−(xt)2+cos4(xt)
280 1.2050× 10−2 4.5494× 10−3 2.3839× 10−3
18−ext+(xt)2−sin4(xt)
330 1.2003× 10−2 4.5027× 10−3 2.3514× 10−3
Table 2
The maximum error Emax of the improved numerical scheme (44)–(46).
γ (x, t) τ 2 = h4 = 116 τ 2 = h4 = 181 τ 2 = h4 = 1256
ext−6 2.7483× 10−3 4.3759× 10−4 6.0968× 10−5
30−(xt)4
330 2.5961× 10−3 5.5280× 10−4 1.4620× 10−4
15+x−t2
300 2.9588× 10−3 8.0157× 10−4 3.5643× 10−4
20−x2+t3
380 2.4413× 10−3 2.7143× 10−4 1.7186× 10−4
15−sin4(xt)
280 2.7197× 10−3 5.6630× 10−4 1.2510× 10−4
5−sin(xt)+xt
60 2.5217× 10−3 4.4097× 10−4 3.8004× 10−5
15+cos6(xt)−xt
300 2.9192× 10−3 7.6506× 10−4 3.2087× 10−4
ext+cos(xt)−(xt)2
100 2.7101× 10−3 4.5963× 10−4 4.1315× 10−5
10−(xt)2+cos4(xt)
280 2.9483× 10−3 7.6181× 10−4 5.6716× 10−5
18−ext+(xt)2−sin4(xt)
330 2.7877× 10−3 6.2873× 10−4 1.8729× 10−4
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