Prediction is a VpicaI example of a generalization problem. The goal of prediction is to accurately forecast the short-term evolution of the system based on past information. Neural network andfirzzy logic techniques are used because they both have good generalization capabilities. The embedding dimension (number of inputs) and the time lag selection problem is treated in this paper. It is proposed, that the selection of the appropriate embedding dimension and time lag for the inpudoutput space construction pkzys an important role in the perfrmance of the above networh. It is shown that the "traditionally accepted" choices for the embedding dimension and time lag are not optimal. The proposed method ofers an improvement over the traditionally accepted parameter choices. Direrent analytical techniques for the determination of these parameters are used, and the results are evaluated.
INTRODUCTION
Time series analysis includes three important specific problems: prediction, modeling, and characterizations. Only the prediction problem is treated in this paper. A time series is a sequence of observable quantities XI, x2, x3, . . . ,
x, taken from a system at regular intervals of time. There are different types of time series: lineadnonlinear, stationaqhonstationary or chaotic time series. We are more concerned with nonlinear, chaotic time series because they are more difficult to predict them and are often the case in most real life problems. The goal of prediction is to accurately forecast the short-term evolution of the system based on past information. Prediction is a typical example of a generalization problem if a neural network is used. The network is first trained on a set of input-output pairs. The trained network is tested afterwards with inputs, which are distinct from the inputs used for training it (generalization test). The network is expected to correctly predict the future outputs fiom the model it has learned during the training session. Neural network and fuzzy logic techniques are used, because they are both capable of mapping an input space to an output space and they have good generalizatiosdinterpolation capabilities [1, 2] . For the purpose of this paper the Elman recment neural network [3] and the Adaptive Network-Based Fuzzy Inference System (ANFIS) [4, 5] are used.
II. THE PROPOSED METHOD

A. The inputfoutput construction problem
The first thing one has to deal with when modeling with neural networks and fuzzy logic is the construction of the inputloutput space. How many inputs are appropriate for the network and what output is the network supposed to give for specific inputs? In addition, how should these inputloutput data pairs be constructed in order to get the best possible results?
A common method in the literature suggests that, given a time series, a time delay reconstruction of the inputloutput space should be constructed, in order to view the dynamics [1, 6, 7] . Thus, if the time series x(n) consists of nobservations, timelagged vectors of the following form are defined where T is the time delay or time-lag and m is the embedding dimension. The problem here is evident: "Given a time series, what is the appropriate embedding dimension and time lag for the inputloutput space construction?''
In the next section, two different analytical methods are discussed. These methods can give good indications regarding the selection of the time lag T and the embedding dimension my in order to construct a desirable inputloutput space.
B. Analytical Methods
Correlation analysis can be used to determine the minimum embedding dimension m for a time series [6] . Correlation analysis calculates the correlation dimension as a function of the embedding dimension by using the correlation integral [8, 9] . The correlation integral is the probability that a pair of points in the attractor are within a distance R of one another. The number of points is counted in the following manner. Whenever the correlation dimension saturates, the attractor is unfolded for the specific embedding dimension (m). The implication is that, if one were to develop a model to simulate the behavior of a time series and to predict its behavior, a maximum of mindependent variables would suffice [6] .
Hurst analysis can be used for studying the cyclical behavior of time series [10, 11] . Two ixriportant items of infomation can be determined from Hurst analysis: the Hurst coefficient and the average cycle length of the time series. These cycles are good indication for determinin g the time horizon one has to consider in order to predict the next points in time. If, for example, a time series has an average cycle length of lo-days it won't be reasonable to predict the 11-th day based on the 10-day history because there is a trend change at day 10. M e r , it will be more reasonable to predict on the 10-th day fiom the last 9-day history because within the lo-day cycle the trend is still persistent. Thus the selection of the embedding dimension (m) and time lag (T) in the input/output construction should exploit the average cycle length. In other words, the empirical formula: m*T = average cycle length can be considered for the determination of the above parameters.
C. Simulation results
For simulation studies of the techniques described above, two different popular time series are used, the ANFIS cannot be tested w i t h an embedding dimension of 10. In fact, for an embedding dimension greater than six, ANFIS becomes very inefficient. Therefore ANFIS was tested with m = 5 and 6.
The following useful conclusions can be derived fiom the above results:
1.
2.
3.
4.
5.
The traditional selection of m = 5 and T = 6 is not the best choice for the embedding dimension and the time lag respectively (non-dimensional error index = 0.0070).
In order to exploit the 50-step average cycle, m = 5 and T =10 length (5*10 = 50) were chosen. The NDEI is 0.0068, which is better than the traditional selection, though there is not a great improvement (3%).
Very good predictions can be achieved when T = 1.
That is because one step prediction is being applied, and it appears that time lag 1 training vectors work well in one step prediction. In other words, since the network is fed with the last updated points at each time, when only the next value is to be predicted, time lag 1 seems to work well for the training.
Similar conclusions can be derived for m = 6. When T = 8 (m*T = 48), the NDEI = 0.0016 which gives a 77% improvement over the traditional error.
Surprisingly, when m, T are chosen to exploit half the average cycle length the smallest errors can be achieved. For m = 5, T = 5 (m*T = 25), the NDEI = 0.0039. For m = 6 and T = 4 (m*T = 24), the best prediction with NDEI = 0.0013 (81% improvement over the traditional error) is achieved. The network seems to work better if the inpdoutput training set is constructed with a time horizon equal to half the average cycle length. This is because there is a major change around the middle of the 50-step average cycle. The network prefers to be trained based on this 25-step trend change rather than the 50cycle length.
Multiple step prediction is usually required in real life prediction problems. In this kind of prediction, one step ahead is initially predicted, and afterwards the first prediction is fed back in order to predict the value two steps ahead. By feeding back the last prediction, multiple step prediction can be achieved. Most forecasting techniques do not perform very well in multiple step prediction [4, [14] [15] [16] . Thus, in order to check if the selection of initial parameters is important, multiple step prediction simulations are applied.
Correlation analysis can give a strong indication of the chaotic nature of the Mackey-Glass time series. This indication for chaotic behavior implies that the time series is predictable strictly in the short term, A 13-step prediction was attempted, and simulation tests were conducted to investigate ANFIS behavior. The training data set x(lOl)-x(600) was used again, and the next 13 values were predicted. The network was trained for 100 epochs and for embedding dimensions m E [3, 6] and time lags T E [1, 15] . The non-dimensional error index (NDEI) was used as a performance measure. The results are shown in Table 2 . The following conclusion can be derived fiom these results: 
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]Time I NDEI I NDEI I NDEI I NDEI Table 2 Error index for 13-step prediction, with different parameters 2. Better results can be achieved when the time horizon is chosen around 50 (average cycle length). For example, for m = 5 and T = 11 (m*'I' = 5 3 , NDEI = 0.01 15. The 25-step trend change appears to be not as important in multiple step prediction.
The choice of T = 1 does not work well here as in the case of one step prediction. Predicting several steps ahead is not the same as predicting one step at the time. The reason is that the prediction one step ahead is more correlated than the prediction two steps ahead, and so on. When predicting 13 steps ahead, knowledge of initial conditions is lost. Constructing the appropriate inputloutput space seem to be helpful, since better predictions can be achieved for a longer future time horizon. Thus, choosing the appropriate initial parameters is more crucial in multiple step prediction, than in one step prediction,.
The best predictions can be achieved when m = 6 and T = 9 (NDEI = 0.0018). It can be seen that m*T = 54
is very close to the traditional SO-step average cycle length.
Similar results were achieved when predicting with the Elman neural network (one step and multiple step prediction), and in the case of the sun spot data [17$
IJI. CONCLUSIONS
The selection of the appropriate embedding dimension and time lag for the inputloutput space mnstmction plays an important role in the performance of the networks that have been used for time series prediction. The proposed method offers an improvement over the "traditionally accepted" choices. The analytical methods described in Section A are helpful for determining the appropriate embedding dimension and time lag for a given time series.
When performing one step prediction, choosing a time lag of one is generally the best choice for the inputloutput vector construction. However, in multiplc: step prediction, 
