Syntrophic systems are common in nature and include forms of obligate mutualisms in which each participating organism or component of an organism ob-8 tains from the other an essential nutrient or metabolic product that it cannot provide for itself. Models of how these complementary resources are allocated between part-10 ners often assume optimal behavior, but whether mechanisms enabling global control exist in syntrophic systems, and what form they might take, is unknown. ing that growth of plant organs that supply complementary resources, like roots and shoots, can occur autonomously, we present a theory of plant growth in which root-14 shoot allocation is determined by purely local rules. Each organ uses as much as it can of its locally produced or acquired resource (inorganic nitrogen or photosynthate) 16 and shares only the surplus. Subject to stoichiometric conditions that likely hold for most plants, purely local rules produce the same optimal allocation as would global 18 20 novel approach to plant growth modeling because it assumes a simple mechanism of root:shoot allocation that can be considered a higher-level physiological rule, from 22 which the optimal growth outcome emerges from the system's dynamics, rather than being built into the model. Moreover, our model is general, in that the mechanism of 24 sharing the surplus can readily be adapted to many obligate syntrophic relationships.
control, even in a fluctuating environment, with sharing the surplus being the specific mechanism stabilizing syntrophic dynamics. Our local control model contributes a which the optimal plant growth and allocation outcomes emerge from the systems dy-154 namics, rather than being built into the model or being contingent upon the composition of the local competitive community. Instead of invoking specific physiological 156 mechanisms controlling movement of resources between roots and shoots, such as translocation resistance, we assume that each operates selfishly, and our model is ag-158 nostic as to the specific physiological mechanisms involved. We draw on previous models on reef corals (Muller et al. 2009; Cunning et al. 2017) , in which intracellular 160 dinoflagellates of the genus Symbiodinium perform photosynthesis using nutrients acquired by the animal host, and the animal in turn uses photosynthate from the sym-162 biont as a source of chemical energy and carbon. Host and symbiont were assumed to operate "selfishly," making only surplus resource or metabolic product available 164 to the partner. Such local control of resource sharing offers an alternative to global control and has the advantage of not requiring assumptions as to how global con-166 trol operates. We constructed a conceptually similar ordinary differential model for a plant with inorganic nitrogen and photosynthate as the shared resources (Kooij-168 man 2010). Roots and shoots are each able to supply only one of the resources, either through assimilation from the environment (roots and nitrogen, analogous to the 170 coral) or through synthesis (shoots and photosynthate, analogous to Symbiodinium). There is no global control of resource sharing, as each partner only passes surplus to the other, in keeping with early hypotheses for the regulation of root and shoot growth (White 1937) . Each partner's biomass production utilizes the resources in a fixed sto-174 ichiometric ratio (Davidson 1969; Garnier 1991) . Partners may differ in the extent to which each needs the resource supplied by the other, in keeping with stoichiometric 176 differences between organs such as roots and shoots. Production kinetics are modeled as a function of the input streams of the two resources. Resource assimilation rates 178 are modeled as a function of the relevant partner's biomass (Muller et al. 2001 ).
We used linearized stability analysis to derive conditions for achieving a stable 180 equilibrium between the assimilation capacities of roots and shoots. This analysis shows that the passive allocation system of relying on sharing of surplus resources 182 as a mechanism of local control achieves the same growth rate and biomass allocation as could be achieved by a hypothetical global controller, under a broad range 184 of conditions. An investigation of the transient dynamics that occur in response to changes in environmental conditions or a drastic loss of root or shoot tissue shows 186 that the response achieved via local control is actually superior in many scenarios to the expectations of the functional equilibrium hypothesis described above. 188 
A Model for Growth of an Idealized Plant
Our idealized plant has two components, called "roots" and "shoots". Their biomasses, 190 denoted by R(t) and S(t) respectively, are the primary state variables in our model. The former is an abstraction of the organ responsible for assimilating water and 192 macronutrients, while the latter is an abstraction of the organ for absorbing light and assimilating carbon into photosynthate. We call the principal macronutrient "N" and the photosynthate "C". The "biomass" of each component is defined to include only biologically-active tissues, and therefore does not include xylem, cork, or bark, which Recycling fluxes of roots and shoots (mass/time) (7) R Active biomass of roots (mass) (2) S Active biomass of shoots (mass) (2) T R , T S Turnover rates for root and shoot mass (mass/time) (2, 6) U C , U N Assimilation rates for C and N (mass/time) (4) u, u * Assimilation ratio (α C S)/(α N R) and equilibrium value (12, 25, 30) u
Modified assimilation ratio (α C S)/(α N R) (includes resorbed N in shoots) (21) V (z), W (z) Auxiliary functions for uniqueness (31, 34) x, y
Auxiliary variables for the symmetric ratio-based SU (28) α C , α N Assimilation rate constants for C and N (1/time) (4) Contribution of N resorption to shoot SU (8) η R , η S N:C ratios for root and shoot formation (1, 5) ρ C , ρ N Rejection fluxes of C and N (mass/time) (5) σ R , σ S N resorption factors for root and shoot (7) Φ(z),Θ (z)
Ratio-based synthesizing unit function and complement (17, 18, 19, 27, 29) are functional tissues comprised of dead cells. Formation of functional tissues comprised of dead cells, for example, development of xylem from the vascular cambium, 198 is considered to be a portion of the turnover of root and shoot biomasses. We assume that assimilated resources are used immediately to create new root and allocation model that does not assume global control. We discuss the potential impact of reserves on dynamics in the Discussion. 206 The core assumptions, and the notation for state variables and for the flows of C and N, are shown in Figure 1 and listed below. (See Table 1 for a summary of 208 notation.) 1. Root biomass and shoot biomass have fixed, but different, stoichiometries. We 210 define one unit of R to be the amount of that component that is made using one mole of C and η R moles of N; similarly, one unit of S is made from one unit of C 212 and η S units of N. The ratio of the stoichiometric factors,
the net loss rate coefficients γ i , while the larger resorption rates for N are included explicitly. The fractions σ i can be adjusted to account for variation among species 238 in the fraction of biomass loss that is owing to senescence and in the efficiency of the plant in resorbing N from senesced tissue. 240 The model dynamics are then given by two biomass balance equations
together with a set of equations implementing the model assumptions to yield formu-242 lae for the flows in Figure 1 :
Biomass production rates:
C and N assimilation rates:
C and N rejection rates: Turnover rates:
N-resorption rates:
In the production rate equations (3), the functions F i (i = R,S) relate the output from the root and shoot SUs to the C and N input rates for component i. The stoichiometric 250 factor η −1 i is incorporated into the argument of the function so that the SU models can assume that the correct stoichiometric ratio of the inputs is always 1:1.
252
We define new compound parameterŝ
whereα N simplifies the notation by incorporating the assimilation and recycling of 254 N in the roots in a single term, while being dimensionally equivalent with the corresponding parameter α C for the C input to shoots, and Γ is a dimensionless measure of the contribution of N recycling in the shoot to shoot SU dynamics. Substituting from (4-7) into (2) and (3) and simplifying with (8) yields the dynamic equations
with the production rates determined by the coupled algebraic SU system shoot:root ratio S/R, with shoot and root growing at a common rate. This suggests modeling the system dynamics using just one of the components as a measure of 266 plant size while using the shoot:root ratio to represent the balance between the organs. We can go one step further by recognizing that the system behavior depends on the 268 assimilation rates achieved by the roots and shoots rather than the biomasses per se. Hence, The best choice of variable to represent shoot:root balance is the "assimilation 270 ratio," defined as the dimensionless ratio of the C assimilation rate in the shoot to the total N acquisition rate in the root SU (including N resorbed from root turnover as 272 well as N assimilated from the environment): 1
The differential equation for u follows from the root and shoot differential equations 
for any two scaled input streams v and w of C and N, respectively.
The parallel complementary SU

296
We outline the rationale for the PCSU in Appendix A (online resource), where we show that with one additional simplifying assumption to those of Kooijman, the for-298 mula for production rate from a PCSU with input fluxes v and w is
(15) 300
The kSU
We define the "efficiency" of an SU as the biomass production rate when both inputs 302 arrive at unit rate, given that we have defined SUs so that one unit of production requires one unit of each input. The minimum rule has efficiency E mr = F mr (1, 1) = 1; 304 this is the largest possible efficiency, as the rejection fluxes are both 0. In contrast, the efficiency for the PCSU is noticeably lower, at E pc = F pc (1, 1) = 2/3. In order to 306 explore the ramifications of SU efficiency, we consider an empirically-based family of SU functions (henceforward referred to as the "kSU") defined by
the efficiency of these functions is given in terms of k by
The k family can therefore achieve any efficiency from 0 to 1. The minimum rule 310 SU can be thought of as the limiting kSU as k → ∞. The PCSU is not obtainable in the kSU family; however, the kSU offers a very close approximation to the PCSU 312 when the parameter k is chosen to match the efficiency E = 2/3 of the PCSU; that is, k = ln 2/ ln 1.5 ≈ 1.71.
Symmetric ratio-based SU functions
All three of the SU functions we are considering are examples of a broad class of 316 possible SU functions that are symmetric and nonlinear only with regard to the ratio of inputs; that is, they can be written in terms of a function Φ such that
In particular,
for the PCSU and
for the kSU. Given a fixed amount of the resource u, any continuously differentiable SU func-322 tion should satisfy F(u, 0) = 0, ∂ F/∂ v ≥ 0, and lim v→∞ F(u, v) = u; we therefore assume corresponding properties for Φ:
The observation that SUs can be represented by a function of the input ratio alone facilitates the analysis of the model. 326 
Analytical and numerical methods
The model dynamics are not specified solely by the combination of the balance equa-328 tions and the flux specifications. This is because the production and rejection fluxes are defined implicitly with an algebraic system that may have multiple solutions. The 330 analysis necessarily focuses on identifying conditions whereby multiple solutions can occur and elucidating the dynamics of the state variables under these conditions.
332
Recognizing this inherent difficulty, we adopt two contrasting approaches that allow unambiguous integration of the ODEs even with multiple possible solutions to 334 the algebraic equations, and have verified that, with one caveat mentioned below, both give identical solutions for a broad range of parameter values and initial conditions.
336
The simplest approach recognizes that it is possible to specify a variant of Euler integration for the differential equations that avoids solving any algebraic equations.
338
Mass balance is achieved by assuming that "transfer" of material between components of the system takes one infinitesimal time step, dt. Thus, for example, carbon 340 rejected from the shoot SU at time t arrives at the root SU at time t + dt. Approximating this infinitesimal time step with a very small integration time step ∆t allows 342 us to update the two state variables, R and S, using a set of difference equations. Very occasionally this method exhibits numerical instability, but this can be avoided using 344 modified Euler integration.
An alternative approach to assuring a unique solution is to impose an additional problem requirement that the rejection fluxes should be continuous in time whenever possible. This extra condition will be shown to resolve any uniqueness issues that arise in the dynamics. In the case of the minimum rule SU, the algebraic system is simple enough to be solved analytically, allowing a complete description of 350 the dynamics without any numerical analysis (Section 3). In the case of the general continuously-differentiable symmetric ratio-dependent SU, the algebraic SU system 352 and the associated dynamical system can be solved unambiguously over consecutive intervals in time in which the assimilation ratio u is monotone (Section 4). 
This quantity differs from u in that the numerator is the excess rate of C assimilation beyond what is needed to use all of the resorbed N in tissue construction rather than 366 the total rate of C assimilation.
The SU solution has two cases (see online resource, Appendix B, for details), 368 depending on whether β is larger or smaller than 1. The two cases coincide at the bifurcation point β = 1. 1. If β > 1, the C:N ratio for roots is higher than that of shoots, meaning that each resource is relatively more important to the partner that must import it than it is 372 to the partner that assimilates it; in this case the minimum rule SU always has a unique solution, with Q R and Q S depending on which resource is limiting.
374
(a) Both the shoots and roots are C-limited ifû ≤ β −1 < 1; then all resources are used by the shoot SU:
(b) Each component is limited by its imported resource if β −1 <û ≤ 1; then resources are shared:
(c) Both the shoots and roots are N-limited if β −1 < 1 ≤û; then the shoot SU retains its resorbed N and a stoichiometric amount of C, while all other re-380 sources are used by the root SU:
2. If β < 1, the relative importance of the local resource for each component is 
Dynamics with the Minimum Rule SU
394
Growth dynamics are strongly influenced by the possibility of multiple SU solutions; hence, we consider β > 1 and β < 1 separately. 396 1. When β > 1, the system evolves from any initial state to an equilibrium assimilation ratio u * that is the positive solution of the equation
where
2. When β < 1, the dynamics are complicated by the nonuniqueness of SU solutions 400 in the modified assimilation ratio range 1 <û < β −1 . As noted above, we enforce uniqueness with the additional biologically-motivated requirement that the pro-402 duction rates Q R and Q S should be continuous whenever possible, in which case the system evolves to a limit cycle consisting of a phase with Q R = 0 andû in-404 creasing from 1 to β −1 alternating with a phase with Q S = 0 andû decreasing from β −1 to 1. assimilation ratio evolves monotonically to its unique stable equilibrium value (25) 412 at a location on the slanted line that is determined by the combination of parameters. There is no root growth whenû is small and maximum root growth whenû is large.
414
In the intermediate range, each SU has a surplus of its local resource and must reject some to the other SU. Root growth is near maximum when the C surplus in the shoot 416 is high and near 0 when the C surplus in the root is low.
When β < 1, there is never a point at which both SUs are rejecting a surplus to 418 the other. As an example, suppose the initial state is deficient in shoots; that is,û < 1, as illustrated in panels (e)-(f). Both components are initially C-limited, so all of the 420 C is used in the shoot SU (Φ(y) = 0), which causesû to increase. The other two SU solutions arise at the moment thatû = 1; however, both of these solutions (23, 24) 422 produce the result 1 u
which would move the system back toward lowerû and the unique solution Q R = 0, 424 immediately eliminating these solutions. Instead, we must assume that the shoot SU maintains control of the C stream as long as possible; that is, untilû = β −1 . At the 426 momentû reaches this critical value, (23) becomes the only viable solution. Shoot production is no longer possible, so the entire C input stream is rejected to the root.
428
Since the system is now N-limited, root production jumps to the maximum. This causesû to decrease, but maximum root production stops only whenû reaches 1, at 430 which point the system state reverses again.
Analysis and Results for the Continuously-Differentiable Symmetric
432
Ratio-Based SU
The defining equations for the continuously-differentiable symmetric ratio-based SU 434 (10,11) can be recast as
where the auxiliary variables x and y are determined by a system of two algebraic
with u the current state of the system and
The assimilation ratio dynamic equation (13) becomes
where we have explicitly identified Φ in terms of the state variable u.
440
The mathematical analysis is necessarily more complicated than that for the minimum rule SU. Details of the derivations of (27), (28), and (30) and the analytical 442 results summarized in the remainder of this section are in Appendix C (online resource). 444 
Analysis of the continuously-differentiable symmetric ratio-based SU problem
The SU system (28) has these properties : 446 1. There is at least one solution for any state u and parameters β and Γ .
Solutions are unique whenever the SU function satisfies
3. When (31) is not satisfied, multiple solutions are possible only if β is less than a critical value β c , defined by
with (x c , y c ) defined as the solution of the equations
In general, the value of β c must be determined numerically; it can also be approximated asymptotically for small Γ (online resource, (39)). in such a way that the shoot:root ratio S/R and, equivalently, the assimilation ratio u, approach equilibrium values. Moreover, the differential equation for u is decou-460 pled from the equations for the state variables. These features make the dynamics of the assimilation ratio important to understand. Equilibrium assimilation ratios must
along with the SU equations (28). The growth model has these properties: 464 1. There is a unique equilibrium assimilation ratio 0 ≤ u * ≤ ∞.
The equilibrium assimilation ratio is asymptotically stable whenever
where (x * , y * ) is the solution of (35) and
which is obtained by eliminating u from (28). This is always true when the SU 468 satisfies (31) or when β > β c . When neither of these conditions are met, stability depends on α and γ as well as β and Γ (See Figure 3 , panels (e) and (f)). 
Results for the PCSU and the kSU
For the PCSU, the inequality (31) is only satisfied for z ≤ 1, so uniqueness of so-472 lutions depends on having β ≥ β c , which is given asymptotically (online resource (39)), with y 0 = 1,
For the kSU, uniqueness is guaranteed when k ≤ 1 and requires β ≥ β c otherwise; the relationship of β c and k (h = 1/k) is shown in Figure 3 , panel (d).
476
Additional properties of the SU system are illustrated in Figure 3 , panels (a)-(c), as plots of root production relative to its possible maximum (Q R /α N R = Φ(y)) as . Panel (f) shows the effect that Γ has on stability. The 506 outermost curve, for Γ = 0 is symmetric about log α = 1. As Γ increases, the unstable region decreases. The decrease is more prominent for large α than small because the 508 effect of N resorption is more important when N assimilation is slow. Note that the middle curve corresponds to the k = 4 curve of panel (e). . The assimilation ratio u (12) increases when P > 0 and decreases when P < 0; hence, trajectories in the uP plane are curves that move to the right when P > 0, to the left when P < 0, and jump to a different part of the curve when continuous movement is not possible. Figure 4 shows the dynamics of the assimilation ratio. The dependence of the equilibrium value on α is shown in panel (a). The remaining panels show plots in the 512 uP phase plane for the five points marked as solid dots in panel (a). When β > β c (the two lowest curves in panel (a)), u * is a strictly increasing function of α, P(u) is 514 strictly decreasing, and the assimilation ratio changes monotonically from any initial value to the stable equilibrium. When β < β c , there are five possibilities, depending 516 on how the values of α and u * compare to the local extrema (α 1 , u 1 ) and (α 2 , u 2 ) (with α 1 < α 2 ) of u * versus α. These five possibilities are shown in the remaining 518 panels. Panels (b) and (c) have α < α 1 . The stable equilibrium is approached monotonically if starting from u < u 1 . If starting from u > u 2 , u decreases to u 1 ; at that 520 point, continuous change in du/dt is no longer possible, so the solution jumps to the upper branch and then moves monotonically to u * . Panels (d) and (e) have α > α 2 , 522 with behavior symmetric to that where α < α 1 . In the case of moderate values of α (panel (c)), the unique equilibrium ratio cannot be reached from either direction; 524 instead, the assimilation ratio achieves a limit cycle with a small range of u values and a periodic discontinuity in du/dt. Note that the additional rule used to select one 526 of the nonunique SU solutions (trying to maintain continuity of du/dt) does not apply when the initial assimilation ratio is between u 1 and u 2 . In this case, the correct 528 branch of the p vs u curve is unknown, as it depends on information from before the initial point. Regardless of the choice of SU, the model should be able to predict system behavior 542 that is consistent with general biological principles. Here we consider two issues regarding the response of the system to changes in resource availability or assimilation 544 capacity. Note that we need only consider changes in the dimensionless parameter α: either an increase in α C or a decrease in α N result in an increase in α, and the 546 opposite changes produce a decrease in α.
510
First, we consider the equilibrium shoot:root ratio of the plant changes with α; 548 second, we consider the extent to which the local control allocation strategy of the model successfully responds to changes in α. Figure 4 . 1. In all cases, decreasing the availability of one of the resources causes a readjustment to build more of the component that collects that resource. 556 2. A reasonable empirical model for equilibrium shoot:root ratios is The local allocation rule in our model allows a plant to adjust its strategy as resource availability changes, but only in an inflexible way dictated by the behavior of the 576 root and shoot SUs corresponding to the given input streams. It is natural to ask whether the additional flexibility of a global control mechanism might make the plant 578 respond better by controlling those input streams. We can implement global control by introducing allocation parameters κ C and κ N to represent the fractions of C and N 580 that are sent to the local SU. Local control requires that these parameters be unity, but we now postulate the existence of an unspecified global control mechanism that could 582 set κ C < 1, for example, thereby diverting some of the C resource stream directly to the root. The parameter κ is used in a similar way in Cheeseman (1993), except that 584 it is set to a constant value there, while we are allowing it to be chosen dynamically to achieve growth behavior that is optimal according to some specified measure. Total 586 biomass is not necessarily the appropriate measure, as it is unclear whether units of root and shoot should be considered to be of equal value.
588
While a complete investigation of the optimal control problem is outside the scope of this work, two results suggest the capacity for local control to achieve optimal or 590 near-optimal outcomes.
Optimal balanced growth for the PCSU and kSU 592
First suppose the function Φ satisfies the requirement
which is the case for both the PCSU and the kSU (see online resource, Appendix 594 D) and that β > β c , so that the equilibrium assimilation ratio is stable. When these requirements are met, any pair (κ C , κ N ) of fixed allocation parameters results in a 596 stable equilibrium assimilation ratio u * (κ C , κ N ), with u * (1, 1) the equilibrium assimilation ratio for local control. The stability of u * means that the root and shoot have a 598 common growth rate λ (κ C , κ N ), which we take as a working definition of "balanced growth" in the context of our linear growth model. Since this balanced growth rate 600 applies to both root and shoot, there is no ambiguity in defining optimal to be that pair (κ C , κ N ) that produces the largest growth rate. We show in Appendix D (online 602 resource) that the largest growth rate under these conditions is always achieved with κ C = κ N = 1; hence, the optimal global control strategy for the long term in this case 604 is to use local control.
Optimal approach to balanced growth 606
It is not surprising that local control tends to achieve the best long-term outcome, as resources diverted directly to the partner are more likely to be wasted than resources 608 sent first to the local SU. The more interesting question is whether local control can be bested by a global control strategy in the approach to balanced growth by making 610 u approach the final optimal value u * (1, 1) more quickly than is accomplished with local allocation. Indeed, the theoretical results of Iwasa & Roughgarden (1984) sug-612 gest that it would be optimal for the plant to divert resources so as to achieve balanced growth as quickly as possible. However, the question needs investigation because the 614 Iwasa & Roughgarden model is for a system with only one resource. While a full solution of the optimal control problem is beyond the scope of this 616 paper, it is a relatively simple matter to compare local control against the global strategy suggested above, namely choosing a two-phase approach in which all resources 618 are initially diverted to the deficient partner in phase 1 and then the κ values are reset to 1 as soon as the stable equilibrium assimilation ratio u * (1, 1) is achieved.
620
(A strategy consisting of two discontinuous phases is known in control theory as a "bang-bang" strategy -see Hocking (1991) for example.) 622 Figure 7 illustrates the comparison between a purely local allocation strategy and the two-phase strategy of first shunting all C to the root so as to achieve the ultimate 624 stable equilibrium assimilation ratio as quickly as possible followed by local control to maintain that assimilation ratio. This strategy, shown by the solid curves, is clearly 626 inferior to the purely local control strategy shown by the dashed curves. The shortterm benefit of more rapid root growth is not enough to compensate for the inadequate 628 growth of C assimilation capacity otherwise achieved with local control. Fig. 7 Simulations for the PCSU with β = 2, Γ = 0.05, γ R = γ S = 0.1, α C =α N = 1; the dashed curves are for local allocation κ C = 1 and the solid curves are κ C = 0 until u = u * (1, 1) followed by local allocation. The plots show that the overall growth of roots as well as shoots is decreased by a strategy of achieving balance as quickly as possible rather than allowing local allocation to operate.
Discussion
630
Allocation of biomass between roots and shoots in plants has often been modeled using some form of global control that optimally allocates resources to maximize the 632 whole-plant growth rate. This approach can be problematic because it assumes foreknowledge of environmental conditions and the optimal allocation strategy for those 634 conditions, and because the true underlying physiological mechanisms that could achieve such global control, provided it actually exists in nature, are complicated 636 to specify. We show here that such global control is not necessary for mathematical modeling of plant growth and allocation. In the local control theory of plant resource 638 allocation that we present here, each component (shoot or root) is allowed to use as much as it can of its locally produced resource (C or N, respectively), given organ 640 stoichiometry. This mechanism of only sharing surplus resources can be considered a fundamental, higher-level rule of allocation operating between syntrophic entities 642 (i.e., between components within an organism or between organisms). Among plants, it is likely that the lower-level physiological processes achieving this higher-level rule 644 are complex and may vary among plant species, but in our model, these do not need to be specified. This differs from dynamic optimization and global control in that 646 our model does not prescribe what should be maximized, nor does it dictate how a plant should maximize it. Instead, in the local control theory, the optimal outcome 648 emerges from modeling the higher-level rule of only sharing surplus resources, making it more generally applicable. Such purely local allocation rules can achieve the 650 same optimal allocation outcome as a global allocation rule, provided the equilibrium assimilation ratio (the ratio of C assimilation rate to total root N collection rate during 652 balanced growth) is stable, as it is often expected to be in syntrophic systems. Thus, the mechanism of local allocation is sufficient to allow plants to respond to a chang-654 ing environment so as to maximize growth and allows optimal patterns of root-shoot allocation to emerge from the dynamics of the model, rather than being specified by 656 resource partitioning functions.
Stability and natural systems 658
Stability of the equilibrium ratio of C assimilation to N assimilation (u), and the corresponding equilibrium ratio of shoot biomass to root biomass, depends on three 660 factors: the SU efficiency (1 for the minimum rule, 2/3 for the PCSU, and 2 −k for the kSU), the relative value of the imported resource to the local resource (β ) , and the 662 resource accessibility balance (α), as shown in Figure 3 , panels (d)-(f). Below, we describe the conditions under which stability arises in our model, relative to condi-664 tions frequently observed in natural systems.
1. Stability is guaranteed when the SU efficiency is very low. 666 2. Stability is guaranteed when the imported resource is of greater value to each component than is the locally-produced resource (that is, the C:N ratio of the 668 N-producing component is higher than that of the C-producing component). 3. When neither of these two sufficient conditions holds, there is a threshold value 670 of the stoichiometric ratio for shoots and roots (β ) for stability that increases from 0 for very inefficient SUs to 1 for the maximally efficient SU (the minimum rule 672 SU). 4. Irrespective of SU efficiency, the equilibrium assimilation ratio can still be stable 674 if there is sufficient imbalance in the availability of resources (Figure 3 , panels (e)-(f)).
676
The second of these conditions is perhaps the most important, since it describes precisely the context under which there would be natural selection for symbiosis, and 678 so is often expected to be met in syntrophic systems. In vascular plants, the N requirement for C assimilation is considerably larger than for N uptake, which implies 680 a large value for β . The importance of this point is reinforced by noting that nitrogen is not necessarily the limiting resource represented by "N." For example, carbon fix-682 ation can be limited by the regeneration of ribulose bis-phosphate (Mott et al. 1986). But again, this would make the C:N ratio of shoots lower than that of roots (with 684 phosphorus as N). For syntrophies in which the components have lower need for the imported resource, β may be less than one, but perhaps not low enough to permit 686 instability.
Should none of the three sufficient conditions for stability be met, the deciding 688 factor is the dissimilarity of assimilation rate coefficients α C and α N for photosynthate and inorganic nutrient respectively. These coefficients represent a composite of 690 plant traits, such as specific leaf area, specific root length, and C:N ratio, which determine the assimilation efficiency of a unit of shoot or root biomass (Reich et al. 2003),
692
as well as environmental factors, such as the availability of sunlight and soil nutrients. Large differences in the assimilation rate coefficients push the system toward stabil-694 ity, whereas small differences push it toward instability. Our model treats these coefficients as constants, but in a real system they may vary over time as plants plastically 696 grow organs with different trait values or as environmental conditions change. Thus, a system that is sufficiently efficient and has stoichiometry sufficiently favorable for in-698 stability might alternate between periods of stability and instability. Separating plant trait-related factors and environment-related factors into different parameters would allow greater flexibility in modeling the interactions between components of specific syntrophic systems and their plastic responses to environmental variation.
When the equilibrium assimilation ratio u * is unstable, the system oscillates between periods when a large root construction rate causes the assimilation ratio to de-704 crease beyond u * and periods when a large shoot construction rate forces it to increase beyond u * (see Figure 4, panel (d) ). The system therefore cycles between conditions corresponding to mutualism (simultaneous sharing of locally produced resource) and parasitism (hoarding of the locally produced resource while still receiving the im- SU will consume all of its local resource, causing rapid growth while inhibiting its partner's growth. If this trend is unchecked, the assimilation ratio will move beyond 712 its stable value and the relationship will become parasitic. However, this condition in our syntrophy model is self-correcting. The more the growth of the parasitic partner, 714 the more of the local resource it has available; eventually there is so much that some must be shared due to tissue stoichiometry. Instability occurs when each of the com-716 ponents can acquire resources fast enough, due to their comparable alphas, to take a turn as the parasite. This alternating parasitism is checked, however, when either of 
Local versus global control 724
Any model of plant growth needs to have rules for allocating resources to the different organs that comprise the plant. It is intuitive to prefer allocation outcomes to be opti-726 mal in some sense, such as producing a maximum rate of biomass growth. This is the premise of Iwasa & Roughgarden (1984) , as generalized by Velten & Richter (1995) , 728 which identified the allocation strategy that achieves optimal growth of a plant model in which carbon and water are the only scarce resources. In general, one might expect 730 the greater flexibility of global control to yield evolutionarily superior outcomes than can be produced via local control. This is not the case in our local control theory 732 of plant resource allocation, as we demonstrated by comparing our standard model with a variant that incorporates global control by allowing time-dependent fractions 734 of locally-produced resources to be sent directly to the partner without having to be rejected by the local SU. In the long-term simulation (with parameters such that the 736 equilibrium assimilation ratio is stable), shunting any fixed portion of either resource directly to the partner, as is assumed for above vs belowground carbon allocation in ity (e.g., defoliation by a pest). The local control model states that the way to restore the balance is to allocate endogenous resources so as to increase the collection ca-750 pacity for the deficient exogenous resource, without decreasing the collection rate of the excess resource. Moreover, in the absence of resource storage, intuition suggests 752 that the best short-term strategy in such cases would be to allocate all resources to growing the deficient organ until the optimal ratio of resource assimilation capacities 754 is achieved. This strategy is optimal in the simpler setting of Iwasa & Roughgarden (1984) and Velten & Richter (1995) , but it does not perform as well as local control 756 in our model. The initial situation for the simulation presented in Figure 7 is the aftermath of a sudden loss of N assimilation capacity. The two-phase strategy of initially 758 shunting all C directly to the root has the short-term benefit of maximizing immediate root growth. However, the cost is that the plant fails to invest any resources into main-760 taining its C assimilation capacity. The more rapid loss of this capacity that occurs with the two-phase strategy as compared to local allocation has a long-term detrimen-762 tal effect on root growth by decreasing the future flow of excess C from shoot to root. Local control seems to find the right balance between these benefits. This result illus- in which there is a sudden loss of C assimilation is analogous. The equilibrium assimilation ratio is always optimal; however, it can only be 770 achieved through local control when it is stable, such as when β > 1, which should usually be the case in natural systems like most vascular plants. When the ratio is 772 unstable, the maximal growth rate can only be achieved through global control. The optimal behavior in this case appears to be to use local allocation until the equilibrium 774 assimilation ratio is achieved and then use global control to maintain that assimilation ratio. Thus, the success of local control in managing resources in a theoretical plant 776 model in most cases suggests that models of plant growth do not require an allocation submodel that assumes global control and considers strategies to achieve some 778 optimal outcome.
Assumptions, caveats, and extensions 780
The local control theory of plant resource allocation developed here makes several simplifying assumptions that may need to be relaxed in application to real biological 782 systems. Realistic mortality mechanisms would need to be incorporated in order to provide insights on the adaptive value of different allocation strategies that involve 784 resource storage, defense, stoichiometric plasticity, or dormancy. As is true of many plant growth models, complicated processes have been abstracted into single param-eters. For example, the σ S parameter that controls the fraction of N in leaf turnover that can get recycled is actually a combination of resorption efficiency (Aerts, 1996) and herbivory. The former is a functional trait, while the latter is a combination of ecological conditions and the extent to which resources are allocated to chemical or 790 physical defenses. To fully understand the complex determinants of trade-offs between allocation to growth versus defense, the resorption efficiency and herbivory 792 factors should be decoupled, but the latter would instead need to be coupled to the assimilation coefficient α C to capture growth-defense trade-offs (Herms and Mattson 794 1992); i.e., more resources used for defense against herbivory means less resources used for the machinery needed for C assimilation.
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The interacting components (roots and shoots) in the local control model presented here are characterized as "biomass" with fixed stoichiometry. Actual plants The scope of our model is necessarily limited. Consistent with the spirit of many 806 ecological models, we use an idealized abstraction of a real plant as having only two components (root and shoot). We focus exclusively on growth, not on reproduction 808 or survival. We do not explicitly model competition between plants for light or nutrients, although it would be straightforward to develop an individual-based population 810 model in which each plant followed the rules proposed in our model but was coupled to a shared environment. 812
Implications for modeling syntrophic mutualisms
The local control theory of plant resource allocation that we have developed here can 814 be applied or adapted to a wide variety of obligate syntrophic relationships, including mutualisms among organisms, particularly since local control as a mechanism for re-816 source allocation between partners implicitly assumes that the unit of selection is the partner, not the holobiont. Mycorrhizal fungi are obligate symbionts of plants that are 818 largely incapable of acquiring carbohydrates on their own, but are more efficient than plant roots in acquiring nutrients from soil. They trade soil-and litter-derived nutri-820 ents, such as phosphorus, for plant-derived carbohydrates (Smith & Read 2008). Our model would require some modification in order to be applied to plant-mycorrhizal 822 interactions, since it assumes that each partner is incapable of acquiring the resource it imports from its partner. However, mycorrhizal fungi produce structures inside plant 824 roots that absorb carbon and structures outside of the plant root that absorb resources from soil. Allocation to such intra-versus extra-radical structures is plastic for ar- plies a vitamin requirement for the other, but one also produces an inhibitor. There were large amplitude oscillations in continuous culture of these bacteria, superficially 834 resembling those in Figure 2, panel (e) . Adding a proteolytic enzyme (presumably destroying the inhibitor) lead to a growth burst stimulated by the mutualisitic inter- allocation, or a combination of these, is responsible for the stability of that model is not clear. However, the analysis in the present paper points clearly to sharing the 856 surplus as the primary stabilizing mechanism. Furthermore, our analyses indicating no need for global control of resource allocation in plants gives added credibility to A1 shows the possible transitions among states. Transition rates into states that accept inputs of V or W are assumed proportional to relevant inputs. The transition rate out of state θ vw is denoted by H −1 , where H represents the mean time that a SU spends in state θ uv . The dynamic equations are then:
The rate of of biomass production is F pc (v, w) = H −1 θ vw . If we assume that the time scale of transitions among states is much faster than the time scale of whole organism dynamics (the focus of this paper), then the above dynamical system is in pseudoequilibrium. This permits explict calculation of the function F pc as
If we further assume that the final transition from θ vw is much faster than the others, i.e. H → 0, then
Appendix B: Analysis of the Minimum Rule SU
B.1 Existence and uniqueness of SU solutions
The minimum rule SU problem
is conveniently recast in terms of the rejection fluxes
The solution of this problem is best worked out in separate cases. The N rejection flux follows immediately from (4):
However, this solution is consistent with (5) only ifα C S ≤ β −1α N R, or u ≤ β −1 . Analogous to Case 1, the C rejection flux (from (5)) is
which is consistent with (4) only ifû In this case, the SU equations becomê
Assuming β = 1, the solutions arê
(The special case β = 1 requiresα N R =α C S and results in ρ C =ρ N = 0. This case has no practical relevance, as the probability that the real number β is exactly 1 is 0.) This solution is valid only when both rejection fluxes are positive, which corresponds to the interval β −1 ≤û ≤ 1 when β > 1 and the interval 1 ≤û ≤ β −1 when β < 1.
The results of all three cases are combined to make the full SU solution profile, described in Subsection 3.1 of the main paper.
B.2 Dynamic behavior
The dynamic behavior of the minimum rule system depends on whether β is larger or smaller than 1. We consider these cases separately.
B.2.1 β > 1
Suppose the system begins withû < β −1 . This is a low enough assimilation ratio that the SU solution has Q R = 0 and
The assimilation ratio increases at this rate untilû = β −1 . Because the quantities Q R and Q S are continuous, the derivative du/dt is continuous as well; hence, the assimilation ratio increases into the interval β −1 <û < 1. In this interval, we have
Setting du/dt = 0 yields the equilibrium equation
The solution is clearly stable because (1/u)du/dt is monotone decreasing in u. Similarly, an initial assimilation ratio larger than u * results in a monotone decrease from the initial assimilation ratio to the equilibrium. Hence, the equilibrium is globally asymptotically stable.
B.2.2 β < 1
Each of the three cases (1, shortage of C; 3, shortage of neither; 2, shortage of N) has a corresponding differential equation for the assimilation ratio:
Now suppose the system starts withû < 1. The first of the assimilation ratio equations holds, andû increases unless α C is so small that the plant is not viable. Onceû = 1, all three SU solutions are possible, but only the Case 1 solution yields a continuing increase inû. On biological grounds, the resolution of the lack of mathematical uniqueness should be that the system tries to maintain a continuous growth rate, which can only happen if it remains in Case 1 beyondû = 1. The system will remain in that case untilû = β −1 , when Case 1 is no longer viable. At this point, there becomes an infinitesimal N shortage, so the system must jump to Case 2. From here,û must decrease; hence, all three cases give solutions to the SU equations, but the biological principle of continuity of growth selects Case 2 andû decreases until it reaches 1, at which point the cycle begins again.
If the system starts withû > β −1 , then the behavior is analogous, with Case 2 necessarily holding at the beginning and continuing untilû = 1, at which point we are in the same limit cycle as above. If the system starts in the intermediate range 1 <,û < β −1 , then the particular Case must be specified as part of the initial condition. Cases 1 and 2 would be on the stable limit cycle, whereas Case 2 would evolve toward one of the extreme values forû. Case 2 has an equilibrium solution with the same formula as in the β > 1 case, but with du/dt an increasing function of u (since the denominators in the formula are now negative), this equilibrium is unstable.
Appendix C: Analysis of the Continuously-Differentiable Symmetric Ratio-Based SU
For any continuously-differentiable symmetric ratio-based SU
genphi the SU system (1,2) can be recast in terms of a "shoot input ratio" x and "root input ratio" y, defined by Using these formulas to eliminate Q R and Q S from (18) reduces the SU system to a pair of equations for x and y:
and u is the assimilation ratio
Replacing Q R and Q S using (19) changes the dynamic equations for the state variables to 
In this formulation, the assimilation ratio equation is decoupled from the root and shoot equations, allowing for study of its long-term behavior in terms of the parameters α, β , Γ , and γ. where (suppressing the parameters u and Γ )
C.3 Existence and Uniqueness of SU Solutions
The properties of the SU function Φ ensure that Y → 0 as x → ∞, so that the numerator of g goes to 1 while the denominator goes to ∞; hence, g → 0 as x → ∞. Meanwhile, as x → Γ , the denominator of G goes to 0 and Θ (Y ) > 0, so g → ∞. Since g is continuous, it therefore achieves all positive values; hence, the equation g(x) = β has at least one solution.
C.3.2 Sufficient condition on Φ for uniqueness
With u given, the SU solution is guaranteed to be unique if g ≤ 0 for all x. If u is unspecified, this condition generalizes to The condition (27) can be rearranged as
This condition always holds whenever V (z) ≤ 1 for all z > 0.
C.3.3 Sufficient condition on β for uniqueness
Even if the sufficient condition on Φ for uniqueness is not satisfied, multiple solutions to the SU equations are possible only for values of β for which (28) has solution pairs (x, y) such that
. Such values will occur as intervals bounded by solutions of (28) that satisfy
in which case we can replace (28) with the equivalent equation
In the limit y → 0, the SU properties imply Θ (y) → 1, in which case (28) implies Θ (x) → 0. This in turn implies x → ∞, whence Φ (x) → 0. Given that Φ (y) is bounded, we have ψ → 0 as y → 0. Hence, multiple solutions to the SU equations can only occur on an interval 0 < β < β c , where β c is the maximum value achieved by ψ subject to the constraint ξ = 0. The maximum of ψ on the curve ξ = 0 must occur at a point that satisfies the Lagrange multiplier rule; given that ∇ψ = 0, the Lagrange multiplier can be eliminated to yield the equation ψ x ξ y = ψ y ξ x , or
which can be written as
(using first derivatives of Φ and second derivatives of Θ because these quantities are conveniently nonnegative). In general, β c can be found numerically from the original optimization problem or by finding the solution (x c , y c ) of the system (30, 32) and calculating β c = ψ(x c , y c ) from (31).
C.3.4 Asymptotic calculation of β c
Under the reasonable assumption that Γ is small, corresponding to the biological assumption that resorption of N is only a small fraction of N assimilation, we can obtain an asymptotic solution of the form
For convenience, we rewrite (30) as
To leading order, the system (32, 30) becomes the symmetric system
This last result can also be written as
allowing the interpretation of y 0 as the point where the function yΘ (y) achieves its maximum value. Defining Φ 1 and Φ 2 by
and using the results of the leading order approximation, we obtain the two-term approximations
with similar approximations for y c , and
Substituting the last two of these into (35) yields We can think of (41) as defining functions y * (x * ) and u * (x * ), whence the equilibrium equation (40) then identifies equilibria by defining x * as a function of α. As x → ∞, we have y → 0 and so P(x, y) → α +γ. Similarly, as x → Γ , P(x, y) → αΦ(Γ )−1−γ.
Thus, there must be at least one x such that P = 0 whenever
Given that γ and Γ are small, this condition is satisfied for all but the most extreme values of α, corresponding to cases where the assimilation rate of one of the resources is insufficient to replace the C or N of lost biomass.
To demonstrate uniqueness, we differentiate the first of (41) to obtain These latter results show that each α yields a unique x * and each x * a unique y * ; hence, u * is unique for any given α in the range given by (42).
C.4.2 Stability of u *
To determine stability of u * , we can think of the system (41) as defining x * (u * ) and y * (x * (u * )); hence, the stability criterion is d du * P(x * (u * ), y * (x * (u * ))) < 0, (45) stabcrit1
where P is given in (23). Differentiating P(x(u), y(x(u)) yields dP du = αΦ (x(u)) − Φ (y(x(u)) dy dx dx du .
(46) dPdu
The quantity inside the brackets is always positive, so the stability criterion reduces to dx * /du * < 0. Differentiating the second equation of (41) and using (43) yields dx * du * = − (x * − Γ )Θ 2 (x * )[Θ (y * ) + y * Φ (y * )] y * ξ (x * , y * ) ; (47) dxdu hence, the sign of dx * /du * depends on the sign of ξ (x * , y * ), with stability occurring when ξ > 0 or, equivalently, ψ(x * , y * ) = Θ (x * )Θ (y * ) < β .
This condition is always satisfied when the SU equations have a unique solution and is sometimes satisfied even when this is not the case.
Note that the combination of the stability criterion dx * /du * < 0 with the previous result dx * /dα < 0 means that du * /dα > 0 is an equivalent criterion for stability of the equilibrium assimilation ratio. This is an interesting result, given that u = αS/R. The property dx * /dα < 0 means that the shoot-root ratio decreases as α increases; however, instability occurs only when the decrease in shoot-root ratio with α is sufficiently large to overcome the increase in the factor α. is only satisfied for z ≤ 1, so uniqueness of solutions depends on having β ≥ β c , which is given asymptotically from (39), with y 0 = 1, Φ 1 = −1/3, and Φ 2 = −4/3, as
The kSU
The function V is monotone increasing, with V ∼ k as z → ∞, so (49) is satisfied for k ≤ 1; thus, the SU solution is always unique for that case. If k > 1, then W is monotone and β c can be found from (39). The equation V (y 0 ) = 1 can be ultimately rewritten as The optimality theory of Iwasa & Roughgarden (1984) and Velten & Richter (1995) does not apply to systems with multiple resources. However, we can address the question of what fixed value of the assimilation ratio u leads to the highest rate of balanced growth, and we can run simulations to develop some insight into optimal allocation during the approach to balanced growth.
D.1 Modification of the model to include resource diversion
Global control can be thought of as a set of allocation rules that replace the default rule in which all C goes directly to the shoot SU and all N available to the root goes to the root SU. A simple way to incorporate global control into our basic model is to assume that a fraction of the input streams can be diverted to the partner without first going to the local SU. We consider diversion of C and diversion from N separately. Suppose a fraction 0 ≤ ε ≤ 1 of the C input in the shoot is shunted directly to the root without having to be rejected by the shoot SU. This changes the C input rate to the shoot SU from α C S to κα C S, where κ = 1 − ε serves as an allocation parameter representing the fraction of available C that is sent directly to the shoot SU; thus, κ = 1 in the absence of global control. Note that diverting a portion of the C directly to the root does not change the formula for the total C availability because the diverted stream and the rejection flux from the shoot SU are combined. Strategic diversion can still increase the C availability to the root by decreasing Q S .
The remainder of the development of the model equations is largely unchanged by the extra factor of κ. Using the same definitions for x and y (18), the equations for Q R and Q S (19) become This can occur only at an equilibrium assimilation ratio u * (κ), which is associated with the point (x * (κ), y * (κ)) that satisfies the equation (generalized from (40)) αΘ (x, κ) = α − γ − Φ(y) (60) phieqn2
as well as the SU equation (57). From (59), we can identify the growth rate as λ (κ) =α N Φ(y * (κ)) − γ R ; (61) lambdaeqn because Φ is monotone increasing, the maximum growth rate is achieved at the value of κ ∈ [0, 1] for which y * (κ) is a maximum. Hence, we may address the issue of optimal κ for balanced growth by examining the derivative dy/dκ. Differentiating (60) yields 
