Abstract. We study free profinite subgroups of free profinite semigroups of the same rank using, as main tools, iterated implicit operators, subword complexity and the associated entropy.
Introduction
Drawing its basic motivation from computer science through the theory of finite automata and rational languages, the theory of finite semigroups has led to an indirect classification of these structures not up to isomorphism but rather through the study of their pseudovarieties, as introduced by Eilenberg and Schützenberger [12] . By a pseudovariety we mean here a class of finite semigroups which is closed under taking homomorphic images, subsemigroups and finite direct products. A tool that has emerged in the investigation of pseudovarieties since the mid-nineteen-eighties involves the study of their relatively free profinite semigroups (see, for instance, [8] ). Loosely speaking, these topological semigroups encode in their structure common algebraic-combinatorial properties of the members of the corresponding pseudovarieties. Thus several applications of even partial knowledge about the structure of relatively free profinite semigroups have emerged over the last two decades. This paper is a further contribution to this research program concerning specifically the structure of (absolutely) free profinite semigroups.
For a pseudovariety H of groups, let H denote the pseudovariety consisting of all finite semigroups whose subgroups belong to H. In [7] , we introduced and studied implicit operations, also called profinite words, which can be used to derive bases of pseudoidentities for the pseudovariety H from a given basis for H. This was achieved by suitably identifying idempotents in the minimal ideal of a free profinite semigroup (see also Reilly and Zhang [26] for an independent construction of such idempotents). Furthermore, we exhibited idempotents in the minimal ideal which, as operations, are computable in polynomial time and we showed that they cannot be constructed by composition of unary powers and multiplication.
For the purpose of describing H, it is not necessary to work with idempotents in the minimal ideal. In fact, in this context such an idempotent only serves to "squeeze" variables into a single group in such a way that the closed subgroup generated by the squeezed elements is as general as possible, that is it is a free profinite group on that set of generators. The aim of this paper is to construct simpler profinite words which describe arbitrary Hequivalent group elements of finite semigroups and to clarify the structural meaning of this property.
The basic tool in this paper is the construction of profinite words via the infinite iteration of implicit operators, as introduced in [3] . Necessary and sufficient conditions are presented for this process, applied to the free generators of a free profinite semigroup, to produce free generators of a free profinite subgroup. Moreover, in case the implicit operator being iterated is actually explicit or, more generally, its components are κ-terms in the terminology of [6] , these conditions can be efficiently tested, which provides a wealth of examples.
Our basic tool approaches the present study of classical symbolic dynamics, where a major part consists precisely in studying infinite words generated by iterated substitutions (see [10] for a recent presentation). The analogy is further explored by suitably adapting the concepts of subword complexity and the associated entropy. These tools are used to shed further light on the structure of free profinite semigroups. In particular, it is shown that low complexity subgroups are procyclic and that, for a free profinite semigroup on more than one free generator, the complement of the minimal ideal is closed under all implicit operations which do not lie in the minimal ideal as well as under their infinite iteration, which considerably strengthens the negative result of [7] quoted above.
Thus, whereas our research started from a very concrete question concerning a particular type of pseudovarieties, it has resulted in fairly general novel techniques whose application significantly clarifies the intrinsic algebraic-topological structure of free profinite semigroups. As with respect to our earlier paper [7] , we strongly believe that the importance of these developments (which were hardly predictable a priori) goes far beyond the particular problem that gave initial rise to them.
We want to comment briefly on the relationship between the present paper and [7] . Even though both these papers originated in the same problem of mastering a computationally satisfactory description of pseudovarieties of the form H, they exploit rather different approaches and are to a large extent independent. In particular, we do not assume the reader's acquaintance with [7] .
The paper consists of 7 sections. Section 1 recalls a few necessary facts about profinite semigroups and implicit operations, including some rudiments of the implicit operator approach from [3] . Section 2 begins with the study of one of the main objects on this paper, namely, that of a groupgeneric operator. Group-generic operators are characterized in Section 3 in terms of both free profinite semigroups and their monoids of continuous endomorphisms. Section 4 collects some general properties of iterated operators and, besides that, contains a characterization of those iterated operators which are group-generic and a discussion of the computational effectiveness of this characterization. In Section 5 we show that locating retract subgroups of a free profinite semigroup with respect to its J -ordering is deeply related to the subword complexity of profinite words. In Sections 6 and 7 we study this complexity and the associated entropy and deduce from the gathered information several structural properties of free profinite semigroups.
The operator point of view
Recall that a profinite semigroup is a projective limit of finite semigroups (which are viewed as discrete topological semigroups). Alternatively, a profinite semigroup may be defined as a compact semigroup which, as a topological semigroup, is residually finite [1] . In particular, observe that a closed subsemigroup of a profinite semigroup is necessarily profinite.
For a pseudovariety of semigroups V , a profinite semigroup is said to be pro-V if it is residually in V . For each finite set A, there exists a free pro-V semigroup on A, which is denoted Ω A V . Up to isomorphism, it depends only on the cardinality |A| and not on the set A itself so that we may sometimes write Ω |A| V instead of Ω A V . The semigroup Ω A V may be constructed by completion of the free semigroup A + with respect to a pseudometric naturally associated with V . For later reference, we define more generally a natural metric on a finitely generated pro-V semigroup S as follows: the distance between two elements u and v of S is d V (u, v) = 2 −r V (u,v) where r V (u, v) is the smallest cardinality of a semigroup F from V for which there exists a continuous homomorphism ϕ : S → F such that ϕ(u) = ϕ(v). In the case of the pseudovariety S of all finite semigroups, we will call the elements of Ω A S profinite words.
For the remainder of this paper we take a set A, the alphabet, with m elements denoted x 1 , . . . , x m . Unless explicit mention is made to the contrary, all profinite words are members of Ω A S.
Recall that in a profinite semigroup every profinite word has a standard interpretation as an operation as follows. Let π be a profinite word and let s 1 , . . . , s m be elements of a profinite semigroup S . Since Ω A S is the free profinite semigroup on A, the mapping ϕ sending each x i to s i extends to a unique continuous homomorphismφ : Ω A S → S . We define π S (s 1 , . . . , s m ) to be πφ. It is immediate to verify that this interpretation commutes with continuous homomorphisms between profinite semigroups. Following Reiterman [27] , operations on S which commute with homomorphisms are called implicit operations. By residual finiteness of Ω A S, the interpretation of π on finite semigroups completely determines π . Note also that the interpretation of profinite words in Ω A S is given by the composition formula for implicit operations.
From hereon, we will use interchangeably the terms profinite words and implicit operations depending on whether we wish emphasize their combinatorial or their operational nature.
Given a pseudovariety of semigroups V , Ω A V is in particular a profinite semigroup and therefore the generating map ϕ : A → Ω A V induces a unique continuous homomorphismφ : Ω A S → Ω A V . The mappingφ is obviously onto and, in terms of implicit operations, it may be seen as a restriction mapping. We call it the natural projection.
Let S be a profinite semigroup. We recall from [3] the set O(S m ) of all self-maps (f 1 , . . . , f m ) of the direct power S m whose components f i : S m → S are determined by implicit operations in the sense that, for each i, there exists an implicit operation π i such that f i (s 1 , . . . , s m ) = (π i ) S (s 1 , . . . , s m ) for all s j ∈ S . The set O(S m ), whose members are called (m-ary) implicit operators on S , is clearly a monoid under composition and it is observed in [3] that, in case S is finitely generated, it is in fact a profinite monoid with respect to the 1 -metric which is induced by the natural metric on components. In case S = Ω A S we will talk simply about implicit operators.
Let N denote the semigroup of natural numbers under addition. The correspondence N → (Ω {x} S) 1 sending n to x n is an embedding. The natural metric on Ω {x} S induces a metric on N and hence a completion N. The semigroup N also embeds in (Ω {x} S) 1 , via a mapping which we still denote ν → x ν , which is actually a bijection. The correspondence π → (π) defines a bijection Ω {x} S → O(Ω {x} S) which we may use to carry the composition operation in O(Ω {x} S) to an extra operation on Ω {x} S. Carrying it further to N, one recognizes easily that this operation extends the usual multiplication on N. It is then a routine matter to verify that in fact N is thus endowed with a semiring structure which is nothing else than the profinite completion of N considered as a semiring (under addition and multiplication). The semiring N has only one nonzero additive idempotent, denoted ω , which is also a multiplicative idempotent and which satisfies ω = lim n→∞ (n!). It has infinitely many multiplicative idempotents, such as p ω = lim n→∞ p n! . Another important element is defined by ω − 1 = lim n→∞ (n! − 1), the notation being justified by the observation that (ω − 1) + 1 = ω . The elements of N \ N are said to be infinite exponents.
Each unary (monoid) implicit operation x → x ν has a natural interpretation on the monoid of implicit operators. Adopting a notational convention from [3] , the i-th component of the implicit operator (π 1 , . . . , π m ) ν , where each π i ∈ Ω A S, will be sometimes denoted by • ν i (π 1 , . . . , π m ). On the other hand, composition of two implicit operators (π 1 , . . . , π m ) and (ρ 1 , . . . , ρ m ) will be denoted by concatenation of the factors: (π 1 , . . . , π m )(ρ 1 , . . . , ρ m ); since we apply implicit operations on the left, its components are the composites π i (ρ 1 , . . . , ρ m ).
We do not distinguish between the implicit operator π = (π 1 , . . . , π m ) and the m-tuple of implicit operations which defines it. We may also view π as a continuous endomorphism of Ω A S as is shown by the following immediate consequence of the universal property of relatively free profinite algebras together with the fact that implicit operations commute with continuous homomorphisms. Proposition 1.1. Let V be a pseudovariety of finite algebras. Then the correspondence ϕ → (x 1 ϕ, . . . , x m ϕ) defines an isomorphism between the monoid End Ω A V of continuous endomorphisms of Ω A V , acting on the right, and the monoid O((Ω A V) m ) of m-ary implicit operators on Ω A V , acting on the left.
In particular, in view of the results of [3] we conclude that End Ω A V has a natural structure as a profinite monoid, something which is perhaps not entirely obvious although it could equally well be proved directly. Note also that, for w, π 1 , . . . , π m ∈ Ω A S and π = (π 1 , . . . , π m ), there is no ambiguity in the expression wπ as we get the same result whether we compute the image of w under the continuous endomorphism of Ω A S defined by π or the value of w , interpreted in Ω A S, with arguments (π 1 , . . . , π m ). This is just a restatement of the fact that continuous homomorphisms between profinite algebras commute with the interpretation of implicit operations, expressed by the following formulas, where π is interpreted as a homomorphism:
w(π 1 , . . . , π m ) = w(x 1 π, . . . , x m π) = (w(x 1 , . . . , x m ))π = wπ.
Group generic operators
We shall say that the profinite words π 1 , . . . , π m ∈ Ω A S describe m arbitrary H -equivalent group elements of finite semigroups if the following two conditions hold:
(1) For every finite semigroup S and every mapping ϕ : A → S , the elements π 1φ , . . . , π mφ all lie in the same subgroup of S . (2) For every finite semigroup S and all H -equivalent group elements s 1 , . . . , s m ∈ S , there exists some mapping ϕ : A → S such that π iφ = s i for i = 1, . . . , m. For shortness we will then also say that the m-tuple of implicit operations (respectively the operator or the endomorphism of Ω A S) (π 1 , . . . , π m ) is group-generic.
A first remark is a reformulation of property (1).
Proposition 2.1. The implicit operations π 1 , . . . , π m ∈ Ω A S satisfy property (1) if and only if they are H -equivalent group elements.
Proof. By a well-known compactness argument, if property (1) holds, since, under any fixed evaluation in a finite semigroup of the free generators x i , every π i evaluates to an element H -equivalent to the same idempotent, then every π i must also be H -equivalent in Ω A S to the same idempotent (cf. [2, Section 5.6] or [4] ). The converse is obvious since homomorphisms preserve H -equivalence and idempotents.
Note that property (2) is equivalent to its "restriction to groups" which can be formulated as follows:
(2 ) For every finite group G and all elements s 1 , . . . , s m ∈ G, there exists some mapping ϕ : A → G such that π iφ = s i for i = 1, . . . , m. Indeed, (2 ) is just a particular case of property (2) . Conversely, (2) follows from (2 ) by considering the H -class G of the given m elements of a finite semigroup S which is assumed to be a subgroup of S . Since implicit operations commute with homomorphisms between finite semigroups, an evaluation of the π i which produces the given elements in G also produces them in S .
An important property of group-generic m-tuples of implicit operations is given by the following result. Proposition 2.2. Let π = (π 1 , . . . , π m ) be a group-generic implicit operator and let ϕ : Ω A S → G be a continuous homomorphism onto a finite group. Then the following conditions hold:
(a) the elements π 1 ϕ, . . . , π m ϕ generate G;
or, equivalently, the endomorphism of G induced by π is an automorphism.
Proof. Let H be the pseudovariety generated by G. Then ϕ factors as ϕ = αβ where α is the natural projection Ω A S → Ω A H and β is an onto homomorphism Ω A H → G. Since it suffices to establish the result for the continuous homomorphism α, we may as well assume that G is free on the set A in the pseudovariety it generates and that ϕ is the natural projection. Since the given m-tuple of implicit operations is group-generic, there is another continuous homomorphism ψ : Ω A S → G such that π i ψ = x i ϕ (i = 1, . . . , m). In particular, since ϕ is onto, so is ψ . Hence, there are semigroup words w i such that
Moreover, since G is freely generated by A, the homomorphism ψ factors through ϕ, that is ψ = ϕθ for some endomorphism θ of G. As ψ is onto, so must be θ and so θ is an isomorphism since G is finite. Thus, applying θ −1 to both sides of each equation (2.1), we deduce
which shows that the subsemigroup of G generated by the π i ϕ is all of G. This proves (a).
The first part of property (b) follows from (2.2) because G is freely generated by A and ϕ is the natural projection. The second part is immediate.
An example of a group-generic m-tuple π 1 , . . . , π m ∈ Ω A S was already considered in [7, Section 3] . Indeed, if ε is an idempotent in the minimal ideal K A of Ω A S, then all the elements εx i ε (i = 1, . . . , m) lie in the maximal subgroup with identity ε and the evaluation of each x i to an element g i in a finite group G evaluates ε to the identity element of G and so it evaluates εx i ε to g i .
Another example is given by the next result. Consider, for each ν ∈ N, the (m + 1)-ary implicit operation
which we use to define the m-ary implicit operation
Since x ω = lim n→∞ x n! , we know that σ ω = lim n→∞ σ n! . In particular, the operation σ ω is computable. Note also that σ n is an idempotent for every n ∈ N and, since the set of idempotents is closed in Ω A S, every σ ν is also idempotent whenever ν ∈ N. Proposition 2.3. The implicit operations
constitute a group-generic m-tuple.
Proof. Let S be a finite semigroup. Take n ≥ m sufficiently large so that, for all r ≥ n, the equality σ ω = σ r! is valid in S . Then, under any evaluation of the variables in S , we have the following descending chain with respect to the L-order:
Since the two ends are the same, it follows that all intermediate elements in the chain are L-equivalent. But σ ω is also R-above all the elements in (2.3) and therefore, since σ ω is an idempotent, it follows that, under any evaluation of the variables in S , the values of the operations in (2.3) are indeed all elements of the same subgroup. Suppose now that g 1 , . . . , g m are elements of a finite group G. We wish to show that the operations in (2.3) may be evaluated in G so as to obtain as respective values g 1 , . . . , g m . Since, in G, idempotents evaluate to the identity element, so that in particular so does σ ω , the implicit opera-
Thus it suffices to evaluate x i to g i (i = 1, . . . , m).
How different group-generic operators relate
We proceed by comparing two group-generic m-tuples of implicit operations.
Lemma 3.1. Let π 1 , . . . , π m and ρ 1 , . . . , ρ m be two m-tuples of implicit operations such that the first is group-generic and the second consists of H -equivalent group elements. Consider the operations
Then the equality
Proof. We show that (3.1) holds in every finite semigroup S . Indeed, given any continuous homomorphism ϕ : Ω A S → S , the ρ i ϕ remain H -equivalent group elements and so they all lie in the same subgroup G. Since continuous homomorphisms between profinite semigroups respect implicit operations, evaluating both sides of (3.1) under ϕ we find
where the last equality follows from the fact that the implicit operator (π 1 , . . . , π m ) is invertible in the monoid O(G m ), which was established in Proposition 2.2(b), since this implies that its ω -power must be the identity operator. Hence the equality (3.1) holds in S .
We may now establish the following universality result for group-generic tuples of implicit operations. Proof. Let ϕ be the continuous endomorphism of Ω A S determined by x i ϕ = ρ i (i = 1, . . . , m), where the ρ i are given by Lemma 3.1. Under ϕ, each π i maps to
where the last equality is given by Lemma 3.1.
As a corollary, either of Proposition 3.2 or directly of Lemma 3.1, we obtain the following result. More precise results are given by the following theorem and its consequences. In it G stands for the pseudovariety of all finite groups and, correspondingly, Ω A G denotes the free profinite group over A. (i) the m-tuple of profinite words π 1 , . . . , π m is group-generic; (ii) the restriction to H of the natural projection Ω A S → Ω A G is onto and H is a group; (iii) the semigroup H is a group and the operator (π 1 , . . . , π m ) ω is the identity on G; (iv) the semigroup H is a free profinite group on the generators π 1 , . . . , π m and the endomorphism (π 1 , . . . , π m ) ω of Ω A S is a retraction; (v) the semigroup H is a free profinite group on the generators π 1 , . . . , π m and a retract of Ω A S.
Proof. Denote by α the natural projection Ω A S → Ω A G. Suppose first that the m-tuple π 1 , . . . , π m is group-generic. If the restriction of α to H were not onto, then the image of H would be a proper closed subgroup K and there would be some ρ ∈ Ω A G\K . Since clopen subgroups constitute a basis of open neighborhoods of the identity in Ω A G and Ω A G is compact, there is some continuous homomorphism ϕ : Ω A G → G onto a finite group such that ρϕ / ∈ Kϕ. This is in contradiction with Proposition 2.2(a) since then the composite αϕ : Ω A S → G is a continuous homomorphism onto a finite group such that Hαϕ = Kϕ = G. This proves condition (ii).
Next, assume that condition (ii) holds. Since the restriction of α to H is onto, there exist implicit operations τ i such that, in the profinite monoid of implicit operators O((Ω A G) m ), we have
Since (x 1 , . . . , x m ) is the identity mapping, it follows that the operator (π 1 , . . . , π m ) is invertible and therefore,
Assuming now condition (iii), consider the continuous endomorphism ϕ of Ω A S defined by ϕ = (π 1 , . . . , π m ) ω . Since H is closed under the application of implicit operations and
the mapping ϕ assumes all its values in H . Moreover, since implicit operations respect homomorphisms between profinite semigroups, we have
where the last equality follows from (iii) since H is a profinite group. Hence the restriction of ϕ to H is the identity mapping. This shows that ϕ is a retraction of Ω A S onto H .
To complete the proof of (iii)⇒(iv), it remains to show that the profinite group H is freely generated by the π i . Consider now the mapping ψ sending each free generator
. . , π m ) whose values lie in the profinite group H . Since Ω A G is the free profinite group on the x i , this mapping extends uniquely to a continuous homomorphism Ω A G → H . In view of (iii), ψ and the restriction of α to the closed subgroup generated by the components of the operator • ω (π 1 , . . . , π m ), which is all of H , are mutual inverse isomorphisms of profinite groups.
Consider another two continuous endomorphisms of Ω A S: θ 1 and θ 2 send each free generator x i respectively to π i and • ω−1 i (π 1 , . . . , π m ). They commute and their composite is ϕ. Hence their restrictions to H are mutually inverse automorphisms of this profinite group. The composite ψθ 1 : Ω A G → H is therefore an isomorphism of profinite groups which sends each free generator x i to π i . This establishes condition (iv).
Obviously (iv) implies (v). To conclude the proof, it remains to show that (v)⇒(i). This is easy since any mapping {π 1 , . . . , π m } → G into a finite group extends by hypothesis to a continuous homomorphism defined on the free profinite group H and then, through a retraction Ω A S → H , to all of Ω A S.
For a topological algebra A, denote by Aut A the group of its continuous automorphisms. In case End A is a profinite monoid, its group of units Aut A is a profinite group.
In terms of the profinite monoid of continuous endomorphisms of Ω A S, the group-generic endomorphisms occupy a very specific spot. The following theorem shows that they constitute a closed subsemigroup of End Ω A S and identifies its structure up to the structure of the profinite group Aut Ω A G. (c) The maximal subgroups of G are isomorphic with Aut Ω A G.
Proof. By Corollary 3.3 all group-generic continuous endomorphisms of Ω A S are R-equivalent. Let π be a group-generic continuous endomorphism of Ω A S and let ρ R π in End Ω A S. Then the components of ρ are Hequivalent group elements and there exist ϕ, ψ ∈ End Ω A S such that ρ = πϕ and π = ρψ . Thus, the closed subsemigroup H generated by the components of ρ is a profinite group which maps under ψ onto the closed subsemigroup generated by the components of π , which is a free profinite group of rank m. Hence H must itself be a free profinite group of rank m. By Theorem 3.4(iii), π ω is the identity on G. Hence ρ has a left inverse on G, namely ψπ ω−1 . Hence ρ is invertible on G and ρ ω is the identity on G. By Theorem 3.4(iii) again we conclude that ρ is itself group-generic. This proves (a).
We observe that for any two infinite exponents µ and ν , since the operators (π 1 , . . . , π m ) µ and (π 1 , . . . , π m ) ν generate the same procyclic group, one is group-generic if and only if the other one is. In the affirmative case, the components of these two operators generate the same free profinite group since the components of one are expressible in terms of those of the other. Now, since the H -classes of G are free profinite groups, their idempotents are the ω -powers of their elements. The first part of assertion (b) follows immediately.
For the second part of (b), since the minimal ideal K A contains groupgeneric m-tuples of implicit operations, it suffices to observe that it contains 2 ℵ 0 H -classes. Let K denote the pseudovariety of all finite semigroups in which idempotents are left zeros. It is well known that m-ary implicit operations on K may be identified with finite words together with right infinite words on the alphabet A, where the latter form the minimal ideal which is a left-zero semigroup. The natural projection Ω A S → Ω A K, given by restriction, maps K A onto the minimal ideal of Ω A K and, therefore, K A contains 2 ℵ 0 R-classes, unless m = 1.
For part (c), consider a maximal subgroup K of G and let H be the corresponding subgroup of Ω A S. Each π ∈ K induces, by restriction, a continuous endomorphism π| H of H . Since H is a profinite group and π is group-generic, π| H is an automorphism of H . Hence the mapping Φ : π ∈ K → π| H takes its values in Aut H . It is obviously a homomorphism. Furthermore, since the endomorphism π takes all its values in H , if π| H is the identity mapping then π is an idempotent, which shows that the group kernel of the homomorphism Φ is trivial. Let ε be the identity of the group K . Given any ρ ∈ Aut H , the composite ερ is a group-generic endomorphism of Ω A S by Theorem 3.4 whose restriction to H is ρ. Hence Φ is an isomorphism of groups.
By Theorem 3.4, the natural projection α : Ω A S → Ω A G restricted to H is an isomorphism. For π ∈ K , given by π = (x 1 π, . . . , x m π), let π ∈ End Ω A G be given by π = (x 1 π, . . . , x m π). In terms of implicit operators, the mapping Ψ : π → π is given by restriction and, therefore it is continuous. We observe that the following diagram commutes:
This follows from the commutativity of the outer rectangle, of the two triangles and of the trapezoid on the left. Since π| H is an automorphism of H , it follows that π is an automorphism of Ω A G and the mapping Ψ : K → Aut Ω A G is an isomorphism of topological groups.
Presently, we do not know the structure of the maximal subgroups of G . The group Aut Ω A G deserves perhaps some attention just as the automorphism group of a free group has been extensively studied in particular for its connections with symbolic dynamics [21, 10, 20] .
General properties of iterated operators
To give further examples of group-generic tuples of implicit operations, we first investigate properties of the components of an implicit operator of the form (w 1 , . . . , w m ) ω in terms of Green's relations. In what follows, we assume basic knowledge about Green's relations in a compact semigroup such as:
• the Green relations J and D coincide;
• the R-ordering on a J -class coincides with the R-equivalence;
• a D -class is regular if and only if it contains the product of two of its elements; • an H -class is a group if and only if it contains the product of two of its elements. See, for instance, [8] for proofs or further references.
The content of a profinite word w ∈ Ω A S is the set of all its one-letter factors and it is denoted c(w). We say that w has full content if c(w) = A. Let Sl denote the pseudovariety of all finite semilattices. Considering the set P (A) of nonempty subsets of A as a semigroup under union, it is well-known that it is the free semilattice on A (and at the same time the free profinite semilattice over A) and that the mapping c is the natural projection Ω A S → Ω A Sl. Proof. By hypothesis, since the operator (v 1 , . . . , v m ) is an element of the group with identity (v 1 , . . . , v m ) ω , the following equalities of operations hold:
Since all w i have full content, so do all components of (w 1 , . . . , w m ) k for every k ≥ 1. By continuity of the content function, the v i also have full content. By (4.1), the v i are J -equivalent. Using (4.1) and the fact that the v j have full content, we find that each v i admits a factorization of the form v i = xv i yv i z where x, y, z are implicit operations. It follows that xv i y and v i z are two implicit operations which are J -equivalent, and therefore also D -equivalent, to v i . Hence v i is regular.
Denote by LZ the pseudovariety of all finite left-zero semigroups. If w is a profinite word, then the natural projection Ω A S → Ω A LZ picks the only letter a ∈ A such that w = av for some v ∈ (Ω A S) 1 . In particular, taking the first letter of a profinite word is a continuous transformation. Proof. By induction, all components of each power (w 1 , . . . , w m ) k with k ≥ 1 start with the letter a. Since a common first letter is preserved by taking limits, the v i still start with the letter a. From (4.1) we deduce that at least one of the v j lies R-above all the v i . Since, by Proposition 4.1, they all lie in the same J -class and Ω A S is a compact semigroup, it follows that all the v i lie in the same (regular) R-class. Proof. Lemma 4.2 together with its left-right dual show that the v i are Hequivalent regular elements of Ω A S. From (4.1) and the fact that the v i have full content, which was already observed in the proof of Proposition 4.1, we conclude that there are products of elements of the H -class of v i which remain in that class. Hence this H -class is a group. Proposition 4.3 provides rather mild conditions under which the components of (w 1 , . . . , w m ) ν are H -equivalent group elements. In view of Theorem 3.4(iii), to guarantee that they are actually group-generic, it suffices to add the assumption that (w 1 , . . . , w m ) ω is the identity operator on G, that is that the operator (w 1 , . . . , w m ) is invertible on (pro)finite groups. More precisely, we have the following result. Proof. Since the ν -power of the operator (u 1 , . . . , u m ) is group-generic if and only if its ω -power is group-generic and conditions (a), (b) and (c) make no reference to ν , we may take ν = ω .
For shortness, write
Let v = u ω . Note that we also have v = w ω whenever w = u k , that condition (c) is equivalent to the invertibility of the operator u over finite groups, and that the existence of values of k satisfying separately the three conditions implies the existence of some value of k satisfying all three of them. Hence it remains to show that, for each of the conditions (a) and (b), the existence of k satisfying it is necessary for the operator v to be group-generic. We assume for the remainder of the proof that indeed v is group-generic. For condition (a), consider the transformation τ of the set {1, 2, . . . , m} defined by letting iτ = j if x j is the first letter of u i . Then τ k is the transformation associated with the power operator u k = (u 1 , . . . , u m ) k . Since v = u ω is group-generic, the implicit operations v i all lie in the same R-class of Ω A S, whence so do their images under the natural projection Ω A S → Ω A LZ. Hence τ ω is a rank-one transformation and, since τ is a transformation of a finite set, so is some finite power τ k . This argument together with its left-right dual proves necessity of condition (a).
For condition (b), consider the transformation χ of the set Ω A Sl = P (A) sending each B to the union of the contents of the u i such that x i ∈ B . Then again χ k is the transformation associated with the power operator (u 1 , . . . , u m ) k . Since (v 1 , . . . , v m ) is group-generic, the implicit operations v i all lie in the same J -class. Hence so do their images under the natural projection Ω A S → Ω A Sl. This means that χ ω is a constant transformation. Since A is a finite set, χ k is the same constant transformation for some finite exponent k . The constant value must be all of A for otherwise (u 1 , . . . , u m ) ω could not be the identity on all finite groups (cf. Theorem 3.4(iii)). This proves necessity of condition (b).
Condition (b) of the above theorem for an endomorphism u = (u 1 , . . . , u m ) whose components are words is referred in symbolic dynamics by saying that u is a primitive substitution. More generally, u is an irreducible substitution if for each i, j ∈ {1, . . . , m}, there is a positive integer k such that x i occurs in the j th component of u k . For instance, the substitution (x 2 , x 1 ) is irreducible but not primitive. We extend this terminology to the more general case in which the components are profinite words.
Remark 4.1. The proof of Theorem 4.4 provides an effective procedure to check whether conditions (a) and (b) are verified provided first and last letters and contents are known for the components of the given operator (u 1 , . . . , u m ): compute the ω -powers of the associated transformations τ and χ and check whether they have rank one and whether the constant value of χ is A. Since the images of the successive powers of a transformation of a finite set strictly decrease until they stabilize, the algorithm for τ is linear in the number m of letters.
To (u 1 , . . . , u m ) is irreducible if and only if the graph is strongly connected. The substitution is primitive if the graph is strongly connected and there is either a loop edge or at least two simple circuits of relatively prime lengths. By Tarjan's algorithm for the computation of the strongly connected components of a finite directed graph it follows that the time of testing primitivity is at most quadratic in m (see [9] ). In terms of the mapping χ, a better algorithm may be formulated as follows. Compute the mth power of χ on the atoms {x i }. This may be done in O(m log m) steps: instead of computing the successive powers χ k , by taking squares compute only χ 2 with 2 ≤ m and then multiply the dyadic powers whose exponents intervene in the binary expansion of m. By examining the graph we conclude that χ ω is constant with full content if and only if χ m has this property. Hence condition (b) may be tested in O(m log m) steps.
This efficiency analysis assumes knowledge of first and last letters and contents of the u i . If we just assumed computability of the u i on finite left-zero and right-zero semigroups and semilattices, we would be able to compute those parameters but further hypotheses would be required on the efficiency of those computations for a efficiency analysis of our algorithms. In particular, for profinite words involving only multiplication and unary operations, the above efficiency analysis applies since all the semigroups in which we need to evaluate them are bands and therefore we may replace the unary operations by the identity operation.
Remark 4.2. For condition (c) of Theorem 4.4, the analysis is more complicated since there is no longer a finite free object in which to test it. Thus, even decidability of this condition is not obvious. A special case which is of interest is that of profinite words u i involving only multiplication and (ω − 1)-powers (that is inversion in finite groups), which are sometimes referred as κ-terms. Then the operator u = (u 1 , . . . , u m ) induces an endomorphism ϕ of the subgroup F of Ω A G generated by A, which is a free group on A. Let ψ be the endomorphism of Ω A G induced by u. Since ϕ is the restriction of ψ to F , ψ is the unique extension of ϕ to an endomorphism of Ω A G. It follows that, if ϕ is an automorphism of F , then ψ is an automorphism of Ω A G. On the other hand, if ϕ is not an automorphism of F , then ϕ(F ) is a finitely generated subgroup of F which, by M. Hall's Theorem [14] , is closed in the profinite topology of F . Now, the profinite topology of F is just the induced topology from that of Ω A G. Hence there is a nonempty open set U of Ω A G such that ϕ −1 (U ) = ∅. Hence ψ −1 (U ) is also empty since ψ −1 (U ) ∩ F = ϕ −1 (U ) = ∅ and F is dense in Ω A G, which shows that ψ is not onto and, therefore, not an automorphism of Ω A G.
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Thus, for κ-terms, it remains to decide whether a given endomorphism (u 1 , . . . , u m ) of the free group F is an automorphism. This is the case if and only if the subgroup generated by its components is all of F . To check this property, it suffices to build the flower automaton associated with the κ-terms, viewed as group words by replacing ( ) ω−1 by ( ) −1 , and applying Stallings' folding algorithm [29, 16] to check whether the automaton folds to just one vertex. This procedure takes O(mn) time to perform, where n is the sum of the lengths of the given group words. Hence, for κ-terms, condition (c) of Theorem 4.4 can also be checked very efficiently.
In finite semigroups, the components of an operator of the form w = u ω , where u = (u 1 , . . . , u m ) and the u i are assumed to be words, are certainly computable since u ω = u (n mn m )! over a semigroup S with n elements as O(S m ) has at most (n m ) n m elements. We can do much better as the following result shows.
Proposition 4.5. Let u be an m-ary implicit operator whose components are computable in a semigroup S with n elements in f (n) steps. Then the components of u ω are computable in S in O(mn m f (n)) steps.
Proof. Given a point s of S m , we may apply successively the operator u. Computing each iteration takes at most m f (n) steps. This produces a sequence of points t 0 = s, t 1 , . . . , t r+1 = u(t r ), . . . in S m and thus must contain a repetition t r+k = t r with r ≤ n m and 1 ≤ k ≤ n m . Keeping track of the computed values, the least such r and k can be computed in O(n m mf (n)) steps. Then t +k = t whenever ≥ r . We claim that u ω (s) = t where ≥ r is any integer which is divisible by k , which will show that the components of u ω may be computed in a semigroup with n elements in O(mn m f (n)) steps.
To prove the claim, since u ω = lim p→∞ u p! , we know that u ω (s) = u p! (s) = t p! for some p ≥ max{r, k}. Since p! is divisible by k , the claim follows immediately.
The following particular case is worth registering: This corollary can be compared with [7, Theorem 4.5] , where a polynomialtime algorithm is shown to compute a certain idempotent in the kernel of Ω A S which was introduced by Reilly and Zhang [26] . Note however that the statement is too general to be as precise as the quoted result and there is indeed an exponential dependence on m in our time upper bound. For better time performance, more specific examples need to be considered, and now we present a few such examples.
To simplify the notation we write a, b, .
The simplest such word w is x 1 x 2 · · · x m x 1 . Now define the endomorphism ϕ as (w, x 3 , . . . , x m , x 1 ). Clearly, ϕ induces an automorphism of the free group on A. Calculating the consecutive powers of ϕ, we readily see that for p ≥ m Indeed, suppose that evaluating the word w at m-tuples of elements in semigroups with n elements takes time T (for instance, for w = x 1 x 2 · · · x m x 1 one gets T = m). Let S be such a semigroup and s = (s 1 , s 2 , . . . , s m ) an m-tuple of its elements. Then each member of the sequence t 1 = s 1 ϕ, t 2 = t 1 ϕ, . . . , t r+1 = t r ϕ, . . . can be calculated in time T . Observe that in contrast to the proof of Proposition 4.5, the t i are elements of the semigroup S rather than points in S m , and thus, the least r and k such that t r+k = t r satisfy r, k ≤ n. Hence these r and k integers can be found in time 2nT . Furthermore, from (4.2) we have sϕ m+r−1 = sϕ m+r+k−1 and, therefore, sϕ ω = sϕ where is the least integer divisible by k and greater than or equal to m + r − 1. We see that we can evaluate the morphism ϕ ω at the m-tuple s in time mT + 2nT . In particular, for the word w = x 1 x 2 · · · x m x 1 the time consumed by the evaluation process is O(m 2 n) so for each fixed m > 1 it is linear as a function of |S|.
Similarly, the components of the operator (a 2 b, ab) ω are group-generic on two variables and, more generally, the components of the operator Remark 4.3. Another variant of the latter idea was discovered in the early nineteen-seventies by Schützenberger [28] (see also [24, pp. 61-63]) who considered, in the language of this paper, the implicit operator
Basically, Schützenberger showed that the components of this operator are H -equivalent in every finite semigroup and used them to describe H for a pseudovariety H of groups. That his operator is group-generic is now an immediate application of Theorem 4.4. Of course it is only fair to say that in those pioneer times the technology available was rather limited as profinite semigroups had not yet come to play a role in the theory and, in particular, rather than pseudoidentities, sequences of identities were used to describe pseudovarieties, and this happened even before the full generality of the latter tool was established [12] . It should also be pointed out that the main result in Schützenberger's paper is a syntactical characterization of those H-recognizable languages L such that L * is also H-recognizable.
Thus we have a wealth of examples of group-generic operators. One may ask how general they are. We can now quickly answer this question.
By Theorem 3.4, every group-generic operator is of the form u ω+1 for some primitive implicit operator u. Hence a closed subgroup of Ω A S which is free profinite of rank m and a retract of Ω A S is also free on the components of an implicit operator of the form u ω where u is a primitive m-ary implicit operator. In view of earlier results in this section, this proves the following statement.
Theorem 4.7. The closed subgroups of Ω A S which are free profinite groups of rank m = |A| and retracts of Ω A S are the closed subsemigroups generated by the components of m-ary implicit operators of the form u ω where u is a primitive substitution which is invertible on groups and such that, for some finite power of u, all components start with the same letter and end with the same letter.
This of course does not say that a group-generic operator may be obtained by iterating an operator whose components are say finite words or κ-terms. In Section 7 we show that, for m > 1, there are indeed group-generic operators which cannot be obtained by iteration of operators whose components satisfy even weaker properties.
Location of group-generic subgroups in J -ordering
Another natural question which comes up is the position of (the components of) all these operators in the J -ordering of Ω A S. While a complete answer to this question seems presently too difficult, there is some partial information which we proceed to present. We already know that there are rank-m free profinite retract subgroups of Ω A S which are minimal in the J -ordering. Using Zorn's Lemma we may show that there are also maximal ones.
Proposition 5.1. For every rank-m free profinite retract subgroup H of Ω A S, there is some rank-m free profinite retract subgroup K of Ω A S which lies J -above H and which is maximal for this property.
Proof. Suppose that w 1i , . . . , w mi are generators of rank-m free profinite retract subgroups H i of Ω A S such that the H i form a chain for the Jordering, indexed by a chain I such that i ≤ j implies H i ≤ J H j . By compactness of Ω A S, there is a cofinal subchain J such that the subnets (w kj ) j∈J converge to limits w k : for every neighborhood U of w k , there is some j 0 ∈ J such that w kj ∈ U for all j ∈ J for which j ≥ j 0 . By routine compactness arguments one can then show that the w k are H -equivalent group elements which lie J -above all the H i .
Let H be the closed subgroup generated by w 1 , . . . , w m . We claim that H is free profinite of rank m and a retract of Ω A S. Equivalently, by Theorem 3.4, we may show that (w 1 , . . . , w m ) ω is the identity operator on finite groups. By construction, we have (w 1 , . . . , w m ) = lim j∈J (w 1j , . . . , w mj ).
Since the monoid of implicit operators is a profinite monoid, taking ω -powers defines a continuous operator. Hence
Restricting to finite groups, this equality remains valid. Since, under this restriction, the net on the right becomes the constant net with value the identity operator, we conclude that (w 1 , . . . , w m ) ω is also the identity operator on finite groups. The above shows that every J -chain of rank-m free profinite retract subgroups of Ω A S has an upper bound. The result follows by Zorn's Lemma. By Proposition 4.1, if u is a primitive m-ary implicit operator then the components of its ω -power are J -equivalent. We will then refer to the common J -class of these components as the component J -class of the operator u.
Several parameters may be considered to measure depth of J -classes of Ω A S. One such parameter which is suggested by studies in symbolic dynamics is factor complexity, or subword complexity since subword is often used in this context to mean factor. For a profinite word w , let F n (w) denote the set of all words of length n which are factors of w , that is which lie J -above w . Let F (w) be the set of all finite factors of w . The complexity of w is the function q w (n) which associates with each positive integer n the cardinality of F n (w).
In symbolic dynamics one considers a variant of this complexity, namely by taking instead the subset L n (w) consisting of all u ∈ F n (w) such there are v 1 ∈ A * and v 2 ∈ (Ω A S) 1 such that w = v 1 uv 2 , that is those factors of length n which are found within bounded distance from the left of w . This yields a complexity function p w (n) = |L n (w)|. It is this notion of complexity, or rather its restriction to right infinite words (which may be viewed as pro-K words) which is considered in symbolic dynamics [13] . Let
Of course p w (n) ≤ q w (n) for every n ≥ 1 and every profinite word w . In general, the inequality is strict. For instance, p a ω b (n) = 1 whereas q a ω b (n) = 2, both complexities being constant. For π ∈ K A , p a ω π (n) = 1 is still constant whereas q a ω π (n) = m n is the largest possible.
By definition the complexity q w (n) does not depend on the particular profinite word w but only on its J -class. More precisely, if v ≤ J w then q v (n) ≥ q w (n) since every factor of w is also a factor of v . (In particular the complexity function q(n) is of no interest in the study of right infinite words because they all are J -equivalent when treated as elements of Ω A K.)
A similar remark applies to the complexity p(n) with respect to Rordering: v ≤ R w implies p v (n) ≥ p w (n). Thus the complexities q(n) and p(n) are respectively J -class and R-class invariants and we may use them as a means to distinguish elements in different J -, respectively R-, classes. We cannot however expect these invariants to be sufficient to completely separate such classes as the next example will show.
In particular, both complexities are H -class invariants and therefore they are equal for all components of a given group-generic operator. We will then also talk of the complexities of group-generic operators. For our example, consider the group-generic operators π = (a ω ba ω , a) ω and ρ = (a ω ba ω+1 , a) ω . To show that the component J -classes of π and ρ are distinct it suffices to exhibit a finite semigroup and an evaluation in it under which the components of π and ρ evaluate to different J -classes. A little calculation shows that this happens for instance in the 22-element regular monoid with the following presentation a, b; a
On the other hand, an easy calculation shows that the operators π and ρ have the same complexities, namely q(n) = n + 1 and p(n) = 1 as they even have the same sets of factors F (n) and L(n). For another example, the reader may easily verify that for the groupgeneric operator of Proposition 2.3 the complexities are given by the formulas q(n) = (m − 1)n + 1 and p(n) = m.
Let us now concentrate on the case of implicit operators w of the form w = (u 1 , . . . , u m ) ω where the components u i are finite words. Inspired by the terminology in symbolic dynamics, let us call such operators w finite substitutive. If further there is such an implicit operator (u 1 , . . . , u m ) which is primitive, then w is said to be primitive finite substitutive. Proposition 5.2. For a primitive finite substitutive implicit operator, the two complexities p(n) and q(n) coincide.
Proof. Let w be an m-ary primitive implicit operator whose components are finite words. Since w is primitive, all w ω (x i ) (i = 1, . . . , m) lie in the same J -class by Proposition 4.1. We must show that F n (w ω (x i )) = L n (w ω (x i )), that is that every finite factor u of the components w ω (x i ) of the ω -iterate of w can be found within finite distance from the left.
Consider such a finite factor u. The presence of the finite factor u may be tested by membership in the topological closure of the language A * uA * in Ω A S. Since this language is rational, its closure is a clopen subset of Ω A S (see [4, Section 3.6] ). Hence u must be a factor of w n! (x i ) (i = 1, . . . , m) for all n ≥ n 0 and some n 0 ≥ 1. On the other hand, given i, the sequence of first letters of (w n! (x i )) n converges to the first letter of w ω (x i ) and therefore we may assume that n 0 is also such that the sequence is constant for n ≥ n 0 , say with value x j . By the choice of n 0 , we have w n 0 ! (x j ) ∈ vuA * . Hence, for n ≥ (n 0 !) 2 , the words w n! n 0 ! (x i ) all start with the letter x j and so
Letting n → ∞, since vuA * is a rational language we deduce that indeed u is a factor of w ω (x i ) within bounded distance from the left.
Proposition 5.2 fails in general for the components of finite substitutive implicit operators as the following example shows. Consider the operator w = v ω where v = (bd, bc, c, d). Then the first component of w is bc ω−1 d for which d is a factor but it is not found at finite distance from the left.
Further remarks on complexity
Note that every complexity p(n) of a profinite (infinite) word is also the complexity of an element of K A . Just which functions appear as complexity functions remains an open problem. See the survey [13] for partial results and connections with (non-symbolic) dynamical systems.
For the study of the free profinite semigroup Ω A S, we are more interested in the complexity functions q(n). This section contains only some initial remarks concerning these functions.
Lemma 6.1. Let w ∈ Ω A S be an infinite profinite word and let u ∈ F (w). If there is no a ∈ A such that ua ∈ F (w), then there exists an infinite v ∈ Ω A S such that w = vu.
Proof. Let (w n ) n be a sequence of finite words converging to w . Consider the rational language A * uA * and its closure C in Ω A S.
Since w ∈ C , it follows that w n ∈ A * uA * for all sufficiently large n and so we may as well assume that u ∈ F (w n ) for all n.
If, for a letter a, ua were a factor of w n for infinitely many n, then ua would also be factor of the limit w . Hence, we may further assume that ua is not a factor of w n for all n and all a ∈ A. But, as u is a factor of the finite word w n over the alphabet A, this implies that u must be a suffix of w n . Write w n = v n u with v n ∈ A * . By taking a subsequence, we may assume that (v n ) n converges to some v ∈ (Ω A S) 1 . By continuity of multiplication in Ω A S, we have w = vu. Since w is infinite and u is finite, v must be infinite, which establishes the lemma.
In particular, every finite factor of an infinite profinite word w may be prolonged either to its right or to its left to a longer factor of w .
Let w ∈ Ω A S. We will need the following formula which is established by an immediate counting argument:
Unlike the corresponding formula for the complexity function p, there may be summands which are negative. Yet, this is an exceptional situation and even then the sum remains non-negative unless w is a word of length n. Lemma 6.2. Let w ∈ Ω A S be an infinite profinite word. Then q w (n) is an increasing function.
Proof. Suppose that for some n the strict inequality q w (n + 1) < q w (n) holds. Then the sum in equation (6.1) must involve at least one negative summand. This means there exists some u 0 ∈ F n (w) such that no u 0 a with a ∈ A is a factor of w . By Lemma 6.1, it follows that u 0 is a suffix of w . Since w can only have one suffix of length n (consider the rational languages A * u), we conclude that u 0 is the only factor of w of length n which cannot be prolonged to its right to obtain a longer factor of w .
The factor u 0 accounts for a single negative summand in equation (6.1), whose value is −1. For the sum to be negative, it follows that all other summands must be 0. Hence, for every u ∈ F n (w) \ {u 0 }, there is exactly one letter a u ∈ A such that ua u ∈ F (w).
Suppose that uv is a finite word and a suffix of w where |u| = n. We claim that there is no finite word v such that uv is a suffix of w and |v | > |v|. Assuming the claim fails, take a counterexample with v shortest possible. Then v is not the empty word for, otherwise, u = u 0 and we know that u 0 is not a proper prefix of a factor of w . Hence v is not the empty word and both v and v , following the factor u, must start with the letter a u : v = a u v 1 and v = a u v 1 . Write u = bu 1 where b ∈ A. Then the suffixes u 1 a u v 1 and u 1 a u v 1 provide a counterexample to the claim with |v 1 | < |v|, which contradicts the minimality of the original counterexample. This establishes the claim.
Using the claim, we conclude that every factor of length n of w which appears within bounded distance from the right appears exactly once as such. Since F n (w) is finite and an infinite profinite word has arbitrarily long finite suffixes, we reach a contradiction. This proves that the strict inequality q w (n + 1) < q w (n) cannot hold.
Recall that a finite word is said to be primitive if it is not a proper (integral) power of another word. Basic facts about primitive words may be found, for instance, in [19, Section 1.3] . We will use them freely.
Hedlund and Morse [15] have shown that right infinite words with complexity p(n) ≤ n for some n must be ultimately periodic, that is of the form xy ω for some finite words x and y . By examining a proof of this result (see [13, Proposition 2] for a quick one), one can actually show that x and y may be taken so that |xy| ≤ n. The analogue for the complexity q(n) is given by the following result. Theorem 6.3. Suppose that w is an infinite profinite word such that q w (n) ≤ n for some n. Then there exist finite words x, y , and z and an infinite ν ∈ N such that w = xy ν z , |xy| ≤ n, and |yz| ≤ n.
Proof. Let w be the right infinite word obtained from w by applying the natural projection on K. Since p w (n) ≤ q w (n) ≤ n, the result of Hedlund and Morse quoted above implies that w is ultimately periodic. It follows that w is of the form w = xy ω 1 w 1 for some finite words x and y , and some infinite profinite word w 1 . Working dually with w 1 , we conclude that there is a factorization w 1 = vy ω 2 z with (infinite) profinite word v and finite words y 2 and z . We may as well assume that x, y 1 , y 2 and z are shortest possible. In particular, y 1 and y 2 are primitive words and, as observed above, |xy 1 | ≤ n and |y 2 z| ≤ n. Summarizing, we have a factorization w = xy ω 1 vy ω 2 z with short finite words x, y 1 , y 2 , z . Let (v k ) k be a sequence of finite words converging to v and let w k = xy ω 1 v k y ω 2 z . Considering the (finitely many) clopen sets which are either • of the form (Ω A S) 1 u(Ω A S) 1 , with u a word of length n, to which v belongs,
, where v and v are, respectively, the prefix and suffix of length n − 1 of w , we conclude that, for all sufficiently large k , v k belongs to precisely the same such clopen sets. So, we may as well assume that all v k have precisely the same factors of length n and the same prefix and suffix of length n − 1 as v does. Since factors of length n of w must be either factors of length n of v or overlap with v either in its prefix or its suffix of length n − 1, it follows that q w k (n) = q w (n) ≤ n for all k . If we prove the proposition for the w k , in view of the bound on the length of the intervening finite words, by compactness we conclude that the proposition also holds for w . Hence, without loss of generality, we may assume that v is a finite word.
Since y ω 1 vy ω 2 is a factor of v , which therefore also has complexity q(n) ≤ n, it further suffices to treat the case when x and z are empty words.
We may further assume that q w (1) ≥ 2 for, otherwise, w would involve only one letter and the result is obvious in this case. Since q w (k) is an increasing function of k by Lemma 6.2, for the inequality q w (n) ≤ n to hold for some n, there must exist k such that q w (k + 1) = q w (k). Since we have eliminated possible finite prefixes and suffixes that do not appear elsewhere as factors, from equation (6.1) and its dual we deduce that every factor of length n of w is the prefix, respectively the suffix, of exactly one factor of length n. This implies that vy 2 is a prefix of y ω 1 and y 1 v is a suffix y ω 2 . Since y 1 and y 2 are primitive words, it follows that there are words u 1 and u 2 such that y 1 = u 1 u 2 , v = (u 1 u 2 ) r u 1 for some r ≥ 0, and y 2 = u 2 u 1 . This yields the factorization w = (u 1 u 2 ) ω+r u 1 , which is of the desired form.
As a consequence, we obtain a lower bound for complexity for profinite words.
Corollary 6.4. Let w be any profinite word which is not of the form xy ν z for some finite words x, y, z and some ν ∈ N. Then q w (n) ≥ n + 1 for every n.
A further corollary of Theorem 6.3 deals with group elements of Ω A S.
Corollary 6.5. Suppose that w lies in a subgroup of Ω A S and q w (n) ≤ n for some n. Then the H -class of w is a procyclic group with generator of the form y ω+1 for some word of length at most n. In particular, there are only finitely many H -classes of such profinite words w .
Proof. By Theorem 6.3 there exists a factorization w = xy ν z with x, y, z finite words and ν ∈ N. Take x, y, z to be shortest possible. Since w ω+1 = w , w being a group element of Ω A S, the prefix x and the suffix z must reappear elsewhere in w . Hence x and z are empty words and y is a primitive word.
Let H be the H -class containing w . For every v ∈ H , we have v ω = w ω = y ω . Since Theorem 6.3 applies equally well to v , we conclude that v = y µ for some µ ∈ N. Hence all elements of H are powers of y ω+1 , with exponent in N. Hence H is a procyclic group.
Since free profinite groups of rank greater than 1 are not procyclic, we deduce that such groups cannot be found as subgroups of Ω A S too low in terms of complexity.
Corollary 6.6. The complexity of any free profinite subgroup of Ω A S of rank r > 1 is at least q(n) ≥ n + 1.
For the lower bound q(n) = n + 1 for complexity to be attained for a group-generic subgroup of Ω A S, we must have q(1) = 2 and, therefore, m = 2. Right infinite words with complexity p(n) = n + 1 are called Sturmian words and there is an extensive literature on them. See [20, Chapter 2] for a study of such words and further references.
Among Sturmian words, those which are generated by iteration of word operators (u 1 , u 2 ), that is which are finite substitutive, deserve special attention. By a result of Mignosi and Séébold [22] , the iteration of the operator (u 1 , u 2 ) produces a Sturmian infinite word if and only if the endomorphism of the free group on {a, b} which it induces is an automorphism. Endomorphisms (u 1 , u 2 ) of A * with this property are called Sturmian morphisms and they have been extensively studied [20, Section 2.3] .
Thus, in particular, (aba, a) ω and (a 2 b, ab) ω are both instances of groupgeneric operators for which the minimum complexity q(n) = n + 1 is attained. In forthcoming work by the first author, it is shown that the corresponding rank-2 free profinite retract subgroups of Ω 2 S are maximal in the J -ordering and do not even have regular elements strictly J -above them.
Entropy
Given a sequence (t n ) n of non-negative real numbers such that t r+s ≤ t r + t s , it is easy to show that the sequence ( 1 n t n ) n converges to its infimum (see, for instance, [18, Lemma 4.1.7] ).
Let w be a profinite word on the alphabet A. By considering a word of length r + s as the concatenation of a prefix of length r with a suffix of length s one obtains the inequality q w (r + s) ≤ q w (r)q w (s). By the above remark, it follows that the sequence 1 n log m q w (n) converges, namely to its infimum. The limit
is called the entropy of the profinite word w . Note that h(w) is a real number in the interval [0, 1]. Also, if u is a factor of w then h(u) ≤ h(w). For example, if w is in the minimal ideal K A of Ω A S, then q w (n) = m n and so h(w) = 1. The converse is also true and easy to prove. Proposition 7.1. A profinite word w over the alphabet A has entropy 1 if and only if it belongs to K A .
Proof. We have already observed that the limit lim n→∞ 1 n log m q w (n) coincides with the infimum inf n≥1 1 n log m q w (n). Hence the hypothesis h(w) = 1 yields, for all n, the inequality 1 n log m q w (n) ≥ 1 from which we deduce that q w (n) ≥ m n and, therefore, q w (n) = m n . This shows that every finite word is a factor of w . Since every profinite word is the limit of a sequence of finite words, a standard compactness argument shows that w ∈ K A .
On the other hand, if w has polynomial complexity (meaning that q w (n) = O(n k ) for some k ), then h(w) = 0. Following the terminology which is sometimes adopted in symbolic dynamics, we will say that a profinite word is deterministic if it has 0 entropy. For instance, any finite word or, for m > 1, any power x ν of a finite word are deterministic but there are many more deterministic operations in case m > 1.
Similarly, one can define a left entropy for a profinite word w :
Since q w (n) ≥ p w (n), h 0 (w) = 1 implies w ∈ K A but the converse fails for instance for w = a ω v if v ∈ K A , a ∈ A, and m > 1. We say that w is left deterministic if h 0 (w) = 0.
The following results examine how complexity and entropy are affected by implicit operations. We start with a basic lemma stating that finite factors are found in profinite words basically in the same way they appear in finite products of finite words.
Lemma 7.2. Suppose that u is a finite factor of a profinite word of the form w = w(v 1 , . . . , v r ) where the v i ∈ Ω A S (i = 1, . . . , r) and w ∈ Ω r S. Then u is either a factor of some v i or w has a factor
Proof. This is easily proved by a standard compactness argument which is included for the sake of completeness. The statement is obvious if w and all v i are finite. Otherwise, take sequences of finite words (w n ) n and (v i,n ) n converging respectively to w and v i (i = 1, . . . , r ). Moreover, we may take (v i,n ) n to be constant if v i is finite. If the finite word u is a factor of w then, since the set L = (Ω A S) 1 u(Ω A S) 1 is clopen we may assume that w n (v 1,n , . . . , v r,n ) lies in L for all n, that is that u is a factor of every word w n (v 1,n , . . . , v r,n ). Applying the claim to each such (finite) word, since u has only finitely many factorizations we may extract subsequences so that:
• either u is a factor of a subsequence of (v i,n ) n for some n, in which case u is also a factor of v i ,
is a factor of all elements in a subsequence of (w n ) n , and therefore also a factor of w , u 0 is a suffix of all elements of subsequence of (v i 0 ,n ) n , and therefore also of v i 0 , and u k+1 is a suffix of all elements of some subsequence of (v i k+1 ,n ) n , and therefore also of v i k+1 .
Lemma 7.2 leads to the following upper bound for complexity. and w ∈ Ω r S. Then the complexity functions satisfy one of the following inequalities:
Proof. In case all the v i are infinite, a finite factor of w which is not a factor of some v i cannot have any v i as a factor and, therefore, by Lemma 7.2 it is a product of a suffix of some v i 0 with a prefix of some v i 1 such that x i 0 x i 1 is a factor of w . There are at most q w (2)(n − 1) such nontrivial factorizations for a word of length n. The inequality in (a) follows and the other case is treated similarly.
This leads to a simple upper bound for the increase of entropy under composition. Proof. Let M n be the maximum of the complexities q w (n) and q v i (n) (i = 1, . . . , r ). Then Proposition 7.3 gives the following rough upper bound for the complexity of w in view of Lemma 6.2:
Given > 0, we know that, for all sufficiently large n, 1 n log r q w (n) < h(w) + log r m and
Taking into account (7.2), we deduce the inequality (7.1).
Here are a few applications of Theorem 7.4.
Corollary 7.5. Suppose that w ∈ Ω r S is a deterministic implicit operation with full content and let v i ∈ Ω A S (i = 1, . . . , r). Then we have the equality
In particular, we have h(
Proof. For the first equality, the inequality (≤) follows from Theorem 7.4 since h(w) = 0. The reverse inequality is immediate since the assumption that w has full content implies that each v i is a factor of w(v 1 , . . . , v r ) and a profinite word cannot have lower entropy than any of its factors.
The following result is proved in [7, Corollary 3.4] .
Theorem 7.6. If |A| > 1, then no profinite word in the subsemigroup closed under arbitrary powers generated by A belongs to K A .
A substantial improvement of this result is now immediate. Further improvements are contained in the next results.
Corollary 7.7. The set Ω A S\K A is a subsemigroup of Ω A S which is closed under taking powers by arbitrary exponents in N in case |A| > 1.
More generally, we obtain the following result.
Corollary 7.8. Let w = w(v 1 , . . . , v r ) where v i ∈ Ω A S (i = 1, . . . , r ) and w ∈ Ω r S has full content. If w ∈ K A then either at least one of the v i lies in K A , or all of the following conditions hold:
Proof. Suppose that w lies in K A and none of the v i does. By Theorem 7.4 and Proposition 7.1, we must have h(w) ≥ log r m. Since h(w) is a lower bound for the sequence 1 n log r q w (n), it follows that q w (n) ≥ m n for all n. This proves (iii) and this yields (ii) since r n ≥ q w (n). If (i) did not hold then w would belong to some Ω B S with B A, so that x i ∈ A \ B would not be a factor of w , in contradiction with the assumption that w ∈ K A .
The conditions (i)-(iii) of Corollary 7.8 are not sufficient for w ∈ K A in case m > 1: one can take, for instance, all v i equal to the word u = x 1 x 2 · · · x m which gives w = u ν for some infinite exponent ν and, therefore, h(w ) = 0 and w / ∈ K A . Primitive word substitutions are known to generate profinite words which have linear complexity p(n) (see [13, page 148] for references) and therefore such profinite words are deterministic by Proposition 5.2. More generally, the iteration of word substitutions leads to operators whose components have complexity p(n) at most quadratic and therefore they are left deterministic [11, 23, 17] . This suggests an upper bound on the increase of complexity under iteration and that iteration does not increase entropy, as stated in the following result and its first corollary. The proof requires a finer analysis than can be deduced from the rough upper bound for complexity provided by Proposition 7.3. Our argument is adapted from [11] with proper care to handle profinite words. Theorem 7.9. Let u 1 , . . . , u m ∈ Ω A S and (w 1,ν , . . . , w m,ν ) = (u 1 , . . . , u m ) ν for each ν ∈ N. Then the following inequality holds for some constant C :
Proof. Denote by ϕ the continuous endomorphism of Ω A S determined by the substitution (u 1 , . . . , u m ). Consider a finite factor v (0) = v of length n of some w i,ν with ν > 0. Since w i,ν is the limit of a sequence of w i,r with r ∈ N \ {0}, v (0) is a factor of some such w i,r . On the other hand, since w i,r = w i,r−1 (u 1 , . . . , u m ), by Lemma 7.2 either v (0) is a factor of some u j or w i,r−1 has a factor
v 0 is a suffix of u i 0 , and v k+1 is a prefix of u i k+1 . Of course, the factors u i 1 , . . . , u i k must be finite and we may take all factors in (7.3) to be nonempty so that |v (1) | ≤ |v (0) |. Repeating this process with v (1) , in case r − 1 > 0, either v (1) is a factor of some u j or we obtain a corresponding finite factor v (2) of w i,r−2 . Since r is finite, this process must end in a finite number of steps, thus tracing back a finite factor v of w i,ν to a finite factor v = v (t) of some u j . In this process, each v ( +1) is a minimal factor of w i,r− such that v ( ) is a factor of ϕ(v ( +1) ).
For each factor z of each profinite word u j , consider the set L z,n all words v such that v = z . To obtain upper bounds on the size of L z,n , we distinguish various cases according to the letters that occur in z . There are three types of letters, namely:
(i) x i such that w i,ν is infinite for some ν ∈ N; (ii) x i such that each w i,ν is finite for every ν ∈ N but unbounded; (iii) x i such that |w i,ν | is bounded independently of ν ∈ N. Observe that if ϕ ν (x i ) is infinite for ν = ν 0 ∈ N then it remains infinite for every ν ≥ ν 0 . Thus the set of variables for which ϕ k (x i ) is infinite increases with k and so in at most m steps it must stabilize, which shows that in fact ϕ k (x i ) is infinite for every k ≥ m.
Consider next a variable x i such that ϕ m (x i ) is finite and suppose that there is some k ∈ N such that |ϕ km (x i )| ≤ k . Since, for a finite word v , |ϕ(v)| ≥ |v|, in the k blocks of m steps of applying ϕ to x i to obtain |ϕ km (x i )| not all of them can contain a size increase and so there must be some j such that 0 ≤ j < k and
This means that all variables which occur in each profinite word ϕ jm+t (x i ) for t = 0, . . . , m − 1 are mapped to variables. Since there are only m variables altogether, ϕ must permute the variables in ϕ jm (x i ). Hence |ϕ (x i )| remains bounded independently of ∈ N. Hence, for variables x i of type (ii) and k ∈ N, we have |ϕ k (x i )| > k m . Suppose that z admits a factorization of the form z = z 0 x i z 2 , where x i is a letter of type (ii) and z 1 and z 2 are non-empty words. If v ∈ L z,n , then there exists t ≥ 0 such that v is a factor of ϕ t (z) and z is minimal for this property, so that ϕ t (x i ) is a factor of v . By the remark in the preceding paragraph we have
which provides a linear bound on t. Moreover, since ϕ t (x i ) is a factor of v which in turn is a factor of ϕ t (z), of which ϕ t (x i ) is a specific factor, there are not more than n possibilities for v for each t ≤ m(n + 1). Hence |L z,n | ≤ mn(n + 1) in this case. The case where z has a factorization of the form z = z 0 x i z 2 , where x i is a letter of type (i) and z 1 and z 2 are non-empty words may be handled similarly: here we get a uniform upper bound for t, in the above notation, namely m, which leads to the linear bound |L z,n | ≤ mn.
It remains to consider the cases in which all middle letter of z are of type (iii), in which case the possible significant variety of members of L z,n is to be found essentially only in the extremes.
Let z = x i ζx j where ζ contains only letters of type (iii). Then v ∈ L z,n is a factor of ϕ r (z) for some r but it is not a factor of ϕ r (z ) for any proper factor z of z so that v admits a factorization v = v 0 ϕ r (ζ)v 1 where v 0 is a prefix of ϕ r (x i ) and v 1 is a suffix of ϕ r (x j ). Since the letters in ζ are all of type (iii), there are only a finite number of possibilities for ϕ r (ζ) as r varies. Now we need to estimate the number of possibilities for v 0 and v 1 . By duality, it suffices to consider the case of v 0 , that is to estimate the number of suffixes of length at most n − 1 of any of the ϕ r (x i ). If x i is a letter of type (iii), then we have only a finite number of words from which to extract such suffixes and thus an estimate is given by a suitable constant, independent of n. So we assume that x i is either of type (i) or of type (ii).
Consider the last letter of each ϕ r (x i ). Since there are only m possibilities for such a letter, a repetition will be found within at most m steps. For each letter x which reoccurs periodically in this sequence of last letters, if it is either of type (i) or of type (ii) then all last letters of the ϕ r (x i ) must be of the same type and, in at most r ≤ m(n − 1) steps the suffix of length n − 1 of all ϕ r (x i ) becomes constant. If x is of type (iii), then we get a finite number of possibilities for the ϕ k (x ) and each of these is either of length greater than or equal to n−1 or will account for a nontrivial suffix of the corresponding ϕ r (x i ). Repeating the preceding argument for the remaining part of the suffix v 0 , we eventually find a linear upper bound Cn, where C is a constant, for the set of all longest suffixes of the ϕ r (x i ) of length at most n − 1. Similarly, there is a linear upper bound Dn, for another constant D , on the number of longest prefixes of the ϕ r (x j ) of length at most n − 1. Moreover, for each r there are at most n possible factors of ϕ r (z) which belong to L z,n . Hence we obtain the upper bound |L z,n | ≤ max{C, D}n 2 in this case.
Putting it all together, we obtain an upper bound of the form Cmn 2 for the number of elements of each L z,n . It remains to sum these upper bounds with z a factor of some u j of length at most n. Since q u j (n) is an increasing function of n for each j by Lemma 6.2, the number of summands is bounded above by mn max 1≤j≤m q u j (n) and so the sum is certainly bounded above by Cm 2 n 3 max 1≤j≤m q u j (n) for some constant C , which completes the proof of the theorem.
In terms of entropy, we may simply state that iteration does not increase entropy or, more formally, we obtain the following immediate consequence of Theorem 7.9. The next application extends one of the earliest results on implicit operations on finite semigroups according to which there are ternary implicit operations which are not composites of variables and binary implicit operations [5] . Corollary 7.6 is a strengthening of the binary case which was also established in [5] .
Denote by I A,k the closure of the set of variables A under the application of implicit operations of arity k , multiplication, and iteration. Remark 7.1. In [11] one finds a quadratic instead of a cubic factor in the upper bound corresponding to Theorem 7.9. This is explained by the fact that in that paper the components are finite words and therefore of bounded complexity so that, in the final summation procedure at the end of the proof of Theorem 7.9, no extra factor n appears but rather just an extra constant. On the other hand, we must confess that so far we have not found an example of an implicit operator for which the upper bound of Theorem 7.9 would be exact.
Remark 7.2. We developed our results for semigroups for the sake of simplicity. The free profinite monoid Ω A M on a set A is easily seen to be the monoid (Ω A S) 1 , where the adjoined identity is an isolated point. This extra element brings added difficulties for iteration since it allows erasing letters. Nevertheless, with a little extra care, the results could be extended to the monoid context. The original results of [11] , stated for the so-called D0L-systems, already considered the possibility of erasing letters.
Remark 7.3. Some of the results of this paper on complexity and entropy could be extended to free profinite semigroups on other pseudovarieties of semigroups. For instance, the crucial observation that maximal entropy is reached only at the minimal ideal (Proposition 7.1) is valid over every pseudovariety of semigroups. On the other hand, arguments which depend on the hypothesis that languages of the forms wA * , A * wA * and A * w , with w a finite word, have clopen closure in the relatively free profinite semigroup Ω A V , require that V contain the pseudovariety LSl of all finite semigroups whose local monoids are semilattices. In particular, all the results of this section apply to all such pseudovarieties V . In fact, the results for LSl immediately imply the same results for every pseudovariety containing LSl. In case there is a maximum M n = max{χ(w, n) : w ∈ Ω A S}, entropy may be normalized as was done for the function h by taking η (w) = lim n→∞ 1 n log χ(w, n) 1 n log M n , where the limit exists since (i) implies that M r+s ≤ M r M s (cf. the discussion at the beginning of this section), unless inf{ 1 n log M n : n ∈ N} = 0.
In general, since different complexity functions will measure different combinatorial parameters, the kind of results to which they may lead are naturally quite different.
Remark 7.5. Another example of a function satisfying properties (i) and (ii) of Remark 7.4 is σ w (n), given by the number of scattered subword of w of length n. Here by a scattered subword of w we mean a word x i 1 x i 2 · · · x in such that w belongs to the closure of the language A * x i 1 A * x i 2 · · · A * x in A * .
The maximum value of σ w (n) is m n and so the corresponding normalized entropy is given by η (w) = lim n→∞ 1 n log m σ w (n).
For this entropy function, η (w) = 1 if and only if w lies J -below an idempotent with full content. And, of course, this property is easily obtained by applying multiplication and the ω -power so that nothing like the results of this section will apply to the complexity function σ w (n).
Remark 7.6. Other examples of functions satisfying properties (i) and (ii) of Remark 7.4 are given by the complexity function p w (n) of Section 5 and its dual, corresponding to counting factors of length n at bounded distance from the right. For the complexity function p w (n), the maximum value of the corresponding entropy function, which we already introduced earlier in this section as "left entropy", is assumed if and only if w lies R-below the limit v of a sequence of finite words, in which each term is a prefix of the next, and such that v ∈ K A . This is a finer property than just having w ∈ K A , as it should be since p w (n) ≤ q w (n). The reader may check that the arguments of this section go through for the complexity function p w (n), thereby showing, in particular, that composition and iteration of implicit operations does not increase left entropy. Among the various applications of the kind given in this section, we will mention just one. Since it is easy to construct elements of Ω A S of left entropy 1 (for instance, the Reilly-Zhang idempotent is readily seen to have left entropy 1), we find that there are, for each n = |A| > 1, implicit operations in Ω A K which cannot be obtained from A by applying implicit operations of lower arity and iteration. This solves Problem 60 in [4] .
