Graphical models use graphs to compactly capture stochastic dependencies amongst a collection of random variables. Inference over graphical models corresponds to finding marginal probability distributions given joint probability distributions. In general, this is computationally intractable, which has led to a quest for finding efficient approximate inference algorithms. We propose a framework for generalized inference over graphical models that can be used as a wrapper for improving the estimates of approximate inference algorithms. Instead of applying an inference algorithm to the original graph, we apply the inference algorithm to a block-graph, defined as a graph in which the nodes are non-overlapping clusters of nodes from the original graph. This results in marginal estimates of a cluster of nodes, which we further marginalize to get the marginal estimates of each node. Our proposed block-graph construction algorithm is simple, efficient, and motivated by the observation that approximate inference is more accurate on graphs with longer cycles. We present extensive numerical simulations that illustrate our block-graph framework with a variety of inference algorithms (e.g., those in the libDAI software package). These simulations show the improvements provided by our framework.
{ p s (x s )} Generalized Alg Fig. 1 . Alg is an inference algorithm that estimates marginal distributions given a graphical model. We propose a framework that generalizes Alg using block-graphs to improve the accuracy of the marginal estimates.
I. INTRODUCTION
A graphical model is a probability distribution defined on a graph such that each node represents a random variable (or multiple random variables), and edges in the graph represent conditional independencies 1 . The underlying graph structure in a graphical model leads to a factorization of the joint probability distribution. Graphical models are used in many applications such as sensor networks, image processing, computer vision, bioinformatics, speech processing, social network analysis, and ecology [1] - [3] , to name a few. Inference over graphical models corresponds to finding the marginal distribution p s (x s ) for each random variable given the joint probability distribution p(x). It is well known that inference over graphical models is computationally tractable for only a small class of graphical models (graphs with low treewidth [4] ), which has led to much work to derive efficient approximate inference algorithms.
A. Summary of Contributions
Our main contribution in this paper is a framework that can be used as a wrapper for improving the accuracy of approximate inference algorithms. Instead of applying an inference algorithm to the original graph, we apply the inference algorithm to a block-graph, defined as a graph in which the nodes are non-overlapping clusters of nodes from the original graph. This results in marginal estimates of a cluster of nodes of the original graph, which we further marginalize to get the marginal estimates of each node. Larger clusters, in general, lead to more accurate inference algorithms at the cost of increased computational complexity. Fig. 1 illustrates our proposed block-graph framework for generalized inference.
The key component in our framework is to construct a block-graph. It has been empirically observed that approximate inference is more accurate on graphs with longer cycles [5] . This motivates our proposed block-graph construction algorithm where we first find non-overlapping clusters such that the graph over the clusters is a tree. We refer to the resulting block-graph as a block-tree. The block-tree construction algorithm runs in linear time by using two passes of breadth-first search over the graph. The second step in our block-graph construction algorithm is to split large clusters 2 in the block-tree. Using numerical simulations, we show how our proposed algorithm for splitting large clusters leads to superior inference algorithms when compared to an algorithm that randomly splits large clusters in the block-tree and an algorithm that uses graph partitioning to find non-overlapping clusters [6] .
As an example, consider applying our block-graph framework to belief propagation (BP) [7] , which finds the marginal distribution at each node by iteratively passing messages between nodes. If the graph is a tree, BP computes the exact marginal distributions, however, for general graphs with cycles, BP only approximates the true marginal distribution. Our framework for inference (see Fig. 1 ) generalizes BP so that message passing occurs between clusters of nodes, where the clusters are non-overlapping. The estimates of the marginal distribution at each node can be computed by marginalizing the approximate marginal distribution of each cluster. Our framework is not limited to BP and can be used as a wrapper for any inference algorithm on graphical models as we show in Section V. Using numerical simulations, we show how our block-graph framework improves the marginal distribution estimates computed by current inference algorithms in the literature: BP [7] , conditioned belief propagation (CBP) [8] , loop corrected belief propagation (LC) [9] , [10] , tree-structured expectation propagation (TreeEP), iterative join-graph propagation (IJGP) [11] , and generalized belief propagation (GBP) [12] - [15] .
B. Related Work
There has been significant work in extending the BP algorithm of message passing between nodes to message passing between clusters. It is known that the true marginal distributions of a graphical model minimize the Gibbs free energy [16] . In [12] , [17] , the authors show that the fixed points of the BP algorithm minimize the Bethe free energy, which is an approximation to the Gibbs free energy. This motivated the generalized belief propagation (GBP) algorithm that minimizes the Kikuchi free energy [18] , a better approximation to the Gibbs free energy. In GBP, message passing is between clusters of nodes that are overlapping. A more general approach to GBP is proposed in [14] using region graphs and in [15] using the cluster variation method (CVM). References [19] , [20] propose some guidelines for choosing clusters in GBP. Reference [11] proposes a framework for GBP, called iterative join-graph propagation (IJGP), that first constructs a junction tree, a tree-structured representation of a graph with overlapping clusters, and then splits larger clusters in the junction tree to perform message passing over a set of overlapping clusters.
In the original paper describing GBP [17] , the authors give an example of how non-overlapping clusters can be used for GBP, since, when applying the block-graph framework to BP, the resulting inference algorithm (Bm-BP, where m is the cluster size) becomes a class of GBP algorithms where the set of overlapping clusters corresponds to cliques in the block-graph. Our numerical simulations identify cases where Bm-BP leads to superior marginal estimates when compared to a GBP algorithm that uses overlapping clusters. Moreover, since our framework can be applied to any inference algorithm, we show that the marginal estimates computed by GBP based algorithms can be improved by applying the GBP based algorithm to a block-graph. Our block-graph framework is not limited to generalizing BP and we show this in our numerical simulations where we generalize conditioned belief propagation (CBP) and loop corrected belief propagation (LC). Both these algorithms have been shown to empirically perform better than GBP for certain graphical models [8] , [10] . In [6] , [21] , the authors propose using graph partitioning algorithms for finding non-overlapping clusters for generalizing the mean field algorithm for inference [16] . Our numerical results show that our algorithm for finding non-overlapping clusters leads to superior marginal estimates.
We note that our work differs from some other works on studying graphical models defined over graphs with non-overlapping clusters. For example, [22] consider the problem of learning a Gaussian graphical model defined over some block-graph. Similar efforts have been made in [23] for discrete valued graphical models. In [24] , the author analyzes properties of a graphical model defined on a block-tree. In all of the above works, the underlying graphical model is assumed to be block-structured. In our work, we assume a graphical model defined on an arbitrary graph and then find a representation of the graphical model on a block-graph to enable more accurate inference algorithms. This paper is motivated by our earlier work in studying tree structures for Markov random fields (MRFs) indexed over continuous indices [25] . In [26] , we have shown that a natural tree-like representation for such MRFs exists over non-overlapping hypersurfaces within the continuous index set. Using this representation, we derived extensions of the Kalman-Bucy filter [27] and the Rauch-Tung-Striebel smoother [28] to Gaussian MRFs indexed over continuous indices. 
C. Paper Organization
Section II reviews graphical models and the inference problem. Section III outlines our proposed algorithm for constructing block-trees, a tree-structured graph over non-overlapping clusters. Section IV presents our algorithm for splitting larger clusters in a block-tree to construct a block-graph. Section V outlines our block-graph framework for generalizing inference algorithms. Section VI presents extensive numerical results evaluating our framework on various inference algorithms. Section VII summarizes the paper and outlines some future research directions.
II. BACKGROUND: GRAPHICAL MODELS AND INFERENCE
A graphical model is defined using a graph G = (V, E), where the nodes V = {1, 2, . . . , p} index a collection of random variables x = {x s ∈ Ω d : s ∈ V } and the edges E ⊆ V × V encode statistical independencies [3] , [29] . The set of edges can be directed, undirected, or both. Since directed graphical models, also known as Bayesian networks, can be mapped to undirected graphical models by moralizing the graph, in this paper, we only consider undirected graphical models, also known as Markov random fields or Markov networks.
The edges in a graphical model imply Markov properties about the collection of random variables.
The local Markov property states that x s is independent of {x r :
where N (s) is the set of neighbors of s. For example, in Fig. 2 , x 2 is independent of {x 3 , x 6 , x 7 , x 8 , x 9 } given {x 1 , x 4 , x 5 }. The global Markov property, which is equivalent to the local Markov property for non-degenerate probability distributions, states that, for a collection of disjoint nodes A, B, and C, if B
separates A and C, x A is independent of x C given x B . An example of the sets A, B, and C is shown in Fig. 2 . From the Hammersley-Clifford theorem [30] , the Markov property leads to a factorization of the joint probability distribution over cliques (fully connected subsets of nodes) in the graph,
where C is the set of all cliques in the graph G = (V, E), ψ C (x C ) > 0 are potential functions defined over cliques, and Z is the partition function, a normalization constant.
Inference in graphical models corresponds to finding marginal distributions, say p s (x s ), given the probability distribution p(x) for x = {x 1 , . . . , x p }. This problem is of extreme importance in many domains. A classical example is in estimation when we are given noisy observations y of x and we want to estimate the underlying random vector. To find the minimum mean square error (mmse) estimate, we need to marginalize the conditional probability distribution p(x|y) to find the marginals p s (x s |y). An algorithm for marginalizing p(x) can be used for marginalizing p(x|y). In general, exact inference is computationally intractable, however, there has been significant progress in deriving efficient approximate inference algorithms. The main contribution in this paper is the block-graph framework for generalizing inference algorithms (see Fig. 1 ) so that the performance of approximate inference algorithms can be improved.
III. BLOCK-TREES: FINDING TREES OVER NON-OVERLAPPING CLUSTERS
Section III-A outlines our algorithm for constructing block-trees. Section III-B defines the notion of optimal block-trees by using connections between block-trees and junction trees. Section III-C outlines greedy algorithms for finding optimal block-trees.
A. Main Algorithm
Definition 1 (Block-Graph and Block-Tree):
graph over clusters of nodes in V such that each node in V is associated with only one cluster in V. In other words, the clusters in V are non-overlapping. If the edge set E ⊆ V × V is tree-structured, we call the block-graph a block-tree.
Algorithm 1 outlines our construction of a block-tree G given an arbitrary graph G = (V, E). Without loss in generality, we assume that G is connected, i.e., there exists a path between all non adjacent nodes.
The original graph G and a set of nodes V 1 ⊂ V are the input. The output is the block-tree G. We refer to V 1 as the root cluster. The algorithm first finds an initial set of clusters and then splits these clusters to find the final block-tree. We explain the steps of the algorithm.
Forward step: Find clusters V 1 , V 2 , . . . , V r using breadth-first search (BFS) so that
These clusters serve as initial clusters for the blocktree. During the BFS step, split each cluster V k into its connected components {V 1 k , . . . , V mk k } using the subgraph G(V k ), which denotes the graph only over the nodes in V k (Line 2).
Backwards step:
We now merge the clusters in each V k to find the final block-tree. The key intuition in this step is that each cluster V k should be connected to a single cluster in V k−1 . If this is not the case, we merge clusters in V k−1 accordingly. Starting at V r = {V 1 r , V 2 r , . . . , V mr r }, for each V Data: A graph G = (V, E) and a set of nodes
Combine C(V j i ) into one cluster and update V i−1 .
The first part of Algorithm 1 finds successive non-overlapping neighbors of the root cluster. This leads to an initial estimate of the block-tree graph. In the backwards step, we split clusters to form a block-tree.
We illustrate Algorithm 1 with examples.
Example: Consider the grid graph of Fig. 3(a) . Choosing V 1 = {1}, we get the initial estimates of the clusters as shown in Fig. 3(a) . Running the backwards step to identify the final clusters (see Fig. 3 (b)), we get the block-tree in Fig. 3 
(c).
Example: In the previous example, the initial estimates of the clusters matched the final estimates and the final block-tree was a chain-structured graph. We now consider an example where the final block-tree will in fact be tree-structured. Consider the partial grid graph of Fig. 4 (a). Choosing V 1 = {7}, we get the initial estimates of the clusters in Fig. 4(a) . We now run the backwards step of the algorithm. Since V 5 = {3} is connected to 2 and 6, C(V 5 ) = {2, 6}. Thus, {2, 6} become a single cluster. We now find neighbors of {2, 6} in V 3 = {9, 5, 1}. It is clear that only {9, 5} are connected to {2, 6}, so {9, 5} become a single cluster. In this way, we have split V 3 into two clusters: V 1 3 = {9, 5} and V 2 3 = {1}. Continuing the algorithm, we find the remaining clusters as shown in Fig. 4(b) . The final block-tree is shown in Fig. 4 
The following proposition characterizes the time complexity and correctness of Algorithm 1.
Proposition 1: Algorithm 1 runs in time O(|E|) and always outputs a block-tree.
Proof: Both the forward step and the backwards step involve a breadth first search, which has complexity O(|E|). Algorithm 1 always outputs a block-tree since each cluster in V k is only connected to a single cluster in V k−1 .
Block-trees are closely related to junction trees. In the next Section, we explore this connection to define optimal block-trees.
B. Optimal Block-Trees
Junction trees, also known as clique trees or join trees, are tree-structured representations of graphs using a set of overlapping clusters [31] , [32] . The width of a graph is the maximum cardinality of a cluster in the junction tree minus one. The treewidth of a graph is the minimum width of a graph over all possible junction tree representations. It is well known that several graph related problems that are computationally intractable in general can be solved efficiently when the graph has low treewidth. For the problem of inference over graphical models, [4] showed how junction trees can be used for exact inference over graphical models defined over graphs with small treewidth.
Given a block-tree G = (V, E), an equivalent junction tree representation can be easily computed by combining all clusters connected along edges into a single cluster. For example, the junction tree representation for the block-trees in Fig Using this junction tree, we can derive exact inference algorithms for graphical models parameterized by block-trees.
It is easy to see that the complexity of inference using block-trees will depend on the maximum sum of cluster sizes of adjacent clusters in the block-tree (since this will correspond to the width of the equivalent junction tree). Thus, an optimal block-tree can be defined as a block-tree G = (V, E) for which max (i,j)∈E (|V i | + |V j |) is minimized. From Algorithm 1, the construction of the block-tree depends on the choice of the root cluster V 1 . Thus, finding an optimal block-tree is equivalent to finding an optimal root cluster. This problem is computationally intractable since we need to search over all possible combinations of root clusters V 1 .
As an example illustrating how the choice of V 1 alters the block-tree, consider finding a block-tree for the partial grid in Fig. 4(a) . In Fig. 4(c) , we constructed a block-tree using V 1 = {7} as the root cluster. The maximum sum of adjacent cluster sizes in Fig. 4(c) is four. Instead of choosing V 1 = {7}, let V 1 = {7, 4}. The initial estimate of the clusters are shown in Fig. 6(a) . The final block-tree is shown in Fig. 6(c) . Since the clusters {9, 6, 2} and {8, 5} are adjacent, the maximum sum of adjacent clusters is five. 
C. Greedy Algorithms for Finding Optimal Block-Trees
In the previous Section, we saw that finding optimal block-trees is computationally intractable. In this Section, we propose three greedy algorithms for finding optimal block-trees that have varying degrees of computational complexity.
Minimal degree node -MinDegree: In this approach, which we call MinDegree, we find the node with minimal degree and use that node as the root cluster. The intuition behind this is that the minimal degree node may lead to the smallest number of nodes being added in the clusters. The complexity of this approach is O(n), where n is the number of nodes in the graph.
The next two algorithms are based on the relationship between junction trees and block-trees outlined in Section III-B. Recall that for every block-tree, we can find a junction tree. This means that an optimal junction tree (a junction tree with minimal width) may be used to find an approximate optimal blocktree. Further, finding optimal junction trees corresponds to finding optimal elimination orders in graphs [33] . Thus, we can make use of greedy algorithms for finding optimal elimination orders to find optimal block-trees.
Using an elimination order -GreedyDegree: One of the simplest algorithms for finding an approximate optimal elimination order is known as GreedyDegree [34] , [35] , where the elimination order corresponds to the sorted list of nodes in increasing degree. The complexity of GreedyDegree is O(n log n) since we just need to sort the nodes. Using the elimination order, we triangulate 3 the graph to find the cliques.
These cliques correspond to the set of clusters in the junction tree representation. We search over a constant number of cliques to find an optimal root cluster.
Using an elimination order -GreedyFillin: Another popular greedy algorithm is to find an optimal elimination order such that at each step in the triangulation algorithm, we choose a node that adds a minimal number of extra edges in the graph. This is known as GreedyFillin [36] and has polynomial complexity. Thus, GreedyFillin is in general slower than GreedyDegree, but does lead to slightly better elimination orders on average. To find the block-tree, we again search over a constant number of cliques over the triangulated graph.
We now evaluate the three different greedy algorithms, MinDegree, GreedyDegree, and GreedyFillin, for finding optimal block-trees in Fig. 7 . To do this, we create clusters of size k such that the total number of nodes is n (one cluster may have less than k nodes). We then form a tree over the clusters and associate a clique between two clusters connected to each other. We then remove a certain fraction of edges over the graph (not the block-tree), but make sure that the graph is still connected. By construction, the width of the graph constructed is at most 2k. Fig. 7 shows the performance of MinDegree, GreedyDegree, and GreedyFillin over graphs with different number of nodes and different values of k. We clearly see that both GreedyDegree and GreedyFillin compute widths that are close to optimal. The main idea in this Section is that we can use various known algorithms for finding optimal junction trees to find optimal block-trees.
D. Exact Inference Using Block-Trees
In the literature, exact inference over graphical models using non-overlapping clusters is referred to as the Pearl's clustering algorithm [7] . In [37] and [38] , the authors use non-overlapping clustering for some particular directed graphical models for an application in medical diagnostics. For lattices, [39] - [41] derive inference algorithms by scanning the lattice horizontally (or vertically). Our block-tree construction algorithm provides a principled way of finding non-overlapping clusters over arbitrary graphs.
Inference over graphical models defined on block-trees can be done by extending the belief propagation (BP) algorithm [7] . The computational complexity of BP will depend on max (i,j)∈E (|V i | + |V j |). On the other hand, the computational complexity of exact inference using other frameworks that use overlapping clusters depends on the width of the graph [4] , [42] - [44] , which is in general less than or equal to max (i,j)∈E (|V i |+|V j |). The main advantage of using block-trees for exact inference is that the complexity of constructing block-trees is O(|E|), whereas the complexity of constructing tree-decompositions for inference using frameworks that use overlapping clusters is worse than O(|E|) [33] , [44] , [45] . Thus, block-trees are suitable for exact inference over time-varying graphical models [46] , [47] such that the clusters in the block-tree are small.
IV. BLOCK-GRAPH: SPLITTING CLUSTERS IN A BLOCK-TREE
In this Section, we outline a greedy algorithm for splitting large clusters in a block-tree to form a block-graph. This is an important step in our proposed framework (see Fig. 1 ) for generalizing inference algorithms since we apply the inference algorithm to the block-graph as opposed to the original graph.
Note that we can use the block-tree itself for inference; however, for many graphs this is computationally intractable since the complexity of inference for discrete graphical models using a block-tree is exponential in max (i,j)∈E (|V i | + |V j |). Thus, when the size of one cluster in the block-tree is large, exact inference using block-trees will be computationally intractable 4 .
We modify Algorithm 1 for constructing block-trees to construct block-graphs such that all clusters have cardinality at most m.
Step 1. Using an initial cluster of nodes V 1 , find clusters V 1 , V 2 , . . . , V r using breadth-first search (BFS)
the BFS, write V k as the set of all connected components in the subgraph G(V k ). Thus, V k is a set of clusters.
Step 2. For V r , if there exists any cluster that has cardinality greater than m, partition those components.
Let V r = {V 1 r , V 2 r , . . . , V mr r } be the final set of clusters.
Step 3. Perform the next steps for each k = r − 1, r − 2, . . . , 1, starting at k = r − 1. Let V k be the set of all clusters V k that have cardinality greater than m. Partition all clusters in V k into appropriate size clusters of size at most m. Step 4. Merge the clusters in the set V k \ V k . The idea used in merging clusters is that if two clusters are connected to the same cluster in V k+1 , by merging these two clusters, we reduce one edge in the final block-graph. Further, if two clusters in V k are not connected to the same cluster in V k+1 , we do not merge these two clusters, since the number of edges in the final block-graph will remain the same. The final clusters constructed using the above rules is denoted as
Step 5. The block-graph is given by the clusters V = {V The key step in the above algorithm is Step 4, where we cluster nodes appropriately. Fig. 8 explains the intuition behind merging clusters with an example. Suppose, we use the block-graph construction algorithm up to Step 3 and now we want to merge clusters in V 2 = {2, 3, 4}. If we ignore Step 4 and merge clusters randomly, we might get the block-graph in Fig. 8(b) on merging nodes 2 and 3. If we use
Step 4, since nodes 3 and 4 are connected to the same node, we merge these to get the block-graph in Fig. 8(c) . The graph in Fig. 8(c) has a single cycle with five edges, whereas the graph in Fig. 8(b) has two cycles of size four and three. It has been observed that inference over graphs with longer cycles is more accurate than inference over graphs with shorter cycles [5] . Thus, our proposed algorithm leads to block-graphs that are favorable for inference.
V. INFERENCE USING BLOCK-GRAPHS
Define a graphical model on a graph G = (V, E) using a collection of p random variables x = (x 1 , . . . , x p ), where each x k takes values in Ω d , where d ≥ 1. Let G = (V, E) be a block-graph representation of the graph G = (V, E). To derive inference algorithms over the block-graph, we need to define appropriate potentials (or factors) associated with each clique in the block-graph. This can be done by mapping the potentials from the original graph to the block-graph. As an example, let G be the graph in Fig. 9(a) and let the probability distribution over G be given by
Let the clusters in the block-graph representation of G in Fig. 9 (b) be
and V 4 = {6, 7}. The probability distribution in (2) can be written in terms of the block-graph as follows:
where
Let Alg be an algorithm for inference over graphical models. Inference over the graph G can be performed using Alg with inputs being the potentials in (2) . Inference over the block-graph can be performed using Alg with input being the potentials in (4)- (7). To get the marginal distributions from the block-graph, we need to further marginalize the joint probability distribution over each cluster.
Remark 1:
Both the representations (2) and (3) are equivalent, so we are not making any approximations when parameterizing the graphical model using block-graphs.
Remark 2:
There is a trade-off in choosing the size of the clusters in the block-graph. Generally, as observed in our numerical simulations, larger clusters lead to better estimates at the cost of more computations.
Remark 3:
We presented the block-graph framework using undirected graphical models. The results can be easily generalized to settings where the probability distribution is represented as a factor graph [48] .
VI. NUMERICAL SIMULATIONS
In this Section, we provide numerical simulations to show how our proposed block-graph framework for generalizing inference algorithms can be used to improve the performance of current approximate inference algorithms that have been proposed in the literature. Throughout this Section, we assume x s ∈ {−1, +1} and the probability distribution over x factorizes as
The node potentials are given by φ i (x i ) = exp(−a i x i ), where a i ∼ N (0, 0.1) and the edge potentials are given by
Attractive (ATT):
Mixed (MIX):
where b ij ∼ N (0, σ) and σ is the interaction strength. For distributions with attractive (repulsive) potentials, neighboring random variables are more likely to take the same (opposite) value. For distributions with mixed potentials, some neighbors are attractive, whereas some are repulsive. We study several approximate inference algorithms that have been proposed in the literature: Belief Propagation (BP) [7] , Iterative JoinGraph Propagation (IJGP-i) [11] , Generalized Belief Propagation (GBP-i) [13] , [14] , Conditioned Belief Propagation (CBP-l) [8] , Loop Corrected Belief Propagation (LC) [10] , Tree-Structured Expectation Propagation (TreeEP) [49] . In IJGP-i and GBP-i, the integer i refers to the maximum size of the clusters, where the clusters in these algorithms are overlapping. The clusters in GBP-i are selected by finding cycles of length i in the graph. In CBP-l, l is an integer that refers to the number of clamped variables when performing inference: larger l in general leads to more accurate marginal estimates. We use the libDAI software package [50] for all the inference algorithms except for IJGP, where we use the software provided by the authors at [51] . For an inference algorithm Alg, we refer to the generalized inference algorithm as Bm-Alg, where the m is an integer denoting the maximum size of the cluster in the blockgraph.
We consider two types of graphs: (i) grid graphs and (ii) random regular graphs, where each node in the graph has the same degree and the edges are chosen randomly. Both these graphs have been used extensively in the literature for evaluating inference algorithms [8] , [10] . We compare inference algorithms using the mean absolute error:
where p s is the marginal estimate computed by an approximate inference algorithm and p s (x s ) is the true marginal distribution. To evaluate the computational complexity, we measure the time taken in running the inference algorithms on a 2.66GHz Intel(R) Xeon(R) X5355 processor with 32 GB memory. Since all the approximate inference algorithms we considered are iterative algorithms, we set the maximum number of iterations to be 1000 and stopped the inference algorithm when the mean absolute difference between the new and old marginal estimates is less than 10 −9 . All the code and graphical models used in the numerical simulations can be downloaded from http://www.ima.umn.edu/ ∼ dvats/GeneralizedInference.html.
A. Evaluating the Block-Graph Construction Algorithm
We first evaluate our proposed algorithm for constructing block-graphs (see Section IV) where we split large clusters in a block-tree. Fig. 10 shows the results of applying our block-graph framework to generalize BP, CBP, LC, and TreeEP on a 5×5 grid graph. We compare our algorithm to an algorithm that randomly splits the clusters in a block-tree and an algorithm proposed in [6] that uses graph partitioning to find non-overlapping clusters. In Fig. 10 , the solid lines correspond to our algorithm (see legend B2-BP), the dashed lines correspond to random splitting of clusters (see legend RandB2-BP), and the dotted lines correspond to graph partitioning (see legend GP-B2-BP). The results reported are averages over 100 trials.
Remark 4:
It is clear that the graph partitioning approach performs the worst amongst the three different algorithms (the dotted line is above the solid and dashed line). For TreeEP, we observe that the graph partitioning approach performs worse than the original algorithm that does not use block-graphs. This suggests that the graph partitioning algorithm in [6] is not suitable for the inference algorithms considered in Fig. 10 . We did not apply the graph partitioning algorithm to LC since the corresponding inference algorithm was very slow.
Remark 5:
In most cases, our proposed algorithm for constructing block-graphs performs better than using an algorithm that randomly splits clusters (the solid line is below the dashed line). Interestingly, for
TreeEP, the random algorithm performs worse than the original algorithm. We also observed that both the random algorithm and the graph partitioning algorithm took more time than our proposed algorithm. This Fig. 10 . Evaluating the block-graph construction algorithm in Section IV on a 5 × 5 grid graph. The solid lines, denoted by Bm-Alg for an inference algorithm Alg, correspond to using our proposed block-graph construction algorithm. The dashed lines correspond to an inference algorithm that randomly splits larger clusters in a block-tree. The dotted lines correspond to an inference algorithm that uses graph partitioning to find clusters. The plots in the top, middle, and bottom row correspond to repulsive, attractive, and mixed potentials, respectively.
suggests that our proposed block-graph construction algorithm leads to block-graphs that are favorable for inference. Tables I, II, III, IV , and V show results of applying the block-graph framework for inference over graphical models defined on grid graphs.
B. Grid Graphs

Remark 6:
In general, we observe that for all cases considered, applying the block-graph framework leads to better marginal estimates. This is shown in the Tables, where for highlight the algorithm leading to the smallest mean error in bold. For example, when using block-graphs of size two for BP, the error decreases by as much as 25% (see BP vs. B2-BP), whereas when using block-graphs of size three for BP, the error decreases by as much as 50% (see BP vs. B3-BP).
Remark 7:
It is interesting to compare BP, IJGP, and GBP, where both IJGP and GBP are based on finding overlapping clusters and IJGP first constructs a junction tree and then splits clusters in the junction tree to find overlapping clusters. Note that for the class of graphical models considered in (8), Bm-BP belongs to the class of GBP-2m algorithms since we can map the block-graph into an equivalent graph with overlapping clusters as done so when converting a block-tree into a junction tree (see Fig. 5 ).
Further, IJBP-2m is also a GBP-2m algorithm [11] . Thus, we want to compare Bm-BP, IJGP-2m, and BP-2m. It is clear that GBP-2m leads to superior marginal estimates, however, this comes at the cost of significantly more computations. Fig. 11 compares Bm-BP to IJGP-2m. We observe that for many cases, Bm-BP leads to better marginal estimates than IJGP-2m. We note that comparing Bm-BP to IJGP-2m may not be appropriate since the stopping criteria for the IJGP may be different than that of the BP algorithm 5 .
Remark 8:
We can apply the block-graph framework to generalize GBP based algorithms. Our results
show that this leads to better marginal estimates, see GBP-4 vs. B2-GBP-4, IJGP-3 vs. B2-IJGP-3, and IJGP-4 vs. B2-IJGP-4. More specifically, looking at Table V , we notice that the performance of using block-graphs of size two on GBP results in the error being reduced to nearly 15% of the original error.
Remark 9:
In Fig. 11 , we see that for many cases the performance of B2-IJGP-3 (B2-IJGP-4) is better than IJGP-6 (IJGP-8). This suggests that the set of overlapping clusters chosen using the block-graph framework may be better than the clusters chosen using the IJGP framework.
Remark 10: Overall, we observe that block-graph versions of TreeEP lead to the best estimates with reasonable computational time. For example, in Table IV, Table III , we observe that the generalized versions of TreeEP do not lead to significant improvements in the marginal estimates although the performance of other algorithms does improve. Reference [20] proposes a generalization of TreeEP and gives guidelines for choosing clusters in the GBP algorithm. As shown for IJGP and GBP, our framework can be used in conjunction with frameworks that use overlapping clusters.
Remark 11: To our knowledge, there have been no algorithms for generalizing LC and CBP-l. The computational complexity of LC is exponential in the maximum degree of the graph [10] , so it is only feasible to apply LC to a limited number of graphs. We only used LC for the 5 × 5 grid graph example in Fig. 10 . We observe that the CBP-l algorithm improves the estimates of the BP algorithm. Moreover, for regimes where the interaction strength is small, the performance of generalized versions of CBP is comparable to that of TreeEP. For example, in Table IV , for σ = 0.5, the best TreeEP algorithm has a mean error of 0.0694 and the best CBP based algorithm has a mean error of 0.0864. As another example, in Table V , for σ = 0.5, the best TreeEP algorithm has a mean error of 0.0624 and the best CBP algorithm has a mean error of 0.0608.
Remark 12: Fig. 12 shows how the error scales as the size of the cluster in the block-graph increases for the 20 × 20 grid graph. It is clear that the error in general decreases as the cluster size increases;
however, for some cases, the error does seem to increase especially when the interaction strength is large. 
C. Random Regular Graphs
Tables VI and VII show results of applying the block-graph framework for inference over graphical models defined on random regular graphs with attractive potentials. Table VI considers graphs with 50 nodes and degree 3 and Table VII considers graphs with 70 nodes and degree 3. Just like the grid graph case, we observe that our generalized framework leads to better marginal estimates. This is shown by highlighting the algorithm that leads to minimal mean error for each inference algorithm. We observe that both CBP and TreeEP based algorithms perform the best, even when compared to GBP.
VII. SUMMARY
We proposed a framework for generalizing inference (computing marginal distributions given the joint probability distribution) algorithms over graphical models (see Fig. 1 ). The key components in our framework are (i) constructing a block-tree, a tree-structured graph over non-overlapping clusters, and (ii) constructing a block-graph, a graph over non-overlapping clusters. We proposed a linear time algorithm for constructing block-trees and showed how large clusters in a block-tree can be split in a systematic manner to construct block-graphs that are favorable for inference. Using numerical simulations, we showed that our framework for generalized inference in general leads to improved marginal estimates for many approximate inference algorithms implemented in the libDAI software package. This suggests that the generalized inference framework can be used as a wrapper for improving the performance of approximate inference algorithms. All the code and graphical models used in the numerical simulations can be downloaded from http://www.ima.umn.edu/ ∼ dvats/GeneralizedInference.html. Although the focus in this paper was on computing marginal estimates, our proposed block-graph based framework can also be used to generalize algorithms for computing the partition function (Z in (1)) [52] , [53] or for the problem of MAP inference [54] - [57] .
There are several interesting research directions that can be further pursued to improve our generalized inference framework. Our algorithm for constructing block-graphs only used the structure of the graph in computing the set of non-overlapping clusters. Using the parameters of the graphical model may result in improved marginal estimates. Further, it may be of interest to design block-graphs that are specific to the inference algorithm of interest. Another interesting research direction is to combine frameworks that choose overlapping clusters with the block-graph framework.
