Abstract-In this paper, a factor graph approach is employed to investigate the recursive filtering problem for conditionally linear Gaussian state-space models. First, we derive a new factor graph for the considered filtering problem; then, we show that applying the sum-product rule to our graphical model results in both known and novel filtering techniques. In particular, we prove that: 1) marginalized particle filtering can be interpreted as a form of forward only message passing over the devised graph; 2) novel filtering methods can be easily developed by exploiting the graph structure and/or simplifying probabilistic messages.
I. INTRODUCTION
T HE nonlinear filtering problem consists in inferring the posterior distribution of the hidden state of a nonlinear dynamic system from a set of past and present measurements [1] . It is well known that, if a nonlinear dynamic system can be described by a state-space model (SSM), a general sequential procedure, based on the Bayes' rule and known as Bayesian filtering, can be easily derived for recursively computing the above mentioned posterior distribution [1] . Unluckily, the general formulas describing the Bayesian filtering recursion admit closed form solutions for linear Gaussian and linear Gaussian mixture SSMs only [2] . On the contrary, approximate solutions are available for general nonlinear models; these are based on sequential Monte Carlo (SMC) techniques (also known as particle filtering methods) which represent a powerful tool for numerical approximations (e.g., see [3] - [9] and references therein). While SMC filtering methods can be directly applied to an arbitrary nonlinear SSM, it has been recognized that their estimation accuracy can be improved in the case of conditionally linear Gaussian (CLG) SSMs [10] , [11] . In fact, the linear substructure of such models can be marginalised, so reducing the dimension of their sample space [10] , [12] . This idea has led to the development of the so called Rao-Blackwellized particle filtering (also dubbed marginalized particle filtering, MPF) [10] , [13] and other Manuscript received December 20, 2017 ; revised November 12, 2018; accepted December 29, 2018 . Date of publication January 17, 2019; date of current version January 31, 2019. The associate editor coordinating the review of this manuscript and approving it for publication was Dr. Gonzalo Mateos.
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filtering methods originating from it [14] - [16] . These methods play a fundamental role, since CLG models are suitable to represent the behavior of dynamic systems in a number of fields, including econometrics [17] , positioning and navigation [5] , magnetic resonance imaging [18] , human motion tracking [19] and acoustic source localization [20] . Recently, it has been shown that the linear/nonlinear filtering problem and the related linear/nonlinear smoothing problems can be revisited from a factor graph (FG) perspective. More specifically, on the one hand, it has been proved that Kalman filtering and PF can be interpreted as specific instances of the so called sum-product algorithm (SPA) [21] , [22] over graphical models (see [21] , [23] and [24] , [25] , respectively) and, consequently, as message passing procedures onFGs. On the other hand, it has been shown that the FG approach represents a powerful tool to develop new Rao-Blackwellized algorithms for filtering [26] , [27] and smoothing [28] .
This manuscript is based on our recent work [27] , and aims at providing a FG perspective on MPF and related filtering methods. In the technical literature the derivation of MPF always relies on the factorization of a specific posterior pdf (e.g., [ 10, see eq. (7)]). In this manuscript, instead, after developing a novel FG representation of the filtering problem for a CLG SSM, we prove that MPF can be seen as an application of the SPA to this graphical model. This approach not only sheds new light on a known filtering algorithm, but allows to analyse the problems of developing new filtering algorithms based on the same graphical model as MPF from a message passing perspective. In particular, as far as the last issue is concerned, we focus on the problems of: a) developing a new filtering method, called dual MPF (DMPF); b) deriving simplified versions of MPF/DMPF. We believe that these contributions can be of great interest for all the readers interested in the applications of FGs to statistical signal processing and, more specifically, in Rao-Blackwellized filtering techniques.
The remaining part of this manuscript is organized as follows. A mathematical description of the considered SSMs is illustrated in Section II, whereas a FG-based representation of the related filtering problem is provided in Section III. Then, in Section IV, it is shown that applying the SPA and proper message scheduling to a portion of the FG developed for a CLG SSM leads to MPF. The development of the DMPF technique and the problem of simplifying MPF are illustrated in Sections V and VI, respectively. The filtering methods analysed in this manuscript are compared, in terms of accuracy and computational effort, in Section VII. Finally, some conclusions are offered in Section VIII.
Notations: The same notation as [28] is adopted.
II. MODEL DESCRIPTION
In this manuscript we focus on a discrete-time SSM whose D-dimensional hidden state in the k-th interval is denoted x k [x 1,k , x 1,k , ..., x D ,k ]
T , and whose state update and measurement models are expressed by
and
respectively. Here, f k (x k ) (h k (x k )) is a time-varying Ddimensional (P -dimensional) real function and w k (e k ) is the k-th element of the process (measurement) noise sequence {w k } ({e k }); this sequence consists of D-dimensional (Pdimensional) independent and identically distributed (iid) Gaussian noise vectors, each characterized by a zero mean and a covariance matrix C w (C e ). Moreover, statistical independence between {e k } and {w k } is also assumed. The general models (1)-(2) can be rewritten in a different way if the considered SSM is CLG [10] , [11] , [28] , [29] . In fact, under this assumption, the state vector in the k-th interval can be partitioned as 
can be adopted for the update of the linear (Z = L) and nonlinear (Z = N ) components, and for the measurement vector, respectively. In the state update model (3), f
k } is also assumed for simplicity and the covariance matrix w
In the following Section we tackle the so-called filtering problem, that concerns the evaluation of the posterior pdf f (x t |y 1:t ) at an instant t > 1, given a) the initial pdf f (x 1 ) and b) the t · P -dimensional measurement vector
III. REPRESENTATION OF THE FILTERING PROBLEM VIA FACTOR GRAPHS From a statistical viewpoint, a complete description of the SSM described by Eqs. (1)- (2) is provided by the Markov model f (x k +1 |x k ) and the observation modelf (y k |x k ) for any k. If the pdf f (x 1 ) is known, the computation of the posterior (i.e., filtered) pdf f (x t |y 1:t ) for t ≥ 1 can be accomplished by means of an exact Bayesian recursive procedure, consisting of a measurement update (MU) step followed by a time update (TU) step. Following [21, Sec. II, p. 1297] and [28, Sec. III], the k-th recursion of this procedure (with k = 1, 2, ..., t) is formulated with reference to the joint pdf f (x t , y 1:t ) (in place of the associated a posteriori pdf f (x t |y 1:t )), since this leads more easily to its representation as a message passing algorithm over a proper Forney-styleFG [25] . In practice, in the MU of the k-th recursion, the joint pdf (providing a statistical description of the forward estimate of
is computed on the basis of pdf f (x k , y 1:k −1 ) (evaluated in the TU of the previous recursion) and the present measurement vector y k . Then, in the TU of the same recursion, f (x k , y 1:k ) (6) is exploited to compute the pdf
which represents a one-step forward prediction about the future state x k +1 . Since Eqs. (6) and ( 7) involve only products of pdfs and a sum (i.e., integration) of products, their evaluation can be represented as a forward only message passing over the cycle free FG shown in Fig. 1-a) (all the rules adopted in the development of this and in the following graphical models are illustrated in Appendix A, where the SPA is also described). In fact, if the input message 2 m f p (x k ) = f (x k , y 1:k −1 ) enters this FG, the message going out of the equality node is given by m f e ( (6)); then, the message emerging from the function node referring to the pdf f (
so that m f p (x k +1 ) = f (x k +1 , y 1:k ) (see Eq. (7)). In [28, Sec. III] it has been shown that the FG shown in Fig. 1-a) can be used to devise a new graphical model for the CLG SSM described by Eqs. is known for any k, the computation of the filtered pdf 2 In the following the acronyms fp and fe are employed in the subscripts of various messages, so that readers can easily understand their meaning; in fact, the messages these acronyms refer to represent a form of forward prediction and forward estimation, respectively. 
which can be interpreted as a pseudo-measurement (PM) [10] , since it does not originate from real measurements, but from the constraints expressed by the state equation (3) . Then, the k-th recursion of Bayesian filtering for the linear state component, given x (N ) k and x (N ) k +1 , can be represented through a graphical model similar to that shown in Fig. 1-a) . In fact, if the state x k , the Markov model f (x k +1 |x k ) and the measurement model f (y k |x k ) appearing in that FG are replaced by their counterparts x
k ), respectively, and the contribution due to the
k ) is kept into account, the FG shown in Fig. 1-b) is obtained. It is important to point out that: 1) the new graph contains a node which does not refer to a density factorization (this peculiarity is also evidenced by the presence of an arrow on all the edges connected to such a node), but represents the transformation from the couple (x 
k ), becomes available. Consequently, a FG similar to the one shown in Fig. 1 -b 
can be merged by simply adding some equality constraint nodes for the shared variables (namely, x Fig. 2 . This merge, proposed for the first time in [27] , can be intepreted as an instance of the more general concept of concatenation (and, more specifically, of parallel concatenation [26] ) of graphical models. Note that this concept has been widely exploited in the field of channel coding and channel estimation (e.g., see [22] , [30] , [31] and references therein). However, as far as we know, the graphical model shown in Fig. 2 represents its first application to the field of filtering techniques; moreover, as shown in the next Sections, it can provide new insights into Bayesian filtering for CLG SSMs. Unluckily, the new FG, unlike the FGs represented in Fig. 1 , is not cycle-free; this property can be related to the fact that, generally speaking, filtering for x
k . Given the FG of Fig. 2 The message flow referring to the j-th particle is shown. Gaussian messages (non Gaussian) messages computed in the considered recursion are associated with blue (red) arrows, whereas input and output messages with green arrows; the integers 1 − 10 are used to specify the adopted message scheduling.
and its input messages
along the half edges associated with x (L ) k and x (N ) k , respectively), we would like to derive a forward only message passing algorithm similar to the one illustrated in Fig. 1 -a) and generating the output messages k ) and of the pdfs appearing in Fig. 2 requires marginalization with respect to x k . This can still be done, even if in an approximate fashion, by applying the SPA to the FG of Fig. 2 , provided that a proper scheduling strategy is adopted in passing the involved probabilistic messages along the considered FG [22] . In the following Section, we show that following this approach leads to MPF.
IV. MESSAGE PASSING IN MARGINALIZED PARTICLE FILTERING
In this Section we prove that the MPF technique can be interpreted as a forward only message passing algorithm over the FG shown in Fig. 2 and that the equations describing its k-th recursion result from the application of the SPA to that FG. To begin, we note that MPF processing does not involve the full structure of our graphical model, since it does not exploit the PM z (N ) k (10) . For this reason, in the following we refer to the simplified FG shown in Fig. 3 , which has been obtained from the one illustrated in Fig. 2 by removing the block representing the transformation from (x
and all the edges referring to the evaluation of the last vector. As far as the input and the output messages of this FG are concerned, we assume that the a priori information available about x is condensed in the particle-dependent message
k , instead, is represented by a set of N p Gaussian pdfs; the jth Gaussian pdf is conveyed by the particle-dependent message
providing a statistical description of x
From the statistical representation of the state components illustrated above it can be easily inferred that, in developing a message passing algorithm over the considered FG, we can focus on: a) a single particle and, in particular, on the j-th particle x
k ) associated with that particle. Moreover, this algorithm must generate the output messages m f p,j (x 
k ), respectively, passed along the considered FG. In practice, the computation of the passed messages is accomplished in five consecutive steps, according to the following order:
In the following, we illustrate the aim of each step and provide the expressions of the evaluated messages (additional mathematical details can be found in Appendix B).
1) MU for x
(N ) k -In this step, the weight of the j-th particle x (N ) f p,k ,j is updated on the basis of y k . This requires computing
in the last equation, the quantity
represents the new particle weight combining the a priori information about x (N ) k with the information provided by the new measurement; moreover,
The N p particle weights {w f e,k ,j } undergo normalization; this produces the new weight 
and the set of Gaussian messages (12)) is properly reordered; this ensures that, after reordering, the
f e,k ,j , and that the messages belonging to that set and referring to all the discarded particles are not propagated to the next steps.
2
is updated on the basis of y k ; this requires the computation of the messages 
and of the associated transformed mean vectors
respectively; here,
-This step aims at generating the j-th particle for x (N ) k +1 and its associated weight; both these information are conveyed by the message (see Fig. 3 )
where 
f p,k+1,j from it and b) assigning to the new particle x (N ) f p,k+1,j a probability w f p,k+1,j equal to the weightW f e,k ,j = 1/N p (originating from resampling). Note that repeating this procedure for any j generates the new set S
f p,k+1,j }; the j-th particle of this set is conveyed by the message
This message is also used in the TU for x (L ) k , as illustrated in the next step. 
are generated. The covariance matrix C 
and the associated transformed mean vectors w
is computed; here, 40) is Gaussian and the weight associated with it isW f e,k ,j = 1/N p , the statistical representation generated by the SPA for x
; note that all its components have the same weight, since resampling is always used in step 1). In fact, if resampling was not accomplished in the k-th recursion, the weight of the j-th component of this GM would be proportional to W f e,k ,j (16) (i.e., to the weight assigned to the j-th particle before resampling); this would unavoidably raise the problem of sampling 
f p,1 ) to it (the generated particles are collected in the set S (17) and C (N ) 1,k ,j (18) , and the weight w f e,k ,j (16) . b-Normalization of particle weights: For j = 1 to N p : compute the normalised particle weights {W f e,k ,j } according to Eq. (19) . c-Resampling with replacement: For j = 1 to N p : generate the new particle x (N ) f e,k ,j by resampling with replacement over the particle set S (N ) f p,k and assign the new weightW f e,k ,j = 1/N p to it. Then, reorder the associated set of Gaussian models for the linear state component accordingly.
a GM with unequally weighted components in generating the particle set S Step 5) concludes the message passing accomplished within the k-th recursion. Note that this procedure needs a proper initialization. In practice, before starting the first recursion (corresponding to k = 1), the set S
and the same weight
are assigned to each particle. The processing tasks accomplished in the message passing procedure derived above are summarized in Algorithm 1 (where T denotes the overall duration of the observation interval). Note that our FG-based formulation of MPF, unlike the one appearing in [10, Par. II-D], is mainly expressed in terms of precision matrices and transformed mean vectors; we believe that this makes it more compact and easier to interpret. The message flow referring to the j-th particle is shown. Gaussian messages (non Gaussian) messages computed in the considered recursion are associated with blue (red) arrows, whereas input and output messages with green arrows; the integers 1 − 9 are used to specify the message scheduling adopted in the derivation of the algorithm.
Finally, it is worth mentioning that: 1) the forward estimate of x k is expressed by the pdf
that represents an approximation of the filtered pdf f (x k |y 1:k ); in the k-th recursion, estimates of x (15) and (19)) and asx
In MPF the estimation of the linear state component can benefit from the availability of PMs in particle form; the estimation of the nonlinear state component, instead, relies on real measurements only. However, thanks to the symmetric structure of the FG illustrated in Fig. 2 , a different solution, based on the dual graphical model shown in Fig. 4 , can be developed for the considered filtering problem. Readers can easily verify that: 1) In the new graphical model, PMs can be evaluated for the nonlinear state component only; on the contrary, a single MU can be accomplished for the linear state component.
2) In extracting the FG of Fig. 4 from that shown in Fig. 2 , the position of the equality constraint nodes to which the function node f (y k |x Fig. 4 (the notation employed for most of the involved messages is the same as Fig. 3 ; the only new acronym is ZN , representing the message m z ,j (z (N ) k )). In practice, the ordered SPA-based computation of the passed messages can be organized according to the following five steps:
In the following, we illustrate the meaning of each step and provide the expressions of the computed messages; various mathematical details about the derivation of these expressions can be found in Appendix B. (13) and (14 ), respectively.
3) TU for x (L ) k -This step aims at generating the message (see Fig. 4 )
conveying a new prediction for x
-In this step a new weight, denoted P f e,k ,j , is evaluated for the j-th particle x and is given by
where
The message m 3,j (x (N ) k ) is evaluated as 5 (see Fig. 4 )
and conveys the unnormalized weight p f e,k ,j for the j-th particle x
w . Note that the weight p f e,k ,j (52) represents the correlation between the pdf m j (z (N ) k ) evaluated on the basis of the definition of z (N ) k (10) and the pdf originating from the fact that this quantity is expected to equal the random vectorf
k ; for this reason, it expresses the degree of similarity between these two pfds.
Finally, the message m 4,j (x
where (see Eqs. (15) and (52))
The particle weights {p f e,k ,j } undergo normalization; this produces the weight 
in Gaussian form and by the message m f p,j (x (N ) k +1 ) in particle form; here,
5,k ,j ) (60), the new particle x (N ) f p,k+1,j is generated by sampling it and the weight w f p,k+1,j = 1/N p is assigned to this particle. Then, the mes-
This concludes the k-th recusion of DMPF. As far as its initialization is concerned, it can be accomplished exactly in the same way as in MPF. The scheduling illustrated in the derivation of the DMPF algorithm mimicks the one adopted in MPF; however, it can be modified for the following reasons. From Eqs. k ) becomes available (i.e., as soon as step 1) is over). For this reason, in implementing the k-th recursion of DMPF, the involved messages can be computed according to following (alternative) order (different from the one indicated in Fig. 4 
. Note also that, if this scheduling is adopted, the particle x (N ) f p,k ,j is replaced by its Finally, it is interesting to point out that DMPF, unlike MPF, may not achieve accurate state estimation in the special case of CLG SSM investigated in [10, Par. III.B], i.e., when the measurement equation (4) ( 4)), so that the edge connecting f (y k |x
. Note also that, in the last case, the first MU for x 
VI. SIMPLIFYING MESSAGE PASSING IN FILTERING ALGORITHMS
The message passing procedures illustrated in the previous two Sections show the inner structure of the processing accomplished by MPF and DMPF within each recursion. Therefore, they pave the way for the development of new filtering algorithms based on them. In this Section we first formulate some simple rules for simplifying the computation of messages in MPF and DMPF; then, we discuss where these rules can be employed. It is worth stressing that some methods for reducing MPF computational complexity [33] have been already proposed in the technical literature [14] , [15] , [16] . More specifically, the method proposed in [14] and [15] is based on representing the particle set for x (N ) k as a single particle (that corresponds to the center of mass of the set itself), so that a single Kalman filter can be employed for the linear state component. is multimodal has been illustrated in [16] . The proposed technique is based on: a) partitioning the particles available in the k-th recursion into G k groups or clusters (the parameter G k is required to equal the number of modes of the posterior density of x (N ) k ); b) representing each group through a single particle that corresponds to the center of mass of the group itself. This allows to reduce the overall number of Kalman filters from N p to G k . However, the implementation of this technique requires solving the following two specific problems: a) identifying the number of modes of the posterior distribution of x (N ) k ; b) partitioning the particles into clusters according to a grouping method in each recursion. Unluckily, solutions to these problems have not been proposed in [16] .
We believe that, generally speaking, the following three simple rules can be exploited to simplify message passing in MPF and DMPF:
R1 -A set of N p equal weight particles {x
/N p (this rule is also adopted in [15] and [16] 
j )} and representing the statistical model for the linear state component can be approximated through its projection onto the (single) Gaus-
defined in R2 can be also approximated through a N p -component GM, whose Gaussian components have the same means as those of f GM x (L ) , but a common covariance matrix, expressed by C A (66).
In practice, rule R1 can be employed in the MPF/DMPF formulas involving functions (f
, in order to make the contribution of such terms particle-independent. From a message passing viewpoint, this corresponds to replacing the set of equal weight messages
k ) (11)) with the single particleindependent message m(
. Rules R2 and R3, instead, can be exploited to simplify the processing tasks involving x (L ) k , which is represented, in any step of MPF/DMPF, through a N p -component GM. From a message passing viewpoint, R2 (R3) corresponds to replacing a set of Gaussian messages
j )} (associated with particles having the same weights; e.g., see
Note also that, generally speaking, R2 should not be used if the pdf of x (L ) is multimodal.
In principle, a substantially complexity reduction can be achieved by reducing the overall number of Cholesky decompositions and matrix inversions required by MPF/DMPF in their k-recursion. Note that, on the one hand, the former are computed by MPF and DMPF in the generation of the new particle set S Unluckily, no mathematical method is available in the technical literature for a priori assessing the impact of any simplification on estimation accuracy, because of the highly nonlinear behavior of the two considered algorithms; for this reason, for any SSM, the loss in estimation accuracy due to simplifications based on the rules R1-R3 can be assessed only via computer simulations. As a matter of fact, our simulation simulation results have evidenced that the performance degradation originating from the adoption of the three rules illustrated above is highly dependent on the structure of the considered SSM.
VII. NUMERICAL RESULTS
In this Section, we first compare, in terms of accuracy and computational load, MPF, DMPF and simplified versions of both algorithms for a specific unimodal CLG SSM. Then, we consider a simple SSM characterized by a bimodal distribution of system state and analyse the impact of specific simplifications adopted in MPF/DMPF processing.
A. Unimodal State Space Model
The CLG SSM considered in this Section (and denoted SSM#1 in the following) refers to an agent moving on a plane and whose state x k in the k-th observation interval is defined as
T represent the agent position and its velocity, respectively (their components are expressed in m and in m/s, respectively). As far as the state update equations are concerned, we assume that the agent velocity is approximately constant within each sampling interval and the model describing its time evolution is obtained by including the contribution of a position-and velocity-dependent force in a first-order autoregressive model (characterized by the forgetting factor ρ, with 0 < ρ < 1); therefore, the dynamic model
is used for velocity; here, {n v ,k } is an additive white Gaussian noise (AWGN) process (whose elements are characterized by the covariance matrix I 2 ), a (p k ) is the acceleration resulting from the applied force and T is the sampling interval. Consequently, the dynamic model
can be employed for the position of the considered agent; here, {n p,k } is an AWGN process (whose elements are characterized by the covariance matrix σ 2 p I 2 ), that accounts for model inaccuracy. We also assume that the position-dependent component of the force acting on the agent points towards the origin, whereas its velocity-dependent component represents a resistance to the motion of the agent; therefore, the resulting acceleration is expressed as
) is a dimensionless function expressing the dependence of the given acceleration on the distance of the agent from the origin (on the intensity of its velocity). Moreover, the models f p (x) = x/d 0 and f v (x) = (x/v 0 ) 3 are adopted, where d 0 (v 0 ) is a reference distance (reference velocity); note that such models are continuous and differentiable, and contain a single parameter.
In our model, noisy and unbiased measurements are available for position only; therefore, the measurement vector y k is expressed as
where {e k } is an AWGN process, whose elements are characterized by the covariance matrix σ 2 e I 2 . Then, it is easy to show that, if we set x (67) ((68)) and the measurement equation (70) can been interpreted as instances of (3) with Z = N ((3) with Z = L) and (4), respectively.
For SSM#1, we have run four filtering algorithms, namely MPF, a simplified version of MPF (called SMPF), DMPF and a simplified version of DMPF (called SDMPF). Both simplified algorithms are based on the approach illustrated in [15] ; in other words, SMPF (SDMPF) results from the application of rule R1 only (see Section VI) to steps 2-d, 2-f and 2-g of Algorithm 1 (steps 2-a and 2-f of Algorithm 2). This means that the two MUs and the TU (the MU and the TU) referring to the linear state component are accomplished for a single particle in MPF (DMPF); in the k-th interval, this particle is evaluated as
and represents the center of mass the particle set {x
f x,k ,j } (with x = p or e); consequently, the particle dependent quantities
k,j appearing in the formulas of both MPF and DMPF are all evaluated for x
only.
In our computer simulations, the estimation accuracy of the considered filtering methods has been assessed by evaluating the root mean square error (RMSE) of state estimates. More specifically, two RMSEs, namely RM SE L (alg) (m) and RM SE N (alg) (m/s) have been computed for any filtering technique (here, 'alg' denotes the algorithm these parameters refer to); in practice, RM SE L (alg) (RM SE N (alg)) represents the square root of the average mean square error (MSE) evaluated for the two elements of the linear (nonlinear) state component; this distinction is important since, as evidenced by our simulation results, the values taken on by these two RMSEs for a given SSM can be quite different. Our assessment of computational requirements is based, instead, on assessing the average execution time required over an observation interval lasting T = 300 T s s (this quantity is denoted ET (alg) in the following).
In our computer simulations, the following values have been selected for the parameters of the considered SSM: ρ = 0.99, c) On the one hand, SMPF is outperformed by MPF; on the other hand, surprisingly, SDMPF performs slightly better than the other three filtering algorithms.
Some numerical results showing the dependence of the ET on N p for all the considered filtering algorithms are illustrated in Fig. 6 . These results show that: a) DMPF is slightly faster than MPF; b) The simplifications adopted in both MPF and SMPF entail a substantial reduction of the computational effort; more specifically, ET (SMPF) (ET (SDMPF)) is about 68% (35%) smaller than ET (MPF) (ET (DMPF)).
Therefore, from the results shown in Figs. 5 and 6 it is easily inferred that, in the considered scenario, the SDMPF algorithm achieves the best complexity-accuracy tradeoff.
B. Bimodal State Space Model
In this Paragraph a simple bimodal SSM (denoted SSM#2 in the following) inspired by [16] and described by the first-order autoregressive model
T , ρ x is a forgetting factor (with 0 < ρ x < 1) and {n x,k } is an AWGN) process (whose elements are characterized by the covariance matrix
The measurement model is expressed by (see [16, Sec. 3, eqs . (2)- (3)])
the observation noise {e k } (with e k [e 1,k , e 2,k ] T ) is modelled as an AWGN process having the same properties as its counterpart in Eq. (70).
In the case of SSM#2, the SMPF and SDMPF algorithms described in the previous Paragraph and based on R1 only do not work, since the center of mass of any particle set provides a poor representation of the nonlinear state component [16] . However, in this new case, rule R3 (see Section VI) can be employed to develop new simplified versions of MPF and DMPF (dubbed again SMPF and SDMPF, respectively). More specifically, our simplified algorithms are based on the following two simplifications:
1. In step 2-a (2-b) of Algorithm 1 (Algorithm 2), the covariance matrices {C a) The performance gap between MPF/DMPF and their simplified counterparts is negligible.
b) The DMPF (SDMPF) is slightly ouperformed by MPF (SMPF); for instance, RM SE L (DMPF) and RM SE N (DMPF) are roughly 1.08 and 1.03 times larger than RM SE L (MPF) and RM SE N (MPF), respectively, for N p = 100.
As far the computational effort is concerned, the shorter execution time is provided by SDMPF (in particular, ET (SDMPF) ∼ = 1.78 s for N p = 100 ). The other algorithms are more computationally intensive, even if the computational gap between them is limited. In fact, in the considered case, ET (MPF), ET (DMPF) and ET (SMPF) are roughly 1.14, 1.15, 1.04 times larger than ET (SDMPF), respectively. Therefore, these results lead to the conclusion that, in the considered scenario, the SMPF technique achieves the best complexityaccuracy tradeoff.
VIII. CONCLUSIONS
In this manuscript a FG approach has been employed to analyse the filtering problem for CLG SSMs. This has allowed us to: a) derive a new graphical model for representing the filtering problem as message passing; b) provide a new interpretation of MPF as a forward only message passing algorithm over the devised FG; c) develop a new filtering algorithm, called dual MPF (DMPF). Moreover, some rules for simplifying the computation of the passed messages in MPF and DMPF have been briefly illustrated. All the considered filtering techniques have been compared in terms of both accuracy and computational requirements for specific CLG SSMs. Our ongoing research activities in this area concern further applications of graphical models to the filtering and smoothing problems.
APPENDIX A
A factor graph (FG) is a graphical model employed to represent the factorization of a joint pdf f (·), which is expressible as a product of factors {f i (·)}, each depending on a set of variables {x k } . In this manuscript we always refer to Forney-style FGs, also known as normal FGs [21] , [23] ; this means that: 1) the graph associated with the function f (·) consists of nodes, edges (connecting distinct nodes) and half-edges (connected to a single node only); 2) its construction is based on the following rules: a) every factor is represented by a single node (in practice, a rectangle in our pictures); b) every variable is represented by a unique edge or half edge; c) the node representing the factor f i (·) is connected with the edge (or half-edge) representing the variable x k if and only if such a factor depends on x k . In formulating such rules, it is implicitly assumed that no variable appears in more than two factors. However, this restriction can be easily removed by introducing a specific node, known as equality constraint node(and whose representation is a rectangle labeled by "="); this node represents an equality constraint "function" , that is a Dirac delta function, and can be simply seen as branching point allowing more than two factors to share the same variable. An important tool provided by FG theory is represented by a conceptually simple algorithm, known as SPA or belief propagation (BP), and developed to compute the marginalization of the above mentioned joint pdf f (·) in a step-by-step fashion. In practice, this algorithm splits the desired marginalization into a sequence of simpler marginalizations, whose outputs can be seen as probabilistic messages passed along the edges of the FG representing the considered joint pdf. The sum-product rule can be formulated as follows: the message emerging from a node, representing a factor f i (·), along the edge associated with a variable x k is expressed by the product of f i (·) and the messages along all the incoming edges (except that associated with x k ), integrated over all the involved variables except x k ; in particular, the message out of an equality node is simply given by the product of the two messages passed along the two edges different from the edge for which the message is computed. Note that, in applying this rule, it should be always kept into account that: a) generally speaking, the marginal f (x k ) is expressed by the product of two messages associated with the edge x k , but coming from opposite directions; b) the half-edge associated with a variable x k may be thought as carrying the constant message m (x k ) = 1 as incoming message (since this does not provide any information); c) in some cases a marginal pdf is required to be known up to a scale factor, so that messages can be freely scaled during their computation.
If the SPA is applied to a cycle free (i.e., acyclic) FG, i.e., to a FG not containing closed paths, its produces exact results. If the considered graph does not have this property, the SPA can be still used, but unavoidably produces approximate results; moreover, such results are influenced by the adopted message scheduling strategy [22] , i.e., by the order according to which the messages are evaluated and passed along the graph.
Another important issue related to the application of the SPA is the availability of closed form expressions for the passed messages when, like in the filtering problem considered in this manuscript, the involved variables are continuous. Unluckily, closed form results are available in specific cases only and, in particular, for Gaussian message passing in linear SSMs (e.g., see [21, Sec. V] ). In this case message computations preserve Gaussianity; in other words, if the messages entering a node are Gaussian, so is the message emerging from it. Some mathematical results employed in the derivation of MPF and DMPF are summarised in Tables I, II and III, which refer to the FGs illustrated in Fig. 8-(a), Fig. 8-(b) and Fig. 8-(c) , respectively (note that in these Tables a denotes a constant vector); these results are provided by [21, 
APPENDIX B
In this Appendix the derivation of the expressions of various messages evaluated by the MPF and the DMPF algorithms is sketched. Fig. 8 . Ordered representation of the graphs which the message passing formulas listed in Table I, Table II and Table III , respectively, refer to.
A. MPF:
Step 1) -The message m 1,j (x (N ) k ) emerges from the function node representing f (y k |x Fig. 3 ); for this reason, the derivation of Eq. (13) (11) and (13) in the right-hand side (RHS) of (14) and, then, applying formula no. 1 of Table I .
Step 2 Table I. Step k ) (see Fig. 3 ). Therefore, substituting Eqs. (20) and (23) in the RHS of Eq. (28) and applying formula no. 1 of Table III produces Eq. (29) .
Step 4) -The message m j (z (L ) k ) is given by (see Fig. 3 )
Since, in this case, f (z Table II , it is easy to prove that 
respectively; here, C
x,k ,j denotes the cross covariance matrix for the vectors x Table II produces Eq. (52).
Step 
