The time reversal of stochastic diffusion processes is revisited with emphasis on the physical meaning of the time-reversed drift and the noise prescription in the case of multiplicative noise. The local kinematics and mechanics of free diffusion are linked to the hydrodynamic description. These properties also provide an interpretation of the Pope-Ching formula for the steady-state probability density function (pdf) along with a geometric interpretation of the fluctuation-dissipation relation. Finally, the statistics of the local entropy production rate of diffusion are discussed in the light of local diffusion properties, and a stochastic differential equation for entropy production is obtained using the Girsanov theorem for reversed diffusion. The results are illustrated for the OrnsteinUhlenbeck process.
I. INTRODUCTION
Stochastic diffusion processes are used to model a variety of phenomena, from Brownian particles and macromolecules to turbulent dispersion and economic and environmental fluctuations [1] [2] [3] [4] [5] . Several theoretical and practical problems require reconstructing backward in time either the whole process or some specific trajectories thereof (e.g., in non-equilibrium statistical mechanics [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] , control theory [16, 17] , and turbulent dispersion [18] [19] [20] [21] ). Related issues appear in reciprocal diffusion and Brownian bridges [4, 5, 22, 23] , as well as in the probabilistic interpretation of quantum mechanics, in relation to the so-called Schrödinger problem [22] [23] [24] [25] [26] [27] [28] [29] [30] [31] of finding the stochastic dynamics that 'interpolates' between a pair of given probability distributions at two different times. With regard to the statistical mechanics of non-equilibrium systems, recent developments (e.g., [10, 14] ) have shown that the local entropy production can be expressed as the relative entropy between forward and backward velocities [6, [10] [11] [12] [13] [14] [15] . Since thermal fluctuations can be modeled as Gaussian noise, detailed analysis of stochastic diffusion is thus of great interest.
The purpose of this work is to discuss some fundamental kinetic quantities of diffusion processes, in particu- * Electronic address: amilcare@duke.edu lar the mean local velocities (e.g., drift, current, osmotic and thermal) and acceleration, and their behavior under time-reversal. Local kinematic and dynamic properties are essential for a microscopic description of diffusion, but their definition and analysis require particular attention because of infinitely fast fluctuations of the whitenoise forcing [1] . While numerous papers have explored such links before, the angle from which we view these topics is complementary to previous works and draws connections between nonequilibrium statistical mechanics (e.g., [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] ) and stochastic mechanics and reciprocal diffusion (e.g., [22] [23] [24] [25] [26] [27] [28] [29] [30] [31] ). Our hope is that a holistic treatment of the subject will help improve intuition. The insights so obtained are linked to the hydrodynamic description, the Pope-Ching formula for the stationary distribution [32] , and expressions for the rate of entropy production.
We discuss the time reversal of free (or uncontrolled) diffusion, in the presence of multiplicative noise and from the standpoint of two stochastic calculi (Itô and Hänggi-Klimonotovich) [33] [34] [35] . From a thermodynamic viewpoint, the multiplicative noise corresponds to inhomogeneous temperature distributions [36] , whose nonequilibrium behavior is known to be only partly captured by a white-noise (i.e., Smoluchowski), local-equilibrium approximation [37] . Within this approximation, the kinetic (Hänggi-Klimontovich) noise prescription has the advantage that its drift naturally incorporates the effects of the thermophoretic force due to inhomogeneous temperature distributions. For simplicity we restrict our analysis to one-dimensional problems.
Section II reviews the Itô and Hänggi-Klimontovich interpretations of stochastic differential equations and relates their coefficients to the entropy production rate, while Section III develops the equations for time-reversed diffusion, and Section IV relates local velocity and acceleration to the forward and backward diffusion coefficients. Section V draws the connections between entropy production and the local velocity and acceleration of the forward and reversed diffusion processes. Finally, Section VI illustrates the ideas on the Wiener and OrnsteinUhlenbeck processes, and Section VII summarizes our conclusions.
II. FORWARD DIFFUSION
Consider a diffusion process evolving forward in time [2] , described by the stochastic differential equation (SDE) in the Itô form
where dW (t) is the increment of the Wiener process (white Gaussian noise) evolving in time t, and a(X) and b(X) are the drift and diffusion terms, respectively, here assumed to be time-invariant for simplicity. The state dependence of the diffusion term b(X) is often referred to as multiplicative noise. The probability density function (pdf) of X evolves according to the Fokker-Planck (FP) equation
where p may refer to either the transition pdf, p(x, t|x 0 , 0), with initial condition δ(x − x 0 ), or the onetime pdf, p(x, t) = ∫ p 0 (x 0 )p(x, t|x 0 , 0)dx 0 , with generic initial condition p 0 (x) [2] . We will assume that a transient solution exists for the free process for any time t until an arbitrary time T (0 ≤ t ≤ T ), which will be the origin of the reversed time, τ = T − t.
The Itô interpretation of the noise requires interpreting (1) in a causal way [2] whereby the coefficient of the noise is evaluated at the beginning of the time increment under consideration,
Accordingly, one can show [2] that ⟨∆X⟩ = a(x)∆t and
for small ∆t, where ∆X is computed in a causal or forward way
As a result, the local forward velocity ∆X/∆t is a Gaussian random variable with mean a and variance b 2 /∆t for ∆t → 0 [2] (for simplicity, we will often dispense with writing explicitly the arguments of the various averaged quantities).
We also consider the (acausal) kinetic (Hänggi-Klimontovich) prescription [33] [34] [35] , for which the noise coefficient is evaluated at the end of the discretized time interval of interest. A stochastic differential equation to be interpreted in this sense will be written
which is to be understood as the ∆t → 0 limit of the discretization
X(t+∆t)−X(t) = h(X(t))∆t+b(X(t+∆t))∆W (t). (6)
This prescription is equivalent to (1) if we take
In general, h is a combination of the first and secondorder moments of ∆X, and is equal to ⟨∆X⟩/∆t only in the case of additive noise. The kinetic prescription gives rise to the transport form of the Fokker-Plank equation
where b 2 /2 is the so-called diffusivity. Such noise interpretation has been used, albeit without explicit mention, in previous works dealing with thermodynamic interpretations of stochastic diffusion [7, 8, 13] .
As also discussed in [38] , when modeling the stochastic dynamics of Brownian particles, drift and diffusion have to be consistent with a fluctuation dissipation relation, and this is more naturally seen in the HK prescription (see e.g., Eq. (71) later in this paper), which gives (8) and the exponential form of the pdf (canonical Boltzmann distribution). This has to do with the fact that, when a particle is immersed in a non-homogeneous environment, the temperature distributions of the bath and the particle properties are imposed and these, in turn, determine the drift and the diffusion terms of the Brownian particle. The particular form of the stochastic calculus chosen in the SDE becomes then a matter of formal convenience, as long as the results are consistent with the underlying physics.
A. Hydrodynamic Description and Local Entropy Balance
The previous forward FP equations, (2) and (8), can be re-written in hydrodynamic form as a continuity equation for the probability density
and the corresponding equation for the probability current
or the current velocity,
which with the kinetic prescription becomes
It is also interesting to rewrite the previous equations in the form of a local evolution equation for the entropy. Following [9, 12] , we define a local entropy density per unit number of trajectories, s = − ln p (as opposed to an entropy per unit volume which would be −p ln p). Since the ensemble of trajectories at a point behaves as a fluid with velocity v (see Eq. (9)), the co-moving local entropy balance is given by the material derivative of s [12] 
Using the definition of the current velocity (12) to express the derivative in the convective term, Eq. (13) becomes
Thus the infinitesimal 'fluid element' moving with velocity v has entropy balance
where
b 2 is the entropy flux (the first term is due to net influx or outflux of trajectories in dx due to unsteady conditions, while the second can be interpreted as due to the heat flux into the medium [12] ) and σ is the local entropy production rate. We will focus on the entropy density production rate, following [9, 12] ,
where σ ≥ 0 in agreement with the second law of thermodynamics. It will be shown later that σ is linked to the local time-symmetry properties of the diffusion process, given by the relative entropy between the pdf of forward and backward trajectories [10, 15] . Moreover, for vanishing noise (b 2 → 0) but non-zero v, the entropy density production becomes infinite because in that case the backward and forward trajectories become perfectly distinguishable.
B. Steady State
With natural boundaries, the equilibrium steady-state pdf of the process is given by the potential solution (i.e., probability current identically zero)
where the effective potential is
and N is a normalizing constant (as noted in [34] , the kinetic prescription yields the steady state pdf in a purely exponential form). Moreover, at steady state (7) and (17) give
so that, using (11),
It is also possible to have a non-equilibrium steady state (NESS) on an interval (x 1 , x 2 ), involving a constant non-zero current J * [2, 3] . In general, this gives
where formally a NESS potential can be introduced as
Note that the range of admissible values of the current J * may be restricted by the requirement that the pdf is non-negative. Within these limits, the current can be altered by adding/removing trajectories at the boundaries. A special case corresponds to the period conditions, or diffusion on a circle [2, [39] [40] [41] .
For NESS, one can write the previous equation as
where p NESS is linked to the current J * by (21) . Solving the previous equation allows us to express the NESS potential as
which tends to the effective potential when reducing the value of J * , and therefore of v NESS , to zero. The previous equation can also be written as
In equilibrium steady state (J * = 0), zero entropy production rate, zero current velocity, and reversibility of trajectories are equivalent properties, and all the terms of the entropy balance go to zero. As a result, steady states of 1D free diffusion with natural boundaries are always time-reversible, equilibrium states. For NESS (J * ̸ = 0, x ∈ (x 1 , x 2 )) instead, the material derivative of s is non zero, and the entropy balance (14) implies
III. REVERSED DIFFUSION
Several aspects of reversed diffusion equations have been previously discussed in the literature [16, 31, 42, 43] . Here we aim at defining local kinematic properties of reversed diffusion and their link to the local entropy balance. One way to approach this goal is to note that one can write down an evolution equation in the form of Fokker-Planck equation for the probability density of the state of the system, but with respect to the reversed time τ = T − t, by simply changing the sign of the time derivative in the usual FP equation (2), and readjusting the terms as needed, i.e., (27) where if we choose the diffusion coefficient in reversed time to match the forward diffusion coefficient,b 2 = b 2 , then we choose the drift coefficient in reversed time aŝ
Anderson [16] derived equations equivalent to (27) and (28) for the two point joint pdf using the forward and the backward diffusion equations. Eq. (27) must have the final solution of the forward process p(x, T ) as initial conditionp(x, τ = 0), while its drift term (28), containing the drift and the solution of the forward equation (2), 'guides' the solution of the reversed problem back to the original initial conditionp(x, τ = T ) = p(x, 0). Thus equation (27) is not of predictive value, but will merely be used to describe the statistics of time-reversed trajectories. For now, we simply observe that by the construction and uniqueness of solutions to a parabolic equation of the form (27) with the specified initial conditionp(
Other choices ofp(x, τ = 0) could also be used with the reversed FP equation (27) for the purpose of reconstructing statistical subensembles (including diffusion bridges) of the free diffusion trajectories (1) with initial positions distributed according to p(x, 0), but we will not pursue this here. Before assigning a meaning to the coefficients in (27), we must first address the fact that one could construct a reversed-time FP equation of the same form as (27) for arbitrary choices of reversed-time diffusion coefficient 1 2b 2 by choosing a corresponding drift coefficient
These equations withb ̸ = b, however, are nothing but a pointless reformulation of partial differential equation, whereas the choice (28) corresponding tob = b does describe actual statistics of reversed time trajectories. First of all, the solution trajectories of a stochastic differential equation or any Markov process can be shown directly by the definition to be Markov processes also in reversed time. Secondly, the reversed time trajectories will have the same qualitative local character and smoothness as the forward time trajectories, so we infer that the infinitesimal generator of the time-reversed trajectories should again be a second-order differential operator corresponding to a diffusion process with some drift coefficientâ and diffusion coefficient 1 2b
2 . Now, the diffusion coefficient must be the same in both time directions (b = b), as it characterizes the roughness of the paths, so that the size of independent increments can not depend on the direction in which they are traversed. This same idea is behind the absolute continuity of probability measures of solution paths to SDE's with respect to each other if and only if their diffusion coefficients agree (e.g., [44] , Ch. 7). The drift coefficient can, and generally will, suffer a bias and be different in reversed time due to the steering needed to bring the trajectories to the appropriate final probability distribution (the initial condition for the forward equation). We can see that the appropriate drift coefficient is the formula (28) obtained above as follows: because the time-reversed trajectories are again a diffusion process, the probability density for the timereversed trajectories must satisfy a Fokker-Planck equation with the correct drift and diffusion coefficients (30) agreement between (27) and (30), together with the observation that we must have b =b, forces
This in turn implies that (â −â)p(x, τ ) is a constant, which must be zero under the reasonable assumption that p decays for large |x| faster thanâ andâ grow. This then implies thatâ =â, meaning that the expression (28) is indeed the drift coefficient in the diffusion process describing the time-reversed trajectories. We can therefore write a SDE (in the Itô form) for the time-reversed trajectories, with time-dependent drift, corresponding to (27) 
or using the kinetic prescription
with the last equality following from (11) . Eq. (34) is the generalization to the case of multiplicative noise of the socalled 'dual condition' for additive noise [42] . Note that the previous drift can also be written aŝ
As with (27) , the previous SDE's must must have their initial positions distributed statistically according to the final pdf of the free forward process, p(x, T ). We also used 'hats' for the reversed time Wiener process as reminders of the fact that, when different realizations of the Wiener process are used for the forward and reversed processes, only the ensemble of trajectories is reconstructed, without achieving specific strong correspondence among backward and forward trajectories. To have a strong correspondence between trajectories, the same realization that generated the forward process must be used also in the reversed time τ ; in such a case, however, the increments of the time-reversed Wiener process are not independent of the 'previous' (in τ ) values ofX, but rather of the 'future' ones (see also [16] ).
It is also instructive to consider the stochastic interpretation of the time-reversed drift and diffusion. Similarly to the interpretation of (1) and (2) in the forward time t, it is possible to have causal or forward (in τ ) interpretation of the increments ofX of the stochastic process for (27) and (32) . Thus, with
it follows that ⟨∆X⟩ =â∆τ and ⟨(∆X) 2 ⟩ =b 2 (X)∆τ for ∆τ → 0. In other words, for ∆τ → 0, ∆X/∆τ is Gaussian with meanâ and variance b 2 /∆τ . The reversed-diffusion driftâ can be written in a form that separates the contributions due to the evolution of the forward pdf p(x, T − τ ) from the one solely due to the forward drift and diffusion,
Note that the correction 2b ∂b ∂x is present only in the case of multiplicative noise. The time-reversed driftâ is also linked to the current velocity,
which is similar in form to (35) . This form of relationship between forward drift, reversed drift and current velocity is valid for any prescription with respect to their specific drifts, including the one of Stratonovich (i.e., if the Stratonovich drift is
. In terms of the hydrodynamic description, the reversed-time diffusion is simply
where, using the definition of the current velocity (11) along with (34),
For steady states with zero current (i.e., corresponding to the potential solution (17)), v = 0 and thusâ = a. Hence, the reversed equation is exactly the same as the forward equation (thus the process is in equilibrium with zero entropy production). This confirms what was previously mentioned regarding the time reversibility (i.e., equilibrium) of all 1D diffusion steady-states with natural boundary conditions (zero current), Eq. (16). This is not the case for NESS, whereâ = a − 2v NESS .
IV. LOCAL STOCHASTIC VELOCITY AND ACCELERATION
Because of the nature of the white-noise fluctuations, the trajectories of X(t) are non-differentiable and cross a given level x an infinite number of times during an infinitesimal time interval [1] . This makes the definition of the local velocity and acceleration possible only when defined with respect to a finite time interval. Consider a finite but small temporal interval ∆t, as shown in Fig. 1 , and define, using the centered differences around X(t),
Setting X(t) =X(t) = x, the numerator in the previous expression can be seen as (
Because of the Markov property for both backward and forward processes, these two terms are independent. Moreover, based on (4) and (36) 
where we have used the fact that a−â = 2v, which follows from (38) . Based on this, the local current velocity (11), v = ⟨Ẋ|x⟩, can also be interpreted as half the difference between the forward and backward drift,
We can also define a local acceleration
One can also introduce a fluctuation velocity defined as the ensemble average of the arithmetic mean of forward and backward instantaneous velocities,
where the averaging allows the actual passage to the limit. The fluctuation velocity u is directly related to the mean local acceleration as ⟨Ẍ|x, t⟩ = (a +â)/∆t = 2u/∆t.
Since the process is non-differentiable, the mean local acceleration does not converge to a finite limit as ∆t → 0. It should be noted that (3) only includes leading-order terms corresponding to a forward Euler discretization of a differential equation. Higher order terms are neglected, the most important of which is a non-Gaussian random term with mean zero and variance proportional to (∆t) 2 , of the form
and
uncorrelated with the b(X(t))∆W (t) term in (3), plus a standard second-order deterministic error term a(X(t))a ′ (X(t))(∆t)
2 (see e.g., [45] , Sec. 5.5). Thus the stochastic velocityẊ|x is more precisely a sum of the large Gaussian random variable written above plus a non-Gaussian random variable with O(∆t) mean and O(1) variance. Similarly, the stochastic accelerationẌ|x is a sum of the large Gaussian random variable written above, plus a non-Gaussian random variable with O(1) mean and O(1/∆t) variance. Such corrections are not small, but they are not as large as the Gaussian random components explicitly described. While under some circumstances they could be important, when the manipulations of these random variables is essentially multiplicative they do not play a leading order role, and therefore do not affect the previous conclusions.
A. Kramers Equation (Steady State)
We now consider the particular case of a diffusion process corresponding to Langevin particle dynamics. First we consider the Kramers equation as a foundational model based on Newton's law (e.g., [2] p. 155)
Here m is mass, V is the velocity variable, F (X) is the applied force, β is a friction constant, T is the absolute temperature (assumed to be constant in this Subsection for simplicity), and k B is Boltzmann's constant. Because the thermal noise appears here as a force in the velocity equation, the mean-square velocity and acceleration are well-defined and can be shown to satisfy (see e.g., [46] )
In the Smoluchovski approximation, corresponding to friction dominating inertia (γ = β/m → ∞; e.g., [2] p. 197), we obtain a reduced equation
corresponding to a diffusion (1) with coefficients
From these expressions, and using the results of the previous section, (46) and (42) 
B. Canonical form of the transient solution and link with the Pope-Ching formula
Equations (2) and (27) can be linked to Nelson's stochastic dynamics [26, 27] , as well as be used to introduce a generalized wave equation. These considerations in turn allow a geometric interpretation of the various mean velocities introduced before. We begin by rewriting both equations at the same instant t, and making the time derivative explicit. We also use the fact that p(τ = T − t) = p(t),p(τ + ∆τ = T − t − ∆t) = p(t − ∆t), and that the time increment ∆τ is equal to ∆t. With this in mind, (2) and (27) become, respectively,
with small ∆t. As already noticed by Nelson [27] , taking the difference of the previous equations and dividing by two immediately yields the hydrodynamic equation (9) . The sum of the equations (56) and (57) 
after having noticed that the sum of the drifts provides the fluctuation velocity u, while for the diffusion terms (from Sec. III) one has (b 2 +b 2 )/2 = b 2 . Using (42) and (48), and dividing by ∆t one has formally a generalized wave equation as in [32, 48] 
However, because of the diffusive limit, this is only formally a wave equation, since the coefficients on the right hand side blow up as ∆t ↓ 0. In this limit, Eq. (58) is actually
which can be solved, considering that the first integration constant is always zero because the externally imposed currents (if any) in (56) and (57) cancel out. The solution,
provides an exponential form of the transient pdf, in agreement with the fact that a canonical distribution should exist in the diffusion approximation (which physically corresponds to a local and quasi-static equilibrium). Note that (61) could have also been obtained directly from (28) . In steady state, the fluctuation velocity u = a − v NESS and the pdf (21) can also be written as
in agreement with (25) . In terms of local velocity and acceleration,
where the expression in the exponent is well-defined in the ∆t ↓ 0 limit whereas in the prefactor the normalization constant N would scale in proportion to 1/∆t. The expression (63) was previously obtained by Pope and Ching with reference to general twice-differentiable stationary signals [32, 47, 48] . Note that ⟨Ẍ|x⟩ depends on J * for NESS. With zero current velocity (38) giveŝ a = a, and thus ⟨Ẍ|x⟩ = 2a/∆t, which in turn yields the equilibrium solution (17) . 
C. Geometric Interpretation of Fluctuation Velocity
Several local mean velocities have been introduced in the course of the previous sections: the drift a, defined after (3), the current velocity v (see Eq. (11)), the reversed driftâ (Eqs. (28) and (37) and (38)), and the fluctuation velocity u (47) ,
where the last equality is due to (37) . At equilibrium steady state (e.g., v = 0), the fluctuation velocity u is equal to the drift a. Combining (64), (41) and (47) makes the geometric meaning of this velocity more clear, showing that u is the average rate of vertical displacement from the straight line connecting the end points ⟨X(t + ∆t)⟩, ⟨X(t − ∆t)⟩ of trajectories passing through x at time t. This geometric interpretation is shown in Fig. 1 . By considering (11), the fluctuation velocity can also be split into two parts,
where the first component is related to the change in trajectory concentration (thus related to an osmotic potential), and for this reason called osmotic velocity by Nelson [27] ,
while the other component is related to the drift due to the multiplicative noise. This may be termed thermal velocity because of its relation to thermophoresis [36, [49] [50] [51] [52] ) and it is linked to the gradient of the non-uniform noise intensity or local temperature b 2 (see Sec. III),
The previous observations also allow the decomposition of current velocity into its three components,
implying that at any instant there is a momentum (per unit mass) balance among these different components (note also that h = a − u T ). When each term of the previous equation is multiplied by p, one obtains the respective components of the probability current of Landauer ( [36] , Eq. 4.1). At equilibrium (v = 0) the drift velocity balances the sum of osmotic and thermal velocities, which is another way of stating the Fluctuation-Dissipation relation or generalized Einstein relation,
or with the kinetic prescription (7),
In NESS instead (cf. Eq. (23)),
V. ENTROPY PRODUCTION
It was shown in Sec. III that, when the current velocity v is different from zero, the system is out of equilibrium with positive entropy production rate σ. Both the current velocity (11) and the entropy production rate (16) are mean quantities. In Sec. IV we discussed the statistical properties of the random variable underlying the current velocity. In a similar manner, we can now discuss the properties of the random variable associated with the entropy production rate. This is especially important, since the random fluctuations around the mean entropy production rate have been subject of intense study in the context of the fluctuation theorem in nonequilibrium statistical mechanics [10, 11, 14] .
Recent developments (e.g., [10, 14] ) have shown that the local entropy production rate can be expressed as the relative entropy between forward and backward velocity distributions, pẊ (ẋ|x, t) and pẊ (ẋ|x, t), conditioned on the current state x and time t [14, 15] . Noting that pẊ (ẋ|x, t) = pẊ (−ẋ|x, t),
gives a trajectory-based or 'microscopic/local' interpretation of the mean entropy production rate. The explicit 1/∆t factor is needed to obtain a nontrivial ∆t → 0 limit of the expression on the right hand side; the PDF for the particle velocityẊ is understood here to be regularized with respect to a small but finite time interval ∆t as in Section IV. The expression (72) complies with the intuitive interpretation of time reversibility, in that a process is time-symmetric only if the same distributions of slopes are found going either forward or backward in time. Therefore, in relation to the diffusion process with locally Gaussian increments of interest here, (72) also provides a local interpretation of (16) . It can be shown that the relative entropy between two Gaussian distributions with the same variance b 2 /∆t and opposite means (v and −v) is equal to twice the square of the mean (v 2 ) divided by the variance (b 2 /∆t), which inserted in (72) gives (16) .
We can also show that the pdf p Z (z) of the random variable whose average gives the entropy production rate,
satisfies the so-called fluctuation theorem [15, [53] [54] [55] 
where ∆Y = Z∆t is the random fluctuation during a regularized time step ∆t whose average gives the entropy produced during that time step. While this is valid in great generality [15] , we can derive it simply in our case using the Gaussian distribution forẊ|x (42) to write
which can be seen to be itself approximately Gaussian
The relation (74) now follows by explicit manipulation of the Gaussian distribution ∆Y ∼ N (σ∆t, 2σ∆t).
The random variable exp(
is also related to the Radon-Nykodim derivative between process (1) and its reverse (32) through the Girsanov theorem (e.g., [5] , p. 164). The latter relates the probabilistic properties of two diffusion processes taking place on a common interval [0, t] . In the present case, the two processes are the free forward diffusion
and a time-reversed one (with the same diffusion term), see Eq. (38):
both with the same (possibly random) initial conditions. According to the Girsanov theorem, the ratio of their path measures on [0, t] (i.e., their Radon-Nykodim deriva-
The above expression is evaluated at a random path X t (referring for short here to X(t)) and so is also a random variable. This Radon-Nikodym derivative can also be expressed, in a NESS, in terms of a single Stratonovich integral [5] , as in Eq. (3.64) of [8] dP X dPX = exp
as can be shown through using the transformation rule between Stratonovich and Itô integrals (now suppressing all arguments indicating evaluation along the random paths X t ′ )
and then using Eqs. (11) and (13) to write the correction term involving the quadratic variation of the diffusion
where the partial time derivative vanishes because we are here considering NESS. We stress that the formula (80) applies for evolving probability distributions, while the Stratonovich integral expression (81) only applies for NESS.
If we discretize the time integrals in (80) with the same time step ∆t as in our regularization for local velocities and accelerations, then upon comparison with (76), we note that each summand in the discretized integral is, to leading order, statistically equivalent to Z(X t ′ , t ′ )∆t for the corresponding value of t ′ . More precisely, the summands in the discretized integrals of (80) form a Markov process with respect to the filtration generated by the underlying Wiener process W (t), as does the sequence {Z(X n∆t , n∆t)} ⌊t/∆t⌋ n=0 , with the same transition density, as can be checked from the relations (75) and (41) . Consequently, in the ∆t → 0, we can write
Finally, taking statistical expectation, and noting that the first term is zero, being a regular Itô integral, one obtains
that is the global entropy production over the considered time interval. The previous considerations also provide an interesting SDE for the entropy production. By taking the logarithm and differentiating (80), one obtains
which should be coupled to Eq. (1), and where the two equations are driven by the same Wiener noise and are interpreted in the Itô sense. The previous SDE describes the stochastic production of entropy. A stochastic path representation of entropy production has also been given in [7, 8] (see also [13] ) for ndimensional systems in NESS, using the Girsanov theorem and an action functional related to the ratios of probabilities of forward and backward paths. To make contact with these derivations, it is useful to rewrite the FP equation of free diffusion, making the possible presence of currents at NESS explicit. Using (71), (8) becomes
or in terms of an Itô SDE similar to Eq. (3.53) of [8] , recalling (7) and (71),
Note how the first two terms of the drift depend on J * , and that the first term tends to zero, while the second one tends to h, as J * → 0. In NESS the drift of the reversed SDE isâ = a − 2v NESS , as previously pointed out (see end of Sec. III), so that applying the Girsanov theorem as before, the developments of [8] applied to (86) agree with our entropy production rate at NESS. 
VI. SIMPLE EXAMPLES
In the classical example of the Wiener process [2] 
Thus, in this case, which is just half the mean velocity of the particle up to time t, and σ = (x−x0) 2 2Dt 2 . The second example is the Ornstein-Uhlenbeck (OU) process, with linear drift and constant diffusion [2] dX = −kXdt + √ DdW (t).
For deterministic initial condition X(t = 0) = x 0 , the probability density for the solution at time t (see [2] , p. 76) is a Gaussian with mean and variance
respectively. The velocity and local instantaneous entropy production rate are 
Thus there is a curve x = x 0 e kt where locally entropy production is zero and trajectories have the same distribution of slopes when looked at forward and backward in time. This is shown in Fig. 2 . The results of the entropy balance are plotted in Fig. 3 . It is interesting to note how the entropy production rate approaches zero at long time, consistently with the fact that the total entropy produced saturates at equilibrium.
VII. CONCLUSIONS
We have discussed several aspects of time-reversal of diffusion processes, with special attention to the interpretation of their local properties and their relations to entropy production. In particular, a stochastic differential equation for the instantaneous entropy production rate has been introduced and illustrated in the case of the Ornstein-Uhlenbeck process (Fig. 3) .
We have emphasized the elements of the local stochastic dynamics responsible for entropy production and time irreversibility. Limiting our considerations to 1D makes the derivation more transparent and shows the main differences between equilibrium and nonequilibrium steady states due to non-zero velocity current. Recent developments have emphasized how entropy production can be usefully separated into a non-equilibrium steady state (NESS) and transient contribution [40, [56] [57] [58] , using the NESS current as a reference. Our analysis allows a local view of such contributions through the term v(x, t) − v NESS (x).
The general expressions allowed by the 1D context also show the difference between the equilibrium potential Φ(x) and the NESS potential Ψ(x) (cf. Eqs. (18) and (25)), where the first one can be obtained by simple integration of the kinetic drift h(x), while the second one requires a double integration including the probability current. Such a point was previously pointed out for the general n-dimensional case [59, 60] , and is related to a decomposition of the drift into a reversible and irreversible part around NESS (similar to (86)), which is in turn a form of Helmholtz decomposition of a velocity field [61] (see also [62] [63] [64] ). In future works we will further elaborate on this for multidimensional diffusion processes, processes with jumps, and controlled diffusions which bridge between prescribed initial and final conditions.
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