Abstract-We consider the quantized consensus problem on undirected connected graphs and study its expected convergence time to the set of consensus points. As compared with earlier results on the problem, we improve the convergence speed of the dynamics by a factor of n, where n is the number of agents involved in the dynamics. In particular, we show that when the edges of the network are activated based on a Poisson processes with Metropolis rates, the expected convergence time to the consensus set is at most O(n 2 log n). This upper bound is better than all available results for randomized quantized consensus.
energy, working with continuous variables as agents' values or opinions is neither necessary nor efficient. Therefore, one can consider a quantized version of such models where agents' opinions are constrained to be integer valued as it was studied in [5] , [6] , [7] , [8] , [9] , [10] , [11] .
In this paper, we consider the quantized consensus problem: we are given a set of nodes, with an integer value at each node, who can communicate through an undirected connected graph. The goal for each agent is to compute the average of the initial values. However the average value may not be an integer number. Therefore, we extend the notion of consensus by defining a collection of integers to belong to the "consensus set" if the pairwise difference between any two nodes is at most 1. The goal is then for the nodes, through repeated communication with their neighbors, to arrive at a collection of values in the consensus set.
In general computing the average and quantized average is known to be an important one in various contexts, such as multi-agent coordination [12] , e. g., when a set of robots coordinate in order to move to the same location; information fusion in sensor networks [13] , e. g., when every sensor in a sensor network has a different measurement of the temperature and the sensors' goal is to compute the average temperature; and load balancing in processor networks, which has various applications in the operation of computer networks [14] .
It has been shown earlier [6] that a certain unbiased quantized consensus protocol with uniform distribution of edge selection has maximum expected convergence time of O(nmD log n) for the case of static networks, where m and D denote the number of edges and the diameter of the network, respectively. Here unbiased means that the protocol was based on updates associated with edges in the graph and every edge in the graph was equally likely to be selected for the next update. Moreover, an upper bound of O(n 2 m max D max log 2 n) on the expected convergence time of unbiased quantized consensus in the presence of connected time-varying networks has been given in [15] , where m max and D max denote, respectively, the maximum number of edges and the maximum diameter in the sequences of time-varying networks. The biased quantized consensus problem was addressed in [16] , where it was shown that the expected convergence time in general networks is at most O(n 3 log n). Moreover, a deterministic version of the quantized-consensus algorithm was introduced in [17] , where the authors showed a fast convergence time of O(n 2 ) for such dynamics. However, adopting such algorithms from [17] to time-varying graphs seems impossible. In this work we prove an expected convergence time of O(n 2 log n) for the quantized consensus using the Metropolis weights. To the best of our knowledge this is the fastest bound for the randomized quantized consensus problem.
The paper is organized as follows: in Section II, we formulate the quantized consensus problem and review some of its properties. In Section III, we state our main results, namely an upper bound of O(n 2 log n) for the expected convergence time of quantized consensus with Metropolis weights on general networks. In Section IV, we provide some simulation results which justify our analysis for the cases of simple graphs as well as Erdos-Renyi graphs. We conclude the paper by identifying some future direction of research in Section V. To ease exposition of our results, we provide some important results from the theory of Markov chains in the Appendix. In particular, we state some results toward studying the expected convergence time of the dynamics using the expected hitting time of proper random walks on the network. Notations: We let [n] = {1, 2, . . . , n}. For an undirected graph G = (V, E) we let N (x) be the set of neighbors of x. Also, let G × G = (V × V, E ) be the Cartesian product of G, with the set of nodes (x, y) ∈ V × V and the set of edges E such that (x, y), (r, s) ∈ E if and only if x = r, s ∈ N (y) or y = s, r ∈ N (x). For a given vector v we denote its ith entry by v i and its transpose by v T . We say that a matrix A with nonnegative entries is stochastic if each row of A sums to 1. If both A and A T are stochastic, we say that A is doubly stochastic.
II. PROBLEM FORMULATION
We assume we are given a fixed, undirected, connected graph G = (V, E) with |V | = n, that is, G is a graph on n nodes. We adopt the convention that G has no self-loops, and so for any node x, x / ∈ N (x). We defne the Metropolis chain as follows.in the following way.
Definition 1: The matrix M is defined as
where d(i) and d(j) denote the degrees of the nodes i and j, respectively. Note that M is a symmetric, nonnegative and doubly stochastic matrix. We refer to the Markov chains which transitions according to M as the Metropolis chain. Finally, the hitting time H(x, y) is the expected time until the Metropolis chain with initial position at node x reaches node y.
We now introduce a continuous time quantized process based on the Metropolis chain as follows. For each link {i, j} ∈ E of the graph G, we consider an independent clock which ticks based on a Poisson process of rate
Every time that a link is activated, the two nodes incident on it perform the quantized consensus update as described in [5] , i.e. the incident nodes i on the edge {i, j} has its value jump from x i (t) to x i (t + ) where
and the same holds for agent j. In the above updating rule, we refer to the first two updating prototypes as non-trivial updates while the third one is known as the trivial updates. In the rest of paper, we refer to these randomized dynamics as the quantized Metropolis dynamics. Note that the quantized Metropolis dynamics can be implemented in a completely distributed wmanner. We remark that the probability of two edges being simultaneously activated by the quantized Metropolis dynamics is zero.
Since the updating rules given in (2) preserve the average value, we have that under the quantized Metropolis dynamics
is independent of the time and is equal tō x(0) for all t ≥ 0. Moreover, it has been shown earlier in [5] that such dynamics will converge with probability 1 to the consensus set,
and that the Lyapunov function defined by
will decrease by at least 2 after each nontrivial update. Therefore, letting L := max i x i (0) and l := min i x i (0), it is not hard to see that after at most
n nontrivial updates, the dynamics will terminate. Providing an analysis which gives a precise scaling with n of the time until this happens is the goal of the remainder of this paper.
III. MAIN RESULTS FOR THE EXPECTED CONVERGENCE TIME
We begin the analysis of the convergence time of the quantized Metropolis method. It turns out that the key step is bound the expected time until the first nontrivial update takes place. Let us introduce some notation for this quantity: for integers j 1 , . . . , j n define T (j 1 , . . . , j n ) to be the expected time until a nontrivial update takes place when node i begins with integer value j i . Then T is the largest possible T (j 1 , . . . , j n ) starting from any configuration of integers which doe not lie in the consensus set:
Consider now two random walkers who move jointly on the graph G based on whether the activated edge in the quantized Metropolis dynamics is incident to them or not. In other words, denoting the current locations of the walkers by x and y, if the activated edge at the next time instant is incident to one of the walkers, e. g., {x, x i } for some x i ∈ N (x), we will move it from node x to node x i , otherwise the walkers will not change their positions. We refer to such a process as the original process and denote the first time until these walks starting from x and y meet each other by τ (x, y). The utility of this process is immediate from the following proposition, whose proof is immediate.
Proposition 1: T ≤ max x,y E τ (x, y). Our next step is to bound max x,y E τ (x, y). To that end, we introduce another process called virtual process, to ease our analysis. We let the virtual process and the original process be the same until when the walkers become each other's neighbors, i.e. x ∈ N (y), for some x, y ∈ V . At this time we let the connecting edge in the virtual process tick based on a Poisson process with twice the rate in the original process, i.e. [18] , [19] .
Definition 3: A function h : Ω → R is called harmonic at a vertex x ∈ Ω for a Markov chain with transition probability matrix P if h(x) = y∈Ω P (x, y)h(y).
Remark 2: Given a nonempty subset B ⊂ Ω and a Markov chain with an irreducible transition matrix P , every function h(·) : Ω → R which is harmonic over Ω \ B and nonnegative on B must be nonnegative on Ω [20] .
In the appendix, we give the full proof that the hitting time of a continuous-time Metropolis walk is quadratic in the number of nodes. It turns out that this implies that the meeting time in the virtual process is quadratic as well. This can shown by a technical argument using similar techniques as [6] , and we omit the full proof here.
Theorem 2:
The expected meeting time of the virtual process satisfies
The proof will appear in the full version of this paper. Now we are ready to state the main result of the paper.
Theorem 3:
The expected time until the quantized Metropolis dynamics reaches a consensus set is at most O(n 2 log n). Proof: We first notice that based on our definition, the virtual process and the original process remain the same until the two walkers become each other's neighbors, i.e. for some x, y with x ∈ N (y). At this time the probability that two walkers meet in the next transition in the original process is λxy Λ−λxy , while this probability for the virtual process is 2λxy Λ . Since the former is greater than half of the latter, this immediately implies that the meeting time of the former is within a constant factor of the latter, and consequently must be O(n 2 ) by Theorem 2. Next, we consider n random walks, one beginning at every node, which move together after intersecting. Let us denote the first time until all of them form one big clump by C. As before, we let τ (x, y) denote meeting time of the original joint process, given that the walks were originated from x and y. We can write,
where the first inequality is due to the union bound for a special walker x to meet all other random walks and the second inequality is due to Lemma 2 ([19] ). Using Theorem 2 in the last relation of (4), we obtain that the expected time until all walkers collapse to one big clump is of the order of at most O(n 2 log n). Finally, using the same argument as in Corollary 4 in [16] we can see that O(n 2 log n) is an upper bound for the expected convergence time of the quantized Metropolis dynamics.
IV. SIMULATION
In this section we provide some simulation results in order to compare the maximum expected time that a nontrivial update takes place and the proposed upper bound of n 2 , where n denotes the number of nodes in the network. Toward this end, we consider the ratio ofT (G) n 2 for four simple classes of networks, line, star, lollipop and 3-regular graphs, as well as Erdos-Renyi graphs. We have depicted these results in Figure 1 while we let the number of nodes vary from 1 to 70 for each of these graphs. For the case of Erdos-Renyi graph with n nodes, we assume that the probability that each edge appears in the graph is 1 2 and independent of the other edges. As it can be seen in Figure 1 , the ratio of T n 2 is bounded from above by 0.5 and vanishes very fast. This justifies the fact that the quantized Metropolis dynamics have a high expected rate of convergence in the presence of Erdos-Renyi graphs. Moreover, for the case of lollipop graph, we consider two cliques, each of size n 4 which are connected by a path of the remaining nodes. As it can be seen in the following figure, the ratio of T n 2 for each of the line graph, lollipop and star graph (a tree of one center and n − 1 leaves) is bounded from above by 0.5 and asymptotically converges to a constant, which means that the given upper bound is asymptotically sharp for such classes of graphs. Finally, in the case of 3-regular graphs, we consider a cycle of n nodes where each node is connected to its diagonally opposite node on the cycle (when n is an even number this is possible while for the case of odd n we leave the node n to be of degree 2). Again, it can be seen from Figure 1 that the quantized Metropolis dynamics display good performance on such graphs. 
V. CONCLUSION
In this paper, we have studied the quantized consensus problem on an undirected connected network. Using Metropolis chains in the structure of quantized consensus problem, we were able to improve the expected convergence time of the dynamics to the set of consensus points. In particular, we have proved an upper bound of O(n 2 log n) for the quantized Metropolis dynamics over static and dynamic networks, which is faster than previous randomized algorithms on this problem.
As a future direction of research, an interesting problem would be to study other types of distributed updating laws in order to improve the speed of convergence even further. Moreover, studying the expected convergence time of such dynamics in the lack of reversibility would be another challenging problem. Finally, as a network designer, studying the convergence properties and the expected convergence time of such dynamics in the presence of adversary would be an important problem. As an example, given a network G, one can think of adding an edge (or removing an edge) so as to minimize (or maximize) the expected convergence time.
VI. APPENDIX
In this appendix, we prove that the hitting times of a certain continuous-time random walk are at most quadratic in the number of nodes. This is a key step which is necessary in the proof of Theorem 2. We first state some relevant results from the theory of Markov chains. We start with the following definition.
Definition 4: A Markov chain with transition probability matrix P is said to be reversible if there is a probability distribution π over states, such that π(x)P (x, y) = π(y)P (y, x), ∀x, y.
Lemma 1: Given a reversible Markov chain and any three states x, y and w, we have
Proof: A short proof of this equality can be found in Lemma 10.10 of [20] . Note that this property is known as the transitivity of reversible Markov chains.
Lemma 2: [Chapter 2, [19] ] Let τ (x, y) denote the first time until two continuous-time random walks moving based on some joint distribution meet each other, given that the walks started from x and y. Then we have,
where M = max r,s E[τ (r, s)] is the maximum expected meeting time of the process.
In the remainder of this appendix, we develop some results in order to be able to connect the properties of the continuous time quantized Metropolis dynamics to those of discrete time Metropolis chains. Let us consider a continuous time random walk W defined as follows. Given a graph G = (V, E), assume each edge {i, j} ∈ E ticks independently according to a Poisson clock with rate 1 max{d(i),d(j)} , and a random walk on nodes transitions according to the first edge incident on its location that ticks. We denote the expected hitting time function of this random walk by H W (x, y).
Proposition 4: H W (x, y) = H(x, y), ∀x, y, where, recall, H(x, y) denotes the expected hitting time of the discrete time Metropolis chain on the graph G.
Proof: For a fixed node i with
, ticks based on a Poisson process of rate 1 max{d(i),d(i k )} , which we will denote by λ k , we have that given that W is t state i, the probability that the next transition is to i j is equal to which implies that D is identically zero. This proves the proposition.
We remark that [22] showed that for every two nodes r, s, we have that the hitting times in the discrete-time Metropolis chain satisfy H(r, s) ≤ 6n 2 . By the above proposition, this immediately implies that all hitting times of the random walk W are at most 6n 2 as well.
