We construct an A ∞ -category D(C|B) from a given A ∞ -category C and its full subcategory B. The construction is similar to a particular case of Drinfeld's construction of the quotient of differential graded categories [Dri02] . We use D(C|B) to construct an A ∞ -functor of K-injective resolutions of a complex. The conventional derived category is obtained as the 0-th cohomology of the quotient of the differential graded category of complexes over acyclic complexes.
In [Dri02] Drinfeld reviews and develops Keller's construction of the quotient of differential graded categories [Kel99] and gives a new construction of the quotient. This construction consists of two parts. The first part replaces given pair B ⊂ C of a differential graded category C and its full subcategory B with another such pair B ⊂ C, where C is homotopically flat over the ground ring k (K-flat) [Dri02, Section 3.3], and there is a quasi-equivalence C → C [Dri02, Section 2.3]. The first step is not needed, when C is already homotopically flat, for instance, when k is a field. In the second part a new differential graded category C/B is produced from a given pair B ⊂ C, by adding to C new morphisms ε U : U → U of degree −1 for every object U of B, such that d(ε U ) = id U .
In the present article we study an A ∞ -analogue of the second part of Drinfeld's construction. Namely, to a given pair B ⊂ C of an A ∞ -category C and its full subcategory B we associate another A ∞ -category D(C|B) via a construction related to the bar resolution of C. It is expected that D(C|B) plays the role of the quotient of C over B in some cases, for instance, when k is a field. When C is a differential graded category, D(C|B) is precisely the category C/B constructed by Drinfeld [Dri02, Section 3.1].
We apply our construction to the case of practical interest: C = C(A) is the differential graded category of complexes in an Abelian category A, and B = A(A) is the full subcategory of acyclic complexes. When the full subcategory I ⊂ C of K-injective complexes is big enough (every complex has a right K-injective resolution) and k is a field, we obtain an A ∞ -functor i : C → I, which assigns a K-injective resolution to a complex. Using it we get a new proof of the already known result: H 0 D(C(A)|A(A)) is equivalent to the derived category D(A) of A.
Plan of the article with comments. In the first section we describe conventions and notations used in the article. In particular, we recall some conventions and useful formulas from [Lyu03] .
In the second section we describe a construction of an A ∞ -category D(C|B), departing from an A ∞ -category B fully embedded into an A ∞ -category C. The underlying quiver of D(C|B) is described in Definition 2.1. Its particular case D(C|C) is s : T (T + sC) → T (T + sC) is described componentwise in Proposition 2.2. The subquiver D(C|B) ⊂ C turns out to be an A ∞ -subcategory (Proposition 2.2). Although C and C are, in a sense, trivial (they are contractible if C is unital), but D(C|B), in general, is not trivial. If C is strictly unital, then so are C and D(C|B) and their units are identified (Section 2.5). Notice that C is never strictly unital except when C = 0. Nevertheless, C can be unital. When B, C are differential graded categories, we show in Section 2.6, that D(C|B) coincides with the category C/B defined by Drinfeld [Dri02, Section 3.1].
In the third section we construct functors between the obtained A ∞ -categories. When B ⊂ C, J ⊂ I are full A ∞ -subcategories, and i : C → I is an A ∞ -functor which maps objects of B into objects of J, we construct a strict A ∞ -functor i : C → I, whose first component i 1 = i : T + sC → T + sI is given by i itself. The components of the conjugate A ∞ -functorī = µiµ −1 : C → I are described in Proposition 3.1. It turns out thatī restricts to an A ∞ -functor D(i) =ī : D(C|B) → D(I|J) (Proposition 3.1). If C is strictly unital, then C is unital (and contractible) and its unit transformation is computed in Section 3.3.
In the fourth section we construct A ∞ -transformations between functors obtained in the third section. When B ֒→ C and J ֒→ I are full A ∞ -subcategories, f, g : C → I are A ∞ -functors, which map objects of B into objects of J, and r : f → g : C → I is an A ∞ -transformation, we construct an A ∞ -transformation r : f → g : C → I, whose only non-trivial components are r 0 = r 0 and r 1 = r T + sC . The components of the conjugate A ∞ -transformation r = µrµ . Thus, -and -are defined as maps on objects, 1-morphisms and 2-morphisms of the 2-category A ∞ of A ∞ -categories. Actually, they are strict 2-functors A ∞ → A ∞ (Corollary 4.5, Corollary 4.7). We prove more: they are strict K-2-functors KA ∞ → KA ∞ , where the 2-category KA ∞ is enriched in K -the category of differential graded k-modules, whose morphisms are chain maps modulo homotopy (Proposition 4.4, Corollary 4.6). Compatibility of -with the composition of 2-morphisms is expressed via explicit homotopy (4.7.1). Components of this homotopy are found in Proposition 4.8. It turns out that this homotopy restricts to subcategories D(-|-) (Proposition 4.8). Therefore, D is a K-2-functor from the non-2-unital K-2-category of pairs (A ∞ -category, full A ∞ -subcategory) to KA ∞ (Corollary 4.9). It can be viewed also as a 2-functor D from the non-2-unital 2-category of pairs (A ∞ -category, full A ∞ -subcategory) to A ∞ (Corollary 4.10).
In the fifth section we consider unital A ∞ -categories and prove that some of our A ∞ -categories are contractible. If B is a full subcategory of a unital A ∞ -category C, then D(C|B) is unital as well, and D(i C ) is its unit transformation (Proposition 5.1). In particular, for a unital A ∞ -category C, both C and C are unital with the unit transformation i C (resp. i C ) (Corollaries 5.2, 5.3). If i : C → I is a unital A ∞ -functor, thenī : C → I, i : C → I and (whenever defined) D(i) : D(C|B) → D(I|J) are unital as well (Corollaries 5.5, 5.6). When we restrict -, -or D to unital A ∞ -categories (and unital A ∞ -functors), we get strict 2-functors of (usual 1-2-unital) (K-)2-categories.
In the sixth section we consider contractible A ∞ -categories and A ∞ -functors. A unital A ∞ -functor f : A → B is called contractible if many equivalent conditions hold, including contractibility of complexes (sB(Xf, Y ), b 1 ), (sB(Y, Xf ), b 1 ) for all X ∈ Ob A, Y ∈ Ob B (Propositions 6.1-6.3, Definition 6.4). A unital A ∞ -category A is called contractible if several equivalent conditions hold, including contractibility of complexes (sA(X, Y ), b 1 ) for all objects X, Y of A (Definition 6.4, Proposition 6.7). If C is a unital A ∞ -category, then C, C are contractible (Example 6.5). Nevertheless, in general, the subcategories D(C|B) ⊂ C are not contractible. Contractible A ∞ -categories B may be considered as trivial, because in this case any natural A ∞ -transformation r : f → g : A → B is equivalent to 0 (Corollary 6.8). Moreover, non-empty contractible categories are equivalent to the 1-object-1-morphism A ∞ -category ½, such that Ob ½ = { * } and ½( * , * ) = 0 (Proposition 6.7, Remark 6.9).
In the seventh section we consider the case of a contractible full subcategory F of a unital A ∞ -category E. In this case the canonical strict embedding E → D(E|F) is an equivalence (Proposition 7.4).
In the eighth section we prepare to construct the K-injective resolution A ∞ -functor. This concrete construction is deferred until the next section. In the eighth section we consider an abstract version of it. Given an A ∞ -functor f : B → C, a map g : Ob B → Ob C and cycles r X ∈ C 0 (Xf, Xg), X ∈ Ob B, producing certain quasi-isomorphisms, we make g into an A ∞ -functor g : B → C and r X into 0-th component X r 0 s −1 of a natural A ∞ -transformation r : f → g : B → C (Proposition 8.2). Next we prove the uniqueness of so constructed g and r. Assuming that the initial data (g : Ob B → Ob C, (r X ) x∈Ob B )
give rise to two A ∞ -functors g, g ′ : B → C and two natural A ∞ -transformations r : f → g : B → C, r ′ : f → g ′ : B → C, we construct another natural A ∞ -transformation p : g → g ′ : B → C, such that r ′ is the composition (f r → g p → g ′ ) in the 2-category A ∞ (Proposition 8.4). Moreover, such p is unique up to an equivalence (Proposition 8.5). If, in addition, C is unital, then the constructed p is invertible (Corollary 8.6). If f is unital, then the constructed A ∞ -functor g is unital as well (Proposition 8.7).
In the ninth section we consider categories of complexes. Let k be a field, let A be an Abelian k-linear category, and let C = C(A) be differential graded category of complexes in A. Let B = A(A) be its full subcategory of acyclic complexes, I = I(A) denotes K-injective complexes, J = AI(A) denotes acyclic K-injective complexes. We assume that each complex X ∈ Ob C has a right K-injective resolution r X : X → Xi (a quasi-isomorphism with K-injective Xi ∈ Ob I). We notice that quasi-isomorphisms from C become "invertible modulo boundary" in the differential graded category D(C|B) (Section 9.1). From the identity functor f = id C : C → C, a map g : Ob C → Ob C, X → Xi and quasi-isomorphisms r X we produce an A ∞ -functor g : C → C, which factors as g = C 
) -homotopy category of K-injective complexes, which is equivalent to the derived category D(A) of A. This result (Section 9.2) motivated our studies. It follows also from Drinfeld's theory of quotients of differential graded categories [Dri02] . This agrees with Bondal and Kapranov's proposal to produce triangulated categories as homotopy categories of some differential graded categories [BK90] .
Conventions
We keep the notations and conventions of [Lyu03] , sometimes without explicit mentioning. Some of the conventions are recalled here.
We assume as in [Lyu03] that quivers, A ∞ -categories, etc. are small with respect to some universe U .
The ground ring k ∈ U is a unital associative commutative ring. We use the right operators: the composition of two maps (or morphisms) f : X → Y and g : Y → Z is denoted f g : X → Z; a map is written on elements as f : x → xf = (x)f . However, these conventions are not used systematically, and f (x) might be used instead.
If C is a Z-graded k-module, then sC = C[1] denotes the same k-module with the grading (sC)
. The "identity" map C → sC of degree −1 is also denoted s. We follow the Getzler-Jones sign convention [GJ90] (Quillen's rule):
A chain complex is called contractible if its identity endomorphism is homotopic to zero.
The category of U -small graded k-linear quivers with fixed set of objects S admits a symmetric monoidal structure with the tensor product
where
We use the following standard equations for a differential b in an A ∞ -category
Since b is a differential and a coderivation, it may be called a codifferential. Commutation relation f b = bf for an A ∞ -functor f : A → B expands to the following
Given A ∞ -functors f, g, h : B → C and coderivations f r → g p → h : B → C we construct a map θ = (r ⊗ p)θ : T sB → T sC as in Section 3 of [Lyu03] . Its components
sC are given by formula (3.0.1) of [Lyu03] 
where the summation is taken over all terms with
The same formula can be presented as
where f aα : T a A → T α B are matrix elements of f and similarly for g, h. By Proposition 3.1 of [Lyu03] the map θ satisfies the equation
The category of graded k-linear quivers admits a symmetric monoidal structure with the tensor product A × B → A ⊠ B, where Ob A ⊠ B = Ob A × Ob B and (A ⊠ B) (X, U ), (Y, V ) = A(X, Y ) ⊗ k B(U, V ). The same tensor product was denoted ⊗ in [Lyu03] . Given A ∞ -categories A, B, C, there is a graded cocategory morphism of degree 0
2. An A ∞ -category
for all X, Y ∈ Ob B, and the operations for B coincide with those for C. Let us define another A ∞ -category D(C|B). If B, C are differential graded categories, then D(C|B) is differential graded as well and it coincides with the category C/B defined by Drinfeld in [Dri02, Section 3.1].
Definition. Let
sC and E = D(C|B) be the following graded k-quivers: the class of objects is Ob T + sC = Ob E = Ob C, the morphisms for X, Y ∈ Ob E are
where in the second case summation extends over all sequences of objects (C 1 , . . . , C n−1 ) of B. To the empty sequence (n = 1) corresponds the summand sC(X, Y ).
Let us endow s −1 T + sC with a structure of A ∞ -category, given by b :
sC, k 1, where j k is the canonical embedding of the direct summand. The property bj = jb, or
is clear -it is just the expression of b in terms of its components.
There is a cocategory automorphism µ : T T
sC is the multiplication in the tensor algebra,
sC and so on. Its inverse is the co-
The fact that µ and µ − are inverse to each other is proven as follows:
which equals id for n = 1 and vanishes for n > 1. Similarly, µ − µ = id.
2.2 Proposition. The conjugate codifferentialb = µbµ 
for all n 0. The operationsb n restrict to maps sE 
Proof. Let us define a (1, 1)-coderivationb of degree 1 by its components (2.2.2). Substituting the definition of b via its components we get formula (2.2.1). Clearly, µbµ −1 is also a (1, 1)-coderivation of degree 1. Let us show that it coincides withb, that is,bµ = µb. This equation expands to
which follows immediately from (2.2.1) and from the standard expression of b via its components.
) is a sum of maps of the form
where C 0 = X for q = 0 and D l = Y for t = 0. If the source is contained in (sE) ⊗n (X, Y ), then C i , D j are in Ob B for all 0 < i < k, 0 < j < l. Therefore, the target is a direct summand of sE(X, Y ). Thus the mapsb n restrict to mapsb n : (sE)
In particular, (2.2.2) gives
2.3 Remark. Let A be an A ∞ -category, defined by a codifferential b : T sA → T sA, let B be a graded k-quiver and let f : T sA → T sB (resp. g : T sB → T sA) be an isomorphism of graded cocategories. Then the codifferential f −1 bf (resp. gbg −1 ) is a unique codifferential on T sB, which turns f (resp. g) into an invertible A ∞ -functor between A and B.
Corollary. The cocategory isomorphism
Indeed,
which equals j 1 for n = 1 and vanishes for n > 1.
Strict unitality.
Assume that A ∞ -category C is strictly unital. It means that for each object X of C there is an element 1 X ∈ C 0 (X, X), such that the map i
Since C is strictly unital, its full A ∞ -subcategory B is strictly unital as well.
Let us show that in these assumptions E = D(C|B) is also strictly unital. We take the same elements 1 X ∈ C 0 (X, X) ⊂ E 0 (X, X) as strict units of E. We have 1 X sb 1 = 1 X sb = 1 X sb 1 = 0. Explicit formulas give (· · · ⊗ 1 X s ⊗ . . . )b n = 0 for n > 2. The map
Therefore, E and C are strictly unital with the unit i E .
2.6. Differential graded categories. If b k = 0 for k > 2, then explicit formulae in the case of E show that we also haveb k = 0 for k > 2. Combining this fact with the above unitality considerations we see that if C is a differential graded category, then so is D(C|B). The differential graded category E = D(C|B) = C/B was constructed by Drinfeld [Dri02, Section 3.1]. This construction was a starting point of the present article. Let us describe it in detail.
Write down elements of E(X, Y ) as sequences f 1 ε C 1 f 2 . . . ε C n−1 f n , where f i ∈ C(C i−1 , C i ), C 0 = X, C n = Y , and C i ∈ Ob B for 0 < i < n. The symbol ε C for C ∈ Ob B is assigned degree −1. Its differential is set equal to ε C d = 1 C . The graded Leibniz rule gives
One can check that ds = sb 1 , where, naturally,
The compositionm 2 in E consists of the concatenation and the composition m 2 in C:
. Specifically this construction applies to the case of differential graded category C = C(A) of complexes of objects of an abelian category A. One may take for B the subcategory of acyclic complexes B = A(A).
3. An A ∞ -functor are going to construct an extension of this functor to the A ∞ -categories E = D(C|B) and
Let us begin with a strict A ∞ -functor i : C → I, given by its components i 1 = i : T 
which expresses i in terms of its components.
3.1 Proposition. The A ∞ -functorī has the following components:
The restriction of this map to
These maps restrict to mapsī n : T n sD(C|B) → sD(I|J), which are components of an
Proof. Let us prove (3.1.2). Letī denote the cocategory homomorphismī : C → I, defined by its components (3.1.2). We are going to prove that it satisfiesīµ = µi. Indeed, this equation expands to the following
which has to be proven for all p 1. The right hand side is the sum of terms i m 1 ⊗· · ·⊗i m t such that m 1 + · · · + m t = c 1 + · · · + c p . Consider a set of positive integers
It contains c 1 + · · · + c p . Clearly, i m 1 ⊗ · · · ⊗ i m t will appear in the termī n 1 ⊗ · · · ⊗ī n a if and only if N = {n 1 , n 1 + n 2 , . . . , n 1 + · · · + n a }. Since any finite subset N ⊂ Z >0 has a unique presentation of this form via n 1 , . . . , n a , equation (3.1.3) holds. Let X, Z j , Y be objects of C and let C i j be objects of B. Whenī n is applied to the k-module 
• are objects of B (no Z j will appear!). Since Xi, Y i ∈ Ob I and C
•
• i ∈ Ob J, the above space is a direct summand of sD(I|J)(Xi, Y i). Therefore, the required map
The last statement is a particular case of (3.1.2). Indeed, if k 1 = · · · = k n = 1, then L(1, . . . , 1) consists of only one sequence (n) of the length t = 1.
Since i is strict and i 1 = i, equation (3.1.1) is the expansion of the definitionī = µiµ 
Corollary. We have a commutative diagram of A ∞ -functors
and D(g) are just the restrictions of f and g, we conclude that
3.3. Strict unitality. Assume that the A ∞ -category C is strictly unital. As we know from Section 2.5 D(C|B) and C are strictly unital with the unit transformation i
Indeed, let us define i C by the above components and let us prove that µi
4. An A ∞ -transformation
Let us check that -maps the ω-globular set A ω [Lyu03, Definition 6.4] into itself (so that sources and targets are preserved). It suffices to notice that the correspondence r → r is additive, and if
In particular, a natural A ∞ -transformation r : f → g : C → I goes to the natural A ∞ -transformation r : f → g : C → I, and equivalent natural A ∞ -transformations r, p go to equivalent r, p.
We claim that
Indeed, (rj) 0 − (jr) 0 = r 0 j 1 − r 0 = 0, and for n > 0
We define also the A ∞ -transformation conjugate to r r = µrµ
(not necessarily natural). Summing up, we have a commutative cylinder
The correspondence -also maps the ω-globular set
4.1 Proposition. The A ∞ -transformation r has the following components
Explicitly, r 0 = r 0 = r 0 j 1 and for n > 0 the restriction of r n to
These maps restrict to maps r n : T n sD(C|B) → sD(I|J), which are components of an
Proof. Let us define an A ∞ -transformation r : f → g : C → I by its components (4.1.2) and prove that the equation rµ = µr holds. Clearly, (rµ) 0 = r 0 = r 0 = (µr) 0 . We have to prove that for n > 0
(4.1.
3) The right hand side is the sum of terms
Consider the subsequence N of the sequence L = (0, l 1 , l 1 + l 2 , . . . , l 1 + · · · + l α+1+β ) consisting of all elements which belong to the set {0,
Let us prove that for a given sequence (a 1 , . . . , a α ;
there exists exactly one sequence (i 1 , . . . , i t ; q) ∈ Z t 0 × Z >0 such that conditions (4.1.4)-(4.1.6) are satisfied. Indeed, the sequence N determines uniquely a sequence (i 1 , . . . , i t ) of non-negative integers such that (4.1.4) holds. If k > 0 or a 1 + · · · + a α does not belong to N , then all i y are positive. This implies that the interval [
If k = 0 and
Since M and N may contain no more than one repeated element, i y is positive for y = q. Therefore, conditions (4.1.4)-(4.1.6) are satisfied.
We conclude that (4.1.3) holds. Formula (4.1.1) is the expansion of the proven property r = µrµ −1 . The target space for map (4.1.2) applied to k-module (3.1.4) has the form g belong to J, the above space is a direct summand of sD(I|J)(Xf, Y g). Therefore, the required map r n : T n sD(C|B) → sD(I|J) is constructed. The last statement is a particular case of (4.1.2). Indeed, if k 1 = · · · = k n = 1, then P (1, . . . , 1) consists of only one element (; n; ), that is, α = β = 0, i 1 = n ∈ Z 0 .
In particular, the correspondence r → D(r) = r maps natural A ∞ -transformations to natural ones, and equivalent r, p : f → g : B → C are mapped to equivalent
For example,
Corollary. We have a commutative cylinder
of differential graded complexes of k-modules, whose morphisms are chain maps modulo homotopy. A 1-unital, non-2-unital K-2-category KA ∞ of A ∞ -categories is described in [Lyu03, Proposition 7.1]. Instead of the complex of 2-morphisms
, we work with the shifted complex (sA ∞ (A, B)(f, g), B 1 ). There is an obvious notion of a strict K-2-functor between such K-2-categories -a map of objects, 1-morphisms and a chain map of 2-morphisms, which preserve all operations (modulo homotopy if applicable).
Proposition. The following assignment defines a strict
K-2-functor -: KA ∞ → KA ∞ : an A ∞ -category A is mapped to A, an A ∞ -functor f : A → B is mapped to f : A → B,
and the chain map of complexes of 2-morphisms is
where B denotes the codifferential in T sA ∞ (A, B), in particular,
Proof. We have seen in (4.0.2) that rB 1 = [r, b] = [r, b] = r B 1 , thus, r → r is a chain map. The composition of A ∞ -functors is preserved, f g = f g. The right action of a 1-morphism h on a 2-morphism r is preserved, since rh = (r 0 h 1 j 1 , rh, 0, 0, . . . ) = r h. The left action of a 1-morphism e on a 2-morphism r is preserved, since er = ( e r 0 j 1 , er, 0, 0, . . . ) = e r.
The identity A ∞ -functor id A is mapped to the identity A ∞ -functor id A = id A . It remains to prove that the vertical composition of 2-morphisms is preserved, that is, the diagram
The homotopy is sought in the form (s ⊗ s)Hs −1 , where
is a k-linear map of degree 0. It has to satisfy the equation
We choose the components of the (f , h)-coderivation (r ⊗ p)H as follows:
Let us verify equation (4.4.1) for this H. The both sides of (4.4.1) are (f , h)-coderivations. It suffices to check that all their components coincide. The 0-th component of the right hand side of (4.4.1) is
2)] the first component of the right hand side of (4.4.1) equals
The k-th component of the right hand side of (4.4.1) vanishes for k > 1, and so does [(r ⊗ p)B 2 ] k = 0. Therefore, (4.4.1) and the proposition are proven.
Corollary. The same assignment
It is obtained by taking 0-th cohomology of KA ∞ in Proposition 4.4.
Corollary. The following assignment defines a strict
and the chain map of complexes of 2-morphisms is
Proof. Starting with a K-2-functor -, a mapping Ob KA ∞ → Ob KA ∞ , A → A, and a family of invertible A ∞ -functors µ A : A → A, one may construct another K-2-functor -, which maps an A ∞ -category A to A, so that µ is a strict K-2-transformation. Since µ is strict and invertible, the values of f and r are fixed by the requirements f µ = µf , rµ = µr for each A ∞ -functor f and A ∞ -transformation r.
The detailed definitions of strict or weak K-2-transformations are left to the interested reader.
4.7 Corollary. The same assignment A → A, f → f , r → r as in Corollary 4.6 gives a strict 2-functor -: A ∞ → A ∞ of non-2-unital categories.
It is obtained by taking 0-th cohomology of KA ∞ in Corollary 4.6. It is instructive to find the homotopy, which forces -to preserve the vertical composition of 2-morphisms. Denote ad µ the maps sA
. Diagram at Fig. 1 commutes modulo homotopy. The right homotopy commutative square is obtained from [Lyu03, (7.1.2)]:
. Recall that B 2 = 0 and compose with µ to get
In particular, for ρ = r, π = p we have
The left homotopy commutative square, that is, (4.4.1) composed with ad µ gives
We conclude that the exterior of diagram at Fig. 1 is commutative modulo homotopy
where (ā; k;c; t;ē) = (a 1 , . . . , a α ; k; c 1 , . . . , c β ; t; e 1 , . . . , e γ ) and
Proof. Denote by R ′ an (f , h)-coderivation, whose components are R ′ 0 = 0 and R ′ n is given by the right hand side of (4.8.1). We want to prove that (r ⊗ p)R = R ′ . This is equivalent to the equation
Let us transform the last term. Applying the identity (1
we find from
)M 20 . Applying the same identity to an element
, the left hand side vanishes. Indeed, for each k 0
Hence,
In particular, for ρ = µr, π = µp we have
Therefore, equation (4.8.2) that we are proving can be rewritten as follows:
The both sides are (µf , µh)-coderivations, or (f µ, hµ)-coderivations, which is the same thing. Let us prove that all their components coincide. The 0-th components coincide, since
For n > 0 we have to verify the following equation for n-th components
The left hand side is a 1 +···+a α +k+c 1 +···+c β +t+e 1 +···+e γ =n f a 1 ⊗· · ·⊗f a α ⊗r k ⊗g c 1 ⊗· · ·⊗g c β ⊗p t ⊗h e 1 ⊗· · ·⊗h e γ . (4.8.4)
The both sums in the right hand side consist of some of the above summands. Let us verify that each summand of (4.8.4) will occur exactly once either in (
. Let us rewrite the sequence (a 1 , . . . , a α ; k; c 1 , . . . , c β ; t; e 1 , . . . , e γ ) as (l 1 , . . . , l α ; l α+1 ; l α+2 , . . . , l α+β+1 ; l α+β+2 ; l α+β+3 , . . . , l α+β+γ+2 ).
Consider the subsequence N of the sequence L = (0, l 1 , l 1 + l 2 , . . . , l 1 + · · · + l α+β+γ+2 ) consisting of all elements which belong to the set {0,
will appear as a summand of
The term (4.8.5) will appear as a summand of
(4.8.10) (which is a term of (r ⊗ p)θ nx µ
) if and only if (4.8.7) holds and 
can not be satisfied, hence, (4.8.11)-(4.8.13) has no solutions (y, z). On the other hand, for q = y
, that is, (4.8.8) holds. Only l α+1 and l α+β+2 might vanish, the both are contained in [l 1 + · · · + l α , l 1 + · · · + l α+β+2 ], hence, i γ might vanish only for γ = q, that is, (4.8.9) holds. Therefore, q = y ′ satisfies conditions (4.8.8)-(4.8.9). This solution is unique, since if (4.8.8) is satisfied for q = q ′ , then (4.8.11) holds for y = q
is the only solution of system of conditions (4.8.11)-(4.8.13). This is proved by examining the four cases, which arise from alternatives in two paragraphs, that follow (4.8.13). Let us prove that there are no solutions q of system of conditions (4.8.8)-(4.8.9). Suppose q satisfies these conditions, then y = q satisfies (4.
In the first case (4.8.12) and (4.8.8) imply
hence, i 1 + · · · + i q = l 1 + · · · + l α+β+1 and l α+β+2 = 0. It follows that i q+1 = 0, which contradicts to (4.8.9). In the second case (4.8.8) and (4.8.11) imply
hence, i 1 + · · · + i q−1 = l 1 + · · · + l α and l α+1 = 0. It follows that i q = 0. From (4.8.8) we deduce that l α+2 + · · · + l α+β+2 = 0, which implies i q+1 = 0 and this contradicts to (4.8.9). We conclude that each term (4.8.5) either occurs in a unique term (4.8.6), or in a unique term (4.8.10). Therefore, (4.8.3) is proven.
Since (4.8.1) is proven, it implies the statement for the transformation (r ⊗ p)R.
Denote by KA ′ ∞ the non-2-unital K-2-category, whose objects are pairs (A, A ′ ), consisting of an A ∞ -category A and a full
and the operations are induced by those of KA ∞ .
4.9 Corollary. The following assignment defines a strict K-2-functor
Proof. Since the coderivation (r ⊗ p)R : T sA → T sB restricts to a coderivation (r ⊗ p)R : 
The corollary follows from Corollary 4.9 by taking the 0-th cohomology.
5. Unitality Proof. The idempotent property (i
is an idempotent as well. Consider its 0-th component
We have to prove that
are homotopy invertible. Consider the following Z >0 -grading of the A ∞ -category D(C|B)
Denote also C 0 = X, C k = Y . The corresponding increasing filtration
Using them we will present map (5.1.3) restricted to sC(X, C 1 ) ⊗ · · · ⊗ sC(C k−2 , C k−1 ) ⊗ sC(C k−1 , Y ) as follows:
Let us define a k-linear map H : sD(C|B)(X, Y ) → sD(C|B)(X, Y ) of degree −1 as a direct sum of maps
Since H preserves the subquivers G k , it preserves also the filtration Φ n . Therefore, the chain (with respect to b 1 ) map
preserves the filtration and the associated map of graded complexes is identity. Hence, N has a strictly lower triangular matrix with respect to the decomposition sD(C|B) = ⊕ k 1 G k . Therefore, the map 1 + N is invertible with an inverse
Define a map H ′ as a direct sum of maps
Then the chain map
preserves the filtration and gives −1 on the diagonal. Hence, N ′ is strictly lower triangular, and −1 + N ′ is invertible with an inverse
Corollary. If an A ∞ -category C is unital, then C is unital with a unit transformation i C .
Indeed, C = D(C|C).
Corollary. If an A ∞ -category C is unital, then C is unital with a unit transformation
: C → C is invertible and C is unital. Hence, by [Lyu03, Section 8.12] C is unital and µ
is its unit transformation. Summing up, when we restrict -, -or D to unital A ∞ -categories, we get strict 2-functors of (usual 1-2-unital) (K-)2-categories. When we restrict -, -or D further to unital A ∞ -categories and unital A ∞ -functors, we also get strict 2-functors of (K-)2-categories. Let n be a positive integer. Assume that (v 0 , v 1 , . . . , v n−1 ) are already found such that an (f, f )-coderivationṽ = (v 0 , v 1 , . . . , v n−1 , 0, 0, . . . ) of degree −2 satisfies equations λ m = 0 for m < n, where the (f, f )-coderivation λ of degree −1 is λ = f i C −ṽb + bṽ. To make the induction step, we look for a map
Proof. Clearly, (C1) =⇒ (C3) =⇒ (C4), (C2) =⇒ (C3) and (C5) =⇒ (C4). (C4) =⇒ (C1): Consider a k-linear map (
The identity λb + bλ = 0 implies
where d is the differential in complex
(all complexes are equipped with the differential b 1 ). Since sB(X 0 f, X n f ) is contractible, so is complex (6.1.2). As it is acyclic, there exists v n such that v n d = λ n , that is, (6.1.1) holds. Induction finishes the construction of v. 
Proposition. Let
H • (f 1 ) = 0 : H • (sA(X, X), b 1 ) → H • (sB(Xf, Xf ), b 1 ); (C9) For any object X of A there is an element X w ∈ (sB) −2 (Xf, Xf ) such that X i A 0 f 1 = X wb 1 .
Proof. Clearly, (C6) =⇒ (C7) =⇒ (C8) =⇒ (C9).
(C9) =⇒ (C6): Since f and b commute, we have
by [Lyu03, Lemma 7.4]. Therefore, f 1 is homotopic to 0.
Proposition. Let A, B be unital A ∞ -categories. Let f : A → B be a unital A ∞ -functor. Then conditions (C1)-(C9) are equivalent to the following conditions: (C10) There is an isomorphism of
Proof. Unitality implies that (C5) and (C11) are equivalent, and that (C4) and (C9) are equivalent. 
Therefore, there exists an (O Due to this remark we take B as the underlying k-quiver of A, we set b 1 : sA → sA to be b 1 : sA 1 → sA 1 , and we set b i : sA
Proposition. A unital A ∞ -category A is contractible if and only if the following equivalent conditions hold:
→ sA N i . This equips A with an A ∞ -structure. We define p k setting its i-th component equal to p
Given an A ∞ -category C and A ∞ -functors
, then there exists the unique A ∞ -functor π : A → C, such that π
1. It shows that the constructed A is a direct limit of the diagram (A i , f i , i 1).
7.2 Lemma. Let E be an A ∞ -category and let F be its full A ∞ -subcategory, such that the complex of k-modules (sE(X, Y ), b 1 ) is contractible provided at least one of X, Y belongs to Ob F. Denote by D n (E|F), n = 2, 3, . . . the k-submodule in (sE) ⊗n , which is a sum of sE(X 0 , X 1 ) ⊗ sE(X 1 , X 2 ) ⊗ · · · ⊗ sE(X n−2 , X n−1 ) ⊗ sE(X n−1 , X n ), such that at least for one i = 0, . . . , n object X i belongs to Ob F. Then there exists an invertible A ∞ -functor
.1, and then we set E F = lim −→ f i E i and g = p 1 . For the constructed E j and f j , j = 1, . . . the following will hold:
Given an A ∞ -category E k and a k-quiver morphism f k = (id E , 0, . . . , 0, f k k+1 , 0, . . . ) : T sE k → sE of degree 0, it defines (following Remark 2.3) a unique A ∞ -category structure E k+1 on the graded k-quiver E, such that f
. . , k − 1 are constructed (the reasoning is valid for k = 1 too).
Let us fix for any sequence X 0 , X 1 , . . . , X n as in the hypothesis of the lemma an index l(X 0 , . . . , X n ), such that X l(X 0 ,...,X n ) belongs to Ob F. For any f 
(7.2.1)
We consider the condition "b k+1 | D k+1 (E|F) = 0 holds in the A ∞ -category E k+1 ", as an equation with respect to f k k+1 . Denote l = min{l(X 0 , . . . , X k+1 ), k}. Choose a contracting homotopy, i.e. k-module morphism h :
On sE(X 0 , X 1 ) ⊗ · · · ⊗ sE(X n−1 , X n ), such that all X i / ∈ Ob F we set f k k+1 = 0. Compare equations (7.2.1) restricted to D k+1 (E|F)(X 0 , . . . , X k+1 ) with the following computation
We deduce that in E k+1 the restriction of b k+1 to D k+1 (E|F) vanishes. Now the lemma follows from the definition of the limit morphism g :
Its first component is the projection 
Then there exists a quasi-inverse to the canonical strict embedding 
Proof a (π, π)-transformationṽ = (v 0 , v 1 , . . . , v n−1 , 0, 0, . . . ) by these components. Denote by λ the (π, π)-transformation πi
Our assumption is that λ m = 0 for m < n. Clearly, λb + bλ = 0. This implies
, sE F is a cocycle. We wish to prove that it is a coboundary of an element v n ∈ Hom −2 (sD(E F |F)) ⊗n , sE F , that is,
If at least one A is present in sX 1 ⊗ · · · ⊗ sX n , then this summand is contractible, hence, Hom(sX 1 ⊗ · · · ⊗ sX n , sE F ) is contractible. Therefore, there is such v
It remains to look at the case sX 1 ⊗ · · · ⊗ sX n = (sE F ) ⊗n . In restriction to this submodule we have
Therefore, λ n vanishes on (sE F ) ⊗n , and v n (sE F ) ⊗n = 0 satisfies the equation and the induction assumptions.
Define the following natural A ∞ -transformations
⊗n , and r k = 0, p k = 0 otherwise. We have to check the equation rb + br = 0. Its restriction to (sE F ) ⊗n holds because on this submodule b can be replaced with b and r with i. If {X 1 , . . . , X n } contains A then all terms in the following sums vanish on sX 1 ⊗ · · · ⊗ sX n , hence,
In the same way we prove that pb + bp = 0. Thus, r and p are, indeed, natural A ∞ -transformations. Let us prove now that r and p are inverse to each other 2-morphisms, that is,
We look for a 3-morphism
Let us look at the restriction of the equation
First of all, (π) 1 = 1 on sE F . Summands b k , contained in B 2 , are applied to elements of (sE F ) ⊗k only. Hence, they can be replaced with b k . Therefore, B
⊗n . The problem of finding a 3-morphism
is solvable. We set the restriction of v n to (sE F ) ⊗n equal v n = w n : (sE F ) ⊗n → sE F and it solves (7.4.1) on this submodule. The restriction of equation (7.4.1) to sX 1 ⊗ · · · ⊗ sX n , that contains factor A, can be solved by induction due to contractibility of sX 1 ⊗ · · ·⊗sX n as above. Thus v is constructed.
Similarly a 3-morphism
is constructed. The property π = id E F is proved in Lemma 7.3. Now we turn to the general case. The invertible A ∞ -functor g : E → E F , constructed in Lemma 7.2 is identity on objects. Denoting π E F = π as above, g ′ = g F : F → F, and
. . , X n / ∈ Ob F, and vanishes otherwise. There is a strict embedding e : E/ p F → E, which is identity on objects, e 1 = id :
∈ Ob F, and vanishes otherwise.
Let us consider the general case of a unital E. Each complex (sE(X, Y ), b 1 ) is contractible if X or Y is an object of F due to Proposition 6.1 (C1), (C2). Therefore, e 1 : sE/ p F(X, Y ) → sE(X, Y ) is homotopy invertible for all pairs X, Y of objects of E. Consider the following data: identity map h = id : Ob E → Ob E/ p F and k-linear maps
Therefore, the hypotheses of Theorem 8.8 of [Lyu03] are satisfied. By this theorem we conclude that E/ p F is unital and e : E/ p F → E is a unital A ∞ -equivalence.
8. A construction of an A ∞ -functor 8.1. Assumptions. Let B, C be A ∞ -categories, let f : B → C be an A ∞ -functor and let g : Ob B → Ob C be a map. Assume that for each object X ∈ Ob B there is an element r X ∈ C 0 (Xf, Xg) such that r X sb 1 = 0. For any object Y ∈ Ob B this element determines a chain map
Finally, we assume that for any chain complex of k-modules of the form
is a quasi-isomorphism. For n = 0 we have N = k, and the 0-th condition means that (r X s ⊗ 1)b 2 is a quasi-isomorphism.
8.2 Proposition. In the above assumptions the map g : Ob B → Ob C extends to an
Proof
are satisfied for all m < n. In these assumptions we will find such g n , r n that the above equations are satisfied for m = n. Let us write down these equations explicitly. The terms which contain unknown maps g n , r n are singled out in the left hand side. The right hand side consists of already known terms:
Let us prove that there exist k-linear maps g n :
, which solve the above equations.
Since the map u = Hom(N, (r X 0 s ⊗ 1)b 2 ) from (8.1.1) is a quasi-isomorphism, Cone(u) is acyclic. As a differential graded k-module
where N = sB(X 0 , X 1 ) ⊗ k · · · ⊗ k sB(X n−1 , X n ). Denote by λ n ∈ Hom 1 k (N, sC(X 0 g, X n g)) the right hand side of (8.2.1) and by ν n ∈ Hom 0 k (N, sC(X 0 f, X n g)) the right hand side of (8.2.2). Equations (8.2.1) and (8.2.2) mean that (r n , g n )d = (ν n , λ n ) ∈ Cone 0 (u). Since Cone(u) is acyclic, such pair (r n , g n ) ∈ Cone −1 (u) exists if and only if (ν n , λ n ) ∈ Cone 0 (u) is a cycle, that is, equations −λ n d = 0, ν n d + λ n u = 0 are satisfied. Let us verify them now.
Introduce a cocategory homomorphismg : T sB → T sC by its components (g 1 , . . . , g n−1 , 0, 0, . . . ) (these are already known). The map λ =gb − bg is a (g,g)-coderivation. Its components (gb − bg) k vanish for 0 k n − 1, and
is the right hand side of (8.2.1). This coderivation commutes with b since (gb − bg)b + b(gb − bg) = 0. Applying this identity to T n sB and composing it with pr 1 : T sC → sC we get an identity
which means precisely that λ n d = 0. Introduce a (f,g)-coderivationr : T sB → T sC by its components (r 0 , r 1 , . . . , r n−1 , 0, 0, . . . ) (these are already known). The commutatorrb + br has the following property: 
By Proposition 3.1 of [Lyu03] the map θ satisfies the equation
Therefore, ν = −rb − br + [r ⊗ (gb − bg)]θ : T sB → T sC is a (f,g)-coderivation. Since θ k1 = 0 for all k, the components ν k vanish for k < n, and
which is the right hand side of (8.2.2). We have an obvious identity
Applying this identity to T n sB and composing it with pr 1 : T sC → sC we get an identity
since [r ⊗ (gb − bg)]θ nl vanishes for l = 2, and equals r 0 ⊗ (gb − bg) n for l = 2. The above equation means precisely that
Thus, proposition is proved by induction. (Xf, Xg).
Proposition. In the above assumptions there exists a natural
Proof. Let us construct a (g, g ′ )-coderivation p : T sB → T sC of degree −1 and a (f, g ′ )-coderivation v : T sB → T sC of degree −2, such that
B → C is a 3-morphism. Let us build the components of p and v by induction. We have p k = 0 and v k = 0 for k < 0. Given non-negative n, assume that we have already found components p m , v m of the sought p, v for m < n, such that equations
are satisfied for all m < n. In these assumptions we will find such p n , v n that the above equations are satisfied for m = n. Notice that for m = n = 0 the source complexes reduce to k. Let us write down these equations explicitly. The terms which contain unknown maps p n , v n are singled out in the left hand side. The right hand side consists of already known terms:
The components of (r ⊗ p)B 2 are computed by formula (5.1.3) of [Lyu03] :
Denote by λ n ∈ Hom 0 k (N, sC(X 0 g, X n g)) the right hand side of (8.4.1) and by ν n ∈ Hom −1 k (N, sC(X 0 f, X n g)) the right hand side of (8.4.2), where Applying this identity to T n sB and composing it with pr 1 : T sC → sC we get an identity Applying this identity to T n sB and composing it with pr 1 : T sC → sC we get an identity
that is, ν n d = −λ n u. Thus, proposition is proved by induction. Proof. Assume that we have two such 2-morphisms p, q : g → g ′ : B → C and two 3-morphisms v : (r ⊗p)B 2 → r ′ : f → g ′ : B → C and w : (r ⊗q)B 2 → r ′ : f → g ′ : B → C. We are looking for a 3-morphism x : p → q : g → g ′ : B → C and the following 4-morphism, whose source depends on x. Assuming that p − q = xB 1 we deduce that
. Thus, we have two 3-morphisms with the common source and target
We are looking for a 4-morphism
as well as for x. In other terms, we have to find coderivations x of degree −2 and z of degree −3 such that the following equations hold:
Let us build the components of x and z by induction. We have x k = 0 and z k = 0 for k < 0. Given non-negative n, assume that we have already found components x m , z m of the sought x, z for m < n, such that equations
are satisfied for all m < n. In these assumptions we will find such x n , z n that the above equations are satisfied for m = n. Notice that for m = n = 0 the source complexes reduce to k. Let us write down these equations explicitly. The terms which contain unknown maps x n , z n are singled out in the left hand side. The right hand side consists of already known terms:
(8.5.1)
Denote by λ n ∈ Hom −1 k (N, sC(X 0 g, X n g)) the right hand side of (8.5.1) and by ν n ∈ Hom −2 k (N, sC(X 0 f, X n g)) the right hand side of (8.5.2), where N = sB(X 0 , X 1 ) ⊗ k · · · ⊗ k sB(X n−1 , X n ). In particular, N = k for n = 0. Equations (8.5.1) and (8.5.2) mean that (z n , x n )d = (ν n , λ n ) ∈ Cone −2 (u). Since Cone(u) is acyclic, such a pair (z n , x n ) ∈ Cone −3 (u) exists if and only if (ν n , λ n ) ∈ Cone −2 (u) is a cycle, that is, equations −λ n d = 0, ν n d + λ n u = 0 are satisfied. Let us verify them now.
Introduce a (g, g ′ )-coderivationx : T sB → T sC of degree −2 by its components (x 0 , x 1 , . . . , x n−1 , 0, 0, . . . ). The commutatorxb − bx is also a (g, g ′ )-coderivation (of degree −1). Hence, the map λ = −p + q +xb − bx is also a (g, g ′ )-coderivation of degree −1. Its components λ m vanish for m < n. The component λ n is the right hand side of (8.5.1). Consider the identity
Introduce a (f, g ′ )-coderivationz : T sB → T sC of degree −3 by its components (z 0 , z 1 , . . . , z n−1 , 0, 0, . . 
. ). All summands of the map
Hence, the same holds for ν. The components ν m vanish for m < n. The component ν n is the right hand side of (8.5.2). Consider the commutator
that is, ν n d = −λ n u. Thus, the proposition is proved by induction.
8.6 Corollary. Let in the assumptions of Proposition 8.5 C be unital. Then the constructed 2-morphism p :
Proof. Exchanging the pairs (g, r) and (g ′ , r ′ ), we see that there is a 2-morphism t : g
). The uniqueness proved in Proposition 8.5 implies that p · t = 1 g s. Similarly, t · p = 1 g ′ s. Proof. We are given a 2-morphism r : f → g : B → C and a 3-morphism v : f i
We are looking for a 3-morphism w : gi
B → C and a 4-morphism x, whose target depends on w. Let us describe x now for the above w.
We have the following 3-morphisms
Indeed, for the cocategory homomorphism M : T sA ∞ ⊠ T sA ∞ → T sA ∞ we have an equation MB = (1 ⊠ B + B ⊠ 1)M, see Section 6 of [Lyu03] . It implies, in particular,
Linear combinations of the above maps form 3-morphisms with the same source and target
We are looking for a 4-morphism between the above 3-morphisms
as well as for w.
In other words, we have to find a (g, g)-coderivation w of degree −2 and an (f, g)-coderivation x of degree −3 such that the following equations hold:
Let us construct the components of w and x by induction. We have w k = 0 and x k = 0 for k < 0. Given non-negative n, assume that we have already found components w m , x m of the sought x, z for m < n, such that the above equations restricted to T m sB are satisfied for all m < n. In these assumptions we will find such w n , x n that they are satisfied for m = n. Let us write down these equations explicitly. The terms which contain unknown maps w n , x n are singled out in the left hand side. The right hand side consists of already known terms: 
Denote by λ n ∈ Hom −1 k (N, sC(X 0 g, X n g)) the right hand side of (8.7.1) and by ν n ∈ Hom −2 k (N, sC(X 0 f, X n g)) the right hand side of (8.7.2), where N = sB(X 0 , X 1 ) ⊗ k · · · ⊗ k sB(X n−1 , X n ). Equations (8.7.1) and (8.7.2) mean that (x n , w n )d = (ν n , λ n ) ∈ Cone −2 (u). Since Cone(u) is acyclic, such a pair (x n , w n ) ∈ Cone −3 (u) exists if and only if (ν n , λ n ) ∈ Cone −2 (u) is a cycle, that is, equations −λ n d = 0, ν n d + λ n u = 0 are satisfied. Let us verify them now.
Introduce a (g, g)-coderivationw : T sB → T sC of degree −2 by its components (w 0 , w 1 , . . . , w n−1 , 0, 0, . . . ). Hence, the map λ =wb − bw + i
is also a (g, g)-coderivation of degree −1. Its components λ m vanish for m < n. The component λ n is the right hand side of (8.7.1). Consider the identity
Introduce a (f, g)-coderivationx : T sB → T sC of degree −3 by its components (x 0 , x 1 , . . . , x n−1 , 0, 0, . . . ). All summands of the map
are (f, g)-coderivations of degree −2. Hence, the same holds for ν. The components ν m vanish for m < n. The component ν n is the right hand side of (8.7.2). Consider its Applying identity νB 1 = (r ⊗ λ)B 2 to T n sB and composing it with pr 1 : T sC → sC we get an identity ν n b 1 −
q+1+t=n
(1 ⊗q ⊗ b 1 ⊗ 1 ⊗t )ν n = (r 0 ⊗ λ n )b 2 , that is, ν n d = −λ n u. Thus, the proposition is proved by induction. 
Derived categories
Let A be a U -small Abelian k-linear category, and let C = C(A) or C = C + (A) be differential graded category of complexes (resp. bounded below complexes) of objects of A. Denote by B = A(A) its full subcategory of acyclic complexes. Let D = D(C|B) be the constructed U -small category.
9.1. Invertibility of quasi-isomorphisms. Assume that X, Y are objects of C and q : X → Y is a quasi-isomorphism. In particular, q ∈ C 0 (X, Y ), qm 1 = 0. Let us prove that r = qs 1 ∈ (sD) Thus, equations (9.1.1) hold true.
K-injective complexes.
A complex A ∈ Ob C is K-injective if and only if for every quasi-isomorphism t : X → Y ∈ C the chain map C(t, A) : C(Y, A) → C(X, A) is a quasi-isomorphism [Spa88, Proposition 1.5]. Assume that each complex X ∈ C has a right K-injective resolution r X : X → Xi, that is, r X is a quasi-isomorphism and Xi ∈ Ob C is K-injective. Moreover, if X is K-injective, we assume that Xi = X and r X = 1 X . By definition, C(r X , A) : sC(Y, A) → sC(X, A), f s → (r X f )s, is a quasi-isomorphism. The assumption is satisfied, when A has enough injectives and C = C + (A), or when A = R -mod, 1 or when O is a sheaf of rings on a topological space, and A is the category of sheaves of left O-modules, see [Spa88] .
Assume now that k is a field. Then for any chain complex of k-modules of the form N = sC(X 0 , X 1 ) ⊗ k sC(X 1 , X 2 ) ⊗ k · · · ⊗ k sC(X n−1 , X n ), n 0, X i ∈ Ob C, for any quasiisomorphism r X : X → Y , and for any K-injective A ∈ C the following chain map u = Hom(N, C(r X , A)) : Hom (N, sC(X, A) ), is a quasi-isomorphism (any k-module complex is K-projective). Therefore, we may apply the results of Section 8 to the differential graded category C = C or C + , and its full subcategories B = A(A) (resp. I = I(A), J = AI(A)) of acyclic (resp. K-injective, acyclic K-injective) complexes. Denote by e : I ⊂ → C the full embedding. Starting with the identity functor f = id C we get the existence of g = ie simultaneously with the existence of a unital A ∞ -functor i : C → I -"K-injective resolution functor", and a natural A ∞ -transformation r : id → ie : C → C (Propositions 8.2, 8.7) . The said i, r are unique in the sense of Propositions 8.4, 8.5 and Corollary 8.6. Moreover, while solving equations (8.2.1)-(8.2.2) we will choose the solutions i n = g n = id n : sC(X 0 , X 1 ) ⊗ k · · · ⊗ k sC(X n−1 , X n ) → sC(X 0 , X n ), r n = i C n : sC(X 0 , X 1 ) ⊗ k · · · ⊗ k sC(X n−1 , X n ) → sC(X 0 , X n ), if X 0 , . . . , X n are K-injective (recall that X 0 i = X 0 , X n i = X n ).
Extending e, i to A ∞ -functors between the constructed categories, we get a unital strict A ∞ -embedding (actually, a faithful differential graded functor) e : D(I|J) → D(C|B), which is injective on objects, and a unital A ∞ -functorī : D(C|B) → D(I|J). Let us prove that these A ∞ -functors are quasi-inverse to each other. First of all, ei = id I implies eī = id D(I|J) . Secondly, there is a natural A ∞ -transformation r : id →ī e : D(C|B) → D(C|B). Let us prove that it is invertible.
The 0-th component is
→ (sD(C|B)) −1 (X, Xi) .
We have proved in Section 9.1 that since r X is a quasi-isomorphism, the above element is invertible modulo boundary in the sense of Section 8.8: there exist p 0 , v 0 , w 0 such that 1 If R ∈ ′ U ∈ U , where ′ U is a smaller universe, then A = R -mod is a U -small ′ U -category. Is it possible to replace B = A(A) with some ′ U -small category B ′ ⊂ B to get a ′ U -category D = D(C|B ′ ) A ∞ -equivalent to U -small D = D(C|B)?
equations (8.8.1) hold. We conclude by Proposition 8.9 that r is invertible, hence, D(C|B) and D(I|J) are equivalent. Each acyclic K-injective complex X is contractible. Indeed, K(A)(X, X) ≃ D(A)(X, X) = 0 by [Spa88, Proposition 1.5]. Hence, J is a contractible subcategory of I. Thus,  : I → D(I|J) is an equivalence. We deduce that D(C|B) and I are equivalent in A 
