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Part IX: Intelligent and Adaptive Systems 
 
Preface 
Conference Co-Chair: Iren Valova 
Computer and Information Science Department, University of Massachusetts Dartmouth, MA 02747, USA 
Intelligent adaptive systems have fascinated the research community for many years. Whether modeling the brain 
and its functions, or automating human actions and tasks, or just thinking outside the box, adaptive systems are at 
the forefront of research. The name is very broad and, generally, involves machine learning methods, neural 
networks, evolutionary computation and optimization algorithms. These categories still cover man approaches, but 
for the purposes of describing this conference section are very appropriate. Many of the papers beyond this preface 
employ a combination of methodologies to present works that are innovative and offer solutions to problems 
occurring not only in the industry, but also on human level, e.g. managing human emotions and mood through 
intelligent  music  composition.  Still, other  papers offer proof of concept and provide food  for  further  research  in  
resolving complex problems.  
 
Neural networks: Since their inception in the 1960’s, neural networks have undergone numerous changes, updates 
and improvements. Some architectures are embedded in commercial systems, while others are still living in 
academic communities waiting for the proper utilization. In this conference part, researchers have used neural 
networks for numerous applications: music composition, puzzle solvers, prediction of solar irradiance and weather. 
Details on these topics can be found in the following papers: Predicting solar irradiance using time series neural 
networks; An associative memory architecture of extracted musical features; A simulated annealing approach to 
solve Nonogram Puzzles; Simulating Influence of Channel Kinetics and Temperature; Assessing the autoassociative 
network approach for prediction in civil databases; A fuzzy-neuro based weather prediction system;  
 
Evolutionary computation: Evolutionary computation encompasses many approaches – genetic algorithms, 
evolutionary strategies and genetic programming. In this category, there are other optimization algorithms, which 
are characterized as stochastic searches, but are not based on evolution – gravitational search, swarm optimization, 
etc. Non-the-less, these methods are utilized successfully in the quest for optimal solutions, parameters and tuning of 
complex systems as well as something as trivial as organizing your next vacation at Disney. Details on these topics 
can be found in the following papers: Harnessing mother Nature: optimizing Gas for adaptive systems; Optimization 
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of the gravitationally organized related mapping ANN; Evolving vacation packages: GAs for entertainment; Hybrid 
multiobjective evolutionary algorithm for assembly line balancing;  
 
Machine learning: This is a very general grouping of research methods presented in this conference portion. They 
encompass actor networks, biomimicry, reinforcement learning combined with actor networks, combination of 
image processing approaches, etc. In general, system that can learn from data would be candidates for this section of 
the conference. Machine learning also has strong ties to statistics and optimization. To that versatility we owe the 
multitude of presented topics and innovative synergies.  Details on these topics can be found in the following papers: 
Indian movie industry analysis through actor networks; How to reign in the volatile factor; Biomimicry based 
learning outcomes; Utilization of robust video processing techniques; A machine learning framework for predicting 
purchase by online customers; Assessment of disk damage likelihood scale for glaucoma diagnosis; Tomography 
measured micropore parameters; The assessment of machine learning model performance; An algorithm for 
clustering animals by species; Attribution and prediction of maximum temperature extremes; A new scheme for 
daily peak wind gust prediction; An effective multi-objective EDA; Computer assisted system to help in developing 
capacitive touch applications; Drill wear feature identification; Direct adaptive control for hyperbolic systems. 
 
As a conference co-chair of Part 9, I wish to thank the authors for their contributions to the field and this conference. 
It is my hope that the readers will find this part very informative and inspiring. 
