Abstract-In this paper, we formulate an optimization problem for the design of light-tree based logical topology in Wavelength Division Multiplexing (WDM) networks. The problem is comprised of two parts: (1) multicast routing and wavelength assignment of light-trees, and (2) the design of light-tree based logical topology for multicast streams. In the first part, we use Mixed Integer Linear Programming (MILP) to solve the optimal routing and wavelength assignment problem of light-trees with an end-to-end delay bound, and obtain the optimal placement of power splitters and wavelength converters. The numerical results show that networks with just a few power splitters and wavelength converters can efficiently carry multicast data. In the second part, we extend the above formulation to design the logical topology based on light-trees for multicast streams. In our approach, a light-tree can carry data of multiple multicast streams, and data of a multicast stream may traverse multiple light-trees to reach a receiver. The numerical results show that our approach use network resources more efficiently, as compared to the approach with a separate light-tree for a multicast stream and to the approach of transporting multicast streams over lightpath based logical networks.
INTRODUCTION
Optical networks based on Wavelength Division Multiplexing (WDM) are the most promising candidates for the next generation backbone networks. In a wavelength-routed network, data are transported in all-optical WDM channels referred to as lightpaths. The set of lightpaths forms the logical topology of a WDM network. Data are processed electronically only at each node of a logical topology (i.e., at the endpoints of the lightpath), and switched optically at intermediate nodes of the underlying physical network. Design of logical topologies has been studied in recent years [1] [2] [3] [4] , and the goal is to minimize the congestion (i.e., the load on each channel), or the resources used in physical networks.
Multicast is an efficient way to transport the data of one-tomany and many-to-many applications. Supporting multicast in logical networks is less efficient than physical networks since the latter provides higher connectivity. [5] [6] [7] [8] [9] [10] . To support multicast in the WDM layer, Sahasrabuddhe and Mukherjee [6] introduce the concept of the light-tree, which is a point-tomultipoint extension of a lightpath. Branching nodes of a lighttree are equipped with power splitters. It is widely believed and desired that only a portion of the network nodes are required to be equipped with power splitters due to their expensive cost. This kind of networks is called a sparse-splitting network. In comparison with multicasting in logical networks, transporting multicast streams on light-trees uses less number of wavelength channels 1 , optical transmitters, and receivers [6] . However, transporting each multicast stream on a different light-tree is also inefficient if the data rate of a stream is much lower than the data rate provided by a wavelength channel. In this case, it is more efficient to multiplex multiple multicast streams on a light-tree. Since the senders and receivers of different streams may be different, a multicast stream may need to be transmitted on multiple light-trees to reach all the receivers. In other words, data of a multicast stream may need to traverse multiple lighttrees to reach each receiver. To provide such service efficiently, the following three issues need to be addressed: (1) to determine the destinations of each light-tree, (2) to determine the routing and wavelength assignment of each light tree, and (3) to determine the set of light-trees used by a multicast stream, provided that the set of multicast streams to be transmitted is given. Interestingly, this problem is just equivalent to designing a light-tree based logical topology for multicast streams. The light-tree based logical topology is a hypergraph [10] , in which each link of the logical topology is a hyperedge. Here a hyperedge is a link by which more than two nodes can be connected. Each hyperedge represents a light-tree in WDM networks.
Mixed Integer Linear Programming (MILP) is a popular technique used to solve optimization problems. Previous work based on this technique for WDM networks mainly focus on the following problems:
• Routing of light-trees. Optimal routing for multicast streams in packet networks has been discussed in [11] . However, this formulation cannot be applied directly to WDM networks because it assumes that every node is 1 A wavelength channel means an edge on a light-tree.
capable of multicasting. The formulation in [12, 13] obtains the optimal routing for light-trees in sparsesplitting optical networks. However, the number of variables or constraints grows exponentially with the network size, i.e., the number of nodes and links in a network. As a result, their formulation is not practical for large networks. The formulation in [14] uses less number of variables and constraints for the same problem. Note that [12] [13] [14] do not consider wavelength assignment in the network. Only the routing problem is discussed.
• Design of logical topologies. Formulation to design the light-path based logical topologies for unicast streams are provided in [1] [2] [3] [4] . Mellia et al. [15] proposes a formulation to design the logical topologies for multicast streams. Both approaches use lightpaths, instead of light-trees, to form the logical topologies. Moreover, they assume that either all nodes are capable of wavelength conversion, or no node is capable of wavelength conversion.
• Optimal placement of power splitters and wavelength converters. Both power splitters and wavelength converters are considered scarce resource, and should be allocated carefully [13, [16] [17] [18] . Ali and Deogun [13] formulate an optimization problem to allocate power splitters in WDM networks. However, this formulation is not scalable because the number of variables and constraints again grows exponentially with the network size. Subramaniam et al. [16, 18] propose an analytical method to analysis the blocking probability of unicast traffic with different number of wavelength converters in physical networks. A dynamic programming method is proposed to find the optimal placement of wavelength converters. Xiao et al. [17] incorporates Linear Programming (LP) formulation into their algorithm to determine where to place wavelength converters in physical networks for unicast traffic.
Light-tree based logical topologies have been studied in [19, 20] using heuristics. A special kind of hypergraph, Kautz hypergraph, is used to design the logical topologies. On routing and wavelength assignment of a hyperedge, the authors assume that each physical node is capable of both wavelength conversion and power splitting.
In this paper, we study the design of optimal light-trees based logical networks for multicast streams in WDM networks. The problem is comprised of two parts: (1) multicast routing and wavelength assignment of light-trees and (2) the design of light-tree based logical topology for multicast streams. In the first part, we use MILP to solve the multicast routing and wavelength assignment of light-trees. The number of nodes capable of power splitting or wavelength conversion is given as a parameter (i.e., known a priori). Our formulation has the following characteristics:
• End-to-end delay of a light-tree is bounded.
• Optimal placement of wavelength converters and power splitters is obtained.
In the second part, we extend the above formulation to design the logical topology based on light-trees for multicast streams. The light-tree based logical topology is a hypergraph. Our formulation has the following characteristics:
• Data carried on the logical topology are multicast streams.
• The end-to-end delay of each multicast stream is bounded.
• The routing of each multicast stream in the logical topology is obtained.
A common problem of MILP formulation is the difficulty in requiring some constraints to hold only under a certain condition. For example, the flow conservation rule states that the amount of flows incoming to a node is the same as the amount of flows outgoing from the node. This rule holds for a node only if the node is not capable of power splitting. It is hard to make the constraint linear if the capability of a node is to be decided (e.g., whether a node should be equipped with power splitters or wavelength converters). To solve this problem, we incorporate a large number, say, M into the formulation. In our approach, for the node which does not follow the flow conservation rule, M will force the constraint to always hold. This technique enables MILP to formulate more complicated scenarios for WDM networks, while the number of variables and constraints only increases slightly. We will demonstrate how to use this technique in the next section.
The rest of the paper is organized as follows. In Section II, our formulation is presented and explained in detail. The formulation to solve the routing and wavelength assignment of light-trees is presented first. Then, we extend the formulation to solve the logical topology design problem. In Section III, numerical results obtained by our formulation for an example network are shown. In Section IV, we discuss the complexity of our formulation. Finally, we conclude this paper in Section V.
II. PROBLEM FORMULATION
The problem to be studied is comprised of two parts: routing and wavelength assignment of light-trees, and logical topology design. We assume the physical topology, the number of power splitters and wavelength converters in the network, and the number of optical transmitters and receivers at each node are given as parameters. We assume that the power loss of power splitting can be neglected because optical amplifiers are used. We also assume that each wavelength converter is a full range wavelength converter [16] , i.e., each wavelength on a channel can be converted to any other wavelength.
The notation is defined as follows.
V
the set of all nodes in a network; E the set of all links in a network; Γ the set of light-trees to be created; H the set of multicast streams; Λ the set of wavelengths supported in a fiber; In(n) the set of links incident to node n, i.e., n is the sink of the links, V n ∈ ; Out(n) the set of links incident from node n, i.e., n is the source of the links, V n ∈ ; n T the set of light-trees rooted at node n, V n ∈ ; Up(e) the transmitting node of link e, E e ∈ ; Dn(e) the receiving node of link e, E e ∈ ; k a wavelength in a fiber,
Multiple fibers on a link are supported in our formulation. We assume that the set of wavelengths that a fiber can support is the same for all fibers. There is one source and multiple destinations on a light-tree. We define an incoming channel of a node n as a wavelength channel of a fiber on a link which belongs to In(n). Similarly, an outgoing channel of n is a wavelength channel of a fiber on a link belonging to Out(n). We also define the outgoing wavelengths of n used by lighttree t as the wavelengths assigned to outgoing channels of n which are used by t. For a light-tree, we call m an upstream node of n if there is a path from m to n on the light-tree. In the above case, we can also call n a downstream node of m.
A. Routing and Wavelength Assignment of Light-trees
We use MILP to find (1) the optimal routing and wavelength assignment of light-trees with an end-to-end delay bound, and (2) the optimal placement of power splitters and wavelength converters in a WDM network. The parameters which are given as a part of problems are denoted as follows. t PT the end-to-end delay bound of light-tree t;
a constant used to enforce conditional rules to the constraints; the value of M is set as follows.
We note that the number of light-trees in which a node n participates must be equal to or less than the number of optical receivers at n.
The variables to be decided are defined as follows. the end-to-end delay from the source of light-tree t to node n, 0
if light-tree t uses wavelength k of any fiber incident from the source of t, 1
The objective function is formulated as follows.
Similar to [14] , this objective function is to minimize the resource, i.e. the number of wavelength channels, used by all light-trees in a WDM networks. The goal of most existing work [5] [6] [7] [8] [9] is to maximize the number of light-trees which can be created in the network. Note that our objective function is highly correlated with this goal because more light-trees can be created as the resource used by all light-trees decreases. Moreover, some other objective functions proposed in existing works can be used as the objective function in our formulation. For example, with some minor modification to our formulation, the following two objective functions can be achieved: (1) to minimize the number of optical transmitters and receivers in a network, i.e., the objective function in [6] and (2) to minimize the overall profit of creating light-trees, i.e., the objective function in [12, 13] .
The set of constraints is shown as follows..
1) Routing and wavelength assignment constraints:
In the conventional multi-commodity flow assignment problem, a flow conservation constraint is required to ensure that the amount of outgoing flows of a node must be equal to the amount of incoming flows if the node is neither the source nor a destination. In optical multicast networks, this constraint does not hold because the flow, i.e., optical signal, can be duplicated. We use eqs. (3)- (5) to make sure that there is a path from the source to each destination on the light-tree. Eq. (3) ensures that each wavelength channel of a link is used by at most e F light-trees. Eq. (4) guarantees that ) (t e J equals one if at least one wavelength channel of a fiber on link e is used by light-tree t. If node n is not the source of t and at least one of the following conditions holds,
• n is a destination of light-tree t
• at least one outgoing channel of n is used by t then eq. (5) guarantees that t uses at least one incoming channel of n. Since the incoming channel of n must be an outgoing channel of another node, say, m, eq. (5) also ensures that at least one incoming channel of m is used by t if m is not the source of t. Therefore, there must exist a path from the source of t to n, or n and m are in a loop, i.e., n is also an upstream node of m. The delay constraints specified later will guarantee that there is no loop in any feasible solution.
2) Node constraints:
Eqs. (6)- (10) ensure that the result will not contradict with the capability of a node. We explain in detail the above constraints in the following four cases:
• 0 = Φ n and 0 = Θ n : the wavelength assigned to an incoming channel can be neither converted to any other wavelength for an outgoing channel nor split into multiple outgoing channels. For all incoming/outgoing channels of node n using wavelength k, eq. (7) guarantees that for node n, the number of incoming channels used by light-tree t must be equal to or larger than the number of outgoing channels used by t if n is not the source of t. Eq. (6) states that node n needs one more incoming channel if n is a destination of t. Eq. (8) holds if eq. (7) is satisfied.
• 0 = Φ n and 1 = Θ n : the wavelength assigned to an incoming channel can be converted to any other wavelength but cannot be split to multiple channels. Because node n is incapable of power splitting, eq. (6) ensures that the number of incoming channels of n used by t must be equal to or larger than the number of outgoing channels of n used by t. One more incoming channel is needed if n is a destination of t. Since node n is capable of wavelength conversion, eqs. (7) and (8) are unnecessary. Here M makes eqs. (7) and (8) always hold for any assignment of values to the variables.
• 1 = Φ n and 0 = Θ n : the wavelength assigned to an incoming channel can be split but cannot be converted. For all incoming/outgoing channels of node n using wavelength k, eq. (8) guarantees that at least one incoming channel is used by light-tree t if any outgoing channel is used by t. Since node n is capable of power splitting, eqs. (6) and (7) are unnecessary. Here M makes eqs. (6) and (7) always hold for any assignment of values to the variables.
• 1 = Φ n and 1 = Θ n : M makes eqs. (6)- (8) always hold for any assignment of values to the variables.
Eqs. (9) and (10) ensures that the number of nodes equipped with power splitters or wavelength converters must be less than or equal to S N or C N , both of which can be given according to the budget of a network provider.
3) Delay constraints:
Eqs. (11)- (13) ensure that the delay of the path from the source of a light-tree to each destination must be equal to or less than the delay bound. Eq. (11) states that the delay from the source of a light-tree t to a node n equals zero if n is the source of t. Eq. (12) ensures that if link e from node m to n is used by t, then the delay from the source of t to n is equal to or larger than the delay from the source of t to m plus the propagation delay of e. If e is not used by t, i.e., (13) guarantees that the delay from the source of t to n must be equal to or less than the delay bound if n is a destination of t.
Eq. (12) also ensures that there is no loop in any feasible solution. If there is a loop and nodes m and n are both in the loop, the delays from m to n and n to m must both be zero, which contradict our assumption that the propagation delays of all links are larger than zero. With the delay constraint and the routing and wavelength constraints specified above, there must exist a path from the source of a light-tree to each destination. With the objective function, redundant paths can be pruned. Therefore the optimal solution must be a tree.
4) Optical transceiver constraints:
Eqs. (14)- (17) ensure that the number of optical transmitters and receivers used by a light-tree must comply with the capability of the source and destinations, i.e., whether the source and destinations is capable of power splitting and wavelength conversion. We explain in detail the above constraints in the following four cases:
• 0 = Φ n and 0 = Θ n : in this case, the number of optical transmitters used by all light-trees rooted at n is equal to the number of outgoing channels of n used by all light-trees. Eq. (14) guarantees that this number must be equal to or less than the number of optical transmitters at n. Eqs. (15) and (16) also hold if eq. (14) is satisfied.
• 0 = Φ n and 1 = Θ n : the number of optical transmitters needed by a source is equal to that in the first case.
• 1 = Φ n and 0 = Θ n : Since node n is capable of power splitting, each outgoing wavelength requires only one optical transmitter. M makes eq. (14) always hold for any assignment of values to the variables. Eqs. (15) and (16) ensure that the number of outgoing wavelengths of the source must be equal to or less than the number of optical transmitters in the source.
• 1 = Φ n and 1 = Θ n : M makes eqs. (14)- (16) always hold. The number of light-trees rooted at node n must be equal to or less than the number of optical transmitters at node n. We assume that the given parameters always satisfy this constraint.
Eq. (17) states that the number of light-trees in which a node n participates must be equal to or less than the number of optical receivers at n. Since both ) (t n D and n Rx are parameters, here we assume this constraint always holds. Later in the next section, we will need this constraint because ) (t n D becomes a variable.
B. Design of Light-Tree Based Logical Topologies
In this section, we extend the formulation described above to solve the logical topology design problem. A logical topology is a hypergraph, in which each node represents a switch capable of electronic processing. Each hyperedge represents a light-tree in the physical network. A node incapable of electronic processing can't be the root of a lighttree. We use the formulation of light-trees described in the last section to find the hyperedges for the logical topology. The traffic over the logical topology is composed of multiple multicast streams to which an end-to-end delay bound is guaranteed. Each multicast stream has a sender and several receivers. We assume that the propagation delay dominates the end-to-end delay because the link can be maintained relatively lightly utilized by setting max λ properly, leading to negligible queueing delays. The goal of this section is to find the optimal design of logical topologies and the optimal routing of multicast streams using MILP. Some new parameters are defined as follows. 
The objective function may either be to minimize the congestion [1, 3] or to minimize the average packet hop distance [2] . For the former case, max λ is set as a variable. For the latter case, additional variables representing the data rate of each stream carried on light-tree t transmitted on each link are required. In this paper, we use the same objective function as in the previous section (i.e., eq. (2)) in order to compare the following three design scenarios fairly.
• Each multicast stream is carried on a different lighttree. The problem is just the routing and wavelength assignment of light-trees as discussed in [7] [8] [9] [12] [13] [14] . Optimal solution can be obtained using formulation in previous section.
• Multicasting is only available on logical networks. Each node of a logical network is capable of multicasting. Each edge of a logical network is a lightpath. It is the problem as discussed in [15] .
• Multicasting is available both on physical networks and logical networks. A light-tree can carry data from multiple multicast streams. It is the focus of this section.
The set of constraints is listed as follows.
1) Multicast routing constraints:
Eqs. (19) to (21) ensure that data of each multicast stream will pass through one or several light-trees to each receiver. Eqs. (19) to (20) guarantee that each receiver of stream j must be a destination of a light-tree which carries the data of j. Eq. (21) ensures that the source of the light-tree which carries the data of stream j must be a destination of another light-tree which also carries the data of stream j, or the source must be the sender of stream j. Similar to the routing and wavelength assignment constraints in the last section, there must exist a path from the sender of j to each receiver, or the receiver must be in a loop. The delay constraints specified in the next paragraph will ensure that the latter case will not exist..
2) Delay constraints:
Eqs. (22) to (24) ensure that the delay of the path from the sender of a multicast stream to each receiver must be equal to or less than the end-to-end delay bound of the stream. Eq. (22) states that the delay from the sender of stream j to a node n equals zero if n is the sender of stream j. Eq. (23) ensures that if node n is a destination of light-tree t rooted at m, and t carries the data of stream j, then the delay from the sender of stream j to n must be equal to or larger than the delay to node m plus the delay of the path from m to n. Eq. (24) guarantees that the delay from the sender of stream j to each receiver must satisfy the end-to-end delay bound.
3) Rate constraints:
Eq. (25) ensures that the data rate carried on each light-tree must be equal to or less than the maximum data rate which a wavelength channel can support
III. NUMERICAL EXAMPLES
In our experiments, the CPLEX optimization package [21] is used to obtain optimal solutions. We use a 14-node NSFNET backbone network as the topology of our numerical examples (as shown in Fig. 1 ). The number beside each node indicates the ID of the node. The number beside each link shows the propagation delay (in millisecond) of the link. We add some auxiliary constraints to improve the speed of finding optimal solutions. In our experiments, there is only one fiber on each link. The goal is to find the minimal number of wavelength channels in each experiment. Moreover, the minimal number of transmitters plus receivers is obtained by slightly modification of eq. (2) 2 .
The first part of our experiments is to find the optimal routing and wavelength assignment of light-trees under different network parameters. The network parameters are listed as follows:
• the number of power splitters;
• the number of wavelength converters;
• the number of wavelengths supported in a fiber;
• the number of light-trees to be created;
• the number of destinations in a light-tree. Fig. 2 shows the results of different number of power splitters when the number of destinations in a light-tree is changed. There are two light-trees rooted at nodes 2 and 11, respectively. The end-to-end delay bound of each light-tree is 100 ms. The destinations are chosen randomly. Each fiber supports five wavelengths. The network supports one wavelength converter. The results of more than one wavelength converters are similar. The results of light-trees with more destinations use more network resources. Besides, a small number of power splitters (e.g., 5 splitters) is enough to reduce the amount of resources used by the two light-trees. With more power splitters, the number of wavelength channels, optical transmitters, and receivers reduced by adding one more power splitter decreases. We note that a light-tree with more destinations benefits from more power splitters because more network nodes can be used as splitting nodes of the light-tree. With less power splitters, a separate lightpath has to be created from a further splitting node or the source to a destination. Table I shows the placement of power splitters and wavelength converters in optimal solutions when each lighttree has 13 destinations. Table II focuses on the amount of resources used by the two light-trees with 11 and 13 destinations, respectively. Some experiments produce no feasible solutions. With more destinations, the network requires more power splitters, wavelength converters, or more number of wavelengths supported in a fiber to find feasible solutions. With more power splitters and wavelength converters, it is easier to obtain optimal solutions with less number of wavelengths supported in a fiber. The reason is that a light-tree in a network with more power splitters uses less number of wavelength channels. With more wavelength converters, more candidate wavelengths in a fiber can be selected by a light-tree. The second part of our experiments is to compare the following strategies of transmitting two multicast streams in WDM networks.
• Two multicast streams are transmitted on two separate light-trees, without multiplexing together.
• Two multicast streams are multiplexed in logical networks.
We assume the data rate of a wavelength channel is larger than the sum of data rate required by the two streams. There are five nodes in the logical network, including the senders of the two streams. The senders, receivers, and the nodes in logical networks are chosen randomly. The end-to-end delay bound of each multicast stream is 100 ms. In average, there are six receivers in a multicast stream. There are three wavelengths in a fiber. The links of logical networks, i.e. RWA of lightpaths and light-trees, the placement of power splitters and wavelength converters, and the routing of the two multicast streams are to be decided in our experiments. streams in light-tree based logical network ,i.e., 1 ≥ S N uses less number of wavelength channels, optical transmitters, and receivers, with the help of wavelength converters and power splitters. In comparison with transmission on two separate light-trees, multiplexing in light-tree based logical networks uses less number of wavelength channels since both streams can be carried on a single wavelength channel. Increasing the number of power splitters reduces less number of wavelength channels when two streams are multiplexed in logical networks. The reason is that each node capable of electronic processing, i.e. the node in logical networks, can act as a splitting node of multicast tree in logical networks. The total numbers of transmitters and receivers required by transmission with and without multiplexing are close. The reasons are described as follows. For transmission on two separate lighttrees, the source of a light-tree uses more transmitters. For multiplexing on light-tree based logical networks, even though the sender of a multicast stream can use fewer transmitters, nodes capable of electronic processing in a multicast tree need some transmitters and receivers to convert data between optical and electronic domains.
IV. DISCUSSION
In this paper, we solve the routing, wavelength assignment of light-trees, placement of power splitters and wavelength converters, and the logical topology design by using MILP with a limited number of variables and constraints. The number of variables and constraints used in our formulation are , respectively. Considering the routing and wavelength assignment light-trees or placement of power splitters, the number of variables and constraints in previous work [12, 13] grows exponentially with network sizes in order to include all feasible light-trees in the formulation. The number of all possible light-trees in a network is then exponential with the network size. On the other hand, the number of variables and constraints in our formulation are only
, respectively. Note that we do not compare with [14] because it does not consider the problem of wavelength assignment.
Considering the design of lightpath based logical topology for unicast traffic, the number of variables and constraints in [3] , where q is the maximal number of logical links which can be created for a source-destination pair, and H' is the number of unicast streams. For a fair comparison with our formulation, if q is the maximal number of light-trees which can be created for a source-destination pair, the number of light-trees in a network for our formulation should satisfy the following equation:
According to eq. (26), our formulation needs much less number of variables. Note that we do not compare with [15] because it does not consider the problem of wavelength assignment.
Tornatore et al. [4] propose a novel formulation, named source formulation, which can reduce the number of variables and constraints. The idea is that for each link the set of variables representing the amount of flows from a source to each destination can be substituted by a single variable representing the total amount of flows from the source to all destinations. The flow conservation rule for the source formulation is that the amount of flows originating from a source incoming to a node is equal to the amount of flows outgoing from the node. Unfortunately, the source formulation cannot be applied here because the flow conservation rule does not hold for light-trees. Therefore, we cannot aggregate the set of variables corresponding to the light-trees with the same source into a single variable.
V. CONCLUSION
In this paper, we have presented a Mixed Integer Linear Programming (MILP) formulation to solve the optimal routing and wavelength assignment problem of light-trees with an endto-end delay bound, and obtain the optimal placement of power splitters and wavelength converters in the network. The results show that networks with just a few power splitters and wavelength converters can efficiently carry multicast data. We have also extended the above formulation to design a light-tree based topology for multicast streams with an end-to-end delay bound, and obtain the optimal routing of multicast streams. We have demonstrated that this approach can use the network resources more efficiently, as compared to the approach in which each multicast stream is transmitted on a different lighttree, and the approach in which all streams are multicast in lightpath based logical networks.
