N eural N etw ork. H eb b ian L earning, Visual C ortex, L ateral Plasticity, S elf-O rganization We presen t a sim plified b inocular n eural netw ork m odel of the prim ary visual cortex w ith sep arate O N /O F F -pathw ays and m odifiable afferent as well as intracortical synaptic c o u plings. R andom as well as n atu ral im age stim uli drive the weight a d ap ta tio n which follows H ebbian learning rules stabilized with constant norm and constant sum constraints. The sim u lations consider the dev elo p m en t of o rien tatio n and ocular dom inance m aps un d er d ifferen t conditions concerning stim ulus p attern s and lateral couplings. W ith random input p a tte rn s realistic o rien tatio n m aps with ± 1 /2 -vortices m ostly develop and plastic lateral couplings self-organize into m exican hat type structures on average. U sing natural greyscale im ages as input patterns, realistic o rien tatio n m aps develop as well and the lateral coupling profiles of the cortical n eu ro n s rep resen t the tw o point correlations of the input im age used.
Introduction
The primary visual cortex is one of the most in tensely studied areas of the mammalian cerebral cortex and its functional architecture is known in considerable detail now (Hubei and Wiesel, 1977) . The early stages of visual processing are devoted to extracting relatively simple features like ori ented contrast contours (lines and bars) from the visual input. One type of feature detectors fre quently encountered in the visual cortex of cats and monkeys are orientation selective simple cells. Their localized receptive fields are subdivided into few elongated subfields of alternating ON or OFF response to small light spot stimuli (Jones and Palmer, 1987) . Several investigations using optical imaging techniques showed these simple cells to be organized into piecewise continuous orienta tion preference maps along the cortical surface containing ± 1/2-vortices, where orientation pref erences change by ± 180° along a closed path around the vortex center (Blasdel, 1992; Bonhoeffer and Grinvald, 1991) . Also there are cortical re gions, so-called iso-orientation domains, where all neurons have similar orientation preferences, lin-ear zones, where they change smoothly, and frac tures, which connect singularities and mark rapid changes of orientation preferences.
Another feature of cortical neurons is their be ing driven preferably by input from one eye, known as ocular dominance. These largely monoc ular neurons form ocular dominance stripes in monkey cortex, or patches in cat cortex (LeVay et al., 1975 (LeVay et al., , 1978 . Both map structures, orientation preference and ocular dominance, are superim posed with the pinwheel singularities generally lo cated in the centers of ocular dominance domains (Erwin et al., 1995; Oberm ayer and Blasdel, 1993, 1997) .
Although these cortical structures are well char acterized, their activity-dependent self-organization during prenatal and early postnatal develop ment is still not well understood yet (Hubei and Wiesel, 1962, 1968; LeVay et al., 1978; Singer, 1988) . The role of neural activity in the formation of ocular dominance has been well characterized (Stryker and Harris, 1986) , but its role for the emergence and structure of orientation specificity maps is still in disput (Weliky and Katz, 1997; Crair et al., 1998) . Ocular dom inance and orienta tion preference maps seem to be present at the time of eye opening. Yet most neurons are still weakly orientation-selective at this stage and vi sual experience, hence structured stimulus pat 0939-5075/99/0100-0128 $ 06.00 © 1999 Verlag der Zeitschrift für Naturforschung, Tübingen • www.znaturforsch.com • D terns, seems necessary for receptive field and ori entation map structure refinem ent to mature adult levels.
In the past several com putational models have been deviced to investigate the mechanisms con trolling the developm ent of these cortical feature maps (Swindale, 1996) .
One group of models, the so-called SOM-(SelfOrganizing-M ap-)models based on Kohonen's competitive learning algorithm, produced orienta tion and ocular dominance maps comparing fa vourably with results of neurobiological experi ments (Kohonen, 1987; O berm ayer et al., 1992; Erwin et al., 1995) . But frequently assumptions of SOM-models like normalized feature vectors as input are not or only hardly justifiable neurobiologically.
A nother group of models are correlation-based Hebbian learning (CBL) models (von der Mals burg, 1973; Linsker, 1986; Miller et al., 1989; Miller, 1990 Miller, , 1994 Kämmen and Yuille et al., 1988; Yuille, 1989; Stetter et al., 1993 Stetter et al., , 1994 Stetter et al., , 1995 . Following ideas put forward by von der Malsburg, Linsker presented a linear m ultilayer feed forward neural network using a H ebbian learning rule and uncorrelated white noise as input (Linsker, 1986) . Only neurons from within a restricted area of one layer were connected to single postsynaptic neu rons of the subsequent layer. In Linkser's model stable orientation selective cells developed. A thorough account of Linsker's model has been given by MacKay and Miller (MacKay and Miller, 1990) . Kämmen and Yuille (1988) introduced a learning rule, which perform ed gradient descent on an energy function and led to orientation selec tive neurons as a result of a spontaneous symme try breaking process. Yuille further implemented a modified type of O ja's learning rule (Oja, 1982; Yuille et al., 1989) where cells are performing prin cipal com ponent analysis to their input stimuli. Stetter et al. (1993) extended these deterministic network models to stochastic models with ran domly scattered size, eccentricity and position of receptive fields and presented a systematic investi gation of the param eter space in these models.
Combining the ideas of von der Malsburg (1973) and Linsker (1986) Miller (Miller e ta l., 1989, 1990, 1994) deviced correlation-based Hebbian learning models of ocular dominance and orientation colum formation. Correlations determ ine receptive field structure, intracortical interactions determ ine pro jective field structure and both determ ine the corti cal map. Ocular dominance columns then form through a correlation-based competition between left-eye and right-eye inputs, while orientation col umns form through a competition between ONcenter and OFF-center inputs. These models are still not completely adequate to account for certain details of the cortical map structure. Also there is no param eter regime where both cortical maps could develop simultaneously.
Stetter et al. (1994) , following the seminal paper of Miller (Miller et al., 1989 (Miller et al., , 1990 ) on ocular domi nance column formation, presented a two-layer neural network model for the formation of cortical orientation columns with congruent ON-and OFF-ganglion cell center-surround contrast filters, localized and strongly overlapping receptive fields of cortical cells and spatially oscillating intracorti cal feedback connections. Receptive field form a tion and cortical map self-organization were driven by input activity correlation functions re sulting from random input stimuli convolved with strongly overlapping center-surround input filters and controlled by a Hebbian learning rule with multiplicative constraints. Within the param eter regime of the most stable bilobed -(0,1) in the nomenclature of Linsker (1986) -receptive field structures the model yielded orientation selective cortical simple cells with structured receptive fields and realistic orientation maps containing ± 1-vortices, however, as a result of overlap maxi mization and phase locking of neighboring bilobed receptive fields. Experimentally observed ± 1/2-pinwheel vortices could be obtained only within a param eter regime with highly labil easily deform able (1,0) receptive fields. Within a binocular ver sion of the model ocular dominance patches did only emerge, if there was an unbalance of ON-and OFF-ganglion cell responses (Stetter et al., 1995) .
Besides these "linear" Hebbian learning models (in fact many of them introduce non-linearities in directly), non-linear models like the BCM model (Bienenstock et al., 1982) were proposed also. They differ from the linear models in the inform a tion they extract from the input in that they also rely on higher order input correlations than just second order correlations. The BCM model has been shown to reproduce rather successfully many characteristics of cortical neuronal responses to random and natural image visual stimuli (Shouval et al., 1997) . However, it has so far been concerned with single neuron properties only.
Almost all previous network models used nonmodifiable lateral couplings in cortex. But recent experimental findings dem onstrated a rather sub stantial plasticity of lateral connections in the pri mary visual cortex of monkeys and cats (Callaway and Katz, 1990; Gilbert and Wiesel, 1989; Gilbert et al., 1990; Katz et al., 1989; Katz and Callaway, 1992) . Exploration of CBL-models with modifi able lateral couplings is thus essential to an under standing of how such plastic lateral interactions may affect the developm ent and structures of cor tical receptive fields and cortical feature maps. Sirosh and Miikkulainen investigated lateral plastic ity within their LISSOM-model, which is an extension of competitive SOM-models Miikkulainen, 1994, 1997) . Receptive field profiles and cortical feature maps have not been examined so far, however. Furtherm ore the difficulties con cerning a neurobiological justification of the model assumptions remain. A correlation-based Hebbian learning model with lateral plasticity has not been described in the literature so far.
As visual stimuli random input patterns were used in the majority of these developmental neural network models. Also idealized correlation func tions of input activities were substituted for a di rect training with real input patterns, whether ran dom or structured. As cortical maps seem to emerge prenatally but m ature to adult levels postnatally only, the respective role of structured ver sus random input patterns is still obscure and needs to be clarified. A two-phase learning model was recently deviced discussing the disparity tun ing of cortical cells (Berns et al., 1993) .
In this study we investigate a neural network model with incremental Hebbian learning of m od ifiable afferent and lateral synaptic couplings. Theoretical input correlation functions are re placed by real input stimulus patterns during train ing. Both random input patterns and natural images are examined as visual stimuli.
The Model

The network architecture
In figure 1 the network architecture is pre sented. The binocular model possesses two retinal input layers, the neurons of which project their output from within localized receptive fields to separate cell layers with ON-and OFF-center-surround contrast filters. These will somewhat loosely be term ed LGN cells in the following. The afferent activity of these preprocessing units converge onto neurons of the output layer which may correspond to cortical simple cells. Their localized receptive fields are centered on retinotopically correspond ing sites of the underlying ON/OFF-layers. The binocular model is thus given a fixed topography. The activities of the input layer neurons are con fined to non-negative values within the interval [0.0,1.0]. Two types of input patterns are consid ered. Patterned input is not essential for map for mation (Crair et al., 1998) . Hence, simulating a prenatal developmental stage, uncorrelated input activities correspond to equally distributed ran dom numbers fluctuating about a mean activity 0.5 and embody spontaneous uncorrelated ganglion cell activities found by several investigators (Braitenberg and Schütz, 1991) . Correlated retinal ganglion cell activity waves (M eister et al., 1991; Wong et al., 1993 Wong et al., , 1996 have recently been found also. They are probably too large in their charac teristic wave length to be able to drive the devel opment of orientation specificity in simple cells (Miller, 1994) . Also Weliky and Katz (1997) re cently showed that their artificially correlated ac tivity patterns did not interfere with these sponta-neous retinal waves in blocking normal development of orientation specificity. Therefore these patterned spontaneous retinal waves have not been considered as input stimuli in this study. Because of the retinotopic network architecture correlated activities of second layer neurons result due to overlapping contrast filter profiles. Map re finement and persistence of feature selectivity need visual experience. Hence, simulating early postnatal developmental stages, natural greyscale images as highly correlated stimulus patterns were presented to the input layers of the network.
The connections between input-and LGN-cells are fixed. Their spatial organization forms the LGN receptive field profiles which resemble mexican-hat-like contours with a center-surround an tagonism (Jones and Palmer, 1987) . These D O G profiles are normalized to yield a vanishing re sponse to constant illumination. Furtherm ore there are four separate layers of O N /O FF contrast filters, where an OFF filter is simply the inverse of an ON filter. All ON-or OFF-LGN contrast filters are identical. A determining param eter of their mexican hat profile is the total center radius, which defines the border between center and sur round response and, together with the cortical re ceptive field size, determines the type of RF-structure obtained (Stetter et al., 1993) .
The afferent connections converging onto corti cal neurons are plastic. Their non-negative weights, corresponding to exclusively excitatory afferents, are denoted as wa/?(rv, r t-), where a 6 E {left, right), ß £ {on, off}. ry and rx describe the locations of cells within the cortex layer and the LGN layers, respectively. The adaptation of these synaptic weights to the ensemble of input patterns during pre-and postnatal development is con trolled by learning rules to be specified later. Their spatial structure determines the receptive field o r ganization of the cortical cells, though the latter would have to be convolved with the mexican hat profile of the underlying contrast filters (Stetter, 1993) .
Within the cortex layer also plastic lateral in teractions exist within a finite radius around each neuron. Both inhibitory and excitatory lateral syn aptic couplings are considered. The variable vE{ry,ry>) denotes the excitatory synaptic coupling strength between a postsynaptic cortical neuron at rv and a presynaptic cortical neuron at ?v> and v f denotes a corresponding inhibitory connection. These coupling strengths are both non-negative and cannot change sign during adaptation.
The excitatory and inhibitory lateral couplings exist within circular regions with radii rLE and ru , respectively, around any given cortical neuron. Also rLE < rLI will be assumed throughout. Furtherm ore the variable vEJ is introduced allow ing a more convenient evaluation of the lateral coupling structure:
for rLE< \rv' -r v\< r Ll.
It accounts for the dominance of one type of lat eral coupling over the other in the close neighbor hood of any given neuron and for a general inhibi tion from other cortical neurons further apart. Including these effective lateral connections, the postsynaptic activity of a cortical neuron is given by 2 A (rx-r y)wa 'P(rv, rx, t)xaß(rx, t) + 2 (vEI(rv,rv-,t)y(rv-rv, t -1)), where xa'P(rx,t) denotes the LGN cell activities re sulting from a convolution of input activity values and contrast filters. The arbor function A models the overlap of afferent axonal arborazation with the dendritic tree of the cortical target neuron. The finite size of the afferent arbor is characterized by a Fermi-function with an arbor radius rA0
This function is radially symmetric and depends only on I rx -rv I. Though cortical receptive field size varies with eccentricity, the cortex layer of our network model represents only a small part of the cortex. Hence a constant arbor radius is certainly a valid assumption. The first term in equation (2) represents the weighted sum of afferent inputs from the LGN and the second term represents the modulation of cortical activity through lateral in put from other cortical neurons.
All neurons are assumed to operate in the linear regime of their activation function, i.e. the post-synaptic activity of a neuron between its threshold value and its saturation value rises linearly.
The learning rules
For the afferent synaptic weights w a Hebbian learning rule with a multiplicative constraint (Yuille decay) is used (Yuille et al., 1989; Stetter et al., 1993) ensuring convergence to a stable fixpoint.
wa'ß{rj-x, f + 1) = wa'ß(jy,rx, t) + Awa-f)(ry,rx, t-*t+ 1) (4) and Awa-P(rJx, t-^t + 1) = rjheby (r j) xaß(rx,t) -= 2 M r , , rv ,)). (7) -Vde 2 (w^(r J x,t))2 rx,a,ß waß(r"rx,t), (5) where t = 0,1,2,... denotes sequential update cy cles and rjheb (Hebbian term) and rjdec (decay term ) represent appropriately chosen learning rates. The first term in equation (5) represents H ebb's postulat, that synchronous pre-and postsynaptic activities strengthen their respective syn apse. The second term constrains the growth of synaptic weights and represents some form of for getting during the learning process. This learning rule has been shown to perform PCA on its inputs and, with properly chosen parameters, yields well segregated receptive field structures. Even with the inclusion of lateral couplings the learning dy namics have been shown to converge to stable fixed points resembling the principal components of the related correlation matrix C of LGN activi ties (Stetter et al., 1994) . Hence, the resulting corti cal receptive field structure is still determ ined mainly by the ratio of the total center radius of the LGN contrast filter to the arbor radius of the cortical cell.
The intracortical synaptic weights are also modi fied according to a Hebb rule and are normalized to unity after each update cycle (constant sum (CS) constraint). Hence they are given by where X £ \E,I). rj,alheb is the learning rate for the Hebbian modification of the lateral synaptic weights. The factors and 2., denote the sum of excitatory or inhibitory intracortical synaptic cou pling strengths of any cortical neuron, respec tively:
These sums are independently kept constant at ev ery cortical neuron during a simulation. They in troduce a competition between the synapses for the total amount of coupling strengths.
Results and Discussion
Random input patterns
The activity-dependent prenatal self-organiza tion of receptive field structures and cortical fea ture maps is simulated by training the network with uncorrelated random input patterns. After every update cycle new random input patterns are presented. The results obtained with modifiable lateral couplings will be contrasted with results ob tained with fixed lateral interactions. In CBLmodels the ratio of the total center radius of the input filters to the arbor radius of the cortical cells is the sole determ ining param eter concerning the segregation of afferents into ON/OFF-subfields. It has been chosen in the simulations to yield a struc tured receptive field of any cortical neuron corre sponding to a bilobed (0,1) profile. This is the most stable eigenmode in CBL-models with multiplica tive constraints and has been found to be most robust against any perturbations from noise or in tracortical couplings which modulate the output activity (Stetter et al., 1993 (Stetter et al., , 1994 . Accordingly with random pattern stimuli, vanishing betweeneye correlations and no intracortical interaction the receptive fields resulting from incremental Hebbian learning models very closely resemble the eigenmodes of the covariance matrix resulting from CBL-models, though with less perfect sym metry.
Non-plastic lateral synaptic weights
Intracortical interactions control the self-organ ization process of the orientation map and deter mine its layout. Non-plastic lateral interactions are implemented as spatially oscillating mexican-hatlike functions and cortical activities are iterated five times between sequential updates to stabilize the resulting activity pattern. Lateral couplings of m oderate strengths hardly disturb the afferent weight segregation into pure bilobed (0,1) cortical receptive field structures and hardly alter the ori entation tuning curves either. Still these lateral couplings suffice to prom ote the emergence of well organized feature maps. Their structure be gins to appear in the simulations only after com pletion of the receptive field organization into ON/OFF-subfields. The scale of the resulting map structures, as given by the dominant wave vector of the corresponding Fourier transform, is deter mined largely by the range of the lateral interac tion (Miller, 1990 (Miller, , 1994 Stetter et al., 1994) .
The mature orientation maps are characterized by extended iso-orientation domains, linear zones and saddle points and exhibit pinwheel singulari ties with ± 1/2-and ± 1-vorticity as well (see Fig. 2 ). Neurons in the vortex centers are only weakly tuned for orientation if at all. Note that CBL-models using multiplicative constraints and theoretical correlation functions of input activities instead of using explicit stimulus patterns yield in the same param eter regime ± 1 vortices exclu sively due to the 360° Symmetrie of the bilobed receptive fields and the overlap maximization mechanism driving the map formation process (Stetter et al., 1994) . Only in a param eter regime yielding unperturbed (1,0) fields which became strongly deformed and phase shifted by the action of the lateral coupling were ± 1/2-vortices observ able (Stetter et al., 1995) . This suggests that even direct training with explicit stimulus patterns in troduces sufficient perturbation into the learning Fig. 2 . B inocular orientation m aps obtain ed using n o n plastic lateral synaptic weights. E ach line in th e m ap b e longs to a cortical neuron. The line o rien tatio n d en o tes the direction of spatial frequency vector of th at sinus wave, which causes the m axim um response, and the line length denotes the extent of selectivity (for details see S tetter et al. 1994) . Note, th a t the vector direction is p e r pendicular to the optim al stim ulus orien tatio n , a vertical line thus corresponds to 0° preferen ce angle, w hereby angles are m easured clock-wise. Some vortices are m arked. process to suppress the overlapp maximization mechanism by strong fluctuations induced with in cremental learning modes. Note also that CBLmodels with subtractive constraints and theoreti cal input activity correlation functions always yield ± 1/2 vortices (Miller, 1994) . The reason for this behaviour might be, that a subtractive constraint does not stabilize the principal component, but traps the synapse functions at hard synaptic boundaries (Miller and MacKay, 1994) .
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The distribution of orientation preferences of the cortical neurons forming the orientation map shows some structure indicating an over-represen tation of certain orientations. Periodic boundary conditions could alleviate this asymmetry some what, though not completely. As both retinae see different random patterns corresponding to a van ishing contralateral correlation of input activities, the two monocular orientation maps and the cor responding binocular map are not congruent, but show the same characteristic structures. This is in accord with the fact that receptive fields of new born kittens are misaligned by as much as 30° (Pettigrew, 1974) . But it seems to be in dis agreem ent with recent findings of almost identical monocular orientation maps in young kittens raised according to the reverse suturing protocol (Gödecke and Bonhoeffer, 1996) . According to re cent results by Crair et al. (1998) this may be due to a delayed development of ipsilateral versus con tralateral afferents with the latter providing sort of a template orientation map. This feature has not been implemented in any learning model so far. It is further possible that the optical imaging tech nique used by Gödecke and Bonhoeffer does not possess a high enough spatial resolution which would allow the detection a m oderate receptive field misalignment of a cortical cell.
Most cortical neurons showed some eye prefer ence in the simulations even though CBL-models afford unstructered, hence pure ON or OFF re ceptive fields for ocular dominance to develop (Miller et al., 1989) . The distribution of eye prefer ences segregated into clustered domains with pure binocular neurons located at the domain bound aries. The resulting ocular dominance map ( Fig. 3(a) ) had a patchy appearance as found in cats. The ODI histogram peaks around ± 0.6, hence most neurons prefer input from one eye over the other. Most pinwheel vortices of the ori entation map were located at the borders of the ocular dominance domains, however, whereas op tical imaging studies of feature maps in adult mammals show vortices in the center of ocular do minance patches (Oberm ayer and Blasdel, 1993) . However, no corresponding investigations of new born animals yet exist. Furtherm ore the patterns of activity of the cortical neurons in response to these random visual stimuli formed well localized stripe-like blobs.
Plastic lateral synaptic weights
Next plastic lateral synaptic weights have been considered. At first the radius of excitatory lateral couplings has been chosen roughly three times shorter than the range of inhibitory interactions, i-e-(rLE -2-7, rLI = 8.0). The radii chosen corre spond to the center radius and the maximal range, respectively, of the fixed mexican-hat-like interac tion function discussed in the last section. All cou pling strengths have been initialized with random values according to a constant sum constraint X/. = 2/ thus balancing the total coupling strength of both types of interaction on any cortical neuron. Hebbian learning has been performed with the CS rule (equation (6)) applied to the intracortical cou plings and the Yuille rule (equation (5)) to the af ferent couplings.
The dynamics of the weak lateral interaction strengths did not interfere with the weight dy namics of the afferent couplings. Hence the latter again segregated into only slightly disturbed bi lobed receptive field profiles resulting in almost unaltered orientation tuning curves. When averaged over an ensemble of random stimulus patterns a mexican hat type lateral coupling struc ture resulted (Fig. 4) . Note, that the range of lat eral couplings never exceeded the range of a hyp ercolumn. Though specific long-range couplings connecting similarly tuned neurons in adjacent hypercolumns were not considered.
The orientation maps (Fig. 5 ) obtained do not differ much from those resulting from fixed mexican-hat-like lateral couplings except that the num ber of ± 1/2-vortices dom inated over few ± 1-vortices still observed occasionally in the simula tions. This seems in accord with the further degra dation of any high symmetry structures like pure bilobed receptive fields or rotationally invariant mexican-hat like lateral coupling structures. Again the distribution of orientation preference angles consistently showed some structure which, how ever, fluctuated due to the incessant presentation of random stimulus activity patterns. This struc ture certainly results from a too small map size in the simulations.
Clustered ocular dominance domains (Fig. 3(b) ) formed with smaller domain size than before yielding a larger num ber of boundary areas and a concomitant larger num ber of binocular neurons in the maps. Pinwheel vortices again were located at ocular dominance domain boundaries mostly.
Additional simulations have been performed with unbalanced total excitatory and inhibitory coupling strengths. The simulations showed no qualitative changes of the resulting structures but instead a reduced or enhanced rate of m aturation of the feature maps was observed in case of 1.E < 2 / and XE > 2., respectively.
In order not to bias a mexican hat type lateral interaction structure, simulations with equal excit atory and inhibitory lateral coupling radii (rl ErLi = 8.0) were performed, too. Thereby the inhibi tory synaptic weights must be adapted by an antiHebbian rule, otherwise rLE = ru in conjunction with HE = 2/ causes all formal synaptic weights v E, to vanish. When averaged over many input pat terns a decrease of synaptic weights with increas ing distance was observed. Lateral synaptic cou plings of the same kind formed diffuse clusters with most excitatory connections being concen trated to the immediate vicinity of the cell (Fig. 6) . Overall, however, the range of excitatory and in hibitory couplings remained largely unchanged. Considering the output activity distribution, no blob formation could be seen. Instead blob-like cortical activity patterns disassembled into tiny patches of high activity. Hence Hebbian learning could not enforce excitatory lateral couplings to concentrate to the center of the cell's coupling areas. On average, no mexican-hat-like coupling Fig. 6 . L ateral coupling structure of a cortical cell arising with plastic lateral interactions (rLE=rL/) and averaged over m any input patterns. structure thus appeared. Lateral interactions therefore did not act as an ordering force and highly distorted feature maps resulted with many pinwheel vortices and very small iso-orientation domains and ocular dominance patches.
Structured input patterns
These simulations intended to investigate a postnatal development of synaptic couplings driven by structured stimulus patterns. From a greyscale picture of size (256x256) pixels show ing a natural scene with thicket and foliage ( Fig. 7(a) ) smaller images matching the size of the input layers of the model network were ex tracted at random. Each stimulus pattern was presented to both input layers of the network to account for correlations resulting from fixation during binocular vision. A param eter Av was fur ther introduced to effect a horizontal shift of both input patterns between the two input layers. Av = 0 means maximal correlation of input activ ities at retinotopically corresponding sites within both input layers and Av > 0 takes account of the fact that the two eyes of mammals are not looking at exactly the same scene. In addition this param eter allows to simulate misalignment of both monocular receptive fields as occurs in case of strabismic vision.
With the param eters of the center-surround in put filters chosen as before segregation of ON/ OFF-afferents between rather than within cortical receptive fields occured. This result corroborates the finding that the principal component of natural images often corresponds to an unstructured re ceptive field (Liu and Shouval, 1994; Shouval and Liu, 1996; Hancock et al., 1992) signaling the pres ence of many low frequency structures of constant activity in the images.
Modifiable lateral couplings with inhibitory couplings being of longer range than excitatory couplings and a strong contralateral correlation of monocular stimuli resulted in complementary arrangem ents of monocular ON/OFF-patches. Hence, no orderly orientation maps emerged. Also no clear mexican hat type lateral coupling structure appeared even after averaging over many input patterns. The emergent averaged lat eral coupling profiles were elliptically deformed and did not resemble a mexican hat type struc ture (Fig. 8) . Realistic binocular orientation maps could be restored only with both types of lateral couplings being of equal range (rLE = rLI = 8.0). M onocular non-segregated as well as binocular bilobcd receptive field profiles developed. The related binocular orientation map exhibited ± 1/2 vortices exclusively, which, furtherm ore, oc curred in pairs of opposing polarity (Fig. 9) . The lateral connections were reciprocal and all self couplings were excitatory. The individual lateral coupling structures of any two cortical neurons were identical, if they were connected excitatorily, and were complementary, if they were con nected inhibitorily. Further these corresponding lateral coupling structures were shifted according to the different topographic locations of both cortical neurons. The elliptic fading out structure of the lateral synaptic weights corresponds di rectly with the central area of the two point correlation matrix of the contrast filtered input image patches (Fig. 7(b) ) averaged over the whole image. Therefore the coupling profile rep resents exactly the two point correlations of the input image used.
(a)
(b) Fig. 7 . S tru ctu red input image, (a) n atu ral scene input image, (b) two point co r relation m atrix of the contrast filtered input im age averaged over the whole image. Fig. 8 . L ateral coupling structure of the cortical cell at (24,16) in figure 9 obtained using plastic lateral in terac tions (rLE=ru ) and structured inp u t im ages and averaged over m any input patterns. The retinotopic p osi tion of a cell in the cortical m ap is given by a tupel (line, colum n), w hereby (0 ,0 ) denotes the u p p er left n eu ro n in a map. Fig. 9 . B inocular orientatio n map resulting with plastic lateral synaptic w eights (rLE=ru ) and structured input images.
Sequential combination o f random and struc tured input pattern phases
So far either random input patterns or natural image stimuli have been used exclusively. Now two phase simulations are described, which considered a transition from prenatal to postnatal activity-dependent developmental processes. The simulations started with random input patterns. After corre sponding structures have stabilized structured in put patterns (natural images) were presented. Plastic lateral synaptic weights were implemented with rLE -2.7, rL, = 8.0 and = Z7. During the postnatal developmental phase a horizontal shift Ax = 10 of both retinal images was employed.
Two phase simulations with natural image stim uli presented during postnatal development following a prenatal phase with random input pat terns showed most monocular receptive field structures to switch immediately to non-segregated profiles whereas binocular bilobed struc tures survived and self-organized into realistic ori entation maps with ± 1/2-vortices exclusively. Also average lateral coupling structures vE, resembled spatially oscillating mexican-hat like contours though less well defined than in case of random input patterns only. In summary most structures which evolved during prenatal development be came erased by structures emerging from postna tal developm ent driven by structured stimuli. This is certainly a consequence of the linearity of the learning model and the cortical activation function which prevents synaptic couplings from saturating during prenatal development. These results sug gest that non-linear models will be necessary to preserve structural features which formed during the prenatal phase and would then be refined and m odulated only during postnatal maturation.
Conclusions
We have investigated in this study the simulta neous and activity-dependent development of modifiable afferent and intracortical synaptic cou plings into receptive field structures and cortical feature maps within the realm of incremental Hebbian learning models. The latter differ from correlation-based H ebbian learning models in that real stimuli are presented to the input layer in stead of using theoretical ensemble averaged cor relation functions inserted into the learning rule as introduced by von der Malsburg (1973) and thoroughly studied by Miller (1990 Miller ( , 1994 and Stetter et al. (1994, 1995) . The model architecture was characterized by separate monocular ON/ OFF-pathways converging onto any binocular cor tical neuron. Random as well as natural image stimuli presented to both retinae have been con sidered to account for pre-and postnatal phases of development. Also varying degrees of contra-lateral correlations have been considered to model misalignment of monocular receptive fields and strabismus.
Correlation-based Hebbian learning of afferent weights with multiplicative constraints extracts the principal components of the input pattern. These eigenmodes represent the receptive fields of the corresponding neurons. Which principal mode re sults is solely determined by the ratio of the center radius of the input contrast filters to the arbor ra dius of the orientation filters. Due to the inherent rotational symmetry these eigenmodes are invari ant under rotation, too. A rotationally symmetric and spatially oscillating lateral coupling guiding the self-organization of these receptive fields into cortical maps then can only lead to orientation sin gularities with ± 1 vorticity because of overlap maximization of neighboring receptive fields.
Incremental Hebbian learning of afferent weights with real input patterns can introduce suf ficient fluctuations into the map formation process for ± 1/2 vortices to appear in case of fixed spa tially oscillating couplings. Modifiable lateral cou plings adjusted according to a Hebb-like rule with constant sum constraints further degraded any symmetry and introduced additional fluctuations into the weight dynamics to increase the num ber of ± 1/2 vortices even further. When averaged over an ensemble of random input patterns with rotationally invariant power spectra a mexican-hat like lateral coupling structure again developed if the range of excitatory couplings was chosen smaller than the range of inhibitory couplings and both couplings were randomly initialized. With natural images as stimulus patterns, the power spectra of which showed directions of prefered correlations, such a coupling structure could be obtained only if the range of excitatory and inhibi tory couplings were chosen equally wide from the beginning. The lateral coupling structure then re flected the two-point statistics of the input image, hence showed some elliptic fading out in agreem ent with the non-rotationally symmetric power spectrum. The additional degradation of any inherent symmetry lead to ± 1/2 vortices ex clusively which furtherm ore occured in pairs mostly.
In summary, incremental Hebbian learning with multiplicative constraints can lead to realistic ori entation maps with correct pinwheel vorticities whereas correlation-based Hebbian learning can not. Also, ensemble averaged, mexican-hat like lateral coupling structures result from both ran dom as well as natural image visual stimuli. C orti cal activity distributions thereby play a decisive role. Distinctive activity blobs must form for the excitatory lateral couplings to shrink to the center of any cortical neurons lateral coupling field -a necessary prerequisite for any spatially oscillating lateral coupling structure to emerge.
Though, in contrast to CBL-models, ocular do minance patches developed simultaneously to the formation of orientation maps, a major deficiency of the model stems from the fact, that regions of high feature variation are strongly correlated lo cally in both maps. Hence orientation vortices are mostly located at the borders of ocular dominance patches in obvious contradiction to experimental feature maps obtained with optical imaging tech niques. It is currently not obvious how to remedy this deficiency. 
