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1. INTRODUCTION 
Curtis [3] has considered the following problem. For each positive integer 
n, let E, be a finite subset of the closed interval [-1, 1) containing at least n 
points. For each real-valued continuous function x on [- 1, 11, let P,(x) 
denote the unique polynomial of degree at most n - 1 which best approx- 
imates x uniformly over the set E,. Letting ]]x]j = sup{]x(t)/ I-1 <t < l}, 
Curtis’s main theorem states that the following two conditions are 
equivalent: 
(1) (Ix - P,(x)11 + 0 for each x continuous on [- 1, 11; 
(2) There exists a constant K such that, for each n = 1,2,..., if p is 
polynomial of degree at most n - 1 and [p(t)/ < 1 for all t E E,, then 
IIPIIGK- 
A classical result of Faber [6] states that if each E, contains exactly n 
points, then (1) fails for some x. Curtis [3; Theorem l] shows that (1) also 
fails if each E, contains at most n + 1 points. On the other hand, a result of 
Bernstein [ 1; pp. 55-571 states that if I > 1 is fixed and m, > An for every n, 
then a sequence (E,) of subsets of [-1, 11, with E, containing m, points, can 
be chosen so that (2) is satisfied. 
It is the purpose of this note to present a generalization of Curtis’s 
theorem to an arbitrary Banach space setting (Theorem 2.5). It is interesting 
to note that this theorem is a type of “uniform boundedness” principle, 
except that is applies to a certain sequence of (generally nonlinear) metric 
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projections. One consequence of this result is the Erdos-Turin Theorem [5] 
which states that a certain sequence of interpolating polynomials to a given 
continuous function on [0, I] converges, in the &-norm, to the function 
(Example 2.9). In Section 3, a variant of Theorem 2.5 is established 
(Theorem 3.1). This theorem is also related to one of Kripke [7] which states 
that to find a best approximation from a finite dimensional subspace of a 
normed linear space X to a given element in X, it is possible to replace this 
by the (often easier) problem of finding best approximations relative to a 
sequence of seminorms ]] .]lk on X with I/. Ilk -+ ]] e /I. Several examples are 
given to show that the hypotheses in Theorem 3.1 cannot be dropped. 
2. A CONVERGENCE THEOREM 
In this section, unless otherwise stated, we assume the following 
hypotheses : 
(i) X is a normed linear space; 
(4 CM,) is an increasing sequence of finite dimensional subspaces of x 
; 
(iii) (r,) is a sequence of finite dimensional subspaces of the dual 
space X*; 
(iv) for each positive integer n, a seminorm on X is defined by 
II4 = suPllf(4 I f E r-n, llfll G 11; 
(VI each M, is ]I. I],-Chebyshev, i.e., for each x E X there is a unique 
point P,(x) E M,, such that 
lb - Wdl. = 4(x) = Wlx - AIn I Y E M,b 
The mapping x w P,(x) is called the metric projection onto M, relative to 
the seminorm ]I . ]ln. It is easy to verify that P, is homogeneous, additive 
modulo M,,, and idempotent (i.e., P,(ax) = aP,(x), P,(x + y) = P,(x) + y 
for all xEX, yEM,, and Pi = P,), but P, is not linear in general. The 
norm of P, is defined by 
lIPnIl = ~uP~llpn(x)ll I x E x9 llxll -G 11. 
By the homogeneity of P,, it follows that IIP,(x)ll < llPnll I(xJ( for every x. 
2.1. LEMMA. The seminorm \I . \ln is actually a norm on M,. That is, 
yEM,andllylln=O impliesy=O. 
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Proof. Suppose 1) y JJ,, = 0 for some y E M,. Then 
llx - P,(x) + YII” G l/x -Pn(x)ll, + IIYlln = lb - cl(x>lln~ 
By uniqueness of best approximations, P,(x) + y = P,(x), i.e., y = 0. fl 
The next lemma is another way of stating that each mapping P, is an 
“open mapping” with the same “openness constant” (viz. 2). 
2.2. LEMMA. For each positive integer II and each y E M, with 1) y ]I,, < 1, 
there exists an x E X with ljxlj < 2 and P,,(x) = y. 
Proof. Given y E M, with /I y I/,, < 1, define G = G, on r, by 
G(f) = J-(Y) (f E r/J* 
Then G is linear and 
sup I WI = ;F$ If(~)l = Ilyll, G 1. 
rcr, 
lIfll= ’ llfll =“I 
Thus G E c and I/ G(I < 1. By the Hahn-Banach theorem G has a norm- 
preserving extension (also denoted by G) in X**. Since r,, is finite dimen- 
sional, Helly’s theorem (see, e.g., [4; pp. 86,871) implies that there is an 
x E X with f(x) = G(f) for f~ r,, , and JJx 1) < )I G 1) + 1 < 2. Hence 
f(x - Y> = f(x) -f(y) = G(f) - G(f) = 0 
for all f E r,. Thus I/x - yll,, = 0 and hence y = P,(x). 1 
From Lemma 2.1 and the fact that all norms on a finite dimensional space 
are equivalent, it follows that there is a constant K, such that 
IIYII GK, Il~lln (Y E MJ 
The next result gives a condition equivalent o when a single constant works 
for every n. 
2.3. LEMMA. The following statements are equivalent. 
(1) There is a constant K such that, for every n, IIyII < K Ilyll, 
(YE MA 
(2) There is a constant K such that, for every n, y E M,, and (( y (In < 1 
implies /I y II< K; 
(3) supn ll,~,/I < co. 
Proof: The equivalence of (1) and (2) is obvious. 
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(1) * (3). Assuming condition (l), we have 
If l/xl/ ,< 1, then 
IIw3lln G IIP”(X) - XII, + IIXII” G 2 IIXII” < 2 llxll < 2. 
So lIPnIl < 2K. Thus (3) holds. 
(3) * (2). Let K = 2 sup,, l/P,, (1, y E M,, and I( J& < 1. By Lemma 2.2, 
there exists x E X with P,(x) = y and llxll < 2. Thus 
II YII = IIJ’&>ll < ll~nll xll G K. 1 
2.4. LEMMA. Consider the following statements. 
(1) sup, llP”II < co; 
(2) supn IIP,(x)ll < co for every x E X; 
(3) lim, IIx - P,(x)]1 = 0 for every x E X. 
Then (1) z- (2) and (3) =F (2). 
Suppose, moreover, that Uy M, is dense in X. Then (1) * (3) and iJ; in 
addition, X is complete, (2) z- (1). In particular, if u;” M, is dense and X is 
complete, then all three statements are equivalent. 
Proof. The implications (1) * (2) and (3) * (2) are trivial. 
For the remainder of the proof, we assume that uy M, is dense in X. 
(1) S- (3). Let K = sup, )lP,,II, x E X, and E > 0. Choose y E U;” M, 
so that /Ix - y/l < E( 1 + K)-‘. Then y E M, for n sufficiently large so, for 
such n, using the additivity module M, of P,,, 
IIX - P&)ll G IIX - Yll + II Y - P”(X)ll 
= IIX - Yll + IIPn(Y -XIII 
<e(l+K)-‘+Ke(l +K)-‘=E. 
That is, (3) holds. 
Now assume also that X is complete. 
(2)=~- (1). If (2) holds, define 
X, = I.x E XI S;P IIP,(4ll< k1. 
Clearly, X = U 7 X,. By the standard compactness argument hat shows that 
the (usual) metric projection onto a finite dimensional Chebyshev subspace 
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is continuous, one can verify that P, is (1. )I to 1). I/,, continuous, and hence 
(using Lemma 2.1 and the equivalence of norms on M,), P, is II.// to 11. )I
continuous. From this fact it follows that X, is closed. By the Baire Category 
Theorem, there is an integer k,, an x,, E XkO, and E > 0 so that the ball 
B(x,,&)={XEXIIlx-X,II<E} 
is contained in XkO. By the denseness of UF M,, we may assume that 
x0 E MN for some N. We have 
sup llp,(v)ll~ k, (Y E ml Y E)). n 
Thus if n > N and y E B(x,, E), then x,, E M, n Xk, so x,, = P,(x,,) and 
IIPn(r - XcJll = IIP.(Y) -xoll G IIP”(Y>ll + llxoll -G %I. 
Henceforn>NandzEXwithllz~l<s,y=z+~~EB(x~,e)so 
II P,(zIl = II PAY - xdll G 2kl. 
It follows by homogeneity of P, that 
llPn@>ll < % for all u E B(0, 1). 
Thus llP,,ll< 2k,/e for n > N implies sup, (I P, 11 < 00. I 
Remark. Note that the equivalence of (1) and (2) is a “uniform boun- 
dedness” principle for the (generally nonlinear) operators P,. 
Combining Lemmas 2.3 and 2.4 we immediately obtain the main result. 
2.5. THEOREM. Let X be a Banach space and suppose UF M, is dense 
in X. Then the following statements are equivalent. 
(1) There exists a constant K such that, for each n, y E M, and 
II YIL < 1 imply IIYII <K; 
(2) There exists a constant K such that, for each n and each y E M,, 
IIYII ~KIIYII.; 
(3) supn 11 P,(x)11 < 00 for every x E X; 
(4) sup, IIP, II < aJ; 
(5) lim, J/x - P,(x)11 = 0 for every x E X. 
For the following result, let T be a locally compact Hausdorff space and 
let C,(T) denote the linear space of all real-valued continuous functions x on 
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T “vanishing at infinity,” i.e., (t E T 1 Ix(t)1 > E} is compact for each E > 0. 
With the norm IIx(J = sup{Ix(t)J 1 f E T}, C,,(T) is a Banach space. If T is 
actually compact, then C,(T) reduces to the space of all real-valued 
continuous functions on T, and is also denoted by C( 7’). Let (M,)~= i be an 
increasing sequence of finite dimensional Haar subspaces of C,(T) whose 
union lJ;” M, is dense in C,(T). (Recall that an n dimensional subspace M 
of C,,(T) is called a Haar subspace iff each nonzero element of A4 has at 
most n - 1 zeros. Furthermore, a finite dimensional subspace of C,(T) is a 
Haar subspace iff it is a Chebyshev subspace.) For each integer n, let E, be 
a finite subset of T which contains at least dim M, points. For each n we 
define a seminorm on C,(T) by 
IlXlln = suP{l4Ql I t E E,b 
For a given x E C,(T), let P,(x) denote the unique element of M, which is 
closest to x relative to the seminorm 1). II,,: 
l/x - Ux>lL = Wlx - YII, I Y E &I- 
(This makes sense since M, IE, is a Haar subspace in C,(T) IE, = C(E,).) 
2.6. COROLLARY. The following statements are equivalent. 
(1) There is a constant K such that, for each n, y E 44, and / y(t)1 < 1 
for all t E E, implies II y II <K; 
(2) supn lIPnIl < 0; 
(3) supn \lP,(x)jl < co for each x E C,(T); 
(4) lim, IJx - P,(x)11 = 0 for each x E C,(T). 
Proof. We will exhibit a sequence of finite dimensional subspaces r,, of 
the dual space C,(T)* such that for each n and each x E C,(T), 
suP{lx@I I t E 41 = SUPIlf (x>l I f E r,, Ilf II Q 11, 
i.e., llxll,, = sup{lf (x)1 If E r,, II f 1) < 1 }. Having done this, the result is then 
an immediate consequence of Theorem 2.5. Let 
r,= Span{& tEEnI, 
where 6, denotes the functional “evaluation at t.” For each x E C,(T), one 
has 
/ C aiStl(X> 1 <C IQil Ix(ti)l <C Iail IIxIIn <C Iail IIxII* (2’6.1) 
t;EE, 
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On the other hand, by Urysohn’s lemma we can choose x E C,(T) with 
(Ix]] < 1 and x(ti) = sgn ai for all ti E E,. Thus 
1 !,z aix(ti> 1 =C Iail* (2.6.2) 
” 
Using relations (2.6.1) and (2.6.2), we get that ]]CIiGE, ai81i]( = 2 ]cQ(, and 
suPtf(x)l I f E r,, llfll G 11 
< s”P~lx(ti)l I ti E EnI 
Thus 
= suPtf(x)l If E rll, Ml G 1 I- 
~uPU-@)I If E~n,llfll G 11 =sWlx(O I tEE,b 1 
2.7. Remarks. (1) If M, is an n dimensional Haar subspace in C[a, 61 
and E, is a subset of [a, 61 consisting of IZ points (resp. n + 1 points), then 
P,(x) is the unique element in M, interpolating x on E, (resp. M, is a hyper- 
plane in C(E,)). In either case, P, is linear. By a result of Kharshiladze and 
Lozinski (cf., e.g., [2; p. 2141) condition (2) of Corollary 2.6 fails. Thus 
condition (4) also fails. This last remark yields an alternate proof to a result 
of Curtis [3; Theorem l] (who stated it in the particular case when T= 
[-1, l] and M,,= n,-, is the space of polynomials of degree at most 
n- 1). 
(2) In the particular case when T= [-1, l] and M, = I-I,-,, Curtis 
proved the equivalence of conditions (1) and (4) in Corollary 2.6 [3; 
Theorem 21. 
We next give two “indirect” applications of Theorem 2.5. These 
applications are indirect because the seminorms are not defined by finite 
dimensional subspaces r,, of the dual space; however, since the validity of 
Lemma 2.2 and the inequality (Ix]],, < (I x can be readily verified, Lemma 2.3 ]] 
and hence Theorem 2.5 are applicable. 
2.8. EXAMPLE. Let X = C[O, 11 and M, = l-I,- I (n = 2,3 ,... ). For every 
integer n > 2, let p = p(n) be the smallest even integer such that for every 
Y E wl\Pl~ 
II YIl,/II Yll > 1 - wb (2.8.1) 
640/32/4-3 
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where IIYllp = [JA IYWIP dtl ‘lp. Set m = m(n) = f [(n - 1)~ + 21. For every 
x E X, define 
llXlln = [ 2 aimxp(lim)]l’p~ (2.8.2) 
i=l 
where {t,,, t,, ,..., tmm} are the roots of the mth orthogonal polynomial on 
[0, l] and the ai, (i = 1,2 ,..., m) are the Gaussian integration coefficients. 
For any y E M,, we have 
IIYllp=IIYlln (2.8.3) 
since (2.8.2) is an exact integration formula for all polynomials of degree 
2m - 1 (>(n - 1)~). Since a,, > 0 and Cy!i ai,,, = 1, it follows that 
ll4l” G IIXII~ x E x. (2.8.4) 
Given any yE M, with /I y]ln < 1, it follows from (2.8.1) and (2.8.3) that 
I] y]] < 2 ]I y]ln < 2. Thus Lemma 2.2 holds with x = y. Using this and (2.8.4), 
it follows that Lemma 2.3 is valid. As mentioned in the preceding paragraph, 
Theorem 2.5 is now applicable. Thus we conclude: if P,(x) denotes the best 
approximation to x from M, (relative to the seminorm /) . ]I,), then 
lim ]I x - P,(x)]] = 0, x E x. “da, 
2.9. EXAMPLE. Fix any even integer p. Let X denote the set of all real- 
valued continuous functions x on [O, 1 ] with the norm ]]x]],, where IIx (Ip, 
M,, and ]]x]ln are defined as in Example 2.8. (Note that X is not complete.) 
However, by an argument similar to that in 2.8 (where here (2.8.1) is 
replaced by II Y IMI Y Ilp = 1, Y E K> we have that Lemmas 2.2, 2.3, and 2.4 
are valid. Since lJzzp=, M, is dense in X, Lemmas 2.3 and 2.4 implies that 
lim, (lx - P,(x)]] = 0 for all x E X, i.e., 
!‘:“, Jo1 Ix(t) - (~,xN)lP dt = O* (2.9.1) 
In the particular case when p = 2, it follows that m = n, P,(x) is the 
polynomial of degree n - 1 which interpolates to x at the points 
t,“, t2n,“‘, I,,, and the Erdos-Turin Theorem IS] results (see also 
[2; p. 1371). 
3. A VARIANT OF THEOREM 2.5 
In this section we will consider the case when (J$‘=, M, is not dense in X, 
i.e., M = m is a proper closed subspace of X. We will prove a variant of 
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Theorem 2.5. Then, by means of examples, we will show that each of the 
hypotheses is essential. 
3.1. THEOREM. Let X be a Banach space and let M,, 1). (In, and P, be 
defined as in Section 2. Suppose that, for every x E X, there is a subsequence 
(nk} of the natural numbers with 
(9 lim,,, IlxII”k= ll4l~ XE x; 
(ii) there exists xoEM=U~=,M, such that 
lim,+, lb0 - p,k(41nk =0. 
Then /Ix - x0 I( = d(x, M). 
Suppose, in addition, 
(iii) one of the statements of Lemma 2.3 holds. 
Then lim,+, II x,, - P,,(x>ll = 0 and lim,,, )I x - P,,(x>ll = d(x, M). 
Proof Let y E M. Then 
IIX - Yll > Ilx - YIL, 2 /lx - pnK(411nk> /Ix- %/Ink - II% -c&K,. 
Passing to the limit as k -+ co and using (i) and (ii), we get (lx - yll> 
(Ix -x0 (I. Thus x0 is a best approximation to x from M, i.e., J(x - x,,(I = 
4x, W. 
Assume, in addition, (iii). Hence there exists a constant K such that, for 
every n and every y E M,, I( y JI < K II y I(,, . Hence 
II x0 - P&)ll G II 43 - pnpo)ll + II Pn,(%> - P&l 
G 11x0 - P&o>ll + K lIP&o) - J’nk(-4tk 
,< II+ - P&o)ll + KW&,) - xollnK + 11x0 - P,,(xIl,,l 
G (1 + 9 11% - Kk(xo)Il + K Ilxo - P&ll,,~ 
BY (ii), llxo - P,,Wll,, -+ 0. By Lemma 2.3, sup,, IlPJ < co and hence, 
applying Lemma 2.4 to M instead of X, we deduce that 1)x,, - P,,(x,,)ll + 0. 
Thus /Ix,, - P,,(x)ll + 0. Finally, 
4x, W C lb -P,,Wll < Ilx - xoll + Ilxo -P&l 
= d(x, W + II+, - f’,,(x)ll -, 4x, M) 
implies [Ix - P,,(x)11 + d(x, M). I 
3.2. COROLLARY. Suppose that conditions (i), (ii), and (iii) of 
Theorem 3.1 hold. Then, for each x E X, some subsequence of the sequence 
(P,(x)} converges (in the norm ofX) to a best approximation to x from h4. 
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Kripke [ 7 ] has shown that if X is a j?nite dimensional normed linear 
space, M, is a subspace of X, M,, = M, (n = 1, 2,...), and ]] a I],, is a seminorm 
on M,, then condition (i) alone implies the conclusions of Theorem 3.1. 
In contrast to this, it is shown in the following examples that nolze of the 
conditions (i), (ii), or (iii) can be dispensed with in general. 
3.3. EXAMPLE. Fix a positive integer N, let X = nN (Ethe polynomials 
of degree at most N), and M, = nN-i (n = 1,2 ,... ). Thus A4 = mM,= 
RN-, . Let E be a finite subset of [0, l] such that, for every x E X, 
llxll = suP{lwl It E [Q 111 G 2 III4ll7 
where ]]]x]]] = sup{]x(t)] ] t E E}. Set ]]x]ln = ]]]x]]] for every n. Given x E X 
with 0 ,< x < 1, JJxJI = 1, and x JE = 0, it follows that P,(x) = 0 for all n. Let 
x0 be the best approximation to x from A4 over E: 
IIX--olln= $ II-Ylln* 
Thus x0 = 0 and 11 x,, -P,,(x)// = 0 = JJxO -P,(x)]l, for all n. But 
l)x-xoll= 1 >Qd(x,M) 
since the constant function y = 4 in M,, satisfies ((x - y/l = 4. Thus the 
conclusion of Theorem 3.1 fails although conditions (ii) and (iii) hold. 
3.4. EXAMPLE. Let 
X={x+orh]xEC[-l,l],--co<a<oo], 
where h(t) = 1 if 0 < t < 1 and h(t) = 0 if -1 < t < 0. Endow X with the 
supremum norm. Let E = {ti ( i= 1,2,...} be a dense sequence in [-I, I] with 
t, = -1, t, = 0, and t, = 1. For each n > 3, define 
E, = {ti I i = 1, 2 ,..., n) = {tj”’ ] i = 1, 2 ,..., n}, 
where the ti”’ are ordered: cy) < t:“’ < . . . < t’,“‘. Let M, be the IZ dimensional 
subspace of X consisting of those functions which are linear in each of the 
intervals [tin), tjT)l] (i = 1, 2 ,..., n - 1) and continuous on I-1, 11. Clearly, 
U;” M, is not dense in X. Define the seminorm (Ix/(,, = sup{ Ix(t)/ ( t E E, 1. 
For any x E X, the piecewise linear function y E M, which agrees with x on 
E, satisfies 1)x - y/J, = 0. Thus P,(x)(t) =x(t) for all t E E,. For the 
function h, ]I h - p,(h)]1 = 1 for every n while d(h, M) = i. Hence the 
conclusion of Theorem 3.1 fails although conditions (i) and (iii) hold. 
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3.5. EXAMPLE. Let X= C[-I, 11, M,,=n,-, (n= 1, 2 ,... ), and let E = 
(ti I i= 1, 2,...} b e a dense sequence in [- 1, 11. Define E, = {ti 1 i = 1,2 ,..., n} 
and /Ix/J, = sup{lx(t)l I t E E,} (n = 1, 2,...). Clearly, M, is 11. (I,,-Chebyshev. 
In fact, P,(x) E M, interpolates to x on E,. Since M = Uy 174, = C[O, 11, we 
have x0 = x for every x E X. By the result of Faber mentioned in the 
Introduction, the conclusion of Theorem 3.1 fails for some x. However, 
conditions (i) and (ii) hold. 
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