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Resumen
En este trabajo se desarrolla la optimización de forma de un cuerpo suspen-
dido y sometido a fuerzas de cuerpo. La geometría del cuerpo es modelada 
con curvas paramétricas B-Spline. Dicha optimización se logra por medio de 
la modificación del contorno de la geometría con base en el nivel de esfuerzo 
calculado usando Análisis por Elementos Finitos. Reglas evolutivas clásicas 
son empleadas en el proceso de optimización; sin embargo, el método para 
realizar la modificación del contorno de la geometría no es ni clásico ni tri-
vial. A diferencia de la mayoría de los métodos de optimización de forma, 
que utilizan sólo la información de los puntos del contorno aisladamente, en 
este trabajo se aplica un método que toma en cuenta la información de los 
puntos del contorno y su vecindad.
Abstract
This paper develops the shape optimization of a body, which is hanged and subjected 
to body forces. The geometry of the body is modeled using parametric curves B-
Spline. The shape optimization is carried out modifying the boundary of the body 
based on the stress level calculated via Finite Element Analysis (FEA). Traditional 
evolutive rules are used for the optimization process; however, the method of bound-
ary modification in the optimization process is neither traditional nor trivial. Unlike 
most shape optimization methods, which only use the information of boundary 
points in a isolated way, in this approach the geometry boundary is modified consid-
ering both points and neighborhood information.
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Introducción
Los métodos de optimización pueden agruparse en 
dos tipos: métodos basados en el gradiente y métodos 
heurísticos. Los primeros implican que los problemas 
a resolver están representados por funciones conti-
nuas de las que es necesario calcular sus derivadas 
para obtener sus mínimos (máximos). Por otra parte, 
los métodos heurísticos no requieren derivadas ni fun-
ciones continuas, en lugar de ello, aplican iterativa-
mente búsquedas seudoaleatorias, regidas por algunas 
reglas para obtener soluciones cercanas a la óptima.
Gracias al impresionante desarrollo de los equipos 
de cómputo, ahora es posible utilizar poderosos méto-
dos numéricos, como el método de los elementos finitos 
(FEM) y el método de los elementos frontera (BEM), en la 
creación de algoritmos eficientes aplicados a la optimi-
zación estructural, cuya meta es obtener las mejores so-
luciones para problemas estructurales.
Uno de los problemas más interesantes en la optimi-
zación estructural es la optimización de forma. La pre-
gunta fundamental en estos problemas es ¿cuál es la 
forma que debe tener una estructura bajo ciertas condi-
ciones de operación para considerarse óptima? Para 
responder esta pregunta lo primero que se debe contes-
tar es: ¿cuáles son las variables de diseño de las que de-
pende la geometría de una estructura? 
Pueden identificarse dos tipos de métodos en este 
sentido. En primer lugar aquellos que utilizan los ele-
mentos de una malla de elementos finitos como parte del 
conjunto de variables de diseño y en segundo lugar, los 
métodos que toman a los nodos en una malla (ya sea de 
elementos finitos o elementos frontera) como parte de las 
variables de diseño. Al primer conjunto pertenecen los 
métodos como ESO (Evolutionary Structural Optimization, 
Xie y Steven, 1997) en el que la optimización de la forma 
de una estructura se genera quitando material, es decir, 
quitando elementos en la periferia de la malla.
Por otra parte, métodos como los propuestos por 
Mattheck (1990, 1998, 2006), Ramm et al. (1998), Maute 
and Ramm (1995), Sethian y Wiegmann (2000), Cerrola-
za et al. (2000),  Annicchiarico y Cerrolaza (2001), Cerve-
ra y Trevelyan (2005a y 2005b), entre otros, pertenecen 
al segundo grupo en los que la frontera se modifica a 
partir de las características de los nodos en el contorno 
de la estructura. Una característica de este tipo es el re-
sultado de aplicar una acción externa (sistema de fuer-
zas) sobre la estructura, es decir, esfuerzos, deforma- 
ciones, energía interna, etcétera.
La esencia que distingue a cada uno de los métodos 
no se encuentra en las reglas que siguen para evaluar la 
geometría de una estructura, sino en la forma en que la 
modifican. Aunque  en  apariencia  todos  actúan  de  la 
misma manera, es decir, aplicando gradual e iterativa-
mente pequeños cambios en el contorno de la estructu-
ra, en realidad no son iguales.
El método de optimización utilizado en este trabajo 
para optimizar la forma del cuerpo suspendido (Veláz-
quez, 2009; Velázquez y Santillán, 2012) actúa de manera 
similar a como lo hacen Mattheck, Cervera, Annicchiari-
co, entre otros. La frontera se desplaza en cada iteración 
con base en el nivel de esfuerzos existente en los nodos 
sobre ella. Guarda una similitud importante con lo pro-
puesto por Cervera, en cuanto a que emplea las propie-
dades del modelado paramétrico para generar con- 
tornos suaves y evitar la aparición de concentradores de 
esfuerzo.
La diferencia fundamental se encuentra en el cálcu-
lo de los desplazamientos necesarios para cambiar el 
contorno de una estructura. La dirección de los despla-
zamientos de cada nodo sobre la frontera se calcula con 
base en la información de toda la vecindad en lugar de 
hacerlo con la información particular de cada uno de 
ellos. La información de la vecindad está dada por los 
valores de las funciones de interpolación con las que se 
modela la frontera; dichos valores son una medida de la 
influencia de los puntos de control en la posición de los 
nodos. El resultado es que, en lugar de generar despla-
zamientos perpendiculares al contorno, se producen 
desplazamientos cuya dirección considera la informa-
ción de la vecindad en lugar de sólo la de un nodo en 
particular. En el siguiente apartado se describe el méto-
do propuesto por Velázquez.
Modelado paramétrico: curvas B-Spline
El cambio de posición de los nodos en una curva para-
métrica B-Spline se realiza de manera indirecta al mo-
ver  los  puntos  de  control  que  definen  dicha  curva 
(figura 1). Lo anterior se hace patente si revisamos la 
definición de las curvas B-Spline.
Sean P1, P2, ... , Pm puntos de control de un polígono 
y u1, u2, ... , um valores de un parámetro u, con los cuales 
se pueden definir los m - 1 segmentos [ui, ui+1], donde   
i = 1, 2, ... , m - 1. Entonces, la curva B-Spline contenida 
por el polígono de los puntos de control y constituida 
por m - 1 polinomios de grado p se define como:
C(u) =         Ni, p(u)Pi      (1)
De esta definición se observa que realizar un cambio en 
los puntos de control genera que toda una región de la 
curva sufra modificaciones. Ahora bien, si dichas modi-
ficaciones están regidas por alguna característica medi-
1
m
i= ∑25
Velázquez-Villegas F. y Santillán-Gutiérrez S.D.
Ingeniería Investigación y Tecnología, volumen XIV (número1), enero-marzo 2013: 23-35 ISSN 1405-7743 FI-UNAM
da sobre los nodos de la curva, entonces los cambios en 
los puntos de control deben tomar en cuenta los cam-
bios necesarios en cada uno de los nodos que estén bajo 
su influencia.
Método
El método de optimización de forma utilizado en este 
trabajo suspendido (Velázquez, 2009; Velázquez y San-
tillán, 2012), se agrupa en el conjunto de métodos basa-
dos en estrategias evolutivas, debido a que emplea 
reglas basadas en parámetros que cambian gradual y 
lentamente (evolucionan) (Querin, 1997; Steven y Xie, 
1993). La manera como cambian dichos parámetros 
permite que la geometría de una estructura se adapte 
satisfactoriamente a los requerimientos que imponen 
las condiciones de carga y restricciones aplicadas den-
tro de un proceso que se hace más exigente con el paso 
del tiempo. De esta manera, el proceso de optimización 
genera geometrías que se adecuan paulatinamente a las 
condiciones, hasta el punto en que no hay cambio posi-
ble que genere un mejor resultado. El modelado con 
curvas paramétricas produce contornos suaves a la geo-
metría de los modelos, lo cual se traduce en evitar, en la 
medida de lo posible, la aparición de aristas con cam-
bios bruscos de dirección que puedan actuar como con-
centradores de esfuerzo o aristas rugosas no deseables. 
A continuación se describe el algoritmo desarrollado 
para el método propuesto.
1.  La geometría del modelo se define con curvas B-
Spline y se indican las restricciones y los casos de 
carga aplicados al modelo.
2.  Se calcula el esfuerzo de von Mises en los nodos por 
medio de FEA.
3.  Se modifica la frontera de la geometría con base en 
un proceso de remoción o adición de material basa-
da en el nivel de esfuerzo de los nodos en la fronte-
ra. La remoción se lleva a cabo en los nodos de bajo 
nivel de esfuerzo, aplicando vectores de desplaza-
miento en dirección interior sobre los puntos de 
control asociados a dichos nodos. Por otra parte, la 
adición de material se aplica a aquellos nodos cuyo 
nivel de esfuerzo sea alto o el esfuerzo de von Mises 
sea mayor al esfuerzo de cedencia del material. En 
este caso, la dirección del desplazamiento de los 
puntos de control es exterior.
4.  Los pasos 2 y 3 se repiten hasta que no sea posible 
mejorar el modelo.
Los pasos en la descripción del algoritmo son sencillos 
de entender; sin embargo, la forma como se modifica la 
frontera, es decir el paso 3, requiere de especial aten-
ción, debido a que el cálculo de los vectores de despla-
zamiento  generados  para  dicha  modificación  no  es 
trivial.
Modificación de la frontera
La optimización de la geometría del cuerpo se realiza a 
través de cambios graduales en la frontera del mismo. 
Los cambios en la geometría emulan un proceso de re-
moción o adición de material en la frontera del modelo. 
Mientras que en métodos como ESO, esta remoción o 
adición de material se lleva a cabo agregando o retiran-
do fragmentos de la geometría, lo que genera fronteras 
escalonadas y rugosas. 
El método propuesto por el autor se realiza aplican-
do desplazamientos pequeños sobre los nodos que de-
finen la frontera y que muestran un nivel de esfuerzo 
identificado como bajo o alto.
Regiones modificables
Para modelos sometidos a un solo caso de carga, una 
región modificable (o ineficiente) será aquella que esté 
compuesta por nodos que cumplan con alguna de las 
siguientes inecuaciones:
Figura	1.	Cambio	de	forma	al	desplazar	
un	punto	de	control	en	una	curva	
B-Spline.	Imagen	tomada	de	Shene	
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σi ≤ TR * σr      (2)
σi ≥ TA * σr     ó     σi ≤ σy      (3)
donde 
σi   es el esfuerzo de von Mises del i-ésimo nodo,
σr  es un esfuerzo de referencia, por ejemplo el esfuerzo 
máximo de la estructura,
σy es el esfuerzo de cedencia del material,
TR y TA  son las tasas de remoción y adición de mate-
rial, respectivamente, también se conocen como pa-
rámetros de evolución. 
Así, aquellos nodos que satisfagan la inecuación (2) son 
candidatos a ser modificados emulando remoción de 
material, mientras que los que cumplan la desigualdad 
(3) emulan adición. Dicho de otra forma, (2) identifica 
regiones sub-esforzadas de la frontera y (3) identifica 
regiones sobre-esforzadas.
Los valores de TR y TA pertenecen al intervalo de 
0.0 a 1.0, donde TR < TA, cuya función es definir límites 
temporales en el nivel de esfuerzo para cada iteración 
en el proceso de optimización. Estos valores se actuali-
zan cada vez que se alcanza un estado permanente en el 
proceso, es decir, aquel para el cual no es posible mejo-
rar el modelo (remover o adicionar material) emplean-
do los valores actuales de TR y TA. Así, la actualización 
de los parámetros se lleva a cabo de acuerdo con:
TRj+1 = TRj + TER      (4)
TAj+1 = TAj - TEA      (5)
donde TER y TEA son las tasas evolutivas de remoción 
y adición, respectivamente y j indica el j-ésimo estado 
permanente. 
En este trabajo, después de hacer pruebas con dife-
rentes valores de los parámetros se establecieron los si-
guientes valores: TR ≈ 0.01   0.1, TA ≈ 0.9  0.99,   
TER ≈ 0.01, TEA ≈ 0.0  0.001.
Para problemas en los que existen múltiples casos 
de carga, las regiones ineficientes deben determinarse 
comparando el efecto de cada uno de los niveles de es-
fuerzos obtenidos para cada caso de carga. De esta for-
ma, un nodo será candidato a remoción si lo es para 
todos los casos de carga, mientras que será candidato a 
adición si lo es al menos para uno de los casos. A esta 
manera de considerar los nodos de remoción y adición 
se le puede englobar en un algoritmo de lógica AND/
OR (Li et al., 1999)
Tomando en cuenta lo anterior, las inecuaciones (2) 
y (3) cambian de la siguiente forma: si N es el número 
de casos de carga aplicados en el modelo, para cada 
nodo i se verifican las siguientes expresiones, donde j 
representa al caso de carga j-ésimo:
σi,j ≤ TR * σr,j     ∀ j ∈ [1, N]  (6)
       
 j ∋ (σ i,j ≥ TA * σ r,j)      (7)
Si para el nodo i se cumple (6), dicho nodo se somete a 
remoción (lógica AND); si se satisface (7) entonces el 
nodo sufrirá adición de material (lógica OR).
Modificación de los puntos en la frontera
La optimización del modelo o estructura se lleva a cabo 
por medio de la modificación de su contorno. Ésta se 
realiza cambiando indirectamente la posición de los 
nodos de las curvas B-Spline desplazando los puntos 
de control Pi que las definen.
En general, los diferentes métodos de optimización 
estructural que trabajan con base en movimientos de la 
frontera, lo hacen aplicando desplazamientos en direc-
ción perpendicular a la frontera sobre los nodos de la 
misma (Annicchiarico y Cerrolaza, 2001; Cerrolaza et 
al., 2000; Mattheck, 1998 y 2006; Cervera, 2005a y 2005b). 
El problema común de estos es que al tomar en cuenta 
sólo la dirección perpendicular a la frontera en el nodo 
a desplazar, no se considera que puedan existir nodos 
vecinos también susceptibles de modificación. En este 
sentido, la información importante de la geometría y el 
estado de esfuerzos en la vecindad del nodo no se to-
man en cuenta.
En este trabajo se propone utilizar la información de 
la vecindad de los nodos a modificar aprovechando las 
propiedades de las curvas B-Spline. En primer lugar, la 
posición de un nodo C (ui) en una curva B-Spline de 
grado p es dependiente de la posición de los puntos de 
control  de acuerdo con (1); sin embargo, en realidad lo 
es sólo de p +1 puntos de control (Shene, 1998). 
Por otra parte, las B-Spline son curvas paramétricas 
definidas por segmentos. Si m es el número de nodos que 
definen la curva, entonces existen m - 1 segmentos, cada 
uno en el intervalo [ui, ui+1] y m puntos de control. Ade-
más, si cada nodo C (ui) de la curva coincide con el inicio 
de un intervalo, entonces los p + 1 puntos de control de 
los cuales depende la posición del punto son:   
Pi - 1 , Pi , Pi + 1 , Pi + 2 , ... Pi + p - 1. Dado que, en este trabajo se 
utiliza el valor p = 3, los puntos de control que determi-
nan la posición de C (ui) son: Pi - 1 , Pi , Pi + 1 , Pi + 2  (figura 2).
Lo anterior también se puede apreciar si se estudia 
el siguiente sistema (8) en el que se muestra la relación 
entre nodos de la curva, puntos de control y funciones 
de interpolación correspondientes a una curva B-Spline 
de 3er grado.27
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o, matricialmente:
        (9)
Una propiedad importante de las funciones de interpo-
lación es que para todo punto de la curva se cumple 
(10):
Ni-1+Ni+ Ni+1+ Ni+2+ ... + Ni + p -1  = 1  (10)
Esta propiedad también puede entenderse como que 
los puntos de control Pi-1 ,   Pi , Pi + 1 , Pi + 2 , ... , Pi + p - 1 con-
tribuyen con porcentajes Ni-1 , Ni , Ni +1 , Ni +2 , ... , Ni + p -1, 
respectivamente, en la posición del nodo C(ui) de la cur-
va. De esta manera, un punto de control Pi afecta en 
porcentajes Ni(ui – p + 1), Ni(ui – p + 2), ..., Ni(ui), Ni(ui + 1), la 
posición de los nodos C(ui – p + 1),  C(ui – p + 2), ... ,C(ui),   
C(ui + 1) respectivamente (figura 3). Observe que, en ge-
neral:
Ni(ui – p + 1)+Ni (ui – p + 2) + Ni(ui) + Ni (ui + 1) ≠ 1  (11)
Si se desea modificar la posición del nodo C(ui) de una 
curva B-Spline con un desplazamiento       , los puntos de 
control Pi – 1 , Pi , Pi + 1 , Pi + 2 , ... , Pi +p – 1 deben afectarse por 
los desplazamientos                                               respectiva-
mente. Aún más, si se debe cambiar la posición de los 
nodos C(ui) y C(ui+1)  con  desplazamientos  independientes                       
   respectivamente, entonces los desplazamientos 
a calcular serán          y             
 
                                      los cuales son   
arbitrarios e independientes entre sí.
Conjuntos similares de vectores de desplazamientos 
se generan para cada uno de los nodos, donde el primer 
subíndice corresponde al punto de control sobre el cual 
se deben aplicar y el segundo al nodo sobre la curva 
para el cual fue generado. Si se aíslan los vectores co-
rrespondientes a un punto de control Pi se obtiene el 
conjunto                  .
Es evidente que el vector de desplazamiento equiva-
lente necesario para llevar a cabo las modificaciones 
correspondientes a cada uno de los nodos dependientes 
de la posición de Pi no es igual a la suma de los vectores 
asociados, es decir:
   (12)
C NP = ⋅
  
i D

1 12 1 , , , ,..., , i i i i ip d dd d d - + + +-
   
+

1 y ii DD
1, , 1, 2, 1, , , , ,..., iii iiiii i pi d dd d d - + + +-
   
,1 1 ,1 2 ,1 3 ,1 1 ,1 ,1 , , , ,..., , , i ii ii ii i i p ii p i dd d d d d ++ ++ ++ + + - ++ +
    
, 1 , 2 , ,1 , ,..., , iip iip ii ii d d dd -+ -+ +
  
-+ -+ + ≠++ + +
   
, 1 , 2 , ,1 ... i iip iip ii ii dd d d d
Figura	2.	Curva	B-Spline	de	3er	grado.	La	
posición	del	nodo	depende	de	los	puntos	
de	control	
Figura	3.	Curva	B-Spline	de	3er	grado.	El	
punto	de	control	Pi	ejerce	influencia	sólo	
sobre	los	nodos	C(ui-p+1),	C(ui-p+2),	...	,	
C(ui),	C(ui +1)	de	la	curva
(8)
ܥሺݑଵሻ ൌܰ ଵሺݑଵሻܲଵ ൅ܰ ଶሺݑଵሻܲଶ ൅ܰ ଷሺݑଵሻܲଷ ൅Ͳ൅Ͳ൅Ͳ൅Ͳ൅ ڮ ൅ Ͳ ൅ Ͳ ൅ Ͳ ൅ Ͳ
ܥሺݑଶሻ ൌܰ ଵሺݑଶሻܲଵ ൅ܰ ଶሺݑଶሻܲଶ ൅ܰ ଷሺݑଶሻܲଷ ൅ܰ ସሺݑଶሻܲ ସ ൅Ͳ൅Ͳ൅Ͳ൅ ڮ ൅ Ͳ ൅ Ͳ ൅ Ͳ ൅ Ͳ
ܥሺݑଷሻ ൌ Ͳ ൅ܰ ଶሺݑଷሻܲଶ ൅ܰ ଷሺݑଷሻܲଷ ൅ܰ ସሺݑଷሻܲ ସ ൅ܰ ହሺݑଷሻܲହ ൅Ͳ൅Ͳ൅ ڮ ൅ Ͳ ൅ Ͳ ൅ Ͳ ൅ Ͳ
ܥሺݑସሻ ൌ Ͳ ൅ Ͳ ൅ܰ ଷሺݑସሻܲଷ ൅ܰ ସሺݑସሻܲ ସ ൅ܰ ହሺݑସሻܲହ ൅ܰ ଺ሺݑସሻܲ଺ ൅ Ͳ ൅ ڮ ൅Ͳ൅Ͳ൅Ͳ൅ Ͳ
ܥሺݑହሻ ൌͲ൅Ͳ൅Ͳ൅ ܰ ସሺݑହሻܲ ସ ൅ܰ ହሺݑହሻܲହ ൅ܰ ଺ሺݑହሻܲ଺ ൅ܰ ଻ሺݑହሻܲ଻ ൅ ڮ ൅Ͳ൅Ͳ൅Ͳ൅ Ͳ
ڭൌڭ൅ڭ൅ڭ൅ڭ൅ڭ൅ڭ൅ڭ൅ ڮ ൅ ڭ ڭ ڭ ڭ ڭ ڭ ڭ
ܥሺݑ௠ିଶሻ ൌͲ൅Ͳ൅Ͳ൅Ͳ൅Ͳ൅Ͳ൅Ͳ൅ ڮ ൅ ܰ ௠ିଷሺݑ௠ିଶሻܲ௠ିଷ ൅ܰ ௠ିଶሺݑ௠ିଶሻܲ௠ିଶ ൅ܰ ௠ିଵሺݑ௠ିଶሻܲ௠ିଵ ൅ܰ ௠ሺݑ௠ିଶሻܲ ௠
ܥሺݑ௠ିଵሻ ൌͲ൅Ͳ൅Ͳ൅Ͳ൅Ͳ൅Ͳ൅Ͳ൅ ڮ ൅ Ͳ ൅ ܰ ௠ିଶሺݑ௠ିଵሻܲ௠ିଶ ൅ܰ ௠ିଵሺݑ௠ିଵሻܲ௠ିଵ ൅ܰ ௠ሺݑ௠ିଵሻܲ ௠
ܥሺݑ௠ሻ ൌͲ൅Ͳ൅Ͳ൅Ͳ൅Ͳ൅Ͳ൅Ͳ൅ ڮ ൅ Ͳ ൅ Ͳ ൅ ܰ ௠ିଵሺݑ௠ሻܲ௠ିଵ ൅ܰ ௠ሺݑ௠ሻܲ ௠
 
 
 Optimización de forma de un cuerpo suspendido basada en reglas evolutivas y modelado paramétrico: la forma de un fruto
Ingeniería Investigación y Tecnología, volumen XIV (número1), enero-marzo 2013: 23-35 ISSN 1405-7743 FI-UNAM 28
Aparentemente, para determinar los desplazamientos   
de cada punto de control  bastaría con resolver la ecua-
ción (13)
   (13)
Sin embargo, esta ecuación no considera que modificar 
arbitrariamente la posición de los nodos, provoca que 
los valores de los parámetros u sobre dichos nodos (y, 
por lo tanto, los intervalos de definición de los segmen-
tos de la curva) cambien al mismo tiempo que los valo-
res de las funciones de interpolación. Hay que recordar 
que los valores de los parámetros u son resultado de 
una relación geométrica entre los nodos C(u). Así, resol-
ver la ecuación (13), sin tomar en cuenta tales circuns-
tancias, produciría puntos de control que representarían 
una curva B-Spline diferente a la original. Adicional-
mente, si los cambios en los parámetros y los intervalos 
son demasiado grandes es muy probable que la nueva 
curva sufra distorsiones indeseables para la optimiza-
ción del modelo (Cervera, 2005a; Yang, 2004).
En el método de optimización empleado en este tra-
bajo es regla general que en cada iteración se modifique 
la posición de varios puntos de la frontera a la vez. El 
cambio de posición está directamente relacionado con el 
nivel de esfuerzo de dichos puntos a través de las ecua-
ciones (2) y (3), si se trata de un problema con un solo 
caso de carga, o de las ecuaciones (6) y (7), si existen múl-
tiples casos de carga. A su vez, los cambios deben llevar-
se a cabo desplazando los puntos de control de la curva, 
cuyo cálculo, como ya fue descrito, no es trivial. Los vec-
tores de desplazamiento de los puntos de control se cal-
culan de forma que, por una parte, se asegure que la 
magnitud de los desplazamientos no genere distorsiones 
indeseables y, por la otra, la dirección de los mismos con-
sidere la información de la vecindad de cada punto.
Cálculo de la magnitud y la dirección de los des-
plazamientos
Para asegurar que no se generen distorsiones en la fron-
tera de la estructura y obtener una velocidad moderada 
en el proceso de optimización, la magnitud de los des-
plazamientos de todos los puntos de control se restrin-
ge, de modo que
(14)
donde esize es el tamaño promedio de los elementos fi-
nitos en la frontera, y f es un factor de modificación que 
permite controlar la velocidad con la que cambia la geo-
metría, cuyo valor es menor o igual a la unidad.
Sólo los nodos C(u) que satisfagan las ecuaciones (2) 
y (3) o (6) y (7) deben considerarse para el cálculo de los 
desplazamientos de los puntos de control. Para cada 
nodo C(ui) se calcula un vector de desplazamiento       de 
acuerdo con las siguientes reglas:
□  Si C(u) satisface (2) o (3), entonces la magnitud 
  es respectivamente:
        (15)
o
         (16)
□  Si C(u) satisface (6) o (7), entonces la magnitud         
  es respectivamente:
   (17)
o
    (18)
donde j = 1, 2, ... , N, indica cada uno de los casos de 
carga.
Por otro lado, si      es el vector unitario normal exterior 
a la frontera en el nodo C(ui), la dirección de      es: 
□  Si (2) o (6) se satisfacen     , (19)
□  o si (3) o (7) se satisfacen    (20)
Esto implica que en regiones de bajo nivel de esfuerzo 
se remueva material, mientras que en las de alto nivel 
de esfuerzo se ejecute adición de material. Los vectores 
            son la base para el cálculo del 
vector di de cada punto de control Pi. Para desplazar a Pi 
deben tomarse en cuenta los desplazamientos de los 
nodos C(ui - p + 1), C(ui - p + 2), ... , C(ui), C(ui + 1) es decir, 
              . A su vez, a estos nodos les co-
rresponden, por la influencia de Pi , respectivamente, 
los valores de las funciones de interpolación Ni(ui - p + 1), 
Ni (ui- p + 2), ... , Ni (ui), Ni(ui+1). Estos últimos representan 
el porcentaje de participación del punto de control Pi en 
la posición de cada uno de los nodos mencionados. Di-
cho de otra forma, si el punto de control Pi debe despla-
zarse, el vector      debe tomar en cuenta la participación 
del punto de control sobre los nodos correspondientes 
de la curva.
El procedimiento propuesto para el cálculo del vec-
tor      emplea los valores Ni (ui- p + 1), Ni (ui - p + 2), ... , Ni(ui), 
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Ni(ui+1) como factores de ponderación para combinar los 
vectores               de acuerdo con:
         (21)
y 
           (22)
donde        es la suma vectorial ponderada de los despla-
zamientos de los nodos que están asociados al punto de 
control Pi. El cálculo de        es necesario para determinar 
la dirección del desplazamiento      del punto de control 
Pi , de forma que tome en cuenta, en su justa medida, la 
dirección de desplazamiento de los nodos sobre la fron-
tera (figura 4). 
Por otra parte, si m es el número de nodos en la frontera 
y q es el subíndice del parámetro u de la función de in-
terpolación que cumple con (23), entonces el valor de   
        será el dado por (24).
Max[Ni(ui - p + 1), Ni(ui - p + 2), ... , Ni(ui), Ni (ui + 1)]             (23)         
   (24)
En otras palabras, la magnitud del desplazamiento del 
punto de control Pi es igual al valor normalizado del 
desplazamiento del nodo sobre el cual Pi tiene mayor 
efecto (es decir, C(uq)), multiplicado por el tamaño pro-
medio de la malla (esize) y por el factor de modificación 
(f). La idea principal de esta forma de calcular el vec- 
tor      es que, por una parte, en el cálculo de la dirección 
se utiliza la información de la vecindad de los nodos en 
la frontera y no sólo la de un nodo aislado; por la otra, 
en el cálculo de la magnitud se favorece el desplaza-
miento de los nodos más influenciados por el punto de 
control.
Criterio de paro
En los métodos de optimización existen diferentes cri-
terios de paro, los cuales dependen de las variables de 
diseño y las características que se estén considerando. 
Una característica deseable de un diseño es la homoge-
neidad del nivel de esfuerzos. El nivel de esfuerzos 
mide qué tan alejado del valor de referencia (esfuerzos 
máximo, promedio, de fluencia, etcétera) está el esfuer-
zo de cada uno de los elementos finitos que componen 
al cuerpo. El homogeneizarlo significa que durante la 
optimización su valor converge. En el caso ideal el nivel 
de esfuerzos convergería a cero, lo cual significa que 
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todo el modelo experimenta el esfuerzo de referencia. 
Cuando el esfuerzo es homogéneo se dice que se tiene 
un diseño completamente esforzado. En la realidad 
esto es casi imposible debido a las condiciones de fron-
tera, teniendo así niveles homogéneos de esfuerzo ma-
yores a cero. 
El nivel de esfuerzos Nσ de todo el modelo se calcu-
la como
         (25)
La convergencia del nivel de esfuerzos se da cuando 
(26) se satisface para n iteraciones consecutivas. 
Absoluto       (26)
Los valores de n y tol deben fijarse de forma que se su-
peren los óptimos locales en los casos en que el σr , debi-
do a que la magnitud de las fuerzas aplicadas, no alcance 
un valor límite, por ejemplo, el esfuerzo de fluencia del 
material empleado para diseño en el rango elástico. Para 
el problema del cuerpo suspendido abordado en este tra-
bajo, se definieron n =5 y tol = 10 
-4, donde el segundo es 
el recomendado por Cervera en 2005a y 2005b. El uso de 
valores de tol menores, provocaría que la homogeneidad 
del nivel de esfuerzos fuera menor, mientras que valores 
mayores implicarían una mejor homogeneidad; sin em-
bargo, el tiempo de cómputo se incrementaría considera-
blemente.
Índice de desempeño
La pregunta inherente a cualquier método de optimiza-
ción empleado en el diseño óptimo de estructuras es: ¿la 
geometría generada por el método, realmente es la ópti-
ma para las condiciones de cargas y las restricciones da-
das? Aunque existen algunas soluciones estándar para 
algunos problemas específicos (como las desarrolladas 
por Michell (1904), Hemp (1973), Rozvany (1995), entre 
otros), el espectro de problemas que pueden plantearse 
es ilimitado, por lo que resulta imposible encontrar una 
solución estándar para cada uno de ellos. Más aún, si las 
soluciones estándar de un problema particular son com-
paradas entre sí, se llega a la conclusión de que son simi-
lares más no iguales, ya que cada una de ellas tiene una 
fuerte dependencia con los planteamientos, suposicio-
nes, consideraciones y objetivos empleados en la formu-
lación de los métodos que las produjeron (figura 5).
Por estas razones, es necesaria una medida que 
cuantifique qué tan bueno y qué tan cercano a un resul-
tado óptimo está la estructura generada, independien-
temente del método utilizado para ello. A esta medida 
se le llama índice de desempeño.
Cálculo del índice de desempeño 
El procedimiento de cálculo del índice de desempeño 
usado en este trabajo es una adaptación del procedi-
miento desarrollado por Querin (1977). Las dos caracte-
rísticas principales del PI son: que es un número que 
engloba las características completas de la solución y 
que es adimensional. Dado que el método propuesto se 
basa en el nivel de esfuerzos, el PI se calcula como una 
medida del efecto sufrido por el modelo o estructura y 
la causa que lo provoca. Dicho de otra manera, PI es 
una relación del estado de esfuerzos de la estructura 
entre el sistema de cargas aplicado, esto es
 
PI =        Ve  (27)
donde 
σe y Ve son el esfuerzo de von Mises y el volumen del 
e-ésimo elemento finito, 
NE es el número de elementos finitos en la malla,
F  es la resultante del sistema de fuerzas aplicado y
L  es una longitud nominal de la geometría.
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Figura	5.	a),	b)	y	c)	muestran	la	solución	
óptima	para	una	viga	corta	obtenida	por	
los	métodos	de	Rozvany,	Chu,	y	Xie,	
respectivamente.	Aunque	corresponden	
al	mismo	problema	las	soluciones	no	
son	iguales,	sin	embargo,	guardan	entre	
ellas	una	gran	similitud	(figura	tomada	de	
Cervera,	2005b) 	a)	 	 	 		b)	 	 	 c)31
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Si el problema de optimización implica la aplicación de 
varios casos de carga, entonces (27) debe adaptarse
PI =                        (28)
donde LC es el número de casos de carga aplicados y, Fj  
es la fuerza resultante del j-ésimo caso de carga. 
Interpretación de PI
Querin (1997), señala que el mejor modelo o estructura 
optimizado es fácilmente identificado si se monitorea el 
valor de PI durante el proceso de optimización y se eli-
ge aquella con el menor valor de PI. Una característica 
fundamental de PI es que, durante el proceso de opti-
mización, mientras una estructura evoluciona hacia la 
estructura óptima constituida por una geometría conti-
nua, el valor de PI se decrementa. 
Geometría continua debe entenderse como aquella 
que no presenta huecos, cavidades o concavidades im-
portantes.
En general, cuando la geometría deja de ser continua, 
por ejemplo, cuando se crean huecos, el valor de PI  se eleva 
abruptamente. Dado que en este trabajo sólo se optimiza la 
estructura modificando su frontera, este efecto ocurrirá du-
rante el proceso de optimización, cuando la frontera pre-
sente concavidades de consideración o regiones de 
curvatura elevada. Lo anterior es de esperarse, pues los 
huecos, concavidades, etcétera actúan como concentrado-
res de esfuerzo, por lo que (27) y (28) en sus numeradores 
contendrán valores que se incrementan respecto a los co-
rrespondientes de una geometría continua.
Se pueden hacer algunas observaciones en cuanto al 
significado de PI. Si bien el óptimo global es la estructura 
que muestre el menor valor de PI, los resultados obteni-
dos por Querin (1997) muestran que pueden obtenerse 
varios óptimos locales durante el proceso de optimiza-
ción. El óptimo global, en general, es una estructura con 
geometría continua; sin embargo, si el proceso de opti-
mización se lleva a cabo más allá del óptimo global, la 
geometría evoluciona a una que deja de ser continua, 
pero el PI continúa cambiando y mostrando mínimos 
locales que corresponden a resultados óptimos que tam-
bién pueden llamarse locales. En este sentido, PI  permi-
te identificar más de un óptimo durante el proceso, es 
decir, un óptimo global y un conjunto de óptimos loca-
les, cada uno para las características geométricas del mo-
delo en las iteraciones identificadas. 
La figura 6 corresponde al diseño de un caso de las 
estructuras de Michell. De a) se identifica como óptimo 
global la estructura obtenida en la iteración 21. Al conti-
nuar con el proceso de optimización aparecen óptimos 
locales para las iteraciones 28 y 55, los cuales se identifican 
en a) como los puntos que corresponden a mínimos loca-
les. Como se explicó, estos óptimos locales están caracteri-
zados por la aparición de cavidades en la estructura.
A diferencia de lo realizado por Querin, el método y 
el algoritmo empleados en este trabajo, únicamente tra-
bajan sobre el contorno de los modelos a optimizar. Por 
lo tanto, los óptimos tanto global como locales se carac-
terizan por la aparición de concavidades de curvatura 
elevada que actúan como concentradores de esfuerzos. 
A pesar de esta diferencia, la información arrojada por 
el historial del índice de desempeño permite identificar 
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Figura	6.	En	a)	se	muestra	el	historial	del	índice	de	desempeño	del	proceso	de	optimización.	b),	c)	y	d)	los	modelos	obtenidos	en	las	
iteraciones	21,	28	y	55,	respectivamente	(figura	tomada	de	Querin,	1997)
b)	 	 	 							c)
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los óptimos del proceso. Hay que mencionar que la 
elección del óptimo más útil entre el global y los locales 
depende de varios factores, tales como facilidad de fa-
bricación, material de fabricación, peso, estética, entre 
otros.
Diseño de la geometría de un fruto
Las formas que la naturaleza ha dado a los frutos son 
bien conocidas por todo mundo, aunque no todos sa-
ben el por qué de éstas. Querin (1997), por medio del 
método ESO, demostró que la forma de algunos frutos, 
como la cereza o la manzana, surge de un proceso de 
optimización natural que depende fundamentalmente 
del nivel de esfuerzo superficial experimentado por el 
fruto, debido a fuerzas de cuerpo. En este apartado se 
corrobora lo comprobado por Querin, aplicando la me-
todología de optimización descrita.
El dominio de diseño representa un cuerpo suspen-
dido sujeto a la acción de fuerzas de cuerpo debidas a la 
gravedad (densidad de 2700 kg/m
3 y g = 9.81 m/s
2 en 
dirección vertical negativa), con módulo de Young de 
70 GPa y coeficiente de Poisson de 0.33, el cual está con-
tenido en un cuadrado de 100 mm por lado, (figura 7a). 
Es importante señalar que las propiedades del material 
empleado para la optimización no corresponden a las 
de los frutos en la naturaleza. Sin embargo, no es nece-
sario que correspondan debido a que, como es sabido, 
la distribución de esfuerzos en un cuerpo homogéneo 
es función sólo de la geometría y las condiciones de 
frontera (fuerzas y restricciones) aplicadas, de tal suerte 
que la forma óptima obtenida es válida para el material 
propio de los frutos.
En la figura 7b se observa la distribución de esfuer-
zos de von Mises inicial en el dominio de diseño, obte-
nida usando un tamaño promedio de elemento de 2 
mm, resultando en una malla de 50×50 elementos fini-
tos, donde los esfuerzos máximo y promedio son: 65.87 
kPa y 2.99 kPa, respectivamente. Debe apuntarse que el 
tamaño de malla elegido genera una distribución de es-
fuerzos sin cambios abruptos, como se observa en las 
figuras 7b y 10. Tamaños de malla más pequeños no 
aportarían mayor calidad en la distribución de esfuer-
zos y sí requerirían mucho mayor tiempo de cálculo.
Se utilizaron los siguientes valores iniciales para los 
parámetros de optimización: TR = 0.5, TA = 0.9, TRE = 
0.015, TAE = 0.001. Durante el proceso se consideraron 
las líneas L1, L2 y L4 como fijas, evolucionando única-
mente la L3, la cual modela el cuerpo del fruto. Los 
cambios en el área y los esfuerzos máximo y promedio 
de von Mises generados durante la optimización se 
pueden apreciar en los gráficos de la figura 8.  
En la figura 9 se muestran el comportamiento del 
nivel de esfuerzos y del índice de desempeño. En el pri-
mer caso, se observa que el nivel de esfuerzos tiene una 
tendencia a disminuir, presentando incrementos repen-
tinos, pero que cada vez son de menor magnitud. La 
convergencia del nivel de esfuerzos se alcanza después 
de las 90 iteraciones, como lo indica la figura, donde en 
la iteración 97 se alcanza el criterio de paro.
Según el gráfico del índice de desempeño, se alcan-
za una geometría óptima en la iteración 39. Sin embar-
go, el índice continúa disminuyendo paulatinamente 
con la cualidad de que las geometrías correspondientes 
son similares entre sí cambiando prácticamente sólo en 
su tamaño. 
En la iteración 61 se presenta otro cambio en la ten-
dencia del índice de desempeño, así como en la forma 
de las geometrías resultantes.
Observando los gráficos de la figura 10 se pueden 
identificar formas bien conocidas de frutos. Estos re-
sultados, igual que el de Querin (figura 11), indican 
a)	 	 	 	 	 					b)
Figura	7.	a)	dominio	de	diseño,	
b)	distribución	de	esfuerzos	de	von	Mises33
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Figura	11.	Geometría	generada	por	
Querin,	1997	para	el	problema	de	
optimización	de	forma	de	un	fruto
Figura	10.	Gráficos	de	las	geometrías	obtenidas	en	iteraciones	clave	durante	la	
optimización	del	fruto
Figura	9.	Gráficos	del	nivel	de	esfuerzos	e	índice	de	desempeño	en	la	optimización	del	fruto
Figura	8.	Gráficos	del	comportamiento	de	área	y	esfuerzos	de	von	Mises	máximo	y	promedio	en	la	optimización		
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que la forma que la naturaleza ha dado a muchos de 
los frutos que se conocen se define con base en el nivel 
de esfuerzos de las mismas. Cabe señalar que, aunque 
las geometrías producidas por ambos métodos son 
muy similares, el método propuesto por el autor re-
quiere mucho menos recursos de cómputo. Mientras 
que Querin utilizó una malla de 100×100 elementos fi-
nitos, los resultados mostrados en la figura 10 requi-
rieron  únicamente  una  malla  de  50×50,  una  cuarta 
parte de la cantidad de elementos finitos usada por el 
primero. Lo anterior es una de las virtudes intrínsecas 
al modelado paramétrico de la geometría. Hablando 
de la similitud de los resultados de uno y otro método, 
hay que resaltar que, tal como fue mostrado en la com-
paración entre métodos de la figura 5, las diferencias 
entre la forma de tratar a las geometrías provocan que 
los resultados no sean exactamente iguales; sin embar-
go, ambos resultados son válidos en el contexto de las 
características propias de los métodos. 
En el caso de ESO se trata a la geometría como forma-
da por pequeños bloques, los cuales son eliminados o 
añadidos, mientras que en el método utilizado en este 
trabajo la geometría se concibe como un contorno forma-
do por curvas paramétricas. Por lo anterior, difícilmente 
los resultados de los diferentes métodos serán idénticos, 
pero tendrán enormes similitudes entre sí.
Conclusiones
Con los resultados descritos en el apartado anterior se 
corrobora que la forma de un fruto es el resultado de un 
proceso de optimización de forma, en el cual el nivel de 
esfuerzos superficiales es homogéneo. Tanto los resulta-
dos obtenidos por Querin (1997) como los mostrados en 
este trabajo lo demuestran. No obstante, el método des-
crito en este trabajo no requiere una malla de elementos 
finitos tan fina, lo cual es una ventaja sobre el método 
ESO en cuanto a recursos de cómputo se refiere. La mo-
dificación de la frontera basada en la información de los 
puntos en la frontera, así como de su vecindad produce 
resultados adecuados, lo cual demuestra su funcionali-
dad y factibilidad.
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