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Resumen
En este trabajo se realizo´ un estudio estad´ıstico de variables
f´ısico qu´ımicas asociadas al feno´meno de contaminacio´n ambiental,
en particular concentracio´n media mensual de SO2, medidas en la
ciudad Salta Capital, Argentina, simulta´neamente a concentraciones
de NO2 y O3. Las series bajo estudio presentaban comportamientos
dina´micos no lineales, datos at´ıpicos y cambios estructurales, lo que
hizo imposible modelarlas con tipolog´ıas econome´tricas tradiciones
(AR, MA, ARMA, ARIMA, entre otras). Una solucio´n eficiente que
se encontro´, hace uso de la teor´ıa de los perceptrones multicapa.
Mediante el modelo estructural de series de tiempo, esta solucio´n se
presenta como un proceso matema´tico iterativo que permite obtener
un modelado final el cual tiene una muy alta confiabilidad (95%),
para realizar prono´sticos a futuro sobre el comportamiento de la
variable estudiada.
Palabras clave: series de tiempo, modelizacio´n, perceptrones multicapa,
contaminacio´n ambiental, dio´xido de azufre, muestreo pasivo
Abstract
In this paper a statistical study of phisical-chemistry variables
connected with enviroment pollution, specifically SO2 monthly av-
erage concentration, measured in Salta Capital city, Argentina, to-
gether with NO2 and O3 concentrations, was made. Time series
under study shown non linear dinamic behaviour, outliers and struc-
tural changes. Due to these it was impossible to use typical econo-
metric typologies (AR, MA, ARMA, ARIMA, among others). An
effective solution which uses multistep perceptrons theory was found.
By using structural time series modelling, this solution is presented
by an iterative mathematical process that allows us to obtain a fi-
nal model with a high confidence level (95%) in order to do the
forecasting step on the studied variable.
Keywords: time series, modelling, multistep perceptrons, air pollution,
sulfure dioxide, passive sampling
Mathematics Subject Classification: 62M10, 62M20, 93E11
1 Introduccio´n
Las tres herramientas principales para evaluar la calidad del aire propues-
tas en [1] son: monitoreo del ambiente, modelos e inventario de mediciones.
Los resultados de los modelos de dispersio´n son u´tiles para predecir
los patrones de dispersio´n y de deposicio´n de los contaminantes lo que
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contribuye a identificar las a´reas de mayor impacto. Ningu´n programa de
monitoreo puede aspirar a cuantificar en forma integral los patrones de
contaminacio´n del aire en espacio y tiempo para definir la exposicio´n de
una poblacio´n en una ciudad. Por ello el monitoreo debe combinarse con
otras te´cnicas de evaluacio´n como la elaboracio´n de modelos, la medicio´n
y elaboracio´n de inventarios de emisiones, la interpolacio´n, correlacio´n y
elaboracio´n de mapas.
Un inventario completo de emisiones para una ciudad es una tarea
tita´nica ya que requiere determinar las fuentes de emisiones puntuales, de
a´reas y mo´viles.
El dio´xido de azufre (SO2) se produce generalmente por la quema de
combustibles que contienen azufre y por la produccio´n de energ´ıa en las
plantas termoele´ctricas, adema´s de los veh´ıculos automotores, por lo que
las concentraciones ma´s altas de este dio´xido se presentan en las a´reas de
mayor actividad industrial y tra´nsito vehicular. Contribuye a formar la
lluvia a´cida y es un factor perjudicial en el hecho de que el dio´xido de
azufre es un precursor del ozono (O3).
En altas concentraciones el dio´xido de azufre puede ocasionar dificul-
tad para respirar, humedad excesiva en las mucosas de las conjuntivas,
irritacio´n severa en v´ıas respiratorias e incluso al interior de los pulmones
por formacio´n de part´ıculas de a´cido sulfu´rico, ocasionando vulnerabilidad
en las defensas.
El dio´xido de azufre es causante de enfermedades respiratorias como
broncoconstriccio´n, bronquitis y traqueatitis, pudiendo llegar a causar
broncoespasmos en personas sensibles como los asma´ticos, agravamiento
de enfermedades respiratorias y cardiovasculares existentes y la muerte;
si bien los efectos sen˜alados dependen en gran medida de la sensibilidad
de cada individuo, los grupos de la poblacio´n ma´s sensibles al dio´xido de
azufre incluye a los nin˜os y ancianos, a los asma´ticos y a aquellos con
enfermedades pulmonares cro´nicas como bronquitis y enfisema.
La combinacio´n de o´xidos de azufre y part´ıculas suspendidas actu´an
sine´rgicamente produciendo un efecto combinado mucho ma´s nocivo que
el efecto individual de cada uno de ellos por separado. En niveles bajos de
exposicio´n < 50µg/m3 (media anual), se han observado efectos como los
informados por Kamat y Doshi [1], prevalencia de: resfriados frecuentes,
deso´rdenes card´ıacos, disnea, entre otros.
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2 Metodolog´ıa y Datos
2.1 Me´todo empleado para la obtencio´n de los datos
Una te´cnica simple para la determinacio´n de SO2 en la atmo´sfera usa el
muestreador pasivo, basado en la difusio´n del gas en un tubo colector. Es
una te´cnica econo´mica y eficiente que no requiere mantenimiento alguno,
ni utilizacio´n de fuentes de energ´ıa, dado que permite recoger el SO2 a
trave´s de la difusio´n molecular.
De acuerdo al organismo internacional GEMS los muestreadores pa-
sivos son especialmente aptos tanto para el estudio de nivel basal de con-
taminantes como para el monitoreo simulta´neo a gran escala [2]. Se uti-
lizaron tubos tipo Palmes de acr´ılico ([3, 4]), construidos en nuestro lab-
oratorio con tubos de acr´ılico de 7 cm de longitud y 12 mm de dia´metro
interno. En un extremo, sostenidos con una tapa de polietileno, se ubi-
caron dos discos de malla de acero inoxidable (0,2 x 0,2 mm) humedecidas
con una mezcla trietanolamina (90% p/v), mientras que el otro extremo
se sello´ con otra tapa similar. El sistema muestreador, que consta de
tres tubos ide´nticos, se coloca a 2 m de altura para disminuir el riesgo de
pe´rdida, teniendo en cuenta las recomendaciones en [1] para la ubicacio´n
de muestreadores pasivos. El feno´meno difusional es independiente de la
fuerza de gravedad y la ubicacio´n del muestreador con su extremo abierto
ubicado hacia abajo, previniendo la contaminacio´n con gotas de agua y
part´ıculas de polvo.
Figura 1: Juego de muestreadores por triplicado para NO2, SO2 y O3.
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Todos las partes que componen el muestreador fueron limpiadas a con-
ciencia usando un ban˜o de ultrasonido con agua destilada sobre vidrio y
mantenidos en ella hasta el momento de secarlas a 105 ◦C previo a su ar-
mado. Los tubos de acr´ılico y las mallas fueron reutilizadas no as´ı las tapas
que conten´ıan el reactivo absorbente. Con cada serie de muestreadores se
prepararon dos blancos, que se mantuvieron en congelador durante todo
el per´ıodo de muestreo, para evitar su contaminacio´n por la atmo´sfera del
laboratorio, [5].
El ana´lisis del SO2 absorbido se realizo´ colocando las tapas reactivas
en recipientes de pla´stico, haciendo reaccionar el SO2 con:
• H-CO-H + H2O → (H)2C(OH)2 Metilenglicol.
• (H)2C(OH)2 + SO2 -¿ CH2OH.O.SO2 Sulfonmetilenglicol.
• CH2OH.O.SO2 + p-rosanilina 0,025%→ complejo sulfo´nico de color
pu´rpura que absorbe a 475 nm.
Para la calibracio´n se uso´ un juego de patrones en un rango de 8 a
40 × 10−6 M de sulfito de sodio (preparado y valorado en el momento
del ana´lisis) en un espectrofoto´metro GBC UV-VIS 918, alcanza´ndose un
l´ımite de deteccio´n de 4–6 µg SO2/m
3
En el 2 se presentan las medias anuales correspondientes al per´ıodo
2004–2008 de las concentraciones µg SO2/m
3 obtenidas en la zona ce´ntrica
de la ciudad de Salta, observa´ndose un incremento importante durante el
an˜o 2006 en algunos sitios de muestreo y con tendencia a disminuir. En
general las concentraciones medidas corresponden a las informadas en la
mayor´ıa de las ciudades del mundo.
2.2 A´rea de estudio
La ciudad de Salta, capital de la provincia del mismo nombre, se encuen-
tra ubicada en la regio´n noroeste de la Repu´blica Argentina; presenta un
trazado t´ıpico del plano colonial espan˜ol, con un centro comercial donde
se concentran las actividades administrativas, comerciales y educativas.
Aun conserva el disen˜o arquitecto´nico colonial de calles angostas y edifi-
cacio´n baja. Es una de las urbanizaciones ma´s importantes del Noroeste
Argentino. Esta´ construida en el extremo norte de la depresio´n tecto´nica
del Valle de Lerma, a 1100 m sobre el nivel del mar (3 y rodeada por
elevados cordones montan˜osos que disminuyen de altura de Oeste a Este
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Figura 2: Concentraciones medias anuales de SO2.
y de Sur a Norte. Los relieves positivos, que no sobrepasan los 2500 m
s.n.m., definen el microclima de la regio´n.
El Valle de Lerma presenta un clima tropical serrano con estacio´n
seca de abril a noviembre, con una media mı´nima (30 an˜os) de 3 mm,
concentra´ndose las lluvias, breves y torrenciales, en los meses de diciembre
a marzo, sin sobrepasar los 500 mm anuales. Como consecuencia durante
la mayor parte del an˜o las precipitaciones no contribuyen a la eliminacio´n
de los contaminantes atmosfe´ricos.
La temperatura media anual es de aproximadamente 17 ◦C, con una
mı´nima media de 10 ◦C en el mes de julio, y una ma´xima media de 21
◦C en diciembre. Las temperaturas diurnas y nocturnas difieren mucho,
sobre todo en la e´poca invernal, con una amplitud aproximada de 27 ◦C.
El Valle de Lerma se caracteriza por tener aproximadamente 56% de
d´ıas al an˜o de calma, con una preponderancia de los vientos del NE y N
durante todo el an˜o. Las velocidades medias anuales (para un per´ıodo de
27 an˜os) aun en las direcciones predominantes son muy bajas: 5,4 km/h
para los vientos del NE y 1,2 km/h para los del N. Estos vientos de´biles
tienen baja capacidad de dilucio´n de contaminantes.
Todas estas caracter´ısticas facilitan la formacio´n de una capa de in-
versio´n te´rmica sobre la ciudad en la cual los contaminantes esta´n ho-
moge´neamente distribuidos. La formacio´n y persistencia de este domo
se puede observar fa´cilmente desde el cordo´n montan˜oso oriental, virtual-
mente en cualquier e´poca del an˜o. El feno´meno de inversio´n te´rmica se
presenta con mayor frecuencia en la e´poca invernal, aproximadamente
entre los 1400 a 1600 m de altura s. n. m.
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Estos factores geogra´ficos y clima´ticos propician la acumulacio´n de
contaminantes en la baja atmo´sfera, entre ellos los o´xidos de azufre. La
principal fuente antropoge´nica de estos gases es el tra´nsito de veh´ıculos,
por tratarse de una regio´n de 700000 habitantes con un parque automotor
de 250000 unidades, de neto cara´cter agr´ıcola y de escasa actividad fabril.
La incineracio´n de residuos municipales se discontinuo´ en 1994, aunque
persiste la costumbre de quemar los pastos naturales de los cerros circun-
dantes, causando a veces incendios incontrolables en los montes. Se usa
energ´ıa hidroele´ctrica, y la calefaccio´n, que so´lo abarca unos dos meses del
an˜o, utiliza gas natural, el combustible fo´sil menos contaminante.
Mediciones de flujo de veh´ıculos realizadas en el an˜o 2008 en el micro-
centro de la ciudad arrojan una media horaria de un 67% de autos, 19%
de camionetas, 14% de motos, 2% o´mnibus y 1% camiones (de pequen˜o
o mediano porte). Los automo´viles con encendido electro´nico se comer-
cializaron desde 1992, con catalizadores recie´n a partir de 1995, siendo
un 70% accionados con gas natural comprimido. La combinacio´n de las
variables geogra´fico-clima´ticas y las provenientes de la actividad humana
hacen dif´ıcil prever la magnitud de la contaminacio´n por SO2, lo que torno´
necesario su estudio.
3 Resultados y Discusio´n
3.1 Sobre los puntos de muestreo
Se efectuo´ desde el an˜o 2004 un monitoreo mensual, sistema´tico y repre-
sentativo de los niveles de concentracio´n de los o´xidos de nitro´geno, ozono
y dio´xido de azufre en un a´rea de 80 km2, mediante 15 muestreadores
pasivos difusionales, distribuidos sobre una transecta Norte–Sur y Este–
Oeste con interseccio´n en el centro comercial de ciudad, cubriendo 1 km2
de la zona ce´ntrica con seis sitios de muestreo (dentro de los cuales se
encuentra el sitio seleccionado para este estudio) y los otros distribuidos
en la zona urbana, suburbana y rural que rodea a la ciudad.
3.2 Modelizacio´n estad´ıstica
Para la simulacio´n algunos tipos de sistemas dina´micos, como los inheren-
tes a estudios de contaminacio´n ambiental, son necesarias varias variables
tanto qu´ımicas como meteorolo´gicas (radiacio´n solar, temperatura am-
biente y vientos). Estas variables esta´n correlacionadas entre s´ı y en el
tiempo. Algunos cient´ıficos trabajan con modelos de tipo Box–Jenkins,
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Figura 3: Ubicacio´n de los puntos de muestreo en el mapa de la ciudad de Salta.
pero e´stos adolecen de algunas fallas tales como la arbitrariedad en la
asignacio´n de factores de peso a los valores medios y la pe´rdida de algunas
correlaciones. Este problema se agudiza cuando se trata de valores hora-
rios (calculados a partir de datos diarios) y para series de d´ıas. A trave´s de
los an˜os se han propuesto me´todos estad´ısticos de generacio´n de series de
algunas variables de intere´s: temperatura de superficie [7], radiacio´n ho-
raria [6], utilizando modelos basados en el tratamiento de Box y Jenkins,
es decir, modelos ARIMA (p,d,q). Los trabajos previos conocidos hasta
el momento, de modelado de series de tiempo con la metodolog´ıa del en-
foque estructural introducido por estad´ısticos contempera´neos ([8, 9, 10]),
se refieren a la variables radiacio´n promedio diaria, temperatura de super-
ficie promedio diaria y correlaciones entre ellas ([11, 12, 13, 14, 15, 16]).
En estos casos se logro´ ”levantar” la condicio´n de normalidad en la dis-
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tribucio´n de las variables de estudio, lo que le brindo´ una mayor robustez
estad´ıstica al proceso estudiado, al mismo tiempo que una flexibilidad
en su tratamiento fundamentalmente desde el punto de vista de efectuar
prono´sticos con una alta confiabilidad (95%).
La idea ba´sica de los modelos estructurales de series de tiempo es que
ellos pueden ser puestos como modelos de regresio´n en donde las varia-
bles explicativas son funciones del tiempo, con coeficientes que pueden
cambiar a trave´s del tiempo. La estimacio´n actual de los coeficientes o´
filtrada, se logra poniendo al modelo en forma de espacio de estado y
aplica´ndole luego el denominado Filtro de Kalman [9]. Se emplean al-
goritmos espec´ıficos para hacer predicciones y para los suavizados. Esto
u´ltimo significa computar el mejor de los estimadores en todos los pun-
tos de la muestra usando al conjunto de observaciones. La magnitud
por la cual los para´metros pueden variar esta´ gobernada por los llamados
hiperpara´metros. Estos pueden ser estimados por el me´todo de ma´xima
verosimilitud, construyendo la funcio´n espec´ıfica a optimizar.
La metodolog´ıa de trabajo en la seleccio´n para los modelos denomina-
dos estructurales, es diferente en muchos aspectos al tratamiento cla´sico
de Box y Jenkins de los modelos ARIMA (p,d,q). Se pone menos e´nfasis
en la observacio´n del correlograma de diversas transformaciones de la se-
rie con el objeto de obtener una especificacio´n inicial. En lugar de ello,
el e´nfasis esta´ puesto en la formulacio´n del modelo en te´rminos de com-
ponentes cuya presencia esta´ sugerida por el conocimiento del feno´meno
bajo estudio, de sus aplicaciones o por una inspeccio´n del gra´fico de la
serie original. Una vez que el modelo ha sido estimado, el mismo tipo de
tests de diagno´stico para los modelos ARIMA puede ser aplicado. Adema´s
el estudio se completa con tests de falta de normalidad y heterocedastici-
dad (varianza variable en el tiempo), tests para la calidad predictiva en
per´ıodos posteriores a la muestra y gra´ficos de los componentes suaviza-
dos. Por otra parte no es necesario que la serie sea estacionaria, es decir,
con media y varianza constante en el tiempo, lo que sucede muy a menudo
en variables asociadas a contaminacio´n ambiental.
El tratamiento estad´ıstico de los modelos estructurales de series de
tiempo esta´ basado en la forma de espacio de estado, el filtro de Kalman
y el suaviazador asociado.
Rev.Mate.Teor.Aplic. (ISSN 1409-2433) Vol. 20(1): 61–78, January 2013
70 h.e. musso – o.j. a´vila
La representacio´n matema´tica de un modelo de espacio de estado vin-
cula al vector de disturbios {εt} con el vector de observaciones {yt} a
trave´s de un proceso de Markov αt y es:
yt = Ztαt +Gtεt, εt ∼ N(0,Ht)
αt = Ttαt−1 + Htηt, ηt ∼ N(0,Qt)
α0 ∼ N(a0,P0), t = 1, . . . ,T (1)
donde αt es el vector de estado de orden m×1, εt es un vector de dis-
turbios de orden k×1 y las matrices del sistema Zt, Tt, Gt, y Ht tienen
dimensiones N ×m, m×m, N × k y m× k respectivamente. Los distur-
bios son ruido blanco mutuamente no correlacionados con medio cero y
varianza Ht. Cuando se supone normalidad, los disturbios son independi-
entes entre s´ı. Las matrices Gt y Ht pueden interpretarse como matrices
de seleccio´n, lo que le brinda generalidad al modelo. Las cuatro matrices
son fijas y si en ellas hubiere elementos desconocidos, se incorporan al vec-
tor Ψ de hiperpara´metros, el que es estimado por ma´xima verosimilitud.
Los estad´ısticos de prueba usados para la bondad de ajuste son: el BS
(de Bowman y Shenton) que emplea estimadores de la asimetr´ıa y de la
kurtosis de los datos; el Q (de Box-Ljong) para la autocorrelacio´n serial
y el de DW (de Durbin y Watson), los que junto con otros estad´ısticos
adicionales, califican segu´n sus valores, al modelo como adecuado para
ajustar a los datos observados.
El filtro de Kalman tiene como objetivo actualizar nuestro conocimiento
del sistema cada vez que una nueva observacio´n yt es obtenida. Cuando
el modelo ha sido puesto en forma de espacio de estado, se pueden aplicar
una gran cantidad de algoritmos, siendo el punto central el mencionado
filtro. Este filtro es un procedimiento recursivo que permite computar
el estimador o´ptimo del vector de estado en el momento t, basado en la
informacio´n disponible hasta el tiempo t, la que incluye a yt. Cuando el
supuesto de normalidad se deja de lado, no hay ninguna garant´ıa de que
el filtro produzca la media condicional del vector de estado. De todos
modos es todav´ıa un estimador o´ptimo en el sentido de que minimiza el
error medio cuadra´tico medio dentro de la clase de todos los estimadores
lineales. El otro paso importante en este procedimiento es el denominado
“suavizado”, el que es una recursio´n hacia atra´s en la que se emplean las
inversas de las matrices relacionadas al proceso de filtrado. Las magni-
tudes suavizadas juegan el importante rol de pivotes en la construccio´n de
tests de diagno´stico para observaciones at´ıpicas y cambios estructurales.
Cuando se trata de datos diarios, los modelos estructurales pueden ser ex-
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tendidos de tal forma de permitir el manejo de los mismos introduciendo
un componente diario. Este se modela en la misma forma que un com-
ponente estacional y puede permit´ırsele que var´ıe en el tiempo. Otros
componentes como la tendencia y la estacionalidad anual pueden ser in-
troducidos como lo explicado en el modelo general. La falta de normalidad
en los datos, que es el caso de nuestro serie, requiere de un tratamientoma´s
particular que implica el uso de una funcio´n de verosimilitud que se maxi-
miza por me´todos iterativos, dado que las ecuaciones normales asociadas
no son lineales. En este sentido se puede intentar tratar a los datos como
provenientes de una familia exponencial; o bien, cuando los datos tienen
una distribucio´n de “colas pesadas”, se puede emplear combinaciones de
distribuciones normales con la t de Student.
En este trabajo se manipularon series de promedios mensuales de la
variable concentracio´n de dio´xido de azufre (SO2).
En particular, para el punto de muestreo nu´mero 6 de 2 (el que presenta
el mayor historial estad´ıstico en cuanto a la recoleccio´n de datos) la serie
original de los datos analizados se muestra en la 4.
Figura 4: Serie original de valores de concentracio´n promedio mensual de SO2
en el punto de muestreo 6.
Se observa como un hecho destacado que, a partir de la observacio´n
nu´mero 50, aparece un importante cambio estructural en la serie bajo
estudio dado por un brusco aumento relativo del valor medio en el tiempo.
Este feno´meno que se presenta en todas las series correspondientes a
cada uno de los 15 sitios de muestreo, es el punto inicial para pensar en
la aplicacio´n de una metodolog´ıa de modelado, en principio, diferente a la
que se ven´ıa aplicando para los primeros an˜os de trabajo ([16, 17, 18, 19]).
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En una primera etapa, se modelo´ la serie bajo estudio, en cada uno de
los sitios estudiados de muestreo, mediante las tipolog´ıas econome´tricas
tradiciones de Box-Jenkins (AR, MA, ARMA, ARIMA, otros).
Este procedimiento no fue fruct´ıfero debido ba´sicamente a las siguien-
tes causas:
1. La modelizacio´n lineal con la formulacio´n de Box-Jenkins no fue
eficiente.
2. Se obtuvieron varianzas residuales muy grandes.
3. No se logro´ realizar una identificacio´n adecuada de cambios de nivel
estructural.
En pos de salvar estas deficiencias, se busco´ una solucio´n mediante
me´todos que usan fuertemente la propiedad de no linealidad de las series
(como es el caso de nuestra variable de estudio, valores medios de SO2).
El modelo o´ptimo logrado es uno que emplea la modelizacio´n de series
de tiempo, en forma estructural, utilizando una transformacio´n no lineal
de tipo log´ıstico, para la cual previamente se consigue encontrar el repre-
sentante maximal, en el sentido de minimizar la varianza del disturbio o
ruido blanco. Se consiguio´ formular el siguiente
Teorema 1 Un perceptro´n multicapa con una capa oculta, usando la fun-
cio´n de transferencia lineal para activar la capa de salida, se puede repre-
sentar por
Zt = α0 +
q∑
j=1
αjg
[
β0j +
p∑
i=1
βijx
(i)
t
]
+ εt
g(u) =
2
1 + exp(−u)
− 1.
La funcio´n g, que es de la familia log´ıstica permite estimar un modelo
no lineal, para el que, el correspondiente modelo lineal asociado tiene
regresores que son tomados como entradas a la red, generando as´ı un
proceso recursivo. Los esquemas que representan las tres formas ba´sicas
de redes neuronales que se emplearon son los mostrados en el siguiente
esquema
El proceso se detiene cuando al realizar las correspondientes pruebas
no parame´tricas (estimacio´n de para´metros e hiperpara´metros), el MSC
es mı´nimo en el sentido de mı´nimos cuadrados.
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Figura 5: Modelos ba´sicos de redes neuronales empleados.
Se demostro´ que para un perceptro´n multicapa con 2 neuronas en la
capa oculta asociada a la entrada, la modelizacio´n de la serie bajo estudio
es altamente confiable (95%).
Las ecuaciones no lineales asociadas a cada tipo de modelo presentado
en la figura 5, se pueden caracterizar mediante las siguientes regresiones
dina´micas (con coeficientes que var´ıan en el tiempo)
yt = α0 +
q∑
j=1
αjg
[
β0j +
p∑
i=1
βijyt−1 + φ1 · Id(t)
]
+ εt
yt = α0 +
q∑
j=1
αjg
[
β0j +
p∑
i=1
βijyt−1
]
+ φ1 · It(t) + εt.
yt = α0 +
q∑
j=1
αjg
[
β0j +
p∑
i=1
βijyt−1 + φ1 · Id(t)
]
· φ2 · Id(t) + εt.
Las etapas realizadas para proceder a estimar los para´metros e hiper-
para´metros de los modelos propuestos, fueron las siguientes (en base a las
normas ARIMA de Box-Jenkins):
1. Construccio´n del modelo no lineal mediante la aplicacio´n recursiva
de la formulacio´n del Teorema.
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Ø1.0 Ø1.1 Ø2.0 Ø2.1 γ c
1.5 −0.5 −1.5 0.5 1.5 0.5
Tabla 1: Para´metros seleccionados para el modelo no lineal.
Sin Cambio Con Cambio
Modelo NN-AR 0.07821 0.05230
Modelo NN-Aditivo 0.07821 0.04871
Modelo NN-Mixto 0.07821 0.04851
Tabla 2: Valores del MSE de los modelos propuestos para la serie No Lineal
simulada con Cambio de Nivel.
2. Ana´lisis residual.
Para la construccio´n de la serie no lineal asociada al modelo, se formulo´
la serie auxiliar:
Zt = (φ1.0 + φ1.1.Zt−1)(1−G(Zt−1; γ, c))
+(φ2.0 + φ2.1.Zt−1)(1−G(Zt−1; γ, c))+ εt
con
G(st; γ, c) =
1
1 + exp(−γ (˙st − c))
.
A fin de minimizar la varianza residual, se tomaron varios juegos de va-
lores particulares de los para´metros Øi,j, siendo en particular, los o´ptimos,
los que se muestran en la tabla 1.
Para e´stos, se obtuvieron los siguientes valores del error cuadra´tico
medio (MSE), que confirman que la serie tratada con un modelo neuronal
mixto, es la que tiene una mayor confiabilidad en cuanto a los prono´sticos
que se pueden hacer con ella (menor MSE)
Se observa que cuando se trabaja con modelos que no tienen en cuenta
cambios estructurales, el MSE permanece constante, indicando que no es
detectado por el modelo. Con el tratamiento estructural, este cambio es
detectado por los tres modelos propuestos, obtenie´ndose el menor MSE
para el modelo mixto.
3.3 Interpretacio´n del modelo
A partir de la realizacio´n del ana´lisis residual asociado a la serie trabajada
con el modelo o´ptimo, se obtienen las siguientes cuatro gra´ficas fundamen-
tales (ver Figura 6).
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Figura 6: Gra´ficos ma´s representativos obtenidos luego del ana´lisis residual.
A partir de los gra´ficos de la figura refresidual, podemos extraer las
siguientes conclusiones:
• La serie de los residuos tiene un comportamiento estacional, y fluctu´a
alrededor del cero de manera aleatoria, cumpliendo la hipo´tesis fun-
damental de los modelos estructurales de series de tiempo.
• Ana´loga conclusio´n puede extraerse de la gra´fica de los cuadrados de
residuos, en la que los picos guardan una alta concordancia con los
meses del an˜o correspondientes a los meses de mayor concentracio´n
de SO2.
• La funcio´n de autocorrelacio´n muestra un comportamiento muy es-
table desde el punto de vista de la regularidad estad´ıstica, y corro-
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bora que el modelado obtenido es altamente confiable para poder re-
alizar la generacio´n de valores sinte´ticos de la variable bajo
estudio.
• En cuanto a la u´ltima gra´fica, obse´rvese el excelente comportamiento
de la asociada a los datos simulados con el modelo estructural pre-
sentado en este trabajo (curva en trazo ma´s oscuro), el cual junto a
los resultados arrojados por el estad´ıstico BS, presenta un compor-
tamiento cuasi-normal, que facilita el proceso de estimacio´n, y de
reduccio´n de la varianza asociada al ruido blanco.
4 Conclusiones
Mediante la introduccio´n de perceptrones multicapa, se logro´ modelar
una serie de promedios mensuales de la variable concentracio´n de dio´xido
de azufre (SO2) no lineal con cambios de nivel, en particular sobre su
componente AR(1).
El modelado es o´ptimo cuando se toma una red neuronal mixta, te-
niendo la serie que permite generar valores sinte´ticos de la variable bajo
estudio, una confiabilidad muy alta (95%) y permitiendo minimizar el er-
ror de las mismas a trave´s de una transformacio´n no lineal de los residuos.
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