Abstract. We study the Gevrey regularity down to t = 0 of solutions to the initial value problem for a semilinear heat equation
1. Introduction. We consider the initial value problem for a semilinear heat equation
where ∆ is the Laplace operator on R n and M is a positive integer. The initial data will be supposed analytic or more generally, belonging to some Gevrey space G σ . Broadly speaking, the main aim of the present paper is to study in detail simultaneously the analytic-Gevrey regularity with respect to t ≥ 0 and x ∈ R n . We construct a new, as far as we know, functional framework consisting of scales of Banach spaces of functions, having anisotropic Gevrey regularity G τ,σ with respect to t ≥ 0, x ∈ R n and derive precise estimates in such scales for the solutions of the IVP Our motivation is based on functional-analytic methods and it deals primarily with the analytic regularization of the heat operator with respect to the space variables for positive times for various classes of semilinear parabolic equations, the Burgers' equation, the Navier-Stokes equation etc. We refer to the pioneering paper of Foiaş and Temam [7] for the Navier-Stokes equation with periodic data, while concerning semilinear parabolic equations, H. Aikawa and N. Hayashi proved in [1] that if u 0 ∈ L p (R n ) and f is a polynomial of degree ≤ 1 + 2p/n then for t > 0 the solution u(t, ·) of ∂ t u = ∆u + f (u), u(0, ·) = u 0 extends analytically to a strip in C n with width proportional to √ t. Later on, results for more general semilinear parabolic equations have been proved (cf. [24] , [6] , [3] , [4] , [13] and the references therein). We stress that the aforementioned papers do not deal with the Gevrey type regularity in t down to t = 0. One of the main technical difficulties is more pertinent to the nonlinear analysis, namely suitable nonlinear superposition estimates for Gevrey anisotropic spaces.
There are also results for analyticity with respect to the time variable, but only in a conic neighborhood of t = 0. The first result in this direction was obtained by S.Ōuchi [21] who proved analyticity in time in a sector {t = re iθ , 0 < r < ∞, |θ| < α} under the assumption that f (u) is a monotone non-increasing polynomial and the initial function is bounded and continuous. We mention also the paper of Z. Grujić and I. Kukavica [14] for similar results for the Kuramoto-Sivashinsky equation. It appears however that the solution to (1) need not be analytic in time at zero even if the initial data is globally analytic (see [18] ).
We can summarize our approach as follows: in order to address the issues of the uniform regularity in t ≥ 0 and x ∈ R n we develop a new functional analytic framework which enables us to deal simultaneously with the regularity with respect to t ≥ 0 and x ∈ R n .
Banach spaces of uniformly Gevrey functions.
Let Ω ⊂ R n be an open domain and let σ > 0. We define G σ un (Ω), the space of uniformly Gevrey functions of index σ, as the set of all f ∈ C ∞ (Ω) such that there exists C < ∞ satisfying
Local Gevrey spaces G σ (Ω) are defined in a natural way as the projective limit of G σ un ( Ω) over an exhausting sequence of open sets Ω relatively compact in Ω. Thus f ∈ G σ (Ω) iff for every Ω ⋐ Ω one can find C > 0 such that (2) holds with Ω replaced by Ω. In particular, if σ = 1 we recover the well known set G 1 (Ω) = A(Ω) of real analytic functions on Ω while for σ > 1 the G σ (Ω) admits nonzero compactly supported functions. We refer to cf. [23] , [19] for more details on Gevrey spaces with index σ ≥ 1. We point out that the Gevrey spaces G σ , σ ≥ 1, are a natural framework for the study of PDEs with multiple characteristics and questions of regularity of solutions to evolution PDEs of Mathematical Physics, see [19] and the references therein.
The case of 0 < σ < 1 has not been dealt with in the literature on PDEs. In that case the space G σ un (Ω) consists of restrictions to Ω of functions from the space O exp (C n ; ρ) of entire functions of exponential order ρ = 1/(1 − σ), i.e. satisfying the estimate
with some C < ∞ and L < ∞ (cf. [17] for the one dimensional case). Typically, in applications, one introduces scales of Banach spaces depending on a parameter ρ > 0,
and u σ,ρ;X < ∞}, where
and X is some Banach space of function on Ω (e.g., X might be
[2] and the references therein.
In order to deal with functions which have different behavior in time and space directions we introduce scales of anisotropic Gevrey spaces.
Let T, σ, τ, ρ, θ be positive numbers and let X be a Banach space of functions on Ω and
Usually in order to prove regularity results for nonlinear equations one first proves good estimates for solutions to non-homogeneous linear equations. In the case of the spaces G τ and G τ,σ we could only prove the estimates with a loss of regularity. Namely we have 
where with τ = 2σ + δ,
Note that the above Proposition does not hold for ρ 0 = ρ. It resembles the so-called tamed estimates in Nash-Moser or KAM type methods for spaces of analytic functions. For that reason we cannot apply it in the method of successive approximations in solving a semilinear heat equation.
3. Global uniform Gevrey spaces G. The purpose of this section is to introduce a new type of norms suitable for the simultaneous study of the uniform anisotropic critical G 2σ,σ Gevrey regularity in x ∈ R n and near t = 0. The main advantage of the use of the new norms is that, in contrast to Proposition 2.1, no loss "à la Nash-Moser" type tamed estimates occurs.
Let X be a Banach space of functions on R n . We define
where
The relation between the spaces G and G is given by the following Proposition 3.1 (cf. [10] , Prop. 4.1). Let σ, ρ > 0 and u ∈ G σ (ρ; X). Then u ∈ G σ ( ρ; X) for any ρ < σ σ ρ and
with some C σ, ρ/ρ < ∞. 
where 
and let u 0 ∈ G σ (ρ; X), σ, ρ > 0. Then the solution u = e t∆ u 0 of
belongs to G τ,σ (θ, ρ; Y ) for any θ > 0 if τ > 2σ and for 0 < θ < θ max = ρ 2 /n if τ = 2σ.
if τ > 2σ, with some K = K(τ, σ, θ/ρ 2 , n) and for the critical case τ = 2σ
Proof. Let E n (t, x) be the heat kernel
Then u(t, x) = E n (t, ·) * u 0 (x) and E n (t, ·) L 1 = 1. Hence the Young inequality gives
Therefore, after the change of the summation index β = α + 2ℓ we get
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We shall prove that one can find a constant K = K(τ, σ, θ/ρ 2 , n) < ∞ such that for any
In order to prove (20) assume first that τ = 2σ. Then
So in that case
Now let σ > 2τ . By the Stirling formula there exists a constant C(σ) < ∞ such that
Hence
Therefore we get
Hence one can find a constant C(A, σ, δ) such that R(s) ≤ C(A, σ, δ) for any s ∈ N 0 . Combining this with (19) and (22) we get (20) with K(τ, σ, θ/ρ 2 , n) = C(σ) · C n (A, σ, δ) where δ = τ − 2σ, A = ne δ θ/ρ 2 . Finally (18) and (20) gives (15) and (16) which completes the proof.
Let g ∈ G τ,σ (θ, ρ; Y ) and let u satisfy
Proof. As in the proof of Proposition 4.1 we can assume that X = L p (R n ). We have
Next note that for any l ∈ N 0
So by the Young inequality for any
Now we decompose E τ,σ,θ,ρ;Y [u] according to the above inequality,
Following the proof of Proposition 4.1 we get
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5. Nonlinear estimates in Gevrey spaces. In order to deal with semilinear equations in G spaces we need precise estimations of nonlinear superpositions.
where ω = ω(X) is the Schauder constant for X.
Proof. By the Schauder lemma uv
We shall prove that C σ (β, γ) ≤ 1 for any β, γ ∈ N n 0 if σ ≥ 1 which implies (27). Clearly for σ = 1 we have
So it is sufficient to show that for any k, l ∈ N 0 the function
is non-increasing for σ ≥ 1. Since F k,l (σ) = 1 if k = 0 or l = 0 we can assume that k ≥ 1 and l ≥ 1. By the properties of the Euler Γ and B functions we have
We shall show that the expression in parentheses is non-positive for any 0 < t < 1 which implies
≤ 0 proving our claim. To this end note that since k ln t + l ln(1 − t) < 0 we can assume σ = 1 and so we need to show that k + l k + l + 1 ≤ −k ln t + l ln(1 − t) for any 0 < t < 1.
Next note that the function f (t) = −k ln t − l ln(1 − t), 0 < t < 1, assumes a minimum at the point t = k/(k + l) equal to (k + l) ln(k + l) − k ln k − l ln l. So (28) reduces to
Finally the left hand side of (29) is < 1 while the right one is > 1.
Proof. Define the approximation scheme by 
