








      
                                       
           
 
基于 Lucene 的中文分析器分词性能比较研究 
义天鹏，陈启安 
(厦门大学计算机科学系，福建 厦门 361005) 
摘  要：针对 Lucene 自带的中文分析器分词性能不理想并且难以选择第三方分析器的问题，研究多种基于 Lucene 的中文分析器，对语句
分词、分词速度、建立索引的空间与时间、检索结果以及检索速度等方面进行比较。分析结果表明，在 Lucene 框架下，基于词典分词的
Paoding 分析器总体性能最优，Lucene 自带的一元分析器分词速度最快，imdict 与 ICTCLAS4J 分析器在算法效率上存在一定改进空间。 
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【Abstract】The segmentation performance on Chinese analyzer of Lucene is insufficient, and the third party analyzer is difficult to choose. Because 
of this problem, this paper introduces several kinds of support Lucene analyzer, based on the experiment, sentence segmentation, word segmentation 
speed, index space and time, retrieval results and speed of retrieval are compared and researched. Analysis results show that, in Lucene framework, 
Paoding analyzer based on dictionary segmentation has the best overall performance, one-word analyzer of Lucene has the highest segmentation 
speed, imdict and ICTCLAS4J analyzer have greater room for improvement on the algorithm efficiency. 
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2  分析器综述 
2.1  Lucene 附带的中文分析器 
2.1.1  StandardAnalyzer 与 ChineseAnalyzer 分析器 









2.1.2  CJKAnalyzer 中文分析器 
CJKAnalyzer 中文分析器根据汉语中 2 个字组成一个
词居多的特点，实现对中文的二元切分，即将句子中每相
邻的 2 个字作为一个词，同时使用 StopFilter 过滤器以及
自己添加停用词表完成过滤功能。二元切分结果存在很大
的索引冗余，容易得到错误的检索结果，正确率比较低。 
2.2  第三方中文分析器 
2.2.1  JE 分析器 
分词组件 JE 采用基于词典的正向最大匹配中文分词
算法(Maximum Matching, MM)，MM 算法实现原理简单，
时间复杂度低，统计结果表明，MM 算法的错误切分率为
1/169[2]。JE 的 MM 算法原理如下：对于一个字符串 S，





向前看 ABC 是不是一个词，如果 ABC 是，还要再向前看
ABCD 是不是，直到发现 ABCDE 不是词典中一个词，这
样就切出一个词“ABCD”来。如果词库中没有词 AB，
则字 A 单独作为一个词被切分出来。JE 有超过 22 万词的
词库整理，并支持词典的动态扩展。 
2.2.2  IK 分析器 
开源中文分析器 IK 采用多子处理器分析模式，提供






有近 27 万的词汇量，且支持基于 API 的词库扩充以及配
置级的词库文件指定。 
2.2.3  Paoding 分析器 
开源分析器 Paoding 采用完全面向对象设计，它提供








2.2.4  mmseg4j 分析器 
mmseg4j 是用 TsaiChih-Hao 的 MMSeg 算法实现的中
文分析器，它提供 Simple、Complex 分词方法，都是基于
正向最大匹配算法[5]，1.6 版本开始在 Complex 分词算法
基础上实现了最多分词(max-word)方法。对于 Lucene 来
说，对应 Analyzer 为 SimpleAnalyzer、ComplexAnalyzer、
MaxWordAnalyzer，这 3 个 Analyzer 都继承自 MMSegAn- 
alyzer，而 MMSegAnalyzer 默认使用 max-word 方式分词。
mmseg4j 自带的主词典是将近 15 万的 sogou 词库，除此
之外它支持名为 wordsxxx.dic，文本文件规则为一行一词，
UTF-8 格式的用户自定义词库。 
2.2.5  imdict 分析器 
智能分析器 imdict 是 ICTCLAS 中文分词程序基于
Java 的重新实现。它的原理是基于自然语言处理领域的隐
马尔科夫模型(Hidden Markov Model, HMM)，即利用大量
语料库的训练来统计汉语词汇的词频和跳转概率，从而根
据这些统计结果对整个汉语句子计算最似然(likelihood)








2.2.6  ICTCLAS 与 ICTCLAS4J 分析器 
采用层叠隐马尔科夫模型的 ICTCLAS(Institute of 
Computing Technology, Chinese Lexical Analysis System)汉
语词法分析系统，主要功能包括中文分词、词性标注、命
名实体识别、新词识别，同时支持用户词典。当用 C++开
发搜索引擎时，可以直接调用 ICTCLAS 分词；当用 Java
开发时，则需要在静态初始化段中加载它，使用 JNI 本地
接口调用 ICTCLAS.DLL，实现 Java 环境下的分词。 








3  分析器比较 
实验环境为 Windows XP 操作系统，AMD 4000+处理
器 2 GB 内存。 
3.1  句子分词示例结果比较 
测试句子：“永和服装股份公司”，含有歧义词{和服}。
分词结果比较如表 1 所示。 

















的 JE、IK 与 Paoding 分析器都能正确得到{永和}这一词，
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3.2  分词速度比较 
如表 2 所示，前 2 次是分别对空文本串、6.01 MB 的
文本进行分词得到的时间，第 3次是对 10 000个包括小说、





浪费了 I/O 的带宽，增加了 I/O 的次数，这可以通过利用
加缓冲的方式提高读入词典的速度。通过分析分词时间可
以看出，Lucene 自带的机械分析器分词速度最快，第三方
分析器中 mmseg4j 和 Paoding 的分词速度相当快，IK 因为
采用全切分算法，速度略慢于它们，而采用隐马尔科夫模
型的 imdict 分析器因为涉及大量计算导致分词速度较慢。
ICTCLAS4J 的分词时间是 imdict 的 35 倍多，这与文献[6]
给出的效率对比结果一致。Java 环境下通过 JNI 方式调用
ICTCLAS 没有体现出它在 C++环境下分词速度的优越性。
由此可知，因为基于词典的分析器因为实现算法简单，时
间复杂度低于基于隐马尔科夫模型的 imdict 和 ICTCLAS，
所以时间上花费较少。 





为 6.01 MB 
文本文件 
为 520 MB 
StandardAnalyzer   15   1 361   114 843 
ChineseAnalyzer   16   1 300   103 484 
CJKAnalyzer   15   2 470   217 984 
JE  922   8 579   610 578 
IK_CAnalyzer 1 000   8 548   634 046 
MIK_CAnalyzer 1 000   9 407   706 829 
Paoding  9 54   5 100   401 406 
mmseg4j(Simple) 1 203   3 470   217 109 
mmseg4j(Complex) 1 250   5 048   348 938 
mmseg4j(Maxword) 1 218   5 517   373 563 
imdict  3 13  27 375  2 395 141 
ICTCLAS4J 1 656 958 125 84 093 400 
ICTCLAS   78  15 078  1289 000 
3.3  建立索引比较 
该实验是对 10 000 个包括小说、新闻、文案在内的文
本文件共计 520 MB 的数据对其文件名、文件路径和文件
内容建立索引得到的实验结果。在实验中，Lucene 的







则会发生频繁的 I/O 操作。在实验中，当 maxBufferDoc




于 ICTCLAS4J 分词速度很慢，而 imdict 是 ICTCLAS 程序
基于 Java 的重新实现，且它直接带有 Lucene 接口。所以，
这里不使用 ICTCLAS4J 及 ICTCLAS 进行分词建立索引。 
建立索引占用的空间与时间比较如表 3 所示。 
表 3  建立索引占用的空间与时间比较 
分析器 空间/MB  时间/ms 
StandardAnalyzer 137.0    85 469 
ChineseAnalyzer 138.0   113 141 
CJKAnalyzer 237.0   386 641 
JE 182.0   548 609 
IK_CAnalyzer 208.0   666 359 
MIK_CAnalyzer 204.0   799 578 
Paoding 192.0   486 985 
mmseg4j(Simple)  28.8   163 500 
mmseg4j(Complex)  28.8   176 047 
mmseg4j(Maxword)  28.8   180 250 
imdict 148.0 1 159 766 
由实验结果可以看出，Lucene 自带的单字分析器












引时采用 IK_CAnalyzer 类分词，检索时采用 MIK_C 
Analyzer 类解析检索词。 
该实验是用 10 000 个常用词分别对各自分析器建立
索引进行检索得到数据，这 10 000 个词采用随机算法从
15 万的常用词汇与短语中随机取得。检索到的文件数目为







和 Paoding 分析器效果较好。 
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表 4  检索结果比较 
分析器 检索到的文件数 检索时间/ms 
StandardAnalyzer 1 212 116  143 109 
ChineseAnalyzer 1 214 213  140 328 
CJKAnalyzer 1 290 553 1 348 129 
JE 2 011 852   75 547 
IK 1 922 332   76 000 
Paoding 2 034 813   96 360 
mmseg4j(Simple)    9 146    2 969 
mmseg4j(Complex)    9 100    2 734 
mmseg4j(Maxword)   10 083    4 203 
imdict 1 184 054  106 625 











据空间比 Paoding 小，内存占用也比 Paoding 少，因此，
在内存较紧张的情况下可以选择 JE 分析器。IK 虽然检索
结果接近于 JE 和 Paoding 分析器，但得到的索引文件占
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视觉特征是对 BoVW 改进研究的重要方向。 
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