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Abstract. This paper presents and evaluates a system that provides TV and radio services in mobility using 4G 
communications. The system has mainly two blocks, one on the cloud and another on the mobile vehicle. On the 
cloud, a DVB (Digital Video Broadcasting) receiver obtains the TV/radio signal and prepares the contents to be 
sent through 4G. Specifically, contents are transcoded and packetized using the DASH (Dynamic Adaptive 
Streaming over HTTP) standard. Vehicles in mobility use their 4G connectivity to receive the flows transmitted 
by the cloud. The key element of the system is an on-board proxy that manages the received flows and offers them 
to the final users in the vehicle. The proxy contains a buffer that helps reduce the number of interruptions caused 
by hand over effects and lack of coverage. The paper presents a comparison between a live transmission using 4G 
connecting the clients directly with the cloud server and a near real-time transmission based on an on-board proxy. 
Results prove that the use of the proxy reduces the number of interruptions considerably and, thus, improves the 
Quality of Experience of users at the expense of slightly increasing the delay. 
Keywords: Proxy, 4G, Video streaming, TV, Buffering, Dynamic Adaptive Streaming over HTTP (DASH), Quality 
of Experience, ITU-T P.1203 
 
1. Introduction 
It is well-known the fast growing of the Internet traffic in recent years, and forecasts indicate that this trend will 
continue in coming years. For example, according to the latest report carried out by Cisco in 2017 [1] global IP 
traffic will increase nearly threefold from 2016 to 2021. 
Among the causes, we find, in first place, the access to the Internet of a growing number of people, mainly in 
the Middle East, Africa and Asia Pacific. In the most developed areas, the growing is due to the fact that users 
access an increasing number of applications and services throughout their mobile devices. The increase in Internet 
connection speeds, with the emergence of 4G technologies, has allowed users to consume bandwidth-demanding 
services (mainly video), what was not feasible until a few years ago. 
In this way, users are in the habit of consuming video services using their mobile devices in any place and 
situation. Thus, it is quite common to see everyday people on the bus or on the subway watching a video in their 




environments since mobility represents an additional challenge. This problem becomes more important as the 
speed at which the user moves increases, for example, on long-distance road trips (either by bus or car), or on 
trains, boats and ferries. 
In this environment, due to the importance of entertainment services nowadays, some transport companies have 
begun offering on-board entertaining platforms (films, TV shows, music, games…), which represent an added 
value in the transport service. 
Only a few of these companies offer live TV and radio services, which involves the necessity to install a DVB  
receiving antenna as well as a server, which is in charge of transcoding the flows from the antenna and convert 
them to IP in order to be consumed by the users. The use of a DVB antenna results in a more expensive installation 
apart from the allocation of a physical space in a reduced environment. With the increasing speeds of 4G networks 
(and expecting the future arrival of 5G networks), it results affordable to offer TV services by means of 4G 
nowadays. 
In any case, the main problem of live TV/radio in mobility is signal loss and the corresponding interruptions 
due to coverage cuts, e.g., when a bus goes through a tunnel. These interruptions undoubtedly degrade the Quality 
of Experience (QoE) of users, who are more and more demanding in their quality requirements for multimedia 
content consumption. 
In order to solve this problem, this paper presents and evaluates a multimedia system that offers users in mobility 
TV and radio services in near real-time. To that end, the system uses advanced selective pre-storage strategies of 
content sent from transcoding servers located on the cloud. In this sense, one of the main contributions of the paper 
is a real implementation of the whole system and the configuration of the testbed, which is used to carry out the 
assessment of the proposal. 
The rest of the paper is organized as follows. In Section 2, relevant related work is presented. Section 3 describes 
the proposed system architecture. Methodology is explained in Section 4. A thorough evaluation and results are 
shown in Section 5. In Section 6 some improvements to the key element of the proposal, the proxy, are presented. 
Finally, conclusions are discussed in Section 7. 
 
2. Related work 
One of the key elements in which this proposal is based on is the use of a proxy to manage the video flows received 
by 4G. A proxy is, at the same time, a server and a client, i.e. a node that acts as an intermediary among clients 
and servers, retransmitting both requests and responses and potentially performing packet modifications, caching 
or filtering. Caching techniques and proxies have been widely used in communication networks (e.g. [2-3]), 
especially web proxies, a basic component of web caches, which help to reduce traffic considerably in the Internet.  
Regarding the problem of explosive increasing in Internet traffic, different studies [4-7] state that an important 
part of multimedia traffic towards mobile devices is due to many downloads of only a few popular contents (e. g. 
musical videos) of large size. In this line, research is being focused on finding effective ways of reducing the 
transmission of duplicated contents by using smart caching strategies within mobile networks, thus allowing users 
to access popular contents by means of caches in nearby gateways of their operators. Examples can be seen in [8] 
and [9], where selective techniques of IP traffic based on traffic load or geolocation are used. Also, by reducing 




fact, caching techniques both in 3G [4] and 4G [6] have managed to reduce traffic to mobile devices by 30 to 60 
percent.  
Additionally, it is worth highlighting some papers related to this proposal that analyze the use of proxies. For 
instance, [10] presents a mobile proxy architecture for improving the system performance over high-speed trains 
in Long Term Evolution Advanced (LTE-A) networks [11]. The proxy is used to save the wireless bandwidth 
consumption between the train and the base station, and also to reduce the starting time of the video. Another 
proposal based on the use of a proxy is shown in [12], which presents a proxy-based solution for adapting the 
scalable video streams at the edge of a wireless network. In that paper, the proxy helps to maximize the video 
quality of all receivers given a certain bandwidth. That solution is focused on scalable video coding (SVC). Talking 
about different video transmission techniques, [13] presents a system framework for network compression of 
interactive multi-view streaming video with path diversity. That system features a proxy-server, which is in charge 
of adapting the content data sent over the wireless links, with the aim of minimizing the video distortion at the 
client side. Finally, [14] proposes a DASH proxy-based bitrate algorithm for video communications over 
orthogonal frequency division multiple access (OFDMA) systems.  
In the aforementioned articles, the evaluations are carried out by using on-demand video services in order to 
check the performance of the proposal. However, despite the amount of papers existing in the literature focused 
on proxies and caches, there is hardly related work publicly available in the literature about the use of proxies to 
offer live TV services, as this paper proposes. In this sense, although nowadays there are already some apps that 
provide live TV streaming, most of them are focused on providing video streaming services and do not pay special 
attention to network reliability, scalability or cost. In a scenario where, for instance, 100 users in the same location 
want to access the same TV channel simultaneously, it is possible that they have problems (in terms of 
connectivity, stalls, delays, etc.).  
What has been widely studied is the idea of providing TV services in mobility. In this sense, one of the first 
standards aimed to provide TV for mobile devices was DVB-H (Digital Video Broadcasting - Handheld) [15], 
which was published in 2004 as a variation of DVB-T (Digital Video Broadcasting - Terrestrial) for mobile 
terminals. However, despite the characteristics of the standard, DVB-H did not success as expected, and nowadays 
it has barely been adopted. An evolution of DVB-H was DVB-SH (Digital Video Broadcasting - Satellite services 
to Handhelds) [16], published in 2007, which was based on a hybrid satellite/terrestrial downlink. Another family 
of standards to highlight is those proposed by 3GPP, especially MBMS (Multimedia Broadcast/Multicast Service) 
[17] and its evolution eMBMS (evolved MBMS) [18]. eMBMS was born as a technology to efficiently send the 
same content to a group of users in LTE  networks. In fact, the jointly use of eMBMS and caching techniques can 
make transmission rather efficient. Although technologies like eMBMS can be used to boost the network’s 
capability for providing high-quality multimedia service in high user-density area, the real fact is that this 
technology is not as wide spread as users would like to. In many locations and countries, mobile operators have 
not fully implemented it, or do not offer it in mobility. 
In this sense, mobile services based on 4G LTE are continuously expanding in global markets today, providing 
subscribers with the same connection quality as it was previously only possible with broadband cable networks 
[19]. With more than 200 commercial LTE networks deployed worldwide in August 2013 [20], it is expected that 
LTE subscriptions will exceed 1300 million by the end of 2018 [21]. It is important to highlight the next generation 
of mobile telephony 5G, which is expected to be implemented as of 2020. The deployment of 5G networks will 




for instance, by providing video streaming at high resolutions (such as 4K). In this sense, satellites will play an 
important role in the extension of cellular networks by sea, air and remote areas not covered by small cellular 
networks [22]. In this way, with the use of satellites, the system hereby proposed could be used in other scenarios, 
such as on boats, which usually are located in areas without Internet coverage. 
The capabilities of 4G regarding bandwidth have allowed to offer more demanding services, like streaming of 
high quality videos (e.g. 1080p or even 4K) or live TV. In this line, different studies have been published. For 
example, [23] proposes a framework to maximize radio resource usage when providing TV broadcasting over LTE 
networks, whereas [24] presents a resource allocation framework for adaptive video streaming over LTE based on 
the DASH standard. This work also aims at optimizing the use of the 4G network, as [23] and [24], but, in this 
case, the key element is a proxy installed in the on-board server. Moreover, our proposal is validated in a mobility 
scenario and not with simulations. Finally, it is worth highlighting different works that study the provision of TV 
services in mobility, such as [25] and [26]. [25] is mainly focused on the analysis of the physical channel (a hybrid 
solution of LTE and DTT -Digital Terrestrial Television- systems), and not in the QoE as our proposal does. On 
the other hand, [26] presents a new algorithm for transmitting multiple variable bitrate (VBR) video streams, which 
is focused on reducing energy consumption in mobile devices. Compared to our solution, that system is not 
intended for providing TV/radio services to a group of users located at the same place.  
 
3. System description 
3.1 General scheme 
Fig. 1 shows a simplified scheme of the proposed system, which consists of two main blocks: the cloud and the 
shipped server in a vehicle. On the cloud, TV/radio contents are received by means of the DVB standard, and are 
transcoded and then transmitted through 4G.  
 
Fig. 1. Scheme of the proposed system 
On the other hand, in the vehicle there is a 4G receiver, which receives the contents encoded on the cloud. Also, 
in the shipped server there is a proxy in charge of managing the reception of video packets from the cloud and, 




includes a buffering module that manages the video streams. Video transmission is carried out using the DASH 
standard, briefly reviewed in the next section. 
Users employ their mobile devices to connect to the Wi-Fi network of the vehicle and access live contents, 
among other available multimedia contents.  
3.2 DASH 
DASH [27] is an ISO (International Organization for Standardization) standard for the transmission of live and on 
demand content. DASH uses HTTP for data transmission and is based on the segmentation of multimedia files. In 
DASH, each file is encoded with different qualities which are split into little parts called segments. In order to 
access multimedia content, clients select the quality of each content segment and this selection can be done even 
during the playback, adapting quality and bitrate to bandwidth constraints and device capabilities. 
In this sense, DASH defines a manifest file, called MPD (Media Presentation Description), which describes the 
multimedia content, the different qualities and how the content has been split into segments. Segments must start 
with a key-frame, that is, a complete image, in order to remain independent of the rest. Finally, segments are 
encoded using the desired format and hosted in a server, usually a web server. 
Nevertheless, live streaming differs from on-demand streaming in the sense that content is generated 
continuously in real-time. In this proposal, media content is obtained from TV/radio services so DASH segments 
have to be also generated continuously. 
 
3.3 Proxy 
In this proposal, the proxy installed in the vehicle is in charge of creating and managing the buffers for each 
configured TV channel. Initially, the proxy receives the MPD with information about video segments, and requests 
the corresponding DASH segments to the cloud afterwards. Unlike on-demand video transmission, where the MPD 
is created at production time and remains unchangeable, in live video transmission the MPD is updated 
continuously as the video packets are encoded and packetized. Thus, the MPD is sent periodically to inform about 
new available segments and each segment has time stamps. The proxy has the responsibility for creating a new 
MPD containing the description of segments in the local buffer, not in the cloud, and for adjusting their timestamps 
accordingly. If any media segment could not be downloaded for any reason, the proxy could ask the cloud server 
to retransmit that lost segment as long as clients had not started playing it yet. In this sense, the proxy fills the 
buffer, which is shared by all clients, before allowing final users to request contents. Since the buffering process 
is carried out at the proxy, only one flow is requested to the cloud, in contrast to the multiple flows that would be 
fetched if every client requested the flows instead. It is worth noting that the proxy is completely transparent to 
the clients. 
In this approach, video quality is selected when content transcoding is carried out at the cloud and it is not 
changed later. For simplicity, although DASH standard enables the possibility to send several qualities of the same 
video, only one quality is sent to the on-board server. In this case, the proxy adjusts the amount of segments in 
buffer according to the measured bandwidth. The proxy is designed to adjust the amount of segments in buffer 
with the aim of providing continuous playback in client players on-board. Implementing a quality selection 
algorithm in our developments would introduce more complexity, since it is a real implementation and not just a 




In order to let the clients play the content transparently, the generated MPD must contain new timestamps for 
each segment, time-shifted according to the buffer capacity. Therefore, the timestamp for the segment i buffered 
in the proxy tproxy(i) will be: 
 𝑡𝑝𝑟𝑜𝑥𝑦(𝑖) = 𝑡𝑐𝑙𝑜𝑢𝑑(𝑖) + 𝑇𝑏𝑢𝑓𝑓𝑒𝑟  (1) 
where tcloud(i) is the presentation timestamp of the original segment generated in the cloud and Tbuffer is the proxy 
buffer length in seconds. Additionally, tcloud(i) and Tbuffer can be expressed as a function of the segment duration 
Tsegment(i) as follows: 
 𝑡𝑐𝑙𝑜𝑢𝑑(𝑖) = 𝑡0 +∑ 𝑇𝑠𝑒𝑔𝑚𝑒𝑛𝑡(𝑗)
𝑖−1
𝑗=0  (2) 
 𝑇𝑏𝑢𝑓𝑓𝑒𝑟 = ∑ 𝑇𝑠𝑒𝑔𝑚𝑒𝑛𝑡(𝑖)
𝑗+𝑁
𝑖=𝑗  (3) 
where t0 is the initial transmission time, and N is the buffer size in segments. Assuming all segments with the same 
duration Tsegment, the timestamp of proxy segments can be expressed as: 
 𝑡𝑐𝑙𝑜𝑢𝑑(𝑖) = 𝑡0 + 𝑖 ∗ 𝑇𝑠𝑒𝑔𝑚𝑒𝑛𝑡 (4) 
 𝑇𝑏𝑢𝑓𝑓𝑒𝑟 = 𝑁 ∗ 𝑇𝑠𝑒𝑔𝑚𝑒𝑛𝑡  (5) 
 𝑡𝑝𝑟𝑜𝑥𝑦(𝑖) = 𝑡0 + 𝑇𝑠𝑒𝑔𝑚𝑒𝑛𝑡 ∗ (𝑖 + 𝑁) (6) 
As a matter of fact, segment recovery can be implemented attending multiple conditions. Near-deadline 
segments have usually highest priority, but other strategies could also perform well. For instance, prioritizing 
single lost segments recovery instead of consecutive segments will prevent users to suffer intermittent interruptions 
with the downside of having longer ones. 
Finally, in case the proxy calculates that the very next lost segment cannot be downloaded before it should be 
played according to (6), this segment recovery is omitted and loss is assumed. Resources are then employed for 
downloading or recovering other in-time segments. 
 
4. Methodology 
The evaluation presented in this paper has been carried out using two different scenarios. On the one hand, 
assessments were carried out in a laboratory environment, using real TV signal and a DVB-S receiver equipment, 
transmitting content throughout a Wi-Fi connection and emulating wireless channel losses. On the other hand, a 
realistic scenario was assessed in order to carry out tests in mobility, capturing DVB-S TV signal on the server 
side and transmitting it to a mobile vehicle using 4G connectivity. Following, the methodology used in each one 
of these two scenarios is described. 
4.1 Simulation environment 
4.1.1 Testbed 
Fig. 2 presents the testbed used to carry out the evaluation in the laboratory environment.  
First of all, TV signal is captured at the cloud server using a DVB-S antenna and a receiver. Then, the server 
tunes and demultiplexes the configured channels and starts encoding the flows. The video is encoded using H.264 
at 500 kbps. DASH packetized segments are available to be requested by the proxy connected to the access point. 




It is worth mentioning that video quality is selected when content transcoding is carried out at the cloud and it 
is not changed later. As aforementioned, only one quality is sent to the on-board server. In this case, the proxy 
adjusts the amount of segments in buffer according to the measured bandwidth. The proxy is designed to adjust 
the amount of segments in buffer with the aim of providing continuous playback in client players on-board. 
 
Fig. 2. Laboratory testbed 
Therefore, the proxy service runs on a laptop connected to the access point. This Wi-Fi channel will be tweaked 
to emulate losses, delay and bandwidth constraints with the aim of assessing the system response in non-ideal 
situations and anticipating the behavior when using 4G connectivity in mobility. The proxy will be responsible for 
downloading segments from the cloud, filling the local buffer and streaming the content when requested. 
In this sense, once the proxy manages to buffer video segments, these will be set available to final clients through 
the local access point. The test clients are mobile devices, such as smartphones or tablets. 
4.1.2 Evaluation parameters 
In this environment, the main evaluation parameter is the state of the buffer on the reception player. This buffer 
size has been set to 3 segments (i.e. 30 seconds given a segment duration of 10 seconds). However, the buffer level 
can reach higher levels if the current playing segment is also taken into account. Moreover, the buffer level is 
closely related to the user perception. Hence, when the player buffer is completely empty, the user perceives video 
interruptions, and therefore, a considerably degradation in the Quality of Experience.  
For the evaluation, different scenarios are presented where packet delay, losses and bandwidth vary during 3 
minutes. These scenarios have been selected in order to simulate the most likely scenarios in a real environment. 
The proxy buffer in simulated scenarios is set to 70 seconds, i.e. 7 segments of 10 seconds. 
In addition, Quality of Experience of final users has been evaluated using the ITU-T P.1203 recommendation 
[28]. This recommendation describes a set of objective parametric quality assessment modules that help to predict 
the impact of media encoding and observed IP network impairments on quality experienced by the end-user in 
multimedia streaming applications. The recommendation includes four different modes of operation, with different 
complexity both of the input information and the model algorithms. In this paper, we use the most complex of the 




apart from having access to codec information, target bitrate, frame rate, segment duration, coding and display 
resolution (as mode 0) and access to video frame sizes and durations, and video frame types (as mode 1) [29]. 
4.2 On-board environment 
4.2.1 Testbed 
The on-board environment represents a more realistic scenario. This testbed uses a dedicated server for TV 
capturing on the cloud side and a car-powered server to be carried in the vehicle and perform the proxy tasks. 
The cloud server was installed in the headquarters of a collaborating partner. The cloud server is in charge of 
receiving the TV/radio signal, processing the channels and managing the requests from the shipped server in the 
vehicle. As in the simulation scenario, the bitrate of the video has been set to 500 kbps using H.264. This video 
rate is used by the service provider since it provides a good trade-off between the use of the 4G channel (and the 
associated costs) and the Quality of Experience perceived by the users. To that extent, different subjective studies 
(not included in this paper) were carried out to validate the Quality of Experience of users under different video 
rates and reception devices with different screen sizes. Fig. 3 shows the cloud server, which receives the DVB 
signal through a satellite antenna and encodes the flows.  
 
Fig. 3. Cloud server equipment 
As aforementioned, in order to carry out mobility tests, a shipped server was installed in a vehicle (in this case, 
a car). The on-board environment has four different parts: server, 4G router, 4G antenna and one or more access 
points. This could seem overwhelming if we intend to install the system in a car as is, but there are some aspects 
to take into account. On the one hand, the system is designed for bigger vehicles, such as buses or ferries, where 
some location can be found to place the on-board equipment. On the other hand, the on-board system can be 
implemented in one single equipment. Nowadays, there are smart Wi-Fi access points with 4G connectivity that 
can be used instead. The main drawback is the processing capabilities and the difficulty to access the operating 
system in order to implement the proxy mechanism. 
With this trade-off in mind, we installed the shipped system in a car to perform the assessment, as shown in Fig. 




a 4G router) and managing requests from the final clients. Regarding the client side, a laptop was used to take the 
measurements and check the buffer level of the live player. Those measurements are presented in the evaluation 
section and allow the comparison between the proxy performance and the direct live transmission through 4G 
(without proxy). The laptop is connected to the proxy by means of an access point also installed in the car. Fig. 4 
depicts the set-up used to carry out the tests. The 4G router also stores geolocation information, which will also be 
used in the presented evaluation.  
Precisely, from the information obtained from the 4G router regarding the GPS measurements, the itinerary 
taken by the vehicle to perform the tests has been marked out in Fig. 5. The total duration of the tests was 1450 
seconds (24 minutes approximately) for a trip of about 30 kilometers. In the figure, three clearly differentiated 
sections (marked in different colors) can be seen. Each one of these three sections is analyzed separately in the 
evaluation section: section 1 (in blue color), section 2 (purple) and section 3 (orange). The itinerary alternates rural 
areas (mainly secondary roads with poor connectivity) and urban areas (where there is good connectivity). In this 
way, it has been possible to evaluate the performance of the proxy in different environments, especially when 
packet losses occur.  
 
Fig. 4. Assembly of the system in the vehicle 
 




Regarding the proxy, the proxy buffer in the on-board environment has been set to 150 seconds to cover the 
expected interruptions due to lack of coverage or hand overs. In addition, the player buffer has been configured 
with 30 seconds. 
4.2.2 Evaluation parameters 
Again, the main evaluation parameter is the player buffer level, considering factors as the bandwidth, packet losses 
and delay. In addition, the number and duration of playback interruptions will be analyzed since they have a 
decisive impact on the user experience. Also, the recommendation ITU-T P.1203 [28] is used to evaluate the 
Quality of Experience of final users as explained in Section 4.1.2, and specifically, mode 3 of this recommendation. 
 
5. Evaluation 
5.1 Simulation environment 
As aforementioned, there are eight different scenarios under consideration. In those scenarios, losses, delay and 
bandwidth have been analyzed. Each study is presented in the following sections:  
5.1.1 Bandwidth 
Regarding bandwidth constraints, four different channels have been simulated with different instant available 
bandwidth. The first channel profile is shown in Fig. 6a in dotted green color. The bandwidth varies repeatedly 
between 100 Mbps and 0 Mbps, simulating moments of maximum connectivity and moments of no connectivity 
at all.  
Also, Fig. 6a shows the state of the player buffer when the playback is carried out using the on-board proxy and 
when it is not, i.e. direct playback from the cloud server. Results show that the use of the proxy allows the buffer 
level to remain between 10 and 17 seconds, regardless the available bandwidth of the 4G link. In contrast, in live 
transmission the buffer presents higher fluctuation. Thus, although reaching levels of 29 seconds at certain points, 
it drops at some intervals and all buffered video is consumed. This situation is not desirable since users are highly 
likely to perceive interruptions in the video reproduction when the buffer is completely empty. Comparing buffer 
levels with the bandwidth profile, some conclusions can be inferred. When the bandwidth is high, the buffer of 
live transmission increases considerably, because each time there is enough bandwidth the player downloads as 
much content as possible until filling the internal buffer. On the contrary, each time an interruption occurs the 
player stops, resuming the reproduction when there are enough video segments in the buffer. This causes a delay 
on the video reproduction. At the end of the 3-minute test, a total delay of 12 seconds (6.6% of the duration of the 
test) is perceived using the live player. It is worth noting that the service interruptions have to last at least 30 
seconds to make the buffer empty completely.  
On the other hand, the proxy buffer length is higher than the duration of the interruptions, so the proxy has been 
able to absorb the losses and recover the segments during the intervals of maximum coverage, keeping the player 
buffer at a healthy level and allowing a continuous playback. In this way, in this first scenario, significant 
improvements can be seen when using the proxy. These improvements will remain as long as the proxy buffer is 
higher than the maximum duration of the moments with no coverage and there is enough bandwidth to recover the 
lost segments during the moments with coverage. Therefore, an appropriate buffer dimensioning is essential to 




The second assessed channel simulates a hand over situation where coverage is lost for 1 minute. Fig. 6b depicts 
the bandwidth variation and the buffer level for live and proxied transmission. When the receiver is within the 
coverage area, the bandwidth reaches 3 Mbps, which is in tune with real mobile technologies like 4G. The existence 
of such a long region without reception has a significant impact on the state of the buffer, especially on live 
transmission, where there is a section with a duration higher than 50 seconds in which the buffer is empty. That is, 
once the player has consumed the almost 20 seconds initially available in the buffer, it runs out of video segments 
to play. On the other hand, when using the proxy, the buffer never empties completely, although it drops 
dramatically. Finally, the live player recovers video segments and manages to fill the buffer, but it ends with a 
delay of 51 seconds (28.3%). 
Once again, results show the convenience of using the proxy and, especially, how important a correct 
configuration of the buffer size to avoid coverage cuts is. Comparing these results with those obtained in channel 
1, it can be noted that less frequent but longer interruptions are a higher threat for a seamless video reproduction 
and QoE if the buffer of the proxy is not dimensioned appropriately.  
Regarding channels 3 and 4, the bandwidth distribution and the analysis of the buffer using live transmission 
and proxy (shown in Fig. 6c and Fig. 6d, respectively) lead to the same conclusions as in previous channels. That 
is, the use of the proxy helps the player maintain a steady buffer level, thus minimizing the number of interruptions. 
5.1.2 Delay 
This section presents the tests carried out to evaluate the packet delay and the effects it has on the buffer level. For 
this purpose, two different types of channels have been considered. The delay distribution and the resultant buffer 
level for channel 5 and channel 6 are shown in Fig. 6e and Fig. 6f, respectively. Note the different axis scale for 
delay in both scenarios. The first scenario entails two zones of high delay whereas the second one describes high 
variance with low and moderate packet delay.  
Regarding channel 5, Fig. 6e points out that high delay values lead the buffer to empty in live transmission. 
When the delay decreases, the buffer increases considerably, reaching values of 30 seconds. On the contrary, as in 
the previous studies, the use of the proxy guarantees a steady buffer. Playback interruptions and the process of 
filling the buffer in the live player result in a delay of 32 seconds (12.7%) taking into account the whole playback 
length. 
Results for channel 6 are depicted in Fig. 6f. Since the average delay is lower than in the previous case, the 
length of interruptions is also much lower. In fact, there are few interruptions in live transmission, and the duration 
is practically lower than 5 seconds. Comparing the transmission using the proxy with that for live transmission, 
once again the behavior of the buffer in the proxy is steadier than live transmission, reducing the probability of a 
buffer underrun. 
5.1.3 Losses 
In this section, the amount of losses has been changed over time to create the channels to assess. On the one hand, 
channel 7 presents three zones of high packet loss and zones without losses (Fig. 6g). On the other hand, channel 
8 has lower packet losses but they are presented continuously (Fig. 6h). 
Regarding the analysis of channel 7, a channel with these loss peaks implies interruptions in video transmission, 
especially in live transmission, as depicted in Fig. 6g. The final delay introduced during the simulation using the 
live player is 27 seconds (a 15% of the total time of simulation). On the other hand, in the proxy-based transmission 




With respect to channel 8, Fig. 6h shows that although maximum losses are lower than in the previous test, the 
live player presents some video interruptions. This is due to the fact that the continuous packet loss prevents the 
buffer from receiving new full segments. Comparing with the proxy-based player, live player has higher variability 
and risk of completely running out of video segments in the buffer. 
   
 a) Channel 1: periodic bandwidth b) Channel 2: long fall of bandwidth 
   
 c) Channel 3: stepped bandwidth d) Channel 4: brief fall of bandwidth 
   
 e) Channel 5: stepped delay f) Channel 6: periodic delay 
   
 g) Channel 7: stepped losses h) Channel 8: periodic losses 




5.1.4 MOS Evaluation 
One of the most used techniques to measure QoE is the Mean Opinion Score (MOS), in which different users value 
their experience regarding a video playback analyzing certain parameters using a scale between 1 (lowest 
satisfaction) and 5 (highest satisfaction) [30]. Table 1 shows the MOS evaluation carried out using the 
recommendation ITU-T P.1203 for live and proxy playback in the eight simulation channels. The same video 
(which duration is 180 seconds and its bitrate is 500 kbps) has been used in all scenarios. For this reason, regarding 
the proxy, as no stalls occur, all the channels have the same MOS (4.29), a rather good value, taking into account 
that the MOS varies from 1 (worst experience) to 5 (best experience). On the contrary, mainly because of the 
existence of stalls, live transmission provides much worse values of MOS (between 2.35 and 3.24). According to 
the table, the worst scenario is Channel 3. This is in line with Fig. 6c, which shows that this is the channel with the 
largest number of stalls and duration.  
Table 1. MOS evaluation using ITU-T P.1203 
 Channel 1 Channel 2 Channel 3 Channel 4 Channel 5 Channel 6 Channel 7 Channel 8 
Live 2.84 3.24 2.35 2.48 3.11 2.88 2.80 3.24 
Proxy 4.29 4.29 4.29 4.29 4.29 4.29 4.29 4.29 
5.2 On-board environment 
5.2.1 Losses, delay and buffer level 
Although simulated channels have been very useful to evaluate how players behave with and without the developed 
proxy, the assessment in real scenarios is a key factor to determine the feasibility of the proposed architecture. 
However, one of the drawbacks of real environments is the difficulty to define the channel during the experiment. 
Therefore, during the on-board test, the 4G link losses have been continuously measured, as well as the packet 
delay, in order to model the channel. These measurements are shown in Fig. 7 and Fig. 8, which depict the link 
quality in terms of packet losses and delay, respectively. 
 
Fig. 7. Losses of the 4G link  
 




In Fig. 7 three zones where packet losses reach a considerable magnitude can be distinguished. This has been 
very useful to evaluate the effectiveness of the buffering technique on the shipped server, which uses the proxy. 
About the measured delay, Fig. 8 shows that the maximum delay is 6 seconds, and comparing the results shown 
in Fig. 7 and Fig. 8, a correlation between losses and delay can be inferred. 
In order to thoroughly analyze the areas where there is a significant deterioration in the 4G link quality, the 
route has been divided into 3 sections, as drawn in Fig. 5. These sections of interest are highlighted in Fig. 9, where 
the buffer level for both live and proxy-based transmission is depicted. Outside these areas, video reception was 
paused to perform operation and maintenance tasks, so no measurements were taken. It is worth remembering that 
the maximum capacity of the player buffer has been set to 30 seconds. In order to throw neater results, each section 
is analyzed independently. 
 
Fig. 9. Buffer evaluation in on-board scenario  
The first section, which is drawn in blue color in Fig. 5, comprises the time from 100 to 400 seconds. Fig. 10a 
shows the link quality regarding the packet loss measured in this interval of time. As the figure depicts, the signal 
is lost during more than 1 minute. The effect that these losses have over the visualization of the content in a player 
that accesses directly to the cloud (live) and another that obtains the data from the proxy, can be seen in Fig. 10b. 
From these results, it can be verified that when channel losses begin to increase (at around 240 seconds) live 
reproduction exhausts the player buffer, thus causing interruptions in the visualization and the consequent 
deterioration of QoE. In this experiment, although packet losses decrease, live player fails to refill the buffer 
because the high packet delay. In contrast, by using the proxy, the buffer is kept within a safe range while waiting 
for the connectivity to return. As during the tests the proxy has been set with a buffer of 150 seconds, this has been 
enough time for the vehicle to come back to an area with sufficient connectivity and to download the following 
video segments needed to fill the buffer. The result has been a continuous reproduction during all the section using 
the player through the developed proxy. 
The second section comprises the time from 520 seconds to 625 seconds (purple color in Fig. 5). The losses 
level as well as the average delay of section 2 can be seen in Fig. 11a. There are two main loss areas, one with 
40% of packet losses and another with a complete loss of connectivity. Those losses affect both the direct 
connection and the proxy-based one, as Fig. 11b shows.  
Results show that the first loss area does not affect neither the live connection nor the proxy, because the duration 
is shorter than the player buffer and there are always video segments ready to be played. The second loss area 
affects both live and proxy-based connection. Although the proxy buffer length could absorb both zones with 




player buffer from requesting lost segments and, therefore, the video playback results interrupted eventually, 
particularly over 625 s. 
The last section, section 3, is the largest one, with a time interval between 800 and 1450 seconds (more than 10 
minutes). Due to its different behavior regarding coverage, this section has been divided into two different areas:  
 Section 3a, which is a critical area because the connectivity is intermittent. This area runs through 
secondary roads. 
 Section 3b, where the connectivity is excellent, without coverage losses. This is in line with the fact 
that coastal zones usually have good connectivity because population is higher. 
The distribution of losses in section 3 is shown in Fig. 12a, which reflects the two sub-sections clearly 
differentiated. In Section 3a, between 800 and 1000 seconds, packet losses and delay are significant. However, 
Section 3b presents total connectivity for more than 5 minutes. Additionally, the buffer level can be seen in Fig. 
12b. 
To see in more detail the behavior in the critical area, Fig. 13a shows the losses level and the average delay for 
Section 3a and Fig. 13b illustrates the buffer level. In this case, transmission presents peaks of high losses and 
delay, which lead to empty the player buffer in both live and proxy-based connection at some points. Nevertheless, 
interruptions using live connection are longer and more frequent than those produced in the proxy-based 
connection. In this case, without taking into consideration the initial warm-up zone, the player buffer empties for 
4 seconds, whereas in the direct connection there are 3 interruptions with a total duration of 10 seconds. 
   
 a) Losses level and average delay b) Buffer level 
Fig. 10. Section 1 
   
 a) Losses level and average delay b) Buffer level 





 a) Losses level and average delay b) Buffer level 
Fig. 12. Section 3 
 
 a) Losses level and average delay b) Buffer level 
Fig. 13. Section 3a (critical area) 
5.2.2 Interruptions 
After having evaluated the behavior of the developed system in different real mobility scenarios, it is interesting 
to quantify the number (and duration) of interruptions (stalls) to be able to estimate the level of improvement 
introduced.  
Thus, Fig. 14 shows the accumulated time during which the players have interrupted their reproduction because 
their internal buffer empties. As can be seen, each section has been analyzed separately to have different intrinsic 
characteristics in terms of signal level and coverage. Finally, the total number of interruptions during the overall 
trip is shown.  
 
Fig. 14. Duration of interruptions (s) 
It is worth noting that it is not possible to compare the number of interruptions in absolute value between one 
section and another, since each section has a different duration. So, it is more relevant to compare the percentage 
of time where the reproduction has been interrupted. The values of the duration of the section and the number of 




Table 2. Number and percentage of stalls 
 
Sec. 1 Sec. 2 Sec. 3 Sec. 3a Total 
Duration (s) 301 111 641 191 1053 
Proxy 
Number of stalls  0 1 1 1 2 
Stalls duration (s) 0 5 4 4 9 
% 0.0% 4.5% 0.6% 2.1% 0.9% 
Live 
Number of stalls 1 2 3 2 6 
Stalls duration (s) 154 37 17 10 208 
% 51.2% 33.3% 2.7% 5.2% 19.8% 
For section 1, results from the table show that the long interruption the transmission has suffered has caused the 
live player to empty the buffer for a long period of time (51.2%). In contrast, the use of the proxy in section 1 has 
allowed to maintain a continuous video reproduction because the buffer size is larger than the duration of the gap 
without coverage. 
Regarding section 2, the table depicts that the reception is interrupted during the 33.3% of time for live 
transmission, whereas the proxy keeps on mitigating many channel losses, interrupting the reproduction for only 
the 4.5% of the time. This is due to the interval with high losses and, especially, to the high packet delay suffered 
in this interval. In the same line, the critical area of section 3 shows that the reproduction using the proxy presents 
some moments in which the player is not able to fill the buffer at the required rate, although only the 2.1% of time 
against 5.2% of the live reproduction.  
If we take the route globally, there have been interruptions during the 19.75% of time using live reproduction 
against only 0.85% using the developed proxy, which implies an improvement of 95.7%. 
5.2.3 MOS Evaluation 
Table 3 shows the calculated MOS using ITU-T P.1203 for the on-board scenario. We can see that, as expected, 
the proxy outperforms the live transmission in terms of MOS in the three sections considered. Comparing Table 2 
and Table 3, we check that results are coherent, since Section 1 and Section 2 are the sections with the highest 
percentage of stalls in the live scenario, so both sections have the lowest values of MOS. It is remarkable that, in 
the proxy scenario, despite having stalls, Section 3 provides better values of MOS than Section 1 (where no stalls 
occur). In this sense, it is important to indicate that many factors affect the MOS calculated using the ITU-T 
P.1203, such as stalls, video quality, size of the screen, etc. In this case, the particular characteristics of the video 
(luminance, movement…) received in that moment in the bus in motion are responsible for the difference between 
MOS values. In any case, it is worth highlighting that, although the video received in each one of the three sections 
is different, when evaluating the live and the proxy scenario in each section, the video used is the same, so the 
comparison presented is valid.   
Table 3. MOS evaluation using ITU-T P.1203 
 
Section 1 Section 2 Section 3 Section 3a 
Live 2.77 2.98 3.47 3.23 






6. Proxy improvements 
As mentioned, the proxy is in charge of creating and managing the buffers associated to each video flow offered 
in the platform. Thus, the proxy is designed to adjust the amount of segments in buffer with the aim of providing 
continuous playback in on-board clients. In the on-board environment presented in this paper, due to commercial 
requirements, the proxy has basic functionalities, working as a kind of advanced buffer. Nonetheless, it is important 
to highlight that a proxy is not the same as a buffer. In this sense, the next table summarizes the main characteristics 
of a proxy and a buffer.  
Table 4. Characteristics of a proxy and a buffer 
Feature Proxy Buffer 
Segment management (fetching, storage, removal) Yes Yes 
MPD modification and adaptation Yes No 
Segment timestamp modification Yes No 
Smart recovering mechanisms Yes No 
Segment processing (re-encoding, forward error correction techniques) Yes No 
 
Therefore, the functionalities of the proxy used in the system can be extended, as described below. The current 
proxy receives DASH video packages for each channel, as well as the MPD associated to each flow. In the 
transmission of live video, the MPD is generated progressively as soon as video packages are recoded, and 
therefore it is sent periodically to inform about new segments. If any of the video segments is lost, the proxy can 
request that segment to the cloud server again. Also, the proxy is in charge of providing both video packets and 
the MPD to each one of the clients that request it. This MPD will not correspond exactly with the same MPD that 
the proxy receives, but it is an MPD modified by the proxy to mitigate the possible losses of segments that can be 
produced in a transparent way to the end user and it has updated timestamps to let client devices play the video 
stream seamlessly. In order to explain carefully the buffering process, Fig. 15 shows the flow chart of the process 
carried out in the proxy installed on-board.  
 




To fill the buffer existing in the proxy, the proxy first receives the MPD from the video stream so as to reorder 
the video segments. Then, the proxy tries to download video segments until filling the buffer. Fig. 16 shows an 
example of proxy operation with a buffer of 12 segments. Each time the proxy receives the MPD it generates an 
MPD', which will be sent to the on-board clients. The MPD' is a reduced version of the MPD, since it contains 
information of fewer segments. The clients have a buffer of a certain capacity, for example 30 seconds, so in that 
case the MPD' will contain information of 4 segments (considering that the segment size is 10 seconds) in order 
to ensure that client buffers can be filled. Following the example, initially, the MPD' will not be sent until there 
are 4 consecutive segments available in the buffer (as shown with the dark blocks in Fig. 16a). To prevent clients 
from connecting and starting to perceive stalls in the reception, the proxy will not send the MPD' to the clients 
until it has at least 4 consecutive segments (or the configured amount of segments). Clients have a smaller buffer 
than the proxy because clients cannot request lost packets to the proxy beyond the common operation of the player. 
On the contrary, the proxy can request lost packets to the server in the cloud as long as there is enough bandwidth 
that does not worsen the reception of other packets and that allows the segments to arrive in time, so that the proxy 
will be able to send these video segments to the client devices.  
In order to illustrate the advanced proxy operation, Fig. 16a shows an example of the status of the initial buffer 
of the proxy as it is receiving segments of the server in the cloud. As aforementioned, there are two differentiated 
areas: the critical area (shown as dark blocks), corresponding to the first 4 segments; and the recovery window 
(shown as light blocks). In this example, it is considered that the buffer size is 12 video segments and that initially 
the proxy has received all the segments included in the MPD except segments 2, 5 and 6 (highlighted in red in Fig. 
16a). Since the proxy does not have the first 4 segments, it does not generate the MPD' nor send it to the clients. 
In the following instants of time (t2, t3, t4, t5 and t6) this condition is still not met, so the MPD' is not generated. At 
the instant t7 the proxy already has the first 4 segments, so it generates the MPD' and sends it to the clients, who 
can start to play live video content.  
Following the example shown in Fig. 16b, segment 13, which has not yet been received at the previous instants 
of time, is finally recovered between the instants of time t8 and t9. When requesting a segment that has been lost, 
the proxy first checks if that segment is in the recovery window and, in that case, asks if there is enough bandwidth 
to request the forwarding of that segment as long as this action does not affect the delivery of other segments. If 
this condition is not met, i.e. when the available bandwidth does not allow downloading several segments, those 
segments that are closest to the critical area will have priority. For example, at time t7, fetching segment 13 has 
more priority than segment 18. 
On the other hand, another recovering priority policy can be applied. If there are many losses in the channel and 
there are many segments that are not received (as at time t15), in order not to worsen the Quality of Experience of 
the users, non-consecutive segments will have preference. For example, at time t15, since segments 18 and 19 have 
been requested during the previous instants and have not been received, and since there are other segments that 
have been lost and that do not have consecutive order, these non-consecutive segments will have preference (in 
the example, segments 21, 23 and 25). This is because, in general, it is more annoying for users having many but 
short stalls than having few although long stalls [31]. Therefore, as the figure shows, segments 18 and 19 cannot 
be recovered (so that users will perceive a 20-second video stall, which is understandable in a mobility 





    
 a) b)  
Fig. 16. Example of buffering in the proxy 
Finally, it is worth mentioning that more segment recovery techniques and priority policies can be applied. In 
fact, the use of an on-board proxy instead of a simple buffer opens up a new world of possibilities, including re-
encoding video segments, addition of FEC (Forward Error Correction) techniques to improve wireless 
transmission, and other mechanisms that fall out the scope of this paper. 
 
7. Conclusion 
This paper has presented a system for the reception of near real-time TV/radio services in mobility using 4G. The 
system is based on the existence of a server on the cloud in charge of transcoding the video flows received through 
DVB in order to be sent using DASH through a 4G link. The main component in the architecture is the proxy 
shipped in the vehicle, which includes a buffering module to manage the video streams and perform recovering 
tasks. 
Moreover, the paper performs multiple evaluations of the proposed system in two main scenarios, using 
simulated channels and performing measurements in an on-board implementation. Simulation results reflect that 
the proxy performs better than the live player in channels with variable bandwidth. Regarding on-board tests, the 
different evaluations carried out have proved that the use of the proxy in the shipped server reduces considerably 
both the number and the duration of the interruptions. Therefore, the buffer size is important to absorb the 
interruptions produced by the lack of connectivity, losses or packet delays, although the downside of using the 
proxy is the difference between real-time and the timeline in on-board players. 
For the scenarios under study, the proxy reduces the duration of the interruptions a 95.7% compared to a direct 
reproduction. Furthermore, it is important to take into account that the vehicle has crossed urban, rural and 
interurban areas with orographic differences and, therefore, with different coverage and channel bandwidth. 
Hence, results show that the improvement using the proxy can vary considerably depending on the scenario. The 
architecture might be improved by developing an algorithm to anticipate the channel conditions based on location 
and previous channel measurements. This way the proxy may adapt the buffer length to foresee the expected losses 
and coverage leaks. 
Finally, it is worth highlighting that one of the main contributions of the paper is a real implementation of the 
whole system and the configuration of the testbed, which is used to carry out the assessment of the proposal. As a 
result, we have implemented a real application of a proxy service, which improves the performance of live video 




mobility scenarios, reducing interruptions and improving the quality of user experience. Additionally, from a 
practical point of view, the fact of using this approach could reduce the overall bandwidth consumed in the vehicle 
(and the related cost), since only one flow is requested from the cloud and redistributed to all clients on-board 
instead of being every client who requests their own flow. Another contribution to be considered is the fact that 
we have used a real vehicle with an actual 4G connection. Therefore, besides the simulated environments, we 
managed to carry out a proof of concept in real scenarios, with the practical implications that this entails. 
As a future work, as we explained in previous section, we plan to implement a quality selection algorithm in the 
proxy, so that it will have the possibility to minimize playback interruptions when a signal loss occurs by reducing 
the quality of the requested segments. This will optimize the bandwidth usage and reduce video interruptions in 
most cases, but at the expense of reducing the playback quality. 
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