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ABSTRACT 
 
 
 
 
This thesis discusses the generation of network traffic using discrete Fractional 
Gaussian Noise (dFGN) algorithm. Since the traffic on a number of existing networks is 
bursty, much research focuses on how to capture the characteristics of traffic to reduce 
the impact of burstiness. Conventional traffic models do not represent the characteristics 
of burstiness well, but self–similar traffic models provide a closer approximation. Self-
similar traffic models have two fundamental properties, long–range dependence and 
infinite variance, which have been found in a large number of measurement of real 
traffic. Self-similar traffic models also have been found to be more appropriate for the 
representation of bursty telecommunication traffic.   
 The main starting point for self-similar traffic generation is the production of 
fractional Brownian motion (FBM) or fractional Gaussian noise (FGN). Fractional 
Brownian motion or Fractional Gaussian Noise is not only of interest for generation of 
network traffic. Its properties have been investigated by researchers in theoretical 
physics, probability, statistics, hydrology, biology, and many others. As a result, the 
techniques that have been used to study this Gaussian process are quite diverse, and it 
may take some effort to study them. Undoubtedly, this also makes the field more 
interesting.  
After generating FBM sample traces, a further transformation needs to be 
conducted with testing the result to produce the self-similar traffic. Testing is done using 
R/S statistic and Variance Time plot method. After analyzed the result from both tools, 
the accuracy is more to R/S statistic rather than Variance Time Plot. However, the test 
result from data 0.5 shows that VT plot is more accurate rather than R/S statistic because 
the result for VT plot is exactly 0.5.  
As a conclusion, statistical analysis of the data collected tells us that the self-
similarity is implementing in the dfgn algorithm.  
 
 
 
 
DECLARATION 
 
 
I certify that this thesis and the research to which it refers are the product of my own 
work and that any ideas or quotation from the work of other people, published or 
otherwise are fully acknowledge in accordance with the standard referring practices of 
the discipline.  
 
 
 
 
November 13, 2006   CHE KU NOREYMIE CHE KU JUSOH 
 2004219927 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
TABLE OF CONTENTS 
 
Contents         Pages 
 
Approval………………………………………………………………………i 
Declaration……………………………………………………………………ii 
Acknowledgment……………………………………………………………..iii  
Abstract……………………………………………………………………….iv 
Content Page………………………………………………………………….v 
List of Figure………………………………………………………………….ix 
List of Table.…………………………………………………………………..x 
 
 
Chapter I: Introduction 
 
1.0 Introduction…………………………………………………………….1 
1.1 Background of the Project……………………………………………...2 
1.1.1          Self Similarity………………………………………………2 
1.1.2          Fractional Gaussian Noise………………………………….4  
1.1.3          Hosking Method……………………………………………6  
1.2 Scope of the Project…………………………………………………….9 
1.3 Problem Statement ……………………………………………………..9 
1.4 Objective of the Project………………………………………………...10 
1.5 Significant of the Project……………………………………………….10  
1.6 Overview of the Project………………………………………………...11 
 
 
 
 
 
 
Chapter II: Literature Review 
 
2.0 Introduction……………………………………………………………13 
2.1 Self Similarity …………………………………………………………13 
2.2 Dfgn Algorithm………………………………………………………..17 
2.3 Traffic Model ………………………………….....................................18 
2.4 C++ Programming Language ………………………………………….19 
2.5       Statistical Analysis Tools………………………………………………22 
2.5.1 The R/S Statistic ……………………………………………….22 
2.5.2 Variance-Time Plot …………………………………………….23 
2.6 Summary of the Chapter………………………………………………..24 
    
Chapter III: Methodology 
 
3.0      Introduction………………………………………………………………25  
3.1 Research Approach and Methodology…………………………………..25 
3.1.1       Planning………………………………………………………..26 
3.1.2       Analysis………………………………………………………..26 
3.1.3       Design………………………………………………………….26 
3.1.4       Implementation…………………………………………………27 
3.1.5       Maintenance and Support………………………………………27  
3.2 Flow of Dfgn Algorithm………………………………………………….27 
3.3 Overview of the Chapter…………………………………………………30 
 
 
 
 
 
 
 
 
