whereX is the representative of X in an arbitrary coordinate system centered at p. When U is isolating for (X, K) and disjoint from Z(X) ∩ ∂M, the Poincaré-Hopf index of X at K is
where Y is any vector field on M such that Z(Y) ∩ U is finite, and there is a homotopy of vector fields X t 0≤t≤1 from X 0 = X to X 1 = Y such that t ]Z(X t ) ∩ U is compact. 1 The block K is essential for X if i PH K (X) 0. Christian Bonatti [3] proved the following remarkable result: Our main results, Theorems 1.5 and 1.7, reach similar conclusions for surfaces M which may have nonsmooth boundaries, and certain pairs of vector fields that generate local semiflows on M, including cases where the fields are not analytic and do not not commute. Applications are made to actions of Lie algebras and Lie groups.
Next we define terms (postponing some details), state the main theorems and apply them to Lie actions. After sections on dynamics and index functions, the main results are proved in Section 4.
Terminology
Z denotes the integers, N + the positive integers, R the real numbers, and R + the closed half line [0, ∞). Maps are continuous, and manifolds are real, smooth and metrizable, unless otherwise noted. The set of fixed points of a map f is Fix( f ).
The following assumptions are always in force: 3 We call M an analytic manifold when ∂M is an analytic submanifold ofM. The tangent vector bundle ofM is TM, whose fibre over p is the vector space T pM . The restriction of TM to a subset S ⊂M is the vector bundle T SM . We set T M := T MM . A map f sending a set S ⊂ M into a smooth manifold N is called C r if it extends to a mapf , defined on an open subset ofM, that is C r in the usual sense. Here r ∈ N + ∪{∞, ω}, and C ω means analytic. If f is C 1 and S has dense interior in M, the tangent map Tf : TM → T N restricts to a bundle map T f : T S M → T N determined by f .
Hypothesis 1.3M is an analytic n-manifold with empty boundary. M ⊂M is a connected topological n-manifold.
A vector field on S is a section X : S → T S M, whose value at p is denoted by X p . The set of these vector fields is a linear space V(S ). The linear subspaces 2 Bonatti assumes dim M = 3 or 4, but the conclusion for dim M ≤ 2 follows easily: If dim M = 2, identify M with M × {0} ⊂ M × R and apply Bonatti's theorem to the vector fields X, x ∂ ∂x and Y, x ∂ ∂x on M × R. For dim M = 1 there is a simple direct proof. 3 The only role ofM is to permit a simple definition of smooth maps on M. Its global topology is never used, and in any discussionM can be replaced by any smaller open neighborhood of M. If n > 2 then M might not be smoothable, as shown by a construction due to Kirby [17] : Let P be a nonsmoothable closed 4-manifold (Freedman [7] ). Let D ⊂ P be a compact 4-disk. Then M := P \ Int D is not smoothable, for otherwise ∂M would be diffeomorphic to S 3 and P could be smoothed by gluing D 4 to M. DefineM as the connected sum of P with a nontrivial S 2 -bundle over S 2 . ThenM is smoothable and contains M (compare Friedl et al. [8] 
Inward vector fields A tangent vector to M at p is inward if it is the tangent at p to a smooth curve in M through p. The set of inward vectors at p is T
, and there is a unique local semiflow
on M whose trajectories are the maximally defined solutions to the initial value problems
The set of inward vector fields is
Proposition 2.3 shows these sets are convex cones in V(M).
The vector field index and essential blocks of zeros Let K be a block of zeros for X ∈ V in (M), and U ⊂ M an isolating neighborhood for (X, K). The vector field index
is defined in Section 3 as the fixed point index of the map Φ X t |U : U → M, for any t > 0 so small that the compact set U lies in the domain of Φ X t . The block K is essential (for X) when i K (X) 0. A version of the Poincaré-Hopf theorem implies K is essential if it is an attractor for Φ X and has nonzero Euler characteristic χ(K).
Statement of results
In the next two theorems, besides Hypothesis 1.3 we assume: • K ⊂ M is an essential block of zeros for X,
The last condition has the following dynamical significance (Proposition 2.2):
• Φ Y permutes integral curves of X.
This implies:
A cycle for Y, or a Y-cycle, is a periodic orbit of Φ Y that is not a fixed point. 
which is the set of inward analytic vector fields on M whose local semiflows permute integral curves of X. Propositions 2.2 and 2.3 imply W(X) is a convex cone that is closed under Lie brackets, and a subalgebra of V ω (M) if M is an analytic manifold without boundary. Note that g has 1-dimensional ideal if its center is nontrivial, or g is finite dimensional and supersoluble (Jacobson [16, Ch. 2, Th. 14]). A finite dimensional solvable Lie algebra of vector fields on a surface has derived length ≤ 3 (Epstein & Thurston [6] ). Plante [26] points out that V ω (R 2 ) contains infinite-dimensional subalgebras, such as the Lie algebra of quadratic vector fields.
An action of a group G on a manifold M is a homomorphism α : g → g α from G to the homeomorphism group of P, such that the corresponding evaluation map
is continuous. When ev α is analytic, α is an analytic action.
Theorem 1.11 Assume M is a compact analytic surface and G is a connected Lie group having a one-dimensional normal subgroup. If χ(M) 0, every effective analytic action of G on M has a fixed point.
For supersoluble G this is due to Hirsch & Weinstein [14] .
Background on group actions
The literature on actions of connected Lie groups G include the following notable results:
If G is solvable (respectively, nilpotent) and acts effectively on an n-dimensional manifold, the derived length of G is ≤ n + 1 (respectively, ≤ n) (Epstein & Thurston [6] ).
In the next two propositions M denotes a compact connected surface.
Proposition 1.13 Assume G acts on M without fixed points.
(ii) If the action is analytic, χ(M) ≥ 0 (Turiel [33] , Hirsch [11] 
Dynamics
• Ψ 0 is the identity map of S ,
We adopt the convention that notation of the form "Ψ t (x)" presumes x ∈ D(Ψ t ).
When Ψ is generated by a vector field Y we use the analogous terms "positively Y-invariant" and "Y-invariant."
Let M,M be as in Hypothesis 1.3. When Ψ is a local semiflow on M, the theorem on invariance of domain shows that R(Ψ t ) is open in M when Φ is a local flow, and also when D(Ψ t ) ∩ ∂M = ∅. This implies M \ ∂M is positively invariant under every local semiflow on M. 
(c) Z(X) is Y-invariant.
Proof LetX andỸ ∈ V 1 (M) be extensions of X and Y, respectively. It suffices to prove:
sends X p to a positive scalar multiple of X p(t) .
By continuity it suffices to prove this when Y p 0, X p 0 and |t| sufficiently small. Working in flowbox coordinates (u j ) forỸ in a neighborhood of p, we assumeM is an open set in
whose solution is
This implies (*).
The following fact is somewhat surprising because T in p M need not be convex in T p M:
. We need to prove: 
uniformly for x ∈ W and |t| < ǫ.
Because X and Y are inward, M is positively invariant under the local semiflows { f t } t≥0 and {g t } t≥0 . Therefore
As M is relatively closed inM, Proposition 2.4 implies h t (x) ∈ M for 0 ≤ t ≤ ǫ, which yields (1). Examination of the proof yields: 
Index functions
We review properties of the fixed point index I( f ) defined by the late Professor Albrecht Dold ( [4, 5] ). Using it we define an equilibrium index I K (Φ) for local semiflows, and a vector field index i K (X) for inward vector fields.
The fixed point index for maps
Dold's Hypothesis:
• V is an open set in a topological space S .
• f : V → S is a continuous map with compact fixed point set Fix( f ) ⊂ V.
• V is a Euclidean neighborhood retract (ENR). 4 On the class of maps satisfying these conditions, Dold constructs an integervalued fixed point index denoted here by I( f ), uniquely characterized by the following five properties (see [5, VII.5.17, Ex. 5*]):
These correspond to (5. 
Lemma 3.1 If g is sufficiently close to f in the compact open topology, then Fix(g) is compact and I(g) = I( f ).
Proof We can assume ρ : W → V is a retraction, where W ⊂ R m is an open set containing V. For g sufficiently close to f the following hold: W contains the line segment (or point) spanned by { f (p), g(p)} for every p ∈ V, and the maps
constitute a homotopy in V from f 0 = f to f 1 = g with t Fix( f t ) is compact. Therefore the conclusion follows from (FP5).
The equilibrium index for local semiflows

The vector field index for inward vector fields
In the rest of this section the manifoldsM and M ⊂M are as in Hypothesis 1.3, K is a block of zeros for X for X ∈ V in (M), and U an isolating neighborhood for (X, K). Then K is also a block of equilibria for the local semiflow Φ X , and the equilibrium index i(Φ X , U) is defined in Definition 3.3.
Definition 3.4 The vector field index of X in U (and at K) is
K is essential (for X) if i K (X) 0, and inessential otherwise.
Two vector fields
X j ∈ V in (M j ), j = 1, 2 have isomorphic germs at K j ⊂ M j provided there are open neighborhoods U j ⊂ M j of X j and a homeomorphism U 1 ≈ U 2 conjugating Φ X 1 |U 1 to Φ X 2 |U 2 .
Proposition 3.5 The vector field index has the following properties:
and the germs of X at K and X ′ at K ′ are isomomorphic. Since X can be approximated by locally C ∞ vector fields transverse to the zero section, using compactness of U and (VF4) we assume Z(X) ∩ U is finite set of hyperbolic equilibria. By (FP3) we assume Z(X) ∩ U is a hyperbolic equilibrium p. In this case the index of X at p is (−1) ν where ν is the number of positive eigenvalues of dX p (ignoring multiplicity). The conclusion follows from (FP6) and Definitions 3.3, 3.4.
Proposition 3.6 If M is compact, i(X, M) = χ(M).
Proof Follows from (FP7).
Proposition 3.7 Assume X, Y ∈ V in (M) and U ⊂ M is isolating for X. Then U is isolating for Y, and i(X, U) = i(Y, U), provided one of the following holds: (i) Y|bd(U) is sufficiently close to X|bd(U), (ii) Y|bd(U) is nonsingularly homotopic to X|bd(U).
Proof Both (i) and (ii) imply U is isolating for Y. Consider the homotopy
When (i) holds each vector field Z t |bd(U) is nonsingular, implying (ii). In addition, Z t is inward by Proposition 2.3, and Lemma 3.2 yields τ > 0 such that
Covering [0, 1] with sets J t 1 , . . . , J t ν and inducting on ν ∈ N + shows that
which by Definition 3.4 implies the conclusion.
The index as an obstruction
The following algebraic calculation of the index is included for completeness, but not used. Assume M is oriented and U is an isolating neighborhood for a block K ⊂ Z(X). Let V ⊂ U be a compact smooth nmanifold with the orientation induced from M, such that K ⊂ V\∂V. The primary obstruction to extending X|∂V to a nonsingular section of T V is the relative Euler class
be the homology class corresponding to the induced orientation of V. Denote by
the Kronecker Index pairing, induced by evaluating cocycles on cycles. Unwinding definitions leads to:
Proposition 3.8 With M, X, K, V are as above,
When M is nonorientable the same formula holds provided the coefficients for H n (V, ∂V) and H n (V, ∂V) are twisted by the orientation sheaf of V.
Stability of essential blocks
An immediate consequence of Propositions 3.7(i) and property (VF2) of 3.5 is:
Corollary 3.9 If a block K is essential for X, and Y ∈ V in (M) is sufficiently close to X, then every neighborhood of K contains an essential block for Y.
Thus essential blocks are stable under perturbations of the vector field. It is easy to see that a block is stable if it contains a stable block. For example, the block {−1, 1} for X = (x 2 − 1)
∂ ∂x on R is stable, but inessential. But the following result (not used) means that a block can be perturbed away iff every subblock is inessential: Proposition 3.10 Assume ∂M is a smooth submanifold ofM and every block for X in U is inessential. Then X = lim k→∞ X k where
and X k coincides with X outside U.
Proof Fix a Riemannian metric on M. For every ǫ > 0 choose an isolating neighborhood W := W(ǫ) ⊂ U of K having only finitely many components, and such that
Thus X(W) lies in the bundle T ǫ W whose fibre over p is the open disk of radius 
The sequence {X 1/k } k∈N + has the required properties.
Plante [27] discusses index functions for abelian Lie algebras of vector fields on closed surfaces.
Proofs of the main theorems
Proof of Theorem 1.5
We recall the hypothesis:
•M is an analytic surface with empty boundary, M ⊂M is a connected topological surface embedded inM.
• X and Y are inward C 1 vector fields on M.
•
• K is an essential block of zeros for X. Case (a): X and Y are analytic. Then D(X,Ỹ) and its subset Z(X) are analytic sets inM, henceM is a simplicial complex with subcomplexes D(X,Ỹ) and Z(X) by S. Łojasiewicz's triangulation theorem [20] .
We assume
as otherwise Y = 0 and the conclusion is trivial. We also assume 
Henceforth (2) 
Since this holds when C is an arc, we assume C is a Jordan curve. Fix a Riemannian metric on M and definê
These unit vector fields are nonsingularly homotopic to X|C and Y|C respectively, and the assumption C ⊂ D(X, Y) impliesX =Ŷ orX = −Ŷ. In the first case there is nothing more to prove. In the second caseX andŶ are antipodal sections of the unit circle bundle η associated to T C M. As the identity and antipodal maps of the circle are homotopic through rotations, (3) is proved. Now assume (D2). There is an isolating neighborhood U for X such that
If 0 < ǫ < 1 the field
3), and has a zero p ∈ U provided ǫ is sufficiently small (Proposition 3.9). In that case X p and Y p are linearly dependent, therefore p ∈ K by (4), whence Y p = 0.
Case (b): Every neighborhood of K contains an open neighborhood W whose boundary consist of finitely many Y-cycles. It suffices to prove that
Given such a W, let C be a component of bd(W). By Proposition 2.2(a), X p and Y p are linearly dependent at all points of C, or at no point of C. In the first case X|C and Y|C are nonsingularly homotopic, as in the proof of (3). In the second case they are nonsingularly homotopic by the restriction to C of the path of vector fields (1 − t)X + tY, 0 ≤ t ≤ 
Proof of Theorem 1.7
Here K is essential for X and Φ Y preserves area. Suppose per contra
We can assume K contains a Y-cycle γ, for (5) 
Proof of Theorem 1.9
K is an essential block for X ∈ V ω in (M) and ∂M is an analytic set inM. We can assume W(X) ∅ (see Definition 1.8). Our goal is to prove
The main step is to show that the set
is inductively ordered by inclusion. Note that P(K) is nonempty because it contains the singleton {Y}. In fact Theorem 1.5 states:
We rely on a consequence of Proposition 2.2:
K is positively invariant under W(X)
The assumption on ∂M implies M is semianalytic as a subset ofM, and this implies K is also semianalytic. Therefore K, being compact, has only finitely many components and one of them is essential for X by Proposition 3.5, (VF3). Therefore we can assume K is a connected semianalytic set ofM. Now K is the intersection of M with the component of Z()X that contains K, which is an analytic set. This implies dim K ≤ 1, and we assume dim K = 1, as otherwise K is finite and contained in Z(W(X)) by (7) .
The set K sing ⊂ K where K is not locally an analytic 1-manifold is finite and positively invariant under W(X) As this implies K sing ⊂ Z(W(X)) ∩ K, we can assume K sing = ∅, which under current assumptions means:
K is an analytic submanifold ofM diffeomorphic to a circle.
We can also assume: From (K) we infer t ∈ P(K) =⇒ K ⊂ Z(t).
Consequently P(K) is inductively ordered by inclusion. By Zorn's lemma there is a maximal element m ∈ P(K), and (8) implies
To prove every Y ∈ g lies in m, let n Y ⊂ g be the smallest ideal containing Y and m. Theorem 1.5 implies Z(Y) ∩ K ∅, whence
by (9) . Property (K) shows that n Y ∈ H, so n Y = m by maximality of m.
Proof of Theorem 1.10
The theorem states: Let M be an analytic surface and g a Lie algebra of analytic vector fields on M that are tangent to ∂M. If X ∈ g spans a one-dimensional ideal, then: The hypotheses imply g ⊂ W(X), because if Y ∈ g then [X, Y] = cX, c ∈ R. Therefore (a) follows from Theorem 1.9. Conclusion (b) is a consequence, because its assumptions imply the block Z(X) is essential for X (Proposition 3.6).
Proof of Theorem 1.11
An effective analytic action α of G on M induces an isomorphism φ mapping the Lie algebra g 0 of G isomorphically onto a subalgebra g ⊂ V ω (M). Let X 0 ∈ g 0 span the Lie algebra of a one-dimensional normal subgroup of G. Then φ(X 0 ) spans a 1-dimensional ideal in g, hence Theorem 1.10 implies Z(g) ∅. The conclusion follows because Z(g) = Fix(α(G)).
