A stronger necessary condition for the multistationarity of chemical reaction networks by Soliman, Sylvain
HAL Id: hal-00772438
https://hal.inria.fr/hal-00772438v5
Submitted on 16 May 2013
HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.
L’archive ouverte pluridisciplinaire HAL, est
destinée au dépôt et à la diffusion de documents
scientifiques de niveau recherche, publiés ou non,
émanant des établissements d’enseignement et de
recherche français ou étrangers, des laboratoires
publics ou privés.
A stronger necessary condition for the multistationarity
of chemical reaction networks
Sylvain Soliman
To cite this version:
Sylvain Soliman. A stronger necessary condition for the multistationarity of chemical reac-
tion networks. Bulletin of Mathematical Biology, Springer Verlag, 2013, 75 (11), pp.2289-2303.
￿10.1007/s11538-013-9893-7￿. ￿hal-00772438v5￿
Noname manuscript No.
(will be inserted by the editor)
A stronger necessary condition for the multistationarity of chemical
reaction networks
Sylvain Soliman
the date of receipt and acceptance should be inserted later
Abstract Biochemical reaction networks grow bigger and bigger, fed by the high-throughput
data provided by biologists and bred in open repositories of models allowing merging and evolu-
tion. Nevertheless, since the available data is still very far from permitting the identification of
the increasing number of kinetic parameters of such models, the necessity of structural analyses
for describing the dynamics of chemical networks appears stronger every day.
Using the structural information, notably from the stoichiometric matrix, of a biochemical
reaction system, we state a more strict version of the famous Thomas’ necessary condition for
multistationarity. In particular, the obvious cases where Thomas’ condition was trivially satisfied,
mutual inhibition due to a multimolecular reaction and mutual activation due to a reversible
reaction, can now easily be ruled out.
This more strict condition shall not be seen as some version of Thomas’ circuit functionality
for the continuous case but rather as related and complementary to the whole domain of the
structural analysis of (bio)chemical reaction systems, as pioneered by the Chemical Reaction
Network Theory.
Keywords Jacobian matrix · Influence graph · Feedback circuit · Multistationarity · Chemical
reaction network
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1 Introduction
In the last thirty years, the conjecture of Thomas [25] on the necessary presence of a positive
circuit for the occurrence of multistationarity has opened a whole field of research.
First on the mathematical side, since it has been proven under various forms, depending on
the restrictions on the system: discrete [20,19] or continuous [18,13,22,5,24].
But also based on the insight gained from it allowing better modeling and understanding of
biochemical networks, especially in the emerging field of Systems Biology.
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However, if that second aspect is striking in the field of discrete modeling of gene regulatory
networks, even the stronger versions of Thomas’ necessary conditions published recently [16]
did not have the same impact in the Ordinary Differential Equations (ODE) based modeling
community.
This is mostly due to the fact that this necessary condition, the existence of a positive loop in
the Jacobian of the ODE system, is almost always satisfied. Indeed, any binary reaction equipped
with Mass-Action kinetics will lead to the mutual inhibition of the two substrates, and thus create
such a loop (see Fig. 1a).
Even a reversible unary reaction can lead to satisfying the condition, since it induces a mutual





Fig. 1 (a): mutual inhibition resulting from A + B => C. (b): mutual activation resulting from D <=> E. For
clarity, negative self-loops have not been represented
Since many models are still being constructed based on ODEs, the community turned to other
types of conditions, especially for purely Mass-Action or Non Auto-Catalytic (NAC) systems [8,
6].
Nevertheless, even using these conditions, [7] states that enzyme kinetics of the form:
S + E <=> C => P + E promote cycles and thus might explain why such systems might be far
more prone than others to exhibit multiple equilibria.
In this article, after some preliminaries, we give necessary conditions for multistationarity, not
restricted to Mass-Action or NAC chemical reaction systems, stronger than Thomas’, and local as
in [24]. They show that enzyme kinetics of the above form—Fig. 1 or enzyme kinetics à la [7]—
do not by themselves create multistationarity-inducing cycles. This is shown through a main
theorem and three practical corollaries, and is extended in Section 5 via graph transformation
operations. We then position these new results with respect to existing works and conclude on
possible perspectives.
Our approach is based on the Directed Species Reaction (DSR) graph as defined in [15] by
Kaltenbach (and not the homonym from [3]) and the related analysis of terms appearing in the
Jacobian’s determinant. It is local, i.e., the existence of a positive loop can be verified for a given
point of the phase space. Note that since the local version of Thomas’ conjecture for oscillations
has been proven false in [21], there is no direct generalization of our work to the existence of limit
cycles, even using Hurwitz determinants as analogous to principal minors for Hopf bifurcations.
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2 Jacobian characterization of multistationarity
Following Soulé [24] we will use the Gale-Nikaido univalence theorem [12] and its refinements.
We consider a differentiable map F from Ω, a product of n intervals of R, to Rn and study
the corresponding system ẋ = F (x). Its Jacobian matrix, noted J , is defined as usual as follows:
Jij(x) = ∂fi/∂xj(x)
The influence graph associated to J at each point x is the labelled directed graph with vertices
{xi | 1 ≤ i ≤ n}; an arc (xi, xj) if Jij is not null, and the sign of Jij as label.
The graphs depicted in Fig. 1 are influence graphs where the labels are represented as colors
and arrow tips: green and pointy tip for a positive sign, red and T-tip for a negative sign.
From now on we shall use the following terms: a Hooping of J is a disjoint collection of cycles
of its influence graph; it is Hamiltonian if it is covering all n vertices.
Theorem 1 ([24])
Let F be any differentiable map from Ω to Rn, with Jacobian matrix J . If Ω is open and F
has two nondegenerate zeroes in Ω then there exists a in Ω such that some principal minor of
−J(a) is negative.
Using the Leibniz formula for determinants that defines them in terms of permutations of the
indices of the matrix, and the link between those and hamiltonian hoopings, one then obtains
the classical necessary condition on the existence of some a such that there is a positive circuit
in J(a).
Note that this result can be extended to the case where Ω is the (closed) positive orthant,
when some additional, but commonly accepted in the Systems Biology community, conditions are
met. This is the case for instance if F is the function associated with the dynamics of a chemical
reaction system with only Mass-Action kinetics [6], or if one is only interested in multistationarity
associated to Saddle-node bifurcations.
3 Directed Species-Reaction graph
Let us now consider a (bio)chemical reaction system with n species S1, . . . , Sn and m reactions








The y and y′ represent the stoichiometric coefficients of the reactants and products of the
reaction.
The rate law associated with reaction Rj will be written vj . This defines a dynamical system




vj(x) · (y′ij − yij)
This kind of systems encompasses most of the Systems Biology models developed nowadays.
One can notice for instance that the Systems Biology Markup Language (SBML) [14] can be
translated to such reactions by splitting reversible reactions into forward and backward reactions
and by including modifiers on both sides of the reaction (they are not affected by it, but do affect
it).
4 Sylvain Soliman
Such a system can be represented naturally in a graphical form as a bipartite graph for species




S ES R2 P
R−1
Fig. 2 Bipartite graph representation of the enzymatic reaction: S + E <=> ES => E + P. Arcs being all labelled
with 1, this label is not shown.
Using the same bipartite vertices but different arcs and labels, it is possible to represent the




λ(Rj , Si) = y
′
ij − yij
Note that this is not the DSR graph defined by [3] since the arcs are always directed and the
labels different.
If the label λ is zero, then there is no arc. λ is extended to paths (resp. subgraphs) as the
product of the labels of all arcs in the path (resp. subgraph). For a path P , we shall write λSR(P )
(resp. λRS(P )) for the product of labels considering only species to reaction (resp. reaction to
species) arcs.
Intuitively, the λSR represent the contribution of species to each reaction rate, whereas the
λRS describe the stoichiometric effect of reactions on each species.
Fig. 3 shows the DSR graph for the same chemical reaction network as Fig. 2.
Definition 1 A Species Hamiltonian Hooping of the DSR graph is a collection of cycles covering
each of the species nodes exactly once.
The set of all species hamiltonian hoopings will be denoted by H.





where σ is the sign of the species hamiltonian hooping, defined as usual. Note that, as explained
in [15], this is a finer decomposition than that on the hamiltonian hoopings of the classical
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Fig. 3 DSR graph of the same enzymatic reaction: S + E <=> ES => E + P.
influence graph, since several species-to-species paths of length two in the DSR graph might
correspond to a single arc in the influence graph.
Since the DSR graph can of course be restricted to only certain species, the same lemma can
be used for any principal minor of the original determinant.
Now thanks to the fact that λ(H) = λSR(H)λRS(H), Kaltenbach [15] groups all species
hamiltonian hoopings having the same species-to-reaction arcs using an equivalence relation












It is important to notice that, in its original formulation this theorem has a second part and
is only stated for systems such that ∀i, j, ∂vi/∂xj ≥ 0, i.e., the λSR are always non-negative.
These systems are called NAC (Non AutoCatalytic) by Kaltenbach, but the hypothesis does not
match the stronger and more usual definition of NAC systems (see for instance [4]) that forbids
the production of some species to depend on its concentration. It rather matches the definition
of monotonicity [9,10] and allows the restriction of the sign of an element in the above sum to
the different components of Λ.
Nevertheless, since we will only use the decomposition given above and whose proof does not
rely on this hypothesis, we will use the theorem in its full generality.
4 Strengthening Thomas’ conjecture
Considering Thm. 1 and applying Thm. 2 to each sub-DSR-graph corresponding to a principal
minor of −J , one can see that a necessary condition for multistationarity is that some term of
the sum is negative. This again states the usual condition about the existence of a positive cycle
in the influence graph of J .
6 Sylvain Soliman
We will now examine the consequences of the decomposition of this sum more precisely. In
particular, we will show that many negative terms can actually be proven to cancel out with
other positive terms, leaving us with more specific negative terms (and thus positive circuits) to
look for.
Definition 2 The restriction of the system to a species hooping H (noted |H) is the system
where reactions {Ri | i ∈ I} not appearing in H are omitted.
Since each species appears at most once in any hooping, there is one reaction associated to
each species by following the outgoing arc of that species. Note however that the same reaction
can appear several times, as associated with several different species.
This definition is naturally extended to any function or graph defined by the biochemical
system.
As noticed by Kaltenbach in the proof of one of the lemmas preceding Thm. 2, Λ can be com-
puted directly from the stoichiometric matrix Y ′−Y of the biochemical system. This observation
is useful in proving our first lemma:
Lemma 1 Let H be a species hamiltonian hooping, if (Y ′ − Y )|H is not of full rank, then
Λ([H]) = 0.
Proof As per Lemma 6.6 of [15] we have Λ([H]) proportional to det((Y ′ − Y )|H), now, if that
matrix is not of full rank, its determinant is 0. ut
Remark that one can augment the usual labelling of the influence graph to contain not only
the sign but also the reaction used for each arc. There is thus an arc in this reaction-labelled
influence graph for each species-to-species path of length two in the DSR graph. This leads
to a one-to-one correspondence between hamiltonian hoopings of the reaction-labelled influence
graph and species hamiltonian hoopings of the DSR graph. Fig. 4 demonstrates this on the same
example as Fig. 2.
In order to compute the signs of the arcs in this reaction-labelled influence graph, one now
needs the sign of ∂vi/∂xj instead of that of ∂fi/∂xj . However, even without precise kinetic
values, this can be easily computed for most commonly used kinetics—see for instance [9] for the
cases of mass action, Michaelis-Menten and Hill kinetics.
This allows us to state our main results:
Theorem 3 Let F be any differentiable map from Ω to Rn corresponding to a biochemical
reaction system. If Ω is open and F has two nondegenerate zeroes in Ω then there exists some a
in Ω such that:
1. The reaction-labelled influence graph G of F at point a contains a positive circuit C;
2. There exists a hooping H in G, such that C is subcycle of H with (Y ′ − Y )|H of full rank.
Proof Because we share the same hypotheses, we can use Thm. 1 to obtain a and the corre-
sponding negative principal minor. It is then possible to apply Thm. 2 to decompose that minor
according to the DSR graph as a sum of terms for each species hamiltonian hooping equivalence
class, and this sum must contain a negative term.
Since only positive circuits will lead to negative terms in the usual determinant decomposition,
we can now prove the proposition ab absurdum. If all negative terms appear only in some Λ([H])
such that the restriction of the stoichiometric matrix to H is not of full rank, they will be
cancelled out by other terms, following Lemma 1. This would lead to a contradiction. ut











Fig. 4 Influence graph of S + E <=> ES => E + P. Arcs are labelled by their sign, as usual, but also by the
unique reaction involved in order to obtain precisely the same species-species paths as in Fig. 3. Note for instance
that there are two positive arcs from ES to E. Negative self-loops are omitted for clarity as in Fig. 1.
Note that these properties can be checked directly on the reaction-labelled influence graph
and the stoichiometry matrix.
Remark that H might not be hamiltonian since it is hamiltonian in a subgraph corresponding
to the principal minor that is negative. See the end of Section 6 for cases when the number of
species in H can be known beforehand.
Let us now apply this theorem to some common cases.
Corollary 1 A necessary condition for the multistationarity of a biochemical reaction system is
that there exists a positive cycle in its influence graph, using at most once each reaction.
Proof This is a direct consequence of Thm. 3 since a matrix with two identical rows is clearly
singular.
It is immediate to check that the mutual inhibition resulting from bimolecular reactions—like
that between E and S in our running example or between A and B in Fig. 1—cannot fulfill these
necessary conditions, since the same reaction—R1 in Fig. 4—will be repeated twice.
Corollary 2 A necessary condition for the multistationarity of a biochemical reaction system is
that there exists a positive cycle in its influence graph, not using both forward and backward
directions of any reversible reaction.
Proof This is once again an immediate consequence of Thm. 3 since a matrix with two opposite
rows is clearly singular.
One can thus remark that the mutual activation resulting from reversible reactions—like
that between ES and S through R1 and R−1 in our running example or between D and E in
Fig. 1—cannot fulfill these necessary conditions.
Note that this corollary corresponds to Lemma 6.9 from [15] but with a much simpler proof
involving no rewiring of the influence graph.
Another information that can be extracted from the stoichiometry is the (structural) conser-
vation laws, i.e., P-invariants of the underlying Petri net, or more simply the left kernel of the
stoichiometry matrix. Finding all the conservation laws of a biochemical model might be com-
putationally expensive, though in practice that does not seem to be the case [23], but checking
8 Sylvain Soliman
if a a given set of species are such that their sum is constant is trivial. Based on this observation
one can state the following other corollary:
Corollary 3 A necessary condition for the multistationarity of a biochemical reaction system
is that there exists a positive cycle in its influence graph, not using all species involved in a
conservation law.
Proof This is once again an immediate consequence of Thm. 3 since a weighted sum of the
columns corresponding to the conservation law is zero. Therefore a matrix containing those
columns, even if some rows are forgotten via the selection of some principal minor, will be
singular.
One can thus remark that the mutual activation between E and ES, that form a conserva-
tion law, through R1 and R2 in our running example cannot fulfill the necessary conditions for
multistationarity.
The three Corollaries 1, 2 and 3 do rule out most of the obvious cases that used to make
Thomas’ condition trivially satisfied. In particular, they show that none of the positive circuits
of Figure 4 fulfill our stricter condition.
5 Going further
Let us now consider a two-step version of our running example, as is often considered in MAPK
cascades and similar signaling pathways.
K
R1 R2 R3 R4
M MK Mp MpK Mpp
R−1 R−3
Fig. 5 Bipartite graph representation of the reactions M + K <=> MK => K + Mp <=> MpK => K + Mpp. Arcs being
all labelled with 1, this label is not shown.
In this example, as before, most positive circuits can be proven not to be enough to make
multistationarity possible, some come from reversible reactions like R1 and R−1. Some are mutual
inhibitions from a single reaction like R3, some do contain a conservation law, like the big circuit
of all forms of the kinase K using R1, R2, R3 and R4.
However, some circuits cannot be ruled out that easily. For instance the mutual activation of
K and MK through R1 and R2 is now acceptable. Indeed, in the principal minor where only these
two species and Mp are considered, the hamiltonian hooping built from the said circuit and the
self negative loop on Mp satisfies the hypotheses of Theorem 3.
We present here two ways to rule out this case too by transforming the system without
changing the number of steady states, as noted by Soulé in [24].
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5.1 Changing the sign of some fi
First, one can multiply by −1 some of the fi without affecting the number of steady states of
the system. Let us denote by I the subset of 1, . . . , n containing such indices.
This corresponds to a transformation of our reaction system where for each species of I, we
exchange its stoichiometry as reactant and as product in each reaction, without modifying the
rate of the reactions. In mathematical terms, for all i in I we exchange all yij and y
′
ij , but all vj
remain untouched. This is possible since in Theorem 2 we took care not to use any hypothesis
on the vj .
The resulting labelled reaction graph is the same as before but with the color (i.e., sign) of
the arcs ending in species of I reversed. Any such graph should actually fulfill our conditions in
order for the original system to be able to produce multistationarity.
Corollary 4 A necessary condition for the multistationarity of a biochemical reaction system
is that there exist positive cycles fulfilling condition 2 of Theorem 3 in the influence graph cor-
responding to its Jacobian, and in any graph obtained from it choosing a set of species and by












Fig. 6 Influence graph of Fig. 4 but with arcs ending in {E} inversed. Note that the self-loop on E has become
positive. All other positive cycles contain either twice R1 or both R1 and R−1.
Figure 6 shows the result of choosing I = {E} in our initial example. It should be noted
that there is now a positive loop on E since it had a negative loop beforehand. When trying
to prove that a system cannot exhibit multistationarity, it might thus be worth restricting the
search for an I to sets that contain at least some of the vertices belonging to the positive circuit
that satisfies our hypotheses in the initial graph, and to sets that do not contain any vertex that
had a negative self-loop in the initial graph.
In the new example, since both K and MK have negative self-loops, Corollary 4 cannot rule out
the circuit.
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5.2 Permuting the indices of some fi
Another transformation of the system that does not change its number of steady states is to
multiply the Jacobian by a permutation, i.e., to permute the indices of some fi.
In biochemical system terms, this can be done by applying the permutation to the species
appearing in the reactions (as products or rectants), and thus to the yij and y
′
ij but not to the
rates vj .
This transforms only the species-to-reaction arcs of the DSR graph, rewiring them according
to the permutation. In the labelled influence graph, the signs and reaction labels do not change,
but the arcs are rewired such that their target corresponds to the image by the permutation. All
such graphs should once again fulfill our conditions in order for the original system to be able to
exhibit multistationarity.
Corollary 5 A necessary condition for the multistationarity of a biochemical reaction system is
that there exist positive cycles fulfilling condition 2 of Theorem 3 in the influence graph corre-
sponding to its Jacobian, and in any graph obtained from it choosing a permutation of the species













Fig. 7 Influence graph of Fig. 4 but with arcs ending in P and ES substituted. Resulting negative self loops are,
as usual, not shown, but note that the negative arcs from ES to P corresponds to negative self loops on ES in the
original graph.
Figure 7 shows the result of choosing a permutation of ES and P in our initial example. It
should be noted that there is now a positive loop on ES since there was a positive arc from it
to P beforehand. When trying to prove that a system cannot exhibit multistationarity, it might
thus be worth restricting the search for a permutation to those that do not map a vertex to any
other vertex such that the first one has a positive arc to it.
Actually, as noted in [24] the two above corollaries can be combined.
Figure 8 shows that by choosing the permutation of K and Mpp in our new example, and by
changing the sign on K there is no more positive cycle belonging to a hooping of full rank. This
proves that the system cannot exhibit multistationarity.
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K



















Fig. 8 Influence graph of Fig. 5 but with arcs ending in K and Mpp substituted, and then the only arc ending in K
changed of sign. Resulting negative self loops are, as usual, not shown, but note that the negative arcs from K to
Mpp corresponds to the negative self loops on K in the original graph. All positive circuits remaining can be ruled
out by one of our corollaries as being a possible source of multistationarity.
6 Related work
The results we present in this paper bear some similarity with many existing works from
the Chemical Reaction Network Theory community. In particular the works of Banaji [2] and
Craciun [6] that tackle multistationarity. Note however that the methods are different (even if
another homonymous DSR graph is used) and particularly the hypotheses on the biochemical
networks handled. Even with the recent works [11] lifting the requirement for having outflows for
each species, the results usually require to have only mass-action kinetics, or at least monotone
rates and no auto-catalysis (i.e. NAC kinetics, see also the discussion after Theorem 2). Note
that this kind of restriction forbids all the graph transformations of Section 5. Moreover, the con-
clusions are different: while the methods we present here do not handle all the examples of [8],
conversely their method does not provide any conclusion for our latest MAPK example, since
the c-pair K Mp from R2 is split between the two even-cycles R1, R2 and R2, R3. The approaches
are thus complementary, even when restricting the results of the current paper to specific types
of kinetic rates.
There has been an important amount of work from Angeli and Sontag about graphical re-
quirements in chemical reaction networks. However as they state themselves in [1] about the
work of Craciun and Feinberg, “While we present global stability results, that work is concerned
with the problem of identifying which chemical reaction networks may have multiple equilibria in
their stoichiometry classes.” Indeed, they characterize monotonicity, persistence and convergence
properties of systems. These different properties in turn rely on different hypotheses than ours:
they require once again NAC kinetics, whereas the present article does not.
Finally, a result that might appear similar to Theorem 3 but restricted to mass-action systems
is the second Theorem of Mincheva and Roussel [17]. Note however that their result is about the
order, i.e., number of species, of the hamiltonian hooping, implying that when their hypotheses
are satisfied, the H we look for in Theorem 3 covers r species, where r is the rank of the Jacobian.
Their result also requires the explicit computation of KSr , the coefficient (similar to our Λ) of
their critical fragment (similar to our equivalence classes over hoopings). In contrast, we provide
graphical conditions for which we know from the stoichiometry—and without any hypothesis
on the kinetics—that this coefficient will actually be 0, and thus that some other positive cycle
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should be found. Finally, once again, because of the restrictions put on the kinetic rates, their
approach cannot benefit from the graph transformations presented in Section 5.
7 Conclusion
Using the structural information, notably from the stoichiometric matrix, of a biochemical sys-
tem, we have been able to state a more strict version of the famous Thomas’ necessary condition
for multistationarity.
Of course, since we have made no hypothesis on the kinetic rate functions, one can easily
represent any dynamical system as such biochemical reactions. Typically one would then have one
reaction for each variable with rate corresponding to its derivative. In this case the supplementary
hypothesis of our theorems collapse, leaving us with the usual conditions. However for more usual
biochemical systems it brings a concrete difference, as illustrated by Cor. 1, 2 or 3, and if necessary
their application to many transforms of the influence graph as seen in Corollaries 4 and 5.
In particular, the obvious cases where Thomas’ condition was trivially satisfied, as illustrated
by Fig. 1 and Fig. 4, can now easily be ruled out.
The results are local (i.e., the cycle does exist for some a in the phase space) since they rely
on local theorems as was the case in [24]. Since the other Thomas’ condition, on oscillations,
is not [21] one cannot directly apply the same reasoning we used to Hurwitz Determinants. It
might still be worth investigating, for instance when the signs of the influences in the labelled
influence graph are known to be constant.
The same locality argument makes it difficult to interpret our stronger condition as some
version of Thomas’ circuit functionality for the continuous case. It is rather related and com-
plementary to the whole domain of the structural analysis of (bio)chemical reaction systems, as
pioneered by Chemical Reaction Network Theory. As such, we believe that our stronger neces-
sary condition is enough to make circuit analysis a more worthwhile tool in the arsenal of the
structural analyst of biochemical systems.
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