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The incidence game chromatic number was introduced to unify the ideas of the incidence
coloring number and the game chromatic number.We determine the exact incidence game
chromatic number of large paths and give a correct proof of a result stated by Andres
[S.D. Andres, The incidence game chromatic number, Discrete Appl. Math. 157 (2009)
1980–1987] concerning the exact incidence game chromatic number of large wheels.
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1. Introduction
Let G be a graph and let C = {1, 2, . . . , n} be a set of n colors. Two players, Alice and Bob, take turns coloring vertices of
G one at a time with colors from C under the rule that adjacent vertices must have different colors. We assume Alice always
makes the first move. When there are no legal moves left, Alice wins if all the vertices are colored and Bob wins otherwise.
The game chromatic number of G, denoted as χg(G), is defined to be the minimum number of colors for which Alice has a
winning strategy.
Although the game chromatic number was formally introduced by Bodlaender in the context of general graphs [3],
Bodlaender was not the first to consider the idea. In 1981, Steven Brams considered themore specializedmap-coloring game,
which amounts to finding the game chromatic number of a map [2]. Brams’ original intention was to try a game theoretic
approach to proving the four-color theorem. Although this method was unsuccessful, the game chromatic number became
an interesting combinatorial quantity in its own right and warranted further study.
Many upper bounds have been proven for the game chromatic number of special classes of graphs. Planar graphs have
been of particular interest, undergoing quite a few improvements in upper bounds. In 1993, Kierstead and Trotter proved
that the game chromatic number of every planar graph is at most 33 [13]. Six years later, Dinski and Zhu improved this
number to 30 [6]. That same year, Zhu published a paper reducing the upper bound to 19 by considering a variant of the
game chromatic number [17]. Since then, this bound was slightly improved to 18 by Kierstead [12], and then to 17 by
Zhu [18], which is the best known bound to date. For the game chromatic number of outerplanar graphs, the best known
upper bound is 7 [8]. Various other upper bounds have been proved for forests [7], graphs embeddable in an orientable
surface [12], and line graphs of k-degenerate graphs [5].
An incidence is a vertex–edge pair (v, e) such that v is incident with e. Two incidences (v1, e1) and (v2, e2) are said to be
adjacent if (v1, e2) or (v2, e1) is an incidence. Define the incidence graph of G, denoted as GI , to be the graph whose vertices
are the incidences ofG andwhose edges denote adjacencies between the incidences ofG. Then the incidence coloring number
of G, first introduced by Brualdi and Massey, is defined to be the minimum number of colors needed to color all the vertices
of GI such that adjacent vertices have different colors [4].
Like the game chromatic number, the incidence coloring number has also been a subject of much interest. Upper bounds
have been proven for k-degenerate graphs, K4-minor free graphs, planar graphs [10] and graphs with maximum degree
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Fig. 1. The incidence graph of P4 .
3 [15] and more [9]. Also, the exact incidence coloring number is known for forests [4], Halin graphs of maximum degree at
least 5, outerplanar graphs of maximum degree at least 4 [16], some meshes [11], and complete k-partite graphs [14].
In 2007, Andres introduced the incidence game chromatic number of G to unify the ideas of the incidence coloring number
and the game chromatic number [1]. The incidence game chromatic number of G, denoted as ιg(G), is simply the game
chromatic number of the incidence graph:
ιg(G) = χg(GI).
It is known that ig(G) ≤ 3∆− 1 (where∆ is the maximum vertex degree in G) is a trivial upper bound for the incidence
game chromatic number [1]. This bound easily follows from the fact that χg(G) ≤ ∆ + 1. Andres also proved the trivial
lower bound ig(G) ≥
 3∆
2

[1]. He determined upper bounds for k-degenerate graphs and used them to get non-trivial
upper bounds for planar graphs, outerplanar graphs, and forests [1].
The incidence game chromatic number for special classes of graphs has also been considered. Andres proved that for
k ≥ 7, ιg(Ck) = 5 [1]. By considering the cases of k = 3, 4, 5, and 6 separately, the following can be shown.
Theorem 1.1. For all cycles Ck (k ≥ 3), ιg(Ck) = 5.
The exact incidence game chromatic number for stars is also known [1]. Andres stated a similar theorem for wheels [1],
but in this paper, we point out a flaw in his proof and give a correct proof of the result in Section 3. The same argument gives
the incidence game chromatic number for a more general class of graphs, of which certain fans are a special case. As the first
of twomain results, this paper also provides the exact incidence game chromatic number for large paths in Section 2. Finally,
the concluding section gives some insight into the fundamental question of whether or not the incidence game chromatic
number is monotonic.
2. Paths
Let Pn denote a path with n vertices. We use n as the index of the path because we will use k as a vertex label later in
this section. Note that the incidence graph of Pn can be represented by 2n− 2 vertices in a line, with every vertex within a
distance of 2 connected (see Fig. 1). That is, the incidence graph of Pn is (P2n−2)2.
Recall that the trivial upper bound for the incidence game chromatic number of a graph of maximum degree∆ is 3∆−1.
Since the maximum degree of a path is 2, we know that ιg(Pn) ≤ 5. Also, it is easy to see that Bob wins with three or fewer
colors on Pn, n ≥ 4, and so ιg(Pn) ≥ 4 for n ≥ 4. How to find the incidence game chromatic number for large paths was an
open question in Andres’ paper [1]. To that end, we have the following theorem.
Theorem 2.1. For n ≥ 13, ιg(Pn) = 5.
Remark 2.1. Large paths form a class of graphs that attain the trivial upper bound for the incidence game chromatic number.
2.1. Bob’s basic strategy for four colors
Since Alice wins trivially with five colors and Bob wins easily with three or fewer colors, the only substantial part of
proving Theorem 2.1 is showing that Bob has a winning strategy on the path with four colors. Note that the only way for Bob
to win is to create a configuration as in Fig. 2. To avoid cluttering, wewill now omit drawing the adjacencies in the incidence
graphs of the paths.
The basic strategy for Bob is to play five spaces away from a colored vertex with the same color, as in Fig. 3. Fig. 3 also
shows what kinds of traps Bob can set up if Alice plays on this configuration.
Let v : c denote coloring vertex vwith color c. Also, if vertex v is colored, let cv denote the color of v. Bob has the following
general strategy:
Alice’s
play
Bob’s response
a : 2 e : 2. This forces b, c , and d to be 3 or 4. The next two
moves in b, c or d lead to Bob’s win. This is Trap 1.
b : 2 e : 3. This forces both c and d to be 4. The next move
in c or d leads to Bob’s win. This is Trap 2.
c : 2 d : 3. On his next move, Bob will play 4 in either a or
f . Alice can only block one of these. This is Trap 3.
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Fig. 2. Winning configuration for Bob on the path.
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Fig. 3. A particularly favorable configuration for Bob on the path.
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Fig. 4. Bob’s move if Alice does not play near the ends of the path.
The other plays Alice can make are symmetric, and Bob responds accordingly. For this reason, we omit such plays in this
table as well as in all later tables. Of course, Bob cannot always respond as above if there are colored incidences elsewhere
on the graph that prevent him from coloring an incidencewith a particular color. This somewhat complicates Bob’s strategy,
which we present in full in the next section.
2.2. The proof of Theorem 2.1
Proof. Suppose Alice and Bob play on Pn, n ≥ 13, with four colors. We prove that Bob has a winning strategy.
Define the ends of P In, the incidence graph of the path, to be the vertices with degree 2. First, we will establish that Alice
must play within three vertices from one of the ends of P In. Drawing the incidence graph in the same manner as in Fig. 1,
within k vertices means that a vertex is less than or equal to k spaces to either the left or right.
Lemma 2.2. If Alice, in her first move, does not play within three vertices from one of the ends of P In, then Bob wins.
Proof of Lemma 2.2. Our proof is very similar to the one given by Andres for large cycles [1]. Suppose Alice plays color 1
at least four spaces from either end of P In. Without loss of generality, Alice plays on the left side. Then Bob plays the color 2,
three spaces to the right of Alice, giving the configuration in Fig. 4.
If Alice colors d or e, Bob can color f or c to create his winning configuration. Note that if Alice colors c or f , she must use
color 2 or 1 respectively. Without loss of generality, Alice plays in f or to the right of f . Then Bob responds with a : 2. Note
that if Alice now colors b, c , d, or e, then Bob can color d, e, b or c appropriately to get a winning configuration. Furthermore,
if Alice plays in x or in f , then she must use color 1 or Bob can get his winning configuration in his next move. We will refer
to such a configuration as the cycle trap (because Andres used this method for Bob’s strategy on large cycles [1]). Now Bob
waits until either he or Alice is forced to play in x, b, c , d, e, or f . If both x and f are uncolored, then Alice plays first (since
there are an even number of incidences in any graph). To avoid losing, Alice must play a 1 in either a or f . Without loss of
generality, she plays f : 1. Then Bob tries to play x : 1 if possible. If Bob is successful, Alice must play first in b, c , d, or e and
loses. If x : 1 is not a legal move, then we may assume that x : 3 is a legal move. In this case, Bob plays c : 4. Alice must now
prevent Bob from playing a 3 in either x or e, but she cannot prevent both. Thus, Bob wins again. The final case that wemust
consider is if one of x or f is already colored. We may assume f is colored and from before, we know that f must be colored
with a 1. Hence the argument above applies here and Bob wins. 
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Fig. 5. Alice plays one space to the right of Bob on her second move.
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Fig. 6. Alice plays one space to the left of Bob on her second move.
By Lemma 2.2, Alice must play within three vertices from the end of the path. Since P Ik is symmetric with respect to both
ends, we may assume that on her first move, Alice colors one of the first four vertices on the left end, say with color 1. Bob
now plays color 1 exactly 10 spaces to the right of Alice’s move. To avoid falling into the cycle trap discussed above, Alice
must play within four spaces of Bob’s move. If she does not, then Bob will play three spaces away from his previous move
in such a way that the cycle trap can be sprung from either side. Alice can only block one side, so Bob can always form the
cycle trap if Alice plays more than four spaces from Bob. Naturally, this leads to four cases depending on how far Alice plays
from Bob’s move.
Case 1: Alice plays one space away from Bob. Wemay assume that Alice uses color 2. Nowwhichever side of Bob’s move
Alice plays on, Bob will simply play color 1 exactly five spaces to the right of Alice’s first move. We have one of the following
two situations.
Subcase 1: Alice played to the right of Bob (see Fig. 5). Note that the vertex labeled xmay or may not exist depending on
whether Alice played in the leftmost vertex or not on her first move. However, this does not pose any major problems for
Bob.
Since there are an even number of uncolored vertices in the box in Fig. 5, Bob simply waits for Alice to play in the box
first. Bob has the following call-and-response strategy:
Alice’s
play
Bob’s response
x, a, b, or c e : 2 (Trap 1).
d : 2 a : {2, 3, 4} − {cx, cd} (Trap 2). Alice colors awith a color different
from 1, cx and cd.
e : 2 h : 3 (Trap 2).
f : 2 d : 3. Alice must prevent Bob from coloring g : 4. Bob then plays
a : {2, 3, 4} − {cx, cd}, which results in Trap 2. This strategy of
playing in a position which forces Alice to block so that Bob can
form Trap 2 in his next move will be referred to as Trap 4.
g : 2 d : 3 (Trap 4).
h : 3 d : 3 (Trap 1).
Subcase 2: Alice played to the left of Bob (see Fig. 6). In this case, if x does not exist, we simply remove it from the box in
Fig. 6. If Bob plays in the box first, he plays d : 2 to spring Trap 1. If Alice plays in the box first, Bob responds as follows:
Alice’s
play
Bob’s response
x, a, b, or c e : 3 (Trap 2).
d : 2 e : {3, 4} − {cd} (Trap 2).
e : 2 a : 2 (Trap 1).
e : 3 f : 4. Bob’s winning configuration.
f : 3 e : 4. Bob’s winning configuration.
g : 3 e : 4. Bob’s winning configuration.
Case 2: Alice plays two spaces away from Bob.Wemay assume that Alice uses color 2. Nowwhichever side of Bob’s move
Alice plays on, Bob plays the same color as the rightmost colored vertex exactly five spaces to the right of the rightmost
colored vertex. We may assume Alice plays on the left as in Fig. 7. The other case is dealt with in the same manner.
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Fig. 7. Alice plays two spaces to the left of Bob on her second move.
Since there are an even number of uncolored vertices in the box in Fig. 7, Bob can wait for Alice to play in the box first.
Bob then has the following call-and-response strategy:
Alice’s
play
Bob’s response
a : 3 c : 4. Bob’s winning configuration.
a : 1 e : 2. Call this Trap 5 (see Fig. 8).
The details of Bob’s winning strategy for
Trap 5 can be found in Lemma 2.3.
b : 3 f : 3 (Trap 1).
c : 2 f : 3 (Trap 2).
d : 2 e :

3 i uncolored or ci = 2
ci i colored and ci ≠ 2 (Trap 3).
e : 2 d :

3 i uncolored or ci = 2
ci i colored and ci ≠ 2 (Trap 3).
f : 2 c : 3 (Trap 2).
g : 2 c : 2 (Trap 1).
h : 2 e : 2. Call this Trap 6 (see Fig. 9).
The details of Bob’s winning strategy for
Trap 6 can be found in Lemma 2.4.
Lemma 2.3. If, after Bob’s move, Trap 5 is constructed, then Bob wins.
Proof of Lemma 2.3. After constructing Trap 5, Bob waits for Alice to play in the box in Fig. 8 and plays the following
strategy:
Alice’s
play
Bob’s response
a : 3 c : 4. Bob’s winning configuration.
b : 3 d : 4. Bob’s winning configuration.
c : 3 a : 4. Bob’s winning configuration.
d : 3 b : 4. Bob’s winning configuration.
e : 2 Bob waits for Alice to play in a− d and plays the
strategy above.
e : 3 c : 4. Bob’s winning configuration.
f : 2 c :

cg g colored
3 g uncolored.
Alice must block Bob from creating a winning
configuration around b or d. She can only
block one.
f : 3

e : 2 cg = 4
c : cf otherwise.
In the first case, Bob waits for Alice to play in a− d and plays the
strategy above. In the second case, Alice must block Bob from
creating a winning configuration around b or d. She can only
block one.

Remark 2.2. The leftmost 1 of Trap 5 can be omitted if the neighboring 2 is the first vertex. Bob’s strategy remains
unchanged. We will refer to either one of these instances as Trap 5.
Lemma 2.4. If, after Bob’s move, Trap 6 is constructed, then Bob wins.
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Fig. 8. Trap 5.
Proof of Lemma 2.4. After constructing Trap 6, Bob waits for Alice to play in the vertices of the trap in Fig. 9. If Alice plays
b − e, then Bob can create a winning configuration in his next move. If Alice plays in a or f , then she must play 1 or 2
respectively. We may assume Alice plays a : 1. Then Bob plays f : 2 if possible. If f : 2 is a legal move, then Bob can wait for
Alice to play in b − e and win. If f : 2 is not legal, then we may assume that f : 3 is legal. Bob then plays d : 4. Alice must
then block Bob from playing b : 3 and f : 3, but she can only block one. 
Case 3: Alice plays three spaces away from Bob. We may assume that Alice uses color 1, because if she uses a different
color, Bob can set up the cycle trap from the beginning of this proof on his next move. So Bob then plays the color of the
rightmost colored vertex exactly five spaces to the right of the rightmost colored vertex (see Fig. 10).
Since there are an even number of uncolored vertices in the box in Fig. 10, Bob can wait for Alice to play in the box first.
Bob then has the following call-and-response strategy:
Alice’s
play
Bob’s response
a : 2 e : 2 (Trap 5).
b : 2 f : 2 (Trap 1).
c : 2 f : 3 (Trap 2).
d : 2 e :

3 i uncolored or ci = 2
ci i colored and ci ≠ 2 (Trap 3).
e : 2 d :

3 i uncolored or ci = 2
ci i colored and ci ≠ 2 (Trap 3).
f : 2 b : 2 (Trap 1).
g : 2 c : 2 (Trap 1).
h : 2

Force win in f ci = 3 or 4
d : 2 otherwise.
In the first case, Bob plays in f to get a winning
configuration. In the second case, we have Trap 5 if
ci = 1 and Trap 6 if i is uncolored.
Case 4: Alice plays four spaces away from Bob. If Alice uses color 1, Bob can set up the cycle trap on his next two moves.
So assume Alice uses a different color, say color 2. Whichever side of Bob’s move Alice plays on, Bob will simply play color
1 exactly five spaces to the right of Alice’s first move. We have one of the following two situations.
Subcase 1: Alice played to the right of Bob (see Fig. 11). Note that the vertex labeled x may or may not exist depending
on whether Alice played in the leftmost vertex or not on her first move. As before, this does not pose any major problems
for Bob. If x does not exist, we simply remove it from the box. If Bob plays in the box first, he plays e : 2. Alice must prevent
Trap 1 from being sprung when Bob plays either a : 2 or i : 2. But Alice can only block one, so Bob wins. If Alice plays in the
box first, Bob responds as follows:
Alice’s
play
Bob’s response
x, a, e, h, i d, e, a, d, ewith the same color (Trap 1).
d : 2 a : 3 (Trap 2).
b : 2 f : 2 (Trap 5 if x does not exist and Trap 6 if x exists).
c : 2 g : 2 (Trap 6).
f : 2 b : 2 (Trap 5 if x does not exist and Trap 6 if x exists).
g : 2 c : 2 (Trap 6).
j : 3

Force win in h k = 4
f : 3 otherwise.
In the first case, Bob plays in h to get a winning
configuration. In the second case, we have Trap 5 if
k = 1 and Trap 6 if k is uncolored.
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Fig. 9. Trap 6.
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Fig. 10. Alice plays three spaces to the left or right of Bob on her second move.
21 1 1 kjx a b c d e f g h i
Fig. 11. Alice plays four spaces to the right of Bob on her second move.
ax b c he gf1 1 2 1d
Fig. 12. Alice plays four spaces to the left of Bob on her second move.
Subcase 2: Alice played to the left of Bob (see Fig. 12). In this case, if x does not exist, we ignore it. On Alice’s next move,
she must prevent Trap 1 from being sprung from either a : 2 or h : 2. Since she cannot block both, Bob wins. This completes
the proof. 
The condition n ≥ 13 is required for Bob to have enough room to construct his traps. To see this, consider the case where
Alice first colors the fourth vertex, Bob colors the vertex 10 spaces to the right, Alice colors the vertex three spaces to the
right of Bob’s move, and finally, Bob colors the vertex five spaces to the right of Alice’s move. Bob has just colored the 22nd
vertex. He requires two more vertices to the right to construct the trap depicted in Fig. 10.
It is interesting to note that ιg(P2) = 2, ιg(P3) = 3, and ιg(P4) = ιg(P5) = ιg(P6) = 4. So there is some minimal N
between 7 and 13 inclusive for which ιg(Pn) = 5 for all n ≥ N . One open problem is how to determine N .
3. Wheels
Let Wn denote the wheel with n spokes (2n edges). As in Andres’ paper, we let v0 be the center of the wheel [1]. An
inner incidence is an incidence of the form (v0, e), whereas an outer incidence is an incidence of the form (v, e)where v ≠ v0
and v0 is incident with e. So inner incidences start at the center and point outwards, while outer incidences start from the
outside and point towards the center. Finally, a border incidence is an incidence that runs along the border of a wheel.
It is important to take note of the adjacencies of the three kinds of incidences. Inner incidences are adjacent to every other
inner incidence, every outer incidence, and two border incidences. Outer incidences are adjacent to every inner incidence,
no other outer incidence, and four border incidences. Border incidences are adjacent to exactly one inner incidence, two
outer incidences, and four border incidences.
In his 2007 paper, Andres stated the following theorem [1].
Theorem 3.1. For n ≥ 7, ιg(W2n) = 3n.
While the result is true, his proof failed to consider a key case. We explore what went wrong in Andres’ proof and give a
correct proof of the result.
3.1. Andres’ proof
To prove Theorem 3.1, we must prove two things:
(1) Alice has a winning strategy with 3n colors.
(2) Bob has a winning strategy with 3n− 1 or fewer colors.
The proof given by Andres of the second of these statements is simple [1]: In his first nmoves, Bob colors outer incidences
with n distinct colors. Since inner incidences are adjacent to inner and outer incidences, they require 2nmore distinct colors
to color, which is impossible with 3n− 1 or fewer colors.
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The part of Andres’ proof that is incorrect concerns Alice’s winning strategy with 3n colors. Andres’ proof is based on two
main ideas:
(1) Alice rushes inner incidences.
(2) Alice minimizes the number of colors used on outer incidences.
Rushing inner incidences means that Alice wants to color inner incidences as long as this does not conflict with her
second goal, which is to minimize the number of colors used on outer incidences. The reason why Alice wants to rush inner
incidences is because once all the inner incidences are colored, only seven colors different from the ones used for inner
incidences are required to color all of the other incidences. This follows from the fact that outer incidences have four adjacent
non-inner incidences and border incidences have six adjacent non-inner incidences. Note that the gameplay between Alice
and Bob after this point is irrelevant as long as the seven colors exist: Alice will always win. Furthermore, the seven colors
exist when 3n ≥ 2n+ 7, i.e. n ≥ 7. Hence the restriction on n in Theorem 3.1.
Alice wants to minimize the number of colors used on outer incidences because if m is the number of colors used on
outer incidences, then Alice needs at leastm+ 2n colors to color all the inner incidences as well. The minimum value ofm
that Alice can ensure ism = n.
3.2. Where the proof breaks down
Andres’ proof breaks down because Bob can prevent Alice from coloring all the inner incidences in the following way.
First note that if Alice begins by coloring an outer incidence, Bob can ensure n + 1 colors on the outer incidences, so
that some inner incidence must be left uncolored. Since Alice is rushing inner incidences, Alice begins by coloring an inner
incidence. Bob then colors outer incidenceswith new colors until all outer incidences are colored. Note that when Bob colors
an outer incidence, Alice must respond by also coloring an outer incidence. If Alice fails to color an outer incidence, Bob can
force at least n + 1 colors on the outer incidences. So once all the outer incidences are colored, there is only one inner
incidence colored, no border incidences have been colored, and it is Bob’s turn. Bob now colors inner incidences. Again,
because Alice is rushing inner incidences, Alice colors inner incidences as well. When there is only one inner incidence left
uncolored, 3n− 1 colors have been used, and it is Bob’s turn. Bob then colors a border incidence adjacent to the uncolored
inner incidence with the final color. The final inner incidence cannot be colored with one of the 3n colors and so Bob wins.
3.3. The new proof
Before we describe Alice’s winning strategy for 3n colors, n ≥ 7, we first introduce some terminology.
We define an advantage for Alice as an uncolored inner incidence adjacent to at least one border incidence colored with
colors already used for inner incidences and not adjacent to any border incidences colored with colors not used for inner
incidences.We sayAlice has a one-up advantage if exactly one advantage exists, a two-up advantage if exactly two advantages
exist, and so on. Finally, Alice has no advantage if no advantage exists. We say that the inner incidences I1, I2, . . . , Im are a
group if they can be ordered so that Ij is next to Ij+1 for 1 ≤ j ≤ m− 1. A group of uncolored inner incidences is maximal if
every larger group containing it has colored incidences.
Alice’s basic strategy is to gain advantages while keeping the number of maximal groups of uncolored inner incidences
to a minimum. If Alice is able to obtain a two-up advantage, then Alice will ultimately win by the following lemma:
Lemma 3.2. Alice wins if Alice gains a two-up advantage.
Proof. Note that if Alice ever gains a two-up advantage, she can change her gameplay in the following way to maintain her
two-up advantage until there are only two uncolored inner incidences remaining:
Bob’s play Alice’s response
Outer incidence Outer incidence with the same color.
Border incidence adjacent
to a colored inner incidence
or to an advantage
Inner incidence with the same color if Bob uses a new color or a
new color if Bob uses an already used color. Alice plays on an
inner incidence different from her two advantages.
Border incidence that gives
a three-up advantage
Inner incidence with the same color if Bob uses a new color or a
new color if Bob uses an already used color. Alice plays on an
inner incidence that is one of her old two-up advantages (she
gains and loses an advantage).
Inner incidence that
reduces the number of
advantages by 1
Border incidence with a color that has been used on an inner
incidence. Alice plays adjacent to an uncolored inner incidence to
regain her two-up advantage.
Inner incidence that keeps
two-up advantage
Inner incidence different from her two advantages.
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Fig. 13. The incidence graph of two consecutive spokes of the wheel.
Playing in this manner, Alice can ensure that when there are only two uncolored inner incidences left, she has a two-up
advantage. Furthermore, Alice has ensured that there are at least two unused colors at this point; call them 1 and 2. This is
because at most n colors have been used for outer incidences and at most 2n− 2 additional colors have been used for inner
and border incidences. If Bob ever plays an outer incidence, Alice responds with an outer one of the same color. There are
still at least two unused colors. So wemay assume that all the outer incidences have been colored. If at this point it is Alice’s
turn to move, then she should color a border incidence with a color already used for an inner incidence. Finally, Alice can
finish coloring all of the inner incidences if she responds to Bob’s moves in the following way:
Bob’s play Alice’s response
Inner incidence Remaining inner incidence.
Border incidence
adjacent to an
uncolored inner
incidence
Inner incidence not adjacent to the border incidence with the
same color if Bob uses a new color or a new color if Bob uses an
already used color. Then it will always be possible to color the
remaining inner incidence with one of the two unused colors.
Border incidence
not adjacent to an
uncolored inner
incidence
Border incidence adjacent to an uncolored inner incidence with a
color that has already been used on an inner incidence. Then it
will always be possible to color that inner incidence with one of
the two unused colors, so that Alice colors the other inner
incidence on her next move.
Once all the inner incidences are colored, any seven colors that are not used for the inner incidences can be used by Alice
to finish coloring the rest of the outer and border incidences. This is possible because n ≥ 7. Hence, Bob loses if Alice gains
a two-up advantage. 
Consequently, Bob should never allow Alice to gain a two-up advantage. On the other hand, if Alice is unable to obtain
a two-up advantage, we will show that she can maintain greater control over the number of maximal groups of uncolored
inner incidences. Alice will find this useful due to the following lemma:
Lemma 3.3. If after Alice’s move, there are at least two unused colors, and there are exactly two uncolored and adjacent inner
incidences left, then Alice wins.
Proof. There are two unused colors; call them 1 and 2. Referring to Fig. 13, Alice has the following call-and-response
strategy:
Bob’s play Alice’s response
x : 1 y : 2.
b : 1 e : 2. This guarantees
that x : 2 and y : 1 are always legal colorings.
c : 1 d : 2. This guarantees
that x : 2 and y : 1 are always legal colorings.
a : 1 y : 2. This guarantees that x : 1 is a legal coloring.
a, b, c : f , e, d : old color (respectively).
old color Continue play according to this table.
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Since the incidence graph is symmetric, Alice responds accordinglywhen Bob colors the other incidences. If Bob colors an
outer incidence, Alice simply responds by coloring an outer incidence with the same color. Hence, if the final two uncolored
inner incidences are next to each other, then x and y are colorable with 1 and 2, so Alice wins. 
We are now ready to describe Alice’s winning strategy in full.
Proof of Theorem 3.1. On her first move, Alice colors an inner incidence. Until either Alice has a two-up advantage or there
are four uncolored inner incidences left, Alice plays in the following manner in response to Bob:
Bob’s play Alice’s response
Outer
incidence
Outer incidence with the same color.
Border
incidence
Inner incidence with the same color if Bob uses a new color or a
new color if Bob uses an already used color. Alice plays next to a
colored inner incidence and adjacent to an uncolored border
incidence.
Inner
incidence
Border incidence with the same color. Alice plays adjacent to an
uncolored inner incidence that is next to a colored inner
incidence.
If during gameplay, Bob colors an inner incidence, then when Alice responds, she colors a border incidence with the
same color, adjacent to an uncolored inner incidence. Thus, Alice gains a one-up advantage. The next time Bob colors an
inner incidence, he must color the inner incidence with the one-up advantage. If Bob fails to do so, Alice gains a two-up
advantage in her next move, and Bob will ultimately lose by Lemma 3.2. We note that when Bob colors the inner incidence
with the one-up advantage, he decreases the number of advantages by 1, but he does not increase the number of maximal
groups of uncolored inner incidences.
Note that Alice never increases the number ofmaximal groups of uncolored inner incidences on her turn. Also, every time
Bob colors an inner incidence which increases the number of maximal groups by 1, Alice gains another advantage. So Bob
can increase the number of maximal groups of uncolored inner incidences, but only at the cost of giving Alice an advantage.
Thus, if Bob avoids giving Alice a two-up advantage, we know that after any given round, there are at most two maximal
groups of uncolored inner incidences.
When only four inner incidences remain uncolored, we know that there are at least four unused colors. Note that coloring
outer incidenceswill not change this fact because the number of colors used on inner and border incidences is atmost 2n−4
and the number of colors used on outer incidences at any time is atmost n. Sowemay assume all of the outer incidences have
been colored. Furthermore, the inner incidences are in either one or two maximal groups, and if they are in two maximal
groups, Alice has a one-up advantage.
We may assume it is Bob’s turn and that Bob colors only those inner incidences that remain and their adjacent border
incidences. This is because if Bob colors a border incidence which is not adjacent to the remaining inner incidences, then
Alice can simply pick up advantages. We must be in one of the three following cases:
Case 1: All uncolored inner incidences in one group. Alice may have no advantage. If Bob colors an inner incidence, Alice
colors another inner one so that the remaining two inner incidences are next to each other. Alice then wins by Lemma 3.3.
Now suppose Bob does not color one of the four remaining inner incidences. If Bob colors a border incidence with a
new (old) color, then Alice colors a particular inner incidence with the same (new) color. Note that Alice now has a one-up
advantage. The particular inner incidence should be chosen so that if Bob colors the inner incidence with the advantage, the
remaining two incidences are next to each other, and therefore Alice wins by Lemma 3.3. If instead, Bob colors a different
inner incidence without an advantage, Alice colors a border incidence adjacent to an uncolored inner incidence to gain a
two-up advantage, and Alice wins by Lemma 3.2. Finally, in the case where Bob colors another border incidence with a new
(old) color, Alice colors an inner incidence with the same (new) color so that the last two uncolored inner incidences are
adjacent. Again, Alice wins by Lemma 3.3.
Case 2: The last four inner incidences are in two groups of two, and Alice has a one-up advantage. Note that the location
of the one-up advantage is irrelevant because of symmetry. If Bob colors an inner incidence, recall that he must color the
one with the one-up advantage to prevent Alice from gaining a two-up advantage. Then Alice should color another inner
incidence so that the two remaining inner incidences are next to each other. Alice wins by Lemma 3.3.
If Bob colors a border incidence adjacent to the one-up advantage with a new (old) color, then Alice colors the inner
incidence next to the advantage with the same (new) color. On her next move, she will either gain a two-up advantage (and
win by Lemma 3.2) or there will be two remaining inner incidences next to each other (and she will win by Lemma 3.3).
If Bob colors a border incidence non-adjacent to the one-up advantage, then Alice colors an inner incidence with the same
(new) color and gains a two-up advantage. By Lemma 3.2, Alice wins.
Case 3: The last four inner incidences are in two groups of sizes 1 and 3, and Alice has a one-up advantage. Note that
by Alice’s strategy, the one-up advantage is never in the middle of the group of size 3. As in case 2, if Bob colors an inner
incidence, he must color the one with the one-up advantage, and Alice responds by coloring another inner incidence so that
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Fig. 14. The fan with six spokes, F1,6 .
the two remaining inner incidences are next to each other so that she wins by Lemma 3.3. If Bob colors a border incidence
non-adjacent to the one-up advantage, then Alice colors an inner incidence with the same (new) color and gains a two-
up advantage so that she wins by Lemma 3.2. Finally, if Bob colors a border incidence adjacent to the one-up advantage
with a new (old) color, then Alice colors the inner incidence closest to the advantage with the same (new) color if the one-
up advantage is in the group of size 1, or the lone inner incidence if the one-up advantage is in the group of size 3. This
maintains the one-up advantage and ensures that in her next move, she will either get a two-up advantage (Alice wins by
Lemma 3.2) or the last two uncolored inner incidences will be adjacent (Alice wins by Lemma 3.3). 
A very similar proof can be used to show the following.
Theorem 3.4. For n ≥ 6, ιg(W2n+1) = 3n+ 2.
The only difference between the proofs of Theorems 3.1 and 3.4 is that Alice begins by coloring an outer incidence. Note
that we may combine Theorems 3.1 and 3.4 to get the more compact form shown below.
Theorem 3.5. For n ≥ 13, ιg(Wn) =
 3n
2

.
Now consider a subgraph G ofWn which has the star with n edges, Sn, as a subgraph. Note that as long as one edge along
the border of the wheel is missing from G, then there are at least two inner incidences with one or fewer border incidences.
So Alice starts the game as if she had a two-up advantage. Thus, we also have the following result.
Theorem 3.6. For n ≥ 13, any subgraph G of Wn which has Sn as a subgraph satisfies
ιg(G) =

3n
2

.
In particular, if F1,n denotes the fan with n spokes (see Fig. 14), we have an immediate corollary.
Corollary 3.7. For n ≥ 13, ιg(F1,n) =
 3n
2

.
4. Conclusion
There are some interesting facts to note about the results presented in this paper. The incidence graphs of Pn and Cn are
squares of the graphs P2n−2 and C2n respectively. Hence the results in Theorems 1.1 and 2.1 regarding the incidence game
chromatic number give results regarding the game chromatic number of (P2n−2)2 and (C2n)2.
Another fact to consider is that the wheel is simply the one-point suspension of the cycle, and the fan is the one-point
suspension of the path. It may be an interesting problem to consider the incidence game chromatic number of other one-
point suspensions of common graphs as well as the more general n-point suspensions.
One fundamental question about the incidence game chromatic number still remains unanswered. Is the incidence
game chromatic number monotonic? More precisely, is the incidence game chromatic number for a graph G always at
least as large as the incidence game chromatic number for any of its subgraphs? It is known that the game chromatic
number is not monotonic (consider the 4-cycle and the 4-cycle with an isolated vertex). While adding disjoint graphs may
sometimes decrease the game chromatic number, we do know that adding disjoint graphs never decreases the incidence
game chromatic number by the following proposition.
Proposition 4.1. Let G = G1 ⊔ G2 ⊔ · · · ⊔ Gn be a disjoint union of graphs. Then
ιg(G) ≥ max{ιg(Gn), ιg(Gn), . . . , ιg(Gn)}.
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Proof. LetM = max{ιg(Gn), ιg(Gn), . . . , ιg(Gn)} and without loss of generality, ιg(G1) = M . We have to show that Bob has
a winning strategy with M − 1 or fewer colors. Since every edge gives rise to two incidences, each Gi has an even number
of incidences. Since Bob always plays on an even move, Bob can always wait for Alice to color an incidence on G1 (as long as
Bob doesn’t win prematurely on a different Gi). Bob then plays his winning strategy on G1. 
A connected counterexample to themonotonicity of the game chromatic number can be found by considering Kn,n and its
subgraph Kn,n minus a perfectmatching for n ≥ 4 [12]. One interesting thing about the incidence graph is that you can never
add edges to pre-existing vertices by adding vertices and edges to the original graph. So if a counterexample tomonotonicity
exists, it must use a different idea than the two classic examples given above.
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