Chrystal's theorem on differential equation systems  by Duffin, R.J
JOURNAL OF MATHEMATICAL ANALYSIS AND APPLICATIONS 8, 325-33 1 (1963) 
Chrystal’s Theorem on Differential Equation Systems* 
R. J. DUFFIN 
Carnegie Institute of Technology, Pittsburgh, Pennsylvania 
A basic problem concerning systems of differential equations with constant 
coefficients is the determination of the number of constants of integration. 
This problem was solved by Chrystal [l]. He showed that the number of 
constants of integration was equal to the degree of the characteristic polyno- 
mial. Chrystal’s theorem has several applications in electrical network 
theory [2]. 
A detailed account of Chrystal’s proof is given in Ince’s treatise on diffe- 
rential equations [3]. This note gives a different and simpler proof. In addi- 
tion, Theorem 2 which follows gives a classification scheme for the indepen- 
dent solutions of differential equations with constant coefficients. 
Theorem 1 to follow is a statement of Chrystal’s theorem. For notational 
convenience the differential equations are restricted to be of the third order 
at most. The extension of the proof for higher orders will be obvious. Theo- 
rem 3 concerns a system of difference equations; it is analogous to Chrystal’s 
theorem for differential equations. 
THEOREM 1. A system of dilferential equations with constant coefficients is 
written in the form 
(1) 
Here A, B, C, and D are square n by n matrices of complex constants and x is a 
vector whose n components are functions of the real variable t. Suppose that the 
characteristic polynomial 
f(h) = det (h3A + h2B + hC + D) (2) 
does not vanish identically and is of degree m in the complex variable X. Then 
the general solution of Eq. (I) is of the form 
x = /31x’ + /33x2 + *-* + /3,x” (3) 
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where A, B2, -*-, I% are arbitrary constants and x1, x2, **a, X~ are linearly 
independent vector functions. In other words x E 0 for all t implies /11 = p2 = 
*** =pm =o, 
PROOF. Let p denote dldt and define vectors y  and z by the relation 
-y =p2Ax +pBx + Cx, 
- z=pAx+Bx. (4) 
Then the third order equation (1) can be expressed as the following system 
of first order equations 
Dx-py =0 
cx+ y-ppz=o 
(pA+B)x+z=O. (54 
This system may be written as the single vectorial equation 
pGu +IIu=O. (5b) 
Here u = (x, y, z), a vector of N = 3n dimensions, and G and H are N by N 
matrices. 
The characteristic polynomial of (5) is 
D -AI 
F(A) = det C I --XT. 
W+B) I 
The last row of this compound determinant is multiplied by h and is added 
to the second row. This new second row is the multiplied by X and is added 
to the first row. This gives 
(PA + h2B + XC + D) 0 0 
F(h) = det (h2A + hB + C) I 0 
w+B) 0 I 
Clearly this determinant may be simplified to 
F(X) = det (X3A + h2B + XC + D). (6) 
Thus Eq. (1) and Eq. (5) have the same characteristic polynomial. 
By hypothesis there is a constant c such that F(c) = det (cG + H) # 0. 
Then 
hG+H=(X-c)G+(cG+H) 
= (cG + II) [(A - c) (cG + H)-l G + I]. 
It is possible to transform any matrix to subdiagonal form (a triangular 
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matrix with zeros above the diagonal). In particular there is a nonsingular 
matrix T such that 
T(cG + H)-l GT-1 = Q 
where Q is subdiagonal. Thus 
XG + H = (cG + H) T-l [(A - c) Q + I] T. 
Let 5’ = (cG + H) T-l and R = 1 - cQ then the last relation may be written 
as 
hG + H = S[AQ + R] T. (7) 
Here S and T are nonsingular and Q and R are in subdiagonal form. In 
other words G and H have been transformed simultaneously to subdiagonal 
form. 
By virtue of relation (7) it is seen that Eq. (5) is equivalent to the equation 
pQv + Rv = 0 @I 
where v = Tu. Moreover 
det @Q + R) = @Qll + Rll) (XQ2, + &) --a OQnn + K,). 
Since det (AQ + R) = F(h)/F(c) it follows that there are precisely m diagonal 
elements Qii which do not vanish. Moreover if Qii vanishes then R,, does not 
vanish. 
Starting at the top we can integrate Eq. (8) row by row to obtain the com- 
ponents vi of v. The first row gives 
Qn 2 + R,,v, = 0. 
If Qrr = 0 then v1 = 0. If Qrr # 0 then vr = cvleAlt where A, = - R,,/Q2,, 
and a1 is a constant of integration. Proceeding in this fashion we find at the 
ith row 
where gi(t) is a homogeneous linear expression in the previous constants of 
integration. If Qii = 0 then 
vi = g&)/R,, . (10) 
If Qii # 0 then the solution of (9) is 
vi = .+&it + eatt 
J 
t 
eeait QG’gi(t) dt (11) 
0 
where Xi = - RiilQii and QL~ is a constant of integration. This process gives 
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the general solution of (8). A constant of integration is introduced if and only 
if Qii # 0. Thus the expression for v contains precisely m constants of inte- 
gration which may be redesignated as & , pz , *a*, p,,, . 
It is evident from (10) and (11) that v is a homogeneous linear expression 
in the 01~ . Thus the general solution of Eq. (8) is 
v = plvl + /3,v2 + **- + #&v” (12) 
where vl, v2, ***, vm are vector functions which do not depend on /3i , /?a , ***, 
& . These vector functions are linearly independent because if some 01~ # 0 
then Eq. (11) gives wi = 01~ # 0 for t = 0. 
Operating on (12) with T-l we obtain the following general solution of (5) 
u=/31ul+p2u2+~*~+/3mu* 
where ui = T-W. Now let ui = (xi, yi, za) then (13) gives 
x = /31x’ + p2x2 + **a + pmxm. 
(13) 
(14) 
But (x, y, z) satisfies Eq. (5a) and eliminating y and z from these equations 
it is seen that x satisfies Eq. (1). Thus (14) defines a solution of (1) in terms 
of the arbitrary constants pi . If x = 0 then it is seen from (5a) that z = 0 
and y = 0. Thus u = 0. This implies that all /Ii = 0 because the u( are 
independent. This proves that the xi are linearly independent. 
To prove that (14) is the general solution of (1) let x’ now be any solution 
of (1). Thus y’ and z’ are defined by (4) and so u’ = (x’, y’, z’) satisfies (5). 
But (13) is the general solution of (5) and hence u’ is represented by (13). 
Consequently x’ is represented by (14). This completes the proof of Theo- 
rem 1. 
THEOREM 2. The independent solutions of Eq. (1) can be classijied as 
follows: Let h be a root of multiplicity r of the characteristic polynomial. 
Then there are r independent solutions associated with this root. These solutions 
can be grouped into maximal blocks. A 
x0 = he”* 
block of degree k is of the form 
x1 = (ht + h,) eat 
x2 = 
t . 
h $ + h,t + h2) eit 
xk = 
t 
h 2 + c;f;j! -+ -*.+hk)eAt. 
Hereh, h, , h, , ***, hk are constant vectors. 
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The vector h is termed the leader. The block is maximal if the leader is not a 
leader for a block of greater degree. The leaders for the blocks are independent 
vectors. 
PROOF. It is apparent from relation (11) that there are r constants of 
integration fii associated with a root of multiplicity r. The proof of relation (14) 
shows that the corresponding vectors xi are independent. Moreover it is 
clear from (11) that these vectors are of the form 
xIz= ht”ih 
( 
tk-1 
k! 
~ + ... + h, 
‘(k- l)! i 
eAt. 
This proves the first part of the theorem. 
A solution vector of the form (16) is said to be of degree k if h # 0. It is 
now observed that (p - h) xh is also a solution because (p - h) commutes 
with the operators of Eq. (1). On the other hand 
tp - A) xk = (h & + h, & + .*. + hk--1) eata 
This is xk-l of the block (14). By forming (p - X) xk-l etc. it is seen that all 
vectors in the block are solutions. All of these vectors are independent because 
they are of different degree. 
Suppose that k in the maximum possible degree for solution vectors 
corresponding to the root h under consideration. Of all leaders of degree k 
select as many as possible independent ones. To this selection of leaders 
adjoin as many as possible leaders of degree k - 1 so that the whole selection 
is an independent set of vectors. Continue this selection process until finally 
leaders of degree zero are adjoined. Call this set of leaders 5. With each leader 
of degreej a block of solution vectors is selected. This gives rise to the set of 
solution vectors Sf. Then Sf is an independent set because the terms of 
highest degree in any linear combination are independent. Next consider an 
arbitrary solution vector x’ of degree j associated with the root X. If  h’ is 
the leader of x’ then it follows by this process of construction of the set S 
that h’ is dependent on the set S. Thus a linear combination w of the vectors 
of S+ of degree j will have the same highest degree term as x’. Then 
x” = x’ - w is of lower degree than x’ or else x” vanishes. Now this same 
approximation process is applied to x” etc. This process leads to an expression 
for x’ as a linear combination of S+. This completes the proof of the theorem. 
The following theorem about difference equations is analogous to Chrystal’s 
theorem. 
THEOREM 3. A system of diflerence equations is written in the form 
Ax(t + 3) + Bx(t + 2) + Cx(t + 1) + h(t) = 0 (17) 
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Here A, B, C, and D are square n by n matrices of complex constants and x 
is a vector whose n components are functions of a discrete variable t taking on 
values 0, f  1, 4 2, *em . Suppose that the characteristic polynomial 
f(A) = det (PA + PB + hC + D) (18) 
does not vanish identically and is of degree m in the complex variable X. If  f(h) 
has a root of multiplicity m, > 0 at X = 0 let TV = m - ma . Then the general 
solution of Eq. (17) is of the form 
x = &xl + #&.x2 + *** + /3,xa (19) 
where Pl,P2,--,& are arbitrary constants and x1, x2, *** x” are linearly 
independent vector functions. In other words x = 0 for all discrete t implies 
/I1 =p2 = **a =pp =o. 
PROOF. The notation is now changed so that p denotes the displacement 
operator defined as px(t) = x(t + 1). Then Eq. (17) can be written in the 
form 
p3Ax + p2Bx + pCx + Dx = 0. (20) 
The same transformation used in the proof of Theorem 1 can be applied to 
yield Eq. (8). The equation analogous to (9) is of the form 
Qiipvi + Riivi = gi(t)* (21) 
If Qii = 0 then the solution of (21) is vi(t) =g,(t)/R,, . If Rii = 0 the 
solution is vi(t) = g,(t - l)/Qii . If neither Qii or Rii are zero then the solution 
of (21) can be written in the form: 
v=t-1 
vi(t) = c& + A;-’ 2 A-‘Q;‘gi(v), t > 0 
Y=o 
q( t )  = CQ )  t=O 
v--t 
vi(t) = o+X: - Ai-’ 2 X”Qz’gi(- Y), t < 0. 
v=l 
(21) 
Here hi - -RJQii and 01~ is an arbitrary constant. Since an arbitrary constant 
is introduced only if both Qii and Rii differ from zero there are exactly 
m - m, arbitrary constants. It is seen that the general solution of (8) may 
be written in the form 
v = &v’ + p2v2 + a** + ,&v@. (22) 
Here A, B2, ---, Is, are arbitrary constants and vl, v2, a**, VP are linearly 
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independent vector functions. The remainder of the proof follows the proof 
of Theorem 1. 
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