A fully interconnected network consisting of n elements with outputs x = {xi; xi = +1; −1; 16i6n}; connection weights wij = w 
Introduction
The number of equilibrium states (ÿxed points) is an important issue in the study of the dynamics of neural networks and statistical physics. The equilibrium states correspond to stored patterns (memory). The point of the dynamics is to recover a stored pattern when given a distorted pattern as an initial condition. In other words, the initial network state follows a neural dynamical trajectory and arrives at an equilibrium state. Roughly speaking, the number of equilibrium states corresponds to the size of the memory (see, e.g. Amit, 1989; Hopÿeld, 1982) .
In this paper we study the asymptotic behavior of the expected number of equilibrium states for some Hopÿeld-like model which will be described in details in the sequel. In this model the connection weights (connectivities) consist of symmetric and antisymmetric parts. Note that the methods used in Amari (1990) , Tanaka and Edwards (1980) for the symmetric case cannot be generalized to asymmetric connectivities with a larger antisymmetric part, i.e. c ¿ 1 in (1.1) below. Asymmetry is essential when learning is taken into consideration (see, e.g. Amit, 1989) . However, the asymptotic behaviors become quite di cult to analyze. Intuitively, we show that a small antisymmetric part results in an exponentially large expected number of equilibrium states and a large antisymmetric parts has an opposite result.
Related works may be found in Amari (1974; , Bray and Moore (1980) , Date et al. (1995) , Date (1996) , Derrida and Gardner (1986) , Kurata (1990) , Tanaka and Edwards (1980) and references therein. Now consider a fully interconnected network consisting of n elements (neurons) in which the ith output x i ; i = 1; : : : ; n, takes values 1 or −1. w ij ; 16i; j6n, the connection weight from the jth element to the ith element is a composition of two components, namely,
( 1.1) where {w where sgn(u) = 1 when u ¿ 0 and is −1 otherwise. And the dynamics of the network is described by x k+1 = Tx k , where x k denotes the output at time k. This dynamics is widely used as a ÿrst approximation of neural dynamics.
A point x in {−1; 1} n is called an equilibrium state (ÿxed point) if Tx = x. We are interested in the asymptotics of the expected number of equilibrium states when n → ∞.
The approach here is applicable for all c. The basic idea consists of using speciÿc representations of Gaussian random vectors, conditioning on the minimum of i.i.d. Gaussian random variables, and large deviations.
Speciÿcally let us consider x = (1; : : : ; 1), the probability of having this particular x as an equilibrium state is
It is easy to see that the probability of having other state in {−1; 1} n as an equilibrium state is the same as (1.3). Hence the expected number of equilibrium states, denoted by E(c), of (1.1) is
The problem is boiled down to study the asymptotic probability of the Gaussian random vector V n in the ÿrst quadrant, where V n has mean zero and covariance matrix {r ij }:
n is negatively correlated. Moreover V n can be represented as 
, the probability (1.3) can be rewritten as
Then by conditioning on min 16i6n i = 1 and CramÃ er theorem, the asymptotics of the expected number E(c) of the equilibrium states is obtained in Theorem 1. Roughly speaking, there exists a constant k(c) such that
where k(c) ¡ 0 for 06c61; k(c) ¿ 0 for c ¿ 1; and E(1) = 1. The formula for k(c) can be found in Theorem 1. For c = ∞ (d = −1), the completely antisymmetric cases, V n is represented by (1.6)
A direct asymptotic analysis yields Theorem 2. Roughly,
Note that ((1= √ n) j w ij ; (1= √ n) j w kj ); i = k, is asymptotically Gaussian for quite general w ij 's. However, the analysis here is quite delicate. It does depend on the Gaussian assumption on w ij . Further generalization needs careful study. And a possible connection to extremal value theory deserves some investigation.
2. The case with the presence of symmetric component, 06c ¡ ∞
The limit of n , denoted by ÿ, as n goes to ∞ is 1 − √ 1 + d. For −1 ¡ d ¡ 0; 0 ¡ ÿ ¡ 1. And for 0 ¡ d61; 1 − √ 26ÿ ¡ 0. And let c n = ( n =ÿ)((n − 1)=n)=(1 − n =n). c n goes to 1 as n goes to ∞. Note that for d = 0 (c = 1); E(1) = 1. Now the calculation of (1.5), 
Now the probability term in the integrand in (2.1) can be rewritten as
Note that for 0 ¡ ÿ ¡ 1 (the negative correlation case) (2.2) is zero if x60. Hence it su ces to consider only for x ¿ 0. As for ÿ ¡ 0, only x ¡ 0 matters, since the contribution from positive x is of order smaller than 2 −n and can be ignored. Let I x (y) denote the entropy function (rate function)
Related properties may be found in Chapters VI and VII of Ellis (1985) .
For 0 ¡ ÿ ¡ 1; x ¿ 0, deÿne
For ÿ ¡ 0; x ¡ 0, deÿne
Note that for ÿ = 1, x is the boundary point of the support of the underlying distribution, the second equality appeared in deÿning J ÿ (x) may not be true. That is the reason we consider the completely antisymmetric case separately.
As in the theory of large deviations, we consider only the exponential component in the asymptotics, hence
To calculate the asymptotics of the expected number E(c) of the equilibrium states deÿned in the Introduction, let us deÿne
Note that ÿ = 1 − 2=(1 + c 2 ). We shall prove that for c ¿ 1, k(c) ¿ 0, 06c ¡ 1, k(c) ¡ 0. For c ¿ 1, −ln(1 − F(x)) − ln 2 is a strictly increasing function and equals zero only at 0. It su ces to show J ÿ (x) is strictly bounded away from zero for small positive x. Since x=ÿ ¡ E(Y (x)) for small positive x; J ÿ (x) = I x (x=ÿ):
Hence I x (x=ÿ) is bounded away from zero for small positive x's. Now turn to the proof of 06c ¡ 1. Note that there exists x 0 ¡ 0 such that x 0 =ÿ = EY (x 0 ) and for 0 ¿ x ¿ x 0 ; x=ÿ ¡ E(Y (x)). Hence J ÿ (x) = 0 for x¿x 0 ,
To sum up we have Theorem 1. Let E(c) denote the expected number of the equilibrium states of the neutral network deÿned by (1:1) and (1:2). Then for c = 1 and c¿0; ln E(x) ∼ −k(c)n; where k(c) is deÿned by (2:3). Speciÿcally k(c) ¿ 0 if c ¿ 1 and k(c) ¡ 0 if 06c ¡ 1. E(1) = 1.
The completely antisymmetric case
For the completely antisymmetric case, c = ∞, the probability from formula (1.6) is
2 )(n=(n + 1)) 2 ) and k − Á n ¿0.
The last term in the previous inequality is bounded by
where M n may be chosen as ln n.
if we only consider the exponential component, and can be ignored compared with the second term in (3.1) after going through the following calculation. Let n =2 √ M n = √ n, and N n = number of k's such that k −Á n ¿ n for 16k6n. Then N n ¡ √ M n n= n =n=2, if
6 P{at most (n=2) k's in 16k6n such that k − Á n ¿ n } = P{at least (n=2) k's in 16k6n such that k − Á n 6 n } 6 n n 2 P{ 1 − Á 1 6 n ; : : : ; (n=2) − Á n 6 n } 6 n n 2 P{| 1 − 2 |62 n ; | 3 − 4 |62 n ; : : : ; | (n=2)−1 − (n=2) |62 n } 6 n n 2 P{| 1 − 2 |62 n } n=4 6 constant 2 n 2 √ n=4 n=4 n :
Note that n=2 and n=4 may not be integers, but the asymptotic analysis remains the same:
E(∞) 6 constant 4 2 √ 2 1=4 n n=4 n 6 n n=4 n for some ¿ 0 Theorem 2. For the completely antisymmetric neutral network deÿned by (1:1) and (1:2); the expected number E(∞) of the equilibrium states is of the order e −k(∞)n ln n for some k(∞) ¿ 0.
