Consider the random graph on n vertices 1, . . . , n. Each vertex i is assigned a type X i with X 1 , . . . , X n being independent identically distributed as a nonnegative discrete random variable X. We assume that EX 3 < ∞. Given types of all vertices, an edge exists between vertices i and j independent of anything else and with probability min{1,
1 Introduction.
The Model.
We study here a rank 1 case of a general inhomogeneous random graph model introduced by Bollobás, Janson and Riordan [2] . We shall define a random graph G V (n) with a vertex space V = (S, µ, (x (n) 1 , . . . , x (n) n ) n≥1 ), where S = {0, 1, . . .} and µ is a probability on S. No relationship is assumed between x (n) i and x (n ′ ) i , but to simplify notations we shall write further (x 1 , . . . , x n ) = (x (n) 1 , . . . , x (n) n ). For each n let (x 1 , . . . , x n ) be a deterministic or random sequence of points in S, such that for any A ⊆ S #{i : x i ∈ A} n P → µ(A).
(1.1)
Given the sequence x 1 , . . . , x n , we let G V (n) be the random graph on {1, . . . , n}, such that any two vertices i and j are connected by an edge independently of the others and with a probability p n (x i , x j ) = min x i x j n 1 + a n 1/3 , 1 ,
where a is any fixed real constant. Let X denote a random variable with values in S and probability function µ. It is proved in [2] that the phase transition occurs when EX 2 = 1. Our aim here is to derive the asymptotic behaviour of the sizes of the connected components.
We shall assume that ω(n) , (1.5) holds with probability tending to one as n → ∞.
Remark 1.1. It will be clear that one can extend all the results for the case of non -i.i.d. random variables, assuming, however, (1.5) and some uniformity in the convergence (1.1).
Let C 1 (n), C 2 (n), . . . denote the ordered sizes of the connected components in G V (n) with C 1 (n) being the largest one. We shall find the weak limit of n −2/3 (C 1 (n), C 2 (n), . . .) . To formulate the convergence result define l 2 to be the set of infinite sequences x = (x 1 , x 2 , . . .) with x 1 ≥ x 2 ≥ . . . ≥ 0 and i x 2 i < ∞, and give l 2 metric d(x, y) = (x i − y i ) 2 . holds with respect to the l 2 topology.
Let (W (s)
The statement of this result is very much inspired by the earlier work of Aldous [1] , who was the first to prove rigorously this theorem not only for the case of homogeneous random graph G n,p (in our setting this corresponds the case when x i ≡ 1), but for a particular nonuniform case as well. Notice here, that Theorem 1.1 and the result of Proposition 4 in [1] for a nonuniform random graph only partially overlap: there are cases which are covered by one theorem, but not by another. It should be also mentioned that in the nonuniform case Aldous derives in [1] asymptotic for the sums of types of vertices in the components, while we state the result directly for the components sizes. However, this is a minor difference, since most likely both objects behave in a similar fashion: the critical values for the phase transition coincide, and the phase transitions are qualitatively very similar (at least for the case of X with exponential tail it is explicitly derived in [7] ).
The main difference between Theorem 1.1 and result of Aldous for a nonuniform random graph (Proposition 4 in [1] ) is in the relations between the assumptions on the graph model and the coefficients of the process W a . In the proof of Theorem 1.1 we combine approach of Aldous in [1] with idea of Martin-Löf in [6] on a construction of diffusion approximation for a critical epidemics. This allows us to derive in a straightforward way the coefficients of the diffusion process W a , which gives a number of advantages. In particular, it is transparent in our proof (see Remark 2.1) that the phase transition occurs indeed when EX 2 = 1, and that the famous scaling n 2/3 is the proper one here. Theorem 1.1 places all the rank 1 graphs with a finite third moment into the same universality class as a homogeneous G n,p model, as long as the scaling n 2/3 concerns. This fact was also observed by van der Hofstad [5] who (under some additional assumptions about the distribution of X) obtained good bounds for the probability of order (in n) of the largest component, and classified possible critical scalings when only EX 2 < ∞. Our proof also shows that finiteness of EX 3 is the necessary condition for the diffusion limit, and it indicates the possibility to find another scaling and a corresponding weak limit when EX 3 < ∞ is not the case.
1.2 The breadth-first walk for inhomogeneous random graph.
Following ideas from [1] we construct here a process associated with revealing connected components in inhomogeneous random graph. The basic procedure is the same as in homogeneous random graphs:
Given a graph G V (n) and a set V n = {x 1 , . . . , x n } choose a random (size-biased, as we explain later) vertex in {1 . . . , n}, and mark it by v 1 . Reveal all the vertices connected to the marked vertex v 1 in the graph G V (n). If the set of non-marked revealed vertices is not empty pick a random uniform vertex among this set, mark it v 2 , and find all the vertices connected to it but which have not been used previously. We continue this process until we end up with a tree of marked vertices. Then choose again randomly size-biased vertex among the unrevealed ones and start the same process again until we use all the vertices of the graph.
We shall now introduce a Markov chain
associated with this algorithm, where at any step i ≥ 1
and U x (i) denotes the number of unrevealed vertices of type x; I(i) = (I x (i), x ∈ S) and I x (i) denotes the number of revealed but non-marked vertices of type x;
x(i) = x v i is the type of the vertex marked at step i.
Notice that all these variables depend on n. Revealed but non-marked vertices at step i we shall simply call "active vertices at step i".
For the initial state we set
and let x(1) be a random variable with size-biased distribution
Denote further for any i ≥ 1
Then for any i ≥ 1 conditionally on (x(i),Ī(i),Ū (i)) the number of new "x -neighbours" of
Therefore conditionally on (x(i),Ī(i),Ū(i)) we set
for all x ∈ S. Then given (Ī(i + 1),Ū(i + 1)), choose v i+1 uniformly among the revealed unmarked vertices, unless this set is empty; in the letter case choose v i+1 size-biased among the unrevealed vertices as long as U(j) > 0, otherwise, stop the algorithm. In other words, we let x(j) = x v j have the following distribution
, otherwise , (1.14)
for all x ∈ S. We shall use Markov chain (1.9) to define the sizes of the components. We start with the component containing vertex v Given the states of Markov chain (1.9) let us define a process which gives a useful representation for τ 1 as well as for the sizes of other components in the graph. Set
and consider
which by (1.16) satisfies
(1.17)
Notice that as long as 1 < i ≤ min{j > 1 : I(j) = 0} we simply have
Indeed, by (1.13) and (1.10) (1.20)
Furthermore, setting for all k ≥ 1
it is easy to check by induction that the size of the k-th revealed component, k ≥ 2, is given by
By the construction of the breadth-first process Theorem 1.1 should follow (at least intuitively) from the next stated theorem, which is the main result here.
Observe that process {z(i), i ≥ 1} is not Markov. However, it converges (after scaling) to a Markov process. The reason is that we consider the rescaled process up to time n 2/3 , and within this time we explore, roughly speaking only small amount of vertices.
It will be proved in Lemma 2.1 that in our algorithm of revealing components the ordering x(i), i ≥ 1, is size-biased. By Theorem 1.2 the limiting process is W a (s), which differs from W (s) + as − 2 Proof of Theorem 1.2.
Weak convergence.
For any function f : Z → R we shall denote
where
Then we can write
Rescale to define for all s > 0
Our aim is to show that (Lemma 2.3)
uniformly on a finite interval as n → ∞. Then Theorem 1.2 follows by (2.27) and (2.28). First we shall study the summands in "the drift term" D n (k) making use of the Markov chain introduced above.
From now on we assume that n is so large that −1/2 < ε n := a n 1/3 < 1/2.
Also, since we are dealing here with convergence in probability or weak convergence, we may restrict ourselves on the event of asymptotically high probability, where condition (1.5), i.e.,
holds. (By the assumption the probability of this event converges to one as n → ∞.)
Proof. By the definitions (1.17) and (1.13) we have ∆z
for all x ∈ S and k ≥ 1, where by (1.12) and (2.31)
Then we derive recursively
Taking into account that by (2.31)
we obtain from (2.34)
This allows us to derive
which proves the Proposition. 2 In our analysis we will use the following result.
Proof. We shall establish (2.40); the rest follows exactly by the same argument. By (1.13)
where the last term for all j = O n
in L 1 as n → ∞, since by the assumption (1.5) we have
We will show that the first summand on the right of (2.42) gives the main contribution.
Under assumption that x i are i.i.d. with finite third moment, the ergodic theorem gives us convergence in L 1 and a.s.
and thus by (2.45) we have convergence in L 1 and a.s.
Finally, we bound with help of (1.12)
Using representation (2.45) we derive from here
Separately we compute taking into account (2.44)
Substituting this into (2.47) we immediately derive
This confirms that 1 n 
be the sequence of random variables defined in (1.9) , and let k ≤ sn 2/3 for some constant s > 0. Then
49)
where o(1) → 0 as n → ∞ uniformly in 1 ≤ i ≤ k, and
We postpone the proof of this lemma till the end of this section. Lemma 2.1 together with Proposition 2.2 yield immediately the following corollary.
where X is a random variable with a distribution 
as n → ∞.
Now we can prove statement (2.28).
Proof. By (2.26) and Proposition 2.1
We shall use the following fact.
Proof. Observe, that
where a + = max{0, a} and a − = − min{0, a}. By the definition (1.16)
(∆z
Recall also that by the definition (1.14) in our algorithm at step i when I(i) = 0 we choose x(i + 1) size-biased among the unrevealed vertices. Then (2.58) together with (2.59) and (2.60) give us
Since U x (i) is non-increasing in i, the last bound yields
Using Proposition 2.2 and Corollary 2.1 we derive from here
for some positive constant c. 
This together with Proposition 2.2 and Lemma 2.1 gives us
Again using Lemma 2.1 we derive from here Using now assumptions ε n = a/n 1/3 and EX 2 = 1 we get from (2.61)
Finally, we shall find an upper bound for |δ n (k)| defined in (2.57). First we derive
Recall that by our construction of process z(i)
Therefore we derive from (2.63)
This together with Lemma 2.1 yields for k = O(n 2/3 )
for some positive constant c. Proof. We shall use the idea from Aldous [1] . Fix a constant K and define
(2.66) Then using representation (2.26)
we get
Next we shall find bounds for EM 2 n (T n ) and E|D n (T n )| separately. Consider first EM 2 n (T n ). Set
, is a martingale and by the optional sampling theorem we have
and thus
Using F j associated with the Markov chain (1.9) we derive
in the definition (2.70) is F j -measurable by (2.25). Hence, we obtain from (2.72)
where N x n (j) are independent Binomial random variables for different x. Hence, by (1.12)
where to derive the last equality we used Proposition 2.2. Similarly we get
Substituting (2.75) and (2.76) into (2.73) gives us
Now with a help of (2.77) we can derive from (2.71) for all large n
which by Lemma 2.1 is uniformly bounded, so that
for some c > 0, which together with (2.69) implies
Let us bound now term E|D n (T n )| in (2.67). Using formula (2.62), we derive
where by (2.64) and definition of T n
Hence, 
This together with (2.62) implies
which completes the proof of Lemma 2.
2
Next we shall study the martingale part M n (k) in the representation (2.26) and prove (2.27).
Proof. To establish convergence (2.81) we shall apply the functional CLT for martingales (see [4] , Theorem 1.4 (b) and Remark 1.5). Rescale A n defined in (2.68):
We have to verify the following conditions: for each s > 0 
Substituting here formula (2.77), we obtain
Using Lemma 2.1, one can derive from here
Under assumption (1.3) that EX 2 = 1 this yields
which is the statement (2.84). Next we prove (2.83). Consider
where by the definition
Then statement (2.83) is equivalent to
Observe that x∈S N x n (j) conditionally on x(j) for j ≤ sn 2/3 can be well approximated by
Poisson P o (x(j)EX) random variable, where by Corollary 2.1 x(j) → d X. Therefore we shall use the following result, which is straightforward to obtain.
Proposition 2.5. Let ξ be a random variable such that conditionally on
be independent copies of ξ, and define
Then under condition (1.5) (i.e., when E X 2 < ∞) we have
2 As a corollary to this Proposition we get convergence (2.88), and therefore we establish (2.83).
Finally, let us check condition (2.82). By (2.86)
Using statement (2.50) from Lemma 2.1 and Corollary 2.1 we see that the expectation of the maximum on the right is bounded uniformly in n. Therefore condition (2.82) follows. This finishes the proof of Lemma 2.3. 2
Proof of Lemma 2.1.
Let us consider P{x(i) = x}. When i = 1 by the definition (1.11) we have
and for all i > 1 by the definition (1.14) we have
where o(1)→0 uniformly in i ≤ sn 2/3 as n→ ∞. Before we prove this, let us observe that (2.93) together with (2.92) and (2.91) would give us
where o(1)→0 uniformly in i ≤ sn 2/3 as n→ ∞, which is the statement of Lemma 2.1.
Proof of the Claim.
Recall that by the definition (1.13) for all i > 1 we have
Then we observe that conditionally on
Since this can be well approximated by a Poisson distribution, we shall make use of the following fact. Let Z x (t) ∈ P o λ x , x ∈ S, t ≥ 0, be independent Poisson processes with parameters λ x > 0 such that x∈S λ x < ∞. Define Z(t) := x∈S Z x (t) to be a superposition of these processes. Then conditionally on Z(t) the distribution of Z x (t) equals the distribution of thinned Poisson process Z(t), with a probability of thinning
In particular, this implies
which yields
and also for any a, b ≥ 0
Return to our binomial variables: with a help of Poisson approximation we will show that a statement similar to (2.98) holds (up to a small error term) as well for the binomial variables N x n (i).
100)
Before we proceed with the proof of this proposition, we shall derive with its help statement (2.93) of the Claim. In fact, statement (2.93) is a particular case (when a = b = 0) of the following corollary. Therefore, (2.101) holds for i = 2 simply by (2.99). Assume now that (2.101) holds for all 2 ≤ i < j < sn 2/3 . We shall deduce that then it holds for i = j as well.
By definition (1.13) we have
which by (2.99)
1{b + I(j) > 0}. Now using (1.14) we derive first
Substituting (2.103) into (2.102), and then using the assumption of the induction, i.e., formula (2.101) for i = j − 1, we derive
Recall that
which holds uniformly in j ≤ sn 2/3 by Proposition 2.2. Hence, we readily get from (2.104) that
which confirms (2.101) for i = j. This completes the proof of the Corollary, and therefore the statement (2.93) follows. 2
Proof of Proposition 2.6. We shall start with statement (2.100). Note that it is enough to establish (2.100) for i = 1, since the difference with the general case is in using
x∈S xU x (1) where o(1) is bounded and o(1) → 0 in L 1 uniformly in i ≤ sn 2/3 by Proposition 2.2. We shall explore the following relation between the binomial and the Poisson distributions. Let Y n,p ∈ Bin(n, p) and Z λ ∈ P o(λ). Then it is straightforward to derive from the formulas for the corresponding probabilities that for all 0 < p < 1 and 0 ≤ k ≤ n
Conditionally onŪ (1) and x(1) introduce independent Poisson random variables
With a help of (2.105) we derive for fixed valuesŪ (1), x(1)
where to simplify notations we set p
Notice here for a further reference, that
.
(2.108)
Recall that wheneverÛ y > 0 we have
This together with the assumption EX 3 < ∞ and max
uniformly inŪ and x(1). In particular, this together with (2.108) gives us
Now we rewrite (2.107) with a help of (2.110) as
We shall split the sum on the right into two sums, one of which will give the major contribution while the rest will be a small term. Define sets 1 − î
Hence, This completes the proof of (2.100). Statement (2.99) can be proved in the same straightforward (but lengthy) fashion. We shall omit it here for the sake of brevity. This finishes the proof of Proposition 2.6 and therefore Lemma 2.1 is proved. 2
