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Nonlinear model predictive control (NMPC) is proposed in multiple academic studies as an 
advanced control system technology for vehicle operation at the limits of handling, allowing high 
tracking performance and formal consideration of system constraints. However, the implementation 
of implicit NMPC, in which the control problem is solved on-line, poses significant challenges in 
terms of computational load. This issue can be overcome through explicit NMPC, in which the 
optimization problem is solved off-line, and the resulting explicit solution, with guaranteed level of 
sub-optimality, is evaluated on-line. This study presents a yaw and lateral stability controller based 
on explicit NMPC, actuated through the friction brakes of the vehicle. The controller performance 
is demonstrated during sine-with-dwell tests simulated with a high-fidelity model. The analysis 
investigates the influence of the weights in the cost function formulation and includes a comparison 
of different settings of the optimal control problem. 
 
Topics / Vehicle Dynamics and Chassis Control 
1. INTRODUCTION 
The limit behavior of a vehicle is determined by tire 
nonlinearities. Therefore, model predictive control 
(MPC) implementations for vehicle stability control 
benefit from the inclusion of nonlinear system dynamics 
in the prediction model [1]. However, the resulting 
nonlinear optimization problem poses a major challenge 
for the real-time operation of the controllers, as 
demonstrated in [1] for an active steering system. 
Various alternatives to NMPC have been proposed in the 
literature, e.g., linear-time varying MPC [2], hybrid and 
switched MPC [3], or approximate NMPC [4]. [2] and 
[3] are based on the on-line solution of the MPC 
optimization problem. 
In this study an explicit NMPC approach is used to 
solve the optimization problem off-line, given the limited 
number of parameters of the specific formulation. The 
obtained explicit solution is a sub-optimal multi-variable 
feedback law, which can be easily evaluated in real-time. 
The explicit nature of the control law facilitates 
feasibility checks and functional safety validation. 
With respect to the published explicit NMPC work, 
such as [5], the contribution of this study is in the 
nonlinear vehicle model for control system design, which 
considers: i) the interaction of the longitudinal and lateral 
tire forces; and ii) the effect of the load transfers in 
cornering. i) and ii) are crucial to the exploitation of the 
benefits of NMPC for vehicle control at the limits of 
handling. Moreover, the flexibility of the NMPC cost 
function formulation adopted in this study allows ease of 
implementation on real vehicles, with different and 
usually rather complex performance requirements for the 
stability control function. 
 
 
2. PREDICTION MODEL 
2.1 Lateral Force and Yaw Moment Balance 
A double track vehicle model (Fig. 1), with the yaw 
rate, ?̇?, and vehicle sideslip angle, 𝛽, as state variables, 
is used as prediction model for the formulation of the 
optimal control problem. The longitudinal dynamics are 
neglected, as a constant speed, 𝑣, is assumed over the 
prediction horizon. 
 
 
 
 
 
 
 
 
 
Fig. 1 Notations and sign conventions of the proposed 
vehicle model formulation. 
 
The Newton-Euler lateral force and yaw moment 
balance equations of the vehicle rigid body are: 
 ?̇? =
1
𝑚𝑣
[(𝐹𝑙𝐹𝐿 + 𝐹𝑙𝐹𝑅) sin(𝛿 − 𝛽) + 
 (𝐹𝑠𝐹𝐿 + 𝐹𝑠𝐹𝑅) cos(𝛿 − 𝛽) − (𝐹𝑙𝑅𝐿 + 𝐹𝑙𝑅𝑅) sin 𝛽 + 
 (𝐹𝑠𝑅𝐿 + 𝐹𝑠𝑅𝑅) cos 𝛽] − ?̇? (1) 
 ?̈? =
1
𝐼𝑧
{[(𝐹𝑙𝐹𝐿 + 𝐹𝑙𝐹𝑅) sin 𝛿 + (𝐹𝑠𝐹𝐿 + 𝐹𝑠𝐹𝑅) cos 𝛿]𝑙𝐹 − 
 (𝐹𝑠𝑅𝐿 + 𝐹𝑠𝑅𝑅)𝑙𝑅 + (𝐹𝑙𝐹𝑅 cos 𝛿 − 𝐹𝑠𝐹𝑅 sin 𝛿 + 𝐹𝑙𝑅𝑅)
𝑑
2
− 
 (𝐹𝑙𝐹𝐿 cos 𝛿 − 𝐹𝑠𝐹𝐿 sin 𝛿 + 𝐹𝑙𝑅𝐿)
𝑑
2
} (2) 
where 𝑚 is the vehicle mass; 𝐼𝑧 is the yaw mass moment 
of inertia; 𝑙𝐹  and 𝑙𝑅  are the front and rear semi-
wheelbases; 𝑑 is the track width; 𝛿 is the steering angle, 
which is assumed to be equal on the left and right front 
wheels; 𝐹𝑙𝑖𝑗  and 𝐹𝑠𝑖𝑗  are the longitudinal and lateral tire 
𝐹𝑙𝑅𝑅 
𝐹𝑠𝐹𝑅  
𝑙𝐹  
?̇? 
𝑣 
𝛽 
𝐹𝑙𝐹𝐿 
𝑥 
𝐹𝑙𝐹𝑅 
𝐹𝑠𝐹𝐿  
𝛿 
𝑦 
𝑑 
𝐹𝑠𝑅𝑅  
𝐹𝑠𝑅𝐿  
𝛿 
𝑙𝑅 
𝐹𝑙𝑅𝐿 
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forces, respectively, with the subscripts 𝑖 = 𝐹, 𝑅 
referring to the front and rear axles, and 𝑗 = 𝐿, 𝑅 to the 
left and right sides. As the vehicle stability controller 
ensures relatively small sideslip angle values in any 
condition, and the relevant maneuvers imply rather 
limited values of steering angle, (1) and (2) are linearized 
with respect to the arguments 𝛽 and 𝛿 − 𝛽. 
2.2 Vertical Tire Forces 
The estimation of the vertical tire forces, 𝐹𝑧𝑖𝑗 , 
considers the load transfer associated with the lateral 
acceleration. The calculations are based on the constants 
defined in (3) and (4). 
 𝑐𝑌𝐹 = (
𝑙𝑅
𝑙𝐹+𝑙𝑅
ℎ𝐹
𝑑
+
𝐾𝐹
𝐾𝐹+𝐾𝑅
ℎ′
𝑑
) 𝑚 (3) 
 𝑐𝑌𝑅 = (
𝑙𝐹
𝑙𝐹+𝑙𝑅
ℎ𝑅
𝑑
+
𝐾𝑅
𝐾𝐹+𝐾𝑅
ℎ′
𝑑
) 𝑚 (4) 
where ℎ𝐹 and ℎ𝑅 are the roll center heights of the front 
and rear suspensions; ℎ′ is the distance between the roll 
axis and the vehicle center of gravity; and 𝐾𝐹 and 𝐾𝑅 are 
the roll stiffness values of the front and rear suspensions. 
From (3) and (4) the varying vertical tire loads are 
estimated as: 
 𝐹𝑧𝐹𝑗 = 𝐹𝑧𝐹𝑗,𝑠𝑡𝑎𝑡∓𝑐𝑌𝐹𝑣?̇? (5) 
 𝐹𝑧𝑅𝑗 = 𝐹𝑧𝑅𝑗,𝑠𝑡𝑎𝑡 ∓ 𝑐𝑌𝑅𝑣?̇? (6) 
where 𝐹𝑧𝑖𝑗,𝑠𝑡𝑎𝑡 is the static vertical load on the individual 
tire. (5) – (6) neglect the effect of the sideslip angle rate 
contribution, ?̇? . Future developments of this research 
will include consideration of the load transfers associated 
with the longitudinal vehicle dynamics. 
2.3 Tire Force Model 
The nonlinear behavior of the lateral tire forces is 
modeled with a simplified Pacejka Magic Formula [6]. 
The lateral forces in pure lateral slip conditions, 𝐹𝑠0𝑖𝑗, are 
defined as nonlinear functions of the tire slip angles, 𝛼𝑖𝑗. 
 𝐹𝑠0𝑖𝑗 = 𝐷𝑠𝑖𝑗 sin (𝐶𝑠𝑖𝑗 tan
−1 (𝐵𝑠𝑖𝑗𝛼𝑖𝑗)) (7) 
The coefficients in (7) are the lateral peak factor, 𝐷𝑠𝑖𝑗; the 
lateral shape factor, 𝐶𝑠𝑖𝑗; and the lateral stiffness factor, 
𝐵𝑠𝑖𝑗 . 𝐷𝑠𝑖𝑗  depends on 𝐹𝑧𝑖𝑗 , while 𝐶𝑠𝑖𝑗  and 𝐵𝑠𝑖𝑗  are 
constant. The interaction between longitudinal and lateral 
tire forces in combined slip conditions is considered with 
a linear approximation of the tire friction envelope: 
 𝐹𝑠𝑖𝑗 = 𝐹𝑠0𝑖𝑗 (1 + 𝐶𝑙𝑠𝑖𝑗
𝐹𝑙𝑖𝑗
𝐷𝑙𝑖𝑗
) (8) 
This means that each lateral tire force in combined slip, 
𝐹𝑠𝑖𝑗, is reduced by a factor, which depends on the current 
estimated longitudinal tire force, 𝐹𝑙𝑖𝑗  (≤ 0 in braking), 
divided by its maximum value, 𝐷𝑙𝑖𝑗, in pure longitudinal 
slip conditions. 𝐷𝑙𝑖𝑗  is based on the estimated 
longitudinal tire-road friction coefficient, 𝜇𝑙𝑝𝑖𝑗 , and the 
estimated vertical tire load: 
 𝐷𝑙𝑖𝑗 = 𝜇𝑙𝑝𝑖𝑗𝐹𝑧𝑖𝑗 (9) 
The constant 𝐶𝑙𝑠𝑖𝑗  in (8) is used as a tuning parameter. 
The computation of the slip angle values, 𝛼𝑖𝑗, neglects 
the track width of the vehicle and assumes small vehicle 
sideslip angles: 
 𝛼𝐹𝐿 = 𝛼𝐹𝑅 = 𝛿 − 𝛽 −
?̇?𝑙𝐹
𝑣
 (10) 
 𝛼𝑅𝐿 = 𝛼𝑅𝑅 = −𝛽 +
?̇?𝑙𝑅
𝑣
 (11) 
2.4 Model Parameters 
Table 1 includes a selection of the prediction model 
parameters, representative of a Sport Utility Vehicle 
(SUV). 
 
Table 1 Main parameters of the prediction model. 
Symbol Description Quantity 
𝑚 Vehicle mass 1962 kg 
𝐼𝑧 Yaw mass mom. of inertia 3382 kgm
2 
𝑙𝐹 Front semi-wheelbase 1.10 m 
𝑙𝑅 Rear semi-wheelbase 1.57 m 
𝑑 Front and rear track width 1.62 m 
𝐾𝐹 Front susp. roll stiffness 60 kNm/rad 
𝐾𝑅 Rear susp. roll stiffness 50 kNm/rad 
 
3. VEHICLE STABILITY CONTROLLER 
The formulation of the NMPC vehicle stability 
controller is based on an optimal control problem defined 
by a cost function and constraints, in addition to the 
vehicle model equations in Section 2. 
3.1 Cost Function 
The cost function, 𝑉 , is defined as the integral of 
optimality criteria over the prediction horizon. More 
specifically, the longitudinal tire force distribution 
imposed by the stability controller minimizes the 
weighted deviation from reference targets for: i) the 
overall vehicle traction or braking force, which tracks 
𝐹𝑥,𝑟𝑒𝑓; ii) the overall vehicle direct yaw moment, which 
tracks 𝑀𝑧,𝑟𝑒𝑓 , i.e., the reference yaw moment to be 
generated by the longitudinal tire force difference 
between the left and right sides of the vehicle; iii) the 
braking ratio, which tracks 𝑏𝑟𝑒𝑓 , i.e., the desired ratio 
between the front and total longitudinal tire forces within 
the considered vehicle side; and iv) the yaw rate error, 
𝑒?̇? , and rear axle slip angle, 𝛼𝑅 , bounded through the 
respective slack variables, 𝑁𝑒?̇?  and 𝑁𝛼𝑅 , discussed in 
Section 3.3. The prediction horizon is the interval 
between the current time, 𝑡𝑘, and the time at the end of 
the horizon, 𝑡𝑓 = 𝑡𝑘 + 𝑡𝑠𝑁𝑝 , defined by the number of 
prediction steps, 𝑁𝑝, and the discrete sampling time, 𝑡𝑠. 
The longitudinal tire forces are the control inputs to the 
prediction model. They can vary 𝑁𝑐  times over the 
prediction horizon, where 𝑁𝑐  is the number of control 
steps, and then they are kept constant from 𝑡𝑘 +
𝑡𝑠(𝑁𝑐 − 1) until 𝑡𝑓; in formulas: 
 𝑉(𝑡𝑘) = 
 ∫ [
𝑟𝑢,𝐹𝑥
𝑈𝑠𝑐,𝐹𝑥
2 (𝐹𝑥,𝑟𝑒𝑓 − (𝐹𝑙𝐹𝐿 + 𝐹𝑙𝐹𝑅 + 𝐹𝑙𝑅𝐿 + 𝐹𝑙𝑅𝑅))
2𝑡𝑓
𝑡𝑘
+ 
 
𝑟𝑢,𝑀𝑧
𝑈𝑠𝑐,𝑀𝑧
2 (𝑀𝑧,𝑟𝑒𝑓 −
𝑑
2
(𝐹𝑙𝐹𝑅 + 𝐹𝑙𝑅𝑅 − 𝐹𝑙𝐹𝐿 − 𝐹𝑙𝑅𝐿))
2
+ 
 
𝑟𝑢,𝑏
𝑈𝑠𝑐,𝑏
2 ((1 − 𝑏𝑟𝑒𝑓)𝐹𝑙𝐹𝐿 − 𝑏𝑟𝑒𝑓𝐹𝑙𝑅𝐿)
2
+ 
 
𝑟𝑢,𝑏
𝑈𝑠𝑐,𝑏
2 ((1 − 𝑏𝑟𝑒𝑓)𝐹𝑙𝐹𝑅 − 𝑏𝑟𝑒𝑓𝐹𝑙𝑅𝑅)
2
+ 
 
𝑞𝜈,𝑒
?̇?
𝑁𝑠𝑐,𝑒
?̇?
2 𝑁𝑒?̇?
2 +
𝑞𝜈,𝛼𝑅
𝑁𝑠𝑐,𝛼𝑅
2 𝑁𝛼𝑅
2] 𝑑𝑡 (12) 
where 𝑡  is time. The different terms of 𝑉(𝑡𝑘)  are 
weighted with the coefficients 𝑟𝑢,𝐹𝑥 , 𝑟𝑢,𝑀𝑧 , 𝑟𝑢,𝑏 , 𝑞𝜈,𝑒?̇? , 
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and 𝑞𝜈,𝛼𝑅. Appropriate scaling factors, i.e., 𝑈𝑠𝑐,𝐹𝑥 , 𝑈𝑠𝑐,𝑀𝑧, 
𝑈𝑠𝑐,𝑏, 𝑁𝑠𝑐,𝑒?̇?, and 𝑁𝑠𝑐,𝛼𝑅, allow equivalent influences of 
the weights. The cost function formulation in (12) 
permits different operating principles of the stability 
controller determined by the tuning choices, e.g., focused 
on the yaw rate and slip angle constraints, or the yaw rate 
tracking only, or the allocation of the individual braking 
forces. The flexibility of this novel cost function 
formulation meets the diversified performance 
requirements of real vehicle implementations. 
3.2 Reference Generation 
𝐹𝑥,𝑟𝑒𝑓  is obtained from the demanded deceleration of 
the vehicle, 𝑎𝑥,𝑟𝑒𝑓 . This is calculated from the driver 
input on the accelerator and brake pedals, and the 
condition of motion of the vehicle, e.g., in terms of yaw 
rate error and rear axle slip angle. 
 𝐹𝑥,𝑟𝑒𝑓 = 𝑚𝑎𝑥,𝑟𝑒𝑓 (13) 
For simplicity, in the preliminary implementation of this 
paper, focused on the sine-with-dwell test, 𝑎𝑥,𝑟𝑒𝑓  is set to 
0, and will be considered as an additional parameter in 
the future. 
The reference yaw moment, 𝑀𝑧,𝑟𝑒𝑓 , is calculated 
based on the violation of the bounds on the yaw rate error 
and rear slip angle at 𝑡𝑘 , with gains 𝐾𝑒?̇?  and 𝐾𝛼𝑅 , i.e., 
through proportional contributions. For appropriate 
signs, the terms relating the yaw rate error and rear slip 
angle to their bounds, 𝑒?̇?,𝑚𝑎𝑥  and 𝛼𝑅,𝑚𝑎𝑥, are included. 
 𝑀𝑧,𝑟𝑒𝑓 = 𝐾𝑒?̇?𝑈𝑠𝑐,𝑀𝑧
𝑁𝑒
?̇?
(𝑡𝑘)
𝑁𝑠𝑐,𝑒
?̇?
?̇?𝑟𝑒𝑓(𝑡𝑘)−?̇?(𝑡𝑘)
𝑒?̇?,𝑚𝑎𝑥
− 
 𝐾𝛼𝑅𝑈𝑠𝑐,𝑀𝑧
𝑁𝛼𝑅(𝑡𝑘)
𝑁𝑠𝑐,𝛼𝑅
𝛼𝑅(𝑡𝑘)
𝛼𝑅,𝑚𝑎𝑥
 (14) 
The ratio 𝑏𝑟𝑒𝑓  is considered constant in the current 
preliminary implementation of the controller. 
For the desired handling of the controlled vehicle, a 
linear understeer characteristic with gradient 𝐾𝑢𝑠 related 
to gravity 𝑔 is considered, leading to the expression for 
the linear yaw rate reference, ?̇?𝑙𝑖𝑛, in (15). Vehicle speed 
and steering angle are assumed constant over the 
prediction horizon. 
 ?̇?𝑙𝑖𝑛 =
𝑣(𝑡𝑘)
𝑙𝐹+𝑙𝑅+
𝐾𝑢𝑠
𝑔
𝑣(𝑡𝑘)
2
𝛿(𝑡𝑘) (15) 
Taking into account the physical limitations of the 
vehicle, the maximum achievable yaw rate, ?̇?𝑚𝑎𝑥, can be 
approximated in steady-state, based on the maximum 
lateral acceleration, 𝑎𝑦,𝑚𝑎𝑥 , in nominal friction 
conditions. 
 ?̇?𝑚𝑎𝑥 =
𝑎𝑦,𝑚𝑎𝑥
𝑣(𝑡𝑘)
 (16) 
For smooth transition between the linear and maximum 
yaw rate, the use of a sigmoid function, with tuning 
parameters 𝐶𝑚  and 𝐶𝑘 , leads to a reference yaw rate, 
?̇?𝑟𝑒𝑓 , similar to the yaw rate associated with the 
understeer characteristic of the passive vehicle in 
nominal conditions. 
 ?̇?𝑟𝑒𝑓 = 𝐶𝑚?̇?𝑚𝑎𝑥
2
𝜋
tan−1 (𝐶𝑘
?̇?𝑙𝑖𝑛
?̇?𝑚𝑎𝑥
𝜋
2
) (17) 
3.3 Constraint Formulation 
Soft constraints are used on the yaw rate error, 𝑒?̇? =
?̇?𝑟𝑒𝑓 − ?̇? , with maximum and minimum bounds, 
±𝑒?̇?,𝑚𝑎𝑥: 
 −𝑒𝜓,̇ 𝑚𝑎𝑥 − 𝑁𝑒?̇?
(𝑡) ≤ 𝑒?̇? ≤ 𝑒𝜓,̇ 𝑚𝑎𝑥 + 𝑁𝑒?̇?
(𝑡) (18) 
As a consequence, the controller generates a direct yaw 
moment only when the yaw rate error exceeds the 
threshold indicated by positive values of the slack 
variable, 𝑁𝑒?̇? . Additional constraints are beneficial to 
vehicle stability for a wide range of driving conditions. 
For example, soft constraints are adopted on the rear slip 
angle, with maximum and minimum bounds, ±𝛼𝑅,𝑚𝑎𝑥: 
 −𝛼𝑅,𝑚𝑎𝑥 − 𝑁𝛼𝑅(𝑡) ≤ 𝛼𝑅 ≤ 𝛼𝑅,𝑚𝑎𝑥 + 𝑁𝛼𝑅(𝑡) (19) 
The slack variables 𝑁𝑠 , with 𝑠 = 𝑒?̇?, 𝛼𝑅 , represent the 
violation of the respective bounds, and are constrained to 
be positive: 
 𝑁𝑒?̇?
(𝑡) ≥ 0 (20) 
 𝑁𝛼𝑅(𝑡) ≥ 0 (21) 
Additionally, the longitudinal tire forces are constrained 
to be negative, since only braking torques can be applied 
by the friction brakes. 
3.4 Settings 
Table 2 reports the main settings of the optimal 
control problem of this study. 
 
Table 2 Main settings of the optimal control problem. 
Symbol Description Quantity 
𝑡𝑠 Sampling time 20 ms 
𝑁𝑝 Prediction steps 3 
𝑁𝑐 Control steps 1 
𝑒?̇?,𝑚𝑎𝑥  Bound on yaw rate error 6 deg/s 
𝛼𝑅,𝑚𝑎𝑥 Bound on rear slip angle 4.5 deg 
3.5 Multi-Parametric Nonlinear Problem 
The optimization problem, consisting of the cost 
function and the equality and inequality constraints, has 
the longitudinal tire forces, 𝐹𝑙𝑖𝑗(𝑡), and slack variables, 
𝑁𝑒?̇?(𝑡)  and 𝑁𝛼𝑅(𝑡) , as optimization variables in its 
continuous formulation. The sideslip angle, 𝛽, and yaw 
rate, ?̇? , at the current time 𝑡𝑘 , are required as initial 
conditions for the dynamic equality constraints. The 
vehicle speed, 𝑣(𝑡𝑘) , and steering angle, 𝛿(𝑡𝑘) , are 
considered as slowly varying parameters. 
The general optimal control formulation of Sections 
3.1 – 3.4 is reformulated into a form suitable for the 
numerical solution using the so-called direct methods. 
According to the simultaneous approach, the ordinary 
differential equation (ODE) constraints (1) – (2) are 
parameterized and discretized in time. The resulting 
algebraic equations are treated as additional nonlinear 
equality constraints. The forward Euler method, i.e., an 
explicit first order Runge-Kutta method with one stage, 
is applied as numerical integration scheme. The 
trajectories of control inputs and slack variables are 
parameterized by 𝑈 =  [𝐹𝑙𝑖𝑗(𝑡𝑘), … , 𝐹𝑙𝑖𝑗(𝑡𝑘+𝑁𝑐−1)]  and 
𝑁 = [𝑁𝑠(𝑡𝑘), … , 𝑁𝑠 (𝑡𝑘+𝑁𝑝)] , respectively, which are 
considered as unknown variables. In addition, the 
parameters of the state trajectory, 𝑥(𝑡) = [𝛽(𝑡), ?̇?(𝑡)], 
are summarized in 𝑋 = [𝑥(𝑡𝑘+1), … , 𝑥 (𝑡𝑘+𝑁𝑝)] , 
representing the intermediate states, and treated as 
additional unknown variables. The integral in the cost 
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function (12) is approximated by a finite sum, by 
applying a numerical integration method. The continuous 
inequality constraints are parameterized and relaxed to 
hold only at some discrete time instants, {𝑡𝑘, … , 𝑡𝑘+𝑁𝑝} ⊂
[𝑡𝑘, 𝑡𝑓] , leading to a finite number of discrete and 
parameterized constraint functions. 
By implementing the finite parameterization and 
discretization on the continuous cost function and 
constraint functions, and by applying the integration 
scheme to the ODEs, the following optimization 
problem, defined by the parameterized and discretized 
cost function 𝑉 and constraint functions 𝐺, is obtained: 
 𝑉∗ (𝑥𝑝(𝑡𝑘)) = min
𝑧
𝑉 (𝑧, 𝑥𝑝(𝑡𝑘)) (22) 
subject to: 
 𝐺 (𝑧, 𝑥𝑝(𝑡𝑘)) ≤ 0 (23) 
The parameter vector, 𝑥𝑝(𝑡𝑘), combines the initial states 
of the prediction model, 𝑥(𝑡𝑘) , and slowly varying 
parameters, 𝑝(𝑡𝑘) , i.e., 𝑥𝑝(𝑡𝑘) = [𝛽(𝑡𝑘), ?̇?(𝑡𝑘),
𝑣(𝑡𝑘), 𝛿(𝑡𝑘)] . Similarly, the vector of optimization 
variables, 𝑧 , combines the vector of input trajectory 
parameters, 𝑈, the slack variable trajectory parameters, 
𝑁, and the state trajectory parameters, 𝑋, leading to 𝑧 =
[𝑈, 𝑁, 𝑋]. 
Assuming that it exists, the optimal solution of the 
receding horizon MPC strategy at 𝑡𝑘 , denoted as 𝑧
∗ , 
represents the optimal open-loop trajectory over the 
prediction horizon. The longitudinal tire forces, 𝐹𝑙𝑖𝑗(𝑡𝑘), 
are converted into reference hydraulic pressures for the 
electro-hydraulic braking system. At the next time 
instant, the optimization problem is solved with the 
updated parameter vector, making the MPC strategy a 
closed-loop approach. 
The general formulation (22) – (23) is considered as 
a multi-parametric nonlinear problem with 𝑥𝑝(𝑡𝑘)  as 
parameter, i.e., the optimal solution 𝑧∗ has to be found 
over a range of values of 𝑥𝑝. 
 
4. EXPLICIT NMPC 
Since the online solution of (22) – (23) poses 
significant challenges for the real-time implementation 
due to the involved nonlinearities, this study investigates 
an explicit solution of the multi-parametric problem. 
However, for multi-parametric nonlinear programming 
(mp-NLP) problems, in general it is not possible to derive 
an explicit solution in an exact form. Therefore, an 
explicit NMPC algorithm, using multi-parametric 
quadratic programming (mp-QP) approximations of the 
mp-NLP, is developed to derive a sub-optimal solution 
with guaranteed levels of sub-optimality. 
4.1 Algorithm using MP-QP Approximations 
The algorithm is a combination of the approximate 
mp-NLP algorithm in [7] and [8], incorporating global 
optimization tools, and the multi-parametric quadratic 
approximation (mp-QA) algorithm in [9] and [8]. 
The multi-parametric nonlinear program is locally 
approximated with a multi-parametric quadratic 
program, leading to an approximate solution of the 
mp-NLP, consisting of the solution of local mp-QP sub-
problems on orthogonal partitions. The accuracy of the 
approximation is controlled via iterative and recursive 
partitioning of the parameter space. The partitions are 
refined based on heuristic splitting rules in parts of the 
parameter space, to improve accuracy of the local mp-QP 
approximation, and meet the tolerances and accuracy 
specifications in terms of sub-optimality bounds on the 
cost, solution, and maximum constraint violation. 
The local approximation of the mp-NLP with an 
mp-QP problem is derived from second order Taylor 
series expansion of the cost function, 𝑉, in (22), and first-
order Taylor series expansion of the constraint functions, 
𝐺, in (23) about the linearization point (𝑧0, 𝑥𝑝,0), with 𝑧0 
corresponding to the optimal solution, 𝑧0 = 𝑧
∗(𝑥𝑝,0). 
The execution of the algorithm leads to an explicit 
approximate solution of the mp-NLP (22) – (23), 
including the solution of the mp-QP sub-problems over 
each orthogonal partition. The solution of the mp-QP 
sub-problems consists of piecewise affine solution 
functions and corresponding polyhedral critical regions. 
Therefore, the main computational effort is carried out 
off-line. The on-line computation reduces to the 
identification of the polyhedral region for a given 
parameter vector, 𝑥𝑝, and the evaluation of the associated 
multi-variable affine feedback law.  
More details of the algorithm are provided in [10]. 
4.2 Post-Processing and On-Line Evaluation 
Appropriate post-processing generates real-time 
executable code for the on-line evaluation of the explicit 
NMPC. The actual evaluation is a three-stage process: 
 For a given parameter, 𝑥𝑝(𝑡𝑘) , the first layer 
identifies the corresponding orthogonal partition and 
the associated local mp-QP sub-problem by 
traversing a memory-optimized binary search tree. 
 Having determined the orthogonal partition, the 
second layer identifies the corresponding polyhedral 
critical region of the affine state-feedback law, by 
traversing a binary search tree or alternatively a 
sequential search data structure. This layer evaluates 
the feedback law, and returns the value. 
 In the last layer, the feasibility of evaluation is 
reviewed and, in case of infeasibility, the control 
action applied at the previous time step is provided 
as reasonable alternative. 
4.3 Implementation 
Since the dynamic system (1) – (2) is point 
symmetric with respect to the origin for a given speed, 
the exploration space can be reduced by bisection. 
The execution of the explicit NMPC algorithm, with 
suitable settings for the specific vehicle stability control 
application, leads to an explicit solution in the 4-
dimensional parameter space consisting of 165 
orthogonal partitions including 4886 polyhedral regions 
in total. The considered parameter range was chosen to 
keep the complexity of the explicit controller moderate, 
and will be reviewed for the implementation on a vehicle 
demonstrator. 
 
5. SIMULATION RESULTS 
5.1 Controlled and Uncontrolled Vehicle 
The behavior of the vehicle with the explicit NMPC 
based stability controller is simulated along the sine-
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with-dwell test. The test runs are defined according to the 
regulation UN/ECE-R13H [11]. The results are obtained 
with an experimentally validated high-fidelity CarMaker 
simulation model of a case study SUV. The model 
includes consideration of the electro-hydraulic braking 
system pressure dynamics at the calipers, based on 
variable pure time delays and first order dynamics, 
parameterized through experimental tests on a real plant. 
 
 
Fig. 2 Response of the controlled vehicle with the 
explicit NMPC and the passive vehicle. 
 
Fig. 2 reports the responses of the controlled vehicle 
with the explicit NMPC based stability controller 
(indicated by solid lines) and the passive vehicle, i.e., the 
vehicle without the stability controller (indicated by 
dashed lines). The plots are for test run 6 of the test series 
defined according to [11], i.e., they refer to a sine-with-
dwell test starting from 80 km/h  and a maximum 
steering wheel angle 𝛿𝑠𝑤,𝑚𝑎𝑥 = 103.2 deg. 
The large values of rear axle slip angle and vehicle 
sideslip angle, growing to approximately 30 deg 
(outside the scale of the plot) at the end of the simulation 
interval, show that the passive vehicle controllability is 
compromised. In contrast to the passive vehicle, the rear 
axle slip angle and sideslip angle of the controlled vehicle 
have moderate values, which demonstrates the 
effectiveness of the proposed controller. The violation of 
the yaw rate error bound (indicated by the dash dotted 
lines in the relevant subplot of Fig. 2) is significantly 
reduced by the control action, i.e., the yaw rate profile 
follows the steering wheel input profile. Moreover, the 
decrease of vehicle speed due to differential braking is at 
an acceptable level, and the final value of vehicle speed 
is higher than for the passive vehicle. 
[10] showed that the directional stability and 
responsiveness criteria to be fulfilled according to the 
regulation in [11] are met by the proposed control system. 
The controlled vehicle achieves a very significant 
reduction of the performance indices quantifying the 
vehicle stability criteria, for the entire set of steering 
wheel input values. Moreover, the comparison of the 
implicit and explicit NMPC implementations of the 
proposed formulation demonstrated only marginal 
differences in the control action and no observable 
differences in the vehicle response. 
5.2 Influence of the Weights in the Cost Function 
The interdependence of the two main objectives, 
namely the reduction of the violations of the bounds on 
the yaw rate error and rear axle slip angle, can be 
influenced by the appropriate selection of the weights in 
the cost function (12). To demonstrate the influence of 
the weights, three different tuning settings are defined: 
 Tuning (a) – Priority is given to the rear slip angle 
contribution, with moderate weights on the yaw rate 
error contribution. 
 Tuning (b) – The rear slip angle contribution is set to 
zero, and the yaw rate error contribution remains 
unchanged with respect to tuning (a). 
 Tuning (c) – The rear slip angle contribution is set to 
zero, and the yaw rate error weight, 𝑞𝜈,𝑒?̇? , is 
increased by a factor of 3 with respect to tuning (a). 
The performance indicators (24) – (27) are 
introduced to quantify the influence of the tunings on the 
vehicle behavior with the controller. 
 𝐼1 = max
𝑡∈[0,𝑇]
|𝑀𝑧(𝑡)| (24) 
 𝐼2 =
1
𝑇
∫ |𝑀𝑧(𝑡)|
𝑇
0
𝑑𝑡 (25) 
 𝐼3 =
1
𝑇
∫ 𝑁𝛼𝑅(𝑡)
𝑇
0
𝑑𝑡 (26) 
 𝐼4 =
1
𝑇
∫ 𝑁𝑒?̇?(𝑡)
𝑇
0
𝑑𝑡 (27) 
The indices 𝐼1 and 𝐼2 are respectively the maximum and 
the average of the absolute values of the direct yaw 
moment, 𝑀𝑧 , over the simulation interval [0, 𝑇] , with 
𝑇 = 4 s . The indices 𝐼3  and 𝐼4  are the average of the 
absolute values of the violation of the bounds on the rear 
slip angle and yaw rate error, described by the respective 
slack variables. 
Fig. 3 shows the performance indicators for a series 
of 19 test runs, defined according to [11], starting from a 
maximum steering wheel angle 𝛿𝑠𝑤,𝑚𝑎𝑥 = 38.7 deg, up 
to 𝛿𝑠𝑤,𝑚𝑎𝑥 = 270.9 deg  for the final test run. Despite 
having the same yaw rate error contribution, tuning (b) 
brings significantly larger values of the average violation 
of the yaw rate error bounds, represented by 𝐼4, compared 
to tuning (a). Moreover, much larger values of 𝐼3 can be 
observed, due to the missing rear slip angle contribution, 
which also leads to a reduced control action, captured by 
the lower values of 𝐼2. 
In order to achieve comparable yaw rate tracking, in 
tuning (c) the yaw rate error weight, 𝑞𝜈,𝑒?̇?, was increased 
by a factor of 3 with respect to tunings (a) and (b). As a 
result, much larger values of 𝐼1, i.e., the maximum direct 
yaw moment, and an increase of 𝐼2 , i.e., the average 
direct yaw moment, are observed. The values of 𝐼3 are at 
an acceptable level, but they are still higher compared to 
tuning (a), because of the missing rear slip angle 
contribution. 
The conclusion of this analysis is that the inclusion 
of rear slip angle constraints with relatively large weights 
in the optimal control problem formulation leads to small 
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maximum values of the direct yaw moment. At the same 
time, the yaw rate tracking performance is not 
compromised. 
 
 
 
Fig. 3 Performance indicators demonstrating the 
influence of different weights. 
 
As shown in more detail in [12], the sideslip angle at 
the center of gravity consists of kinematic and dynamic 
contributions. In particular, the kinematic contribution 
could bring undesired interventions of the controller if 
this was based on the sideslip angle at the center of 
gravity, especially in conditions of small instantaneous 
radius of curvature. On the other hand, the rear slip angle 
is only a function of the system dynamics, and does not 
include any kinematic contribution. This justifies the 
selection of rear slip angle constraints, rather than 
constraints on the sideslip angle at the center of gravity. 
The interplay of the violations on yaw rate error and rear 
slip angle, as observed from the comparison of tunings 
(a) and (c), is described in [13] for a vehicle actuated by 
a front-wheel steering system using a so-called envelope 
control. 
 
6. CONCLUSION 
This study presented the design, implementation and 
performance assessment of an explicit NMPC for yaw 
and lateral stability control of a vehicle with an electro-
hydraulic braking system. The preliminary simulation 
results demonstrate the effectiveness of the explicit 
NMPC approach, which brings significant improvements 
of the vehicle response in sine-with-dwell tests. An 
analysis of different tuning settings demonstrates the 
influence on the controller performance and importance 
of the inclusion of rear slip angle constraints. 
Future steps will focus on: 
 The detailed analysis of the performance benefits of 
the individual nonlinearities included in the 
prediction model. 
 The comparison with stability control systems based 
on classical control structures. 
 The revision and extension of the current explicit 
NMPC based stability controller, to meet the 
practical requirements for its implementation on a 
vehicle demonstrator. 
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