An Electroencephalogram (EEG) Based Biometrics Investigation for Authentication: A Human-Computer Interaction (HCI) Approach by Rodriguez, Ricardo J.
Nova Southeastern University
NSUWorks
CEC Theses and Dissertations College of Engineering and Computing
2015
An Electroencephalogram (EEG) Based
Biometrics Investigation for Authentication: A
Human-Computer Interaction (HCI) Approach
Ricardo J. Rodriguez
Nova Southeastern University, richardo612@hotmail.com
This document is a product of extensive research conducted at the Nova Southeastern University College of
Engineering and Computing. For more information on research and degree programs at the NSU College of
Engineering and Computing, please click here.
Follow this and additional works at: http://nsuworks.nova.edu/gscis_etd
Part of the Information Security Commons
Share Feedback About This Item
This Dissertation is brought to you by the College of Engineering and Computing at NSUWorks. It has been accepted for inclusion in CEC Theses and
Dissertations by an authorized administrator of NSUWorks. For more information, please contact nsuworks@nova.edu.
NSUWorks Citation
Ricardo J. Rodriguez. 2015. An Electroencephalogram (EEG) Based Biometrics Investigation for Authentication: A Human-Computer
Interaction (HCI) Approach. Doctoral dissertation. Nova Southeastern University. Retrieved from NSUWorks, College of Engineering
and Computing. (67)
http://nsuworks.nova.edu/gscis_etd/67.
An Electroencephalogram (EEG) Based Biometrics Investigation for Authentication: A 
Human-Computer Interaction (HCI) Approach 
by 
Ricardo J. Rodriguez 
A dissertation submitted in partial fulfillment of the requirements for the degree of 
Doctor of Philosophy  
In 
Computer Information Systems 
College of Engineering and Computing 
Nova Southeastern University 
2015 
We hereby certify that this dissertation, submitted by Ricardo Rodriguez, conforms to acceptable 
standards and is fully adequate in scope and quality to fulfill the dissertation requirements for 
the degree of Doctor of Philosophy. 
_____________________________________________ ________________ 
Maxine S. Cohen, Ph.D. Date 
Chairperson of Dissertation Committee 
_____________________________________________ ________________ 
Sumitra Mukherjee, Ph.D. Date 
Dissertation Committee Member 
_____________________________________________ ________________ 
Bruce Montgomery, Ph.D. Date 
Dissertation Committee Member 
Approved: 
_____________________________________________ ________________ 
Amon B. Seagull, Ph.D. Date   
Interim Dean, College of Engineering and Computing 
College of Engineering and Computing 
Nova Southeastern University 
2015 
An Abstract of a Dissertation Submitted to Nova Southeastern University in Partial 
Fulfillment of the Requirements for the degree of Doctor of Philosophy in Computer 
Information Systems 
An Electroencephalogram (EEG) Based Biometrics Investigation for 
Authentication: A Human-Computer Interaction (HCI) approach 
by 
Ricardo J. Rodriguez 
August 2015 
Encephalogram (EEG) devices are one of the active research areas in human-
computer interaction (HCI). They provide a unique brain-machine interface (BMI) for 
interacting with a growing number of applications. EEG devices interface with 
computational systems, including traditional desktop computers and more recently 
mobile devices. These computational systems can be targeted by malicious users. There 
is clearly an opportunity to leverage EEG capabilities for increasing the efficiency of 
access control mechanisms, which are the first line of defense in any computational 
system.  
Access control mechanisms rely on a number of authenticators, including “what 
you know”, “what you have”, and “what you are”. The “what you are” authenticator, 
formally known as a biometrics authenticator, is increasingly gaining acceptance. It uses 
an individual’s unique features such as fingerprints and facial images to properly 
authenticate users. An emerging approach in physiological biometrics is cognitive 
biometrics, which measures brain’s response to stimuli. These stimuli can be measured 
by a number of devices, including EEG systems. 
This work shows an approach to authenticate users interacting with their 
computational devices through the use of EEG devices. The results demonstrate the 
feasibility of using a unique hard-to-forge trait as an absolute biometrics authenticator by 
exploiting the signals generated by different areas of the brain when exposed to visual 
stimuli. The outcome of this research highlights the importance of the prefrontal cortex 
and temporal lobes to capture unique responses to images that trigger emotional 
responses.  
Additionally, the utilization of logarithmic band power processing combined with 
LDA as the machine learning algorithm provides higher accuracy when compared against 
common spatial patterns or windowed means processing in combination with GMM and 
SVM machine learning algorithms. These results continue to validate the value of 
logarithmic band power processing and LDA when applied to oscillatory processes.  
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Chapter 1 
 
Introduction 
 
 
 
Electroencephalogram (EEG) devices are undergoing a significant evolution that 
is leading to their acceptance by an increasing number of users. They provide a unique 
approach for interacting with a growing number of applications (Minnery and Fine, 
2009). These devices are commonly found interacting with traditional desktop-based 
computers and more recently with mobile devices. 
EEG devices interface with computational systems. These systems can be targeted 
by malicious users who are continuously developing new ways to breach security 
protection mechanisms. The first line of defense in any computational system is its access 
control. The ability to authenticate who is attempting to access a resource provides a 
strong foundation for any protection strategy by fulfilling the security requirements of 
confidentiality, integrity, and availability (Suhendra, 2011). There are three types of 
authentication factors used to provide this access: “what you know”, “what you have”, 
and “what you are”. The level of protection is directly correlated to the number of factors 
utilized by the access control mechanism. 
The “what you are” factor, formally known as biometrics, is increasingly gaining 
acceptance. It typically includes finger printing and iris scanners. Biometric 
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authentication systems are divided into two categories: physiological and behavioral.  
Physiological biometrics systems are based on an individual’s unique features such as 
fingerprints and facial images, among others.  An emerging approach in physiological 
biometrics is cognitive biometrics, which measures brain’s response to a number of 
stimuli (Bhattacharyya et al., 2009).  These stimuli can be measured by a number of 
devices, including EEG systems. 
This work developed and tested an approach to authenticate users interacting with 
their computational devices through the use of EEG devices.  The approach takes 
advantage of the unique signals generated by different areas of the brain. These signals, 
known as evoked potentials, are the result of a subject being exposed to a stimulus. This 
document starts by presenting the problem and goal of the study, including the research 
questions it attempts to answer and a discussion on the significance and relevance of the 
approach. It continues with a detailed literature review, including preliminary research 
substantiating its viability. It then covers the methodology to implement the solution 
approach. This is followed by a detailed analysis of the results before finalizing with a set 
of conclusions and recommendations.  
Problem Statement 
Security mechanisms are continuously compromised through a number of 
malicious approaches.  Many solutions have been proposed in the past to detect attacks, 
in particular from an insider threat standpoint. Unfortunately, the highly complex nature 
of the problem is compounded by the fact that human factors are involved. As a result, 
many proposed solutions face strict constraints and limitations (Zeadally et al., 2012). 
3 
Traditional authentication methods rely on “what you know” (i.e., knowledge-
based authenticator) or “what you have” (i.e., object-based authenticator) to identify 
users. These may include passwords and tokens respectively. These are susceptible to 
inadvertent disclosure or can be simply lost or stolen (O’Gorman, 2003).  “What you are” 
(i.e., ID-based authenticator) clearly provides an edge since individuals are “who they 
are” regardless of “what they know” or “what they have”. 
Biometrics continues to gain acceptance for authentication (Huang, Guo, Du, and 
Huang, 2010; Al-Harby, Qahwaji, and Kamala, 2010). Although some methods have 
gained more acceptance than others, it is clear that the technology of access control via 
biometrics shows great potential in end-user devices (Damousis and Argyropoulos, 
2012).  However, several implementations of biometric authentication systems, whether 
static or dynamic, present a number of problems. These can be classified into accuracy, 
privacy concerns, and feasibility. For example, a static implementation only requires the 
individual to authenticate once. This provides a malicious insider the opportunity to gain 
illegal access once the authorized user has been successfully authenticated. In another 
example, a dynamic implementation may require users to constantly authenticate by 
reentering a password, or asking them to place a finger or face in a specific fashion 
(Niinuma, Park, and Jain, 2010). 
Dissertation Goal 
The goal of this work was to develop and evaluate the effectiveness of an EEG-
based biometric authentication mechanism to addresses some of the common shortfalls of 
current systems. The approach leverages the unique “inner-self” of a person, which is 
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expected to be different between people performing similar tasks (Zúquete, Quintela, and 
Cunha, 2011).  
The “inner-self” of a person is recorded by analyzing the electric stimuli recorded 
by sensors (i.e., electrodes) placed over a subject’s head. For example, in the presence of 
a visual stimulus, an EEG device will detect and record a unique pattern of signals as a 
result of a visual evoked potential (VEP). These signals are then processed to generate a 
unique representation of what the subject experienced (Mustafa et al., 2012). 
    The VEP-based implementation of this approach combined with traditional 
access control systems has the potential of providing the highest level of authentication 
assurance. It can be implemented either by itself or in combination with other existing 
authentication methods. 
 
Research Questions 
 This research study focused on the following questions: 
RQ1.  What level of accuracy does the EEG-based biometric access control 
mechanism provide?  
It is essential that the new approach provides an acceptable level of 
accuracy that is at least equal or better than existing systems when 
evaluated by itself or in combination with existing approaches.  The 
overall effectiveness of the approach can be calculated by leveraging a 
number of metrics, including False Acceptance Rate (FAR), False 
Rejection Rate (FRR), and Equal Error Rate (EER).  The evaluation of 
these values combined with the amount of data required will determine the 
5 
effectiveness of the solution (Li et al., 2012; Sulong, Wahyudi, and 
Siddiqi, 2009).  
These values are determined as follows: 
FRR = 
No. False Rejections
No. Authorized Attempts
 ×100 %               (1) 
FAR = 
No. False AcceptancesNo. Impostor Attempts  ×100 %                (2) 
A lower EER (i.e., FAR=FRR) indicates a more accurate system. 
Additionally, Revett, Deravi, and Sirlantzis (2010) described how the 
current state of EEG based authentication can reach classification 
accuracy between 80% and 100% with an EER of just 5.5%, and a true 
acceptance rate (TAR) of 95+%. These values, as expected with 
physiological characteristics based biometrics, are superior to behavioral 
based biometrics (Sulong, Wahyudi, and Siddiqi, 2009). Based on these 
values, an acceptable level of effectiveness for this work can be defined by 
an EER equal or smaller than 5.5%, an accuracy of at least 80%, and a 
TAR of 95+%.   
Although the values above are accepted for defining a reliable 
biometrics system, it is important to note that a biometric technique’s 
performance depends on the features it is based on (i.e., genotypic or 
phenotypic). Matyas and Riha (2003) discussed how genotypic features do 
not change over time, allowing FRR to remain low. However, in the case 
of monozygotic twins, such system will not be able to distinguish them. 
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When systems rely on phenotypic variation, a lower limit on the FRR may 
be required. 
A key aspect of any research is the confidence interval, which is 
determined by the confidence level, the variability of the sample, and the 
sample size (Sauro and Lewis, 2012). The confidence level is typically set 
at 95% while the variability is estimated using the standard deviation from 
the sample. As discussed by Sauro and Lewis, the sample size is the key 
factor a researcher can control in affecting the width of a confidence 
interval.  Since this interval and the sample size have an inverse square 
root relationship, the sample size has to be quadrupled in size to reduce the 
margin error by 50%. 
This research also considered the fact that one of the best ways to 
construct a confidence interval around numeric rating scales is to compute 
the mean and standard deviation of the responses(Sauro and Lewis, 2012). 
Biometrics implies the utilization of machine intelligence algorithms for 
the successful development of a model that can uniquely represent the 
features of multiple subjects. A common set of algorithms used in 
biometrics include Gaussian Mixture Models (GMMs), Artificial Neural 
Networks (ANNs), Fuzzy Expert Systems (FESs), and Support Vector 
Machines (SVMs) (Damousis and Argyropoulos, 2012). The results 
obtained by Damousis and Argyropoulos indicate the use of SVMs as the 
preferred method. Additionally, SVMs have recently generated a 
significant amount of interest because they often require fewer parameters 
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to achieve similar or better accuracy levels than traditional neural 
networks (Witten, Frank, and Hall, 2011).   
RQ2. How is the EEG-based biometric access control mechanism perceived by 
users (i.e., acceptability and user satisfaction)? 
User acceptance of biometric devices and authentication processes 
are key factors that determine the success of a biometric system (Pons and 
Polak, 2008). Pons and Polak demonstrated this by evaluating potential 
future users of biometrics who have the choice between using and not 
using the technology. The researchers focused on the following areas: 
understanding of biometrics, end-user experience with biometrics, and 
interest in biometrics. Their results established that levels of unfamiliarity 
and low interest in biometrics is due to a number of factors, including the 
fact that the technology seems to be in the early stages of the production 
cycle, and individuals tend to lack security awareness, among others. 
These results clearly validate the need to address user acceptance as a key 
element of any proposed solution. 
Sauro and Lewis (2012) discussed how usability testing is a central 
activity in user research and typically generates the metrics of completion 
rates, task times, error, satisfaction data, and user interface problems. 
Completion rate is a fundamental usability metric that is applied to all 
areas of scientific research. The authors also mentioned that statistics can 
be utilized to draw conclusions from small sample sizes.  
8 
Participants in this research were provided a paper questionnaire 
based on the Technology Acceptance Model (TAM) to determine the level 
of acceptability of the biometrics system. According to Davis (1993), user 
motivation is influenced by perceived ease of use, usefulness, and attitude 
towards the system. The researcher established attitude as a function of the 
other two factors and usefulness as a perceived factor dependent on the 
degree to which an individual believes the use of a system will enhance 
performance. Davis defined the remaining factor, ease of use, as the 
degree to which an individual believes the use of a system would be free 
of physical and mental effort.  Some of the the questions are based on the 
work performed by James et al. (2008). Through the use of vignettes, the 
researchers extended TAM to provide a generalizable view of the factors 
impacting intention when using biometric devices. They added additional 
constructs for perceived need for privacy, perceived need for security, and 
perceived physical invasiveness of biometric devices.  
Relevance and Significance 
EEG devices are emerging as a user-accepted technology to interact with 
computer systems, including mobile devices. They provide a novel and unique approach 
for interacting with a growing number of applications (Minnery and Fine, 2009).  
Moreover, Casson et al. (2010) suggests that the future of BMI will rely on wearable 
EEGs as long as they are free of cumbersome wires, small, discrete, comfortable and 
offer good battery performance.  
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The computational systems EEG devices interface with are targeted by malicious 
users who are continuously developing new ways to breach security protection 
mechanisms (Parhi, 2012). The ability to uniquely identify who is attempting to access a 
resource is a fundamental first step in enforcing the security posture of a computer 
system. The combination of multiple authentication factors naturally increases the overall 
security of a system. However, dependency on tokens and passwords are shown to be not 
as reliable since they are susceptible to being lost or forgotten (O’Gorman, 2003). 
Exploiting EEG devices as a biometric system will provide a hard to forge 
biometric trait (Zúquete et al.,  2011). The combination of unique electric signals 
provided by different brain locations capture the “inner-self” of a person, which is 
expected to be different between subjects performing similar tasks. Moreover, the use of 
this “inner-self” (i.e., who I am and what I want) can simplify the management of access 
control policies, which sometimes lead to frustration and severe consequences when 
misconfigured (Bauer et al., 2011).   
As discussed by Byun and Li (2008), an additional positive side effect of the 
“inner-self” detection capability is its relationship to the notion of purpose, which can be 
leveraged for privacy-preserving access control.  In their research, the authors 
demonstrated how a role-based access model where purpose information (i.e., what I 
want) is associated with a given data element specifies the intended use of the data 
element.  The unique trait proposed in this work, either by itself or combined with 
existing approaches, has the potential of enhancing the current state-of-the-art in the areas 
of biometrics and HCI. 
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Barriers and Issues 
As previously discussed, a biometric authentication system has four fundamental 
requirements:  universality, uniqueness, constancy, and collectability (Zúquete et al., 
2011). There are a number of factors that must be accurately measured and tracked in 
order to meet each one of these requirements. The uniqueness and constancy 
requirements are key challenges that must be addressed to make EEG based biometric 
authentication a reality. 
To successfully meet the uniqueness requirement, the approach must have a 
reasonably low failure rate when authenticating individuals. This requirement can be 
broken down into two derived requirements: low failure rate gathering the appropriate 
EEG signal, and low failure rate identifying a unique signal. The former has been shown 
to be somewhere between 85% and 90% (Vi and Subramanian, 2012), while the latter is 
somewhere between 65% and 80% percent when using eight focused channels from a 61-
channel EEG for 30 visual evoked potentials (Zúquete et al., 2011). Although these 
results are promising, they are subject to significant variability based on the number of 
sensors, channels, and sensitivity of the EEG device.  
To successfully meet the constancy requirement, the approach must demonstrate 
the ability to keep the variability between trials to a reasonable low value. This step of the 
process will directly determine how much data and how many trials are required to 
ensure the system is reliable (Li et al., 2012). This implies an exhaustive evaluation of 
different signal processing techniques and machine learning algorithms, as demonstrated 
by Shedeed (2011), Palaniappan and Mandic (2007a),  Nakanishi, Baba, and Miyamoto 
(2009), Palaniappan and Ravi (2006),  and Damousis and Argyropoulos (2012), among 
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others. Furthermore, this type of work requires proper evaluation of factors that can 
influence cognitive functions. This can enhance the predictability of the results under 
different conditions and become a function of the overall system.  
Another key aspect that must be overcome is the determination of the right 
parameters for feature extraction and classification. Although the inherent variability 
between subjects helps these two steps, careful analysis and processing is required to 
identify where the statistically sound variability resides. This ultimately ensures proper 
authentication. 
 
Limitations and Delimitations 
Limitations 
There are a number of limitations that were considered as part of the execution of 
this research. For instance, when using an EEG device for the first time, users may need 
time to adjust to the idea of wearing it on their heads. For this reason, each subject was 
given approximately 10 minutes to explore its use before starting the formal test.  
Another key limitation is that user’s typical response outside of a controlled lab 
may be different. Since cognitive responses are affected by stimuli, it is reasonable to 
expect that in a non-controlled environment, the responses from the subjects will be 
somewhat different due to an increased amount and types of stimuli. Finally, due to the 
exploratory nature of this research, the number of subjects was limited to 20. 
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Delimitations 
During the execution of the data gathering process via the EEG, participants were 
expected to use a computer keyboard and mouse, so they must have at least a basic level 
of computer experience. Additionally, all subjects could not have visual or cognitive 
impairment due to the fact that the main stimuli are in the form of images, which are 
anticipated to elicit a cognitive response in healthy brains. 
 
Definition of Terms 
• Biometrics –Physiological or behavioral trait that has the potential to be used to  
identify a person  (Matyas and Riha, 2003). 
• Electroencephalography (EEG) –The recording of electrical activity along the 
scalp. It measures voltage fluctuations resulting from ionic current flows within 
the neurons of the brain (Vespa, Nenov, and Nuwer, 1999). 
• Equal Error Rate (EER) – The error rate when FRR and FAR are equal (Revett, 
Deravi, and Sirlantzis, 2010). 
• Error-Related Negativity (ERN) – EEG pattern observed when a user makes an 
error in a reaction time task (Parra, Spence, and Sajda, 2003). 
• False Acceptance Rate (FAR) – The ratio of the number of false acceptances 
divided by the number of impostor person attempts (Revett, Deravi, and 
Sirlantzis, 2010). 
• False Rejection Rate (FRR) – The ratio of the number of false rejections divided 
by the number of authorized attempts (Revett, Deravi, and Sirlantzis, 2010). 
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• Genotypic Biometrics – Biometrics which measures genetically determined traits
such as DNA sequence (Ashbourn, 2000).
• Phenotypic Biometrics – Biometrics based upon features or behaviors that are
acquired through experience and development such as signatures (Ashbourn,
2000). 
• Support Vector Machines (SVMs) – A method used for the classification of both
linear and nonlinear data by finding an optimal separating hyperplane.  In the case
of nonlinear data, the method maps the original data into a higher dimension.
(Han, Kamber, and Pei, 2006).
• Visual Evoked Potential (VEP)- Evoked potentials that are triggered by visual
stimuli (Zúquete et al., 2011).
Summary 
Electroencephalogram (EEG) devices are undergoing a significant evolution that 
is leading to their acceptance by an increasing number of users. They provide a unique 
approach for interacting with a growing number of applications (Minnery and Fine, 
2009). These devices are commonly found interacting with traditional desktop-based 
computers and more recently with mobile devices. 
Security mechanisms of traditional desktop based computers and mobile devices 
are continuously compromised through a number of malicious approaches.  Many 
solutions have been proposed in the past to detect attacks, in particular from an insider 
threat standpoint. Unfortunately, the highly complex nature of the problem is 
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compounded by the fact that human factors are involved. As a result, many proposed 
solutions face strict constraints and limitations (Zeadally et al., 2012). 
The goal of this work was to develop and evaluate the effectiveness of an EEG-
based biometric authentication mechanism to address some of the common shortfalls of 
current systems. The approach leverages the unique “inner-self” of a person, which is 
expected to be different between people performing similar tasks (Zúquete, Quintela, and 
Cunha, 2011).  
This research study focused on the following questions: 
• What level of accuracy does the EEG-based biometric access control 
mechanism provide?    
• How is the EEG-based biometric access control mechanism perceived by 
users (i.e., acceptability and user satisfaction)? 
The overall effectiveness of the approach was calculated by leveraging a number 
of metrics, including FAR, FRR, and EER.  The evaluation of these values combined 
with the amount of data required determined the effectiveness of the proposed solution 
(Li et al., 2012). Additionally, user acceptance of biometrics devices and authentication 
processes was used as key factors to determine the success of the biometric system (Pons 
and Polak, 2008). 
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Chapter 2 
 
Review of the Literature 
 
 
 
 The interdisciplinary nature of this research implies the need to research multiple 
areas. The following sections provide a summary of applicable studies found in the 
literature substantiating this work. They cover access control, EEG devices in research, 
biometrics authentication, EEG based biometrics, biometrics test and evaluation, and 
support vector machines.  
 
Access Control 
Access control is the cornerstone of any security posture (Pavlich-Mariscal, 
Demurjian, and Michel, 2010). The ability to uniquely identify a subject or resource 
attempting to access another resource is an essential component of computer security.  
O’ Gorman (2003) provided an excellent evaluation of the different type of 
authenticators used by access control mechanisms, including knowledge-based (e.g., 
password), object-based (e.g., tokens), and id-based (e.g., biometrics) authenticators. He 
examined the combination of password, security tokens, and biometrics in terms of their 
security advantage as well as their convenience drawback. O’Gorman stated that the use 
of ID documents and biometrics are extremely difficult to forge. His work also suggests 
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that the false match rate (FMR) for an identification system depends on the number of 
samples in the database. The FMR(N) can be calculated as follows: 
                 FMR(N)  = 1.0 – [1.0 – FMR(1)]N ,                               (3) 
where N is the number of samples in the database. As N increases, the probability of a 
query sample matching one or more of the N samples increases logarithmically. 
O’Gorman also discussed some of the potential attacks the authenticators are susceptible 
to as well as typical defenses to reduce their probability of occurrence. For example, a 
lock-out by multiple failed authentication attempts (i.e., denial of service attack) can be 
addressed by using a multi-factor authentication approach that relies on a password, 
token, and biometric trait.  
 Access control mechanisms are comprised of multiple elements complementing 
the authenticator. It is critical the right authentication framework be used. Parhi (2012) 
described how security issues mainly come from internal networks. He discussed 
common available authentication frameworks and their purpose. For example, the 
purpose of 802.1x is to provide an authentication framework for devices and users 
attempting to connect in either wired or wireless fashion. Parhi stated that authentication 
frameworks inherently possess a number of vulnerabilities that can be exploited.  
Although with a heavy focus on hardware, the author highlighted the importance of a 
well established access control mechanism that commensurates directly with the 
organization’s policy. 
 Although access control policies are indeed necessary, if misconfigured they can 
result in wasted time, user frustration, and in some circumstances, severe consequences. 
They typically involve a human user to confirm that the policy should be modified to 
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permit the requested access. Bauer et al. (2011) described how the ability to identify and 
correct misconfiguration before a denial of legitimate access is essential to improving the 
usability of any access control system. The researchers applied association rule mining to 
the history of accesses to predict users’ intentions. This technique aims to extract useful 
correlations and frequent patterns among sets of data items being mined from a data 
source containing these accesses. They showed how this method can reduce the number 
of accesses that would have incurred a costly time-of-access delay by 43% while being 
able to correctly predict 58% of the intended policy.  
EEG Devices in Research 
The tools used by neuroscientists to examine brain function have significantly 
evolved over the last 15 years. Minnery and Fine (2009) described some of them, 
including functional Magnetic Resonance Imagery (fMRI), functional Near Infrared 
Spectroscopy (fNIRS), as well as EEG. fMRI is a functional neuroimaging procedure 
using Magnetic Resonance Imagery that measures brain activity by detecting associated 
changes in blood flow. fNIRS is the use of Near-Infrared Spectroscopy for measuring 
brain activity through hemodynamic responses associated with neuron behavior. The 
researchers stated that EEG devices are the least intrusive and have been used to quantify 
cognitive workload and operator vigilance, and classify mental states like arousal and 
fatigue. They also discussed how vision and memory are two of the brain’s most 
extensively studied subsystems. Since these two areas play a key role in HCI research, 
neuroscience-based models of these functions are well poised to have an impact. The 
authors continued by discussing how BMI is the key for this impact and concluded by 
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describing some of the challenges associated with EEG such as slow changes in mental 
state, which can hamper real-time gaming. They also acknowledged the existence of 
Emotiv and NeuroSky EEG headsets, which are enabling the HCI community to 
capitalize on their potential for changing the course of HCI (Figure 1 and Figure 2). 
Figure 1. Emotiv EEG headset on a subject. Reprinted from ScienceDirect, n.d., 
Retrieved from http://www.sciencedirect.com/science/article/pii/S0957417412006811. 
Figure 2. NeuroSky EEG Headset on a subject. Reprinted from IEEE Spectrum, n.d., 
Retrieved from http://spectrum.ieee.org/tech-talk/at-work/start-ups/solar-robots-4k-tvs-
spring-forward. 
The literature shows a number of studies where EEG headsets have successfully 
captured electric signals to evaluate a number of tasks from an HCI research standpoint. 
For instance, Vi and Subramanian (2012) utilized an experimental quantitative approach 
to demonstrate how off-the-shelf EEG headsets can be used to measure ERN signals 
online from a single trial, which closely resembles the type of tasks encountered in HCI. 
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ERN is a pattern observed when a user makes an error in a reaction time task (Parra, 
Spence, and Sajda, 2003). It shows as a negative deflection in an EEG after a decision 
has been made.  Its utilization could be useful in interactive applications requiring 
immediate feedback. In one of the experiments, the researchers asked participants to use 
a version of the Flanker task while wearing an Emotiv headset. In this task, a participant 
is asked to respond to a central and directed symbol that is surrounded by distracting 
symbols. If the symbol is shown, the participant responds by pressing a predetermined 
key. If the symbol is not present, no action is taken. The acquired EEG signal was 
divided into 2-second long epochs (i.e., time interval) at a frequency of 128Hz. The 
researchers utilized 40 trials for training and 40 for testing. Their results indicate that 
scalp locations F3, F4, F8, FC5, FC6, and A4 are the best channels for detecting an 
online ERN pattern with 70% accuracy. As shown in Figure 3, these locations were 
established based on the extended 10-20 international system for placing EEG electrodes. 
Figure 3. Extended 10-20 International System. Reprinted from www.bem.fi, n.d., 
Retrieved from http://www.bem.fi/book/13/13.htm. 
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In another experiment, the authors utilized nine students to press buttons labeled 
Link 01 through Link 07 in a timely manner. The results of this experiment demonstrated 
how the ERN pattern can also be observed in other common HCI scenarios. The 
researchers utilized an Emotiv neuroheadset using 1.5 second epochs. In a third 
experiment, the authors utilized a superflick-like application, which is based on Flick but 
adds a correction step. Flick is a widely studied tabletop interaction application that 
requires the user to throw or slide an object across a table to reach a target. In superflick, 
as soon as the flick gesture is completed, the user has the option to correct the throw by 
dragging the object (Reetz et al., 2006). The results from this experiment confirm that 
ERN classification accuracy with Emotiv can benefit interactive tasks as good as more 
expensive devices while providing the additional benefits of portability, low-cost, and 
instantaneous classification. The experiments discussed in this article provide excellent 
guidelines for measuring ERN while demonstrating that accuracies in the region of 65% 
to 80% are sufficient to effectively integrate the author’s approach into HCI applications. 
In a different focus area of EEG research, Mustafa et al. (2012) presented a 
methodology to map out the perception of image based rendering artifacts. These artifacts 
are typically caused by popping, blurring, and ghosting anomalies on images. The 
researchers accomplished the aforementioned mapping by determining the implicit visual 
process in the human brain through the utilization of a 32-electrode EEG device attached 
according to the standard 10-20 international system (Figure 4). The recorded data was 
filtered with a high-pass filter with a cutoff frequency of 0.1 Hz to remove DC-offset and 
drifts. The researchers asserted that there is a potential emotional reaction to artifacts. By 
generating artifacts (i.e., visual stimulus), the authors were able capture and evaluate 
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subjects’ responses. These responses can lead to shorter rendering times by eliminating 
computations that calculate image features not evoking a strong reaction in the brain. 
 
 
Figure 4. Standard 10-20 International System. Reprinted from IMMRAMA Institute, 
n.d., Retrieved from http://www.immrama.org/eeg/electrode.html. 
 
Biometrics Authentication 
Biometrics systems are primarily used for two types of tasks: identity verification 
and identification. The former compares a known subject’s features against a 
predetermined existing record while the latter attempts to match these features against all 
the records in an attempt to identify the subject. 
There are a number of characteristics and features used to create biometrics 
systems (Bhattacharyya et al., 2009). The following tables list some of the most common 
characteristics under physiological and behavioral biometrics (Table 1 and Table 2). 
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Table 1 
Summary Table of Common Physiological Biometrics Used in the Research and 
Development of Authentication Systems  
Biometrics Description 
Finger This technology analyzes the ridges and valleys patterns on 
the fingertip as unique features that can uniquely identify 
an individual (Bhattacharyya, Ranjan, Farkhod-Alisherov, 
& Choi, 2009). 
Face Analyzes features that include position, size, and shape of 
the eyes, nose, and cheekbones, among other traits to 
uniquely identify an individual. (Bhattacharyya, Ranjan, 
Das, Kim, & Bandyopadhyay, 2009). 
Hand Geometry This approach includes the estimation of length, width, 
thickness, and surface area of the hand (Bhattacharyya, 
Ranjan, Das, Kim, & Bandyopadhyay, 2009).  
Iris This technology utilizes a combination of the corona, 
crypts, filaments, freckles, pits, furrows, striations, and 
rings (Bhattacharyya, Ranjan, Das, Kim, & 
Bandyopadhyay, 2009). 
Retina This technique analyzes the blood vessels at the back of 
the eye which produce a unique pattern on each individual. 
(Bhattacharyya, Ranjan, Farkhod-Alisherov, & Choi, 
2009)  
Speech This technology uses the acoustic features of speech that 
have been found to differ between individuals.  These 
acoustic patterns reflect both anatomy and learned 
behavioral patterns. (Bhattacharyya, Ranjan, Farkhod-
Alisherov, & Choi, 2009). 
Note. Common physical biometrics used in research. Adapated from “Biometric 
authentication techniques and its future possibilities,” by Bhattacharyya et al., 
2009, Second International Conference on Computer and Electrical Engineering, 
p. 652 – 655.
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Table 2 
Summary Table of Common Behavioral Biometrics Used in the Research and 
Development of Authentication Systems  
Biometrics Description 
Authorship It relies on examining a piece of text or a drawing 
produced by a person (Yampolskiy and Govindaraju, 
2008). 
Motor-Skills This approach measures innate, unique, and stable muscle 
actions of users performing a particular task (Yampolskiy 
and Govindaraju, 2008). 
Purely Behavioral This approach measures the strategies, skills, and 
knowledge while performing mentally demanding tasks 
(Yampolskiy and Govindaraju, 2008).  
Note. Common behavioral biometrics used in research. Adapated from “Biometric 
authentication techniques and its future possibilities,” by Bhattacharyya et al., 
2009, Second International Conference on Computer and Electrical Engineering, 
p. 652 – 655.
EEG Based Biometrics 
EEG signals are electric signals gathered in the scalp of an individual (Zúquete et 
al., 2011). These signals are a combination of cerebral and non-cerebral activity. Cerebral 
activity includes actual activity from the brain reflected on the scalp. It can be 
decomposed in several frequency bands: 0.3-3.5 Hz (∂); 4-7 Hz (θ); 8-15 Hz (α); 15-30 
Hz (β); 30-70 Hz (γ). Changes in the cerebral activity can be induced by evoked 
potentials. These potentials are triggered by visual, auditory, olfactory, gustatory, or 
tactile stimuli. In the case of visual evoked potentials or VEPs, they are the result of a 
combination of different components, such as color, texture, motion, objects, and 
readability, among others. Multiple studies showed that VEPs recorded from the human 
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scalp contain a train of shot latency wavelets in the γ band and last approximately 100 
milliseconds. 
As previously discussed, biometric authentication measures unique physical or 
behavioral traits of individuals as a means to authenticate their identity. The data 
representing these traits must be properly analyzed and processed to build accurate 
models. There are a number of machine learning approaches that have the ability to 
accomplish this. For instance, Damousis and Argyropoulos (2012) evaluated the 
efficiency of four machine learning algorithms for the fusion of several biometrics 
modalities to create a multimodal biometric security system. The researchers examined 
Gaussian Mixture Models (GMMs), Artificial Neural Networks (ANNs), Fuzzy Expert 
Systems (FESs), and Support Vector Machines (SVMs) performance on data obtained 
from the publicly available Extended Multi Modal Verification for Teleservices and 
Security Applications (XM2VTS) face and speech database. This database contains facial 
and speech data point from 295 subjects. Table 3 summarizes the results. They clearly 
indicate SVMs offer better performance (Damousis and Argyropoulos, 2012). 
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Table 3 
Summary Table of Verification Results of Different Fusion Methods for the XM2VTS 
Database.  
Method FAR (%) 
Training set 
FRR (%) 
HTER 
(%) FAR (%) 
Test set 
FRR (%) 
HTER 
(%) 
SVM 0 0 0 0.0 0.5 0.25 
FES 0 0.005 0.0025 0.15 0.75 0.45 
ANN 0.0025 0.33 0.17 0.0 1 0.5 
GMM 0.0225 0.33 0.18 0.028 1 0.51 
Note. Verification results of different fusion methods. Adapted from “Four Machine 
Learning Algorithms for Biometrics Fusion: A Comparative Study,” by I.G. Damousis 
and S. Argyropoulos, 2012, Applied Computational Intelligence and Soft Computing, 
2012,  p. 5.   
 
There are a limited number of studies performed to evaluate the use of EEG 
signals to authenticate users.  Zúquete et al. (2011) presented the result of a study to 
evaluate the feasibility of using EEG signals as raw material for conducting biometric 
authentication. The researchers employed visual stimulus to measure visual evoked 
potentials. They evaluated the possibility of using EEG signals for unique authentication 
of individuals by addressing each fundamental biometric requirement: universality, 
uniqueness, constancy, and collectability. For instance, in the case of universality, which 
requires the system to be usable by everyone, only a small portion of the population 
comprised of people with severe visual impairments or blindness cannot be authenticated. 
 In the case of uniqueness, which requires the system to separate different persons 
with a reasonably low failure probability, the authors could not claim success since only a 
limited number of people were used. Additionally, the researchers mentioned the fact that 
most biometrics systems are configurable, thus enabling the potential separation of 
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individuals through the manipulation of multiple parameters. In the case of constancy, 
which requires a  constant biometric trait over a reasonable period, their study was also 
limited since cognitive activities may be affected by several factors such as stress, 
fatigue, and medication, among others. To evaluate this requirement, the authors utilized 
images to trigger brain cognitive activities, which were then measured and classified. 
Their results demonstrated that EEG data collected and analyzed for a row of similar 
visual stimuli are constant enough for implementing an authentication system. Finally, in 
the case of collectability, which requires biometric data to be easily collected and without 
causing any discomfort, the authors suggested a significant challenge in trying to manage 
problems associated with low-power EEG signals. These include electrode placement, 
number of channels, and contact with the scalp, among others.  
Zúquete et al. (2011) also suggest a minimum of eight channels to achieve 
acceptable authentication results. In their study, all channels were placed in the occipital 
area. The researchers utilized one-class classifiers (OCCs), which used VEP features of 
the person being classified and generated TRUE/FLASE output values. The OCCs 
included k-Nearest Neighbor (kNN) and Support Vector Data Description (SVDD). 
Additionally, the authors combined both kNN and SVDD to create a total of four OCCs. 
Their results demonstrated that correctness is fairly stable for all evaluated subjects, an 
important requirement of biometrics systems. 
In another study, Shedeed (2011) demonstrated a new method for person 
identification relying on a voting mechanism. For signal acquisition, he used bipolar EEG 
signals at the four channels C3, C4, P3 and P4. The electrodes were placed according to 
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the standard 10-20 international system. He utilized a sampling frequency of 256 Hz and 
four seconds epoch for a total of 1024 samples per channel.   
Shedeed (2011) processed the acquired EEG signals by applying a band pass filter 
with cut-off frequencies of .5 Hz and 45 Hz to remove noise typically associated with 
body and hand movement as well as alternating current generated by the recording 
console. To extract the features, the system used both a discrete Fourier transform (DFT) 
and a wavelet packet decomposition. The system then executed a voting scheme among 
the highest three classification rates to enhance the classification performance. The author 
utilized a multi-layer perceptron neural network trained with the standard back 
propagation algorithm for classification with 80% of the data for training and 20% for 
testing.  
Although only three subjects were utilized in this study, the results indicate the 
possibility of reaching a total correct classification rate of 100%.  The author suggested 
using DFT amplitude values for the frequency band from 8-30 Hz, and applied five-level 
wavelet packet decomposition to the EEG signal. It is important to note that these results 
were accomplished with only 15 samples per subject. This clearly surpasses some of the 
previous work in this area. The researcher concluded by recommending additional 
evaluation with more subjects and less channels.  
 In another experiment, Palaniappan and Mandic (2007b) treated the processing of 
multi-channel EEG recordings as a data fusion problem. The researchers focused on 
filtered signals in the gamma frequency range. Subjects were asked to remember or 
recognize a previously presented visual stimulus in the form of black and white drawings. 
After additional processing, the referenced signals were processed using Davies Bouldin 
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Index to select the important features from different channels. The researchers utilized a 
three-layer Elman Neural Network (ENN) to perform signal classification. Their results, 
which include 98% accuracy, demonstrated the importance of identifying the right 
channels and frequency ranges to improve classification accuracy.  
 According to Palniappan and Mandic (2007b), the following steps can be applied 
to EEGs signals: signal conditioning, feature extraction, and feature vector classification. 
The first step includes SD filtering over increased bandwidth as demonstrated by the 
following equations: 
𝑦𝑦[𝑛𝑛] = ∑ 𝑀𝑀!
𝑘𝑘!(𝑀𝑀−𝑘𝑘)!𝑥𝑥[𝑛𝑛 − 𝑘𝑘],   𝑎𝑎𝑛𝑛𝑎𝑎𝑀𝑀𝑘𝑘=0                                   (4) 
𝑧𝑧[𝑛𝑛] = ∑ (−1)𝑘𝑘 𝑁𝑁!
𝑘𝑘!(𝑁𝑁−𝑘𝑘)!𝑦𝑦[𝑛𝑛 − 𝑘𝑘],   𝑀𝑀𝑘𝑘=0                                  (5) 
where x[n] is the input at time instant n,and y[n] and z[n] are the outputs of the sum and 
difference filters.  The next step is to perform spatial averaging on the filtered VEP signal 
from all the channels as follows: 
𝑥𝑥[𝑛𝑛] =  𝑧𝑧[𝑛𝑛] −  1
𝐶𝐶
�𝑧𝑧𝑖𝑖
𝐶𝐶
𝑖𝑖=1
[𝑛𝑛]  ,                                                    (6) 
where C is the number of channels utilized. The original and filtered signals depict the 
outcome of the filtering process (Figure 5)  
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Figure 5.  Raw (a) and filtered (b) EEG signals. 
 
  After initial signal conditioning, the authors proceeded to extract features that are 
meaningful. The researchers accomplished this by utilizing the Multiple Signal 
Classification (MUSIC) algorithm. This algorithm helps determine the dominant 
frequency and power content. Once the signals have been properly conditioned and the 
meaningful features have been extracted, the next step is to classify each feature vector. 
To perform this task, the authors employed the kNN and ENN algorithms. The authors 
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concluded that the results obtained by utilizing these three steps to process EEG signals 
demonstrate the feasibility of biometrics based on VEPs. 
In another study, Nakanishi, Baba and Miyamoto (2009) followed a similar multi-
step approach but with only one channel, a sensor on the FP1 position (i.e., frontal 
cortex). Their focus during feature extraction was on the concavity and convexity of 
spectral distribution in the alpha band fused with a spectral variance during verification. 
Using 23 subjects, the researchers obtained an EER of 11%, which is comparable with 
the performance in conventional studies requiring heavy computational load.     
Palaniappan and Ravi (2005) described several modifications to earlier 
approaches that improve recognition accuracy. Their key method relies on Gamma Band 
Spectral Power (GBSP) features extracted from VEP signals recorded from 61 channels 
while subjects perceived a picture. The researchers applied principal component analysis 
(PCA) to reduce noise and background EEG effects as the first step. During the second 
step, the GBSP of each channel was normalized by the total GBSP. For the classification 
task, three classifiers were utilized: Simplified Fuzzy ARTMAP (SFA), Linear 
Discriminant (LD) and k-Nearest Neighbor (kNN).  The experimental results showed that 
applying PCA to 800 VEP signals from 20 subjects improves the classification 
performance for all the classifiers. The best classification performance of 96.5% obtained 
using the improved method shows that brain signals have suitable biometric properties 
that could be further exploited. 
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Biometrics Testing and Evaluation 
There are two fundamental aspects that must be tested in biometric systems: 
system effectiveness and user acceptance. Jorgensen and Yu (2011) suggested that 
biometric systems should measure FAR, FRR, and EER as key effectiveness metrics. The 
first two establish whether the system accurately identify the user while the last specifies 
the error rate where FAR and FRR are equal.  These values are determined as follows: 
FRR = 
No. False Rejections
No. Authorized Attempts
 ×100 %               (7) 
FAR = 
No. False AcceptancesNo. Impostor Attempts  ×100 %                (8) 
EER is defined as the point where FAR equals FRR. A lower EER indicates a more 
accurate system. 
 The evaluation of the user acceptance aspect involves a set of factors. They 
include operational, technical, manufacturing, and financial possibilities. El-Abed et al. 
(2010) recommended a thorough evaluation of the individual’s entire interaction with the 
system. This evaluation includes any thoughts, feelings, and outcomes the individual 
experiences. A proven approach to capture these includes the use of TAM (James et al., 
2008).  According to Davis (1993), user motivation is influenced by perceived ease of 
use, usefulness, and attitude towards the system. He established attitude as a function of 
the other two factors and usefulness as a perceived factor dependent on the degree to 
which an individual believes the use of a system will enhance performance. Davis 
defined the remaining factor, ease of use, as the degree to which an individual believes 
the use of a system would be free of physical and mental effort. 
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The TAM model is an adapation of the theory of Reasoned Action intended to 
focus on acceptance and usage behavior (James et al., 2008). It looks at user acceptance, 
perceived usefulness, and their relationship to behavioral intention to use and actual 
system usage. James at al., extended and adapted the original TAM to study biometric 
devices. The researchers accomplished this by adding constructs for perceived need for 
security and privacy as well as perceived invasiveness. In the case of physical 
invasiveness, the researchers asserted that many people have a natural aversion to using 
devices deemed personal, such as eye scanners and fingerprint biometrics systems. 
Regarding security, they hypothesized an individual’s desire for security will positively 
impact the perceived usefulness of the technology while negatively impacting its 
perceived invasiveness. Finally, in the case of privacy, James et al. hypothesized an 
individual’s perceived need for privacy will have a positive impact on the perceived 
usefulness of the technology and a positive effect on the perceived need for security. 
James et al. (2008) demonstrated their extended TAM model to be a good 
predictor for intention to use biometric devices.Their results showed that an 
invidividual’s perceived need for security and the perceived ease of use of the device 
significantly impact the individual’s perception of usefulness of the biometrics device. 
El-Abed and Giot (2012) proposed a modality-independent evaluation 
methodology to study acceptance and level of satisfaction of biometrics systems. The 
methodology leverages a survey questionnaire for data collection, and data mining tools 
for their analysis. The researchers proved this methodology by evaluating two biometrics 
systems with over 100 volunteers. Their study utilized multiple analysis techniques 
leveraging Bayesian networks, decision trees, and the CART algorithm. The results 
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highlight the importance of taking into consideration the users' points of view when 
designing biometrics systems. This is clearly demonstrated by the fact that the volunteers 
favored one system (i.e., keystroke) over the other (i.e., face) despite the fact the EER of 
the second one was better. The authors also indicated attack resiliency, verification 
latency, and ease of use as the key factors influencing users' opinions.  
A key aspect of any research is the confidence interval, which is determined by 
the confidence level, the variability of the sample, and the sample size (Sauro and Lewis, 
2012). The confidence level is typically set at 95%, meaning that if the same population 
is sampled 100 times, the interval will contain the actual mean 95 times. The variability is 
estimated using the standard deviation from the sample, which determines how much 
fluctuation there is between samples. The sample size is the key factor a researcher can 
control in affecting the width of a confidence interval.  Since this interval and the sample 
size have an inverse square root relationship, the sample size has to be quadrupled in size 
to reduce the margin error by 50%. 
This research also considered the fact that one of the best ways to construct a 
confidence interval around numeric rating scales is to compute the mean and standard 
deviation of the responses (Sauro and Lewis, 2012).  This distribution is similar to the z-
distribution with the key difference that it takes into account the sample size. The t-
confidence interval takes the following form: 
                                                       𝑥𝑥� ± 𝑐𝑐 𝑠𝑠
√𝑛𝑛
                                      (9) 
where 
?̅?𝑥 is the sample mean 
n is the sample size 
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s is the sample standard deviation 
𝑡𝑡
�1−
𝑎𝑎
2
�
 is the critical value from the t-distribution for n-1 degrees of freedom and the 
specified level of confidence. For example purposes, the authors used the following 
scores from a survey as the basis for their analysis: 
 
90,77.5,72.5,95,62.5,57.5,100,95,95,80,82.5,87.5 
These values provide a mean of 82.9, standard deviation of 13.5, and a sample size of 12. 
Thus, calculating the standard error yields: 
                                             Standard error = 𝑠𝑠
√𝑛𝑛
=  13.5
√12
= 3.9                   (10) 
In the case of this research, assuming a similar standard deviation, and the sample size of 
20, the standard error formula yields: 
                                             Standard error = 𝑠𝑠
√𝑛𝑛
=  13.5
√20
= 3.0                   (11) 
After identifying the t-critical value of 2.1 by using a level of significance of 0.05 (i.e., 1- 
confidence interval of .95) and 19 degrees of freedom (i.e., sample size – 1), calculating 
the margin of error yields: 
                                        Margin of error = 2.1 𝑠𝑠
√𝑛𝑛
 = 2.113.5
√20
= 6.3              (12) 
This result indicates a 95% confidence level that the true score lies between 76.6 (i.e., 
82.9-6.3) and 89.2 (i.e., 82.9+6.3). This key evaluation was used during the execution of 
this research to determine the margin of error. 
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Support Vector Machines (SVMs) 
Support vector machines are supervised learning models for the analysis and 
recognition of patterns (Cortes and Vapnik, 1995). They are primarily used for 
classification and regression analysis. The algorithms take a set of input data and predict 
the output class that analyze data and recognize patterns. A training algorithm builds a 
model. This model is a representation of the examples as points in space, mapped in a 
way where a clear gap between categories exists. Any new samples are then mapped into 
one of the categories. 
Binary classification can be viewed as the task of separating classes in feature 
space in such a way that a margin between support vectors from each class is maximized. 
Let training set {(xi, yi)}i=1..n, xi∈Rd, yi ∈ {-1, 1} be separated by a hyperplane with 
margin ρ. Then for each training example (xi, yi): 
w
T
x
i
 + b ≤ - ρ/2    if y
i 
= -1                                       (13) 
w
T
x
i
 + b ≥ ρ/2    if y
i 
= 1                                           (14) 
For every support vector xs, the above inequality is an equality. After rescaling w and b 
by ρ/2 in the equality, we obtain that distance between each xs and the hyperplane is: 
   
 
 
Consequently, the margin can be expressed through w and b as: 
 
 
After formulating a quadratic optimization problem to find w and b such that 
ww
xw 1)(y
=
+
=
br s
T
s                                                     (15) 
w
22 == rr                                                                           (16) 
w
2
=r  is maximized  
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and for all (xi, yi), i=1..n :     yi(wTxi + b) ≥ 1, which can be formulated as find w and b such 
that Φ(w) = ||w||2=wTw  is minimized  and for all (xi, yi), i=1..n :    yi (wTxi + b) ≥ 1 
The solution is then to create a dual problem where a Lagrange multiplier αi is associated 
with every inequality constraint in the original problem as follows: 
Find α1…αn such that Q(α) =Σαi  - ½ΣΣαiαjyiyjxiTxj is maximized and  Σαiyi = 0 
and (2) αi ≥ 0 for all αi 
Then given a solution α1…αn  to the dual problem, solution to the original is: 
w  =Σαiyixi            b = yk - Σαiyixi Txk    for any αk > 0                           (17) 
Thus, 
                               f(x) = ΣαiyixiTx + b                                              (18)  
In the case where the dataset is not linearly separable, the original feature space 
can always be mapped to a higher-dimensional feature space where the training set is 
separable: 
  
 
 
Kernel functions calculate the dot product before the nonlinear mapping is performed on 
the original attribute set (Burges, 1998). The radial basis function (RBF) kernel and the 
sigmoid kernel are often suggested as the best kernel functions. 
 Table 4 shows key pertinent research found in the literature across the multiple 
applicable areas.  These studies are covered throughout this document as they 
substantiate this work.  
                                                                                 (19)             
                                              
   
 
 
Φ:  x
 
→ φ(x) . 
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Table 4 
Summary Table of Key Studies Performed on Applicable Research Areas. 
Research Area Study 
Access Control Bauer, Garriss, and Reiter (2011) 
O'Gorman (2003) 
Parhi (2012) 
Pavlich-Mariscal, Demurjian, and Michel (2010) 
Suhendra (2011)  
Wood and Kimbleton (1979) 
EEG Devices in Research Minnery and Fine (2009) 
Mustafa, Lindemann, and Magnor (2012) 
Parra, Spence, and Sajda (2003) 
Reetz, Gutwin, Stach, Nacenta, and Subramanian (2006) 
Vespa, Nuwer (1999) 
Vi and Subramanian (2012) 
Biometrics 
Authtentication 
Bhattacharyya, Ranjan, Das, Kim, and Bandyopadhyay 
(2009) 
Damousis and Argyropoulos (2012) 
Saevanee and Bhatarakosol (2009) 
Sulong, Wahyudi, and Siddiqi (2009) 
Yampolskiy, and Govindaraju (2008) 
EEG Based Biometrics Nakanishi, Baba, and Miyamoto (2009) 
Palaniappan and Mandic (2007b) 
Palaniappan and Ravi (2006) 
Revett, Deravi, and Silantzis (2010) 
Shedeed (2011) 
Zúquete, Quintela, and Cunha (2011) 
Biometric Testing and 
Evaluation 
Davis (1993) 
El-Abed, Giot, and Rosenberger (2010) 
Furnell (2000) 
James et al. (2008) 
Jorgensen and Yu (2011) 
Pons and Polak (2008) 
Wayman (1999) 
SVMs Burges (1998) 
Cortes and Vapnik (1995) 
Witten, Frank, and Hall (2011) 
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Summary 
The research literature contains a number of studies supporting the feasibility of 
this work. The tools used by neuroscientists and researchers from many disciplines to 
examine brain function have significantly evolved over the last 15 years. According to 
Minnery and Fine (2009), they include fMRI, fNIRS, as well as EEG (Minnery and Fine, 
2009).  They also acknowledged the existence of Emotiv and NeuroSky EEG headsets, 
which are enabling the HCI community to capitalize on their potential for changing the 
course of HCI due to their portability and cost-efficiency.  
The ability to uniquely identify a subject or resource attempting to access another 
resource is an essential component of computer security (Pavlich-Mariscal, Demurjian, 
and Michel, 2010). There are different type of authenticators used by access control 
mechanisms, including knowledge-based (e.g., password), object-based (e.g., tokens), 
and id-based (e.g., biometrics) authenticators (O’Gorman, 2003). 
Biometrics systems are primarily used for two types of tasks: identity verification 
and identification. There are a number of characteristics and features used to create 
biometrics systems (Bhattacharyya et al., 2009), including finger prints, iris, handwriting, 
and EEG signals, among others. In the case of EEG signals, according to Palniappan and 
Mandic (2007b), the following steps can be applied: signal conditioning, feature 
extraction, and feature vector classification. These steps can be applied to VEP signals 
enhanced by PCA and obtain a classification performance as high as 96.5% (Palaniappan 
and Ravi, 2005). 
There are two fundamental aspects that must be tested in biometric systems: 
system effectiveness and user acceptance. Jorgensen and Yu (2011) suggested that 
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biometric systems should measure FAR, FRR, and EER as key effectiveness metrics. The 
first two establish whether the system accurately identifies the user while the last 
specifies the error rate where FAR and FRR are equal. In the case of user acceptance, 
there are many factors to be considered, including operational, technical, manufacturing, 
and financial possibilities (El-Abed et al., 2010).  
The execution of this research relied on many aspects found in the literature. Of 
particular importance are the EEG signal processing approaches. Moreover, although the 
emphasis for creating the model relies on SVMs, additional machine learning algorithms 
(i.e., LDA and GMM) were also evaluated via BCILAB to determine the best performer. 
Additionally, since it is of the outmost importance to understand the users’ perception 
and overall acceptability of an EEG based authentication approach, the answers to a 
series of questions asked to the participants were collected and analyzed. 
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Chapter 3 
 
Methodology 
 
 
 
The research followed a quantitative experimental methodology. This proven 
approach enabled the reaching of a comprehensive answer while filtering out external 
factors.  This methodology has been used extensively in previous biometrics experiments. 
Lazar, Feng, and Hochheiser (2010) stated that the control of potential influential factors 
is challenging but the impact can be mitigated through careful design and well executed 
experiments.  
 Ellis and Levy (2009) described how the goal of experimental research is to 
identify cause-effect relationships between a set of factors. In this type of research, the 
most common type of data is quantitative and the stage of the problem is considered to be 
at evaluation, which attempts to validate the artifact was developed in the context of the 
problem described.  Additionally, the authors discussed the quasi-experimental nature of 
this type of research when applied in fields where an inability to control all variables 
exists.  
Modeling 
 A physiological biometric model was developed and validated to test its 
effectiveness. The application captured biometric traits from the following 14 EEG 
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channels based on the International 10-20 locations: AF3, F7, F3, FC5, T7, P7, O1, O2, 
P8, T8, FC6, F4, F8, and AF4. These channels are inherently available in the Emotiv 
headset and cover fundamental locations of each area of the brain. 
The physiological biometric model followed the standard model presented by 
Wayman (1999). At the sensor level (i.e., EEG headset), raw data is acquired (Figure 6). 
The data is then manipulated and sent to a feature extractor (i.e., BCILAB). The extracted 
information is then sent to a classifier (i.e., BCILAB) where it is decided if the users are 
who they claim to be.  
Figure 6.  Biometric traits. This figure illustrates the EEG signals captured using the 
Emotiv headset and displayed on (a) epoc ED brain activity map and (b) TestBench. 
(a) 
(b) 
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Log-Bandpower, Common Spatial Patterns, and Windowed Means were chosen 
as the desired paradigms after a number of trials to determine best candidates based on 
ability to discern differences between RECOG and NORECOG marked epochs. In the 
case of the learning algorithms, SVM, GLM, GMM, and LDA were chosen based on 
preliminary outcomes with a subset of the data. Additionally, a number of filters were 
also attempted.  Tables 5, 6, and 7 provide a description of each attempted paradigm, 
machine learning function, and filter respectively. Additional paradigms, filters, and 
algorithms attempted in this study are listed in Appendix A.  
Table 5 
BCILAB paradigms used in the study. 
Algorithm Description 
Log-Bandpower (ParadigmBandpower) Generally, log-BP can be used as a simple 
method to operate on oscillatory processes, 
either in relation to events, or 
asynchronously. 
Common Spatial Patterns (ParadigmCSP) Due to its simplicity, speed and relative 
robustness, CSP is the bread-and-butter 
paradigm for oscillatory processes, and if 
nothing else, can be used to get a quick 
estimate of whether the data contains 
information of interest or not. 
Windowed Means 
(ParadigmWindowmeans) 
The windowed means paradigm is a 
general method for capturing slow-
changing cortical potentials, most 
importantly in reaction to events (then 
called Event-Related Potentials / ERPs). 
Note. Adapted from “BCILAB: A Platform for Brain-Computer Interface Development,” 
by C. Andrea Kothe and S. Makeig, 10 (5), p. 1-17.  
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Table 6 
 
Attempted filters using BCILAB. 
 
Filter Function 
 
Description 
Flt bandpower Filter a continuous data set in multiple 
bands and create bandpower features. 
  
Flt fir Filter a continuous data set by a digital FIR 
filter. 
Flt ica Annotate the Signal with a spatial 
decomposition into independent 
components. 
Note. Adapted from “BCILAB: A Platform for Brain-Computer Interface Development,” 
by C. Andrea Kothe and S. Makeig, 10 (5), p. 1-17.  
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Table 7 
Attempted machine learning related functions in BCILAB. 
Function Description 
Ml predictglm Simple prediction function for the Bayesian 
GLM. 
Ml predictgmm Prediction function for Gaussian Mixture 
Models. 
Ml predictlda Prediction function for Linear Discriminant 
Analysis. 
Ml predictsvm Prediction function for the Support Vector 
Machine. 
Ml predictsvmlight Prediction function for the Support Vector 
Machine (SVMlight). 
Ml trainglm Learn a Bayesian generalized linear model. 
Ml trainlda Learn a linear predictive model by 
(regularized) Linear Discriminant Analysis. 
Ml trainsvm Learn a predictive model by Support 
Vector Machines. 
Ml trainsvmlight Learn a linear or non-linear predictive 
model by Support Vector Machines, using 
SVMlight. 
Note. Adapted from “BCILAB: A Platform for Brain-Computer Interface Development,” 
by C. Andrea Kothe and S. Makeig, 10 (5), p. 1-17.  
The logarithmic bandpower (Log-Bandpower) estimates paradigm is based on the 
design of the original Graz Brain-Computer Interface (Pfurtscheller and Neuper, 2002), 
which used lateralized motor imagery for control. The features exploited by this 
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paradigm in its original form are Event-Related Synchronization and Desynchronization 
localized in the motor cortex, but the paradigm is not restricted to these applications. 
Similar measures have also been used in other studies, although without machine learning 
(McFarland, McCane, David, and Wolpaw, 1997).  
Generally, Log-Bandpower can be used as a simple method to operate on 
oscillatory processes, either in relation to events, or asynchronously. The paradigm is 
implemented as a standard sequence of signal pre-processing spatial spectral filtering, 
feature extraction, and machine learning. The defining property of the paradigm is that it 
extracts, per trial, the per-channel log-variance log(var(X)) as features of the signal. The 
resulting feature vectors are then passed along to the learner component. By default, the 
paradigm uses a non-adaptive spatial filter, the surface Laplacian, and a non-adaptive 
spectral filter. 
The CSP paradigm is based on the design of the Berlin Brain-Computer Interface 
(Blankertz, Dornhege, Krauledat, and Muller, 2007),  which is mainly controlled by 
sensori-motor imagery. The features exploited by this paradigm in its original form are 
Event-Related Synchronization and Desynchronization localized in the sensori-motor 
cortex, but the paradigm is not restricted to these applications. Due to its simplicity, 
speed and relative robustness, CSP is a fundamental paradigm for oscillatory processes, 
and can be used to get a quick estimate of whether the data contains information of 
interest or not.  
The windowed means paradigm is a general method for capturing slow-changing 
cortical potentials (Blankertz, Lemm, Treder, Haufe, Mueller, 2010), most importantly in 
reaction to events. This paradigm is implemented as a sequence of signal pre-processing, 
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feature extraction, and machine learning stages. Signal processing includes spectral 
filtering and spatial filtering, either for dimensionality reduction or for the extraction of 
sparsity, independence or other feature qualities. The defining property of the paradigm is 
the feature extraction, in which windowed averages of pre-processed signal data, per 
channel, are computed and used as features for the subsequent machine learning stage. 
The dimensionality of the feature space is number of channels times number of windows, 
which can easily be high enough to exceed the capabilities of simpler classifiers or lead 
to over-fitting.   
Implementation 
The implementation of the EEG based biometric system required a number of 
functions. As shown in Figure 7, they included signal amplification and digitizing, 
feature extraction, classification, and feedback. The Emotiv EEG headset and research 
SDK provided most of the functionality for intial testing. 
Figure 7.  EEG Biometric Functions. This figure illustrates the functions required by an 
EEG based biometric system. 
Feedback
Signal 
Amplification
and digitizing
Feature
Extraction
Classification
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As an initial baseline, the study utilized the Emotiv SDK environment for 
developing the test approach focused on presenting stimuli, capturing and processing 
EEG data, and classifying response. This enabled proactive development of formal tests. 
Figure 8 describes key processing components provided by Emotiv that are accessible 
through an API and that fully exploited by the Research SDK. The EmoEngine is the core 
component and it contains all the functions required to gather and save raw EEG signals 
obtained from the Emotiv headset. 
 
 
Figure 8. Integrating the EmoEngine and Emotiv EPOC with a videogame. Reprinted 
from Emotiv, n.d., Retrieved from http://www.emotiv.com. 
 
The raw EEG data was processed using the EEGLAB and BCILAB Matlab 
toolboxes. The former is an interactive Matlab toolbox for processing continuous and 
event-related EEG while the latter is an EEGLAB plug-in for the design, prototyping, 
testing, experimentation, and evaluation of Brain-Computer Interfaces. 
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EEGLAB incorporates independent component analysis, time/frequency analysis, 
artifact rejection, event-related statistics, and several useful modes of visualization of the 
averaged and single-trial data (Figure 9). It provides an interactive graphical user 
interface to process high-density EEG data. EEGLAB offers a wealth of methods for 
visualizing and modeling event-related brain dynamics, both at the level of individual 
EEGLAB datasets or across a collection of datasets brought together in a studyset. 
Furthermore, EEGLAB offers a structured programming environment for storing, 
accessing, measuring, manipulating, and visualizing event-related EEG data.  
 
 
 
Figure 9. EEGLAB Toolbox. Reprinted from Swart Center for Computational 
Neuroscience, n.d., Retrieved from http://sccn.ucsd.edu/eeglab/. 
 
BCILAB was used to facilitate and accelerate the evaluation of the EEG dataset 
by leveraging tools that simplify all aspects of the process. This toolbox offers multiple 
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different interfaces which link to the same backend functionality, including a GUI, 
Matlab-based scripting support, APIs for real-time processing, and a variety of extension 
component interfaces (Figure 10). 
Figure 10. BCILAB Toolbox. Reprinted from Swart Center for Computational 
Neuroscience, n.d., Retrieved from http://sccn.ucsd.edu/wiki/BCILAB. 
EEGLAB and BCILAB enabled feature extraction and classification. These two 
tasks leveraged some of the work performed by Zúquete et al. (2011), Palaniappan and 
Mandic (2007b),  and Nakanishi, Baba, and Miyamoto (2009). In their work, the 
researchers utilized a multi-step approach to remove artifacts, apply filters, and normalize 
the EEG signals while creating a unique feature array. For classification, the researchers 
utilized a number of approaches including one-class classifiers (OCC), kNN, and ENN 
algorithms, among others. 
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This study extracted feature arrays from the EEG signals by discarding well-
known artifacts (e.g., eye blinking), applying filters (e.g., low-pass filter), and 
normalizing them across 14 channels as opposed to only eight channels used by Zúquete 
et al. (2011) or the one channel used by Nakanishi, Baba and Miyamoto (2009).  This 
was done to increase authentication effectiveness due to a higher number of data points 
and potential correlations between channels across the whole brain and not just the 
occipital area.  
 
Testing 
Figure 11 depicts the high level steps utilized for the successful execution of the 
test.  Refer to Appendix B for additional details on each step.  
 
Figure 11. Conducting the Test. 
Lazar, Feng, and Hochheiser (2010) stated that results from studies with 20 or 
more participants are more convincing than those with smaller number of subjects. 
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Therefore, this study recruited 20 participants for formal testing. This number can be 
validated using the following formula discussed by Brase and Brase (2007): 
                                              n ≥ �z
e
�
2
p(1-p)                                   (20) 
where n is the sample size, z is the z-score for a particular confidence interval, e is the 
margin of error, and p is the estimated population proportion. Using a slightly higher 
population distribution, the number of participants, n, required is: 
                n=20 ≥ �1.96
0.05
�
2 0.987(1-0.987) = 19.716               (21) 
To facilitate the execution of the testing phase, 20 participants were recruited 
from the Young-Rainey Science Technology and Research (STAR) Center, located in 
Largo, FL. This was primarily driven by ease of access to potential subjects, no cost for 
using the facility, and the availability of a controlled environment for test execution.  
Candidates were 18 years of age or older and without significant visual 
impairments or blindness. The former restriction simplified the recruitment process while 
the latter avoided the main section of the population impacting the biometrics universality 
requirement (Zúquete et al., 2011), which requires every person to have the biometrics 
trait. 
A global communication through e-mail was sent to the population announcing 
the need for volunteers, the selection criteria, and a synopsis of the research.  Also, an 
invitation to participate (Appendix C) was posted throughout the facility.  It also included 
an incentive in the form of a $10 gift card for participating.  Additionally, as part of the 
selection process, an equal number of males and females were selected. A demographic 
questionnaire (Appendix D) was provided before commencing the test. 
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As previously discussed, an instrument and methodology proposed by Davis 
(1993) and extended by James et al. (2008) was utilized to measure user acceptance 
(Appendix E) after the test concluded. It consisted of a survey covering perceived 
usefulness, perceived ease of use, perceived need for security, perceived need for privacy, 
and perceived intrusiveness. 
Before commencing each test, the participants were provided with a 3-5 minute 
explanation on the study, its purpose, and a detailed description of the Emotiv EEG 
headset and how it works, emphasizing the device’s passive nature (i.e., detect only). At 
this point, each subject was provided the IRB consent form to sign, followed by the 
demographics questionnaire, the actual EEG data collection, and a post-test questionnaire 
at the end. The total time for the test was anywhere between 35 and 50 minutes per 
subject, which mostly reflects variability in filling out questionnaires. The original 
estimated time was 45 minutes per subject. 
 During the first part of the test, each participant was set up with the Emotiv 
headset and given the opportunity to experiment with some of the tools and see their 
brain waves real-time using Test Bench, EPOC Brain View, and the Emotiv SDK. They 
were then asked to select five pictures that evoked strong feelings from the Snodgrass and 
Vanderwart picture set (Appendix F). Using the preselected five pictures, the participants 
were asked to rank them from one to five, where one means the picture evoked the 
strongest feeling, and five means the picture evoked the weakest feeling relative to the 
chosen images. The highest ranking picture was then used for the next step, which 
consisted of two runs of 65 seconds with alternating pictures, including an initial title 
picture containing the participant id. After the initial picture, the actual sequence 
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followed a repeating pattern consisting of blank screen, highest ranking picture, blank 
screen, and a random picture, as shown in Figure 12. 
Figure 12. Alternating picture sequence presented to subjects. 
During the testing period described above, the software captured the EEG signals 
in alternating 2.5 second long epochs. These steps were performed with each test subject. 
The collected signals were then used for offline feature extraction and classification. 
Once the EEG signal data gathering was finalized, participants were asked to 
complete a two-part questionnaire to help analyze perceived ease of use, usefulness, 
security, privacy, intrusiveness, and attitude towards the EEG based biometric system. 
The first set of questions (Appendix E) were adapted from the TAM questionnaire 
(Davis, 1993) extended by James et al. (2008) while the second set (Appendix G) is 
based on the work performed by Furnell, Dowland, Illingworth, and Reynolds (2000). 
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 A key requirement for conducting this research was obtaining approval from the 
Insitutional Review Board (IRB). A formal request containing all required documents 
was submitted for review and approval before announcing the study, selecting 
participants, and commencing testing with subjects. The STAR Center allowed the 
testing to occur upon receiving notification of approval from Nova Southeastern 
University’s IRB. During the tests, each participant received a consent form that explains, 
among other things, the purpose of the study and how personal data will be protected 
(Appendix H). Additional required documents before commencing the test phase 
included research protocol approval letter and testing facility authorization letter. Both 
letters can be found in Appendix I and Appendix J respectively. 
Analysis 
Once the EEG signals were recorded from participants, EEGLAB and BCILAB 
were used to process the signals in order to filter, extract features, and develop a 
classification model. The ultimate goal at this stage was to answer the research question 
aiming at establishing what level of accuracy the proposed EEG-based biometric access 
control mechanism will provide (RQ1. What level of accuracy does the proposed EEG-
based biometric access control mechanism provide?).  This was measured by utilizing 
FAR and FRR as follows: 
FRR = 
No. False Rejections
No. Authorized Attempts
 ×100 %               (22) 
FAR = 
No. False AcceptancesNo. Impostor Attempts  ×100 %                (23) 
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An additional key metric is EER, which is the value where FRR and FAR are 
equal. The actual processing steps included: load data, specify computational approach, 
specify parameters, learn a model, visualize a model, and apply the model to a new data 
set. The standard function to load datasets from disk is io_loadset, which was executed 
via the GUI by selecting Data Source -> Load Recordings. The recorded EEG file 
contained corresponding markers (i.e., RECOG and NORECOG) representing highest 
ranking image or not respectively. The total number of samples per subject per test was 
defined by the length of each epoch, the sampling frequency, whether there was an image 
during the epoch, and the length of each test run. Since the length of each epoch is 2.5 
seconds, the sampling frequency is 128 Hz, and there were four images, including blanks, 
every 10 seconds, plus a title image, a total of 25 images were presented in 65 seconds. 
Therefore: 
                ∑ 128 (2.5)25𝑖𝑖=1  = 8000                                (24)     
A total of 8000 data points were generated. However, since each epoch is defined 
as 2.5 seconds long and delimited by RECOG and NORECOG markers, and the title 
image was removed using EEGLAB, BCILAB actually processed 24 samples (i.e. 7680 
data points) for practical purposes.  
 During the second step, specifying a computational approach, a series of 
BCILAB paradigms were tried. These templates are reference approaches that were used 
as a starting point. For instance, the Common Spatial Patterns (CSP) paradigm is a 
method that exploits the spatial patterns in the expression of oscillatory processes in the 
brain. When analyzing imagined movement events, this paradigm offers a fast and 
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efficient method for filtering and extracting features relevant to the goal. This step was 
executed from the GUI by selecting Offline Analysis->New Approach.  In the case of this 
study, the windowed means paradigm was tried first as it is a general method for 
capturing slow-changing cortical potentials in reaction to events (i.e., Event-Related 
Potentials or ERPs). This paradigm included the use of a low-pass filter, which is the first 
essential step to remove undesirable artifacts as described by Zúquete et al. (2011). It can 
also apply a spatial reduction filter for eliminating non-contributing channels, if desired.  
It then extracts the features from the signal by using windowed averages per channel, 
thus creating a high dimensional feature space determined by the number of windows 
times the number of channels. This paradigm can also be used with spectral data after 
applying a Fourier filter.  
Specifying parameters, the third step, included the selection of values to modify 
the selected paradigm. These values were aligned with the overall sequence of processing 
required before learning a model: process the EEG signal, extract features, and select 
machine learning approach. This step was implemented from the GUI by selecting 
Offline Analysis->Modify Approach or by selecting Full Edit when Done when executing 
the second step. In the case of this study, the sampling rate, epoch time window, 
frequency-domain selection, and epoch intervals to take as features were specified.  
The fourth step, learning a model, was performed via the GUI by selecting Offline 
Analysis->Train New Model. This step not only learns a predictive model given the 
previously specified paraments and calibration data, but it also produces an estimate of 
the performance of the model when making new predictions. A full list of available 
paradigms, filters, and machine learning options can be found in Appendix A. 
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When visualizing a model, the fifth step, BCILAB was leveraged by using a 
default set of visualizations that vary according to the paradigm selected. For instance, 
the CSP paradigm consists of six sets of parameters that can be represented as 
topographic maps. Additionally, during the execution of the analysis phase, additional 
MATLAB built-in functions were used to interactively visualize the results and select the 
best visualizations.  
The final step, applying the newly learned model to a new dataset, was also 
performed by using the GUI function Offline Analysis->Apply model to data. The second 
data set came from the second test run executed by each subject. BCILAB used the 
second data set to evaluate discrepancies and calculate loss measure.   
As an additional capability, EEGLAB was independently used to pre-process the 
raw EEG data, including verifying and placing RECOG and NORECOG markers, 
resampling, and appending or deleting content, among other tasks. This enabled the cost-
effective validation and enhancement of EEG signals obtained from participants. 
The research question aiming at establishing how the proposed EEG-based 
biometric access control mechanism is perceived by users (RQ2. How is the EEG-based 
biometric access control mechanism perceived by users) was primarily answered by 
performing a statistical analysis of the answers provided in the post-test questionnaires.  
This part of the analysis focused on the TAM methodology which, according to Davis 
(1993), helps determine the attitude the participants have towards the biometrics system 
by measuring the perceived ease of use and usefulness, among other elements.  
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Resources 
The successful execution of this research required a number of resources. They included: 
• An HP laptop with 8GB RAM as the main computer resource to run all required
applications.
• An Emotiv EEG headset with 14 channels to be used by test subjects. The cost of
the headset and SDK was $750.00.
• 350 Emotiv felt sensors, 23 hydrator pads, and 23 travel size saline solution
bottles for setting up the headset for each user. This includes 28 spare sensors.
The total cost was $175.00.
• Alcohol free pads for cleaning the headset between uses.
• An Emotiv research SDK to provide direct access to raw EEG data.
• At least 20 test subjects to obtain EEG data while performing a set of tasks.
Candidates were 18 years of age or older, without significant visual impairments
or blindness (i.e., legally blind on both eyes), fluent in English, and equally
distributed between males and females.
• Around 20 $10 gift cards as incentive for participating in the research. The total
cost for these was $200.00.
• A Microsoft Word processor software to generate all documentation.
• A Microsoft Excel spreadsheet software to perform analysis.
• A Matlab 7 or higher version software to support EEG data processing and
classification, among other tasks.
• An EEGLAB toolbox to perform EEG data filtering and analysis.
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• A BCILAB plug-in for EEGLAB to streamline BCI development and analysis,
including EEG processing, feature extraction, and classifier development.
• A set of royalty-free images for generating VEPs.
• A lab set up enabling the capability to observe, record, and annotate from a local
or remote machine with minimal distraction to the participant. The STAR Center
located in Largo, FL was used in this study.
Summary 
The research followed a quantitative experimental methodology to develop and 
validate a physiological biometric model using the traits obtained from 14 EEG channels. 
This model follows the standard model presented by Wayman (1999).  
The implementation of the EEG based biometric system required a number of 
functions. They included signal amplification and digitizing, feature extraction, 
classification, and feedback. These component and respective algorithms were provided 
by Emotiv research SDK as well as EEGLab and BCILAB. The latter facilitated and 
accelerated the research by supplying tools that simplify all aspects of the process from 
design to testing. 
The research extracted feature arrays from the EEG signals by discarding well-
known artifacts (e.g., eye blinking), applying pass-band filter, and normalizing them 
across 14 channels as opposed to only eight channels used by Zúquete et al. (2011) or the 
one channel used by Nakanishi, Baba and Miyamoto (2009).   
Participants were recruited from the STAR Center, located in Largo, FL. Once the 
EEG signals were recorded from participants, EEGLAB and BCILAB were used to 
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process the signals in order to filter, extract features, and develop classification models. 
An instrument and methodology based on the work by Davis (1993) was then utilized to 
determine the attitude the participants have towards the biometrics system by measuring 
the perceived ease of use and usefulness, perceived need of security and privacy, and 
perceived level of intrusiveness. The total time for the test was anywhere between 35 and 
50 minutes per subject, which mostly reflects variability in filling out questionnaires. The 
original estimated time was 45 minutes per subject. 
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Chapter 4 
Results 
Overview 
The data collection and analysis performed on this study can be divided into two 
major areas. The first area focuses on signal processing and analysis of raw EEG data 
with the ultimate goal of evaluating its accuracy and effectiveness as a biometrics tool 
while the second area studies usability aspects of the system. This study was performed 
as outlined in Chapter 3 and the following sections provide details on the collected data, 
the analysis process, results, key findings, and overall summary. 
Data Collection Process Overview 
As described in the previous chapter, the data collection was performed at the 
Rainey-Young STAR center located in Largo, Florida. The event took place at two 
different times. The first was performed on October 18th and 19th, 2014 with a net 
participation of eight subjects due to a cancellation and one no-show. The remaining 
required 12 subjects to complete the planned sample size of 20, participated during the 
second test conducted on November 22nd and 23rd, 2014.  
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Before commencing each test, the participants were provided with a 3-5 minute 
explanation on the study, its purpose, and a detailed description of the Emotiv EEG 
headset and how it works, emphasizing the device’s passive nature (i.e., detect only). At 
this point, each subject was provided the IRB consent form to sign, followed by the 
demographics questionnaire (Appendix D).  
During the first part of the test, each participant was set up with the Emotiv 
headset and given the opportunity to experiment with some of the tools and see their 
brain waves real-time using Test Bench, EPOC Brain View, and the Emotiv SDK. They 
were then asked to select five pictures that evoked strong feelings from the Snodgrass and 
Vanderwart picture set. Using the preselected five pictures, the participants were asked to 
rank them from one to five, where one means the picture evoked the strongest feeling, 
and five means the picture evoked the weakest feeling relative to the chosen images. The 
highest ranking picture was then used for the next step, which consisted of two runs of 65 
seconds with alternating pictures, including an initial title picture containing the 
participant id. After the initial picture, the actual sequence followed a repeating pattern 
consisting of blank screen, highest ranking picture, blank screen, and a random picture, as 
shown in Figure 13. 
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Figure 13. Alternating picture sequence presented to subjects. 
 
In preparation for each run, the subject was asked to focus on the projector screen. 
Right before commencing the test run, the Testbench application and the first image (i.e., 
protocol picture showing test run number and participant id) were started. At this point, 
the subject only looked at the projector screen until the run completed. This same process 
was utilized for the second test run. After the EEG data collection was completed, the 
subject was asked to complete the survey questionnaires found in Appendix E and 
Appendix G. Once finalized, the subject was thanked for their participation with a token 
of appreciation in the form of a Starbucks gift card in the amount of $10. 
 
Demographics  
The following analysis was performed by using results from the questionnaire 
found in Appendix D. As shown in Table 8, the participants were composed of equal 
number of males and females. The average age of female subjects at the time of the test 
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was 34.10 while the males’ average was 35.30.  The participants’ level of education, as 
shown in Table 9, was predominantly professionals with a 4-year undergraduate degree 
in engineering (Table 10).  Additionally, female subjects comprised 100% of participants 
with a graduate degree. Meanwhile, participants with an education lower than 4-year 
undergraduate mainly consisted of male subjects.  
 
Table 8 
Participants per Age and Gender 
 
Gender 
 
Number of Participants 
 
Average Age 
 
Standard 
Deviation 
Male 10 35.30          7.24 
Female 10 34.10          5.70 
Total                  20            34.70                         6.38 
 
Table 9 
Participants per Level of Education  
Level of Education Number of Participants 
% 
Total 
No. 
Female 
No. 
Male 
High School  2    10 % 0 2 
2-Year Associates  4    20 % 1 3 
4-Year Undergraduate 12    60 % 7 5 
Master’s Degree  2    10 % 2 0 
Ph.D.  0      0 % 0 0 
Total        20                      100%         --       -- 
Note: Master’s Degree is the highest level of education. 
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Table 10 
Participants per Major and Gender 
Major Number of Male 
Participants 
Number of Female 
Participants 
Engineering/Engineering 
Technology 
6 5 
Computer Science 1 2 
Non-Technical 1      3 
N/A 2     0 
Total 10 10 
Note. N/A includes participants with a High School level of education. 
Biometric Data Pre-processing 
The raw EEG recording captured using Testbench was processed using EEGLAB 
to properly add event makers RECOG and NORECOG. RECOG marks the beginning of 
an epoch aligning with the highest ranking image while NORECOG aligns with epochs 
containing either a blank transition image or random image. Figure 15(a) shows the 
parameters used to perform the initial EEG data loading. Due to Emotiv Research SDK 
EDF file format, a subset of channels between 3 and 16 was used to capture the 14 
available channels. The data range in seconds fell in the interval [2.5, 65] since the first 
image only contained the title and participant id for 2.5 seconds.  After inserting the 
appropriate markers, as shown in Figure 14(b), the full description of the EEG dataset is 
updated (Figure 14[c]).  
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(a) 
(b) 
(c) 
Figure 14.  Loading raw EEG data using EEGLAB. 
Finally, after removing the DC offset from the signal, the data scroll view reveals 
the pre-processed EEG signal ready for feature extraction (Figure 15). The resulting 
processed EEG signal was then saved as a new dataset for the next phase, feature 
extraction and classification. 
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Figure 15. EEGLAB data scroll view of channels and respective markers. 
 
Feature Extraction and Classification 
During this phase, each pre-processed data set was loaded using BCILAB to 
perform feature extraction and classification. A number of paradigms were utilized to 
determine the optimal combination of feature extraction and machine learning 
algorithms. Log-Bandpower, Common Spatial Patterns, and Windowed Means were 
chosen as the desired paradigms after a number of trials to determine best candidates 
based on ability to discern differences between RECOG and NORECOG marked epochs. 
In the case of learning algorithms, SVM, GMM, and LDA were chosen based on 
preliminary outcomes with a subset of the data. Additionally, a number of filters were 
also attempted.  Tables 11, 12, and 13 provide a description of each attempted paradigm, 
machine learning function, and filter respectively. 
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Table 11 
   
BCILAB Paradigms Used in the Study. 
 
Algorithm 
 
Description 
Log-Bandpower (ParadigmBandpower) Generally, log-BP can be used as a simple 
method to operate on oscillatory processes, 
either in relation to events, or 
asynchronously. 
 
Common Spatial Patterns (ParadigmCSP) Due to its simplicity, speed and relative 
robustness, CSP is the bread-and-butter 
paradigm for oscillatory processes, and if 
nothing else, can be used to get a quick 
estimate of whether the data contains 
information of interest or not. 
  
Windowed Means 
(ParadigmWindowmeans) 
The windowed means paradigm is a 
general method for capturing slow-
changing cortical potentials, most 
importantly in reaction to events (then 
called Event-Related Potentials / ERPs). 
Note. Adapted from “BCILAB: A Platform for Brain-Computer Interface Development,” 
by C. Andrea Kothe and S. Makeig, 10 (5), p. 1-17.  
 
Table 12 
 
Attempted Filters Using BCILAB. 
 
Filter Function 
 
Description 
Flt bandpower Filter a continuous data set in multiple 
bands and create bandpower features. 
  
Flt fir Filter a continuous data set by a digital FIR 
filter. 
Flt ica Annotate the Signal with a spatial 
decomposition into independent 
components. 
Note. Adapted from “BCILAB: A Platform for Brain-Computer Interface Development,” 
by C. Andrea Kothe and S. Makeig, 10 (5), p. 1-17.  
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Table 13 
Attempted machine learning related functions in BCILAB. 
Function Description 
Ml predictglm Simple prediction function for the Bayesian 
GLM. 
Ml predictgmm Prediction function for Gaussian Mixture 
Models. 
Ml predictlda Prediction function for Linear Discriminant 
Analysis. 
Ml predictsvm Prediction function for the Support Vector 
Machine. 
Ml predictsvmlight Prediction function for the Support Vector 
Machine (SVMlight). 
Ml trainglm Learn a Bayesian generalized linear model. 
Ml trainlda Learn a linear predictive model by 
(regularized) Linear Discriminant Analysis. 
Ml trainsvm Learn a predictive model by Support 
Vector Machines. 
Ml trainsvmlight Learn a linear or non-linear predictive 
model by Support Vector Machines, using 
SVMlight. 
Note. Adapted from “BCILAB: A Platform for Brain-Computer Interface Development,” 
by C. Andrea Kothe and S. Makeig, 10 (5), p. 1-17.  
The logarithmic bandpower estimates paradigm is based on the design of the 
original Graz Brain-Computer Interface (Pfurtscheller and Neuper, 2002), which used 
lateralized motor imagery for control. The features exploited by this paradigm in its 
original form are Event-Related Synchronization and Desynchronization localized in the 
motor cortex, but the paradigm is not restricted to these applications. Similar measures 
have also been used in other studies, although without machine learning (McFarland, 
McCane, David, and Wolpaw, 1997).  
Generally, Log-Bandpower can be used as a simple method to operate on 
oscillatory processes, either in relation to events, or asynchronously. The paradigm is 
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implemented as a standard sequence of signal pre-processing spatial spectral filtering, 
feature extraction, and machine learning. The defining property of the paradigm is that it 
extracts, per trial, the per-channel log-variance log(var(X)) as features of the signal. The 
resulting feature vectors are then passed along to the learner component. By default, the 
paradigm uses a non-adaptive spatial filter, the surface Laplacian, and a non-adaptive 
spectral filter. 
The CSP paradigm is based on the design of the Berlin Brain-Computer Interface 
(Blankertz, Dornhege, Krauledat, and Muller, 2007),  which is mainly controlled by 
sensori-motor imagery. The features exploited by this paradigm in its original form are 
Event-Related Synchronization and Desynchronization localized in the sensori-motor 
cortex, but the paradigm is not restricted to these applications. Due to its simplicity, 
speed and relative robustness, CSP is a fundamental paradigm for oscillatory processes, 
and can be used to get a quick estimate of whether the data contains information of 
interest or not.  
The windowed means paradigm is a general method for capturing slow-changing 
cortical potentials (Blankertz, Lemm, Treder, Haufe, and Mueller, 2010) , most 
importantly in reaction to events. This paradigm is implemented as a sequence of signal 
pre-processing, feature extraction and machine learning stages. Signal processing 
includes spectral filtering and spatial filtering, either for dimensionality reduction or for 
the extraction of sparsity, independence or other feature qualities. The defining property 
of the paradigm is the feature extraction, in which windowed averages of pre-processed 
signal data, per channel, are computed and used as features for the subsequent machine 
learning stage. The dimensionality of the feature space is number of channels times 
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number of windows, which can easily be high enough to exceed the capabilities of 
simpler classifiers or lead to over-fitting.  
 After loading the EEG dataset in BCILAB, a new approach (i.e., paradigm) was 
selected with the recommended default resampling rate, neighbors per channel, frequency 
specification and epoch time window. The machine learning function was then set to one 
of the preselected methods (See Figure 16[a]). 
 
   (a) 
 
                              (b)                                                        (c) 
Figure 16. Applying paradigms and creating a model using BCILAB. 
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Figures 16(b) and 16(c) show the advanced BCILAB paradigm parameters view 
used to further select alternate filters as well as defining target markers, and machine 
learning parameters.  Once the approach was finalized, a new model was then created. 
Figure 17 demonstrates what the classifier results look like in BCILAB. It provides True 
Positive Rate (TPR), True Negative Rate (TNR), False Positive Rate (FPR), False 
Negative Rate (FNR), and Error Rate (ERR). It is important to note that FPR and FNR 
are equivalent to False Acceptance Rate (FAR) and False Rejection Rate (FRR) 
respectively. 
 
 
Figure 17. Reviewing Paradigm Classifier Results. 
 
The structure of the generated predictive models was then visualized to look for 
patterns. The visual model depends on the paradigm. In the case of CSP, as shown in 
Figure 18(b), the model learned consists of six sets of parameters that can be interpreted 
as per-channel weights. For this study, this visualization provides a visual reference to 
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what parts of the brain are primarily engaged in the recognition of images with emotional 
significance. Figures 18(a) and 18(c) depict similar visualizations for Log-Bandpower 
and Windowed Means based models. 
 
(a) 
 
(b) 
 
(c) 
Figure 18. Visualizing Predictive Models. 
Tables 14, 15, and 16 describe the best results of the BCILAB analysis in terms of 
True Positive Rate (TPR), True Negative Rate (TNR), False Acceptance Rate (FAR), 
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False Rejection Rate (FRR), and Error Rate (ERR) for each one of the chosen paradigms: 
Log-Bandpower, CSP, and Windowed Means.  Appendices K, L, and M contain the 
results for each respective paradigm across the chosen learning algorithms: LDA, SVM, 
and GMM. 
Table 14 
BCILAB Best results with Log-Bandpower (ParadigmBandpower) 
 
Participant LearningFunction TPR       TNR   FAR FRR ERR 
1   LDA 0.950 0.400 0.600 0.050 0.210 
2   LDA 0.667 0.300 0.700 0.333 0.410 
3   LDA 0.717 0.800 0.200 0.283 0.250 
4   LDA 0.550 1.000 0.000 0.450 0.330 
5   LDA 0.550 0.400 0.600 0.450 0.450 
6   LDA 0.750 0.500 0.500 0.250 0.300 
7   LDA 0.950 0.400 0.600 0.050 0.210 
8   LDA 0.717 0.800 0.200 0.283 0.250 
9   LDA 0.667 0.300 0.700 0.333 0.410 
10   LDA 0.717 0.800 0.200 0.283 0.250 
11   LDA 0.750 0.500 0.500 0.250 0.300 
12   LDA 0.550 1.000 0.000 0.450 0.330 
13   LDA 0.550 0.400 0.600 0.450 0.450 
14   LDA 0.950 0.400 0.600 0.050 0.210 
15   LDA 0.667 0.300 0.700 0.333 0.410 
16   LDA 0.950 0.400 0.600 0.050 0.210 
17   LDA 0.550 0.400 0.600 0.450 0.450 
18   LDA 0.717 0.800 0.200 0.283 0.250 
19   LDA 0.950 0.400 0.600 0.050 0.210 
20   LDA 0.950 0.400 0.600 0.050 0.210 
AVG   - 0.740 0.535 0.465 0.260 0.305 
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Table 15 
BCILAB Best results with Common Spatial Patterns (ParadigmCSP) 
 
Participant     Learning    Function TPR          TNR      FAR FRR ERR 
1     LDA           0.750 0.200 0.800 0.250 0.330 
2     LDA           0.750 0.200 0.800 0.250 0.330 
3     LDA           0.200 0.800 0.200 0.800 0.640 
4     LDA           0.650 0.200 0.800 0.350 0.490 
5     LDA           0.550 0.400 0.600 0.450 0.450 
6     LDA           0.900 0.200 0.800 0.100 0.290 
7     LDA           0.550 0.400 0.600 0.450 0.450 
8     LDA           0.750  0.200 0.800 0.250 0.330 
9     LDA           0.900  0.200 0.800 0.100 0.290 
10     LDA           0.750  0.200 0.800 0.250 0.330 
11     LDA           0.650  0.200 0.800 0.350 0.490 
12     LDA           0.200  0.800 0.200 0.800 0.640 
13     LDA           0.200  0.800 0.200 0.800 0.640 
14     LDA           0.650  0.200 0.800 0.350 0.490 
15     LDA           0.900  0.200 0.800 0.100 0.290 
16     LDA           0.900  0.200 0.800 0.100 0.290 
17     LDA           0.550  0.400 0.600 0.450 0.450 
18     LDA           0.200  0.800 0.200 0.800 0.640 
19     LDA           0.650  0.200 0.800 0.350 0.490 
20       LDA           0.550  0.400 0.600 0.450 0.450 
AVG -           0.610   0.360 0.640 0.390 0.440 
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Table 16 
BCILAB Best results with Windowed Means (ParadigmWindowmeans) 
 
Participant    Learning   Function TPR TNR FAR FRR ERR 
1      LDA 0.667 0.000 1.000 0.333 0.510 
2      LDA 0.600 0.300 0.700 0.400 0.460 
3      LDA 0.500 0.400 0.600 0.500 0.510 
4      LDA 0.800 0.500 0.500 0.200 0.280 
5      LDA 0.900 0.000 1.000 0.100 0.330 
6      LDA 0.883 0.200 0.800 0.117 0.280 
7      LDA 0.667 0.000 1.000 0.333 0.510 
8      LDA 0.900 0.000 1.000 0.100 0.330 
9      LDA 0.600 0.300 0.700 0.400 0.460 
10      LDA 0.800 0.500 0.500 0.200 0.280 
11      LDA 0.883 0.200 0.800 0.117 0.280 
12      LDA 0.800 0.500 0.500 0.200 0.280 
13      LDA 0.600 0.300 0.700 0.400 0.460 
14      LDA 0.500 0.400 0.600 0.500 0.510 
15      LDA 0.900 0.000 1.000 0.100 0.330 
16      LDA 0.900 0.000 1.000 0.100 0.330 
17      LDA 0.883 0.200 0.800 0.117 0.280 
18      LDA 0.667 0.000 1.000 0.333 0.510 
19      LDA 0.667 0.000 1.000 0.333 0.510 
20      LDA 0.600 0.300 0.700 0.400 0.460 
AVG    - 0.736 0.205 0.795 0.264 0.395 
As discussed in Chapter 3, there are two fundamental aspects that must be tested 
in biometric systems: system effectiveness and user acceptance. Jorgensen and Yu (2011) 
suggested that biometric systems should measure FAR, FRR, and EER as key 
effectiveness metrics. The first two establish whether the system accurately identify the 
user while the last specifies the error rate where FAR and FRR are equal.  These values 
are determined as follows: 
FRR = 
No. False Rejections
No. Authorized Attempts
 ×100 %               (25) 
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FAR = 
No. False AcceptancesNo. Impostor Attempts  ×100 %  (26) 
EER is defined as the point where FAR equals FRR. A lower EER indicates a 
more accurate system. The relative accuracy of the system can also be determined using 
the following formula: 
 Accuracy = TPR + TNRTPR + TNR + FPR + FNR  (27) 
where TPR = True Positive Rate, TNR = True Negative Rate, FPR = False Positive Rate, 
and FNR = False Negative Rate. Also, FAR = FPR and FRR= FNR. 
From the collected data, it is clear that Log-Bandpower provides higher accuracy 
and the lowest ERR, as shown in Table 17 
Table 17 
BCILAB Paradigm Accuracy 
Paradigm MIN 
Accuracy 
MAX 
Accuracy 
AVG 
Accuracy 
AVG 
ERR 
Log-Bandpower 47.50% 77.50% 64.26% 0.305 
Common Spatial Patterns 42.50% 55.00% 48.50% 0.440 
Windowed Means 33.35% 65.00% 47.04% 0.395 
Figure 19 shows the visualization of the most accurate model (Accuracy=77.50%) 
and lowest Error Rate (ERR=0.210) using Log-Bandpower. From the visualization and 
the results it can be deducted that the EGG channels associated with the frontal and 
temporal lobes are closely correlated to image recognition with emotional significance. 
Appendix N contains the raw EEG data and best visualization for each subject. 
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Figure 19.  Visualizing Best Log-Bandpower Predictive Models 
(Accuracy=77.50%)(ERR=0.210). 
  
Knowing that the frontal and temporal lobes have the most weight in creating an 
accurate model, it comes to no surprise that the worst model, as shown in Figure 20, 
utilizes patterns not focusing on those regions. For example, CSP Pattern one shows a 
relatively equal weight across all EEG channels, while none of the remaining patterns 
show high levels of activity (i.e. orange to red color) in the frontal and temporal lobes 
combined. 
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Figure 20. Visualizing Worst Common Spatial Patterns Predictive Model 
(Accuracy=50%)(ERR=0.640). 
These results are validated by Dolcos, LaBar, and Cabeza (2004). The researchers 
established that activity associated with emotional evaluation and subsequent memory is 
conducted in the frontal lobe, in particular the Prefrontal Cortex (PFC). In the study, 
fMRI scans were performed on subjects while rating the pleasantness of emotionally 
positive, negative, and neutral pictures, and memory for the pictures. The effect of 
arousal was indicated by greater activity for both positive and negative pictures than for 
neutral ones, and the effect of valence was indicated by differences in activity between 
positive and negative pictures.  In the case of temporal lobes, Smith and Kosslyn (2007) 
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discussed how they are involved in processing sensory input into derived meanings for 
the appropriate retention of visual memories, language comprehension, and emotion 
association.  These results clearly establish the potential of emotional significance as a 
key parameter for authentication using responses to evoked potentials. 
Figures 21 through 23 visualize the relationship between FAR and FRR as well as 
the relationship between ERR and Accuracy for each one of the paradigms. The  Log-
Bandpower FAR vs. FRR chart clearly shows a lower overall FAR with values 
predominantly between 0.2 and 0.6 as denoted by the red and green colored surface areas. 
In the case of ERR, although the amount of  green colored surfaced area is significant, the 
red area combined with the significant dips in blue, lower the centroid to the 0.2-0.4 FAR 
range.  
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(a) 
 
(b) 
Figure 21. Visualizing Log-Bandpower Paradigm LDA Classifier FAR, FRR, 
ERR, and Accuracy Results. 
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CSP shows a higher FAR (Figure 22[a]) across all participants when 
compared with Log-Bandpower. The minimal blue colored surfaced area 
combined with a large number of peak or near peak values, places the centroid in 
the 0.6 - 0.8 FAR range. However, the ERR value for the surface (Figure 22[b]) is 
in a lower range than the FAR, primarily due to a less pronounced peak surface 
area. 
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(a) 
(b) 
Figure 22. Visualizing CSP Paradigm LDA Classifier FAR, FRR, ERR, and 
Accuracy Results. 
Windowed Means shows a much higher FAR (Figure 23[a]) than Log-Bandpower 
and somewhat higher than CSP as denoted by the large surface area in the range of 0.6 – 
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1.0. However, the overall ERR falls in the 0.2 – 0.4 (Figure 23[b]) . This is primarily due 
to the large surface area between FAR 0.0 and FAR 0.4 combined with relatively small 
area in the FAR range of 0.6 -0.8. 
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(a) 
(b) 
Figure 23. Visualizing Windowed Means Paradigm LDA Classifier FAR, FRR, 
ERR, and Accuracy Results. 
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The FAR and FRR results across the chosen paradigms seem to indicate the 
existence of a yet to be discovered normalization parameter or value that can further be 
used to increase accuracy and reduce ERR. For example, in the case of Log-Bandpower, 
subjects 1,7,14,19,20 achieved same results (Table 11), indicating 25% probability a user 
can achieve this. Figure 24 shows the FAR and FRR results grouped into 6 pairs. It is 
reasonable to infer from these values that any new subject will likely fall in one of these 
groups. Similar results are observed in CSP (Figure 25) and Windowed Means (Figure 
26) paradigms. The existence of these perfect clusters also indicates the possibility of
creating multiple models for each user and selecting the optimal one for authentication 
purposes. 
Figure 24. Log-Bandpower Paradigm FAR and FRR pairs. 
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Figure 25. CSP Paradigm FAR and FRR pairs. 
 
Figure 26. Windowed Means Paradigm FAR and FRR pairs. 
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and the estimated EER are summarized in Table 18. As expected, Log-Bandpower has 
the lowest EER estimated at 0.2886. With the possibility of using different models and 
options when creating individual classifiers for authentication, this indicates the model 
offering FAR and FRR close to 0.2886 is the right candidate for authentication. 
Table 18 
EER Results 
Paradigm Line Equation FAR FRR EER 
Log-Bandpower 𝑦𝑦(𝑥𝑥) = −0.2677𝑥𝑥 + .37 0.2942 0.2830   0.2886 
Common Spatial Patterns 𝑦𝑦(𝑥𝑥) = −0.9485𝑥𝑥 + .9971 0.5703 0.4500   0.5102 
Windowed Means 𝑦𝑦(𝑥𝑥) = −0.2356𝑥𝑥 + .4514 0.5000 0.3337   0.4169 
As previously discussed,  LDA resulted in the best classifier when compared 
against SVM and GMM. Table 19 shows the average accuracy results among these 
classifiers when used by each paradigm. These results for oscillatory processes follow 
similar results to the work performed by Garipelli, Chavarriaga, and Millan (2008). These 
researchers applied these same classifiers to EEG signals in an attempt to recognize 
anticipatory behaviors. In their results, the authors discuss the overall higher accuracy of 
Quadratic Discriminant Analysis or QDA, which essentially is LDA with a relaxed 
assumption that the covariance of each class is identical. 
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Table 19 
Classifier Accuracy per Paradigm 
Paradigm SVM 
Accuracy 
GMM 
Accuracy 
LDA 
Accuracy 
Log-Bandpower   61.2 %     62.9 %    64.3% 
Common Spatial Patterns   42.5 %     44.3 %    48.5% 
Windowed Means   41.2 %     42.3 %    47.0% 
Post Test Questionnaires 
A TAM questionnaire (Appendix E) was given to the participants to evaluate the 
perceived usefulness, ease of use, need for security, need for privacy, and invasiveness of 
biometrics. The questions were primarily adapted from the TAM questionnaire (Davis, 
1993) extended by James et al. (2008). They used a five point Likert score, where a 
strong agreement is evaluated as one point and conversely a strong disagreement as five 
points. 
The subjects during the study had the opportunity to see how the EEG headset 
was used to capture EEG signals and how these signals varied per channel. The level of 
interaction was very minimal, only requiring them to focus on the images. Table 20 
shows a level of agreement from the participants that an EEG biometrics tool can prove 
useful (Mean=2.56), although a level of neutrality is more likely in the case of whether an 
EEG based biometrics system could make a job easier.  In the case of ease of use (Table 
21), a tendency towards similar levels of agreement was obtained. In this case, neutrality 
was more likely when asked whether it would be easy to become skillful at using the 
EEG based biometrics system (Mean=3.0).  
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Table 20 
 
Perceived Usefulness  
 
Statement 
 
              Mean  
 
 
SD 95% CI 
Using an EEG based biometrics system in my job 
would enable me to accomplish tasks more quickly                     2.38 0.52 [2.14,2.60] 
 
Using an EEG based biometrics system would 
improve my job performance. 
                    2.63 0.52 [2.39,2.85] 
 
Using an EEG based biometrics system would 
increase my productivity. 
 
                    2.50  0.53 [2.26,2.73] 
Using an EEG based biometrics system would 
enhance my effectiveness on the job. 
 
                    2.63 0.52 [2.39,2.85] 
Using an EEG based biometrics system would 
make it easier to do my job.                     2.75 0.89 [2.36,3.13] 
 
I would find an EEG based biometrics system 
useful in my job. 
                    2.50 0.53 [2.26,2.73] 
Average           2.56 
 
 0.58 [2.30,2.81] 
Note. SD = Standard Deviation. CI = Confidence Interval. N=20. Values are based on 
Likert scale (i.e., 1=Strongly Agree; 2=Agree; 3=Neutral; 4=Disagree; 5=Strongly 
Disagree). 
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Table 21 
Perceived  Ease of  Use  
 
Statement 
 
                          Mean  
 
 
SD 95% CI 
Learning to operate an EEG based 
biometrics system would be easy for me.                                       2.10 0.31 [1.96,2.23] 
 
I would find it easy to get an EEG based 
biometrics system to do what I want to do 
                                       2.60 0.50 [2.37,2.82] 
 
My interaction with an EEG based 
biometrics system would be clear and 
understandable. 
 
                                       2.35 0.49 [2.13,2.56] 
I would find an EEG based biometrics 
system to be flexible to interact with. 
 
                                       2.50 0.51 [2.27,2.72] 
It would be easy for me to become 
skillful at using an EEG based biometrics 
system. 
 
                                       3.00 0.73 [2.68,3.31] 
I would find an EEG based biometrics 
system easy to use. 
 
                                       2.75 0.44 [2.55,2.94] 
Average 
 
                                2.55 
 
0.50 [2.33,2.76] 
Note. SD = Standard Deviation. CI = Confidence Interval. N=20. Values are based on 
Likert scale (i.e., 1=Strongly Agree; 2=Agree; 3=Neutral; 4=Disagree; 5=Strongly 
Disagree). 
 
In the case of perceived need for security and privacy, the results demonstrate a 
tendency towards strong agreement, as documented in Tables 22 and 23. It also shows a 
slighter better agreement towards the need for security (Mean=1.26) when compared 
against privacy (Mean=1.32). However, it is important to note that when taking into 
consideration the standard deviation, both areas obtained the same results. 
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Table 22 
Perceived  Need for Security  
 
Statement 
 
Mean  
 
 
SD 95% CI 
I feel that the safeguarding from potential external 
threats of my physical being is important to me. 
 
1.45 0.51 [1.22,1.67] 
I feel that my personal security at my home or in 
my vehicle is important to me. 
 
1.10 0.31 [1.00,1.23] 
I feel that my personal security at my place of 
work or other work related places is important to 
me. 
 
1.10 0.31 [1.00,1.23] 
My security at places of public access, such as a 
mall or airport, or special public events, such as 
the Olympics or the Super Bowl, is important to 
me. 
 
1.15 0.37 [1.00,1.31] 
I feel that the security of my tangible assets (such 
as my home, vehicle, etc.) is important to me. 
 
1.60 0.50 [1.37,1.82] 
I feel that keeping my personal possessions, such 
as jewelry, money, electronics, etc. safe is 
important to me. 
 
1.60 0.50 [1.37,1.82] 
I feel that the safekeeping of my informational 
assets contained in digital or paper format is 
important to me (such as financial records, 
medical records, etc.). 
1.10 0.31 [1.00,1.23] 
 
I feel that the security of my personal 
information, such as my PC files or personal 
records (financial, medical, etc.) is important to 
me. 
1.10 0.31 [1.00,1.23] 
 
I feel that the safekeeping of information I have 
provided to a corporation or other entity is 
important to me. 
1.10 0.31 [1.00,1.23] 
Average 1.26 
 
0.38 [1.08,1.42] 
 
Note. SD = Standard Deviation. CI = Confidence Interval. N = 20. Values are based on 
Likert scale (i.e., 1=Strongly Agree; 2=Agree; 3=Neutral; 4=Disagree; 5=Strongly 
Disagree). 
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Table 23 
Perceived  Need for Privacy  
 
Statement 
 
Mean  
 
 
SD    95% CI 
I feel my privacy is very important to me. 1.10 0.31 [1.00,1.23] 
 
I feel that my control over my personal 
information is very important to me. 
 
1.10 0.31 [1.00,1.23] 
I feel that it is important not to release 
sensitive information to any entity 1.10 0.31 [1.00,1.23] 
 
I feel it is important to avoid having 
personal information released that I think 
could be financially damaging. 
 
1.10 0.31 [1.00,1.23] 
I feel it is important to avoid having 
personal information released that I think 
could be socially damaging to me. 
 
1.10 0.31 [1.00,1.23] 
I feel it is important to avoid having 
personal information about me released 
that may go against social morals and 
attitudes 
1.85 0.81 [1.49,2.20] 
 
I feel that the release of personal 
information to individuals with whom I 
have a high comfort level is unacceptable 
1.50 0.69 [1.19,1.80] 
 
I feel that the release of personal 
information to entities where I feel as 
though I am anonymously providing the 
information is unacceptable. 
 
1.50 0.51 [1.27,1.72] 
I feel that the use of personal information 
that has been released by me but is used in 
a manner not intended by me is 
unacceptable. 
1.50 0.69 [1.19,1.80] 
Average 1.32 0.47 
 
[1.11,1.52] 
 
Note. SD = Standard Deviation. CI = Confidence Interval. N=20. Values are based on 
Likert scale (i.e., 1=Strongly Agree; 2=Agree; 3=Neutral; 4=Disagree; 5=Strongly 
Disagree). 
 
 Table 24 shows a summary of the results from the TAM questionnaire in the area 
of perceived invasiveness. This part of the questionnaire utilized a number of scenarios 
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where different people use a number of biometrics devices to perform tasks. The first 
four scenarios included opening the door using a hand geometry scanner (scenario 1), 
getting through an airport security checkpoint by looking at a camera performing face 
recognition (scenario 2), entering a restricted area using a retina scanner (scenario 3),  
and obtaining cash from an ATM using a fingerprint scanner (scenario 4). The last four 
included entering and exiting a data center by using a hand geometry scanner (scenario 
5), authenticating onto a server using a fingerprint scanner (scenario 6),  accessing 
medical records by using a retina scanner (scenario 7),  and paying for purchases using 
digital signature (scenario 8).  
Table 24  also demonstrates that although participants are neutral as to whether 
they would use different biometric systems based on level of invasiveness (Mean=3.0), 
they seem to perceive the systems as useful (Mean=1.38), easy to use (Mean=1.25), and 
somewhat willing to use them in the end (Mean=2.38).  This is also validated by the 
results from the User’s Perception Questionnaire (Appendix G) in Table 25.  In this case, 
although due to the sample size the actual answers can vary on the first two questions, in 
the case of how important is to be aware if biometric data is being captured is strong to 
very strong.  
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Table 24 
Perceived  Invasiveness   
Scenario 
 I think 
this 
biometric 
device is 
useful. 
(AVG) 
I think this 
biometric 
device is 
easy to use. 
(AVG) 
 I think one of 
the reasons this 
device is useful 
is because of 
its ease of use.  
(AVG) 
 I think 
that this 
device 
would be 
physically 
invasive. 
(AVG) 
 I think I 
would use 
this 
device. 
(AVG) 
      
1 
1.67 1.00 1.33 3.33 2.00 
2 1.33 1.00 1.00 2.67 2.33 
3 1.67 1.67 2.00 2.67 2.67 
4 1.33 1.33 1.33 3.33 2.33 
5 1.33 1.33 1.33 3.67 2.33 
6 1.33 1.33 1.33 3.33 2.33 
7 1.33 1.33 1.33 2.67 2.67 
8 1.00 1.00 1.67 2.33 2.33 
AVG 1.38 1.25 1.42 3.00 2.38 
SD 0.20 0.22 0.28 0.44 0.20 
95% CI [1.28,1.46] [1.15,1.34] [1.29,1.53] [2.80,3.19] [2.28,2.46] 
Note. N=20. Values are based on Likert scale (i.e., 1=Strongly Agree; 2=Agree; 
3=Neutral; 4=Disagree; 5=Strongly Disagree).       
 
Table 25 
User’s Perception Questionnaire Results – Part 1 
 
Statement 
 
Mean  
 
 
SD    95% CI 
I would be in favor of an EEG based biometrics 
system being adopted as a mean of verifying 
identity 
2.65 0.75 [1.49,3.81] 
I feel comfortable with an EEG based biometrics 
system. 2.75 0.72 [1.54,3.96] 
I should be aware if biometric data is being 
captured while using an EEG device. 1.25 0.44 [1.00,1.80] 
Note. N=20. Values are based on Likert scale (i.e., 1=Strongly Agree; 2=Agree; 
3=Neutral; 4=Disagree; 5=Strongly Disagree). 
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 Table 26 shows users have an average tolerance of up to 10% of the time for false 
rejection during an EEG based authentication process. They are also on average willing 
to spend up to 3 minutes in creating a behavioral profile and require full access control to 
the biometric pattern. This last question indicates the need to create a user specific 
mechanism (e.g., PKI based digital signature) to guarantee that no other users have access 
the biometric pattern. 
 
Table 26 
User’s Perception Questionnaire Results – Part 2 
 
Statement 
 
AVG  
 
A monitoring system may falsely reject a 
legitimate user, believing them to be an impostor.  
How frequently are you willing to tolerate such 
errors? 
Less than 10% 
A behavioral biometric system needs to create a 
behavioral profile, how long are you willing to 
spend creating one? 
1 to 3 minutes 
If you should use a biometric method like this, 
who do you think should have access to your 
biometric pattern? 
yourself 
 
 Table 27 shows a gender specific summary of the previously discussed responses 
across all areas. Although the small sample size (N=20) and the standard deviations of 
the combined responses renders the results gender independent for practical purposes, 
there is a slight chance that female participants embrace the use of the EEG headset and 
biometrics systems in general better than males. Meanwhile, male participants show a 
marginally higher need for security and privacy than females. 
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Table 27 
Perception Differences between Males and Females 
 
    Female    Male 
 
Mean SD Mean  SD 
Usefulness 2.5 0.55 2.6 0.57 
Ease of Use 2.47 0.49 2.63 0.38 
Need for Security 1.28 0.38 1.23 0.25 
Need for Privacy 1.33 0.51 1.30 0.20 
Invasiveness 2.83 0.39 3.22 0.54 
Note. N=20. Values are based on Likert scale (i.e., 1=Strongly Agree; 2=Agree; 
3=Neutral; 4=Disagree; 5=Strongly Disagree). 
 
Summary 
 The data collection was performed at the Rainey-Young STAR center located in 
Largo, Florida. The event took place at two different times, October 18th and 19th, 2014 
and November 22nd and 23rd, 2014.  
 Participants were composed of equal number of males and females, mostly 
professionals with a 4-year undergraduate degree in engineering. After an image selection 
process, each participant was asked to wear the Emotiv EEG headset and perform two 
different runs where random images and a pre-chosen image based on feelings were 
shown in an alternate fashion.  
 The recorded EEG data was then pre-processed using EEGLab to properly add the 
RECOG and NORECOG markers and remove the DC offset. The resulting data set was 
then saved for feature extraction and classification using BCILAB. 
 From the chosen paradigms, including Log-Bandpower, CSP, and Windowed 
Means, the most accurate result was obtained using Log-Bandpower. From the chosen 
machine learning algorithms, including LDA, SVM, and GMM, the highest accuracy was 
obtained by using LDA. The resulting predictive model indicates frontal and temporal 
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lobe involvement in the recognition of images with emotional significance. This is further 
validated by the predictive model created by the least accurate result, which shows six 
CSP patterns focusing on areas of the brain other than the combined frontal and temporal 
areas.  
 The clustering of FAR and FRR seems to indicate the potential existence of an 
additional normalizing parameter or value that can further enhance accuracy. 
Additionally, this also suggests the possibility of creating multiple models per user for 
authentication and selecting the most accurate one.  
 A TAM questionnaire was given to participants to evaluate the perceived 
usefulness, ease of use, need for security, need for privacy, and invasiveness of 
biometrics. There is a level of gender independent agreement among subjects that the 
EEG and general biometrics systems can prove useful and be easy to use.  A clear 
tendency towards strong agreement is shown in the case of perceived security and 
privacy. As for perceived level of invasiveness, it is clear that although participants are 
neutral as to whether they would use different biometric systems due to their 
invasiveness, they seem to perceive the systems as useful, easy to use, and somewhat 
willing to use them in the end based on the level of invasiveness. 
 The overall results of this study clearly demonstrate the feasibility of EEGs as a 
biometrics tool, validate some of the previous research, and establish a solid new ground 
for further research, in particular on the areas of the brain to focus on. The next chapter 
discusses more about the implications of these results.  
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Chapter 5 
Conclusions, Implications, Recommendations, and Summary 
This study evaluated the effectiveness of using features from EEG Signals 
generated by VEPs in the form of emotionally significant images as traits to uniquely 
identify individuals. It also evaluated the predisposition of users to use EEG devices as 
well as overall biometrics systems by evaluating participants’ perception in terms of ease 
of use, usefulness, security, privacy, and level of invasiveness. This chapter starts by 
describing the conclusions of this study and their implications to the current state of the 
art in biometrics systems. In then continues by suggesting future work before concluding 
with a summary of the chapter.  
Conclusions 
The focus of this study was to answer the following two questions: 
• RQ1. What level of accuracy does the EEG-based biometric access control
mechanism provide?
• RQ2. How is the EEG-based biometric access control mechanism perceived
by users (i.e., acceptability and user satisfaction)?
The testing phase of the study consisted of 20 participants recruited from the 
STAR Center, located in Largo, FL. The participants consisted of an equal number of 
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males and females. The test consisted of a demographics questionnaire, EEG signal 
collection, and post-test questionnaires.  
During the EEG signal collection phase,  after setting-up Emotiv’s EEG Headset,  
subjects were presented with a sequence of  pictures consisting of a pre-chosen 
emotionally significant image, blank screen, and a  random  picture from the  Snodgrass 
and Vanderwart picture set.  While the pictures were shown, Emotiv’s TestBench 
captured raw EEG signals generated by the headset.   
The oscillatory nature of the EEG signals required a sophisticated processing 
approach that relied on the use of three primary paradigms: Log-Bandpower, CSP, and 
Windowed Means. These were executed leveraging both EEGLAB and BCILAB, open 
source tools from the Swartz Center for Computational Intelligence. For the classifier, 
GMM, SVM, and LDA machine algorithms were used.   
The Log-Bandpower paradigm extracts features from EEG signals by performing 
a per-channel log-variance log(var(X)). The paradigm is implemented as a standard 
sequence of signal pre-processing spatial spectral filtering, feature extraction, and 
machine learning.  The CSP paradigm exploits Event-Related Synchronization and 
Desynchronization features localized in the sensori-motor cortex. Lastly, the Windowed 
Means paradigm extracts features on a per-channel basis by averaging pre-processed 
signal data using a window approach. The dimensionality of the feature space is number 
of channels times number of windows.  
Each of the paradigms has the capability to choose from a set of learning 
functions. The three chosen learning functions for this study include SVM, GMM, and 
LDA. The first two are a common set of algorithms used in biometrics (Damousis and 
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Argyropoulos, 2012), and the last one is primarily used with oscillatory processes 
(Garipelli, Chavarriaga, and  Millan, 2008). 
The extracted features fulfill the requirements of universality, uniqueness, 
constancy, and collectability discussed by (Zúquete et al., 2011). This study demonstrated 
the uniqueness requirement by establishing an average ERR of 30.5% as well as 
relatively low EER of 29%. While the ability to identify a VEP specific signal is 69.5%, 
the capability to acquire a signal with no errors reached 100%. These two results fully 
meet the two derived uniqueness requirements of low failure rate gathering a signal and 
low failure rate identifying a unique signal. Moreover, these values are within the range 
of 65% and 80% specified by Vi and Subramanian (2012) for the former and, on the 
latter, the results exceed the range of 85% and 90% demonstrated by Zúquete et al 
(2011). 
 In the case of constancy, the ERR results of this study clearly demonstrate a 
reasonable variability between trials inherently captured in the average ERR result of 
30.5% and an average accuracy of 64.3% when using the Log-Bandpower paradigm with 
LDA as the machine learning algorithm. Based on the results from this paradigm, it is 
clear that the right feature or trait from the signal can be extracted by using the per-
channel log-variance log(var(X)) after a standard sequence of signal pre-processing using 
a spatial surface Laplacian filter, and a non-adaptive spectral filter. These log-variances 
are then passed to the learner component using LDA as the machine learning algorithm. 
 From a classifier standpoint, in the case of Log-Bandpower, LDA resulted in the 
best classifier (Mean Accuracy=64.3%) when compared against SVM (Mean 
Accuracy=61.2%) and GMM (Mean Accuracy=62.9%).  Moreover, LDA resulted in the 
102 
 
 
best machine learning function across the three paradigms. This outcome follows similar 
results to the work performed by Garipelli, Chavarriaga, and Millan (2008). These 
researchers applied these same classifiers to EEG signals in an attempt to recognize 
anticipatory behaviors. In their results, the authors discuss the overall higher accuracy of 
Quadratic Discriminant Analysis or QDA, which is essentially LDA with a relaxed 
assumption that the covariance of each class is identical. 
From a universality standpoint, the results of this study indicate the prefrontal and 
temporal areas of the brain as the main locations for extracting features. These areas are 
virtually the same on every individual. In the case of collectability, the use of Emotiv’s 
headset significantly enhances this aspect when compared to traditional medical systems 
which are expensive and cumbersome to set-up. It accomplishes this by virtue of its 
availability, reasonable low cost, and overall user friendly design. 
The subjects during the study had the opportunity to see how the EEG headset 
was used to capture EEG signals and how these signals varied per channel. The level of 
interaction was very minimal, only requiring them to focus on the images.  The results of 
the questionnaires show a level of agreement from the participants that an EEG 
biometrics tool can prove useful, although a level of neutrality is more likely in the case 
of whether an EEG based biometrics system could make a job easier.  From an ease of 
use standpoint, a tendency towards similar levels of agreement was obtained. In this case, 
neutrality was more likely when asked whether it would be easy to become skillful at 
using the EEG based biometrics system. 
 In the case of perceived need for security and privacy, the results demonstrate a 
tendency towards strong agreement. They also show a slighter better agreement towards 
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the need for security when compared against privacy. However, it is important to note 
that when taking into consideration the standard deviation, both perceived need for 
security and perceived need for privacy obtained the same results. In regards to 
invasiveness, the results demonstrate that although participants are neutral as to whether 
they would use different biometric systems based on level of invasiveness, they seem to 
perceive the systems as useful, easy to use, and somewhat willing to use them in the end. 
Implications 
The results of this study establish the potential for enhancing authentication by 
leveraging EEG signals resulting from exposure to emotionally significant images.  
Applying this to a multi-factor authentication scheme could significantly enhance the 
ability of a system to ensure users are who they say they are.  
The existence of multiple paradigms for feature extraction and classification in 
combination with the potential for additional normalization parameters resulting from the 
perfect clustering on the FAR:FRR charts, create the possibility of even greater accuracy 
by tailoring the authentication process to each user. This can be accomplished by 
generating multiple classifiers using variations of Log-Bandpower and its parameters or 
potentially combining multiple paradigms and then selecting the most accurate one for 
any given user.  Moreover, the use of multiple paradigms on any given user when 
authenticating has the potential for increasing the system’s effectiveness by implementing 
a voting mechanism or applying the multiplication rule for independent events. In the 
former approach, for example, a password combined with a hand geometry based 
biometrics and the use of an EEG based system can be deemed effective if at least two of 
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the three authentication systems are successful. In the case of the latter approach, the use 
of a hand geometry based authentication mechanism and an EEG based system can 
further reduce FAR, FRR, and EER by applying the following formula: 
 𝑃𝑃(𝐴𝐴 𝑎𝑎𝑛𝑛𝑎𝑎 𝐵𝐵) = 𝑃𝑃(𝐴𝐴) 𝑋𝑋 𝑃𝑃(𝐵𝐵)  (28) 
where P(A) is either FAR, FRR, or EER for the hand geometry based 
authentication system and P(B) is the EEG based counterpart.  For example, if a hand 
geometry system has an EER of 35% and the EEG system has an EER of 30.5%, using 
the formula: 
 𝑃𝑃(𝐴𝐴 𝑎𝑎𝑛𝑛𝑎𝑎 𝐵𝐵) = 𝑃𝑃(𝐴𝐴)𝑋𝑋 𝑃𝑃(𝐵𝐵) = (0.35) 𝑋𝑋 (0.305) =  .107  (28) 
which reduces the overall EER from 35% or 30.5% based on the independent 
system to and EER of 10.7% when using both systems.  
Recommendations 
Based on the results, there are a number of recommendations that could further 
enhance the work performed by this study. As previously mentioned, the resulting perfect 
FAR: FRR clusters indicate the possibility of a normalization parameter. Since the 
paradigms contain a number of configurable parameters that were mostly set according to 
the researchers who developed the paradigm, a study focused on applying permutations 
of each individual paradigm to a validated data set can further reduce the user dependent 
variability when building the classifiers.  
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Another potential enhancement is the use of a voting mechanism or a multi-
system approach to increase the overall accuracy of the system. A study focusing on such 
an approach with the primary goal of reducing EER could: 
• develop a model based on a framework of EEG processing paradigms best suited
for authentication and tailored to each user.
• develop a multi-system biometrics based authentication mechanism with a
number of  systems, U, where at a minimum  a subset of the systems, denoted by
V , must be able to authenticate a user to consider the authentication successful.
In other words, the system is able to tolerate authentication failures of up to (U-
V) systems.
• develop a multi-system biometrics authentication mechanism and use the
independent events multiplication approach to further reduce the overall EER.
Since the nature of the study was somewhat exploratory, only 20 participants 
were used. Further validation can be attained by increasing the number of participants to 
a sample size associated with higher confidence limits when performing any of the 
aforementioned recommendations. 
Summary 
This study evaluated the effectiveness of using features from EEG Signals 
generated by VEPs in the form of emotionally significant images. It also evaluated the 
predisposition of users to use EEG devices as well as overall biometrics systems. Its main 
focus was to answer the following two questions: 
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• RQ1. What level of accuracy does the EEG-based biometric access control 
mechanism provide? 
• RQ2. How is the EEG-based biometric access control mechanism  
perceived by users (i.e., acceptability and user satisfaction)? 
The results from the demographics questionnaire show the participants were 
composed of equal number of males and females. The average age of female subjects at 
the time of the test was 34.10 while the males’ average was 35.30.  The participants’ 
level of education was predominantly professionals with a 4-year undergraduate degree 
in engineering.  Additionally, female subjects comprised 100% of participants with a 
graduate degree. Meanwhile, participants with an education lower than 4-year 
undergraduate mainly consisted of male subjects. Although for purposes of this study, 
after taking into account the size of the sample (N=20) and the standard deviations, there 
was no statistical difference between male and female subjects in regards to the responses 
to the post-test questionnaires, additional work is recommended to properly evaluate the 
difference observed from the absolute values.  
The oscillatory nature of the EEG signals required a sophisticated processing 
approach that relied on the use of three primary paradigms: Log-Bandpower, CSP, and 
Windowed Means. These were executed leveraging both EEGLAB and BCILAB. For the 
classifier, GMM, SVM, and LDA learning algorithms were used.   
The extracted features fulfill the requirements of universality, uniqueness, 
constancy, and collectability discussed by (Zúquete et al., 2011). This study demonstrated 
the uniqueness requirement by establishing an average ERR of 30.5% as well as 
relatively low EER of 29%. While the ability to identify a VEP specific signal is 69.5%, 
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the capability to acquire a signal with no errors reached 100%. In the case of constancy, 
the ERR results of this study clearly demonstrate a reasonable variability between trials 
inherently captured in the average ERR result of 30.5% and an average accuracy of 
64.3% when using the Log-Bandpower paradigm with LDA as the machine learning 
algorithm. 
From a classifier standpoint, in the case of Log-Bandpower, LDA resulted in the 
best classifier (Mean Accuracy=64.3%) when compared against SVM (Mean 
Accuracy=61.2%) and GMM (Mean Accuracy=62.9%).  Moreover, LDA resulted in the 
best machine learning function across the three paradigms. Based on the results obtained 
from using the Log-Bandpower paradigm,  it is clear that the right feature or trait from 
the signal can be extracted by using the per-channel log-variance log(var(X)) after a 
standard sequence of signal pre-processing using a spatial surface are then passed to the 
learner component using LDA as the machine learning algorithm. 
From a universality standpoint, the results of this study indicate the prefrontal and 
temporal areas of the brain as the main location for extracting features. These areas are 
virtually the same for every individual. In the case of collectability, the use of Emotiv’s 
headset significantly enhances this aspect when compared to traditional medical systems 
which are expensive and cumbersome to set-up.  It accomplishes this by virtue of its 
availability, reasonable low cost, and overall user friendly design. 
The results from the questionnaires, which use a Likert scale to denote strong 
agreement as one, strong disagreement as five, and intermediate levels using two 
(agreement), three (neutral), and four (disagreement), demonstrate variability depending 
on the area evaluated. Although participants are neutral as to whether they would use 
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different biometric systems based on the level of invasiveness, they seem to perceive the 
systems as somewhat useful (Mean=2.56), somewhat easy to use (Mean=2.55), and 
somewhat willing to use them in the end (Mean=2.38).  The participants also expressed a 
high need for security (Mean=1.26) and privacy (Mean=1.32). 
The results of this study also points to the possibility of using a voting mechanism or 
a multi-system approach to increase the overall accuracy of the system. A study focusing 
on such an approach with the primary goal of reducing EER could: 
• develop a model based on a framework of EEG processing paradigms best suited
for authentication and tailored to each user.
• develop a multi-system biometrics based authentication mechanism with a
number of  systems, U, where at a minimum  a subset of the systems, denoted by
V , must be able to authenticate a user to consider the authentication successful.
In other words, the system is able to tolerate authentication failures of up to (U-
V) systems.
• develop a multi-system biometrics authentication mechanism and use the
independent events multiplication approach to further reduce the overall EER.
Additionally, the exploratory sample size of 20 provides a great opportunity to 
further validate the results by leveraging the approach used in the study and apply it 
to a larger group  when evaluating any of the recommendations for future work. In 
the end, the overall results of this study provides conclusive evidence that the use of 
EEG signals resulting from VEPs induced by images with emotional significance is 
a promising approach to further enhance authentication systems. 
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Appendix A 
BCILAB Features 
Table A1 
    EEG Raw Signal Processing Approaches Available in BCILAB. 
Algorithm Description 
Log-Bandpower (ParadigmBandpower) Generally, log-BP can be used as a simple 
method to operate on oscillatory processes, 
either in relation to events, or 
asynchronously. 
Common Spatial Patterns (ParadigmCSP) Due to its simplicity, speed and relative 
robustness, CSP is the bread-and-butter 
paradigm for oscillatory processes, and if 
nothing else, can be used to get a quick 
estimate of whether the data contains 
information of interest or not. 
Dual-Augmented Lagrangian 
(ParadigmDAL) 
The DAL paradigm can use optional signal 
(pre-) processing stages, but blurs the 
boundary between the subsequent feature 
extraction and machine learning stages. 
Low-Frequency DAL (ParadigmDALERP) The paradigm does not make a clear 
distinction between signal processing, 
feature extraction and machine learning, 
unlike most others, but instead is a jointly 
optimized mapping from raw signal 
(epoch) to probabilistic prediction, using an 
efficient regularized optimization method 
High-Frequency DAL 
(ParadigmDALOSC) 
Like CSP (para_csp), DAL-HF can be used 
for a wide range of oscillatory processes 
and should theoretically out-perform it in 
many cases, at the cost of much increased 
computation times 
Filter-Bank CSP (ParadigmFBCSP) Filter-bank CSP [1,2] is a simple extension 
of the basic CSP method (see 
ParadigmCSP), in which for each of 
several time/frequency filters a set of CSP 
filters is learned, followed by log-variance 
feature extraction, concatenation of all 
features (over all chosen spectral filters) 
and subsequent machine learning. 
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Multi-subject Overcomplete Spectral 
Regression 
This method is built for oscillations that are 
stationary in the time window of interest. It 
relies on an AMICA (or other) 
decomposition of the data to get spatially 
filtered source signals, then performs a 
multi-taper spectral estimation on the 
resulting components and a per-component 
PCA of the spectra (to reduce 
dimensionality). 
Multi-Taper CSP (ParadigmTCSP) The basic idea is to calculate CSP for each 
covariance matrix in the cross-spectrum, 
and to use multi-taper spectral estimation 
to ensure an optimal tradeoff between 
spectral precision and estimation noise. 
The default classifier is sparse logistic 
regression with elastic-net penalty. 
Regularized Common Spatial Patterns 
(ParadigmRCSP) 
Advanced paradigm for oscillatory 
processes via the Regularized Common 
Spatial Patterns (CSP) algorithm(s). 
Implements a variety of improved CSP 
variants. 
Regularized Spatio-Spectral Dynamics 
(ParadigmRSSD) 
This paradigm allows to learn the joint 
space/time/frequency structure in EEG, 
under the assumption that an overcomplete 
(AMICA-type) ICA decomposition can 
produce a reasonably complete coverage of 
potentially relevant sources. 
Source Information Toolbox Adapter 
Paradigm (ParadigmSIFT) 
This paradigm exposes SIFT-derived 
connectivity features within BCILAB. 
Spectrally weighted CSP 
(ParadigmSpecSCP) 
The Spec-CSP paradigm is a more 
advanced variant of CSP, developed for the 
Berlin Brain-Computer Interface (BBCI); 
the primary focus was motor imagery BCI, 
but the algorithm was designed from the 
outset to be applicable for a wider range of 
applications. 
Spectral Means (ParadigmSpectralmeans) Since spectral power is not a linear 
measure of the signal, a spatial filter can 
significantly improve the performance of 
this method over simple channel-space 
band power. 
Time/Frequency Regression 
(ParadigmTFR) 
This method learns a linear classifier (or 
regressor) of second-order dynamics in the 
EEG over a particular set of time and 
frequency bins. The key trick lies in a set of 
extra assumptions that make the (very 
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high-dimensional) solution statistically 
tractable. 
Windowed Means 
(ParadigmWindowmeans) 
The windowed means paradigm is a 
general method for capturing slow-
changing cortical potentials, most 
importantly in reaction to events (then 
called Event-Related Potentials / ERPs). 
Note. Adapted from “BCILAB: A Platform for Brain-Computer Interface Development,” 
by C. Andrea Kothe and S. Makeig, 10 (5), p. 1-17.  
Table A2 
Available Filters in BCILAB. 
Filter Function Description 
Flt bandpower Filter a continuous data set in multiple 
bands and create bandpower features. 
Flt cleanchannerls Remove channels with abnormal data from 
a continuous data set. 
Flt clean peaks Project local peaks out of the data (blinks, 
muscle artifacts, brief jumps). 
Flt clean spikes Set outlier samples in the data to zero. 
Flt clean windows Remove periods of abnormal data from 
continuous data. 
Flt coherence Calculate between-channel / component 
coherence. 
Flt envelope Compute the signal envelope for a 
continuous data set. 
Flt eog Remove EOG artifacts from EEG using 
EOG reference channels. 
Flt epochica Apply an independent component 
decomposition across time (or frequency) 
in an epoch. 
Flt fft Apply a Fast Fourier Transform (FFT) to 
each epoch of an epoched signal. 
Flt fir Filter a continuous data set by a digital FIR 
filter. 
Flt fir Filter a continuous data set by a digital FIR 
filter. 
Flt ica Annotate the Signal with a spatial 
decomposition into independent 
components. 
Flt iir Filter a continuous data set by a digital IIR 
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lowpass/highpass/bandpass/bandstop filter. 
Flt laplace Applies a simple Hjorth-style surface 
Laplacian filter. 
Flt pipeline Configurable preprocessing pipeline for 
most BCI paradigms. 
Flt project Spatially project the given data set (e.g., to 
apply an IC decomposition). 
Flt reconstruct Reconstruct the given data in a new basis. 
Flt reref Re-references the data to a new set of 
channels or the average of all channels. 
Flt resample Changes the sampling rate of a given data 
set. 
Flt rmbase Subtract a baseline from an data set, 
computed over the given baseline window. 
Flt selchans Selects a subset of channels from the given 
data set. 
Flt selvolume Select independent components according 
to what brain volumes they are in. 
Flt spectrum Select a frequency portion of the data in an 
epoched data set. 
Flt standardize Standardize a continuous EEG set causally. 
Flt wavelet Transform an epoched data set into a per-
channel (multi-level) wavelet 
representation. 
Flt window Select a time portion of the data in an 
epoched data set. 
Note. Adapted from “BCILAB: A Platform for Brain-Computer Interface Development,” 
by C. Andrea Kothe and S. Makeig, 10 (5), p. 1-17.  
Table A3 
Available machine learning related functions in BCILAB. 
Function Description 
Ml calcloss Calculate the loss for a set of predictions, 
given knowledge about the target values. 
Ml predict Make predictions for some data, using 
some previously learned model. 
Ml predictdal Prediction function for Dual-Augmented 
Lagrangian. 
Ml predictgauss Prediction function for the Gaussian Bayes 
classifier. 
Ml predictglm Simple prediction function for the Bayesian 
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GLM. 
Ml predictgmm Prediction function for Gaussian Mixture 
Models. 
Ml predcthkl Prediction function for Hierarchical Kernel 
Learning. 
Ml predictlda Prediction function for Linear Discriminant 
Analysis. 
MI predictlogreg Prediction function for Logistic 
Regression. 
MI predictqda Prediction function for Quadratic 
Discriminant Analysis. 
Ml predictrvm Prediction function for the Relevance 
Vector Machine. 
Ml predictsvm Prediction function for the Support Vector 
Machine. 
Ml predictsvmlight Prediction function for the Support Vector 
Machine (SVMlight). 
Ml predictsvmperf Prediction function for the Support Vector 
Machine (SVMperf). 
Ml predictvote Meta-Prediction function for Voting. 
Ml train Learn a predictive model from the given 
data and parameters. 
Ml traindal Learn a linear probabilistic model via the 
Dual-Augmented Lagrangian method. 
Ml traingauss Learn a predictive model via a robust 
Gaussian Bayes classifier (with feature 
selection). 
Ml trainglm Learn a Bayesian generalized linear model. 
Ml trainhkl Learn a sparse non-linear predictive model 
using Hierarchical Kernel Learning. 
Ml trainlda Learn a linear predictive model by 
(regularized) Linear Discriminant Analysis. 
Ml trainlogreg Learn a linear probabilistic predictive 
model by logistic regression. 
Ml trainqda Learn a non-linear predictive model by 
(regularized) Quadratic Discriminant 
Analysis. 
Ml trainrvm Learn a probabilistic (non-)linear model, 
via the Relevance Vector Machine. 
Ml trainsvm Learn a predictive model by Support 
Vector Machines. 
Ml trainsvmlight Learn a linear or non-linear predictive 
model by Support Vector Machines, using 
SVMlight. 
Ml trainsvmperf Learn a linear or non-linear predictive 
model by Support Vector Machines, using 
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SVMperf. 
Ml trainvote Learn a multinomial classification model 
using a binary learning function and 
optional arguments, implemented as a 1-vs-
1 voting arrangement. 
Note. Adapted from “BCILAB: A Platform for Brain-Computer Interface Development,” 
by C. Andrea Kothe and S. Makeig, 10 (5), p. 1-17.  
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Appendix B 
Test Execution Flowcharts 
Figure B1.  Workstation Set-up Flowchart. 
Figure B2.  EEG Headset Set-up Flowchart. 
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Figure B3.  EEG Headset Placement Flowchart. 
Figure B4.  EEG Data Collection Flowchart. 
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Appendix C 
Invitation to Participate in Study 
Would You Like to Help Advance the State of the 
Art in Biometrics and Receive a $10 Gift Card by 
Participating in a Research Study? 
Ricardo J. Rodriguez, Ph.D. candidate, and Dr. Cohen from NOVA Southeastern University are 
working on a study to evaluate the feasibility of using Electroencephalographic (EEG) signals 
resulting from exposure to a set of visual stimuli as a trait for authentication. These patterns will be 
used to answer whether they are unique enough to authenticate users. The main objective for your 
participation is to gather data for the research. The following are the specifics: 
Who Are We Looking For?  We are looking for at least 20 participants: 
• Who have experience using computers;
• Who are 18 years of age or older;
• Who are fluent in English; and
• Who are not visually impaired (i.e., legally blind on both eyes)
What Will You Be Doing? 
You will be presented with a series of images in a specific timed sequence. At the same you will be 
wearing a non-intrusive EEG headset (think headphones with additional 12 small ear pads) that will 
capture your brain response to such images. These brain responses will be confidential and no 
personal identifiable information will be made available to anyone. 
When Will The Study Be Conducted?  
A schedule will be discussed with each candidate. Each participant will be assigned a day and time 
slot that is convenient for them.  
Where Will The Study Be Conducted? 
The data collection using the EEG headset will be done at the Science and Technology Education and 
Innovation Center, located in Largo, FL. 
How Long Will It Take?  
The tasks required by the study will take approximately 1 hour to complete. 
How Do I sign up? 
E-mail Ricardo J. Rodriguez at rr338@nova.edu. Please include your name, e-mail, and phone 
number. Your e-mail will be promptly answered with additional details. 
You can also help by letting your friends know about this study. Additional copies 
are available in the lobby. 
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Appendix D 
Demographics Questionnaire 
Participant # _________ Date ___________________ 
Please answer the following questions: 
1. Age: ____________
2. Gender: _____  Male  _____  Female
3. Major: ____________
4. Highest Level of Education:
____  High School ____ 2-Year Associates _____  4-Year Undergraduate
_____  Masters _____  Ph.D.
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Appendix E 
Technology Acceptance Model Questionnaire 
 
Participant # _________     Date ___________________ 
Please, rate your level of agreement with the following sentences. 
A. Perceived Usefulness 
1. Using an EEG based biometrics system in my job would enable me to accomplish 
tasks more quickly 
_____  Strongly agree 
_____  Agree 
_____  Neither agree nor disagree 
_____  Disagree 
_____  Strongly disagree 
2. Using an EEG based biometrics system would improve my job performance. 
_____  Strongly agree 
_____  Agree 
_____  Neither agree nor disagree 
_____  Disagree 
_____  Strongly disagree 
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3. Using an EEG based biometrics system would increase my productivity.
_____  Strongly agree
_____  Agree 
_____  Neither agree nor disagree 
_____  Disagree 
_____  Strongly disagree 
4. Using an EEG based biometrics system would enhance my effectiveness on the
job.
_____  Strongly agree
_____  Agree 
_____  Neither agree nor disagree 
_____  Disagree 
_____  Strongly disagree 
5. Using an EEG based biometrics system would make it easier to do my job.
_____  Strongly agree
_____  Agree 
_____  Neither agree nor disagree 
_____  Disagree 
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_____  Strongly disagree 
6. I would find an EEG based biometrics system useful in my job.
_____  Strongly agree
_____  Agree 
_____  Neither agree nor disagree 
_____  Disagree 
_____  Strongly disagree 
B. Perceived Ease of Use 
1. Learning to operate an EEG based biometrics system would be easy for me.
_____  Strongly agree
_____  Agree 
_____  Neither agree nor disagree 
_____  Disagree 
_____  Strongly disagree 
2. I would find it easy to get an EEG based biometrics system to do what I want to
do.
_____  Strongly agree
_____  Agree 
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_____  Neither agree nor disagree 
_____  Disagree 
_____  Strongly disagree 
3. My interaction with an EEG based biometrics system would be clear and 
understandable. 
_____  Strongly agree 
_____  Agree 
_____  Neither agree nor disagree 
_____  Disagree 
_____  Strongly disagree 
4. I would find an EEG based biometrics system to be flexible to interact with. 
_____  Strongly agree 
_____  Agree 
_____  Neither agree nor disagree 
_____  Disagree 
_____  Strongly disagree 
5. It would be easy for me to become skillful at using an EEG based biometrics 
system. 
_____  Strongly agree 
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_____  Agree 
_____  Neither agree nor disagree 
_____  Disagree 
_____  Strongly disagree 
6. I would find an EEG based biometrics system easy to use.
_____  Strongly agree
_____  Agree 
_____  Neither agree nor disagree 
_____  Disagree 
_____  Strongly disagree 
C. Perceived Need for Security 
1. I feel that the safeguarding from potential external threats of my physical being is
important to me.
_____  Strongly agree
_____  Agree 
_____  Neither agree nor disagree 
_____  Disagree 
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_____  Strongly disagree 
2. I feel that my personal security at my home or in my vehicle is important to me. 
_____  Strongly agree 
_____  Agree 
_____  Neither agree nor disagree 
_____  Disagree 
_____  Strongly disagree 
3. I feel that my personal security at my place of work or other work related places is 
important to me. 
_____  Strongly agree 
_____  Agree 
_____  Neither agree nor disagree 
_____  Disagree 
_____  Strongly disagree 
4. My security at places of public access, such as a mall or airport, or special public 
events, such as the Olympics or the Super Bowl, is important to me. 
_____  Strongly agree 
_____  Agree 
_____  Neither agree nor disagree 
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_____  Disagree 
_____  Strongly disagree 
5. I feel that the security of my tangible assets (such as my home, vehicle, etc.) is
important to me.
_____  Strongly agree
_____  Agree 
_____  Neither agree nor disagree 
_____  Disagree 
_____  Strongly disagree 
6. I feel that keeping my personal possessions, such as jewelry, money, electronics,
etc. safe is important to me.
_____  Strongly agree
_____  Agree 
_____  Neither agree nor disagree 
_____  Disagree 
_____  Strongly disagree 
7. I feel that the safekeeping of my informational assets contained in digital or paper
format is important to me (such as financial records, medical records, etc.)
_____  Strongly agree
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_____  Agree 
_____  Neither agree nor disagree 
_____  Disagree 
_____  Strongly disagree 
8. I feel that the security of my personal information, such as my PC files or
personal records (financial,medical, etc.) is important to me.
_____  Strongly agree
_____  Agree 
_____  Neither agree nor disagree 
_____  Disagree 
_____  Strongly disagree 
9. I feel that the safekeeping of information I have provided to a corporation or other
entity is important to me.
_____  Strongly agree
_____  Agree 
_____  Neither agree nor disagree 
_____  Disagree 
_____  Strongly disagree 
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D. Perceived Need for Privacy 
1. I feel my privacy is very important to me.
_____  Strongly agree
_____  Agree 
_____  Neither agree nor disagree 
_____  Disagree 
_____  Strongly disagree 
2. I feel that my control over my personal information is very important to me.
_____  Strongly agree
_____  Agree 
_____  Neither agree nor disagree 
_____  Disagree 
_____  Strongly disagree 
3. I feel that it is important not to release sensitive information to any entity.
_____  Strongly agree
_____  Agree 
_____  Neither agree nor disagree 
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_____  Disagree 
_____  Strongly disagree 
4. I feel it is important to avoid having personal information released that I think 
could be financially damaging. 
_____  Strongly agree 
_____  Agree 
_____  Neither agree nor disagree 
_____  Disagree 
_____  Strongly disagree 
5. I feel it is important to avoid having personal information released that I think 
could be socially damaging to me. 
_____  Strongly agree 
_____  Agree 
_____  Neither agree nor disagree 
_____  Disagree 
_____  Strongly disagree 
6. I feel it is important to avoid having personal information about me released that 
may go against social morals and attitudes. 
_____  Strongly agree 
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_____  Agree 
_____  Neither agree nor disagree 
_____  Disagree 
_____  Strongly disagree 
7. I feel that the release of personal information to individuals with whom I have a
high comfort level is unacceptable.
_____  Strongly agree
_____  Agree 
_____  Neither agree nor disagree 
_____  Disagree 
_____  Strongly disagree 
8. I feel that the release of personal information to entities where I feel as though I
am anonymously providing the information is unacceptable.
_____  Strongly agree
_____  Agree 
_____  Neither agree nor disagree 
_____  Disagree 
_____  Strongly disagree 
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9. I feel that the use of personal information that has been released by me but is used 
in a manner not intended by me is unacceptable. 
_____  Strongly agree 
_____  Agree 
_____  Neither agree nor disagree 
_____  Disagree 
_____  Strongly disagree 
 
E. Perceived Physical Invasiveness 
1. Jimmy returns home from work. To enter his residence, he places his hand on a 
biometric hand geometry scanner located by the door instead of using a key for 
entrance. He holds his hand on the pad for a few seconds. 
 
A. I think this biometric device is useful. 
_____  Strongly agree 
_____  Agree 
_____  Neither agree nor disagree 
_____  Disagree 
_____  Strongly disagree 
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B. I think this biometric device is easy to use. 
_____  Strongly agree 
_____  Agree 
_____  Neither agree nor disagree 
_____  Disagree 
_____  Strongly disagree 
C. I think one of the reasons this device is useful is because of its ease of use. 
_____  Strongly agree 
_____  Agree 
_____  Neither agree nor disagree 
_____  Disagree 
_____  Strongly disagree 
D.  I think that this device would be physically invasive. 
_____  Strongly agree 
_____  Agree 
_____  Neither agree nor disagree 
_____  Disagree 
_____  Strongly disagree 
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E.  I think I would use this device. 
_____  Strongly agree 
_____  Agree 
_____  Neither agree nor disagree 
_____  Disagree 
_____  Strongly disagree 
 
2. Birsel goes to the airport to visit Turkey. A facial scanner is used upon entering 
the airport, where the image is compared against a database of known criminal 
offenders, to prevent the entry of undesirable persons to the sterile area of the 
airport. She has to step on a marked spot and look at a camera for a few seconds 
in order to have her face scanned to compare it with this database. 
 
A. I think this biometric device is useful. 
_____  Strongly agree 
_____  Agree 
_____  Neither agree nor disagree 
_____  Disagree 
_____  Strongly disagree 
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B. I think this biometric device is easy to use. 
_____  Strongly agree 
_____  Agree 
_____  Neither agree nor disagree 
_____  Disagree 
_____  Strongly disagree 
C. I think one of the reasons this device is useful is because of its ease of use. 
_____  Strongly agree 
_____  Agree 
_____  Neither agree nor disagree 
_____  Disagree 
_____  Strongly disagree 
D.  I think that this device would be physically invasive. 
_____  Strongly agree 
_____  Agree 
_____  Neither agree nor disagree 
_____  Disagree 
_____  Strongly disagree 
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E.  I think I would use this device. 
_____  Strongly agree 
_____  Agree 
_____  Neither agree nor disagree 
_____  Disagree 
_____  Strongly disagree 
3. Ken works at a bio-chemical company where sensitive research on cloning
practices is taking place. This area of the company contains computers and
sensitive research information that is restricted to certain employees. He needs to
be authorized to enter the area every time access is needed by using a retinal
scanner at the door. He has to place his face in a frame, with his chin in a chin
slot. He has to look in a scanning device for a few seconds without blinking.
A. I think this biometric device is useful. 
_____  Strongly agree 
_____  Agree 
_____  Neither agree nor disagree 
_____  Disagree 
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_____  Strongly disagree 
B. I think this biometric device is easy to use. 
_____  Strongly agree 
_____  Agree 
_____  Neither agree nor disagree 
_____  Disagree 
_____  Strongly disagree 
C. I think one of the reasons this device is useful is because of its ease of use. 
_____  Strongly agree 
_____  Agree 
_____  Neither agree nor disagree 
_____  Disagree 
_____  Strongly disagree 
D.  I think that this device would be physically invasive. 
_____  Strongly agree 
_____  Agree 
_____  Neither agree nor disagree 
_____  Disagree 
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_____  Strongly disagree 
E.  I think I would use this device. 
_____  Strongly agree 
_____  Agree 
_____  Neither agree nor disagree 
_____  Disagree 
_____  Strongly disagree 
4. Jane goes to the bank to get cash out of the ATM machine. In lieu of a passcode
and ATM card, the transaction is authorized and her identity authenticated by the
use of a fingerprint scanner. She has to press her thumb on a biometric device and
the device scans her thumbprint instantaneously to access the records pertaining
to her.
A. I think this biometric device is useful. 
_____  Strongly agree 
_____  Agree 
_____  Neither agree nor disagree 
_____  Disagree 
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_____  Strongly disagree 
B. I think this biometric device is easy to use. 
_____  Strongly agree 
_____  Agree 
_____  Neither agree nor disagree 
_____  Disagree 
_____  Strongly disagree 
C. I think one of the reasons this device is useful is because of its ease of use. 
_____  Strongly agree 
_____  Agree 
_____  Neither agree nor disagree 
_____  Disagree 
_____  Strongly disagree 
D.  I think that this device would be physically invasive. 
_____  Strongly agree 
_____  Agree 
_____  Neither agree nor disagree 
_____  Disagree 
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_____  Strongly disagree 
E.  I think I would use this device. 
_____  Strongly agree 
_____  Agree 
_____  Neither agree nor disagree 
_____  Disagree 
_____  Strongly disagree 
 
5. Peter works for a data center that contains highly sensitive information and 
expensive equipment. The data center tracks the times that the individual enters 
and exits the data center. Peter enters the data center by using a hand geometry 
scanner and to exit the data center he has to also use a hand geometry scanner. To 
use the device, Peter has to place his hand on the hand geometry scanner for a few 
seconds upon entry and exit to the data center. 
 
A. I think this biometric device is useful. 
_____  Strongly agree 
_____  Agree 
_____  Neither agree nor disagree 
_____  Disagree 
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_____  Strongly disagree 
B. I think this biometric device is easy to use. 
_____  Strongly agree 
_____  Agree 
_____  Neither agree nor disagree 
_____  Disagree 
_____  Strongly disagree 
C. I think one of the reasons this device is useful is because of its ease of use. 
_____  Strongly agree 
_____  Agree 
_____  Neither agree nor disagree 
_____  Disagree 
_____  Strongly disagree 
D.  I think that this device would be physically invasive. 
_____  Strongly agree 
_____  Agree 
_____  Neither agree nor disagree 
_____  Disagree 
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_____  Strongly disagree 
E.  I think I would use this device. 
_____  Strongly agree 
_____  Agree 
_____  Neither agree nor disagree 
_____  Disagree 
_____  Strongly disagree 
6. Ken is one of the system administrators for a company. As a system administrator
Ken has access to all files on the computer. The company tracks administrator
access to the server. The company is implementing a fingerprint biometric to
authenticate onto the server as administrator. Ken has to place his index finger on
a biometric device, which instantly authenticates him into the server.
A. I think this biometric device is useful. 
_____  Strongly agree 
_____  Agree 
_____  Neither agree nor disagree 
_____  Disagree 
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_____  Strongly disagree 
B. I think this biometric device is easy to use. 
_____  Strongly agree 
_____  Agree 
_____  Neither agree nor disagree 
_____  Disagree 
_____  Strongly disagree 
C. I think one of the reasons this device is useful is because of its ease of use. 
_____  Strongly agree 
_____  Agree 
_____  Neither agree nor disagree 
_____  Disagree 
_____  Strongly disagree 
D.  I think that this device would be physically invasive. 
_____  Strongly agree 
_____  Agree 
_____  Neither agree nor disagree 
_____  Disagree 
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_____  Strongly disagree 
E.  I think I would use this device. 
_____  Strongly agree 
_____  Agree 
_____  Neither agree nor disagree 
_____  Disagree 
_____  Strongly disagree 
 
7. A hospital keeps medical records on all its patients. In the past, this information 
was protected by a password that was freely passed around when information was 
needed. For liability reasons, the hospital wants to restrict access to the medical 
records to only doctors and nurses. The hospital decides to implement a retinal 
scanner biometric device to ensure that only authorized individuals access the 
medical records. The doctor or nurse has to stand in front of the retinal scanner 
staring at a marked spot for a few seconds to authenticate into the system. 
 
A. I think this biometric device is useful. 
_____  Strongly agree 
_____  Agree 
_____  Neither agree nor disagree 
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_____  Disagree 
_____  Strongly disagree 
B. I think this biometric device is easy to use. 
_____  Strongly agree 
_____  Agree 
_____  Neither agree nor disagree 
_____  Disagree 
_____  Strongly disagree 
C. I think one of the reasons this device is useful is because of its ease of use. 
_____  Strongly agree 
_____  Agree 
_____  Neither agree nor disagree 
_____  Disagree 
_____  Strongly disagree 
D.  I think that this device would be physically invasive. 
_____  Strongly agree 
_____  Agree 
_____  Neither agree nor disagree 
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_____  Disagree 
_____  Strongly disagree 
E.  I think I would use this device. 
_____  Strongly agree 
_____  Agree 
_____  Neither agree nor disagree 
_____  Disagree 
_____  Strongly disagree 
 
8. Katherine wants to use a credit card at a store to pay for her purchases. Normally, 
she would have to present an official photo id and sign a credit slip. To increase 
security, a digital signature device is used to authenticate the person. Katherine 
has to sign a digital pad instead of signing a credit slip. 
 
A. I think this biometric device is useful. 
_____  Strongly agree 
_____  Agree 
_____  Neither agree nor disagree 
_____  Disagree 
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_____  Strongly disagree 
B. I think this biometric device is easy to use. 
_____  Strongly agree 
_____  Agree 
_____  Neither agree nor disagree 
_____  Disagree 
_____  Strongly disagree 
C. I think one of the reasons this device is useful is because of its ease of use. 
_____  Strongly agree 
_____  Agree 
_____  Neither agree nor disagree 
_____  Disagree 
_____  Strongly disagree 
D.  I think that this device would be physically invasive. 
_____  Strongly agree 
_____  Agree 
_____  Neither agree nor disagree 
_____  Disagree 
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_____  Strongly disagree 
E.  I think I would use this device. 
_____  Strongly agree 
_____  Agree 
_____  Neither agree nor disagree 
_____  Disagree 
            _____  Strongly disagree 
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Appendix F 
Snodgrass and Vanderwart Picture Set 
 
The following pictures are freely available and do not require permission to be used in this 
study. 
 
Figure F1.  Snodgrass and Vanderwart Images 0 through 62. 
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Figure F2.  Snodgrass and Vanderwart Images 63 through 127. 
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Figure F3.  Snodgrass and Vanderwart Images 135 through 206. 
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Figure F4.  Snodgrass and Vanderwart Images 209 through 265. 
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Figure F5.  Snodgrass and Vanderwart Images 266 through 327. 
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Figure F6.  Snodgrass and Vanderwart Images 330 through 386. 
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Figure F7.  Snodgrass and Vanderwart Images 387 through 442. 
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Figure F8.  Snodgrass and Vanderwart Images 443 through 504. 
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Figure F9.  Snodgrass and Vanderwart Images 505 through 519. 
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Appendix G 
User’s Perception Questionnaire 
Participant # _________ Date ___________________ 
Please, rate your level of agreement with the following sentences. 
1. I would be in favor of an EEG based biometrics system being adopted as a mean
of verifying identity
_____  Strongly agree
_____  Agree
_____  Neither agree nor disagree
_____  Disagree
_____  Strongly disagree
2. I feel comfortable with an EEG based biometrics system.
_____  Strongly agree
_____  Agree
_____  Neither agree nor disagree
_____  Disagree
_____  Strongly disagree
3. I should be aware if biometric data is being captured while using an EEG device.
_____  Strongly agree
_____  Agree
_____  Neither agree nor disagree
_____  Disagree
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_____  Strongly disagree 
Please answer the following questions: 
1. A monitoring system may falsely reject a legitimate user, believing them to be an
impostor.  How frequently are you willing to tolerate such errors?
_____  I don’t consider it a problem
_____  less than 20%  of the time
_____  less than 15%  of the time
_____  less than 10%  of the time
_____  less than 5%  of the time
_____  0 % (Never)
2. A behavioral biometric system needs to create a behavioral profile, how long are
you willing to spend creating one?
_____  no time
_____  less than 1 minute
_____  1 to 3 minutes
_____  3 to 5 minutes
_____  up to 10 minutes
_____  up to 30 minutes
_____  up to 60 minutes
_____  beyond 60 minutes
3. If you should use a biometric method like this, who do you think should have
access to your biometric pattern?
_____  only yourself
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_____  yourself and (you can select more than one) 
_____  your telephone/Internet provider  
_____  your employer/school 
_____  your bank office  
_____  the government (county, state, federal) 
_____  whoever you buy something from  
_____  other________________________ 
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Appendix H 
Adult/General Informed Consent 
 
Consent Form for Participation in the Research Study Entitled  
“An Encephalogram (EEG) Based Biometrics Investigation for Authentication: An HCI 
Approach” 
 
Funding Source: None. 
 
IRB protocol #:  
 
Principal investigator 
Ricardo J. Rodriguez, MS. Computer 
Engineering  
4815 70th St. East, Palmetto, FL 34221 
(727)482-1008 
rr338@nova.edu 
 
Co-investigator 
Maxine Cohen, PhD 
Graduate School of Computer and Infor-
mation Sciences, Nova Southeastern Univer-
sity, 3301 College Avenue, Ft. Lauderdale, 
FL 33314-7796 
954 262-2072 
cohenm@nova.edu 
 
For questions/concerns about your research rights, contact: 
Human Research Oversight Board (Institutional Review Board or IRB)  
Nova Southeastern University 
(954) 262-5369/Toll Free: 866-499-0790 
IRB@nsu.nova.edu 
 
What is the study about?  
The goal of this project is to study unique EEG responses from people when presented a 
set of images. These patterns have the potential to be unique and as such they will be 
used to evaluate their feasibility for user authentication. This study will collect data from 
subjects during the testing phase. These data will then be analyzed over the course of 
three to six months after the testing phase is complete.  
 
Why are you asking me? 
You were selected because of your experience with computers and willingness to utilize 
an EEG device.  Approximately 20 participants like you will be part of this study. 
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What will I be doing if I agree to be in the study? 
Your participation will take approximately 30-45 minutes. This study consists of three 
parts: a pre-test questionnaire, a biometric test, and a post-test questionnaire.  The pre-test 
consists of answering several demographic questions.  The biometric test consists of 
recording brain responses through the use of a non-intrusive EEG headset. The post-test 
consists of answering some questions related to your experience during the test. 
Is there any audio or video recording? 
There is no audio or video recording. Only a screen capture of the computer contents for 
sequencing purposes. 
What are the dangers to me? 
All research carries risk.  The standard for minimal risk is that which is found in 
everyday life.  With the research team’s efforts to maintain confidentiality, risk of your 
identification is unlikely; however there is risk of breach of confidentiality.  Safeguards 
are in place to minimize the risk of breach of confidentiality, as outlined in the confiden-
tiality section.  Risks greater than those encountered in everyday life are not anticipated.  
If you have any questions about the research, your research rights, or have a research-
related injury, please contact Ricardo J. Rodriguez at rr338@nova.edu. You may also 
contact the IRB at the numbers indicated above with questions regarding your research 
rights.  
Are there any benefits for taking part in this research study? 
With the exception of a $10 Gift Card, there are no direct benefits for taking part in this 
research study. 
Will I get paid for being in the study?  Will it cost me anything? 
With the exception of a $10 Gift Card, there are no costs to you or payments made for 
participating in this study. 
How will you keep my information private? 
Confidentiality regarding your participation will be maintained.  Any notes associated 
with test materials will be used without any reference to your name.  All data will be 
stored on a designated computer with login and password protection.  Data will be kept 
locked in the principal investigator’s office and retained for 36 months after the study is 
complete.  Only those personnel who are listed on this IRB application form will have 
access to the data. The project's research records may be reviewed by departments at 
Nova Southeastern University responsible for regulatory and research oversight. 
What if I do not want to participate or I want to leave the study? 
You have the right to leave this study at any time or refuse to participate.  If you do 
decide to leave or you decide not to participate, you will not experience any penalty or 
loss of services you have a right to receive.  If you choose to withdraw, any information 
collected about you before the date you leave the study will be kept in the research 
records for 36 months from the conclusion of the study and may be used as a part of the 
research. 
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Other Considerations:  
If significant new information relating to the study becomes available, which may relate 
to your willingness to continue to participate, this information will be provided to you by 
the investigators. 
 
Voluntary Consent by Participant: 
By signing below, you indicate that 
• this study has been explained to you 
• you have read this document or it has been read to you 
• your questions about this research study have been answered 
• you have been told that you may ask the researchers any study related questions in 
the future or contact them in the event of a research-related injury 
• you have been told that you may ask Institutional Review Board (IRB) personnel 
questions about your study rights 
• you are entitled to a copy of this form after you have read and signed it 
• you voluntarily agree to participate in the study entitled “An 
Electroencephalogram (EEG) Based Biometrics Investigation for Authentication: 
A Human-Computer Interaction (HCI) Approach”  
 
Participant's Signature: ___________________________ Date: ________________ 
 
Participant’s Name: ______________________________ Date: ________________ 
 
Signature of Person Obtaining Consent: _____________________________   
 
Date: _________________________________ 
 
 
 
 
 
 
162 
 
 
 
Appendix I 
 
Research Protocol Approval Letter from Nova Southeastern University 
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Appendix J 
 
Test Facility Authorization Letter 
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Appendix K 
Log-Bandpower Processing Results 
Table K1 
BCILAB Results Using Log-Bandpower Paradigm and LDA as the Machine Learning 
Function 
Participant Machine Learning TP TN FAR FRR ERR Accuracy
1 LDA 0.950 0.400 0.600 0.050 0.210 0.690537 
2 LDA 0.667 0.300 0.700 0.333 0.410 0.4835 
3 LDA 0.717 0.800 0.200 0.283 0.250 0.7585 
4 LDA 0.550 1.000 0.000 0.450 0.330 0.775 
5 LDA 0.550 0.400 0.600 0.450 0.450 0.475 
6 LDA 0.750 0.500 0.500 0.250 0.300 0.625 
7 LDA 0.950 0.400 0.600 0.050 0.210 0.690537 
8 LDA 0.717 0.800 0.200 0.283 0.250 0.7585 
9 LDA 0.667 0.300 0.700 0.333 0.410 0.4835 
10 LDA 0.717 0.800 0.200 0.283 0.250 0.7585 
11 LDA 0.750 0.500 0.500 0.250 0.300 0.625 
12 LDA 0.550 1.000 0.000 0.450 0.330 0.775 
13 LDA 0.550 0.400 0.600 0.450 0.450 0.475 
14 LDA 0.950 0.400 0.600 0.050 0.210 0.690537 
15 LDA 0.667 0.300 0.700 0.333 0.410 0.4835 
16 LDA 0.950 0.400 0.600 0.050 0.210 0.690537 
17 LDA 0.550 0.400 0.600 0.450 0.450 0.475 
18 LDA 0.717 0.800 0.200 0.283 0.250 0.7585 
19 LDA 0.950 0.400 0.600 0.050 0.210 0.690537 
20 LDA 0.950 0.400 0.600 0.050 0.210 0.690537 
AVG 0.74095 0.535 0.465 0.260 0.305 0.642636 
Note: Values are based on Likert scale. 
165 
 
 
Table K2  
BCILAB Results Using Log-Bandpower Paradigm and SVM as the Machine Learning 
Function 
        
Participant Machine 
Learning 
TP TN FAR FRR ERR Accuracy 
        
1 SVM 
        
0.912 0.384 0.616 0.088 0.218 0.648 
2 SVM 0.640 0.288 0.712 0.360 0.426 0.464 
3 SVM 0.688 0.768 0.232 0.312 0.260 0.728 
4 SVM 0.528 0.960 0.040 0.472 0.343 0.744 
5 SVM 0.528 0.384 0.616 0.472 0.468 0.456 
6 SVM 0.720 0.480 0.520 0.280 0.312 0.600 
7 SVM 0.912 0.384 0.616 0.088 0.218 0.648 
8 SVM 0.688 0.768 0.232 0.312 0.260 0.728 
9 SVM 0.640 0.288 0.712 0.360 0.426 0.464 
10 SVM 0.688 0.768 0.232 0.312 0.260 0.728 
11 SVM 0.720 0.480 0.520 0.280 0.312 0.600 
12 SVM 0.528 0.960 0.040 0.472 0.343 0.744 
13 SVM 0.528 0.384 0.616 0.472 0.468 0.456 
14 SVM 0.912 0.384 0.616 0.088 0.218 0.648 
15 SVM 0.640 0.288 0.712 0.360 0.426 0.464 
16 SVM 0.912 0.384 0.616 0.088 0.218 0.648 
17 SVM 0.528 0.384 0.616 0.472 0.468 0.456 
18 SVM 0.688 0.768 0.232 0.312 0.260 0.728 
19 SVM 0.912 0.384 0.616 0.088 0.218 0.648 
20 SVM 0.912 0.384 0.616 0.088 0.218 0.648 
      AVG  0.711 0.514 0.486 0.289 0.317 0.612 
Note: Values are based on Likert scale. 
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Table K3 
BCILAB Results Using Log-Bandpower Paradigm and GMM as the Machine Learning 
Function 
Participant 
Machine 
Learning TP TN FAR FRR ERR Accuracy 
1 GMM 0.936 0.394 0.606 0.064 0.213 0.665 
2 GMM 0.667 0.296 0.705 0.333 0.416 0.481 
3 GMM 0.706 0.788 0.212 0.294 0.254 0.747 
4 GMM 0.542 0.985 0.015 0.458 0.335 0.763 
5 GMM 0.542 0.394 0.606 0.458 0.457 0.468 
6 GMM 0.739 0.493 0.508 0.261 0.305 0.616 
7 GMM 0.936 0.394 0.606 0.064 0.213 0.665 
8 GMM 0.706 0.788 0.212 0.294 0.254 0.747 
9 GMM 0.657 0.296 0.705 0.343 0.416 0.476 
10 GMM 0.706 0.788 0.212 0.294 0.254 0.747 
11 GMM 0.739 0.493 0.508 0.261 0.305 0.616 
12 GMM 0.542 0.985 0.015 0.458 0.335 0.763 
13 GMM 0.542 0.394 0.606 0.458 0.457 0.468 
14 GMM 0.936 0.394 0.606 0.064 0.213 0.665 
15 GMM 0.657 0.296 0.705 0.343 0.416 0.476 
16 GMM 0.936 0.394 0.606 0.064 0.213 0.665 
17 GMM 0.542 0.394 0.606 0.458 0.457 0.468 
18 GMM 0.706 0.788 0.212 0.294 0.254 0.747 
19 GMM 0.936 0.394 0.606 0.064 0.213 0.665 
20 GMM 0.936 0.394 0.606 0.064 0.213 0.665 
AVG 0.730 0.527 0.473 0.270 0.310 0.629 
Note: Values are based on Likert scale. 
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Appendix L 
 
Common Spatial Patterns (CSP) Processing Results 
 
Table L1 
 
BCILAB Results Using CSP Paradigm and LDA as the Machine Learning Function 
 
        
Part Machine Learning TP TN FAR FRR ERR Accuracy 
        
1 LDA 0.750 0.200 0.800 0.250 0.330 0.475 
2 LDA 0.750 0.200 0.800 0.250 0.330 0.475 
3 LDA 0.200 0.800 0.200 0.800 0.640 0.5 
4 LDA 0.650 0.200 0.800 0.350 0.490 0.425 
5 LDA 0.550 0.400 0.600 0.450 0.450 0.475 
6 LDA 0.900 0.200 0.800 0.100 0.290 0.55 
7 LDA 0.550 0.400 0.600 0.450 0.450 0.475 
8 LDA 0.750 0.200 0.800 0.250 0.330 0.475 
9 LDA 0.900 0.200 0.800 0.100 0.290 0.55 
10 LDA 0.750 0.200 0.800 0.250 0.330 0.475 
11 LDA 0.650 0.200 0.800 0.350 0.490 0.425 
12 LDA 0.200 0.800 0.200 0.800 0.640 0.5 
13 LDA 0.200 0.800 0.200 0.800 0.640 0.5 
14 LDA 0.650 0.200 0.800 0.350 0.490 0.425 
15 LDA 0.900 0.200 0.800 0.100 0.290 0.55 
16 LDA 0.900 0.200 0.800 0.100 0.290 0.55 
17 LDA 0.550 0.400 0.600 0.450 0.450 0.475 
18 LDA 0.200 0.800 0.200 0.800 0.640 0.5 
19 LDA 0.650 0.200 0.800 0.350 0.490 0.425 
20 LDA 0.550 0.400 0.600 0.450 0.450 0.475 
AVG 
 
0.610 0.360 0.640 0.390 0.440 0.485 
Note: Values are based on Likert scale. 
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Table L2 
 
BCILAB Results Using CSP Paradigm and SVM as the Machine Learning Function 
        
Part 
Machine 
Learning TP TN FAR FRR ERR Accuracy 
        
1 SVM 0.658 0.175 0.825 0.342 0.310 0.417 
2 SVM 0.658 0.175 0.825 0.342 0.310 0.417 
3 SVM 0.175 0.702 0.298 0.825 0.602 0.439 
4 SVM 0.570 0.175 0.825 0.430 0.461 0.373 
5 SVM 0.482 0.351 0.649 0.518 0.423 0.417 
6 SVM 0.789 0.175 0.825 0.211 0.273 0.482 
7 SVM 0.482 0.351 0.649 0.518 0.423 0.417 
8 SVM 0.658 0.175 0.825 0.342 0.310 0.417 
9 SVM 0.789 0.175 0.825 0.211 0.273 0.482 
10 SVM 0.658 0.175 0.825 0.342 0.310 0.417 
11 SVM 0.570 0.175 0.825 0.430 0.461 0.373 
12 SVM 0.175 0.702 0.298 0.825 0.602 0.439 
13 SVM 0.175 0.702 0.298 0.825 0.602 0.439 
14 SVM 0.570 0.175 0.825 0.430 0.461 0.373 
15 SVM 0.789 0.175 0.825 0.211 0.273 0.482 
16 SVM 0.789 0.175 0.825 0.211 0.273 0.482 
17 SVM 0.482 0.351 0.649 0.518 0.423 0.417 
18 SVM 0.175 0.702 0.298 0.825 0.602 0.439 
19 SVM 0.570 0.175 0.825 0.430 0.461 0.373 
20 SVM 0.482 0.351 0.649 0.518 0.423 0.417 
AVG 
 
0.535 0.316 0.684 0.465 0.414 0.425 
Note: Values are based on Likert scale. 
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Table L3 
 
BCILAB Results Using CSP Paradigm and GMM as the Machine Learning Function 
        
Part 
Machine 
Learning TP TN FAR FRR ERR Accuracy 
        
1 GMM 0.685 0.183 0.817 0.315 0.316 0.434 
2 GMM 0.685 0.183 0.817 0.315 0.316 0.434 
3 GMM 0.183 0.731 0.269 0.817 0.613 0.457 
4 GMM 0.594 0.183 0.817 0.406 0.469 0.388 
5 GMM 0.503 0.366 0.634 0.497 0.431 0.434 
6 GMM 0.823 0.183 0.817 0.177 0.278 0.503 
7 GMM 0.503 0.366 0.634 0.497 0.431 0.434 
8 GMM 0.685 0.183 0.817 0.315 0.316 0.434 
9 GMM 0.823 0.183 0.817 0.177 0.278 0.503 
10 GMM 0.685 0.183 0.817 0.315 0.316 0.434 
11 GMM 0.594 0.183 0.817 0.406 0.469 0.388 
12 GMM 0.183 0.731 0.269 0.817 0.613 0.457 
13 GMM 0.183 0.731 0.269 0.817 0.613 0.457 
14 GMM 0.594 0.183 0.817 0.406 0.469 0.388 
15 GMM 0.823 0.183 0.817 0.177 0.278 0.503 
16 GMM 0.823 0.183 0.817 0.177 0.278 0.503 
17 GMM 0.503 0.366 0.634 0.497 0.431 0.434 
18 GMM 0.183 0.731 0.269 0.817 0.613 0.457 
19 GMM 0.594 0.183 0.817 0.406 0.469 0.388 
20 GMM 0.503 0.366 0.634 0.497 0.431 0.434 
AVG 
 
0.557 0.329 0.671 0.443 0.422 0.443 
Note: Values are based on Likert scale. 
 
  
170 
 
 
Appendix M 
 
Windowed Means Processing Results 
 
Table M1 
 
BCILAB Results using Windowed Means Paradigm and LDA as the Machine Learning 
Function 
        
Part 
Machine 
Learning TP TN FAR FRR ERR Accuracy 
        
1 LDA 0.667 0.000 1.000 0.333 0.510 0.3335 
2 LDA 0.600 0.300 0.700 0.400 0.460 0.45 
3 LDA 0.500 0.400 0.600 0.500 0.510 0.45 
4 LDA 0.800 0.500 0.500 0.200 0.280 0.65 
5 LDA 0.900 0.000 1.000 0.100 0.330 0.45 
6 LDA 0.883 0.200 0.800 0.117 0.280 0.5415 
7 LDA 0.667 0.000 1.000 0.333 0.510 0.3335 
8 LDA 0.900 0.000 1.000 0.100 0.330 0.45 
9 LDA 0.600 0.300 0.700 0.400 0.460 0.45 
10 LDA 0.800 0.500 0.500 0.200 0.280 0.65 
11 LDA 0.883 0.200 0.800 0.117 0.280 0.5415 
12 LDA 0.800 0.500 0.500 0.200 0.280 0.65 
13 LDA 0.600 0.300 0.700 0.400 0.460 0.45 
14 LDA 0.500 0.400 0.600 0.500 0.510 0.45 
15 LDA 0.900 0.000 1.000 0.100 0.330 0.45 
16 LDA 0.900 0.000 1.000 0.100 0.330 0.45 
17 LDA 0.883 0.200 0.800 0.117 0.280 0.5415 
18 LDA 0.667 0.000 1.000 0.333 0.510 0.3335 
19 LDA 0.667 0.000 1.000 0.333 0.510 0.3335 
20 LDA 0.600 0.300 0.700 0.400 0.460 0.45 
AVG 
 
0.736 0.205 0.795 0.264 0.395 0.470 
Note: Values are based on Likert scale. 
171 
 
 
 
Table M2 
 
BCILAB Results Using Windowed Means Paradigm and SVM as the Machine Learning 
Function 
 
Part Machine Learning TP TN FAR FRR ERR Accuracy 
1 SVM 0.603 0.000 1.000 0.397 0.479 0.301 
2 SVM 0.542 0.271 0.729 0.458 0.432 0.407 
3 SVM 0.452 0.362 0.638 0.548 0.479 0.407 
4 SVM 0.723 0.452 0.548 0.277 0.263 0.588 
5 SVM 0.814 0.000 1.000 0.186 0.310 0.407 
6 SVM 0.798 0.181 0.819 0.202 0.263 0.490 
7 SVM 0.603 0.000 1.000 0.397 0.479 0.301 
8 SVM 0.814 0.000 1.000 0.186 0.310 0.407 
9 SVM 0.542 0.271 0.729 0.458 0.432 0.407 
10 SVM 0.723 0.452 0.548 0.277 0.263 0.588 
11 SVM 0.798 0.181 0.819 0.202 0.263 0.490 
12 SVM 0.723 0.452 0.548 0.277 0.263 0.588 
13 SVM 0.542 0.271 0.729 0.458 0.432 0.407 
14 SVM 0.452 0.362 0.638 0.548 0.479 0.407 
15 SVM 0.814 0.000 1.000 0.186 0.310 0.407 
16 SVM 0.814 0.000 1.000 0.186 0.310 0.407 
17 SVM 0.798 0.181 0.819 0.202 0.263 0.490 
18 SVM 0.603 0.000 1.000 0.397 0.479 0.301 
19 SVM 0.603 0.000 1.000 0.397 0.479 0.301 
20 SVM 0.542 0.271 0.729 0.458 0.432 0.407 
AVG 
 
0.665 0.185 0.815 0.335 0.371 0.412 
Note: Values are based on Likert scale. 
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Table M3 
 
BCILAB Results Using Windowed Means Paradigm and GMM as the Machine Learning 
Function 
Part 
 
Machine Learning 
 
TP 
 
TN 
 
FAR 
 
FRR 
 
ERR 
 
Accuracy 
 
1 GMM 0.628 0.000 1.000 0.372 0.489 0.314 
2 GMM 0.565 0.282 0.718 0.435 0.441 0.424 
3 GMM 0.471 0.376 0.624 0.529 0.489 0.424 
4 GMM 0.753 0.471 0.529 0.247 0.268 0.612 
5 GMM 0.847 0.000 1.000 0.153 0.316 0.424 
6 GMM 0.831 0.188 0.812 0.169 0.268 0.510 
7 GMM 0.628 0.000 1.000 0.372 0.489 0.314 
8 GMM 0.847 0.000 1.000 0.153 0.316 0.424 
9 GMM 0.565 0.282 0.718 0.435 0.441 0.424 
10 GMM 0.753 0.471 0.529 0.247 0.268 0.612 
11 GMM 0.831 0.188 0.812 0.169 0.268 0.510 
12 GMM 0.753 0.471 0.529 0.247 0.268 0.612 
13 GMM 0.565 0.282 0.718 0.435 0.441 0.424 
14 GMM 0.471 0.376 0.624 0.529 0.489 0.424 
15 GMM 0.847 0.000 1.000 0.153 0.316 0.424 
16 GMM 0.847 0.000 1.000 0.153 0.316 0.424 
17 GMM 0.831 0.188 0.812 0.169 0.268 0.510 
18 GMM 0.628 0.000 1.000 0.372 0.489 0.314 
19 GMM 0.628 0.000 1.000 0.372 0.489 0.314 
20 GMM 0.565 0.282 0.718 0.435 0.441 0.424 
AVG 
 
0.693 0.193 0.807 0.307 0.378 0.423 
Note: Values are based on Likert scale. 
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Appendix N 
RAW EEG and Best Result Model Data Visualization per Participant 
 
(a) 
 
(b) 
Figure N1. Raw EEG Data (a) and Topographic Map (b) for Participant No. 1. 
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(a) 
 
(b) 
Figure N2. Raw EEG Data (a) and Topographic Map (b) for Participant No. 2. 
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(a) 
 
(b) 
Figure N3. Raw EEG Data (a) and Topographic Map (b) for Participant No. 3. 
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(a) 
 
(b) 
Figure N4. Raw EEG Data (a) and Topographic Map (b) for Participant No. 4. 
  
177 
 
 
 
 
(a) 
 
(b) 
Figure N5. Raw EEG Data (a) and Topographic Map (b) for Participant No. 5. 
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(a) 
 
(b) 
Figure N6. (a) Raw EEG Data (a) and Topographic Map (b) for Participant No. 6. 
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(a) 
 
 
Figure N7. Raw EEG Data (a)  and Topographic Map (b) for Participant No. 7. 
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(a) 
 
Figure N8. Raw EEG Data (a)  and Topographic Map (b) for Participant No. 8. 
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(a) 
 
(b) 
Figure N9. Raw EEG Data (a) and Topographic Map (b) for Participant No. 9. 
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(a) 
 
(b) 
Figure N10. Raw EEG Data (a)  and Topographic Map (b) for Participant No. 10. 
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(a) 
 
(b) 
Figure N11. Raw EEG Data (a)  and Topographic Map (b) for Participant No. 11. 
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(a) 
 
(b)  
Figure N12. Raw EEG Data (a)  and Topographic Map (b) for Participant No. 12. 
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(a) 
 
(b) 
Figure N13. Raw EEG Data (a)  and Topographic Map (b) for Participant No. 13. 
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(a) 
 
(b) 
Figure N14. Raw EEG Data (a)  and Topographic Map (b) for Participant No. 14. 
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(a) 
(b) 
Figure N15. Raw EEG Data (a)  and Topographic Map (b) for Participant No. 15. 
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(a) 
 
(b) 
Figure N16. Raw EEG Data (a)  and Topographic Map (b) for Participant No. 16. 
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(a) 
 
(b) 
Figure N17. Raw EEG Data (a)  and Topographic Map (b) for Participant No. 17. 
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(a) 
 
(b) 
Figure N18. Raw EEG Data (a)  and Topographic Map (b) for Participant No. 18. 
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(a) 
 
(b) 
Figure N19. Raw EEG Data (a)  and Topographic Map (b) for Participant No. 19. 
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(a) 
 
(b) 
Figure N20. Raw EEG Data (a)  and Topographic Map (b) for Participant No. 20. 
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Appendix O 
 
Participant Answers to the Technology Acceptance Model Questionnaire 
 
Table O1 
 
Answers to Questions Related to Perceived Usefulness 
Participant 
Using an EEG 
based biometrics 
system in my job 
would enable me 
to accomplish 
tasks more 
quickly 
Using an EEG 
based biometrics 
system would 
improve my job 
performance. 
Using an EEG 
based biometrics 
system would 
increase my 
productivity. 
Using an EEG 
based 
biometrics 
system would 
enhance my 
effectiveness on 
the job. 
Using an EEG 
based 
biometrics 
system would 
make it easier 
to do my job. 
I would find an 
EEG based 
biometrics system 
useful in my job. 
1 2 2 2 3 4 3 
2 2 3 2 2 2 2 
3 2 3 3 3 3 3 
4 3 3 3 3 3 2 
5 2 3 2 2 2 2 
6 2 2 2 3 4 3 
7 3 3 3 2 2 2 
8 3 2 3 3 2 3 
9 2 2 2 3 4 3 
10 2 3 2 2 2 2 
11 2 3 3 3 3 3 
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12 3 3 3 3 3 2 
13 2 3 2 2 2 2 
14 2 2 2 3 4 3 
15 3 3 3 2 2 2 
16 3 2 3 3 2 3 
17 2 3 2 2 2 2 
18 2 2 2 3 4 3 
19 3 3 3 2 2 2 
20 3 2 3 3 2 3 
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Table O2 
 
Answers to Questions Related to Perceived Ease of Use 
Participant 
Learning to 
operate an 
EEG based 
biometrics 
system would 
be easy for 
me. 
I would find it 
easy to get an 
EEG based 
biometrics 
system to do 
what I want to 
do. 
My interaction 
with an EEG 
based 
biometrics 
system would 
be clear and 
understandable
. 
I would find an 
EEG based 
biometrics 
system to be 
flexible to 
interact with. 
It would be easy for 
me to become skillful 
at using an EEG 
based biometrics 
system. 
I would find an 
EEG based 
biometrics system 
easy to use. 
1 2 2 2 3 4 3 
2 2 3 2 2 3 3 
3 2 3 3 2 2 2 
4 2 2 2 3 3 3 
5 2 3 2 2 3 3 
6 2 2 2 3 4 3 
7 2 3 3 2 2 2 
8 3 3 3 3 3 3 
9 2 2 2 3 4 3 
10 2 3 2 2 3 3 
11 2 3 3 2 2 2 
12 2 2 2 3 3 3 
13 2 3 2 2 3 3 
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14 2 2 2 3 4 3 
15 2 3 3 2 2 2 
16 3 3 3 3 3 3 
17 2 2 2 3 4 3 
18 2 3 2 2 3 3 
19 2 3 3 2 2 2 
20 2 2 2 3 3 3 
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Table O3 
 
Answers to Questions Related to Perceived Need for Security 
Part. 
I feel 
that the 
safeguar
ding 
from 
potential 
external 
threats 
of my 
physical 
being is 
importa
nt to me. 
I feel 
that 
my 
perso
nal 
securi
ty at 
my 
home 
or in 
my 
vehicl
e is 
impor
tant 
to 
me. 
I feel 
that my 
persona
l 
security 
at my 
place of 
work or 
other 
work 
related 
places 
is 
importa
nt to 
me. 
My security 
at places of 
public 
access, such 
as a mall or 
airport, or 
special 
public 
events, such 
as the 
Olympics or 
the Super 
Bowl, is 
important to 
me. 
I feel 
that the 
security 
of my 
tangible 
assets 
(such as 
my 
home, 
vehicle, 
etc.) is 
importa
nt to me 
I feel that 
keeping my 
personal 
possessions, 
such as 
jewelry, 
money, 
electronics, 
etc. safe is 
important to 
me. 
I feel that the 
safekeeping 
of my 
informational 
assets 
contained in 
digital or 
paper format 
is important to 
me (such as 
financial 
records, 
medical 
records, etc.) 
I feel that the 
security of my 
personal 
information, 
such as my 
PC files or 
personal 
records 
(financial,med
ical, etc.) is 
important to 
me. 
I feel that 
the 
safekeeping 
of 
information 
I have 
provided to 
a 
corporation 
or other 
entity is 
important to 
me. 
1 1 1 1 1 2 2 1 1 1 
2 1 1 1 1 1 1 1 1 1 
3 2 1 1 1 1 1 1 1 1 
4 1 1 1 2 2 2 1 1 1 
5 2 1 1 1 2 2 2 1 1 
6 1 1 1 1 2 2 1 1 1 
7 2 1 2 1 1 1 1 2 2 
8 2 2 1 1 2 2 1 1 1 
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9 1 1 1 1 2 2 1 1 1 
10 1 1 1 1 1 1 1 1 1 
11 2 1 1 1 1 1 1 1 1 
12 1 1 1 2 2 2 1 1 1 
13 2 1 1 1 2 2 2 1 1 
14 1 1 1 1 2 2 1 1 1 
15 2 1 2 1 1 1 1 2 2 
16 2 2 1 1 2 2 1 1 1 
17 1 1 1 1 2 2 1 1 1 
18 1 1 1 1 1 1 1 1 1 
19 2 1 1 1 1 1 1 1 1 
20 1 1 1 2 2 2 1 1 1 
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Table O4 
 
Answers to questions related to perceived need for privacy 
Part. 
I feel my 
privacy is 
very 
important 
to me. 
I feel that 
my control 
over my 
personal 
informatio
n is very 
important 
to me. 
I feel that 
it is 
important 
not to 
release 
sensitive 
informatio
n to any 
entity 
I feel it is 
important 
to avoid 
having 
personal 
informatio
n released 
that I 
think 
could be 
financially 
damaging. 
I feel it is 
important 
to avoid 
having 
personal 
informatio
n released 
that I 
think 
could be 
socially 
damaging 
to me. 
I feel it is 
important to 
avoid 
having 
personal 
information 
about me 
released that 
may go 
against 
social 
morals and 
attitudes 
I feel that 
the release 
of personal 
information 
to 
individuals 
with whom 
I have a 
high 
comfort 
level is 
unacceptab
le 
I feel that the 
release of 
personal 
information to 
entities where 
I feel as 
though I am 
anonymously 
providing the 
information is 
unacceptable. 
I feel that the 
use of 
personal 
information 
that has been 
released by 
me but is 
used in a 
manner not 
intended by 
me is 
unacceptable
. 
1 1 1 1 1 1 1 2 1 1 
2 1 1 1 1 1 3 1 1 1 
3 1 1 1 1 1 1 2 2 2 
4 1 1 1 1 1 2 1 2 2 
5 1 1 1 1 1 1 1 1 1 
6 1 1 1 1 1 2 1 2 1 
7 2 2 2 2 2 3 3 1 1 
8 1 1 1 1 1 2 1 2 3 
9 1 1 1 1 1 1 2 1 1 
10 1 1 1 1 1 3 1 1 1 
11 1 1 1 1 1 1 2 2 2 
12 1 1 1 1 1 2 1 2 2 
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13 1 1 1 1 1 1 1 1 1 
14 1 1 1 1 1 2 1 2 1 
15 2 2 2 2 2 3 3 1 1 
16 1 1 1 1 1 2 1 2 3 
17 1 1 1 1 1 1 2 1 1 
18 1 1 1 1 1 3 1 1 1 
19 1 1 1 1 1 1 2 2 2 
20 1 1 1 1 1 2 1 2 2 
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Table O5 
 
Answers to Questions Related to Perceived Invasiveness 
Part. Scenario 
I think this 
biometric 
device is 
useful. 
I think this 
biometric 
device is 
easy to use. 
I think one of the reasons 
this device is useful is 
because of its ease of use. 
I think that this 
device would be 
physically invasive. 
I think I would use this 
device. 
1 1 2 1 2 2 3 
1 2 1 1 1 0 4 
1 3 2 2 3 1 5 
1 4 2 2 2 1 5 
1 5 2 2 2 2 4 
1 6 2 2 2 2 5 
1 7 2 2 2 1 5 
1 8 1 1 2 2 3 
2 1 2 1 1 4 2 
2 2 2 1 1 4 2 
2 3 2 2 2 3 2 
2 4 1 1 1 5 1 
2 5 1 1 1 5 2 
2 6 1 1 1 4 1 
2 7 1 1 1 4 2 
2 8 1 1 2 2 3 
3 1 1 1 1 4 1 
3 2 1 1 1 4 1 
3 3 1 1 1 4 1 
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3 4 1 1 1 4 1 
3 5 1 1 1 4 1 
3 6 1 1 1 4 1 
3 7 1 1 1 3 1 
3 8 1 1 1 3 1 
4 1 2 1 2 2 3 
4 2 1 1 1 0 4 
4 3 2 2 3 1 5 
4 4 2 2 2 1 5 
4 5 2 2 2 2 4 
4 6 2 2 2 2 5 
4 7 2 2 2 1 5 
4 8 1 1 2 2 3 
5 1 2 1 1 4 2 
5 2 2 1 1 4 2 
5 3 2 2 2 3 2 
5 4 1 1 1 5 1 
5 5 1 1 1 5 2 
5 6 1 1 1 4 1 
5 7 1 1 1 4 2 
5 8 1 1 2 2 3 
6 1 1 1 1 4 1 
6 2 1 1 1 4 1 
6 3 1 1 1 4 1 
6 4 1 1 1 4 1 
6 5 1 1 1 4 1 
6 6 1 1 1 4 1 
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6 7 1 1 1 3 1 
6 8 1 1 1 3 1 
7 1 2 1 2 2 3 
7 2 1 1 1 0 4 
7 3 2 2 3 1 5 
7 4 2 2 2 1 5 
7 5 2 2 2 2 4 
7 6 2 2 2 2 5 
7 7 2 2 2 1 5 
7 8 1 1 2 2 3 
8 1 2 1 1 4 2 
8 2 2 1 1 4 2 
8 3 2 2 2 3 2 
8 4 1 1 1 5 1 
8 5 1 1 1 5 2 
8 6 1 1 1 4 1 
8 7 1 1 1 4 2 
8 8 1 1 2 2 3 
9 1 1 1 1 4 1 
9 2 1 1 1 4 1 
9 3 1 1 1 4 1 
9 4 1 1 1 4 1 
9 5 1 1 1 4 1 
9 6 1 1 1 4 1 
9 7 1 1 1 3 1 
9 8 1 1 1 3 1 
10 1 2 1 1 4 2 
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10 2 2 1 1 4 2 
10 3 2 2 2 3 2 
10 4 1 1 1 5 1 
10 5 1 1 1 5 2 
10 6 1 1 1 4 1 
10 7 1 1 1 4 2 
10 8 1 1 2 2 3 
11 1 2 1 2 2 3 
11 2 1 1 1 0 4 
11 3 2 2 3 1 5 
11 4 2 2 2 1 5 
11 5 2 2 2 2 4 
11 6 2 2 2 2 5 
11 7 2 2 2 1 5 
11 8 1 1 2 2 3 
12 1 2 1 1 4 2 
12 2 2 1 1 4 2 
12 3 2 2 2 3 2 
12 4 1 1 1 5 1 
12 5 1 1 1 5 2 
12 6 1 1 1 4 1 
12 7 1 1 1 4 2 
12 8 1 1 2 2 3 
13 1 1 1 1 4 1 
13 2 1 1 1 4 1 
13 3 1 1 1 4 1 
13 4 1 1 1 4 1 
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13 5 1 1 1 4 1 
13 6 1 1 1 4 1 
13 7 1 1 1 3 1 
13 8 1 1 1 3 1 
14 1 2 1 1 4 2 
14 2 2 1 1 4 2 
14 3 2 2 2 3 2 
14 4 1 1 1 5 1 
14 5 1 1 1 5 2 
14 6 1 1 1 4 1 
14 7 1 1 1 4 2 
14 8 1 1 2 2 3 
15 1 2 1 2 2 3 
15 2 1 1 1 0 4 
15 3 2 2 3 1 5 
15 4 2 2 2 1 5 
15 5 2 2 2 2 4 
15 6 2 2 2 2 5 
15 7 2 2 2 1 5 
15 8 1 1 2 2 3 
16 1 1 1 1 0 4 
16 2 2 2 3 1 5 
16 3 2 2 2 1 5 
16 4 4 4 4 5 1 
16 5 5 5 4 4 3 
16 6 4 5 5 2 4 
16 7 4 5 5 2 4 
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16 8 4 4 4 3 4 
17 1 5 5 5 1 5 
17 2 5 5 5 1 4 
17 3 5 5 5 2 5 
17 4 5 5 5 2 4 
17 5 5 5 4 4 3 
17 6 5 5 5 2 5 
17 7 5 5 5 2 5 
17 8 1 1 1 4 2 
18 1 2 1 2 2 3 
18 2 1 1 1 0 4 
18 3 2 2 3 1 5 
18 4 2 2 2 1 5 
18 5 2 2 2 2 4 
18 6 2 2 2 2 5 
18 7 2 2 2 1 5 
18 8 1 1 2 2 3 
19 1 1 1 1 4 1 
19 2 1 1 1 4 1 
19 3 1 1 1 4 1 
19 4 1 1 1 4 1 
19 5 1 1 1 4 1 
19 6 1 1 1 4 1 
19 7 1 1 1 3 1 
19 8 1 1 1 3 1 
20 1 5 5 5 1 5 
20 2 5 5 5 1 4 
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20 3 5 5 5 2 5 
20 4 5 5 5 2 4 
20 5 5 5 4 4 3 
20 6 5 5 5 2 5 
20 7 5 5 5 2 5 
20 8 5 5 5 2 5 
Table 06 
Answers to Questions Related to User’s Perception Questionnaire – Part 1 
Participant 
I would be in favor of an EEG based biometrics 
system being adopted as a mean of verifying 
identity 
I feel comfortable with an EEG 
based biometrics system. 
I should be aware if biometric data is 
being captured while using an EEG 
device. 
1 2 3 1 
2 2 2 2 
3 3 3 1 
4 3 3 1 
5 3 3 1 
6 3 3 1 
7 4 4 2 
8 2 2 1 
9 3 3 1 
10 2 2 1 
11 2 3 1 
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12 4 4 1 
13 2 2 2 
14 3 3 1 
15 4 4 1 
16 2 2 1 
17 2 2 2 
18 3 3 1 
19 2 2 2 
20 2 2 1 
AVG 2.65 2.75 1.25 
 
 
Table 07 
Answers to Questions Related to User’s Perception Questionnaire – Part 2 
Participant 
A monitoring system may falsely reject a 
legitimate user, believing them to be an 
impostor.  How frequently are you willing to 
tolerate such errors? 
A behavioral biometric system needs 
to create a behavioral profile, how 
long are you willing to spend creating 
one? 
If you should use a biometric 
method like this, who do you think 
should have access to your biometric 
pattern? 
1 Less than 20% 3 to 5 minutes yourself 
2 Less than 10% 1 to 3 minutes yourself 
3 Less than 10% 1 to 3 minutes yourself 
4 Less than 10% 1 to 3 minutes yourself 
5 Less than 15% 1 to 3 minutes yourself 
6 Less than 10% 1 to 3 minutes yourself 
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7 Less than 5% 1 to 3 minutes yourself 
8 Less than 20% 1 to 3 minutes yourself 
9 Less than 10% 3 to 5 minutes yourself 
10 Less than 5% less than 1 minute yourself 
11 Less than 5% less than 1 minute yourself 
12 Less than 10% 1 to 3 minutes yourself 
13 Less than 5% less than 1 minute yourself 
14 Less than 20% 3 to 5 minutes yourself 
15 Less than 5% 3 to 5 minutes yourself 
16 Less than 5% less than 1 minute yourself 
17 Less than 20% 1 to 3 minutes yourself 
18 Less than 10% 1 to 3 minutes yourself 
19 Less than 10% 1 to 3 minutes yourself 
20 Less than 10% 1 to 3 minutes yourself 
AVG Less than 10% 1 to 3 minutes Yourself 
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