We develop an integration by parts technique for point processes, with application to the computation of sensitivities via Monte Carlo simulations in stochastic models with jumps. The method is applied to density estimation and to the construction of a modified kernel estimator which is less sensitive to variations of the bandwidth parameter than standard kernel estimators. Simulations are presented for a random functional of a log-normal renewal process in order to compare the performance of our modified estimator to standard kernel estimators.
Introduction
Estimation techniques for the density φ F of a random variable F from a random sample {F (k)} k=1,...,N of F have been introduced in [16] , [13] . In [16] , finite difference estimators of the form
have been constructed, and extended in [13] to estimators of the form
where K : R → R + is a kernel satisfying
The performance of kernel estimators is dependent on the choice of the bandwidth parameter h, whose optimal value is function of the number N of samples, i.e. it should decrease as N increases. It is known since [16] that the optimal rate of decrease in the mean square sense is N −1/4 for the finite difference estimator, while in [13] optimal values of h have been obtained for kernel estimators, in terms of N and K.
On the other hand, integration by parts and related Malliavin calculus techniques can be used to represent the density φ F of F as
under certain technical assumptions, cf. e.g. § 2.1 of [12] on the Wiener space, where W is a random variable called a weight. This provides another way to estimate the density of F by Monte Carlo methods: denoting by {F (k)} k=1,...,N a random sample distributed according to the law of F we have 4) where {W (k)} k=1,...,N denotes the corresponding sample of W . The interest in (1.4), compared to kernel estimators, is to be independent on the value of a bandwidth parameter.
More generally, the Malliavin calculus has been applied to the sensitivity analysis of continuous financial markets, cf. [9] , [8] , to express derivatives of the form
where (F ζ ) is a family of random variables depending on a parameter ζ ∈ R, as:
(1.5)
Here, W ζ is a weight independent of the function f , which need not be differentiable:
in particular the estimation of density (1.4) corresponds to f = 1 (−∞,0) and F y = F −y, with W independent of y.
Integration by parts techniques have also been applied to financial models with Poisson jumps in [5] , [6] , [10] , [1] and to insurance [15] . The last two mentioned works rely on a version of the Malliavin calculus with jumps developed in [2] , [7] , [14] . Note that in mathematical finance, each value of the bandwidth parameter h in the finite
yields a different estimate of the corresponding sensitivity (also called "Greek"), see e.g. [4] , p. 40, whereas (1.5) is again independent of a bandwidth parameter.
In Proposition 3.4 below we derive a general integration by parts formula for point processes, extending the results obtained in the Poisson case in [2] , [7] , [14] , [10] , [15] , with potential application to sensitivity analysis and density estimation for stochastic models in finance, insurance and engineering. Using this integration by parts formula we obtain an expression of the form (1.3)-(1.4): 6) for the density of a random functional F of a point process. It turns out that the performance of the corresponding estimator (1.6) decreases for small values of y, for which W has a large variance. This problem is tackled by a localization procedure, mixing (1.6) with a standard kernel estimate:
where K is a kernel supported in [0, ∞) and
As shown in Section 5.3, this estimator combines the advantages of Malliavin type estimators (1.6) and kernel estimators (1.2), in that it is little sensitive to values of the bandwidth parameter h, while at the same time it does not present the above mentioned variance problem. Actually, (1.7) recovers with a simple proof an analog of Theorem 2.1 proved in [11] on the Wiener space. The optimization results of [11] in terms of kernel K and bandwidth parameter h also apply here and are used in numerical simulations, cf. Figures 6 and 7.
We proceed as follows. In Section 2 we review some properties of point processes, and in Section 3 we establish the integration by parts formula (Proposition 3.4) which will be our main tool for density estimation. In Section 4 we present an application of the integration by parts formula to the computation of sensitivities. Simulations and comparisons of different methods for density estimation are presented in Section 5.
As an example we will consider the functional
where
is a jump process with random marks (Y k ) k≥1 independent of the point process (N t ) t∈R + . Such functionals can be used to express risk reserve processes for insurance portfolios in which the accumulated amount of claims occurring in the time interval (0, t] is given by X t , cf. e.g. [15] .
Point processes
Let
be a point process with increasing sequence of jump times (T k ) k≥1 , on a probability space (Ω, F , P ). Set T 0 = 0 and let the inter-jump times of (N t ) t∈R + be denoted by
where f 0 ∈ R and f n is symmetric in n variables and continuously differentiable on
Denoting by (F t ) t∈R + the filtration generated by (N t ) t∈R + , we
The expectation of F has the form
3)
the Janossy densities, and j T,0 ∈ R + , cf. [17] , §5.3 of [3] , and references therein. In other terms we have
We turn to some examples of point processes and their Janossy densities.
Poisson processes
In the case of Poisson processes with arbitrary deterministic intensity λ(t) we have
i.e. for the standard Poisson process with intensity λ > 0 we have
Renewal processes
A point process (N t ) t∈R + as in (2.1) is called a renewal process with inter-occurrence
and identically distributed with P (τ k ≤ x) = Z(x), and density z(x), x ∈ R + , k ≥ 1.
Since the sequence (τ k ) k≥1 is i.i.d., for 0 ≤ t 1 < t 2 < · · · < t n ≤ T we have
hence the Janossy densities j T,n (t 1 , . . . , t n ) are given by
by symmetrization:
where (t (1) , . . . , t (n) ) denotes the sequence (t 1 , . . . , t n ) in ascending order, see §5.3 of
3 Integration by parts
The next lemma is the core of our integration by parts formula. It extends results of [2] , [15] to the setting of point processes. Let
such that w(0) = w(T ) = 0. In the sequel we assume that j T,n ∈ C 1 (∆ T n ), n ≥ 1.
Proof. We have
Next, we state the definition of the divergence operator.
and such that ( 
Proof. From Lemma 3.2 and Definition 3.3 we have
which proves (3.2). Let now (F n ) n∈N , (G n ) n∈N be two sequences in S T converging to a same F in L 2 (Ω, F T ), and such that both (D w F n ) n∈N and (D w G n ) n∈N have limits denoted by U and V in L 2 (Ω, F T ). In this case, letting (H n ) n∈N ⊂ S T be a sequence converging to U − V we have:
hence U = V , P -a.s. This shows that for F ∈ Dom(D w ) we may define
The same argument applies to D * w and as a consequence, the duality formula (3.1) is extended to F ∈ Dom(D w ).
We now turn to the calculation of D w log j T,N T (T 1 , . . . , T N T ) for particular examples of point processes.
Poisson processes
In the case of a Poisson process with arbitrary deterministic intensity λ ∈ C
Renewal processes
In this case, (2.4) yields:
Log-normal renewal process
In this example the inter-arrival times are independent and identically distributed according to the log-normal distribution with parameter σ > 0, i.e.
In other terms
Gaussian random variables, and
ds.
In the simulations of Section 5 we will simply take w(t) = t(T − t), t ∈ [0, T ]. In this case we have
Sensitivity analysis
Let I = (a, b) be an open interval of R and consider the derivative
This expression can be approximated by finite differences as
while (4.1) fails when f is not differentiable, e.g. when f = 1 [0,∞) . In Proposition 4.1 below we show that
provided F ζ is sufficiently smooth to be in the domain of D w , with D w F ζ = 0 a.s.
on A, and where the random variable W ζ is a weight independent of the function f .
The application of this formula to numerical simulations will be compared to kernel estimates in Section 5.
be a family of random functionals, continuously differentiable in Dom(D w ) in the parameter ζ ∈ (a, b) and such
, and let A ∈ F T such that 1 A ∈ Dom(D w ) and D w 1 A = 0, a.s., with
where the weight
Proof. Assuming that f ∈ C ∞ b (R) we have from Proposition 3.4:
is computed using stochastic integrals as:
since D w 1 A = 0. The extension to square-integrable f is obtained as in [9] , [10] .
In applications of the above proposition we will take A = {N T = 0}. In the case of Poisson processes with arbitrary deterministic intensity λ ∈ C 1 (R + ), the weight W ζ is given by
For general point processes and F y = F − y we have
More generally we will be able to consider point processes of the form
where (Y i ) i≥1 is a sequence of marks independent of (N t ) t∈R + . Consider for example the functional
Since the gradient operator D w does not act on Y i , i ∈ N, these random variables may be considered as constants in the integration by parts formula (3.2). We have
and
As an example we compute the weight W r corresponding to the sensitivity
with respect to the parameter r > 0. We have
Density estimation
In this section we are specially interested in derivatives with respect to y of expectation of the form E[f (F − y)] with f = 1 (0,∞) , which yield the probability density
Our results are illustrated by Monte Carlo density estimations with 10000 samples for the random variable
where (N t ) t∈R + is a log-normal renewal process and T = 5, σ = 0.3.
Kernel estimators
The density φ F can be estimated using a kernel K, as
where K is a continuous positive function such that
In Figure 1 we compare several kernel estimators, with
and h = 1, 0.1, 0.01. 
Malliavin method
As an application of Proposition 4.1 we have
where the weight W given by
is independent of y and of any bandwidth parameter. One can check in Figures The graph labeled "exact value" has been obtained via the modified kernel estimator (see (5.5) below in Section 5.3) with 10 7 samples.
The next graph is a 3-dimensional version. Here we apply a similar procedure to construct a modified kernel estimator using Malliavin weights. We consider a decomposition of the form
where g is a C 1 function, for example,
and In the following proposition we obtain an analog of Theorem 2.1 in [11] , via a somewhat simpler argument.
and f a function on R such that f (0) = 1, f (x) = 0, x < 0, and
where W is given by (5.3).
Relation (5.4) yields an analog of Theorem 2.1 of [11] for point processes, with a simple proof. The method for the determination of an optimal kernel f and bandwidth parameter h by minimization of
of [11] , page 446, also applies here and yields f (x) = 1 [0,∞) (x)e −λx , x ∈ R, and
L 2 (A) , for any λ > 0.
Letting K(x) = −1 (0,∞) (x)f (x), this leads by Monte Carlo approximation to the corrected kernel estimator:
Note that (5.4) is an equality, whereas the standard kernel estimate
is only an approximation. 
Conclusion
The performances of kernel estimators are dependent on the choice of a bandwidth parameter h. The results of the Malliavin method are independent of h but may be degraded as the weight variance increases. Our modified kernel estimator, constructed by localization of the Malliavin method, appears to perform better than the other estimators considered.
