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摘 要: 目标跟踪是利用一个视频或图像序列的上下文信息，对目标的外观和运动信息进行建模，从而对目标运动
状态进行预测并标定目标位置的一种技术，是计算机视觉的一个重要基础问题，具有重要的理论研究意义和应用
价值，在智能视频监控系统、智能人机交互、智能交通和视觉导航系统等方面具有广泛应用。大数据时代的到来及
深度学习方法的出现，为目标跟踪的研究提供了新的契机。本文首先阐述了目标跟踪的基本研究框架，从观测模
型的角度对现有目标跟踪的历史进行回顾，指出深度学习为获得更为鲁棒的观测模型提供了可能; 进而从深度判
别模型、深度生成式模型等方面介绍了适用于目标跟踪的深度学习方法; 从网络结构、功能划分和网络训练等几个
角度对目前的深度目标跟踪方法进行分类并深入地阐述和分析了当前的深度目标跟踪方法; 然后，补充介绍了其
他一些深度目标跟踪方法，包括基于分类与回归融合的深度目标跟踪方法、基于强化学习的深度目标跟踪方法、基
于集成学习的深度目标跟踪方法和基于元学习的深度目标跟踪方法等; 之后，介绍了目前主要的适用于深度目标
跟踪的数据库及其评测方法; 接下来从移动端跟踪系统，基于检测与跟踪的系统等方面深入分析与总结了目标跟
踪中的最新具体应用情况，最后对深度学习方法在目标跟踪中存在的训练数据不足、实时跟踪和长程跟踪等问题
进行分析，并对未来的发展方向进行了展望。
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Abstract: Object tracking is a fundamental problem in computer vision，which uses context information in a video or image
sequence to predict and locate a target ( s) . It is widely used in smart video monitoring systems，intelligent human inter-
action，intelligent transportation，visual navigation systems，and many other areas. With the advent of the big data era and
the emergence of deep learning methods，tracking performance has substantially improved. In this paper，we introduce the
basic research framework of object tracking and review the history of object tracking from the perspective of the observation
model. We indicate that deep learning allows for a more robust observation model to be obtained. We review the deep learn-
ing methods that are suitable for object tracking from the aspects of deep discriminative model and deep generative model.
We also classify and analyze the existing deep object tracking methods from the perspectives of network structure，network
function，and network training. In addition，we introduce several other deep object tracking methods，including deep object
tracking based on the fusion of classification and regression，on reinforcement learning，on ensemble learning，and on meta-
learning. We show the current commonly used databases for object tracking based on deep learning and their evaluation
methods. We likewise analyze and summarize the latest specific application scenarios in object tracking from the perspec-
tives of mobile tracking system，detection，and tracking-based system. Finally，we analyze the problems of object tracking，
including insufficient training data，real-time tracking，and long-term tracking and specify further research directions for
deep object tracking.
Key words: visual object tracking; deep neural network; correlation filter; deep Siamese network; reinforcement learning;
generative adversarial network
0 引 言
目标跟踪是计算机视觉的一个重要分支，其利
用视频或图像序列的上下文信息，对目标的外观和
运动信息进行建模，从而对目标运动状态进行预测
并标定目标的位置。目标跟踪融合了图像处理、机
器学习、最优化等多个领域的理论和算法，是完成更
高层级的图像理解( 如目标行为识别) 任务的前提
和基础( Li 等，2018c; Lu 等，2018 ) 。随着计算机处
理能力的飞速提升，各种基于目标跟踪的民用和军
用系统纷纷落地，广泛应用于智能视频监控( Huang
等，2015; Collins 等，2000; Haritaoglu 等，2000; Shu
等，2005 ) 、智能人 机 交 互 ( Bonin-Font 等，2008; Li
等，2003) 、智能交通( Lu 等，2010 ) 、视觉导航( Hu
等，2007; Kristan 等，2013 ) 、无人驾驶、无人自主飞
行、战 场 态 势 侦 察 ( Li 等，2018c; Lu 等，2018 ) 等
领域。
国际上，卡内基( 梅隆大学、麻省理工学院等多
所高校和研究机构最先开展了目标跟踪相关项目的
研究( Wang 等，2015; Lowe 等，2004) ，并结合多传感
器技术，提高了对城市的主动监视和对战场的态势
感知能力。IBM 研究院开发的 S3 系统( smart sur-
veillance system) ( Haritaoglu 等，2000) 能够实现多目
标跟踪并完成对目标行为的异常检测。英国的雷丁
大学、伦敦大学则致力于民用的视频监控项目( Van
等，2009; 管皓 等，2016) ，开发出了能在复杂场景下
的行人跟踪和行为理解，以及可用于监测、引导交通
流量并实现异常预警的公共交通管理系统。国内也
有很多研究所和高校成立了相关课题组，如中国科
学院自动化研究所模式识别国家重点实验室、大连
理工大学通信与信号处理研究所、西安交通大学图
像处理与识别研究所、香港中文大学、清华大学和上
海交通大学图像处理与模式识别研究所等，针对目
标跟踪在计算机视觉领域中的应用进行研究。除了
具体的工程应用，目标跟踪也是各个领域顶级期刊
和会议的重要主题，每年都有大量最新最前沿的成
果发表在 IEEE TPAMI( IEEE Transactions on Pattern
Analysis and Machine Intelligence) 、IJCV( Internation-
al Journal of Computer Vision) 、PＲ ( Pattern Ｒecogni-
tion) 等期刊和 ICCV ( IEEE International Conference
on Computer Vision ) 、CVPＲ ( IEEE Conference on
Computer Vision and Pattern Ｒecognition) 、ECCV( Eu-
ropean Conference on Computer Vision) 等会议。与此
同时，国内举办的各种相关会议和主办的相关期刊
也 包 含 目 标 跟 踪 主 题，如 国 际 图 像 图 形 会 议
( ICIG) 、模式识别与计算机视觉会议( PＲCV) 、视觉
与学习青年学者研讨会( VALSE) 等会议和《中国科
学信息科学》、《计算机学报》、《自动化学报》、《中国
图象图形学报》等期刊。这些前沿的研究极大促进了
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视觉跟踪领域的理论发展和工程应用，使得相关技术
越来越集中应用于国防、企业以及个人生活中。
依据跟踪目标数目的不同，目标跟踪可分为单
目标跟踪和多目标跟踪。本文主要关注单目标跟
踪。随着深度学习在图像分类和目标检测等计算机
视觉任务中的成功应用，深度学习也开始大量应用
于目标跟踪算法中，已经取得了很多的研究成果。
因此，本文对基于深度学习的目标跟踪算法进行系
统的梳理，旨在为目标跟踪的进一步发展提供参考。
1 现有目标跟踪方法简介
目前已有大量的目标跟踪算法，按照其发展脉
络，图 1 展示了各时间节点的代表性算法，后文将详
细介绍各算法。可以看出，2012 年是一个重要的分
界线; 以 AlexNet 网络为代表的深度学习方法在图
像识别等领域获得了巨大成功，随后迅速被引入到
目标跟踪领域中。
视觉跟踪系统的基本框架一般由搜索策略、特
征提取和观测模型等模块组成。目前常用的搜索策
略包括均值漂移( mean shift) ( Comaniciu and Meer，
2002) 、粒子滤波( particle filter) ( Isard and Blake，
1998) 和循环密集采样( cyclic dense sampling) ( Ｒob-
ert 等，2005) 等几种方式; 通过搜索策略获得候选样
本后进行特征提取，主要包括人工特征和学习特征;
最后，利用特征判断候选样本是否为跟踪目标的观
测模型，通常分为生成式模型和判别式模型。由于
观测模型对跟踪结果至关重要，本文主要从观测模
型的角度来回顾一下目标跟踪的发展历程( Wang
等，2015) 。
图 1 各时间节点的代表性目标跟踪算法
Fig． 1 Some representative object tracking algorithms
1. 1 基于生成式模型的方法
生成式模型提取目标特征构建表观模型，在图
像 中 搜 索 与 模 型 最 匹 配 的 区 域 作 为 跟 踪 结 果
( Krizhevsky 等，2012) 。最早的目标跟踪工作可以
追溯 到 1981 年 提 出 的 LK 光 流 法 ( Horn and
Schunck，1981) ，它假定目标灰度在短时间内保持不
变，同时目标邻域内的速度向量场变化缓慢。KLT
( Kanade Lucas Tomasi tracking method) ( Shi and To-
masi，1994) 通过匹配角点实现对目标的跟踪。随后
工作则考虑采用原始的外观( Isard and Blake，1998)
或者颜色( Comaniciu and Meer，2002) 作为主要特征
来描述目标，或者采用更为复杂的混合方式描述目
标( Jepson 等，2003) ，这种方法包含三部分，分别描
述目标的稳定特征、瞬变特征和噪声过程。然而，上
述特征很难描述目标的变化，如当目标角度突然发
生剧烈变化时，该外观模型就会失效，甚至丢失目
标，导致跟踪任务失败。为了解决这些问题，多角度
模型被用来描述目标，它通过计算当前含有目标的
图像和用特征向量重建的图像之间的仿射变换差异
来跟踪目标。在此基础上，Ｒoss 等人( 2008) 在线更
新特征空间的基，直接将以前检测到的目标作为样
本在线学习而无需大量的标注样本。L1 跟 踪 器
( Mei and Ling，2011 ) 把跟踪看做一个稀疏近似问
题，通过求解 L1 范数最小化问题，实现对目标的跟
踪。同 时，SIFT ( scale invariant feature transform )
( Cruz-Mota 等，2012 ) ，SUＲF ( speeded up robust fea-
Vol． 24，No． 12，Dec． 2019
2060
tures) ( Ｒoss 等，2008 ) ，最大稳定极值区域( MSEＲ)
( Matas 等，2004) 等更为鲁棒的局部特征也用来描
述目标，以适应目标在局部的各种尺度和旋转的变
化。生成式模型不论采用全局特征还是局部特征，
其本质是在目标表示的高维空间中，找到与目标模
型最相邻的候选目标作为当前估计。但是，此类方
法的缺陷在于只关注目标信息，而忽略了背景信息。
1. 2 基于判别式模型的方法
与生成式模型不同的是，判别式模型同时考虑
了目标和背景信息。判别式模型将跟踪问题看做分
类或者回归问题，目的是寻找一个判别函数，将目标
从背景中分离出来，从而实现对目标的跟踪。
1) 分类判别式模型。早期，Collins 等人( 2005 )
利用线性判别分析自适应地选择对当前背景和目标
最具区分力的颜色特征，从而分离出目标。随后，各
种分类器被引入至目标跟踪领域。Avidan( 2007) 采
用支 持 向 量 机 ( Suykens and Vandewalle，1999 ) 和
AdaBoost( Viola and Jones，2001) 等机器学习方法区
分背景和目标，但由于所选取的特征基于单个像素，
所以容易丢失目标。Grabner 等人( 2008 ) 结合 Haar
特征( Mita 等，2005) 和在线 Boosting 算法对目标进
行跟 踪。TLD ( tracking learning detection ) ( Kalal，
2012) 利用在线的 Ferns( Bosch 等，2007) 检测目标，
同时利用在线随机森林算法( Svetnik 等，2003) 跟踪
目标。Hare 等人( 2016) 提出 Struck 算法，利用结构
化的支持向量机( SVM) 直接输出跟踪结果，避免中
间分类环节，取得了优异的性能。
2) 回归判别式模型。基于回归判别模型的典
型方法是相关滤波，其利用循环矩阵，通过快速傅里
叶变换实现时域到频域的转换，大大提升了算法的
速度。相关滤波因速度优势受到了广泛关注，逐渐
成为目标跟踪领域的主流框架。Henriques 等人在
MOSSE 算法( David 等，2010 ) 的基础上，提出 CSK
( circulant structure of tracking by detection with ker-
nels) ( Henriques 等人，2012 ) 算法，也称为核相关滤
波算法，其采用循环移位进行密集采样，并通过核函
数将低维线性空间映射到高维空间，提高了相关滤
波器的鲁棒性。随后的工作主要从特征选择、尺度
估计、正则化等方面对该算法进行改进和提高。特
征选择方面，可使用方向梯度直方图 ( HOG) 、CN
( color names) 等特征更好地表征目标。尺度估计方
面，SAMF ( scale adaptive multiple feature ) ( Li 等，
2015) 同时检测目标位置和尺度的变化，采用图像
金字塔进行尺度选择，最佳尺度对应最大响应值;
DSST( accurate scale estimation for robustvisual track-
ing) ( Danelljan 等，2014 ) 则将目标跟踪看成位置变
化和尺度变化两个独立问题，首先训练位置平移相
关滤波器以检测目标中心平移，然后训练尺度相关
滤波器来检测目标的尺度变化。由于相关滤波采用
循环移位采样，导致除了中心样本以外的其他样本
都会存在边界，这称为边界效应。SＲDCF ( learning
spatially regularized correlation filters for visual track-
ing) ( Danelljan 等，2015a) 采用了大的检测区域，在
滤波器系数上加入权重约束，越靠近边缘权重越大，
越靠近中心权重越小，从而使得滤波器系数主要集
中在中心区域，有效地缓解了边界效应。CSＲ-DCF
( discriminative correlation filter with channel and spa-
tial reliability) ( Lukeic 等，2017) 利用空域分割和通
道响 应 值 来 评 估 空 域 和 通 道 的 可 靠 性。BACF
( background-aware correlation filters) ( Galoogahi 等，
2017) 通过补零操作获取更大搜索域的样本，进行
循环采样时保证了真实的负样本。STＲCF ( spatial-
temporal regularized correlation filters) ( Li 等，2018b)
同时考虑了空域正则化和时间正则化，可以在有遮
挡情况下成功追踪目标，同时能够很好地适应较大
的外观变化。
1. 3 基于深度学习的方法
基于深度学习的目标跟踪方法主要是利用深度
特征强大的表征能力来实现跟踪。按照利用深度特
征的方式，可分为基于预训练深度特征的跟踪和基
于离线训练特征的跟踪。
1) 基于预训练深度特征的跟踪。早期的一些
工作( Wang and Yeung，2013) 直接利用 ImageNet 数
据上的预训练模型提取深度特征。HCF ( hierarchi-
cal convolutional features for visual tracking) ( Ma 等，
2015) 利用 VGG( visual geometry group) 网络的深层
特征与浅层特征，融入到相关滤波器获得了很好的
跟踪性能。但该算法并没有对尺度进行处理，在整
个跟踪序列中都假定目标尺度不变，因此对尺度变
化较大的跟踪目 标 并 不 鲁 棒。HDT ( hedged deep
tracking) ( Qi 等，2016) 利用 Hedge 算法将每一层特
征训练出来的相关滤波器进行融合提升。C-COT
( continuous convolution operators for visual tracking)
( Danelljan 等，2016) 将浅层表观信息和深层语义信
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息结合起来，根据不同空间分辨率的响应，在频域进
行插值得到连续空间分辨率的响应图，通过迭代求
得最佳位置和尺度。为了解决 C-COT 速度慢的问
题，ECO ( efficient convolution operators ) ( Danelljan
等，2017) 通过卷积因式分解操作、样本分组和更新
策略对其改进，在不影响算法精确度的同时，算法速
度提高了一个数量级。UPDT( unveiling the power of
deep tracking) ( Bhat 等，2018) 区别对待深度特征和
浅层特征，利用数据增强和差异响应函数提高鲁棒
性和准确性，同时利用提出的质量评估方法自适应
融合响应图，得到最优的目标跟踪结果。
2) 基于离线训练特征的跟踪。基于离线训练
特征的跟踪则是通过端到端的方式训练与目标跟踪
任务 相 匹 配 的 特 征，从 而 获 得 更 好 的 跟 踪 性 能。
MDNet( Nam and Han，2016) 跟踪算法设计一个轻量
级的小型网络学习卷积特征表示目标，利用 SoftMax
( Kumarawadu 等，2002) 对采样样本分类，其性能表
现非常优异，但速度只有 1 帧 / s。随后提出的 Siam-
FC( Bertinetto 等，2016b ) 算法，则是利用孪生网络
( Siamese network) ，在视频序列 ILSVＲC2015 离线训
练一个相似性度量函数，在跟踪过程中利用该模型，
选择与模板最相似的候选作为跟踪结果。Tao 等
( 2016) 提出 SINT( Siamese instance search network)
算法，利用孪生网络直接学习目标模板和候选目标
的匹配函数，在线跟踪过程中只用初始帧的目标作
为模板来实现跟踪。在孪生网络获得目标位置的基
础上，区域提议网络被用来直接估计目标尺度( Li
等，2018d) ，同时提高了跟踪性能和效率。
如何将相关滤波融入深度学习框架，通过端到
端的形式训练最适合相关滤波的深度特征成为许多
工作关注的热点问题。Valmadre 等人( 2017 ) 提出
的 CFNet，首先将相关滤波改写成可微分的神经网
络层，和特征提取网络整合到一起以实现端到端优
化，训 练 与 相 关 滤 波 器 相 匹 配 的 卷 积 特 征。
VOT2017 竞赛冠军算法 CFCF( good features to corre-
late for visual tracking) ( Gundogdu and Alatan，2018)
则是通过精调网络模型，学习适用于相关滤波的深
度特征，然后将学到的深度特征引入 C-COT 的跟踪
框架。最新的一些工作则是将深度学习最新进展，
如元学习( Park and Berg，2018 ) 、生成式对抗网络
( GAN) ( Song 等，2018 ) 等，引入目标跟踪领域，以
期获得更好的跟踪性能。
2 适用于目标跟踪的深度学习模型
2. 1 深度判别式模型
2. 1. 1 卷积神经网络
卷积神经网络( CNN) 是一种前馈神经网络，其
中每个神经元的响应与前一层感受野范围内的神经
单元相关。卷积神经网络通常包含卷积层、激活函
数、池化层以及全连接层。其中，卷积层由若干卷
积单元组成，卷积运算是为了对输入进行特征提
取，浅层网络可能是提取一些低级的特征如边缘、
轮廓和角点等，深层网络从低级特征中提取更为
复杂的特征。池化层即降采样层，通常卷积层之
后会得到维度较大的特征，池化后可得到维度较
小的特征。全连接层把所有局部特征结合变成全
局特征。代表性的 CNN 模型有 AlexNet( Krizhevsky
等，2012) 、VGGNet( Simonyan and Eisserman，2015) 、
GoogLeNet ( Szegedy 等，2015 ) 、ＲesNet ( He 等，
2016) 、DenseNet( Huang 等，2017b) 等，网络结构详
见对应的参考文献。
2. 1. 2 循环神经网络
门循环单元( GＲU) ( Cho 等，2014 ) 是循环神经
网络( ＲNN) 的一种，是为了解决长期记忆和反向传
播中的梯度问题而提出来的。相比长短期记忆网络
( LSTM) ，使用 GＲU 能够达到相当的效果，并且相比
之下 更 易 训 练，能 够 很 大 程 度 上 提 高 训 练 效 率。
GＲU 的输入和输出结构与普通的 ＲNN 是一样的，
其原理与 LSTM 非常相似，即用门控机制控制输入、
记忆等信息。GＲU 有两个门，即重置门和更新门。
其中，重置门决定了如何将新的输入信息与前面的
记忆相结合，更新门定义了前面记忆保存到当前时
刻的比重。如果将重置 门 设 置 为 1，更 新 门 设 置
为 0，即可得到一个标准的 ＲNN 模型。LSTM 有输
入门、遗忘门和输出门三个门，其输入门和遗忘门对
应于 GＲU 的更新门，GＲU 并不会控制并保留内部
记忆且没有 LSTM 中的输出门。
传统的 LSTM 使用的是全连接长短期记忆网
络，没有考虑空间上的相关性，并且包含了大量冗余
的空间数据。针对该问题，研究人员提出了 ConvL-
STM 方法( Shi 等，2015 ) ，其核心本质与传统 LSTM
相同，都是将上一层的输出作为下一层的输入。不
同之处在于，ConvLSTM 加入了卷积结构，使其不仅
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具有 LSTM 的时序建模能力，而且还能够像 CNN 一
样提取空间特征，并且状态与状态之间的切换替换
为卷积计算，从而使其同时具备时空特性。ConvL-
STM 可以很直观地扩展到其他具有时空序列的预
测问题中，例如跟踪问题。
2. 2 深度生成式模型
2. 2. 1 生成式对抗网络
生成式对抗网络( GAN) 主要包括生成器( gen-
erator) 与判别器( discriminator) 。生成器通过学习
真实图像分布从而使生成的图像更加真实，以欺骗
判别器; 判别器则需要对接收的图像进行真假判别。
在训练过程中，生成器努力地让生成的图像更加真
实，而判别器则努力地去识别出图像的真假。随着
训练的迭代，生成器和判别器在不断地进行对抗，期
望网络达到一个纳什均衡状态: 生成器生成的图像
接近于真实的图像分布，而判别器识别不出真假图
像。整个系统可以用反向传播进行训练。代表性的
生成式对抗网络包括 DCGAN( deep convolution gen-
erative adversarial networks ) ( Ｒadford 等，2016 ) 、
WGAN ( Wasserstein GAN ) ( Arjovsky 等，2017 ) 、
WGAN-GP( Gulrajani 等，2017 ) 等，详细介绍可参考
对应文献。
2. 2. 2 自编码器
自编码器( AE) ( Vincent 等，2010 ) 是一种数据
压缩算法，其中数据的压缩和解压缩函数是数据相
关的、有损的、从样本中自动学习的。自编码器的结
构一般由两个部分组成: 编码器和解码器。编码器
和解码器可以是任意的模型，通常使用神经网络模
型作为编码器和解码器。输入的数据经过神经网络
降维得到一个编码，接着又通过另外一个神经网络
去解码得到一个与输入原数据尽可能相似的生成数
据。通过比较这两个数据，最小化它们之间的差异
来训练这个网络中编码器和解码器的参数。当这个
过程训练完之后，可以通过编码器生成一个更为紧
凑的特征。另外，还可以利用解码器，随机输入一个
编码，进而生成一个和原数据尽可能一致的数据。
变分 自 编 码 器 ( VAE ) ( Kingma and Welling，
2013) 是 AE 的改进，其结构与 AE 类似，也由编码器
和解码器构成。对 AE 而言，输入一幅图像，通过编
码器生成一个隐向量，这比随机取一个随机噪声更
好，因为这包含着原图片的信息，最后可以将隐向量
解码得到与原图片对应的图片。但是 AE 并不能生
成任意图片，因为隐向量无法人工构造，需要通过一
幅图像输入至编码器才能得到隐向量。为了解决该
问题，VAE 应运而生。VAE 在编码过程中会增加限
制，迫使其生成的隐向量能够大致遵循一个标准正
态分布。因此，在 VAE 训练完成之后，对于生成新
数据的任务，只需要给它一个服从标准正态分布的
随机隐向量，通过解码器就可得到生成数据。在具
体使用中，通常可以利用均值和标准差这两个统计
量合成隐向量。这里默认编码之后的隐向量是服从
一个正态分布的。通过 VAE 学习到的特征，可以应
用于诸如识别、降噪、表示和可视化等任务中。
2. 3 其他深度学习模型
其他代表性的深度学习模型有强化学习( Hes-
ter 等，2018) 和元学习( Al-Shedivat 等，2018) 。
强化学习( ＲL) 作为机器学习的一种，已被广泛
应用于人工智能领域，例如 Alpha Go、Atari 2600 游
戏、自然语言处理等。它主要解决的问题是，对于一
个可以感知环境的智能体，通过学习选出能实现目
标的最优动作。在强化学习中应用最广泛的为 Q-
learning，其通常需要定义一个 Q 函数 Q( s，a) ，表示
在状态 s 下采取动作 a 能够获得最大回报 Ｒ，然后
通过迭代的方式不断更新 Q 值。如果 Q 函数足够
准确且环境确定，那么只要采取实现最大 Q 值动作
的策略即可。传统 Q-learning 将 Q 值存储在一个
Q 表格中，该表格的行表示不同的状态，列表示所有
可能的动作。在状态不多的情况下，此方法可以很
好地解决一些问题。但在现实中，通常会有近万个
不同的状态，因而不可能建立如此大的 Q 表格，这
使得 Q-learning 很难用来解决现实际问题。因此，
提出了 Deep Q-learning，其使用一个深度神经网络
来对 Q 函数进行模拟; 在 Q 值中使用均方差来衡量
当前值与目标值之间的差异，然后将此差异作为目
标函 数 并 使 用 随 机 梯 度 下 降 来 优 化。为 了 提 升
Deep Q-learning 的性能表现和学习速度，可进一步
改进: 使用 3 种损失更新网络，即双重 Q 学习损失、
监督式大边际分类损失以及在网络的权重和偏置上
的 L2 正则化损失，使得网络有更优的能力; 通过时
间差分更新方式，使得模型速率更高。
虽然强化学习已经在很多方面取得了令人瞩目
的成果，但这些成果的一个共同问题是算法的处理
受限于环境的稳定性。现实世界中环境通常是不稳
定的，会随着时间推移而发生变化，往往会导致通过
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强化学习所学到的策略失效，迫使智能体需在训练
和运行期间不断调整自我以取得好的成果。为了解
决上述问题，可以使用 Meta Learning 的方式对传统
强化学习方法进行改进( Al-Shedivat 等，2018 ) ，实
现策略的动态自适应。该方法的主要思想是首先训
练一个好的初始化网络，在面对新任务时只使用少
量数据即可更新出一个适应新任务的网络; 主要做
法是使用之前的历史经验( 如历史的策略和历史的
轨迹) 创建出新的策略。这样的方式是对于人类思
维方式的模仿，即利用历史经验来调整策略，从而快
速适应新环境。
3 基于深度学习的目标跟踪方法
基于深度学习的目标跟踪方法可以分别从网络
结构、网络功能以及网络训练这 3 个不同的角度进
行分类以及阐述。
3. 1 按照网络结构分类
3. 1. 1 基于卷积神经网络的深度目标跟踪方法
卷积神经网络因较强的特征表征能力和泛化能
力而广泛应用于目标跟踪中。然而，较之传统的手
工特征，深度特征也存在一些不足，如特征维度较
高、浅层特征语义信息较弱、深层特征位置信息较弱
等。如何把深度特征和手工特征相结合来获取更好
的特征描述已成为当前研究者比较关注的问题。
Chi 等人( 2017) 提出 DNT( dual network based track-
er) 算法，是一个充分利用卷积神经网络的不同层进
行特征提取而实现目标跟踪的双重网络。为了突出
目标的几何轮廓，首先把卷积神经网络提取的级联
特征和拉普拉斯高斯滤波得到的边缘特征整合为粗
糙的先验图，再把双重网络的输出和边缘特征整合
为混合成分，最后用参考独立成分分析算法得到精
确的特征图。
“离线预训练 + 在线微调”是深度学习用于目
标跟踪中的常用方法，但从大量离线训练数据中学
习通用特征表示，存在耗时、特征针对性不强等问
题。针对此问题，Zhang 等人( 2016 ) 提出 CNT( con-
volutional network based tracker) 算法，采用一个轻型
的两层卷积神经网络; 该网络无需大量辅助数据离
线训练就能学到较为鲁棒的特征。具体实现为: 首
先在第 1 帧中使用 k-means 算法从目标区域提取很
多归一化的图像块作为固定滤波器，然后结合后续
帧目标周围的一系列自适应上下文滤波器来构成特
征图集合，最后用自适应阈值的软收缩算法对卷积
后的全局表征进行去噪处理，从而得到鲁棒的稀疏
表示特征 c 作为目标模板。目标模板的更新策略为
ci = ( 1 － ρ) ct －1 + ρĉt －1 ( 1)
式中，ct 和 ct － 1 分别为第 t 帧和第 t － 1 帧的目标模
板，̂ct － 1为所跟踪的目标在第 t － 1 帧时的稀疏表示，
ρ 为待学习参数。稀疏表示采用简单的在线更新策
略来抑制跟踪器漂移，同时对目标形变更为鲁棒。
3. 1. 2 基于递归神经网络的深度目标跟踪方法
尽管基于卷积神经网络的目标跟踪方法已经取
得了很多成果，但在时间连续性和空间信息建模方
面还有待进一步改善，主要原因有: 1 ) 每次只能对
当前帧的跟踪目标进行建模，没有考虑当前帧和历
史帧之间的关联性; 2) 提取出来的深度特征往往随
着网络层数的加深变得高度抽象，丢失了目标自身
的结构信息; 3 ) 池化操作会降低特征图的分辨率，
损失了目标的空间位置和局部结构信息; 4) 只关注
目标本身的局部空间区域，忽视了对目标周边区域
的上下文信息进行建模。近年来，递归神经网络尤
其是带有门结构的 GＲU( Cho 等，2014 ) 、LSTM( Shi
等，2015) 等在时序任务上显示出了突出的性能，因
此不少研究者开始探索如何应用递归神经网络来解
决现有跟踪任务中存在的问题。
目前大多数基于卷积神经网络的目标跟踪方法
都是把目标跟踪作为分类问题处理，导致这些跟踪
方法很容易受相似物体的干扰。针对该问题，Fan
and Ling( 2017) 提出 SANet( structure-aware network)
算法，引入递归神经网络来提取物体的自身结构信
息，结合卷积神经网络来增强模型对相似物体的抗
干扰能力。不同于 1 维的时序任务，2 维图像数据
中物体的结构信息以无向循环图编码，循环结构使
得无法直接应用 ＲNN 来提取结构信息，因此作者将
无向循环图拓扑结构近似为 4 个有向不循环图的组
合，如图 2 所示。考虑到卷积神经网络不同层是从
不同的角度来提取目标特征，SANet 使用多个 ＲNN
对目标结构进行建模，提高了物体区分相似物体干
扰和背景信息的能力。
MemTrack( Yang and Chan，2018) 引入了具有外
部存储功能的动态存储网络，通过更新外部存储单
元来适应目标形状的变化，不需要高代价的在线网
络微调。网络采用具有注意力机制的 LSTM 来控制
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存储块的读写过程和模板的各通道门向量，有助于
检索外部存储中最相关的模板。为避免模板更新策
略所产生的过拟合问题，作者采用初始模板和门控
残差模板相结合的方法来适应目标形状的变化，提
高了跟踪性能。
图 2 无向循环图的分解
Fig． 2 The decomposition of undirected acyclic graph
3. 1. 3 基于生成式对抗网络的深度目标跟踪方法
基于深度分类网络的目标跟踪方法存在以下两
个方面的问题: 1) 每一帧中的正样本空间上高度重
合，不能获取丰富的表观信息; 2 ) 正负样本的比例
严重不平衡。VITAL ( visual tracking via adversarial
learning) ( Song 等，2018 ) 通过对抗学习的方法来解
决这两个问题。为了增强正样本对形变的鲁棒性，
在最后 1 个卷积层和第 1 个全连接层之间引入对抗
网络随机生成特征的权重掩码，每 1 个掩码表示一
类具体的形变。通过对抗学习能够识别那些长期保
留目标形变的掩码。为了解决各类之间的不平衡问
题，引入高阶敏感损失函数降低易分负样本对分类
网络的影响。SINT + + ( Wang 等，2018c) 假设所有
目标样本都位于一个流形空间上，使用变分自编码
器生成大量与目标样本相似的正样本，解决了正样
本多样性不足的问题。同时，通过深度强化学习用
背景图片遮挡样本图片自动生成难区分正样本，解
决了难区分正样本少的问题。
现有方法在利用深度神经网络进行目标跟踪
时，或作为回归任务，或作为分类任务。受条件对抗
网络启发，ADT( adversarial deep tracking) ( Zhao 等，
2019) 使用将二者统一的深度对抗跟踪网络架构，
网络由执行回归任务的全卷积孪生神经网络和执行
分类任务的分类网络组成，整个网络可以通过对抗
学习端到端地进行训练和优化。具体地，用目标块
和搜索块组合的数据来训练回归网络，生成能反映
目标在每个搜索块中位置和大小的响应图; 然后，用
目标的模板块、搜索块和响应图组合的数据训练分
类网络选出匹配效果最好的响应图和对应的搜索
块。跟踪阶段根据上一帧中确定的目标位置从当前
帧抽取多个搜索块，回归网络根据搜索块和目标块
生成多个响应图，分类网络选出最佳的响应图来确
定目标位置。
3. 1. 4 基于自编码器的深度目标跟踪方法
现有基于深度学习的目标跟踪方法难以满足在
线实时跟踪的需求，针对该问题，TＲACA ( context-
aware deep feature compression for high-speed visual
tracking) ( Choi 等，2018) 基于上下文感知的机制选
择专家自编码器对深度特征进行压缩，是一种速度
快且精度高的基于相关滤波的目标跟踪方法。预训
练阶段针对每类目标训练一个自编码器，跟踪阶段
根据给定目标选择最佳的专家自编码器进行跟踪。
为了在压缩后的特征图上达到更好的跟踪效果，在
专家自 编 码 器 中 引 入 去 除 噪 声 处 理 和 正 交 损 失
函数。
基于 CNN 的目标跟踪方法存在如下局限: 1) 语
义嵌入空间的特征通常分辨率比较低，丢失了实例
的细节信息。这些特征主要是针对分类任务学习
的，一方面无法明确区分具有相同属性或语义的两
个目标，另一方面跟踪器遇到没见过的类别或者目
标形状变化较大时容易发生漂移。2 ) 为了提高跟
踪速度，网络通常不进行在线更新，不可避免地影响
模型的自适应性和跟踪准确性。为了解决上述限
制，EDCF( enhanced distributed coordination function)
( Wang 等，2018b) 使用一种端到端的编解码网络，
采用多任务学习策略以相互增强的方式优化相关分
析和图像重建，增强跟踪的鲁棒性和自适应性。除
了普通的分类损失项之外，解码器在语义嵌入空间
引入了重建约束，使得语义表示能够重建成原始图
像，缓解了由特征表示分辨率较低所引起的跟踪漂
移，保证语义嵌入层能够充分保留最初视觉特征
的几何和结构信息，增强了跟踪器的泛化能力和
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分辨能力。
3. 2 按照网络功能分类
3. 2. 1 基于相关滤波的深度目标跟踪方法
相关滤波通过构造一个滤波器，与视频帧进行
互相关操作，得到一个响应图，其中最高的值指示了
目标所在的位置。这一方法充分利用空域卷积可以
转换为傅里叶变换域中元素与元素的乘积的理论，
极大地降低计算复杂度。给定一帧图像 x 和响应图
g，通过学习一个过滤器 h，使得
g = x⊙h* ( 2)
式中，* 是复共轭操作，⊙是卷积操作。通过将卷积
应用于复共轭的过滤器，实现了互相关操作。为了
高效地计算上述方程，分别计算出 x 和 g 的傅里叶
变换 X 和 G，然后可以计算得到 H* ，即
H* = X /G ( 3)
式中，除法是元素操作，h 是通过 H* 计算得到的。
对于目标跟踪任务，相关滤波器从第 1 帧提取
的目标区域中训练得到，后续再进行更新。当有新
的视频帧时，相关滤波器与之进行互相关操作，得到
的最大响应的位置即代表目标的新位置。HCF( Ma
等，2015) 通过结合多层 CNN 特征，利用相关滤波来
定位被跟踪的目标; 其针对每层 CNN 训练一个过滤
器，并且按照从深到浅的顺序使用相关滤波，利用深
层得 到 的 结 果 来 引 导 浅 层，从 而 减 少 搜 索 空 间。
CFNet( Valmadre 等，2017 ) 将相关滤波设计成一个
可微分的层，采用端到端方式训练网络，提取适用于
相关滤波器的特征。该工作基于 SiamFC( Bertinetto
等，2016b) 实现，首先设计了两个分别代表当前帧
和目标模板的分支，然后通过模板特征和当前帧特
征之间的互相关确定目标位置。FlowTrack( Zhu 等，
2018b) 是一个带有可微分相关滤波层的 Siamese 网
络，使用多个之前的视频帧作为模板，结合时空注意
力模块计算不同位置不同模板特征的权重，最终确
定目标位置。与上述采用离散滤波器的方法不同，
C-COT( Danelljan 等，2016 ) 使用连续卷积滤波器进
行目标跟踪，ECO ( Danelljan 等，2017 ) 针对 C-COT
的过拟合和采样存储问题，使用少量的滤波器参数
替代原来大量的过滤器参数，并结合高斯混合模型
减少存储的样本数量以及保持样本的差异性。DＲT
( correlation tracking via joint discrimination and relia-
bility learning) ( Sun 等，2018) 在 ECO 的基础上引入
了稳定性概念，对滤波器的每一部分引入一个权值，
由此决定是否使用它进行跟踪。通过构造一个与过
滤器大小相同的矩阵，在使用滤波器前与之相乘，最
终使得滤波器不可靠部分数值较小，从而提升跟踪
精度。
3. 2. 2 基于分类网络的深度目标跟踪方法
基于分类网络的深度目标跟踪方法通常需要多
步完成，首先在目标可能存在的位置产生大量候选
框，接着通过分类网络对所有的候选框评估，给出相
应的分值，最后所有的候选框都根据得到的分值进
行排序，分数最高的候选框就作为目标所在的位置。
影响基于分类网络的深度目标跟踪方法性能的主要
问题是候选框产生的方式以及数量，产生的过少可
能无法包括目标，过多又会影响算法效率。此外，分
类网络的质量也直接影响最终的效果，错误的分类
将会导致跟踪出现错误。如图 3 所示，基于分类网
络的深度目标跟踪方法在当前视频帧中产生若干候
选框后分类网络进行二分类，得到前景和背景集合，
最后根据分数进行排序，得到最终的目标。
图 3 基于分类网络的深度目标跟踪方法
Fig． 3 Classification network-based deep visual tracking method
MDNet( Nam and Han，2016) 提出了一个多域的
网络框架，将一个视频序列视为一个域，其中共享的
部分用来学习目标的特征表达，独立的全连接层则
用于学习针对特定视频序列的二元分类器。VITAL
( Song 等，2018) 介绍了一个基于生成对抗网络的目
标跟踪方法，核心思想是采用 GAN 产生一个权重掩
码以选择有判别力的特征，通过掩码与特征图的乘
积实现分类。ADNet ( Yun 等，2017 ) 是一个与增强
学习相结合的目标跟踪算法，增强学习策略网络是
通过 CNN 构建的。
3. 2. 3 基于回归网络的深度目标跟踪方法
基于回归网络的方法通常在之前目标所在的位
置基础上，使用一个前向网络，直接回归目标所在的
位置。和其他方法相比，基于回归网络的深度目标
跟踪方法易于实现，速度较快，且可利用线下和线上
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的训练。通常使用卷积神经网络来构建回归网络，
将密集的数据特征 X 映射到连续的输出矩阵 Y，通
过搜索输出响应图中最大值的位置来估计目标移动
到的位置，公式为
arg min
W
W·X － Y 2 + γ W 2 ( 4)
式中，W 是卷积核的权值参数，γ 是正则系数。
DSLT ( deep regression tracking with shrinkage
loss) ( Lu 等，2018 ) 使用回归网络将样本映射为一
个软标签图，即响应图。然而，前景和背景目标数量
上的不平衡会影响回归学习的质量。因此，作者提
出了结合收缩损失的回归方法。GOTUＲN ( generic
object tracking using regression networks ) ( Held 等，
2016) 假定在连续视频帧间目标移动较为缓慢，使用
带有两个卷积层分支的神经网络，一个是之前视频帧
包含的目标区域，另一个是在当前视频帧中包含的以
上一帧目标所在位置为中心一定范围内的区域，二者
在全连接层进行融合，回归出目标所在的位置。
3. 3 按照网络训练分类
基于深度学习的跟踪器不仅要准确地预测出目
标位置，而且跟踪速度至少要达到与视频同样的帧
率，这样才具有较高的实用性。因此，基于深度学习
的跟踪器在网络设计和训练上需要平衡预测精度和
速度。按照网络训练方式，可以将基于深度学习的
跟踪算法归为三类: 完全基于预训练深度特征的跟
踪器; 基于离线训练和在线微调结合的跟踪器以及
完全基于离线训练网络的跟踪器。
3. 3. 1 基于预训练网络的深度目标跟踪方法
传统的跟踪方法使用人工特征描述目标，如
HOG、CN 等，而基于预训练特征提取网络的深度目
标跟踪方法直接使用预训练网络提取目标特征，从
而替代传统人工设计的特征，然后再使用传统的分
类( 如 SVM) 或回归方法预测目标。较之手工特征，
深度特征因其表达的丰富性以及平移不变性，可以
大大提高跟踪性能。此外，深度特征( 特别是浅层
特征) 具有很强的通用性，在其他视觉任务上学习
到的特征可以迁移到目标跟踪中。具体地，该方法
一般使用特征通用性较强的图像分类网络( 如 Alex-
Net ( Krizhevsky 等，2012 ) 、VGGNet ( Simonyan and
Zisserman，2015) 等) ，可以在海量的图像数据集( 如
ImageNet) 上进行预训练。采用这种方法有很多优
点: 一方面，完全使用预训练网络，节省了大量的训
练时间，而且无需在线更新网络，可以取得较快的跟
踪速度; 另一方面，预训练网络可以利用大量图像分
类的标注数据，解决了目标跟踪中训练样本不足的
问题。但是缺点也很明显: 一方面，其他任务上训练
的网络不能完全适应目标跟踪这个任务; 另一方面，
目标在跟踪过程中会发生很多形变，网络不更新无
法学习到目标的变化信息。
在 HDT( Qi 等，2016) 中，使用预训练的 VGGNet
的不同卷积层特征来表征目标，针对每一个卷积层
的特征，构建一个基于鉴别相关滤波器( DCF) 的弱
跟踪器，然后使用集成方法将多个弱跟踪器关联成
强跟踪器，从而提高跟踪性能。DeepSＲDCF( Danell-
jan 等，2015b) 同样地将深度卷积特征应用到 DCF
跟踪框架中。与 HDT 构建多个跟踪器不同，Deep-
SＲDCF 将预训练 VGGNet 的不同卷积层特征进行线
性融合来表征目标。实验表明该方法可以在多个跟
踪数据集上取得较好的结果。
3. 3. 2 基于在线微调网络的深度目标跟踪方法
基于在线微调网络的深度目标跟踪方法结合离
线训练和在线微调来更好地表征目标以适应目标变
化，网络架构通常特征提取和目标检测两部分。特
征提取部分采用预训练的网络进行初始化。在跟踪
开始时，首先用第 1 帧的标注样本训练目标检测部
分和微调特征提取部分。跟踪过程中，根据预测结
果生成一定的正、负样本，然后微调整个网络，进一
步提高网络的判别能力，较好地适应目标的变化，显
著提高跟踪性能。但是，由于采用在线微调，跟踪速
度受到很大影响，一般很难达到实时要求。
在 MDNet( Nam and Han，2016 ) 中，作者采用了
特征提取和多分支检测结合的网络结构。在离线训
练时，针对每个视频序列构建一个新的检测分支进
行训练，而特征提取网络是共享的。这样特征提取
网络可以学习到通用性更强的与域无关的特征。在
跟踪时，保留并固定特征提取网络，针对跟踪序列构
建一个新的分支检测部分，用第 1 帧样本在线训练
检测部分。之后再利用跟踪结果生成正负样本来微
调检测分支。为了保证跟踪速度，可以每间隔一段
时 间 才 微 调 网 络。CＲEST ( convolutional residual
learning for visual tracking) ( Song 等，2017) 是一个端
到端的在线学习跟踪网络，其使用 VGG-16 作为目
标特征提取网络，然后使用 DCF 来检测目标，其中
DCF 通过一个网络卷积层来实现。此外，为了拟合
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响应真实值，采用残差学习来逼近真实值和网络输
出相应值之间的残差，从而可以更好地获得目标的
表观变化。
3. 3. 3 基于离线训练网络的深度目标跟踪方法
上述基于在线微调网络的深度目标跟踪方法会
使跟踪器的效率大大降低，深度特征的提取和更新
很难做到实时。为解决这一问题，提出基于离线端
到端训练的全 卷 积 孪 生 网 络 的 跟 踪 方 法 SiamFC
( Bertinetto 等，2016b) ; 其跟踪速度在 GPU 上可以
达到 86 帧 / s，而且其性能超过了绝大多数实时跟踪
器。SiamFC 主要学习相似度函数，用于目标匹配。
孪生网络分别输入初始帧模板以及当前帧的搜索区
域，分别使用相同的全卷积网络提取特征，再用相关
操作进行模板匹配，生成响应图。响应图中最大值
的位置即是目标在搜索区域内的相应位置。网络训
练时，SiamFC 采用 ImageNet VID 的视频数据，选取
视频中相隔不远的两帧输入网络进行相似度函数学
习; 跟踪时，训练好的网络无需调整，目标模板也无
需更新，从而实现实时跟踪。SiamFC 提出后受到了
很多关注，很多跟踪方法都在其基础上进行改进。
由于 SiamFC 网络主要关注外观特征而忽略了
高层语义信息，SA-Siam( He 等，2018) 采用融合表观
特征和语义信息的双重孪生网络跟踪方案，其中一
个孪生分支负责表观特征匹配，另一个负责语义信
息的匹配。表观分支还是使用原本的 SiamFC，而语
义分支则采用 ImageNet 图像分类中训练的网络，并
且不进行更新。在训练时，两个分支网络独立训练，
以实现互补效果。另外，在语义分支中，还引入了一
个空间和通道上的注意力模块，突出跟踪的目标，弱
化背景和非目标。SA-Siam 引入语义信息使得跟踪
器更加稳定，不易受目标表观变化的影响。
与 SiamFC 和 SA-Siam 采 用 检 测 网 络 的 方 法
不同，GOTUＲN( Held 等，2016) 采用基于孪生网络的
回归方法，学习目标表观和运动的变化关系。输入两
幅包含目标的图像，GOTUＲN 首先经过共享参数的孪
生网络提取特征，然后回归网络能够比较两幅图像回
归出目标的位置，其跟踪速度可以达到 100 帧 / s。
4 其他深度目标跟踪算法
4. 1 基于分类与回归相融合的深度目标跟踪方法
此类方法将目标跟踪问题转化为目标检测问
题，通常采用经典的卷积网络提取目标特征以及区
域生成网络( ＲPN) 辅助目标定位。在目标定位的
过程中，采用两种类型的子网络，一是分类网络预测
前景与背景信息，预测最有可能的目标大致区域，二
是位置回归网络对目标区域进行精确的定位预测。
代表性的工作有 Siamese-ＲPN 网络( Li 等，2018a) ，
其网络结构包括特征提取的 Siamese 子网络和产生
候选目标区域的 ＲPN 子网络。Siamese 子网络的输
入包括模板帧和检测帧，ＲPN 子网络则分为分类和
回归两个子模块。具体地，首先利用 Siamese 子网
络提取跟踪目标的特征作为模板，以待检测位置为
中心生成 k 个区域; 利用分类模型判断 k 个区域是
否为待检测目标，同时用回归模型计算 k 个区域的
中心点坐标及目标宽高; 最后利用余弦窗和尺度变
化惩罚策略对 k 个区域的得分进行排序，通过非极
大抑制选出得分最高的框作为跟踪目标的预测框。
利用 ILSVＲC 和 Youtube-BB 数据集进行离线训练，
在 VOT2015、VOT2016 和 VOT2017 数据集上分别进
行测试，该方法的速度达到 160 帧 / s 的同时获得了
先进的 跟 踪 性 能。最 近 提 出 的 DaSiamＲPN 方 法
( Zhu 等，2018a) 对 Siamese-ＲPN 进行进一步优化和
改进，以着重处理训练数据不平衡、自适应的模型增
量学习及长程跟踪等问题。在训练阶段采取样本增
强策略，利用现有的目标检测数据集( 如 ImageNet
检测集和 COCO 检测集) 扩充正样本数据，以此提
升目标跟踪器的泛化能力，并显式地增加不同视频
段同类样本以及不同类样本作为负样本，以此提升
目标跟踪器的判别能力。在相似性度量阶段采取非
极大抑制选择难以区分的错误样本从而实现更加有
效的增量式学习。针对长程跟踪和目标消失问题，
该方法提出从局部到全局的搜索策略来检测得分判
断目标是否丢失，再进一步实现目标重检测。因此，
该方法在目标遮挡和长程跟踪等情况下展示出优越
的性能。尽管该类方法在公开数据库上取得了很好
的性能，但需依赖于额外的大规模训练数据来保证
所训练跟踪模型的鲁棒性。
4. 2 基于强化学习的深度目标跟踪方法
该类方法将强化学习的决策策略引入到目标跟
踪任务中，以优化深度网络的参数、网络深度、或预
测目 标 移 动 状 态 等 信 息。近 期，ADNet ( Yun 等，
2017) 采取马尔可夫决策过程( MDP) 的基本策略，
将目标移动定义为离散化的动作，特征以及观察的
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历史状态形成当前状态，认为目标跟踪是一系列动
作预测和状态变化的过程。在学习过程中采用深度
神经网络并使用基于矩形框交并比的奖惩机制。在
训练阶段，分为监督学习和强化学习两个阶段。在
监督学习阶段利用视频序列优化目标位移及尺度变
化等动作; 在强化学习阶段利用监督学习阶段训练
的网络作为初始化，然后采取包含采样状态、动作、
激励在内的训练序列进行跟踪仿真。随后，Dong 等
人( 2018) 提出了一种基于超参数优化的深度连续
Q-learning 方法，以解决在线目标跟踪中不同视频的
模型超参数适应问题; Huang 等人( 2017a) 认为跟踪
目标的困难程度所依赖的特征复杂度不同，提出了
一种自适应的决策过程以学习一个 agent 来决定采
取浅层或更深层的特征，有效地提升了目标跟踪的
速度; Supanči č and Ｒamanan( 2017) 针对目前目标跟
踪数据的标注困难问题提出了一种弱监督的深度强
化学习算法，仅需要在训练过程中标定是否奖励或
惩罚而不需要详细的目标框标注，也可以处理部分
标注的情况( 即形成部分可观察的马尔可夫决策过
程) 。另外，最近一些研究者基于强化学习中的 Ac-
tor-Critic 框架提出了相应的目标 跟 踪 算 法 ( Chen
等，2018; Ｒen 等，2018 ) 。Actor 网络利用深度网络
优化目标位置，Critic 网络计算预测框的得分并反馈
至 Actor 网络，从而根据反馈信息更新模型。相比
于传统的深度跟踪算法，该类方法不仅可以较好地
自适应于新的环境，而且由于模型推理的候选目标
框数量少能够提升目标跟踪的速度。
4. 3 基于集成学习的深度目标跟踪方法
该类方法的主要策略是先通过一定的规则生成
多个分类器，然后采用某种集成策略优化组合，最后
综合判断输出最终的目标跟踪结果。早在 Avidan
( 2007) 采用 AdaBoost 加权线性合并多个弱跟踪器
来构造一个强跟踪模型。之后，boosting、在线 boos-
ting、多类 boosting 以及多示例 boosting 等技术用来
实现集成跟踪器。尽管 boosting 技术能够应用于目
标跟踪任务，但其对标签噪声较为敏感。最近，基于
深度神经网络的集成跟踪方法引起了许多学者的关
注。Nam 等人( 2016 ) 提出了一种基于多个卷积神
经网络树形结构化的目标表观模型方法。多个卷积
网络协同估计目标状态，并通过优化基于树形结构
的子模型实现路径的更新。为了节省存储空间和避
免冗余的计算，多个卷积网络采取共享底层卷积参
数的策略。相似地，Han 等人( 2017 ) 采用卷积层共
享而全连接层多分枝的集成方法，基于经典的 drop-
out 方法，在跟踪过程中选取各个分枝模型时采用随
机策略，以便增加子跟踪模型的差异性同时避免过
拟合问题。从特征表示的角度，Wang 等人( 2018a)
利用跟踪目标的不同特征来学习相应的判别式相关
滤波跟踪专家，然后对专家之间以及专家自身进行
评价选择合适的专家进行目标跟踪以及模型更新。
Wang 等人( 2016) 对共享的卷积网络特征谱的每个
通道训练一个基学习器。为了降低学习器的相关性
以及避免过训练问题，每个基学习器采用不同的损
失函数。尽管这些方法尝试利用特征或损失函数增
大各子模型的差异性，但每个子模型之间仍然存在
过多的冗余信息。对此，部分学者从数据采样的角
度缓解此问题，Meshgi 等人( 2017 ) 提出了一种基于
委员会学习的跟踪方法，每个跟踪器根据训练数据
的分布进行采样以使得不同跟踪器之间采用的样本
具有差异性。
4. 4 基于元学习的深度目标跟踪方法
该类方法利用元学习对目标跟踪模型自适应地
优化，使得模型快速地适应于不同视频序列或场景。
Learnet 方法( Bertinetto 等，2016a) 将目标跟踪模型
定义为模板上的动态参数化函数，以便处理在线跟
踪时单样本学习的情况。因此，该方法遵循学会学
习( learning to learn) 的基本思想，让跟踪模型自身
根据周围环境定义判别决策。MLT ( meta learning
for real-time visual tracking) 方法( Choi 等，2017 ) 采
用梯度预测的策略自适应更新网络参数，采用参数
化网络梯度的方法学习网络模型，从而构建了一个
元学习网络。此外，也借鉴了经典的 Siamese 匹配
网络估计跟踪目标的位置。类似地，Meta-tracker 方
法( Park and Berg，2018 ) 也采用基于预测梯度的策
略学习方法获得普适性的初始化模型，可以使得跟
踪模型自适应于后续帧特征的最佳梯度方向。该方
法引入了两个待学习参数: 初始化参数 θ0 和梯度更
新参数 α。目标跟踪的元训练过程主要分为两步:
1) 随机初始化参数 θ0，将第 1 帧图像输入跟踪模型
进行预测，利用预测误差函数以及梯度更新参数 α，
反复迭代 T 次作为 θ1 ; 2) 检查参数 θ1 对后续帧( 每
次迭代随机取一帧) 的鲁棒性，累积损失函数对 θ1
和 α 的梯度，采用 ADMM 梯度下降算法优化参数 θ0
和 α。作 者 将 这 种 思 路 推 广 应 用 于 MDNet 和
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CＲEST 方法，实验表明提出的方法在目标跟踪的速
度和精度都有提升。总体上，该类方法尝试研究如
何更好地更新模型以使得其自适应于不同的跟踪场
景。此外，较之同类的深度目标跟踪方法，该类方法
在模型更新环节仅仅需要少量的迭代次数，所以可
以有效地提高跟踪速度。
5 数据库与评价标准
在目标跟踪算法日益完善的同时，用于评估各
种算法的数据库和评价指标也在日益完善。早期用
于算法评估的视频数据集，如 VIVID ( Collins 等，
2005) 、CAVIAＲ ( Fisher，2004 ) 等，专门针对监控场
景中的视觉跟踪，目标通常是静止背景下的人或车，
数据规模小且大部分目标没有标注。单一的、小规
模的且标签缺失的数据集，不仅无法全面衡量算法
性能，而且未标注的序列给评估带来了巨大挑战。
因此，为进一步推动深度学习在目标跟踪任务中的
应用，很多大型数据集陆续建立，评价指标也日趋
完善。
5. 1 适用于深度学习目标跟踪的视频数据库
2013 年，Wu 等人( 2013) 建立了一套较为全面
的数据库和标准 OTB50 来评估目标跟踪算法。该
数据集由 50 个完全标注的视频序列组成，共包含
51 个不同尺寸的目标，总计超过 29 000 帧图像。由
于目标在跟踪过程会受到各种干扰因素的影响，为
了 全 面 评 估 跟 踪 算 法 在 各 种 因 素 下 的 鲁 棒 性，
OTB50 提供了 11 种常见的视频属性标注，即光照变
化、尺度变化、遮挡、形变、运动模糊、快速运动、平面
内旋转、平面外旋转、移出视野、背景干扰和低分辨
率，每一帧图像中至少含有 2 种标注属性。此外，
OTB50 数据集整合了 29 个流行的跟踪算法并且统
一了输入输出格式以便于大规模的算法性能评估。
2015 年，作者进一步将数据集扩展为 100 个视频序
列 OTB100( Wu 等，2015) ，并从中选出 50 个跟踪难
度较大的视频构成 TB50。OTB ( Wu 等，2013; Wu
等，2015) 数据集的出现有助于跟踪算法性能评价
的标准化，同时极大地促进目标跟踪方向的研究，至
今仍广泛应用于跟踪算法的性能评估。
OTB 数据集的出现也促进了其他视频数据集
的发展。为了评估基于颜色信息的目标跟踪算法，
2015 年 Liang 等人( 2015) 建立了 TempleColor128 数
据集。该数据集共包含 128 个彩色视频序列，部分
序列与 OTB 数 据 集 重 合。ALOV + + ( Smeulders
等，2014) 数据集从 YouTube 网站搜集了 315 个视频
序列，共包含 64 种不同类型的跟踪目标，旨在尽可
能地囊括现实世界中存在的各种干扰因素，如亮度
变化、相 似 物 干 扰、遮 挡 等 各 种 情 况。UAV123
( Mueller 等，2016) 数据集采用无人机以低空的航拍
角度拍摄彩色图像，包含 123 个高清序列，共计超过
110K 帧的视频标注，并标注了 12 种视频属性。
除上述数据集外，一些视频数据库以目标跟踪
竞赛的形式也得到了充分发展。NUSPＲO ( Li 等，
2016) 竞赛数据集由 YouTube 网站搜集的 365 个视
频序列构成并提供一个在线评测系统。该数据集共
包含 5 种类别: 人脸、行人、运动员、刚性物体和长视
频序列，其中每种类别又被细分为 5 6 种子类，最
终形成包含 17 种目标物体的数据集。为分析不同
跟踪算法的优缺点，NUSPＲO 提供了 12 种干扰目标
跟踪的属性标注。近年来，VOT 竞赛数据库受到越
来越多的关注。VOT 竞赛从 2013 年开始举办，至
今已连续举办 6 届。VOT2013 ( Kristan 等，2013 ) 仅
包含 16 个视频序列，影响力不及同期出现的 OTB50
( Wu 等，2013 ) 。VOT2014 ( Kristan 等，2015b) 将视
频增至 25 个，并采用多边形区域方式重新标注了样
本，较 之 OTB 数 据 集 的 轴 对 齐 标 注 更 准 确。
VOT2015( Kristan 等，2015a) 、VOT2016 和 VOT2017
进一步扩充视频到 60 个，并增加了 TIＲ 热成像跟踪
子系列。VOT2018 进一步增加了长程目标跟踪任
务的新挑战。
ECCV 2018 提出了两个针对深度学习目标跟踪
算法的大规模数据集: TrackingNet( Müller 等，2018 )
和 Long-term Tracking in the Wild ( Valmadre 等，
2018) 。TrackingNet 从 YouTube 视频中进行采样，
专门为目标跟踪问题而设计，更接近真实世界中的
目标跟踪任务。该数据集包含 30 000 + 个视频，囊
括了不同类别的跟踪目标，共计 14 200 000 个标注
框。密集的数据标注使得目标跟踪算法的设计更偏
重于挖 掘 视 频 中 运 动 目 标 的 时 序 信 息。此 外，
TrackingNet 包含各种序列长度的视频，可用来评价
短程和长程的目标跟踪算法。Long-term Tracking in
the Wild 是专门针对长程目标跟踪算法构建的数据
库，共包含 14 h 时长的 366 个视频序列，其中每个
视频的平均时长超过 2 min，并带有频繁的目标消
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失，增加了跟踪的难度。不同于 TrackingNet，该数据
库虽然将数据划分为包含 200 个视频的训练数据集
和包含 166 个样本的测试数据集，但是测试数据集
的标注是不提供的，作者提供了一个用于评价目标
跟踪算法的在线服务器。
5. 2 适用于深度学习目标跟踪的评价标准
目标跟踪旨在在给定目标初始位置和大小的前
提下，预测目标在后续各帧中的位置和大小。因此，
其评价标准通常包含两个基本参数: 中心位置误差
和区域重叠面积比率，如图 4 所示。在跟踪精确度
的评估中，中心位置误差是一个广泛使用的标准，是
跟踪目标的中心位置( xtr0 ，y
tr
0 ) 和人工标注的准确位
置( xgt0 ，y
gt
0 ) 之间的平均像素距离。通常，采用一个
序列中所有帧的平均中心位置误差来评价跟踪算法
对该序列的总体性能。然而，当跟踪器丢失目标时，
预测的跟踪位置是随机的，此时平均误差值可能无
法准确评估跟踪器的性能。因此，在 OTB 数据集上
将其进一步扩展为精确度曲线图，统计在不同阈值
距离下的成功跟踪比例，并采用阈值为 20 个像素点
所对应的数值作为代表性的精确度评价指标。
图 4 评价指标
Fig． 4 Evaluation criterion
( ( a) distance of center point; ( b) intersection over union)
由于中心位置误差无法评价目标在跟踪过程中
的尺度变化，因此研究者提出基于区域重叠面积比
的评价标准，通过统计跟踪算法得到的边界框和人
工标注的准确边界框之间的面积重叠比衡量跟踪算
法的性能。区域重叠面积比定义为算法预测边界框
区域 Ｒ tr和人工标注框区域 Ｒgt的交集与并集之比为
S = Ｒgt ∩ Ｒ tr / Ｒgt ∪ Ｒ tr ( 5)
OTB 数据集对该参数进行了扩展，在判定重叠
率大于给定阈值即跟踪成功的前提下，统计了不同
阈值下跟踪成功的帧数占视频总帧数的比例作为成
功率，最终绘制了阈值从 0 到 1 变化的成功率曲线
图，并使用曲线下面积 ( AUC ) 作为成功率评价指
标。此外，基于区域重叠面积比评价标准，学者们提
出了一系列衡量跟踪算法鲁棒性的评价指标，例如，
根据区域重叠面积比，记录跟踪失败次数; 在此评价
标准上，进一步扩展的评价标准有失败率，其定义为
Fr( Fτ ) =
1
logFτ
∑
fi∈ τ
－
Δfi
N log
Δfi
N ( 6)
Δfi =
fi+1 － fi fi ＜ min( τ )
f1 + N － fi fi = max( τ{ ) ( 7)
式中，fi 为跟踪失败的位置，Fτ 为跟踪失败的次数。
当交叠面积低于阈值 τ 时判定为跟踪失败，并重新
进行初始化，同时记录跟踪失败的次数 Fτ 和跟踪失
败的位置 fi，每一段的跟踪长度越短，失败率越大。
此外，也有一些评价标准将中心位置误差和区域交
叠面积比进行结合
CoTPS = ( 1 － λ) ( 1 － ̂ + λ20 ) ( 8)
式中，̂ 为跟踪成功帧的平均重叠率，λ0 是失败帧
所占比例，该指标综合考虑了精确度和鲁棒性，得分
越高越好。
中心位置误差和区域重叠面积比是目标跟踪算
法评估中两个最基本的度量指标，并在 OTB ( Wu
等，2013; Wu 等，2015) 数据集中进一步扩展为精确
度曲线图和成功率曲线。TempleColor128( Liang 等，
2015) 、UAV123( Mueller 等，2016 ) 等数据集都沿用
了 OTB 提供的评价指标。此外，为进行鲁棒性评
估，OTB 提出在时间上( 即从不同帧开始跟踪) 和空
间上( 即以不同的边界框开始跟踪) 扰乱初始化，以
模拟现实世界中由于位置或尺寸方面引入的初始化
误差; 这两种评估称为时间鲁棒性评估( TＲE) 和空
间鲁棒性评估( SＲE) 。基于中心位置误差和区域重
叠面积比的评价标准是对每个视频序列进行独立的
性能 评 估，为 避 免 单 个 视 频 的 影 响，ALOV + +
( Smeulders 等，2014) 采用存活曲线来衡量目标跟踪
算法在 315 个视频序列上的整体性能，并采用 F-
score 进行评估。VOT 竞赛采用了类似的评价标准，
提出了准确率与鲁棒性两个基本评价指标，并将其
结合为 EAO( expect average overlap) 作为整体性能
评价指标。准确率即跟踪成功状态下的平均重叠
率，而鲁棒性则用跟踪失败总次数来衡量。
现有的深度学习跟踪方法大多采用 OTB 数据
集中提 出 的 精 确 度 曲 线 图 和 成 功 率 曲 线 图 以 及
VOT 竞赛中提出的 EAO 指标。在 ECCV2018 新提
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出的大规模视频数据库上，TrackingNet 为了减小目
标尺寸对精确度指标的影响，提出了正则化的精确
度指标 Pnorm，定义为
Pnorm = W( C tr － Cgt ) 2，W = diag( Ｒ
gr
x ，Ｒ
gr
y )
( 9)
式中，C tr是预测得到的目标中心位置，Cgt 为人工标
注的目标中心位置，Ｒgtx 和 Ｒ
gt
y 分别为人工标注框的
宽度和高度。Long-term Tracking in a Wild 数据集是
针对长程视频跟踪任务提出，此类视频面临的最大
挑战为目标遮挡和消失视野，因此，该数据集提出一
种新的评价指标，来预测每一帧中是否存在目标。
类似于二分类问题，作者定义了 TN( true negative) 、
FP( false positive) 、TP( true positive) 和 FN( false neg-
ative) ，并且采用 TPＲ( true positive rate) 和 TNＲ( true
negative rate) 作为衡量目标跟踪性能的指标。TPＲ
指在包含目标的帧中被成功预测和正确定位的帧占
包含目标的总帧数的比率，TNＲ 指不包含目标的帧
中被成功预测的帧数占不包含目标的总帧数的比
例。整合 TPＲ 和 TNＲ，还提出了几何均值 GM =
TPＲ·槡 TNＲ 作为整体的性能评价指标。
基于上述提出的各种基本评价指标和综合评价
指标，为分析不同跟踪算法的特性，研究者进一步提
出了针对数据集的目标跟踪方法评价系统( Kristan
等，2016) 。它构建了一个包含 25 个视频序列的逐
帧标注属性的数据集，并针对该数据集提出了一种
简单、易解释的评价方法，即根据性能对目标跟踪算
法进行排序。性能主要考虑两方面，一是基于区域
重叠面积比的精确度; 二是基于失败次数的鲁棒性。
该系统通过对数据集的统计分析来解释跟踪算法的
性能。
6 应用实例介绍
随着公开的测试图像与视频数据库的不断增
多，基于深度学习的目标跟踪技术在实际系统中的
应用也取得了较快的进展。下面给出一些应用实例
对这一方面进行介绍。
6. 1 移动端目标跟踪系统简介
在移动终端中，对人脸实时准确的跟踪是许多
应用程序前端输入的前提，只有准确跟踪人脸的位
置，才能以更高的精度完成“肤色美白”、“人脸替
换”、“虚拟发型”等有趣的功能，如美颜相机、FaceU
激萌、开心魔法、B612 等移动终端的应用程序。
此外，还建立了专门用于移动终端人脸跟踪算
法测试的视频数据平台 iBUG。在该平台下，当前主
流的目标跟踪算法的跟踪性能均出现不同程度的下
降，但基于深度学习的目标跟踪算法依然具有明显
的优势，如 DVNet( Schroff 等，2015) 、ECO( Danelljan
等，2017) 和 MDNet( Nam and Han，2016) 等方法，其
中排 名 第 一 的 方 法 DVNet 是 谷 歌 公 司 提 出 的
FaceNet。FaceNet 最先提出时用于人脸识别，但也
可以用于目标跟踪领域中，其模型结构如图 5 所示。
图 5 FaceNet 模型基本结构示意图
Fig． 5 An example of FaceNet model
图中的 Batch 为输入图像，中间的 Deep archi-
tecture 对图像提取特征矩阵，然后通过 L2 范数进行
归一化，再 嵌 入 成 128 维 特 征，通 过 三 元 组 损 失
( Triplet loss) 进行训练，保证同一身份的目标和不
同身份的目标之间的差距足够大。FaceNet 可以直
接输入人脸图像来得到特征向量，是一个端到端的
系统，不需要人为添加额外的处理( 即自身有很强
的泛化能力，对于光照、拍摄角度均可实现同一身份
目标的高聚类低耦合) 。该模型采用两种深度学习
网络进行构建，一种是 Z-F Net ( Zeiler and Fergus，
2014) ，另一种是 GoogLeNet( Szegedy 等，2015 ) 。在
LFW( labeled faces in the wild) 数据库上用两种方式
进行了验证，直接取 LFW 图片的中间部分进行训
练，分类准确率达到了 98. 87% 左右; 若使用额外的
人脸对齐工具，分类准确率能达到 99. 63% 左右，超
过了 DeepID( Sun 等，2015) 。
6. 2 联合检测与跟踪的长时目标跟踪系统简介
对目标跟踪而言，常用的方法有两种: 一种是使
用跟踪器根据目标上一帧的位置预测它在下一帧的
位置，但这样会积累误差，并且目标一旦在图像中消
失，跟踪器就会永久失效，即使物体重新出现也无法
完成跟踪; 另一种方法是使用检测器对每一帧图像
单独检测目标的位置，但这需要提前对检测器进行
离线训练，而且只能用来跟踪事先已知的目标。实
际的目标跟踪系统期望对视频中的未知目标进行长
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图 6 TLD 三个版本的跟踪结果示意图
Fig． 6 Visual tracking results from the three version of TLD method
( ( a) TLD1. 0; ( b) TLD2. 0; ( c) TLD3. 0)
时间跟踪，“未知目标”是指任意目标，即在跟踪开
始之前不知道目标是什么，“长时间跟踪”意味着在
跟踪过程中，目标可能会消失后再重新出现，而且随
着光照、背景变化和偶尔的部分遮挡，目标的外观可
能会发生很大变化，在这些情况下，依然能够检测到
并跟踪目标。因此，单独使用跟踪器或检测器都无
法胜任工作，Kalal 博士于 2009 年提出把跟踪器和
检测器结合使用，即 TLD 算法。
TLD 算法作为一种长时目标跟踪算法，一经问
世，便以其鲁棒的长时跟踪性能获得了人们的关注。
2011 年，Kalal 创立了 TLD Vision 公司，以便将这项
研究推向实际应用。目前已经从 TLD1. 0、TLD2. 0
升级到了 TLD3. 0，如图 6 所示，分别给出了三个版
本跟踪结果的示意图。在 TLD1. 0 中，Kalal 给出了
TLD 算法的基本结构( Kalal 等，2012) 。TLD 算法主
要由 3 个模块构成: 跟踪( tracking) 模块、检测( de-
tection) 模块和学习( learning) 模块。TLD 算法的工
作流程大致为: 首先，检测器通过一系列边界框产生
样本，经过级联分类器产生正样本，放入样本集中;
然后，使用跟踪器估计出目标的新位置，P 专家根据
此位置产生正样本，N 专家再从这些正样本里选出
一个最可信的样本，同时将其他正样本标记为负; 最
后，用正样本更新检测器参数，从而确定下一帧目标
边界框的位置。TLD2. 0 同样是一个包括跟踪、在线
学习和检测的长时目标跟踪系统，但与 TLD1. 0 不
同的是，其能够进行多目标跟踪。
TLD1. 0 和 TLD2. 0 版本中尚未使用深度学习
技术。在最新提供的 TLD3. 0 系统中，实现了对视
频中刚性 3D 目标的跟踪，如图 6 ( c) 所示。TLD3. 0
系统包含 3 个阶段: 第 1 阶段选取多个尺度检测目
标位置; 第 2 阶段在这些检测结果上定位属于目标
的部分; 第 3 阶段执行数据关联，并采用 L1 损失函
数对齐 3D 目标模型。该系统是基于深度神经网络
和 3D 模型的组合，实现了精确性和鲁棒性之间的
折中，而所有这些结果的获得都没有进行相机的
校准。
6. 3 智能监控与安防系统中的应用
传统的监控系统需要依靠人对得到的监控视频
进行分析，耗时耗力。智能监控系统可以通过目标
跟踪、识别等技术自动实现对目标场景的分析和异
常检测。随着深度学习在计算机视觉领域的快速发
展，智能视频分析技术已经成为安防企业竞争的关
键，相关技术已经达到非常高的精度。传统安防技
术更多的是关注事后查证的有效性，但随着高清摄
像机的普及，如何利用这些资源使设备“活”起来，
已经成为越来越多安防企业发展的重点。有了视频
分析，就可以及时发现视频中的异常情况，从而在第
一时间做出反应，减少损失。其中，基于深度学习的
目标跟踪是其中的热点研究内容。
一个典型的安防系统应具有这些功能: 首先在
地图图像中标示出粗略的告警点信息; 然后根据告
警点信息，利用交互式电子地图与定位系统，给出精
确的告警点信息; 此时，启动视觉跟踪系统对告警点
区域进行检测跟踪及异常情况判定; 同时，借助其他
探测手段进一步与图像信息融合，以提高异常情况
判定的准确性。在这一过程中，基于深度学习的目
标跟踪技术已经逐渐成为核心技术之一。
6. 4 其他方面的应用简介
无人驾驶汽车是计算机视觉技术应用的重要领
域。在自动驾驶过程中，通过对车道线、前后方车辆
和行人等目标的准确识别，为更高级的行为选择、障
碍物规避以及路径规划功能提供了基础，这其中的
一项关键技术就是目标跟踪。由于实际路况极为复
杂，基于传统目标检测的辅助驾驶技术性能难以得
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到大幅提升。随着技术的发展，采用深度学习可以
直接学习和感知路面和道路上车辆的特征，经过一
段时间的正确驾驶过程，便能学习和感知实际道路
情况下的相关驾驶技能，无需再通过感知具体的
路况和 各 种 目 标，大 幅 提 升 了 辅 助 驾 驶 算 法 的
性能。
基于深度学习的目标跟踪技术也应用于智能机
器人中。Agravante 等人( 2018 ) 研究了基于深度学
习的人体运动跟踪，并将研究成果应用于 UＲ-5 机
器人系统中，实现了对机器手臂书写的实时鲁棒跟
踪。该跟踪系统将深度学习技术与预测控制技术相
结合，而预测控制技术采用的是动态玻尔兹曼机
( DyBM) 模型( Osogami and Otsuka，2015) ，相较于长
短时记忆 LSTM 模型( Hochreiter and Schmidhuber，
1997) 具有更高的跟踪性能。
在无人机应用方面，目标跟踪技术可以作为无
人机视觉处理模块，实现对需要拍摄的目标进行持
续跟踪，使焦点始终保持在目标上，从而达到更好的
拍摄效果。目前，基于深度学习的视觉跟踪技术已
经成为无人机视觉跟踪中重要的技术组成部分。
智能交通控制是“智慧城市”的关键内容之一。
在城市的主干道，尤其是十字路口，对车辆、行人等
目标的自动检测与跟踪是智能交通系统的重要任
务，而基于深度学习的目标跟踪技术在其中起着重
要作用，借助于云平台，能够及时有效地实现对交通
状态的感知，从而提高整个城市的交通效能。
7 问题及展望
7. 1 深度学习目标跟踪存在的问题
由于深度学习为构建更加鲁棒的外观模型提供
了可能，因此将其应用于目标跟踪任务已成为必然
趋势。目前的跟踪算法虽然能很好地应对简单场
景，但面对复杂环境，设计出高精度、高鲁棒性和实
时性的跟踪算法仍然有很多困难。与检测、识别等
其他视觉任务不同，目标跟踪任务因其特殊性，使得
在应用深度学习的过程中存在一些问题，如离线训
练数据不足、很难实时在线训练和目标遮挡等。
7. 1. 1 训练数据问题
离线训练网络是深度学习中的重要一环，通过
给定训练数据，利用损失函数来实现对网络参数的
训练。为了保证训练的网络能够达到目的，实现相
应的功能，深度学习需要大量的训练数据。在未采
用深度学习方法之前，目标跟踪并没有离线训练的
过程，因此只有有限的几个跟踪数据库，如 OTB50，
OTB100 和 VOT 等。这些跟踪数据库数据量较少，
并且彼此之间存在部分类似的序列，因此并不特别
适用于目标跟踪任务的离线训练。
Tao 等 人 ( 2016 ) 在 2016 年 的 ICCV 上 提 出
SINT 算法，利用具有 300 个序列的 ALOV300 数据
库实现对网络参数的训练。虽然去掉了 ALOV300
中与 OTB 和 VOT 相同的序列，但有些视频序列的
背景相似，因此仍存在过拟合问题。同年发表的
SiamFC 算法中，Bertinetto 等人( 2016b) 将 ILSVＲC
数据库应用于目标跟踪任务的离线训练过程。ILS-
VＲC 数据库是检测数据库，包含 4 417 个视频序列，
但该数据库建立的目的是目标检测任务，因此在数
据库中，目标不会一直存在，并且同一帧中有多个目
标，与目标任务不符。除了 ILSVＲC 数据库外，Siam-
ＲPN( Li 等，2018a) 还利用大规模带稀疏标注的视
频数据集 Youtube-BB 进行训练，该数据集能够提供
50 倍数量的视频，保证了深度神经网络能够被充分
的训练。2018 年 Valmadre 等人建立了 TrackingNet
( Müller 等，2018 ) 数据库。TrackingNet 数据库是专
为目标跟踪任务设计的数据库，与一般大数据隔几
帧标注一个目标不同，其对数据集每一帧中的目标
都进行了标注。TrackingNet 数据库包含 3 万多个视
频序列和 1 420 万个标注框，数据量较大，在一定程
度上可以满足离线训练过程的需求。
7. 1. 2 实时跟踪问题
深度学习的优势之处在于可以通过大量数据进
行学习。但在目标实时跟踪过程中，只有首帧的标
注数据是完全准确的，要提取足够的训练数据具有
较大困难。深度学习的网络模型较为复杂，网络参
数较多，通过大量数据在线训练网络参数来满足跟
踪要求，会在很大程度上影响跟踪速度。SiamFC
( Bertinetto 等，2016b) 只采用了 ILSVＲC 数据库实现
对网络进行离线训练，而没有进行在线的网络参数
训练。这种做法虽然可以使跟踪算法达到实时，但
离线训练的网络对当前目标的表达能力有限，很难
实现最准确的目标跟踪。在 2017 年 ICCV 上发表
的 Dsiam( Guo 等，2017) 算法中，Guo 等人在 SiamFC
上进行改进，提出动态孪生网络 ( dynamic Siamese
network) ，通过在线训练变化矩阵达到离线训练的
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目的。但是，该方法并没有从深度学习的角度来完
成离线训练过程，即并没有在线训练网络参数，因此
还存在较大的问题。
7. 1. 3 长程目标跟踪中目标严重遮挡和消失问题
目标遮挡是导致跟踪失败的一个重要原因，也
是实现长程目标跟踪的关键问题。跟踪任务从始至
终都只跟踪一个目标，一旦目标被遮挡，则会极大程
度上影响跟踪准确度，甚至导致跟踪失败。因此，当
面临遮挡问题时，目标跟踪任务的要求更加严格。
目前，目标遮挡可以分为两种情况: 部分遮挡和完全
遮挡。部分遮挡意味着在图像中还存在部分目标，
可以通过对这部分的目标进行判断进而确定目标的
位置; 完全遮挡则是在图像中找不到目标，可能发生
在有大的物体完全遮住了跟踪目标。
随着深度学习在目标跟踪领域的推广，其可以
通过训练网络来学习目标的一般变化的特性，为解
决目标遮挡问题提供了新的思路。目前，在深度目
标跟踪中，解决目标部分遮挡问题的思路主要有两
种，一是在离线训练时，在训练样本中增加存在遮挡
的目标，通过损失函数，学习当目标被部分遮挡后所
产生的变化，接着在线跟踪过程中，利用离线训练好
的网络来对测试样本进行判断，进而实现准确跟踪;
二是将跟踪目标分为若干部分，分别提取目标的深
度特征，当目标被遮挡时，通过匹配测试样本与目标
模板的深度特征，若存在较多的部分相似则判断样
本为目标。目前解决完全遮挡问题的方法主要是参
考目标检测的全图搜索，通过将整张图像的深度特
征与目标模板的特征匹配，找到可能是目标的测试
样本。但由于整幅图像较大，匹配过程中数据量较
大，很难实现对目标的准确判断。
7. 2 展望
目前，基于深度学习的目标跟踪方法仍主要停
留在基于 ImageNet 预训练的特征应用层面。近年
来，ImageNet 的视频数据集也逐渐用来学习更适合
目标跟踪的深度特征，并取得了一定进展。随 着
TrackingNet 等大规模数据集的出现，使得基于海
量跟踪视频端对端地学习深度特征成为可能，有
望进一步推进深度学习在视觉目标跟踪中取得突
破性进展。相对而言，标注长程跟踪视频和构建
大规模数据集的难度更大，如何根据长程跟踪任
务的特点及其与短期跟踪任务的联系，结合迁移
学习和深度学习构建合适的长期目标跟踪模型，
也是未来视觉目标跟踪研究值得关注的一个重要
方向。
8 结 论
将深度学习技术引入目标跟踪领域能更好地处
理视频目标跟踪问题中存在的各类挑战，从而能有
效提升跟踪方法的鲁棒性。具体来说，本文首先简
要介绍了适用于目标跟踪的多种深度学习模型。然
后，从网络结构、功能划分和网络训练等视角对当前
各类基于深度学习的目标跟踪算法进行了详细介
绍。接着，总结了基于深度学习的目标跟踪方法的
实际应用情况。最后，综合基于深度学习的目标跟
踪方法的研究现状，本文分析总结了当前方法存在
的 3 个主要问题: 1 ) 训练数据问题; 2 ) 实时跟踪问
题; 3) 长程目标跟踪中目标严重遮挡和消失视野问
题。针对上述三类问题，本文对基于深度学习的跟
踪方法的未来发展进行了展望。随着更大规模的数
据集的出现，深度学习在视觉跟踪中将有望取得进
一步的突破性进展。如何根据任务特点及任务间的
联系，结合迁移学习和深度学习构建合适的长期目
标跟踪模型，也是未来目标跟踪研究的重要发展方
向之一。
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