that is designed to cope with the variability of fault signatures inherent in hehcopter gearboxes. For detection, the measurements are monitored on-hne and flagged upon the detection of abnormalities, so that they can be attributed to a faulty or normal case. As such, the detection system is composed of two components, a quantization matrix to flag the measurements, and 
Statistical Analysis
It is generally believed that tile probability density function
of tile vibration amplitude is near Gaussian when machinery is healthy, and that its shape changes when a defect appears.
The Statistical Analysis Module of the diagnostic analyzer estimates parameters that would characterize such change. Among the parameters available from this module, the skewness, kurtosis, crest factor, and peak-to-peak value of vibration data are reported to be good indicators of localized defects in rotating machinery (e.g., see Dyer and Stewart, 1978) . A brief description of these parameters is as follows:
• Skewness Coefficient. The skewness coefficient represents the symmetry of probability density function of the vibration amplitude.
Since the skewness coefficient of a Gaussian distribution is zero, any deviations of the skewness coefficient from zero can be due to failure.
• Kurtosis Value. The kurtosis value, which represents the concentration of heights around tile mean line of the prol)ability density function, is equal to 3 for a Gaussian distribution.
and Stewart,1978).
• Crest Factor. Similar to tile kurtosis value, the crest factor is used to describe tile 'peakness' of the probability density function (Braun, 1986) . However, unlike tile kurtosis value, the crest factor is only a relative measure. Moreover, since the crest factor is more likely to be affected by a single outlier, it is generally not as robust as the kurtosis vMue.
• Peak-to-Peak Value.
When failures occur, the amplitude of the vibration tends to increase in both upward and downward directions and thus the peak-to-peak value is expected to increase. • Root-Mean-Square.
Tile root-mean-square (RMS) value of the vibration amplitude represents the overall energy level of vibrations• As such, tile RMS value can be used to detect major changes in the vibration level.
• White Spectrum. The white spectrum (WHT) represents the rills level of the signal minus its strong tones. Therefore, it denotes the energy level in the base of the spectrum.
Since certain failures, like wear, do not seem to increase the strong tones created by shaft rotation and gear mesh, the energy in the base of the spectrum could potentially be a powerful detection parameter for wear-related failures.
• Rice Frequency. The rice frequency (RFR) denotes the position of the 'center of gravity' of the spectrum. Therefore, it can reflect any major changes in the shape of the spectrum that may have been caused by faults.
• and the mean value, respectively, of the spectral ratio with respect to the first spectrum, and TM1-G and TMI-P, which represent the energy level (rms) and the mean value, respectively, of the spectral ratio with respect to the preceding spectrum, are particularly effective in representing differences between the current and the baseline spectrum.
• Metacepstral Analysis.
The Metacepstrum Analysis Function is used to detect the periodic features of the vibration signal (Lyon and Ordubadi, 1982; Childers et al., 1977 (i.e., the first fault caused by planet bearing inner race spall), it also contains a spike on day 5
of Test #1 which could result in a false alarm.
Bearing Analysis
The vibration energy of bearing elements is usually lower than those produced by gears, shafts, and sometimes noise. As such, bearing faults cannot be readily detected through abnormalities in the bearing tone. However, since bearing faults such as spalling produce tixne domain impulses which modulate the bearing shaft fi'equency over a wide range of frequencies, there are features of high frequency vibration that would reflect such bearing faults (Mathew and Alfredson, 1984; Braun and Datner, 1979 
Estimated

Fault Vector
Detection Model
The multi-valued influence matrix A representing the no-fi_ult signature and fault signature is defined _
to relate the flagged measurement vector Y(t):
to the fault vector X(t):
where m is the number of nmasurements.
In (Ljung, 1987) is given in (Danai and Chin, 1991) , where its performance is demonstrated in simulation.
Flagging
In the MVIM detection system, flagging of measurements is performed by a quantization matrix.
For flagging, the measurements P are multiplied by the weights of the quantizatiort matrix Q Q= ...
and hard-bruited as 1 when pTwi > 0.5 Y; = 0 otherwise (8) to produce the binary vector of flagged measurements Y (see Fig. 10 ). This vector is used for both detection, as well as estimating/updating the MVIM. The vectors Wi in Eqs. (7) and (8) represent the columns of the quantization matrix associated with individual measurements.
The vectors of the MVIM are trained based on the flagged measurements Yi (see Eq. ($)).
Therefore, they are directly influenced by the flagging operation. In order to improve the flagging operation, the quantization matrix is adapted during a training session. Ideally, we would like the magnitude of all flagged measurements yi to be equal to 0 for no-fault cases and 1 at fa,llt instances. Therefore, the components of the quantization matrix are adjusted to produce such ideal flagged mea._urement vectors (see Fig. 10 ). 
where the wij denote the components of the qua_tization matrix, # is the iteration step, 9_ represent the ideal value of flagged measurements (i.e., !)i = 1 for fault cases, and _)_ = 0 for no-fault cases), and the lj denote the components of the adaptation gain vector L, updated according to the relationship (Ljung, 19 ,$7)
where matrix R denotes the cova,'iance matrix in least-squares estimation computed as
DETECTION RESULTS
The averaged values of tlle nineteen parameters obtained from the diagnostic analyzer were used as the components of the measurement vector P to train and test the MVIM (see Figs. 4 and 10). For scaling purposes, each parameter value was normalized with respect to the value of the parameter on the first day of each test.
As explained in the previous section, the MVIM method requires a set of measurements during normal operation and at fault incidents to estimate the no-fault and fault signatures.
Since in the experiments the exact time of fault was not known, the time of fault occurrence was conservatively set on the last day, or right before failure was verified through disassembly.
Similarly, no-fault cases were assumed only for the first day of each test, and after faulty components were replaced. The specification of vibration data as fault and no-fault on various days of each test are listed in Table  2 . For Tests #1 and #5, only the data from the last day (day 9 and day l l, respectively) was associated with a fault case, since faults in these tests were only found on the last day during routine disasseml)ly. For Test #2, the data from all of the nine days were marked as no-fault, since no faults were detected during inspection at the end of the ninth days. For Test #3, the data from days 1, 5, and l0 were associated with a no-fault case, because they were obtained directly after faulty components were replaced on days 4, 9, and Table 2 : Association of data from each day of the 5 tests with fault and no-fault cases. The mark '-' denotes that data from that clay cannot be specified.
For this purpose, training sets were formed based on parameters from various combinations of five tests (see Table 3 ). For each training case, the initial values of the MVIM (19x2) and the quantization matrix (19x 19) were set to 0 and I, respectively, and training was continued until perfect detection was achieved in the training set (i.e., no false alarm or undetected fault was found in the training set). The MVIM was then tested on all the data from all of the five tests.
Perfor,nance of the lXIVIM was represented by the total number of false alarms and undetected faults it l)roduced during testing (denoted as Total Test Errors in Table 3 ). The detection results produced by the MVIM for 30 difl'e,'ent cases of training are shown in Table 3 .
For comparison purposes, the results obtained from the MVIM are contrasted ag,'finst the resvlts obtained from a multi-layer neural net (e.g., see Hertz et al., 1991; Ru,nelhart et al., 1988 ) which was trained and tested under the same conditions. The neural net was trained with the back-prol)agation learning algorithm and contained 40 hidden units. This number of hidden units was selected within a range of 30 to 50 hidden units to optimize its generalization ahility.
For training tile net, tile learning rate and momentum coeflicient were set at 0.2 ;tnd 0.S, respectively. The above parameters were selected within a range of 0.2 to 0.8 through trial
and error so as to optimize the convergence speed of the net.
The results in Table  3 #]2, #13, #14, #15, #16, and #17). In fact, through further analysis it was ascertained that the. smallest subset of l)arameters that would provide perfect training for the MVIM consists of these eight parameters, and that discarding or rel)lacing any of these eight parameters results in a non-trainable situation. Addition of more parameters to this subset did not make a difference.
The same type of analysis performed with the MVIM method could potentially be performed with a neural net. However, neural nets provide different detection results with different number of hidden units. As such, for each number of inputs (parameters) the optimal number of hidden units need to be selected, which would then affect the number of epochs required for trainiJ_g.
This will complicate the criteria for measurement selection of the type described above. The advantage of the MVIM method over a neural net is that its structure is fixed based on the number of its inputs, and thus the number of training epochs would directly reflect the significa_ce of individual measurements.
CONCLUSION
Fault detectionof helicol)terpowertransmissions throughpatternclassificationis demonstrated.
Forthis purpose, the MVIM detectionmethodis usedto constructno-fault andfault signatures basedoll vibration data reflectingthe effectof variousfaults in an OH-58Amain rotor transmission, hnplementationresultsindicate that the MV]M can provide perfect detectionwhen the full rangeof fault effectsareextractedthrough appropriatesignal processing. The MVIM methodcanalsoassess the significance of individual measurements. Basedon this assessment, it is shownthat an optimal subsetof measurements can be selectedso as to reduceprocessing time for in-flight implementationpurposes.
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