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Abstract—We introduce the primal-dual quasi-Newton (PD-
QN) method as an approximated second order method for
solving decentralized optimization problems. The PD-QN method
performs quasi-Newton updates on both the primal and dual
variables of the consensus optimization problem to find the
optimal point of the augmented Lagrangian. By optimizing the
augmented Lagrangian, the PD-QN method is able to find the
exact solution to the consensus problem with a linear rate
of convergence. We derive fully decentralized quasi-Newton
updates that approximate second order information to reduce
the computational burden relative to dual methods and to make
the method more robust in ill-conditioned problems relative to
first order methods. The linear convergence rate of PD-QN is
established formally and strong performance advantages relative
to existing dual and primal-dual methods is shown numerically.
Index Terms— Multi-agent network, consensus optimiza-
tion, quasi-Newton methods, primal-dual method
I. INTRODUCTION
In the setting of decentralized optimization, a connected
network of agents, or nodes, are interested in minimizing a
common global objective function, the components of which
are distributed locally across all the agents. To jointly opti-
mize the global objective, nodes must collaborate with their
neighbors by successively sharing information of their locally
measurable objective function components. Decentralized opti-
mization has proven effective in contexts where information is
gathered by different nodes of a network, such as decentralized
control [2]–[4], wireless systems [5], [6], sensor networks [7]–
[9], and large scale machine learning [10], [11].
Perhaps the most common and well-studied problem in
decentralized optimization is the consensus optimization prob-
lem. Here, the common minimizer that optimizes the global
objective is found locally at each node through the use of
local copies of the decision variable. Each node minimizes
its local objective using its local copy while simultaneously
seeking agreement, or consensus, with its neighbors. This
approach allows for a fundamentally decentralized manner of
optimizing a global function that relies only on the ability
to exchange information with neighbors. There are many
methods that solve the consensus problem, differing largely in
how the consensus condition is enforced. Among the popular
techniques include the use of additional penalties for violating
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consensus in the objective function [12]–[17]. Alternatively,
the consensus can formulated as an explicit constraint, which
can be optimized directly in the dual domain [7], [9], [18]–
[20]. A promising extension of dual-based methods include
“primal-dual” methods, which iteratively find solutions that
incrementally get closer to both optimality and consensus
[21]–[23]. These methods are beneficial in combining the
low computational cost of penalty-based methods with the
exactness of dual-based methods.
In general, standard consensus optimization techniques that
rely only on first order information contained in the gradient,
such as gradient descent, suffer from slow convergence rates.
These slow convergence rates are particularly apparent in
problems that are ill-conditioned, or in other words have
large spread in eigenvalues of the function’s Hessian matrix.
In centralized optimization, the ill-conditioning is commonly
corrected by incorporating second order Hessian information
into the descent computation using the Newton step. While this
technique cannot be used directly in distributed optimization
due to the non-sparsity of the Hessian inverse, there exist ways
of using second order information to approximate the Newton
step for distributed settings. This has been done for consensus
optimization problems reformulated as both the penalty-based
methods [17], [24] and dual-based methods [20], as well as
the more recent primal-dual methods [22], [25]. These approx-
imate Newton methods exhibit faster convergence relative to
their corresponding first order methods.
Despite the advances in distributed Newton-based methods,
there are many cases in which the exact Hessian information
is either difficult or computationally expensive to compute.
The centralized alternative to Newton’s method comes in
the form of quasi-Newton methods, which use gradients to
produce a curvature estimation in lieu of the Hessian inverse
[26], [27]. In the distributed setting, the commonly used
Broyden-Fletcher-Goldfarb-Shanno (BFGS) quasi-Newton has
been adapted for both penalty-based and dual-based formula-
tions [28]. This method improves convergence but suffers from
many of the same issues of first-order penalty-based and dual-
based methods regarding accuracy and computational burden.
In this paper, we develop a novel “primal-dual” quasi-Newton
method that achieves state of the art convergence rates to exact
solutions at a lower computational cost relative to the dual-
based alternative. This is done through the approximation of
an internal optimization problem present in dual methods with
a fully distributed quasi-Newton update. We further employ a
distributed dual quasi-Newton update to accelerate the dual
ascent relative to dual gradient updates. In this way, we can
obtain a method with a linear convergence rate to the exact
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2solution with the computational complexity of penalty-based
methods, all while not requiring the computation of Hessian
information.
The paper begins with a formal statement of the consensus
optimization problem and the introduction of the augmented
Lagrangian (Section II). For solving the consensus problem
in a distributed manner, a set of standard dual methods
(Section II-A) and augmented Lagrangian methods (Section
II-B) are discussed. The former methods suffer from slow
convergence rates and the latter methods suffer from either
the inability to distribute the computations or the necessity
in solving an internal minimization problem at every step.
All of these issues are bypassed by substituting the standard
primal and dual updates in these dual methods with quasi-
Newton updates. This provides the basis of the proposed
PD-QN method (Section III). Separate quasi-Newton updates
are derived for both the primal update (Section III-A) and
dual update (Section III-B), each of which is designed to be
distributedly computable while retaining desirable properties
of traditional quasi-Newton methods. Convergence properties
are then established (Section IV). Given standard properties
of smoothness and strong convexity, we demonstrate a linear
convergence rate to the exact solution of the consensus prob-
lem. We close the paper with numerical results comparing the
performance of PD-QN to first and second order methods on
various consensus problems of practical interest (Section V).
II. PROBLEM FORMULATION
We consider a distributed system of n nodes con-
nected by an undirected communication graph G =
(V, E) with nodes V = {1, . . . , n} and m edges E =
{(i, j) | i and j are connected}. Define the set ni as the
neighborhood of node i including i, i.e., ni = {j | j =
i ∨ (i, j) ∈ E}, and the neighborhood size mi := |ni|. Each
node i has access to a local strongly convex cost function
fi : Rp → R and the goal is to find the optimal variable
x˜∗ ∈ Rp that minimizes the aggregate of all local cost
functions
∑
i fi with distributed computations. By distributed
computations, we mean in particular that each node is able to
itself obtain the common minimizer x˜∗ through computations
performed locally and through information exchanges with
its neighbors in E . To solve this locally, we consider the
consensus formulation, in which each node i stores and
maintains a local variable xi ∈ Rp and seeks to minimize its
local cost fi(xi) while satisfying a consensus constraint with
all neighbors. More specifically, consider the global variable
x = [x1; . . . ; xn] ∈ Rnp and resulting optimization problem
of interest
x∗ := argmin
x∈Rnp
f(x) =
n∑
i=1
fi(xi) (1)
s. t. (I− Z)1/2x = 0,
where the matrix Z ∈ Rnp×np is chosen so that the feasible
variables in (1) satisfy the consensus constraint xi = xj for
all i, j. A customary choice of a matrix Z with this property
is to make it the Kronecker product Z := W⊗ Ip of a weight
matrix W ∈ Rn×n and the identity matrix Ip ∈ Rp×p. The
elements of the weight matrix are wij > 0 if (i, j) ∈ E and
wij = 0 otherwise and the weight matrix W ∈ Rn×n is further
assumed to satisfy
W = WT , W1 = 1, null{I−W} = span{1}. (2)
The first two conditions in (2) imply symmetry and row
stochasticity of W, respectively. The third condition enforces
the consensus constraint. We further impose the following
assumption on diagonal weights necessary for the analysis
later in this paper.
Assumption 1 The diagonal entries of W are bounded by
two positive constants 1 > ∆ > δ > 0. I.e., for all i we have
that δ < wii < ∆.
Since null(I −W) = null(I −W)1/2 = span{1}, it follows
that for any vector x = [x1; . . . ; xn] ∈ Rnp the relation (I −
Z)1/2x = 0 holds if and only if x1 = · · · = xn. This means
that the feasible variables in (1) indeed satisfy xi = xj for
all i, j and that, consequently, the problem in (1) is equivalent
to the minimization of
∑n
i=1 fi(x˜) and subsequently x
∗ =
[x˜∗; x˜∗; . . . ; x˜∗].
To solve (1), it is necessary to form the Lagrangian. Define
ν := [ν1,ν2, . . . ,νn] ∈ Rnp to be a set of dual variables for
the equality constraint (I− Z)1/2x = 0, with node i holding
the ith block νi ∈ Rp. The Lagrangian is then defined as
L0(x,ν) :=
∑n
i=1 fi(xi) + ν
T (I − Z)1/2x. To remove the
dependence of the potentially dense matrix (I − Z)1/2, we
introduce an adjusted dual variable y := (I−Z)1/2ν and work
directly with y ∈ Rnp. We additionally may add a quadratic
penalty term to form the augmented Lagrangian in terms of x
and y as
Lα(x,y) :=
n∑
i=1
fi(xi) + y
Tx +
α
2
xT (I− Z)x, (3)
indexed by α ≥ 0, the weight of the quadratic penalty. By
setting α = 0, we remove the quadratic penalty and recover
the standard Lagrangian L0(x,y). Note that any feasible point
to the constrained problem in (1) will make the quadratic
penalty in (3) zero and thus add no additional cost to the
standard Lagrangian. A pair x∗ and y∗ that jointly optimize
Lα(x,y) will thus provide the solution to the original problem
of interest in (1) for any choice of α.
A. Dual methods
A standard set of approaches towards jointly optimizing (3)
is to operate exclusively on the dual variable y in what are
known as dual methods. The basic dual objective function to
be maximized is obtained by minimizing a non-augmented
Lagrangian L0(x,y) over x, where L0(x,y) is defined as the
Lagrangian in (3) with no quadratic weight, i.e. α = 0. This
results in the following dual problem
y∗ := argmax
y∈Rnp
[
min
x∈Rnp
n∑
i=1
fi(xi) + y
Tx
]
. (4)
The optimal primal variable given any dual iterate y found
in the internal minimization step in (4) we notate as x0(y).
The optimal x∗ from the original problem in (1) can then
be recovered as x∗ = x0(y∗) due to strong duality of a
3strongly convex problem—see, e.g., [29]. A wide array of
optimization techniques can be used to iteratively solve for
y∗. Gradient ascent, for example, can be performed directly
on the maximization problem in (4). In gradient ascent, at
each iteration index t = 0, 1, 2, . . . the dual variable yt+1
is computed using the previous iterate yt and the gradient of
objective function in (4), resulting in the respective primal and
dual updates,
xt+1 = argmin
x
L0(x,yt) (5)
yt+1 = yt + d(I− Z)xt+1, (6)
where d > 0 is a scalar step size. Observe that, in both
the updates in (5)-(6), the ith block of xi,t+1 and yi,t+1 can
be computed locally by node i using only local exchanges
with neighbors j ∈ ni. Further observe this distributed
capability is permitted only by considering the non-augmented
Lagrangian in the definition of the dual function in (4). The
updates together are commonly known as dual ascent (DA)
[9] and are known to converge sub-linearly to the optimal
pair (x∗,y∗) with a rate of O(1/t). However, first order
gradient-based methods can be further slowed in practice when
the problem is ill-conditioned, motivating the development of
more sophisticated dual techniques.
Quasi-Newton methods are a well known alternative to
first order methods. In traditional centralized settings, they
are known to have more desirable convergence properties and
perform better in practice than first order methods because they
approximate a curvature correction to the descent direction.
They have recently been adapted for distributed algorithms as
well. In [28], [30], a dual quasi-Newton method is derived that
replaces the first order dual update in (6) with an approximate
second order update of the form
yt+1 = yt + dH
−1
t (I− Z)xt+1, (7)
where Ht is an approximation of the dual Hessian and thus
serves as a distributed approximation to Newton’s method. In
particular, Ht is constructed as a positive definite matrix that
satisfies what is known as the secant condition. Recall ht =
(I−Z)xt+1 as the dual gradient, and define the dual variable
variation vt and gradient variation st vectors,
vt = yt+1 − yt, st = (I− Z)(xt+1 − xt). (8)
Observe that vt and st capture differences of two consecutive
dual variables and gradients, respectively, evaluated at steps
t+1 and t. At each iteration, we select a new Hessian approx-
imation Ht+1 that satisfies the secant condition Ht+1vt = st.
This condition is fundamental, as the secant condition is
satisfied by the actual Hessian for small vt. The dual D-
BFGS [30] method designs a matrix Ht that satisfies the
global secant conditions while being locally computable by
each node. The inclusion of this approximation is shown to
numerically improve upon the first order DA method, but
ultimately suffers from the same slow converge rate of O(1/t).
B. Augmented Lagrangian methods
A well studied technique to improve upon the conver-
gence rate of dual methods is to operate on the augmented
Lagrangian Lα(x,y) in (3) for some α > 0. Consider
substituting the primal update in (5) with the minimization
over the augmented Lagrangian
xt+1 = argmin
x
Lα(x,yt). (9)
Using the augmented primal update in (9) with the first order
dual update in (6) results in a method commonly referred to
as the method of multipliers (MM), which is shown to exhibit
a fast linear convergence rate to the optimal primal-dual pair
[22], [31], [32]. However, MM cannot be implemented in a
distributed manner because (9) cannot be computed locally due
to the quadratic coupling term in (3). The ADMM methods
exists as a distributed alternative to MM, which permits
distributed computation through a decoupling of the variables
[33]. Both the augmented Lagrangian update in (9) and the
standard update in (5) will in any case still require an internal
minimization step. For most objective functions, this primal
update will be computationally expensive, thus making these
methods difficult to implement in practice.
Despite this shortcoming, it would nonetheless be beneficial
to incorporate the augmented Lagrangian in the primal update
to improve upon the convergence rate of distributed quasi-
Newton methods. In this paper, we develop a primal-dual
quasi-Newton method that, in addition to using the quasi-
Newton dual update in (7) for improved conditioning, imple-
ments a quasi-Newton approximation of (9) that permits local
and distributed computation to find exact solutions to (1).
C. Related Work
The existing literature in solving the consensus problem in
(1) differs in many ways, ranging from convergence rate to
computational complexity to communication cost. We sum-
marize many of these methods in Table I and discuss their
qualities here. Both Table I and the following discussion break
consensus optimization methods into three basic classes. The
first class contains methods specifically developed for the
consensus problem that operate exclusively with the primal
variable xt. The general approach here is to perform gradient
steps on the local primal variables while also averaging local
primal variables with neighbors. The standard first order
method is called distributed gradient descent [12], and can
also be formulated as moving the consensus constraint in
(1) into the objective function as a penalty term. For better
performance in ill-conditioned problems, higher order versions
of the primal domain approach include Network Newton [17]
and D-BFGS [28], which employ exact second order and
approximated second order information, respectively, to speed
up convergence. While all of these methods benefit from
achieving at least a linear convergence rate and with low
computational cost, they suffer from finding only approximate
solutions to (1) when using a constant stepsize. They may
alternatively use diminishing step sizes to reach the exact
solution, but at a slower sublinear convergence rate.
The second class of methods contain those that convert the
constrained problem in (1) to the dual domain and operate
exclusively on the dual variable. These include the standard
first order dual descent [9] as well as an augmented Lagrangian
variation ADMM [7], [33]. Both of these methods perform first
4TABLE I: Comparison of consensus optimization methods
Convergence rate Exact solution? Internal opt. problem? Primal Order Dual Order
DGD [12] Linear N N First N/A
Network Newton [17] Linear-Quadratic N N Second N/A
D-BFGS (primal) [28] Linear N N “Second” N/A
Dual descent [9] Sublinear Y Y N/A First
ADMM [7], [33] Linear Y Y N/A First
D-BFGS (dual) [28] Sublinear Y Y N/A “Second”
EXTRA [15], [23] Linear Y N First First
ESOM [22] Linear Y N Second First
PD-QN Linear Y N “Second” “Second”
order updates in the dual domain and are able to achieve a
sub-linear and linear convergence rate, respectively. The D-
BFGS method [28] performs an approximate second order
update in the dual domain. While the convergence rate of these
methods is typically not as fast as the linear rate of primal
domain methods, they nonetheless improve upon the primal
domain methods by finding exact solutions to (1). However,
these methods face the additional cost of requiring solutions
to internal optimization problems at every iteration of the
method. This quality may make them difficult or impractical
to use for general objective functions.
The third class of methods combines the faster convergence
rate of primal domain methods with the exactness of solutions
of the dual domain methods by performing updates on both the
primal and dual variables. These may be considered as primal-
dual methods. The EXTRA method is an exact first order
method with linear convergence rate [15] that works effectively
as a first order primal-dual method [16], [23]. The ESOM
method [22] performs a second order update on the primal
and variable and first order update on the dual variable to
achieve a linear convergence rate to the exact solution without
requiring an internal optimization method. The PD-QN method
proposed in this work similarly is able to achieve a linear
convergence rate without the internal optimization method, but
additionally includes an approximate second order update in
the dual domain. Thus, the method is able to retain desirable
qualities of ESOM without computing exact second order
information and providing additional robustness to problems
that are ill-conditioned in the dual domain.
Notation remark. In this paper, we use boldface lower case
letters to denote vectors and boldface upper case letters to
denote matrices. At any time t, the ith block of a vector zt ∈
Rnp is denoted as zi,t ∈ Rp, while zni.t ∈ Rmip denotes
a concatenation of the components in i ∈ ni. Likewise, the
ith block of matrix At ∈ Rnp×np is denoted as Ai,t ∈ Rp×p,
while Ani,t ∈ Rmip×mip denotes the (j, k) entries of A where
j, k ∈ ni. We further denote by Z∅ the matrix containing only
the diagonal elements of Z.
III. PRIMAL-DUAL QUASI-NEWTON (PD-QN) METHOD
We introduce the Primal-Dual Quasi-Newton (PD-QN) al-
gorithm as a fully distributed quasi-Newton update on the
augmented Lagrangian function Lα(x,y). We refer to it as
a primal-dual quasi-Newton method because a quasi-Newton
update is used to approximate second order information for
both the primal and dual updates. In the primal domain, the
second order information is approximated to approximately
solve the update in (9) in a distributed manner, while second
order information is approximated in dual domain to make the
dual update more robust in ill-conditioned settings and better
performing in practice. For notational convenience, we define
the primal and dual gradients of Lα(xt,yt), labelled gt and
ht, respectively, as
gt := ∇f(xt) + yt + α(I− Z)xt, (10)
ht := (I− Z)xt+1. (11)
The full gradients gt,ht ∈ Rnp stacks the local gradients at
each node, e.g. gt = [g1,t; g2,t; . . . ; gn,t], where gi,t ∈ Rp is
computed locally by node i. In the following subsections, we
proceed to derive the primal and dual updates of the PD-QN
method.
A. Primal update
We seek to replace the non-distributed primal update in (9)
with an update that both allows distributed computation and
does not require the explicit solving of a subproblem. To derive
such an update, we recall that any descent-based method is in
fact the solution of a quadratic Taylor series approximation
of the objective function, centered at the current iterate. It is
natural then to consider solving the optimization problem in
(9) in the same manner. Consider the quadratic approximation
of Lα(x,yt), centered at xt, expressed as
Lˆα(x,yt) = Lα(xt,yt) +∇Lα(xt,yt)T (x− xt)
+
1
2
(x− xt)GTt (x− xt) (12)
where Gt is some matrix that approximates the second or-
der information of the augmented Lagrangian. As (12) is a
quadratic function, the vector xt+1 that minimizes it can be
found explicitly with a closed form solution. This provides us
the following primal variable update
xt+1 = xt −G−1t gt, (13)
This then provides us the general form of our primal update
in PD-QN. A well studied choice of Hessian approximation
inverse matrix Gt is that given by the quasi-Newton BFGS
method [26], [27]. Consider the particular structure of the Hes-
sian of the augmented Lagrangian ∇2xxLα(x,yt) = ∇2f(x)+
α(I − Z). The first term, ∇2f(x), is the Hessian of the
local objective functions and thus a locally computable block
5diagonal matrix. The second term, α(I − Z), is not diagonal
but has the sparsity pattern of G and, more importantly, is
constant matrix. To construct an approximate matrix then, it is
only necessary for nodes to approximate the first term, which
can be done solely with local variables and gradients using the
standard BFGS quasi-Newton update. To compute this update,
define the primal variable and variation variables as
ut = xt+1 − xt, rt = gt+1 − gt. (14)
Because each node i estimates a Hessian that only depends
on local variables, its respective BFGS approximation matrix
Bi,t ∈ Rp×p can be computed using only the local variables
and gradients ui,t and ri,t. Each node maintains and updates
at time t+ 1 an approximation of ∇2fi(xi) with the iterative
BFGS quasi-Newton update
Bi,t+1 = Bi,t +
ri,tr
T
i,t
ui,tT ri,t
− Bi,tui,tu
T
i,tBi,t
uTi,tBi,tui,t
. (15)
The global objective function Hessian approximation is then
defined as the block diagonal matrix combining all local ap-
proximations, i.e. Bt := diag{Bi,t}ni=1 ∈ Rnp×np and the re-
spective full Hessian is approximated as Gt := Bt+α(I−Z).
To implement the update in (13) in a distributed manner, the
ith component of the descent direction G−1t gt must be com-
putable by node i using local information and exchanges with
neighbors. More specifically, although Gt has the required
sparsity pattern of G, its inverse does not. We can, however,
approximate the inverse as G−1t,K using K terms of the Taylor
series expansion of the inverse G−1t = (Bt + α(I − Z))−1,
written as
G−1t,K := (16)
D
−1/2
t
K∑
k=0
(
D
−1/2
t α(I−2Z∅+Z)D−1/2t
)k
D
−1/2
t ,
where the matrix Dt := Bt + 2α(I − Z∅) contains the
block diagonal elements of the approximate Hessian Gt. The
resulting descent update G−1t,Kgt can indeed be implemented in
a distributed manner at each nodes, with K+1 local exchanges
needed per iteration to use K terms in the series in (16)—see,
e.g, [17]. As larger K will result in a better approximation of
the matrix inverse, practical implementations require a tradeoff
between accuracy and number of local exchanges required by
each node. Each node i can compute its local primal descent
component di,t := [G−1t,Kgt]i and subsequent update using the
subroutine displayed in Algorithm 1.
B. Dual update
We proceed to derive the dual update of the PD-QN method,
which replaces the first order dual update in (6) with a quasi-
Newton update similar to that in (7), i.e.
yt+1 = yt + αH
−1
t ht, (17)
where Ht is the dual Hessian approximation andα > 0
is the quadratic penalty coefficient in the augmented La-
grangian. As in the primal domain, Ht is designed to allow
for the distributed computation for dual descent direction
ei,t := [H
−1
t ht]i to be computed locally at node i using
Algorithm 1 Primal update for node i at time t
Require: {xi,τ ,gi,τ}t,t−1,Bi,t−1, Weights wij for j ∈ ni
1: Compute ui,t−1, ri,t−1, Bi,t [cf. (14)-(15)]
2: Form Di = (1− wii)Bi,t + 2(1− wii)I
3: Initialize di,t = −D−1i gi,t
4: for k = 0, . . . ,K − 1 do
5: Exchange di,t with neighbors j ∈ ni
6: di,t = D
−1
i [
∑
j∈ni wijdj,t − gi,t]
7: end for
8: Local update xi,t+1 = xi,t + di,t
9: return xi,t+1, Bi,t
local exchanges. We in particular employ the quasi-Newton
dual update used in the dual D-BFGS method [28], [30], the
details of which we discuss here.
Recall that, in traditional BFGS method, the secant con-
dition Ht+1vt = st induces desirable properties onto the
approximation matrix Ht relating to acceleration and robust-
ness in ill-conditioned problems. We therefore construct a
matrix Ht that is not only distributable across the network,
but maintains the global secant condition. Define the diagonal
normalization matrix Υ ∈ Rnp whose ith block is m−1i I and
a small scalar regularization parameter γ > 0. We then define
the modified neighborhood variable and gradient variations,
v˜ni,t ∈ Rmip and s˜ni,t ∈ Rmip, as
v˜ni,t := Υni [yni,t+1 − yni,t] (18)
s˜ni,t := hni,t+1 − hni,t − γv˜ni,t. (19)
The neighborhood variations in (18) and (19) are modified
not just in their locality, but also in the normalization by
Υni in (18) and regularization by γv˜ni,t in (19). As v˜ni,t
and s˜ni,t can be obtained locally at each node i with one
hope excahnges, each node i computes and maintains a local
Hessian approximation Cni,t ∈ Rmip×mip, which is updated
as the solution of a local optimization problem,
Cni,t+1 := argmin
Z
tr[(Cni,t)
−1(Z− γI)]− (20)
logdet[(Cni,t)
−1(Z− γI)]− n
s.t. Zv˜ni,t = sni,t, Z  0.
To update in (20) provides an updated approximation matrix
Cni,t+1 that has eigenvalues greater than γ while satisfying a
modified local secant condition with respect to the normalized
variable variation v˜ni,t. A closed form solution to (20) exists
[34, Proposition 1], and is given by
Cni(t+ 1) = Cni,t +
s˜ni,ts˜
T
ni,t
s˜Tni,tv˜ni,t
(21)
− Cni,tv˜ni,tv˜
T
ni,tCni,t
v˜Tni,tCni,tv˜ni,t
+ γI.
Note that the dual BFGS update differs from the more tradi-
tional primal BFGS update in (15) both in the use of modified
neighborhood variations v˜ni,t and s˜ni,t and the addition of
regularization parameter γI.
Observe that, through the use of neighborhood variables in
6Algorithm 2 Dual update for node i at time t
Require: {yni,τ ,hni,τ}t,t−1,Cni,t−1, d,γ,Γ > 0
1: Compute v˜ni,t−1, s˜ni,t−1,Cni,t [cf.(18)–(20)]
2: Compute eini,t = −(C−1ni,t + ΓΥni)hni,t [cf. (22)]
3: Exchange eij,t with neighbors j ∈ ni
4: Compute descent dir. ei,t :=
∑
j∈ni
eji,t
5: Update yi,t+1 = yi,t + dei,t
6: return xi,t+1, Cni,t
(Ci)−1
hi
hj
yi
yj
hniyni
hi
hj
hni
eii
eij
eini
eii e
j
i
(21)
⇒ × = +
ei
(Cj)−1
hi
hj
yi
yj
hnjynj
hi
hj
hnj
eji
ejj
ejnj
ejj e
i
j
(21)
⇒ × = +
ej
Fig. 1: PD-QN dual variable flow. Nodes exchange variable and
gradients – yi and hi sent to j and yj and hj sent to i – to build
variable and gradient variations v˜ and s˜ that they use to determine
local curvature matrices – Cni and Cnj . They then use gradients hni
and hnj to compute descent directions e
i
ni and e
j
nj . These contain
a piece to add locally – eii stays at node i and e
j
j stays at node –
and a piece to add at neighbors – eij is sent to node j and e
j
i is sent
to node i.
the update in (21), nodes approximate the dual Hessian of
themselves and their neighbors. They subsequently use Cni,t
along with an additional small regularization parameter 1 ≥
Γ > 0 to compute the neighborhood descent direction eini,t ∈
Rmip as
eini,t = −
(
C−1ni,t + ΓΥni
)
hni,t. (22)
The neighborhood descent direction eini,t ∈ Rmip contains
components for variables of node i itself and all neighbors j ∈
ni – see Fig. 1. Likewise, neighboring nodes j ∈ ni contain a
descent component of the form eji,t. The local descent ei,t is
then given by the sum of the components eji,t for all neighbors
j ∈ ni, i.e. ei,t =
∑
j∈ni e
j
i,t.
The global dual Hessian approximation Ht in (17) can be
derived from all nodes performing the local update in (22)
simultaneously in parallel. More precisely, it can be shown
that H−1t = Hˆ
−1
t + ΓI, where Hˆ satisfies the global secant
condition Hˆt+1vt = st—see [28, Proposition 1] for details.
Moreover, the update in (17) can be computed distributedly
using a sequence of local exchanges. The necessary exchanges
for node i are detailed in Algorithm 2.
For the ease of presentation, a full description of variable
exchanges necessary to perform the update is not shown
in Algorithm 2. We present in Fig. 1 a diagram of the
flow of variables among neighbors. Variable and gradients
are exchanged – yi,t and hi,t are sent to node j and yj,t
and hj,t are sent to node i – and (21) is used to compute
TABLE II: PD-QN variable summary
Primal Dual
Variable x y
Gradient g h
Variable variation u v
Gradient variaton r s
Local Hessian approx. Bi Cni
Global Hessian approx. G H
Local Descent direction di ei
the curvature estimation matrices Cni,t and C
j
t . Using these
Hessian approximations, the nodes premultiply the inverse
by the neighborhood gradients hni,t and hnj,t to obtain the
neighborhood descent directions – eini,t and e
j
nj ,t. These
descent directions contain a piece to be added locally – eii,t
stays at node i and ejj,t stays at node – and a piece to be added
at the neighboring node – eij,t is sent to node j and e
j
i,t is sent
to node i. The local descent direction ei,t is the addition of
the locally computed eii,t and the remotely computed e
j
i,t.
We conclude the discussion on the dual update with a brief
series of remarks.
Remark 1 As can be seen in the variable flow of Fig. 1, the
dual update of PD-QN requires a larger amount of information
exchanges than is needed for other consensus methods. Indeed,
the total communication overhead for PD-QN includes K + 1
exchanges for the primal update and 4 exchanges for the
dual update—K + 5 in total. This is in comparison to the 2
exchanges needed for first order methods like DA and ADMM
and K + 3 exchanges needed for ESOM. While this burden
is higher, the gains made by PD-QN in iterations necessary
to convergence can, in many cases, still render PD-QN a
preferable approach to alternatives. This tradeoff is explored
in the numerical results in Section V of this paper.
Remark 2 For the problem in (20) to have a solution and
the update in (21) to be valid the inner product between
the neighborhood variations must be v˜Tni,ts˜ni,t > 0. This
condition imposes a restriction in functions that can be handled
by PD-QN. In practical implementations, however, we can
check the value of this inner product and proceed to update
Cni,t only when it satisfies v˜
T
ni,ts˜ni,t > 0.
C. PD-QN Summary
Here we summarize the full details of the PD-QN update,
combining both the primal and dual updates in (13) and (17)
respectively, restated here as
xt+1 = xt −G−1t,Kgt, (23)
yt+1 = yt + αH
−1
t ht, (24)
A summary of the variables relevant to these updates are
provided in Table II for reference.
The complete PD-QN algorithm at node i, including both
the primal and dual updates, is summarized in Algorithm 3.
Each node begins with initial variables xi,0 and yi,0 and
exchanges variables with neighbors. For each step t, the node
7computes its primal gradient in Step 3 and update the primal
variable in Step 4 using Algorithm 1. They exchange the
updated variables with neighbors in Step 5 and use them to
compute and exchange dual gradients in Steps 6 and 7. The
dual variable is updated with Algorithm 2 in Step 8, after
which they are exchanged in Step 9.
IV. CONVERGENCE ANALYSIS
We analyze the convergence of PD-QN method performed
on the consensus optimization problem in (1). To begin, we
make the following assumption on the eigenvalues of the
objective function Hessian,
Assumption 2 The aggregate objective function f(x) =∑n
i=1 fi(xi) is twice differentiable and the eigenvalues of the
objective function Hessian are nonnegative and bounded from
above and below by positive constants 0 < µ < L <∞, i.e.
µI  ∇2f(x)  LI. (25)
The upper bound L on the eigenvalues of the Hessian in
Assumption 2 implies that the associated gradient g(x) is
Lipschitz continuous with parameter L, i.e. ‖g(x)−g(x′)‖ ≤
L‖x − x′‖. The aggregate objective functions is additionally
strongly convex with parameter µ. These are often consid-
ered standard assumptions in distributed convex optimization
methods. Note that, the weak convexity (i.e. µ = 0) is
sometimes analyzed as well, but is not considered in this
paper. Many problems in distributed machine learning with
weakly convex objective functions are often supplemented
with a strongly convex regularizer (e.g. `-2 norm). We further
make an assumption on the eigenvalues of the primal Hessian
approximation matrix Bt.
Assumption 3 There exist positive constants 0 < ψ < L < Ψ
such that the eigenvalues of the primal Hessian approximation
matrix Bt are bounded from above and below as
ψI  Bt  ΨI. (26)
Remark 3 The bounds imposed on the eigenvalues of Bt are,
in general, not standard assumptions. While the matrix Bt is
guaranteed to be positive definite, the lower eigenvalue can be
arbitrarily small. However, there are a number of techniques
commonly used to satisfy this assumption in practice. These
include both adding small regularization terms to both Bt and
B−1t —see, e.g. [34]—and using the popular limited memory
version of the BFGS update in (15), which induces the
necessary bounds in (26)—see, e.g., [35]. In this paper, we
assume such bounds exist for the ease of analysis. We also
observe in the numerical experiments in Section V that such
regularization techniques are often not necessary in practice.
Assumption 4 For all i and t, the inner product between the
neighborhood dual variable and gradient vector variations is
strictly positive, i.e. v˜Tni,ts˜ni,t > 0.
We state this assumption explicitly to ensure all local dual
Hessian approximations Cni,t are well defined in (21). While
Algorithm 3 PD-QN method at node i
Require: xi,0,yi,0,Bi,0,Cni,0, d, α
1: Exchange initial variables with neighbors j ∈ ni
2: for t = 0, 1, 2, . . . do
3: Grad. gi,t = xi,t −∑j∈niwijxj,t + yi,t + α∇fi(xt)
4: Update primal xi,t+1 with Algorithm 1.
5: Exchange xi,t+1 with neighbors j ∈ ni
6: Grad. hi,t = xi,t+1 −∑j∈ni wijxj,t+1
7: Exchange hi,t with neighbors j ∈ ni
8: Update dual yi,t+1 with Algorithm 2
9: Exchange yi,t+1 with neighbors j ∈ ni
10: end for
this may not hold in practice, we may set Cni,t+1 = Cni,t—
see Remark 2—which we stress does not have any bearing on
the proceeding analysis.
Before deriving the primary theoretical results of the PD-
QN method, we first establish some properties of the Hessian
approximation matrices for the primal and dual domains,
denoted Gt,K and Ht. The following lemmata characterize
the eigenvalues of the K-th order inverse approximation of
the primal Hessian approximation G−1t,K and the dual Hessian
inverse approximation H−1t , respectively.
Lemma 1 Consider the primal update in the PD-QN update
introduced in (13)-(16). If Assumptions 1-3 hold, then the
eigenvalues of the primal Hessian inverse approximation G−1t,K
are uniformly bounded as
λI  G−1t,K  ΛI, (27)
where the constants λ and Λ are defined as
λ :=
1
2α(1− δ) + Ψ , Λ :=
1− ρK+1
(1− ρ)(2α(1−∆) + ψ)
and ρ := (2α(1− δ))/(2α(1− δ) + ψ).
Proof: The proof can be found for the similar result in [17,
Lemma 2] and is excluded here for space considerations. 
Lemma 2 Consider the dual update in the PD-QN method
introduced in (17)-(22). Further, recall both the positive con-
stants γ and Γ ≤ 1 as the regularization parameters of
dual Hessian and the definition of its global approximation
H−1t = Hˆ
−1
t + ΓI. If Assumption 4 holds, the eigenvalues of
the dual Hessian inverse approximation H−1t are bounded as
ΓI  H−1t  P I, (28)
where P := (Γ + n/γ) and n is the size of network.
Proof: To establish the lower bound in (28), consider that Hˆ−1t
is a sum of positive semidefinite matrices and is therefore
a positive semidefinite matrix with eigenvalues greater than
or equal to 0. The upper bound, on the other hand, follows
from the fact that each Hˆt is the sum of n matrices, where
C−1ni,t  1/γI for all i. Adding the regularization term ΓI
provides the upper bound in(28). 
8In Lemmata 1 and 2 we show that there exists lower and
upper bounds on the eigenvalues of both the primal and
dual Hessian inverse approximation matrix. From here, we
proceed to demonstrate the linear convergence of the PD-
QN method. The following lemma establishes an important
relationship between the primal and dual variables using the
PD-QN updates.
Lemma 3 Consider the updates of PD-QN in (23) and (24),
where we recall the approximate primal and dual Hessian
inverses G−1t,K and H
−1
t . If Assumptions 1-4 hold, then primal
and dual iterates generated by PD-QN satisfy
∇f(xt+1)−∇f(x∗) + yt+1 − y∗ + σt = 0, (29)
where the error vector σt is defined as
σt := ∇f(xt)−∇f(xt+1)− αH−1t (I− Z)(xt+1 − x∗)
+ [Gt,K − α(I− Z)] (xt+1 − xt). (30)
Proof: See Appendix A. 
In Lemma 3, we establish a relationship between the primal
and dual variables, that is similar to one used in the conver-
gence of the method of multipliers—see [22]. The PD-QN
method includes an additional error term σt that encompasses
two modifications to MM: (i) the use of the approximate
primal Hessian approximation Gt rather than the true primal
Lagrangian Hessian ∇2L(x,νt) and (ii) the use of the dual
quasi-Newton matrix Ht rather than a first order dual update.
From here, we may establish a convergence rate of the PD-
QN method, first by establishing a linear convergence rate of a
Lyapunov function. To define the Lyapunov function, we first
define an appended variable zt and matrix Jt as
zt =
[
xt
νt
]
Jt =
[
αRt 0
0 Ht
]
. (31)
Theorem 1 Consider PD-QN as introduced in (23)-(24).
Consider arbitrary constants β > 1 and φ > 1 and ζ as a
positive constant. Further, recall the definitions of the vector zt
and matrix Jt in (31) and consider δˆ as the smallest non-zero
eigenvalue of the matrix I−Z. If Assumptions 1-4 hold, then
the sequence of Lyapunov functions ‖zt−z∗‖J.t generated by
PD-QN satisfies
‖zt+1 − z∗‖2Jt ≤
1
1 + κt
‖zt − z∗‖2Jt . (32)
where the sequence κt is given by
κt = min
{(
β2
P (β − 1)δˆ −
2βφΓ2
P (φ− 1)δˆ
)−1 (
αΣ− 2αζL2/Σ) ,
2αδˆ
φβ(µ+ L)
,
(
Σ− 2βφα
P (φ− 1)δˆ
)−1(
2µL
µ+ L
− 1
ζ
− 4α
2Pζ
(1− δ)−1
)}
.
and Σ := Λ−1 − 2α(1− δ).
Proof: See Appendix B. 
Theorem 1 provides a linear convergence rate of the PD-QN
method in terms of the sequence ‖zt − z∗‖2J2 . From here, it
remains to show that the sequence of primal xt also converges
to the optimal argument x∗ at a linear rate. The resulting
corollary follows as a direct consequence of the preceding
theorem, and is presented below.
Corollary 1 If Assumptions 1-4 hold, then the sequence of
squared errors ‖xt−x∗‖2 generated by PD-QN converges to
zero at a linear rate, i.e.,
‖xt − x∗‖2 ≤
(
1
1 + mint{κt}
)t ‖z0 − z∗‖2Jt
αΣ
. (33)
Proof : According to the definition of the sequence zt and
matrix J2, we can write ‖zt−z∗‖2Jt = α‖xt−x∗‖2Rt +‖νt−
ν∗‖2Ht and subsequently lower bounded as ‖zt − z∗‖2Jt ≥
αΣ‖xt − x∗‖2 + (1/P )‖νt − ν∗‖2 which implies that ‖xt −
x∗‖2 ≤ (1/αΣ)‖zt−z∗‖2Jt . Considering this result and linear
convergence of the sequence ‖zt− z∗‖2Jt in (32), the claim in
(33) follows. 
The results here establish a linear convergence rate to
the exact solution of the consensus problem—this rate is
comparable with state of the art methods such as EXTRA [15]
and ESOM [22]. Furthermore, we stress that PD-QN does not
require internal minimization steps used in pure dual methods
or computation of Hessian information used in pure second
order methods. We proceed to show the performance of PD-
QN in numerical studies.
V. NUMERICAL RESULTS
We provide numerical simulations of the performance of
PD-QN on the consensus problem in (1) to compare to other
first and second order distributed methods that solve for the
exact solution. In particular, we compare against first order
methods dual ascent (DA) [9] and D-ADMM [7], [33], and
second order methods ESOM [22] and D-BFGS [28]. We
demonstrate these results for two common objective functions
in distributed learning—linear least squares regression and
logistic regression. We begin with the linear least squares
regression problem, which is well known to be formulated as
a quadratic program. Specifically, we consider the following
objective function
f(x) :=
n∑
i=1
1
2
xTAix + b
T
i x (34)
where Ai ∈ Rp×p and bi ∈ Rp are parameters available to
node i. As a means of controlling the condition number of the
problem, we define the matrices Ai = diag{ai}, and for a cho-
sen condition number 102η , ai is given p/2 elements chosen
randomly from the interval [1, 101, . . . , 10η] and p/2 elements
chosen randomly from the interval [1, 10−1, . . . , 10−η]. It is
then the case that the full matrix
∑n
i=1 Ai has eigenvalues
in the range [n10−η, n10η] and the intended condition num-
ber. The vectors bi, alternatively, are chosen uniformly and
randomly from the box [0, 1]p.
In all initial simulations we fix the variable dimension
p = 5 and n = 20 nodes and use a d-regular cycle for
the graph, in which d is an even number and nodes are
connected to their d/2 nearest neighbors in either direction.
The others parameters such as condition number 10η and and
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Fig. 2: Convergence paths for exact distributed methods (a) small and (b) large condition number. PD-QN provides significant improvement
in convergence time over other methods in both cases.
number of nodes n are varied by simulation. The regularization
parameters for BFGS are chosen to be γ = Γ = 10−1. For all
methods we choose a constant stepsize and attempt to pick
the largest stepsize for which the algorithms are observed
to converge. Representative convergence paths for the five
compared methods are shown in Figure 2. Specifically, the
convergence paths represent the relative error with respect to
the exact solution x∗ versus the number of iterations. The
exact solution x∗ can be found in closed form fo the quadratic
problem in 34 and the relative error is then evaluated as
errort =
1
n
n∑
i=1
‖xi,t − x∗‖2
‖x∗‖2 . (35)
Figure 2a shows the convergence rates of all algorithms in
the quadratic problem with small condition number η = 0.
Observe that PD-QN and D-ADMM converge substantially
faster than all other methods, achieving an average error of
10−10 by iteration 100. The closest performing method in this
simulation is the exact second order method ESOM, which
doesn’t quite reach an error of 10−8 after 400 iterations.
While ESOM uses exact Hessian information in the primal
update, it uses only a first order update in the dual domain,
whereas PD-QN uses a quasi-Newton update in the dual
domain. The decentralized ADMM method, on the other hand,
is able to solve the augmented Lagraign of the quadratic
objective easily in closed form, and thus experiences strong
convergence rates with just first order information. For a larger
condition number η = 1, the corresponding convergence paths
are given in Figure 2b. Here, the performance of first order
methods DA and D-ADMM degrades, as is commonly the
case for first order methods in more ill-conditioned problems.
The performance of the second order methods, as expected,
degrade as well but still outperform the first order methods.
PD-QN is the fastest converging method, reaching an error of
10−10 after 600 iterations.
The average runtime per iteration per method is reported in
Table III. It can be seen that the quasi-Newton methods have
higher runtime per runtime per iteration than the first order
methods and ESOM. Both first order methods and ESOM
will have very low complexity per iteration for quadratic
problems such as the one considered here due to the fact that
Average Runtime (ms)
PD-QN 2.2
DA 0.22
D-ADMM 0.25
ESOM 0.87
D-BFGS 6.7
TABLE III: Average runtimes per iteration for each method being
compared.
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Fig. 3: Empirical distribution of number of information exchanges
needed to reach error of 10−5 for PD-QN, DA, and ESOM for
quadratic objective function with small condition number. The con-
vergence gain of PD-QN is great enough that, even with the larger
communication overhead, it outperforms the first and second order
method when comparing information exchanges.
the augmented Lagrangian function can be solved in closed
form and has a constant Hessian function. Generally speaking,
higher order methods are more beneficial in scenarios in
which communication complexity is of larger concern that
computation complexity, as is often the case in settings such
as sensor networks and distributed computing.
As previously discussed in Remark 1, the communication
burden of PD-QN is larger than the alternatives, making
the comparison in terms of number of iterations in Figure
2 not entirely complete. To provide a more comprehensive
comparison, we display in Figure 3 an empirical distribution of
10
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Fig. 4: Empirical distribution of number of information exchanges
needed to reach error of 10−7 for PD-QN and ESOM for quadratic
objective function with large condition number. PD-QN outperforms
the second order ESOM method even with the additional communi-
cation overhead.
the performance of PD-QN, DA, and ESOM on the quadratic
program with small condition number over 1000 different
randomly generated experiments . In this case, however, we
display the number of information exchanges needed to reach
an error of 10−5. For this problem, observe that the PD-QN
requires around 300 local information exchanges per node
while DA and ESOM require around 700 and 900 exchanges,
respectively. Indeed, the higher communication burden of
PD-QN does not in this case outweigh the gain in number
of iterations. For such a comparison for an ill-conditioned
problem, we present in Figure 4 the empirical distributions of
communication exchanges required for the problem with large
condition number for the quasi-Newton PD-QN method and
the exact second order ESOM method. Overall, even with the
additional communication overhead the PD-QN outperforms
the existing primal-dual second order alternative method by
roughly half the amount of communications. This highlights
the additional benefit of the quasi-Newton update in the
dual domain in the PD-QN method in problems with larger
condition numbers.
A. Logistic regression
We perform additional simulations to evaluate the perfor-
mance of PD-QN on a more complex objective function with
varying condition number, namely distributed logistic regres-
sion problem that is very common in machine learning. We
seek to learn a linear classifier x to predict the binary label of
a data point vj ∈ {−1, 1} given a feature vector uj ∈ Rp. For
a set of training samples, we compute the likelihood of a label
given a feature vector as P (v = 1|u) = 1/(1 + exp(−uTx))
and find the classifier x that maximizes the log likelihood
over all samples. In the distributed setting, we assume that
the training set is large and distributed amongst n nodes, each
holding rq samples. Each node i then has access to an objective
function that is the loss over its training samples {uil}qil=1 and
{vil}qil=1. The aggregate objective function can be defined as
f(x) :=
λ
2
‖x‖2 +
n∑
i=1
qi∑
l=1
log[1 + exp(−viluTilx)], (36)
where the first term is a regularization term used to reduce
overfitting and is parametrized by λ ≥ 0.
For our simulations we generate an artificial dataset of
feature vectors uil with label vil = 1 from a normal dis-
tribution with mean µ and standard deviation σ+, and with
label vil = −1 from a normal distribution with mean −µ and
standard deviation σ−. Each node i receives qi = 100 samples
and the regularization parameters is fixed to be λ = 10−4. The
feature vector parameters are set as µ = 3 and σ+ = σ− = 1 to
make the data linearly separable. The other parameters we set
the same as in earlier simulations, i.e. n = 20 nodes connected
in d = 4-regular cycle with p = 4. The PD-QN regularization
parameters are chosen as Γ = γ = 10−1.
For the logistic regression simulations, the form of the
objective function in (36) does not permit an easily computable
primal minimizer as in the case of the quadratic problem
in (34). Therefore, performing dual methods such as DA,
ADMM, and D-BFGS require internal optimization problems
at each iteration and are generally infeasible in this type
of setting. Therefore, for these simulations we compare the
performance of PD-QN only against the “primal-dual” type
methods: first order EXTRA and second-order ESOM.
The resulting convergence paths are shown in Figure 5.
The figure on the left compares the convergence in terms of
number of iterations while the figure on the right compares
convergence in terms of runtime. The results demonstrate a
case in which the approximate second order PD-QN method
splits the difference between the first and second order meth-
ods in terms of both metrics. When compared in terms of
number of iterations, PD-QN performs similarly but slightly
worse to ESOM, which uses exact Hessian information, while
both methods outperform the first order EXTRA method. This
is result reflects the fact the logistic regression problem has
a more complex Hessian that is not as easily approximated
with quasi-Newton methods. The ESOM method therefore
benefits for using exact second order information, but at higher
computational cost. Indeed, the runtime comparison shows
that EXTRA outperforms both methods because it has very
low computational cost. Additionally, PD-QN outperforms
ESOM in this manner due to the fact that computing exact
Hessians for the logistic regression problem can be very costly,
which thus makes it preferable to approximate the curvature
information using the quasi-Newton updates of PD-QN. PD-
QN can thus be seen here to balance the tradeoff between the
iteration complexity benefits of second order computation seen
in ESOM with the runtime benefits of first order methods seen
in EXTRA.
B. Discussion
In this section, we compare the performance of PD-QN
against a number of popular decentralized consensus methods
that use either first or second order information for both a
distributed linear least squares, or quadratic, problem and a
distributed logistic regression problem. In these results we can
observe a number of tradeoffs between iteration complexity,
computational complexity, and communication complexity.
The PD-QN method outperforms the other methods because
it estimates a second-order step in both the primal and dual
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Fig. 5: Convergence paths for exact distributed methods on the logistic regression problem, compared by (a) number of iterations and (b)
runtime. The PD-QN method can be observed to split the difference between first order EXTRA method and second order ESOM method
in terms of both metrics.
variable updates, whereas the other methods perform first
order updates in either one or both of the primal and dual
variables updates. The use of second order information allows
for speed up in both the maximization and minimization
of the augmented Lagrangian function. The benefit of the
second order update can be observed to be even greater
when problems with larger condition numbers are considered.
While the use of second order updates in PD-QN leads to
higher computational complexity, we observe that the itera-
tion complexity benefits generally outweigh the computational
complexity issues in comparison to other first and second order
decentralized methods.
VI. CONCLUSION
We considered the problem of decentralized consensus
optimization, in which nodes sought to minimize an aggregate
cost function while only being aware of a local strictly convex
component. The problem was solved in the dual domain
through the introduction of PD-QN as a decentralized quasi-
Newton method. In PD-QN, each node approximates the
curvature of its local cost function and its neighboring nodes to
correct its descent direction. Analytical and numerical results
were established showing its convergence and improvement
over existing consensus methods, respectively.
APPENDIX A
PROOF OF LEMMA 3
The details here follow closely those of a similar lemma in
[22]. Consider the primal and dual updates of PD-QN in (23)
and (24). To prove the result in (29), we being by recalling the
primal gradient gt = ∇f(xt)+yt+α(I−Z)xt and rearrange
terms in (23) to obtain
∇f(xt)+yt + α(I− Z)xt + Gt,K(xt+1 − xt) = 0. (37)
Define Lt to be the Hessian of the augmented Lagrangian
Lt := ∇2xxLα(xt,yt) = ∇2f(xt) + α(I − Z). We add and
subtract the term Lt(xt+1 − xt) to (37) to obtain
∇f(xt) +∇2f(xt)(xt+1 − xt) + yt (38)
+ α(I− Z)xt+1 + (Gt,K − Lt)(xt+1 − xt) = 0.
Now using the definition of the error vector σt in (30) we can
rewrite (38) as
∇f(xt+1) + yt + α(I− Z)xt+1 + σt (39)
+ αH−1t (I− Z)(xt+1 − x∗) = 0,
where we use the fact that Lt − ∇2f(xt) = α(I − Z) in
the definition of σt in (30). To prove the claim in (29) from
(39), first consider that one of the KKT conditions of the
optimization problem in (1) is
∇f(x∗) + (I− Z)1/2ν∗ = ∇f(x∗) + y∗ = 0. (40)
Subtracting the equality in (40) from (39) yields
∇f(xt+1)−∇f(x∗) + yt − y∗
+ αH−1t (I− Z)(xt+1 − x∗) + σt = 0. (41)
Furthermore, by using the dual variable update in (24) along
with the consensus constraint α(I − Z)x∗ = 0, we can
additionally claim that
yt = yt+1 − αH−1t (I− Z)(xt+1 − x∗). (42)
Substituting yt in (41) by the expression in the right hand side
of (42) leads to the claim in (29).
APPENDIX B
PROOF OF THEOREM 1
The details here are again adapted from a similar result
in [22], but modified to consider the quasi-Newton primal
and dual updates present in PD-QN. To prove this result, we
begin by applying a well-known lower bound for the inner
product (xt+1−xt)T (∇f(xt+1)−∇f(x∗)) that incorporates
both strong convexity constant µ and the Lipschitz constant
of the gradients L. This inequality can be written as
1
µ+ L
(µL‖xt+1 − x∗‖2 + ‖∇f(xt+1)−∇f(x∗)‖2)
≤ (xt+1 − x∗)T (∇f(xt+1)−∇f(x∗)). (43)
The result in (29) gives us an expression for the difference
∇f(xt+1)−∇f(x∗) by rearranging terms as
∇f(xt+1)−∇f(x∗) = −yt+1 + y∗ − σt. (44)
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We now substitute (44) into (43) and multiply both sides of
the inequality by 2α to obtain
2αµL
µ+ L
‖xt+1 − x∗‖2 + 2α
µ+ L
‖∇f(xt+1)−∇f(x∗)‖2
≤ −2α(xt+1 − x∗)T (yt+1 − y∗)− 2α(xt+1 − x∗)Tσt.
(45)
To proceed from here, we will substitute the modified dual
variable yt back to the original dual variable νt by recalling
the transformation yt = (I − Z)1/2νt. First, we rewrite (45)
as
2αµL
µ+ L
‖xt+1 − x∗‖2 + 2α
µ+ L
‖∇f(xt+1)−∇f(x∗)‖2
≤ −2α(xt+1 − x∗)T (I− Z)−1/2(νt+1 − ν∗)
− 2α(xt+1 − x∗)Tσt. (46)
Now we can derive a similar expression as in (42) with respect
to νt. Again using the fact that (I−Z)−1/2x∗ = 0, we can add
this term to the dual update in (24) in terms of νt, rearrange
terms to obtain that
α(I− Z)−1/2(xt+1 − x∗) = Ht(νt+1 − νt). (47)
Now we can substitute (47) back into (46) to obtain
2αµL
µ+ L
‖xt+1 − x∗‖2 + 2α
µ+ L
‖∇f(xt+1)−∇f(x∗)‖2
≤ −2(νt+1 − νt)THt(νt+1 − ν∗)− 2α(xt+1 − x∗)Tσt.
(48)
From here, we wish to write the primal and dual terms
in (50) in terms of a combined variable zt := [xt;νt].
To that end, we first decompose the error term as σt as
σt = σˆt + [Gt,K − α(I− Z)] (xt+1 − xt), where σˆt :=
∇f(xt) − ∇f(xt+1) + αH−1t (I − Z)(xt+1 − x∗). Now we
rewrite (48) as
2αµL
µ+ L
‖xt+1 − x∗‖2 + 2α
µ+ L
‖∇f(xt+1)−∇f(x∗)‖2
≤ −2(νt+1 − νt)THt(νt+1 − ν∗)
− 2α(xt+1 − x∗)TRt(xt+1 − xt)− 2α(xt+1 − x∗)T σˆt,
(49)
where we define Rt := [Gt,K − α(I− Z)] for notational
simplicity. We transform the vector difference products on the
right hand side of (49) using the distributive property. For
any vectors a, b, and c we can write 2(a − b)T (a − c) =
‖a−b‖2 +‖a−c‖2−‖b−c‖2. By applying this substitution
into (49) for the first two terms on the right hand side, we
have that
2αµL
µ+ L
‖xt+1 − x∗‖2 + 2α
µ+ L
‖∇f(xt+1)−∇f(x∗)‖2
≤ (‖νt − ν∗‖2Ht − ‖νt+1 − νt‖2Ht − ‖νt+1 − ν∗‖2Ht)
+ α
(‖xt − x∗‖2Rt − ‖xt+1 − xt‖2Rt − ‖xt+1 − x∗‖2Rt)
− 2α(xt+1 − x∗)T σˆt. (50)
We make an additional substitution to upper bound (50).
Observe from (47) that we have the equivalence ‖νt+1 −
νt‖2H2t = ‖xt+1 − x
∗‖2α2(I−Z). We may further use the upper
and lower bounds of the eigenvalues of Ht in (28) to show
that ‖y‖2
H2t
≤ ‖y‖2Ht for any vector y. In particular, we may
consider the upper bound ‖y‖2
H2t
≤ ‖y‖2/Γ2 and the lower
bound ‖y‖2/P ≤ ‖y‖2Ht and show that the former upper
bound is lower than the latter lower bound, i.e.
1
Γ2
‖y‖2 ≤ 1
P
‖y‖2 =
(
1
Γ + n/γ
)
‖y‖2
1
Γ
− 1 ≤ Γγ
n
. (51)
The inequality in (51) holds when Γ ≤ 1, as the left hand side
will be negative while the right hand side is positive.
We proceed with the main proof by introduce the matrix
Jt := diag(αRt,Ht) and the combined vector zt := [xt;νt]
to combine the terms in (50). Furthermore, we can substitute
from (47) and the logic in (51) that −‖νt+1 − νt‖Ht ≤
−‖xt+1 − x∗‖2α2(I−Z) and rearrange terms in (50) to obtain
‖zt − z∗‖2Jt − ‖zt+1 − z∗‖2Jt (52)
≥ 2α
µ+ L
‖∇f(xt+1)−∇f(x∗)‖2 + αΣ‖xt+1 − xt‖2
+ ‖xt+1 − x∗‖22αµL
µ+L I+α
2(I−Z) + 2α(xt+1 − x∗)T σˆt.
Note that the inner product 2(xt+1−x∗)T σˆt is bounded below
by −(1/ζ)‖xt+1 − x∗‖2 − ζ‖σˆt‖2 for any positive constant
ζ > 0. Thus, the lower bound in (52) can be updated as
‖zt − z∗‖2Jt − ‖zt+1 − z∗‖2Jt
≥ ‖xt+1 − x∗‖2( 2αµLµ+L −αζ )I+α2(I−Z) + αΣ‖xt+1 − xt‖
2
+
2α
µ+ L
‖∇f(xt+1)−∇f(x∗)‖2 − αζ‖σˆt‖2. (53)
The linear convergence result in (32) is equivalent to es-
tablishing the inequality ‖zt − z∗‖2Jt − ‖zt+1 − z∗‖2Jt ≥
κt‖zt+1 − z∗‖2J. In other words, we may lower bound the
right hand side of (53) by κt‖zt+1 − z∗‖2Jt , i.e.,
κt‖νt+1 − ν∗‖2Ht + κtα‖xt+1 − x∗‖2Rt
≤ ‖xt+1 − x∗‖2( 2αµLµ+L −αζ )I+α2(I−Z) + α‖xt+1 − xt‖
2
Rt
+
2α
µ+ L
‖∇f(xt+1)−∇f(x∗)‖2 − αζ‖σˆt‖2. (54)
We will determine values of κt for which the inequality in (54)
is satisfied. A sufficient condition can be formulated by lower
bounding the left hand side of the inequality in (54). We may
lower bound the terms ‖νt+1 − ν∗‖2Ht + α‖xt+1 − x∗‖2Rt
by using the lower eigenvalue bound of Ht—namely P−1
from (28) and the lower eigenvalue bound of Rt—namely
Λ−1 − 2α(1 − δ). Observe that this lower bound is obtained
by combining the lower eigenvalue bound of Gt,K in (27) with
that of −α(I− Z) that can be found in, e.g. [17, Proposition
1].From these bounds, we obtain
κt
P
‖νt+1 − ν∗‖2 + κtαΣ‖xt+1 − x∗‖2
≤ ‖xt+1 − x∗‖2( 2αµLµ+L −αζ )I+α2(I−Z) + α‖xt+1 − xt‖
2
Rt
+
2α
µ+ L
‖∇f(xt+1)−∇f(x∗)‖2 − αζ‖σˆt‖2, (55)
where we define Σ := Λ−1 − 2α(1 − δ) for notational
convenience.
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From here, we first find an upper bound for the term
‖νt+1−ν∗‖2. Consider the relation for νt+1−ν∗ derived from
substituting yt = (I−Z)1/2νt into (29). Further consider for
any β, φ > 1 and arbitrary vectors a, b, c, we can write that
(1 − β−1)(1 − φ−1)‖c2‖ ≤ ‖a + b + c‖2 + (β − 1)‖a‖2 +
(φ− 1)(1− β−1)‖b‖2. Combining these we have that
‖νt+1 − ν∗‖2 ≤ β
2
(β − 1)Γδˆ ‖xt+1 − xt‖
2
Rt +
βφ
(φ− 1)Γδˆ ‖σˆt‖
2
+
φβ
Γδˆ
‖∇f(xt+1)−∇f(x∗)‖2, (56)
where we define δˆ as the smallest non-zero eigenvalue of (I−
Z) to simplify notation. By substituting the upper bound in
(56) for the squared norm ‖νt+1 − ν∗‖2 in (55) we obtain a
sufficient condition for the result in (55) which is given by
κtαΣ‖xt+1 − x∗‖+ κtβ
2
P (β − 1)Γδˆ ‖xt+1 − xt‖
2
Rt
+
κtφβ
PΓδˆ
‖∇f(xt+1)−∇f(x∗)‖2 + κtβφ‖σˆt‖
2
P (φ− 1)Γδˆ
≤ ‖xt+1 − x∗‖2( 2αµLµ+L −αζ )I+α2(I−Z) + α‖xt+1 − xt‖
2
Rt
+
2α
µ+ L
‖∇f(xt+1)−∇f(x∗)‖2 − αζ‖σˆt‖2. (57)
It remains to bound norm of the error term ‖σˆt‖2. Consider
the standard inequality for squared norms that comes from the
application of the Cauchy-Schwartz inequality, i.e.
‖σˆt‖2 ≤ 2‖∇f(xt)−∇f(xt+1)‖2 (58)
+ 2‖αH−1t (I− Z)(xt+1 − x∗)‖2.
To bound the first term on the right hand side of (58), we
can use the Lipschitz continuity of the gradient implied from
Assumption 2 to obtain
2‖∇f(xt)−∇f(xt+1)‖ ≤ 2L2‖xt+1 − xt‖2
≤ 2L
2
Σ
‖xt+1 − xt‖2Rt . (59)
The second term in (58) can subsequently be bounded using
the Cauchy-Schwartz inequality along with the bound on the
magnitude of H−1t from (28) to obtain
2‖αH−1t (I− Z)(xt+1 − x∗)‖2 ≤ 4α2P (1− δ)‖xt+1 − x∗‖2.
(60)
Combining the results of (59)-(60), we obtain
‖σˆt‖2 ≤ 2L2‖xt+1 − xt‖2 + 4α2P (1− δ)‖xt+1 − x∗‖2.
(61)
We proceed by substituting ‖σˆt‖2 in (57) by the upper bound
that is derived in (61). After rearranging terms, we obtain
0 ≤ ‖xt+1 − x∗‖2
( 2αµLµ+L −αζ −κtαΣ− 2κtβφα
2
P (φ−1)δˆ−4α3P (1−δ)ζ)I+α2(I−Z)
+
(
2α
µ+ L
− κtφβ
PΓδˆ
)
‖∇f(xt+1)−∇f(x∗)‖2
+
[
αΣ− κtβ
2
P (β − 1)δˆ−
2κtβφL
2
P (φ− 1)δˆ−
2αζL2
Σ
]
‖xt+1 − xt‖2Rt .
(62)
The inequality that is established in (62) provides a condi-
tion on κt that, when satisfied, implies the inequality in (57)
holds. This is turn implies (54) and subsequently, and most
importantly, the linear convergence statement in (32). We may
satisfy the inequality in (62) by ensuring that the coefficients
of the three terms in (62) are non-negative. This is to say that
(62) holds if κt satisfies
2αµL
µ+ L
− α
ζ
− κtαΣ− 2κtβφα
2
P (φ− 1)δˆ − 2α
3Pζ ≥ 0, (63)
2α
µ+ L
≥ κtφβ
PΓδˆ
αΣ ≥ κtβ
2
P (β − 1)δˆ +
2κtβφΓ
2
P (φ− 1)δˆ +
2αζL2
Σ
.
Observe that the expressions in (63) are satisfied when κt is
chosen as in the statement of Theorem 1, in which case the
claim in (32) holds.
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