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Abstract
Diabetic retinopathy (DR) is the damage to the retina and is a complication that can affect
diabetes population. It is one of the most common causes of blindness worldwide. In any
diabetic retinopathy screening programme or population based clinical study, a large number
of digital fundus images are captured. These images are diagnosed by trained human experts,
which can be a costly and time-consuming task due to the number of images they have
to examine. Therefore, this is a field that would greatly benefit from the development of
automated fundus analysis systems. It may potentially facilitate healthcare in remote regions
and developing countries where reading expertise is scarce.
The aim of this thesis to automatically analyse fundus images. The inherent variations in
such images pose challenges for in-depth understanding on the presence of various DR
signs. In this thesis, I first developed approaches for extracting retinal blood vessels and
microaneurysms. Singular Spectrum Analysis (SSA) plays a key role to obtain the main
structural features from the cross-sectional profiles of candidate objects. A vessel distribution
map containing major prominent vessel fragments is constructed by combining SSA and
local information. Based on the vessel distribution map, the full vessel network is then
tracked and obtained. In microaneurysm detection, the cross-section profiles of candidate
objects are filtered through SSA in order to extract a set of features for classification. Both
detections have been tested on the publicly available datasets and further large sets of fundus
images containing both pathological and healthy retinal photographs, demonstrating their
effectiveness through various comparisons.
The thesis further investigated human level understanding of digital fundus images for retinal
disease detection. This part of work indicated that convolutional neural networks have
great potential in developing automated fundus image analysis. Two independent large
datasets are used to train two different DR grading systems based on American Academy
of Ophthalmology (AAO) grading standards as well as UK National Screening Committee
(NSC) grading standards to demonstrate the effectiveness and generic nature of such approach.
This method was tested on very large scale sets of images. My method achieves a substantial
viii
high sensitivity and specificity of 96.20% and 94.60% respectively compared with previous
work, if assuming human’s manual grading is correct. If no assumption on the correctness of
human’s grading, high level of statistic agreement is also achieved between the automated
system and human.
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Chapter 1
Introduction
Diabetes is a growing public health issue affecting people worldwide both in the industrialised
and developing countries. World Health Organisation (WHO) [1] estimates that about 415
million people have diabetes worldwide. This disease leads over time to severe damage to
the eyes, heart, kidneys, nerves and other organs. The back of the eye (retina) is more likely
to be firstly affected by diabetes, which is called diabetic retinopathy (DR). In early stages of
DR, patients may not notice any symptom or change in their eyesight. Their vision can be
permanently damaged if it is not diagnosed and treated in time. In the western world, DR
is the leading cause of blindness in the working-age population [2]. Besides, certain ethnic
groups (including tribal populations) are at higher risk because they are more likely to have
diabetes (two to four times more susceptible to diabetes), for example, African Americans,
Latinos and Native Americans [3]. As the number of diabetic patients rises, so does the
number of people with impaired vision.
Like other diseases, one of the efficient ways to prevent the vision impairment is the regular
check-ups or diagnosis of DR for diabetes patients in time. However, ophthalmologists
would not be able to meet the health demands of an increasing diabetic population. In the
United Kingdom (UK), the national DR screen programme offers screening for everyone
with diabetes aged 12 years and over once a year. Given there are nearly four million diabetic
patients in the UK [4], it will be a very time-consuming and costly procedure that requires
trained human experts to examine a large number of fundus images from diabetic patients.
In the middle- and low-income countries, the expertise and equipment required are often
insufficient in regions where the proportion of diabetes in local populations (some ethnic
groups) is high, and DR diagnosis is most needed.
2 Introduction
It is towards these concerns that this research is directed. The aim of my work is to develop
an efficient automated system to diagnose diabetes related retinal diseases (e.g. diabetic
retinopathy). To achieve this goal, the state-of-the-art image processing, pattern recognition
and machine learning methods have been researched, and a series of new algorithms have
been generated and tested. With the development of ophthalmic photographic device, the
medical photos are easily captured using digital cameras at patients’ home and work, and
then transferred for diagnosis. Especially, many researchers have developed some devices,
which allow people to capture suitable pictures of the optic fundus and retinal nerve using
the smartphone [5]. Therefore, this field would greatly benefit from the development of
automated fundus image analysis tools. They can screen remotely and then refer patients to
ophthalmologists if their retina conditions are detected.
1.1 Aims and Objectives
Human-level intelligence is a term used to describe a computer that can think and act like
a human. When it is used to analyse digital fundus images, the computer is thinking like a
human, including identifying objects, generating common sense knowledge, doing recursive
tasks, making decisions and even correcting itself. If the computer does not know how to
diagnose a DR, it can spend time reading images or instructions to learn this skill. Like a
human, the computer also needs to practice diagnosis to refine its skills. By using human-
level intelligence, the computer is able to diagnose any unseen retinal images. This is the
main hypothesis of the thesis and the following objectives are to achieve this ultimate goal.
Human experts diagnose and grade DR from retinal images based on detecting lesions, i.e.,
microaneurysms, haemorrhages, exudates and so on. To diagnose whether a retinal image
has one of such lesions, one of the efficient ways is to detect morbid changes in colour, shape
or texture of tissue or organs, which motivates the first set of research questions:
• How to extract and interpret morbid changes of colour, shape or texture from the
fundus images?
• How good are these visual features in the DR detection?
• How to measure the human-level intelligence?
In the previous published automatic fundus image analysis methods, identifying retinal
vessels, pathological signs and even the severity of DR are often based on the hand-crafted
features. These features have to be redesigned for new image datasets or different scenarios.
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Also, the performance of these methods is significantly reduced when they are utilised on
large scale retina images from different ethnic groups with varying retinal pathologies and
taken with a range of different cameras. This motivates the final research questions:
• How to learn features directly from the raw fundus images and not enforced by human?
• How good are the learnt features in the DR detection?
• How the performance of the DR detection system should be on a large scale retina
images from different ethnic groups compared with human graders?
The main aim of this thesis is to answer these research questions. During the years of
research, the following five objectives were given:
1. To develop an automated tool for fundus image quality assessment.
2. To develop a method to extract and interpret retinal blood vessels in the context of
other state-of-the-art methods.
3. To develop a method to identify microaneurysms in the context of other state-of-the-art
methods.
4. To develop a method to perform human’s grading process in the context of other
state-of-the-art methods.
5. To evaluate the proposed algorithms on a large scale retina images from different ethnic
groups.
A flowchart of the proposed automated diagnostic system for diabetic retinopathy is illustrated
in Fig. 1.1.
1.2 Contributions
The contributions of the thesis are as follow:
1. Modelling of retinal vessels and microaneurysms features using singular spectrum
analysis based profiling method.
2. A new framework for the automated DR grading system based on deep learning,
demonstrating the designed convolutional neural networks have great potentials in
automated fundus image analysis.
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Fig. 1.1 A overview diagram for of my automated DR diagnostic system.
3. A Diabetic Retinopathy Decision Screening Tool for grading DR stages and its evalua-
tion on very large scale real life retinal images from multiple sources and from various
ethnic population.
4. A demonstration system on the human-level understanding of digital fundus images
for retinal disease detection.
1.3 Thesis Overview
This thesis is divided into seven chapters. The rest of this thesis is organised as follows:
Chapter 2 provides the basic biological information on the structure and function of the
eye. It is followed by the overview of diabetic retinopathy and its pathological signs which
are essential cues for the current DR diagnostic processes. Finally, the current and future
prospects of DR screening programme are discussed.
Chapter 3 commences with a discussion of previous approaches of automated diagnosis
DR on retinal images. Previous methods range from image processing to machine learning
techniques. Most of these techniques have achieved high-level specificity and sensitivity.
However, the majority of them were only tested on small datasets which did not include all of
the conditions. In addition, some authors achieved only limited improvement in performance
by using complex algorithms.
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Chapter 4 illustrates the proposed solution for extracting retinal blood vessels in a large
scale retinal images. This chapter includes the image quality assessment and blood vessel
segmentation. The robustness of this approach has been demonstrated by testing on two
publicly available datasets and one further large set of fundus images containing both
pathological and healthy retinal photographs.
Chapter 5 investigates a microaneurysm localisation method based on a novel application
of the singular spectrum analysis. The method was tested on two public datasets which allow
the comparison of the techniques developed by other researchers. In addition, I tested my
approach on large scale data from eight populations where diverse pathological cases present
to the system in addition to those inherent variations during the image acquisition process.
Chapter 6 provides guidelines on how to utilise the convolutional neural networks for fundus
image analysis system. The guidelines describe on how to prepare and augment data as
well as how to construct convolutional neural networks for diagnosing diabetic retinopathy.
I demonstrated that such suggestions and results can be utilised to establish an automated
system for DR screening programmes. Conclusions are given based on the experimental
results.
Chapter 7 summarises the current achievements presented in this thesis and proposes future
work.

Chapter 2
Diabetic Retinopathy and Screening
Programme Overview
This chapter discusses the nature of diabetic retinopathy and the DR screening programme.
A brief overview of the eye and the retina is first given to obtain a basic understanding of the
retinal structure as well as the clinical signs of DR. This is followed by an introduction of
DR screening programme. The discussion pinpoints the weaknesses of the current diagnosis
on DR screening programme and the potential benefits of automated fundus image analysis
systems.
2.1 Anatomic Structures of Retina Images
The retina is a complicated multi-layered light sensitive tissue that lines the back of the eye
[6]. It includes two types of photoreceptors (rods and cones) that convert light rays into
electrical signals. These signals are carried to the brain through the optic nerve. The brain
turns them into images and then we see what we are looking at.
Fig. 2.1 illustrates the cross-section of the human eye. The particular components from this
figure that can present on fundus images include the optic disc, fovea, macula and retinal
blood vessels. The optic disc is the entry point for the major blood vessels that serve the
retina [6]. It represents the beginning of the optic nerve. Macula is the portion of the eye at
the centre of the retina that processes sharp, clear straight-ahead vision. The fovea is located
near the centre of the macula that provides the greatest visual acuity.
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Macula
Optic disc
Blood vessels 
on retina
Fig. 2.1 Anatomy of the human eye. Image is from [7].
Fig. 2.2 displays examples of fundus images from healthy retinas. These images show
varying retinal pigmentation for different ethnicities or populations (such as Caucasian,
African and East-Asian). Also, this figure presents some typical variations of the healthy
retinal images. Fig. 2.2 (c) illustrates the tigroid pattern in which choroidal vessels are more
visible, resulting in they may be easily misinterpreted as retinal vessels. Fig. 2.2 (d) is to
demonstrate reflection areas associated with young patients.
2.2 Pathology
DR is a microvascular complication that can affect the peripheral retina, the macula, or both.
It involves changes to retinal blood vessels that can cause them to bleed or leak fluid on
the retina and forms pathological signs including microaneurysms (MAs), haemorrhages,
exudates, cotton wool spots (CWS) and venous loops. Below the main DR pathological signs
will be explained in more detail, as well as their corresponding images will be demonstrated.
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Fig. 2.2 Healthy retinal images: (a) Caucasian retina, (b) African retina, (c) East-Asian retina
with the tigroid pattern, and (d) reflection areas associated with young patients.
Microaneurysms: Microaneurysms are small swellings that form in the tiny blood vessel
walls [8]. These lesions appear as small isolated red dots unattached to any retinal
vessel in colour fundus images. They may break and allow fluid and blood to leak on
the retina, resulting in vision-threatening exudates, haemorrhages and macular oedema.
These MAs are often the first visible signs of DR, and their quantity indicates the
progression of DR. Fig. 2.3 shows two examples of such lesions.
Haemorrhages: Haemorrhages occur due to the breakdown of weakening capillary walls,
which can appear as red forms of variable size and shape in fundus images [8]. These
forms are categories into dot, blot or flame haemorrhages. Their shape can be relevant
to the depth in the retina. Dot and blot haemorrhages have a round shape (similar to
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(a) (b) 
Fig. 2.3 Image examples of microaneurysms.
large MAs) and are located in the retina’s inner nuclear and outer plexiform layers.
They are more severe because related with advanced DR. Haemorrhages close to
the ganglionic layer form a flame shape and tend to disappear within a short period
of time [8]. When haemorrhages appear in the vitreous humour, they are regarded
as vitreous haemorrhages (VHs) or pre-retinal haemorrhages (PRHs) if they appear
exactly between vitreous humour and retina. VHs and PRHs often happen due to
neovascularization. See Fig. 2.4.
Retinal Oedema and Exudates: Breakdown of the capillaries can often cause the leakage
of oedema [8]. Oedema is a clear fluid, thus it is not a visible sign on general fundus
images. Exudates are lipid precipitates which result from resorption of retinal oedema.
They are yellow lesions with irregular shapes and sizes such as individual patches,
tracking lines, rings and macular stars, which are shown in Fig. 2.5. If the accumulation
of oedema appears around macular, it is called macular oedema. The detection of
exudate around the macula plays an important role in identifying the macular oedema.
It is the most common cause of impaired vision in the diabetic population.
Cotton Wool Spots: Diabetes and hypertension are the two most common diseases that
cause these spots. They are caused by damage to the nerve fibre due to the swelling
in the surface layer of the retina. These spots are micro infarctions and frequently
bordered by MAs and vascular hyperpermeability [8]. They appear as yellowish or
white structures with blurred edges (see Fig. 2.6). In diabetes, they are one of the
characteristics of pre-proliferative retinopathy.
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Fig. 2.4 Image examples of haemorrhages: (a) dot haemorrhages, (b) blot haemorrhages, (c)
pre-retinal haemorrhages, and (d) vitreous haemorrhages.
Vascular Abnormalities: Diabetes can also lead to other types of abnormalities in the
retinal vasculature (see Fig. 2.7). Intra-retinal microvascular abnormalities (IRMA) are
abnormalities of the vessels and a cue of severe non-proliferative DR. IRMA is difficult
to distinct from retinal neovascularization (NV). NV is another vascular abnormality
due to the lack of oxygen to an area of the retina. These vessels are weaker than normal
and are much more likely to form haemorrhages or to leak liquid or proteins. In severe
cases, NV tends to stem from the disc (NVD) and elsewhere (NVE).
This section has discussed the pathological signs related to diabetic retinopathy. From all
the examples, they can be seen that the appearance of these pathological signs can appear
in irregular shapes and sizes. In addition, these signs can appear anywhere in the retinal
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(a) (b) 
Fig. 2.5 Image examples of exudates: (a) individual exudate patches, and (b) a ring of
exudates.
(a) (b) 
Fig. 2.6 Image examples of cotton wool spots.
image. More importantly, these subtle signs (e.g., MAs or dot haemorrhages) are difficult to
distinguish from retinal background. Another situation would be these pathological signs
which have similar structures with retinal anatomical structures. For examples, exudates have
very similar visual properties with optic disc. These ambiguities are significant challenge in
an automated DR analysis system.
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(a) (b)
Fig. 2.7 Image examples of vascular abnormalities: (a) intra-retinal microvascular abnormali-
ties (IRMA), and (b) retinal neovascularization (NVD).
2.3 Diabetic Retinopathy Screening Programme
DR is a progressive disease, such as background proliferative and pre-proliferative to more
severely proliferative, in which the abnormal growth of new vessels present. Due to the new
vessels’ fragile nature and possible massive bleeding, they are used to indicate a high risk of
severe vision issues. A vitreous haemorrhage or retinal detachment represents total or partial
vision loss. Central vision loss can occur through retinal vessel leakage and subsequent
macular oedema. DR remains one of the most common causes of vision loss among people
of working age. If the disease is identified early enough, treatment can prevent patients’
sight getting worse with time. Otherwise, it can be much more difficult to treat by the time
symptoms become noticeable. However, patients may not notice that they have DR since it
does not usually cause any noticeable symptom at an early stage.
Diabetic retinopathy screening programme is to examine the retina for discovering any
change to patients’ vision, which is a cost-effective test. Its costs are less than the disability
benefits provided to blind people. Generally, screening programme performed on an annual
basis. In the UK, everyone with diabetes who is 12 years of age or over should be invited to
have their eyes screened annually. Once retinal images are captured, they are examined by
human experts according to the stage of the disease. The UK National Screening Committee
(NSC) [9] has developed strict grading regulations to specify the different stages of DR (see
Table 2.1). Fig. 2.8 demonstrates some samples of fundus images representing these DR
stages. Meanwhile, Table 2.2 shows American Academy of Ophthalmology (AAO) grading
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Table 2.1 UK National Screening Committee (NSC) grading standards
Stage of retinopathy Features
Retinopathy (R)
R0
No apparent
retinopathy DR absent
R1
Background
retinopathy
Microaneurysm(s), retinal haemorrhage(s),
± any exudate not within the definition of maculopathy
R2
Pre-proliferative
retinopathy
1. Multiple blot haemorrhages
2. Venous beading
3. Venous loop or reduplication
4. Intra-retinal microvascular abnormalities (IRMA)
5. Cotton wool spots (CWS)
R3
Proliferative
retinopathy
1. New vessels at the disc (NVD)
2. New vessels elsewhere (NVE)
3. Pre-retinal/vitreous haemorrhage
4. Retinal detachment
Maculopathy (M)
M0
No apparent
maculopathy Absence of any M1 features
M1 Maculopathy
1. Exudate within 1 disc diameter (DD) of
the centre of the fovea
2. Group of exudates within the macula
3. Retinal thickening within 1DD of
the centre of the fovea (if stereo available)
4. Any microaneurysm or haemorrhage
within 1DD of the centre of the fovea
only if associated with a best
VA of ≤ 6/12 (if no stereo)
Photocoagulation (P) 1. Focal or grid laser to macula2. Peripheral scatter laser
Ungradable (U) An image set that cannot be graded
standards [10]. These two different standards can be approximately mapped to each other as
shown in Table 2.3.
Comparing with AAO grading standards, the NSC standards utilised a simplified approach to
grading retinopathy based on features which a non-ophthalmologist / accredited photographic
grader might be faced with in a population of diabetic patients [9]. In NSC grading standards,
both retinopathy and maculopathy grades are given for each eye. For example, a retina
of the left eye which shows proliferative retinopathy and maculopathy would be given as
R3M1. When a retina displays previous laser treatments from the appearance of laser scars,
photocoagulation would be assigned. Ungradable is given when no grade is obtainable (such
as poor quality photographs and media opacities blocking a clear view of the retina (e.g.
cataracts)). DR screening programme aims to monitor the patients’ retina condition from the
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Table 2.2 American Academy of Ophthalmology (AAO) grading standards
Stage of retinopathy Features
0
No apparent
Retinopathy No abnormalities
1
Mild Non-Proliferative
Diabetic Retinopathy Microaneurysms only
2
Moderate Non-Proliferative
Diabetic Retinopathy More than just microaneurysms but less than Severe NPDR
3
Severe Non-Proliferative
Diabetic Retinopathy
Any of the following:
1. Extensive (>20) intraretinal haemorrhages in each of 4 quadrants
2. Definite venous beading in 2+ quadrants
3. Prominent IRMA in 1+ quadrant
4. And no signs of proliferative retinopathy
4
Proliferative
Diabetic Retinopathy
One or more of the following:
1. Neovascularisation
2. Vitreous/preretinal haemorrhage
Table 2.3 Approximate equivalence of NSC and AAO grading standards for diabetic retinopa-
thy
NSC AAO
R0, No apparent
retinopathy
No apparent
retinopathy
R1, Background
retinopathy
Mild Non-Proliferative
Diabetic Retinopathy
Moderate Non-Proliferative
Diabetic Retinopathy
R2, Pre-proliferative
retinopathy
Severe Non-Proliferative
Diabetic Retinopathy
R3, Proliferative
retinopathy
Proliferative
Diabetic Retinopathy
large scale diabetic patients and only refer those patients that have vision-threatening DR to
ophthalmologists.
The whole grading procedure is carried out under strict regulations. However, human experts
can be easily fatigued which could lead to a reduce in accuracy. To ensure a high standard
of accuracy, grading is performed by first and secondary graders respectively. Without the
need to be sent to the secondary human expert, the first grader sends 90% of normal images
straight through to the next appointment in one year’s time. This process will remove the
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majority of images. The remaining images (abnormal images and 10% of normal images)
are triaged depending on their grades and forwarded to the secondary human grader. The
secondary human grader marks them again. All grade agreements are assigned for annual
recall or are triaged and forwarded to the ophthalmologists. All disagreements are sent to
the clinical leader to make the final decision. To avoid any possible delay for DR patients,
any retinal image with an R3 will be sent directly to ophthalmologists without having to
go through the whole process. The aim of NSC standards is to detect level of retinopathy
sufficiently severe to merit referral of the patient for human ophthalmologists and possible
treatment. This standard will be helpful for integrating automated fundus image analysis
systems into the screening programmes.
2.4 Summary
The global population of diabetes is estimated about 415 million. In the UK people who have
been diagnosed with diabetes is approximate four million in 2015. By 2025, it is projected
that five million populations will have diabetes in the UK [4]. The International Diabetes
Federation [3] reported that the ten countries with the highest diabetes prevalence in the adult
population were Tokelau (30.0%), Nauru, Mauritius, Cook Islands, Marshall Islands, Palau,
Kuwait, Saudi Arabia, Qatar and New Caledonia (19.6%) in 2015. If all diabetic patients
are offered regular screening for sight-threatening diabetic retinopathy, the workload will be
substantial.
Human experts can only examine a limited number of retinal images a day and they are
relatively slow. Despite having strict grading guidelines, different graders can have varying
grading results of a certain image since human graders are subjective. Besides, there are
many other weaknesses, such as a reduction in accuracy when human graders become easily
fatigued. The automated systems have the significant benefits of generating objective and
consistent results. These automated systems can also efficiently reduce the workload of
human experts associated with large-scale screening and therefore minimise the cost of
running the retinal screening programme. Since automated tools can be run 24 hours per
day and operated on multiple computers, they can analyse images quickly to minimise the
backlogs of images in the screening programme.
As different DR signs have their own distinct features, these characteristics are used to
develop automated systems. The majority of automated DR detection systems have gone
into the identification of microaneurysms, haemorrhages, exudates or other diseases. These
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(f ) (e) 
Fig. 2.8 Image examples of different grades: (a) healthy retina (R0), (b) background retinopa-
thy with MAs, haemorrhages and exudates (R1), (c) pre-proliferative DR with multiple blot
haemorrhages, CWS and IRMA (R2), (d) proliferative DR with new vessels at the optic disc
(NVD) and elsewhere (NVE) (R3), (e) maculopathy with haemorrhages and exudates (M1),
and (f) ungradable image (U).
18 Diabetic Retinopathy and Screening Programme Overview
methods can classify DR or no DR disease from retinal images. Since nearly 50-70% of the
fundus images have no DR signs in screening programmes, such classification systems can
be utilised to filter these health images and dramatically minimise the workload of human
experts. The strict grading guidelines are also applied to classify fundus images into the
different stages of DR. These types of systems act as a much more substantial part in the
screening programme and thus release workload of human experts. These automated DR
systems will be explained in more details in the literature review that follows.
Chapter 3
Literature Review
Over the last couple of decade, the automated fundus image analysis systems based on image
processing and machine learning has been actively researched. However, the problem of high
scalability and precision are still being addressed and have proved to be very challenging [11].
As the number of images gets larger, the characteristics of images get more unpredictable
due to the inclusion of more variability and diversity. This reason leads to ambiguity and
complexity during the fundus image analysis. Theoretically, to achieve scalability, the method
should be presented with a very large dataset so that it can learn the knowledge it needs.
However, in real world scenarios, labelling the scale of samples is unrealistic. Extraction
of invariant features and refinement of the classification mechanism can avoid this issue.
However, it posed a much more challenging task for extracting appropriate invariant features
that exclusively describe certain objects from large scale fundus image archive [11–14]. For
example, MAs are first visible sign of DR and they can appear anywhere in a retina. Invariant
features of perceptual constancy are difficult to be captured as MAs may appear isolated,
among a cluster of haemorrhages or exudates, or even close to vessels.
Chapter 1 described the main research questions in this study. From here on, the current
literature on fundus image analysis followed algorithms and theories that can help address
these questions are discussed. This chapter starts with a brief review for public benchmarking
of fundus image databases. They are a fundamental resource in the design, implementation
and testing of retinal image analysis methods. It can considerably help the researchers to
compare and evaluate state-of-the-art algorithms. This is followed by a section providing a
detailed account on the automated segmentation of anatomic structures. Anatomic structures
contain blood vessels, the optic disc and the macula. These vital anatomical landmarks are
often regarded as a prerequisite before identifying pathological entities. An overview of
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Table 3.1 Comparison of the publicly retinal image datasets
Dataset Ves OD MA Hae HE DR No. exp No. imgs
DRIVE [15]
√
3 40
STARE [16]
√
2 30
ARIA [17]
√ √
212
Messidor [18]
√
1200
Review [19]
√
3 193
ROC [20]
√
4 100
DIARETDB1 [21]
√ √ √
4 89
DR Competition [22]
√
88702
Ves: GT of vessel segmentation; OD: GT of optic disc location; MA: GT of microaneurysm location;
Hae: GT of haemorrhage location; HE: GT of hard exudates segmentation; DR: the DR grades;
No. exp: number of experts that generated the GT; No. imgs: number of images in this dataset.
pathological feature detections (such as microaneurysms, haemorrhages, exudates and other
DR signs) and automated DR grading systems is discussed, which is the main focus of this
thesis. The remainder of this chapter provides an overview of convolutional neural networks
that have been implemented in this thesis.
3.1 Public Databases and Performance Measures
3.1.1 Public Databases
There are several publicly available fundus image datasets (see Table 3.1) which have different
characteristics and goals. In these databases, each retinal image provides an annotated data
as a ground truth (GT), including the manual segmentation of retinal vessels, the localisation
of lesions or an overall image DR grade. In general, each database will often be separated
into a training set and a testing set. Whenever the same database is employed to evaluate
different proposed methods, the advantages and disadvantages of these methods will be easily
measurable and comparable. For example, the majority of the vessel segmentation algorithms
were tested on the DRIVE and STARE databases.
DRIVE database: contains a total of 40 colour fundus images with manual vessel segmen-
tations [15]. They were classified into a training and testing set both having 20 images. In
this database, seven images have pathological signs, including exudates, haemorrhages and
pigment epithelium changes. These images were obtained from a DR screening program in
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the Netherlands. They were acquired using a Canon CR5 3-CCD camera at 45◦ field of view
(FOV). Each image was digitised by using 8 bits per channel at 768×584 pixels.
STARE database: consists of 20 colour fundus images with manual vessel segmentations;
ten of them have DR pathological signs [16]. These images were captured by a TopCon
TRV-50 fundus camera with a 35◦ FOV. Each image was captured by using 8 bits per plane
at 605×700 pixels.
ARIA database: includes three sets: one contains 92 images with age-related macular
degeneration, the second set consists of 59 images with diabetes and a control set has 61
images [17]. The manual segmentation of vessels and the localisation of the optic disc and
fovea was provided as the GT. The images were captured by a Zeiss FF450+ fundus camera
at 50◦ FOV. Each image was captured by using 8 bits per plane at 768×576 pixels.
Messidor database: has 1200 fundus images currently available on the internet [18]. They
were acquired by using a Topcon TRC NW6 3CCD camera at 45◦ FOV with a resolution of
1440×960, 2240×1488 or 2304×1536 pixels. The GT includes the grades for DR and the
risk of macular oedema for each image.
REVIEW database: has 16 mydriatic images [19] for vessel segmentation. They were
divided into four groups: the high resolution image group (eight images), the vascular
disease image group (four images), the central light reflex image group (two images) and the
kickpoint image group (two images). Their manual vessel segmentations were provided as
the GT.
ROC database: includes 100 digital colour fundus images for detection of microaneurysms
[20]. They were subdivided into a training and testing set both having 50 images. The
training set provided the location of microaneurysms. The images were captured by using
either a TopCon NW100 or a Canon CR5-45NM camera at 45◦ FOV with a resolution of
768×576, 1058×1061 and 1389×1383 pixels.
DIARETDB1 database: contains 89 colour fundus images [21]. In this database, five
images are normal which do not include any DR signs, and 84 images contain at least mild
non-proliferative signs (MAs). The dataset provided the location of these DR signs. They
were captured by using the 50◦ FOV digital fundus camera with a resolution of 1500×1152
pixels.
DR Competition database: contains 35,126 training images and 53,576 test images graded
into five DR stages ranging from no DR to proliferative DR [22]. They were acquired using
multiple fundus cameras and different FOV.
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Table 3.2 Performance metrics for the hypothetical diagnostic test
Normal subject Abnormal subject
System
outcome
normal
True positive (TP) False positive (FP)
Positive predictive value
= TP / (TP + FP)
System
outcome
abnormal
False negative (FN) True negative (TN)
Negative predictive value
= TN / (FN + TN)
Sensitivity
= TP / (TP + FN)
Specificity
= TN / (FP + TN)
Accuracy
= TP+TN / No. examples
3.1.2 Performance Measures
Depending on the aims of proposed methods different evaluation strategies are adopted. If the
output of a system is a binary decision (e.g., normal or abnormal), there are four possibilities,
including the true positives (TP), the true negative (TN), the false negatives (FN) and the
false positives (FP) (see Table 3.2). It can be evaluated with the sensitivity (SN) and the
specificity (SP). The SN and SP values range between 0 and 1. Other measures to determine
the probability that system outcome is really abnormal (or normal) are the positive predictive
value (PPV) and the negative predictive value (NPV). The performance of algorithms can
also be easily calculated with accuracy (Acc), a metric commonly applied in the field of
science, engineering, industry and statistics.
In the literature, Kappa value (k) is widely used to evaluate the agreement between an
algorithm and a ground truth. Kappa value is useful when no assumption is made on the
truthfulness of human grading, therefore, the measurement of the agreement between two
parties can be conducted. Kappa score is interpreted as follows: values ≤ 0 as displaying
no agreement and 0.01−0.20 as none to slight, 0.21−0.40 as fair, 0.41−0.60 as moderate,
0.61−0.80 as good, and 0.81−1.00 as almost perfect agreement. The equation for k is:
Pr(o) =
T P+T N
No. examples
(3.1)
Pr(e) =
T P+FN
No. examples
+
T P+FP
No. examples
+
FP+T N
No. examples
+
FN+T N
No. examples
(3.2)
k =
Pr(o)−Pr(e)
1−Pr(e) (3.3)
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A receiver operating characteristic (ROC) curve analysis has been adopted to various research
areas. It plots the sensitivity on the vertical axis and the complement to 1 of the specificity
on the horizontal axis. The closer the curve approaches the top left corner; the better is the
performance of the system. A very compact representation of the ROC curve analysis is
given by the area under the ROC curve (AUC), which is a single value between 0 and 1,
where 1 represents an optimal system and 0.5 denotes a worthless test.
Whenever the evaluation of lesion detection algorithms where the negative samples represent
the vast majority of the image area, the use of the TN is either not possible or not suggested.
Hence, it is not possible to measure the SP. A suited alternative is to calculate the PPV.
Besides, the free-response receiver operating characteristic (FROC) analysis is used, which
is equivalent to the ROC curve with the PPV instead of 1-specificity. Most of the authors
(such as Niemeijer et al. [20]) directly plotted the number of FP instead of PPV.
3.2 Image Preprocessing
The image preprocessing is the first step in many image processing applications, and retinal
image analysis in traditional approaches is no exception. Retinal images often involve
intensity variations in the background across the image. These intensity variations can
degrade the performance of automated retinal image analysis systems. Some authors (such as
Mendonca and Campilho [23], and Sopharak et al. [24]) employed Gaussian filters, standard
local or global histogram equalisation techniques to attenuate this effect or enhance the image
contrast. However, most of the authors employed background subtraction techniques for
image normalisation.
Spencer et al. [25] estimated the retinal background by using a large median filter on the
green channel of the image. They then subtracted the estimated background from the original
image, resulting in a shade corrected image. One shortcoming of this background subtraction
method is the fact that the estimated background might be biased for large foreground
structures (such as the optic disc). Foracchia et al. [26] identified the pixels belonging to the
background by calculating the mean and standard deviations on a local window. Once the
background pixels are detected, they were bilinearly interpolated to produce the background
image.
When bright lesions or regions are close together, the small gaps between them can be
wrongly recognised as dark objects (such as MAs) in automated retinal image analysis
systems. To avoid this, the background subtraction techniques were extended to remove any
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bright region from the original image. A shade corrected image was achieved by subtracting
the background image from the original image. By eliminating all pixels with a positive
value from the image, white regions no longer influence automated systems [27].
3.3 Quality Assessment of Fundus Images
The computerised assessment of image quality is a very important part in the complete and
trustworthy automated analysis of retinal images. The quality of fundus images influences
the ability of an expert (human or automatic) to correctly diagnose the patient condition from
the image. A great number of studies reported that the 4.85−17.3% of the digital fundus
images were grading as ‘ungradable’ by the human ophthalmologists [12]. These retinal
images were acquired at varying environment and devices which were operated by people
with different experience. To analyse these low-quality images will produce unreliable results
for an automated image analysis system. In fundus image diagnosis, marking retinal image
quality is based on its usefulness in the appraisal of patient’s eye health.
The automated fundus quality assessment algorithms can be grouped into three classes:
histogram-based methods, retinal morphology based methods and image structure methods.
In histogram-based methods, the histogram of certain features is created on a set of good
quality images. Then each image is measured for its similarity with this reference histogram
to evaluate its quality. Lee and Wang [28] were the first authors to address the problem of
automatic assessment of fundus image quality. They analysed the global histogram of the
image intensities approximated by a Gaussian distribution to determine retinal image quality.
Lalonde et al. [29] extended this method combining the distribution of edge magnitudes
with local image intensity histograms. They indicated the quality of a retinal image based on
calculating the difference between its histogram and a template histogram which obtained
from a small set of images in excellent quality. However, the method based on the template
histogram will become unreliable in images with natural pigment variations such as those
taken from Caucasian and Polynesian.
Methods based on retinal morphology employed certain features that are unique for retinal
images to evaluate their quality. Usher et al. [30] used a vessel segmentation results to assess
the quality of image. This method measured the clarity of visible tiny vessels and area of
the detected vessels over the whole image. Fleming et al. [31] presented a similar method
that taking into consideration the vessel area in the macula region, the relative position of
fovea, OD and the length of the main vessel arcades. All of these methods based on retinal
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structure segmentation require the segmentation of the major anatomical structures. In case
of retinal images with severe pathologies, the failure of segmenting the structure will produce
an unreliable result.
Methods based on image structures borrow a method used for document classification. These
method only focused on extracting image structures (such as colour or gradient information),
and they don’t need to recognise any retinal anatomical structure. Niemeijer et al. [12] used
this method with two types of features to characterise image quality: colour and second order
image structure invariants (ISI). Colour information was calculated by using the normalised
histograms of the RGB planes with five bins per plane. ISI is the features invariant to rotation,
position or scale, which generated by using a multi-scale filterbanks. These filterbanks
response feature vectors were subject to classification, resulting in the image quality value.
Paulus et al. [32] employed a similar method with a different set of features: the Haralick
texture metrics and the pixel grey levels. The authors used sharpness, homogeneity, contrast
measures and eye anatomical landmarks for the evaluation of image quality.
In many published quality assessment methods, detecting the anatomical structures is an
important part. The following section provides a detailed account on the published methods
for automated segmenting anatomic structures.
3.4 Retinal Morphology Analysis of Fundus Images
3.4.1 Vasculature Segmentation
The segmentation of the vasculature is a prerequisite for many quality assessment, OD
localisation and lesion detection algorithms. Additionally, the analysis of the vasculature
morphological features is an important clinical index. In automated vessel segmentation
methods, some of the characteristics of retinal vessels are employed, such as their contrast
with the background, their colour information and gradient at vessel edges. These information
of size, shape and local intensity level can vary hugely and some background regions may
have similar characteristics to vessels. Vasculature can also be considered as piecewise linear
and its intensity cross-sectional profile can be estimated as a Gaussian shape. However, vessel
branching and crossing can be the complicated cross-sectional profile model. Retinal vessels
also appear strong reflections along their centreline known as a central vessel reflex, which
can further pose challenges for presenting the profile model. Lack of image contrast, adjacent
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Table 3.3 Performances of the published blood vessel segmentation methods
Type Method DRIVE STAREAccuracy Sensitivity Specificity Accuracy Sensitivity Specificity
Machine
learning
Staal et al. [15] 0.9442 - - 0.9516 - -
Soares et al. [33] 0.9466 - - 0.9480 - -
Ricci and Perfetti [34] 0.9563 - - 0.9584 - -
Lupascu et al. [13] 0.9597 0.7200 - - - -
Marin et al. [35] 0.9452 0.7067 0.9801 0.9526 0.6944 0.9819
Matched
filtering
Chaudhuri et al. 0.8773 - - - - -
Al-Rawi et al. [36] 0.9535 - - - - -
B.Zhang et al. [37] 0.9382 0.712 0.9724 0.9484 0.7177 0.9753
Mathematical
morphology
Mendonca and Campilho [23] 0.9452 0.7344 0.9764 0.9440 0.6996 0.9730
Fraz et al. [38] 0.9430 0.7152 0.9769 0.9442 0.7311 0.9680
Roychowdhury et al. [39] 0.9490 0.7390 0.9780 0.9560 0.7320 0.9840
pathologies and artefacts pose significant challenges for the vessel extractions. Therefore,
many vessel segmentation algorithms struggled to extract fine, faint and very tortuous vessels.
There are various algorithms discussed in the literature to address one or more of these
mentioned issues. In table 3.3, the performance of some published methods on two public
datasets are presented.
Machine learning: In machine learning based methods, they are trained iteratively to clas-
sify each pixel as either vessel or non-vessel based on designed image features. Sinthanayothin
et al. [40] first employed principal component analysis (PCA) to obtain the main structural
features from the original images. A Canny edge detector was applied to measure edge
strength for each pixel from the first principal component. Values of the first principal
components and the edge strength were used for training a neural network classifier. Staal et
al. [15] proposed a ridge based vessel segmentation approach which assumed that retinal
vessels are elongated structures. This method first grouped ridge pixels for generating image
primitives into line elements. These line elements were then utilised to assign each pixel to a
series of patches. A K-nearest neighbour (KNN) classifier was applied to identify each pixel
using a set of 27 features extracted from the line elements and patches.
Soares et al. [33] presented a feature vector for each pixel from the pixel’s intensity and two-
dimensional Gabor wavelet transform responses at multiple scales and various orientations.
A Gaussian mixture model classifier was used to classify each pixel as either a vessel or
non-vessel pixel. The algorithm takes into account the local information of each pixel through
image filters, without considering useful information from shapes and structures presented
in the retinal image. It produces many false detections in some images on the border of the
optic disc, haemorrhages and other types of pathological signs that present strong contrast.
Moreover, it does not work very well on the images with non uniform illumination.
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Ricci and Perfetti [34] introduced the application of line operators as feature vector and
support vector machines (SVM) for pixel classification. A line detector measured the pixel
line strength from the evaluation of the average intensity level along lines of fixed length
passing through the target pixel at different orientations. Two orthogonal line detectors
along with the intensity value of the target pixel were used to construct a feature vector
used by a support vector machine for performing classification. The approach used local
differential computation of the line strength which made line operator robust on the images
with non-uniform illumination and contrast.
Lupascu et al. [13] used the feature-based Adaboost classifier with the numerous features
based on structural and shaped information and local information at different spatial scales.
Fraz et al. [41] presented an ensemble classifier of boosted and bagged decision trees. A
feature vector was constructed using line strength measures, morphological transformation,
gradient orientation analysis and Gabor filter responses. Marin et al. [35] used a neural
network classifier with a feature vector composed of moment invariant-based features. They
are shaped descriptors invariant to translation, rotation and scale.
These approaches based on machine learning work well on healthy retinal images but fail to
perform on abnormal ones. Besides, they require samples of ground truth for training the
models, which is not easily available. However, the ‘re-training’ process is always required
on new datasets. Since each pixel is classified independently, these approaches can produce
a disconnected network where gaps appear in the vessels if even a small number of vessel
pixels are incorrectly classified as non-vessel [42].
Matched filtering: Matched filtering is to extract the vasculature by convolving a designed
2-D kernel with the retinal image. This kernel is to model a vessel feature at different
position and orientation, and the matched filter response (MFR) represents the presence of
the feature. The three main properties of vessels are used to design the matched filter kernel:
the cross-sectional pixel intensity profile of vessels approximates a Gaussian curve, their
diameter decrease as vessels move gradually outward from the OD and vessels often have a
limited curvature and may be approximated by piecewise linear segments.
The matched filter was firstly proposed by Chaudhuri et al. [43] to segment vessels and it has
become one of the most popular approaches. It assumed that vessels might be approximated
by piecewise linear segments and their cross-sectional profiles of vessels can be considered
as a Gaussian curve. This method applied two-dimensional Gaussian filter. The filter was
designed to resemble the shape of vessel segments. Its length was defined to a fixed number
in which vessel segments were assumed to approximate linearity. The filter was also rotated
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to fit into vessels on different orientations. The highest response of filter was assigned for
each pixel and then was thresholded to generate a binary vessel image. Al-Rawi et al. [36]
improved its performance by applying an optimisation method to automatically obtain the
best parameters of this matched filter.
Unfortunately, a global threshold applied to the MFR can result in many false positives.
Zhang et al. [44] proposed a double sided thresholding strategy. They assumed that for a
vessel the MFR peak point is larger than its neighbouring points on both sides, while the
peak point of the MFR for a non-vessel is not much greater than its neighbours on both
sides. Hoover et al. [16] used a piecewise threshold probing method on a matched filter
response image based on combining local and region-based features of retinal vessels. The
method analysed the MFR image and applied a set of criteria to determine the threshold
with iterative probing for each pixel as vessel or non-vessel. Zhang et al. [37] adapted and
extended the original matched filter with the first order derivative of Gaussian (FDOG) image
to extract fine vessels and reduce false detections at non-vessel regions. A true vessel has a
high response to the MFR, while the mean of the FDOG response is close to zero around
the peak position. Conversely, non-vessel structures have strong responses to the MFR but
the means of the FDOG responses are also high. The information obtained from the FDOG
response was employed to adjust the threshold of the standard MFR.
The retinal background variation and presence of pathologies increase the number of false
response since they can present the same local attributes as vessels in the retinal image. Thus,
the matched filtering methods often respond not only to vessel pixels but also non-vessel
pixels. To avoid these problems, the matched filter are always used to combine other vessel
methods (such as vessel tracking and machine learning method).
Mathematical morphology: Morphological operators use structuring elements (SE) into
images. The two main morphological operators contain dilation and erosion. Dilation
expands objects by a defined SE to connect the disjoint regions and fill holes. Erosion is
to shrink the objects by a SE. The other two operations are Opening, which is an erosion
followed by a dilation, and Closing, i.e. a dilation followed by an erosion. In medical image
segmentation, one popular method is top-hat transformation. A top-hat transformation is
usually used to estimate local background by a morphology opening operation, and then this
estimated background is subtracted from the original image resulting in enhanced vessels.
Mendonca and Campilho [23] applied a Difference of Offset Gaussian (DoOG) filter to
extract vessel centrelines. Vessel enhancement was then performed by using a modified
top-hat operator with variable size circular structuring elements. At four scales the binary
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maps of the vessels were generated by using morphological reconstruction with a double
threshold operator. The final vessel segmentation was achieved by an iterative region growing
process of the vessel centrelines on the set of four binary maps. Fraz et al. [38] modified
the Mendoncas’ method. The vessel centrelines were identified by applying the first order
derivative of the Gaussian filter at four orientations. The vessel structure was enhanced by
the application of a multi-directional morphological top-hat operator with a linear structuring
element. The shape and orientation map of vessels was extracted from bit planes of a
grayscale image. A final binary vessel map was obtained by the reconstruction of the vessel
centrelines, shape and orientation maps.
Recently, Roychowdhury et al. [39] presented a novel unsupervised iterative vessel segmen-
tation method on fundus images. A vessel enhanced image was firstly generated by top-hat
reconstruction of the negative green channel image. The enhanced image was globally thresh-
olded to estimate an initial the vessel segmentations. Next, the image of residual vessels was
generated by masking out the existing segmented vessels from the vessel enhanced image.
New vessel pixels are detected iteratively by adaptive thresholding of this residual image.
These new vessel pixels are connected into the existing vessels using the region growing
method. However, many false edge pixels were identified as new vessel pixels during the
iterations progress.
Vessel tracking: The vessel tracking methodology works by first locating an initial point
and then measuring the local information to form a vessel recursively. Chutatape et al. [45]
proposed a tracking strategy by employing the circumference of the optic disc as starting
points to trace blood vessels in fundus images. The second order Gaussian matched filter is
then used to predict the vessel centreline point and the Kalman filter is exploited to predict
the position of next vessel point by using the information of the current vessel and previous
vessel segments. Can et al. [46] applied directional templates to recursively track the vessel
network starting from initial seeds. Tracking seed points were automatically performed by
measuring local minima along a grid of one-pixel wide lines. A set of two-dimensional
correlation kernels was employed to extract the vessel boundaries and also was recursively
used for estimating the location and direction of the next vessel point. Other methods contain
a vessel tracking method with probabilistic formulation [47] and multi-scale line tracking
method [48].
Summary: As described in the literature, the main algorithms in extracting blood vessel are
classified into the four main categories: machine learning, matched filtering, mathematical
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morphology and vessel tracking. The essential issue is the variance in the retinal images
that affects the accuracy in extracting vessels. Although machine learning methods have
very good results for vessel extraction, they often produce a disconnected network where
gaps appear in the vessels as each pixel is classified independently. Matched filters and
mathematical morphology based method have ability to extract the main vessels well, but
they are unable to extract the fine vessels and distinguish some background variation and
pathologies. On the other hand, vessel tracking is an efficient method to locate the fine vessel
structure, but it is difficult to find a starting point for the tracking procedure.
3.4.2 Optic Disc-Macula Localisation
Together with the vessels, the optic disc and macula are the other two anatomic landmarks in
the retina. The location and structure of the OD are important for fundus images analysis. In
the context of bright lesion detection OD is a confusing factor (as they have similar visual
features). In addition, its morphological structure can be used for the glaucoma detection.
On the other hand, the position of the macula can be employed to diagnose the severity of the
disease detected on the retina. For example, lesions which are closer to the fovea (macula)
are more dangerous in terms of vision loss and potential vision loss.
The majority of published methods [49–54] applied the vascular directionality for localising
the OD. This is possible because the convergence point of main blood vessels is located at the
centre of the optic disc. Karnowski et al. [55] proposed a hybrid OD localisation algorithm
based on vascular directionality and pure pixel classification using Linear Discriminant
Analysis (LDA) and Principal Component Analysis (PCA). They found empirically that the
OD position is detected correctly when the two approaches output a similar result. Aquino
et al. [56] did not use the vasculature information for OD localisation, they presented a
voting scheme based on three local window pixel statics techniques, including Maximum
Difference, Maximum Variance and Low-Pass Filter Method. These existing methods for
OD localisation are rule-based, either applying the OD appearance properties or the spatial
relationship between the OD and the main vessels. In many fundus images, optic disc might
not appear as a bright or a complete circular object, and even it could be partially invisible.
Besides, it might impractical to employ the main vessel structures since it is not obvious,
covered by other objects (e.g., haemorrhages) or has been pathologically changed. Hanan et
al. [57] proposed an end-to-end supervised model for OD detection. The most informative
features of the OD are learned directly from fundus images and are adapted to the dataset at
hand. Table 3.4 compares the performance of the published methods for OD localisation.
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Table 3.4 Performances of the published OD localisation methods
Authors Tested images Accuracy
Foracchia et al. [49] 81 98.00%
Tobin et al. [50] 345 90.40%
Niemeijer et al. [51] 500 98.40%
Fleming et al. [52] 1,056 98.40%
Niemeijer et al. [53] 500 99.40%
Hoover et al. [54] 81 89.00%
Karnowski et al. [55] 748 96.26%
Aquino et al. [56] 1,200 99.00%
Hanan et al. [57] 5,781 95.71%
The majority of authors indicated a method for the macula localisation together with the OD.
The identification of the macula is mainly decided by correctly estimating the relationship
between macula and other retinal structures [50]. The position of the fovea is 2 to 2.5 disc
diameters temporal to the centre of the optic disc, and it locates between the main temporal
retinal blood vessels arcades [58, 59]. These relative features of the position can be used as
constraints to define a small searching area and estimate the position of the macula. Therefore,
this method to identify the macula based on the position and size of the optic disc and blood
vessels arcades.
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3.5.1 Microaneurysms and Haemorrhages
MAs are the first visible signs of DR and they appear as small circular reddish dots in the
retina. Their red colour (similar to vessels), circular shape, small size and contrast with the
background are often used to help define microaneurysms. Hence most of MA detection
algorithms ignore objects that deviate away from these standard attributes, resulting in
haemorrhages which are larger in size and shape (blot and flame) are often removed. On the
other hand, other methodologies have no strict shape rules and hence are able to detect both
haemorrhages and MAs (referred as red or dark lesions).
The complexity of MA recognition lies in the fact that MAs can be located anywhere in
the retina: in isolation, in clusters, close to vasculature, around macula or among exudates.
Meanwhile, their local contrast is very low compared to their surrounding background
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and their edges are not well defined in the image. In addition, MAs have the very similar
intensity and morphological characteristics to other DR signs and anatomical features such as
haemorrhages, thin vessel junctions, visually disconnected vessel fragments, local darkenings
on the vessels or retinal background noise. Retinal images of patients from different ethnic
groups also pose challenges for MA detection by varying background colour, introducing
new disease patterns but often new non-DR diseases that are unknown to the automated
system. Also, pigment spots are easily regarded as microaneurysm.
Since MAs are the first signs of DR, an automated MA detection aids in the diagnosis of
early stage DR. Also, MAs always appear in any retinal image having DR regardless of the
severity, and the quantity of MAs indicates the progression of DR. As mentioned previously,
an automated system for separating healthy and diseased regions in the image can efficiently
reduce the workload associated with large scale screening. For these reasons, MA detection
has received the vast majority of the research in the field of automated DR diagnosis. Note
that performance of detecting MAs (or red lesions) was measured either on a per image basis,
per candidate and per pixel.
In the early literature, many methods were developed to identify MAs and small dot haemor-
rhages in fluorescein angiograms. Spencer et al. [25] proposed a MA detection algorithm that
has become the basis for many other algorithms. The top-hat operator was first used to obtain
the vasculature with a linear structuring element. These vessels are then eliminated from
the raw image to generate a new image including only small circular structures representing
the MAs or small dot haemorrhages. An 2-D Gaussian matched filtering was then used to
match the MA shape and then thresholding to generate MA candidates. A region growing
algorithm was applied to delineate each MA candidate. A manually derived classification
was applied to eliminate false MA candidates based on a set of statistical measures, such
as intensities, perimeter, size, complexity, and aspect-ratio. When an intravenous contrast
agent is injected into the subject, the contrast between vessels/lesions and background in
fluorescein angiography images is higher than that in digital colour photographs. There-
fore, these methods work well on fluorescein angiograms. However, there is a mortality of
1 : 222,000 associated with the intravenous use of fluorescein [60], hence the application
of fluorescein angiography images for larger scale screening purposes is impractical [61].
Hipwell et al. [62] successfully extended the top-hat based method to high-resolution red-free
fundus photographs.
Niemeijer et al. [20] published the ROC dataset, including two sets of 50 colour fundus
images with a common evaluation modality. It allowed a fair comparison between the
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Table 3.5 Ranked results of the Retinopathy Online Challenge
Team Score
1. DRSCREEN [63] 0.434
2. Lazer and Hajdu [64] 0.424
3. Z. Fegyver 0.422
4. Niemeijer et al. [65] 0.395
5. LaTIM [66] 0.381
6. ISMV [67] 0.375
7. OKmedical II. 0.369
8. OKmedical [68] 0.357
9. Lazer et al. [69] 0.355
10. GIB Valladolid [70] 0.322
11. Fujita Lab [71] 0.310
12. IRIA-Group [72] 0.264
13. Waikato Retinal Imaging Group 0.206
different proposed algorithms. So far, 13 teams have participated in this challenge as shown
in Table 3.5.
A classic MA detection method can be divided in three parts: 1) an initial candidates
segmentation, 2) the removal of candidates that intersect the vessels or other objects, and 3)
a final classification by using a pattern classification strategy. Sanchez et al. [70] and the
Waikato detector applied a background subtraction with a large median filter, and then two
different adaptive thresholding methods were used to obtain the candidates. The candidates
which lie on the segmented vasculature are eliminated and finally a set of features is measured
for train the classifiers. Zhang et al. [68] exploited the similar strategies by employing multi-
scale correlation filter with Gaussian kernels. Recently, they proposed a dictionary learning
method with sparse representation for MA detection.
Quellec et al. [66] considered that the wavelets could be effectively used to distinguish
between lesions and non-lesion areas. The MAs were modelled with a 2D rotation-symmetric
generalised Gaussian function. A template matching method is employed on sub-bands of the
wavelet space of the image, where these sub-bands are defined during the training phase with
a genetic algorithm. MAs were validated by applying a threshold on the matching result. The
candidates lying the segmented vessels were removed to obtain the final detection. Mizutani
et al. [71] obtained the initial candidates and removed them intersecting the vessels with
two modified double ring filters. A set of 12 features was then extracted and a classifier was
trained to obtain the final output.
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Niemeijer et al. [65] proposed a hybrid detection system by combining a supervised pixel
classification and the top-hat based algorithm to detect dark lesions in colour fundus pho-
tographs. Intensity and shape descriptors and a k-nearest neighbour (kNN) classifier were
used to ameliorate MA detection. This method allowed detection of MAs and larger dark
lesions (i.e., haemorrhages) using the same system. Lazar and Hajdu [69] and Giancardo et
al. [67] are two techniques that are entirely rule-based. They did not require any training
phase. Lazar and Hajdu [69] applied a cross-section rotating model, and Giancardo et al. [67]
employed an operator based on the local Radon transform. The top performing technique
(Antal et al. [63]) is based on a mixture of multiple microaneurysm detection algorithms that
are statistically combined together.
An intensity profile is a sequence of pixel intensities when scanning an image along certain
direction. As the intensity profiles across MA objects have local minima, they can be
modelled as an inverted 2D Gaussian shape. An understanding of the intensity profiles of
an MA in an image plays an important role for an effective separation between the MA and
other similar objects. A few methods following this approach for MA detection have been
proposed by Lazar and Hajdu. In [64], the cross-section profiles were extracted by detecting
the local maximum pixels in an inverted image. A naïve Bayes (NB) classification was then
used to remove false MA candidates based on a set of statistical measures of cross- section
profiles, including the size, height and shape of the directional cross-sections of MAs.
Summary: The limitation of the current methods is that they cannot address similar
characters in different objects, such as the microaneurysms and fine ends of the blood vessels.
Some authors tried to remove the blood vessels from the retinal image. However, a new
problem is that true microaneurysms near the blood vessels may be removed. The complexity
of detecting haemorrhages refers to their irregular appearances including shapes, sizes and
positions. Small dot haemorrhages are regular in shape and many researchers have developed
algorithms to detect them together with microaneurysms [65, 66]. Large haemorrhage shape
and size are highly variable. Because of their low appearance, the performance of diagnosing
DR has negligible effect by detecting these large haemorrhages. Due to these reasons, a
few researches worked on large haemorrhage detection. Tang et al. [73] used a superpixels
method to collect pixels with similar colour and spatial location. As haemorrhages consist
of blood, they share visual features with retinal blood vessel. That makes it difficult to
distinguish these from retinal vessels. Therefore, modelling their shape and automatically
detecting them are a challenge.
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3.5.2 Exudates Detection
In the retinal images, exudates appear as yellow, sharp edges, high intensity values and high
contrast with background. Unfortunately, exudates are irregular shapes and sizes. They can
appear as individuals, clusters, tracking lines and large rings of multiple exudates. Besides,
other challenges of exudates detection are that they are not the only bright objects in the
fundus image. They have very similar colour sizes and shapes with other bright objects, such
as the optic disc, cotton wool spots and drusens.
The exudate segmentation methods presented in the literature can be roughly separated into
four different groups:
1. Thresholding approaches based on a global or adaptive grey level analysis (Phillips et
al. [74] and Sanchez et al. [75]).
2. Morphological reconstruction method was used to achieve the initial rough segmenta-
tion of exudates. Exudates can be identified based on exudates being characterised by
high contrast (Walter et al. [76] and Sopharak et al. [77]).
3. Region-growing methods were used to extract exudates in colour fundus images by
using the spatial contiguity of grey levels (Sinthanayothin et al. [78] and Li and
Chutatape [79]).
4. Classification methods proceeded a set of feature vector for each pixel or pixel cluster,
which are then classified by employing a machine learning method for exudates or
non-exudates (Gardner et al. [80], Osareh et al. [81] and Garcia et al. [82]) or other
types of bright lesions (such as drusen and cotton wool spots) (Niemeijer et al. [83]
and Fleming et al. [84]).
Unfortunately, these methods employed different datasets and different evaluation methods,
which made a direct comparison almost impossible. Table 3.6 compares various exudate
segmentations methods by demonstrating their results published by the respective authors.
Most of them are unable to distinguish the exudates from the rest of the bright lesions, such
as cotton wool spots. They only extract bright lesions from retinal images, not much attempt
were made to separate visually similar signs such as exudates and cotton wools.
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Table 3.6 Performances of the published exudates detection methods
Methods Tested images Sensitivity Specificity
Gardner et al. [80] 301 0.93 0.93
Li and Chutatape [79] 35 1.00 0.71
Sinthanayothin et al. [78] 35 0.88 0.99
Phillips et al. [74] 14 0.87 -
Niemeijer et al. [83] 300 0.95 0.86
Osareh et al. [81] 67 0.93 0.94
Sopharak et al. [77] 60 0.80 0.99
Walter et al. [76] 30 0.92 -
Sanchez et al. [75] 106 0.90 -
Garcia et al. [82] 67 0.87 -
Table 3.7 Performances of the published automated DR diagnosis methods
Authors Tested images DR signs Used Performance
Lee et al. [85] 428 MAs
Sensitivity: 100%
Specificity: 67.00%
Wang et al. [86] 100 Exudates Accuracy: 70.00%
Sinthanayothin et al. [78] 44 MAs, haemorrhages and exudates
Sensitivity: 83.00%
Specificity: 94.20%
Lee et al. [87] 430
MAs, haemorrhages,
exudates and cotton wool spots Accuracy: 81.70%
Yun et al. [88] 124 Blood vessels
Sensitivity: 90.00%
Specificity: 100%
Acharya et al. [89] 300 MAs, haemorrhages and blood vessels
Accuracy: 85.00%
Sensitivity: 82.00%
Specificity: 86.00%
Abramoff et al. [90] 17,877 MAs and haemorrhages
Sensitivity: 84.00%
Specificity: 64.00%
Niemeijer et al. [91] 17,877 Dark and bright lesions AUC: 88.10%
3.6 Automatic Screening Systems
The automated diagnosis for lesions (or other abnormalities) can be applied either as a
suggestion for human experts or as screening systems. The application would bring the
greatest benefits for patients with diabetes or pre-diabetes, especially for many patients do
not have access to specialised ophthalmologists because of their location, insufficient local
specialists for screening, or healthcare costs. In fact, in the UK alone there are currently
more than 5% of diabetic patients that are undiagnosed [4], and this number is projected
to rise given the increasing prevalence of diabetes. Table 3.7 shows various automated DR
diagnosis methods by demonstrating their performance.
3.6 Automatic Screening Systems 37
So far MA and haemorrhage detection has been utilised for the diagnosis of early stage DR,
as well as DR disease/non-DR disease classification. Lee et al. [85] reported that the results
of their proposed automated system is comparable with that of human graders in diagnosis of
early retinal lesions (e.g., MA). Early DR diagnosis (presence of MAs) was studied based
on decision support system. Bayes optimality criteria was applied for detecting MAs. They
obtained sensitivity of 100% and specificity of 67% for detecting the early stage of DR.
Exudate is the first pathological sign for indicating the severity of DR. Wang et al. [86]
employed colour-based features to classify each pixel into exudate or non-exudate using a
Bayesian statistical classifier. They obtained 100% accuracy for classifying all the fundus
images with exudates, and 70% accuracy for identifying normal retinal images as health.
Sinthanayothin et al. [78] proposed to classify normal and DR retina by using image
processing and multilayer perceptron neural network. Their sensitivity and specificity was
83.00% and 94.20%, respectively. A few pathological signs were employed for diagnosis of
DR subjects in this work, such as microaneurysms, haemorrhages and exudates.
The classification of the DR severity gives the automated diagnosis system the ability to
act as a more substantial role for the DR screening programmes. Automated detection of
non-proliferative DR, based on four lesions: microaneurysms, haemorrhages, hard exudates,
and cotton wool spots, was reported in [87]. The method obtained an accuracy of 81.7% for
identifying the NPDR (non-proliferative diabetic retinopathy) stage correctly. Normal, NPDR
and PDR (proliferative diabetic retinopathy) were classified using neural network based on
exudates and blood vessel area along with texture parameters [88]. They demonstrated an
accuracy of 93%, sensitivity and specificity of 90% and 100%, respectively. Acharya et al.
[89] applied haemorrhages, microaneurysms, exudates and blood vessel areas with a SVM
classifier . They obtained an efficiency of more than 85% and a sensitivity of more than 82%
and a specificity of 86%.
The first large study to evaluate the feasibility of such systems is the EyeCheck project
[92]. The researchers acquired two retinal images from each of the 17,877 diabetic patients
who had never been diagnosed with DR. Each image was graded by a ophthalmologist as
having no DR or having DR, in order to diagnose the patients that need referral to an human
expert or not. Abramoff et al. [90] constructed their previous published algorithms (dark
lesions (MA and HE) detectors). They achieved a sensitivity of 84% and a specificity of
64%. Later, Niemeijer et al. [91] obtained an AUC of 0.881 by employing dark and bright
lesion detectors with other miscellaneous features.
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3.7 Convolutional Neural Networks
Most of published algorithms classified the different DR stages based on using only a few
features like blood vessels, microaneurysms, haemorrhages, exudates and texture parameters.
However, the accurate extraction of blood vessels, microaneurysms and haemorrhages is
challenging. Non-uniform lighting conditions or other artefacts will also pose challenges
for the detection of DR. The design of good classifiers will improve the automatic detection
accuracy. The selection of which machine learning method to use is a crucial stage for
developing the DR detection techniques. Each algorithm has advantages and disadvantages,
and no one method can be regarded to be superior in all cases. In terms of accuracy, the SVM
and artificial neural networks generally outperform the others.
Although these algorithms have obtained satisfactory results in many scenarios, there are still
some problems. Finding the optimal feature sets is a difficult task as the choice of features
significantly affects the classification results. During feature extraction phase, the features
can be extracted by using hand-crafted and learning based methods. Hand-crafted feature
extraction methods must predefine the features with prior knowledge before classification.
Most importantly, these features have to be redesigned for different scenarios. Conversely,
the learnt feature methods can obtained features directly from the original images and not
enforced by human. Convolutional neural networks (CNNs) are optimal tools since they
do not need to manually devise features and thus can be trained end-to-end in a supervised
manner. Moreover, CNNs are able to learn complicated invariances such as rotational and
scale invariance.
The rise of CNNs gave significant boost in many field of computer vision. In terms of
accuracy, CNNs have exceeded the state-of-the-art methods for classification on large and
well established datasets. In medical image analysis, CNNs are also widely adopted. Due to
hierarchical representation of the image, CNNs can recognise the specific disease patterns
which are difficult to be identified by traditional classifiers or humans. Recently, CNNs
achieved remarkable performance on brain segmentation and cancer detection. However, the
need of large high-quality training sets to train CNNs prevent a wider adoption in medical
imaging.
CNNs applied convolution operations for the input image at each hierarchical layer. To
learn discriminative features and optimise the network parameters, the training process of
CNNs is a sequential procedure requiring many iterations. In each iteration, a subset of the
training data is randomly chosen and then is used to update the parameters of CNNs through
back-propagation and minimising a cost function. In medical image analysis, a common task
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is to find diseased regions in images. In such classification tasks, CNN networks are often
trained by small sub-images centred on pixels of interest.
Melinscak et al. [93] proposed a deep max-pooling convolutional neural networks to segment
blood vessels. The decision on the class of a particular pixel is based on a small image patch
centred at that pixel. These small image patches formed the input fed into a network. This
network contain four convolutional and four max-pooling layer with two additional fully
connected layer. It achieved an accuracy around 0.94 in DRIVE database. Wang, et al. [94]
applied convolutional neural network and Random Forest for blood vessel segmentation. This
method has six stacked convolutional layers and followed by subsampling layers for feature
extraction. Ensemble Random Forests are then performed as a trainable classifier supplied
with hierarchical features from CNNs. It is tested on the DRIVE and STARE databases, and
obtained around 0.98 and 0.97 accuracy.
Haloi [95] presented a new deep learning based system for microaneurysm detection. Com-
paring other published methods, it required less preprocessing, vessel extraction and other
object detections. It consists of five layers including convolutional, max pooling and Softmax
layer. They demonstrated an accuracy of 0.96, sensitivity and specificity of 0.97 and 0.96
respectively. In such classification tasks, CNNs are trained with small patches centred on
pixels of interest. However, the most of health training data are highly correlated since
normal samples are the repetitive patterns in each image. Only a small fraction of them are
informative. During the learning process, feeding uniformly these samples can make the
CNN training process unnecessarily time-consuming. Grinsven et al. [96] proposed a fast
CNN training for detecting haemorrhages by dynamically choosing misclassified negative
samples during training. This method is to define informative normal samples for increasing
the efficiency of the CNN learning procedure and reducing the training time. Training
samples were heuristically sampled based on classification result of the current status of the
CNN. Weights were then assigned to the training samples and informative samples were
more likely to be included in the next CNN training iteration. They achieved obtained AUC
of 0.894 and 0.972 on Kaggle and Messidor datasets.
3.8 Conclusion
A logical review of methods for the automatic analysis of the retinal funds images has been
discussed. An efficient digital retinal image analysis system will decrease extremely the
workload for human graders. Since the major source of data are digital fundus images in my
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project, this review has concentrated on the analysis of the fundus images in the diabetic
retinopathy.
The analysis of a digital fundus images is regarded as a series of steps. Firstly, the preprocess
is applied to the original images to correct the non-uniform illumination and enhance the
contrast. This is a fundamental process to reduce the noise, which causes confusion for the
detection of retinal objects. Secondly, the localisation of anatomic structures of retina will be
carried out to detect the optic disc, the macula and the blood vessels. Finally, it is challenging
to detect and classify the clinic signs, due to the difficulty to find solutions that can deal with
variability in data and situations of ambiguity. These steps may not take place sequentially
but very likely need to interact and feed each other concurrency. The efficiency of all steps
ensure the overall system at an acceptable level of sensitivity and specificity.
One of main issues in the automated DR detection methods is the difficulty to prepare the
ground truth or gold standard. They are always required in the ‘re-training’ process for new
datasets. In addition, there are significant discrepancies in identifying regions of interest
by human experts. Most importantly, the clinical significance of discrepancies between
observers is highly specific [90]. Therefore, I presented many local and discriminative
features of different objects in the fundus images (e.g., the statistical features from cross-
sectional profiles). The proposed methods only required a small number of image samples
for training. In addition, they were tested on a large scale previously unseen image datasets.
Some existing methods have their own advantages and drawbacks, and many of researches
improved these existing methods. Although they have good results, there are a few research
limitations:
1. The existing methods are not tested based on a wide range of population.
2. The researchers did not find a reliable solution to separate healthy and disease images
or to classify the different stages of DR with high sensitivity and specificity.
It is difficult for researchers to decide which are the best methods in different scenarios.
Abramoff et al.[90] also concluded that the performance of DR detection methods now
has reached the human intra-reader variability limit and they have achieved only limited
performance improvement by making the algorithms more sophisticated. However, the rise
of CNNs gave significant boost in this field. Due to hierarchical representation of the image,
CNNs are able to interpret the specific disease patterns which are difficult to be identified
by traditional classifiers or humans. However, the need of large high-quality training sets to
train CNNs prevent a wider adoption. This thesis introduces methods that aim to address
these issues, and provide excellent DR detection system with improved efficiency.
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In the next three chapters, I will describe two key parts of the work based on singular spectrum
analysis (SSA) to detect vessel network and dark lesions, followed by a presentation on the
development of CNN for grading and lesion detection.

Chapter 4
Retinal Morphology Analysis of Fundus
Images
Many vessel segmentation methods in digital fundus images have been proposed. However,
consistency of such algorithms across retinal images from different ethnic groups with
varying retinal pathology and taken with a range of different cameras remains a challenge.
This chapter describes an automated algorithm for the completely automated segmentation
of blood vessels in digital fundus photographs that address these challenges. The algorithm
first generates a vessel distribution map containing major prominent vessel fragments, by
combining SSA and local information. The major vessel network is then constructed using
the vessel distribution map. Finally, further detected vessels are added into the vessel network
through a tracking mechanism.
The proposed method is mainly based on the vessel fragment curves instead of individual
pixels. This enables the proposed approach to avoid segmenting false vessels around patho-
logical lesions while accurately representing tortuous vessels if present. The robustness
of this approach has been demonstrated by testing on two publicly available datasets and
one further large set of fundus images containing both pathological and healthy retinal
photographs.
4.1 Introduction
The morphological characteristics of retinal blood vessels are highly conserved across healthy
patients. They therefore represent an important anatomical landmark in fundus photographs
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Fig. 4.1 Challenging examples for vessel extraction: (a) the central vessel reflex divides
the vessel into two dark tracks, (b) haemorrhages connect to vessel network, and (c) dark
background regions among hard exudates may be similar to vessels in visual properties.
for detecting other structures such as the macula and optic disc [54] as well as the location of
pathological changes such as exudates, haemorrhages and microaneurysms [51, 65, 97].
In addition, many ocular and systemic diseases cause well recognised and specific changes
to the morphology of the retinal blood vessels themselves. Systemic examples include
diabetes and hypertension whereas ocular examples include retinal vein occlusion and retinal
artery occlusion [23, 35, 98]. Such pathological changes include variations in vessel width,
tortuosity and branching pattern [16].
A reliable vessel detection system is therefore a prerequisite for the automated detection of
pathological retinal lesions as well as disease-associated changes in blood vessel morphology.
The vasculature can be considered to be connected forming a binary tree-like structure in
the retina. The complexity of extracting full vessel structures (Fig. 4.1) is due to three key
factors:
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1. thin vessels, as are found in the retina, present a lower contrast against their surrounding
background;
2. the presence of adjacent lesions and artefacts adds significant ambiguity to vessel
segmentation;
3. retinal images can vary significantly in appearance between patients from different
ethnic groups due to the differences in pigmentation [11].
In the following section, I propose a global framework to construct the vessel networks which
addresses the above-mentioned problems.
4.2 Singular Spectrum Analysis
SSA is an effective and powerful tool for time series analysis in economics, biology, physics,
medicine and other sciences [99]. It can decompose the data into a number of interpretable
components including slowly varying trends, oscillatory components and unstructured noise
[100]. In this section, I briefly review the formulation and implementation of the SSA.
Assume f is a non-zero real-valued series of length r samples, i.e., f = [ f0, f1, . . . , fr−1],
where r > 2. The basic SSA algorithm contains two complementary steps: decomposition
and reconstruction.
In the decomposition stage of SSA, the series f is mapped into an l× k matrix by applying
the embedding operation:
X = [xi j] =

f0 f1 f2 . . . fk−1
f1 f2 f3 . . . fk
f2 f3 f4 . . . fk+1
...
...
... . . .
...
fl−1 fl fl+1 . . . fr−1
 , (4.1)
where i and j are indices of rows and columns, k = r− l+1, l denotes the window length
(1 6 l 6 r). Obviously xi j = fi+ j−2 and the trajectory matrix X is a Hankel matrix which
has equal elements for all the reverse diagonals i+ j = constant.
Then, the singular value decomposition (SVD) of the trajectory matrix is created and rep-
resented as the sum of rank-one biorthogonal elementary matrices. Let Cx = XXT (here,
T is Transpose) and assume λ1,λ2, . . . ,λl are the eigenvalues of covariance matrix Cx in
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decreasing order (λ1 > λ2 > . . .> λl > 0) and u1 to ul are the corresponding eigenvectors.
Set d = max(i|λi > 0) = rank(X), if vi = XT ui/
√
λi is defined, where the length of vi is
1× l, then the SVD of the trajectory matrix can be written as:
X =
d
∑
i=1
Xi =
d
∑
i=1
√
λiuivTi . (4.2)
In the reconstruction step, the elementary matrices Xi are firstly divided into a number
of groups. The most common grouping procedure is to separate components into trend,
harmonics and noise. If all components were selected to form one group, then the original
series would be reconstructed. Once the indices corresponding to the p eigenvalues of the
desired component are defined as I = {λi, . . . ,λi+p−1}, then, let XˆI =∑i+p−1j=i X j be the matrix
XˆI corresponding to group I. Therefore, the overall sequence X can be written as:
X =
Im
∑
j=I1
Xˆ j, (4.3)
where index m refers to the mth subgroup of eigentriples. The procedure for selection
of the sets I1, . . . , Im is called eigentriple grouping. For a given group I, the contribution
of the corresponding eigenvalues: ∑i∈I λi/∑li=1λi is regarded as the contribution of the
component XI in the expansion (4.3). There is no general rule for grouping. For each
application, the grouping rule depends on the special requirements of the problem and the
type of the contributing signals and noise. In the final procedure of SSA, the desired group is
reconstructed into a refined series by using diagonal averaging [101].
4.3 Proposed Method
The proposed method is performed on the green channel of retinal images as vessels show the
higher contrast against the surrounding background in this colour channel [16]. The process
of proposed vessel extraction is divided into preprocessing, initial seed extraction based on
SSA, major vasculature segment construction and full vessel network reconstruction.
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(a) (b) 
Fig. 4.2 (a) An original fundus images, and (b) its corresponding cropped image without
black border.
4.3.1 Image Preprocessing
Since most of the colour fundus image include a fairly large black borders, their region of
interest (ROI) are firstly detected. In a preprocessing step, circular template matching is used
to obtain the ROI and then the original images are cropped to the square bounding box of
this circular field of view [102], as shown in Fig. 4.2. From now on, these cropped images
are regarded as input data for all proposed methods discussed in this thesis.
Intensities of a retinal vessel often suffer from significant intensity variations that lead to
detecting many false vessel segments during the vessel construction process. Preprocessing is
essential for removing such intensity variations and enhancing image quality. The proposed
method does not require any specific method to eliminate such intensity variations, because
the subsequent SSA procedure can filter many significant variations.
The only preprocessing of the proposed method is to enhance the thin/fine vessels as they
often present low local contrast against their surrounding background. To enhance such
contrast, the green channel of a retinal image is processed by using four directional line
detection filters [23], including 0◦, 45◦, 90◦ and 135◦. Fig. 4.3 shows the four directional
convolution kernels used in this operation. For each pixel, the highest response from these
four filters is added into the corresponding pixel in the green channel. The resulting image
Ien is used for all subsequent procedures.
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Fig. 4.3 A set of line detector filters used for thin vessel enhancement.
4.3.2 Identifying Initial Tracking Points
Initial seed points for tracking vessel network should be first identified. Two major approaches
were reported. The use of the circumference of the optic disc [45] can extract the initial seeds
in the presence of the optic disc, but this condition is not always satisfied in retinal images.
The grid analysis method [46] made it easier to obtain more initial seeds by measuring local
minima on a set of grid lines over the retinal image, however many local structures caused by
noise can also be extracted as initial seeds due to possible high local intensity variations.
Our proposed approach based on SSA has largely overcome these limitations by decomposing
the intensity profile series and reconstructing them without significant noises. In addition,
this procedure could extract many connected vessel centreline pixels instead of isolated seeds.
To extract initial seeds, I first apply scan lines that pass through the entire image to access
each pixel of the image, corresponding to horizontal and vertical orientations. These scan
lines can effectively cover all the different directional cross-sections of vessels. Too many
orientations can lead to extracting more false seed pixels and be time-consuming. Moreover,
the subsequent tracking procedure is able to track the missed vessel pixels by using those
extracted initial seeds.
In the decomposition stage of SSA, each scan line f of length r is mapped into an trajectory
matrix X by applying the embedding operation in Eq. 4.1. The benefit of using SSA over
other subspace-based methods such as principal component analysis (PCA) is that, the
window size of the generated Hankel matrix l can vary according to the expected number
of underlying components, while this is fixed for PCA. Thus, a significantly better data
decomposition into subspaces is achieved through SSA. In my experiments, l was set to a
pre-defined vessel width w0 (w0 = 12) that reflects a priori rough estimate of the expected
vessel width.
Applying SSA for denoising or separating the different source signals, the corresponding
subspace of the desired signal should be carefully specified [101]. Since the eigenvalues
in the decomposition step are equal to the variance of the series in the direction of their
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Fig. 4.4 The cross-section profile of blood vessels.
corresponding principal components, the smallest eigenvalues are regarded as noise and the
largest eigenvalues belong to the desired components. According to the contribution of the
desired component, the following criterion is defined to reject the components most probably
related to the noise:
L = argmax
a
{∑
l
j=aλ j
∑lj=1λ j
> δ}, a = 1, · · · , l (4.4)
where δ (δ = 0.98) is the ratio of contribution of desired eigenvalues for the covariance
matrix. All the components relating to the eigenvalues λi are rejected if i >L . Based on
the value of L , the group of desired components is generated. In the final procedure of
SSA, this group is reconstructed into a refined series by using diagonal averaging [101]. The
horizontal and vertical series are decomposed and reconstructed through this procedure.
Since the cross-sections of vessels often present inverted Gaussian shapes, the local minima
of those refined series are regarded as initial seeds for constructing the vessel network, which
coincides approximately with vessel centreline pixels. Fig. 4.4 shows an example of the
cross-section profile of blood vessels. Among the detected local minima, some of them may
correspond to noise or non-vessel objects (such as other retinal structures and haemorrhages),
which should be rejected. To verify these points, I apply a set of criterion through the refined
horizontal and vertical series:
50 Retinal Morphology Analysis of Fundus Images
1. Width restriction w0: only the local minimum regions that have widths less than or
equal to the maximum expected vessel width w0 can correspond to vessel points.
2. Local adaptive threshold φh: If the intensity value of an initial seed point is below a
local adaptive threshold φh, it is considered as a seed point. In this study, φh is defined
based on local intensity distribution. For each candidate seed point, φh is computed as
φh = µseed−ασseed, (4.5)
where µseed and σseed are the average intensity level and standard deviation of the
local neighbourhood of this point in the refined series, respectively. According to my
observations, the value of parameter α was set to 1.2 and the size of the neighbourhood
was set to three times of the expected vessel width (3×w0) pixels around each candidate
seed point.
3. Length restriction sr: Prominent vessel fragments can be constructed by combining
the horizontal and vertical series. To discard small noises or other non-vessel objects
such as artefacts or lesions, any component with its length less than a noise threshold
sr (sr = 15) is removed. The remaining ones are considered as the seed points for the
subsequent construction and tracking procedure.
The positions of all the verified seeds are regarded as the initial points for subsequent
construction and tracking procedure. Fig. 4.5 (b and c) show the effectiveness of the above
rules in extracting verified seeds on the vasculature in horizontal and vertical orientations,
when implemented on all the pixels in Ien as shown in Fig. 4.5 (a). Fig. 4.5 (d) shows
resulting seed distribution map by combining the horizontal and vertical orientations and
removing small non-vessel objects. Clearly, the whole procedure succeeds in extracting the
large portion of prominent vessel fragments, which can be used effectively to construct vessel
network without losing many vessel junctions and tortuosity vessels. These large portion of
prominent vessel fragments are firstly used to evaluate the quality of retinal images.
4.3.3 Image Quality Assessment
Generally, the image quality is a vital part in medical imaging. However, most of the
researchers did not pay much attention to the automated identification of image quality, due
to the fact that they did not access data from screening programmes, which have variations.
Retinal images were captured by people with varying levels of experience in different
environment and using different cameras. As a consequence, retinal images will exhibit a
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Fig. 4.5 (a) An enhanced image Ien, (b) vessel seed candidates (horizontal), (c) vessel
seed candidates (vertical), and (d) detected vessel seeds (combining vertical and horizontal
candidates).
large variation and a relatively high proportion of insufficient quality. The movement of
the patient, movement of the eye, blinking and non-uniform illumination can affect normal
quality imaging in the retinal screening. In the screening program, 12% of the images are
deemed as unreadable by the ophthalmologists. The low quality of retinal images results in a
disorder structures in the detected image.
An image is marked low quality when it is difficult to judge the presence or absence of signs
of DR. The optic disc and the macula can be found in the normal quality image, while the
optic disc and the macula cannot be found or even not visible at all in poor quality one.
Fig. 4.6 illustrates some examples. In addition, the insufficient quality image could hide
small abnormalities and produce unreliable grading or diagnostic results that may mark the
image as normal when abnormalities are present. Therefore, the development of a quality
versification system based upon image structures is focused in this part. This also build
foundation for later processing.
52 Retinal Morphology Analysis of Fundus Images
(a) (b)
(d)(c)
Fig. 4.6 Comparison of different quality in screening images: (a) good quality, (b) low quality,
(c) and (d) poor quality and unreadable.
The image quality versification is a fundamental for the automatic analysis for retinal images.
This procedure aims to judge whether the quality of an image is sufficient for automated
analysis. The proposed method is relied on the assumption that a normal quality image
should include particular image structures.
Local vessel distribution (LVD): Some authors (like Usher et al. [30] and Fleming et
al. [31]) measure a global and local feature, which are quantitatively expensive and require
segmentation and location of different landmarks. These complicated methods are not suitable
for efficient automatic screening systems. Instead, I employ a simple method to extract
important landmarks. A roughly centreline map of blood vessels has been extracted during
the initial seed extraction stage (Fig. 4.5 (d)). A polar coordinate system (θ = 12,r = 1)
is employed to define the 12 local windows, which is inspired by the work of Giancardo et
al. [103], as shown in Fig. 4.7. The local vessel distribution is calculated by measuring the
centreline of vessels within each local window. Each local window of vessels distribution is
regarded as an indicator to assess the image quality.
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Fig. 4.7 The polar coordinate system of vessel centreline map.
Table 4.1 The example of the five bins of the green channel
Bin Count
0-62 189148
63-126 636266
127-190 44178
191-254 897
255 0
The RGB histogram features: Other authors used different colour spaces (like RGB,
CIElab) to measure different features such as mean intensity, variance, median and others.
The raw RGB histogram features are used in the proposed system because they are an
effective tool to detect severe non-uniform illumination or low image contrast. The average
count of every 64 bins in the histograms for red, green and blue channels of the raw image are
also the indicators for assessing the image quality. Table 4.1 shows five average histogram
counts for each 64 bins in the green channel.
The final decision of image quality is provided by SVM classifier with 12 structure features
(LVD) and 15 colour features (average RGB histogram). Only the good quality images are
continued to construct the vessel network and the later lesion detections.
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4.3.4 Vessel Initialisations
The final seed distribution map as shown in Fig. 4.5 (d) provides a set of connected major
prominent vessel centreline points for constructing the major vessel network with full width.
Given a set of connected vessel pixels, those seeds at the end of the connected segments
are regarded as starting points for vessel construction. For these starting points, I need to
estimate the initial vessel orientation θ0 and half vessel width r0.
Since tiny vessels often present lower contrast against their surrounding background, their lo-
cal intensity variations are often smaller than those of thick vessels. A local neighbourhood’s
intensity variation k is measured to estimate initial half vessel widths r0 for different types of
vessels (such as main vessels or fine vessels), which is defined as:
k =
σc
1
ns ∑
ns
i=1σi
. (4.6)
where σc is the standard deviation for the neighbourhood’s intensities of the current seed
point in image Ien, σi refers to the standard deviation for the local neighbourhood of i-th seed
point and ns is the total number of the seed points in the whole image. In my experiments,
the size of the local neighbourhood was set empirically to three times of the expected vessel
width 3×w0. According to the different types of vessels, the initial half vessel width r0 is
adaptive based on their local intensity distributions. Therefore, an adaptive r0 is denoted as:
r0 =
k×w0
2
. (4.7)
The initial orientation θ0 is denoted by measuring the direction between the current point
and one seed point ahead at a distance dk pixels. To make the method robust to deal with
the highly curved vessel, the dk is adaptive to the curvature of the local vessel. A smaller dk
is selected when the curvature of vessel increases, so as it deals with vessel changes more
easily. dk are set as follows:
dk =
2
π
(π− γk)rk, (4.8)
where γk is the absolute difference between the current and previous vessel direction, which
provides the information of curvature of the local vessel. rk is the half width of current vessel
seed point. In this step, the rk is equal to the initial half width r0 and γk is equal to zero (since
they have no previous vessels), therefore dk = 2r0.
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Fig. 4.8 The procedure of estimating the crossover region. C is a vessel crossover point
and the black circle region is the crossover region. Mk and Mk+1 are the boundary points of
crossover regions. Their edge points are E1k , E1k+1 , E2k and E2k+1 .
4.3.5 Major Vessel Construction
The vascular tree is a complicated structure in retinal images. It can be categorised into
three types: normal, bifurcation and crossover. Normal case means that only a single vessel
appears. A bifurcation case exists when one single vessel is divided into two branches.
The case of crossover means that one vessel overlaps another in a different direction. My
proposed construction algorithm works well with normal and bifurcation vessels. However,
special treatment is needed on the crossover case for a correct estimation on vessel width
around the crossover area. Therefore, prior to the vessel construction procedure, all crossover
regions are identified first. A seed point is regarded as a crossover point when it has four
connected neighbouring seed pixels. A circle is then drawn around this point on the map in
order to obtain the crossover region. The radius of this circle is the half width of the widest
expected vessel (w0/2), which is shown in Fig. 4.8.
The major vessel network are constructed as described in Algorithm 1. At a given seed
point, its cross-sectional profile g is extracted from the preprocessed retinal image Ien along a
scanline perpendicular to the current direction θk (see Fig. 4.9). The profile vector g is set as
follows:
g[i] = Ien[x+(i−w−1)cosθk,y− (i−w−1)sinθk], i = 1, . . . ,2w+1 (4.9)
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Algorithm 1 Refining vessel width
1: for each seed point (x,y) do
2: Check to see if it has been tracked before through the same direction
3: Initialise its cross-sectional profile g according to Eq. 4.9
4: This cross-sectional profile g is refined by SSA
5: Calculate its vessel intensity level vk and background intensity level bk according to
Eq. (4.10) and (4.11)
6: Calculate the vessel threshold ∆k = (vk +bk)/2
7: for each point on both sides of (x,y) in g do
8: if its intensity level equal to or less than ∆k then
9: This pixel is regarded as the vessel point
10: end if
11: end for
12: The vessel edge points (Ek1,Ek2) are determined, the current vessel half width rk is
updated.
13: if |rk− rk−1|> 0.5× rk−1 then
14: The construction procedure will be stopped
15: else
16: The tracking point is also updated to the next seed point
17: end if
18: end for
where g[i] is the i-th element of profile vector g. (x,y) denotes the position of the current
seed, w is the half width of profile g. To deal with the complex geometrical features of the
retinal blood vessel, the size of profile g should be dynamic and self-adapting during this
process. When the diameter of a vessel increases, the profile should be enlarged to cover the
potential position of the new edge points. When its diameter decreases, it should be reduced
to avoid inaccurate detection, such as mistaking a pixel on another nearby vessel as a point
of the current vessel. Therefore, w = 2rk +1. θk is direction between the current point and
one seed point ahead at a distance dk pixels (dk in Eq. (4.8)).
To avoid the local intensity variations, this profile vector g is also refined by using the SSA
method which is provided in Section 4.2. Its window size is set to rk. After using SSA, vessel
intensity level vk is identified by the average intensity of the 2rk +1 pixels in g centred at the
current point, while the remaining pixel values in g are averaged to estimate a background
intensity level bk, as shown in Equation (4.10) and (4.11).
vk =
1
2rk +1
w+rk+1
∑
i=w−rk+1
g[i], (4.10)
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𝐸𝑘2
Fig. 4.9 Geometric illustration of constructing the width of blood vessel. rk is the half width
of vessel, w is the half width of the cross section profile of g, θk is the current tracking
orientation, and red dots are edge points Ek1 and Ek2 .
bk =
1
2(w− rk)(
w−rk
∑
i=1
g[i]+
2w+1
∑
i=w+rk+2
g[i]), (4.11)
The whole construction procedure is repeated for each seed point in the seed distribution
map. This process will be terminated at the boundary point of crossover regions (Mk). The
another boundary point (Mk+1) at distance w0 pixels ahead is regarded as the next seed point
for continuing to construct the vessel network. When vessel widths of each side are known,
their edges of the crossover vessels are then estimated by linking the edge points of boundary
points (E1k to E1k+1 and E2k to E2k+1) and filling the gap between these boundary points.
4.3.6 Uncovering Vessel Segments
Since vessels are connected and form a binary tree-like structure, a traceback mechanism is
used to reconstruct the vessel network from each endpoint. This process is to uncover the
vessel points not detected in previous stages.
Given an endpoint, 2rk + 1 parallel cross-sections of vessels is created, as shown in Fig.
4.10. This area will always span the whole width of the vessel. The half width rk of the
current endpoint can be obtained from the previous construction procedure. The orientation
θk could be defined by calculating the direction between the current point and one seed point
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current location 
𝑥, 𝑦 , 𝜃𝑘
4𝑟𝑘 + 3
2𝑟𝑘 + 1
Fig. 4.10 Geometric illustration of uncovering vessel segments. The black regions are
extracted vessels, the grey ones are the missing vessel segments. (x,y) is the position of the
endpoint. The black box is search window for new vessels, which is made of the w parallel
cross sections of blood vessel, the red line is i-th column of parallel cross sections along the
searching direction θk.
at a distance dk pixels after. Each single cross-section g is built by Eq. (4.9) as a vector of
intensities of length 4rk+3 with orientation θk, and then they are refined by the SSA method
again to remove the local intensity variations.
For each column of parallel cross-sections as shown in Fig. 4.10 (red lines), the average pixel
values gµ are calculated. The vessel pixels and their edge points are then identified in gµ as
described in line 4-16 of Algorithm 1. The new vessel endpoint is obtained and then used to
track the new vessels. The whole searching procedure is repeated for all the endpoint of the
previous obtained vessel network. The procedure will be stopped when the current state is
outside the image field or it satisfies those stopping criterion in Algorithm 1.
4.4 Experiments and Results
To assess the overall performance of proposed vessel segmentation method, I performed
the following three sets of experimental evaluations. In the first experiment, the proposed
method was compared with other existing methods. In the second experiment, abnormal
images with bright and red lesions from the STARE dataset were used for understanding
the performance of proposed method. In the third experiment, the proposed method was
tested on large scale data collected from various population groups (countries) where diverse
pathological cases present to the system.
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4.4.1 Experiments and Evaluations
In order to evaluate the performance of the proposed method the resulting segmentation was
compared with its corresponding ground-truth image. The ground truth image is represented
by manual generation of a vessel mask in which any pixel is classified as either vessel or
surrounding background. The true positive (TP) refers to pixels correctly detected as blood
vessels, true negative (TN) refers to those correctly detected as non-vessels, and false positive
(FP) and false negative (FN) refer to those wrongly detected as vessels or non-vessel pixels.
In this work, the proposed method was evaluated in terms of sensitivity (SN), specificity (SP),
positive predictive value (PPV) and accuracy (Acc). SN and SP indicate the ability to detect
vessel pixels and nonvessel pixels, respectively. PPV is the proportion of pixels classified as
vessel pixels which are true vessel pixels. Finally, Acc provides the ratio of the total number
of correctly classified pixels (TP and TN) by the total number of pixels in a fundus image.
4.4.2 Key Parameter Setups
In this work, I experimented on three sets of data, i.e. DRIVE, STARE and Moorfields Eye
Hospital datasets. Images from different datasets were automatically resized and cropped
by bilinear interpolation, to similar resolutions (range from 565×584 pixels to 700×605
pixels) so that the fundus image areas are similar in size.
I used training images from a set of five images taken from each dataset for deciding the
parameters of the proposed method. The following gives details of various parameter setups
as well as additional experiments to justify some of my design choices.
During SSA, a sufficiently large window length l can effectively remove noise and preserve
the original patterns of different objects. Selecting a proper window length relies on a priori
knowledge of the application of the problem. Theoretically, l should be larger than the
expected vessel width. Furthermore, large l results in increasing the computational time. In
my experiments, l was set to the same value with the expected vessel width w0.
To find the optimal values for the expected vessel width w0, the contribution ratio δ in
Equation (4.4), α in Equation (4.5) and noise threshold sr, the optimisation scheme is
performed on the training set. These four parameters are used for removing the false vessel
segment candidates. Table 4.2 lists the first, second and third rank of the parameters based
on the percentage of extracted vessel central pixels and noise fragments. w0 = 12, δ = 0.98,
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Table 4.2 Comparison of the results of initial seed detection using different values of δ in
Equation. (4.4), α in Equation. (4.5) and sr
w0, δ , α , sr The percentage of extracted vessel central pixels The number of noise pixels
12, 0.98, 1.2, 15 71.3% 106
12, 0.98, 1.2, 13 73.2% 854
16, 0.93, 1.5, 15 70.9% 1255
Table 4.3 Segmentation performance of the proposed method for the testing images by using
different filtering methods.
Filtering methods The percentage of extracted vessel central pixels The number of noise pixels
Original profiles 66.4% 3140
Median filters (M = 7) 62.1% 824
PCA 70.4% 654
SSA 71.3% 106
α = 1.2 and sr = 15 gave the least number of noise fragments. These values were applied to
all other experiments described in this paper.
The benefit of applying SSA is to highlight the vessels’ patterns and minimise the effects of
noise. To demonstrate this, I compared SSA with other approaches of similar nature, such as
median filter and PCA. Fig. 4.11 visualises these approaches against the original intensity
profile for addressing a central vessel reflex case. The filter size of the median filters is very
sensitive to the intensity changes in candidate objects. Using small size cannot remove the
noise and larger ones will lose vessel pattern. I applied an optimisation method to obtain
the optimal size of median filter (M = 7) for this experiment. As shown in Table 4.3 and
Fig. 4.11, the performance based on SSA outperformed the rest of profiling approaches.
Unlike other signal decomposition methods (such as PCA), SSA, by changing the embedding
dimension (the window size l) a lower decomposition error is obtained.
4.4.3 Performance Measures
Comparison with the state-of-the art methods: Fig. 4.12 shows the segmentation results
of retinal images from the DRIVE and STARE database by using different methods. The
first column illustrates original fundus images from the DRIVE and STARE database. The
manual segmentations by the first observer are shown in the the second column. The third
and fourth columns show the results by using a supervised method [33] and the matched
filter method [37], respectively. The outputs from the proposed approach are given in the last
column. As shown in Fig. 4.12, a supervised method [33] can extract more thin vessels from
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Fig. 4.11 The comparison between the cross-section profile of a central vessel reflex for
different approaches.
the normal retinal images, and the matched filter method can extract retinal vessels from both
normal and abnormal images. However, the segmentation results of these two methods are
usually discontinuous and contain some incorrectly detected vessels. The proposed algorithm
can detect more connected vessel network from the retinal images and less false vessels on
the DRIVE and STARE database.
In order to compare the approach with other retinal vessel segmentation methods, Acc, SN
and SP are used as measurements of method performance. Tables 4.4 and 4.5 show the
performance comparisons on the DRIVE and STARE databases, respectively. Comparing
with other image processing based methods and most of the learning based methods, the
proposed method demonstrates high accuracy, sensitivity and specificity.
Abnormal image analysis: STARE dataset contains 10 retinal images with red lesions
such as microaneurysms or haemorrhages and bright lesions such as exudates or cotton-wool
spots. In Table 4.6, I compare the segmentation performance of all existing methods with
the proposed approach on the these retinal images. The proposed method outperforms all
other methods except the perceptive transform based method by Lam et al. [107] and the
iterative vessel segmentation method by Roychowdhury et al. [39]. In order to guarantee
that any pathological object is regarded as the blood vessel, the proposed tracking scheme
will be stopped before reaching the connected regions between vessels and the pathological
signs. This lead to the proposed method got some false negative detections around these
regions. However, the proposed method achieve a high SP (Table 4.5), which means it is
more sensitive for non-vessel objects, such as background noises and pathological diseases.
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Fig. 4.12 The comparison between different vessel segmentation methods for retinal images
from the DRIVE database (White regions are correctly segmented vessels; Green regions are
missing vessel parts; Purple regions are false vessel segmentations). The first row: original
fundus images, the second row: manual segmentation results, the third row: the vessel
segmentation results of the supervised method, the fourth row: the vessel segmentation
results of the matched filter method, the last row: the segmentation results of the proposed
approach.
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Table 4.4 Segmentation performance of the different methods for the DRIVE dataset.
Method Acc SN SP
Second human observer 0.9473 0.7761 0.9725
Mendonca and Campilho [23] 0.9452 0.7344 0.9764
Jiang and Mojon [98] 0.9212 - -
Zhang et al. [37] 0.9382 0.7120 0.9724
Martinez-Pere et al. [104] 0.9344 0.7246 0.9655
Roychowdhury et al. [39] 0.9490 0.7390 0.9780
Marin et al. [35] 0.9452 0.7067 0.9801
Niemeijer et al. [105] 0.9417 0.6898 0.9696
Staal et al. [15] 0.9442 0.7194 0.9773
Ricci and Perfetti [34] 0.9595 - -
Soares et al. [33] 0.9446 0.7230 0.9762
You et al. [106] 0.9434 0.7410 0.9751
The proposed method 0.9507 0.7319 0.9828
Table 4.5 Segmentation performance of the different method for the STARE dataset.
Method Acc SN SP
Second human observer 0.9354 0.8949 0.9390
Mendonca and Campilho [23] 0.9440 0.6996 0.9730
Hoover et al. [16] 0.9267 0.6751 0.9567
Zhang et al. [37] 0.9483 0.7171 0.9753
Martinez-Pere et al. [104] 0.9410 0.7506 0.9569
Lam et al. [107] 0.9567 - -
Roychowdhury et al. [39] 0.9560 0.7320 0.9840
Marin et al. [35] 0.9526 0.6944 0.9819
Staal et al. [15] 0.9516 0.6970 0.9810
Ricci and Perfetti [34] 0.9646 - -
Soares et al. [33] 0.9480 0.7103 0.9737
You et al. [106] 0.9497 0.7260 0.9756
The proposed method 0.9589 0.7280 0.9899
In addition, I calculated the computational complexity of these methods by using the big-O
notation (O). As all segmentation methods need some pre- and post-processing, I decided
to calculate the computational complexity of the main vessel extraction only, while the
complexity of the other parts is neglectable. Let n is the number of pixels for the input image,
and define t as the expected vessel width which we would like to detect. For region growing
or tracking based method, N is the number of extracted vessel seeds. With these parameters,
we can describe the complexity of the important components used in these algorithms. Table
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4.6 shows the complexity of the machine learning based approach is likely to be higher when
compared to the adopted implementation of the region growing or tracking based algorithms.
Table 4.6 Results on the abnormal retinal images in the STARE dataset (n is the number of
pixels for the input image, t is the expected vessel width, N is the number of extracted vessel
seeds)
Method Acc Time Complexity
Mendonca and Campilho et al. [23] 0.9426 2.5-3 mins O(nt)
Soares et al. [33] 0.9425 3 mins O(n2)
Jiang and Mojon [98] 0.9352 8-36 s O(n)
Vermeer et al. [108] 0.9287 - O(nt)
Marin et al. [35] 0.9510 90 s O(n2)
Lam and Yan [109] 0.9474 8 mins O(nt2)
Lam et al. [107] 0.9556 13 mins O(nt2)
Roychowdhury et al. [39] 0.9535 3.87 s O(Nt)
The proposed method 0.9529 2 mins O(nt)
Table 4.7 Performance measure of the proposed method on Moorfields Eye Hospital dataset.
Database Acc SN SP
Mongolia 0.9415 0.7210 0.9781
Kenya 0.9530 0.7782 0.9786
Botswana 0.9368 0.7285 0.9818
Norway 0.9350 0.7097 0.9808
UK 0.9518 0.7520 0.9782
China 0.9321 0.7122 0.9482
Saudi Arabia 0.9222 0.6722 0.9882
Italy 0.9498 0.7256 0.9782
Lithuania 0.9444 0.7145 0.9725
Germany 0.9416 0.6895 0.9655
Average 0.9411 0.7206 0.9751
Moorfields Eye Hospital dataset analysis: The proposed method was tested for scalabil-
ity across diverse images from various ethnic groups. I selected 300 digital colour fundus
images from a large dataset (30,285 images), and generated the ground truth for these images
by trained observers. The different types of images with various diseases and those inherent
variations are present in this testing dataset. The manual annotations were used to evaluate
the performance of the proposed method. Tables 4.7 illustrates the performance metrics
of the proposed segmentation methodology for various ethnic groups. It is observed that
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Vessels with central reflex 
Fig. 4.13 Segmentation results in the presence of central vessel reflex.
Fig. 4.14 Segmentation results in the presence of tortuous vessel.
Fig. 4.15 Segmentation results in the presence of lesions.
the average accuracy for all the datasets is approximately equal to 0.9411, and the average
SN and SP are 0.7206 and 0.9751 respectively. The results indicate the high accuracy and
reliable performance of the proposed approach in retinal images from the various populations.
Besides, I also evaluated the performance of the proposed image quality assurance method. I
achieved a 99.20% accuracy for filtering the good and poor image quality.
Discussion: Many methods have been previously proposed for retinal vessel segmentation
however several challenges remain to be adequately addressed. Firstly, ensuring connectivity
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of the vessel network. Secondly segmentation in the presence of a central vessel reflex.
Thirdly segmentation of tortuous vessels and finally segmentation of vessels in the presence
of retinal lesions.
Fig. 4.12 illustrates the progress the proposed algorithm has made with regard to these
challenges: The vessel network is well with less false segmented vessels in the DRIVE
and STARE datasets, even in the presence of bright retinal lesions. To demonstrate the
effectiveness of the algorithm in the presence of a central vessel reflex and tortuous vessels, I
have selected two sub-images from the Moorfields Eye Hospital dataset (Fig. 4.13 and 4.14).
The vessels in these regions are all correctly constructed by the proposed method. In Fig.
4.15, I have shown segmentation of the vessels from a retinal photograph containing diabetic
retinopathy, where the haemorrhages connected with the vessels. The segmentation results
are not significantly influenced by the presence of the lesions.
4.5 Conclusion
In this study I describe a novel effective method for vessel segmentation. I applied a basic
SSA method to reconstruct the profiles of retinal images with minimum inclusion of noise.
Local vessel properties are then regarded as criteria to obtain the vessel centrelines and
construct the whole structure of the vessels.
Compared with other systems for vessel detection, there is a significantly reduced number of
false vessel segments even when pathological lesions are present in the retina. When tested
on retinal photographs from patients of a wide range of ethnic backgrounds, the proposed
algorithm also demonstrated higher accuracy, sensitivity and specificity as well as reduction
in false vessel segmentation compared to others.
Moreover, the morphological properties of vessels are recorded during the tracking pro-
cedure: This information is useful because it could potentially indicate the presence of
pre-proliferative (R2) diabetic retinopathy and other ophthalmic and systemic cardiovascular
diseases.
I also achieved robust vessel detection from retinal images captured using a range of photo-
graphic systems each with a different resolution and image quality.
Although the proposed method demonstrated good performance, I identified two types of
error that need to be addressed in the future:
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1. The erroneous segmentation of some retinal structures such as the boundaries of the
optic disc and some pathological lesions (such as exudates). Since their edges and
structures often have properties similar to blood vessels, they can currently be confused
for vessel pixels.
2. The partial or complete absence of thin vessels: SSA generated profiles highlight the
vessel information and minimise the impact from noise. However, the very small
differences between thin low-contrast vessels and their surrounding backgrounds can
still prevent extraction of small vessels.
The average processing duration of the proposed algorithm is acceptable at less than two
minutes for a DRIVE image, and less than three minutes for a STARE image on a computer
equipped with Intel Core i5 processor running at 2.2 GHz. The algorithm is currently
implemented using MATLAB.

Chapter 5
Localising Microaneurysms in Fundus
Images Through Singular Spectrum
Analysis
Reliable recognition of microaneurysms is an essential task when developing an automated
analysis system for diabetic retinopathy detection. In this chapter, I propose an integrated
approach for automated microaneurysm detection with high accuracy. Candidate objects
are first located by applying a dark object filtering process. Their cross-section profiles
along multiple directions are processed through singular spectrum analysis. The correlation
coefficient between each processed profile and a typical microaneurysm profile is measured
and used as a scale factor to adjust the shape of the candidate profile. This is to increase
the difference in their profiles between true microaneurysms and other non-microaneurysm
candidates. A set of statistical features of those profiles is then extracted for a K-Nearest
Neighbour classifier.
Many reported MA extraction approaches have difficulty in extracting MAs that are located
close to blood vessels and discriminating MAs from the most common interfering structures
such as vessel crossings and elongated haemorrhages. The proposed method is able to
address these problems. In addition, I tested the proposed approach on large scale data from
eight populations where diverse pathological cases present to the system in addition to those
inherent variations during the image acquisition process.
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5.1 Proposed Method
The proposed method is performed on the green channel of retinal images as MAs, haemor-
rhages and vessels normally present the highest contrast against the surrounding background
in this colour channel [16]. MA detection is divided into preprocessing, candidate extraction
through multilayered dark object filtering, candidate cross-section profile analysis based on
SSA, feature extraction and classification. The details of these stages are provided in the
following sections.
5.1.1 Image Preprocessing
Preprocessing attenuates the effects of noise and preserves the true information of MAs. A
Gaussian filter is applied to the green channel Ig to enhance the small and dark structures,
resulting in a filtered image Igg as shown in Fig. 5.1 (b). The Gaussian filter (width =
3,variance= 1) removes many tiny structures occurring as a results of noise while preserving
those corresponding to MAs or vessels.
In addition, when bright lesions or regions are close together, the small gaps between them
can be wrongly recognised as MAs in the later stages of the processing [65]. In order to
prevent these false positives (FPs), a shade correction algorithm [25, 110] is extended to
remove any bright region from image Igg.
1. First, estimate a background image Ibg (Fig. 5.1 (c)) by applying a median filter
(35×35) to Igg.
2. Subtract Ibg from Igg to obtain image Isc (Fig. 5.1 (d)). Any pixel in Isc that has a
positive value means, in Igg, the corresponding pixel has higher intensity value than
its neighbouring retinal background intensity. These pixels are used to locate bright
regions in Igg.
3. All bright pixels in Igg indicated by Isc are replaced by the values of their corresponding
pixels in Ibg resulting in an image Ipp (Fig. 5.1 (e)).
Since this process removes bright regions (including bright lesions) from Igg, it also removes
the ambiguity when bright lesions or regions cluster together causing the gaps among them
to be considered as MAs. Those pixels in Isc with a negative or zero value are processed for
candidate extraction in the next stage.
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(a) (b) 
(e) 
(d) (c) 
(f) 
Fig. 5.1 (a) The original fundus image, (b) The green channel of the fundus image, (c) The
Gaussian filtered image of (b), (d) The estimated background image Ibg, (e) Shade correction
image Isc was accomplished by subtracting the median filtered image Ibg from Igg; The white
parts indicate bright regions (including bright lesions), and (f) The preprocessed image Ipp
(the bright pixels in Igg indicated in Isc are replaced by the values of corresponding pixels in
Ibg).
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5.1.2 Candidate Extraction Using Multilayered Dark Object Filtering
Candidate extraction is a process which aims to identify any object in the image showing
MA-like characteristics. These candidates will then be further analysed or classified into
MAs and non-MAs. Previous reported approaches utilised different characteristics of MAs
to extract MA candidates. In [62, 65, 111], a morphological transformation such as top-hat
was employed to eliminate the vasculature from a retinal image aiming to leave possible MA
candidates untouched. These methods were able to extract those isolated MAs away from
other dark objects including vessels. However, when an MA is next to other dark objects, it
was often not detected but considered as part of the neighbouring objects. In [64], a pixel
was regarded to be a local maximum (in an inverted image) if its eight-neighbouring pixels
have lower or the same intensity. The use of these local maxima made it easier to obtain
more MAs. However, it also brings in much more common interfering structures as MA
candidates such as vessel crossings as well as many small background regions due to high
local intensity variation.
I have largely addressed these limitations by using a multilayered dark object filtering method.
After preprocessing, all pixels (x,y)with negative values in Isc are regarded as initial positions
to examine dark objects in image Ipp, which include vessels, dark lesions and noise. Inspired
by [48], which was initially proposed for identifying vessel candidates, I estimate the position
of a given dark pixel O(x,y) within a dark object by examining all its neighbours’ darkness
through calculating a connected neighbourhood strength, defined by Eq. (5.1):
pi(x,y,θi) = Ipp(x+η1−η2w,y+η2+η1w)
+Ipp(x+η1+η2w,y+η2−η1w)
−2Ipp(x+η1,y+η2), (5.1)
η1 = sgn(cosθi), η2 = sgn(sinθi),
i = 1, . . . ,8,
sgn =

−1 if x < 0,
0 if x = 0,
1 if x > 0
where θi is the clockwise angle from x-axis to the vector OCi as illustrated in Fig. 5.2. Ci is
one of the eight-connected neighbours of pixel O (x,y). In Fig. 5.2, L and R are equidistant
pixels from Ci along the line perpendicular to OCi. Their distance from Ci is defined by w
as illustrated. Since an MA has lower intensity values than its surrounding background, pi
should have a positive value if the neighbouring pixel Ci is part of it. On the other hand, if
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Fig. 5.2 The estimation of the connected neighbourhood strength: pi = Ipp(L)+ Ipp(R)−
2Ipp(Ci), where Ipp(X) is the intensity at pixel X . O is the current pixel to be considered, Ci
is one of its eight neighbouring pixels. L and R are equidistant pixels from Ci along the line
perpendicular to OCi. Their distance from Ci is defined by w as illustrated.
the neighbouring pixel belongs to retinal background regions, pi should be close to zero or
negative. In principle, w should be large enough so that L and R are outside MA candidates.
The distance between L and R is the estimated cross-section width of small dark objects,
which is controlled by w. In the experiments, w was set to 3 pixels.
All pixels (x,y) with negative values in Isc are processed sequentially according to Eq. (5.1)
to produce a confidence map as described in Algorithm 2. Fig. 5.3 shows the process of
generating a confidence map.
In order to ensure only the pixels sufficiently darker than their background are chosen, the
connected neighbourhood strength is thresholded (line 3, 6 in Algorithm 2). This threshold
is denoted as δ = µ + kσ , where µ and σ are the mean and the standard deviation of the
connected neighbourhood strengths of all negative valued pixels indicated by Isc. In this
study, k was fixed to 1.
As shown in line 5-14 in Algorithm 2, if a pixel O(x,y) has Nx,y neighbouring pixels that
have strength greater than δ , it will appear in candidate layers 1 through Nx,y. If all of its
neighbouring pixels’ strengths have higher values than δ , the current pixel will appear in all
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Algorithm 2 Multilayered dark object filtering
1: Process all candidate pixels in Ipp which are negative value in Isc
2: For each candidate pixel O (x,y), calculate each of its eight connected neighbourhood
strength pi in Ipp according to Eq. 5.1
3: Calculate the global threshold δ = µ+ kσ for all pi
4: Create 8 empty binary images as initial candidate layers M j ( j = 1 . . .8)
5: for each pixel O (x,y) do
6: Count the number (Nx,y = 0 . . .8) of its neighbours whose strength pi is larger than δ
7: if Nx,y > 0 then
8: for j = Nx,y; j >= 1; j−− do
9: Include the pixel O (x,y) in the jth layer M j
10: end for
11: else
12: The pixel O (x,y) cannot appear at any layer
13: end if
14: end for
15: Create another empty binary image as the final confidence map Ibin
16: for each individual layer M j ( j = 1 . . .8) do
17: Find connected components as candidate objects
18: if the size of a candidate object as smaller than ∆ then
19: Add this candidate to the final confidence map Ibin
20: end if
21: end for
22: Remove any object (connected component) in Ibin that is greater than ∆
a b 
c 
d 
e 
f 
g 
h i 
Fig. 5.3 The process of generating the confidence map. (a) Ipp; (b) A part of Ipp; Sample
confidence layers M j: (c) M1, (e) M3, and (g) M5 for the same region in (b); (d), (f) and
(h) are corresponding confidence layers after removing larger objects; (i) Final combined
confidence map superimposed on (b).
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layers. On the contrary, if none its neighbours’ strengths are higher than δ , this pixel cannot
appear in any layer.
• A higher Nx,y value means pixel O(x,y) has more darker neighbours, i.e, the dark pixel
(x,y) itself is more likely in the middle of a dark object.
• A lower Nx,y means pixel O(x,y) is more likely to be on the edge of a dark object.
• As the confidence layers M j are generated based on the number of connected dark
neighbours, lower layers (lower j) such as that in Fig. 5.3 (c) (M1) contains more pixels
at the edge of a large dark object. These include those true MAs right next to the vessel
network. These MA pixels, however, may have been merged into the neighbouring dark
objects together with those retinal background pixels between MAs and neighbouring
objects. This is due to less constraints on the connected neighbourhood strength in this
layer. Those isolated MAs further away from other dark objects will easily be obtained
at this layer. In addition, some low contrast MAs can only appear in lower layers.
• Higher layers (higher j, such as M5 in Fig. 5.3 (g)) contain more small but well
separated candidates even if they are very close to another object. This layer tends to
miss those low contrast MAs, but may include small vessel fragments.
• Fig. 5.3 (c), (e) and (g) show the instances of such confidence layers ( j = 1,3 and 5).
The dark pixel information in different layers complements each other and is combined
later in the final confidence map.
Any candidate object in each layer that is too large to be an MA is removed (lines 16-21
in Algorithm 2). To determine a threshold ∆ (∆= 100), an observation was made based on
the average MA lesion size in the training set. The remaining objects include a number of
MAs and small vessel fragments (Fig. 5.3 (d), (f) and (h)). To obtain a higher number of true
positive candidates, all remaining pixels in each layer are combined into a final map in the
binary image Ibin. Then, all candidate objects in the form of connected components in Ibin
are validated again. Those larger than ∆ are removed. Integrating all layers can sufficiently
reduce false MA candidates and extract more dark lesions located close to the vasculature.
Fig. 5.3 (i) visualises all candidates when superimposing Ibin on Ipp. The connected pixels
on the map indicate positions of MA candidate objects.
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5.1.3 Extraction of SSA-Based Cross-Section Profiles
The candidate objects on the confidence map may include MAs and the most common
interfering objects, such as vessel crossings, retinal haemorrhages and small vessel fragments.
Since these extracted candidates indicate the positions of the actual objects, region growing
techniques [25, 65, 110] could be used to obtain the actual shape of the objects. However,
this procedure can encroach into neighbouring MAs and other objects and it highly depends
on the local threshold setup.
To avoid this situation, I use the candidates’ profiles to extract a set of statistical features
that can discriminate true MAs from non-MAs. An intensity profile is a sequence of pixel
intensities when scanning an image along a certain direction. As the intensity profiles across
MA objects have local minima, they can be modelled as an inverted 2D Gaussian shape. An
understanding of the intensity profiles of an MA in an image plays an important role for an
effective separation between the MA and other similar objects. Work based on cross-sectional
scanning of pixel intensities was been reported in [64, 112]. A limitation in the published
methods is that many small vessels or vessel crossings can lead to spurious MAs. The
proposed approach based on singular spectrum analysis has largely overcome this limitation
by considering candidate objects’ major axis when constructing their profiles. According to
my observations, the major axis has significant difference in their profiles between circular
structures (such as true MAs) and elongated structures (such as small vessels or vessel
crossings). The different directions of cross-section lines can be denoted as:
α[i] = β +
180◦
n
× i, i = 1, . . . ,n (5.2)
where α[i] is the ith direction of the cross-section scanning lines, β is the angle between
the major axis of the candidate object and x-axis and n is the total number of profiles to be
generated. In my implementation, n was set empirically to 12. I do not need to consider
extra directions of profiles, since this proposed approach can ensure that the cross-section
lines contain the major axis and the minor axis of this object. Fig. 5.4 illustrates how the
cross-sections are established.
The choice of cross-section length (r as indicated in Fig. 5.4) also affects the detection
outcome. Through experimental observation, I chose r = 31. This is in line with what was
suggested by Lazer and Hajdu [64]. Based on the above setup, 12 sets of profiles of 31 pixels
along 12 directions for each candidate object can be obtained.
5.1 Proposed Method 77
𝜷 
𝟏𝟓𝒐 
𝒓 
𝑪𝒓 
Fig. 5.4 There are 12 cross-section directions for profile analysis. The length of pixels for
each direction is r. The red ellipse is the candidate object; the solid black lines are the axes
of the object and Cr is its centroid. β equals the angle between the horizontal line and the
major axis of the candidate.
SSA [113] is able to decompose these profile series and then reconstruct them in order to
remove the noise and enhance meaningful signals. After applying SSA, the key characteristics
and differences between the profiles of MAs and non-MAs are more prominent. A comparison
of the different filtering methods is given in Section 5.2.1.
A brief description of the SSA technique has been described in Section 4.2. Two comple-
mentary steps of the basic SSA algorithm include decomposition and reconstruction. In
decomposition stage, the cross-sectional intensity profile f with length r is mapped into an
l× k matrix by applying the embedding operation in Eq. 4.1. In my implementation, the
window length l was empirically set to half of r (l = 15). By application of SSA the original
data can be decomposed into a set of principal components (PCs). My objective is to denoise
and obtain the key profiles of MA candidates. Since the eigenvalues in the decomposition
step are equal to the variance of the signal in the direction of their corresponding PCs, the
smallest eigenvalues are regarded as noise and the largest eigenvalues belong to the signal
subspace. Sanei et al. [101] mentioned that the first few eigenvalues often carry the maximum
energy of the data. After testing on many images, I observed that λ1 ≫ λ2. Hence, the first
eigenvector u1 for reconstruction is chosen.
Due to the local variation, some retinal background regions, as well as the junctions or cross-
ings of very fine vessels are extracted as MA candidates in the previous dark object filtering
stage. Fig. 5.5 shows the SSA-based scanning profiles of an MA, a retinal background region,
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an elongated haemorrhage and a blood vessel crossing. As shown in Fig. 5.5 (a), unlike
those non-MA objects, the MA profiles show an obvious inverse Gaussian-like extremum
in all directions. In contrast, the sets of profiles in Fig. 5.5 (b), (c) and (d) are shallower
and less regular. Comparing these non-MA profiles, the MAs can be discriminated from the
most common interfering structures through analysing the respective sets of profiles of the
candidate objects. For example, Fig. 5.5 (c) and (d) show that the extracted cross-sections
contain the major and minor axes of the object. These filtered SSA profiles will provide the
basis to extract the necessary features for classifying the candidate objects into MAs and
non-MAs.
5.1.4 Feature Extraction and Classification System
As compared to those works that focused on pure pixel intensity profiles, SSA generated
profiles further highlight the candidate object information and minimise the impact from
the noise. After observing SSA-based profiles, I found the shapes of MA profiles are more
similar in all directions than those of non-MAs. In order to increase the difference between
MAs and non-MAs, a dissimilarity score was assigned to each cross-section profile of a
candidate object.
A correlation coefficient formula is used to calculate the dissimilarity score between an
estimated MA profile and each of the 12 scanning profiles fr. A Gaussian function G is used
to generate the estimated cross-section of MA which exhibits a Gaussian shape:
G = ( frc− frb) e
− d
2
E
2σ2f + frb (5.3)
where frc and frb are the mean values of the pixel intensities of the region inside and outside
the MA candidate in Ipp, dE is the distance between the centroid of the candidate region and
a point K within the region, and σ f defines the spread of the estimated profile and is set to
the value equal to half of the local candidate’s radius. An estimated intensity profile of a
given MA candidate is shown in Fig. 5.6.
The correlation coefficient (cc) is then used to measure the similarity between an MA
candidate and the Gaussian function. This value varies within [−1,1]. The cc value will be
high if the two profiles match well and vice versa. This means a true MA candidate will have
high scores for its profiles along all cross-section directions, while non-MA candidates will
have lower scores for at least some of its profiles in respective directions. The correlation
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Fig. 5.5 The cross-section profiles of different objects. (a) an MA, (b) a retinal background,
(c) a haemorrhage (an elongated non-MA structure), and (d) a blood vessel crossing. The
white circles in the middle of the subimages indicate the actual cross-section scanning regions
with 31 pixel diameter.
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𝑓𝑟𝑐 − 𝑓𝑟𝑏 
Fig. 5.6 An estimated Gaussian shape. K is the current point, dE is the distance between this
point and local centre, 2σ f is the radius of local candidate, and frc− frb is the difference
between the mean values of the pixel intensities of the region inside and outside the MA
candidate in Ipp.
coefficient is denoted as:
cc =
∑i( fr[i]− fr)(G[i]−G)√
(∑i( fr[i]− fr)2)(∑i(G[i]−G)2)
(5.4)
where fr and G are mean values of fr and G, and i is the pixel point along the profile scanning
line, i = 1,2, . . . ,31. Each cross-section profile fr is scaled by its own dissimilarity score
(cc) and then a set of features is extracted from the new profile for classification. The scaled
profile fd is determined by:
fd[i] =
fr[i]
cc
, i = 1, . . . ,31. (5.5)
If the value of cc is close to one, the scaled profile fd should be similar to the original profile
fr; otherwise, fd will become more different from fr if cc is close to zero or negative. These
changes will enable the features to be more discriminating for classification of MAs and
non-MAs. Fig. 5.7 shows the comparison between the cross-section profiles with and without
being adjusted using their dissimilarity scores. Comparing with the original profiles (Fig. 5.7
(b), (c) and (d)), the variations between adjusted profiles for the same object (Fig. 5.7 (f), (g)
and (h)) are larger for non-MA candidates. The changes of the profile directly impact the
features for classification (see Section III for the classification performance with and without
such dissimilarity scores).
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(e) 
Fig. 5.7 Comparison of cross-section profiles with and without dissimilarity scores. (a)
SSA-based profile of an MA, (b)-(d) SSA-based profiles of non-MAs, (e)-(h) SSA-based
profiles with dissimilarity scores corresponding to (a)-(d). The values on the left show the
intensity scale.
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Fig. 5.8 A sample profile which shows increasing and decreasing slopes. slope_dec is the
start point of the decreasing slope, and slope_inc is the end points of the increasing slope.
The peak width is the spread of a profile.
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Once the profiles have been scaled, the slopes are defined as either increasing or decreasing
slopes based on whether the sign of the difference between sequential values of a profile is
positive or negative. Fig. 5.8 illustrates a graphical interpretation of the slopes on a scaled
profile. The peak width measures the spread of MA candidates in the considered direction,
denoted by wpeak = slope_inc− slope_dec. The values of slope_dec denote the start point
of the decreasing slope, and slope_inc corresponds to the end point of the increasing slope.
In total, 11 features are extracted from the scaled profiles for classification, they are:
(1) The mean and standard deviation (µwpeak and σwpeak) of the peak widths of all cross-
section profiles of the object.
(2) The mean and standard deviation (µhdec and σhdec) of the heights of decreasing slopes
of all cross-section profiles of the object.
(3) The mean and standard deviation (µhinc and σhinc) of the heights of increasing slopes of
all cross-section profiles of the object.
(4) The compactness of an object is denoted as: v =
√
(∑nj=1 d j−d)/n, where d j is the
distance from its jth edge point of slope (slope_inc,slope_dec) to the centroid of the
profile and d is the mean of the distance from each edge point to the centroid. Here n is
the total number of edge points (n = 24 in my implementation, as each candidate has
12 profiles, each profile has two edge pixels).
(5) The mean and standard deviation (µλ1 and σλ1) of the largest eigenvalues of all profiles.
(6) The mean and standard deviation (µr and σr) of the aspect ratio, r = λ1/λ2. λ1 and λ2
are the respective values of the first and second largest eigenvalues of a profile.
Features (1)-(3) are typical properties of Gaussian shaped profiles. They give information
about the sharpness and spread of the profiles and their difference from the surrounding
regions. Compared to some published cross-sectional approaches [64, 112], I added several
new features. The compactness of an object (Feature (4)) is regarded as an extra shape feature
to help remove elongated structures. Furthermore, some of the false positives come from
the region of the optic disc [64]. These MA-like structures have very high contrast in this
region. Features (5) and (6) are used to remove these MA-like objects. The largest eigenvalue
(Feature (5)) provides the object intensity level. Since the largest eigenvalue λ1 captures
most of the profile information and generally λ1 ≫ λ2, the aspect ratio (Feature (6)) indicates
the variation in a given profile. The aspect ratio has a higher value for true MA profiles
while a lower value means much less variation in a profile, which often belongs to retinal
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background or a large dark object, for example a blood vessel profile but running through the
vessel direction. Detailed value ranges of these features are given in Section III.
Using these features, I compared kNN, support vector machines (SVMs) and naïve Bayes
(NB) classifiers for classifying those candidates into true MAs and non-MAs. The ex-
periments showed that the kNN classifier gave the best performance. For the rest of the
experiment, kNN is used as the main classifier. Details of the classifier comparison are pro-
vided in Section III. The final outputs of the proposed approach include a set of coordinates
of detected MAs and their corresponding probabilities for being an MA.
5.2 Experiments and Results
5.2.1 Setups
In this work, I experimented on three sets of data, i.e. Retinopathy Online Challenge [61],
DiaretDB1 2.1 [21] and Moorfields Eye Hospital datasets. Images from different datasets
were automatically resized and cropped by bilinear interpolation, to the same resolutions of
those from the ROC dataset, either 768×576 (images of fundus with top and bottom parts
missing, such as Fig. 5.9 (c), (e), (f), (g) and (h)) or 1389×1383 (full fundus images, such
as Fig. 5.9 (a), (b) and (d)). The diameter of the circular fundus region in former resolution
is approximately 800 pixels and in later resolution is approximately 1300 pixels. Despite
their size and intensity variation, MAs are of similar properties so the algorithms developed
in this work are suitable for both types of images.
I used 50 training images from the ROC to choose the parameters and classifier of the
proposed method. While this public dataset has provided ground truth for MAs with their
pixel coordinates, I manually prepared non-MA training samples. The non-MA samples
contain the previously presented false positives, such as vessel bifurcations and crossings,
small disconnected vessels fragments and retinal haemorrhages. The final training sets
contain both true and false MA examples, including 336 MAs and 403 non-MA objects. I
made observations on this training set and noted the pixel properties of key dark objects as
shown in Table 5.1. These observations helped us to establish object size references for all
processing. The following gives details of various experimental setups as well as additional
experiments to justify some of my design choices.
In the preprocessing stage, in order to enhance the small and dark objects that correspond
to MAs, the size of a Gaussian filter should be less than the MA’s diameter (5−10 pixels).
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(a)
(b)
(e)
(d)
(c) (g)
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(h)
Fig. 5.9 The first column with third show the retinal images from different populations. (a)
Kenya, (b) Botswana, (c) Mongolia, (d) China, (e) Saudi Arabia, (f) Italy, (g) Lithuania and
(h) Norway. The second and fourth column shows the corresponding detailed subimages
in the white boxes in the first and third column. Note that the images shown here were
preprocessed by removing the black borders around the field of view. All images have been
scaled to equal height for display.
Table 5.1 The details of the detected candidate objects of the training set
MA Haemorrhage Connected vessels others
Diameter 5-10 pixels any 1-25 pixels any
Area <85 pixels any >300 pixels any
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Table 5.2 Comparison of the results of candidate object extraction using different values of w
in Eq. (5.1) and k in Algorithm 2
w, k
Total number of extracted
candidate objects
Number of true MAs that
were missed
(Percentage of 336 MAs)
3, 1 3571 46 (13.7%)
3, 1.2 3123 54 (16.1%)
2, 1.5 8456 55 (16.4%)
In this study, the Gaussian filter (width = 3,variance = 1) was used. In the next step when
estimating the background image Ibg, based on the observations in Table 5.1, the size of the
median filter should be wider than the widest vasculature in retinal images. It was set to
35×35.
After preprocessing, a confidence map is generated by using Algorithm 2. To find the optimal
values for parameter w in Eq. (5.1) and k in Algorithm 2, an optimisation process was applied
on the ROC training set. The optimisation objective is the detection accuracy on the 50
training images. Table 5.2 lists the first, second and third rank of the parameters based on the
numbers of extracted candidate objects and missed true MAs. w = 3 and k = 1 gave the least
number of missed MAs. These values were applied to all other experiments described in
this paper. According to Table 5.1, a size threshold ∆ of 100 pixels was found to include all
true MAs. Most of the vasculature will be removed in Algorithm 2 as their sizes are larger
than 300 pixels, leaving the rest of candidates to be mostly small vessel fragments, small
haemorrhages and true MAs.
During SSA, I need to decide the cross-section length r and window length l in Eq. (4.1). If
r is too small, it is hard to distinguish MAs from haemorrhages and parts of the vasculature.
Furthermore, large r results in increasing the computational time. I varied the value of r on
the training data with all the odd numbers between 1 to 100 and found that 31 pixels gives
consistent results. Selecting a proper window length l relies on a priori knowledge about
the size characteristics of dark objects, such as MA, haemorrhages, retinal blood vessels and
noise. With regards to l, a sufficiently large window length can effectively remove noise and
preserve the original patterns of different objects. Theoretically, l should not exceed r/2.
In my implementation, l was empirically set to half of the length of cross-sections (l = 15).
Based on l and the SVD of the trajectory matrix (15×15), 15 ordered eigentriples in the
decomposition are obtained.
86 Localising Microaneurysms in Fundus Images Through Singular Spectrum Analysis
Fig. 5.10 The comparison between the cross-section profiles of (a) a background region and
(b) an MA using different approaches. Original profiles include the majority of the local
intensity variation. M is the size of the median filter. SSA can generate smoother profiles
and persevere the original patterns of candidate objects for both retinal background region
and MA.
The benefit of applying SSA is to obtain more smooth profiles and preserve the original
patterns of different types of candidates. To demonstrate this, I compared SSA with other
approaches of a similar nature, such as median filters (with an optimal size M = 7) and PCA.
Fig. 5.10 visualises these approaches against the original intensity profile for smoothing
two types of candidate profiles. Table 5.3 shows the sensitivities at 1 FP/image of various
classifiers using different profiling approaches including using just original profiles. Original
profiles include much local intensity variation. In order to characterise the main signal
and extract the features for classification, in the experiment when dealing with the original
profiles I ignored very small changes in them. I also duplicated another original profile based
approach proposed by Lazer and Hajdu [64], where the original profiles were thresholded
to eliminate noise or artefacts as well as small changes between consecutive values of the
profile and the slope height. The performance results based on the original profiles are shown
in the first two column in Table 5.3. The filter size of the median filters is very sensitive to
the intensity changes in candidate objects. Using a small size cannot remove the noise and
larger ones will lose MA pattern. In the experiment, the median filter size 7 gives the best
performance when using the filtered profiles for classification, compared with other sizes
between values 5-15. In PCA, the first PC is used to reconstruct the candidate’s profiles.
However, it retains more noise (Fig. 5.10 (a)) and cannot fully represent object patterns (Fig.
5.10 (b)). As seen in Table 5.3, the classification performance based on SSA outperformed
the rest of the profiling approaches.
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Table 5.3 The Sensitivities of various classifiers at 1 FP/image based on original profiles and
different smoothed profiles (1 FP/image means the sensitivity against 1 false positive per
image, M is the size of median filters)
Original
profiles
Lazer and Hajdu’s
method
Median Filter
(M = 7)
PCA SSA
kNN (k = 15) 0.1344 0.4154 0.3212 0.4045 0.4621
SVM 0.0934 0.3912 0.3011 0.3805 0.4461
NB 0.1143 0.3854 0.3151 0.3824 0.4470
In this research I aim to investigate the benefit of applying the whole process from preprocess-
ing to feature extraction for classification. It is not critical in terms of choosing any particular
classification. In order to choose one for this work, I compared the performances of kNN,
SVM and NB classifiers based on the features listed in Section II D. In this experiment, I
used the training data in the ROC dataset as it contains 50 images with pixel based ground
truth. Half of these images were used for training and the rest were used for testing. As seen
from Table 5.3, kNN outperformed the rest of the classifiers. In the following experiment, I
use kNN for MA and non-MA classification. kNN has also higher computation speed on
larger datasets. The benefit of using the proposed feature set is justified in the following
evaluation on various datasets when comparing with other systems. An initial examination
of the feature vectors for all ROC training data are given in Table 5.4.
The full training data of the ROC and the parameter setups discussed in this section have
been used in all evaluations as presented in the following section (no further training sets
were added for any experiment).
5.2.2 Evaluation on Various Retinal Image Datasets
Retinopathy Online Challenge: The Retinopathy Online Challenge is to compare the
capabilities of MA detectors under the same conditions. This dataset contains 50 training
and 50 testing images, and all MAs were annotated by human experts. These images were
acquired by three different cameras and had different resolutions and sizes, ranging from
768×576 to 1389×1383. The results of the proposed method are used to generate a free-
response operating characteristic (FROC) curve which plots the sensitivity against average
number of false positives (FP) per image. Fig.5.11 demonstrates the performance of the
proposed MA detection with and without the use of correlation coefficient scores. The final
score is measured by the average sensitivity with seven predefined FPs per image (1/8, 1/4,
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Table 5.4 Details of the feature vectors on the ROC training data. The second and fourth
columns are the minimal values for MA and non-MA objects, while the third and fifth
columns are their maximal values.
Feature MA non-MA
µwpeak 8.2681 18.1765 2.6983 29.2812
σwpeak 0.6208 2.8114 1.0810 7.4114
µhdec 14.0625 27.4260 2.1623 50.1281
σhdec 0.5078 3.1649 0.2522 13.9563
µhinc 15.0969 29.4434 1.2522 52.2541
σhinc 0.6259 4.4712 0.3122 14.1238
v 0 1. 3743 0.0469 3.7468
µλ1 220.4479 376.1231 2.0593 1326.1231
σλ1 18.3845 50.8667 16.1147 188.9481
µr 3.4279 6.2223 1.1556 4.3148
σr 1.0082 2.2382 1.8178 5.3178
1/2, 1, 2, 4, and 8 FP rate). The scores were measured independently by the Retinopathy
Online Challenge team after I submitted my results on the testing data.
Table 5.5 shows the ranked results of the various methods submitted to the ROC. The proposed
method obtained an average score of 0.464, which is slightly higher than other published
methods. Table 5.6 shows the sensitivities at seven specific FP rates by the proposed method,
an ensemble-based method [63] and a cross-section based method [64]. The proposed
method achieved higher sensitivity at low FP rates (1/8, 1/4, 1/2, 1 and 2 FPs/image), and
my overall FROC score is slightly higher. Although the ensemble-based method achieved
higher sensitivity at 4 and 8 false positives per image, according to Niemeijer et al. [61], the
false positive rate of 1.08 FP/image is regarded as an indication of ‘clinically acceptable’ FP
rate. Higher FP/image rates are not desirable in clinical practice.
DiaretDB1 2.1 Dataset: Many factors can influence the performance of MA detection,
such as their local contrast, colour and location. The proposed method was further evaluated
on different lesion categories in DiaretDB1 2.1 dataset. This dataset contains 89 uncom-
pressed retinal images with 1500×1152 resolution. Each MA was assigned into a different
lesion class (e.g., subtle, regular, obvious, in macula, near vessel or periphery). I used the
same setup for the ROC dataset and tested all images. Table 5.7 demonstrates the sensitivities
of the proposed method (without and with a correlation coefficient) at 1 FP rate for various
categories of MAs. It shows the proposed method can effectively recognise MAs. However,
some categories still have lower performance (i.e., subtle and periphery). Fig. 5.12 shows
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Table 5.5 Ranked results of the Retinopathy Online Challenge.
Team Score
1. Our proposed method 0.464
2. DRSCREEN [63] 0.434
3. Lazer and Hajdu [64] 0.424
4. Z. Fegyver 0.422
5. Niemeijer et al. [65] 0.395
6. LaTIM [66] 0.381
7. ISMV [67] 0.375
8. OKmedical II. 0.369
9. OKmedical [68] 0.357
10. Lazer et al. [69] 0.355
11. GIB Valladolid [70] 0.322
12. Fujita Lab [71] 0.310
13. IRIA-Group [72] 0.264
14. Waikato Retinal Imaging Group 0.206
Table 5.6 Sensitivities of the different methods at the predefined false positives per image in
the Retinopathy Online Challenge
1/8 1/4 1/2 1 2 4 8 Score
Our proposed method (with cc) 0.273 0.379 0.398 0.481 0.545 0.576 0.598 0.464
Our proposed method (without cc) 0.191 0.277 0.327 0.397 0.463 0.507 0.528 0.384
DRSCREEN [63] 0.173 0.275 0.380 0.444 0.526 0.599 0.643 0.434
Lazer and Hajdu [64] 0.251 0.312 0.350 0.417 0.472 0.542 0.615 0.424
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Fig. 5.11 FROC curve of the proposed method for the Retinopathy Online Challenge dataset.
(cc: correlation coefficient)
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Fig. 5.12 FROC curve of the proposed method and an ensemble-based method DRSCREEN
for the DiaretDB1 2.1 dataset.
the performance of the proposed method on the DiaretDB1 2.1 dataset, comparing with the
ensemble-based method [63].
Dataset from Moorfields Eye Hospital: The proposed method was further tested on the
dataset collected at Moorfields Eye Hospital, London. The images originally came from
different population based studies (such as Kenya (Fig. 5.9 (a), size: 3,008×2,000, number:
9,587 images), Botswana (Fig. 5.9 (b), size: 3,456×2,304, number: 500 images), Mongolia
(Fig. 5.9 (c), size: 3,888× 2,592, number: 1,636 images), China (Fig. 5.9 (d), number:
579 images size: 1,380×1,180), Saudi Arabia (Fig. 5.9 (f), size: 4,288×2,848, number:
5.2 Experiments and Results 91
Table 5.7 Sensitivities of the proposed method at 1 FP/image for all different categories of
MAs.
Lesion category DiaretDB1
Proposed method
(without correlation coefficient)
Proposed method
(with correlation coefficient)
MAs 404 124 (30.7%) 209 (51.7%)
Local contrast
Subtle 133 5 (3.76%) 38 (28.6%)
Regular 134 44 (32.8%) 72 (53.7%)
Obvious 137 75 (54.7%) 99 (72.3%)
Location
In macula 8 1 (1.25%) 2 (25.0%)
Near vessel 68 22 (32.4%) 37 (54.4%)
Periphery 108 17 (15.7%) 41 (38.0%)
Other 220 84 (38.2%) 129 (58.6%)
Table 5.8 The differences in Cohen’s kappa coefficient (k) values between the human graders
and the automated system across different racial groups.
Racial Group Kappa Value (k) Standard Error of k Confidence Interval Strength of Agreement
Kenya 0.752 0.01 0.731 to 0.772 Good
Botswana 0.758 0.033 0.694 to 0.822 Good
Mongolia 0.794 0.033 0.729 to 0.860 Good
China 0.740 0.024 0.693 to 0.787 Good
Saudi Arabia 0.930 0.026 0.879 to 0.981 Very Good
Italy 0.740 0.034 0.674 to 0.807 Good
Lithuania 0.746 0.034 0.680 to 0.812 Good
Norway 0.722 0.035 0.653 to 0.791 Good
67 images), Italy (Fig. 5.9 (g), size: 1,024× 1,024, number: 3,365 images), Lithuania
(Fig. 5.9 (g), size: 3,072×2,048, number: 4,962 images) and Norway (Fig. 5.9 (g), size:
2,196×1,958, number: 840 images)) and were anonymised to the point that nobody would
be able to identify the individual patients. This anonymised dataset consists of 21,536
retinal images. The images were then independently graded by human graders as normal
or abnormal based on the presence or absence of MAs. In this work on the Moorfields Eye
Hospital datasets, I used the same training data from the ROC and the same setups for testing
on the ROC and DiaretDB1 2.1 datasets.
The test focused mainly on whether an image contains MAs or not. A receiver operating
characteristic (ROC) curve analysis is able to evaluate this type of performance. I measured
the sensitivity and specificity of the proposed MA detection. Fig. 6.3 shows the ROC curve
of the presented approach. The average sensitivity and specificity can achieve 96.3% and
88.4% respectively. Table 5.8 shows the respective Kappa values (k) of different populations.
According to Altman [114], k = 1 means complete agreement and k = 0 is no agreement.
The strength of agreement is considered to be ‘Good’ if k is between 0.61−0.80. Fig. 5.14
shows that the system detected MA that human missed.
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Fig. 5.13 ROC curve of the proposed method for the eye hospital dataset.
Fig. 5.14 An example case of detected MA by the proposed method but human missed.
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5.2.3 Analysis of Misclassification
I now review the FN images that contain MAs but were labelled as normal. Most of these
missed MAs are subtle, of low contrast, or have a blurry outline. As a result, their edges are
not well defined against their background. Some of them are missed during the candidate
extraction process, an aspect which should be improved in the future work. Even if they
are extracted in this process, the SSA process may fail to establish prominent cross-section
profiles. Detection of these subtle cases are also considered to be challenging for other
existing approaches [61]. A small number of FN cases occur when MAs are located very
closely to the vasculature. The multilayered confidence map is able to locate such MAs.
However, the cross-section profile extraction process still needs to deal with the situation
where the gaps between vasculature and the boundaries of MAs are extremely blurred. The
classifier normally assigns such candidates with low probabilities as MAs due to the weak
cross-section features. Furthermore, those MAs located around the periphery of fundus
images are missed in the SSA process, because part of the profiles of these candidates locates
outside the retinal region. I need to refine the SSA to address these issues. It may worth as
well to add some similar examples to the training data for kNN.
I have also reviewed the FP cases which do not contain MAs but are labelled as abnormal.
The proposed MA detector can discriminate MAs from vessel bifurcations and crossings.
However, some of the FP cases are caused by detecting MA-like structures, including retinal
pigmentation, dark artefacts and laser scars (see Fig. 5.15). Since their contrast with respect
to their surrounding regions is high, they present Gaussian-like shape profiles which are very
similar to actual MAs. Although false MAs do not affect patients’ safety, they still need to be
avoided in the MA detection. Integrating colour or shape-based analysis may help to remove
the excessive FP cases.
5.3 Conclusion
The proposed candidate filtering process is able to significantly reduce the number of non-MA
candidates and sufficiently extract more candidates located close to the vasculature. I take
the advantage of a basic SSA method to filter MA candidates’ profiles. In places where a
single channel signal is available, SSA separates the data into its constituent components
of different subspaces efficiently. Moreover, unlike other signal decomposition methods,
here, changing the embedding dimension resulting a lower decomposition error (better noise
restoration). In my application, given the expected number of underlying components, SSA
94 Localising Microaneurysms in Fundus Images Through Singular Spectrum Analysis
Fig. 5.15 An example of retinal image with dark artefacts.
automatically decomposes and reconstructs each individual profile. These filtered profiles
are then automatically scaled based on the correlation coefficient value to achieve more
discriminative features for MAs and non-MA candidates. Based on the proposed set of
features I achieved a robust detection of MAs on the data from various sources with different
resolutions, quality and of different ethnic origins.
I examined the proposed algorithm using the ROC dataset. It obtained an overall slightly
higher score than all other published methods, and achieved higher sensitivity at low FP
rates (1/8, 1/4, 1/2, 1 and 2 FPs per image). With DiaretDB1 2.1 dataset, I evaluated
my method on different lesion categories. At the rate of 1 FP/Image which is clinically
acceptable, my method can effectively recognise MAs from the most common categories. I
have further evaluated the proposed system on 21,536 images provided by the Moorfields
Eye Hospital. The results prove the robustness of my proposed approach, demonstrating a
promising sensitivity and specificity when applied to larger datasets.
Although some vessel bifurcations and crossings are treated as MA candidates in the prepro-
cessing stage, the proposed feature set is found to discriminate true MAs from those most
common interfering candidate objects. Additionally, these features can be used to remove
MA-like structures in the optic disc region without the detection of the optic disc first.
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The processing time of the proposed method is approximately one minute, on a computer
equipped with Intel Core i5 processor, running at 2.2 GHz. The method is currently im-
plemented using MATLAB. This is much faster than the previous proposed system [11],
because around 50% of false MA candidates were removed after the preprocessing stage.
In this work, I have demonstrated the scalability of the proposed approach for localising MA
in digital fundus images. Only a small number of image samples from the public domain
were used for training (50 images) and the system was then tested on 21,536 previously
unseen images. My proposed MA detection achieved a good sensitivity and specificity on a
per image basis. This is especially meaningful when this method is integrated into a reliable
automated system for detecting abnormality in digital fundus images.

Chapter 6
Automated Diabetic Retinopathy
Grading
Most of published algorithms classified the different DR stages based on using only a few
features like blood vessels, microaneurysms, haemorrhages, exudates and texture parameters.
However, the accurate extraction of blood vessels, microaneurysms and haemorrhages is
challenging. CNNs do not need to manually devise features and thus can be trained end-to-
end in a supervised manner. CNNs applied convolution operations for the input image at
each hierarchical layer. To learn discriminative features and optimise the network parameters,
the training process of CNNs is a sequential procedure requiring many iterations. Data
augmentation and dynamic resampling are used to address imbalanced dataset. In this section
I describe how CNN networks are applied to diagnose and grade DR.
I prepared two independently large number of datasets to train two different DR grading
systems based on American Academy of Ophthalmology (AAO) grading standards as well
as UK National Screening Committee (NSC) grading standards. The proposed method
was tested on large scale data from different populations where diverse pathological cases
present to the system in addition to those inherent variations during the image acquisition
process. In addition, I tested the proposed approach on the public dataset, including Kaggle
DR competition, Retinopathy Online Challenge and DiaretDB1 2.1. This demonstrated a
significant improvement compared with my previous approaches.
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6.1 Convolutional Neural Networks
Convolutional neural networks are designed for processing data with a grid-like structure.
The grid-like structure is the primary feature that makes CNNs highly effective for processing
visual information [115, 116]. Their other characteristics (e.g., local connectivity, parameter
sharing and pooling of hidden units) are suitable for learning spatial invariances in images
[117, 118]. A typical CNNs architecture contains four types of layers: convolutional, rectified
linear units (Re-LUs), pooling and fully-connected layer.
6.1.1 Convolutional Layer
Each convolutional layer transforms one set of feature maps into another set of feature maps
by convolution with a set of filters. Let W li and b
l
i be the weights and the bias of the i
th filter
of the lth convolutional layer. The ith feature map in layer l, defined Y li , is computed as:
Y li = Y
l−1
i ∗W li +bli (6.1)
where ∗ is the kernel convolution operator.
Local connectivity: When dealing with high-dimensional inputs such as images, each
neurone in the convolution layer is connected to only a local region of the input volume. The
spatial extent of this connectivity is a hyperparameter called the receptive field (RFs) of the
neurone (or the filter size). For instance, suppose an input volume had size of 16×16×20.
Using a receptive field size of 3×3, every neurone in the convolution layer would now have
a total of 3× 3× 20 = 180 connections to the input volume. Size of input data, RFs and
stride together determine the dimensions of a layer. Larger stride and larger RFs lead to
smaller layers. For example, for a 7×7 input and a 3×3 filter with stride 1 and pad 0 we
would get a 5×5 output. With stride 2 we would get a 3×3 output.
Parameter sharing: It is to control the number of parameters and make the extracted
features equivariant in convolutional layers. In a given layer, the units share the same
parameters, resulting in forming a feature map. Each of units is calculated the same local
feature, even though they are from different parts of the image. For example, a layer with
5×5 RFs connected to a single-channel image has only 25 unique weights, regardless the
number of input image.
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6.1.2 Re-LUs and Pooling Layers
Re-LUs layer performs a pointwise rectification of the input and corresponds to the activation
function. It greatly accelerates the convergence of stochastic gradient descent. Also, Re-LUs
can be implemented by simply thresholding a matrix of activations at zero and so execute
much faster. For the ith unit of layer l:
Y li = max(Y
l
i ,0) (6.2)
Pooling layers carry out a spatial downsampling of the feature maps obtained by previous
layers. Using the downsampling is robustness to noise and distortion [119]. It is to progres-
sively reduce the spatial size of the representation to reduce the amount of parameters and
computation in the network. Reducing the resolution can be achieved in different ways. For
max pooling, the maximum value of each window is taken. These values are spatial invariant.
This means that max-pooling layer is to introduce small spatial invariance and decrease the
number of free parameters in the CNN network [120].
6.1.3 Fully-connected Layer
Stride is to slice RFs by the number of pixels across the input image, resulting in consecutive
layers to be smaller. So the final input data fed into the fully-connected layer is often much
smaller than the input image. In a fully connected layer, neurones have full connections to
all activations in the previous layer. Their activations are calculated with a matrix multipli-
cation followed by a bias offset, as seen in regular Neural Networks. The only difference
between convolution and fully-connected layer is that the neurons in the convolution layer
are only connected to a local region in the input data, and that many of the neurones in same
convolution layer share parameters.
6.1.4 Network Training
CNN training procedure is an iterative propagation of images through a network and refine-
ment of its weights. These weights are initialised with small signed values [121]. Each epoch
of learning involves presentation of an image patch to the network, and then excitations are
propagated through the network up to the output layer. Errors committed by the neurones are
measured in the output layer. These errors are propagated backwards through the network,
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resulting in an error value for every neurone in all hidden layers. Weight corrections from
those errors are accumulated and translated into weight updates when a batch is complete. A
more comprehensible description of deep learning and CNNs can be found in [122, 123].
6.2 Proposed Method for Grading Diabetic Retinopathy
6.2.1 Preprocessing
In a preprocessing step, normalisation is conducted to remove most of the variations in
retinal images caused by differing lighting conditions, camera resolution, etc. Fundus images
are firstly resized to a fixed pixels 512× 512 to have the same radius in fundus area and
reduce the computational costs [124, 125]. Furthermore, the image contrast are improved. A
contrast enhanced image Ieh(x,y;σ) is defined as follows [96]:
Ieh(x,y;σ) = αI(x,y)+βG(x,y;σ)∗ I(x,y)+ γ (6.3)
where I(x,y) represents the original image, G(x,y;σ) is a Gaussian filter with scale σ and
∗ is the convolution operator. Values of the parameters were suggested by [96]: α = 4,
β =−4, σ = 512/30 and γ = 128. Fig. 6.1 presents example images before and after using
this contrast enhancement method. These enhanced images are regarded as input data for the
CNN networks.
6.2.2 Training Data Preparation and Augmentation
To prepare the training data for CNNs, fundus images which do not include any lesion are
considered as normal images, whereas images with lesions are divided into different disease
classes (such as mild NPDR, moderate NPDR, severe NPDR, and PDR in American DR
grading standard). I used Kaggle DR competition data as a base to form the training data for
the grading system using AAO standards. In the Kaggle DR competition training set, 35,126
images were annotated by a patient ID and ‘left’ and ‘right’ eye (each patient has two images,
one per eye) and divided into five fairly unbalanced classes. This training dataset added
further data from the own collection and then artificially augmented further to add more to
disease cases in order to balance the numbers of images for each class. For grading system
using NSC standards, data from Kenya dataset are used for training. Most of this chapter
for simplicity I use US grading standards. Table 6.1 and Table 6.2 displays the details of
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Fig. 6.1 Contrast enhanced images. (a) An original colour fundus image with a healthy retina,
(b) Its corresponding contrast enhanced image, (c) An original colour fundus image with
DR diseases (such as MAs, Haemorrhages and Exudates), and (d) Its corresponding contrast
enhanced image.
training datasets for both grading systems. These training datasets are split into a training set
(90%) and a validation set (10%). During the CNN training routine, corresponding training
patches of size 512×512 pixels and three channels depth are generated. The label of patch
is determined by its corresponding disease class.
Data augmentation is applied to artificially add the number of disease images based on
stretching, rotation, horizontal and vertical flipping as well as spatial translation in both
vertical and horizontal orientations. Normal image patches are randomly flipped horizontally
and vertically to avoid possible over-fitting. Each resulting image is given the same class
label as the original image.
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Table 6.1 Reference annotation statistics of the training set for grading system based on AAO
standards
Class Name of DR stages Number of Images Percentage
0 Normal 28, 230 68.19%
1 Mild NPDR 4, 123 9.96%
2 Moderate NPDR 6, 203 14.98%
3 Severe NPDR 1,523 3.68%
4 PDR 1,322 3.19%
Table 6.2 Reference annotation statistics of training set for grading system based on NSC
standards
Class Name of DR stages Number of Images Percentage
R0 Normal 11, 433 90.83%
R1 Background retinopathy 413 3.28%
R2 Pre-proliferative retinopathy 632 5.02%
R3 Proliferative retinopathy 109 0.87%
6.2.3 Convolutional Neural Network Design for Grading
Network details: To grade the stages of DR, the proposed CNN-DR architecture contains
convolutional layers followed by rectified linear units [126], max-pooling layer, fully con-
nected layer and a final softmax classification layer. To preserve spatial resolution after
convolution, I pad the input with zeros around the border. Zero padding allows us to control
the spatial size of the output volumes, i.e., it preserves the spatial size of the input volume so
the input and output width and height are the same. In the CNN-DR architecture, I apply
zero-padding of 1 extra pixel in the first convolution layer and zero-padding of 2 extra pixels
in the other convolution layers.
A larger number of kernel could be represented by multiple smaller number of kernels. For
example, the rationale of employing a 5× 5 kernel can be represented by employing two
times a 3×3 kernel layer. Multiple small sized kernel layers with non-linear rectifications are
able to make the CNN more discriminative and less parameters require to be optimised [127].
Therefore, a kernel size of 3×3 pixels could be used. Inspired by Simonyan and Zisserman
[127] which demonstrated good performance of the image classification for natural scenes, I
apply 32, 64, 128 and 256 small filters of size 3×3 pixels in different convolutional layer. It
predicts a class ranging from 0 to 4, indicating an image belonging to the certain DR stage.
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Details of learning: Weights in each layer are initialised according to a normal distribution
with zero mean and a specific variance. Glorot and Bengio [121] recommended using:
Var(W ) =
2
nin+nout
(6.4)
where Var(W ) is the variance of the weights for a layer, initialised with a normal distribution
and nin and nout is the amount of neurones in the previous and in the current layer. To
penalise large weight parameters, a 5× 10−5 weight-decay is added to each layer during
back-propagation of the gradient in the optimisation. This small amount of weight decay
here is not merely a regulariser: it is useful for reducing the network’s training error [126].
The CNN-DR network is trained applying stochastic gradient descent with 5×10−5 learning
rate, minimising a cost function c denoted as follows:
c =− 1
m
[
m
∑
i=1
k
∑
j=1
1{y(i) = j}log e
θTj x
(i)
∑kl=1 e
θTl x
(i) ] (6.5)
where θ is the weights of the proposed network and T is Transpose operation. 1{·} is the
indicator function, so that 1{true statement}= 1, and 1{false statement}= 0. For example,
1{1+1= 2}= 1; whereas 1{1+1= 5}= 0. In the training set {(x(1),y(1)), · · · , (x(m),y(m))}
of m labeled examples in one mini-batch, we have that y(i) ∈ {1,2, · · · ,k}. CNN-DR network
would have k = 5 different classes for AAO standard. Each mini-batch includes 64 images.
Resampling: The classes are highly imbalanced in the DR competition dataset (See Table
6.1). One efficient way is applied to handle the imbalance in this data, as follows:
1. There are many performance metrics that have been designed to tell a more truthful
story when working with imbalanced classes, such as confusion matrix, Kappa matrix
and ROC curves. In this study, the quadratic weighted kappa is calculated between
the predicted ratings and the ratings assigned by the human graders. Images have five
possible ratings from 0 to 4. The quadratic weighted kappa is calculated as follows:
(a) An N×N histogram matrix of predicted ratings O is calculated. Oi, j corresponds
to the number of correct predicted images that obtained at a human grading rating
i and a predict rating j.
(b) An N×N weights matrix w is measured based on the difference between raters’
scores:
wi, j =
(i− j)2
(N−1)2 (6.6)
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(c) An N×N histogram matrix of expected ratings E is constructed based on the
ground truth.
Based on these three matrices, the quadratic weighted kappa is calculated as:
k = 1− ∑i, j wi, jOi, j
∑i, j wi, jEi, j
(6.7)
Although the issue of over-fitting is taken into account by applying different training samples
at each training epoch, an addition measurement is still required to decide when to terminate
the training procedure. Therefore, I measure the Kappa values to monitor the CNN-DR
performance during the training procedure. When the Kappa values on the validation dataset
have reached a stable maximum, the training phase of CNN-DR is considered finished.
Grading Diabetic retinopathy stages: Given an unseen retinal image, the CNN-DR re-
turns a class indicating for the input image to belong to a certain DR stage. Only the disease
images are continued to highlight disease regions by using the following lesion detection.
6.3 CNN for Detecting Disease Regions
This step is focused on detecting the disease regions from these disease images by using a
new CNN network.
6.3.1 Training Data Preparation and Augmentation
To train CNN-lesion network, negative samples are extracted only from images which do not
have any lesion. Positive samples are extracted only from disease images at lesion locations
(such as MAs, haemorrhages and exudates). The negative samples contain those most
common interfering candidate objects, such as optic disc, vessel bifurcations and crossings,
small disconnected vessels fragments and retinal haemorrhages. Table 6.3 shows the details
of the training data. These images are split into a training set (90%) and a validation set
(10%). Corresponding training patches, centred on the lesion location, of size 61×61 pixels
and three channels depth are generated during the CNN-lesion training procedure.
Same data augmentation methods provided in Section 6.2.2 are used to artificially increase the
number of lesion samples. Normal image patches are also only randomly flipped horizontally
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Table 6.3 Reference annotation statistics of training data for lesion detection
Lesion Name Number of Images Percentage
MAs 1, 923 22.26%
Haemorrhages 1, 891 21.89%
Exudates 2, 312 26.76%
Non-lesions 2, 512 29.10%
and vertically to avoid possible over-fitting. Each resulting image is given the same class
label as the original patch.
6.3.2 Convolutional Neural Network Design for Detecting Disease Re-
gions
Network details: To detect disease regions, the proposed CNN-lesion architecture contains
convolutional layers followed by Re-LUs and max-pooling layer, fully connected layer and a
softmax classification layer.
All network parameters are initialised according to a normal distribution with zero mean
and a specific variance based on Eq. 6.4. For each layer, weight-decay of 5×10−5 is added
to penalise large weight parameters. This CNN network is still trained using stochastic
gradient descent with learning rate of 5×10−5, minimising a cost function based on Eq. 6.5.
CNN-lesion network would have four different classes. 256 patches are used to construct
each mini-batch. I still measure the Kappa values to monitor the CNN-lesion performance
during the training procedure. When the Kappa values on the validation dataset have reached
a stable maximum, the training phase of CNN-lesion is considered terminated.
Lesion classification: Given an unseen fundus image, bright lesion candidates are ex-
tracted by extending a shade correction algorithm provided in Section 5.1.1 and dark lesion
candidates are detected by using the previous candidate detection proposed in Section 5.1.2.
Corresponding image patch, centred on the candidate location, of size 61× 61 pixels is
produced. The CNN-lesion network classifies each candidate image and outputs a score
indicating for the sub-image belonging to a certain DR sign.
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Table 6.4 The details of the detected candidate objects of the training set
MA Dot and blob haemorrhages Exudates Connected vessels others
Diameter 5-10 pixels 5-55 pixels 5-55 pixels 1-25 pixels any
Area <85 pixels 25-3000 pixels 25-3000 pixels >300 pixels any
6.4 Experiments and Results
6.4.1 CNN Setups
CNN-DR: In this work, I experimented on four different sets of data, i.e. Retinopathy
Online Challenge [61], DiaretDB1 2.1 [21], Moorfields Eye Hospital datasets and Kaggle
DR competition dataset [22]. Images from different datasets were automatically cropped
away all dark border and resized to a fixed pixels m. If m is too small, it is hard to distinguish
lesions (such as MAs, haemorrhages and exudates) from retinal background. Furthermore,
large m results in increasing the computational time. I measured CNN performance on the
validation dataset with three different resolution (m = 128, 256 and 512 pixels).
Fig. 6.2 demonstrates the Kappa scores calculated on image level as function of the number
of training epochs. The CNNs performance increased over time and finally converged to a
steady maximum value. For image size of 512 pixels, the optimal performance was obtained
after 60 training epochs, for image size of 256 pixels this optimal score was obtained after
140 epochs, as well as for the 128 pixels this optimal value was obtained after 180 training
epochs. I found that 512×512 pixels gives consistent results and are conveniently trained
with convolutional networks.
CNN-lesion: I made observations on the training set and noted the pixel properties of key
dark objects as shown in Table 6.4. These observations helped us to establish object size
references for all processing. If size is too small, it is hard to include the large objects and
distinguish these lesions from retinal background. Furthermore, large size will include too
much background information and increase the computational time. In CNN-lesion network,
the image size was set to 61×61 pixels which can cover the areas of the lesion objects as
well as its surrounding background information.
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Fig. 6.2 Kappa values on the validation set for three different resolutions over a number of
training epochs. After 60, 140 and 180 epochs, the training phases of the CNN for three
different resolutions were considered finished.
Table 6.5 Ranked results of DR detection systems
Team Min-Pooling Our proposed method o_O Reformed Gamblers Julian de Wit &Daniel Hammack Jeffrey De Fauw
Kappa score 0.86036 0.85958 0.85425 0.85107 0.85105 0.84203
6.4.2 Evaluation on Various Retinal Image Datasets
Dataset from Kaggle DR competition: The Kaggle DR competition is to compare the
capabilities of DR grading systems under the same conditions. This dataset consists of
35,126 training and 53,576 testing images divided into five DRP stages. Images were
acquired by applying different FOV and fundus cameras. Details about image acquisition,
such as FOV and camera type, are unknown. For testing set, it contains 4,450 images with
DRP stage 0 (normal), 488 images with DRP stage 1 (mild), 1,058 images with DRP stage 2
(moderate) and 593 images with DRP stage 3 (severe).
Table 6.5 compares the proposed method with the top five ranked results of the various
methods submitted to the Kaggle DR competition. The proposed method achieved a score of
0.85958, which currently ranks it at the second place among all the submitted methods.
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Dataset from Moorfields Eye Hospital: The proposed method was also tested on the
dataset collected at Moorfields Eye Hospital, London. The images originally came from
different population based studies (such as Kenya, Botswana, Mongolia, China, Saudi Arabia,
Italy, Lithuania, German and Norway). This anonymised dataset consists of 21,536 retinal
images. The images were then independently graded by human graders as normal or abnormal
based on the presence or absence of lesions.
This test focused mainly on whether an image belongs to normal or abnormal. A ROC
curve analysis is used to evaluate this type of performance. I measured the sensitivity and
specificity of the proposed DR detection. Fig. 6.3 shows the ROC curve of the presented
CNN network approach compered with the previous proposed method in [11]. The average
sensitivity and specificity can achieve 94.48% and 92.85% respectively. Table 6.6 shows
CNN performance across different racial groups. Kappa agreements (k) with 95% confidence
intervals and SN/SP are calculated. The strength of agreement is considered to be ‘Good’ if
k is between 0.61−0.80.
Table 6.6 Statistical measurements between the human graders and the automated system
across different racial groups.
Kenya Botswana Mongolia China Saudi
- + - + - + - + - +
- 10950 56 - 326 10 - 1357 14 - 945 5 - 95 4
+ 483 1098 + 22 142 + 94 171 + 45 84 + 5 63
k = 0.780 [0.762 to 0.797] k = 0.852 [0.803 to 0.902] k = 0.723 [0.647 to 0.772] k = 0.746 [0.679 to 0.813] k = 0.888 [0.817 to 0.959]
Se/Sp = 0.958/0.952 Se/Sp = 0.937/0.934 Se/Sp = 0.935/0.924 Se/Sp = 0.955/0.944 Se/Sp = 0.950/0.940
Az = 0.986 Az = 0.983 Az = 0.972 Az = 0.980 Az = 0.977
Italy Lithuania Germany UK Norway
- + - + - + - + - +
- 2937 20 - 4217 38 - 8075 45 - 1516 71 - 714 8
+ 170 238 + 264 443 + 570 563 + 77 820 + 45 73
k = 0.685 [0.643 to 0.726] k = 0.713 [0.682 to 0.743] k = 0.614 [0.586 to 0.641] k = 0.871 [0.851 to 0.891] k = 0.699 [0.624 to 0.775]
Se/Sp = 0.945/0.923 Se/Sp = 0.941/0.921 Se/Sp = 0.934/0.926 Se/Sp = 0.952/0.920 Se/Sp = 0.941/0.901
Az = 0.978 Az = 0.975 Az = 0.974 Az = 0.975 Az = 0.973
Influence of image quality: To evaluate the influence of image quality for the CNN
network, images assigned by the human experts as having poor quality were eliminated
from Moorfields Eye Hospital dataset. CNN performance on abnormal/normal level was
calculated using SN, SP and kappa agreement values. Table 6.7 shows CNN performance
after removing those images with poor quality. Removing poor quality images gives rise to
higher SN and SP.
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Fig. 6.3 (a) ROC curve of the proposed CNN-DR network for the eye hospital dataset, and
(b) ROC curve of my previous method for the eye hospital dataset.
6.4.3 Evaluation for Lesion Identification
Retinopathy Online Challenge: The Retinopathy Online Challenge dataset is used to
compare the capabilities of MA detectors between CNN-lesion network and SSA-based
method proposed in Section 5. Since the Retinopathy Online Challenge no longer provides
an evaluation for MA detection online, I used the training data for measure the performance
of MA detection. This testing dataset contains 50 testing images, and all MAs were annotated
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Table 6.7 Statistical measurements between the human graders and the automated system
across different racial groups after removing poor quality images.
Kenya Botswana Mongolia China Saudi
- + - + - + - + - +
- 7960 32 - 286 5 - 1057 7 - 885 4 - 88 2
+ 253 788 + 12 122 + 45 131 + 23 64 + 4 63
k = 0.830 [0.810 to 0.849] k = 0.906 [0.862 to 0.950] k = 0.811 [0.761 to 0.860] k = 0.811 [0.742 to 0.880] k = 0.922 [0.860 to 0.983]
Se/Sp = 0.969/0.961 Se/Sp = 0.959/0.961 Se/Sp = 0.959/0.949 Se/Sp = 0.974/0.941 Se/Sp = 0.957/0.969
Az = 0.991 Az = 0.987 Az = 0.979 Az = 0.985 Az = 0.981
Italy Lithuania Germany UK Norway
- + - + - + - + - +
- 2637 15 - 3817 21 - 7275 32 - 1216 53 - 644 3
+ 135 210 + 186 331 + 340 433 + 34 670 + 23 55
k = 0.711 [0.667 to 0.754] k = 0.736 [0.702 to 0.770] k = 0.678 [0.647 to 0.708] k = 0.905 [0.885 to 0.924] k = 0.790 [0.712 to 0.868]
Se/Sp = 0.951/0.933 Se/Sp = 0.954/0.940 Se/Sp = 0.958/0.931 Se/Sp = 0.972/0.927 Se/Sp = 0.967/0.948
Az = 0.982 Az = 0.981 Az = 0.981 Az = 0.979 Az = 0.978
by human experts. These images were acquired by three different cameras and had different
resolutions and sizes, ranging from 768×576 to 1389×1383. The results of the proposed
method are used to generate an FROC curve which plots the sensitivity against average
number of false positives (FP) per image. Fig.6.4 shows the performances of the proposed
CNN-based and SSA-based MA detections.
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Fig. 6.4 FROC curve of the proposed CNN-DR network for the Retinopathy Online Challenge
training dataset compared with the previous proposed method in Section 5.
Table 6.8 shows the sensitivities at seven specific FP rates by the proposed methods. The
final score is measured by the average sensitivity with seven predefined FPs per image (1/8,
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1/4, 1/2, 1, 2, 4, and 8 FP rate). The proposed CNN-based method obtained an average
score of 0.498, which is slightly higher than the previous published method.
Table 6.8 Sensitivities of the different methods at the predefined false positives per image in
the Retinopathy Online Challenge training dataset
1/8 1/4 1/2 1 2 4 8 Score
Our proposed method (CNN-lesion) 0.312 0.373 0.452 0.522 0.592 0.612 0.621 0.498
Our previous proposed method (SSA-based) 0.291 0.369 0.417 0.492 0.564 0.593 0.616 0.478
DiaretDB1 2.1 Dataset: Our proposed method was further evaluated on different lesion
categories in DiaretDB1 2.1 dataset based on image-based classification performance. This
dataset contains 89 uncompressed retinal images with 1500× 1152 resolution. Fig. 6.5
shows the image-based performance of the proposed method on the DiaretDB1 2.1 dataset,
comparing with my previously published methods [11].
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Fig. 6.5 ROC curve of the proposed CNN method and the previous published method
(DAPHNE system).
To compare the CNN-based method for MA detection, I set the same experiments in Section
5.2.2 to display the influence of local contrast, colour and location of MAs. Each MA was
assigned into a different lesion class (e.g., subtle, regular, obvious, in macula, near vessel or
periphery). Table 6.9 demonstrates the sensitivities of my proposed method (CNN network
and SSA-based method) at 1 FP rate for various categories of MAs. It shows my proposed
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CNN method can more effectively recognise MAs. However, I still have lower performance
on some categories (i.e., subtle and periphery).
Table 6.9 Sensitivities of the proposed methods at 1 FP/image for all different categories of
MAs.
Lesion category DiaretDB1
Proposed method
(CNN network)
Proposed method
(SSA-based method)
MAs 404 255 (63.1%) 209 (51.7%)
Local contrast
Subtle 133 48 (36.1%) 38 (28.6%)
Regular 134 100 (74.6%) 72 (53.7%)
Obvious 137 112 (81.8%) 99 (72.3%)
Location
In macula 8 4 (50.0%) 2 (25.0%)
Near vessel 68 34 (50.0%) 37 (54.4%)
Periphery 108 56 (51.9%) 41 (38.0%)
Other 220 151 (68.6%) 129 (58.6%)
6.5 Conclusion
In this work I trained a CNN network on the imbalanced dataset by creating more samples
from minority classes. I achieved this by assigning a higher sampling probability for these
images. Images with higher sampling weights are more likely to be chosen for the next
training epochs. Applying this strategy, the training phase was forced to learn from more
informative samples. The proposed CNN network is used for the classification of DR
stages on colour retinal images. I compared three different resolutions ranging from 128 to
512 pixels. The results demonstrate that the image size of 512 pixels applied in the CNN
training phase required a considerably smaller number of training epochs to obtain a high
performance compared to other resolutions. This technique shows the potential in the fundus
image analysis application.
For the CNN training procedure, the image size with 512 pixels required 60 epochs to obtain
higher performance than the image size with 256 pixels after 140 epochs of training, as
illustrated in Fig. 6.2. On testing data set of Kaggle DR competition, performance of my
proposed CNN network to identify DR stages currently ranks at the second place among
all the submitted methods, see Table 6.5. On the independent Moorfields eye hospital
dataset, the performance of CNN network is measured based on the normal/abnormal
level. Images from this dataset containing challenging confounding structures (such as
different light conditions or retinal pigmentations) are more prone to misclassification.
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Overall classification performance of the proposed CNN network increase compared with the
previously published method as the proposed CNN network is able to learn these challenging
structures. Assessment for influence of image quality was shown in Table 6.7. Compared with
Table 6.6, the CNNs achieved a higher performance after removing the poor quality images.
All experimental results prove the robustness of the proposed approach, demonstrating a
promising sensitivity and specificity when applied to larger datasets.
After grading the DR stages, the disease images are continued to highlight the disease
regions (such as MAs, haemorrhages and exudates). I proposed another CNN network
for the identification of the DR signs from the disease images. I examined my proposed
algorithm using the ROC training dataset as this challenge website no longer provide the
evaluation service. It obtained an overall slightly higher score than the proposed SSA-based
MA detection, and achieved higher sensitivity at low FP rates. With DiaretDB1 2.1 dataset,
I evaluated the proposed method on different lesion categories. At the rate of 1 FP/Image
which is clinically acceptable, my method can effectively recognise MAs from the most
common interfering structures such as vessel crossings and branchings. This is proved
that the CNN networks are able to discriminate between background, vessels, MAs and
haemorrhages.
Although I achieved excellent performance for the classification of DR grades and detection
of lesions, an in-depth optimisation for hyper-parameters of the CNN network has not been
conducted in this thesis. Optimising hyper-parameters of CNN is challenging task and using
many combinations is common practice [128]. For example, the size of kernels per layer, the
size of layers and the application of fully connected layers should be more further explored.
Besides, the use of dropout or batch normalisation could potentially be beneficial. Using the
multi-scale patches should potentially further increase performance, since inclusion of these
patches has demonstrated promising results in many applications [129].
During the learning process, the importance of training samples may change when training is
conducted in each epoch. Learning more informative data from the training set can increase
the network performance and speed the learning procedure, since training phase is not wasted
on samples which the network has already learned and classified accurately. Previously
published studies have demonstrated that collecting more informative data into the training
set can substantially increase the performance of the classifiers [130–133]. In boosting
methods [130, 131], an ensemble of classifiers was trained in which each of the sequential
classifiers employ a fixed, more informative training set. Data which is misclassified by the
previous classifiers were added to the next training set. Since each CNN layer is optimised
independently and no information are shared between the layers, this scheme is highly
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time-consuming and inefficient. Other researchers (such as [132] used a dynamic sampling
method to train a multi-layer perceptron (MLP). Each data was first classified by the current
MLP and then assigned a sampling weight in each training epoch. The sampling heuristic
was created to include all misclassified samples. However, using all misclassified data would
cause the over-fitting since the majority of normal patches would be easily misclassified in
the first training epochs. Grinsven et al. [96] avoided these issues to dynamically update the
training set in each epoch. They considered all the abnormal samples as informative and no
prioritising selection. In their work, a selection scheme was conducted on negative samples
in each iteration and all positive samples were randomly selected.
I now review the FN images that contain lesions but were labelled as normal. Some of them
are missed during the candidate extraction process, since they are subtle, of low contrast, or
have a blurry outline. Classifying each pixel in the image should improve the performance of
CNN network. Besides, some of them have similar properties with normal structures, such
as vessel or optic disc. Adding more training data is able to learn the differences between
these common interfering objects. Compared with my previously proposed methods, the
CNN network can obtain more true lesions (TP) at low FP rates. A small number of FN
cases occur when those lesions located around the periphery of fundus images are missed,
because part of these candidates locates outside the retinal region. The CNN network will
avoid these issues after optimising their hyper-parameters.
The FP cases which do not include lesions but are labelled as abnormal. Many objects
appeared on colour fundus images can be easily confused as they are similar in characteristics
and are only differentiable by their colour and size, such as MAs, haemorrhages, retinal
pigmentation, artefacts and laser scars. Although false lesions do not affect patients’ safety,
they still need to be avoided in the lesion detection. Integrating the learnt features form CNN
network with the hand-craft features (such as profile-based analysis) may help to remove the
excessive FP cases. In the previous section (Section 5), I have proved that the profile-based
features are suitable characteristics for separating the common interfering objects. Using the
cross-sectional profiles of lesion candidates as input for CNN network instead of the whole
image. Some works have been done in one MSc dissertation [134].
After further analysing the Kaggle DR competition set, I found that the majority of the
misclassifications are DR stage one. Images from DR stage one include small confounding
lesions, namely MAs, which are very difficult to detect by automated systems and human
experts. I have also explored the influence of the colour normalisation preprocessing process
on the CNN performance. For training the CNN network without colour normalisation, it
took 5−10 epochs longer to converge but obtained similar result as the CNN using colour
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normalisation. This indicated that CNN is able to address the large variations of retinal
images however it needs the majority of time to learn these variations during the training
procedure.
All experiments were performed on a GeForce GTX Titan X video card. 512×512 pixels
could be trained in 2−3 days. Applying a much larger and complicated training data set
for lesion detection will also be part of future work. It is worth to mention that my result
was measured on a large and publicly available set and a large population-based dataset.
My method achieves a substantial higher sensitivity and specificity of 96.20% and 94.60%
respectively compared with previous work which reported sensitivity and specificity of 96.3%
and 88.4% based on MA detection. This indicated that convolutional neural networks have
great potential in automated fundus image analysis application.

Chapter 7
Conclusion and Future Work
This work provides an overview of the state-of-the-art methods for the automatic analysis
of retinal images, with particular attention to the aspects related to DR. The related medical
terms and concepts was presented, together with the common protocols to manually diagnose
and grade DR in colour fundus images.
The proposed vessel extraction algorithm is able to generate major prominent vessel fragments
by combining SSA and local information. These structures are used to assess image quality
and construct the complete vessel network. The proposed automatic quality assessment
algorithm can generate a quality score in a short time. It was performed on large datasets.
The automatic quality assessment proved to be a critical part in the automatic analysis system
of retinal images.
Two new object detection algorithms were presented, one to extract retinal vessels, one MAs.
Both of them have been evaluated compared with the similar state-of-the-art methods and
proved to have competitive performance. In terms of the computation time, both of them are
able to be detected in a short amount of time. Additionally, they can be trained very easily:
1. The vessel extraction method is based on the rule-based nature of vessels. For example,
the cross-section profiles of vessels are estimated as the inverted Gaussian shapes.
2. The MA detector has been trained by a small number of image samples from the public
domain (50 images) and the system was then tested on 21,536 previously unseen
images. The proposed MA detection achieved a good sensitivity and specificity on a
per image basis.
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Overall, these works have shown several advancements compared with the state-of-the-art
methods in automated fundus image analysis, from quality assessment/enhancements, lesion
detection and normal/abnormal classification. However, the accurate extraction of blood
vessels, microaneurysms, haemorrhages or other objects is challenging. Non-uniform lighting
conditions or other artefacts will also pose challenges for the detection of DR. Finding the
optimal feature sets is a difficult task as the choice of features significantly affects the
classification results. The rise of CNNs gave a significant boost in many fields of computer
vision. CNNs are optimal tools since they learn features directly and thus can be trained
end-to-end in a supervised manner. The whole CNN procedure looks like the human-level
intelligence. CNNs can obtain features directly from the original images and not enforced by
human. During the training process, the CNN is to refine its skills to diagnose DR. Therefore,
they are able to learn complicated invariances such as rotational and scale invariance. Due to
hierarchical representation of the image, CNNs can recognise the specific disease patterns
which are difficult to be identified by traditional classifiers or humans. Using the CNN
network achieves the main hypothesis of the thesis.
I evaluated the proposed CNN method on large datasets which are from screening programme,
population study and clinical study. The results indicated that convolutional neural networks
have great potential in automated fundus image analysis. Hence, there are various directions
for further studies:
1. An in-depth optimisation of the CNN network hyper-parameters would be conducted
to improve its performance.
2. During the learning process, the importance of training samples would change in each
epoch. Learning more informative data from the training set could improve the network
performance and speed the learning process. An efficient sampling strategies would be
considered in future work.
3. To take into account the fact that for each patient two retina images are obtained: the
left and right eye. In screening programme, each eye has two images. Therefore, a ‘per
eye’ or ‘per patient’ feature blending strategy is also used for further studies.
4. After optimisation of the CNN network and selection of informative samples, larger
resolutions can be evaluated.
5. In the previously proposed methods, I have proved the profile-based features are very
useful for detecting vessels and MAs. Combining the hand-craft features with learnt
features is another avenue for further studies.
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6. DR is a progressive disease. It will become more severe over time. It is worthwhile to
detect the changes of DR. Grading and detecting the DR changes are considered for
the future studies.
The British Diabetic Association has established standards for any diabetic retinopathy
screening programme of at least 80% sensitivity and 95% specificity [135]. My diabetic
retinopathy decision screening tool achieves a substantial higher sensitivity and specificity of
96.20% and 94.60% respectively, which is higher than human grading standards. I found the
many false detection cases of the proposed system are sensible, for example, some FP cases
are caused by the artefacts (see Fig. 5.15). In addition, I found my system can pick up many
cases missed by human graders (e.g., small MAs, (see Fig. 5.14)). Many fields (such as DR
screening programme and healthcare in remote regions and developing countries) would
greatly benefit from the development of automated fundus analysis systems. When automated
DR grading system is proved its acceptance and practical use, DR grading standards may
be innovated to a suitable grading standard for automated systems, which allows automated
systems to generate objective and consistent results.
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