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γ-SHEAVES ON REDUCTIVE GROUPS
ALEXANDER BRAVERMAN AND DAVID KAZHDAN
Abstract. Let G be a reductive group over a finite field F = Fq. Fix a non-trivial
additive character ψ : F → Q
×
l . In [3] we introduced certain γ-functions γG,ρ,ψ on
the set Irr(G) of irreducible representations of the finite group G = G(F ).
As usual every function γG,ρ,ψ on Irr(G) gives rise to an AdG-equivariant function
ΦG,ρ,ψ on G. The purpose of this paper is to construct an irreducible perverse sheaf
ΦG,ρ,ψ on G such that the function ΦG,ρ,ψ is obtained conjecturally by taking
traces of Frobenius morphism in the stalks of ΦG,ρ,ψ. In order to do this we need to
assume that ρ satisfies certain technical condition (we call ρ good if that condition
is satisfied). We prove this conjecture for G = GL(n) and for G of semi-simple
rank one.
We also prove the above conjecture assuming that certain cohomology vanishing
for the sheaf ΦG,ρ,ψ holds (we show that this is the case for G of semisimple rank
1). Assuming this vanishing we show that if both ρ1 and ρ2 are good then ΦG,ρ1,ψ ⋆
ΦG,ρ2,ψ ≃ ΦG,ρ1⊕ρ2,ψ. We also compute the convolution of ΦG,ρ,ψ with the majority
of Lusztig’s character sheaves.
We conjecture that the functor of convolution with ΦG,ρ,ψ is exact in the perverse
t-structure.
1. Introduction
1.1. Some notations. In what follows we denote by F = Fq the finite field with q
elements, F – its algebraic closure. Choose a prime number ℓ which is prime to q.
Let also ψ : F → Q
×
l denote a non-trivial additive character of F with values in Q
×
l .
We shall denote algebraic varieties over F by boldface letters (e.g. G, X etc). The
corresponding ordinary letters (e.g. G, T etc) will denote the corresponding sets of
F -points.
For a finite groupG we denote by Irr(G) the set of isomorphism classes of irreducible
representations of G.
In what follows we choose a square root q1/2 of q.
For an algebraic variety X over F we shall denote by D(X) the bounded derived
category of ℓ-adic sheaves on X.
IfX is defined over F we let Fr : X→ X denote the geometric Frobenius morphism.
We say that an object F ∈ D(X) is endowed with a Weil structure if we are given
an isomorphism Fr∗F ≃ F . To any Weil sheaf on X we associate a function χ(F) on
X = X(F ) in the following way. Let x ∈ X and let Fx denote the fiber of F at x.
This is a complex of ℓ-adic vector spaces. Since x is fixed by Fr, the Weil structure
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on F gives rise to an automorphism of Fx which (by abuse of language) we shall also
denote by Fr. Thus we set
χ(F)(x) =
∑
i
(−1)iTr(Fr, H i(Fx)) (1.1)
Let F be a Weil sheaf. For a half integer n we denote by F(n) the Tate twist of F
(corresponding to the chosen q1/2). Thus χ(F(n)) = χ(F)q−n.
For an algebraic group G we define two convolution functors (F ,G) 7→ F ⋆ G
and (F ,G) 7→ F ∗ G going from D(G) × D(G) to D(G) in the following way. Let
m : G×G→ G denote the multiplication map. Then
F ⋆ G = m!(F ⊠ G) and F ∗ G = m∗(F ⊠ G). (1.2)
1.2. γ-functions for GL(n). Let (π, V ) be an irreducible representation of G =
GL(n, F ). Consider the operator∑
g∈G
ψ(tr(g))π(g)(−1)nq−n
2/2 ∈ End G V. (1.3)
By Schur’s lemma this operator takes the form γψ(π) · IdV where γψ(π) ∈ Ql.
The number γψ(π) is called the gamma-function of the representation π. One can
”explicitly” compute γψ(π) in the following way.
Let W ≃ Sn denote the Weyl group of GL(n). Following Deligne and Lusztig (cf.
[4]) we can associate to every w a maximal torus Tw ⊂ GL(n) (defined uniquely up
to G = GL(n, F )-conjugacy).
Fix w ∈ W . For a character θ : Tw → Q
×
l we set
γψ,w(θ) = (−1)
nq−n/2
∑
t∈Tw
ψ(tr(t))θ(t) ∈ Ql. (1.4)
Example. Assume that w ∈ Sn is a cycle of length n. Then Tw ≃ E× where E
is the (unique up to isomorphism) extension of F of degree n. In this case γw(θ) =
(−q1/2)n−1γE,ψ(θ) for any character θ of E×, where by γE,ψ(θ) we denote the γ-
function defined as in (1.3) for the group GL(1, E) ≃ E×.
Recall that in [4] Deligne and Lusztig have associated to θ a virtual representation
Rθ,w of G and they have proved that every π ∈ Irr(G) is an irreducible constituent of
some (in general non-unique) Rθ,w.
The following result is proven in Section 5.
Theorem 1.3. Assume that an irreducible representation (π, V ) appears in Rθ,w for
some w and θ as above. Then
γψ(π) = γw,ψ(θ) (1.5)
In particular, γψ(π) = γψ(π
′) if π and π′ appear in the same virtual representation
Rθ,w.
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1.4. The case of arbitrary group. Let now G be any connected split reductive
group over F , G = G(F ). Let T be the Cartan group of G. Let also T∨ denote the
dual torus to T over Ql. The Weyl group W acts naturally on T
∨.
Assume that we are given an n-dimensional representation ρ : T∨ → GL(n,Ql) of
T∨ such that for every w ∈ W the composition ρ ◦ w is isomorphic to ρ. In other
words, ρ is given by a collection λ1, ..., λn of characters of T
∨ which is invariant under
the action of W .
Let T∨ρ = G
n
m,Ql
. Then we get a natural map p∨ρ : T
∨ → T∨ρ sending every t to
(λ1(t), ..., λn(t)).
Let now Tρ ≃ Gnm,F denote the dual torus to T
∨
ρ over F and let pρ : Tρ → T
denote the map which is dual to p∨ρ . Explicitly one has
pρ(x1, ..., xn) = λ1(x1)...λn(xn). (1.6)
Let Wρ ≃ Sn denote the Weyl group of GL(n).
Let now π be an irreducible representation of G. Assume that π appears in some
Rθ,w for some θ : Tw → Q
×
l . Let w
′ be any lift of w to Wρ. Then pρ induces an
F -rational map pw′ : Tρ,w′ → Tw, hence a homomorphism pw′ : Tρ,w′ → Tw. Let
θ′ = p∗w′(θ). Define
γG,ρ,ψ(π) := γψ(π
′), (1.7)
where π′ is any irreducible representation of Gρ which appears in Rθ′,w′. By Theo-
rem 1.3 one has
γG,ρ,ψ(π) = γw′,ψ(θ
′). (1.8)
Lemma 1.5. The definition of γG,ρ,ψ(π) does not depend on the choice of w
′.
Proof. Let w′′ be another lift of w to Wρ and let θ
′′ be the corresponding character of
Tw′′. Then it follows from [4] that
〈Rθ′,w′, Rθ′′,w′′〉 6= 0. (1.9)
Therefore, our lemma follows from Theorem 1.3.
Sometimes we shall write γw,ρ,ψ(θ) instead of γG,ρ,ψ(π). Let now ΦG,ρ,ψ denote the
unique central function on G such that for every irreducible representation (π, V ) of
G one has ∑
g∈G
ΦG,ρ,ψ(g)π(g) = γG,ρ,ψ(π) · IdV . (1.10)
We would like to compute this function explicitly using geometry. More precisely, we
are going to do the following.
We say that the representation ρ is good if there exists a character σ : G→ Gm such
that for every weight λi of ρ as above one has 〈λi, σ〉 > 0. For any good representation
ρ we are going to construct an irreducible perverse sheaf ΦG,ρ,ψ on G endowed with
a Weil structure.
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Remark. The condition of being “good” is not very restrictive: if one starts with
arbitrary G and ρ one cam always make ρ good by passing to G′ = G × Gm and
taking ρ′ = ρ ⊗ St where St denotes the standard one-dimensional representation of
Gm.
One of our main results is
Theorem 1.6. Assume that the semi-simple rank of G is ≤ 1 or that G = GL(n).
Then
χ(ΦG,ρ,ψ) = ΦG,ρ,ψ. (1.11)
When ρ is sufficiently generic (i.e. when the cocharacters λ1, ..., λn span a lattice
of rank equal to dimT)) the sheaf ΦG,ρ,ψ as above is explicitly constructed on the set
Gr of regular elements in G and on the whole of G it is obtained by means of the
Goresky-MacPherson extension.
When the semi-simple rank of G is ≤ 1 we can also show that the the functor of
convolution with ΦG,ρ,ψ enjoys some nice properties. In Theorem 6.6 we compute
the convolution of ΦG,ρ,ψ with Lusztig’s character sheaves. In particular, we show
that ⋆ and ∗ convolutions in this case coincide. Also, we prove the following result
(assuming again that the semi-simple rank of G is ≤ 1):
Theorem 1.7. Assume that ρ1 and ρ2 are good with respect to the same character
σ of G. Then
ΦG,ρ1⊕ρ2,ψ ≃ ΦG,ρ1,ψ ⋆ ΦG,ρ2,ψ ≃ ΦG,ρ1,ψ ∗ ΦG,ρ2,ψ (1.12)
We conjecture that the above theorems hold for general G but we don’t know how
to prove this (however, in Section 6 we deduce these results from certain conjectural
cohomology vanishing). We also believe in the following
Conjecture 1.8. The functors F 7→ F ⋆ΦG,ρ,ψ and F 7→ F ∗ΦG,ρ,ψ are exact in the
perverse t-structure.
For example, whenG = GL(n) and ρ is the standard representation this conjecture
follows from the corresponding property of the Fourier-Deligne transform.
1.9. Acknowlegdements. We are grateful to D. Gaitsgory and R. Bezrukavnikov,
N. Katz and F. Loeser for very helpful discussions on the subject.
2. Induction and restriction functors
The purpose of this section is to collect some facts about Lusztig’s induction and
restriction functors which will be used later.
2.1. Restriction. Let P be a parabolic subgroup of G and let M be the correspond-
ing Levi factor. Let iP : P → G and aP : P → M be the natural maps. Following
Lusztig we define the restriction functor ResG
M
: D(G)→ D(M) by setting
ResG
M
(F) = (aP)!i
∗F (2.1)
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2.2. The space G˜. Let G˜ denote the variety of all pairs (B, g), where
• B is a Borel subgroup of G,
• g ∈ B.
One has natural maps α : G˜ → T and π : G˜ → G defined as follows. First
of all, we set π(B, g) = g. Now, in order to define α, let us recall that for any
Borel subgroup B of G one has canonical identification µB : B/UB→˜T, where UB
denotes the unipotent radical of B (in fact, this is how the abstract Cartan group T
is defined). Now we set α(B, g) = µB(g).
2.3. Induction. Let now P = B. In this case M is the Cartan group T. We define
the induction functor IndG
T
: D(T)→ D(G) setting
IndG
T
(F) = π!α
∗[d](
d
2
) (2.2)
where π and α are as above and d = dimG− dimT.
We set Spr = IndG
T
(δe) where δe denotes the δ-function sheaf at the unit element
of G. It is known that Spr is a perverse sheaf supported on the set N of unipotent
elements of G. Moreover, Spr is endowed with a natural W -action (see for example
[2]).
2.4. A reformulation. For a subgroup H of G let DH(G) denote the derived cat-
egory of ℓ-adic sheaves on G which are equivariant with respect to the adjoint ac-
tion. Then the functor IndG
T
can be rewritten as follows. Following [14] let us de-
fine the averaging functor AvG/B : DB(G) → DG(G). Let δ : G × B → B and
η : G×B → G×
B
B be the natural maps (in the definition of G×
B
B the group B acts
by translations on G and via the adjoint action on B). Let also mB : G ×
B
B → G
be the map sneding a pair (g, b) to gbg−1 (note that mB is proper). Let F ∈ DB(B).
Then there exists canonical G ∈ D(G ×
B
G/B) such that η∗G = δ∗F . We define
AvG/B(F) = (mB)!G.
Abusing the notations we shall denote the composition of AvG/B with the forgetful
functor going from DG(G) to D(G) by the same symbol. Given any F ∈ D(T) its
inverse image FB to B with respect to the natural map B → T can be naturally
regarded as an object of DB(G). Then it is easy to see that
IndG
T
(F) = AvG/B(FB)[d](
d
2
). (2.3)
We define now the functors I˜nd
G
T
: D(T) → D(G) and R˜es
G
T
: D(G) → D(T) by
setting
I˜nd
G
T
(F) = IndG
T
F ⊗H∗(T,Ql)⊗ (Ql[1](
1
2
))⊗2dimG = (2.4)
IndG
T
F ⊗ (H∗c (T,Ql))
∨[2d](d) (2.5)
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where (H∗c (T,Ql))
∨ denotes the graded dual to H∗c (B) and
R˜es
G
T
G = ResG
T
G ⊗H∗c (G,Ql) (2.6)
The following facts about the induction and restriction functors are essentially due
to Lusztig [13], Theorem 4.4 and Ginzburg [6], Theorem 6.2. However, since these
results are stated in loc. cit. are stated only for character sheaves, we are going to
sketch the proofs.
Theorem 2.5. 1. The functor IndG
T
maps perverse sheaves to perverse sheaves.
2. Let G be a perverse sheaf on G which is equivariant with respect to the adjoint
action. Let also F be any perverse sheaf on T. Then
RHom(R˜es
G
T
G,F) = RHom(G, I˜nd
G
T
F) (2.7)
Moreover, for any F ,G as above the following diagram is commutative.
RHom(R˜es
G
T
G,F) −−−→ RHom(G, I˜nd
G
T
F)y y
RHom(R˜es
G
T
Fr∗G,Fr∗F) −−−→ RHom(Fr∗G, I˜nd
G
T
Fr∗F)
(2.8)
(note that to write vertical arrows one needs to use the natural isomorphisms
I˜nd
G
T
Fr∗F ≃ Fr∗I˜nd
G
T
F and R˜es
G
T
Fr∗G ≃ Fr∗R˜es
G
T
G).
3. Let F be an irreducible perverse sheaf on T. Assume that the support of F
is a W -invariant subtorus in T. Then for every w ∈ W one has a canonical
isomorphism
IndG
T
(F) ≃ IndG
T
(w∗F). (2.9)
Remark. One can show that Theorem 2.5(3) holds for any perverse sheaf F on T.
However, in this case the argument is a little more complicated and we are not going
to present it since we don’t need it.
Proof. The first assertion of Theorem 2.5 is standard (cf. [13], Section 4.3). Also the
second assertion follows from standard adjointness properties of inverse and direct
images. Let us prove the third assertion.
Let T′ ⊂ T denote the support of F . Then we can find two reductive groups G1,
G2 and a surjective homomorphism κ : G1 ×G2 → G such that
1) the kernel of κ is a central subtorus in G1 ×G2.
2) the preimage of T′ under κ (with respect to some embedding of T into G) is
equal to a maximal torus T1 in G1.
Let T2 be a (split) maximal torus in G2. We have the natural map κT : T1 ×
T2 → T with connected kernel. It is easy to see that it is enough to construct the
isomorphism (2.9) for κ∗TF [dim ker κT].
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Let Wi denote the Weyl group of Gi. Then W = W1 ×W2. On the other hand
IndG1×G2
T1×T2
(κ∗TF [dim ker κT]) = Ind
G1
T1
(κ∗
T
F [dimker κT])⊠ SprG2 .
Since the second multiple is endowed with a natural action of W2, it is enough to
construct an action of W1 on the first multiple. However, it follows from the fact that
the map π : G˜ → G is small that IndG1
T1
(κ∗TF [dim ker κT]) is equal to the Goresky-
MacPherson extension of its restriction to the set of regular semi-simple elements in
G1 where the construction of the G1-equivariant structure is standard.
2.6. Composition. Let P,M be as above and let WM ⊂ W be the Weyl group of
M (note that the embedding of WM to W depends on P).
Theorem 2.7. Let F be an irreducible perverse W -equivariant sheaf on T whose
support supp F is a W -stable subtorus in T. Then
ResG
M
IndG
T
(F) ≃ IndWWM(Ind
M
T
(F)) (2.10)
and this isomorphism commutes with the natural actions of W on both sides.
Remark. For character sheaves this result is proved in [13].
Proof. First of all consider ResG
M
IndG
T
(F) where F is an arbitrary object of D(T).
We claim that it is glued from the complexes IndM
T
(w∗F) where W runs over the rep-
resentatives of the cosets W/WM of minimal length. Indeed, the sheaf Res
G
M
IndG
T
(F)
can be computed in the following way.
Consider the product Z = P×
G
G˜. We let δ : Z→ T and σ : Z→M be the natural
maps. Then ResG
M
IndG
T
(F) = σ!δ∗F [d](
d
2
). On the other hand to every w as above
there corresponds a locally closed stratum Zw of Z (consisting of pairs (B, x ∈ B∩P)
where B and P are in position wmodWM). We denote by δw and σw the restrictions of
δ and σ to Zw. Then looking at the Cousin complex associated with the stratification
Zw we see that Res
G
M
IndG
T
(F) is glued from the complexes (σw)!δ∗wF [d](
d
2
).
Each Zw has a natural map µw to M˜. Namely, for every Borel subgroup B of G the
image of P∩B in M = P/UP is a Borel subgroup ofM and we set µw(B, x) = (B∩P
mod UP, x mod UP). It is easy to see that µw is a locally trivial fibration with
fiber isomorphic to AdimUP−l(w). Also the composition of µw with the natural map
αM : M˜ → T is equal to w ◦ δ. This implies that (σw)!δ∗wF [d](
d
2
) ≃ IndM
T
(w∗F).
Hence ResG
M
IndG
T
(F) is glued from the complexes IndM
T
(w∗F).
Assume now that F satisfies the conditions of the theorem. Then W acts natu-
rally on ResG
M
IndG
T
(F) and it is easy to see that it permutes the various subquo-
tients IndM
T
(w∗F) from which ResG
M
IndG
T
(F) is glued by the above argument. Hence
ResG
M
IndG
T
(F) is isomorphic to IndWWM IndT .
Assume now that we are given two perverse sheaves F1 and F2 on T satisfying the
conditions of Theorem 2.7. Let also G be a direct summand of IndG
T
(F2). Then it
follows from Theorem 2.7 that ResG
T
(G) has a natural W -equivariant structure and
7
hence the same is true for R˜es
G
T
(G). Therefore we have a natural action of W on
RHom(F1, R˜es
G
T
G). On the other hand, since W acts naturally on IndG
T
F1 and on
H∗c (T,Ql); hence it also acts on I˜nd
G
T
F1. ThereforeW also acts on RHom(I˜nd
G
T
F1,G).
The proof of the following lemma is left to the reader.
Lemma 2.8. The isomorphism (2.7) commutes with the above W -actions.
Let U be the unipotent radical of a Borel subgroup B of G. Let rU : G → G/U
denote the natural map.
Proposition 2.9. Let G be a perverse sheaf on G which is equivariant with respect
to the adjoint action.
Assume that (rU)!G is concentrated on T ⊂ G/U. Then for every F ∈ D(T) we
have
G ⋆ IndG
T
(F) ≃ IndG
T
(ResG
T
G ⋆ F) (2.11)
(in the above formula the restriction functor is taken with respect to the chosen Borel
subgroup B).
The same result holds if we require that (rU)∗G vanishes outside of T and replace
⋆-convolution by ∗-convolution.
Proof. We are going to prove the statement about ⋆-convolution. The proof for ∗-
convolution is analogous.
It is easy to see that for any H ∈ DB(G) we have the natural isomorphism
G ⋆AvG/B(H)[d](
d
2
) ≃ AvG/B(G ⋆H)[d](
d
2
) (2.12)
Let us apply this to H = FB. Then the right hand side of (2.12) is equal to the right
hand side of (2.11). On the other hand, the assumption that rUG vanishes outside of
T = B/U together with U-equivariance of FB imply that
G ⋆ FB = (Res
G
T
(G) ⋆ F)B (2.13)
which finishes the proof.
3. Character sheaves and Deligne-Lusztig representations
3.1. Maximal tori. Let us recall the classification of conjugacy classes of Fq-rational
maximal tori in G. Recall that we assume that G is split.
Let T denote the abstract Cartan group of G (with its canonical F -rational struc-
ture). Given w ∈ W we can construct a new Frobenius morphism Frw : T → T
sending every t ∈ T to w(Fr(t)). In this way we get a new F -rational structure on
T. We will denote the resulting torus by Tw. It is clear that if w and w
′ belong to
the same conjugacy class then Tw and Tw′ are isomorphic.
The following result is proved in [4]:
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Theorem 3.2. For every w ∈ W there exists an embedding of Tw in G and in this
way we get a bijection between G-conjugacy classes of F -rational maximal tori in G
and conjugacy classes in W .
3.3. Characters of tori. LetT be any algebraic torus over F and let θ be a character
of T . One can associate to θ an l-adic local system Lθ on T in the following way.
Let α : T → T be the morphism given by α(t) = Fr(t)t−1. Then α is a Galois e´tale
covering with Galois group equal to T . Hence T acts on the sheaf α∗(Ql). We set Lθ
to be the part of α∗(Ql) on which T acts by means of θ.
Let w′, w′′ ∈ W and let θ′ (resp. θ′′) be a character of Tw′ (resp. of Tw′′). We say
that θ′ and θ′′ are geometrically conjugate if there exists w ∈ W such that w∗Lθ′ ≃ Lθ′′
(note that as varieties over F both Tw′ and Tw′′ are identified with T). This notion
is introduced in [4] in a slightly different language.
3.4. Deligne-Lusztig representations. Let w ∈ W and let θ : Tw → Q
×
l be a
character. In [4] Deligne and Lusztig constructed a virtual representation Rθ,w of G.
We are going to need the following facts about Rθ,w. Let KG denote the Grothendieck
group of representations of G. We have a natural pairing 〈 , 〉 : KG ⊗ KG → Z such
that if π1, π2 ∈ Irr(G) then
〈π1, π2〉 =
{
1 if π1 is isomorphic to π2
0 otherwise
(3.1)
1) For every π ∈ Irr(G) there exists w ∈ W and θ : Tw → Q
×
l such that
〈π,Rθ,w〉 6= 0 (3.2)
2) One has
〈Rθ,w, Rθ′,w′〉 6= 0 (3.3)
if and only if θ and θ′ are geometrically conjugate.
3.5. Character sheaves. Let G be an arbitrary reductive algebraic group over F .
Let us recall Lusztig’s definition of (some of) the character sheaves.
Let L be a tame local system on T. We define KL = Ind
G
T
L. One knows (cf. [13],
[10]) that the sheaf KL is perverse.
3.6. The Weil structure. Assume now, that for some w ∈ W there exists an
isomorphism L ≃ Fr∗w(L) and let us fix it. It was observed by G. Lusztig in [13]
that fixing such an isomorphism endows KL canonically with a Weil structure (this
follows immediately from Theorem 3.2).
Let now θ : Tw → Q
×
l be any character. The following result is due to G. Lusztig.
Theorem 3.7.
χ(KLθ) = q
−
d
2 ch(Rθ,w) (3.4)
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4. γ-sheaves on split tori
4.1. Let T be a split torus over F and let
ρ = λ1 ⊕ ...⊕ λn (4.1)
be a good representation of T∨. Recall that this means that there exists a character
σ : T→ Gm such that 〈σ, λi〉 > 0 for every i.
Each λi can be considered as a cocharacter of T. Let Tρ = G
n
m. Define the map
pρ : Tρ → T by setting
pρ(t1, ..., tn) = λ1(t1)...λn(tn). (4.2)
We have Let trρ : Tρ → A1 be given by
trρ(x1, ..., xn) = x1 + ...+ xn. (4.3)
Consider the complex ΦT,ρ,ψ := (pρ)! tr
∗
ρ Lψ[n](
n
2
) (on T).
Theorem 4.2. Assume that λi is non-trivial for every i = 1, ..., n. Then
1. The complex ΦT,ρ,ψ is perverse.
2.
suppΦT,ρ,ψ = pρ(Tρ) (4.4)
3. Assume in addition that ρ is good. Then the natural map
ΦT,ρ,ψ := (pρ)! tr
∗
ρ Lψ[n](
n
2
)→ (pρ)∗ tr
∗
ρ Lψ[n](
n
2
) (4.5)
is an isomorphism and ΦT,ρ,ψ is an irreducible perverse sheaf on T.
Proof. Point (1) of Theorem 4.2 follows from the following result.
Proposition 4.3. Let λ : Gm → T be a non-trivial character and define Φλ =
λ∗(Lψ)[1](
1
2
). Then the functors Cλ,⋆,Cλ,∗ : D(T)→ D(T) sending every A ∈ D(T)
to Φλ ⋆ A and to Φλ ∗ A respectively map perverse complexes to perverse ones.
To see that Proposition 4.3 implies Theorem 4.2(1) it is enough to note that the
complex Φλ is perverse for every λ and that
ΦT,ρ,ψ ≃ Φλ1 ⋆ ... ⋆ Φλn (4.6)
Proof of Proposition 4.3. First of all there exists another torus T′λ together with an
isogeny qλ : T
′
λ → T and an injective cocharacter λ
′ : Gm → T such that λ = qλ ◦λ′.
Let Sλ = T
′
λ/Gm. Set also T
′
λ = T
′
λ ×
Gm
A1.
We have the natural map sλ : T
′
λ → Sλ which endows T
′
λ with a structure of a
line bundle over Sλ. Moreover, the dual vector bundle can be naturally identified
with sλ−1 : T
′
λ−1 → Sλ−1 = Sλ. Thus one can consider the Fourier-Deligne transform
functor Fλ : D(T
′
λ)→ D(T
′
λ−1) (cf. e.g. [9]).
Let jλ : T
′
λ → T
′
λ denote the natural embedding.
The following lemma is straightforward from the definitions.
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Lemma 4.4. There exists a natural isomorphism of functors
j∗λ ◦ Fλ−1 ◦ (jλ−1)! ◦ ◦q
∗
λ ≃ q
∗
λ ◦Cλ,⋆ (4.7)
and
j∗λ ◦ Fλ−1 ◦ (jλ−1)∗ ◦ ◦q
∗
λ ≃ q
∗
λ ◦Cλ,∗ (4.8)
(note that we can take T′λ = T
′
λ−1).
To see that Lemma 4.4 implies Proposition 4.3 it is enough to note that a complex
A ∈ D(T) is perverse if and only if q∗λ(A) is perverse and that the functors (jλ−1)!
and Fλ−1 map perverse complexes to perverse ones (for the former this follows from
the fact that jλ is an affine open embedding and for the latter cf. [9]).
4.5. Proof of Theorem 4.2(2). We are going to use induction on n. For n = 1
the statement is obvious. Assume that we know the result for n − 1. Let ρ′ =
{λ1, ..., λn−1}. Then we know that ΦT,ρ′,ψ,! is supported on the image of pρ. We have
ΦT,ρ,ψ,! = ΦT,ρ′,ψ,! ⋆ Φλn . Thus our statement follows from Lemma 4.4 and from the
following result.
Proposition 4.6. Let X be a scheme over F , π : L→ X - a line bundle. Denote by
L∨ the dual line bundle and by j :
◦
L → L the embedding of the complement to the
zero section (thus we have the natural isomorphism
◦
L ≃
◦
L
∨
). Let Fψ : D(L)→ D(L
∨)
denote the Fourier-Deligne transform corresponding to the additive character ψ. Then
for every F ∈ D(L) we have
supp(Fψ(j!F)) = Gm · supp(F) (4.9)
(here bar denotes the Zariski closure).
Proof. The statement is immediately reduced to the case when X is a point. Thus
we have the embedding j : Gm → A1 and a complex F ∈ D(Gm). We have to show
that Fψ(j!F) is non-zero at the generic point of A1 provided that F 6= 0.
Assume the contrary. Then the Grothendieck-Ogg-Schafarevich formula for the
Euler-Poincare´ characteristic (cf. for example formula 2.3.1 in [8]) implies that
1) F is locally constant.
2) For any t ∈ F
∗
the complex F ⊗ t∗Lψ|Gm is tame at infinity.
Clearly this is possible only if F = 0.
Let us now pass to the proof of Theorem 4.2(3). Let H denote the kernel of pρ and
let δH be the constant sheaf on H shifted by dimH (regarded as a perverse sheaf on
Tρ.
We must show that the natural map
ΦT,ρ,ψ = (pρ)! tr
∗
ρ Lψ[n](
n
2
)→ (pρ)∗ tr
∗
ρ Lψ[n](
n
2
)
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is an isomorphism and that ΦT,ρ,ψ is an irreducible perverse sheaf. Taking inverse
image to Tρ we see that this is equivalent to the following two statements:
1) The natural map tr∗ρ Lψ[n](
n
2
) ⋆ δH → tr∗ρ Lψ[n](
n
2
) ∗ δH is an isomorphism.
2) The perverse sheaf tr∗ρ Lψ[n](
n
2
) ⋆ δH[dimH] is irreducible as an H-equivariant
perverse sheaf (i.e. it has no H-equivariant subsheaves).
Let j : Tρ = G
n
m → A
n be the natural embedding. Let also FAn denote the
Fourier-Deligne transform on An. Then arguing as above it is easy to see that
tr∗ρ Lψ[n](
n
2
) ⋆ δH = j
∗FAn(j!δH) (4.10)
and
tr∗ρ Lψ[n](
n
2
) ∗ δH = j
∗FAn(j∗δH) (4.11)
Since FAn is an auto-equivalence which maps H-equivariant perverse sheaves to H-
equivariant perverse sheaves we see that in order to prove 1 and 2 above it is enough
to show that the map j!δH → j∗δH is an isomorphism.
For this it is enough to show that H is closed in An. But H is a closed subset of
Hσ = ker σ. Hence it is enough to show that Hσ is closed in A
n. Let ai = 〈λi, σ〉, i =
1, ..., n. Then
Hσ = {(t1, ..., tn) ∈ G
n
m| t
a1
1 ...t
an
n = 1} (4.12)
Since ρ is good it follows that ai > 0 for every i. This together with (4.12) clearly
implies that Hσ is closed in A
n.
4.7. Tame local systems. Recall that an ℓ-adic local system L on T is called tame
if there exists a finite homomorphism π : T′ → T of some other algebraic torus T′ to
T such that π∗L is trivial.
Theorem 4.8. Let ρ = ⊕λj be as above such that all λj are non-trivial. Then for
every tame local system L on T one has
dimH ic(ΦT,ρ,ψ ⊗L) =
{
0 if i 6= 0,
1 if i = 0.
(4.13)
The same is true for H i(ΦT,ρ,ψ ⊗ L).
We set Hρ,L,ψ,! := H
0
c (ΦT,ρ,ψ ⊗ L
−1) and Hρ,L,ψ,∗ := H
0(ΦT,ρ,ψ ⊗L−1).
Proof. Let us prove the statement of Theorem 4.8 for H ic(ΦT,ρ,ψ ⊗ L). The proof for
H i(ΦT,ρ,ψ ⊗ L) is analogous.
First of all, we may assume without loss of generality that T = Tρ = G
n
m, and
ρ : Gnm → GL(n) is the standard embedding. Indeed, the definition of ΦT,ρ,ψ and the
projection formula imply that the statements of Theorem 4.8 hold for L if and only
if they hold for p∗ρL.
On the other hand since L is a one-dimensional tame local system on Gnm it follows
that there exist tame local systems L1, ...,Ln on Gm such that p∗ρL ≃ L1 ⊠ ... ⊠ Ln.
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Since in our case ΦT,ρ,ψ = Lψ ⊠ ... ⊠ Lψ[n](
n
2
), Theorem 4.8(1) follows from the
following well-known lemma.
Lemma 4.9. Let L be a one-dimensional local system on Gm. Then H ic(L⊗Lψ) = 0
if i 6= 1 and dimH1c (L ⊗ Lψ) = 1.
Corollary 4.10. Assume that ρ is good. Then we have
ΦT,ρ,ψ ⋆ L = Hρ,L,ψ,! ⊗ L (4.14)
and
ΦT,ρ,ψ ∗ L = Hρ,L,ψ,∗ ⊗L (4.15)
5. The basic example
Now we assume again that G = GL(n). Set ΦG,ρ,ψ = tr
∗ Lψ[n2](
n2
2
). Let also
ΦT,ρ,ψ = tr
∗
T
Lψ[n](
n
2
) where trT : T→ A1 is the restriction of the trace morphism to
the group T of diagonal matrices in GL(n).
Theorem 5.1. 1. One has an isomorphism of functors
ΦG,ρ,ψ ⋆ Ind
G
T
(F) ≃ IndG
T
(ΦT,ρ,ψ ⋆ F) (5.1)
2. Let L be a tame local system on T endowed with an isomorphism Fr∗wL ≃ L for
some w ∈ W . In this case both sides of (5.1) are endowed with a natural Weil
structure. Then the isomorphism of (5.1) is an isomorphism of Weil sheaves.
Proof. Let g denote the Lie algebra of G, i.e. the algebra of n×n-matrices. We have
the natural embedding jG : G →֒ g. Let us identify g with its dual space by means
of the form (x, y) 7→ tr(xy). Let Fg : D(g)→ D(g) denote the corresponding Fourier
transform functor. Then for every G ∈ D(G) we have
ΦG,ρ,ψ ⋆ G ≃ (jG)
∗Fg((jG)!G
ι) (5.2)
where Gι denotes the inverse image of G with respect to inversion map g 7→ g−1.
Similarly for any F ∈ D(T) we have
ΦT,ρ,ψ ⋆F ≃ (jT)
∗Ft((jT)!F
ι) (5.3)
Let g˜ be the space of all pairs (b, x) where b is a Borel subalagebra in g and x ∈ b.
We have the natural open embedding j
G˜
: G˜ →֒ g˜.
Let t be the Cartan algebra of G (the Lie algebra of T) and let jT : T →֒ t be
the natural embedding. Then as in Section 2.3 we can define the induction functor
Indgt : D(t) → D(g). It follows immediately from the definitions that for every
F ∈ D(T) we have the natural isomorphisms
(jG)! Ind
G
T
F ≃ Indgt((jT)!F)
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and
IndG
T
F ι ≃ (IndG
T
F)ι.
Hence the first statement of Theorem 5.1 follows from the following
Lemma 5.2. There is a natural isomorphism of functors
Fg ◦ Ind
g
t ≃ Ind
g
t ◦Ft. (5.4)
Proof. Let π : g˜ → g and α : g˜ → t be the natural maps. Then for every F ∈ D(t)
we have
Indgt(F) = π!α
∗F [dim g− dim t](
dim g− dim t
2
).
Let X denote the flag variety of G. Then g˜ can be regarded naturally as a vector
subbundle of the trivial vector bundle X × g over X. Let η : X × g → g be the
natural projection and let also FX×g denote the Fourier transform in the fiber of the
vector bundle X×g. It is known that in this situtation the functor η! commutes with
Fourier transform, i.e. there is a natural ismorphism of functors
η! ◦ FX×g ≃ Fg ◦ η!.
Hence the lemma follows from the following observation: for every F ∈ D(t) we have
FX×g(α
∗F) ≃ α∗Ft(F).
The second statement of Theorem 5.1 is proved using similar considerations and we
leave it to the reader.
Corollary 5.3. Assume that an irreducible representation (π, V ) appears in some
Deligne-Lusztig representation Rθ,w. Then
γψ(π) = γw,ψ(θ) (5.5)
where the notations are as in Section 1.2. In particular, γ(π) = γ(π′) if π and π′
appear in the same virtual representation Rθ,w.
This follows immediately from Theorem 5.1 and from Theorem 3.7.
6. γ-sheaves: the main results
6.1. The perverse sheaf ΦG,ρ,ψ. In what follows we assume that ρ is good and
W -equivariant. We want to define a W -equivariant structure on ΦT,ρ,ψ. Recall that
we denote Tρ = G
n
m. Then the group Wρ := Sn acts naturally on Tρ.
Choose w ∈ W . We need to define an isomorphism ιw : w∗(ΦT,ρ,ψ)→˜ΦT,ρ,ψ. Let
(as above) w′ be any lift of ρ(w) to Wρ. Then one has
pρ(w
′(t)) = w(pρ(t)). (6.1)
The sheaf tr∗ρ Lψ is obviously Wρ-equivariant. This, together with (6.1), gives rise to
an isomorphism ι′w : w
∗(Aρ)→˜Aρ. We now define
ιw := (−1)
l(w′)−l(w)ι′w. (6.2)
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Proposition 6.2. 1. The isomorphism ιw does not depend on the choice of w
′.
2. The assignment w 7→ ιw defines a W -equivariant structure on the sheaf ΦT,ρ,ψ.
Proof. Clearly the second statement of Proposition 6.2 follows from the first one. So,
we just have to show that ιw does not depend on the choice of w
′. For this it is enough
to show the following.
• Let s ∈ Wρ be a simple reflection. Assume that pρ ◦ s = pρ (i.e. s is a lift of the
unit element e ∈ W to Wρ). Then ιsis equal to multiplication by −1.
For this it is enough to prove the following lemma.
Lemma 6.3. Consider the torus G2m with coordinates x and y. Let m : G
2
m → Gm
be the multiplication map and let f : G2m → A
1 be given by f(x, y) = x + y. Then
the involution s interchanging x and y acts on m!(f
∗Lψ) by means of multiplication
by −1.
Proof. The quotient of G2m by the action of Z2 coming from s is isomorphic to A
1×Gm
with coordinates z = x + y and t = xy. Let q : G2m → G
2
m/Z2 be the natural map.
Then it is enough to show that the direct image under m of q!(f
∗Lψ)Z2 vanishes.
But the latter sheaf is isomorphic Lψ ⊠ Ql on G
2
m/Z2 ≃ A
1 × Gm and the required
assertion follows from the fact that H∗c (A
1,Lψ) = 0.
Consider IndG
T
(ΦT,ρ,ψ). It follows from Theorem 4.2 that ΦT,ρ,ψ satisfies the con-
ditions of Theorem 3.2. Define
ΦG,ρ,ψ = (Ind
G
T
(ΦT,ρ,ψ))
W (6.3)
Proposition 6.4. 1. The sheaf ΦG,ρ,ψ is non-zero and irreducible.
2. Assume that impρ ∩ Trs 6= ∅ where Trs denotes the set of regular semi-simple
elements in T. Then ΦG,ρ,ψ is equal to the Goresky-MacPherson extension
of its restriction to the set of regular semisimple elements in G. Moreover,
the restriction of ΦG,ρ,ψ to the set Gr of regular elements in G is equal to
s∗(q!ΦT,ρ,ψ)
W [dimG − dimT](dimG−dimT
2
) where s : Gr → T/W and q : T →
T/W are the natural maps.
Proof. Let us first prove 2. The fact that ΦG,ρ,ψ is equal to the Goresky-MacPherson
extension of its restriction to the set of regular semisimple elements in G follows from
smallness of the morphism π : G˜ → G (indeed, the fact that π is small implies that
IndG
T
ΦT,ρ,ψ is equal to the Goresky-MacPherson extension of its restriction to the set
of regular semisimple elements in G (since in this case ΦT,ρ,ψ is equal to the Goresky-
MacPherson extension of its restriction to the set of regular semisimple elements in
T) and hence the same is true for any of its direct summands).
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Let us show that
ΦG,ρ,ψ|Gr = s
∗(q!ΦT,ρ,ψ)
W [dimG− dimT](
dimG− dimT
2
).
Both sides are equal to the Goresky-MacPherson extensions of their restrictions to
the set Grs of regular semi-simple elements. Hence it is enough to establish the above
isomorphism on Grs where it is obvious.
Let us prove 1. Arguing as in the proof of Theorem 2.5 we can assume that one of
the following holds:
(i) impρ = T.
(ii) impρ lies in Z(G) (the center of G).
Consider case (i). Then to show that ΦG,ρ,ψ is irreducible it is enough to show that
ΦG,ρ,ψ|Gr is irreducible (this follows from 2). On the ohter hand since
ΦG,ρ,ψ|Gr = s
∗(q!ΦT,ρ,ψ)
W [dimG− dimT](
dimG− dimT
2
).
and since s has connected fibers it is enough to show that (q!ΦT,ρ,ψ)
W is irreducible
which follows immediately from the irreducibility of ΦT,ρ,ψ.
Let us now consider case (ii). In this case we claim that ΦG,ρ,ψ = ΦT,ρ,ψ (this means
that both sheaves are supported on Z(G) and are equal there). Indeed, the sheaf
IndG
T
ΦT,ρ,ψ is supported on Z(G) · N and Ind
G
T
ΦT,ρ,ψ = ΦT,ρ,ψ ⊠ Spr. Moreover,
it follows from (6.2) that the action of W on IndG
T
ΦT,ρ,ψ comes from the second
multiple and there it is equal to the standard action of W on Spr twisted by the sign
character. It is well-known that the sheaf HomW (sign,Spr) is equal to δe where δe
denotes that δ-function sheaf at the unit element of G. Hence we have
ΦG,ρ,ψ = (Ind
G
T
ΦT,ρ,ψ)
W = ΦT,ρ,ψ ⊠ (Spr ⊗ sign)
W = ΦT,ρ,ψ ⊠ δe = ΦT,ρ,ψ.
Let us now discuss the relation between the sheaf ΦG,ρ,ψ and the function ΦG,ρ,ψ.
Conjecture 6.5. Let P ⊂ G be a parabolic subgroup,U ⊂ P – its unipotent radical,
M = P/U – the corresponding Levi group. Let qP : G→ G/U and iP : M→ G/U
be the natural morphisms. Assume that ρ is good. Then (qP)!ΦG,ρ,ψ vanishes outside
of M.
Theorem 6.6. We have
ResG
M
ΦG,ρ,ψ = ΦM,ρ,ψ.
Assume now that Conjecture 6.5 holds. Then
1.
(qP)!ΦG,ρ,ψ ≃ (iP)!ΦM,ρ,ψ (6.4)
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2. Assume that ρ1 and ρ2 are good with respect to the same character σ of G.
Then
ΦG,ρ1⊕ρ2,ψ ≃ ΦG,ρ1,ψ ⋆ ΦG,ρ2,ψ ≃ ΦG,ρ1,ψ ∗ ΦG,ρ2,ψ (6.5)
3. Let L be a tame local system on T. Then
ΦG,ρ,ψ ⋆KL ≃ Hρ,L,ψ,! ⊗KL (6.6)
and
ΦG,ρ,ψ ∗ KL ≃ Hρ,L,ψ,∗ ⊗KL. (6.7)
If L is endowed with an isomorphism Fr∗wL ≃ L then these isomorphisms com-
mute with the Weil structures on both sides (note that due toW -equivariance of
ΦT,ρ,ψ every isomorphism Fr
∗
wL ≃ L endowes the spaces Hρ,L,ψ,! = H
0(ΦT,ρ,ψ ⊗
L−1) and Hρ,L,ψ,∗ = H0(ΦT,ρ,ψ ⊗ L−1) with a Frobenius action).
Corollary 6.7. Assume Conjecture 6.5 holds. Then
χ(ΦG,ρ,ψ) = ΦG,ρ,ψ.
Proof. Let w ∈ W , θ : Tw → Q
×
l and let L = Lθ. It follows from Theorem 6.6(3)
and Theorem 3.7 that in order to prove Corollary 6.7 it is enough to show that the
scalar by which Frobenius acts on Hρ,L,ψ,! is equal to γw,ρ,ψ(θ
−1). It follows from
the definitions that it is enough to do it in the case when G = GL(n) and ρ is the
standard representation where it is obvious.
Conjecture 6.8. The functors F 7→ F ⋆ ΦG,ρ,ψ and F 7→ F ∗ ΦG,ρ,ψ from D(G) to
itself are exact with respect to the perverse t-structure.
Theorem 6.9. Conjecture 6.5 holds for G of semi-simple rank ≤ 1. In particular,
Corollary 6.7 holds for G of semi-simple rank ≤ 1.
Proof. Clearly we can assume that the semi-simple rank of G is equal to 1 (otherwise
G is a torus and in this case there is nothing to prove). Also, without loss of generality
we may assume that impρ∩Trs 6= ∅ (otherwise the support of ΦG,ρ,ψ lies in the center
of G and again there is nothing to prove).
In this case the Weyl group W is isomorphic to Z2. We denote by σ the only
non-trivial element in W . Let also T′ = T/T ∩ [G,G] and let π′ : T → T′ be the
natural map. Thus W ≃ Z2 acts in the fibers of π′. Hence we get a natural map
π : T/W → T′.
Let B be a Borel subgroup of G with unipotent radical U. Let g ∈ G such that
g 6∈ B. Then gu is a regular element of G for every u ∈ U. Moreover, the map
s : Gr → T/W identifies gU with one of the fibers of π. Hence it is enough to
show that π!ΦT,ρ,ψ = π∗ΦT,ρ,ψ = 0. For this it enough to prve that (π
′
!ΦT,ρ,ψ)
W =
(π′∗ΦT,ρ,ψ)
W = 0
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First of all, it follows from Theorem 4.2 (applied to the torus T′) that π!ΦT,ρ,ψ =
π∗ΦT,ρ,ψ and that the sheaf Φ
′ := π′!ΦT,ρ,ψ is irreducible. Hence σ ∈ W acts on Φ
′
by means of multiplication by a scalar. Since σ2 = 1 it follows that this scalar must
be ±1.
We claim that the above scalar is equal to −1. Since H0(Φ ′) = H0(ΦT,ρ,ψ) 6= 0, it
is enough to check that σ acts on H0(ΦT,ρ,ψ) by means of multiplication by −1. Let
σ′ be a lift of σ to Sn and let ι
′
σ : σ
∗ΦT,ρ,ψ ≃ ΦT,ρ,ψ be the corresponding isomorphism
(we are using here the notations introduced before Proposition 6.2). Then it follows
from Lemma 6.3 that ι′σ induces multiplication by (−1)
l(σ′) on H0(ΦT,ρ,ψ). Hence
ισ = (−1)l(σ
′)−l(σ)ι′σ = (−1)
l(σ′)−1ι′σ acts on H
0(ΦT,ρ,ψ) by means of multiplication by
−1.
6.10. Proof of Theorem 6.6.
6.11. Let us show that ResG
M
ΦG,ρ,ψ = ΦM,ρ,ψ. By Theorem 2.7 we have
ResG
M
IndG
T
(ΦT,ρ,ψ) = Ind
W
WM
IndM
T
(ΦT,ρ,ψ).
By Frobenius reciprocity
(IndWWM Ind
M
T
(ΦT,ρ,ψ))
W = (IndM
T
(ΦT,ρ,ψ))
WM = ΦM,ρ,ψ.
Hence
ResG
M
ΦG,ρ,ψ = (Res
G
M
IndG
T
(ΦT,ρ,ψ))
W = ΦM,ρ,ψ.
This clearly implies Theorem 6.6(1) if we assume that Conjecture 6.5 holds.
The fact that Conjecture 6.5 implies Theorem 6.6(3) is an immediate consequence
of Proposition 2.9. Hence we just need to prove Theorem 6.6(2). We will do that for
⋆-convolution. The proof for ∗-convolution is analogous.
Consider first ΦG,ρ1,ψ ⋆ Ind
G
T
(ΦT,ρ2,ψ). Then Conjecture 6.5 and Proposition 2.9
imply that it is isomorphic to
IndG
T
(ResG
T
ΦG,ρ1,ψ) ⋆ ΦT,ρ2,ψ ≃ Ind
G
T
(ΦT,ρ1,ψ ⋆ ΦT,ρ2,ψ) ≃ Ind
G
T
(ΦT,ρ1⊕ρ2,ψ).
Our assertion is obtained by taking W -invariants on both sides.
We conclude with the following
Theorem 6.12. Let Φ′G,ρ,ψ = χ(ΦG,ρ,ψ). Then
1. For every w ∈ W and θ : Tw → Q
×
l the trace of Φ
′
G,ρ,ψ in Rθ,w is equal to that
of ΦG,ρ,ψ.
2. If G = GL(n) then
Φ′G,ρ,ψ = ΦG,ρ,ψ (6.8)
Proof. Let us prove 1. First of all we know that Tr(ΦG,ρ,ψ, Rθ,w) = γw,ρ,ψ · dimRθ,w.
By [4](Theorem 7.1) we have dimRθ,w = q
−
d
2
#G
#Tw
. Hence we need to show that
Tr(Φ′G,ρ,ψ, Rθ,w) = γw,ρ,ψ · q
−
d
2
#G
#Tw
. (6.9)
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Let L be the local system on T corresponding to θ, w. Thus L is endowed with
the natural isomorphism Fr∗wL ≃ L. We know that the character of Rθ,w is equal
to χ(KL)q
d
2 . Also the inverse image of KL under the map g 7→ g−1 is equal to
KL−1 = DKL. Hence it follows that Tr(Φ
′
G,ρ,ψ, Rθ,w) is equal to
q
d
2
∑
(−1)iTr(Fr, H ic(ΦG,ρ,ψ ⊗KL)).
Recall that for any two compexes A and B on a scheme X we have
(Ext∗(A,B))∨ = H∗c (A⊗ DB).
Hence it follows from (2.7) that we have a canonical isomorphism
H∗c (ΦG,ρ,ψ ⊗ DI˜nd
G
T
L) ≃ H∗c (R˜esΦG,ρ,ψ ⊗ L
−1).
Changing L to L−1 and taking into account the canonical isomorphism D IndG
T
L−1 ≃
IndG
T
L we see that we have a canonical isomorphism
H∗c (ΦG,ρ,ψ ⊗ Ind
G
T
L)[−2d](−d)⊗H∗c (T,Ql) ≃ H
∗
c (ResΦG,ρ,ψ ⊗L)⊗H
∗
c (G,Ql)
In other words, since we know that ResG
T
ΦG,ρ,ψ = ΦT,ρ,ψ, we get the isomorphism
H∗c (ΦG,ρ,ψ ⊗ Ind
G
T
L)[−2d](−d)⊗H∗c (T,Ql) ≃ H
∗
c (ΦT,ρ,ψ ⊗ L)⊗H
∗
c (G,Ql).
(6.10)
It is easy to see that this isomorphism commutes with the action of Frobenius on
both sides where the actions of Frobenius on H∗c (ΦG,ρ,ψ⊗ Ind
G
T
L) and H∗c (G,Ql) are
standard and the actions on H∗c (T,Ql) and H
∗
c (ΦT,ρ,ψ ⊗ L) are via Frw. Thus (6.9)
follows from (6.10) by taking traces of Frobenius.
Let us prove the second assertion. It is known that if = GL(n) then the virtual
Deligne-Lusztig representations Rθ,w generate over Q the Grothendieck group of the
category of finite-dimensional representations of G (cf. for example the introduction
to [12]). Hence (6.8) follows from Theorem 6.12(1).
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