As a consequence of global environmental change, management strategies that can deal with unexpected change in resource dynamics are becoming increasingly important. In this paper we undertake a novel approach to studying resource growth problems using a computational form of adaptive management to find optimal strategies for prevalent natural resource management dilemmas. We scrutinize adaptive management, or learningby-doing, to better understand how to simultaneously manage and learn about a system when its dynamics are unknown. We study important trade-offs in decision-making with respect to choosing optimal actions (harvest efforts) for sustainable management during change. This is operationalized through an artificially intelligent model where we analyze how different trends and fluctuations in growth rates of a renewable resource affect the performance of different management strategies. Our results show that the optimal strategy for managing resources with declining growth is capable of managing resources with fluctuating or increasing growth at a negligible cost, creating in a management strategy that is both efficient and robust towards future unknown changes. To obtain this strategy, adaptive management should strive for: high learning rates to new knowledge, high valuation of future outcomes and modest exploration around what is perceived as the optimal action.
Introduction
The uncertainties humans face when managing natural resources are increasing as a consequence of global environmental change [1] . These rising uncertainties pose additional challenges to management and, increase the urgency of developing efficient and robust strategies to adapt to these changes [2] [3] [4] [5] [6] . While climate change effects on species' distributions and abundance is a known uncertainty [7 -9] , how climate change will disturb harvested species' growth rates is often overlooked [10] [11] [12] . Ignoring this latter type of uncertainty may have detrimental consequences such as eventual stock collapse [12, 13] . Hence, finding management strategies that can handle uncertainty in species' changing growth in addition to determining abundance is a very pertinent resource management problem.
Adaptive management [9, [14] [15] [16] proposes the incorporation of learningby-doing (LBD) to improve management in the presence of uncertainties, such as sudden fluctuations in the surrounding ecosystem. It focuses on three fundamental trade-off dilemmas for sustainable management of natural resources: how to value future outcomes (e.g. discount factors, planning horizons) [17 -20] , the rate at which reference points are adjusted in response to new knowledge [3, 4, 21] and exploration versus business as usual [22, 23] . These dilemmas are similar to the key learning components of the LBD process in learning theory (e.g. [24] ).
Earlier research using computational models for understanding adaptive management under uncertainty include studies on robustness of control methods in relation to performance [6, 25, 26] , optimization methods from artificial intelligence for adaptive management under uncertainty in terms of species habitats [27] and incorporating uncertainty for adaptive conservation [28] . Here, we undertake a computational approach to adaptive management and specifically LBD, using methods from reinforcement learning (RL; [29, 30] ). Although RL is considered to be a promising approach within natural resource management (see e.g. [31, 32] ), few studies are found to have applied this approach (but see e.g. [27, [32] [33] [34] [35] [36] ). These studies primarily focus on implementing methods from RL for conservation in order to produce the best management option in a given situation. We further unpack RL to understand how to simultaneously manage and learn about a system when its dynamics are unknown.
The sources of uncertainty in adaptive management are numerous [9] . In a simplified closed system, i.e. where controllability is high [15] , with one actor and one resource, we identify four major aspects of uncertainty: (1) the degree of variability in species' abundance (2) the degree to which harvesting can be regulated, (3) the degree of a priori system understanding and (4) the degree to which internal system change can be detected. If all four aspects are known, then the best management choice is to continuously calculate the analytical solution for the harvest effort, for which ample theory has been developed [37] . If the uncertainty of (4) is high, then one can either apply a fixed strategy, and ignore that the system might change or, use a learning strategy (or feedback strategy) to continuously update harvest efforts in order to gain knowledge about the system's dynamics. Furthermore, how to best optimize a given learning strategy may differ depending on what change the system is subjected to. An abrupt change in resource dynamics may require different strategies than a slow change. Thus, a learning strategy can be optimal for one type of dynamics, but sub-optimal for another.
In this paper, we contrast a learning strategy and a fixed strategy to the analytical solution of the problem at hand. We scrutinize three learning components: (i) valuing future outcomes, (ii) adapting to new knowledge, and (iii) exploration versus exploitation. We aim to find which learning strategies are most robust and sustainable in relation to six scenarios of a growth rate change for a renewable resource, in situations where stock abundance is randomly reduced. Robustness is defined as the system performance being maintained when the resource is exposed to external perturbations or when there is uncertainty about internal dynamics [25] , and sustainable is defined as the optimal strategy for providing the highest long-term outcomes. We implement a simulation model of an intelligent agent that has the objective to learn sustainable management of a renewable resource. We do so to investigate the following questions: (i) how does the learning strategy perform, in comparison with a fixed strategy, under different scenarios of change? (ii) How do key learning components-such as adapting to new knowledge, valuing future outcomes, and, exploration versus exploitation-affect sustainable management outcome? (iii) What are the trade-offs that exist between optimizing for a specific scenario, versus a set of scenarios, regarding performance vis-à-vis robustness?
Recent studies on the management of renewable resources propose the inclusion of a continual learning process [6, 38, 39] , as provided here. However, we acknowledge that there are a vast set of theories of learning and knowledge related to resource dilemmas [21, 40] . As such, we emphasize that this study is limited to probing the key learning components of LBD in relation to performance and robustness when managing a resource, with the assumption that the three learning components can be set or changed through management actions. We propose a novel approach for quantitatively studying management of a renewable resource via an adaptive LBD process. As such, we aim to provide useful insights to different aspects of LBD and to identify robust strategies to improve adaptive management strategies in uncertain and changing environments.
Material and methods (a) Introducing reinforcement learning and temporaldifference learning
The RL is a class of machine learning problems where an agent is supposed to learn a behaviour by interacting with its environment while receiving a reward as a signal of good behaviour or success.
The objective for the agent is to find a behaviour that optimizes the total reward over time. There exists a large set of theoretically well-founded algorithms to address this task, building on ideas of goal-directed learning, i.e. LBD [29] . Temporal difference (TD) learning is a class of algorithms within RL based on explicitly estimating future outcomes. For every possible situation (referred to as a 'state'), the TD algorithms store an estimate of the total future reward that can be collected, and this estimate is continuously updated by comparing actual and expected rewards while the agent is undergoing its programmed behaviour. These stored estimates are normally referred to as 'state values' and collectively constitute the agent's subjective 'mental model' of the environment. Technically, the estimated state values can be stored in different ways. The most straightforward approach is to simply use a lookup table, but this approach lacks the ability to generalize between similar but non-identical states. A common alternative is to use some form of artificial neural network as such networks have an inherent ability to interpolate when used as function approximators [30] .
The agent's behaviour is defined by the way it chooses actions based on the current state. In general, the agent will choose actions that take it to states with a high estimated value in terms of expected future reward, but it may sometimes be preferable to take suboptimal actions in order to promote exploration of less known states.
In this study, we use an RL-based agent to represent a learning actor managing a renewable resource. We combine a TD-based learning method [29] , a mental model stored in a neural network [41] and a decision-making model where the balance between best and explorative actions is parametrized (see figure 1 for a conceptual overview).
(b) Overview of the agent -resource system
To understand the learning components of LBD in relation to uncertain and changing resource dynamics, we modelled an artificially intelligent agent. The agent represents an actor, e.g. a fisher or a group of fishers learning to adapt their fishing effort to keep the stock at a sustainable level. The task of the agent is to learn to sustainably manage an archetypical renewable resource exposed to unexpected fluctuations in its abundance as well as changes in its growth rate (i.e. a non-stationary problem).
We consider an environment where the only way to collect information about the resource dynamics is by interacting with rspb.royalsocietypublishing.org Proc. R. Soc. B 284: 20162762 the resource. In the simulation, at each time step, the agent harvests the resource, receives a reward (harvest minus costs), processes and stores experiences (learns) and makes a decision on the next harvest effort. No a priori understanding of the resource dynamics is given to the agent. The agent's initial mental model (value function) is set to generate the same outcome for all combinations of actions and states, which means that the agent has to learn the consequences of its actions in the different states it encounters over time. For an initial period of 50 time steps the agent learns the system with a stationary growth rate, then, during the remaining time steps ¼ [51 . . . 200], a growth rate change is introduced and the agent is tested for its ability to absorb these changes with different configurations of its learning parameters. Note that the agent lacked direct mediation with the growth rate as well as the change in growth rate. The random reductions in stock were present during the full simulation period.
(i) Terminology
Owing to differences in naming conventions for different scientific fields, the following terminology is used interchangeably: state ¼ biomass of, e.g. a fish stock, action ¼ harvest effort; (the control variable, how much to harvest) and reward ¼ outcome; (i.e. net income calculated as harvest 2 costs). Mental model is equivalent to the value function (here in a neural network function approximator).
(c) The agent model
The agent model was created through the combination of three learning components, each of which associated with a specific learning parameter (figure 1). We present a short description of the agent model here and refer to the electronic supplementary material, section S1 for further details.
The mental model stores the agent's subjective estimate of the total long-term reward for every possible pair of states and next actions. This real-valued function of two variables is represented as a neural network where the values for a large number of stateaction pairs are stored using weights [41] . This representation allows a read-out for any state-action pair as the network interpolates between the stored weights. Further, the weights can be updated during learning, as new estimates are made based on new experiences. The rate at which the mental model is updated is determined by the learning rate parameter (a). The learning rate determines the balance between sticking to past beliefs (a low learning rate) or quickly updating the estimates (a high learning rate).
For the decision-making model, we use a weighted random method to select an action at each time step specifically, the softmax policy [29] . The likelihood of selecting a specific action is weighted based on the estimated value for each action in the current state, as stored in the mental model. An exploration level parameter t controls the balance between always selecting the perceived best action (low values) or making more random actions (high values), which corresponds to a more explorative behaviour.
For the learning method, we use a TD method where the agent updates its mental model after each interaction with its environment. The agent updates its expectations on future rewards, as stored in the mental model, by comparing the expected reward with the reward actually received. The expected reward is here based on the difference between the mental model's estimated value of the current and next state while taking a discount of future rewards into account. How much future reward is appreciated by the agent is, therefore, controllable via a discount factor parameter (g). Values of g near 1.0 means that the agent values immediate and future rewards the same, while lower values means that the agent tends to ignore the future. Hence, for values near 1.0 the agent will look for a policy to achieve longterm gains while values near 0 leads to policies optimized for short-term gain.
(d) The resource model
The resource system was represented by the Gordon -Schaefer model nonlinear function with logistic growth, in discrete time. This function is commonly used in resource economics as a 'general-purpose representation' of a renewable resource such as fisheries [37] .
where g is the growth rate, K the carrying capacity, q the catchability, s the state and a the action. The parameter j represents stock removal due to a random exogenous event, occurring with a probability of 0.05 at each time step (t) and with the magnitude drawn from a uniform random distribution between 0.05 and 0.95. Thus, the state, s, is affected by two endogenous forces; harvesting by the agent (action) and the growth rate, and by one exogenous force; the random stock removal. Further, K ¼ 1.0 and q ¼ 1.0 were fixed values, and g changed according to figure 2. The agent's reward was calculated as
where ca t is the cost of harvesting, and c is a cost constant set to 0. Figure 1 . Conceptual model of the agent -resource system. The agent architecture consists of three learning components: a learning method, a mental model and a decision-making model. Each component can be set to influence the LBD process by varying its corresponding learning parameter, where g represents the discount factor, a the learning rate, and, t the exploration level. First, the agent decides on an action, next the harvest is received, and in the last step the agent learns from its experience and updates its mental model. The learning goal is to optimize harvests between current and future time steps. (Online version in colour.) rspb.royalsocietypublishing.org Proc. R. Soc. B 284: 20162762 economic yield (s MEY ), is calculated as
where MRA is the most rapid approach for bringing the stock back to the maximum sustainable yield (electronic supplementary material, section S2.1).
(i) Scenarios of growth rate change
We explored six scenarios of growth rate change and one baseline scenario as depicted in figure 2 . The corresponding equations are stated in electronic supplementary material, section S2.2. Although this is a strictly theoretical model, the scenarios relate to plausible empirical observations of how environmental change affects population growth over both short and long timescales [13] , such as linear increases and decreases in fish growth rate due to temperature changes [10] . Year-to-year variation in population growth is found to be common in wild fish populations [42] , and cyclical scenarios within recurrent epidemics of natural populations [43] . We let these examples influence our choice of scenarios, but do not parametrize according to the examples.
(e) Analysis, definition of strategies, and experiments
As a performance measure, we calculate how close the agent came to obtaining the accumulated reward maximally possible during a time frame as
where T ¼ 200, n the initial time for evaluation, r the agent's reward (equation (2.2)) and r w the reward calculated by letting
2). We measured robustness as the percentage loss in performance when a learning strategy optimized for a specific scenario was exposed to each of the other scenarios (sensu [25] ). The fixed strategy assumed constant environmental conditions. Its action was calculated using equation (2.3) for g ¼ 1.0 at s ¼ s MEY . For the learning strategy, we compared two versions of optimization, one using a specialized learning (SL) strategy and one using an averaged learning (AL) strategy. In the SL strategy, learning was optimized for each scenario while in the AL strategy learning was optimized for the aggregated set of scenarios. To identify the best combination of parameter values for the SL strategy, each learning parameter was adjusted towards optimum until all parameters were optimized according to the agent's maximum performance (equation (2.4) ). For the AL strategy, the learning parameters were optimized to achieve the highest total reward for the aggregated set of scenarios.
The simulation experiments were thus compiled of (i) optimizing a combination of learning parameters for each specific scenario of change (i.e. finding SL). (ii) Optimizing a combination of learning parameters for the aggregated set of scenarios (i.e. finding AL). (iii) Finding the robustness of each SL strategy by letting it manage each of the other scenarios than the specific one for which it was optimized and, comparing it with the SL of the corresponding scenario. (iv) Finding the robustness of the AL strategy by letting it manage every scenario, and comparing it to the SL of the corresponding scenario.
Results
The results show that SL had higher performance compared with the fixed strategy when the growth rate was changing, however, to an even greater extent when a decrease in growth rate was present (figure 3). The SL strategy was able to reach a mean performance of 0.91, while the fixed strategy only reached a mean of 0.73. The fixed strategy suffered the lowest performance for the abrupt decreasing scenario, with a loss of 51% compared with the SL strategy. The most difficult scenarios using the SL strategy were the cyclical and the abrupt random scenarios (henceforth fluctuating scenarios), both with a performance of 0.86 (see electronic supplementary material, table S2, for the complete dataset). The highest performance for both strategies was obtained for the scenarios with increasing growth rates. This result depends on the properties of the logistic growth function and the corresponding optimal control curve. Judging from the shape of the state-specific policy (electronic supplementary material, figure S2), the choice of action becomes more robust to deviations from the optimal action at higher growth rates. Hence a fixed strategy can be efficient for increasing growth, because adaptation to change is less critical.
(a) Learning parameters' effect on performance
To test the three learning parameters' effect on performance, 31 values were tested using a linear range from 0 to 1.0 for both the discount factor and the learning rate, and a logarithmic range from 0.002 to 1.0 for the exploration level (figure 4). The broad peaks in responsiveness to the varied learning parameters indicate a robust span of which parameters can be set while still maintaining a high performance. However, the results for the decreasing scenarios reveal an exception, these two scenarios are surprisingly sensitive to variations around the optimal value for the discount factor, and they are also more sensitive to the optimal value of the exploration level in comparison with the remaining scenarios.
The results of the discount factor (figure 4a), shows that a high valuation (0.9) of future outcomes in relation to present outcomes was always beneficial. A discount factor of 0.5 -0.9 had no dramatic impact on the outcome for the increasing and fluctuating scenarios. In figure 4b , the learning rate of the mental model reveals that no learning, learning rate ¼ 0, created a rapid drop in performance. However, a slight increase generated a high performance for the increasing scenarios, and a moderate increase for the remaining scenarios. The increasing scenarios benefit from a low learning rate (0.1) while the fluctuating and decreasing scenarios peaked in performance around 0.25 and 0.45. High learning rates of the mental model lead to 'over training'. Hence, if the agent adapted too fast to the current experience an oscillating effect could potentially occur. Further, in figure 4c, a high exploration level, above 0.1, was always detrimental. A low exploration level generated a loss of approximately 7% to 13% at the most for all scenarios. The fluctuating cases received a minor increase in performance from exploration, which could relate to the knowledge base of the agent. Because the agent's knowledge was based on action-state values, the growth rate was unknown. This is one plausible explanation as to why it was almost sufficient to adapt to perceived change of the system's dynamics in fluctuating scenarios.
(b) Optimal strategies and their robustness
The result of SL reveal that optimal combinations of parameters were similar to those scenarios characterized by decreasing, increasing or fluctuating change, and not whether the change was abrupt or linear (figure 5). The optimal parameters for AL, matched the parameters of the decreasing scenarios best, with a similar discount factor and exploration level, although with a slightly lower learning rate. Scenarios with clear trends benefited from higher exploration levels than the fluctuating scenarios, which required almost no exploration (see electronic supplementary material , table S3 for parameter values for both strategies).
The robustness of each SL strategy reveals major differences between how efficient it can perform when exposed to other scenarios than that for which it was optimized. The mean loss varied between 2% and 8%, and the maximum loss between 4% and 19% (table 1). The higher the maximum loss the worse the strategy performed when exposed to one other specific scenario of change. The higher the mean loss the worse the strategy performed when exposed to all other scenarios of change (see electronic supplementary material, table S4 for robustness data per scenario). The optimal strategy for the 'abrupt increasing' and the 'abrupt random' scenario, had the lowest robustness, while, not surprisingly, the AL strategy had the highest robustness. The optimal strategies for decreasing growth, were most similar to AL parameters and also had the least loss in robustness compared with implementing the AL strategy, with only 0.5-1% less mean robustness and 1-2% less maximum robustness.
Discussion
In this study, we demonstrate that adaptive management through LBD can achieve high levels of performance despite no prior knowledge about the dynamics of the system. When implementing specialized learning and thus optimizing for a specific scenario of change, we find up to 91 + 5% performance compared with the analytically optimal solution, even when challenged by very different dynamics. However, this learning strategy performs worse when exposed to the scenarios of change for which it was not optimized, with a corresponding loss of robustness losing up to 19% in performance. Optimizing for the aggregated set of scenarios has surprisingly high performance compared with specialized learning, as well as high robustness, losing less than 2% to other scenarios on average. Subsequently, when implementing a strategy that optimizes for the aggregated set of scenarios, we find that the cost between optimizing for performance versus robustness is negligible, an outcome that is often difficult to achieve [26] .
Furthermore, our results indicate that increasing resource growth rates creates a more tolerant system in which to learn, promoting shortsightedness (represented by a low discount factor), sticking to past beliefs about the system (represented by a low learning rate) and modest experimentation. Declining growth rates provide a more unforgiving resource system, which is also true for resources with threshold dynamics as shown in Lindkvist & Norberg [34] . Resources with declining growth can only be learned about efficiently with high discount factors (i.e. low discount rate), high learning rates and modest exploration. The high learning rates may be interpreted following the results of Brown et al. [13] where resources with declining growth rates need faster adaptation in management strategies leading to lowered harvest actions. Figure 4 . The variation in performance for different parameter values using the two learning strategies. (a) The sensitivity to the discount factor, (b) to the learning rate and (c) to the exploration level. Each learning parameter was tested 31 times as represented by the markers, using the specialized learning strategy. As one parameter was tested, the remaining two were held fixed at their optimal values (dashed vertical lines). The solid lines show a smooth line over the data points. The black dash dot line shows the performance of the averaged learning strategy. The y-axis starts at 0.7 to increase contrast between data. Each data point is based on the average of 50 runs. (Online version in colour.)
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An important finding of this study is that the same holds true for a robust learning strategy that can manage all scenarios at a negligible cost. Hence, this directly challenges and provides evidence against the prevalence of overly low discount factors with respect to management of renewable resources, even when stocks are in a healthy state. Our simulations show the benefits of LBD at the system level. However, whether or not the discount rate, exploration level and learning rate is something that is possible to choose or effect, or if it is optimal from an individual versus governance perspective is an open question. As Blackmore [40] presents, there are a multitude of learning theories in the context of resource dilemmas and sustainability. Our study provides insights related to three key decision-making dilemmas related to adaptive management and LBD. Although, management decisions are inherently context dependent, we outline some general advice for management under conditions where both changes in growth rates and random stock removal is present, and the action (harvest effort) and goal state is learned instead of known as presupposed by many other studies on optimal resource management (e.g. [6, 37] ).
Firstly, in most economic decision-making the value of expected future outcomes plays a large role [37] . Our results accentuate the significance of this, where a high valuation of future outcomes is crucial for effectively learning sustainable resource use. These results correspond to the high discount factors Lindahl et al. [20] find in their laboratory experiments with human subjects for the Gordon-Schaefer model's constant case. For increasing resource growth rates, high discount factors are of less importance. In these situations a more shortsighted approach is justifiable, and hence a more shortsighted approach may be acceptable in a particular set of circumstances. As Sumaila & Domínguez-Torreiro [18] discuss, the optimal discount factors from an individual's perspective or a governance perspective depends on a number of factors such as a more economically rational actor weighing its own benefits at present versus in future time. In addition both risk perception and the more altruistic perspective of acknowledgement of future generations [17] , along with the actual discount factor in operation will vary among the involved fishers and the governance and management systems in place.
Second, to increase efficiency of the learning strategy, relatively high exploration rates are favourable [22, 23] . However, somewhat surprisingly, this only applies for the increasing and decreasing trends in growth rate change. For the fluctuating scenarios relatively low exploration rates suffice, which indicates that learning by adapting to feedbacks is sufficient. This raises the question of whether or not LBD can be efficient without exploration, and when it is more important to adapt to new knowledge as learned through the more recent feedbacks between harvesting efforts and catch. This may be the case when resources are highly fluctuating and unpredictable, as the information gained by exploration (herein deviating from the perceived optimal choice of action) will be difficult to interpret because of the turbulence in the system. This issue is a prominent focus of the adaptive management literature on active versus passive adaptive management [14, 16] . Our current model suggests that a passive, less explorative approach, may be better when systems are highly noisy.
A third learning component is learning rate, i.e. at what rate is it appropriate to change ones understanding of what action is more sustainable when harvests deviate from the expected outcome. For resources with an increasing growth rate, slower adaptation is adequate, however, faster adaptation is advantageous for resources with declining or fluctuating growth rates. Our study thus supports the thesis of Brown et al. [13] which argues that resources with a declining growth rate are more sensitive to a fast reduction in harvest efforts to avoid severe effects of over harvesting, compared with an increasing growth rate. In addition, our results suggest that this fast reduction in harvest effort holds for resources with fluctuating growth rates as well, and should also be included in this thesis. Moreover, as e.g. Pinsky [3] and Brander [4] press, our model shows that it is fundamental to continuously adjust current reference points to changing conditions. The simulation experiment undertaken in this study can be regarded as a pilot study to scrutinize adaptive management through a computational LBD model in the context of a simple renewable resource, and opens up for a variety of potential future studies. In this paper we present some general conclusions for a robust strategy exposed to a resource with logistic growth with uncertainty in growth rates. Although logistic growth is a common feature of many population models, applying LBD to other population models would test this generality further. Exploring variable costs in the reward function, and catchability in the growth function, may also challenge the generality of the results. An important assumption in this model is that the agent does not know the growth rate. However, to allow the agent to either assess and store knowledge about the growth rate, or providing this information to the agent, could reveal insights into the importance of what knowledge of system dynamics is needed for efficient LBD. The model, in its present state, lends itself to further investigation, such as exploring different options for experimenting under different resource conditions and allowing the exploration level be a control variable of the agent. Depending on the context in which the model is further developed, the complexity of the resource model may be increased to incorporate food webs and/or to become spatially explicit. Another path is to test these results empirically, either in laboratory experiments or via online experiments with human subjects, to see their correspondence with human action. Future paths could also incorporate multi-agent-based modelling to study learning and cooperation between actors for sustainable resource use under different management policy settings.
Conclusion
This study makes a strong first step to operationalize selected core principles in sustainability science, such as dealing with unexpected events, surprise and radical uncertainty, and incorporate these operationalized principles into enhanced management practice by bridging adaptive management theory and practice. Through the implementation of a coupled social-ecological model our results demonstrate that an LBD strategy can obtain high resilience to shocks and disturbances. However, the configuration of the core components of LBD demands certain properties. While the actual values are difficult to translate into real world problems, sustainable management strategies with high efficiency and robustness can be obtained by striving for: high learning rates to new knowledge, high discount factors to value immediate and future outcomes equally, and modest exploration around what is perceived as the optimal management strategy. In sum, to understand the role of core learning components of adaptive management strategies in relation to the nature of change can yield not only increased performance, but more importantly, increased robustness to the unknown. This increased robustness will be a pivotal feature for dealing with the increased frequency of surprising events and the increased uncertainty in dynamics we will face in the Anthropocene as a consequence of climate change and related anthropogenic stressors on global ecosystems.
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