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Abstract
This work presents a reformulation of the recently proposed Wasserstein autoen-
coder framework on a non-Euclidean manifold, the Poincaré ball model of the
hyperbolic space Hn. By assuming the latent space to be hyperbolic, we can use its
intrinsic hierarchy to impose structure on the learned latent space representations.
We demonstrate the model in the visual domain to analyze some of its properties
and show competitive results on a graph link prediction task.
1 Introduction
Variational Autoencoders (VAE) [11, 17] are an established class of unsupervised machine learning
models, which make use of amortized approximate inference to parametrize the otherwise intractable
posterior distribution. They provide an elegant, theoretically sound generative model used in various
data domains. One of the common issues in generative modeling of images is the sample quality of
the generated samples both in terms of sharpness and structural coherence, for instance in samples
of visual scenes. A hypothesized cause of this problem is the fact that the VAE latent space is
unstructured. There has recently been a number of works which explicitly make use of properties
of non-Euclidean geometry in order to perform machine learning tasks. The use of hyperbolic
spaces in particular has been shown to yield improved results on datasets which either present a
hierarchical tree-like structure such as word ontologies [15] or feature some form of partial ordering
[1]. In this work, we propose a Wasserstein autoencoder [21] model which parametrizes a Gaussian
distribution in the Poincaré ball model of the hyperbolic space. By treating the latent space as a
Riemannian manifold with constant negative curvature, we can use the tree-like hierarchical properties
of hyperbolic spaces to impose a structure on the latent space representations.
2 Related Work
There has been a number of extensions to the original VAE framework [11]. These extensions address
various problematic aspects of the original model. The first type aims at improving the approximation
of the posterior by selecting a richer family of distributions. Some prominent examples include the
Normalizing Flow model [16] as well as its derivates [14], [10], [4]. A second direction aims at
imposing structure on the latent space by selecting structured priors such as the mixture prior [3],
learned autoregressive priors [23] or imposing informational constraints on the objective [8], [24].
The approach most similar to ours but with a hyperspherical latent space and a von-Mises variational
distribution has been presented in [2]. The idea of graph generation in hyperbolic space and analysis
of complex network properties has been studied in [13].
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3 Model
In order to perform variational inference on the Poincaré Ball, we first need to define an appropriate
distribution. Similarly to the VAE, we select a Gaussian distribution with zero mean and unit diagonal
covariance as our prior. The Gaussian distribution has a closed form expression on the Poincaré ball
[19].
3.1 Gaussian distribution in Hn
Explicit formulation The Gaussian probability distribution function (p.d.f.) in hyperbolic space
is defined analogously to the p.d.f. in the Euclidean space. The main difference is the use of the
hyperbolic distance in the exponent and a different variance dependent normalization constant which
accounts for the underlying geometry (first derived in [19]).
p(x|µ,σ) = 1
Z(σ)
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d2(x,µ)
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on the Poincaré disk model of the hyperbolic space where the expression d(x,µ) is the geodesic
distance function between two points x,µ ∈ Hn. The geodesic distance on the Poincaré ball is
defined as
d(x,µ) = arccosh
(
1 + 2
||x− µ||2
(1− ||x||2)(1− ||µ||2)
)
3.2 Hyperbolic reparametrization trick
The reparametrization trick is a common method to make the sampling operation differentiable by
using a differentiable function g(, θ) to obtain a reparametrization gradient for backpropagation
through the stochastic layer of the network. For the location-scale family of distributions, the
reparametrization function g(, θ) can be written as z = µ + σ   in the Euclidean space where
 ∼ N (0, I). We adapt the reparametrization trick to the hyperbolic space by using the framework of
gyrovector operators.
Gyrovector spaces In order to perform arithmetic operations on the Poincaré ball model, we rely
on the concept of gyrovector spaces, which is a generalization of Euclidean vector spaces to models
of hyperbolic space based on Möbius transformations. First proposed by [22], they have been recently
used to describe typical neural network operations in the hyperbolic space [6]. In order to perform the
location-scale reparametrization in hyperbolic space, we need the gyrovector addition and Hadamard
product defined as a diagonal matrix-gyrovector multiplication.
x⊕ y = (1 + 2c〈x,y〉+ c||y||
2)x+ (1− c||x||2)y
1 + 2c〈x,y〉+ c2||x||2||y||2]
M⊗x =
1√
c
tanh
( ||Mx||
||x|| arctanh(
√
c||x||)
)
Mx
||Mx||
We then obtain the posterior samples using the following relation:
z = µH(x)⊕ diag(σH(x))⊗zprior
Mean and variance parametrization In order to obtain posterior samples in hyperbolic space,
the parametrization of the mean and variance uses a hyperbolic feedforward layer as the last layer
of the network (proposed in [6]). The outputs of the underlying Euclidean network h are projected
using the exponential map at the origin: exp0(h) = tanh(
√
(c)||h||) h√
c||h|| and transformed using
the hyperbolic feedforward layer map: fh(h) = ϕh(W⊗ exp0(h)⊕ bh) where ϕh is the respective
hyperbolic nonlinearity ϕh(x) = exp0(ϕ(log0 x)) for the mean and variance parametrization.
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Sampling from prior in hyperbolic space We choose the hyperbolic standard prior NH(0, I). as
prior p(z). Sampling from a uniform distribution on the Poincaré disk is not trivial, because the
uniform distribution is not described by a constant function as it is in Euclidean space. In order to
generate samples from the standard prior, we use an approach based on the area ratio of disks in H2
to obtain the uniform samples on the Poincaré disk [13] and subsequently use a rejection sampling
procedure to obtain the Gaussian standard prior. Since we use a mean field approximation of the
posterior, we can simply stack low-dimensional samples according to the desired number of latent
space dimensions and do not suffer the curse of dimensionality inherent to rejection sampling.
3.3 Optimization
Evidence Lower Bound The variational autoencoder relies on the evidence lower bound (ELBO)
reformulation in order to perform tractable optimization of the Kullback-Leibler divergence (KLD)
between the true and approximate posteriors. In the Euclidean VAE formulation, the KLD integral
has a closed-form expression, which simplifies the optimization procedure considerably. Due to the
nonlinearity of the geodesic distance in the exponent, we cannot derive a closed form solution of the
expectation expression
∫
qφ(z) log qφ(z). One possibility is to use a Taylor expansion of the first two
moments of the expectation of the squared logarithm Eqφ(z′) log
2(z′). This is however problematic
from a numerical standpoint due to the small convergence radius of the Taylor expansion.
Wasserstein metric In the current version of the model in order to circumvent this obstacle, we use
a recently proposed Wasserstein Maximum Mean Discrepancy (MMD) metric [7] with an appropriate
positive definite RKHS 2 kernel as divergence measure. MMD is known to perform well when
matching high-dimensional standard normal distributions [21]. This optimal transport distance
measure has been proposed in the context of Wasserstein Autoencoders and aims to address the
sample quality of regular VAEs. The WAE objective is derived from the optimal transport cost by
relaxing the constraint on the posterior q:
LWAE = inf
qφ(z|x)∈Q
Ep(x)Eq(z|x)(log p(x|z)) + βDMMD (1)
MMD is a metric on the space of probability distributions under the condition that the selected
RKHS kernel is characteristic. Geodesic kernels are generally not positive definite, however it
has been shown that the Laplacian kernel k(x,y) = exp(−λ(dH(x,y))) is positive definite if the
Riemannian metric of the underlying space is constantly negative definite [5]. In particular, this holds
for hyperbolic spaces. In practice, there is a high probability that a geodesic RBF kernel is also
positive definite depending on the dataset topology [5]. We choose the Laplacian kernel as it also
features heavier tails than the Gaussian RBF kernel, which has a positive effect on outlier gradients
[21]. The MMD loss function is defined over two probability measures p and q in an RKHS unit ball
F as follows:
DMMD(p(z), qφ(z)) = ||
∫
Z
k(z, ·)dp(z)−
∫
Z
k(z, ·)dq(z)||F (2)
and a finite sample estimate can be computed based on minibatch samples from the prior z ∼ p(z)
via the rejection sampling procedure described in Appendix A and the approximate posterior samples
z¯ ∼ qφ(z) obtained via the hyperbolic reparametrization:
D
(B)
MMD(p(z), qφ(z)) =
λ
n(n− 1)
∑
i 6=j
k(zi, zj) +
λ
n(n− 1)
∑
i6=j
k(z¯i, z¯j) +
2λ
n2
∑
i,j
k(zi, z¯j) (3)
Parameter updates The hyperbolic geometry of the latent space is defined by a set of hyperbolic
parameters θH ∈ Hd. This requires us to perform Riemannian stochastic gradient descent (RSGD)
updates for a subset of the model parameters, namely the bias parameters of (µ,σ). We perform
exponential map updates using gyrovector arithmetic similar to [6] instead of using a retraction
approximation as in [15]. The Euclidean parameters are updated using the Adam optimization
procedure [9].
2RKHS = Reproducing Kernel Hilbert Space
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Table 1: Performance on link prediction datasets
Model
Dataset Metric N -VGAE S-VGAE H-VGAE
Cora AUC 92.7±.2 94.1±.1 93.9±.2
AP 93.2±.4 94.1±.3 93.2±.2
Citeseer AUC 90.3±.5 94.7±.2 92.2±.2
AP 91.5±.5 95.2±.2 91.8±.2
Pubmed AUC 97.1±.0 96.0±.1 95.9±.2
AP 97.1±.0 96.0±.2 96.3±.2
4 Results
4.1 MNIST
In this experiment, we apply our model to the task of generating MNIST digits in order to get an
intuition for the properties of the latent hyperbolic geometry. While the MNIST latent space is
not inherently hierarchically structured, we can use it to compare our model to the Euclidean VAE
approach. We train the models on dynamically binarized MNIST digits and evaluate the generated
samples qualitatively as well as quantitatively via the reconstruction error scores. We can observe in
Appendix B that the samples present a deteriorating quality as the dimensionality increases despite
the lower reconstruction error. This can be explained by the issue of dimension mismatch between the
selected latent space dimensionality dz and the intrinsic latent space dimensionality dI documented
in [18] and can be alleviated by an additional p-norm penalty on the variance. We have not observed a
significant improvement by applying the L2-penalty for higher dimensions. We have also performed
an experiment using a two-dimensional latent space. We can observe that the structure imposed by the
Poincaré disk pushes the samples towards the outside of the disk. This observation can be explained
by the fact that hyperbolic spaces grow exponentially (see Appendix B). In order to generate quality
samples using the prior, some overlap is required with the approximate posterior in the latent space.
The issue is somewhat alleviated in higher dimensions as the distribution shifts towards the ball
surface. Moreover, it is possible that the hyperbolic Gaussian is a suboptimal prior choice. A true
maximum entropy prior in hyperbolic space might therefore be worthy of investigation.
4.2 Link prediction on citation networks
In this experiment, we aim at exploring the advantages of using a hyperbolic latent space on the
task of predicting links in a graph. We train our model on three different citation network datasets:
Cora, Citeseer and Pubmed [20]. We use the Variational Graph Auto-Encoder (VGAE) framework
[12] and train the model in an unsupervised fashion using a subset of the links. The performance is
measured in terms of average precision (AP) and area under curve (AUC) on a test set of links that
were masked during training. Table 1 shows a comparison to the baseline with a Euclidean latent
space (N -VGAE), showing improvements on the Cora and Citeseer datasets. We also compare our
results to the results obtained using a hyperspherical autoencoder (S-VGAE) [2]. It should be noted
that we have used a smaller dimensionality for the hyperbolic latent space (16 vs 64 and 32 for the
Euclidean and hyperspherical cases respectively), which could be attributed to the fact that a dataset
with a hierachical latent manifold requires latent space embeddings of smaller dimensionality to
efficiently encode the information (analogously to the results of [15]).
5 Discussion/Conclusion
We have presented an algorithm to perform amortized variational inference on the Poincaré ball
model of the hyperbolic space. The algorithm differs significantly from a Gaussian VAE in that it
makes use of a Maximum Mean Discrepancy metric instead of the Kullback-Leibler divergence. The
underlying geometry of the hyperbolic space allows for an improved performance on tasks which
exhibit a partially hierarchical structure. We have discovered certain issues related to the use of the
MMD metric in hyperbolic space. Future work will aim to circumvent these issues as well as extend
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the current results. In particular, we hope to demonstrate the capabilities of our model on more tasks
hypothesized to have a latent hyperbolic manifold. We also hope to investigate the use of the MMD
loss in more detail and its effect on the placement of the latent space codes as well as experiment
with maximum entropy priors.
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A Hyperbolic standard prior sampling
Input: maximum radius rmax, dimensionality d, hyperbolic prior likelihood fH(x|0, I2)
Result: k = nd samples from prior fH(z)
while i < k do
sample angle φ ∼ U(0, 2pi), sample a ∼ U(0, 1);
get radius sample r = acosh(1 + a(cosh rmax − 1));
generate pairs xi = (sinh r cosφ, sinh r sinφ);
evaluate p(xi) = fH(xi);
M = max(pi);
sample u ∼ U(0, 1);
if u < piM then
accept sample xi;
else
reject sample;
end
end
Output: stack d dimensions from H2-samples: s = [s1, s2, ..., sd];
Algorithm 1: Prior sampling on Poincaré Ball
B Hyperbolic geometry: a short overview
B.1 Riemannian geometry
Hyperbolic spaces are one of three existing types of isotropic spaces: the Euclidean spaces with zero
curvature, the spherical spaces with constant positive curvature and the hyperbolic spaces which
feature constant negative curvature.
Poincaré ball The Poincaré ball is one of the five isometric models of the hyperbolic space. The
model is defined by the tuple (Bn, gH) which corresponds to the manifold Bn equipped with the
Riemannian metric gH :
Bn = {x ∈ Rn | ||x|| < 1} gH = 4
(1− ||x||2)2
For comparison, an analogous metric on the Euclidean is given by gE = In. For every point x on a
given manifoldM, a tangent space TxM is defined, corresponding to a first order approximation
ofM at point x. The Riemannian metric g is a collection of inner products TxM× TxM → R.
It allows the definition of path integrals
∫ b
a
√
gH(α˙(t), α˙(t))dt along smooth curves α(t) of the
manifold, resulting in geodesic lines. A geodesic is a smooth curve α(t) which corresponds to the
shortest distance between two points on a manifold. The exponential map expx(v) gives a way to
project a vector v on the tangent space at point x to the corresponding point on the manifold.
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B.2 Connection to network topology
We can understand why hyperbolic spaces are particularly efficient at modeling hierachical tree-
structured data by making the following observation. The number of children nodes in a tree with
branching factor b is (b + 1)bl at level l from the root and ((b + 1)bl − 2)/(b − 1) at levels closer
to the root. Thus, this number grows exponentially with the distance from the root. Both circle
lengths and areas grow exponentially in hyperbolic spaces L = 2pisinh(r), A = 2pi(cosh(r) − 1).
Hence, hyperbolic spaces allow to accomodate the number of nodes in an efficient manner and can
informally be thought of continuous trees. In fact, trees can be embedded into hyperbolic spaces
nearly isometrically. A similar construction in Euclidean space would require a larger dimensionality
and more parameters. Intuitively, by choosing an underlying hyperbolic geometry, we learn a
distribution of latent space embeddings which incorporate an approximate tree-like structure in their
representations.
C Visual Samples
Figure 1: Euclidean VAE samples d ∈ {5, 10, 20}, reconstruction error L ∈ {109.01, 94.58, 93.36}
Figure 2: Poincaré WAE samples d ∈ {5, 10, 20}, reconstruction error L ∈ {95.01, 69.70, 58.58}
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Figure 3: Poincaré WAE samples from two-dimensional latent space
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