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ABSTRACT 
We present an intelligent system for satellite sea ice image analysis named ARKTOS (Advanced 
Reasoning using Knowledge for Typing Of Sea ice).  The underlying methodology of ARKTOS is to 
perform fully automated analysis of sea ice images by mimicking the reasoning process of sea ice ex-
perts and photo-interpreters.  Hence, our approach is feature-based, rule-based classification sup-
ported by multisource data fusion and knowledge bases.  A feature can be an ice floe, for example.  
ARKTOS computes a host of descriptors for that feature and then applies expert rules to classify the 
floe into one of several ice classes.  ARKTOS also incorporates information derived from other 
sources, fusing different data towards more accurate classification.  This modular, flexible, and exten-
sible approach allows ARKTOS be refined and evaluated by expert users.  As a software package, 
ARKTOS comprises components in image processing, rule-based classification, multisource data fu-
sion, and GUI-based knowledge engineering and modification.  As a research project over the past 10 
years, ARKTOS has undergone phases such as knowledge acquisition, prototyping, refinement, 
evaluation and deployment, and finally operationalization at the National Ice Center (NIC).   In this 
paper, we will focus on the methodology of ARKTOS.   
 
I.  INTRODUCTION 
Remote sensing of the polar regions has important applications in meteorology and global climate.  For 
example, the thickness of sea ice influences the heat flux between the atmosphere and water surface; thus, 
the classification and temporal tracking of sea ice can be used as an indicator in global climate monitoring 
[40].  In addition, localization and classification of ice floes are important to commercial, scientific, and 
military navigation of the polar regions for offshore and deep-sea fishing, oil drilling, marine biology, and 
geology explorations.   
With the increased concern regarding global climate and the subsequent increase in the number of 
earth-orbiting satellites, there is a dramatic increase in the volume of the imagery data available to scien-
tists.  The imaging resolution of these satellites is higher, and the satellites can collect data at a faster pace 
with on-board storage.  Thus, some sort of automation in sea ice image classification is much desired to 
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assist sea ice experts in daily processing of the increasing volumes of images.  Moreover, such automation 
allows relieves sea ice experts from having to retrieving and disseminating different sources of data to 
classify images, allowing them to concentrate on more important decision making.  Such a system also 
produces results that are consistent that might not be so for human classification due to fatigue.    
In this paper, we present ARKTOS (Advanced Reasoning using Knowledge for Typing Of Sea ice).  
The underlying methodology for ARKTOS is to perform fully automated analysis of sea ice images by 
mimicking the reasoning process of sea ice experts and photo-interpreters in which the reasoning process 
is designed and implemented in components such as image processing, rule-based classification, multi-
source data fusion, and GUI-based knowledge engineering and evaluation.  We use features in a sea ice 
image as the visual cues about which experts reason to classify and use rules to represent how experts 
apply their knowledge.  To extract and describe features, we use image processing techniques.  To clas-
sify features, we use a Dempster-Shafer rule-based system with modular and extensible rule bases.  To 
improve the classification accuracy, we fuse different thematic maps and incorporate such multisource 
information at run-time.  To improve the knowledge bases and their flexibility to adapt to different polar 
regions, we have a suite of graphical user interfaces (GUIs) for such engineering and evaluation.  This 
knowledge-based approach, being modular, allows ARKTOS to be researched, refined, evaluated, ex-
tended, and operational at the same time.   As a research project over the past 10 years, ARKTOS has un-
dergone phases such as knowledge acquisition, prototyping, refinement, evaluation and deployment, and 
operationalization at the National Ice Center (NIC).  It is currently being extended to cover additional po-
lar regions. 
 Specifically, the advantages of having a knowledge-based approach to sea ice image analysis are the 
following.  First, it mimics the reasoning process of sea ice experts and photo-interpreters and thus pro-
vides a natural platform for the resultant system be evaluated and refined by the same expert users.  This 
close interaction also enables the software engineers and researchers to communicate with the experts 
using explicit knowledge.  Second, it is convenient for multi-source data fusion.  Derived information can 
be readily added to the system with minimal programming impact and new rules can be plugged into the 
knowledge base easily.  Third, it is modular.  Different knowledge bases may be built for images of dif-
ferent regions, different seasons, and for different applications.  For example, one may run ARKTOS with 
rules specifically for images in the Beaufort Sea, and so on.  This modularity also increases the extensibil-
ity of the system.  Fourth, because of its modularity, many of the research and development processes 
have been conducted in parallel or in overlapping phases.  A knowledge base that is stable can be pro-
moted to be operational while another knowledge base may still be undergoing refinement.  This equips 
the system with the ability to evolve cost-effectively.  Finally, with knowledge explicitly represented and 
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that can be evaluated, this approach introduces accountability and encourages knowledge transfer and 
exchange among experts.  Expert analysts may use the knowledge bases to train young analysts.  Experts 
may exchange their knowledge bases, using a similar language, and subject particular rules to discussions 
and improvements.  Users may also know why certain images are classified the way they are, and may 
know which rules are the reasons behind the classification and which experts wrote the rules.  This ac-
countability enhances the knowledge engineering culture within the sea ice community.  It also allows the 
knowledge to be better organized and portable. 
Note that there has been work in knowledge-based systems for remote sensing, such as aerial image 
understanding [10], land change detection [42], segmentation [39], and vegetation classification [4, 9, 38].  
However, most knowledge-based systems are pixel-based.  Our ARKTOS approach is feature-based.  
Human sea ice experts do not analyze the images at the pixel level; instead, they look at the regions, the 
features, and reason about them.   
In the following, we first give an overview of ARKTOS.  In Section III, we describe in details the 
methodology of ARKTOS, including the various components.  Finally, we conclude. 
II.  OVERVIEW OF ARKTOS 
The ARKTOS project and its related sea ice image analysis projects at the University of Kansas started 
more than a decade ago.  The emphases have changed from automated 3-class segmentation [7, 8] using 
dynamic local thresholding to feature extraction through restricted region growing [13, 14], from auto-
mated determination of the number of ice classes [15, 18, 21] to texture analysis [16, 20, 23], from data 
mining [19, 22] to data fusion [24, 41], and from knowledge engineering [25, 35] to evaluations [3, 6] and 
operations [1, 2, 36].   ARKTOS is a fully automated expert system that processes sea ice images and cor-
responding data to classify image pixels into different classes of sea ice thickness (e.g., open water, first-
year ice, fast ice, and old ice). 
ARKTOS is a feature-based, rule-based system.  Given an image, ARKTOS extracts objects or fea-
tures and then computes a set of attributes for each feature.  Next, ARKTOS feeds the features with the 
corresponding attributes into a rule-based system.  The rule-based system consists of a rule base powered 
by a Dempster-Shafer belief system [37].  Each rule has an antecedent, a consequent, and a weight.  The 
antecedent consists of attribute-value pairs based on which a rule fires.  The consequent is the resultant 
assertion that the feature belongs to a certain ice class.  The weight is the confidence of the assertion.  A 
feature may trigger the firing of multiple rules, asserting complimentary or conflicting ice classifications.  
The Dempster-Shafer belief system collects these weights as masses of evidence and combines them to 
compute for the belief and plausibility of an object belonging to a particular class.  
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ARKTOS also performs multisource data fusion [24, 41]—integrating data of different formats and 
sources to help classify the features.  Since these various data are of different resolutions and domains, 
ARKTOS uses geo-referenced conversions and attribute measurement to bring them to a common, usable 
form.   
ARKTOS is also a knowledge engineering tool [25, 35].  It consists of a suite of graphical user inter-
faces (GUIs) that allows users to refine the system, review the performance of the software, and verifying 
the classification rules.  Initially, in the beginning, we conducted knowledge acquisition from sea ice 
experts, quantifying such knowledge as computational entities, and ultimately building a prototype 
quickly.  This stage involved interviewing sea ice experts, transcribing the sessions, identifying 
descriptors and rules, designing and implementing the knowledge, and delivering the prototype, with the 
objective to  obtain a modestly accurate classification system quickly.  Then, there has been a refinement 
stage that involves evaluating the prototype, refining the knowledge base, modifying the design, and re-
evaluating the improved system.  To facilitate the knowledge engineering of the second stage, we have 
designed and built three Java-based graphical user interfaces: arktosGUI, arktosViewer, and arktosEditor 
[25].  arktosGUI concentrates on feature-based refinement of specific attributes and rules.  arktosViewer 
deals with regional evaluation.  arktosEditor has a rule indexing and search mechanism and knowledge 
base editing capabilites.  Please refer to [35] for details. 
Finally, ARKTOS has been operationalized at the National Ice Center [1, 2, 36]. 
The ARKTOS software package comes in two platforms: Windows NT and Unix.  Users are able to 
utilize the full set of features of ARKTOS running on Windows NT and using NSIPS-processed images 
(by the National Ice Center), including all sources of other data such as climatological data, landmasks, 
and SSM/I data.  ARKTOS is able to process images produced by various data centers at Alaska SAR 
Facility, Tromsø, Gatineau, and West Freugh but not with corresponding landmasks.   Furthermore, there 
are two working versions of ARKTOS for each platform: operational and evaluation.  The evaluation ver-
sion generates additional information and images for expert review and evaluation of the classification 
results.  The operational version is more lightweight, generating only necessary classification images.  
Please refer to the ARKTOS’ manuals (user’s, programmer’s and program design descriptions) for details 
in the software package [26]-[34].  The programs were written in ‘C’ (except for the Java-based GUIs). 
III.  METHODOLOGY 
There are four main components in ARKTOS: image processing, rule-based classification, multisource 
data fusion, and GUI-based knowledge engineering and evaluation.  Figure 1 shows the primary modules 
in ARKTOS.  Image processing components include image segmentation, attribute measurement and fact 
generation.  The rule-based classifier includes the classification module and the rules and thresholds.  The 
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multisource data fusion component handles ancillary data, landmasks, SSM/I maps, NIC Climotological 
data, etc. with the help of the fact generation and rule-based classification modules.  The suite of JAVA-
based GUIs forms the knowledge engineering and evaluation component.   
 
Figure 1  Overview of ARKTOS the intelligent sea ice image classifier. 
 
The flow of operations is as follows.  First, the image segmentation module of ARKTOS segments 
the original raw image into regions and tags each region as a feature.  Then, ARKTOS measures for each 
feature a set of attributes.  At the end of the measurement module, ARKTOS has a set of numbers de-
scribing each feature.  To better utilize this information, ARKTOS converts the numbers into symbols 
using the fact generation module.  The fact module uses thresholds to convert the numbers into symbolic 
facts.  Suppose that the attribute “size” has a range between 50 pixels and the size of the entire image and 
there are attribute-value pairs: “size=small”, “size=average”, and “size=large”.  Thus, we need two 
thresholds, T1, and T2.   The conversion algorithm is then:   
If the size of the feature is smaller than T1 Then  
it is a small-sized feature 
 Else If the size of the feature is smaller than T2 Then 
  It is an average-sized feature 
 Else  
  It is a large-sized feature
In addition to conversion, the fact generation module also performs data fusion.  It reads in various 
sources of data such as the image’s corresponding land mask, ancillary data that accompanies the original 
image, Special Sensor Microwave/Imager (SSM/I) ice concentration maps, and historical climatology 
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maps, retrieves corresponding data from these sources, and converts these data to symbolic facts as well.  
Finally, given the features and their symbolic facts, the fourth and final module performs a rule-based 
classification using a Dempster-Shafer belief system.  For each feature, the reasoning process fires 
matched rules sequentially and collects the weight of each fired rule as a piece of evidence for or against a 
particular ice classification (e.g., open water, first year ice, fast ice, or old ice).  The evidence is collected 
as mass values and totaled in the form of beliefs and plausibilities.   The module finally labels each fea-
ture to either the ice class that garners the highest product of belief and plausibility or the unknown class 
when the evidence is weak and no ice class reaches an acceptable classification threshold.  In addition to 
the classified image, ARKTOS also generates a log of the classification that includes the actual measure-
ments, facts, and rules fired.  
A. Image Processing 
We have studied, designed, and implemented four stages of image processing in the course of researching 
for and designing ARKTOS: pre-processing, segmentation, attribute measurements, and fact generation.  
The pre-processing stage performs noise removal and sampling.  The segmentation stage divides an im-
age into homogeneous regions called features (or objects).  The attribute measurement stage then com-
putes a host of feature-related attributes covering relational, geometric, and other properties.  The fact 
generation stage subsequently converts these measurements into facts, where continuous measurements 
become discrete symbols, for the perusal of the expert system.  The last two stages also deal with extract-
ing measurements and facts out of other data sources to support ARKTOS’ data fusion. A summary of 
these stages also appears in [12]. 
ARKTOS is a feature-based classification system.  The attribute set of each feature is matched against 
a set of rules.  These rules fire to assert evidence supporting or conflicting the feature being a particular 
ice class.  Therefore, it is important for us to consider techniques at both the feature and global levels.  At 
the global levels, we have the pre-processing and segmentation techniques, applied to the entire image.  
At the feature levels, we have the attribute measurements and symbolic description stages, applied to each 
feature found.   
Note that most of the underlying techniques are not new in the area of image processing.  But the ad-
aptations and extensions that we have made in order to better capture image visual cues specific to sea ice 
features are results of a decade of experiments and evaluations and have seen some specific innovations 
that may be generalized to other sea ice or remote sensing applications.  Design considerations include 
correctness, robustness, and speed. 
 1) Pre-Processing: 
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The satellite images that ARKTOS handle come in various formats as they are processed by four dif-
ferent stations: Alaska SAR Facility (ASF), Tromsø, Gatineau, and West Freugh.  In addition, there are 
images that have been pre-processed by the National Ice Center into NSIPS format.  ARKTOS converts 
these images into a straight PGM format, with 256 gray levels.  To automatically invoke the correct con-
version program, ARKTOS uses a pre-defined naming convention.  An ASF image has two files: the data 
itself and the leader file that contains the ancillary data of the image; a Tromsø image has the data file and 
a trailer file; a Gatineau image has a trailer file and a set of image files that compose the whole image; an 
NSIPS-processed image has all related information within a single file.  By looking at the filename, 
ARKTOS is able to choose which conversion program to invoke. 
For a non-NSIPS-processed image, ARKTOS performs a 5×5 Gaussian sampling to reduce the size of 
the image and noise.  The Gaussian sampling is a weighted intensity average within a window using 
weights of a 2-D Gaussian curve. 
In the current version of ARKTOS, it uses several external information sources: SSM/I GRB files, 
landmasks, and historical climatology data.  There are two sets of climatological data: one represents the 
probability of a region containing ice in a 19-year span and one represents the median concentration of ice 
of that region during the same span.  Each set has 12 maps corresponding to the months in a year.  ARK-
TOS converts all these maps into PGM formats for easy and fast access at run-time.  We also extract at-
tributes and symbolic facts from the maps at later stages. 
 2) Segmentation: 
We have studied three main segmentation algorithms: (1) dynamic local thresholding, (2) unsuper-
vised clustering, and (3) watershed merging.  The dynamic local thresholding is not suitable as it seg-
ments an image into n classes based on their global appearances, instead of feature-level homogeneity [8].  
The unsupervised clustering is an aggressive pixel aggregation technique that is not suitable for feature 
extraction as it merges too many features into one single region [21].  In geography, watersheds are re-
gions of terrain that drain to the same point.  This situation can be analogously applied to images by treat-
ing intensity as height.  First, the algorithm identifies the local intensity minima that define the bottoms of 
watersheds [43].  A minimum is defined as a pixel with all its eight neighbors having greater intensities 
than the pixel.  Then the algorithm computed the image gradient.  To partition the input image into water-
sheds, it then marks the locations of intensity minima with unique region identifiers in an output image, 
and, for each of the remaining pixels, the gradient information is used to follow the image down to some 
intensity minimum.  The corresponding pixel location in the output image is assigned the identifier of this 
minimum.  The watershed merging algorithm subsequently merges each pair of neighboring watersheds 
based on their average intensities, sizes, and gradients [5].   After experimentations, we have decided on 
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using the watershed merging algorithm as the underlying segmentation technique for ARKTOS because 
of its speed, robustness and feature-oriented segmentation result. 
 3) Attribute Measurements: 
 The segmentation stage identifies homogeneous regions in the image as objects.   Next, to support the 
attribute measurements for each feature, structures such as boundary chain-code, shared boundaries, 
bounding rectangles, principal axes, and many others are built.  Using these, we subsequently measure 
each sea ice feature along various dimensions.  Then, we also develop techniques to combine these meas-
urements for complex attributes.   
We measure seven types of attributes for each feature: (1) intrinsic, (2) boundary-related, (3) texture, 
(4) geometric, (5) comparative, (6) relational, and (7) ancillary and other data.   
The intrinsic measurements include area, average intensity, standard deviation of the intensity values 
in the feature, and contrast.  The contrast is the ratio of the standard deviation over the average intensity.  
Suppose we are given two images with the exact measurement of standard_deviation.  Now, if one of the 
images is bright, with a high average_intensity, and the other is dark, with a low average_intensity, then 
the darker image has a higher contrast value.  This is designed to correspond to certain visual cues that 
human experts see in sea ice images. 
 To measure boundary-related attributes, we first build the chain code of a feature.  The chain code has 
a starting point and a set of directions leading from that starting point and ending at the starting point.  It 
is an efficient way of storing boundary information and traversing a boundary.  We compute, for example, 
the length of the boundary (or perimeter) and the length of only the outer boundary where the perimeter 
length of internal holes of an object is not included.  We innovate a new attribute called perimeter poros-
ity which is simply the ratio of the greater perimeter over the shorter one, given the two perimeter values.  
This attribute is used to specifically describe one property related to sea ice objects: irregularity.  More-
over, a sea ice feature exhibits different boundary properties depending on its age: curved, linear, and an-
gular.  An old ice feature has a curved boundary while a new piece has a linear boundary.  Thus, we also 
measure these by following the chain code of a feature.   
 The third type of attributes is texture-based.  This has turned out to be one of the most difficult attrib-
utes to design, as human experts are able to detect complex textures that computer algorithms fail to cap-
ture accurately.  The surface of a sea ice feature may contain ridges and valleys, displaying a variety of 
intensity values under SAR.  Currently, we have three different types of textural attributes: mottledness, 
average roughness, and new roughness.  For example, the objective of mottledness is to detect the inten-
sity differences in a feature.  If we detect high intensity differences, then we say the feature is mottled.  
Also, we tolerate less difference for bright features than we do for dark features to capture the observation 
that a slight change at the bright end of the intensity spectrum is more significant than one at the dark end.  
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The mottledness is thus a factor of the sum of the maximum difference between two horizontal, neighbor-
ing pixels, and the maximum difference between two vertical neighboring pixels, designed to pick up lin-
ear ridges and valleys on the surface of sea ice features.  The average roughness, however, is more tradi-
tional, but far more time consuming, in that it uses overlapping 5×5 windows to compute variances and 
then averages those variances.   
 To obtain geometric attributes, we compute for principal axes, the centroid, and the bounding rectan-
gle of each feature.  Given these, we are able to determine the orientation of a feature, its maximum 
length, maximum width, area porosity, elongation, roundness, thinness, irregularity, eccentricity, and jag-
gedness.  Most of these attributes are innovative and designed for sea ice features.  For example, the area 
porosity of a feature is the ratio of the bounding rectangle over the actual area of the feature.  This ap-
proximates the “branchiness” of a feature:  A feature with branches has a high area porosity, and this cor-
responds to ice leads, a rather unique feature observed in sea ice image analysis.  Also, a feature is eccen-
tric if it has boundary pixels that are close to its centroid and boundary pixels that are far from its cen-
troid.  A circle is not eccentric because all boundary pixels are equidistant from the centroid.  An N-
pointed star is eccentric, however, because the boundary pixels at its points are farther away from the cen-
troid than the pixels at the valley between points.  Irregularity is an innovative, complex attribute; it is the 
product of the perimeter porosity and the area porosity.  So, a feature that has a high perimeter porosity (a 
lot of holes) and a high area porosity (a lot of branches) is highly irregular.  With this measurement, 
ARKTOS is able to deal with segmentation defects due to noisy ice signatures. 
 We also compute relational attributes by looking at the shared boundaries of the features: A encloses 
B; B is enclosed by A; A is neighbor of B; A contains cracks; A is adjacent to land, etc.   
 We also compute comparative attributes: A is darker than its neighbors; A is more mottled than its 
neighbors, etc.  These are important indicators in sea ice image analysis.  For example, if a feature is 
found to be brighter than its neighbors, then it is more likely to be a piece of older ice.   
 Table 1 documents the various measurements and their designs. 
Measurement Description 
area This measures the number of pixels within a feature. 
Average_intensity This measures the average intensity of all pixels within a feature. 
Standard_deviation This measures the standard deviation of the intensity values of all pixels within a feature. 
Contrast This measures the contrast of all pixels within a feature. 
ensityaverage
contrast
int_
eviationstandard_d
=
 Suppose we are given two images with the exact measurement of standard_deviation.  
Now, if one of the images is bright, with a high average_intensity, and the other is dark, 
with a low average_intensity, then the darker image has a higher contrast value.  In a 
sense, we expect a brighter image to have a larger standard deviation in order to have a 
high contrast.   
Perimeter This measures the number of boundary pixels of a feature. 
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Outer_perimeter This measures the number of boundary pixels when traversing the outer boundary of a 
feature.  This number may be larger or smaller than perimeter.  When a feature contains 
holes, perimeter is greater than outer_perimeter.  When a feature has one-pixel-thick 
structures, outer_perimeter is greater than perimeter. 
Perimeter_porosity This innovative measurement allows us to determine the following:  If a feature has many 
holes and 1-pixel-thick structures, this measure will be high. 
( )
( )perimeterperimeterouter
perimeterperimeterouterporosityperimeter
,_min
,_max
_ =  
centroid This stores the pixel coordinates yx µµ ,  of the center of mass of a feature. 
Mottledness The objective of this new measurement is to detect the intensity differences in a feature.  
If we detect high intensity differences, then we say the feature is mottled.  Also, we toler-
ate less difference for bright features than we do for dark features to capture the observa-
tion that a slight change at the bright end of the intensity spectrum is more significant than 
one at the dark end.   
(1) Obtain the maximum difference between two horizontal, neighboring pixels of the 
feature, horizontalmax . 
(2) Obtain the maximum difference between two vertical, neighboring pixels of the fea-
ture, verticalmax . 
(3) Compute 
( )
255
maxmax
tensityaverage_in
smottlednes horizontalvertical •+= . 
The value 255 is used as a normalization factor.   
Average_roughness This is a new approach to measuring the texture of a feature.  The approach is to obtain a 
mean of variances of local regions of a feature.   
(1) Divide the feature into overlapping 5×5 areas. 
(2) Compute the variance of each area. 
(3) Sum all the variances. 
(4) Divide the sum with the feature’s area. 
New_roughness This is yet another new approach to measure the texture of a feature.  The approach is to 
combine the global variance and the local variance together for the feature.  This measure 
is computed via 
ughnessaverage_ro
_stan
_
2deviationdard
roughnessnew =  
Suppose a feature has a low average_roughness but a high standard_deviation.  That 
means locally, the feature is uniform; but globally, the feature has a larger intensity range 
and wider intensity distribution.  This implies two possible conditions: (1) the feature has 
a significant shift in intensity values from one part of the feature to another part, or (2) the 
feature is patchy (for example, a checker board pattern). 
Orientation This measure is used to gauge how a feature aligns in the image and is useful for comput-
ing the feature’s bounding rectangle, as will be discussed later.  
  








−
=
−
2,00,2
1,11 2tan
2
1
µµ
µ
norientatio  
where  
( ) −=
yall
yy
2
2,0 µµ , ( ) −=
xall
xx
2
0,2 µµ , and ( )( ) −−=
xall yall
yx yx µµµ 1,1  . 
max_length and 
max_width 
The approach is to compute the bounding rectangle of a feature, and use the two principal 
axes to find the maximum length and width of the feature.   
(1) For each pixel yx, , compute its  
  ( ) ( )norientatioynorientatiox sincos +=α  
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  ( ) ( )norientatioynorientatiox cossin +−=β  
(2)  Identify the maximum α  as maxα ; identify the maximum β  as   maxβ ; identify the 
minimum α  as minα ; identify the minimum β  as minβ . 
(3) Compute the distances of the principal axes: 
  minmax ααα −=d , and minmax βββ −=d . 
(4) Compute ( )βα ddmax_length ,max= , and ( )βα ddmax_width ,min= . 
Area_porosity This innovative measurement allows us to determine the following:  If a feature is 
branchy, then this measure will be high. 
area
lengthmaxwidthmaxporosityarea ___ •=  
elongation This measures how elongated a feature is.   
widthmax
lengthmax
elongation
_
_
=  
roundness This measures how circular a feature is.  First, for each boundary pixel, p , we compute 
its distance from the centroid yx µµ , : 
( ) ( ) ( )22,, ypxpyx yxpD µµµµ −+−= . 
Then we compute the standard deviation of all such distances and equal roundness to the 
standard deviation: ( )[ ]yxpDdevstdroundness µµ ,,_= . 
Thinness This measures how thin a feature is.  We have designed a quick and easy way to approxi-
mate elongation without having to consider the orientation of a feature.  The underlying 
concept of this approach is to estimate the average thickness of a structure. 
(1) Scan the image horizontally, collect the length at each row of the contiguous segment 
of the feature, and average all lengths.  Call the average horizontall . 
(2) Scan the image vertically, collect the length at each column of the contiguous segment 
of the feature, and average all lengths.  Call the average verticall . 
(3) Compute thinness as : ( )verticalhorizontal llthinness ,min= . 
Irregularity This measures how irregular a feature is.  The new approach is based on two previous 
measurements: area_porosity and perimeter_porosity.  We compute  
porosityperimeterporosityareatyirregulari __ •=
.
 
Eccentricity We created this new measure to measure how eccentric a feature is.  A feature is eccentric 
if it has boundary pixels that are very close to its centroid and boundary pixels that are 
very far from its centroid.  A circle is not eccentric because all boundary pixels are equi-
distant from the centroid.  An N-pointed star is eccentric, however, because the boundary 
pixels at its points are farther away from the centroid than the pixels at the valley between 
points.  This attribute is used to complement irregularity.   First, for each boundary pixel, 
p , we compute its distance from the centroid yx µµ , :  
( ) ( ) ( )22,, ypxpyx yxpD µµµµ −+−= . 
Then, we identify the maximum distance, maxd , and the minimum distance, mind . Fi-
nally, minmax ddtyeccentrici = . 
Jaggedness This measures how jagged the boundary of a feature is.  As we traverse the boundary, we 
take the absolute difference between the previous direction that brought us to the current 
pixel and the current direction that brings us to the next pixel.  In a 3×3 8-connected 
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neighborhood, the maximum change in directions is 4; the minimum is 0.  As we move 
along the boundary, we add the magnitude of each directional difference to a counter.   
Jaggedness is defined to be the average of all such direction changes, i.e., the value of the 
counter divided by outer_perimeter.  The higher the value of jaggedness, the more jagged 
the boundary of the feature. 
Neighbor_intensity This is a measurement that we specially designed for our application.  It measures the av-
erage intensity of the neighbors weighted by the number of shared boundary pixels.   
(1) Follow the boundary of a feature 
(2) For each boundary pixel encountered 
(3) Look at is right-hand (outer) neighboring pixel 
(4) Identify the feature number of that pixel 
(5) Retrieve the average_intensity associated with the feature 
number 
(6) Add the value to a counter 
(7) Divide the counter with outer_perimeter. 
So, suppose a feature has two neighbors.  One is extremely dark, the other extremely 
bright.  However, the dark neighbor shares boundary pixels with 90% of the feature’s 
boundary while the bright neighbor shares only 10%.  Then, as a result, neighbor_intensity 
will record a low value.  If we treated the two neighbors equally (50% - 50%), then 
neighbor_intensity would record a medium value, which would be undesirable. 
Neighbor_mottledness This is a measurement that we specially designed for our application as well.  It is very 
similar to neighbor_intensity.  However, it looks at the mottledness instead of intensity 
values of the neighboring features. 
Curved_boundary Boundary-based measurements are expensive, as we have to traverse along the boundary 
of the feature.  Thus, we have created three approximation measurements.  
Curved_boundary is one of them.  This detects whether a feature has a curved (or 
rounded) boundary.  We first obtain five successive, equally long segments along the 
boundary.  We compute the tangent of each segment.  If (1) all angles are monotonically 
increasing, and (2) the angle change between each pair of successive segments is smaller 
than a threshold, 0,curvedT , and (3) the total angle change is greater than a threshold, 
1,curvedT , then we say that the feature has a curved boundary, i.e., curved_boundary = 1.  If 
the current group of five segments does not amount to a curved boundary; we discard the 
first segment, include the next segment along the boundary into the group, and repeat the 
above process.  If after traversing the boundary twice we find no curved boundary, then 
we set curved_boundary = 0.  Now let us look at the three conditions mentioned above.  
The first condition is to discard boundary segments that move inward and outward, with 
respect to the centroid of the feature.  The second condition is to ensure smooth angle 
transition; it does not allow sharp jump in the boundary.  The final condition is to ensure a 
significant curvature. 
    The slope of each segment is computed by taking the slope between the two ends of the 
segment:   
startend
startend
i
xx
yy
slope
−
−
=  
where startstart yx ,  and endend yx ,  are the start- and end-point of the segment i .   
Linear_boundary This is another boundary-related measurement that we have innovated.  It detects whether 
a feature has a linear boundary.  We divide the boundary into several segments with length 
proportional to the size of the boundary, or outer_perimeter.  For each segment, we count 
the number of image border pixels.  (We want to discard segments at the image borders!)  
If this number is greater than 30% of the length of the segment, we do not perform linear 
regression on this segment and it is discarded and we proceed to the next segment.  If, 
however, the segment contains image border pixels less than 30% of its length, then we 
perform a linear regression on the segment.  First we compute the centroid of the segment 
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(similar to the centroid of the feature), yx ss , .  Then we calculate the moments: 
( ) −=
yall
yyy sys
2
, ( ) −=
xall
xxx sxs
2
, and ( )( ) −−=
xall yall
yxxy sysxµ  . 
We compute the coefficient of determination, η , as 
yyxx
xy
ss
s
=η . 
If η  is greater than a threshold, linearT , then we have found a linear segments, i.e., lin-
ear_boundary = 1.  Otherwise, we proceed until we run out of segments.  If we do not find 
such a segment, then the feature has linear_boundary = 0. 
Angular_boundary This is the third boundary-related measurement that we have innovated.  It detects whether 
a feature has an angular boundary.  The underlying design is very similar to that for lin-
ear_boundary.  Instead of looking for one linear segment, we are looking for two consecu-
tive linear segments.  After we locate the first linear segment, we continue to extend that 
segment as long as it stays linear by checking at every move along that segment the coef-
ficient η .  At the end of that first linear segment, η  will be small (no longer linear).  
Then we immediately look at the next segment.  If this segment is found to be linear, then 
we have found two successive linear segments, and angular_boundary = 1.  If the segment 
is not linear, then we discard the first linear segments and continue the search.  If we run 
out of segments and no two successive linear segments are found, angular_boundary  = 0. 
Table 1  Measurements computed in ARKTOS and their descriptions. 
 
 
 4) Fact Generation: 
 This stage converts all continuous attribute measurements into symbolic facts with thresholding.  For 
example, the area of a feature is discretized into small, medium, and large.  There are complex facts as 
well where a fact is based on more than one attribute measurements.  Some are domain-specific while 
some are for the description accuracy.  For example, the domain-specific fact lead is used to describe 
whether a feature is a lead.  To be a lead, a feature must be elongated and irregular.  Thus, this attribute is 
based on the measurements elongation and irregularity (Section III.A.2).  To improve the description ac-
curacy for determining whether a feature has an irregular shape, we use both the attribute measurements 
irregularity and eccentricity (Section III.A.2).   
 In addition to the above, we have also defined and designed a domain- and application-specific fact 
called blob.  For some low-quality images, sea ice features appear glued together.  While visually detect-
able by human photo-interpreters, these features cannot be extracted individually with our segmentation 
module.  As a result, the collection of features becomes a large feature covering a vast area of the image.  
On the other hand, it is possible to have a large area of open water detected as a blob as well.  We thus 
define a blob as a very large, shapeless feature.  It is based on the measurements area, irregularity, and 
eccentricity.  If a feature is found to be a blob, then all its geometric and boundary-related attributes (such 
as roundness, elongation, irregularity, etc.) will be neither computed nor output as facts.  This also speeds 
up the processing of ARKTOS.  
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 Table 2 documents the various facts and their definitions.  See also Table 3 for a summary of facts 
and their corresponding thresholds. 
 
Fact Definition 
return This denotes the average intensity of a feature.  It is based on the measurement aver-
age_intensity.  There are three thresholds used for discretizing this attribute.   
 If 0,_ returnTintensityaverage < , then return=black. 
 If  1,0, _ returnreturn TintensityaverageT <≤ , then return=dark. 
 If  2,1, _ returnreturn TintensityaverageT <≤ , then return=grey. 
 If  intensityaverageTreturn _2, ≤ , then return=bright. 
Size This denotes the size of a feature.  It is based on the measurement area.  There are three 
thresholds related to this attribute; however, only two are used to   iscretized and another 
one is used to qualify blobs (discussed later). 
 If  0,sizeTarea < , then size=small. 
 If  1,0, sizesize TareaT <≤ , then size=medium. 
 If  areaTarea ≤1, , then size=large. 
Mottled or smooth This denotes the surface mottledness or smoothness of a feature.  It is based on the meas-
urement mottledness.  One threshold is used. 
 If mottledTsmottlednes >  then mottled=true else smooth=true. 
Instead of mottled=false, we use smooth=true because the latter is more intuitive. 
Blob This indicates whether a feature is a blob. A blob is a very large, shapeless feature.  It is 
based on the measurements area, irregularity, and eccentricity.  To obtain the facts, we use 
three thresholds, one related to area (this is where we use the third threshold related to 
size), one related to irregularity, and one related to eccentricity: 
 If  2,sizeTarea >  and  ( irregularTtyirregulari >  or eccentricTtyeccentrici > ) then 
blob=true else blob=false. 
As we shall see later when we discuss the facts related to irregular, essentially a blob is a 
very large, irregular feature.  If a feature is found to be a blob, then all its geometric at-
tributes will not be output as facts.  Geometric attributes are round, elongated, irregular, 
thin, lead, jagged, curved_boundary, linear_boundary, and angular_boundary, as will be 
immediately discussed. 
Round This denotes whether a feature is circular.  It is based on the measurement roundness.  One 
threshold is used. 
 If roundTroundness <  then round=true else round=false. 
Elongated This denotes whether a feature is elongated.  It is based on the measurement elongation.  
One threshold is used. 
 If elongatedTelongation >  then elongated=true else elongated=false. 
Irregular This denotes whether a feature has an irregular shape.  In addition to irregularity, we also 
use eccentricity to help define this attribute.  Two thresholds are used. 
 If  ( irregularTtyirregulari >  or eccentricTtyeccentrici > ) then  irregular=true  
 else irregular=false. 
Thin This denotes whether a feature is thin.  It is based on the measurement thinness.  One 
threshold is used. 
 If thinTthinness <  then thin=true else thin=false. 
Jagged This denotes whether the boundary of a feature is jagged.  It is based on the measurement 
jaggedness.  One threshold is used. 
 If jaggedTjaggedness >  then jagged=true else jagged=false. 
Curved_boundary This denotes whether a feature has a curved boundary.  It is based on the measurement 
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curved_boundary.   
If 1_ =boundarycurved  then curved_boundary=true else curved_boundary=false. 
Linear_boundary This denotes whether a feature has a linear boundary.  It is based on the measurement lin-
ear_boundary.   
If 1_ =boundarylinear  then linear_boundary=true else linear_boundary=false. 
Angular_boundary This denotes whether a feature has an angular boundary.  It is based on the measurement 
angular_boundary.   
If 1_ =boundaryangular  then angular_boundary=true else angular_boundary=false. 
Lead This indicates whether a feature is a lead.  To be a lead, a feature must be elongated and 
irregular.  Thus, this attribute is based on the measurements elongation and irregularity.  
Two thresholds discussed previously will be used here. 
If elongatedTelongation >  and irregularTtyirregulari >  then lead=true else lead=false. 
Enclose This denotes whether a feature encloses at least one other feature.  It also denotes when a 
feature encloses something darker in average intensity.  This is based on all neighbors of 
the feature of interest.   
 If the feature encloses nothing, then enclose=false. 
 If the feature encloses something, then enclose=true. 
 If the feature encloses something, ef , and  
     ( ) ( )efintensityaveragefeatureintensityaverage __ •> λ  
 then enclose=darker. 
If the feature encloses something, ef , and  
     ( ) ( )efintensityaveragefeatureintensityaverage __ <•λ  
 then enclose=brighter. 
The factor λ  is empirically set at 1.2. 
contain_cracks This denotes whether a feature encloses a crack.  A crack is defined as a feature that is 
elongated and thin.  So, the thresholds discussed above for attribute elongated and thin 
will be utilized again. 
 If the feature encloses something, ef , and ( ) elongatede Tfelongation >  and    
               ( ) thine Tfthinness <  then contain_cracks=true 
 else contain_cracks=false. 
Smoother This denotes whether a feature is smoother than its surroundings.  It is based on the meas-
urement mottledness.   
         If mottledness of the feature is less than the average mottledness of all its neighbor 
        then smoother=true 
        else smoother=false. 
Brighter This denotes whether a feature is brighter than its surroundings.  It is based on the meas-
urement average_intensity.   
         If average_intensity of the feature is greater than λ  times the average  
             average_intensity of all its neighbors 
         then brighter=true 
         else brighter=false. 
Smoother2 This denotes whether a feature is smoother than its surroundings.  It is based on the meas-
urement mottledness and neighbor_mottledness. 
 If mottledness of the feature is less than neighbor_mottledness of the feature  
               then smoother=true 
 else smoother=false. 
The difference between smoother and smother2 is this.  The fact smoother treats each 
neighbor equally.  The fact smoother2 weighs each neighbor by the shared boundary be-
tween each neighbor and the feature. 
Brighter2 This denotes whether a feature is brighter than its surroundings.  It is based on the meas-
urement average_intensity and neighbor_intensity.  
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 If  average_intensity of the feature is greater than λ  times neighbor_intensity of       
                   the feature  
              then brighter=true 
              else brighter=false. 
The difference between brighter and brighter2 is this.  The fact brighter treats each 
neighbor equally.  The fact brighter2 weighs each neighbor by the shared boundary be-
tween each neighbor and the feature.  The factor λ  is the same one as in attribute enclose. 
Table 2  Facts computed in ARKTOS and their definitions (not including facts generated from other data sources, 
see Section III.B). 
 
 
Attribute Possible Facts Thresholds Used 
month jan true, feb true, mar true, apr true, may 
true, jun true, jul true, aug true, sep true, oct 
true, nov true, dec true 
 
season  
condition 
summer true, winter true,  
freeze_up true, freeze_up false, 
melt_out true, melt_out false 
 
latitudes latitude <=72.00, latitude >=72.00,latitude 
<=73.00, latitude >=73.00, latitude 
<=74.00, latitude >=74.00, latitude 
<=75.00, latitude >=75.00 
 
longitudes east_of –140.00, west_of –140.00 
 
return return=black, return=dark, return=grey, 
return=bright 
500, =returnT , 751, =returnT , 
1002, =returnT  
size size=small, size=medium, size=large 2000, =sizeT , 16000, =sizeT , 
250000, =sizeT  
mottled or smooth mottled=true, smooth=true Observes values between 5.0 and 
60.0. 0.31=mottledT  
blob blob=true, blob=false 
2,sizeT , irregularT , eccentricT  
round round=true, round=false A perfect circle has a measurement 
of 0. 05.1=roundT  
elongated elongated=true, elongated=false Observes values between 1 and 4.  
3.1=elongatedT  
irregular irregular=true, irregular=false Observes values between 1.0 and 
25.0.  10.3=irregularT  
Observes values between 2.0 and 
20.0.  
50.4=eccentricT  
thin thin=true, thin=false Observes values between 5.0 and 
30.0.  0.11=thinT  
jagged jagged=true,jagged=false Ranges between 0 and 4.  
74.0=jaggedT  
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curved_boundary curved_boundary=true, 
curved_boundary=false 
Both values are in angular degrees, 
and each ranges from 0 to 90 de-
grees.  Currently, these thresholds 
are set at 45.0 and 45.0, respectively.  
Therefore, for example, an octagon 
has a curved boundary; a hexagon 
does not. 
0.450, =curvedT , 0.451, =curvedT  
linear_boundary linear_boundary=true, lin-
ear_boundary=false 
This coefficient value ranges from 0 
to 1.  92.0=linearT  
angular_boundary angular_boundary=true, 
angular_boundary=false 
92.0=linearT  
lead lead=true, lead=false 10.3=irregularT , 3.1=elongatedT  
enclose enclose=true, enclose=false, en-
close=darker, enclose=brighter 
 
contain_cracks contain_cracks=true, contain_cracks=false 3.1=elongatedT , 0.11=thinT  
smoother smoother=true, smoother=false 
 
brighter brighter=true, brighter=false 
 
smoother2 smoother2=true, smoother2=false 
 
brighter2 brighter2=true, brighter2=false 
 
adj_to_land adj_to_land=true, adj_to_land=false 
 
ssmicon ssmicon=low, ssmicon=medium, ssmi-
con=high 
These thresholds help qualify the 
attribute ssmicon, a value derived 
from the SSM/I sea ice concentra-
tion maps.  Currently, these thresh-
olds are set at 15.0 and 50.0, respec-
tively.   
0.150, =ssmiconT , 0.501, =ssmiconT  
numyr numyr=none, numyr=some, numyr=most, 
numyr=not_available 
These thresholds help qualify the 
attribute numyr, a value derived 
from the climatology data ice 
coverage map.  50, =numyrT , 
151, =numyrT , 192, =numyrT  
medct medct=low, medct=med, medct=high, 
medct=not_available 
These thresholds help qualify the 
attribute medct, a value derived 
from the climatology data ice 
coverage map.  200, =medctT , 
751, =medctT , 1002, =medctT  
Table 3  Facts, values, and thresholds used in ARKTOS. 
 
B. Multisource Data Fusion 
In addition to the raw imagery data, ARKTOS incorporates a variety of data into its reasoning process.  
This multisource data fusion component is necessary as the various data sources are often used by human 
experts to help them classify sea ice images.  Our fusion framework is attribute- and knowledge-based.  
The information derived from various data sources is converted into attributes and facts, linked to each 
feature.  Then, the knowledge on how to use these pieces of information is encoded in the rules of the 
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rule-based classification module.  So, the fusion is performed at two levels.  At the attribute level, we find 
for each feature a combined list of attribute measurements computed from the imagery data and all other 
sources of data.  For each data source, ARKTOS has to perform appropriate geo-referencing and conver-
sions.  At the knowledge level, we define how different sources of data should work with each other 
through weighted rules and a Dempster-Shafer belief system.  We will discuss this further in Section 
III.C.  Currently, there are four different sources: ancillary data, SSM/I concentration maps, landmasks, 
and historical climatology data.   
 1) Ancillary Data: 
This data comes with the raw image as the header, trailer, or leader information that specifies the date 
when and the geo-coordinates where the image was taken.  This data is integrated into the database 
through several facts: summer=true, winter=true, west_of=xxxx, east_of=xxxx, and latitude<=xxxx, 
where xxxx is a coordinate value in degrees.  Each SAR processing facility generally has a different ancil-
lary data format to accompany its images.  Thus, ARKTOS was designed to manage the differences 
through its pre-processing module (Section III.A).  In addition, the ancillary data is also used to establish 
inter-source information coordination—to select corresponding ice chart and SSM/I concentration map, 
for example. 
The first four rows of Table 3 document the attributes and facts ARKTOS extracts from the ancillary 
data.  The first row indicates the month when the image was taken.   The second row indicates the season 
and condition when the image was taken.  If the image was taken between June 21 and September 21, 
then the season is summer, otherwise winter.  Also, if the image was taken between April 22 and June 20, 
then the condition is melt_out; and if the image was taken between September 22 and November 22, then 
the condition is freeze_up.  Leap year is taken into account when computing the facts.  The latitude row 
indicates the key latitudes for analyzing Arctic sea ice images.  Similarly, the longitude row specifies the 
key longitudes affecting classification.   
We also keep track of the geographic location (latitude and longitude coordinates) of the four corners 
of the image, key information for our fusion.  Since we have attribute-level fusion, we need to tag each 
feature with its latitude-longitude location so ARKTOS can locate the corresponding data point when 
moving from one data to another.   Finally, we also record the exact date when the image was taken. 
 2) SSM/I Ice Concentration Maps: 
ARKTOS has the capability of analyzing images using Special Sensor Microwave/Imager (SSM/I) 
daily polar gridded sea ice concentration maps generated with the CalVal algorithm, in GRIB format by 
the Fleet Numerical Meteorology and Oceanography Center (FNMOC) of the U.S. Navy.  This data is 
generated from the SSM/I and offers a different view of remotely sensed sea ice.   
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Adding to the run-time performance of ARKTOS, we first need to convert the daily GRIB files into 
an easily searchable group and readable format beforehand.  We have chosen to convert all such files into 
the PGM format in which each pixel represents the ice concentration value at that location, computable 
through a conversion algorithm.  Each file is also renamed as YYMMDD.GRB so that given the exact 
date when an image was taken, ARKTOS can quickly locate the corresponding GRIB file.     
For each feature, we first convert its centroid (in image-based Cartesian coordinates) to latitude-
longitude coordinates.  Then, we map that coordinates onto the Cartesian coordinates of the correspond-
ing concentration GRIB map (by date).  Finally, we extract the concentration value, an integer between 0 
and 100.  The ssmicon row of Table 3 documents the threshold values used to discretize the attribute into 
three values.  
 3) NSIPS Land Masks: 
The land masks are used to identify land pixels.  On a coastal sea ice image, in order to prevent land 
pixels from being factored into the data mining process (segmentation and feature extraction), we super-
impose a land mask so that land pixels are distinctively designated.  The land masks currently in use are 
provided to us by the Naval Research Laboratory, in NSIPS format, and are geocoded to provide easy 
mapping.  The knowledge of land is a vital piece of evidence used in human classification of sea ice.  
Thus, to fuse land masks into ARKTOS, we have created an attribute called adjacent_to_land and have 
encoded six expert rules that involve the attribute.  Any feature neighboring a land region will thus have 
its adjacent_to_land attribute set to true.  In this manner, we are able to maintain a consistent use of land 
masks in the fusion process.  This data has proved to be very important as it is able to prevent false classi-
fication of land pixels into ice pixels and to determine fast ice. 
Since the NSIPS landmask image is perfectly geocoded with the original image, and named accord-
ingly—i.e., with the same rootname, it is relatively easy for ARKTOS to determine whether the centroid 
of a feature is a land pixel.  If so, then the entire feature is a land feature.  If a feature has a neighbor that 
is a land pixel, then that feature has adjacent_coast  = 1.   
4) SIGC Historical Climatology Data: 
The SIGC data set is a statistical computation describing extent and coverage of sea ice in specified 
area of the Arctic and Antarctic Oceans.  The data (53 files) was compiled from 23 years (1972-1994) of 
NIC Arctic and Antarctic sea ice analyses, and is important for sea ice classification as experts can draw 
inferences from past the climatological history of a region to help improve classification.   
The current version of ARKTOS also requires two sets of historical climatology data.  The first set is 
the OCC data – each is a map of the Arctic region for a particular month.  Each pixel on the map repre-
sents the probability of that region containing ice in a 19-year span.  Thus, the pixel value is between 0 
and 19, and some other default values for land and null values.  There are twelve maps.  The file naming 
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convention is:  occ_<month>.bil.  For example, the map for January is occ_jan.bil, map for February is 
occ_feb.bil, and so on.  The second set is the MEDCT data – each is a map of the Arctic region for a par-
ticular month.  Each pixel on the map represents the median concentration of ice of that region in a 19-
year span.  Thus, the pixel value is between 0 and 100, and some other default values for land and null 
values.  There are twelve maps.  The file naming convention is:  medct<month>.bil.  For example, the 
map for January is medctjan.bil, map for February is medctfeb.bil, and so on. 
Note that since these files are static—they do not change, once you have stored them, we do not have 
to worry about maintaining in the future, as opposed to what we have to pre-process for the SSMI GRB 
files 
For each feature, we first convert its centroid (in Cartesian coordinates) to latitude-longitude coordi-
nates.  Then, we map that coordinates onto the Cartesian coordinates of the corresponding climatology 
map (e.g., occ_jan.bil).  Then, we extract the number of years of ice coverage value from the OCC files, 
an integer between 0 and 19 (for 19 years of climatology data) and some other specified values.  This we 
call number_year.  Similarly, we extract the value of total ice concentration from the collection of 19 
years worth of data value, an integer between 0 and 100 and some other specified values, from the 
MEDCT files.  We call this value median_concentration. 
Finally, ARKTOS converts the above two measurements into facts, using the thresholds shown in 
Table 3 for the symbol descriptors numyr and medct.    
5) National Ice Center (NIC) Ice Charts: 
We are also considering incorporating the National Ice Center (NIC) Ice Charts into our fusion mod-
ule.  During the first week of September 1996, the National Ice Center (NIC) began routinely producing 
regional-scale analyses for all sea ice covered seas located (clockwise) between the longitudes of 95E and 
95W in the northern hemisphere. This global area, known as the “West Arctic” to the NIC, is comprised 
of fifteen analysis regions. Analyses of current ice conditions are produced weekly for regions in which 
sea ice is present.  All NIC regional sea ice analyses are derived from the near real-time integration of 
remotely sensed and in-situ oceanographic/meteorological observations. These analyses are produced fol-
lowing standard analysis procedures which optimize the use of data that vary widely in availability, scale, 
and resolution, from various operational data sources:  satellite derived data, aerial ice reconnaissance, 
ship/shore station observations, drifting buoy reports, meteorological guidance products, ice prediction 
model output, climatology and sea ice information obtained from international partners such as foreign 
ice services.  Sea ice experts or photo-interpreters often refer to NIC ice charts during sea ice classifica-
tion due to its coverage and availability. 
Our ice chart module (not included in this paper) has been designed and implemented to obtain the 
date and location information from the ancillary data to (1) locate the correct ice chart (past nearest date) 
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from its collection, and (2) locate the ice code value (geo-coordinates) following the specifications in the 
World Meteorological Organization (WMO) SIGRID format for sea ice.  It then translates the value to a 
piece of information such as the following and will then submit it to the reasoning process of ARKTOS: 
[ total concentration : 4/10-6/10 
[ concentration for Old Ice : 5/10 with form of Undetermined/ Unknown 
[ concentration for Thick First Year Ice : Less than 1/10 (open water) with form of Undetermined/Unknown 
C. Rule-Based Classification 
Our rule-based classification module consists of two items: the rule base and a rule-base engine powered 
by a Dempster-Shafer belief system.  Here we will first talk about the rule base and then the belief sys-
tem. 
1) Rule Base: 
Here is the syntax of a rule: 
rule=<ID>;<description of rule>;<conditions>;<class>;<weight> 
Each rule begins with the keyword rule= and then a unique identification integer.  Without the keyword, 
the parser of the rule-base engine will not recognize the rule.  The second item of a rule is <description of 
rule> that allows you to describe the rule in plain words.  The <conditions> are the antecedents of the 
rule.  It consists of attribute-value pairs separated by commas:  
<attribute1> <value1>,<attribute2> <value2>,...,<attributeN> <valueN> 
Legal attributes with their values are listed in Table 3.  The fourth item <class> is the consequent of the 
rule that assigns a classification to the feature.  Currently, it is one of the following four options:  
open_water, first_year_ice, fast_ice, and old_ice.   Finally, the fifth item <weight> is where the impor-
tance or confidence of the rule is assigned.  For absolute confidence, we use 1.0 to support, and -1.0 to 
negate.  The range between -1.0 and 1.0 allows us to moderate the confidence of each rule.  We use 1.0 or 
-1.0 only when you are absolutely confident about the validity of the rule.  For example, if we know that 
whenever a feature matches rule ‘A’, the feature must be of ice type ‘C’, then we may assign 1.0 to rule 
‘A’. 
Here below is an example of a rule: 
rule=22;If return is bright and feature is elongated then first_year_ice;return bright,elongated 
true,winter true;first_year_ice;0.8 
For this example, we have the rule identified as number 22, the description is If return is bright and fea-
ture is elongated then first_year_ice, the conditions are return bright, elongated true, and winter true, the 
classification is first_year_ice, and the confidence or weight is 0.8.   
Currently, we have about 100 rules in our rulebase, specifically for analyzing sea ice images in the 
Beaufort sea area. 
22 
Note that different areas may require different sets of rules.  One advantage of our ARKTOS ap-
proach is that different sets of rules can be plugged into the system without having to rewrite a single line 
of code, given that the rules still use the same set of attributes, facts, and classes.  This allows the rule 
base to be specialized and modular. 
 2) Dempster-Shafer Belief System: 
 For each feature, the rule-based classification module matches the facts associated with that 
feature with every rule in the rule base.  If the conditions (or antecedents) of a rule are matched, 
then the rule is fired.  When fired, the rule asserts a classification with a confidence value.  For 
each feature, there are many rules that may be matched and fired as a result.  Thus, we may have 
several rules supporting the feature as an open_water object; several rules supporting the feature 
as an old_ice object; and so on.  Hence, we need to combine these assertions in a consistent 
manner.  Specifically, even though rules are fired sequentially, the assertions should be consid-
ered order-independently.  That is, the order of the rules fired should not affect the final out-
come.  This is when the Dempster-Shafer belief system [11] comes in. 
 Suppose that all the ice classes that ARKTOS knows are of the frame of discernment or universe U.  
Thus, the set of all propositions (of all possible classifications) is ( )UΡ , the power set of U.  Let 
( ) [ ]1,0: →Ρ Um  be a function—a basic probability assignment.  Let an assertion in favor of a proposition 
(a classification) be Γ .   Then, the basic probability assignment function satisfies the conditions for a cer-
tainly false proposition, ( ) 0=∅m , and for a certainly true proposition, ( ) 1=Γ
⊆Γ U
m .  The belief function, 
( ) [ ]1,0: →Ρ UBel , is defined in terms of the basic probability assignment m: ( ) ( )
Γ⊆
=Γ
α
αmBel .  This tells 
us the degree of belief associated with the proposition Γ  as the probability mass associated with Γ  and 
its subsets.  The plausibility of a proposition is further defined as ( ) ( )Γ¬−=Γ BelPls 1 .  Hence a proposi-
tion is always bound by [ ]PlsBel,  in terms of the confidence in its perceived truthfulness.  To combine 
various pieces of evidence for building up beliefs in favor of various propositions, the Dempster’s rule of 
combination is used.  Suppose we are given two assignments (two pieces of evidence), 1m  and 2m , and 
we want to combine them into a single piece of evidence.  Hence, we compute 
[ ]( )
( ) ( )
( ) ( )

∅=∩
Γ=∩
−
=Γ⊕
βα
βα
βα
βα
21
21
21 1 mm
mm
mm , 
where ∅≠Γ , and [ ]( ) 021 =∅⊕ mm .    
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 Suppose after matching the facts of a feature to our rule base, we arrive at two assertions: old_ice 
with confidence 0.7 and open_water with confidence 0.2.  Hence, 1m corresponds to the mass supporting 
the feature to be {old_ice} = 0.7 and to be any of Θ = 0.3, where Θ is the set of all ice classes; and 2m  
corresponds to the mass supporting the feature to be {open_water} = 0.2 and to be any of Θ = 0.8.  Then 
we can compute their combination 3m  using the rule of combination above (Table 4).  Table 4 says that 
the evidence for the feature to be of the old_ice type is now 0.56; of the open_water type is now 0.06; of 
one of the ice classes is now 0.24.   
 
 {old_ice} 0.7 Θ  0.3 
{open_water}       0.2 {} 0.14 {open_water} 0.06 
Θ                          0.8 {old_ice} 0.56 Θ  0.24 
Table 4  Combination of two mass values using the Dempster’s rule of combination. 
 
 In this manner, all new evidence will be incorporated into the previously accumulated beliefs consis-
tently.  From 3m , we can further compute the evidential interval, [ ]PlsBel, , for each of the ice classes. 
 We have addressed several issues when applying the Dempster-Shafer belief system to our rule-base 
engine: 
(1) Our sea ice classification application finds propositions such as {open_water, old_ice}, Θ, or {} use-
less.  Thus, the mass or evidence accumulated for such propositions will be purged.  For example, in 
Table 4, after purging, the re-weighted evidence for {open_water} is 0.09 and that for {old_ice} is 
0.85.  In short, even though our approach naturally allows for fuzzy classification, our current 
application ignores it.    
(2) The original Dempster-Shafer belief theory does not include negative weights. In our design, we do 
so because sea ice experts use them for their reasoning.  For example, if a particular feature exhibits 
certain attributes, then that feature cannot be of ice type ‘A’.  Moreover, whenever such a negative as-
sertion is made, it carries more weight than a corresponding positive assertion, as determined by sea 
ice experts.  Thus, we double the weight of every negative assertion when combining the mass to-
gether.  Other than that, we carry out the negatively-weighted assertions exactly the same way as the 
positively-weighted assertions.    
(3) We compute the product of belief and plausibility for each ice class for each feature and use that to 
determine the winning ice class.  If the product of the winning ice class is below a certain threshold 
(0.25), then ARKTOS assigns the “unknown” class to the feature.   
(4) We have rules with absolute certainty, that is, with 1.0 or –0.1 weights.  When such rules are fired, we 
deal with the classification differently.  If there are at least two competing 1.0 assertions (say, one for 
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old_ice, and one for open_water), then ARKTOS assigns the “unknown” class to the feature.  If there 
are at least two conflicting absolutely-certain assertions (say, one 1.0 for old_ice, and one –1.0 for 
old_ice), then ARKTOS assigns the “unknown” class to the feature as well.  If there is at least one 1.0 
assertion no other competing or conflicting assertions, then ARKTOS assigns the ice class to the fea-
ture directly.  If there are only –1.0 assertions, then ARKTOS removes the classes involved with 
those negatively-weighted assertions from considerations and picks the winning ice class from the 
remaining classes. 
This concludes our discussions on the rule-based classification component of ARKTOS. 
D. GUI-based Knowledge Engineering and Evaluation 
This GUI-based knowledge engineering and evaluation component is integral to the ARKTOS approach.  
It supports a motivated strategy for experts, system engineers, and researchers to refine knowledge, 
evaluate the classification accuracy of ARKTOS, and improve ARKTOS’ performance.  We have built 
three GUI-based software tools in Java: (1) arktosGUI, (2) arktosViewer, and (3) arktosEditor.  Each has 
a different functionality: arktosGUI concentrates on feature-based refinement on specific attributes and 
rules, arktosViewer deals with regional evaluation, and arktosEditor has a rule indexing and search 
mechanism and knowledge base editing capabilites.  Figure 2 shows the incorporation of the three 
software tools into the refinement stage.  First, the ARKTOS system generates classified images and logs 
of its reasoning processes.  The user may use arktosGUI to review each feature visually, home in on a 
particular rule or attribute, and change the rules and thresholds using arktosEditor.  For structural changes 
that require re-coding such as the design of an attribute, the information is passed along to the software 
engineers for another round of design and implementation.  On the other hand, the user may use 
arktosViewer to mass process a large quantity of images and concentrate on regional classifications.  This 
allows the user to review and identify regions that ARKTOS does well or poor in.  The review is fed back 
into a knowledge refinement step where knowledge engineers identify what the problems are, e.g., poor 
segmentation, inappropriate rules, etc.  Finally, the learned lessons are used in another round of design 
and implementation.  The improved ARKTOS is then used to generate new classified images and the 
refinement cycle repeats.   Hence, the refinement is evaluation-driven and quantifiable (in terms of im-
provements in the classification).  Please refer to [35] for details on this component. 
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Figure 2  The knowledge engineering and evaluation component of ARKTOS.   The refinement is evaluation-driven 
and quantifiable (in terms of improvements in the classification).  In addition, to facilitate such refinement, we have 
created a software package with GUI-based and user-friendly tools. 
 
 1)  arktosGUI: 
The objective of this module is to encourage feature-based knowledge refinement, by focusing the 
user’s attention on individual features, specific attributes, and rules.  Hence, this software is very useful 
for fine-tuning ARKTOS’ rule base.  arktosGUI has (1) a feature-based inspection in which users can ex-
amine a specific ice feature (e.g., a floe) visually, symbolically, and numerically, and can also analyze the 
reasoning process that led to the classification of that feature, (2) a compare-and-contrast of different ice 
features simultaneously, and (3) an attribute impact analysis in which users can view and examine, in 
color-coded images, the effects of their modifications of the attributes.   
2) arktosViewer: 
The objective of this module is to facilitate a region-based evaluation, helping the user concentrate (1) 
on regions instead of individual ice features and (2) on ice type distributions instead of the classification 
of a particular feature.  Therefore, this module is important in broad-based evaluation of the ARKTOS 
system and in determining the types of images ARKTOS classifies well or poorly.  arktosViewer has (1) a 
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region-based inspection in which users can examine annotated, gridded areas to assess whether the 
classification results are acceptable, (2) a bookkeeping of the user’s evaluation sessions, and (3) a text-
based recording of the user’s additional comments.  The gridded, annotated image is an image divided in 
4×4 regions and annotated with ice type distributions for each region.  It is generated by ARKTOS.  
3) arktosEditor: 
The main goal of arktosEditor is to allow better editing of the knowledge base.  This module has (1) 
rule editing and threshold editing capabilities, and (2) a rule indexing and search mechanism. It features 
indexed, attribute-based, and conditioned search and filtering, editing of all aspects (ID, conditions, 
weights, classifications, and text description) of a rule, and editing of the thresholds used to convert 
numeric measurements to symbolic facts.  Hence, this module is important in organizing and modifying 
our knowledge bases.  
IV. CONCLUSIONS 
We have presented the underlying methodology and the current design of an intelligent system for satel-
lite sea ice image analysis named ARKTOS.  Hence, our approach is feature-based, rule-based classifica-
tion supported by multisource data fusion and knowledge bases and is aimed at mimicking the reasoning 
process of sea ice experts and photo-interpreters.  ARKTOS also incorporates information derived from 
other sources, fusing different data towards more accurate classification.  ARKTOS comprises compo-
nents in image processing such as segmentation and feature extraction, rule-based classification powered 
by a Dempster-Shafer belief system, multisource data fusion that handles maps of other sources, and Java 
GUI-based knowledge engineering and modification.  As a research project over the past 10 years, ARK-
TOS has undergone phases such as knowledge acquisition, prototyping, refinement, evaluation and de-
ployment, and finally operationalization at the National Ice Center (NIC).    
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