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ABSTRACT
We use a homogeneous catalog of 42,000 main-sequence wide binaries identified by
Gaia to measure the mass ratio distribution, p(q), of binaries with primary masses
0.1 < M1/M < 2.5, mass ratios 0.1 . q < 1, and separations 50 < s/AU < 50, 000. A
well-understood selection function allows us to constrain p(q) in 35 independent bins of
primary mass and separation, with hundreds to thousands of binaries in each bin. Our
investigation reveals a sharp excess of equal-mass “twin” binaries that is statistically
significant out to separations of 1,000 to 10,000 AU, depending on primary mass.
The excess is narrow: a steep increase in p(q) at 0.95 . q < 1, with no significant
excess at q . 0.95. A range of tests confirm the signal is real, not a data artifact or
selection effect. Combining the Gaia constraints with those from close binaries, we
show that the twin excess decreases with increasing separation, but its width (q &
0.95) is constant over 0.01 < a/AU < 10, 000. The wide twin population would be
difficult to explain if the components of all wide binaries formed via core fragmentation,
which is not expected to produce strongly correlated component masses. We conjecture
that wide twins formed at closer separations (a . 100AU), likely via accretion from
circumbinary disks, and were subsequently widened by dynamical interactions in their
birth environments. The separation-dependence of the twin excess then constrains
the efficiency of dynamical widening and disruption of binaries in young clusters. We
also constrain p(q) across 0.1 . q < 1. Besides changes in the twin fraction, p(q) is
independent of separation at fixed primary mass over 100 . s/AU < 50, 000. It is
flatter than expected for random pairings from the IMF but more bottom-heavy for
wide binaries than for binaries with a .100 AU.
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1 INTRODUCTION
Binary stars are ubiquitous: roughly half of all field
stars have binary companions (Duquennoy & Mayor 1991;
Ducheˆne & Kraus 2013; Moe & Di Stefano 2017), and the
binary fraction is even higher in star forming regions (e.g.
Ghez et al. 1993; Leinert et al. 1993; Mathieu 1994; Connel-
ley et al. 2008; Sadavoy & Stahler 2017; Ducheˆne et al. 2018).
Significant progress has been made in developing theoreti-
cal models to explain the population statistics of observed
? E-mail: kelbadry@berkeley.edu
binaries (e.g. Kroupa 1995; Marks et al. 2011; Bate 2012;
Lomax et al. 2015), but fundamental aspects of the binary
formation process remain imperfectly understood.
The distribution of binary mass ratios has been a sub-
ject of interest for at least a century (e.g. van Biesbroeck
1916; O¨pik 1924; Kuiper 1935). As a final outcome of the
binary formation process, the mass ratio distribution pro-
vides useful constraints on theoretical models of star forma-
tion. Unlike the distributions of orbital separation and ec-
centricity, the mass ratio distribution has been suggested to
be insensitive to dynamical evolution after formation (such
that binaries of different mass ratios are disrupted at simi-
lar rates; e.g. Parker & Reggiani 2013). Mapping the mass
© 2019 The Authors
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ratio distribution over a range of binary masses and separa-
tions has thus been the focus of many studies (e.g. Trimble
1974, 1987, 1990; Eggleton et al. 1989; Mazeh et al. 1992;
Hogeveen 1992; Shatsky & Tokovinin 2002; Burgasser et al.
2007; So¨derhjelm 2007; Raghavan et al. 2010; Tokovinin
2014; Gullikson et al. 2016).
Observational studies of the mass ratio distribution are
complicated by incompleteness. All binary detection meth-
ods are biased against low-mass ratio companions, which
produce weaker radial-velocity shifts at fixed separation (e.g.
Shahaf & Mazeh 2019), contribute less light to the observed
spectra of unresolved binaries (e.g. El-Badry et al. 2018a,b),
cause weaker eclipses (e.g. Moe & Di Stefano 2013), and
are less likely to be detected as visual companions (e.g.
Tokovinin 2011; El-Badry & Rix 2018). The detection effi-
ciency also varies with primary mass and orbital separation.
This complicates measurement of the mass ratio distribu-
tion, because the distributions of separation, primary mass,
and mass ratio are not independent (e.g. Moe & Di Ste-
fano 2017). It is thus important for demographic studies of
binaries that the selection function of observed samples is
well understood. If possible, binaries of different masses and
physical separations should be considered independently.
A puzzling feature of the mass ratio distribution identi-
fied by previous works is the so-called “twin” phenomenon,
which refers to a purported statistical excess of nearly equal-
mass binaries with mass ratios 0.95 . q < 1. Most stud-
ies that find an excess of equal-mass twins have focused on
spectroscopic binaries with close separations (a  1AU, e.g.
Lucy & Ricco 1979; Hogeveen 1992; Tokovinin 2000; Halb-
wachs et al. 2003; Lucy 2006; Pinsonneault & Stanek 2006;
Simon & Obbie 2009; Kounkel et al. 2019). Indeed, several
studies have reported a sharp drop-off in the fractional ex-
cess of twin binaries beyond periods of 40 days (a . 0.2AU;
e.g. Lucy & Ricco 1979; Tokovinin 2000; Simon & Obbie
2009). Recent studies have not confirmed such a sharp drop-
off in the twin excess for solar-type stars (Tokovinin 2014;
Moe & Di Stefano 2017), but have still found it to de-
cline monotonically with increasing separation. At least for
M1 & 1M (the mass range on which most previous studies
have focused), the twin excess has been found to decrease
with increasing primary mass at fixed separation and to ex-
tend to wider separations for lower-mass primaries (Moe &
Di Stefano 2017).
Some works have also argued that the twin phenomenon
may be a selection effect (Mazeh et al. 2003; Cantrell &
Dougan 2014), since equal-mass binaries are brighter, can be
detected at larger distances, and are preferentially selected
by several binary detection methods (e.g. Branch 1976).
Such biases are minimized for binary samples that are nearly
volume-complete (e.g. Raghavan et al. 2010; Tokovinin 2014)
and/or have well-understood completeness.
If it is a real effect, the physical origin of the twin
phenomenon is not fully understood. Several mechanisms
have been proposed that could lead to preferential forma-
tion of equal-mass binaries, including fragmentation during
the late stages of protostellar collapse, mass transfer be-
tween pre-main sequence stars, and competitive accretion
(see Tokovinin 2000 for discussion of different formation
mechanisms). Several simulations have predicted that ac-
cretion of high-angular momentum gas, particularly from a
circumbinary disk, tends to drive binary mass ratios toward
unity (e.g. Bate 2000; Farris et al. 2014; Young & Clarke
2015). However, it is not obvious why, when averaged over a
large population of binaries, accretion from a circumbinary
disk would produce a sharp peak in the mass ratio distribu-
tion at q & 0.95 as opposed to a gradual increase.
There have also been hints of an excess of twins among
spatially resolved wide binaries with separations ranging
from tens to thousands of AU (Trimble 1987; So¨derhjelm
2007). The selection functions of the wide binary samples
studied in these works were poorly understood, causing in-
vestigators to remain agnostic of whether the excess of equal-
brightness pairs in their catalogs was of astrophysical origin
or rooted in selection biases. Recently, Moe & Di Stefano
(2017) measured the twin excess at different separations in
a small but relatively complete sample of solar-type binaries
within 25 pc of the Sun. They found the twin excess to de-
cline with separation, but found it inconsistent with 0 out to
separations of 200 AU. At even wider separations, they set
an upper limit of ∼5% on the excess twin fraction.
High-quality parallaxes and proper motions from the
recent Gaia data releases (Gaia Collaboration et al. 2016,
2018) have simplified the process of constructing samples
of wide binaries with (a) little contamination from chance
alignments and (b) a well-understood selection function. Us-
ing data from Gaia DR2, El-Badry & Rix (2018, hereafter
ER18) constructed a high-purity catalog of wide binaries
within 200 pc of the Sun consisting mainly of AFGKM
dwarfs. In this paper, we use a subset of that catalog to con-
strain the mass ratio distribution over a wide range of pri-
mary masses (0.1 . M/M . 2.5), mass ratios (0.1 . q < 1)
and separations (50 . s/AU < 50, 000). The large size of
the catalog allows us to constrain p(q) in narrow bins of
primary mass and separation independently. This approach
make it possible to measure variation in p(q) with mass and
separation, and it minimizes the sensitivity of our results to
imperfectly known inputs such as the initial mass function
(IMF) and separation distribution.
A striking result of our investigation is the unambigu-
ous evidence that twins are not purely a close-binary phe-
nomenon: a significant excess of equal-mass (q & 0.95) bi-
naries persists out to separations as wide as 10,000 AU. We
derive constraints on the excess fraction of twins and the
width of the twin excess as a function of mass and sepa-
ration. We also provide constraints on the full mass ratio
distribution over 0.1 . q ≤ 1 in all bins.
The remainder of this paper is organized as follows. Sec-
tion 2 describes the binary catalog and tests we have done to
verify that the twin excess is real. In Section 3, we describe
how we forward-model synthetic binary populations to fit for
the intrinsic mass ratio distribution. Results of this fitting
are presented in Section 4. In Section 5, we compare to pre-
vious work and discuss implications of our results for mod-
els of binary star formation and dynamical evolution. The
appendices provide additional details about several aspects
of the data and model. There we discuss sensitivity to the
adopted parametric form of p(q), (Appendix A), systematic
uncertainties in our model (Appendix B), evidence for a twin
excess in archival wide binary catalogs (Appendix C), empir-
ical determination of the selection function (Appendix D),
and validation of the adopted Galactic model and selection
function (Appendix E). Constraints on fitting parameters
are tabulated in Appendix G.
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2 DATA
Our primary analysis uses the binary catalog assembled
in ER18. This catalog contains ∼55,000 spatially resolved
wide binaries with main sequence (MS), giant, and white
dwarf components, and projected physical separations of
50 . s/AU < 50, 000. We refer to ER18 for a full descrip-
tion of the catalog’s contents. In brief, it was constructed by
searching Gaia DR2 for nearby (d < 200pc) pairs of stars
whose positions, proper motions, and parallaxes are consis-
tent with being gravitationally bound. Resolved higher-order
multiples and suspected members of bound and dissolving
clusters were removed. The catalog is designed to be pure
but not complete: cuts on photometric and astrometric pre-
cision ensure that the contamination rate from chance align-
ments is low ( 1%), but they also reduce the number of
faint binaries.
We do not use the full catalog from ER18, but impose
the following additional cuts:
• We only consider MS/MS binaries, removing binaries
in which either component is suspected to be a white dwarf,
subgiant, giant, or pre-main sequence star. We identify non-
MS components from the color-magnitude diagram (CMD;
see below).
• We require both components to have parallax> 5, par-
allax_over_error > 20, phot_bp_mean_flux_over_error
> 20, and phot_rp_mean_flux_over_error> 20. ER18 used
these same cuts for the primary, but used less stringent cuts
for the secondary. Here we apply the same cuts to both com-
ponents in order to symmetrize the selection function.
• We reject binaries in which the CMD-inferred mass of
the primary falls outside 0.1 < M1/M < 2.5. The ER18
catalog contains fewer than 100 binaries with estimated pri-
mary masses above 2.5 M, and none with estimated pri-
mary masses below 0.1M.
These additional cuts remove 23% of the ER18 catalog,
leaving us with a sample of 42,338 MS/MS binaries.
Figure 1 shows the CMD of all stars in the ER18 cat-
alog, with primaries and secondaries included on the same
axes. Overplotted PARSEC isochrones show that the spread
on the lower main sequence is primarily attributable to
metallicity (upper right panel), while that on the upper main
sequence and red giant branch is primarily due to age (lower
left panel). A secondary sequence consisting mainly of un-
resolved binaries is visible above the main sequence. Wide
“binaries”with one component in this sequence are primarily
hierarchical triples. We do not remove these from our sam-
ple but account for them in our model when fitting for the
mass ratio distribution in Section 3.1
MS components that fall below a main sequence PAR-
SEC isochrone with [Fe/H] = 0.5 (black points in the lower
right panel of Figure 1) are treated as single stars. Those
that fall above this isochrone but below an unresolved binary
isochrone for two equal-mass stars with [Fe/H] = 0.5 (yellow
points) are treated as unresolved binaries. Finally, sources
that fall above this binary isochrone (red points; likely a mix
of unresolved triples, pre-MS stars, and giants/subgiants)
1 We also experimented with removing binaries with suspected
unresolved components from the sample; doing so does not qual-
itatively change any of our results.
are rejected, as are white dwarfs. Of the 42,382 wide bina-
ries in our catalog, 35,087 have two components consistent
with having no unresolved sub-components (black points),
and 7,295 have at least one component suspected to be an
unresolved binary (yellow points).
We estimate masses for both components of each bi-
nary based on their location in the CMD. The ratios of
these masses are not used explicitly in fitting the mass ra-
tio distribution, but they are used to assign the primary vs.
secondary components and to assign binaries to bins of pri-
mary mass. For MS stars that are suspected to be single, we
estimate masses by interpolating from a grid of single-star
PARSEC isochrones. This method is reasonably effective for
single components, but it would yield biased results for the
unresolved sub-components.
To estimate masses for components suspected to be un-
resolved binaries, we construct a population of synthetic un-
resolved binaries (see Section 3) and, for the subset of this
population that falls in the region of the CMD colored in
yellow in the bottom right panel of Figure 1, we calculate
the median primary mass as a function of MG of the un-
resolved binary. For observed sources in that region of the
CMD, we estimate the primary mass by interpolating from
MG on this median relation. That is, the mass assigned to
unresolved components represents the mass of the primary
of the unresolved component, not the total mass.
This method of assigning masses is not without draw-
backs: masses assigned to unresolved binaries are impre-
cise, because the mass ratio is not known. In addition, some
pre-MS stars may be mistaken for unresolved binaries, and
some low-mass ratio unresolved binaries may be mistaken
for higher-metallicity single stars. However, we expect the
typical accuracy to be . 0.1M, which is good enough for
our purpose of assigning binaries to different bins of primary
mass prior to fitting. In modeling the mass ratio distribu-
tion, it is not critical that the mass ratio of any one binary
be measured accurately, but rather that the distribution of
magnitude difference be predicted self-consistently.
Figure 2 shows “postage-stamp” images2 of some of the
binaries in our catalog from the Sloan Digital Sky Survey
(SDSS; York et al. 2000). We note that SDSS photometry is
not used in our analysis or in fitting the mass ratio distri-
bution; we show it here because raw images from Gaia are
not publicly available. Source contamination in the SDSS
images is generally expected to be more severe than in Gaia
photometry due to atmospheric seeing. To showcase the di-
versity of binaries in the catalog, we choose a selection of bi-
naries with roughly solar-mass primaries and a range of mass
ratios (top panel), binaries with primary masses of ≈ 0.5M
and a range of mass ratios (middle panel), and some exam-
ples of equal-mass “twin” binaries with component masses
of ≈ 0.5M (bottom panel). The twins are easily recognized
because their magnitudes and colors are very similar.
An observable quantity that is closely related to the
mass ratio is the difference in apparent magnitude of the two
components, ∆G = |G1−G2 |. Figure 3 shows the distribution
of ∆G as a function of apparent magnitude of the primary,
angular separation, and projected physical separation. The
sign of ∆G is randomized, such that the distribution about
2 skyserver.sdss.org/dr14/en/tools/chart/listinfo.aspx
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Figure 1. Color-magnitude diagram of all stars (both primaries and secondaries) in the ER18 catalog of resolved wide binaries. Right
y-axes and upper x-axes show the mass and effective temperature corresponding to a given magnitude and color for main-sequence stars
with [Fe/H] = 0. In the upper left panel, points are colored by a Gaussian kernel density estimate of the local density. We compare PARSEC
isochrones with a range of metallicity (upper right) and age (lower left) to the data. The bottom-right panel divides the CMD into three
regions. Black points (main-sequence components with no bright unresolved sub-components) comprise the bulk of our sample, and their
masses are estimated using single-star isochrones. Yellow points (components of wide binaries with a bright unresolved companion) are
kept, but their masses are estimated using unresolved binary isochrones. Red points (pre-main sequences stars, unresolved triples, and
evolved stars) are discarded.
∆G = 0 is symmetric. This is helpful in making the equal-
brightness population stand out, since it would otherwise be
squished against the x-axis. An excess of equal-brightness
binaries is evident over a wide range of apparent magnitudes;
it is strongest at close separations. As we will show, the
feature is quite narrow: the density of binaries is enhanced
primarily at magnitude differences of ∆G < 0.25mag. This
is much narrower than the range over which the selection
function varies significantly: at θ > 2.5 arcsec, the contrast
sensitivity is basically constant over 0 < ∆G < 2 (see ER18;
their Appendix A).
The middle panel of Figure 3 shows that there are no
binaries with small separations and large ∆G in the catalog.
This is a consequence of photometric contamination at small
MNRAS 000, 1–37 (2019)
Twinning: equal-mass binaries at wide separations 5
J131121.67+141942.5
q= 0.13
J023917.90+215955.5
q= 0.21
J031519.95+032634.4
q= 0.35
J000733.97+231149.9
q= 0.40
J152925.89-121639.2
q= 0.51
J083443.18+172706.8
q= 0.61
J141701.60+504358.9
q= 0.70
J012429.76+051139.7
q= 0.81
J235622.38-041522.9
q= 0.92
J150725.51+610352.4
q= 1.00
30′′
M1 ≈ 1M¯; 0.1 q 1
J234244.76+041641.8
q= 0.29
J232137.12+242838.4
q= 0.37
J073733.17+132803.6
q= 0.53
J141302.43+624739.2
q= 0.77
J172753.79+014141.8
q= 0.98
30′′
M1 ≈ 0.5M¯; 0.25 q 1
J222321.70+374029.7
q= 0.98
J224854.55+332522.0
q= 1.00
J225746.59+313744.2
q= 0.98
J222311.09+292240.2
q= 0.99
J221604.98+285718.3
q= 0.97
30′′
M1 ≈ 0.5M¯; q≈ 1
Figure 2. SDSS images of a selection of binaries from our catalog. Top panel shows binaries in which the primary is a solar-type star
(0.9 < M1/M < 1.1) and the mass ratio varies from ≈ 0.1 to 1. The primary is at the center of each image, and the secondary is circled.
Middle panel shows binaries in which the primary is a late K dwarf (0.4 < M1/M < 0.6), again for a range of mass ratios. Bottom panels
shows examples of “twin” binaries with near-identical components, each with 0.4 < M1/M < 0.6. Each image is 100 (top panel) or 45
(bottom panels) arcsec on a side. Our analysis uses photometry from Gaia, not SDSS. Because the SDSS photometry is ground-based,
blending and source contamination affect it more severely.
angular separations. The dashed line shows the contrast sen-
sitivity limit derived in Appendix D2; this is the value of ∆G
at which the sensitivity is 50% of its value at asymptotically
large separations for a given θ. The contrast limit is derived
from the correlation function of chance alignment sources
subject to similar quality cuts as real binaries. The fall-off
in sensitivity is quite steep beyond the contrast limit, lead-
ing to an envelope in ∆G(θ) beyond which no binaries are
found. The drop-off toward larger ∆G is less steep as a func-
tion of physical separation s, since binaries with similar s
have different angular separations at different distances.
2.1 Is the twin excess real?
To test whether the narrow excess of binaries with ∆G ≈ 0 is
a real astrophysical effect (as opposed to a data artifact), we
MNRAS 000, 1–37 (2019)
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Figure 3. Apparent G-band magnitude difference between the two components of binaries in our catalog as a function of the apparent
magnitude of the primary (left), angular separation (middle), and projected physical separation (right). The sign of ∆G is randomized for
easier visualization. There is a clear excess of equal-brightness binaries with ∆G ≈ 0. These “twin” binaries are found over a large range
of apparent magnitudes, preferentially at closer physical and angular separations. The middle panel shows the contrast sensitivity limit
for our sample; at fixed angular separation, the probability of a companion passing our photometric quality cuts drops rapidly outside
this limit due to source contamination (Appendix D2). The lack of binaries with large ∆G at small separations is a selection effect; the
narrow excess at ∆G ≈ 0 is not.
produced a control sample of chance alignments with similar
observable properties to the real binaries. This sample was
produced by repeating the procedure used to produce the
real binary catalog (applying the same quality cuts and lim-
its on photometric and astrometric precision), but requiring
that the two stars have parallaxes and proper motions that
are inconsistent rather than consistent. This selects pairs of
stars that are close together on the sky (and thus are affected
by contamination and blending in the same way as real bina-
ries) but are not physically associated. We applied the same
procedure for removing resolved higher-order multiples and
potential members of bound and dissolving clusters that was
used for real binaries. Because chance alignments are intrin-
sically rare at close angular separations, we searched out to
400 pc (rather than 200 pc for the fiducial binary catalog)
to obtain better statistics. We verified that our conclusions
are unchanged when only the sample within 200 pc is con-
sidered.
In Figure 4, we compare the distributions of magni-
tude and color difference for real binaries in our catalog (left
panels) and chance alignments (right panels). Chance align-
ments are more common at large angular separations. The
broad distribution and outer envelope of ∆G and ∆(GBP −
GRP) at a given θ is similar for binaries and chance align-
ments, reflecting Gaia’s contrast sensitivity. For the chance
alignments, there is no sharp excess of pairs with nearly-
equal magnitude and color. Because chance alignments are
subject to same cuts on astrometric and photometric qual-
ity and signal-to-noise as the real binaries, any aspects of
the Gaia source detection algorithm that might be expected
to produce a bias toward equal-brightness pairs should af-
fect real binaries and chance alignments very similarly. We
therefore interpret the lack of a thin excess at ∆G ≈ 0 and
∆(GBP − GRP) ≈ 0 for chance alignments as strong evidence
that the twin excess among real binaries is astrophysical.
An initial worry was that apparent twins might be du-
plicate Gaia sources that were not properly removed: if a
source were observed twice in two different scans without be-
ing identified as a duplicate, it could manifest in our catalog
as an apparent binary pair in which the two components had
essentially identical astrometry and photometry. We verified
that unrecognized duplicate sources are not the source of the
twin signal using the SDSS images: we visually inspected the
postage stamps of several hundred equal-brightness binaries
in the SDSS footprint, and all the systems indeed contain
two stars.
Another useful test to verify that the ∆G ≈ 0 excess is
physical is to determine whether its strength depends pri-
marily on physical or angular separation. This can be ac-
complished by comparing the ∆G distributions of binaries
at different distances. If the excess of equal-brightness pairs
were due to an observational bias against binaries that are
not nearly equal-mass (or if there were an issue with the Gaia
photometry causing close pairs to erroneously have the same
reported magnitude), one would expect the twin excess to
depend on angular separation, manifesting itself at different
physical separations for binaries at different distances. If the
excess is due to an astrophysical preference for equal-mass
binaries, then it should be primarily a function of s, mani-
festing itself at the same physical separation but different θ
for binary samples at different distances.3
In Figure 5, we compare the excess of equal-brightness
pairs for binaries in three different distance bins as a function
of physical separation (left) and angular separation (right).
We measure the excess as the ratio of the number of binaries
with 0 < ∆G < 0.25 (nearly-equal magnitudes) to the number
with 0.25 < ∆G < 0.5 (slightly different, but still similar
magnitudes). In order to include binaries at distance larger
than 200 pc, we repeated the binary search from ER18, this
time searching out to 400 pc. The additional binaries with
3 An implicit assumption here is that the fractional excess of
twins is independent of the intrinsic properties of a binary (e.g.
mass), since binaries that pass our quality cuts at larger distances
will be more massive on average than those that are nearby. We
show in Section 4 that this assumption does not hold up in de-
tail, which could lead to modest variation with distance in the
observed twin excess at fixed physical separation.
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Figure 4. Difference in G-band magnitude (top) and color (bottom) between the two components of pairs with a range of angular
separations. We compare genuine binaries (left) to chance-alignments (right). The chance alignments are required to pass the same
quality cuts as the true binaries. A clear excess of pairs with ∆G ≈ 0 and ∆(GBP −GRP) ≈ 0 is evident for the true binaries, but not for
the chance alignments. The absence of the excess among chance alignments bolsters our confidence that the feature found in the real
binaries is due to a true excess of equal-mass twins and is not a selection effect or data artifact.
200 < d/pc < 400 are considered for this test only and are
not included in the sample used to fit for the mass ratio
distribution.
The left panel of Figure 5 shows that at fixed physi-
cal separation, the fractional excess of twins increases to-
ward closer separations in a manner that is consistent across
the three different distance samples. The right panel shows
that as expected, the twin excess at fixed angular separa-
tion varies with distance. At fixed θ, larger distances cor-
respond to wider physical separation. Because the twin ex-
cess decreases with physical separation, it decreases with
distance at fixed θ. The excess of equal-brightness chance
alignments is also shown as a function of angular separation
in the right panel of Figure 5. As expected, this is nearly
consistent with 0 at all angular separations, meaning that
there is no strong bias toward equal-brightness pairs com-
pared to pairs with slightly different brightness. At the clos-
est angular separations (θ . 5 arcsec), there is a slight excess
of equal-brightness chance alignments, suggesting that con-
trast sensitivity begins to play a role. The excess for the
chance alignments is less than that found for the true bina-
ries at all distances and is self-consistently accounted for in
the selection function (Appendix D2).
Figure 6 shows distributions of ∆G for binaries in 5 dif-
ferent bins of primary mass. Both the overall shape of the
distribution and the strength of the excess at ∆G ≈ 0 vary
substantially between mass bins. For the highest-mass bin,
1.2 < M1/M < 2.5, the excess at ∆G ≈ 0 is weak, and the ob-
served distribution (without accounting for incompleteness)
peaks at ∆G ≈ 8, corresponding to q ≈ 0.3 (see Figure 8).
For 0.8 < M1/M < 1.2 and 0.6 < M1/M < 0.8, there is a
clear excess of twins out to s ≈ 1000AU, with the observed
peaks in the ∆G distribution corresponding to q ≈ 0.45 and
q ≈ 0.6, respectively. In the two lowest-mass bins, the visi-
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Figure 5. Ratio of the number of binaries with nearly equal magnitudes (∆G < 0.25) to the number with slightly different magnitude
(0.25 < ∆G < 0.5) as a function of physical separation (left) and angular separation (right). This ratio quantifies the excess of equal-
brightness “twins”. Error bars are 1 sigma. We compare binaries at different distances, as well as a control sample of chance-alignments.
At fixed physical separation, the twin excess is consistent with being independent of distance. At fixed angular separation, it decreases
with distance. Together, these trends strongly suggest that the ∆G ≈ 0 excess (Figures 3 and 4) reflects a real excess of equal-mass
binaries, not a selection effect or photometric issue at close angular separations.
ble twin excess appears to extend to larger separations, and
there is no secondary peak in the distributions of ∆G. For all
mass bins, the binaries with the largest ∆G have secondaries
with M ≈ 0.1M. The maximum ∆G in each panel is prob-
ably set largely by observational incompleteness, since at
moderately old ages ( 100Myr), objects below the hydro-
gen burning limit are several magnitudes fainter than those
just above it. Incompleteness at small separations due to the
angular resolution and contrast sensitivity of our catalog be-
comes significant at different projected physical separations
for different mass bins, because the low-mass binaries that
pass our quality cuts are on average at closer distances than
the higher-mass binaries.
3 MODELING
We now turn to the intrinsic mass ratio distribution, p(q).
Because we expect that p(q) may vary with primary mass
and/or separation, we split the observed sample into 5 bins
of primary mass and 7 bins of projected physical separation,
fitting each of the resulting 35 subsamples independently.
Our choice of bins is designed to balance the number of bi-
naries in each bin while still covering a large dynamic range
of mass and separation. We constrain p(q) for each subsam-
ple by forward-modeling a simulated population of binaries
with a given distribution of primary mass, age, metallicity,
distance, physical separation, and mass ratio, passing them
through the selection function, and comparing to the data.
The “data” we consider is the distribution of the observed
binaries in the 3-dimensional space of angular separation θ,
magnitude difference ∆G, and parallax $. The best-fitting
p(q) is then the one that best matches the observed data, and
uncertainties in p(q) are estimated via Markov chain Monte
Carlo from the range of p(q) that adequately reproduce the
observed data. This approach requires a parameterized form
of p(q) (Section 3.1), knowledge of the selection function
(Section 3.2), and a Galactic model from which simulated
binaries are drawn (Section 3.3).
To generate a model prediction for a given set of fit-
ting parameters, we generate a population of N = 106 syn-
thetic binaries and forward-model their distribution into the
space of observables. Masses, ages, metallicities, and dis-
tances are Monte Carlo sampled from their respective dis-
tribution functions. For mass ratios and separations, we use
a regular 1000 × 1000 grid, weighting the synthetic binary
at each gridpoint by the mass ratio and separation distribu-
tions. This approach is chosen because in the fiducial model,
we fit for the mass ratio and separations distributions but
leave the distributions of age, mass, distance, and metallic-
ity fixed. The number of synthetic binaries generated must
be large enough that Poisson noise is negligible. We verified
that N = 106 binaries in each mass and separation bin is
large enough that our constraints are converged and insen-
sitive to the random seed.
Synthetic photometry is calculated for both components
from isochrones (including the effects of unresolved compan-
ions in hierarchies; see Section 3.3), and the observable prop-
erties of each binary are passed through the selection func-
tion. In constructing the distribution of mock-observables
to be compared with the data, each synthetic binary is
weighted by the selection function evaluated for its observ-
ables. Finally, the observed and simulated distributions are
binned on a regular 3D grid. We default to using 100 bins
in ∆G, 100 bins in log θ, and 5 bins in $ (because typical
errors in $ are larger than those in ∆G or θ). The maximum
value of the ∆G grid for a given primary mass bin is chosen
to include the largest ∆G value for the data in that bin, and
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Figure 6. Magnitude difference as a function of projected phys-
ical separation for binaries with different primary masses. The
sign of ∆G is randomized for easier visualization, and masses are
computed from the CMD. The thin band of “twin” binaries with
∆G ≈ 0 is clearly visible in all but the highest-mass bin. In the
top three bins, there is a clear preference for unequal-mass (large
∆G, low-q) binaries. Incompleteness to faint companions prevents
the detection of large ∆G companions to low-mass secondaries.
the 5 bins in $ are chosen so that roughly the same number
of observed binaries fall in each bin. Our constraints are not
sensitive to the choice of bins, since they are small compared
to the scale on which the data exhibit substructure.
We re-scale the binned model prediction such that the
total counts match the observed data. We calculate the like-
lihood for a particular set of model parameters by summing
over all cells in the 3D distribution, assuming that the dis-
tribution of counts in each cell is set by a Poisson process.
The log-likelihood function is
ln L =
∑
mi,0
[di lnmi − mi − ln(di!)] , (1)
where mi and di are the counts in the ith cell of the binned
model and data (“!” denotes a factorial). We sample from
the posterior using emcee (Foreman-Mackey et al. 2013),
using priors described in Section 3.1. We use 200 walkers
and draw 20,000 samples for each bin of mass and separation
after a burn-in period of 200 steps per walker. Inspecting
the chains, we find this to be sufficient for convergence in
all cases. We carried out tests with mock data that was
drawn from a known mass ratio distribution assigned with
realistic observational uncertainties in order to verify that
our approach yields unbiased constraints on p(q).
This fitting procedure is qualitatively very similar to
the method commonly used to constrain population proper-
ties such as the IMF, star formation history, unresolved bi-
nary fraction, or initial-final mass relation from CMDs (e.g.
Dolphin 2002; Bonatto et al. 2012; Geha et al. 2013; El-
Badry et al. 2018c). The difference between our approach
and these studies is that we are forward-modeling the dis-
tribution of binaries in the space of angular separation, mag-
nitude difference, and parallax rather than color and mag-
nitude. The approach can in principle be generalized to in-
clude other observables, such as color difference or apparent
magnitude of the primary, but the computational expense
increases rapidly with the dimension of the space in which
the likelihood function is calculated.
We note that the data uncertainties do not enter Equa-
tion (1). The implicit assumption (which does hold for our
problem setup) is that the uncertainties are small compared
to the scale of the bins in all quantities. We also note that
for a fine grid, a majority of grid cells will contain 0 or 1
real binaries. This is not a problem; Equation (1) does not
make any assumptions about the magnitude of di .
3.1 Parameterization
We fit the mass ratio distribution by assuming a parame-
terized form of p(q) and then obtaining constraints on the
parameters. Our fiducial parameterization is motivated by
the one used by Moe & Di Stefano (2017) and is shown in
Figure 7. p(q) is parameterized as a broken power law with
logarithmic slope γsmallq at q < qbreak and γlargeq at q > qbreak.
An possible excess (or deficit) of twins is added on top of the
power law component at q > qtwin. This excess is modeled as
a step function, with the magnitude such that the integrated
excess of twins divided by the total number of binaries with
q > 0.3 is Ftwin. The reason for this choice (as opposed to
normalizing relative to all binaries) is that, compared to the
constraints at q > 0.3, the constraints on p(q) at small q are
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Figure 7. Parameterized mass ratio distribution. The broad part
of the distribution is modeled with a broken power law of loga-
rithmic slope γsmallq at q < qbreak and γlargeq at q > qbreak. Ftwin is
the excess fraction of nearly equal-mass binaries with q > qtwin,
relative to the underlying power-law distribution for q > 0.3. For
this particular example, Ftwin = 0.04, qtwin = 0.95, γsmallq = 0.3,
γlargeq = −1.3, and qbreak = 0.5.
often weak due to incompleteness. p(q) is set to 0 at q < 0.05
to prevent divergence when γsmallq < −1. Because we are not
sensitive to companions with q < 0.05, this has little effect
on our results.
There is no a priori motivation for this particular pa-
rameterization: because the physics that set p(q) are imper-
fectly understood, we simply require a functional form that
is sufficiently flexible to reproduce the observed distributions
of ∆G. We have experimented with other forms of p(q), in-
cluding adding an additional break point to the power law
and modeling the twin excess as ramping up linearly instead
of increasing stepwise. However, we find the form shown in
Figure 7 to provide a good fit in all mass and separation bins,
with more complicated models providing only marginal im-
provements. We thus use this functional form for our main
analysis. In Appendix A, we show results of using alternative
parameterizations, including one that smoothly transitions
between the two power laws instead of including a sharp
break and one that leaves the shape of the twin excess flex-
ible.
There are two differences between our parameterization
of p(q) and the one used by Moe & Di Stefano (2017), who fo-
cused primarily on binaries with M1 & M. First, they fixed
qbreak = 0.3, a value that was appropriate for their analysis
because several studies have found the mass ratio distribu-
tion to peak at q ≈ 0.2 − 0.3 for binaries with M1 & M
(Duquennoy & Mayor 1991; Gullikson et al. 2016; Murphy
et al. 2018). We also use qbreak = 0.3 for our highest-mass bin,
but we find qbreak = 0.5 to provide a better fit at lower masses
(see Appendix A2). Second, they fixed qtwin = 0.95, roughly
the value found for spectroscopic binaries (e.g. Tokovinin
2000). In order to identify or rule out trends with mass and
separation, we leave qtwin as a free parameter.
Along with the parameters of the mass ratio distribu-
tion, we also fit for γs, the local logarithmic slope of the
separation distribution in each bin of primary mass and sep-
aration. Opik’s law (a uniform distribution of log(s)) corre-
sponds to γs = 0.
Our adopted priors are listed in Table 1. For the lowest-
mass bin, the smooth component of p(q) is modeled as a
single power law, because no useful constraints can be ob-
tained at q . 0.5. Our priors on γsmallq and γlargeq are
loosely motivated by constraints from the literature (par-
ticularly Tokovinin 2014 and Moe & Di Stefano 2017) but
are fairly weak. We use a uniform flat prior on Ftwin. We
require qtwin > 0.93 in order to prevent cases where a large
Ftwin is combined with qtwin  1 such that a broad “twin ex-
cess” simply modifies the overall shape of p(q) but does not
actually correspond to a sharp increase near q = 1. We show
in Appendix A1 that, where a twin excess is significant, it
is always narrow (qtwin & 0.94).
3.2 Selection Function
Because both components of a binary must pass astromet-
ric and photometric quality cuts, the binaries in our catalog
are relatively bright. The median apparent magnitude of all
stars in our fitting sample (considering primaries and secon-
daries together) is 〈G〉 = 14.5, and 90% (99%) of stars fall
in the range 9.1 < G < 17.4 (6.6 < G < 18.1). For stars in
this magnitude range, Gaia DR2 is nearly complete outside
of crowded fields (Arenou et al. 2018; Sollima 2019). The
completeness is not quite 100% due to a variety of issues,
but it is primarily a function of position on the sky, not
color or magnitude. The selection function for our sample
is thus determined by the cuts imposed on astrometric and
photometric precision.
In order for a binary to appear in the catalog, (a) both
components must be bright enough that they individually
pass the cuts we impose on parallax_over_error and pho-
tometric signal to noise, and (b) they must not be so close
on the sky that the photometry of either component is sig-
nificantly contaminated. The selection function for binaries
can thus be expressed as a product of the two components’
single-star detection probabilities and a contrast sensitivity
cross term:
sbinary = s1 × s2 × s∆G(θ). (2)
Here s1 and s2 represent the independent probabilities of de-
tecting an isolated star with the observable properties of star
1 and star 2; they depend primarily on apparent magnitude
and color. s∆G(θ) quantifies the reduction in the probability
of detecting star 1 and star 2 together, relative to the prob-
ability of detecting them at asymptotically large separation.
It is primarily a function of the angular separation of the
two stars and their flux ratio. For example, s∆G(θ) ≈ 0 at
θ < 2 arcsec and 1 at θ > 10 arcsec; at intermediate separa-
tions, it depends strongly on ∆G. We calculate the single-star
selection function given our quality cuts in Appendix D1 and
s∆G(θ) in Appendix D2. The derived selection functions are
then validated in Appendix E.
3.3 Model inputs
We draw primary masses and system ages assuming a
Kroupa (2001) IMF and a constant star formation history
over the last 10 Gyr. Because suspected members of bound
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Table 1. Summary of priors adopted in each primary mass bin. We use the same priors for all separation bins. U(a, b) represents a
uniform distribution over [a, b], and N(µ, σ) represents a normal distribution with mean µ and dispersion σ. γs is the logarithmic slope
of the local separation distribution; i.e., p(s) ∝ sγs . Other parameters are described in Figure 7.
0.1 < M1/M < 0.4 0.4 < M1/M < 0.6 0.6 < M1/M < 0.8 0.8 < M1/M < 1.2 1.2 < M1/M < 2.5
Ftwin U(−1, 1) U(−1, 1) U(−1, 1) U(−1, 1) U(−1, 1)
qtwin U(0.93, 1) U(0.93, 1) U(0.93, 1) U(0.93, 1) U(0.93, 1)
γlargeq N(0.5, 1) N(−1, 1) N(−1, 1) N(−1, 1) N(−1, 1)
γsmallq — N(0.5, 0.5) N(0, 0.5) N(0, 0.5) N(0, 0.5)
γs N(−1.5, 1) N(−1.5, 1) N(−1.5, 1) N(−1.5, 1) N(−1.5, 1)
qbreak — 0.5 0.5 0.5 0.3
and dissolving clusters are removed from our binary cat-
alog, we remove synthetic binaries with age < 100Myr.
We assume that the wide binary fraction, fwb, scales with
mass as fwb ∝ Mαwb1 , where αwb = 0.4 is a constant (i.e.,
higher-mass primaries are more likely to have wide binary
companions). The effect of this assumption is that primary
masses are drawn from a distribution with logarithmic slope
αIMF + αwb, where αIMF is the local logarithmic slope of
the IMF (αIMF = −2.3 for M1/M > 0.5 and αIMF = −1.3
for M1/M < 0.5). We find that with this choice of αwb,
our model predicts a distribution of primary magnitudes in
reasonably good agreement with that of the binary catalog
when the selection function is taken into account.
We model the intrinsic spatial distribution of all stars as
a plane-parallel exponential with the Sun at the midplane.
The exponential scale height increases with stellar age (e.g.
Nordstro¨m et al. 2004; Seabroke & Gilmore 2007), because
older stars (a) were born from kinematically hotter gas and
(b) have been dynamically heated more since their formation
(e.g Ting & Rix 2018). We use a fit to the empirical age-scale
height relation recently measured by Sollima (2019) using
Gaia star counts:
log (hz/pc) = 0.53 log (age/yr) − 2.65. (3)
I.e., the scale height increases from 40 pc for stars of age 100
Myr, to 130 pc at age 1 Gyr, to 450 pc at age 10 Gyr. We
show in Appendix E1 that this leads to a predicted distance
distribution in good agreement the data.
We use the tabulated empirical metallicity distribution
function (MDF) for our binary catalog that was measured
in El-Badry & Rix (2019) by considering a subset of ∼8000
binaries in the catalog for which [Fe/H] was measured spec-
troscopically for at least one component. Most of the binaries
in our catalog are disk stars, with a median metallicity of
〈[Fe/H]〉 ≈ −0.1 and tails extending to [Fe/H] ≈ −1.0 and
[Fe/H] ≈ +0.4. We do not include any variation in the MDF
with age or distance.
We generate synthetic photometry in the Gaia DR2
bands from Evans et al. (2018) using PARSEC4 isochrones
(Bressan et al. 2012; Chen et al. 2014). Just as for the real
data, we remove synthetic binaries in which either compo-
nent has evolved off the main sequence. For companions with
M2 < 0.1M, we supplement the PARSEC models with BT-
Settl models for very low-mass stars and brown dwarfs (Al-
lard et al. 2012; Allard 2014).5 We include companions with
4 http://stev.oapd.inaf.it/cgi-bin/cmd
5 Synthetic photometry in Gaia DR2 bands is computed for the
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Figure 8. Magnitude difference vs. mass ratio for binaries of
different primary mass, computed from PARSEC isochrones. We
assume both components have [Fe/H] = 0, adopting an age of 1
Gyr for the highest primary mass and 5 Gyr for the others. Be-
cause the mass-luminosity relation varies with mass, the relation
between ∆G and q does as well. A magnitude difference of 0.25
mag (roughly where the twin excess becomes significant in our
catalog) corresponds to a mass ratio of 0.93 to 0.97, depending
on primary mass.
masses as low as 0.01M in our model for completeness.
However, these have very little effect on our results, because
substellar companions are too faint and red to pass our qual-
ity cuts except at very young ages.
Figure 8 shows the relation between q and ∆G predicted
for PARSEC isochrones. We show relations for 5 different
primary masses, corresponding approximately to the median
masses of primaries in each of our five mass bins, and use a
minimum companion mass of 0.1M in all cases. Comparing
to Figure 6, it is evident that the lowest-mass secondaries
have M2 ≈ 0.1M in all bins of primary mass. As for the
excess of equal-brightness binaries, it is primarily manifest
over 0 < ∆G < 0.25 (though there is some variation with
mass; see Figure 10), which corresponds to 0.93 . q < 1.
Some components of wide binaries have their own
BT-Settl models using the Pheonix web simulator, available at
phoenix.ens-lyon.fr/simulator-jsf22-26/index.faces.
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spatially-unresolved close companions. We incorporate these
in our models following observed binary statistics. The prob-
ability that a star has a close companion is taken to be a
function of its mass, increasing from 20% at M < 0.2M, to
30% at 0.2 < M/M < 0.5, to 35% at 0.5 < M/M < 0.8,
to 45% at M/M > 0.8 (Ducheˆne & Kraus 2013). For com-
ponents that are assigned a binary companion, we draw the
unresolved companion mass from a mass ratio distribution
that is uniform between qmin = 0.1M/M1 and 1. We as-
sume that the two components’ probabilities of having a
close companion are independent and neglect dynamical sta-
bility constraints. This prescription reproduces the morphol-
ogy of the observed CMD reasonably well. In particular, the
fraction of stars within 200 pc that fall in the “suspected un-
resolved binary” region of the CMD (yellow points in the
bottom right panel of Figure 1) at a given MG is reproduced
within ∼25% over 0.1 < M/M < 1.0.
We do not include extinction or reddening due to dust
in our model and do not attempt to correct the data for it.
Because the stars in our catalog are nearby (d < 200 pc), the
effects of extinction are expected to be modest. The mor-
phology of the CMD (e.g. the compactness of the red clump
and main sequence; see Figure 1) validates this assumption.
Moreover, because the two components of a binary have sim-
ilar position on the sky (within an arcminute in most cases)
and similar distance, the extinction toward both components
is expected to be similar.
We discuss the sensitivity of our constraints on the
mass ratio distribution to various model ingredients in Ap-
pendix B. The largest systematic uncertainties come from
the choice of stellar models. All the systematics we consider
primarily affect constraints at low q. This is also true for
uncertainties in the completeness function: because the two
components of binaries with q ≈ 1 have similar magnitudes
and colors, incompleteness affects them similarly. The trans-
lation between the distribution of ∆G and p(q) is thus more
straightforward at q ≈ 1 than at q  1.
4 RESULTS
Our fitting produces samples from the posterior distribution
of free model parameters for each bin of mass and separation.
These samples translate to marginalized constraints on each
parameter of the mass ratio distribution and the covariances
between them. An example for a single mass and separation
bin is shown in Figure B1. Marginalized constraints for all
bins are listed in Appendix G.
The 35 panels of Figure 9 show median and 2 sigma
constraints on the mass ratio distribution for 35 bins of pri-
mary mass and separation. We do not show the y-axis ticks
to avoid cluttering the figure, as the limits are different in
each panel. The uncertainties (shaded regions) are derived
by drawing 1000 samples from the posterior, calculating a
normalized p(q) for each sample, and then shading the mid-
dle 95.4% range of these samples at each q. Solid black lines
show the median at each q. Because p(q) is normalized, un-
certainty in the mass ratio distribution at any q translates to
uncertainty in the normalization of p(q) at all q. This reflects
the fact that it is impossible to know the total fraction of all
binaries that fall in some mass ratio range if one does not
know how many binaries with low mass ratios are missed.
However, γlargeq, the slope of the mass ratio distribution at
q > qbreak, is usually well-constrained. Dashed vertical lines
in each panel show the lowest-mass ratio observed binary
included in that bin. This roughly corresponds to the obser-
vational completeness limit and marks the mass ratio below
which meaningful constraints cannot be obtained.
The fact that p(q) is modeled as a double power law with
a sharp break leads to some unphysical artifacts in Figure 9,
including a sharp change in slope at q = qbreak and artificially
low uncertainty just below qbreak, which is caused by p(q)
“pivoting”about this point as γsmallq varies and p(q) is renor-
malized. We show in Appendix A3 that these features are
not present when we fit a more flexible “smoothly-broken”
power law model. However, doing so introduces parameter
covariances that are not present for the fiducial form of p(q).
We use the simpler sharply broken power law as our fiducial
model to facilitate easier comparison between different mass
and separation bins and comparison with the literature.
Figure 10 compares the observed 1D distributions of ∆G
to the predictions of the best-fit model; this is useful for as-
sessing the quality of the fits. In each panel, we note the
number of observed binaries and the marginalized 1 sigma
constraints on Ftwin. In generating the model predictions,
we use the median of the 1D marginalized posterior distri-
bution for each free parameter. We then generate a Monte
Carlo realization of the binary population, drawing primary
masses, mass ratios, separations, ages, metallicities, and dis-
tances from the appropriate joint distributions, calculating
synthetic photometry, and weighting each binary by the se-
lection function evaluated for its observables.
Overall, the model predictions are in good agreement
with the observed distributions of ∆G. This indicates that
our parameterization of p(q) is suitable and sufficiently flex-
ible. In panels where Ftwin is inconsistent with 0, there is a
clear excess of equal-brightness binaries. The distributions
of ∆G near ∆G = 0 are also adequately reproduced by the
model, indicating that the simple “step function” model for
the twin excess is consistent with the data. Although it is not
shown here, we also find the best-fit models to predict distri-
butions of other observables (angular separation, parallax,
and apparent magnitude of the primary) in good agreement
with the data.
Figure 11 shows the constraints on Ftwin as a function
of mass and projected physical separation. Light and dark
error bars show middle 95.4% and 68.2% of the marginalized
posterior distributions. Note that the y-axis scale is differ-
ent in the top panel. In all bins of primary mass, the excess
twin fraction falls with increasing separation and is negligi-
ble at the largest separations we consider (s > 15, 000AU).
At fixed separation, the magnitude of the excess varies with
primary mass. For close separations (50 < s/AU < 350), Ftwin
is largest in the lowest bin of primary mass (0.1 < M1/M <
0.4). This may be in part because low-mass primaries in our
sample are at closer distances on average, such that the me-
dian separation within the (50 < s/AU < 350) bin is smaller
than for higher-mass primaries.
The maximum separation out to which there is a sig-
nificant twin excess also varies with primary mass. For the
highest-mass bin, Ftwin is consistent with 0 at s > 600AU.
For solar-type primaries, Ftwin is only consistent with 0
at s > 5000AU, but it is < 3% for s > 1000AU. The
fall-off in Ftwin with increasing separation is shallowest for
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physical separation (increasing top to bottom). Gray shaded regions show 95.4% probability. Normalization is arbitrary; the scale of the
y-axis is linear and begins at 0. Vertical dashed lines show the lowest mass ratio of observed binaries in each bin.
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Figure 10. Magnitude difference between the two components of a binary (linear y-axis; normalization is arbitrary). Black histograms
show real binaries, split into bins of primary mass (increasing left to right) and physical separation (increasing top to bottom). The twin
excess can be seen in many panels as an excess of binaries with ∆G ≈ 0. Red histograms show Monte Carlo populations generated from
the best-fit model. The number of observed binaries (black) and the marginalized 1 sigma constraints on Ftwin (red) are listed in each
panel. Overall, the model is quite successful in matching the observed distributions.
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Figure 11. Marginalized constraints on Ftwin, the fractional ex-
cess of binaries with nearly equal mass, vs. physical separation.
Each panel shows a separate bin of primary mass. Dark and light
error bars show 1 and 2 sigma constraints. In all mass bins, Ftwin
declines with increasing separation and is consistent with 0 at
the largest separations. The twin excess reaches the widest sepa-
rations for 0.4 < M1/M < 0.6, where Ftwin is ∼5% out to 15,000
AU. We compare to constraints from the nearby solar-type binary
sample of Raghavan et al. (2010, panel 4) and the adaptive optics
imaging survey from De Rosa et al. (2014, panel 5); these were
derived by Moe & Di Stefano (2017).
0.4 < M1/M < 0.6 and 0.6 < M1/M < 0.8, with a larger
normalization for 0.4 < M1/M < 0.6. Here Ftwin is almost
independent of separation over 350 < s/AU < 15, 000. Fi-
nally, the fall-off steepens again in the lowest primary mass
bin, where Ftwin ≈ 0 beyond 2500 AU. We discuss possible
interpretations of these trends in Section 5.2.1.
In the bottom two panels of Figure 11, we compare our
constraints on Ftwin to the 1 sigma constraints obtained by
Moe & Di Stefano (2017, their Tables 8 and 11) for binaries
in similar mass and separation ranges. The constraints for
solar-type stars (0.8 < M1/M < 1.2) were obtained from
the solar neighborhood sample of Raghavan et al. (2010).
Those shown in the bottom panel were obtained from the
AO-assisted survey of visual binaries with A-type primaries
(1.7 < M1/M < 2.3) described in De Rosa et al. (2014).
Reassuringly, constraints for both mass bins are consistent
with those obtained from our catalog. Because the binary
sample we analyze is larger than the Raghavan et al. (2010)
and De Rosa et al. (2014) samples, we can tighten the uncer-
tainties on Ftwin at large separations, showing, for instance,
that Ftwin for solar-type primaries is inconsistent with 0 out
to s ≈ 5000AU.
Figure 12 shows constraints on γlargeq as a function of
separation, again separating binaries by primary mass. The
dashed line in each panel shows the slope that would be ex-
pected for random pairings from the IMF. This is obtained
by fitting a power law mass ratio distribution over the same
range of primary masses and mass ratios to a simulated pop-
ulation of binaries in which the masses of both components
are drawn from a Kroupa (2001) IMF and paired randomly.
Consistent with previous work (e.g. Le´pine & Bongiorno
2007; Reggiani & Meyer 2011; Ducheˆne & Kraus 2013; Moe
& Di Stefano 2017), we find that the mass ratio distribu-
tion is not consistent with random pairings from the IMF,
but is weighted toward higher mass ratios than would be
expected in such a scenario. Whether this is an imprint
of the binary formation process or in part reflects the fact
that binaries with higher mass ratio have higher binding en-
ergy and are thus more difficult to disrupt is an open ques-
tion. Any trends in γlargeq with separation are weak over the
separation range we probe: at the 2 sigma level, our con-
straints are consistent with a separation-independent γlargeq
over 100 . s/AU < 50, 000 in all mass bins. However, they
are not consistent with being independent of primary mass:
p(q) becomes increasingly bottom-heavy (lower γlargeq) with
increasing M1.
The fact that γlargeq does not vary much with separa-
tion can serve as a strong constraint on formation models
for wide binaries. It has frequently been argued that while
binaries with separations of 100 . s/AU . 5000 formed pri-
marily by core fragmentation, those with s & 5000AU (the
size of typical cloud cores) formed by another process. Can-
didate processes include cluster dissolution (Kouwenhoven
et al. 2010; Moeckel & Bate 2010), unfolding of hierarchical
triples (Reipurth & Mikkola 2012), or pairing of adjacent
cores (Tokovinin 2017a). One might naively expect a change
in the mass ratio distribution at s ∼ 5000AU if the binary
formation mechanism changes there, but none is observed.
The mass ratio distribution for wide solar-type bina-
ries is not uniform, but is weighted towards low mass ratios.
For example, companions with q ≈ 0.5 are roughly twice
as common as those with q ≈ 0.9. The dominance of low-
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Figure 12. Marginalized constraints on γlargeq, the logarithmic
slope of the power law component of the mass ratio distribution
at large q, vs. projected separation. Dark and light error bars
show 1 and 2 sigma constraints. The range of q over which γlargeq
is fit in each mass bin is noted in the upper left of each panel.
Dashed lines show the slope expected if binary component masses
were drawn from the IMF and paired randomly. Except in the
lowest mass bin, p(q) is more bottom-heavy than uniform, but it
is always more top-heavy than expected for random IMF pairings.
mass ratio companions can be seen clearly in the data at
wide separations (Figure 10) and cannot be due to selec-
tion effects, which all work against low-mass ratio binaries.
p(q) is thus more bottom-heavy at wide separations than
at close separations, where it is basically uniform (Mazeh
et al. 1992; Tokovinin 2014). Analyzing the 25-pc Raghavan
et al. (2010) sample of solar-type binaries, Moe & Di Stefano
(2017) found the mass ratio distribution to transition from
γlargeq = −0.4±0.3 (close to uniform) across 10 < s/AU < 200
to γlargeq = −1.1 ± 0.3 across 200 < s/AU < 5000.6 Com-
bined with our constraints at wide separations, this implies
that the transition between a uniform mass ratio distribu-
tion at close separations and a bottom-heavy distribution at
wide separations occurs relatively abruptly at s ∼ 100AU.
Several other binary population properties are observed to
change at s ∼ 100AU (see El-Badry & Rix 2019 and refer-
ences therein), perhaps due to a transition in the dominant
binary formation mechanism at this separation. This sharp
transition, and the fact that γlargeq is nearly constant over
300 . s/AU . 50, 000, provides a useful constraint for star
formation models. Because the effects of dynamical process-
ing after formation on the mass ratio distribution are im-
perfectly understood, similar constraints obtained in star-
forming environments will prove useful for disentangling the
primordial mass ratio distribution from the effects of dy-
namical processing.
We show constraints on other parameters obtained from
our fitting in Figure 13. The left column shows qtwin. This
parameter is only meaningful if Ftwin is nonzero, so we do not
show constraints for bins of mass and separation where Ftwin
is consistent with 0 at the 2 sigma level. There are no strong
trends in qtwin with mass or separation; the typical best-fit
value is qtwin ≈ 0.95. In a few bins (e.g. 1.2 < M1/M <
2.5 and 350 < s/AU < 600), the constraint runs up against
the prior, implying that a broader excess may be preferred.
However, the width of the observed ∆G ≈ 0 excess is still
reproduced reasonably well in these cases (Figure 10).
Constraints on γsmallq are shown in the middle column.
Most constraints are consistent with γsmallq = 0 (a flat dis-
tribution at small q), and trends with separation are weak.
For the lowest-mass bin (M1 < 0.4M), we fit a single power
law, so γsmallq = γlargeq. Unlike for γlargeq, there are no strong
trends with primary mass. We note that our data cannot
strongly constrain γsmallq for low-mass primaries, so the con-
straints are influenced somewhat by the priors (Section 3.1).
Finally, the right column of Figure 13 shows constraints
on the local slope of the separation distribution γs, which
is defined such that p(s) ∝ sγs . The dashed line shows
γs = −1.6, which is approximately the value that has been
found for wide binaries when marginalizing over a larger
range of primary masses and separations (Andrews et al.
2017; ER18). The constraints we find here are similar to this
value on average but show some evidence for a steepening
in p(s) with increasing separation. Any trends with primary
mass at fixed separation are weak. We emphasize that these
6 Because we use qbreak = 0.5 for solar-type primaries and Moe
& Di Stefano (2017) used qbreak = 0.3, our measurements should
not be directly compared. p(q) flattens at q < qbreak, so at fixed
γlargeq, a lower qbreak corresponds to a more bottom-heavy mass
ratio distribution.
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Figure 13. Constraints on qtwin (left; the mass ratio above which the twin excess begins), γsmallq (middle; the logarithmic slope of the
mass ratio distribution at small q), and γs (right; the logarithmic slope of the local separation distribution). Dark and light error bars
show 1 and 2 sigma constraints. Primary mass increases from top to bottom. Constraints on qtwin are only shown for mass and separation
bins where Ftwin is inconsistent with 0 at the 2 sigma level. Dashed line in the left panels shows q = 0.93, the lower limit set on qtwin by
the prior. Dashed lines in the right panels show γs = −1.6, the value found by ER18 when averaging over all masses and separations.
constraints come from the gradient in binary counts as a
function of s measured within a narrow bin of s, which is
necessarily noisy: trends in γs with separation represent the
second derivative of p(s).
5 DISCUSSION
5.1 Comparison to previous work
Although most work on twin binaries to date has focused on
spectroscopic binaries, hints of a twin excess at wide separa-
tion have been reported in several previous works. Trimble
(1987) found a significant excess of equal-brightness pairs
among a sample of bright, nearby visual binaries. She sug-
gested that this excess might point toward a formation mech-
anism that favors equal-mass systems but found significantly
different distributions of magnitude difference when compar-
ing different samples of wide binaries and thus did not rule
out the possibility that the q ∼ 1 peak was the result of
selection effects. Similar conclusions were reached by Gian-
nuzzi (1987). Halbwachs (1988) argued that the mass ratio
distribution of wide, common proper motion binaries was
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likely consistent with random pairings from the IMF once
selection effects were corrected for.
Larger and more homogeneous samples of bright wide
binaries were identified using astrometry from the Hipparcos
satellite for one or both components (e.g. So¨derhjelm 2000,
2007; Eggenberger et al. 2004; Le´pine & Bongiorno 2007;
Shaya & Olling 2011). The mass ratio distribution of Hip-
parcos binaries with A and F star primaries was modeled in
detail by So¨derhjelm (2007), who found evidence for a q ≈ 1
peak at 100 . s/AU . 1000. The strength of the peak de-
creased with primary mass. He argued that the twin excess
was not the result of any known selection effect, although
he did not reject the possibility that an unknown bias in the
Hipparcos input catalog could explain it. The twin feature
identified by So¨derhjelm (2007) is likely the same feature
apparent in our catalog. We note however, that most of the
binaries observed by Hipparcos fall in our highest-primary
mass bin (where the twin excess is weaker than at lower
masses), as Hipparcos only observed bright stars (G . 13).
A preference for equal-brightness pairs was also noticed
among wide common proper motion disk and halo binaries
identified by Chaname´ & Gould (2004) and Dhital et al.
(2010). The authors could not rule out the possibility that
it was the result of selection effects, which were not well
understood for their samples. The twin excess in our catalog
is visually quite striking (e.g. Figure 4), so a natural question
is why it was not as as clear in earlier binary catalogs. In
Appendix C, we show that a twin excess is apparent in the
large, low-mass wide binary catalog produced by Dhital et al.
(2015) using SDSS photometry, but it only becomes obvious
once objects with blended photometry are removed. It is also
clearer in the Gaia photometry than in the ground-based
SDSS photometry.
More broadly, the twin excess we identify is visually
striking because it is narrow, but it represents only a few
percent of the total twin population. This means that it will
only become obvious when (a) the photometry is sufficiently
precise and uncontaminated that the difference in the com-
ponents’ apparent magnitude can be measured with preci-
sion that is good compared to the intrinsic width of the twin
excess, and (b) the sample considered is large, containing (at
least) hundreds of objects. A twin excess among solar-type
visual binaries is also observed in the Raghavan et al. (2010)
25-pc and Tokovinin (2014) 67-pc samples, extending out to
s ≈ 200AU at a statistically significant level Moe & Di Ste-
fano (2017). This excess is consistent with our constraints
(e.g. Figure 11); at wider separations, these samples did not
contain enough objects to detect or rule out a few-percent
excess with high significance.
5.1.1 Width of the twin excess
Among spectroscopic binaries, there has been some disagree-
ment in the literature over whether the twin excess is limited
to a narrow peak in the mass ratio distribution at q & 0.95
(e.g. Tokovinin 2000) or is a broader feature, corresponding
simply to a positive slope in p(q) at q & 0.8 (e.g. Halb-
wachs et al. 2003; see Lucy 2006 for further discussion). In
our sample, the twin feature is unambiguously narrow, only
becoming significant above qtwin ≈ 0.95 (Figure 13). In Ap-
pendix A1), we show that p(q) is always consistent with a
flat or negative power law at q < 0.94; for the majority of
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Figure 14. Cumulative distribution function of short-period
double-lined spectroscopic binaries with q > 0.76 in the volume-
limited 67-pc sample of FG dwarfs from Tokovinin (2014). We
compare predictions for models with three values of qtwin (see
Section 5.1.1). For this sample, we find qtwin = 0.964 ± 0.013, con-
sistent with the values we find for wide binaries with periods
P = 105−9 days.
the mass and separation bins, the twin excess only becomes
strong at q > 0.97 (see Figure A1). To allow better compari-
son between close and wide binaries, we now re-examine the
twin excess among spectroscopic binaries.
In the volume-limited 67-pc sample of FG dwarfs,
Tokovinin (2014) identified 98 double-lined spectroscopic bi-
naries (SB2s) with periods P = 1 − 100days, 70 of which
have dynamical mass ratios 0.76 < q < 1. Nearly all bina-
ries with P < 100days and q > 0.76 will appear as SB2s,
so the 70 observed systems in this parameter space repre-
sent a relatively complete subsample. In Figure 14, we plot
the cumulative mass ratio distribution of the 70 short-period
SB2s with q > 0.76, about half of which have q > 0.95. We
model a uniform mass ratio distribution across 0.76 < q < 1
with an excess twin fraction Ftwin above q > qtwin. We use
the maximum-likelihood method described in Moe & Di Ste-
fano (2017) to fit the two free parameters Ftwin and qtwin and
draw 1,000 bootstrap samples to estimate their uncertain-
ties. We show in Figure 14 the best-fit models obtained when
fixing qtwin = 0.93, 0.95, and 0.97. The value qtwin = 0.93 is
inconsistent with the data (p = 0.014), while qtwin = 0.95
and 0.97 both provide reasonable fits. We formally mea-
sure qtwin = 0.964 ± 0.013 (1 sigma uncertainties).7 By using
a larger and more complete sample of short-period SB2s,
we thus confirm the conclusions of Tokovinin (2000) and
Moe & Di Stefano (2017) that close solar-type binaries with
a < 0.5AU exhibit a large excess twin fraction and that the
twins are narrowly distributed above qtwin & 0.95.
In Figure 15, we show constraints on Ftwin and qtwin for
solar-type binaries across a wide range of periods and sepa-
rations. At wide separations, the constraints from Gaia wide
7 We do not present constraints on Ftwin for this sample, because
Ftwin depends on p(q) at 0.3 < q < 1, and many lower-mass ratio
binaries will not be double-lined.
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Figure 15. Ftwin (top) and qtwin (bottom) for solar-type bina-
ries (0.8 . M1/M . 1.2). We compare results from Gaia wide
binaries (dark and light error bars show 1 and 2 sigma con-
straints) to 1 sigma constraints at closer separations from the
samples of Raghavan et al. (2010) and Tokovinin (2014, see Fig-
ure 14). Ftwin decreases with separation and is consistent with 0
at a & 5, 000AU. However, qtwin ≈ 0.95 is basically constant at all
separations.
binaries are reproduced from Figure 11 and 13. At closer sep-
arations, we show the constraints on Ftwin obtained by Moe
& Di Stefano (2017) from the Raghavan et al. (2010) sample,
as well as the constraint on qtwin at P = 1− 100days derived
above for the Tokovinin (2014) sample (Figure 14). At inter-
mediate periods (P = 102−6 days), we show qtwin ≈ 0.95±0.02
based on the Moe & Di Stefano (2017) analysis of the Ragha-
van et al. (2010) sample. This constraint is not the result of
formal fitting but provided a good fit to the data (see Figure
30 of Moe & Di Stefano 2017). Figure 15 shows that while
Ftwin decreases with separation, qtwin ≈ 0.95 is consistent
with being constant over all separations in this mass range.
Similar values of qtwin are also found for massive binaries
at the short periods where there is a significant twin excess
(Moe & Di Stefano 2013).
5.2 Origin of twin binaries
It is typically assumed that the components of binaries wider
than a few hundred AU formed nearly independently of one
another (e.g. White & Ghez 2001; Moe & Di Stefano 2017;
Tokovinin 2017a; Moe et al. 2018; El-Badry & Rix 2019)
during turbulent core fragmentation (for binaries with sepa-
ration less than a few thousand AU; e.g. Offner et al. 2010)
or by becoming bound at slightly later times (for those with
the widest separations; e.g. Parker et al. 2009; Moeckel &
Bate 2010; Kouwenhoven et al. 2010; Tokovinin 2017b).
The existence of a narrow twin excess at q & 0.95 sug-
gests that the components of a fraction of binaries with
s  100AU formed at closer separations in a highly cor-
related way. We do expect that the dynamical process of
becoming and staying bound may lead to a preference for
roughly equal-mass binaries (say, q > 0.5), because these
have higher binding energy. This could quite reasonably ex-
plain, at least in part, why the power-law component of the
mass ratio distribution is shallower than expected for ran-
dom pairings from the IMF (Figure 12). But we do not ex-
pect dynamical processes to produce a sharp twin feature
like what is observed: at fixed primary mass, the binding
energy at q = 0.9 is not much less than that at q = 1. And
indeed, simulations of binary formation during cluster dis-
solution find larger typical mass ratios at wide separations
than predicted for random pairings, but they do not predict
a narrow excess of twins (Kroupa 1998; Moeckel & Bate
2010; Kouwenhoven et al. 2010).
The excess twin fraction uniformly decreases with sepa-
ration and eventually goes to 0 at s > 15, 000AU in all mass
bins. The shape of the twin excess (i.e. qtwin and the slope of
p(q) at q > qtwin) does not vary much between 50 and 15,000
AU in our catalog. Moreover, it is effectively the same for
spectroscopic binaries (with separations as close as 0.01AU)
and wide binaries (Figure 15). Invoking Occam’s razor, it
seems more likely that the wide binary twin phenomenon is
an extension of the phenomenon that has previously been
observed at s . 100AU than that it is produced by a quali-
tatively different process.
Even for close binaries, there is not a clear consensus
in the literature about the physical origin of the twin phe-
nomenon. Some models for the formation of twins can only
apply to very close binaries. In the first paper to highlight
the twin phenomenon for spectroscopic binaries, Lucy &
Ricco (1979) suggested that twins were formed by fragmen-
tation of rapidly rotating pre-main sequence stars during
the late stages of dynamical collapse, at scales of a  1AU.
Alternatively, Krumholz & Thompson (2007) proposed that
twins could be produced by mass transfer between stars of
initially different masses during pre-main sequence evolu-
tion.8 It seems implausible that such mechanisms can ex-
plain the twin phenomenon among wide binaries, because
there is no known mechanism to widen the orbits of twins
from the separations at which they operate – a few, or at
most a few tens of, solar radii – to the separations at which
they are observed today. Such widening would require a very
strong velocity kick, the magnitude of which would have to
be fine-tuned in order to not unbind the binaries completely.
A more plausible formation mechanism for equal-mass
8 These authors sought to explain the observed twin excess in
massive stars. The specific mechanism they proposed, which re-
lies on deuterium shell burning causing protostars to expand and
overflow their Roche lobes, cannot operate in solar-type or lower
mass stars. Moreover, the twin excess for massive stars appears
to be limited to close separations (Moe & Di Stefano 2017), so
mass transfer may adequately explain it. Here we simply suppose,
for the sake of argument, that there is some mechanism through
which stable mass transfer in lower mass stars could drive the
mass ratio to unity.
MNRAS 000, 1–37 (2019)
20 El-Badry et al.
twins at wider separations is through competitive accretion
from a circumbinary disk. Many studies have found that the
accretion rate from a circumbinary disk is usually higher
for the secondary than the primary (e.g. Bate & Bonnell
1997; Bate 2000; Farris et al. 2014; Young & Clarke 2015;
Nelson & Marzari 2016; Matsumoto et al. 2019). Because
the secondary’s orbit is larger than that of the primary, it
sweeps out a larger radius in the disk and can accrete more
rapidly than the primary, unless the material being accreted
has low angular momentum.9 Preferential accretion onto the
secondary will necessarily drive the mass ratio towards unity.
If such accretion continues for long enough, binaries within
circumbinary disks should thus end up with q ≈ 1. An appeal
of this formation mechanism is that it can operate at scales
comparable to the size of circumbinary disks, s . 100AU.
It is plausible but not obvious that preferential accre-
tion onto the secondary will give rise to a sharp twin feature
like the one found observationally. In order to end up at
q ≈ 1, a binary that initially had an intermediate mass ratio
must accrete a large fraction of its mass from a circumbinary
disk, such that there is enough time to drive the mass ratio
to 1 even while the primary continues to accrete. If twins
are formed by accretion from circumbinary disks, then the
width of the twin feature (i.e., qtwin) can tell us about the
fraction of the total mass accreted from the disk, as well
as the mass ratio above which the accretion rate onto the
two components becomes nearly equal. A sharp twin feature
could be expected if a fraction of binaries accrete most of
their mass from a circumbinary disk (becoming twins) and
the rest either do not develop circumbinary disks or only ac-
crete a subdominant fraction of their total mass from them.
In accretion-driven explanations of the twin excess, the
increase in Ftwin towards close separations has been inter-
preted as evidence that gravitational torques within cir-
cumbinary disks (e.g. Artymowicz et al. 1991; Shi et al. 2012)
shrink the orbits of twins (Young & Clarke 2015). Indeed,
the observed twin excess is largest at separations a < 0.2AU
(Figure 15), too close for binaries to have formed at their
current separations. This implies that some combination of
gravitational torques, viscous dissipation, and dynamical in-
teractions (e.g. Bate 2012; Moe et al. 2018) must have shrunk
the orbits of twins at very close separations.
However, several recent simulations of circumbinary
disks have found that, contrary to previous results in the lit-
erature, accretion can also widen binaries within circumbi-
nary disks, when the advective torque dominates over the
gravitational torque (Miranda et al. 2017; Mun˜oz et al.
2019; Moody et al. 2019). Whether gravitational or advec-
tive torques dominate depends on details such as the sink
prescription used for accretion (Tang et al. 2017). Further
work is needed to clarify the effects of circumbinary disks on
orbital evolution. However, the fact that the twin excess ex-
9 It is worth noting that there has not been a full consensus in
the literature whether this mechanism works: some simulations
of accretion from a circumbinary disk have actually predicted the
opposite trend, with accretion favoring the primary (Ochi et al.
2005; Hanawa et al. 2010; de Val-Borro et al. 2011). These simu-
lations assumed a higher gas temperature than those which have
found accretion to favor the secondary; Young & Clarke (2015)
showed that accretion only favors the secondary when accreted
gas is cold, as is appropriate for stellar binaries.
tends to very wide separations suggests that orbit shrinkage
is not a ubiquitous outcome of accretion from circumbinary
disks.
High-resolution studies of the dynamics of individual
circumbinary disks are generally too idealized, run for too
short a time, and are focused on too narrow a range of initial
conditions to make ab-initio predictions of the full mass ra-
tio distribution. However, they do typically find that gas is
preferentially accreted onto the secondary for realistic accre-
tion geometries once a steady state is reached. On the other
hand, global simulations of the fragmentation of molecular
clouds (e.g. Bate 2009, 2014, 2019) are reaching the point
where they can make realistic predictions of the mass ra-
tio distribution with minimal fine-tuning. Such studies have
lower resolution than idealized simulations of individual bi-
naries, so it is not guaranteed that the dynamics within disks
are well resolved, but they are able to predict the accretion
rate and angular momentum distribution of accreted mate-
rial, and the mass and size distribution of disks (e.g. Bate
2018). Such global calculations predict an excess of equal-
mass binaries out to separations of order 100 AU (see e.g.
Bate 2014, Figure 18). Because they typically only form a
few dozen binaries in a cloud, such calculations do not yet
have the statistical power to predict or rule out a few-percent
effect at wider separations.
Accretion can plausibly explain an excess of twins out
to significantly larger separations than mass transfer or
late-stage fragmentation, but it alone cannot explain a sig-
nal reaching out to thousands of AU. Observed circumstel-
lar and circumbinary gas disks have typical radii of order
100AU (Ansdell et al. 2018; Eisner et al. 2018). The largest
observed circumbinary disks have radii of order 500 AU
and host binaries with separations of 50-200 AU (e.g. Hioki
et al. 2007; Brinch et al. 2016; Tobin et al. 2016; Takakuwa
et al. 2017; Comero´n et al. 2018; Czekala et al. 2019); these
preferentially host relatively massive binaries. There are no
observed disks with radii exceeding 1000 AU, and simula-
tions also predict the largest circumbinary disks to have
radii of several hundred AU (Bate 2018). It thus seems
exceedingly unlikely that twin binaries with s & 200AU
formed at their present-day separation by accretion from
a circumbinary disk. This implies that either (a) twin bi-
naries formed at closer separations and their orbits were
subsequently widened, or (b) some other process is respon-
sible for producing twins at very wide separations. Lacking
a good candidate mechanism for (b), we here consider the
plausibility of orbit widening.
5.2.1 Dynamical orbit widening in young clusters
In the Galactic field, dynamical interactions have a negligible
effect on most binaries with s . 10, 000 AU (e.g. Weinberg
et al. 1987). However, dynamical interactions are expected
to be more efficient in binaries’ birth environments, where
the typical stellar density is higher. The dynamical evolution
of binaries within their birth clusters has been the subject
of considerable study. As a general rule, interactions within
birth clusters are expected to widen the orbits of binaries
with orbital velocities lower than the cluster velocity disper-
sion, and to tighten the orbits of those with orbital velocities
greater than it (Heggie 1975; Hills 1975). There are several
complicating factors in real clusters. For example, the mass
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distribution within clusters at early times is not smooth but
clumpy (Dorval et al. 2017), both stars and gas can be dy-
namically important, and cluster density and velocity dis-
persion change as clusters age, in part because energy is re-
distributed among binaries (see e.g. Kroupa & Burkert 2001;
Parker et al. 2009; Goodwin 2010). Observed binary popula-
tions provide constraints on models for binaries’ dynamical
evolution, but a unified model to explain the diversity of bi-
nary populations found in different environments does not
exist. We summarize some relevant observational constraints
on disruption below.
(i) Over a wide range of separations (10 . s/AU < 3000),
the binary fraction in low-density star forming regions (e.g.
Taurus) is higher than in the field by roughly a factor of 2
(e.g. Leinert et al. 1993; Ducheˆne 1999). This is true espe-
cially at wider separations, where the separation distribu-
tion of young binaries is roughly log-uniform, but that of
field stars declines more steeply (e.g. Connelley et al. 2008;
Kraus et al. 2011).
(ii) In dense young clusters (e.g. the ONC), the binary
fraction at separations of s & 100AU is similar to the field
(lower than in low-density star forming regions) and declines
steeply at wide separations (Reipurth et al. 2007). At closer
separations (10 . s/AU . 60) the binary fraction in dense
clusters is comparable to that in low-density star forming
regions, and higher than that found in the field (Ducheˆne
et al. 2018).
(iii) At very close separations (s . 5AU), the binary frac-
tion in star forming regions (over a range of densities) is
consistent with that in the field (e.g. Kounkel et al. 2019).
Some models (e.g. Kroupa 1995; Marks et al. 2011;
Marks & Kroupa 2012) postulate that the initial binary
fraction and separation distribution are insensitive to local
properties, such that observed variation in binary popula-
tions must be due to disruption. These models interpret
the higher wide binary fraction in low-density clusters as
the primordial population, which is transformed into the
field population by dynamical widening and disruption. Be-
cause disruption of wide systems is more rapid in dense
clusters, these models also predict the binary fraction at
s & 100AU to decrease with cluster density, in agreement
with observations. However, if such models are correct, it is
not clear what happens to the excess of relatively tight bina-
ries (10 . s/AU . 100), which are over-represented relative
to the field in both high- and low-density star forming re-
gions. Such systems have high enough binding energies that
they can only be disrupted in very dense clusters. Thus the
lower binary fraction in the field at 10 . s/AU . 100 would
imply that a large fraction of field stars formed in dense
environments.
In any case, the fact that the binary fraction in the field
is lower than that in star forming regions down to fairly close
separations implies that a significant fraction of young bina-
ries undergo quite energetic interactions, the cumulative ef-
fect of which is sufficient to disrupt binaries with initial sepa-
rations as close as 10-100 AU. In many cases, binaries will be
disrupted by such interactions, but in some cases, they will
only be widened (e.g. Kroupa & Burkert 2001). It is in this
latter context that the twin fraction at wide separations is
informative about the fraction of stars at a given present-day
separation that formed at significantly closer separations.
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Figure 16. Predictions of the toy model for orbit widening de-
scribed in Section 5.2.1. We assume that the initial twin fraction
is 20% for a < atwin, max (varied in the top panel; 100 AU by de-
fault) and 0 at larger separations. We consider an initial sepa-
ration distribution that is flat in log space. We then widen the
orbits of all binaries by adding energy, representing the cumula-
tive effect of gravitational interactions within a birth cluster. The
total added energy is drawn from a uniform distribution between
0 and Emax, interaction. Binaries that are disrupted are discarded. We
plot the final twin fraction as a function of separation, varying
Emax, interaction (middle panel; default is G (0.5M)2 /(100AU)) and
mass (bottom panel; default is 0.5 M).
The fact that the dependence of Ftwin on separation
varies with binary mass in a non-monotonic way (Figure 11)
suggests that, if the twin excess at s  100AU is due to dy-
namical widening of orbits, then the primordial twin statis-
tics (e.g. the twin fraction and the range of separations over
which twins are form) must also vary with mass. This may
not be unreasonable, since the physical properties of disks do
vary with mass (Bate 2018; Eisner et al. 2018), but it means
that disentangling the effects of dynamical widening and the
primordial separation distribution of twins is nontrivial.
We use a simple toy model to explore how the
separation-dependence of the twin excess may depend on
the initial twin population and the strength of dynamical
interactions. We suppose that twin formation is efficient out
to a separation of atwin,max ≈ 100AU and does not operate
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at wider initial separations. We consider primordial popu-
lations of equal-mass binaries with components of mass M
and a uniform distribution of log a between 10 and 104 AU.
At a < atwin,max, we assign a random subset of 20% of the
binaries the label of “twin”. We then assume that dynami-
cal interactions add an energy Eint to each orbit (for both
twins and non-twins), such that the new orbital energy is
Enew = Einitial + Eint, where Einitial = −GM2/ainitial. Values
of Eint for each binary are drawn from a uniform distribu-
tion between 0 and Emax, interactions. If Enew is positive, then
the binary is considered unbound and is discarded. The new
separation after interactions is anew = −GM2/Enew. Finally,
we measure what fraction of the surviving binaries bear the
twin label as a function of final separation. This fraction is
proportional to the fraction of binaries at a given present-
day separation that formed with a < atwin,max. We do not
model dynamical hardening of close binaries, and thus im-
plicitly assume that all binaries we consider are soft; i.e.,
that they reside in clusters with velocity dispersion larger
than than the highest orbital velocities of binaries being
widened. For an initial separation of 100 AU and binaries
with typical component mass of 0.5 M, this corresponds to
a dispersion of σ ≈ 1.5 km s−1; for an initial separation of
10 AU, to σ ≈ 5 km s−1.
We plot the results of this experiment in Figure 16,
varying atwin,max (top), Emax, interactions (middle), and M (bot-
tom). The final separation-dependence of the twin fraction
depends significantly on all of these parameters. The twin
excess extends to larger separations, and falls off less steeply
with separation, when (a) the initial separation out to which
twins form is larger, (b) dynamical interactions are more en-
ergetic, or (c) the binding energy of twins is lower. In order
to obtain a nonzero twin fraction at very wide separations, it
is necessary that a fraction of binaries undergo dynamical in-
teractions energetic enough to unbind binaries at separation
at which twins form. Once this is satisfied, twins can con-
tribute significantly to the binary population at wider sep-
arations, because the same interactions that widen close bi-
naries will unbind a large fraction of initially wider non-twin
binaries. Wide twins are produced most efficiently in clus-
ters where the velocity dispersion is comparable to the or-
bital velocity at a separation of atwin,max: significantly denser
clusters produce few wide binaries, since most binaries that
are not close are disrupted completely.
The toy model generically predicts that Ftwin decreases
with separation and that low-mass twins can be more ef-
ficiently widened than high-mass twins due to their lower
binding energy. It thus predicts that the excess twin fraction
will fall off less steeply for lower-mass binaries. This trend
is found in the observed binaries over 0.4 < M1/M < 2.5
(Figure 11), but it is reversed for the lowest-mass subsample:
Ftwin falls off significantly more steeply for 0.1 < M1/M <
0.4 than for 0.4 < M1/M < 0.6. This is not easily explained
in the context of the toy model.
It is thought that a fraction of wide binaries (likely at
a  1000AU) form at later times (perhaps during cluster
dissolution) than wide binaries at closer separations. Dilu-
tion of the twin excess due to these binaries is not accounted
for in the toy model. If the fraction of binaries at fixed sepa-
ration that formed during cluster dissolution were higher at
lower masses, this could explain the observed steeper decline
in Ftwin with separation at low masses.
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Figure 17. Magnitude difference between the two resolved com-
ponents of all wide binaries in which one or both components is
suspected to have a bright, unresolved companion (N = 7, 295;
yellow points in Figure 1). There is no obvious excess at ∆G ≈ 0
(compare to the right panel of Figure 3).
An addition complication is that the observed popu-
lation of field binaries is an average over a wide range of
formation environments, from low-density regions to dense
clusters. The trends in Figure 16 rely on a number of crude
approximations and should not be used to directly interpret
the observed trends in Ftwin (and we have not attempted
to tune the model to match observed trends). Here we sim-
ply emphasize that the separation distribution of twins is
quite sensitive to dynamical processing. We conclude that
dynamical orbit widening provides a plausible explanation
for the existence of the wide twin excess, but more realistic
theoretical modeling is needed to determine whether the ob-
served trends in Ftwin with primary mass and separation can
be reproduced when averaging over a realistic population of
star-forming environments.
5.2.2 Widening of unstable triple systems?
Another possible mechanism for dynamically widening twins
is through unfolding of unstable triple systems, in which
initially close companions can be scattered to much wider
orbits (e.g. Reipurth & Mikkola 2012). Triples are not un-
common: more than a third of all wide binaries contain sub-
systems (e.g. Tokovinin & Smekhov 2002; Tokovinin 2014),
and a large fraction of binaries are thought to have formed
as higher-order multiples that subsequently decayed (e.g.
Sterzik & Durisen 1998).
Widening of the outer orbit in triples generally comes at
the expense of shrinking of the inner orbit. Since the outer
orbit is the more fragile one, a triple-origin of the wide twin
excess would imply that one of the component stars in wide
twins had, and in most cases still has, a close companion,
which in most cases would be spatially unresolved. However,
the twin excess at ∆G . 0.25mag cannot be due to systems
in which either resolved component has an unresolved com-
panion any less than ≈ 2.5 magnitudes fainter than it; other-
wise the light from the unresolved companion would make it
more than 0.25 mag brighter than the other resolved compo-
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nent. Figure 17 shows that there is indeed no obvious excess
at ∆G ≈ 0 for wide binaries in which either component has
a bright unresolved companion. There is thus a photometric
upper limit on the mass ratio of any unresolved companions
to twins with ∆G ≈ 0; it ranges from q < 0.45 to q < 0.7,
depending on primary mass (see Figure 8).
Unresolved companions with lower mass ratios cannot
be ruled out based on photometry, but at close separations,
they can be detected from radial velocity (RV) variability.
In Appendix F, we show that the Gaia visit-to-visit radial
velocity scatter implies a lower close binary fraction for the
components of wide twins than for components of non-twins
with similar separations and masses. This speaks against a
triple-origin of wide twins. It is, however, consistent with
our expectations if twins are formed through accretion in a
circumbinary disk, since the presence of a third close com-
panion in the disk would complicate the mechanism through
which accretion drives the mass ratio of two stars in a disk
toward unity.
6 SUMMARY AND CONCLUSIONS
We have analyzed a pure and homogeneous sample of
∼42,000 main-sequence wide binaries selected from Gaia
DR2 to constrain the mass ratio distribution of binaries
with projected separations 50 . s/AU < 50, 000 and primary
masses 0.1 < M1/M < 2.5. High-precision photometry al-
lows us to measure mass ratios with unprecedented accuracy,
and a well-understood selection function makes it possible to
account for biases arising from the magnitude and contrast
sensitivity limits of Gaia DR2 given our quality cuts.
A striking feature of the catalog is a high-significance
excess of “twin” binaries with nearly equal brightness (Fig-
ure 3). The excess is present over a narrow range of mag-
nitude differences, 0 < ∆G . 0.25, corresponding to mass
ratios 0.95 . q . 1, and extends over a wide range of masses
and separations. The twin excess is reminiscent of the ex-
cess of equal-mass binaries historically reported at very close
separations (a < 0.2AU) and recently found to extend to
a ∼ 100AU, but it extends to separations of several thousand
AU, where binary formation models do not predict strongly
correlated component masses.
We have done a variety of tests to confirm that the
twin feature is caused by an astrophysical excess of equal-
mass binaries, not selection effects or data artifacts. We first
repeated the search that produced the binary catalog, but
required that the two components of a pair have inconsistent
rather than consistent astrometry. This yields a catalog of
physically unassociated“chance alignments”that are subject
to essentially the same selection function as the real binaries
and have similar distributions of most observable properties.
A narrow excess of equal-brightness pairs is not found among
chance alignments (Figure 4).
By considering binaries at different distances, we ver-
ified that the strength of the twin feature varies primar-
ily with physical, not angular, separation (Figure 5). This
speaks to the physicality of the twin feature, since most ob-
servational biases are expected to depend on angular sepa-
ration, which is the observable quantity. Finally, we verified
that the twin feature is not an artifact of the Gaia pho-
tometry; it is visible in photometry from other surveys. We
also identified the same twin excess in archival data from
another binary catalog after removing objects with contam-
inated photometry (Appendix C).
In order to measure the intrinsic mass ratio distribu-
tion, we forward-model the joint distribution of magnitude
difference, angular separation, and parallax given a Galactic
model, a selection function, and a parameterized mass ra-
tio distribution. We measure the selection function for our
catalog empirically, using chance alignments to quantify the
contrast sensitivity as a function of angular separation. Our
primary results are as follows:
(i) Twin fraction: we quantify the twin excess as Ftwin,
the fractional excess of binaries with q > qtwin relative to the
full population with q > 0.3 (Figure 7; qtwin ≈ 0.95 quantifies
the width of the excess). Typical values of Ftwin are 10% at
100 AU and 3% at 1000 AU, with some dependence on mass
(Figure 11). These values are lower than the value found for
spectroscopic binaries (Figure 15), which is Ftwin ≈ 25%, but
they are clearly inconsistent with 0.
(ii) Width of the twin excess: at all masses and separations
where it is statistically significant, the twin excess we find
is quite narrow, only becoming significant at q & 0.95 (Fig-
ure 13). We experimented with different functional forms for
the enhancement near q ≈ 1, but we find a step function in-
crease at q & 0.95 to perform as well as more complicated
models (Figure A1). We also re-measured qtwin at close sep-
arations using a volume-limited sample of spectroscopic bi-
naries (Figure 14). The width of the twin excess, qtwin, is
basically constant over 6 orders of magnitude in separation,
from the closest spectroscopic binaries to wide binaries at
s ∼ 10, 000AU.
(iii) Mass and separation dependence: the fractional ex-
cess of twins declines with separation and is consistent with
0 at s > 15, 000AU for all mass bins (Figure 11). The twin
excess at s > 1, 000AU is strongest for primary masses 0.4 <
M1/M < 0.6. At closer separations (50 < s/AU < 1, 000),
it is strongest for low-mass primaries (M1 < 0.4M) and
roughly consistent for other mass bins. The slope of the fall-
off in Ftwin with separation varies non-monotonically with
mass; it is shallowest at 0.4 < M1/M < 0.6.
(iv) Mass ratio distribution at lower q: we provide bro-
ken power law fits to the full mass ratio distribution for all
mass and separation bins (Figure 9; Appendix G). These
fits reproduce the observed data well (Figure 10). For solar-
type stars, the power law slope is γlargeq ≈ −1.3 for q > 0.5
(i.e., weighted toward lower mass ratios than the uniform
distribution found at closer separations) and γsmallq ≈ 0 for
q < 0.5. p(q) becomes more bottom-heavy with increasing
primary mass but is always flatter than expected for ran-
dom pairings from the IMF. Besides variation in the excess
twin fraction, p(q) does not vary much with separation over
100 . s/AU < 50, 000 (Figures 12 and 13).
(v) Origin of the twin excess: no theoretical models that
have been proposed to explain twin binaries at close sep-
arations predict them to form at s & 100AU. Dynamical
processes may lead to a formation bias against low-q bina-
ries, but they are not expected to produce a sharp peak at
q ≈ 1. Given the monotonic fall-off in Ftwin with separation,
the similar width of the twin feature between close and wide
binaries, and the lack of a plausible mechanism for forming
twins at very wide separations, we conjecture that the excess
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twins must have formed at closer separations (s . 100AU;
likely through accretion from a circumbinary disk) and sub-
sequently been widened by dynamical interactions.
In this scenario, the separation-dependence of the twin
fraction is an imprint of dynamical orbit widening in bina-
ries’ birth environments (see Section 5). The plausibility of
this explanation is not straightforward to assess because (a)
present-day field binaries formed in a wide range of envi-
ronments and (b) existing models for widening and disrup-
tion of binaries in star forming regions do not fully explain
the diversity of observed binary populations in young clus-
ters and in the field. A simple toy model suggests that a
separation-dependence in Ftwin comparable to that which is
observed is predicted if typical dynamical interactions are
strong enough to disrupt binaries at the separation inside
which twins are expected to form (a . 100AU). However,
the mass-dependence of Ftwin at wide separations is not fully
explained in such models. Further theoretical work is re-
quired to (a) predict the primordial separation distribution
of twins at different masses and (b) constrain the efficiency
of dynamical orbit widening for a realistic ensemble of star
forming environments. In future work, we will search for
a wide twin excess in observed star forming regions to shed
more light on the primordial separation distribution of twins
and the density-dependence of orbit widening.
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APPENDIX A: FUNCTIONAL FORM OF P(Q)
A1 How sharp is the twin feature?
In our default model, the twin feature is characterized by two
number: Ftwin, the fractional excess of binaries with near-
equal masses, and qtwin, the mass ratio above which the ex-
cess manifests itself. The implicit assumption in this model
is that (a) the increase in the mass ratio distribution near
q = 1 occurs abruptly, not gradually, and (b) the amount of
twin excess is constant between q = qtwin and q = 1. In this
Section, we assess the validity of this assumption by using a
more flexible model for the twin excess.
We model the twin excess between q = 0.85 and q = 1 as
a histogram with 5 equally-spaced bins of width ∆q = 0.03.
As in the fiducial model, we assume the smooth underlying
distribution in this region is p(q) ∼ qγlargeq . We then introduce
a set of uncorrelated weights, wi with i = 0 . . . 5, and multiply
p(q) in the i-th bin by wi . With this parameterization, wi = 1
entails no deviation from a smooth power law in the i-th bin,
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wi = 2 corresponds to a factor-of-two enhancement relative
to the underlying power law, and wi = 0 means that there
are no binaries at all with mass ratios in the i-th bin. With
a sufficiently large number of bins, this parameterization is
flexible enough to represent any arbitrary shape of p(q). 5
bins of width 0.03 is a pragmatic choice given the size of our
binary catalog, since the shot noise uncertainty increases as
the bin size is reduced.
Figure A1 shows results of fitting a histogram model.
Consistent with Figure 9, a statistically significant excess
of twins is found out to several thousand AU for 0.1 <
M1/M < 1.2 and s . 2500AU, with the excess reaching
s = 15, 000AU for 0.4 < M1/M < 0.6. In most mass and
separation bins, the data is consistent with a smooth power
law distribution (with no twin excess) all the way up to
q = 0.97. In a few mass bins, there is also a significant ex-
cess relative to the underlying power law at 0.94 < q < 0.97,
but never at q < 0.94. That is, in all bins where it is signifi-
cant, the twin feature is “thin”: there is not a broad peak at
q & 0.8, but a narrow excess only at q & 0.95. It is because
of the narrowness of the twin peak that the excess of equal-
mass pairs is so clearly apparent in the observed data (e.g.
Figure 3), even though twins only make up a small fraction
(< 5%; see Figure 11) of the total binary population at wide
separations.
A2 Choice of qbreak
As discussed in Section 3, we model the mass ratio distri-
bution in all but the lowest-mass bin as a broken power
law whose slope changes at q = qbreak (Figure 7). In order
to make comparison between different separation bins more
straightforward, we do not leave qbreak free, but instead fix
it to a single value in a given mass bin: qbreak = 0.3 for
1.2 < M1/M < 2.5, and qbreak = 0.5 in all other mass bins.
These values were chosen by trial and error, but it is neces-
sary to use different values of qbreak in different mass bins,
as we now show.
Figure A2 shows constraints on the mass ratio distribu-
tion (right) and corresponding predicted ∆G distributoins
(left) for two choices of qbreak and two bins of primary mass.
A single separation bin is shown for illustrative purposes:
1000 < s < 2500, where the twin excess is weak in both mass
bins. In the left panels, we compare the observed distribu-
tions of ∆G to Monte Carlo binary populations produced for
5 draws from the posterior.
The top panels show that for solar-mass primaries (0.8 <
M1/M < 1.2), the best-fit model obtained while assuming
qbreak = 0.5 provides a significantly better fit to the observed
∆G distribution than the best-fit model with qbreak = 0.3:
in the latter case, the observed distribution is poorly repro-
duced both at 0 < ∆G . 2 and at ∆G ≈ 5. On the other
hand, the bottom panels show that qbreak = 0.3 provides a
much better fit for A and F star primaries.
A3 Smoothly-broken power law
As discussed in Section 4, our choice to model the mass ratio
distribution with a broken power law leads to an unphysical
sharp break in the best-fit mass ratio distribution at inter-
mediate q. We test the sensitivity of our constraints on p(q)
to the assumed functional form below. As an alternative to a
sharply broken power law, we fit a “smoothly broken power
law” with the functional form
p (q) ∝
(
q
qbreak
)γsmallq [
1 +
(
q
qbreak
)1/∆](γlargeq−γsmallq)∆
. (A1)
This function approaches p ∝ qγsmallq at q/qbreak  1, and
p ∝ qγlargeq at q/qbreak  1. The parameter ∆ controls the
sharpness of the transition between the two regimes; in the
limit of ∆→ 0, it reduces to a simple double power law with
a sharp transition between the two slopes.
In Figure A3, we compare the constraints on p(q) ob-
tained for a single mass and separation bin when using
the fiducial model (gray) and a smoothly broken power law
(hatched red). Overall, the constraints are quite similar, but
as expected, fitting a broken power law model smooths the
best-fit profile for p(q) and removes the region near q ∼ 0.3
where the nominal uncertainty is suppressed. We find qual-
itatively similar results for other bins of mass and separa-
tion. However, we note that increasing ∆ shifts the peak of
the distribution towards lower q (upper panel of Figure A3).
Since ∆ itself is often only weakly constrained, this can lead
to parameter covariances between ∆, γsmallq, and qbreak. We
therefore use the simpler broken power law as our fidicial
model.
APPENDIX B: SENSITIVITY TO
SYSTEMATICS
The uncertainties we report on mass ratio distribution pa-
rameters represent formal fitting uncertainties due to Pois-
son errors, but they do not include various systematic uncer-
tainties due to modeling choices we make that are held fixed
during fitting. Here we vary several aspects of the model
to assess how sensitively our constraints depend on them.
Figure B1 shows the effects of varying the assumed IMF,
stellar age distribution, and the isochrones used to gener-
ate synthetic photometry, on our parameter constraints. We
show a single primary mass and separation bin with typical
uncertainties and sensitivity to systematics.
Varying the IMF (blue) has very weak effects on our
constraints, primarily because we fit narrow bins in primary
mass independently. Our constraints are also relatively in-
sensitive to the assumed star formation history (brown).
Varying the age distribution has several effects: it changes
the number of low-mass companions that are still undergo-
ing Kelvin-Helmholtz contraction and are thus brighter, it
changes the mass-luminosity relation at M & 0.7M, where
age effects are non-negligible; and it changes the distance
distribution implied in our model because we adopt an age-
dependent scale height (Equation 3). Varying the model for
unresolved subsystems has similarly weak effects. The green
lines in Figure B1 show constraints obtained when unre-
solved subsystems are ignored entirely in the model (i.e.
none of the synthetic wide binary components are assigned
an unresolved companion). The thus-obtained constraints
are nearly indistinguishable from those obtained when sub-
systems are included in the model.
Changing the adopted stellar models from PARSEC to
MIST (Choi et al. 2016) has the strongest effect on our con-
straints. Because the two models predict modestly different
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Figure A1. Contraints on p(q) near q = 1. Solid lines and gray shaded regions represent median and 2σ (middle 95.4%) constraints;
y-axis scale is linear. We model the mass ratio distribution over 0.85 < q < 1 as a histogram with 5 bins of width 0.03, fitting for the
height of each bin as a free parameter. The twin excess generally becomes statistically significant only at 0.97 < q < 1, in some cases
with a modest enhancement at 0.94 < q < 0.97. At lower q, the mass ratio distribution is generally consistent with a smooth power law
(dashed line).
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Figure A2. Mass ratio distribution constraints (right) and predicted ∆G distributions (left) for fits with qbreak = 0.5 (red) and qbreak = 0.3
(cyan). We show a single separation bin (1000 < s < 2500). Top panels show solar-type stars (0.8 < M1/M < 1.2); bottom panels show A
and F stars (1.2 < M1/M < 2.5). For each choice of qbreak, we show the best-fit constraints when qbreak is fixed at that value and other
parameters are left free. For solar-type stars, a significantly better fit can be obtained with qbreak = 0.5 than with qbreak=0.3. The opposite
is true for A and F stars, where the data strongly favor qbreak = 0.3.
mass-luminosity relations, a given ∆G corresponds to dif-
ferent q in the two models. This has weak effects on the
constraints on Ftwin and qtwin: twins necessarily have simi-
lar masses, and the mapping between luminosity and mass
varies less over a small range of masses than over a large
one. Differences between the models are largest for low-mass
stars, where isochrones are known to be more uncertain.
We note that while there clearly are uncertainties in
our results associated with the stellar models, the PAR-
SEC models appear to fit the Gaia data for low-mass stars
significantly better than the MIST models. Particularly on
the lower main sequence MG & 10, we are unable to re-
produce the morphology of the CMD unless we assume a
higher-than-expected mean metallicity of 〈[Fe/H]〉 ≈ +0.2.
This is why we use the PARSEC synthetic photometry in
our fiducial model. We note that the PARSEC models use
surface boundary conditions that are empirically calibrated
to match the observed mass-radius relation at low masses
(Chen et al. 2014); without this calibration, the tension
between their predictions and the observed lower main se-
quence is similar to that found for MIST models (e.g. Choi
et al. 2018).
APPENDIX C: TWINS IN OTHER CATALOGS
Another large sample of low-mass wide binaries is the
SLoWPoKES-II catalog created by (Dhital et al. 2015) us-
ing SDSS photometry. This catalog was produced without
astrometry and extends to larger distances than our cata-
log (d . 1 kpc). Despite the lack of parallaxes and proper
motions Dhital et al. (2015) were able to ensure relatively
low contamination by limiting their search to close angular
separations (θ < 20 arcsec) and using an isochrone prior
(i.e., requiring both components of a binary to have similar
photometric distance). The selection function of their cat-
alog is quite different from ours, so we do not attempt a
full probabilistic model of the mass ratio distribution. How-
ever, we check whether a twin excess is visible in the magni-
tude difference distributions of their catalog and whether its
strength at fixed physical separation is consistent with that
found in our catalog.
Figure C1 (top panel) shows the distribution of ∆r, the
difference in apparent r-band magnitude between the two
components, as a function of physical separation for the full
SLoWPoKES-II catalog. Projected physical separations are
calculated using the mean photometric distance of the two
stars estimate by Dhital et al. (2015). We verified that for
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Figure A3. Top panel shows example smoothly broken power
laws for different values of the smoothing parameter, ∆. For all
cases, γsmallq = 0.3, γlargeq = −1.2, Ftwin = 0.04, and qtwin = 0.95.
Increasing ∆ softens the transition between p ∼ qγsmallq and
p ∼ qγlargeq . Bottom: middle 95.4% constraints on p(q) for 0.8 <
M1/M < 1.2 and 600 < s/AU < 1000. We compare constraints
obtained by fitting a smoothly broken power law (red hatched)
to those obtained by fitting our default model, a simple double
power law (i.e., forcing ∆ = 0). The constraints we obtain with
the two models are similar, with the most significant difference
being that the smoothly broken model lacks (a) the sharp break
at qbreak = 0.5 and (b) the artificial suppression of uncertainty
near a pivot point at q = 0.3.
stars that are bright enough to have precise Gaia parallaxes,
the photometric and geometric distances are usually in rea-
sonably good agreement. The SLoWPoKES-II catalog pri-
marily contains binaries with q & 0.5: there are few pairs
with ∆r > 5, and at physical separations s . 2000AU, most
pairs have ∆r < 2. This is primarily a consequence of the cat-
alog selection function. No clear excess of equal-brightness
twins is apparent in the top panel of Figure C1: the distri-
bution of ∆r at fixed separation is reasonably smooth.
To check whether the lack of obvious twin excess in the
full SLoWPoKES-II catalog is a consequence of the SDSS
ground-based photometry being poorer, we cross-matched
the catalog with Gaia DR2. A Gaia source was found with
1 arcsecond for both components for ∼90% of the binaries
in the catalog. In the 2nd panel of Figure C1, we plot all of
these sources (many of which do not pass the photometric
and astrometric quality cuts imposed in our catalog), show-
ing the difference in G-band magnitude. Here, an excess of
equal-brightness binaries is visible, but it appears somewhat
weaker than in our catalog.
Finally, in the 3rd and 4th panels of Figure C1,
we show the SDSS and Gaia photometry for the subset
of the SLoWPoKES-II catalog in which the Gaia pho-
tometry for both components passes the quality cut on
phot_bp_rp_excess_factor that is imposed on our catalog.
This cut removes objects in which the sum of the flux in the
BP and RP bands is not consistent with the flux in the G-
band (see Evans et al. 2018). Because the fluxes in the BP
and RP bands are dispersed over several arcsec while the
G-band flux is obtained by profile fitting a narrower image,
this cut efficiently selects objects in which the Gaia pho-
tometry (both BP/RP and G-band) is contaminated by a
nearby source. Once this cut is applied, a stronger excess of
equal-brightness binaries is apparent in both the Gaia and
SDSS photometry. We show below that for the subsample
of the SLoWPoKES-II catalog with uncontaminated Gaia
photometry, the twin excess at fixed separation is consistent
with that found in our catalog.
A natural worry is that the cut on
phot_bp_rp_excess_factor could somehow select against
pairs that are close on the sky and do not have nearly
identical brightness or color, thus erroneously producing an
apparent excess of equal-brightness binaries. However, the
fact that no excess of equal-brightness pairs is found for
chance alignments subject to the same cut speaks against
this possibility. Inspecting the SDSS images of binaries in
which the Gaia photometry for either component does not
pass the phot_bp_rp_excess_factor cut, we find that in
most cases the contamination is quite strong: either the light
from the two stars is blended, or another source is blended
with one of the components. In such cases, the individual
magnitudes of the components cannot be measured with
high fidelity, likely leading to underestimated photometric
errors.
In Figure C2, we compare the strength of the twin ex-
cess found in the Gaia photometry for the SLoWPoKES-
II catalog (once the phot_bp_rp_excess_factor cut is ap-
plied) at fixed separation (red) to that found in our cata-
log (black). The y-axis is similar to that in Figure 5. The
strength of the twin excess is consistent between the two
catalogs at all separations. We note that at close physical
separations, binaries are only spatially resolvable if they are
nearby, so at s . 500AU, there is substantial overlap be-
tween the two catalogs. At s & 1000AU, there is little over-
lap, because most of the SLoWPoKES-II binaries are too
distant and faint to enter our catalog.
We also show in Figure C2 the excess of equal-brightness
binaries found in the catalog of Gaia binaries constructed in
El-Badry & Rix (2019), which targeted closer separations.
This catalog only contains binaries with s < 500AU. Unlike
our primary catalog, it did not require the components to
have measured GBP and GRP magnitudes, and it did not ap-
ply any cuts on phot_bp_rp_excess_factor. This makes it
possible to reach binaries with a factor of ∼4 closer angu-
lar separations than our primary catalog. Figure C2 shows
that in this catalog, the twin excess continues to increase
toward smaller separations, at least to s ≈ 50A˙U. The twin
excess is slightly weaker at fixed separation in this cata-
log, likely because the photometry is more contaminated,
but it is strongly inconsistent with 0. This provides fur-
ther evidence that the twin excess is not the result of the
phot_bp_rp_excess_factor cut creating a bias against bi-
naries with unequal brightness or color.
In addition to the comparisons to other surveys de-
scribed above, we have also verified that the twin excess
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Figure B1. Sixty-eight and ninety-five per cent probability contours for one representative bin of primary mass and physical separation.
Panels on the diagonal show marginalized probability distributions. Black contours shows results for fitting the fiducial model. Blue,
brown, green, and cyan contours show constraints obtained when the assumed IMF, star formation history, model for unresolved binaries,
and stellar models are varied. Overall, constraints are not very sensitive to the assumed IMF, SFH, or unresolved binary model; this is
particularly true for Ftwin and qtwin.
They are moderately sensitive to the choice of stellar models, particularly at low mass ratios.
we find is not an artifact of the Gaia photometry. Cross-
matching our full binary catalog with the Pan-STARRS1
survey (Chambers et al. 2016; Flewelling et al. 2016), we
find a twin excess of similar strength in its photometry. The
excess is also apparent in SDSS photometry, but it is some-
what less narrow there due to the larger typical photometric
errors.
APPENDIX D: SELECTION FUNCTION
The selection function of Gaia DR2 is known to exhibit spa-
tial variation on small scales as a result of the scanning law
(e.g. Arenou et al. 2018). Modeling all the small-scale struc-
ture in the selection function is beyond the scope of this
work, but doing so is not necessary for our purposes. First,
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Figure C1. Excess of twins in the SLoWPoKES-II catalog (Dhi-
tal et al. 2015). Top panel shows the full catalog with SDSS pho-
tometry. Here there is no obvious excess of equal-brightness twins.
Middle panel shows Gaia photometry from the full SLoWPoKES-
II catalog. The Gaia photometry is significantly more precise than
the ground-based SDSS photometry, so a slight excess of twins is
apparent, but the signal is somewhat weaker than that found in
our catalog. The bottom two panels show SDSS and Gaia photom-
etry for the subset of the SLoWPoKES-II catalog for which the
Gaia photometry passes our cut on phot_bp_rp_excess_factor.
This cut removes binaries in which the photometry for either com-
ponent is contaminated (either by the binary companion or by a
background star). Once sources with contaminated photometry
have been removed, an excess of twins is visible in both the SDSS
and Gaia photometry.
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Figure C2. Ratio of the number of binaries with nearly equal
magnitudes (∆G < 0.25) to the number with slightly different
magnitude (0.25 < ∆G < 0.5) as a function of projected physi-
cal separation (right). Error bars are 1 sigma. We compare the
fiducial sample from this work (solid black line) to the subsample
of the SLoWPoKES-II catalog (Dhital et al. 2015) with uncon-
taminated Gaia photometry (dashed red line; bottom panel of
Figure C1) and the sample of Gaia binaries from El-Badry & Rix
(2019), which reaches closer angular separations than our fiducial
sample but passes less stringent quality cuts.
spatial variations are almost negligible for sources within
the magnitude range of our catalog (G . 18). More gen-
erally, since we do not expect the intrinsic properties of
the binary population to vary much with on-sky position
(particularly on small scales), one can construct an effec-
tive selection function averaged over the whole sky without
introducing biases (e.g. Bovy et al. 2016).
We model the selection function for binaries as the prod-
uct of two single-star terms and a cross-term that depends
on the angular separation and magnitude difference of the
two stars (Equation 2). Both terms are described below.
D1 Single-star term
The single-star term (s1 and s2 in Equation 2; here we de-
fault to s1) is set primarily by the following cuts we imposed
in creating the catalog:
(i) 5% parallax uncertainty: parallax_over_error > 20
(ii) precise photometry: phot_bp_mean_flux_over_error
> 20, phot_rp_mean_flux_over_error > 20, and
phot_g_mean_flux_over_error > 20
(iii) good astrometric model fits;
√
χ2/(ν′ − 5) < 1.2 ×
max(1, exp(−0.2(G − 19.5)), where χ2 and ν′ are respec-
tively referred to as astrometric_chi2_al and astromet-
ric_n_good_obs_al in the Gaia archive.
(iv) uncontaminated photometry; 1.0 +
0.015(GBP − GRP)2 < phot_bp_rp_excess_factor
< 1.3 + 0.06(GBP − GRP)2.
The motivation for these cuts is described in Lindegren et al.
(2018). We discuss the effects of each cut below. We note
that ER18 also required difference in total proper motion of
the two stars to be precise, satisfying σ∆µ < 1.5mas yr−1. We
find that for the subset of the binaries studied in this work,
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Figure D1. Top panel shows the distributions of log parallax error for nearby stars (D < 100 pc) in 0.5-mag wide bins of apparent
magnitude. We find that the distribution of σ$ at fixed apparent magnitude is roughly lognormal; solid curves show Gaussian fits to
the observed histograms. Bottom left panel shows the mean and dispersion of the log parallax error distribution as a function of G-band
magnitude. Modeling the distribution of parallax error as a lognormal with µ and σ following this panel allows us to calculate what
fraction of stars with a given absolute magnitude and distance will pass the cut of parallax_over_error > 20 (Equation D2; bottom
right panel).
that cut has a negligible effect on the selection function, as
sources that satisfy (i) and (ii) already satisfy it.
For (i), parallax error is expected to depend mainly
on apparent magnitude. Figure D1 shows that the paral-
lax error at a given G−band magnitude roughly follows a
lognormal distribution, the mean value of which increases
for fainter stars. This allows us to calculate the fraction of
stars at a given distance and magnitude that will have par-
allax_over_error > 20. In particular, the distribution of
$/σ$ at a given distance and magnitude is
P ($/σ$ ) = P (logσ$ )
 d logσ$d ($/σ$ )
 , (D1)
where P (logσ$ ) is the (Gaussian) distribution of log paral-
lax error. The fraction of stars with $/σ$ > 20 is then
s$ (G) =
∫ ∞
20
P ($/σ$ ) d ($/σ$ ) (D2)
=
1
2
[
1 − erf
(
µ f ln 10 + ln (20/$)√
2σf ln 10
)]
. (D3)
Here µ f and σf represent the mean and dispersion of the log
parallax error distributions at magnitude G; i.e., the quan-
tities plotted in the lower left panel of Figure D1. Given
Equation (D2), we can can calculate the probability that
a star with given absolute magnitude at a given distance
will satisfy parallax_over_error > 20; this is shown in the
lower right panel of Figure D1.
A similar strategy can be used to calculate the fraction
of stars passing the photometric precision cuts. We find that
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Figure D2. Top panel shows distributions of phot_bp_mean_flux_over_error for nearby stars (D < 100pc) in different 0.5 mag wide
bins of GBP apparent magnitude. Solid lines show lognormal fits; vertical dashed line shows the cut of phot_bp_mean_flux_over_error
> 20 that both components of a binary must satisfy to enter the catalog. Bottom left panel shows µ and σ of lognormal fits to these
distributions as a function of GBP. From these, we calculate the probability that a star at a given distance and absolute magnitude MBP
will have phot_bp_mean_flux_over_error > 20 (bottom left panel).
the cut on phot_bp_mean_flux_over_error is the most im-
portant: once it is applied and white dwarfs are excluded,
all the sources that pass it also pass the other cuts in (ii).
This quantity depends primarily on the apparent magni-
tude in the GBP band. As Figure D2 shows, the distribu-
tion of phot_bp_mean_flux_over_error at a given GBP is
also roughly lognormal. We use the empirical dependence
of the distributions of phot_bp_mean_flux_over_error on
GBP from the bottom left panel of Figure D2 to predict the
distribution of phot_bp_mean_flux_over_error for a hypo-
thetical star with absolute BP-band magnitude at a given
distance, and then calculate sBP as the fraction of that dis-
tribution that exceeds the adopted threshold of 20:
sBP (GBP) =
∫ ∞
20
P (log (FBP/σBP)) d log (FBP/σBP) (D4)
=
1
2
[
1 + erf
(
µ f − log 20√
2σf
)]
. (D5)
Here FBP/σBP represents phot_bp_mean_flux_over_error,
and µ f and σf represent the mean and dispersion of the log
phot_bp_mean_flux_over_error distributions at apparent
BP-band magnitude GBP; i.e., the quantities plotted in the
lower left panel of Figure D2.
It is also worth considering whether the quality cuts (iii)
and (iv) change the single-star selection function. We assess
the effects of each quality cut as follows. We begin with the
full sample of stars within 200 pc satisfying $/σ$ > 10.
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Figure D3. Fraction of suspected genuine sources within 200 pc that survive the cuts we impose on astrometric_chi2_al and
bp_rp_excess_factor, as a function of apparent magnitude (left) and distance (right). Both cuts remove only a small fraction of genuine
sources. The cut on bp_rp_excess_factor removes sources with contaminated photometry (section D2). The cut on astrometric_chi2_al
preferentially removes nearby sources, perhaps because perturbations from a companion lead to the larger angular deviations from linear
motion for nearby sources.
We then apply each quality cut and monitor the effects on
the sample. For this nearby sample, it is straightforward to
determine whether most of the sources removed by a par-
ticular cut are erroneous (generally distant faint stars with
incorrect parallaxes) or real, because distant sources with
incorrect parallaxes generally fall in a cloud below the main
sequence (see Lindegren et al. 2018). What we wish to quan-
tify is the fraction of real sources that are removed by each
cut, and whether these cuts introduce systematic biases.
Figure D3 shows the fraction of suspected genuine
sources removed by cuts (iii) and (iv). We conclude that
cut (iv) has a negligible effect on the single-star selection
function. The effects of cut (iii) are also weak, but it does
appear to preferentially remove nearby sources. This may be
because unresolved astrometric binaries produce large de-
viations from linear motion of the light centroid at close
distances. We tabulate scut due to cut (iv) as a function of
parallax. The total single-star selection function is then
s1 = s$ (G)sBP(GBP)scut($), (D6)
where s$ (G) and sBP(GBP) are given by Equations (D2)
and (D4), respectively.
D2 Contrast sensitivity for close pairs
A critical aspect of the selection function for binaries is the
reduction in sensitivity to a companion at close angular sep-
arations. Whether a binary enters our catalog depends both
on the angular separation of the two stars and on their flux
ratio, as a secondary is more likely to be outshone or contam-
inated by light from the primary at fixed angular separation
if the flux ratio is large than if it is small.
The sensitivity to a companion can be measured by
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Figure D4. Contrast sensitivity given our quality cuts. θ0 is
the angular separation below which the sensitivity to a compan-
ion with magnitude difference ∆G drops off rapidly (see Equa-
tion D7). Companions can be detected at closer separations when
the magnitude difference is small. We compare the values of θ0
found by ER18 (for all stars passing our quality cuts in a dense
field) to those derived from our all-sky catalog of nearby chance
alignments with precise parallaxes.
comparing the two point correlation function of chance align-
ments to what would be expected in the absence of crowd-
ing/blending effects (e.g. Arenou et al. 2018; Brandeker &
Cataldi 2019). Of course, the sensitivity to companions in a
particular catalog depends on the quality cuts imposed: cuts
that remove objects with somewhat contaminated photom-
etry will lower the sensitivity.
MNRAS 000, 1–37 (2019)
Twinning: equal-mass binaries at wide separations 35
We quantified the reduction in sensitivity to a com-
panion as a function of angular separation θ and magni-
tude difference ∆G in ER18. There we found that, given our
cuts on astrometric χ2 and photometric quality (primarily
bp_rp_excess_factor), the sensitivity to a companion goes
to 0 at θ  θ0, where θ0 ≈ 2 arcsec for sources with simi-
lar magnitude, and θ0 increases with ∆G. We quantified this
dependence by fitting a function:
s∆G (θ) = 1
1 + (θ/θ0)−β
, (D7)
where β ≈ 10 and we fit for θ0 as a function of ∆G. We note
that the angular resolution of Gaia DR2 is actually signif-
icantly better than 2 arcsec: most companions are detected
down 1 arcsec separations, and the detection fraction only
drops to zero at θ < 0.5 arcsec (Arenou et al. 2018; Ziegler
et al. 2018). The ∼2 arcsec limit for our catalog is a result
of our requirement that both stars have a measured bp_rp
color and the cut on bp_rp_excess_factor.
The dependence of θ0 on ∆G calculated in ER18 was
derived from the source counts of all sources passing our
quality cuts (iii) and (iv) in a dense field, most of which
are fainter than the objects in the binary catalog. Here,
we improve slightly on the ER18 measurement by repeating
their analysis, but using the sources from the chance align-
ment catalog described in Section 2 instead of all sources
in a dense field. The advantage of this approach is that the
sources in the chance alignment catalog, being nearby and
having precise parallaxes, are more representative of objects
in the binary catalog. Unsurprisingly – since it was verified
in ER18 that there are no strong trends in contrast sensi-
tivity with apparent magnitude or source density; see also
Brandeker & Cataldi (2019) – the improved constraints are
fairly similar to those derived in ER18. We compare them in
Figure D4. On average, we find that the angular resolution
at fixed separation is marginally better for the bright chance
alignments than was found in ER18.
APPENDIX E: MODEL VALIDATION
To test whether the assumptions of the model we use to fit
for the intrinsic mass ratio distribution are valid, we use it
to predict properties of the population of single stars that
pass the same quality cuts as the binaries in our catalog
(Section E1) and the separation distribution of chance align-
ments (Section E2).
E1 Single stars
We query the Gaia catalog for all stars with $ > 5mas that
pass the cuts on astrometric and photometric quality and
precision that we require both members of the binary catalog
to pass. Distributions of their distance, apparent magnitude,
absolute magnitude, and color are shown in Figure E1 with
a black histogram. To compare to the model predictions, we
draw masses, ages, metallicities, distances from the fiducial
distributions described in Section 3, compute synthetic pho-
tometry using PARSEC isochrones, and pass the observables
through the single-star selection function (Appendix 3.2).
The resulting selection-function weighted distributions are
compared to the data in Figure E1 (red histogram). In the
upper left panel, we also show the distance distributions pre-
dicted for a uniform spatial distribution and for an exponen-
tial disk with scale height of 300 pc (comparable to the Milky
Way; see Juric´ et al. 2008), both assuming no incomplete-
ness. The distance distribution of single stars is not that
different from the exponential disk prediction, but it begins
to deviate at d & 130pc, which is where incompleteness ef-
fects become significant for MG ≈ 14 (Figure D1).
The agreement between model and data is reasonably
good. However, the fiducial model predicts slightly too many
faint stars and too few bright stars. The gold histograms
shows that the agreement can be improved if a slightly
shallower IMF is assumed, with a logarithmic slope of -
0.9 (instead of -1.3, as assumed in the fiducial model) at
M < 0.5M.10 This is consistent with the recent result from
Sollima (2019), who used the Gaia nearby star sample to
measure the IMF. For the sake of this work, we are agnostic
of whether Figure E1 indicates that the low-mass IMF in the
solar neighborhood is slightly shallower than that assumed
in our fiducial model or points towards a systematic in some
other aspect of the model (such as the metallicity distribu-
tion function or stellar models). We note that changing the
assumed IMF has very little effect on our inferred mass ratio
distribution (Figure B1).
We also note that the color distributions predicted by
our model do not exactly match the observed distribution
for either choice of IMF. This could be due to reddening,
the adopted MDF (as the subset of stars with spectroscopic
metallicity measurements is not guaranteed to be an unbi-
ased sample), or imperfect stellar models.
E2 Chance alignments
To validate our model for the contrast sensitivity as a func-
tion of angular separation, we predict the distributions of
magnitude difference at fixed separation using our model
and compare to the chance alignment catalog described in
Section 2. This is accomplished as follows. We draw masses,
ages, distances, and metallicities for both “components” of a
chance alignment independently, and we draw angular sepa-
rations assuming P (θ) dθ ∝ 2piθ. Just as for true binaries, we
compute the selection function for each pair by multiplying
the two single-star selection functions and the angular con-
trast sensitivity term. The results are shown in Figure E2
σ0. The agreement with the real chance alignment catalog
is good.
APPENDIX F: RV VARIABILITY
Although Gaia DR2 does not contain multi-epoch radial ve-
locity measurements, the published radial velocity uncer-
tainties contain information that can be exploited to de-
tect a large fraction of RV-variable close binaries. The ra-
dial_velocity_error reported in the Gaia archive repre-
sents the uncertainty on the median of velocity measure-
ments from several transits (see Katz et al. 2019). It is cal-
10 This slope was found by fitting the IMF from the CMD, as
described in Appendix C of El-Badry et al. (2017).
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Figure E1. Validation of the single-star selection function and underlying Galactic model. Black histograms show distributions of
distance, apparent magnitude, absolute magnitude, and color for all stars (not just binaries) within 200 pc that pass the quality cuts of
the binary catalog. Black line show the distributions predicted by our model; i.e., assuming the same single-star selection function, IMF,
Galactic scale height, star formation history, and metallicity distribution that we use when fitting the binary population. The reasonably
good agreement with the observed distributions suggests that our empirical selection function and Galactic model are reasonable. Our
fiducial model slightly overpredicts the number of faint stars. This tension can be resolved if a shallower IMF is assumed (with a logarithmic
slope of -0.9 instead of -1.3 at M < 0.5M; gold). Overall, we regard the agreement between the fiducial model and observations as quite
satisfactory.
culated as
RV =
[
pi
2Nobs
σ2RV + σ
2
0
]1/2
, (F1)
where σ0 = 0.11 km s−1 is a constant term that represents
the minimum achievable RV uncertainty due to calibra-
tion issues, Nobs is the number of radial velocity transits
(rv_nb_transits in the Gaia archive), and σRV is the stan-
dard deviation of the RVs measured in individual transits.
The standard deviation of the measured transit RVs can
thus be reconstructed as
σRV =
[
2Nobs
(
2RV − σ20
)
/pi
]1/2
. (F2)
We expect σRV to be larger than usual if the variation in
the true radial velocity of a star between transits is large
compared to the observational RV precision. This suggests
that close binaries could be identified as stars with unusually
large σRV for their color and apparent magnitude.
To quantify this, we queried the Gaia archive for all
stars within 200 pc that pass the quality cuts imposed on
binary components and additionally have rv_nb_transits
> 2. Selecting main-sequence stars in bins of bp_rp color and
G-band magnitude, we calculated the median σRV in each
bin (Figure F1). As expected, the typical RV error increases
with increasing G magnitude and is larger for bluer stars,
which have weaker and broader absorption lines, at fixed
magnitude.
We designate sources that have σRV larger than 2.5
times the median for their color and apparent magnitude as
likely close binaries. The factor of 2.5 is a practical choice to
balance the number of false-positives and false-negatives. To
assess the false-negative rate for this designation, we cross-
matched Gaia DR2 with the catalog of RV-variable main-
sequence SB1s identified by El-Badry et al. (2018b) using
APOGEE spectra and calculated σRV for the subsample of
that catalog that passes our quality cuts. Among SB1s for
which El-Badry et al. (2018b) found the radial velocity to
vary by at least 5 km s−1 between visits, 62% are correctly
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Figure E2. Distributions of apparent magnitude difference for our observed sample of chance alignments within 400 pc (black) and a
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Figure F1. Median σRV (Equation F2) for main-sequence stars
within 200 pc that pass our quality cuts and rv_nb_transits
> 2. Since a majority of stars are not intrinsically RV-variable,
this represents the typical radial velocity precision for stars of
a given brightness and spectral type. Most stars that have σRV
substantially larger than the median for their color and magnitude
are close binaries.
identified as binaries based on the Gaia σRV. This fraction
climbs to 82% for sources whose APOGEE RVs varied by at
least 15 km s−1. On the other hand, the false-positive rate is
relatively low: only 2.6% of the stars classified by El-Badry
et al. (2018b) as likely to be single are classified as binaries
based on the Gaia σRV. This means that, although some
true binaries will be missed and there will be some false
positives, the Gaia σRV can be used to obtain an estimate
of the close binary fraction in a population (where “close”
means a . fewAU).
To assess whether the components of wide twins are
more likely to have an unresolved close companion than the
components of non-twins, we use the σRV distributions to
estimate the fraction of components of twin (∆G < 0.25)
and non-twin (0.25 ≤ ∆G < 1) wide binaries with an un-
resolved close companion. We only consider binaries with
100 < s/AU < 500, since at wider separations, the num-
ber of “excess” twins is subdominant relative to the under-
lying population (Figure 10). We consider all components
with masses in the range 0.5 < M/M < 1.2 that have Gaia
RVs with rv_nb_transits > 2 (i.e., we do not require both
resolved components to have measured RVs). Among 546
eligible components of wide twins, 29 have σRV consistent
with having unresolved close companion, implying a close
companion fraction per wide binary component of
fclose companion, twins = 0.053 ± 0.012. (F3)
Of the 780 eligible components of non-twins, 76 have σRV
consistent with having unresolved close companion. This im-
plies
fclose companion, non−twins = 0.097 ± 0.013. (F4)
That is, the fraction of wide binary components that have a
close unresolved companion is higher at the 2 sigma level for
non-twins than for twins. This would seem to speak against
a scenario in which the excess of wide twins is causally linked
to hierarchical triples. Indeed, given the non-zero false pos-
itive rate of the σRV-based close binary identification and
the fact that “excess” twins represent only about half of the
population with ∆G < 0.25, the data are consistent with the
excess twins having no close companions at all.
MNRAS 000, 1–37 (2019)
38 El-Badry et al.
APPENDIX G: FULL FITTING CONSTRAINTS
Constraints on fitting parameters for all bins of primary
mass and separation are listed in Table G1. Error bars are
2 sigma (middle 95.4%).
This paper has been typeset from a TEX/LATEX file prepared by
the author.
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Table G1. Marginalized 2 sigma constraints on fitting parameters for all bins of primary mass and separation. For 0.1 < M1/M < 0.4,
we fit a single power law, so γsmallq = γlargeq.
0.1 < M1/M < 0.4 0.4 < M1/M < 0.6 0.6 < M1/M < 0.8 0.8 < M1/M < 1.2 1.2 < M1/M < 2.5
Ftwin
50 < s/AU < 350 0.189±0.0420.049 0.112±0.0340.038 0.059±0.0190.021 0.101±0.0270.029 0.086±0.0580.075
350 < s/AU < 600 0.105±0.0360.035 0.062±0.0180.020 0.043±0.0160.019 0.054±0.0140.018 0.088±0.0370.047
600 < s/AU < 1, 000 0.049±0.0320.039 0.054±0.0170.020 0.032±0.0160.019 0.035±0.0150.016 0.015±0.0240.034
1, 000 < s/AU < 2, 500 0.023±0.0250.033 0.049±0.0180.022 0.024±0.0160.016 0.013±0.0100.011 0.002±0.0150.020
2, 500 < s/AU < 5, 000 −0.001±0.0480.039 0.047±0.0250.029 0.018±0.0200.019 0.023±0.0170.021 −0.003±0.0230.023
5, 000 < s/AU < 15, 000 0.005±0.0400.043 0.043±0.0300.031 0.014±0.0180.021 0.007±0.0150.015 0.003±0.0230.035
15, 000 < s/AU < 50, 000 0.024±0.0940.120 −0.009±0.0390.043 −0.012±0.0280.032 0.009±0.0240.032 0.001±0.0370.057
qtwin
50 < s/AU < 350 0.953±0.0100.006 0.959±0.0230.014 0.969±0.0190.005 0.962±0.0140.009 0.950±0.0180.029
350 < s/AU < 600 0.937±0.0060.011 0.959±0.0170.009 0.954±0.0210.016 0.967±0.0270.010 0.936±0.0060.018
600 < s/AU < 1, 000 0.954±0.0220.025 0.963±0.0250.012 0.939±0.0080.018 0.957±0.0230.028 0.954±0.0220.040
1, 000 < s/AU < 2, 500 0.975±0.0430.017 0.963±0.0290.017 0.941±0.0110.030 0.959±0.0250.030 0.957±0.0260.037
2, 500 < s/AU < 5, 000 0.955±0.0250.039 0.953±0.0220.019 0.950±0.0190.029 0.945±0.0140.039 0.958±0.0270.035
5, 000 < s/AU < 15, 000 0.959±0.0280.038 0.951±0.0200.030 0.965±0.0340.027 0.970±0.0380.027 0.960±0.0290.035
15, 000 < s/AU < 50, 000 0.961±0.0300.031 0.961±0.0290.033 0.961±0.0290.032 0.957±0.0260.038 0.957±0.0260.039
γlargeq
50 < s/AU < 350 0.52±0.450.45 0.17±0.400.39 −1.43±0.480.51 −1.22±0.660.67 −0.89±0.901.00
350 < s/AU < 600 −0.16±0.430.43 −0.01±0.290.27 −0.89±0.350.33 −1.83±0.420.38 −1.88±0.540.55
600 < s/AU < 1, 000 0.23±0.410.45 −0.44±0.280.27 −1.19±0.300.30 −1.43±0.300.30 −1.16±0.330.28
1, 000 < s/AU < 2, 500 0.39±0.410.39 −0.55±0.280.26 −0.90±0.260.25 −1.54±0.220.22 −1.55±0.210.19
2, 500 < s/AU < 5, 000 0.23±0.520.52 −0.43±0.400.38 −1.04±0.360.34 −1.52±0.320.33 −1.52±0.290.27
5, 000 < s/AU < 15, 000 0.22±0.510.59 −0.42±0.440.42 −0.86±0.370.35 −1.35±0.330.31 −1.31±0.280.25
15, 000 < s/AU < 50, 000 0.53±0.860.84 −0.43±0.670.67 −0.72±0.650.63 −1.39±0.550.58 −1.22±0.460.43
γsmallq
50 < s/AU < 350 0.33±0.600.56 0.20±0.510.58 0.13±0.640.69 0.13±0.981.00
350 < s/AU < 600 −0.37±0.440.47 0.24±0.410.47 0.40±0.410.43 −0.01±0.790.86
600 < s/AU < 1, 000 0.17±0.440.46 0.24±0.330.36 0.12±0.260.26 0.15±0.550.72
1, 000 < s/AU < 2, 500 0.53±0.440.44 0.06±0.250.27 0.12±0.170.16 0.56±0.420.47
2, 500 < s/AU < 5, 000 0.02±0.560.58 −0.15±0.330.34 −0.14±0.210.21 0.09±0.360.43
5, 000 < s/AU < 15, 000 0.13±0.590.69 0.12±0.390.40 −0.20±0.210.22 −0.18±0.400.40
15, 000 < s/AU < 50, 000 −0.02±0.840.88 −0.13±0.690.60 −0.24±0.420.41 −0.09±0.640.66
γs
50 < s/AU < 350 −1.36±0.220.21 −1.55±0.180.20 −1.22±0.320.38 −1.02±0.400.46 −0.84±0.770.93
350 < s/AU < 600 −1.10±0.430.42 −1.20±0.290.27 −0.89±0.390.38 −0.80±0.470.43 −1.28±1.001.00
600 < s/AU < 1, 000 −1.48±0.480.46 −1.16±0.310.29 −1.75±0.340.37 −1.13±0.360.36 −0.03±0.740.78
1, 000 < s/AU < 2, 500 −1.67±0.230.26 −1.56±0.140.14 −1.52±0.150.16 −1.47±0.130.13 −1.41±0.240.26
2, 500 < s/AU < 5, 000 −2.05±0.510.46 −1.71±0.300.30 −1.75±0.300.29 −1.67±0.230.26 −1.40±0.420.45
5, 000 < s/AU < 15, 000 −1.74±0.340.36 −1.74±0.210.21 −1.62±0.210.21 −1.84±0.160.17 −1.35±0.280.27
15, 000 < s/AU < 50, 000 −1.61±0.900.83 −1.68±0.470.49 −2.21±0.540.50 −2.00±0.370.40 −1.50±0.660.63
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