We consider power type nonlinear conjugation problem for analytic functions. Our main question is to make this problem well-posed, i.e. to nd such classes of functions in which this problem possesses a unique solution. These classes are those with prescribed collections of zeros in the domains and/or on their boundaries.
INTRODUCTION
Linear boundary value problems for analytic functions seems to be now classical subject of Analysis (for its advanced description see e.g. 1] -2]). The study of corresponding nonlinear problems was stimulated by applications in di erent questions of elasticity, elasto-plasticity, hydrodynamics, composite materials etc. (we refer the reader in to surveys 3], 4], 5], to books 6], 7], and to the extensive bibliography therein). Among the approaches presented in this area are those of constructive nature (see e.g. 3], 4], 7]), in which are generalized the analytic methods applied for the linear case. It was appeared that such generalizations are not always applicable even to most simple nonlinear problems. Some new features occur which need a new technique. Therefore the theory of nonlinear boundary value problems is far from completeness.
One of the important questions at the study of nonlinear boundary value problems is to nd proper classes for solutions. It was shown (see e.g. 4] , 8]) that the solvability of these problems highly depends on the distribution of zeros of the solutions.
Here we study this dependence in the case of power type nonlinear conjugation problem (the corresponding linear problem is known also as Riemann problem, or Hilbert problem). It was investigated by many authors (see e.g. 9], 10], 11], 7]), but our approach slightly di ers from those used in the above cited papers.
We describe zero distribution in the domains and/or on their boundaries in the cases when the explicit solution can be constructed. On this base we discover the functional classes in which the problem under discussion is well-posed.
NONLINEAR CONJUGATION PROBLEM.
We consider here the following problem: let L be a closed simple smooth curve divided the complex plane C Denoting by := wind L G the Cauchy index of the coe cient of (2.1), one gets three essentially di erent situations.
1 0 : Let k; l 2 N 0 := f0; 1; : : :g be such that
Then for any pair of such (k; l) the index of the linear problem (2.5) is equal to zero, hence (cf. e.g. 1, p.93]) this problem has the following analytic solution:
where S is the Cauchy type operator for z 2 D respectively, C 0 is an arbitrary complex constant, Then the coe cient of the problem (2.5) can be rewritten in the form
where windG 0 = 0. Therefore one needs to solve the following auxiliary factorization problem:
in the class e A 0;0 . It is clear that by assumption there is no solution of (2.11) in A 0;0 . a) 0 2 N.
It can be noted that we should suppose either + having zeros on L, or ? having them. Both are vanishing only at the points at which g(t) = 0.
Let us choose some points (for the sake of determines, di erent ones) t 1 ; : : : ; t 0 2 L, at which + (t j ) ? (t j ) = 0; j = 1; : : : ; 0 :
Then we have the following partial solution of (2.11): By using (2.12) one can rewrite the boundary condition (2.5) as follows
X + (t) expfS + (log G0)(t)g : (2.13) It is clear that the right-hand side of (2.13) is not in general integrable. To overcome this di culty we interpolate g 2 (t) := g 1 (t) expf?S + (log G 0 )(t)g by using of Lagrange polynomials:
where d g(t) := g 2 (t)? and the constants C j are chosen in the following way: It should be noted that the branch of powers of the function X + (of X ? respectively) is an arbitrary taken in the complex plane with cuts connecting t j and 1 (connecting t j and 0 resp.) and having no other common points with L besides of t j . The branches of the others functions are chosen as before.
It is not hard to see that the factorization problem (2.11) has no solution in e A 0;0 . But if one try to use \meromorphic on the boundary" solution of then it leads to very strong condition that the singular integral of the righthand side of (2.13) should have zero of at least rst order at all t j th. To avoid this we modify our scheme. Let us choose a rational number r such that 0 < r minf G ; g ; 1 ? g; r n = ? 0 ; where 2 (0; 1) is any \su ciently small" number, n is a positive integer; G ; g 2 (0; 1] are H older exponents of the functions G and g respectively. Having chosen points t 1 ; : : : ; t n 2 L we determine a solution of the factorization problem (2.11) in the form: The branches of (z ? t j ) ?r , and of (1 ? tj z ) ?r can be chosen in C n (t j ; 1), in C n (0; t j ) respectively in such a way that (t ? t j ) ?r = t ?r (1 ? respectively) has zeros of at least an order = minf G ; g g at t j ;
2) any point t 0 ; t 1 ; : : : ; t n is a zero for both functions + ; ? if the initial function g vanishes at this point. ii) The second approach deals with idea of 2b), namely, we x a number r 2 (0; 1) such that r minf G ; g ; 1 ? g, r n = 0 for certain n 2 N.
Having chosen n points t j ; j = 1; : : : ; n; on L we introduce the solution of (2.11) X by the formulas: Remark 2.4. The di erence between two approaches is in the following: the rst construction prescribe either to + , or to ? to be vanishing at the point t j (and even minimal order of zeros at these points), but the second one guarantees only that the solution cannot be vanishing at no other point despite (possibly) t j .
It leads to two di erent meaning of the solution to the problem (2.1) in e A k;l . One can search or for solution which ought to have boundary zeros of prescribed minimal order, or for solution which possibly have zeros at certain points on the boundary. b) 0 2 R ? nZ, i.e. 0 is a negative noninteger number. It should be noted as in the case 2b), that taking solution of factorization problem in the form (2.18) one get very strong solvability condition on the initial data. It means that in principle it is di cult to get the solution of (2.1) of the rst type described in the previous Remark.
Therefore ii) the problem (2.1) has a solution (2.10) of the rst type, i.e. with in (2.14), and with C 0 chosen in accordance with (2.17) 
