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Abstract
Whether the total angular momentum of the photon can be separated into spin and orbital parts
has been a long-standing problem due to the constraint of transversality condition on its vector
wavefunction. A careful analysis shows that the situation arises from a misuse of the constraint
in quantum mechanics. To use the constraint properly, we convert the vector representation into
a two-component representation in which the wavefunction is not constrained by any conditions.
Upon doing so, we not only separate the spin conceptually from the orbital angular momentum
but also identify the Berry gauge in which the two-component wavefunction can be canonically
quantized. A corollary is that only in one particular Berry gauge can a radiation field be canonically
quantized in terms of the plane waves. The degree of freedom to fix the Berry gauge, which reflects
a symmetry of the constraint, turns out to have observable quantum effects.
a Email address: cfli@shu.edu.cn
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I. INTRODUCTION
Even though the photon is a well-known boson of spin 1, it is still unclear how to separate
its spin from its orbital angular momentum (OAM) in quantum mechanics [1–9]. As is
known, the nonlocality of the photon in position space [10–13] makes it impossible to define
a commutative position operator [3, 14–18] and to introduce a position-space wavefunction
[1, 19, 20] for the photon in the usual sense [21]. One can have only the momentum-space
(k-space) wavefunction [1, 3, 19], a vector function f(k, t) with k the wavevector. It satisfies
the following Schro¨dinger equation,
i
∂f
∂t
= ωf , (1)
where the angular frequency ω = ck plays the role of Hamiltonian and k = |k|. Here there
is one peculiar feature that does not usually occur in quantum mechanics. This is that the
vector wavefunction is constrained by the transversality condition
f †w = 0, (2)
where w = k/k is the unit wavevector, the superscript † stands for the conjugate transpose,
and vectors of three components, such as f and k, are treated as column matrices so that
their scalar products are expressed as matrix multiplications. In other words, the vector
representation is a constrained one. In this representation, the operator for the spin is given
by [1, 3]
Sˆ = ~Σˆ, (3)
where (Σˆk)ij = −iǫijk with ǫijk the Levi-Civita´ pseudotensor. And the operator for the OAM
about the coordinate origin of the laboratory reference system is given by
Lˆ = −Pˆ× Xˆ, (4)
where
Pˆ = ~k, (5a)
Xˆ = i∇k, (5b)
represent the momentum and position, respectively, and ∇k is the gradient operator with
respect to k. The problem is that such an explicit separation between the spin and OAM
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has not yet been accepted as physically meaningful [1–8], due mainly to a faulty assumption
on the role of the operators Sˆ and Lˆ in the constrained representation. A representative
argument [3–5] is as follows.
The spin operator Sˆ rotates the vector wavefunction f without rotating its vari-
able k; the OAM operator Lˆ rotates k without rotating f . But neither operation
can preserve the transversality condition (2). So the separation of the spin from
the OAM has no physical meaning.
Obviously, the key point in that argument is the assumption that the operators Sˆ and Lˆ
generate rotations in ordinary space. However, such an assumption means [4, 5, 22] that they
are both canonical variables, satisfying the canonical commutation relation of the angular
momentum [21],
[Sˆi, Sˆj] = i~ǫijkSˆk, (6a)
[Lˆi, Lˆj ] = i~ǫijkLˆk. (6b)
This observation indicates that the constraint of transversality condition (2) on the vector
wavefunction does not necessarily rule out the separation of the spin from the OAM. Instead,
it may rule out that the operators Sˆ and Lˆ satisfy the canonical commutation relation.
Indeed, if the OAM satisfies the canonical commutation relation (6b), it is required [21]
that the momentum and position are canonically conjugate to each other [3], satisfying the
following canonical commutation relations,
[Pˆi, Pˆj] = 0, [Xˆi, Xˆj] = 0, [Xˆi, Pˆj] = i~δij .
This is in direct contradiction with the nonlocality of the photon in position space, because
the second equation means a commutative position operator Xˆ. The purpose of this paper
is to explore the role of the constraint (2) in quantum mechanics by investigating its effects
on the properties of the spin and OAM.
If the constraint (2) were absent, the operators Sˆ and Lˆ would satisfy the commutation
relations (6a) and (6b), respectively. To investigate how the constraint (2) imposes its
effects on the spin and OAM, we convert the vector representation into a two-component
representation in which the wavefunction is free of any conditions. By this it is meant that
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we introduce from the constraint (2) a quasi unitary matrix ̟ the conjugate transpose of
which maps the vector wavefunction onto a two-component wavefunction,
f˜ = ̟†f . (7)
In so doing we identify a degree of freedom that fixes the quasi unitary matrix and therefore
the two-component representation. It appears as a Berry-gauge degree of freedom in the
sense that it fixes a Berry-gauge potential [23]. More importantly, the two-component
wavefunction in a particular Berry gauge can be canonically quantized. The canonical
variables, either extrinsic or intrinsic, measure the properties of the photon in its “own
reference system”, in the language of Bertrand [24]. Because the Berry-gauge potential
determines the “own reference system”, the Berry-gauge degree of freedom is physically
observable. Let us explain the detail below.
II. FROM CONSTRAINT TO TWO-COMPONENT REPRESENTATION
As is well known [1, 3], the Schro¨dinger equation (1) together with the constraint (2)
is equivalent to the free-space Maxwell’s equations. The k-space vector wavefunction
uniquely determines the position-space electric and magnetic vectors that solve the free-
space Maxwell’s equations via
E(X, t) =
1
(2π)3/2
∫ (
~ω
2ε0
)1/2
f exp(ik ·X)d3k + c.c., (8a)
H(X, t) =
1
(2π)3/2
∫ (
~ω
2µ0
)
1/2
w× f exp(ik ·X)d3k + c.c., (8b)
respectively. To explore its role in quantum mechanics, we will make use of the constraint
(2) to introduce a representation in which the wavefunction is free of any constraints.
A. From constraint to two-component wavefunction
It is well known that the constraint (2) allows to expand the vector wavefunction in terms
of a pair of orthogonal base vectors with respect to the wavevector. Let be u and v the two
mutually perpendicular unit vectors that form with w a right-handed Cartesian triad uvw
[25, 26], satisfying
u× v = w, v ×w = u, w× u = v. (9)
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Choosing u and v as the basis as usual, we expand the vector wavefunction as
f = ufu + vfv,
where fu = u
†f and fv = v
†f . Putting the two coefficients together to introduce a two-
component entity [27, 28] f˜ =
(
fu
fv
)
, we may rewrite it as
f = ̟f˜, (10)
where ̟ is a 3-by-2 matrix,
̟ = ( u v ). (11)
Of course, we may choose any other two orthogonal unit vectors as the basis. To keep
consistent with previous expressions [27, 28], we adopt here the real-valued basis.
The matrix ̟ in Eq. (10) performs a quasi unitary transformation in the following sense.
On one hand, Eq. (10) says that ̟ acts on a two-component entity f˜ to give a vector
wavefunction f that satisfies the constraint (2). It is easy to show that
̟†̟ = I2, (12)
where I2 is the 2-by-2 unit matrix. On the other hand, multiplying both sides of Eq. (10)
by ̟† from the left and using Eq. (12), we get
f˜ = ̟†f .
This is Eq. (7). It says that ̟† acts on a vector wavefunction to give a two-component
entity. A straightforward calculation yields ̟̟† = I3 − ww†, where I3 is the 3-by-3 unit
matrix. But when the constraint (2) is taken into account, we have
(̟̟†)f = f .
Keeping in mind that ̟† always acts on the vector wavefunction f , we may rewrite it simply
as
̟̟† = I3. (13)
Eqs. (12) and (13) express the quasi unitarity [29] of the transformation matrix ̟. ̟† is
the Moore-Penrose pseudo inverse of ̟, and vice versa.
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From Eq. (13) it follows that
f˜ †f˜ = f †f ,
which means that the two-component entity shows up as another kind of k-space wavefunc-
tion. The advantage of the two-component wavefunction over the vector wavefunction is
that it is no longer subject to any constraints. Multiplying both sides of Eq. (1) by ̟†
from the left and making use of Eqs. (7) and (13), we arrive at the following Schro¨dinger
equation for the two-component wavefunction,
i
∂f˜
∂t
= ωf˜,
where the Hamiltonian is invariant under the quasi unitary transformation, ̟†ω̟ = ω.
B. The degree of freedom to fix the two-component wavefunction
It is noticed that Eqs. (9) cannot completely fix the quasi unitary matrix (11), because
they are not able to unambiguously fix the momentum-associated triad uvw up to a rotation
about the wavevector [26]. To determine the two-component wavefunction for a given vector
wavefunction, one has to figure out the way to fix the triad uvw. Traditionally, this is done
by introducing a constant real-valued unit vector, denoted here by I, to define [25, 30, 31]
u(I) = v(I)× k
k
, v(I) =
I× k
|I× k| . (14)
Surprisingly, the unit vector I introduced this way turns out to be a degree of freedom [32–
38] to fix the triad uvw, because the unit vectors u and v defined in Eqs. (14) satisfy Eqs.
(9) regardless of what the unit vector I is. The quasi unitary matrix (11) that follows from
Eqs. (14) is thus a function of this degree of freedom,
̟ = ̟(I).
Once the degree of freedom I is specified, the quasi unitary transformation (7) expresses a
one-to-one correspondence between the two-component wavefunction and the vector wave-
function. As a result, the two-component wavefunction following from Eq. (7) constitutes
a quantum-mechanical representation that is different from the vector representation. Let
us see how the wavefunction in the two-component representation depends on the degree of
freedom I for a given vector wavefunction f .
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Suppose that the unit vector I is changed into a different one, I′ say, so that the two-
component wavefunction for the same vector wavefunction is given by
f˜ ′ = ̟′†f , (15)
where ̟′ = ( u′ v′ ) and
u′ = u(I′) = v′ × k
k
, v′ = v(I′) =
I′ × k
|I′ × k| .
As remarked above, the transverse axes u′ and v′ of the new triad u′v′w are related to
the transverse axes u and v of the old one by a rotation about k. Letting be φ(k) the
k-dependent rotation angle, such a rotation can be expressed compactly by
̟′ = exp[−i(Σˆ ·w)φ]̟, (16)
which can be rewritten as [39]
̟′ = ̟ exp (−iσˆ3φ) (17)
in terms of the Pauli matrix
σˆ3 =
(
0 −i
i 0
)
.
It is noted that the rotation angle φ in association with the change of the degree of freedom I
is independent of the vector wavefunction. Substituting Eq. (17) into Eq. (15) and making
use of Eq. (7), we find
f˜ ′ = exp (iσˆ3φ) f˜ , (18)
showing that a given vector wavefunction can be expressed in terms of different two-
component wavefunction in different two-component representation.
Eq. (18) is the transformation of the two-component wavefunction under the change
of the degree of freedom I. When Eqs. (8) are taken into account, this transformation is
similar to the gauge transformation of the electromagnetic potentials in classical theory in
the sense that it does not change the electric and magnetic vectors of the radiation field,
̟′f˜ ′ = ̟f˜ = f .
But it must be pointed out that the degree of freedom I is not the classical gauge degree of
freedom at all. After all, the two-component wavefunction is not equivalent to the electro-
magnetic potentials. As a matter of fact, it is the vector wavefunction that is equivalent to
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the vector potential in the Coulomb gauge [3], because it has a one-to-one correspondence
with that vector potential via
A(X, t) =
1
(2π)3/2i
∫ (
~
2ε0ω
)1/2
f exp(ik ·X)d3k + c.c.
In view of this, we can say that the constraint (2) on the vector wavefunction is equivalent
to the condition of Coulomb gauge, ∇X · A = 0, where ∇X is the gradient operator with
respect to X.
In a word, the constraint (2) makes the vector representation convertible into a two-
component representation that is fixed by the degree of freedom I. Now that the two-
component wavefunction is free of any constraints, it is expected that the quantization of
the radiation field in the two-component representation is a canonical one. In the remainder
of this paper we will explore the intrinsic and extrinsic canonical variables and their relations
with the degree of freedom I.
III. THE SPIN IS COMMUTATIVE
Let us first examine the spin. Its operator (3) in the vector representation is transformed
into
sˆ = ̟†Sˆ̟ = ~̟†Σˆ̟
in the two-component representation. Upon decomposing the vector operator Σˆ in the
Cartesian triad uvw as
Σˆ = (Σˆ · u)u+ (Σˆ · v)v + (Σˆ ·w)w
and taking Eqs. (9) into account, we get
sˆ = ~σˆ3w, (19)
where
σˆ3 = ̟
†(Σˆ ·w)̟
is the Pauli matrix that we encountered in Eq. (17). This shows that the spin of the photon
lies entirely on its propagation direction. The Pauli matrix σˆ3 represents essentially the
magnitude of the spin, known as the helicity.
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From Eq. (19) it immediately follows that the Cartesian components of the spin commute,
[sˆi, sˆj] = 0. (20)
This is what van Enk and Nienhuis [4, 5] found in a second-quantization framework. It is
noted that the spin operator (19) in the two-component representation is independent of the
degree of freedom I.
IV. POSITION OPERATOR AND BERRY-GAUGE DEGREE OF FREEDOM
In order to examine the OAM, we need consider the momentum and position separately.
It is seen from Eqs. (5) that their operators in the two-component representation are given
by
pˆ = ̟†Pˆ̟ = ~k, (21a)
xˆ = ̟†Xˆ̟ = ξˆ + bˆ, (21b)
respectively, where
ξˆ = i∇k, (22a)
bˆ = i̟†(∇k̟). (22b)
Because the momentum operator (21a) is commutative,
[pˆi, pˆj] = 0, (23)
we are concerned mainly with the position operator (21b).
A. Canonical position and “own reference system”
The position operator (21b) consists of two parts. The first part (22a) is a gradient
operator with respect to k. Because no constraints such as Eq. (2) exist for the two-
component wavefunction, its Cartesian components commute,
[ξˆi, ξˆj] = 0. (24)
Furthermore, it has the following commutation relation with the momentum operator,
[ξˆi, pˆj] = i~δij . (25)
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The second part (22b) is solely determined by the matrix ̟. Straightforward calculations
give
bˆ = σˆ3AB, (26)
which is surprisingly proportional to the helicity, where
AB =
I · k
k|I× k|v. (27)
Being commutative with the Hamiltonian, it represents a constant of motion. Moreover, its
Cartesian components commute,
[bˆi, bˆj ] = 0. (28)
With the help of Eqs. (24) and (28), it is not difficult to find
xˆ× xˆ = iσˆ3∇k ×AB = iσˆ3HB,
where
HB = ∇k ×AB = −w
k2
, w 6= ±I. (29)
The Cartesian components of the position do not commute. That is to say, the position of
the photon is not canonically conjugate to the momentum.
Nevertheless, Eqs. (23)-(25) show that the first part represents such a position ξ that is
canonically conjugate to the momentum, referred to as the canonical position. It is of course
different from the position of the photon in the laboratory reference system. According to
Bertrand [24], it measures the position of the photon in its “own reference system”. Corre-
spondingly, the second part denotes the own reference system for it represents the position
vector from the coordinate origin of the laboratory reference system to the coordinate origin
of the own reference system. That the second part (22b) is solely determined by ̟ indicates
that the own reference system is nothing but the I-dependent triad uvw. Let us explain
this below.
B. The two-component wavefunction is defined over the own reference system
The gradient form (22a) of the operator ξˆ in the two-component representation demon-
strates [21] that the corresponding two-component wavefunction can always be viewed as
the Fourier component of a function of the canonical position,
F˜ (ξ, t) =
1
(2π)3/2
∫
f˜(k, t) exp(ik · ξ)d3k, (30)
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regardless of what the own reference system is. Such a conjugate relation can only be
reasonably interpreted by the statement that the two-component wavefunction is defined
over the own reference system. This is to be distinguished from the vector wavefunction.
As is known [1], the gradient form (5b) of the operator Xˆ in the vector representation
demonstrates that the vector wavefunction can be viewed as the Fourier component of a
function of X, the position of the photon in the laboratory reference system,
F(X, t) =
1
(2π)3/2
∫
f(k, t) exp(ik ·X)d3k. (31)
This conjugate relation tells that the vector wavefunction is defined over the laboratory
reference system. In other words, the momentum in the two-component wavefunction should
be distinguished quantum-mechanically from the momentum in the vector wavefunction,
though they are quantitatively the same. The former, conjugate canonically to the canonical
position, is a canonical variable, referred to as the canonical momentum. It measures the
momentum of the photon relative to the own reference system. Whereas the latter, conjugate
non-canonically to the position in the laboratory reference system, is not canonical. It
measures the momentum of the photon relative to the laboratory reference system.
In fact, as can be seen from Eq. (7), the components of f˜ in a particular two-component
representation are the projections of f onto the base vectors u and v. From the fact that
these vectors themselves denote the transverse axes of the triad uvw, it can be deduced
that f˜ is defined over uvw. That is to say, the own reference system is this I-dependent
triad. Substituting Eq. (10) into Eq. (31) and making use of Eq. (30), we get
F(X, t) =
∫
Π(X− ξ)F˜ (ξ, t)d3ξ, (32)
where
Π(X− ξ) = 1
(2π)3
∫
̟ exp[ik · (X− ξ)]d3k.
According to Eq. (24), the two-component function F˜ (ξ, t) can be interpreted as the prob-
ability amplitude of the position in the own reference system. Nevertheless, because the
relation (32) between F and F˜ is not a local one, the vector function F(X, t) cannot be
interpreted as the probability amplitude of the position in the laboratory reference system.
We will see that the vector quantity (27) to determine the own reference system (26) is a
Berry-gauge potential and the unit vector I is the degree of freedom to fix the Berry gauge.
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C. Unit vector I is a Berry-gauge degree of freedom
Substituting Eq. (26) into Eq. (21b), we have
xˆ = ξˆ + σˆ3AB.
According to Barut and Bracken [40], if xˆ, the position of the photon in the laboratory
reference system, is regarded as the analog of the kinetic momentum of a charged particle
in an external magnetic field and the canonical position ξˆ is regarded as the analog of the
canonical momentum, then σˆ3, the helicity of the photon, can be regarded as the analog of
the electric charge of the particle and the vector quantity AB can be regarded as the analog
of the vector potential of the magnetic field. That is, AB appears as the gauge potential of
the “external” gauge field (29) on the helicity.
In a two-component representation that is indicated by a different unit vector, I′, the
operator for the position in the laboratory reference system is given by
xˆ′ = ̟′†Xˆ̟′ = ξˆ + bˆ′,
where ̟′ is given by Eq. (17),
bˆ′ = σˆ3A
′
B, (33)
and
A′B =
I′ · k
k|I′ × k|v
′.
Besides, from Eq. (22b) it follows that bˆ′ = i̟′†(∇k̟′). With the help of Eqs. (17) and
(12), we get
bˆ′ = bˆ+ σˆ3∇kφ.
An inspection of Eqs. (33) and (26) finds
A′B = AB +∇kφ, (34)
showing that the vector potential undergoes a “gauge transformation” under the change of
the unit vector I, with φ the corresponding gauge function. It is thus concluded that I is
the degree of freedom to fix the gauge potential.
However, the “gauge transformation” (34) is different from that of the vector potential
of the magnetic field on a charged particle. This is because the gauge potential (27) has
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a one-to-one correspondence with the “external” field (29), a Berry-gauge field [23] that
corresponds to a “magnetic monopole” [41] of unit strength in k-space [42, 43]. The gauge
degree of freedom I, called the Berry-gauge degree of freedom, denotes the “location” of
the monopole’s singular line. The “gauge transformation” (34), called the Berry-gauge
transformation, plays the role of changing the location of the singular line so that∇k×∇kφ 6=
0 when w = ±I or w = ±I′. Different Berry gauge indicated by different value of I
means different “external” field. The two-component representation is thus a Berry-gauge
representation.
In analogy with the gauge transformation of the first kind on the wavefunction of a
charged particle in a magnetic field [21, 40], the above mentioned Eq. (18) is the Berry-
gauge transformation of the first kind on the two-component wavefunction that corresponds
to the potential transformation (34). Specifically, analogous to the gauge invariance of the
kinetic momentum of the charged particle, the position of the photon in the laboratory
reference system is invariant under the Berry-gauge transformation,
f˜ ′†xˆ′f˜ ′ = f˜ †xˆf˜ .
Of course, the canonical momentum is invariant under the Berry-gauge transformation.
V. THE OAM DOES NOT GENERATE SPATIAL ROTATIONS
Now we are in a position to examine the OAM. The same as the position operator (21b),
the operator in the two-component representation for the OAM about the coordinate origin
of the laboratory reference system also splits into two parts,
lˆ = ̟†Lˆ̟ = −pˆ× xˆ = λˆ+ mˆ. (35)
The first part
λˆ = −pˆ× ξˆ
represents the OAM of the photon about the coordinate origin of the own reference sys-
tem. Thanks to the canonical commutation relations (23)-(25), it satisfies the canonical
commutation relation of the angular momentum,
[λˆi, λˆj] = i~ǫijkλˆk. (36)
13
For clarity, we will refer to it as the canonical OAM. Clearly, it is a constant of motion,
[λˆ, ω] = 0. (37)
The second part
mˆ ≡ bˆ× pˆ = ~σˆ3 I · k|I× k|u (38)
represents the OAM of the photon concentrated at the coordinate origin of the own reference
system. It depends on the helicity. Different from λˆ, its Cartesian components commute,
[mˆi, mˆj ] = 0. (39)
But like λˆ, it is a constant of motion,
[mˆ, ω] = 0. (40)
According to Eqs. (37) and (40), the total OAM is a constant of motion, too. It is noted
that the expression (35) for the total OAM has its counterpart in classical mechanics [44]:
the angular momentum of a system about a reference point is the angular momentum of the
system concentrated at the barycenter plus the angular momentum of the system about the
barycenter. What is interesting here is that the total OAM is dependent on the Berry-gauge
degree of freedom when expressed in terms of the canonical OAM.
The first part of the OAM does not commute with the spin,
[λˆi, sˆj] = i~ǫijksˆk,
though the second part does. As a result, the total OAM does not commute with the spin,
[lˆi, sˆj] = i~ǫijksˆk. (41)
With the help of Eqs. (36) and (39), it is not difficult to find
[lˆi, lˆj] = i~ǫijk(lˆk − sˆk). (42)
This is the commutation relation of the OAM that was found by van Enk and Nienhuis in
a second-quantization framework [4, 5]. It clearly shows that the OAM is not the generator
of spatial rotations as is usually assumed [3, 22].
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From Eqs. (19), (35), and (38) it follows that the operator for the total angular momen-
tum in the two-component representation reads
jˆ = sˆ+ lˆ = λˆ+ ~σˆ3
I× v
I · u .
It has a very interesting property that the component of jˆ along I is equal to the component
of λˆ along the same direction: jˆ · I = λˆ · I. Note that the first part on the righthand side
is not the orbital part of the total angular momentum though it is helicity-independent.
Likewise, the second part is not the spin part though it is helicity-dependent. This explains
why the total angular momentum of a non-paraxial beam cannot be separated into helicity-
independent OAM and helicity-dependent spin [6]. With the help of Eqs. (20), (41), and
(42), it is easy to find
[jˆi, jˆj ] = i~ǫijk jˆk,
as is expected.
VI. CANONICAL QUANTIZATION IN A BERRY GAUGE
We have seen that the position and momentum of the photon in the own reference system
are canonically conjugate to each other. Accordingly, the OAM of the photon about the
coordinate origin of the own reference system is also canonical. But unfortunately, the
canonical OAM does not commute with the spin. This is a phenomenon that sheds new
light on the intrinsic canonical variable of the photon.
A. The intrinsic canonical variable in a Berry gauge
1. Polarization is relative to the own reference system
To explore the intrinsic canonical variable, we consider the Poincare´ vector that is defined,
according to Merzbacher [45], as follows,
ς =
f˜ †σˆf˜
f˜ †f˜
= ς1u+ ς2v + ς3w,
where
σˆ = σˆ1u+ σˆ2v + σˆ3w, (43)
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and σˆi’s are the Pauli matrices,
σˆ1 =
(
1 0
0 −1
)
, σˆ2 =
(
0 1
1 0
)
, σˆ3 =
(
0 −i
i 0
)
. (44)
The role of the Poincare´ vector is to characterize the polarization of the photon. In the case
of a plane-wave state, its Cartesian components ςi are the well-known Stokes parameters.
So the Pauli vector (43) is the polarization operator in the two-component representation
[2].
But it is important to note that the polarization represented by the Pauli vector (43) is
relative to the own reference system, the momentum-associated triad uvw, in the sense that
the Pauli matrices represent the components of the polarization along the Cartesian axes
of uvw. This is in consistency with the observation that the two-component wavefunction
is defined over uvw. Because the Pauli matrices commute with the extrinsic canonical
variables such as the canonical position and canonical momentum, it seems that only such a
polarization can be regarded as the intrinsic degree of freedom. More importantly, the Pauli
matrices satisfy the canonical commutation relation of the angular momentum,
[σˆi, σˆj ] = 2iǫijkσˆk, (45)
except for a factor two. In other words, so identified intrinsic degree of freedom is a canonical
variable.
2. Physical meaning of the polarization
We have seen that due to the constraint (2), the vector wavefunction can be expressed
in terms of a two-component wavefunction in one particular Berry gauge. Because the
vector wavefunction uniquely determines the electric and magnetic vectors via Eqs. (8), the
polarization in a Berry gauge is the canonical variable to describe the vectorial nature of the
photon. It should be pointed out that the same as the canonical position, the polarization
is also Berry-gauge dependent.
In a different Berry gauge I′, the Poincare´ vector for the same vector wavefunction is
given by
ς ′ =
f˜ ′†σˆ′f˜ ′
f˜ ′†f˜ ′
= ς ′
1
u′ + ς ′
2
v′ + ς ′
3
w,
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where σˆ′ = σˆ1u
′ + σˆ2v
′ + σˆ3w, and f˜
′ is given by Eq. (18). Straightforward calculations
yield
ς ′
1
= ς1 cos 2φ+ ς2 sin 2φ,
ς ′
2
= −ς1 sin 2φ+ ς2 cos 2φ,
ς ′
3
= ς3.
Because we have according to Eq. (17),
u′ = u cosφ+ v sin φ, v′ = −u sin φ+ v cosφ,
it is not difficult to find
ς ′ = ς1(u cosφ− v sin φ) + ς2(u sin φ+ v cosφ) + ς3w,
which can be rewritten as
ς ′ = exp[i(Σˆ ·w)φ]ς.
Apparently, it is different from ς.
3. Comparison with the spin
A comparison of Eq. (19) with Eq. (43) reveals an astonishing result that the spin is
not the polarization! It is only one part of the polarization, the longitudinal part. So the
helicity, the magnitude of the spin, is the longitudinal component of the polarization. This
explains why the spin cannot “give a complete description of the state of polarization” [46].
It is mentioned that because the polarization is Berry-gauge dependent, only in a particular
Berry gauge can the helicity be considered as the longitudinal component of the polarization.
B. Complete sets of canonical eigenfunctions in a Berry gauge
It now becomes clear that the two-component representation in a particular Berry gauge
is a canonical one. There exist not only the extrinsic canonical variables such as the canonical
position and canonical momentum but also the intrinsic canonical variable, the polarization.
So the wavefunction in the two-component representation can be canonically quantized in
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the usual way. That is, there exists in any two-component representation a complete set of
canonical eigenfunctions.
It is well known that the canonical commutation relations (23)-(25) determine a complete
set of three extrinsic quantum numbers that corresponds to a maximal set of three compat-
ible extrinsic canonical variables. Moreover, the commutation relation (45) tells that the
eigenvalue of any of the Pauli matrices (44) can be chosen as the intrinsic quantum num-
ber. Choosing as usual the eigenvalue of the helicity as the intrinsic quantum number and
denoting collectively by q the set of extrinsic quantum numbers, we are given the following
complete orthonormal set of canonical eigenfunctions,
f˜σq = α˜σfq(k) exp(−iωt), (46)
where
α˜σ =
1√
2
(
1
iσ
)
is the eigenvector of the helicity operator σˆ3 with eigenvalue σ = ±1, satisfying
σˆ3α˜σ = σα˜σ. (47)
Here fq denotes the simultaneous normalized eigenfunction of the compatible extrinsic canon-
ical variables, satisfying ∫
f ∗q′fqd
3k = δq′q,
where the Kronecker δq′q should be replaced with the Dirac δ-function for continuous extrinsic
quantum numbers.
Nevertheless, it must be noted that the two-component eigenfunction (46), that is, the
canonical quantum numbers σ and q, does not yet determine an eigen state of the photon
before the Berry-gauge degree of freedom is specified. Here the Berry-gauge degree of free-
dom that fixes the matrix ̟ determines, together with the quantum numbers σ and q, the
vector wavefunction of the eigen state as follows,
fσq = ̟f˜σq,
which further determines the electric and magnetic vectors via Eqs. (8). At the same time,
it determines through the Berry-gauge potential the own reference system of the eigen state
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in the sense that the expectation value of the coordinate origin of the own reference system
is given by
〈bˆ〉σq = σ
∫
AB|fq|2d3k∫ |fq|2d3k .
It is pointed out that the Berry-gauge degree of freedom that van Enk and Nienhuis [5]
chose implicitly in their second-quantization framework is the unit vector eZ along the Z
axis [36, 37].
Consider an important case in which the compatible extrinsic canonical variables are
chosen to be the Cartesian components of the canonical momentum. Denoting by ~k0 the
eigen momentum, we have for the canonical eigenfunction,
f˜σk0 = α˜σδ
3(k− k0) exp(−iω0t), (48)
where ω0 = c|k0|. It is interesting to note that this is the eigenfunction of the operator bˆ in
Eq. (26) with eigenvalue
bσk0 =
σ
k0
I · k0
|I× k0|v0, (49)
regardless of what the Berry gauge is, where v0 =
I×k0
|I×k0|
. Substituting Eq. (48) into Eq.
(30) gives
F˜σk0(ξ, t) =
α˜σ
(2π)3/2
exp [i(k0 · ξ − ω0t)].
It is nothing but a plane wave over the own reference system.
VII. BERRY-GAUGE DEGREE OF FREEDOM IS PHYSICALLY OBSERVABLE
Because the canonical variables, either extrinsic or intrinsic, describe only the physical
properties of the photon in its own reference system, the Berry-gauge degree of freedom
that determines the own reference system through the Berry-gauge potential (27) has ob-
servable physical effects. To explain this, it is only necessary to prove that there exists a
physical manipulation that changes the Berry-gauge degree of freedom of a photon state
without changing its canonical quantum numbers, or equivalently, without changing its two-
component wavefunction.
To this end, we notice that both the Schro¨dinger equation (1) and the constraint (2) are
invariant under the rotation of the vector wavefunction about the wavevector,
f ′ = exp[−i(Σˆ ·w)φ]f . (50)
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Substituting Eq. (10) into Eq. (50) and making use of Eq. (16), we have
f ′ = ̟′f˜ . (51)
It is a state that shares the same two-component wavefunction with the state (10) but has a
different Berry-gauge degree of freedom. This demonstrates that Eq. (50) describes exactly
the physical manipulation mentioned above. Let us show that such a change of the Berry-
gauge degree of freedom is responsible for the so-called spin Hall effect of light [47] in a
refraction process [48].
A. Explanation of the spin Hall effect
It was previously shown [34] that in the first-order approximation, the refraction of a light
beam at the interface between two dielectric media is such a physical process that changes
the Berry-gauge degree of freedom of the beam with respect to the propagation direction.
To see how the change of the Berry-gauge degree of freedom is responsible for the spin
Hall effect, let us confine ourselves to such a case in which the two-component wavefunction
satisfies [37] ∫
f˜ †ξˆf˜d3k = 0. (52)
In this case, the coordinate origin of the own reference system reduces to the barycenter of
the photon in the sense that
〈bˆ〉 = 〈xˆ〉 =
∫
f˜ †bˆf˜d3k∫
f˜ †f˜d3k
.
Furthermore, we confine ourselves to the eigenstate of the helicity,
f˜σ = α˜σf. (53)
The expectation value of the barycenter then becomes
〈bˆ〉σ = σ
∫
AB|f |2d3k∫ |f |2d3k .
For a quasi plane wave that can be approximately described by the eigenfunction (48), if
the angle between its Berry-gauge degree of freedom and k0 is much larger than its divergence
angle, the Berry potential AB in the integrant of the numerator remains approximately the
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same within the region in which |f |2 is appreciable. In this case, the above expression
becomes
〈bˆ〉σ ≈ σ
k0
I · k0
|I× k0|v0.
This is the same as Eq. (49). As was shown in Ref. [34], in the experiments by Hosten and
Kwiat [48], the Berry-gauge degree of freedom of the incident wave satisfying Eq. (52) is
perpendicular to the propagation direction. So the barycenter of the incident wave lies on
the propagation axis. But the Berry-gauge degree of freedom of the refracted wave, which
is parallel to the incidence plane, is no longer perpendicular to the propagation direction.
Denoting by Θ the angle it makes with the propagation direction, the barycenter of the
refracted wave is displaced transversely from the propagation axis by a distance (σ/k0) cotΘ.
This is what Hosten and Kwiat observed [34].
B. Connection with the Berry phase
As is shown, the two vector wavefunctions (10) and (51) that are different from each other
only in the Berry-gauge degree of freedom represent different photon states. Substituting
Eq. (53) into Eq. (10), we have
fσ = ̟f˜σ.
Substituting Eq. (53) into Eq. (51) and making use of Eqs. (17) and (47), we find
f ′σ = exp(−iσφ)fσ,
which is different from the above vector wavefunction only by a helicity-dependent phase.
This reveals an unexpected result that the two vector wavefunctions, f ′σ and fσ, that are
different from each other by a phase do not represent the same photon state. It deserves
emphasizing that such a phase does not result from the dynamical evolution governed by
the Schro¨dinger Eq. (1). Instead, it results from the change of the Berry-gauge degree of
freedom and is therefore a Berry phase. This is why the spin Hall effect of light that occurs
in such a process [48] can be explained in terms of the Berry phase as well [47].
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VIII. CONCLUSIONS AND REMARKS
In summary, it is shown that the radiation field can be canonically quantized in one
particular Berry gauge. The photon in free space seems not truly “free” when viewed from its
own reference system. Its helicity is “subject” to a Berry-gauge field. What deserves noting
is that different from the spin of the nonrelativistic electron, here the intrinsic canonical
variable represented by the Pauli matrices is the polarization of the photon relative to the
momentum-associated triad uvw. In addition, the factor two in the commutation relation
(45) suggests that the operator (43) be replaced with σˆ/2 if the polarization is stipulated to
be a strict canonical variable that generates [2] rotations of the two-component wavefunction
in the triad uvw.
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