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The algorithm by Northrup, Allison, and McCammon 关J. Chem. Phys. 80, 1517 共1984兲兴 has been
used for two decades for calculating the diffusion-influenced rate-constants of enzymatic reactions.
Although many interesting results have been obtained, the algorithm is based on the assumption that
substrate–substrate interactions can be neglected. This approximation may not be valid when the
concentration of the ligand is high. In this work, we constructed a simulation model that can take
substrate–substrate interactions into account. We first validated the model by carrying out
simulations in ways that could be compared to analytical theories. We then carried out simulations
to examine the possible effects of substrate–substrate interactions on diffusion-controlled reaction
rates. For a substrate concentration of 0.1 mM, we found that the diffusion-controlled reaction rates
were not sensitive to whether substrate–substrate interactions were included. On the other hand, we
observed significant influence of substrate–substrate interactions on calculated reaction rates at a
substrate concentation of 0.1M . Therefore, a simulation model that takes substrate–substrate
interactions into account is essential for reliably predicting diffusion-controlled reaction rates at high
substrate concentrations, and one such simulation model is presented here. © 2004 American
Institute of Physics. 关DOI: 10.1063/1.1795132兴

more realistic systems.3–10 By implicitly modeling the effects
of solvent on molecular interactions and dynamics, Brownian dynamics simulations have allowed long simulations to
be carried out to study reactions occurring in complicated
biological systems.
Northrup, Allison, and McCammon 共NAM兲 共Refs. 3– 6兲
proposed a method for calculating the rate constant of the
diffusion-influenced reaction between two reactants A and
B. While this method has been used in studying many enzymatic reactions for over two decades, it is based on the assumption that interactions among A and among B can be
ignored. As a result of this assumption, one only needs to
simulate the diffusion of one molecule of A towards one
molecule of B. This assumption may no longer be valid
when the concentration of one of the two species is high. In
this work, we develop a simulation model that takes interactions among B into account, although we still ignore the
direct interactions among A. This is a reasonable assumption
for studying a solution in which the concentration of one of
the species is sufficiently dilute. The simulation model is
based on one developed earlier for studying the dynamical
distribution of ions surrounding biomolecules.14 In this
model, a biomolecule is surrounded by a finite number of
ions determined by a specified ion concentration. All the interactions among the ions and between the ions and a biomolecule were taken into account. In using this model to

I. INTRODUCTION

Reactions occurring in solutions of viscous fluids are
often influenced by the diffusive encounter of the reactant
molecules. Examples include reactions in enzyme catalysis,
electron or proton transfer, fluorescence and phosphorescence quenching, growth of colloidal particles, etc.1,2 For
these reactions, the diffusional approach of one reactant to
the other is rate limiting when the subsequent transformation
does not involve a large activation barrier. Various attempts
have been made in the past to calculate the rates for these
reactions.3–13 In most of these attempts, however, only the
interactions between two reacting molecules (A,B) were
taken into account. Interactions among A and among B were
ignored. Here, we extend a previous simulation model14 to
take interactions among B into account while considering a
dilute solution of A such that no significant interactions
among A occur.
Analytical expressions for diffusion-controlled rate constants can only be obtained for reactant molecules with
simple shapes.11–13 For complicated molecules such as proteins with irregular shapes and anisotropic electrostatic potentials, or for systems in which a variety of interactions
among the reactant molecules operate simultaneously, obtaining analytical solutions is not feasible. Thus, computer
simulations have played an important role in simulating
0021-9606/2004/121(16)/7896/5/$22.00
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simulate the distribution of sodium and chloride ions surrounding polyalanine, it was found that the preferential binding of sodium ions was dependent upon the ion concentration
in a rather complicated manner, suggesting that accurate calculations of reaction rate constants at high substrate concentrations may also require proper treatment of the interactions
among the substrates surrounding the biomolecule.
Here, we describe an extension of the previous model14
for simulating the Brownian motion of ions surrounding a
biomolecule, to allow calculation of the diffusion-controlled
rate constant between an enzyme and small charged substrates, taking into account substrate interactions. We examine whether substrate interactions can significantly affect the
diffusion-controlled reaction rate, and we provide quantitative models for calculating these rates. Two extreme cases
were studied in this initial work. In one case, the ligand acted
like an inhibitor so that an enzyme can no longer react with
another ligand after it had reacted with a first one. In the
other case, the enzyme had a very fast turnover rate so that
every ligand reacted the moment it came into contact with
the enzyme.
II. METHODS

The systems we study were composed of a protein at a
low concentration and ligands at a finite concentration C.
Although the simulation model can already deal with biomolecules with complex shape,14 the simulations here focused on simulating spherical proteins and substrates to facilitate comparison with analytical results when possible.
The protein was modeled as a single sphere with radius 35 Å
and molecular charge -8 共in an attempt to crudely model
acetylcholinesterase15兲. The ligands were modeled as
monovalent positively charged spheres with an exclusion radius of 3 Å, and a hydrodynamic radius of 4.5 Å 共in an
attempt to crudely model acetylcholine兲. In all simulations,
the protein was held fixed at the center of the simulation box
and a large number of substrates were allowed to diffuse
around the protein with a diffusion coefficient D calculated
from the hydrodynamic radius of the substrate. This is a
reasonable approximation as the protein is significantly
larger, and thus moves much slower, than the substrates.
The protein was considered to be isotropically reactive
and reacted with a ligand upon collision. For the radii of the
protein and ligand used in the simulation, this meant that a
reaction occurred when the ligand–protein distance was r o
⫽38 Å. As in our earlier work,14 periodic boundary conditions were applied to a basic simulation box. The simulation
box was cubic but different dimensions were used in different simulations. We studied a series of systems which we
divided into two categories. Systems 1– 4 fell in the category
of dilute solutions and systems 5– 8 fell in the category of
concentrated solutions. Systems 1– 4 were composed of one
protein and seven ligands in a box of volume V⫽500⫻500
⫻500 Å 3 . This corresponded to a ligand concentration of
C⫽0.0001M . Systems 5– 8 were composed of one protein
and 203 ligands in a box of volume V⫽150⫻150
⫻150 Å 3 . This corresponded to a ligand concentration of
C⫽0.1M . The systems in each category differed from each
other by the interactions included in them. No ligand–protein
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TABLE I. Defining the systems.

System
System
System
System
System
System
System
System
System

Concentration

Ligand-Ligand
interactions

Ligand-Protein
interactions

0.0001
0.0001
0.0001
0.0001
0.1
0.1
0.1
0.1

No
No
Yes
Yes
No
No
Yes
Yes

No
Yes
No
Yes
No
Yes
No
Yes

1
2
3
4
5
6
7
8

or ligand–ligand interaction were present in systems 1 and 5
so that the ligands diffused freely. In systems 2 and 6, the
ligands did not interact with each other but interacted with
the protein through a short-range hard-sphere potential
共which was only used during the equilibration period to prevent the ligands from penetrating into the protein兲 plus a
long-range Coulomb potential:
U L- P 共 r 兲 ⫽u HS
ip 共 r 兲 ⫹q i q p / ⑀ r,

共1兲

where r was the distance between the ith ligand and the
protein p, u HS
ip (r) was the hard sphere interaction potential
which was equal to ⬁ for r⬍38 Å and zero elsewhere, q i
and q p were the charges on ligand i and protein p, and ⑀ was
the dielectric coefficient. In systems 3 and 7, only ligandligand interactions were present. The ligands interacted
among themselves through a Lennard-Jones plus Coulomb
potential:
U L-L 共 r 兲 ⫽

4 ⑀ i j 关共  i j /r 兲 12⫺ 共  i j /r 兲 6 兴 ⫹q i q j / ⑀ r.
兺i 兺
j⬎i
共2兲

Here, r was the distance between ligand i and ligand j,  i j
and ⑀ i j were the usual Lennard-Jones parameters between
ligands i and j, and q i and q j were the charges on ligands i
and j. In systems 4 and 8 the protein interacted with the
ligands through a short-range hard-sphere potential 共which
was only used during the equilibration period to prevent the
ligands from penetrating into the protein兲 plus a long-range
Coulomb potential. The ligands interacted among themselves
through a Lennard-Jones plus Coulomb potential. The forms
of the potentials were the same as those in Eqs. 共1兲 and 共2兲.
Table I lists the interactions included in each of the eight
systems. These systems were set up to facilitate comparisons
with results from analytical theories, to evaluate deviations
from the results for the NAM model, and to examine the
significance of including ligand–ligand interactions on calculating reaction rates.
A dielectric constant of ⑀⫽78 was used throughout the
system. The short-range interactions were truncated at 20 Å,
and a 50 Å cutoff was used for the electrostatic interactions.
In each simulation, the first 20 ns data were discarded. A
production run was then carried out to produce snapshots for
initiating reactive simulations. Snapshots separated by 10 ns
were used. To obtain reasonable statistics for calculating the
quantities described in Results and Discussions, at least 1000
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FIG. 1. The time dependence of ln SN(t) for the system in which no molecular interactions were included 共system 1兲. The ligand concentration was
0.0001M .

of such configurations were used. While monitoring reaction
starting from each of these snapshots, a time resolution of 1
ps was used.
The simulation model used the Ermak and McCammon
algorithm16 to generate a trajectory of a system of N
interacting/noninteracting particles. The equation of motion
for following the Brownian motion of the particles takes the
following form:
r i 共 t⫹ ␦ t 兲 ⫽r i 共 t 兲 ⫹D i F i ␦ t/k B T⫹R i ,

共3兲

where r i (t) is the position of the ith ligand at time t, k B is
the Boltzmann constant, T is the absolute temperature which
was taken to be 300 K, D i is the diffusion constant of the
ligand which was taken to be 0.545⫻10⫺5 cm2 /s, F i is the
force exerted on particle i, ␦ t is the time step, and R i is the
random displacement. A time step of 0.04 ps was used in this
work.
III. RESULTS AND DISCUSSIONS

To follow the reaction rate, one can focus on the fate of
the protein surrounded by N ligands. We use the survival
probability of the protein to describe its fate after surrounding it with an equilibrium distribution of ligands at time t
⫽0. The survival probability S N (t) of the protein in the presence of N ligands at time t can be expressed as,8
dS N 共 t 兲
⫽⫺Ck 共 t 兲 S N 共 t 兲 ;
dt

共4兲

d ln S N 共 t 兲 ⫽⫺Ck 共 t 兲 dt,

共5兲

where C is the concentration of the ligand and k(t) is the
rate coefficient. Thus the slope of the linear plot of ln SN(t)
versus t can give us the rate coefficient. In Fig. 1 we present
such a plot for system 1. System 1 was a dilute solution
system with a ligand concentration C⫽0.0001M . A linear
o
least-squares fit through the data gave a rate constant k D
10 ⫺1 ⫺1
⫽1.8⫻10 M s . The main purpose of studying system
1 was to verify that our simulation model using the survival
probability method could give reliable results for the reaction
rate constant. System 1 represents one of the simplest model
reactions for which an analytical solution is known. For a
o
, is given
system with no interactions, the rate constant, k D
3
by

FIG. 2. The time dependence of ln SN(t) for the system where the ligands
interacted with the protein but did not interact with each other 共system 2兲.
The ligand concentration was 0.0001M .

o
kD
⫽4  Dr o ,

共6兲

where D is the relative diffusion constant between the two
reacting particles and r o is the separating distance below
which reaction occurs. Using r o ⫽38 Å and D⫽0.545
o
⫽1.6⫻1010M ⫺1 s⫺1 . This
⫻10⫺5 cm2 /s one obtains k D
matches our simulated result within the estimated error range
(1.8⫾0.3⫻1010M ⫺1 s⫺1 ).
If ligand–protein interactions exist for r⬎r o but are centrosymmetric in nature, the analytical solution for the rate
constant is,3
k D⫽

冉冕 再
⬁

dr

b

exp关 U 共 r 兲 /k B T 兴
4  r 2D

冎冊

⫺1

,

共7兲

where U(r) is the potential of mean force between the protein and the ligand (⫽q l q p / ⑀ r in the models studied here兲
and D is the relative diffusion coefficient, which equals the
sum of the diffusion constants of the reacting particles when
hydrodynamic interactions are ignored. Using b⫽38 Å and
D⫽D L ⫽0.545⫻10⫺5 cm2 /s 共the diffusion constant of the
protein was much smaller and thus could be neglected兲, one
obtains k D ⫽3.2⫻1010M ⫺1 s⫺1 . This can be compared to
the results from system 2, in which ligand–protein interactions were present but ligand–ligand interactions were not
included. System 2 is a dilute solution with a ligand concentration of 0.0001M . Figure 2 presents the time dependence
of ln SN(t) for this system. The computed rate constant obtained from a linear least-squares fit of the data was k D
⫽2.8⫻1010M ⫺1 s⫺1 . Again, this is in reasonable agreement
with the analytical result.
To test the validity of the NAM theory, which ignores
ligand–ligand interactions, one can simply compare results
obtained from a model in which no ligand interactions exist
with those obtained from a model in which ligand interactions are present. We already had two systems, 1 and 2, in
which no ligand–ligand interactions existed. Introducing
ligand–ligand interactions converted system 1 into system 3
and system 2 into system 4. Comparing the ln SN(t) versus t
results between systems 1 and 3, and between systems 2 and
4 gives some insight into the significance of ligand–ligand
interactions in influencing the reaction rates for this dilute
solution with a 0.0001M ligand concentration. The results
are shown in Fig. 3. The figure shows that ligand–ligand
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FIG. 3. A comparison of ln SN(t) vs t for various systems with ligand concentration equal to 0.0001M . The solid line is for the system in which the
ligands did not interact with each other 共system 1兲, the long dashed line is
for the system in which only ligand–protein interactions were present 共system 2兲, the dashed line is for the system in which only ligand–ligand interactions were included 共system 3兲, and the dotted line is for the system in
which both ligand–ligand and ligand–protein interactions were present 共system 4兲.

interactions do not significantly influence the reaction rates
for this dilute ligand concentration. Thus, as expected, the
NAM theory works well at sufficiently low ligand concentrations.
We simulated four concentrated solutions at 0.1M by
surrounding the protein with 203 ligands in a box with dimension 150 Å 3 . In system 5, no ligand–protein or ligand–
ligand interactions was present. A ligand–protein interaction
potential was incorporated in system 6 to study the effects of
protein–ligand electrostatic interactions on reaction rate.
Systems 5 and 6 were then converted to system 7 and 8 by
introducing ligand–ligand interactions. Figure 4 presents the
variation of ln SN(t) with time for all the four systems. As
before, the electrostatic interactions between the protein and
the ligands had a significant impact on reaction rate. More
interesting, however, was the significant influence of ligandligand interactions on reaction rate at this higher ligand concentration. The plot for system 7 where ligand–ligand interactions were introduced now deviates from that of system 5.
Similary, the plot for system 8 deviates from that of system
6. In both cases, ligand–ligand interactions were seen to enhance the reaction rate.
In the above model, the enzyme was rendered inactive
after reaction with a single ligand. We also constructed another model in which the enzyme was able to react with
multiple ligands no matter how fast the next ligand came into
contact with the enzyme after the previous one. As more

FIG. 4. Same as Fig. 3 except with a ligand concentration equal to 0.1M .

Diffusion-controlled reactions

7899

FIG. 5. A comparison of C s (t) vs t for systems with a ligand concentration
equal to 0.1M . The lines are the same as in Fig. 3.

ligands reacted, the concentration of the ligand gradually decreased. Figure 5 compares the time dependence of the variation of the ligand concentration, C s (t) for systems 5– 8. A
significant influence of the ligand–ligand interactions on the
reaction rate is also evident from this model. Therefore, both
simulation models for systems 5-8 concluded that there are
significant deviations from the NAM results at high ligand
concentrations, such as 0.1M , for ligands that are singly
charged and have a size similar to acetylcholine.
At higher ligand concentrations, it is hard to use these
simulation models to obtain the steady-state rate constant at
the long-time limit because most ligands react at earlier
times. This is because many ligands are close to the enzyme
in the equilibrium distribution before reactions are monitored
when the ligand concentration is high. Accordingly, many
trajectories need to be run to obtain good statistics for calculating the steady-state rate constant. Alternatively, one can
calculate the potential of mean force 共pmf兲 from the simulation and insert the pmf information into Eq. 共7兲 to obtain a
quantitative estimate of the rate constants.17 This step would
be of interest when longer simulations can be done to obtain
better sampling statistics.

IV. SUMMARY AND CONCLUSIONS

The Northrup–Allison–McCammon algorithm has been
used extensively for calculating the diffusion-controlled reaction rates of enzymatic reactions. This algorithm neglects
the interactions among the substrate molecules. We have
constructed a simulation model that includes such interactions. The simulation model was first tested on simple systems for which analytical solutions are available. We then
applied the model to study systems in which no rigorous
analytical solution is feasible and examined the significance
of substrate–substrate interactions on diffusion-controlled reaction rates. We found that the approximation of neglecting
the substrate–substrate interactions is valid at low ligand
concentrations, such as 0.1 mM, but that significant deviations from NAM occur at higher concentations, such as
0.1M . The ligand concentration can reach concentrations as
high as 0.1M in real systems such as in synapses.18
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