Abstract. The characteristic-based time domain method, developed in the computational fluid dynamics community for solving the Euler equations, is applied to the antenna radiation problem. Based on the principle of the characteristic-based algorithm, a governing equation in the cylindrical coordinate system is formulated directly to facilitate the analysis of body-of-revolution antennas and also to achieve the exact Riemann problem. A finite difference scheme with second-order accuracy in both time and space is constructed from the eigenvalue and eigenvector analysis of the derived governing equation. Rigorous boundary conditions for all the field components are formulated to improve the accuracy of the characteristic-based finite difference scheme. Numerical results demonstrate the validity and accuracy of the proposed technique.
Introduction
A variety of numerical methods have been extensively investigated to model antenna radiation problems. Basically, they can be divided'into two classes: time domain and frequency domain methods. Between them, the time domain method has received more attention recently than the frequency domain counterpart. There are several reasons for its popularity. First, the parameters of interest to characterize an antenna generally change drastically with frequency. When the traditional frequency domain methods are used for analysis, a set of algebraic equations must be solved repeatedly at many frequencies. This can be computationally expensive, and even become prohibitive, when an object of large electric size is considered. However, if the time domain method is employed, one simulation will be sufficient to generate all the information in the frequency do- Another attractive feature of the time domain method is that it solves the timedependent Maxwell's equations directly and hence provides good physical insight into the radiation process. Furthermore, it removes the difficulty of handling material properties, which cannot be avoided easily by the frequency domain methods. Although the time domain method has to repeat the calculation for different incident angles when it deals with scattering problems, this is not the case in antenna radiation problems because here the excitation is often fixed, and the analysis usually requires one calculation.
In computational electromagnetics a popular time domain method is the finite-difference time domain (FDTD) method, which was developed by K. S. Yee in 1966 [Yee, 1966] . This method is a midpoint, leapfrog algorithm with second-order accuracy in both time and space domains. Since it is a central difference scheme, it does not induce any dissipation error, and hence it is neutrally stable [Tannehill et al., 1997]. The inaccuracy induced by improper boundary conditions, the discretization error, and the round-off error will continuously propagate through the entire computational domain. Since an absorbing boundary must be introduced to truncate the computation domain so that the infinite space can be simulated, the accuracy and stability of the FDTD scheme are restricted.
Maxwell's equations in time domain constitute a hyperbolic partial differential system, which is a pure initial value problem [Sommerfeld, 1949; Courant and Hilbert, 1965] . Therefore the characteristic-based algorithm [Steger and Warming, 1981; Roe, 1986 it is found that the major concern at present is the scattering problem, and there has been little application of the method to antenna problems. However, it should be more advantageous to use this time domain method to deal with the radiation problem, because the position of the source is fixed and therefore it is not necessary to repeat the calculation for different incident angles. However, the application 
It is evident that the eigenvalues are nothing but the speed of the positively and negatively propagating 
Flux Vector Splitting
The fundamental idea of flux vector splitting is to process data according to the direction of wave propagation. The positively propagating wave is associated with the positive eigenvalue, and vice versa. 
The fractional step method or the Runge-Kutta family of single-step multistage procedures can be employed to accomplish the time integration. In this paper, a single-step two-stage Runge-Kutta scheme is used to guarantee second-order accuracy in time.
Boundary Condition Implementation
For the analysis of the BOR antenna there are two kinds of boundary condition involved. One is is a coated monopole antenna [Lamensdorf, 1967] .
The inner and outer diameters of the coaxial trans-
