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a b s t r a c t
Some new generalized solitary solutions of the Klein–Gordon–Schrödinger equations are
obtained using the Exp-function method, which include some known solutions obtained
by the F-expansion method and the homogeneous balance method in the open literature
as special cases. It is shown that the Exp-function method is a straight, concise, reliable
and promising mathematical tool for solving nonlinear evolution equations arising in
mathematical physics.
© 2009 Elsevier Ltd. All rights reserved.
1. Introduction
In the present paper, we consider the coupled Klein–Gordon–Schrödinger equations of the forms:
iψt + 121ψ = −ϕψ (1)
ϕtt −1ϕ +M2ϕ = |ψ |2 (2)
which describe a classical model of interaction of a nucleon field with a meson field [1], and play an important role in
modern physics. Here ψ = ψ(x1, x2, x3, t) is a complex scalar nucleon field, ϕ = ϕ(x1, x2, x3, t) a real meson field,
M the mass of a meson and 1 the Laplacian operator. Much work has been done on the existence of global solutions,
asymptotic behavior and stability of the discussed problem [1–7]. Particularly in searching for explicit exact solutions, many
methods have been implemented to solve this problem, such as the F-expansionmethod [8–10], theAdomiandecomposition
method [11], mapping method [12], homogeneous balance method [13] and Jacobi elliptic function expansion method [14].
Many interesting quantities are therefore obtained, such as solitary wave solutions, various periodic wave solutions etc.
A heuristic review on recently developed analytical methods is available in Refs. [15,16]. But these methods can only
lead to a kind of special solution, and in most cases these solutions cannot satisfy the given initial/boundary conditions.
Furthermore, the solution procedures become very complex as the degree of nonlinearity increases. For example, calculation
of Adomian polynomials in the Adomian method is extremely tedious [17–22]. If we are really determined in extracting
physical meanings from analytic formulations of a physical process, wemust resort to amelioration of the classical methods
usingmodernmathematical tools. The Exp-functionmethod [23–28] is at thismoment themost promising candidate theory
for this purpose. In what follows, we simply describe the Exp-function method and illustrate its application to (1 + 1) and
(3 + 1)-dimensional coupled Klein–Gordon–Schrödinger equations; some generalized solitary wave solutions with free
parameters are obtained.
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2. The Exp-function method and (1+ 1)-dimensional (KGS) equation
The basic idea of the Exp-function was proposed in J.H. He’s monograph [23]. Some illustrative examples in Refs. [23–28]
showed that this method is very effective to search for various solitary and periodic solutions of nonlinear equations. The
(1+ 1)-dimensional (KGS) equation is as follows:
iψt + 12ψxx = −ϕψ (3)
ϕtt − ϕxx +M2ϕ = |ψ |2 . (4)
To find traveling wave solution of KGS equations, we first assume that
ψ = exp[iη]u(x, t), η = αx+ βt. (5)
Substituting (5) into (3) and (4), canceling exp[iη], we have
ut + αux = 0 (6)
uxx + 2uϕ − (α2 + 2β)u = 0 (7)
ϕtt − ϕxx +M2 − u2 = 0. (8)
Introducing a complex variation ξ defined as ξ = k(x− αt), supposing that Eqs. (6)–(8) have the traveling wave solutions
u(x, t) = u(ξ), (9)
ϕ(x, t) = ϕ(ξ) (10)
consequently, we can convert Eqs. (6)–(8) into ordinary different equations, which read
k2u′′ + 2uϕ − (α2 + 2β)u = 0 (11)
(α2 − 1)k2ϕ′′ +M2ϕ − u2 = 0 (12)
where the prime denotes the derivative with respect to ξ .
Solving ϕ from Eq. (11), we thus obtain
ϕ = (α
2 + 2β)u− k2u′′
2u
. (13)
The substitution of ϕ into Eq. (12) yields
(α2 − 1)k2
[
(α2 + 2β)u− k2u′′
2u
]′′
+M2
[
(α2 + 2β)u− k2u′′
2u
]
− u2 = 0. (14)
According to the Exp-function method [23–28], we assume that the solution of Eq. (14) can be expressed in the following
form:
u(ξ) =
d∑
n=−c
an exp[nξ ]
q∑
m=−p
bm exp[mξ ]
(15)
or an alternative form
u(ξ) = ac exp[cξ ] + · · · + a−d exp[−dξ ]
bp exp[pξ ] + · · · + a−q exp[−qξ ] (16)
where the c, p, d, and q are positive integerswhich can be freely chosen, an and bm are unknown constants to be determined
later.
By balancing the linear term u′′′′ with the nonlinear term u3, the values of p and c can be determined as follows:
u′′′′ = c1 exp[(15p+ c)ξ ] + · · ·
c2 exp[16pξ ] + · · · (17)
and
u3 = c3 exp[3cξ ] + · · ·
c4 exp[3pξ ] + · · · =
c3 exp[(3c + 13p)ξ ] + · · ·
c4 exp[16pξ ] + · · · (18)
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with the simple calculation, we have
c + 15p = 3c + 13p (19)
that is p = c.
Similarly to determine values of q and d, balancing the lowest order linear term of the Exp-function in Eq. (14)
u′′′′ = · · · + d1 exp[(−d− 15q)ξ ]· · · + d2 exp[−16qξ ] (20)
and
u3 = · · · + d3 exp[(−3d)ξ ]· · · + d4 exp[(−3q)ξ ] =
· · · + d3 exp[(−3d− 13q)ξ ]
· · · + d4 exp[(−16q)ξ ] (21)
then we have
− d− 15q = −3d− 13q (22)
which leads to the result d = q. Where the p, c, d and q can be freely chosen.
For simplicity, we set p = c = 1, d = q = 1, and in case b1 6= 0, then Eq. (16) reduces to
u(ξ) = a1 exp[ξ ] + a0 + a−1 exp[−ξ ]
exp[ξ ] + b0 + b−1 exp[−ξ ] . (23)
Substituting Eq. (23) into Eq. (14), collecting the coefficients of exp(nξ), setting each coefficient to be zero and obtaining a
system of algebraic equations for a0, b0, a1, b−1, a−1, k, β and α. Solving this system of algebraic equations by the help of
Maple, we easily get seven nontrivial solutions
Case 1
a0 = ±3M2b0
√
1
2(1− α2) , (1− α
2 > 0), a−1 = a1 = 0, b−1 = 14b
2
0,
b0 = b0, k = ±M
√
1
1− α2 , β = −
1
2
α4 − α2 +M2
α2 − 1 , α = α.
(24)
Case 2
a−1 = 14a1b
2
0, b−1 =
1
4
b20, a0 = −2b0a1, a1 = a1, b0 = b0,
k = ±ia1
M
√
2, α = ±
√
1− M
4
2a21
, β = 1
4
M6 − 2M2a21 + 4a41
a21M2
.
(25)
Case 3
a1 = −a−1b−1 , a0 = ±
a−1
b−1
√
b20 − 4b−1, a−1 = a−1, b−1 = b−1, b0 = b0,
k = ±i 2a−1
b−1M
α = ±1, β = −1
2
b2−1M2 − 2a2−1
b2−1M2
.
(26)
Case 4
a−1 = 14
a20
a1
, b−1 = −14
a20
a21
, b0 = 0, β = −12
−2a21 +M2
M2
,
α = ±1, k = ±i 2a1
M
, a0 = a0, a1 = a1.
(27)
Case 5
a−1 = 0, b−1 = 14
a20
M2k2
, a1 = 0, b0 = 0, α = ±1,
β = −1
2
+ 1
2
k2, a0 = a0, k = k.
(28)
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Case 6
a−1 = −14a1b
2
0, b−1 =
1
4
b20, a0 = 0, a1 = a1, b0 = b0,
k = ±i 2a1
M
, α = ±1, β = 1
2
2a21 −M2
M2
.
(29)
Case 7
a−1 = 0, b0 = −a0a1 , a1 = a1, b−1 = 0, α = ±1,
β = 1
2
2a21 −M2
M2
, a0 = a0, k = ±i 2a1M .
(30)
Therefore according to the Eqs. (24)–(30), we get seven types of generalized solitary solutions with some free parameters.
Taking Case 1 for example, inserting Eq. (24) into Eq. (23) leads to
u(ξ) = ±
3M2b0
√
1
2(1−α2)
exp[ξ ] + b0 + 14b20 exp[−ξ ]
. (31)
Considering the Eqs. (5) and (9), the corresponding generalized solitary wave solution of (1+1)-dimensional KGS equations
(3) and (4) is written as:
ψ(x, t) = ±
3M2b0
√
1
2(1−α2)
exp[ξ ] + b0 + 14b20 exp[−ξ ]
exp[iη] (32)
where ξ = ±M
√
1
1−α2 (x − αt), (1 − α2 > 0), η = αx − 12 α
4−α2+M2
α2−1 t , α and b0 are arbitrary constants. It should be also
noted that if we set b0 = 2, k = M
√
1
1−α2 , then the following solution can be derived:
ψ = ±3
√
2
4
M2√
1− α2 sech
2
[
1
2
M√
1− α2 (x− αt)
]
exp
{
i
[
αx+
(
M2
2(1− α2) −
α2
2
)
t
]}
. (33)
Substituting Eq. (31) into Eqs. (13) and (10), we can obtain
ϕ = 3
4
M2
1− α2 sech
2 1
2
M
1− α2 (x− αt). (34)
This results coincides with the solutions (31) and (32) shown in Ref. [13].
3. (3+ 1)-dimensional KGS equations
In the above section we have discussed the application of the Exp-function method to the (1 + 1)-dimensional
Klein–Gordon–Schrödinger equation. In this section, wewill generalize the Exp-functionmethod to the (3+1)-dimensional
Klein–Gordon–Schrödinger equations (1) and (2).
It was assumed that
ψ(x, t) = exp(iη)u(x, t) (35)
where
x = (x1, x2, x3) ∈ R3, t ∈ R, η = α · x+ βt, α = (α1, α2, α3) (36)
α, β are to be determined. Substituting Eqs. (35) and (36) into Eqs. (1) and (2), and canceling exp(iη), yields
ut +
3∑
i=1
αiuxi = 0 (37)
1u+ 2uϕ − (α · α+ 2β)u = 0 (38)
ϕtt −1ϕ +M2ϕ − u2 = 0. (39)
For Eqs. (37)–(39), make the following traveling wave transformation
u(x, t) = u(ς), (40)
ϕ(x, t) = ϕ(ς), (41)
ς = K · x− (α · K)t, K = (k1, k2, k3).
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We have the ordinary differential equations for u(ς) and ϕ(ς)
(K · K)u′′ + 2uϕ − (α · α+ 2β)u = 0 (42)
[(α · K)2 − (K · K)]ϕ′′ +M2ϕ − u2 = 0. (43)
From Eq. (42), we can solve ϕ in the form
ϕ = (α · α+ 2β)u− (K · K)u
′′
2u
. (44)
Inserting Eq. (44) into Eq. (43), we have
[(α · K)2 − (K · K)]
[
(α · α+ 2β)u− (K · K)u′′
2u
]′′
+M2 (α · α+ 2β)u− (K · K)u
′′
2u
− u2 = 0. (45)
According to the Exp-function method, we assume that u is of the following form
u(ς) = d1 exp[ς ] + d0 + d−1 exp[−ς ]
exp[ς ] + c0 + c−1 exp[−ς ] . (46)
Substituting Eq. (46) into Eq. (45), collecting the coefficients of exp(nξ), (n = −7,−6, . . . ,−1, 0, 1, . . . , 6, 7), setting each
coefficient to be zero and resulting in an algebraic system of equations that will lead to the determination of the parameters
d0, c0, d1, c−1, d−1, K · K , β and α · α. By solving this system of algebraic equations with the aid of Maple, four nontrivial
solutions can be derived
Case I
b−1 = 14b
2
0, a0 = ±
3√
2
Mb0
√
K · K , a1 = a−1 = 0,
β = 1
2
(K · K − α · α), K · K − (α · K)2 = M2, b0 = b0.
(47)
Case II
b−1 = 14
−a20 + a21b20
a21
, a−1 = −14
−a20 + a21b20
a21
, β = −1
2
−2a21 +M2(α · α)
M2
,
(α · K)2 = −4a
2
1
M2
, K · K = −4a
2
1
M2
, a1 = a1, a0 = a0, b0 = b0.
(48)
Case III
a−1 = −a1b−1, a0 = b0 = 0, (α · K)2 = − a
2
1
M2
,
β = −1
2
−2a21 +M2(α · α)
M2
, K · K = − a
2
1
M2
.
(49)
Case IV
a−1 = 14a1b
2
0, b−1 =
1
4
b20, a0 = −2b0a1, β = −
1
2
−2a21 +M2(α · α)
M2
,
(α · K)2 = −−2a
2
1 +M4
M2
, K · K = −2a
2
1
M2
.
(50)
Inserting Eqs. (47)–(50) into the Eq. (46), respectively, the corresponding four generalized solitary wave solutions can be
acquired. Aiming at Case I, which is substituted into the Eq. (46), there is a solution below:
u = ±
3√
2
Mb0
√
K · K
exp(ς)+ b0 + 14b20 exp(−ς)
(51)
where ς = K · x− (α · K)t , b0 is free parameters, and K , α satisfy the relation
K · K − (α · K)2 = M2.
From Eq. (40), we can achieve
u = ±
3√
2
Mb0
√
K · K
exp[K · x− (α · K)t] + b0 + 14b20 exp[−K · x+ (α · K)t]
. (52)
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Substituting Eq. (52) into Eq. (35) leads to the generalized solitary wave solution of (3+ 1)-dimensional KGS equations
ψ = ±
3√
2
Mb0
√
K · K
exp[K · x− (α · K)t] + b0 + 14b20 exp[−K · x+ (α · K)t]
exp(iη) (53)
where η = α · x+ 12 (K · K − α · α)t .
For Eqs. (52), (53), (41) and (44), via suitable choice of free parameters, some known results can be recovered in the open
literature. There are some illustrations as follows:
In case b0 = 2, K = 2k, k = (k1, k2, k3), then Eq. (52) can be converted into the following form:
u = ±3M
√
2(k · k)
2
sech2(ξ). (54)
Consequently, Eq. (53) reduces to
ψ = ±3M
√
2(k · k)
2
sech2(ξ) exp(iη). (55)
Inserting Eq. (54) into Eq. (44), together with Eq. (41), yields
ϕ = 3(k · k) sech2(ξ) (56)
where ξ = k · x− (k · α)t , k · k− (α · k)2 = M24 , η = α · x+ 12 [4(k · k)− α · α]t .
Choosing b0 = −2, K = 2k, k = (k1, k2, k3), Eq. (53) reduces to
ψ = ±3M
√
2(k · k)
2
csch2(ξ) exp(iη). (57)
From Eq. (54) along with Eqs. (44) and (41), ϕ becomes
ϕ = −3(k · k) csc h2(ξ) (58)
where ξ = k · x− (k · α)t , k · k− (α · k)2 = M24 , η = α · x+ 12 [4(k · k)− α · α]t .
Furthermore, when b0 = −2, K = 4k, another solution for ψ , ϕ is also acquired as follows:
ψ = ±3M
√
2(k · k)
4
[csc h2(ξ)− sech2(ξ)] exp(iη) (59)
ϕ = −3(k · k)[csc h2(ξ)− sech2(ξ)] (60)
where ξ = k · x− (k · α)t , k · k− (α · k)2 = M216 , η = α · x+ 12 [16(k · k)− α · α]t .
Eqs. (55) and (56), (57) and (58) and (59) and (60) are exactly the (ψ12, ϕ12), (ψ13, ϕ13), (ψ11, ϕ11) appearing in Ref. [10].
The generalized solitary wave solutions with some free parameters obtained above have appeared in the literature for
the first time.
4. Conclusions
Wehave obtained the generalized solitarywave solutions of Klein–Gordon–Schrödinger equationswith the Exp-function
method, and all the solutions shown in this paper have also been checked by putting them back into Eqs. (1) and (2). This
illustrates the fact that the solution procedure is very simple by means of symbolic computation, and the Exp-function
method is a reliable, straight and promising mathematical tool in solving mathematical physical equations.
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