The talking avatar, an animated speaking virtual character with vivid human-like appearance and real or synthetic speech, has gradually shown its potential in applications involving human-computer intelligent interactions. The talking avatar has rich communication abilities to deliver verbal and nonverbal information by voice, tones, eye-contact, head motion and facial expressions, etc. Avatars are increasingly being used on a variety of electronic devices, such as computers, smart phones, pads, kiosks and game consoles. Avatars also can be found across many domains, such as technical support and customer service, communication aids, speech therapy, virtual reality, film special effects, education and training [6] . Specific applications may include a virtual storyteller for children, a virtual guider or presenter for personal or commercial website, a representative of user in computer games and a funny puppetry for computer-mediated human communications. It is clearly promising that talking avatars will become an expressive multimodal interface in human computer interaction.
Despite many years of efforts [1, 4, 8, 14, 15] , current research has not yet advanced to the stage where it is possible to synthesize an affective intelligent talking avatar who can express their feelings and emotions through vocal and facial behaviors as natural as our human beings. To this end, recent researches aim to understand complicated human behaviors and generate lifelike speech and facial expressions according to the emotional content to enhance the expressivity of talking avatar.
This special issue aims to bring together researchers engaged in the various research directions of expressive talking avatar synthesis and animation. We received more than 20 high-quality paper submissions and each paper was peer-reviewed by at least three reviewers. After several rounds of review, ten papers were finally selected to be included in this special issue. These papers can be categorized into three topics: avatar animation [3, 9, 13] , speech synthesis [11, 12, 16, 18] and human emotion/behavior analysis [5, 10, 17] .
Generating lifelike talking avatars remains a challenging task despite decades of research. Photo-or video-realistic appearance is one important goal, which aims to make a talking head looking like a real person [1] . In this special issue, Wang and Soong from Microsoft Research Asia propose a hidden Markov model (HMM) trajectory-guided, real image sample concatenation approach to photo-realistic talking head animation [9] . Firstly, they propose to model and predict the lip movement trajectory with the statistical HMM model and the model is initialized with maximum likelihood training and further refined under minimum generation error criterion. Secondly, they use the trajectory-guided sample selection method, in which the HMM predicted visual trajectory is used as guidance to select the real samples from the image library for a photo-realistic head rendering. Their talking head took part in the LIPS2009 Challenge contest in the AVSP (Audio-Visual Speech Processing) workshop and won the first place in the Audio-Visual match evaluated by many subjects.
Non-verbal cues, e.g., hand gestures, facial expressions and head motions, are used to express feelings, give feedbacks and engage human-human communication. Hence natural head motion is an indispensable factor for a computer-animated talking avatar looking lifelike [1, 7] . To this end, Ding and Xie [3] study the head motion synthesis problem using neural networks. Recently, deep neural networks (DNNs) and deep learning [2] have been successfully used in many tasks. Different from previous approaches that regard the speech-to-head-motion mapping as a classification task, the proposed approach directly learns a speech-to-head-motion regression model using a DNN. Significant performance gain in head motion prediction is reported. Taking the advantage of the rich non-linear learning ability, Wu et al. [13] develop a DNN approach for real-time speech driven talking avatar. Specifically, the input of the system is acoustic speech and the output is articulatory movements on a three-dimensional avatar. Experimental results demonstrate that the proposed acoustic to articulatory mapping approach with DNN can achieve the best performance as compared with general linear model (GLM), Gaussian mixture model (GMM) and conventional artificial neural network (ANN).
Synthesizing natural speech is essential for a lifelike avatar. Wu et al. [12] focus on generating emphatic speech since emphasis plays an important role in highlighting the focus of an utterance to draw the attention of a user. As there are only a few emphasized words in a sentence, the problem of the data limitation is one of the major obstacles in this area. To deal with this data sparseness problem, they propose an HMM based method with limited amount of data. Experiments indicate that the proposed emphatic speech synthesis models improve the emphasis quality of synthesized speech while keeping a high degree of the naturalness. Another paper from Yang et al. [16] aims to give a talking avatar the multilingual speaking ability. Specifically, they consider a real-world low-resource scenario, i.e., using the data from a rich-resource language (Mandarin) to establish a speech synthesis system for a phonetic-related, low-recourse language (Tibetan). With the help of speaker adaptive training strategy, their HMM-based cross-lingual speech synthesis system outperforms the system using only Tibetan speaker dependent models when only a small number of Tibetan training utterances are available.
Voice conversion is quite useful in talking avatar animation, which aims to manipulate the source speaker's voice to let it sound like another target speaker. The primary challenge in voice conversion is how to implement a stable conversion function given the parallel source-target speech utterances. Wu et al. [11] propose an exemplar-based voice conversion approach that assumes a target spectrum can be produced as a weighted linear combination of a set of basis target spectra (exemplars). To do such a regression, coupled source-target dictionaries consisting of acoustically aligned source-target exemplars are assumed to share the same linear combination weights (activations). In Wu's approach, a joint nonnegative matrix factorization (NMF) with sparsity constraint is used to find the activation weights. Objective and subjective experiments confirmed the effectiveness of the proposed NMF approach.
Current emotional speech synthesis technologies are far from mature to achieve humanlevel expressivity. To address this limitation, Yilmazyildiz et al. [18] provide another way using gibberish speech to enable affective expressivity for robotic agents. Gibberish speech is composed of vocalizations of meaningless strings of speech sounds, which is used by performing artists and cartoon/game makers to express intended emotions. The proposed study has shown that the generated gibberish speech can contribute to a significant extent to studies concerning emotion expression for robotic agents. Besides human robot/avatar interaction, synthetic gibberish speech can be used in segmental evaluation of synthetic speech, testing the effectiveness of affective prosodic strategies and other studies.
It will definitely enhance the immersive experience if a talking avatar is sensitive to user behaviors and emotions. To this end, Wang et al. [10] propose a relevance units machine (RUM) approach for dimensional and continuous speech emotion prediction while Gonzalez et al. [5] aim to recognizing facial actions and their temporal segments based on duration models. User behavior is multimodal in nature, which involves speech, facial expression, head motion and body gestures. In order to improve the avatar's sensitivity, the approach proposed by Yang et al. [17] combines user's multi-modal behaviors with behavior history cues in a dialog management (DM) system. Experiments show that the behavior sensitive DM system makes the avatar be able to sensitive to the users facial expressions, emotional voice and gesture, which enhances user experience in multi-modal human-computer conversation.
We hope that the readers will find these papers informative and interesting. We would like to thank the authors of all submitted papers. We also wish to offer our sincere thanks to the Editor-in-Chief, Professor Borko Furht and to all editorial staffs for their valuable supports throughout the preparation and publication of this special issue. We also thank to the reviewers for their help in reviewing the papers.
