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Abstract. In this work we develop a new hierarchical multilevel approach to generate
Gaussian random field realizations in a scalable manner that is well-suited to incorporate
into multilevel Markov chain Monte Carlo (MCMC) algorithms. This approach builds off of
other partial differential equation (PDE) approaches for generating Gaussian random field
realizations; in particular, a single field realization may be formed by solving a reaction-
diffusion PDE with a spatial white noise source function as the righthand side. While these
approaches have been explored to accelerate forward uncertainty quantification tasks, e.g.
multilevel Monte Carlo, the previous constructions are not directly applicable to multilevel
MCMC frameworks which build fine scale random fields in a hierarchical fashion from coarse
scale random fields. Our new hierarchical multilevel method relies on a hierarchical decom-
position of the white noise source function in L2 which allows us to form Gaussian random
field realizations across multiple levels of discretization in a way that fits into multilevel
MCMC algorithmic frameworks. After presenting our main theoretical results and numeri-
cal scaling results to showcase the utility of this new hierarchical PDE method for generating
Gaussian random field realizations, this method is tested on a three-level MCMC algorithm
to explore its feasibility.
Keywords. Gaussian random field, nonlinear Bayesian inference, Markov chain Monte
Carlo, multilevel Markov chain Monte Carlo, high-dimensional uncertainty quantification,
algebraic multigrid
1. Introduction
Spatially correlated random fields are commonly used in the numerical simulation of partial
differential equations (PDEs) with variable coefficients. In the case where these coefficients
are not well known, as is typically the case in many geophysics applications where the
coefficient describes a physical parameter, the coefficient is modeled as a random field, and
uncertainty quantification (UQ) may be applied as a tool to assess the reliability of the
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model as well as the sensitivity to changes in this parameter. To reduce the uncertainty of
the system, we may further improve the model by utilizing observational data in a Bayesian
framework. That is, data related to the model output, as well as information about the
model may be combined to learn the probability distribution of the variable coefficient.
For large-scale applications, common methods to perform Bayesian inference are infeasible.
With the refinement of the spatial discretization scheme, both forming realizations of these
random fields and performing forward PDE simulations are computationally demanding,
as many approaches do not scale with the increase in problem size; furthermore, Bayesian
inference approaches are typically limited to Markov chain Monte Carlo (MCMC) [48, 37, 52],
and its variants, which require a large number of simulations as the parameter space is
explored. However infeasible this approach may be, MCMC methods still lie at the root of
many nonlinear Bayesian inference algorithms due to ease of implementation as well as the
ability to apply in a blackbox fashion.
Over the recent decades new MCMC approaches have been developed to accelerate the
parameter space exploration, in some cases allowing users to perform nonlinear Bayesian
inference on large-scale applications. Notable approaches include those which utilize local
approximations of the Hessian and gradient to modify the MCMC proposal [47, 51, 23, 24,
16, 10]. This method, dubbed, stochastic Newton MCMC, was shown in [51] to accelerate
mixing; however, it requires gradient and Hessian information in addition to having solvers
for the forward PDE and adjoint PDE models, as opposed to simply having the forward
PDE model.
Another class of approaches include delayed acceptance MCMC algorithms, which utilize
cheaper model approximations to accelerate the parameter search (also via proposal distribu-
tion modification) [18]. Several works have been completed that develop and explore the use
of cheaper models with coarser spatial discretizations in a two-stage or multilevel framework.
Early works that employ coarser spatial discretizations include [40] and [29]; the former uti-
lizes a Metropolis coupled MCMC to swap proposals between coarse and fine chains, and
the latter performs a delayed acceptance where sample proposals are only completed with
the fine grid solver if their associated coarse grid solutions have been accepted. More recent
works have investigated multilevel MCMC approaches. In particular, [27] developed an ap-
proach to both accelerate the mixing of the MCMC chain by using multiple levels, each with
coarser spatial discretizations, and accelerate the sampling by performing variance reduction
via multilevel Monte Carlo following the ideas of [38, 34, 8, 19, 56]. Analysis of a multilevel
MCMC was completed in [41]. While promising speed up results have been shown, numerical
testing has been limited to 2D spatial domains.
Aside from the computationally demanding forward models, a major set-back in these
multilevel approaches, that has limited the size of the spatial domain to 2D, is the generation
of the Gaussian random field realizations. In particular, all these works utilize a Karhunen-
Loe`ve (KL) expansion to model the unknown spatially correlated field that serves as a
simulation input. For large-scale problems this can be computationally challenging, as doing
so requires the calculation of the eigenvalues and eigenfunctions of the associated covariance
function, which for standard approaches, will not scale with an increasingly refined spatial
domain.
An alternative scalable approach to generate random field realizations is via a stochastic
PDE – the reaction-diffusion equation – formulated in [57] and solved with finite elements in
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[46], whereby each independent realization requires solving the stochastic PDE with an in-
dependent realization of spatial white noise function serving as the righthand side. Applying
this approach in a multilevel setting, such as multilevel Monte Carlo or multilevel MCMC
requires forming coupled random field realizations – and more specifically, spatial white
noise – on multiple levels of discretization. A few works have completed this, including [28]
which couples the fine and coarse level realizations to perform massively parallel multilevel
Monte Carlo. In [49, 50] the authors solve a mixed PDE on the space of piecewise constants,
and generate matching fine and coarse realizations by restricting the fine grid spatial white
noise to the coarse level, using operators and solvers from element agglomerated algebraic
multigrid (AMGe). In [21] the authors couple the coarse and fine level realizations using the
primal formulation of the PDE.
While these approaches have been incorporated successfully into the multilevel Monte
Carlo framework, they will not be useful for the multilevel MCMC framework. This is
because in the aforementioned stochastic PDE approaches, the fine and coarse level realiza-
tions are coupled across the two levels. For example, in [49, 50], the fine level realizations are
formed by sampling the spatial white noise source function on the fine level (to form the fine
level Gaussian random field realization), and then the corresponding coarse realizations are
formed by restricting the fine spatial white noise source function to the coarse level (to form
the fine level Gaussian random field realization). It is the opposite case in the multilevel
MCMC approach – we must first sample from the coarse level, and then form a fine level
random field in a hierarchical manner from the coarse realization. As this sampling approach
has not yet been developed (to the best of the authors’ knowledge), this paper seeks to fill
this void.
1.1. Contributions of this Work. In this work, we develop a scalable, hierarchical Gauss-
ian random field sampling approach that complements the multilevel MCMC framework of
[27] (though it may be applied to other two-level MCMC or delayed acceptance MCMC
approaches discussed earlier). This approach works by forming a hierarchical decomposi-
tion of the white noise source function across multiple levels. To do this, we utilize the
finite element solvers from [50] to solve the mixed formulation of the PDE-based approach
of [57, 46]. In the approach of [50], each random field realization is formed by first sampling
an independent realization of spatial white noise, then solving a mixed reaction-diffusion
PDE where the white noise serves as a source function (the righthand side). In our work,
we take a similar approach, but use L2 projections to create a hierarchical decomposition
of the white noise across discretization levels. An important clarification is that the work
of [49, 50] has a different hierarchical approach; namely their sampling techniques generates
realizations across the levels from a single fine level realization of white noise that is then
restricted to the desired (coarser) level, e.g., using a nested hierarchy. In this work, our
hierarchical approach allows us to form a direct decomposition of the white noise across all
levels, whereby we may first sample on the coarsest level, and then add in white noise to the
complementary spaces. By decomposing the white noise on the different discretizations in
such a way, we are able to utilize this approach within a multilevel MCMC algorithm (see,
e.g., [27]) for large-scale applications.
To present this new approach to hierarchical sampling, this paper is organized into the
following sections. In Section 2, mathematical notation relevant to Gaussian random fields
is presented to provide a framework for this sampling approach. In addition this section
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Table 1. Mathematical Notation.
Variable Description
x ∈ D ⊂ Rd Point in spatial domain, d = 2 or 3
ω ∈ Ω Outcome of Sample Space
u ∈ Θ := L2(D) L2 function defined over D
ζ := ζ(x, ω) White noise function in D
q ∈ R := H(div;D) H(div) function defined over D
Discrete Variable
h,H Subscripts to denote fine and coarse level objects
` Subscript denoting running level ` index, with ` = 0 as finest
k Subscript denoting target level of an algorithm
T` Level ` finite element triangulation
u` ∈ Θ` Piecewise constant function defined on T`
Q` Orthogonal projection from L2 to Θ`
P` Interpolation operator mapping between Θ`+1 and Θ`
Π` Restriction operator mapping between Θ` and Θ`+1
ζ` White noise representation in Θ`
ζ` Coefficient vector of white noise finite element representation in Θ`
ξ` Vector of random elements
b` Vector representation of white noise in Θ`
q` ∈ R` Function of the lowest order Raviat-Thomas space on T`
M`, B`,W` Mass matrices for various level ` spaces
presents the stochastic PDE approach to calculating discrete Gaussian random field realiza-
tions. Our new hierarchical approach is presented in Section 3; this includes the theoretical
aspects of performing a hierarchical direct decomposition of white noise – in a two-level and
multilevel framework – resulting in a hierarchical approach to form Gaussian random field
realizations. These aspects are presented in Lemma 3.2 and Theorem 3.1. The numerical
implementation is discussed in Section 4, in the form of algorithms, as well as visualizations
of the random field hierarchical decomposition. Numerical results are provided in Sections
5 and 6. Section 5 explores the cost and scaling of our multilevel hierarchical sampling
technique applied to the Egg Model [43] using three levels; in particular, we show that the
fine level scales with increased problem size. Section 6 incorporates this new hierarchical
sampling technique into a three-level MCMC following the approach of [27], and shows that
we obtain similar improvements in the multilevel acceptance rate, variance decay, and total
computational cost when compared to the single-level approach.
1.2. Mathematical Notation. As a reference to the reader, we define the majority of this
paper’s notation in Table 1. The first section of the table introduces general variables that
provide a basis for the majority of the mathematical notation. The second section of the
table refers to discrete variables that are used in various finite element representations, and
that are frequently referred to throughout this work.
2. Gaussian Random Fields
In this work we consider a particular class of random fields, that is, spatially correlated
Gaussian random fields, which in this context, will be used to describe an uncertain physical
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process. Define the probability space (Ω,F ,P), with sample space Ω, σ-algebra F , and
probability P. Given the spatial domain of interest D ⊂ Rd, with d = 2, 3, we seek to form
random field realizations of {u(x, ω) ∈ L2(D) : x ∈ D, ω ∈ Ω}, that follow a Gaussian
prior density u ∼ N (0, C) with zero mean and covariance operator C. To ensure the mesh
independent statistics of the random field u, C is a trace-class operator [55]. Specifically, we
define the covariance operator as the squared inverse elliptic operator (see e.g. [31, 15, 51]).
That is,
(1) C = A−2 with Au := − div
(
1
g
∇u
)
+
κ2
g
u,
where κ denotes the inverse of the correlation length and g controls the marginal variance
of the field. Using the above notation, we then define the probability density function as
(2) dµ(u) ∝ exp
(
−1
2
〈Au,Au〉
)
,
where 〈Au,Au〉 = ∫
D
(Au)2dx.
As described in [57, 46], for unbounded domains D := Rd, the covariance operator (1) leads
to Gaussian random field of the Mate´rn family with smoothness parameter ν and marginal
variance σ2 respectively given by
ν = 2− d
2
and σ2 =
g2Γ(ν)
Γ(ν + d/2)(4pi)d/2κ2ν
.
In particular, in three-spatial dimensions, this gives the well-known exponential covariance
operator
(Cu)(x) :=
∫
D
cov(x,y)u(y)dy, with cov(x,y) :=
g2
8piκ
exp (−κ ‖x− y‖2) .
For a finite domains D ⊂ Rd, suitable boundary conditions need be stipulated to reduce
boundary artifacts, see e.g. [53, 44, 25]. In this work, we choose to extend the domain D to
a larger domain D ⊂ Rd and equip A with homogeneuous Neumann boundary conditions
on ∂D, as described in [50].
For sample-based UQ approaches—such as standard Monte Carlo—we desire to generate
samples of this random field u(x, ω) to serve as input field data to a model of interest. In
our application (which we further detail in Section 6), we wish to generate permeability field
realizations, k = exp[u(x, ω)], each which serves as an input to Darcy’s equations. While
forming realizations of u can be done in a manner of ways, including via a KL expansion [33],
circulant embedding [36], and a stochastic PDE approach [57, 46], all previous multilevel
MCMC appraches has only considered sampling of random fields based on KL expansion [27,
30].
2.1. A KL Expansion for Sampling Random Fields. The KL expansion is a spec-
tral decomposition that provides a natural way to introduce a hierarchy to random field
realizations [33]. In particular, we may generate an approximate realization of u(x, ω) by
calculating the eigenvalues λi and eigenfunctions φi(x) of C. Then for a fixed ω, and selected
truncation value R, we define
(3) uKL(x, ω) =
R∑
i=1
√
λiφi(x)ξ
(i)(ω),
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with each ξ(i)(ω) independent and identically distributed (i.i.d.) N (0, 1). Above, the value
of R controls the approximation error of uKL(x, ω); however, for rapidly decaying eigenvalues
λi, R need not be exceedingly large to approximate a random field.
All work in multilevel MCMC with application to PDEs with random (spatially correlated)
coefficients utilize the KL expansion to describe the random field [27, 30]. In particular, level-
dependent truncation may be applied, as in [35, 56], to decompose the modes of (3) in such a
way that the first set of modes may be associated with the random field on a coarse mesh, and
then additional (complementary) modes associated with the random field on more refined
meshes, so that the KL expansion may be defined in a hierarchical multilevel fashion.
A set-back, however, of the KL expansion approach, is the calculation of the eigenvalues
and eigenfunctions of the covariance function. A straightforward, though perhaps na¨ıve im-
plementation, will have a cost that grows cubically with the degrees of freedom associated
with the spatial discretization, i.e., the mesh size. While there are tools to improve this
scaling, e.g., hierarchical matrix formations [9], storage and the ability to calculate the KL
expansions for unstructured meshes are roadblocks to large-scale and extreme-scale applica-
tions. Due to the nature of our applications, that is, large-scale problems with unstructured
meshes, we consider a stochastic PDE approach to generate Gaussian random field realiza-
tions.
2.2. A Stochastic PDE Approach for Finite Element Random Fields. As presented
in [31, 15, 51], a realization of a Gaussian random field, with covariance operator C given by
(1), can be generated by solving the stochastic reaction-diffusion PDE
Au = ζ,
where ζ := ζ(x, ω) is spatial Gaussian white noise. The spatial Gaussian white noise ζ is an
L2(D)-bounded generarized function [46, Appendix B], such that
(4) 〈ζ, v〉 ∼ N (0, ‖v‖2L2(D)) ∀v ∈ L2(D).
In the following, we consider a particular PDE-based approach that uses a mixed formulation
to generate field realizations. That is, we follow the approach of [49, 50], which allows us
to work in the space of piecewise constants. For large-scale applications this is beneficial as
it provides a natural way to define spatial white noise, and the associated mass matrix is
easily diagonalizable.
2.2.1. A Mixed Formulation. The following mixed stochastic PDE used in [49, 50] provides
a way to generate Gaussian random field realizations: For a fixed ω ∈ Ω, a realization
u := u(x, ω) is calculated by solving the stochastic PDE:
(5)
(ρ, s) + (div s, u) = 0 ∀s ∈ H(div)
(divρ, v)− κ2 (u, v) = −g 〈ζ, v〉 ∀v ∈ L2,
where (·, ·) denotes the L2(D) inner product. Above, the spatial Gaussian white noise
ζ := ζ(x, ω) is a zero-mean random Gaussian field on D such that 〈ζ, v〉 ∼ N (0, ‖v‖2L2(D)), for
any function v ∈ L2(D) (see (4)). Properties of finite element white noise will be discussed
in the following section.
Define the spaces Θ = L2(D) with inner product (u, v) =
∫
D
uvdx for all u, v ∈ Θ and
R = H(div;D) := {q ∈ [L2(D)]d| div q ∈ L2(D), q · n = 0 on ∂D} with inner product
(q, s) =
∫
D
q · sdx for all q, s ∈ R. Let Rh,Θh be the pair of the lowest order Raviart-
Thomas spaces associated with the given triangulation Th.
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For a fixed ω ∈ Ω, discrete solutions ρh ∈ Rh and uh ∈ Θh are calculated from the mixed
system,
(6)
(ρh, sh) + (div sh, uh) = 0 ∀sh ∈ Rh
(divρh, vh)− κ2 (uh, vh) = −g 〈ζ, vh〉 ∀vh ∈ Θh.
As we are in Θh, and the moments of ζ are well-defined for functions in Θh, we can define
the mapping Qh : ζ 7→ Qhζ ∈ Θh, where Qhζ =
∑
τ∈Th ζτχτ , and {χτ} form the basis of Θh.
That is, the random coefficients ζh = (ζτ )τ∈Th are defined from the identity
(Qhζ, vh) = 〈ζ, vh〉 ∀vh ∈ Θh.
The above identity is used to provide realizations of the white noise on a given finite element
mesh Th. For this to be feasible, we need to study the properties of the random coefficients
ζh = (ζτ ). The latter means that we can use the following expansion
Qhζ =
∑
τ∈Th
ζτχτ ,
where {χτ} is an L2-orthogonal basis of piecewise constants spanning Θh, and the coefficients
ζh = (ζτ ) are sampled from a particular distribution (to be specified later).
In what follows, for that particular distribution, we will refer to ζh, as a finite element
representation of the white noise on Th.
2.2.2. Finite Element Representation of White Noise. To generalize, we first consider the
situation of non-orthogonal basis {φh,i}ni=1 of Θh, and change the notation accordingly. Con-
sider the white noise representation with this non-orthogonal basis:
(7) ζh =
n∑
i=1
ζiφh,i.
The coefficient vector ζh = (ζi) is defined via the system with the mass matrix Wh =
((φh,j, φh,i))
n
i,j=1, i.e.,
Whζh = (〈ζ, φh,i〉)ni=1 .
To generate realizations of white noise in Θh, we consider the following properties (see [6,
Section 1.4.3] and [7, Section 2.4.5] for details).
Property 2.1 (White noise in Θh). Let ζ be white noise in D. Then, for the projection of
ζ onto the basis {φh,i}ni=1 of Θh, denoted ζh as in (7), it follows that,
E[(ζh, φh,i)] = E[〈ζ, φh,i〉] = 0,
and
E[(ζh, φh,i)(ζh, φh,j)] = E[〈ζ, φh,i〉 〈ζ, φh,j〉] = (φh,i, φh,j),
which implies
E[((ζh, φh,i))ni=1 (((ζh, φh,i))
n
i=1)
T ] = ((φh,i, φh,j))
n
i,j=1 = Wh,
for associated mass matrix Wh.
These properties follow from the theoretical aspects of white noise. Specifically, the covari-
ance between two volumes A and B (within D) is equivalent to the mass of the intersection
of the two volumes (further theoretical aspects of Gaussian white noise may be found in
[6, 7]), and for finite element white noise this implies that the covariance is equivalent to the
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mass matrix. Using the above properties, we can show that for Whζh to be a realization of
Gaussian white noise, we require ζh = (ζi)
n
i=1 ∼ N (0, W−1h ).
Lemma 2.1. Given the basis {φh,i}ni=1 of Θh, associated mass matrix Wh = ((φh,j, φh,i))ni,j=1,
and ζh = (ζi)
n
i=1 sampled from N (0, W−1h ), it follows that Whζh is a realization of white noise
in Θh.
Proof. Following Property 2.1, it is sufficient to show that E[Whζh] = 0 and E[Whζh(Whζh)T ] =
Wh. As ζh ∼ N (0, W−1h ), it is clear that E[Whζh] = 0. As for the covariance, we have
E[Whζh(Whζh)T ] = WhE[ζhζTh ]Wh
= WhW
−1
h Wh
= Wh.

Now we return to the specific case used in this work, where we have the L2-orthogonal
basis of piecewise constants, {χτ}, spanning Θh. The righthand side of (6), which is the
moment 〈ζ, vh〉, is now evaluated for each basis function vh = χτ . Using the equivalence
〈ζ, vh〉 = (Qhζ, vh) for vh ∈ Θh, and the expansion ζh = Qhζ =
∑
τ∈Th ζτχτ , it follows that
the righthand side will have the coefficient vector bh ≡ ((ζh, χτ ))τ∈Th . As a consequence of
using piecewise constant basis functions, each inner product simplifies as
(ζh, χτ ) = ζτ‖χτ‖2.
In other words, bh = Whζh, with Wh now a diagonal mass matrix.
2.2.3. Finite Element Representation of Gaussian Random Fields. In the actual computation
of uh, we use the equivalent vector representation for the righthand side of (6), defined as
(8) −gbh = −gW
1
2
h ξh,
with ξh ∼ N (0, I). We note this equivalence is made clearer in Section 4. As we are
in the space of piecewise constants in L2, the square root of the mass matrix Wh is easily
calculated. Let Mh be the mass matrix associated with inner product (ρh, sh) and Bh the
mass matrix associated with the bilinear form (div sh, uh). Then the matrix representation
of (6) is given as
(9)
[
Mh B
T
h
Bh −κ2Wh
] [
ρh
uh
]
=
[
0
−gbh
]
,
with bh defined by (8).
For ease of notation, we introduce the scaled negative Schur Complement of (9) defined
by
(10) Ah :=
κ2
g
Wh +
1
g
BhM
−1
h B
T
h .
As demonstrated in [49], solutions uh of the mixed system in (9) are discrete realizations of a
Gaussian random field with density µh ∼ N (0, Ch), where Ch = A−1h WhA−1h . It then follows
that the corresponding probability density function is
(11) µh(uh) ∝ exp (−uThAhW−1h Ahuh) = exp (−bThW−1h bh).
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3. Multilevel Hierarchical Decomposition of Finite Element White Noise
In what follows we study the computational aspects of sampling the righthand side in (6)
from a coarse finite element space ΘH ⊂ Θh, and its (direct) hierarchical complement space
(I − QH)Θh, where QH : L2 7→ ΘH is the corresponding L2-projection. For any ζh ∈ Θh,
we use the two-level hierarchical decomposition
ζh = QHζh + (I −QH)ζh
to decompose ζh into the spaces ΘH and Θh\ΘH . Since we work with spaces of discontinu-
ous (piecewise constant) functions Θh and ΘH with associated mass matrices Wh and WH ,
respectively, the projection QH is easily implemented (by inverting a diagonal (coarse) mass
matrix).
Define P to be the interpolation matrix that relates the coarse coefficient vector ζH of ζH
(expanded in terms of the basis of ΘH) and the fine coefficient vector ζh of ζH ∈ ΘH ⊂ Θh
expanded in terms of the basis of Θh. That is,
ζh = PζH .
Let Π = W−1H P
TWh denote the restriction operator, then PΠ is the matrix representation
of QH and ΠP = I. That is, we have PζH = PΠζh, or ζH = Πζh.
In what follows, we first seek to show that QHζh gives rise to a coarse random coefficient
vector ζH ∼ N (0, W−1H ).
Lemma 3.1. Let ζh ∈ Θh, with coefficient vector ζh ∼ N (0, W−1h ). Then ζH ≡ QHζh has
coefficient vector ζH ∼ N (0, W−1H ).
Proof. Given the associated coarse coefficient ζH = Πζh with ζh ∼ N (0, W−1h ), it is clear
the mean is zero. For the covariance matrix, we have
E[ζHζTH ] = E[Πζh(Πζh)T ]
= W−1H P
TWhE[ζhζTh ]WhPW
−1
H
= W−1H .
Above, we use E[ζhζTh ] = W
−1
h and the Galerkin relation between the coarse and the fine
level mass matrices, WH = P
TWhP . 
Therefore, if ζh has coefficient vector ζh ∼ N (0, W−1h ) then the same holds for the coarse
projection ζH = QHζh, that is, its coefficient vector ζH = Πζh ∼ N (0, W−1H ). In other words,
if ζh is a fine finite element representation of white noise, then its projection ζH = QHζh is
the corresponding coarse finite element representation of white noise.
Next we present our main lemma, which allows us to utilize this two-level, hierarchical
decomposition to form a realization of white noise on Θh. We highlight that this construction
is crucial for multilevel MCMC, as we consider the coarse and fine representations of white
noise to be formed independently, where their resulting combination (in this hierarchical
manner) is a fine representation of white noise.
Lemma 3.2. Let ζH ∈ ΘH be a coarse representation of white noise with a coarse coefficient
vector ζH ∼ N (0, W−1H ), and let ζh ∈ Θh be a fine representation of white noise with fine
coefficient vector ζh ∼ N (0, W−1h ), such that ζH and ζh are independent. Then the fine level
function
(12) ζ
′
h = ζH + (I −QH)ζh
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is a representation of the white noise in Θh.
Proof. First, consider the coefficient vector of ζ
′
h, given as
(13) ζ
′
h = PζH + (I − PΠ)ζh.
To prove ζ
′
h is a representation of Gaussian white noise, we must show Definition 2.1 holds,
that is E[ζ ′h] = 0, and E[ζ
′
h(ζ
′
h)
T ] = W−1h . We assume that ζH and ζh are independent, which
implies that E[ζHζTh ] = E[ζH ]E[ζTh ] = 0. Hence for the covariance matrix, we have
E[ζ ′h
(
ζ
′
h
)T
] = E[(PζH + (I − PW−1H P TWh)ζh)(PζH + (I − PW−1H P TWh)ζh)T ]
= PE[ζHζTH ]P T + (I − PW−1H P TWh)E[ζhζTh ](I −WhPW−1H P T )
= PW−1H P
T + (I − PW−1H P TWh)W−1h (I −WhPW−1H P T )
= W−1h .
That is, ζ
′
h ∼ N (0, W−1h ); hence ζ
′
h is a fine finite element representation of white noise. It
is clear also that ζH = QHζ ′h and (I −QH)ζh = (I −QH)ζ ′h. 
In conclusion, the finite element hierarchical (direct) decomposition based on QH provides
a hierarchical decomposition of the fine finite element white noise into a coarse finite element
representation of white noise plus a computational hierarchical (direct) complement which
also involves fine finite element representation of white noise.
3.1. The multilevel hierarchical decomposition. Next we wish to extend the above
two-level hierarchical decomposition of Gaussian white noise to a multilevel hierarchical
decomposition, so that we may sample across multiple levels of discretization.
Let T0 ≡ Th denote the finest level triangulation of D, with a hierarchy of L coarser
levels given as {T`}L`=1, such that TL represents the coarsest triangulation. We consider
the finite element space Θ` to be the space of piecewise constant functions associated with
the triangulation T`, for ` = 0, . . . , L, and with mass matrix W`; and R` the lowest order
Raviart-Thomas space associated with the triangulation T`. Additionally, define the sequence
of L2-projections Q` : L2 7→ Θ` with ` = 0, . . . L.
In what follows, we construct the multilevel hierarchical decomposition of white noise for
a given level k < L.
Theorem 3.1. Consider the representations of white noise, given as ζ` ∈ Θ` with associated
coefficient vectors ζ` ∼ N (0, W−1` ), for ` = k, . . . , L, such that each ζ` is independent. Then
the level k function
(14) ζ
′
k = ζL +
L−1∑
`=k
(I −Q`+1)ζ`,
with k < L, is a representation of the white noise in Θk.
Proof. First, consider the two-level decomposition. Let ζL ∈ ΘL be a realization of white
noise from the coarsest level (level L). Given an independent realization of white noise from
level L− 1, denoted ζL−1 ∈ ΘL−1, it follows from from Lemma 3.2 that
ζ
′
L−1 = ζL + (I −QL)ζL−1,
is a realization of white noise in ΘL−1. To generate a realization on level L − 2, we simply
sample independent white noise ζ
′
L−2 ∈ ΘL−2, and form the hierarchical realization that
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builds from our previous white noise realization ζ
′
L−1:
ζ
′′
L−2 = ζ
′
L−1 + (I −QL−1)ζ
′
L−2,
which, by Lemma 3.1, is a realization of white noise in ΘL−2. Continuing in this fashion
to level k, let ζ∗k ∈ Θk be a sample of white noise that has been hierarchically formed. Let
ζ∗k−1 ∈ Θk−1 be an independently sampled realization of level k − 1 white noise. Then it
follows from Lemma 3.1 that
ζ∗∗k−1 = ζ
∗
k−2 + (I −Qk−2)ζ∗k−1,
is a realization of white noise in Θk−1. By induction, it follows that, for an arbitrary level `,
this hierarchical multilevel construction formulates a realization of white noise in Θ`. 
The associated coefficient representation is defined similarly to (13); however, we replace
the subscript h with k to denote the level, and let Pk be the interpolation matrix that maps
the level k + 1 coefficient vector ζk+1 of ζk+1 to the level k coefficient vector ζk of ζk, such
that ζk = Pkζk+1. This hierarchical coefficient representation (in two-level form) is given as
(15) ζ
′
k = Pkζk+1 + (I − PkW−1k+1P Tk Wk)ζk.
Just as in the proof, we can hierarchically build a level k coefficient vector by starting on the
coarsest level and adding on coefficients projected onto the complimentary spaces, as will be
further detailed in the next section (see, e.g., Algorithm 4.1).
The multilevel, hierarchical decomposition in (14) provides the theoretical framework that
allows us to decompose the white noise across multiple levels, enabling us to perform hier-
archical sampling of Gaussian random field.
4. Implementation of the Hierarchical Sampler
Here we present the finite element approach by which the hierarchical decomposition
of white noise is formed, and the corresponding Gaussian random field realization uk is
calculated. Recall from Lemma 2.1 that we may sample (single-level) finite element white
noise on level k via Wkζk with ζk = (ζi)
n
i=1 ∼ N (0, W−1k ).
While we can use the decomposition in (15) for our hierarchical implementation, we instead
rearrange this representation to accomplish two additional goals: first, that on each level
we sample from a N (0, I) distribution, and second, that we utilize the interpolation and
restriction operators Pk and Πk.
To obtain a realization of white noise in the righthand side of (6), we require the product
with Wk to obtain Wkζk. Applying this to the hierarchical representation of (15) results in:
Wkζk = WkPkζk+1 +Wk(I − PkW−1k+1P Tk Wk)ζk.
For algorithmic efficiency (and to meet our additional two goals), we simplify the above using
the fact that ζk = W
−1
k W
1
2
k ξk with ξk ∼ N (0, I) and P Tk (W
1
2
k ξk) = W
1
2
k+1ξk+1 to get the
new representation of hierarchical finite element white noise:
W
1
2
k ξk = Π
T
k (W
1
2
k+1ξk+1) + (I − ΠTkP Tk )(W
1
2
k ξk).
And now we have the decomposition of the righthand side of the discrete problem (6):
bk = Π
T
k bk+1 + (I − ΠTkP Tk )bk,
where, similarly to that in (8), we define bk = W
1
2
k ξk.
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In practice, we use the finite element white noise formulation of bk, but construct a realiza-
tion using all coarser levels, not only the k + 1 level. This process is described in Algorithm
4.1. For a given level k, we first calculate finite element white noise on the coarsest level L,
denoted bL. Then we iterate through each finer level, where we calculate b` by first interpo-
lating the coarser b`+1 (which was previously calculated), and then adding a spatial white
noise realization that is complementary to the coarser `+ 1 space – this is accomplished by
multiplying level ` spatial white noise, W
1/2
` ξ`, with (I − ΠT` P T` ), which projects the level `
spatial white noise orthogonal to the coarser space(s). After each iterate, we refine a level
(decrease ` by 1), and repeat this process. This done until we reach level k, and the resulting
bk provides us with our hierarchically generated realization of spatial white noise, which can
then be used in the righthand side of the discrete problem (6).
Algorithm 4.1: Form finite element white noise via new hierarchical approach.
Input: Current level k (with 0 ≤ k ≤ L), L, independent {ξL, ξL−1, . . . , ξk} with each
N (0, Ik)
` = L
bL = W
1/2
L ξL
` = `− 1
while ` ≥ k do
b` = Π
T
` b`+1 + (I − ΠT` P T` )W 1/2` ξ`
` = `− 1
end
Output: {bL, bL−1, . . . , bk}
In this work we employ the same linear system of [49, Section 2.2], but instead of spatial
white noise generated strictly on the fine level, we use our hierarchical approach. For a given
level k, we seek to calculate solutions (ρk, uk) ∈ Rk ×Θk via the linear system
(16)
[
Mk B
T
k
Bk −κ2Wk
] [
ρk
uk
]
=
[
0
−g bk
]
,
where Mk be the mass matrix associated with inner product (ρk, sk), Wk with the inner prod-
uct (uk, vk) which is diagonal, Bk with the bilinear form (div sk, uk), and bk is hierarchically
generated spatial white noise (generated via Algorithm 4.1). For a scalable, parallelizable
implementation, we have several solvers we may consider, one of which – hybridization AMG
approach from [45, 26] – is amenable to large-scale applications because the the mass matri-
ces need only be computed one time (on each level), and then may be reapplied to different
realizations of bk.
To define the Gaussian densities µk at level k we proceed as is Section 2.2.3. Let us
formally introduce the negative scaled Schur Complement of (16) Ak defined as
Ak :=
κ2
g
Wk +
1
g
BkM
−1
k B
T
k .
Then solutions of (16) are Gaussian random vectors with distribution µk ∼ N (0, A−1k WkA−1k )
and corresponding probability density
µk(uk) ∝ exp (−uTkAkW−1k Akuk) = exp (−bTkW−1k bk).
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We also define the conditionally Gaussian density uk|uk+1 based on our hierarchical de-
composition of white noise in Algorithm 4.1. Sampling from the prior distribution µk and
from the conditional distribution uk|uk+1 are summarized in Algorithm 4.2 and Algorithm
4.3. These algorithms will be used to define the proposal distributions within the multilevel
MCMC algorithm in Section 6.
Algorithm 4.2: Generate a sample uk from the prior distribution µk at level k.
Input: Current level k (with 0 ≤ k ≤ L)
Sample ξk ∼ N (0, Ik)
Define bk = W
1/2
k ξk
Compute uk by solving (16)
Output: uk
Algorithm 4.3: Generate a sample uk from the conditional distribution uk|uk+1
Input: Current level k (with 0 ≤ k < L), the coarse level sample uk+1 = A−1k+1bk+1
Sample ξk ∼ N (0, Ik)
Define bk = Π
T
k bk+1 + (I − ΠTkP Tk )W 1/2k ξk
Compute uk by solving (16)
Output: uk
4.1. Random Field Realizations Using Hierarchical Components. To visualize the
hierarchical components of a fine level solution u0, we consider the Egg model domain [43]
using three levels of refinement with 18.5K, 148K, and 1.18M elements for levels ` = 2, 1,
and 0, respectively. Here we skip over the model details, as these will be addressed in the
following section, and focus on the new hierarchical sampler.
Using Algorithm 4.1 with k = 0 and L = 2, we generate the three components of the
righthand side given as b0 = Π
T
0 Π
T
1W
1/2
2 ξ2 + Π
T
0 (I − ΠT1 P T1 )W 1/21 ξ1 + (I − ΠT0 P T0 )W 1/20 ξ0.
For visualization purposes, we separate these three components of b0 and solve with each
independently. That is, we seek solutions uC`0 via
(17)
A0u
C2
0 = Π
T
0 Π
T
1W
1/2
2 ξ2,
A0u
C1
0 = Π
T
0 (I − ΠT1 P T1 )W 1/21 ξ1,
A0u
C0
0 = (I − ΠT0 P T0 )W 1/20 ξ0.
Note that the fine level realization is simply u0 := u
C2
0 +u
C1
0 +u
C0
0 . Figure 1 (a)-(c) displays
the solutions uC20 , u
C1
0 , and u
C0
0 . These results showcase the novelty of this hierarchical
approach – that is, the finite element white noise decomposition enables a realization u0 to be
decomposed into independent components across multiple levels. Moreover, this hierarchical
approach induces a separation of scales among the terms uC`0 , similar to that induced by
the hierarchical KL-based sampling in [27]. On the coarse levels, the terms uC`0 capture
the smooth components of u0, while, on finer levels, the terms u
C`
0 only contain the highly
oscillatory components of u0. This property plays a fundamental role in accelerating the
mixing and reducing the variance of the multilevel MCMC in Section 6. This is clearly
illustrated by considering the sums of the components uC`0 shown in Figure 1 (d)-(e). In
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(a) uC20 (b) u
C1
0 (c) u
C0
0
(d) uC20 + u
C1
0 (e) u0 = u
C2
0 + u
C1
0 + u
C0
0
Figure 1. Various components of a realization u0 on three levels as defined
in (17), and generated from Algorithm 4.2 and Algorithm 4.3.
particular, Figure 1 (d) displays uC20 + u
C1
0 , and Figure 1 (e) displays the complete fine level
realization u0.
5. Numerical Results: Multilevel Hierarchical Sample Generation
In this section, we test the hierarchical sampler scaling on the ‘Egg model’ [43], as it
contains a large, irregular domain. The Egg domain is contained by a 480 m×480 m×28 m
bounding box. We note that, as we are employing the approach of [50], we require performing
mesh embedding, that is, the Egg model domain is embedded within a 512 m×512 m×44 m
domain. This mitigates variance inflation along the boundary due to Neumann boundary
conditions (see [46, Section 2.3] and [49, 50] for additional discussion). Figure 2 displays both
the original Egg model mesh and enlarged mesh (in which it is embedded) for the coarsest
level, both with hexahedral elements of size 8 m × 8 m × 4 m. Finer mesh resolutions are
formed by uniformly refining by a factor of two in each direction.
To test the scaling, we consider three levels ` = 0, 1, 2, with degrees of freedom (corre-
sponding to the number of unknowns in the mixed PDE system as in (16)) given in Table 2
with NP = 36 total MPI processes; then, for a fixed problem size per processor, we increase
the number of processes to NP = 288 and then NP = 2304. Gaussian random field real-
izations were generated following our new hierarchical PDE sampling approach; that is, for
levels ` = 0, 1, 2, level ` hierarchical white noise was sampled according to Algorithm 4.1, and
realizations of u` were formed by solving the linear system in (16) on the Egg domain. Ob-
taining good scalability results requires access to well developed scalable solvers. Numerical
simulations were performed using tools developed in ParELAG [4], a parallel C++ library
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(a) (b)
Figure 2. (a) Original Egg model mesh containing 18.5K elements. (b) En-
larged mesh, in which the Egg model mesh is embedded, extends two elements
in each direction beyond the Egg model mesh bounding box, and contains 45K
elements. Both meshes displayed correspond to the coarsest level.
Table 2. Number of global degrees of freedom (DOFs) associated with each
level, for each set of process numbers. The DOFs here are associated with the
number of unknowns in the mixed PDE system as in (16).
NP DOFs ` = 0 DOFs ` = 1 DOFs ` = 2
36 4.8063e+06 6.0788e+05 7.7758e+04
288 3.8223e+07 4.8063e+06 6.079e+05
2304 3.0488e+08 3.8223e+07 4.8063e+06
for performing numerical upscaling of finite element discretizations and AMG techniques,
and ParELAGMC [5], a parallel element agglomeration MLMC library. These libraries use
MFEM [3] to generate the fine grid finite element discretization and HYPRE [2] to handle
massively parallel linear algebra. Visualizations are rendered with GLVis [1]. Note, all tim-
ing results were executed on the Quartz cluster at Lawrence Livermore National Laboratory,
consisting of 2,688 nodes where each node has two 18-core Intel Xeon E5-2695 processors.
For the weak scaling results, we use 36 MPI processes per node.
Figure 3 provides the weak scaling of this approach for generating 100 samples (see Fig-
ure 3 (a)), as well as the associated efficiency (see Figure 3 (b)) for each level and three sets
of MPI processes NP as listed in Table 2. In Figure 3 (a) the computational time for the
finest level, ` = 0, remains relatively flat with the increase in NP, while the coarsest level,
` = 2, has the worst scaling for the given number of processes. That said, it is still clear that
the coarse level samples are faster to generate than the finest level samples. For the three
levels, the associated efficiency of this scaling is provided in Figure 3 (b); with the finest
level efficiency decreasing to 85% and 80% with the increase in NP, and the coarsest level
decreasing to 50% and 25%. This is to be expected – with the increase in the number of
processes, the coarser levels require greater communication time, which decreases the cost
efficiency; however, it does indicate a drawback with our HPC implementation, that is, for
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Figure 3. (a) Weak scaling for the three different levels; here levels refers
to a fixed number of elements per processor. (b) Associated efficiency across
the three levels.
coarser discretizations, we require fewer processes than the fine discretizations. Because of
this, we are unable to get complete scaling across all levels; rather each level will benefit from
a different number of processes. The work in [28] describes this as the scalability window –
that is, each level has a range of NP values it can run on in order to maintain weak scal-
ing efficiencies greater than a specified threshold – and investigates applying this approach
to multilevel Monte Carlo. While this approach would greatly improve the scaling of this
method, it is outside the scope of this paper.
6. Hierarchical PDE Approach for Multilevel MCMC
In this section, we apply the proposed hierarchical PDE-based sampling approach to solve
a nonlinear Bayesian inference problem. We use the multilevel MCMC framework in [27]
to explore the posterior distribution of the uncertain parameter and estimate moments (the
mean) of a scalar quantity of interest Q.
In particular, we consider the problem of inferring a log-normal permeability field from
cell-averaged pressure measurements for a single phase steady state subsurface problem. In
what follows, we denote with u ∈ Θ the uncertain parameter representing the logarithm of
the permeability field, with (q, p) ∈ R×Θ the state variables representing the flow velocity
and pressure, and with pobs ∈ Rm the data representing cell-averaged pressure observations
at m given measurement locations.
Prior distribution. We assume a Gaussian prior density on the spatially varying log-
permeability coefficient, i.e. u ∼ N (u∗, C), with covariance operator C and mean value
u∗ = 0. To ensure that the inference problem is well-posed in infinite dimensions, we use
a squared inverse elliptic operator in (1) to define the prior covariance operator, see for
example [55, 31, 15, 51]. Samples from the prior distribution can then be drawn by solving
(5) as we explained in Section 2.2, and their probability can be computed using (2).
Forward map. Let y = F(u) denote the forward map from the uncertain field u ∈ Θ to
the observable y ∈ Rm. The map F = B ◦ H is the composition of a forward PDE solve H
that computes the pressure field p for a given realization of log-permeability u and a linear
operator B that evaluates the pressure p on local cells. For a single phase porous media flow,
with k = exp(u), we define p = H(u) as the solution to the mixed formulation of the Darcy’s
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equations
(18)
(k−1q, s)− (div s, p) = (f , s) ∀s ∈ R
(div q, v) = 0 ∀v ∈ Θ,
with Dirichlet boundary condition p = pD on ΓD, enforced by the right-hand side f , and
Neumann boundary condition q · n = 0 on ΓN , where ΓD and ΓN are non-overlapping
partitions of ∂D.
Likelihood function. We assume that the measured data pobs ∈ Rm are corrupted by
additive Gaussian noise η with zero mean and covariance Γη = σ
2
ηIm, where Im is the identity
matrix in Rm. That is,
(19) pobs = F(u) + η, η ∼ N (0,Γη).
From the noise model in (19), we have that the conditional probability of pobs given u is also
Gaussian with mean F(u) and covariance Γη, that is
pobs|u ∼ N (F(u),Γη).
The likelihood function pilike(pobs|u) then reads
(20) pilike(pobs|u) ∝ exp
(
−1
2
‖pobs −F(u)‖2Γ−1η
)
,
where ‖ · ‖2
Γ−1η
denotes the Γ−1η -weighted l
2 norm in Rm.
Posterior distribution. By applying Bayes’ theorem, the posterior density ν in the infinite
dimensional case is given by
(21) ν(u|pobs) ∝ pilike(pobs|u)dµ(u),
where pilike(pobs|u) is the likelihood function in (20) and dµ(u) is the prior density in (2). We
note that, although the prior distribution and likelihood functions are both Gaussian, the
posterior distribution ν(u|pobs) is not Gaussian because of the nonlinearity introduced by the
forward map F . Thus, there is no closed form solution to the Bayesian inference problem
and therefore we will use MCMC sampling to explore the posterior distribution.
Quantity of interest. Finally, let us introduce the scalar quantity of interest Q = Q(u)
representing the flux across the outflow boundary Γout, which is defined as
(22) Q =
1
|Γout|
∫
Γout
q(·, ω) · n dS,
where n represents the outward unit vector normal to Γout ⊂ ∂D.
Our goal is to estimate the posterior mean of Q, defined as
(23) Eν [Q] =
∫
Ω
Q(u) dν(u|pobs),
by sampling the posterior distribution (21) using multilevel MCMC. As a reference to the
reader, notation introduced and frequently used in this section is provided in Table 3.
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Table 3. Bayesian inference notation.
Infinite-Dimensional Variable Description
dµ(u) Prior density of u
pobs Observed local pressure data in D
pilike(pobs|u) Likelihood function
ν(u|pobs) Posterior density
Eν [·] Mean with respect to posterior density
Q = Q(u) Quantity of interest
Finite-Dimensional Variable
dµ`(u`) Prior density of u` on level `
pilike` (pobs|u`) Likelihood function
ν`(u`|pobs) Posterior density on level `
αSL` Single-level acceptance probability on level `
αML` Multilevel acceptance probability on level `
Eν` [·] Mean with respect to level ` posterior density
Vν` [·] Variance with respect to level ` posterior density
Q` = Q(u`) Quantity of interest on level `
6.1. Markov Chain Monte Carlo. For the single-level approach, the log-permeability
u, associated likelihood pilike(pobs|u), and QoI Q (see (5), (20), (22), and, respectively) are
approximated numerically by solving the mixed PDEs in (5) and (18) utilizing a finite element
approach on triangulation Tk (for the finest level k). We denote these discrete approximations
as uk, pi
like
k , and Qk = Q(uk).
MCMC, and in particular, Metropolis-Hastings, is a modified Monte Carlo approach,
where samples Qk are generated from the target (posterior) distribution via a Markov chain.
Then the posterior QoI expectation Eνk [Q] may be approximated as
(24) QˆMCMCk =
1
N
n+N∑
i=n+1
Q
(it)
k ,
where Q
(it)
k = Q(u
(it)
k ), n is the number of samples discarded as burn-in, and t is the sub-
sampling rate to obtain independent samples (see Appendix A). To generate subsequent
samples within a chain, a new upropk is sampled from the proposal distribution and subjected
to Metropolis-Hastings acceptance/rejection criterion. In this work, we utilize a precondi-
tioned Crank-Nicolson stepping scheme with step size β > 0, where samples ψk from µk are
drawn using Algorithm 4.2. Thanks to the prior-invariance of the preconditioned Crank-
Nicolson proposal, the sample upropk is then accepted with probability α
SL
k defined in (26)
[20]. The procedure is summarized in Algorithm 6.1; additional details can be found in [27].
The cost of performing MCMC depends on how quickly the chain mixes as well as the
variance of Qˆk. The first—the mixing of the chain—is controlled by the autocorrelation
of samples within the chain. As adjacent samples in the chain are correlated (and not
independent), the integrated autocorrelation time τQ of the chain will determine how many
steps (and thus forward simulations) are required to get to the next independent sample.
The second—the variance of Qˆk—is controlled by the number of independent samples used
ML HIERARCHICAL DECOMPOSITION OF FINITE ELEMENT WHITE NOISE 19
Algorithm 6.1: Single level Metropolis-Hastings MCMC Algorithm with preconditioned
Crank-Nicolson proposal to generate a posterior sample u
(i)
k |u(i−1)k
• Given u(i−1)k , propose upropk using preconditioned Crank-Nicolson:
(25) upropk :=
√
1− β2u(i−1)k + βψk,
where ψk ∼ µk is computed using Algorithm 4.2.
• Accept u(i)k = upropk with probability
(26) αSLk (u
prop
k |u(i−1)k ) = min
{
1,
pilikek (pobs|upropk )
pilikek (pobs|u(i−1)k )
}
• Return u(i)k and Q(i)k = Qk(u(i)k ).
in the estimator, i.e., N . The accuracy is similar to Monte Carlo in that the required number
of (independent) samples to achieve a desired mean squared error depends on the variance
of Qk as well as the bias introduced by numerically approximating Q. If we require N
independent simulations, with an integrated autocorrelation time (rounded up to an integer
value) of t (see Appendix A), then we require at least tN simulations. Thus acceleration
approaches should seek to reduce t and N by increasing the mixing of the chain and reducing
the variance of the estimator, respectively.
6.2. Multilevel Markov Chain Monte Carlo. To accelerate MCMC, we consider the
multilevel framework in [27], which utilizes chains at coarser spatial discretization levels to
perform the majority of likelihood functions evaluations. Similar to previous sections, let
us denote the log-normal permeability field, the Darcy pressure and flux, and the QoI at
dicretization level ` with the symbols u`, (p`,q`), Q` := Q`(u`), respectively, for k = 0 ≤ ` ≤
L. Then the posterior mean of Q0 is equivalently written as
(27) Eν0 [Q0] = EνL [QL] +
L−1∑
`=0
(
Eν` [Q`]− Eν`+1 [Q`+1]
)
,
where ν` is the discrete posterior measure on level `. Following [27], for each level `, we
define a multilevel estimator Yˆ N`` of the difference Eν` [Q`]− Eν`+1 [Q`+1] and write
(28) Yˆ N`` =
1
N`
n`+N`∑
i=n`+1
Y
(it`)
` =
1
N`
n`+N`∑
i=n`+1
Q
(it`)
` −Q(it`t`+1)`+1 .
Above n` corresponds to the burn-in on level `, N` is the effective sample size on level
` (defined later in (31)), t` and t`+1 are the estimated integrated autocorrelation times
of the chains at levels ` and ` + 1, respectively (see Appendix A for details). The key
aspect of the multilevel MCMC is how to couple Markov chains at different levels so that:
i) the variance of Y` is much smaller than that of Q`, ii) information from coarser level
chains are used to accelerate mixing of finer level chains (higher acceptace rate, smaller
integrated autocorrelation time). In this section, we focus on how to generalize the multilevel
MCMC algorithm [27, Algorithm 3] to replace the KL decomposition-based sampling with
our scalable multilevel PDE samplers described in Section 4.
20 ML HIERARCHICAL DECOMPOSITION OF FINITE ELEMENT WHITE NOISE
As motivated in Remark 1, in what follow, we describe a two-level chain to evaluate the
difference estimator Yˆ` at a generic level 0 ≤ ` < L. Given a coarse sample u(j−1)t`+1`+1 , we
advance the coarse chain at level ` + 1 by t`+1 steps using single-level Metropolis-Hastings
as in Algorithm 6.1. This results in a coarse sample u
(jt`+1)
`+1 that is independent of u
(j−1)t`+1
`+1 .
To propose u` on the finer level `, we use the two-level preconditioned Crank-Nicolson in
(29), where ψ` is sampled from the conditional distribution ψ`|u(j−1)t`+1`+1 using Algorithm
4.3. Note that, the independence of u
(jt`+1)
`+1 from u
(j−1)t`+1
`+1 guarantees that also ψ` is inde-
pendent of u
(j−1)
` . That means that the two-level preconditioned Crank-Nicolson proposal
in (29) satisfies the assumptions of [27, Lemma 3.1], and therefore the multilevel acceptance
probability αML` (u
prop
` |u(i−1)` ) in (30) satisfies the detailed balance condition. Algorithm 6.2
summarizes the generation of the paired fine and coarse level samples u
(j)
` and u
(jt`+1)
`+1 .
Note that, if uprop` is accepted at step j, then u
(j)
` and u
(jt`+1)
`+1 are correlated. Specifically,
both u
(j)
` and u
(jt`+1)
`+1 are generated from the same coarse level white noise functional b`+1,
and thus the difference u
(j)
` − P`u(jt`+1)`+1 is small. This is observed in Section 4.1, where Fig-
ure 1 (b)-(c) display these differences, defined as solutions uC`0 (see (17)). This means that
one should expect Y
(j)
` to be small when step j is accepted, which is a necessary condition
to achieve multilevel acceleration. The numerical results presented next indeed demonstrate
that our algorithm is indeed able to achieve multilevel acceleration of the chain mixing and
variance reduction.
Algorithm 6.2: Two-level Metropolis-Hastings MCMC Algorithm to generate paired
samples u
(jt`+1)
`+1 and u
(j)
` |u(j−1)`
Part I. Advance the coarse chain at level `+ 1 by t`+1 steps:
• Given u(j−1)t`+1`+1 , apply Algorithm 6.1 on level `+ 1 for t`+1 steps
• Store u(jt`+1)`+1 and Q(u(jt`+1)`+1 )
Part II. Advance the fine chain at level ` by one step:
• Given u(j−1)` and u(jt`+1)`+1 , propose uprop` :
(29) uprop` :=
√
1− β2u(j−1)` + βψ`,
where ψ`|u(jt`+1)`+1 is sampled using Algorithm 4.3.
• Accept u(j)` = uprop` with probability
(30) αML` (u
prop
` |u(i−1)` ) = min
{
1,
pilike` (pobs|uprop` )pilike`+1(pobs|u(j−1)t`+1`+1 )
pilike` (pobs|u(j−1)` )pilike`+1(pobs|ujt`+1`+1 )
}
.
• Return u(j)` , u(jt`+1)`+1 , Y (j)` = Q(u(j)` )−Q(u(jt`+1)`+1 )
Remark 1. Another small difference with respect to the work in [27] is that each Yˆ N`` estimate
uses only two levels. Specifically, Algorithm 6.2 uses a single auxiliary chain on the coarser
level `+ 1 to estimate Yˆ`, while [27] runs auxiliary chains on all coarser levels. Our decision
to do this is based on algorithmic simplicity and scalability. That said, utilizing all coarser
levels is a detail that may be considered in future work.
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Table 4. Time in seconds to generate 50 Gaussian random field realizations
using (16). Runs were completed on LLNL Quartz.
Level ` Number Elements NP=2 NP =4 NP =8 NP =16 NP =32 NP = 64
0 196,608 308 161 75.2 42.9 23.2 12.0
1 24,576 27.9 10.9 5.87 3.88 2.94 2.55
2 3,072 2.18 1.49 1.11 1.03 1.07 1.18
6.3. Three-Level Markov Chain Monte Carlo Results. To demonstrate our method,
we consider a three-level MCMC with the hierarchical stochastic PDE solver by utilizing
Algorithm 6.2. The computational domain is a unit cube discretized with tetrahedral ele-
ments. For the prior, we consider Gaussian random fields with correlation length λ = 0.3
and marginal variance of σ2 = 0.5. Table 4 provides information regarding the number of
elements in each level, as well as the wall time needed to generate 50 realizations of uk for
various numbers of processors. While we may consider a level dependent number of pro-
cessors based on these scaling results (which is a possible future direction), in the following
computations we fix the total number of processors to 8. For the observational pressure
data, we synthetically generate a realization pobs with σ
2
η = 0.005; this is done via (19) on a
reference mesh with approximately 12.5M elements.
For each Yˆ N`` (` = 0, 1) estimate, we run a single chain using step size β
2 = 0.3 on each
level. First we investigate the subsampling rate we require for Y0 and Y1 components in
order to obtain independent samples. To do so, we run a chain using the multilevel MCMC
approach in Algorithm 6.2 with 2, 000 fine level burn-in samples, and a running estimate
of the integrated autocorrelation time (see Appendix A for details). Figure 4 displays the
autocorrelation of the different level chains (from a single run) as a function of the lag time,
after performing an additional 2, 000 effective samples on the fine level.Figure 4 (a) compares
the decay in autocorrelation for the coarse level chain QoI Q2 with the fine level chain QoI
(as formed via the hierarchical approach) Y1 = Q1−Q2, while Figure 4 (b) compares that of
Q1 and Y0 = Q0−Q1. Faster decays indicate faster mixing of the chain, as fewer steps in the
chain result in an uncorrelated sample. From these two results, performing the hierarchical
multilevel estimates of Y` improve the fine level mixing.
Once the chain is completed, the average maximum integrated autocorrelation times are
estimated for each level. The coarse level chain of Q2 values has an approximate integrated
autocorrelation time of 58, and the correction terms have integrated autocorrelation times of
5 for Y1 = Q1−Q2 and 4 for Y0 = Q0−Q1. The drastic reduction in integrated autocorrelation
time demonstrates the effectiveness of the two-level MCMC in accelerating mixing.
In addition to estimating the integrated autocorrelation time, we investigate the improve-
ment in the acceptance rate on the finer levels. Figure 5 (a) displays the average acceptance
rate from the three chains, on the three different levels. With a fixed β2 = 0.3 (for both
levels), the acceptance rate of the coarse level ` = 2 is about 0.33, while that of level ` = 1 is
0.68, and that of level 0 is 0.83. This increase in the accepted rate is similar to that reported
in [27], numerically demonstrating that indeed the our method using multilevel stochastic
PDE samplers is a computationally efficient alternative to KL-decomposition based sampling
for multilevel MCMC.
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Figure 4. Autocorrelation estimates for increasing lag time, which will be
used to estimate the subsampling rate t` for ` = 0, 1, 2. (a) Comparison of the
autocorrelation estimate of Q2 simulations and Y1 = Q1−Q2 simulations. (b)
Comparison of the autocorrelation estimate ofQ1 simulations and Y0 = Q0−Q1
simulations.
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Figure 5. (a) Increase in acceptance rate moving from coarse to fine level,
indicating improved mixing on the finer levels. (b) Variance estimates for Q`
and Y` = Q`−Q`+1. The decay in the variance estimate of Y` (for decreasing `)
is essential for multilevel MCMC to be more cost efficient than the single-level
approach.
Next, we consider the estimated variance of the Y` for levels ` = 0, 1, 2. Figure 5 (b) pro-
vides variance estimates for Q` on each level, as well as variance estimates for the correction
terms Y` = Q` − Q`+1. The decay in the Y` variance estimate indicates that fewer samples
will be required on the finest levels (relative to the coarsest) for a specified error bound. This
result is similar to that of [27]; however, our decay is not quite as rapid – this is likely due
to the difference in our problem setup (d = 3, λ = 0.3), as well as the fact that we’re doing
inference in a higher-dimensional space. More specifically, we have one DOF per element
with 196K elements on the finest level, while the work in [27] has a KL expansion truncated
at 150 DOFs on the finest level.
The final result we consider is the total computational cost of this multilevel approach.
To determine the total number of samples required in the level ` chain of Algorithm 6.2, we
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utilize the approach in [27], where
(31) N eff` =
2
ε2
(
L∑
k=0
√
Vνk,νk+1 [Yk]Ceffk
)√
Vν`,ν`+1 [Y`]
Ceff`
is the total number of effective samples to estimate the expectation, with variance Vν`,ν`+1 [Y`]
(with respect to the joint distribution of u` and u`+1) and effective cost per independent
sample of Y` defined as
(32) Ceff` := t`(C` + t`+1C`+1);
here C` is the cost to calculate a single simulation of Q`. With an estimated integrated
autocorrelation time of t`, we require N
total
` = t`N
eff
` samples of Y`. We note, this does
not include the total number of samples discarded for the burn-in. In [27], the authors
discard the first n` = 2t` samples as burn-in. Using the prior results regarding integrated
autocorrelation time, variance estimates, and simulation time for NP = 8, we estimate that
performing a three-level MCMC is 58% the cost of performing a single-level MCMC.
6.4. Discussion. The novelty and advantages of our two-level preconditioned Crank-Nicholson
proposal in Algorithm 6.2 lies in the use of a scalable, memory efficient stochastic PDE sam-
pler in lieu of a computationally and memory expensive KL-decomposition. However, our
method shares the same structure and benefits of the original KL-based approach in [27]. In
fact, both proposals are linear transformations of independent Gaussian vectors defined on
the coarse and fine grids: the coarser-level random variables define the smooth components
of the random field u`, while the finer-level random variables control the high frequency
components of u`. The only—but key—difference is in how the transformation is defined.
Our method uses sparse finite element interpolation operators and scalable fast PDE linear
solvers; the one in [27] uses dense matrices whose columns represents the dominant eigen-
vectors of the covariance method. As our numerical result showed, Algorithm 6.2 offers
comparable multilevel acceleration to that presented in [27]. First, the great majority of
likelihood evaluations are done the coarse levels of the hierarchy, where evaluating the for-
ward model is inexpensive. Second, the acceptance rate improves as the mesh is refined thus
reducing the variance of the estimator Yˆ` at finer levels. Third, the auxiliary coarse level
chain allows for drastically reducing the integrated autocorrelation time t` thanks to the use
of independent samples from the coarse chain. We argue that the increase of the acceptance
rate is due to the smoothing properties of the forward map in (19). A characteristic feature
of inverse problems governed by PDEs is that the smooth components of the parameter
are the most informed by the data, while the likelihood function is not very sensitive to
perturbations in highly oscillatory components of u. This can be proven analytically for
certain linear forward PDE problems (e.g. advection-diffusion [31], Poisson [32], Stokes [58],
acoustics [12, 13], electromagnetics [14]), and demonstrated numerically for more complex
PDE problems (e.g. seismic wave propagation [15, 11], mantle convection [59], ice sheet flow
[42, 51], poroelasticity [39], and turbulent flow [17]). As numerically illustrated in Section
4.1, our hierarchical sampler induces a multiscale decomposition of the random field u, where
finer-level proposal u` shares the same smooth components of the corresponding sample from
the posterior distribution ν`+1 at the coarser-level `+ 1. As we move to finer and finer levels
we expect the likelihood function to become insensitive to the difference u` − Pu`+1, thus
drastically increasing the acceptance rate. The increased mixing of the chain is then a direct
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consequence of the increased acceptance rate and of the independence of the coarse grid
samples used in the two-level preconditioned Crank-Nicholson proposal.
7. Conclusion
In this work we develop a new hierarchical approach to generate Gaussian random field
realizations that will scale with the refinement of the discretization, and thus is well apt for
large-scale three-dimensional simulations. Building off of approaches from [49, 50], we extend
the work into a hierarchical multilevel framework by performing a hierarchical decomposition
of white noise across multiple levels of discretization. From this hierarchical decomposition,
we may generate corresponding realizations of discrete Gaussian random fields, such that fine
scale random fields are generated in a hierarchical fashion from coarse scale random fields.
The key result of this decomposition is that it allows for independent MCMC stepping across
the different levels of discretization without forming a KL-based hierarchy.
The theoretical results of this paper prove that this hierarchical approach does in fact gen-
erate Gaussian random fields on each level, and numerical results show that, when utilizing
scalable solvers, this approach is scalable. The particular solvers that we use in this approach
are shown to provide fine level scalability. A current drawback of this implementation is that
the coarser levels do not scale as well. This is due to the number of processors; in particular,
the fine level scales in a different regime than the coarse levels, and thus we see decreased
efficiency on the coarser levels, as shown in the numerical results. To improve this issue, one
approach would be to utilize the framework of [28], where they distribute the work across a
number of processors that is level dependent.
Possible future directions of this work include performing this multilevel MCMC approach
with a more informed proposal, e.g., local Hessian information, as in [23, 22]. In particular,
[22] combines the multilevel approach of [27] with dimension-independent likelihood-informed
MCMC samplers of [23] to further accelerate multilevel MCMC.
Appendix A. Integrated Autocorrelation Time
To obtain independent samples for unbiased estimates of QoI moments from the chain
{Q(i)0 }i>0, we subsample the chain according to its integrated autocorrelation time τQ. In
this work, we estimate τQ as
(33) τˆQ = 1 + 2
M∑
τ=1
ρˆQ(τ)
where the normalized autocorrelation function is estimated as
(34) ρˆQ(τ) =
1
N − τ
N−τ∑
i=1
(Q
(i)
0 − µˆQ)(Q(i+τ)0 − µˆQ)
σˆ2Q
,
with µˆQ and σˆ
2
Q as the estimated mean and variance (respectively) of the data {Q(i)0 }Ni=1,
and M  N (see [54] for more information on integrated autocorrelation time).
In practice we subsample at a rate of t := dτˆQe. We denote t` (with ` < L) as the estimate
for the multilevel chains {Y (i)` }i>0.
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