Fractionalization and Confinement in Frustrated Magnets by Wan, Yuan




A dissertation submitted to The Johns Hopkins University in conformity with the
requirements for the degree of Doctor of Philosophy.
Baltimore, Maryland
August, 2014
c© Yuan Wan 2014
All rights reserved
Abstract
We study the fractionalization and confinement of excitations in two frustrated
magnets: S = 1/2 kagome Heisenberg antiferromagnet and quantum spin ice. In
kagome Heisenberg antiferromagnet, the ground state is a spin liquid that hosts frac-
tional spin excitations known as spinons. We construct a phenomenological theory
for the spin liquid state. Our theory explains many characteristic features observed
in numerical studies, whereby providing a missing link between theory and numer-
ics. In quantum spin ice, when spinons are confined by an external magnetic field,
elementary excitations are strings connecting pairs of spinons. We show that these
strings possess quantum dynamics that can be described by an emergent quantum
string theory. The vibrational modes of strings are manifested as multiple resonances
in dynamical structure factor, which could be observed in experiments.
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my thesis and many helpful comments. I would also like to thank Professor Collin
Broholm, Professor Gabor Domokos, Professor Kirill Melnikov, and the late Professor
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The study of magnetism is a science both old and young. Ancient peoples were
aware of lodestone (Fe3O4) and its fascinating properties. The earliest known spec-
ulative theory of magnetism was recorded by Lucretius in the 1st century BC [1],
yet the origin of magnetism was not explained until the birth of quantum mechanics
in the early 20th century. Today, it is understood that magnetism comes from the
magnetic moments of electrons. In a ferromagnet, the exchange interaction between
nearby electrons forces their magnetic moments to align and result in macroscopic
magnetization.
A family of magnetic materials known as frustrated magnets present new challenge










S2α + const. (1.2)
Here the summation is over the triangles α in the lattice, and Sα is the net spin of
the triangle. Specifically, Sα = σi +σj +σk, and i, j, and k are the three spins belong
to α, as shown in Fig. 1.1a. Sα takes four possible values, ±1 and ±3.
From Eq. 1.2, we see that the ground states are attained by minimizing |Sα|. In
the ground states,
Sα = ±1, ∀α. (1.3)
Constraint Eq. 1.3 does not fix a unique ground state. To count the degeneracy, we
note that the constraint selects 6 spin states out of 8 per each triangle, as shown in
Fig. 1.1b. The total number of spin states is 2N , where N is the number of spins.











2N = 1.651N . (1.4)
Here N4 = 2N/3 is the number of triangles. The entropy at zero temperature is then
given by
S = kB ln Ω ≈ 0.5013kBN. (1.5)
The exact enumeration gives S = 0.5018kBN [6]. The entropy at zero temperature
grows linearly with the system size.
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CHAPTER 1. INTRODUCTION
The existence of an enormously degenerate ground state manifold is a common
trait of frustrated magnets, and it has important consequences for their properties [4].
There are two possible scenarios. On the one hand, the system could be stuck inside
a small region of the manifold. On the other hand, the system could wander around
this manifold due to thermal or quantum fluctuations and never settle on any state,
thereby remaining paramagnetic down to zero temperature. Such magnets, preserving
all the symmetries of the system and possessing non-local correlations, are known as
spin liquids [3]. Kagome Ising antiferromagnet fits into the second scenario, and it is
one of the earliest known examples of spin liquid.
1.2 Fractionalization and confinement
Excitations in frustrated magnets are distinct from those of conventional magnets.
In a Heisenberg ferromagnet, the spins are aligned in the same direction in the ground
state. The elementary excitations are magnons, which are quantized spin waves [7].
Magnons carry Sz = −1 spin angular momentum. In a frustrated magnet, a magnon
could break up, or fractionalize, into a pair of excitations, each carrying a S = 1/2
spin. These fractional excitations are known as spinons, and they could show bosonic,
fermionic, or even anyonic statistics [3].
In some frustrated magnets, spinons are not completely free. When a pair of




In the ground states, all the spins point to the same direction thanks to the
ferromagnetic exchange interaction. The ground state is two-fold degenerate: σi =
1∀i, or σi = −1∀i. Without loss of generality, we consider the ground state in which
all the spins point to the right (Fig. 1.2a). To create a magnon, we flip one spin from
the right state to the left. As a result, we create two domain walls (Fig. 1.2b), and we
can separate them arbitrarily far away from each other without any additional energy
cost (Fig. 1.2c). Thus, the magnon is fractionalized into a pair of domain walls, which
can propagate independently in the chain.
We can break the ground state degeneracy by turning on a weak magnetic field








The second term is the Zeeman coupling between spins and the field, and h > 0.
The ground state in now unique, σi = 1 ∀i. Again, we can create a pair of domain
walls by flipping one spin. To separate the two domain walls, we must flip a string of
successive spins, and each flipped spin now costs energy 2h (Fig. 1.2d). The domain
walls are therefore confined by linear potential. It is now natural to regard the string





degenerate manifold is crucial for the physics of frustrated magnet. The exchange in-
teraction constrains the local spin configurations, and these local constraints carve the
manifold of low energy states from the Hilbert space (Fig. 1.3b). The low-energy, long-
time dynamics of the frustrated magnets is restricted to this manifold, and therefore
the effective Hamiltonian for frustrated magnets must respect the local constraints.
The above considerations fit naturally into the framework of gauge theory. In
particular, the local constraints can be thought of as local conservation laws resulting
from emergent gauge symmetries. The fluctuations in the low-energy manifold can be
interpreted as fluctuations of the gauge field. Spinon excitations carry gauge charge,
and they could be free or confined depending on the details of the gauge theory. In
short, gauge symmetries emerge at low energy, and the low energy effective theory of
frustrated magnets must be a gauge theory.
1.4 Scope and organization
The rest of the thesis is organized as follows. In Chapter 2, we give a self-contained
exposition of lattice gauge theory. Equipped with the tools from gauge theory, we are
ready to study two frustrated magnets: the kagome Heisenberg antiferromagnet in
Chapter 3, and the quantum spin ice in Chapter 4. We will show that both systems
exhibits fractionalization and confinement. We will also connect these theoretical




In Chapter 1, we have argued that lattice gauge theory provides a natural frame-
work for studying frustrated magnets. In this chapter, we give an exposition of
lattice gauge theory by presenting two examples, compact quantum electrodynamics
(compact QED) and Ising gauge theory (IGT) with the emphasis on the lattter. As
we proceed, we review concepts and techniques that will be used in the successive
chapters. We shall follow the standard references [8–10] in our exposition.
The current chapter is organized as follows. We briefly review classical electro-
dynamics in Section 2.1 and describe compact QED in Section 2.2. Then, in Section
2.3, we motivate IGT by drawing a close analogy to compact QED. We analyze the
weak-coupling phase of IGT in Sections 2.4 and 2.5 and the strong-coupling phase in
2.6. Finally, we discuss duality transformation in Section 2.7.
9
CHAPTER 2. LATTICE GAUGE THEORY
2.1 Classical electrodynamics
We start off by giving a quick review of the Hamiltonian formulation of classical
electrodynamics. For the sake of simplicity, we focus on 2-dimensional free space.




F µνFµν . (2.1)
Here we have adopted the natural units µ0 = ε0 = c = 1. µ, ν runs from 0 to 2, and the
summation over repeated indices is implied. The signature of metric is (1,−1,−1).
F µν = ∂µAν − ∂νAµ is the field tensor, and Aµ is the gauge potential.
To turn the above into Hamiltonian formulation, we first fix the gauge by setting
the temporal component of the gauge potential to zero,
A0 = 0. (2.2)
The above gauge condition is known as the temporal gauge. The contra-variant
components of the electric field are then given by
Ei = ∂0A
i, i = 1, 2. (2.3)
The Lagrangian density is then simplified in the temporal gauge,
L = 1
2
[(Ȧ1)2 + (Ȧ2)2 −B2]. (2.4)
Here the dot stands for time derivative, and B = ∂1A
2 − ∂2A1 is the magnetic field.
10
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= Ȧi = Ei, i = 1, 2 (2.5)
Therefore, the electric field is the canonical momentum conjugate to the gauge po-
tential,
{Ai(x), Ej(y)}P = δijδ2(x− y), (2.6)
where {· · · }P is the Poisson bracket. The Hamiltonian density for classical electro-







2 + (Bi)2). (2.7)
Even though we have eliminated the temporal component of gauge potential in
Eq. 2.2, there is still gauge redundancy,
Ai(x)→ Ai(x) + ∂iφ(x), (2.8)
where φ is a time-independent scalar field.
The electric charge density is defined as
ρ(x) = ∂iE
i(x), (2.9)
which is simply the Gauss law. It can be shown that the charge density at any spatial
point x is a conserved quantity,
{ρ(x),HEM}P = 0. (2.10)
11
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continuous space. In what follows, we will consider the square lattice.
Similar to the classical theory, the basic degrees of freedom are electric field op-
erators Eij and gauge potential operator Aij defined on the link ij (Fig. 2.1a). We
adopt the temporal gauge to eliminate the temporal component of gauge potential.
As the electric field and gauge potential are vector fields, we define Eij = −Eji and
Aij = −Aji.
The gauge potential and electric field operators form a canonical conjugate pair,
[Aij, Ekl] = i(δikδjl − δilδjk), [Aij, Akl] = [Eij, Ekl] = 0. (2.11)
Here the right hand side of the first commutation relation ensures that the commu-
tator of Aij and Eij is i if ij and kl are the same link and have the same orientation.
In classical electrodynamics, the gauge potential takes value in (−∞, ∞). Here
we reduce the range of Aij by requiring that Aij and Aij + 2π are the same state. In
other words, Aij ∈ [0, 2π). Consequently, the eigenvalues of the electric field operator
Eij takes only integer values. This is reminiscent of the angular variable θ and the
angular momentum Lθ for a planar rotor. Similar to the planar rotor, exp(±iAjk)
are ladder operators that raise or lower the eigenvalue of Ejk by 1,
[e±iAjk , Ejk] = ∓e±iAjk . (2.12)
The operator exp(iAij) is known as link variable.
On square lattice, the magnetic field operator Bα associated with each basic pla-
13
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quette α is,
Bα = Ai,i+x̂ + Ai+x̂,i+x̂+ŷ − Ai+ŷ,i+x̂+ŷ − Ai,i+ŷ. (2.13a)
Here i, i + x̂, i + ŷ, and i + x̂ + ŷ are four corners of the plaquette α, as shown in
Fig. 2.1b. The right hand side of the above definition is the lattice analog of curl.
Similar to the gauge potential, Bα and Bα + 2π are identical. The magnetic flux
operator Fα is related to the link variables by,
Fα = e
iBα = eiAi,i+x̂eiAi+x̂,i+x̂+ŷe−iAi+x̂,i+x̂+ŷe−iAi,i+ŷ , (2.13b)
which is the contour product of link variables around the plaquette α.
The Hamiltonian of the classical electrodynamics Eq. 2.7 is a quadratic in terms of







where the summation is over all links. However, we cannot use B2α as the magnetic
energy as we must respect the 2π periodicity of Bα. Instead, we choose,∑
α
[1− cos(Bα)], (2.14b)
whose leading term in the Taylor series at Bα = 0 is quadratic. Here the summation
is over all plaquettes. Putting all the pieces together, we obtain the Hamiltonian for
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Here g is a dimensionless constant. Hamiltonian Eq. 2.14c is the main result of this
section.
The Hamiltonian Eq. 2.14c possesses gauge redundancy. The lattice analog of the
gauge transformation Eq. 2.8 is given by
Aij → Aij + φi − φj, eiAij → eiφieiAije−iφj . (2.15)
Here φi ∈ [0, 2π) are arbitrary phases defined on lattice sites.
The physical meaning of the above gauge transformation is to redefine the local
quantum phases on lattice sites. It can be performed successively, one site a time.
In other words, the gauge transformation is composed of elementary gauge transfor-
mations, which refines the quantum phase on only one lattice site. The elementary
gauge transformation on site i, denoted by Gi(ψ), is defined by setting φi = ψ, and
φ = 0 on other sites. Its action on gauge potential is given by
Gi(ψ) : Aij → Aij + ψ, (2.16)
where ij stand for the four links emanating from site i, as shown in Fig. 2.1b. The
gauge potential on other links transform trivially under Gi(ψ). It can be seen that
Gi(ψ) form a group with the composition rule Gi(ψ1)Gi(ψ2) = Gi(ψ1 + ψ2). In
addition, Gi(ψ) = Gi(ψ + 2π). This group is known as the gauge group of compact
QED, which is isomorphic to the group of unimodular complex numbers, U(1).




Eij = Ei,i+x̂ + Ei,i+ŷ + Ei,i−x̂ + Ei,i−ŷ, (2.17)
15
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which is the Gauss law on lattice (Fig. 2.1b). Note that charge are quantized to
integer values as electric field E is quantized to integers. The elementary gauge
transformation Gi(ψ) is generated by charge operator,
eiψQiAije
−iψQi = Aij + ψ, (2.18)
and its action on other gauge potential operators are trivial. Therefore, Gi(ψ) =
exp(iψQi). Since the Hamiltonian is invariant under Gi(ψ), its generator must be
good quantum number,
[Qi, H] = 0 ∀i. (2.19)
The above is the analog of Eq. 2.10 and has the same physical meaning. It is sim-
ply the manifestation of charge conservation. It can also be derived directly from
commutation relations Eq. 2.11.
2.3 Ising gauge theory
In this section, we present the Ising gauge theory (IGT) on sqaure lattice.
We start with the definition of electric field operators. In compact QED, Eij, the
eigenvalues of electric field operator Eij, take integer values. In IGT, we distinguish
only the parity of Eij and regard |Eij〉 and |Eij + 2〉 as the same state. Therefore, it
is sufficient to use Pauli matrix σxij as the electric field operator on link ij, and its
eigenvalues 1 and −1 correspond to the parity (−1)Eij . Since (−)Eij = (−1)−Eij , we
define σxij = σ
x
ji, and there is no need to specify the orientation of links.
16
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In compact QED, the gauge potential Aij is the canonical momentum conjugate
to Eij, and the link variable exp(±iAij) are ladder operators of Eij. In IGT, the
link variable operator flips the two eigenvalues ±1 of the electric field opreator σxij.





accordance with the convention for σxij.
To recapitulate, the electric field operator and link variable operator on link ij
are σxij and σ
z
ij in IGT, and they obey the standard Pauli matrices algebra,
(σxij)
2 = (σzij)
2 = 1, {σxij, σzij} = 0. (2.20)
Here {· · · } is the anti-commutator. Operators on different links commute.
In analogy to Eq. 2.13b, the magnetic flux operator Fα associated with a plaquette










where i, i+x̂, i+ ŷ, and i+x̂+ ŷ are the four corners of the plaquette (Fig. 2.2b). Note
the eigenvalues of magnetic flux operator Fα = ±1 by definition, which corresponds
to 0 and π magnetic field threading through the plaquette α.








Here the first term is the magnetic energy, and the summation is over all plaquettes.
The minus sign at the front ensures that 0 magnetic field (or flux +1) state has lower
18
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energy. The second term is the electric energy, and the summation is over all links.
g is a dimensionless coupling constant that controls the energy cost for promoting
electric field from even (1) to odd (−1). Eq.2.22 is the main result of this section.
Similar to the compact QED, IGT possesses gauge invariance. The following gauge
transformation,
σzij → ηiσzijηj, (2.23)
leaves magnetic fluxes invariant. Here ηi = ±1 are c-numbers defined on lattice sites.
All gauge transformation are generated by elementary gauge transformations. The
elementary gauge transformation on site i, Gi, is defined by setting ηi = −1, and
η = 1 on other sites (Fig. 2.2a). Its action on link variables is given by
Gi : σ
z
ij → −σzij, (2.24)
where ij are the four links emanating from i. The action of Gi on other links is trivial.
Gi and the trivial transformation I form a group with composition rule G
2
i = I, which
is isomorphic to the cyclic group of order 2, Z2. Thus, the gauge group is reduced
from U(1) to Z2 comparing to the compact QED.





σxij ≡ Qi, (2.25)
where ij are the four links emanating from i (Fig. 2.2b). In compact QED, gauge
transformations are generated by charge operators. By analogy, we call the above
19
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operator the charge operator on site i, and rename it Qi to highlight this analogy.
Q2i = 1 from the definition. Incidentally, Q defined here can be thought of as the
parity of the U(1) charge.
Since the flux operators and the Hamiltonian are invariant under gauge transfor-
mation Eq. 2.23,
[Qi, H] = [Qi, Fα] = 0, ∀α, i, (2.26)
which can be derived from the definition and Eq. 2.20 as well.
2.4 Weak-coupling phase of IGT
Ising gauge theory (IGT) Hamiltonian Eq. 2.22 contains rich physics, which is
controlled by the coupling constant g. In this section, we discuss the weak-coupling
region, |g|  1. Our strategy will be starting with the solvable limit g = 0 and
treating finite g as perturbation.





It can be seen that [Fα, H0] = [Qi, H0] = 0 for all plaquettes α and sites i. Hence
the charges and fluxes form a set of good quantum numbers. Now we show that the
common eigenstates of all magnetic flux operators Fα span the IGT Hilbert space.
In other words, their common eigenstates form a basis, dubbed “flux basis” in the
20





Qi = 1. (2.28)
The above identity is derived by noting the fact that each electric field operator is
counted twice on the left hand side and (σxij)
2 = 1. Thus, the degrees of freedom
is e, e being the number of edges in the graph, whereas the number of independent
constraints is v − 1, v being the number of vertices. The Hilbert space dimension is
therefore 2e−v+1.
On the other hand, we compute the dimension of linear space spanned by the
common eigenstates of Fα. Each each flux operator Fα takes two possible values.
However, Fα are not independent,
∏
α
Fα = 1. (2.29)
The above identity is derived in the same vein as Eq.2.28. The dimension of the linear
space is 2f−1, where f is the number of faces in the graph.
For graphs drawn on a sphere, Euler’s formula gives v− e+ f = 2, or equivalently
2v+f−2 = 2e [11]. Therefore, the dimension of the linear space spanned by the common
eigenstates of Fα is equal to the Hilbert space dimension. We see that the flux basis
is complete.
Now we are ready to discuss the ground state and excitations. It is convenient to
work in the flux basis. The basis vector are labeled as |{Fα}〉, where Fα = ±1 is the
eigenvalue of Fα. In this basis, the Hamiltonian Eq.2.27 becomes diagonal, and the
22
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We first consider the ground state in vacuum. Since there is no charge, we set
the Gauss’s law constraint Qi = 1∀i. We note the energy is minimized by setting
Fα = 1∀α. To create excitations from vacuum, we can flip the value of Fα. The
energy cost for flipping Fα = 1 to −1 is 2. These flux excitations are known as visons
in literature, and they are completely immobile when g = 0. Note that the visons
must be created in pairs due to the constraint Eq. 2.29.
We can also consider the interaction between a pair of electric charges. To this
end, we set Qx = −1 and Qy = −1, where x and y are two lattice sites, and Qi = 1
for the rest. Again, the energy is minimized by setting Fα = 1 on all plaquettes α.
It can be seen that the ground state energy doesn’t depend on x or y, and thus there
is no interaction between the electric charges when g = 0.
To recapitulate, we have shown that, on a planar lattice (graph), the spectrum
of zero-coupling IGT Hamiltonian Eq. 2.27 is diagonal in the flux basis. The ground
state in vacuum is unique, and there are vison excitations on top. The visons are
gapped, and they are immobile when g = 0. There is no interaction between a pair
of electric charges in this limit.
The above picture gets slightly modified when the coupling constant g is small
but finite. Here we briefly comment on the consequences of finite |g|. Firstly, the
energy cost for creating a vison is reduced when |g| increases, and the visons can hop
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from one plaquette to the neighboring plaquettes. Secondly, the interaction potential
energy between a pair of charges is non-zero, and the potential decays exponentially
as the distance between the charges increases. Finally, as the vison gap decreases as
|g| increases, the gap eventually closes when |g| is sufficiently large, signaling a phase
transition.
2.5 Topological degeneracy in IGT
In the previous section, we discussed the energy spectrum of IGT Hamiltonian
by assuming that the underlying lattice or graph can be drawn on a sphere. In
this section, we discuss IGT Hamiltonian defined on graphs with more complicated
topology. We will show that, in the weak-coupling phase, every energy level is 4n-fold
degenerate in the thermodynamic limit, where n is the genus of the graph. Such
degeneracy is protected by the topology of the underlying graph, and it is stable
against any small perturbations.
To begin with, we consider again the zero-coupling Hamiltonian Eq. 2.27. In what
follows, we show that there are a set of new, non-local operators that commute with
Eq. 2.27. For the sake of concreteness, we focus on a finite N ×N square lattice with
periodic boundary condition imposed in both directions. This lattice can be drawn
on a torus, and therefore the genus n = 1.
Consider an arbitrary, non-self-crossing, oriented loop γ in this lattice, the Wilson
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Here the multiplication is over all the links ij that belong to path γ (Fig. 2.4a).
W (γ)21 = 1 by definition. W (γ) is simply the magnetic flux that threads through γ,
and it is gauge invariant. Therefore,
[W (γ), Qi] = 0, ∀i. (2.32)
Wilson loop operators commute with the Hamiltonian,
[W (γ), H0] = [W (γ), Fα] = 0, (2.33)
which trivially follows from the definition. The Wilson loop operators are good quan-
tum numbers.
However, all W (γ) are not independent. When γ is a loop is contractible, it is
related to the magnetic fluxes operators Fα by
W (γ) =
∏
α enclosed by γ
Fα. (2.34)
Here the multiplication is over all plaquettes enclosed by the loop γ, i.e. lies on the
left hand side of the path (Fig. 2.4a). Thus, when γ is contractible, W (γ) are not new
conserved quantities; they are simply products of known conserved quantities. The
reverse is also true: the product of magnetic flux operators Fα generate all Wilson
loop operators associated with contractible loops.
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We then consider non-contractible loop, the loops that wind around the torus.
From our analysis above, they cannot be written as product of Fα. Yet, they are not
all independent. Consider two vertical loops γy and γ
′
y shown in Fig. 2.4b. the Wilson
loop operators W (γy) and W (γ
′




Fα ·W (γ′y), (2.35)
where α are plaquettes in the area bounded by γy and γ
′
y. Therefore, we see that
the two non-contractible loops are related if they are homotopic, i.e. if they can be
smoothly deformed into each other. In other words, there is only one independent
Wilson loop operator per one homotopy-equivalence class.
There are two homotopy-inequivalent, non-contractible, non-self-crossing loops in
the lattice we consider. They are the vertical path, γy, and horizontal path, γx, that
wind around the torus. Hence, there are two independent good quantum numbers
Wx ≡ W (γx) and Wy ≡ W (γy) in addition to charge and flux operators (Fig. 2.5a).
In addition to Wilson loop operators, we can also define the electric loop operator





Here the multiplication is over all the links that share one site with γ and lie on its
right hand side, which are coined as R-legs of γ (Fig. 2.4c). X(γ) measures the total
electric charge enclosed by γ, and X(γ)2 = 1 by definition.
[X(γ), Fα] = 0, ∀α, (2.37)
27
CHAPTER 2. LATTICE GAUGE THEORY
which comes from the fact that Fα shares even number of links with γ, whereby flips
the value of X(γ) even times. It then follows that [X(γ), H0] = 0. It is also easy to
see that [X(γ), Qi] = 0.
Similar to the Wilson loop operators, two electric loop operators X(γ) and X(γ′)
are related to each other if γ and γ′ are homotopic. In particular, when γ is con-
tractible, X(γ) is simply the product of charge operators (Fig. 2.4c,d),
X(γ) =
∏
i enclosed by γ
Qi. (2.38)
Thus, there are only two independent electric loop operators Xx ≡ X(γx) and Xy ≡
X(γy), associated to the paths γx and γy that wind around the torus (Fig. 2.5a).
To sum up, we have identified four independent, non-local operators that com-
mute with Eq. 2.27: Wx, Wy, Xx, and Xy. However, they do not commute among
themselves. Specifically,
[Wx, Xx] = [Wy, Xy] = 0, (2.39a)
{Wx, Xy} = {Wy, Xx} = 0. (2.39b)
The first anti-commutation given above is derived by noting that Wx and Xy share
one link ij, and {σxij, σzij} = 0 (Fig. 2.5a). The second one is derived in the same vein.
Now we examine the Hilbert space structure of the IGT. We note that the electric
loop operators Xx and Xy are good quantum numbers, and they commute with the
Hamiltonian. We can impose a generalized Gauss’s law constraint Xx = ±1 and
Xy = ±1, in addition to the local, vertex-wise Gauss’s law constraints Qi = ±1.
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We note that the energy does not depend on the constraint X(γx,y) = ±1. Conse-
quently, if each energy level is four-fold degenerate at least if we do not distinguish
the constraints imposed on Xx,y. This result can also be derived from the algebra
Eq. 2.39. Let |Xx = 1,Xy = 1〉 be an eigenstate of H0 with energy E. On the one
hand,
X(γx)W (γx)|1, 1〉 = W (γx)X(γx)|1, 1〉 = W (γx)|1, 1〉.
X(γy)W (γx)|1, 1〉 = −W (γx)X(γy)|1, 1〉 = −W (γx)|1, 1〉. (2.41)
Therefore, W (γx)|1, 1〉 = |1,−1〉. On the other hand,
H0W (γx)|1, 1〉 = W (γx)H0|1, 1〉 = EW (γx)|1, 1〉. (2.42)
We see that |1,−1〉 is degenerate with |1, 1〉. By the same token, we can show that
the quartet |Xx = ±1,Xy = ±1〉 are degenerate (Fig. 2.5b).
The quartet can not be mixed by any local perturbation. We note that, any
local, physical operator O must be a function of flux operators Fα and electric field
operators σxij as they are the only local, gauge-invariant objects. Thus, [O,X(γx)] =
[O,X(γy)] = 0. Since O cannot change the eigenvalue of W (γx,y),
〈Xx,Xy|O|X ′x,X ′y〉 = 0. (2.43)
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In other words, the Hilbert space of IGT on torus are decomposed into four supers-
election sectors, known as topological sectors. States in different topological sectors
are not mixed by local operators.
The quartet remain quasi-degenerate when |g| is small but finite. When g 6= 0, the
electric loop operators are still good quantum numbers, [X(γx,y), H] = 0. Therefore,
we can label all states by their eigenvalues, |Xx,Xy〉. When g = 0, the four states are
strictly degenerate on finite lattice of size N × N . To find eigenstates for g 6= 0, we
perform degenerate perturbation theory. In the leading order, the action of electric
field operator σxij creates a pair of visons from the ground state (Fig. 2.5c). At higher
orders, the visons are separated further apart. Eventually, at N -th order, the visons
circle around the torus and annihilate, and we go back to the initial ground state.
Therefore, we deduce that the energy correction is given by,
∆E ∼ |g|N ∼ e−N/ξ, (2.44)
where ξ is some length scale. The correction is exponentially small, and the quar-
tet remains quasi-degenerate. In the thermodynamical limit, N → ∞, the 4-fold
degeneracy is restored.
We close this section by pointing out that the above results can be readily gener-
alized to graph with any genus n. As there are 2n homotopy-inequivalent close paths,
there are 2n non-local good quantum numbers X(γi). Therefore, even energy level
becomes 4n-fold degenerate. Generalization to lattice embedded in non-orientable
surface is also possible. The intimate relationship between the energy spectrum and
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the topology of underlying space is not unique to IGT; it is a common trait of a large
family of quantum field theories known as topological quantum field theory [10]. IGT
is the simplest topological quantum field theory.
2.6 Strong-coupling phase of IGT
In this section, we analyze the strong-coupling phase of Ising gauge theory (IGT).
The strategy is similar to the analysis of the weak-coupling phase : we first consider
the g →∞ limit and then treat 1/g as perturbation.











where Eij is the eigenvalue of σxij.
The energy is minimized by setting all Eij = 1, which determines the ground
state. In particular, the charge Qi = 1 for all sites i, which corresponds to the
vacuum (charge-free). To create excited states, we flip Eij from 1 to −1. However,
we want to ensure the constraint Qi = 1 in vacuum, and therefore we must flip Eij
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phase (g → ∞), where the interaction potential grows linearly with distance. We
expect the two phases are separated by a phase transition at critical coupling gc.
In this section, we seek to understand the phase transition from a different per-
spective. We employ a powerful non-perturbative technique known as the duality
transformation, which maps the IGT to the ordinary transverse field Ising model
(TFIM). In particular, the weak and strong coupling phases of IGT are respectively
mapped to the paramagnetic and ferromagnetic phases of the TFIM, and the con-
finement transition in the former model is mapped to the magnetic phase transition
in the latter. For the sake of concreteness, we will consider the IGT defined a N ×N
square lattice with periodic boundary condition.
The dual Ising variables τ zα are defined on the plaquettes α. These plaquettes,
regarded as lattice sites, form another square lattice that is dual to the original






where plaquettes α and β share the link ij (Fig.2.7b). λαβ = ±1 are phase factors





Here the multiplication is over the dual links αβ that surround the site i (Fig. 2.7c).
The charge operator Q is dual to a c-number, reflecting the fact that the charge is
static in IGT. Remarkably, the charge constraint in IGT is dual to flux conditions of
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the phase factors.
As shown in Section 2.5, there are two electric loop operators X[γx,y] associated





where the multiplication is over the dual links αβ that belong to the non-contractible
paths γx,y in the dual lattice. Hence, the electric fluxes are dual to the Z2 flux of the
phase factors.
The magnetic plaquette operators Fα flips the eigenstates of the electric operators
σxij around the plaquette α. It can be seen that the dual operator τ
z
α has the same

















In the dual model, the magnetic term in IGT becomes the transverse field, and the
electric term becomes the nearest-neighbor Ising interaction. The dual Ising variables
are coupled to Z2 phase factors λαβ, and their fluxes are determined by the charge
Qi in the original IGT (Eq. 2.49).
In what follows, we focus on the vacuum (Qi = 1,∀i), and the topological sector
X[γx,y] = 1. In the dual theory, we set λαβ = 1 and obtain the following standard
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When g  1, the Ising coupling dominates, and the model is in the ferromagnetic
phase. When g  1, the transverse field dominates, and the system is in the para-
magnetic phase. Therefore, the strong and weak coupling phases of IGT are mapped
to the ferromagnetic and paramagnetic phases of the dual model. The confinement
phase transition is then dual to the well-understood magnetic ordering transition in
the transverse field Ising model.
We close this section by remarking that duality transformation is readily gener-






In Chapter 1, we showed that a frustrated magnet could remain paramagnetic
down to zero temperature, thereby becoming a spin liquid. In this chapter, we study
a promising candidate for spin liquid, the S = 1/2 kagome Heisenberg antiferromagnet
(KHAF).




Si · Sj, (3.1)
where Si are S = 1/2 spin operators defined on lattice sites of kagome, and the sum-
mation is over nearest-neighbors. Here we have set the exchange coupling constant
to 1. Despite its simplicity, determining the ground state of Eq. 3.1 has been proven
to be a formidable task. More than a dozen competing proposals for the nature of its
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ground state have been made over the past two decades [12–19].
Recent numerical studies based on the density-matrix renormalization group (DMRG)
method cast new light on this problem [20–22]. They provide compelling evidence for
a spin liquid. In the ground state, spins have very short-ranged correlations, gapped
S = 1 excitations, and no discernible sign of long-range magnetic order. These results
are consistent with a particular type of spin liquid known as resonating-valence-bond
(RVB) state [23].
The numerical studies have revealed a wealth of new features that remain to be
understood, including a strong valence-bond resonance around diamond-shaped loops
and peculiar valence-bond correlations near lattice defects [20,21]. The ground state
of Eq. 3.1 with cylindrical geometry shows a strong dependence on the circumference
and the chirality of the cylinder. Localized S = 1/2 spins are found on the open
edges of certain types of cylinders. These numerical findings call for a theoretical
assessment.
We provide a phenomenology of the spin-liquid phase of the S = 1/2 KHAF, which
bridges the theory and the numerics. We demonstrate that the kagome quantum
dimer model is naturally described in the language of an IGT. We construct an
IGT and show that the model indeed reproduces qualitatively various features of the
ground state of the S = 1/2 KHAF revealed by the DMRG studies. Our results have
been previously published in [24].
The current chapter is organized as follows. We review the physical properties of
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the RVB state in Section 3.1. Then, in Section 3.2, we construct the phenomenological
model. In Section 3.3 we describe techniques for solving the model. In Section 3.4,
Section 3.5, and Section 3.6, we solve the model in various settings and compare the
solutions with the numerical results. We discuss the methodological aspects of our
work in Section 3.7.
3.1 Physics of RVB state
As we have mentioned earlier, the DMRG results suggest that the ground state
of S = 1/2 KHAF is a RVB state. In this section, we review the basic physical
properties of the RVB state.
The RVB state was first conceived by P. W. Anderson in 1973 [23]. The idea of
the RVB state comes from the following elementary observation. When two S = 1/2
spins are coupled through antiferromagnetic exchange interaction, the ground state
is a total S = 0 state or a singlet. In an antiferromagnet, adjacent S = 1/2 spins
tend to pair up to form singlets (Fig. 3.1a, left panel). There are numerous ways to
pair neighboring spins, and the antiferromagnet can easily tunnel from one pairing
pattern to another. As a result, the ground state is a quantum superposition of
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Here D stands for the pairing pattern of spins, and |D〉 the spin state corresponds to
this pairing. For instance, if spins 1 and 2 are paired, and spins 3 and 4 are paired,
then |D〉 = |0〉12|0〉34, |0〉ij denoting the singlet made of spins i and j. ψ(D) is the
amplitude of pairing pattern D. The state Eq. 3.2 is invariant under spin rotation
since the building blocks are singlets. If the amplitude ψ(D) also respects lattice
symmetries, then the state Eq. 3.2 is a quantum spin liquid (Fig. 3.1a, right panel).
The RVB state hosts fractional excitations. To create a S = 1 spin excitation, we
break up a singlet into two unpaired spins (Fig. 3.1b, left panel). When the unpaired
spins move, they leave behind a trail of disturbance (Fig. 3.1b, middle panel), which
can be repaired by quantum tunneling. Consequently, the energy cost for separating
these two spins is finite. The unpaired spins thus can be thought of as two independent
S = 1/2 excitations (Fig. 3.1b, right panel). In short, the S = 1 excitation in the
RVB state fractionalizes into two spinons.
However, if the quantum tunneling between various pairing pattern is absent, then
the singlets freeze into a static pattern, known as valence bond crystal in literature
[25–27]. The spinons are confined in valence bond solids. To see this, we consider a
simple valence bond solid state shown in Fig. 3.1c, left panel. Similarly, we can create
a pair of spinons by breaking a singlet into two spinons (Fig. 3.1c, middle panel). In
this case, the trail behind a moving spinon cannot be repaired by tunneling, and there
is energy cost that is proportional to the spatial separation of the spinons (Fig. 3.1c,
right panel).
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The above intuitive picture is captured by a concrete model known as the quantum
dimer model [28], which is a quantum analog of the classical dimer model proposed
earlier [29, 30]. In this model, neighboring spins on a lattice are paired up into
singlets (Fig. 3.1d, left panel). Each singlet is represented as a dimer that covers two
adjacent lattice sites. A pairing pattern of spins is then pictorially represented as a
dimer covering of the lattice. Since a spin can only participate in one singlet, a lattice
site can only be covered by one dimer.
The Hamiltonian of a quantum dimer model then acts on the space of dimer cover-
ings. The kinetic terms in the Hamiltonian describes various local tunneling processes
of dimer coverings (Fig. 3.1d, middle and right panels). Note that the tunneling pro-
cess must respect the condition that each site is covered by one dimer. Since different
dimer coverings could cost different energy, there could also be potential terms in the
quantum dimer model Hamiltonian.
3.2 Construction of the model
In this section we construct a phenomenological model describing the spin-liquid
phase of the S = 1/2 KHAF. Our starting point is a quantum dimer model on
kagome that is thought to represent low-energy states of the Heisenberg model in the
sector with zero total spin. We first show that the Hilbert space of kagome quantum
dimer model is identical to that of an IGT on honeycomb, whose sites are centers
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Elser and Zeng mapped dimer coverings on kagome to patterns of arrows con-
necting centers of adjacent triangles [33]. The centers of triangles in kagome form a
honeycomb, and thus the arrows reside on the links of honeycomb. On a triangle with
a dimer, one arrow points out of the triangle and away from the dimer; the other two
arrows point into the triangle. A triangle without a dimer has three arrows pointing
out. The mapping is illustrated in Fig. 3.2b. It is easy to check that the arrows are
subject to a constraint: each vertex of the honeycomb lattice has either one outgoing
and two incoming arrows, or three outgoing arrows. An example of such a mapping
is shown in Fig. 3.2c.
We introduce Ising variables σxij ≡ σxji = ±1, defined on the links of the honey-
comb, to parametrize the states of the arrows. To this end, we partition the hon-
eycomb sites into A and B sublattices. For a given honeycomb link 〈ij〉, σxij = 1 if
the arrow points from the A site to the B site, and −1 otherwise (Fig. 3.2d). The
constraint on arrows is thereby translated to a constraint on Ising variables:
Qi ≡ σxi1σxi2σxi3 =

1 i ∈ A
−1 i ∈ B
. (3.3)
Here i denotes a site on the honeycomb lattice, whereas 〈i1〉,〈i2〉, and 〈i3〉 are the
three links emanating from the site i.
We interpret the variables σxij as the electric field operators of the IGT on honey-
comb. The constraint Eq. 3.3 then becomes Gauss’s law of the IGT, and Qi is the
charge on a honeycomb site i.
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We have thus established that the Hilbert space of a kagome quantum dimer
model is identical to that of an IGT on honeycomb with staggered, static background
charges (3.3). As a result, any kagome quantum dimer model Hamiltonian can be
written as an IGT Hamiltonian.
The MSP Hamiltonian describes the simplest, exactly solvable quantum dimer
model on kagome [31]. Its ground state is an equal-amplitude superposition of all
possible dimer coverings, which is a Rokhsar-Kivelson state on kagome [28]. Here we
will motivate the MSP Hamiltonian from the gauge theory perspective.
We have associated the dimer covering to the electric field. Now we consider
the magnetic fluxes in IGT. The magnetic flux operator associated with a hexagonal





Here σzij are the link variables in IGT, and the product is over the edges of the





The summation is over all hexagonal plaquettes. Fα reverses all arrows around
hexagon α regardless of the initial orientation. In terms of dimers on kagome, Fα
shifts dimers along a closed path within a David star with amplitude −1, which is
identical to the operator “σx(h)” defined by Misguich et al [31]. Thus, the Hamil-
tonian Eq. 3.5 is nothing but the MSP Hamiltonian formulated in the language of
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IGT.
As shown in Section 2.4, the MSP Hamiltonian Eq. 3.5 is diagonal in charge-flux
basis. The ground state obeys Fα = 1, ∀α. In electric basis, the (unnormalized)





Here the summation is over all possible electric basis states obeying charge constraint
Eq.3.3. The ground state is the equal amplitude superposition of all possible electric
field configurations. Since the electric fields are tied to the dimer coverings, the ground
state is the equal amplitude superposition of dimer coverings on kagome. Such a state
apparently preserves all the symmetries of the Hamiltonian, just as expected for a
RVB state. It also has been shown to exhibit short-range correlations [31]. From our
discussion in Chapter 2, the excited states of Eq. 3.5 are visons, and the energy cost
for each vison is 2. Visons are completely localized and dispersionless in the MSP
Hamiltonian.
The MSP Hamiltonian Eq.3.5 is unfortunately too simple to account for the rich
features observed in DMRG numerics. For instance, the response to the insertion of a
lattice defect is confined to its immediate neighborhood as opposed to the ripple-like
features observed in DMRG calculations [34]. Yet, the MSP Hamiltonian provides
a natural starting point for the construction of a phenomenological IGT. In what
follows, we perturb the MSP model by adding the electric term to the Hamiltonian.




CHAPTER 3. KAGOME HEISENBERG ANTIFERROMAGNET










24;53 = 0. This rules out a σ
xσx
term for links that are third neighbors (distance 1) residing on different hexagons of
the honeycomb.
The closest non-vanishing interactions are between third neighbors (distance 1)
residing on the same hexagon, e.g., links 24 and 35 in Fig. 3.4c. Adding these inter-
actions takes us one step beyond the MSP model.
To determine the sign of the coupling constant between these third neighbors, we
use input from numerical studies. The DMRG calculations have identified a strong
valence-bond resonance in the diamond-shaped loop [20,21], which corresponds to the
tunneling between two quasi-degenerate dimer coverings (Fig. 3.4d). Translating the
two configurations into electric field (Fig. 3.4e), we see that electric fields on opposite
sides of a hexagon tend to be opposite, which indicates a negative coupling between
the electric field operators.
We have thus obtained a phenomenological IGT Hamiltonian describing the spin-










Pairwise interactions of electric fields σx are limited to honeycomb links facing each
other across a hexagon (Fig. 3.4c). Physical states satisfy Gauss-law constraints (3.3).
K > 0.
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3.3 Solving the model
In this section, we present the techniques needed for studying the new model.
We first map the IGT (3.8) to a quantum Ising model through the standard duality
transformation in Section 3.3.1. In Section 3.3.2 we construct an analytically solvable
soft-spin version of the dual Ising model. In Section 3.3.3 we translate electric field
in the honeycomb lattice to the density of dimers on kagome. The latter is directly
related to the nearest-neighbor spin correlations in the S = 1/2 KHAF, connecting
our phenomenological model to the DMRG results.
The dual Ising model is defined on a triangular lattice, whose sites are centers of
honeycomb plaquettes, Fig. 3.5a. We label the sites of the triangular lattice by Greek
indices α, β, γ . . . As discussed in Section 2.7, the magnetic flux operators Fα are
represented by Ising variables τxα in the dual language. The product of electric field
operators then becomes Ising coupling τ zατ
z
β between third neighbors on the triangular
lattice. The system thus consists of four entirely decoupled sublattices (A, B, C, and
D in Fig. 3.5c) and behaves as four decoupled Ising models.
3.3.1 Duality transformation
Following the prescription laid down in Section 2.7, the electric field operator σxij
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Figure 3.5: (a) The dual Ising variables are defined on the hexagonal plaquettes, and
they form a triangular lattice (blue dashed lines). Latin (Greek) letters are labels
of the sites in the honeycomb (triangular) lattice. (b) The constraints on the phase
factors λαβ. The product of the λαβ around the shaded (unshaded) triangles is −1
(1). A possible arrangements for λαβ is that λαβ = 1 on black solid links and −1 on
red dashed links. (c) The four sublattices of the triangular lattice. A, B, C, and D
are labels of the sublattices. Sites in the same sublattice are connected by the third-
neighbor interaction. (d) The exchange interaction between the spins in A sublattice.
The interaction is K on black solid links and −K on red dashed links. The primitive
vectors δ1,2 are also shown.
where α and β are adjacent hexagonal plaquettes sharing honeycomb link 〈ik〉 (Fig. 3.5a).





To determine λ, we substitute Eq. 3.9 into Gauss’s law (3.3) and find the following
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Fig.3.5b shows a solution of λαβ satisfying Eq. 3.11.












The second summation is over third-neighbor dual spin pairs. γ is a triangular-lattice
site located between third neighbors α and β. Since the interaction is only among
third neighbors, the dual triangular lattice splits into four non-interacting sublattices
A, B, C, and D (Fig. 3.5c). The Hamiltonian is further simplified,
H = HA +HB +HC +HD. (3.13)























where δ1,2 are primitive vectors generating the A-sublattice (Fig. 3.5d). HB,C,D have
the same form as HA. Note HA is unfrustrated because each triangle contains two
antiferromagnetic links and one ferromagnetic link so that the interaction energy can
be minimized simultaneously.
The decomposition of the system into four independent subsystems is a feature
of the bilinear coupling of dual ising variables. A more detailed analysis shows that
53
CHAPTER 3. KAGOME HEISENBERG ANTIFERROMAGNET
the four subsystems cannot be coupled by quadratic coupling τ zr τ
z
s without violating








The dual Ising model possesses two phases at zero temperature. When K  1,
the dual Ising model Eq. 3.14 is in the paramagnetic phase, which corresponds to
the spin liquid phase of the quantum dimer model on kagome. When K  1, it is
in the magnetic phase, which corresponds to the valence bond crystal phase of the
quantum dimer model. We focus on the paramagnetic phase of the dual Ising model
throughout this chapter.
3.3.2 Soft spin model
The dual Ising model Eq. 3.13 and Eq. 3.14 cannot be easily solved. We construct
an analytically solvable soft spin model that is expected to work well deeply in the
disordered phase of the dual Ising model [35]. The soft spin model can be regarded
as a low energy description of the original dual Ising model. To begin with, we
replace the dual Ising operator τ zr = ±1 by a real-valued operator φr, which is the





(φrφr+δ1 + φrφr+δ2 − φrφr+δ1+δ2). (3.15a)
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to the Hamiltonian. πr is the canonical momentum operator conjugate to φr. Here a
mass term with ∆ > 0 is introduced to ensure the fluctuations of φr are gapped.























The soft spin Hamiltonian for sublattices B, C, and D are obtained in the same way.
The total soft spin Hamiltonian is








The last piece of our construction is a formula relating the expectation value of
electric field operators to the density of dimers on kagome. To start with, we consider
an up triangle on kagome, which corresponds to an A site in the honeycomb lattice
(Fig. 3.6a). The case for a down triangle or a B site is obtained by the same token.
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; v = −1
4
. (3.21)




(〈σx01〉 − 〈σx02〉 − 〈σx03〉). (3.22)
The self-consistency of Eq. 3.22 can be further examined by considering a triangle
with no dimer shown in Fig. 3.6c, where d12 = d13 = d23 = −1/4, and 〈σx01〉 = 〈σx02〉 =
〈σx03〉 = 1. It can be seen that Eq. 3.22 holds in this special case as well.
3.4 Ground state of kagome cylinders
In Sections 3.2 and 3.3, we have constructed a phenomenological Ising gauge
theory and developed necessary techniques to solve it deeply in the deconfined phase.
In the ensuing sections, we compare predictions of our model with the DMRG results
in various settings.
Most of the recent DMRG studies on S = 1/2 kagome Heisenberg antiferromagnet
are performed with cylindrical geometry. Periodic boundary conditions are imposed in
one direction of the lattice and open boundary condition in the other direction, making
the system effectively a cylinder. The circumference of the cylinder is usually much
smaller than the length, and we shall assume the length is infinite in the following
discussion.
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A kagome cylinder can be regarded as a one-dimensional system, and the unit
cell is defined as the smallest building block that generates the whole cylinder by
translation in the length direction. The DMRG studies have found that the ground
state of Eq. 3.1 strongly depends on the number of spins in a unit cell [20]. When there
are even number of spins per unit cell (dubbed “even cylinders” in later discussion),
the ground state is a uniform spin liquid. When the number is odd (“odd cylinders”),
the spin-liquid ground state coexists with a valence-bond density wave pattern, which
breaks the spatial symmetries of the cylinder. This behavior is consistent with the
Lieb-Schultz-Mattis theorem [36].
Motivated by the DMRG findings, we study our phenomenological model on three
families of cylinders in this section. In all of the cases studied, we find good agreement
between the phenomenological model and the DMRG.
3.4.1 Even cylinders
To start with, we consider so-called “YC4m” cylinders, where m ∈ Z and the
number 4m denotes the circumference of the tube [20]. Note that the number of
spins per unit cell is 6m, which is even. Fig. 3.7a shows a YC8 cylinder. We shall use
the YC8 cylinder as an illustrative example in the following discussion, and all the
results can be easily generalized to all YC4m cylinders.
The corresponding IGT model is defined on the honeycomb with “armchair” type
periodic boundary condition (Fig. 3.7c). Note that the honeycomb cylinder is un-
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Figure 3.7: (a) The YC8 cylinder. The periodic boundary condition is imposed
along the vertical direction. Sites with the same number are identical. (b) The
labeling system employed in the main text. (c) The corresponding IGT model on
honeycomb. Arrows are the primitive vectors eu and ev of the dual triangular lattices.
The coordinates of the dual triangular sites are shown. (d) The dual model for YC8
cylinder in the even sector. The phase factor λ = 1(−1) on black solid (red dashed)
links. (e) The same dual model in the odd sector. (f) The exchange interaction
between dual spins in A sublattice in the even sector. The interaction is K on black
solid links and −K on red dashed links. (g) The exchange interaction between dual
spins in A sublattice in the odd sector.
59
CHAPTER 3. KAGOME HEISENBERG ANTIFERROMAGNET
folded in a way different from Fig. 3.7a.
We introduce a labeling system that will be employed in later discussions. The
honeycomb plaquettes are generated by primitive vectors eu and ev. The position
vector of a honeycomb plaquette (or a dual triangular site) is uniquely expressed as
ueu + vev, and it is labeled as (u, v). Then, the three honeycomb links adjacent to
the said plaquette are labeled as (u, v, a), (u, v, b), and (u, v, c) (Fig. 3.7b).
As discussed in Section 2.5, IGT exhibits topological degeneracy when non-contractible
loops are present. In cylinder, there is one non-contractible closed path, and therefore





where the product is over the R-legs of the non-contractible closed path highlighted
as thick red links in Fig. 3.7c. From our discussion in [somewhere], X is a good
quantum number, [X,H] = 0. X = 1 and −1 in the even and odd topological sector,
respectively.
The dual Ising model is defined on triangular lattice with cylindrical geometry
(Figs. 3.7d,e). The electric loop operator X gives rise to new constraints on the
phase factors λαβ in addition to Eq. 3.11. Substituting Eq. 3.9 into Eq. 3.23, we




λ(1,v),(1,v+1) = ±1 (3.24)
Thus, the electric loop operator X is dual to the total flux of λαβ around the cylinder
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circumference.
In what follows, we treat the even (X = 1) and odd (X = −1) sectors separately.
We consider the even sector at first. A choice of λαβ satisfying conditions Eq. 3.11
and Eq. 3.24 is shown in Fig. 3.7c. We see that the dual model is decomposed into
four independent copies of unfrustrated quantum Ising model, corresponding to four
sublattices of the triangular lattice. In the disordered phase of the dual model, or
equivalently the deconfined phase of the IGT,
〈σxij〉 = λαβ〈τ zατ zβ〉 = λαβ〈τ zα〉〈τ zβ〉 = 0. (3.25)
The second equality follows from the fact that dual spins α and β, being nearest
neighbors to each other, must belong to two different sublattices. The third equation
follows from the assumption that the dual model is in the disordered phase. Given
the modulation of dimer density is proportional to 〈σxij〉, we deduce that the ground
state is uniform for YC4m cylinders in the even sector.
We proceed to calculate the ground state energy of the YC4m cylinder in the
even sector. The circumference of each sublattice is m. The soft spin model for the















+ φu,vφu,v+2 − φu,vφu−2,v+2), (3.26)
Here the periodic boundary condition φu,v = φu,v+2m is imposed. The above Hamil-
tonian can be readily diagonalized. The ground state energy per dual site is given
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∆ + 2K[cos ku + cos kv − cos(ku − kv)] (3.28)
is the dispersion relation of soft spin fluctuations.
The analysis on the dual Ising model in the odd sector can be carried out in the
similar manner. A choice of λαβ is shown in Fig. 3.7e. Similar to the even sector,
the dual triangular lattice is decomposed into four independent, identical sublattices.
The ground state is uniform in the odd sector as well.
As shown in Fig. 3.7g, the explicit translational invariance of the sublattice Hamil-
tonian is lost in the circumference direction. However, we can make a gauge trans-
formation φu,2m → − φu,2m to restore the translational invariance. The soft spin
model becomes identical to Eq. 3.26. The boundary condition, however, becomes

















Here ω is the same as Eq. 3.28.
Fig.3.8 shows the ground state energy per dual site as a function of cylinder cir-
cumference for generic values of ∆ and K, based on numerical evaluation of Eq. 3.27
and Eq. 3.29. We find that the ground state energy in the two sectors becomes de-
generate in the thermodynamical limit as expected for IGT. When the circumference
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Figure 3.8: Ground state energy per site ε of YC4m cylinder in even X = 1 (blue
crosses) and odd X = −1 sectors (red open circles). The solid and dashed lines
correspond to K/∆ = 0.12 and K/∆ = 0.15, respectively.
is finite, the energy splitting shows an alternating pattern: the even ground state has
lower energy when m is even, and the odd ground state has lower energy otherwise.
Such a pattern plays an important role in our discussion on edge spinons in Section
3.6.
To summarize, we have found that the ground state of the YC4m cylinder is a
uniform spin liquid. The ground state lies in the even sector X = 1 for even m, and
the odd sector X = −1 for odd m.
3.4.2 Odd cylinders
In this section, we discuss another family of kagome cylinders known as YC4m+2,
m ∈ Z [20]. The number of spins per unit cell is 6m + 3, which is odd. Based on
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Figure 3.9: (a) An IGT in 1D with static background charge Q = −1. The ground
states break translational symmetry due to Gauss’s law. Electric field σx = 1 on
black links and −1 on red links. (b) A YC6 cylinder and the predicted valence-bond
density modulation pattern. Lattice sites with the same numeral label are identical.
(c) The corresponding IGT. (d) The dual Ising model. A and B are sublattice labels.
λ = 1(−1) on black solid (red dashed) links. (e) The interaction between A dual
spins. The interaction is K(−K) on black solid (red dashed) links.
the Lieb-Schultz-Mattis theorem, we expect that the ground state is either gapless or
symmetry-breaking. Indeed, DMRG has identified a symmetry-breaking valence-bond
density wave pattern. We will show that our model reproduces this exact pattern in
the ground state.
As a concrete example, we consider the YC6 cylinder, a member of the YC4m+ 2
family, in the following discussion. The analysis is carried on along the line of Section
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3.4.1. Fig. 3.9b shows the YC6 kagome cylinder, and Fig. 3.9c shows its corresponding
honeycomb cylinder on which the IGT is defined.
In the dual honeycomb cylinder, there are 3 A sites and 3 B sites. Therefore, the
total charge in the unit cell is −1 from Eq. 3.3. It has significant impact on the ground
state of IGT. To see this, we first consider a toy model: a one dimensional IGT with
Q = −1 background charge per site (Fig. 3.9a). A moment of thought shows that the
electric fields must be alternating to fulfill the Gauss’s law, and therefore the ground
states must break the translational symmetry.
Now we put the above observation on a formal ground. To this end, we define the





The product is over the R-legs highlighted as the thick red links in Fig. 3.9a. Again,
the Hilbert space falls into two topological sectors, X = 1 (even) and X = −1 (odd).
The two topological sectors are related by translational symmetry. To see this,






On the one hand, it can be seen that X ′ = −X on account of Gauss’s law (3.3). On
the other hand, the new closed path is related to the old one by a eu shift, and we have
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T (eu)XT (eu)
† = X ′. Here T (eu) denotes the associated shift operator. Therefore,
T (eu)X = −XT (eu). (3.32)
Eq. 3.32 implies that the two topological sectors are degenerate in energy in the
YC6 cylinder, even though the circumference being finite. Note T (eu) is a symmetry,
[T (eu), H] = 0. (3.33)
Let |ψ〉 be a common eigenstate of the Hamiltonian H and the electric loop operator
X:
H|ψ〉 = ε|ψ〉, X|ψ〉 = x|ψ〉. (3.34)
Then,
HT (eu)|ψ〉 = T (eu)H|ψ〉 = εT (eu)|ψ〉,
XT (eu)|ψ〉 = −T (eu)X|ψ〉 = −xT (eu)|ψ〉. (3.35)
We see |ψ〉 and T (eu)|ψ〉 are degenerate in energy yet belong to two different topo-
logical sectors. Therefore, the energy spectra in the two topological sectors coincide,
and the degenerate eigenstates are related by the eu translation. Most importantly,
in contrast to the YC4m cylinders, the ground states in the two topological sectors
of the YC4m + 2 cylinders are exactly degenerate, and they break the translation
symmetry in eu direction.
We proceed to discuss the dual soft spin model. We shall consider the even sector
only (Fig. 3.9d). The circumference of the dual triangular lattice is 2m + 1, making
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it impossible to partition the lattice into four independent sublattices. Consequently,
there are only two independent sublattices, labeled as A and B. The Hamiltonians
















+ φu,vφu,v+2 − φx,yφu−2,v+2), (3.36)
The periodic boundary condition φu,0 = φu,2m+1 is imposed.
We have deduced on symmetry ground that the ground state in the even sector
must break the translational symmetry. In what follows, we show that the translation
symmetry is broken by a dimer-density modulation pattern. To this end, we calculate
the expectation value of electric field operator in the ground state. For the (u, v, b)
links,
〈σxu,v,b〉 = λ(u,v),(u+1,v)〈τ zu,vτ zu+1,v〉
= λ(u,v),(u+1,v)〈τ zu,v〉〈τ zu+1,v〉 = 0. (3.37)
The second equality follows from the fact that the dual sites (u, v) and (u + 1, v)
belong to different sublattices and therefore are uncorrelated (Fig. 3.9d). The third
equality follows from the assumption that the dual model is in the disordered phase.
By the same token,
〈σxu,v,c〉 = 0. (3.38)
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The expectation value of σxu,v,a does not vanish in the ground state.
〈σxu,v,a〉 ≈ λ(u,v),(u,v+1)〈φu,vφu,v+1〉 =

+d if u = 0 mod 2,
−d if u = 1 mod 2.
(3.39)
Here d 6= 0 in general because the dual sites (u, v) and (u, v + 1) belong to the same
sublattice (Fig. 3.9d). The plus and minus signs come from the λ phase factor. We
have defined d ≡ 〈φu,vφu,v+1〉, where d doesn’t depend on u, v thanks to the trans-
lational invariance of the sublattice Hamiltonian and the fact that the Hamiltonians
for A and B sublattices are identical.
Combing Eq. 3.37, Eq. 3.38, and Eq. 3.39, we conclude that the IGT displays an
alternating electric-field pattern in the ground state on the YC4m+ 2 cylinders. The
pattern in the even sector is shown in Fig. 3.9d as arrows. The pattern in the odd
sector is obtained by a eu shift, or equivalently by reversing all the arrows.
The electric field operator is tied to dimer density. We can therefore determine
the dimer density modulation in the ground state of YC4m + 2 cylinders by using
the results in Section 3.3.3. The dimer modulation pattern is shown in Fig. 3.9b.
(The pattern in the other sector is obtained by a shift of eu.) The blue solid and
red dashed links stand for dimer density modulation of d/4 and −d/4 respectively.
In terms of the Heisenberg model, they correspond to stronger and weaker nearest-
neighbor spin-spin correlation. The pattern shown in Fig. 3.9e agrees well with the
DMRG result.
The value of d can be explicitly calculated by using the soft spin model. We
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Figure 3.10: Dimer density modulation amplitude |d| in the ground states of YC4m+2

















∆ + 2K[cos ku + cos 2kv − cos(ku + 2kv)]. (3.41)
Fig. 3.10 shows the absolute value of d as a function of cylinder index m for generic
value of model parameters. We can see that |d| decreases almost exponentially as m
increases, reflecting the finite correlation length in the ground state.
To sum up, we have found that the ground states of the YC4m+ 2 cylinders are
two-fold degenerate. The ground states display a symmetry-breaking valence-bond
modulation pattern, which agrees with what found by DMRG.
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Figure 3.11: (a) Valence-bond modulation pattern on the YC9-2 cylinder calculated
from the phenomenological theory. The spin-spin correlation is enhanced on the solid
blue links and weakened on the dashed red links, respectively. Sites labeled with the
same number are identical. (b) The corresponding gauge theory model and the dual
Ising model. Arrows indicate the non-vanishing expectation value of σxij in the ground
state. Boundary links labeled with the same number are identical. Thick green links
highlight the contour with respect to which the total electric loop operator X is
defined. A and B stand for two independent sublattice sites of the dual lattice. The
phase factor λ = 1(−1) on black solid (red dashed) links. Here the even sector X = 1
is shown.
3.4.3 Chiral cylinders
In this section, we briefly discuss one more family of kagome cylinders dubbed as
YC(4m + 1)-2 [20]. This new family of cylinders lacks for the reflection symmetry
along the circumference direction. The DMRG calculation has identified an valence-
bond modulation pattern similar to the one found in the YC4m+ 2 family but with
a different orientation. The analysis on YC(4m+ 1)-2 cylinders can be carried out in
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the same manner as in Section 3.4.2, and therefore we simply summarize the result.
Fig. 3.11a shows a YC9-2 cyliner, a member of the YC(4m + 1)-2 family. Note
that the periodic boundary condition along the circumference direction of cylinder is
accompanied by a shift in the length direction. Fig. 3.11b shows the corresponding
gauge theory model and the dual Ising model. The topological sectors are defined
with respect to the electric loop operator highlighted as the thick green links. Similar
to the YC4m + 2 cylinders, the energy spectra in both sectors are exactly identical.
In particular, the ground states are two-fold degenerate and break the translation
symmetry along the ev direction. Here the expectation value of σ
x
ij in the even-
sector ground state is shown as arrows, from which we determine the valence-bond
modulation pattern (Fig. 3.11a). The pattern in the other ground state is obtained
by a ev translation.
Comparing the calculated pattern with the one obtained by DMRG, we find that
the two agree qualitatively. However, the pattern predicted by our phenomenological
theory is perfectly uniform along the eu direction, whereas the DMRG pattern shows
another, weaker, modulation along the eu direction. This discrepancy may be due to
the shorter-range physics that is not included in our theory.
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3.5 Singlet-pinning effects
In the previous section, we studied the ground states of kagome cylinders. In this
section, we study the response of the spin liquid ground state to an externally-pinned
singlet. Specifically, when the Heisenberg exchange interaction J on a link is enhanced
by δJ , it is energetically favorable to form a spin singlet on that link (Fig. 3.12a).
The pinned singlet freezes the resonating singlets nearby, and a modulation pattern
of nearest-neighbor spin-spin correlation 〈Si ·Sj〉 appears in its neighborhood. When
δJ  1, the pattern coincides with the dimer-dimer correlation in the unperturbed
ground state. The goal of this section is to compute such a modulation pattern by
using the phenomenological model and to compare it with the numerical results.
The effects of an enhanced link in the Heisenberg model are effectively described
by an dimer-attracting potential in the quantum dimer model, which is amount to
introducing favored arrow orientations in the arrow representation (Fig. 3.12b). The
Ising gauge theory Hamiltonian is given by
H = H0 − V (σx0,0,a − σx0,0,b − σx0,1,c), (3.42)
where H0 is the unperturbed Hamiltonian and V is the strength of the pinning po-
tential. The above Hamiltonian is readily solved by using the duality mapping and
the soft spin approximation.
Fig. 3.12c shows the calculated dimer density modulation pattern on the YC8
cylinder by solving Eq. 3.42 for ∆ = 1, K = 0.15, and V = 0.2. Note that the
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Figure 3.12: (a) A singlet or dimer is pinned on a link with enhanced Heisenberg
exchange interaction. (b) A pinned dimer is amount to frozen arrows in the arrow
representation. (c) The dimer density modulation pattern on YC8 cylinder calculated
from the phenomenological theory. We choose ∆ = 1, K = 0.15, and V = 0.2. The
dimer density is increased on blue solid links and decreased on red dashed links.
The thickness is proportional to the magnitude of modulation. (d) Nearest-neighbor
spin-spin correlations 〈Si · Sj〉 from DMRG calculation on the Heisenberg model.
Reproduced with permission from [34]. The correlation is increased on blue solid links
and decreased on red dashed links. The thickness is proportional to the magnitude
of modulation. The exchange energy is increased by 10% on the center link, which
shows the largest enhancement of correlation.
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unperturbed ground state (V = 0) of the YC8 cylinder is uniform as discussed in
Section.3.4.1. The perturbed Hamiltonian is solved in the even sector, where the
ground state of the YC8 cylinder lies (Fig.3.8). The dimer density is increased on
the blue solid links and decreased on the red dashed links. The link thickness is
proportional to the magnitude of modulation. The link with enhanced exchange
interaction has the largest dimer density.
We find qualitative agreement between the phenomenological theory and the
DMRG (Fig. 3.12d). In addition, we note the following features of the modulation
pattern calculated from the phenomenological theory. Firstly, the spatial modulation
quickly decays as the distance to the enhanced link increases, which is another man-
ifestation of the gapped nature of the ground state. Secondly, there are alternatively
enhanced and reduced diamond shapes which tile the whole cylinder, highlighted as
plus and minus signs in Fig.3.12c. These diamond shapes coincide with the so-called
“diamond resonance” observed by DMRG and Lanczos diagonalization studies [37].
3.6 Edge spinons and screening
In previous discussion, we assumed that the kagome cylinders are infinite in the
length direction. As we shall see below, open boundaries give rise to a new phe-
nomenon: in certain circumstances, an open boundary can bind a spinon. These edge
spinons are detectable in numerical simulation, which could serve as a direct evidence
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Figure 3.13: (a) The open boundary of YC4m cylinders employed by Yan et al. The
singlets are pinned at the boundary. (b) The arrow representation for the frozen dimer
covering shown in (a). The numbers ±1 are the electric fields on the dangling links.
(c) Another open boundary condition of YC4m cylinders and the pinned singlets. (d)
The arrow representation and the electric fields corresponding to the frozen dimer
covering shown in (c). (e) The electric field in the bulk is screened by a spinon.
for fractionalization.
To start with, we consider a particular type of open boundary of YC4m cylinders,
which is employed by Yan et al (Fig. 3.13a). The motivation is to make the open
boundary compatible with the “diamond resonance” pattern. It is energetically fa-
vorable to form singlets on dangling links, and therefore a particular dimer covering
is pinned at the boundary, which has been observed in DMRG calculations.
The physical meaning of such an open boundary condition becomes transparent in
the IGT description. Converting the frozen dimer covering to arrow representation,
we find that the effect of the open boundary is to enforce an alternating electric field
pattern at the edge (Fig. 3.13b). The electric loop operator X takes value (−1)m
75
CHAPTER 3. KAGOME HEISENBERG ANTIFERROMAGNET
in the YC4m cylinder. As discussed in Section 3.4.1, the electric loop operator in
the ground state of YC4m cylinder is (−1)m. Comparing the value of electric loop
operator X enforced by the open boundary condition with the one selected by the
bulk energetics, we find that the two match for any m.
However, the agreement can be lost if one chooses other types of open boundary.
An example is shown in Fig. 3.13c. Similarly, dimers are pinned at the boundary,
and an electric field pattern is enforced at the edge (Fig. 3.13d). The electric loop
operator X at the edge is always 1 for any YC4m cylinder. When m is odd, the
electric loop operator on the edge and the one in the bulk don’t match.
The mismatching is resolved by a spinon screening the bulk electric field in the
ground state of YC4m cylinder when m is odd, which is in close analogy to the
screening phenomenon in a metal (Fig. 3.13e). Close to the edge, the X = 1, and the
cylinder segment between the edge and the spinon is in the even sector. Deep into
the bulk, the X = −1, and the bulk is in the odd sector. Assuming that the distance
between the edge and the spinon is x, the total energy of the system is approximately
given by:
E ≈ [e1(m)− e−1(m)]x+ const. (m odd). (3.43)
Here e1(m) and e−1(m) are energy per unit length in the even and odd sectors of the
YC4m cylinder. Note that e1 > e−1 when m is odd. Therefore, the spinon is confined
to the edge by a linear potential [38].
Finally, we remark that, as the two topological sectors in YC4m+ 2 cylinders are
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exactly degenerate, there are no edge spinons in generic conditions.
3.7 Discussion
We close this chapter by placing our work in the context of previous theoretical
efforts. As we have shown in Section 3.2, the hard core constraints of dimers naturally
endow the kagome quantum dimer model a Ising gauge theory structure. The emer-
gent U(1) gauge symmetry was first recognized by Rokhsar and Kivelson in quantum
dimer model on square lattice [28]. The U(1) gauge symmetry was utilized by Frad-
kin and Kivelson to formulate an effective field theory for quantum dimer model on
square lattice [39, 40].
Moessner et al studied the quantum dimer model on triangular lattice [41, 42].
They realized that this model can be mapped to an Ising gauge theory. In their
framework, the dimer occupation number on each triangular link is identical to the
Ising electric flux on that link. The dimer hard-core constraints are approximately
enforced by Gauss’s law and the energetics. The effective Ising gauge theory is there-
fore a theory on triangular lattice with charge Q = −1 on every site. The mapping
was also used to explain several features of the spin liquid state in J1-J2 Heisenberg
model on square lattice [35].
Earlier workers on kagome quantum dimer model employed the same mapping
[12,43,44]. The quantum dimer model was mapped onto an Ising gauge theory on the
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same lattice. Despite the superficial differences, our framework and the one employed
in earlier works are quite similar. In the previously used framework, visons are defined
on both triangular and hexagonal plaquettes of kagome. A vison is associated with
quantum tunneling of dimer coverings in a plaquette. However, dimer coverings on
a triangular plaquette cannot tunnel as they are eigenstates of the local interactions,
and thus it is natural to treat the visons on triangular plaquettes as high energy
degrees of freedom and integrate them out. The resulting theory should be the same
as ours. Our approach thus provides a more economical representation of the quantum
dimer model on kagome.
The similarity between the two frameworks becomes more evident in the dual
formulation. The dual Landau-Ginzburg order parameter in [44] has four indepen-
dent real components φi, which precisely correspond to the four sublattices in our
formulation described in Section 3.3.1.
We also note that a similar work by Ju and Balents, who adapted the earlier
framework [45]. They computed the dimer modulations in cylinders with various




In the previous chapter, we discussed the spin liquid in kagome Heisenberg an-
tiferromagnet with focus on fractionalization. In this chapter, we discuss another
frustrated magnet known as quantum spin ice. We will emphasize the confinement
phenomenon in quantum spin ice.
Classical spin ice is a frustrated ferromagnet [46]. In its ground state, magne-
tization satisfies a zero-divergence constraint leading to an effective cancellation of
the internal magnetic field [46]. Spinon excitations violate this constraint and thus
behave as mobile magnetic charges [47,48]. When spinons are confined by an external
magnetic field, elementary excitations are strings connecting a pair of spinons with
opposite magnetic charges [49]. In classical spin ice, spinons and strings are classical
objects; their dynamics are entirely due to thermal fluctuations.
In quantum spin ice, spins show substantial quantum fluctuations, which may
79
CHAPTER 4. QUANTUM SPIN ICE
produce qualitatively new physics [50–53]. We demonstrate that, in a certain regime
of coupling constants, elementary excitations of quantum spin ice are strings with
inherent quantum dynamics. The calculated dynamical structure factor S(ω,k) re-
veals multiple branches of excitations that correspond, loosely speaking, to strings of
different lengths and shapes. As the applied field increases, these branches gradually
separate and the lowest one evolves into a magnon. Our results have been previously
published in [54].
The current chapter is organized as follows. In Section 4.1, we discuss the spinons
and strings in classical spin ice. In Section 4.2, we describe a toy model for strings
in quantum spin ice in two dimension. In Section 4.3, we discuss quantum strings in
three dimensions and connect it to real quantum spin ice materials. In Section 4.4,
we study shape fluctuations of strings and the deconfinement transition of spinons.
Finally, we connect these results to the physics of gauge theories in Section 4.5.
4.1 Classical spin ice
The spins in a classical spin ice reside on the sites of pyrochlore lattice, which is a
network of corner-sharing tetrahedra (Fig. 4.1a). There are four inequivalent lattice
sites, labeled 0 through 3, each forming an FCC lattice. The tetrahedra also fall into
two inequivalent types, up and down. Each site is shared by one up tetrahedron and
one down tetrahedron. There is 3-fold rotational symmetry with respect to the axis
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that passes through the centers of these two tetrahedra.
To facilitate our description of the pyrochlore geometry, we adopt a crystallo-
graphic coordinate system (a, b, c) (Fig. 4.1a). The three unit vectors a, b, and c
are aligned with the crystallographic directions [100], [010], and [001] respectively.
We set the origin at the center of an arbitrarily chosen up tetrahedron. The four
corners are located at r0 = (1, 1, 1)/8, r1 = (1,−1,−1)/8, r2 = (−1, 1,−1)/8, and
r3 = (−1,−1, 1)/8. They belong to sublattices 0, 1, 2, and 3, respectively. The cubic
lattice constant is set to 1.
We also introduce local xyz frames whose orientation depends on the sublattice,
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Here x̂i, ŷi, and ẑi form the frame for sublattice i sites. Note the local 3-fold axes
are ẑi.
Because of the strong spin-orbital coupling and the crystal field, spins point to
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Figure 4.1: (a) The global and local frames in pyrochlore lattice. Red, green, and
blue arrows stand for âi, b̂i, and ĉi, respectively. (b) An example of the classical spin
ice ground state. Note that all tetrahedra obey the Q = 0 condition. (c) Flipping a
spin (green arrow) creates a pair of spinons with magnetic charge Q = 1 (red ball)
and Q = −1 (blue ball). (d) The spinon pair can be separated far away by flipping
a sequence of spins (green arrows). Note all tetrahedra obey Q = 0 except for the
one hosting spinons. (e) Magnetic field along ĉ direction selects the fully-magnetized
state as the ground state. (f) Spinons are bound by a string of flipped spins (green
arrows). Now each flipped spin costs Zeeman energy.
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ẑi is the unit vector that is parallel with the local 3-fold axis. S
z
i = ±1/2 denotes the
two possible orientations of Si.
Neighboring magnetic moments are coupled by ferromagnetic exchange interac-




Si · Sj = −J
∑
〈ij〉






Here J > 0 is the ferromagnetic coupling constant between magnetic moments. J =
J /3. We have used the fact that ẑi·ẑj = −1/3 for adjacent spins. The model therefore
effectively becomes an antiferromagnetic Ising model on pyrochlore lattice, which was
first studied by P. W. Anderson in the context of cation ordering in ferrites [55].







Q2α + const. (4.4)
The summation is over all the tetrahedra α in pyrochlore lattice. Qα is defined as the





where the summation is over all the sites belong to tetrahedron α, and εα = 1 for up
tetrahedra and −1 for down tetrahedra. Qα = 0,±1,±2.
The physical meaning of Qα becomes transparent in terms of the spin magnetic
moments Si. Recall that, in magnetostatics, the effective magnetic charge density is
83
CHAPTER 4. QUANTUM SPIN ICE
the source of the magnetic H-field,
∇ ·H = ρM ≡ −∇ ·M, (4.6)
where ρM is the effective magnetic charge density and M the magnetization field.
The total magnetic charge enclosed inside a closed surface is given by,
−
∫
M · n̂ dσ, (4.7)
where n̂ is the unit normal vector. In pyrochlore lattice, the total magnetic charge






i ) · n̂i = −εα
∑
i∈α
Szi = Qα. (4.8)
Here ni are vectors pointing out from the center of the tetrahedron α, which is the
lattice analog of the normal vector. We see that Qα is simply the magnetic charge
enclosed in α.
To find the ground state, we minimize the energy of the Eq.4.4 by setting,
Qα = 0, ∀α, (4.9)
which means there is no magnetic charge in the ground state. For a single tetrahe-
dron, the above condition selects the so-called “two-in-two-out” states, in which two
moments point into the tetrahedron and two point out (Fig. 4.1b). Such a condition
is analogous to the Bernal-Fowler rule governing proton states in water ice [56]. The
magnet itself is a spin analog to the water ice crystal, hence the name spin ice.
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Similar to the Kagome Ising antiferromagnet, Eq. 4.9 does not fix a unique ground
state. To count the number of ground states, we perform a similar estimate. Eq. 4.9
selects 6 out of 16 states in a single tetrahedron, and the total number of spin states











2N = 1.225N . (4.10)
In terms of residual entropy,
S0/(NkB) = ln(Ω) ≈ 0.2027 (4.11)
Here Ntetra = N/2 is the number of tetrahedra in pyrochlore lattice. The above result
was originally due to Linus Pauling [56]. The numerical linked-cluster approximation
gives S0/(NkB) ≈ 0.2041 [13]. We see that the zero temperature entropy is extensive.
Fluctuations in the degenerate ground states gives rise to interesting spin correla-
tions at zero temperature [57]. To this end, we coarse grain the microscopic magnet







Here V (x) is a macroscopic region centered at point x, and |V | stands for its volume.
The charge-free condition Eq. 4.9 is carried over to the magnetization field,
ρM = −∇ ·M = 0. (4.13)
Therefore, the fluctuation of magnetization must be transverse. The entropy S is a
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functional of M, and, to the leading order, we have the following expansion,


















Therefore, it shows a transverse correlation. The singularity at k → 0 depends on
the direction at which the singular point is approached. Such singular correlation has
been observed in neutron scattering experiments [58, 59].
4.1.1 Spinons in classical spin ice
We are also interested in the excited states of classical spin ice. To this end, we
return to the microscopic Hamiltonian 4.4. The ground state obeys the charge-free
condition 4.9. To create an excitation, we flip a single spin Szi , whereby the two
tetrahedra that share the said spin acquire magnetic charge Q = ±1 (Fig. 4.1c). In
other words, each tetrahedron contains a spinon with unit magnetic charge, and a
spinon costs energy J/2. These spinons can be separated far from each other by
flipping successive spins at no additional energy cost. The spinons are therefore free
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Figure 4.2: If the Q = −1 spinon (blue ball, left panel) makes a U -turn, it creates a
Q = −2 spinon (blue ball, right panel) and two Q = 1 spinons (red ball, right panel),
which costs additional energy J . Such a state has much higher energy comparing to
the state with only one pair of Q = ±1 spinons and therefore can be safely ignored
in the first approximation. As the string can only propagate upward, each string
segment takes two possible orientations.
(Fig. 4.1d). This demonstrates that spin-flips are not elementary excitation as a
spin-flip fractionalizes into a pair of spinons [47,48].
In literature, these spinons are called “magnetic monopoles” for their close resem-
blance to Dirac monopoles [48]. However, an important distinction must be drawn:
the spinons in classical spin ice are sources of magnetic H-field, whereas the Dirac
monopoles are sources of magnetic B-field.
4.1.2 Strings in classical spin ice
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Here B = B/
√
3 is the Zeeman field for the effective spins. ηi = 1 in sublatttices 0












We assume B  J . Note that we have ignored the coupling between the magnetic
field and the Sx and Sy components as the Lande g-tensor is usually dominated by
the longitudal component, g ∼ ẑiẑi in classical spin ice materials.
The ground state of Eq.4.17 is now unique; Szi = 1 on sublattices 0 and 3, and
Szi = −1 on sublattices 1 and 2. In other words, the system is fully-magnetized in the
sense that all spins have the positive projection along the field (Fig. 4.1e). To create
excited states, we flip one spin Szi , thereby creating two spinons. To separate the two
spinons, we need to successively flip a string of spins. Each flipped spin now costs
Zeeman energy B. Therefore, the spinons are confined by a linear potential (Fig. 4.1f).
The string of flipped spins are known as the Dirac string in the literature [49].
When an external magnetic field is present, the elementary excitations are strings.
We consider thermal fluctuations of strings. A string can only grow in the [001] di-
rection, and each string segment takes two possible orientations (Fig.4.2). Therefore,
a string of length L has 2L possible states, all with the same energy J + BL. The
free energy associated with a string is,
F (L) = U − TS = J +BL− kBTL ln 2 = J + (B − kBT ln 2)L. (4.18)
We see that the entropy reduces the effective string tension. In particular, when
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T > Tc = B/(kB ln 2), the tension becomes negative. It signals the instability of
the fully magnetized ground state and the liberation of spinons. This transition is
a classical analog of the confinement transition in gauge theory, known as Kasteleyn
transition in literature [49,60,61].
4.2 Quantum string dynamics in 2D
In Section 4.1, we reviewed the basics of classical spin ice where the spins fluctuates
through thermally assisted tunneling. In quantum spin ice, spins undergo significant
quantum fluctuations. A quantum spin ice can be modeled as,
HQSI = HCSI +H
′. (4.19)
Here HCSI is the classical spin ice Hamiltonian Eq.4.3, and H
′ are exchange interac-
tions between spins that do not commute with HCSI. The classical part HCSI provides
the extensively degenerate ground state manifold as we discussed in previous sections.
H ′ assists the system tunnel from one state of this manifold to another, thereby gen-
erating quantum dynamics. In particular, elementary excitations such as spinons and
strings now exhibit quantum motion [62].
In this section, we study the quantum dynamics of strings using a two-dimensional
toy model of quantum spin ice known as square quantum spin ice [63]. The spins
are defined on a checkerboard lattice, a two-dimensional analog of pyrochlore lattice
(Fig. 4.3a). The crossed plaquettes are planar analogs of tetrahedra. The checker-
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board lattice has four inequivalent sites, labeled 0 through 3, each forming a square
lattice. There are also two inequivalent crossed-plaquettes, dubbed A and B in later
discussion. Each site is then shared by an A plaquette and a B plaquette. We es-
tablish a coordinate system (a, b, c), where b and c are along the crystallographic [01]
and [10] direction, and a is perpendicular to the paper.












Q2α + const. (4.20)
Here the first summation is over all nearest neighbors. The second summation is over
the crossed plaquettes α. J > 0 is the exchange coupling constant. Szi = Si · ẑi is the





















where εα = 1 for A plaquettes and −1 for B plaquettes.
Next we apply a weak magnetic field in the ac plane (Fig. 4.3b). In the local
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Here we chose the local y-axes to be orthogonal to the field and introduced ηi ≡
ĉ · ẑi = (−1)ci/
√
2. In other words, ηi = 1 for 0 and 3 sublattices and −1 for 1
and 2 sublattices. The Zeeman term has two effects. Its longitudinal component B
breaks the degeneracy of ice states and favors a fully magnetized state. The transverse
component h induces quantum fluctuations of spins. We treat B and h as independent
parameters in the toy model.
Flipping a single spin in the fully magnetized state creates two spinons with Q =
±1, which can be pulled further apart (Fig. 4.3c). The process creates a string of
spins aligned against the field and connecting the spinons, the energy of a string with
n segments is J + Bn/
√
2. For weak fields B  J , the Hilbert space thus separates
into near-degenerate subspaces with a fixed number of strings. The transverse part
of the Zeeman term mixes states in the same subspace through quantum tunneling,
inducing quantum motion of strings. We use degenerate perturbation theory in the
subspace with a single string to construct an effective theory of its quantum dynamics.
The first step is to label the shapes of a string. The shape of a string is specified
by the orientation of its segment. Each segment can take two possible orientations.
Therefore, the shape of a string can be described as a sequence,
s1, s2 . . . sn,
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or {si} for short, which take on the values r ≡ (0, 1, 1)/2 and l ≡ (0,−1, 1)/2 in the
abc-frame. The string thus propagates upwards from the Q = +1 spinon at s+ to the
Q = −1 spinon at s−. The location of the ends of the string are related to each other.
Specifically,




we only need to specify the location of one end of the string. In short, the state of a
string is fully specified by its shape and location of one end, |s+, {s}〉.
We then introduce a hybrid basis with fixed shape {si}, c-coordinate of the spinon
c+, and the b-component of the total momentum kb:
|kb, c+, {si}〉 =
∑
b+
eikb(b++b−)/2|b+, c+, {si}〉. (4.24)
Here (b+ + b−)/2 is the b coordinate of the center of mass.
To the first order in h, the motion of a string involves removing or adding a
segment at one of the ends, with an effective Hamiltonian
Heff|c+, {s1 . . . sn}〉 = (J +
nB√
2
)|c+, {s1 . . . sn}〉
− h
2





e−ikbbn+1/2|c+, {s1 . . . sn+1}〉
− h
2





eikbb0/2|c+ − 1, {s0 . . . sn}〉. (4.25)
Here bi stands for the b-component of the vector si. We have omitted the momentum
index to simplify the notation. Though it looks complicated, each term in the above
Hamiltonian has a clear meaning: the first term on the right hand side is the potential
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energy of the string; the second and third terms remove or add a segment at the
Q = −1 end of the string; the fourth and the fifth terms remove or add a segment to
the Q = 1 end of the string.
When kb = 0, diagonalization of Heff is simplified by the presence of multiple
reflection symmetries. Define the parity operator Xc that switches between the l and
r orientations of the segment with coordinate c and keeps all other segment variables
si intact (Fig. 4.3d,e), e.g.
Xc|c+, . . . sc−c+ , l . . . 〉 = |c+, . . . sc−c+ , r . . . 〉. (4.26)
When Xc falls outside the range of the string, c+ < c < c−, it acts on the vacuum
state, which is symmetric, so we set Xc|c+, {s}〉 = +|c+, {s}〉 in this case. It can be
seen that X2c = 1 and [Xc, Xc′ ] = 0.
Although Xc does not preserve the coordinate of the other end of the string s−,
at kb = 0 its horizontal displacement makes no difference. Therefore, [Xc, Heff] = 0
when kb = 0. Thus, all kb = 0 eigenstates of Heff can be classified by their parities
under {Xc} and Heff becomes block-diagonal.
4.2.1 All-even sector
The most important states have all even parities, Xc = +1. An all-even state of
a string of length n and longitudinal momentum kc is
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Therefore, the even parity state |kc, n〉 is the equal-amplitude superposition of all
string shapes with a given length n.












(|n+ 1〉+ |n− 1〉). (4.28)
The above is equivalent to the problem of a particle on a one-dimensional lattice sub-
ject to a constant force −B/
√
2 and a hard wall at n = 0, which can be diagonalized
numerically and solved analytically in certain limits.
When B  h, we use the continuum approximation to find the spectrum. The
Schrödinger equation becomes






= Eψ(n), ψ(0) = 0. (4.29)
where t = |
√
2h cos(kc/2)|. The solution of the Schrödinger equation gives




∣∣∣∣− λj ∣∣∣∣B2h√2 cos kc2
∣∣∣∣1/3 . (4.30)
Here λj are roots of the Airy function, λ1 = −2.33811, λ2 = −4.08795, etc. The
character length scale of the string is ξ = 4h/B.
When B  h, the lowest eigenstate is a single misaligned spin with the dispersion







(1 + cos kc). (4.31)
4.2.2 Dynamical structure factor
Strings can be directly observed in neutron scattering experiments. A scattered
neutron flips a spin in the fully-polarized background, creating a string of length 1.
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Figure 4.4: Dynamical structure factor −ImSaa(k, ω) for k ‖ B. The magnetic field
is along [01] direction.
The intensity of scattering is controlled by the overlap between a length-1 string and
a string eigenstate of Heff.
In this section, we calculate the dynamical structure factors Sαα(k, ω), α = a, b, c.




|fαj (k)|2δ(ω − Ej + EG). (4.32)
The summation is over all excited states j with excitation energy Ej − EG. The





Here |G〉 is the ground state. R is the spatial position of operator SαR.
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For the sake of simplicity, we consider Saa only. At the leading order in h/J , the
ground state is the fully-polarized state. The effect of ScR on the ground state is to






(eik·l/2|k, l〉+ eik·r/2|k, r〉) ≡ |k, ψ〉, (4.34)
up to a normalization constant. Here |k, l/r〉 is the length 1 string state with total
momentum k and bond orientation l/r. The low energy scattering is dominated by
the scattering processes between the ground state and single string states. Hence, we
only need to sum over all single-string states instead of the whole Hilbert space. The
scattering amplitude is determined by the overlap between |k, ψ〉 and the single-string
eigenstate |k, j〉 of Heff:
fj(k) = 〈k, j|k, ψ〉. (4.35)
When kb = 0, the calculation is greatly simplified thanks to the parity symmetry.
The initial state |k, ψ〉 becomes
|k, ψ〉 = 1√
2
(|k, l〉+ |k, r〉) = |kc, n = 1〉even, (4.36)
which is an all-even state. Therefore, only even-parity states |kc, n〉 are needed to
calculate Saa(kb = 0, ω).
Fig. 4.4 shows the dynamical structure factor −ImSaa(ω,k) at several values of
B/h for kb = 0. For B  h, the spectrum consists of overlapping bands, whereas
for B  h the bands separate and the spectrum becomes dominated by the shortest
string consisting of a single flipped spin, in essence a magnon.
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4.3 Quantum string dynamics in 3D
In this section, we discuss the quantum strings in pyrochlore quantum spin ice.
Pyrochlore quantum spin ice has the identical lattice geometry as the classical spin
ice. We follow the convention established in Section 4.1. The general exchange









j − Jz±[Szi (ζijS+j + ζ∗ijS−j ) + (i↔ j)]
− J±(S+i S−j + h.c.)− J±±(ζ∗ijS+i S+j + h.c.) (4.37)
Here ζij = ζji are phase factors with i and j labeling spin sublattices 0 to 3. Specif-
ically, ζ01 = ζ23 = −1, ζ02 = ζ13 = exp(iπ/3), ζ03 = ζ12 = exp(−iπ/3), and ζii = 0.
The Jzz term describes classical spin ice, whereas the three remaining terms create
quantum fluctuations. The value of the four parameters, Jzz, J±, Jz±, and J±± de-
pend on the materials. Note that the first term proportional to Jzz is the classical
spin ice Hamiltonian, and the rest bring quantum fluctuations to the system.
A magnetic field applied in the [001] direction adds the Zeeman term
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where gxy and gz are the principal components of the Landë g-tensor.
We assume that the Jzz term dominates and treat the rest of the terms as pertur-
bations. The Zeeman term −BγiSzi favors the fully-magnetized state. Similar to the
two-dimensional toy model, excitations are open strings connecting a pair of spinons
with Q = ±1.
The state of a string |s+, {si}〉 is again parametrized by the location of its Q = +1
end s+ and by its shape {s1, s2 . . . sn}. String segments si have four possible orienta-
tions: b0 = (1, 1, 1)/4, b1 = (−1, 1, 1)/4, b2 = (1,−1, 1)/4, and b3 = (−1,−1, 1)/4.
A segment with orientation b0 or b3 must be followed by a segment with orientation
b1 or b2, and vice versa.
The effective Hamiltonian in the subspace of a single string is
Heff = −
√
3Jz±K1 − J±K2 − 2J±±K3 + V (4.40)
Kinetic terms K1 and K2 describe first and second-neghbor hopping of the string
ends, whereas K3 describes the hopping of a string of length 1. V = J + nB/
√
3 for
a string of length n. The explicit form of Ki is given in Appendix A.
The above effective Hamiltonian cannot be solved analytically and we seek nu-
merical solution instead. Here we directly evaluate the dynamical structure factor.
Specifically, we consider the special case in which the momentum transfer is parallel
with the field direction, k ‖ B. The relevant dynamical structure factor in neutron
scattering experiments is the combination I(k, ω) = −(ImSaa + ImSbb)/π, which is
computed from the Kubo formula Eq. 4.32 and Eq. 4.33. The details of the calculation
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Figure 4.5: Neutron scattering spectrum I(k, ω) for k ‖ B. The field is applied in the
[001] direction.
are avaiable in Appendix A.
Fig. 4.5 shows the neutron scattering spectrum I(kb = 0, kc, ω) calculated with
the aid of Lanczos diagonalization. We set J± = J±± = 0.36Jz±, and gxy/gz = 2.4
as in the pyrochlore quantum spin ice material Yb2Ti2O7 [53]. The spectral features
resemble those of 2D strings. The branches gradually separate as the string tension
increases with B.
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Figure 4.6: Loop-flipping processes in (a,b) checkerboard lattice |lr〉 ↔ |rl〉 and (c,d)
pyrochlore lattice |b2b3b1〉 ↔ |b1b3b2〉.
4.4 String shape fluctuations
So far, our discussion on string dynamics is limited to the leading order pertur-
bation theory. As we proceed to higher orders, new physics sets in. At the leading
order, strings can grow and retract. At higher-orders in these couplings, the string’s
shape can change as well. The process involves the simultaneous reversal of spins
around a closed loop (minimal length 4 in square spin ice and 6 in pyrochlore spin
ice), as shown in Fig. 4.6 [65].
In this section, we investigate the effects of these shape fluctuations. We first
examine the square quantum spin ice. To this end, we fix the both ends of the string
to single out the shape fluctuation. The shape of a string is labeled by the sequence
s1, s2, · · · sn. We then represent the string shapes by a chain of pseudo S = 1/2 spins
τi, i = 1, 2, · · ·n. l and r are represented as τ z = ±1/2.
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Equipped with the above pseudo-spin representation, the shape fluctuations are
described by a one-dimensional S = 1/2 XY model [66]. In square quantum spin ice, a
state | . . . lr . . .〉 turns into | . . . rl . . .〉 and vice versa. In terms of pseudo-spins, a state
| . . . ↑↓ . . .〉 turns into | . . . ↓↑ . . .〉 and vice versa, which is exactly identical to the













i+1 + H.c.), (4.41)
where V2D = O(h4/J3). The above model is analytically solved by mapping it onto
a chain of free fermions. The ground state energy of the above spin chain is given
by −2|V2D|/π. Therefore, shape fluctuations reduce tension of the string to B/
√
2−
2|V2D|/π. When the applied field is below the critical strength Bc = 2
√
2|V2D|/π, the
energy cost for string excitations is negative and the fully-polarized state becomes
unstable.
A similar transition occurs in the pyrochlore quantum spin ice. Similarly, the
shapes of string with both ends fixed can be mapped onto a chain of pseudo S = 1/2
spins. The effective Hamiltonian for the shape fluctuations are mapped onto a one-










2i+2 + H.c.). (4.42)
The string tension is reduced by 2|V3D|/π. When B is below the critical value Bc =
2
√
3|V3D|/π, the polarized state becomes unstable.
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The fate of the ground state below Bc depends on the dimensionality of the model.
On the one hand, the zero field ground state of the pyrochlore quantum spin ice in
the perturbative regime Jz±,±,±±  Jzz is a U(1) spin liquid with free spinons [62].
Therefore, the transition at Bc could be associated with deconfinement of spinons. On
the other hand, given that the compact quantum electrodynamics is always confined
in two dimension [67], the B = 0 ground state of the square quantum spin ice is likely
another confined phase separated from the fully-polarized state by the transition at
Bc.
4.5 Discussion
We connect the results presented in the previous and the current chapters to
lattice gauge theory. As we argued in Chapter 1, a frustrated magnet can be modeled
by a lattice gauge theory. As we have seen in Chapter 2, a lattice gauge theory in
general possesses two distinct phases, a weakly-coupled phase with free charges, and a
strongly-coupled phase with confined charges. When charges are confined, elementary
excitations are electric strings.
The physics we discussed in the last two chapters are manifestations of the above
gauge theory physics. In kagome Heisenberg antiferromagnet, the spinons are charge
excitations in an Ising gauge theory. The weakly-coupled phase of the Ising gauge the-
ory describes the resonating-valence-bond state of the magnet, whereas the strongly-
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coupled phase corresponds to a valence bond solid. Likewise, the quantum spin ice
is described by a compact QED. The spinons are charge excitations in the compact
QED. The external magnetic field drives the system into the confined phase, and the
electric strings become elementary excitations.
104
Appendix A
Details of calculations in
pyrochlore spin ice
A.1 The explicit form of Ki






APPENDIX A. DETAILS OF CALCULATIONS IN PYROCHLORE SPIN ICE
Here s+ and si have been defined in the main text. For a string with momentum k,





−ik·sn+1/2|{s1 . . . sn+1}〉
+ γ∗(s2, s1)e





ik·s0/2|{s0 . . . sn}〉. (A.2)
K2|{s1 . . . sn}〉 = eik·(sn−1+sn)/2|{s1 . . . sn−2}〉




e−ik·(sn+1+sn+2)/2|{s1 . . . sn+2}〉
+ e−ik·(s1+s2)/2|{s3 . . . sn}〉























We have omitted momentum index k for clarity. Here γ(bi,bj) ≡ γij is a 4 × 4
anti-Hermitian matrix with nonzero elements γ01 = i− re−iπ/3, γ02 = ei5π/6− re−iπ/3,
γ13 = e
iπ/6 + reiπ/3, γ23 = i + re
iπ/3; and r = gxyB/(3
√
2gzJz±). The short-hand
notation s̄i means exchanging b0 ↔ b3 and b1 ↔ b2.
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A.2 Evaluation of scattering amplitude

















+ ei(k·R2−π/3)|k,b2〉 − ei(k·R3+π/3)|k,b3〉) (A.5b)
Here |k,bi〉 stands for the length-1 string with segment orientation bi and total
momentum k. Ri are spatial coordinates of the four inequivalent sites in pyrochlore
lattice. The phase factors are due to the mismatch between the local spin frames
(x, y, z) and global spin frame (a, b, c). The Kubo formula can then be rewritten as
− 1
π




ω + i0+ −Heff
|k, ψα〉 (A.6)
where Heff is the effective Hamiltonian for a single string in pyrochlore quantum spin
ice and |ψa〉 and |ψb〉 are for Saa and Sbb respectively.
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