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06 First-Order Phase Transition in Potts Models with
finite-range interactions
T. Gobron and I. Merola
Abstract. We consider the Q-state Potts model on Zd, Q ≥ 3, d ≥ 2, with Kac ferro-
magnetic interactions and scaling parameter γ. We prove the existence of a first order
phase transition for large but finite potential ranges. More precisely we prove that for γ
small enough there is a value of the temperature at which coexist Q+1 Gibbs states. The
proof is obtained by a perturbation around mean-field using Pirogov-Sinai theory. The
result is valid in particular for d = 2, Q = 3, in contrast with the case of nearest-neighbor
interactions for which available results indicate a second order phase transition. Putting
both results together provides an example of a system which undergoes a transition from
second to first order phase transition by changing only the finite range of the interaction.
1. Introduction
The Potts model is one of the most studied systems in Statistical Mechanics not to
mention its interest in other areas of mathematics and computer sciences. Since its origi-
nal description by Potts as a simplified version of the clock model [25], it has become an
ever growing source of interest, in particular in the field of phase transition. Originally
introduced as the simplest generalization of the Ising Model (classical spins with Q values
interacting through alike/unlike interactions), it acquired a further significance through the
Fortuin-Kasteleyn representation [14], which allows for both a straightforward generaliza-
tion to any real positive value of the parameter Q (random cluster model [16]-[17]), and a
direct connection between its partition function and the Tutte dichromatic polynomial [28]-
[29], which have a central meaning in large areas of graph theory. The FK random cluster
representation, gave also rise to important connections with percolation theory (Q → 1)
and resistor networks (Q→ 0).
Though the Potts model is in general not solvable, it has been regarded since the
original work by Potts as a simple example of an order-disorder phase transition. A lot of
work has been dedicated to a rigorous study of the critical properties of the model and their
dependence on the number Q of spin values and the dimension d of the lattice. The are
exact computations [4], [5] which show that the transition is first order for nearest neighbor
interactions in two dimensions when Q > 4 while it is continuous for Q ≤ 4, (see [30] for a
review), but a complete proof is still missing. A thorough analysis is however available for
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the mean field version of the model where the transition is continuous for Q ≤ 2 and first
order for Q ≥ 3, independently of the dimensions.
There have been several attempts in various directions to weaken the mean field hy-
pothesis. The idea is to regard the Potts model as a perturbation of its mean field version
and this has been achieved in three different regimes: large number of dimensions d, [18],
large number of components Q, [12], [19], and long range interactions, [1], [7], [8] and the
present paper. We also mention that early attempts led to an heuristic determination of
a value Qc(d) beyond which the transition becomes mean-field like, and in particular to a
few exact results Qc(2) = 4, Qc(4) = 2, Qc(6) = 1 [30].
Indeed the most natural way to approximate mean field is to use long range interactions
as in [1] where the occurrence of a phase transition is proved in one dimension with an
interaction which decays as 1/r2. Numerical results, [27], indicate that a transition from
continuous to first order occurs for interactions with a power law decay 1/rs when s varies
across some Q-dependent critical value. More recently [8] have proved for long-range
interactions the existence at a special value of the temperature of Q + 1 distinct DLR
states, where Q of them describe ordered phases, each one with a dominant spin, while the
last one describes a disordered phase where all spins have same average value. The result
applies to special interactions (they should be “reflection positive”) and requires slow power
law decay in low dimension, d < 3, while for d ≥ 3 some exponentially decaying potentials
can be also considered.
As already mentioned the present paper is also based on approximating mean field by
using long range interactions, but in a sense and with a methodology different from the
above papers. We follow the approach proposed by Kac, in particular in its implementation
by Lebowitz and Penrose [23]. Calling γ the scaling parameter of the Kac potential (so
that mean field is recovered in the limit γ → 0) we will prove that a mean field behavior
is observed also at finite γ’s, i.e. without taking γ → 0, which, for the potentials that we
consider, means that the range of the interaction is strictly finite. More precisely we will
show that the coexistence in the mean-field model of Q + 1 phases at the inverse critical
temperature βmfc implies that the same occurs also for finite (and suitably small) values of
γ but at an inverse temperature βc = βc(γ) which is close to but not necessarily equal to
βmfc . Moreover in a paper still in preparation we show that the present techniques allow
to determine also the structure of the phase diagram around βc(γ): there are δ and γδ
both positive so that for any γ ≤ γδ the following holds. When β ∈ (βc(γ) − δ, βc(γ))
there is a unique extremal, translational invariant [disordered] DLR state while for β ∈
(βc(γ), βc(γ)+δ) there are exactly Q extremal, translational invariant [ordered] DLR states.
This shows that the transition is first order for Q ≥ 3 and all d ≥ 2 provided the interaction
has a “sufficiently long range”, but recall its range is strictly finite.
In some respect, the above results are quite surprising and contradict some deeply
rooted beliefs and in particular:
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• All finite range models with the same symmetries and the same dimensions behave
the same, in particular nearest neighbors and finite range ferromagnetic bounded
spin systems are in a same universality class.
• The Pirogov Sinai theory applies away from the critical point.
• Though a rigorous analysis is still missing, the available results for the (Q = 3, d =
2) Potts model with nearest neighbor interaction strongly indicate a second order phase
transition [6]. In contradistinction, our results show that for a finite but long enough range
of interactions, the transition is first order, which in turn suggests that there is a critical
interaction range where the transition changes nature from first to second order. If this
was to be the case, we would get an example of a modification of the qualitative behavior
induced by changing the [finite] range of the interaction and the first item above would be
proven false.
• The second statement about Pirogov-Sinai applies to our context because we use
extensively the Pirogov-Sinai techniques by “perturbing the mean field ground states”.
The perturbation is on the inverse interaction range which is 0 in mean field and γ > 0 for
the true system. To our knowledge this is the first example where the Pirogov-Sinai theory
works in a range which includes the critical point.
The idea of perturbing mean field with Kac potentials is clearly contained in the original
papers by Lebowitz and Penrose [23], who introduced a coarse grained description of the
model which then plays a fundamental role in the proofs. Using this approach not only as
a tool to derive the limit γ → 0 but also in order to study rigorously phase transitions for
fixed (small) values of γ > 0 is much more recent, [13] and [10]-[11]. The above papers
deal with a ferromagnetic Ising systems with Kac potentials and the spin flip symmetry
allows to avoid Pirogov-Sinai. Such a symmetry is absent in the models considered in [21],
[10] and [2] and a Pirogov-Sinai approach [24] is required, as well as in the Potts model
we are considering here. Unfortunately the idea that it is sufficient to take γ (instead of
the temperature) as the small parameter to get the classical Pirogov-Sinai theory working
as well for Kac potentials is a little naive and there is no paper, we believe, in the huge
literature on Pirogov-Sinai which covers our case. We thus have to enter into the theory
itself and not only check that our model verifies a list of general conditions.
A discussion on the differences with the classical Pirogov-Sinai theory and the tech-
niques used to overcome the corresponding problems has a rather technical nature and
does not fit well in an introductory section, so we postpone it to Section 4 where we also
outline the scheme of the proofs. We just mention here that an output of the Pirogov-Sinai
theory is a control of the local structure of the phase diagram. The work however becomes
much simpler if less ambitiously we restrict to the problem of finding a temperature at
which the Q + 1 phases coexist. This does not require to determine the landscape of the
metastable free energies of the Q+1 phases, but only the existence of a temperature where
they are all equal. This is what we do here, the result as it stands, is indeed compatible
with the existence of many other nearby temperatures where the same happens. In the
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forthcomming paper mentioned previously, we will exclude such possibilities with an ar-
gument which extends [9] avoiding the analysis of metastable free energies landscape and
allows to characterize all the ergodic DLR states.
The paper is organized as follows: In Section 2, we define the model and state our main
result. In section 3, we introduce the scales which appear in the problem and define
the contours we will deal with. In Section 4, we explain the strategy of the proofs and
introduce abstract contours models which are at the core of the Pirogov-Sinai theory in
the Zahradn`ık approach, [31]. In section 5, we define the coarse-grained configurations and
prove a “Lebowitz Penrose theorem”, introducing a mean field functional. In section 6 we
identify the value of the inverse temperature β at which the order-disorder phase transition
takes place. Section 7 contains an estimate for the finite volume corrections to the pressure,
which requires both a control on the decay of correlation and a small deviation estimate.
In Section 8, we prove an approximate factorization theorem for the contour weights stated
in section 4 and derive the large deviation estimate which provides the Peierls constant.
Six appendices are added at the end of the paper: Appendix A contains a short review
of the mean field theory for the Potts model as well as the derivation of the properties on
which we rely in the rest of the paper. Appendix B discuss the local equilibrium properties
which are used in various parts of the paper. In Appendix C, we prove the existence of the
pressure for the abstract models introduced in section 6. In Appendix D and E, we prove
two lemmas needed in section 7. Finally, in Appendix E, we give the proof of theorem 6.1.
2. Model and main results.
Two equivalent representations: The Q-state Potts model on Zd, Q > 2 an integer,
may be equivalently regarded as a system of classical spins which take Q values, called
“colors”, or else as a system of Q species of particles with the constraint that at each
site there is one and only one particle. In the sequel, we will rather stick to the second
interpretation since its implementation fits better both with the coarse-graining we need
to consider, and with the mean-field free energy functional to be introduced later.
In the first interpretation we call σ(i) the spin at site i ∈ Zd, Ω˜o := {a1, . . . aQ}, the
set of “colors” the spins take value in, Ω˜ := Ω˜Z
d
o , the configuration space, and Ω˜Λ := Ω˜
Λ
o
its restriction to a finite subset Λ of Zd.
In the second interpretation ξq(i) denotes the occupation number at site i ∈ Zd of the
species q ∈ Q. Let Ωo := {~u1, · · · , ~uQ} be the set of unit vectors in RQ with components
uq,k = δq,k. Due to the constraint
∑
q∈Q
ξq(i) = 1, the collection of all occupation numbers at
FINITE-RANGE POTTS MODELS 5
site i can be written as a density vector, ~ξ(i) = (ξq(i))q∈Q, taking value in Ωo. We denote
the configuration space as Ω := ΩZ
d
o .
There is obviously a one to one correspondence between Ω and Ω˜, defined by associating
to each element σ of Ω˜, a vector configuration ~ξ of Ω as
~ξ(i) = ~uq ⇐⇒ σ(i) = aq (2.1)
Kac potentials: Denoting by γ > 0 a “scaling parameter”, let Jγ be the kernel defined
on Rd × Rd as
Jγ(x, y) = γ
dJ (γ(x− y)) (2.2)
where J (r) is a spherically symmetric probability density supported by the unit ball and
differentiable with bounded derivative.
Then the Potts-Kac energy in a finite region Λ with boundary conditions σΛc ∈ Ω˜Λc is
Hγ,Λ(σΛ|σΛc) := −1
2
∑
i,j∈Λ
i 6=j
Jγ(i, j)1{σΛ(i)=σΛ(j)} −
∑
i∈Λ
j∈Λc
Jγ(i, j)1{σΛ(i)=σΛc (j)} (2.3)
which, in the particle representation, reads
Hγ,Λ(~ξΛ|~sΛc) = −1
2
∑
i,j∈Λ
i 6=j
Jγ(i, j)~ξΛ(i) · ~ξΛ(j) −
∑
i∈Λ
j∈Λc
Jγ(i, j)~ξΛ(i) · ~sΛc(j) (2.4)
where the characteristic functions in (2.3) have been substituted by a scalar product be-
tween density vectors, ~ξ · ~ξ′ :=
Q∑
q=1
ξqξ
′
q. This representation allows in particular to ex-
tend the definition (2.4) to a wider set of boundary conditions ~sΛc , where ~s is taken in
L∞(Zd, SQ), with SQ is the set of all density vectors in R
Q,
SQ =
{
~ρ ∈ RQ+,
∑
q
ρq = 1
}
(2.5)
The set SQ is the convex set in R
Q which extremal points identify with the elements of
Ωo:
The finite-volume Gibbs specifications are then the probability measures
µγ,β,Λ(~ξΛ|~sΛc) = e
−βHγ,Λ(~ξΛ|~sΛc)
Zγ,β,Λ(~sΛc)
(2.6)
where Zγ,β,Λ(~sΛc) is the partition function
Zγ,β,Λ(~sΛc) :=
∑
~ξΛ
e−βHγ,Λ(
~ξΛ|~sΛc)
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Mean field: The mean field free energy density is
φmfβ (~ρ) = −
1
2
Q∑
q=1
ρ2q +
1
β
Q∑
q=1
ρq ln(ρq), ~ρ = (ρq)q∈Q ∈ SQ (2.7)
The q-th component ρq is interpreted as the density of particles of species q, the first term
in (2.7) is then (at leading order in the number of particles) the energy density supposing
that each particle interacts equally with all the others, and the second term is the entropy.
Referring to Appendix A for details, we recall that in the mean field theory, for each value
of Q, there is a critical inverse temperature βmfc such that:
for all β < βmfc , φ
mf
β has a unique minimizer denoted by ~ρ
−1
β ;
for all β > βmfc there are Q minimizers ~ρ
p
β , p ∈ {1, · · · , Q};
for β = βmfc there are Q+ 1 minimizers ~ρ
pˆ
c , pˆ ∈ {−1, 1, · · · , Q}.
In the above result and in the sequel, we label with pˆ, pˆ ∈ {−1, 1, · · · , Q}, the Q + 1
mean field minimizers at the critical temperature, pˆ = −1 referring to the disordered phase,
and pˆ = q, q > 0 the ordered one in which the color q dominates.
Main result: For the finite range Kac-Potts models with γ small enough, a situation
similar to the mean-field results holds. Calling a set of DLR measures mutually independent
if none of them is a convex combination of the others, we will prove in the sequel the
following:
Theorem 2.1. For any d ≥ 2 and Q ≥ 3, there exists γ¯ > 0 such that for any
γ ∈ (0, γ¯), there is a value β = βc(γ) at which there are Q+ 1 mutually independent DLR
measures with Gibbs specifications (2.6), µ pˆγ,βc(γ), pˆ = −1, 1, · · · , Q.
In the course of the proof, we will characterize quite explicitly the support properties
of the DLR measures µ pˆ
γ,βc(γ)
which will make evident closeness to mean field, in particular
we will see that for a suitable constant c
|βc(γ)− βmfc | < cγ1/2
and prove that with large probability in µ pˆγ,βc(γ) the empirical average of
~ξ(i) over suitably
large blocks is close to the (critical) mean field value ~ρ pˆc .
In a forthcoming paper we will also prove that the DLR measures µ pˆγ,βc(γ) are trans-
lational invariant and have trivial σ-algebra at infinity; moreover any other translational
invariant DLR measure is a convex combination of the µ pˆγ,βc(γ) which are then the only
ergodic DLR measures.
FINITE-RANGE POTTS MODELS 7
3. Scales, Phase Indicators and Contours
section3 Coarse graining is the master word in the proof of Theorem 2.1. We will need
to define three scale lengths ℓ0, ℓ−,γ and ℓ+,γ , depending on the scale parameter γ. The
first one, the shortest, will be used to estimate partition functions a` la Lebowitz-Penrose.
ℓ0 is much shorter than the interaction range γ
−1, yet much larger than the lattice spacing,
set equal to 1. ℓ−,γ is the scale at which one “recognizes a phase”: the empirical average of
the spins in boxes of side ℓ−,γ will be used as an indicator of the local state of the system.
When compared to the mean field equilibrium value it will allow us to check whether the
system is locally close to an equilibrium. ℓ−,γ will be chosen much larger than ℓ0, yet still
much smaller than the range γ−1 so that the indicator can be regarded as a truly local
estimator. Finally ℓ+,γ is chosen much larger than γ
−1, such that if in a box of side ℓ+,γ the
phase indicator constantly indicates the same equilibrium, then the behavior of the spins
inside the box but far from the boundaries is almost uncorrelated to the outside.
A possible choice for ℓ0, ℓ−,γ and ℓ+,γ is to have them scale as γ
− 1
2 , γ−(1−α) and γ−(1+α),
with α positive and small enough. More precisely we set these three lengthes as the closest
powers of 2 to these values
ℓ0 = 2
[
1
2
ln γ−1
ln 2
]
, ℓ±,γ = 2
[
(1±α) ln γ
−1
ln 2
]
(3.8)
([·] is the integer part of ·), so that the ratios ℓ+,γℓ−,γ and
ℓ−,γ
ℓ0
are integers. We can then
construct three partitions Dℓ of Rd in cubes of size ℓ, ℓ = ℓ0, ℓ−,γ , ℓ+,γ which are one coarser
than the other (if γ is small enough). In order to define our local phase indicator,we need
to define an accuracy parameter a. In the course of the proof, various restrictions on the
possible choices of α and a will appear, none of which critical, nor necessarily optimal. We
write them here for the reader’s convenience, but it is somewhat simpler to keep in mind
the choice α << 1 and a << α. In the sequel, we will require:
α <
1
16d
a < min(
1
4
,
α
2
)
−d(1− α) + 2a < −2dα
We define a local phase indicator as
ηx(~ξ) :=


pˆ if ‖~ξ ℓ−,γ(x)− ~ρ pˆc ‖⋆ < γa, pˆ ∈ {−1, 1, . . . , Q}
0 otherwise.
(3.9)
where ‖·‖⋆ is the sup norm, ~ρ pˆc is the pˆ-th minimizer of the mean field free energy functional
at β = βmfc and
~ξ ℓ(x) is the empirical average of ~ξ over Cℓx, the cube of the partition Dℓ
which contains x:
~ξ ℓ(x) = ℓ−d
∑
i∈Cℓx
~ξ(i) (3.10)
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We also define a phase indicator at scale ℓ+,γ ,
Θx(~ξ) =

ηx(
~ξ) if ηy(~ξ) = pˆ ∀y : Cℓ+,γy ∼ Cℓ+,γx ,
0 otherwise.
(3.11)
The set {y : Cℓ+,γy ∼ Cℓ+,γx } is the set of cubes in Dℓ+,γ ∗-connected with Cℓ+,γx , i.e. :
C
ℓ+,γ
y ⊓ Cℓ+,γx 6= ∅.
By definition, for any pˆ 6= qˆ, the distance between any regions {x : Θx(~s) = apˆ} and
{x : Θx(~s) = aqˆ} is at least 2ℓ+,γ . The interspace between these regions will be the support
for the contours which we now define with respect to a configurations ~ξ ∈ Ω. A similar
definition will also hold with respect to a continuous profile ~ρ ∈ L∞(Rd, SQ).
Definition 3.1. A contour Γ ≡ (sp(Γ), ηΓ) for a configuration ~ξ in Ω , is specified
by a couple (sp(Γ), ηΓ) where sp(Γ) is one of the maximal connected component of the
subset {x : Θx(~ξ) = 0} and ηΓ is the coarse grained configuration on sp(Γ) at scale ℓγ,−:
ηΓ ≡ {ηx(~ξ)}x∈sp(Γ).
We now define the weight of these contours in the following way:
We denote by |Γ| ≡ |sp(Γ)| the volume of the region sp(Γ), and by NΓ := |Γ|
|C
ℓ+,γ
0 |
the number of Dℓ+,γ -cubes in sp(Γ). For any bounded contour (|Γ| < ∞), we denote by
Ext(Γ) the (unique) unbounded connected component of sp(Γ)c and by {Inti(Γ)}, i ∈ I the
collection of its bounded connected components.
For any set B ⊏ Rd B ⊏ Rd, r ∈ R, we define
δrin[B] := {x ∈ B : dist(x,Bc) ≤ r} (3.12)
δrout[B] := {x ∈ Bc : dist(x,B) ≤ r} (3.13)
where dist(x,B) = infy∈B dist(x, y) and dist(x, y) = sup1≤k≤d |xk − yk|.
Now, for any point x in δ
ℓ+,γ
out [sp(Γ)], Θx 6= 0 and its value is fixed by ηΓ. We define
Aqˆ ≡ Aqˆ(Γ) := {x ∈ δℓ+,γout [sp(Γ)] : Θx = aq} ; A(Γ) :=
⊔
qˆ
Aqˆ = δ
ℓ+,γ
out [sp(Γ)] (3.14)
I qˆ(Γ) := {i : Inti(Γ) ⊓Aqˆ 6= ∅; } ; Intqˆ(Γ) :=
⊔
i∈I qˆ(Γ)
Inti(Γ) (3.15)
We call Γ a “pˆ-contour” if Ext(Γ) ⊓Apˆ 6= ∅ and define
c(Γ) := sp(Γ) ⊔i∈I Inti(Γ) (3.16)
Let denote by E(Γ, pˆ) the event that Γ is a pˆ-contour:
E(Γ, pˆ) :=
{
~ξ : ηx(~ξ) = ηΓ ∀ x ∈ sp(Γ) ; Θx(
~ξ)=aqˆ ∀ x∈A
qˆ(Γ) ∀qˆ∈{−1,1,...,Q}
Θx(~ξ)=apˆ ∀ x∈A(Γ)⊓Ext(Γ)
}
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and by E(6 Γ, pˆ) the event that the phase pˆ extends on sp(Γ) ⊔A(Γ)
E(6 Γ, pˆ) := {~ξ : Θx(~ξ) = apˆ ∀ x ∈ sp(Γ) ⊔A(Γ)}
We then define the weight of a pˆ-contour as the ratio:
wpˆγ,β(Γ;
~ξApˆ) :=
µγ,β,c(Γ)\Intpˆ(Γ)(E(Γ, pˆ)|~ξApˆ)
µγ,β,c(Γ)\Intpˆ(Γ)(E(6 Γ, pˆ)|~ξApˆ)
(3.17)
Let X pˆ be the set of “correct” pˆ-configurations:
X pˆ := {~s : Θx(~s) = apˆ ∀x ∈ Rd} (3.18)
where, depending on the context, ~s will be either in Ω or in L∞(Zd, SQ)
Using an iteration procedure, the partition function with boundary conditions in X pˆ
can be rewritten in terms of pˆ-contours as:
Z pˆγ,β,Λ(~sΛc) =
∑
Γ∈BpˆΛ
∑
~ξΛ∈X
pˆ
Λ
∏
Γ∈Γ
wpˆγ,β(Γ;
~ξApˆ)e
−βHγ,Λ(~ξΛ|~sΛc) (3.19)
where Γ is a configuration of compatible p-contours and BpˆΛ is a the set of all possible
configurations of compatible pˆ-contours with support inside Λ.
The expression (3.19) already shows some of the main differences we incounter here
with respect to the classical Pirogov-Sinai theory at low temperature.
• The “ground configurations” X pˆ, pˆ = −1, 1, . . . , Q are not fixed configurations, but
ensemble of configurations. The study of these configurations and of their pertur-
bations is then more complicated and involve the study of variational problem for
a non local functional.
• The partition function cannot be express in terms of p-compatible contours be-
cause it persists a weak interaction between contours
A similar situation appear in [10]-[11], where Kac models are considered at low tem-
perature. For such models, the references configurations cannot be chosen as the ground
states of the energy even at low temperatures, because the direct interaction between two
spin is too weak, an one needs to take into account the local entropy. The partition function
is then expressed in terms of interacting contours.
Nevertheless the techniques developed in [10]-[11], cannot be immediately applied here,
since they are based on a cluster expansion at low temperatures in order to extend the
classical PS theory to the case of weak interactions, giving a result uniform in the range of
the interaction.
Here, we will follow the extension of Pirogov-Sinai techniques to high temperatures
used in [22] and [26] which also deal with perturbation of a mean-field theory.
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4. Main steps of the proof
In this section we state, postponing the proofs, the main steps that lead to the proof
of the Theorem 2.1.
A very preliminary step is an approximate factorization of the contours weights (3.17),
which relies on properties of the following mean-field free energy functional defined on the
functions in ~ρ ∈ L∞(Λ, SQ) as follows:
Fγ,β,Λ(~ρΛ|~ρΛc) = Vγ,Λ(~ρΛ|~ρΛc)− 1
β
I(~ρΛ) (4.1)
where ~ρΛc ∈ L∞(Λc, SQ) defines the boundary conditions. The two functionals Vγ,Λ(~ρΛ|~ρΛc)
and I(~ρΛ) are respectively the energy and the entropy of ~ρΛ,
Vγ,Λ(~ρΛ|~ρΛc) = −1
2
∫
Λ
∫
Λ
Jγ(x, y)
(
~ρΛ(x) · ~ρΛ(y)
)
dxdy −
∫
Λ
∫
Λc
Jγ(x, y)
(
~ρΛ(x) · ~ρΛc(y)
)
dxdy
I(~ρΛ) = −
∫
Λ
Q∑
q=1
ρΛ,q(x) ln(ρΛ,q(x))dx
These functionals comes out naturally after a coarse graining procedure on the scale
ℓ0. In particular, we will prove the following
Proposition 4.1. There exists a constant c > 0 such that for all γ > 0 and all bounded
Dℓ0-measurable regions Λ in Rd,∣∣ logZγ,β,Λ(~ξΛc) + β inf
~ρΛ
Fγ,β,Λ(~ρΛ|~ξ ℓ0Λc)
∣∣ ≤ βcγ 12 |Λ|
This result together with a local stability result for the functional around its minimizers
allows us to set ~ρ qˆc (respectively ~ρ
pˆ
c ) on Aqˆ, qˆ 6= pˆ, in the expression of the numerator
(respectively denominator) of the left hand side of (3.17) at the price of a small error and
get the following bound:
Theorem 4.2. There are γ¯, b¯ and a constant c such that for all γ < γ¯,
|β − βmfc | < b¯ :
wpˆγ,β(Γ;
~ξApˆ) ≤
∏
qˆ 6=pˆ
Z qˆ
γ,β,Intqˆ(Γ)\Aqˆ
(~ρqˆ)
Z pˆ
γ,β,Intqˆ(Γ)\Aqˆ
(~ρpˆ)
exp{−β|Aqˆ|(φmfβ (~ρ qˆ)− φmfβ (~ρ pˆ))} (4.2)
× Zγ,β,sp(Γ)(E(Γ, pˆ)|
~ξApˆ , {~ρqˆAqˆ , qˆ 6= pˆ})
Zγ,β,sp(Γ)(E(6 Γ, pˆ)|~ξApˆ , {~ρpˆAqˆ , qˆ 6= pˆ})
× exp{cγ 12 |Γ|}
Provided a good control on the ratios of partition functions in the first line of (4.2),
the factor in the second line will provide the Peierls bound, using a large deviation result
for the functional Fγ,β on sp(Γ) and paying again a price of order exp{cγ 12 |Γ|}. This will
finally lead to the the following Theorem:
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Theorem 4.3. There is γ¯ such that for any γ < γ¯ there exists βc(γ), such that ∀qˆ:
wqˆγ,βc(γ)(Γ;
~ξAqˆ) ≤ exp{−Kγ |NΓ|} with Kγ = cfγ2a|Cℓ−,γ | (4.3)
with cf a constant depending only on d and Q,
cf =
1
3d+1
(Q− βmfc ) > 0 (4.4)
The proof of the Theorem 2.1 will follow immediately from the above, using the well
known Peierls argument that will be omitted here.
Now the main work is to obtain a good control on the ratios
Z qˆγ,β,∆(~ρ
qˆ)
Z pˆγ,β,∆(~ρ
pˆ)
(4.5)
Of course, whenever both pˆ and qˆ refer to ordered states, the ratio is equal to one by
symmetry (by permutation of the colors), and we need essentially to consider the case when
pˆ or qˆ equals −1. Here we need the Pirogov-Sinai theory and we follow the Zahradn`ık’s
approach. We introduce Q + 1 “abstract contour models” defined on the product spaces:
X pˆ×Bpˆ. The partition function of the pˆ-th abstract model and the weights of the contours
are defined recursively as:
Z pˆabs,β,Λ(~sΛc) =
∑
Γ∈BpˆΛ
∑
~ξΛ∈X
pˆ
Λ
∏
Γ∈Γ
W pˆ(Γ; ~ξ)e−βHγ,Λ(
~ξΛ|~sΛc) (4.6)
and
Wˆ pˆγ (Γ;~s) := min{wpˆabs,β(Γ;~s), e−
Kγ
2
NΓ} (4.7)
where Kγ is given by (4.3) and w
pˆ
abs,β(Γ;~s) is given by
wpˆabs,β(Γ;~sApˆ) :=
∑
~ξ
Gpˆ
∈Ω
Gpˆ
e
−βH
γ,Gpˆ
(~ξ
Gpˆ
|~s
Apˆ
)
1
η(~ξsp(Γ))=ηΓ
∏
qˆ 6=pˆ
1η~ξ
Aqˆ
=aqˆZ
qˆ
abs,β,Intqˆ(Γ)\Aqˆ
(~ξAqˆ)
∑
~ξ
Gpˆ
∈Ω
Gpˆ
e
−βH
γ,Gpˆ
(~ξ
Gpˆ
|~s
Apˆ
)
1
η(~ξ
Gpˆ
)=apˆ
∏
qˆ 6=pˆ
Z qˆ
abs,β,Intqˆ(Γ)\Aqˆ
(~ξAqˆ )
(4.8)
where Gpˆ = sp(Γ)
⊔
qˆ 6=pˆA
qˆ.
We stress that the elements of a pair (~ξ,Γ) in an abstract model are totally unrelated,
in fact the configuration ~ξ is in X pˆ and therefore has no contours. The sum∑~ξ
Gpˆ
∈Ω
Gpˆ
ap-
pearing in the definition (4.8) enters only as definition of the weights, without any relations
with the configurations ~ξ ∈ X pˆ of the abstract model that we are considering.
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For any bounded Dℓ+,γ measurable region Λ and any ~sΛc in L∞(Zd, SQ), we define the
“dilute”, finite volume Gibbs measures on X pˆΛ × BpˆΛ as,
µpˆabs,Λ(
~ξ′,Γ|~sΛc) :=
1~ξ′∈X pˆ
Z pˆabs,β,Λ(~sΛc)
∏
Γ∈Γ
W pˆ(Γ, ~ξ′)e−Hγ,Λ(
~ξ′Λ|~sΛc) (4.9)
The following theorem states the relation between the true model and the abstract
ones. Its proof can be easily obtained by induction on the volume, but we omit it here
since it is a standard result in Pirogov Sinai theory.
Theorem 4.4. If for any pˆ and any pˆ-contour Γ the weights Wˆ pˆγ (Γ; ~ξ), defined by (4.7),
satisfy
Wˆ pˆγ (Γ;~s) < e
−
Kγ
2
NΓ (4.10)
then
W pˆγ (Γ;~s) = w
pˆ
γ,β(Γ;~s) ; Z
pˆ
abs,β,Λ(~sΛc) = Z
pˆ
β,Λ(~sΛc) (4.11)
Let denote by P pˆabs,Λ,γ,β(
~ξ
Λc
) the “finite volume pressure” of the pˆ-th abstract model:
P pˆabs,Λ,γ,β(
~ξ
Λc
) :=
1
β|Λ| lnZ
pˆ
abs,β,Λ(
~ξ
Λc
)
The following theorem characterizes the infinite volume limit of these pressures
Theorem 4.5. Let {Λn} an increasing sequence of sets in Rd of side 2nℓ+,γ. For each
pˆ in {−1, 1, · · · , Q}, there exists the limit:
P pˆabs,γ,β := limn→∞
1
β|Λn| lnP
pˆ
abs,Λn,γ,β
(~ρpˆβ) (4.12)
which is continuous in β. Moreover there are constants cb, γ¯ such that for any γ < γ¯ there
is a value of β, noted βc(γ), with |βmfc −βc(γ)| < cbγ1/2 such that all the pressures are equal
P pˆabs,γ,βc(γ) = P
qˆ
abs,γ,βc(γ)
∀pˆ, qˆ (4.13)
The existence of the limits follows by general arguments for regular interactions and
the existence of a (non necessarily unique) value of β at which they are equal follows, for γ
small enough, using a continuity argument and the fact that the mean field pressures are
crossing at β = βmfc . Fixing β = βc(γ) (4.13) holds and the ratios:
Z qˆabs,β,Λ(~ρ
qˆ)
Z pˆabs,β,Λ(~ρ
pˆ)
(4.14)
converge to 1 in the limit |Λ| → ∞ but the control of the finite volume corrections
requires an extra analysis with respect to the standard low temperature case, where the
reference configurations are singletons. Here we use a partial cluster expansion to sum
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over the contours using the measure (4.9) and write its marginal µpˆabs,Λ(.|~sΛc) on X pˆΛ. We
characterize then the marginals µpˆabs,Λ using a generalized Dobrushin argument.
Following Dobrushin, we introduce an interpolation Hamiltonian as follows. Let u ∈
[0, 1] and :
hˆpˆu(
~ξΛ|~ξΛc) := uHγ,Λ(~ξΛ|~ξΛc) + (1− u)Hpˆγ,Λ(~ξ) (4.15)
where Hpˆ are the one body “mean field” Hamiltonians:
H
pˆ
γ,Λ(
~ξ) :=
∑
i∈Λ
∑
j 6=i
Jγ(i, j)((~ξ − ~ρpˆ) · ~ρpˆ) +Hγ,Λ(~ρpˆ|~ρpˆ) (4.16)
We denote by µ±abs,Λ;u(
~ξi|~ξ) the [finite volume] Gibbs measure with hamiltonian hˆ±u (~ξ)
on X±Λ and by Z±abs,β,Λ;u the associated partition function. The finite volume pressures of
the abstract model can be written in terms of correlations as:
P pˆabs,γ,Λ =
1
β|Λ| lnZ
pˆ
abs,β,Λ;0 −
1
|Λ|
∫ 1
0
du
〈
H˜ pˆΛ(
~ξ′Λ|~ρpˆ)− HpˆΛ(~ξ′Λ)
〉
µ˜pˆabs,Λ;u
(4.17)
The estimates for the finite volume corrections to the pressure will follow essentially
from the proof of exponentially decay of correlations for the measures µpˆabs,Λ;u(
~ξi|~ξ), which
is based mainly on the following two results:
Theorem 4.6. For any i ∈ Zd there is a measurable set Gpˆi ⊏ X pˆ depending only on
{~ξ
j
, j ∈ Cℓ−,γi \ i}, such that there exists b(i, j) with the following properties:
b(i, j) ≥ 0 ; b(i, i) = 0
sup
i∈Zd
∑
j∈C
ℓ−,γ
i
b(i, j) < δ < 1 (4.18)
R(µpˆabs,i;u(~ξi|~ξ), µpˆabs,i;u(~ξi|~ξ
′
)) ≤
∑
j
b(i, j) dist(~ξ
j
, ~ξ
′
j
) for any ~ξ, ~ξ
′ ∈ Gi and any u ∈ (0, 1)
where R(µpˆabs,i;u(~ξi|~ξ), µpˆabs,i;u(~ξi|~ξ
′
)) is the Vaserstein distance associated to the metric on
the configuration space defined by:
dist(~ξi, ~ξ
′
i) :=
1
2
∑
i
|ξi(i)− ξ′i(i)| (4.19)
We will prove that the theorem holds with Gpˆi defined as :
Gpˆi := {~ξ ∈ X (pˆ) : ~ξ(i,q) ∈ X (pˆ)∀q} (4.20)
where we have denoted
~ξ
(i,q)
j =


~ξj j 6= i,
~uq j = i.
(4.21)
Gpˆi is then the set of configurations
~ξ which belong to X (pˆ) independently of the value
of ~ξi and it is measurable on ~ξic .
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Notice that when ~ξ, ~ξ
′
are not in Gpˆi , the probability measures for
~ξi have support on a
strict subset of Ω and the statement of the theorem 4.6 would not hold in general.
The other result that allows to prove exponentially decay of the correlations is a bound on
the probability of the “bad set” of configurations, Gpˆi
c
:
sup
~ξ∗∈X pˆ
µ
(pˆ)
abs,D,u(G
pˆ
i
c|~ξ ∗) ≤ e−cγ2aℓd−,γ (4.22)
c a positive constant and D = C
ℓ−,γ
i .
Together with the exponential decay of the correlations, we need also to have a control
on the contribution of the parts close to the boundary. This control follows from the next
theorem that, in words, states that well inside a “correct region” (i.e. Θ = qˆ, qˆ 6= 0), the
typical configurations becomes “very close” (i.e. on the small scale ℓ0) to the corresponding
mean field value.
Theorem 4.7. Let A a finite subset of Zd, Aˆ := A ⊔ δℓ+,γout [A], hˆu(~ξAˆ|sAˆc) as in (7.3)
and µˆpˆ
abs;Aˆ,u
is the measure on X pˆ
Aˆ
associated hˆpˆu(~ξAˆ|~ξAˆc), then uniformly in u:
µˆpˆ
abs;Aˆ,u
(1
|SpˆA(
~ξ)|≥γ1/8|A|
) ≤ e−cγ3/8|A| (4.23)
where:
SpˆA(
~ξ) := {i ∈ A ⊔ δγ−1out [A] : ‖~ξ(ℓ0)(i)− ~ρpˆ‖⋆ ≥ γ1/8}
Now collecting all these results, we get an estimate for the ratio of partition functions
of two abstract models, We then prove the following theorem:
Theorem 4.8. There is γ¯, and a constant κ1 such that for any γ < γ¯, there is a value
of β, βc(γ): ∣∣∣∣∣∣ln
(Z(+)abs,βc(γ),Λ(~ρ(+))eRmf,qˆγ,Λ
Z
(−)
abs,βc(γ),Λ
(~ρ(−))eR
mf,pˆ
γ,Λ
)∣∣∣∣∣∣ ≤ κ1γ1/8|Γ| (4.24)
where Rmf,pˆγ,Λ are the mean-field finite volume corrections to the pressures,
Rmf,pˆγ,Λ :=
β
2
∑
x∈Λ
y∈Λc
Jγ(x, y)(~ρ
pˆ · ~ρpˆ) (4.25)
Deriving a factorization theorem similar to Theorem 4.2 for the abstract contours models
lead then to a bound for the abstract weights as in Theorem 4.3. Hence, using Theorem
4.4, we can identify abstract and true weights at temperature β = βc(γ) and in turn prove
Theorem 4.3 whiich lead to our result.
In the next sections we will proceed by proving all results presented here, but in a
different order. Precisely we will postpone the proof of the Theorem 4.2 and start the anal-
ysis of the abstract models, their pressures and the uniqueness of the associated measures.
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Finally we will prove the large deviation estimate needed in 4.3. As a preliminary step we
introduce the mean field functional whose minimizers define the unperturbed states above
which the Pirogov-Sinai analysis is developed, and discuss its properties.
5. Coarse graining and mean field functional
Let ℓ a large positive integer and Dℓ a partition of Rd in cubes of size ℓ. For all x in Rd,
we denote by Cℓx the cube of Dℓ containing x. We define a coarse-grained configuration on
Dℓ as follows: for each configuration ~ξ ∈ Ω and any x ∈ Rd, the coarse-grained configuration
(at scale ℓ) is the Q-dimensional vector,
~ξ ℓ(x) = ℓ−d
∑
i∈Cℓx
~ξ(i) (5.26)
where we make use of our notational conventions. The kth component ξℓk(x) is the empirical
density of color ak in C
ℓ
x. Due to the underlying discretization,
~ξℓ(x) takes values in the
finite set MQ
ℓd
MQ
ℓd
=
{
(r1, · · · , rQ); (ℓdrk) ∈ N,
Q∑
k=1
rk = 1
}
Let Λ a Dℓ-measurable subset of Rd. The set of coarse-grained configurations in Λ is
denoted by ΩℓΛ and corresponds to the set of Dℓ-measurable functions on Λ with values
in MQ
ℓd
. We extend the discrete set MQ
ℓd
to the simplex SQ in R
Q defined in (2.5). Thus
all coarse-grained configurations in ΩℓΛ are also elements of L
∞(Λ, SQ). Conversely we
will approximate any function in L∞(Λ, SQ) by a coarse grained configuration. For any
~ρ ∈ L∞(Λ, SQ), we will denote by ~ρ ℓ its Dℓ-measurable approximation
~ρ ℓ(x) = ℓ−d
∫
Cℓx
~ρ(y)dy (5.27)
for all x in Λ, and by [~ρ ]ℓ the only function in ΩℓΛ such that
− 1
2ℓd
< [~ρ ]ℓk(x)− ρℓk(x) ≤
1
2ℓd
(5.28)
for all k and all x in Λ.
For Λ a finiteDℓ-measurable region in Rd, we define the mean field free energy functional
on L∞(Λ, SQ) by,
Fγ,β,Λ(~ρΛ|~ρΛc) = Vγ,Λ(~ρΛ|~ρΛc)− 1
β
I(~ρΛ) (5.29)
where ~ρΛc ∈ L∞(Λc, SQ) defines the boundary conditions. The two functionals Vγ,Λ(~ρΛ|~ρΛc)
and I(~ρΛ) are respectively the energy and the entropy of configuration ~ρΛ,
Vγ,Λ(~ρΛ|~ρΛc) = −1
2
∫
Λ
∫
Λ
Jγ(x, y)
(
~ρΛ(x) · ~ρΛ(y)
)
dxdy −
∫
Λ
∫
Λc
Jγ(x, y)
(
~ρΛ(x) · ~ρΛc(y)
)
dxdy
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I(~ρΛ) = −
∫
Λ
Q∑
q=1
ρΛ,q(x) ln(ρΛ,q(x))dx=: −
∫
Λ
~ρΛ(x) · ln ~ρΛ(x)dx
For all A ⊏ ΩΛ we define the constrained partition function Zγ,β,Λ(A|~ξΛc)
Zγ,β,Λ(A|~ξΛc) =
∑
~ξΛ∈A
e−βHγ,Λ(
~ξΛ|~ξΛc)
We now state a theorem relating constrained partition functions and mean field free energy:
Theorem 5.1. There exists a constant c > 0 such that for all γ > 0, ℓ ∈ (1, γ−1) and
all bounded Dℓ-measurable region Λ of Rd, the following inequalities hold:
For all subsets A of ΩℓΛ,
lnZγ,β,Λ({~ξ ℓΛ ∈ A}|~ξΛc) + β inf
~ρΛ∈A
Fγ,β,Λ(~ρΛ|~ξ ℓΛc) ≤ βcǫ(γ, ℓ)|Λ|
and for all ~ρΛ ∈ L∞(Λ, SQ),
lnZγ,β,Λ({~ξΛ : ~ξ ℓΛ = [~ρΛ]ℓ}|~ξΛc) + βFγ,β,Λ(~ρΛ|~ξ ℓΛc) ≥ −βcǫ(γ, ℓ)|Λ|
where
ǫ(γ, ℓ) = γℓ+
ln ℓ
ℓd
Proof. We first estimate the difference between the energyHγ,Λ(~ξΛ|~ξΛc) and its coarse-
grained approximation Vγ,Λ(~ξ
ℓ
Λ|~ξ ℓΛc). Given two cubes C1 and C2 of the partition Dℓ, for
any two points i ∈ C1 and j ∈ C2, we have
|Jγ(i, j) − 1
ℓ2d
∫
C1×C2
Jγ(x, y) dx dy| ≤ 2
√
d‖∇J ‖∞γd+1ℓ1d(C1,C2)≤γ−1
where d(C1, C2) = infx∈C1,y∈C2 |x− y|.
Hence ∣∣Hγ,Λ(~ξΛ|~ξΛc)− Vγ,Λ(~ξ ℓΛ|~ξ ℓΛc)∣∣
≤
∑
C1∈DℓΛ
C2∈Dℓ
∣∣ ∑
i∈C1∩Zd
j∈C2∩Zd
Jγ(i, j)~ξΛ(i) · ~ξΛ(j)−
∫
C1×C2
Jγ(x, y)~ξ
ℓ
Λ(x) · ~ξ ℓΛ(y)
∣∣
≤
∑
C1∈DℓΛ
C2∈Dℓ
∣∣ ∑
i∈C1∩Zd
j∈C2∩Zd
(
Jγ(i, j) − 1
ℓ2d
∫
C1×C2
Jγ(x, y) dx dy
)
~ξΛ(i) · ~ξΛ(j)
∣∣
≤ 2
√
d‖∇J ‖∞γd+1ℓ
∑
C1,C2
|C1||C2|1d(C1,C2)≤γ−1
≤ cdγℓ|Λ|
where cd is a constant independent on γ, ℓ ≤ γ−1 and Λ
cd = 23
d
√
d‖∇J ‖∞ (5.30)
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Thus for any profile ~ρΛ in Ω
ℓ
Λ, we have∣∣ ln Zγ,β,Λ({~ξΛ : ~ξℓΛ = ~ρΛ}|~ξΛc)
|{~ξΛ : ~ξ ℓΛ = ~ρΛ}|e−βVγ,Λ(~ρΛ|
~ξℓ
Λc
)
∣∣ ≤ cdγℓ|Λ|
The cardinality of {~ξΛ : ~ξℓΛ = ~ρΛ} can be related to the entropy of ~ρΛ. The error bounds
for the Stirling formula
1
12N + 1
≤ ln(N !)
N(ln(N)− 1) + ln(√2πN) ≤
1
12N
(5.31)
lead to the following estimate∣∣ ln |{~ξΛ : ~ξ ℓΛ = ~ρΛ}| − I(~ρΛ)∣∣ ≤ dQ|Λ| log ℓℓd
which implies∣∣ lnZγ,β,Λ({~ξΛ : ~ξ ℓΛ = ~ρΛ}|~ξΛc) + βFγ,β,Λ(~ρΛ|~ξ ℓΛc)∣∣ ≤ βcdγℓ|Λ|+Qd|Λ| log ℓℓd
Now an easy upper bound for the cardinality of ΩℓΛ gives for all A ⊏ ΩℓΛ
ln |A| ≤ ln |ΩℓΛ| ≤ Qd
|Λ|
ℓd
log ℓ
where |A| denotes the cardinality of the set A. Combining these two last inequalities
gives the first part of Theorem 5.1 with c = max(cd,
2Qd
β ). On the other side, for all
~ρ ∈ L∞(Λ, SQ), one has
logZγ,β,Λ(~ξ
ℓ
Λ = [~ρΛ ]
ℓ|~ξΛc) ≥ −βFγ,β,Λ([~ρ]ℓ|~ξ ℓΛc)− cǫ(γ, ℓ)|Λ|
Now using
|Vγ,Λ(~ρΛ|~ξ ℓΛc)− Vγ,Λ(~ρ ℓΛ|~ξ ℓΛc)| ≤ cdγℓ|Λ|
and the concavity of the entropy, one gets
Fγ,β,Λ(~ρΛ|~ξ ℓΛc) ≥ Fγ,β,Λ(~ρ ℓΛ|~ξ ℓΛc)− cdγℓ|Λ|
Furthermore, approximating ~ρ ℓΛ by [~ρΛ ]
ℓ gives
Fγ,β,Λ(~ρ
ℓ
Λ|~ξ ℓΛc) ≥ Fγ,β,Λ([~ρΛ ]ℓ|~ξ ℓΛc)− dQ
|Λ|
ℓd
we thus get:
logZγ,β,Λ(~ξ
ℓ
Λ = [~ρ ]
ℓ|~ξΛc) ≥ −βFγ,β,Λ(~ρΛ|~ξ ℓΛc)− βcǫ(γ, ℓ)|Λ|
which gives the second part of the theorem with the same constant as before. 
We will use theorem 5.1 mostly in the following weaker form:
Corollary 5.2. There exists a constant c > 0 such that for all γ > 0, ℓ an integer in
(1, γ−1) and all bounded Dℓ-measurable regions Λ in Rd,∣∣ logZγ,β,Λ(~ξΛc) + β inf
~ρΛ
Fγ,β,Λ(~ρΛ|~ξ ℓΛc)
∣∣ ≤ βcǫ(γ, ℓ)|Λ|
Theorem 5.1 leads also to the Lebowitz-Penrose limit for the Potts model
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Theorem 5.3. [Lebowitz-Penrose] There exists the limit
lim
γ→0
lim
Λ→Rd
logZγ,β,Λ
|Λ| = P
mf
β
where Pmfβ is the mean field pressure.
Proof. The free energy functional on L∞(Λ, SQ) with boundary conditions ~ρΛc can
be rewritten as
Fγ,β,Λ(~ρΛ|~ρΛc) = Fγ,β,Λ(~ρΛ|~ρΛc)− 1
2
∫
Λ
∫
Λc
Jγ(x, y)|~ρΛc(y)|2dxdy
where
Fγ,β,Λ(~ρΛ|~ρΛc) =
∫
Λ
φmf(~ρΛ(x))dx +
1
4
∫
Λ
∫
Λ
Jγ(x, y)|~ρΛ(x)− ~ρΛ(y)|2dxdy
+
1
2
∫
Λ
∫
Λc
Jγ(x, y)|~ρΛ(x)− ~ρΛc(y)|2dxdy
with φmfβ (~v) the mean field free energy density on SQ :=
{
~v ∈ RQ+,
∑
q ρq = 1
}
φmfβ (~v) :=
1
2
(~v · ~v)− 1
β
~v · ln(~v)
(see (A.2)).
We have clearly
inf
~ρΛ∈L∞(Λ,SQ)
Fγ,β,Λ(~ρΛ|~ρΛc) ≥ inf
~ρΛ∈L∞(Λ,SQ)
∫
Λ
φmfβ (~ρΛ(x))dx
which gives a lower bound for the free energy as
inf
~ρΛ∈L∞(Λ,SQ)
Fγ,β,Λ(~ρΛ|~ρΛc) ≥ −Pmfβ |Λ| − cγ−1|∂Λ|
with
Pmfβ = − inf
~v∈SQ
φmfβ (~v) (5.32)
From 5.1 with ℓ = γ−
1
2 , one gets
logZγ,β,Λ
β|Λ| ≤ P
mf
β + cǫ(γ, γ
−1/2) + γ−1
|∂Λ|
|Λ|
and hence
lim sup
γ→0
lim sup
ΛրRd
logZγ,β,Λ
β|Λ| ≤ P
mf
β
where the limit lim supΛրRd is taken on a sequence of Van Hove subsets of R
d. On the
other side, writing (5.32) for ~ρΛ = ~ρ
pˆ1Λ, where ~ρ
pˆ is an absolute minimizer of φmfβ , we get
Fγ,β,Λ(~ρ
∗1Λ|~ρΛc) ≤ Fγ,β,Λ(~ρ ∗1Λ|~ρΛc) ≤ −Pmfβ |Λ|+ cγ−1|∂Λ|
From the second inequality in 5.1 one gets
logZγ,β,Λ
β|Λ| ≥ P
mf
β − cǫ(γ, γ−1/2) + γ−1
|∂Λ|
|Λ|
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and finally
lim inf
γ→0
lim inf
ΛրRd
logZγ,β,Λ
β|Λ| ≥ P
mf
β

6. Analysis of the abstract contour models: equality of the pressures
In this section and in the following, we will analyse the abstract contours models. A
preliminary technical step is a partial cluster expansion of the contours contribution to the
partition function against fixed configurations.
A partial cluster expansion
From a technical point of view the we will take advantage of dealing with truncated
weights (4.7) making a partial cluster expansion of the contours, against fixed configurations
getting a partition function with an extra interaction, an “effettive hamiltonian ”Hpˆγ,Λ, with
infinite range but exponentially decaying.
∑
Γ∈BpˆΛ
Wˆ pˆγ (Γ;
~ξ) = e−βH
pˆ
γ,Λ(
~ξΛ) (6.1)
A precise statement is given in the following theorem:
Theorem 6.1. If the weights W pˆ(Γ, ~ξ) satisfy the Peierls bounds with a constant Kγ
large enough then, for any bounded, Dℓ+,γ -measurable region Λ and any ~ξ ∈ X pˆ,
Z pˆabs,β,Λ(
~ξ
Λc
) =
∑
Γ∈BpˆΛ
∑
~ξ′∈X pˆΛ
Wˆ pˆγ (Γ, ;
~ξ′)e−βHγ,Λ(
~ξ′Λ|
~ξΛc) =
∑
~ξ′∈X pˆΛ
e−βH˜
pˆ
γ,Λ(
~ξ′Λ|
~ξΛc) (6.2)
H˜ pˆγ,Λ(
~ξ′Λ|~ξΛc) := Hγ,Λ(~ξ′Λ|~ξΛc) +Hpˆγ,Λ(~ξ′Λ) (6.3)
Hpˆγ,Λ(~ξ) =
∑
∆⊑Λ
U pˆ∆(
~ξ) (6.4)
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where the potentials U pˆ∆(
~ξ∆) are defined by (F.11) and satisfy:
U pˆ∆ = 0 if ∆ is not connected (6.5)
β
∑
∆∋x
|U pˆ∆(~ξ∆)| ≤ e−
Kγ
2 (6.6)
β
∑
∆∋x,∆⊓A 6=∅
≤ 3de−Kγ2 Nx,A ∀A ⊏ Rd (6.7)
where Nx,A is the minimal number of Dℓ+,γ -cubes needed to cover the distance between
x and the set A: let ∆ a Dℓ+,γ -measurable region and N∆ the number of Dℓ+,γ -cubes in ∆
Nx,A := min
∆
{N∆ : ∆ ⊓ (Cx ⊔ δℓ+,γout [Cx]) 6= ∅,∆ ⊓ (A ⊔ δℓ+,γout [A]) 6= ∅;∃Γ : sp+(Γ) = ∆} (6.8)
Cx a Dℓ+,γ -cube containing the point x.
The proof of the Theorem 6.1 is standard and is given in appendix F. We notice that
Nx,A in (6.7)-(6.8) is s.t. there is a constant k, s.t.:
Nx,A ≥ max{3d, kdist(x,A)
ℓ+,γ
} (6.9)
The Gibbs measures relative to H˜ pˆγ,Λ(
~ξ′Λ|~ξΛc):
µ˜pˆabs,Λ(
~ξΛ|~ξΛc) :=
e−βH˜
pˆ
γ,Λ(
~ξΛ|~ξΛc)
Z pˆabs,β,Λ(
~ξ
Λc
)
(6.10)
are the marginals on X pˆ of the measures µpˆabs,Λ(~ξ,Γ|~ξΛc).
In the remainig part of this section and in the next one, we will only consider the two
abstract models for pˆ = ±1 since all the others can be deduced from pˆ = 1 by symmetry,
and write a superscript ± instead of pˆ to distinguish them. We denote by
P±abs,Λ,γ,β(
~ξ
Λc
) :=
1
β|Λ| lnZ
±
abs,β,Λ(
~ξ
Λc
)
the “finite volume pressures” of the two abstract models.
The proof of Theorem 4.8 requires the proof of the following theorem to control the
bulk contribution to the ratio in (4.24):
Theorem 6.2. Let {Λn} a sequence of sets in Rd of side 2nℓ+,γ. There exist the two
limits:
P±abs,γ,β := limn→∞
1
β|Λn| lnP
±
abs,Λ,γ,β(~ρ
±
β ) (6.11)
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that are continuous in β, moreover there are constants cb, γ¯ s.t. for any γ < γ¯ there is a
value of β, βc(γ), s.t.
P+abs,γ,βc(γ) = P
−
abs,γ,βc(γ)
|βmfc − βc(γ)| < cbγ1/2 (6.12)
The proof is obtained by a continuity argument, and it is based on the following mean
field result: there exists an inverse temperature βmfc such that the mean field free energy
density satisfies:
φβmfc (~ρ
+
βmfc
) = φβmfc (~ρ
−
βmfc
) = inf
~ρ∈SQ
φβmfc (~ρ) (6.13)
and
d
dβ
[
φmfβ (~ρ
+
β )− φmfβ (~ρ −β )
] ∣∣∣∣
β=βmfc
6= 0 (6.14)
This result is well known (see [30]) and for completeness it is also shown in appendix A.
Proof of Theorem 4.5. The proof of existence of the two pressures P±abs,γ,βc(γ) and
their continuity in β is given in Appendix C, while the proof of (4.13) is an immediate
consequence the following lemma :
Lemma 6.3. There are constants κ and γ¯ such that for any γ < γ¯ and for any β such
that |β − βmfc | ≤ γ2a:
|P±abs,γ,β + φmfβ (~ρ ±β )| ≤
κ
β
γ1/2 (6.15)
that implies:
|P+abs,γ,β − P−abs,γ,β − (φmfβ (~ρ −)− φmfβ (~ρ +))| < 2
κ
β
γ1/2 (6.16)
(6.16), (6.14), (6.13), and the continuity in β of the pressures prove (4.13) and complete
the proof of the Theorem 4.5 
proof of Lemma 6.3. The proof of (6.15) could be obtained as a byproduct of a more
detailed analysis contained in the next section but since a direct proof is quite shorter we
sketch it here. We first prove an upper bound for P±abs,γ,β.
P±abs,γ,β = limn→∞
1
β|Λn| lnZ
±
abs,β,Λ(~ρ
±
β )
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and denoting by Zˆ±abs,β,Λ(~ρ
±
β ) the abstract partition function with interactions Hγ,Λ(
~ξΛ|~ξΛc),
we get:
P±abs,γ,β ≤ limn→∞
1
β|Λn| ln Zˆ
±
abs,β,Λ(~ρ
±
β ) + sup
~ξ∈X±
∑
∆:∆∋0
|U±∆(~ξ)|
By (6.6) the last term is bounded as e−
Kγ
2 and by Theorem 5.1 we have:
P±abs,γ,β ≤ − limn→∞ inf~ρ∈XΛn
Fβ,γ,Λn(~ρ|~ρ±β )
β|Λn| + cdγ
1/2
we postpone at the end of this section the proof of the following bound that follows by the
concavity of the entropy:
P±abs,γ,β ≤ cdγ1/2 − limn→∞ inf~ρ∈XΛn
1
|Λn|
∫
Λn
φβ
(
Jγ ∗ (~ρ1Λn + ~ρ±β 1Λcn)
)
dr (6.17)
where 1A := 1{x∈A}. Let
J
(ℓ−,γ)
γ (x, y) :=
1
(ℓ−,γ)d
∫
z∈C
ℓ−,γ
y
Jγ(x, z)
where C
ℓ−,γ
y is the cube of the partition Dℓ−,γ containing the point y. Then for any ~s ∈ X±:
‖Jγ ∗ ~s(r)− ~ρ±‖⋆ ≤ ‖
∫
J
(ℓ−,γ)
γ (r, r
′)(~s(r′)− ~ρ±)‖⋆
+‖
∫
[J
(ℓ−,γ )
γ (r, r
′)− Jγ(r, r)](~s(r′)− ~ρ±)‖⋆
By the assumptions on Jγ (see (2.2)) the second term is bounded as :
‖
∫
[J
(ℓ−,γ )
γ (r, r
′)− Jγ(r, r′)](~s(r′)− ~ρ±)‖⋆ ≤ κ3γℓ−,γ = κ3γα
while the first term, since ~s ∈ X± and J (ℓ−,γ)(r, r′) is constant w.r.t. the second variable
in each cube of Dℓ−,γ :
‖
∫
J
(ℓ−,γ)
γ (r, r
′)(~s(r′)− ~ρ±)‖⋆ ≤ γa
going back to (6.17) we have:
P±abs,γ,β ≤ cγ1/2 − inf
‖~s−~ρ±‖⋆<γa+κ3γα
φβ(~s) (6.18)
In appendix A, is shown that inf~s φβmfc (~s) = φβmfc (~ρ
qˆ
βmfc
), for any qˆ ∈ {−1, 1, . . . Q}.
By continuity for |β − βmfc | < γ2a, γ small enough φβ(~s) has Q + 1 local minima ~ρqˆβ s.t.
|~ρqˆβ − ~ρqˆβmfc | < c|β − β
mf
c | < cγ2a. The are respectively then absolute minimizers in the sets
‖~s − ~ρ±‖⋆ < γa + κ3γα. We then get:
P±abs,γ,β ≤ cγ1/2 − φβ(~ρ±β ) (6.19)
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We now prove a lower bound for the pressures. By Theorem 5.1 with ℓ = ℓ0, we have
for any ~ρ(n) ∈ X±Λn :
P±abs,γ,β ≥ − limn→∞
Fβ,γ,Λn(~ρ
(n)|~ρ±β )
β|Λn| − cγ
1/2
and for γ small enough the same argument as before shows that ρ±β 1Λn ∈ X±Λn . We
then get:
P±abs,γ,β ≥ −cγ1/2 − φβ(~ρ±β ) (6.20)

Proof of (6.17):
Fβ,γ,Λn(~ρ|~ρ±β ) = Fβ,γ(~ρ1Λn + ~ρ±β 1Λcn)− Fβ,γ(~ρ±β 1Λcn)
=
∫
Λn⊔δ
γ−1
out [Λn]
φβ
(
Jγ∗(~ρ1Λn+~ρ
±
β 1Λ
c
n
)
)
dr
+
1
β
∫
Λn⊔δ
γ−1
out [Λn]
[
I
(
Jγ∗(~ρ1Λn+~ρ
±
β 1Λ
c
n
)
)− Jγ ∗ I(~ρ1Λn+~ρ±β 1Λcn)
]
dr
−
∫
δγ
−1
out [Λn]
φβ
(
Jγ∗(~ρ
±
β 1Λ
c
n
)
)
dr − 1
β
∫
δγ
−1
out [Λn]
[
I(Jγ∗~ρ±β 1Λcn)− Jγ ∗ I(~ρ±β 1Λcn)
]
dr
where we have used the fact that φβ(0) = I(0) = 0. By concavity of I(·) the second
term is non negative and since |φβ(~s)| is bounded in ~s ∈ SQ we have:
Fβ,γ,Λn(~ρ|~ρ±β ) ≥
∫
Λn
φβ
(
Jγ∗(~ρ1Λn+~ρ
±
β 1Λ
c
n
)
)
dr − c|δγ−1out [Λn]|
7. Analysis of the abstract contour models: finite volume
corrections to the pressures
At the critical value of inverse temperature βc(γ), the theorem 4.5 holds, and the bulk
term of the ratios (4.14) is null. In this case, in order to get estimates on Peierls weights it
is needed refined a control of the finite volume corrections to the thermodynamical pressure
P±abs,γ here denoted by R
±
abs,Λ:
R±abs,Λ := logZ
±
abs,β,Λ(~ρ
(±))− β|Λ|P±abs,γ lim
ΛրZd
R±abs,Λ
|Λ| = 0
Let Λ a D(ℓ+,γ) bounded region and denoted by P±abs,γ,Λ the “finite volume pressure”:
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P±abs,γ,Λ := lnZ
±
abs,β,Λ(~ρ
±)
we prove the following theorem:
Theorem 7.1. There is a constant c > 0 so that∣∣∣P±abs,γ,Λ − {β|Λ|P±abs,γ + β2
∑
i∈Λ
j∈Λc
Jγ(i, j) (~ρ
± · ~ρ±)}
∣∣∣ ≤ cγ1/8|δℓ+,γin [Λ]| (7.1)
Notice that the leading contribution to R±abs,Λ is the finite volume correction to the
mean field pressure (with ρ± b.c.)
Rmf,±γ,Λ :=
β
2
∑
i∈Λ
j∈Λc
Jγ(i, j) (~ρ
± · ~ρ±) (7.2)
The proof of Theorem 7.1 is the outcome of two main estimates: the first one is a
bound on the decay of correlations and the second step is a small deviation estimate inside
“correct regions” to control the contribution coming from regions near the boundary.
Dobrushin interpolations
In this section we refer to the models with interpolating hamiltonians (4.15)
hˆ±u (
~ξ) := uH˜±(~ξ|~ρ±) + (1 − u)H±γ (~ξ) (7.3)
where H± are the one body “mean field” Hamiltonians, defined in (4.16).
For any u ∈ [0, 1] we denote by Z±abs,β,Λ;u the partition function relative to the hamiltonian
hˆ±u (
~ξ). In particular, Z±abs,β,Λ;0 corresponds to the interpolating one-body hamiltonian
H±γ,Λ(
~ξ) in (4.16).
We recall also the expression of the [finite volume] pressure P±abs,γ,Λ (4.17)) in terms of
correlation functions w.r.t. the measures µˆ±abs,Λ;u:
P±abs,γ,Λ :=
1
β|Λ| lnZ
±
abs,β,Λ;1(~ρ
±)
=
1
β|Λ| lnZ
±
abs,β,Λ;0 −
1
|Λ|
∫ 1
0
du
〈
H˜±Λ (
~ξ′Λ|~ρ±)− H±Λ (~ξ′Λ)
〉
µˆ±abs,Λ;u
(7.4)
and prove the following proposition:
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Proposition 7.2. The exist gγ,i,Λ, gγ,i : Z
d → R:[
H˜±Λ (
~ξ′Λ|~ρ±)− H±Λ (~ξ′Λ)
]
=
∑
i∈Λ
gγ,i,Λ (7.5)
lim
ΛրRd
gγ,i,Λ = gγ,i (7.6)
Proof.
H˜±Λ (
~ξΛ|~ρ±)− H±Λ(~ξΛ) =
1
2
∑
i∈Λ
~δξi
∑
j∈Λ
j 6=i
Jγ(i, j) ~δξj +H±γ,Λ(~ξΛ)
Recalling (6.4):
H±Λ (~ξ) =
∑
∆⊏Λ
U±∆(
~ξ) =
∑
i∈Λ
∑
∆⊏Λ
∆∋i
1
|∆|U
±
∆(
~ξ)
Defining:
gγ,i,Λ(~ξ) :=
1
2
~δξi
∑
j∈Λ:
j 6=i
Jγ(i, j) ~δξj +
∑
∆∋i
∆⊏Λ
1
|∆|U
±
∆(
~ξ) (7.7)
we can write:
H˜±Λ (
~ξΛ|~ρ±)− H±Λ(~ξΛ) =
∑
i∈Λ
gγ,i,Λ(~ξ)
Recalling (6.6), the limit (7.6) exists:
lim
ΛրRd
gγ,i,Λ(~ξ) = −1
2
~δξi
∑
j:j 6=i
Jγ(i, j) ~δξj +
∑
∆∋i
1
|∆|U
±
∆ (
~ξ) =: gγ,i(~ξ) (7.8)

Postponing the proof of the existence of the limit of the Gibbs measure µ˜±abs,Λ;u when
Λր Rd and denoting it by µ˜±abs;u, the limit of (4.17) gives:
P±abs,γ = P
±
abs,γ,0 −
∫ 1
0
du 〈gγ,0〉µ˜±abs;u (7.9)
and (4.17) can be rewritten as:
P±abs,γ,Λ = P
±
abs,γ +
[
1
β|Λ| lnZ
±
abs,β,Λ;0 − P±abs,γ,0
]
−
∫ 1
0
du
[
1
|Λ|
∑
i∈Λ
〈gγ,i,Λ〉µ˜±abs,Λ;u − 〈gγ,0〉µ˜±abs;u
]
The finite volume corrections are then given by:
R±abs,Λ = R
±
abs,Λ,0 − β
∫ 1
0
du
∑
i∈Λ
[
〈gγ,i,Λ〉µ˜±abs,Λ;u − 〈gγ,i〉µ˜±abs;u
]
(7.10)
26 T. GOBRON AND I. MEROLA
where
R±abs,Λ,0 := lnZ
±
abs,β,Λ;0 − β|Λ|P±abs,γ,0
In appendix D it is proven that:
R±abs,Λ,0 = R
mf,±
γ,Λ (7.11)
and then the proof of the Theorem 7.1 follows by estimating the remaining terms in (7.10).
In the next subsections we will prove that there are positive constant c, ω such that:
1) ∣∣∣〈gγ,i,Λ〉µ˜±abs,Λ;u − 〈gγ,i〉µ˜±abs;u
∣∣∣ ≤ c e−ωγdist(i,Λ) (7.12)
2) ∑
i∈δ
ℓ+,γ
in [Λ]
{|〈gγ,i〉µ˜±abs;u |+ |〈gγ,i,Λ〉µ˜±abs,Λ;u |} ≤ cγ
1/8|δℓ+,γin [Λ]| (7.13)
The proof of (7.12) and the existence of the limit of µˆ±abs,Λ;u when Λ ր Rd follow by
the proof of the exponentially decay of the correlations given in next subsection, while the
estimate (7.13) follows from the small deviations estimates proved in the last subsection.
Proof of Theorem 7.1. Collecting (7.10), (7.11), (7.12), (7.13) and using the last
one for estimating the contribution to the correction coming from the boundary and (7.12)
for estimating the contribution to the corrections coming from the volume inside, we get
(7.1). Details are omitted.

7.1. Decay of the correlations. In order to prove (7.12) we state the following
Theorem:
Theorem 7.3. There are c and ω positive so that for u ∈ (0, 1) and for any bounded
sets Λ and ∆, Λ Dℓ+,γ -measurable, and any ~ξ ∈ X (±), there is a coupling Qu of µ˜(±)abs,Λ;u(·|~ξ)
and µ˜
(±)
abs;u(·) such that
Qu(~ξ∆ 6= ~ξ′∆) ≤ c|∆|e−ωγdist(∆,Λ
c) (7.14)
It follows that:
Corollary 7.4. For any u ∈ [0, 1] there is a unique DLR measure µ˜±abs;u with hamil-
tonian h±u and for any local function f with support in ∆ :
lim
ΛրZd
〈f〉µ˜±abs,Λ;u = 〈f〉µ˜±abs;u
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and, for any ∆ ⊏ Λ, there are positive constants c, ω:∣∣∣〈f〉µ˜±abs,Λ;u − 〈f〉µ˜±abs;u
∣∣∣ ≤ c |∆| sup
x∈∆
{f(x)} e−ωγdist(∆,Λc)
Corollary 7.4 applied to our case, proves inequality (7.12).
Proof. The proof of Theorem 7.3 requires an extension of the Dobrushin high tem-
perature uniqueness Theorem. In reference [3], the Dobrushin uniqueness criterium is
extended to the case when the “classical Dobrushin condition” is not satisfied uniformly
in the boundary conditions, but only for “most of the configurations”. This is the case for
the abstract contour models, where, due to the constrain on the space of the configurations
X±, the Vasenstein distance between two Gibbs measures on a single spin, with different
boundary conditions is not small uniformly in all the boundary conditions.
In reference [3] it is shown that, provided two main assumptions are verified, the Do-
brushin criterium can be extended to cover such a case. A further assumption provides an
exponential decay for the correlations. Two other assumptions trivially hold in our case
and are not reported here. We refer to [3] and the Theorem 7.3 will be proved through
the demonstration that the two abstract models µ˜
(±)
abs;u(d
~ξ′) fulfill the requirements of the
extended Dobrushin criteron.
7.1.1. First requirement:
First, e need to prove that for any i ∈ Zd there is a measurable set G±i ⊏ X± depending
only on {~ξ
j
, j ∈ Cℓ−,γi \ i}, such that there exists b(i, j) with the following properties:
b(i, j) ≥ 0 ; b(i, i) = 0
sup
i∈Zd
∑
j∈C
ℓ−,γ
i
b(i, j) < δ < 1 (7.15)
R(µ±abs,i;u(~ξi|~ξ), µ±abs,i;u(~ξi|~ξ
′
)) ≤
∑
j
b(i, j) dist(~ξ
j
, ~ξ
′
j
) for any ~ξ, ~ξ
′ ∈ Gi
where dist(~ξj , ~ξ
′
j) is a distance defined on the configuration space and
R(µ±abs,i;u(~ξi|~ξ), µ±abs,i;u(~ξi|~ξ
′
)) is the associated Vaserstein distance. Here, we consider the
following distance between configurations:
dist(~ξi, ~ξ
′
i) :=
1
2
∑
i
|ξi(i)− ξ′i(i)| (7.16)
and define Gi as :
G±i := {~ξ ∈ X (±) : ~ξ(i,q) ∈ X (±)∀q} (7.17)
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where we have denoted
~ξ
(i,q)
j =


~ξj j 6= i,
~uq j = i.
(7.18)
Remark: G±i is the set of configurations
~ξ which belong to X (±) independently of the
value of ~ξi and is measurable on ~ξic . When ~ξ, ~ξ
′
are not in G±i , the probability measures
for ~ξi, have support on a strict subset of Ω and the Vaserstein distance can be larger than
the bound in (4.18).
Theorem 7.5. There are γ¯, ς, so that for γ < γ¯, and for any β : |β−βmfc | < cbγ
1
2 , there
exists b(i, j) satisfying the relations (4.18) with Gi as in (4.20). b(i, j) has the expression:
b(i, j) = r
[
Jγ(i, j) + 3
de−
Kγ
2
Ni,j
]
where r < 1, and Ni,j as in (6.8) and satisfying the bound (6.9)
Proof. The Vaserstein distance between the two measures µi(~ξi|~ξ1), µi(~ξi|~ξ2) is defined
as
R(µi(~ξi|~ξ1), µi(~ξi|~ξ2)) := inf
∐
E∐(dist(~ξi, ~ξ
′
i))
where the infimum is taken over all couplings between µi(~ξi|~ξ1), µi(~ξi|~ξ2). Recalling (4.19),
the infimum is realized on the couplings which have the maximal mass on the diagonal
∐(~ξi = ~ξ′i = ~uq) = min{µi(~uq|~ξ1), µi(~uq|~ξ2)}
Let ∐ be such a coupling for µabs,i;u(~ξi|~ξ1), µabs,i;u(~ξi|~ξ2). We have:
R(µabs,i;u(~ξi|~ξ1), µabs,i;u(~ξi|~ξ2)) = E∐
(
dist(~ξi, ~ξ
′
i)
)
= ∐(~ξi 6= ~ξ′i)
= 1−
∑
q
min{µabs,i;u(~uq|~ξ1), µabs,i;u(~uq|~ξ2)}
=
1
2
∑
q
(
µabs,i;u(~uq|~ξ1) + µabs,i;u(~uq|~ξ2)
−2min{µabs,i;u(~uq|~ξ1), µabs,i;u(~uq|~ξ2)}
)
=
1
2
∑
q
|µabs,i;u(~uq|~ξ1)− µabs,i;u(~uq|~ξ2)|
Since ~ξ and ~ξ
′
are in Gi, the constraint of being in X± does not affect the values of
~ξi, and the conditional measures µ
±
abs,i;u(·|~ξ) are given by the Gibbs conditional measures.
Using (6.10), we get,
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R(µ±abs,i;u(~ξi|~ξ), µ±abs,i;u(~ξi|~ξ
′
)) =
1
2
∑
q
∣∣∣∣∣∣
eβk
±;u
q (~ξ)∑Q
p=1 e
βk±;up (~ξ)
− e
βk±;uq (~ξ
′
)∑Q
p=1 e
βk±;up (~ξ
′
)
∣∣∣∣∣∣
=
1
2
∑
q
|gq(~k±;u(~ξ))− gq(~k±;u(~ξ′))|
Where ~g(·) is defined in (A.12) and ~k±;ui (~ξ) ≡ ~k±;ui (~ξic) is the vector
~k±i (
~ξ) := u~Lγ(~ξ; i) + (1− u) ~Lγ(~ρ±; i)− u
∑
q
(H±(~ξ(i,q))−H±(~ξ
ic
)
)
~uq
= u
∑
j 6=i
Jγ(i, j)~ξj + (1− u)
∑
j 6=i
Jγ(i, j)~ρ
±
j − u
∑
q
∑
∆∋i
U±∆(
~ξ(i,q))~uq
Using (6.6), we have:
lim
γ→0
sup
~ξ∈Gi
‖~k±(~ξ)− ~ρ±‖ ≤ lim
γ→0
(
cγa +
∑
∆∋i
Q‖U±∆(·)‖∞
)
= 0 (7.19)
Hence , for γ small enough, we can use theorem A.3 and get
R
(
µ±abs,i;u(
~ξi|~ξ), µ±abs,i;u(~ξi|~ξ
′
)
)
≤ 1
2
(1− 1
2Q
)
∑
q
|k±;uq (~ξ)− k±;uq (~ξ
′
)|
On the other hand, we have the following bound for all ∆ ∋ x
|U±∆ (~ξ(i,q))− U±∆(~ξ′(i,q))| ≤ 2‖U±∆ (·)‖∞
∑
j∈∆\i
dist(~ξ
j
, ~ξ
′
j
)
and thus
∑
q
|k±;uq (~ξ)− k±;uq (~ξ
′
)| ≤ 2
∑
j 6=i

uJγ(i, j) + ∑
∆∋i,j
Q‖U±∆(·)‖∞

 dist(~ξ
j
, ~ξ
′
j
) (7.20)
Recalling (6.7) we bound the last term in (7.20) as:∑
∆∋i,j
‖U±∆ (·)‖∞ ≤
∑
∆∋i,j
e−(
Kγ
2
−b)N∆ ≤ 3de−(Kγ2 )Ni,j ≤ 3de−Kγ2 Ni,j (7.21)
Since Kγ = cγ
−(1−α)d+2a,
lim
γ→0
∑
∆∋i,j
Q‖U±∆ (·)‖∞ = 0
hence, we take for all u,
b(i, j) := (1− 1
2Q
)
(
uJγ(i, j) + 3
de−
Kγ
2
Ni,j
)
(7.22)
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We have
lim
γ→0
sup
i∈Zd
∑
j∈C
ℓ−,γ
i \i
b(i, j) = 0 (7.23)
so that (4.18) holds for all γ small enough. 
7.1.2. Second Requirement:
We need now a bound on the probability of G±i
c
, where G±i is defined in (4.20). Here
we deal with a bounded state space and the required bound may be written as:
sup
~ξ∗∈X±
µ
(±)
abs,D,u(G
±
i
c|~ξ ∗) ≤ e−cγ2aℓd−,γ (7.24)
c a positive constant and D = C
ℓ−,γ
i . The proof of (7.24) requires a Peierls estimate inside
the restricted set X±. Let ζ ′ > 0, we define the “bad” set
A±i := {~ξ ∈ X (±) : ‖~ξ(ℓ−,γ )(i) − ~ρ±‖⋆ > (1− ζ ′)γa}
Notice that for any ζ ′ > 0 and γ small enough, we have for all i
G±
c
i ⊏ A±i
so that A±i does not depend on ~ξi, and we have
sup
~ξ ∗∈X±
µ
(±)
abs,D,u(G
±
i
c|~ξ ∗) ≤ sup
~ξ ∗∈X±
µ
(±)
abs,D,u(A±i |~ξ ∗)
Let
Fγ,D,u := −u
2
∫
D×D
dr dr′ Jγ(r, r
′)~ρD(r) · ~ρD(r′)− (1− u)
∫
D
dr ~ρD(r) · ~ρ±
−
∫
D×Dc
dr Jγ(r, r
′)~ρD(r) · ~ρDc(r′) + 1
β
∫
D
dr~ρD(r) · ln ~ρD(r)
The proof of the bound (7.24) is thus based on the following proposition whose proof is
given at the end of subsection 7.2:
Proposition 7.6. There is a constant c > 0 so that for all γ small enough, any x:
sup
~ξ∗∈X (±)
ln µabs,D,u(A±|~ξ ∗) ≤ − inf
~ρDc∈X
±
Dc
(
inf
~ρD∈X
±
D ,∣∣∣~ρ(ℓ−,γ )(r)−~ρ±∣∣∣>(1−ζ′)ζ
Fγ,D,u(~ρD|~ρDc)
− inf
~ρD∈X
±
D
Fγ,D,u(~ρD|~ρDc)
)
+ cγ1/2ℓd−,γ (7.25)
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where, by an abuse of notation, we have denoted by the same symbol X±, the restricted
ensemble:
X± :=
{
~ρ ∈ L∞(Rd, SQ) : ‖~ρ(ℓ−,γ)(r)− ~ρ±‖⋆ ≤ γa, ∀r ∈ Rd
}
(7.26)
and denote by X±Λ the above expression (7.26) when the constrain is imposed on Λ, with
Λ ⊏ Rd, a D(ℓ−,γ)-measurable set.
Proof. Using a result similar to Theorem 5.1 but with a slightly different functional,
one gets for all ~ξ∗ ∈ X (±)
ln µabs,D,u(A±|~ξ ∗) = lnZabs,D,u(A±|~ξ ∗)− lnZabs,D,u(~ξ ∗)
≤ inf
~ρD∈X
±
D ,∣∣∣~ρ(ℓ−,γ)(r)−~ρ±∣∣∣>(1−ζ′)ζ
Fγ,D,u(~ρD|(~ξ ∗)(ℓ0))− inf
~ρD∈X
±
D
Fγ,D,u(~ρD|(~ξ ∗)(ℓ0)) + cγ−1ℓ0|D|
≤ − inf
~ρDc∈X
±
Dc
(
inf
~ρD∈X
±
D ,∣∣∣~ρ(ℓ−,γ )(r)−~ρ±∣∣∣>(1−ζ′)ζ
Fγ,D,u(~ρD|~ρDc)− inf
~ρD∈X
±
D
Fγ,D,u(~ρD|~ρDc)
)
+ cγ1/2ℓd−,γ

We need now an estimate for the right hand side of the previous equation.We define:
F 0γ,D,u(~ρD|~ρDc) := −
∫
D
dr
(
~Lu(r, ~ρDc) · ~ρD − 1
β
~ρD · ln ~ρD
)
where ~Lu(r, ~ρDc) is the external field:
~Lu(r, ~ρDc) := (1− u)~ρ± + u
∫
Dc
Jγ(r, r
′)~ρDc(r
′)dr′ (7.27)
Since F 0γ,β,D(~ρD|~ρDc) differs from Fγ,β,D(~ρD|~ρDc) by the self interaction energy, which
is bounded proportionally to |D|2, there is a constant c′ > 0 such that:
|Fγ,D,u(~ρD|~ρDc)− F 0γ,D,u(~ρD|~ρDc)| ≤ c′uγd|D|2 (7.28)
F 0γ,D(~ρD|~ρDc) is a convex functional on L∞(D,SQ), and has thus a unique minimizer
that we denote by ~ρ ∗(r; ~ρDc) ≡ ~ρ ∗(r), whose components are given by:
ρ ∗k (r) =
eβL
u
k(r,~ρDc)∑
l e
βLul (r,~ρDc)
(7.29)
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We need to evaluate the difference:
F 0γ,D,u(~ρD|~ρDc)− F 0γ,D,u(~ρ ∗D |~ρDc) =∫
D
dr′
(
−~ρD(r′) · ~Lu(r, ~ρDc) + 1
β
~ρD(r
′) · ln ~ρD(r′)
)
−(
−~ρ ∗D (r′) · ~Lu(r, ~ρDc) +
1
β
~ρ ∗D (r
′) · ln ~ρ ∗D (r′)
)
Using (7.29), we write ~Lu(r, ~ρDc) in terms of ~ρ ∗ and get:
F 0γ,D,u(~ρD|~ρDc)− F 0γ,D,u(~ρ ∗D |~ρDc) =
1
β
∫
D
dr′
Q∑
k=1
ρk(r
′) ln
ρk(r
′)
ρ ∗k (r
′)
(7.30)
Thus by the Kullback-Leibler inequality, one gets
F 0γ,D,u(~ρD|~ρDc)− F 0γ,D,u(~ρ ∗D |~ρDc) ≥
1
2β
∫
D
dr′|~ρD(r′)− ~ρ ∗D (r′)|2
We claim that there is ǫ > 0 such that, for any ~ρDc and for γ > 0 small enough,
‖~ρ ∗ − ~ρ±‖⋆ ≤ (1− ǫ)γa (7.31)
Using Cauchy-Schwartz inequality, we thus get (taking ζ ′ < ǫ):
F 0γ,D,u(~ρD|~ρDc)− F 0γ,D,u(~ρ ∗D |~ρDc) ≥
1
2β
|D|(ǫ− ζ ′)2γ2a (7.32)
Postponing the proof of (7.31), we get the following bound by using proposition 7.6 together
with (7.28) and (7.32):
sup
~ξ∗∈X (±)
ln µabs,D,u(A±x |~ξ ∗) ≤ exp
{
−
(
1
2β
|D|(ǫ− ζ ′)2γ2a − c′γd|D|2
)
+ cγ1/2ℓd−,d
}
= exp
{
−
(
1
2β
(ǫ− ζ ′)2γ2a − c′γdα + cγ1/2
)
ℓd−,d
}
The bound (7.24) is then proven for our abstract models. We now turn to the proof of
(7.31):
In order to prove (7.31), we show that there is b ∈ (0, 1):
|ρ ∗k (r)− ρ±k | ≤ b|Luk(r)− ρ±k | (7.33)
while ‖~Lu(r)− ~ρ±‖⋆ is small and close enough to γa.
We first prove that |Luk(r)− ρ±k | is small enough. We define
J
(ℓ−,γ)
γ (r, 〈r′〉) := 1|Cℓ−,γr′ |
∫
Jγ(r, r
′′)dr′′
For γ small enough, by hypothesis on J (see (2.2))
∣∣Jγ(r, r′)− J (ℓ−,γ)γ (r, 〈r′〉)∣∣ ≤ √d‖∇J ‖∞γd+1ℓ−,γ1{|r−r′|≤2γ−1} (7.34)
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Then, for any ~ρ ∈ L∞(Rd+, SQ), there is a constant cd = 2d
√
d‖∇J ‖∞
∥∥Jγ ∗ ~ρ− J (ℓ−,γ)γ ∗ ~ρ∥∥ ≤ cd γℓ−,γ = cdγα
Using the fact that ~ρDc ∈ X±Dc , we write:
∥∥ ~Lu(r)− ~ρ±∥∥ = u∥∥∫
Dc
Jγ(r, r
′)~ρDc(r
′)dr′ − ~ρ±∥∥
≤ ∥∥∫
Dc
(
Jγ(r, r
′)− J (ℓ−,γ)γ (r, r′)
)
~ρDc(r
′)dr′
∥∥
+
∥∥∫
Dc
J
(ℓ−,γ)
γ (r, r
′)
(
~ρDc(r
′)− ~ρ±)dr′∥∥+ ∥∥ ∫
D
J
(ℓ−,γ)
γ (r, r
′)~ρ±dr′
∥∥
≤ cdγα + γa + c′dγαd
with c′d = ‖J ‖∞. Recalling (7.29), we have∥∥~ρ ∗D (r)− ~ρ±∥∥ = ∥∥~g( ~Lu(r))− ~g(~ρ±)∥∥ (7.35)
Applying Theorem A.3, we get
∥∥~ρ ∗D (r)− ~ρ±∥∥ ≤ (1− 12Q )
(
γa + cdγ
α + c′dγ
αd
)
≤ (1− 1
4Q
)γa −
(
1
4Q
γa − (1− 1
2Q
)(cdγ
α + c′dγ
αd)
)
≤ γa(1− ǫ)
for γ small enough and a < α, taking ǫ = 1− 14Q .
7.1.3. Third requirement.
Let
B(n) := {m ∈ (ℓ−,γZ)d : dist(Cℓ−,γn , Cℓ−,γm ) ≤ γ−1}
there is r˜nm : (ℓ−,γZ)
d×(ℓ−,γZ)d → R+ s.t. for any ~ξ1, ~ξ2 : ~ξ1(j) = ~ξ2(j) ∀j ∈ [Zd⊓B(n)]\i,
it holds that:
RCn(µC(·|~ξ(1)Ccn ), µCn(·|~ξ
(2)
Ccn
)) ≤
∑
m∈(ℓ−,γZ)d\B(n)
r˜nmdist(~ξ
(1)
Cm
, ~ξ
(2)
Cm
) (7.36)
sup
n
∑
m/∈B(n)
r˜nm < 1 (7.37)
This is a condition on the tail of the interaction, which in our case is satisfied because
of the exponential decay of the interaction h±u due to the Peierls estimates.
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7.1.4. Fourth requirement.
Let r(n,m) : (ℓ−,γZ)
d × (ℓ−,γZ)d → R+ defined as follows:
r(n,m) :=


0 if m = n
r˜nm if m /∈ B(n)
r˜∗nm if m ∈ B(n) \ n
where:
r˜∗nm := sup
j∈C
ℓ−,γ
m
∑
i∈C
ℓ−,γ
n
∑
k>0
bk
C
ℓ−,γ
n
(i, j) + 2e−cγ
2aℓd−,γ
(
ℓd−,γ +
∑
i,i′∈C
ℓ−,γ
n
∑
k>0
bk
C
ℓ−,γ
n
(i, i′)
)
with
b
C
ℓ−,γ
n
(i, j) := b(i, j)1i∈Cn
and bk
C
ℓ−,γ
n
(i, j) is the k-th convolution of b
C
ℓ−,γ
n
(i, j). Assumption 4 then states:
sup
n
∑
m
r(n,m) ≤ δ 0 < δ < 1 (7.38)
7.1.5. Fifth Requirement:
There is a constant b > 0 such that for all n ∈ (ℓ−,γZ)d,∑
m6=n
r(n,m)ebγ|n−m| < 1 (7.39)
7.1.6. Conclusion of subsection (7.1).
We have proved that the two abstract models fulfill the requirements of the extended
Dobrusin criterion of reference [3], which imply uniqueness of the measures. Moreover, 5
holds and implies exponential decay of correlations for the measures µ˜±abs,u. Hence Theorem
7.3 and Corollary 7.4 are proven. 
7.2. Small deviation estimates.
In this subsection we prove the estimate (7.13)∫ 1
0
du
∑
i∈A
{|〈gγ,i〉µ˜±abs;u |+ |〈gγ,i,Λ〉µ˜±abs,Λ;u |} ≤ cγ
1/8|δℓ+,γin [Λ]|
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Let A := δ
ℓ+,γ
in [Λ] and define the set S
±(~ξ) as:
S±(~ξ) := {i ∈ Aˇ : ‖~ξ(ℓ0)(i)− ~ρ±‖⋆ ≥ γ1/8} (7.40)
where
Aˇ := A ⊔ δγ−1out [A] (7.41)
We first prove the following bound:∫ 1
0
du
∑
i∈A
{|〈gγ,i〉µ˜±abs;u|+ |〈gγ,i,Λ〉µ˜±abs,Λ;u |} (7.42)
≤ Jγ
∫ 1
0
du
[
〈1|S±|≥γ1/8|A|〉µ˜±abs;u + 〈1|S±|≥γ1/8|A|〉µ˜±abs,Λ;u
]
+ c(γ1/2|A|+ γ1/8|A|)
where
we have denoted by Jγ the normalization constant of the interaction kernel Jγ on Z
d:
Jγ :=
∑
j∈Zd
Jγ(0, j) lim
γ→0
Jγ = 1 (7.43)
proof of (7.42). We recall the definition of gγ,i,Λ(~ξ) (7.7) and gγ,i(~ξ) (7.8):
gγ,i,Λ(~ξ) := −1
2
~δξi
∑
j∈Λ
j 6=i
Jγ(i, j) ~δξj +
∑
∆∋i
∆⊏Λ
1
|∆|U
±
∆(
~ξ)
gγ,i(~ξ) := lim
ΛրRd
gγ,i,Λ(~ξ) = −1
2
~δξi
∑
j 6=i
Jγ(i, j) ~δξj +
∑
∆∋i
1
|∆|U
±
∆(
~ξ)
By (6.6), ∑
∆∋i
1
|∆|U
±
∆(
~ξ) ≤ e−Kγ2
Hence, we have: ∑
i∈A
∣∣gγ,i(~ξ)∣∣ ≤ 1
2
∑
i∈A
∣∣ ~δξi∑
j 6=i
J (ℓ0)γ (i, j)
~δξj
∣∣+ cγℓ0|A|
≤
∑
i∈A
∑
j∈Aˇ
J (ℓ0)γ (i, j)‖~δξ
(ℓ0)
j ‖⋆ + cγ1/2|A|
≤ Jγ
∑
j∈Aˇ
‖~δξ(ℓ0)j ‖⋆ + cγ1/2|A|
≤ Jγ |S±(~ξ)|+ c(γ1/2|A|+ γ1/8|A|)
where we have defined
J (ℓ0)γ (i, 〈j〉) :=
1
|Cℓ0 |
∑
j′∈C
ℓ0
j
Jγ(i, j)
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and used that by definition (7.40), ‖~δξj‖⋆ ≤ γ1/8 for all j /∈ S. A similar estimate for gγ,i,Λ
holds and (7.42) follows. 
Since the two terms in the integral in the right hand side of (7.42) are very similar, we give
the derivation of an estimate for the first term only. We prove the following
〈1|S±|≥γ1/8|A|〉µ˜±abs;u ≤ e
−cγ3/8|A| (7.44)
proof of (7.44).
Let
Aˆ := A ⊔ δℓ+,γout [A]
〈1|S±|≥γ1/8|A|〉µ˜±abs;u = 〈
µˆ±
abs;Aˆ,u
(1|S±|≥γ1/8|A|e
−β
∑
∆:∆⊓Aˆ6=∅ U
±
∆ (
~ξ)|~ξAˆc)
µˆ±
abs;Aˆ,u
(e−β
∑
∆:∆⊓Aˆ6=∅
U±∆ (
~ξ)|~ξAˆc)
〉µ˜±abs;u (7.45)
where µˆ±
abs;Aˆ,u
is the measure on X±
Aˆ
associated to the finite range interpolating Hamiltonian
hˆ±u (
~ξAˆ|~ξAˆc)
hˆ±u (
~ξAˆ|~ξAˆc) := uHγ,Aˆ(~ξAˆ|~ξAˆc) + (1− u)H±γ,Aˆ(~ξ)
Recalling (6.6), we get:
〈1|S±|≥γ1/8|A|〉µ˜±abs;u ≤ 〈µˆ
±
abs;Aˆ,u
(1|S±|≥γ1/8|A||~ξAˆc)〉µ˜±abs;u × e
β|Aˆ|e−
Kγ
2 (7.46)
we write
µˆ±
abs;Aˆ,u
(1|S±|≥γ1/8|A||~ξAˆc) =
Zˆ±
abs,β,Aˆ;u
(S±|~ξAˆc)
Zˆ±
abs,β,Aˆ;u
(~ξAˆc)
(7.47)
where
Zˆ±
abs,β,Aˆ;u
(S±|~ξAˆc) :=
∑
~ξ
Aˆ
∈X±
Aˆ
1|S±|≥γ1/8|A|e
−βhˆ±u (~ξAˆ|
~ξ
Aˆc
)
Zˆ±
abs,β,Aˆ;u
(~ξAˆc) :=
∑
~ξ
Aˆ
∈X±
Aˆ
e−βhˆ
±
u (~ξAˆ|
~ξ
Aˆc
)
Now the partition function Zˆ±
abs,β,Aˆ;u
(S±|~ξAˆc) can be estimated using an approximation to
the continuum. Defining
Fγ,Aˆ,u(
~ξAˆ|~ξ
(ℓ0)
Aˆc
) := −1
2
∫
Aˆ×Aˆ
Jγ(r, r
′)
(
u~ξAˆ(r) · ~ξAˆ(r′) + (1− u)~ρ± · ~ρ±
)
drdr′
−
∫
Aˆ×Aˆc
Jγ(r, r
′)
(
u~ξAˆ(r) · ~ξ
(ℓ0)
Aˆc
(r′) + (1− u)~ρ± · ~ρ±)drdr′
−(1− u)
∫
Aˆ
(
~ξAˆ(r) · ~ρ±
)
dr +
1
β
∫
Aˆ
~ξAˆ(r) · ln ~ξAˆ(r)dr
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and
Z± :=
{
~ξAˆ ∈ Ωℓ0Λ : ~ξAˆ(r) = ~ξ(ℓ0)(r) ; η(~ξ; r) = a± r ∈ Aˆ ;
∫
Aˇ
1
‖~ξ
Aˆ
−~ρ±‖⋆≥γ1/8
≥ γ1/8|A|
}
A result similar to theorem 5.1 holds for the above functional and leads to
ln Zˆ±
abs,β,Aˆ;u
(S±|~ξAˆc) ≤ −β inf~ξ
Aˆ
∈Z±
Fγ,Aˆ,u(
~ξAˆ|~ξ
(ℓ0)
Aˆc
) + cγ1/2|Aˆ| (7.48)
where c is a constant independent on u.
We are then reduced to study the variational problem in (7.48) for Fγ,Aˆ,u(
~ξAˆ|~ξ
(ℓ0)
Aˆc
) on
Z±. We define the “excess free energy functional”:
Feff
γ,Aˆ,u
(~ξAˆ|~ξ
(ℓ0)
Aˆc
) := Fγ,Aˆ,u(
~ξAˆ|~ξ
(ℓ0)
Aˆc
) + A (7.49)
A := − inf
~v:‖~v‖=1
φmfu (~v)|Aˆ|+
u
2
∫
Aˆ×Aˆc
Jγ(r, r
′)
(
~ξ
(ℓ0)
Aˆc
(r′) · ~ξ(ℓ0)
Aˆc
(r′)
)
dr dr′ (7.50)
φmf,±u (~v) := −u
(~v · ~v)
2
− (1− u)(~v · ρ±) + 1
β
(~v · ln~v) (7.51)
Feff
γ,Aˆ,u
(~ξAˆ|~ξ
(ℓ0)
Aˆc
) is positive and differs from Fγ,Aˆ,u(
~ξAˆ|~ξ
(ℓ0)
Aˆc
) by a constant and hence has the
same minimizers and its minimum is finite
Denoting by:
Φeff,±u (
~ξAˆ) := φ
mf,±
u (
~ξAˆ)− inf
~v:‖~v‖=1
φmf,±u (~v) (7.52)
Feffγ,u(~ξAˆ|~ξ
(ℓ0)
Aˆc
) can be rewritten then as:
Feff
γ,Aˆ,u
(~ξAˆ|~ξ
(ℓ0)
Aˆc
) =
∫
Aˆ
Φeff ,±u (
~ξAˆ) +
u
4
∫
Aˆ×B
Jγ(r, r
′)[~ξAˆ(r)− ~ξAˆ(r′)]2
+
u
2
∫
Aˆ×Aˆc
Jγ(r, r
′)[~ξAˆ(r)− ~ξ
(ℓ0)
Aˆc
(r′)]2
The analysis in appendix B, see corollary B.5, proves that there are positive constants
ω, cω, so that for any ~ξ ∈ Z± there is ~ψAˆ:
Feff
γ,Aˆ,u
(~ξAˆ|~ξ
(ℓ0)
Aˆc
) ≥ Feff
γ,Aˆ,u
(~ψAˆ|~ξ
(ℓ0)
Aˆc
)− cωe−ωγℓ+,γ/4|Aˆ| (7.53)
where ~ΨAˆ has the following properties:
η(~ψAˆ; r) = a± ∀r ∈ Aˆ
~ψAˆ(r) = ~ρ
± ∀r ∈ Σ :=(Aˆ \ A) \ δℓ+,γ/4in (Aˆ \A) (7.54)
~ψAˆ(r) =
~ξ(r) ∀r ∈ Aˇ
sup
q
|ψAˆ,q(r)− ρ±q | ≤ (1− κ0)γa ∀r ∈ δ
ℓ+,γ/4
in [Aˆ] κ0 > 0
We can write:
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ln Zˆ±
β,Aˆ;u
(S±|~ξAˆc) ≤ −β inf~ψ
Aˆ
∈B0
Feff
γ,Aˆ,u
(~ψAˆ|~ξ
(ℓ0)
Aˆc
) + cγℓ0|Aˆ|+ βcωe−ωγℓ+,γ/4|Aˆ|+ A (7.55)
where
B0 := {~ψAˆ : sup
q
|ψAˆ,q − ρ±q | ≤ (1− κ0)γa, r ∈ δ
ℓ+,γ/4
in [Aˆ]; η(
~ψAˆ; r) = a±, r ∈ Aˆ; (7.56)
~ψAˆ = ~ρ
± r ∈ Σ; ~ψAˆ(r) = ~ψ
(ℓ0)
Aˆ
(r), r ∈ Aˇ;
∫
Aˇ
1‖~ψ
Aˆ,q
−~ρ±‖⋆
≥ γ1/8 > γ1/8|A|}
In appendix E it is proved that for any ψAˆ ∈ B0 there is ~ψ∗Aˆ :
~ψ∗
Aˆ
=


~ψAˆ on δ
ℓ+,γ/4
in [Aˆ],
~ρ± elsewhere.
(7.57)
so that:
Feff
γ,Aˆ,u
(~ψAˆ|~ξ
(ℓ0)
Aˆc
) ≥ Feff
γ,Aˆ,u
(~ψ∗
Aˆ
|~ξ(ℓ0)
Aˆc
) + cγ1/4(γ1/8|A|) (7.58)
Let [ψ∗]ℓ0 defined as in (5.28). By theorem 5.1 we then have:
−βFγ,Aˆ,u(~ψ ∗Aˆ |~ξ
(ℓ0)
Aˆc
) ≤ ln Zˆβ,Aˆ;u
({~ξℓ0
Aˆ
= [~ψ ∗
Aˆ
]ℓ0}∣∣~ξAˆc)+ γℓ0|Aˆ|
and since by definition :
‖[~ψ ∗
Aˆ
]ℓ0 − ~ψ ∗
Aˆ
‖⋆ < 1
2
ℓ−d0
we have:
‖[~ψ ∗
Aˆ
]ℓ0q − ~ρ ±‖⋆ <
1
2
ℓ−d0 + (1− κ0)γa
so that the set {~ξℓ0
Aˆ
= [~ψ ∗
Aˆ
]ℓ0} ∈ X± and
−βFγ,Aˆ,u(~ψ ∗Aˆ |~ξ
(ℓ0)
Aˆc
) ≤ ln Zˆ±
abs,β,Aˆ;u
(
~ξAˆc
)
+ γℓ0|Aˆ|
By (7.49) and (7.55)
ln Zˆ±
abs,β,Aˆ;u
(S±|~ξAˆc) ≤ ln Zˆ±abs,β,Aˆ;u
(
~ξAˆc
)
+ βcωe
−ωγℓ+,γ/4|Aˆ| − cγ1/4(γ1/8|A|) + c′γℓ0|Aˆ|
Inserting this inequality in (7.45), we get (7.44) for γ small enough.

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8. Factorization theorem and large deviation estimate
In this section we prove the factorization theorem 4.2 in a slightly different form, proving
at once factorization and control through the mean field functional, for which we prove the
large deviation estimate needed to get the Peierls bound of Theorem 4.3.
Let Γ a pˆ-contour and define
Gpˆ := sp(Γ)
⊔
qˆ 6=pˆ
Aqˆ (8.1)
Theorem 8.1. There are γ¯, b¯ and a constant c such that for all γ < γ¯, |β − βmfc | < b¯ :
wpˆγ,β(Γ;
~ξApˆ) ≤
∏
qˆ 6=pˆ Z
qˆ
γ,β,Intq(Γ)\Aqˆ
(~ρqˆ)∏
qˆ 6=pˆ Z
pˆ
γ,β,Intqˆ(Γ)\Aqˆ
(~ρpˆ)
exp{cγ 12 |Γ|} (8.2)
· exp
{
− β
[
inf
~ρ
Gpˆ
:η(~ρ
Gpˆ
)=ηΓ
~ρ
Aqˆ
=~ρ qˆ
Fγ,β,Gpˆ(~ρGpˆ |~ξ(ℓ0)Apˆ )− inf~ρ
Gpˆ
:η(~ρ
Gpˆ
)=ap
~ρ
Aqˆ
=~ρ pˆ
Fγ,β,Gpˆ(~ρGpˆ |~ξ(ℓ0)Ap )
]}
In order to short notations we define R(Γ) and R(6 Γ) as the two subsets of L∞(Gpˆ, SQ)
such that
R(Γ) := {~ρ ∈ L∞(Gpˆ, SQ) : ηx(~ρ) = ηΓ(x) ∀x ∈ sp(Γ); ~ρ(x) = ~ρ qˆ ∀x ∈ Aqˆ ∀qˆ 6= pˆ}
R(6 Γ) := {~ρ ∈ L∞(Gpˆ, SQ) : η(~ρ, x) = apˆ ∀x ∈ Γ; ρ(x) = ~ρ pˆ ∀x ∈
⊔
qˆ 6=pˆ
Aqˆ}
We will prove also the following Theorem:
Theorem 8.2. There exists γ¯ > 0 and a constant cf > 0 such that for all γ ≤ γ¯ and
all β such that |β − βmfc | ≤ cbγ
1
2 , the following large deviation estimate holds:
inf
~ρ∈R(Γ)
Fγ,β,Gpˆ(~ρ|~ξ(ℓ0)Apˆ )− inf~ρ∈R(6Γ)Fγ,β,Gpˆ(~ρ|
~ξ
(ℓ0)
Apˆ
) ≥ cf |Γ|γ2a
(ℓ−,γ
ℓ+,γ
)d
+
∑
qˆ 6=pˆ
IAqˆ(~ρ2qˆ − ~ρ2pˆ)
where
IAqˆ =
1
2
∫
Aqˆ
∫
(Intqˆ(Γ)\Aqˆ)
Jγ(x, y)dxdy
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We first recall the definition of the weight of a pˆ-contour given in (3.17):
wpˆγ,β(Γ;
~ξApˆ) :=
µγ,β,c(Γ)\Intpˆ(Γ)(E(Γ, pˆ)|~ξApˆ)
µγ,β,c(Γ)\Intpˆ(Γ)(E(6 Γ, pˆ)|~ξApˆ)
For each set Aqˆ, qˆ 6= pˆ, we denote by:
Aˆqˆ := Aqˆ ⊔ δℓ+,γout [Aqˆ] (8.3)
Aˇqˆ := Aqˆ ⊔ δℓ+,γ/2out [Aqˆ] (8.4)
Σqˆ,e :=
(
Aˆqˆ \ Aˇqˆ) ⊓ sp(Γ)c (8.5)
Σ¯qˆ,e :=
(
Aˇqˆ \ Aqˆ) ⊓ sp(Γ)c (8.6)
Σe := ⊔qˆ 6=pˆΣqˆ,e (8.7)
and also:
∆pˆ := sp(Γ) ⊔qˆ 6=pˆ Aˇqˆ
V qˆ := Intqˆ(Γ) \ Aˆqˆ
We write:
wpˆγ,β(Γ;
~ξApˆ) :=
∑
~ξΣe :~ξΣqˆ,e∈X
qˆ
e−β
∑
qˆ 6=pˆHγ(
~ξ
Σqˆ,e
)Zβ,∆pˆ(E(Γ)|~ξΣe ; ~ξApˆ)
∏
qˆ 6=pˆ
Z qˆ
β,V qˆ
(~ξΣqˆ,e)
∑
~ξΣe∈X pˆ
e−βHγ (
~ξΣe )Zβ,∆pˆ(E(6 Γ)|~ξΣe ; ~ξApˆ)
∏
qˆ 6=pˆ
Z pˆ
β,V qˆ
(~ξΣqˆ,e)
By Theorem 5.1 with ℓ = ℓ0, we have:
wpˆγ,β(Γ;
~ξApˆ) ≤ ecγℓ0|Γ| · (8.8)∑
~ξΣe :~ξΣqˆ,e∈X
qˆ
e−β
∑
qˆ 6=pˆHγ(
~ξ
Σqˆ,e
) exp{−β inf
ρ:η(ρ)=ηΓ r∈sp(Γ)
η(ρ)=aqˆ r∈Aˇ
qˆ
Fγ,β,∆pˆ(~ρ|~ξℓ0Σe ; ~ξℓ0Apˆ)}
∏
qˆ 6=pˆ
Z qˆ
β,V qˆ
(~ξΣqˆ,e)
∑
~ξΣe∈X pˆ
e−βHγ(
~ξΣe ) exp{−β inf
ρ:η(ρ)=apˆ
Fγ,β,∆pˆ(~ρ|~ξℓ0Σe ; ~ξℓ0Apˆ)}
∏
qˆ 6=pˆ
Z pˆ
β,V qˆ
(~ξΣqˆ,e)
Using Corollary B.5 with Λ = Aˇqˆ, we can find a lower bound for the free energy term in
the numerator by considering density profiles ~ρ identically equal to ~ρqˆ on Aqˆ,at the expense
of a small error term; we have:
inf
ρ:η(ρ)=ηΓ r∈sp(Γ)
η(ρ)=aqˆ r∈Aˇ
qˆ
Fγ,β,∆pˆ(~ρ|~ξℓ0Σe ; ~ξℓ0Apˆ) ≥ infρ:η(ρ)=ηΓ r∈sp(Γ)
η(ρ)=aqˆ r∈Aˇ
qˆ
~ρ≡~ρqˆ r∈Aqˆ
Fγ,β,∆pˆ(~ρ|~ξℓ0Σe ; ~ξℓ0Apˆ)− cωe−ωγℓ+,γ/2|Aˇ|
= inf
ρ:η(ρ)=ηΓ r∈sp(Γ)
~ρ≡~ρqˆ r∈Aqˆ
Fγ,β,Gpˆ(~ρ|~ξℓ0Σe ; ~ξApˆ) +
∑
qˆ
inf
ρ:η(ρ)=aqˆ
Fγ,β,Σ¯qˆ,e(~ρ|~ξℓ0Σe ; ~ρqAqˆ )− cωe−ωγℓ+,γ/2|Γ|
≥ inf
ρ:η(ρ)=ηΓ r∈sp(Γ)
~ρ≡~ρqˆ r∈Aqˆ
Fγ,β,Gpˆ(~ρ|~ξℓ0Σe ; ~ξApˆ)−
1
β
∑
qˆ
log
(
Zβ,Σ¯qˆ,e(
~ξΣe ; ~ρ
q
Aqˆ
)
)− (cωe−ωγℓ+,γ/2 + cγℓ0)|Γ|
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The free energy term in the denominator of (8.8) can be directly bounded from above, as
inf
ρ:η(ρ)=apˆ
Fγ,β,∆pˆ(~ρ|~ξℓ0Σe ; ~ξℓ0Apˆ) ≤ infρ:η(ρ)=apˆ
~ρ≡~ρqˆ r∈Aqˆ
Fγ,β,∆pˆ(~ρ|~ξℓ0Σe ; ~ξℓ0Apˆ)
= inf
ρ:η(ρ)=apˆ
Fγ,β,Gpˆ(~ρ|~ξℓ0Σe ; ~ξApˆ) +
∑
qˆ
inf
ρ:η(ρ)=apˆ
Fγ,β,Σ¯qˆ,e(~ρ|~ξℓ0Σe ; ~ρpˆAqˆ )
≤ inf
ρ:η(ρ)=apˆ
Fγ,β,Gpˆ(~ρ|~ξℓ0Σe ; ~ξApˆ)−
1
β
∑
qˆ
log
(
Zβ,Σ¯qˆ,e(
~ξΣe ; ~ρ
pˆ
Aqˆ
)
)
+ cγℓ0|Γ|
Inserting both estimates in (8.8) we get the following factorization:
wpˆγ,β(Γ;
~ξApˆ)
≤ eβ(3cγℓ0+cωe−ωγℓ+,γ/2)|Γ|
∑
~ξΣe :~ξΣqˆ,e∈X
qˆ
∏
qˆ 6=pˆ
e−βHγ (
~ξ
Σqˆ,e
)Zβ,Σ¯qˆ,e(
~ξΣe ; ~ρ
q
Aqˆ
)Z qˆ
β,V qˆ
(~ξΣqˆ,e)
∑
~ξΣe∈X pˆ
∏
qˆ 6=pˆ
e−βHγ(
~ξ
Σqˆ,e
)Zβ,Σ¯qˆ,e(
~ξΣe ; ~ρ
pˆ
Aqˆ
)Z pˆ
β,V qˆ
(~ξΣqˆ,e)
× exp{−β( inf
ρ:η(ρ)=ηΓ r∈sp(Γ)
~ρ≡~ρqˆ r∈Aqˆ
Fγ,β,Gpˆ(~ρ|~ξℓ0Σe ; ~ξApˆ)− inf
ρ:η(ρ)=ap
Fγ,β,Gpˆ(~ρ|~ξℓ0Σe ; ~ξApˆ)
)}
= e3βcγℓ0|Γ|+βcωe
−ωγℓ+,γ/2
∏
qˆ 6=pˆ Z
qˆ
γ,β,Intq(Γ)\Aqˆ
(~ρqˆ)∏
qˆ 6=pˆZ
pˆ
γ,β,Intqˆ(Γ)\Aqˆ
(~ρpˆ)
· exp
{
− β
[
inf
~ρ
Gpˆ
:η(~ρ
Gpˆ
)=ηΓ
~ρ
Aqˆ
=~ρ qˆ
Fγ,β,Gpˆ(~ρGpˆ |~ξ(ℓ0)Apˆ )− inf~ρ
Gpˆ
:η(~ρ
Gpˆ
)=ap
~ρ
Aqˆ
=~ρ pˆ
Fγ,β,Gpˆ(~ρGpˆ |~ξ(ℓ0)Ap )
]}
Proof of Theorem 8.2. For each Dℓ+,γ -measurable cube C in sp(Γ), at least one of
the two following events occurs (recall definition (3.11)):
(a) there is x in Γ such that C
ℓ+,γ
x ∼ C and ηℓ−,γx = 0.
(b) there are x1, x2 in Γ such that C
ℓ+,γ
x1 ∼ C, Cℓ+,γx2 ∼ C, Cℓ−,γx1 ∼ Cℓ−,γx2 and ηℓ−,γx1 6=
0,η
ℓ−,γ
x2 6= 0,ηℓ−,γx1 6= ηℓ−,γx2 .
Let NΓ the number of cubes of Dℓ+,γ contained in sp(Γ). Since a single event can
be associated to at most 3d cubes, there are at least 3−dNΓ distinct and nonintersecting
events. Let consider a maximal family of nonintersecting events and denote by (xi0)i∈Ia ,
respectively (xj1, x
j
2)j∈Ib a set of points (respectively a set of pairs of points) characterizing
the events of type a (respectively of type b). We also define
Ba =
⊔
i∈Ia
C
ℓ−,γ
xi0
(8.9)
Bb =
⊔
j∈Ib
(C
ℓ−,γ
xj1
⊔Cℓ−,γ
xj2
) (8.10)
We have
|Ia|+ |Ib| ≥ 1
3d
NΓ (8.11)
42 T. GOBRON AND I. MEROLA
|Ba|+ |Bb| ≥ 1
3d
(ℓ−,γ
ℓ+,γ
)d|Γ| (8.12)
We separate Gpˆ in two components Gpˆ = G1 ⊔G2,
G1 = δ
ℓ+,γ
out (A
pˆ) ⊓ sp(Γ) (8.13)
G2 = G
pˆ \G1 (8.14)
and write for all ~ρ in R(Γ)
Fγ,β,Gpˆ(~ρ|~ξ(ℓ0)Apˆ ) = Fγ,β,G1(~ρG1 |~ξ
(ℓ0)
Apˆ
) + Fγ,β,G2(~ρG2 |~ρG1) (8.15)
We first apply corollary B.5 with Λ = G1 \ δγ
−1
in (G1), ρ
∗ = ρ and u = 0. Thus there are
positive constants ω and cω and there exists ψ ∈ R(Γ) such that
Fγ,β,G1(~ρG1 |~ξ(ℓ0)Apˆ ) ≥ Fγ,β,G1(~ψG1 |~ξ
(ℓ0)
Apˆ
)− cω|G1|e−ωℓ+,γ/4 (8.16)
with
~ψG1 =

~ρG1 on δ
γ−1
in (G1),
~ρpˆ on G1 \ δℓ+,γ/4in (G1)
(8.17)
and
Fγ,β,G2(~ρG2 |~ρG1) = Fγ,β,G2(~ρG2 |~ψG1) (8.18)
Thus we have
Fγ,β,Gpˆ(~ρ|~ξ(ℓ0)Apˆ ) ≥ Fγ,β,Gpˆ(~ψ|~ξ
(ℓ0)
Apˆ
)− cω|G1|e−ωℓ+,γ/4 (8.19)
For i ∈ Ia, we write Ci = Cℓ−,γxi as a shorthand notation, and define the function ~ψ0 on Gpˆ
as
~ψ0(r) =


1
|Ci|
∫
C
ℓ−,γ
r
~ψ(r′)dr′ if r ∈ Ba,
ψ(r) otherwise.
(8.20)
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From the definition of a contour, it follows that dist(Ba, sp(Γ)
c) ≥ γ−1. Thus the energy
terms in the free energies of ~ψ and ~ψ0 differ by the quantity
|Uγ,Gpˆ(~ψ|~ξ(ℓ0)Apˆ )− Uγ,Gpˆ(~ψ0|~ξ
(ℓ0)
Apˆ
)|
=
1
2
∣∣∫
sp(Γ)×sp(Γ)
Jγ(x, y)~ψ(x) · ~ψ(y)dxdy −
∫
sp(Γ)×sp(Γ)
Jγ(x, y)~ψ
0(x) · ~ψ0(y)dxdy∣∣
=
1
2
∣∣∫
sp(Γ)×sp(Γ)
Jγ(x, y)(~ψ(x) + ~ψ
0(x)) · (~ψ(y)− ~ψ0(y))dxdy∣∣
=
1
2
∑
i∈Ia
∣∣ 1
|Ci|
∫
sp(Γ)×Ci
dxdyJγ(x, y)(~ψ(x) + ~ψ
0(x)) ·
∫
Ci
dy′(~ψ(y)− ~ψ(y′))∣∣
=
1
2
∑
i∈Ia
∣∣ 1
|Ci|
∫
sp(Γ)×Ci
dxdy(~ψ(x) + ~ψ0(x)) · ~ψ(y)
∫
Ci
dy′(Jγ(x, y)− Jγ(x, y′))
∣∣
≤ 1
2
∑
i∈Ia
1
|Ci|
∫
sp(Γ)×Ci
dxdy|(~ψ(x) + ~ψ0(x)) · ~ψ(y)|
∫
Ci
dy′|Jγ(x, y)− Jγ(x, y′)|
≤ 2d
√
dℓ−,γγ‖∇J ‖∞|Ba|
where in the last inequality we used
|(~ψ(x) + ~ψ0(x)) · ~ψ(y)| ≤ 2 (8.21)
and
|Jγ(x, y) − Jγ(x, y′)| ≤
√
dℓ−,γγ
d+1‖∇J ‖∞1{|x−y|≤2γ−1} (8.22)
that for all y, y′ in Ci. By concavity of the entropy, I(~ψ) ≤ I(~ψ0) and we get
Fγ,β,Gpˆ(
~ψ|~ξ(ℓ0)
Apˆ
) ≥ Fγ,β,Gpˆ(~ψ0|~ξ(ℓ0)Apˆ )− 2d
√
dℓ−,γγ‖∇J ‖∞|Ba| (8.23)
We look for a lower bound of the free energy of ~ψ0. We again divide Gpˆ in two parts
Gpˆ = G′1 ⊔G′2 where
G′1 = δ
ℓ+,γ/2
out (A
pˆ) ⊓ sp(Γ) (8.24)
G′2 = G \G′1 (8.25)
We have
Fγ,β,Gpˆ(
~ψ0|~ξ(ℓ0)
Apˆ
) = Fγ,β,G′1(
~ψ0G′1
|~ξ(ℓ0)
Apˆ
) + Fγ,β,G′2(
~ψ0G′2
|~ψ0G′1) (8.26)
We write the second term as:
Fγ,β,G′2(
~ψ0G′2
|~ψ0G′1) =
∫
G′2
dxφmfβ (
~ψ0(x)) +
1
4
∫
G′2×G
′
2
dxdyJγ(x, y)|~ψ0(x)− ~ψ0(y)|2
−
∫
G′2×G
′
1
dxdyJγ(x, y)(~ψ
0(x) · ~ψ0(y)) + 1
2
∫
G′2×G
′c
2
dxdyJγ(x, y)|~ψ0(x)|2
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The last two terms can be calculated since, by (8.17), ~ψ0 is constant and equal to ~ρpˆ on
both δγ
−1
out (G
′
1) ⊓G′2 and G′1 ⊓ δγ
−1
out (G
′
2), and equal to ~ρ
qˆ on Aqˆ, qˆ 6= pˆ. We get:
Fγ,β,G′2(
~ψ0G′2
|~ψ0G′1) =
∫
G′2
dxφmfβ (
~ψ0(x)) +
1
4
∫
G′2×G
′
2
dxdyJγ(x, y)|~ψ0(x)− ~ψ0(y)|2
+
1
2
∑
qˆ 6=pˆ
∫
G′2×(Int
qˆ(Γ)\Aqˆ)
dxdyJγ(x, y)|~ρqˆ |2 − 1
2
∫
G′2×G
′
1
dxdyJγ(x, y)|~ρpˆ|2
Since Bb ⊏ G
′
2, the second term can be bounded by the contributions of the b-events. We
have the following estimate:
1
4
∫
G′2×G
′
2
dxdyJγ(x, y)|~ψ0(x)− ~ψ0(y)|2
≥ 1
4
∑
j∈Ib
(∫
G′2×Cj
dxdyJγ(x, y)|~ψ0(x)− ~ψ0(y)|2 +
∫
G′2×C
′
j
dxdy′Jγ(x, y
′)|~ψ0(x)− ~ψ0(y′)|2)
=
1
4
∑
j∈Ib
1
|Cj |
∫
G′2
dx
∫
Cj×C′j
dydy′
(
Jγ(x, y)|~ψ0(x)− ~ψ0(y)|2 + Jγ(x, y′)|~ψ0(x)− ~ψ0(y′)|2
)
where we used the notations Cj = C
ℓ−,γ
xj1
, C ′j = C
ℓ−,γ
xj2
for all j ∈ Ib. Using now the fact that
for all (y, y′) in Cj × C ′j,∣∣Jγ(x, y)− Jγ(x, y′)∣∣ ≤ 2√dℓ−,γγd+1‖∇J ‖∞1{|x−y|≤2γ−1} (8.28)
we get
1
4
∫
G′2×G
′
2
dxdyJγ(x, y)|~ψ0(x)− ~ψ0(y)|2 (8.29)
≥ 1
4
∑
j∈Ib
∫
G′2
dx
1
2|Cj | · (8.30)∫
Cj×C′j
dydy′(Jγ(x, y) + Jγ(x, y
′))
(|~ψ0(x)− ~ψ0(y)|2 + |~ψ0(x)− ~ψ0(y′)|2)
−2d−1
√
dℓ−,γγ‖∇J ‖∞|Bb|
Now using successively the inequality
|a− b|2 + |a− c|2 ≥ 1
2
|b− c|2 (8.31)
and dist(Bb, G
′c
2 ) ≥ γ−1, we can sum over the x variable to obtain
1
4
∫
G′2×G
′
2
dxdyJγ(x, y)|~ψ0(x)− ~ψ0(y)|2 (8.32)
≥ 1
8
∑
j∈Ib
∫
G′2
dx
1
2|Cj |
∫
Cj×C′j
dydy′(Jγ(x, y) + Jγ(x, y
′))|~ψ0(y)− ~ψ0(y′)|2
−2d−1
√
dℓ−,γγ‖∇J ‖∞|Bb|
≥ 1
8
∑
j∈Ib
1
|Cj |
∫
Cj×C′j
dydy′|~ψ0(y)− ~ψ0(y′)|2 − 2d−1
√
dℓ−,γγ‖∇J ‖∞|Bb|
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We finally get
1
4
∫
G′2×G
′
2
dxdyJγ(x, y)|~ψ0(x)− ~ψ0(y)|2
≥ 1
8
∑
j∈Ib
1
|Cj |
∣∣∫
Cj
dy ~ψ0(y)−
∫
C′j
dy′ ~ψ0(y′)
∣∣2 − 2d−1√dℓ−,γγ‖∇J ‖∞|Bb|
Now collecting all estimates (8.19),(8.23) and (8.33), we get for all ~ρ in R(Γ):
Fγ,β,Gpˆ(~ρ|~ξ(ℓ0)Apˆ ) ≥ Fγ,β,G′1(~ψ0G′1 |~ξ
(ℓ0)
Apˆ
) +
∑
qˆ 6=pˆ
IAqˆ |~ρq|2 −
1
2
∫
G′2×G
′
1
dxdyJγ(x, y)|~ρpˆ|2
+
∫
G′2
dxφmfβ (
~ψ0(x)) +
1
8
∑
j∈Ib
1
|Cj|
∣∣∫
Cj
dy′ ~ψ0(y′)−
∫
C′j
dy′′ ~ψ0(y′′)
∣∣2
−cω|G1|e−ωℓ+,γ/4 − 2d
√
dℓ−,γγ‖∇J ‖∞|Ba| − 2d−1
√
dℓ−,γγ‖∇J ‖∞|Bb|
Using the definitions of Ba and Bb and the results of appendix A, we have for all β such
that β − βmfc ≤ cbγ
1
2 ,
φmfβ (
~ψ0(x)) ≥ φmfβ (~ρpˆ) + (
Q
β
− 1)γ2a − cγ 12 (8.33)
for all x in Ba and
1
|Cj |2
∣∣∫
Cj
dy ~ψ0(y)−
∫
C′j
dy′ ~ψ0(y′)
∣∣2 ≥ (Q− 1
Q
− 2γa)2 (8.34)
on all j in Ib Hence
Fγ,β,Gpˆ(~ρ|~ξ(ℓ0)Apˆ ) ≥ Fγ,β,G′1(~ψ|~ξ
(ℓ0)
Apˆ
) + |G′2|φmfβ (~ρpˆ) +
∑
qˆ 6=pˆ
IAqˆ |~ρq|2 −
1
2
∫
G′2×G
′
1
dxdyJγ(x, y)|~ρpˆ|2
+(
Q
β
− 1)γ2a|Ba|+ 1
4
(
Q− 1
2Q
− γa)2|Bb|
−cω|G1|e−ωℓ+,γ/4 − 2d
√
dℓ−,γγ‖∇J ‖∞|Ba| − cγ
1
2 − 2d−1
√
dℓ−,γγ‖∇J ‖∞|Bb|
Now for a < min(14 ,
α
2 ), we may choose γ so that the last three error terms are a fraction of
the respective gain terms. In addition, since we have both |Ba|+ |Bb| ≥ 13d
( ℓ−,γ
ℓ+,γ
)d|Γ| and
G1 ⊏ Γ, the remaining error term can be also compensated for γ small enough. We define
γ¯ as the largest value of γ such that the following inequalities hold simultaneously
2d−1
√
dℓ−,γγ‖∇J ‖∞ ≤ 1
3
(
Q− 1
2Q
− γa)2
2d
√
dℓ−,γγ‖∇J ‖∞ ≤ 1
3
(
Q
β
− 1)γ2a
cωe
−ωℓ+,γ/4 ≤ 1
3
(
Q
β
− 1)γ2a
1
4
(
Q− 1
2Q
− γa)2 ≥ 1
3
(
Q
β
− 1)γ2a
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For all γ ≤ γ¯, we have
Fγ,β,Gpˆ(~ρ|~ξ(ℓ0)Apˆ ) ≥ Fγ,β,G′1(~ψ|~ξ
(ℓ0)
Apˆ
) + |G′2|φmfβ (~ρpˆ)−
1
2
∫
G′2×G
′
1
dxdyJγ(x, y)|~ρpˆ|2
+
∑
qˆ 6=pˆ
IAqˆ |~ρq|2 +
1
3d+1
(
Q
β
− 1)γ2a(ℓ−,γ
ℓ+,γ
)d|Γ| (8.35)
Now consider the function ~ϕ in L∞(Gpˆ, SQ) defined as
~ϕ(r) =


~ψ(r) r ∈ G′1,
~ρpˆ r ∈ G′2.
(8.36)
~ϕ(r) belongs clearly to R(6 Γ), and since ~ϕ(r) = ~ρpˆ on G′1 ⊓ δγ
−1
out (G
′
2), its free energy reads
Fγ,β,Gpˆ(~ϕ|~ξ(ℓ0)Apˆ ) = Fγ,β,G′1(~ϕ|~ξ
(ℓ0)
Apˆ
)
+|G′2|φmfβ (~ρpˆ)−
1
2
∫
G′2×G
′
1
dxdyJγ(x, y)|~ρpˆ|2 +
∑
qˆ 6=pˆ
IAqˆ |~ρp|2
Hence we have for all ~ρ in R(Γ),
Fγ,β,Gpˆ(~ρ|~ξ(ℓ0)Apˆ ) ≥ Fγ,β,Gpˆ(~ϕ|~ξ
(ℓ0)
Apˆ
)
+
∑
qˆ 6=pˆ
IAqˆ(|~ρqˆ|2 − |~ρpˆ|2) +
1
3d+1
(
Q
β
− 1)γ2a(ℓ−,γ
ℓ+,γ
)d|Γ| (8.37)
and since ~ϕ is in R(6 Γ),
Fγ,β,Gpˆ(~ϕ|~ξ(ℓ0)Apˆ ) ≥ infρ∈R(6Γ)Fγ,β,Gpˆ(~ρ|
~ξ
(ℓ0)
Apˆ
) (8.38)
Taking now the infimum over R(Γ) in (8.37), we get for all γ ≤ γ¯,
inf
~ρ∈R(Γ)
Fγ,β,Gpˆ(~ρ|~ξ(ℓ0)Apˆ ) ≥ infρ∈R(6Γ)Fγ,β,Gpˆ(~ρ|
~ξ
(ℓ0)
Apˆ
)
+
∑
qˆ 6=pˆ
IAqˆ(|~ρqˆ|2 − |~ρpˆ|2) + cfγ2a
(ℓ−,γ
ℓ+,γ
)d|Γ| (8.39)
with
cf =
1
3d+1
(
Q
β
− 1) (8.40)

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Appendix A. Mean Field Model
In this appendix, we review briefly the mean field theory of the Potts model [30], and
derive the various quantities needed in the rest of the paper.
We consider a Q-state Potts model defined on a complete graph with N sites and derive
its behavior in the large N limit. A variable σi, σi ∈ [1, · · · , Q], is attached to each site
i of the graph so that the space of configurations is ΩN = [1, · · · , Q]N . The mean field
Hamiltonian on ΩN is:
Hmf(σ) := − 1
2N
∑
i 6=j
1{σi=σj}
Hmf is invariant under any permutation of sites so that its value on a given configuration
depends only on the number of sites with color q, says Nq, q ∈ [1, · · · , Q]. The partition
function of the model is thus:
ZN,β =
∑
{Nq}:
∑
Nq=N
N !∏
qNq!
e
β
2N
∑
q Nq(Nq−1) (A.1)
For N large, ZN,β is dominated by the configurations which realize the minimum of the
free energy density φmfβ defined on SQ = {~ρ ∈ RQ+,
∑
q ρq = 1} as
φmfβ (~ρ) = −
1
2
∑
q
ρ2q +
1
β
∑
q
ρq ln(ρq) (A.2)
with the correspondence ρq =
Nq
N . In fact, for our present purpose, we are also interested in
all local minimizers of φmfβ , which appear to be of two kinds: one “disordered” (or uniform)
state in which all colors have the same density and Q degenerated “ordered” (or colored)
states in which one color dominates. As can be expected, the first one exists for small values
of β, while the other Q exist only for β large enough. In addition, there is a critical value of
β which determines which kind of local minimizer is the actual absolute minimizer for φmfβ .
We make these statements precise in the two following theorems. We first characterize all
local minimizers:
Theorem A.1. For all Q > 2, there exists β0 < Q such that the mean field free energy
φmfβ (A.2) on SQ has exactly:
• 1 local minimizer for β ≤ β0,
• Q+ 1 local minimizers for β0 < β < Q, and
• Q local minimizers for β ≥ Q.
These minimizers are of two kinds and characterized as follows:
• For all β < Q, the uniform state ~ρ(−1), with components
ρ(−1)q =
1
Q
for all q ∈ {1, · · · , Q} (A.3)
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and free energy
φmfβ (~ρ
(−1)) =
−1
2Q
− 1
β
log(Q) (A.4)
• For all β > β0, Q colored states ~ρ(p) ≡ ~ρ(p)β , p ∈ {1, · · · , Q}, with components
ρ(p)q =

ρA if q = p,ρB otherwise. (A.5)
where (ρA, ρB), ρA > ρB, is the solution of the set of equations
log(ρA)− log(ρB)
ρA − ρB = β (A.6)
ρA + (Q− 1)ρB = 1 (A.7)
which verify
QβρAρB < 1 (A.8)
These Q states are degenerate and have free energy
φmfβ (~ρ
(p)) =
−1
2
QρAρB +
1
2β
log(ρAρB) (A.9)
The mean field first order transition is described in the following
Theorem A.2. For all Q > 2, there exists a critical value of β, in (β0, Q),
βmfc ≡
2(Q− 1)
Q− 2 log(Q− 1) (A.10)
such that φmfβ has:
• 1 minimizer ~ρ(−1) for all β < βmfc ;
• Q+ 1 minimizers ~ρ(pˆ), pˆ ∈ {−1, 1, · · · , Q} for β = βmfc ;
• Q minimizers ~ρ(p), p ∈ {1, · · · , Q} for β > βmfc .
Finally, the relevance of local minimizers in our problem arises from their local stability,
which is stated in the following theorem:
Theorem A.3. For all Q > 2 and all β in (β0, Q), the map
~ρ→ ~g(~ρ) (A.11)
where
gq(~ρ) =
exp(βρq)∑Q
p=1 exp(βρp)
(A.12)
is a contraction around the Q + 1 local minimizers ~ρ(pˆ) of the mean field free energy φmfβ .
In particular,
sup
q,q′
∣∣∂gq(~ρ)
∂ρq′
∣∣ ≤ 1− 1
2Q
(A.13)
for all ~ρ such that supq |ρq − ρpˆq | ≤ 14β2Q2 for some pˆ.
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Proof. of Theorem A.1:
We consider the variational problem for φmfβ (~ρ).
inf
~ρ:
∑Q
q=1 ρq=1
φmfβ (~ρ) = min
~ρ,λ
loc

φmfβ (~ρ) + λ

 Q∑
j=q
ρq − 1




where λ is a Lagrange parameter associated to the constraint
∑
q ρq = 1. Since the gradient
of the free energy points inward the simplex SQ, the (local) minima cannot stay on the
boundary of SQ and are thus solutions of the set of equations:
∂φmfβ (~ρ)
∂ρq
+ λ = 0, q = 1, · · · , Q (A.14)
together with the condition
Q∑
q1,q2=1
∂2φmfβ (~ρ)
∂ρq1ρq2
xq1xq2 ≥ 0 (A.15)
for all ~x ∈ RQ such that ∑Qq=1 xq = 0.
Explicitly the first derivatives of the free energy read
∂φmfβ (~ρ)
∂ρq
≡ 1− ρq + 1
β
(ln ρq + 1) (A.16)
while the Hessian matrix of φmfβ (~ρ) is diagonal and
∂2φmfβ (~ρ)
∂ρq1ρq2
= δq1,q2
(−1 + 1
βρq1
)
(A.17)
As a function of ρq alone,
∂φmfβ (~ρ)
∂ρq
is a strictly concave C∞ function and hence cannot take
the same value more than twice. Thus there are two kind of solutions for (A.14), depending
on whether ρq takes one or two values.
The first case correspond to a “disordered” solution ~ρ(−1) in which each color has the
same density:
ρ(−1)q =
1
Q
for all q = 1, · · · , Q (A.18)
φmfβ (~ρ
(−1)) =
−1
2Q
− 1
β
ln(Q) (A.19)
Using (A.17), ~ρ(−1) is a local minimum of φmfβ (~ρ) if and only if β < Q
In the second case, let ~ρ a vector in SQ which components takes two values, says ρA
and ρB with ρA > ρB, and let n, 0 < n < Q, the number of components equal to ρA (the
remaining Q−n are thus equal to ρB). According to (A.14), ~ρ is a critical point for φmfβ (~ρ)
in SQ whenever the constraint is satisfied and both ρA and ρB are associated to the same
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value of the Lagrange parameter:
nρA + (Q− n)ρB = 1 (A.20)
λ = ρA − 1− 1
β
(ln ρA + 1) = ρB − 1− 1
β
(ln ρB + 1) (A.21)
However, all such points are not local minima: equation (A.21) implies the relation (A.6)
between β, ρA and ρB ,
β =
ln ρA − ln ρB
ρA − ρB (A.22)
and by concavity of the logarithmic function, we have necessarily
1
ρA
< β <
1
ρB
(A.23)
Thus the second derivative of φmfβ (~ρ) is negative in each direction in which ρq = ρA. This
is obviously not compatible with the condition (A.15) for n ≥ 2. In the case n = 1, the
constraint (A.21) reduces to (A.7):
ρA + (Q− 1)ρB = 1 (A.24)
while the condition (A.15) can be made explicit using (A.17):(−1 + 1
βρA
)
+
1
Q− 1
(−1 + 1
βρB
) ≥ 0
or equivalently using the constraint (A.24), one gets (A.8):
βQρAρB ≤ 1 (A.25)
We need to find out all triples (β, ρA, ρB) which solve simultaneously (A.22), (A.24) and
(A.25). For ρA in (
1
Q , 1), we consider the function β˜(ρA) as
β˜(ρA) =
ln ρA − ln ρB
ρA − ρB (A.26)
where ρB is taken implicitly as a function of ρA, through (A.24) Its first derivative reads
∂β˜(ρA)
∂ρA
=
1
(Q− 1)(ρA − ρB)
[ 1
ρAρB
− βQ] (A.27)
while the second derivative can be cast in the form
∂2β˜(ρA)
∂ρ2A
=
ϕ(ρA)− ϕ(ρB)
(Q− 1)2(ρA − ρB)3 (A.28)
where
ϕ(ρ) = 2Q2 log(ρ) +
4Q
ρ
− 1
ρ2
(A.29)
One can check that the function ϕ(ρ) is strictly increasing and thus the second derivative of
β˜(ρA) is always positive. It follows that there exists a unique value ρ0 in (
1
Q , 1) so that the
first derivative is zero in ρ0, strictly negative for ρ < ρ0 and strictly positive for ρ > ρ0. We
define β0 ≡ β˜(ρ0). Since equation (A.22) is equivalent to β = β˜(ρA), solutions to (A.22)
will exist only for β in the image of β˜(·), and thus for β ≥ β0. Now the condition for a
local minimum (A.25) is equivalent to ∂β˜(ρA)∂ρA ≥ 0 and thus to ρA ≥ ρ0. Furthermore the
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function β˜(·) is invertible from (ρ0, 1) onto (β0,+∞) and therefore, for all β > β0 there
is a unique couple (ρA, ρB) for which the vectors (A.5) are Q local minima, and there is
no “colored” solutions for β < β0. Whenever they exist, those minima are degenerate and
their mean field free energy is given by (A.9). We postpone the proof that β0 < Q at the
end of the proof of the next theorem. 
Proof. of Theorem A.2 For β in (β0, Q), we consider the difference of free energy
between ordered and disordered local minima
∆(φmfβ ) ≡ φmfβ (~ρ(p))− φmfβ (~ρ(−1)) =
1−Q2ρAρB
2Q
+
1
2β
log(Q2ρAρB) (A.30)
We first note that β∆(φmfβ ) is a strictly decreasing function of β: using (A.26), we have for
β in (β0, Q),
∂
∂β
(
β∆(φmfβ )
)
=
( ∂β˜
∂ρA
)−1 ∂β˜∆(φmfβ˜ )
∂ρA
= −(1−QρA)
2
2Q(Q− 1) < 0 (A.31)
Furthermore, ∆(φmfβ ) has one zero for Q
2ρAρB = 1 or equivalently
ρA =
Q− 1
Q
(A.32)
This zero is thus necessarily unique and defines a critical value of β
βmfc = β˜(
Q− 1
Q
) =
2(Q− 1)
Q− 2 log(Q− 1) (A.33)
We complete the proof by showing that (A.25) holds at β = βmfc . We have for all Q > 2:
Qβmfc ρAρB =
2(Q− 1)
Q(Q− 2) log(Q− 1) =
log(Q− 1)
sinh(log(Q− 1)) < 1 (A.34)
Thus βmfc > β0. On the other hand, since ρAρB = Q
−2 at β = βmfc , (A.34) proves also that
βmfc < Q, and thus β0 < β
mf
c < Q. This also complete the proof of theorem A.1.

Proof. of Theorem A.3
Let β be in the interval (β0, Q) and consider the map ~ρ→ ~g(~ρ) defined in (A.12). We
have
∂gq(~ρ)
∂ρq′
= βgq(~ρ)
(
δq,q′ − gq′(~ρ)
)
(A.35)
and since 0 ≤ gq(~ρ) ≤ 1, we have a first bound uniform in ~ρ:
sup
q,q′
∣∣ ∂gq
∂ρq′
(~ρ)
∣∣ ≤ β (A.36)
On the other hand, from (A.35), one can also write
sup
q,q′
| ∂gq
∂ρq′
(~ρ)| ≤ sup
q,q′
| ∂gq
∂ρq′
(~ρpˆ)|+ sup
q,q′
| ∂gq
∂ρq′
(~ρ)− ∂gq
∂ρq′
(~ρpˆ)| (A.37)
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The first term can be bounded by
sup
q,q′
| ∂gq
∂ρq′
(~ρpˆ)| = β sup
q,q′
|ρpˆq(δq,q′ − ρpˆq′)| ≤ 1−
1
Q
(A.38)
where the inequality follows from (A.3) and β ≤ Q for pˆ = −1, and from (A.8) and (A.7)
for pˆ > 0. The second term in (A.37) can be bounded using (A.36) as
sup
q,q′
| ∂gq
∂ρq′
(~ρ)− ∂gq
∂ρq′
(~ρpˆ)| ≤ 2β sup
q
|gq(~ρ)− gq(~ρpˆ)| ≤ 2Qβ2 sup
q
|ρq − ρpˆq| (A.39)
Thus for all ρ such that supq |ρq − ρpˆq| ≤ 14β2Q2 for some pˆ one gets
sup
q,q′
| ∂gq
∂ρq′
(~ρ)| ≤ 1− 1
2Q
(A.40)

We conclude this appendix by a proof of (6.14):
From equation (A.31) and the definition of βmfc (A.10), one gets explicitly:
d
dβ
[
P−mf,β − P+mf,β
] ∣∣∣
β=βmfc
=
1
βmfc
∂
∂β
(
β∆(φmfβ )
)|β=βmfc
= − (Q− 2)
2
2Q(Q− 1)βmfc
< 0 (A.41)
Appendix B. Local equilibrium
The main result of this appendix is the proof that, for suitable values of the temperature,
if a density profile is in a neighborhood of an equilibrium value in a region Λ⊔δγ−1out [Λ], then
it can be made closer to equilibrium inside Λ at an exponential rate from its boundary,
decreasing the free energy. This result is essentially due to the stability properties of the
free energy functionals originating from the contraction property of the map (A.11) around
its fixed point. The precise result is stated in the Theorem B.1 below. The proof follows
the lines developed in [26],(see also [2]) for Ising model and continuum particle models,
and we will stress here only the points specific for our model while we will only sketch the
points that are quite analogous to the other cases.
Without lost of generality we study the local equilibrium around the phase “ pˆ ”,
pˆ ∈ {−1, 1, . . . Q}. Let Λ a bounded Dℓ+,γ -measurable region, and ηζx(~ρ) ∈ L∞(Rd, SQ)
defined analogously as ηx(~ρ) in (3.9), but with an accuracy parameter, denoted by ζ, that
here we leave free
ηζx(~ρ) =

apˆ if ‖~ρ
ℓ−,γ (x)− ~ρ (pˆ)β ‖⋆ < ζ
0 otherwise.
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MpˆΛ,ζ := {~ρ ∈ L∞(Rd, SQ) : ηζx(~ρ) = apˆ ∀x ∈ Λ ⊔ δγ
−1
out [Λ]}
and for any ~ρ ∗ ∈ MpˆΛ, we define
X pˆΛ,~ρ ∗ := {~ρ ∈M pˆΛ,ζ : ~ρΛc(x) ≡ ~ρ ∗Λc(x)}
Theorem B.1. There are positive constant ζ0, ω, cω so that for any ζ < ζ0, γ
α < κ0ζ
and any ~ρ ∗ ∈M pˆΛ,ζ , s.t.
• there is a unique ~ψ ∈ XΛ,~ρ ∗ s.t.:
inf
~ρ∈X pˆ
Λ,~ρ ∗
Fγ,u,Λ(~ρ|~ρ ∗Λc) = Fγ,u,Λ(~ψ|~ρ ∗Λc) (B.1)
• ~ψ is the unique solution of the mean field equation and has the following properties:
* ~ψΛ ∈ C∞(Λ,M pˆΛ,(1−κ0)ζ), supr∈Λ ‖∇ψΛ(r)‖⋆ ≤ β‖∇Jγ‖1
*
‖~ψΛ(r)− ~ρpˆ‖ ≤ cωe−ω dist(r,Λ
c
6=)
where Λc6= := {r ∈ Λc : dist(r,Λ) ≤ γ−1; ~ρ ∗(r) 6= ~ρpˆ}
• If ~ψ, ~φ are minimizers resp. in X pˆΛ,~ρ1 ,X
pˆ
Λ,~ρ2
then:
‖~ψΛ(r)− ~φΛ(r)‖ ≤ cωe−ωdist(r,Λ
c
1,2, 6=)
where Λc1,2, 6= := {r ∈ Λc : dist(r,Λ) ≤ γ−1; ~ρ1(r) 6= ~ρ2(r)}
The proof of Theorem B.1 is obtained by defining a dynamic ~T u,Λ,pˆt on L
∞(Rd, SQ),
and proving that this dynamic maps M pˆΛ,ζ into itself and that it is dissipative for the free
energy Fγ,u,Λ. The minimizer ~ψ is then obtained as the limit point of the orbit ~T u,Λ,pˆt as
t→∞.
Following [26] we define an opportune dynamic ~T u,Λ,pˆt (suitable for our model) that has
the properties that allow to conclude as in reference [26].
The essential point in the proof of the Theorem B.1 is the contraction property of the
map ~M(u,pˆ)(·) parameterized by u, u ∈ [0, 1], defined as follows:
M(u,pˆ)q (~ρ)(r) :=
eβL
u,pˆ
q (~ρ;r)∑
q′ e
βLq′(~ρ;r)
Lu,pˆq (~ρ; r) := u
∫
dr′ Jγ(r, r
′)ρq(r
′) + (1− u) ρpˆq
We state here a lemma which proof is postponed at the end of this appendix :
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Lemma B.2. There are ζ ′0 and κ0 positive, so that for any ζ < ζ
′
0 and γ
α < κ0ζ, any
bounded Dℓ−,γ -measurable region Λ, r ∈ Λ, ~ρ ∈M pˆΛ,ζ
sup
r∈Λ
‖~Lu,pˆ(~ρ)(r)− ~ρ pˆ(r)‖⋆ ≤ u(1 + cdκ0)ζ < 2ζ (B.2)
sup
r∈Λ
‖ ~M(u,pˆ)(~ρ)(r)− ~ρ pˆ(r)‖⋆ ≤ u(1− κ0)ζ (B.3)
We then define a dynamic given by the semigroup ~T u,Λ,pˆt (·), t ≥ 0 on L∞(Λ, SQ),
~T u,Λ,pˆt (~ρ) :=
(
T u,Λ,pˆ1,t (ρ1), . . . , T
u,Λ,pˆ
Q,t (ρQ)) for any ~ρ ∈ L∞(Rd, SQ) (B.4)
where T u,Λ,pˆq,t (ρ
∗
i ) are solutions of the Cauchy problem:

dρΛq (r, t)
dt
= −ρΛq (r, t) +M(u,pˆ)q (~ρΛ) for any q = 1, . . . , Q
~ρΛ(r, t) = ~ρ ∗(r, t) (r, t) ∈ [Λc × {t ≥ 0}] ⊔ [Rd × {t = 0}]
(B.5)
Existence, uniqueness and continuity w.r.t. the initial datum of the solution follows by
the continuity and the Lipschitz property of the r.h.s. of equation (B.5)
Notice that ~T u,Λt (·) maps L∞(Rd, SQ) in itself, and has as a fixed point ~ρpˆ. We next
prove the following properties:
(1) ~T u,Λ,pˆt (M
pˆ
Λ,ζ) ⊏M
pˆ
Λ,ζ for any t ≥ 0
(2) For any ~ρ0 ∈ L∞(Rd, SQ) and Λ a Borel set, T u,Λ,pˆq,t (~ρ0), q = 1, . . . , Q, converges
by subsequences as t → ∞ to functions vq that are bounded in Λ and with ∇vq
bounded in Λ. The limit points are solutions of (B.6) below.
(3) Fγ,u,Λ(~T u,Λ,pˆt (~ρ0)) decrease with t, strictly unless ~ρ0 is stationary, in which case
satisfies:
ρ0,q =
eβL
u
q (~ρ0(r,t))
Q∑
q′=1
e
βLu
q′
(~ρ0(r,t))
∀q = 1, . . . Q ∀r ∈ Λ (B.6)
(4) As a consequence of the property (3), for any ~ρ ∗(r) ∈ M pˆΛ,ζ , the minimizers
of Fγ,u,Λ(·) in XΛ,~ρ ∗ := {~ρ ∈ M pˆΛ,ζ : ~ρΛc(r) ≡ ~ρ ∗Λc(r)} are solutions of (B.6):
~ρ = ~Mu,pˆ(~ρ). By the contraction property of the map ~Mu,pˆ(·) we get uniqueness
of the minimizer.
Proof of the properties 1,2,3
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(1) Clearly we have ~T u,Λ,pˆt (SQ) ⊏ SQ. To prove the first point, let then τ > 0,
~ρ0 ∈M pˆΛ,ζ and
Xτ,~ρ0 := {~ρ ∈ L∞(Rd × [0, τ ];SQ) : ~ρ(r, t) = ~ρ0(r) (r, t) ∈
[
R
d × 0] ⊔ [Λc × [0, τ ]]}
Let Ωˆpˆ(·) the map from Xτ,~ρ0 into itself defined for any t ∈ [0, τ ], r ∈ Λ as
~Ωpˆ(~ρ)(r, t) = e−t~ρ0(r) +
∫ t
0
e−(t−s) ~M(u,pˆ)(~ρ) ds
if τ is small enough ~Ωpˆ is a contraction and its fixed point is the solution of (B.5),
T u,Λ,pˆt (~ρ0), t ∈ [0, τ ]. By (B.3) the set:
{~v ∈ Xτ,~ρ0 : ~v(·, t) ∈M pˆΛ,ζ ∀t ∈ [0, τ ]}
is invariant under the map Ωˆ, and since it is closed, it contains the fixed point
of Ωˆ. By induction the statement can be extended fo any t: T u,Λ,pˆt (~ρ0) ⊏ M
pˆ
Λ,ζ ,
t ≥ 0.
(2) Convergence on subsequences follows by Ascoli-Arzela` theorem, after having writ-
ten the integral expression of the evolution (B.5) and observed T u,Λ,pˆq,t (~ρ)− e−tρq
is bounded with bounded gradient.
(3) The decreasing of the free energy functional, follows by observing that:
d
dt
Fγ,u,Λ([~T u,Λ,pˆt (~ρ)] | ~ρΛc) < 0
an explicit calculation gives in fact :
d
dt
Fγ,u,Λ([~T u,Λ,pˆt (~ρ)] | ~ρΛc =
∑
q
∫
Λ
dr
(
− Luq (~T u,Λ,pˆt (~ρ)) +
1
β
(1 + lnT u,Λ,pˆq,t (~ρ))
)
·
(
− T u,Λ,pˆq,t (~ρ) +M(u,pˆ)q (~T u,Λ,pˆt (~ρ))
)
=
∑
q
∫
Λ
dr
1
β
(
ln
T u,Λ,pˆq,t (~ρ)
M
(u,pˆ)
q (~T
u,Λ,pˆ
t (~ρ))
+ 1− ln
∑
q′
e
βLu
q′
(~Tu,Λ,pˆt (~ρ)))
)
·
(
− T u,Λ,pˆq,t (~ρ) +M(u,pˆ)q (~T u,Λ,pˆt (~ρ))
)
=
1
β
∑
q
∫
Λ
dr
(
ln
T u,Λ,pˆq,t (~ρ)
M
(u,pˆ)
q (~T
u,Λ
t (~ρ))
)(
− T u,Λ,pˆq,t (~ρ) +M(u,pˆ)q (~T u,Λ,pˆt (~ρ))
)
+
K
β
∑
q
∫
Λ
dr
(
− T u,Λ,pˆq,t (~ρ) +M(u,pˆ)q (~T u,Λ,pˆt (~ρ))
)
with K = (1− ln∑q′ eβLuq′ (~ρ)). By normalization condition, last term is null, while
the first one is negative (in fact if the first factor inside the integral is positive,
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the last one is negative and viceversa). We denote by:
Du,pˆΛ (~ρ) :=
1
β
∑
i
(
ln
ρi
M
(u,pˆ)
i (~ρ)
)(
− ρi +M(u,pˆ)i (~ρ)
)
Du,pˆΛ (~ρ) = 0 if and only if ~ρ satisfies the equation:
ρq = M
(u,pˆ)
q (~ρ) ∀q = 1, . . . , Q
To conclude we need a lower bound on ~T u,Λ,pˆt (~ρ) that assure that the dynamic is
always well defined for any time t > 0. (notice that Du,pˆΛ (~ρ) diverges if one of the
coordinates ρq(t) becomes null.)
Lemma B.3. Let ~ρ ∈ L∞(Rd, SQ), Λ a Borel set in Rd, ~ρΛ(·, t) = ~T u,Λ,pˆt (m)
and v0q := inf
r′∈Λ
ρΛq (r
′). Then for all r ∈ Λ and t ≥ 0:
ρq(r, t) ≥
[
v0q − cq(u, β)
]
e−t + cq(u, β) (B.7)
where cq(u, β) =
1
eβu
e(1−u)βρ
pˆ
q∑
q′ e
(1−u)βρ
pˆ
q′
≥ 1
Qeβ[u+(1−u)]
≥ 1
Qeβ
Proof. For any q = 1, . . . , Q, let vq(t) the solutions of the Cauchy problems:

dvq(t)
dt
= −vq(t) + 1
eβu
cq(u, β)
~v(t) = ~v0
(B.8)
Let wq(r, t) := vq(t)1r∈Λ+~ρ
∗(r, t)1r∈Λc , Since −wq(r, t)+ 1eβu cq(u, β) ≤ −wq(r, t)+
M
(u,pˆ)
q (~w) uniformly in r and wq ∈ [0, 1]. By Gronwall Lemma , ρq(r, t) ≥ wq(r, t)
for any r ∈ Rd, t > 0, and it is strictly positive for any t > s > 0.

By Lemma B.3 for any s > 0, the functions [T u,Λ,pˆq,t (~ρ)]Λ, t ≥ s , for any
q ∈ [1, . . . , Q] are bounded away from 0, so that:
Fγ,u,Λ([~T u,Λ,pˆt (~ρ)]Λ|~ρ ∗)−Fγ,u,Λ([~T u,Λ,pˆs (~ρ)]Λ|~ρ ∗) =
∫ t
s
Du,pˆΛ (~T u,Λ,pˆt′ (~ρ))dt′
Since Du,pˆΛ (~T u,Λ,pˆs (~ρ)) is monotone in s, by the Lebesgue dominated convergence
theorem, the limit s→ 0 exists, and we get:
Fγ,u,Λ([~T u,Λ,pˆt (~ρ)]Λ|~ρ ∗)−Fγ,u,Λ(~ρΛ|~ρ ∗) =
∫ t
0
Du,pˆΛ (~T u,Λ,pˆt′ (~ρ))dt′
We omit the proof of the following theorem that follows by previous analysis:
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Theorem B.4. Let ~ρ ∈ L∞(Rd, SQ) and Λ a bounded, Borel set. Then, any limit point
of ~TΛt (~ρ) satisfies (B.6) and for any ~ρ
∗ ∈ L∞(Λc, SQ) there is ~v ∈ C1(Λ, SQ), with ∇vx
bounded for any x in Λ s.t.
Fγ,u,Λ(~v|~ρ ∗Λc) ≤ Fγ,u,Λ(~ρ ∗Λ |~ρ ∗Λc)
As a corollary of the Theorem B.1 we have the following result used in Subsection 7.2,
and 8
Corollary B.5. There are positive constants ω and c′ω so that for any u ∈ [0, 1] and
any ~ρ ∗ ∈M pˆΛ,ζ,ℓ there is ~ψ(u) ∈ XΛ,~ρ ∗ with the following properties:
~ψ(u)(r) = ~ρ ∗(r) r ∈ Λc ⊔ δγ−1in [Λ]
~ψ(u)(r) = ~ρpˆ(r) r ∈ Λ \ δℓ+,γ/4in [Λ]
Fγ,u,λ(~ψ(u)) ≤ Fγ,u,λ(~ρ ∗) + cω|Λ|e−ωℓ+,γ/4
(B.9)
We conclude this appendix by giving the proof of the Lemma B.2
Proof of Lemma B.2: In order to prove the first statement, we define a D(ℓ−,γ)- mea-
surable approximation of the interaction kernel as:
J
(ℓ−,γ)
γ (x, 〈y〉) = 1|C(ℓ−,γ)|
∫
y′∈C
(ℓ−,γ )
y
Jγ(x, y
′)dy′ (B.10)
We have for ℓ−,γ = γ
−1+α ≪ γ−1,
|J (ℓ−,γ)γ (x, 〈y〉) − Jγ(x, y)| ≤ sup
y′∈C
(ℓ−,γ )
y
|J (ℓ−,γ)γ (x, 〈y〉)− Jγ(x, y′)| (B.11)
≤
√
d ℓ−,γγ
d+1‖∇J‖∞1{|x−y|}≤2γ−1 (B.12)
Using this result, we can write for all r and all q,
|Luq (~ρ)(r)− ρ pˆq | = u
∣∣∣∣
∫
dr′ Jγ(r, r
′)(ρq(r
′)− ρpˆq)
∣∣∣∣
≤ u
∣∣∣∣
∫
dr′ J
(ℓ−,γ)
γ (r, 〈r′〉)(ρq(r′)− ρpˆq)
∣∣∣∣+ u
∣∣∣∣
∫
dr′ (Jγ(r, r
′)− J (ℓ−,γ )γ (r, 〈r′〉))(ρq(r′)− ρpˆq)
∣∣∣∣
≤ u( ∑
j∈(ℓ−,γZ)d
J
(ℓ−,γ )
γ (r, 〈x〉)
∫
r′∈C
(ℓ−,γ )
j
|ρq(r′)− ρpˆq |dr′ + 2d
√
d‖∇J‖∞γℓ−,γ
)
≤ u(1 + cdκ0)ζ
for γα ≤ κ0ζ and cd = 2d
√
d‖∇J‖∞. Hence
sup
r
‖~Lu(~ρ)− ~ρ pˆ‖⋆ ≤ u(1 + cdκ0)ζ ≤ 2ζ (B.13)
for κ0 small enough.
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In order to prove (B.3), we take ζ ′0 small enough so that theorem A.3 holds ( for example
ζ ′0 <
(
1
2βQ
)2
) for all ζ < ζ ′0. We get for any r ∈ Λ
‖ ~M(u,pˆ)(~ρ)(r)− ~ρ pˆ(r)‖⋆ = ‖~g( ~Lu(~ρ))(r)− ~g(~ρ pˆ)(r)‖⋆
≤ (1− 1
2Q
)‖~Lu(~ρ)(r)− ~ρ pˆ(r)‖⋆
≤ (1− 1
2Q
)u(1 + cdκ0)ζ ≤ u(1− κ0)ζ (B.14)
having chosen κ0 so small that
κ0 ≤ 1
2Q(1 + cd)
(B.15)
and (B.3) holds. 
Appendix C. Existence of the pressures P±abs,γ,β of the abstract models
Let {Λn} a sequence of sets of side 2nℓ+,γ and
Dγ,β(n) :=
lnZ±abs,Λnγ,β(~ρ
±
β )
β|Λn| −
lnZ±abs,Λn−1,γ,β(~ρ
±
β )
β|Λn−1|
The proof of existence and continuity in β o the abstract pressures follows by the
continuity in β of Dγ,β(n) and by proving that there is a constant κ7:
|Dγ,β(n)| ≤ κ72−n (C.1)
Proof. Decomposing Λn into cubes Λn−1(k), k = 1, . . . , 2
d, since the interaction energy
is bounded uniformly in ~ξ and recalling (6.6), we have:
lnZ±abs,Λnγ,β(~ρ
±
β ) ≥ (C.2)
2d lnZ±abs,Λn−1γ,β(~ρ
±
β )− cγ−1(2nℓ+,γ)d−1 − 2d(2n−1)d−1e−
Kγ
2
where, denoting by [δΛ0n] := ⊔2
d
k=1δ
ℓ+,γ
in [Λn−1(k)], we have used the estimate
|
∑
∆⊏Λn
U∆(~ξ)−
∑
k
∑
∆⊏Λn−1(k)
U∆(~ξ)| =
∑
∆:∆⊓[δΛ0n] 6=∅
‖U∆(~ξ)‖∞ ≤ 2d(2n−1)d−1e−
Kγ
2
(C.2) gives:
Dγ,β(n) ≥ −c2−n
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the same arguments give also the upper bound:
Dγ,β(n) ≤ −c2−n

Appendix D. Existence of the pressure P±abs,γ;0 and surface correction.
In this appendix we prove the following Lemma:
Lemma D.1. There exists a constant cd such that for γ small enough
|P±abs,γ;0 + φmfβ (ρ±)| ≤ cdγ (D.1)
where P±abs,γ;0 is defined in (4.16) for u = 0, and
R±abs,Λ;0 = R
mf
γ,Λ :=
β
2
∑
x∈Λ
y∈Λc
Jγ(x, y)(~ρ
± · ~ρ±) (D.2)
Proof.
We denote by C0 ≡ Cℓ+,γ0 , the cube of the partition Dℓ+,γ that contains the point 0,
lnZ±abs,β,Λ;0 = ln{
∑
~ξΛ
∏
x∈Λ
eβ
(
(~ξx−ρ±)· ~L(ρ±)
)
1~ξ∈X±C0
} − βHγ,Λ(~ρ±Λ |~ρ±Λc)
= ln{
∑
~ξΛ
∏
x∈Λ
eβ
(
~ξx· ~L(ρ±)
)
1~ξ∈X±C0
} − β|Λ|Jγ(ρ± · ~ρ±)− βHγ,Λ(~ρ±Λ |~ρ±Λc)
=
|Λ|
|C0| ln{
∑
~ξC0
∏
x∈C0
eβ
(
~ξx· ~L(ρ±)
)
1~ξ∈X±C0
} − β|Λ|
2
Jγ(ρ
± · ~ρ±) (D.3)
+
β|
2
∑
x∈Λ
y∈Λc
Jγ(x, y)(~ρ
± · ~ρ±)
where we recall Hγ,Λ(~ρ
±
Λ |~ρ±Λc) = −12
∑
x∈Λ
y∈Λ
Jγ(x, y)(~ρ
± · ~ρ±) −∑ x∈Λ
y∈Λc
Jγ(x, y)(~ρ
± · ~ρ±) =
−12
∑
x∈Λ
y∈Zd
Jγ(x, y)(~ρ
± · ~ρ±)− 12
∑
x∈Λ
y∈Λc
Jγ(x, y)(~ρ
± · ~ρ±). Then we get:
P±abs,γ,0 := limΛր∞
1
β|Λ| lnZ
±
abs,β,Λ;0 = limΛր∞
1
β|Λ| ln{
∑
~ξC0
∏
x∈C0
e−βH
±
γ,Λ(
~ξ)
1~ξ∈X±C0
}
≡ 1
β|C0| ln{
∑
~ξC0
∏
x∈C0
eβ
(
~ξx·~L(ρ±)
)
1~ξ∈X±C0
} − 1
2
Jγ(~ρ
± · ~ρ±) (D.4)
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A comparison of (D.3) and (D.4) gives directly (D.2).
We now prove (D.1)
Let consider the first term of (D.4):
1
β|C0| ln{
∑
~ξC0
∏
x∈C0
eβ
(
~ξx· ~L(ρ±)
)
1~ξ∈X±C0
}
=
1
β|C0| lnG±,γ;0[1~ξ∈X±C0 ] +
1
β|C0| ln
∑
~ξC0
∏
x∈C0
eβ
(
~ξx· ~L(ρ±)
)
=
1
β|C0| lnG±,γ;0[1~ξ∈X±C0 ] +
1
β
ln
∑
i=1,Q
eβJγρ
±
i
where G±,γ;0[1~ξ∈X±C0
] is the probability of the event 1~ξ∈X±C0
w.r.t. the Gibbs measure
specified by:
µ±γ;0 :=
eβ
∑
x
(
~ξx·~L(ρ±)
)
Z±γ;0
Postponing the proof that the first term is negligible, as
G±,γ;0[1~ξ∈X±C0
] > 1− Ce−cγ2a|Cℓ−,γ | (D.5)
we consider the second term. We have
| 1
β
ln
∑
i=1,Q
eβJγρ
±
i − 1
β
ln
∑
i=1,Q
eβρ
±
i | ≤ 2d
√
d‖∇J ‖∞γ
and
1
β
ln
∑
i=1,Q
eβρ
±
i =
1
β
∑
j
ρ±j ln
∑
i=1,Q
eβρ
±
i
=
1
β
∑
j
ρ±j
[
− ln ρ±j + βρ±j
]
= −φmfβ (~ρ±)
Going back to (D.4), and using (D.5), we get
|P±abs,γ,0 + φmfβ (~ρ±)| ≤ cdγ + Ce−cγ
2a|Cℓ−,γ | ≤ c′dγ
for γ small enough.
To conclude we are then left with the proof of (D.5). Since the derivation is similar (and
simpler) to what is done in section 8 but with a different free energy functional, we just
sketch the proof here. We consider the one body functional F (1)β,C0 on C0,
F (1)β,C0(~ρC0) = −
1
2
∫
C0
(~ρ± · ~ρC0(x))dx −
1
β
∫
C0
I(~ρC0(x))dx (D.6)
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Using a result similar to 5.1 leads to an estimate valid for γ small enough of G±,γ;0[1~ξ/∈X±C0
]
in terms of the functional F (1)β,C0 , as
G±,γ;0[1~ξ /∈X±C0
] =
∑
~ξC0
∏
x∈C0
eβ
(
~ξx· ~L(ρ±)
)
1~ξ /∈X±
C+
0∑
~ξC0
∏
x∈C0
eβ
(
~ξx· ~L(ρ±)
)
=
∑
~ξC0
∏
x∈C0
eβJγ
(
~ξx·~ρ±
)
1~ξ/∈X±C0∑
~ξC0
∏
x∈C0
eβJγ
(
~ξx·~ρ±
)
≈ exp{−β( inf
~ρC0 6∈X
±
C0
F (1)β,C0(~ρC0)− inf~ρC0
F (1)β,C0(~ρC0)
)}
Following the analysis of section 8, one gets a similar estimate for the large deviation cost
as
inf
~ρC0 6∈X
±
C0
F (1)β,C0(~ρC0)− inf~ρC0
F (1)β,C0(~ρC0) ≥ cγ2a|Cℓγ,− | (D.7)
for some constant c and γ small enough. The estimate (D.5) then follows. 
Appendix E. Proof of (7.57)-(7.58)
In this appendix we prove that for any ψB ∈ B0 there is ~ψ∗B :
~ψ∗B =


~ψB on δ
ℓ+,γ/4
in [B],
~ρ± elsewhere.
(E.1)
so that:
Feffγ,B,u(~ψB |~ξ(ℓ0)Bc ) ≥ Feffγ,B,u(~ψ∗B |~ξ(ℓ0)Bc ) + cγ1/4(γ1/8|A|) (E.2)
The proof is analogous to the case of the Ising model widely analyzed in [26] to which we
refer for details. A sketchy version is reported here for completeness.
Let Σ as in (7.54), and
∆ = A ⊔ δℓ+,γ/4out [A]
Then, recalling that the interaction term appearing in the excess of free energy is always
positive, we get a lower bound by neglecting the interaction between ∆ and B \∆:
Feffγ,B,u(~ψB |~ξ(ℓ0)Bc ) ≥ Feffγ,B\∆,u(~ψB\∆|~ξ(ℓ0)Bc ) + Feffγ,∆,u(~ψ∆)
where, for any sets D,F ⊏ Rd:
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Feffγ,D,u(~ψD) :=
∫
D
Φeff,±u (
~ψD) +
u
4
∫
D×D
Jγ(r, r
′)[~ψD(r)− ~ψD(r′)]2
Feffγ,D,u(~ψD|~ξF ) :=
∫
D
Φeff ,±u (
~ψD) +
u
4
∫
D×D
Jγ(r, r
′)[~ψD(r)− ~ψD(r′)]2
+
u
2
∫
D×F
Jγ(r, r
′)[~ψD(r)− ~ξF (r′)]2
For any ψB ∈ B0 ((7.56)), since ~ψ∗B(r) ≡ ~ψB(r) on r ∈ δℓ+,γ/4in [B] ⊔ Σ, and ~ψB(r) = ~ρ± on
r ∈ Σ, we have that:
Feffγ,B\∆,u(~ψB\∆|~ξ(ℓ0)Bc ) = Feffγ,B,u(~ψ∗B |~ξ(ℓ0)Bc )
in fact the distance between the sets δ
ℓ+,γ/4
in [B] and ∆ is larger than γ
−1 and
Fγ,∆,u(~ρ±) ≡ 0:
Hence we need to prove that for any ~ψB ∈ B0:
Feffγ,∆,u(~ψ∆) ≥ cγ1/4
(
γ1/8|A|
)
(E.3)
It is convenient here to fix a specific color pˆ instead of distinguish only disordered and
ordered configurations.
We then denote by
S pˆ := {r ∈ Aˆ : ‖~ψB(r)− ~ρpˆ‖⋆ ≥ γ1/8}
that can be written as the sum of two sets S0, S1:
S0 := {r ∈ S : ‖~ψB(r)− ~ρpˆ‖⋆ ≥ γ1/8 ∀qˆ = −1, 1, . . . , Q}
S1 := {r ∈ S : ∃qˆ 6= pˆ : ‖~ψB(r)− ~ρqˆ‖⋆ ≤ γ1/8}
Recalling the definition of Φeff,pˆu (~v) in (7.52), and (7.49)-(7.51), we will prove that there
are positive constants, c0, c1, c2, so that:∫
S0
Φeff,pˆu (
~ψ(r)) ≥ c0γ1/4|S0| (E.4)∫
S1
Φeff,pˆu (
~ψ(r)) ≥ (c1u+ c2(1− u))|S1| (E.5)
(E.4) and (E.5) prove (E.3)
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Proof of (E.4). (E.4) follows from the bound immediately obtained by the explicit
expression of Φeff,pˆu (~v):
inf
u∈(0,1)
inf
{~v:‖~v−ρqˆ‖⋆≥γ1/8∀qˆ}
Φeff ,pˆu (~v) ≥ c0γ1/4
c0 a suitable constant 
Proof of (E.5). Suppose ‖~v − ~ρqˆ‖⋆ ≤ γ1/8 for some qˆ 6= pˆ. We will prove separately
two bounds:
∫
S1
Φeff,pˆu (
~ψ(r)) ≥ 2c2(1− u)|S1| (E.6)∫
S1
Φeff,pˆu (
~ψ(r)) ≥ 2c1u|S1| (E.7)
that together give (E.5)
Proof of (E.6)
Φeff,pˆu (~v) ≥ (1− u)
[
− ~ρpˆ · (~v − ~ρpˆ) + 1
β
[
~v ln~v − ~ρpˆ ln ~ρpˆ
] ]
≥ 0 (E.8)
Since ~ρpˆ is a solution of the mean field equations ~ρpˆ = e
β~ρpˆ∑
i e
βρ
pˆ
i
, it satisfies:
βρpˆi = ln ρ
pˆ
i − lnC
with C =
∑
i e
βρpˆi and the square parenthesis in r.h.s. of (E.8), can be rewritten as:
[
− ~ρpˆ · (~v − ~ρpˆ) + 1
β
[
~v ln~v − ~ρpˆ ln ~ρpˆ
] ]
= − 1
β
∑
i
(vi − ρpˆi ) ln ρpi +
1
β
∑
i
(vi − ρpˆi ) lnC−1 +
1
β
[
~v ln~v − ~ρpˆ ln ~ρpˆ
]
= − 1
β
∑
i
(vi − ρpˆi ) ln ρpi +
1
β
[
~v ln~v − ~ρpˆ ln ~ρpˆ
]
where in the last equality we used the fact that
∑
i vi =
∑
i ρ
pˆ
i = 1. We then have:
Φeff ,pˆu (~v) ≥
(1− u)
β
~v ln
~v
~ρpˆ
and by Kullback-Leibler inequality:
Φeff,pˆu (~v) ≥
(1− u)
2β
(~v − ~ρpˆ)2
≥ (1− u)
2β
[
(~ρqˆ − ~ρpˆ)2 − γ1/4
]
We consider separately the case when qˆ = −1, pˆ > 0 (or viceversa) and the case where
both qˆ, pˆ are positive.
64 T. GOBRON AND I. MEROLA
In the first case:
Φeff,pˆu (~v) ≥
(1− u)
2β
[(
ρA − 1
Q
)2
+
(
ρB − 1
Q
)2
(Q− 1)− γ1/4
]
≥ (1− u)
2β
[
Q(1− 2/Q)2
(Q− 1) − γ
1/4
]
If both qˆ, pˆ are positive
Φeff,pˆu (~v) ≥
(1− u)
2β
[
2 (ρA − ρB)2 − γ1/4
]
≥ (1− u)
2β
[(
Q(1− 2/Q)
(Q− 1)
)2
− γ1/4
]
Finally, for γ small enough:
Φeff,pˆu (~v) ≥
(1− u)
20β
We now prove (E.7). Let r ∈ S1∫
dr′Jγ(r, r
′)
(
~ψB(r)− ~ψB(r′)
)2 ≥ ∫ dr′J (ℓ−,γ)γ (r, 〈r′〉)(~ψB(r)− ~ψB(r′))2 − cγℓ−,γ
where
J
(ℓ−,γ)
γ (r, 〈r′〉) := 1|Cℓ−,γ |
∫
C
ℓ−,γ
r′
Jγ(r, r
′′)dr′′
and it is constant on the cubes of the partition Dℓ−,γ . By Cauchy-Schwartz inequality:
1
|Cℓ−,γ |
∫
C
ℓ−,γ
r′
dr′J
(ℓ−,γ)
γ (r, 〈r′〉)
(
~ψB(r)− ~ψB(r′)
)2
≥ J (ℓ−,γ)γ (r, 〈r′〉)
(
~ψB(r)− 1|Cℓ−,γ |
∫
C
ℓ−,γ
r′
~ψB(r
′′) dr′′
)2
≥ J (ℓ−,γ)γ (r, 〈r′〉)
((
~ρqˆ − ~ρpˆ
)2 − γ1/4 − γ2a)
if both qˆ, pˆ > 0,
(
~ρqˆ − ~ρpˆ)2 = 2(ρA − ρB)2 = 2(Q(1−2/Q)Q−1 )2. While if qˆ or pˆ is equal to −1:(
~ρqˆ − ~ρpˆ)2 = 2(1 − 2/Q)2 Then:∫
dr′Jγ(r, r
′)
(
~ψB(r)− ~ψB(r′)
)2 ≥ 1
5
− cγℓ−,γ − γ1/4 − γ2a
and
u
4
∫
S1
dr dr′Jγ(r, r
′)
(
~ψB(r)− ~ψB(r′)
)2 ≥ ( 1
30
)
u|S1|

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Appendix F. Proof of Theorem 6.1
(6.2) follows from (4.6) and (6.3), by setting
e−βH
pˆ
Λ(
~ξΛ) =
∑
Γ∈B+Λ
W pˆ(Γ, ~ξΛ) (F.9)
To prove the remaining statements we use a cluster expansion to express the energy HpˆΛ(~ξΛ)
in terms of a sum of weights of polymers, which will then identify the many-body potentials
U pˆ∆(
~ξ∆).
Polymers are functions I : {Γ}pˆ → N+ such that the collection {Γ : I(Γ) > 0} is finite
and connected, where two elements Γ and Γ′ in {Γ}pˆ are connected if sp(Γ) ⊓ sp(Γ′) 6= ∅.
Denote by P pˆ the collection of all polymers and by P pˆΛ those made by contours in {Γ}pˆΛ.
It then follows from Kotecky´ and Preiss, [20], that, if the Peierls constant is large enough,
there are numbers ̟(I, s), such that
ln
∑
Γ∈BpˆΛ
W pˆ(Γ, ~ξ) =
∑
I∈P pˆΛ
̟pˆ(I, ~ξ) (F.10)
Calling sp+(I) =
⊔
Γ:I(Γ)>0
sp+(Γ), with sp+(Γ) := sp(Γ) ⊔ δℓ+,γout [sp(Γ)], we then set:
U pˆ∆(
~ξ∆) = − 1
β
∑
I∈P pˆΛ, sp+(I)=∆
̟pˆ(I, ~ξ∆) (F.11)
̟pˆ(I, ~ξ) satisfy the bound:
∑
I:sp(I)∋x
‖̟pˆ(I, ~ξ)‖∞


∏
Γ:I(Γ)>0
e
Kγ
2
NΓI(Γ)

 < 1 (F.12)
(F.12) follows by the general theory (see [20]) after noting that the number of contours
#(∆) := #{Γ : sp(Γ) = ∆} is bounded by (Q + 1)N∆γ−2αd and for γ small enough, since
2α ≪ 1, #(∆)e−KγN∆ ≪ 1, (Kγ/2 is not optimal). (6.6) and (6.7) then follows from
(F.11)-(F.12):
β
∑
∆∋x
|U pˆ∆(~ξ∆)| ≤
∑
I:sp+(I)∋x
‖̟pˆ(I, ~ξ)‖∞
≤
∑
I:sp+(I)∋Cx
‖̟pˆ(I, ~ξ)‖∞


∏
Γ:I(Γ)>0
e
Kγ
2
(NΓI(Γ)−NΓ)


Where we used the fact that NΓI(Γ)−NΓ ≥ 0. Since minΓNΓ = 3d, then:
β
∑
∆∋x
|U pˆ∆(~ξ∆)| ≤e−
Kγ
2
3d
∑
C∈[Cx⊔δ
ℓ+,γ
out [Cx]]
∑
I:sp+(I)⊐C
‖̟pˆ(I, ~ξ)‖∞


∏
Γ:I(Γ)>0
e
Kγ
2
NΓI(Γ)


≤ 3de−Kγ2 3d .
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last inequality uses the (F.12) and the translation invariance of U pˆ, for γ small enough
(6.6) follows. (6.7) can be proven analogously. The proof of (6.10) follows from (4.9) in a
similar way. Theorem 6.1 is proved. 
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