We review recent theoretical work on current-triggered processes in molecularscale devices-a field at the interface between solid state physics and chemical dynamics with potential applications in diverse areas, including artificial molecular machines, unimolecular transport, surface nanochemistry and nanolithography.
Introduction
Considerable theoretical effort has been devoted in recent years to the problem of molecularscale electronics [1, 2] . This effort has been fueled by the fascinating physics of conductance at the molecular level, by the anticipation for technological applications, and by laboratory measurements of transport through a variety of imaginative molecular heterojunctions , including metal-monolayer-metal devices [56, 58, 60, 63, 65-69, 76-79, 84, 85, 87-89, 91, 94, 97-100] , molecules assembled onto break junctions [57, 96, 104] ,single molecules confined between a substrate and a tip [70-74, 93, 102] and conducting molecules isolated in insulating monolayers [55, 64, 101] . The combination of theoretical and numerical work in this area has yielded substantial insights into the response of the conductivity to a variety of general attributes , including the nature of the molecule-electrode interface [6, 26, 27] , the length [12] and chemical structure [13] of the molecular moiety, electron-phonon coupling [15] [16] [17] [18] , temperature and Coulomb repulsion [22] [23] [24] . Recent numerical work provided, in addition, quantitative predictions of the conductance of several specific systems [32] [33] [34] [35] [36] [37] [38] [39] [40] [41] [42] [43] [44] [45] [46] [47] [48] [49] [50] [51] , including carbon-atom [32, 34, 45] and metal-atom [48, 50, 51] chains, carbon nanotubes [33, 38, 44, 49] , fullerenes [43, 46, 47] and a variety of organic molecules [39-42, 50, 51] . A problem of significant fundamental interest, which may also carry practical benefits, and which is only starting to be explored, is the effect of the current on the molecule. Recent theoretical work [105, 106] , supported by indirect experimental evidence, suggests that inelastic tunnelling via molecular-scale devices can induce a variety of dynamical processes in molecular heterojunctions. These include vibration, rotation, intermode energy flow and reaction. Potential applications of current-induced dynamics, discussed in detail below, range from new forms of molecular machines and approaches to enhancing the conductivity of molecular wires, to new directions in nanochemistry and nanolithography. Understanding the molecular properties that encourage current-triggered dynamics is relevant also to the design of devices that would be guaranteed to be stable under current.
Interestingly, it is found that molecular wires are highly immune to the strong electric fields that can be generated in the molecular device environment. Density functional calculations for a benzene-1, 4-dithiol molecule attached between two gold electrodes found very minor structural changes at fields as high as 5 × 10 7 V cm −1 [41, 42] (see also [20] ). The conversion of a significant amount of electronic energy into vibrational excitation, that underlies currenttriggered dynamics, relies on resonance tunnelling [105] [106] [107] [108] [109] .
Resonances are ubiquitous in molecular heterojunctions because systems of relevance are typically conjugated molecules, these being good conductors [4, 10] . Furthermore, the types of molecules widely used in molecular electronics support resonances close to the Fermi level [43, 46, 106] , thus offering the opportunity of inducing dynamical events under benign voltage and current conditions. The finite lifetimes of these resonances, mostly due to electronhole interactions, is controllable to a large extent through functional group substitutions, but is generally short; a few to a few tens of femtoseconds. Often, however, the initial and resonant states are displaced in equilibrium configuration. In that case the electron tunnelling event produces a nonstationary superposition in the resonant state, which evolves during the resonance lifetime. Upon electronic relaxation the system is internally excited and interesting dynamics is likely to ensue [105] [106] [107] [108] [109] .
The qualitative physics underlying resonance inelastic conductance in molecular devices is quite general. Similar phenomena of nuclear dynamics induced by a transient electronic excitation (an 'electronic kick') take place in a broad variety of experiments, including gas phase electron-molecule scattering [110] , photochemistry on conducting surfaces [111, 112] and electron emission surface spectroscopies [113] . An insightful discussion of several such scenarios is provided in an early article by Gadzuk [114] . Below we suggest that the same physics is responsible for the oxidative cleavage of DNA via hole hopping, a problem that has been the focus of intensive experimental and theoretical interest in recent years [115] .
The essential parameters determining the outcome of the transient electronic excitation are the timescale of motion in the resonant state relative to the electronic relaxation time, the timescale of dynamics in the ground state relative to the internal relaxation time and the sense of equilibrium displacement between the two states. The molecular device environment offers the possibility of controlling these parameters, and hence the ensuing dynamics.
In the present paper we review recent theoretical and numerical work on the problem of current-induced dynamics in molecular-scale devices. In section 2 we outline the theory [105] and discuss its physical interpretation. In section 3 we present several applications of the formalism of section 2. These include surface reactions induced by the resonant current of a scanning tunnelling microscope (STM) and mechanical motion in single-molecule transistors. In the final section we propose potential applications of current-triggered dynamics and conclude with a discussion of avenues for future research.
Theory and interpretation
We consider nuclear dynamics that is triggered by an inelastic, resonance-mediated tunnelling event. In the tip-adsorbate-substrate environment, this would be a surface reaction induced by electron transfer from the tip to the surface or vice versa via an adsorbate-derived resonance. Here electron transfer from the tip to the surface takes place at positive sample bias voltages and is mediated by empty orbitals (orbitals lying above the substrate Fermi level). Electron transfer from the surface to the tip, or equivalently a hole scattering event, takes place at negative sample bias voltages and is mediated by occupied orbitals (orbitals lying below the substrate Fermi level). In the molecular wire environment, we envision directed motion of the molecular moiety, induced by tunnelling from one electrode to the other via a resonance of the molecule + electrodes Hamiltonian, as modified by the bias voltage and possibly a capacitatively connected gate voltage. Formally the two problems are equivalent and can be studied within the same theoretical framework, as outlined below. Numerically and experimentally they differ substantially, and each environment offers different potential applications (vide infra).
The complete Hamiltonian is written as
where H e describes the electronic dynamics and allows for hopping of electrons between the two electrodes via the adsorbate orbital, H N is a system-specific nuclear Hamiltonian (see section 3 for examples) and H e−N is the nonadiabatic interaction coupling the electronic and vibrational motions. It is convenient to expand the Hamiltonian in eigenstates of H e , such that coupling between the extended electronic states of the two electrodes and the discrete state localized on the adsorbate is taken into account nonperturbatively. In this representation
where |ν and |µ are stationary electronic states on the two electrodes and ν and µ are the corresponding one-electron energies. The coupling is written in the H e representation as
where Q denotes collectively the nuclear coordinates, |r is the resonant orbital and n r denotes its equilibrium occupancy. Equation (3) adapts the coupling term used in studies of vibrational excitation of a linearly coupled harmonic oscillator [116] [117] [118] to the problem considered here by replacing the linear dependence on the vibrational coordinate with a general function h N (Q).
It is important to point out that equation (1) neglects the dependence of the coupling between the discrete electronic state and the electronic continua on nuclear coordinates. The range of validity of this approximation is discussed below.
Assuming that the nonadiabatic interaction can be described within first-order perturbation theory, we express the reaction rate w as
where |v 0 , ν = |v 0 |ν , |v , µ = |v |µ , |v 0 is the initial vibrational state, a bound eigenstate of the nuclear Hamiltonian, and |v is a final, bound or free eigenstate of the same Hamiltonian. We denote by the energy transferred from electronic into vibrational, = ν − µ , and the subscript to v serves as a reminder that the energy of the final state is restricted through energy conservation to above the initial state energy. In equation (4), v 0 denotes collectively the set of quantum indices required to fully specify the parent state. In the case of a bound-bound process in the nuclear mode (such as intermode energy flow, rotational or vibrational excitation or a surface exchange reaction), v has a similar significance. In the case of a bound-free reaction in the nuclear modes (such as a desorption or a dissociation), v denotes the scattering energy and the quantum indices specifying the internal state of the free product. In the latter case the v summation in equation (4) implies summation over the discrete indices and integration over the energy. The factor of 2 in the prefactor of equation (4) accounts for spin degeneracy and f i( f ) (E) is a Fermi-Dirac distribution function for electronic states of energy E:
is the Fermi level of the electrode from (to) which electrons are transferred. The assumption of Q independence of H e allows us to reduce equation (4) to a form that provides better insight and is substantially easier to handle numerically. To that end we first separate the vibronic matrix element in equation (4) into inter-dependent electronic and nuclear factors and introduce a complete set of eigenstates of the ground nuclear Hamiltonian:
where |v are bound and | n − are incoming wave scattering states of H N . The collective index v denotes the bound state vibrational indices and n specifies the internal quantum numbers of the free state. With equations (3) and (5) the transition matrix element in equation (4) assumes the form
where we denote by | a superposition of eigenstates of H N :
with expansion coefficients A v = v|h N (Q)|v 0 and A( n) = n − |h N (Q)|v 0 , determined by the current-triggered excitation event.
Equations (6) and (7) provide a formal statement of the physical picture drawn schematically in the previous section. The rapid electron (hole) scattering event produces a superposition of internally excited states of the ground electronic Hamiltonian H N . The discrete state projection of this superposition, the first term on the right-hand side of equation (7), translates into bound state dynamics; vibration, rotation, intermode energy transfer or a surface exchange reaction. The scattering projection of | translates into bound-free dynamics, such as desorption or dissociation.
We proceed by first (section 2.1) specializing the discussion to the case of bound-free processes and next (section 2.2) considering the case of bound-bound processes. In section 2.3 we discuss our method of solving for the electronic dynamics and in section 2.4 we focus on the solution of the nuclear problem.
Bound-free dynamics
In this subsection we provide an explicit expression for the rate of bound-free processes. These processes are of interest predominantly in the context of STM-assisted nanochemistry and nanolithography (see section 3.1); in a molecular device bound-free dynamics would lead to failure. The bound-free problem benefits from the simplification that the final state is a gas phase molecule and does not suffer vibrational relaxation due to interaction with the substrate. In order to relate the expansion coefficients in equation (7) to observable probabilities, we introduce a set of eigenstates of an asymptotic Hamiltonian, | n , related to the full scattering states of H N , | n − , via the Lippmann-Schwinger equation
In equation (8) , G N is the Green operator corresponding to the Hamiltonian H N and V N is the potential energy operator in that Hamiltonian. In terms of the asymptotically observed states equation (7) is written as
where
is the amplitude to observe the state | n at asymptotically long time. It is readily shown [119] that the coefficients B( n), containing the information of interest, are given in terms of the (assumed known) excitation coefficients A( n) as B = S N A, where B and A are column vectors with components B( n) and A( n), respectively, and S N is the scattering matrix corresponding to the nuclear Hamiltonian H N .
Here we do not compute the energy-resolved S matrix but rather use the established connection of the stationary and time-dependent scattering theories to solve for the nuclear dynamics in the time domain. As shown in [119] ,
with the initial condition
, is determined by propagating the wavepacket on the neutral ground surface to a long time and projecting it onto the | n . The initial condition, | , is determined by the resonance scattering event, as discussed in section 2.4, and contains the information about the resonance state structure and lifetime.
Substituting equations (6) and (9) in (4), we express the bound-free reaction rate as
and we indicated explicitly the dependence of the rate on the bias voltage V b and its parametric dependence on the resonance lifetime τ . Equations (11)- (13) formulate the reaction rate in terms of the current that drives the reaction; W exc ( , V b ; τ ) is seen to be the resonant component of the transmission rate through the molecular junction, related to the corresponding current as W exc = j/e, e being the electron charge. Thus, the electronic factor in equation (11),
, describes the rate of excitation of the resonance while the nuclear factor, P reac ( ; τ ), is a normalized probability, describing the reaction probability per resonance excitation. Several attributes that are not experimentally observable and allow insight into the dynamics can be extracted from the time evolution of (t), as discussed in section 3.1.
Bound-bound dynamics
We proceed to discuss the case of bound-bound dynamics in the nuclear modes, and first distinguish between reactive and nonreactive processes. Reactive processes are potentially of interest in the STM environment, where we envision resonance-mediated reactions serving as a route to nanochemistry. Here the product state is chemically distinct from the reactant. Such processes have not been described numerically as yet, to our knowledge, and their numerical study would be challenging, as it requires exploring a substantial portion of both potential energy surfaces involved. One of several motivations for numerical investment in this area is the expectation that the chlorination reaction observed experimentally in [120] takes place via the present mechanism. In section 4 we briefly discuss the opportunity of inducing new surface reactions via a STM-triggered, resonance-mediated excitation, with an example from ongoing work. Nonreactive processes, where the final state is chemically identical to the parent state, are of potential interest in both tip-adsorbate-substrate and molecular device environments. In the former environment, current induced vibrational excitation is already being used in the context of vibrationally inelastic tunnelling spectroscopy, where it serves as a powerful probe of the structure and identity of adsorbates [121] [122] [123] [124] [125] . In the latter environment we envision potential applications such as coherently driven molecular machines and manipulation of the conductivity of molecular wires (see section 4). Nonreactive bound-bound processes accompany in general the bound-free dynamics discussed in the previous subsection and are expected also in instances where the energy transferred from electronic into vibrational is insufficient to bring about a bound-free process. The extent to which such processes can be observed depends on the balance between the driving rate and the rate of internal relaxation and on the mode of observation. Although not detected in total desorption yield measurements [108, 126] , they can be characterized with the technique of [121] [122] [123] [124] [125] [127] [128] [129] .
The numerical study of bound-bound dynamics requires a proper account of internal relaxation except in cases where the driving rate can be assumed fast compared to the internal relaxation rate. In the latter case one proceeds along similar lines to those described in the previous subsection, namely the (bound state) wavepacket produced in the course of the excitation event is propagated subject to the Born-Oppenheimer potential V N , providing nuclear subspace attributes that need to be weighted by the rate of the charge transfer, W exc , that provides the energy required for reaction to take place. The nature of the attributes depends on the process envisioned. The simplest case scenario is that of vibrational excitation in effectively 1D systems, see section 3.2. Here the collective index v in equation (7) reduces to a single quantum number and the rate of excitation of the corresponding state in the course of the resonance scattering event is given via the discretized version of equation (11):
In equation (14),
is given by equation (13) . Time-resolved observables, such as the expectation value of a given coordinate in the case of vibrational or rotational excitation, or the expectation value of the energy in a given mode in the case of energy transfer, do not lead to observables but may provide a useful insight, as discussed in section 3.2.
Electronic dynamics
We proceed to describe the solution of the electronic problem, contained in the excitation function W exc . To that end we first express equation (13) in terms of projected densities of states as
is the density of electronic states in the initial state, projected onto the resonance orbital, and an analogous expression holds for the projected density of states (DOS) in the final state, ρ f (E).
Equations (13) and (15) apply to both the molecular device and the tip-adsorbatesubstrate environments, which formally are equivalent. The numerical implementation of equation (15) , however, differs in the two environments, as the STM environment allows for several approximations that cannot be invoked in the device environment. We first consider the simpler, former environment. Here, under conditions typical of resonance-mediated manipulation experiments [108, 126, [128] [129] [130] , the tip is remote from the substrate (by 7 Å in the experiment of [108] and by about 20 Å in that of [126] , for instance) and the electric field and field gradient at the surface are negligible. In this situation the tip barely modifies the eigenstates of the substrate-adsorbate complex and a valid approximation is obtained by replacing the densities of states in equation (15) with those of the uncoupled tip and substrateadsorbate systems.
The DOS of the substrate-adsorbate complex can be generally computed to within acceptable (system-dependent) accuracy [131] with current implementations of density functional theory (DFT). The DOS of the tip depends sensitively on the tip structure. As the latter function is typically unknown (often even the chemical composition of the tip is not known with certainty), one invokes simple models, most commonly a single atom adsorbed on a flat metal slab, a pyramid of atoms, or a single atom adsorbed on a large metal hemisphere. Within these simplified models, the tip DOS can be computed using the same procedure applied to compute the substrate-adsorbate DOS.
To gain insight into the essential features determining the observable it is useful to introduce a hierarchy of simplifying approximations, most of which will be subsequently relaxed. In the limit of an isolated resonance, the projected DOS of the substrate-adsorbate system takes a Lorentzian form [116, 132] :
where = s + t =h/τ and s(t) is the partial width of the adsorbate level due to interaction with the substrate (tip):
In equation (18) |k are bare substrate eigenstates, ρ 0 s denotes the corresponding density of electronic states and V kr are the matrix elements transferring electrons between the surface and the adsorbate orbital. The line position, r in equation (17), includes an energy-dependent shift, given as the Hilbert transform of [119] . The Breit-Wigner approximation replaces the calculation of the DOS of the substrate-adsorbate complex by calculation of the DOS of the bare substrate, in general it is a much easier task. Clearly, the assumption of an isolated resonance does not always hold. Decay laws other than the pure exponential are explored in [133] .
If structure in the energy dependence of the tip DOS is broad with respect to the adsorbatederived resonance width, replacement of ρ t by a constant is a reasonable approximation. Since realistic modelling of the tip is usually impossible, this approximation is useful also outside its strict range of validity. Within the Breit-Wigner and constant ρ t approximations, equation (15) takes the form
At low temperatures the Fermi-Dirac distribution reduces to a step function, f (E) → (E F − E). If, in the energy range of interest, the substrate DOS is broad with respect to the resonance decay rate, the energy dependence of the ρ 0 s can be neglected and W exc simplifies as
where the dependence of the excitation function on the bias voltage, and its parametric dependence on the lifetime, are explicit on both sides. In this limit the integration over ν is readily carried out analytically, giving [105] 
The closed form approximation of equation (21) illustrates the physical content of the electronic function in equation (11) . By contrast to an electron beam, a STM is a broadband source of electrons, with an energy band of order e|V b | − , see equation (20) . The excitation function,
, measures the fraction of the current that is transferred via the resonance orbital and is hence available for depositing energy into the vibrational system. The sigmoidal voltage dependence of W exc , explicit in equation (21), has thus the same physical origin as the 'staircase' structure observed numerically in current-voltage curves in molecular wires [4, 30] , namely the eigenlevel spectrum of the molecule + contacts Hamiltonian. References [4, 30] compute the elastic conductance,whereas W exc is proportional to the inelastic conductance. Nonetheless, the voltage dependence of the two functions contains the same molecular information since it depends only on the eigenlevel structure of the device. It is worth noting that the same physics is responsible for the familiar 'staircase' structure of the cumulative reaction probability in bimolecular reactions [134] . While the former [4] 'staircase' reflects a discrete eigenlevel spectrum coupled to two continua in the electronic mode, the latter [134] reflects a discrete eigenlevel spectrum coupled to two continua in the nuclear modes.
The sigmoidal structure of equation (21) rationalizes the bias dependence reported in several recent resonance-assisted STM manipulation studies [108, 126, [128] [129] [130] . Furthermore, the sensitivity of the voltage dependence of the observable to τ =h/ , equation (21), suggests a possible means of determining the resonance lifetime by fitting parametrized theoretical results to experimental yield versus voltage curves. This opportunity is illustrated in section 3.1.
The calculation of W exc ( , V b ; τ ) in the case of a molecular device is considerably more demanding. Here the resonance is strongly coupled to both continua, the voltage modifies the eigenpairs of the field-free molecule + contacts Hamiltonian and the system is out of equilibrium. Furthermore, because the electrodes extend from −∞ to +∞, the electronic subspace is subject to open-system boundary conditions. This precludes the use of conventional electronic structure routines that are designed for either periodic systems (as in solid state physics) or finite systems (as in quantum chemistry). Fortunately, the intensive theoretical and numerical effort focused on the calculation of conductivity of molecular wires in recent years has led to the development of ab initio methods that are capable of handling the above hurdles and providing quantitative descriptions of the electronic dynamics . Although the studies of have confined attention to the calculation of elastic conductance, equation (15) suggests that the same numerical input required for the elastic case could be utilized for calculation of the inelastic component sought here. In section 3.2 we describe a study of current-induced dynamics in single-molecule transistors, where a DFT nonequilibrium Green function approach is used in conjunction with equation (15) 
The reader is referred to [106] for details of the methodology.
Nuclear dynamics
With the excitation function determined at one of the levels of approximation detailed in section 2.3, we proceed to determine the function P reac ( ; τ ), equation (12), which contains the details of the nuclear dynamics. As in the case of the electronic dynamics, the STM environment offers also for solution of the nuclear problem a simplification that does not obtain in the molecular device environment. Here we utilize the fact that the interaction with the tip hardly modifies the eigenstates of the substrate-adsorbate complex to study the (tipinduced) dynamics of the substrate-adsorbate complex free of external fields. We compute Born-Oppenheimer potential energy surfaces for the substrate-adsorbate system in the two states involved and solve the time-dependent Schrödinger equation subject to these potentials with a wavepacket propagation technique [105] [106] [107] [108] [109] .
In the limit of an isolated resonance the initial condition in equation (10)-the A v and A( , n) excitation coefficients-is conveniently determined by adaptation of the MenzelGomer-Readhead (MGR) model [135] , often employed to describe photon-stimulated desorption from metal surfaces [111, 112] . This model approximates the resonant electron scattering event as an instantaneous transition of the initial bound eigenstate to the resonance state, propagation of the nonstationary state produced for a residence time τ R subject to the resonant state potential energy surface, followed by a second instantaneous transition of the evolved wavepacket to the initial electronic state. The continuous nature of the relaxation process is taken into approximate account within the lifetime averaging model of Gadzuk [136] . In this approximation all observables extracted from the asymptotic wavepacket are averaged over τ R with an exponential weight factor (1/τ ) exp(−τ R /τ ), τ =h/ being the resonance lifetime. The reaction probability of equation (12), for instance, is computed as
where P reac ( ; τ R ) is extracted from the asymptotic form of a wavepacket that resided a time τ R in the resonance state. Similarly, the expectation value of a given coordinate or of the energy in a given mode is obtained as
In case the lifetime is determined semi-empirically, rather than ab initio, the dynamical simulation is incorporated in a least squares loop fit to an experimental yield versus voltage curve. Specific examples are given in section 3.1.
In the molecular device environment, the coupling of the resonance to both continua is comparable or equal. Accurate description of the nuclear dynamics in this case would require the construction of Born-Oppenheimer potential energy surfaces for the molecule + contacts Hamiltonian in both states involved, a costly problem even if only one or two modes are treated dynamically. As one's goal is to explore the qualitative physics, rather than to provide an accurate description of a specific system, simplified models may nevertheless be useful. Depending on the system and the process envisioned, the use of a small number of metal atoms to represent the electrodes may be adequate for the purpose of constructing potential energy surfaces for the nuclear modes (although not for computation of W exc ). Alternatively, ab initio data computed for a molecule attached to a single surface can be made use of. Examples are given below.
Applications
In this section we describe several applications of the theory outlined in section 2. We start in section 3.1 with a discussion of STM-triggered reactions. In section 3.2 we turn to the problem of current-induced dynamics in single-molecule transistors.
STM-triggered nanochemistry
The discussion of section 2 suggests that, in the case of STM-triggered dynamics, numerical effort should focus predominantly on the nuclear factor in equation (11) . Here accurate treatment of the electronic dynamics is not practical as the structure of the tip is not known. At the same time, valuable information about these dynamics is contained in the data; equation (21) and the accompanying discussion illustrate that the voltage dependence of the rate, obtainable in STM experiments [108, 126, [128] [129] [130] , is strongly dominated by the electronic dynamics. A corollary is that the type of experiments considered here [108, 126, [128] [129] [130] provide little insight into the nuclear dynamics. That insight needs to be obtained numerically at the present time. In this subsection we study two STM-induced desorption reactions of complementary nature. We focus on calculation of the nuclear dynamics and employ experimental data to approximate the electronic dynamics.
Two experimental yield versus voltage curves are shown as symbols in figure 1 . Panel (a) shows the results of [126] for desorption of H-atoms from hydrogen-passivated Si(100) whereas panel (b) gives the data of [108] for desorption of C 6 H 6 from Si(100). (We remark that the reaction yield is proportional to the reaction rate of section 2 and that part of the experimental literature reports the former and part the latter observable.) The two reactions differ substantially in detail but share several features. Both experiments [108, 126] provide evidence for an electronic mechanism; the large tip-surface distance precludes STM manipulation mechanisms that rely on the electric field and field gradient at the surface or on chemical contact. The temperature dependence precludes thermal desorption. The sigmoidal shape of the yield versus voltage curve, predicted by equation (21) , is evident in both panels. We remark that these features are common also to the rate versus voltage curves of [128] [129] [130] , pertaining to the rotation of DCCD on Cu(100) [128] ,the rotation of CCD on Cu(100) [129] and the displacement of Si adatoms on Si(111)(7 × 7) [130] . An interesting question in connection with figure 1(a) is the lifetime of the underlying resonance, this problem being relevant to Hatom nanolithography [137] [138] [139] [140] and the topic of several recent studies. Two remarkable features of figure 1(b) are the sharp voltage dependence and the large yield observed under mild conditions; under comparable conditions about five orders of magnitude lower rates were reported for the STM-triggered resonance-mediated desorption of CO from a copper surface [127] . The former question is addressed in section 3.1.1 and the latter in section 3.1.2. Nuclear dynamics leading to desorption of a H-atom from a silicon surface: asymptotic probability densities for different excited state residence times, τ R . The ground and excited state potential energy curves of [145] are shown in the top panel. Reproduced with permission from [105] .
H-atom desorption from
Calculations [142, 143] identify this feature as the σ → σ * transition of the Si-H bond, and direct optical excitation experiments with 7.9 eV light [144] confirm this assignment. The experimental results [126] , shown as symbols in figure 1(a) , provide clear evidence for resonance-mediated desorption, assisted by the excited σ * state of the H-Si complex. Potential energy curves for motion perpendicular to the surface in the ground and excited σ * states of H/Si(100) are constructed in [145] based on ab initio electronic structure calculations. These curves are shown as a broken and a dotted curve in the top panel of figure 2 . The full curves of figure 2 give the results of our wavepacket simulations subject to the potential energy curves of [145] . Shown is the asymptotic (t → ∞) ground state probability density versus the distance from the surface, Z , for different excited state residence times, τ R (see section 2.4). In the trivial case, τ R = 0, the initial stationary eigenstate is not altered by the resonance tunnelling event and the desorption probability vanishes; conductance is elastic. As τ R increases, the bound state component of the asymptotic wavepacket has a larger projection onto vibrationaly high states of the H/Si Hamiltonian and an increasing portion of the probability density has been depleted through desorption. Figure 3 shows the energy-resolved probability, P reac ( ; τ ) of equation (12), as a function of the electronic-to-vibrational energy transfer, , and the resonance lifetime, τ . P reac ( ; τ ) is seen to be a narrowly distributed function of the scattering energy − E B (E B being the binding energy), peaked about zero. As the lifetime increases, the distribution broadens slightly but throughout the range of lifetimes relevant for the H/Si(100) system (vide infra) the desorbate energy distribution remains sharply peaked with a width below 0.3 eV. The implication of figure 3 are discussed below. Figure 4 illustrates schematically the energetics of the W-tip-Si:H-surface junction. Since the desorption experiments [126, 137, 139, 145 ] considered here are performed on H-terminated surfaces, the dangling bonds, which significantly affect the DOS of the clean Si(100) surface,do not play a role and ρ 0 s is better approximated as the density of unoccupied states of bulk silicon than as that of the clean surface. This function, as computed within DFT, is superimposed on the energy scheme of figure 4. Our results agree with a previous calculation of the bulk silicon DOS [146] .
The tip DOS was found to have appreciable effect on STM image simulations and conductance spectra [147] [148] [149] [150] [151] [152] . The results of [147] [148] [149] [150] [151] [152] suggest that other observables of STM experiments may be similarly sensitive to the tip DOS, questioning the validity of the common assumption of constant [116, 117] or free-electron-gas-like [118] DOS and posing a general problem since, as noted in section 2, the tip structure is generally unknown. The sensitivity to the tip DOS is nevertheless system-and observable-dependent. For the case of H-atom desorption from Si(100) induced by a W-tip, we experimented with different models of the tip and did not find appreciable sensitivity of the yield versus voltage curve within reasonable limits. Clearly, this result cannot be extrapolated to other systems and does not apply to extreme cases.
We proceed by using the results of figure 4 for the substrate DOS and setting that of the tip to a constant. The lifetime of the Si-H σ * state is determined by incorporating the dynamical simulation in a least squares fit loop to the data of [126] . Using equations (11) and (19) we have
where the zero of energy is chosen as the substrate Fermi level E F . The full curve of figure 1(a) Reproduced with permission from [105] .
gives the numerical desorption yield thus obtained. The lifetime determined is τ ≈ 1.2 fs, essentially independent of the substrate temperature. The H-atom desorption problem is an example of an effectively 1D reaction; excited state motion is along the ground state reaction coordinate, the transient excitation event deposits energy into the reaction mode and intermode energy transfer does not take place. More interesting are multi-dimensional processes, where energy is initially deposited in an internal mode and is subsequently transferred to the reaction mode, due to efficient mode coupling. The latter case is exemplified by the C 6 H 6 /Si desorption problem, discussed in the next subsection. (100) . The threshold in the yield versus voltage curve of figure 1(b) coincides to within 0.2-0.3 eV with a sharp peak in the electronic DOS, indicating that a localized state is accessed in the tunnelling event. The peak corresponds to the binding energy of a feature observed in photoemission studies of benzene/Si(100) and attributed to the highest occupied molecular orbital of the adsorption complex [153] . These observations suggest that the STM-triggered desorption is mediated by a positive ion resonance that is predominantly localized on the adsorbate. Figure 5 illustrates the equilibrium configuration of C 6 H 6 /Si(100) in the neutral ground state, as obtained from a first principles surface slab calculation [107] . The benzene ring attaches to the Si(100) surface through a Diels-Alder-like [4 + 2] cycloaddition reaction, where the Si dimer acts as a dienophile. Upon adsorption, the aromaticity of C 6 H 6 is disrupted, producing a 1, 4-cyclohexadiene-like configuration that is rather strained, due to mismatch of the ring size and the Si-Si dimer distance.
C 6 H 6 desorption from Si
Interestingly, the structure and energetics predicted by the slab calculation are accurately reproduced by a (properly constructed) cluster model. Extensive comparisons of the two types of calculations at various levels of the electronic structure theory are given in [107] , where the chemical origin of the good agreement found is clarified. With the validity of a cluster model established, the structure and energy of the stationary state configurations in both neutral and ionic states can be computed with standard quantum chemistry methods in full 3N-dimensional space, N being the number of adsorbate + cluster atoms. The results of these calculations are superimposed on the contour plots of figure 6. (25) as obtained at the B3LYP/6-31G level. The stationary state configurations on the surfaces are superimposed on the contour plots and their locations are indicated by black dots. Reproduced with permission from [107] .
Comparison of the equilibrium configurations of the neutral and cationic forms shows that several geometric modifications accompany ionization of the substrate-adsorbate complex. First, the C-C bonds approach those found in free benzene. Second, the bond angles open up and, third, the Si-C bonds increase in length from 1.97 Å in the neutral state to 2.16 Å in the ionic state. These data suggest that the STM generates a transient cationic species whose structure differs markedly from that of the neutral state whereas the local C 2v symmetry is conserved.
Along with the structures of the stationary states in the neutral surface, depicted in figure 6(a) , the ion state equilibrium configuration of figure 6(b) reveals much of the qualitative physics that underlies the desorption process. The neutral state single-dimer-bound configuration is ionized into a cationic state whose equilibrium configuration is significantly displaced with respect to that of the neutral state, primarily along a collective ring-bending mode. The nonstationary state produced is accelerated toward the ionic state minimum, converting potential into kinetic energy of the nuclei. Upon relaxation to the neutral state, the vibrational energy gained, initially deposited for the most part in the ring-bending mode, is rapidly transferred to the desorption mode due to efficient vibrational coupling. With sufficient energy the system surmounts a transition state barrier of about 1.1 eV, after which both Si-C bonds are ruptured in a concerted fashion, leading to desorption. Depending on the kinetic energy gained by the nuclear system in the course of the inelastic resonance tunnelling process, the desorption dynamics may be sensitive to the presence of a shallow physisorption well, whose structure is depicted in the exit valley of figure 6(a).
Reference [107] discusses the physical considerations involved in the construction of an orthogonal coordinate system and the determination of ab initio potential energy surfaces for the neutral and ionic states of C 6 H 6 /Si. We refer the reader to [107] also for the energetics of the stationary states and the functional form of the surfaces, and provide below only a qualitative discussion, assisted by the contour plots of figure 6. Here Z and X are dimensionless coordinates defined as
where z is the distance of the centre of mass of the four carbon atoms which are not bound to the silicon surface from the centre of the Si-Si dimer. We express the 3N modes of the substrate-adsorbate complex, Q, in atomic Cartesian coordinates and define by Q a vector obtained from Q by subtracting the z coordinates of the adsorbate atoms. The subscripts 'eq' and 'p' refer to the equilibrium and physisorbed configurations, respectively, and we choose the neutral state equilibrium as the origin of the coordinate system and the physisorbed configuration as Z = X = 1. Thus, Z takes the role of a desorption coordinate whereas X is a collective mode that accounts for internal motion, predominantly into-plane motion of the carbon backbone, accompanied by relaxation of the silicon dimer. The potential energy surfaces of figure 6 are next employed to study the nuclear dynamics triggered by the resonance tunnelling process. Figures 7-9 describe the evolution in the neutral state subsequent to the resonance tunnelling event through plots of the expectation values of X and Z in the wavepacket. In figure 7 the initial condition is determined through τ R = 25 fs residence in the resonant state. Desorption is initiated by large-amplitude vibrational motion across the chemisorption well. Energy initially deposited in the X mode shuttles periodically between the coupled modes for a brief period, after which the oscillation amplitude of X decays and desorption is underway, as indicated by the rapid increase of Z . Since a major portion of the wavepacket remains chemisorbed, X is asymptotically well below the exit valley configuration of X = 1. The inset of figure 7 shows a snapshot of the wavepacket at 750 fs, illustrating vibrationally mixed motion in the chemisorption well, some probability density in the physisorption site and a portion of the wavepacket propagating along the exit valley. Figure 7 . Nuclear dynamics leading to desorption of benzene molecules from a silicon surface: expectation values of X (full curve) and Z (broken curve) in the evolving wavepacket, subsequent to a residence time of 25 fs in the ionic state. The inset shows a snapshot of the wavepacket 750 fs after relaxation, illustrating highly vibrationally mixed motion in the chemisorption well, some probability density in the physisorption site and a portion of the wavepacket propagating along the exit valley. Reproduced with permission from [109] . Figure 8 . Expectation values of X (full curve) and Z (broken curve) subsequent to a residence time of 20 fs in the ionic state. The inset shows a snapshot of the wavepacket 400 fs after relaxation. The wavepacket undergoes dephasing and revivals and energy is transferred between the two modes but desorption is barely observed. Reproduced with permission from [109] . Figures 8 and 9 contrast the desorption dynamics subsequent to the 25 fs residence time with that following shorter (20 fs) and longer (30 fs) residence times. In the former (τ R = 20 fs) case the tunnelling event deposits vibrational energy into the nuclear system, giving rise to interesting 'bound-state-like' dynamics as the wavepacket dephases and revives and energy is transferred between the adsorbate modes. Desorption, however, is negligible; the inset of figure 8 shows that 400 fs subsequent to neutralization the wavepacket is localized in the well to within eyeball accuracy. In the latter (τ R = 30 fs) case the system explores highly repulsive regions of the neutral potential energy surface and hence the amplitude of the shorttime vibrational motion in the ring mode is large as compared to the 25 fs counterpart. Within about 50 fs, Z (t) has evolved past the transition state and by 400 fs the reaction is complete. Figure 9 . Expectation values of X and Z subsequent to a residence time of 30 fs in the ionic state. The full and broken curves give X and Z , respectively, in a benzene/Si wavepacket. The dotted and chain curves give X and Z , respectively, in a staggered p-xylene/Si wavepacket. The inset shows snapshots of the benzene/Si (full contours) and p-xylene/Si (broken contours) at the neutralization instant, t = 0. Reproduced with permission from [109] .
Functional group substitution provides a chemical handle on the outcome of resonancemediated reactions. This general feature is exemplified by the dotted and chain curves of figure 9 for the specific case of dimethyl substitution of C 6 H 6 /Si(100) at the para positions to give p-xylene/Si(100). Elsewhere we illustrate a substantial effect of this substitution (which barely modifies the potential energy surfaces) on the desorption probability. Figure 9 provides only a qualitative illustration of the two mechanisms through which functional group substitutions affect a general resonance-mediated process. A substitution that modifies the reduced mass in the coordinate along which the initial and resonance states are displaced changes the timescale of motion in the resonance state. A substitution that modifies the reduced mass in the reaction coordinate changes the reaction timescale. The former motion competes with electronic relaxation whereas the latter competes with internal relaxation.
The inset of figure 9 compares a p-xylene/Si wavepacket (broken contours) with a benzene/Si wavepacket (full contours) at the neutralization instant. The dotted and broken curves in the main panel show, respectively, the expectation values of X and Z in a p-xylene/Si wavepacket at later times. The small difference in the reduced mass in the X coordinate between the two species allows the heavier one to sample a less repulsive potential upon relaxation, thus decreasing the reaction probability. The difference in the reduced mass in the Z coordinate has no effect on the reaction probability in the limit of infinite internal lifetime (as it does not modify the timescale of motion in the resonance state in this system). Comparison of the broken and chain curves of figure 9 indicates, however, that this difference would have a substantial effect in the presence of internal relaxation.
The time-evolving wavepacket of figures 7-9 is employed to extract the energy-resolved desorption probability using the approach discussed in section 2.4. As was found for the H/Si(100) system in the previous subsection (see figure 3) , P reac ( ; τ ) for the C 6 H 6 /Si(100) desorption is narrowly distributed. The distribution peaks around 0 ≈ 1.2 eV, corresponding to total desorbate energy of 0 − E B ≈ 0.3 eV. The shift from the resonance energy of the threshold in the yield versus voltage curve predicted by equation (21) is thus roughly 0.3 eV, consistent with observation ( figure 1(b) ).
The full curve of figure 1(b) gives the results of a numerical fit of equation (11) to the observed yield. Since our fit is based on a small number of data points, and since the experimental error bars are of the order of the data, determination of a definite lifetime is not appropriate but rough upper and lower bounds can be estimated, 7 τ 17 fs. Along with figure 6 , the relatively long lifetime of the adsorbate-derived C 6 H 6 resonance rationalizes the large yield and the sharp voltage dependence observed for this system.
We remark that the ability of a 2D model to capture the dynamics of the N = 33 atom problem is due to features that are specific to the C 6 H 6 /Si(100) system, in particular the near conservation of C 2v symmetry along the reaction pathway. Nonetheless, the fast timescale of the resonance-driven processes envisioned here is expected more generally to restrict the number of active modes to relatively few. Evolution in the resonant state competes with electronic relaxation and is thus of a timescale of femtoseconds. Reaction in the neutral state competes with internal relaxation and is thus of a timescale of sub-to a few picoseconds. On such short timescales, a small portion of the resonance state potential energy surface is explored and, subsequent to electronic relaxation, energy is distributed within a restricted subset of modes.
STM-triggered chemistry: concluding remarks.
(1) The implications of the separation of the coupled vibronic dynamics into an energy integrated product of electronic and nuclear factors, equation (11), are now apparent. The essential approximation in the derivation of equation (11) is the neglect of Q dependence of H e in equation (1). It follows that the resonance decay rate is independent of the nuclear coordinates. Clearly this approximation is valid if either of two conditions are satisfied. Either the resonance lifetime is short compared to the timescale of nuclear motion on the resonant state potential energy surface, or the motion in the excited state is along an internal mode, rather than along the reaction coordinate. In the former case the wavepacket cannot evolve for a distance long enough in the excited (ionic) state for W exc to change appreciably. In the latter case the decay rate is expected to vary at most slowly as the wavepacket evolves. The first of the above conditions is met in the Hatom desorption problem of section 3.1.1. The second is met in the benzene desorption problem of section 3.1.2. In cases where the lifetime is long compared to the timescale of nuclear motion, and the equilibrium displacement between the initial and resonant states has a substantial component in the reaction mode, equation (11) is not adequate since dependence of the resonance decay rate on the distance from the surface is expected to be roughly exponential. Nonetheless, the insight it provides remains useful. (2) The finding of a narrowly distributed reaction probability for the H-and the C 6 H 6 -desorption reactions (similar results were found for photon stimulated desorption of NH 3 from the Cu(111) surface [154] ) motivates further approximation of equation (11) as a simple product form:
corresponding to the limit where P reac ( ; τ ) approaches δ( − 0 )P reac ( 0 ; τ ). Equation (26) suggests that the voltage dependence of the observable is insensitive to the potential energy surfaces and the nuclear dynamics. It implies also that, in some cases, a rough estimate of the resonance lifetime could be obtained from a fit of the measured data to the voltage dependence of W exc , bypassing calculation of the nuclear dynamics. Subject to the conditions discussed in section 2.3, the latter function can be estimated analytically. For the case of H-desorption from Si(100) we found, by fitting W exc ( = E B ) to the data, a lifetime of 1.4 fs, in rough agreement with the result obtained via equation (24) .
Essentially the same result is obtained for this reaction when the analytical approximation of W exc ( = E B ), equation (21), is used. The latter simplification results from the weak energy dependence of the electronic DOS on the scale of the resonance width, see figure 4 . A qualitative discussion of several other experimentally observed STM-triggered surface processes within the P reac ( ) → P reac ( 0 )δ( − 0 ) limit of equation (26) is given in [105] . (3) It is important to note the differences between the problem of H-atom desorption from Si(100)2 × 1:H, discussed in section 3.1.1, and the problem of benzene desorption from Si(100), discussed in section 3.1.2. The former is triggered by an inelastic electron scattering event that transiently populates an electronically excited state. The latter involves transient formation of a charged species. In addition, the former problem is mediated by a repulsive excited state, hence desorption could in principle take place also in the excited state, while in the latter the ionic state is bound. Finally, the former reaction involves field-emitted, while the latter involves tunnelling, electrons. From the formal viewpoint, however, these problems are similar and both can be accommodated within the framework developed in section 2.
Current-triggered dynamics in single-molecule transistors
In this section we apply the theory of section 2 to a particularly simple problem,namely currentinduced vibrational excitation of a fullerene adsorbed between two gold contacts. Our choice of a simplest-case-scenario model has several motivations. The first is a recent experiment by Park et al [155] , which records the signature of current-induced vibrational motion in single Au-C 60 -Au transistors. We are not aware of previous experimental demonstrations of current-induced dynamics in a molecular device, although we believe that the concept is general. Second, the Au-C 60 -Au system offers rich and relatively well-understood [106] electronic dynamics. The ability to control the electronic dynamics, already demonstrated for this system [106, 155] , provides potentially a route of manipulating also the nuclear dynamics (vide infra). Third, the nuclear dynamics allows for an analytical approximation which provides useful insight. The molecular device in mind is depicted in figure 10 . The Au electrodes extend to electron reservoirs at z = ±∞, where bias voltage V b is applied and electric current is collected. A metal gate with gate voltage V g is placed near the C 60 molecule, providing a third probe capacitively coupled to the C 60 . In figure 11 we describe the electronic dynamics of the device of figure 10, as computed within a DFT-based nonequilibrium Green function approach [106] . The inset shows the computed transmission, T (E, V b , V g ), versus the electron energy, E, at zero bias and gate voltage. The energy scale is set such that E F = 0. T (E, V b , V g ) is sharply peaked about E ∼ 0.15 eV, with a lineshape close to the Breit-Wigner form, indicating an isolated resonance and essentially energy-independent direct transmission. This resonance is responsible for the nuclear dynamics. For reference below, we note that its width corresponds to a resonance lifetime of about 26 fs. At finite bias voltages, V b = 0, the eigenlevels, and with them the transmission peaks, shift significantly but the overall shape of T (E, V b , V g ) is only slightly modified. The effect of a finite gate voltage on the transport properties is rather more substantial. By changing the charge distribution in the molecular region and shifting the energy levels, a nonzero gate voltage alters qualitatively both the line-centre and the shape of the transmission curve [106] .
The main part of figure 11 shows the excitation function, W exc ( , V b ; τ ) of equation (15), versus the electronic-to-vibrational energy transfer, , and the bias voltage, V b . We find that the excitation function determined ab initio for a voltage-biased molecular transistor follows nicely the form of the analytical approximation derived in section 2.3 [105] ,namely a sigmoidal function of voltage and energy.
The nuclear dynamics triggered by the electronic transmission of figure 11 is similar in concept to the STM-triggered dynamics of section 3.1. The tunnelling event transiently places the nuclear system in a negative ion state of the Au-C 60 -Au system. Due to the equilibrium mismatch between the neutral and ionic states, a nonstationary superposition of vibrational eigenstates is formed, which travels toward the ionic state equilibrium while continuously relaxing to the neutral state. Upon electronic relaxation the population has been redistributed between the vibrational levels of the neutral surface-the fullerene bounces between the gold contacts until vibrational relaxation returns the system to the ground vibrational state.
In the harmonic limit these dynamics are readily solved analytically. We expand the nonstationary superposition evolving on the ionic surface as
where z denotes distance from the surface, measured with respect to the neutral state equilibrium configuration, δz eq is the equilibrium displacement of the ionic state with respect to the neutral state, ω is the vibrational frequency, assumed equal in the two states, u v are harmonic oscillator functions and
µ being the mass. Substituting equation (28) in (27) we have that the probability density in the resonance state oscillates without change of shape about the ionic state equilibrium configuration with amplitude δz eq and frequency ω:
In the harmonic limit the probability of excitation of the vth vibrational level of the neutral state upon electronic relaxation is
In particular, the probability of capture into the ground vibrational level is
As expected, vibrational excitation, v =0 P v , vanishes and elastic conductance ensues in the limit of small equilibrium displacement; P 0 (τ R , δz eq → 0) → 1, and in the limit of short residence time in the ionic state; P 0 (τ R → 0, δz eq ) → 1. Considering next the vibrational dynamics of the Au-C 60 -Au device, we adopt the potential energy surfaces given in [155] based on electronic structure calculation [156] of the C 60 /Au(110) system. A relatively small equilibrium displacement, 4 pm, is predicted by the calculation of [156] and used in the dynamical simulations illustrated below. For generality, we comment also on the numerically observed effect of varying this parameter.
The inset of figure 12 shows the probability of capture into the lowest five vibrational levels as a function of τ R . The long τ R behaviour of the P v (τ R ) is given for pedagogical completeness; only the small τ R edge of the figure is of physical relevance since, for the lifetime of the resonance in question ( figure 11, inset) , τ R values beyond ≈450 fs do not contribute to the lifetime averaged result of equation (22) . P 0 (τ R ) (full curve) follows closely the structure predicted by equation (31) although, due to the anharmonicity of the potential, the periodicity of equation (31) is lost and the amplitude of subsequent recurrences decreases slowly with τ R . As v increases, P v (τ R ) broadens and shifts to larger values of τ R (modulo 2π/ω), reflecting the spatial location and breadth of the vibrational eigenfunctions of the neutral state Hamiltonian. With increasing equilibrium displacement, δz eq , the P v (τ R ) become better localized in time, decaying exponentially to zero between recurrences, as predicted by equation (31) . The physical vibrational excitation probabilities, P v (τ ) of equation (14), are plotted versus τ in the main part of figure 12 for v = 0, . . . , 4. P 0 (τ ) decays to a nonzero asymptotic value that decreases with increasing δz eq . The higher-v probabilities increase monotonically from zero and saturate on a value that depends sensitively on δz eq . As the equilibrium displacement increases, the vibrational excitation probabilities of progressively higher levels reach a maximum before decaying to the asymptotic plateau. This behaviour follows from equation (22) and the τ R dependence of the P v (τ R ), which becomes smoother with increasing v and with decreasing δz eq .
The inset of figure 13 shows the expectation value of z in the neutral state wavepacket as obtained through equation (23) with a lifetime of τ = 26 fs, corresponding to the width of the resonance shown in figure 11 (i.e. =h/τ ≈ 0.025 eV). We find that the C 60 centre of mass oscillates between the contacts at the fundamental frequency of the neutral surface and an amplitude approximately equal to the distance travelled in the ionic state. Slow damping of the oscillations is due to the anharmonicity of the potential.
The main part of figure 13 shows the vibrational excitation rate of the Au-C 60 -Au system, w v (V b ) of equation (14), as a function of the applied voltage V b for v = 1. Our results correspond to the unmodified molecular junction, V g = 0, and are given for δz eq values covering the physically relevant range; for smaller δz eq the vibrational excitation vanishes (see equation (31) and the discussion below). For larger values we find (within the model potential energy surfaces used [155, 156] ) a finite desorption probability. The bias-voltage dependence of the w v follows the V b dependence of the W exc in equation (14) , see figure 11 , and is well approximated by the analytical expression of section 2.3 as a result of the nearly pure BreitWigner form of the resonance mediating the dynamics. The excitation rate of vibrational levels v > 1, takes a similar shape but responds differently to the magnitude of the equilibrium displacement. Figure 13 . Rate of vibrational excitation of the Au-C 60 -Au device versus the bias voltage, see equation (14) . The equilibrium displacement between the neutral and ionic states is δz eq = 1.24 pm (circles), 4 pm (full curves), 10 pm (dotted curves), 20 pm (broken curves), 25 pm (long-broken curves) and 31 pm (chain curves). To allow display on the same scale, the δz eq = 1.24 pm results are multiplied by a factor of 5. The inset shows the expectation value of Z in the wavepacket subsequent to the resonance tunnelling event.
We find that the essential dynamics is contained in the combination of the equilibrium displacement and the resonance lifetime. The former parameter determines the outcome through the exponential dependence of P reac on δz eq , see equation (31) . The latter parameter determines the rate through the balance between the τ dependences of the electronic and nuclear dynamics. Whereas W exc decreases sharply with increasing τ (see equation (21) ), P reac increases exponentially with this parameter (see equation (31) ). The ability to manipulate the conductance by varying the distance between the electrodes and the gate voltage thereby translates into control of the current-induced dynamics.
Summary and outlook
In the previous sections we reviewed recent theoretical work on the problem of single-molecule dynamics induced by electric current, a young and exciting area of research that shares common aspects with several established fields, including transport through molecular wires, photochemistry on conducting surfaces, STM manipulation and electron-molecule scattering.
Subsequent to a discussion of the qualitative physics underlying current-triggered dynamics in section 1, we developed a theoretical framework for study of these dynamics in section 2. By introducing an approximation in the form of the electronic Hamiltonian in equation (1), we converted the solution of correlated reactions in the electronic and nuclear modes, equation (4), into a form that provides better insight and is substantially easier to deal with numerically, equation (11) . In the latter form, the reaction rate is expressed in terms of the resonant current that drives the reaction, j = W exc /e, and a normalized reaction probability, P reac . The parameters determining the dynamics are spelled out and the computational effort is reduced to that required for a conductance calculation and a reaction dynamics calculation in the nuclear subspace. Methods of computing the two inter-dependent functions in equation (11) were briefly outlined in sections 2.3 and 2.4. An analytical approximation of W exc , section 2.3, rationalizes a common feature of several experiments, namely the sigmoidal shape of the observed rate versus voltage curves.
Application was made to study STM-triggered surface reactions (section 3.1) and currenttriggered dynamics in a molecular device (section 3.2). The results of section 2.3 were used to propose the possibility of extracting the electronic dynamics from experimental data. A critical discussion of the approximation leading to equation (11) was given in section 3.1.3.
At present our interest in current-triggered dynamics in molecular scale devices is of fundamental origin. We feel, however, that future work in this area may lead to interesting applications. These may include:
(i) New forms of molecular machines: the area of artificial molecular machines [157] has been evolving rapidly for nearly two decades, leading to laboratory-made turnstiles, shuttles, switches and rotors, driven by light, chemistry or electrochemistry [157] . On the one hand, this work exposes the beauty of molecular machines and points to a variety of technological applications. On the other, it reveals the need for a complementary form of molecular machine that could be addressed individually, thus eliminating the ensemble average that is inherent to the solution phase. Current-triggered dynamics in molecular heterojunctions could make a route to that end. We envision using resonance inelastic current to selectively deposit energy in a given mode and hence induce directed motion of the molecular component, see section 3.2.
In ongoing work we employ this concept to devise a coherently driven, uni-directional molecular rotor. (ii) Implications for conductance calculations: often in molecular wires the conductivity depends sensitively on the structure of the molecule. An example is the biphenyl family, where the conductance changes by over an order of magnitude with the torsion angle between the rings. In these systems torsion may be expected to ensue resonance tunnelling since the ionic states of biphenyl differ substantially from the ground neutral state in the equilibrium configuration, specifically along the torsion angle. In an ongoing study we show that resonance conductance through a biphenyl molecule attached between metal electrodes gives rise to motion in the torsion angle, and thus conductance enhancement. How general is this result remains to be explored. Current-triggered vibration may likewise modify the conductivity of wires. An experimental study of electron transfer from a metal surface to a molecule [158] finds the electron transfer probability to be greatly enhanced by excitation of the molecule to high vibrational levels. Systems where molecular dynamics hinders the conductance, by driving the system out of the optimal conductance configuration, may likewise be envisioned. (iii) Nanochemistry: an intriguing possibility is that of using an STM tip to induce surface reactions that do not occur spontaneously and study them on a single-molecule, sitespecific level. An example that is being addressed in ongoing work is the surface proton transfer reaction, NH 3 /Si → NH 2 /Si + H/Si. Also of interest are surface halogenation reactions of the type observed in [120] , where the reaction outcome is sensitive to the adsorption site of the parent state. (iv) Design criteria: current-induced dynamics in molecular devices may have undesired consequences; in extreme cases it may lead to failure. The design of current-immune devices relies on understanding the molecular properties that encourage current-triggered dynamics. (v) Opportunities in molecule-scale lithography: nanolithography based on resonancemediated desorption of H-atoms from Si(100) is an established field with a variety of applications [126, [138] [139] [140] . Organic molecules may offer an interesting complementary route. In the adsorbed state conjugated organics support low energy resonances (lying close to the Fermi level), corresponding to much lower voltages than those used for the H/Si desorption, hence smaller tip-surface separations and enhanced resolution. Further, as discussed in [159, 160] , the properties of organic adsorbates can be tuned, via functional group substitution.
Clearly, much remains to be done in the area of current-triggered dynamics in molecular nano-devices. Exploring the above proposed potential applications is one of the topics of ongoing research in our group. Of considerable interest is the development of improved methods for computing the electronic dynamics. As discussed elsewhere [52] , approaches that go beyond the current implementation of DFT (such as time-dependent DFT) would be useful also for computation of elastic conductance through frozen molecular wires. For the present application such approaches would be yet more desirable as they would allow the use of electronically excited states to current-induce dynamics in molecular heterojunctions. Another exciting avenue that we hope to address is the development of a method that goes beyond the approximation leading to equation (11) by solving simultaneously for the electronic and nuclear dynamics.
