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1. Introduction
Consider the second-order self-adjoint discrete Hamiltonian system

[
p(n)u(n − 1)]− L(n)u(n) + ∇W (n,u(n))= 0, (1.1)
where n ∈ Z, u ∈ RN , u(n) = u(n + 1) − u(n) is the forward difference, p, L : Z → RN×N and W : Z × RN → R. As usual,
we say that a solution u(n) of (1.1) is homoclinic (to 0) if u(n) → 0 as n → ±∞. In addition, if u(n) ≡ 0 then u(n) is called
a nontrivial homoclinic solution.
In general, system (1.1) may be regarded as a discrete analogue of the following second-order Hamiltonian system
d
dt
(
p(t)u˙(t)
)− L(t)u(t) + ∇W (t,u(t))= 0. (1.2)
Moreover, system (1.1) does have its applicable setting as evidenced by the monograph [1,2]. System (1.2) can also be
regarded as the special form of the Emden–Fowler equation appearing in the study of astrophysics, gas dynamics, ﬂuid
mechanics, relativistic mechanics, nuclear physics and chemically reacting system, and many well-known results concerning
properties of solutions of (1.2) are collected in [3]. Also the existence of homoclinic orbits of (1.2) has been studied in many
papers by using critical point theory when p(t) ≡ IN , see, e.g., [4–15] and the references listed therein for information on
this subject, where and in the sequel, IN denotes the N × N identity matrix.
In some recent papers [16–28], the authors studied the existence of periodic solutions and subharmonic solutions of
some special forms of (1.1) by using the critical point theory. These papers show that the critical point method is an
effective approach to the study of periodic solutions for difference equations. Along this direction, Ma and Guo [29] (with
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of homoclinic solutions of the following special form of (1.1) (with N = 1)

[
p(n)u(n − 1)]− q(n)u(n) + f (n,u(n))= 0, (1.3)
where n ∈ Z, u ∈ R, p,q : Z → R and f : Z × R → R.
By establishing compact imbedding theorem (original ideas from Omana and Willem [9]), Ma and Guo [30] used the
Mountain Pass Theorem and the Symmetric Mountain Pass Theorem for proving the two following theorems.
Theorem A. (See [30].) Assume that p,q and f satisfy the following conditions:
(p) p(n) > 0 for all n ∈ Z;
(q) q(n) > 0 for all n ∈ Z and lim|n|→+∞ q(n) = +∞;
(f1) f ∈ C(Z × R,R) and there is a constant μ > 2 such that
0< μ
x∫
0
f (n, s)ds xf (n, x), ∀(n, x) ∈ Z × (R \ {0});
(f2) limx→0 f (n, x)/x = 0 uniformly with respect to n ∈ Z.
Then system (1.3) possesses a nontrivial homoclinic solution.
Theorem B. (See [30].) Assume that p,q and f satisfy (p), (q), (f1), (f2) and the following condition:
(f3) f (n,−x) = − f (n, x), ∀(n, x) ∈ Z × R.
Then there exists an unbounded sequence of homoclinic solutions for (1.3).
In fact, condition (f1) is the special form (with N = 1) of the following so-called global Ambrosetti–Rabinowitz condition
on W (e.g., [18]):
(AR) For every n ∈ Z, W is continuously differentiable in x, and there is a constant μ > 2 such that
0< μW (n, x)
(∇W (n, x), x), ∀(n, x) ∈ Z × (RN \ {0});
which implies that W (n, x) is of superquadratic growth as |x| → +∞, where and in the sequel, (·,·) denotes the standard
inner product in RN and | · | is the induced norm.
We remark that the following claim plays a key role in the proof of Theorem B (Theorem 3.2 in [30]).
Claim.
m = inf‖u‖∞=2
∑
|u(t)|>1
α1(t)
∣∣u(t)∣∣β > 0. (1.4)
In the proof of Theorem 3.2 in [30], β in the above deﬁnition of the constant m is instead of 2. By checking the
proof of Theorem 3.2 in [30], 2 should be a typing error. However, the above claim (1.4) is incorrect. In fact, let F (t, x) =
−|x|3/(1+ |t|), β = 3 and α1(t) = 1/(1+ |t|). Then they satisfy all conditions on F , β and α1 in [30]. Set
Γ = {uk ∈ E: k = 1,2, . . .},
where∣∣uk(t)∣∣=
{
2, t = k,
0, t = k, k = 1,2, . . . .
Then ‖uk‖∞ = 2 for k = 1,2, . . . , moreover,
m = inf‖u‖∞=2
∑
|u(t)|>1
α1(t)
∣∣u(t)∣∣β
= inf‖u‖∞=2
∑ |u(t)|3
1+ |t||u(t)|>1
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uk∈Γ
∑
|uk(t)|>1
|uk(t)|3
1+ |t|
= inf
k∈N
8
1+ k
= 0.
This shows that the claim (1.4) is incorrect, and so the proof of Theorem B (Theorem 3.2 in [30]) is mistake.
More recently, Deng and Cheng [31] also used the usual Mountain Pass Theorem to generalized Theorem A to system
(1.1) with potential W (n, x) = a(n)V (x), where some superquadratic conditions on V , except (AR), are supposed in [31].
When W (n, x) is an even function on x, however, Theorem B seems to be the only result on existence of inﬁnitely many
homoclinic orbits for discrete Hamiltonian systems by using the Symmetric Mountain Pass Theorem up to now, because it is
often very diﬃcult to verify the last condition of the Symmetric Mountain Pass Theorem, different from the Mountain Pass
Theorem. In paper [30], the proof of Theorem B (Theorem 3.2 in [30]) is simple due to using the above incorrect claim (1.4).
In the present paper, motivated by the above paper [30], we will use the Symmetric Mountain Pass Theorem to es-
tablish some existence criteria to guarantee that system (1.1) has inﬁnitely many homoclinic solutions under more relaxed
assumptions on W (n, x). Our results show that Theorem B is still correct.
Our main results are the three following theorems.
Theorem 1.1. Assume that p(n) is a real symmetric positive deﬁnite matrix for all n ∈ Z, L and W satisfy the following assumptions:
(L) L(n) is a real symmetric positive deﬁnite matrix for all n ∈ Z and there exists a function l : Z → (0,∞) such that l(n) → +∞
as |n| → ∞ and(
L(n)x, x
)
 l(n)|x|2, ∀(n, x) ∈ Z × RN ;
(W1) W (n, x) = W1(n, x) − W2(n, x), for every n ∈ Z, W1 and W2 are continuously differentiable in x, and there is a bounded set
J ⊂ Z such that
W2(n, x) 0, ∀(n, x) ∈ J × RN , |x| 1,
and
1
l(n)
∣∣∇W (n, x)∣∣= o(|x|) as x → 0
uniformly in n ∈ Z \ J ;
(W2) There is a constant μ > 2 such that
0< μW1(n, x)
(∇W1(n, x), x), ∀(n, x) ∈ Z × (RN \ {0});
(W3) W2(n,0) ≡ 0 and there is a constant  ∈ (2,μ) such that(∇W2(n, x), x) W2(n, x), ∀(n, x) ∈ Z × RN ;
(W4) W (n,−x) = W (n, x), ∀(n, x) ∈ Z × RN .
Then there exists an unbounded sequence of homoclinic solutions for system (1.1).
Theorem 1.2. Assume that p(n) is a real symmetric positive deﬁnite matrix for all n ∈ Z, L and W satisfy (L), (W2), (W3), (W4) and
the following assumption:
(W1′) W (n, x) = W1(n, x) − W2(n, x), for every n ∈ Z, W1 and W2 are continuously differentiable in x, and
1
l(n)
∣∣∇W (n, x)∣∣= o(|x|) as x → 0
uniformly in n ∈ Z.
Then there exists an unbounded sequence of homoclinic solutions for system (1.1).
Theorem 1.3. Assume that p(n) is a real symmetric positive deﬁnite matrix for all n ∈ Z, L and W satisfy (L), (W1′) and (W4) and
the following assumptions:
(W5) For any r > 0, there exist a = a(r), b = b(r) > 0 and ν < 2 such that
0
(
2+ 1
a + b|x|ν
)
W (n, x)
(∇W (n, x), x), ∀(n, x) ∈ Z × RN , |x| r;
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lim
s→+∞
[
s−2 min|x|=1W (n, sx)
]
= +∞.
Then there exists an unbounded sequence of homoclinic solutions for system (1.1).
Remark 1.1. Obviously, both conditions (W1) and (W1′) are weaker than (f2) even if N = 1. Therefore, both Theorem 1.1 and
Theorem 1.2 show that Theorem B is correct and generalize Theorem B by relaxing conditions (f1) and (f2).
Remark 1.2. If assumption (AR) holds, then (W5) also holds by choosing a > 1/(μ − 2), b > 0 and ν ∈ (0,2). In addition, by
(AR), we have
W (n, sx) sμW (n, x) for (n, x) ∈ Z × RN , s 1.
It follows that for any n ∈ Z
s−2 min|x|=1W (n, sx) s
μ−2 min|x|=1W (n, x) → +∞, s → +∞.
This shows that (AR) implies (W6). Therefore, Theorem 1.3 also generalize Theorem B by relaxing conditions (f1) and (f2).
2. Preliminaries
In this section, we always assume that p(n) and L(n) are real symmetric positive deﬁnite matrices for all n ∈ Z. Let
S = {{u(n)}n∈Z: u(n) ∈ RN , n ∈ Z},
E =
{
u ∈ S:
∑
n∈Z
[(
p(n + 1)u(n),u(n))+ (L(n)u(n),u(n))]< +∞},
and for u, v ∈ E , let
〈u, v〉 =
∑
n∈Z
[(
p(n + 1)u(n),v(n))+ (L(n)u(n), v(n))].
Then E is a Hilbert space with the above inner product, and the corresponding norm is
‖u‖ =
{∑
n∈Z
[(
p(n + 1)u(n),u(n))+ (L(n)u(n),u(n))]}1/2, u ∈ E.
As usual, for 1 p < +∞, let
lp
(
Z,RN
)= {u ∈ S: ∑
n∈Z
∣∣u(n)∣∣p < +∞},
and
l∞
(
Z,RN
)= {u ∈ S: sup
n∈Z
∣∣u(n)∣∣< +∞},
and their norms are deﬁned by
‖u‖p =
(∑
n∈Z
∣∣u(n)∣∣p)1/p, ∀u ∈ lp(Z,RN); ‖u‖∞ = sup
n∈Z
∣∣u(n)∣∣, ∀u ∈ l∞(Z,RN),
respectively.
For any n1,n2 ∈ Z with n1 < n2, we let Z(n1,n2) = [n1,n2] ∩ Z; and for function f : Z → R and a ∈ R, we set
Z
(
f (n) a
)= {n ∈ Z: f (n) a}, Z( f (n) a)= {n ∈ Z: f (n) a}.
Let I : E → R be deﬁned by
I(u) = 1
2
‖u‖2 −
∑
n∈Z
W
(
n,u(n)
)
. (2.1)
If (L) and (W1) or (W1′) hold, then I ∈ C1(E,R) and one can easily check that
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I ′(u), v
〉=∑
n∈Z
[(
p(n + 1)u(n),v(n))+ (L(n)u(n), v(n))− (∇W (n,u(n)), v(n))], ∀u, v ∈ E. (2.2)
Observe that for u, v ∈ E∑
n∈Z
[(
p(n + 1)u(n),v(n))+ (L(n)u(n), v(n))− (∇W (n,u(n)), v(n))]
=
∑
n∈Z
[

(
p(n)u(n − 1), v(n))− (p(n)u(n − 1), v(n))+ (L(n)u(n), v(n))− (∇W (n,u(n)), v(n))]
=
∑
n∈Z
[(−(p(n)u(n − 1))+ L(n)u(n) − ∇W (n,u(n)), v(n))].
It follows from (2.2) and the above equations that 〈I ′(u), v〉 = 0 for all v ∈ E if and only if

(
p(n)u(n − 1))− L(n)u(n) + ∇W (n,u(n))= 0, ∀n ∈ Z.
So, the critical points of I in E are the solutions of system (1.1) with u(±∞) = 0.
We will obtain the critical points of I by the Symmetric Mountain Pass Theorem. Since the minimax characterization
provides the critical value it is important for what follows. Therefore, we state the theorem precisely.
Lemma 2.1. (See [17,32].) Let E be a real Banach space and I ∈ C1(E,R) with I even. Suppose that I satisﬁes (PS)-condition, and
(i) I(0) = 0;
(ii) There exist constants ρ,α > 0 such that I|∂Bρ(0)  α, where Bρ(0) is an open ball in E of radius ρ centered at 0;
(iii) For each ﬁnite dimensional subspace E ′ ⊂ E, there is r = r(E ′) such that I(u) 0 for u ∈ E ′ \ Br(0), where Br(0) is an open ball
in E of radius r centered at 0.
Then I possesses an unbounded sequence of critical values.
Remark 2.1. As shown in [33], a deformation lemma can be proved with condition (C) replacing the usual (PS)-condition,
and it turns out that Lemma 2.1 holds true under condition (C). We say I satisﬁes condition (C), i.e., for every sequence
{uk} ⊂ H1T , {uk} has a convergent subsequence if I(uk) is bounded and (1+ ‖uk‖)‖I ′(uk)‖ → 0 as k → ∞.
Lemma 2.2. For u ∈ E
‖u‖∞  14√(β + 4α)β ‖u‖, (2.3)
where α = inf{(p(n)x, x): n ∈ Z, x ∈ RN , |x| = 1} and β = infn∈Z l(n); and for u ∈ l2(Z,RN )
‖u‖∞  14√5
{∑
s∈Z
[∣∣u(s)∣∣2 + ∣∣u(s)∣∣2]}1/2. (2.4)
Proof. Since u ∈ E , it follows that lim|n|→∞ |u(n)| = 0. Hence, there exists n∗ ∈ Z such that∣∣u(n∗)∣∣=max
n∈Z
∣∣u(n)∣∣. (2.5)
Hence, we have
‖u‖2 =
∑
s∈Z
[(
p(s + 1)u(s),u(s))+ (L(s)u(s),u(s))]

∑
s∈Z
[
α
∣∣u(s)∣∣2 + β∣∣u(s)∣∣2]
= β∣∣u(n∗)∣∣2 + +∞∑
s=n∗
[
α
∣∣u(s)∣∣2 + β∣∣u(s + 1)∣∣2]+ n
∗−1∑
s=−∞
[
α
∣∣u(s)∣∣2 + β∣∣u(s)∣∣2]
 β
∣∣u(n∗)∣∣2 + +∞∑
∗
[
α
(∣∣u(s)∣∣− ∣∣u(s + 1)∣∣)2 + β∣∣u(s + 1)∣∣2]+ n
∗−1∑ [
α
(∣∣u(s)∣∣− ∣∣u(s + 1)∣∣)2 + β∣∣u(s)∣∣2]s=n s=−∞
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s=n∗
[
α
∣∣u(s)∣∣2 − 2α∣∣u(s)∣∣∣∣u(s + 1)∣∣+ (α + β)∣∣u(s + 1)∣∣2]
+
n∗−1∑
s=−∞
[
α
∣∣u(s + 1)∣∣2 − 2α∣∣u(s)∣∣∣∣u(s + 1)∣∣+ (α + β)∣∣u(s)∣∣2]
 β
∣∣u(n∗)∣∣2 + √(β + 4α)β − β
2
+∞∑
s=n∗
[∣∣u(s)∣∣2 − ∣∣u(s + 1)∣∣2]+ √(β + 4α)β − β
2
n∗−1∑
s=−∞
[∣∣u(s + 1)∣∣2 − ∣∣u(s)∣∣2]
=√(β + 4α)β∣∣u(n∗)∣∣2. (2.6)
(2.5) and (2.6) show that (2.1) holds. Taking p(n) = L(n) = IN in (2.1), it follows that (2.2) holds. The proof is complete. 
Remark 2.2. (2.3) and (2.4) are very interesting and the constant 1/ 4
√
5 in (2.4) is the best possible. For example, let
u(n) = ([(3− √5 )/2]|n|,0, . . . ,0) ∈ RN for n ∈ Z. Then∑
s∈Z
[∣∣u(s)∣∣2 + ∣∣u(s)∣∣2]= √5, ‖u‖∞ = ∣∣u(0)∣∣= 1.
This shows the constant 1/ 4
√
5 in (2.4) is the best possible.
Lemma 2.3. Assume that (W2) and (W3) hold. Then for every (n, x) ∈ Z × RN ,
(i) s−μW1(n, sx) is nondecreasing on (0,+∞);
(ii) s−W2(n, sx) is nonincreasing on (0,+∞).
The proof of Lemma 2.3 is routine and so we omit it.
3. Proofs of theorems
Proof of Theorem 1.1. It is clear that I(0) = 0 and I is even. We ﬁrst show that I satisﬁes the (PS)-condition. Assume that
{uk}k∈N ⊂ E is a sequence such that {I(uk)}k∈N is bounded and I ′(uk) → 0 as k → +∞. Then there exists a constant c > 0
such that∣∣I(uk)∣∣ c, ∥∥I ′(uk)∥∥E∗  c for k ∈ N. (3.1)
From (2.1), (2.2), (3.1), (W2) and (W3), we obtain
2c + 2c‖uk‖ 2I(uk) − 2

〈
I ′(uk),uk
〉
=  − 2

‖uk‖2 + 2
∑
n∈Z
[
W2
(
n,uk(n)
)− 1

(∇W2(n,uk(n)),uk(n))
]
− 2
∑
n∈Z
[
W1
(
n,uk(n)
)− 1

(∇W1(n,uk(n)),uk(n))
]
  − 2

‖uk‖2, k ∈ N.
It follows that there exists a constant A > 0 such that
‖uk‖ A for k ∈ N. (3.2)
So passing to a subsequence if necessary, it can be assumed that uk ⇀ u0 in E . For any given number ε > 0, by (W1), we
can choose ζ > 0 such that∣∣∇W (n, x)∣∣ εl(n)|x| for n ∈ Z \ J , x ∈ RN , |x| ζ. (3.3)
Since l(n) → ∞, we can also choose an integer Π >max{|k|: k ∈ J } such that
l(n) A
2
2
, |n|Π. (3.4)ζ
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∣∣uk(n)∣∣2  1l(n)
(
L(n)uk(n),uk(n)
)
 ζ
2
A2
‖uk‖2  ζ 2 for |n|Π, k ∈ N. (3.5)
Since uk ⇀ u0 in E , it is easy to verify that uk(n) converses to u0(n) pointwise for all n ∈ Z, that is
lim
k→∞
uk(n) = u0(n), ∀n ∈ Z. (3.6)
Hence, we have by (3.5) and (3.6)∣∣u0(n)∣∣ ζ for |n|Π. (3.7)
It follows from (3.6) and the continuity of ∇W (n, x) on x that there exists k0 ∈ N such that
Π∑
n=−Π
∣∣∇W (n,uk(n))− ∇W (n,u0(n))∣∣∣∣uk(n) − u0(n)∣∣< ε for k k0. (3.8)
On the other hand, it follows from (L), (3.2), (3.3), (3.5) and (3.7) that∑
|n|>Π
∣∣∇W (n,uk(n))− ∇W (n,u0(n))∣∣∣∣uk(n) − u0(n)∣∣

∑
|n|>Π
(∣∣∇W (n,uk(n))∣∣+ ∣∣∇W (n,u0(n))∣∣)(∣∣uk(n)∣∣+ ∣∣u0(n)∣∣)
 ε
∑
|n|>Π
l(n)
(∣∣uk(n)∣∣+ ∣∣u0(n)∣∣)(∣∣uk(n)∣∣+ ∣∣u0(n)∣∣)
 2ε
∑
|n|>Π
l(n)
(∣∣uk(n)∣∣2 + ∣∣u0(n)∣∣2)
 2ε
∑
|n|>Π
[(
L(n)uk(n),uk(n)
)+ (L(n)u0(n),u0(n))]
 2ε
(‖uk‖2 + ‖u0‖2)
 2ε
(
A2 + ‖u0‖2
)
, k ∈ N. (3.9)
Since ε is arbitrary, combining (3.8) with (3.9) we get∑
n∈Z
∣∣∇W (n,uk(n))− ∇W (n,u0(n))∣∣∣∣uk(n) − u0(n)∣∣→ 0 as k → ∞. (3.10)
It follows from (2.2) that〈
I ′(uk) − I ′(u0),uk − u0
〉= ‖uk − u0‖2 −∑
n∈Z
(∇W (n,uk(n))− ∇W (n,u0(n)),uk(n) − u0(n)). (3.11)
Since 〈I ′(uk)− I ′(u0),uk − u0〉 → 0, it follows from (3.10) and (3.11) that uk → u0 in E . Hence, I satisﬁes the (PS)-condition.
We now show that there exist constants ρ,α > 0 such that I satisﬁes the assumption (ii) of Lemma 2.1 with these
constants. By (W1), there exists η ∈ (0,1) such that
∣∣∇W (n, x)∣∣ 1
2
l(n)|x| for n ∈ Z \ J , x ∈ RN , |x| η. (3.12)
Since W (n,0) ≡ 0, it follows that
∣∣W (n, x)∣∣ 1
4
l(n)|x|2 for n ∈ Z \ J , x ∈ RN , |x| η. (3.13)
Set
M = sup
{
W1(n, x)
l(n)
∣∣∣ n ∈ J , x ∈ RN , |x| = 1}, (3.14)
and δ = min{1/(4M + 1)1/(μ−2), η}. If ‖u‖ = 4√(β + 4α)βδ := ρ , then by Lemma 2.2, |u(n)|  δ  η < 1 for n ∈ Z. By (L),
(3.14) and Lemma 2.3(i), we have
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n∈ J
W1
(
n,u(n)
)

∑
n∈ J ,u(n) =0
W1
(
n,
u(n)
|u(n)|
)∣∣u(n)∣∣μ
 M
∑
n∈ J
l(n)
∣∣u(n)∣∣μ
 Mδμ−2
∑
n∈ J
l(n)
∣∣u(n)∣∣2
 Mδμ−2
∑
n∈ J
(
L(n)u(n),u(n)
)
 1
4
∑
n∈ J
(
L(n)u(n),u(n)
)
. (3.15)
Set α = √(β + 4α)βδ2/4. Hence, from (2.1), (3.13), (3.15), (L), (W1) and (W3), we have
I(u) = 1
2
‖u‖2 −
∑
n∈Z
W
(
n,u(n)
)
= 1
2
‖u‖2 −
∑
n∈Z\ J
W
(
n,u(n)
)−∑
n∈ J
W
(
n,u(n)
)
 1
2
‖u‖2 − 1
4
∑
n∈Z\ J
l(n)
∣∣u(n)∣∣2 −∑
n∈ J
W1
(
n,u(n)
)
 1
2
‖u‖2 − 1
4
∑
n∈Z\ J
(
L(n)u(n),u(n)
)− 1
4
∑
n∈ J
(
L(n)u(n),u(n)
)
= 1
2
∑
n∈Z
(
p(n + 1)u(n),u(n))+ 1
4
∑
n∈Z
(
L(n)u(n),u(n)
)
 1
4
∑
n∈Z
[(
p(n + 1)u(n),u(n))+ (L(n)u(n),u(n))]
= 1
4
‖u‖2
= α. (3.16)
(3.16) shows that ‖u‖ = ρ implies that I(u) α, i.e., I satisﬁes assumption (ii) of Lemma 2.1.
Now, we prove (iii). Let E ′ be a ﬁnite dimensional subspace of E . Since all norms of a ﬁnite dimensional normed space
are equivalent, so there is a constant c > 0 such that
‖u‖ c‖u‖∞ for u ∈ E ′. (3.17)
Assume that dim E ′ =m and u1,u2, . . . ,um is the basis of E ′ such that
〈ui,u j〉 =
{
c2, i = j,
0, i = j, i, j = 1,2, . . . ,m. (3.18)
Since ui ∈ E , we can choose an integer Π1 >max{|k|: k ∈ J } such that∣∣ui(n)∣∣< η
m
, |n| > Π1, i = 1,2, . . . ,m. (3.19)
Set Θ = {u ∈ E ′: ‖u‖ = c}. Then for u ∈ Θ , there exist λi ∈ R, i = 1,2, . . . ,m such that
u(n) =
m∑
i=1
λiui(n) for n ∈ Z, (3.20)
it follows that
c2 = ‖u‖2 = 〈u,u〉 =
m∑
i=1
λ2i 〈ui,ui〉 = c2
m∑
i=1
λ2i ,
which implies that |λi| 1 for i = 1,2, . . . ,m. Hence, for u ∈ Θ , let |u(n0)| = ‖u‖∞ , then by (3.17) and (3.20) we have
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∣∣u(n0)∣∣ m∑
i=1
|λi|
∣∣ui(n0)∣∣ m∑
i=1
∣∣ui(n0)∣∣, u ∈ Θ. (3.21)
This shows that there exists i0 ∈ {1,2, . . . ,m} such that |ui0(n0)| 1/m, which, together with (3.19), implies that |n0|Π1.
Set
τ =min{W1(n, x): |n|Π1, |x| = 1}. (3.22)
Since W1(n, x) > 0 for all n ∈ Z and x ∈ RN \ {0}, and W1(n, x) is continuous in x, so τ > 0. It follows from (3.21), (3.22)
and Lemma 2.3(i) that
Π1∑
n=−Π1
W1
(
n,u(n)
)
W1
(
n0,u(n0)
)
W1
(
n0,
u(n0)
|u(n0)|
)∣∣u(n0)∣∣μ

[
min|x|=1W1(n0, x)
]∣∣u(n0)∣∣μ
 τ for u ∈ Θ. (3.23)
For any u ∈ E , it follows from (2.3) and Lemma 2.3(ii) that
Π1∑
n=−Π1
W2
(
n,u(n)
)= ∑
n∈Z(−Π1,Π1), |u(n)|>1
W2
(
n,u(n)
)+ ∑
n∈Z(−Π1,Π1), |u(n)|1
W2
(
n,u(n)
)

∑
n∈Z(−Π1,Π1), |u(n)|>1
W2
(
n,
u(n)
|u(n)|
)∣∣u(n)∣∣ + Π1∑
n=−Π1
max
|x|1
∣∣W2(n, x)∣∣
 ‖u‖∞
Π1∑
n=−Π1
max|x|=1
∣∣W2(n, x)∣∣+ Π1∑
n=−Π1
max
|x|1
∣∣W2(n, x)∣∣

[
(β + 4α)β]−/4‖u‖ Π1∑
n=−Π1
max|x|=1
∣∣W2(n, x)∣∣+ Π1∑
n=−Π1
max
|x|1
∣∣W2(n, x)∣∣
= M1‖u‖ + M2, (3.24)
where
M1 =
[
(β + 4α)β]−/4 Π1∑
n=−Π1
max|x|=1
∣∣W2(n, x)∣∣, M2 = Π1∑
n=−Π1
max
|x|1
∣∣W2(n, x)∣∣.
From (3.13), (3.19), (3.20), (3.23), (3.24) and Lemma 2.3, we have for u ∈ Θ and σ > 1
I(σu) = σ
2
2
‖u‖2 −
∑
n∈Z
W
(
n,σu(n)
)
= σ
2
2
‖u‖2 +
∑
n∈Z
W2
(
n,σu(n)
)−∑
n∈Z
W1
(
n,σu(n)
)
 σ
2
2
‖u‖2 + σ
∑
n∈Z
W2
(
n,u(n)
)− σμ∑
n∈Z
W1
(
n,u(n)
)
= σ
2
2
‖u‖2 + σ
∑
|n|>Π1
W2
(
n,u(n)
)− σμ ∑
|n|>Π1
W1
(
n,u(n)
)
+ σ
Π1∑
n=−Π1
W2
(
n,u(n)
)− σμ Π1∑
n=−Π1
W1
(
n,u(n)
)
 σ
2
2
‖u‖2 − σ
∑
W
(
n,u(n)
)
|n|>Π1
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Π1∑
n=−Π1
W2
(
n,u(n)
)− σμ Π1∑
n=−Π1
W1
(
n,u(n)
)
 σ
2
2
‖u‖2 + σ

4
∑
|n|>Π1
l(n)
∣∣u(n)∣∣2 + σ(M1‖u‖ + M2)− τσμ
 σ
2
2
‖u‖2 + σ

4
‖u‖2 + σ(M1‖u‖ + M2)− τσμ
= (cσ)
2
2
+ c
2σ
4
+ M1(cσ) + M2σ − τσμ. (3.25)
Since μ >  > 2, we deduce that there is σ0 = σ0(c,M1,M2, τ ) = σ0(E ′) > 1 such that
I(σu) < 0 for u ∈ Θ and σ  σ0.
That is
I(u) < 0 for u ∈ E ′ and ‖u‖ cσ0.
This shows that (iii) of Lemma 2.1 holds. By Lemma 2.1, I possesses an unbounded sequence {dk}k∈N of critical values with
dk = I(uk), where uk is such that I ′(uk) = 0 for k = 1,2, . . . . If {‖uk‖}k∈N is bounded, then there exists B > 0 such that
‖uk‖ B for k ∈ N. (3.26)
By a similar fashion for the proof of (3.5) and (3.7), for the given η in (3.13), there exists Π2 >max{|k|: k ∈ J } such that∣∣uk(n)∣∣ η for |n|Π2, k ∈ N. (3.27)
Thus, from (2.1), (2.3), (3.13), (3.26) and (3.27), we have
1
2
‖uk‖2 = dk +
∑
n∈Z
W
(
n,uk(n)
)
= dk +
∑
|n|>Π2
W
(
n,uk(n)
)+ Π2∑
n=−Π2
W
(
n,uk(n)
)
 dk − 14
∑
|n|>Π2
l(n)
∣∣uk(n)∣∣2 − Π2∑
n=−Π2
W2
(
n,uk(n)
)
 dk − 14‖uk‖
2 −
Π2∑
n=−Π2
max
|x|[(β+4α)β]−1/4B
∣∣W2(n, x)∣∣. (3.28)
It follows that
dk 
3
4
‖uk‖2 +
Π2∑
n=−Π2
max
|x|[(β+4α)β]−1/4B
∣∣W2(n, x)∣∣< +∞.
This contradicts the fact that {dk}k∈N is unbounded, and so {‖uk‖}k∈N is unbounded. The proof is complete. 
Proof of Theorem 1.2. In the proof of Theorem 1.1, the condition that W2(n, x)  0 for (n, x) ∈ J × RN , |x|  1 in (W1) is
only used in the proof of assumption (ii) of Lemma 2.1. Therefore, we only prove that assumption (ii) of Lemma 2.1 still
holds using (W1′) instead of (W1). By (W1′), there exists η ∈ (0,1) such that
∣∣∇W (n, x)∣∣ 1
2
l(n)|x| for (n, x) ∈ Z × RN , |x| η. (3.29)
Since W (n,0) ≡ 0, it follows that
∣∣W (n, x)∣∣ 1
4
l(n)|x|2 for (n, x) ∈ Z × RN , |x| η. (3.30)
If ‖u‖ = 4√(β + 4α)βη := ρ , then by Lemma 2.2, |u(n)|  η for n ∈ Z. Set α = √(β + 4α)βη2/4. Hence, from (2.1), (3.30)
and (L), we have
X. Lin, X.H. Tang / J. Math. Anal. Appl. 373 (2011) 59–72 69I(u) = 1
2
‖u‖2 −
∑
n∈Z
W
(
n,u(n)
)
 1
2
‖u‖2 − 1
4
∑
n∈Z
l(n)
∣∣u(n)∣∣2
 1
2
‖u‖2 − 1
4
∑
n∈Z
(
L(n)u(n),u(n)
)
= 1
2
∑
n∈Z
(
p(n + 1)u(n),u(n))+ 1
4
∑
n∈Z
(
L(n)u(n),u(n)
)
 1
4
∑
n∈Z
[(
p(n + 1)u(n),u(n))+ (L(n)u(n),u(n))]
= 1
4
‖u‖2
= α. (3.31)
(3.31) shows that ‖u‖ = ρ implies that I(u)  α, i.e., assumption (ii) of Lemma 2.1 holds. The proof of Theorem 1.2 is
completed. 
Proof of Theorem 1.3. We ﬁrst show that I satisﬁes condition (C). Assume that {uk}k∈N ⊂ E is a (C) sequence of I , that is,
{I(uk)}k∈N is bounded and (1+ ‖uk‖)‖I ′(uk)‖ → 0 as k → +∞. Then it follows from (2.1) and (2.2) that
C1  2I(uk) −
〈
I ′(uk),uk
〉
=
∑
n∈Z
[(∇W (n,uk(n)),uk(n))− 2W (n,uk(n))]. (3.32)
It follows from (W1′) that there exists η ∈ (0,1) such that (3.30) holds. By (W5), we have(∇W (n, x), x) 2W (n, x) 0 for (n, x) ∈ Z × RN , k ∈ N, (3.33)
and
W (n, x)
(
a + b|x|ν)[(∇W (n, x), x)− 2W (n, x)] for (n, x) ∈ Z × RN , |x| η. (3.34)
It follows from (2.1), (2.3), (3.30), (3.32), (3.33) and (3.34) that
1
2
‖uk‖2 = I(uk) +
∑
n∈Z
W
(
n,uk(n)
)
= I(uk) +
∑
n∈Z (|uk(n)|η)
W
(
n,uk(n)
)+ ∑
n∈Z (|uk(n)|>η)
W
(
n,uk(n)
)
 I(uk) + 14
∑
n∈Z (|uk(n)|η)
l(n)
∣∣uk(n)∣∣2
+
∑
n∈Z (|uk(n)|>η)
(
a + b∣∣uk(n)∣∣ν)[(∇W (n,uk(n)),uk(n))− 2W (n,uk(n))]
 C2 + 1
4
‖uk‖2 +
∑
n∈Z
(
a + b∣∣uk(n)∣∣ν)[(∇W (n,uk(n)),uk(n))− 2W (n,uk(n))]
 C2 + 1
4
‖uk‖2 +
(
a + b‖uk‖ν∞
)∑
n∈Z
[(∇W (n,uk(n)),uk(n))− 2W (n,uk(n))]
 C2 + 1
4
‖uk‖2 + C1
(
a + b‖uk‖ν∞
)
 C2 + 1
4
‖uk‖2 + C1
{
a + [(α + 4β)β]−ν/4b‖uk‖ν}, k ∈ N. (3.35)
Since ν < 2, it follows from (3.35) that {‖uk‖}k∈N is bounded. Similar to the proof of Theorem 1.1, we can prove that {uk}
has a convergent subsequence in E . Hence, I satisﬁes condition (C).
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Lemma 2.1 is the same as in the proof of Theorem 1.2.
Now, we prove assumption (iii) of Lemma 2.1. Let E ′ be a ﬁnite dimensional subspace of E . Since all norms of a ﬁnite
dimensional normed space are equivalent, so there is a constant c > 0 such that (3.17) holds. Assume that dim E ′ =m and
u1,u2, . . . ,um is the basis of E ′ such that (3.18) holds. Let η,Π1 and Θ be the same as in the proof of Theorem 1.1. Then
(3.19), (3.20) and (3.21) hold. For the Π1 given in the proof of Theorem 1.1, by (W6), there exists σ0 = σ0(c,Π1) > 1 such
that
s−2 min|x|=1W (n, sx) c
2 for s σ0, n ∈ Z(−Π1,Π1). (3.36)
For u ∈ Θ , it follows from (3.19) and (3.21) that there exists n0 = n0(u) ∈ Z(−Π1,Π1) such that
1
∣∣u(n0)∣∣= ‖u‖∞. (3.37)
It follows from (2.1), (3.33), (3.36) and (3.37) that
I(σu) = σ
2
2
‖u‖2 −
∑
n∈Z
W
(
n,σu(n)
)
 σ
2
2
‖u‖2 − W (n0,σu(n0))
 σ
2
2
‖u‖2 − min|x|=1W
(
n0,σ
∣∣u(n0)∣∣x)
 (cσ)
2
2
− (cσ)2∣∣u(n0)∣∣2
 (cσ)
2
2
− (cσ)2
= − (cσ)
2
2
, u ∈ Θ, σ  σ0. (3.38)
We deduce that there is σ0 = σ0(c,Π1) = σ0(E ′) > 1 such that
I(σu) < 0 for u ∈ Θ and σ  σ0.
That is
I(u) < 0 for u ∈ E ′ and ‖u‖ cσ0.
This shows that condition (iii) of Lemma 2.1 holds. By Lemma 2.1, I possesses an unbounded sequence {dk}k∈N of critical
values with dk = I(uk), where uk is such that I ′(uk) = 0 for k = 1,2, . . . . From (2.1) and (3.33), we have
1
2
‖uk‖2 = dk +
∑
n∈Z
W
(
n,uk(n)
)
 dk, k ∈ N.
Since {dk}k∈N is unbounded, it follows that {‖uk‖}k∈N is unbounded. The proof is complete. 
4. Examples
In this section, we give some examples to illustrate our results.
Example 4.1. In system (1.1), let p(n) be an N × N real symmetric positive deﬁnite matrix for all n ∈ Z and L(n) = l(n)IN ,
and let
W (n, x) = l(n)[a|x|4+|n| − b|x|(5+3|n|)/(4+|n|)],
where a,b > 0, l : Z → (0,∞) such that l(n) → +∞ as |n| → +∞. Let μ = 4,  = 3, J = {−3,−2,−1,0,1,2,3} and
W1(n, x) = al(n)|x|4+|n|, W2(n, x) = bl(n)|x|(5+3|n|)/(4+|n|).
Then it is easy to verify that all conditions of Theorem 1.1 are satisﬁed. By Theorem 1.1, system (1.1) has an unbounded
sequence of homoclinic solutions.
X. Lin, X.H. Tang / J. Math. Anal. Appl. 373 (2011) 59–72 71Example 4.2. In system (1.1), let p(n) be an N × N real symmetric positive deﬁnite matrix for all n ∈ Z and L(n) = l(n)IN ,
and let
W (n, x) = l(n)
(
m∑
i=1
ai|x|μi −
k∑
j=1
b j|x| j
)
,
where l : Z → (0,∞) such that l(n) → +∞ as |n| → +∞, μ1 > μ2 > · · · > μm > 1 > 2 > · · · > k > 2, ai,b j > 0, i =
1,2, . . . ,m; j = 1,2, . . . ,k. Let μ = μm ,  = 1, and
W1(n, x) = l(n)
m∑
i=1
ai |x|μi , W2(n, x) = l(n)
k∑
j=1
b j|x| j .
Then it is easy to verify that all conditions of Theorem 1.2 are satisﬁed. By Theorem 1.2, system (1.1) has an unbounded
sequence of homoclinic solutions.
Example 4.3. In system (1.1), let p(n) be an N × N real symmetric positive deﬁnite matrix for all n ∈ Z and L(n) =
diag(l1(n), l2(n), . . . , lN (n)), and let
W (n, x) = l(n)(a1|x|μ1 + a2|x|μ2 − b1(sinn)|x|1 − b2|x|2),
where l, li : Z → (0,∞), i = 1,2, . . . ,N such that l(n) → +∞ as |n| → +∞ and li(n)  l(n) for n ∈ Z and i = 1,2, . . . ,N ,
μ1 > μ2 > 1 > 2 > 2, a1,a2 > 0, b1,b2 > 0. Let μ = μ2,  = 1, and
W1(n, x) = l(n)
(
a1|x|μ1 + a2|x|μ2
)
, W2(n, x) = l(n)
[
b1(sinn)|x|1 + b2|x|2
]
.
Then it is easy to verify that all conditions of Theorem 1.2 are satisﬁed. By Theorem 1.2, system (1.1) has an unbounded
sequence of homoclinic solutions.
Example 4.4. In system (1.1), let p(n) be an N × N real symmetric positive deﬁnite matrix for all n ∈ Z and L(n) = l(n)IN ,
and let
W (n, x) = l(n)(1+ sinn)|x|2 ln(1+ |x|),
where l : Z → (0,∞) such that l(n) → +∞ as |n| → +∞. Since
(∇W (n, x), x)= l(n)(1+ sinn)[2|x|2 ln(1+ |x|)+ |x|3
1+ |x|
]

(
2+ 1
1+ |x|
)
W (n, x) 0, ∀(n, x) ∈ Z × RN .
This shows that (W5) holds with a = b = ν = 1. In addition, for any n ∈ Z
s−2 min|x|=1W (n, sx) = s
−2 min|x|=1
[
l(n)(1+ sinn)|sx|2 ln(1+ |sx|)]
= l(n)(1+ sinn) ln(1+ s)
→ +∞, s → +∞.
This shows that (W6) also holds. It is easy to verify that assumptions (L), (W1′) and (W4) of Theorem 1.3 are satisﬁed. By
Theorem 1.3, system (1.1) has an unbounded sequence of homoclinic solutions.
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