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ABSTRACT
Gradient boosted trees and other regression tree models perform well in a wide range of real-
world, industrial applications. These tree models (i) offer insight into important prediction features,
(ii) effectively manage sparse data, and (iii) have excellent prediction capabilities. Despite their
advantages, they are generally unpopular for decision-making tasks and black-box optimization,
which is due to their difficult-to-optimize structure and the lack of a reliable uncertainty measure.
ENTMOOT is our new framework for integrating (already trained) tree models into larger optimization
problems. The contributions of ENTMOOT include: (i) explicitly introducing a reliable uncertainty
measure that is compatible with tree models, (ii) solving the larger optimization problems that
incorporate these uncertainty aware tree models, (iii) proving that the solutions are globally optimal,
i.e. no better solution exists. In particular, we show how the ENTMOOT approach allows a simple
integration of tree models into decision-making and black-box optimization, where it proves as a
strong competitor to commonly-used frameworks.
Keywords Gradient boosted trees · branch-and-bound · mixed-integer programming · decision-making under
uncertainty · black-box optimization
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1 Introduction
Traditional engineering disciplines, e.g. chemical engineering, seek to integrate powerful machine learning tools into
their routines and decision-making. Associated industrial applications are often subject to complex systems with
high-dimensional input feature spaces. But, while advances in sensor technology led to increased monitoring of
industrial manufacturing and large-scale data collection, advanced control equipment often keeps processes close to
a few operating states [PR13; Tsa+18]. Manufacturing companies may run experimental studies to maximize data
variability and gain system knowledge. However, these experimental studies are often expensive and result in datasets
with relatively few datapoints. Coupled with high system dimensionality, this leads to two related challenges: large
datasets with low variability and small datasets with high variability.
The models resulting from these datasets pose challenges for classical machine learning methods. The models will be
further corrupted by noise, inaccurate measurements and malfunctioning sensor equipment. Therefore, it is inevitable to
consider model uncertainty when embedding machine learning models into optimization settings, e.g. larger decision-
making. Our proposed approach optimizes over machine learning models in an uncertainty aware setup to prevent
excessive extrapolation of such data-driven model architectures. We extend our framework by using the same uncertainty
considerations to handle feature space explo- ration in black-box optimization settings. This way, our tool can (i) guide
decision-making when using machine learning models trained with challenging datasets, and (ii) help to improve such
datasets by suggesting new promising experimental setups.
Possible data-driven model architectures are Gaussian processes (GPs), artificial neural networks (ANN) and gradient
boosted trees (GBTs). Traditionally, GPs automatically account for model uncertainty but may sometimes be limited
to smaller datasets with moderate dimension [Sha+16]. ANNs have shown outstanding generalization capabilities for
large amounts of data [He+15; Hin+12]. However, ANNs have no built-in model uncertainty measure predicting poor
model performance, making them unsuitable for some industrial applications, especially in safety critical environments.
Heuristically, GBTs work well in real-world industrial settings [Fri00]. GBTs have many advantages, e.g. (i) handling
both numerical and categorical variables, and (ii) robustness against scaling differences in the training data [CG16;
Ke+17]. Similar to ANNs, GBTs do not come with a built-in uncertainty measure.
ENTMOOT (ENsemble Tree MOdel Optimization Tool) is an optimization framework that optimizes over pre-trained
large-scale GBTs with a built-in uncertainty measure. This measure can either favor solutions in regions with good GBT
prediction expectation, or to explore promising areas in the feature space. ENTMOOT derives mathematically proven
-global optimal solutions, i.e. no better solutions exist within a pre-determined numerical tolerance. Globally optimal
solutions are crucial for decision-making in many industrial applications, e.g. high-throughput production plants where
small improvements significantly increase profits, and safety critical applications [BMF16]. For black-box optimization,
globally optimal solutions may provide the ideal exploitation and exploration trade-off, given by the acquisition function.
Stochastic optimization methods may not find the extreme points of underlying acquisition functions, consisting of
complicated surrogate models and uncertainty measures. This is especially true in high dimensions.
2 Related Work
When incorporating tree-based models into decision-making and black-box optimization, random forests (RFs) [Bre01]
and GBTs [Fri00; Fri02] are popular model architectures. Misˇic´ (2017) first proposed a mixed-integer linear problem
(MILP) formulation that integrates RFs into decision-making. Later, Mistry et al. (2018) utilize the same formulation
to incorporate GBTs into an optimization setting. Lombardi and Milano (2018) survey embedding machine learning
models into large decision-making problems and distinguish several ways of incorporating machine learning models into
optimization frameworks. Mistry et al. (2018) and Misˇic´ (2017) rely on traditional optimization techniques to optimize
over pre-trained models, while Donti, Amos, and Kolter (2017) train machine learning models to directly output optimal
decisions. Donti, Amos, and Kolter (2017) generate decisions (solutions) in close to real time, but lack theoretical
guarantees on both constraint satisfaction and obtained solution quality. Traditional optimization-based approaches
may be slower, but incorporate rigorous guarantees. ENTMOOT fits into the optimization-based category. ENTMOOT
uses the Misˇic´ (2017) formulation for GBTs and combines it with a reliable distance-based model uncertainty measure,
making it particularly suitable for decision-making under uncertainty and black-box optimization.
Shahriari et al. (2016) investigate different model architectures for Bayesian optimization (BO). While GPs are generally
the most popular choice in BO, there is an ever growing body of research using tree-based models for surrogate model
guided black-box optimization. The SMAC framework [HHL11] integrates RFs into BO and proposes a variance
estimate for RFs, capturing their model uncertainty in unexplored regions. Similarly, scikit-optimize [The18] utilizes
RFs for BO and also offers a framework for using GBTs in black-box optimization. Both SMAC and scikit-optimize
rely on stochastic methods for optimizing over surrogate models and cannot give optimality guarantees. ENTMOOT
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utilizes deterministic optimization techniques and thereby offers proven -global solutions guaranteed to obey instance
specific constraints.
3 Proposed Approach
Our main contributions are:
1. We formalize a spatial model uncertainty measure for tree-based ensemble methods quantifying model
prediction performance in regions of the input feature space.
2. We propose a mixed-integer nonlinear optimization formulation for optimizing pre-trained tree-based ensemble
models incorporating our model uncertainty measure to incentivize optimal solutions close to the training
data where accurate model prediction performance is expected. A hyperparameter tunes exploration vs.
exploitation. The formulation can incorporate additional constraints representing known relationships between
input variables.
3. We present a divide-and-conquer algorithm that effectively optimizes large-scale instances to -global optimal-
ity. The algorithm outperforms commercial off-the-shelf optimization software for large tree-based ensemble
models with regards to solving time and capability of handling large-scale problems.
4. We introduce a modified mixed-integer nonlinear problem to extend the framework for black-box optimization
tasks. Our comprehensive test setup shows that the proposed approach compares well against other black-box
optimization toolboxes using tree-based models or GPs.
5. Our approach contributes to data-driven models for optimal decision-making under uncertainty. It is especially
attractive in small-data settings or for low observational diversity.
6. Our approach contributes to general machine learning by allowing in-depth analysis of tree-based ensemble
models. It determines minimal and maximal model prediction values which helps to understand model behavior
and therefore, contributes to its interpretability.
7. The extended framework identifies regions with low data densities that show a high potential for improving
the decision-making objective. It compares well against other black-box optimization toolboxes especially in
high-dimensional settings and scales well for large datasets.
8. We provide extensive computational studies that show the effectiveness of the proposed model uncertainty
measure and the performance of our approach for different random seeds and hyper-parameter settings.
4 Spatial Distance as an Uncertainty Measure
GBTs function well as interpolators, i.e. they have good prediction performance when evaluated close to their training
data. However, they are poor extrapolators with decreasing prediction performance for unexplored regions of the input
feature space not covered by the training data. Large prediction variances w.r.t. the ground truth characterize these
unexplored regions. Different methods estimate the model variance of tree-based models, e.g. infinitesimal jackknife
and jackknife-after-bootstrap [WHE14; HHL11]. Several software tools use quantile regression [KH01] to quantify
uncertainty estimates for both RFs [HHL11; Hut+14], i.e. using quantile regression forests [Mei06], and GBTs [The18].
We propose a different uncertainty estimate α(x) based on the Euclidean distance squared to the closest point xd in
dataset D that we define as α:
α(x) = min
d∈D
‖x− xd‖22. (1)
We assume that at locations x ∈ Rn, where n defines the dimensionality of the feature space, high values of α indicate
large average model errors. The Euclidean distance squared is a popular measure commonly-used in training algorithms
relying on least squares regression to quantify the model error. It is also used in clustering algorithms, e.g. k-means
[Llo82], and determines how equal cluster members are to each other.
5 Incorporating Tree-Based Models into Decision-Making Problems
In general, decision-making includes optimization problems where we want to determine the extreme points of an
underlying model to guarantee that the best option is chosen. When using data-driven models, e.g. GBTs, uncertainty
considerations are crucial to determine regions in the input feature space with accurate model predictions. The
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optimization problem becomes a trade-off between improving the objective value and regulating model uncertainty. The
objective function to this problem is:
min
x,z,y,αpen
∑
t∈T
∑
l∈Lt
Ft,lzt,l + λ αpen. (2)
We seek to determine x∗ ∈ Rn, z∗, y∗ and α∗pen that minimize Objective (2). The first part of Equation (2) refers to
the prediction value returned by the already-trained GBTs, i.e. the sum of leaf value Ft,l parameters. The leaves are
indexed by t ∈ T and l ∈ Lt, with T andLt defining the set of trees and leaves in every tree t, respectively. Variables
zt,l ∈ R function as binary switches, determining which leaves are active. The continuous variable vector x ∈ Rn
is bounded by the lower bounds vL and upper bounds vU derived from dataset D . The second term of the objective
function, αpen, is a variable incentivizing solutions in regions of high data density, where ENTMOOT expects accurate
model predictions. We define αpen in Section 5.1. The tunable parameter λ weights the penalty measure, such that
larger values result in more conservative solutions. The objective is subject to the constraints [Misˇ17]:∑
l∈Lt
zt,l = 1, ∀t ∈ T , (3a)∑
l∈Leftt,s
zt,l ≤ yi(s),j(s), ∀t ∈ T , s ∈ Vt, (3b)∑
l∈Rightt,s
zt,l ≤ 1− yi(s),j(s), ∀t ∈ T , s ∈ Vt, (3c)
yi,j ≤ yi,j+1, ∀i ∈ [n] , (3d)
∀j ∈ [mi − 1] ,
yi,j ∈ {0, 1}, ∀i ∈ [n] , (3e)
∀j ∈ [mi] ,
zt,l ≥ 0, ∀t ∈ T , l ∈ Lt. (3f)
Equation (3a) ensures that only one leaf per tree contributes to the GBTs prediction. Equations (3b), (3c) and (3d) force
all splits s ∈ Vt, leading to an active leaf, to occur in the correct order. Binary switches yi(s),j(s) determine which
splits are active. The continuous variables x translate to the intervals vi,j , defined by the GBTs splits, through linking
constraints:
xi ≥ vi,0 +
mi∑
j=1
(vi,j − vi,j−1) (1− yi,j) , (4a)
∀i ∈ [n] ,
xi ≤ vi,mi+1 +
mi∑
j=1
(vi,j − vi,j−1) yi,j , (4b)
∀i ∈ [n] ,
xi ∈
[
vLi , v
U
i
]
, ∀i ∈ [n] . (4c)
5.1 Cluster Distance Penalty
A similar uncertainty measure as introduced in Section 4 defines αpen. To moderate the optimization problem size, we
use a clustering algorithm on the training data D , e.g. k-means [Llo82], to define a setK of clusters. The cluster center
positions xk,∀k ∈ K define regions in the input feature space where data is located. This approximates the desired
properties of the Section 4 uncertainty measure and defines the variable αpen in Objective (2), penalizing uncertain
regions of feature space x. We add the following constraints to the optimization problem:
‖σ−1diag(x− µ)− xk‖22 ≤ αpen +M(1− bk), (5a)
∀k ∈ K ,∑
k∈K
bk = 1, (5b)
αpen ≥ 0, (5c)
bk ∈ {0, 1}, ∀k ∈ K . (5d)
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(a) GBTs (b) Penalty
k1 k2
(c) GBTs + Penalty
Figure 1: (a) Prediction of f(x) = −x sin(x) by GBT model; (b) cluster distance penalty; (c) summation of GBT model
prediction and cluster distance penalty.
The clustering algorithm derives the cluster centers from a standardized dataset, requiring the standardization of x by
the sample mean µ and the diagonal matrix σdiag, holding the sample standard deviation, as shown in Equation (5a).
So-called “big-M” constraints [NW88] ensure that αpen takes the value of the Euclidean distance squared to the closest
cluster center. Binary variables bk ∈ {0, 1} are included into the set of optimization variables and function as a binary
switch. When bk = 0, the constraint is inactivated and when bk = 1, a sufficiently large M coefficient is multiplied by
0 and effectively disappears. All cluster centers that are inactive have bk = 0 so that the large value of M makes their
constraints redundant. Equation (5b) enforces exactly one active cluster. The coefficient M is important, as too large
values will result in a weaker problem formulation. Here, the coefficient M can be calculated:
M = max
k1,k2∈K
‖xk1 − xk2‖22 + max
k∈K
rk, (6)
with the left term defining the maximum Euclidean distance squared between two clusters. Radius rk is the Eu-
clidean distance squared from the cluster center xk to its most distant cluster member. The optimization model, i.e.
Equations (2) – (5), is a convex mixed-integer nonlinear problem (MINLP) [DG86; Kro+19].
5.2 Example
To see a simple example of how the penalty influences the optimal solution, we define a system’s ground truth as
f(x) = −x sin(x). The function is sampled at 10 positions at the edges of the interval [0, 10]. Samples in the interval
center are purposely avoided to imitate a problematic data collection scenario. We train a simple GBT model using
the collected data. However, the sample void in the interval center causes high GBTs prediction errors. As shown in
Figure 1 (a), minimizing only the GBT model within ENTMOOT could reveal an optimal point near the undesired
maximum value of the ground truth f(x). But ENTMOOT seeks to remove model uncertainty with a penalty measure
based on data cluster distances. In this simple example, ENTMOOT identifies the two clusters at the edges of the
domain of f(x). Figure 1 (b) depicts the positive Euclidean distance squared to their cluster centers. Instead of directly
minimizing the GBT model, ENTMOOT considers the sum of penalty measure and GBT model prediction. As shown
in Figure 1 (c), ENTMOOT effectively shifts the minimum towards the right cluster center and gives a more accurate
solution with respect to the ground truth.
5.3 Case Study: Fermentation Model
This simple case study uses a mechanistic fermentation model [Zna+04; Elq+13] describing the manufacturing CP of a
chemical product. Integrating a system of four differential and one algebraic equation determines the production CP
based on a control sequence x. To imitate an industrial sample selection process, we generate the time series input data
as blobs using the scikit-learn library [Ped+11]. This sampling strategy evaluates the mechanistic model as a black-box
and generates a dataset that is used to train GBTs, utilizing the LightGBM library [Ke+17]. The dimensionality of this
problem, i.e. the number of time steps considered for the control sequence, is set to x ∈ R20, and the dataset consists
of 4,000 points. The test setup uses a range of different penalty parameter values and Gurobi 9.0 derives the optimal
solution x∗ of the formulation defined in Section 5 to compute the relative model error depending on penalty parameter
λ:
GBTs(λ) =
GBTs(x∗)− BB(x∗)
GBTs(x∗)
· 100%, (7)
where BB(x) defines the ground truth of the black-box, obtained from evaluating the fermentation model. Figure 2
depicts the relative model error. The results show a clear trend of decreasing relative model errors GBTs(λ) for high
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Figure 2: Relative model error GBTs for different penalty parameters λ. The graph depicts 1st quartile, median and 3rd
quartile based on 50 random seeds.
Figure 3: Explicit evaluation of Euclidean distance squared to cluster center projections onto box S for effective
computation of bαpen,S .
penalty parameter values. Large λ values significantly restrict the search domain to a degree that x∗ converges to the
cluster center with the lowest objective value. Note in Figure 2, the relative model error converges to a value greater
than 0 because there is some model error associated with the cluster center. This error would converge to 0 with more
data representing each of the clusters. For reproducibility, Supplementary Material B comprehensively describes the
test setup.
5.4 Extension for Large Tree Models
When the GBT model becomes extremely large, i.e. more than 2000 trees with a large number of splits per tree,
Gurobi 9.0 struggles to prove optimality for the large-scale MINLP. To handle these large-scale instances, ENTMOOT
uses a more effective bounding strategy [Mis+18].
Like Gurobi 9.0, ENTMOOT uses a deterministic branch-and-bound approach, divide-and-conquer, over the domain
[vL,vU ]. Branch-and-bound characterizes every sub-domain in a minimization problem by a lower objective bound on
the best possible solution in the domain. Individual domains are rejected for infeasible subproblems or when their lower
bound exceeds the current best feasible solution, i.e. the upper bound. Branch-and-bound thereby aims to avoid explicit
enumeration of all possible solutions [LD60; Mor+16]. ENTMOOT, like Mistry et al. (2018), uses strong branching to
reduce the search space. To compute a new lower bound RˆS for domain S, ENTMOOT decomposes the Objective (2)
into two parts:
RˆS = bGBTs,S + bαpen,S , (8)
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Figure 4: ENTMOOT’s algorithmic setup for large tree models.
where bGBTs,S and bαpen,S define the objective lower bounds in domain S for the GBT model and penalty function,
respectively. Computing the tightest objective lower bound for GBTs(x) in domain S is NP-hard [Misˇ17] and hence,
difficult to provide for large GBT model instances. ENTMOOT derives a weaker objective lower bound bGBTs,S by
partition refinement [Mis+18]. We compute bαpen,S in time linear to the number of clusters multiplied by the number of
dimensions, i.e. O(|K | · n). ENTMOOT does this by calculating the Euclidean distance squared from cluster center
xk to the projection x′k of the cluster center on box S. ENTMOOT picks the minimum of these distances for b
αpen,S
or sets it to 0 in case one of the cluster centers is contained in domain S. Figure 3 depicts this procedure. As αpen
increases for regions distant from training data, deriving a weak bound for GBTs(x) can often reject large domains as
the “weak” lower bound surpasses the current best feasible solution. For domains not rejected based on this penalty
condition, bGBTs,S is recomputed to derive tighter bounds for GBTs(x) in domain S. After every iteration, the best
feasible solution and the lowest lower bound converge and ultimately prove global optimality. In practice, the algorithm
terminates after reaching a pre-defined optimality gap between best feasible solution and smallest lower bound. From
the structure of the problem, we know that pre-defined cluster centers by definition have αpen(xk) = 0. A good initial
feasible solution xfeas can therefore be derived by:
xfeas = min
k∈K
{GBTs(xk)} . (9)
Figure 4 summarizes ENTMOOT’s divide-and-conquer approach for large GBTs.
5.5 Case Study: Concrete Mixture
This section tests how better objective lower bounding strategies can help handle large-scale tree models. We utilize
the concrete strength dataset [Yeh98] from the UCI machine learning repository [DG17]. The objective is to optimize
concrete compressive strength based on ingredient proportions. A GBT model with 4000 trees and a maximum
interaction depth of 14 was trained. We compare Gurobi 9 and ENTMOOT runs terminated after a fixed time limit
of 4 h and Table 1 shows the bound improvements. ENTMOOT highly benefits from the warm-starting approach and
bounding strategy mentioned in Section 5.4 and produces better upper and lower bounds after 4 h of runtime. For blank
entries in Table 1, ENTMOOT has proven -global optimality already, with a relative optimality gap of 0.01 %. This
happens for large penalty parameter values, as large regions can be rejected quickly. For more details regarding the test
setup and more results for different λ values, see Supplementary Material C.
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ENTMOOT Gurobi 9.0
λ = 0.1 ub lb ub lb
1 h -46.8 -50.8 -40.9 -60.5
2 h -46.8 -49.1 -43.9 -57.4
3 h -46.8 -47.8 -45.0 -56.6
4 h -46.8 -47.6 -45.0 -51.9
λ = 10 ub lb ub lb
1 h -46.8 -50.53 -1.1 -60.5
2 h -46.8 -48.0 -33.6 -57.7
3 h - - -33.6 -56.7
4 h - - -33.6 -56.5
Table 1: Optimization results of ENTMOOT and Gurobi 9.0 for a GBT model that is trained on the concrete mixture
design dataset. Blank entries refer to convergence of ENTMOOT with a relative optimality gap of 0.01 %. Notation is:
ub: upper objective bound, i.e. best feasible solution found, lb: lower objective bound, i.e. rigorous underestimator.
6 Extension for Black-Box Optimization
Black-box optimization computes the input to an unknown system that results in its optimal output, given a pre-defined
objective. The unknown system, i.e. the black-box, can be evaluated to get new information about its underlying,
unknown function. Black-box optimization algorithms seek to optimize the black-box output, using as few evaluations
as possible. Popular approaches include so-called surrogate methods that fit surrogate functions to the data generated
from prior black-box evaluations, guiding the optimization. BO is a popular sub-class of these methods and derives
surrogate functions from Bayesian statistics [Fra18]. In their BO review, Shahriari et al. (2016) investigate the usage of
different surrogate models, e.g. GPs and RFs. The authors highlight the flexibility of RFs to handle various data types,
i.e. categorical and conditional variables, scalability for large datasets and good interpolation capabilities. However,
Shahriari et al. (2016) point out that the main challenges when using tree-based models remain in proposing consistent
model variance estimates for regions of low data density and effective tools to optimize the discontinuous response
surface of RFs. SMAC [HHL11] and scikit-optimize [The18] are popular tools incorporating RFs into black-box
optimization. The same challenges occur when dealing with GBTs, as their underlying model structure is the same
as for RFs. ENTMOOT tackles these challenges by utilizing a consistent uncertainty measure in combination with
deterministic global optimization.
6.1 Acquisition Function
The acquisition function is the essential part of surrogate methods and is optimized to compute the next most promising
black-box evaluation input. It consists of two parts, i.e. exploitation and exploration, trading-off how much each
influences the optimization. Exploitation is the guidance given by the surrogate model, i.e. the model is minimized to
find the next evaluation input, while exploration defines the incentive to identify promising regions with high model
uncertainty still unexplored. A popular acquisition function is the lower confidence bound (LCB) [CJ97]:
LCB(x) = fˆ(x)− κw(x). (10)
In surrogate methods, fˆ(x) and w(x) describe the surrogate model evaluation and model variance, respectively, at x.
The parameter κ trades-off exploitation and exploration.
ENTMOOT reformulates the Objective (2) introduced in Section 5 to derive a similar trade-off:
min
x,z,y,s
∑
t∈T
∑
l∈Lt
Ft,lzt,l − κ αexpl. (11)
Objective (11) is subject to Constraints (3) and (4). Note that the sign of the right term in Objective (11) has changed
compared to Objective (2), incentivizing exploration instead of restricting it.
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(a) GBTs and Bounded Data Distance (b) Acquisition Function
Figure 5: (a) BDD measure for f(x) = −x sin(x) GBT model; (b) acquisition function based on BDD measure.
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Figure 6: Black-box optimization for different modes (see: Section 7); blue: mode (i), green: mode (ii), orange: mode
(iii), red: mode (iv). The graph depicts 1st quartile, median and 3rd quartile based on 50 random seeds.
6.2 Bounded Data Distance Measure
We derive the exploration term αexpl similar to the Section 4 uncertainty measure, considering the Euclidean distance
squared to the closest data point of dataset D . Constraints (12) define αexpl:
αexpl ≤ ‖σ−1diag(x− µ)− xd‖22, (12a)
∀d ∈ D ,
0 ≤ αexpl ≤ αlimit. (12b)
The big-M constraints are not required, as the sign of the exploration term in Objective (11) is negative now. The
minimization pushes αexpl as far away from the nearest data point as possible while the Constraints (12a) to other
data points become redundant automatically. As the exploration term αexpl still grows quadratically, we enforce a
limit αlimit by introducing Equation (12b), to restrict exploration. The fraction ζ of the variance observed in dataset
9
A PREPRINT - MARCH 11, 2020
prediction values yD has shown, in our preliminary studies, to be a good measure:
αlimit = ζ Var(yD). (13)
Equations (12) and (13) define our bounded data distance (BDD) measure. An intuitive interpretation of bounding the
data distance, is that the model uncertainty is bounded. In other words, setting the hyperparameter ζ incorporates how
much more or less variance we expect compared to what is already evident in dataset D . Figure 5 shows the effect of
BDD and depicts the resulting acquisition function. Note, while the lack of big-M constraints decrease the number of
binary variables, the optimization problem with Objective (11) is a nonconvex MINLP.
7 Case Study: Black-Box Optimization
Using the Section 6 formulation, we test our setup on 14 black-box functions, including the Section 5.3 fermentation
model and various global optimization test functions [SB20]. To compare our method with existing tools, we use the
scikit-optimize library [The18]. For every test, we compare four different modes to evaluate ENTMOOT:
(i) scikit-optimize: GBTs with variance estimate based on quantile regression, using random evaluation of the
acquisition function to minimize it;
(ii) scikit-optimize: GPs with a radial basis function kernel, using automatic hyperparameter tuning during training,
and deactivated noise. A multistart local search is used to minimize the resulting acquisition function;
(iii) ENTMOOT: GBTs with BDD uncertainty measure (see: Section 6.2), using the same random evaluation points
of (i) to minimize the acquisition function;
(iv) ENTMOOT: GBTs with BDD uncertainty measure, using -global optimization strategy to minimize the
acquisition function instead of random sampling.
This setup identifies the effectiveness of the BDD uncertainty measure, i.e. compares (i) and (iii). The setup also
shows trade-offs between ENTMOOT and existing approaches, i.e. compares (i), (ii) and (iv). All tests use the LCB
acquisition function and start from the same five initial random evaluations of the black-box function. For better
comparison, all tests with GBT models, i.e. (i), (iii) and (iv) use the same GBT model training parameters. To achieve
better results for mode (ii), the number of multistarts were set to 100 (the default is 5). No further parameters of
scikit-optimize are modified. ENTMOOT uses LightGBM (with no hyperparameter tuning) for training the GBT model.
For a comprehensive summary of the test setup and additional results, see Supplementary Material D.
Figure 6 shows the results, using the fermentation model, the Rastrigin function and Rosenbrock function as black-box
functions. All graphs are based on 50 random states. We report 1st quartile, median and 3rd quartile for every mode of
the best black-box value found at up to 300 iterations. Modes (i) and (iii) perform very similar, indicating that there
is no trade-off when using the simple distance-based BDD measure. Approaches relying on random evaluations to
optimize the acquisition function, i.e. mode (i) and (iii), perform increasingly poor in higher dimensions. The 10,000
random evaluations are not sufficient for high dimensionality, as the volume of the feature space increases exponentially
with the number of dimensions. ENTMOOT compares well against GPs and even outperforms the state-of-the-art
method in BO for 46 of the 98 tested instances (see: Supplementary Material D), when considering median performance.
However, hyperparameter tuning and testing of different GP variations [Sha+16] might lead to a different performance
comparison.
8 Discussion and Conclusion
The Section 5.3 penalty parameter study shows that the ENTMOOT penalty measure effectively handles uncertainty in
GBT models. A large penalty parameter value relative to the case study (in our instance, λ > 1) results in relative model
errors GBTs < 1% for commonly sized GBT models. ENTMOOT thereby directly incorporates GBTs into decision-
making, while considering uncertainty. For large datasets, where larger and deeper GBT models are more appropriate,
commercial optimization software fails to prove -global optimality. Section 5.4 shows how ENTMOOT scales well
for large GBT models by exploiting underlying mathematical structure. The same distance-based uncertainty measure
is highly effective when optimizing black-box functions. Section 7 and Supplementary Material D show ENTMOOT
as a valuable alternative to commonly used black-box optimization tools. The intuitive BDD measure effectively
handles feature space exploration. The -global optimization strategy allows ENTMOOT to perform especially well in
high-dimensional settings, where acquisition function optimization via random evaluation is hopeless due to the large
feature space dimensionality.
Future research will incorporate the modified optimization problem of Section 6 into the large-scale framework presented
in Section 5.4. This allows applying the ENTMOOT approach to large datasets, where the cubic cost of an exact GP
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would be high. To increase scalability further, the BDD introduced in Section 6.2 could be approximated by a bounded
cluster squared distance, similar to the measure proposed in Section 5.1. One advantage of -global optimization is that
it guarantees constraint feasibility to a pre-defined accuracy. This can be exploited when there is additional knowledge
about system behavior which is not represented in the collected data. These patterns can be added as constraints to
the optimization problem, and ENTMOOT will return -global solutions that satisfy these constraints. This can be
useful for decision-making in safety critical applications where satisfying physical constraints is crucial. In black-box
optimization, additional constraints can incorporate domain knowledge to guide the underlying data-driven model.
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A List of Variables, Parameters, Indices and Sets
Symbol Definition
α data distance measure
x feature optimization variables
z binary variables corresponding to GBTs
leaf activity
y binary variables corresponding to GBTs
split activity
αpen binary variables corresponding to GBTs
split activity
vL vector of lower variable bounds
vU vector of upper variable bounds
b binary variables corresponding to cluster
activity
f example function
fˆ mean of example function
CP chemical production, i.e. output of fermen-
tation model
GBTs GBT model error percentage
GBTs output of GBT model
BB output of black-box function
Rˆ lower bound of objective
bGBTs lower bound of GBTs part of objective
bαpen lower bound of αpen of objective
Symbol Definition
x′ projection of x onto box S
xfeas initial feasible solution
LCB lower confidence bound function
w model variance in lower confidence bound
αexpl data distance used in ENTMOOT acquisi-
tion function
αlimit variable upper bound of αexpl
Var sample variance
yD prediction values of dataset D
n dimensionality of x
m number of variable xi splitting values
F leaf value
λ parameter that weights αpen
σdiag diagonal matrix with sample standard devi-
ation on its diagonal
µ sample mean
M Big-M parameter
r cluster radius, i.e. Euclidean squared dis-
tance of cluster center to its furthest away
cluster member
κ parameter that weights αexpl
ζ parameter determining αlimit
Index Definition
d data point d ∈ D
t GBT model tree t ∈ T
l GBT model leaf l ∈ Lt
∗ minimizer of objective function
i vector element i ∈ [n]
j vector element j ∈ [m]
s GBT model split s ∈ Vt
k cluster k ∈ K
S box defined by branch-and-bound node
Symbol Definition
D set of data points
T set of GBT model trees
L set of GBT model leaves
V set of GBT model splits
Left set of leaves left to the corresponding split
Right set of leaves right to the corresponding split
K set of clusters
rnd set of random seeds
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B Case Study: Fermentation
In this test we seek to show how different penalty parameters λ influence the GBT model uncertainty. This requires
knowledge about the ground truth of the underlying system to evaluate the model error. A mechanistic fermentation
model [Zna+04; Elq+13] described by a system of differential equations is integrated for different variable settings to
generate a dataset. The fermentation model describes how much chemical CP is produced based on a control sequence
x, with x ∈ Rn. The dimensionality n describes how many discrete timesteps we consider.
To simulate an industrial sample collection procedure we use the blob function from the scikit-learn library [Ped+11].
Based on the feature bounds for xi ∈ [0, 50], the blob function generates 50 blob centers using a given random seed.
The function then generates 4000 samples for n = 20 around these blob centers given a standard deviation of 1.5 in
every feature dimension, i.e. every value for xi has a standard deviation of 1.5 from the corresponding dimension of
the blob center it belongs to. In industrial applications there is often a lot of information at distinct operating points
of a system and little information in between. By generating data blobs at different positions in the feature space,
we simulate this behavior. These samples are the input to the mechanistic fermentation model and we derive CP by
integration to derive the dataset. The LightGBM library [Ke+17] trains a GBT model using the parameter specifications
in Table 2. Non-specified parameters are at the default values reported by LightGBM.
Penalty parameter values λ are tested in a range from 0 to 1.5 with a step size of 0.1 and three additional values {2, 2.5, 3}.
ENTMOOT uses the cluster distance penalty proposed in Section 5.1 and derives its clusters by using k-means [Llo82],
implemented in the scikit-learn library. The number of clusters for the k-means algorithm is fixed at 60, making it
impossible to accurately spot the blob structure of the generated dataset, consisting of 50 blob centers. Given this setup
we minimize the problem defined in Section 5 with Gurobi 9. The two sources of randomness, i.e. generating the sample
blobs and training the tree model, are handled by using 50 different random seeds rnd ∈ {101, 102, 103, ..., 150}.
From all 850 runs, 847 converged to the default relative optimality gap (0.01 %) specified by Gurobi 9, most within a
few minutes. For 13 runs, Gurobi 9 struggled to prove -global optimality, and they were terminated after 10 h with a
relative optimality gap < 6%. Figure 6 summarizes the numerical results by plotting 1st and 3rd quartile, and the median
of runs for different random seeds.
Hyper-parameter Value
n trees 200
metric L2, L1
max depth 3
Table 2: Hyperparameter selection for GBT model training of the mechanistic fermentation model dataset, using
LightGBM.
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C Case Study: Concrete Mixture
Here, we used a publically available dataset [Yeh98] in which describes the compressive strength of concrete, based
on its composition and production procedure defined by features x ∈ R8. The dataset is available at the UCI machine
learning repository [DG17]. We train a large GBT model according to the parameters specified in Table 3. We do
not claim that these parameters make sense for this particular test, the point is to show how scalable ENTMOOT is.
ENTMOOT uses 500 clusters for the k-means algorithm, determining the clusters for the cluster distance penalty
introduced in Section 5.1. When handling such large models, ENTMOOT uses strong branching and partition refinement
[Mis+18]. For the strong branching strategy we use a lookahead value of 200, i.e. ENTMOOT evaluates bαpen,S for
the next 200 branches that would be explored and removes them if they lead to lower objective bounds above the best
feasible solution found so far. The partition refinement is governed by the initial group size of 20 and a fixed bounding
time of 120 s per iteration in ENTMOOT and derives bGBTs,S . The underlying MILP solved during partition refinement
is handled by Gurobi 9. These hyperparameter specifications were not optimized and are in line with Mistry et al. (2018),
where further details regarding the here mentioned alorithmic concepts can be found. Both ENTMOOT and Gurobi 9
were tested for penalty parameter λ ∈ {0.01, 0.1, 1, 10, 100, 1000}, with a time limit of 4 h. Table 4 summarizes the
results for all penalty parameter values. Blank entries in Table 4 refer to an early convergence to an -global optimal
solution, given a relative optimality gap of 0.01 %. All experiments in Table 4 are run on an Ubuntu 18.04.2 LTS system
with 16 GB RAM and an Intel Core i7-7700K @ 4.20 Ghz CPU. For the modeling of the mixed-integer programs and
interfacing with solvers, we used Python 3.7.3 in combination with Pyomo 5.6.7 [HWW11; Har+17].
Hyper-parameter Value
n trees 4000
metric L2, L1
max depth 14
min data in leaf 2
num leaves 64
random state 101
Table 3: Hyperparameter selection for GBT model training of the concrete mixture dataset, using LightGBM.
ENTMOOT Gurobi 9.0 ENTMOOT Gurobi 9.0
λ = 0.01 ub lb ub lb λ = 10 ub lb ub lb
1 h -46.8 -50.8 -36.5 -60.5 1 h -46.8 -50.53 -1.1 -60.5
2 h -46.8 -49.1 -43.9 -57.3 2 h -46.8 -48.0 -33.6 -57.7
3 h -46.8 -48.0 -44.1 -56.6 3 h - - -33.6 -56.7
4 h -46.8 -47.7 -45.8 -56.5 4 h - - -33.6 -56.5
λ = 0.1 ub lb ub lb λ = 100 ub lb ub lb
1 h -46.8 -50.8 -40.9 -60.5 1 h -46.8 -49.7 143.9 -60.5
2 h -46.8 -49.1 -43.9 -57.4 2 h - - 143.9 -57.3
3 h -46.8 -47.8 -45.0 -56.6 3 h - - 0.5 -56.5
4 h -46.8 -47.6 -45.0 -51.9 4 h - - 0.5 -51.8
λ = 1 ub lb ub lb λ = 1000 ub lb ub lb
1 h -46.8 -50.8 -40.9 -60.5 1 h -46.8 -49.7 143.9 -60.5
2 h -46.8 -49.1 -43.9 -57.4 2 h - - 143.9 -57.3
3 h -46.8 -47.8 -45.0 -56.6 3 h - - 0.5 -56.5
4 h -46.8 -47.6 -45.0 -51.9 4 h - - 0.5 -51.8
Table 4: Optimization results of ENTMOOT and Gurobi 9.0 for a GBT model that is trained on the concrete mixture
design dataset. Blank entries refer to convergence of ENTMOOT with a relative optimality gap of 0.01 %. Notation is:
ub: upper objective bound, i.e. best feasible solution found, lb: lower objective bound, i.e. rigorous underestimator.
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D Case Study: Black-Box Optimization
To test the black-box optimization extension of ENTMOOT we use the fermentation model (Section 5.3) and several
global optimization test functions [SB20], i.e. Rosenbrock, Rastrigin, Sphere, Styblinski-Tang, Ackley, Beale, Booth,
Matyas, Schaffer No2, Goldstein-Price, Schaffer No4, 3 Camel Hump and Bukin No6. For functions with variable dimen-
sions, we evaluated n ∈ {2, 5, 10, 15, 20, 25, 30, 35, 40}. For the fermentation model we used n ∈ {40, 80, 120, 160}.
All other black-box functions are limited to n = 2. We test four different modes:
(i) scikit-optimize: GBTs with variance estimate based on quantile regression, using random evaluation of the
acquisition function to minimize it;
(ii) scikit-optimize: GPs with a radial basis function kernel, using automatic hyperparameter tuning during training,
and deactivated noise. A multistart local search is used to minimize the resulting acquisition function;
(iii) ENTMOOT: GBTs with BDD uncertainty measure (see: Section 6.2), using the same random evaluation points
of (i) to minimize the acquisition function;
(iv) ENTMOOT: GBTs with BDD uncertainty measure, using -global optimization strategy to minimize the
acquisition function instead of random sampling.
The modes (iii) and (iv) use κ = 0.1 and ζ = 0.5 for all tests, defining the acquisition function in Section 6.1. We
consider a total of 300 iterations. Every iteration includes (1) training the surrogate model for each mode based on the
current dataset, (2) minimizing the acquisition function consisting of surrogate model and uncertainty measure, (3)
evaluating the black-box using the optimizer output and (4) adding the new datapoint to the dataset. Each iteration
records the current best value found by each method. For the first five iterations the black-box is evaluated at random
inputs to generate an initial dataset, which is the same for all different modes. For better comparison, all modes that use
GBTs as surrogate models, use the same set of hyperparameters. We tested two different sets of hyperparameters, i.e.
T1 and T2, shown in Table 5. For LightGBM runs we also specified the metric = L2,L1 and min data in leaf = 1.
To enhance the performance of mode (ii) we increased the number of multistarts used for minimizing the acquisition
function to 100. All other hyperparameters are left at their default values. All graphs show 1st and 3rd quartile, and the
median, based on 50 different random seeds rnd ∈ {101, 102, 103, ..., 150}. For mode (iv) we set the Gurobi 9 time
limit to 30 min, to moderate the runtime of our tests. However, the majority of Gurobi 9 runs terminated in under 1 min
with an -global solution, given a relative optimality gap of 0.01 %. Figures 7, 8, 9, 10, 11 and 12 summarize the results
of the 4900 runs.
Hyper-parameter Value (T1) Value (T2)
n trees 500 600
max depth 3 2
Table 5: Hyperparameter selection for GBT model training of the concrete mixture dataset, using LightGBM.
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Figure 7: Rosenbrock function, black-box optimization for different GBTs, i.e. T1 and T2 and modes (see: Section D);
blue: mode (i), green: mode (ii), orange: mode (iii), red: mode (iv). The graph depicts 1st quartile, median and 3rd
quartile based on 50 random seeds.
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Figure 8: Rastrigin function, black-box optimization for different GBTs, i.e. T1 and T2 and modes (see: Section D);
blue: mode (i), green: mode (ii), orange: mode (iii), red: mode (iv). The graph depicts 1st quartile, median and 3rd
quartile based on 50 random seeds.
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Figure 9: Sphere function, black-box optimization for different GBTs, i.e. T1 and T2 and modes (see: Section D); blue:
mode (i), green: mode (ii), orange: mode (iii), red: mode (iv). The graph depicts 1st quartile, median and 3rd quartile
based on 50 random seeds.
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Figure 10: Styblinski-Tang function, black-box optimization for different GBTs, i.e. T1 and T2 and modes (see:
Section D); blue: mode (i), green: mode (ii), orange: mode (iii), red: mode (iv). The graph depicts 1st quartile, median
and 3rd quartile based on 50 random seeds.
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Figure 11: Fermentation model, black-box optimization for different GBTs, i.e. T1 and T2 and modes (see: Section D);
blue: mode (i), green: mode (ii), orange: mode (iii), red: mode (iv). The graph depicts 1st quartile, median and 3rd
quartile based on 50 random seeds.
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Figure 12: 2D functions, black-box optimization for different GBTs, i.e. T1 and T2 and modes (see: Section D); blue:
mode (i), green: mode (ii), orange: mode (iii), red: mode (iv). The graph depicts 1st quartile, median and 3rd quartile
based on 50 random seeds.
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