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FINITE PRESENTABILITY OF UNIVERSAL CENTRAL EXTENSIONS
OF sln
EFIM ZELMANOV AND ZEZHOU ZHANG
Abstract. In this paper we discuss finite presentability of the universal central extensions
of Lie algebras sln(R), where n ≥ 3 and R is a unital associative k-algebra. We show that
a universal central extension is finitely presented if and only if the algebra R is finitely
presented.
1. Introduction
Recall that if g is a Lie algebra and a an abelian Lie algebra, then f : L → g is called a
central extension of g (by a) if it fits into the exact sequence
0→ a→ L
f
→ g→ 0,
where ker f ∈ Z(L), the center of L. A central extension u : L → g is called a universal
central extension if there exists a unique homomorphism from u : L → g to any other central
extension u : M → g of g. When g is a perfect Lie algebra, the existence of its universal
central extension is guaranteed. This extension is perfect as well. Study of universal central
extensions of perfect groups and Lie algebras goes back to the work of Schur (see [11]). See
[9] for record of fundamental results, along with references.
In this paper, we focus on ŝln(R), the universal central extension of sln(R), where R is a
finitely generated k-algebra, and k a commutative ring. Recall that sln(R) is the Lie algebra
generated by off-diagonal matrix units among n × n matrices; it is a subalgebra of gln(R).
Equivalently, sln(R) = {M ∈ gln(R) | tr(M) ∈ [R,R]}. Another common notation for this
Lie algebra is en(R) (where e stands for “elementary”), as its precise analog among groups
is denoted En(R), the elementary linear group.
When R is a free k-module, ŝln(R) for n ≥ 3 have been studied in [2, 6, 4]. In the central
extension
0→ H2(sln(R), k)→ ŝln(R)→ sln(R)→ 0,
the extension part H2(sln(R), k) is isomorphic to Connes’ cyclic homology group HC1(R)
when n ≥ 5, while having HC1(R) as a direct summand for n = 3, 4 (see [4]). This has been
a motivation for computing such extensions (see [6, 8]).
Is ŝln(R) finitely presented as a k-Lie algebra? We remark that for Lie algebras g, it is well
known that (see [13, 7.5.2]) infinite dimensionality of H2(g, k) implies that g is non-finitely
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presented. This method allows us to derive negative answers: for example, in the setting of
the previous paragraph, sln(R) is not finitely presented if HC1(R) is infinite dimensional.
However, it gives nothing for ŝln(R), whose second homology is zero.
The analogue of this question, phrased for Steinberg groups Stn(R), was considered by
Rehmann-Soule in [10] for R commutative and by Kristic-McCool in [7] for general R. The
connection between Stn(R) and the universal central extension of En(R) is well documented:
for example, they are equal when n ≥ 4 and R commutative, while lim
−→
Stn(R) is the universal
central extension of lim
−→
En(R), for all rings R(see [5, 1.4.13]).
Our main result is:
Theorem 1.1. Let k be a commutative associative ring, let n ≥ 3 and let R be a finitely
generated unital associative k-algebra. Then R being finitely presented as a k-algebra is
equivalent to ŝln(R) being finitely presented as a Lie algebra over k.
The paper is organized as follows: Section 2 provides several notational and conceptual
conventions; Section 3 offers detailed presentations of ŝln(R), as well as certain technical
preparations for proving the Theorem 1.1; Section 4 proves Theorem 1.1, barring a crucial
lemma; the last three sections are devoted to the proof of this lemma.
2. Conventions
This paper adheres to following conventions: all rings are unital and associative; ad(x)y
stands for [x, y]; k is always a commutative ring; all Lie algebras are perfect, guaranteeing
the existence of their universal central extension.
3. Presentations of ŝln(R)
We take our first step toward theorem 1.1 by providing presentations for ŝln(R). These
presentations use Steinberg Lie algebras stn(R) as a starting point . As a matter of fact, we
tend to think of algebras ŝln(R) as central extensions of stn(R), while stn(R) being central
extensions of sln(R). When n ≥ 5, this point of view is clearly demonstrated in (see [2] and
[6]):
3.I. Steinberg Lie algebras. In the study of universal central extensions of Chevalley
groups, R.Steinberg introduced Steinberg groups (see [12, Chapter 6,7]) using generators
and commutation relations extracted from those of root subgroups of Chevalley groups. A
similar method allows one to define Steinberg Lie algebras (see [1],[3]):
Definition 3.1. Let n ≥ 3 be an integer, R an associative k-algebra. The Steinberg Lie
algebra stn(R) is the Lie algebra generated by {X̂ij(s) | s ∈ R, 1 ≤ i 6= j ≤ n}, subject to
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the relations
α 7→ X̂ij(α) is a k-linear map,
[X̂ij(α), X̂jk(β)] = X̂ik(αβ), for distinct i, j, k,
[X̂ij(α), X̂kl(β)] = 0, for j 6= k, i 6= l,
for all α, β ∈ R.
It is known that stn(R) extends sln(R) centrally, albeit not necessarily universally centrally.
Theorem 3.2. If n ≥ 5, then φ : stn(R) → sln(R) gives the universal central extension of
sln(R). In other words, stn(R) ∼= ŝln(R).
The glaring omission of n = 3 or 4 from Theorem 3.2 is not temporary. Indeed, universal
central extensions of these two exceptional cases are determined in [4]: they are central
extensions of stn(R), where the extension part (which is in general not zero) is constructed
from six copies of R.
3.II. ŝln(R) for n = 3 and n = 4. Assuming R to be a k-algebra that is also free as a
k-module, the detailed structure of ŝl4(R) and ŝl3(R) is characterized as follows:
Theorem 3.3 (See [4]). The universal central extension of sl4(R) is a split central extension
of st4(R) by W, where W is the direct sum of six copies of R2 :=
R
(2R+R[R,R])
. The six copies
are indexed by orbits of the 24 permutations of {1, 2, 3, 4} under the permutation action of
the Klein four group {(1), (13), (24), (13)(24)} on the ordering, and we denote each of them
by ǫijkl, where permutation of the subscripts i, j, k, l under the Klein four group action as
described before gives the same copy of R2. In short, ŝl4(R) ∼= st4(R)
⊕
(R2)
6.
ŝl4(R) is generated by the symbols X̂ij(s) where s ∈ R and 1 ≤ i 6= j ≤ 4, and the abelian
lie algebra W subject to the relations
[W,W] = [X̂ij(a),W] = 0,(3.1)
a 7→ X̂ij(a) is a K-linear map,(3.2)
[X̂ij(a), X̂jk(b)] = X̂ik(ab), for distinct i, j, k,(3.3)
[X̂ij(a), X̂kl(b)] = 0, for j 6= k, i 6= l,(3.4)
[X̂ij(a), X̂kl(b)] = ǫijkl(ab), for j, k, i, l, mutally distinct(3.5)
where a, b ∈ R, 1 ≤ i, j, k, l ≤ 4, with a denoting the image of a under the projection map
R→ R2.
Theorem 3.4 (See [4]). The universal central extension of sl3(R) is a split central extension
of st3(R) by W: here W is the direct sum of six copies of R3 :=
R
(3R+R[R,R])
, where the six
copies are indexed by subscripts {ijpq | 1 ≤ i, j, p, q ≤ 3, pq = ik or kj}, and we denote each
of them by ǫijkl . In short, ŝl3(R) ∼= st3(R)
⊕
(R3)
6,
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This gives rise to the following description: ŝl3(R) is generated by the symbols X̂ij(s) where
s ∈ R and 1 ≤ i 6= j ≤ 3, and the abelian lie algebra W subject to the relations
[W,W] = [X̂ij(a),W] = 0,(3.6)
a 7→ X̂ij(a) is a K-linear map,(3.7)
[X̂ij(a), X̂jk(b)] = X̂ik(ab), for distinct i, j, k,(3.8)
[X̂ij(a), X̂ij(b)] = 0,(3.9)
[X̂ij(a), X̂kl(b)] = ǫijkl(ab), for i = k or j = l.(3.10)
where a, b ∈ R, 1 ≤ i, j, k, l ≤ 3, with a denoting the image of a under the projection map
R→ R3.
3.III. “Diagonal” elements in ŝln(R). Adjoint actions of Tij ∈ ŝln(R) will be used repeat-
edly in this paper. These elements are to be understood as“diagonal” , as they are specific
lifts of the diagonal elements of sln(R).
Notation 3.5. Denote in ŝln(R) the element [X̂ij(a), X̂ji(b)] by Tij(a, b), and by t(a, b) the
element T1j(a, b)−T1j(1, ba). The definition of t(a, b) is independent of j. We define similarly
ti(a, b) as the element Tij(a, b)− Tij(1, ba), any 1 ≤ i 6= j ≤ n.
To use these elements effectively, we collect below a pool of formulas:
Tij(a, b) = −Tji(b, a)
[Tij(a, b), X̂kl(c)] = 0 for distinct i, j, k, l
[Tij(a, b), X̂ik(c)] = X̂ik(abc), [Tji(b, a), X̂ki(c)] = X̂ki(cab)
[Tij(a, b), X̂ij(c)] = X̂ij(abc + cba)
[t(a, b), X̂1i(c)] = X̂1i((ab− ba)c), [t(a, b), X̂i1(c)] = −X̂i1(c(ab− ba))
[t(a, b), X̂jk(c)] = 0 for j, k ≥ 2(3.11)
t(a, b) is central if R is commutative
These equalities are easily verifiable in sln(R). In the case of universal central extensions,
they follow from presentations of ŝln(R), given as in Definition 3.1, Theorems 3.3 and 3.4.
3.IV. Improving the presentation of ŝln(R).
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Lemma 3.6. For R an associative k-algebra that is also a free module over k, ŝl4(R), as a
k-Lie algebra, is generated by X̂ := {X̂ij(s) | s ∈ R, 1 ≤ i 6= j ≤ 4}, subject to the relations
a 7→ X̂ij(a) is a k-linear map,
[X̂ij(a), X̂jk(b)] = X̂ik(ab), for distinct i, j, k,
[X̂ij(a), X̂ij(b)] = 0, [X̂ij(a), X̂il(b)] = 0, [X̂ji(a), X̂li(b)] = 0 for j 6= i 6= l,
[w, [X̂ij(a), X̂kl(b)]] = 0, for j, k, i, l mutally distinct, for all w ∈ X̂,
where a, b ∈ R, 1 ≤ i, j, k, l ≤ 4.
Proof. Denote by g the Lie algebra defined as in the statement. Comparing with Theorem
3.3, it is clear that we need to derive the relations (1)-(4) below from the defining relations.
We have (1) [X̂ij(a), X̂kl(b)] = [X̂ij(b), X̂kl(a)] for distinct i, j, k, l: indeed,
[X̂ij(a), X̂kl(b)] = [[X̂ik(1), [X̂kl(a), X̂lj(1)]], X̂kl(b)]
= [[X̂ik(1), X̂kl(b)], [X̂kl(a), X̂lj(1)]] + [X̂ik(1), [[X̂kl(a), X̂lj(1)], X̂kl(b)]
= [[X̂ik(1), X̂kl(b)], [X̂kl(a), X̂lj(1)]]
= [X̂il(b), [X̂kl(a), X̂lj(1)]] = 0 + [X̂kl(a), [X̂il(b), X̂lj(1)]]
= [X̂kl(a), X̂ij(b)].
(2) The expression [X̂ij(a), X̂kl(b)], where i, j, k, l are distinct, is invariant under permu-
tation of i, j, k, l under the Klein four group: indeed , without loss of generality, we set
i, j, k, l to be equal to 1, 2, 3, 4, respectively. Thanks to (1), it suffices for us to show that
[X̂12(a), X̂34(b)] = [X̂14(a), X̂32(b)], which is clear as [X̂12(a), X̂34(b)] = [[X̂14(a), X̂42(1)], X̂34(b)] =
0 + [X̂14(a), [X̂42(1), X̂34(b)]] = [X̂14(a), X̂32(b)].
(3) We have [X̂ij(ab), X̂kl(c)] = [X̂ij(a), X̂kl(bc)]: indeed,
[X̂ij(ab), X̂kl(c)] = [[X̂ik(a), X̂kj(b)], X̂kl(c)]
= [[X̂il(ac), X̂kj(b)] + 0
= [[X̂ij(a), X̂jl(c)], X̂kj(b)]
= 0 + [X̂ij(a), [X̂jl(c), X̂kj(b)]] = [X̂ij(a), X̂kl(bc)].
(4) We have 2[X̂ij(a), X̂kl(b)] = 0 for i, j, k, l distinct:
This is because 0 = [[X̂ij(1), X̂ji(1)], [X̂ij(a), X̂kl(b)]] = [X̂ij(2a), X̂kl(b)]+0 = 2[X̂ij(a), X̂kl(b)].
Defining relations of g implies that it surjects onto ŝl4(R), through X̂ij(s) 7→ X̂ij(s), and
that g is a central extension of ŝl4(R) under the same map. Thus g and ŝl4(R) are forced
isomorphic, for universal central extensions are centrally closed (see [9, Theorem 1.8]). 
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Lemma 3.7. For an associative k-algebra R that is a free module over k, the k-Lie algebra,ŝl3(R),
is presented by generators X̂ = {X̂ij(s) | s ∈ R, 1 ≤ i 6= j ≤ 3} and relations
a 7→ X̂ij(a) is a k-linear map,
[X̂ij(a), X̂jk(b)] = X̂ik(ab), for distinct i, j, k,
[X̂ij(a), X̂ij(b)] = 0.
[w, [X̂ij(a), X̂kl(b)]] = 0, for all w ∈ X̂, i = k or j = l.
where a, b ∈ R, 1 ≤ i, j, k, l ≤ 3.
Proof. Similarly to Lemma 3.6, we need to derive several relations from the relations present.
Only the ones involving [X̂ij, X̂ik] will be tackled: the remaining ones follow by symmetry.
(1) [X̂ij(a), X̂ik(b)] = [X̂ij(b), X̂ik(a)] for i, j, k distinct:
[X̂ij(a), X̂ik(b)] = [[X̂ik(1), X̂kj(a)], X̂ik(b)] = 0 + [X̂ij(ba), X̂ik(1)]
= [X̂ij(ba), X̂ik(1)]
= [[X̂ik(ba), X̂kj(1)], X̂ik(1)] = 0 + [X̂ij(1), X̂ik(ba)]
= [X̂ij(1), [X̂ij(b), X̂jk(a)]] = 0 + [X̂ij(b), X̂ik(a)]
= [X̂ij(b), X̂ik(a)]
(2) [X̂ij(ab), X̂ik(c)] = [X̂ij(a), X̂ik(bc)]:
[X̂ij(ab), X̂ik(c)] = [X̂ij(ab), [X̂ij(1), X̂jk(c)]]
= 0 + [X̂ij(1), X̂ik(abc)]
= [X̂ij(a), [X̂ij(1), X̂jk(bc)]]
= [X̂ij(a), X̂ik(bc)]
(3) 3[X̂ij(a), X̂ik(b)] = 0 :
This is because 0 = [Tij(1, 1), [X̂ij(a), X̂il(b)]] = [X̂ij(2a), X̂il(b)] + [X̂ij(a), X̂il(b)] =
3[X̂ij(a), X̂il(b)].
As in Lemma 3.6, a similar universality argument wraps up the proof. 
3.V. Generating X̂ij(R) through commutators. Let R be generated by a finite set X =
{xi} (where x0 = 1) . It is clear through the presentations of ŝln(R)’s above that X̂ij(s)
(where s = αβ is a monomial ) is presentable as a single commutator involving α and β,
each a monomial of lower degree(in terms of X ). In other words, [X̂ij(α), X̂jk(β)] = X̂ik(αβ)
is our standard way of generating X̂ij(R).
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As it turns out, difficulty of finite presentation proofs in the n = 3 and 4 cases stems from
the lack of enough indices(i.e. the size of n). So we might as well resort to another way to
present X̂ij(s) through iterative commutators, involving less indices.
According to the batch of equations 3.11, we can obtain X̂ij(s) through
[Tik(α, 1), X̂ij(β)] = X̂ij(αβ) or [Tkj(β, 1), X̂ij(α)] = X̂ij(αβ).(3.12)
We remind the reader that when R is commutative, an even better presentation of
X̂ij(s) appears (when 2 is invertible in k) :
[Tij(α, 1), X̂ij(β)] = X̂ij(2αβ).(3.13)
However we shall not make use of this formula in this paper.
This discussion may be concluded with the slogan “less indices enables more universal
definitions”.
4. Toward Finite Presentation of ŝln(R)
Recall that k is an arbitrary unital commutative ring. From now on we adopt for the
“root subspaces” the notation Xij instead of X̂ij for uniformity and simplicity.
Let us first restate Theorem 1.1.
Theorem 4.1. Let R be a finitely generated unital associative k-algebra and let n ≥ 3.
The Lie k-algebra ŝln(R) is finitely presented if and only if the k-algebra R being finitely
presented.
Proof of the theorem relies on the following main lemma. We relegate its (lengthy) proof
to the next section.
Lemma 4.2. Let n ≥ 3 and let R := k〈X 〉 be the free k-algebra on a finite set X =
{x1, . . . , xq}. Then the Lie k-algebra ŝln(R) is finitely presented.
Remark . Recall that the presentation of ŝln(R) differs greatly between the cases n ≥ 5,
n = 4 and n = 3. This suggests that the proof of Lemma 4.2 should be divided into three
cases. Also, as k〈X 〉 is free as a k-module, we may freely use the presentation given in §3.
Proof of Theorem 4.1.
“⇒” Assume that R is obtained by imposing finitely many relations on R (namely R = R/I,
where I = IdealR〈{ti|i ∈ S, S finite}〉). By functoriality of universal central extensions (see
[9, Section 1]), one obtains the exact sequence
0→ ker f → ŝln(R)
f
→ ŝln(R)→ 0,
where f is the standard projection map, lifting the standard projection map φ : sln(R) →
sln(R) on the sln level. We denote the universal extension maps by pR : ŝln(R) → sln(R)
and pR : ŝln(R)→ sln(R).
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Consider the ideal i of ŝln(R) generated by {X12(ti)}i∈S. As i is clearly sent to zero under
f , the map f induces a surjective map f¯ : ŝln(R)/i→ ŝln(R).
Claim 1. The map f as above is a central extension of ŝln(R).
Proof of Claim 1. Let Xij(r), where r ∈ R (resp. Xij(r), where r ∈ R) be generators of
ŝln(R) (resp. ŝln(R)), chosen such that
• They lift the corresponding elements in sln(R) (resp. sln(R));
• f(Xij(r)) = Xij(r);
• {Xij(r)} form a generating set of ŝln(R) satisfying the relations in §3.
Such a choice is guaranteed by [9, Section 1].
Now take any element x ∈ ker f .
The same relations from §3 allow us to write x = τ+
∑
i,j,k[Xij(aijk), Xji(bijk)]+Xij(cij) ∈
ŝln(R), where τ lies in the center of ŝln(R), satisfying pR(τ) = 0. As⊕i,j [Xij(R), Xji(R)]
⋂
⊕i,jXij(R) =
0 in sln(R), the equality φ ◦pR(x) = 0 implies that all cij ∈ I. This yields a reduction to the
case x− τ ∈
∑
i<j[Xij , Xji]. Finally, commuting x− τ with elements of form Xlm(1) allows
one to conclude that
∑
i,j,k[Xij(aijk), Xji(bijk)] is central in ŝln(R)/i. This demonstrates
centrality of ker f¯ and proves the claim. 
As ŝln(R) is centrally closed (see [9]), Claim 1 implies that ker f , being equal to i, is indeed
a finitely generated ideal of the Lie algebra ŝln(R). This fact along with Lemma 4.2 then
yields the forward implication instantly.
“⇐”: Recall customary notations R = R/I, R = k〈X 〉, I = IdealR〈{ti|i ∈ S}〉, S is an
index set (not necessarily finite). Denote by L〈X〉 the free Lie algebra on the alphabet
X. For our purposes, we set X := {Xij,xk | xk ∈ X pairwise distinct, x0 = 1} and write
down a specific finite presentation of ŝln(R) in the form of L〈X〉/ker g, where g is defined by
g(Xij,xk) = Xij(xk + I) ∈ ŝln(R). The definition of f allows us to define h : L〈X〉 → ŝln(R)
through h(Xij,xk) = Xij(xk) ∈ ŝln(R), and a factorization
L〈X〉 ŝln(R) ŝln(R)
ker g ker f
h
g
f
where f is the standard projection map from ŝln(R) to ŝln(R). This gives ker g = g
−1(0) =
h−1(ker f). So if ker f is not finitely generated, neither can ker g be finitely generated as an
ideal of L〈X〉.
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Now assume I is not finitely generated. This implies that ker f is not finitely generated
either: indeed, showing as in our proof of the forward implication, the ideal ker f is generated
as an ideal by {X12(ti)}i∈S. Recall also that ker f ∩X12 = X12(I). Note that if ker f itself is
finitely generated, we can restrict the subscripts i to be chosen from S0, a finite subset of S. It
then follows from the relations [T13(a, b), X12(c)] = X12(abc), [T23(a, b), X12(c)] = −X12(cab)
that the finite set {ti}i∈S0 generates I, giving a contradiction.
This finishes our proof for the backward implication, and proves Theorem 4.1. 
5. The pivotal Lemma
We devote this section to the proof of Lemma 4.2, which consists of three parallel state-
ments. Although uniform treatments will be attempted whenever possible, their proofs will
inevitably ramify at technical details. Also, we adopt for the “root subspaces” the notation
Xij instead of X̂ij for uniformity and simplicity.
5.I. Initial analysis. Recall that ŝln(R) is generated by the symbols Xij(s), (where s ∈ R
and 1 ≤ i 6= j ≤ n), and are subject to the relations given in §3.
As a preliminary reduction, note that ŝln(R) is generated by xij(s), where s is a word
(i.e. monomial with coefficient 1) in R; and we can restrict the defining relations from §3
to involve only monomials. Since setting k1Xij(s) + k2Xij(t) = Xij(k1s + k2t) invites no
ambiguity when s, t are monomials, we may safely ignore relations stating α 7→ Xij(α) being
k-linear.
Then we first reduce the generating set to a finite subset. Candidates for the finite gen-
erating set are clear: just the elements Xij(1) and Xij(xk) where 1 ≤ k ≤ l. Note that with
this set of generators, the elements Xik(u), where deg(u) ≥ 2, have to be defined recursively
through commutators [[. . . [Xii1(a1), Xi1i2(a2)], . . .], Xim−2im−1(am−1)], Xim−1k(am)], where the
degree of the a′is are smaller than 2; or through recursive adjoint action of T ’s on Xik(1), as
was displayed in (3.12). A most crucial point is to show that all such expressions are equal.
5.II. Setup. The blueprint provided in the initial analysis shall be realized by “approx-
imating” ŝln(R) through finitely presented Lie algebras Lm, each provided by appending
relations of bounded degree.
Remark . A similar strategy was used in [10, §3.3] and [7, §3], in the study of finite pre-
sentability for Steinberg groups.
We proceed as follows:
Definition 5.1. Let m be a positive integer, and Lm the Lie (k−)algebra generated by the
symbols Xij(s), where s is a monomial with coefficient 1 in R and deg(s) ≤ m, with
defining relations being:
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When n ≥ 5:
[Xij(s1), Xjk(s2)] = Xik(s1s2), for distinct i, j, k,where deg(s1s2) ≤ m,(A
1
m)
[Xij(s1), Xkl(s2)] = 0, for j 6= k, i 6= l, deg(s1s2) ≤ m+ 1.(A
2
m)
When n = 4:
[Xij(s1), Xjk(s2)] = Xik(s1s2), for distinct i, j, k,where deg(s1s2) ≤ m,(B
1
m)
[Xij(s1), Xkl(s2)] = 0, for i = k or j = l, deg(s1s2) ≤ m+ 1,(B
2
m)
[w, [Xij(s1), Xkl(s2)]] = 0, for |{i, j, k, l}| = 4, deg(s1s2) ≤ m+ 1,w = Xij(γ),(B
3
m)
for an arbitrary letter γ ∈ X ∪ {1}.
When n = 3:
[Xij(s1), Xjk(s2)] = Xik(s1s2), for distinct i, j, k,where deg(s1s2) ≤ m,(C
1
m)
[Xij(s1), Xij(s2)] = 0, for i 6= j, deg(s1s2) ≤ m+ 1,(C
2
m)
[w, [Xij(s1), Xkl(s2)]] = 0, for i = k or j = l, deg(s1s2) ≤ m+ 1, w = Xij(γ),(C
3
m)
for an arbitrary letter γ ∈ X ∪ {1}.
The following observation is clear, as we’re working in ŝln(R), n ≥ 3:
Proposition 5.2. The Lie algebra Lm is generated by the finite set {Xij(xk), Xij(1)}1≤i 6=j≤n,1≤k≤m
for m ≥ 2.
Proof. By definition, the Lie algebra Lm is generated by elements of the form Xij(s), where
s is a monomial with coefficient 1 in R and deg(s) ≤ m. Now if s = t1 . . . tm where deg(ti) ≤
1, then Xij(s) can be expressed as an nested commutator. For example, X12(t1t2t3) =[
[X13(t1), X32(t2)], X23(t3)
]
. 
We now describe the approximation process. Define homomophisms φm,m+1 : Lm → Lm+1
by assigning φm,m+1(Xij(s)) = Xij(s). As the defining relations in Lm hold in Lm+1, we
see that these homomorphisms are always well-defined. By composing such φ, we obtain
homomorphisms φm,m+j : Lm → Lm+j . By Proposition 5.2 above, we see that all φm,m+j
are surjective. It follows that 〈Li, φij〉 form a direct system over the index set Z. The direct
limit lim
−→
Li can be explicity described as the Lie algebra generated by the symbols Xij(s),
where s is a monomial with coefficient 1 in R; with defining relations being the union of the
defining relations for Lm.
According to our initial analysis, this is exactly ŝln(R). Consequently general properties
of direct limits imply that if one can show that the maps φm,m+1 become isomorphisms for
all m greater or equal to some T , then LT ∼= ŝln(R).
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6. Unraveling Commutators: length of words and permutations
It is clear that Lemma 4.2 will be proven once we show:
Proposition 6.1. The homomorphism φm,m+1 is an isomorphism for large sufficiently m.
More specifically:
• when n ≥ 5, m ≥ 4;
• when n = 4, m ≥ 10;
• when n = 3, m ≥ max{q + 3, 10}, where q = |X |, the rank of R.
Proof of Proposition 6.1. We prove this Claim according to the two-step scheme:
(I). Define in Lm the elements Xij(u), where u ∈ R is a monomial with coefficient 1 and
deg(u) = m+ 1;
(II). Show that with such Xij(u) defined in Lm, all the defining relations in Lm+1 hold in
Lm as well.
Step (I). Write u = xv, where deg(v) = m, and x a element of the generating set of R,
defined as in the statement of Lemma 4.2. Borrrowing notations from §3, we define in Lm
Xij(u) = ad(Tik(1, x))Xij(v), k 6= i, k 6= j.(∗)
This expression is independent of k, and coincides with other reasonable definitions (using
either nested commutators or T ’s) of Xij(u). To see this, we require a slew of equalities,
beginning from
Lemma 6.2. ([6, Lemme 1.13]) Let a, b, c be monomials in R, deg(abc) ≤ m. Then the
following equalities, as well as the versions obtained by permutation of indices 1, 2, . . . n ,
hold in Lm for each m ≥ 2:
(1) T12(ab, c) = T13(a, bc) + T32(b, ca)
(2) T12(1, a) = −T21(1, a) = T12(a, 1)
(3) T21(a, b)− T21(1, ba) = T31(a, b)− T31(1, ba)
Proof. Note that these are standard equalities in ŝln(R), whose proofs involve only the
defining relations of Lm. We have
T12(ab, c) = [X12(ab), X21(c)] = [[X13(a), X32(b)], X21(c)]
= [[X13(a), X21(c)], X32(b)] + [[X13(a), [X32(b), X21(c)]]
= [−X23(ca), X32(b)] + [X13(a), X31(bc)]
= T13(a, bc) + T32(b, ca).
Similarly, (2) follows from (1), and (3) follows from (1) and (2). 
Remark . The proof of Lemma 6.2 is a demonstration of the general fact that relations of
total degree ≤ m in ŝln(R) always hold in Lm. In fact, all equalities from the pool (3.11)
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obey this rule. For example, if i, j ≥ 2, then t(a, b) commutes with all elements of the form
Xij(s) “up to degree m− deg(ab)” (in Lm).
Lemma 6.3. The expression (∗) is well defined in Lm(m ≥ 3). Namely for u = xv, deg(v) =
m, and deg(x) = 1, the element Xij(u) := ad(Tik(1, x))Xij(v), k 6= i, k 6= j does not depend
on k.
Proof. Without loss of generality, we may assume i = 1, k = 2, j = 4. So all there is to prove
is [T12(1, x), x14(v)] = [T13(1, x), x14(v)] (when n = 3, there is nothing to prove). The proof
is separated into two cases:
(i) When n ≥ 5: As m ≥ 4, write v = yz, deg(y) = 1. Now [T12(1, x), X14(v)] −
[T13(1, x), X14(v)] = [T32(1, x), X14(v)] = [T32(1, x), [X15(y), X54(z)]]. By relation
(A2m), the element T32(1, x) commutes with both entries of the inner bracket of the
last term, so we have zero.
(ii) When n = 4: Adopt the setup as in part (i), while expressing further z = wv, where
deg(w) = 1. Then we have
[T32(1, x), X14(v)] = [T32(1, x), [T13(1, y), X14(z)]]
= [[T32(1, x), T13(1, y)], X14(z)]− [T13(1, y), [T32(1, x), X14(z)]]
(B3m)= [[T32(1, x), T13(1, y)], X14(z)].
Noting that [T32(1, x), T13(1, y)] = [T32(1, x), [X13(1), X31(y)]] = −T13(x, y)+T13(1, xy)
commutes with both entries of [X12(w), X24(v)] (By (3.11)), we have zero again.
And this intermediate lemma is proven. 
This defines the element Xij(u) (deg(u) = m + 1) in Lm. Eventually we have to show
that this definition is compatible with all other reasonable ones, as can be seen in sln(R).
We start from the following proposition, which studies what happens when we multiply on
different sides.
Proposition 6.4. Let n ≥ 3. In Lm with m ≥ 4, the equality
ad(Tik(1, x))Xij(zy) = ad(Tkj(1, y))Xij(xz)
holds. Here u = xzy is a word of degree m+ 1 in R with deg(x) deg(y) ≥ 2, deg(z) ≥ 2.
Proof. A proof for n ≥ 4 is rather straightforward:
[Tik(1, x), Xij(zy)]
(lower degree relations)
= [Tik(1, x), [Tkj(1, y), Xij(z)]]
= [[Tik(1, x), Tkj(1, y)], Xij(z)] + [Tkj(1, y), Xij(xz)].
So all we have to show is that [[Tik(1, x), Tkj(1, y)], Xij(z)] = 0. As we work with n ≥ 4,
the last two lines of the argument given in case (ii) of Lemma 6.3 apply, with the slight
modification that we write Xij(z) as a commutator of Xil and Xlj , where |{i, j, k, l}| = 4.
A proof for n = 3 is now in order. As it involves only three indices, the proof is general
enough to cover all n ≥ 3 cases. This promised proof depends on a trick worth singling out:
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6.I. The permutation trick.
Lemma 6.5. Let the setup be as in Proposition 6.4, let α, β, γ be words in R, deg(γ) ≥ 3,
deg(αβγ) = m+ 1. Then
[[Tik(1, α), Tkj(1, β)], Xij(γ)] = [[Tik(1, α), Tkj(1, β)], Xij(γ
′)],
where γ′ is any word obtained from permuting the letters in γ.
Proof of Lemma 6.5.
Recall that [Tij(1, α), Tjk(1, β)] = −Tjk(α, β) + Tjk(1, βα). Without loss of generality, we
fix i = 1, j = 3, k = 2.
Express γ = γ1γ2γ3, where deg(γ1) deg(γ2) deg(γ3) ≥ 1. Then we have the expression
E :=[[T12(1, α), T23(1, β)], X13(z)]
=[[T12(1, α), T23(1, β)], [X12(γ1γ2), X23(γ3)]]
=[X12(γ1γ2(αβ − βα)), X23(γ3)] + [X12(γ1γ2), X23((βα− αβ)γ3)].
Recall the notation t(a, b) = T1j(a, b)− T1j(1, ba). Do note:
(i) We may permute γ1 and γ2 in E, since
[X12((γ1γ2 − γ2γ1)(αβ − βα)), X23(γ3)] + [X12(γ1γ2 − γ2γ1), X23((βα− αβ)γ3)]
= [t(γ1, γ2), [X12(αβ − βα), X23(γ3)]] + [t(γ1, γ2), [X12(1), X23((βα− αβ)γ3)]]
(C1m)= 0;
(ii) the computation in (i) may be applied (through symmetry) to E =
[
[T12(1, α), T23(1, β)],
[X12(γ1), X23(γ2γ3)]
]
, allowing a swap of γ2 and γ3;
(iii) Sn is generated by the elements (12), (123 . . . , n− 1), (n− 1, n),
It follows that expressions
[
[T12(1, α), T23(1, β)], X13(z
′)
]
are all equal to E, where z′ is
any monomial obtained by shuffling the factors of z. This proves Lemma 6.5 
Proof of Proposition 6.4 continued: Let n = 3. Recall that we are trying to prove in Lm
(under restriction on degrees of x, y, z) that the equality
ad(Tik(1, x))Xij(zy) = ad(Tkj(1, y))Xij(xz)
holds.
Without loss of generality, fix i = 1, j = 3, k = 2. As it is clear that
[T23(1, y), X13(xz)] = [T23(1, y), [T12(1, x), X13(z)]], and
[T12(1, x), X13(zy)] = [T12(1, x), [T23(1, y), X13(z)]],
our goal becomes proving [[T12(1, x), T23(1, y)], X13(z)] = 0.
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Writing z = t1t2 (where deg(t1) deg(t2) ≥ 1) again, we have the equality
[
[T12(1, x), T23(1, y)], X13(t1t2)
]
=
[
[T12(1, x), T23(1, y)], [X12(t1), X23(t2)]
]
(∗)
=[X12(t1[x, y]), X23(t2)]− [X12(t1), X23([x, y]t2)].
As the defining relations of Lm imply the degree m + 1 expressions [X13(t1[x, y]), X23(t2)]
and [X12(t1), X13([x, y]t2)] being either zero or central , we may continue equality (∗) by
[X12(t1[x, y]), X23(t2)]− [X12(t1), X23([x, y]t2)]
=[X13(t1[x, y]), T32(1, t2)]− [T12(1, t1), X13([x, y]t2)]
=
[
[T12(1, t1), X13([x, y])], T32(1, t2)
]
− [T12(1, t1), X13([x, y]t2)]
=
[
[T12(1, t1), T32(1, t2)], X13([x, y])
]
=−
[
[T12(1, t1), T23(1, t2)], X13([x, y])
]
.
Since deg(xy) ≥ 3, applying Lemma 6.5 gives
[
[T12(1, t1), T23(1, t2)], X13([x, y])
]
= 0, and
concludes the proof of Proposition 6.4. 
The following corollary relaxes the condition deg(x) deg(y) ≥ 2 in Proposition 6.4 .
Corollary 6.6. Let n = 3. In Lm with m ≥ 4, the equality
ad(Tik(1, x))Xij(zy) = ad(Tkj(1, y))Xij(xz)
holds. Here u = xzy is a word of degree m+ 1 in R with deg(x) deg(y) ≥ 1, deg(z) ≥ 2.
Proof. Write z = z1z
′z2, where deg(zi) = 1. Then this corollary is a consequence of the
observation x(z1z
′z2y) = (xz1z
′)(z2y) = (xz1)(z
′z2y) = (xz1z
′z2)y and repeated applications
of Proposition 6.4. 
Remark 6.7. From the proof of Corollary 6.6, we may extract the stronger equality
ad(Tik(1, x))Xij(zy) =ad(Tkj(1, z2y))Xij(xz1z
′) =ad(Tik(1, xz1))Xij(z
′z2y) =ad(Tkj(1, y))Xij(xz)
in Lm.
This concludes our proof of step (I), and we are now left with step (II), the last and most
involved part of the proof.
Remark 6.8. The rule of thumb regarding Proposition 6.1 is that the proof gets harder
when n gets smaller: this applies to both the previous, and the upcoming part of the proof.
When n ≤ 4, we’ll have to impose lower bounds on the degree of commutators to make the
arguments work. We also remark that analysis of the relation between commutators like
[X,Xkl(b)] and [X,Xkl(b
′)] turns out to be most important, where b′ is obtained through
permuting the factors of b. This is exactly where the permutation trick, discussed in this
section (6.I), becomes useful again.
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7. Completing the proof
We recall what has been done so far: by Section 3, we are equipped with presentations
of ŝln(R), divided into three cases n ≥ 5, n = 4 and n = 3; in Section 4, we reduced the
finite presentability problem of general ŝln(R) to that of ŝln(R); in Section 5, we adopted
the strategy of approximating ŝln(R) by finitely presented Lie algebras Lm, where lim−→
Lm ∼=
ŝln(R) and reduced the problem to showing Lm stabilizes for large enoughm (i.e. Proposition
6.1); in Section 6 we showed how to define the degree m+ 1 elements in Lm.
In this final section, we proceed to finish the proof of Proposition 6.1.
Step (II) of Proposition 6.1. Recall the relations (A1m) through (C
3
m) introduced in
Definition 5.1. We specifically want to show that (depending on the structure of ŝln(R))
once the degree m + 1 elements are defined (in a specific approximating Lie algebra L•),
then the collection (Am+1) (or its B,C counterpart, respectively) follows from the group
of relations of smaller degree, namely (Am) (or its B,C counterpart, respectively). In this
way one establishs Lm ∼= Lm+1 (through the standard identification of degree zero and one
generators); it is clear the same argument derives that all Li, i ≥ m are isomorphic.
Let us prove these relations one by one, for cases n ≥ 5, n = 4 and n = 3, respectively.
Do note that we only have to establish the relations in (Am+1) (or its B,C counterpart,
respectively) that involve elements of degree m+ 1, or when the degrees of elements on the
bracket side of the relation sum to m+ 2.
Convention We agree that, unless otherwise stated, when referring to elements of R, a
single letter (with or without subscripts) always represent a word.
Lemma 7.1. The following relations hold in Lm.
When n ≥ 5:
[Xij(s1), Xjk(s2)] = Xik(s1s2), for distinct i, j, k,where deg(s1s2) ≤ m+ 1,(A
1
m+1)
[Xij(s1), Xkl(s2)] = 0, for j 6= k, i 6= l, deg(s1s2) ≤ m+ 2.(A
2
m+1)
When n = 4, m ≥ 10:
[Xij(s1), Xjk(s2)] = Xik(s1s2), for distinct i, j, k,where deg(s1s2) ≤ m+ 1,(B
1
m+1)
[Xij(s1), Xkl(s2)] = 0, for i = k or j = l, deg(s1s2) ≤ m+ 2,(B
2
m+1)
[w, [Xij(s1), Xkl(s2)]] = 0, for |{i, j, k, l}| = 4, deg(s1s2) ≤ m+ 2,w = Xij(γ),(B
3
m+1)
for an arbitrary letter γ ∈ X ∪ {1}.
When n = 3, m ≥ max{|X |+ 3, 10} :
[Xij(s1), Xjk(s2)] = Xik(s1s2), for distinct i, j, k,where deg(s1s2) ≤ m+ 1,(C
1
m+1)
[Xij(s1), Xij(s2)] = 0, for i 6= j, deg(s1s2) ≤ m+ 2,(C
2
m+1)
[w, [Xij(s1), Xkl(s2)]] = 0, for i = k or j = l, deg(s1s2) ≤ m+ 2, w = Xij(γ),(C
3
m+1)
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for an arbitrary letter γ ∈ X ∪ {1}.
Proof of Lemma 7.1, n ≥ 5: The two types of relations we need to show come from
stn. We prove them one by one, while assuming (A
1
m) and (A
2
m), and having degree m + 1
elements defined by (∗) (see Step (I) of Proposition 6.1).
•(A1m+1):
[Xij(s), Xjk(t)] = Xik(st), for distinct i, j, k,where deg(st) ≤ m+ 1.
Indeed, without loss of generality, assume deg(s) ≥ deg(t). Corollary 6.6 allows for
considering only the case s = xy, where deg(x) = 1. Take l different from i, j, k.
Then
[Xij(xy), Xjk(t)]
=[[Til(1, x), Xij(y)], Xjk(t)]
(A2m)= 0 + [Til(1, x), [Xij(y), Xjk(t)]]
(A1m)= ad(Til(1, x))Xik(yt) = Xik(st).
This proves (A1m+1).
•(A2m+1):
[Xij(s), Xkl(t)] = 0, for j 6= k, i 6= l, deg(s1s2) ≤ m+ 2.
Indeed, it suffices to consider the case i = k and j 6= l: assume s = yx, where
deg(x) = 1, and m different from i, j, l. Then
[Xij(yx), Xil(t)]
Corollary 6.6
= [[Tmj(1, x), Xij(y)], Xil(t)]
(A2m)= [Tmj(1, x), [Xij(y), Xil(t)]]− 0 = 0.
Two other cases (j = l, i 6= k and j = l, i = k) clearly follow. The case [Xij(s), Xkl(t)]
(|{i, j, k, l}| = 4) follows from using Xkl = [Xkm, Xml], where |{i, j, k, l,m}| = 5.
Proof of Lemma 7.1, n = 4: Recall that m ≥ 10, and R := k〈X 〉. We have three types
of relations to show, while assuming (B1m) through (B
3
m) and having degree m+ 1 elements
defined as before.
•(B1m+1):
[Xij(s), Xjk(t)] = Xik(st), for distinct i, j, k,where deg(st) ≤ m+ 1.
Indeed, the proof is similar to that of (A1m+1).
•(B2m+1):
[Xij(s), Xkl(t)] = 0, for i = k or j = l, deg(st) ≤ m+ 2.
Indeed, after replacing appearances of (A2m) by (B
3
m), we get the same expression as
the first three cases of (A2m+1).
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•(B3m+1):
[w, [Xij(s), Xkl(t)]] = 0, for |{i, j, k, l}| = 4, deg(st) ≤ m+ 2,w = Xij(γ),
for an arbitrary letter γ ∈ X ∪ {1}.
Indeed, take any w ∈ {Xl1l2(τ) | deg τ ≤ 1, l1 6= l2 ∈ {1, 2, 3, 4}}.
If s = xy, deg(y) = 1, deg(s) = m+ 1, the computation
[Xij(xy), Xkl(t)]
Proposition (6.4)
=
[
[Tkj(1, y), Xij(x)], Xkl(t)
]
(B3m)=
[
Xij(x), [Tjk(1, y), Xkl(t)]
]
shows that we can reduce the assertion to the case where deg(s) < m+ 1; moreover
we may assume additionally deg(s) ≥ 6, deg(t) ≥ 6.
The remaining treatment depends on three cases regarding w:
(1) When w ∈ X12 ∪X34 ∪X14 ∪X32, the relation follows from (B
3
m) and (B
2
m) by
a direct application of the Jacobi identity;
(2) When w ∈ X23 ∪X41, it suffices to consider the former case. Let s = t1u1, t =
t2u2, deg(t1) = deg(t2) = 3, 3 ≤ deg(u1), deg(u2) ≤ m−3, deg(t1u1t2u2) ≤ m+2.
In addition, let t2 = sah, where deg(sa) = 1, deg(h) = 2. Then
[X23(γ), [X12(t1u1), X34(t2u2)]]
=[X23(γ), [[X13(t1), X32(u1)], [X32(t2), X24(u2)]]
(B2m)= [X23(γ), [X32(t2), [[X13(t1), X32(u1)], X24(u2)]]]
=[X23(γ), [X32(t2), X14(t1u1u2)]]
(B3m)= [[X23(γ), X32(t2)], X14(t1u1u2)]]
=[T23(γ, t2), [X12(t1), [X21(u1), X14(u2)]]]
(B3m)= [−X12(t1γt2), [X21(u1), X14(u2)]]
+[X12(t1), [X21(γt2u1), X14(u2)]] + 0
=[T23(γsa, h), [X12(t1), [X21(u1), X14(u2)]]]
=[[X23(γsa), X32(h)], X14(t1u1u2)]]
=[X23(γsa), [X32(h), X14(t1u1u2)]]
(B3m)= 0.
(3) If w ∈ X31 ∪ X24 ∪ X13 ∪ X42 ∪ X21 ∪ X43, then w can be represented as
commutators in Xij’s treated in cases (1), (2). This completes the proof of the
assertion.
As we have traversed all cases, this proves (B3m+1).
Proof of Lemma 7.1, n = 3: Recall that R := k〈X 〉. Under the premise m ≥ max{|X |+
3, 10}, we again have three types of relations to show, while assuming (C1m) through (C
3
m)
and having degree m+ 1 elements defined as before.
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• (C1m+1):
[Xij(s), Xjk(t)] = Xik(st), for distinct i, j, k,where deg(st) ≤ m+ 1.
Indeed, when deg(t) = 0, s = s1s2 , deg(s1) = m, deg(s2) = 1, we have
[Xij(s1s2), Xjk(1)]
=[[Tkj(1, s2), Xij(s1)], Xjk(1)]
=[−2Xjk(s2), Xij(s1)] + [Tkj(1, s2), Xik(s1)]
=[−2Xjk(s2), [Xik(s1), Xkj(1)]] + [Tkj(1, s2), Xik(s1)]
(C3m)= − 2[[Xik(s1), Tjk(s2, 1)]] + [Tkj(1, s2), Xik(s1)]
=2[Tjk(s2, 1), Xik(s1)]− [Tjk(s2, 1), Xik(s1)](= Xik(s))
=[Xij(s1), Xjk(s2)]
(Note that we used frequently here Corollary 6.6). This argument can also be applied
to [Xij(1), Xjk(s2s1)], using symmetry. Thus one can assume henceforth deg(t) ≥ 1.
Now we prove the general version. Now our goal is to prove:
Claim 2. Let n = 3. For w =
m+1∏
i=1
wi (e.g
m+1∏
1
wi = w1w2) , where deg(w) =
m+ 1, deg(wi) = 1, all expressions [Xij(
p∏
l=1
wl), Xjk(
m+1∏
l=p+1
wl)] are equal to Xik(w).
Note that when p = 1 or m+1, this has already been shown by what is done in the
preceding paragraph. Without loss of generality, set i = 1, j = 3, k = 2, and we’re
down to proving:
Claim 3. Let n = 3. Assuming m ≥ max{|X | + 3, 10}, deg(abc) = m + 1 and
deg(a), deg(b), deg(c) ≥ 1, the equality
[X13(a), X32(bc)] = [X13(ab), X32(c)],
holds in Lm.
Proof of Claim 3. It follows from Proposition 6.4 that:
(i) if deg(b) ≥ 2, then [X13(a), X32(bc)]
(C3m)= [T13(a, 1), X12(bc)]= [T32(c, 1), X12(ab)]
(C3m)= [X13(ab), X32(c)].
(ii) When deg(b) = 1, we deploy the following trick:
[X13(a), X32(bc)]− [X13(ab), X32(c)]
(C3m)= [X12(a), T23(1, bc)]− [X12(a), T23(b, c)]
(C3m)= [X12(a), T23(1, bc)− T23(b, c)].
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Now write b = de. The standard equalites regarding T in Lm (i.e. Lemma 6.2)
gives
T31(cd, e) + T23(de, c)
= T31(cd, e)− T32(c, de) = T21(d, ec)
= T23(1, dec) + T31(d, ec),
which is
T23(1, bc)− T23(1, bc) = T31(d, ec)− T31(cd, e)
after rearrangement. Therefore
[X12(a), T23(1, bc)− T23(b, c)]
= [X12(a), T31(d, ec)− T31(cd, e)]
= [X13(ec), X32(da)]− [X13(e), X32(cda)].
But as m is big enough, we can always choose deg(c) ≥ 2 (elsewise reverse the
role of c and a), so we’re back to the deg(b) ≥ 2 case proven in the previous
paragraph. This proves Claim 3. 
Having settled Claim 3 (and therefore Claim 2), the proof of (C1m+1) is complete.
• (C2m+1):
[Xij(s), Xij(t)] = 0, for i 6= j, deg(st) ≤ m+ 2.
Indeed, without loss of generality, assume s = yx, where deg(x) = 1, deg(y) = m,
deg(t) = 1 . Take k 6= i, j. Then we have
[Xij(yx), Xij(t)]
= [[Xik(y), Xkj(x)], Xij(t)]
= [[Xik(y), Xij(t)], Xkj(x)] + [Xik(y), [Xkj(x), Xij(t)]]
( C3m)= 0 + 0 = 0.
This proves (C2m+1).
• (C3m+1):
[w, [Xij(s), Xkl(t)]] = 0, for i = k or j = l, deg(st) ≤ m+ 2,w = Xij(γ),
for an arbitrary letter γ ∈ X ∪ {1}.
Indeed, without loss of generality, set i = k = 1, j = 2, l = 3, and assume deg(s) ≥
deg(t). We may also assume deg(t) ≥ 1, as s = s1s2, deg(s) = m+1, deg(s1) = 1 im-
plies [Xij(s1s2), Xik(1)]= [[Tik(s1, 1), Xij(s2)], Xik(1)]
(C3m)= [[Tik(s1, 1), Xik(1)], Xij(s2)]
= 2[Xik(s1), Xij(s2)].
Adhering to the above assumptions, one may fall back to an argument similar to
what was done in Lemma 6.5: express s = s3s1s2 = z1z2, where deg(z1) = deg(s1) =
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deg(s2) = 1,deg(s3) > 0. It follows that
[X12(s3(s1s2 − s2s1)), X13(t)]
( C3m , C
1
m)=
[
[[T12(1, s1), T23(1, s2)], X12(s3)], X13(t)
]
(C3m , C
1
m, Jacobi id)= 0 + 0 = 0.
Note also a symmetry:
[X12(s), X13(t)] = [X12(s), [X12(t), X23(1)]]
(C2
m+1)
= [X12(t), X13(s)].
Finally, for 2 ≤ deg(s), deg(t) ≤ m, deg(st) ≤ m + 2, one may further reallo-
cate degrees between arguments (using X13(t) = [X12(t1), X23(t2)], where t = t1t2,
deg(t2) = 1):
[X12(s), X13(t)] = [X12(s), [X12(t1), X23(t2)]]
(C1
m+1
, C2
m+1
)
= [X12(t1), X13(st2)].
The above may be summarized as:
Claim 4. In Lm, let deg(st) = m+2, s = s1s2, t = t1t2, where deg(s1) = deg(t1) = 1.
Then
(a)
[X12(s), X13(t)] = [X12(s
′), X13(t
′)],
where s′ = s1s
′
2 and t
′ = t1t
′
2, s
′
2 (resp. t
′
2) is any permutation of s2 (resp.
t2); under the same assumption, all [X13(s
′
2s1), X23(t
′
2t1)] are equal. The same
equalites remain valid after {1, 2, 3}, appearing as subscripts of X, are permuted.
(b)
[Xij(t), Xkl(s)] = [Xij(s), Xkl(t)].
(c) The following equalites remain valid after any permutation of indices:
[X12(s1s2), X13(t1t2)] = [X12(s1s2t2), X13(t1)],
[X13(s1s2), X23(t1t2)] = [X13(t2), X23(t1s1s2)].
We come back to validating (C3m+1). Our analysis splits into cases regarding w, in
a way similar to (B3m+1).
(1) If w ∈ X12 ∪ X13, then the desired relation follows from (C
3
m) and (C
2
m) by a
direct application of the Jacobi identity;
(2) If w ∈ X32 ∪ X23, then without loss of generality one may assume that w =
X23(c), where c ∈ R and deg(c) ≤ 1. Assume additionally deg(ai), deg(bi) ≥ 3.
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Then:
[X23(c), [X12(a1b1), X13(a2b2)]]
=[X23(c), [[X13(a1), X32(b1)], [X12(a2), X23(b2)]]
(By C2m , C
3
m)= [X23(c), [X13(a1), [X12(a2), [X32(b1), X23(b2)]]]
(By C3m)= 0− [X13(a1), [X13(a2c), T32(b1, b2)]]
+ [X13(a1), [X12(a2), [X23(c), T32(b1, b2)]]]
= 0− [X13(a1), [X13(a2c), T32(b1, b2)]]
+ [X13(a1), [X12(a2), X23(b2b1c+ cb1b2)]]
(By C3m)= − [X13(a1), [X13(a2c), T32(b1, b2)]] + 0
(By C3m)= − [X13(a1), X13(a2cb1b2)] = [X13(a1), [X12(a2c), X23(b1b2)]]
(By C3m)= 0.
(3) If w ∈ X21 ∪X31, it suffices to consider the latter. As X31(c) = [X32(c), X21(1)],
we work only with w = X21(1). Assume again deg(ai), deg(bi) ≥ 3. Then:
[[X12(a1b1), X13(a2b2)], X21(1)]
=[[[X13(a1), X32(b1)], [X12(a2), X23(b2)]], X21(1)]
(By C3m) =[0 + [X12(a2), [X13(a1), T32(b1, b2)]], X21(1)]
(By C3m) =[T12(a2, 1), [X13(a1), T32(b1, b2)]]−[X12(a2), [X23(a1), T32(b1, b2)]]
−[X12(a2), [X13(a1), X21(b2b1)]]
(By C3m) =[T12(a2, 1), [X13(a1), T32(b1, b2)]]−[X12(a2), X23(b2b1a1 + a1b1b2)]
−[X12(a2), X23(−b2b1a1)]
=[T12(a2, 1), [X13(a1), T32(b1, b2)]]− [X12(a2), X23(a1b1b2)]
=[X13(a2a1), T32(b1, b2)] + [X13(a1), [T12(a2, 1), T32(b1, b2)]]
− [X12(a2), X23(a1b1b2)]
=[X12(−a2b2b1), X23(a1)] + [X12(a2), X23(b2b1a1 + a1b1b2)]
+ [X13(a1), [T12(a2, 1), T32(b1, b2)]]− [X12(a2), X23(a1b1b2)]
= [X12(−a2b2b1), X23(a1)] + [X12(a2), X23(b2b1a1)]︸ ︷︷ ︸
A
+ [X13(a1), [T12(a2, 1), T32(b1, b2)]]︸ ︷︷ ︸
B
Let us first analyze item A, namely
−[[T13(1, a2), X12(b2b1)], X23(a1)] + [X12(a2), [T21(b2, b1), X23(a1)]].
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Set a1 = a
′
1a
′′
1, b2 = b
′
2b
′′
2 and b1 = b
′′
1b
′
1, where deg(a
′′
i ), deg(a
′
i), deg(b
′′
i ), deg(b
′
i) >
0. Then
[X12(a2), X23(b2b1a1)] = [X12(a2), [X21(b
′
2), X13(b
′′
2b1a1)]]
(C3m)= [[X12(a2), X21(b
′
2)], X13(b
′′
2b1a1)] = [T12(a2, b
′
2), [T23(a1, b
′
1), X13(b
′′
2b
′′
1)]].
Similar analysis gives
[X12(a2b2b1), X23(a1)] = [[X13(a
′′
2b2b
′′
1), X32(b
′
1)], X23(a1)]
(C3m)= [X13(a2b2b
′′
1), [X32(b
′
1), X23(a1)]] = [[T12(a2, b
′
2), X13(b
′′
2b
′′
1)], T32(b
′
1, a1)].
It follows that the item
A = [[T12(a2, b
′
2), T23(a1, b
′
1)], X13(b
′′
2b
′′
1)].
The expression A can be rewritten as
[X12(b
′′
2[b
′
2a2, a1b
′
1]), X23(b
′′
1)]− [X12(b
′′
2), X23([b
′
2a2, a1b
′
1]b
′′
1)],
while B is equal to
[X12(a
′
1[b2b1, a2]), X23(a
′′
1)]− [X12(a
′
1), X23([b2b1, a2]a
′′
1)].
We claim that A = B = 0. First, we prove each of the following equalities:
• [X13(a
′
1[b2b1, a2]), X23(a
′′
1)] = 0
• [X13(a
′
1), X23([b2b1, a2]a
′′
1)] = 0
• [X13(b
′′
2[b
′
2a2, a1b
′
1]), X23(b
′′
1)] = 0
• [X13(b
′′
2), X23([b
′
2a2, a1b
′
1]b
′′
1)] = 0
It follows from part (a) of Claim 4 that the second and fourth formulas are valid.
For the first and third, note that the terminal words of the two summands of
a′1[b2b1, a2] are b1 and a2, while the terminal words of the two summands of
b′′2[b
′
2a2, a1b
′
1] are a2 and b
′
1.
As b′1 is a terminal word of b1, if the terminal letters of a2 and b1 are equal,
deferring to (a) of Claim 4 allows all bulleted formulas to be verified.
To obtain equality of these two terminal letters, invoke the condition m ≥ (|X |+
3). By parts (c) and (b) of Claim 4, we have
[X12(a1b1), X13(a2b2)] = [X12(a2b2b1), X13(a1)].
Part (b) of Claim 4 further allows us to assume deg(a2b2b1) > |X |+ 2. Writing
a2 = a
′
2a
′′
2 where deg(a
′
2) = 1, we see that in the word a
′′
2b2b1 at least one letter
from the alphabet X appears twice or more. Using (a) of Claim 4, we are allowed
to rearrange a′′2b2b1 so that in the new a
′′
2, b1 (and of course, b
′
1) the terminal
letters are equal, while retaining the degrees of a′′2, b2, and b1. This proves all
four bullet equalities.
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What remains to be done is now straightforward. Let us take A for example.
By the four bullet equalities above,
A = [X12(b
′′
2[b
′
2a2, a1b
′
1]), X23(b
′′
1)]− [X12(b
′′
2), X23([b
′
2a2, a1b
′
1]b
′′
1)]
= [X13(b
′′
2[b
′
2a2, a1b
′
1]), T32(1, b
′′
1)]− [T12(b
′′
2, 1), X13([b
′
2a2, a1b
′
1]b
′′
1)]
=
[
[T12(1, b
′′
2), X13([b
′
2a2, a1b
′
1])], T32(1, b
′′
1)
]
− [T12(b
′′
2, 1), X13([b
′
2a2, a1b
′
1]b
′′
1)]
= −
[
[T12(1, b
′′
2), T23(1, b
′′
1)], X13([b
′
2a2, a1b
′
1])
]
.
As deg(b′i) ≥ 1, deg(ai) ≥ 3, we may apply the same argument as was used
in Lemma 6.5 (recall that degree m + 1 elements are defined and behave as
expected, thanks to the proven relation (C1m+1)). It follows that A = 0.
The expression B is treated no differently: similar computations yield
B = −
[
[T12(1, a
′
1), T23(1, a
′′
1)], X13([b2b1, a2])
]
,
and the same Lemma 6.5 type argument gives B = 0.
Since [[X12(a1b1), X13(a2b2)], X21(1)] = A+B = 0, the relation (C
3
m+1) is proven.
This proves Lemma 7.1, therefore Proposition 6.1, Lemma 4.2 and (finally) Theo-
rem 4.1.
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