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Abstract 
The use of Fast Fourier Transforms in solving partial cliffercntial equations is 
studied .. The basic theory of FF'I., is summarized and efficient subroutines for the fa.st 
transformation of one or two dimensional data arrays arc described . 
The methods of solution for Poisson's equation with periodic or Dirichlet 
boundary conditions arc studied in detail. 
A specific example on the Laplace's equation over a square region with 
homegeneous boundary conditions on three sides and a constant inhomogeneous 
condition on the fourth is worked out. The results obtained by FFT and the results 
obtained by Simultaneous Over-Relaxation (SOR) of the finite difference equations arc 
compared with the analytic solution. It is cancluded that the FFT method is at least as 
accurate as SOR but significantly faster. 
1 
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l. Introduction 
In recent years significant progres has been made in incorporating Fast Fourier 
Transform to the solution of partial differential equations. 
Efficient software and associated special hardware have increased drarnatically 
the speed of discrete Fourier transformation making the methods associated with it 
(Spectral methods in general) the method of chaise for several practical problems. 
The Fast Fourier Transforrn (FFT) algorithn1 is a n1ethod for con1puting the 
finite Fourier transform of a series of N ( complex) data points in approxin1atcly 
N1og 2 N operations. The algorithm has a fasinating history. When it was described by 
Cooley and Tukey in 1965 it was regarded as new by many knowledgeable people \Vho 
believed Fourier analysis to be a process requiring something proportional to N 2 
operations with a proportionality factor which could be reduced by using the 
symmetries of the trigonometric functions. Computer programs using the N2 operat.ion 
methods were, in fact, using up hundreds of hours of machine time. 
It was shown how one. could use the periodicity of the sine-cosine functions to 
obtain a 2N-point Fourier analysis from two N-point analyses with only slightly more 
then N operations. Going the other way, if the series to ·be transformed is of length N 
and N is a power of 2, the series can be split into log2 N su bseries and this doubling 
algorithm can be applied to compute :finite Fourier transform in log2 N doublings. The 
number of computations in the resulting s·uccesive doubling algorithm is therefore 
proportional to Nlog2 N_ratherthen N 2 . 
Fast Fourier transfo,rms are used extensively in the area of digital processing of 
signals, where they simplify considerably the analysis of signals may they be voice, TV, 
/ 
speach, music or radar. These fast techniques are very helpful in such tasks as 
identifying the speaker or sonar emitter and in reducing the data required to transn1it a 
TV picture. 
In this thesis we focus on the use of FFT in the solution two-dimensional 
boundary value problems. In section 2 we develop the basic concepts of Discrete 
Fourier Transform, and we describe the Cooly-Tukey algorithm, which makes the 
discrete transform fast. In section 3, we discuss the use of FFT to the solution of 
Poisson's equation. We consider periodic boundary condition in two and three 
dimensions. We also consider the problen1 with Dirichlet boundary conditions. A 
method utilizing a two dimensional Fast Sine Transform is explained and the routines 
associated with that are described. A specific example is worked out in section 4. We 
solve "\1 2 u==O over a square region with homegeneous conditions on. the three sides and 
u== 1 on the four.th side. We solve the problem using Simultaneous Over-fiHaxation and 
Fast Sine Transforrn. The solutions are compared with the analytical solution for speed 
and accuracy. The results of the comparision are given in section 5. It is quite evident 
that the FFT is at least as acurate as SOR but significantly faster. 
3 
2. DISCRETE FOURIER TRANSFORMS (DFT) 
The fast Fourier transform (FFT) method is a computational algorithm which, 
greatly increases the speed with which Fourier transforms can be computed on digital 
devices. As a consequence, digital application of Fourier methods has been widely 
utilized and can be expected to be used even more as the FFT method is incorporated 
in efficient computer subroutines, and special hardware. Therefore, it seems useful to 
.. 
investigate further the essential properties of the discrete Fourier transform ( D FT), its 
correspondence with integral transforms, and various algorithms for using the discrete 
Fourier transform in special circumstances. 
The discrete complex Fourier series is a one-to-one 1napping of any sequence 
x(n), n=0,1, ... ,N-1, of N complex numbers onto another sequence defined by 
N-l · 
X(j) = L x( n) W N n J , j= 0, l , ... , N- l , ( 2 .1 ) 
n=O 
where i=.f-1 and where WN=exp(2iri/N) is the principal Nth complex root of unity. 
The formula for x( n) in terms of X(j), 
1 N-l . . -nj 
x(n)= N L X(J) W N , n-:-0,l, ... ,N-l (2.2) 
j=O 
is known as the inverse discrete Fourier transform (IDFT). A direct calculation of (2.1) 
as an accumulated sum of products for each j would take N 2 operations. The fast 
Fourier transform method (FFT) is an algoritm for computing (2.1) or (2.2) in MogN 
operations. The FFT algoritm has been. d·escribed and programmed, in most cases, as a 
calcu_lation of the operation defined by· (2.1) on complex numbers. However, in actual 
practice, there is a wide variety of special conditions which one actually wants. For 
example, the data may be real rather then truly complex, and it may be even or odd so 
that cosine or sine transforms· may be used. These transforms can be done directly with . 
the complex DFT. 
4 
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2.l. Matrix Representation of DFT 
In this section we represent the DFT by a matrix, and rearranging the matrix 
we shall end up with a matrix factorization leading to the FFT. 1~hc input to the OFT 
is the data sequence contained in the vector ; given by 
; == [ x( 0) , x( 1) , ... , x( N-1) ] T (2.3) 
where the supercript T denotes the transpose. The output of the DFT is the transform 
sequence contained in the vector ~ given by 
T 
~r = [ )(( 0) , X( 1) , ... , X( N-1) ] (2.4) 
1"he outputs are computed using the D·FT definition . For exan1plc , if N = 4 , rfhc 
definition of D FT gives 
. -
X== Wx (2.5) 
- - -
A 
where W is the DFT matrix 
-
wo wo wo wo 
wo w1 w2 w3 
W== wo w2 wo w2 
WO w3 w2 w1 (2.6) 
where, of course, W0 ==l, W1=i, W2 ==_,_l, W3 =-i. 
A 
We ca-n get another way of representing the matrix W by noting that 
(2.7) 
where the matrix • • ~ 1s given by 
.. .,. 
0 0 0 0 
0 ·1 2 3 
E (2.8) 
- 0 2 0 2 
0 3 2 1 
More generiuly, the ~ matrix of dimension N is given by 
E= 
0 
0 
0 
0 
1 
2 
0 
2 
4 
0 N-2 N-4 
0 N-1 N-2 
0 0 
N-2 N-1 
N-4 N-2 
4 
2 
2 
1 
(2.9) 
In conclusion, (2.5) is the vector-matrix equation for tl1e OFT. The matrix of 
exponents is given by (2.9). 
Another way of introducing the discrete Fourier transfor111 is obtained via the 
polynomial 
n-1 
P( X) = L pk xk' (2.10) 
k=O 
where pk are the coefficen ts of the polynomial. The values of P( x) for x= w0 , W 1, . . . , 
wN-l form the OFT of the coefficients pk. i.e. 
I:=fp (2.11) 
. -
where 
J: = [P( w0 ),P( W1 ), ... ,P( wN-l J]T, (2.12) 
and 
(2.13) 
and F is the Vandermonde matrix: 
-
(Wo)o ( wo)1 • , ( wo)N-1 
( w1)0 (W1)1 • (.Wl)N-1 
F= 
-
• 
. • ·f • (2.14) 
( wN-1)0 ( wN-1)1 ( wN-l)N-1 ~ 
• 
6 
·-
' ' 
.. 
,,· 
Since f is a Vandennonde matrix with distinct elements is nonsingular and f · 1 exists. 
In fact, writing (2.14) in the form 
we can see that 
F -1- l w-(i•i) ij - N . 
T·he above statement can be verified by forming the product 
N-1 
c .. = '°" F.kF-.lk. ~ ~ 1 J 
k=O 
w.here o=l for i=j and o= w·J11 otherwise. 
(2.15) 
\ 
(2.16) 
( 2 .17) 
It is obvious that C .. ==l for all i., the fact that C,.==0 for i-+1· can be seen by 
. . 11 IJ T 
summing the geometric series (2.17) and obtaining 
C --1 ON-1 
ij-N a....;.. I 
and n.oting that aN = 1, for all i and j. 
2.2 .. The Fast Fourier Transform (FFT) 
(2.18) 
In general we can use the notation f N to indicate the DFT matrix for N 
points. ln view of the explanation presented in the previous section . 
We can write . ~ 
(2.19) 
7 
.,,.. 
' 
Where i=f.l. For example 
1 1 1 I 
1 1 1 
. 
-1 1 - I 
f2= 1 -1 
f4 1 -1 I -1 
. ( 2. 20) 
1 - t -1 t 
In a certain way f 4 connects back to f 2 and the whole ins1>iration of the Fast 
Fourier Transform is to find that connection! Similarly f 2 is related to f 4 , and f 80 is 
related to f 40 . 
2.2.1. Cooley-Tukey algorithm : 
Our interest is in powers like N=212 . There will be N
2 = 224 entries in F N' and an 
ordinary matrix-vector product f Nf requires 224 co1nplex n1ultiplications. In itself 
that is not terrible; it takes a few seconds on a big machine. But if 
it is repeated 
thousands of times, as it is in time series analysis and image processing 
and else,vhere, 
the cost of these products F X 
- N- becomes prohibitive
. By contrast, the Fast Fourier 
Transform finds f Nf with only 6·212 multiplications-it is more then 600 times 
faster. It replaces N2 multiplications by § Nlog2 N. 
The fast tra.nsform starts with ~ completely trivial observation : If N equals 2M 
then using equation (2.19) we see that 
(2.21) 
This identity allows ¥,=f Nf (a vector with N components) to be recovered 
from two vectors y1 and y11 with N/2 components. That is the· key idea
. The vector ( 
x 0, x 1; ... , xN-l ) is split into two s·horter pieces, b
y separating the even and odd 
compnents: 
8 
. . 
(2.22) 
From these vectors we form 
I F I d ~II -- f M ..... II . ¥ = ... Mf an 
., (2.23) 
Those multiplications involve the half-size matrix f M , but the results ¥' and ¥." 
contain enough infomation to reconstruct y . 
... 
It can be proven that the first M and the last M componens of y 
Y j = y1 j + ( W N )1 y11 j , J = 0, .. . , M - 1 
y. + = y 1• - ( WN )1 y11 . , j = 0, . . . , M - I • J m J J (2.24) 
Thus the three steps r1eeded Jo,, FF'T at,e : split f into f 1 an<l f 11 , forn1 ¥' = f ,.1:r: 1 and 
¥ 11 == f M f' ' , and com put c ¥. fro n1 ( 2. 2 4 ) . 
P1,oof: '1'he verification of (2.24) begins by dividing each co1nponent of¥= f Nf 
into odd end even parts. rfhe entries off N are powers of W N' an<l the separation of¥ 
follows exactly the separtion off : 
N-1 ~ M-1 2 Jtj M-1 (2k+l)j Yj=L WN xk=L WN x2k+L WN x2k+1' j == 0, .... ,N-1 k==O k=O k=O {2.2'5) 
Each sum on the right has M terms. The first involves the even components x2k 
1 
'' 2 
and comes from ; . The secant contains the components x2k+l of :r:· . Since W N == 
WM, we have 
(2.26) 
using (2.23) we have 
. 
Yj = Yj 1 +( W N )JYj 11 , j=O, ... ,M-1, (2.27} 
which is the first part of (2.24). For the second part. we write 
'· 
9 f 
_ ~ W 2k(J+M) ~ W (2k+l)(J+MJ 
- L N X2k + L N X2k+ 1 
k=O k=O 
~ W kU+M) '+ W J+Mf.l W kU+M) 11 ~ M ~ N ~ M ~ 
k=O k=O 
~ W kj W kM X '+ W j W Mf.! W kj W kM x " 
~M Mk .N N~M Al k· ( 2.28) 
k=O k=O 
Since inside the sums, 
W kM_ (21ri/M)kM -( 21ri)k-lk- l M -e - e _ _ , (2.29) 
and outside, 
W M_( 21ri/N )M-( 21ri/2M )M_ 1ri __ 1 . N - e - e -e _ , (2.30) 
we have 
j== 0, ... , M-1, (2.31) 
or 
I ( W )J If Yj+M=Yj - N Yj · (2.32) 
Repeating the same idea, a similar rule connects M to M/2, Af/2 to M/4 and so 
on e.g; 
(2.33} 
Let Lz represent the number of multiplication required for the FFT of size N=2 1• It 
can be shown by inspection of equations (2.24) that 
(N~2) L1-22 
(N=4) 
( l'.v.=8) (2.34) 
10 
( 
• • • • • • • • • • • • • • 
From (2.34) we can see that 
(2.35) 
We summarize the Cooly-Tukey algorithm by describing in detail the following 
example. 
EXAMPLE 
We need the OFT of the vector 
;==(2,4,6,8] T_ (2.36) 
We could have calculated the transform y from 
-
1 1 1 1 2 20 
1 -1 . 4 -4-4i z -z 
1 -1 1 -1 • (2.37) 6 -4 
1 . -1 8 
-4+4i -i z 
This would have required 16 multiplications. Accordin.g to Cooley-Tukey algorithm we. 
will proceed as follows. 
We split ·-,this vector f in to 
; 1=[ 2, 6]T, 
and we calculate y1 , y 11 by 
y'= 
-
1 
1 
- -
.1 
-1 
2 
6 
8 
-4 
(/ 
; 11=[4,8]T (2.38) 
1 1 4 12 y''= 
' 1 -1 8 -4 -
(2.39) 
This step .requires 2x22 ==8 multiplication. We than use the formula (2.24) to obtain 
·11 
• 
. 
11 . = y' . + ( W4 )' y' I . ' J J J 
y. + = y' . - ( W4 )J 11' I . J 2 J J (2.40} 
with j=O,l. 
y0 =8 + 12 , y1 = -4-4i , y~ 8 - 12 , y3 = -4 + 4i. 
The last step requires 4 multiplication. Consequently the total number of multiplication 
is 8+4=12. 
12 
3. Application of FFT in Differential Equations 
3.1. Periodic Difference Equations 
The Fast Fourier Transform can solve certain finite difference equations \vith 
exceptional speed. To operate perfectly it needs a constant-coefficient problem I_( y =f 
... 
on a regular mesh. 
Let us consider the central-difference equation 
(3.1) 
over a one din1ensional mesh with the solution u having periodicity of N. For N==-4 ,vc 
have 
(3.2) 
and considering that u_ 1 == u 3 and u 4 == u 0 we write 
d -1 0 -1 UO fo 
-1 d -. 1 0 Ul f1 
0 -1 d -1 U2 f2 
-1 0 -1 d U3 /3 (3.3) 
In general we want to .solve the equations 
y=[ Uo,U1,···,UN-l]T (3.4) 
Th-is is a one-dimensional diference equation and it does not actually need the 
F·FT. However in two dimensions fast transforms will make all the difference. The main 
~~ 
. 
. 
·. 
' 
. 
. 
I 
13 
point is : 
f N is diagonalized by the Fourier matrix f N, so that f N -l TN f N = J N 
where 
d -1 0 • -1 
-1 d -1 • 0 
TN= 0 -1 d 0 f N-( WN jk ) , ( 3.5) • 
' 
• • 
. -1 
-1 0 0 -1 d 
an.cl J N is a diagonal matrix with 
[AN] .. -,,\. ==(d- WNj _ l ·) . 
- JJ J w J 
N 
(3.6) 
This means that the columns of the matrix f N are the eigenvectors of the matrix TN' 
To the Mth eigenvalue ,,\ M given by (3.6}, we have the corresponding eigenvector 
. i.e. 
1 
WM 
~M= w2M. 
·wNM 
(3. 7) 
As an example in the case N=4, with W4 =i, the eigenvalues will be A0 =d-1-1, 
, - d · ·-1 , - d" ·2 . ·-2 . d , __ d ·3 . ·-3 
"' 1 --- - i - i , "' 2 - . - i - i , an _· "' 3 - - i - i . The diagonal form becomes 
14 
.. 
I- , 
\ 
d-2 0 0 0 
f.,· 1 r.,f., 0 d 0 0 J., • (3.8) 
0 0 d+2 0 
0 0 0 d 
Now we can solve the equation (3.4) using FFT. Tl1ey allow a quick 
multiplication by f or f- 1 , and the solution u 
-
is found in 
three steps: 
(1) transform/ to f- 1J 
- -
(2) divide by the eigenvalues to obtain J- 1 f- 1f 
-
(3) t ransfor1n l)ack to reach f ~ -J f- 1/ . 
Note that step 2 fails when one of th.e eigenvalues is zero. This 111a.y happen in the 
important case d=2 which gives the finite difference approxiination to the second 
derivative. 
3.2. Fast Poisson Solver in 2D: Periodic Case 
We consider Poisson's equation in the square O<x,y<l. 
The 5-point finite difference approximation to -Uxx -. Uyy = f(x,y) is 
(3.9) 
The meshpoints lie on a regular grid. Each side of the square is devided into N+l 
intervals of length h=l/(N+l). There are N2 meshpoints in the interior of the square. 
Here we begin with the periodic case, which corresponds to a discrete Fourier series. It 
is associated with the Fourier matrix f N +i· Later the Dirichlet condition u O will be 
matched by a sine series and the Neumann condition g~ by a cosine series. 
The unknowns ujk come in a natural order, starting with u 00 ,u01 , ... ,u0N+l 
15 
along the bottom of the square. That group will be denoted by Cf 0 . Moving up the 
square we end with the unknowns along row N. By periodicity the group l[ N+l at the 
top of the square is the same as l[ 0 at the bottom. The right sicJe f will l>c ordered in 
the same way ([ 0 ,[ 1, ... ,[ N) Then the 5-point schem becomes 
where 
I(== 
-
A 
u-
-
... . 
If ff=! 
T 
-
-I 
-
0 
• 
-1 
l! 0 
l/. 1 
U· 
-N 
-
-
-I 
-
T 
-
-I 
-
• 
() 
0 • -I 
-
-I • 0 
-
7, 0 
-
. • -I 
-
0 -I 71 
- -
A 
and f == 
(3.10) 
' 
( ;J. 11 ) 
IIere Tis the same matrix as 1_,N+l in equation (3._5) with d==4, and I.is identity 
matrix. The order of T and / is N+l, and IS is order of (N+l) 2 . Equation (3.10) can 
also be written as 
. . -'-- 2 
-. · l/.k+l + ! l/. k - l/. k-1 - h [ k' k==O,l, ... ,N. (3.13) 
This periodic matrix IS has one serious drawback. It is singular. Every row 
adds to zero. To make it nonsingular we can ground one or more nodes, which i~ the 
effect of a Dirichlet condition ( u0 -0 will ground .all boundary nodes). 
16 
... 
--! 
3.2.1 The use of two-dimedaional Discrete Fourier Transform 
Given complex function h( k 1,k2 ) defined over the two-dimensional grid 
0$.k1~N1-1, O~k2 $.N2 -l, we can define its two dimensional discrete Fourier 
transform as a complex function H(n 1,n2 ), defined over the same grid, by 
( 3.14) 
We can see that the two-dimensional FFT can be computed by taking one-din1cnsional 
FFTs sequentially on each index of the original function. Symbolically, 
H( n 1, n2 ) = FFT-on-index-1( FFT-on-index-2( h( k 1,k2 )] ) 
= FFT-on-index-2( FFT-on-index-1 [ h( k 1,k2 )] ). (3.15) 
Equation (3.15) provides a conveviet way for calculating the two-dimensional DFT but 
a more efficient way is a direct two-dimensional calculation. See appendix A. 
Consider the solution of Poisson equation 
8 2 u 8 2 u 
02 x2 + 02 y - p( x,y) (3.16) 
by the finite difference method. We re-present the function u(x,y) by its values at. the 
discrete set of points 
xi=xo+i~, j==0,1, ... ,J 
Yz=Yo+l~, l=o,1,· ... ,.L (3.17) 
where ~ is the grid spacing .. From now on we will write u. 1. for u(x1.,y1), and p. 1 for • J, J, 
p(xj:,Y1). For (3.1~) we substitute a finite-sifference represent.ation 
u.+11 -2u. 1+u._11 u. 1+1--2u. 1+u. 1_1 J . ' J, J , + J,. J, . J, . . - p 
~2 0 • fl2 - j,l 
or equivalently 
17 
(3.18) 
u ·+ 1 I+ u ·-1 I+ u. I+ l + u. l-1- 4 u. I= 6 a p. I J , J , J, J, J, J, ( 3.19) 
The discrete inverse Fourier transform in both x and y is 
1 J-1 L-1 .. -21rijm/J -21riln/L 
u.1= JL E E Umne e 
J m=On==O 
(3.20) 
Similarly, 
1 J-1 L-1 .. -21rijm/J -21riln/L 
Pj1= JL E E Pmne e 
m==On==O 
( 3 .21) 
If \Ve substitute exprcssio11s (3.20) and (3.21) into (3.19), and we obtain 
1 0 0 A [ -27ri(j+l)m/J -27riln/L+ -27ri(j-l)m/J -27riln/L JL~ ~ Umn e e e e 
m=On==O 
-27rijm/J ~27ri(l+l)n/L + -27rijm/J. -27ri(l-l)n/L +e e · e e 
_ 4. -21fijm/J -27riln/·LJ- A2_l_ 0 ~. -27rijm/J -27riln/L '-(. 3 22 .. ) . 
. e e ·-u.JL~~Pmne e ... 
m==On=O 
or 
"'. . . ·( 21rim/ J + - 27rim/ J + 27rin/ L + .. - 27rin/ L _ 4) _;_... A 2 Umn e e e e ,,_ PmnLl (3.23) 
or 
'Umn[2(cos 2 }m +cos2ln-2)] =Pmn~ 2 
then 
.. A 2 
" PmnLl 
Umn= 2(cos 2}m+cos 21n_. 2) (3.24) 
T.hus the strategy for solving equation (3·.19) by FFT techniques.is: 
i. Compute Pmn as.the Fourier transform 
18 
·~ 
.. LJ L-1 21r ijm/ J 21r iln/ L 
Pmn= l..; E Pjle e 
j=O l=O 
{3.25) 
ii. Compute Umn from equation (3.24). 
iii. Compute uij by the inverse Fourier transform (3.20). 
The above procedure is valid for periodic boundary conditions. In other words, 
the solution satisfies 
u ·1 == u ·+J I==- u. I+ L. J J , J, (3.26) 
3.3. Fast Poisson Solver in 30: Periodic Case 
We consider the equation 
Uxx+ Uyy+ Uzz~ -F(x,y,z) (3.27) 
If the right side is F==.l{x,y)eiaz, the solutions are U==u(x,y)eiaz. Substituting into 
. (3.27) and cancelling e'az leaves 
_02~ - 02~ + a2u ==f. 
ax oy (3.28) 
In the difference equation (3.25) this adds h2 a2 to the diagonals of T and IS. 
Now comes the main idea. We know that r IS diagonalized by the Fourier 
matrix f. The matrix f- 1 yf is. 4, containing the N+l eigenvalues of '[. Our 
problem is to do something similar to the big matrix IS, and -~he crucial first ste-p is to 
transform each row separately: 
19 
r 
vl T -I 0 • -I F 
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-I T -I • 0 F 
rl 0 -I T • 0 F 
• • • • • -I • 
rl 
-I 0 0 -I T F 
A -I 0 • -I 
-I A -I • 0 
0 -I A • 0 • (3.29) 
• • 
.. 
• -I 
-I 0 0 -I A 
This matrix is not fully diagonalized, but every block is now diagonal. Multiplying each 
ro\v of the problem by f- 1 has changed 
(3.30) 
The new unknown \!k is the transfor·m f- 1 l.f k of the old unkown. The new right side 
the transform F- 1J· of the old side. 
- - k 
Tl1e middle tern1 • IS 
f- 1 r[fk=f- 1Tff- 1 [fk=J'!k· Than the new equation in (3.30) is governed by the 
new matrix in (3.29): 
A -I 0 
-I A -I 
0 -I A 
• • • 
-I 0 0 
• 
-. I 
• 0 
• 0 
• 
~I 
-I A 
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Va 
v1 
V2 
• 
VN 
=h2 
C 0 
C 2 (3.31) 
Only one more idea is needed. It is to look inside (3.31) for the jth com1Jonenents of all 
the \l's and the jth components of all the e's. They eatiefy 
l, , -1 0 • 
-1 l, J -1 • 
0 -1 l. J • 
• • • • 
-1 0 0 -1 
-1 Vo; 
0 V1; 
0 v2j 
-1 • 
A-) V Nj 
1z2 
COj 
clj 
c2j 
• 
CN· 
~. J 
' 
( :i. :i 2) 
This is a problem of size N+ l and not ( N+ 1 )2 . It is or1e-din1e11sio11al .difference 
equation. There are N+ 1 of these easy problems, cJnc for each j. 'I''hcir soluticJns fill cJut 
the vector \! k' from which we recover the original unkowns fl k == f ~ k· rI,o express it 
differently, a reordering of the unkowns in the square array has rcnunibere<l the rcJW 
and the columns of the big rnatrix in (3.32). 'faking the first row of the GVcry blcJck, 
then all the second rows, and finally the last rows (and similarly for the colun1ns) 
permutes the matrix into 
Ta 0 0 • 0 
Q. T1 0 • 0 
0 0 T2 • 0 with 'f j as in (3.32). ( 3.·33) 
• • • • • 
0 0 0 • TN 
That matrix is still not diagonal but it is near enough. Each one-dimensional equation 
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(3.32) can be solved by the FFT or by elimination. With d=4 + a2 h2 on the main 
diagonal of IS, we have reached a fast Poisson solver that needs only N2 1ogN steps: 
The nonsingular system If y =/ is solved in four stages: 
-
1. Compute the vector <;k= f- 1[k for each block in/ 
2. Solve N + 1 systems of the form (3.32) with d. = d- W - w- 1 
J 
3. Reassemble those solutions in to the blocks \.( k 
4. Compute lf k = f \.( k to find each row of ~-
~1 ultiplication by f- 1 at step 1 and f at step 4 requires Nlog 2 N 1n u ltiplications lJy the 
Fast Fouier Transform, and they are done N+ 1 times-once for each block. 
3.4. Fa.st Poisson Solver in 2D: Dirichlet Problem 
After the periodic case it is easy to fix u=O along the boundary. This is the 
Dirichlet problem and a nonzero boundary condition u:= u0 is not more diffcult. If -µjo 
or u 0k is prescribed in the finite difference equation, that term moves to the right side 
and affects only the vector f. The important changes are in !{ and T: 
-
-
T -· I 0 • 0 
-I T -I • 0 
!(= 0 -I T • 0 (3.34) 
-
~ • • • -I 
0 0 0 -I T 
4 -1 0 0 • • 
-1 4 -1 • 0 
with T:= 0 -1. 4 • 0 • (3.35) 
-
• • • • -1 
0 0 0 -1 4 
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These are now genuinely tridiagonal. K is block tridiogonal of order N. The -1 's in 
the corners, which come from periodicity, have disappeared. The unkowns ujk appear 
only at the N2 interior meshpoints, and the boundary values are known. Thus a typical 
row of K for a point next to the boundary has only three -1 's. Most rows still have 
four -l's and the corner meshpoints have only two-since their other neighbors are 
known from u= u 0 . 
We hope to keep the same algorithm for the new /j' y. =f. llo\vever the 
eigenvectors of T are no longer ( 1, u,i, Wi, ... ). The non periodic matrix T is not 
diagonalized by the Fourier matrix f. Fortunately the eigenvectors can still be found, 
but they are discrete sines instead of discrete exponentials. They are summarized by 
4 -1 0 • 
-1 4 -1 
• 
0 -1 4 
• 
• • • • 
0 0 0 . -1 
0 • 1rjh Sill 
0 sin 21rjh 
0 sin 31rjh 
-1 
• 
4 sin N1rjh 
=(4-2cos 1rjh) 
sin 1rjh 
sin 21rjh 
sin ·31rjh 
• 
sin N1rjh 
• 
, J _:_ 1,2, ... ,N . (3.36) 
The eigenvalues are Aj =4.-2 cos 1rjh. Suppose the eigenvectors in (3.36) are the 
columns of an N by N ''sine matrix" $. This matrix diagonalizes T, to give ~- 1 r~=J. 
The problem is again decoupled within each row, and the four steps of the periodic case 
are only slightly changed: 
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l. Compute the N-vector ~k= S· 1[k for each block in [ 
2. Solve N diagonal systems of the form (3.32), without -1 's in the upJlcr right 
and lower left corners 
3. Reassem hie those solutions into the N blocks '! k 
4. Compute ff k =~ \! k to find each row of~. 
The sine matrix ~ takes the place of the Fourier matrix f, but otherwise the algorithn1 
is unchanged. 
3.4.1. The use of two-dimensional Discrete Sine Transforms 
In the case of Dirichlet problem we can utilize a preced ure sin1ilar to the one 
described in 3.2.1. but this time we need to dififne the two-dimensional discrete Sine 
transform Umn of the solution tlmn over a discret set of point defined by (3.17). This 
transform is defined by 
J-1 L-1 . · 
,, .... , ~ ~ ,,, . s1·n1rJms1·n1rtn 
urnn= ~ ~ UJl . J L 
j==l l=l 
(3.37) 
Consider now a Dirichlet boundary conditon u==O on the rectangular boundary. 
Instead of expan.sions (3.20), (3.21) we now need an expansion in sine waves: 
J-1 L-1 . 
2 2 "' ~ ,. · 7rJm • 7rln Pj1= J L ~ ~ PmnSin J SID L 
m=l n=l 
(3.38) 
J-1 L-1 
_ 2 2 "' '°"' " · 'Jrjm • 7rln uj1-] L ~ ~ tlmnSIIl J sin L 
·"'·, m= 1 n= 1 
(3 .. 39) 
This satisfies the boundary conditio·ns that u=O at j=O,J and at l=O,L. If we 
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substitute (3.38) and (3.39) into equation (3.19), we obtain 
.. [. 1rln( . 1r{j+l}m+ . 7r(j-l)m)+ . 7rjm( . (l+l)n . 1r(l-l)n) Umn s1nT sin J sin J sin J sin l +sin L 
-4sin 'lr~msin!.p] = ~ 2 Pmnsin 'lr~msin 1rin (3.40) 
• since, 
sin( A+ B) =sin AcosB +cosAsin B 
the equation (3.40) can be written in the form of 
... [2 7rm 2 1rn 4]- A 2,. Umn COS J + COSL- -Ll Pmn 
or 
~ 62 
... Pmn (3.41) 
Umn == 2( cos 7rJm + COS 7rLn -2) 
we find that the solution procedure pa.rallels that for periodic boundary conditions: 
J-1 L-1 · 
. C . .. ~ ~ . 7rJm . 1rln 
i. ompute Pmn== ~ ~ pj1s1n J sin L 
j=l l=l 
(3.42) 
ii. Compute Umn from equation (3.41) 
iii. Compute ujl by the inverse sine transform (3.39). 
A subroutine in FORTRAN77 which calculates the 20 Discrete Sine transform of a JxL 
array is discribed in appendix B . 
. ..:.y \ 
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4. A boundary value problem 
In this section we illustrate the use of FFT (or the Fast Sine Transform to be 
exact) by applying them to the Dirichlet problem. 
82 u( x,y) 82 u( x,y) 0 -~r---+ -8x2 8x2 -
u(x,0)=0, 
u(O,y) =0, 
u(x,1)=0 
u( 1,y) = 1 
(O<x<l, O<y<l) 
(O<x<l) 
(O<y<l) 
( 4.1) 
{ 4.2) 
( 4.3) 
Separation of variables, with u=X(x) Y(y), leads to the Sturm-Liouville problem 
y' 1 ( y) + A Y( y) == 0, Y(O) ==0, Y( 1) =0, ( 4.4) 
whose eigenvalues and eigenfunctions are 
Am==m1r, Y(y)==sin m1ry, m-1,2, .... (4.5) 
In addition we have 
X(O)==O (4.6) 
or 
X( x.) == Amsinh m1rx, m==I,2, ... ( 4. 7) 
Thus a solution satisfying all these conditions is 
u(x,y) == Amsinh m1rx sin m1ry, m== 1,2, ... (4.8) 
To satisfy the last condition, u(I,y)-I, we must first use the principle of the 
superposition to obtain the solution 
00 
u(x,y)= E Amsinh m1rx sin m1ry, 
m=l 
and from u(l,y)=l we obtain 
00 
1 = E Amsinh m1r sin m1ry • 
m=l 
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(4.9) 
(4.10) 
Using the theory of Fourier series, 
1 J . 2( 1-cos m,r) 
and 
Amsinh m,r =2 sin m,ry dy = ml , 
0 
A _2(1-cos m,r) 
m - m,r sinh m,r · 
From (4.10) and (4.12), we obtain the general solution 
( ) Loo 2( 1-cos m1r) . h . u x,y == . h sin m1rx sin rn1ry m1r sin rn1r 
m=l 
(4.11) 
(4.12) 
(4.13) 
In oder to increase the accuracy of the numerical calculation of (4.13) at large values of 
m we note that 
. m7r(x-l}(l -2m7rx) 
s1nh m1rx_e . -e 
sinh m1r - l-e-2m7r 
(4.14) 
4.1. Simultaneous Over-Relaxation (SOR) 
In this sectio.n we discuse a standard numerical method for obtaining the 
solution of the pro.blem (4.1)~( 4.3). 
Consider the dicrete set of points .(3.17). Applying finite differecing to the 
diferen tial eq.ation ( 4.1) we obtain 
u.+ 1 1+u._ 1 1+u. 1+1+u. 1_1 ---4u. 1==0. J ' J ' J, J, J, 
For each one of the interior points, 
J=l,2, ... ,J-1 
l= 1,2, .. ,L-l 
.. i.e. 
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( 4.15) 
(4.16) 
This requires the solution of a system of the form 
Au=b, 
- - - (4.17) 
where (4.17) is a square matrix of size (L-l)x(J-1), and the one dirnensional array y 
contains the (L-l)x(J-1) unknowns discrete values of the solution. By proper ordering 
of the entries of y the matrix ~ can be made into a band n1atrix of width 21-1, (sec 
figure 4.1.) assuming that J<L. 
For a dense grid (large L,J) direct solution of (4.17) is not practical. In this 
case an iteration procedure of the Gauss-Seidel type is desired. A very efficient r11ethocl 
is th c one known as SOR which can be s u m mar i zed as f o 11 ow s. 
We start with a guess u. 1 old and we update the values by J, 
u. new==w u. *+(1-w) u.lold J,l J,l J, {4.18) 
where 
u* ·.1==41[(u·+11+u._11+u· 1+1+·u· ,-1)] Id J' J ' J ' J' J, . 0 (4.19) 
and w is the overrelaxation factor. Note that for w== l, equation (4.18) in the Gauss-
Seidel iteration . 
If (p Jacobi) 2 is the spectral radius of the Gauss-Seidel iteration then an optimal 
choice for w is given by 
w==. ·2 .· . 
. 1 + ~ 1-· (PJacobi) 4 ( 4.20) 
Some SOR roµtines use Chebyshev acceleration in the .refining the initial guess of 
P (ot w)··. The subroutine SOR, explained in appendix C,· can be use-d for Jacobi · · · 
I 
equations more general than ( 4.15). Any equation with variable coefficien-t which hcis a 
finite difference approximation of the form 
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a . I u . + l I + b . I u .. l I + C . I u . I+ l + d. I u . ,_ l + e . I u . I = f. , . J, J ' J, J ' J, J, J, J, J, J, J, (4.21) 
can be solved by SOR. The storage requirmets are 7 matrices, each of which has J-1 
columns and L-1 rows. 
. • • • ~J-l)x(L· 1) 
UJ 
2J-1 2J 2J+1 3J-3 
u-
-
J J+l J+2 2J-2 
u( J-J)x(L-1) 
1 2 3 • J-1 
Figure 4.1. Finite difference net for a large Dirichlet problem. 
4.2. Use of Discrete Sine Transform 
In this section we will modify the method described in 3.4.1. to solve tl1e 
boudary value problem described by (4.1.)-(4.3.). We now have a homegeneous 
equation but inhomegeneous boundary data at x= 1. 
·The finite difference approximation of (4.1~) at all points other than at j=J-1 
is the same as the one for the case of a completely hoinegeneous problem.' At j=J-l 
we have 
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UJ -2, I + u J - l. I+ I + u J -1, I- 1 - 4 u J -1 , I = - 1 
for l= 1,2, .... ,L-1. 
This problem is identical to having over the described grid 
\vith homegeneous boundary data 
u(O,y) == u( l ,y) == u( x,y) == u( x, 1) ==0 
-1, for j==l-1 and l==l,2, ... ,L-1 
and p(x,y)== 
0, otherwise 
(4.22) 
(4.23) 
(4.24) 
(4.25) 
We can now compute the SFT p of p given by ( 4 .23) using the SIN 1. 
Expanding p, u in terms of their sine transform as explaned in (3.38·)-{3.39) and 
substituting them in { 4.23) we obtain 
( 4 .. 26) · 
Taking the inverse of Umn produces the solution of the problem. 
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35. Comparison of calculated results 
The analytical solution of the boundary value problem (4.1.)-(4.3.) is given in 
table I. These results are given with 6 significent figure accuracy and have been 
obtained on a Zenith 158 PC with a 8087 numeric data processor using WATFOR77 
fort ran. 
y\x o 1/8 1/4 3/8 1/2 5/8 3/4 7/8 1 
0 0. 0.000000 0.000000 0.000000 0.000001 0.000001 0.000002 0.000004 
1/8 0. 0.017091 0.036983 0.063124 0.100708 0.159435 0.262589 0.482912 1. 
1/4 0. 0.0314 78 0.067972 0.115431 0.182029 0.280451 0.432030 0.668954 1. 
3/8 0. 0.040997 0.088343 0.149293 0.232910 0.350708 0.515778 0. 736447 1. 
1/2 0. 0.044316 0.095414 0.160925 0.250000 0.373257 0.540530 0.754270 1. 
5/8 0. 0.040997 0.088343 0.149293 0.232910 0.350708 0.515778 0. 736447 1. 
3/4 0. 0.031478 0.067972 0.115430 0.182029 0.280450 0.432029 0.668953 1. 
7/8 0. 0.017091 0.036983 0.063123 0.100708 0.159434 0.262587 0.482910 1. 
1 0. 0.000000 0.000000 0.000000 0.000000 0.000000 0.000000 0.000000 
Table 1. Exact solution. 
• 
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The results obtained using SOR over a 8x8 grid (SOR8) are given in table 2, 
and tl1e results for SOR over a 16xl6 grid (S0Rl6) are given in table 3. It is clear that 
as the grid becomes denser the accuracy of SOR increaces. In S0R8 the 111axin1un1 
relative error• is about 0.026 and it occurs at the point (x=5/8 ; y= 1/8 , 7 /8). 
In S0R16 the maximum relative error is about 0.008 and it occurs at the point 
(x=6/8 ; y= 1/8 , 7 /8). 
y\x o 1/8 1/4 3/8 1/2 5/8 3/4 7/8 1 
0 0. 0.000000 0.000000 0.000000 0.000000 0.000000 0.000000 0.000000 
1/8 0. 0.017413 0.037683 0.064373 0.102941 0.163567 0.269302 0.482587 1. 
1/4 0. 0.031968 0.06894 7 0.116869 0.183823 0.282028 0.431052 0.661045 1. 
3/8 0. 0.041515 0.089266 0.150332 0.233456 0.349667 0.511836 0. 730543 1. 
1/2 0. 0.044825 0.096273 0.161734 0.249999 0.371354 0.536078 0.749291 1. 
5/8 0. 0.041515 0.089266 0.150332 0.233456 0.349667 0.511836 0. 730543 1. 
3/4 0. 0.031968 0.068947 0.116869 0.183823 0.282028 0.431052 0.661045 1. 
7/8 0. 0.017413 0.037683 0.064373 0.102941 0.163567 0.269302 0.482587 1. 
1 0. 0.000000 0.000000 0.000000 0.000000 0.000000 0.000000 0.000000 
Table 2. S0R8. 
y\x o 1/8 1/4 3/8 1/2 5/8 3/4 7/8 1 
0 0. 0.000000 0.000000 0.000000 0.000000 0.000000 0.000000 0.000000 
1/8 0. 0.017171 0.037155 0.063433 0.101276 0.160572 0.264768 0.482830 1. 
1/4 0. 0.031605 0.068221 0.115804 0.182516 0.280-925 0.431779 0.6664 75 1. 
3/8 0. 0.041135 0.088585 0.149569 0.233061 0.350431 0.514685 0.734864 1. 
1/2 0. 0.044453 0.095642 0.161142 0.249999 0.372734 0.539325 0. 752998 1. 
5/8 0. 0.041135 0.088585 0.149569 0.233061 0.350431 0.514685 0.734864 1. 
3/4 0. 0.031605 0.068221 0.115804 0.182516 0.280925 0.431779 0.666475 l. 
7/8 0. 0.017171 0.037155 0.063433 0.101276 0.160572 0.264768 0.482830 1. 
l 0. 0.000000 0.000000 0.000000 0.000000 0.000000 0.000000 0.000000 
Table 3. S0Rl6. 
* relative error~ l(t.tSOR - U Exact)f t.tExact I · 
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The results obtained using SFT over a. 8x8 grid (SFT8) are given in table 4, 
and the results for SF1' over a 16x16 grid (SFT16) are given in table 5. The maxir11un1 
relative errors in these cases (and indeed almost all relative errors) are identical to the 
ones for SOR. 
y\x o 1/8 1/4 3/8 1/2 5/8 3/4 7/8 1 
0 0. 0.000000 0.000000 0.000000 0.000000 0.000000 0.000000 0.000000 
1/8 0. 0.017413 0.037683 0.064373 0.102941 0.163568 0.269302 0.482588 1. 
1/4 0. 0.031969 0.06894 7 0.116869 0.183824 0.282029 0.431054 0.661047 1. 
3/8 0. 0.041515 0.08926 7 0.150332 0.233456 0.349669 0.511837 0. 730544 1. 
1/2 0. 0.044826 0.096274 0.161734 0.250000 0.371355 0.536080 0.749293 1. 
5/8 0. 0.041515 0.089267 0.150332 0.233456 0.349669 0.511837 0. 730544 1. 
3/4 0. 0.031969 0.06894 7 0.116869 0.183824 0.282029 0.431054 0.661047 1. 
7/8 0. 0.017413 0.037683 0.064373 0.102941 0.163568 0.269302 0.482588 1. 
l 0. 0.000000 0.000000 0.000000 0.000000 0.000000 0.000000 0.000000 
Table 4. SFT8. 
y\x o l/8 1/4 3/8 1/2 5/8 3/4 7/8 1 
0 0. 0.000000 0.000000 0.000000 0.000000 0.000000 0.000000 0.000000 
1/8 0. 0.017170 0.037155 0.063433 0.101276 0.160572 0.264768 0.482831 1 .. 
1/4 0. 0.031603 0.068221 0.115804 0.182516 0.280925 0.431780 0.666475 1. 
3/8 0. 0.041132 0.088586 0.149570 0.233062 0.350431 0.514686 0. 734865 1. 
1/2 0. 0.044450 0.095643 0.161143 0.250000 0.372735 0.539326 0. 752999 1. 
5/8 0. 0.041132 0.088586 0.149570 0.233062 0.350431 0.514686 0.734865 1. 
3/4 0. 0.031603 0.068221 0.115804 0.182516 0.280925 0.431780 0.666475 l. 
7/8 0. 0.017170 0.037155 0.063433 0.101276 0.160572 0.264768 0.482831 1. 
l 0; 0.000000 0.000000 0.000000 0.000000 0.000000 0.000000 0.000000 
Table 5. SFT16. 
The maximum relative errors for the 4 tables described above are tabulated for 
convenience in table 6 together with the execution times required to calculate the 
complete tables. 
t 
Method 
S0R8 
S0R16 
SFT8 
SFT16 
Max. relative 
error 
0.026 
0.008 
0.026 
0.008 
Table 6. 
34 
Execution 
time 
00:09.18 
01:03.33 
00:04.28 
00:12.47 
·' 
t 
The maximum relative errors for the 4 tables described above are tabulated for 
convenience in table 6 together with the execution times required to calculate the 
complete tables. 
Method 
S0R8 
S0R16 
SFT8 
SFT16 
Max. relative Execution 
error time 
0.026 
0.008 
0.026 
0.008 
Table 6. 
34 
00:09.18 
01:03.33 
00:04.28 
00:12.47 
Appendix A 
Subroutines for Fast Fourier Transform (FFT) 
For one dimensional FFT of an array DAT A with N N en tries we used 
SUBROUTINE FOURl(DATA, NN, ISIGN) which is given in [l]. This subroutine together 
with all other subroutines and programs used in this thesis are kept in a file in the 
Department of Mechanical Engineering and Mechanics under the author's name. In the 
subroutine FOUR! the value of ISIGN determines wether the transform is for\vard or 
back\vard. For ISIGN == + 1 DAT A is rep raced by its dicrcte Fourier transforn1. For 
ISIGN == -1, DAT A is replaced by N N tin1es its in verse discrete Fourier transfor111. N N 
must be a power of 2. 
For a 20 FFT one could write a program based on equation (3.15) (in fact this 
is \vhat we do in the case of Fast Sine Transform) but it is n1ore efficient to use a 
direct two-dimensional calculation. Such a direct routine is SUBROUTINE FOURN(DATA, 
NN, NDIM, ISIGN). Which is given in [l]. This subroutine replaces the NDIM-dimension 
array DAT A by its discrete Fourier transform, if ISIGN is inputed as + 1. NN is an 
integer array of length NDIM and contains the length of each dimension. All lengtl1s 
must be powers of 2. If ISIGN=-1, DATA is replaced by its inverse trnsform times the 
product of th.e lengths of all dimensions. 
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Appendix B 
Sobroutinc for Fast Sine Transform (FST) 
For a one dimensional FST of a set of N real-valued data points stored in array 
Y, we used SUBROUTINE SINFT(Y, N) which is given in [I]. In the subroutine the 
number N must be a power of 2. On exit Y is repraced by its transform. The program 
without changes, also calculates the inverse sine transform, but in this case the outJJUt 
array should be multiplied by 2/N. 
For a 20 FST we used SUBROUTINE SINl(F, LL, JJ, FHH) for forward transforn, and 
SUBROUTINE SIN2(FHH, LL, JJ, F) for backward transform. These routines are \Vrittcn 
by the autl1or and are availeble in the file kept in. the Department of Machanical 
Engineering and Machanics as explained in appendix A. ln the subroutine SINl, Fis a 
matrix with LL rows and JJ columns. The subroutine first tranforms the F n1atrix 
column by column by calling the SUBROUTINE SINFT(Y, N) which is ex.plained in the 
previous pragraph. Then it transforms the F matrix row by row again by using the 
SUBROUTINE SINFT(Y, N). The transform is stored in FHH. Si1nilarly SUBROUTINE 
S1N2(FHH, LL, JJ, F) calculates the inverse transform of the matrix FHfl, which has LL 
rows and JJ <:olumns, and stores it in F matrix. Here again the transform is being done 
first column by column then row by row by using the SUBROUTINE SINFT(Y, N) which 
is explained above. 
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Appendix C 
Subroutine for Simultaneus Over-Relaxation (SOR) 
The solution of the finite difference approximation equation (4.21) is obtained 
using SUBROUTINE SOR(A, 8, C, D, E, F, U, JMAX, RJAC). Matrices A, B, C, D, E, F, U 
are of size JMAX x JMAX and contain the coefficients of the equation (4.21) over the 
square grid JMAX x JMAX. On output the solution is stored in matrix U of the size JAX 
x JAX. On input U contains the initial guess of the solution. RJAC is input as the 
spectral radius of the Jacobi iteration, or an estin1ate of it. This subroutine uses 
Chebyshev accelaration in the sin1ultaneus over-relaxation. 
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