Covariant Bardeen Perturbation Formalism by Vitenti, S. D. P. et al.
ar
X
iv
:1
31
1.
67
30
v3
  [
as
tro
-p
h.C
O]
  1
5 M
ay
 20
14
Covariant Bardeen Perturbation Formalism
S. D. P. Vitenti,1, 2, ∗ F. T. Falciano,3, † and N. Pinto-Neto3, ‡
1CAPES Foundation, Ministry of Education of Brazil, Bras´ılia – DF 70040-020, Brazil
2
GRεCO – Institut d’Astrophysique de Paris, UMR7095 CNRS,
Universite´ Pierre & Marie Curie, 98 bis boulevard Arago, 75014 Paris, France
3Centro Brasileiro de Pesquisas F´ısicas, Rua Dr. Xavier Sigaud 150
22290-180, Rio de Janeiro – RJ, Brasil
(Dated: August 2, 2018)
In a previous work we obtained a set of necessary conditions for the linear approximation in
cosmology. Here we discuss the relations of this approach with the so called covariant perturbations.
It is often argued in the literature that one of the main advantages of the covariant approach to
describe cosmological perturbations is that the Bardeen formalism is coordinate dependent. In this
paper we will reformulate the Bardeen approach in a completely covariant manner. For that, we
introduce the notion of pure and mixed tensors, which yields an adequate language to treat both
perturbative approaches in a common framework. We then stress that in the referred covariant
approach one necessarily introduces an additional hyper-surface choice to the problem. Using our
mixed and pure tensors approach, we were able to construct a one-to-one map relating the usual
gauge dependence of the Bardeen formalism with the hyper-surface dependence inherent to the
covariant approach. Finally, through the use of this map, we define full non-linear tensors that
at first order correspond to the three known gauge invariant variables Φ, Ψ and Ξ, which are
simultaneously foliation and gauge invariant. We then stress that the use of the proposed mixed
tensors allows one to construct simultaneously gauge and hyper-surface invariant variables at any
order.
PACS numbers: 98.80.-k, 04.25.-g, 04.20.Cv, 98.80.Jk, 98.80.Bp
I. INTRODUCTION
The cosmological perturbations formalism provide an
important tool to study the evolution of inhomogeneities
in the standard cosmological model. However, since its
initial development [1, 2], the gauge-problem has raised
several issues concerning the physical interpretation of
such perturbations. After a quite long discussion, it ap-
peared in the literature two main approaches to deal
with such difficulties. In a pioneering paper [3] Hawk-
ing introduced the so called covariant approach, which
was later used by many authors [4–21] to define gauge
invariant (GI) variables associated with the gradients of
background scalar quantities and the Weyl tensor. The
second approach was developed by Gerlach and Sengupta
[22] and then by Bardeen [23] in the cosmological sce-
nario. In the latter paper, Bardeen constructed GI vari-
ables as combinations of the metric perturbations within
a specific coordinate system. Even though Bardeen’s
approach may seem straightforward, its implementation
rapidly becomes very involved, and in a sense continues
to be coordinate dependent since one has to start with
gauge dependent equations and variables and then com-
bine them in a gauge invariant form.
Generally, metric perturbations are defined through
the specification of a background metric written in a spe-
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cific coordinate system, and then defining its perturba-
tions as differences of the physical metric tensor from this
fiducial background metric. In this scenario, the gauge
freedom that appears in the perturbations are associated
with the freedom in the different possible ways to map
the physical space-time with respect to the background
manifold used as a reference (see for instance [24]).
The physical meaning of Bardeen’s GI variables has
been discussed in [23] by analyzing them in different
gauges. Complementarily to this work and, as an effort
to make a contact between the two formalisms, in Bruni
et al. [7] the authors investigated their meaning by using
the covariant scenario. Their approach was to calculate
the covariant perturbations in a specific coordinate sys-
tem and compare them with Bardeen’s variables.
Apart from the GI variables, the meaning of the gauge
transformations themselves has also been investigated by
Stewart and Walker in [25, 26]. Among other results, in
these papers the authors address the tensorial decompo-
sition into scalar, vector and tensor variables. Their ap-
proach consists in considering a smooth family of space-
times parametrized by some parameter ǫ, and the per-
turbation as the first order expansion of the metric with
respect to this parameter. This method has also been
used by Wald [27] to give a formal description of a generic
metric perturbation.
The purpose of this work is to understand more deeply
the relation between the two above mentioned approaches
to the theory of cosmological perturbations, and to
present some new improvements in these formalisms.
First of all, we present the Bardeen approach in a com-
plete covariant way. With this aim, we introduce a new
2classification of tensors in terms of the fundamental ob-
jects used in their definitions. We call mixed tensors the
elements of the set of all geometrical objects which neces-
sarily combine background and physical tensors in their
definitions, while pure tensors are the elements of its com-
plement. The gauge dependent Bardeen variables can be
obtained from these mixed tensors, even if their back-
ground values are null or constant because such mixed
tensors do not satisfy the Stewart-Walker lemma [25, 26],
only pure tensors do.
On the other hand, the covariant approach defines the
cosmological perturbations in terms of pure tensors, us-
ing only physical geometrical objects. Hence, even in the
case where their background values are null or constant,
guaranteeing their gauge invariance, they are intrinsi-
cally foliation dependent. As a consequence, while the
Bardeen approach has its well known gauge dependence,
the covariant formalism contains a dependence on the
space-like hyper-surfaces one uses to perform the space-
time foliation. Using our new classification, we compared
both formalisms. We have shown that, besides their dy-
namical equivalence, their indeterminacies are comple-
mentary. The usual gauge dependence appearing in the
Bardeen approach can be one-to-one mapped into the
hyper-surface choice dependence.
The natural question that appears is whether there
are variables that are simultaneously foliation and gauge
invariant. The answer is affirmative, and we have pre-
sented a general way to construct full non-linear tensors
that at first order are simultaneously foliation and gauge
invariant, and how they are related to the electric part
of the Weyl tensor, which is also gauge and foliation in-
dependent at first order. The definition of these tensors
can be made using either pure tensors or mixed tensors,
hence they are common to the new covariant Bardeen
approach and the usual covariant approach. Their scalar
parts correspond exactly to the Bardeen gauge invari-
ant potentials, hence showing that these potentials are
a particular combination that at first order are not only
gauge invariant, as it is well known, but also foliation
independent.
In Sec. II we will briefly review the metric perturba-
tion formalism, and show how one can define metric per-
turbations in a completely covariant way. This method
is generic and valid for an arbitrary background metric.
During this process, we will introduce the concept of pure
and mixed tensors, which gives an adequate common lan-
guage to treat both the already usually covariant [3, 4]
and Bardeen’s [23] approaches in the same framework.
In Sec. III we define the kinetic variables for pure and
mixed tensors. Additionally, their decomposition are re-
lated to the gauge freedom and the choice of the space-
time foliation. By controlling their variations, it is pos-
sible to relate these two freedoms, and at first order one
can map one into the other directly. As a bonus, our
method has shown to be much simpler then others to do
calculations in a gauge free manner (without choosing
any gauge). For instance, in [28] (from now on VFP) we
have used this method to obtain the perturbed second or-
der Lagrangian for an arbitrary background in a foliation
free manner. Most of the perturbative expansions that
we shall use here were carefully obtained in VFP, hence
we maintain the same notation introduced in Section II
of VFP.
Following this discussion, in Sec. IV we construct non-
linear tensors whose first order perturbations give us the
usual GI variables. In particular, the procedure we use to
define these tensors is that at first order they should give
foliation independent variables. In this way, the Bardeen
potentials are special not only for being GI variables, but
also for being foliation independent. Finally, in Sec. VI
we conclude with final remarks.
II. PERTURBATIONS BY MEANS OF PURE
AND MIXED TENSORS
A gauge theory is one in which the specification of the
dynamical variables depends on functions which can be
arbitrarily chosen at any instant of time [29]. Any change
on this choice is called a gauge transformation. Of course
the physical observables of a gauge theory should not
depend on these arbitrary functions, hence they should
be invariant under gauge transformations (they should
be gauge invariant quantities). In electromagnetism, the
vector potential depends on the choice of some scalar
functions, but the physical electric and magnetic fields
do not depend on them, and so they are gauge invariant
quantities.
Any generally covariant theory is a gauge theory: the
specification of the dynamical variables depends on the
coordinate system one is choosing, and this choice is ar-
bitrary. As General Relativity (GR) is a generally co-
variant theory, it is also a gauge theory, whose gauge
group of transformations is the manifold mapping group
(MMG). However, this is not a peculiarity of GR as
long as any field theory can be put in a general covariant
form [27, 30]. The difference arises when one wants to
establish the symmetry group of GR (sometimes called
invariance group, or proper gauge group [30, 31]), which
is the sub-group of theMMG which keeps invariant the
absolute objects of the theory written in the coordinate
system where they assume their simplest form. For in-
stance, in a generally covariant field theory in flat space-
time (Special Relativity), the flat metric is not subjected
to any dynamics. It is a given external and absolute
object which is present whatever field configuration one
constructs. The metric is insensitive to any initial con-
ditions one might give to the physical system. Hence,
the symmetry group of any generally covariant field the-
ory in Special Relativity is the Poincare` sub-group of the
MMG, and the preferred coordinate system in which
the flat metric takes its simplest Minkowski form is the
Cartesian coordinates.
The peculiarity of GR, which gives rise to its name,
relies on the fact that there is no absolute or external ob-
3ject in GR: all quantities, including geometry itself, are
subjected to dynamical laws, and any physical change of
initial conditions modify the future development of all ge-
ometrical objects of the theory. Therefore, the symmetry
group of GR coincides with its gauge group, the MMG.
As a consequence, there is no preferred coordinate sys-
tem, or a preferred gauge fixation. In GR, one must
rely on gauge invariant quantities, which are the values
of tensor fields and/or particle positions with respect to
other tensor fields and/or particle positions, including
the gravitational field itself (identified with the geome-
try of space-time). The values of the tensor fields at a
point on the manifold are not gauge invariant quantities
because such points do not have a physical meaning. As
an example, geodesics are not gauge invariant quantities,
hence they are not observables, while geodesic deviations
are.
Nevertheless, the situation is more involved when one
turns to the theory of perturbations in GR, which is the
suitable framework when the physical system possesses
some underlying approximate symmetry. By this we
mean that geometrical objects on the physical manifold
change infinitesimally under some restrict group of finite
transformations, which is a sub-group of the MMG. In
this case, one can define geometrical objects which are ex-
actly invariant under this sub-group of transformations,
Q(x),1 which we call background geometrical objects. In
this context, the perturbation of an arbitrary physical
tensor Q, can be defined as
δQ(x) = Q(x) −Q(x), (1)
where Q stands for the background variable, where we
assume that the quantity δQ(x) is small in some sense
[27, 32]. Assuming that one has a covariant way to mea-
sure the size of the perturbations (see for example [33]),
then, since δQ(x) is a tensor, any general infinitesimal
gauge transformation belonging to the MMG group in
which all objects are transformed will not alter the size
of the perturbations. However, there is an arbitrariness
on the way the background tensors are introduced in the
physical manifold. They are naturally defined in a back-
ground manifold Mbg and one should define them in the
physical manifold M through a diffeomorphism. Hence,
consider a certain manifold Mbg with a given riemannian
metric qµν and other tensor quantities, and a smooth
family of diffeomorphisms Υλ : I ×Mbg → M from Mbg
to the actual physical manifold M that depends on some
parameter λ defined in the interval I = [0, b] for some real
number b. For each value of λ, we can define a bijective
tensor map from Mbg to M as Υ
∗
λ. Through this bijec-
tive map, we can define the background metric in M as
g¯µν ≡ Υ
∗
0qµν .
2 In fact, to make contact with the usual
1 Here we will omit the indexes for simplicity.
2 For the moment we restrict our analysis to the metric tensor, but
the above reasoning can be extended to any other geometrical
object defined on Mbg . All metrics have signature (−1, 1, 1, 1).
language in cosmological perturbation scenarios, we shall
call any tensor brought from Mbg to M as a background
quantity, and any tensor defined strictly onM as a phys-
ical tensor.3 In addition, in M we can also define two
distinct covariant derivatives, one for each metric. Thus,
we define the covariant derivatives ∇µ as the operator
compatible with gµν and ∇µ compatible with g¯µν .
The main assumption in the perturbation theory is
that the difference
δgµν ≡ gµν − g¯µν ,
which we shall call metric perturbation, is small in some
sense. For a small λ, we have that the new background
metric reads
g¯(λ)µν = ϑ
−1∗
λ g¯µν ≈ g¯µν +£Ag¯µν ,
where the infinitesimal vector field Aµ, of order λ, is the
tangent field to p(λ) ≡ Υλ(p) in M . Therefore, for small
values of λ, the new metric perturbation reads
δg(λ)µν = gµν − (g¯µν +£Ag¯µν) = δgµν − 2∇(µAν). (2)
Note that different values of λ define different back-
ground metrics on the physical manifold, but this arbi-
trariness in the introduction of the fiducial background
metric must be limited to the above mentioned assump-
tion that one needs ∇(µAν) to be small in the same sense
as δgµν .
4
It is worth emphasizing the difference between the
above transformation with a general infinitesimal gauge
transformation in M associated with an infinitesimal co-
ordinate transformation. Given gµν and g¯µν , which are
true tensors inM , such a coordinate transformation gen-
erated by an infinitesimal vector field Bµ changes them
as
gµν −→ gµν +£Bgµν ≈ gµν +£B g¯µν ,
g¯µν −→ g¯µν +£B g¯µν ,
where in the above approximation we neglected second
order terms. Clearly, metric perturbations, as well per-
turbations of any other geometrical object defined in the
same way, are invariant under such transformations, i.e.,
δ˜gµν ≈ (gµν +£B g¯µν)− (g¯µν +£B g¯µν) = δgµν . (3)
Indeed, δgµν being defined as the difference of two ten-
sors it is also a true tensor and as such it is covariant
3 It is often used the term perturbed tensor for these objects. How-
ever physical tensor seems more suitable to avoid misunderstand-
ing with the perturbations that are defined as the difference of
these objects with background tensors.
4 Note that this is a sufficient but not necessary condition: as
mentioned above, if Aµ is a Killing vector of g¯µν the perturbation
remains small for any value of λ.
4under general coordinate transformations. Note however
that δgµν is not invariant under the change of diffeomor-
phism described above [see Eq. (2) and compare it with
Eq. (3)]. Of course this is true for perturbations of any
kind of geometrical objects inasmuch under any diffeo-
morphism change from Υ0 to Υλ, all background tensors
are transformed, while all physical quantities are kept
fixed since they are defined independently of the back-
ground manifold Mbg and Υλ. For instance, consider an
arbitrary background tensor
T µ1µ2...µlν1ν2...νm ≡ Υ
∗
0T
◦ µ1µ2...µl
ν1ν2...νm
,
and a similar tensor T µ1µ2...µlν1ν2...νm defined in M . Under a
change in the diffeomorphism Υ0 → Υλ we have
T µ1µ2...µlν1ν2...νm −→ T
µ1µ2...µl
ν1ν2...νm
+£AT
µ1µ2...µl
ν1ν2...νm
,
T µ1µ2...µlν1ν2...νm −→ T
µ1µ2...µl
ν1ν2...νm
.
One can then combine the above transformation with
a small general coordinate transformation generated by
the vector field Bµ, yielding
T µ1µ2...µlν1ν2...νm −→ T
µ1µ2...µl
ν1ν2...νm
+£A+BT
µ1µ2...µl
ν1ν2...νm
,
T µ1µ2...µlν1ν2...νm −→ T
µ1µ2...µl
ν1ν2...νm
+£BT
µ1µ2...µl
ν1ν2...νm
.
Hence, the most general way a perturbation can be
transformed is given by
δT ≡ T − T −→ δT +£BT −£A+BT
≈ δT −£AT , (4)
where the indexes have been omitted, and in the last
approximation we neglected second order terms.
Note that the final result can be obtained, without loss
of generality, by choosing Bµ = −Aµ from the beginning,
yielding
T µ1µ2...µlν1ν2...νm −→ T
µ1µ2...µl
ν1ν2...νm
, (5)
δT µ1µ2...µlν1ν2...νm −→ δT
µ1µ2...µl
ν1ν2...νm
−£AT
µ1µ2...µl
ν1ν2...νm
.
This is a very convenient choice given that this specific
combination of transformations keeps the functional form
of the background tensors the same, and this form should
be chosen as the simplest one associated with the pre-
ferred coordinate system induced by the underlying sym-
metry group of the background.
It is this combined transformation (diffeomorphism ⊕
coordinate) which is designated as a gauge transforma-
tion in the context of perturbation theory in GR. Note
that it has different actions on the background and phys-
ical geometrical objects, contrary to the usual infinitesi-
mal gauge transformations of GR, and it should also keep
the perturbations small. One can identify it as an approx-
imate symmetry group induced by the presence of an ex-
tra structure, which is the background manifold and its
associated geometrical objects. These objects also induce
a preferred coordinate system on the physical manifold,
from which one can move just through infinitesimal co-
ordinate transformations. The arbitrariness on the way
one introduces this background structure in the physical
manifold is at the basis of the gauge dependence of the
perturbation problem in GR. Hereafter, a gauge trans-
formation shall mean exactly the above chain of trans-
formations with Bµ = −Aµ.
Given the transformation rule for perturbed tensors
Eq. (5), the Stewart and Walker (SW) Lemma [25] de-
fines the conditions under which £AT
µ1µ2...µl
ν1ν2...νm
= 0, and
hence the conditions for δT µ1µ2...µlν1ν2...νm to be GI. Basi-
cally, this Lemma states that first order perturbation of
any tensor which is null or a combination of constants
with Kronecker deltas in the background is GI. However,
within this Lemma there is a hidden assumption that is
sometimes overlooked.
The perturbation δT µ1µ2...µlν1ν2...νm is defined as the differ-
ence T µ1µ2...µlν1ν2...νm − T
µ1µ2...µl
ν1ν2...νm
. The conditions in the
SW Lemma are sufficient only if the tensor T µ1µ2...µlν1ν2...νm
is defined solely in terms of quantities from the physi-
cal manifold, i.e., defined independently of Mbg and Υ0.
Generically, if in the definition of T µ1µ2...µlν1ν2...νm we also
use any background tensor, then even if the background
tensor T µ1µ2...µlν1ν2...νm is a simple constant its perturbation
might not be gauge invariant.
This is a very important distinction that deserves a
clear terminology. Thus, we propose the following clas-
sification. Any tensor that is defined strictly in terms
of objects from a single manifold we shall call a pure
tensor. Complementarily, a tensor that involves objects
from both manifolds in its definition we shall call a mixed
tensor, i.e., it mix objects from the fiducial manifoldMbg
with objects from the physical spacetime M . By defini-
tion, any background tensor is a pure tensor inasmuch as
it is defined solely in terms of tensors from Mbg and the
diffeomorphism to map it to M .
The extension of this terminology to perturbed tensors
is straightforward. A perturbed tensor shall be called a
pure perturbation if it is defined as the difference of two
pure tensors. Accordingly, a mix perturbation is defined
as the difference of a mixed with a pure tensor. In view of
the fact that a background tensor is always a pure tensor,
the perturbation might be pure or mixed depending on
the nature of the physical tensor in its definition. Now it
becomes clear that the SW Lemma applies only for pure
perturbations and not for mixed ones.
As an example, let us consider a Friedmann-Lemaˆıtre-
Robertson-Walker (FLRW) metric as the background
metric. Related to this metric, there is a preferred
geodesic vector field v¯µ which defines the maximally sym-
metric spatial hyper-surfaces, i.e., the projection of the
background metric g¯µν induces a maximally symmetric
metric in the hyper-surfaces (it has six Killing vectors).
Therefore, in this situation, it might be useful to also de-
compose physical tensors in M by projecting them with
respect to this preferred vector field v¯µ. One of these
tensors is the physical metric gµν . We can define the
mixed scalar P ≡ gµν v¯
µv¯ν/2, which gives its projection
along the integral curves of v¯µ. This is a global covariant
scalar. The background version of this tensor is simply
5P ≡ g¯µν v¯
µv¯ν/2 = −1/2. Thus, the mixed perturbation
associated with these projections reads
φ ≡ P − P.
Note that φ has been defined in a globally covariant
manner. Notwithstanding, at this point it is worth to
introduce a coordinate system just to make contact with
the usual Bardeen approach. Thus, let us define a coor-
dinate system in which v¯µ = δµ0. It is easy to see that
in this coordinate system gµν v¯
µv¯ν = g00 and we have
g00 = g¯00 + 2φ = −1 + 2φ → φ =
1
2
δg00.
Therefore, the commonly used metric perturbation φ is
simply the mixed perturbation associated with P . This
is a typical example of perturbation that violates the SW
Lemma. Indeed, even though the background tensor P is
a simple constant, the mixed perturbation φ is a globally
covariant scalar but it is not GI.
Generically, any coordinate dependent perturbation
can be redefined in a global covariant manner as we have
done for φ. Furthermore, this procedure does not rely on
the symmetries of the background manifold g¯µν . Given
an arbitrary tensor, say Fµν , a coordinate dependent per-
turbation associated with its zero-zero component reads
δf ≡ δF00 = F00 − F 00,
where Fµν is the background tensor associated with Fµν .
In order to construct the covariant version of the mixed
perturbation δf , we need to define the background vector
field v¯ν whose integral lines coincide with the zero direc-
tion of the above coordinate system. Thus, in this coor-
dinate system v¯ν = δν0. By using this vector field we can
define two scalar tensors, namely the mixed f ≡ Fµν v¯
µv¯ν
and the pure f¯ = Fµν v¯
µv¯ν . Thus, the mixed perturba-
tion is covariantly defined as δf = f − f¯ . Evidently, this
is the simplest example as how to define in a covariant
manner originally coordinate dependent perturbations.
There are more complicated mixed perturbations that
we shall analyze in the next section.
Any tensor, independent of its nature as a mixed or
pure tensor, transforms as usually under a coordinate
transformation. However, they drastically differ under a
change of diffeomorphism. While background pure ten-
sors remain unchanged, the mixed tensors can have a very
complicated transformation rule depending on its own
definition in terms of the combination of tensors from
the physical and background manifold. In the case of the
above mixed perturbation φ, it is easy to find its trans-
formation under a change of diffeomorphism. For that,
let us decompose the vector field defining the diffeomor-
phism as5
Aµ = Av¯µ + Aµ, Aµ = γ¯ [Aµ] ,
5 All the following definitions are detailed in Section II of VFP.
with γ¯ [Aµ] being the projection with respect to γ¯µν =
g¯µν + v¯µv¯ν . Assuming that v¯µ is geodesic, i.e., a¯µ ≡
∇v¯v¯µ = 0 and defining the notation T˙ ≡ γ¯ [£v¯T ], it is
straightforward that under a gauge transformation, i.e.,
under a combined coordinate and diffeomorphism trans-
formation with Bµ = −Aµ, we have
P →
v¯µv¯ν
(
gµν −£Ag¯µν
)
2
= P + A˙,
and hence
φ→ φ+ A˙, (6)
as expected. In the above expression the only hypothesis
made is that the background foliation is geodesic. Apart
from this, Eq. (6) gives the general transformation for
φ in an arbitrary background. However, the other met-
ric perturbations are much more complicated and hence
from, here on, we shall restrict ourselves to a FLRW
background. Therefore, the background is assumed to
be described by:6
Kµν =
Θ
3
γ¯µν , Rµν = 2Kγ¯µν , (7)
DµΘ = 0 = DµK, (8)
with Kµν , Θ and Rµν being respectively the extrinsic
curvature, expansion factor and the spatial Ricci tensor,
and Dµ is the spatial covariant derivative of the back-
ground. The function K is simply a constant divided by
the square of the scale factor.
In the next section, we will show how to define in a co-
variant manner all the commonly coordinate dependent
cosmological perturbations characteristic of the Bardeen
approach. In addition, using our terminology, we shall
compare the covariant version of Bardeen formulation
with the usually called covariant approach and elucidate
the relation between gauge transformation and change in
the slicing of the physical spacetime.
III. COVARIANT FORM OF COSMOLOGICAL
PERTURBATIONS: BARDEEN X COVARIANT
APPROACH
Consider a physical spacetime with metric gµν and a
background metric g¯µν that we assume to be the FLRW
metric. We can always define their difference δgµν and
decompose it with respect to the FLRW foliation in such
a way that
δgµν = 2φv¯µv¯ν + 2B(µv¯ν) + 2Cµν , (9)
6 All details on our notation and definitions can be found at Sec-
tion II of VFP.
6where
φ ≡
1
2
δgv¯v¯, Bµ ≡ −γ¯
[
δgv¯µ
]
, Cµν ≡
1
2
γ¯
[
δgµν
]
.
The above notation is such that a v¯ index means pro-
jections in the vector field v¯µ, i.e., for instance δgv¯µ =
δgαµv¯
α. The above three tensors are mixed tensors. The
definition of φ follows the same line of reasoning as be-
fore while the Bµ and Cµν can be define in a covariant
manner through the four tensors
Pµ = γ¯ [gµv¯] , Pµ = γ¯
[
g¯µv¯
]
= 0,
Pµν =
γ¯ [gµν ]
2
, Pµν =
γ¯
[
g¯µν
]
2
=
γ¯µν
2
,
such that
Bµ = Pµ − Pµ, Cµν = Pµν − Pµν .
Note that the above definitions are general and do
not depend on any assumption about the smallness of
these tensors. In other words, we can always introduce
a tensor g¯µν and define the difference δgµν ≡ gµν − g¯µν
without assuming anything about δgµν . Additionally,
given a global foliation defined by a timelike vector
field v¯µ (v¯µv¯ν g¯µν = −1) we can define the projector
γ¯µν ≡ g¯µν + v¯µv¯ν . Therefore, in principle, we can al-
ways rewrite Einstein’s equations in terms of φ, Bµ and
Cµν and obtain non-linear second order equations of mo-
tion for δgµν that encode the same information as those
written in terms of gµν . In this sense, without making
the perturbative hypothesis, we are just using different
variables to describe the metric gµν in terms of the de-
composition made in Eq. (9) and the given metric g¯µν .
This decomposition also shows that the fields φ, Bµ and
Cµν are just the difference δgµν projected in the 3 + 1
background splitting. Notwithstanding, in the standard
model scenario, cosmological perturbations are first or-
der metric perturbations with respect to the FLRW met-
ric. Thus, we shall assume that φ, Bµ and Cµν are first
order perturbations and, unless explicitly stated, all ob-
jects will have theirs indexes raised and lowered by the
background metric.
Using explicitly their definitions we can calculate the
gauge transformation for each one of them. For that it
is convenient to decompose the perturbations in terms of
the scalar, vector and tensor (SVT) decomposition, i.e.,
Bµ = DµB + Bµ, (10)
Cµν = ψγ¯µν −DµDνE +D(νFµ) +Wµν , (11)
where DµB
µ = DµF
µ = DµW
µ
ν = Wµ
µ = 0 (see Ap-
pendix A for details). Using the expressions for the kine-
matic variables in FLRW spacetime and the projections
of ∇νAµ it can be shown that the gauge transformation
for the perturbations above are
φ→ φ+ A˙, (12)
B → B + A˙s −
2Θ
3
A
s −A, (13)
E → E + As, (14)
ψ → ψ −A
Θ
3
, (15)
where we have decomposed Aµ which is the spatial part
of the vector field Aµ as Aµ = DµA
s+Avµ [see Eq. (A1)].
For the vector sector we find
B
µ → Bµ + A˙vµ, (16)
F
µ → Fµ − Avµ. (17)
Apart from the background slicing, in many cases, it
is useful to define a 3 + 1 splitting also in the physical
manifold. Thus, we introduce an arbitrary global time-
like vector field vµ. In principle this splitting is com-
pletely arbitrary, however, since we are interested in foli-
ations “close” to the background slicing, we assume that
vµ is such that δvµ ≡ vµ − v¯µ is of the same order of
δgµν . At first order the inverse metric perturbation is
δgµν = −δgαβ g¯
αµg¯βν . Thus, the normalization of vµ re-
quires that
vµvνg
µν = −1 + 2δvµv¯
µ − 2φ = −1, ⇒ δvµv¯
µ = φ.
This result can be expressed as
δvµ = −φv¯µ + vµ, (18)
where we have defined the spatial projection of δvµ as
vµ ≡ γ¯ [δvµ].
7 Equation (18) shows us that it is the per-
turbation vµ that parametrize the freedom in the choice
of the spatial hyper-surfaces in M .
Even though this choice of spatial hyper-surface in M
is arbitrary, one could argue that it would be reasonable
to use the background slicing itself to foliate the physical
space-time, i.e., to use the same vector field v¯µ to define
the foliation in M . To use this vector field we must first
normalize it with respect to the metric gµν , which gives
v¯µ√
−v¯αv¯βgαβ
≈ (1− φ)v¯µ.
One can easily see that this choice of spatial sectioning
coincide with choosing vµ = 0 in Eq. (18). Then, in
7 It is more convenient to define the normal vector perturbation
using its covariant form. Note that, by doing so, we have, at first
order,
δvµ = v¯µδg
µν + δvµg¯
µν = 2φv¯ν + Bν + δvµg¯
µν .
Hence the contravariant version of its spatial projection will in-
volve metric perturbations Bµ explicitly, i.e., γ¯ [δvµ] = Bµ+ vµ.
7general, we can use the perturbation defined in Eq. (18)
and set vµ = 0 to obtain the results in terms of the
background foliation.
Notice that by choosing vµ = 0 we are in fact chang-
ing the nature of the perturbations as being mixed or
pure tensors. Indeed, by attaching the physical foliation
with respect to the background slicing, any pure tensor
in M that depends on the vector field vµ automatically
becomes a mixed tensor since vµ itself becomes depen-
dent on background quantities. Thus, perturbations with
vµ = 0 do not satisfy the SW Lemma. On the other hand,
it becomes clear that pure perturbations has one extra
variable with respect to mixed perturbations, which is
precisely the quantity vµ. In addition, keeping vµ arbi-
trary makes the perturbations to satisfy the SW Lemma.
We can further decompose the vµ [Eq. (A1)] as
vµ = DµV + Vµ. (19)
Recalling its definition, i.e., vµ ≡ γ¯ [vµ] − γ¯ [v¯µ] =
γ¯ [vµ], we see that under a gauge perturbation this object
transforms as
vµ → γ¯ [vµ −£Av¯µ] = vµ +DµA,
V → V +A, Vµ → Vµ. (20)
Equations (12–20) allow us to find the transformation
rule for all kinematic variables. The first one we shall
consider is the acceleration of the curves defined by vµ.
In what follows, we will construct the pure and mixed
perturbations for all kinematics variables but we need to
distinguish them without having to change their symbols.
Thus, we shall introduce a small circle above each tensor
if they are pure tensors and maintain the mixed tensors
without any symbol. From Eq. (A7) of VFP, the pure
perturbation of the acceleration is
δ˚aµ = DµV˙ + V˙µ −Dµφ, (21)
and it is easy to check that δ˚aµ is GI, which is expected
from SW Lemma. If, however, we had used the mixed
perturbations (vµ = 0), δaµ would no longer be GI, i.e.,
the curves with tangent v¯µ in the perturbed manifold
would not be geodesics and its acceleration would depend
on the gauge choice.
The Frobenius theorem guarantees that for a global
foliation the field vµ must satisfy v[µ∇νvα] = 0. In
Eq. (A11) of VFP we have shown that, at first order,
this equation reduces to D[µvν] = 0, i.e., the vector part
of vµ is null (Vµ = 0). Notwithstanding, we will maintain
Vµ, but with the warning that in this case the decomposi-
tion is not global. In other words, the commutator of the
operators Dµ will not define a global spatial curvature
tensor.
The shear tensor can be calculated using the results
of Appendix A of VFP.8 The pure version of the shear
8 We have changed the notation on the shear decomposition to
perturbation reads
δσ˚µν = D〈µDν〉 (S + V)
+D(µSν) +D(µVν) + W˙µ
αγ¯αν ,
S ≡
(
B − E˙ +
2
3
ΘE
)
, Sµ ≡ Bµ + F˙µ,
(22)
where the symbol 〈〉 represents the projection to the sym-
metric traceless part of a tensor [Eq. (A2)]. One can
readily obtain that when performing a gauge transfor-
mation,
S → S −A,
so that the quantity S + V is GI, which again is a result
of the SW Lemma. Once more, for its mixed version, the
scalar part of the shear perturbation becomes δσµν =
D〈µDν〉S, which is not GI.
Besides the shear we need the expansion factor Θ to
describe the extrinsic curvature. This field when defined
as a mixed perturbation gives,
δΘ = D2S +Θφ+ 3ψ˙, (23)
or when considered as a pure perturbation changes to
δΘ˚ = δΘ+D2V .
It is worth to stress that for the expansion perturba-
tion both forms are gauge dependent since its background
value is non-trivial but the pure expansion perturbation
is also foliation dependent.
To close the set of kinetic variables we calculate the
perturbations of the traceless spatial Ricci tensor
rµν ≡ R〈µν〉, R(µν) = rµν +
Rγµν
3
, (24)
which when defined through a pure tensor is naturally
GI. Its pure perturbation is given by
δr˚µν =−D〈µDν〉
(
ψ +
Θ
3
V
)
−
Θ
3
D(µVν) − (D
2 − 2K)Wµν .
(25)
Once more we have the same situation. For an arbi-
trary foliation the perturbation for the traceless spatial
Ricci is GI but with the caveat that we have introduced
an arbitrary field vµ.
Apart from tensor perturbations, it is also important
to extend this formalism for scalar quantities. Since the
avoid an excess of indexes. The map of our notation here with
the VFP paper is
S ≡ δσs, Sµ ≡ δσ
v
µ.
8FLRW metric is homogenous and isotropic, one can con-
struct pure perturbations that will be GI by taking spa-
tial gradients of the background fields. Consider for in-
stance the scalar field ϕ. Its perturbations under a gauge
transformation change as
δϕ→ δϕ−£Aϕ¯ = δϕ−A ˙¯ϕ,
where we are assuming that the background version of
ϕ is homogeneous in the hyper-surfaces. However, the
gradient Dµϕ at first order is expressed as
Dµϕ ≈ vµ ˙¯ϕ+Dµδϕ = Dµ (δϕ+ V ˙¯ϕ) + ˙¯ϕVµ (26)
Since Dµϕ¯ = 0, we have that δ(Dµϕ) = Dµϕ. Note
that the particular combination δϕ+ V ˙¯ϕ is GI. Further-
more, this pure perturbation compare spatial gradients
defined in different spatial sections that causes the ap-
pearance of the foliation dependent field vµ.
This is another almost general rule, i.e., GI tensors
constructed in the usual covariant approach will depend
on the choice of spatial foliation. There are some few
exceptions to this rule, such as the Weyl tensor or, at
first order, its projections that defines its electric and
magnetic parts.
In the case of scalar fields, it is possible to build gauge
and foliation invariant tensors. Defining the tensor
Mµν ≡ D〈µDν〉ϕ− (£vϕ)σµν
we obtain
δMµν = D〈µDν〉 (δϕ− ˙¯ϕS) . (27)
Note that the above perturbation is the derivative of
a GI quantity that it is usually defined in the so called
coordinate approach as the GI scalar perturbation associ-
ated with ϕ. Notwithstanding, we stress once again that
all the above perturbed quantities were defined in a co-
variant manner and with no reference to any coordinate
system.
To complete the set of variables, we consider the energy
momentum tensor projections
Tµν = ρ˚vµvν + 2v(µq˚ν) + p˚γµν + Π˚µν , (28)
where q˚µ ≡ −γ [Tµ
v] is the fluid flow of the energy
momentum tensor, ρ˚ ≡ Tµ
νvνv
µ the energy density,
p˚ ≡ 13Tµ
νγν
µ the isotropic pressure and Π˚µν ≡ γ [Tµν ]
the anisotropic pressure spatial traceless tensor. All of
them are defined with respect to the foliation defined by
vµ.
We can define the gradients of the background quanti-
ties (see [4]) as
Xµ = κDµρ˚, Yµ = κDµp˚, Zµ ≡ DµΘ˚, (29)
where we have added the gradient of the expansion factor
for completeness. Considering pure perturbations these
gradients will be GI and, using Eq. (26), we obtain at
first order
δXµ = κDµ(δρ+ V ˙¯ρ), δYµ = κDµ(δp+ V ˙¯p),
δZµ = DµδZ˚,
(30)
where we have defined the following mixed perturbations
δρ ≡ ρ− ρ¯ ≈ δρ˚ δp ≡ p− p¯ ≈ δp˚, (31)
with
ρ ≡ Tµ
ν v¯ν v¯
µ, p ≡
1
3
Tµ
ν γ¯ν
µ, ρ˚ ≈ ρ, p˚ ≈ p, (32)
and the field
δZ˚ = δΘ˚ + VΘ˙. (33)
The vector field qµ when defined as a pure perturbation
will also be GI, it is easy to show that
δq˚µ ≈ (ρ¯+ p¯)(uµ − vµ),
≈ (ρ¯+ p¯)
[
Dµ (U − V) + Uµ − Vµ
]
,
(34)
where
uµ ≡ −
γ¯ [Tµ
ν v¯ν ]
ρ+ p
, uµ = DµU + Uµ, DµU
µ = 0.
This vector field has a simple interpretation. The
quantity (1−φ)v¯µ+uµ is, at first order, a timelike eigen-
vector of Tµ
ν . Thus, in the fluid frame, qµ = 0 and
vµ = uµ.
Once more we identify the explicit dependency of pure
perturbations on the choice of hyper-surface. It also
shows that it is the additional degree of freedom intro-
duced by an arbitrary choice of hyper-surface in M that
makes the variables GI.
When working with pure perturbations, one usually
chooses the hyper-surface using a physical criteria. For
example, one can choose a frame in which there is no
particle or energy flux (see [4, 7]). In the latter case,
the field vµ = uµ describes a physical property of the
system which fixes the extra variable associated with the
physical foliation in M .
It is possible to mimic this scenario using mixed ten-
sors and gauge dependent variables. Initially we have the
situation where these variables are defined in the back-
ground induced frame, which, at this point, is arbitrary.
We also have the projected physical hyper-surface vec-
tor field discussed above, which is a mixed tensor, de-
scribed by Eq. (19), i.e., vµ ≡ γ¯ [vµ]. Now, perform-
ing a gauge transformation all these variables changes,
but it also changes the background induced hyper-surface
where they are defined. In Table I we compare the ex-
pressions of the kinematic and matter variables.9
9 Note that in Table I we used a more compact notation for the
background spatial derivative, i.e., Dµ ≡ ‖µ, as defined in VFP.
9TABLE I. Pure and mixed tensor comparison.
Pure tensors Mixed tensors
a˚µ ≈
(
V˙ − φ
)
‖µ
+ V˙µ aµ ≈ −
(
φ+ A˙
)
‖µ
σ˚µν ≈ (S + V)‖〈µν〉 + V(µ‖ν)
+ S(µ‖ν) + W˙µ
α
γ¯αν
σµν ≈ (S −A)‖〈µν〉
+ S(µ‖ν) + W˙µ
α
γ¯αν
r˚µν ≈ −
(
ψ +
Θ
3
V
)
‖〈µν〉
−
Θ
3
V(µ‖ν)
− (D2 − 2K)Wµν
rµν ≈ −
(
ψ −
Θ
3
A
)
‖〈µν〉
− (D2 − 2K)Wµν
X˚µ = κ
(
δρ+ V ˙¯ρ
)
‖µ
Xµ = κ
(
δρ−A ˙¯ρ
)
‖µ
Y˚µ = κ
(
δp+ V ˙¯p
)
‖µ
Yµ = κ
(
δp−A ˙¯p
)
‖µ
Z˚µ =
(
δΘ+D2V + VΘ˙
)
‖µ
Zµ =
(
δΘ−D2A−AΘ˙
)
‖µ
q˚µ = (ρ¯+ p¯) (U − V)‖µ
+ (ρ¯+ p¯)(Uµ − Vµ)
qµ = (ρ¯+ p¯) (U +A)‖µ
+ (ρ¯+ p¯)Uµ
γ [vµ] = 0 γ¯ [vµ] = (V +A)‖µ + Vµ
The first important point is that pure tensors have
in general (for the vector and tensor quantities) an ad-
ditional vector mode. This happens because the back-
ground normal vector field is hyper-surface orthogonal
but vµ is not, i.e., it does not necessarily define a global
foliation.
Let us for instance consider the case when vµ is in-
deed hyper-surface orthogonal. In this case Vµ = 0 and
any choice of hyper-surface in M can be reproduced by
a gauge choice A = −V . There are two hyper-surfaces
defined in M , the induced background Σ and the physi-
cally defined Σ. Performing a gauge transformation, we
change the diffeomorphism between Mbg and M , which
also changes the background foliation Σ. Thus, given a
physically defined hyper-surface Σ we can always make
a gauge transformation to obtain Σ = Σ. Note, how-
ever, that even with this choice of gauge the mixed ten-
sor perturbations would not be gauge invariant. Any
further gauge transformation would change all quanti-
ties and make Σ 6= Σ. On the other hand, if vµ is not
hyper-surface orthogonal we can still choose A = −V but
then the vector mode variables will differ while the scalar
modes remains equal.
The above discussion shows that, concerning scalar
perturbations, the freedom in choosing a specific foliation
in the GI covariant formalism is equivalent to choose a
gauge in the Bardeen approach. Accordingly, both situ-
ations suffer from the same difficulties. For instance, in
a geodesic foliation we have aµ ≈ Dµ(V˙ − φ) = 0, but
this condition does not fix completely the hyper-surfaces.
For any other choice of V + f such that f˙ = 0 we would
still have δaµ = 0. This is exactly the problem with the
synchronous gauge, which generates the same unphysical
modes in the solutions.
Concluding, it is equivalent to work with the GI co-
variant formalism with a fixed choice of foliation or with
the gauge dependent formalism with a fixed gauge. The
only advantage of the former was the maintenance of its
covariance. However, since we have constructed a fully
covariant formalism to describe the metric perturbations,
both methods become equivalent. Besides, when one
needs to go beyond a Friedmann background metric, it
is not clear what tensors are GI. Hence, for a general
background, our method proves to be straightforward in
obtaining covariant perturbations.
IV. GAUGE AND FOLIATION INVARIANT
VARIABLES
In the last section we have shown that pure or mixed
perturbations are respectively foliation and gauge depen-
dent. This analysis was based in first order expansion
of kinematic quantities. In this section we shall con-
struct exact tensors that in first order reduce to the usual
Bardeen’s potentials, i.e., reduce to Φ and Ψ. There are
two possible ways: we can start with mixed tensors which
are gauge dependent and combine them to obtain first
order GI quantities or we can begin with pure tensors
which are already GI and look for foliation independent
combinations. Both methods arrive at the same variables
which means that Bardeen GI variables are not just GI
but are also independent of the choice of the foliation.
Let us consider first the potential Ψ. Its common def-
inition is
Ψ ≡ ψ −
Θ
3
S. (35)
Looking at Table I we immediately see that ψ appears
in rµν and S in σµν . Thus, an obvious choice is
Tµν = −rµν −
Θ
3
σµν , (36)
It is straightforward to calculate that at first order Tµν
reads
δTµν = D〈µDν〉Ψ+ (D
2 − 2K)Wµν
−
Θ
3
(
D(µSν) + W˙µ
αγ¯αν
)
.
(37)
Therefore, at first order, Tµν depends only on gauge
invariant variables and its scalar mode is just the Bardeen
potential Ψ. Note also that using mixed or pure tensors
results in the same expression for δTµν , which means that
this variable is GI and foliation invariant.
To define the next Bardeen potential Φ defined by
Φ ≡ φ+ S˙, (38)
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we introduce the following tensor
αµν ≡ D〈µaν〉 + a〈µaν〉,
δαµν = D〈µDν〉
(
V˙ − φ
)
+D〈νV˙µ〉,
(39)
where the term a〈µaν〉 was include for later convenience
even though being of second order it does not alter the
first order perturbation. The desired tensor is
Jµν ≡ (£vσ)〈µν〉 − αµν , (40)
where (£vσ)〈µν〉 means that one has to first take the Lie
derivative and then apply the projector. Its perturbation
reads
δJµν = D〈µDν〉Φ+Dν S˙µ+W¨µ
αγ¯αν+
2Θ
3
W˙µ
αγ¯αν , (41)
whose scalar mode gives the usual GI potential Φ but
defined in a covariant manner. This tensor share the
same properties of Tµν , i.e., at first order it is gauge and
foliation independent.
The two tensors defined above in Eqs. (36) and (40)
are closely related to the electric part of the Weyl tensor
Eµν = Wµανβv
αvβ . In terms of the kinetic variables we
have
Eµν =
1
2
(
Θ
3
σµν − (£vσ)〈µν〉 + rµν + αµν
)
,
= −
1
2
(Tµν + Jµν) .
Thus these gauge and hyper-surface invariant variables
naturally appears as parts of the Weyl tensor. In fact,
this should have already been expected since the Weyl
tensor is null in the Friedmann background and differ-
ently from the other examples it does not depend on the
choice of foliation in M . Its electrical part however could
depend on the foliation but since the background Weyl
tensor is null at first order Eµν will also not depend on
the choice of foliation, i.e.,
scalar part of (δEµν) = −D〈µDν〉
1
2
(Φ + Ψ) . (42)
To obtain the GI perturbation associated with the ex-
pansion factor we define the tensor
Uµν ≡ 3(£vT )〈µν〉 +ΘJµν ,
= −3(£vr)〈µν〉 − (£vΘ)σµν − αµν ,
(43)
which at first order gives
δUµν = D〈µDν〉Ξ, Ξ ≡ 3Ψ˙ + ΘΦ = δΘ−D
2S − Θ˙S.
(44)
In the same manner as the previous quantities, this per-
turbation is also gauge and foliation invariant.
In the above reasoning we have constructed three
gauge and foliation invariant variables Φ, Ψ and Ξ that
are related respectively to the acceleration of vµ, the spa-
tial Ricci tensor and expansion factor. These variables
were made GI by combining them with the shear tensor.
We should stress that we could have alternatively built
them directly from the mixed perturbations and hence
without referring to a second spatial folitation in M .
In this case, these variables have simpler meaning when
compared with their pure versions. By using the mixed
perturbations we are comparing tensors that are defined
in the same spatial sectioning but with different metrics.
On the other hand, when dealing with pure perturba-
tions we are comparing tensors defined with respect to
the vµ foliation with those defined with respect to the
v¯µ background foliation. As a consequence, it appears
an additional term in these perturbations and the shear
perturbation is given by Eq. (22). The presence of the
field V comes from the fact that we are comparing tensors
in different hyper-surfaces.
In the gravitational sector, there are only two vari-
ables that are simultaneously gauge and foliation invari-
ant. The Φ and Ψ potentials are sufficient to describe the
evolution of the perturbations and there is no need to deal
with the additional degree of freedom coming from vµ.
Notwithstanding, the usual covariant approach formula-
tion demands for consistency the inclusion of vµ which
from this point of view seems unnecessary.
In summary, the usual covariant approach introduces
an a priori arbitrary foliation described by V and uses it
to build GI quantities. In contrast, the Bardeen approach
uses the shear potential S to construct the GI quantities
and has the advantage of not introducing an additional
degree of freedom to the system.
For the matter sector, its own degrees of freedom can
be used to defined a physically motivated notion of spa-
tial hyper-surfaces and consequently V . For example,
in the case of a perturbed perfect fluid we can define
the vector normal to the spatial sectioning as the time-
like eigenvector of the energy momentum tensor which
fix V = U and defines a natural choice for vµ.
10 How-
ever, it is worth emphasizing that there is nothing special
about this choice of foliation. Alternatively, we could as
well have defined the spatial sectioning by requiring the
GI acceleration vector field aµ to be null. Thus, even
though vµ could be viewed as dynamically superfluous,
its importance relies in the possibility to use physically
relevant choices of spatial sectioning.
V. COMPARISON BETWEEN THE TWO
METHODS
Usually the gauge issue is seen as the result of intro-
ducing a background manifold, as an absolute object,
10 If the fluid it not irrotational this folitation will not be global,
which can cause further complications.
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to the problem in hand. While this is true, one can
trace back what are the principles which led to this con-
struction. First, one states the physical problem by de-
scribing it with a metric manifold and a matter content.
At this point all the description is invariant under dif-
feophormisms. The next and key step is to assume that
the physical system can be approximate by a fiducial and
hopefully simpler model. For example, in the usual co-
variant approach, one states that some kinetic variables
are “small” for a given choice of hypersurfaces. So, in
this approximation, it is necessary to introduce a folia-
tion and then assume special characteristics for the ki-
netic tensors. However, their “smallness” is for certain
hypersurfaces. Clearly, there is no way to guarantee this
property for a generic choice of foliation. Notwithstand-
ing, given a initial hypersurface where the smallness as-
sumption is valid, one can always find other hypersur-
faces in which the same assumption still holds. These
other hypersurfaces can be related to the first one by a
diffeomorphism. Such diffeomorphism should be applied
only to the hypersurface, to describe the change in the
foliation.
More precisely, given only the physical quantities, one
introduces the hypersurface choice by defining a normal
vector field nµ. Using this field one obtains all kinetic
variables as functions of the metric and their covariant
derived objects. For example, the extrinsic curvature is a
complicated function of nµ, i.e., K(n, g)µν . However, by
Proposition 8.3.13 of [27], a hypersurface expressed by
nµ and another one defined by sµ are diffeomorphic.11
Hence, the change of hypersurfaces can be implemented
by an exponential map sµ = exp(£A)n
µ, which at first
order changes nµ as nµ → nµ + £An
µ, for an arbitrary
but small vector field Aµ. Hence, when one changes the
hypersurface, all objects in Kµν but n
µ are kept fixed,
whereas nµ can be seen as being transformed by a diffeo-
morphism.
This is exactly what happens when one uses the back-
ground foliation to build the mixed kinetic variables,
K(v¯, g)µν , where v¯ is the normal vector field used to de-
fine the background foliation. Note that, as discussed in
Sec. II, any change in the mapping of the background
quantities into the physical manifold will change all the
background quantities, and of course the normal vector
v¯µ, and keep fixed all physical quantities (remember that
the subsequent coordinate transformation we introduced
to complete what we defined as a gauge transformation
was just a matter of convenience in order to reverse this
situation). This change in the mapping can also be seen
as a diffeomorphism acting only on v¯µ. Hence this shows
that both K(n, g)µν and K(v¯, g)µν have exactly the same
transformation rule when one changes the spatial section-
ing and the gauge, respectively. It is worth emphasizing
11 Here we are assuming that the hypersufaces are smooth Cauchy
surfaces.
that the analogy between the gauge and the hypersur-
face freedom is not only a coincidence at first order but a
general result valid at any order and for any background.
Note, however, that gauge transformations and
changes of foliation are two physically distinct opera-
tions. Their equivalence is restrict only to the situa-
tion described above in the cosmological perturbation
scenario.
This reasoning show us that one a gauge issue is au-
tomatically created when one introduces the approxima-
tion hypothesis through a choice of hypersurfaces, i.e.,
the freedom in choosing the hypersurfaces among all pos-
sibilities in which the approximation is valid. It is clear
that, an arbitrary choice of hypersurface is always possi-
ble and this by itself is not connected to the gauge issue.
It is only when it is used to implement the perturba-
tive hypothesis that it creates a gauge problem. We thus
argue that the gauge freedom is a natural ingredient of
the perturbative approach, independently of an eventual
explicit introduction of a background manifold.
It is instructive to summarize the discussion above be-
fore going further in the higher order issues. The usual
covariant analysis can be described as follows:
1. Assume that, for a given special foliation defined by
a vector field nµ, some kinetic tensors and projected
matter tensors are first or zero order.
2. Linearize the equations of motion by removing all
second and higher order terms.
3. Use the SW Lemma to obtain gauge invariant (GI)
variables. This is done by manipulating the ki-
netic variables (applying spatial gradients, remov-
ing traces, etc), to define a complete set of gauge
invariant tensors and equations of motion to ex-
press the physical problem at hand.
The steps above completely remove the gauge ambiguity
from the problem. They also avoid the explicit intro-
duction of a background metric and the zero-plus-first-
order splitting. Nonetheless, as we can see in Table I, the
GI variables used in this context are not foliation invari-
ant. Hence, one must solve this ambiguity by choosing
a hypersurface before solving the system. Consequently,
the procedure above removes the gauge ambiguity of the
problem, but does not address the hypersurface problem.
The coordinate approach of the metric perturbation,
on the other hand, follows the steps:
1. Define a background metric and a matter content
within a given coordinate system.
2. Write explicitly the metric and matter perturba-
tions as the difference between the physical objects
and their background counterparts.
3. Choose a spatial sectioning in the physical manifold
to describe the kinetic variables.
4. Solve the gauge issue by applying one of two differ-
ent approaches:
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• Make a gauge choice for the perturbations
such that the gauge ambiguity is completely
(and hopefully) solved.
• Find combinations between perturbation vari-
ables which are gauge invariant.
5. Expresses every equation in terms of the perturba-
tions disregarding any second-order terms.
This method starts with a choice of coordinate system
adapted to the background metric and, as such, implic-
itly specifies the background foliation. After introducing
a spatial section in the physical manifold, one obtains
a set of tensor components describing this hypersurface
in a coordinate system adapted to the background foli-
ation. If one chooses to fix the gauge, one should elect
some perturbations to have specific values. This choice
often involves perturbations related to the choice of hy-
persurface. Otherwise, one finds the GI combination of
perturbations, which again involves (but not necessarily)
hypersurface dependent quantities. In the end, the sys-
tem is given by a combination of choices of the coordinate
system, hypersurfaces, and a gauge choice or GI combi-
nations. The high number of different ingredients makes
the problem cumbersome, but straightforward to make
calculations. This method has potentially the two ambi-
guities, gauge and foliation, convoluted in the system.
In the two methods described above the spatial section-
ing ambiguity is not handled. In both cases, the foliation
is defined at the beginning. In the second approach, one
may also use the background foliation, as it was done in
the review [34].
In the present paper, we have outlined how to deal
with the two problems as:
1. Define the background geometry covariantly. In the
case of a FLRWmetric, one should include the defi-
nition of the time-like vector field v¯µ characterizing
the preferred homogeneous and isotropic foliation.
2. Map the background geometry in the physical man-
ifold and define perturbations as the differences be-
tween the physical and the background tensors.
Additionally, define mixed tensors by using the
background foliation v¯µ to express the kinetic vari-
ables.
3. Find the mixed tensor combinations which provides
the GI variables.
4. Write the equations of motion in terms of these GI
variables.
The above procedure provides a coordinate and gauge
free approach to the perturbations. Since the gauge free-
dom and foliation ambiguity have the same transforma-
tion rule, as we have shown above (as a mixed tensor
combination Q(v¯, g) transforms under a gauge transfor-
mation in the same way as Q(n, g) transforms under a
change in the foliation n, then if the mixed tensor combi-
nation Q(v¯, g) is gauge invariant it will also be foliation
independent), any GI variable found at any order will be
also foliation invariant. Therefore, this method pro-
vides a straightforward way to obtain gauge and foliation
invariant quantities in a covariant fashion.
The higher order approaches for the cosmological per-
turbations are mostly based on the usual covariant ap-
proach. They take advantage of the SW Lemma to define,
in a systematic way, higher order GI variables. However,
this method does not address the foliation dependency
of the perturbations, leading to a system where this am-
biguity is resolved like the original gauge problem, i.e.,
by introducing arbitrary hypersurfaces. For this reason,
we argue that the method presented in this paper is more
suitable to deal with these issues. It has the advantage of
being covariant, independent of any particular choice of
foliation, and any GI variable obtained from it will also
be foliation independent at any order. However, since
the mixed tensors do not satisfy the SW Lemma, to our
knowledge there is still no systematic way to obtain GI
variables at arbitrary higher order perturbative level.
VI. CONCLUSIONS
The purpose of this work was to discuss the cosmo-
logical perturbation scenario, and to present some new
improvements in the formalism. Usually, the Bardeen ap-
proach is viewed as coordinate dependent, even though
gauge invariant variables can be defined in the formal-
ism. This coordinate dependence seems to weaken the
treatment, specially when one goes to higher order per-
turbations. Here, as an effort to adequate it, we have
presented the Bardeen approach in a complete covariant
way.
In the process of building a covariant Bardeen ap-
proach, a crucial difference in how to define the perturbed
variables appeared. In order to deal with this situation,
we proposed a new classification of tensors in terms of
the fundamental objects used in their definitions. Pure
tensors are formed by objects defined with respect to
a single manifold, while mixed tensors combine objects
coming from two different manifolds, i.e., they mix back-
ground and physical tensors.
The other well known covariant approach defines the
cosmological perturbations in a foliation dependent way.
The equivalence of the Bardeen and the so called co-
variant approach has been established in the past but
it is common to find authors advocating in favor of one
or the other. Therefore, it seemed appropriate to com-
pare both formalism in the light of our new language.
We have shown that, apart from their dynamical equiva-
lence, they possess complementary indeterminacies. The
Bardeen approach has the usual gauge dependence, while
in the covariant formalism it appears a dependence on the
space-like hyper-surfaces one uses to perform the space-
time foliation. We have shown how these dependencies
can be one-to-one mapped to each other. This is evident
from inspection of Table I.
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The natural question that appears is whether there is
a variable that is simultaneously foliation and gauge in-
variant. The answer is affirmative and, using Table I, we
have presented a general way to construct full non-linear
tensors that, at first order, are simultaneously foliation
and gauge invariant. They are shown in Eqs. (36,40,43).
Their scalar parts correspond exactly to the Bardeen po-
tentials, hence, showing that these potentials are a par-
ticular combination that at first order are not only gauge
invariant, as it is well known, but also foliation indepen-
dent.
Hence, the new results of our paper can be summarized
as follows:
1. Formulation of Bardeen’s approach in a completely
covariant manner
2. A new classification of tensors in perturbation the-
ory: pure and mixed tensors.
3. The construction of table 1, where the relationship
between the indeterminacies of the covariant and
Bardeen approaches are clearly shown.
4. The construction of full non-linear tensors that at
first order are simultaneously foliation and gauge
invariant, exhibited in Eqs. (36,40,43).
These four results were presented in a logical order
where one step cannot be taken without the preceding
one.
We expect that the above results can be useful in the
examination of more involved problems. For instance,
stimulated by the dark energy problem, there has been
recently several attempts to construct a robust pertur-
bative formalism to describe metric perturbations. In
particular, the possibility of a significant back-reaction
contribution due to the formation of non-linear struc-
tures in small scales has raised some doubts about the
validity of first order perturbations in the standard cos-
mological model. In order to address these issues, it is
crucial to control the gauge and foliation dependency of
the perturbed variables. As we will show elsewhere, our
formalism is adequate to describe first order perturba-
tions around a FLRW background, and to analyze the
necessary conditions for the validity of the first order cos-
mological perturbations.
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Appendix A: Scalar, Vector and Tensor
Decomposition
Given a foliation defined by a global timelike vector
field v¯µ and the spatial covariant derivative Dµ we de-
fine the Laplace-Beltrami operator as D2 ≡ γ¯µνDµDν .
Depending on the details of the spatial foliation and the
class of functions that we are working with this operator
can have a unique inverse (see [26]). Assuming that this
is the case, we can decompose any spatial vector field Aµ,
first we define D2As = DµA
µ, using the unique inverse
of D2 we, then, define Avµ = Aµ − DµD
−2DνA
ν such
that DµA
vµ = 0 and, therefore,
Aµ = DµA
s +Avµ. (A1)
To decompose a second order spatial tensor we first
introduced the spatial symmetric trace-less symbol,
T〈µν〉 ≡ γ
[
T(µν)
]
−
γµνTαβγ
αβ
3
. (A2)
When acting on a spatial second derivative of a scalar
field it can be written as
A‖〈µν〉 =
(
DµDν −
γ¯µνD
2
3
)
A, (A3)
where the double divergence of the expression above gives
DµDνA
‖〈µν〉 =
(
2D4
3
+RµνDµDν +D
µRDµ
)
A,
for a FLRW background we can use the form of the spa-
tial Ricci tensor [Eq. (7)] to write it as
DµDνA
‖〈µν〉 =
2D2
3
(
D2 + 3K
)
A. (A4)
The equation above inspire us to define
D2K ≡ D
2 +
3
2
D−2
(
RµνDµDν +D
µRDµ
)
(A5)
so that, in general,
DµDνA
‖〈µν〉 =
2
3
D2D2KA. (A6)
Assuming now that both D2 and D2K operators have
unique inverse we can write the double divergence of an
arbitrary spatial second order tensor Aµν as
DµDνA
〈µν〉 = D2D2KA
s, (A7)
this shows that the tensor
Bµν = A〈µν〉 −D〈µDν〉D
−2
K D
−2DαDβA
〈αβ〉, (A8)
has null double divergence. Then, clearly DµB
µ
ν is a
divergenceless spatial vector. To extract this vector we
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first note that, given a divergenceless spatial vector Fµ
we can write
DµDνD(µFν) =
(
DµR
2
+R〈µν〉D
ν
)
Fµ, (A9)
note that, in general, the double divergence of D(µFν)
is not null, however, when the background is FLRW we
have R〈µν〉 = 0 = DµR this quantity is null. Using
Eq. (A8) we define the tensor
Hµν ≡ D(µFν) −D〈µDν〉F
ds, (A10)
where we defined the scalar built above as
F ds ≡ D−2K D
−2DµDνD(µFν). (A11)
Taking the single divergence of the tensor above we ob-
tain
DµHµν = D
2
Rµ
νFν , (A12)
where we defined the operator
D2
Rµ
ν ≡
γ¯µ
νD2 +Rµ
ν
2
+
(
2DνD
2
3
+Rν
µDµ
)
D−2K D
−2
(
DµR
2
+R〈µν〉D
ν
)
.
(A13)
Finally, if the operator D2
Rµ
ν has a unique inverse we
define the tensor
Eµν = Bµν −Hµν , (A14)
which the divergence is given by
DµE
µ
ν = DµB
µ
ν −D
2
Rµ
νFν ,
using the unique inverse we choose Fν = D
−2
R ν
βDαB
α
β ,
which results in DµE
µ
ν = 0.
When we impose that the background is FLRW the
operator D2
Rµ
ν is simply
D2
Rµ
ν =
γ¯µ
ν
2
(D2 + 2K), (A15)
and the second order tensor Hµν = D(µFν).
Thus, in general we can decompose a second order ten-
sor A〈µν〉 as
A〈µν〉 = D〈µDν〉(A
s + F ds) +D(µFν) + Eµν , (A16)
where DµE
µ
ν = 0 = DµF
µ.
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