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Technical Target Setting in QFD
for Web Service Systems Using
an Artificial Neural Network
Lianzhang Zhu and Xiaoqing (Frank) Liu, Member, IEEE
Abstract—There are at least two challenges with quality management of service-oriented architecture based web service systems:
1) how to link its technical capabilities with customer’s needs explicitly to satisfy customers’ functional and nonfunctional requirements;
and 2) how to determine targets of web service design attributes. Currently, the first issue is not addressed and the second one is dealt
with subjectively. Quality Function Deployment (QFD), a quality management system, has found its success in improving quality of
complex products although it has not been used for developing web service systems. In this paper, we analyze requirements for web
services and their design attributes, and apply the QFD for developing web service systems by linking quality of service requirements
to web service design attributes. A new method for technical target setting in QFD, based on an artificial neural network, is also
presented. Compared with the conventional methods for technical target setting in QFD, such as benchmarking and the linear
regression method, which fail to incorporate nonlinear relationships between design attributes and quality of service requirements, it
sets up technical targets consistent with relationships between quality of web service requirements and design attributes, no matter
whether they are linear or nonlinear.
Index Terms—Web service system, service quality management, Bayesian regularized neural network, quality function deployment
(QFD), technical targets setting.
Ç
1 INTRODUCTION
SERVICE-ORIENTED Architecture (SOA), representing a tech-nology and interaction framework in which systems are
modular and loosely coupled, is becoming popular in the
industry, and is increasingly accepted as a mainstream
technology in the ITworld [1], [2]. It provides an evolutionary
way for companies to organize their information flow
effectively and to share resources with their stakeholders
efficiently through a highly flexible infrastructure. It can
reduce the development time and enables interoperability.
An enterprise software customer survey from McKinsey &
CompanyandSandHillGroupexamined the strategies of 475
senior IT and business executives in 2007 [3], and its result
showed that SOA is a top-of-mind issue for software
customers. Another survey in 2008 [4], which included
more than 850 enterprise software customers, showed that
more than 60 percent of respondents thought the innovation
was likelydrivenbymajor trends, suchas SOA. It is becoming
a trend for system development and integration where
systems group functionality around business processes.
Many IT giants such as Google, Amazon, Microsoft, IBM
and salesforce.com followed this trend, and provided their
SOA-based web platforms to the software industry [5], [6].
In the development of SOA-based web service system
platforms, the customer’s requirements drive their designs.
Therefore, we should explicitly elicit and specify customers’
requirements and trace them do design attributes [7].
Quality Function Deployment (QFD), one of the major
quality systems, is amethodology for incorporating the voice
of customers, both spoken and unspoken, into a product
development process. It has been applied successfully to
develop numerous products such as automobiles, aircraft,
and consumer electronics, and to improve their quality [8],
[9]. The major difference between QFD and other quality
methodologies resides in a fact that unlike traditional quality
systems, which aim at minimizing negative quality in a
product, QFD adds values to a product by means of
maximizing its positive qualities [10]. The most powerful
tool of QFD is House of Quality (HoQ) [11]. It is used to link
customers’ requirements to design attributes. It establishes
explicit relationships between customer’s requirements and
design attributes, so quality goals in terms of satisfaction of
customer’s requirements can be traced to technical targets of
design attributes. Although QFD was applied in software
product and process improvements [12], [13], [14], it has not
been applied to development and quality management of
SOA-based web service systems.
There are at least two challenging issues in the develop-
ment of SOA-based web service systems. The first is that we
need to explicitly link design attributes to quality of service
requirements, and the second is to set up technical targets
for design attributes based on quality goals in terms of
satisfaction of quality of service requirements. The target
problem addressed in this paper, therefore, is to set up
technical targets of design attributes of web service systems
in termsof quality goals and in consistencywith relationships
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between quality of service requirements and design attri-
butes of a web service system.
In this paper, we develop a framework for technical
target setting for designing high quality SOA-based web
service systems using QFD. In this framework, we identify a
number of critical web service requirements from perspec-
tives of both web system platform development users and
application users and their related design attributes, and
construct a house of quality for linking them to develop a
web service system. It enables the explicit tracing of
customer’s needs, represented in terms of quality attributes
and design attributes related to web services. Technical
targets of the design attributes are determined based on the
analysis of the impact of design attributes on customer’s
needs using a Bayesian Regularized Artificial Neural
Network (ANN) method. It links what software designers
do directly with what customers want in terms of quality of
services in SOA-based web service systems.
The rest of the paper is organized as follows: Section 2
describes related works, including a discussion of quality of
web service systems, technical target setting, and ANN
methods used in QFD. Section 3 presents a framework of our
work, including a discussion of architecture of web service
systems using QFD and house of quality, the quality of
service requirements for SOA, and related technical design
attributes. Section 4 presents principals and a method of
technical target setting in QFD using Bayesian regularized
artificial neural network technique. Section 5 presents an
application example using a SOA infrastructure web
application platform. Finally, Section 6 draws conclusions.
2 RELATED WORKS
2.1 Quality of Web Service Systems
Service requirements drive design of SOA-based web
service systems. Selection and design of architecture for
such systems that satisfy functional as well as nonfunc-
tional requirements are vital to their success. SOA is
architecture for a system that is built using a set of services.
It is important to analyze how SOA-based web service
systems support quality requirements. A set of 13 quality
attributes have been identified as important factors in the
design of SOAs [15]: interoperability, reliability, availabil-
ity, usability, security, performance, scalability, extensibil-
ity, adaptability, testability, auditability, operability and
deployability, and modifiability.
Quality of service requirements, represented in terms of
these quality attributes, play an important role in the design
of SOAs. Unfortunately, there are no systematic methods
which explicitly and quantitatively trace quality of service
requirements into design attributes. Only a small number of
design parameters, such as network bandwidth and down-
load speed, are analyzed in several web service products’
technical specifications [5], [6].
2.2 Technical Targets Setting in QFD
QFD can be used to explicitly and quantitatively trace
quality of service requirements to design attributes. After
identifying the relationship between quality of service
requirements and design attributes, we should be able to
analyze and achieve a quality target through improvements
in design attributes. In addition, we can also determine if
the subjective quality target is reasonable, or not, based on
an analysis of explicit traceability.
Three quantitative approaches for setting technical target
values are widely used in QFD: benchmarking, primitive
linear regression, and impact-analysis-based linear regres-
sion have been developed. They are based on relationships
between quality ratings of competitive products in terms of
satisfaction of requirements and their technical performance
measurements in terms of design attributes [12], [13], [14].
Other regression methods, such as logarithmic, exponential,
and quantic are also being mentioned in [14].
The use of linear regression is an improvement over the
benchmarking in setting targets, because it takes into
consideration the design attribute values of all competitors
and their corresponding customer satisfaction ratings,
thereby resulting in a better target value for attaining the
desired customer satisfaction value. However, in many
cases, the relationship between the customer satisfaction
level and the design attribute value is not so simple that it
can be represented by a linear relationship. In such complex
cases, we can use nonlinear regression to represent the
relationship between the customer satisfaction and design
attribute values. Unfortunately, it is very hard to find a
nonlinear regression model in many cases.
2.3 Application of ANN in QFD
An artificial neural network, often just called a “Neural
Network” (NN), is a computational model based on
biological neural networks. It consists of an interconnected
group of artificial neurons and processes information using
a connectionist approach to computation. In most cases, an
ANN is an adaptive system that changes its structure based
on external or internal information that flows through the
network during the learning phase.
In more practical terms, neural networks are nonlinear
statistical data modeling tools. They can be used to model
complex relationships between inputs and outputs or to
find patterns in data. They are widely applied in automa-
tion, pattern recognition, and optimization.
Their applications in QFD can be classified into two
categories: 1) they are used to make the QFD matrices more
objective [15], [16], [17], [18], and 2) they are used in QFD to
optimize quality planning for achieving technical targets
[19], [20], [21], [22], [23].
In this paper, we are going to develop a computational
model using ANN, which represents relationships between
the data sets of quality of service requirements and
technical design attributes. It will be used for setting
technical targets based on satisfaction of quality of service
requirements. In addition, it will be used to assess the
impact of underachieved or overachieved technical targets
on the satisfaction of quality of service requirements.
3 DESIGN OF WEB SERVICE SYSTEMS FOR
SATISFYING CUSTOMER’S NEEDS USING QFD
The main issue in designing a web service system is to trace
the quality of service requirements to technical design
attributes. In this section, we will discuss the application of
QFD to the design of web service systems, the architecture
of the web service system, from which we can map the
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nonfunctional customer’s requirements in terms of quality
of service requirements to technical design attributes.
3.1 Application of QFD and House of Quality for
Web Service Systems
QFD is a methodology for incorporating the voices of
customers, both spoken and unspoken, into development of
a product. Nowadays, QFD has been applied in many
industries, including software development [12], [13], [14],
although it has not been applied in the development of
SOA-based web service systems.
An important tool in QFD is the House of Quality (HoQ).
A detailed description of HoQ is presented by Hauser and
Clausing [11]. Fig. 1 shows aHouse of Quality for SOA-based
web service systems. It connects quality of service require-
ments for SOA-based web service systems to service design
attributes from designers’ perspectives. The House of
Quality contains six major components:
1. Quality of Service Requirements (WHAT’s): A
structured list of quality of service requirements
derived from customer’s needs.
2. Web Service Design Attributes (HOW’s): A struc-
tured set of relevant and measurable technical
service characteristics which affect SOA quality of
service requirements.
3. Planning matrix: Identify and analyze customer’s
perceptions observed in market surveys, including
competitor’s performance in meeting the SOA
quality of service requirements and the quality goal
of our product.
4. Interrelationship matrix: Illustrates the QFD team’s
perceptions of interrelationships between web ser-
vice design attributes and quality of service require-
ments. It traces what customers want to what
designers can do in the development of SOA-based
web service systems. It enables their designers to
design them based on traceability analysis. Each
entry in the matrix represents the impact of a web
service design attribute on a quality of service
requirement using an appropriate scale.
5. Technical correlation (Roof) matrix: Used to identify
where web service design attributes support or
impede each other in the product design.
6. Technical matrix and technical targets: Used to
measure the technical performance of competitive
products and to specify technical targets our product
should reach in order to achieve our goals of quality
of service requirements.
The steps in designing aweb service system, for satisfying
quality of service requirements using QFD, can be described
as follows:
1. Identify a set of quality of service requirements, and
define a quality goal for each requirement, based on
the analysis of competitive products in the planning
matrix.
2. Identify a set of important web service design
attributes which affect satisfaction with the quality
of service requirements, analyze their impacts on the
requirements in the interrelationship matrix, and
perform technical competitive analysis of competi-
tive products in the technical matrix.
3. Establish the relationships between quality of service
requirements and web service design attributes.
4. According to the relationships determined in step 3,
trace our quality goals to technical targets which will
provide guidance for the design of a web service
system.
5. If the technical targets set in step 3 are not achieved
in practice, assess the impact of unachieved quality
goals.
The approach, which includes step 3 to step 5, is
introduced in [13], [14].
Technical target setting usually involves trade-offs
among design attributes and customer’s requirements. In
general, designers of web systems try to walk a fine line
between too aggressive technical targets, which require too
much resource to implement although they may help to
beat competitors, and too conservative technical targets,
which usually result in losing in competition even though
they may require fewer resources to implement. For
example, assume that we plan to develop a web search
service. One of the design attributes of a web search service
is the number of webpages/weblinks which need to be
stored in its search database to address customer’s needs for
search accuracy, efficiency, and scalability. If too many
webpages/weblinks are stored, search efficiency may be
decreased and too much storage is required. If too few
webpages are stored, search accuracy will be worse than its
competitors. A house of quality can be developed for the
web search service and a technical target for the size of the
web database can be set up accordingly, so that its overall
quality in terms of satisfaction with customer’s require-
ments on accuracy, efficiency, and scalability is better than
that of its competitors. This provides an example of the use
of a house of quality in a simple setting.
3.2 Architecture of an SOA-Based Web Application
Platform
SOA is important to several different stakeholders who
may have different quality of service requirements. To
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Fig. 1. House of quality in QFD.
developers and solution architects, service orientation is a
means for creating dynamic and collaborative applications.
To the enterprise manager, service orientation is a means
for effectively integrating the diverse systems typical of
modern enterprise data centers. To the SOA vendors,
service orientation is a crucial prerequisite to creating
applications that leverage the network to link the actors and
systems that drive business processes [24]. From the view
point of designing SOA-based products, the quality
requirements of all different stakeholders should be taken
into consideration.
As we mentioned earlier, SOA does not mean web
services, but web services are based on accepted standards
and are driving SOA to the mainstream.
We will use a web application platform, which is a
hypothetical SOA infrastructure platform, to illustrate the
application of QFD to the design of SOA-based web service
systems. Web application developers use the platform to
develop web applications, and web application users use
the applications on the same platform too. Both kinds of
users do not need to maintain servers which run the
platform and leave the work to platform vendors.
Fig. 2 shows architecture for the platform.Webdevelopers
and web application users access the platform through the
Internet. Many development toolkits can make the develop-
ment of a web application easily and effectively. Lots of web
applications canmeet theneeds of all kinds of users andmake
the interoperation of some kinds of them possible.
In a SOA, services are described in a standard specifica-
tion language, have a published interface, and communicate
with each other requesting execution of their operations in
order to collectively support a common business task or
process. All of the services are stored in the service
repository, and message mechanism is necessary for com-
munication between services. Discovery mechanism is used
to search the needed services and multiple text information
such as website pages or images.
The most attractive benefit of SOA is its agility [24], and
the effective workflow and process management mechan-
ism guarantee it. Otherwise, because of the open environ-
ment of the Internet, effective security mechanism is
needed, such as integrated Single Sign-On (SSO), access
management, directory services, and federated trust across
heterogeneous systems, etc.
For enterprise web applications, large amounts of
information such as user list, multimedia data, etc., need
to be stored and an effective database management system
is needed.
3.3 Quality of Service Requirements and Service
Design Attributes of a Web Application Platform
Quality of service requirements are usually specified in
terms of quality attributes. Because there are a lot of
misconceptions and hype surrounding SOA, there are no
relatively mature standards about the quality attributes for
SOA-based web service systems [24]. Here we choose six
quality attributes from the 13 related quality attributes [24]
for quality of service requirements: interoperability, adapt-
ability, usability, performance, reliability, and scalability.
The detailed description of these quality attributes can be
found in O’Brien et. al. [24], and their summary is described
in Table 1.
We identify and analyze 10 typical web service design
attributes which affect the quality of service requirements.
They are listed in Table 2 below.
. T1: “# of languages” represents how many program-
ming languages the platform can support. The more
languages supported, the more choice of languages
the developers will have, and the more interopera-
tion tools that are needed so that the platform may
have higher interoperability.
. T2: “# of data types” represents how many original
data types the platform supports. The more data
types supported, the easier programming is.
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Fig. 2. Architecture of a web application platform.
TABLE 1
Quality of Service Requirements of a Web Application Platform
. T3: “# of data access protocols” represents the
number of protocols provided for services. Most
common protocols are Http, Https, BitTorrent, etc.
The more protocols it has, the easier the developers
develop their applications. The more protocols, the
easier the users find the applications they need.
. T4: “# of services” is the number of services the
platform provided. The higher the number of
services, the more easily the user’s needs are met.
. T5: “database capacity” represents the size of the
database. The database is the core of the data centers
in the platform. The bigger the database size, the
better the scalability, the adaptability, and the
usability of the system.
. T6: “downtime per week” indicates the probability of
web application in the status of the downtime. Since
downtime cost is huge for a big enterprise, system
stability is necessary for a successful SOA system. If a
system’s availability is 99 percent, then its downtime
per week is 1.68 hours. And if a system’s availability
is 99.9999 percent, then its downtime per week is
0.605 seconds. This design attribute affects a system’s
performance and reliability.
. T7: “Bandwidth” is the capacity for the system to
transfer data on the Internet. It is certainly an
important measurement for a system’s performance.
. T8: “Maximum users” represents how many users
can use the application. The bigger the value, the
higher the system’s scalability.
. T9: “Query response time” is the average response
time for a system to perform a query. Since most
webpages are dynamically created in an application
system, it is usually a performance bottleneck for
web applications.
. T10: “Download speed” is the average normal
download speed for a system, and it affects its
performance.
4 NEURAL NETWORKS
An artificial network consists of a pool of simple processing
units which communicate by sending signals to each other
over a large number of weighted connections. Artificial
neural network models are essentially simple mathematical
models defining a function f : P ! A. Each type of ANN
model corresponds to a class of such functions [25].
4.1 Simple Neuron and Its Transfer Function
Fig. 3 illustrates a simple neuron and its transfer functions
used in our neural network [25]. The scalar input p is
transmitted through a connection that multiplies its
strength by scalar weight w, to form the product wp, again
a scalar. You may view scalar bias, b, as simply being
added to the product wp as shown by the summing
function or as shifting the function f to the left by an
amount b. The bias is much like a weight, except that it has
a constant input of 1. The transfer function net input n,
again a scalar, is the sum of the weighted input wp and the
bias b. This sum is the argument of the transfer function f
which is typically a sigmoid function, which takes the
argument n and produces the output a. Note that w and b
are both adjustable scalar parameters of the neuron. These
parameters can be adjusted so that the network exhibits
desired or interesting behavior, and it can be trained to do
a particular job. The linear transfer function and the
sigmoid transfer function are also shown in Fig. 3. The
former calculates the neuron’s output by simply returning
the value passed to it. The latter takes the input, which may
342 IEEE TRANSACTIONS ON SERVICES COMPUTING, VOL. 3, NO. 4, OCTOBER-DECEMBER 2010
Fig. 3. Simple neuron and its transfer functions [25]. (a) Simple neuron
with bias. (b) Two transfer functions.
TABLE 2
Web Service Design Attributes of a Web Application Platform
have any value between plus and minus infinity, and
squashes the output into the range 0 to 1.
4.2 Multiple-Layer Neural Network
A multiple-layer neural network can be considered as a
map from inputs to outputs; each layer has its own weight
matrix, bias, and transfer function. An example of multiple-
layer neural network of three layers is shown in Fig. 4,
where the first layer is sigmoid and the second layer is
linear. It can be trained to approximate any function (with a
finite number of discontinuities) [26].
The network shown above has R1 inputs, S1 neurons in
the first layer, S2 neurons in the second layer, etc. It is
common for different layers to have different numbers of
neurons. A constant input 1 is fed to the biases for each
neuron. Note that the outputs of each intermediate layer are
the inputs to the following layer. Thus, the second layer can
be analyzed as a one-layer network with S1 inputs, S2
neurons, and an S2  S1 weight matrixW 2. The input to the
second layer is a1; the output is a2. Now that we have
identified all the vectors and matrices of the second layer,
we can treat it as a single-layer network on its own. This
approach can be taken with any layer of the network.
Here we assume that the output of the third layer, a3, is
the network output of interest. In this three-layer ANN,
a1 ¼ f1ðIW1;1pþ b1Þ; ð1Þ
a2 ¼ f2ðLW2;1a1 þ b2Þ; ð2Þ
a3 ¼ f3ðLW3;2a2 þ b3Þ: ð3Þ
a3 can also be expressed as:
a3 ¼ f3ðLW3;2f2ðLW2;1ðIW1;1p ¼ b1Þ þ b2Þ þ b3Þ: ð4Þ
It represents the output of the multilayer network.
4.3 The Training Process of the Neural Network
The greatest advantage of ANN is that it has a learning
ability to adapt its network to a structure. If a transfer
function is given, then the main task of learning is obviously
focused on the weight matrix and bias of each layer.
Training a neural network model essentially means
selecting one model from the set of allowed models that
minimizes the cost criterion. There are numerous algo-
rithms available for training neural network models, and
most of them can be viewed as a straightforward applica-
tion of optimization theory and statistical estimation.
Most of the algorithms used in training artificial neural
networks use some forms of gradient descent. This is done
by simply taking the derivative of the cost function with
respect to the network parameters and then changing those
parameters in a gradient-related direction.
A commonly used cost is the mean-squared error which
tries to minimize the average squared error between the
network’s output, f(p), and the target value a over all of the
exemplary pairs. When we try to minimize this cost using
gradient descent for the class of neural networks, we obtain
common and well-known backpropagation algorithm for
training neural networks.
Matlab provides a convenient way to construct an ANN
structure, to train the network and get a layer weight matrix
or bias, and to simulate an ANN in many different ways. If
we use the customer’s requirements data set and design
attributes set in a house of quality as inputs and outputs,
respectively, we can train an appropriate network and
predict the technical targets. On the other hand, if we use
the design attributes set as inputs and the customer’s
requirements data set as outputs, we can train an appro-
priate network and evaluate the customer’s requirements
satisfaction levels in terms of design attribute ratings, which
will help assess the impact of underachieved or over-
achieved technical targets in satisfaction of customer’s
requirements and quality goal.
Bayesian regularization is an effective training method
[27], [28], [29], [30], [31], [32], [33], [34]. It updates the weight
and bias values according to Levenberg-Marquardt optimi-
zation, minimizes a combination of squared errors and
weights and then determines the correct combination to
produce a network that generalizes well. Our experiment
showed that Bayesian regularization algorithm had satisfac-
tory training speed and accuracy throughout the tests. Unlike
a standard feedforward neural network training method,
where a single set of parameters (weights, biases, etc.) are
used, the Bayesian approach to neural network modeling
considers all possible values of network parameters,
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Fig. 4. Three-layer artificial neural network [25].
weighted by the probability of each set of weights. The
proposed Bayesian regularized back-propagation neural
network is used to overcome the linear regression method’s
deficiencies and investigate nonlinearity.
4.4 Process for Training the Bayesian Regularized
ANN in Matlab
Matlab provides a powerful toolbox for training a Bayesian
Regularized ANN. The training process can be described
as follows:
Step 1. Prepare the inputs and outputs data sets, P and
T, respectively.
The customer’s requirement satisfaction data set and
design attribute evaluation set in the house of quality can be
used as inputs/outputs or outputs/inputs according to the
purpose of predicting technical targets or customer’s
requirements satisfaction levels, respectively.
Step 2. Normalize the corresponding data sets P and T.
In order to relieve the training difficulty and provide a
balance of parameters during the training process, the data
sets P and T are normalized. It is recommended that the
data be normalized between a lower bound and upper
bound, such as 0.1 and 0.9. One way to scale input and
output variables in the interval [0.1, 0.9] is as follows:
Pn ¼ 0:1þ ð0:9 0:1Þ  ðPPminÞ=ðPmax PminÞ;
Tn ¼ 0:1þ ð0:9 0:1Þ  ðTTminÞ=ðTmax TminÞ;
ð5Þ
where Pn, Tn are the normalized values of P and T,
respectively, and Pmax, Tmax and Pmin, Tmin are the
maximum and minimum values of P and T, respectively.
Step 3. Construct the ANN.
In this research, we use a forward-feed ANN.
The function newff creates a feedforward network. It
requires four inputs and returns an ANN object. The first
input is an R 2 matrix of minimum and maximum
values for each of the R elements of the input vector. The
second input is an array containing the sizes of each layer.
The third input is a cell array containing the names of the
transfer functions to be used in each layer. The final input
contains the name of the training function to be used. For
example, the following command creates a three-layer
network:
net ¼ newffðminmaxðPÞ; ½6;8;10;
f‘tansig’; ‘tansig’; ‘purelin’g; ‘trainbr’Þ:
The three-layer network has one input vector P, six
neurons in the first layer, eight neurons in the second layer,
and 10 neurons in the third (ouput) layer. Both the transfer
functions of the first and second layer are tan-sigmoid
represented by “tansig” and the output layer transfer
function is linear represented by “purelin” in the command.
These functions are discussed in Fig. 3. Its training function
is trainbr denoting Bayesian regularization training method.
This command creates an ANN object and also initializes
the weights and biases of the network.
Step 4. Set up the training parameters.
At this point, wemightwant tomodify some of the default
training parameters. When trainbr is used, it is important to
run the algorithm until parameters are converged. The
training may stop with the message “Maximum MU
reached.” This is typical, and is a good indication that the
algorithmhas truly converged. It is also converged if the sum
squared error (SSE) and sum squared weights (SSW) are
relatively constant over several iterations.
There are several important training parameters asso-
ciated with trainbr: epochs, goal, and mu_max.
epochs: Maximum number of epochs to train
goal: Performance goal
mu_max: Maximum value for Marquardt adjustment
parameter.
In this implementation, they are set as follows: epochs ¼
10;000, goal ¼ 1e 3, and mu max ¼ 1e100.
Step 5. Train the ANN.
Now we are ready to train the network. Training stops
when any one of following conditions occur:
. The maximum number of epochs (repetitions) is
reached.
. The maximum amount of time is exceeded.
. Performance is minimized to the goal.
. The performance gradient falls below mingrad.
. mu exceeds mu_max.
. Validation performance has improved more than
max_fail times since the last time it reduced in
validation.
The train function is used as follows:
½net; tr ¼ trainðnet;P;TÞ:
Step 6. Simulate ANN and unnormalized.
After the neural network was trained, tested, and
simulated, it is necessary for the simulating data to be
unnormalized. The unnormalized method is as follows:
T ¼ ðTn  0:1Þ  ðTmax  TminÞ=ð0:9 0:1Þ þ Tmin; ð6Þ
where T is the unnormalized value of Tn.
5 AN APPLICATION EXAMPLE: DESIGN OF A WEB
APPLICATION PLATFORM USING QFD
5.1 Technical Target Setting
Fig. 5 shows a House of Quality developed for design of the
Web Application Platform discussed in Section 3.2, using
the process discussed in Section 3.1. It will be used to
illustrate technical target setting methods in subsequent
sections. It should be noted that data of the web application
platform in the house of quality are derived based on the
analysis of existing products, for illustration purposes. In
practice, they should be collected through rigorous metrics
programs and competitive analysis in the development and
production process of a web system. Without correct input
data in the house of quality for the web system, the target
setting methods discussed below cannot produce accurate
technical targets like any existing ones [6].
5.1.1 Linear Regression Method for Technical Target
Setting
We developed an impact-analysis-based technical target
setting method in QFD using linear regression [1], [4]. The
relationship between web service design attributes and
weighted quality ratings of satisfactions of quality of web
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service requirements in this linear regression method can be
represented as follows:
y ¼ mxþ c; ð7Þ
where y represents web service design attribute, and x
represents the weighted quality of service requirement. The
quality of service requirements are multiplied by their
respective impact ratios to obtain their weighted quality of
service requirements. The impact ratios can be obtained
from the interrelationship matrix in the house of quality in
Fig. 5 and the results are shown in Table 3. An element of
the matrix represents a contribution ratio of a correspond-
ing design attribute to a corresponding quality require-
ment. Take R3 as an example, 90 percent of the contribution
comes from design attribute T4, and 10 percent from T5.
Table 4 contains regression models of technical targets
for design attributes in terms of customers’ requirements
and their computed technical targets for the application
example. If more than one quality of service requirements
are influenced by a design attribute, the most aggressive
target value is selected. Take T1 as an example. T1 affects R1
and R2. The linear regression model between T1 and R1 is
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Fig. 5. HoQ of a web application platform.
T1 ¼ 3:5806R1 12:994. In order to achieve a quality goal
of service requirement R1 QGðR1Þ ¼ 5:0, as shown in Fig. 5,
T1 should be 4.90. Similarly, the relationship between T1
and R2 is T1 ¼ 2:5513R2 9:6716, in order to achieve a
quality goal of service requirement R2 QGðR2Þ ¼ 5:5, as
shown in Fig. 5, T1 should be 4.36. Since we need to achieve
quality goals of both R1 and R2, we should choose the most
aggressive one, which means that T1 should be 4.9. For
detailed discussion of the impact-based technical target
setting, using linear regression, please refer to [1], [4].
5.1.2 Bayesian Regularized Neural Network Method
As we described in Section 4, the main issue with ANN is
problem of training the network and getting the appropriate
weight matrix W and bias b. Matlab neural toolbox
provides many functions for creating and training an
ANN. We chose the well-known backpropagation algo-
rithm to construct our ANN for technical target setting in
QFD, for design of the web application platform. We get the
input and output of the ANN from the house of quality in
Fig. 5, as below:
P ¼ ½4:0 4:0 4:3 5:0 4:5 5:0;
4:3 4:5 4:4 6:0 5:3 5:3;
3:3 3:0 3:5 6:0 3:5 4:7;
4:0 4:4 4:6 5:8 5:6 3:8;
3:5 4:2 4:8 6:0 5:1 3:6;
3:0 3:8 4:1 5:0 5:0 4:1
is used as input. It is a 6 6 matrix, from six customer
requirements and the competitive quality evaluation data
from six competitors.
T ¼ ½2:0 3:0 2:0 6:0 3:0 4:0;
13:0 15:0 12:0 20:0 18:0 16:0;
2:0 3:0 3:0 4:0 5:0 4:0;
800 700 1;000 1;900 1;200 1;800;
2:5 5:0 7:0 10:0 8:0 6:0;
15:0 13:0 10:0 3:0 5:0 18:0;
15:0 20:0 30:0 40:0 45:0 20:0;
250 400 500 1; 000 800 500;
2:8 2:0 1:3 0:3 0:4 3:0;
8:0 12:0 15:0 20:0 15:0 10:0
is used as output. It is a 10 6 matrix, from 10 design
attributes and the competitive technical evaluation data
from six competitors.
A three-layer backpropagation neural network with a
number of layer nodes: “6-8-10”, and layer transfer
functions: “tansig-tansig-purelin” is used. In order to get
the best results, the training data are first mapped into a
range [1; 1]. We scale both input P and output T
accordingly. Because the original data are at a different
order of magnitude, we used (5) to normalize the data, to
map the data to a range [0, 1].
After its performance goal is reached, as shown in Fig. 6,
the trained network has the weight matrices and bias,
as following:
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TABLE 4
The Linear Regression Solution of
all Web Service Design Attributes
TABLE 3
Impact Ratio Matrix of a Web Application Platform
IW1;1 ¼
½0:0602 0:5044 0:2300 0:0859 0:3187 0:2547;
0:0886 0:0592 0:1211 0:0506 0:0468 0:0523;
0:2563 0:1082 0:2256 0:2222 0:1120 0:7255;
0:0886 0:0592 0:1211 0:0506 0:0468 0:0523;
0:0886 0:0592 0:1211 0:0506 0:0468 0:0523;
0:6795 0:2197 0:3166 0:5277 0:1051 0:2892;
b1 ¼½0:0533 0:0074  0:3048  0:0074
0:0074 0:40550;
LW2;1 ¼
½0:0599 0:2753 0:1538 0:2753 0:2753 0:0172;
0:0599 0:2753 0:1538 0:2753 0:2753 0:0172;
0:0599 0:2753 0:1538 0:2753 0:2753 0:0172;
0:2416 0:0468 0:3606 0:0468 0:0468 1:0851;
0:0599 0:2753 0:1538 0:2753 0:2753 0:0172;
0:1383 0:0840 0:8705 0:0840 0:0840 0:0787;
0:6500 0:0062 0:1168 0:0062 0:0062 0:2860;
0:0599 0:2753 0:1538 0:2753 0:2753 0:0172;
b2 ¼½0:2778 0:2778  0:2778 0:1187 0:2778 0:0396
0:0115 0:27780;
LW3;2 ¼
½0:0585 0:0585 0:0585 0:0371 0:0585 0:2817
0:5411 0:0585;
0:2197 0:2197 0:2197 0:0709 0:2197 0:0029
0:1409 0:2197;
0:0675 0:0675 0:0675 0:0003 0:0675 0:4865
0:0046 0:0675;
0:5515 0:5515 0:5515 0:0636 0:5515 0:2894
0:3399 0:5515;
0:1037 0:1037 0:1037 0:0967 0:1037 0:6534
0:0475 0:1037;
0:1492 0:1492 0:1492 0:6430 0:1492 0:1304
0:2865 0:1492;
0:2674 0:2674 0:2674 0:2613 0:2674 0:2002
0:1870 0:2674;
0:4919 0:4919 0:4919 0:1941 0:4919 0:3242
0:0132 0:4919;
0:0235 0:0235 0:0235 0:8663 0:0235 0:0559
0:1467 0:0235;
0:2025 0:2025 0:2025 0:1922 0:2025 0:1336
0:1000 0:2025;
b3 ¼½0:0482 0:2943 0:0254 0:6323 0:0721 0:2049
0:3231 0:6126 0:0110 0:27730:
In the above bias, ½ 0 represents the transpose of a matrix.
Suppose that the expected quality goals of service
requirements for satisfaction of six web service require-
ments are x ¼ ½5:0 5:0 5:5 5:0 5:0 4:50, then technical
targets of the ten design attributes are derived from (1)-(4)
as follows:
a ¼ ½4:9 18:5 4:1 1803:2 7:7 6:4 30:2 737:5 0:8 14:40:
These results are different from those derived from other
methods, such as primitive linear regression which is listed
in Table 4. Their difference is listed in Table 5.
Technical target values for all of the web service design
attributes Tjðj ¼ 1; 2; . . . ; 10Þ are computed in Table 5, using
the linear regression method.
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Fig. 6. Training process of ANN for technical target setting. TRAINBR-
calcjx, Epoch 731/10000, SSE 6.19918e-005/0.0001, SSW 20.1743,
Grad 2.58e-002/1.00e-010, #Par 5.97e+001/188 TRAINBR, Perfor-
mance goal met. MSE = 1.0332e-006.
TABLE 5
The Technical Targets Comparison
Between Linear Regression and ANN Methods
We classified these technical design attributes in two
categories, based on comparison, in Table 5:
1. The Bayesian ANN target is close to the linear
regression target. In this case, we think there is no
need to recognizewhichmethodhas thebetter targets.
2. The Bayesian ANN target and linear regression
target are much different from each other. For
example, the technical targets of T5, T6 and T9, in
both methods, are over 10 percent different.
Please note that in the linear regression method, if a
technical design attribute has relationships with more than
one customer requirement, we always choose the aggressive
one to make sure quality goals of all the customer
requirements can be reached. Table 4 illustrates this process.
Fig. 7 shows the scattered data graphs of relationships
between T5 and R3, T5 and R4, and T5 and R6.
From the computational process of the technical target,
based on the linear regression in Table 4, we can see if
the expected quality goal of service requirements
QGðR3Þ ¼ 5:5, QGðR4Þ ¼ 5, QGðR6Þ ¼ 4:5, technical target
of T5 is set to be T5 ¼ 8:72, which is calculated according
the relationship between T5 and R3. But we can find that
the relationship between T5 and R3 is not linear. When R4
reaches the expected value 4.5, the T5 should set to 7.2 and
7.3, according to the linear relationship equation and
logarithmic relationship equation between T5 and R4.
When R6 reaches the expected value 4.5, the T5 should
set to 7.5 and 7.4, according to the linear relationship
equation and power relationship equation between T5 and
R6. So from this point, the Bayesian ANN target T5 ¼ 7:7 is
a better target value than the linear regression target
T5 ¼ 8:72.
Fig. 8 shows the relationship between T6 and R5, which
is the most aggressive one in determination of the
technical target of T6. From the graph, we find that the
relationship between T6 and R5 is exponential instead of
linear. According to the exponential relationship equation
in Fig. 8b, the predicted target value is 6.47, which is very
close to the Bayesian ANN target T6 ¼ 6:4. In terms of the
target of the technical design attribute T6, the Bayesian
ANN method has a more objective target than linear
regression does, based on their nonlinear relationship.
Fig. 9 shows the relationship between T9 and R4. From
the graph, we find that the relationship between T9 and R4
is exponential instead of linear. According to the exponen-
tial relationship equation in Fig. 9b, the predicted target
value is 0.82, which is very close to the Bayesian ANN
based target T9 ¼ 0:8. In terms of the target of technical
design attribute T9, Bayesian ANN method has a more
objective target than linear regression does, based on their
nonlinear relationship.
A two-layer ANN has the ability to approximate any
function with arbitrary accuracy [34]. No matter whether
the relationship between technical design attribute and the
quality of service requirement,is linear or not, the ANN-
based model can represent the relationship with high
accuracy. Therefore, the ANN-based technical target setting
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Fig. 8. The relationship between T6 and R5. The trend line is (a) linear
and (b) exponential.
Fig. 9. The relationship between T9 and R4. The trend line is (a) linear
and (b) exponential.
Fig. 7. Scattered point graph to illustrate the relationship between T5
and R3, R4 and R6. (a), (c), and (e) show the scattered point and its
linear trend line. (b), (d), (f) present the most suitable trend line except
the linear trend, because of the biggest value of R2, which is the
correlation coefficient, and when it is bigger, the relationship between
the two variables is better.
method can generate more objective targets in terms of both
linear and nonlinear relationships between requirements
and design attributes.
5.2 Assessment of Underachieved and
Overachieved Technical Targets
If targets of design attributes are underachieved or over-
achieved, what level of satisfaction of the quality of service
requirements can be achieved?
Since it still can be considered as the relationship between
two data sets, ANN can also be used to assess the impact of
underachieved or overachieved technical targets on quality
level in terms of customer requirement satisfaction.
We just need to exchange the outputs and inputs in the
previous ANN, make adjustments to their neuron numbers
in each layer, and we can obtain an estimate of customer’s
satisfaction levels based on the achieved technical levels.
The parameters P and T for the ANN for assessment of
quality level in terms of satisfaction of customer require-
ments, based on the achieved technical levels, are the
original T and P matrices in Section 5.1, respectively.
We used a back-propagation neural network with three
layers, number of layer nodes “10-8-6”, and layer transfer
functions “tansig-tansig-purelin.”
After its performance goal was reached, as shown in
Fig. 10, the trained network had the weight matrices and
bias as follows:
IW1;1 ¼
½0:2018 0:3802 0:0125 0:4674 0:1834 0:1364
0:1010 0:1661 0:0821 0:2440;
0:0728 0:2677 0:0649 0:3918 0:1085 0:0452
0:1847 0:1601 0:1283 0:1724;
0:0307 0:0522 0:1025 0:0623 0:1431 0:4575
0:3776 0:2401 0:4166 0:3025;
0:5820 0:2162 0:5158 0:5265 0:0950 0:1355
0:3127 0:0986 0:0949 0:0430;
0:1116 0:4914 0:6692 0:9424 0:1195 0:0605
0:0420 0:1127 0:1530 0:2004;
0:0224 0:0757 0:0517 0:3201 0:0489 0:0862
0:2411 0:1573 0:1898 0:0168;
0:2027 0:1226 0:4242 0:2538 0:4541 0:1251
0:2798 0:2691 0:3038 0:3575;
0:1088 0:3294 0:0726 0:3885 0:1445 0:0720
0:1638 0:1602 0:1145 0:2116;
0:0390 0:2076 0:0574 0:3924 0:0707 0:0176
0:2053 0:1606 0:1422 0:1304;
0:0649 0:1345 0:4742 0:4715 0:0180 0:3823
0:3772 0:2174 0:1956 0:3959;
b1 ¼½0:0301 0:1179 0:0794 0:1353 0:0293
0:3227 0:0367 0:0746 0:1636 0:57140;
LW2;1 ¼
½0:6923 0:4787 0:0252 0:5029 0:2711 0:1372
0:2994 0:5666 0:3904 0:0657;
0:1746 0:2771 0:0123 0:0168 0:1911 0:4045
0:1439 0:2485 0:3066 0:1876;
0:1724 0:2757 0:0176 0:0168 0:1819 0:4047
0:1486 0:2473 0:3052 0:1887;
0:3111 0:3260 0:3996 0:0105 0:6658 0:3083
0:0963 0:3040 0:3443 0:0915;
0:1718 0:2754 0:0190 0:0168 0:1795 0:4047
0:1498 0:2469 0:3048 0:1890;
0:1762 0:0352 0:0136 0:9898 1:0683 0:0256
0:1609 0:0347 0:0367 0:0771;
0:1899 0:1780 0:4721 0:0818 0:0512 0:1566
0:7948 0:1826 0:1735 0:1519;
0:0709 0:0088 0:7242 0:0408 0:1963 0:1012
0:2193 0:0197 0:0057 1:2080;
b2 ¼ ½0:0618 0:6085 0:6155 0:0959 0:6173 0:0051
 0:0783 0:43830;
LW3;2 ¼
½0:0497 0:9713 0:9729 0:8669 0:9733 0:2023
0:2644 0:2404;
1:2864 0:8612 0:8711 0:3311 0:8736 0:2509
0:5259 0:2643;
0:7962 0:5790 0:5723 0:9310 0:5705 1:7236
0:5548 0:4936;
0:9444 0:7734 0:7691 0:9663 0:7680 0:1500
0:0542 1:3300;
0:1635 0:7086 0:7167 0:2985 0:7188 0:5962
0:8770 1:4585;
0:5579 0:6606 0:6565 0:8902 0:6554 0:2721
1:2516 0:3027;
b3 ¼ ½1:1355 1:1152 0:4423 0:7427 0:9328 0:53030:
For instance, if our design attributes from T1 to T10 are
listed below:
x ¼ ½5 20 5 1900 8 8 33 900 2 150;
we can get their solutions from (1)-(4):
a ¼ ½4:9875 5:8225 5:3955 5:2707 5:2495 4:8528:
Here “a” is a vector representing the customer’s require-
ments satisfaction levels which were attained based on the
achieved technical targets.
Table 6 shows the technical target setting comparison
between the linear regression method and the ANN
method. Table 7 shows an evaluation of quality of service
requirements in the linear regression method applied to the
same design attribute set T as the ANN method. Each
element in the T-R matrix in Table 7 is calculated according
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the relationship listed in Table 4 and multiplied by the
corresponding impact ratio listed in Table 3.
Take R4 as an example. The expected level of quality in
terms of satisfaction of R4 is calculated as follows, after Rj,4





where rj;4 is the corresponding impact ratio listed in Table 3,
and Rj;4 is the corresponding evaluation of quality of service
requirement listed in Table 7.
In statistics, the mean square error or MSE of an
estimator is one of many ways to quantify the amount by
which an estimator differs from its actual value of the





¼ r3;4 R3;4 þ r5;4 R5;4 þ r6;4 R6;4
þ r7;4 R7;4 þ r9;4 R9;4 þ r10;4 R10;4
¼ 0:038 6:60þ 0:038 5:31þ 0:115 5:08
þ 0:346 5:04þ 0:346 4:43þ 0:115 5:06  4:7:
The MSE of R4 in linear regression method can be
calculated as follows (each MSERj;4 is obtained according
the realtionship equation listed in Table 4, and the





¼ r3;4 MSER3;4 þ r5;4 MSER5;4 þ r6;4 MSER6;4
þ r7;4 MSER7;4 þ r9;4 MSER9;4 þ r10;4 MSER10;4
¼ 0:038 0:524þ 0:038 0:265þ 0:115 0:019
þ 0:346 0:102þ 0:346 0:040þ 0:115 0:172 ¼ 0:101:
On the other hand, the MSE(R4) of the ANN method is
less than 1.7419e-005, which is the MSE of all Riði ¼ 1; . . . 6Þ
and, as shown in Fig. 10, is much less than the MSE(R4) of
the impact analysis based linear regression method. There-
fore, the ANN method has a much better accuracy.
6 CONCLUSION
QFD enables explicit tracing of customers’ needs to design
attributes related to web services. Technical targets of a web
service system should be set up according to quality goals
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TABLE 6
Quality of Service Requirements Evaluation Comparison
Between Linear Regression and ANN Methods
TABLE 7
Evaluation of Quality of Service
Requirements in the Linear Regression Method
Fig. 10. Training process of ANN for evaluation of satisfaction of quality
of service requirements. TRAINBR-calcjx, Epoch 102/1e+006, SSE
0.000627073/0.001, SSW 51.8019, Grad 2.28e-001/1.00e-010,
#Par3.58e+001/252 TRAINBR, Performance goal met. MSE ¼
1:7419e-005.
and relationships between its quality of service require-
ments, and web service design attributes when QFD is used
to manage its quality and improve its customer satisfaction.
Unfortunately, existing technical target setting methods in
QFD, such as benchmarking and linear regression method,
are based on an assumption that the relationship between
satisfaction levels of web service requirements and technical
values of design attributes are linear. This assumption
sometimes does not hold for many web service systems. In
this paper, a new method of technical target setting in QFD
is developed for web service systems based on the Bayesian
regularized artificial neural network. Technical targets of
design attributes identified using the proposed method are
consistent with relationships between design attributes and
quality of service requirements, no matter whether they are
linear or nonlinear. A web application platform is used to
illustrate the method and to demonstrate its effectiveness. It
enables developers of web service systems in their design
phase to determine technical targets of their design
attributes based on their customers’ requirements.
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