We show that a construction of Johnson, Maurey and Schechtman leads to the existence of a weakly null sequence 2 , where p i ↓ 1, so that for all ε > 0 and 1 < q 2, every subsequence of (f i ) admits a block basis (1 + ε)-equivalent to the Haar basis for L q . We give an example of a reflexive Banach space having the unconditional subsequence property but not uniformly so. Published by Elsevier Inc.
Introduction
If every normalized weakly null sequence in a Banach space X has an unconditional subsequence, X is said to have the unconditional subsequence property (USP). If, for some K < ∞, every such sequence admits a K-unconditional subsequence, X has the (K-USP). The first example of a space without the (USP) was constructed in 1977 by Maurey and Rosenthal [16] . This construction later played a role in the work of Gowers and Maurey [4] where they gave an example of a reflexive space not containing an unconditional basic sequence. Subsequent work by S. Argyros and others has shown that such spaces are plentiful. Thus having the (USP) is by no means automatic. In [16] it was asked if L 1 [0, 1] has the (USP). In 2007 Johnson, Maurey and Schechtman [8] showed that L 1 fails the (USP). Moreover, for 1 p < 2, they constructed a weakly null sequence in L p [0, 1] so that for all ε > 0, every subsequence admits a block basis (1+ε)-equivalent to the Haar basis for L p . Since the Haar basis for L p is unconditional for p > 1 but the unconditional constant blows up as p → 1, it follows that L p has the (C p -USP) for all 1 < p < ∞, but lim p→1 + C p = ∞. The situation is different for p > 2. L p has the (2 + ε-USP) for all p 2 and ε > 0 (see [9] for p ∈ 2N, [5] for the general case).
In this note we present two examples. In Section 2 we show how the [8] construction easily yields the following. Let 2 > p 1 > p 2 > · · · with lim i p i = 1. Then X = ( 2 contains a weakly null sequence such that for all ε > 0 and 1 < q 2, every subsequence admits a block basis that is 1 + ε-equivalent to the Haar basis for L q [0, 1] . X is reflexive and for every infinite dimensional subspace of X and ε > 0, some further subspace Z satisfies d(Z, p ) < 1 + ε for some 1 < p 2.
In Section 3 we construct a reflexive space X with the (USP) which fails the (K-USP) for all K. This solves problem 3 in [17] . X = ( X n ) 2 where each X n is isomorphic to 2 but fails the ( √ n 3 -USP). The X n 's are a modification of an example in [16] . We will show that every normalized weakly null sequence in X admits an 2 subsequence. This example contrasts with the result that if every normalized weakly null sequence in a Banach space admits a subsequence equivalent to the unit vector basis of c 0 , then this is uniformly so [12] (see [3] for a more general uniformity theorem).
It is worth mentioning that the (USP) is a weak version of the (UTP): X has the unconditional tree property if every normalized weakly null tree in X admits an unconditional branch (see [10] ). In this case it is automatic that X has the (K-UTP) for some K [18] . The (UTP), rather than the (USP) is the property that ensures a space embeds into one with an unconditional basis if X is reflexive. A reflexive space with the (UTP) embeds into a reflexive space with an unconditional basis [10] . If X * is separable and X has the (ω * -UTP), i.e., every normalized weak* null tree in X * admits an unconditional branch, then X embeds into a space with a shrinking unconditional basis [11] . The almost isometric version of this result is given in [2] . Results on the (USP) date back to the 1970's. In [6] and [17] it was proved that a quotient X of a space with a shrinking unconditional basis has the (USP). From [11] we have more, namely X embeds into a space with a shrinking unconditional basis.
We use standard Banach space notation [7] . X, Y , and Z will denote separable real infinite dimensional Banach spaces. S X and B X denote the unit sphere and unit ball, respectively, of X.
[N] <ω denotes the finite subsets of X, [N] 2 = {(i, j ): i < j, i, j ∈ N}. For E, F ∈ [N] <ω , E < F means max E < min F and |E| is the cardinality of E. c 00 is the linear space of finitely supported sequences of reals. For x, y ∈ c 00 x < y denotes supp(x) < supp(y) and we use the same notation
We thank the referee for pointing out an embarrassing error in our original proof of Lemma 3.4.
A weakly null sequence in (
There exists a weakly null sequence 2 with the following property. If 1 < p 2, ε > 0 and ( 
be a listing of all elements in A so that for each E ∈ A, M(E) ≡ {j ∈ N : E j = E} is infinite. In [8] a certain sequence (k n ) ∞ n=1 , of powers of 2, along with a sequence (a n ) ∞ n=1 ⊆ (0, ∞) and for n ∈ N, a sequence (h i,n ) ∞ i=1 of functions on [0, 1] are constructed to satisfy the following:
are independent random variables in the probability space (E n ,
Thus by passing to subsequences, using a diagonal argument, we may assume that (h i,n ) i,n∈N is, in some order, a perturbation of a block basis of the Haar basis for L p 1 and hence is unconditional. In particular there exists
The arguments of [8] yield the following. Let R be an infinite subsequence of N so that for all E ∈ A, M(E) ∩ R is infinite. Let E ∈ A and ε > 0. We shall say h is a Haar function on
and a Haar function
It follows from this that (f i ) ∞ i=1 has the property that every subsequence admits a block basis 1 + ε-equivalent to the Haar basis in L p 1 .
is weakly null by vi) and the fact that each
is weakly null. Let E ∈ A, ε > 0 and let M be an infinite subsequence of N. Let j ∈ N and let f = b i f i ∈ span(f i : i ∈ M) and let h be a Haar function on E so that (2.2) holds for
As in [8] , the fact that every subsequence of (f i ) admits a block basis (1 + ε)-equivalent to the Haar basis of L p follows readily.
Each L p j is stable and from this it is easy to check that X is stable. Thus for every infinite dimensional subspace of X and ε > 0 some further subspace Z satisfies d(Z, q ) < 1 + ε, for some 1 < q 2 [13] .
The (USP) does not imply the (K-USP)
Example 3.1. There exists a reflexive space X = ( ∞ n=1 X n ) 2 satisfying the following: i) For all i ∈ N, X n is isomorphic to 2 but fails the ( √ n ii) Every normalized weakly null sequence in X admits a subsequence equivalent to the unit vector basis of 2 . iii) For all ε > 0 and subspace
The X n 's are slight variants of spaces defined in [16] (and attributed to W.B. Johnson). It is shown there that those spaces fail the ( √ n 3 -USP) and the same argument holds for our variants. Our work will be in establishing ii). We begin with the definition.
Definition of X n . Let ε i ↓ 0 such that
and
is 2-equivalent to the unit vector basis of 2 in 2 .
For n ∈ N, let
We also let
For x ∈ c 00 let
X n is the completion of c 00 under
Thus X n is isomorphic to 2 and the unit vector basis (e i ) of c 00 is a normalized monotone basis for X n . X = ( X n ) 2 is then reflexive and has a monotone basis, namely the bases for each X n , properly ordered. The spaces defined in [16] were given by
Our example requires the · F 0 term. We also have added the lacunary condition (3.3). [16] .) For n ∈ N, X n fails the (
Lemma 3.2. (See
The proof is the same as that given in [16] . The idea is to consider any subsequence (e i ) i∈M of (e i ) and form vectors
One then shows that x ∼ 1 and y ∼ 1/ √ n using (3.1) and (3.2). Also x F 0 and y F 0 are both of the order 1/ √ n so the proof remains valid in our modified space. We need (3.3) and · F 0 to prove that X has the (USP) and, in fact, satisfies ii).
by (3.3). Then g(x)
Kε √ K and x 2 √ n so
Lemma 3.4. Let n ∈ N and let (x i ) ∞ i=1 be a normalized block basis of X n . There exists a subsequence (y i )
As above we will use the notation f =
Proof of Lemma 3.4. Given x ∈ c 00 , let x * denote the decreasing rearrangement of (|x(i)|) ∞ i=1 . Passing to a subsequence, and relabeling, we may assume that (x * i ) ∞ i=1 converges pointwise to some x 0 . x 0 could be identically 0 but, in any event, x 0 ∈ √ nB 2 . By passing to a further subsequence, and perturbing, we may assume, in the case x Passing again to a subsequence, using Ramsey's Theorem, we may assume A(ε) = ∅ or A(ε) = [N] 2 . We will show that the latter is impossible. Assume
Passing to a further subsequence, using Ramsey's Theorem, we may assume the integers 1 < 2 in the definition of A(ε) are fixed, independently of (i, j ). Moreover, we may assume we have one of three cases.
Case (1):
Case (2, s): for s ∈ {1, 2}: For all i < j there exists
Assume Case (1) (1) is impossible.
Next assume Case (2, 1) holds. As we argued in Case (1), we may similarly assume that for some fixed j 1 ,
| → ∞ as i → ∞ which is a contradiction. Finally we assume Case (2, 2) holds. By passing to a subsequence we may assume for all by (f 1 , . . . , f ) and x i (2) ∞ → 0. Thus the last statement is achieved by taking the subsequence so that x i (2) < ε/2 for all i. Now fixing x 1 (2) we can consider all f 's and < n so that max supp(f ) max sup(x 1 (2) ) and pass to a subsequence to achieve (3.4) for j = 1. Let x 2 (2) be the first term of this new subsequence and repeat, and so on.
Fix j 0 and let
Hence f
as well for i 1 < i 2 < j 0 . Thus if j 0 > K(n, ε) + 1 we again contradict Lemma 3.3.
Let δ > 0 and let ε i ↓ 0 with
We use the above to inductively pass to a subsequence
is defined as above with respect to the sequence (y i ).
Let f = 1 √ n n =1 f ∈ F n and (a i ) ∈ c 00 . We shall estimate |f ( a j y j )| by breaking it into 3 sums. First note that
Indeed, let |E| = m and |E ∩ supp( Continuing in this fashion we obtain 
for all (a i ) ∈ c 00 .
Proof. Note that
Thus the corollary follows from Lemma 3.4, (3.6) and the definition of · n . 2 
for all scalars (a i ).
Proof. We prove a) only, using Remark 3.6. The proof of b) is similar, using Corollary 3.5. Let P n : X → X n be the natural restriction projection. If I is an interval in N, let P I = n∈I P n . Passing to a subsequence and perturbing we may assume that (x i ) ∞ i=1 is a block basis of the basis for X, and, for n ∈ N, lim i→∞ P n x i ≡ λ n exists. We have that
Passing to a subsequence, and perturbing, we may assume that we haveε, 0 <δ < δ, and integers 0 = n 0 < n 1 < n 2 < · · · , so that
11)
P n (x j ) = λ n for all j ∈ N, j i and n n i , (3.12)
for j ∈ N, n j −1 < n n j and (a i ) ∈ c 00
. (3.14)
Eq. (3.14) comes from applying Corollary 3.5 and (3.12).
Let (a i ) ∈ S 2 . Then, using (3.13),
, by (3.14).
Now the right most term above is, by (3.13) and the triangle inequality in 2 , Proof. By Proposition 3.7 we may assume that (x i ) satisfies an upper 2 estimate. If for some n, lim i→∞ P n (x i ) > 0 then we easily obtain a lower 2 estimate for some subsequence. If this never happens then some subsequence (y i ) of (x i ) satisfies lim i→∞ P (n i ,n i+1 ] (y i ) − y i = 0 for some n 1 < n 2 < · · · , and so we also easily obtain a lower 2 estimate. 2 Proof. By Corollary 3.8 we may assume Y contains a basic sequence (y i ) which is equivalent to the unit vector basis of 2 . Replacing (y i ) by a suitable block sequence of long averages we may assume that (y i ) is a block basis of X with y i ∞ → 0. By James' argument that 1 is not distortable (see e.g. [15] ) some normalized block basis (z i ) of (y i ) satisfies
Passing to a subsequence of (z i ) ∞ i=1 , using Proposition 3.7a), we obtain the corollary. 2
