Abstract: Sample covariance matrices are widely used in multivariate statistical analysis.
Introduction
Consider a sample x 1 , · · · , x n of size n from a p-dimensional population x with unknown mean µ and covariance matrix Σ. The unbiased sample covariance matrix is
where x = 1 n j x j is the sample mean, N := n − 1 the adjusted sample size and * denotes transpose and conjugate. Sample covariance matrices are widely applied in multivariate statistical analysis. For example, in structure testing problems of population covariance matrices Σ, many well-known test statistics are functionals of the eigenvalues {λ j , 1 ≤ j ≤ p} of S n that have the
for some given function g. Such statistics are referred hereafter as linear spectral statistics (LSS) of the unbiased sample covariance matrix S n . For example, the log-likelihood ratio statistic for testing the identity hypothesis for a Gaussian population is proportional to µ Sn (g) with g(λ) = λ − 1 − log λ (see Section 4 for more details). John's test for the sphericity hypothesis "Σ = σ 2 I p " (σ 2 unspecified) uses the square of the coefficient of variation of the sample eigenvalues
where λ = p −1 j λ j = µ Sn (λ). Clearly, U n is a function of two linear spectral statistics µ Sn (λ 2 )
High-dimensional statistics have emerged in recent years as an important and active research area. Applications have been found in various fields such as genomic data analysis and wireless communications. Typically in these problems, the ratio p/n is no more close to zero and the above large sample theory (1.3) fails to provide meaningful inference procedures. Many efforts have been put in finding new procedures to deal with high-dimensional data. As an example, the inconsistency of S n as an estimator of Σ has lead to an abundant literature on covariance matrix estimation (see e.g. Bickel and Levina [7, 8] , Cai and Liu [10] and the references therein).
This paper is concerned with asymptotics of LSS µ Sn (g). An interesting question is what is
the CLT replacing (1.3) in the high-dimensional context? Notice that it remains challenging to transform the above-mentioned results on covariance matrix estimation to limit theorem on LSS of interest. It turns out that when both the dimension p and the sample size n grow to infinity, limit theory for sample eigenvalues depend on how the ratio p/n behaves asymptotically. In this paper,
we adopt the so-called Marčenko-Pastur scheme where it is assumed that = p/n → y ∈ (0, ∞)
as n → ∞. It has been demonstrated that such limiting scheme has a wide application scope for real-life high-dimensional data analysis [13] .
The seminal paper Bai and Silverstein [4] establishes such a CLT for the population with population mean µ = 0 (or equivalently, µ is known and data can then be dealt with by substracting µ)
and Gaussian-like moment conditions (the population 2nd-order and 4th-order moments are the same as those of real or complex Gaussian population), and the non-centered sample covariance matrix is defined as
(The superscript 0 is here to remind the fact the population x 0 has zero population mean). Let y n := p/n and H p = µ Σ be the population eigenvalue distribution of Σ. As p, n → ∞, it is assumed that the ratio y n → y ∈ (0, ∞) and H p → H (weakly) for some probability distribution H. Then the ESD µ S 0 n converges to a nonrandom distribution F y,H , called limiting spectral distribution (LSD), which depends on y and the population limiting distribution H. This LSD is referred as the generalized Marčenko-Pastur distribution with index (y, H) (for background on Marčenko-Pastur distributions, the reader is referred to Bai and Silverstein [6, Chapter 3] ). Therefore, in the simplest form, the CLT in [4] states that
a Gaussian distribution whose parameters m(g) and v(g) depend only on the LSD F y,H and g.
The crucial issue here is that the major centering term F yn,Hp (g) := g(x)dF yn,Hp (x) uses a finite-horizon proxy of the LSD F y,H obtained by substituting, in the LSD, y n = p/n for y and H p for H, respectively. These substitutions are necessary because the convergence speed is n (or p ∝ n) and any mis-estimation of order n −1 in F yn,Hp (g) will affect the asymptotic mean m(g).
This scenario of populations with a known mean µ, is however a bit too ideal and real-life data analyses rely on the unbiased sample covariance matrix S n (1.1) after subtraction of the sample mean. It has been believed for a while in the literature in high-dimensional statistics that both sample covariance matrices S n and S 0 n share a same CLT for their LSS, i.e. the CLT (1.5) might apply equally to the matrix S n . Unfortunately, this is indeed untrue. The problem can be best seen by observing the Gaussian case. Actually, for a Gaussian population, N S n := n i=1 (x i − x)(x i − x) * has a Wishart distribution W N (Σ) with N = n − 1 degrees of freedom. Since from a Gaussian population with known population mean, the matrix N S (1.6)
In words, in the Gaussian case, the CLT for populations with unknown means is the same as the CLT for populations with known means provided that in the major centering term F yn,Hp (g), one
substitutes the adjusted sample size N = n − 1 for the sample size n. This result will be referred hereafter as the substitution principle. Notice that typically the difference between F yN ,Hp (g) and
) and as explained above, such a difference is non-negligible because of the multiplication by p in the CLT. As an example, when Σ = I p H p = δ 1 and for g(x) = x 2 , it is well-known that F yn,δ1 (x 2 ) = 1 + y n . Therefore the difference p{F yn,Hp (g) − F yN ,Hp (g)} = p(y n − y N ) tends to −y 2 , a non-negligible negative constant.
This substitution principle is indeed a remarkable result and provides an elegant solution to the question of CLT for LSS of the unbiased covariance matrix S n from a Gaussian population. It then raises the question whether the principle is universal, i.e. valid for general populations other than Gaussian. One of the main results from the paper establishes this universality for arbitrary populations provided the existence of a fourth-order moment. Meanwhile, most of the existing methods in hypothesis testing or regression analysis with high-dimensional data assume either Gaussian-like moment conditions or populations with known means, see e.g. [2, 3, 9, 14, 20, 21] , so that LSS of the sample covariance matrices are approximated using either the CLT (1.6) or the CLT (1.5). The universality of the substitution principle established in this paper for these CLT's will then help the existing methods to cover more general high-dimensional data. Consider the
By the decomposition µΣ n −F yN ,Hp = µ Sn − F yN ,Hp + µΣ n − µ Sn , the CLT (1.6) established in this paper and the factΣ n = (1 − 1/n)S n , it readily follows that
That is,
which shows that the difference of CLT's between the MLE and biased sample covariance is nonnegligible, and that the CLT for LSS µΣ n (g) for the MLEΣ n can be seen as a direct consequence of the substitution principle (1.6) established in this paper. Another major contribution of the paper is establish a new CLT for LSS for S 0 n when the Gaussian-like moment conditions are not met. In a related work, [17] removes the Gaussian-like 4th-order moment condition, but their assumptions of replacement, made on both the population covariance matrices Σ x and the Stieltjes transform of the LSD F y,H , are not easy to verify in applications. The new CLT of this paper removes the Gaussian-like 2nd-order and 4th-order moment condition restrictions and the given conditions are not only easy to satisfy but also are unremovable demonstrated by three counterexamples in Appendix.
We next address the same problems for the class of Fisher matrices. From now on, for the sample x i 's we will use the notations Σ x = Σ and S x = S n . Consider another sample y 1 , · · · , y m of size m from a p-dimensional population y with mean ν and covariance matrix Σ y . The corresponding unbiased sample covariance matrix is 8) where y = 1 m j y j is the sample mean and M := m − 1 the adjusted sample size. The socalled Fisher matrix F := S x S −1 y is a natural statistic for the two-sample test of the hypothesis "Σ x = Σ y " that the populations have a same covariance matrix. The CLT for LSS µ F (g) of F has been established in Zheng [23] assuming that both populations have zero means, i.e. µ = ν = 0 and standardized, i.e. Σ x = Σ y = I p . While keeping the standardization assumption but dropping the condition µ = ν = 0, we prove a similar substitution principle: the CLT for LSS of F := S x S −1 y with arbitrary population means and population distribution (provided that a fourth-moment exists) is the same as the CLT in [23] for populations with known means provided that one substitutes the adjusted sample sizes (N, M ) = (n − 1, m − 1) for the sample sizes (n, m) in the centering term of the CLT in [23] . This second substitution principle can be viewed as a consequence of the first substitution principle for sample covariance matrices.
They have been other proposals in the literature for testing hypotheses about high-dimensional covariance matrices. In particular, procedures are proposed in Chen et al. [12] , Li and Chen [15] using a family of well-chosen U -statistics and the asymptotic theory of these procedures does not require that p/n tends to a positive limit. In another perspective, a minimax analysis for the onesample identity test Σ x = I p has been recently proposed in Cai and Ma [11] . All these proposals are however not directly linked to the substitutions principles discussed in this paper since they do not rely on LSS µ Sn (g) or µ F (g) studied in this paper.
The main results of the paper, the two substitution principles and the new CLT are presented in Sections 2 and 3. To demonstrate the importance of these principles, we develop in Section 4 new procedures for hypothesis testing about high-dimensional covariance matrices extending previous results to cover general Gaussian or non-Gaussian populations with unknown populations means.
Technical proofs are relegated to Section 5.
Substitution principle for the unbiased sample covariance matrix S x
Before introducing the first substitution principle, we give a new CLT of LSS for non-centered sample covariance matrix whether the Gaussian-like moment conditions exist or don't exist.
Assumption (a) Samples are {x j = µ + ΓX j , j = 1, . . . , n} where X j = (X 1j , . . . , X pj ) ′ . For each p, {X ij , i ≤ p, j ≤ n} are independent random variables with common moments EX ij = 0, where κ = 1 is for complex {X ij } and κ = 2 is for real {X ij }.
Assumption (b)
The dimension-to-sample ratio y n = p/n tends to a positive y > 0 as n, p → ∞.
Assumption (c) The sequence of (Σ x = ΓΓ * ) p≥1 is bounded in spectral norm and the ESD H p := µ Σx of Σ x converges weakly to a LSD H as p → ∞.
In fact, Assumption (d1) is for the 2nd-order moment condition of X ij and Assumption (d2) is for the 4th-order moment condition of X ij . Assumption (d2) can be interpreted as follows: suppose We recall some useful facts about these distributions (see [6] for details). The LSD has support
where it has a density function. Moreover, F y,H has a point mass 1 − 1/y at the origin when y > 1.
Define m y to be the Stieltjes transform of the companion LSD F y,H = (1 − y)δ 0 + yF y,H . Then m y is the unique solution in C + = {z : ℑ(z) > 0} of the equation
Notice that when a finite-horizon proxy F yn,Hp is substituted for the LSD F y,H , these properties and relationships hold with the parameters (y, H) replaced by (y n , H p ).
For Gaussian-like moment conditions β x = 0 or α x = 0 for complex population, the CLT (1.5)
for LSS of the non-centered sample covariance matrix S 0 x has been established first in Bai and Silverstein [4] where the explicit limiting mean and covariance functions are given. However, this result has a limitation in that it requires Gaussian-like moment conditions, i.e., β x = 0 α x = 0 for complex population. There have been many efforts in the literature for removing this restriction, see Lytova and Pastur [16] and Pan and Zhou [18] . The CLT in [18] removes the Gaussian-like 4th-order condition β x = 0. However, their assumptions of replacement, made on both the population covariance matrices Σ x and the Stieltjes transform of the LSD F y,H , are not easy to verify in applications. Moreover, it is of practical importance to remove the Gaussian-like 2nd condition but rare literature mentioned it. In this section, we propose a new CLT under Assumptions (d2) and/or (d1) without assuming these Gaussian-like moment conditions made in [4] . Three counterexamples are provided in Appendix to show that these assumptions (d1) and/or (d2) can't be removed for a general CLT for LSS of the sample covariance matrix S 
where {λ
and variance-covariance function
where C, C 1 and C 2 are closed contours in the complex plan enclosing the support of the LSD F y,H , and C 1 and C 2 being non-overlapping. Finally the function a(
The proof of this refinement is given in Section 5.4. Moreover, as said above, new Assumptions (d1) and (d2) are used as a replacement and they will be proven to be necessary by examples shown in the appendix of the paper. The major advantage of this CLT is that the fourth-order and secondorder population moments can be arbitrary instead of matching Gaussian-like population, that is, the parameters β x and α x may be nonzero.
When the Gaussian-like 2nd-order moment condition (κ = 2, α x = 1 for real {X ij } and κ = 1, α x = 0 for complex {X ij }) holds, it can be easily checked that the previous limiting mean and variance-covariance functions reduce to 8) and variance function
In particular, under Gaussian-like 2nd-order and 4th-order moment conditions, we recover the CLT (1.5) of [4] .
Coming to the unbiased sample covariance matrix S x with unknown population means, as a second main result of the paper, we establish the following substitution principle. Recall that N = n − 1 denotes the adjusted sample size.
Theorem 2.2. (One sample substitution principle) Under the same conditions as in Theorem

2.1, define
where {λ j } are the eigenvalues of the unbiased sample covariance matrix S x and N = n − 1.
Then the random vector
The proof of Theorem 2.2 is postponed to Section 5.3.
Substitution principle for the two-sample Fisher matrix
In this section we investigate the effect in the CLT for LSS of F = S x S 
Assumption (c') The sequence (Σ y ) p≥1 where Σ y = Γ y Γ * y is bounded in spectral norm and the ESD H 2,p of Σ y converges to a LSD H 2 as p → ∞.
Regarding the distinction between real-valued and complex-valued populations, a same indicator κ is used for both populations x and y since the mixed situation where one population is real-valued while the other is complex-valued is rarely realistic in applications.
Consider first the non-centered and sample covariance matrices
Assume that Assumptions (a)-(b)-(c) and (a')-(b')-(c') are fulfilled. In this section, if both populations are complex, we assume that the second moments are null, i.e. EX 2 ij = EY 2 ij = 0. From now onward, for notation convenience, the limiting ratio y = lim p/n of the x-sample is denoted by y 1 .
It is well-known from random matrix theory that the ESD of µ F 0 converges to a LSD G (y1,y2) with compact support (Bai et al. [1] , Silverstein [19] ). Moreover, let f 1 , . . . , f k be analytic functions on an open set of the complex plan enclosing the support of G (y1,y2) . Consider linear spectral statistics
where, similar to CLT's for sample covariance matrices, G (yn,ym) is a finite-horizon proxy for the LSD G (y1,y2) obtained by substituting the current dimension-to-sample ratios (y n , y m ) =
Zheng [23] establishes that the random vector (
and covariance function
For the Fisher matrix of interest F = S x S −1 y from populations with unknown population means and as the second main result of the paper, we establish the following substitution principle under an additional condition of equal covariance matrix. 
where N = n − 1 and M = m − 1 are the adjusted sample sizes, y N = p/N and [23] with the mean and covariance functions (3.3)-(3.4).
The proof of this theorem is given in Section 5.5.
Applications to hypothesis testing on large covariance matrices
As explained in Introduction, this section is devoted to illustrate the importance of the substitution principles proposed in this paper. We consider the problem of testing hypotheses about large covariance matrices based on the unbiased sample covariance matrices when population means are to be estimated. In this manner, Sections §4.1 and §4.2 generalize the main results of Bai et al. [2] on the one-sample and two-sample likelihood ratio tests on large covariance matrices. The generalized test procedures apply for non-Gaussian populations with unknown population means.
To our best knowledge, few procedures exist for such testing problems on large sample covariance matrices, two exceptions being Chen et al. [12] , Li and Chen [15] , see also Cai and Ma [11] on a minimax study for the identity test.
Testing the hypothesis that Σ is equal to a given matrix
Let as in Introduction x 1 , . . . , x n be a sample from a p-dimensional population with mean µ and covariance matrix Σ x . Consider first a one-sample test for the hypothesis H 0 : Σ x = I p that a p-dimensional covariance matrix Σ x equals the identity matrix. The corrected likelihood ratio test in Bai et al. [2] is developed by assuming that the population is Gaussian and µ = 0 (or equivalently, µ is given). The test statistic equals
where S 0 x is the non-centered sample covariance matrix given in (2.1). The following theorem is established in [2] . 
where F yn is the Marčenko-Pastur law of index y n , g(x) = x − log x − 1 and
At asymptotic significance level α, the test will reject the null hypothesis if the statistic in 
where S x is the unbiased sample covariance matrix given in (1.1). 
Theorem 4.1. Assume that the population x fulfills Assumptions (a)-(b)-(c) where
where 2 υ N (g), which is half the variance for the real Gaussian case. For general non-Gaussian and non-centered populations, the new CLT provides a novel procedure for the one-sample test on large covariance matrix. In this case, the variance υ * N (g) stays the same as for Gaussian observations, but there is an additional term 1 2 β x y N in the asymptotic mean. We conclude the section by reporting a small Monte-Carlo experiment that demonstrates the importance of the sample size substitution proposed in Theorem 4.1. We simulate a standard Gaussian population x ∼ N (0 p , I p ) but we don't assume to know anything about the mean and the covariance matrix so that the test will be based on the statistic L * of (4.3). Simulation results are listed in Table 1 .
For the distribution of the CLRT statistic L * , the experiment shows that the formula for its asymptotic mean and variance with adjusted dimension-to-sample ratio y N = p/N always Table 1 Effects of the sample size substitution for the corrected one-sample LRT with unbiased covariance matrix.
Standard normal population with 10000 independent replications. outperforms the formula without the adjustment using y n = p/n. The difference is quite significant for p/n = 0.8. This is an interesting improvement since when p/n is getting close to 1, the sample covariance matrix has more small eigenvalues near 0 and the presence of the logarithm function in the LRT statistic makes it more sensible with a larger variance. So a more accurate approximation for its asymptotic distribution is particularly valuable in such situations.
Testing the equality of two large covariance matrices
The second test problem we consider is about the equality between two large covariance matrices. As in Section 3, let x 1 , . . . , x n and y 1 , . . . , y m be samples from two p-dimensional populations with mean and covariance matrix (µ, Σ x ) and (ν, Σ y ), respectively. To test the hypothesis The following result is established in [2] .
Proposition 4.2. (Theorem 4.1 of [2]) Assume that both populations are real Gaussian with
respective mean 0 and covariance matrices Σ k , k = 1, 2, and that p ∧ n ∧ m → ∞ such that
where 
with the constants c k defined previously. Here the unbiased sample covariance matrices S x and S y are defined in (1.1) and (1.8), respectively.
Theorem 4.2. Assume that the populations x and y satisfy Assumptions (a)-(b)-(c) and (a')-(b')-(c'), respectively. Then under the null hypothesis H
where We conclude the section by reporting a small Monte-Carlo experiment to examine the effect of the sample size substitution proposed in Theorem 4.2. We adopt standard Gaussian population for both populations x, y ∼ N (0 p , I p ) but we don't assume to know anything about these parameters so that the test will be based on the statistic T * of (4.11). Simulation results are listed in Table 2 .
Table 2
Effects of the sample size substitution for the corrected two-sample LRT with unbiased covariance matrices.
Standard normal populations with 10000 independent replications. For the distribution of the CLRT statistic T * , the limiting parameters with adjusted dimensionto-sample ratios y N and y M are much more accurate than using the original ones y n and y m .
Proofs
Some of the proofs below use several technical lemmas which are collected and proved in Section 5.6.
Proof of Theorem 4.1
Under the null hypothesis Σ x = I p and by the substitution principle of Theorem 2.2, it is enough to consider the sample covariance matrix
where the X i 's have i. 
Note that the forms {I ℓ } and {J ℓ } are linear and bi-linear, respectively, and null on constants.
Using their values on the functions x and log x calculated in Eq. (4.1) to Eq. (4.10) in Wang and
Yao [22] , we readily find the claimed formula for m * N (g) and υ * N (g).
Proof of Theorem 4.2
Under the null hypothesis, according to Bai et al. [2] , the likelihood ratio statistic −2n −1 log T * is a LSS of a Fisher matrix. Moreover, by the substitution principle of Theorem 3.1, it is enough to consider a Fisher matrix with dimension-to-sample ratios y N = p/N and y M = p/M (instead of y n and y m ). We thus use the CLT of Zheng [23] with these ratios and the test function f defined in (4.7), namely,
The asymptotic mean E(X f k ) and the variancecovariance functions Cov(X f k , X f ℓ ), k, ℓ = 1, 2 are found using the calculations done in Example 4.1 of Zheng [23] with the following values of the parameters c, d, c ′ and d ′ :
That is, the mean function is
and
And the variance function is
As by definition of f ,
by plugging in the calculations above, we readily find the announced formula for a * N,M (f ) and υ * N,M (f ).
Proof of Theorem 2.2
The strategy of the proof and many basic steps follow the proof of the CLT in Bai and Silverstein [4] so that we emphasize on those calculations needed by the refinement proposed. First of all, the truncation and the follow-up centering and normalization steps are exactly the same, that is, under the assumptions made on their moments, the variables {X ij }'s can be truncated at level η n √ n without altering the limiting spectral distribution, where η n → 0 slowly. Note that the 4th moments of the truncated and re-normalized random variables may not be the same but they will be of form κ + 1 + β x + o(1), and for the complex case we have EX 
Define a contour C = C l ∪ C u ∪ C b ∪ C r where
and C n = C {z : ℑ(z) > n −2 }. As f j is analytic, we have by Cauchy integral theorem
(see (1.14) of Bai and Silverstein [4] where m 
It remains to find the asymptotic distribution of
in order to obtain the asymptotic distribution of
Therefore,
where
By (5.1) and Lemmas 5.1 and 5.6, we have
We also need to check the following two properties of tightness and equicontinuity before concluding.
(1) Tightness of tr(S x − zI p )
N (z) and the tightness of
n (z)} proved in Bai and Silverstein [4] , then we only prove the tightness of
Let {λ i } and {λ i } be the eigenvalues of B x and S x respectively and be arranged in descending order. Let the even B n is defined as η l < λ p < n Nλ 1 < η r . Then it is well-known from random matrix theory that for any positive number t, it holds for large enough
see e.g. Bai and Silverstein [5] . Notice that
x whereX = n j=1 X j . Similar to arguments in Bai and Silverstein [4] , we only need to prove that there is an absolute constant M such that for any z 1 , z 2 ∈ C n ,
where the last step of (5.6) follows from the fact that
by the interlacing theorem.
(2) The equi-continuity of Etr(S x − zI)
N (z) can be proved in a similar way to that for the tightness of tr(S x − zI) −1 − Etr(B x − zI) −1 , see [4] and [23] .
Finally, the proof is completed.
Proof of Theorem 2.1
Now we assume that the matrix Γ is real, |EX 2 11 | < ∞. Then we consider (2.7) of Bai and Silverstein (2004) . According to Bai and Silverstein (2004) , it is easy to obtain
where E j is the conditional expectation on r 1 , . . . , r j−1 ,ȓ j+1 , . . . ,ȓ n are an independent copy of r j+1 , . . . , r n ,
Comparing the two estimates, we obtain
Moreover we have (z 1 , z 2 ) ).
So the covariance function Cov(X f1 , X f2 ) will have an additional term as follows
By (4.10) of Bai and Silverstein (2004) , we have
Then we have
Then the mean function EX f of Bai and Silverstein (2004) will be 1 2πi we have we can show that
converges to a Gaussian vector with mean EX fj and covariance function Cov(X fj , X f k ) as follows
where a(z 1 , z 2 ) is given in (5.7), M (z) be the limit of
and C(z 1 , z 2 ) the limit of
with the i-th unit vector e i (null coordinates except the ith equal to 1). Suppose that Γ * Γ is diagonal with eigenvalues {λ j0 }. It follows that
,
Thus, it follows that
because of Γ * Γ is diagonal. So we obtain
The proof of Theorem 2.1 is complete.
Proof of Theorem 3.1
Recall that N = n − 1 and M = m − 1 are the adjusted sample sizes. The proof has two steps following the decomposition 
so that we have
Step 1. Given S y , in the proof of Theorem 2.2, we have proved that the process {tr(
y } (z)} weakly tends to a Gaussian process M 1 (z) on the contour C with mean
for z ∈ C and covariance function
for z 1 , z 2 ∈ C where F y2 is the Marčenko-Pastur law with the ratio y 2 .
Step 2. By (5.13) and the truth of 14) where F yM is the Marčenko-Pastur law with the ratio y M = p/(M ). Subtracting both sides of (5.13) from those of (5.14) and by Theorem 2.2, we obtain
which converges weakly to a Gaussian process M 2 (·) on z ∈ C with mean function and covariance
Thus tr(F − zI p ) −1 − pm (yN ,yM ) (z) converges to a Gaussian process {M 1 (z) + M 2 (z)} with mean and covariance functions as follows
Then by Corollary 3.2 of Zheng (2012), we obtain that the random vector (
with eigenvalues λ i of F converges weakly to a Gaussian vector (Z fj ) with mean and covariance
The proof of Theorem 3.1 is completed.
Technical Lemmas
All the lemmas in this section assume that the conditions of Theorem 2.2 are satisfied. For simplicity of proofs, we truncate the variables X ij as X ij I (|Xij |≤nηn) where η n = o(1) because truncation can't influence the proofs of theorems (see Page 183 of Bai and Silverstein (2010) ). For brevity of proofs, let X ij be the normalization of the truncated X ij I (|Xij |≤nηn) .
Lemma 5.1. After truncation and normalization, for every
Proof. We have
where p/n → y 1 > 0. By (5.4), we obtain
For brevity, m
n , m 
. 
Thus, Lemma 5.1 is proved.
In the sequel, we shall use Vatali lemma frequently. Let
The normalization is by 1/n here instead of the previously used 1/N but this difference does not affect the limits calculated here. We will derive the limit of tr(A(z) − ∆) −1 − tr(A −1 (z)).
Lemma 5.2. After truncation and normalization, we have
for every z ∈ C + with a constant K. 
Proof. We have γ
Corollary 5.1. After truncation and normalization, we have
Proof. By Cauchy integral formula, we have 
where U = {1, 2, · · · , n}.
Proof. We have trA
We will similarly define A ijk (z) and β k(ij) for later use. Then we obtain
where the index (·) denotes the number of distinct integers in the set {j 1 , k 1 , j 2 , k 2 }. By the facts that |β j | ≤ |z| ν and ν = ℑ(z), we have
where K is a constant. Moreover, we have jk (z). By the same manner, we can decompose γ * j2 A −1 (z)γ k2 into similar 6 terms and then we will estimate the expectations of the 36 products in the expansion
Case 1. Terms with at least six A −1 j1j2k1,k2 (Z) in (4) . We will prove that these terms are bounded by O(n −3 ). We shall use the fact that all β-factors β j , β j(k) , β k2(j1k1) , β j2(j1k1k2Z) are
j1j2k1,k2 (Z). Say, for the product of the two 6-th terms, its expectation is bounded by
We have
where e i is the standard i-th unit p-vector, i.e., its i-th entry is 1 and other p − 1 entries 0. In the last step of the above derivation, we have used facts that E|X
By similar approach, one can prove that the expectation of other products with the number of B less than or equal to 6 are bounded by O(n −3 ).
Case 2. Terms with five A −1
j1j2k1,k2 (Z) in (4) . We shall use the first expansion of β j1 and β j2 and then use the bound bounded |z|/v ≤ K for β's. Then we can show that such terms are also bounded by O(n −3 ). Say, for the product of the first term of γ * j1 A −1 (z)γ k1 and the 6-th term of ≤ O(n −3 ).
Here, we have used the fact that each term in the expansion of β j1 β k1(j1) β j2 β k2(j2) β k1(j2k2) β If the number is less than 4, we need to further expand the inverses of A-matrices. The details are omitted. Finally, we obtain that (4) = O( 1 n ).
Similarly, we have
Because tr(A −2 ∆) = d dz tr(A −1 ∆), then we have
The lemma is proved. + o p (1).
Hence, we obtain the following lemma. 
