We propose a dynamical model that represents a process of deductive 5 inference. We discuss the stability of logic dynamics and a neural basis 6 for the dynamics. We propose a new concept of descriptive stability, 7 thereby enabling a structure of stable descriptions of mathematical 8 models concerning dynamic phenomena to be clarified. The present 9 theory is based on the wider and deeper thoughts of John S. Nicolis. In 10 particular, it is based on our joint paper on the chaos theory of human 11 short-term memories with a magic number of seven plus or minus two. 
Introduction

13
I first met John S. Nicolis in May 1983 when Hermann Haken organized 14 the Synergetics meeting on the brain at Schloss Elmau in Germany. experiences, it suggests a similar coding scheme, using chaos and fractal 33 geometry for the neural representation of human and animal inference.
34
Here one can see John Nicolis' fundamental ideas on the interplay between 35 chaos and fractal. thought by means of computation in digital computer or neural networks.
5
The present paper treats typical deductive inference processes in relation 6 to dynamical systems. It can be considered as an essay on the dynamics 7 of thought. We start with the origins of Boolean logic and try to extend 8 Boolean logic to the area of cognitive neurodynamics, or mental movement,
9
introducing a discrete time step to represent the neural delays stemming 10 from both the absolute refractoriness of neurons and the delayed feedback 11 in neural networks. The discrete-time dynamical systems introduced in 12 this way are similar to those treated by Grim and Mar. [17] [18] [19] We describe 13 this issue with inference processes about typical ambiguous statements in 14 Section 2. In Section 3, we further treat continuous-time dynamical systems 15 as a limit of infinitesimal time lapses in discrete-time dynamical systems.
16
In Section 4, a neural basis for finite time is treated. In Sections 5 and 6, 17 we treat description dynamics and its stability, respectively. Section 7 is 18 devoted to summary and discussion. 
Logical Inference and "
Step Inference" 20 We start with a brief review of the origin of binary logic; that is, classical truth values of the statement that "Blue Blue" is "Blue". For him, "1" and
36
"0" implied "God" and "the others", respectively. He therefore considered where the world is typically represented by mathematics.
2
Here we extend the Boole's method by the explicit introduction of a unit of time as a unit in the process of inference. To do this, we introduce a dynamical system associated with the inference process that determines the truth values of statements, as in both Grim's framework 17, 19 and our framework. 32 In logical inference, obtaining consequence from premise is usually assumed to be instantaneously performed, but it will take a certain time in the human inference process. Furthermore, we ordinarily use a recursion process to determine the truth value of a given statement. In other words, we repeat a combined process of two subprocesses: deduction from premise to consequence according to logic, and substitution of the consequence with the premise for the next step of inference. Let the premise be P , and let the consequence be C. There are two main ways to introduce a time step n: in the process from premise to consequence, and in the process of substitution of consequence with premise. For the former case, we obtain
whereas for the latter, we obtain
where X denotes the truth value of the statement, and F denotes the 3 transformation of the truth value for the deductive inference.
4
For either case, we obtain
In some special cases, this reduction in Eq. (3) does not lead to a correct 5 decision, because the two processes given by Eqs. (1) and (2) 
The fixed point is X = 1/2, which cannot be achieved in classical logic inference.
20
(3) This sentence is true. Let this statement be denoted by X. The statement can then be replaced by "X is true" Similarly, the discretetime dynamical system is given by the equation,
In classical logic, the solutions are given by the fixed points of the 21 dynamical system, X = 0 and X = 1. This statement is therefore indeterminate. Extending to multivalued logic, all numbers from 0 to 1 
The fixed points associated with classical logic are (X, Y ) = (1, 0) and 
This solution has been excluded in the conventional consequences of 
18
Because the consequences for the truth value of a pair of these sentences 19 are different for logical and step inference it is worth studying the cause of 20 this difference. We will treat this issue in the next section. 
Introduction of Infinitesimal Time:
22 "Differential Inference"
23
Let us assume that Eq. (7) was derived by Euler's method applied to certain differential equations. Using this assumption, we will find the differential equations corresponding to the inference process of the truth value of the pair of sentences mentioned in the previous section. From Eq. (7),
If a unit time, that is, a time step 1 is viewed as a time step corresponding to an infinitesimal time scale, then we can find the following differential equations.
This is, of course, a first-order approximation to the difference equations in Eq. (7), in terms of differential equations. In fact, the set of differential equations equivalent to the set of difference equations given by Eq. (7) is the first order of the infinitely many simultaneous differential equations that include those having the same terms in the right hand side of the equations as those in Eq. (7). This relationship between the two expressions, in terms of infinite-dimensional differential equations and finite-dimensional difference equations, may stem from the following features of the shift operator e ∂ ∂n , where n is supposed to be extended to the real 33,34 :
Applying the expression (9), the original difference equation,
equations in the following way. 
n . Similarly, for the kth equation, Z
Because each order of derivative becomes a base for a j + 1 dimensional Here, we use a first-order approximation of this formula as the above differential approximation, such as
using the same symbol t as in Eq. (8) in place of n, and replacing ∂ with d for the derivative. The second approximation will be
The third approximation will be
and so on. It is clear that the fixed points in any order of differential approximations 2 are the same as in the original difference equations. The stability of 3 these fixed points is, however, nontrivial when they change and how they 4 change, even considering the fact that they change within the limit of the 5 approximation.
6
The asymptotic solution of Eq. (8) is X + Y = 1, and the period- 
The Neural Basis of Finite Unit Time
12
As shown in the previous sections, the introduction of a finite unit of time in where the absolutely refractory period is rate-determining, and Case (b),
28
where the feedback delay time is rate-determining. Case (a):
where f denotes a transformation function f from input to output, w ij is 1 the coupling strength from the jth neuron to the ith neuron,
is the decay rate of memory, and θ i is the threshold for the ith neuron.
3
Let X i n be the effective membrane potential of the ith neuron at time n. The overall equation rewritten in terms of is then as follows:
This results in a chaotic neural network. 
Let X i n+1 be the effective membrane potential of the ith neuron at time n + 1. The overall equation rewritten in terms of is then as follows:
This is a bootstrap type of equation of motion. In other words, one should 
Description Dynamics for External Phenomena
6
In the previous sections, we assert that human and even animal inference 7 is performed in the form of step inference, and the origin of the unit of Let us assume that phenomena occurring in the external environment 
27
To describe the dynamics of the intermediate states more explicitly, let us adopt discrete-time dynamical systems for both the internal and external dynamics. For the external dynamics, we adopt, X n+1 = F (X n ) where X n is an element in N -dimensional vector space, subscript n is a discrete time step, and F is a differentiable map. When we observe and describe this type of dynamical system, the dynamics of the internal description h n+1 (F ), which represents some neural activity in the brain, can be described by another mapF . The description dynamics is therefore as follows:
More explicitly, representing the above formula in terms of external states:
In this formula, the above two extreme states are formulated as which provides the fixed points for the internal dynamics. Then,
, that is a fixed description, which implies an inde-8 pendent description of the external world.
9
The actual state provided by the description dynamics will be obtained as a solution for the following functional equation of motion:
where ε is a parameter representing a balance between the above two 
12
It should be noted that this functional equation of motion can represent useful systems, such as the Kataoka-Kaneko functional map, 38 which can be realized by the condition that F (X n ) = X n externally and F = h internally.
In such a case, we would obtain
This functional map has been further investigated mathematically by 13 Takahashi and Namiki, who proved the existence of a hierarchical structure 14 of periodic solutions.
39-41
15
In the Kataoka-Kaneko formula, the presence of the self-referential term 16 of description in Eq. (22) to propose the concept of descriptive stability, using this pseudo-dynamical 5 system-tracing property.
6
When we try to apply this new stability concept to the inference pro-7 cesses defined by step inference, we have to assume the external dynamics 
