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Zur Schätzung einer rheinland-pfälzischen Investitionsfunktion werden Zeitreihendaten der Variablen 
Bruttoanlageinvestitionen, Bruttoinlandsprodukt und der Quotient aus Lohnquote und Kapitalnutzungs-
kosten benutzt. Da die Daten Strukturbrüche aufweisen, sollte bei Einheitswurzeltests dieser Sachverhalt 
berücksichtigt werden. Hier wird der Test von Perron (1989) benutzt; alle Variablen erweisen sich als 
differenzstationär 1. Ordnung. Für die Prüfung auf Kointegration dienen die von Gregory/Hansen (1996) 
weiterentwickelten Tests von Dickey-Fuller und Phillips-Perron. Die Nullhypothese „Keine Kointegration“ 





In time series data with structural breaks modified unit root tests, e.g. the test of Perron (1989), should be 
used. Analyzing an investment function of the federal state “Rhineland-Palatinate” with data of investment 
expenditures, gross domestic product, and the relation of wage rate to capital user costs from 1970 to 2006, it 
can be shown that these variables are difference stationary of order one. For cointegration relations when 
there is a break in the intercept and/or slope coefficient also modified tests of Dickey-Fuller or Phillips-
Perron can be used. For the data used, the null hypothesis of no cointegration can not be rejected by the 
Gregory-Hansen test. As a result, an investment function for Rhineland-Palatinate in difference form is 
estimated. 
                                                 
∗ Herrn stud. rer. pol. Constantin Weiser danke ich für die Erstellung der Grafiken und die Durchführung der 
Berechnungen. 
E-Mail: STATOEK@uni-mainz.de  
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1 Einleitung 
Der Anteil der Bruttoanlageinvestitionen (BAI) am Bruttoinlandsprodukt (BIP) von 
Rheinland-Pfalz betrug von 1970 bis heute durchschnittlich etwa 22%. Obwohl dieser 
Anteil im Vergleich zu den privaten Konsum- und Staatsausgaben vergleichsweise gering 
erscheint, stellen die Investitionen eine ganz wesentliche Komponente des BIP dar.  
Neue Investitionen sind dauerhafte Güter, in denen der technische Fortschritt inkorporiert 
ist, und die die Output-Kapazitäten erhöhen – und zwar nicht nur in der laufenden Periode, 
sondern auch in der Zukunft. Variationen der Investitionsausgaben haben deshalb 
langfristig Konsequenzen für die Produktivität eines Landes, die Beschäftigungsnachfrage 
und damit indirekt auf das Einkommen. Schwankungen der Investitionsausgaben tragen 
somit wesentlich zu Schwankungen anderer wichtiger wirtschaftlicher Größen bei.  
Bei der Betrachtung regionaler Investitionsausgaben – hier am Beispiel von Rheinland-
Pfalz  –  können zusätzlich Faktoren eine Rolle spielen, die durch regionalpolitische 
Instrumente, wie z.B. Investitionszuschüsse, beeinflusst werden.  
Zu fragen ist, ob angesichts vielfältiger Einflussgrößen im regionalen Rahmen von 
Kointegrationsbeziehungen der Investitionen ausgegangen werden kann.  
Nach einigen Anmerkungen zur Spezifikation (regionaler) Investitionsfunktionen in 
Abschnitt 2 folgen in Kapitel 3 Angaben zu den in der späteren Analyse verwendeten 
Daten. Kapitel 4 beinhaltet die methodischen Grundlagen, bevor in Abschnitt 5 die 
Ergebnisse der Schätzung dargestellt werden. Ein Fazit beschließt das Arbeitspapier.  
 
 
2 Allgemeine Darstellung der Investitionsfunktion  
Trotz der unbestrittenen Bedeutung der Investitionen konnten bisher im Rahmen 
quantitativer Analysen keine allgemeingültigen Determinanten für die 
Investitionsnachfrage festgestellt werden. Überblicke über makroökonomische 
Investitionsmodelle sowohl unter theoretischen als auch empirischen Gesichtspunkten 
finden sich bei Berndt (1991, Chap. 6) und Chirinko (1993, 1875-1911), vgl. zu 
allgemeinen Bestimmungsgründen für Investitionen auch Deutsche Bundesbank (2007, 17 
ff.). Spezifikationen regionaler Investitionsfunktionen (für Deutschland) zeigen z.B. 
Asmacher/Schalk/Thoss (1987) und Schalk/Untiedt (2000). Auf die dort zur 
Quantifizierung benutzten Investitionshypothesen stützen sich die folgenden 
Ausführungen.   
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Bei zusätzlicher Produktion entscheiden Unternehmen in Periode t darüber, die Kosten für 
diesen Produktionszuwachs zu minimieren. Als notwendige Bedingung für das 
kostenminimierende Einsatzverhältnis von Bruttoinvestitionen I zum Arbeitsinput L erhält 
man (Schalk/Untiedt, 2000, 176) 
















                                                       (1) 
w stellt die reale Lohnquote und c die Kapitalnutzungskosten dar, r ist der Index für 
regionale Größen: Da hier nur Rheinland-Pfalz betrachtet wird, beziehen sich die so 
gekennzeichneten Größen auf dieses Bundesland.  
Die Kapitalnutzungskosten  rt c  werden, in Anlehnung an die Literatur (vgl. z.B. Berndt, 
1991, 245; Schalk/Untiedt, 1995, 285 ff.) und, soweit Daten (vgl. im Einzelnen Kapitel 3) 
für Rheinland-Pfalz verfügbar waren, modifiziert berechnet nach  
                                            () rt rt rt t t rt Z A NAV p i c − + − =                                             (2) 
Hierbei ist i der nominelle Zinssatz, p die Inflationsrate, NAV das Nettoanlagevermögen 
(„Kapitalstock“), A die Abschreibungen in jeweiligen Preisen und Z die durch das Bundes-
land gewährten Investitionszuschüsse.  rt c  in (2), bezogen auf das Nettoanlagevermögen, 
findet in w/c aus (1) Berücksichtigung. Neben diesem Quotienten wird der Output 
(aggregierte Nachfrage im neoklassischen Ansatz) als Bestimmungsgröße für die 
Investitionen angesehen. Betrachtet man mehrere Regionen, so spielt für eine 
vergleichende Schätzung auch die relative technische Effizienz eine Rolle. Sie stellt auf 
die Effizienz der Produktionsbedingungen in einer Region ab (Schalk/Untiedt/Lüschow, 
1995). Da hier nur eine „Region“ innerhalb Deutschlands, das Land Rheinland-Pfalz, 
betrachtet wird und bei einer möglichen Operationalisierung dieser Größe erhebliche 
Probleme auftreten, wird dieser Faktor nicht betrachtet.  
Letztendlich soll deshalb folgende regionale Investitionsfunktion in logarithmierter Form 
(Schalk/Untiedt, 2000, 182) geschätzt werden (der Index r wird weggelassen): 
          t 1 t 4
t
3 t 2 1 t 1 0 t BAI ln
c
w





⎛ β + Δ β + β + β = − −                 (3) 
mit BAI als Bruttoanlageinvestitionen, als Outputgröße das Bruttoinlandsprodukt (BIP) 
und w/c mit den bereits unter (1) erwähnten Inputgrößen.  
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3 Datengrundlage 
Für die Schätzung von Funktion (3) stehen Jahresdaten von 1970 bis 2006 für Rheinland-
Pfalz zur Verfügung. Von 1992 bis 2006 liegen durchgehende Daten – zum Großteil aus 
der amtlichen Statistik – vor. Für die davor liegenden Jahre mussten wegen methodischer 
Änderungen teilweise die Daten durch Umskalierung mit den ab 1992 laufenden Reihen 
verknüpft werden.  
Die Daten für die Bruttoanlageinvestitionen und das Bruttoinlandsprodukt stammen vom 
Arbeitskreis VGR der Länder. Aus den gleichen Quellen kommen die Daten zur 
Berechnung der Lohnquote w als Quotient aus Arbeitnehmerentgelt und Anzahl der 
Erwerbstätigen. Nähme man hierbei die reale Lohnquote an, müssten die 
Arbeitnehmerentgelte deflationiert werden, was dann aber auch eine Preisbereinigung des 
BIP erforderlich machte. Die Ergebnisse für beide Vorgehensweisen sind gleich. Für die 
Ermittlung der Größen in der Formel zu den Kapitalnutzungskosten c in (2) standen 
folgenden Quellen zur Verfügung: Nettoanlagevermögen („Kapitalstock“) in jeweiligen 
Preisen (NAV) und Abschreibungen (A) in jeweiligen Preisen sind ebenfalls beim 
Arbeitskreis VGR der Länder zu finden.  
Die Investitionszuschüsse Z stammen aus verschiedenen Jahrgängen einer Publikation des 
rheinland-pfälzischen Ministeriums für Wirtschaft, Verkehr, Landwirtschaft und Weinbau 
mit wechselndem Titel (zuletzt: „Bilanz der Wirtschaftsförderung“). Für die nicht-
rheinland-pfalz-spezifische Größe des nominellen Zinssatzes i wurden die 
Emissionsrenditen für Anleihen der öffentlichen Hand benutzt (Deutsche Bundesbank, 
Statistische Beihefte: Kapitalmarktstatistik). Als Indikator für die Inflationsrate diente der 
Verbraucherpreisindex (früher Preisindex für die Lebenshaltung, Statistisches Bundesamt, 
Wirtschaft und Statistik). Die so berechneten c-Werte werden durch die NAV-Werte der 
jeweiligen Jahre dividiert, bevor sie in Gleichung (3) eingehen (die berechneten Werte sind 
im Anhang S. 13 angegeben). Alle Werte sind logarithmiert.  
Betrachtet man die graphischen Darstellungen von BAI, BIP und w/c (siehe Abbildung 1-
3), so zeigt sich bei allen drei Datenreihen, dass im Gefolge der deutschen 
Wiedervereinigung eine Abflachung der Werte – wenn auch in unterschiedlicher Form – 
auftritt. Dies könnte auf eine strukturelle Änderung zurückzuführen sein.   
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Abbildung 1: Bruttoanlageinvestitionen von Rheinland-Pfalz (lnBAI) 
 
 
Abbildung 2: Bruttoinlandsprodukt von Rheinland-Pfalz (lnBIP) 
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4 Einheitswurzeltest und Kointegration bei Strukturbrüchen 
Strukturbrüche stellen für die Zeitreihenanalyse ein gravierendes Problem dar, weil u.a. 
Tests über bestimmte Eigenschaften der in den ökonometrischen Modellen verwendeten 
Daten nur noch bedingt brauchbar sind (Saikkonen/Lütkepohl, 2001, 1 ff., 
Wolters/Hassler, 2006, 51 ff.). Angesichts der dieser Analyse zugrunde liegenden 
Datenreihen (siehe Kapitel 3, Abbildungen 1-3) könnten Strukturbrüche vorliegen, 
weshalb dies in die Prüfung und Formulierung der Investitionsfunktion einbezogen werden 
sollte. Dickey-Fuller Einheitswurzel-Teststatistiken tendieren bei Strukturbrüchen dazu, 
zur Nichtablehnung einer Einheitswurzel hin verzerrt zu sein (Perron, 1989). 
Perron (1989) entwickelte ein Verfahren, um auf Einheitswurzeln in Gegenwart eines 
bekannten Strukturbruchs in der Periode  1 T t S + =  zu testen. Perron unterscheidet drei 
Modelle – mit entsprechend unterschiedlichen kritischen t-Werten: Modell A erlaubt eine 
einmalige Änderung des Absolutgliedes in der Trendfunktion, Modell B eine Änderung im 
Anstieg der Trendfunktion, und Modell C lässt beide Effekte zu. Letztendlich wird in der 
Nullhypothese (Enders, 2004, 204) eine einmalige Änderung im Niveau und im Anstieg 
des Einheitswurzelprozesses unterstellt: 
                                        t 2 2 1 1 1 t 0 t 0 D D y y : H ν + β + β + + α = −                                   (4) 
wobei  1 D  eine Variable mit  1 D1 = , wenn  1 T t S + =  und Null sonst; außerdem ist  1 D2 =  
für  S T t >  und Null sonst.  
Die Alternative ist eine gebrochene trendstationäre Hypothese mit  
                                         t 3 3 2 2 3 2 t 1 D D t y : H ε + β + β + α + α =                                     (5) 
wobei  3 D  eine Änderung der (deterministischen) Trendsteigung darstellt, d.h. es ist 
t D3 =  ab dem Bruchzeitpunkt. 
Zum Testen wird (5) geschätzt und die Residuen berechnet.  
Schätzt man nun 
                                                         t 1 1 t 1 1 1 t ˆ D ˆ ω + ε α + δ = ε −                                           (6) 
so ist unter der Nullhypothese einer Einheitswurzel  1 α  gleich Eins. Perron (1989) zeigt, 
dass die Verteilung von  1 α  vom Anteil der Beobachtungen vor dem Strukturbruch  S T z u r  
Gesamtzahl T abhängt: 
                                                              T / TS = λ                                                          (7)  
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Wenn die  t 1 ˆ ω -Werte in (6) autokorreliert sind, wird man entsprechend dem Vorgehen 
beim ADF-Test (6) erweitern 
                                              t 2 i t
k
1 i
i 1 t 1 j t , 1
k
0 j




∑ ∑                       (8) 
Die berechneten Werte der t-Statistik von  1 α  werden verglichen mit den von Perron 
(1989, 1376-1377) berechneten kritischen Werten. Wenn  0 = λ  und  1 = λ , sind die 
kritischen Werte identisch mit den Werten der DF-Statistik. Es ist eine strukturelle 
Änderung zu vermuten, wenn  1 0 < λ < . Ist der berechnete t-Wert kleiner als der kritische 
Wert, wird die Nullhypothese einer Einheitswurzel ( ) 1 1 = α  abgelehnt (linksseitiger Test).  
Perrons Test ist insofern bedingt, als er den Strukturbruch-Zeitpunkt als bekannt 
voraussetzt. Dieser ist also vorher zu bestimmen. Hierbei ist zu unterscheiden, ob die 
Bruchzeitpunkte bekannt oder nicht bekannt sind (im Einzelnen Maddala/Kim, 1998, 390-
397). Zeitlich nachfolgend entwickelte Tests endogenisieren den Zeitpunkt des 
Strukturbruchs und lassen auch mehrere Strukturbrüche zu. Eine Übersicht hierzu findet 
sich bei Maddala/Kim (1998, 401 ff.). 
Betrachtet man mehrere Variablenreihen im funktionalen Zusammenhang, so liegt es nahe, 
sofern dabei Differenzstationarität gleicher Ordnung vorliegt, auf Kointegration zu prüfen. 
Bei Vorliegen von Strukturbrüchen sollten residual basierte Kointegrations-Tests (nach 
Dickey-Fuller) oder modifizierte Tests, die auf dem geschätzten Fehlerkorrekturmodell 
basieren (Campos/Ericson/Hendry, 1996, Gregory/Hansen 1996), benutzt werden.  
Die residual basierten Kointegrations-Tests von Gregory/Hansen (1996) lassen einen 
Bruch im Absolutglied und/oder in den Anstiegskoeffizienten zu. Die Nullhypothese 
„Keine Kointegration“ wird u.a. mittels ADF-Tests gegen die Alternativhypothese 
„Kointegration bei möglichem Bruch“ geprüft.  
Die KQ-Residuen  τ εt  aus der – durch Strukturbruchvariablen modifizierten – 
Kointegrationsregression (3) dienen prinzipiell zur Berechnung der Beziehungen (7) bzw. 
(8), wobei τ hier den Bruchpunkt anzeigt, von dem die Residuenreihe abhängt. Als 
Alternative zum Dickey-Fuller-Einheitswurzeltest dient die Phillips-Perron-Teststatistik Z. 
Hierbei wird, anstatt zur Vermeidung von Autokorrelation in den  t 2 ω  zusätzliche Lags 
wie in (8) zu berücksichtigen, mögliche Autokorrelation der latenten Variablen durch 
korrigierte Standardfehler unterdrückt (Gregory/Hansen, 1996, 105).   
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Bei den Teststatistiken werden jeweils die kleinsten Werte der ADF- und Z-Statistiken 
berechnet, über alle Werte von  T ∈ τ . Die minimalen Werte – mit ADF* und Z* 
bezeichnet – erlauben Schlüsse zur Ablehnung von  0 H  (Gregory/Hansen, 1996, 106).  
Für die ADF*- und Z*-Tests gelten die gleichen kritischen Werte (diese finden sich bei 
Gregory/Hansen, 1996, 109).  
 
 
5 Empirische Analyse  
Da die in die Spezifikation einbezogenen Variablen BAI, BIP und w/c strukturelle 
Änderungen im Zeitablauf aufzuweisen scheinen, erweist es sich als zweckmäßig, die 
eventuell vorhandenen Zeitpunkte der Strukturbrüche zu bestimmen und den in Kapitel 4 
skizzierten Einheitswurzeltest zu benutzen.  
Nach Schätzungen mit verschiedenen Bruchzeitpunkten wurden nach Kriterien der besten 
Anpassung  ( ) likelihood log und R2 −  folgende Zeitpunkte bestimmt: für ln(BAI) das Jahr 
1994, für ln(BIP) 1992 und für ln(w/c) das Jahr 1991. Dies zeigen auf der Grundlage der 
Abbildungen 1–3 auch die stilisierten Darstellungen in Abbildungen 4 a – c. Infolge der 
deutschen Wiedervereinigung haben sich die betrachteten Variablen für Rheinland-Pfalz 
offensichtlich strukturell verändert. Dabei hat die Variable ln(w/c) sofort und die Variable 
ln(BAI) erst vier Jahre später reagiert.  
 
Abbildung 4: Zeitpunkt der Strukturbrüche der betrachteten Zeitreihen 
4a: ln(BAI) (Bruchzeitpunkt 1994) 
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4b: ln(BIP) (Bruchzeitpunkt 1992) 
 
 
4c: ln(w/c) (Bruchzeitpunkt 1991) 
 
 
Tabelle 1 zeigt das Ergebnis der anschließend auf dieser Basis durchgeführten Perron-
Einheitswurzeltests mit den Variablen, die den Bruchzeitpunkten zugehörigen λ-Werte 
(nach (7)), die berechneten und kritischen (bei einer Irrtumswahrscheinlichkeit von 5%)    
t - Werte von  1 α  in (6) bzw. (8) und die Entscheidung. Da es Anhaltspunkte sowohl für 
eine Niveau- als auch eine Trendänderung bei den drei Variablen gibt, wurde in allen 
Fällen das Perrron-Modell C gewählt 
 
Tabelle 1: Ergebnisse der Perron-Einheitswurzeltests 
Variable  λ  Perron-Modell  ber , 1 tα   krit , 1 tα   Einheitswurzel? 
ln(BAI) 0,7  C  –2,77  –4,04  ja 









ln   0,6 C  –3,21  –4,24 ja 
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Die Berechnungen wurden durchgeführt mit WinRATS Version 7.1, vgl. z.B. 
Schulze/Prinz/Schweinberger (2006). 
 
Damit erweisen sich die Variablen entsprechend Tabelle 1 als differenzstationär 1. 
Ordnung.  
Die Kointegrationsregression (3) mit dem Bruchzeitpunkt 1990 (Wiedervereinigung 
Deutschlands) führte zur in Tabelle 2 dargestellten Schätzung. 
 




Constant –1,4034  0,000370 
lnBAI (t–1)  0,5800  0,000000 
lnBIP (t–1)  0,6156  0,000000 
ΔlnBIP 1,8718  0,000005 
ln(w/c) 0,1371  0,000275 
D90lnBIP(t–1)* –0,2828  0,000025 
D90ln(w/c)** –0,2996  0,000027 
* Anstiegsdummy für lnBIP(t–1): bis 1989 Wert Null, danach die Werte von lnBIP(t–1) 
** Anstiegsdummy für ln(w/c): bis 1989 Wert Null, danach die Werte von ln(w/c) 
36 T =  
995 , 0 R2 =  
p-value F-Test: 0,000000 
p-value Ljung-Box-Statistik: 0,0007 
 
Die aufgrund der Ljung-Box-Statistik angezeigte Autokorrelation deutet auf spurious 
regression hin, weshalb bei der Beurteilung dieser Schätzung Vorsicht geboten ist. 
Insbesondere deuten die beiden Anstiegs-Dummy auf einen Strukturbruch für die gesamte 
Gleichung im Jahr 1990 hin.  
Betrachtet man für die Schätzung in Tabelle 2 die in Kapitel 4 skizzierten 
Kointegrationstests nach Gregory/Hansen, so ergeben sich mit dem Jahr 1990 
(Wiedervereinigung Deutschlands) als Bruchzeitpunkt die in Tabelle 3 dargestellten 
Werte.   
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Tabelle 3: Kointegrationstests bei Strukturbrüchen 
Test Berechnete  Werte Kritische Werte bei  05 , 0 = α
+ 
ADF* –4.0287  –6,41 
Z* –3.9550  –6,41 
+ vgl. Gregory/Hansen (1996) 109.  
 
In beiden Fällen kann die Nullhypothese „Keine Kointegration“ nicht abgelehnt werden.  
Damit kann – unter Berücksichtigung von Strukturbrüchen – mit dem eingesetzten 
Instrumentarium keine Kointegration für diese rheinland-pfälzische Investitionsbeziehung 
im betrachteten Zeitraum nachgewiesen werden.  
Da alle einbezogenen Variablen aber I(1) sind, lässt sich – wenn auch kein 
Fehlerkorrekturmodell – so doch eine Differenzenregression mit Betrachtung der im 
klassischen Regressionsmodell üblichen Beurteilungskriterien schätzen. Die Ergebnisse 
für Gleichung (3) sind in Tabelle 4 angegeben, wobei „Δ“ die erste Differenz der 
logarithmierten Variablen bezeichnet.  
Der Strukturbruch liegt auch hier wieder im Jahr 1990 (Wiedervereinigung Deutschlands).  
 






Δln(w/c) 0,116158943  0,00518663 
Δln(w/c) (t–1)   0,081029589  0,01909892 
ΔlnBIP 1,066322393  0,00000000 
D90Δln(w/c)* –0,307763374  0,00027697 
* Bis 1990 Wert Null, danach Werte von Δln(w/c) 
35 T =  
66 , 0 R2 =  
p-value Ljung-Box-Statistik: 0,2038 
 
Die üblichen Beurteilungskriterien fallen zufriedenstellend aus. Es zeigt sich, dass – wie in 
der Ausgangsgleichung (vgl. Tabelle 2) – die Änderungen des BIP den größten Einfluss  
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auf BAI, gefolgt von w/c, haben. Die Koeffizienten der gelagten Größen von BAI und BIP 
erwiesen sich hier – im Gegensatz zu den Ergebnissen in Tabelle 2 – als nicht signifikant, 




Bei Zeitreihen mit Strukturbrüchen sind die herkömmlichen Einheitswurzeltests nicht ohne 
Weiteres brauchbar. Hier sollten modifizierte Tests benutzt werden, so z.B. der Test von 
Perron (1989), das Gleiche gilt für Kointegrationstests; hier lassen sich der ADF-Test und 
der Phillips-Perron-Test weiterentwickeln (Gregory/Hansen, 1996). Da die zur Schätzung 
einer rheinland-pfälzischen Investitionsfunktion benutzten Daten von 1970-2006 
Strukturbrüche aufweisen, ist dieses Instrumentarium zu benutzen. Die Variablen der 
Bruttoanlageinvestitionen, des Bruttoinlandprodukts und des Quotienten aus Lohnrate zu 
Kapitalnutzungskosten erwiesen sich unter Berücksichtigung der Strukturbrüche als 
differenzstationär 1. Ordnung. Entsprechende Kointegrationstests führten zur Nicht-
Ablehnung der Nullhypothese „Keine Kointegration“. Damit lässt sich kein 
Fehlerkorrekturmodell schätzen. Deshalb und um spurious regression zu vermeiden wurde 
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* Berechnet als Quotient aus den Werten aus Gleichung (2)  
   dividiert durch das jeweilige Netto-Anlagevermögen  
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