Markov chain Monte Carlo (MCMC) algorithms are simple and extremely powerful techniques to sample from almost arbitrary distributions. The flaw in practice is that it can take a large and/or unknown amount of time to converge to the stationary distribution. This paper gives sufficient conditions to guarantee that univariate Gibbs sampling on Markov Random Fields (MRFs) will be fast mixing, in a precise sense. Further, an algorithm is given to project onto this set of fast-mixing parameters in the Euclidean norm. Following recent work, we give an example use of this to project in various divergence measures, comparing univariate marginals obtained by sampling after projection to common variational methods and Gibbs sampling on the original parameters.
The principal contributions of this paper are, first, a set of sufficient conditions to guarantee that univariate Gibbs sampling on an MRF will be fast-mixing (Section 4), and an algorithm to project onto this set in the Euclidean norm (Section 5). A secondary contribution of this paper is considering an alternative matrix norm (the induced ∞-norm) that is somewhat looser than the spectral norm, but more computationally efficient. Following previous work [3] , these ideas are experimentally validated via a projected gradient descent algorithm to minimize other divergences, and looking at the accuracy of the resulting marginals. The ability to project onto a fast-mixing parameter set may also be of independent interest. For example, it might be used during maximum likelihood learning to ensure that the gradients estimated through sampling are more accurate.
Notation
We consider discrete pairwise MRFs with n variables, where the i-th variable takes values in {1, ..., L i }, E is the set of edges, and θ are the potentials on each edge. Each edge in E is an ordered pair (i, j) with i ≤ j. The parameters are a set of matrices θ := {θ ij |θ ij ∈ R Li×Lj , ∀(i, j) ∈ E}. When i > j, and (j, i) ∈ E, we let θ ij denote the transpose of θ ji . The corresponding distribution is p(x; θ) = exp
where A(θ) := log x exp (i,j)∈E θ ij (x i , x j ) is the log-partition function, and θ ij (x i , x j )
denotes the entry in the x i -th row and x j -th column of θ ij . It is easy to show that any parametrization of a pairwise MRF can be converted into this form. "Self-edges" (i, i) can be included in E if one wishes to explicitly represent univariate terms.
It is sometimes convenient to work with the exponential family representation p(x; θ) = exp{f (x) · θ − A(θ)},
where f (x) is the sufficient statistics for configuration x. If these are indicator functions for all configurations of all pairs in E, then the two representations are equivalent.
Background Theory on Rapid Mixing
This section reviews background on mixing times that will be used later in the paper. Definition 1. Given two finite distributions p and q, the total variation distance · T V is defined as p(X) − q(X) T V = 1 2
x |p(X = x) − q(X = x)|. Next, one must define a measure of how fast a Markov chain converges to the stationary distribution. Let the state of the Markov chain after t iterations be X t . Given a constant , this is done by finding some number of iterations τ ( ) such that the induced distribution p(X t |X 0 = x) will always have a distance of less than from the stationary distribution, irrespective of the starting state x. Definition 2. Let {X t } be the sequence of random variables corresponding to running Gibbs sampling on a distribution p. The mixing time τ ( ) is defined as τ ( ) = min{t : d(t) < }, where d(t) = max x P(X t |X 0 = x) − p(X) T V is the maximum distance at time t when considering all possible starting states x. Now, we are interested in when Gibbs sampling on a distribution p can be shown to have a fast mixing time. The central property we use is the dependency of one variable on another, defined informally as how much the conditional distribution over X i can be changed when all variables other than X j are the same. Definition 3. Given a distribution p, the dependency matrix R is defined by R ij = max
x,x :x−j =x −j p(X i |x −i ) − p(X i |x −i ) T V .
Here, the constraint x −j = x −j indicates that all variables in x and x are identical except x j . The central result on rapid mixing is given by the following Theorem, due to Dyer et al. [5] , generalizing the work of Hayes [7] . Informally, it states that if R < 1 for any sub-multiplicative norm · , then mixing will take on the order of n ln n iterations, where n is the number of variables.
Theorem 4. [5, Lemma 17]
If · is any sub-multiplicative matrix norm and ||R|| < 1, the mixing time of univariate Gibbs sampling on a system with n variables with random updates is bounded by
Here, 1 n denotes the same matrix norm applied to a matrix of ones of size n × 1, and similarly for 1 T n . In particular, if · induced by a vector p-norm, then 1 n 1 T n = n. Since this result is true for a variety of norms, it is natural to ask, for a given matrix R, which norm will give the strongest result. It can be shown that for symmetric matrices (such as the dependency matrix), the spectral norm · 2 is always superior. Theorem 5. [5, Lemma 13] If A is a symmetric matrix and · is any sub-multiplicative norm, then A 2 ≤ A .
Unfortunately, as will be discussed below, the spectral norm can be more computationally expensive than other norms. As such, we will also consider the use of the ∞-norm · ∞ . This leads to additional looseness in the bound in general, but is limited in some cases. In particular if R = rG where G is the adjacency matrix for some regular graph with degree d, then for all induced p-norms, R = rd, since R = max x =0 Rx / x| = r max x =0 Gx / x = r Go / o = rd, where o is a vector of ones. Thus, the extra looseness from using, say, · ∞ instead of · 2 will tend to be minimal when the graph is close to regular, and the dependency is close to a constant value. For irregular graphs with highly variable dependency, the looseness can be much larger.
Dependency for Markov Random Fields
In order to establish that Gibbs sampling on a given MRF will be fast mixing, it is necessary to compute (a bound on) the dependency matrix R, as done in the following result. The proof of this result is fairly long, and so it is postponed to the Appendix. Note that it follows from several bounds on the dependency that are tighter, but less computationally convenient. Theorem 6. The dependency matrix for a pairwise Markov random field is bounded by
Here, θ ij ·a indicates the a−th column of θ ij . Note that the MRF can include univariate terms as selfedges with no impact on the dependency bound, regardless of the strength of the univariate terms. It can be seen easily that from the definition of R (Definition 3), for any i the entry R ii for self-edges (i, i) should always be zero. One can, without loss of generality, set each column of θ ii to be the same, meaning that R ii = 0 in the above bound.
Euclidean Projection Operator
The Euclidean distance between two MRFs parameterized respectively by ψ and θ is θ − ψ 2 :=
F . This section considers projecting a given vector ψ onto the fast mixing set or, formally, finding a vector θ with minimum Euclidean distance to ψ, subject to the constraint that a norm · * applied to the bound on the dependency matrix R is less than some constant c. Euclidean projection is considered because, first, it is a straightforward measure of the closeness between two parameters and, second, it is the building block of the projected gradient descent for projection in other distance measures. To begin with, we do not specify the matrix norm · * , as it could be any sub-multiplicative norm (Section 3).
Thus, in principle, we would like to find θ to solve proj c (ψ) := argmin
Unfortunately, while convex, this optimization turns out to be somewhat expensive to solve, due to a lack of smoothness Instead, we introduce a matrix Z, and constrain that Z ij ≥ R ij (θ), where R ij (θ) is the bound on dependency in Thm 6 (as an equality). We add an extra quadratic term
F to the objective, where Y is an arbitrarily given matrix and α > 0 is trade-off between the smoothness and the closeness to original problem (3). The smoothed projection operator is
If α = 0, this yields a solution that is identical to that of Eq. 3. However, when α = 0, the objective in Eq. 4 is not strongly convex as a function of Z, which results in a dual function which is nonsmooth, meaning it must be solved with a method like subgradient descent, with a slow convergence rate. In general, of course, the optimal point of Eq. 4 is different to that of Eq. 3. However, the main usage of the Euclidean projection operator is the projection step in the projected gradient descent algorithm for divergence minimization. In these tasks the smoothed projection operator can be directly used in the place of the non-smoothed one without changing the final result. In situations when the exact Euclidean projection is required, it can be done by initializing Y 1 arbitrarily and
. . until convergence.
Dual Representation
Theorem 7. Eq. 4 has the dual representation
where
, and D is an indicator matrix with
and D ij = 1 otherwise. The dual variables σ ij and φ ij are arrays of size L j × L i × L i for all pairs (i, j) ∈ E while ∆ and Γ are of size n × n.
The proof of this is in the Appendix. Here, I(·) is the indicator function with I(x) = 0 when x is true and I(x) = ∞ otherwise.
Being a smooth optimization problem with simple bound constraints, Eq. 5 can be solved with LBFGS-B [2] . For a gradient-based method like this to be practical, it must be possible to quickly evaluate g and its gradient. This is complicated by the fact that g is defined in terms of the minimization of h 1 with respect to Z and h 2 with respect to θ. We discuss how to solve these problems now. We first consider the minimization of h 2 . This is a quadratic function of θ and can be solved analytically via the condition that
. The time complexity is linear in the size of ψ.
Minimizing h 1 is more involved. We assume to start that there exists an algorithm to quickly project a matrix onto the set {Z : Z * ≤ c}, i.e. to solve the optimization problem of
Then, we observe that arg min Z h 1 is equal to
For different norms · * , the projection algorithm will be different and can have a large impact on efficiency. We will discuss in the followings sections the choices of · * and an algorithm for the ∞-norm.
Finally, once h 1 and h 2 have been solved, the gradient of g is (by Danskin's theorem [1] )
whereẐ andθ represent the solutions to the subproblems.
Spectral Norm
When · * is set to the spectral norm, i.e. the largest singular value of a matrix, the projection in Eq. 6 can be performed by thresholding the singular values of A [3] . Theoretically, using spectral norm will give a tighter bound on Z than other norms (Section 3). However, computing a full singular value decomposition can be impractically slow for a graph with a large number of variables.
∞-norm
Here, we consider setting · * to the ∞-norm, A ∞ = max i j |A ij |, which measures the maximum l 1 norm of the rows of A. This norm has several computational advantages. Firstly, to project a matrix onto a ∞-norm ball {A : A ∞ ≤ c}, we can simply project each row a i of the matrix onto the l 1 -norm ball {a : a 1 ≤ c}. Duchi et al. [4] provide a method linear in the number of nonzeros in a and logarithmic in the length of a. Thus, if Z is an n × n, matrix, Eq. 6 for the ∞-norm can be solved in time n 2 and, for sufficiently sparse matrices, in time n log n.
A second advantage of the ∞-norm is that (unlike the spectral norm) projection in Eq. 6 preserves the sparsity of the matrix. Thus, one can disregard the matrix D and dual variables ∆ when solving the optimization in Theorem 7. This means that Z itself can be represented sparsely, i.e. we only need variables for those (i, j) ∈ E. These simplifications significantly improve the efficiency of projection, with some tradeoff in accuracy.
Projection in Divergences
In this section, we want to find a distribution p(x; θ) in the fast mixing family closest to a target distribution p(x; ψ) in some divergence D(ψ, θ). The choice of divergence depends on convenience of projection, the approximate family and the inference task. We will first present a general algorithmic framework based on projected gradient descent (Algorithm 1), and then discuss the details of several previously proposed divergences [11, 3] .
General algorithm framework for divergence minimization
The problem of projection in divergences is formulated as
D(·, ·) is some divergence measure, andC := {θ : ∃Z, s.t.(θ, Z) ∈ C}, where C is the feasible set in Eq. 4. Our general strategy for this is to use projected gradient descent to solve the optimization
using the joint operator to project onto C described in Section 5.
For different divergences, the only difference in projection algorithm is the evaluation of the gradient
is the solution of Eq. 8, then θ * is the solution of 7.
Divergences
Algorithm 1 Projected gradient descent for divergence projection In this section, we will discuss the different choices of divergences and corresponding projection algorithms.
KL-divergence
The KL-divergence KL(ψ θ) :=
is arguably the optimal divergence for marginal inference because it strives to preserve the marginals of p(x; θ) and p(x; ψ). However, projection in KL-divergence is intractable here because the evaluation of the gradient ∇ θ KL(ψ θ) requires the marginals of distribution ψ.
Piecewise KL-divergence
One tractable surrogate of KL(ψ θ) is the piecewise KL-divergence [3] defined over some tractable subgraphs. Here, D(ψ, θ) := max T ∈T KL(ψ T θ T ), where T is a set of low-treewidth subgraphs. The gradient can be evaluated as
. For any T in T , KL(ψ T θ T ) and its gradient can be evaluated by the junction-tree algorithm.
Reversed KL-divergence
The "reversed" KL-divergence KL(θ ψ) is minimized by mean-field methods.
In general KL(θ ψ) is inferior to KL(ψ θ) for marginal inference since it tends to underestimate the support of the distribution [11] . Still, it often works well in practice.
, which can be approximated by samples generated from p(x; θ) [3] . In implementation, we maintain a "pool" of samples, each of which is updated by a single Gibbs step after each iteration of Algorithm 1.
Experiments
The experiments below take two stages: first, the parameters are projected (in some divergence) and then we compare the accuracy of sampling with the resulting marginals. We focus on this second aspect. However, we provide a comparison of the computation time for various projection algorithms in Table 1 , and when comparing the accuracy of sampling with a given amount of time, provide two curves for sampling with the original parameters, where one curve has an extra amount of sampling effort roughly approximating the time to perform projection in the reversed KL divergence. Our first experiment follows that of [8, 3] in evaluating the accuracy of approximation methods in marginal inference. In the experiments, we approximate randomly generated MRF models with rapid-mixing distributions using the projection algorithms described previously. Then, the marginals of fast mixing approximate distributions are estimated by running a Gibbs chain on each distribution. These are compared against exact marginals as computed by the junction tree algorithm. We use the mean absolute difference of the marginals |p(X i = 1) − q(X i = 1)| as the accuracy measure. We compare to Naive mean-field (MF), Gibbs sampling on original parameters (Gibbs), and Loopy belief propagation (LBP). Many other methods have been compared against a similar benchmark [6, 8] .
Synthetic MRFs
While our methods are for general MRFs, we test on Ising potentials because this is a standard benchmark. Two graph topologies are used: two-dimensional 16 × 16 grids and 10 node random graphs, where each edge is independently present with probability p e ∈ {0.3, 0. Figure 1 shows the average marginal error at different interaction strengths. Error bars show the standard error normalized by the number of samples, which can be interpreted as a 68.27% confidence interval. We also include time-accuracy comparisons in Figure 2 . All results are averaged over 50 random trials. We run Gibbs long enough ( 10 6 samples) to get a fair comparison in terms of running time.
Except where otherwise stated, parameters are projected onto the ball {θ : R(θ) ∞ ≤ c}, where c = 2.5 is larger than the value of c = 1 suggested by the proofs above. Better results are obtained by using this larger constraint set, presumably because of looseness in the bound. For piecewise projection, grids use simple vertical and horizontal chains of treewidth either one or two. For random graphs, we randomly generate spanning trees until all edges are covered. Gradient descent uses a fixed step size of λ = 0.1. A Gibbs step is one "systematic-scan" pass over all variables between. The reversed KL divergence maintains a pool of 500 samples, each of which is updated by a single Gibbs step in each iteration.
We wish to compare the trade-off between computation time and accuracy represented by the choice between the use of the ∞ and spectral norms. We measure the running time on 16 × 16 grids in Table 1 , and compare the accuracy in Figure 3 .
The appendix contains results for a three-state Potts model on an 8×8 grid, as a test of the multivariate setting. Here, the intractable divergence KL(ψ θ) is included for reference, with the projection computed with the help of the junction tree algorithm for inference. 
where the pairwise strength β > 0 encourages smoothness.
On this attractive-only Ising potential, the Swendsen-Wang method [12] mixes rapidly, and so we use the resulting samples to estimate the ground truth. The parameters α and β are heuristically chosen to be 0.5 and 0.7 respectively. 
Conclusions
We derived sufficient conditions on the parameters of an MRF to ensure fast-mixing of univariate Gibbs sampling, along with an algorithm to project onto this set in the Euclidean norm. As an example use, we explored the accuracy of samples obtained by projecting parameters and then sampling, which is competitive with simple variational methods as well as traditional Gibbs sampling. Other possible applications of fast-mixing parameter sets include constraining parameters during learning.
Appendix

Proof of MRF Dependency Bound
This section gives a proof of the bound on the dependency matrix stated in Section 4 above.
To start with, we observe the conditional distribution of a single variable x i when all others are fixed, which is easy to calculate. Lemma 8. The conditional probability of one variable given all others is
where sig is the "multivariate sigmoid" defined as (v) = exp(v)/1 T exp(v), and N (i) is the set of indices that are in a pair with i. Now, to compute the influence matrix, we must consider what configuration of all the variables other than x i and x j will allow a change in x j to induce the greatest change in x i (Definition 3). Lemma 9. The dependency matrix is given by
Proof. Using the previous Lemma inside the definition of the dependency matrix (Definition 3)
gives that
Substituting the definition of s inside each of the sig() terms gives the result.
While the previous Lemma bounds the dependency, it is not in a very convenient form. Hence, the rest of this section will apply a series of relaxations to obtain more convenient upper-bounds. The first of these is obtained by letting s be an arbitrary vector, rather than determined by θ and x.
Lemma 10. The dependency matrix for an MRF is bounded by
The following Lemma will be needed in what follows. Lemma 11. For vectors x, y, s,
where a = σ 1 2 range(y − x) . Here, range(z) is defined as max i z i − min z i . Now, applying this Lemma to the previous result on the dependency matrix gives the following Theorem. Theorem 12. The dependency matrix for an MRF is bounded by
Proof. The previous result gives us the bound
Using the easily-proven fact that |2σ(
|x| gives the result.
Corollary 13. The dependency matrix for an MRF is bounded by
Proof. This follows immediately from the observations that |range(x)| ≤ x 1 and that |range(x)| ≤ 2 x ∞ .
Proof of Dual Representation for Euclidean Projection Operator
This section gives a proof of the main result of Section 5.1, as stated below.
Theorem 14. The projection operator
has the dual representation of
Proof. Firstly, we observe that the minimization in Eq. 9 is equivalent to
Now, consider the Lagrangian of this problem,
Here, Γ, ∆, σ ij and φ ij , 1 ≤ i, j ≤ n are dual variables and i,j denotes 1≤i,j≤n for simplicity of notation. Here, note that L is independent of Γ ij , σ ij and φ ij for (i, j) ∈ E. For convenience, one can simply set these to zero.
It is straightforward to verify that the problem in Eq. 11 is convex and Slater's conditions hold. Thus, by strong duality we have the the solution of Eq. 11 is equal to
where we define the dual function
Finally, by a simple manipulation of terms, we can see that
Additional Experimental Results
The rest of the appendix contains extra experimental results that could not fit in the main paper. Figure 5 : Marginal error vs. interaction strength for 3-state Potts models on grids. Here, the intractable divergence KL(ψ θ) is included for reference. With attractive interactions, the bestperforming tractable algorithm uses the piecewise divergence, while with mixed interactions, loopy BP and simply sampling using the original parameters both perform extremely well. 
