Large real-world graphs tend to be sparse, but they often contain densely connected subgraphs and exhibit high clustering coefficients. While recent random graph models can capture this sparsity, they ignore the local density. We show that models based on random edge clique covers can capture both global sparsity and local density, and are an appropriate modeling tool for many real-world graphs.
Introduction
Random graph models provide statistical tools for network analysis and can be used as prior distributions in a Bayesian framework. Such models aim to capture various properties of real-world networks, such as power-law degree distributions [Albert and Barabási, 2002 , Dangalchev, 2004 , Bloem-Reddy and Orbanz, 2016 , small-world properties [Watts and Strogatz, 1998 ], or latent community structure [Holland et al., 1983 , Airoldi et al., 2008 , Karrer and Newman, 2011 .
One statistic of interest is the density of a graph, defined as the number of edges over the number of possible edges for a binary, undirected graph. This can be extended to distributions over graphs: we think of a random graph as being dense if the number of edges grows quadratically with the number of vertices, and sparse if it grows sub-quadratically with the number of vertices [Neetil and Ossona de Mendez, 2012] . Many commonly-used random graphs, such as Erdös-Rényi graphs [Gilbert, 1959, Erdös and Rényi, 1960] or stochastic blockmodels and their variants [Holland et al., 1983 , Airoldi et al., 2008 , Karrer and Newman, 2011 , concentrate on dense graphs [see Lloyd et al., 2012, for a discussion] . This behavior is commonly seen in small, closed communities, where every vertex has the option to interact with all other vertex and a fully connected graph is at least conceivable. However it is not generally seen in larger networks, where a given vertex will not have the opportunity to interact with more than a small subset of the other vertices-for example international online social networks.
Recently, a number of models have been proposed that can generate sparse graphs. These models share certain similarities in construction: a measure is placed on the space of potential edges, and the observed edges are iid given this measure. For example, Caron and Fox [2017] construct networks as a Poisson process using a discrete, countably infinite base measure on V ×V, where V is the space of potential vertices. Cai et al. [2016] , Williamson [2016] and Crane and Dempsey [2017] use discrete, countably infinite probability measures on either V or V × V, and sample sequences of edges from this distribution. Appropriate random measure choices can yield sparsity and power-law degree distribution.
While models such as these offer the ability to model sparse graphs, they do not capture certain important network behaviors. While large-scale graphs are usually sparse, locally they are often dense: if two vertices b and c are both connected to vertex a, a connection between vertices b and c is more likely than a connection between b and a randomly selected vertex. Such graphs will typically exhibit a high average local clustering coefficient, indicating that most vertices' neighborhoods are close to being cliques. This type of behavior is a key component of "small world" graphs [Watts and Strogatz, 1998] .
In this paper we explore distributions over graphs that, while locally dense, exhibit global sparsity. We achieve this by explicitly modeling graphs as collections of cliques, or fully connected subsets of vertices. We present a framework for random clique edge covers, with cliques selected using a nonparametric feature selection model (in this paper, the stable beta Indian buffet process [Teh and Görür, 2009 ], but other choices are possible). The resulting graphs exhibit local density, with clique sizes controlled primarily by a single parameter. On a global scale, the graphs are sparse, with flexible degree of sparsity that is primarily controlled by a separate parameter. We observe power-law distributions over both the number of cliques a vertex belongs to, and its degree.
When used directly as a distribution over graphs, we show that this model's statistical properties mimic the statistics of real-world graphs (Section 6.1. When used in a hierarchical modeling context, the cliques can be thought of as latent communities (Section 6.2).
Random clique covers
A graph G is an ordered pair (V, E) of vertices V and edges E (which are pairs of vertices). G can alternatively be described in terms of its edge clique cover [Orlin, 1977] . An edge clique cover (or intersection graph) is a set of cliques-i.e. fully connected subgraphs-such that two vertices share an edge iff they have at least one clique in common.
This formulation suggests a method for generating random graphs by placing a distribution over cliques. Concretely, let a random clique be a random, finite subset C ⊂ V of a (possibly uncountable) set of potential vertices. Given a distribution over sequences of such subsets, we can generate a sequence C 1 , . . . , C N of cliques, that can be translated into a graph G = (V, E) by adding undirected edges between all vertices with at least one clique in common, so that
If we number the vertices in our graph, and represent our cliques in terms of a binary matrix Z where Z n,i = 1 iff clique n includes vertex i, then we can represent the graph's adjacency matrix as
where the min is taken as an element-wise operation.
Cliques generated using exchangeable random measures
In order to specify our distribution over graphs, we must specify both a distribution over the number of cliques, and a distribution over the vertices appearing in those cliques. For the former, we choose to let N ∼ Poisson(α), although other choices are possible. Reasonable desiderata for the random clique selection mechanism might be that the total number of vertices (and edges) is unbounded; that the size of each clique is random; and that cliques overlap with finite probability (avoiding the trivial solution where our graph is made up of a series of disconnected subgraphs). One choice that meets these criteria is the stable beta process [Teh and Görür, 2009 ]. The stable beta process is a completely random measure [Kingman, 1967 ] whose atoms lie in [0,1], parametrized by scalar parameters σ ∈ (0, 1], and c ≥ −σ, and a smooth, sigma-finite measure H on V. If σ = 0, this reduces to the (homogeneous) beta process [Hjort, 1990, Thibaux and Jordan, 2007] . If c = 1 − σ, the stable beta process corresponds to a stable process with all atoms of size larger than one removed.
We can use the stable beta process to construct a distribution over cliques, which we can represent in terms of a binary matrix.
where each location θ i corresponds to a vertex, we can sample an exchangeable sequence of cliques by including the ith vertex in the nth clique with probability µ i . We can represent the resulting clique allocation as a binary matrix Z with infinitely many columns, where Z ni = 1 iff vertex i is in clique n.
If we marginalize out µ, we obtain a predictive distribution for Z n |Z 1 , . . . , Z n−1 that is known as the stable-beta Indian buffet process [SB-IBP, Teh and Görür, 2009 ]. If m i = n−1 j=1 Z ji is the number of times vertex i has been previously selected, then the nth clique will include that feature (i.e. Z ni = 1) with probability
In addition to features that have previously appeared, Z n will also select Poisson α Γ(1+c)Γ(n+c+σ−1)
The SB-IBP exhibits a number of power-law behaviors [Teh and Görür, 2009 , Broderick et al., 2012 , Heaukulani and Roy, 2015 that directly translate into desirable graph properties. The total number of non-zero columns of Z (in our case, observed vertices) in N rows (cliques) grows, as N → ∞, as α σ Γ(c+1) Γ(c+σ) N σ . In addition to having power-law behavior in the number of observed vertices, the number of non-zero entries per column (in our case, the number of cliques each vertex appears in) follows a Zipf's law. Let K N,j be the number of features that appear exactly j times in N rows. Then, following Broderick et al. [2012] ,
As we will see in Section 3, when applied to edge clique covers, the SB-IBP yields many interesting graph-specific properties.
A model for partially observed cliques
In a modeling context, we may wish to consider the cliques as latent communities [Holland et al., 1983 , Airoldi et al., 2008 , Karrer and Newman, 2011 . For example in a social network, a clique might represent a shared interest or hobby. In this context, we would not necessarily expect all vertices in the community to be connected. Instead, we can think of the community as being a noisy instantiation of a fully connected clique.
To model this in the current context, start with the distribution over random edge clique covers described in Section 2.1. If we associate each latent clique C n with a probability π n we can form a graph by including an edge between vertices i and j with probability
If we use a single probability π across all cliques, this corresponds to including edges according to a noisy-OR likelihood: if two vertices have m latent cliques in common, they share an edge with probability 1 − (1 − π) m .
One way of thinking of this model is as a superposition of locally-defined Erdös-Renyi G(n, p) graphs. A G(n, p) graph builds a graph with n vertices, by including each of the n 2 potential edges with probability p. In the partially observed clique model, each row of the SB-IBP selects a clique C n of vertices, and builds a subgraph on those vertices according to a G(|C n |, π n ) model. Within the clique, we have a dense subgraph almost surely.
Graph properties
In this section, we explore the statistical properties of graphs constructed using an SB-IBP distribution over cliques. In particular, we show that we can obtain sparse graphs that exhibit densely connected subgraphs. We focus on the fully observed setting described in Section 2.1, noting that the partially observed extension described in Section 2.2 will inherit similar properties.
Sparsity
Let |E| be the number of edges in a graph, and |V | be the number of vertices. We say our graph is dense if |E| grows quadratically with |V |, and sparse if it grows sub-quadratically. To explore the sparsity of the graph, we will look at how |E| and |V | behave as the number of cliques grows.
Let τ v,n be the number of vertices first introduced in the nth clique, and ρ v,n be the number of previously introduced vertices included in the nth clique. We know (from the predictive distribution of the SB-IBP) that
So, the expected number of vertices [Broderick et al., 2012, Heaukulani and is
Conditioned on the probabilities µ i , µ j assigned by the stable beta process to vertices i and j, the probability of an edge between i and j given N cliques is 1−(1−µ i µ j ) N . By linearity of expectation, the total expected number of edges, given µ, is therefore i>j (1 − µ i µ j ) N . Therefore, we can obtain the expected total number of edges in the graph as
In a related context, Cai et al. [2016] show, via a Poissonization approach, that this grows as O min(N 1+σ 2 , N 3σ 2 ) . 1 Therefore, the expected number of edges grows as O(min(|V | 1+σ 2σ , |V | 3/2 )), which is always sub-quadratic in the number of edges. As we approach the limit where σ = 1, we obtain the trivially sparse network where each clique contains a Poisson(α) number of vertices, and there are no edges connecting cliques. We can validate this limiting behavior using simulations from the network. Figure 1 shows how |E| and |V | co-vary for in random graphs, for different values of c and σ. The scatter plots show (|V |, |E|) pairs for ten network simulations, evaluated after each of 100 cliques are added. For high values of σ we have a near-linear relationship between |V | and |E|, indicating an extremely sparse graph. As σ decreases the exponent increases and the level of sparsity decreases (although the graph never becomes dense). The concentration parameter c controls the variance.
Local density and clique distributions
The sparsity of a graph is related to the proportion of the total number of cliques that a given vertex belongs to. Due to overlap, the random cliques represented by the clique membership matrix Z do not represent all cliques in the resulting graph. Therefor, we distinguish between generating cliques and maximal cliques. By generating cliques, we mean the cliques represented in Z. By maximal cliques, we refer to the set of all cliques in the resulting graph that cannot be enlarged by including another vertex. While some cliques may be both generating and maximal, the two will not generally coincide. Since generating cliques are explicitly represented in our model, we can derive their statistical properties directly. The maximal cliques are only indirectly related to the generating model, therefore we explore their properties empirically.
We first consider the distribution over the number of generating cliques a vertex belongs to, conditioned on the fact that it appears in the graph and therefore belongs to at least one clique. As σ → 1, the probability of a vertex appearing in more than one clique vanishes, and we end up with a graph with N unconnected cliques. For σ < 1, the number j of cliques a vertex appears in grows as O(j −1−σ for large j and N [Teh and Görür, 2009 , Broderick et al., 2012 , indicating that as σ increases, the expected proportion of cliques a vertex belongs to decreases and we see increasingly heavy-tailed distributions over the number of cliques a vertex belongs to. We can see this empirically in Figure 4 , which shows box plots of the number of cliques N n=1 Z ni that each vertex i belongs to.
While the number of generating cliques each vertex belongs to controls the global sparsity, the size and degree of overlap of those generating cliques controls the local density. The size of the generating cliques is directly controlled by α and is marginally Poisson(α). The size of the largest maximal clique to which a vertex belongs is a function of both the size of the underlying generating cliques, and the extent to which these cliques overlap (which is controlled by σ). As σ → 1, the generating cliques and the maximal cliques collide; Figure 5 shows how, as σ decreases, the average largest maximal clique for each vertex increases.
Degree distribution
The expected size of each generating clique is α, and the number of cliques an edge belongs to follows a power law distribution. This leads to a power law distribution over the degree, with the expected degree decreasing with σ and increasing with α. In Figure 6 , we can see empirically that the expected degree decreases with σ, approaching α as σ → 1.
The top row of Figure 7 shows the degree distribution (in the form of a boxplot) for different values of σ and α and different numbers of cliques N . We see increasingly heavy tails as σ increases. Since the number of vertices also increases with σ, the maximum degree is higher for larger σ. The bottom row of Figure 7 shows the degree divided by the total number of vertices, i.e. the proportion of the other vertices to which a given vertex is connected. Here, it is much easier to compare different values of σ, and we see that the average proportion decreases and the distribution grows heavier tailed as σ increases, for all values of α and N . 
Density of the intersection graph of generating cliques
The clique graph of a graph is the intersection graph of its maximal cliques. As discussed above, our construction does not explicitly generate maximal cliques, so instead we will consider the generating-clique graph-i.e. the intersection graph of the generating cliques specified in Z. Perhaps surprisingly given the sparsity of the overall graph, this intersection graph is dense.
To show this, consider the expected number of vertices by which two cliques overlap. This is given by
, where Π is a Poisson process on S with rate measure ν(dx)-in our case, the Lévy measure ν(dµ, dθ) of the stable beta process,
-and f is a measureable function. Therefore the expected overlap between two cliques is
This indicates that two cliques overlap with positive probability, meaning that the resulting intersection graph is dense and that there is a path between any two vertices with positive probability, even if they do not belong to the same clique. 
Related work
The idea of a random edge clique cover was explored by Barber [2008] , under the name Clique Matrices. As in this paper, a binary matrix Z is used to represent cliques within the network; however the number of vertices is fixed and the entries are i.i.d. Bernoulli random variables. Such a network is a special case of the model proposed here, but it lacks the sparsity properties and unbounded number of vertices that are discussed in Section 3. Barber [2008] also proposes a noisily-observed Clique Matrix model, where two vertices are connected with probability σ(Z T Z) (where σ(·) represents the sigmoid function). Unlike the noisy-OR formulation for partially observed cliques proposed in Section 2.2, this model precludes sparse graphs, since it allows edges between vertices with no cliques in common. A variational inference procedure is proposed.
In recent years, a number of Bayesian nonparametric models for sparse graphs have been developed. Caron and Fox [2017] propose sampling multigraphs according to a Poisson process on the space V × V of potential edges. The base measure of this Poisson process is the product measure W × W of a generalized gamma process W . The nonparametric nature of the generalized gamma processes means the total number of edges is unbounded, and its powerlaw behaviors yield sparse networks. This work has been generalized by Veitch and Roy [2015] and Borgs et al. [2018] to include both sparse and dense graphs.
A related class of models are edge-exchangeable networks. Most models in this class build multigraphs by repeatedly sampling a single edge from a probability distribution on V × V that can be decomposed into either the product measure P × P of a single nonparametric probability measure on V [Cai et al., 2016, Crane and Dempsey, 2017] or the product measure P ×Q of two hierarchically coupled probabilitiy measures [Williamson, 2016] . In the former setting, if P is a normalized generalized gamma process, the resulting multigraph corresponds to the conditional distribution of the Caron and Fox model, given the total number of edges.
Like the models proposed in this paper, these edge exchangeable models can be interpreted as generating a random edge clique cover. Multigraphs are constructed by repeatedly sampling cliques consisting of one or two vertices. By contrast, the models proposed in this paper will generate cliques of size Poisson(α). While this does not mean that all maximal cliques will have size 2, the smaller building-block cliques in the edge exchangeable models will tend to give graphs with smaller cliques than those described in this paper.
One variant of the edge exchangeable graphs that is particularly relevant to our work is the multiple edges per step edge-exchangeable network proposed by Cai et al. [2016] . Here, rather than specify a probability distribution on V × V, the authors specify an arbitrary random measure µ × µ on V × V, and use this to parametrize a distribution over edges. At each step a random number of edges are added, with edge (i, j) selected with probability µ i µ j . Ifas is given as an example in Cai et al. [2016] -the µ i are the atom sizes of a stable beta process, then the expected total number of edges and vertices, and the expected number of edges between two vertices conditioned on their associated µ i , coincide with the model described in this paper, due to linearity of expectation. The difference arises because the multiple-edge exchangeable model generates edges independently at each step. In our model, within each clique, the edges are dependent -giving rise to dense subgraphs. Despite having similar expected sparsity, the multi-step edge-exchangeable model does not have the same local density properties as our model.
Further, by representing edge probabilities using a product of beta stable processes, this edge exchangeable model model lacks the conjugacy that is present when we represent clique inclusion probabilities using a single stable beta process. As a result, posterior inference in the multiple-edge stable beta model poses a significant challenge, and has not yet been addressed in the literature.
Posterior inference
We infer the clique matrix underlying a random graph using a reversible jump MCMC algorithm that proposes either splitting or merging cliques. In the partially observed setting, we augment this split/merge procedurewith Gibbs steps that help learn the fine-grained structure of the clique cover; we found that adding Gibbs steps had little benefit in the fully observed setting. We can either optimize the hyperparameters, or place a prior on them and infer their posterior distribution using Metropolis-Hastings proposals.
Initialization In the fully observed graph setting, the likelihood P (G|Z) is a step function that is one iff G = min(Z T Z, 1), so a sampler can only make moves that do not change the sparsity pattern of Z T Z. Because of this, the clique must be initialized to values compatible with G. One way of doing this is to initialize to the set of N e 2-cliques corresponding to the edges of the graph. An alternative approach is to use an edge clique cover algorithm; however this may be infeasible for large graphs since finding a minimal cover is NP hard. For the partially observed graph, it suffices to choose an initialiation so that Z T Z covers all edges in the graph.
Split/merge sampling for Z To explore the space of clique covers, we propose split/merge moves that can either split a large clique into two potentially overlapping cliques, of that merge two cliques into a single clique. We select an edge of G uniformly at random, and then for each vertex i, j associated with that edge, we select a clique c i , c j uniformly from the set of cliques it belongs to. If c i = c j , we propose replacing the clique Z ci with two cliques Z c i , Z c j . We set Z c i ,i = 1 and Z c j ,j = 1. Then, for each non-zero entry k in Z ci , we consider possible settings of (Z c i ,k , Z c j ,k ) ∈ {(0, 1), (1, 0), (1, 1)}. We exclude any settings that are incompatible with the network structure, and select uniformly between the other options.
If c i = c j , we propose replacing the cliques Z ci and Z cj with their union Z ci ∪ Z cj . We note that the resulting proposal could have a likelihood of zero, due to introducing edges that do not appear in the network.
We accept or reject the split or merge by calculating the appropriate reversible jump MCMC acceptance probability.
Gibbs sampling step for Z ij For Z ij such that m ¬i k = i =i Z i j < 0, we can augment the split/merge proposals with Gibbs steps for that sample from the conditional distribution
is the likelihood of the graph given the proposed clique matrix. We can then sample the number of all-zero cliques using a Metropolis-Hastings proposal, proposing a new number of all-zero cliques from an appropriate distribution and calculating the corresponding acceptance probability. We found adding Gibbs sampling steps did not improve mixing in the fully observed setting (where the set of compatible clique matrices is more constrained), but was important in the partially observed setting.
Experimental evaluation
We explore properties of our distribution over graphs in both the fully observed and the partially observed setting.
Fully observed graph setting
We begin by ascertaining how well the fully observed model can capture statistical properties of real-world graphs. We consider the following graph statistics: ratio of edges to vertices; density (defined as D = 2|E| |V |(|V |−1) ); degree distribution; average local clustering coefficient [Watts and Strogatz, 1998 ]; and the distribution over the largest maximal clique a vertex belongs to. We use the NetworkX python package [Hagberg et al., 2008] to calculate clustering coefficients and maximal cliques.
To determine how well-suited our model is for modeling real graphs, we consider four real-world graphs,
• The co-authorship graph for NIPS publications from 1987-2003. 2 • The largest connected component of the co-appearance graph generated from IMDB cast lists of comedies from 2000-2002. 3 • The co-authorship graph for arXiv publications in the category GR-QC (General Relativity and Quantum Cosmology) from 2003 [Leskovec et al., 2007] . • The full interaction graph from a single month (January 2000) of the ENRON dataset [Klimt and Yang, 2014] .
We model each graph using our proposed (fully observed) model (labeled RCC in tables and figures), and learn the hyperparameters using maximum likelihood. We then sample 25 graphs using these hyperparameters, and compare the average statistics of the sampled graph with those of the original graph in Table 1 and Figure 8 . For comparison, we also model the real-world graphs using the sparse graph model of Caron and Fox [2017] (labeled BNPgraph in (a) NIPS collaborations (1987) (1988) (1989) (1990) (1991) (1992) (1993) (1994) (1995) (1996) (1997) (1998) (1999) (2000) (2001) (2002) (2003) .
(b) IMDB comedies cast (2000) (2001) (2002) . We see that both models do a good job at capturing sparsity and degree distribution. However, the Caron & Fox model does not capture the locally dense structure. While simulations from our model have similar clustering coefficients to the real graphs, the Caron & Fox model has near-zero clustering coefficients. Our simulations also exhibit larger maximal cliques. While the maximal clique distribution for the IMDB dataset seems to overestimate the number of cliques, we believe this is an artifact of the data. The dataset only includes the four highest billed actors for each movie, artificially deflating clique sizes.
Partially observed graph setting
The partially observed setting offers the ability to infer a latent graph-and corresponding set of latent cliques-underlying an observed graph. Intuitively, this latent graph is likely to capture latent community-type structure. To evaluate this empirically, we modeled the NIPS co-authorship dataset described above using a partially observed model. We consider publications within the period 1999-2003, assume a shared clique parameter π, and infer hyperparameters using Metropolis-Hastings. Figure 9 shows the latent structure found (based on a single sample from the posterior).
Posterior draws for π concentrated around 0.3, robustly with respect to hyperparameter specification. Thus, roughly 70% of the edges in the inferred graph are not in the original graph. As expected-given the short period of analysis-445 out of the 516 authors in consideration belonged to only one clique, and only eleven of them to more than three. The average clique size was 10.82. Not surprisingly, the author that appeared in eight cliques was Michael Jordan. The members of these eight cliques are shown in Table 2 . It is worth mentioning that case-by-case inspection show that in some cases, inferred edges were in fact collaborations outside the period of observation.
Discussion
We have presented a new class of Bayesian nonparametric prior for graphs, based on random clique selection mechanisms, that are appropriate for many real-world graphs. We have presented some preliminary work in a modeling context; we hope to see this form of random graph-based model explored further in future.
While we base our model on the stable beta process, alternative subset selection mechanisms could be proposed. For example, a restricted stable beta IBP [Williamson et al., 2013 , Utkovski et al., 2018 could give more explicit control over the number of cliques. We leave exploration of alternative mechanisms as future work.
