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Abstract: We consider the problem of bounding large deviations for non-
i.i.d. random variables that are allowed to have arbitrary dependencies.
Previous works typically assumed a specific dependence structure, namely
the existence of independent components. Bounds that depend on the de-
gree of dependence between the observations have only been studied in
the theory of mixing processes, where variables are time-ordered. Here, we
introduce a new way of measuring dependences within an unordered set
of variables. We prove concentration inequalities, that apply to any set of
random variables, but benefit from the presence of weak dependencies. We
also discuss applications and extensions of our results to related problems
of machine learning and large deviations.
Keywords and phrases: large deviations bounds, dependent data.
1. Introduction
For a set A = {X1, . . . , Xn} of a random variables, we study the concentration
of their mean, 1n
∑n
i=1Xi. When the variables are independent, this is a well-
studied topic with numerous results, e.g. see [4]. For example, when 0 ≤ Xi ≤ 1
for each i = 1, . . . , n, Hoeffding’s inequality [16] provides the following bound
on the deviations of the sample mean from its expectation. For any t > 0:
P
[ 1
n
n∑
i=1
Xi − 1
n
n∑
i=1
E[Xi] > t
] ≤ exp(−2nt2). (1)
However, once we alleviate the independence assumption, the situation becomes
more complicated. A lot of existing research studies the case of time series, i.e.
stochastic processes with integers as index set, meaning that there is a natural
ordering inside A. For example, in [3] it is shown that if 0 ≤ Xi ≤ 1, then for
any integer µ ∈ [1, n2 ] and any t > 0 with ν = ⌊ n2µ⌋:
P
[ 1
n
n∑
i=1
Xi − 1
n
n∑
i=1
E[Xi] > t
] ≤ 4 exp(−µt2
8
) + 22µαν
√
1 +
4
t
, (2)
where αν are α-mixing coefficients of the process (a definition is given in Section
6.1). An important feature of this bound is that it reflects the strength of the
1
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dependence between the variables as measured by mixing coefficients. Unfortu-
nately, this result applies only to stochastic processes, while there are a lot of
cases when the dependent variables do not have a natural ordering, such as the
Ising model [18], where they are distributed spatially.
For general sets of random variables, most of the existing concentration re-
sults require the existence of independent components within A. For example,
the following inequality follows from Theorem 2.1 in [19]. For any t > 0:
P
[ 1
n
n∑
i=1
Xi − 1
n
n∑
i=1
E[Xi] > t
] ≤ exp(− 2nt2
χ(A) ), (3)
where χ(A) is the coloring number of the dependency graph of A (see Section 4).
A shortcoming of this bound, however, is that the dependency graph uses only
information about the independence of variables, but is oblivious to the strength
of any existing dependencies. As it was noticed in [19], results that ignore this
additional information ”can be expected to be wasteful and not give optimal
results when the dependencies that exist are weak”.
Our work combines the best features of these existing approaches. We prove
bounds that apply to general sets of random variables and, at the same time,
adjust to the strength of the dependencies between them.
Our first contribution is a suitable definition of a measure of dependence for
a set of random variables that controls how closely their joint distribution is ap-
proximated by the product distribution with the same marginals. The tightness
of this approximation and its relation to the dependency measure is the content
of our central result, Theorem 1 (Approximation Theorem) that we prove in
Section 3. Based on this result, we then prove two new concentration inequali-
ties, stated as Theorem 2 and 3 that, for example, yield the following bound. If
0 ≤ Xi ≤ 1, then for any t > 0 and any γ ≥ 0:
P
[ 1
n
n∑
i=1
Xi − 1
n
n∑
i=1
E[Xi] > t
] ≤ exp(− nt2
8χγ(A) ) + 18nγ
√
2
t
, (4)
where γ is an upper bound on the allowed weak dependencies and χγ(A) is
the coloring number of the thresholded dependency graph (the graph of all
dependencies that exceed γ). Further, we show additional consequences of the
Approximation Theorem and apply the obtained results to concrete examples
of dependent random variables.
The rest of this paper is organized as follows. We review related work in
Section 2. In Section 3 we introduce the dependency measure and prove the
Approximation Theorem. In Section 4 we go through the background on proper
covers for sets of random variables, introduce a new notion of soft covers, and
prove the concentration bounds. Some additional consequences of the Approxi-
mation Theorem are presented in Section 5. We complete the paper with appli-
cations of the derived concentration bounds to mixing processes, independent
cascade models and lattice models in Section 6.
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2. Related work
As discussed in the introduction, two directions of research are most relevant
for our result: concentration bounds for stochastic processes and concentration
bounds based on independent groups of variables.
An independent block technique, which goes back to [2], was introduced for
stochastic processes in [31] using β-mixing coefficients as a measure of depen-
dence. Other notions of mixing were also considered, for example, η-mixing in
[20] or C-mixing in [15]. Among these works, the most relevant to us are [30, 14],
where the authors prove concentration inequalities for exponentially α-mixing
processes, and, especially, [3], where an additive bound (2) with no restrictions
on the rate of mixing is established. Mixing coefficients are not the only measure
of dependence for stochastic processes, though. For example, in [22] the author
uses a pseudo spectral gap to show the concentration of Markov chains.
The existence of independent components is a widely used assumption in the
literature. For example, Stein’s method [28] can be applied to problems with
dependencies [1, 24], and also to prove concentration [7, 8]. In [25] the authors
used an assumption of k-wise independence, where one assumes independence
only for subsets of size less than k, and proved Chernoff-Hoeffding type bounds.
This was further relaxed in [17], where it was assumed that the expectation of
the product of variables of each subset is exponentially small in the size of the
corresponding subset. In [19] an inequality of Hoeffding’s type is proved relying
on the covering properties of the dependence graph. As we pointed out in the
introduction, the main limitation of these works is that they treat dependencies
in a binary way, either present or not, being oblivious to the strength of depen-
dencies. A notable exception is [9], where a bound is shown that depends on
some measure of dependence within each independent component under certain
parametric conditions on the distribution. Note that our work is orthogonal to
this: we focus on the dependence between components and we do not require
additional conditions on the distribution.
A related approach to ours was considered in [10] and [11] to prove central
limit theorems. The author extended the definition of the dependency graph
to weighted dependency graphs and used the bounds on the cumulants of the
variables as a dependency condition for variables.
3. Approximation Theorem
In this section we state and prove a new approximation theorem for dependent
random variables. First, we remind the reader of the notion of α-dependence [6].
Definition 1 (α-dependence). Let (Ω,F ,P) be a probability space. Given two
sigma algebras B and C belonging to F , the α-dependence coefficient between
them is defined as
α(B|C) = sup
B∈B,C∈C
∣∣P[B ∩ C]− P[B]P[C]∣∣ . (5)
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Consequently, the α-dependence coefficient between two random variables X and
Y is defined as
α(X |Y ) = α(σ(X)|σ(Y )), (6)
where σ(·) denotes the σ-algebra generated by the corresponding random variable.
Based on this, we introduce a new notion of α-separation of a set of random
variables.
Definition 2 (α-separation). The α-separation coefficient of a set of random
variables A = {X1, . . . , Xk} is
~α(A) = min
π∈Πk
1
k
k−1∑
i=1
α(Xπ(i)|{Xπ(i+1), . . . , Xπ(k)}), (7)
where Πk is the set of all permutations of 1, . . . , k.
For examples of α-separation, see Section 6.
An important result that lies underneath all results in this paper is the fol-
lowing new theorem that allows us to drop all of the dependencies inside a set of
random variables by constructing another set of independent random variables
that have the same marginal distributions and approximate the values of the
variables of the original set. The precision of the approximation depends on the
α-separation coefficient introduced above.
Theorem 1 (Approximation Theorem). For a set of random variables A =
{X1, . . . , Xk} with each ai ≤ Xi ≤ bi, let r(A) = max1≤i≤n |bi − ai| be the
maximum range on the variables in the set. Then there exists another set of
random variables A⋆ = {X⋆1 , . . . , X⋆k} with the following properties:
1. each X⋆i has the same marginal distribution as Xi,
2. all variables inside A⋆ are independent,
3. For any λ > 0: P
[
1
k
∑k
i=1 |Xi −X⋆i | > λ
] ≤ 18k~α(A)√ r(A)λ .
The factor k in Property 3 tells us that, for the theorem to be non-trivial,
the dependence has to be smaller than 1/k. In most situations that we consider
in the paper, the dependence coefficient is even exponentially small in k.
Proof of Theorem 1. After potentially reordering the variables inside A we can
assume that the permutation that achieves the minimum inside the definition
of α-separation coefficient in (7) is just the identity mapping. We now make
repeated use of Bradley’s result on constructing tight copies of single random
variables (Theorem 7 in the appendix). In words, for a given target variable
and a set of another variables this theorem asserts the existence of a copy that
has the same marginal distribution as the target variable and is independent
of the given set of variables; in addition, the probability that the copy deviates
from the target variable is controlled by the α-dependence between the target
and the given set. First, we define X⋆1 , as a copy of X1 that is independent of
Z1 = (X2, . . . , Xk). Second, we constructX
⋆
2 , a copy ofX2, which is independent
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of Z2 = (X
⋆
1 , X3, . . . , Xk), then, X
⋆
3 , independent of Z3 = (X
⋆
1 , X
⋆
2 , X4, . . . , Xk)
and so on. After k − 1 steps, we obtain a set A⋆ = {X⋆1 , . . . , X⋆k} with the
X⋆k = Xk.
Now we verify that these variables satisfy the conditions of the lemma. By
construction, each X⋆i has the same marginal distribution as Xi. It is also easy
to see that all constructed variables are independent:
P
[
X⋆1 ∈B1, . . . , X⋆K ∈Bk
]
= P
[
X⋆1 ∈B1, . . . , X⋆K−1∈Bk−1
]
P
[
X⋆k ∈Bk
]
= P
[
X⋆1 ∈B1, . . . , X⋆k−2∈Bk−2
]
P
[
X⋆k−1∈Bk−1
]
P
[
X⋆k ∈Bk
]
= · · · =
k∏
i=1
P
[
X⋆i ∈Bi
]
(8)
for any rectangle B1 × · · · × Bk ∈ B(Rk), where B(Rk) is the Borel sigma
algebra of Rk. In addition, at each step, the dependence of Xi on Zi is bounded
by the dependence of Xi on Xi+1, . . . , Xk. To see this, observe that any set
B ∈ B(Rk−1) can be written as a countable union of disjoint rectangles: B =⋃∞
j=1 Bj , where each Bj =
⊗k−1
m=1Bj,m with Bj,m ∈ B(R). Then, for any A ∈
B(R),
P
[
Xi ∈ A,Zi ∈ B
]
=
∞∑
j=1
P
[
Xi ∈ A,Zi ∈ Bj
]
(9)
=
∞∑
j=1
P
[
Xi ∈ A, (X⋆1 , . . . , X⋆i−1) ∈
i−1⊗
m=1
Bj,m, (Xi+1, . . . , Xk) ∈
k−1⊗
m=i
Bj,m
]
(10)
=
∞∑
j=1
P
[
(X⋆1 , . . . , X
⋆
i−1) ∈
i−1⊗
m=1
Bj,m
]
P
[
Xi ∈ A, (Xi+1, . . . , Xk) ∈
k−1⊗
m=i
Bj,m
]
.
(11)
Using the same decomposition for P
[
Zi ∈ B
]
,
P
[
Xi ∈ A,Zi ∈ B
]− P[Xi ∈ A]P[Zi ∈ B] = ∞∑
j=1
P
[
(X⋆1 , . . . , X
⋆
i−1) ∈
i−1⊗
m=1
Bj,m
]×
(12)
(
P
[
Xi ∈ A, (Xi+1, . . . , Xk) ∈
k−1⊗
m=i
Bj,m
]− P[Xi ∈ A]P[(Xi+1, . . . , Xk) ∈ k−1⊗
m=i
Bj,m
])
≤
∞∑
j=1
P
[
(X⋆1 , . . . , X
⋆
i−1) ∈
i−1⊗
m=1
Bj,m
]
α(Xi|Xi+1, . . . , Xk) ≤ α(Xi|Xi+1, . . . , Xk).
(13)
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Hence, from Theorem 7, we have for each X⋆i ,
P
[ |Xi −X⋆i | > λ] ≤ 18
√
bi − ai
λ
α(Xi|Zi) ≤ 18
√
bi − ai
λ
α(Xi|Xi+1, . . . , Xk).
(14)
And, finally, we can bound
P
[ 1
k
k∑
i=1
|Xi −X⋆i | > λ
] ≤ k∑
i=1
P
[ |Xi −X⋆i | > λ] (15)
≤ 18 1√
λ
k−1∑
i=1
α(Xi|Xi+1, . . . , Xk)
√
bi − ai (16)
= 18k~α(A)
√
r(A)
λ
. (17)
4. Concentration results
In this section we present our main application of the Approximation Theorem
to the concentration of averages of random variables. Our results rely on the
new notion of γ-independence and soft covers that allow us to identify and
manipulate subsets of random variables that are weakly dependent.
4.1. Proper covers
We start with the basic notion of covers and fractional covers for a set A of
random variables, which were formally defined, e.g., in [19].
Definition 3 (Proper cover of A). Let A be a set {X1, . . . , Xk} of random
variables.
• a set I ⊆ [k] is called independent if the corresponding random variables
{Xi, i ∈ I} are independent,
• a family {Ij} of subsets of [k] is a cover of A if ∪jIj = [k],
• a cover is proper if each set Ij in it is independent,
• χ(A) is the size of the smallest proper cover of A, i.e. the smallest m such
that [k] is the union of m independent subsets.
Definition 4 (Proper fractional cover of A). Let A be a set {X1, . . . , Xk} of
random variables.
• a family {(Ij , wj)} of pairs (Ij , wj), where Ij ⊆ [k] and wj ∈ [0, 1], is a
fractional cover of A if for all 1 ≤ i ≤ k, ∑j:i∈Ij wj ≥ 1,• a fractional cover is proper if each set Ij in it is independent,
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• χ∗(A) is the minimum of∑j wj over all proper fractional covers {(Ij , wj)}j
of A.
Note that, as observed by [19, Lemma 3.2], we can restrict ourselves to work-
ing with exact fractional covers, which for every i ∈ [k] requires ∑j:i∈Ij wj = 1
instead of the weaker condition
∑
j:i∈Ij wj ≥ 1 for non-exact fractional covers.
This is possible without loss of generality, as any fractional covers induces an
exact fractional cover.
A cover of A splits the set into subsets of independent variables so that the
union of all the subsets is the original set. The usefulness of this decomposition
is that it makes it possible to have concentration results for sets of independent
variables to be extended to sets of possibly dependent variables by i) using the
results on the smaller independent subsets and by ii) combining the so obtained
results in a global result applying for the whole family of variables.
An alternative way to get a good grasp at what a proper cover is, is to connect
it with the idea of graph coloring. We can define a dependency graph G for a
set A = {X1, . . . , Xk} as a graph with vertex set [k] and if i is not connected by
an edge to any element of a set I ⊆ [k], then Xi is independent of the variables
Xj for j ∈ I. The coloring number of this dependency graph is an upper bound
on χ(A). Similarly, there exist a notion of fractional coloring of a graph and
the corresponding fractional coloring number that provides an upper bound on
χ⋆(A).
4.2. Soft covers: beyond 0-1 dependencies
In this paper we look beyond the proper covers and allow for sets that are
interdependent, but with a controlled amount of dependence, as measured by
α-separation. By taking this route, on the contrary to what was studied in [19],
we will be able to establish results that take into account the magnitude of the
dependencies between random variables.
Definition 5 (Soft cover of A). Let A be a set of random variables and γ ≥ 0
be a threshold.
• a set I ⊆ [k] is called γ-independent if ~α(I) ≤ γ,
• a cover is called soft if each set Ij in it is γ-independent,
• χγ(A) is the size of the smallest soft cover of A for a given γ.
Analogously, we extend the definition of fractional covers.
Definition 6. Let A be a set of random variables and γ ≥ 0 a threshold.
• a fractional cover is called soft if each set Ij in it is γ-independent,
• χ⋆γ(A) is the minimum of
∑
j wj over all soft fractional covers {(Ij , wj)}j
of A for a given γ.
Similarly to the usual covers we can connect these definition to the graph
colorings of a carefully defined dependency graph. We define a thresholded de-
pendency graph Gγ for a set A = {X1 . . . , Xk} as a graph with vertex set [k]
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G
X1 X2 X3 X4 X5
α1
α2
α3
α4
α1
α2
α3
α1
α2
α1
Gγ
X1 X2 X3 X4 X5
α1
α2
α1
α2
α1
α2
α1
Fig 1. Typical graph associated with a mixing process. The nodes correspond to random
variables and the edges to dependences. The strength αi of dependence depends upon the
’distance’ i between the nodes: here, the weaker the dependence, the thinner the edge. The
graph Gγ is shown for α3 ≤ γ ≤ α2. The nodes are patterned according to the coloring.
and the edge set defined by the rule: if a node i is not connected by an edge to
any element of a set I ⊆ [k], then α(Xi|Xj, j ∈ I) ≤ γ. Then any set that is
independent in the graph theoretical sense corresponds to a γ-independent set
of random variables. Consequently, the χγ for such a set can be bounded by the
coloring number of Gγ and a similar observation holds for fractional covers. As
an example of an advantage that this relaxation brings, let us consider a mixing
process of length 5 as depicted in the Figure 1. The numbers αi, which represent
the strength of dependencies, are formally defined in the Section 6.1. As the de-
pendency graph for this process is a complete graph, its coloring number is the
maximum possible, that is 5. However, we would like it to be as small as possible
as the coloring number 1 corresponds to an independent set. Any γ between α2
and α3 gives us the thresholded graph Gγ , which now has a chromatic number
of 3, as there are three independent sets: {1, 4}, {2, 5} and {3}.
4.3. The concentration
Having established the dependence measure and the notion of coverings, we
present a number of concentration bounds that take the strength of the de-
pendence into account. We state the results for covers and fractional covers
separately, since the proof for the latter uses an additional approximation step
that leads to an additional term in the bound
Theorem 2. Let A = {X1, . . . , Xn} be a set of random variable with ai ≤ Xi ≤
bi for some ai, bi ∈ R. Then, for any threshold γ > 0, t > 0 and λ < t
P
[ 1
n
n∑
i=1
Xi − 1
n
n∑
i=1
E[Xi] > t
] ≤ exp(− 2n2(t− λ)2
χγ(A)
∑n
i=1(bi − ai)2
) + 18nγ
√
r(A)
λ
.
(18)
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The parameter λ in Theorem 2 provides a trade-off between two terms of the
upper bound. In applications we always use λ = t/2.
Theorem 3. Fix a set of random variables A = {X1, . . . , Xn}, with ai ≤ Xi ≤
bi for some ai, bi ∈ R. Then for any threshold γ > 0, t > 0 and λ < t
P
[ 1
n
n∑
i=1
Xi − 1
n
n∑
i=1
E[Xi] > t
] ≤ exp(− n2(t− λ)2
2χ⋆γ(A)
∑n
i=1(bi − ai)2
) (19)
+ exp(− n
2(t− λ)2
2
∑n
i=1(bi − ai)2
) + 18nγ
√
r(A)
λ
.
This can be further upper bounded by a less tighter expression
P
[ 1
n
n∑
i=1
Xi− 1
n
n∑
i=1
E[Xi] > t
] ≤ 2 exp(− n2(t− λ)2
2χ⋆γ(A)
∑n
i=1(bi − ai)2
)+18nγ
√
r(A)
λ
.
(20)
Note that the same results hold for the P
[∑
i∈AXi −
∑
i∈A E[Xi] < −t
]
.
Obviously, the case γ = 0 brings us back to the setting of [19], recovering its
bounds up to constants.
Proof of Theorem 2. Without loss of generality, we assume that E[Xi] = 0 for
all i. We start by fixing a covering {Ij} of Γ(γ) and constructing another set
of random variables, {X⋆1 , . . . , X⋆n}, by applying Theorem 1 to each set Ij in
the covering. By construction, the variables corresponding to each set Ij are
independent.
We introduce events Ej =
{
1
|Ij |
∑
i∈Ij |Xi −X⋆i | < λ
}
and note that P
[
Ecj
]
is bounded by
18|Ij|~α(Ij)
√
r(A)√
λ
and therefore by
18|Ij|γ
√
r(A)√
λ
. For E =
⋂
j Ej
we get
P
[ 1
n
n∑
i=1
Xi > t
]
= P
[ 1
n
n∑
i=1
Xi > t ∧E
]
+ P
[ 1
n
n∑
i=1
Xi > t ∧ Ec
]
(21)
≤ P[ 1
n
n∑
i=1
Xi − 1
n
n∑
i=1
X⋆i > t−
1
n
n∑
i=1
X⋆i ∧ E
]
+ P
[
Ec
]
(22)
≤ P[λ > t− 1
n
n∑
i=1
X⋆i ∧ E
]
+
∑
j
P
[
Ecj
]
(23)
≤ P[ 1
n
n∑
i=1
X⋆i > t− λ
]
+
18nγ
√
r(A)√
λ
. (24)
We get the statement of the theorem by applying Theorem 2.1 of [19] to the
first summand.
Proof of Theorem 3. The proof of theorem relies on the same construction as
in Theorem 2, but with an additional approximation step to account for the
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fact that we will construct several copies of the same variable. As before, we
assume that E[Xi] = 0 for all i. We start by fixing the fractional cover of A,
{Ij, wj}. For each variable Xi we construct a number of different copies, X⋆i,j ,
using Theorem 1 in a such way that for a fixed j, {X⋆i,j, i ∈ Ij} are independent.
Moreover, from the proof of Theorem 1 from (14), for each i, j we know that
P
[ ∣∣Xi −X⋆i,j∣∣ > λ] ≤ 18√ bi−aiλ αi,j , where αi,j is the corresponding dependence
coefficient for the optimal ordering inside Ij . Since we consider exact fractional
covers, we know that for any i,
∑
j:i∈Ij wj = 1 and we can use this to define
random variables Ji that take the index of the sets from the cover that Xi
belongs to with probability wj . Note that we can require those variables to be
independent from each other and from all other random variables we consider.
Finally, we define our final approximations X˜i = X
⋆
i,Ji
. The first thing to observe
is that
P
[∣∣Xi − X˜i∣∣ > λ] = ∑
j:i∈Ij
wjP
[ ∣∣Xi −X⋆i,j∣∣ > λ] ≤ 18√
λ
∑
j:i∈Ij
wjαi,j
√
bi − ai.
(25)
As before, we define events Ei = {|Xi− X˜i| ≤ λ} (but now individually for each
variable) and E =
⋂n
i=1 Ei. Now we have,
P
[ 1
n
n∑
i=1
Xi > t
] ≤ P[ 1
n
n∑
i=1
X˜i > t− λ
]
+
n∑
i=1
P
[
Eci
]
. (26)
For the first summand we have the following inequality
P
[ 1
n
n∑
i=1
X˜i > t− λ
]
(27)
≤ P[ 1
n
n∑
i=1
X˜i − 1
n
n∑
i=1
∑
j:i∈Ij
wjX
⋆
i,j >
t− λ
2
]
+ P
[ 1
n
n∑
i=1
∑
j:i∈Ij
wjX
⋆
i,j >
t− λ
2
]
.
(28)
For fixed X⋆i,j ’s the first term in (28) can be bounded using the Hoeffding’s
inequality for Ji as they are independent. The second term is bounded by The-
orem 2.1 of [19] (skipping the first step of the proof of the theorem). The last
thing that is left to do is to bound the second summand in (26). For it we have
n∑
i=1
P
[
Eci
] ≤ 18√
λ
n∑
i=1
∑
j:i∈Ij
wjαi,j
√
bi − ai (29)
≤ 18
√
r(A)√
λ
∑
j
wj |Ij |~α(Ij) (30)
≤ 18
√
r(A)γ√
λ
∑
j
wj |Ij | = 18
√
r(A)nγ√
λ
. (31)
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4.4. Lower bound
The goal of this section is to show that the additive linear dependence in The-
orems 2 and 3 is unavoidable. For this, we demonstrate a lower bound for the
concentration in terms of the α-separation coefficient.
Theorem 4. For even n and for any integer t ∈ [0, n8 ] and γ ∈ [0, 14n ], there
exists a distribution over a set A = {X1, . . . , Xn} with each Xi being a Bernoulli
random variable with parameter 12 with ~α(A) = γ, such that
P
[ n∑
i=1
Xi − n
2
≥ t] ≥ 1
15
e−16t
2/n + 4n~α(A) 1
2n
(
n− 1
n
2 + t− 1
)
. (32)
The proof can be found in the appendix.
For comparison, we apply Theorem 2 to the variables in the Theorem 4 with
λ = t2 and for the case, when we drop all the dependencies at the same time:
P
[ n∑
i=1
Xi − n
2
> t
] ≤ e− t22n + 18√2n~α(A) 1√
t
. (33)
We observe that both right hand sides have the same structure, thereby con-
firming that the dependence on the coefficient in Theorem 2 is of the right order.
Moreover, even the seemingly complicated term gn(t) =
1
2n
(
n−1
n
2
+t−1
)
is a lower
bound on the 1√
t
, since
(
n−1
n
2
+t−1
) ∼ 2ne−2t2/n√
πn/2
and, hence, gn(t) ∼ e−2t
2/n√
πn/2
≤ 1√
n
<
1√
t
.
5. Other consequences of the Approximation Theorem
In this section we present two other consequences of the Approximation Theorem
that can be of independent interest.
5.1. Lp-Distance for approximations
The goal of this section is to provide bounds on the Lp-distance between the
original set of variables and the approximating set. We formulate this as the
following corollary of Theorem 1.
Corollary 1. For a multivariate random variable X = (X1, . . . , Xk) with each
ai ≤ Xi ≤ bi, the approximation X⋆ = (X⋆1 , . . . X⋆k), where X⋆i are constructed
according to Theorem 1, satisfies for any p ∈ [1,∞)
‖X −X⋆‖p ≤ r(A)
(
18p
p− 1/2~α(A)
) 1
p
. (34)
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Proof. Without loss of generality, we assume that the optimum at the definition
of α-separation coefficient is achieved by the identity mapping. Then we have
E[|Xi −X⋆i |p] = p
∫ ∞
0
tp−1P
[ |Xi −X⋆i | > t]dt (35)
= p
∫ r(A)
0
tp−1P
[ |Xi −X⋆i | > t]dt (36)
≤ p
∫ r(A)
0
tp−1
18α(Xi|Xi+1, . . . , Xn)
√
r(A)√
t
dt (37)
= 18pα(Xi|Xi+1, . . . , Xn)r(A)p
∫ 1
0
tp−3/2dt (38)
=
18pα(Xi|Xi+1, . . . , Xn)r(A)p
p− 1/2 . (39)
Hence, we can conclude that
‖X −X⋆‖p =
(
E[
k∑
i=1
|Xi −X⋆i |p]
) 1
p
≤
(
18p~α(A)r(A)p
p− 1/2
) 1
p
. (40)
5.2. Concentration of variance
In this section we study the concentration of functions of dependent random
variables and, as an example, we prove a concentration bound on the variance.
For a set A = {X1, . . . , Xn} and a function f : R → R, we define the set
f(A) = {f(X1), . . . , f(Xn)}. An important fact is that ~α(f(A)) ≤ ~α(A), which
follows from the definition of the α-dependence. Therefore, the concentration
bounds for f(A) can be stated in terms of the dependence characteristics of the
original set.
Corollary 2. For any set A = {X1, . . . , Xn} and function f : R → R, such
that ai ≤ f(Xi) ≤ bi for some ai, bi ∈ R. Then, for any t > 0,
P
[ 1
n
n∑
i=1
f(Xi)− 1
n
n∑
i=1
E[f(Xi)]
] ≤ exp(− 2n2(t− λ)2
χγ(A)
∑n
i=1(bi − ai)2
)+18nγ
√
r(f(A))
λ
.
(41)
As a consequence, we can prove a concentration bound on the estimator of
the variance.
Theorem 5. Let A = {X1, . . . , Xn} be a set of random variables, where all
Xi take values in [0, 1] and have the same mean µ and variance σ
2. We define
µˆ = 1n
∑n
i=1Xi and σˆ
2 = 1n
∑n
i=1(Xi − µˆ)2. Then, for any t > 0,
P
[
σˆ2 − σ2 > t] ≤ 2 exp(−n(t− λ)2
8χγ(A) ) +
36nγ√
λ
. (42)
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Proof. First, we notice that σˆ2 = 1n
∑n
i=1X
2
i −µˆ2 and σ = E[X21 ]−µ2. Therefore,
P
[
σˆ2 − σ2 > t] ≤ P[ 1
n
n∑
i=1
X2i − E[X21 ] >
t
2
]
+ P
[
µˆ2 − µ2 > t
2
]
(43)
≤ P[ 1
n
n∑
i=1
X2i − E[X21 ] >
t
2
]
+ P
[
µˆ− µ > t
4
]
. (44)
We apply Corollary 2 for the first summand and Theorem 2 for the second.
5.3. Supremum of Lipschitz functions
This example illustrates an extension to the concentration of different functions
of the sample. In particular, we consider the supremum over a class of Lipschitz
functions. The expressions of this type appear, e.g., in machine learning theory
and can be used to prove Rademacher complexity bounds [26].
We give an example using the regular covers to simplify the presentation.
The analogous result can be shown for the fractional covers as well. For a set
A = {X1, . . . , Xk}, an optimal soft cover {Ij} with threshold γ and a function
class F define
Rγ = 1
n
∑
j
E⊗

sup
f∈F
∑
i∈Ij
(f(Xi)− E[Xi])

 , (45)
where E⊗ means that the expectation is taken with respect to the distribution
constructed as a product of marginals, i.e. treating each variable as independent.
The next theorem shows that the supremum of Lipschitz functions concentrates
around the Rγ .
Theorem 6. Let F ⊂ {f : R→ [0, B] : |f(x)− f(y)| ≤ L |x− y|} be a set of
L-Lipschitz functions. For a fixed set of random variables A = {X1, . . . , Xn}
introduce
Φ(A) = sup
f∈F
1
n
n∑
i=1
(f(Xi)− E[f(Xi)]). (46)
Then for any threshold γ > 0 and t ∈ [0, B]
P
[
Φ(A)−Rγ > t
] ≤ exp(− nt2
2χγ(A)B2 ) + 18γn
√
2Lr(A)
t
. (47)
Proof. For the proof we take the setA⋆ = {X⋆1 , . . . , X⋆1} constructed as in Theo-
rem 2. The proof follows by observing that Φ(A) ≤ Φ(A⋆)+supf∈F 1n
∑n
i=1(f(Xi)−
f(X⋆i )) and, hence, for any 0 < λ < t
P
[
Φ(A) −Rγ > t
] ≤ P[Φ(A⋆)−Rγ > t− Lλ]+ 18γn
√
r(A)
λ
. (48)
We can further upper bound Φ(A⋆) ≤ 1n
∑
j supf∈F
∑
i∈Ij (f(X
⋆
i )−E[Xi]) and
then the proof follows from Theorem 2 of [29] and by setting λ = t2L .
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(a)
(b)
X1 X2 X3 X4 X5 X6 X7 X8 X9 X10 X11 X12 X13 X14
Fig 2. A difference between (a) the splits of a standard independent block technique and (b)
ours. Observations patterned the same way are assigned to the same block. Observations with
no pattern are not assigned to anything (discarded by the method (a)).
6. Applications
In this section we present three applications of our analysis to different examples
of dependent random variables. For simplicity, we use only regular covers and
Theorem 2. Analogous results for fractional covers can be achieved by use of
Theorem 3.
6.1. Mixing processes
In this section we assume thatX1, X2, . . . is a realization of a stationary stochas-
tic process, where stationarity means that for all j ≥ 1 the vector (X1, . . . , Xj)
has the same distribution as (Xi+1, . . . , Xi+j) for all i ≥ 0. The following α-
mixing coefficients are traditionally used to quantify the dependence between
the past and the future of the process [6].
αk = sup
j≥1
α(X1, . . . , Xj |Xj+k, . . . ). (49)
A process is called α-mixing if αk vanishes in the limit.
The most popular approach to deal with dependencies in mixing processes
is an independent block technique [31] that approximates the process with a
sequence of independent blocks. It is important to note that these independent
blocks are understood as being independent of each other.
In this section we introduce a different construction based on blocks of vari-
ables. The blocks we use have orthogonal characteristics to the classical ones:
variables are independent within the blocks, not across them, but dependences
can exist between blocks. The difference is illustrated in the Figure 2. In (a)
we can see the split made by an independent block technique. The observations
are split into contiguous blocks and the blocks are separated from each other by
a required gap (2 in this example). Consequently, to achieve small dependence
between the blocks, the construction ignores around the half of the observations.
In our construction, (b), we put all observations in one block that are separated
by a given margin. Thereby, we achieve the small dependence within each block.
Formally, we divide a sample of size n into ν blocks of length µ, such that
each block includes variables separated by margin ν, i.e. the j-th block is
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Aj = (Xj , Xj+ν , . . . , Xj+(µ−1)ν). The first thing to note is that the α-separation
coefficients of these blocks are related to the α-mixing coefficients, namely
~α(Aj) ≤ αν and therefore χαν ≤ ν. Using Theorem 2 with γ = αν and λ = t/2,
we get the following concentration inequality
Corollary 3. Let X1, . . . , Xn be a realization of a stationary stochastic process
with Xi ∈ [0, 1]. Then for t ∈ [0, 1]
P
[ 1
n
n∑
i=1
Xi − E[X1] > t
] ≤ exp(−µt2
2
) +
18
√
2√
t
nαν . (50)
Similar results were proven specifically for stationary processes using the
independent block technique. For example, Theorem 1.3 from [3] states that
for a process with Xi ∈ [0, 1] for each integer µ ∈ [1, n2 ] and each t > 0 with
ν = ⌊ n2µ⌋:
P
[ 1
n
n∑
i=1
Xi − E[X1] > t
] ≤ 4 exp(−µt2
8
) + 22
√
1 +
4
t
µαν . (51)
We can see that both bounds have the same functional form. Therefore, Theorem
2 can be seen as a generalization of existing concentration results from mixing
processes to general sets of random variables.
6.2. Lattice models
Lattice models are used extensively in physics to study different aspects of
statistical mechanics, most notably the phenomenon of phase transitions. For a
formal definition, we consider σ, a configuration of spins indexed by Zd, where
each σz ∈ {±1} for any site z ∈ Zd. Fixing a finite domain ∆ ⊆ Zd, we use a
Hamiltonian function H : {±1}∆ → R+ to define the distribution on the set of
configurations over ∆ as
P
[
σ
]
=
e−βH(σ)∑
σ′∈{±1}∆ e−βH(σ
′)
, (52)
with a parameter β > 0 called the inverse temperature. One example is the Ising
model, in which neighboring sites are encouraged to have the same sign, by the
choice H(σ) =
∑
i,j∈Zd:‖i−j‖=1 σiσj with some fixed boundary condition.
There is a vast literature on the correlations between different sites and
their relation to the site distances. For different Hamiltonians and different
temperature regimes the correlations decrease with different rates. We consider
the situations, when the rate is exponential, which is true, for example, for
the very general setting with low enough inverse temperature, e.g. [27, Theo-
rem V.2.1]. Formally, this means that for any sites z1, . . . , zk ∈ ∆ such that
min{‖z1 − z2‖1 , . . . , ‖z1 − zk‖1} ≥ D:∣∣∣∣∣E
[ k∏
i=1
σzi
]
− E
[
σz1
]
E
[ k∏
i=2
σzi
]∣∣∣∣∣ ≤ g(k)e−λD, (53)
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where g(k) is some polynomial of k and λ > 0 is a constant that can depend on
the inverse temperature.
The following lemma bounds the α-separation coefficient between spins in a
lattice model using the above bound on their correlations.
Lemma 1. Assume a lattice model that fulfills the condition (53). Then, for
any set of sites z1, . . . , zk ∈ ∆ with the property that ‖zi − zj‖1 ≥ D for all
i 6= j, we have the following bound with f being a polynomial function
~α({σz1 , . . . , σzk}) ≤ f(k)e−λD. (54)
Proof. We consider a vector a ∈ {±1}k and rewrite the following probability:
P
[
σz1 = a1, . . . , σzk = ak
]
=
∑
σ:σ|z=a e
−βH(σ)∑
σ e
−βH(σ) =
∑
σ
1
2k
p(σ, a)e−βH(σ)∑
σ e
−βH(σ) , (55)
where σ|z = (σz1 , . . . , σzk) and p(σ, a) =
∏k
i=1(1 + aiσzi). In words,
1
2k
p is a
polynomial of σ that equals 1 when σ|z = a and that vanishes otherwise. We can
rewrite p(σ, a) as 1 +
∑
i aiσzi +
∑
i<j aiajσziσzj + · · ·+
∏k
i=1 aiσzi . Therefore,
we can continue (55) as:
=
1
2k
(1 +
∑
i
aiE[σzi ] +
∑
i<j
aiajE[σziσzj ] + · · ·+
[ k∏
i=1
ai
]
E[
k∏
i=1
σzi ]). (56)
Using the same argument, we can rewrite P
[
σz1 = a1
]
and P
[
σz2 = a2, . . . , σzk =
ak
]
to get
P
[
σz1 = a1
]
P
[
σz2 = a2, . . . , σzk = ak
]
(57)
=
1
2k
(1 +
∑
i
aiE[σzi ] +
∑
1<i<j
aiajE[σziσzj ] +
∑
1<i
a1aiE[σz1 ]E[σzi ] (58)
+ · · ·+
[ k∏
i=1
ai
]
E[σz1 ]E[
k∏
i=2
σzi ]). (59)
Combining both expressions together, we get∣∣P[σz1 = a1, . . . , σzk = ak]− P[σz1 = a1]P[σz2 = a2, . . . , σzk = ak]∣∣ (60)
≤ 1
2k
(
∑
1<i
|E[σz1 ]E[σzi ]− E[σz1σzi ]|+
∑
1<i<j
∣∣E[σz1 ]E[σziσzj ]− E[σz1σziσzj ]∣∣
(61)
+ · · ·+
∣∣∣∣∣E[σz1 ]E[
k∏
t=2
σzt ]− E[
k∏
t=1
σzt ]
∣∣∣∣∣) ≤ 12k h1(k)e−λD (62)
for some polynomial h1.
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-2,-2
-2,-1
-2,0
-2,1
-2,2
-1,-2
-1,-1
-1,0
-1,1
-1,2
0,-2
0,-1
0,0
0,1
0,2
1,-2
1,-1
1,0
1,1
1,2
2,-2
2,-1
2,0
2,1
2,2
Fig 3. A division of a lattice into 5 groups with the distance at least 3 within each group.
Each group is represented by a pattern.
Now we can bound the α-separation coefficient. We start with α(σz1 |σz2 , . . . , σzk).
For any sets A ⊆ {±1} and B ⊆ {±1}k−1:
P
[
σz1 ∈ A, (σz2 , . . . , σzk) ∈ B
]− P[σz1 ∈ A]P[(σz2 , . . . , σzk) ∈ B] (63)
=
∑
a1∈A,b∈B
P
[
σz1 = a, σz2 = b1 . . . , σzk = bk−1
]− P[σz1 = a]P[σz2 = b1, . . . , σzk = bk−1]
(64)
≤ 2k 1
2k
h(k)e−λD = h1(k)e−λD. (65)
Hence, the supremum over those sets, α(σz1 |σz2 , . . . , σzk), is also bounded by
h1(k)e
−λD. The same argument holds for other α-dependencies, so we can con-
clude that
~α({σz1 , . . . , σzk}) ≤
1
k
k−1∑
i=1
α(σzi |σzi+1 , . . . , σzk) ≤
1
k
k−1∑
i=1
hi(k−i+1)e−λD = f(k)e−λD.
(66)
As an example of an application of Theorem 2, we give a concentration bound
for the average magnetization over ∆ ⊆ Z2. For example, let us take a square set
∆ with side length L, meaning that n = L2. Fix some integer ν and divide the
variables inside the square into χ groups, G1, . . . ,Gχ, such that the ℓ1 distance
between each element inside the group is exactly ν. The number of such groups,
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χ, is related to the coloring number of a corresponding distance graph with a set
{1, . . . , ν} over Z2. For the definitions and overview of the existing bounds on
such coloring numbers we refer, for example, to [23]. An example of a covering
is given in the Figure 3. Then, from Lemma 1, we get that ~α(Gi) ≤ g˜(ν)e−λν
for each i. Theorem 2 then yields a concentration bound on the magnetization
inside ∆
P
[ 1
n
∑
z∈∆
σz − E[ 1
n
∑
z∈∆
σz ] > t
] ≤ exp(−2t2n/χ) + f(n) exp(−λν), (67)
for some polynomial f .
6.3. Independent cascade model
As another example of a setting with small dependencies, we consider an inde-
pendent cascade model [12, 13], as it is commonly used in the study of influence
or disease propagation. Consider, for example, a spread of machine failures in a
computer network. Each particular machine can fail at some point in time for
reasons that are independent of other machines. Afterwards, this may cause a
failure of the machines that are connected to the first one, for example, if they
do a common computation. Then each of the failed machines can also cause a
failure of its neighbors and so on. The quantities of interest are the final number
of failures or the network structures that can minimize the spread of failures.
Mathematically, the model consists of a graph G with vertex set [n], where
each vertex i has a binary random variable Yi associated with it. The distribu-
tion of the variables is defined as a result of the following process. First, each
variable takes a value 1 (”fires”) independently with probability q and 0 other-
wise. Afterwards, the process proceeds in steps: at each step, each variable that
fired in the last step has a chance to propagate along each of its outgoing edges
to change the value of the neighboring variable. If the neighboring variable is
1, then nothing happens. If it is 0, then with probability p it changes to 1. The
process stops when no variable has been switched at the last step. Then each
Yi is defined to be the final value at node i after the propagation process stops.
In the appendix we prove the following bound on the α-separation coefficients
for the particular case of a graph G, a chain.
Lemma 2. For any index set I ⊆ [n] let d(I) be the smallest distance in G
between any two vertices in I. Then for a chain graph G, for any set I and
0 ≤ p < 14
~α(I) ≤ |I|2((4p)d(I) + 3pd(I)). (68)
Based on the behaviour of this bound we propose the following conjecture
for any graph structure.
Conjecture 1. For any graph G and any set I
~α(I) ≤ C(cp)d(I), (69)
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where c is a numerical constant and C depends only on the structure of G and
is a polynomial in the size of I.
The dependency graph H of Yi’s is a complete graph. However, assuming the
conjecture is true, for the thresholded graph Hγ for γ = Cp
d for some integer d
have only edges between variables that have distance less than d in the graph G
(similarly to the example in the Section 4.2, but now for arbitrary graphs). For
a fixed d, let χd be the coloring number of Hγ with γ = C(cp)
d. Then Theorem
2 would allow us the following concentration bound on the average number of
fired events in the independent cascade model. For any integer d:
P
[ 1
n
n∑
i=1
(Yi − E[Yi]) > t
] ≤ exp(−2t2n/χd) + Cn(cp)d. (70)
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7. Appendix
In the proof of Theorem 2 we use the following theorem from [5], which allows
to construct a tight copy of a single variable.
Theorem 7 (Theorem 3 from [5]). Suppose X ∈ Rd and Y ∈ R are two random
variables. Suppose λ > 0 and 1 ≤ q ≤ ∞, such that λ ≤ ‖Y ‖q <∞. Then there
exists a real-valued random variable Y ⋆, such that
1. Y ⋆ is independent of X,
2. Y ⋆ and Y has the same distribution, and
3. P
[ |Y − Y ⋆| ≥ λ] ≤ 18(‖Y ‖qλ )q/(2q+1) (α(X |Y ))2q/(2q+1).
Proof of Theorem 4. We construct the distribution by directly assigning prob-
abilities to each elementary outcome. Let ω ∈ {0, 1}n and X = (X1, . . . , Xn).
Then for a fixed ε ∈ [0, 1] (to be set later) we define
P
[
X = ω
]
=
1
2n
+ s(ω)
ε
2n
, (71)
where we define s(w) = 1 if
∣∣n
2 + t−
∑n
i=1 ωi
∣∣ is even and s(ω) = −1 otherwise.
First, we need to check that it is a valid probability distribution. For each ω,
P
[
X = ω
] ∈ [0, 1], because ε ∈ [0, 1], and
∑
ω
P
[
X = ω
]
=
n∑
k=0
(
n
k
)(
1
2n
+ (−1)k ε
2n
)
(72)
= 1 +
ε
2n
n∑
k=0
(
n
k
)
(−1)k = 1, (73)
where the last equality follows from the identity
∑n
k=0
(
n
k
)
(−1)k = 0.
In addition, we need to verify the marginal distributions of Xi’s. Introduce
Gk = {ω ∈ {0, 1}n |
∑n
i=1 ωi = k or
∑n
i=1 ωi = n− k}. We observe that if we
take all ω within Gk, then there is the same number of zeros and ones in the
i’th coordinate, meaning that the events {Xi = 0} and {Xi = 1} get the same
probability mass within each Gk, because each ω within Gk has the same prob-
ability. Since the sets Gk, 0 ≤ k ≤ n2 , form a partition of {0, 1}n, the events{Xi = 0} and {Xi = 1} get the same probability mass, that is 12 , on the whole
space.
Moreover, each set of Xi’s of size less than n is independent. Because of
symmetry, we establish this fact for Xk, . . . , Xn for some k > 1. For any ω ∈
{0, 1}n−1
P
[
(X2, . . . , Xn) = ω
]
= P
[
X = (0, ω)
]
+ P
[
X = (1, ω)
]
(74)
=
1
2n−1
+
ε
2n
(s(0, ω) + s(1, ω)) (75)
=
1
2n−1
=
n∏
i=2
P
[
Xi = ωi
]
, (76)
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because s(0, ω) = −s(1, ω) by definition of the function s.
Our next step is to compute the sequential α-separation coefficient for the
defined distribution. Since our distribution is completely symmetric, the order
does not matter and we can consider the natural ordering. First, we observe
that α(Xk|Xk+1, . . . , Xn) = 0 for k > 1, because of the independence property
proven above. Recall that
α(Xk|Xk+1, . . . , Xn) (77)
= sup
Bk⊆{0,1}
B⊆{0,1}n−k
∣∣P[Xk ∈ Bk, (Xk+1, . . . , Xn) ∈ B]− P[Xk ∈ Bk]P[(Xk+1, . . . , Xn) ∈ B]∣∣ .
(78)
For fixed Bk, B, we can rewrite the probabilities inside the absolute value as∑
ωk∈Bk,ω∈B
(P
[
(Xk, . . . , Xn) = (ωk, ω)
]− P[Xk = ωk]P[(Xk+1, . . . , Xn) = ω]) = 0.
(79)
We can also compute α(X1|X2, . . . , Xn):
α(X1|X2, . . . , Xn) (80)
= sup
B1⊆{0,1},B⊆{0,1}n−1
∣∣∣∣∣∣
∑
ω1∈B1,ω∈B
(P
[
X = (ω1, ω)
]− P[X1 = ω1]P[(X2, . . . , Xn) = ω])
∣∣∣∣∣∣
(81)
= sup
B1⊆{0,1},B⊆{0,1}n−1
∣∣∣∣∣∣
∑
ω1∈B1,ω∈B
(
1
2n
+ s(ω1, ω)
ε
2n
− 1
2n
)
∣∣∣∣∣∣ (82)
=
ε
2n
sup
B1⊆{0,1},B⊆{0,1}n−1
∣∣∣∣∣∣
∑
ω1∈B1,ω∈B
s(ω1, ω)
∣∣∣∣∣∣ . (83)
Now we need to compute the last supremum. It can not be achieved for B1 = ∅
and B1 = {0, 1}, since the expression under the supremum equals to 0 in those
cases. Then we have only two cases left, B1 = {0} and B1 = {1}, and they
achieve the same value as s(0, ω) = −s(1, ω). Therefore, we are left to compute
sup
B⊆{0,1}n−1
∣∣∣∣∣
∑
ω∈B
s(ω)
∣∣∣∣∣ . (84)
To achieve the supremum, the set B needs to contain all ω with the property
that
∑n−1
i=1 ωi have the same parity (so that we include only the summands with
the same sign). Again, it does not matter which parity we choose, because
∑
i odd
(
n− 1
i
)
=
∑
i even
(
n− 1
i
)
= 2n−2. (85)
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The final expression for the α-dependence of our variables is ~α(A) = ε4n and we
can set ε = 4nγ.
Next, we turn to the lower bound,
P
[
X¯ ≥ n
2
+ t
]
=
n∑
k= n
2
+t
P
[
X¯ = k
]
(86)
=
n∑
k= n
2
+t
∑
ω:
∑
i ωi=k
P
[
X = ω
]
(87)
=
1
2n
n∑
k=n
2
+t
(
n
k
)
+
ε
2n
n∑
k=n
2
+t
(
n
k
)
(−1)I[|n2+t−k| is odd] (88)
=
1
2n
n∑
k=n
2
+t
(
n
k
)
+
ε
2n
(
n− 1
n
2 + t− 1
)
, (89)
where in the last line we used the fact that
∑n
k=0
(
n
k
)
(−1)k = 0 and∑mk=0 (nk)(−1)k =
(−1)m(n−1m ). Now the first term in (89) can be lower-bounded as in the proof
of Proposition 7.3.2 in [21], which gives us the final result:
P
[
X¯ ≥ n
2
+ t
] ≥ 1
15
e−16t
2/n +
4n~α(A)
2n
(
n− 1
n
2 + t− 1
)
. (90)
Proof of Lemma 2. Let us first fix our notations. Each vertex i of G is connected
to its neighbors i−1 and i+1, except for 1 and n, which are connected only to 2
and n−1 respectively. Let Xi be the state of the variables after the initial draw.
Also, for each vertex i define two random variables Li and Ri, which control
the propagation, i.e. each Li and Ri take value 1 with probability p and zero
otherwise. In addition, recursively define axillary variables Ai = Xi+Li+1Ai+1
with Ln+1 = 0 and An+1 = 0. Similarly, let Bi = Xi + Ri−1Bi−1 with R0 = 0
and B0 = 0. Then we define the final state variables Yi as min{1, Ai +Bi}.
Denote the elements of I as i1, . . . , ik, with the indices being sorted in
the ascending order. To prove the lemma it is enough to prove the bound
for some order of indices and we will go from left to right, i.e. we focus on
~α(Yi1 |{Yi2 , . . . , Yik}). Moreover, it is enough to bound∣∣P[Yi1 = 0, . . . , Yik = 0]− P[Yi1 = 0]P[Yi2 = 0, . . . , Yik = 0]∣∣ . (91)
For this we rewrite the events for any i
{Yi = 0} = {Ai = 0, Bi = 0} (92)
= {Xi = 0, Li+1Ai+1 = 0, Ri−1Bi−1 = 0}, (93)
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A useful observation is that we can rewrite some of the events as follows, for
any i, j,
{Li+1Ai+1 = 0, Lj+1Aj+1 = 0} = {∀i+ 1 ≤ k ≤ j − 1, Xk
k−i∏
t=1
Li+t = 0, Lj+1Aj+1 = 0}.
(94)
The same can be done for {Ri−1Bi−1 = 0, Rj−1Bj−1 = 0}. Let C1 = {∀i1+1 ≤
k ≤ i2−1, Xk
∏k−i1
t=1 Li1+t = 0} and C2 = {∀i1+1 ≤ k ≤ i2−1, Xk
∏i2−k
t=1 Ri2−t =
0}. Then
P
[
Yi1 = 0, . . . , Yik = 0
]
(95)
= P
[
Xi1 = 0, Xi2 = 0, C1, C2, Ri1−1Bi1−1 = 0, Li2+1Ai2+1 = 0, Yi3 = 0, . . . , Yik = 0
]
.
Let us introduce another version of Bi’s as B˜i = Xi +Ri−1B˜i−1 for i ≥ i2 with
B˜i2 = 0. Using those we can define Y˜i = min{1, Ai + B˜i} and observe that
{Ri2−1Bi2−1 = 0, Yi3 = 0, . . . , Yik = 0} = {Ri2−1Bi2−1 = 0, Y˜i3 = 0, . . . , Y˜ik = 0},
(96)
which is very convenient, because Y˜i’s are independent of all random variables
with the indices less than i2.
Using all above we can decompose the probabilities as follows.
P
[
Yi1 = 0, . . . , Yik = 0
]
= P
[
Xi1 = 0
]
P
[
Xi2 = 0
]
P
[
Ri1−1Bi1−1 = 0
]
P
[
C1, C2
]
(97)
× P[Li2+1Ai2+1 = 0, Y˜i3 = 0, . . . , Y˜ik = 0].
P
[
Yi1 = 0
]
= P
[
Xi1 = 0
]
P
[
Li1+1Ai1+1 = 0
]
P
[
Ri1−1Bi1−1 = 0
]
. (98)
P
[
Yi2 = 0, . . . , Yik = 0
]
(99)
= P
[
Xi2 = 0
]
P
[
Ri2−1Bi2−1 = 0
]
P
[
Li2+1Ai2+1 = 0, Y˜i3 = 0, . . . , Y˜ik = 0
]
.
Then we have the following inequality.∣∣P[Yi1 = 0, . . . , Yik = 0]− P[Yi1 = 0]P[Yi2 = 0, . . . , Yik = 0]∣∣ (100)
≤ ∣∣P[C1, C2]− P[Li1+1Ai1+1 = 0]P[Ri2−1Bi2−1 = 0]∣∣ . (101)
Further, introduce EL =
∏i2−i1
t=1 Li1+t and ER =
∏i2−i1
t=1 Ri2−t and observe
that all P
[
EL = 0, ER = 1
]
, P
[
EL = 1, ER = 0
]
and P
[
EL = 1, ER = 1
]
are
bounded by pi2−i1 . And we can further upper bound
≤ ∣∣P[C1, C2] − P[Li1+1Ai1+1 = 0]P[Ri2−1Bi2−1 = 0]∣∣ (102)
≤ ∣∣P[C1, C2, EL = 0, ER = 0]− P[Li1+1Ai1+1 = 0, EL = 0]P[Ri2−1Bi2−1 = 0, ER = 0]∣∣
+ 3pi2−i1 , (103)
where we decomposed all of the probabilities over the events with EL and
ER and used the above-mentioned upper bounds on the probability for some
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of them. Now we introduce the elementary outcomes ωL, ωR ∈ {0, 1}i2−i1 ,
where ωL is an assignment of L = (Li1+1, . . . , Li2) and ωR is an assignment
of R = (Ri1 , . . . , Ri2−1). Also, denote by |(ωL, ωR)| a number of ones on the
both vectors, i.e.
∑i2−i1
k=1 ωL(k)+
∑i2−i1
k=1 ωR(k). Then we can continue bounding
(103) by
|
∑
ωL,ωR
(P
[
C1, C2, EL = 0, ER = 0, L = ωL, R = ωR
]
(104)
− P[Li1+1Ai1+1 = 0, EL = 0, L = ωL]P[Ri2−1Bi2−1 = 0, ER = 0, R = ωR])|+ 3pi2−i1
≤ |
∑
ωL,ωR
|(ωL,ωR)|<j−i
(P
[
C1, C2, EL = 0, ER = 0, L = ωL, R = ωR
]
(105)
− P[Li1+1Ai1+1 = 0, EL = 0, L = ωL]P[Ri2−1Bi2−1 = 0, ER = 0, R = ωR])|
(106)
+ 22(i2−i1)pi2−i1 + 3pi2−i1 ,
where the last line follows from the fact that if |(ωL, ωR)| < i2− i1, then P
[
L =
ωL, R = ωR
] ≤ pi2−i1 . Now let us take a closer look at the event C1 = ∩j−1k=i+1Dk
with Dk = {Xk
∏k−i1
t=1 Li1+t = 0}. When L = ωL, then either
∏k−i1
t=1 Li1+t = 0
(and Dk can be excluded from the intersection) or
∏k−i1
t=1 Li1+t = 1, in which
case Dk can be replaced with {Xk = 0}. Moreover, in the second case, since
|(ωL, ωR)| < j − i, we know for sure that
∏i2−k
t=1 Ri2−t = 0, meaning that the
corresponding event can be excluded from C2. The same considerations apply
to C2. Therefore, for given (ωL, ωR) with |(ωL, ωR)| < i2 − i1, each C1 and C2
decompose into intersection of events {Xk = 0} with no index k repeated twice.
Then it follows that both probabilities in (105) decompose into the product of
the same multiples and cancel each other out.
From this we can conclude that ~α(Yi1 |{Yi2 , . . . , Yik}) ≤ k((4p)i2−i1+3pi2−i1) ≤
k((4p)d(I) + 3pd(I)) and, consequently, α(I) ≤ k2((4p)d(I) + 3pd(I)).
