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On the Computation of the Third Order Terms of
the Series Defining the Center Manifold for Systems
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Abstract
When studying a general system of delay differential equation with
a single constant delay, we encounter a certain lack of uniqueness in
determining the coefficient of one of the third order terms of the series
defining the center manifold. We solve this problem by considering a
perturbation of the considered problem, perturbation that allows us to
remove the singularity. The result generalizes a similar result obtained
for scalar differential equations (J. Dyn. Diff. Eqns., 24/2012).
Keywords: delay differential systems of equations, dynamical sys-
tems, center manifold, degenerate Hopf bifurcation, Bautin bifurca-
tion.
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1 Introduction
We consider an equation of the form
x˙(t) = f(x(t), x(t− r)), (1)
where x : [−r, T ) → Rn, f : D ⊂ R2n → Rn, (0, 0) ∈ D ⊂ R2n, D open,
f(0, 0) = 0, r > 0.We assume f ∈ Ck(D), k > 3. We attach to this equation
an initial condition of the form
x(s) = φ(s), s ∈ [−r, 0], (2)
with φ : [−r, 0]→ Rn a continuous function.
Since x(t) = 0 is a solution (an equilibrium) of (1), we consider the
linearized of the equation around this solution
x˙(t) = Ax(t) + Bx(t− r), (3)
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where A, B ∈ Mn×n(R). Thus, eq. (1) may be written as
x˙(t) = Ax(t) + Bx(t− r) + f̂(x(t), x(t− r)), (4)
f̂ being the nonlinear part of f .
The characteristic equation attached to (3) is
det(λI −A− e−λrB) = 0. (5)
Hypothesis H. We assume that (5) has a pair of pure imaginary complex
conjugate solutions λ1,2 = ±ωi, with ω > 0, and all other eigenvalues have
negative real part. We also assume that the eigenvalues λ1,2 are simple, (i.e.
each of them has an one-dimensional corresponding eigenspace).
Under this hypothesis, it is known that an invariant manifold, called
center manifold, exists in a certain function space that will be defined below.
The dimension of the invariant manifold is two, it is the graph of a function
depending on two complex conjugated scalar variables. The reduction of the
problem to this manifold allows some bifurcations studies to be performed,
when the problem depends also upon some parameters.
In order to find an approximation of the reduced to the center manifold
problem, an approximation of the center manifold is required. This is ob-
tained by considering the series of powers of the function defining the center
manifold, and by computing (using a method that will be recalled in Section
2), the first coefficients of this series.
When one arrives to the third order terms, one sees that a singularity
occurs, i.e. the system of algebraical equations determining a certain value
of the coefficient of z2z has singular matrix. In this situation either the
problem has an infinity of solutions, or it has no solution at all.
We show that our problem has an infinity of solutions (Section 3) and we
present a method to select a significant solution from among them (Section
4). A similar problem was solved for the case of a single differential delay
equation (n = 1) in [5].
We must add that the knowledge of the third order terms of the cen-
ter manifold series is necessary for the study of degenerate Hopf bifurcation
(when the problem presents one varying parameter) or Bautin bifurcation
(when the problem presents two varying parameters) - see, for a scalar equa-
tion, [6].
2 Preliminaries
In this section the center manifold is defined and the method of approx-
imating it is recalled. These are basic well-known ideas, but we recall them
for the completeness of the paper.
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2.1 The center manifold
This subsection relies on [2], [3], [1]. In order to define the center mani-
fold, we need the space
B = {ψ : [−r, 0] 7→ Rn | ψ continuous on [−r, 0] } ,
and its complexification BC = B + iB, both with sup norm.
The eigenfunctions corresponding to λ1,2 = ±ωi (see hypothesis H) are
the elements of BC given by ϕ1,2(s) = ϕ1,2(0)e
±ωis, where ϕ1,2(0) are solu-
tions of
(±ωiI −A− e∓ωirB)ϕ1,2(0) = 0. (6)
We consider the subspace of BC defined byM = Span{ϕ1, ϕ2} (ϕ1,2 are col-
umn vectors). In [2], [3] a projector P : BC →M is defined, and by setting
N = (I −P)BC , we have BC =M⊕N . We review here the construction of
this projector. The adjoint equation (associated to the linear equation (3))
is defined as
y˙(s) = −Ay(s)− By(s + r). (7)
The corresponding characteristic equation is
det(λI + A + Beλr) = 0,
that, obviously has, together with eq. (5), the solutions ±ωi.
The corresponding eigenfunctions are ψ1(ζ) = ψ1(0)e
−ωiζ , ψ2(ζ) = ψ2(0)e
ωiζ ,
ζ ∈ [0, r] where ψj(0) are row vectors, solutions of the vectorial equations
ψ1,2(0)(∓ωiI + A + Be
∓ωir) = 0. (8)
The following bilinear form is defined ([2], [3]) on C([0, r],Cn)× BC
〈ψ,ϕ〉 = ψ(0)ϕ(0) +
∫ 0
−r
ψ(ζ + r)Bϕ(ζ)dζ, (9)
where ψ is a row vector and ϕ is a column vector.
Linear combinations of the functions ψj, j = 1, 2, denoted by
Ψi, i = 1, 2 are then constructed, such that 〈Ψi, ϕj〉 = δij . For this, the ma-
trix E = (eij)1≤i,j≤2, with eij = 〈ψi, ϕj〉, is computed (see the Appendix).
We obtain Ψ1(ζ) = Ψ1(0)e
−ωiζ , with
Ψ1(0) =
1
ψ1(0)ϕ1(0) + ψ1(0)Bϕ1(0)e−ωrir
ψ1(0).
The projector defined ([2], [3]) on BC , with values in M is given by
P(φ) = 〈Ψ1, φ〉ϕ1 + 〈Ψ2, φ〉ϕ2, φ ∈ BC .
3
In the hypothesisH above, it is proved [3] that a local invariant manifold,
called the center manifold, exists, that is a smooth manifold, tangent to the
space M at the point x = 0 and being the graph of a function w(·) defined
on a neighborhood of zero in M with values in N . Since all eigenvalues
different of λ1,2 have strictly negative real part, the trajectory of any point
that does not lie on the center manifold approaches, when t→∞, the center
manifold.
In order to approximate the center manifold, the function
w(u, u) := w(uϕ1 + uϕ2) is written as a series of powers u and u,
w(u, u) =
∑
i+j≥2
1
i!j!
wi,ju
iuj, (10)
where for each i, j, wi,j ∈ BC , hence it is a vectorial function on [−r, 0].
2.2 Computation of the coefficients wi,j
The vectorial functions wi,j of (10) are determined by using the following
relation [8], [7], [4] that is a consequence of the invariance of the center
manifold.
∂
∂s
∑
j+k≥2
1
j!k!
wj,k(s)u
juk =
∑
j+k≥2
1
j!k!
gj,ku
jukϕ1(s)+ (11)
+
∑
j+k≥2
1
j!k!
gj,ku
jukϕ2(s) +
∂
∂t
∑
j+k≥2
1
j!k!
wj,k(s)u
juk.
From this, differential equations for each wj,k are obtained, by matching the
terms of degree j in u and of degree k in u. To determine the integration
constants, the following relation is used:
d
dt
∑
j+k≥2
1
j!k!
wj,k(0)u
juk+
∑
j+k≥2
1
j!k!
gj,ku
jukϕ1(0)+
∑
j+k≥2
1
j!k!
gj,ku
jukϕ2(0) =
(12)
= A
∑
j+k≥2
1
j!k!
wj,k(0)u
juk + B
∑
j+k≥2
1
j!k!
wj,k(−r)u
juk +
∑
j+k≥2
1
j!k!
fj,ku
juk.
3 The system for w2,1(−r), w2,1(0)
By matching, in (11) and (12), the terms that contain u2u, we get the
system of differential equations and the set of conditions for w2,1. These are
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dds
w2,1(s) = ωiw2,1(s) + g2,1ϕ1(0)e
ωis + g1,2ϕ2(0)e
−ωis + 2w2,0(s)g1,1+
+w1,1(s)g2,0 + 2w1,1(s)g1,1 + w0,2(s)g0,2,
(that is a system of n equations) and the n conditions:
ωiw2,1(0)+2w2,0(0)g1,1+w1,1(0)g2,0+2w1,1(0)g1,1+w0,2(0)g0,2+g2,1ϕ1(0)+g1,2ϕ2(0) =
= Aw2,1(0) + Bw2,1(−r) + f2,1.
From these we obtain the system of equations for w21(0) and w21(−r)
(vectorial equations):
− e−ωirw2,1(0)+w2,1(−r) = −g2,1re
−ωirϕ1(0)+
i
2ω
g1,2(e
ωir− e−ωir)ϕ2(0)−
(13)
−2g1,1e
−ωir
∫ 0
−r
w2,0(θ)e
−ωiθdθ − (g2,0 + 2g1,1)e
−ωir
∫ 0
−r
w1,1(θ)e
−ωiθdθ−
−g0,2e
−ωir
∫ 0
−r
w0,2(θ)e
−ωiθdθ,
−(ωiI−A)w2,1(0)+Bw2,1(−r) = g2,1ϕ1(0)+g1,2ϕ2(0)−f2,1+2g1,1w2,0(0)+
+ (g2,0 + 2g1,1)w1,1(0) + g0,2w0,2(0). (14)
The matrix of this system is the 2n×2n matrix (below, “ I ” is the n×n
identity matrix) (
−e−ωirI I
−(ωiI−A) B
)
.
We denote the right hand side of (13) by R1 and the right hand side of
(14) by R2. We multiply the vectorial equation (13) to the left by B and, by
subtracting the second equation from the first we get the system
(ωiI−A− Be−ωir)w21(0) = BR1 −R2. (15)
Since ωi is an eigenvalue for our problem, the determinant of the matrix of
the above system is equal to zero. Hence, at this moment, we don’t know
whether the system has solutions or not. The following result solves this
problem.
Proposition 3.1. The system of equations (15) has solutions.
Proof. Since −ωi is a simple eigenvalue, the matrix
M = ωiI−A− Be−ωir
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has an one-dimensional kernel. The same is true for the matrix
(ωiI−A−Be−ωir)T . The kernel of this latter matrix is spanned by Ψ1(0)
T ,
since we have
Ψ1(0)(ωiI −A− Be
−ωir) = 0.
For a n× n matrix M the equality R(M) = (N (MT ))⊥ holds (where R
is the range and N is the null space of the matrices in brackets). Hence,
in order to prove that system (15) has solutions, we show that BR1 −R2 is
orthogonal on N
(
(ωiI−A− Be−ωir)T
)
, that is
Ψ1(0)(BR1 −R2) = 0. (16)
We prove this by showing that the following relations hold:
Ψ1(0)
(
−g2,1re
−ωirBϕ1(0) − g2,1ϕ1(0) + f2,1
)
= 0; (R1a)
Ψ1(0)
(
i
2ω
g1,2Bϕ1(0)(e
ωir − e−ωir)− g1,2ϕ1(0)
)
= 0; (R1b)
Ψ1(0)
(
−2g1,1e
−ωirB
∫ 0
−r
w2,0(θ)e
−ωiθdθ − 2g1,1w2,0(0)
)
= 0; (R2)
Ψ1(0)
(
−(g2,0 + 2g1,1)e
−ωirB
∫ 0
−r
w1,1(θ)e
−ωiθdθ − (g2,0 + 2g1,1)w1,1(0)
)
= 0;
(R3)
Ψ1(0)
(
g0,2e
−ωir − B
∫ 0
−r
w0,2(θ)e
−ωiθdθ − g0,2w0,2(0)
)
= 0. (R4)
We prove these relations one by one.
(R1a). This can be written as
−g2,1re
−ωirΨ1(0)Bϕ1(0)− g2,1Ψ1(0)ϕ1(0) + g2,1 = 0.
If g2,1 = 0, then the relation is satisfied, if g2,1 6= 0, we divide by g2,1 and
obtain
−re−ωirΨ1(0)Bϕ1(0) −Ψ1(0)ϕ1(0) + 1 = 0,
that we rewrite as
Ψ1(0)ϕ1(0) + Ψ1(0)Bϕ1(0)
∫ 0
−r
e−ωi(ζ+r)eωiζdζ = 1.
But this is the true relation
〈Ψ1, ϕ1〉 = 1.
6
Relation (R1b) leads, after dividing it by g1,2 (assumed non-null) to
Ψ1(0)ϕ1(0) +
i
2ω
Ψ1(0)Bϕ1(0)(e
−ωir − eωir) = 0
that can be written as
Ψ1(0)ϕ1(0) + Ψ1(0)Bϕ1(0)
∫ 0
−r
(e−ωi(ζ+r)e−ωiζ)dζ = 0
this last being equivalent to
〈Ψ1, ϕ1〉 = 0,
that holds true.
Relations (R2)-(R4). If g1,1 = 0, then relation (R2) holds. We assume
g1,1 6= 0. We also assume g2,0 + 2g1,1 6= 0 and g0,2 6= 0.
After dividing with the assumed non-zero coefficients, relations (R2)-
(R4) have the form:
Ψ1(0)
(
−e−ωirB
∫ 0
−r
wjk(θ)e
−ωiθdθ − wjk(0)
)
= 0;
that can be written as
Ψ1(0)wjk(0) +
∫ 0
−r
Ψ1(0)e
−ωi(θ+r)Bwjk(θ)dθ = 0
(j, k ≥ 0, j + k = 2) that is
〈Ψ1, wj,k〉 = 0,
that holds true, since each of the functions wj,k belongs to the complemen-
tary of M. Hence all relations (R2) - (R4) are proved.
By adding the five relations proved we obtain (16) and the conclusion of
our Proposition follows. ✷
4 How to compute w2,1(0)
Now, in order to solve the system for w2,1(0), we use the following ideas.
We take the vector v1 = Ψ1(0)
T /|Ψ1(0)|, and we complete it to a orthonor-
mal basis in Cn, B = {v1, v2, ..., vn} (column vectors).
We write the system Mw2,1(0) = BR1 −R2 in the basis B.
Thus,we set xj = w2,1(0) · vj (the coordinates of w2,1(0) with respect to
B), and we obtain the system in the new basis (the “·” represents the scalar
product in the space of n dimensional column vectors):
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

(v1 ·Mv1)x1 + (v1 ·Mv2)x2 + ...+ (v1 ·Mvn)xn = v1 · (BR1 −R2),
(v2 ·Mv1)x1 + (v2 ·Mv2)x2 + ...+ (v2 ·Mvn)xn = v2 · (BR1 −R2),
...
(vn ·Mv1)x1 + (vn ·Mv2)x2 + ...+ (vn ·M)vnxn = vn · (BR1 −R2).
Since Ψ1(0)M = 0 (here 0 is a row vector), we have v1 ·Mvj = 0 for any
j = 1, ..., n and since v1 · (BR1 − R2) = 0, the first equation is identically
satisfied, hence we can not use it.
We assumed that the eigenvalues ±ωi are simple, hence the rank of the
matrix M is n− 1, and the system of n− 1 equations obtained by removing
the first equation can be solved with respect to n − 1 variables. Thus only
the first equation is responsible for the singularity of the problem.
In order to remove this singularity, as in the scalar case, we consider a
perturbation of our problem, of the form
x˙(t) = Aǫx(t) + Bǫx(t− r) + f̂(x(t), x(t− r)), (17)
where Aǫ, Bǫ depend smoothly enough on ǫ > 0, lim
ǫց0
Aǫ = A, lim
ǫց0
Bǫ = B,
and they are chosen such that, for small enough ǫ, the linearized problem
attached to (17) admits the eigenvalues λǫ1,2 = µǫ ± ωǫi, with µǫ > 0, while
all other eigenvalues have negative real part.
It follows that lim
ǫց0
µǫ = 0, lim
ǫց0
ωǫ = ω.
Since µǫ > 0, the problem (17) admits an unstable manifold, tangent to
the space Mǫ spanned by the two eigenfunctions corresponding to the two
eigenvalues λǫ1,2, i.e. ϕǫ1,2(s) = ϕǫ1,2(0)e
(µǫ±iωǫ)s.
This unstable manifold is the graph of a function wǫ defined on Mǫ and
with values in a subspace Nǫ of BC , such that BC =Mǫ ⊕Nǫ.
Now, as in Section 2 for the non-perturbed problem, the following math-
ematical objects are constructed [1]:
-the adjoint of the linear equation and its eigenfunctions i.e. the functions
ψǫ1(s) = ψǫ1(0)e
−λǫs, ψǫ2(s) = ψǫ1(0)e
−λǫs, s ∈ [0, r];
-the corresponding bilinear form, denoted also by 〈 · , · 〉 given by
〈ψ,ϕ〉 = ψ(0)ϕ(0) +
∫ 0
−r
ψ(ζ + r)Bǫϕ(ζ)dζ.
We find the functions Ψǫ1, Ψǫ2, such that 〈Ψǫi , ϕǫj〉 = δi,j (see the Ap-
pendix). The projector Pǫ : BC →Mǫ, is defined by
Pǫ(φ) = 〈Ψǫ1, φ〉ϕ1 + 〈Ψǫ2, φ〉ϕ2.
We set Nǫ = (I −Pǫ)(BC). Note that
〈Ψǫj, wǫ〉 = 0, j = 1, 2.
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since wǫ takes values in Nǫ.
The problem reduced to the unstable manifold is [1]
dv
dt
= λǫv +Ψǫ1(0)f˜(vϕǫ1 + vϕǫ2 + wǫ(vϕǫ1 + vϕǫ2)). (18)
We consider the function
wǫ(v, v) := wǫ(vϕǫ1 + vϕǫ2)
and we write:
wǫ(v, v) =
∑
i+j≥2
1
i!j!
wǫi,jv
ivj.
As in the non-perturbed case, the coefficients wǫi,j are found by solving dif-
ferential equations coming from relations similar to (11), (12) with wj,k, gj,k, ...
replaced by wǫj,k, gǫj,k, ....
The equation for wǫ2,1 is
dwǫ2,1(s)
ds
= (2λǫ+λǫ)wǫ2,1(s)+gǫ2,1ϕǫ1(0)e
λǫs+gǫ1,2ϕǫ1(0)e
λǫs+2wǫ2,0(s)gǫ1,1+
+wǫ1,1(s)gǫ2,0 + 2wǫ1,1(s)gǫ1,1 + wǫ0,2(s)gǫ0,2,
while the condition to determine the integration constant is
(2λǫ+λǫ)wǫ2,1(0)+2wǫ2,0(0)g11+wǫ1,1(0)gǫ2,0+2wǫ1,1(0)gǫ1,1+wǫ0,2(0)gǫ0,2+
+gǫ2,1ϕǫ1(0) + gǫ1,2ϕǫ1(0) = Aǫwǫ2,1(0) + Bǫwǫ2,1(−r) + fǫ2,1.
By integrating the differential equation above between −r and 0, we find
the system of equations for wǫ2,1(−r), wǫ2,1(0) :
−e−(2λǫ+λǫ)rwǫ2,1(0)+wǫ2,1(−r) =
−1
λǫ + λǫ
gǫ2,1ϕǫ1(0)(e
−λǫr−e−(2λǫ+λǫ)r)−
(19)
−
1
2λǫ
gǫ1,2ϕǫ1(0)(e
−λǫr−e−(2λǫ+λǫ)r)−2gǫ1,1e
−(2λǫ+λǫ)r
∫ 0
−r
wǫ2,0(θ)e
−(2λǫ+λǫ)θdθ−
−(gǫ2,0 + 2gǫ1,1)e
−(2λǫ+λǫ)r
∫ 0
−r
wǫ1,1(θ)e
−(2λǫ+λǫ)θdθ−
−gǫ0,2e
−(2λǫ+λǫ)r
∫ 0
−r
wǫ0,2(θ)e
−(2λε+λǫ)θdθ,
(
Aǫ − 2λǫI− λǫI
)
wǫ2,1(0) + Bǫwǫ2,1(−r) = gǫ2,1ϕ1(0) + gǫ1,2ϕ1(0)− fǫ2,1+
(20)
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+2wǫ2,0(0)g11 + wǫ1,1(0)gǫ2,0 + 2wǫ1,1(0)gǫ1,1 + wǫ0,2(0)gǫ0,2.
As in the scalar case, we can easily prove the following result.
Proposition 4.1. When ǫ→ 0, the coefficients of system (19)-(20) tend
to the coefficients of system (13)-(14).
The proof repeats the ideas of the proof of the similar assertion from the
scalar problem, in [5], hence we skip it.
We now denote the right-hand side of the two equations by Rǫ1, Rǫ2,
respectively. As in the non-perturbed case, we multiply the first vectorial
equation at the left by Bǫ and we subtract the second vectorial equation
from the such modified first equation.
The matrix of the obtained n× n system is
Mǫ = −Bǫe
−(2λǫ+λǫ)r −Aǫ + 2λǫI + λǫI, (21)
and the system has the form:
Mǫwǫ2,1(0) = BǫRǫ1 −Rǫ2. (22)
Its matrix, Mǫ, has determinant different of zero because otherwise the
number 2λǫ + λǫ would be an eigenvalue, with real part equal to 3µǫ, that
contradicts the fact that all eigenvalues have real part ≤ µǫ.
Now we construct a basis, Bǫ, of orthonormal vectors in C
n, containing
the vector vǫ1 = Ψǫ1(0)
T /|Ψǫ1(0)| (column vectors).
The vectors of this basis, vǫj, j = 2, ..., n, should be chosen such that
limǫ→0 vǫj = vj, where vj are the vectors of the basis B from the non-
perturbed case. We express the system of equations (22) as

(vǫ1 ·Mǫvǫ1)x1 + (vǫ1 ·Mǫvǫ2)x2 + ...+ (vǫ1 ·Mǫvǫn)xn = vǫ1 · (BǫRǫ1 −Rǫ2),
(vǫ2 ·Mǫvǫ1)x1 + (vǫ2 ·Mǫvǫ2)x2 + ...+ (vǫ2 ·Mǫvǫn)xn = vǫ2 · (BǫRǫ1 −Rǫ2),
...
(vǫn ·Mǫvǫ1)x1 + (vǫn ·Mǫvǫ2)x2 + ...+ (vǫn ·Mǫvǫn)xn = vǫn · (BǫRǫ1 −Rǫ2).
The way we chose the vectors ensures us that, when ǫ → 0, the above
system tends to the one obtained for ǫ = 0. Now we shall treat the first
equation of this system. First we prove
Proposition 4.2. For any ǫ > 0, we have
Ψǫ1(0)Mǫ = µǫh1(ǫ),
Ψǫ1(0)(BǫRǫ1 −Rǫ2) = µǫh2(ǫ),
where the functions hj, j = 1, 2 have finite limit for ǫ→ 0.
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Proof. By using the fact that Ψǫ1(0) is an eigenvalue for the perturbed
problem, i.e.
Ψǫ1(0)(λǫI−Aǫ − Bǫe
−λǫr) = 0,
we have
Ψǫ1(0)Mǫ = Ψǫ1(0)(−Bǫe
−(2λǫ+λǫ)r −Aǫ + 2λǫI + λǫI) =
= Ψǫ1(0)
(
−Bǫe
−(2λǫ+λǫ)r + Bǫe
−λǫr + λǫI + λǫI
)
=
= Ψǫ1(0)
(
Bǫe
−λǫr
(
1− e−2µǫr
)
+ 2µǫI
)
=
= Ψǫ1(0)
(
Bǫe
−λǫr2µǫr
(
1−
2µǫr
2!
+
(2µǫr)
2
3!
+ ...
)
+ 2µǫI
)
=
= 2µǫΨǫ1(0)
[
Bǫe
−λǫrr
(
1−
2µǫr
2!
+
(2µǫr)
2
3!
+ ...
)
+ I
]
.
By denoting
h1(ǫ) = 2Ψǫ1(0)
[
Bǫe
−λǫrr
(
1−
2µǫr
2!
+
(2µǫr)
2
3!
+ ...
)
+ I
]
and remarking that
lim
ǫ→0
h1(ǫ) = 2Ψ1(0)
(
Be−ωirr + I
)
,
we obtain the first assertion of the Proposition.
Now, in order to treat the term BǫRǫ1 − Rǫ2, inspired by the proof of
Proposition 3.1, we write
Ψǫ1(0)(BǫRǫ1 −Rǫ2) = Eǫ1a + Eǫ1b +Eǫ2 + Eǫ3 + Eǫ4,
where
Eǫ1a =
−gǫ2,1
λǫ + λǫ
Ψǫ1(0)Bǫϕǫ1(0)(e
−λǫr−e−(2λǫ+λǫ)r)−gǫ2,1Ψǫ1(0)ϕǫ1(0)+gǫ2,1,
Eǫ1b =
−gǫ1,2
2λǫ
Ψǫ1(0)Bǫϕǫ1(0)(e
−λǫr − e−(2λǫ+λǫ)r)− gǫ1,2Ψǫ1(0)ϕǫ1(0),
Eǫ2 = −2gǫ1,1e
−(2λǫ+λǫ)rΨǫ1(0)Bǫ
∫ 0
−r
wǫ2,0(θ)e
−(2λǫ+λǫ)θdθ−2gǫ1,1Ψǫ1(0)wǫ2,0(0),
Eǫ3 = −(gǫ2,0 + 2gǫ1,1)e
−(2λǫ+λǫ)rΨǫ1(0)Bǫ
∫ 0
−r
wǫ1,1(θ)e
−(2λǫ+λǫ)θdθ−
−(gǫ2,0 + 2gǫ1,1)Ψǫ1(0)wǫ1,1(0),
Eǫ4 = −gǫ0,2e
−(2λǫ+λǫ)rΨǫ1(0)Bǫ
∫ 0
−r
wǫ0,2(θ)e
−(2λε+λǫ)θdθ−gǫ0,2Ψǫ1(0)wǫ0,2(0).
11
Eǫ1a. We have
Eǫ1a = −gǫ21Ψǫ1(0)Bǫϕǫ1(0)
∫ 0
−r
e−λǫ(s+r)e(2λǫ+λǫ)sds−gǫ21Ψǫ1(0)ϕǫ1(0)+gǫ21.
We consider the function ρǫ(s) = ϕǫ1(0)e
(2λǫ+λǫ)s, s ∈ [−r, 0] and remark
that
Eǫ1a = gǫ21(1− 〈Ψǫ1 , ρǫ〉).
But we know that 1 = 〈Ψǫ1, ϕǫ1〉, and, substituting this above, we find
Eǫ1a = gǫ21(〈Ψǫ1, ϕǫ1〉 − 〈Ψǫ1, ρǫ〉) = gǫ21〈Ψǫ1, ϕǫ1 − ρǫ〉,
and
ϕǫ1(s)− ρǫ(s) = ϕǫ1(0)
(
eλǫs − e(2λǫ+λǫ)s
)
= eλǫs
(
1− e2µǫs
)
ϕǫ1(0) =
= −2µǫs e
λǫs
(
1 +
2µǫs
2!
+
(2µǫs)
2
3!
+ ...
)
ϕǫ1(0). (23)
The series in the paranthesis converges uniformly and its sum is a bounded
function on [−r, 0]. We see that
lim
ǫ→0
Eǫ1a/µǫ = g21〈Ψ1, ρ〉,
where ρ(s) = −2seλsϕ1(0).
Now we pass to Eǫ1b.
Eǫ1b =
−gǫ1,2
2λǫ
Ψǫ1(0)Bǫϕǫ1(0)(e
−λǫr − e−(2λǫ+λǫ)r)− gǫ1,2Ψǫ1(0)ϕǫ1(0) =
= −gǫ1,2
[
Ψǫ1(0)ϕε1(0) + Ψǫ1(0)Bǫϕε1(0)e
−(2λǫ+λǫ)r 1
−2λǫ
(1− e2λǫr)
]
=
= −gǫ1,2
[
Ψǫ1(0)ϕε1(0) + Ψǫ1(0)Bǫϕε1(0)
∫ 0
−r
e−(2λǫ+λǫ)(s+r)eλǫsds
]
.
We define the function ηǫ(ζ) = Ψǫ1(0)e
−(2λǫ+λǫ)ζ , ζ ∈ [0, r] and get
Eǫ1b = −gǫ1,2〈ηǫ, ϕǫ2〉.
Since 〈Ψǫ1, ϕǫ2〉 = 0, we have
−〈ηǫ, ϕǫ2〉 = 〈Ψǫ1, ϕǫ2〉 − 〈ηǫ, ϕǫ2〉 = 〈Ψǫ1 − ηǫ, ϕǫ2〉,
and
Ψǫ1(ζ)−ηǫ(ζ) = Ψǫ1(0)
(
e−λǫζ − e−(2λǫ+λǫ)(ζ)
)
= Ψǫ1(0)e
−λǫζ(1−e−(λǫ+λǫ)ζ) =
12
= Ψǫ1(0)e
−λǫζ2µǫζ(1−
2µǫζ
2!
+
(2µǫζ)
2
3!
+ ...).
Hence
lim
ǫ→0
Eǫ1b/µǫ = gǫ1,2〈η, ϕǫ2〉,
where η(ζ) = 2ζe−ωiζΨ1(0), ζ ∈ [0, r].
E2 − E4. We define
α2,0 := −2gǫ1,1, α1,1 := −gǫ2,0 − 2gǫ1,1, α0,2 := −gǫ0,2.
The expressions Ei, i = 2, 3, 4, can be written as
αj,k
(
Ψǫ1(0) · wǫj,k(0) + Ψǫ1(0) · Bǫ
∫ 0
−r
e−(2λǫ+λǫ)(s+r)wǫj,k(s)ds
)
= αj,k〈ηǫ, wǫj,k〉,
where j, k > 0, j + k = 2.
We know that
〈Ψǫ1, wǫj,k〉 = 0,
and we may write
〈ηǫ, wǫj,k〉 = 〈ηǫ, wǫj,k〉 − 〈Ψǫ1, wǫj,k〉 = 〈ηǫ −Ψǫ1, wǫj,k〉,
and
ηǫ(ζ)−Ψǫ1(ζ) = Ψǫ1(0)(e
−(2λǫ+λǫ)ζ − e−λǫζ) = Ψǫ1(0)e
−λǫζ
[
e−2µǫζ − 1
]
=
= −2µǫζe
−λǫζ
(
1−
2µǫζ
2!
+
(2µǫζ)
2
3!
− ...
)
Ψǫ1(0).
Hence
lim
ǫ→0
〈ηǫ, wǫj,k〉/µǫ = −〈η, wj,k〉.
From the above equalities we see that
lim
ǫ→0
(Eǫ2+Eǫ3+Eǫ4)/µǫ = 2g1,1〈η,w2,0〉+(g2,0+2g1,1)〈η,w1,1〉+g0,2〈η,w0,2〉.
Finally, we have, by setting h2(ǫ) = Ψǫ1(0) · (BǫRǫ1 −Rǫ2)/µǫ,
lim
ǫ→0
h2(ǫ) = g21〈Ψ1, ρ〉+g1,2〈η, ϕ2〉+2g1,1〈η,w2,0〉+(g2,0+2g1,1)〈η,w1,1〉+g0,2〈η,w0,2〉,
where
ρ(s) = −2seωisϕ1(0), s ∈ [−r, 0], (24)
η(ζ) = 2ζe−ωiζΨ1(0), ζ ∈ [0, r]. (25)
This proves the second affirmation of the Proposition.✷
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The proof of Proposition 4.2 allows us to assert
Theorem 4.1 The value in zero of the function w2,1 is given by
w2,1(0) = x1v1 + x2v2 + ...+ xnvn,
where v1 = Ψ1(0)
T /|Ψ1(0)|, the set of vectors v1, ..., vn is an orthonormal
basis of Cn and x1, ..., xn are solutions of the system

(Ψ1(0)M˜v1)x1 + (Ψ1(0)M˜v2)x2 + ...+ (Ψ1(0)M˜vn)xn = R˜,
(v2 ·Mv1)x1 + (v2 ·Mv2)x2 + ...+ (v2 ·Mvn)xn = v2 · (BR1 −R2),
...
(vn ·Mv1)x1 + (vn ·Mv2)x2 + ...+ (vn ·M)vnxn = vn · (BR1 −R2),
with M˜ = 2
(
Be−ωirr + I
)
, M = ωiI−A− Be−ωir,
R˜ = g21〈Ψ1, ρ〉+g1,2〈η, ϕ2〉+2g1,1〈η,w2,0〉+(g2,0+2g1,1)〈η,w1,1〉+g0,2〈η,w0,2〉,
Ψ1(ζ) = [ψ1(0)ϕ1(0) + ψ1(0)Bϕ1(0)e
−ωrir]−1 e−ωiζψ1(0),
ρ(s) = −2seωisϕ1(0), s ∈ [−r, 0], and η(ζ) = 2ζe
−ωiζΨ1(0), ζ ∈ [0, r].
Once w2,1(0) known, w2,1(−r) is computed from (13).
5 Appendix
I. We compute here the matrix E with elements eij = 〈ψi, ϕj〉.
e11 = 〈ψ1, ϕ1〉 = ψ1(0)ϕ1(0) + ψ1(0)Bϕ1(0)
∫ 0
−r
e−(ζ+r)ωieζωidζ =
= ψ1(0)ϕ1(0) + ψ1(0)Bϕ1(0)e
−ωrir.
e21 = 〈ψ2, ϕ1〉 = ψ2(0)ϕ1(0) + ψ2(0)Bϕ1(0)
∫ 0
−r
e(ζ+r)ωieζωidζ =
= ψ2(0)ϕ1(0) + ψ2(0)Bϕ1(0)e
ωri 1
2ωi
(1− e−2ωir) =
= ψ2(0)ϕ1(0) +
1
2ωi
(ψ2(0)Be
ωriϕ1(0) − ψ2(0)Be
−ωriϕ1(0)).
In the expression above, we use (8) to eliminate ψ2(0)Be
ωriϕ1(0) and (6) to
eliminate ψ2(0)Be
−ωriϕ1(0). We get
e21 = ψ2(0)ϕ1(0)+
1
2ωi
(−ψ2(0)ωiϕ1(0) − ψ2(0)Aϕ1(0)− ψ2(0)ωiϕ1(0) + ψ2(0)Aϕ1(0)) =
14
= ψ2(0)ϕ1(0)− ψ2(0)ϕ1(0) = 0.
For e12, as for e21, we find
e12 = 0.
Then
e22 = 〈ψ2, ϕ2〉 = ψ2(0)ϕ2(0) + ψ2(0)Bϕ2(0)
∫ 0
−r
e(ζ+r)ωie−ζωidζ =
= ψ2(0)ϕ2(0) + ψ2(0)Bϕ2(0)e
ωrir,
Now, by using(
Ψ1
Ψ2
)
= E−1
(
ψ1
ψ2
)
=
1
detE
(
e22 0
0 e11
)(
ψ1
ψ2
)
we will get Ψ1(ζ) = Ψ1(0)e
−ωiζ , with
Ψ1(0) =
e22
det E
ψ1(0) =
1
e11
ψ1(0) =
1
ψ1(0)ϕ1(0) + ψ1(0)Bϕ1(0)e−ωrir
ψ1(0).
II. We compute the matrix Eǫ with elements e˜ij = 〈ψǫi, ϕǫj〉:
e˜11 = 〈ψǫ1, ϕǫ1〉 = ψǫ1(0)ϕǫ1(0) + ψǫ1(0)Bǫϕǫ1(0)
∫ 0
−r
e−λǫ(s+r)eλǫsds =
= ψǫ1(0)ϕǫ1(0) + ψǫ1(0)Bǫϕǫ1(0)e
−λǫrr.
e˜12 = 〈ψǫ1, ϕǫ2〉 = ψǫ1(0)ϕǫ2(0) + ψǫ1(0)Bǫϕǫ2(0)
∫ 0
−r
e−λǫ(s+r)eλǫsds =
= ψǫ1(0)ϕǫ2(0) +
1
−λǫ + λǫ
ψǫ1(0)(Bǫϕǫ2(0)e
−λǫr − Bǫϕǫ2(0)e
−λǫr) =
= ψǫ1(0)ϕǫ2(0)+
1
−λǫ + λǫ
[
(λǫψǫ1(0)− ψǫ1(0)Aǫ)ϕǫ2(0) − ψǫ1(0)(λǫϕǫ2(0) −Aǫϕǫ2(0))
]
=
= ψǫ1(0)ϕǫ 2(0) +
1
−λǫ + λǫ
(λǫ − λǫ)ψǫ1(0)ϕǫ2(0) = 0.
Here we used the relations
ψǫ1(0)(−λǫI + Aǫ + Bǫe
−λr) = 0, (λǫI−Aǫ − Bǫe
−λǫr)ϕǫ2(0) = 0.
Now, by taking the complex conjugate we obtain
e˜21 = 〈ψǫ2(0), ϕǫ1(0)〉 = 0,
e˜22 = 〈ψǫ2, ϕǫ2〉 = ψǫ2(0) · ϕǫ2(0) + ψǫ2(0)Bǫϕǫ2(0)
∫ 0
−r
e−λǫ(s+r)eλǫsds =
= ψǫ2(0) · ϕǫ2(0) + ψǫ2(0)Bǫϕǫ2(0)e
−λǫrr.
We have det E = e˜11e˜22 and
Ψǫ1(ζ) =
e˜22
e˜11e˜22
ψǫ1(ζ) =
1
e˜11
e−λǫζψǫ1(0).
15
References
[1] Faria, T. (2002). Normal forms for RFDE in finite dimensional spaces
-section 8.3 of J. Hale, L.T. Magalhaes, W. Oliva, Dynamics in infinite
dimensions, Applied Mathematical Sciences, 47, Springer.
[2] Hale, J. (1977). Theory of functional differential equations, Springer,
New York.
[3] Hale, J., and Verduyn Lunel, S. M. (2003). Introduction to functional
differential equation, Springer, Berlin.
[4] Ion, A. V. (2004). On the Bautin bifurcation for systems of delay differ-
ential equations, Acta Univ. Apulensis, 8, 235-246, arXiv:1111.1559v1.
[5] Ion, A. V. (2012). On the computation of the third order terms of the se-
ries defining the center manifold for a scalar delay differential equation,
J. Dyn. Diff. Eqns, 24, 2, 325-340.
[6] Ion, A. V., and Georgescu, R. M. (2013). Bautin bifurcation in a de-
lay differential equation modelling leukemia, Nonlinear Anal.: Theory,
Methods and Appl., 82, 142-157.
[7] Mircea, G., Neamt¸u, M., and Opris¸, D. (2003). Dynamical systems
from economy, mechanics, biology, described by delay equations, Mirton,
Timis¸oara (in Romanian).
[8] Wischert, W., Wunderlin, A., Pelster, A., Olivier, M., and Groslam-
bert J. (1994). Delay induced instabilities in nonlinear feedback syatems,
Physical Review E, 49, 1, 203-219.
16
