Abstract. In this paper, we discuss a unified theory for and performance evaluation of the ridge direction estimation through the minimization of the integral of the second directional derivative of the gray-level intensity function. The primary emphasis of this paper is on the ridge orientation estimation. The subsequent ridge detection can be performed using the traditional methods of using the zero crossing of the first directional derivative. The performance evaluation of the ridge orientation estimation is performed in terms of the mean orientation bias and orientation standard deviation given the true orientation and the same two measures given the noise standard deviation. We discuss two forms of our new ridge detectorfirst (ISDDRO-CN) using the noise covariance matrix estimation procedure under colored noise assumption, and the second (ISDDRO-WN) using the white noise assumption. ISDDRO-CN performs better than the ISDDRO-WN in the presence of strong correlated noise. When the noise levels are moderate it performs as well as ISDDRO-WN. ISDDRO-CN has superior noise sensitivity characteristics. We also compare both forms of our algorithm with the algorithm, Maximum Level Set Extrinsic Curvature (MLSEC) designed by A.
Introduction
Ridges in digital images occur when gray-level intensities of a simply connected sequence of pixels are significantly higher than those of the neighboring sequences. The extent of disparity of brightness levels between the sequences will depend on the distribution of brightness values surrounding the sequence, and the length of the sequence. Intuitively, the ridge line can be understood as the path traced, when we walk along the top of a mountain range with valleys on both our left and right sides. The ridge line can have several forms-the ridge line can slope downward, upward or be flat when you walk along it, still maintaining the valleys on both sides. The case in which a ridge is flat is called flat ridge. Therefore, if you walk across the ridge ͑i.e., orthogonal to the ridge line͒, we first go uphill, reach the peak and then go downhill on the other side. The profile of an ideal step ridge is shown in Fig. 1͑a͒ and that of an ideal ramp ridge is shown in Fig. 1͑b͒ . A more realistic ridge is the one shown in Fig. 2 and also shown are corresponding first and second derivatives.
Some of the prominent papers on ridge detection in general imaging are in Refs. 1-10. Also, proposed were several ridge operators for more general applications such as multiscale image analysis, [11] [12] [13] [14] image topographic classification; [15] [16] [17] [18] [19] [20] [21] [22] recently, more attention has been paid to the application of ridge feature extractors to terrain feature identification, [23] [24] [25] shape-from-shading, 26 digital portal imaging 27 ͑a type of clinical x-ray imaging͒, in unimodality, 28 and multimodality medical image registration, 29, 30 fingerprint identification [31] [32] [33] [34] and enhancement, 13, 35 medial line transformation, 36 skeletonization, 37 and medical image segmentation. 38, 39 In this paper, we discuss a unified theory for and performance evaluation of the ridge direction estimation through the minimization of the integral of the second directional derivative of the gray-level intensity function. The performance evaluation of the ridge direction operator is performed as a function of the perturbation on the gray-level intensity function of the input digital image. We are mainly interested in the optimal estimation of the ridge orientation.
We use the fact that along the ridge profile the first derivative has a zero-crossing where the ridge attains its peak value and has a negative second derivative at the same location ͑Fig. 2͒. Therefore, once we find the optimal direction along which the second directional derivative has the smallest value ͑i.e., largest negative value͒, we can then find the zero-crossing of the first directional derivative along that estimated direction. If the zero-crossing is sufficiently close to the center of the pixel and the second directional derivative has sufficient magnitude, we can then label the pixel as the ridge pixel. 40 For simplicity, we call this the Integrated Second Directional Derivative Ridge Operator ͑ISDDRO͒ in the rest of this paper. The bias and the variance of the ridge direction estimate are the objective measures of performance. We use a bivariate fourth order polynomial function as our facet model of the image intensity function in the neighborhood of a given size. We assume a zero mean Gaussian perturbation model for the observed image intensity function. We develop the ridge operator under two different noise models: ͑1͒ white noise and ͑2͒ colored noise. In the latter case, we use the procedure described in Refs. 41 and 42 to estimate the noise covariance matrix, and use the corresponding expression for the estimation of the facet model coefficients. We compare the performance of our ridge operator in terms of the optimal ridge direction estimation under both the covariance models and also against the operator Maximum Level Set Extrinsic Curvature ͑MLSEC͒, developed by López et al. 22 They do not perform the performance evaluation of their algorithm the way we intend to do here. We perform the performance evaluation of the ridge direction estimate with respect to the direction estimate bias and direction estimate standard deviation. We use these two parameters while comparing with the MLSEC operator. MLSEC operator works on the same principles of looking for the negative second directional derivative at the zero-crossing of the first directional derivatives. However, the derivatives and then the divergence are obtained by using the centered differences in the smallest neighborhood ͑3ϫ3͒, and then searching for the zero-crossings to label the ridge pixels. The images are first regularized using a Gaussian kernel. The orientation of the second derivatives are computed by using their components in x and y directions in the same smallest neighborhood, as,
͑1͒
Here we use the simple version of the operator as opposed to the one using the structure tensor ͑MLSEC-ST͒ by the same authors.
Our procedure for Ridge detection from gray-level images involves the following steps:
1. Noise covariance matrix estimation as described in Refs. 41 and 42. 2. Estimating the underlying gray-level surface in the neighborhood of the pixel under consideration using a Bayesian approach. 3. Estimating the optimal direction that minimizes the integral of the second directional derivative of the fitted facet model of the gray-level intensity surface. 4. Given this optimal direction, if the negatively sloped zero crossing of the first directional derivative occurs in the neighborhood of the center pixel, and the second directional derivative is negative and has sufficient magnitude, then we label it as a ridge pixel. However, in this paper we do not focus on the ridge labeling.
Organization of the Paper
In Sec. 2, we describe the facet model and the noise model that we use. Section 3 discusses the estimation of the facet model parameters under colored and white noise assumptions. In Sec. 4, we derive the optimal ridge orientation estimate. Section 5 discusses the procedure for labeling a pixel as a ridge pixel. We discuss the performance evaluation of the ridge direction estimate in Sec. 6. Finally, in Sec. 7, we summarize the results of this paper. In the rest of the paper, we will use the terms, DOP coefficients and facet model coefficients interchangeably.
The Noise Model
Let x n ; nϭ1,...,N be the N K-dimensional independent samples of the noisy observed signal. Then, the facet model represents this noisy signal as 41, 42 x n ϭB␣ n ϩ n , ͑3͒
where n ϳN(0,⌺ ) are the independent identically distributed Gaussian random variates. In general, ⌺ represents the covariance matrix of a colored noise signal. Under the white noise assumption, ⌺ ϭ 2 I, where 2 is the variance of the white noise.
Estimation of the Facet Model Coefficients
We reproduce the results here from Refs. 41 and 42 for convenience of explanation. Under the colored noise assumption the DOP coefficients, used for fitting to the image gray level data, for the nth neighborhood are given by,
where C is an orthonormal matrix whose columns span the space ͑noise space͒ that is orthogonal complement to the space ͑signal space͒ spanned by the columns of B, ⌺ CC is ⌺ expressed in the orthogonal complement space and ⌺ BC depicts the extent of correlation between the two spaces. The noise covariance matrix is estimated as discussed in the said references. Under white noise assumption, these coefficients are written,
Therefore, in the following sections, when we mention that the ridge operator uses colored noise assumption, we mean that it uses the DOP coefficients given by Eq. ͑4͒, and when we say the ridge operator uses the white noise assumption, then we mean that it uses the DOP coefficients given by Eq. ͑5͒.
The Ridge Operator
For ridge detection, we use a bivariate fourth order polynomial as our facet model describing the gray-level intensity surface in a local neighborhood. This is because of the higher order ridge behavior compared to an edge. Further, if any order less than 4 ͑say, a cubic͒ is used, then it will produce an undesirable result of the ridge direction estimate becoming independent of the integration domain size. Let J(r,c) denote the gray-level of the image J at (r,c) in the row-column coordinate system. We know that the DOP basis is defined over a discrete support or region of a given size. For this reason, we will have different basis matrix B for different sized supports. Therefore, to make our functional form of the gray-level surface independent of the support size, we will express it, for a given (r,c), in canonical form as, The DOP coefficients ␣ n of the facet model are related to the corresponding canonical coefficients k n through the relation,
where the transformation matrix T ␣‫ۋ‬k is described in Ref. 10 . Using DOP bases instead of the canonical basis allows us to estimate the DOP coefficients ␣ n , independently of one another which can easily be converted to canonical form. Therefore, we can express the uncertainty in the canonical coefficients k n as,
͑8͒
Estimating the optimal ridge direction: We estimate the optimal ridge direction by finding the minimum of the integral of the second directional derivative of f (r,c), taken over all possible directions. Such an approach proved to provide least bias and variance 44 of the estimated direction in the case of edge detection.
Let
This is the polar representation of the lines and and are the axes along the length and the width of the domain of integration used in determining the ridge direction, as shown in Fig. 3 . ͓0,2͒ is the angle of orientation, measured clockwise with respect to the column axis and represents the direction forming the rectangular domain of integration of length 2L and width 2W centered at the origin of the coordinate system, and is orthogonal to the lines along which the integrated second directional derivative is measured. The second directional derivative of f (r,c) along a line in the direction ͑using polar form of lines͒ is given by
where (•) denotes the second directional derivative. Using Eq. ͑6͒, we obtain the following results: Now, define,
where L and W are the half-length and half-width, respectively, of the domain of integration. Evaluating the above integral using Eq. ͑17͒, we get,
where A, B, and F are as defined earlier.
Most of the applications use square neighborhoods, for ease of computation. Therefore, we let LϭW for the rest of the discussion.
Theorem 1 ͑Optimal ridge direction͒: Using ISDDRO, the optimal direction estimate of is given by, ͪ .
͑33͒
ᮀ Once we find the optimal estimate of as given in Eq. ͑26͒, we then apply Haralick's conditions, discussed in Sec. 5.1, to label the center pixel as a ridge pixel. The direction orthogonal to is the ridge direction. In the next section we describe an algorithm to label a given pixel as a ridge pixel.
Labeling of Ridges
In this section, we describe an algorithm one can use to label the center pixel of fitting neighborhood as a ridge pixel, after the optimal ridge orientation has been estimated.
Haralick's Condition for Ridge Pixel Classification
We use Haralick's condition 40 in determining if a given pixel is a ridge pixel. This condition is stated as follows: A ridge occurs where there is a local maximum in one direction. Therefore, it must have a negative second directional derivative in the direction across the ridge and also a zero first directional derivative in the same direction. The direction in which the local maximum occurs may correspond to either of the directions in which the curvature is extremized, since the ridge itself may be curved. Therefore, we have the following cases and a pixel is classified as a ridge pixel, if it satisfies any of these cases:
1. Nonflat ridge.
2. Flat ridge. In this case, the ridge line is horizontal, and the gradient along it is zero. The defining characteristic is that the second directional derivative in the direction of the ridge line is zero and that the second directional derivative across the ridge line is negative.
where " f ϭ gradient vector of a function f, ʈ" f ʈ ϭ gradient magnitude, 1 ϭ unit vector in the direction in which the second directional derivative has the greatest magnitude, 2 ϭ unit vector orthogonal to 1 , 1 ϭ value of the second directional derivative in the direction 1 , 2 ϭ value of the second directional derivative in the direction 2 ,
" f • 1 ϭ value of the first directional derivative in the direction of 1 , " f • 2 ϭ value of the first directional derivative in the direction of 2 .
Without loss of generality we assume that ͉ 1 ͉у͉ 2 ͉. Geometrically, the condition " f • 1 ϭ0 means that the gradient direction, which is defined for nonzero gradients, is orthogonal to the direction 1 of extremized curvature.
Ridge Pixel Classification
As we know an extremum occurs at a point where the first derivative has a zero crossing. Once we have the estimate of that extremizes the second directional derivative of the polynomial function describing the gray level surface, we find the zero crossing of its first directional derivative along Ќ , that is closest to the center of the pixel at the center of the neighborhood. Then, we apply the Haralick's conditions to determine whether to label the pixel as ridge or not. Remember that is, in fact, orthogonal to the direction in which the integrated second directional derivative is extremized.
Therefore, we search in the direction Ќ and restrict (r,c) as,
Now, the bivariate fourth order discrete orthogonal polynomial function can be written as The first directional derivative is given by
This is a cubic polynomial in the free variable and we solve for it by equating this expression to zero. The cubic has either three real roots or has one real root and two complex conjugate roots. In the case where we get complex conjugate roots, we discard them and consider only the real root, because we are working in real space. By normalizing the equation, by dividing it by 4S which is the coefficient of 3 , the cubic can be written as 3 ϩT 1 2 ϩU 1 ϩV 1 ϭ0, ͑42͒
where T 1 ϭ3T/4S, U 1 ϭU/2S, and V 1 ϭV/4S. This equation is easily solved by using procedures described in Ref. 45 . Let 1 be the real root with the least magnitude. We say that 1 is the closest to the center of the pixel, if ͉ 1 ͉ рdistance threshold where an extremum of interest is found. If Haralick's conditions given in Sec. 5.1 and ͉ f (; Ќ )͉Ͼcurvature threshold are satisfied we label center pixel to be a ridge pixel.
Performance Evaluation of Ridge Direction Estimation
As mentioned earlier, we use the bias and variance of the estimated ridge direction to measure the performance of the ridge direction estimation. Let be the bias in the estimated ridge direction and is given by
where is the true direction and the sample mean, is given by,
and N is the number of estimates which are obtained as discussed in the next section. Let 2 be the variance of the ridge direction estimate and is given by, Fig. 4 Noise-free step ridge images.
Fig. 5
Noise-free ramp ridge images. Nadadur, Haralick, and Gustafson: Optimal ridge orientation estimator . . .
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In the following analysis, we denote the integrated second directional derivative ridge operator ͑ISDDRO͒ operator using white noise by ISDDRO-WN and that using the colored noise by ISDDRO-CN.
Synthetic Image Generation
Performance evaluation is performed on the image data generated by placing a ridge in a known direction and adding randomly generated colored noise, with a given standard deviation and a correlation matrix, to the pixels in the image. We assume a ridge contrast of 100 for the noise-free images, i.e. we use a value of 200 for the ridge pixels and 100 for nonridge pixels. We varied the orientation Ќ across the ridge, from 0°to 90°. Images of size 51 rows and 51 columns were generated ͓Image generation method: ͑1͒ an ideal surface is defined, ͑2͒ a sampling grid is placed on the ideal surface, ͑3͒ the sampled value is then quantized. There is a relationship between the coordinate systems of the ideal surface and the sampling grid. In reality the sampling grid is not applied to the surface with the two coordinate systems aligned. This can be achieved by adding a random displacement D͓Ϫ 1 2 , 1 2 ͔ to the center pixel of the image through which the ridge is assumed to pass.͔ to contain two types of ridges: ͑1͒ step ridges; ͑2͒ ramp ridges.
Step ridges are generated by creating a digital line in the given orientation and then performing a binary dilation to produce a 3-pixel wide line. Note that when a continuous line is digitized an orientation error occurs 46 and this error is dependent on the length of the line and its orientation. Since the lines that we use are smaller in length, this error becomes more pronounced. An angle of 30°in continuous domain may not be 30°in digital domain with the same Euclidean length. This is one of the reasons why we get large differences in the mean orientation bias and orientation standard deviation computed for two adjacent angles. However, this effect can be safely ignored while comparing different ridge operators as it is presented to all of them.
Ramp ridges are created by averaging the step ridges by a 3ϫ3 averaging filter. We, then, added colored noise to these images by choosing a correlation matrix, ⌼ and by varying the standard deviation, , from 0 to 50. Covariance matrix ⌺ is given by 2 ⌼ . Mean value was set to zero. For each combination of Ќ and ͑given the ⌼ ) we generated 1200 images with different noise instantiations. The ridge operator is applied to all the images using a 5ϫ5 neighborhood centered at the center pixel of the images.
Note that, in the simulation experiments performed below, at orientations closer to 90°the sense of direction of the estimated orientation may get reversed due to the presence of large amounts of noise. For example, 87°may get estimated to be closer to Ϫ90°. In that case, performing an average of the directions may result in a value that is close to zero, producing a bias that is close to 90°. This type of behavior is acceptable for orientations from 0°up to and including 45°, but not for other orientations. Therefore, we follow the convention that whenever the estimated direction is less than or equal to Ϫ45°, we consider its absolute value in the sample mean computation, otherwise we use it without modification. This is done only for these simulated experiments. However, in real imagery when ridge detection is being considered this is not necessary.
Figures 4 and 5 show noise-free step and ramp ridge images, respectively, at some representative orientations. Examples of noisy versions of step and ramp images for an orientation of 30°for different values of the noise standard deviation are given in Figs. 6 and 7. Because we are using colored noise to contaminate the noise-free images, the perturbation is very strong. By the time we reach ϭ50, the images become very noisy and the structures of interest almost become indistinguishable from the perturbation. Nadadur, Haralick, and Gustafson: Optimal ridge orientation estimator . . .
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Optimal Integration Domain Size
Optimal integration domain size, 2L, is obtained by applying the ridge operator to the center pixel of all the step and ramp images generated above and over all the orientations, using a 5ϫ5 neighborhood. We combined the two performance measures, orientation bias mean and orientation standard deviation in a root-mean-squared ͑RMS͒ sense, i.e., the square root of the sum of squared orientation bias mean and orientation variance. Optimal integration domain size was determined for both the cases of colored noise and white noise assumption. In the former, the noise covariance matrix is estimated for each standard deviation-correlation matrix combination using a subset of images ͑to create approximately, 10 000 vectors͒. The value of L that produces the least RMS value is the optimal integration domain size.
In our experiments, we found that a half-width of the integration domain size, L, of 1.5 was optimal for both step and ramp ridges in colored as well as white noise cases for a 5ϫ5 neighborhood size. At the optimal L, the RMS value was 21.25 in the colored noise case and 20.635 in the white noise case. Plots given in Fig. 8 are the numerical results for the optimal integration domain size determination.
Performance Evaluation
In this section, we discuss the performance evaluation and comparison of ISDDRO-WN, ISDDRO-CN, and MLSEC operators. Recall, that the test images were created by adding colored noise with a given noise standard deviation, and correlation matrix, ⌼ . When applying ISDDRO-CN operator, we estimate the noise covariance matrix as discussed in the previous sections and perform the evaluation using it. For ISDDRO-WN operator we estimate the variance of the noise under white noise assumption. We performed the experiments using a 5ϫ5 neighborhood size. MLSEC operator requires that a Gaussian smoothing of the image with a specified scale be performed. We use a scale of 0.5 which results in a neighborhood size of 5ϫ5. Here we show the plots for the case when ϭ20.
True orientation versus mean orientation bias
For each combination of and ⌼ , each of the operators are applied to the center of the test images for given true orientation and several estimates for that orientation are obtained. We then compute the mean bias and plot them. We perform this for both the step ridge and ramp ridge images. Figures 9͑a͒ and 9͑b͒ show the plots for step and ramp ridge images. 
True orientation versus orientation standard deviation
For each combination of and ⌼ , each of the operators are applied to the center of the test images for given true orientation and several estimates for that orientation are obtained. We then compute the standard deviations of the orientation estimate by taking the square-root of the computed sample variance and plot them. We perform this for both the step ridge and ramp ridge images. Figures 10͑a͒  and 10͑b͒ show the plots for step and ramp ridge images. For step ridges, ISDDRO-CN operator produces the worst case orientation standard deviation of 8.42°when the true orientation is 54°and for ramp ridges it produces 9.012°at a true orientation of 75°. ISDDRO-WN produces the worst case orientation standard deviation of 7.375°at a true orientation angle of 54°, for step ridges. For ramp ridges it produces 8.115°at a true orientation of 75°. MLSEC operator produces a worst case standard deviation of 57.126°a t a true orientation of 54°for the step ridges and produces 45.494°at a true orientation of 54°for ramp ridges. Over all angles, with respect to this measure, we can say that ISDDRO-CN performs better then ISDDRO-WN for step ridges. However, for ramp ridges ISDDRO-WN performs slightly better than the ISDDRO-CN operator. As it is evident both operators out-perform MLSEC significantly.
Noise standard deviation versus mean orientation bias
For this and the next test we fix a true orientation and the noise correlation matrix, ⌼ and vary the noise standard deviation, . For each standard deviation we compute the mean orientation bias and orientation standard deviation for the given true orientation. We perform this for both step and ramp ridge images. Figures 11͑a͒ and 11͑b͒ show the mean orientation bias plotted against the noise standard deviation for step and ramp ridges, respectively. For these plots, we held the true orientation at 30°. For step ridges, ISDDRO-CN produces mean bias close to zero and performs better than the ISDDRO-WN. MLSEC has the poorest noise sensitivity as the mean bias monotonically increases with , for step ridges. ISDDRO-CN and ISDDRO-WN follow each other very closely up until ϭ30 after which ISDDRO-CN performs better than ISDDRO-WN as approaches 50. MLSEC, again displays a poor noise sensitivity. It proves that under this per- formance criterion ISDDRO-CN performs better under very noisy conditions compared to the other two operators for both step and ramp ridges.
Noise standard deviation versus orientation standard deviation
Figures 12͑a͒ and 12͑b͒ show the orientation standard deviation plotted against the noise standard deviation for step and ramp ridges, respectively. For these plots, we held the true orientation at 30°. For step ridges, ISDDRO-CN produces an orientation standard deviation curve that tracks the result produced by ISDDRO-WN until reaches 25 and after that it performs slightly better than ISDDRO-WN. For ramp ridges, ISDDRO-WN performs slightly better than ISDDRO-CN until ϭ45 and after that roles get reversed. MLSEC performs poorly with both step and ramp ridges. Again, under this criterion ISDDRO-CN performs better than the other two operators under high noise conditions.
Summary and Future Work
In this paper, we discussed a unified theory for and performance evaluation of the ridge orientation estimation through the minimization of the integral of the second directional derivative of the gray-level intensity function. Performance evaluation of the ridge orientation estimation is carried out as a function of the noise perturbation on the input image, in terms of the mean orientation bias and orientation standard deviation given the true orientation and the same two measures given the noise standard deviation. We discussed two forms of our new ridge detector one using the noise covariance matrix estimation procedure ͑ISDDRO-CN͒ and the second using the white noise assumption ͑ISDDRO-WN͒. We showed that ISDDRO-CN performs better than the ISDDRO-WN in the presence of strong correlated noise, where as when the noise levels are moderate it performs as well as ISDDRO-WN. ISDDRO-CN has superior noise sensitivity characteristics. We also compared both forms of our algorithm with the algorithm, MLSEC designed by López 22 and found that our algorithm supersedes MLSEC in terms of noise sensitivity and the ridge orientation estimate bias and standard deviation. We performed this comparative evaluation using synthetically generated images containing step and ramp images contaminated by colored noise with a given variance and correlation matrix. ISDDRO-CN algorithm uses the noise covariance matrix estimated by using the algorithm described in Refs. 41 and 42. We have used DOP basesthough any other functional form could have been usedmainly for its simplicity and mathematical tractability in the Bayesian statistical framework for noise covariance estimation described in Refs. 41 and 42. In future work, we would like to compare our algorithms against the MLSEC-ST ͑MLSEC with Structure Tensor͒ algorithm by López 22 in which the authors state that MLSEC-ST is an improvement over the MLSEC algorithm. The algorithms presented in this paper can also be extended to 3D, since the DOP bases can be extended to 3D in a similar fashion to extending 2D from 1D. However, extending the noise covariance estimation algorithm used in ISDDRO-CN may involve extensive rework of the theory and when implemented in software may involve significant computational complexity. The algorithms described in this paper were mainly designed for optimal ridge orientation estimation. We have not focused on the ridge pixel labeling. For this reason, all the experiments were performed on synthetically generated images with differing levels of noise with known ridge feature orientation. However, as part of the future work we are planning to extend the algorithms to use the estimated orientations in the ridge pixel labeling. We will, then, perform experiments on the real world images and report the results. 
