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Abstract
We consider a general d-dimensional Le´vy-type process with killing. Combining the classical Dyson
series approach with a novel polynomial expansion of the generator A(t) of the Le´vy-type process, we
derive a family of asymptotic approximations for transition densities and European-style options prices.
Examples of stochastic volatility models with jumps are provided in order to illustrate the numerical
accuracy of our approach. The methods described in this paper extend the results from Corielli et al.
(2010), Pagliarani and Pascucci (2013) and Lorig et al. (2013a) for Markov diffusions to Markov processes
with jumps.
Keywords: multi-dimensional Le´vy-type process with killing, asymptotic approximation, integro-differential
equation
1 Introduction
In a multi-dimensional Markovian setting, the time evolution of a market model is usually described by the
solution X of a Le´vy-Itoˆ stochastic differential equation (SDE). Such a model allows for features commonly
seen in markets, such as stochastic volatility, jumps, default, co-integration and correlation. Many quantities
of interest (e.g., option prices, net present values) can be expressed as expectations of the form u(t, x) :=
E[ϕ(XT )|Xt = x]. Under mild conditions, the function u(t, x) is the unique classical solution of a partial
integro-differential equation (PIDE). Unfortunately, closed form and even semi-closed form solutions of
these PIDEs are available only in rare cases. As such, it is important to develop general methods for finding
analytical approximations for the solutions of these PIDEs.
Within the mathematical finance literature, a number of different approaches have been taken for find-
ing approximate transition densities and option prices for markets described by Markov processes. Most
of these techniques involve expansions that exploit a small parameter or a limiting case. For exam-
ple, Benhamou et al. (2009) develop analytical approximations for models with local volatility and Gaus-
sian jumps in the small diffusion and small jump frequency/size limits (see also the recent review paper
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by Bompis and Gobet (2013)). Deuschel et al. (2014) obtain densities for diffusion processes in a small
noise limit. Fouque et al. (2011) find option prices for Black-Scholes-like multiscale models where volatil-
ity is driven by two factors, one running on a fast scale, one running on a slow scale. Lorig (2012);
Lorig and Lozano-Carbasse´ (2013) extend these multiscale techniques to more general diffusions and to
the exponential Le´vy setting.
Recently, Pagliarani and Pascucci (2012) introduce a method for finding asymptotic solutions of parabolic
PDEs. The approach, called the adjoint expansion method, is extended by Pagliarani et al. (2013); Lorig et al.
(2014a) to models with jumps and it was further generalized by Lorig et al. (2013a) to a family of asymp-
totic expansions for a d-dimensional market described by an Itoˆ SDE (i.e., a Markov market with no jumps).
The method consists of expanding the pricing PDE in polynomial basis functions, which results in a nested
sequence of Cauchy problems, and deriving analytical solutions for these nested Cauchy problems. In this
paper, we extend the results of Pagliarani et al. (2013); Lorig et al. (2014a, 2013a) to the PIDEs that arise
when markets are described by a d-dimensional Le´vy-Itoˆ SDE. Results presented here also simplify results
from Pagliarani et al. (2013); Lorig et al. (2014a, 2013a).
The rest of this paper proceeds as follows. In Section 2 we present a general d-dimensional market model.
We also describe the kinds of derivative-assets we wish to price, and we relate the price of such derivative-
assets to the solution of a parabolic PIDE. In Section 3 we introduce the idea of polynomial expansions of
the pricing PIDE and in Section 4, we derive a family of analytical price approximations – one for each
polynomial expansion of the pricing PIDE. Lastly, in Section 5 we provide a numerical example, illustrating
the versatility and accuracy of our methods.
2 Market model
We take, as given, an equivalent martingale measure Q defined on a complete filtered probability space
(Ω,F, {Ft, t ≥ 0},Q). All stochastic processes defined below live on this probability space and all expectations
are taken with respect to Q. The risk-neutral dynamics of our market are described by the following d-
dimensional Markov Le´vy-type process
dXt = µ(t,Xt) dt+ σ(t,Xt) dWt +
∫
Rd
z dN˜(t,Xt−, dt, dz).
Here W is a standard m-dimensional Brownian motion, and N˜(·, ·, dt, dz), given by
N˜(t, x, dt, dz) = N(t, x, dt, dz)− ν(t, x, dz)dt, (t, x) ∈ R+ × Rd,
is a family of compensated Poisson measures on B(R) ⊗ B(Rd). The drift vector µ and volatility matrix σ
map µ : R+ × Rd → Rd and σ : R+ × Rd → Rd×m, respectively. We assume the Le´vy kernel ν satisfies∫
Rd
min{|z|, |z|2} ν¯(dz) <∞, ν¯(dz) := sup
(t,x)∈R+×Rd
ν(t, x, dz), (2.1)
which is rather standard for Le´vy-type models. The components of X could represent a number of things
such as e.g., economic factors, asset prices, indices, or functions of these quantities. We assume a risk-free
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interest rate of the form r(t,Xt) where r : R+×Rd → R. We also introduce a random time ζ, which is given
by
ζ = inf
{
t ≥ 0 :
∫ t
0
γ(s,Xs)ds ≥ E
}
, γ : R+ × Rd → R+,
with E exponentially distributed and independent of X . The random time ζ could represent the default time
of an asset, the arrival of an economic shock, etc..
Denote by V the no-arbitrage price of a European derivative expiring at time T with payoff
H(XT ) I{ζ>T} +G(XT ) I{ζ≤T} =
(
H(XT )−G(XT )
)
I{ζ>T} +G(XT ).
It is well known (see, for instance, Jeanblanc et al. (2009)) that
Vt = E
[
e−
∫
T
t
r(s,Xs)dsG(XT )|Xt
]
+
I{ζ>t}E
[
e−
∫
T
t
(r(s,Xs)+γ(s,Xs))ds
(
H(XT )−G(XT )
)
|Xt
]
, t < T. (2.2)
Thus, to value a European-style option, one must compute functions of the form
u(t, x) := E
[
e−
∫
T
t
λ(s,Xs)dsϕ(XT ) | Xt = x
]
. (2.3)
Under mild assumptions (see, for instance, Pascucci (2011)), the function u, defined by (2.3), satisfies the
Kolmogorov backward equation
(∂t +A(t))u = 0, u(T, x) = ϕ(x), x ∈ Rd, (2.4)
where the operator A(t) is given explicitly by
A(t) =
∫
Rd
ν(t, x, dz)
(
e〈z,∇x〉 − 1− 〈z,∇x〉
)
+
1
2
d∑
i,j=1
(
σσT
)
ij
(t, x)∂xi∂xj +
d∑
i=1
µi(t, x)∂xi − λ(t, x), (2.5)
with
〈z, x〉 :=
d∑
i=1
zi xi, ∇x := (∂x1 , ∂x2 , · · · , ∂xd), e〈z,∇x〉f(x) := f(x+ z).
The formal representation of the shift operator e〈z,∇x〉 is motivated by the fact that its Taylor expansion ap-
plied to the function f(x) gives the Taylor expansion of f(x+z) about the point x. As in (Øksendal and Sulem,
2005, Chapter 1), we regard the domain of A(t) to be all functions f : Rd → R such that A(t)f(x) exists
and is finite for all x ∈ Rd.
Remark 2.1 (Martingale property). Let us denote by X(i) the ith component of the vector X and assume
that ∫
|z|≥1
ezi ν¯(dz) <∞,
for some i ≤ d, with ν¯ as in (2.1). If St := I{ζ>t}eX
(i)
t is supposed to be a traded asset then, in order for S
to be a martingale, the drift µi must satisfy
µi(t, x) = γ(t, x)−
∫
Rd
ν(t, x, dz)(ezi − 1− zi)− 1
2
(
σσT
)
ii
(t, x),
To see this, set H(x) = exi , G(x) = 0 and impose Vt = St in (2.2).
3
3 General expansion basis
Let us start by rewriting the differential operator (2.5) in the more compact form
A(t) :=
∫
Rd
ν(t, x, dz)
(
e〈z,∇x〉 − 1− 〈z,∇x〉
)
+
∑
|α|≤2
aα(t, x)D
α
x , t ∈ R, x ∈ Rd,
where by standard notations
α = (α1, · · · , αd) ∈ Nd0, |α| =
d∑
i=1
αi, D
α
x = ∂
α1
x1
· · · ∂αdxd .
In this section we introduce a family of expansion schemes for A(t), which we shall use to construct closed-
form approximate solutions (one for each family) of (2.4).
Definition 3.1. For |α| ≤ 2 and n ≤ N ∈ N0, let aα,n = aα,n(t, x) and νn = νn(t, x, dz) be such that the
following hold:
(i) For any t ∈ [0, T ], aα,n(t, ·) are polynomial functions with aα,0(t, x) ≡ aα,0(t), and for any x ∈ Rd the
functions aα,n(·, x) belong to L∞([0, T ]).
ii) For any t ∈ [0, T ], x ∈ Rd, we have
νn(t, x, dz) =
∑
|β|≤Mn
xβνn,β(t, dz), Mn ∈ N0, (3.1)
where each νn,β(t, dz) satisfies condition (2.1). Moreover, M0 = 0, ν0 ≥ 0 and∫
|z|≥1
eλ|z|ν0(t, dz) <∞, t ∈ [0, T ], (3.2)
for some positive λ.
Then we say that (An(t))0≤n≤N , defined by
An(t)f(x) =
∑
|β|≤Mn
xβ
∫
Rd
νn,β(t, dz)
(
e〈z,∇x〉 − 1− 〈z,∇x〉
)
f(x) +
∑
|α|≤2
aα,n(t, x)D
α
x f(x)
≡
∫
Rd
νn(t, x, dz)
(
e〈z,∇x〉 − 1− 〈z,∇x〉
)
f(x) +
∑
|α|≤2
aα,n(t, x)D
α
x f(x), (3.3)
is an N th order polynomial expansion of A(t).
Definition 3.1 allows for very general polynomial specifications. The idea is to choose an expansion (An(t))
that closely approximates A(t). The precise sense of this approximation will depend on the application.
Below, we present three polynomial expansions. The first two expansion schemes provide an accurate ap-
proximation A(t) in a pointwise local sense, under the assumption of smooth coefficients. The last expansion
scheme approximates A(t) in a global sense and can be applied even in the case of discontinuous coefficients.
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Example 3.2. (Taylor polynomial expansion)
Assume the coefficients aα(t, ·) ∈ CN (Rd) and that the compensator ν takes the form
ν(t, x, dz) = h(t, x, z)ν¯(dz)
where h(t, ·, z) ∈ CN (Rd) with h ≥ 0, and ν¯ is a Le´vy measure. Then, for any fixed x¯ ∈ Rd and n ≤ N , we
define νn and aα,n as the nth order term of the Taylor expansions of ν and aα respectively in the spatial
variables x around the point x¯. That is, we set
νn(t, x, dz) =
∑
|β|=n
Dβxh(t, x¯, z)
β!
(x− x¯)β ν¯(dz),
aα,n(t, x) =
∑
|β|=n
Dβxaα(t, x¯)
β!
(x− x¯)β , |α| ≤ 2,
where as usual β! = β1! · · ·βd! and xβ = xβ11 · · ·xβdd . The expansion proposed in Lorig et al. (2013b) and
Lorig et al. (2014c) is the particular case when ν ≡ 0, whereas the expansion proposed in Lorig et al. (2014a)
and Lorig et al. (2014b) is a particular case when d = 1.
Example 3.3. (Time-dependent Taylor polynomial expansion)
Under the assumptions of Example 3.2, fix a trajectory x¯ : R+ → Rd. We then define νn(t, x, dz) and
aα,n(t, x) as the nth order term of the Taylor expansions of ν(t, x, dz) and aα(t, x) respectively around x¯(t).
More precisely, we set
νn(t, x, dz) =
∑
|β|=n
Dβxh(t, x¯(t), z)
β!
(x − x¯(t))β ν¯(dz),
aα,n(t, x) =
∑
|β|=n
Dβxaα(t, x¯(t))
β!
(x− x¯(t))β , |α| ≤ 2.
This expansion for the coefficients allows the expansion point x¯ of the Taylor series to evolve in time according
to the evolution of the underlying process Xt. For instance, one could choose x¯(t) = E[Xt]. In Lorig et al.
(2013b) this choice results in a highly accurate approximation for option prices and implied volatility in the
Heston (1993) model.
Example 3.4. (Hermite polynomial expansion)
Hermite expansions can be useful when the diffusion coefficients are discontinuous. A remarkable example in
financial mathematics is given by the Dupire’s local volatility formula for models with jumps (see Friz et al.
(2013)). In some cases, e.g., the well-known Variance-Gamma model, the fundamental solution (i.e., the
transition density of the underlying stochastic model) has singularities. In such cases, it is natural to
approximate it in some Lp norm rather than in the pointwise sense. For the Hermite expansion centered at
x¯, one sets
νn(t, x, dz) =
∑
|β|=n
〈Hβ(· − x¯), ν(t, ·, dz)〉ΓHβ(x− x¯),
aα,n(t, x) =
∑
|β|=n
〈Hβ(· − x¯), aα(t, ·)〉ΓHβ(x − x¯), |α| ≤ 2,
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where the inner product 〈·, ·〉Γ is an integral over Rd with a Gaussian weighting centered at x¯ and the
functions Hβ(x) = Hβ1(x1) · · ·Hβd(xd) where Hn is the n-th one-dimensional Hermite polynomial (properly
normalized so that 〈Hα,Hβ〉Γ = δα,β with δα,β being the Kronecker’s delta function).
4 Formal solution via Dyson series
In this section we present a heuristic argument to pass from an expansion of the operator A(t) in (2.5) to
an expansion for u, the solution of problem (2.4). The following argument is not intended to be rigorous.
Rather, the computations that follow provide motivation for the price expansion given in Definition 4.1.
Throughout this section, we will generally omit x-dependence, except where it is needed for clarity. To
begin, we presume that the operator A(t) can be formally written as
A(t) = A0(t) +B(t), B(t) =
∞∑
n=1
An(t). (4.1)
We insert expansion (4.1) for A(t) into Cauchy problem (2.4) and find
(∂t +A0(t))u(t) = −B(t)u(t), u(T ) = ϕ.
Note that, by construction, A0(t) is the generator of an additive process. Therefore, by Duhamel’s principle,
we have
u(t) = P0(t, T )ϕ+
∫ T
t
dt1 P0(t, t1)B(t1)u(t1), (4.2)
where P0(t, T ) is the semigroup of operators generated by A0(t). Inserting expression (4.2) for u into the
right-hand side of (4.2) and iterating we obtain
u(t) = P0(t, T )ϕ+
∫ T
t
dt1 P0(t, t1)B(t1)P0(t1, T )ϕ
+
∫ T
t
dt1
∫ T
t1
dt2 P0(t, t1)B(t1)P0(t1, t2)B(t2)u(t2)
= · · ·
= P0(t, T )ϕ+
∞∑
k=1
∫ T
t
dt1
∫ T
t1
dt2 · · ·
∫ T
tk−1
dtk
P0(t, t1)B(t1)P0(t1, t2)B(t2) · · ·P0(tk−1, tk)B(tk)P0(tk, T )ϕ (4.3)
= P0(t, T )ϕ+
∞∑
n=1
n∑
k=1
∫ T
t
dt1
∫ T
t1
dt2 · · ·
∫ T
tk−1
dtk
∑
i∈In,k
P0(t, t1)Ai1(t1)P0(t1, t2)Ai2(t2) · · ·P0(tk−1, tk)Aik (tk)P0(tk, T )ϕ, (4.4)
In,k = {i = (i1, i2, · · · , ik) ∈ Nk | i1 + i2 + · · ·+ ik = n}. (4.5)
The second-to-last equality (4.3) is known as the Dyson series expansion of u (see, for instance, Section 5.7
of Sakurai and Tuan (1994) or Chapter IX.2.6 of Kato (1995)). To obtain (4.4) from (4.3) we have used
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(4.1) to replace B(t) by the infinite sum
∑∞
n=1An(t), and we have partitioned on the sum of the subscripts
of the (Aik). Expansion (4.4) motivates the following definition.
Definition 4.1. For a fixed Nth order polynomial expansion (An(t))0≤n≤N satisfying Definition 3.1, we
define u¯N , the N th order price approximation of u, as
u¯N :=
N∑
n=0
un, (4.6)
where
u0(t) := P0(t, T )ϕ,
un(t) :=
n∑
k=1
∫ T
t
dt1
∫ T
t1
dt2 · · ·
∫ T
tk−1
dtk
∑
i∈In,k
P0(t, t1)Ai1(t1)P0(t1, t2)Ai2(t2) · · ·P0(tk−1, tk)Aik (tk)P0(tk, T )ϕ, n ≥ 1. (4.7)
Here, P0(t, T ) is the semigroup generated by A0(t) and In,k is as given in (4.5).
In Sections 4.1 and 4.2 we will provide explicit expressions for u0 and (un)n≥1 respectively.
4.1 Expression for u0
In what follows, it will be helpful to recall the definition of the Fourier and inverse Fourier transforms. For
any function ϕ in the Schwartz class, we define
Fourier transform: F[ϕ](ξ) = ϕˆ(ξ) =
∫
Rd
dxϕ(x)ei〈ξ,x〉,
Inverse transform: F−1[ϕˆ](x) = ϕ(x) =
1
(2pi)d
∫
Rd
dξ ϕˆ(ξ)e−i〈ξ,x〉.
Recall that by constructionM0 = 0 (cf. Definition 3.1) and therefore the operator A0(t) has time-dependent
coefficients which are independent of x. Then the action of the semigroup of operators P0(t, T ) of A0(t) is
well-known:
u0(t) := P0(t, T )ϕ =
1
(2pi)d
∫
Rd
Pˆ0(t, x, T, ξ)ϕˆ(−ξ) dξ (4.8)
where
Pˆ0(t, x, T, ξ) := e
i〈ξ,x〉+Φ0(t,T,ξ) (4.9)
with
Φ0(t, T, ξ) =
∑
|α|≤2
(iξ)α
∫ T
t
ds aα,0(s) + Ψ0(t, T, ξ), (4.10)
and
Ψ0(t, T, ξ) =
∫ T
t
∫
Rd
(
ei〈ξ,z〉 − 1− i〈ξ, z〉
)
ν0(s, dz)ds.
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Remark 4.2. We introduce Pˆ and eξ, the characteristic function and oscillating exponential, respectively
Pˆ (t, x, T, ξ) := E
[
e
∫
T
t
a0,0(s,Xs)dsei〈ξ,XT 〉|Xt = x
]
, eξ(x) = e
i〈ξ,x〉, (4.11)
where a0,0 is short-hand for a(0,0,··· ,0),0. From (2.3) we observe that Pˆ (t, x, T, ξ) is obtained as the special
case ϕ = eξ. We note that Pˆ0(t, x, T, ξ) in (4.9) represents the 0th order approximation of Pˆ (t, x, T, ξ). More
generally, we denote by Pˆn(t, x, T, ξ) the nth order approximation of Pˆ (t, x, T, ξ), obtained by setting ϕ = eξ
in (4.7).
4.2 Expression for un
Remarkably, as the following proposition shows, every un(t) can be expressed as a pseudo-differential operator
Ln(t, T ) acting on u0(t).
Proposition 4.3. Assume that ϕ belongs to the Schwartz class, and that Φ0 in (4.10) is a smooth function
of the variable ξ. Then the function un defined in (4.7) is given explicitly by
un(t) = Ln(t, T )u0(t), (4.12)
where u0 is given by (4.8) and
Ln(t, T ) =
n∑
k=1
∫ T
t
dt1
∫ T
t1
dt2 · · ·
∫ T
tk−1
dtk
∑
i∈In,k
Gi1(t, t1)Gi2(t, t2) · · ·Gik(t, tk), (4.13)
with In,k as defined in (4.5) and
Gj(t, tk) := Aj(tk,M(t, tk))
=
∫
Rd
νj(tk,M(t, tk), dz)
(
e〈z,∇x〉 − 1− 〈z,∇x〉
)
+
∑
|α|≤2
aα,j(tk,M(t, tk))D
α
x , (4.14)
M(t, tk) := x+
∫
Rd
∫ tk
t
z
(
e〈z,∇x〉 − 1
)
ν0(s, dz)ds+
∫ tk
t
m(s)ds+
∫ tk
t
C(s)∇xds, (4.15)
m(s) =
(
a(1,0,...,0),0(s) a(0,1,...,0),0(s) . . . a(0,0,...,1),0(s)
)
,
C(s) =


2a(2,0,...,0),0(s) a(1,1,...,0),0(s) . . . a(0,0,...,1),0(s)
a(1,1,...,0),0(s) 2a(0,2,...,0),0(s) . . . a(0,1,...,1),0(s)
...
...
. . .
...
a(1,0,...,1),0(s) a(0,1,...,1),0(s) . . . 2a(0,0,...,2),0(s)

 .
Moreover, the components of M(t, tk) commute. Therefore the operators (Gj(t, tk)), which are polynomials
in M(t, tk) by construction, are well defined.
Proof. The proof consists in showing that the operator Gj(t, tk) in (4.14) satisfies
P0(t, tk)Aj(tk) = Gj(t, tk)P0(t, tk). (4.16)
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Assuming (4.16) holds, we can use the fact that P0(tk, tk+1) is a semigroup
P0(t, T ) = P0(t, t1)P0(t1, t2) · · ·P0(tk−1, tk)P0(tk, T ), t ≤ t1 ≤ . . . ≤ tk ≤ T,
and we can re-write (4.7) as
un(t) =
n∑
k=1
∫ T
t
dt1
∫ T
t1
dt2 · · ·
∫ T
tk−1
dtk
∑
i∈In,k
Gi1(t, t1)Gi2 (t, t2) · · ·Gik(t, tk)P0(t, T )ϕ,
from which (4.12)-(4.13) follows directly. Thus, we only need to show that Gj(t, tk) satisfies (4.16). It is
sufficient to investigate how the operator P0(t, tk)Aj(tk) acts on the oscillating exponential in (4.11). First,
we note that
P0(t, tk)eξ(x) = e
Φ0(t,tk,ξ)eξ(x), (4.17)
where Φ0(t, tk, ξ), as given in (4.10), is a smooth function by condition (3.2). Next, we observe that the
operator M(t, tk) in (4.15) can be written
M(t, tk) =M(t, tk,−i∇x), M(t, tk, ξ) = −i∇ξ (Φ0(t, tk, ξ) + i〈ξ, x〉) . (4.18)
Denote by Mj and Mj the jth component of M and M respectively. Then, using (4.18) we have
(−i∂ξi)(−i∂ξj )eΦ0(t,tk,ξ)eξ(x) = (−i∂ξi)Mj(t, tk, ξ)eΦ0(t,tk,ξ)eξ(x)
= Mj(t, tk)(−i∂ξi)eΦ0(t,tk,ξ)eξ(x)
= Mj(t, tk)Mi(t, tk, ξ)e
Φ0(t,tk,ξ)eξ(x)
= Mj(t, tk)Mi(t, tk)e
Φ0(t,tk,ξ)eξ(x). (4.19)
More generally for any multi-index β we have
(−i∇ξ)βeΦ0(t,tk,ξ)eξ(x) = (M(t, tk))βeΦ0(t,tk,ξ)eξ(x). (4.20)
From (4.19) we deduce that operators Mi and Mj commute when applied to e
Φ0(t,tk,ξ)eξ(x), because so do
∂ξi and ∂ξj . Consequently, Mi and Mj also commute when applied to eξ(x) or any function that admits a
representation as a Fourier transform. To see this observe that
Mj(t, tk)Mi(t, tk)e
Φ0(t,tk,ξ)eξ(x) = Mi(t, tk)Mj(t, tk)e
Φ0(t,tk,ξ)eξ(x).
Therefore, since Mj(t, tk) acts on x and not ξ we have
Mj(t, tk)Mi(t, tk)eξ(x) = Mi(t, tk)Mj(t, tk)eξ(x).
Finally, we compute
P0(t, tk)Aj(tk)eξ(x) = P0(t, tk)
∫
Rd
νj(tk, x, dz)(e
〈z,∇x〉 − 1− 〈z,∇x〉)eξ(x)
+
∑
|α|≤2
P0(t, tk)aα,j(tk, x)D
α
x eξ(x) (by (3.3))
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= P0(t, tk)
∫
Rd
(ei〈z,ξ〉 − 1− i〈z, ξ〉)νj(tk, x, dz)eξ(x)
+
∑
|α|≤2
(iξ)αP0(t, tk)aα,j(tk, x)eξ(x)
=
∫
Rd
(ei〈z,ξ〉 − 1− i〈z, ξ〉)νj(tk,−i∇ξ, dz)P0(t, tk)eξ(x)
+
∑
|α|≤2
(iξ)αaα,j(tk,−i∇ξ)P0(t, tk)eξ(x)
=
∫
Rd
(ei〈z,ξ〉 − 1− i〈z, ξ〉)νj(tk,−i∇ξ, dz)eΦ0(t,tk,ξ)eξ(x)
+
∑
|α|≤2
(iξ)αaα,j(tk,−i∇ξ)eΦ0(t,tk,ξ)eξ(x) (by (4.17))
=
∫
Rd
(ei〈z,ξ〉 − 1− i〈z, ξ〉)νj(tk,M(t, tk), dz)eΦ0(t,tk,ξ)eξ(x)
+
∑
|α|≤2
(iξ)αaα,j(tk,M(t, tk))e
Φ0(t,tk,ξ)eξ(x) (by (4.20))
=
∫
Rd
νj(tk,M(t, tk), dz)(e
〈z,∇x〉 − 1− 〈z,∇x〉)eΦ0(t,tk,ξ)eξ(x)
+
∑
|α|≤2
aα,j(tk,M(t, tk))D
α
x e
Φ0(t,tk,ξ)eξ(x)
=
∫
Rd
νj(tk,M(t, tk), dz)(e
〈z,∇x〉 − 1− 〈z,∇x〉)P0(t, tk)eξ(x)
+
∑
|α|≤2
aα,j(tk,M(t, tk))D
α
xP0(t, tk)eξ(x) (by (4.17))
= Gj(t, tk)P0(t, tk)eξ(x), (by (4.14))
which concludes the proof.
Remark 4.4. Error bounds for the Taylor approximation u¯N in the scalar case d = 1 can be found in
Lorig et al. (2014a,b).
4.3 Fourier representation for un
Using (4.8), (4.9) and (4.12) we have
un(t, x) = Ln(t, T )u0(t, x) =
1
(2pi)d
∫
Rd
eΦ0(t,T,ξ)
(
Ln(t, T )e
i〈ξ,x〉
)
ϕˆ(−ξ)dξ.
The term in parenthesis Ln(t, T )e
i〈ξ,x〉 can be computed explicitly. However, Ln(t, T ) is, in general, an
integro-differential operator (when X is a diffusion Ln(t, T ) is simply a differential operator). Thus, for
models with jumps, computing Ln(t, T )e
i〈ξ,x〉 is a challenge. Remarkably, we will show that there exists a
first order differential operator Lˆξn(t, T ) such that
Lxn(t, T )e
i〈ξ,x〉 = Lˆξn(t, T )e
i〈ξ,x〉, (4.21)
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where, for clarity, we have explicitly indicated using superscripts that Lxn(t, T ) acts on x and Lˆ
ξ
n(t, T ) acts
on ξ. With a slight abuse of terminology, we call Lˆξn the symbol
1 of the operator Lxn(t, T ) in (4.13).
Let us consider the operator Mx(t, tk) ≡ M(t, tk) in (4.15) and denote by Mxi (t, tk) its ith component.
The symbol M̂ξi (t, tk) of M
x
i (t, tk) is defined analogously to (4.21), that is
Mxi (t, tk)e
i〈ξ,x〉 = M̂ξi (t, tk)e
i〈ξ,x〉.
Explicitly, we have
M̂
ξ
i (t, tk) = Fi(ξ, t, tk)− i∂ξi , i = 1, . . . , d,
where the function F is defined as
Fi(ξ, t, tk) =
∫
Rd
∫ tk
t
zi
(
ei〈z,ξ〉 − 1
)
ν0(s, dz)ds+
∫ tk
t
mi(s)ds+ i
∫ tk
t
(C(s)ξ)i ds.
We note that, while Mx is a first order integro-differential operator, its symbol M̂ξ is a first order differential
operator. For this reason, it is more convenient to use the symbol M̂ξ instead of the operator Mx. Note also
that
Mxi (t, tk)M
x
j (t, tk)e
i〈ξ,x〉 = Mxi (t, tk)M̂
ξ
j(t, tk)e
i〈ξ,x〉 = M̂ξj(t, tk)M
x
i (t, tk)e
i〈ξ,x〉 = M̂ξj(t, tk)M̂
ξ
i (t, tk)e
i〈ξ,x〉.
Since Mxi and M
x
j commute when applied to a function that admits a Fourier representation, then M̂
ξ
j and
M̂
ξ
i also commute when applied to such functions. In particular, the operator
(
M̂ξ(t, tk)
)β
, for β ∈ Nd0, is
well defined and we have (
M̂ξ(t, tk)
)β
ei〈ξ,x〉 = (M(t, tk))
β
ei〈ξ,x〉. (4.22)
From identity (4.22) we obtain directly the expression of the symbol of Gj in (4.14). Indeed, recalling the
expression (3.1) of νj we have
Gˆ
ξ
j(t, tk) =
∑
|β|≤Mj
∫
Rd
(
ei〈z,ξ〉 − 1− i〈z, ξ〉
)
νj,β (tk, dz)
(
M̂ξ(t, tk)
)β
+
∑
|α|≤2
(iξ)α aα,j
(
tk, M̂
ξ(t, tk)
)
.
Thus we have proved the following lemma
Lemma 4.5. We have
Lˆξn(t, T ) =
n∑
k=1
∫ T
t
dt1
∫ T
t1
dt2 · · ·
∫ T
tk−1
dtk
∑
i∈In,k
Gˆ
ξ
i1
(t, t1)Gˆ
ξ
i2
(t, t2) · · · Gˆξik(t, tk), (4.23)
where In,k as defined in (4.5).
The following theorem extends the Fourier pricing formula (4.8) to higher order approximations.
1The operator Lˆξn is not a function as in the classical theory of pseudo-differential calculus. However e
−i〈ξ,x〉Lˆ
ξ
ne
i〈ξ,x〉 is
the symbol of Lxn(t, T ).
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Theorem 4.6. Under the assumptions of Proposition 4.3, for any n ≥ 1 we have
un(t) =
1
(2pi)d
∫
Rd
Pˆn(t, x, T, ξ)ϕˆ(−ξ) dξ, (4.24)
where Pˆn(t, x, T, ξ) is the nth order term of the approximation of the characteristic function of X (cf. Remark
4.2). Explicitly, we have
Pˆn(t, x, T, ξ) := Pˆ0(t, x, T, ξ)
(
e−i〈ξ,x〉Lˆξn(t, T )e
i〈ξ,x〉
)
where Pˆ0(t, x, T, ξ) is the 0th order approximation in (4.9) and Lˆ
ξ
n(t, T ) is the differential operator defined
in (4.23).
Proof. We first note that, since the approximating operator Lxn acts in the x variables, then it commutes
2
with the Fourier pricing operator (4.8). Thus, by (4.12) combined with (4.8), we get
un(t) = L
x
n(t, T )u0(t) =
1
(2pi)d
∫
Rd
Lxn(t, T )e
i〈ξ,x〉+Φ0(t,T,ξ)ϕˆ(−ξ) dξ
=
1
(2pi)d
∫
Rd
Pˆ0(t, x, T, ξ)
(
e−i〈ξ,x〉Lˆξn(t, T )e
i〈ξ,x〉
)
ϕˆ(−ξ) dξ,
and the thesis follows from (4.21).
Remark 4.7. Computing the term in parenthesis above
(
e−i〈ξ,x〉Lˆξn(t, T )e
i〈ξ,x〉
)
is a straightforward exer-
cise since the symbol Lˆξn(t, T ), given in (4.23), is a differential operator.
Remark 4.8. In case of non-integrable payoffs (e.g. Call and Put options), the Fourier representation
(4.24) can be easily extended by considering the Fourier transform on the imaginary line ξ = ξr + iξi. For
instance, since the Call option payoff ϕ(x) =
(
ex − ek)+ is not integrable, its Fourier transform ϕˆ(−ξ) must
be computed in a generalized sense by fixing an imaginary component of the Fourier variable ξi < −1.
Remark 4.9. Observe that the Nth order approximation (4.6)-(4.24) requires only a single Fourier inversion
u¯N (t, x) =
N∑
n=0
un(t, x) =
1
(2pi)d
N∑
n=0
∫
Rd
Pˆn(t, x, T, ξ)ϕˆ(−ξ) dξ.
Moreover, when evaluating the inverse transform, the number of dimensions over which one must integrate
numerically is equal to the number of components of x that appear in the option payoff ϕ. This is due to
the fact that the Fourier transform of a constant is a Dirac delta function. In particular, let ϕ(x) ≡ ϕ¯(x¯)
with x¯ = (x1, · · · , xd′), for some d′ < d. Then we have ϕˆ(ξ) = (2pi)d−d′ ˆ¯ϕ
(
ξ¯
)
δ0(ξd′+1) · · · δ0(ξd) with
ξ¯ = (ξ1, · · · , ξd′), and thus
u¯N(t, x) =
1
(2pi)d′
N∑
n=0
∫
Rd
′
Pˆn
(
t, x, T,
(
ξ¯, 0
))
ˆ¯ϕ
(−ξ¯ ) dξ¯.
2This was one of the main points of the adjoint expansion method proposed by Pagliarani et al. (2013).
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5 Example: Heston model with stochastic jump-intensity
Consider the following model for an asset S = eX , written under the pricing measure Q assuming zero
interest rates
dXt =
(
−1
2
−
∫
R
ν(dζ)(eζ − 1− ζ)
)
Ztdt+
√
ZtdWt +
∫
R
ζdN˜ (t, Zt, dt, dζ),
dZt = κ(θ − Zt)dt+ δ
√
ZtdBt, d〈W,B〉t = ρdt.
Note that, just as in the Heston model, the instantaneous volatility of X is given by
√
Zt, where Z is a CIR
process. Likewise, the instantaneous arrival rate of jumps of size dζ is given by Ztν(dζ), where ν is a Le´vy
measure satisfying all of the usual integrability conditions. The generator A of the process (X,Z) is given
by
A = z
(
µ∂x +
1
2
∂2x +
∫
R
ν(dζ)(eζ∂x − 1− ζ∂x)
)
+ κ(θ − z)∂z + 1
2
δ2z∂2z + ρδz∂x∂y,
µ = −1
2
−
∫
R
ν(dζ)(eζ − 1− ζ).
The characteristic function Pˆ (t, x, z, T, ξ) := E[eiξXT |Xt = x, Zt = z] is obtained in Carr and Wu (2004) by
expressing the process X as a time-changed Le´vy process. One can also obtain the characteristic function
by solving for the Fourier transform of the fundamental solution corresponding to the operator (∂t+A). We
have
Pˆ (t, x, z, T, ξ) = eiξx+C(T−t,ξ)+zD(T−t,ξ),
C(τ, ξ) =
κθ
δ2
(
(κ− ρδiξ + d(ξ))τ − 2 log
[
1− f(ξ)ed(ξ)τ
1− f(ξ)
])
,
D(τ, ξ) =
κ− ρδiξ + d(ξ)
δ2
1− ed(ξ)τ
1− f(ξ)ed(ξ)τ ,
f(ξ) =
κ− ρδiξ + d(ξ)
κ− ρδiξ − d(ξ) ,
d(ξ) =
√
−δ2 2ψ(ξ) + (κ− ρiξδ)2,
ψ(ξ) = iµξ − 12ξ2 +
∫
R
ν(dζ)(eiξζ − 1− iξζ).
With an explicit expression for Pˆ (t, x, z, T, ξ) available, the price of a European call option can be computed
using standard Fourier methods
u(t, x, z) =
1
2pi
∫
R
dξr Pˆ (t, x, z, T, ξ)ϕˆ(−ξ), ϕˆ(ξ) = −e
k−ikξ
iξ + ξ2
, ξ = ξr + iξi, ξi < −1. (5.1)
Note that, since the call option payoff ϕ(x) = (ex− ek)+ is not in L1(R), its Fourier transform ϕˆ(ξ) must be
computed in a generalized sense by fixing an imaginary component of the Fourier variable ξi < −1.
Also of interest are sensitivities of option prices or Greeks. In particular, consider the ∆ and the Γ, which
are defined as
∆(t, x, z) := ∂su(t, x(s), z) = e
−x∂xu(t, x, z), (5.2)
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Γ(t, x, z) := ∂2su(t, x(s), z) = e
−2x(∂2x − ∂x)u(t, x, z), (5.3)
where we have used x(s) = log s. When computing terms of the form ∂mx u(t, x, z), observe that the differential
operator ∂mx acts only on the characteristic function Pˆ appearing in (5.1) and not on the Fourier transform
ϕˆ of the payoff ϕ. Likewise, when using Theorem 4.6 to compute ∂mx u¯n(t, x, z) =
∑n
i=0 ∂
m
x ui(t, x, z) the
differential operator ∂mx acts only on Pˆi in (4.24).
Now, we specialize to the case where jumps are normally distributed
ν(dζ) =
λ√
2pis2
exp
(−(ζ −m)2
2s2
)
.
In Figure 1 we plot the implied volatility σ corresponding to the exact price u as well as the implied volatility
σ¯2 corresponding to our second order approximation u¯2. To compute σ we first compute option prices using
(5.1); we then invert the Black-Scholes equation numerically in order to obtain the implied volatility σ.
To compute our second order approximation of implied volatility σ¯2 we first compute our second order
approximation for prices u¯2 using Theorem 4.6; we then invert the Black-Scholes equation numerically in
order to obtain σ¯2. Values from Figure 1 can be found in Table 1. In Figure 2 we plot the exact ∆ as
well as our second order approximation ∆¯2. In Figure 3 we plot the exact Γ as well as our second order
approximation Γ¯2. Values from Figures 2 and 3 are given in Tables 2 and 3 respectively. Exact Greeks are
computed by combining (5.1), (5.2) and (5.3). Approximate Greeks are computed by combining Theorem
4.6 and equations (5.2) and (5.3).
6 Conclusion
In this paper we derive a family of asymptotic expansions for European option prices when the underlying is
modeled as a d-dimensional time inhomogeneous Le´vy-type process. By combining the classical Dyson series
expansion with a novel polynomial expansion of the generator, we obtain two equivalent representations for
approximate option price: (i) as an integro-differential operator acting on the order zero price, and (ii) as a
Fourier transform. We implement our pricing approximation on a Heston-like model which allows for both
stochastic volatility and stochastic jump intensity. We find that our second order expansion provides and
excellent approximation for prices (as seen through corresponding implied volatilities), as well as for the
Greeks ∆ and Γ.
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Figure 1: For the model considered in Section 5, we plot the implied volatility σ corresponding to the exact
option price u (solid black) as well as the implied volatility σ¯2 corresponding to our second order option price
approximation u¯2 (dashed black). The units of the horizontal axis are log strike k := logK. Approximate
prices are computed using the Taylor series expansion of A(t) as described in Example 3.2. We assume the
Le´vy measure ν is as parametrized above. The following parameters are used in all four plots: κ = 1.15,
θ = 0.04, δ = 0.2, ρ = −0.7, z = θ, x = 0, m = −0.1, s = 0.2, λ = 2.0.
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Figure 2: For the model considered in Section 5, we plot the Delta ∆ corresponding to the exact option price
u (solid black) as well as the Delta ∆¯2 corresponding to our second order option price approximation u¯2
(dashed black). The units of the horizontal axis are x. Approximate prices are computed using the Taylor
series expansion of A(t) as described in Example 3.2. We assume the Le´vy measure ν is as given in Figure
1. The following parameters are used in all four plots: κ = 1.15, θ = 0.04, δ = 0.2, ρ = −0.7, z = θ, k = 0,
m = −0.1, s = 0.2, λ = 2.0.
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x -0.2 -0.15 -0.1 -0.05 0.00 0.05 0.1 0.15 0.2
∆ 0.0008 0.00516 0.05084 0.2312 0.5370 0.8024 0.9385 0.9845 0.9959
t=0.10 ∆¯2 0.0009 0.00478 0.05081 0.2313 0.5368 0.8026 0.9387 0.9843 0.9958
rel. err. 0.1309 0.07358 0.00048 0.0006 0.0003 0.0002 0.0002 0.0002 0.0000
∆ 0.01311 0.05708 0.1690 0.3503 0.5559 0.7329 0.8563 0.9293 0.9672
t=0.25 ∆¯2 0.0114 0.05674 0.1696 0.3502 0.5552 0.7330 0.8576 0.9306 0.9673
rel. err. 0.1305 0.00585 0.0035 0.0004 0.0012 0.0000 0.0014 0.0014 0.0000
∆ 0.06608 0.1506 0.2767 0.4260 0.5739 0.7018 0.8014 0.8731 0.9215
t=0.50 ∆¯2 0.06425 0.1508 0.2766 0.4246 0.5719 0.7007 0.8027 0.8766 0.9256
rel. err. 0.02773 0.0014 0.0003 0.0032 0.0034 0.0015 0.0015 0.0040 0.0044
∆ 0.1708 0.2667 0.3760 0.4878 0.5927 0.6849 0.7618 0.8234 0.8713
t=1.00 ∆¯2 0.1662 0.2627 0.3710 0.4814 0.5857 0.6791 0.7595 0.8262 0.8789
rel. err. 0.0268 0.01496 0.0131 0.0130 0.0117 0.0084 0.0030 0.0033 0.0088
Table 2: Exact Delta ∆, second order approximation ∆¯2 and relative error |(∆¯2 −∆)/∆|. Parameters are
the same as those in Figure 2.
x -0.2 -0.15 -0.1 -0.05 0.00 0.05 0.1 0.15 0.2
Γ 0.01828 0.2978 2.159 5.539 6.288 3.831 1.446 0.3779 0.0780
t=0.10 Γ¯2 0.01197 0.2897 2.1760 5.5300 6.288 3.841 1.437 0.3748 0.0821
rel. err. 0.3452 0.0273 0.0077 0.0015 0.0001 0.0025 0.0061 0.0082 0.0518
Γ 0.5185 1.705 3.337 4.275 3.967 2.884 1.738 0.906 0.4229
t=0.25 Γ¯2 0.5267 1.747 3.334 4.255 3.969 2.907 1.754 0.8925 0.4016
rel. err. 0.0157 0.024 0.0009 0.0046 0.0003 0.0079 0.0094 0.0149 0.0503
Γ 1.514 2.488 3.135 3.206 2.802 2.174 1.54 1.017 0.635
t=0.50 Γ¯2 1.585 2.508 3.109 3.182 2.804 2.208 1.588 1.045 0.6244
rel. err. 0.0468 0.0079 0.0081 0.0076 0.0007 0.015 0.0309 0.0279 0.0167
Γ 2.095 2.425 2.483 2.306 1.985 1.612 1.251 0.9364 0.6814
t=1.00 Γ¯2 2.134 2.418 2.452 2.280 1.988 1.656 1.331 1.028 0.7511
rel. err. 0.0183 0.0032 0.0124 0.0110 0.0015 0.0276 0.0644 0.097 0.1023
Table 3: Exact Gamma Γ, second order approximation Γ¯2 and relative error |(Γ¯2 − Γ)/Γ|. Parameters are
the same as those in Figure 3.
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Figure 3: For the model considered in Section 5, we plot the Gamma Γ corresponding to the exact option
price u (solid black) as well as the Gamma Γ¯2 corresponding to our second order option price approximation
u¯2 (dashed black). The units of the horizontal axis are x. Approximate prices are computed using the Taylor
series expansion of A(t) as described in Example 3.2. We assume the Le´vy measure ν is as given in Figure
1. The following parameters are used in all four plots: κ = 1.15, θ = 0.04, δ = 0.2, ρ = −0.7, z = θ, k = 0,
m = −0.1, s = 0.2, λ = 2.0.
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