We introduce new moduli of smoothness for functions f ∈ L p [−1, 1]∩C r−1 (−1, 1), 1 ≤ p ≤ ∞, r ≥ 1, that have an (r − 1)st locally absolutely continuous derivative in (−1, 1), and such that ϕ r f (r) is in L p [−1, 1], where ϕ(x) = (1 − x 2 ) 1/2 . These moduli are equivalent to certain weighted DT moduli, but our definition is more transparent and simpler. In addition, instead of applying these weighted moduli to weighted approximation, which was the purpose of the original DT moduli, we apply these moduli to obtain Jackson-type estimates on the approximation of functions in L p [−1, 1] (no weight), by means of algebraic polynomials. Moreover, we also prove matching inverse theorems thus obtaining constructive characterization of various smoothness classes of functions via the degree of their approximation by algebraic polynomials.
Motivation
The purpose of this section is to provide some motivation to the introduction of the new moduli of smoothness that we discuss in this paper.
We start with a simple example. Suppose that A α p is the space of all functions in L p [−1, 1], 1 ≤ p ≤ ∞, such that their rate of approximation by algebraic polynomials of degree < n in the L p -norm is O(n −α ). How can we characterize this approximation space? The answer is very well known by now. There are several approaches but the ones that became most popular in recent decades involve moduli of smoothness of Ivanov τ k (f, δ(t, ·)) q,p (introduced in [1980] [1981] and Ditzian-Totik ω ϕ k (f, t) p (introduced around 1984). The Ditzian-Totik (DT) modulus is defined in (2.1) by letting r = 0 (see also Remark 2.3), and the Ivanov modulus (see [2, Section 16] , for example) is given by τ k (f, δ(t, ·)) q,p = ω k (f, ·, δ(t, ·)) q p , where ω k (f, x, δ(t, x))
It turns out (see e.g., [2] ) that ω ϕ k (f, t) p ∼ τ k (f, ∆(t, ·)) p,p with ∆(t, ·) := tϕ(·)+t 2 , but, according to [2, p. 142 ], "The [Ivanov] moduli ... are a somewhat more cumbersome method to describe smoothness than ... [DT moduli], and their computation is more difficult."
It follows from [3, Theorems 7.2.1 and 7.2.4] that, for 0 < α < k,
A natural question now is what can be said about smoothness of the derivatives of functions from A α p . Surely, if α is large enough, then functions from A α p have to be differentiable (or rather, almost everywhere, they coincide with functions which are differentiable). Note that (1.1) does not explicitly describe the behavior of these derivatives (but see Remark 1.1 below). While it is true that ω ϕ k (f, t) p ≤ ct r ω ϕ k−r (f (r) , t) p , it is NOT true that, for appropriate α, f ∈ A α p only if ω ϕ k−r (f (r) , t) p = O(t α−r ). One needs to replace ω ϕ k−r (f (r) , t) p with an appropriated weighted modulus (as we show in Section 9). This is very different from the trigonometric case where the classical moduli of smoothness are used in analogous results on characterization of (trigonometric) approximation spaces. 
and [3, Theorem 6.3.1 (a)] implies that f ′ is locally absolutely continuous and 
In summary, there is a need for a new measure of smoothness and/or new results that would help resolve the above mentioned problems. The purpose of this paper is to introduce new moduli serving this purpose. These moduli are equivalent to certain weighted DT moduli, but, to rephrase [2, p. 142] , "these weighted DT moduli are a somewhat more cumbersome method to describe smoothness than our moduli, and their computation is more difficult" (see Section 8 for the exact definition of these weighted DT moduli).
Introduction and definitions
As alluded to above, we are interested in the constructive characterization of the functions in L p [−1, 1], 1 ≤ p < ∞ and C[−1, 1] when p = ∞, with given degree of approximation by algebraic polynomials, which is analogous to the characterization of periodic functions in L p [−π, π], respectively, C[−π, π], with given degree of approximation by trigonometric polynomials. Our characterization yields information on the smoothness of the derivatives of the approximated functions, and is described in Sections 8 and 9 by means of direct and inverse theorems relating certain weighted DT moduli of smoothness of a function f ∈ L p [−1, 1], respectively, f ∈ C[−1, 1], to its degrees of best unweighted approximation in the space.
The first sections are devoted to introducing the above mentioned DT moduli of smoothness in a new, equivalent form, which is more transparent and simpler. We prove the equivalence via K-functionals. For p = ∞, these moduli of smoothness were introduced by the third author [6] (see also [4] ), and certain direct and inverse theorems proved, however, no relations to weighted DT moduli were discussed.
In the sequel we will have constants c that may depend only on some of the parameters involved (p, k, r), but are independent of the function and of t or n, as the case may be. The constants c may be different even if they appear in the same line.
Let
be the kth symmetric difference, and let 
Observe that D δ = ∅ if δ > 2, and note that ∆ k hϕ(x) (f, x) is defined to be identically 0 if x ∈ D kh and that W δ is well defined on
Remark 2.4. When p = ∞, ω ϕ k,r (f, t) ∞ reduces to the modulus of smoothness introduced by the third author (see, e.g., [4, 6] ).
Our moduli of smoothness are certain type of weighted DT moduli (see Section 5 for details). However, we give a more transparent and simpler definition of the moduli, which, in particular, makes their monotonicity in t, self-evident. Moreover, we are not interested in weighted approximation, rather we are interested in applying these moduli to estimates on the non-weighted approximation of f ∈ B r p (see Section 8 for details).
If 1 ≤ p < ∞, our moduli are equivalent to the following averaged moduli of smoothness.
Definition 2.5. Let k ∈ N, r ∈ N 0 and f ∈ B r p , 1 ≤ p < ∞. Then, the averaged modulus of smoothness is defined as
For convenience, for p = ∞, we also define
While the modulus ω ϕ k,r (f (r) , t) p is obviously a non-decreasing function of t, the averaged modulus ω * ϕ k,r (f (r) , t) p does not have to be non-decreasing. At the same time, it immediately follows from Definition 2.5 that
It turns out that the above defined moduli are equivalent to the following K-functional.
The following result is valid.
where constants c may depend only on k, r and p. 
where
is a weighted DT modulus defined in (5.1) (see Section 5 for more details).
Since it is obvious that
only the first and last inequalities in (2.4) need to be proved. Their proofs are given, respectively, in Sections 6 and 4. We conclude this section with an immediate consequence of Theorem 2.7.
Proof. Using Theorem 2.7, identity (2.2) and the monotonicity, in t, of both the K-functional K ϕ k,r (f (r) , t k ) p and the modulus ω ϕ k,r (f (r) , t) p , and denotingt := min{λt, 2/k}, we have
for any t > 0. 
Auxiliary results
In the following proposition, we list several useful properties of the weights W δ (x) and the sets D δ , δ > 0, which will be used below. (Note that the statements in this proposition are vacuously true for δ's such that D δ and/or D 2δ are empty.)
which is (iv). Property (v) immediately follows from (iv), and (vi) is obvious.
The first important property of the new moduli is stated in the following lemma.
Proof. Let ǫ > 0. Then there is δ > 0 such that
For each h > 0, we have
Now if h ≤ t 0 , then I 1 < ǫ/2, and
where for the second inequality we used, for x ∈ D kh , the inequality W kh (x) ≤ ϕ(u(x)), where u = u(x) := x + (i − k/2)hϕ(x)), and the third inequality follows because Proposition 3.1(v) implies that u ′ (x) ≥ 1/2 when x ∈ D kh . This completes the proof.
In was proved in [4] (see also [6] ) that, for r ∈ N and f ∈ C r (−1, 1),
In the case r = 0, it is easy to see (see also [3, p. 37 
p , then
for any γ ≥ 0 such that γ > r − 1.
Proof
First, we consider the case p = ∞. Since ϕ(u) ≥ ϕ(x) for |u| ≤ |x|, we have
Similarly, if p = 1, then
1 .
Suppose now that 1 < p < ∞ and q = p/(p − 1) is such that (r + 1)q = 2 (i.e., either r ≥ 1, or r = 0 and p = 2). Using Hölder inequality we have
Finally, if p = 2 and r = 0, then
.
Proof of Theorem 2.7: the upper estimate
The upper estimate of our modulus by the K-functional in Theorem 2.7 (i.e., the last inequality in (2.4)) immediately follows from the following lemma.
Proof. In view of (2.2) and the monotonicity of the K-functional in t, we may assume that t ≤ 2/k. Take any g ∈ B k+r p . Corollary 3.5 implies that g ∈ B r p , whence ω
Take h such that 0 < h ≤ t.
To estimate the second term ω ϕ k,r (g (r) , t) p , using the identity
. By Hölder's inequality (with 1/p + 1/q = 1), for each u satisfying −1 < x + u − hϕ(x)/2 < x + u + hϕ(x)/2 < 1, we have
Thus, in order to complete the proof, it suffices to prove
noting that, in the case k = 1, this inequality is understood as
and, if p = ∞, then (4.2) is replaced by
To this end we write,
Part I: estimate of I 1
First, we note that, if h > 1/k, then D 2kh = ∅, and so no estimate of I 1 is needed. Hence, in this part, we may assume that h ≤ 1/k. For x ∈ D 2δ and u ∈ [x − δϕ(x)/2, x + δϕ(x)/2], we have
where for the second and third inequalities we applied the fact that δϕ(x) ≤ 1−|x|. Also, obviously, 1 2 (1 + |u|) ≤ 1 + |x| ≤ 2(1 + |u|).
Hence, for x ∈ D 2δ and u ∈ [x − δϕ(x)/2, x + δϕ(x)/2],
Also, note that δϕ(x) ≤ 1 − |x| (i.e., x ∈ D 2δ ) implies
So, if x ∈ D 2kh , then by(4.5),
where we applied Proposition 3.1(ii). Note that the above estimate is also valid for k = 1. Therefore by (4.5) and (4.6), for 1 ≤ p < ∞ we have
where −1 < a 1 < a 2 < 1 and
Hence,
∞ .
Part II: estimate of I 2
In this part, we estimate I 2 , the estimate of I 3 being completely analogous. It is convenient to introduce the notation
and
The required estimates for I 2 (p) and I 2 (∞) follow, respectively, from
and (4.8) sup
x∈E kh
First we observe that if v ∈ A(x, u 1 + · · · + u k−1 ) and |u i | ≤ hϕ(x)/2, then
which, by Proposition 3.1(i) implies, for x ∈ D kh , that
Thus, (4.7) and (4.8) follow, respectively, from
and (4.10) sup
Recall that µ(δ) = 2δ 2 /(4 + δ 2 ) and note that
It will be convenient for us to separate the proof for "small" and "large" h. We first consider the case when h ≤ 1/( √ 2k).
It is easy to see that
and, for x ∈ E kh ,
It is important to note that, if h ≤ 1/( √ 2k) and x ∈ E kh , then
This implies that, if v ∈ A(x, u 1 + . . . u k−1 ) where x ∈ E kh and |u i | ≤ hϕ(x)/2, then v ≥ 0 and so
and note that (4.12) is also valid if q = ∞. We also observe that, if k ≥ 2, then for any x ∈ E kh and u
Indeed, using the fact that 1 − x − u ≥ hϕ(x) and changing variables to v := −2u 1 /(hϕ(x)) and w := −2u 2 /(hϕ(x)), we have
Thus, (4.13) implies that, for any k ≥ 2, α > 1−k, x ∈ E kh and u ∈ [−hϕ(x)/2, hϕ(x)/2],
Now, for any x ∈ E kh , we have
which implies (4.10) and so completes the proof in the case p = ∞. For 1 ≤ p < ∞, it is convenient to break the proof of (4.9) into several cases.
Case 1: 1 ≤ p < ∞, k = 1 and q > 2 Using (4.12) we have,
Case 2: 1 ≤ p < ∞, k = 1 and q = 2 Applying (4.12) we obtain,
Case 3: 1 ≤ p < ∞, k = 1 and q < 2
We apply (4.12) and get
Case 4: 1 ≤ p < ∞, k ≥ 2 and 2/p < k
Note that in this case, kq > 2 and k/2 + 1/q > 1, and applying (4.12) and (4.14), we get
Case 5: 1 ≤ p < ∞ and 2/p ≥ k ≥ 2
Since 2 ≤ k ≤ 2/p and p ≥ 1 can hold simultaneously only if k = 2 and p = 1, using (4.12) for q = ∞ we have
It remains to consider the case when 1/(
, and meas(E kh ) ≤ c(k) ("≤" cannot be replaced with "∼" since meas(E 2 ) = 0). Inequalities (4.9) and (4.10) which we need to verify become (4.15) 
We can prove (4.15) and (4.16) using the proof used in Part II(i) with the only difference that we can no longer use the fact that ϕ(v) ∼ √ 1 − v for v ∈ A(x, u 1 + · · · + u k−1 ) with x ∈ E kh and |u i | ≤ hϕ(x)/2. At the same time, since we no longer need to keep track of powers of h's, this proof can be considerably simplified. x ∈ (−1, 1) . Applying the identity (4.1) for any x ∈ E kh , we have
≤ c, which implies (4.16) and so completes the proof in the case p = ∞. Now, observing that, for −1 < a < b < 1,
we conclude that
Therefore, in particular,
Hence, (4.15) is verified if k = 1 and q < 2 (p > 2), and for q > 2 (1 ≤ p < 2) we have
Finally, if k = 1 and p = q = 2, then we observe that, for a centrally symmetric set S ⊂ R 2 , we have S f (−x)dx = S f (x)dx. Hence,
and so (4.15) is verified for all 1 ≤ p < ∞ if k = 1. If 1 ≤ p < ∞ and k ≥ 2, then kq > 2 and so
. Applying the identity (4.1), we have
This implies (4.15) in all remaining cases except for k = 2 and p = 1 (q = ∞). Finally, twice using the fact that (x, u) x ∈ D 2h , |u| ≤ hϕ(x)/2 is centrally symmetric, we have
This completes the proof of the lemma.
Weighted DT moduli
The following weighted DT moduli are defined in [3, p. 218 ] (with D = (0, 1)).
It was shown in [3, Theorem 6.1.1] that, under certain restrictions on ψ and w, ω k ψ (f, t) w,p is equivalent to the following weighted K-functional K k,ψ (f, t k ) w,p :
Lp(D) .
In particular, with obvious modifications for (−1, 1) instead of D = (0, 1), ψ := ϕ and w := ϕ r , we have
, where t * := 2k 2 t 2 and A is an absolute constant (for example, A = 12 as in [3] ), and note that it is readily seen that the K-functional defined in Definition 2.6, satisfies
p .
It follows from [3, Theorem 6.
for some M > 1 and 0 < t ≤ t 0 . A similar quantity to the following averaged modulus was considered in [3, (6.1.9)] (recall that t * := 2k 2 t 2 ):
Also, from the statement in [3, p. 57], we conclude that, for sufficiently small t > 0,
6 Proof of Theorem 2.7: the lower estimate
We will apply (5.4) (for 1 ≤ p < ∞) and the second inequality in (5.2) (for p = ∞) in order to complete the proof of the lower estimate in Theorem 2.7.
Proof. We estimate each of the three terms in the definition (5.3) separately. First, recall that t * := 2k 2 t 2 and note that [−1 + t * , 1 − t * ] ⊂ D 2kt and so using Proposition 3.1(iii) we have We now estimate the second term (dealing with the function near −1), the third term being similar. If t is sufficiently small (for example, t ≤ (2k A + k/2) −1 will do), then
Hence, if t is sufficiently small (t ≤ (2k A + k/2) −1 will do), then Another immediate corollary of Theorem 9.1 with φ(t) := t α and N = k + r is the following result which is an inverse to (8.2) .
Corollary 9.4. Let r ∈ N 0 , k ∈ N and r < α < r + k, and let f ∈ L p [−1, 1], 1 ≤ p ≤ ∞. If (9.6) E n (f ) p ≤ n −α , n ≥ N, for some N ≥ k + r, then f ∈ B r p and ω ϕ k,r (f (r) , t) p ≤ c(α, k, r)t α−r + c(N, k, r)t k E k+r (f ) p , t > 0.
In particular, if N = k + r, then (9.6) implies that f ∈ B r p and ω ϕ k,r (f (r) , t) p ≤ c(α, k, r)t α−r , t > 0.
Corollaries 8.2 and 9.4 imply the following constructive characterization result.
Corollary 9.5. Let r ∈ N 0 , k ∈ N, r < α < r + k, and let f ∈ L p [−1, 1], 1 ≤ p ≤ ∞. Then E n (f ) p ≤ cn −α , for all n ≥ k + r, if and only if f ∈ B r p and ω ϕ k,r (f (r) , t) p ≤ ct α−r , t > 0.
