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In part I of thih paper we \ho\F.ed that for any pair (III. r) of positive integers. r odd, there is :I 
po\iti’re integer N,(m, r1 such that if p is a prime. p = 2”‘rs + 1 > N,( m. r), r. s odd positive 
integers. then Howell Designs of all types H”(p. 2n ), p + 1 G 2n ~2p - 2s exist. We now verify 
that under the Filrne hypotheses (except that I FFI. r) = (1, I I is not allnwed). there is a oositive 
integer N,(IFI. t-1 such that if I, = 2% + . > N,(m. r). then Howell Designs of ail types H”(p. 2111. 
2p - 2s C 211 s Zp -6 exist. Since designs of type H*(p. 2p -4) and H”fp. 2~1 are known to c‘xist 
for p 2 7. it follows that if p = 2”‘rs + 1 > s”J(m. r) = max{N,(m. r). N,(na, r)). then Howei: De- 
s& of all type> H*(p. 2rr b. except possibly type H”(p. 2p - 21, exist. When this is the case, we 
\;ty that almost all H”(p. 2t1 b exkt. As in part 1. the method of construction appears to be much 
better than the general bound> obtained. We are able to \how that Y(2, 1) = 5. Thus. if 
5 c-i p - 4s + I. s odd, then a/mu\t all H*(p. 211) exist. Evidence i\ presented to show that .V( 1.3) 
iq almc~~t certainly 1. In particular. if p = 6s -C 1 < 1000. s odd. then almost all I-f”(p. 2n 1 exist. 
I. In uction 
Suppose X is a set such that IXi= 2rt. A Howelf Desigrt on X of type H(s. 2n) 
consists of a square array of side s such that 
(11 each cell either ic empty or contains an unordered pair of elements taken 
from X. 
(2j each element of X appears exactly onlze in each row and each column of the 
array. and 
(3) each unordered pair ap ears in at m:>st one cell of the array. 
It is easy t0 see that existent requires rz 5 s s 211 - 1. A Howell Design on X of 
type H(s. 211) is said to be of type If*(s, 2~1) if there is some >,et Y c X such that 
1 Y( = 2r1 - s and no pair of elements of Y occupy any cell of the design. 
In this paper we are primarily concerned with the existence question for owell 
csigns of odd si e: for backgro is problem see [ I, 5,7,8]. Worth 
mentioning here is the currently plausible conjecture that, except for design types 
(5,131, which are known not to exist, 
integer, s > 7, the statement that 
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aln~ust all I+%, 2t) exist means that if s + ‘. s 2t < 2s -- 3 or 2t = 2s, then there is a 
Ho~:ell Design of type pQ*(s, 2t). 
The following statement and mul\iplication theorem from 111 indicate why WC 
are interested in Howell Designs of prime side. 
H 1. If p 27 is a prime, then almo.;t all H”(p, 2n) exist. 
For results in case ti + h = 1 above, see [ 1.3,-I. 5 ]. Clearly it would be very 
useful to be able !\I \ferify Hl. The major result of [S] is 
eorem 2 [S]. Suppose t~i is u positiw iriteger, v- .mf s me mftf pairice iriregers clritl 
p LIZ 2”’ rs + 1 is ~1 prime. There is (1 p0sitit’e irifegcr !V,(w, f-1 such tilaf if p > N!(!ii. rl, 
then designs of ail types H*(p, 211). p + 16 211 s 2p - 2s extst. 
Note that if (no, P) = (1, 11, the resulting special cast3 of Theorem 2 only says that 
certain Room Squares I%! Chk. The major result of this paper is 
eorem 3. Suppose FF~ is Q pcjsitive iriteger, r ad s are wfd positive integers. 
(111, r)f(l, l! niid p = 2”‘rs + 1 is Q pri!Fle. Tki+e is a pcjsitive iriteger N,a 1Fl. r) such 
thut if p > NJ IFI. r 1, therl designs of (111 rypes H” (p. 2~ 1, 2p - 2s s 211 9 21) - fi exist. 
If Theorems 2 and 3 are combined with [7. Theorems 1 and 121 we SW that in 
each c?-b ! VI, r\# ( 8. 1). ev~z,ltuallry almost all types of designs exist. 
C&neral!y, the bounds otltained appear to be quite poor indicators of ihe power 
of the method. In [S] cer\ain ad hoc procedures and computer testing were used 
to establish that N&2, 1) = 5. We are able to use similar methods now to conclude 
N2(2, 1) = 5. Thus, if 5 <p =4s + 1, s odd and p prime, then almost ali H*(p, 2~1) 
exist. As in [S] we do not make exhaustive tests in the !III, r) = (1,3) case but we 
do %how that if p = 6s + 1 C 1000, s odd and p prime, then almost all Fi*(p, 2r1) 
exist. 
The concept that is the foundation for this paper as well as [1,5] is as follows. 
l Suppose G is a finite Abeiian group of odd order written additively 
and X is a partition of G into singletons S, and doubletons I&. We will say that 
X is a splitting starter if and only if 
(i) (a, b), {c, d) distinct ele implies a - b # 3: (c - if), 
(ii) A : X =& L’&-+G 
(CT) 1:;)~ !& implies A(s) = -2~ ind 
(0) (a&~& implies A(a,bi= -fa+b~ 
i\ an injection 
It is ktlown [.Cl that a splitting starter .Y on G yields a Howell Design of type 
h”“(lcii. iC;l t lSs 11. Moreover, it is often possible to “uncouple” a doubleton of X, 
make a new splitting starter for C; with two additional singletons, and thus realize 
;t new type of Howell Design. We ;tc\ume the reader has access to [ 1, S] where the 
detail\ of the unc~~upling proce\\. and its I-elationship to the digraph Ax associated 
with X. are discu\\ed. 
In [ 5 j tht: pre\cnce of long cycles 111 & was seen as an obstruction to iteration 
of the uncoupling procc\s. In this paper*, we \how that splitting starters whose 
;t~~cx.%~ttxi dlgr,tiph\ c.‘c>n\ist of lt)rlg c’yc‘le’~ c‘a!l often tw changed slightly so that the 
ntw digraph contains weak components that consist of a short cycle and a long 
path. This k exactly what mt’ wants ?o construct many Howell Designs of the 
same \ide. We begin by considering two examples. ‘The ideas in the examples will 
then be generali!zed to give the basic corlstruction. 
We will use K = (;F[p” J to denote the finite tield of p” elements. If p” = 
E”‘r.s + I. r. s odd. let k’ denote the subgr(,jup of order s of the multiplicative group 
I+? of K. let R he ;I set of coset rcprt*~cr:tati~~cs of Y and if I? c R is partitiorled 
Into ,I \et Y ot \mor&red pair\. 
yp -- (( ytr. yb}: (CL b) e f. Ii’ E Y 1. 
c; = (x’ rr+‘: (16 f <s). 
Thus Y = C,,. The notation “U -+ tj’* will be used to denote an edge of the digraph 
associated with a splitting starter. 
Now. suppose p = 37 = 4 - 1 9 9 + I, K = (iF[37] and Y is the multiplicative 
subgroup of K* of order 9. r’hen x = 2 is a primitive root and if P = {{ 1. 31)}, one 
easily checks (or uses [S, ‘Theorem 61) that 
YP=(% 31),{ 16, IS}, (34, 18).(26,29), (9,2Oj, 
(33, 24), (10, 14), (12. 21, (7, 32;: 
is & for a splitting starter X on (K. + 1. The digraph associated with YP, Aypr is 
the V-cycle 
5-+35+23-+ I.34 17-M+ 1%+22-+6---+5. 
Suppose we try to modify the digrap!, AyP by changing what happens at the 
vertex 5. If two edges were to emanate from 5, they would be the given one 
S-+-2 - 1=35 (mod37j and S-+ -2 - 313 12 (mod 37). C:ln we change the dig- 
raph by adding the edges S-+ 12+6! e wou need a pair ix, y} such that 
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Table 1 
0 28 27 26 25 24 23 22 2 1 20 19 18 17 16 
0 15 11.20 1.2 18 4 5 17,23 6 
0 15 1.2 18 4 5 17,2X20 4 
0 15 1.2 18 4 5 17,23 6 20,22 
15 14 13 12 11 10 9 8 7 654321 
19.24 22 8 21,25 9 3,16 10 7,14 26 12 27 13 28 
19.24 22 8 21,25 9 3,16 10 7,14 11 26 12 27 13 28 
19.24 8 21.25 9 3716 10 7,14 11 26 12 27 13 28 
of the table. It follows that 20 must be paired with z such that 
(i) 2O+Z= 13 (mod 29), 
(ii) 20 - z = f 2, 
(iii) z: L Co U C1, so that z is not in any pair of Yp. 
The last TOW of the table gives the new splitting starter W with 22 = z. As 
expected, A w is a 3-cycle joined to a 4-path. 
2. Suppose K is a finite field, x is a generator of K*, Y is a 
multiplicative subgroup of K* and the cosets (Ci} of Y are as previously defined. 
A coset quadruple is an ordered collection (C,, C,, C,, 61,) of cosets of Y. 
Ordinarily we will use Ihe notation (u, U, w, z) for tire coset quadruple 
(C,, C,, C,, Cz ). A coset quadruple (u, U, w, z) is realized by a basic field quad- 
-* ruple (a, a + 1, Q +2, a + I- 4-‘a2) if there is an a in K such that a E C,, 
a+lEC,, a+2&, and a tl-4-‘a2&‘,. 
It will be useful to establish the following notar:ional conveniences. Suppose 
Q = 2% -+- 1= ‘21~s -5 1 is a prime, x is a generator of the associated K* and 
(x = (u, u, w, z) is a coset quadruple. Then e, = e((y, i) is the element of a in 
position i. Z2,, will denote the cyfcli lro~p on 2n elements, written additively, an 
if a,,..., &1.,= 
We will be i rallies of coset quadrupks. 
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F(H, k) is the coilection of coset quadruples a! such that 
(1) eb, l)$+{k, k+nL 
(2) e(a, 2)f 0, 
(3) e(a, 3) = k + n, 
(4) e(cu, 4) $ (0, ek 2)) 
In a more compact notation 
- - 
F(H, k)=(k, k+n;O; k+n :O,e,). 
G(n, k) is the collection of coset quadruples @ such that 
(1) et& 1)4(k+e(P,2),k+n+e(p,2)}, 
(2) et& 2)+ 0. 
(3) e(p, 3) = k + n + e(P, 2), 
(3) e(P, 4) $ -MB, 2), 2eiQ, 2)) 
Thus 
G( n, k) -= (k + e2, k + n -t e2 ; 0 ; k + n + e2 ; e2, 2e2>. 
Suppose p = 2% + 1 = 2ns + i is a priplze with r, s odd and rt > 2; 
suppose x is a generator of the associated K”,-2 E Ck and a* = 
(a, a + 1, a +2. a + l-4- ‘a2) is a basic field quadruple. lf a* realizes a coset 
quadruple of 
!i) F(n, kj and 8(a +2)-‘f 1, c)r 
(ii) G(n, k! and 8(a +2)-3 (a + 1 I32 1, 
rhen !fowell Designs of all types H*(p, 2n), 2p - 2s s 2n s 2p - 6 exist. 
“rook. We consider the case of a* realizing a coset quadruple cy of F(n, k). The 
argument for the other case is similar. The plan will be to define a splitting starter 
whose digrapa is such that the uncoupling process will give the required types of 
designs. 
Lei Y = :(I, a + 1 j}. Since a* realizes a coset quadruple ac of F(n, k), it follows 
that a+b&‘JfO and a+2ECk+n. Thus by [5, Theorem 61, YP is L& for a 
splittrng st2rter X on K. Tile fact that - 1 E C,, implies that -(a + 2)~ C’, and 
hence that the vertex set of Ax, denoted VX, is Ck. If (y, y(a + I)} is a pair of YP, 
then there are two possibilities for edges of Ax emanating from -y(a +2); 
-y(a +2)+ -2y and -y(a +2)-,-2y(a + I). Since -2y E Ck, the edge set of AX 
is 
IF&=(-y(a+2)-+-2y:yEY). 
f ly1, y&l + l,}E and -y,(a + 2)-+ --2y, E EX, then there is a y, in Y such 
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that {y2, y,(u + 1))~ YP and -2y, = --y2(~ +2). Note, therefore, that given a 
vertex of Ax and its associated pair, one can move to the next vertex and 
associated pair in the digraph by nmlt’plying by 2(a +2)-l and 1# 2(a +2)- ’ E 
Y = Co. Thus 
2(a +I?)-‘(-y,)(a + 2) = -2y* 
and 
2ta + 2) eliyl, yl(a + W= iy2, y2(a + 1)). 
Hence, it is clear that Ex is a union of disjoint cycles and that the multiplicative 
order of 2(a + 2)’ controls the length t and the number s/t of cycles in Ax. Note 
that since tS(a + 2)~“f 1, the odd positive integer t is greater than 3. 
We n&)w define a modification of the splitting starter X. Fix an element y of Y. 
We shall modify the t-cycle of A, that contains the vertex Q = -y(a +2), 
corresponding to the pair {y. y(a + 1)). The t-cycle contains the edges 2)1-L’ 
rJ,-1- Q’* Since multiplying by 2(a + 2)’ ajlows us to follow the arrows in A,, 
multiplying by 2-‘(a + 2) traces the t-cycle in the reverse direction. Thus u,_, and 
its associated pair are 
U,_,=-2-1y(a+2)2; { 2-% + 2)y, 2-‘(a + 2)y(a + 1)) 
and Q-_~ and its associated pair are 
The change is as follows. Replace the pair R’ associated with v, _2 by the pair 
R2 = (4- ‘(a + 2)2y, (a + 1 -4-‘a2)y}. 
(In the other case involving G(n. k), replace the pair 
RI = (4-‘(a + 2)2(a + 1) mU2y, 4~‘(a + 2)2y(a + 1)~‘} 
of YF by the new pair 
R2 = {(a + l -4-%‘)(a + l)-'y, 4-‘(a + 2)2y(a + I)-‘}.) 
This is equivalent to uncou ing the pair associated with U, _2 ard then coupling 
4-‘(a + 2)2y with the eleme z = (a -t 1 - 4 ‘~1~) y. The new pair formed will have 
sum 2y(a + I) and differences *2 ‘yu2. It is easy to see that since a’ realizes a 
cosc=t quadruple a! of F(rz, k) the new pail. will not have the same difkrtnces as 
any pair of YP and z is not a member of the cosets paired in YP. Thus, It is clear, 
using Detinition 1, that (YP U R2)\ R, is for a splitting starter X’ on K. 
The new pair introduces a ne’w vertex tj = -2y(a + I) and the r?ew edges Q,-+ 6, 
since tl(: correspc ce 21, , = -2 . 4 ‘*(a + 
ear. Thus, changing 
U~~i)+vt-‘-+v,) 
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cycle in the indicated fashion. Since each choice of uO involves a different y, the 
elements z difFer from one another as do the differences associated with the new 
pairs. The process therefore results in Dw for a splitting starter W. After 
completing the modification, the graph Iw is a collection of “tadpoles”, and the 
uncollpling process [I] can be used to build the required types of designs, since 
tH. 
In this !iection we show that the method of construction describeci n Theorem 4 
works asymptotiLaiiy. In addition, we show that, in certain cases, variations of the 
cc,nstruction and bounding procedure yield very strong results. For both purposes, 
we employ counting arguments which involve character sums and deep estimates 
clue to Perei’muter for the sums in question. The treatment parallels that in [5], to 
which we refer for appropriate details. We shall, however, present the main lines 
of the argument here for completeness. 
lLet K = GF[p”], where p” = c$ $- 1 is an ol id prime power and let x 
generator of the associated K *. Let x be the character of order c on K* defined 
bY 
x(x’) = cd’, ()<isp”--2 
where w =exp(%/c). Then the sets 
CU =(y: YE K* and x(y)=o”), O~u~c--1, 
ale the cosets in K* of the subgrc,up Y = CO consisting of the c-th powers. 
Let x(O) = 0, and let x0(O) = I) in sums involving xi. For 6 E K and 
c-l 
S,(h’: = c opXi(b). 
i=O 
[Sj. For b E K we have 
s,(b)= cy 
c, 
if b E Cu, 
, otherwise. 
The ler.lma just stated lea& to a method or wide applicability to constructions 
of the sort discussed here. We outline’ this method in more generality than we 
require here +3 Indicate its usefu ness. 
Suppose R(x) =flf=, PJx)e K[xJ. Let (u l,. . . ,u,) be any ordered s-tupie of 
integers ali in [O, e .- I]. We require an expression for the number A of elements a 
in for w 1 s i Ss implies pi(a)E CUi. 
c”A = S,yl(a 1) 
c16K i -1 
oci I..... j,sc - I acK i-l 
. This is immediate from Lemma 1. 
Constder the sums cr(j,, . . . &) - x, ,_ K ni 1 XtBffi (U )j which arise in Lemma 2. 
Each a can be compared with the sum ~(j,, . . . ,js) =xuEK ~(ni;_~,fj$a)), where if jt 
is zero the corresponding P:(a) is taken to be 1 for all a in K. Each sum 7 differs 
from the corresponding CF only in terms involving zeros of the polynomials pi, 
1 s i ss. In particular ~(0, . . . ,W = p” and ~(0,. . . ,O) - p” -/I, where h is the 
number of a in K such that for at least one i, Pi(o) = 0. If R(x) is “reduced” 
[S, 91, the results of Perel’muter apply to give estimates for the remaining sums 
dj,. . . . ,j,L Cj,. . . . ,j,) # (0. . . . ,(I) so that in each case 
lr(j,, - l . ,js ,I s wp”+ 1. 
M can be taken to be & 1 deg Pi(X) - 1. These estimates, together with the 
evaluation of ~(0, . . . ,O) give the inequality 
I?‘4 --p7S J@+ L 
for suitable constants J and L. This implies 
cSJ SJ p” -Np”-L 
and so A tends to infinity with p”. In particular, any desired value for A (e.g. 
.4 2 5) is achieved for $’ 2 T(c 1, with the size of T(c) determined by the values of 
.L and L. 
For a fixed c, the value for T(c) obtained is quite large. owing to the presence 
of cS character sums, each estimated separately. Moreover, T(c) grows with c. 
We have, then, asymptotic results that fall far short of what is desired. On the 
other hand, when these methods are applied to the construction of Howell 
Designs, they appear to give designs far sooner, for a fixed c, than the estimates 
enable us to guarantee. 
‘Isle main result is the following 
K*, let x be 
Suppose K = GF[p”], p odd, p” = cd + 1, let x be u fixed generator of 
the churucter of order c on K * defined us previously and let &;, be the 
111 ultiplicutive subgroup of order d of K*. For i = 1, 2, 3 there is a positive integer 
Ti(c) such that if p” > I-&), then the stuternent (i) below holds. 
(1) Arty purticwlar cosc3t ( druple (.u, v, w, Z) call be realized $y 
quadruple beginning with a ch that 8(a + 2Jh3# 1. 
(2) Any purticular coset quadruple (cd, v, w, z) ca 
q~ady~ple begimting with a such that ts(a + 2)-3(a + 
(3) All coset quadruples cm be realized by basic 
a basic field 
a busic field 
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Clearly (3) fo,Jlcws from (1) or (2) since there are only a fintte number of 
coset quadruples. For u, U, w, z fixe rl, !) s U, u, w, z s c - 1, let ,2. denote the 
number of a in K for which the basic field quadruple beginning with a realizes 
the coset quadruple (u, v, w, z). The equation y3 = 1 has at most three solutions in 
K, one of :hc m beirg y = 1. Now 2(a +2)-l = 1 if and only if a = 0 and 
2(~~+2)-~(a+l)= 1 if and only if u = 0. We can therefore assume that an a exists 
to satisfy (1) [or (2)] if we can show A a3. Apply the argument outlined above 
with P&X)=X, i’&)=x+l, &(x)=x+2 and P&)=x-!-l-4-‘x2. For each 
Ii, j, k. I)# (0, 0, 0, O), consider the sum 
The function R(x) = Pi(x) 9 P&x) 1 P;(x) l Pi(x) will be “reduced” (sea [S, 91) 
unless the g.c.d. of i, j, k, I, and c is 6, with b : 1. IIn this case we have 
XWW = xm(x)c’b]b) = xb([R()(X)pb) 
and we replace x by xb, which has order c/b. The new argument [R,,(x)]“’ is then 
“reduced” (relative to xb). 
In all cases where the argument is “reduced”, the estimates of Perel’muter 
apply. Thus, for each (i, j, k, I)# (0, 0, 0,O) we have lT(i, j, k, I)Is MA/“+ 1 for 
some M. As the above discussion has shown, this implies the existence of T,(c) 
with the property that A 2 3 for all p” = cd + 1 > &(c). This completes the proof 
of the theorem. 
Clearly Theorems 4 and 5 combine to yield a proof of Theorem 3. 
It is possiMe, for a fixed c, to carry out the estimations of the T(i, j, k, I) in 
detail, and thereby arrive at a value fo:- T(c). Although the estimates for the 
individual terms are sharp, the effect of estimating c4- 1 terms separately is to 
produce astronomical values for ‘Y&(c). For e:)<ample, if c = 4 the above process 
will yield a bound on the order of 100,000. 
We are now ready to undertake a carerul analysis of the case p prime, 
p=4s+l,s odd. F or such a prime p, we will always assume a primitive root x is 
chosen so that -2~ C3. As in Theorem 4, we are interested in the coset 
quadruples ( CU, C,, C,, C,), denoted as before by (u, v, w, z), that can be realized 
by a basic field quadruple (a, a + 1, a + 2, a + 1 -4?x2). We know that if certain 
coset quadruples can be re*yilized by a basic field quadruple beginning with a and 
8(a + 2)-3# 1 [or 8(a 1. 2)-. (a + 1)“f 1, depending on the coset quadruple], then 
cer:ain types of Howell Designs exist It will suffice to use eight of 7ihe coset 
quadruples that arise from Theorem 4 in the special case p =: 4s + 1. These 
quadruples can be combined in an argument that will reduce the bound N2(2, 1) 
to 2809, a substantial improvement from 100,000. 
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It is easy to see t 
quadritic 
at a + 1 -4--‘a2 = 0 has a solution if and only if 2 is a 
residue mod p and this is false w’.ien p = 5 (mod 8). 
4s + 1 s odd and any of the coset quadruples (0,2, 1, l), 
1) c3r (2,2, 1,3) can be realite(d by a basic field quadruple 
beginning with a such that 8(a + 2)-3# 1, then Hewell Designs of all types 
H*(p, 2n), 2p - 2s s 282 s 2p - 6 exist. 
F(n, k) =(k, k + 12 ; 0 ; k +n ;U,e,). 
We have agreed to choose x so that k = 3 and clearly n = 2. Thus 
F(2.3) = (3.: 0: 1; 0, e?). 
If e2 = 2, this reduces to the four coset quadr+s listed. 
emma 5. Zf p = 4s + 1, s odd arzd a ry of ihe cosei quadruples (0,2,3, i ), 
(0,2,3,3), (2,2,3, 1) or (2,2,3; 3) cayI’ be reaic’iz;d by a basic field quadruple 
beginning with a such that fS(a + ?)-3(a + 1 )3f 1, then Howell Designs of all types 
f’f*(p, 2F2), 2p - 2S ~2n ~2p--6 exist. 
roof. Thi< follows as in Lemma 4 with F(2,3) replaced by G(2,3). 
Let N denote the number of a in # such that the basic field quadruple 
beginning with a reahzes one of the eight coset quadruples listed in Lemma:; 4 
and 5. Let x denote a character of K* of order 4, and let A = ,y2 be the quadratic 
character. In order to realize one of the above ccset quadruples, it will sufhce 
to find a such that a is a square, a+ 1 is in C2 and a +2 and a + I-4-‘a* are 
nonsquares in KY 
Let SU (b) be as in Lernrzza 1, for x a character of order 4 and suppose 
‘T;(b)=h”(b)+(-I)%‘(b); j=O,l, 
are the corresyor~di;~g ~“~99s foi A = x--. The99 
TJa)S,(a + l)T,(a +2)T,(a + l--4- ‘a2) 
h’(a)x’(a + l)A”(a +2)A%a -2)‘-8) 
ct+K 
wh:7-e t19e unspecified su999999atir999 is oz)er all 3-tuples (i. j. k, 1) with 0 -5 i, k, I c 1. 
CKj~3. 
S This is clear once it is noted that 
a+l-4-‘Q2Z- ‘(a’--da--L&)=-4 ‘((a-2)2-W 
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By applying estimates to the character sums which appear in the final expres- 
sion for 32N we can obtain 
Lemrma 7. Suppose p is a prime p = 4s + 1, s odd, and N is defined as above. Then 
132N-p-3)~50&+27. 
Proof. The result follows from a consideration of the 32 character sums that 
appear in Lemma 6. Some of these can be evaluated exactly, while others are 
estimated in various ways. Details are given for six of the 4-tuples (i, j, k, I) to 
illustrate the techniques employed. 
(i) MO, 0, 1) 
- C ~\“$z)xo(a + l)P(a + 2)A ‘((a - 2)2- 8) 
aEK 
c A((a -2)2-8)-h(-4)-A(1)-A(8) 
aeK 
=- c h((a-2)2-8) 
acK 
=-(-l)+l=2 
since p= 5 (mod 8), using the exact evaluation [6, pp. 147-1491 of the sum 
xX-K hCf(x)) when f(x) is a quadratic polynomial. 
(ii) (0,3, LO) 
a;K AO(a ,X3(U + 1)A l(a + 2)A”((a - 2)2 - 8) 
= i c x3(a + IMa +2)J-xJoA(2) 
aeK 
= (x3(-l)h(l) c x3WMy))+ 1 
x+y=l 
=-(A-2B,,+l=-A+2Bi+l, 
where A, B are determined by p = A2 + 4B2, A = 1 (mod 4), using explicit evalua- 
tions [6, p. 4431 for Jacobi sums connected with quartic characters. 
(iii) (1, 2, 1, 0) 
- c A’(a)x2(a + l)A’(a+2)A0((a-2)2-8) 
aGK 
with A 
sum in 
The 
== .- c A(a(a -t l)(a +2)) = -2A 
aEK 
as above, using the explicit evaluation (due to Jacobsthal) of the character 
question [b, p. 1613. 
term (iii) can be combined with (ii) and other terms like (ii) before 
Some Howel. designs of prime side II 13 
estimating. This results 
term, but the technique 
term estimation. 
(iv, @,2,% I) 
in only a slight gain, in this case, over estimating each 
is frequently useful in giving improvements over term by : 1 
= - I C A(@ + I)((a -2J2-8)) +A(-4)+A(8) aeK 
= - 1 A((a + I)((a -2)2-8)) 
aeK 
since p= 5 (mod 8). This term can be estimated by 2$ by a result of Hasse [6, 
pp. 145-1461, a special case of Weil’s estimates. 
(v) U&3, I, I) 
- c A”(a)x3(a f l)A’(a +2)A’((a -2)2-8) 
aeK 
= - c x((a + 1)3(a +2)2((a -2)2-8)2) +A(2)A(-4). 
aeK 
- 
This term is estimated by 3Jp+2, using Perel’muter’s result [9] to estimate the 
character sum involving x. 
(vi) (1,&l, 1) 
c A ‘(a)x2(a + 1 IA ‘(a + 2)A ‘((a - 2)2 - 8) 
asK 
=a;K Abub + lNa + 2)((a - 2J2 - 8)), 
which is estimated bj 44+ 1 using Weil’s estimates [6, pp. 145-1461 for sums 
with the quadratic character. 
Similar techniques enable us to evaluate or estimate each of the 32 sums that 
occur. This work is summarized in the following Table 2 where the reference 
information is coded as follows: I = [6, p. 1383, HI F= [6, pp. 145-1463, IHI = [6, pp. 
147-1491, IV=[6, p. 1613, V =[6, p. 1991 and VI =[6, p. 4431. 
The terms not involving 4 are exact values and sum to p -6A + 3, %th A as in 
(ii) above. The remaining terms sum to a value E with 1 E , <44JF+ 27. Thus 
32N=p-6A+3+E 
and the result follows since 1 A IS&. 
It turns out that in order to achieve Howe11 Des& construction we must hzve 
N 2 5. This is because the coset quadruples in Lemma 4 are from F(2,3) snd 
those from Lemma 5 are from G(2,3). Thus we wi!;h to find a basic field 
quadruple beginning with a such that 8(a + 2)-3# 1 and t:(a + 2)-3(a + 1)3+ 1. We 
have previously noted that 2(a +2)-l = 1 if and only if a = 0 and that 
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Table 2 
Estimate Estimate 
4-Tuple or value Source &Tuple or value Source 
___-----_ ____----- 
(0, 0, 0,O) p-3 Cl,O,O, 0) 0 I 
(0, 0, 0, 1) 2 III (LO, 0, 1) 2Jp+2 II 
(0. 0, 1, 0) 0 I (LO, LO) 2 III 
(O,O, 1, 1) 2JP II (190, 191) 2Jp+2 II 
(O,l,O,O) 0 
Cl 
~l,l,O,O) -A-2Bi+l VI 
(0, l-0, 1) 2Jp+3 (1, 1,071) 3Jp+2 E9l 
(0, 1, 170) -A-2Bi+l VI (1, 1, 190) 2Jp+ 1 t93 
(0, 1, 1.1) 3Jp+2 [91 (1, 1, 1, 1) 4Jp+ 1 [91 
(0,2,0,0) -2 I (1,2,0,0) 0 IL1 
(0,2,0,1) 2JP II (1,2,0* 1) 2Jp+2 II 
(0,2,1*0) 0 III (1,2, LO) -2A IV 
(0,X 1, 1) 2Jp+2 II (l-2, 1, 1) 4Jp+ 1 II 
(0,3,% 0) 0 
r; 
(1,3,0*0) -A +2Bi + 1 VI 
(0,370, 1) 2Jp+3 (1,3,0,1) 3Jp+2 191 
(0.3, 170) -A +2Bi -t 1 VI (1,3,1,0) 2Jp+ 1 E91 
(0,3, l*l) 3Jp+2 [91 (1,3,1, 1) 4Jp+ 1 L9l 
_.-___- ---- -- 
2(a+2)-‘(a+ l)= 1 if and only if a = 0 so that these possibilities may be dis- 
counted. It is clear that if a, LD E K”, a # 6, then 
2(a +2)-‘2 2(b +2)-l 
and 
Tl~s, at most four elements of K* must be avoided. 
We use timma 7 in the form 
32N-p-33 -50&27, 
or 
32(N -4) z= p - 50&- 152. 
Thus N > 4, whenever rp> 25 +x&%/2. If we round 3108 up to 3136, it follows 
that N >4 if &> 5’3, that is, if p > 2809. This allows the remaining cases to be 
checked individually. The results of those computations are summarized in Table 
3. 
Theorem 6. If p is a prime, 5 < Q = 4s + 1, s odd, then Howell Designs of all types 
El*@, 2n), 2p - 2s S 2n G 2p - 6 exist. 
Cora&uy 1. If p is a prime, 5 < p = 45 + 1, s odd, then almost all H*(p, 2ni exist. 
of. This follows from Theorem 6 and [Cs, Thi:orem lo]. 
Table 3 
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Prime 
--- 
Root A Prime Root A Prime Root A 
53 2 6 829 2 191 
61 2 49* 853 2 733 
101 2 64 877 2 798 
109 6 60 941 2 270 
149 2 120 997 7 984 
157 5 110 1013 3-l 789 
173 2 43* 1021 10 767 
181 2 5s 1061 2 080 
197 2 6 1069 6-l 761 
229 6 209 1093 5 ’ 555 
269 2 151 1109 2 644 
277 s-1 40 1117 2 999 
293 2 9 1181 7 ’ 681 
317 2 6 1213 2 1169 
349 2 282 1229 2 323 
373 2 272 1237 2 64 
389 2 45 1277 2 832 
397 5-l 3 1301 2 492 
421 2 124 1373 2 748 
461 2 323 1381 2 134 
509 2 216 1429 6-4 675 
541 2 154 1453 2 524 
557 2 389 1493 2 869 
613 2 348 1549 2 830 
653 2 474 1597 11 1230 
661 2 484 1613 3 1052 
677 2 136 1621 2 1150 
701 2 517 1637 2 1107 
709 2 646 1669 2 1271 
733 6 569 1693 2 1461 
757 2 155 1709 3-l 729 
773 2 96 1733 2 889 
797 2 227 1741 2 1619 
821 2 95 1789 6-i 1527 
1861 2 1713 
1877 2 64 
1901 2 1414 
1933 5-l 1592 
1949 2 1599 
1973 2 411 
1997 2 408 
2029 2 1208 
2053 2 993 
2069 2 2007 
2141 2 1408 
2213 2 286 
222 1 2 1721 
2237 2 2141 
2269 2 2157 
2293 2 1007 
2309 2 752 
2333 2 652 
2341 7-l 1024 
2357 2 1133 
2381 3 1843 
2389 2 193; 
2437 2 120 
2477 2 1803 
2549 2 2369 
2557 2 1895 
2621 2 1996 
2677 2 2142 
2693 2 1985 
2741 2 441 
2749 6-l 240 
2789 2 1963 
2797 2 1420 
We need to make several observations about Table 3. First, it is not necessary 
(by [2]> to consider primes <53. The root listed is chosen so that -2~ C3. Unless 
the number is starred, A is the initial element of a basic field quadruple whose 
first three terms realize the coset triple (2,2,3). It is known from previous work 
[4] that this coset triple can be realized whenever p = 5 (mod 8) and p > 37. Thus 
it was natural to test for quadruples from Lemma 5. Thz table shows that in every 
case except ~YJ = 61 and p = 173 there is a basic field quadruple beginning with A 
that realizes either coset quadruple (2.2,3,1) or coset quadruple (2,2,3,3) and 
has the property that 8(A + 2)-3(A + 1)3 # 1. An argument similar to that usecl in 
Lemma 4 shows that if either of the coset quadruples (0, 1, 1,2) or (2,1,1,2) can 
be realized by a basic field quadruple beginning with A and 8(A + 2)-3 # 1, then 
the conclusion of Lemma 4 holds. If p = 61, A is the initial element of a basic 
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Table 4 
Prime koot Coset A D Cose t Quad 
67 
79 
103 
127 
139 
151 
163 
199 
211 
223 
27i 
283 
307 
331 
367 
379 
439 
463 
487 
499 
523 
547 
571 
607 
619 
631 
643 
691 
727 
739 
751 
787 
811 
823 
859 
833 
907 
914 
967 
991 
2 
3 
5 
3 
2 
6 
2 
3 
2 
3 
6 
3 
5 
3 
6 
2 
15 
3 
3 
7 
2 
m 
; 
3 
2 
3 
11 
3 
5 
3 
3 
2 
3 
3 
2 
2 
2 
7 
5 
6 
4 59 44 w, 1, 1 
1 14 45 393,474 
5 47 88 1,5*2,1 
3 92 9 1, 5,0,2 
4 117 136 2-4. 1,2 
1 36 15 2,4,4,1 
4 126 70 0,3,1,5 
1 14 165 271,494 
4 129 137 3, 1, 1,2 
3 58 110 2,3,0,4 
1 112 229 2,1,4,2 
0 25 82 4,5,3,1 
0 296 190 1,1,3,4 
4 53 262 2,4,1,5 
1 355 320 2,4,4,3 
4 289 160 2.4, 1.5 
3 248 238 l,S,O, 1 
1 79 256 2,3,4,2 
1 79 346 3,l. 495 
0 341 89 5,4,3,5 
4 126 342 3,5,1,3 
4 126 534 2,2, 1, 1 
2 241 425 3,1,5,3 
5 332 92 1,5,2,3 
4 564 273 2, 1, 1,2 
5 249 367 1,2,2,3 
0 626 394 493,332 
0 136 350 2, 1,3,5 
3 356 661 1, 5,0, 3 
0 263 523 272,373 
5 599 81 1,3,2,4 
4 126 93 5, LL3 
0 25 478 4,433,s 
1 614 l;sS 3,3,4,1 
4 126 453 3,4,1,3 
4 243 2?2 595, L4 
4 126 693 2,1, L4 
3 235 904 x4,0,2 
5 23 617 3, 3,2,2 
1 783 869 3,2,4,1 
field quadruple that realizes the (2,1,1,2) coset quadruple and 
p = X73, A is the initial element of a basic field quadruple 
(0, 1, 1,2) coset quadruple and 3 1 172 so that 8(A + 2)--3 # 1. 
8(A+2)-3# 1. If 
that realizes the 
I . 1 
Clearly one can attempt to apply the above methods to other situations and, in 
particular, to thti “6xoset” case. In this paper we content ourselves with making 
computations (similar to these for NJl, 3) in [Sj) to show that the statement 
R;‘,(l, 3) = 1 is almost certainly true. The results of those computations are 
summarized in Table 4 and lead to 
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Theorem 7. If p is a prime, p = 6s + 1~ 1000, s odd, then Howell Designs of all 
types H*(p, 2n), 2p - 2s s 2n s 2p - 6 exist. 
Corollary 2. Zf p is a prime, p = 6s + 1 C 1000, s odd, then almost all H*(p, 2n) 
exist. 
Proof. This follows from Theorem 7 and [S, Theorem 111. 
As mentioned above, Table 4 contains the information necessary to verify 
Theorem 7. First, by [2] we may restrict our attention to primes p of the proper 
form such that p 367. If the coset column of Table 4 contains the integer k, then 
with respect to the given primitive root, -2~ C,. A and D are the initial and fir;al 
elements of a basic field quadruple that realizes the given coset nuadruple and is 
such that 8(A f 2)-3# 1. Recall that 
-_ 
F(3,k)=(k,k+3;g;k+3;0,ez). 
Thus each F(3, k) contains 80 coset quadruples. It may be verified that every 
coset quadruple of Table 4 is in F(3, k), for the appropriate k, so that Theorem 7 
is a consequence of Theorem 4. 
4. Final remarks 
The large number of coset quadruples in F(n, k) and G(n, k) and the computa- 
tional experience outlined in Tables 3 and 4 make it intriguing to ripeculate on the 
real power of Theorem 4. Note tilat Theorem 5 tells us, in soants ense, that all 
coset quadruples have an equal chance to be realized. Suppose we ads?t this 
point of view and neglect the possibility that if Q + 2~ K*, then a, a + 1 or 
a + l-4%* could be zero, If we consider the family F(n, k), an easy computa- 
tion shows that if u + 2 E C k+,,, the probability that (.a, a + 1, a + 2, a i- 1 - 4- ‘a *1 
realizes an element of F(n, k) is 
(2n3- 5n2 + 4n - 1)/2n3. 
If n = 3 this probability becomes 20154, a valucl that appears to hold up very well 
in actual computation. Similar reasoning would seem to indicate that Theorem 4 
should give designs almost immediately for any value of n. 
Finally we note a recent result on designs of type H(s, 2s - 2),s odd. The paper 
[lo] shows that these desrgns always exist if s 3 7. Thus, it is possible to say that in 
many cases, all types of designs of side p, p prime, exist. We still can’t say that all 
H*(p, 2n) exist in these cases because only one example of type H*(p, 2p -3) is 
known. 
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