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ON THE MAXIMAL PARAMETER RANGE OF GLOBAL STABILITY FOR A
NONLOCAL THERMOSTAT MODEL
PATRICK GUIDOTTI AND SANDRO MERINO
Abstract. The global asymptotic stability of the unique steady state of a nonlinear scalar parabolic
equation with a nonlocal boundary condition is studied. The equation describes the evolution of the
temperature profile that is subject to a feedback control loop. It can be viewed as a model of a
rudimentary thermostat, where a parameter controls the intensity of the heat flow in response to the
magnitude of the deviation from the reference temperature at a boundary point. The system is known to
undergo a Hopf bifurcation when the parameter exceeds a critical value. Results on the characterization
of the maximal parameter range where the reference steady state is globally asymptotically stable are
obtained by analyzing a closely related nonlinear Volterra integral equation. Its kernel is derived from
the trace of a fundamental solution of a linear heat equation. A version of the Popov criterion is adapted
and applied to the Volterra integral equation to obtain a sufficient condition for the asymptotic decay
of its solutions.
1. Introduction
The nonlocal nonlinear problem
ut − uxx = 0 in (0,∞)× (0, pi),
ux(t, 0) = tanh
(
βu(t, pi)
)
for t ∈ (0,∞),
ux(t, pi) = 0 for t ∈ (0,∞),
u(0, ·) = u0 in (0, pi),
(1.1)
with parameter β ∈ R was first introduced in [11] as a simple model for a thermostat where the sensor
is not placed in the same position as the heating/cooling actuator that receives temperature feedback.
In that paper, it was shown that the local exponential stability of the trivial solution u(t, ·) ≡ 0 is
lost when β ∈ (0,∞) exceeds the critical value β0 ≈ 5.6655. In fact, in [11] it is shown that a Hopf
bifurcation occurs at β0 which produces a local branch of periodic solutions for β ∈ (β0, β0 + ε) and
some ε > 0. In this paper we show that the trivial solution is globally attractive for β ∈ (0, β0).
Following the terminology used in [17] we need to distinguish between the concept of the attractor
Aˆβ and the B-attractor Aβ when formulating our main results in Theorem 5.1. We point out that,
in general, the attractor Aˆβ is a proper subset of the B-attractor Aβ. We prove that the continuous
semiflow Φβ induced on H
1(0, pi) by the system (1.1) has a global attractor Aˆβ = {0} for β ∈ (0, β0)
and that for β ∈ (0, 4pi ) the B-attractor and the attractor coincide, i.e. Aβ = Aˆβ = {0} . In [7], the
authors prove that the global B-attractor Aβ exists for β ∈ (0,∞) and that Aβ = {0} for β ∈ (0, 1pi ) .
We thus extend previous results by determining larger parameter ranges where the B-attractor and
the attractor are shown to be equal to {0} .
The existence of the B-attractor Aβ shown in [7] for β ∈ (0,∞) implies, in particular, that all orbits
are bounded in the underlying Banach space. Since H1(0, pi) ↪→ C
(
[0, pi]
)
, the orbits satisfy
‖Φβ(t, u0)‖∞ ≤ c(u0) <∞, t ≥ 0.
Key words and phrases. nonlinear reaction diffusion systems, nonlocal boundary conditions, nonlinear feedback control
systems, Popov criterion, Volterra integral equation, global attractor.
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2 PATRICK GUIDOTTI AND SANDRO MERINO
By means of a weak formulation we interpret (1.1) as the abstract Cauchy problem{
u˙+ANu = −γ′0
(
tanh
(
βγpiu(t)
))
, t > 0,
u(0) = u0
(1.2)
in the Banach space H−1 =
(
H1(0, pi)
)′
, where H−1 is the dual space of H1 := H1(0, pi). Here AN
denotes the unbounded operator
AN : dom(AN ) = H
1 ⊂ H−1 → H−1
given by
〈ANu, v〉 =
∫ pi
0
uxvx dx, u, v ∈ H1,
and the linear operators γpi ∈ L(H1,R) with γpi(u) = u(pi) and γ′0 ∈ L(R,H−1) with 〈γ′0(s), v〉 = sγ0(v),
for s ∈ R and v ∈ H1 denote the trace operator at x = pi and the dual of the trace operator at x = 0,
respectively. Notice, in particular, that γ′0(s) = sδ0, where δ0 ∈ H−1 is the Dirac distribution supported
in x = 0, i.e. δ0 is defined by the duality pairing 〈δ0, ϕ〉H−1,H1 := ϕ(0).
The solution of (1.2) exists globally and can be represented by the variation of constants formula
u(t, u0) = e
−tANu0 −
∫ t
0
e−(t−τ)ANγ′0
[
tanh
(
βγpi
(
u(τ, u0)
))]
dτ
= e−tANu0 −
∫ t
0
tanh
[
βγpi
(
u(τ, u0)
)]
e−(t−τ)AN δ0 dτ (1.3)
where the second identity holds due to the linearity of the semigroup {e−tAN | t ≥ 0} generated by
the operator −AN on H−1, which is analytic and strongly continuous. As described in [11] and [12]
the general theory presented in [1] allows one to formulate the Cauchy Problem (1.2) on a scale of
Banach spaces which includes e.g. H1 ⊂ H−1. As discussed in [11], and further explored in [7], the
global semiflow Φβ induced by (1.2) consists of classical solutions u(t, u0)(x) of the parabolic initial
boundary value problem (1.1).
We conclude this section with a brief and incomplete overview on the research that the seemingly
innocuous thermostat model triggered since its introduction in [11]. In that paper a brief passage in
N. Wiener’s book “Cybernetics” is quoted and indicated as the source of initial inspiration.
Results about the linear(ized) model have been discussed in [15] also allowing the sensor location
to be any x ∈ (0, pi]. They follow an approach based on an integral reformulation of the problem via
the Laplace transform. They observe that the same phenomena rigorously proven in [11] remain valid
if the sensor is placed in a different location than the actuator, no matter how close they may be.
Global stability of the trivial solution has been studied in [7], where the authors prove the existence
of a bounded global attractor Aβ for any β > 0 and manage to obtain global stability of the trivial
solution for β ∈ (0, 1pi ), showing that Aβ = {0} in that parameter range. In Remarks 1.1 and 1.2, we
give two simple proofs for global stability. The first recovers the global stability result for β ∈ (0, 1pi )
and the second extends the parameter range of global stability to (0, 4pi ).
Problem (1.1) has also been studied in the presence of noise in [19]. There the author shows that the
average solution of the thermostat problem with randomly switching locations of the sensor and of the
actuator can exhibit exponential growth in spite of the fact that stability holds for both configurations.
The observation that the first eigenfunction of the linearization of the stationary problem remains
positive up to β = 12 and that, for β ∈ (0, 12), the semi-group is non-positive leads to the concept of
eventually positive semi-groups. These ideas have recently been introduced and developed in [6, 5].
Various nonlinear stationary problems associated with (1.1) have been studied by several authors.
We only mention G. Infante and J.R.L Webb ([13], [14]) here and refer to their bibliography for
numerous additional results.
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The Hopf bifurcation phenomenon engendered by the nonlocal nature of the boundary condition
has also inspired the research presented in [10] on a market price formation model introduced by J.M.
Lasry and P.L. Lions. In particular, in that specific context a similar Hopf bifurcation scenario shows
that “demand” and “supply” do not simply create stable prices but can lead to price oscillations. The
phenomenon emerges on the basis of the modelled behaviour of the population densities of buyers and
sellers positioned in a liquid market over a continuum of prospective transaction prices.
The variety of results obtained since the introduction of this rudimentary thermostat model for
the original purpose of underpinning N. Wiener’s postulated “wild oscillations” more explicitly and
rigorously, bears witness to the interesting underlying mathematical properties of this prototypical
“parabolic oscillator”.
Before proceeding to the derivation of our main result in the next section, we provide two simpler
proofs, albeit at the cost of only obtaining smaller ranges for global stability. In the first remark it is
shown that the stability result of [7] can be obtained in a different way that gives additional insight
into the behavior of solutions. In Remark 1.2 we provide a sharper proof that extends the stability
range from (0, 1pi ) to (0,
4
pi ) .
Remark 1.1. A simple calculation shows that
1
2
d
dt
∫ pi
0
u2(t, ξ) dξ = −
∫ pi
0
u2x(t, ξ) dξ − u(t, 0) tanh
(
βu(t, pi)
)
,
so that ‖u(t, ·)‖2 can only grow if u(t, 0)u(t, pi) < 0. An application of the Cauchy-Schwarz inequality
yields that (
u(t, 0)− u(t, pi))2 = (∫ pi
0
ux(t, x) dx
)2 ≤ pi ∫ pi
0
u2x(t, ξ) dξ.
It follows that
1
2
d
dt
∫ pi
0
u2(t, ξ) dξ ≤ −u(t, 0) tanh(βu(t, pi))− 1
pi
(
u(t, 0)− u(t, pi))2,
and that ddt‖u(t, ·)‖22 can only be non-negative if
1
pi
(
u(t, 0)− u(t, pi))2 ≤ tanh(β∣∣u(t, pi)∣∣)∣∣u(t, 0)∣∣.
Therefore for non-negativity it is necessary that
1
pi
∣∣u(t, 0)∣∣ ≤ tanh(β∣∣u(t, pi)∣∣),
i.e., that
∣∣u(t, 0)∣∣ ≤ pi, and that
1
pi
∣∣u(t, pi)∣∣2 ≤ tanh(β∣∣u(t, pi)∣∣)∣∣u(t, 0)∣∣ ≤ pi,
i.e., that
∣∣u(t, pi)∣∣ ≤ pi, but also that∣∣u(t, pi)∣∣2 ≤ pi2 tanh2(β∣∣u(t, pi)∣∣),
which entails that ∣∣u(t, pi)∣∣ ≤ pi tanh(β∣∣u(t, pi)∣∣) ≤ piβ∣∣u(t, pi)∣∣,
or, equivalently, that β ≥ 1pi . This yields the stability of the trivial solution for β ∈ (0, 1pi ) but also the
boundedness of the orbits. We don’t give the details of the argument and refer to the result on the
existence of the global B-attractor for any β > 0 which is proven in [7] and motivated us to revisit this
problem.
In the next remark we extend the stability range to β ∈ (0 , 4pi ) by a relatively simple and direct
argument.
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Remark 1.2. Rewrite (1.2) as
ut +ANu = −tanh(βz)
z
γpi(u)δ0,
for z(t) = γpi
(
u(t, ·)). Notice that ψ(z)(t) = tanh(βz(t))z(t) ∈ [δ, β] for t ≥ 0 and some δ = δ(u0) > 0 since
solutions of (1.2) remain pointwise bounded as shown in [7]. We claim that
1
2
∫ pi
0
u2(x) dx =
1
2
(u, u)2
is a Ljapunov functional for the equation as long as β ∈ (0 , 4pi ) . In Section 5 we will discuss that this
implies that the B-attractor is given by Aβ = {0} for that range of the parameter β. In order to verify
that we indeed have a Ljapunov functional we compute
d
dt
1
2
(u, u)2 =
〈
−ANu− ψ(z)u(·, pi)δ0, u
〉
H−1,H1
= −〈ANu, u〉H−1,H1 − ψ(z)u(·, pi)u(·, 0)
= −〈ANu, u〉H−1,H1 − ψ(z)〈12(δ0δ>pi + δpiδ>0 )u, u〉H−1,H1
= −
〈
ANu+
ψ(z)
2
(δ0δ
>
pi + δpiδ
>
0 )u, u
〉
H−1,H1
,
where we use the suggestive notation δ>x := γx for x ∈ {0, pi} to highlight the inherent symmetry. Thus
we conclude that the orbital derivative is strictly negative on non-stationary orbits if the self-adjoint
operators
AN +
α
2
(δ0δ
>
pi + δpiδ
>
0 ) (1.4)
only possess strictly positive eigenvalues for any parameter value α ∈ (δ, β). We will now prove that
this is the case for α ∈ (0, 4pi ) . The operators in (1.4) correspond to the weak formulation of the
homogeneous heat equation in (0, pi) with boundary conditions
ux(t, 0) =
α
2
u(t, pi), ux(t, pi) = −α
2
u(t, 0) for t > 0.
The eigenfunctions to a putative eigenvalue λ2 ∈ R can be assumed to be of the form A sin(λx) +
B cos(λx). In fact, the trace operators added to the Neumann Laplacian in (1.4) constitute a compact
perturbation, as is discussed in [12]. Therefore the operators (1.4) conserve a pure point spectrum.
Imposing the boundary conditions leads to a linear system that only admits non-trivial solutions if its
determinant vanishes. The characteristic equation is easily found to be
λ− [α2
4
+ λ2
]sin(λpi)
α
= 0.
If negative eigenvalues λ2 exist, then they need to be of the form λ = iµ for µ ∈ R . Then µ is a
solution of
µ =
[α2
4
− µ2]sinh(µpi)
α
=: rα(µ).
Note that for |µ| > α2 , idR and rα have opposite signs. Any non-trivial solution is therefore confined to
the interval
[−α2 , α2 ], and, owing to the oddity of the functions, we only need to examine the positive
half of that interval. A simple calculation shows that r′α(0) =
pi
4α, so that r
′
α(0) < 1 as long as α <
4
pi .
We proceed to show that rα is strictly concave in [0,
α
2 ] for α ∈ (0, 4pi ) . As a consequence no solution
µ of the characterisitic equation can exist and hence no non-positive eigenvalue of (1.4) is found for
α ∈ (0, 4pi ) . The straightforward computation of the second derivative of rα yields
4α r′′α(µ) = sinh(µpi)
[
pi2(α2 − 4µ2)− 8]− 16piµ cosh(µpi).
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To find a criterion that implies a negative second derivative of rα observe that
tanh(µpi)
µ
[
pi2(α2 − 4µ2)− 8] ≤ pi[pi2(α2 − 4µ2)− 8] ≤ α2pi3 − 8pi.
This leads to the condition α2pi3 − 8pi < 16pi which holds when α is less than
√
24
pi >
4
pi . The desired
concavity follows and we conclude that the operators (1.4) have a strictly positive point spectrum,
whenever α ∈ (0, 4pi ) . To see that this construction of the Ljapunov functional cannot be extended
indefinitely, note that, for α > 4pi , r
′
α(0) > 1, which together with rα(
α
2 ) = 0 implies that the charac-
terisitic equation µ = rα(µ) has at least one solution in [0,
α
2 ] thus producing a negative eigenvalue of
(1.4).
In this paper a different approach is presented that will ensure stability of the trivial solution all
the way to the Hopf bifurcation from the steady state that occurs for β = β0 ≈ 5.6655 . The proof
will not construct a Ljapunov functional explicitly. It sharpens the result in this remark to a maximal
range of stability, yet at the expense of a significantly more technical proof.
2. The Volterra Integral Equation at the boundary component {x = pi}
The (abstract) variation of constant formula representation (1.3) for the classical solutions of (1.1)
can be evaluated at x = pi to verify that for any given initial state u0 ∈ H1
u(t) := γpi
(
u(t, u0)
)
,
solves a Volterra integral equation of the second kind. We collect this observation in the next lemma.
Lemma 2.1. Let β ∈ (0,∞) and let Φβ(·, u0) be any orbit of the continuous semiflow
(
Φβ,H
1
)
then
u(t) := γpi
(
Φβ(t, u0)
)
= Φβ(t, u0)(x = pi)
solves the nonlinear convolution-kernel Volterra integral equation of the second kind
y(t) = f(t) +
∫ t
0
a(t− τ)gβ
(
y(τ)
)
dτ, t > 0, (2.1)
where the so-called forcing function f ≡ f(u0), the convolution kernel a, and gβ are defined as
f(t) :=
(
e−tANu0
)
(pi) for t ≥ 0,
a(t) := −(e−tAN δ0)(pi) for t > 0,
gβ(w) := tanh(βw) for w ∈ R.
Proof. Note that for t > 0 the analyticity of the semigroup implies that e−tAN δ0 ∈ H1 since δ0 ∈ H−1.
Hence, thanks to the embedding H1 ↪→ C([0, pi]), the kernel a can be defined pointwise by evaluating
at x = pi. The evaluation at x = pi for t > 0 yields
u(t, u0)(x = pi) =
(
e−tANu0
)
(x = pi)−
∫ t
0
tanh
[
βγpi
(
u(τ, u0)
)](
e−(t−τ)AN δ0
)
(x = pi) dτ
and concludes the proof. 
Next we collect some remarks, which will be needed in the subsequent study of the above Volterra
integral equation.
Remarks 2.2. (a) A full spectral resolution of the operator AN can be computed in order to obtain
a series representations for the (kernel of the) semigroup generated by −AN , which reads
N(t, x) := e−tAN δ0 =
∞∑
k=0
ck cos(kx)e
−tk2 (2.2)
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and is the fundamental solution for the parabolic homogeneous Neumann problem on the interval [0, pi],
where c0 =
1
pi and ck =
2
pi for k ≥ 1. Consequently, the integral kernel a satisifies a = −N(t, pi), i.e. it
holds that
a(t) = − 1
pi
+
2
pi
∞∑
k=1
(−1)k+1e−tk2 , t > 0. (2.3)
Besides the convolution kernel a, the forcing term f can also be expressed in terms of the basis of
eigenfunctions to give
f(t) =
∞∑
k=0
〈u0, ϕk〉e−tk2ϕk(pi) = u¯0 +
√
2
pi
∞∑
k=1
(−1)kuˆ0ke−tk2 , (2.4)
for uˆ0k = 〈u0, ϕk〉 and k ∈ N.
(b) For u0 ∈ H1 the forcing function is in BUC∞
(
(0,∞)) and its n-th derivative satisfies
f (n) ∈ Lp((0,∞)) for p ∈ [1,∞] , n ≥ 1 .
This follows from (2.4), i.e. from the exponential convergence of uN (t, u0) to the constant function u¯0
as t→∞ .
(c) The fundamental solution (2.2) can also be obtained from the heat kernel on the whole real line:
H(t, x) :=
1√
4pit
e−
x2
4t , x ∈ R, t > 0.
First one obtains the kernel Hpi for the 2pi-periodic heat equation by “periodization”
Hpi(t, x) :=
∑
k∈Z
H(t, x− 2pik), x ∈ [0, 2pi).
Then by introducing the Riemann theta function
θ1(τ, z) :=
∑
k∈Z
epiik
2τ e2piikz , τ, z ∈ C , Im(τ) > 0
and by setting
θ(t, x) := θ1(
it
pi
,
x
2pi
) =
∑
k∈Z
e−k
2t eikz , t > 0, x ∈ R ,
it is directly verfied with (2.2) that
N(t, x) =
1
pi
θ(t, x) , t > 0, x ∈ [0, pi] . (2.5)
It is a classical result (see e.g. [18]) that the periodic heat kernel Hpi can be represented by θ , i.e.
Hpi(t, x) =
1
2pi
θ(t, x) , t > 0 , x ∈ [0, 2pi] .
As a consequence of (2.5) the Neumann fundamental solution N can be written in terms of the periodic
heat kernel
N(t, x) = 2Hpi(t, x) = Hpi(t, x) +Hpi(t, 2pi − x) , t > 0, x ∈ [0, pi] . (2.6)
The fundamental solution for the Neumann problem can thus be constructed from the heat kernel on
R by “periodization” and “reflection”.
(d) For a and for the “shifted kernel” as(t) := a(t) +
1
pi it holds that
lim
t→∞ a(t) = −
1
pi
, lim
t→∞ as(t) = 0,
and for n ≥ 1
lim
t↘0
a(t) = lim
t↘0
a(n)s (t) = 0 .
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Also note that, by definition,
a(n) = a(n)s ,
for n ≥ 1. The limits for t → ∞ are obtained directly from (2.3). To determine the one-sided limits
we observe that
−a(t) = N(t, pi) = 2Hpi(t, pi)
and therefore the limits for t↘ 0 follow from the well-known properties of the heat kernel on the unit
circle. In particular from the concentration of the kernel’s mass at x = 0 as t↘ 0 , more precisely
lim
t↘0
Hpi(t, x) = lim
t↘0
H(n)pi (t, x) = 0 , n ≥ 1 , x ∈ (0, 2pi) .
In the sequel we will not need the one-sided limits for the derivatives a(n) . For the sake of being more
self-contained we also provide an alternative, more direct argument for limt↘0 a(t) = 0 . The Jacobi
theta function
ϑ4(z, q) :=
∞∑
k=−∞
(−1)kqk2e2kiz = 1 + 2
∞∑
k=1
(−1)kqk2cos(2kz)
is particularly simple for z = 0
ϑ4(q) := ϑ4(0, q) = 1 + 2
∞∑
k=1
(−1)kqk2 .
It is known ( [2], Chapter 3 ) that limq↗1 ϑ4(q) = 0 and therefore
lim
q↗1
∞∑
k=1
(−1)kqk2 = −1
2
. (2.7)
Therefore by setting q = e−t we obtain limt↘0 a(t) = 0 from
lim
t↘0
2
pi
∞∑
k=1
(−1)k+1 e−tk2 = 1
pi
and (2.3).
(e) The kernel a (extended by 0 for t ≤ 0) satisfies
a ∈ BC∞(R,R)
and its n-th derivatives satisfy
a(n) ∈ Lp(R) , p ∈ [1,∞] , n ≥ 1 .
This follows from the kernel’s representation (2.3).
(f) Similarly the shifted kernel as = a+
1
pi , extended smoothly to t = 0 by setting as(0) =
1
pi , satisfies
as ∈ BC∞([0,∞),R) ∩ Lp
(
(0,∞)) , p ∈ [1,∞] .
Again, this follows from (2.3). Note that the extension of as to negative arguments by zero creates a
discontinuity at t = 0 . This will be relevant when computing its Fourier transform.
(g) The series representation of the Fourier transforms of as and a
′
s := a
(1)
s will be needed in the sequel
to recover the Popov stability criterion from the Volterra integral equation. They are given by
aˆs(ω) =
2
pi
∞∑
k=1
(−1)k+1 k
2 − iω
k4 + ω2
(2.8)
and by
â′s(ω) = −
1
pi
+
2
pi
∞∑
k=1
(−1)k+1iω k
2 − iω
k4 + ω2
, (2.9)
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respectively. Note that, here, we define as(t) also for negative arguments by setting its value to zero
for t < 0 . As a consequence of this extension, as is discontinuous at t = 0 , which impacts the Fourier
transform of its distributional derivative a′s .
To determine the Fourier transforms we use (2.3) and interchange the order of summation and inte-
gration, which is justified by the uniform convergence in (2.3). To compute aˆs observe that
aˆs(ω) =
∫
R
e−iωtas(t)dt =
∫ ∞
0
e−iωtas(t)dt
and therefore
aˆs(ω) =
2
pi
∞∑
k=1
(−1)k+1
∫ ∞
0
e−iωte−tk
2
dt =
2
pi
∞∑
k=1
(−1)k+1
∫ ∞
0
e−(iω+k
2)t dt =
2
pi
∞∑
k=1
(−1)k+1 1
k2 + iω
.
To find the Fourier transform of a′s one can proceed similarly and we evaluate the occuring integral as
follows
â′s(ω) =
∫ ∞
0
e−iωta′s(t)dt = lim
ε→0
{ 2
pi
∞∑
k=1
(−1)k+2
∫ ∞
ε
k2e−k
2te−iωt dt
}
= lim
ε→0
{ 2
pi
∞∑
k=1
(−1)k+1e−k2te−iωt
∣∣∣∞
ε
}
− iω 2
pi
∞∑
k=1
∫ ∞
0
(−1)ke−k2te−iωt dt.
By using (2.7) we find the result
â′s(ω) = −
1
pi
+
2
pi
∞∑
k=1
(−1)k+1iω (k
2 − iω)
k4 + ω2
.
(h) The Laplace transform L(a) of a is given by
L(a)(s) = − 1
pis
− 1
2pi
∞∑
k=1
(−1)k 1
s+ k2
, s ∈ {z ∈ C | Re(z) > 0} .
The Laplace transform L(a) of the kernel also has the closed form representation
L(a)(s) = − 1√
s sinh(pi
√
s)
.
The series representation of the Laplace transform is obtained from (2.3) by elementary integrations.
Its explicit representation is obtained in [12] (formula (10)) in a different context and is derived again
in Section 3.3. A more elementary direct computation using a partial fraction expansion is also given
in e.g. [4].
(i) We note that G+(s) := −L(a) can be expressed in terms of the Fourier transform of as and that
of a′s . In fact, for ω ∈ R, it holds that
Re
(
G+(iω)
)
= −Re(aˆs(ω))
and
ω Im
(
G+(iω)
)
= Re
(
â′s(ω)
)
.
The inequality
Re
(
aˆs(ω)
)
+ qRe
(
â′s(ω)
)− 1
β
< 0 , ω ∈ R , (2.10)
is then equivalent to
Re
(
G+(iω)
)− qω Im(G+(iω)) > − 1
β
, ω ∈ R . (2.11)
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We will use this relationship between L(a) and aˆs and â′s to verify that the stability condition (2.10)
obtained from the analysis of the integral equation (2.1) is precisely the Popov stability criterion (2.11)
applied to the transfer function G+ .
The next proposition is one key ingredient for our main stability result. It shows that, in order to
infer the decay of all orbits of the semiflow
(
Φβ,H
1
)
to zero in the Banach space H1, it is sufficient
to prove that their trace at x = pi decays to zero in R. Hence the stability analysis of the nonlinear
parabolic evolution problem (1.1) reduces to the study of the aymptotic behaviour as t → ∞ of the
solutions of the Volterra integral equation (2.1). It turns out that the nonlocality of the problem is
thereby encoded in the kernel a in a more tractable way.
Proposition 2.3. For fixed β ∈ (0,∞) consider orbits Φβ(·, u0) of the semiflow
(
Φβ,H
1
)
. Then, for
any u0 ∈ H1, it holds that
Φβ(t, u0) −→ 0 in H1 ⇐⇒ γpi
(
Φβ(t, u0)
) −→ 0 in R ,
as t→∞ .
Proof. “⇒”: If Φβ(t, u0)→ 0 as t→∞, then the fact that γpi ∈ L(H1,R) implies the continuity of γpi
and thus γpi
(
Φβ(t, u0)
)→ 0 as t→∞.
“⇐”: If u(t, pi)→ 0 as t→∞, then by (1.3) and (2.1) we have that
lim
t→∞
[
uN (t, pi) +
∫ t
0
a(t− τ)gβ
(
u(τ, pi)
)
dτ
]
= 0
which entails the convergence of the integral addend since uN (t, pi) → u¯0 as t → ∞. We claim that
the limit can be identified, i.e. that
lim
t→∞
∫ t
0
a(t− τ)gβ
(
u(τ, pi)
)
dτ = − 1
pi
∫ ∞
0
gβ
(
u(τ, pi)
)
dτ.
Indeed, by assumption, given any ε > 0, a time tε > 0 can be found such that∣∣gβ(u(τ, pi))∣∣ ≤ ε for τ ≥ tε,
since gβ(0) = 0 and gβ is continuous. Then, for any t > tε we have that∫ t
0
a(t− τ)gβ
(
u(τ, pi)
)
dτ = − 1
pi
∫ t
0
gβ
(
u(τ, pi)
)
dτ +
∫ t
0
[a(t− τ) + 1
pi
]gβ
(
u(τ, pi)
)
dτ.
Next we use the fact that we know the full spectral resolution of the operator AN given by
ANu =
∞∑
k=1
k2〈u, ϕk〉︸ ︷︷ ︸
uˆk
ϕk, u ∈ dom(AN ),
where the eigenfunctions are given by ϕk(x) =
√
2
pi cos(kx) for k ∈ N and x ∈ [0, pi] and ϕ0 ≡ 1√pi .
This yields a representation of the semigroup as
e−tANu0 = u¯0 +
∞∑
k=1
uˆ0ke
−tk2ϕk.
Now observe that
δ0 =
1
pi
+
∞∑
k=1
〈δ0, ϕk〉ϕk = 1
pi
+
√
2
pi
∞∑
k=1
ϕk
with convergence in H−1, which yields
a(t) = −(e−tAN δ0)(pi) = − 1
pi
−
√
2
pi
∞∑
k=1
e−tk
2
ϕk(pi) = − 1
pi
+
2
pi
∞∑
k=1
(−1)k+1e−tk2 .
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Next we split the integral ∫ t
0
[a(t− τ) + 1
pi
]gβ
(
u(τ, pi)
)
dτ
into the integral up to tε and the rest. Estimating separately, we see that∣∣∣ ∫ tε
0
gβ
(
u(τ, pi)
)[
a(t− τ) + 1
pi
]
dτ
∣∣∣ ≤ 2
pi
∞∑
k=1
∫ tε
0
e−(t−τ)k
2
dτ
≤ 2
pi
∞∑
k=1
1
k2
e−(t−tε)k
2 ≤ ce−(t−tε), t > tε,
since ‖gβ‖∞ ≤ 1, and that∣∣∣ ∫ t
tε
gβ
(
u(τ, pi)
)[
a(t− τ) + 1
pi
]
dτ
∣∣∣ ≤ c ∞∑
k=1
∫ t
tε
∣∣gβ(u(τ, pi))∣∣e−(t−τ)k2 dτ
≤ c ε
∞∑
k=1
1
k2
(
1− e−(t−tε)k2) ≤ c ε, t > tε.
This allows us to conclude that, given ε > 0, there is t˜ε > 0 such that∣∣∣ ∫ t
0
a(t− τ)gβ
(
u(τ, pi)
)
dτ +
1
pi
∫ t
0
gβ
(
u(τ, pi)
)
dτ
∣∣∣ ≤ ε
for t > t˜ε, which yields the stated convergence. Next notice that, given x ∈ [0, pi), it holds that
u(t, x) = uN (t, x) +
∫ t
0
a(t− τ, x)gβ
(
u(τ, x)
)
dτ,
where
a(t, x) = −(e−tAN δ0)(x) = − 1
pi
+
2
pi
∞∑
k=1
cos(kx)e−tk
2
for t ≥ 0.
A similar argument then shows that also for x ∈ [0, pi) and t→∞
u(t, x)→ u¯0 − 1
pi
∫ ∞
0
gβ
(
u(τ, pi)
)
dτ = 0 .
The limit is 0 since we already proved that
u¯0 =
1
pi
∫ ∞
0
gβ
(
u(τ, pi)
)
dτ
in the first step of the proof. Note that, while a(t, 0) has a singularity in t = 0, this singularity is
integrable, as shown in Remark 2.2(c), and the argument goes through. We have thus shown that
Φβ(t, u0)(x) −→ 0 as t→∞ pointwise for each x ∈ [0, pi] . We now prove that convergence takes place
in the topology of H1 . To that end use (1.3) to derive the equation satisfied by uˆn(t), which is the
n-th coefficient in the expansion of the solution
u(t, x) =
∞∑
k=1
〈u(t, ·), ϕk〉ϕk(x) =
∞∑
k=1
uˆk(t)ϕk(x), .
Observe that the H1 norm of a function u as above is equivalent to
‖u‖2
H1
=
∞∑
k=0
(1 + k2)|uˆk|2 .
This is seen by extending u to a periodic function u˜ by reflection, i.e. by setting u˜(x) = u(2pi− x) for
x ∈ [pi, 2pi], and noticing the direct relation between the standard Fourier series of u˜ and the spectral
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basis expansion of u . We also use the fact that u ∈ H1(0, pi) if and only if u˜ ∈ H1per(0, 2pi) . For n = 0
we have that
uˆ0(t) = u¯(t) = u¯0 − 1
pi
∫ t
0
gβ
(
u(τ, pi)
)
dτ,
which converges to zero as t approaches infinity as we have seen above. For n ≥ 1 one has that
uˆn(t) = e
−tn2 uˆ0n −
√
2
pi
∫ t
0
gβ
(
u(τ, pi)
)
e−(t−τ)n
2
dτ .
A simple calculation using the boundedness of gβ then yields
(1 + n2)
∣∣uˆn(t)∣∣2 ≤ c(1 + n2)|uˆ0n|+ c
n4
(1 + n2), n ≥ 1.
This, together with the fact that u0 ∈ H1, implies that the series∑
n≥1
(1 + n2)|uˆn(t)|2 (2.12)
converges uniformly in t ≥ 0. Arguing as in the first part of the proof, i.e. by using the integral
representation (1.3) and splitting it, we obtain
(1 + n2)|uˆn(t)|2 → 0 as t→∞,
for any n ≥ 0 and we can infer that u(t) → 0 in H1 by combining this with the uniform convergence
of the series (2.12). Note that the tail of the series can be made small uniformly in time, while the
remaining finite sum can be estimated by the choice of a sufficiently large time. 
3. Relationship to Feedback Control Problems
No reference will be made to this section in the rigorous development of the proof for the stability
result. Nevertheless we include it before proceeding to the analysis of the asymptotic behaviour of the
Volterra integral equation derived in the previous section. Our concern is that, otherwise, the proof
may appear as a rather arbitrary succession of technical results for a Volterra integral equation, where,
in the end, somewhat miraculously, the desired result emerges out of the blue. In addition the linear
and streamlined exposition that results when omitting this section would not at all reflect the rather
convoluted path which eventually led to this proof. Readers familiar with feedback control systems
and distributed parameter systems, in particular those with knowledge of the celebrated Nyquist and
Popov criteria may omit this section without fearing any gaps in rigour for the sequel of this study.
We refer to [16], [4] for more information on feedback control systems.
A classical n ∈ N-dimensional single-input-single-output (SISO) feedback system, which is also a
special case of Lur’e system (which allows for multiple inputs and outputs), takes the form
x˙ = Ax+ bu
y = c>x
u = h(y)
for a matrix A ∈ Rn×n, for vectors b, c ∈ Rn×1, and for a nonlinear function h : R→ R. An important
object in the study of such systems is the so-called transfer function G given by
G(s) = (s−A)−1L(h ◦ y).
It is obtained from the system by taking a Laplace transform L with zero initial condition. Assuming
h(0) = 0 yields the equilibrium y ≡ 0 and one is interested in its stability. This has attracted a
great deal of interest, especially for the class of nonlinearities satisfying a so-called local [global] sector
condition, i.e. such that
αz2 ≤ zh(z) ≤ βz2 for z ∈ (a, b) [z ∈ R]
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for real numbers a < b. Two stability conditions which emerged from the research go by the name
of the circle and the Popov criteria, respectively. They can be formulated in terms of the transfer
function of the system. The present paper has drawn inspiration from these developments of control
theory in view of the possibility of thinking of (1.2) as an infinite dimensional SISO feedback system.
The correspondence is given by
x→ u, A→ −AN , b→ δ0, c> → γpi (= δ>pi ), and h(y)→ tanh(βy),
where h satisfies a global sector condition with α = 0 and β > 0.
The above control system is a closed loop feedback system. In feedback control a successful strategy
consists in deducing the properties of a closed loop system from the analysis of the corresponding open
loop one obtained by simply cutting the feedback loop. The obtained open loop system is then just
an input-ouput black box without feedback. When the output of the black box depends linearly on
the applied input a so-called open loop frequency scan across all pure sinusoidal input frequencies
determines the amplitude and phase response of the output of the open loop system. The 2D open
loop frequency response diagram where output amplitude and output phase are plotted across all
frequencies is a workhorse in electrical and mechanical engineering. The method is known as the
Bode or Nyquist stability plot. The importance of the Nyquist plot lies in the fact that the maximal
feedback amplification parameter still preserving asymptotic stability of the rest state, the so-called
maximal gain, can be determined from the transfer function of the open loop system. Often it is simply
read off from a Nyquist plot determined by empirical frequency response measurements. The Popov
criterion applies to a wide class of nonlinear feedback systems. It combines the frequency response
of the linear open loop system via its transfer function with the sectorial parameters of the nonlinear
feedback function. One single combined criterion formulated in terms of the location of a certain curve
in the complex plane (the Popov plot) provides a flexible and often optimal stability analysis tool.
3.1. The nonlocal linear feedback problem. To illustrate this approach we first study the follow-
ing linear open loop system related to problem (1.1)
ut − uxx = 0 in (0,∞)× (0, pi),
ux(t, 0) = −f(t) for t ∈ (0,∞),
ux(t, pi) = 0 for t ∈ (0,∞),
u(0, ·) ≡ 0 in (0, pi).
(3.1)
Here f(t) ∈ BC(R+,R) is interpreted as the input to the system at x = 0. Note that we choose the
equilibrium state u0 ≡ 0 as the initial condition. The output is obtained by measuring the temperature
at x = pi by taking the trace of the solution u(t, u0) of the initial value (3.1) which is given by
u(t, u0) = e
−tANu0 +
∫ t
0
e−(t−τ)ANγ′0
(
f(τ)
)
dτ =
∫ t
0
f(τ)e−(t−τ)AN δ0 dτ
Hence the system output g(t) is given by
g(t) := γpi
(
u(t, u0)
)
=
∫ t
0
f(τ)
[
e−(t−τ)AN δ0
]
(pi) dτ . (3.2)
In the previous section we discussed that
a(t) = −[e−tAN δ0](pi) = − 1
pi
+
2
pi
∞∑
k=1
(−1)k+1e−tk2
and therefore the output is computed by convolution of the input with the kernel −a
g(t) = −
∫ t
0
a(t− τ)f(τ) dτ = (−a ∗ f)(t). (3.3)
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We can now apply the Laplace transform to both sides of (3.11) to obtain
L(g) = L(−a)L(f). (3.4)
The transfer function is defined as Gnloc := L(−a) and was already computed in the previous section
Gnloc(s) = L
( 1
pi
+
2
pi
∞∑
k=1
(−1)ke−tk2
)
(s) =
1
pis
+
2
pi
∞∑
k=1
(−1)k
s+ k2
=
1√
s sinh(pi
√
s)
. (3.5)
The closed loop feedback system with gain β corresponding to (3.1) is given by
ut − uxx = 0 in (0,∞)× (0, pi),
ux(t, 0) = βu(t, pi) for t ∈ (0,∞),
ux(t, pi) = 0 for t ∈ (0,∞),
u(0, ·) ≡ 0 in (0, pi),
(3.6)
In feedback control analysis, the closed loop system transfer function is obtained from the open loop
transfer function. Adopting the usual definition from finite dimensional feeback systems heuristically,
we set
Gcl-loopnloc (·, β) =
Gnloc
1 + β Gnloc
.
It is clear that the zeros of the closed loop transfer function and the zeros of the open loop transfer
function coincide. The poles of the closed loop transfer function correspond to the set{
s ∈ C∣∣β Gnloc(s) = −1}.
This leads to the use of Rouche´’s theorem to derive the Nyquist stability criterion. It gives sufficient
conditions for the stability of the trivial equilibrium in terms of a vanishing winding number of the
Nyquist curve
Nyquist
(
β Gnloc
)
:=
{
β Gnloc(iω)
∣∣ω ∈ R} ,
around the point (−1, 0) in the complex plane. In Figure 1 the Nyquist plot is computed numerically
for β = 1 from the representation
Gnloc(iω) =
1√
iω sinh(pi
√
iω)
(3.7)
for numerical values in ω ∈ (−50,−0.2) ∪ (0.2, 50) . A semi-circle in the complex right half-plane of
radius 0.2 is followed to avoid the singularity at zero. This leads to a closed Nyquist curve. A solution
(ω0, β0) such that Gnloc(iω0) ∈ (−∞, 0) and
β0Gnloc(iω0) = −1
leads to a critical parameter value β0 . It can be found from the condition
Im
[
Gnloc(iω0)
]
= − 1
piω0
− 2
pi
∞∑
k=1
(−1)k ω0
ω20 + k
4
= 0
or, equivalently, from
∞∑
k=1
(−1)k−1
1 + k4/ω20
=
1
2
. (3.8)
It appears that (3.8) possesses infintely many real solutions. In fact, by using the explicit representation
(3.7) a calculation that separates real and imaginary parts of the denumerator in (3.7) and uses the
expression for the imaginary part of 1a+ib leads to an explicit equivalent expression for the condition
(3.8), given by
sinh(pi
√
ω
2
) cos(pi
√
ω
2
) + cosh(pi
√
ω
2
) sin(pi
√
ω
2
) = 0 .
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Figure 1. Nyquist plot Nyquist
(
Gnloc
)
. The limited resolution hides the infinitely
many windings of the curve around the origin as ω → ±∞ .
Clearly this is equivalent to the condition already found in [11] (Remarks 4.2.)
tan(pi
√
ω
2
) = − tanh(pi
√
ω
2
)
and shows that (3.8) has infinitely many solutions.
Picking the smallest solution, which occurs for ω0 ≈ 1.13344388, it is found by inserting, that
Gnloc(iω0) ≈ −0.17650842 . The critical value for β0 is finally obtained from
β0 = − 1
Gnloc(iω0)
= −√iω0 sinh(pi
√
iω0) ≈ 5.6655.
Hence this formal application of the Nyquist criterion suggests that the zero state of (3.6) is asymptot-
ically stable for β ∈ (0, β0). This stability interval determined heuristically is identical to the (linear)
stability interval determined rigorously in [11] by fully describing the spectrum of the generator of the
linear semigroup associated with (3.6).
3.2. The local linear feedback problem. We also briefly discuss the local version of (3.1) and also
refer to [4] where a similar stability analysis of this problem can be found. We start again with an
input signal f(t) that enters as before:
ut − uxx = 0 in (0,∞)× (0, pi),
ux(t, 0) = −f(t) for t ∈ (0,∞),
ux(t, pi) = 0 for t ∈ (0,∞),
u(0, ·) ≡ 0 in (0, pi).
(3.9)
Now the output is obtained by measuring the temperature at x = 0 by taking the trace γ0 of the
solution u(t, u0) of the initial value (3.9). Hence the system output g(t) is given by
g(t) := γ0
(
u(t, u0)
)
=
∫ t
0
f(τ)
[
e−(t−τ)AN δ0
]
(x = 0) dτ . (3.10)
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Figure 2. Nyquist plot of the transfer function Gloc .
For this local version we now determine the kernel by evaluating at x = 0
aloc(t) := −
[
e−tAN δ0
]
(x = 0) = − 1
pi
− 2
pi
∞∑
k=1
e−tk
2
.
Again the output is given by convoluting the input with the kernel aloc
g(t) = −
∫ t
0
aloc(t− τ)f(τ) dτ = (−aloc ∗ f)(t) (3.11)
and by applying the Laplace transform
L(g) = L(−aloc)L(f). (3.12)
The transfer function is defined as Gloc := L(−aloc) and it can be expressed as
Gloc(s) = L
( 1
pi
+
2
pi
∞∑
k=1
e−tk
2
)
(s) =
1
pis
+
2
pi
∞∑
k=1
1
s+ k2
=
cosh(pi
√
s))√
s sinh(pi
√
s)
. (3.13)
The local closed loop feedback system with gain β is now given by
ut − uxx = 0 in (0,∞)× (0, pi),
ux(t, 0) = βu(t, 0) for t ∈ (0,∞),
ux(t, pi) = 0 for t ∈ (0,∞),
u(0, ·) ≡ 0 in (0, pi).
(3.14)
In Figure 2 we compute the Nyquist plot from the representation (3.13) and observe that the Nyquist
plot lies in the right complex half-plane. Therefore the stability range for the local problem obtained
from the above heuristic application of the Nyquist criterion is β ∈ (0,∞) . We point out that this
already follows rigorously from the analysis of the spectrum of the generator of the linear semigroup,
as is discussed in [11] and [12]. In fact, for a wide class of nonlinear parabolic evolution problems
in one space dimension with “local” or “separated” boundary conditions, the general results of P.
Pola´cˇik et. al. (see e.g. [3]) show that all orbits converge to steady states, whenever a compact global
attractor is known to exist.
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3.3. Nyquist criterion and spectral linear stability analysis. This short section aims at drawing
a formal connection (with no proofs) between the mathematical linear stability analysis originally
performed in [11] and the Nyquist diagram approach found in applications and just described. It
is known from semigroup theory [9] that the Laplace transform of a strongly continuous semigroup{
TA(t) | t ≥ 0
}
on a Banach space E is the resolvent of its generator, i.e. that
L(TA(·))(s) = (s−A)−1 for s ∈ ρ(A),
with s ≥ ω(A), where ω(A) is the smallest real number for which ‖TA(t)‖L(E) ≤ M eωt for t ≥ 0 and
some constant M ≥ 1. This formula hints at the fact that the poles of the resolvent are the modes
of decay/growth of TA, which, in turn, correspond to the eigenvalues of A. For the semigroup e
−·AN
the eigenvalues λ ∈ C are determined by the equation √λ sin(pi√λ) = β as follows from [11], while
u¯ = L(u) satisfies the identity
u¯(s, x) =
[
(s+AN )
−1u0
]
(x)− βu¯(s, pi)[(s+AN )−1δ0](x) (3.15)
as follows from the weak formulation
(s+AN )u¯ = u0 − βu¯(pi)δ0 in H−1, u¯ ∈ H1,
of the Laplace transform of (1.1) given by
su¯− u0 − u¯xx = 0 in (0, pi),
u¯x(0) = βu¯(pi),
u¯x(pi) = 0,
which confirms that
L(e−tAN δ0)(s) = [(s+AN )−1δ0](pi) = 1√
s sinh(pi
√
s)
is the transfer function of the open loop control system. Equation (3.15) allows one to recover u¯(s, pi)
by simple evaluation at x = pi to get
u¯(s, ·) = (s+AN )−1u0 − β
[
(s+AN )
−1u0
]
(pi)
1 + β
[
(s+AN )−1δ0
]
(pi)
(s+AN )
−1δ0,
an explicit representation of the solution of the closed loop system. Notice that, after evaluation at
x = pi, equation (3.15) is simply the Laplace transform of the Volterra integral equation (2.1) in the
linear case. Now the modes of decay (or growth) of u are fully determined by the poles of u¯, which,
in turn, are determined by the zeros of 1 + β
[
(s + AN )
−1δ0
]
(pi), since these are the only poles of u¯
which change with β. Since the Nyquist plot is a complex analytical procedure to identify poles in
the “bad” half-plane, it ends up being a method to check when stability is lost for the linear problem
and, hence, amounts to a linearized stability criterion for the original nonlinear system, in this case.
3.4. The Popov criterion applied to the nonlocal and nonlinear feedback problem. The
Popov criterion for a nonlinearity satisfying the global sector condition [0, β] is stated in terms of the
transfer function of the linear open loop system. Applied to our transfer function the Popov criterion
requires that, for a given parameter β > 0, there exists a constant q(β) > 0 such that, for ω ∈ R,
Re
[
Gnloc(iω)
]− qω Im[Gnloc(iω)] > − 1
β
. (3.16)
If we define the Popov plot by
P (Gnloc) :=
{
Re
[
Gnloc(iω)
]
+ iω Im
[
Gnloc(iω)
] ∣∣∣ω > 0} (3.17)
then (3.16) is equivalent to the existence of a constant q > 0 such that the straight line in the
complex plane with slope q through the real point − 1β lies to the left of the Popov plot P (Gnloc). If
the criterion is fulfilled, then any nonlinearity in the sector [0, β] leads to an asymptotically stable
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nonlinear feedback system. Note that our particular nonlinearity tanh(β·) satifies the sector condition
[0, β] and therefore the nonlinear evolution problem (1.1), at least formally, falls into the class of
nonlinear feedback systems covered by the Popov criterion.
The Popov plot (3.17) can easily be computed numerically from the explicit representation (3.13)
and is displayed in Figure 3. Since the Popov plot crosses the real line at − 1β0 where β0 ≈ 5.6655
is the constant already discussed above, the criterion suggests that the parameter range of stability
is given by (0, β0) . In the next section we will prove this result by studying the nonlinear Volterra
integral equation (2.1).
In the course of our rigorous analysis, which will be resumed in the next section, the application of
the Parseval-Plancherel identity will lead to a Fourier representation of a stability condition in terms
of the kernel of the integral equation. The stability condition obtained in this way then turns out to
be equivalent to the Popov criterion and allows for a rigorous proof of the above heuristic argument
via the integral equation.
Figure 3. Popov plot P
(
Gnloc
)
. The limited resolution hides the infinitely many
windings of the curve around the origin as ω →∞ .
4. Asymptotic Stability for the Integral Equation
The objective of this section is the proof of the following result. The ideas originate in [20] and are
adapted to obtain the following proposition. In particular, we have adapted the expression for W1 in
[20] by subtracting the β-dependent term.
Proposition 4.1. Fix β ∈ (0, β0) and u0 ∈ H1. Let y ∈ BC
(
(0,∞),R) be a solution of the integral
equation (2.1). Then limt→∞ y(t) = 0.
For the proof we need a series of lemmas and an auxiliary function.
Definition 4.2. For β, q ∈ (0,∞) and y ∈ BC([0,∞),R) set
Wβ,q(y)(t) :=
3∑
i=1
Wi(y)(t), t ≥ 0,
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where
W1(y)(t) :=
∫ t
0
gβ
(
y(τ)
)[
y(τ)− gβ
(
y(τ)
)
β
]
dτ,
W2(y)(t) := q Gβ
(
y(t)
)
for Gβ(z) :=
∫ z
0
gβ(ζ) dζ,
W3(y)(t) :=
1
2pi
(∫ t
0
gβ
(
y(τ)
)
dτ
)2
.
Note that in our notation we may not always explicitly indicate the dependence on β and q in the
notation for Wi, i = 1, 2, 3 nor the dependence on the function y.
Lemma 4.3. Let β, q ∈ (0,∞) and y ∈ BC([0,∞),R). Then
Wi(t) ≥ 0, t ≥ 0, i = 1, 2, 3.
It therefore also holds that Wβ,q ≥ 0 for t ≥ 0.
Proof. The nonnegativity of W1 follows from its nonnegative integrand. First note that gβ(y) = 0 for
y = 0 and hence the integrand vanishes for y = 0. For y 6= 0 we can express the integrand as
1
β
gβ(y)β y
[
1− gβ(y)
β y
]
and the positivity of this expression follows from gβ(y)β y > 0 and from
gβ(y)
β y ∈ (0, 1) . Also the
nonnegativity of W2 is a consequence of gβ(y) y > 0 for y 6= 0 . 
Lemma 4.4. Let β, q ∈ (0,∞) and let y ∈ BC((0,∞),R) be a solution of the integral equation (2.1)
with u0 ∈ H1 . Then
Wβ,q(t) = Vβ,q(t) +Rβ,q(t), t ≥ 0 , (4.1)
where
Vβ,q(t) :=
∫ t
0
gβ
(
y(τ)
)[
f(τ) + qf ′(τ)
]
dτ + qGβ
(
y(0)
)
and
Rβ,q(t) :=
∫ t
0
gβ
(
y(τ)
){∫ τ
0
[
as(τ − σ) + q a′s(τ − σ)
]
gβ
(
y(σ)
)
dσ − gβ
(
y(τ)
)
β
}
dτ.
Using convolutions, the latter expression can be written more concisely as
Rβ,q(t) =
∫ t
0
gβ
(
y(τ)
)
Jβ,q(τ) dτ,
where Jβ,q is defined for τ ≥ 0 by
Jβ,q :=
[
as + qa
′
s
] ∗ gβ(y(·))− gβ(y(·))
β
. (4.2)
Proof. First note that by (2.1) and since a(0) = 0 by Remark 2.2 we obtain
y′(t) = f ′(t) + a(0) gβ
(
y(t)
)
+
∫ t
0
a′(t− τ)gβ
(
y(τ)
)
dτ = f ′(t) +
∫ t
0
a′(t− τ)gβ
(
y(τ)
)
dτ . (4.3)
Then by the simple transformation dy = y′(τ)dτ we can rewrite W2 as
Gβ
(
y(t)
)
= Gβ
(
y(0)
)
+
∫ t
0
gβ(y(τ)) y
′(τ) dτ . (4.4)
By partial integration we can rewrite W3 as
W3(y)(t) =
1
pi
∫ t
0
[ ∫ τ
0
gβ
(
y(σ)
)
dσ
]
gβ
(
y(τ)
)
dτ . (4.5)
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Now insert (4.3) in (4.4) and use the above expressions (4.3)–(4.5) in the definition of W. The claimed
decomposition is obtained by collecting the integrals contaning f and f ′ and the constant q Gβ(0),
which produces Vβ,q . The remainining terms are found to be equal to Rβ,q by using the identity
as = a+
1
pi to write∫ τ
0
a(τ − σ)gβ
(
y(σ)
)
dσ +
1
pi
∫ τ
0
gβ
(
y(σ)
)
dσ =
∫ τ
0
as (τ − σ)gβ
(
y(σ)
)
dσ .
and by replacing a′ by a′s in the other term so that finally the kernel as+ q a′s results in the expression
for Rβ,q .
The more concise representation of Rβ,q is clear, since we simply use the definition of the convolution
in our specific situation([
as + qa
′
s
] ∗ gβ(y(·))) (τ) = ∫ τ
0
[
as(τ − σ) + q a′s(τ − σ)
]
gβ
(
y(σ)
)
dσ .

In the next lemma we apply the Parseval-Plancherel Theorem to derive a Fourier representation for
Rβ,q . This will allow us to obtain the criterion that makes Rβ,q < 0 so that the nonnegative quantity
Wβ,q will be bounded by Vβ,q from above.
Lemma 4.5. Let β, q ∈ (0,∞) and let y ∈ BC((0,∞),R) be a solution of the integral equation (2.1)
with u0 ∈ H1. Then
Rβ,q(t) =
1
2pi
∫ ∞
−∞
ĝ 2β,θt(ω)
[
aˆs(ω) + q â′s(ω)−
1
β
]
dω, t ≥ 0,
where for τ ∈ R and t ≥ 0
gβ,θt(τ) := gβ
(
y(τ)
)
θt(τ) ,
with
θt(τ) :=
{
1, τ ∈ [0, t],
0, τ ∈ R \ [0, t]
and y(τ) := 0 for τ < 0 .
The Fourier transforms of as and a
′
s were discussed in Remarks 2.2. Since gβ,θt ∈ L1(R)∩L2(R) for
each t ≥ 0 , its Fourier transform is defined classically.
Proof. We will use the Parseval-Plancherel identity
(f, g)2 =
∫
R
f(x)g(x) dx =
1
2pi
∫
R
fˆ(ω)gˆ(ω) dω =
1
2pi
(fˆ , gˆ)2,
valid for f, g ∈ L2(R). By setting
J tβ,q :=
[
as + q a
′
s
] ∗ gβ,θt − gβ,θtβ .
we extend Jβ,q defined in 4.2 on [0,∞) to R . Then J tβ,q ∈ L1(R) ∩ L2(R) for each t ≥ 0 and the
Parseval-Plancherel identity yields
Rβ,q(t) =
(
gβ,θt , J
t
β,q
)
2
=
1
2pi
(
ĝβ,θt , Ĵ
t
β,q
)
2
=
1
2pi
(
ĝβ,θt
2, aˆs + q â′s −
1
β
)
2
.

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Remark 4.6. For β, q ∈ (0,∞) and a solution y ∈ BC((0,∞),R) of the integral equation (2.1) with
u0 ∈ H1, the condition
Rβ,q(t) < 0 for t ≥ 0,
is satisfied if
aˆs(ω) + q â′s(ω)−
1
β
< 0 for ω ∈ R.
By using the series representation (2.3) one sees that this is equivalent to (2.10) and amounts to
2
pi
∞∑
k=1
(−1)k+1
[k2 + q ω2
k4 + ω2
]
− q
pi
− 1
β
< 0 (4.6)
for ω ∈ R. Recalling the definition of G+ given in Remarks 2.2(h), 2.2(i) and the Popov criterion
(2.11), which rewrites as
q ω Im
(
G+(iω)
)
− Re
(
G+(iω)
)
− 1
β
< 0,
and using the series representation we arrive at
− q
pi
− 2
pi
∞∑
k=1
(−1)k q ω
2 + k2
k4 + ω2
− 1
β
< 0,
which is equivalent to (2.10). Notice that, by symmetry, it is enough to verify the criterion for ω ≥ 0,
and since G+ has the explicit representation of Remarks 2.2(h) and 2.2(i), it is possible to use it to
verify the validity of the condition.
Lemma 4.7. Let y ∈ BC((0,∞),R) be a solution of the integral equation (2.1) with u0 ∈ H1. Then,
for each β ∈ (0, β0), there is q = q(β) > 0 such that
Rβ,q(β)(t) ≤ 0 for t ≥ 0,
where β0 ≈ 5.6655 is the Hopf bifurcation value found in [11].
Proof. Define the functions
A(ω) =
2
pi
∞∑
k=1
(−1)k+1 k
2
k4 + ω2
and B(ω) = − 1
pi
+
2
pi
∞∑
k=1
(−1)k+1 ω
2
k4 + ω2
,
so that condition (4.6) is satisfied if supω∈R
[
A(ω) + qB(ω)
]
< 1β for some q > 0. This is clearly only
possible as long as
β <
1
infq>0 supω∈R
[
A(ω) + qB(ω)
] = sup
q>0
1
supω∈R
[
A(ω) + qB(ω)
] =: sup
q>0
M(q) .
A plot of the (numerically computed) function M shows that the critical value indeed coincides with
β0 from [11]. 
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Figure 4. Graph of M(q) where its maximum value β0 is determined numerically.
This result obviously only shows that we find a value numerically that coincides with β0 in [11]
up to the finite precision of the numerical method used for its calculation. To prove that the critical
value of β indeed equals the value determined in [11], we need additional considerations. First we
describe a somewhat hidden but elementary symmetry between sin(z) and sinh(z) on the diagonal in
the complex plane. This may be well-known in other contexts, but since we were not able to find an
explicit reference we include it here for clarity.
Lemma 4.8. Set
D := {z ∈ C|Re(z) = Im(z)} .
Then for d ∈ D and r ∈ R
d sin(rd) ∈ R⇐⇒ d sinh(rd) ∈ R
and if the values are real, then
d sin(rd) = −d sinh(rd) .
Proof. Note that for d ∈ D
d
i
= d¯ and i d = −d¯ .
We will also use that sinh is an odd function and that for z ∈ C
sinh (z¯) = sinh(z) and sin(z) =
sinh(i z)
i
.
Now assume d sin(rd) ∈ R for d ∈ D and r ∈ R . Then using the above identities
d sin(rd) = d
sinh(i r d)
i
= d¯ sinh(− r d¯) = −d¯ sinh( r d¯) = − d sinh( r d)
which is the complex conjugate of −d sinh(rd) and thus proves the equivalence statement. Clearly, if
the values are real then the calculation also shows that the claimed sign relationship must hold. 
Now we can show that the critical β determined from the Popov criterion coincides with β0 obtained
from the spectral analysis in [11].
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Proposition 4.9. Let
ΩNyq := {ω > 0 | Im
[
G+(iω)
]
= 0}
and
ΩPop :=
{
ω > 0 | Im
[
Re[G+(iω)] + i ω Im[G+(iω)]
]
= 0
}
.
Then
ΩPop = ΩNyq
and
ΩPop = {ω > 0 |
√
iω sinh(
√
iω pi) ∈ R} = {ω > 0 |
√
iω sin(
√
iω pi) ∈ R} .
Let
ω0 := min
{
ω > 0
∣∣√iω sin(√iω pi) ∈ R+}.
Then for the constant β0 obtained in [11] determined by
β0 =
√
iω0 sin(
√
iω0 pi)
it holds that
β0 = sup
q>0
M(q) .
Proof. The identity ΩPop = ΩNyq follows from the definition since ω = 0 is excluded from both sets.
Hence both sets collect the positive values of ω at which G+(iω) ∈ R . By the explicit representation
of G+ given in Remarks 2.2 and since for z 6= 0 , clearly z ∈ R⇐⇒ 1z ∈ R we obtain that
ΩPop =
{
ω > 0
∣∣√iω sinh(√iω pi) ∈ R}.
The second characterization of ΩPop that involves sin instead of sinh follows from Lemma 4.8 by setting
d =
√
iω and r = pi . The reason why the condition
β0 =
√
iω0 sin(
√
iω0) (4.7)
characterizes the constant β0 is discussed in [11]. In fact, for β = β0 the generator of the linear
semigroup possesses a complex conjugate pair of imaginary eigenvalues ±i ω0 that gives rise to a Hopf
bifurcation as the parameter crosses the value β0 . Finally, that β0 = supq>0M(q) follows from the
fact the Popov curve intersects the real axis for ω = ω0 and that this intersection is the most negative
intersection point of the Popov curve with the real axis. This point is given by
G+(iω0) =
1√
iω0 sinh(
√
iω0 pi)
.
Since by (4.7) and Lemma 4.8
β0 =
√
iω0 sin(
√
iω0 pi) = −
√
iω0 sinh(
√
iω0 pi)
we obtain
G+(iω0) = − 1
β0
.
Therefore for any β > β0 no half-plane in C exists that contains the real point − 1β without intersecting
the Popov curve. This geometric criterion is implicit in the Popov stability criterion, where the
parameter q > 0 varies the slope of the half-plane’s boundary. Clearly, to be fully rigorous in this
argument we would need to discuss the path and the asymptotics of the Popov curve in the complex
plane in more detail. Here we are thus relying to some extent on the qualitative features of the Popov
curve that was obtained numerically. 
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The above result establishes a relationship between those values of β ∈ R\{0} that produce a
conjugate complex pair of purely imaginary eigenvalues of the operator
A(β) := −4+ βγ′0γpi ,
studied in [12], and the real values of the Nyquist curve. In fact, the above result also implies that
{β ∈ R\{0} | σ(A(β)) ∩ iR 6= ∅} = {− 1
G+(iω)
| ω ∈ R\{0} and |ω| ∈ ΩNyq} .
After these clarifications we can now formulate a lemma that exploits the possibility to control the
sign of Rβ,q(β) for β ∈ (0, β0) to obtain a bound on Vβ,q(β) .
Lemma 4.10. Let y ∈ BC((0,∞),R) be a solution of the integral equation (2.1) with u0 ∈ H1 . Let
β ∈ (0, β0) and let q = q(β) > 0 be such that Rβ,q(β)(t) ≤ 0 for t ≥ 0. Then the function V = Vβ,q(β)
defined in Lemma 4.4 satisfies
V (t) ≤ c <∞ for t ≥ 0,
with a constant c independent of t ≥ 0.
Proof. Since
V (t) =
∫ t
0
gβ
(
y(τ)
)[
f(τ) + q f ′(τ)
]
dτ +W2(0),
integration by parts yields
V (t) =
(∫ t
0
gβ
(
y(τ)
)
dτ
)[
f(t) + q f ′(t)
]
+
−
∫ t
0
[∫ τ
0
gβ
(
y(σ)
)
dσ
][
f ′(τ) + q f ′′(τ)
]
dτ +W2(0). (4.8)
Since Rβ,q(β(t) ≤ 0 and Wβ,q(β)(t) ≥ 0 for t ≥ 0, then using (4.1) we conclude that, for t ≥ 0,
V (t) ≥ V (t) +Rβ,q(β)(t) = Wβ,q(β) ≥W3(t) =
1
2pi
(∫ t
0
gβ
(
y(τ)
)
dτ
)2 ≥ 0.
It follows that
1
2pi
(∫ t
0
gβ
(
y(τ)
)
dτ
)2 − V (t) ≤ 0, t ≥ 0 . (4.9)
With
K(t) := sup
τ∈[0,t]
∣∣ ∫ τ
0
gβ
(
y(σ)
)
dσ
∣∣,
a constant c > 0 can be found which is independent of t ≥ 0 and such that∣∣∣[f(t) + q f ′(t)] ∫ t
0
gβ
(
y(τ)
)
dτ
∣∣∣ ≤ cK(t)
and ∣∣∣ ∫ t
0
[∫ τ
0
gβ
(
y(σ)
)
dσ
][
f ′(τ) + q f ′′(τ)
]
dτ
∣∣∣ ≤ cK(t),
for t ≥ 0. This is a consequence of the boundedness of y, f , f ′, and f ′′ discussed in Remarks 2.2.
Therefore we infer from (4.8) that there is a c > 0 such that
0 ≤ V (t) ≤ cK(t) +W2(0) for t ≥ 0. (4.10)
Defining
E(t) :=
∫ t
0
gβ
(
y(τ)
)
dτ, t ≥ 0,
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we infer from (4.9) that
1
2pi
E2(t)− c sup
τ∈[0,t]
∣∣E(τ)∣∣−W2(0) ≤ 0, t ≥ 0.
This finally implies that E is bounded and therefore that K is bounded, which concludes the proof
by (4.10). 
Proposition 4.11. Let β ∈ (0, β0) and y ∈ BC
(
0,∞),R) be a solution of (2.1) with u0 ∈ H1. Then
y ∈ BUC([0,∞),R)).
Proof. Since y solves (2.1), we have that
y(t) = f(t)− 1
pi
∫ t
0
gβ
(
y(τ)
)
dτ +
∫ t
0
as(t− τ)gβ
(
y(τ)
)
dτ,
for t ≥ 0 and where f(t) = (e−tANu0)(pi) is the forcing function induced by u0 . We proceed by
verifying that each term is uniformly continuous. The first term is uniformly continuous by Remark
2.2(b). For the second term note that in the proof of Lemma 4.10 it was shown that E defined by
E(t) =
∫ t
0 gβ
(
y(τ)
)
dτ for t ≥ 0 is bounded. It is clearly continuous by assumption (on y). Its derivative
is given by gβ ◦y which is a bounded function and hence implies that E is uniformly Lipschitz. Finally,
the last term can be written as a convolution∫ t
0
as(t− τ)gβ
(
y(τ)
)
dτ =
(
as ∗ (gβ ◦ y)
)
(t), t ≥ 0.
Since as ∈ L1
(
[0,∞)) and gβ ◦y ∈ L∞([0,∞)), well-known results about the regularity of convolutions
imply the stated uniform continuity (see e.g. [1] or [8]). 
Before we can proceed with the proof of Proposition 4.1 we need the following elementary but
important result.
Lemma 4.12. Let y ∈ BUC([0,∞)) and β ∈ (0,∞) . Then the function
gβ(y)
[
y − gβ(y)
β
] ∈ BUC([0,∞)),
and is positive unless y = 0 .
Proof. First observe that for y 6= 0
gβ(y)
[
y − gβ(y)
β
]
=
1
β
tanh(βy)βy
[
1− tanh(βy)
βy
]
,
which shows that the function is positive unless y = 0 since the functions [z → z tanh(z)] and
[z → 1− tanh(z)z ] , for z = βy, enjoy the same property and β > 0. Next
gβ(y)
[
y − gβ(y)
β
]
=
1
β
tanh(z)
[
z − tanh(z)]
shows that the function is the product of bounded and unifornly continuous functions since z is such
and since tanh has a bounded derivative and is therefore globally Lipschitz continuous. Indeed this
yields ∣∣ tanh(z(t))− tanh(z(s))∣∣ ≤ L∣∣z(t)− z(s)∣∣, t, s ∈ [0,∞),
so that the boundedness and uniform continuity of z is inherited by tanh(z). 
Having now collected all the required technical results in the previous lemmas we can finally give
the proof of our main proposition on the integral equation (2.1).
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Proof of Proposition 4.1.
Since β ∈ (0, β0) and y solves (2.1), we can apply Lemmas 4.7 and 4.10 to find q(β) > 0 such that
Rβ,q(β)(t) ≤ 0 for t ≥ 0,
and c > 0 such that
c ≥ Vβ,q(β)(t) ≥Wβ,q(β)(t) ≥W1,β(t) ≥ 0,
for t ≥ 0, i.e. such that
W1,β(t) =
∫ t
0
gβ
(
y(τ)
)[
y(τ)− gβ
(
y(τ)
)
β
]
dτ =:
∫ t
0
H
(
y(τ)
)
dτ ≤ c <∞,
for t ≥ 0. By Lemma 4.12 the function H(y) is non-negative, only vanishes if y = 0, and is uniformly
continuous. Assume by contradiction that y(t) 6→ 0 as t → ∞. Then, since H(ξ) > 0 for 0 6= ξ ∈ R,
there is a sequence (tm)m∈N in R with tm →∞ and a constant c > 0 such that
H
(
y(tm)
) ≥ 2c for all m ∈ N.
Since H ◦ y ∈ BUC([0,∞)), a δ > 0 can be found such that
H
(
y(t)
) ≥ c for t ∈ [tm − δ, tm + δ],
and all m ∈ N. It follows that
W1(tm) =
∫ tm
0
H
(
y(τ)
)
dτ ≥
m−1∑
k=1
∫ tk+δ
tk−δ
H
(
y(τ)
)
dτ ≥ (m− 1)2δc ,
which contradicts the boundedness of W1 on [0,∞) since m can be chosen arbitrarily large. 
5. Global Stability and Convergence Results
We finally state our main stability and convergence result by explicitly determining the global
attractor of (1.1) for β ∈ (0, β0) . Adopting the terminology in [17], we need to make the important
distinction between the concept of the “minimal closed global B-attractor” Aβ and the “minimal closed
global attractor” Aˆβ of our semiflow (Φβ,H1) generated by the problem (1.1) for each β ∈ (0,∞) . In
general, it holds that the attractor Aˆβ defined by
Aˆβ :=
⋃
u∈H1
ω(u)
is a proper subset of the B-attractor Aβ that is defined, in a more implicit way, by
Aβ :=
⋃
B∈B
ω(B) ,
where B is the set of all bounded subsets of H1 .
By Theorem 2.3. in [17] the attractor Aˆβ coincides withe the set of all stationary points of the semiflow
if a suitable Ljapunov function exists. Using this distinction between different attractor concepts we
can now formulate our main result.
Theorem 5.1. For β ∈ (0, β0) the minimal closed global attractor Aˆβ ⊂ H1 of the continous semiflow
(Φβ,H
1) generated by the nonlinear and nonlocal problem (1.1) is given by
Aˆβ = {0} ,
where β0 ≈ 5.6655 is the constant determined in [11].
For β ∈ (0, 4pi ) the attractor Aˆβ and the B-attractor Aβ coincide, i.e.
Aβ = Aˆβ = {0} .
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Proof. Let u ∈ H1 arbitrary. Then by Lemma 2.1 the trace of the orbit γpi(Φβ(t, u)) solves the
Volterra integral equation (2.1). By Proposition 4.1 the assumption β ∈ (0, β0) implies that as t→∞
γpi(Φβ(t, u))→ 0 in R .
Finally, by Proposition 2.3 we conclude that
Φβ(t, u)→ 0 in H1 as t→∞ ,
which implies that the omega-limit set ω(u) = {0} . Therefore Aˆβ = {0} .
For β ∈ (0, 4pi ) we have shown in Remark 1.2 that a Ljapunov function for the semiflow exists. By
Theorem 2.3. in [17] the B-attractor Aβ consists of complete trajectories connecting stationary states
of the semiflow (Φβ,H
1) . Since we know that Aˆβ = {0} by the proof of the first statement and since
non-trivial complete orbits connecting {0} with itself are excluded by the existence of the Ljapunov
function, we conclude that Aβ = Aˆβ = {0} . 
We conclude with some remarks on open problems and the extension of the results to a more general
class of nonlinearities gβ , which so far we have assumed to be equal to tanh(β·) for simplicity.
Remarks 5.2. (a) Assume that for each β ∈ (0,∞) the function gβ : R → R has the following
properties:
(i) gβ is bounded and globally Lipschitz continous.
(ii) gβ(0) = 0 and g
′
β(0) = β .
(iii) gβ(w)(w − gβ(w)β ) > 0 for w 6= 0 .
Then Theorem 5.1 remains true if tanh(β·) in (1.1) is replaced by a different nonlinear function
gβ(·) with the above properties. This follows from an inspection of the assumptions made on gβ . In
particular, in the proof of Proposition 4.1 and in Remark 1.2.
(b) We conjecture that Aβ = Aˆβ = {0} for β ∈ (0, β0) . Since we were not able to find a Ljapunov
function for β ≥ 4pi , this natural conjecture may require a different proof that we don’t have at this
time.
(c) By the existence of a non-trivial periodic solution for β ∈ (β0, β0 + ε) for some ε > 0 we know
that {0} is a proper subset of Aβ for β ∈ (β0, β0 + ε) . We conjecture that this is true for β ∈ (β0,∞) .
(d) A proof of the two conjectures above would imply that (0, β0) is the maximal open set in [0,∞)
where Aβ = Aˆβ = {0} .
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