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Abstract
Spline quasi–interpolation (QI) is a general and powerful approach for the construction
of low cost and accurate approximations of a given function. In order to provide an efficient
adaptive approximation scheme in the bivariate setting, we consider quasi–interpolation
in hierarchical spline spaces. In particular, we study and experiment the features of
the hierarchical extension of the tensor–product formulation of the Hermite BS quasi–
interpolation scheme. The convergence properties of this hierarchical operator, suitably
defined in terms of truncated hierarchical B–spline bases, are analyzed. A selection of
numerical examples is presented to compare the performances of the hierarchical and
tensor–product versions of the scheme.
Keywords: B–splines, Hermite quasi–Interpolation, Hierarchical spaces, Truncated hier-
archical B–splines.
1 Introduction
Whenever exact interpolation is not suited or not strictly necessary, spline quasi–interpolation
(QI) is a valuable and widely appreciated approximation methodology, since QI schemes share
locality as common denominator (see e.g., the fundamental papers [2, 14]). This is for instance
the case when real–time processing of large data streams is required and the input informa-
tion on a certain target function f can be dynamically updated (and, consequently, also the
spline approximation is dynamically updated). In a very general formulation, a spline quasi–
interpolant Q(f) to a given function f can be written as follows,
Q(f)(·) =
∑
γ∈Γ
λγ(f)Bγ(·), (1)
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where Bγ, γ ∈ Γ , denote the B–spline basis (or a suitable extension to the multivariate setting)
and λγ , γ ∈ Γ , are corresponding linear functionals. Even if different approaches can be
considered for defining these functionals, they are usually required to be local, namely,
Λγ := supp(λγ) ⊂ Ω , ∀ γ ∈ Γ , (2)
where Ω denotes the specific domain of interest. The functionals λγ(f) are often defined either
as a linear combination of evaluations of f at suitable points or as an appropriate integral of
f , so that the QI operator exactly reproduces all the polynomials of a certain degree or it is a
projector on the space spanned by the B-spline basis (see, e.g., [4, 12, 14, 19]). QIs where the
definition of λγ(f) also involves derivatives of f are usually called Hermite QIs (see, e.g., [15]).
QI spline schemes capable to deal with data on nonuniform meshes are of great interest
because they can be profitably used either for adaptive approximation or data reduction pur-
poses. In the univariate setting, the BS Hermite Quasi–Interpolation operator introduced in
[15] defines a robust and accurate scheme with this capability. Its recent tensor–product exten-
sion to the bivariate setting [9, 10] preserves the robustness and accuracy of the scheme, but
necessarily inherits the grid limits of any tensor–product approach. In order to overcome this
problem, suitable extensions of tensor–product spline spaces must be considered.
Examples of adaptive spline constructions that provide local refinement possibility by re-
laxing the rigidity of tensor–product configurations have been widely investigated, see e.g.,
[5, 6, 11, 13, 20, 21]. The definition of these classes of adaptive splines pose non-trivial issues
related to solid basis constructions, the characterization and understanding of the correspond-
ing spline spaces, as well as the design of reliable and efficient refinement algorithms. The
introduction of the truncated basis for hierarchical splines has recently provided a powerful
construction that can be successfully exploited for spline–based adaptivity and related appli-
cation algorithms [7, 8].
Among other properties, truncated hierarchical B–splines (THB–splines) preserve the coef-
ficients of a function represented in terms of the B–spline basis related to a certain hierarchical
level [8]. This distinguishing feature can be directly exploited for the definition of hierarchi-
cal quasi–interpolants [18]. By following this general construction, we study the extension to
hierarchical spline spaces of the above mentioned BS QI scheme. The adaptive framework
is considered for a hierarchy of nested spline spaces obtained with successive dyadic refine-
ments and leads to computational benefits with respect to the tensor–product formulation that
prevents local mesh refinement.
The paper is organized as follows. Section 2 introduces the univariate and tensor–product
formulation of the BS quasi–interpolation scheme. A brief overview of hierarchical spline spaces
and the THB-spline basis is then introduced in Section 3. Section 4 is devoted to the hierarchical
spline extension of the BS QI scheme and its convergence properties. A selection of numerical
experiments, where we employ an automatic refinement strategy to obtain suitable hierarchical
meshes, is discussed in Section 5. The performances of the BS hierarchical scheme are compared
both with its tensor–product counterpart and with a different hierarchical scheme. Finally,
Section 6 concludes the paper.
2
2 The BS Hermite QI scheme
In this section we briefly summarize the Hermite spline QI scheme firstly introduced in [15]
for the univariate case and recently extended to the bivariate setting in [9, 10]. A simplified
formulation of the scheme is here adopted in order to facilitate the successive introduction of
its bivariate hierarchical extension.
2.1 The univariate scheme
In the univariate setting the BS QI scheme approximates any f : Ω = [a , b] → IR, with
f ∈ C1(Ω), by defining a suitable spline in the space Sd,π, of the d–degree, d ≥ 2 , C
d−1(Ω)
piecewise polynomial functions with breakpoints at the abscissae of a given partition π :=
{xi, i = 0, . . . , N} of the interval Ω. The information used are the values of f and f
′ at the
abscissae in π . Being sufficient for the developed hierarchical generalization, we just relate here
to the case of a uniform partition, i.e. to the case xi − xi−1 = h := (b− a)/N , i = 1, . . . , N . In
order to reduce technical difficulties in the next hierarchical formulation, the scheme is further
simplified by avoiding the special definition of the first and last d − 1 functionals which was
required in [15] (at the negligible price of requiring the knowledge of f and f ′ at additional
2(d− 1) abscissae). For this aim, in the following we assume that f ∈ C1(Ωe) , where Ωe is the
enlarged interval Ωe = [a− dh , b+ dh] , and we require the knowledge of f and f
′ at the inner
abscissae of the uniform h–step partition πe of Ωe, π
e = {xi , i = −d . . . , N + d} . Denoting with
Bd the d–degree B-spline with integer active knots 0, . . . , d + 1 , Q(f) can then be written as
follows,
Q(f)(·) = λd,h(f)
T Bd,h(·) =
N−1∑
j=−d
λj(f)Bd(·/h− j), (3)
where λd,h(f) := (λ−d(f), · · · , λN−1(f))
T , and where the basis vector Bd,h(·) := (Bd(·/h +
d), · · · , Bd(·/h−N + 1))
T selects the elements of the B–spline basis of Sd,πe active in I . Note
that the support Λj of the functional λj is the following,
Λj = [xj+1 , xj+d] , (4)
and that, in the simplified uniform formulation here considered, each functional λj(f) , j =
−d, . . . , N − 1, is defined as the same linear combination of the values f(xi) and f
′(xi), i =
j+1, . . . , j+d . By following the notation used in [15], we can shortly define λd,h(f) as follows,
λd,h(f) := Aˆ
(d)


f(x−d+1)
...
f(xN+d−1)

 − h Bˆ(d)


f ′(x−d+1)
...
f ′(xN+d−1)

 , (5)
where Aˆ(d) , Bˆ(d) ∈ IR(N+d)×(N+2d−1) are two Toeplitz banded matrices of bandwidth d such that
eTj Aˆ
(d) = (0Tj−1 , αˆ
(d)T , 0TN+d−j) , e
T
j Bˆ
(d) = (0Tj−1 , βˆ
(d)T
, 0TN+d−j) ,
with (αˆ(d)T , βˆ
(d)T
)T ∈ IR2d obtained by solving a suitable local nonsingular 2d×2d linear system.
We relate to [15] for the details about such system and we just report in Table 1 the values of
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d αˆ(d)T βˆ
(d)T
2 1
2
(1 , 1) 1
4
(−1 , 1)
3 1
2
(−1 , 4 ,−1) 1
6
(1 , 0 ,−1)
4 1
12
(5 , 1 , 1 , 5) 1
48
(−5 ,−41 , 41 , 5)
Table 1: Vector coefficients defining the uniform d–degree BS Hermite spline quasi–interpolant.
the vector coefficients αˆ(d) and βˆ
(d)
for 2 ≤ d ≤ 4 . Note that in [15] it has been proved that
the operator Qd is a projector which means that Qd , π(s) = s , ∀s ∈ Sd,π and so, in particular
Qd(p) = p , ∀p ∈ IP
d . Concerning the convergence, the analysis developed in [15] under the
aforementioned hypotheses can be simplified to |λj(f)| ≤ ‖αˆ
(d)‖1 ‖f‖Λj + h‖βˆ
(d)
‖1 ‖f
′‖Λj ,
since
‖Aˆ(d)‖∞ = ‖αˆ
(d)‖1 , ‖Bˆ
(d)‖∞ = ‖βˆ
(d)
‖1 ,
where,
‖g‖c := max
u∈c
|g(u)| , ∀g ∈ C0(Ω) .
Considering the locality, the non negativity and the partition of unity property fulfilled in Ω
by the B–splines selected in Bd , this result implies also that for any cell c = [xi , xi+1], i =
0, . . . , N − 1, and for any function f ∈ C1(Ω) it is
‖Q(f)‖c ≤ ‖αˆ
(d)‖1 ‖f‖C + h‖βˆ
(d)
‖1 ‖f
′‖C ,
where C =
i⋃
j=i−d
Λi = [xi−d+1 , xi+d] , whose size |C| is equal to (2d− 1)h .
By writing ‖f −Q(f)‖c ≤ ‖f − p‖c + ‖Q(p− f)‖c ∀p ∈ IP
d , we can conclude that
‖f −Q(f)‖c ≤ (1 + ‖αˆ
(d)‖1) ‖f − p‖C + h‖βˆ
(d)
‖1 ‖f
′ − p′‖C .
Now, by selecting p ∈ IPd as the Taylor expansion of f at some point in c, considering that
|C| = (2d− 1)h, we have that ‖f − p‖C = O(h
k+1) and ‖f ′− p′‖C = O(h
d) . Since c can be any
cell in Ω, we can conclude that the scheme has maximal approximation order, that is the error
‖f −Q(f)‖Ω is O(h
d+1) , when f ∈ Cd+1(Ωe).
2.2 The bivariate scheme
When f is a sufficiently smooth bivariate function defined on a rectangle, f = f(x, y) with
f : Ω := I1 × I2 → IR with Ij = [aj , bj ], j = 1, 2, we can apply the univariate BS quasi–
interpolation operator in any of the two directions, thus obtaining two different approximations
of f. If the scheme is applied to f twice, once with respect to x and the other to y , the
BS tensor–product spline quasi–interpolant is obtained. Clearly, this bivariate extension of the
scheme needs of two partitions, π1 = {x0, . . . , xN1} of I1 and π2 = {y0, . . . , yN2} of I2 , specifying
the x and y spline breakpoints, besides of two corresponding integers, d1 and d2 , prescribing the
spline degree with respect to x and to y. For the more general formulation of the bivariate BS
QI scheme we refer to [9, 10]. Here we briefly summarize it, specifically relying on the uniform
univariate formulation of the method described in the previous section and consequently we
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have N1 := (b1 − a1)/hx , N2 := (b2 − a2)/hy . Then we actually need two enlarged partitions
πe1 = {x−d1 , . . . , xN1+d1} ⊃ π1 and π
e
2 = {y−d2 , . . . , yN2+d2} ⊃ π2 of the two enlarged intervals
Ie1 ⊃ I1 and I
e
2 ⊃ I2 , and we require f ∈ C
(1,1)(Ωe) , where now Ωe := I
e
1 × I
e
2 . By using the
notation introduced in the previous section, the two intermediate approximations Q1(f) and
Q2(f), can be written as follows,
Q1(f)(x, y) = [λ
1
d1,hx
(f)](y)T Bd1,hx(x) ,
Q2(f)(x, y) = [λ
2
d2,hy(f)](x)
T Bd2,hy(y) = Bd2,hy(y)
T [λ2d2,hy(f)](x) ,
where we have emphasized that Q1(f) (Q2(f)) is a spline with respect to x (y) and a general
function with respect to the other variable. Thus the final tensor–product approximation
(Q2Q1)(f) is obtained by applying the operator Q2 to the intermediate approximation Q1(f)
(or alternatively doing the opposite) and clearly it belongs to the tensor–product spline space
Sd,h , where
Sd,h := Sd1,π1 ⊗ Sd2,π2 , with d := (d1 , d2) , h := (hx , hy) .
Following this procedure, with some computations it can be verified that, denoting just with
Q the operator Q2Q1 , Q(f) can be compactly written as follows,
Q(f)(x, y) = Bd2,hy(y)
T Md,h(f) Bd1,hx(x) , (6)
where
Md,h(f) := Aˆ
(d2) F Aˆ(d1)T − hx Aˆ
(d2) Fx Bˆ
(d1)T −
hy Bˆ
(d2) Fy Aˆ
(d1)T + hx hy Bˆ
(d2) Fxy Bˆ
(d1)T .
The matrices F, Fx, Fy and Fxy involved in the above formula are full matrices belonging to
IR(N2+2d2−1)×(N1+d1−1) such that,
F :=


f(x−d1+1, y−d2+1) · · · f(xN1+d1−1, y−d2+1)
...
. . .
...
f(x−d1+1, yN2+d2−1) · · · f(xN1+d1−1, yN2+d2−1)

 ,
and Fx, Fy and Fxy are analogously defined just replacing f respectively with fx, fy and with
fxy . Thus the considered tensor–product formulation of the BS QI scheme needs the knowledge
of f, fx, fy, fxy in the inner points of the extended lattice pi
e := πe1 ⊗ π
e
2 . In order to facilitate
the introduction of the hierarchical generalization of our scheme, we are interested in rewriting
the expression of Q(f) defined in (6) in the following form,
Q(f)(x, y) =
∑
J∈Γd,h
λJ(f)B
(d,h)
J (x, y) , (7)
where the basis function B
(d,h)
J associated to the multi–index J = (j, i) is the following product
of univariate B-spline functions,
B
(d,h)
J (x, y) := Bd1(x/hx − i) Bd2(y/hy − j) , (8)
and where
Γd,h := {(j, i), j = −d2 + 1, . . . , N2 + d2 − 1 , i = −d1 + 1, . . . , N1 + d1 − 1} . (9)
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From (6), recalling the structure of the matrices Aˆdi , Bˆdi , i = 1, 2 , we obtain the following
definition for the functional λJ(f) associated with the multi–index J = (j , i) ,
λJ(f) = αˆ
(d2)T F J αˆ(d1) − hx αˆ
(d2)T F Jx βˆ
(d1)
−
hy βˆ
(d2)T
F Jy αˆ
(d1) + hxhy βˆ
(d2)T
F Jxy βˆ
(d1)
,
(10)
where the local matrix F J ∈ IRd2×d1 is defined as follows,
F J :=


f(xi+1, yj+1) · · · f(xi+d1 , yj+1)
...
. . .
...
f(xi+1, yj+d2) · · · f(xi+d1 , yj+d2)

 ,
and where F Jx , F
J
y and F
J
xy are analogously defined just replacing f respectively with fx, fy
and with fxy . This implies that, using the notation introduced in (2), we have that the area of
ΛJ , support of λJ , is equal to (d1 − 1)(d2 − 1) hxhy , as it is
ΛJ = [xi+1 , xi+d1 ]× [yj+1 , yj+d2] . (11)
The following lemma gives an upper bound for the absolute value of each local linear func-
tional λJ(f) and it will be later useful to develop the study of the approximation power of the
hierarchical extension of Q(f),
Lemma 1. There exist four positive constants κr,s, r , s = 0, 1 depending on d but not depending
on h , such that for any function f ∈ C(1,1)(Ωe), and for each multi–index J ∈ Γd,h it is
|λJ(f)| ≤ κ0,0‖f‖ΛJ + hx κ1,0‖fx‖ΛJ + hy κ0,1‖fy‖ΛJ + hxhyκ1,1‖fxy‖ΛJ . (12)
Proof : Clearly we can upper bound |λJ(f)| with the sum of the absolute values of the four
addends defining it in (10). Now, relating for example to the first of these addends, we have
that
|αˆ(d2)T F J αˆ(d1)| ≤ κ0,0‖f‖ΛJ
where κ0,0 := ‖αˆ
(d2)‖1 ‖αˆ
(d1)‖1 . Using similar arguments for the other three addends the proof
can be easily completed.
Note that, being the univariate BS QI operator a projector, also the corresponding tensor–
product operator is still a projector which means that Q(s) = Q2Q1(s) = s when s ∈ Sd,h .
Concerning the approximation order, when f ∈ C(d1+1,d2+1)(Ωe) , it can be proved that the
error ‖Q(f) − f‖Ω is O(h
d1+1
x ) + O(h
d2+1
y ) . Actually, denoting with I the identity operator,
this can be easily verified considering that, for any tensor–product operator P = P1P2 , the
corresponding error operator E := I − P , can be split as follows,
E = E1 + E2 − E1E2 , (13)
where Ei := I − Pi, i = 1, 2 .
Remark 1. The above adopted assumption to know f on the enlarged domain Ωe is not essential
to approximate f in Ω by using the BS QI scheme either for the monovariate or the bivariate
case [15, 9, 10]. It is here assumed just to simplify the introduction of the later developed
bivariate herarchical extension of the scheme.
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3 The bivariate hierarchical space
Hierarchical bivariate B-spline spaces are constructed by considering a hierarchy of M tensor–
product bivariate spline spaces V 0 ⊂ V 1 ⊂ . . . ... ⊂ V M−1 defined on Ω, together with a
hierarchy of closed domains Ω0 ⊇ Ω1 ⊇ · · · ⊇ ΩM−1, that are subsets of Ω, with Ω0 = Ω. The
depth of the subdomain hierarchy is represented by the integer M , and we assume ΩM = ∅.
Note that each Ωℓ is not necessarily a rectangle, and it may also have several distinct connected
components. Even if hierarchical spline constructions can cover different non-uniform knot
configurations and degrees according to the considered nested sequence of spline spaces, we
restrict our analysis to dyadic (uniform) refinement and a fixed degree d at any level, a typical
choice in hierarchical approximation algorithms.
The spline spaces V ℓ, for ℓ = 0, . . . ,M−1, are defined through successive dyadic refinements
of an initial uniform tensor–product grid characterized by cells of size hx × hy, namely
V ℓ := Sd,hℓ , hℓ := (hx,ℓ , hy,ℓ) :=
(
hx
2ℓ
,
hy
2ℓ
)
.
Thus, for each level ℓ, V ℓ is spanned by the tensor–product B-spline basis,
Bℓ
d
:= {BℓJ , J ∈ Γd,hℓ} ,
where BℓJ simply denotes the function B
(d,hℓ)
J defined in (8), and Γd,hℓ is defined in (9). Let
Gℓ be the uniform tensor–product grid with respect to level ℓ defined as the collection of cells
c of area hℓx h
ℓ
y covering Ω. As we adopt the common assumption that each Ω
ℓ, ℓ ≥ 1, can be
obtained as the union of a finite number of cells c of the grid Gℓ−1 , then we can define the
hierarchical mesh GH as
GH :=
{
c ∈ Gℓ, ∀ ℓ = 0, . . . ,M − 1
}
where
Gℓ :=
{
c ∈ Gℓ : c ⊆ Ωℓ ∧ ∄ c∗ ∈ Gℓ
∗
, ℓ∗ > ℓ : c∗ ⊆ Ωℓ
∗
∧ c∗ ⊂ c
}
,
for ℓ = 0, . . . ,M − 1, are the sets that collect the active cells at different levels. Figure 1 shows
an example of a sequence of nested domains forM = 3 and the corresponding hierarchical mesh
GH.
In order to define the spline hierarchy, the set of active basis functions BℓJ , for each level ℓ,
is selected from Bℓ
d
according to the following definition, see also [11, 22].
Definition 1. The hierarchical B-spline basis Hd(GH) of degree d with respect to the mesh GH
is defined as
Hd(GH) :=
{
BℓJ ∈ B
ℓ
d
: J ∈ Aℓ
d
, ℓ = 0, ...,M − 1
}
,
where
Aℓ
d
:= {J ∈ Γd,hℓ : suppB
ℓ
J ⊆ Ω
ℓ ∧ suppBℓJ 6⊆ Ω
ℓ+1} , (14)
is the active set of multi–indices Aℓ
d
⊆ Γd,hℓ and suppB
ℓ
J denotes the intersection of the support
of BℓJ with Ω
0.
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Figure 1: A hierarchical mesh obtained with M = 3 levels.
The space SH := spanHd(GH) is the hierarchical spline space associated to the mesh GH.
Obviously, SH is a subset of V
M−1 ⊆ C(d1−1,d2−1)(Ω). In virtue of the linear independence of
hierarchical B–splines, see e.g., [11, 22],
dim(SH) =
M−1∑
ℓ=0
#Aℓ
d
≤ dim(V M−1).
Note that, the symbol ≪ can usually replace the last ≤ inequality symbol, since the adaptive
spline framework allows to obtain the desired approximation with a strongly reduced number
of degrees of freedom. Furthermore we would like to remark that, even if in general it is only
SH ⊆ Sd(GH), where
Sd(GH) :=
{
f ∈ C(d1−1,d2−1)(Ω) : f
∣∣
c
∈ IPd, ∀c ∈ Gℓ, ℓ = 0, . . . ,M − 1
}
,
under reasonable assumptions on the hierarchical mesh configuration it is possible to obtain
that SH = Sd(GH) [6].
In order to recover the partition of unity property in the hierarchical setting and reduce
the support of coarsest basis function, the truncated hierarchical B-spline (THB–spline) basis
of SH has been recently introduced [7]. This alternative hierarchical construction relies on the
definition of the following truncation operator truncℓ+1 : V ℓ → V ℓ+1, ℓ = 0, . . . ,M − 2.
Definition 2. Let s(·) =
∑
J∈Γd,hℓ+1
σℓ+1J B
ℓ+1
J (·) , be the representation in the B–spline basis of
V ℓ+1 ⊃ V ℓ , of s ∈ V ℓ. The truncation of s with respect to Bℓ+1 and Ωℓ+1 is defined as
truncℓ+1s(·) :=
∑
J∈Γd,hℓ+1 : suppB
ℓ+1
J
6⊆Ωℓ+1
σℓ+1J B
ℓ+1
J (·) .
By also introducing the operator Truncℓ+1 : V ℓ → SH ⊆ V
M−1, for ℓ = 0, . . . ,M − 1,
T runcℓ+1 := truncM−1(truncM−2(· · · (truncℓ+1(s)) · · · )) ,
we are ready to define the truncated basis for SH , according to the following construction [7].
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Definition 3. The truncated hierarchical B-spline basis Td(GH) of degree d with respect to the
mesh GH is defined as
Td(GH) :=
{
T ℓJ : J ∈ A
ℓ
d
, ℓ = 0, ...,M − 1
}
, with T ℓj := Trunc
ℓ+1(BℓJ) . (15)
THB–splines have very important properties like linear independence, non–negativity, parti-
tion of unity, preservation of coefficients and strong stability [7, 8]. In particular the preservation
of coefficients property is of central interest in the context of quasi–interpolation because it en-
sures that the hierarchical extension of any tensor–product quasi–interpolation operator keeps
its polynomial reproduction capability [18]. Figure 2 shows the two successive steps necessary
to obtain the truncated basis element T 0J for a certain J ∈ A
0
d
with respect to the hierarchy
of domains shown in Figure 1. Note that, if σℓJ denotes the coefficient of a spline s ∈ SH in
the THB spline basis, since only few truncated basis functions do not vanish on a cell c of the
hierarchical mesh, we can write,
s(x, y) =
M−1∑
ℓ=0
∑
J∈Aℓ
d
(c)
σℓJT
ℓ
J (x, y) , ∀(x, y) ∈ c ,
where
Aℓ
d
(c) := {J ∈ Aℓ
d
| c ⊆ supp(T ℓJ)} . (16)
The truncation of coarsest basis functions with respect to finer basis elements allow to
reduce the overlap of supports of basis functions at different hierarchical levels. Nevertheless,
in order to have a specific bound for the number of truncated basis functions acting on any
cell, suitable hierarchical configurations should be selected.
Definition 4. A hierarchical mesh GH is admissible of class m, 1 ≤ m < M , if the THB–splines
which take non–zero value over any cell c ∈ GH belong to at most m successive levels.
Restricted hierarchies that allow the identification of admissible meshes were considered in
[8] for the case m = 2, and in [3] for a general m. If GH is an admissible mesh of class m the
following remarks can be done,
• if c ∈ Gk , A
ℓ
d
(c) can be non empty only if km ≤ ℓ ≤ k , with
km := max{0 , k −m+ 1} ; (17)
• m(d1 + 1)(d2 + 1) is an upper bound for the number of THB–splines which are non–zero
on each cell;
• there exist two positive constants γ1 and γ2 depending on the class of admissibility m but
not on the other quantities such that, for all c ∈ GH and for each multi–index J ∈ A
ℓ
d
(c) ,
it is
γ1 diam(c) ≤ diam(supp T
ℓ
J) ≤ γ2 diam(c) .
The above properties of hierarchical meshes of class m will be used in the next section to get
theoretical proofs of convergence for the considered hierarchical quasi–interpolation scheme.
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(a) (b)
(c) (d)
(e) (f)
Figure 2: Two examples of elements of the truncated hierarchical B-spline basis. For (d1, d2) =
(2, 2), starting from (a) B0J , the truncation at level ℓ = 1 gives (c) trunc
1(B0J), and the further
truncation at level ℓ = 2 gives (e) T 2J := Trunc
2(B0J) := trunc
2(trunc1(B0J)). Similarly, (b),
(d), (f) represent the successive truncations of a B-spline of bi-degree (d1, d2) = (4, 4).
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4 The hierarchical Hermite BS QI scheme
Besides the mentioned advantages, the THB–spline basis of SH has another fundamental ad-
vantage with respect to the HB–spline basis because, thanks to its preservation of coefficients
property, it allows an easy extension to the hierarchical setting of any quasi–interpolation op-
erator [18]. For example, specifically relating the tensor–product BS QI operator Q defined in
(7), we can just define its extension QH : C
1,1(Ωe)→ SH as follows,
QH(f)(x, y) :=
M−1∑
ℓ=0
∑
J∈Ad,hℓ
λℓJ(f) T
ℓ
J(x, y) , (18)
with T ℓJ , J ∈ Ad,hℓ , ℓ = 0, . . . ,M − 1, denoting the truncated basis introduced in (15) and
with the functional λℓJ(f) defined as in (10), just replacing hx and hy respectively with hx,ℓ and
hy,ℓ . Actually in [18] it has been proved that this definition is reasonable because it ensures the
following implication,
Q(p) = p , ∀p ∈ IPd ⇒ QH(p) = p , ∀p ∈ IP
d . (19)
We start with a preliminary lemma.
Lemma 2. If the hierarchical mesh GH is admissible of class m, then for any cell c ∈ G
k, k =
0, . . . ,M − 1, and for any function f ∈ C(1,1)(Ωe), it is
‖QH(f)‖c ≤ κ0,0‖f‖C + 2
m−1 hx,k κ1,0‖f
(1,0)‖C+
2m−1 hy,k κ0,1‖f
(0,1)‖C + 4
m−1hx,khy,kκ1,1‖f
(1,1)‖C ,
where the positive constants κr,s, r, s = 0, 1 are those introduced in Lemma 1 and
C :=
k⋃
ℓ=km
⋃
J∈Aℓ
d
(c)
(ΛℓJ ∪ c) . (20)
Proof : Let c ∈ Gk. Considering the assumption on GH, the restriction of QH(f) to the cell c
can be written as follows,
QH(f)|c =
k∑
ℓ=km
∑
J∈Aℓ
d
(c)
λℓJ(f) T
ℓ
J ,
with Aℓ
d
(c) defined as in (16) and where, for brevity, we have used the integer km introduced in
(17). This expression implies that QH(f)|c depends on f|C where C ⊃ c is defined as in (20).
Now, using the triangular inequality and considering that the THB spline basis is a nonnegative
partition of unity, it can be derived that
|QH(f)(x, y)| ≤ max
km≤ℓ≤k
max
J∈Aℓ
d
(c)
|λℓJ(f)| , ∀(x, y) ∈ c . (21)
Thus the statement of the lemma is obtained by considering the functional upper bound
proved in Lemma 1 and further uniformly upper bounding each |λℓJ(f)| in (21) by replacing in
(12) the function norm ‖ · ‖Λℓ
J
with ‖ · ‖C .
The following remark outlines the relation which can be established between the size of C and
that of c, under the assumed hypothesis on the hierarchical mesh.
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Remark 2. Let R denote the smallest rectangle with edges aligned with the x and y axes
containing the convex hull of C, with C defined in (20). Further, let us denote with Hx(C) and
Hy(C) its x and y sizes, also called in the following the x and y diameters of C . Then if GH is
admissible of class m, there exist two positive constants wi > 1, i = 1, 2 depending only on d
and on m such that for any cell c ∈ Gk, k = 0, . . . ,M − 1, it is
Hx(C) ≤ w1hx,k , Hy(C) ≤ w2hy,k . (22)
Actually it can be verified that we can assume
wi := 2
m−1 (di − 1) , i = 1, 2 . (23)
Then, by using the intermediate result proved in Lemma 2 and the inequality in (22),
we are ready to prove the following main result concerning the local approximation power of
QH(f) ∈ SH .
Theorem 1. Let GH be admissible of class m. Then there exist three positive constants vi , i =
1, 2, 3 such that ∀f ∈ C(d1+1,d2+1)(Ω) and ∀c ∈ Gk, k = 0, . . . ,M − 1, it is,
‖f −QH(f)‖c ≤ v1 ‖f
(d1+1,0)‖C h
d1+1
x,k + v2 ‖f
(0,d2+1)‖C h
d2+1
y,k +
v3 ‖f
(d1+1,d2+1)‖C h
d1+1
x,k h
d2+1
y,k ,
(24)
where C is defined in (20).
Proof : Considering that (19) ensures that QH(p) = p, ∀p ∈ IP
d, then the triangular inequality
implies that, ∀c ∈ Gk , it is
‖f −QH(f)‖c ≤ ‖f − p‖c + ‖QH(p− f)‖c , ∀p ∈ IP
d .
On the other hand, considering that c ⊂ C with C defined in (20), Lemma 2 implies that
‖f −QH(f)‖c ≤ (1 + κ0,0)‖p− f‖C+
2m−1 hx,k κ1,0‖p
(1,0) − f (1,0)‖C+
2m−1 hy,k κ0,1‖p
(0,1) − f (0,1)‖C+
4m−1hx,khy,kκ1,1‖p
(1,1) − f (1,1)‖C .
Choosing p ∈ IPd as the Taylor expansion of f in IPd at some point in c , it is
‖p(r,s) − f (r,s)‖C ≤ ‖f
(d1+1,0)‖C Hx(C)
d1+1−r + ‖f (0,d2+1)‖C Hy(C)
d2+1−s+
‖f (d1+1,d2+1)‖C Hx(C)
d1+1−rHy(C)
d2+1−s , r, s = 0, 1 ,
where Hx(C) and Hy(C) denote the x and y diameters of C introduced in Remark 2. Then the
thesis is proved by using the inequality given in (22) and by defining vi, i = 1, 2, 3 as follows,
v1 := K w
d1+1
1 , v2 := K w
d2+1
2 , v3 := K w
d1+1
1 w
d2+1
2 ,
with K := 1 + κ0,0 + (κ1,0 + κ0,1 + κ1,1)γ , where γ := 2
m−1max{1 , hx,0 , hy,0} and where the
constants wi, i = 1, 2 , are those defined in (23).
Remark 3. The statement of Theorem 1 first of all says that QH mantains on a cell c ∈ G
k
the maximal approximation order of Q : C(1,1)(Ω) → V k . Furthermore, in order to guarantee
that QH in SH provides the same approximation quality of Q in V
M−1, it also suggests to use
larger cells where f (d1+1,0) and f (0,d2+1) are almost zero and finer elsewhere.
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5 Numerical results
In this section we discuss the numerical behaviour of the hierarchical BS QI operator QH. The
test functions f(x, y) considered in the examples are
f1(x, y) =
tanh(9y − 9x) + 1
9
, (x, y) ∈ [−1, 1]2,
f2(x, y) =
2
3 exp((10x− 3)2 + (10y + 4)2)
, (x, y) ∈ [−1, 1]2,
see Figure 3.
Figure 3: The test functions f1 (left) and f2 (right).
We compare the performances of QH with the hierarchical QI considered in the numerical
examples in [18]. More precisely, the tensor–product version of this QI [12], here denoted by
Qˆ, is the following,
Qˆ(f)(x, y) :=
∑
J∈Γd,h
λˆJ(f)B
(d,h)
J (x, y) ,
where each λˆJ(f), J = (j, i), is obtained as the component σJ of the solution of the linear
system
∑
K:supp(B
(d,h)
K
)∩ΘJ 6=∅
σKB
(d,h)
K (x
r1,r2
J ) = f(x
r1,r2
J ), r1 = 0, ..., d1, r2 = 0, ..., d2,
with
ΘJ := (xi+⌊d1/2⌋, xi+⌊d1/2⌋ + 1)× (yj+⌊d2/2⌋, yj+⌊d2/2⌋+1),
x
r1,r2
J := (xi+⌊d1/2⌋ +
r1hx
d1
, yj+⌊d2/2⌋ +
r2hy
d2
).
The hierarchical extension QˆH is obtained from Qˆ as done for defining QH from Q in (18).
Essentially, the differences between QH and QˆH lie in the type of data they use (function and
derivative values for QH and only function values for QˆH), and in the number and kind of data
locations.
In all the tests, we considered sequences of nested hierarchical meshes on the domain [−1, 1]2
up to 5 levels (M = 5), obtained by suitably refining a uniform 8 × 8 mesh. For all tests, the
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tables reporting the results obtained by applying the hierarchical QIs show the number of levels
M , the size of the mesh hM−1 := hx,M−1 = hy,M−1 at the finest level, the dimension of the spline
spaces and the infinity norm ‖ · ‖Ω of the errors
e := f −Q(f), eH := f −QH(f), eˆ := f − Qˆ(f), eˆH := f −QH(f) .
Note that the infinity norm ‖ · ‖Ω of a function has always been numerically approximated by
computing the maximum of its absolute value on a 301× 301 uniform grid of Ω . Moreover, in
order to have a complete understanding of the behaviour of the QIs, we also report the infinity
norms of the errors with respect to the derivatives fx, fy and fxy.
The employed hierarchical meshes are obtained by applying an automatic refinement strat-
egy. Let FH be the hierarchical extension, based on the mesh GH with M levels, of a tensor-
product QI operator F , and let P ⊂ Ω be a set of points where the values of the approximated
function f (and of its derivatives, if the computation of F requires them, like in the case of Q)
are available. Let us define, for each cell c ∈ GH,
δ(FH; c) := max
(x,y)∈P∩c
|FH(x, y)− f(x, y)|.
Then, the hierarchical mesh is generated by using the following algorithm.
• Start from a tensor-product mesh, which corresponds to a hierarchical mesh GH with 1
level (M = 1), choose the maximum number of levels K (K = 5 in our tests) and the
tolerance ǫ;
• evaluate the corresponding FH at the points (x, y) ∈ P ;
• while δ(FH; c) ≤ ǫ is not satisfied for all the cells c ∈ GH, or M is not greater than K,
repeat the following steps:
– mark the cells which do not satisfy δ(FH; c) ≤ ǫ;
– for each marked cell, additionally mark the (at most) 8 adjacent cells too;
– obtain the new mesh GH with M +1 levels by a dyadic split of the marked cells, and
increase M by 1;
– evaluate the corresponding FH at the points (x, y) ∈ P .
Now, in our case the main goal is to construct a hierarchical QI operator FH with approxi-
mation performances close to those of its tensor-product version F defined using the required
information on the extended lattice πe associated with level K. Then we set P = πe ∩ Ω and
ǫ = 1.5 max
(x,y)∈P
|F (x, y)− f(x, y)|,
which, roughly speaking, corresponds to requiring that the use of the hierarchical QI provides
a maximum error at most 50% larger than the one provided by the tensor-product version of
the QI. As in our experiments K = 5 and at the first level we use a 8× 8 mesh, P is composed
of the vertices of a uniform 128× 128 grid in Ω.
Tables 2-3 and 4-5 report the results related to f1 obtained with (d1, d2) = (2, 2), (3, 3), (4, 4)
for QH and for QˆH, respectively.
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Figure 4: The hierarchical meshes with 5 levels used in the approximation of f1 by QH with
(a) (d1, d2) = (2, 2), (b) (d1, d2) = (3, 3) and (c) (d1, d2) = (4, 4).
Figure 5: The hierarchical meshes with 5 levels used in the approximation of f1 by QˆH with
(a) (d1, d2) = (2, 2), (b) (d1, d2) = (3, 3) and (c) (d1, d2) = (4, 4).
(d1, d2) = (2, 2)
M hM−1 dim(V
M−1) ‖e‖Ω dim(SH) ‖eH‖Ω
1 1/4 100 3.050e-2 100 3.050e-2
2 1/8 324 9.982e-3 310 9.982e-3
3 1/16 1156 1.526e-3 862 1.526e-3
4 1/32 4356 1.312e-4 2368 1.312e-4
5 1/64 16900 1.250e-5 5902 1.250e-5
(d1, d2) = (3, 3)
M hM−1 dim(V
M−1) ‖e‖Ω dim(SH) ‖eH‖Ω
1 1/4 121 4.581e-2 121 4.581e-2
2 1/8 361 8.168e-3 361 8.168e-3
3 1/16 1225 5.951e-4 1117 5.951e-4
4 1/32 4489 2.414e-5 3139 2.414e-5
5 1/64 17161 1.115e-6 7873 1.115e-6
(d1, d2) = (4, 4)
M hM−1 dim(V
M−1) ‖e‖Ω dim(SH) ‖eH‖Ω
1 1/4 144 6.842e-2 144 6.842e-2
2 1/8 400 1.034e-2 400 1.034e-2
3 1/16 1296 3.980e-4 1172 3.980e-4
4 1/32 4624 8.828e-6 3056 8.828e-6
5 1/64 17424 1.512e-7 6756 1.512e-7
Table 2: Numerical results for QH tested on f1 and compared with Q.
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(d1, d2) = (2, 2)
M ‖ex‖Ω ‖ey‖Ω ‖exy‖Ω ‖(eH)x‖Ω ‖(eH)y‖Ω ‖(eH)xy‖Ω
1 4.933e-1 4.933e-1 6.185e-0 4.933e-1 4.933e-1 6.185e-0
2 2.218e-1 2.218e-1 4.133e-0 2.218e-1 2.218e-1 4.133e-0
3 5.266e-2 5.266e-2 1.537e-0 5.266e-2 5.266e-2 1.537e-0
4 1.017e-2 1.017e-2 3.019e-1 1.017e-2 1.017e-2 3.019e-1
5 3.088e-3 3.088e-3 1.113e-1 3.088e-3 3.088e-3 1.113e-1
(d1, d2) = (3, 3)
M ‖ex‖Ω ‖ey‖Ω ‖exy‖Ω ‖(eH)x‖Ω ‖(eH)y‖Ω ‖(eH)xy‖Ω
1 6.339e-1 6.339e-1 6.600e-0 6.339e-1 6.339e-1 6.600e-0
2 1.812e-1 1.812e-1 3.741e-0 1.812e-1 1.812e-1 3.741e-0
3 1.835e-2 1.835e-2 7.533e-1 1.835e-2 1.835e-2 7.533e-1
4 1.263e-3 1.263e-3 7.065e-2 1.263e-3 1.263e-3 7.065e-2
5 9.971e-5 9.971e-5 6.179e-3 9.972e-5 9.972e-5 6.179e-3
(d1, d2) = (4, 4)
M ‖ex‖Ω ‖ey‖Ω ‖exy‖Ω ‖(eH)x‖Ω ‖(eH)y‖Ω ‖(eH)xy‖Ω
1 8.318e-1 8.318e-1 7.401e-0 8.318e-1 8.318e-1 7.401e-0
2 2.212e-1 2.212e-1 4.012e-0 2.212e-1 2.212e-1 4.012e-0
3 1.457e-2 1.457e-2 5.285e-1 1.457e-2 1.457e-2 5.285e-1
4 4.846e-4 4.846e-4 2.389e-2 4.846e-4 4.846e-4 2.389e-2
5 1.401e-5 1.401e-5 6.941e-4 1.401e-5 1.401e-5 6.941e-4
Table 3: Errors with respect to the derivatives for QH tested on f1 and compared with Q.
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(d1, d2) = (2, 2)
M hM−1 dim(V
M−1) ‖eˆ‖Ω dim(SH) ‖eˆH‖Ω
1 1/4 100 4.165e-2 100 4.165e-2
2 1/8 324 1.007e-2 310 1.007e-2
3 1/16 1156 1.292e-3 862 1.292e-3
4 1/32 4356 1.160e-4 2368 1.160e-4
5 1/64 16900 1.109e-5 5902 1.109e-5
(d1, d2) = (3, 3)
M hM−1 dim(V
M−1) ‖eˆ‖Ω dim(SH) ‖eˆH‖Ω
1 1/4 121 7.646e-2 121 7.646e-2
2 1/8 361 1.290e-2 361 1.290e-2
3 1/16 1225 4.584e-4 1075 4.584e-4
4 1/32 4489 1.123e-5 2971 1.123e-5
5 1/64 17161 9.183e-7 7393 9.183e-7
(d1, d2) = (4, 4)
M hM−1 dim(V
M−1) ‖eˆ‖Ω dim(SH) ‖eˆH‖Ω
1 1/4 144 1.015e-1 144 1.015e-1
2 1/8 400 2.945e-2 400 2.945e-2
3 1/16 1296 4.799e-4 1172 4.799e-4
4 1/32 4624 1.061e-5 3186 1.061e-5
5 1/64 17424 1.980e-7 6886 1.980e-7
Table 4: Numerical results for QˆH tested on f1 and compared with Qˆ.
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(d1, d2) = (2, 2)
M ‖eˆx‖Ω ‖eˆy‖Ω ‖eˆxy‖Ω ‖(eˆH)x‖Ω ‖(eˆH)y‖Ω ‖(eˆH)xy‖Ω
1 5.988e-1 5.988e-1 6.451e-0 5.988e-1 5.988e-1 6.451e-0
2 2.229e-1 2.229e-1 4.127e-0 2.229e-1 2.229e-1 4.127e-0
3 4.645e-2 4.645e-2 1.425e-0 4.645e-2 4.645e-2 1.425e-0
4 1.101e-2 1.101e-2 3.193e-1 1.101e-2 1.101e-2 3.193e-1
5 3.152e-3 3.152e-3 1.150e-1 3.152e-3 3.152e-3 1.150e-1
(d1, d2) = (3, 3)
M ‖eˆx‖Ω ‖eˆy‖Ω ‖eˆxy‖Ω ‖(eˆH)x‖Ω ‖(eˆH)y‖Ω ‖(eˆH)xy‖Ω
1 8.666e-1 8.666e-1 7.183e-0 8.666e-1 8.666e-1 7.183e-0
2 2.525e-1 2.525e-1 4.271e-0 2.525e-1 2.525e-1 4.271e-0
3 1.709e-2 1.709e-2 6.800e-1 1.709e-2 1.709e-2 6.800e-1
4 9.541e-4 9.541e-4 6.068e-2 9.541e-4 9.541e-4 6.068e-2
5 1.001e-4 1.001e-4 6.504e-3 1.001e-4 1.001e-4 6.504e-3
(d1, d2) = (4, 4)
M ‖eˆx‖Ω ‖eˆy‖Ω ‖eˆxy‖Ω ‖(eˆH)x‖Ω ‖(eˆH)y‖Ω ‖(eˆH)xy‖Ω
1 5.247e-1 5.247e-1 5.096e-0 5.247e-1 5.247e-1 5.096e-0
2 4.704e-1 4.704e-1 5.823e-0 4.704e-1 4.704e-1 5.823e-0
3 1.687e-2 1.687e-2 5.774e-1 1.687e-2 1.687e-2 5.774e-1
4 5.538e-4 5.538e-4 2.597e-2 5.538e-4 5.538e-4 2.597e-2
5 1.623e-5 1.623e-5 7.786e-4 1.623e-5 1.623e-5 7.786e-4
Table 5: Errors with respect to the derivatives for QˆH tested on f1 and compared with Qˆ.
We further compared QH and QˆH by examining the functional evaluations needed in the
two cases: as shown in Table 6, while for (d1, d2) = (2, 2) the number of required evaluations is
smaller for QˆH, when (d1, d2) = (3, 3), (4, 4) QˆH requires significantly more evaluations than QH,
in spite of using, in some cases, slightly less refined hierarchical meshes (which lead to spline
spaces with smaller dimension). Note that for the corresponding tensor–product versions, the
number of evaluations is 4(N1+2d1−1)(N2+2d2−1) for Q and (d1(N1+d1)+1)(d2(N2+d2)+1)
for Qˆ, which is the reason behind the increasing difference between the evaluations needed by
QH and QˆH as d1 and d2 grow.
Tables 7-8 and 9-10 report, respectively, the results for QH and for QˆH applied to f2 with
(d1, d2) = (3, 3). In this case, we can observe that at the coarsest levels QH and QˆH behave
differently, with QH showing a better accuracy. Note that such differences are not related to
the hierarchical nature of the QIs, since the same behaviour can be observed in their tensor–
product versions (as in the previous case, the choice of the hierarchical meshes allows to obtain
essentially the same maximum error as in the tensor–product case).
M hM−1 dim(V
M−1) ‖e‖Ω dim(SH) ‖eH‖Ω
1 1/4 121 5.763e-1 121 5.763e-1
2 1/8 361 1.974e-1 361 1.974e-1
3 1/16 1225 1.662e-2 787 1.662e-2
4 1/32 4489 6.559e-4 1471 6.559e-4
5 1/64 17161 2.760e-5 2440 2.760e-5
Table 7: Numerical results for QH tested on f2 with (d1, d2) = (3, 3) and compared with Q.
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(d1, d2) = (2, 2)
M 1 2 3 4 5
Q 484 1444 4900 17956 68644
Qˆ 441 1369 4761 17689 68121
QH 484 1404 3756 10052 24716
QˆH 441 1299 3501 9471 23433
(d1, d2) = (3, 3)
M 1 2 3 4 5
Q 676 1764 5476 19044 70756
Qˆ 1156 3364 11236 40804 155236
QH 676 1764 5076 13708 33700
QˆH 1156 3364 9732 26498 65446
(d1, d2) = (4, 4)
M 1 2 3 4 5
Q 900 2116 6084 20166 72900
Qˆ 2401 6561 21025 74529 279841
QH 900 2116 5684 14084 30516
QˆH 2401 6561 18641 49825 106065
Table 6: Number of functional evaluations needed by Q, Qˆ, QH and QˆH in the test on f1.
Figure 6: The hierarchical meshes with 5 levels used to approximate f2 by QH (right) and by
QˆH (left) with (d1, d2) = (3, 3).
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M ‖ex‖Ω ‖ey‖Ω ‖exy‖Ω ‖(eH)x‖Ω ‖(eH)y‖Ω ‖(eH)xy‖Ω
1 5.732e-0 6.403e-0 5.385e+1 5.732e-0 6.403e-0 5.385e+1
2 3.504e-0 2.585e-0 3.181e+1 3.504e-0 2.585e-0 3.181e+1
3 4.127e-1 4.067e-1 4.762e-0 4.127e-1 4.067e-1 4.762e-0
4 2.581e-2 2.620e-2 2.736e-1 2.581e-2 2.620e-2 2.736e-1
5 2.531e-3 2.537e-3 2.414e-2 2.531e-3 2.537e-3 2.414e-2
Table 8: Errors with respect to the derivatives for QH tested on f2 with (d1, d2) = (3, 3) and
compared with Q.
M hM−1 dim(V
M−1) ‖eˆ‖Ω dim(SH) ‖eˆH‖Ω
1 1/4 121 3.087e-0 121 3.087e-0
2 1/8 361 2.285e-1 310 2.285e-1
3 1/16 1225 1.311e-2 667 1.311e-2
4 1/32 4489 6.365e-4 1210 6.365e-4
5 1/64 17161 3.154e-5 1846 3.154e-5
Table 9: Numerical results for QˆH tested on f2 with (d1, d2) = (3, 3) and compared with Qˆ.
M ‖eˆx‖Ω ‖eˆy‖Ω ‖eˆxy‖Ω ‖(eˆH)x‖Ω ‖(eˆH)y‖Ω ‖(eˆH)xy‖Ω
1 1.203e+1 1.300e+1 7.423e+1 1.203e+1 1.300e+1 7.423e+1
2 4.189e-0 2.944e-0 3.652e+1 4.189e-0 2.944e-0 3.652e+1
3 4.064e-1 4.744e-1 5.057e-0 4.064e-1 4.744e-1 5.057e-0
4 3.313e-2 3.374e-2 3.442e-1 3.313e-2 3.374e-2 3.442e-1
5 2.961e-3 2.714e-3 2.918e-2 2.961e-3 2.714e-3 5.931e-2
Table 10: Errors with respect to the derivatives for QˆH tested on f2 with (d1, d2) = (3, 3) and
compared with Qˆ.
Finally, we present two test where we approximated f1 and f2 with a modified version of the
operator QH, denoted by Q
a
H, which does not require the derivative values. In this case the com-
putation of each functional coefficient λℓJ(f) defining in (18) the hierarchical quasi–interpolant
is done by replacing the derivative values with their suitable finite-differences approximations
which are locally defined just in terms of function values at the vertices of the uniform grid of
level ℓ, Gℓ . The only constraint needed to maintain the approximation order of the original QI
is to use finite differences approximations of order (k1, k2) such that k1 ≥ d1 and k2 ≥ d2 (see
[16] for some details on these approximations and [9, 10] for their extensions to the tensor–
product case). In our tests with (d1, d2) = (3, 3) we used a finite-difference scheme of order
(k1, k2) = (3, 3) and, in order to simplify the implementation, we have used the same formulas
for the inner points in the whole domains, so taking the necessary gridded function values from
a suitably further enlarged domain. The results obtained show that the performances of QaH
are essentially the same as the ones of QH – see Tables 11-14, which also report the results
obtained with the tensor–product version of QaH, denoted by Q
a. It is worth noting that, in
order to obtain with QaH essentially the same error as with Q
a, we had to consider meshes with
refined areas larger than the ones used with QH. This is in accordance with Theorem 1, since
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replacing the derivatives with finite-differences schemes enlarges the support of the functionals
λℓJ and, as a consequence, the diameter of the set C defined in (20).
For brevity, in the tables we use the following notation,
ea := f −Qa(f), eaH := f −Q
a
H(f).
(a) (b)
Figure 7: The hierarchical meshes with 5 levels used in the approximation of (a) f1 and (b) f2
with QaH, (d1, d2) = (3, 3) and (k1, k2) = (3, 3).
M hM−1 dim(V
M−1) ‖ea‖Ω dim(SH) ‖eaH‖Ω
1 1/4 121 2.538e-2 121 2.538e-2
2 1/8 361 4.324e-3 361 4.324e-3
3 1/16 1225 4.660e-4 1153 4.660e-4
4 1/32 4489 2.429e-5 3175 2.429e-5
5 1/64 17161 6.323e-7 7597 6.323e-7
Table 11: Numerical results for the modified QaH (derivatives approximated with order 3 finite-
differences scheme) tested on f1 with bi-degree (3, 3).
M ‖(ea)x‖Ω ‖(ea)y‖Ω ‖(ea)xy‖Ω ‖(eaH)x‖Ω ‖(e
a
H
)y‖Ω ‖(eaH)xy‖Ω
1 4.302e-1 4.302e-1 5.983e-0 4.302e-1 4.302e-1 5.983e-0
2 1.172e-1 1.172e-1 3.057e-0 1.172e-1 1.172e-1 3.057e-0
3 1.601e-2 1.601e-2 6.348e-1 1.601e-2 1.601e-2 6.348e-1
4 1.191e-3 1.191e-3 6.229e-2 1.191e-3 1.191e-3 6.229e-2
5 1.052e-4 1.052e-4 6.695e-3 1.052e-4 1.052e-4 6.695e-3
Table 12: Errors with respect to the derivatives for QaH tested on f1 with (d1, d2) = (3, 3) and
compared with Qa.
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M hM−1 dim(V
M−1) ‖ea‖Ω dim(SH) ‖eaH‖Ω
1 1/4 121 5.043e-1 121 5.043e-1
2 1/8 361 1.548e-1 352 1.548e-1
3 1/16 1225 2.035e-2 772 2.035e-2
4 1/32 4489 1.869e-3 1417 1.869e-3
5 1/64 17161 8.458e-5 2155 8.458e-5
Table 13: Numerical results for the modified QaH (derivatives approximated with order 3 finite-
differences scheme) tested on f2 with bi-degree (3, 3).
M ‖(ea)x‖Ω ‖(ea)y‖Ω ‖(ea)xy‖Ω ‖(eaH)x‖Ω ‖(e
a
H
)y‖Ω ‖(eaH)xy‖Ω
1 5.448e-0 5.804e-0 4.937e+1 5.448e-0 5.804e-0 4.937e+1
2 2.893e-0 2.405e-0 2.835e+1 2.893e-0 2.405e-0 2.835e+1
3 5.013e-1 5.085e-1 4.613e-0 5.013e-1 5.085e-1 4.613e-0
4 5.468e-2 5.602e-2 5.841e-1 5.468e-2 5.602e-2 5.841e-1
5 4.195e-3 4.124e-3 4.198e-2 4.195e-3 4.124e-3 9.306e-2
Table 14: Errors with respect to the derivatives for QaH tested on f2 with (d1, d2) = (3, 3) and
compared with Qa.
We note that also for the first and second mixed derivatives the errors produced by the
hierarchical approach are essentially equal to those generated by the corresponding tensor–
product QIs.
6 Conclusions
The bivariate hierarchical extension of the BS Hermite spline QI scheme has been introduced.
The convergence properties of the adaptive construction have been presented together with
a detailed analysis of performances and costs, also in comparison with a different hierarchi-
cal quasi–interpolation method. For the numerical experiments, we constructed and used an
automatic mesh refinement algorithm producing hierarchical meshes which in the considered
examples allowed to reach the same accuracy of tensor–product quasi–interpolants but con-
sidering hierarchical spline spaces with remarkably lower dimension. Furthermore, it has been
verified that a variant of the scheme that does not require information on the derivatives has
similar features.
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