The performance of iterative decoding techniques for linear block codes correcting erasures depends very much on the sizes of the stopping sets associated with the underlying Tanner graph, or, equivalently, the parity-check matrix representing the code. In this correspondence, we introduce the notion of dead-end sets to explicitly demonstrate this dependency. The choice of the parity-check matrix entails a tradeoff between performance and complexity. We give bounds on the complexity of iterative decoders achieving optimal performance in terms of the sizes of the underlying parity-check matrices. Further, we fully characterize codes for which the optimal stopping set enumerator equals the weight enumerator.
Results on Parity-Check Matrices With Optimal Stopping And/Or Dead-End Set Enumerators

I. INTRODUCTION
Iterative decoding techniques, especially when applied to low-density parity-check (LDPC) codes, have recently attracted a lot of attention. In these techniques, decoding is based on a Tanner graph determined by a parity-check matrix of the code, which does not necessarily, and typically does not, have full rank. It is well known that the performance of iterative decoding algorithms in case of a binary erasure channel (BEC) depends on the sizes of the stopping sets associated with the Tanner graph representing the code [4] . Several interesting results on stopping sets associated with Tanner graphs of given girths are given in [10] , [15] . There are more specific results for classes of codes represented by particular Tanner graphs, see, e.g., [9] , [2] , [22] , as well as more general results pertaining to ensembles of LDPC codes, see, e.g., [3] , [4] , [8] , [16] . Algorithms to continue the decoding procedure in case a nonempty stopping set is reached are presented in [17] , [1] . It has been shown in [11] , [14] that determining the sizes of stopping sets is NP-hard.
In this correspondence, we define the notion of dead-end sets to explicitly show the dependency of the performance on the stopping sets. We then present several results that show how the choice of the paritycheck matrix of the code, which determines decoding complexity, affects the stopping and the dead-end sets, which determine decoding performance. An information-theoretic study of the tradeoff between performance, measured by the gap to channel capacity, and complexity, measured by the density of the parity-check matrix, is presented in [18] . In this reference, bounds on the asymptotic density of sequences of ensembles of LDPC codes achieving a certain performance are shown to be tight for the BEC with iterative decoding as well as maximum-likelihood decoding.
Han and Siegel [6] , Etzion [5] , and Weber and Abdel-Ghaffar [20] , in its focus on the relationship between the stopping sets on one hand and the underlying code representation, rather than the code itself, on the other hand. Since linear algebra is used to study this relationship, for our purpose, parity-check matrices are more convenient than the equivalent Tanner graphs for code representation.
Let C be a binary linear [n; k; d] block code, where n, k, and d denote the code's length, dimension, and Hamming distance, respectively. Such a code is a k-dimensional subspace of the space of binary vectors of length n, in which any two different elements differ in at least (1)
The row space of H H H is the [n; n 0 k; d ? ] dual code C ? of C.
The support of a binary word x x x = (x1; x2; . . . ; xn) is the set fj : x j 6 = 0g and the weight of x x x is the size of its support. For the zero word 0 = (0; 0; . . . ; 0), the support is the empty set ;, and the weight is zero. On the BEC, each bit of the transmitted codeword is erased with probability , while it is received correctly with probability 10, where 0 < < 1. For a received word r r r = (r 1 ; r 2 ; . . . ; r n ), the erasure set is E r r r = fj : r j 6 = 0; 1g:
Since a binary word
A received word can be decoded unambiguously if and only if it matches exactly one codeword of C on all its nonerased positions. Since C is a linear code, this is equivalent to the condition that the erasure set E r r r does not contain the support of a nonzero codeword. If E r r r does contain the support of a nonzero codeword, then it is said to be incorrigible. A decoder for C which achieves unambiguous decoding whenever the erased set is not incorrigible is said to be optimal for the BEC. An exhaustive decoder searching the complete set of codewords is optimal. However, such a decoder usually has a prohibitively high complexity.
Iterative decoding procedures may form a good alternative, achieving close to optimal performance at much lower complexity [12] , in particular for LDPC codes. Here, we consider a well-known algorithm, often expressed in terms of a Tanner graph, which exploits the parity-check equations in order to determine the transmitted codeword. Initially, we set 
and we remove j 3 from the erasure set E c c c . Applying this procedure iteratively, the algorithm terminates if there is no parity-check equation left which checks exactly one erased symbol. Erasure sets for which this is the case have been named stopping sets [4] . In case the final erasure set Ec c c is empty, the iterative algorithm retrieves all erased symbols, and thus the final word c c c is the transmitted codeword. In case the final erasure set E c c c is a nonempty stopping set, the iterative decoding 0018-9448/$25.00 © 2008 IEEE process is unsuccessful. The final erasure set Ec c c is the union of the stopping sets contained in E r r r , and thus E c c c is empty if and only if E r r r contains no nonempty stopping set. Therefore, we introduce the notion of a dead-end set for an erasure set which contains at least one nonempty stopping set. In summary, on the BEC, an optimal decoder is unsuccessful if and only if E r r r is an incorrigible set, and an iterative decoder is unsuccessful if and only if Er r r is a dead-end set. This correspondence is organized as follows. In Section II, we characterize codeword supports, incorrigible sets, stopping sets, and dead-end sets in terms of a parity-check matrix and derive basic results from this characterization. We also review results from [19] , [6] , [7] which are most relevant to this work. Dead-end sets and stopping sets are studied in Sections III and IV, respectively. Conclusions are presented in Section V. 
II. DEFINITIONS AND PRELIMINARIES
Hence, the support of any codeword is a stopping set. A set S is a dead-end set for the parity-check matrix 
The incorrigible set enumerator satisfies
Ai;
where the last property follows from the observation that any set S of size jSj > n 0 k contains the support of a nonzero codeword as the 
In particular, S 0 = 1, S 1 = S 2 = 0, and D 0 = D 1 = D 2 = 0 for any parity-check matrix of a code of minimum distance d 3.
Let s denote the smallest size of a nonempty stopping set (and thus the smallest size of a dead-end set), i.e., s = minfi 1 : S i > 0g = minfi 0 : D i > 0g: (11) The number s is called the stopping distance for the parity-check matrix H H H in [19] . For any parity-check matrix H H H of a binary linear [n; k; d] block code C, it holds that the stopping set enumerator satisfies
where the first property follows from (10) and (8), the second property follows from the definition of s, and the third property follows from the fact that the weight of any row in H H H S is either 0 or at least equal to d ? 0 (d ? 0 2) = 2 for any S with jSj n 0 d ? + 2. Further, again for any parity-check matrix H H H , it follows from the definitions of the various enumerators, (9) and (12) , that the dead-end set enumerator satisfies
For code C on the BEC, the probability of unsuccessful decoding (UD) for an optimal (OPT) decoder is
Similarly, the probability of unsuccessful decoding for an iterative (IT) decoder based on parity-check matrix H H H is
Hence, these two probabilities are completely determined by the incorrigible and dead-end set enumerators. Notice from (14) and (15) d and S s s , respectively. Actually, for sufficiently small values of , the parameters d and s are the most important parameters characterizing the performance of optimal decoding and iterative decoding, respectively. In (10) it is stated that if i 2, then Si = Ai. Therefore, s = d for any parity-check matrix H H H of a code with d 3, which is derived as Theorem 3 in [19] . Here, we show that this cannot be extended further. Proof: We may order the positions so that C has a codeword composed of d ones followed by n 0 d zeros. In particular, the first d columns in any given parity-check matrix of C are linearly dependent, but no d 0 1 columns are such. The row space of the submatrix composed of these first d columns has dimension d 0 1 and a sequence of length d belongs to this row space if and only if its weight is even. By elementary row operations, we can obtain a parity-check matrix of the form 
whose entry in position (i; j), 1 i d 0 1, 1 j d, equals 1 if and only if i = j , i = j 01, (i; j ) = (3; 1), or (i; j ) = (3; 2). Clearly, S = f1; 2; 3g is a stopping set for H H H as no row of H H H S has weight one.
Contrary to the weight enumerator and the incorrigible set enumerator, which are fixed for a code C, the stopping and dead-end set enumerators depend on the choice of the parity-check matrix H H H . Theorem 1 shows that no matter how large the Hamming distance of the code is, a bad choice of the parity-check matrix may lead to very poor performance. Therefore, it is important to properly select the parity-check matrix of a code when applying iterative decoding.
Clearly, adding rows to a parity-check matrix does not increase any coefficient of the stopping set enumerator or the dead-end set enumerator. On the contrary, these coefficients may actually decrease at the expense of higher decoding complexity. The rows to be added should be in the dual code C ? of C. By having all 2 n0k codewords in C ? as rows, we obtain a parity-check matrix that gives the best possible performance, but also the highest complexity, when applying iterative decoding. Since the order of the rows does not affect the decoding result, we refer to such matrix, with some ordering imposed on its rows which is irrele- (19) and the results derived recently by Hollmann and Tolhuizen [7] imply, in addition, that
and
Actually, Schwartz and Vardy [19] have shown that, for d 3, it is possible to construct a parity-check matrix with at most d02 i=1 n0k i rows for which s = d. They also obtain interesting results on the minimum number of rows in a parity-check matrix for which s = d. They obtain general bounds on this minimum number, which they call the stopping redundancy, as well as bounds for specific codes such as the Golay code and Reed-Muller codes. Han and Siegel [6] derived another general upper bound on the stopping redundancy for d 2 given
2i01 . Hollmann and Tolhuizen [7] specified rows that can be formed from any (n0k)2n parity-check matrix of rank n0k to yield a parity-check matrix for which D i = I i for 0 i m, where m is any given integer such that 2 m n 0 k. They have shown that the number of rows in the smallest parity-check matrix achieving this is at most m01 i=0 n0k01 i : Example 1: Let C be the [8; 4; 4] Reed-Muller code. One of the parity-check matrices of C is 
III. DEAD-END SET RESULTS
In this section, we investigate parity-check matrices for which the iterative decoding procedure achieves optimal performance, i.e., for which 
In order to satisfy (23), it is necessary and sufficient that the dead-end set enumerator equals the incorrigible set enumerator, i.e., D(x) = I (x). From (21), we know that this is the case for the complete paritycheck matrix, which contains 2 n0k rows. However, from a decoding complexity point of view, it may be desirable or required to reduce the number of rows in the parity-check matrix. Hence, an interesting research challenge is to find a parity-check matrix H H H for code C, with a minimum number of rows, but still having D(x) = I (x). As stated before, it is shown in [7] that there exists a parity-check matrix H H H with at most m01 i=0 n0k01 i rows for which D i = I i , 0 i m, for any 2 m n 0 k. By taking m = n 0 k and noticing that D i = I i for n 0 k + 1 i n from (9) and (13), we deduce the following result. Hollmann and Tolhuizen also show that for some codes, and in particular for Hamming codes, D(x) 6 = I (x) for any parity-check matrix with less than 2 n0k01 rows. However, depending on the code, it may be possible to reduce the number of rows in a parity-check matrix for which D(x) = I (x) below 2 n0k01 as we show next. is an (n0k)2(n0k) matrix of rank n0k. The row space of this matrix contains every unit weight vector of length n 0 k. Therefore, the row space of H H H 0 contains n 0 k vectors such that each vector has exactly a single one in a unique position indexed by an element in S. Since these vectors have weight at most k + 1 and are linearly independent, it follows that H H H , which contains all of them as rows, has rank n 0 k and is indeed a parity-check matrix for C.
Next, we prove that for this matrix D(x) = I (x), i.e., D i = I i for i = 0; 1; . . . ; n. From (10), (9) , and (13), it suffices to show that D i = I i for 3 i n 0k. For such an i, assume that S 0 is a subset of f1; 2; . . . ; ng of size i which does not contain the support of a nonzero codeword. Then, the columns of the (n 0 k) 2 n parity-check matrix The existence of any one of the i vectors with a single one in a position indexed by an element in S 0 proves that S 0 is not a stopping set for H H H . We conclude that every stopping set of size i for H H H contains the support of a nonzero codeword. Hence, D i = I i for all i.
Let H (x) denote the well-known binary entropy function 0x log 2 x 0 (1 0 x) log 2 (1 0 x) for 0 < x < 1. 
(see, e.g., [13, p. 310] ), which holds for k n=2 0 1, it follows that the number of codewords in the dual code of weight less than or equal to k + 1 is at most equal to 2 nH((k+1)=n) . Hence, the result follows from Theorem 3.
Note that the bound from Theorem 4 improves upon the bound from Theorem 2 for low-rate codes. Indeed, if H ((k + 1)=n) < 1 0 (k + 1)=n (25) which holds if (k + 1)=n < 0:227, then the bound on the number of rows of the parity-check matrix in Theorem 4 is smaller than the corresponding bound in Theorem 2.
IV. STOPPING SET RESULTS
As stated earlier, iterative decoding based on a parity-check matrix is optimal, in the sense of having the smallest possible unsuccessful decoding probability on the BEC, if and only if D(x) for this matrix is identical to I (x) for code C. This holds for the complete paritycheck matrix as well as other matrices, whose sizes are bounded in Section III. For D(x) to be identical to I (x), we should have s = d and S d = A d . Table I shows that it is possible to achieve optimal decoding using parity-check matrices, such as H H H 8 , with much smaller number of rows than in the complete parity-check matrix H H H ? . This is true in spite of the fact that these smaller matrices have stopping set enumerators that are different from S ? (x). We may wonder then what is the effect, if any, of the stopping set coefficients S i for i > d on performance. Notice that in this correspondence, we defined the probability of unsuccessful decoding as the probability that the decoder fails to retrieve the transmitted codeword. Although an iterative decoder is unsuccessful in case the erasure set is a dead-end set, it still succeeds in retrieving those erased bits whose indices do not belong to any of the stopping sets contained in the erasure set [21] . Therefore, it may be desirable to choose parity-check matrices for which S i = A i not only for i = d but also for i > d.
Since S ? (x) 6 = A(x) in Example 1, it follows that this is not possible in general. In fact, Theorem 6 will show that S ? (x) = A(x) only for a rather degenerate class of codes. Hence, the best that we may hope for is to have parity-check matrices, smaller than the complete parity-check matrix to reduce complexity, for which S(x) = S ? (x). The matrix H H H 14 , specified in Theorem 3, is one such matrix for the [8; 4; 4] Reed-Muller code. Actually, it can be checked that this is the smallest parity-check matrix for this code satisfying S(x) = S ? (x). S . The linear combinations of these jSj rows generate the space of all binary vectors of length jSj, and thus each of these 2 jSj vectors appears exactly 2 n0k =2 jSj times as a row i.e., the enumerators S ? (x) and A(x) are equal in at least the first minfd3d=2e; n + 1g coefficients.
Proof: Since the result is trivial for i = 0, we may assume 1 i minfd3d=2e 0 1; ng. Suppose that S is a stopping set of size i for H H H ? , which is not the support of a codeword. This set S contains at most one support of a nonzero codeword, since it follows from the Griesmer bound [13] that any linear code of dimension greater than 1 and Hamming distance at least d has a length of at least d + dd=2e = d3d=2e. It follows from Lemmas (18) we obtain the result presented in (26).
In the remainder of this section, we give a complete characterization of codes that have parity-check matrices for which S(x) = A(x), i.e., codes with parity-check matrices for which every stopping set is a support of a codeword. For convenience, such codes are called minimum stopping. From (18) , we conclude that a code is minimum stopping if and only if its optimal stopping set enumerator equals its weight enumerator, i.e., S ? (x) = A(x). We start by giving three classes of codes satisfying this condition. iii) Zn is the [n; 0; 1] zero-code consisting of one codeword only, which is the all-zero vector of length n. Since all vectors of length n, including those of weight one, belong to the complete paritycheck matrix of the code, it follows that S ? i = Ai = 0 for i = 1; 2; . . . ; n, and S ?
Next, we introduce a useful notation. For i = 1; 2; . . . ; t, let Ci be a binary linear [n i ; k i ; d i ] block code. Then, we define i.e., C18C281 1 18Ct is the set of all sequences obtained by juxtaposing codewords in C 1 ; C 2 ; . . . ; C t in this order. Clearly, C 1 binary linear block code. Finally, recall that two codes are equivalent if there is a fixed permutation of indices that maps one to the other [13] , and that a code is said to have no zero-coordinates if and only if there is no index i 2 f1; 2; . . . ; ng such that c i = 0 for every codeword (c 1 ; c 2 ; . . . ; c n ).
Hence, S is a stopping set for H H H ? .
We conclude that S is a stopping set for H H H ? which is the support of a codeword in C 1 8C 2 8111 8C t if and only if, for all i = 1; 2; . . . ; t, S i is a stopping set for H H H ? i which is the support of a codeword in C i . Hence, C1 8 C2 8 111 8 Ct is minimum stopping if and only if, for all i = 1; 2; . . . ; t, C i is minimum stopping.
Lemma 4: Let C be a minimum stopping binary linear [n; k; d] block code with d 2 and no zero-coordinates. If d = n, then C is R n . Otherwise, k 2 and C is equivalent to R d 8C 00 for some binary linear [n 0d; k 01;d 00 ] block code C 00 with d 00 2 and no zero-coordinates.
Proof: Up to equivalence, we may assume that C has a codeword composed of d ones followed by n 0 d zeros. In particular, the first d columns in any given parity-check matrix of C are linearly dependent, but no d 0 1 columns are such. The row space of the submatrix comones followed by n 0 d 0 w zeros, is not in the null space of H H H 0 . In conclusion, we have shown that f1; 2; . . . ; d + wg is a stopping set for H H H ? which is not the support of a codeword in C. This contradicts the fact that C is minimum stopping.
Lemma 5: If C is a minimum stopping binary linear [n; k; d] block code with d 2 and no zero-coordinates, then C is equivalent to R n 8 R n 8 111 8 R n (34) for some integers n1; n2; . . . ; nt 2 and t 1 such that n1 + n2 + 111 + n t = n.
Proof: The lemma trivially holds for all codes of lengths two or less. We use induction and assume that it holds for all codes of length less than n. From Lemma 4, we know that either C is equivalent to R n , which is consistent with the statement of the lemma, or k 2 and C is equivalent to R d 8 C 00 for some binary linear [n 0 d; k 0 1; d 00 ] block code C 00 with d 00 2 and no zero-coordinates. From Lemma 3, we know that C 00 is a minimum stopping code. Since C 00 has length n0d < n, it follows from the induction hypothesis that C 00 is equivalent to R m 8 111 8 R m , for some integers m 1 ; . . . ; m v 2 and v 1 such that m1 + 111 + mv = n 0 d. Then, R d 8 C 00 has the same form as given in the lemma. for some nonnegative integers n 1 ; n 2 ; . . . ; n u ; n F ; n Z and u, where n 1 ; n 2 ; . . . ; n u 2 and n 1 + n 2 + 1 11 + n u + n F + n Z = n.
Note: In the theorem, we allow u = 0 in which case C is equivalent to F n 8 Z n . We also allow n F = 0 and/or n Z = 0, in which case the corresponding code with length zero disappears from Rn 8Rn 8 111 8 R n 8 F n 8 Z n .
Proof:
The "if"-part of the theorem follows from Lemma 3 and the observations that the S ? (x) = A(x) property holds for any repetition code Rn , the full-code Fn , and the zero-code Zn .
Next, we proof the "only if"-part of the theorem. Up to equivalence, we may assume that C = C 0 8F n 8Z n , where n Z is the number of zero-coordinates of C, nF is the number of codewords of weight one in C, i.e., the number of all-zero columns in any parity-check matrix of C, and C 0 is a binary linear code of length n 0n F 0n Z with d 2 and no zero-coordinates. Here we assume that if n0nF 0nZ, nF , or nZ equal zero, then the corresponding code disappears from C 0 8 F n 8 Z n . If C 0 does not disappear, then it can be written as stated in Lemma 5.
V. CONCLUSION
In this correspondence, we examined how the performance of iterative decoding when applied to a binary linear block code over an erasure channel depends on the parity-check matrix representing the code. This code representation determines the complexity of the decoder. We have shown that there is a tradeoff between performance and complexity.
In particular, we have shown that, regardless of the choice of the parity-check matrix, the stopping set enumerator differs from the weight enumerator except for a degenerate class of codes. In spite of that, it is always possible to choose parity-check matrices for which the dead-end set enumerator equals the incorrigible set enumerator. Iterative decoding based on such matrices is optimal, in the sense that it gives the same probability of unsuccessful decoding on the BEC as an exhaustive decoder. We presented bounds on the number of rows in parity-check matrices with optimal dead-end set enumerators, thus bounding the complexity of iterative decoding achieving optimal performance.
I. INTRODUCTION
In a communication system, it is often the case that the channel is not constant. The transmitter may not be aware of the state of the channel, but for the decoder it is in general not very difficult to find out what the actual state is (was). Certain fading channels correspond to such a situation. Note that the channel can be changing (fading) over time and/or over frequency. Despite the fact that the transmitter is not aware of the state of the channel it would be desirable if the largest possible rate could be achieved at any time and/or for all frequencies. Here we want to investigate how this can be realized. We therefore model the varying channel as a collection of parallel channels and study coding techniques for this situation. We first focus on the case where the same input distribution achieves capacity for all channels in the collection but later we will also consider the case where this assumption does not hold.
The outline of the correspondence is as follows. In Section II, we describe the model that we use in our investigations. Essential is the concept of an input-permuter that connects code-sequences in an arbitrary way to each of the parallel channels. The permutation remains constant as long as it takes to transmit the code-sequences via the channels. The permuter embodies the fact that the transmitter does not know the actual state of the channel. We first consider the case where all channels have the same capacity-achieving input distribution. Section III shows
