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Abstract
In this paper we generalize gradient estimates in Lp spaces to Orlicz spaces for weak solutions of second-order divergence
elliptic equations with small BMO coefficients in Lipschitz domains. Our results improve the known results for such equations
using the harmonic analysis method.
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1. Introduction
In this paper we mainly study the following Dirichlet problem
−(aijuxj )xi = −div(A∇u) = div f in Ω, (1.1)
u = 0 on ∂Ω, (1.2)
where Ω is an open bounded domain in Rn. Here f = (f 1, . . . , f n) ∈ L2(Ω) is a given vector field and A = {aij } is a
symmetric matrix with (real-valued) measurable entries satisfying the uniform ellipticity condition
Λ−1|ξ |2 A(x)ξ · ξ Λ|ξ |2
for all ξ ∈Rn and almost every x ∈ Rn, where Λ is a positive constant.
As usual, the solutions of (1.1)–(1.2) are taken in a weak sense. We now state the definition of weak solutions.
Definition 1.1. A function u ∈ H 10 (Ω) is a weak solution of (1.1)–(1.2) if for any ϕ ∈ H 10 (Ω), we have∫
Ω
A∇u · ∇ϕ dx = −
∫
Ω
f · ∇ϕ dx.
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492 F. Yao, S. Zhou / J. Math. Anal. Appl. 344 (2008) 491–503In this work we denote by Φ the function class that consists of all functions φ : [0,+∞) → [0,+∞) which are
increasing and convex. Moreover, we assume that φ satisfies
A1(s/t)
α1  φ(s)/φ(t)A2(s/t)α2 for 0 < s  t, (1.3)
where A2  A1 > 0 and α1  α2 > 1. We remark that condition (1.3) makes the function grow moderately. For
example, φ(t) = |t |α(1 + | log |t ||) (α > 1) satisfies condition (1.3). Moreover, condition (1.3) implies that for 0 <
θ1  1 θ2 < ∞,
φ(θ1t)A2θα21 φ(t) and φ(θ2t)A
−1
1 θ
α1
2 φ(t). (1.4)
According to the classical theory, the problem (1.1)–(1.2) has a unique weak solution with the estimate∫
Ω
|∇u|2 dx  C
∫
Ω
|f|2 dx, (1.5)
if f ∈ L2(Ω), A is uniformly elliptic and Ω is bounded. When A is (δ,R)-vanishing (see Definition 1.3) and Ω is
(δ,R)-Lipschitz (see Definition 1.4), Byun [5] has extended the L2-theory to the Lp-theory for each 2 < p < ∞,
while the case 1 < p < 2 can be obtained by a duality argument. There he used the Hardy–Littlewood maximal
functions, a modified Vitali covering lemma, and a compactness method. Furthermore, using the same approach
Byun [6] dealt with the parabolic case that ut −div(A∇u) = div f. Recently Acerbi and Mingione [1] obtained the local
Lq,q  p, estimates of the gradient for the degenerate parabolic p-Laplacian systems, where they used the stopping
time argument and so-called “large-M-inequality” principle avoiding the use of the maximal function operator.
The purpose of this paper is to extend the L2-theory in the setting of the general Orlicz space. In particular, when
φ ∈ Φ satisfies (1.3), we are interested in the estimate like∫
Ω
φ
(|∇u|2)dx  C ∫
Ω
φ
(|f|2)dx, (1.6)
where C is a constant independent of u and f under the same assumptions on A and Ω as those in [5] (see Theo-
rem 1.5). Indeed, if φ(x) = |x|p/2 with p > 2, i.e. α1 = α2 = p/2, (1.6) is reduced to the estimate obtained in [5].
Using the same approach as in [5,6], Jia, Li and Wang [10] have extended the local Lp estimates for the Poisson
equation to the corresponding estimates in Orlicz spaces when the function φ satisfies certain conditions. Since φ
is not necessarily homogeneous, which leads to the failure of the normalization, they first assume that u ∈ C∞0 (Ω)
and then use an interpolation inequality to obtain the result. However, such techniques cannot be used to deal with
the discontinuous boundary case. In this paper using some new techniques motivated by [1] and some results in [5]
proved by the compactness method, and applying the approximation argument, we will finish the proof of (1.6). We
would like to point out that one can also deal with the parabolic equation using the same techniques.
For the reader’s convenience, we will give some definitions and preliminary lemmas on the general Orlicz spaces.
Definition 1.2. A function φ ∈ Φ is said to be a Young function if
lim
t→0+φ(t)/t = limt→+∞ t/φ(t) = 0.
Under condition (1.3), it is easy to check that φ is a Young function. Thus we may define the Orlicz class Kφ(Ω)
which consists of the measurable functions g satisfying∫
Ω
φ
(|g|)dx < ∞,
and the Orlicz space Lφ(Ω) is the linear hull of Kφ(Ω). In general, Kφ ⊂ Lφ . However, if φ satisfies (1.3), then
Kφ = Lφ and C∞0 is dense in Lφ (see [2]).
There have been many research activities concerning Orlicz spaces (see [4,7,10,11,14]) since they were introduced
by W. Orlicz [12]. The theory of Orlicz spaces plays a crucial role in many fields of mathematics (see [13]).
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Ω
φ(|g|) dx can be rewritten in an integral form
∫
Ω
φ
(|g|)dx =
∞∫
0
∣∣{x ∈ Ω: |g| > λ}∣∣dφ(λ). (1.7)
Moreover, under condition (1.3), for a bounded domain Ω in Rn we have
Lα1(Ω) ⊂ Lφ(Ω) ⊂ Lα2(Ω) ⊂ L1(Ω), (1.8)
since ∫
Ω
|g|α2 dx 
∫
|g|1
|g|α2 dx +
∫
|g|1
|g|α2 dx  |Ω| + A2
φ(1)
∫
Ω
φ
(|g|)dx
and ∫
Ω
φ
(|g|)dx  ∫
|g|1
φ
(|g|)dx + ∫
|g|1
φ
(|g|)dx  φ(1)|Ω| + φ(1)
A1
∫
Ω
|g|α1 dx.
Just as in [5,6], we assume that the coefficients of A = {aij } satisfy small BMO condition and Ω is (δ,R)-Lipschitz.
Definition 1.3 (Small BMO condition). We say that the matrix A of coefficients is (δ,R)-vanishing if
sup
0<rR
sup
x∈Rn
∫
–
Br (x)
∣∣A(y) − ABr(x)∣∣2 dy  δ2,
where
ABr(x) =
∫
–
Br(x)
A(y)dy.
From the definition above we would like to point out that if any function satisfies the VMO condition, then it also
satisfies the small BMO condition.
Definition 1.4. We say that a domain Ω is (δ,R)-Lipschitz if for every x0 ∈ ∂Ω and every r ∈ (0,R], there exists a
Lipschitz continuous function γ with Lip(γ ) δ such that
Br(x0) ∩ ∂Ω = Br(x0) ∩
{
x = (x1, . . . , xn−1, xn) = (x′, xn): xn = γ (x′)
}
and
Br(x0) ∩ Ω = Br(x0) ∩
{
x = (x′, xn): xn > γ (x′)
}
in some coordinate system.
For further discussion of Lipschitz domains we can refer to [3,5,6,8,9,15]. We remark that one might assume that
R in both Definitions 1.3 and 1.4 is 1 by scaling the given equations, while δ is scaling invariant. Throughout this
paper we mean δ to be a small positive constant which will be determined in the proof of Theorem 1.5.
Now let us state the main result:
Theorem 1.5. Assume that φ ∈ Φ satisfies condition (1.3). Then there exists a small δ = δ(n,φ,Λ) > 0 such that if A
is uniformly elliptic and (δ,R)-vanishing, Ω is (δ,R)-Lipschitz and |f|2 ∈ Lφ(Ω), then the unique weak solution u of
the problem (1.1)–(1.2) satisfies
|∇u|2 ∈ Lφ(Ω)
with the estimate (1.6).
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assumption that |∇u|2 ∈ Lφ(Ω). In Section 2.2, we show that the additional assumption in Section 2.1 is redundant
by an approximation argument.
2. Proof of the main result
2.1. An auxiliary result
In this subsection we prove an a priori estimate, which is a crucial ingredient in the proof of Theorem 1.5.
Theorem 2.1. Under the same assumptions on A,u,Ω, f as in Theorem 1.5 and the additional condition that
|∇u|2 ∈ Lφ(Ω),
we have the estimate (1.6).
In fact, in Section 2.2 we will show that the additional assumption |∇u|2 ∈ Lφ(Ω) in Theorem 2.1 can be removed.
We will devote the remaining steps to proving Theorem 2.1.
Step 1: Decomposition of the domain Ω . To start with, let u be the weak solution of the problem (1.1)–(1.2), and let
Ω be (δ,R)-Lipschitz, while δ will be selected later. Without loss of generality we assume that there exists K > 0
such that
|Ω| |BKR|. (2.1)
Now we write
λ0 =
∫
–
Ω
|∇u|2 dx + 1
δ2
∫
–
Ω
|f|2 dx. (2.2)
Set
uλ = u/(λ0λ)1/2 and fλ = f/(λ0λ)1/2. (2.3)
Then uλ is still the weak solution of (1.1)–(1.2) with fλ replacing f. Moreover, for any x ∈ Ω and ρ > 0 we write
Jλ
[
Bρ(x)
]= 1|Bρ(x)|
∫
Bρ(x)∩Ω
|∇uλ|2 dy + 1
δ2|Bρ(x)|
∫
Bρ(x)∩Ω
|fλ|2 dy (2.4)
and
Eλ(1) =
{
x ∈ Ω: |∇uλ| > 1
}
.
Since |∇uλ| 1 in Ω \ Eλ(1), we focus our attention on the level set Eλ(1). Now we will decompose Eλ(1) into
a family of disjoint balls in Lemma 2.2 and then obtain the corresponding estimates of balls in Lemma 2.3. The two
lemmas are much influenced by Steps 2 and 4 in [1], which are very important to establish Theorem 2.1.
Lemma 2.2. Given λ > (20K)n, there exists a family of disjoint balls {Bρxi (xi)}i∈N with xi ∈ Eλ(1) and 0 < ρxi <
R/20 such that
Jλ
[
Bρxi (xi)
]= 1, Jλ[Bρ(xi)]< 1 for any ρ > ρxi ,
and
Eλ(1) ⊂
⋃
i∈N
B5ρxi (xi).
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sup
x∈Ω
sup
R/20ρR
Jλ
[
Bρ(x)
]
 1. (2.5)
To prove this, fix any x,ρ with x ∈ Ω and ρ ∈ [R/20,R], and let λ > (20K)n. Then it follows from (2.1)–(2.4) that
Jλ
[
Bρ(x)
]
 |Ω||Bρ(x)|
∫
–
Ω
|∇uλ|2 dy + |Ω||Bρ(x)|
∫
–
Ω
|fλ|2 dy  (20K)nλ0/(λ0λ) < 1,
which implies (2.5) holds.
2. Now for a.e. x ∈ Eλ(1) with λ > (20K)n, a version of Lebesgue’s differentiation theorem implies that
lim
ρ→0Jλ
[
Bρ(x)
]
> 1.
Thus from (2.5) one can select a radius ρx ∈ (0,R/20] such that
ρx =: max
{
ρ
∣∣ Jλ[Bρ(x)]= 1, 0 < ρ R/20}.
Then we observe
Jλ
[
Bρx (x)
]= 1 and Jλ[Bρ(x)]< 1 for each ρ ∈ (ρx,R].
It follows from the argument above that for a.e. x ∈ Eλ(1) there exists a ball Bρx (x) constructed as above. Therefore,
applying Vitali’s covering lemma, we can find a family of disjoint balls {Bρxi (xi)} so that the results of the lemma
hold. This completes our proof. 
Lemma 2.3. Under the same hypothesis as those in Lemma 2.2, we have∣∣Bρxi (xi)∣∣ 2
∫
Bρxi
(xi )∩{x∈Ω: |∇uλ|>1/2}
|∇uλ|2 dx + 2
δ2
∫
Bρxi
(xi )∩{x∈Ω: |fλ|>δ/2}
|fλ|2 dx.
Proof. In view of Lemma 2.2 we see that
1
|Bρxi (xi)|
∫
Bρxi
(xi )∩Ω
|∇uλ|2 dx + 1
δ2|Bρxi (xi)|
∫
Bρxi
(xi )∩Ω
|fλ|2 dx = 1.
Therefore, by splitting the two integrals above as follows we have
∣∣Bρxi (xi)∣∣
∫
Bρxi
(xi )∩{x∈Ω: |∇uλ|>1/2}
|∇uλ|2 dx +
|Bρxi (xi)|
4
+ 1
δ2
∫
Bρxi
(xi )∩{x∈Ω: |fλ|>δ/2}
|fλ|2 dx +
|Bρxi (xi)|
4
.
Thus we have concluded with the desired estimate. 
Step 2: Proof of Theorem 2.1. Given λ > (20K)n, in view of Lemma 2.2 we can construct a disjoint family of balls
{Bρxi (xi)}i∈N with xi ∈ Eλ(1) and 0 < ρxi R/20. Moreover, we have
1
|Bρ(xi)|
∫
Ω∩Bρ(xi )
|∇uλ|2 dx  1 and 1|Bρ(xi)|
∫
Ω∩Bρ(xi )
|fλ|2 dx  δ2 (2.6)
for each ρ ∈ (ρxi ,R]. Let
B
j
i = B5jρxi (xi) ⊂ BR(xi)
for j = 1,2. In fact, our argument depends upon whether
(i) B2i ⊂ Ω or (ii) B2i 
⊂ Ω.
Next, we study cases (i) and (ii), respectively. Let us first recall the following results in [5], which are proved by the
compactness method.
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with ∫
–
B4
|∇u|2 dx  1 and
∫
–
B4
(|f|2 + |A − AB4 |2)dx  2δ2, (2.7)
there exists a weak solution v ∈ H 1(B4) of
div(AB4∇v) = 0 in B4 (2.8)
such that∫
–
B2
∣∣∇(u − v)∣∣2 dx  2.
Moreover, there exists a constant N0 > 1 such that
sup
B2
|∇v|N0.
Lemma 2.5. (See [5].) For any  > 0, there exists a small δ = δ() > 0 such that if u ∈ H 10 (Ω) is the weak solution
of (1.1)–(1.2) with
1
|B4|
∫
B+4
|∇u|2 dx  1, 1|B4|
∫
B+4
(|f|2 + |A − AB+4 |2)dx  2δ2,
then there exists a corresponding weak solution v ∈ H 1(B+4 ) of
div(AB+4 ∇v) = 0 in B
+
4
with v = 0 on B4 ∩ {xn = 0} such that
1
|B2|
∫
B+2
∣∣∇(u − v)∣∣2 dx  2.
Moreover, there exists a constant N1 > 1 such that
sup
B+2
|∇v|N1.
Let us assume xi = 0, B2i ⊂ Ω , and let δ in (2.6), Definitions 1.3 and 1.4 be the same as those in the following
corollaries. Then we have the following scaling analysis.
Corollary 2.6. For any  > 0, there exists a small δ = δ() > 0 such that if u is the weak solution of (1.1)–(1.2), then
there exists a weak solution viλ ∈ H 1(B2i ) of
div
(
AB2i
∇viλ
)= 0 in B2i ⊂ Ω
such that∫
–
B1i
∣∣∇(uλ − viλ)∣∣2 dx  2.
Moreover, there exists a constant N0 > 1 such that
sup
B1i
∣∣∇viλ∣∣N0.
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⎪⎪⎪⎩
uiλ(x) =
2
5ρxi
uλ(5ρxi x/2),
f iλ(x) = fλ(5ρxi x/2),
Ai(x) = A(5ρxi x/2), x ∈ B4.
Then uiλ ∈ H 1(B4) is a weak solution of
div
(
Ai∇uiλ
)= div(f iλ) in B4
and from (2.6) and Definition 1.3 one can readily check that∫
–
B4
∣∣Ai − AiB4 ∣∣2 dx  δ2
and ∫
–
B4
∣∣∇uiλ∣∣2 dx  1,
∫
–
B4
∣∣f iλ∣∣2 dx  δ2.
Thus according to Lemma 2.4, there exists a weak solution v ∈ H 1(B4) of
div
(
AiB4∇v
)= 0 in B4
such that∫
–
B2
∣∣∇(uiλ − v)∣∣2 dx  2.
Moreover, there exists a constant N0 > 0 such that
sup
B2
|∇v|N0.
Now we define viλ in B2i by
v(x) = 2
5ρxi
viλ
(
5ρxi x
2
)
, x ∈ B4.
Then changing variables, we recover the conclusion of Corollary 2.6. This finishes the proof. 
Now we extend the estimates in the case B2i = B10ρi (xi) ⊂ Ω to the case B2i 
⊂ Ω to study the estimates up to the
boundary. We write
Ωρ = Ω ∩ Bρ, Ωρ(y) = Ω ∩ Bρ(y)
and for j = 1,2,
Ω
j
i = Ω ∩ Bji = Ω ∩ B5jρxi (xi).
We first assume that Ω is (δ,2R)-Reifenberg flat by a scaling. Then since B2i = B10ρi (xi) 
⊂ Ω , there exits an appro-
priate coordinate system such that
yi = 0 ∈ ∂Ω and Ω2i ⊂ Ω20ρxi ⊂ ΩR. (2.9)
Then using the flattening argument (see [5, Section 5.1]), we assume that
Ω40ρxi = B+40ρxi . (2.10)
Thus similarly to Corollary 2.6, we have the following scaling analysis.
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there exists a weak solution viλ ∈ H 1(B+40ρxi ) of
div
(
AB+40ρxi
∇viλ
)= 0 in B+40ρxi
with v = 0 on B40ρxi ∩ {xn = 0} such that
1
|B20ρxi |
∫
B+20ρxi
∣∣∇(uλ − viλ)∣∣2 dx  2.
Moreover, there exists a constant N1 > 1 such that
sup
B+20ρxi
∣∣∇viλ∣∣N1.
Before we finish the proof of the auxiliary result, we give the following lemma.
Lemma 2.8. If φ ∈ Φ satisfies condition (1.3) and g ∈ Lφ(Ω), then for any a, b > 0 we have
I ≡
∞∫
0
1
μ
[ ∫
{x∈Ω: |g|>aμ}
|g|dx
]
d
[
φ(bμ)
]
 C
∫
Ω
φ
(|g|)dx,
where C = C(a, b,φ).
Proof. Interchanging the order of integration and integrating by parts in I , we deduce that
I =
∫
Ω
|g|
[ |g|/a∫
0
d[φ(bμ)]
μ
]
dx 
∫
Ω
|g|
{
φ(b|g|/a)
(|g|/a) +
|g|/a∫
0
φ(bμ)
μ2
dμ
}
dx,
which follows from (1.3) that
I  C
∫
Ω
φ
(|g|)dx + A2(ab)α2
∫
Ω
φ
(
b|g|/a)|g|1−α2
[ |g|/a∫
0
1
μ2−α2
dμ
]
dx  C
∫
Ω
φ
(|g|)dx.
Thus we complete the proof. 
Now we are ready to prove Theorem 2.1.
Proof of Theorem 2.1. We only consider the boundary case B2i 
⊂ Ω . Indeed, the interior case B2i ⊂ Ω can be easily
handled with a slight modification. According to Corollary 2.7 and (2.9)–(2.10), we see that for any  > 0, there exists
a small δ() > 0 such that
1
|B20ρxi |
∫
B+20ρxi
∣∣∇(uλ − viλ)∣∣2 dx  2 and sup
B+20ρxi
∣∣∇viλ∣∣N1,
where viλ and N1 are defined in Corollary 2.7. Set μ = λλ0. Then from the inequalities above and (2.3) we deduce
that ∣∣{x ∈ Ω1i : |∇u| > 2N1μ1/2}∣∣= ∣∣{x ∈ Ω1i : |∇uλ| > 2N1}∣∣

∣∣{x ∈ Ω20ρxi : |∇uλ| > 2N1}∣∣
= ∣∣{x ∈ B+20ρxi : |∇uλ| > 2N1}∣∣

∣∣{x ∈ B+20ρ : ∣∣∇(uλ − viλ)∣∣> N1}∣∣+ ∣∣{x ∈ B+20ρ : ∣∣∇viλ∣∣> N1}∣∣xi xi
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 1
N21
∫
B+20ρxi
∣∣∇(uλ − viλ)∣∣2 dx  
2|B20ρxi |
N21
= 20
n2|Bρxi |
N21
for any λ > (20K)n, which follows from Lemma 2.3 that∣∣{x ∈ Ω1i : |∇u| > 2N1μ1/2}∣∣
 2 · 20
n2
N21 μ
( ∫
Bρxi
(xi )∩{x∈Ω: |∇u|>μ1/2/2}
|∇u|2 dx + 1
δ2
∫
Bρxi
(xi )∩{x∈Ω: |f|>δμ1/2/2}
|f|2 dx
)
.
Now recalling that for given λ > (20K)n, {Bρxi (xi)} are disjoint and that⋃
i∈N
Ω1i ⊃ Eλ(1) =
{
x ∈ Ω: |∇uλ| > 1
}
,
we have∣∣{x ∈ Ω: |∇u| > 2N1μ1/2}∣∣∑
i∈N
∣∣{x ∈ Ω1i : |∇u| > 2N1μ1/2}∣∣
 2 · 20
n2
N21 μ
( ∫
{x∈Ω: |∇u|>μ1/2/2}
|∇u|2 dx + 1
δ2
∫
{x∈Ω: |f|>δμ1/2/2}
|f|2 dx
)
(2.11)
for any μ > (20K)nλ0. Then recalling (1.7), we compute∫
Ω
φ
(|∇u|2)dx =
∞∫
0
∣∣{x ∈ Ω: |∇u| > η}∣∣d[φ(η2)]
=
(20K)nλ0∫
0
∣∣{x ∈ Ω: |∇u| > 2N1μ1/2}∣∣d[φ((2N1)2μ)]
+
∞∫
(20K)nλ0
∣∣{x ∈ Ω: |∇u| > 2N1μ1/2}∣∣d[φ((2N1)2μ)]
= I1 + I2.
Estimate of I1. Using (1.4), (1.5), (2.2) and Jensen’s inequality, we deduce that
I1  φ
[
(2N1)2 · (20K)nλ0
]|Ω| C|Ω|φ[ ∫–
Ω
|f|2 dx + 1
δ2
∫
–
Ω
|f|2 dx
]
C
∫
Ω
φ
(|f|2)dx,
where C = C(n,φ,Λ, δ).
Estimate of I2. From (2.11) and Lemma 2.8 we observe
I2  C12
{ ∞∫
0
1
μ
[ ∫
{x∈Ω: |∇u|>μ1/2/2}
|∇u|2 dx
]
d
[
φ
(
(2N1)2μ
)]
+ 1
δ2
∞∫
0
1
μ
[ ∫
{x∈Ω: |f|>δμ1/2/2}
|f|2 dx
]
d
[
φ
(
(2N1)2μ
)]}
 C22
∫
φ
(|∇u|2)dx + C3
∫
φ
(|f|2)dx,Ω Ω
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and then choosing a proper , thereby determining δ, small enough to ensure that C22  1/2, we finally obtain∫
Ω
φ
(|∇u|2)dx  C ∫
Ω
φ
(|f|2)dx.
This completes our proof. 
2.2. Final proof
In this subsection we complete the proof of Theorem 1.5 using an approximation argument. That is to say, we shall
remove the additional assumption that |∇u|2 ∈ Lφ(Ω) in Theorem 2.1.
We first extend f from Ω to Rn by the zero extension and still denote by f. Let j (x) : Rn → Rn be a standard
mollifier with compact support B1 and for all ε > 0 and x ∈ Ω , define
fε(x) :=
∫
Rn
f(x + εy) · j (y) dy
and
Aε(x) :=
∫
Rn
A(x + εy)j (y) dy.
Select a sequence {εk}∞k=1 such that 0 < εk → 0 as k → ∞ and denote fk,Ak by fεk ,Aεk . Then from Theorem 2.29
in [2] we have
fk −→ f in L2(Ω) as k → ∞
since |f|2 ∈ Lφ(Ω) and (1.8). Moreover,
Ak −→ A in Lt(Ω) as k → ∞
for every t ∈ (1,∞). Since φ satisfies condition (1.3), from Theorem 8.21 in [2] we observe that∫
Ω
φ
(|fk|2)dx C
∫
Ω
φ
(|f|2)dx. (2.12)
According to a standard approximation of a Lipschitz domain by smooth domains, one can construct a subsequence
of smooth domains Ωk ⊂ Ω such that
Ωk ⊂ Ω and d(Ωk, ∂Ω)→ 0 as k → ∞. (2.13)
From the standard theory for second-order elliptic equations with the corresponding smooth data on smooth do-
mains, the unique weak solutions uk of{
div(Ak∇uk) = div(fk) in Ωk,
uk = 0 on ∂Ωk
satisfies ∇uk ∈ L∞(Ωk). Of course, these smooth solutions satisfy
|∇uk|2 ∈ Lφ
(
Ωk
)
. (2.14)
Then since Ak is still (δ,R)-vanishing, Theorem 2.1 implies that∫
Ωk
φ
(|∇uk|2)dx  C
∫
Ωk
φ
(|fk|2)dx,
where the constant C is independent of k ∈ N. We first extend uk from Ωk to Ω by the zero extension and denote
by uk . Then the inequality above and (2.12) imply that∫
φ
(|∇uk|2)dx  C
∫
φ
(|fk|2)dx C
∫
φ
(|f|2)dx. (2.15)Ω Ω Ω
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Ω
|∇uk|2 dx  C
∫
Ω
|fk|2 dx  C
∫
Ω
|f|2 dx. (2.16)
Therefore, there exists a subsequence of {uk} (denoted by {uk}) such that{
uk ⇀ u weakly in H 10 (Ω),
uk → u in L2(Ω).
Now we choose a standard cut-off function ζ ∈ C∞0 satisfying
0 ζ  1, spt ζ ⊂ Ω2 and ζ = 1 on Ω1.
Recalling Definition 1.1 and selecting the test function ϕ = ζ 2(u − uk) with k  2, we observe∫
Ω
A∇u · ∇[ζ 2(u − uk)]dx =
∫
Ω
f · ∇[ζ 2(u − uk)]dx
and ∫
Ω
Ak∇uk · ∇
[
ζ 2(u − uk)
]
dx =
∫
Ω
fk · ∇
[
ζ 2(u − uk)
]
dx.
After simple computations we can write the resulting expression as
I1 = I2 + I3 + I4 + I5 + I6,
where
I1 =
∫
Ω
ζ 2A∇(u − uk) · ∇(u − uk) dx,
I2 = −2
∫
Ω
ζ(u − uk)A∇(u − uk) · ∇ζ dx,
I3 = −2
∫
Ω
ζ(u − uk)[A − Ak]∇uk · ∇ζ dx,
I4 = 2
∫
Ω
ζ(u − uk)(f − fk) · ∇ζ dx,
I5 =
∫
Ω
ζ 2(f − fk) · ∇(u − uk) dx,
I6 = −
∫
Ω
ζ 2(A − Ak)∇uk · ∇(u − uk) dx.
Estimate of I1. Since A is uniformly elliptic, we have
I1 
1
Λ
∫
Ω
ζ 2
∣∣∇(u − uk)∣∣2 dx.
Estimate of I2. Since A is uniformly elliptic, we have
I2  C
∫
ζ
∣∣∇(u − uk)∣∣|u − uk|dx.Ω
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I2  
∫
Ω
ζ 2
∣∣∇(u − uk)∣∣2 dx + C()
∫
Ω
|u − uk|2 dx.
Estimate of I3. Similarly to the estimate of I2, we have
I3  
∫
Ω
|∇uk|2 dx + C()
∫
Ω
|u − uk|2 dx.
Estimate of I4. Using Young’s inequality, we obtain
I4  C
[ ∫
Ω
|u − uk|2 dx +
∫
Ω
|f − fk|2 dx
]
.
Estimate of I5. Using Young’s inequality with , we have
I5  
∫
Ω
ζ 2
∣∣∇(u − uk)∣∣2 dx + C()
∫
Ω
|f − fk|2 dx.
Estimate of I6. Since A is uniformly elliptic, we have
I6 
∫
Ω
ζ 2|A − Ak||∇uk|
∣∣∇(u − uk)∣∣dx.
Thus from (1.8), (2.15) and Young’s inequality with , we see that
I6  
∫
Ω
ζ 2
∣∣∇(u − uk)∣∣2 dx + C()
[ ∫
Ω
|A − Ak|
2α2
(α2−1) dx
]1−1/α2[ ∫
Ω
|∇uk|2α2 dx
]1/α2
 
∫
Ω
ζ 2
∣∣∇(u − uk)∣∣2 dx + C()
[ ∫
Ω
|A − Ak|
2α2
(α2−1) dx
]1−1/α2
.
Combining all the estimates of Ii (1 i  6), for every  ∈ (0, 14Λ) we obtain∫
Ω
ζ 2
∣∣∇(u − uk)∣∣2 dx  C()
{ ∫
Ω
|u − uk|2 dx +
∫
Ω
|f − fk|2 dx +
[ ∫
Ω
|A − Ak|
2α2
(α2−1) dx
]1−1/α2}
+ 
∫
Ω
|∇uk|2 dx.
Recalling the strong convergence of {uk} in L2(Ω), the particular selection of Ak , fk and the arbitrariness of  > 0,
we conclude that∫
Ω1
∣∣∇(u − uk)∣∣2 dx 
∫
Ω
ζ 2
∣∣∇(u − uk)∣∣2 dx → 0 as k → ∞,
which implies that there exists a subsequence {u(1)k } of {uk} such that
∇u(1)k −→ ∇u a.e. in Ω1.
Similarly, we can extract a subsequence {u(j)k } ⊂ {u(j−1)k } with 2 j < ∞ such that
∇u(j)k −→ ∇u a.e. in Ωj .
We next use a standard diagonal argument to extract a subsequence of {uk} such that
∇ukj −→ ∇u a.e. in Ω. (2.17)
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Ω
φ
(|∇u|2)dx C ∫
Ω
φ
(|f|2)dx.
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