Generalizations of Joints Problem by Yang, Ben
ar
X
iv
:1
60
6.
08
52
5v
1 
 [m
ath
.C
O]
  2
8 J
un
 20
16 Generalizations of Joints Problem
Ben Yang
Abstract
We generalize the joints problem to sets of varieties and prove almost
sharp bound on the number of joints. As a special case, given a set of N
2-planes in R6, the number of points at which three 2-planes intersect and
span R6 is at most CN3/2+ǫ. We also get almost sharp bound on the number
of joints with multiplicities. The main tools are polynomial partitioning and
induction on dimension.
1 Introduction
Various authors have considered the joints problem. It asks, given N lines in R3,
how many ”joints” can there be, where a joint is a point at which at least three
non-coplanar lines intersect. This problem first appeared in [CEG+], where it
was proved that the number of joints is O(N7/4). Later on progress was made
in improving the bound by Sharir [S], Sharir and Welzl [SW], and Feldman and
Sharir [FS]. Wolff [W] observed a connection between the problem of counting
joints to the Kakeya problem. Bennett, Carbery and Tao [BCT] exploited this
connection and proved an upper bound conditioned on the angles at the joints.
It has long been conjectured that the correct upper bound on the number of joints
is O(N3/2). matching the lower bound one can get by considering axis-parallel
lines in a
√
N × √N × √N grid. Guth and Katz [GK1] settled this conjecture
in the affirmative, showing that the number of joints (for lines in R3) is indeed
O(N3/2).
Theorem 1 (Guth and Katz). Any set of N lines in R3 form O(N 32 ) joints.
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The proof was an adaptation of Dvir’s argument in [D] for the solution of the finite
field Kakeya problem, which involves working with the zero set of a polynomial.
Since then generalizations of the joints problem have been studied by many au-
thors. Quilodra´n [Q] and Kaplan, Sharir and Shustin [KSS] generalized the joints
problem to all dimensions, showing that given N lines in Rn, there are at most
O(N
n
n−1 ) points at which n lines with linearly independent directions intersect.
Their proofs also work for algebraic curves with uniformly bounded degree. It
is also known that similar results hold if one replaces R with any field F and the
proof is similar.
In [I1] and [I2] Iliopoulou proved a multi-version of the joints problem. A point
x ∈ Fn is a multijoint formed by the finite collection L1, . . . ,Ln of lines in Fn if
there exist at least n lines through x, one from each collection, spanning Fn. She
proved that there are O((|L1| · · · |Ln|) 1n−1 ) multijoints for F = R and any n ≥ 3,
and for any field F and n = 3. The bounds for multijoints problem will imply the
bounds for original joints problem if we simply take those n sets of lines to be the
same set. The result also generalizes to real algebraic curves.
In [I3] and [I4] Iliopoulou also studied the problem of counting joints (and multi-
joints) with multiplicities. It is conjectured by Carbery (and possibly some other
people) that, for any transversal collections L1, . . . ,Ln of L1, . . . , Ln lines in Rn
(transversal in the sense that, whenever n lines, one from each collection, meet at
a point, then they form a joint there), we have
∑
x
(
∏
1≤i≤n
Ni(x))
1
n−1 = O((L1 · · ·Ln)
1
n−1 )
where Ni(x) is the number of lines of Li passing through x. The sum is taken
over all joints (for a non-joint x, ∏
1≤i≤n
Ni(x) would be 0 anyway). This is a dis-
crete analogue of Guth’s endpoint multilinear Kakeya theorem. In [I3] Iliopoulou
essentially proved this conjecture in R3 and it seems hard to generalize the proof
to higher-dimensional space due to the use of some facts from computational ge-
ometry that hold only in R3. Hablicsek [H] proved the ”non-multi-version” of
this conjecture under the condition that the lines through a joint are in generic
positions, but for arbitrary field.
So far to the best of the author’s knowledge all the generalizations of joints prob-
lem are about lines or curves which are 1-dimensional objects. The reason is that
in all of those proofs polynomial method is used and one has to bound the number
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of intersections of a line (or an algebraic curve) with the zero set of a polynomial
of certain degree when the line is not contained in the zero set. However, if we
replace the line or curve with a higher-dimensional object (like a 2-plane), the
number of intersections of that object with the zero set of a polynomial could be
infinite even if the object is not contained in the zero set.
In this paper we generalize the joints problem to higher-dimensional objects. The
following is the definition of a joint (from now on when we say joint, we mean
multijoint) formed by collections of varieties in Rn.
Definition. Suppose Si is a set of αi-dimensional algebraic varieties in Rn, 1 ≤
i ≤ k, k ≥ 2 and ∑ki=1 αi = n ≥ 2. A point x is a joint if
1. for each i there exists Si ∈ Si such that x is a smooth point of Si ;
2. the tangent spaces of Si at x for all i span Rn.
The main result of this paper is the following almost sharp bound on the number
of joints formed by sets of varieties:
Theorem 2 (Main Theorem). Suppose Si is a non-empty set of αi-dimensional
algebraic varieties in Rn, 1 ≤ i ≤ k, k ≥ 2 and ∑ki=1 αi = n ≥ 2, αi < n.
We also assume that each variety is defined by at most m polynomial equations
each of degree at most d. Then for any ǫ > 0, there exists a constant C(n,m, d, ǫ)
such that the number of joints formed by those sets of varieties is bounded by
C(n,m, d, ǫ)(
∏k
i=1 |Si|)
1
k−1
+ǫ
.
In particular, it implies the following joints problem for 2-planes in R6 as a special
case:
Theorem 3. Suppose S1, S2 and S3 are three sets of 2-planes in R6. Then for
any ǫ > 0, there exists a constant C(ǫ) such that the number of points at which
at least three 2-planes, one from each Si, intersect and span R6 is bounded by
C(ǫ)(|S1||S2||S3|) 12+ǫ.
Comments: We can construct almost sharp examples for our main theorem by
considering the axis-parallel example of the joints problem for lines in Rk and
turning each family of lines into a family of αi-planes.
Moreover, a simple modification of our proof of Theorem 2 will almost answer
Carbery’s conjecture affirmatively, with a loss of ǫ in the power:
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Theorem 4. For any transversal collections L1, . . . ,Ln of L1, . . . , Ln lines in Rn
(transversal in the sense that, whenever n lines, one from each collection, meet at
a point, then they form a joint there) and any ǫ > 0, we have
∑
x
(
∏
1≤i≤n
Ni(x))
1
n−1 = O((L1 · · ·Ln)
1
n−1
+ǫ)
where Ni(x) is the number of lines of Li passing through x. The sum is taken over
all joints.
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2 Main tools
In Guth and Katz’s celebrated work [GK2] on the distinct distances conjecture,
they developed the polynomial partitioning method which has been proven to be
an extremely powerful tool in incidence geometry. Here we recall the statement
of the partitioning theorem.
Theorem 5 (Guth and Katz). For each dimension n and each degree D, the fol-
lowing holds. For any finite set S ⊂ Rn, we can find a non-zero polynomial P
of degree at most D so that Rn\Z(P ) is a union of disjoint open sets Oi, and for
each of these sets,
|S ∩Oi| ≤ CnD−n|S|
Polynomial partitioning is a very useful divide and conquer argument. The point
set S is divided into a part in each cell plus a part in the surface Z(P ) and we
estimate these contributions separately and then add up the results.
The polynomial partitioning technique can be applied to give new proofs of some
classical results in incidence geometry. We refer the interested reader to [KMS]
which gives a very good exposition of the topic.
In [G] Guth proved the following generalization of the partitioning theorem. In-
stead of a finite set of points, we consider a finite set of varieties. It could be a set
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of circles, a set of d-planes, etc. We would like to partition Rn with a degree D
polynomialP so that each component of Rn\Z(P ) only intersects a small number
of our varieties.
Theorem 6 (Guth). Suppose Γ is a set of k-dimensional varieties in Rn, each
defined by at most m polynomial equations of degree at most d. For any D ≥ 1,
there is a non-zero polynomial P of degree at most D, so that each connected
component of Rn\Z(P ) intersects at most C(d,m, n)Dk−n|Γ| varieties in Γ.
The fact that the power of D in the above bound is Dk−n is closely related to
the following theorem proved by Barone and Basu bounding the number of com-
ponents of Rn\Z(P ) a variety in Γ can intersect. Here we state the version that
appears in [ST].
Theorem 7 (Barone and Basu). Suppose γ is a k-dimensional variety in Rn de-
fined by at most m polynomials equations each of degree at most d. If P is a
polynomial of degree at most D, then γ intersects at most C(d,m, n)Dk different
components of Rn\Z(P ).
Suppose P is a polynomial of degree D and that Rn\Z(P ) consisted of Dn con-
nected components (cells) and that each cell intersects the same number of vari-
eties γ ∈ Γ. Then Theorem 7 would imply that each connected component of
Rn\Z(P ) intersected at most C(d,m, n)Dk · |Γ| · D−n = C(d,m, n)Dk−n|Γ| of
our varieties. Theorem 6 shows that there exists a polynomial P of degree at most
D that achieves this bound.
Recently PVM Blagojevic´, ASD Blagojevic´ and Ziegler [BBZ] further extended
the polynomial partitioning theorem to a setting with several families of varieties:
Theorem 8 (PVM Blagojevic´, ASD Blagojevic´ and Ziegler). Let j be an integer.
For 1 ≤ i ≤ j, let Γi be a finite set of ki-dimensional varieties in Rn, each of
them defined by at most mi polynomial equations of degree at most di. Then for
any D ≥ 1 there exists a non-zero polynomial P of degree at most D such that
each connected component of Rn\Z(P ) for every 1 ≤ j ≤ i intersects at most
C(di, mi, n)jD
ki−n|Γi| varieties in Γi.
We will be using the above polynomial partitioning theorem for several sets of
varieties to prove our main theorem. Notice that in our main theorem the number
of sets of varieties is usually at most n (because we are considering joints and we
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have the condition
∑k
i=1 αi = n) unless some of the varieties are just points, a
trivial case we will deal with separately. Thus for our application the number of
families of varieties j is at most n and can be covered by the constantC(di, mi, n).
When applying the polynomial partitioning technique, one needs to choose the
degree of the partitioning polynomial. In some cases one can choose D to be
a power of the number of points and this might give us good bound within each
cell. But the problem is that this will makeZ(P ) very complicated and it is hard to
control the contributions from points lying on the surface. In [ST], Solymosi and
Tao gave a modification of this argument using partitioning with degree D equal
a large constant, and using induction on the number of objects to control what
happens in each cell. For incidences on the zero set of the partitioning polynomial,
we are essentially looking at the incidence problem in an (n − 1)-dimensional
surface. Then we can project everything generically to Rn−1. Thus we also need
to use induction on the dimension of the problem.
In summary, we will use a polynomial of degree equal to a large constant to par-
tition the space so that each cell meets a bounded number of varieties from each
set of our varieties (recall that we are given several sets of varieties and we are
trying to bound the number of joints formed by them).We use induction on the
number of varieties to control the contribution (in our case, the number of joints)
from each cell and induction on dimensions to control the contribution from the
zero set of the partitioning polynomial.
3 Some algebraic geometry
In this section we review some notation and facts that we need from algebraic
geometry. We will be closely following Section 4 of [ST], keeping the notation
and theorems we need and omitting some of the proofs.
Definition. (Algebraic sets). Let n ≥ 1 be a dimension. An algebraic set in Cn
is any set of the form
{x ∈ Cn : P1(x) = · · · = Pm(x) = 0}
where P1, . . . , Pm : Cn → C are polynomials. An algebraic set is irreducible
if it cannot be expressed at the union of two strictly smaller algebraic sets. An
irreducible algebraic sets will be referred to as an algebraic variety, or variety for
short.
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The intersection of any subset of Cn with Rn will be referred to as the real points
of that subset. A real algebraic variety is the real points VR of a complex algebraic
variety V .
We use the standard definition of the dimension dim(V ) and the degree deg(V ) for
a variety V in Cn. The notions of dimension and degree of a real algebraic variety
can be subtle if defined directly, but in our application each real algebraic variety
will be associated with a complex one and we define the dimension and degree of
the real variety to be that of the complex variety.
The following two lemmas tell us that the degree and complexity (the number and
degree of polynomials needed to define the variety) of a variety V in Cd control
each other.
Proposition 1 (Degree controls complexity). Let V be an algebraic variety in Cn
of degree at most D. Then we can write
V = {x ∈ Cn : P1(x) = . . . Pm(x) = 0}
for some m = On,D(1) and some polynomials P1, . . . , Pm of degree at most D.
Proposition 2 (Complexity controls degree). Let
V = {x ∈ Cn : P1(x) = . . . Pm(x) = 0}
for some m ≥ 0 and some polynomials P1, . . . , Pm : Cn → C of degree at most
D. Then V is the union of Om,D,n(1) varieties of degree Om,D,n(1).
A smooth point of a k-dimensional variety V is an element p of V such that V can
be locally described by a smooth k-dimensional complex manifold in a neighbor-
hood of p. Points in V that are not smooth will be called singular. We let V smooth
denote the smooth points of V , and V sing := V \V smooth denote the singular points.
The next proposition enables us to decompose a variety V into smooth points of
varieties:
Proposition 3. Let V be a k-dimensional algebraic variety in Cn of degree at
most D. Then one can cover V by V smooth and OD,n(1) sets of the form W smooth,
where W is an algebraic variety in V of dimension at most k − 1 and degree
OD,n(1).
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If p ∈ V ⊂ Rn is a smooth real point of a k-dimensional complex algebraic variety
VC ⊂ Cn, then it must have a k-dimensional complex tangent space. However, its
real tangent space may have dimension smaller than k. This may cause some trou-
ble as our definition of joint requires that the tangent space at a joint of a variety
should have the same dimension as the variety itself. The following proposition
will help us resolve this issue.
Proposition 4. Let V be a k-dimensional algebraic variety in Cn of degree at
most D. Then at least one of the following statement is true:
1. The real points VR of V are covered by the smooth pointsW smooth ofOD,n(1)
algebraic varietiesW of dimension at most k−1 and degree OD,n(1) which
are contained in V .
2. For every smooth real point p ∈ V smooth
R
of V , the real tangent space is
k-dimensional. In particular, V smooth
R
is k-dimensional.
As pointed out at the end of Section 4 of [ST], we may assume that each of the
varieties occurring in case 1 obey the properties stated in case 2.
To prove the main theorem, we need to project varieties to subspaces of Cn or
consider intersections of two varieties. Thus we need the following propositions
to describe what happens in these two situations.
Proposition 5 (Projection). Let V be a k-dimensional algebraic variety in Cn of
degree at most D. π is a generic projection to a hyperplane which we will identify
with Cn−1. Then π(V ) is covered by OD,n(1) algebraic varieties of dimension at
most k and degree at most OD,n(1) in Cn−1.
Proposition 6 (Intersection). Suppose V1 and V2 are k1-dimensional and k2-dimensional
algebraic varieties of degree D1 and D2 respectively in Cn. If V1 is not con-
tained in V2, then their intersection V1 ∩ V2 will be an algebraic set containing
OD1,D2,n(1) varieties whose dimension is strictly smaller than k1 and degree at
most OD1,D2,n(1).
4 Outline of the proof and a special case
In our main theorem, if we take α1 = α2 = α3 = 1 and k = n = 3 with all the
varieties being lines, we recover the following version of the (multi)joints problem
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for lines:
Theorem 9. Suppose we have three non-empty sets of lines L1, L2 and L3. A
point x is a joint if there are l1 ∈ L1, l2 ∈ L2 and l3 ∈ L3 such that they all pass x
and they are not coplanar. Then for any ǫ > 0, there exists a constant C such that
the number of joints is bounded by C|L1|1/2+ǫ|L2|1/2+ǫ|L3|1/2+ǫ. In particular, if
|L1| = |L2| = |L3| = N , then the bound is CN3/2+3ǫ.
We would like to give an outline of the proof of Theorem 2 first and then we will
prove Theorem 9 to illustrate the method.
Here is the outline: first we do polynomial partitioning for all of our varieties
using a polynomial of degree D where D that will be chosen later. There will
be roughly Dn cells and within each cell, the number of αi-dimensional varieties
from Si is bounded by ∼ |Si|Dαi−n. Now if we use induction on the number of
varieties, we can show that the number of joints within each cell is bounded by
C
∏
1≤i≤k
(|Si|Dαi−n)1/(k−1)+ǫ
=C(
∏
1≤i≤k
|Si|)1/(k−1)+ǫD(
∑
k
i=1
αi−nk)(1/(k−1)+ǫ)
=C(
∏
1≤ı≤k
|Si|)1/(k−1)+ǫD(n−nk)(1/(k−1)+ǫ)
=C(
∏
1≤i≤k
|Si|)1/(k−1)+ǫD−nD(n−nk)ǫ
Since in total we have roughly Dn cells, the number of joints from all cells is
bounded by DnC(
∏ |Si|)1/(k−1)+ǫD−nD(n−nk)ǫ = C(
∏ |Si|)1/(k−1)+ǫD(n−nk)ǫ.
k is at least 2, so (n − nk)ǫ is smaller than 0 and the exponent of D is negative.
We choose D big enough so that the number of joints in cells is well controlled.
Next let’s look at joints on the zero set of the partitioning polynomialZ(P ). There
are two cases: a joint x could be a smooth point of Z(P ) or a singular point of
Z(P ). If it is the former case, then we claim that the varieties Si ∈ Si that
form the joint x cannot be all contained in Z(P ). If they are all contained in
Z(P ), then their tangent spaces at x will all be contained in the tangent space of
Z(P ) at x, which is an (n − 1)-dimensional space because we assumed that x
is a smooth point of Z(P ). Thus the tangent spaces do not span Rn which is a
contradiction to the definition of joints. Hence at least one of Si’s should not be
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contained in Z(P ). Let’s now consider the joints for which the variety from S1 is
not contained in Z(P ). We intersect all varieties in S1 withZ(P ) and get a new set
of varieties S ′1. For simplicity let’s assume that all varieties in S ′1 have dimension
α′1 = α1 − 1. We then perform a generic projection π from Rn to Rn−1. Again
for simplicity we assume that each variety becomes a variety of same dimension
and degree in Rn−1 (notice that actually the projection of a variety might not be
a variety anymore and the degree and dimension might change; we will deal with
this minor issue in the proof of Theorem 2. Similar issues exist when we consider
the intersection of two varieties.). Suppose x is a joint formed by Si ∈ Si and S1
is not contained in Z(P ). Then we would like to claim that after the projection
π(x) is a joint formed by π(S ′1), π(S2)...π(Sk). This is morally true, and the only
problem is that x might be a singular point of π(S ′1). Let’s ignore this in this
outline. Now we would like to use induction on n to bound the number of joints
formed by varieties in S ′1, S2,...,Sk (notice that α′1 + α2 + ... + αk = n − 1) by
C(|S ′1|
∏
2≤i≤k
|Si|)1/(k−1)+ǫ = C(
∏
1≤i≤k
|Si|)1/(k−1)+ǫ. This is how we control the
number of the joints that are smooth points of Z(P ).
Finally let’s bound the number of joints that are singular points of Z(P ). We can
just replace Z(P ) with the set of singular points of Z(P ) (denote it by Z1) and
run the above argument again: we look at two cases where the joint is smooth
or singular points of Z1. If it is smooth, then we know that the varieties cannot
be all contained in Z1, so we look at intersections of Z1 with our varieties. If it
is singular, then we have to look at Z2 which is the set of singular points of Z1.
Eventually there would be a Zj which a just a set of isolated points. The number
of points in Zj is bounded by a constant only depending on n and d, so it is well
controlled.
Another way to look at the above argument is the following. After we do polyno-
mial partitioning, we bound the number of joints in cells as we did in the above
argument. For joints on the partitioning surface Z(P ), we can use Proposition 4 to
decompose Z(P ) into smooth points of varieties. The number and degree of those
varieties are all constants depending on D and n. Now we only need to consider
the number of joints that are smooth points of a variety and we can use the above
argument for the smooth-point case.
This is how we will prove Theorem 2. In summary, first we use polynomial parti-
tioning. Then for joints in cells we use induction on the number of varieties. As
long as the degree of our partitioning polynomial is big enough, the number of
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such joints is well controlled. For joints on the zero set of the partitioning poly-
nomial, we use induction on dimensions of our sets of varieties. We will consider
the intersection of our varieties with another variety and the singular points of our
varieties, for both of which the dimensions of our varieties will go down.
Now we use the above argument to prove Theorem 9. In this special case, the
main part of the proof is the induction on the number of lines. For the induction-
on-dimension part, the dimension of lines is just one and if the dimension of lines
goes down, they will be sets of points in which case the bound is very easy to
prove.
Proof of Theorem 9. Fix ǫ > 0. We would like to find a C0 depending on ǫ so that
the bound holds. Through this proof any other constant that only depends on ǫ
will be denoted by C.
We would like to use induction on the number of lines in each of Li and show that
the induction can be closed if C0 is big enough. Let’s look at the base case first
when one of the families Li only has a small number of lines. WLOG we assume
that |L1| ≤ 100. For a point x to be a joint, it must lie on one of the lines in L1.
Thus we can fix a line l1 ∈ L1 and only consider joints on l1, then we multiply the
bound we get by 100 to bound the total number of joints.
l1 can have at most |L2| intersections with lines inL2 and at most |L3| intersections
with lines in L3, so the number of joints on l1 is bounded by min{|L2|, |L3|} ≤
(|L2||L3|) 12 . Thus the bound holds for the base case (when one of the sets has less
than 100 lines) if we choose our C0 to be at least 100.
Now let’s assume the bound is true if the number of lines in each Li is smaller.
We use a polynomial of degree D (which will be chosen later) to partition the
space so that in each cell the number of lines from Li is bounded by C|Li|D−2
(here C is the constant in the partitioning theorem for lines). Now from induc-
tion hypothesis we know that in each cell the number of joints is bounded by
C0C(|L1|D−2)1/2+ǫ(|L2|D−2)1/2+ǫ(|L3|D−2)1/2+ǫ = C0C(|L1||L2||L3|)1/2+ǫD−3−6ǫ.
There are at most CD3 cells (this C is another constant, different from the one in
the partitioning theorem), so in total the number of joints in cells is bounded by
C0C(|L1||L2||L3|)1/2+ǫD−6ǫ. Now we can choose our D to be big enough so
that CD−6ǫ is much smaller than 1 (say smaller than 1/10). Notice that D only
depends on ǫ.
Next we look at joints on the zero set Z(P ) of the partitioning polynomial P .
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We first consider the joints that are smooth points of Z(P ). Let x be such a joint
formed by l1 ∈ L1, l2 ∈ L2 and l3 ∈ L3. Then we know that l1, l2 and l3 cannot
all be contained in Z(P ). From the vanishing lemma, we know that if a line is not
contained in Z(P ), then it can only have D = deg(P ) intersections with Z(P ).
This implies that the number of joints for which the line from L1 is not contained
in Z(P ) is bounded by D|L1|. From the definition of joint we also see that the
number of joints is bounded by |L2||L3|. With these two bounds, the number of
joints is also bounded by their geometric mean which is D1/2(|L1||L2||L3|)1/2. D
is the degree of our partitioning polynomial and it only depends on ǫ. The number
of joints for which the line from L2 or L3 is not contained in Z(P ) can be dealt
with similarly. Thus as long as C0 is greater than 100D1/2, the number of such
joints is bounded by 1
10
C0(|L1||L2||L3|)1/2+ǫ
Finally we look at joints that are singular points of Z(P ). We denote the set of
singular points of Z(P ) by Z1. Z1 is an algebraic curve whose degree D1 only
depends on D (thus only depends on ǫ). Suppose x is such a joint formed by l1,
l2 and l3. If x is a smooth point of Z1, then one of (actually two of) the lines li
should not be contained in Z1. Again from the vanishing lemma We know that if
a line is not contained in Z1 then it can only intersect Z1 in D1 points and using
an argument similar to the one in the above paragraph we see that the number of
such joints is well controlled (as long as C0 is greater than 100D1/21 ). If x is a
singular point of Z1, then we can bound the number of such joints by the total
number of singular points of Z1, which is a number that only depends on D1 (thus
only depends on ǫ). Summing up the number of joints in all above cases closes
the induction and this finishes our proof.
5 Proof of main theorem
As stated in the outline of the proof, we have to consider joints that are on the
partitioning surface. Then we have to look at joints that are singular points of that
surface and the set of singulars points is algebraic set of lower dimensions. Thus
we see that we need to consider the joints problem with the additional condition
that all the joints are on a variety of a certain dimension. This motivates us to
prove the following (a little bit weaker) version of Theorem 2:
Theorem 10. Suppose Si is a non-empty set of αi-dimensional algebraic varieties
in Rn for 1 ≤ i ≤ k (k ≥ 2) and ∑
1≤i≤k
αi = n ≥ 2, αi < n. We also assume
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that each variety is defined by m polynomial equations each of degree at most
d. V is an algebraic variety that has dimension α˜ < n and is defined by m
polynomial equations each of degree at most d˜. Then for any ǫ > 0, there exists a
constant C(n,m, d, d˜, ǫ) such that the number of joints formed by Si that are on
V is bounded by C(n,m, d, d˜, ǫ)(
∏
1≤i≤k
|Si|)1/(k−1)+ǫ
Using the above theorem together with polynomial partitioning, we can prove our
main theorem :
Proof of Theorem 2. We denote the constant from Theorem 10 byC0, the constant
we are trying to find for Theorem 2 byC1, and all other constants that only depend
on n, m, d or ǫ by C.
We use induction on the total number of varieties from Si. We will choose C1 big
enough (but only depending on n, m, d and ǫ) so that our induction will close. We
deal with the base case first. Assume that the size of at least one of the families
of varieties is smaller than 100. WLOG we assume |S1| ≤ 100. Then we fix a
variety s1 in S1 and look at how many joints are on it. Later on we only need
to multiply this number by 100 to get the bound for the total number of joints.
From the definition of joints and Be´zout theorem, we see that if we fix another
variety s2 in S2, then the number of joints that are on both s1 and s2 is bounded
by C. Thus the number of joints that are on s1 is bounded by C|S2|. Similarly it
is bounded by C|Si| for any 2 ≤ i ≤ k. Thus it is bounded by C((
∏n
i=2 |Si|))
1
k−1
.
Multiplying this number by 100, we get that the total number of joints is at most
100C(
∏n
i=2 |Si|)
1
k−1
. As long as we chooseC1 to be greater than 100C, the bound
will hold for our base case (where the size of some family of varieties is at most
100).
We assume that the bound holds when the size of each family of varieties is
smaller than it is now. We would like to use the zero set of a polynomial of degree
D (which will be chosen later) to partition Rn so that in each cell the number of
varieties from Si is bounded byC|Si|Dαi−n, but here is a small issue. The number
of varieties in each cell might also depend on the number of families of varieties
(this makes sense because you can’t expect a polynomial with degree D to do
anything when there is a huge number of families of varieties to partition for).
This is just a technical issue. If our varieties all have positive dimension, then the
number of families is bounded by n (see our definition of joints) and there won’t
be any problem. Otherwise, suppose S1 is actually a family of sets of points.
13
Then any joint x formed by S1,S2, . . . ,Sk is also a joint formed by S2, . . . ,Sk.
Suppose we know that S2, . . . ,Sk can form at most C1(
∏k
i=2 |Si|)
1
k−2
+ǫ
. Since S1
consists of sets of points and each set has at most C points, we see that the num-
ber of joints is also bounded by C|S1|. Now we have two bounds for the number
of joints formed by S1,S2, . . . ,Sk: A = C|S1| and B = C1(
∏k
i=2 |Si|)
1
k−2
+ǫ
.
Thus the number of joints is also bounded by the ”mean” of them, which is
A
1
k−1B
k−2
k−1 = (C|S1|)
1
k−1 (C1(
∏k
i=2 |Si|)
1
k−2
+ǫ)
k−2
k−1 ≤ C1(|S1||S2| . . . |Sk|)
1
k−1
+ǫ
.
The last inequality holds as long as C1 ≥ C. This argument shows that we only
need to consider the case where all of our varieties have positive dimension.
Now we can use the zero set of a polynomial of degree D (which will be chosen
later) to partitionRn so that in each cell the number of varieties from Si is bounded
byC|Si|Dαi−n. We assume that all of our varieties have positive dimension, so the
number of families of varieties is bounded by n and the constant C only depends
on n, m, and d. Later on we will choose a big D so that CD−1 is smaller than 1.
Thus we can use induction and conclude that the number of joints in each cell is
bounded by
C1C(
k∏
i=1
|Si|Dαi−n)1/(k−1)+ǫ = C1C(
k∏
i=1
|Si|)1/(k−1)+ǫD−nDn(1−k)ǫ.
There areCDn cells in total, so the number of joints in cells in total isC1CDn(1−k)ǫ
(
∏k
i=1 |Si|)1/(k−1)+ǫ. We can choose D such that CDn(1−k)ǫ ≤ 1/10. This is how
we bound the number of joints in cells.
Now we can use Theorem 10 to bound the number of joints on the zero set
of the partitioning surface Z(P ). Z(P ) can be covered by C varieties, each
of which is defined by at most C polynomials of degree at most C. Theorem
10 tells us that the number of joints on each of those varieties is bounded by
C(n, C, d, C, ǫ)(
∏k
i=1 |Si|)1/(k−1)+ǫ. Thus we can choose C1 to be bigger than
10C(n, C, d, C, ǫ). For thisC1, the sum of number of joints in cells and on the sur-
face would be smaller than ( 1
10
C1+
1
10
C1)(
∏k
i=1 |Si|)1/(k−1)+ǫ < C1(
∏k
i=1 |Si|)1/(k−1)+ǫ
Let’s prove Theorem 10.
Proof. We would like to use induction on n and α˜. As in the proof of Theorem 2,
we assume that all αi > 0. Let’s first look at some base cases.
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When n = 2, k must be 2. Thus from the definition of joints and Be´zout Theorem
we see that the number of joints is bounded by C|S1||S2| = C(|S1||S2|) 1k−1 .
When α˜ = 0, the number of points on the 0-dimensional variety V is bounded by
C. So the statement is automatically true.
Suppose the statement is true when the values of n and α˜ are smaller (when both
of them are at most what they are now and at least one of them is strictly smaller).
We want to prove that there is C0 that only depends on n, m, d, d˜ and ǫ such that
the number of joints is bounded by C0(∏ki=1 |Si|)1/(k−1)+ǫ. We use C to denote
any other number that only depends on n, m, d, d˜ and ǫ.
First, from induction hypothesis and Proposition 4 we only have to consider joints
that are smooth points of V and the real tangent spaces of V at those points are
α˜-dimensional.
If x is a joint formed by Si ∈ Si and it is a smooth point of V , then from the
definition of joints we see that at least one of Si is not contained in V . Let’s focus
on the case where S1 is not contained in V . There are k − 1 other cases, but k is
at most n and we can bound those cases similarly and add them up.
Now we consider intersections of varieties in S1 (that are not contained in V ) with
V . Their intersections are some algebraic sets of dimension smaller than α1. We
use Proposition 1, 2 and 4 to cover those algebraic sets by the smooth points of
C|S1| varieties defined by at most C polynomials each of degree at most C. Let’s
denote those varieties of dimension q by Sq1 , 0 ≤ q ≤ α1 − 1. Suppose x is a
joint formed by Si and S1 is not contained in V . Then x ∈ S1 ∩ V and x must be
a smooth point of some variety Sq1 in Sq1 for some q. Now we project everything
down to Rn−α1+q generically (we denote the projection by π). We would like to
claim that π(x) is a joint formed by π(Sq1), π(S2), . . . π(Sk), but there is again
a technical issue. The projection of a variety might not be a variety anymore.
Thus we need to use Proposition 5 to cover the projection of a variety with C
varieties of equal or smaller dimension and degree C. In this way each family
of varieties, Sq1 ,S2, . . . ,Sk, becomes a new family of varieties in Rn−α1+q. We
denote them by (with an abuse of notation) π(Sq1), π(S2), ..., π(Sk). We see that
π(x), which is the projection of x, must be a joint formed by some variety in
π(Sq1) that has dimension q and some varieties in π(Si) that have dimension αi,
i ≥ 2. Thus to bound the number of joints like x, we only need to bound the
number of joints formed by varieties in π(Sq1) that have dimension q and varieties
in π(Si) that have dimension αi. Now we can use induction hypothesis since we
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are bounding the number of joints formed by varieties in Rn−α1+q. The number of
varieties in π(Sq1) that have dimension q is bounded by C|S1| and the number of
varieties in Si that have dimension αi is bounded by C|Si|. We have proven that
Theorem 10 would imply Theorem 2; in particular, if Theorem 10 is true when
the dimension of our ambient space is no greater than n− α1 + q, then Theorem
2 is true in the same ambient space. Thus our induction hypothesis will imply
that the number of joints formed by varieties in π(Sq1) that have dimension q and
varieties in π(Si) that have dimension αi can be bounded by C(
∏k
i=1 |Si|)
1
k−1
+ǫ
.
Here the constant C might depend on the following parameters: the dimension n,
the number and degree of polynomials needed to define our varieties in π(Sq1) and
π(Si), and ǫ. Notice that the number and degree of polynomials needed to define
our varieties might be bigger than m and d (because we considered intersections
and projections), but they are bounded by C (a number depending on n, m, d
and d˜). Now we can bound the number of joints in the other k − 1 cases (where
varieties from Si are not contained in V for i ≥ 2) similarly and the total number
of joints is still bounded by C(∏ki=1 |Si|)
1
k−1
+ǫ
. We can choose C1 to be much
greater than this particular C and we are done.
Now let’s prove Theorem 4. The argument is very similar to the one used in the
proof of Theorem 2.
Proof of Theorem 4. We use induction on the dimensionn and the number of lines
in each family. Let’s look at the base cases first.
When n = 2, the left-hand side of the inequality is the number of intersections
between lines in L1 and lines in L2 which is at most L1L2. So the statement is
true. When one of Li is smaller than 100, WLOG we assume that L1 ≤ 100. If
x is a joint, then x must lie on one of the lines in L1. The number of intersec-
tions between lines in L1 and lines in Li is at most 100Li for 2 ≤ i ≤ n. Thus∑
x
Ni(x) ≤ 100Li for 2 ≤ i ≤ n. Now we can use Ho¨lder’s inequality to bound
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the left-hand side:
∑
x
(
∏
1≤i≤n
Ni(x))
1
n−1
≤L
1
n−1
1
∑
x
(
∏
2≤i≤n
Ni(x))
1
n−1
≤L
1
n−1
1
∏
2≤i≤n
(
∑
x
Ni(x))
1
n−1
≤L
1
n−1
1
∏
2≤i≤n
(100Li)
1
n−1
≤100
∏
1≤i≤n
(Li)
1
n−1
Thus the statement is true in this case.
Suppose the statement is true when the dimension n is smaller, or is the same
and the number of lines in each family is smaller. Theorem 8 enables us to find
a partitioning polynomial P of degree D s.t. each connected component Oi of
Rn\Z(P ) intersects at most CLiD1−n lines from Li. Now we can use induction
hypothesis to control the sum over joints that are in Oi:
∑
x∈Oi
(
∏
1≤i≤n
Ni(x))
1
n−1 ≤ C1(
∏
1≤i≤n
(CLiD
1−n))
1
n−1
+ǫ ≤ C1C(
∏
1≤i≤n
Li)
1
n−1
+ǫD−n−n(n−1)ǫ
There are less than CDn cells in total, so the contribution of joints in cells to the
left hand side is at most C1CD−n(n−1)ǫ(
∏
1≤i≤n
Li)
1
n−1
+ǫ
. As long as we choose D
big enough (depending on C and ǫ), this is smaller than 1
2
C1(
∏
1≤i≤n
Li)
1
n−1
+ǫ
.
Now let’s look at
∑
x∈Z(P )
(
∏
1≤i≤n
Ni(x))
1
n−1
. We use Proposition 4 to decompose
Z(P ) into smooth points of C2 varieties Vi of dimension at most n−1 and degree
at most C. We denote the set of lines in Li that pass x by Li(x). If x is a smooth
point of V1, we claim that there exists an i s.t. no line in Li(x) is contained in V1.
This is because otherwise we could pick one line from each Li(x) and they are all
contained in the tangent space of V1 at x, violating our assumption thatL1, . . . ,Ln
are transversal collections of lines. We first look at the set of joints where lines
in L1(x) are not contained in V1 and denote it by J1. Then
∑
x∈J1
N1(x) ≤ CL1
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because a line that is not contained in V1 can have at most C intersections with it.
Now we use Ho¨lder’s inequality and have
∑
x∈J1
(
∏
1≤i≤n
Ni(x))
1
n−1 ≤ ((
∑
x∈J1
N1(x))(
∑
x∈J1
(
∏
2≤i≤n
Ni(x))
1
n−2 )n−2)
1
n−1
We can bound the second factor
∑
x∈J1
(
∏
2≤i≤n
Ni(x))
1
n−2 by projecting lines in Li
(2 ≤ i ≤ n) generically to Rn−1 and using our induction hypothesis when the
dimension is n− 1.
∑
x∈J1
(
∏
2≤i≤n
Ni(x))
1
n−2 ≤ C(
∏
2≤i≤n
Li)
1
n−2
+ǫ
Thus we have
∑
x∈J1
(
∏
1≤i≤n
Ni(x))
1
n−1
≤((
∑
x∈J1
N1(x))(
∑
x∈J1
(
∏
2≤i≤n
Ni(x))
1
n−2 )n−2)
1
n−1
≤(CL1(C(
∏
2≤i≤n
Li)
1
n−2
+ǫ)n−2)
1
n−1
≤C(
∏
1≤i≤n
Li)
1
n−1
+n−2
n−1
ǫ
≤ 1
2nC2
C1(
∏
1≤i≤n
Li)
1
n−1
+ǫ
The last inequality holds when we choose C1 to be greater than 2nCC2.
There are also contributions from Ji (2 ≤ i ≤ n), so the sum taken over all
joints that are smooth points of V1 is bounded by n times the above bound, which
is 1
2C2
C1(
∏
1≤i≤n
Li)
1
n−1
+ǫ
. There are C2 varieties in total, so the contributions
from joints on Z(P ) is bounded by 1
2
C1(
∏
1≤i≤n
Li)
1
n−1
+ǫ
. Since we have already
bounded the contributions from joints in cells by 1
2
C1(
∏
1≤i≤n
Li)
1
n−1
+ǫ
, the induc-
tion is closed.
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