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Abstract. The notion of the evolution of a discrete random source with finite
alphabet is introduced and its behavior under the action of an associated linear
evolution operator is studied. Viewing these sources as possibly stable dynamical
systems it is proved that all random sources with finite evolution dimension are
asymptotically mean stationary, which implies that such random sources have
ergodic properties and a well-defined entropy rate. It is shown that the class of
random sources with finite evolution dimension properly generalizes the well-
studied class of finitary stochastic processes, which includes (hidden) Markov
sources as special cases.
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1 Introduction
A central problem of data analysis is learning from sequences that appear to be issued
by a random source. In order to admit appropriate learning models, however, the ran-
dom source should be such that sampling yields reliable information. As pointed out in
Choi et al. [3], for example, most models simply go on the assumption that the random
source in question is stationary, which typically is not the case–even when the source is
Markov. Moreover, also the theoretical literature usually restricts the study of ergodic
and entropic properties to stationary random sources (see, e.g., Han and Kobayashi [7]).
Birkhoff’s ergodic theorem, on the other hand, provides a key to a certain converse.
One can show that the presence of ergodic properties with respect to bounded measure-
ments is equivalent to the seemingly weaker property of asymptotic mean stationarity.
Moreover, asymptotically mean stationary sources guarantee the entropy ergodic theo-
rem of Shannon-McMillan-Breiman to hold, see [13].
Therefore, it is of both theoretical and practical interest to know which random
sources are asymptotically mean stationary (AMS). It is the purpose of the present
note to exhibit a large class of random sources to be AMS. We show that this class
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properly contains the class of so-called finitary (a term coined by Heller, see [8]) or
linearly dependent processes (LDPs) (see Ito et al. [10]), which arose from the attempt
to understand hidden Markov models (HMMs) within the framework of linear algebra
(see Gilbert [6] and Heller [8],[9]). Moreover, as LDPs allow finite parametrizations,
they offer a promising model for the construction of general learning algorithms (see
Jaeger [12], who studies them as concrete observable operator models). It is known that
LDPs properly generalize HMMs (Heller [8], Jaeger [12]).
We define and study our class of (one-sided) random sources by identifying ground
states of arbitrary discrete random sources and analyzing their behavior under the action
of a (linear) evolution operator. HMMs have been shown to be AMS by Kieffer and
Rahe [14]. We prove more generally that all finite alphabet discrete random sources
with finite evolution dimension are necessarily AMS (Corollary 3). In our model, a
source is stationary exactly when its evolution dimension equals 1.
Our approach views discrete random sources as dynamical systems that evolve un-
der the action of linear operators. The asymptotic mean stationarity then translates into
the existence of the Cesa`ro average for the evolution operator. In this context, our main
result is Theorem 2, which characterizes the finite-dimensional linear operators with
Cesa`ro property as the stable operators in the sense of Brayton and Tong [2].
2 States and Evolution
As usual, Σ∗ denotes the set of all strings of finite length over the finite alphabet Σ
together with the concatenation operation:
w ∈ Σt, v ∈ Σk =⇒ wv ∈ Σt+k .
We write |w| = t for the length of w ∈ Σt. We think of the random source (Xt) as
being specified by a function
p : Σ∗ → [0, 1] ⊆ R such that
∑
a∈Σ
p(wa) = p(w) for all w ∈ Σ∗, (1)
assuming p() = 1, where the word  ∈ Σ0 of length || = 0 is the empty string,
which implies ∑
w∈Σt
p(w) = 1 for all t = 0, 1, . . .. (2)
Note that these functions describe the class of one-sided random processes with values
in Σ. For sake of technical simplicity, we imagine that the random source (Xt) under
consideration emits the empty string X0 =  at time t = 0 and, at time t ≥ 1, will
have produced a string w = w1w2 . . . wt ∈ Σt with the probability
p(w) = Pr{X1 = w1, X2 = w2, . . . , Xt = wt} .
The condition p() = 1 can then be translated to that the probability of emitting an
arbitrary sequence is one. Given w ∈ Σt, the probability to obtain the string v =
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v1 . . . vk ∈ Σ
k in the next k time periods is
p(v|w) = Pr{Xt+1 = v1, . . . , Xt+k = vk|w} =
{
0 if p(w) = 0
p(wv)/p(w) if p(w) 6= 0,
namely the corresponding (conditional) prediction probability, and we have∑
v∈Σk
p(v|w) = 1 whenever p(w) 6= 0.
Upon having seen the stringw at time t, we think of the random source as being in a
state that depends only on w and completely describes the probabilities for the symbols
to be produced at time t+ 1. All this information is contained in the (infinite) vector of
prediction probabilities
gw = [p(v|w)v∈Σ∗ ] ∈ R
N ,
which suggests to identify the possible states with these vectors gw. We collect these
vectors as columns into the (non-negative) prediction matrix
P = [p(v|w)v,w∈Σ∗ ] .
2.1 The Prediction Space and the State Space
The prediction space V of (Xt) is defined as the column space of P , i.e. the set of all
(finite) linear combinations of states gw. The state space S is the affine subspace of
those vectors v ∈ V whose components v(a), a ∈ Σ, add up to 1:
S = {v ∈ V|
∑
a∈Σ
v(a) = 1} .
Since S contains all state vectors gw, the next observation is obvious.
Lemma 1. Let gw1 , . . . ,gwk be arbitrary state vectors and α1, . . . , αk ∈ R scalars.
Then
v =
k∑
i=1
αigwi ∈ S ⇐⇒
k∑
i=1
αi = 1 .
⋄
The random source (Xt) is in the state g0 = g at time t = 0. The expected state
at time t ≥ 1 is the so-called tth ground state
g
t :=
∑
w∈Σt
p(w)gw ∈ S .
Note that the component of gt corresponding to v = v1 . . . vk is
g
t(v) =
∑
w∈Σt
p(w)p(v|w) = Pr{Xt+1 = v1, . . . , Xt+k = vk} .
Hence the discrete random source (Xt) is stationary if and only if there exists only one
ground state:
g
0 = g1 = . . . = gt = . . . .
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2.2 The Evolution Operator
Given (Xt) is in the state gw 6= 0, the expected next state is
ψ(gw) =
∑
a∈Σ
p(a|w)gwa ∈ S .
We extend ψ to a linear operator on V via
ψ(
k∑
i=1
αigwi) :=
k∑
i=1
αiψ(gwi) .
Lemma 2. ψ : V → V is a well-defined linear operator.
Proof. AssumePk
i=1 αigwi = gw for some w ∈ Σ∗. Then we find for all v ∈ Σ∗,
ψ(gw)(v) =
X
a∈Σ
p(a|w)p(v|wa) =
X
a∈Σ
kX
i=1
αip(av|wi)
=
kX
i=1
αi
X
a∈Σ
p(av|wi) =
kX
i=1
αiψ(gwi)(v) .
⋄
We call ψ the evolution operator of (Xt). In particular, we note that the ground
states evolve from the initial state g0 by successive applications of ψ:
ψ(gt) =
∑
w∈Σt
p(w)ψ(gw) =
∑
w∈Σt
∑
a∈Σ
p(a|w)p(w)gwa
=
∑
w∈Σt
∑
a∈Σ
p(wa)gwa =
∑
v∈Σt+1
p(v)piv = g
t+1 ,
which implies
g
t+1 = ψ(gt) = ψ2(gt−1) = . . . = ψt+1(g0) .
2.3 The State Generating Function
The evolution operator ψ : V → V naturally decomposes into a sum of operators
σa : V → V via σa(gw) := p(a|w)gwa.
In the same way as with ψ, it is straightforward to check that σa is indeed a well-defined
linear operator. Multinomial expansion of ψ results in the representation
ψt(g0) = (
∑
a∈Σ
τa)tg0 =
∑
w∈Σt
σw(g0) , (3)
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where we set σa1...at := τat ◦ . . . ◦ σa1 . Note that we have, by definition,
σa(g0) = p(a|)ga = p(a)ga for all a ∈ Σ
and hence
σa1...atg0 = σatp(a1 . . . at−1)ga1...at−1 = p(a1 . . . at−1at)ga1...at−1at .
Consider now the formal power series
Ψ =
1
1− ψ
=
∞∑
t=0
ψt = id+ ψ + . . .+ ψt + . . .
The multinomial expansion (3) of ψt now shows that Ψ may be viewed as the (prob-
ability) state generating function of the discrete random source (Xt).
REMARK. Note that the presented linear operators do actually not transform the original
process, but rather generate conditional probabilities of the process distribution. However, the
conditional probabilities gw establish process distributions themselves, as also for them the rela-
tionships from (1) and (2) apply.
2.4 Evolution Space and Dimension
Consider the set of ground states
G = {g0, . . . ,gt, . . .} = {ψ0g0, . . . , ψtg0, . . .}
and define the evolution space E ⊆ V as the collection of all linear combinations of the
ground states in G. The evolution dimension of (Xt) is the linear dimension of E , i.e.,
e dim(Xt) := dim E .
If e dim(Xt) is finite, there is a minimal d such that scalars c0, . . . , cd−1 ∈ R exists
with the property
g
d = c0g
0 + . . .+ cd−1g
d−1 .
By the minimality of d, the set Gd = {g0, . . . ,gd−1} is linearly independent. Moreover,
the relation
g
d+m = ψmgd =
d−1∑
i=0
ciψ
m
g
i =
d−1∑
i=0
cig
i+m for all m = 1, 2, . . .
successively shows that Gt is a basis for E and d = e dim(Xt). We refer to Gd as the
evolution basis of (Xt). ψ acts a a linear operator on E . Relative to the basis Gd, the
operator ψ : E → E is described by the evolution matrix
E =


0 0 . . . 0 c0
1 0 . . . 0 c1
0 1 . . . 0 c2
.
.
.
.
.
.
.
.
.
.
.
.
0 0 . . . 1 cd−1

 ∈ R
d×d .
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with characteristic polynomial
λd = c0 + c1λ+ . . .+ cd−1λ
d−1 .
Because of c0 + . . . + cd−1 = 1 (cf. Lemma 1), we immediately see that E has the
eigenvalue λ = 1.
REMARK. Note that we do not claim Gd to be a basis for the whole prediction space V .
The evolution matrix E has column sums 1, but contains possibly negative coefficients ci. In this
sense, E could be viewed as a Markov transition matrix with ”negative transition probabilities”
(cf. Section 4).
Our main result is that random sources with finite evolution dimension are asymp-
totically stable in the following sense:
Theorem 1. If the random source (Xt) has finite evolution dimension d = e dim(Xt),
then the associated evolution matrix E possesses the Cesa`ro average
E = lim
t→∞
1
t
t−1∑
k=0
Ek ∈ Rd×d.
REMARK. If formulated with the evolution operator on the possibly infinite-dimensional
evolution space, the converse of this theorem does not hold. In fact, it is true that the Cesa`ro
average property of the evolution operator is equivalent to that the process is AMS, see [15] for
details. See also the discussion subsequent to proposition 1 which gives an example of an AMS
process with infinite evolution dimension.
We defer the proof of Theorem 1 to the next section (cf. the proof of Theorem 3)
and end this section by mentioning some special cases of particular interest.
If ψg0 = g0 holds, the random source (Xt) is stationary. In other words, we have
(Xt) stationary ⇐⇒ e dim(Xt) = 1 .
Slightly more generally, a random source (Xt) is said to be N -stationary if the
process (Yt) = (XtN , ..., Xt+2N−1) with alphabet ΣN is stationary. In our language
N -stationarity is equivalent to ψNg0 = g0. Hence we find:
(Xt) N -stationary =⇒ e dim(Xt) ≤ N .
Further examples of processes with finite evolution dimension arise from the quan-
tum random walks in the sense of Aharonov et al. [1]), which may be generalized to
quantum Markov chains (cf. [5] for a preliminary report on the latter. See also Section 4
for an alternative modeling framework for classical finitary processes and a discussion
of its relationship with processes of finite evolution dimension).
Evolution and Asymptotic Stationarity 7
3 Stability
It is convenient to discuss stability of linear operators in the context of complex vector
spaces. Let thus V be a finite-dimensional vector space over the field C of complex
numbers with a norm
v → ‖v‖ .
Let furthermore F : V → V be an arbitrary linear operator. We call F stable if for all
v ∈ V there exists some c = c(v) ∈ R with the property
‖F kv‖ ≤ c for all k = 1, 2, . . ..
REMARK. A stable linear operator F is also ”stable” in the sense of Brayton and Tong [2].
We call the linear operator F : V → V asymptotically stable if, for every v ∈ V ,
the following Cesa`ro average exists:
v = lim
t→∞
1
t
t−1∑
k=0
F kv .
We now show that the two stability concepts coincide.
Theorem 2. Let F : V → V be a linear operator. Then F is stable if and only if F is
asymptotically stable.
Proof. We argue by induction on the dimension n = dimV and assume the Theorem to be
true for all vector spaces of dimension n′ < n. We first note that we may assume without loss of
generality that F has exactly one eigenvalue λ.
Indeed, if there are eigenvalues λ1 6= λ2, V admits a direct sum decomposition into two
non-trivial F -invariant subspaces V1 and V2:
V = V1 ⊕ V2 and F : Vi → Vi (i = 1, 2).
Writing v = v1 + v2 with vi ∈ Vi, the linearity of F makes it clear that F is (asymptotically)
stable with respect to V if and only if F is (asymptotically) stable with respect to both V1 and
V2. So the Theorem follows from the induction hypothesis.
Let now λ be the unique eigenvalue of F . For a corresponding eigenvector v we then find
1
t
t−1X
k=0
F kv =
1
t
t−1X
k=0
λkv =
8<
:
v if λ = 1,
λt − 1
t(λ− 1)v if λ 6= 1,
(4)
which makes it clear in the case |λ| > 1 that F is neither stable nor asymptotically stable. So
we can assume |λ| ≤ 1 without loss of generality. The Cayley-Hamilton Theorem guarantees the
existence of a minimal m ∈ N such that
(F − λI)mv = 0 for all v ∈ V ,
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which yields the binomial expansion
F kv = [(F − λI) + λI ]kv =
kX
j=0
 
k
j
!
(F − λI)jλk−jv =
m−1X
j=0
 
k
j
!
λk−j(F − λI)jv .
In the case |λ| < 1 we have `k
j
´
λk−j ≤ kjλk−j → 0 for all k, and hence observe (asymptotic)
stability:
lim
t→∞
F tv = 0 = lim
t→∞
1
t
t−1X
k=0
F kv .
It remains to analyze the case |λ| = 1. If m = 1, we have F = λI . Because |λ| = 1, F is
trivially stable. Moreover, the geometric sum (4) shows that F is also asymptotically stable. For
example, if λ 6= 1, we find
‖1
t
t−1X
k=0
F kv‖ = ‖1
t
t−1X
k=0
λkv‖ ≤ 2
t|1− λ| → 0 .
To complete the proof, we show that the operator F is neither stable nor asymptotically stable
if m ≥ 2. To this end, we select some v ∈ V such that
w = (F − λI)v 6= 0 and (F − λI)2v = 0 .
The binomial expansion now takes the form
F kv = λkv + kλk−1(F − λI)v = λkv + kλk−1w .
So the triangle inequality ‖F kv‖ ≥ k‖w‖ − ‖v‖ exhibits F as not stable. F cannot be asymp-
totically stable either. In the case λ = 1, we namely find
1
t
t−1X
k=0
F kv = v +
1 + . . .+ t− 1
t
w = v +
t− 1
2
w ,
which does not converge. In the case λ 6= 1, we consider the function
ft(x) =
1− xt
t(1− x) =
1
t
t−1X
k=0
xk (x 6= 1)
and observe from the binomial expansion above:
1
t
t−1X
k=0
F kv = ft(λ)v + f
′
t(λ)w (if λ 6= 1).
It is straightforward to check that limt→∞ ft(λ) exists while limt→∞ f ′t(λ) does not exist if
|λ| = 1. So F is not asymptotically stable. ⋄
Corollary 1. The linear operatorF : V → V is stable if and only if its Cesa`ro average
F = lim
t→∞
1
t
t−1∑
k=0
F k
exists. ⋄
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Let us call the linear operator F : V → V regular if
F∞ = lim
k→∞
F k exists.
Clearly, regularity of F implies that F is (asymptotically) stable. Regular linear opera-
tors admit a characterization in terms of eigenvalues.
Corollary 2. The linear operator F : V → V is regular if and only if every eigenvalue
λ of F satisfies
either λ = 1 or |λ| < 1 .
Proof. Straightforward along the lines of the proof of Theorem 2. ⋄
3.1 Asymptotic Mean Stationarity of Random Sources
The (not necessarily finite-dimensional) random source (Xt) with finite alphabet Σ is
said to be pointwise asymptotically mean stationary (or to be PAMS, for short) if for all
v = v1 . . . vk ∈ Σ
∗ the following averages converge:
1
t
t−1∑
m=0
Pr{Xm+1 = v1, . . . , Xm+k = vk} =
1
t
t−1∑
m=0
g
m(v) → g(v) .
We call the corresponding limit function g : Σ∗ → R the Cesaro average of the gt.
Lemma 3. Assume that the Cesa`ro average g of the ground states gt of (Xt) exists.
Then g is the ground state of a stationary discrete random source (Xt) with alphabet
Σ, called the sampling limit of (Xt).
Proof. Clearly g() = 1 and g(w) ≥ 0 for all w ∈ Σ∗. We next observe
X
a∈Σ
g(wa) =
X
a∈Σ
lim
t→∞
1
t
t−1X
k=0
g
t(wa) = lim
t→∞
1
t
t−1X
k=0
X
a∈Σ
g
t(wa)
= lim
t→∞
1
t
t−1X
k=0
g
t(w) = g(w) .
So g describes a discrete random source (Xt) with alphabet Σ. To check that (X)t is stationary,
i.e., that
P
a∈Σ
p(a)ga = g holds, we consider an arbitrary component g(v) and findX
a∈Σ
p(a)ga(v) =
X
a∈Σ
p(a)p(v|a) =
X
a∈Σ
g(av)
= lim
t→∞
1
t
t−1X
k=0
X
a∈Σ
g
k(av) = lim
t→∞
1
t
t−1X
k=0
g
k+1(v) = g(v) .
⋄
10 U. Faigle, A. Scho¨nhuth
Theorem 3. Every discrete random source (Xt) with finite alphabet Σ and finite evo-
lution dimension d = e dim(Xt) is pointwise asymptotically mean stationary.
Proof. By our hypothesis, the matrix G = [g0, . . . ,gd−1] contains an (d × d)-submatrix
B = [b0, . . . ,bd−1] of full rank d and the evolution space E is naturally isomorphic to the
column space V of B. Moreover, the evolution operator acts as a linear operator ψ : V → V .
Since all the components of ground states lie in the interval [0, 1] ⊆ R, we have
‖ψtbi‖ ≤
√
d for all t and all i.
Consequently, we find for every linear combination v =
P
i
αib
i
,
‖ψtv‖ ≤
d−1X
i=0
|αi| ‖ψtbi‖ ≤
√
d
d−1X
i=0
|αi| for all t ,
which means that ψ is stable on V (Theorem 2). If we represent the elements of V in coordinates
relative to B, ψ is described by the evolution matrix E of (Xt), which thus is recognized to be
stable as well with Cesa`ro average
E = lim
t→∞
1
t
t−1X
k=0
Ek .
Each ground state gt has unique coordinates wt ∈ Rd (i.e., gt = Gwt) relative to the evolution
basis Gd of (Xt) with the Cesa`ro average
w = Ew0 = lim
t→∞
1
t
t−1X
k=0
Ekw0 = lim
t→∞
1
t
t−1X
k=0
w
k .
Consider now any v ∈ Σ∗ and denote by Πv the projection operator gt → Πvgt = gt(v).
Because ΠvG is a linear functional on the coordinate space Rd, we conclude that
lim
t→∞
1
t
t−1X
k=0
g
k(v) = lim
t→∞
1
t
t−1X
k=0
ΠvGw
k = lim
t→∞
ΠvG
t−1X
k=0
1
t
w
k = ΠvGw = g(v)
exists, which was to be shown.
⋄
We point to the difference between the PAMS property and the usual property
of asymptotically mean stationarity (AMS), which refers to the convergence of the
measures associated with the averages t−1
∑t−1
k=0 g
k to the measure associated with
g on all elements of the σ-algebra generated by the cylinder sets (which are in 1-1-
correspondence with subsets of words). In general, one cannot infer the AMS from
PAMS. For processes of finite evolution dimension, however, those two notions coin-
cide.
Corollary 3. Every discrete random source (Xt) with finite alphabetΣ and finite evo-
lution dimension d = e dim(Xt) is asymptotically mean stationary.
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Proof. We sketch the argument whose details may be worked out in the standard way. The
elements of the evolution space E can be identified with finite, signed measures on the σ-algebra
generated by the cylinder sets relative to Σ∗. Since E is a finite-dimensional vector space, all
norms on E are equivalent. In our discussion of pointwise convergence, we could therefore have
chosen ||.|| to be the norm of total variation, which implies (uniform) convergence on all elements
of the underlying σ-algebra and thus the AMS property (see also Jacka and Roberts [11]).
⋄
This assumption of finite evolution dimension is essential for Theorem 3 as not
every discrete source with finite alphabet is (pointwise) asymptotically mean stationary.
Consider, for example, the (deterministic) source (Xt) with binary alphabetΣ = {a, b}
that emits symbols in the following way. The source starts withX1 = a. Then the source
sends the other symbol b until the proportion of b’s exceeds the threshold 2/3. Then a
sequence of a’s follows until the proportion of a’s exceeds 2/3 etc.:
X = a bb aaa bbbbbb aaaaaaaaaaaa bb . . .
The sampling frequency of any symbol x ∈ Σ will fluctuate between 1/3 and 2/3 and
never stabilize. Theorem 3 admits a weak converse, however.
Proposition 1. Let (Xt) be a discrete AMS random source with stationary distribution
g and evolution space E . Then
g ∈ E =⇒ e dim(Xt) <∞.
Proof. Assume that the set G = {g0, g1, . . .} of ground states of (Xt) is linearly indepen-
dent (and hence a basis of E ) and suppose scalars αi exist such that g =
Pk
i=0 αig
i
. Then the
application of the evolution operator yields
g = ψ(g) =
kX
i=0
αiψ(g
i) =
kX
i=0
αig
i+1 ,
which contradicts the uniqueness of the representation of g ∈ E with respect to the basis G. ⋄
Also a strong converse of Corollary 3 does not hold. To see this, consider the bi-
nary random source (Xt) with alphabet Σ = {a, b} and an independent probability
distribution in the following sense:
P{X1 = v1, ..., Xt = vt} = P{X1 = v1} · P{X2 = v2} · . . . · P{Xt = vt}.
Choose some 0 < p < 1 and let
P{Xt = a} = p
t and P{Xt = b} = 1− pt.
The resulting process can then be shown to be AMS with infinite evolution dimension.
(We refer to [15]) for the technical details.)
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4 Markov Sources
We now describe a class of discrete random sources with finite evolution dimension that
can be thought of as hidden Markov chains with possibly ”negative transition probabil-
ities”.
Let Ω = {1, . . . , n} be a finite set, which we imagine as the set of hidden states
of some system S. At each given time period t ∈ N, S is in a definite (hidden) state
j ∈ Ω, which we observe in the next time period through the value Xt+1 = X(j) of
the given measuring functionX : Ω → Σ. Then S enters another state i ∈ Ω and emits
the symbol Xt+2 = X(i) etc.
Setting X0 = , we assume that the process (Xt) is a linear random process in the
following sense: Once the string w = w1 . . . wt has been observed at time t + 1, our
knowledge about the system is encoded in a vector piw ∈ Rn such that
p(w) = Pr{X1 = w1, . . . , Xt = wt} =
n∑
j=1
piw(j) .
Moreover, with every a ∈ Σ, we assume a linear operator Sa : Rn → Rn to exist such
that
piwa = S
apiw for all w ∈ Σ∗.
Denoting the initial situation by pi0 = pi and setting M :=
∑
a∈Σ S
a
, we have a
situation as in Section 2.3 with the multilinear expansion
pit := M tpi0 =
(∑
a∈Σ
Sa
)t
pi0 =
∑
w∈Σt
Swpi0 =
∑
w∈Σt
piw =
∑
w∈Σt
p(w)pi′w ,
where we write piw = p(w)pi′w to stress the formal analogy with Section 2.3 and call
pi′w the state vector relative to w. Thus, if p(w) 6= 0, we find
Sapi′w =
p(wa)
p(w)
pi′wa = p(a|w)pi
′
wa
and see that M always generates the expected next state vector
Mpi′w =
∑
a∈Σ
p(a|w)pi′wa .
The (n×n)-matrixM = [mij ] can be interpreted as a generalized transition matrix for
Ω with the column sum property
n∑
i=1
mij = 1 (j = 1, . . . , n).
However, some of the ”probabilities” mij might be negative.
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REMARK. In the case of a hidden Markov chain (Xt) (see, e.g., Elliot et al.[4]) we have
fixed transition probabilities mij on the set Ω of hidden states, where
mij ≥ 0 with
nX
i=1
mij = 1 (j = 1, . . . , n),
and we start with a non-negative pi0 ≥ 0. Sa is the matrix with row i equal to row i of the Markov
transition matrix µ = [mij ] ifX(i) = a and zero otherwise. Hence we arrive at the non-negative
transition matrix
M =
X
a∈Σ
Sa = µ .
Theorem 4. A linear random source (Xt) with n hidden states has finite evolution
dimension e dim(Xt) ≤ n and hence is asymptotically mean stationary.
Proof. Let P = [p(v|w)] be the prediction matrix and Π ′ = [pi′w ] the state vector matrix of
(Xt). With the notation 1T = [1, 1, . . .], we have for any v ∈ Σ∗,
p(v|w) = p(v|w)1Tpi′wv = 1TSvpi′w for all w ∈ Σ∗,
i.e., the v-row of P is a linear combination of the rows of Π ′. So the linear dimension of the row
space of P is bounded by the rank rk Π ′ ≤ n. Consequently, also the linear dimension of the
column space V is bounded by n and we have
e dim(Xt) ≤ dimV ≤ n .
⋄
REMARK. Our model of linear random sources with a finite number of hidden states
is equivalent to the model of finitary linearly dependent processes (LDPs) (see Gilbert [6],
Heller [8],[9] or Ito et al. [10]) or the model of observable operator models (OOMs) (see
Jaeger [12]). It is not difficult to see that these are equivalent to the model of discrete random
sources with finite-dimensional prediction space.
Jaeger [12] gives the example of a (finite-dimensional) OOM that cannot be pre-
sented as a classical finite-state hidden Markov chain, which exhibits the HMMs to
form a proper subclass of the class of Markov sources described above. These in turn
form a proper subclass of the processes with finite evolution dimension, as follows from
our next result (and the example given in its proof).
Lemma 4. There exists a stationary binary random source with infinite dimensional
prediction space.
Proof. Assume Σ = {a, b} and let ‖v‖ denote the Hamming norm on {a, b}∗, i.e., the
numbers of letters a occurring in the word v ∈ {a, b}∗. We now define a probability function
p : Σ∗ → R by letting
p(v) = (t+ 1)−1
 
t
‖v‖
!
−1
whenever v ∈ {a, b}t.
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So the probability p(v) of a word v ∈ {a, b}∗ depends only on its length t = |v| and the number
‖v‖ of a’s occurring in it (but not on the particular order of their occurrence). In particular, the
probability for a random word v of length |v| = t to contain exactly m letters a is
P{‖v‖ = m} = 1/(t+ 1) for m = 0, 1, . . . , t.
A straightforward computation shows
p(va) + p(vb) = p(av) + p(vb) = p(v) for all v ∈ {a, b}∗.
So p yields a stationary binary random source (Xt). To see that the associated prediction space
V is infinite-dimensional, consider the following (m×m)-matrices Am, where
Am =
2
6664
p() p(a) · · · p(am−1)
p(a) p(aa) · · · p(am)
. . . . . .
.
.
. . . .
p(am−1) p(am) · · · p(a2m−2))
3
7775 =
2
6664
1 1
2
· · · 1
m
1
2
1
3
· · · 1
m+1
. . . . . .
.
.
. . . .
1
m
1
m+1
· · · 1
2m−1
3
7775 .
Induction on m easily exhibits these matrices to be regular and hence of full rank rk Am = m.
It follows that the rank of the infinite subset {g ,ga,gaa, . . .} ⊆ V is not bounded, i.e., V is an
infinite-dimensional vector space.
⋄
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