Abstract-This paper presents a novel posture classification system that analyzes human movements directly from video sequences. In the system, each sequence of movements is converted into a posture sequence. To better characterize a posture in a sequence, we triangulate it into triangular meshes, from which we extract two features: the skeleton feature and the centroid context feature. The first feature is used as a coarse representation of the subject, while the second is used to derive a finer description. We adopt a depth-first search (dfs) scheme to extract the skeletal features of a posture from the triangulation result. The proposed skeleton feature extraction scheme is more robust and efficient than conventional silhouette-based approaches. The skeletal features extracted in the first stage are used to extract the centroid context feature, which is a finer representation that can characterize the shape of a whole body or body parts. The two descriptors working together make human movement analysis a very efficient and accurate process because they generate a set of key postures from a movement sequence. The ordered key posture sequence is represented by a symbol string. Matching two arbitrary action sequences then becomes a symbol string matching problem. Our experiment results demonstrate that the proposed method is a robust, accurate, and powerful tool for human movement analysis.
I. INTRODUCTION
T HE analysis of human body movements can be applied in a variety of application domains, such as video surveillance, video retrieval, human-computer interaction systems, and medical diagnoses. In some cases, the results of such analysis can be used to identify people acting suspiciously and other unusual events directly from videos. Many approaches have been proposed for video-based human movement analysis [1] - [6] , [9] , [10] . For example, Oliver et al.. [9] developed a visual surveillance system that models and recognizes human behavior using hidden Markov models (HMMs) and a trajectory feature. Rosales and Sclaroff [10] proposed a trajectory-based recognition system to detect pedestrians in outdoor environments and recognize their activities from multiple views based on a mixture of Gaussian classifiers. Other approaches extract human postures or body parts (such as the head, hands, torso, or feet) to analyze human behavior [5] , [6] . Mikic et al.. [5] used complex 3-D models and multiple video cameras to extract 3-D information for 3-D posture analysis, while Werghi [6] . proposed a probabilistic posture classification scheme to identify several types of movement, such as walking, running, squatting, or sitting. Ivanov and Bobick [11] presented a 2-D posture classification system that uses HMMs to recognize human gestures and behaviors. In [13] , Wren et al. proposed a Pfinder system for tracking and recognizing human behavior based on a 2-D blob model. The drawback of this approach is that incorporating 2-D posture models into the analysis of human behavior raises the possibility of ambiguity between the adopted models and real human behavior due to the mutual occlusions between body parts and loose clothes. In [17] and [18] , Guo et al. . used a stick model to represent the parts of a human body as sticks and link the sticks with joints for human motion tracking. Then, in [19] , Ben-Arie et al. used a voting technique to recover the parameters of stick model from video sequences for action analysis. In addition to the stick model, the cardboard model [20] is widely recognized to be good for modeling articulated human motions. However, the prerequisite that body parts must be well segmented makes this model inappropriate for real-time analysis of human behavior.
To solve the problem with the cardboard model, Park and Aggarwal [15] used a dynamic Bayesian network to segment a body into different parts [16] . This blob-based approach is very promising for analyzing human behavior at the semantic level, but it is very sensitive to changes in illumination. In addition to blobs, several researchers have proposed for classifying human postures based on silhouettes. Weik and Liedtke [12] traced the negative minimum curvatures along body contours to segment body parts and then identified body postures using a modified Iterative Closest Point (ICP) algorithm. Fujiyoshi et al. [8] presented a skeleton-based method to recognize postures by extracting skeletal features based on curvature changes along the human silhouette. In addition, Chang and Huang [7] used different morphological operations to extract skeletal features from postures and then identified movements using a HMM framework. Although the contour-based approach is simple and efficient for coarse classification of human postures, it is vulnerable to the effects of noise, imperfect contours, or occlusions. Another approach used to analyze human behavior is the Gaussian probabilistic model. In [2] , Cucchiara et al. used a probabilistic projection map to model postures and performed frame-by-frame posture classification to recognize human behavior. The method uses the concept of a state-transition graph to integrate temporal information about postures in order to deal with the occlusion problem. However, the projection histogram is not robust because it changes dramatically under different lighting conditions.
In this paper, we propose a novel triangulation-based system that analyzes human behavior directly from videos. The detailed components of the system are shown in Fig. 1 . First, we apply background subtraction to extract body postures from video sequences and then derive their boundaries by contour tracing. Next, a Delaunay triangulation technique [14] is used to divide a posture into different triangular meshes. From the triangulation result, two important features, the skeleton and the centroid context (CC), are extracted for posture recognition. The skeleton feature is used for a coarse search, while the centroid context, being a finer feature, is used to classify postures more accurately. To extract the skeleton feature, we propose a graph search method that builds a spanning tree from the triangulation result. The spanning tree corresponds to the skeletal structure of the analyzed body posture. The proposed skeleton extraction method is much simpler than silhouette-based techniques [8] - [13] . In addition to the skeletal structure, the tree provides important information for segmenting a posture into different body parts. Based on the result of body part segmentation, we construct a new posture descriptor, namely, the centroid context descriptor, for recognizing postures. This descriptor utilizes a polar labeling scheme to label every triangular mesh with a unique number. Then, for each body part, a feature vector, i.e., the centroid context, is constructed by recording all related features of the centroid of each triangular mesh according to this unique number. We can then compare different postures more accurately by measuring the distance between their centroid contexts. Each posture is assigned a semantic symbol so that each human movement can be converted and represented by a set of symbols. Based on this representation, we use a new string matching scheme to recognize different human movements directly from videos. The string-based method modifies the calculation of the edit distance by using different weights to measure the operations of insertion, deletion, and replacement. Because of this modification, even if two movements involve large-scale changes, their edit distance is still small. The slow increase in the edit distance substantially reduces the effect of the time warping problem. The experiment results demonstrate the feasibility and superiority of the proposed approach for analyzing human behavior.
The remainder of the paper is organized as follows. The Delaunay triangulation technique is introduced in Section II. In Section III, we describe the posture classification scheme, which is based on the skeletal feature. In Section IV, the centroid context for posture classification is discussed. The key posture selection and string matching techniques are detailed in Section V. The experiment results are given in Section VI. We then present our conclusions in Section VII.
II. DEFORMABLE TRIANGULATIONS
In this paper, it is assumed that all video sequences are captured by a stationary camera. When the camera is static, the background of the captured video sequence can be reconstructed using a mixture of Gaussian models [24] . This allows us to detect some samples and extract foreground objects by subtracting the background. We then apply some simple morphological operations to remove noise. After these pre-processing steps, we partition a foreground human posture into triangular meshes using the constrained Delaunay triangulation technique, and extract both the skeletal features and the centroid context directly from the triangulation result [25] .
Assume that is a posture extracted in binary form by image subtraction. To triangulate , a set of control points must be extracted along its contour in advance. Let be the set of boundary points along the contour of . We extract some high curvature points from as the set of control points. Let be the angle of a point in . As shown in Fig. 2(a) , the angle can be determined by two specified points, and , selected from both sides of along to satisfy (1) where and are two thresholds set to and , respectively.
is the total length of contour of . With and , the angle can be determined by (2) If is less than a threshold (here we set it at 150 ), is selected as a control point. In addition to (2) , it is required that two control points must be far apart. This enforces the constraint that the distance between any two control points must be larger than the threshold (defined in (1)). As shown in Fig. 2(b) , if two candidates, and , are close to each other, i.e., , the candidate with the smaller angle is chosen as a control point.
Assume is the set of control points extracted along the boundary of . Each point on is labeled anticlockwise and modulated by the size of . If any two adjacent points on are connected by an edge, is deemed to be a planar graph, i.e., a polygon. We adopt the constrained Delaunay triangulation technique proposed by Chew [26] to divide into triangular meshes.
As shown in Fig. 3 , is the set of interior points of in . For a triangulation , is said to be a constrained Delaunay triangulation of if a) each edge of is an edge of and b) for each remaining edge of , there exists a circle such that (1) the endpoints of are on the boundary of , and (2) if a vertex on is inside , then it cannot be seen from at least one of the endpoints of . More precisely, given three vertices , , and on , the triangle belongs to the constrained Delaunay triangulation if and only if (i) , where
, where is a circum-circle of , , and . That is, the interior of does not have a vertex . Based on the above definition, Chew [26] proposed a divideand-conquer algorithm to execute a constrained Delaunay triangulation of in time. The algorithm works recursively. When contains only three vertices, itself is the triangulation result. However, when contains more than three vertices, we choose an edge from and search for the corresponding third vertex that satisfies properties i) and ii). Then, we subdivide into two sub-polygons and . The same procedure is applied recursively to and until the processed polygon contains only one triangle. In summary, the four steps of the above algorithm are as follows:
1. Choose a starting edge .
Find the third vertex of that satisfies properties (i) and (ii).
3. Subdivide into two sub-polygons: and .
4. Repeat Steps 1-3 on and until the processed polygon consists of only one triangle.
Details of this algorithm can be found in Bern and Eppstein [23] . Fig. 4 shows an example of the triangulation result when the algorithm is applied to a human posture. 
III. SKELETON-BASED POSTURE RECOGNITION
In this work, we extract the skeleton and the centroid context as features from the triangulation result. Conventionally, the extracted skeleton is based on the contour of an object. For example, in [11] , Fujiyoshi et al. extract feature points with minimum curvatures from the silhouette of a human body to define the skeleton. However, as the method is vulnerable to noise, we use a graph search scheme to solve the problem.
A. Triangulation-Based Skeleton Extraction
In Section II, we presented a technique for triangulating a human body image into triangular meshes. By connecting all the centroids of any two connected meshes, a graph can be formed. In this section, we use a depth-first search technique to find the skeleton that will be used for posture recognition. Fig. 5 shows the block diagram of posture classification using skeletons. In what follows, details of each block will be described.
Assume that is a binary posture. Using the above technique, is decomposed into a set of triangular meshes , i.e.,
. Each triangular mesh in has a centroid , and two meshes, and , are connected if they share one common edge. Then, based on this connectivity, can be converted into an undirected graph , where all centroids in are nodes on ; and an edge exists between and if and are connected. The degree of a node on the graph is defined by the number of edges connected to it. Then, we perform a graph search on to extract the skeleton of .
To derive a skeleton based on a graph search, we seek a node whose degree is one and whose position is the highest among all the nodes on . is defined as the head of . Then, we perform a depth-first search [21] from to construct a spanning tree in which all leaf nodes correspond to different limbs of . The branch nodes (whose degree is three on ) are the key points used to decompose into different body parts, such as the hands, feet, or torso. Let be the centroid of , and let be the union of , , , and . The skeleton, , of can be extracted by directly linking any two nodes in if they are connected through other nodes (or a path existing between the two nodes [21] ). Next, we summarize the algorithm for skeleton extraction. The time complexity of this algorithm is , where is the number of triangle meshes. Triangulation-based Simple Skeleton Extraction Algorithm (TSSE):
Input: a set of triangular meshes extracted from a human posture .
Output: the skeleton of .
Step 1: Construct a graph from according to the connectivity of nodes in . In addition, get the centroid from .
Step 2: Find a node, , whose degree is one and whose position is the highest among all nodes on .
Step 3: Apply a depth first search to to find its spanning tree.
Step 4: Get all leaf nodes and branch nodes from the tree. Let be the union of , , , and .
Step 5: Extract the skeleton from by linking any two nodes in if they are connected through other nodes.
Note that, the spanning tree of obtained by the depth-first search is also a skeleton. As shown in Fig. 6, (a) is the original posture, and (b) is the calculated spanning tree. From (b), we can get the corresponding skeleton, shown in (c), using the TSSE algorithm. In fact, the linked interior of (b) is also a skeleton of (a), but it is not as straight as the skeleton in (c). In this paper, we call the skeleton shown in Fig. 5(b) a "complex skeleton," and the one shown in Fig. 5(c) a "simple skeleton." The simple skeleton is obtained just by connecting all the branch nodes of . We compare their performances in Section VI.
B. Posture Recognition Using a Skeleton
In the previous section, a triangulation-based method was proposed for extracting skeletal features from a body posture. Assume and are two skeletal images extracted from a posture and a posture , respectively. We use a distance transform to convert each skeleton into a gray level image. Then, based on the distance maps, we calculate the degree of similarity between and . Assume is the distance map of . Then, the value of a pixel in is the shortest distance between it and all foreground pixels in , i.e., where is the Euclidian distance between and . A more efficient way of computing a distance map, in terms of precision and cost effectiveness, can be found in Borgefors [22] . To enhance the effect of distance changes, (3) can be modified as follows: (4) where . The distance between the two distance maps of and can be defined as follows: (5) where represents the image size of . When calculating (5), and must be normalized to a unit size and their centers must be set to the origins of and , respectively. Fig. 7 shows the result of a distance transform of a posture after skeleton extraction. Fig. 7(a) shows the original posture, Fig. 7(b) is the result of skeleton extraction, and Fig. 7(c) shows the resultant distance map based on Fig. 7(b) .
IV. POSTURE RECOGNITION USING THE CENTROID CONTEXT
The skeleton-based method presented in the previous section provides a simple and efficient way to represent body postures. However, the skeleton is a coarse feature that can only be used in a coarse search process. To better characterize human postures and improve the accuracy of the recognition result, we use the centroid context.
A. Centroid Context-Based Description of Postures
In this section, we introduce a centroid context-based shape descriptor that can characterize the interior of a shape. In the literature, quite a number of global features [27] - [29] have been proposed for shape recognition. For example, the moment descriptor [29] has good invariance properties for trademark indexing but its calculation is very time-consuming. The Fourier descriptor [28] is simple but easily affected by noise. Shape context [24] is a good descriptor for shape recognition but it requires a set of dense feature correspondences. Therefore, we propose to use a new type of descriptor-"centroid context" to tackle the above problems. Basically, the descriptor can be used in the fine search process. Since the triangulation results of human postures vary, we calculate the distribution of every posture based on the relative positions of the meshs' centroids. A descriptor of this form guarantees robustness and compactness. Assume all postures are normalized to a unit size. Then, similar to the technique used in shape context [27] , we project a sample onto a polar coordinate and label each mesh. Fig. 8 shows a polar transform of a human posture. We use to represent the number of shells used to quantize the radial axis and to represent the number of sectors that we want to quantize in each shell. Therefore, the total number of bins used to construct the centroid context is . For the centroid of the triangular mesh of a posture, we construct a vector histogram , in which is the number of triangular mesh centroids in the th bin when is considered as the origin, i.e., (6) where is the th bin of the log-polar coordinate. Then, given two histograms, and , the distance between them can be measured by a normalized intersection [31] ( 7) where is the number of bins and denotes the number of meshes calculated from a posture. Using (6) and (7), we can define a centroid context to describe the characteristics of an arbitrary posture .
In the previous section, we presented a tree search algorithm that finds a spanning tree from a posture based on the triangulation result. As shown in Fig. 9, (b) is the spanning tree derived from (a). The tree captures the skeleton feature of . Here, we call a node a branch node if it has more than one child. By this definition, there are three branch nodes in Fig. 9(b) , i.e., , , and . If we remove all the branch nodes from , it will be decomposed into different branch paths . Then, by carefully collecting the set of triangular meshes along each path, we find that each path corresponds to one body component in . For example, in Fig. 9(b) , if we remove from , two branch paths will be formed, i.e., one from node to and one from to node . The first path corresponds to the head and neck of , and the second corresponds to the left hand of . In some cases, the path may not correspond to a high-level semantic body component exactly, as shown by the path from to . However, if the length of a path is further constrained, over-segmentation can be easily avoided. Since the segmentation of body parts is an ill-posed problem, we do not propose a complete system for segmenting a human posture into high-level semantic body parts. Instead, we use the current decomposition result to recognize postures up to the middle level (using components similar to the body parts, but not real ones).
Given a path , we collect a set of triangular meshes along it. Let be the centroid of the triangular mesh closest to the center of the set of meshes. As shown in Fig. 9(c) , is the centroid extracted from the path that begins at and ends at . Given a centroid , we can obtain its corresponding histogram using (6) . Assume that the set of these path centroids is . Then, based on , the centroid context of is defined as follows: (8) where is the number of elements in . Fig. 10 shows two cases of multiple centroid contexts when the number of shells and sectors is set to (4, 15) and (8, 30) , respectively. The centroid contexts are extracted from the head and the center of the posture, respectively. (c) is the centroid histogram of the gravity center of the posture. Given two postures, and , the distance between their centroid contexts is measured by (9) where and are the area ratios of the th and th body parts residing in and , respectively. Based on (9), an arbitrary pair of postures can be compared. We now summarize, the algorithm for finding the centroid context of a posture .
Algorithm for Centroid Context Extraction:
Input: the spanning tree of a posture .
Output: the centroid context of .
Step 1: Recursively trace using a depth first search until the tree is empty. If a branch node (a node with two children) is found, collect all the visited nodes to a new path and remove these nodes from .
Step 2: If a new path only contains two nodes, eliminate it; otherwise, find its path centroid .
Step 3: Using (6) to find the centroid histogram of each path centroid .
Step 4: Collect all the histograms as the centroid context of .
The time complexity of centroid context extraction is
, where is the number of triangle meshes in and .
B. Posture Recognition Using the Skeleton and the Centroid Context
Given a posture, we can extract its skeleton feature and centroid context using the techniques described in Sections III-A and IV-A, respectively. Then, the distance between any two postures can be measured using (5) (for the skeleton) or (9) (for the centroid context). As noted previously, the skeleton feature is used for a coarse search and the centroid context feature is used for a fine search. To obtain better recognition results, the two distance measures should be integrated. We use the following weighted sum to represent the total distance: (10) where is the total distance between two postures and and is a weight used to balance and .
V. BEHAVIOR ANALYSIS USING STRING MATCHING
We represent each movement sequence of a human subject by a continuous sequence of postures that changes over time. To simplify the analysis, we convert a movement sequence into a set of posture symbols. Then, different movement sequences of a human subject can be recognized and analyzed using a string matching process that selects key postures as its basis. In the following, we describe a method that automatically selects a set of key postures from video sequences, and then present our string matching scheme for behavior recognition.
A. Key Posture Selection
The movement sequences of a human subject are analyzed directly from videos. Some postures in a sequence may be redundant, so they should be removed from the modeling process.
To do this, we use a clustering technique to select a set of key postures from a collection of surveillance video clips.
Assume that all the postures have been extracted from a video clip and each frame has only one posture. In addition, assume is the posture extracted from the th frame. Given two adjacent postures, and , the distance between them, , is calculated using (10) , where is set at 0.5. Assume is the average value of for all pairs of adjacent postures. For a posture , if is greater than , we define it as posture-change instance. By collecting all postures that correspond to posture-change instances, we derive a set of key posture candidates . However, may still contain many redundant postures, which would degrade the accuracy of the sequence modeling. To address this problem, we use a clustering technique to find a better set of key postures.
Initially, we assume each element in individually forms a cluster . Then, given two cluster elements, and , in , the distance between them is defined by (11) where is defined in (10) and represents the number of elements in . According to (11), we can execute an iterative merging scheme to find a compact set of key postures from . Let and be the th cluster and the collection of all clusters , respectively, at the th iteration. At each iteration, we choose a pair of clusters, and , whose distance is the minimum among all pairs in , i.e.,
If
is less than , then and are merged to form a new cluster and construct a new collection of clusters . The merging process is executed iteratively until no further merging is possible. Assume is the final set of clusters. Then, from the th cluster in , we can extract a key posture that satisfies the following equation:
Based on (12) and checking all clusters in , the set of key postsures , i.e., , can be constructed for analyzing human movement sequences.
B. Human Movement Sequence Recognition Using String Matching
Based on the results of key posture selection and posture classification, we can model different human movement sequences with strings. For example, in Fig. 11 , there are three kinds of movement sequence: walking, picking up, and falling. Let the symbols " " and " " denote the start and end points of a sequence. Then, the sequence shown in Fig. 11 can represented by: (a) "swwwe," (b) "swwppwwe," and (c) "swwwwffe," where " " denotes walking, " " denotes picking-up, and " " denotes falling. Based on this behavior parsing, different movement sequences can be compared using a string matching scheme.
Assume and are two movement sequences whose string representations are and , respectively. We use the edit distance [30] between and to measure the dissimilarity between and . The edit distance between and , is defined as the minimum number of edit operations required to change into . The operations include replacements, insertions, and deletions. For any two strings, and , we define as the edit distance between and . That is, is the minimum number of edit operations needed to transform the first characters of into the first characters of . In addition, let be a function whose value is 0 if and 1 if
. Then, we get , , and . is calculated by the following recursive equation: (13) where the "insertion," "deletion," and "replacement" operations correspond, respectively, to the transitions from cell to cell
, from cell to cell , and from cell to cell , respectively. Assume that is a "walking" video clip whose string representation is "swwwwwwe." is different from that in Fig. 11(a) due to the scaling problem along the time axis. According to (13) , the edit distance between and the sequence in Fig. 11(a) is 3, while the edit distance between and the sequences shown in Fig. 11(b) and (c) is 2. However, is more similar to Fig. 11(a) than to Fig. 11(b) and (c). Clearly, (13) cannot be directly applied to human movement sequence analysis and must be modified. Thus, we define a new edit distance to address this problem. Let , , and be the respective costs of the "insertion," "replacement," and "deletion" operations performed at the th and th characters of and , respectively. Then, (13) can be rewritten as (14) Here, the "replacement" operation is considered more important than "insertion" and "deletion", since it means a change of posture type. Thus, the weight of "insertion" and "deletion" should be scaled down to , where . Following this rule, if an "insertion" is found when calculating , its weight will be if ; otherwise, its weight will be 1. This implies that . Similarly, for the "deletion" operation, we obtain . If , the weights of the "insertion" and "deletion" operations would be smaller than the weight of the "replacement" operations; therefore, it would be impossible to choose "replacement" as the next operation. This problem can be easily solved by setting the weight to so that and will not be compared when calculating . However, they will be compared when calculating . Since the same end symbol "e" appears in and , the final distance will be equal to . Thus, the delay in comparison will not cause an error; however, the cost of "insertion" and "deletion" will increase if any incorrect editing operations are chosen. Therefore, (14) should be modified as follows: (15) where and . In this work, is consistently set to 0.1 because we consider the influence of replacement to be more significant than that of insertion and deletion. In the experiments, we obtained satisfactory results by using the above setting. The algorithm of string matching to calculate the edit distance between and is summarized as follows.
Algorithm for String Matching:
Input: two strings and .
Output: the edit distance between and .
Step 1: and .
Step 2: and for all and
Step 3: For all and do
Step 4: Return .
VI. EXPERIMENTAL RESULTS
To test the efficiency and effectiveness of the proposed approach, we constructed a large database of more than thirty thousand postures, from which we obtained over three hundred human movement sequences. The ratio of female type in this database is 20%. In each sequence, we recorded a specific type of human behavior: walking, sitting, lying, squatting, falling, picking up, jumping, climbing, stooping, or gymnastics. Fig. 12 illustrates the skeleton-based posture recognition system. The left-hand side of the figure shows a person walking, while the right-hand side shows twelve pre-determined key postures for matching. Among the twelve key postures, which were determined by a clustering algorithm, the one surrounded by a bold frame matches the current posture of the query action In the first set of experiments, the performance of key posture selection was examined. Since there is no benchmark behavior database in the literature, twenty movement sequences (two sequences per type) were chosen to evaluate the accuracy of our proposed key posture selection algorithm. For each sequence, a set of key postures was manually selected to serve as the ground truth. Two postures were considered "correctly matched" if their distance was smaller than 0.1 [see (10) ]. Let and be the numbers of key frames selected by a manual method and our approach, respectively. We can then define the accuracy of key posture selection as follows:
where is the number of key postures selected by our method, each of which matches one of the manually selected key postures.
is the number of manually selected key postures, each of which correctly matches one of the automatically selected key postures. Fig. 14 shows the results of key posture selection from sequences of walking, squatting, and gymnastics. Due to space limitations, only 36 key postures are shown in Fig. 14 . With this set of key postures, different movement sequences can be converted into a set of symbols and then recognized through a string matching method. In the experiments, the average accuracy of key posture selection was 91.9%.
In the second set of experiments, we evaluated the performance of skeleton extraction using triangulation. Fig. 15 shows the results of skeleton extraction using different sampling rates. The top row illustrates the skeletons extracted by connecting all the triangle centroids, while the bottom row shows the skeletons extracted by connecting all the branch nodes. It is obvious that no matter which sampling rate was used, the skeletons were always extracted; however, a higher sampling rate achieved a better approximation result. Fig. 16 shows another example of extracting a simple skeleton and a complex skeleton directly from a profile posture. In this paper, a simple skeleton means a skeleton derived by connecting all the branch nodes, and a complex skeleton is a skeleton derived by connecting all the centroids of all the triangles. To classify a posture, we have to convert a skeleton into its corresponding distance map. Fig. 17(a) and (b) show the results of applying the distance transform to the skeletons shown in Fig. 16(a) and (b) , respectively. Table I details the success rates of posture recognition when different numbers of meshes (resolutions) were used to extract both simple and complex skeletons. From the table, we observe that 1) the performance obtained using complex skeleton representation was better than that derived using the simple skeleton and 2) the more meshes used for representation, the better the performance of posture recognition. We explain how the posture recognition process works by the following example. The top row of Fig. 18 shows a number of input postures represented by simple skeletons. Their corresponding binary maps are shown in the bottom row of the figure using dark shading. The associated silhouettes, shown in the second row, represent the corresponding posture types retrieved from the posture database. Fig. 19 compares the performance of the simple and complex skeletons in recognizing postures from different types of action (movement) types. From Fig. 19 , it is obvious that the complex skeleton consistently outperforms the simple skeleton. The reason why the above results were obtained was due to the fact that the simple skeleton loses more information than the complex skeleton. Therefore, the complex one performs better than the simple one in terms of accuracy.
The next set of experiments was conducted to evaluate the performance of the centroid context feature. Since the results of this experiment were influenced by the number of predefined sectors and shells, we conducted six sets of experiments. They were (4, 15) , (4, 20) , (4, 30) , (8, 15) , (8, 20) , and (8, 30) , in which the first argument represents the number of shells and the second represents the number of sectors. Fig. 20 shows two types of polar partition. Table II lists the recognition rates when different (shell, sector) parameter sets were predefined and applied to the single centroid context and the multiple centroid context cases. In the former case, the center was set at the gravity center of a posture, but in the latter case, the center of each component was taken as the gravity center of every partitioned component. From the recognition rates reported in Table II , it is obvious that using a multiple centroid context is definitely better than using a single centroid context. Thereby, in our behavior analysis system, the multiple centroid context is implemented and adopted for posture classification. In different parameter sets, we found that the best setting for the (shell, sector) pair was (4, 30) . Therefore, we used this setting in all the experiments. Fig. 21 shows the results when multiple centroid contexts were adopted. The images in the top row show how multiple centroid contexts cover four different postures. In these experiments, we only used two centroid contexts to represent each posture. In the bottom row, we retrieved database postures (in silhouette form) and then superimposed their corresponding query postures (in shaded form). All the retrieved postures were actually very close to the query postures. Fig. 22 lists the recognition rates for different types of behavior when the multiple centroid context approach was adopted. For all movement types, the average retrieval accuracy rate was 88.9%. In another set of experiments, we compared our multiple centroid context approach with three other approaches namely: the shape contextbased approach [27] , the Zernike moment-based approach [29] , and the probabilistic projection map-based (PPM) approach [2] . Fig. 23 illustrates the recognition results for a walking posture (the shaded region). The silhouettes in the figure, from left to right, represent the database postures retrieved by using the multiple centroid context approach [see (10) ], the shape context approach, the PPM approach, and the Zernike approach, respectively. The shape context approach and the PPM approach misclassified the posture type as "running." The Zernike approach correctly recognized the posture type as the walking mode. However, the recognized posture belonged to the next key posture of the same movement sequence. Table III lists the functional comparisons among these methods. The Zernike approach has several invariance properties including rotation, translation, and scaling. However, the calculation of moments at different orders is very time consuming. The PPM approach is simple and efficient but not robust to noise. The shape context is robust to noise but with a higher time complexity. Our centroid context is robust to noise and can represent a posture up to a syntactic level. Due to its region-based nature, it can work very efficiently to classify postures. Fig. 24 compares the performance of the four approaches for ten behavior types. In terms of accuracy, our approach's performance was similar to that of the shape context approach. However, our approach is better at dealing with sequences that involve significant movements, such as climbing and walking. Most importantly, our method has a lower time complexity than the shape context method because it is a region-based descriptor, whereas the shape-context approach is pixel-based.
Next, we conducted a series of experiments to evaluate movement sequence recognition using the proposed string Table IV , show that most of the test sequences were correctly identified and classified into the appropriate categories. However, some of the "squat" sequences tended to be misclassified as "picking up" behavior due to their high degree of similarity to squatting. In this set of experiments, the average accuracy of behavior analysis was 94.5%. To test the proposed approach on real-world applications, we analyzed irregular (or suspicious) human movements captured by a surveillance camera. First, we extracted a set of "normal" key postures from video sequences to learn "regular" human movements like walking or running. After a training process, we took unknown surveillance sequences and determined whether the postures in them were regular or not. If some irregular postures appear continuously, an alarm message triggers a security warning. For example, in Fig. 25(a) , a set of normal key postures was extracted from a walking sequence. From these postures, we can tell that the posture in (b) is a "normal" posture. However, the posture in (c) could be classified as "abnormal," since the person adopted a bending-down posture. We used a marker to label these abnormal posture sequences until they returned to normal. Fig. 26 shows another two cases of abnormal posture detection. The postures in Fig. 26(a) and (c) were recognized as normal, since they were similar to the postures in Fig. 25(a) . However, the postures in Fig. 26(b) and (d) were classified as abnormal, since the subjects adopted "shooting" and "climbing wall" postures. The abnormal posture detection function improves a video surveillance system in two ways. First, it saves a great deal of storage space because it is only necessary to store abnormal postures. Second, it responds immediately when an abnormal posture is identified.
VII. CONCLUSION
We have proposed a method for analyzing human movements directly from videos. Specifically, the method comprises the following.
1) A triangulation-based technique that extracts two important features, the skeleton feature and the centroid context feature, from a posture to derive more semantic meaning. The features form a finer descriptor that can describe a posture from the shape of the whole body or from body parts. Since the features complement each other, all human postures can be compared and classified very accurately. 2) A clustering scheme for key posture selection, which recognizes and codes human movements using a set of symbols.
3) A novel string-based technique for recognizing human movements. Even though events may have different scaling changes, they can still be recognized. The average accuracies of posture classification and behavior analysis were 95.16% and 94.5%, respectively. The experiment results show that the proposed method is superior to other approaches for analyzing human movements in terms of accuracy, robustness, and stability.
