Abstract Research on content-based image retrieval (CBIR) has been under development for decades, and numerous methods have been competing to extract the most discriminative features for improved representation of the image content. Recently, deep learning methods have gained attention in computer vision, including CBIR. In this paper, we present a comparative investigation of different features, including low-level and high-level features, for CBIR. We compare the performance of CBIR systems using different deep features with state-of-the-art low-level features such as SIFT, SURF, HOG, LBP, and LTP, using different dictionaries and coefficient learning techniques. Furthermore, we conduct comparisons with a set of primitive and popular features that have been used in this field, including colour histograms and Gabor features. We also investigate the discriminative power of deep features using certain similarity measures under different validation approaches. Furthermore, we investigate the effects of the dimensionality reduction of deep features on the performance of CBIR systems using principal component analysis, discrete wavelet transform, and discrete cosine transform. Unprecedentedly, the experimental results demonstrate high (95% and 93%) mean average precisions when using the VGG-16 FC7 deep features of Corel-1000 and Coil-20 datasets
by extracting the main shapes of objects found in the image, and describing them with different shape descriptors, such as Fourier and invariant moments [23] [24] .
Local feature descriptors (LFDs) or feature points have also been used for CBIR. SIFT [25] and SURF [26] are popular methods for extracting feature points to be used in the matching process. The recent and inspiring study [27] presented a comparison between SIFT and SURF points and investigated the efficiency of these methods compared to a set of other methods, such as the histogram of oriented gradient (HOG), local binary patterns (LBP) and local ternary patterns (LTP). The study proposed a CBIR framework with sparse representation (SR) and covered the performance of these methods using dictionary and coefficient learning, which are the main steps of SR. Three types of dictionary learning methods were used, namely random features, K-means and K-SVD, while the homotopy, lasso, elastic net and iterative shrinkage methods, among others, were used as coefficient learning techniques. The study reported 89% and 58% mean average precision (MAP) values for the Coil-20 and Corel-1000 datasets, respectively.
Recently, efforts have been made to use deep learning (DL) to solve computer vision tasks such as recognition, authentication, segmentation and CBIR [28] [29] [30] [31] [32] . In general, there are three different means of using deep learning. Firstly, a convolutional neural network (CNN) is trained on a largescale dataset to use it for classification. Secondly, it is used as transfer learning, where specific layers are weighted from a pre-trained CNN, which is a CNN trained on a large-scale dataset such as ImageNet. Thirdly, the pre-trained CNN is used as a feature extractor, in which case the images will be used as input and the feed-forward will be calculated to extract the features (deep features) from different layers of the CNN models. For CBIR, the CNN can be used as a feature extractor, and the resultant features applied to present the image contents. Although Deep learning is preferred over SR to improve retrieval accuracy in CBIR problems [33] [34] [35] [36] , these algorithms have also been employed together with the same aim [37] [38] [39] [40] . Therefore, this study presents an extensive number of experiments to figure out the best combination between these two leading approaches to miximise the performance of CBIR systems.
Basically, distance metrics and similarity measures play an important role in ensuring the effectiveness of CBIR systems. The significance of this role is evident following extraction of the features from the images, as it is used for finding images whose contents are closer to a query image. In fact, numerous distance metrics have been developed and used for the matching process between a query image and reference images, the most common of which are Euclidian and Manhattan distances, which have been used in various studies [41] . However, in recent years, other measures have been developed mainly to enhance the matching process. For example, a new matching technique to determine the minimum triangular area between a query vector and its relevant images was proposed by [18] , and the reported results demonstrated that effective performance can be achieved using this technique. Another dimensionality invariant distance metric known as the Hassanat distance [42] was proposed to deal with high-dimensional feature vectors, without the need to normalise the data. Practically, many distance metrics are available, which vary in their performance and can be used successfully for different matching tasks, including CBIR [43] .
The goal of this study is to compare the performance of the CBIR system using different features, namely deep features, LFDs and low level features (LLFs). Moreover, we use a SR framework with different dictionaries and coefficient learning methods to investigate the effects of deep features compared to state-of-the-art studies. We also study the enhancement of deep features using discrete cosine transform (DCT)-based coefficients. Finally, we study the effect of dimensionality reduction on the CBIR system performance, using principal component analysis (PCA), discrete wavelet transform (DWT) and DCT with different similarity measures under various validation approaches. [46] . In this paper, we compare low-level and high-level features, in addition to comparing the high deep features with one another and investigating the CBIR performance following data pre-processing and dimensionality reduction, as demonstrated in the next sections.
Low-level features

Gabor features
Gabor features are frequently used for different computer vision tasks, including CBIR. In this study, Gabor features are used as in [44] , with different scales and orientations. The 2D Gabor filters in the spatial domain can be defined by
where m and n are the scale and orientation of the filters, respectively. The quantity u 0m specifies the centre frequency of the filters. The features are extracted by calculating the mean and standard deviation of the images following filtering at five different scales and orientations [47, 48, 49] .
HOG features
HOG features can be used efficiently for object detection [50, 51] and recognition [52] , in addition to CBIR [53] . Typically, the calculation and extraction of these features are carried out as follows. The colour and gamma values are normalised as a pre-processing step. Thereafter, the gradient is calculated; generally using horizontal and vertical operators such as [−1, 0, 1] and [−1, 0, 1]
T . Then, the direction values for each block are calculated and binned in order to eventually extract the HOG features.
SIFT and SURF
Both SIFT and SURF are reasonably robust LFDs. In SIFT, the features are localised by filtering the image using difference of Gaussians at different scales, following which the local maxima and minima are considered as feature points [25] . Speed is a major problem in SIFT; hence, the SURF method was proposed to improve the SIFT method speed by approximating the Laplacian of Gaussian using box filters, which makes the convolution process easily conducted for different scales simultaneously [26] . In this paper, HOG, SIFT, SURF, LBP and LTP, among other features, are used for comparison with deep features.
High-level features
Deep features are those extracted from a specific layer or layers of a pretrained deep CNN, such as AlexNet. In this work, we extract these features from various layers of different models, namely AlexNet, VGG-16 and VGG-19. Each of these deep models outputs a 4096-dimensional feature vector for each image, which is very high dimensionality, and negatively affects the speed in the matching process.
Dimensionality reduction
In order to alleviate the problem of dimensionality in the deep features, we compare four popular methods that are normally used to reduce the feature space dimensions, namely DCT, PCA, DWT and probability density functions (PDFs).
DCT
DCT is an invertible linear transform that is widely used in numerous applications and extensively applied to image and audio compression, owing to its ability to extract useful information and exclude redundant data [54] . A 1D DCT can be defined by
where x is the input signal, δ is the Kronecker delta and N is the input signal length. In this work, we reduce the dimensionality of the 1D feature vector extracted from each image by calculating the DCT, and considering the DC coefficient and first N AC coefficients.
PCA
PCA is a statistical method that makes use of orthogonal transformation to convert a group of variables (in this case, the resultant feature vector) into a group of values known as principal components. Typically, the largest possible data variance is preserved by the first principal component, while the other principal components have different, lower variances. Dimensionality reduction is achieved by maintaining those components with the highest variances, which may explain the main data patterns, and removing those with the lowest variances, which can be considered as redundant data [55] .
DWT
DWT has been used extensively in a variety of applications, including dimensionality reduction of the feature vectors of CBIR systems, without a major impact on system performance [56] . Basically, DWT calculates the approximate coefficients that almost represent the same signal (feature vector) shape. Figure 1 illustrates a hypothetical signal, in addition to its first and second wavelet decomposition levels. As can be observed from Figure 1 , we can approximate the signal using 315 or 158 values after the first or second decomposition levels, without excessive loss of its shape and patterns. We use the Haar DWT to calculate the approximate coefficients, owing to its simplicity and computational efficiency. Algorithm 1 defines the steps for calculating the DWT for the dimensionality reduction of our feature vector. 
Algorithm 1 Steps of proposed method for dimensionality reduction
length(X) 2 )← 2 1 X length(X) √ 2
7: end if
As indicated by the algorithm, each decomposition level reduces the dimensionality of the input feature vector by half.
Probability density functions
PDF is another technique that can be used to reduce the dimensionality of the feature space [57] . Basically, it depends on calculating the histogram of a group of values within a specific range. The histogram can be converted into a probability density function by
where
Here, F i is the frequency of bin i, and N is the number of bins used to build the histogram. It is important to note that the sum of all values of a PDF vector is equal to 1, regardless of the number of bins used.
Similarity measures
As previously mentioned, the similarity measures play a major role in the effectiveness of a CBIR system [13] . In this work, we compare the effects of using different similarity measures in CBIR using deep features.
Euclidian distance
Euclidian distance (ED) is dominant in this field, owing to its simplicity and common use; however, other metrics tend to perform better, as we will discuss in the experimental section. The ED can be defined by
where V 1 and V 2 are the vectors to be compared and N is the length of each.
Manhattan distance
The Manhattan distance (MD) or city block distance has also been used to compare the feature vectors in CBIR systems. The MD between two vectors is defined by
Hassanat distance
The Hassanat distance (HD) is a scale and noise invariant distance metric, where the distance (D) between two points can be defined by
and for the total distance along two vectors
The advantage of HD is that it is not significantly affected by different data scales, noises and outliers. A careful look at Equation 7 reveals that applying this distance to each attribute (dimension) outputs a value within the range of [0, 1], where 0 is similar 1 is dissimilar, and in between the similarity is well defined. The value of the distance for each attribute increases logarithmically to reach 1 if the difference reaches infinity. Therefore, if there is an outlier value from noise or a large value from a different scale, regardless of the difference, the maximum addition to the overall distance is 1. In the case of other distances such as MD, if the difference is 100, this number will be added to the overall distance, which allows one feature to dominate the distance. If this is a noise or unscaled datum, we obtain unpredicted results, as the distance becomes biased by large values.
Canberra distance
Similar to HD, the Canberra distance (CD) does not output more than 1 for each dimension, regardless of the compared values, making it robust to noise and outliers. The CD between two equal-length vectors is defined by
However, the CD is not defined when 0 is compared to 0. As the distance between identical values in this metric is 0, we define CD(0, 0) = 0.
Sparse representation
Representing signals by means of a simple combination of non-zero elements according to a base is an ancient concept known as the principle of sparsity. SR is based on such a principle, and has been used to solve computer vision problems for the past two decades [58] . The SR is obtained by solving the following problem
where x is the signal, D is the dictionary, α is the sparse coefficient of signal x and p may be of any value [0, ∞]. Dictionary learning and coefficient learning (CL) are the two important steps in SR. While the base vectors are built with the Dictionary learning algorithm, the sparse vector on this base for a given signal is obtained using CL algorithms. K-means and K-singular value decomposition (K-SVD) algorithms are the most widely used Dictionary learning algorithms [59] . These algorithms are also known as offline and online techniques, which means that the dictionary is built without sparse coefficients for the former, and the dictionary and coefficients are learned for the latter. As the sparsity term takes numerous parameters, various algorithms have been proposed in the CL step [27] . However, greedy approaches do not scale effectively for high-dimensional problems, and the results have indicated that iterative-shrinkage algorithms can overcome this problem [60] . The separable surrogate function (SSF) and parallel coordinate descent (PCD) are commonly used algorithms in this class. Furthermore, sequential subspace optimisation (SESOP) speeds up these algorithms, as the process requires a lengthy time in the case of high-dimensional problems [60] . In this study, the K-means and K-SVD algorithms are used to build the dictionary, while the homotopy, lasso, elastic net and SSF are used for the CL step [27] . For experimental purposes, we divide the Corel-1000 into 100 and 900 images for testing and training, respectively and the Coil-20 into 120 and 1320 images for testing and training, respectively. The ED is used to compare the resultant vectors.
Experimental results and comparisons
We divide our experiments into two parts. The first part is an investigation into deep features and their performance using different dictionary types of varying sizes, also using CL methods. Moreover, we compare the well-known deep features with state-of-the-art work that has been conducted as a comparative study among SIFT, SURF, HOG, LBP and LTP [27] . In the second part, we compare different types of deep features obtained from various models to determine how their performance varies with/without pre-processing and dimensionality reduction. Moreover, we compare these deep features with another set of features, including Gabor features, colour histograms, invariant histograms and other techniques, using certain similarity measures with the aforementioned dimensionality reduction methods.
Similar to the compared studies, we used the Corel-1000 and Coil-20 datasets. Despite the Corel-1000 dataset being relatively old, it is still used in current research because CBIR on this dataset has not yet been perfected. Figure 2 illustrates samples from both datasets.
We used precision-recall curves and MAP for evaluation of the CBIR system. Precision-recall curve is a commonly used curve to evaluate the data retrieval algorithms. Similarly, the MAP is a single number represents the mean of the precision among a number of query examples and it approximately equals to the area under the precision-recall curve. Tables 1 and 2 display the direct comparison with [27] when applying the same Dictionary learning and CL methods on the deep features. It can obviously be seen from these tables the results are not satisfying for deep features. HOG and LBP achieved superior results on the Corel-1000 dataset, while LTP recorded the highest MAP rates using all CL methods, except SSF, for both dictionaries on Coil-20. The reason for these results is that, unlike the LFDs, deep features represent an image with one vector, for example. By using a smaller dictionary size, the MAP increased dramatically, as we recorded a 95% MAP on the Corel-1000 dataset using Homotopy, 10-D K-SVD and VGG-16 FC7 features. Tables 3,4 and 5 display the MAP values of deep features using different dictionary sizes and CL methods on both datasets. A dictionary of size 10 could not be built on the Coil-20 dataset because the number of classes was 20. The superior results achieved on the Coil-20 dataset reached 93% and were achieved by VGG-19 FC7 and SSF using both dictionaries. In general, the features extracted using the VGG-16 model appear to have achieved superior performance. The use of elastic net and SSF achieved the best MAP, using both dictionaries with different sizes. Tables 6 and 7 display the MAP averages for all CL and features used, on both datasets and for all dictionary sizes. This aids in determining which features provide superior performance, and which is the most suitable CL method. As both tables indicate, on average, the features extracted from VGG-16 achieved superior performance, while using SSF as the CL provided the highest MAP rate.
Part 2: Similarity measures
In this part, we used the Corel-1000 and Coil-20 datasets with leave-one-out cross-validation to obtain valid comparisons. Leave-one-out cross-validation is an effective means of determining the CBIR system performance, as it uses all images in the dataset as query images, which mimics a real-world application. However, this approach is not used on large datasets, because it requires a very long time, particularly for a large number of features. Table 8 (a) displays the MAP values of all deep features using the aforementioned distance metrics without performing DTC pre-processing or dimensionality reduction. As can be observed from these results, the CD achieved superior performance, followed by HD; this is because neither metrics were affected by noise and outliers, as explained previously. The best MAP reached 84.2%, recorded by using features extracted from VGG-16 FC6 on the Corel dataset and 90.1% using VGG-19 FC6 and CD. The MD and ED exhibited almost the same performance for all features, while HD was slightly superior to both. DCT is normally used for dimensionality reduction, on either one or two dimensions. It has recently been revealed that deep features provide better results after its representation in DCT domain [61] . In this study, the MAP of the CBIR using different similarity measures was significantly enhanced after applying 1D DCT, owing to the strong energy-compaction characteristic of the DCT. However, we used DCT without removing any coefficients, simply for processing the signal in a manner that enhances the features for improved recognition. Unexpectedly, this is proven to be suitable, perhaps owing to the cosine function used in DCT, as it scales or transforms the data so as to enhance matching. Table 8 (b) reveals that the potential exists for deep features to be enhanced by pre-processing techniques such as the DCT for improved retrieval MAP. Such an enhancement was significant when using HD and CD compared to the original deep features, which were extracted directly from the deep models (CNNs). The best MAP values following DCT processing reached 86.3% and 90.6% on the Corel-1000 and Coil-20 datasets, respectively, using the CD and VGG-19 FC7 features. However, In the case of MD, there was no significant improvement, while the MAP remained the same when using ED following pre-processing. It is also interesting to note that HD benefited from the DCT more than CD did, owing to the nature of CD, as most of the distances between different values were equal to 1, while this was not the case in HD.
The signal following DCT pre-processing contains different scaled features, and as we conducted similarity matching based on distance metrics, there might be a risk of false decisions by allowing large-scale features to dominate the final distance. Therefore, we opted for data normalisation. Table 8 (c) displays the MAP values following Z-score normalisation of the DCT coefficients.
As can be seen from Table 8 (c), the Z-score normalisation of the DCT coefficients enhanced certain results, as the best MAP increased to 87.3% and 90.9% on Corel-1000 and Coil-20, respectively. Figures 3 and 4 depict the precision-recall curves of different pre-processing and normalisation of the deep features using CD on both datasets. Normally, the number of deep features is relatively high, and when using similarity measures, the matching process becomes very slow; therefore, reducing the number of features will enhance the searching speed for query images. It is important in this case to reduce the number of features without affecting the CBIR system accuracy. Reduction techniques such as DCT, PCA or DWT significantly reduce the dimensionality of the feature vectors, while maintaining effective system performance.
Based on Table 8 (c), we selected the first N coefficients to approximate the original signal to a smaller number of coefficients. Figure 5 illustrates the effect of the number of DCT coefficients used on the CBIR system MAP.
Intuitively, using more DCT coefficients results in a higher MAP being obtained; however, a closer look at Figure 5 reveals that the MAP becomes extremely close to that of the original signal when using only 300 coefficients on both datasets, which allows for faster CBIR without affecting the retrieving results. PCA reduces the dimensionality more effectively than DCT, by obtaining almost the same results with a significantly lower number of features. For example, Table 8 (those with the highest data variance) with different distance metrics, while Table 8 (e) illustrates the CBIR MAP using the same number of components after normalising the data. As can be seen from Tables 8 (d) and 8 (e), the MAP is still high after transforming the features from 4096 to 10-dimensions. In this case, ED and MD perform better, owing to the small number of features, which reduces the probability of features that dominate the distance.
We opted to use the 10 components of PCA for the experiments displayed in Table 8 (e), because using these achieves the highest system MAP, as indicated in Figure 6 .
In order to investigate the effect of the dimensionality reduction of the deep features on the CBIR system MAP further, we used the DWT for dimensionality reduction, as in [62, 63] . We applied three decomposition levels, and at each DWT level, the number of features was reduced by half. Table 9 illustrates the system performance after three decomposition levels using the VGG-16 FC6 and VGG-19 FC6 with CD (with the best features and distance metric indicated in Table 8 (a)) on both datasets.
As can be observed from Table 9 , the signal or feature vector began to change as the number of levels used increased, as the MAP deceased by approximately 7% after each level on the Corel-1000 dataset, which is a significant system performance degradation. In the case of the Coil-20 dataset, the loss was not significant; however, the CBIR system performance with dimensionality reduction using DWT was not satisfactory if compared to DCT and PCA, in terms of the number of features and system MAP. Converting the features into PDF reduces the dimensionality by grouping the features in the same range in order to produce less length feature vectors [57] . Table 8 (f) presents the MAP of the 10 bins PDF using the studied distances. It can be noted from Table 8 (f) that the results are not satisfactory. Perhaps grouping the same range deep features together in a bin reduces the significance of the features by being in their original place. Moreover, binning does not transform the features in a specific manner within a space, but simply performs blind grouping without prior information regarding the features, while it may be effective for special features as in [57] , it appears not to with complex structure features such as deep features. The term error rate (ER) is used as an evaluation measure in this comparison, and is given by 1 − p(1), where p(1) is the precision at the first retrieved image. In general, a lower error rate means that the relevant images are retrieved earlier. Figure 7 presents the ER following each retrieved image up to 99, which is the number of relevant images of each image in the Corel-1000 dataset.
As can be seen from Figure 7 , very deep features such as VGG-19 FC7 yield a lower ER than less deep features such AlexNet FC6. In VGG models, the relevant images are retrieved earlier than in the AlexNet feature. In this paper, different types of low-level and deep features for CBIR have been tested and compared. The comparison was conducted using different SR and CL methods, and various similarity measures with different validation approaches. Furthermore, we examined the features with/without data normalization and experimentally demonstrated the effect of different dimensionality reduction techniques on the system performance, using two popular data sets in this field. Eight hundred forty-two different tests are done on both Corel and Coil datasets using different SR methods, dictionary learning algorithms, similarity measures, dimensional reduction techniques and many deep features from different layers deep models.
Results show that combination of DL and SR lead to accurate retrieval models. Especially, when the results of these combinations are compared with LFD based SR, the usage of DL as deep features increase the retrieval accuracy.
The experimental results indicate high MAPs on both datasets using K-SVD and homotopy, particularly when using a small dictionary size. However, in general, SSF achieved the best results, while the VGG-16 features were optimum in the SR framework. Despite the fact that SSF is rarely used in CBIR systems, in this study, it is proven that the SSF overcomes the other common CL algorithms. Therefore testing SSF with different surrogate functions is recommended for future studies.
We determined that the system performance varies based on the used distance and pre-processing methods. In general, the VGG models performed better in extracting more efficient features.
Selecting the optimal distance relies on the data itself, and in this study, CD and HD achieved superior performance to MD and ED in most cases. However, in the case of PCA reduction, ED provided superior results to the other metrics. Furthermore, the results indicate that the deep features can be enhanced by using DCT as a pre-processing stage. Such a step increases the system performance and achieves higher accuracy than using the pure deep features; however, selecting the appropriate distance metric is critical to the system performance following pre-processing.
Moreover, PCA was found to be the most suitable option among the investigated dimensionality reduction algorithms, as it reduced the dimensionality of the deep features dramatically, to 10 features, while maintaining effective performance. Similarly, the DCT provides a high approximation of the performance with the original features, by using only 300 features.
In future studies, We will investigate the performance of SSF with deep features in many other computer vision problems, including face recognition, fingerprints identification and authentication, facial and medical image retrieval, etc.
