This paper presents an experimental evaluation of the state-of-the-art approaches for automatic term recognition based on multiple features: machine learning method and voting algorithm. We show that in most cases machine learning approach obtains the best results and needs little data for training; we also find the best subsets of all popular features.
Introduction
Automatic term recognition (ATR) is an actual problem of text processing. The task is to recognize and extract terminological units from different domain-specific text collections. Resulting terms can be useful in more complex tasks such as semantic search, question-answering, ontology construction, word sense induction, etc.
There have been a lot of studies of ATR. Most of them split the task into three common steps:
1. Extracting term candidates. At this step special algorithm extracts words and word sequences admissible to be terms. In most cases researches use predefined or generated part-of-speech patterns to filter out word sequences that do not match such the patterns. The rest of word sequences becomes term candidates.
Extracting features of term candidates.
Feature is a measurable characteristic of a candidate that is used to recognize terms. There are a lot of statistical and linguistic features that can be useful for term recognition.
3. Extracting final terms from candidates. This step varies depending upon the way in which researches use features to recognize terms. In some studies authors filter out non-terms by comparing feature values with thresholds: if feature values lies in specific ranges, then candidate is considered to be a term. Others try to rank candidates and expect the top-N ones to be terms. At last, few studies apply supervised machine learning methods in order to combine features effectively.
Proceedings of the Ninth Spring Researcher's Colloquium on Database and Information Systems, Kazan, Russia, 2013 There are several studies comparing different approaches for ATR. In [18] authors compare different single statistical features by their effectiveness for term candidates ranking. In [24] the same comparison is extended by voting algorithm that combines multiple features. Studies [17] , [15] compare supervised machine learning method with the approach based on single feature again.
In turn, the present study experimentally evaluates the ranking methods combining multiple features: supervised machine learning approach and voting algorithm. We pay most of the attention to the supervised method in order to explore its applicability to ATR.
The purposes of the study are the following:
• To compare results of machine learning approach and voting algorithm;
• To compare different machine learning algorithms applied to ATR;
• To explore how much training data is needed to rank terms;
• To find the most valuable features for the methods;
This study is organized as follows. At the beginning we describe the approaches more detailed. Section 3 is devoted to the performed experiments: firstly, we describe evaluation methodology, then report the obtained results, and, finally, discuss them. In Section 4 we conclude the study and consider the further research.
Related work
In this section we describe some of the approaches to ATR. Most of them have the same extracting algorithm but consider different feature sets, so the final results depend only on the used features. We also briefly describe features used in the task. For more detailed survey of ATR see [10] , [2] .
Extracting term candidates overview
Strictly, all of the word sequences, or n-grams, occurring in text collections can be term candidates. But in most cases researchers consider only unigrams and bigrams [18] . Of course, only the little part of such the candidates are terms, because the candidates' list mainly consists of sequences like "a", "the", "some of", "so the", etc. Hence such the noise should be filtered out.
One of the first methods for such the filtering was described in [12] . The algorithm extracts term candidates by matching the text collection with predefined Part-ofSpeech (PoS) patterns, such as:
As was reported in [12] , such the patterns cut off much of the noise (word sequences that are not terms) but retain real terms, because in most cases terms are noun phrases [5] . Filtering of term candidates that do not satisfy some of the morphological properties of word sequences is known as lingustic step of ATR.
In work [17] the authors do not use predefined patterns appealing to the fact that PoS tagger can be not precise enough on some texts; they instead generate patterns for each text collection. In study [7] no linguistic step is used: the algorithm considers all n-grams from text collection.
Features overview
Having a lot of term candidates, it is necessary to recognize domain specific ones among them. It can be done by using the statistical features computed on the basis of the text collection or some another resource, for example general corpus [12] , domain ontology [23] or Web [6] . This part of ATR algorithm is known as statistical step.
Term Frequency is a number of occurrences of the word sequence in the text collection. This feature is based on the assumption that if the word sequence is specific for some domain, then it often occurs in such domain texts. In some studies frequency is also used as an initial filter of term candidates [3] : if a candidate has a very low frequency, then it is filtered out. It helps to reduce much of the noise and improves precision of the results.
TF*IDF has high values for terms that often occur only in few documents: TF is a term frequency and IDF is an inversed number of documents, where the term occurs:
To find domain-specific terms that are distributed on the whole text collection, in [12] IDF is considered as an inversed number of documents in reference corpus, where the term occurs. Reference corpus is a some general, i.e. not specific, text collection.
The described features shows how the word sequence is related to the text collection, or termhood of a candidate. There is another class of features that show inner strength of words cohesion, or unithood [10] . One of the first features of this class is T-test.
T-test [12] is a statistical test that was initialy designed for bigrams and checks the hypothesis of independence of words constituting a term:
where p -hypothesis of independence, N -a number of bigrams in the corpus.
The assumption of this feature is that the text is a Bernoulli process, where meeting of bigram t is a "success", while meeting of other bigrams is a "failure".
Hypothesis of independence is usually expressed as follows: p = P (w 1 w 2 ) = P (w 1 ) · P (w 2 ), where P (w 1 ) -a probability to encounter the first word of the bigram, P (w 2 ) -a probability to encounter the second one. This expression can be assessed by replacing the probabilities of words to their normalized frequencies within a text:
, where N -an overall number of words in the text.
If words are independently distributed in text collection, then they do not form persistent collocation. It is assumed that any domain-specific term is a collocation, while not any collocation is a specific term. So considering features like T-test, we can increase the confidence in that candidate is a collocation, but not necessarily specific term.
There are much more features that are used in ATR. C-Value [8] has higher values for candidates that are not parts of other word sequences:
Domain Consensus [14] recognizes terms that are uniformly distributed on the whole dataset:
Domain Relevance [20] compares frequencies of the term in two datasets -target and general:
Lexical Cohesion [16] is the unithood feature that compares frequency of term and frequency of words from which it consists:
Loglikelihood [12] is the analogue of T-test but without assumption about how words in a text are distributed:
where c 12 -a frequency of bigram t, c 1 -a frequency of the bigram's the first word, c 2 -a frequency of the second one,
Relevance [19] is the more sophisticated analogue of Domain Relevance:
Weirdness [1] also compares frequencies in different collections but also takes into account sizes of such the collections:
The described feature list includes termhood, unithood and hybrid features. The termhood features are Domain Consensus, Domain Relevance, Relevance, and Weirdness. The unithood features are Lexical Cohesion and Loglikelihood. The hybrid feature, or feature that shows both termhood and unithood, is C-Value.
A lot of works still concentrate on feature engineering, trying to find more informative features. Nevertheless, recent trend is to combine all these features effectively.
Recognizing terms overview
Having feature values, final results can be produced. The studies [8] , [12] , [1] use ranking algorithm to provide the most probable terms, but this algorithm considers only one feature. The studies [20] , [16] describe the simplest way of how multiple features can be considered: all values are simply reduced in a one weighted average value that then is used during ranking.
In work [21] authors introduce special rules based on thresholds for feature values. An example of such a rule is the following:
where F i is a i-th feature; a, b are thresholds for feature values.
Note that the thresholds are selected manually or computed from the marked-up corpora, so this method can not be considered as purely automatic and unsupervised.
Effective way of combining multiple features was introduced in [24] . It combines the features in a voting manner using the following formula:
where n is a number of considered features, rank(F i (t)) is a rank of the term t among values of other terms considering feature F i .
In addition, study [24] shows that the described voting method in general outperforms most of the methods that consider only one feature or reduce them in a weighted average value. Another important advantage of the voting algorithm is that it does not require normalization of feature values.
There are several studies that apply supervised methods for term recognition. In [17] authors apply Ada Boost meta-classifier, while in [7] Ripper system is used. The study [22] describes hybrid approach including both unsupervised and supervised methods. 
Evaluation
For our experiments we implemented two approaches for ATR. We used voting algorithm as the first one, while in supervised case we trained two classifiers: Random Forest and Logistic Regression from WEKA library 1 . These classifiers were chosen because of their effectiveness and good generalization ability of the resulting model. Furthermore, these classifiers are able to produce classification confidence -a numeric score that can be used to rank an example in overall test set. It is an important property of the selected algorithms that allows to compare their results with results produced by other ranking methods.
Evaluation methology
The quality of the algorithms is usually assessed by two common metrics: precision and recall [11] . Precision is the fraction of retrieved instances that are relevant:
Recall is the fraction of relevant instances that are retrieved:
In addition to precision and recall scores, Average Precision (AvP) [12] is commonly used [24] to assess ranked results. It defines as:
where P (i) is the precision of top-i results, ∆R(i) change in recall from top-(i-1) to top-i results.
Obviously, this score tends to be higher for algorithms that print out correct terms on top positions of the result.
In our experiments we considered only the AvP score, while precision and recall are omitted. For voting algorithm it is no simple way to compute recall, because it is 1 Official website of the project: http://www.cs.waikato.ac.nz/ml/weka/ not obvious what number of top results should be considered as correct terms. Also in a general case the overall number of terms in dataset is unknown.
Features
For our experiments we implemented the following features: C-Value, Domain Consensus, Domain Relevance, Frequency, Lexical Cohesion, Loglikelihood, Relevance, TF*IDF, Weirdness and Words Count. Words Count is the simple feature that shows a number of words in a word sequence. This feature may be useful for the classifier since values of other features may have different meanings for single-and multi-word terms [2] .
Most of these features are capable to recognize both single-and multi-word terms, except T-test and Loglikelihood that are designed to recognize only two-word terms (bigrams). We generalize them to the case of ngrams according to the study [4] .
Some of the features consider information from the collection of general-domain texts (reference corpus), in our case these features are Domain Relevance, Relevance, Weirdness. For this purpose we use statistics from Corpus of Contemporary American English 2 . For extracting term candidates we implemented simple approach based on predefined part-of-speech patterns. For simplicity, we extracted only unigrams, bigrams and trigrams by using patterns such as: The last one (Bio1) has common texts with the first (GENIA), so we filtered out the texts that occur in both the corpora. We left GENIA without any modifications, while 20 texts were removed from Bio1 as common texts of the corpora.
Experimental results

Machine learning method versus Voting algorithm
We considered two test scenarios in order to compare quality of the implemented algorithms. For each scenario we performed two kinds of tests: with and without filtering of rare term candidates. In the following tests the whole feature set was considered and the overall ranked result was assessed.
Cross-validation
We performed 4-fold cross-validation of the algorithms on both the corpora. We extracted term candidates from the whole dataset and divided them on train and test sets. In other words, we considered the case when having some marked-up examples (train set) we should recognize terms in the rest of data (test set) extracted from the same corpus. So in case of voting algorithm the training set was simply omitted.
The results of cross-validation are shown in the Tables 1, 2. The Table 2 presents results of cross-validation on term candidates that appears at least two times in the corpus.
As we can see, in both the cases machine learning approach outperformed voting algorithm. Moreover, in the case without rare terms a difference of scores is higher. It can be explained by the following: feature values of rare terms (especially Frequency, Domain Consensus) are useless for the classification and add a noise to the model. When such the terms are omitted, the model becomes more clear.
Also in most cases Logistic Regression algorithm outperformed Random Forest, so in most of further tests we used only the best one.
Separate train and test datasets
Having two datasets of the same field, the idea is to check how the model trained on the one can predict the data from the other. For this purpose we used GENIA as a training set and Bio1 as a test one, then visa versa.
The results are shown in the Tables 3, 4. In the case when Bio1 was used as a training set, voting algorithm outperformed trained classifier. It could happen due to the fact that the training data from Bio1 does not fully reflect properties of terms in GENIA. In previous tests we considered overall results produced by the algorithms. Descending from the top to the bottom of the ranked list, AvP score can significantly change, so one algorithm can outperform another one on top-100 results but lose on top-1000. In order to explore this dependency, we measured AvP for different slices of the top results. The Figure 1 shows the dependency of AvP from number of top results given by 4-fold cross-validation.
We also considered a scenario when GENIA was used for training and Bio1 for testing. The results are presented on the Figure 2. 
Dependency of classifier performance from training set size
In order to explore dependency between the amount of data used for training and average precision, we considered three test scenarios. At first, we trained the classifiers on GENIA dataset and tested it on Bio1. At each step the amount of training data was being decreased, while the test data remained without any modifications. The results of the test are presented on the Figure 3 .
Next, we started with 10-fold cross-validation on GENIA and at each step decreased the number of folds used for training of Logistic Regression and did not change the number of folds used for testing. The results are shown on the Figures 4-8 .
The last test is the same as the previous one, except that the number of test folds was being increased at each step. So we started with nine folds used for training and one fold used for the test. At the next step we moved one fold from training set to the test set and evaluated again. The results are presented on the Figures 9-13 . The interesting observation is that higher values of AvP correspond to the bigger sizes of the test set. It could happen because with increasing of the test set the number of high-confident terms is also growing: such the terms take most of the top positions of the list and improve AvP. In case of GENIA and Bio1 the top of the list mainly consists from the highly domain-specific terms that take high values for the features like Domain Relevance, Relevance, Weirdness: such the terms occur in the corpora frequently enough.
As we can see, in all of the cases the gain of AvP stopped quickly. So, in case of GENIA, it is enough to train on 10% of candidates to rank the rest 90% with the same performance. It could happen because of the relatively small number of features are used and their specificity: most of them designed to have high magnitude for terms and low for non-terms. So, the data can be easily separated by the classifier having few training examples.
Feature selection
Feature selection (FS) is the process of finding the most relevant features for the task. Having a lot of different features, the goal is to exclude redundant and irrelevant ones from the feature set. Redundant features provide no useful information as compared with the current feature set, while irrelevant features do not provide information in any context.
There are different algorithms of FS. Some of them rank separate features by relevance to the task, while others search subsets of features that get the best model for the predictor [9] . Also the algorithms differ by their complexity. Because of big amount of features used in some tasks, it is not possible to do exhaustive search, so features are selected by greedy algorithms [13] .
In our task we concentrated on searching the subsets of features that get the best results for the task. For such purpose we ran quality tests for all possible feature subsets, or, in other words, performed the exhaustive search. Having 10 features, we check 2 10 − 1 different combinations of them. In case of the machine learning method, we used 9 folds for test and one fold for train. The reason of such the configuration is that the classifier needs little Table 5 : Results of FS for voting algorithm data for training to rank terms with the same performance (see the previous section). For voting algorithm, we simply ranked candidates and then assessed overall list. All of the tests were performed on GENIA corpus and only the Logistic Regression was used as the machine learning algorithm. The AvP score was computed for different slices of the top terms: 100, 1000, 5000, 10000, and 20000. The same slices are used in [24] . The best results for the algorithms are presented in the Tables 5, 6 . These tables shows that voting algorithm has better scores then machine learning method, but such the results are not fully comparable: FS for voting algorithm was performed on the whole dataset, while Logistic Regression was trained on 10% of term candidates. The average performance gain for voting algorithm is about 7%, while for machine learning it is only about 3%.
The best features for voting algorithm:
1. As we can see, most of the subsets contain features based on a general domain. The reason can be that the target corpus has high specificity, so the most of terms do not occur in a general corpus.
The next observation is that in case of the machine learning algorithm, Words Count feature occurs in all of the subsets. This observation confirms an assumption that this feature is useful for algorithms that recognize both the single-and multi-word terms. 
Discussion
Despite the fact that filtering of the candidates occurring only once in the corpus improves average precision of the methods, it is not always a good idea to exclude such the candidates. The reason is that a lot of specific terms can occur only once in a dataset: for example, in GENIA there are 50% of considered terms that occur only once. Of course, omitting such the terms extremely affects recall of the result. Thus such the cases should be considered for the ATR task.
One of the interesting observations is that the amount of training data is needed to rank terms without sufficient performance drop is extremely low. It leads to the idea of applying the bootstrapping approach for ATR:
1. Having few marked-up examples, train the classifier 2. Use the classifier to extract new terms 3. Use the most confident terms as initial data at step 1.
Iterate until all of confident terms will be extracted
This is a semi-supervised method, because only little marked-up data is needed to run the algorithm. Also the method can be transformed into fully unsupervised, if initial data will be extracted by some unsupervised approach (for example, by voting algorithm). The similar idea is implemented in study [22] .
Conclusion and Future work
In this paper we have compared the performance of two approaches for ATR: machine learning method and voting algorithm. For this purpose we implemented the set of features that include linguistic, statistical, termhood and unithood feature types. All of the algorithms produced ranked list of terms that then was assessed by average precision score.
In most tests machine learning method outperforms voting algorithm. Moreover it was explored that for the supervised method it is enough to have few marked-up examples, about 10% in case of GENIA dataset, to rank terms with good performance. It leads to the idea of applying bootstrapping to ATR. Furthermore, initial data for bootstrapping can be obtained by voting algorithm because its top results are precise enough (see the Figure 1) The best feature subsets for the task were also explored. Most of these features are based on a comparison between domain-specific documents collection and a reference general corpus. In case of the supervised approach, the feature Words Count occurs in all of the subsets, so this feature is useful for the classifier, because values of other features may have different meanings for single-and multi-word terms.
In cases when one dataset is used for training and another to test, we could not get stable performance gain using machine learning. Even the datasets are of the same field, a distribution of terms can be different. So it is still unclear if it is possible to recognize terms from unseen data of the same field having the once-trained classifier.
For our experiments we implemented the simple method of term candidates extraction: we filter out ngrams that do not match predefined part-of-speech patterns. This step of ATR can be performed in other ways, for example by shallow parsing, or chunking 3 , generating patterns from the dataset [17] or recognizing term variants.
Another direction of further research is related to the evaluation of the algorithms on more datasets of different languages and researching the ability of cross-domain term recognition, i.e. using a dataset of one domain to recognize terms from others.
Also of particular interest is the implementation and evaluation of semi-and unsupervised methods that involve machine learning techniques. 
