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節ができない 14)15)。報酬結果に基づく行動調節に関わる活動はヒトの rostral 
cingulate zoneにおいてもみられ 16)17)、同領域を障害されたヒトでは行動の誤りの修



























































































 2 頭のオスのニホンザル（macaca fuscata）を使用した。我々はそれらのサルを、
米国国立衛生研究所による実験動物の管理および使用に関する指針に従って、管理し
た。サルは報酬量に基づき 2つの異なる上肢運動（右上肢でハンドルを押すあるいは
回す）から 1つを随意的に選択するように訓練された（図 3a）。サルが 2.8秒間から
7.8 秒間ハンドルを中立な位置で保持すると、運動開始の信号としてＬＥＤが点灯さ











































 我々は吻側帯状皮質運動野を以下の 3 つの条件が満たされた領域（図 5b）として
定義した 1)2)5)6)13)。その 3つの条件とは、(1)対側上肢の運動に関連したニューロン発




 尾側帯状皮質運動野は以下の 3 つの条件が満たされた領域（図 5b）として定義し
た 1)2)5)6)13)。その 3つの条件とは、(1)対側上肢の運動に関連したニューロン発火が認






 前補足運動野は以下の 2つの条件が満たされた領域（図 5b）として定義した 37)38)。
その２つの条件とは、(1)視覚刺激に応答するニューロン発火が認められ、それに比較
して体性感覚刺激に反応するニューロン発火は観察されないこと、(2)周波数 333Hz、



























行動価値を推定する。選択された行動 （ハンドルを回す運動では      、ハンド
ルを押す運動では      とした）に関して、報酬予測誤差は以下のように計算され
る： 
                   
                
ここで、 は実際の報酬であり（100%量および 70%量の報酬で 1、それ以外で 0とし
た）、 および  は現在および次の試行の行動文脈であり、         は現在の行動文脈
 以降に行動 をとり続ける事から期待される報酬の総量（行動価値）であり、 は時
17 
 
間的割引率を表す自由変数（     ）である。選択された行動 に関する行動価値
         は以下のように更新される： 
                                   
ここで、    は学習率を表す定数である。我々は    の値を 0.02 に定め、モデルが
安定して行動価値を学習する事を可能にした。選択されなかった行動 に対して仮想
報酬   が与えられたと仮定する。行動 に関して、報酬予測誤差は以下のように計
算される： 
                                     
選択されなかった行動 に関する行動価値         は以下のように更新される： 
                                   
報酬結果に基づく強化学習モデルは、実際の報酬（報酬結果）に基づいて行動価値
を推定する。選択された行動 に関して、報酬予測誤差は以下のように計算される： 
                     
ここで、 は実際の報酬であり（100%量および 70%量の報酬で 1、それ以外で 0とし
た）、       は行動 から期待される報酬（行動価値）を表す。選択された行動 に関
する行動価値       は以下のように更新される： 
                               
ここで、    は学習率を表す自由変数（        ）である。 




                       
選択されなかった行動 に関する行動価値       は以下のように更新される： 





                                   






択する確率は、それぞれ行動価値         、       、および         を用いて、
以下のように計算される： 
          
                   
                                      
  
        
                 




          
                   
                                      
  
ここで、    、    および    は 0以上の値をとる自由変数である。 
どの強化学習モデルが行動データを最もよく説明するかを検討するため、我々は、
対数尤度を最大化させることによって各モデルの自由変数をデータに適合させ、最適
な自由変数を求めた。行動データ の下でのある自由変数セット の対数尤度      は
以下のように計算される： 
                        
 
   
ここで、  はサルが 番目の試行で経験した行動文脈であり、  はサルが 番目の試行
で選択した行動であり、          は各強化学習モデルから計算された行動選択確率
である。行動文脈に基づく強化学習モデルは 2 個の自由変数（            ）を有
する。報酬結果に基づく強化学習モデルは 2個の自由変数（               ）を有
する。ハイブリッド強化学習モデルは 4 個の自由変数（                   ）を
有する。最後に、3 つの行動モデルの間で行動データへの適合度を比較するために、
我々は各強化学習モデルに関して、最適な自由変数を使用して赤池情報量基準







                          
                             
                                 
ここで、第 1項は対数尤度に-2をかけたもの、第 2項はモデルの自由変数の個数に 2
をかけたものである。サル 1（サル 2）に関して、最適な自由変数は、          = (0.0, 
5.0) (= (0.0, 4.0))、             = (1.0, 4.0) (= (1.0, 3.0))、および                 = 





課題関連であるかどうかを検討するため、まず、7 つの重複しない 0.5 s の時間枠で
発火率を計算した。5 つの連続する時間枠は報酬開始の前 1 s から始まり、2 つの連
続する時間枠は次の運動の開始前 1 sから始まった。次に、少なくとも 1つの時間枠
の発火率が他の時間枠の発火率と有意に異なっていた場合、そのニューロン活動を課







M1:         ; 
M2:                                             
M3:                                                                                   
ここで、 は発火率を表し、  、  、  、  、  および  は回帰係数であり、 はサ
ルが選択した運動を表すダミー変数（ハンドルを回す運動に対して 0、押す運動に対
して 1）であり、 は行動文脈（同一運動の反復回数）であり、M2 の第 3、4 項は、
報酬結果に基づく、運動切替の行動価値を表し、M3 の第 5、6 項は、行動文脈に基




にあげる 3つの条件を満たすニューロン活動として定義した。その 3 つの条件とは、 
（1） ニューロン発火率の変動が、運動を表す説明変数のみ（M1）よりも、報酬結
果に基づく、運動切替の行動価値を反映する説明変数の追加（M2）で、有意
によりよく説明されたこと（部分 F検定 39)、       ）、 
（2） 報酬結果に基づく、運動切替の行動価値の変動がニューロン発火率に与える
影響の程度を表す回帰係数  または  が、有意に 0とは異なったこと（t検定、





と、すなわち回帰係数  と  の間で符号が異ならなかったこと、 
であった。 





れたこと（部分Ｆ検定、       ）、 
（2） 行動文脈に基づく、運動切替の行動価値の変動がニューロン発火率に与える
影響の程度を表す回帰係数  または  が、有意に 0とは異なったこと（t検定、
       ）、 
（3） 行動文脈に基づく、運動切替の行動価値の変動がニューロン発火率に与える
影響の方向（正あるいは負の影響）が、運動の種類によらず一貫していたこ
と、すなわち回帰係数  と  の間で符号が異ならなかったこと、 
であった。 














       
               




       
               
       
  
ここで、       、       および       は、それぞれM1、M2およびM3におけ
る残差平方和である。我々は、0.1 s ずつ進む 0.5 s の時間枠を使用して、      あ





















































































連活動あるいは結果関連活動の時間帯は、図 9c に示された部分決定係数（the 













































ューロン 124個の 3個）においてよりも、有意に高かった（  検定、      ；図 10d）。
運動関連活動を示すニューロンの割合は、尾側帯状皮質運動野（33％、129個の課題
関連ニューロンの 43 個）において、吻側帯状皮質運動野（17％、146 個の課題関連
ニューロンの中の 25個）および前補足運動野（21％、課題関連ニューロン 124個の
26 個）においてよりも、有意に高かった（  検定、      ）。運動関連活動、結果
関連活動、文脈関連活動のいずれにも該当しなかった活動を示すニューロンの割合は、
前補足運動野（58%、課題関連ニューロン 124 個の 72 個）において、吻側帯状皮質
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図 1 大脳半球内側面。 (a) サルの大脳半球内側面。帯状溝は展開して示してある。
吻側帯状皮質運動野、尾側帯状皮質運動野、および前補足運動野の位置を示す。数字
はブロードマンの領域番号を示す。文献 2 の図 1 を改変した。 (b) ヒトの大脳半
球内側面。Rostral cingulate zoneは吻側帯状皮質運動野、Caudal cingulate zoneは
尾側帯状皮質運動野に相当する。CA-CP は前交連と後交連を通る線、Vca は前交連
を通る垂直線、Vcpは後交連を通る垂直線示す。数字はブロードマンの領域番号を示
す。文献 2の図 3を改変した。 
 
図 2 強化学習モデルの概念図。 (a) 従来の、報酬結果に基づく強化学習モデル。
主体は環境の中で行動 A、B（黒矢印）のうち 1 つの行動を選択する。主体は行動 B
を選択した後、環境から報酬（緑矢印）を受ける。A×は行動 Aの価値が低いこと、B○
は行動 B の価値が高いことを示す。 (b) 行動文脈も利用する強化学習モデル。行
動文脈も行動価値に影響を与える（赤矢印）。 
 









される、現在の行動文脈 に従って、行動 の行動価値を行動価値         に制約す
る。報酬結果に基づく強化学習モデルは、報酬結果を利用して行動価値       を更
新する。ハイブリッド強化学習モデルは、それら 2つの行動価値を組み合わせてハイ
ブリッド行動価値         を計算する。主体は、そのハイブリッド行動価値で決定
される行動選択確率       に従って、確率的に行動を選択する。 
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