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RANDOM MATRICES: THE CIRCULAR LAW
TERENCE TAO AND VAN VU
Abstract. Let x be a complex random variable with mean zero and bounded
variance σ2. Let Nn be a random matrix of order n with entries being i.i.d.
copies of x. Let λ1, . . . , λn be the eigenvalues of
1
σ
√
n
Nn. Define the empirical
spectral distribution µn of Nn by the formula
µn(s, t) :=
1
n
#{k ≤ n|Re(λk) ≤ s; Im(λk) ≤ t}.
The following well-known conjecture has been open since the 1950’s:
Circular law conjecture: µn converges to the uniform distribution µ∞ over
the unit disk as n tends to infinity.
We prove this conjecture, with strong convergence, under the slightly stronger
assumption that the (2 + η)th-moment of x is bounded, for any η > 0.
Our method builds and improves upon earlier work of Girko, Bai, Go¨tze-
Tikhomirov, and Pan-Zhou, and also applies for sparse random matrices.
The new key ingredient in the paper is a general result about the least
singular value of random matrices, which was obtained using tools and ideas
from additive combinatorics.
1. Introduction
Let x be a complex random variable with finite non-zero variance 0 < σ2 < ∞
and Nn be the random matrix of order n with entries being i.i.d. copies of x. Let
λ1, . . . , λn be the eigenvalues of
1
σ
√
n
Nn. Define the empirical spectral distribution
(ESD) µn of Nn by the formula
µn(s, t) :=
1
n
#{k ≤ n|Re(λk) ≤ s; Im(λk) ≤ t}.
We say that the (strong) circular law holds for x if, with probability 1, the spectral
distribution µn converges (uniformly) to the uniform distribution
µ∞(s, t) :=
1
pi
mes({z ∈ C||z| ≤ 1;Re(z) ≤ s; Im(z) ≤ t})
over the unit disk as n tends to infinity. In the literature one also sees the weak
circular law, which asserts that for any fixed s and t, that µn(s, t) converges to
µ∞(s, t) in probability.
As the name suggests, the weak circular law is easier to prove than the strong one.
Using the approach in [2], the proofs of both types of convergence boil down to
controlling the least singular value of 1
σ
√
n
Nn − zI. For the weak convergence, one
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needs a bound with failure probability tending to zero with n tends to infinity (this
is the approach taken in [11, 12], for example). On the other hand, for the strong
convergence one needs the failure probability be summable in n. This appears much
more difficult and we will discuss it in more detail in Section 2 (see the paragraph
following Theorem 2.1).
In this paper we shall be concerned exclusively with the strong circular law, and in
particular with regard to the following well-known conjecture:
Circular law conjecture. The strong circular law holds for any complex variable x
with zero mean and finite non-zero variance.
The circular law conjecture was formulated in the early 1950s, as a natural (non-
hermitian) counterpart of Wigner’s semi-circle law. Since then, several partial
results have been obtained, at the cost of extra assumptions on the distribution of
the basic variable x. In the next few paragraphs, we give a brief survey of these
results.
If x is complex Gaussian, the conjecture was proved by Mehta [18] in 1967, using
the joint density function of the eigenvalues λi which was discovered by Ginibre few
years earlier [13]. An important breakthrough was made by Bai [1], following an
earlier work of Girko [9]. (Bai’s paper discussed Girko’s paper carefully and pointed
out some gaps in that paper.) In [1], Bai proved the claim under the assumption
that x has finite sixth moment (E|x|6 < ∞) and that the joint distribution of the
real and imaginary parts of x has a bounded density. Recently, in [2, Chapter
10], a finer result was obtained showing that the sixth moment hypothesis can be
weakened to E|x|2+η < ∞ for any specified η > 0. However, the bounded density
assumption remains critical. This assumption, unfortunately, excludes several im-
portant distributions, for instance discrete distributions such as Bernoulli random
variables x ∈ {−1,+1}.
Theorem 1.1. [2, Theorem 10.3] Assume that the complex random variable x
has zero mean and finite (2 + η)th moment for some η > 0 and also that the joint
distribution of the real and imaginary part has a bounded density. Then the circular
law holds for x.
A key idea in [1] is to analyze the ESD µn through its Stieltjes transformation
sn : C→ C, defined by the formula1
sn(z) :=
1
n
n∑
k=1
1
λk − z =
∫
C
1
s+
√−1t− z dµn(s, t).
As sn(z) is analytic everywhere except the poles, the real part already determines
the eigenvalues λk. If write sn(z) = snr(z) +
√−1sni(z), λk = λkr +
√−1λki and
z = s+
√−1t, we have the important identity
1We are using
√−1 for the imaginary unit, as we wish to reserve i as an index of summation.
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snr(z) =
1
n
n∑
k=1
λkr − s
|λk − z|2 = −
1
2n
n∑
k=1
∂
∂s
log |λk − z|2 = −1
2
∂
∂s
∫ ∞
0
log xνn(dx, z),
where νn(., z) is the ESD of the Hermitian matrixHn := (
1√
n
Nn−zI)( 1√nNn−zI)∗.
The task then reduces (at least in principle) to controlling the distributions νn.
The log function has two poles, at ∞ and 0. The first one is easy to deal with,
as one can bound the largest singular value by a polynomial in n. The pole at 0
poses a much more serious obstacle, since the smallest eigenvalue of Hn (or the
least singular value of Nn − zI) can be arbitrary close to 0. (In fact, if the matrix
is singular, which happens with positive probability in discrete models, then the
least singular value is 0.) The bounded density assumption in Theorem 1.1 was
introduced primarily in order to handle this obstacle.
In the last few years, the least singular value problem has become better understood
in the discrete case, thanks to a series of papers [27, 20, 21, 28]. In these papers,
strong lower bounds for the least singular value of a random matrix [27, 20, 21] or
a random perturbation of a fixed matrix [28] were obtained. As a consequence, the
circular law has recently been established for various new classes of distributions.
For instance, Go¨tze and Tikhomirov [11] proved the weak circular law for any sub-
Gaussian2 distribution x, using the arguments from [20]. In [10], Girko established
the weak circular law assuming bounded 4 + δ moment for some δ > 0. Relying
on [21], Pan and Zhou [19] were recently able to verify the strong circular law for
any distribution with a bounded fourth moment. This assumption is needed for a
number of reasons, in particular allowing one to bound the operator norm of Nn by
O(
√
n) with high probability. Very recently (a few months after the current paper
was first posted on the arXiv), Go¨tze and Tikhomirov [12] proved the weak circular
law under an assumption similar to our main theorem below.
In this paper, we prove the circular law only assuming a bounded (2+η)th moment,
for any fixed η > 0. In particular, we have completely removed the bounded density
function assumption in Theorem 1.1.
Theorem 1.2 (Circular law). Assume that x is a complex random variable with
zero mean and finite (2+η)th moment for some η > 0, with strictly positive variance.
Then the strong circular law holds for x.
This result can be further strengthened in several directions:
• We can further relax the condition E|x|2+η <∞ to E|x|2 logC(2+|x|) <∞,
where C is a sufficiently large absolute constant. (For instance, C = 16 is
sufficient; see Section 13 for details.)
• It is not necessary to assume that the entries have identical distributions. It
suffices to assume that they are independent, have mean zero with uniformly
2A variable is sub-Gaussian if it has exponential tail; in particular all of its moments are
bounded.
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bounded (2+ η)th moments, and that they are all dominated (in a Fourier-
analytic sense) by a single random variable with finite non-zero variance
and bounded (2+η)th moment; see Remark 2.8 below. (See also [2, p. 326-
327] in which the extension of the circular law to the case of non-identical
distributions is discussed.)
• One can obtain some quantitative estimates on the rate of convergence as
well. For example, under the (2 + η)th moment assumption, we can show
that almost surely, the distance sups,t |µn(s, t)− µ∞(s, t)| between µn and
the limiting distribution µ∞ in the uniform metric is at most n−η
′
for some
constant η′ > 0 and all sufficiently large n.
It is too technical to address these points in the main proof, so we are going to
first prove Theorem 1.2 and sketch out the necessary modifications to obtain these
refinements in Sections 13, 14.
The circular law also holds for sparse random matrices. For 0 < µ ≤ 1, let Iµ be
the boolean random variable which takes value 1 with probability µ and 0 with
probability 1 − µ. Let ρ = n−1+α, for a positive constant α. Let Nn,ρ be the
random matrix with the ij entry being Ii,j,ρxi,j , where the Ii,j,ρ and xij are jointly
independent iid copies of Iρ and x respectively. Go¨tze and Tikhomirov [11] proved
that if x is sub-Gaussian and α > 3/4, then Nn,ρ admits the circular law. We can
prove the following strengthening of this result:
Theorem 1.3 (Circular law for sparse matrices). Let α > 0 and η > 0 be arbitrary
positive constants. Assume that x is a complex random variable with zero mean and
finite (2+η)th moment. Set ρ = n−1+α and let µn,ρ be the ESD of 1σ√nρNn,ρ, where
σ2, as usual, is the variance of x. Then µn,ρ tends to the uniform distribution µ∞
over the unit disk as n tends to infinity.
Remark 1.4. If one takes α = 0, the circular law no longer holds. In this case,
ρ = n−1 and each entry equals 0 with probability 1− 1/n. Thus, a row is all-zero
with probability (1 − 1/n)n ≈ e−1. Since the rows are independent, it is easy to
show that with high probability one has Θ(n) all-zero rows. But this means that
the ESD, with high probability, has positive constant mass at the origin.
We shall prove this theorem in parallel with Theorem 1.2, by indicating at various
junctures what the “sparse” version of certain key lemmas are.
The key ingredient in our proof of the circular law is a new lower bound for the
least singular value of the matrix M + Nn, where M is an arbitrary matrix with
complex entries having absolute values bounded from above by a polynomial in
n. For the circular law, we only need to consider the case M = −zI, where I is
the identity matrix. On the other hand, the general case is interesting on its own
right and proves useful in other areas of mathematics (see, for example, [28]). Our
arguments permit the coefficients of M or Nn to be as large as n
C for any fixed
constant C, which is the main reason why we do not need any stronger moment
control on x beyond the (2 + η)th moment.
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The rest of the paper is organized as follows. In the next section, we present the
above mentioned result on the least singular value. The key tool for proving this
result is a so-called Inverse Littlewood-Offord theorem, discussed in Section 3. This
theorem is motivated by several previous results of the same spirit from [27]. On
the other hand, the bound in Section 3 is nearly optimal and is sharper than one
that can be deduced from [27]. This improvement is critical to us.
The proof of the Inverse Littlewood-Offord theorem is technical and requires several
lemmas, developed in Sections 4-9. In particular, we prove a forward Littlewood-
Offord theorem (Theorem 6.6), which seems to be of interest on its own right. The
proof of the Inverse Theorem follows in Section 10. Next, we prove the desired
bound on the least singular value in Section 11. The proof of the circular law
follows in Section 12. The rest of the paper is devoted to various refinements of the
circular law; for instance, Theorem 1.3 is discussed in Section 15.
In order to handle the sparse case, we need sparse versions of all the tools men-
tioned above. These results can be proved using the same argument with some
modifications. We will only sketch these proofs in the paper.
Let us conclude this section with our notation.
Definition 1.5 (Asymptotic notation). In the whole paper we assume that n is
sufficiently large, whenever needed. Asymptotic notation is used under the assump-
tion that n → ∞. Let X and Y be non-negative quantities. X = O(Y ), X ≪ Y ,
Y ≫ X and Y = Ω(X) all mean that X ≤ CY for some positive constant C and
X = Θ(Y ) means X ≪ Y ≪ X ; X = o(Y ) means that |X | ≤ c(n)Y where c(n)
goes to zero as n→∞.
In many cases, we want to indicate that the hidden constants in O,Ω,Θ or ≪,≫
depend on some additional parameters. In such cases, we will indicate this by
subscripts. For instance, X = Oε(Y ) means that there is a positive constant C(ε)
depending only on ε such that X ≤ C(ε)Y .
Throughout the paper, letters A,B,C, c, α, ε, η, δ, κ are used to denote constants.
Letters µ, ρ, β denote quantities that may depend on n.
We use P to denote probability, E to denote expectation, and Iρ to denote indicator
functions of expectation ρ as used earlier in this section. If E is an event, we use
I(E) to denote the indicator of E, which equals 1 when E is true and 0 otherwise.
The cardinality of a finite set S will be denoted #S, and the Lebesgue measure of
a set A ⊂ C will be denoted mes(A).
2. Least singular value bound
Let M be a matrix of order n. We use ‖M‖ to denote the spectral norm of M (i.e.
the largest singular value of M)
‖M‖ = sup
|v|=1
|Mv|.
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As discussed in the previous section, a key point in Bai’s approach is to obtain
control on the lower tail distribution for the least singular value of 1√
n
Nn − zIn,
or equivalently to obtain control on the upper tail distribution of the norm of the
inverse ‖( 1√
n
Nn − zIn)−1‖.
This will be achieved in Theorems 2.1 below. The strength of this theorem is that
it requires a very weak assumption on the distribution of the entries. All we need is
a finite second moment. Several results of this type were obtained recently, under
stronger assumptions of x. For example, [22] addressed the case when x was real
Gaussian; [28] addressed the case when x has support on the integers and M has
integer entries. This was done building upon the M = 0 case discussed in [27]. The
case when x has finite third moment and that ‖M‖ is bounded by O(n1/2) was
addressed in [19] (building upon theM = 0 real-valued case proven in [21]). In this
result, the assumption on the norm of M is important and the constant 1/2 (in
the exponent of n) cannot be replaced by any other constant. Furthermore, in the
complex-valued case, the bounds in [19] depended on the entire covariance matrix
of x and not just on the variance.
Theorem 2.1 (Least singular value bound). Let A,C1 be positive constants, and let
x be a complex-valued random variable with non-zero finite variance (in particular,
the second moment is finite). Then there are positive constants B and C2 such that
the following holds: if Nn is the random matrix of order n whose entries are iid
copies of x, and M is a deterministic matrix of order n with spectral norm at most
nC1 , then,
P(‖(M +Nn)−1‖ ≥ nB) ≤ C2n−A.
It is very important that we can have any constant A in the bound. If A > 1,
then the right hand side is summable in n and this is critical to the strong circular
law. In order to prove the weak law, any A suffices. The difficulty between getting
any A and getting A > 1 can be illustrated by the following simplified case. Take
M be the zero matrix and N be the random Bernoulli matrix (whose entries take
value ±1 with probability 1/2). To make the situation even simpler, assume that
we only want to bound the probability that N−1 does not exists (namely that N is
singular). Already in the 70s, Komlo´s [4] proved that this probability is O(n−1/2).
However, the first proof for a bound of the type O(n−1−ε) was obtained only almost
twenty years later by Kahn, Komlo´s and Szemere´di [15], using a much more complex
argument.
Let us now go back to Theorem 2.1. In fact, we have a more precise statement
involving a seemingly stronger (but actually equivalent) assumption on x. More
precisely, we introduce the following technical definition.
Definition 2.2 (Controlled second moment). Let κ ≥ 1. A complex random
variable x is said to have κ-controlled second moment if one has the upper bound
E|x|2 ≤ κ
(in particular, |Ex| ≤ κ1/2), and the lower bound
(1) ERe(zx− w)2I(|x| ≤ κ) ≥ 1
κ
Re(z)2
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for all complex numbers z, w.
Example 2.3. The Bernoulli random variable (P(x = +1) = P(x = −1) = 1/2)
has 1-controlled second moment. The condition (1) asserts in particular that x has
variance at least 1κ , but also asserts that a significant portion of this variance occurs
inside the event |x| ≤ κ, and also contains some more technical phase information
about the covariance matrix of Re(x) and Im(x).
To show that this condition is not significantly stronger than bounded second mo-
ment, we prove that any complex random variable of finite non-zero variance has
controlled second moment after a (harmless) phase rotation:
Lemma 2.4. Let x be a complex random variable with finite non-zero variance.
Then there exists a phase e
√−1θ and a κ ≥ 1 such that e
√−1θx has κ-controlled
second moment.
Proof. For κ sufficiently large, we have E|x|2 ≤ κ, and the event |x| ≤ κ has
probability at least 1/
√
κ. Let xκ be the variable x conditioned on the event
|x| ≤ κ. Since x has non-zero variance, we see that xκ will also have non-zero
variance for κ large enough. It will then suffice to show that
ERe(zxκ − w)2 ≥ Re(z)2 1√
κ
after rotating x by a phase if necessary. If we write yκ := xκ − E(xκ), then we
easily compute
ERe(zxκ − w)2 = ERe(zyκ + zE(xκ)− w)2 = ERe(zyκ)2 +Re(zE(xκ)− w)2
so it suffices to show that for κ sufficiently large we have
(2) ERe(zyκ)
2 ≥ Re(z)2 1√
κ
.
Now set y := x−E(x) and consider the covariance matrix(
ERe(y)2 ERe(y)Im(y)
ERe(y)Im(y) EIm(y)2
)
.
Since x has finite non-zero variance, we see that this matrix is finite, non-zero,
and positive semi-definite. In particular its largest eigenvalue is at least δ for some
δ > 0. By monotone convergence we then conclude that the covariance matrix
(3)
(
ERe(yκ)
2 ERe(yκ)Im(yκ)
ERe(yκ)Im(yκ) EIm(yκ)
2
)
has largest eigenvalue at least δ/2 for κ sufficiently large.
Now fix κ large enough so that all the above statements hold, and also so that
1√
κ
≤ δ2 . The null space of (3) is at most one-dimensional. By rotating x by a
phase we may then assume that the null space is contained in the imaginary axis
{
(
0
w
)
: w ∈ R}. Since covariance matrices are positive semi-definite, we thus have
the quadratic form estimate
|u2ERe(yκ)2 + 2uvERe(yκ)Im(yκ) + v2EIm(yκ)2| ≥ δ
2
u2,
8 TERENCE TAO AND VAN VU
and (2) follows by setting u = Re(z) and v = Im(z). 
Since rotating all entries by the same phase does not change the norm of the inverse,
Theorem 2.1 follows from the following theorem.
Theorem 2.5 (Least singular value bound). Let A,C1, C2 be positive constants.
There are positive constants B and C3 such that the following holds. Let x be a
random variable with C1-controlled second moment and Nn be the random matrix
of order n whose entries are i.i.d copies of x. Let M be a deterministic matrix of
order n with spectral norm at most nC2 . Then,
P(‖(M +N)−1‖ ≥ nB) ≤ C3n−A.
Remark 2.6. Our arguments give an explicit dependence of B in terms of A and
C2. One can set B to be roughly 2AC2. A more exact dependence can be obtained
with considerably more technical details. Since for the proof of the circular law, any
constant B suffices, we do not go into this matter here and will discuss it elsewhere.
Remark 2.7. Notice that the assumptions in Theorem 2.5 are weaker than the
assumption of Theorem 1.2. We do not require x to have mean 0 and bounded
(2+η)th moment. In the proof of Theorem 1.2, these extra assumptions are needed
in order to repeat the approach of Bai, and are unrelated to the pole problem or
Theorem 2.5.
Remark 2.8. One can relax somewhat the hypothesis that the entries xij of Nn are
i.i.d copies of x. It is sufficient to assume the following
• xij are dominated by a single distribution x in the Fourier-analytic sense
that |E(e2pi
√−1Re(ξxij))| ≤ E(e2pi
√−1Re(ξx)) for all complex numbers ξ.
• x has κ-controlled second moment for some fixed κ.
This refinement can be extracted without too much difficulty from the proof in this
paper, which ultimately relies on Fourier-analytic methods. Using this refinement
and following [2, Chapter 10.8.2], we can extend Theorem 1.2 for the case the
the entries of Nn are independent, but not necessarily identically distributed, as
mentioned in the introduction.
In order to deal with sparse random matrices, we prove the following variant of
Theorem 2.1.
Theorem 2.9 (Least singular value for sparse matrices). Let A > 1, C1, C2, α be
positive constants. There are positive constants B and C3 depending on A,C1, C2, α
such that the following holds. Let x be a random variable with C1-controlled second
moment and let Nn,ρ be the random matrix of order n defined as in Theorem 1.3.
Let M be a deterministic matrix of order n with spectral norm at most nC2 . Then,
P(‖(M +Nn,ρ)−1‖ ≥ nB) ≤ C3n−A.
To conclude this section, let us derive a simple corollary of Theorem 2.9.
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Corollary 2.10 (Condition number bound). Let A,C1, C2, α be positive constants.
There are positive constants B and C3 such that the following holds. Let x be a
random variable with C1-controlled second moment and Nn,ρ be the random matrix
of order n defined as in Theorem 1.3. Let M be a deterministic matrix of order n
with spectral norm at most nC2 . Then,
P(‖M +Nn,ρ‖‖(M +Nn,ρ)−1‖ ≥ nB) ≤ C3n−A.
Proof. A simple application of Chebyshev’s inequality shows that
P(|x| ≥ nA/2+1)≪C1 n−A−2.
Since ‖Nn,ρ‖ is bounded from above by maxi
∑n
j=1 |xij |, we have that
P(‖Nn,ρ‖ ≥ nA/2+2)≪C1 n−A
by the union bound. Combining this with the polynomial bound on ‖M‖ and with
Theorem 2.9, the claim follows by choosing B sufficiently large. 
The condition number ‖M‖‖M−1‖ of a matrix M plays a crucial role in numer-
ical linear algebra (see [3], for instance). The above corollary implies that if one
perturbes a fixed matrixM by a (very general) sparse random matrix Nn, the con-
dition number of the resulting matrix will be relatively small with high probability.
This fact has some nice applications in theoretical computer science (see [28] or
[23], for example).
3. Inverse Littlewood-Offord theorems
Let us consider a toy case in order to illustrate the ideas behind the proof of
Theorem 2.5. Assume, for a moment, thatM = 0 and x ≡ N(0, 1) is real Gaussian.
In this case, we talk about the least singular value of the random matrix Nn whose
entries are i.i.d real Gaussian. Let Xi be the row vectors of Nn and di be the
distance from Xi to the hyperplane Hi spanned by Xj , j 6= i. The least singular
value of Nn is close (up to factors of n
O(1)) to min1≤i≤n di. Thus, our goal is to
prove that with high probability, each of the di is bounded away from 0.
In this Gaussian case, the task is simple since, thanks to symmetry, the distribution
of di does not depend on the vectors Xj, j 6= i. Indeed, di has the same distribution
as the distance from a Gaussian vector to a fixed hyperplane. This variable is well
understood and satisfies the inequality
P(di ≤ n−A−1/2) = O(n−A)
for any fixed positive constant A. This leads to the conclusion of Theorem 2.5 in
this simple case.
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However, the general case is much more difficult. For example, if the entries of
N are iid Bernoulli, it is already non-trivial to prove Nn is asymptotically almost
surely non-singular (i.e. that with probability 1 − o(1), one has di 6= 0 for all i).
The point here is that one can no longer fix Xj , j 6= i. As a matter of fact, the
distribution of the distance di depends heavily on the position of the hyperplane
Hi spanned by the Xj, j 6= i. For example, let x be Bernoulli and consider the
following two situations
• Hi has normal vector ( 1√n , · · · , 1√n ). In this case, di = 0 with probability
O( 1√
n
).
• Hi has normal vector ( 1√2 , 1√2 , 0, . . . , 0). In this case, di = 0 with probabil-
ity 12 .
A hyperplane H is, in some sense, bad for us if the distance from a random (row)
vector to H is small with non-negligible probability. It is important to understand
the bad hyperplanes. Notice that if v = (v1, . . . , vn) is the unit normal vector of
H , then the distance in question is exactly the random variable
|v1x1 + . . .+ vnxn|,
where xi are i.i.d. copies of x.
This naturally leads to introducing the following concept.
Definition 3.1 (Small ball probability). Let x be a complex random variable, and
let v = (v1, . . . , vn) be a tuple of complex numbers. We define the random walk
Wx(v) to be the complex random variable
(4) Wx(v) := v1x1 + . . .+ vnxn
where x1, . . . , xn ≡ x are iid copies of x. For any z ∈ C and r > 0, we let B(z, r)
denote the closed disk of radius r centered at z. For any r ≥ 0, we define the small
ball probability
pr,x(v) := sup
z∈C
P(Wx(v) ∈ B(z, r)).
Intuitively, we expect the small ball probability pr,x(v) to be quite small for “most”
tuples v. The question, of course, is to quantify “most”.
A classical theorem of Littlewood and Offord [17] (see also [6]) shows that if x is
Bernoulli, and all |vi| ≥ 1, then p1,x(v) = O(n−1/2). There are several extensions
of this result. They, typically, improve upon the bound O(−n1/2), under extra
assumptions on the vi. We are going to refer to results in this spirit as forward
Littlewood-Offord theorems.
For our purposes, we need inverse Littlewood-Offord theorems. Such a theorem is
supposed to give a characterization of those vectors v, where pr,v is larger than some
lower bound. The study of inverse Littlewood-Offord theorems was started in [27],
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where we investigated the case when x has discrete support. A new result in this
spirit was recently obtained in [21], where the authors investigated sub-Gaussian
distributions, as well as distributions with bounded third or fourth moments.
In the current situation, we only assume that x has O(1)-controlled second moment.
The weakness of this assumption is a major obstacle and makes the proof much more
complicated. It is still possible to obtain a reasonably strong characterization of
v, given that pr,x(v) is large. However, this characterization is somewhat technical
to state and so we will only explicitly state here a corollary of it, which will be
sufficient for our purpose of proving the least singular value bound and the circular
law.
Let x be a complex random variable. Let n be a positive integer and β, p be
positive numbers that may depend on n. Let Sn,x,β,p be the set of all unit vectors
v = (v1, . . . , vn) ∈ Cn such that one has the concentration bound
pβ,x(v) ≥ p.
We give Cn the l∞ norm
‖(v1, . . . , vn)‖∞ := sup
1≤i≤n
|vi|.
Theorem 3.2 (Inverse Littlewood-Offord theorem). Let x be a complex random
variable which has κ-controlled second moment for some κ > 0. Let 0 < ε ≤ 1.
Then, for all n which are sufficiently large depending on κ, ε and β ≥ exp(−nε/2)
and p = n−O(1), there is a set S′ ⊂ Cn of size at most n(−1/2+ε)np−n + exp(o(n))
such that for any v ∈ Sn,x,β,p there is v′ ∈ S′ such that ‖v − v′‖∞ ≤ β. In other
words, Sn,x,β,p has a maximal β-net in the l
∞ norm of size at most n(−1/2+ε)np−n+
exp(o(n)).
Theorem 3.3 (Inverse Littlewood-Offord theorem for sparse random variables).
Let x be a complex random variable which has κ-controlled second moment for some
κ > 0. Let 0 < ε ≤ 1. Then, for all n which are sufficiently large depending on
κ, ε and β ≥ exp(−nε/2) and p = n−O(1), all 1/n < µ ≤ 1, and all m between nε
and n1−εµ there is a set S′ ⊂ Cn of size at most nO(ε)n(p√m)−n+exp(nO(ε)m/µ)
such that for any v ∈ Sn,xIµ,β,p there is v′ ∈ S′ such that such that ‖v−v′‖∞ ≤ β.
In other words, Sn,xIµ,β,p has a maximal β-net in the l
∞ norm of size at most
nO(ε)n(p
√
m)−n + exp(nO(ε)m/µ).
Remark 3.4. If one sets m = n1−Cεµ for some absolute constant C then the conclu-
sion of Theorem 3.3 is similar to that in Theorem 3.2 except for the extra term
√
µ
in Theorem 3.3. However, for our applications it will be slightly more convenient
to choose m at the other extreme, thus m = nε. The main point here is that the
size of Sn,x,β,p (or Sn,xIµ,β,p) tends to be much smaller than p
−n.
Definition 3.5 (Entropy). Let A be a precompact subset of a metric space X , and
let ε > 0. We define the internal metric entropy Nε(A) to be the cardinality of the
largest ε-net in A (i.e. a set B ⊂ A where any two elements in B are separated by
distance ε). We define the external metric entropy N ′ε(A) to be the least number
of closed ε-balls in X needed to cover A.
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One easily verifies that
N2ε(A) ≤ N ′ε(A) ≤ Nε(A),
and furthermore in the complex plane X = C we have N2ε(A) = Θ(Nε(A)). As
constant factors will not play any important role, the two notions of entropy will
be essentially equivalent for our purposes.
Since ‖v‖∞ ≥ n−1/2‖v‖, we have the following corollary.
Corollary 3.6. Let x be a complex random variable which has κ-controlled second
moment, for some constant κ > 0. Let ε be an arbitrary positive constant. Then
for any positive numbers µ, β, p ≤ 1 and all sufficiently large n we have
Nβn1/2(Sn,x,β,p) ≤ n(−1/2+ε)np−n + exp(o(n))
and
Nβn1/2(Sn,xIµ,β,p) ≤ n(−1/2+ε)n(p
√
µ)−n + exp(o(n))
Remark 3.7. In fact, the proof of Theorem 3.2 gives a fairly precise description
of the set Sn,x,β,p, as is the case with other inverse Littlewood-Offord theorems
in the literature. However, this description is somewhat technical to state and we
only need the entropy bound on Sn,x,β,p in our application, so we have presented
Theorem 3.2 in the above short (but less explicit) form.
4. Concentration probabilities and Fourier analysis
Throughout this section x will be a fixed complex random variable with O(1)-
controlled second moment. For any 0 < µ ≤ 1, let x(µ) be the random variable
(5) x(µ) := (x1 − x2)Iµ
2
where x1, x2 are iid copies of x and Iµ
2
is independent from x1, x2.
Example 4.1. If x is the Bernoulli random variable P(x = +1) = P(x = −1) = 1/2,
then x(µ) ∈ {0,+2,−2} with P(x(µ) = +2) = P(x(µ) = −2) = µ/8.
For any 0 < µ ≤ 1 and any tuple v = (v1, . . . , vn) of complex numbers, define the
concentration probability
(6) Pµ(v) := E exp(−pi|Wx(µ)(v)|2).
This quantity will turn out to be very convenient for controlling the small ball
probabilities of Wx(µ)(v) (see Lemma 4.3 below). To do that, we first need a
Fourier-analytic representation of Pµ(v). We introduce the characteristic function
f : C→ R, defined by
(7) f(z) := |E(e(Re(xz)))|2
where e is the standard character
e(t) := e2pi
√−1t.
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Lemma 4.2 (Fourier representation). For any tuple v = (v1, . . . , vn) of complex
numbers and any 0 < µ ≤ 1, we have
(8) Pµ(v) =
∫
C
n∏
i=1
(
1− µ
2
+
µ
2
f(ξvi)
)
exp(−pi|ξ|2) dξ.
Here of course dξ is Lebesgue measure on the complex plane C.
Proof. From the Fourier identity
(9) exp(−pi|z|2) =
∫
C
e(Re(ξz)) exp(−pi|ξ|2) dξ
and (6) we have
(10) Pµ(v) =
∫
C
Ee(Re(ξWx(µ)(v))) exp(−pi|ξ|2) dξ.
On the other hand, from (4), (5), (7) and independence we see that
Ee(Re(ξWx(µ)(v))) =
n∏
i=1
(1 − µ
2
+
µ
2
f(ξvi))
and the claim follows. 
The relevance of concentration probability to the small ball probability is provided
by the following lemma:
Lemma 4.3 (Concentration probability bounds small ball probability). For any
tuple v and any r > 0, we have
pr,x(v) ≤ epir2P1(v).
In applications, r will be very close to 0 and so the term epir
2
can be ignored.
Proof. From Definition 3.1, it suffices to show that
P(Wx(v) ∈ B(z, r)) ≤ epir2P1(v)
for any z ∈ C. Notice that
P(Wx(v) ∈ B(z, r)) ≤ epir2E exp(−pi|Wx(v) − z|2).
Applying (9) as in the proof of the preceding lemma, we have
E exp(−pi|Wx(v) − z|2) =
∫
C
Ee(Re(ξWx(v)))e(−Re(ξz)) exp(−pi|ξ|2) dξ.
The quantity |Ee(Re(ξWx(v)))| can be expanded, using (4) and (7), as
∏n
i=1 f(ξvi)
1/2.
Since f(ξvi)
1/2 ≤ 12 + 12f(ξvi), it follows that
|Ee(Re(ξWx(v)))| ≤
n∏
i=1
(
1
2
+
1
2
f(ξvi)
)
.
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The claim of the lemma follows from the triangle inequality and Lemma 4.2. 
We now generalize the above lemma to the sparse case:
Lemma 4.4 (Concentration probability bounds small ball probability, sparse ver-
sion). For any tuple v and any r > 0, 1 ≥ µ > 0, we have
pr,xIµ(v) ≤ epir
2
Pµ(v).
Proof. The proof is almost identical as the previous one. The only difference
here is that we have |Ee(Re(ξWxIµ(v)))| instead of |Ee(Re(ξWx(v)))|. Notice
that |Ee(Re(ξWxIµ(v)))| can be expanded as
∏n
i=1((1 − µ) + µf(ξvi)1/2). Since
f(ξvi)
1/2 ≤ 12 + 12f(ξvi), it follows that
|Ee(Re(ξWxIµ(v)))| ≤
n∏
i=1
(
(1 − µ
2
) +
µ
2
f(ξvi)
)
,
and again we are done using Lemma 4.2. 
The concentration probability has several pleasant properties (cf. [27, Lemma 5.1]):
Lemma 4.5 (Properties of Pµ). Let 0 < µ ≤ 1. Then the following properties
hold.
(i) The quantity Pµ(w) is monotone decreasing in µ and permutation invariant
in w.
(ii) For any tuples v,w we have
Pµ(vw) ≤ Pµ(v)
where vw is the concatenation of v and w.
(iii) For any tuples v,w we have
Pµ(v)Pµ(w) ≤ 2Pµ(vw).
(iv) For any k ≥ 1 and tuple v we have
Pµ(v) ≤ Pµ/k(vk)
where vk is the concatenation of k copies of v.
(v) For any tuples v,w1, . . . ,wm we have
Pµ(vw1 . . .wm) ≤
(
m∏
i=1
Pµ(vw
m
i )
)1/m
.
In particular, by the pigeonhole principle, there exists 1 ≤ i ≤ m such that
Pµ(vw1 . . .wm) ≤ Pµ(vwmi ).
Proof. Properties (i), (ii) are immediate from (8). To prove (iii), observe from (6)
that
Pµ(v)Pµ(w) = E exp(−pi(|Wx(µ)(v)|2 + |Wx(µ)(w)|2))
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where we require the walksWx(µ)(v),Wx(µ) (w) to be independent. Using the arith-
metic mean-geometric mean inequality
|Wx(µ)(v)|2 + |Wx(µ)(w)|2 ≥
1
2
|Wx(µ)(vw)|2
followed by the Fourier identity
exp(−pi|z|2/2) = 2
∫
C
e(Re(ξz)) exp(−2pi|ξ|2) dξ
we conclude that
Pµ(v)Pµ(w) ≤ 2
∫
C
Ee(Re(ξWx(µ)(vw))) exp(−2pi|ξ|2) dξ.
Comparing this with (10) we obtain the claim.
The inequality (iv) follows easily from (8) and the elementary inequality 1 − t ≤
(1− t/k)k for all 0 ≤ t ≤ 1, which follows from the convexity of log(1− t). Finally,
the inequality (v) follows from (8) and Ho¨lder’s inequality. 
5. The x-norm of a complex number
In this section, we present a way to estimate the characteristic function f (and hence
the concentration probabilities Pµ(w)) in terms of a more convenient expression.
Define the x-norm of a complex number w ∈ C by the formula
(11) ‖w‖x :=
(
E‖Re(w(x1 − x2))‖2R/Z
)1/2
where x1, x2 are iid copies of x, and ‖t‖R/Z denotes the distance from t to the
nearest integer.
Example 5.1. If x is Bernoulli, then ‖w‖x = 1√2‖Re(2w)‖R/Z. So in this case the
x-norm of w is basically the size of the fractional part of Re(2w).
Lemma 5.2 (Relationship between f and x-norm). For any w ∈ C and 0 < µ ≤ 1
we have
(1− µ
2
) +
µ
2
f(w) ≤ exp (−Ω(µ‖w‖2x))
and thus by Lemma 4.2 we have
(12) Pµ(w) ≤
∫
C
exp
(
−Ω
(
µ
k∑
i=1
‖ξwi‖2x
))
exp(−pi|ξ|2) dξ
for any tuple w = (w1, . . . , wk).
Proof. In view of the elementary inequality 1− t ≤ exp(−t) for t ≥ 0, it will suffice
to show that
f(w) ≤ 1− Ω(‖w‖2x).
But from (7) we have the identity
f(w) = ReEe(Re(w(x1 − x2))) = E cos(2piRe(w(x1 − x2)))
and the claim follows from the elementary inequality cos(2piθ) ≤ 1−Ω(‖θ‖2
R/Z). 
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We now record some useful properties of the x-norm, which may help explain why
we call it a “norm”:
Lemma 5.3 (Properties of x-norm). The following properties hold:
(i) For any w ∈ C, 0 ≤ ‖w‖x ≤ 1 and ‖ − w‖x = ‖w‖x.
(ii) For any z, w ∈ C, ‖z + w‖x ≤ ‖z‖x + ‖w‖x.
(iii) If x has κ-controlled second moment for some positive constant κ, then
there exists a positive constant c depending on κ such that ‖z‖x ≫ |Re(z)|
for all z ∈ B(0, c).
Proof. Property (i) is obvious. Property (ii) follows from the triangle inequality for
L2 and the elementary observation that ‖x+ y‖R/Z ≤ ‖x‖R/Z + ‖y‖R/Z.
Now we prove (iii). Let z ∈ B(0, c) for some small c. From (11) it suffices to show
that
E‖Re(z(x1 − x2))‖2R/Z ≫ |Re(z)|2.
On the other hand, from (1) we have
E|Re(x)|2I(|x| ≤ K) ≥ 1
K
for some K = O(1). In particular P(|x| ≤ K)≫ 1. So if we let yi for i = 1, 2 be xi
conditioned on the event |xi| ≤ K, it suffices to show that
E‖Re(z(y1 − y2))‖2R/Z ≫ |Re(z)|2.
If c is small enough depending on K, then |z(y1 − y2)| ≤ 12 , so it suffices to show
that
E|Re(z(y1 − y2))| ≫ |Re(z)|2.
But this follows by conditioning on y2 and then using (1). 
6. Generalized arithmetic progressions and the forward
Littlewood-Offord theorem
As in previous literature, our Littlewood-Offord theorems shall involve generalized
arithmetic progressions (GAPs), which we now define.
Definition 6.1 (Generalized arithmetic progression). If v1, . . . , vr are complex
numbers and L1, . . . , Lr are positive numbers, we define the symmetric generalized
arithmetic progression (or symmetric GAP for short)
Q = Q((v1, . . . , vr), (L1, . . . , Lr))
to be the set
Q := {n1v1 + . . .+ nrvr|n1, . . . , nr ∈ Z; |ni| ≤ Li for all i} ⊂ C.
We refer to r as the rank of Q, v1, . . . , vr as the generators, and L1, . . . , Lr as the
dimensions.
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If all the sums n1v1 + . . . + nrvr are distinct, we say that Q is proper. For t > 0,
we define the dilate tQ of Q as
tQ := Q((v1, . . . , vr), (tL1, . . . , tLr)).
Finally, if L1 = . . . = Lr = L, we abbreviate Q((v1, . . . , vr), (L, . . . , L)) as Q((v1, . . . , vr), L).
GAPs are a fundamental object in additive combinatorics and they have played a
crucial role in our earlier papers on Inverse Littlewood-Offord theorems and least
singular values [27, 28]. For a detailed discussion about these objects, we refer to
[25].
Remark 6.2. It is helpful to view Q as the image of the integral box
{(n1, · · · , nr)||ni| ≤ Li, 1 ≤ i ≤ r} ⊂ Zr
under the linear map Φ that sends the point (n1, . . . , nr) to n1v1+ · · ·+nrvr. Q is
proper if Φ is one-to-one.
We use the following two simple lemmas frequently:
Lemma 6.3 (Doubling property). Let Q be a symmetric GAP of rank r and t ≥ 1.
Then
#(tQ)≪r tr#Q.
Proof. One can cover tQ by O(tr) translates of Q. 
Lemma 6.4 (Pigeonhole principle). Let Q ⊂ C be a finite set, and let Ω ⊂ C be a
set which can be covered by at most M balls of radius r/2. Then we have
#((Q−Q) ∩B(0, r)) ≥ #(Q ∩ Ω)
M
.
Proof. We can of course assume that Q ∩ Ω is non-empty. By the pigeonhole
principle, we can find a ball B(z, r/2) of radius r/2 which contains at least #(Q ∩
Ω)/M elements of Q ∩ Ω; in particular it contains at least one element z0 of Q.
Since (Q∩Ω∩B(z, r/2))−z0 is contained in (Q−Q)∩B(0, r), the claim follows. 
For a GAP Q = Q((v1, . . . , vr), (L1, . . . , Lr)), define the dispersion D(Q) to be the
quantity
(13) D(Q) :=
#Q
#(Q ∩B(0, 1)) .
Remark 6.5. The quantity D(Q) is very close to the metric entropy N1(Q) of Q,
indeed simple volume packing arguments (cf. Lemma 6.4) show that D(Q) =
Θr(N1(Q)). We will however not use that fact here.
This quantity turns out to control the concentration probability of certain random
walks associated with Q:
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Theorem 6.6 (Forward Littlewood-Offord theorem). For any 0 < µ ≤ 1, ε > 0,
and complex numbers v1, . . . , vr, we have
Pµ(v
L21
1 . . . v
L2r
r )≪ε,r D(Q)−1+ε,
where
Q = Q((v1, . . . , vr), (
√
µL1, . . . ,
√
µLr)).
This “forward Littlewood-Offord theorem” will be crucial in establishing Theorem
3.2. To give the reader some feeling about this estimate, let us first consider a toy
case when x is Bernoulli and µ = 1. The adjusted random variable x(µ) equals 0
with probability 3/4 and ±2 with probability 1/8.
Assume furthermore that the vi are non-zero integers and Q is proper. Thus Q ∩
B(0, 1) ⊂ {−1, 0, 1} and the desired bound becomes
P1(v
L21
1 . . . v
L2r
r )≪ε,r (#Q)−1+ε.
Consider a (lazy) random walk W starting at 0. At step j, stay with probability
1/2 and move to right or left by an amount vj with probability 1/8. The terminal
point after n step is exactly the random variable
Wx(1)(v1 . . . vn) = x
(1)
1 v1 + · · ·+ x(1)n vn.
Since Pµ(v) := E exp(−pi|Wx(µ)(v)|2), the quantity P1(vL
2
1
1 . . . v
L2r
r ) can be bounded
from above by the sum of the probability that the lazy random walk with L21 steps
of size v1, . . . , L
2
r steps of size vr ends up on a point with absolute value at most
10 log(#Q) and a negligible term which is much smaller than (#Q)−1.
Notice that the coefficient of vj is the sum of L
2
j iid copies of x
(1). It is well known
that the distribution of this sum is roughly uniform on the interval [−Lj, Lj]. (By
roughly uniform, we mean that for any two integers in this interval, the ratio of their
masses is bounded from above by a positive constant.) Thus, the main observation
here (and somehow the essence of the theorem) is that the end point of the walk
(conditioned on the fact that the coefficient of vj belongs to [−Lj, Lj ] ) is roughly
uniform in Q. It follows that the probability that it has absolute value O(log#Q)
can be bounded from above by O( log #Q#Q ) ≤ #Q−1+ε, giving the desired bound.
This argument can be made rigorous for random variables x with discrete sup-
ports, even when Q is not proper. However, the proof for the general case is more
complicated. The main technical tool needed is the following level set estimate:
Lemma 6.7 (Level set estimate). Given a GAP Q = Q(v1, . . . , vr, L1, . . . , Lr), a
complex number ξ0, and ε > 0, let Σ ⊂ C be the set
(14) Σ :=
{
ξ ∈ B(ξ0, 1)
∣∣‖ξvi‖x ≤ D(Q)ε/Li for all 1 ≤ i ≤ r} .
Then
(15) mes(Σ)≪ε,r D(Q)−1+Or(ε).
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We will prove Lemma 6.7 in Sections 7-8 below. For now, let us show how it implies
Theorem 6.6.
Proof of Theorem 6.6 assuming Lemma 6.7. We abbreviate D := D(Q). In view
of (12), it suffices to show that∫
C
exp(−Ω(µ
r∑
i=1
L2i ‖ξvi‖2x)) exp(−pi|ξ|2) dξ ≪r,ε D−1+ε.
Covering C by balls of radius 1, it thus suffices to show that∫
B(ξ0,1)
exp(−Ω(
r∑
i=1
µL2i ‖ξvi‖2x)) dξ ≪r,ε D−1+ε
for all ξ0 ∈ C.
Now we fix ξ0. Let c be a small positive constant to be determined. It is clear that
if D is sufficiently large, then∫
B(ξ0,1)
exp
(
−Ω(
r∑
i=1
µL2i ‖ξvi‖2x)
)
dξ ≤ mes(Σ) +D−1
where
Σ := {ξ ∈ B(ξ0, 1)|‖ξvi‖x ≤ D
cε
√
µLi
for all 1 ≤ i ≤ r}.
(In fact, Dcε can be replaced by C logD for some large constant C.) By Lemma
6.7,
mes(Σ) ≤ D−1+O(cε).
We choose c equal half of the reciprocal of the hidden constant in O. It follows that
mes(Σ) ≤ D−1+ε/2,
which implies∫
B(ξ0,1)
exp(−Ω(
r∑
i=1
µL2i ‖ξvi‖2x)) dξ ≤ D−1+ε/2 +D−1 ≤ D−1+ε,
concluding the proof. 
To conclude the proof of Theorem 6.6, we need to establish Lemma 6.7. This is the
purpose of the next two sections.
7. Lacunary sets inside GAPs
Let S be a set. We shall informally call a sequence w1, . . . , wd of elements of S
lacunary if the ratio |wi−1||wi| is large for all 1 < i ≤ d. The goal of this section
is to show that a large GAP always contains a large lacunary subset with some
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prescribed properties. This fact will be a key ingredient in the proof of Lemma 6.7
(and hence Theorem 6.6), which we give in the next section.
To give the reader some motivation, let us consider the toy case when Q is an
interval, say {−s,−s+ 1, . . . , s− 1, s}. Given a ratio K > 2 and a constant R > 1
(say), we can easily find d elements w1, . . . , wd such that |wd| ≥ R and |wi||wi+1| ≥ K
where d satisfies
#Q≪ KdR.
The main result of this section is a generalization of the above observation for
general GAPs.
Lemma 7.1 (Lacunarity lemma). Let K ≥ 1, let Q be a symmetric GAP of
rank r, and let R ≥ 0 be a radius. Then there exists, for some d ≥ 0, “primary
vectors” w1, . . . , wd ∈ Q, and “secondary vectors” w′1, . . . , w′d ∈ Q with the following
properties:
(i) (Lacunarity) We have |wi| ≥ K|wi+1| for all 1 ≤ i ≤ d− 1.
(ii) (Secondary bounds) We have |wi| > R and |w′i| ≤ |wi| for all 1 ≤ i ≤ d.
(iii) (Many vectors) We have
(16) #Q ≤
[
d∏
i=1
Or(KKi)
]
#(Q ∩B(0, R))
where 1 ≤ Ki ≤ 1 +K is the quantity
(17) Ki := 1 +K
∣∣∣∣Im(w′iwi )
∣∣∣∣ .
(iv) (Crude upper bound) We have
(18) d≪r 1 +
log #Q#(Q∩B(0,R))
logK
.
Remark 7.2. The secondary vectors are necessary here because Q is taking values
in the complex numbers; if Q ⊂ R then we could simply take w′i = 0 (and thus
Ki = 1) for all i. The reader may wish to follow the argument below in the real
case (and for R = 0), as it is somewhat simpler in that case. The bound (16) may
seem strange, but it is best possible except for the Or(·) factor, and we will need
such a tight estimate in our applications. The vectors w1, . . . , wd, w
′
1, . . . , w
′
d are
somewhat analogous to the Minkowski basis of a lattice with respect to a convex
body, thus (16) can be viewed as a variant of Minkowski’s second theorem.
Proof. By increasing K if necessary we may assume K to be larger than any given
constant depending on r. We can also assume that Q is not contained in B(0, R),
as the claim is obvious otherwise.
We perform the following algorithm. We set d0 := Cr
(
1 +
log #Q
#(Q∩B(0,R))
logK
)
for
some sufficiently large constant Cr depending only on r.
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Step 0 Initialize i = 1. We also adopt the convention that w0 =∞.
Step 1 Let Qi := 2
−d0+iQ ∩ B(0, |wi−1|/K). If Qi ⊂ B(0, R) then set d := i − 1
and STOP. Otherwise, let wi ∈ Qi be chosen such that |wi| is maximal;
thus |wi| ≤ |wi−1|/K, |wi| > R and Q ⊂ B(0, |wi|).
Step 2 Let w′i ∈ Qi be chosen to maximize the quantityKi defined in (17). Observe
that |w′i| ≤ |wi|.
Step 3 From elementary complex geometry we see that Qi is now contained in a
rectangle of dimensions O(|wi|)×O(KiK |wi|). This rectangle can be covered
by O(KKi) disks of radius |wi|/2K. Applying Lemma 6.4, we conclude
that the set
Qi+1 := 2
−d0+i+1Q ∩B(0, |wi|/K) ⊃ (Qi −Qi) ∩B(0, |wi|/K)
obeys the lower bound
(19) #Qi+1 ≫ 1
KKi
#Qi.
Step 4 Increment i to i+ 1 and return to Step 1.
Since w1, w2, . . . have decreasing magnitude and lie in the finite set Q we see that
this algorithm terminates in finite time. In fact we claim that this algorithm ter-
minates before step d0. For if the algorithm reaches stage d0, we have obtained
w1, . . . , wd0 ∈ Q obeying the lacunarity condition |wi| ≤ |wi−1|/K. This implies
that the GAP Q((w1, . . . , wd0),K/10) is proper, and that the pairwise sums be-
tween Q((w1, . . . , wd0),K/10) and 2Q ∩ B(0, R/10) are distinct and contained in
(d0K + 1)2Q. But this implies that
(K/10)d0#(2Q ∩B(0, R/10))≪ #(d0KQ) ≤ O(d0K)r#Q.
Also, since B(0, R) can be covered by O(1) balls of radius R/20, we see from Lemma
6.4 that
#(2Q ∩B(0, R/10))≫ #(Q ∩B(0, R))
and thus
Ω(K)d0−r ≪ O(d0)r #Q
#(Q ∩B(0, R)) .
But from definition of d0, we see that this is impossible if Cr is chosen sufficiently
large (recall we are taking K large compared to r). Thus we have d ≤ d0, which in
particular implies that w1, . . . , wd and w
′
1, . . . , w
′
d lie in Q. Since Q is not contained
in B(0, R) we also have d ≥ 1.
Next, we observe from (19) that
#(Q ∩B(0, R)) ≥ #Qd+1 ≥
(
d∏
i=1
Ω(
1
KKi
)
)
#Q1.
Now we can cover Q by Or(1)
d0 copies of Q1 = 2
−d0+1Q, and thus
(20) #Q ≤
[
d∏
i=1
O(KKi)
]
Or(1)
d0#(Q ∩B(0, R)).
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In particular, since K + 1 ≥ K1 and d0 ≥ d we have
#Q
#(Q ∩B(0, R)) ≤ (K + 1)
2dOr(1)
d0 ;
using the definition of d0 and recalling that K is large compared to r we conclude
that d ≫r d0. The claim (16) now follows from (20). The remaining claims are
easily verified from the construction. 
8. Proof of Lemma 6.7
We are now ready to prove Lemma 6.7. In the following, Q is fixed and we write
D instead of D(Q). We also fix r and allow all implied constants to depend on r.
We may assume without loss of generality that D is large compared with ε, since
the claim is trivial otherwise.
Let K := Dε; since D is assumed large compared to ε, we see that K is also. We
apply Lemma 7.1 (with R = 1, and to the GAP 1K4Q) to obtain vectors
(21) w1, . . . , wd, w
′
1, . . . , w
′
d ∈
1
K4
Q
for some d = O(1/ε) such that |wi| ≥ K|wi+1| for all 1 ≤ i ≤ d − 1, |wi| > 1 and
|w′i| ≤ |wi| for all 1 ≤ i ≤ d, and
#
(
1
K4
Q
)
≤
[
d∏
i=1
O(KKi)
]
#(Q ∩B(0, 1))
where Ki is defined in (17). Since Q has rank O(1), we have
#
(
1
K4
Q
)
≫ K−O(1)#Q = D1−O(ε)#(Q ∩B(0, 1))
and thus (since d = O(1/ε) and D is large compared with ε)
(22)
d∏
i=1
KKi ≥ D1−O(ε).
From (14), Lemma 5.3, and (21) we see that
(23) ‖ξwi‖x, ‖ξw′i‖x ≪
1
K3
for all 1 ≤ i ≤ d and ξ ∈ Σ.
For 1 ≤ i ≤ d, define ζi := 1K2wi and ζ′i :=
√−1 1KKiwi . Let P be the GAP
P := Q
(
(ζ1, . . . , ζd),
K
100
)
+Q
(
(ζ′1, . . . , ζ
′
d), (
K1
100
, . . . ,
Kd
100
)
)
.
One should view P as a kind of “dual” to Q. It has the following properties:
Lemma 8.1 (Properties of P ). We have
(i) P is proper.
(ii) #P ≥ D1−O(ε).
THE CIRCULAR LAW 23
(iii) P ⊂ B(0, O(1/K)).
(iv) If z, z′ ∈ P are distinct, then z +Σ and z′ +Σ are disjoint.
Proof. We first verify (i). If P is not proper, then we have a linear relation
n1ζ1 + . . .+ ndζd +m1ζ
′
1 + . . .+mdζ
′
d = 0
for some integers n1, . . . , nr,m1, . . . ,mr, not all zero, with |ni| ≤ K/50 and |mi| ≤
Ki/50 for 1 ≤ i ≤ r. Let j be the largest index such that (nj ,mj) is non-zero. If
1 ≤ i < j, then from the properties of wi we have
|wi| ≥ Kj−i|wj |
and so
|ζi| ≤ |ζj |
Kj−i
; |ζ′i| ≤
|ζj |
Kj−i−1Ki
.
From the triangle inequality we then have
|n1ζ1 + . . .+ nj−1ζj−1 +m1ζ′1 + . . .+mj−1ζ′j−1| ≤
|ζj |
10
and thus
|njζj +mjζ′j | ≤
|ζj |
10
.
On the other hand, since nj ,mj are integers which are not both zero, and ζ
′
j =√−1 KKj ζj , and K/Kj ≥ 1/2, we see that
|njζj +mjζ′j | ≥
|ζj |
2
,
a contradiction.
From (i) we also see that
#P ≥
d∏
i=1
Ω(
K
100
)Ω(
Ki
100
)
and so (ii) now follows from (22) (recalling that d = O(1/ε) andD is large compared
to ε).
Now we prove (iii). If z ∈ P , then we see from the triangle inequality that
|z| ≤ 1
100
d∑
j=1
K|ζj |+Kj|ζ′j | ≤
1
50K
d∑
j=1
1
|wj | ≤
1
10K|wd|
by lacunarity. But by construction |wd| ≥ 1, and the claim follows.
Now we prove (iv). If the claim was false, then we could find distinct z, z′ ∈ P and
ξ, ξ′ ∈ Σ such that z − z′ = ξ − ξ′. We can then write
z − z′ = n1ζ1 + . . .+ ndζd +m1ζ′1 + . . .+mdζ′d = ξ − ξ′
for some integers n1, . . . , nr,m1, . . . ,mr, not all zero, with |ni| ≤ K/50 and |mi| ≤
Ki/50.
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Let j be the largest index such that (nj ,mj) is non-zero. From (23) and Lemma
5.3 we have
(24) ‖(z − z′)wj‖x, ‖(z − z′)w′j‖x ≪
1
K3
.
On the other hand, from the triangle inequality we have
|z − z′| ≤ 1
100
j∑
i=1
K|ζi|+Ki|ζ′i| ≤
1
50K
j∑
i=1
1
|wi| ≤
1
10K|wj|
by lacunarity, and thus
|(z − z′)w′j | ≤ |(z − z′)wj | ≪
1
K
.
If K is large enough, then we can apply Lemma 5.3 to conclude from (24) that
Re((z − z′)wj),Re((z − z′)w′j) = O(
1
K3
).
On the other hand, observe that
|z − z′ − (njζj +mjζ′j)| ≤
1
100
j−1∑
i=1
K|ζi|+Ki|ζ′i| ≪
1
50K
j−1∑
i=1
1
|wi| ≪
1
10K2|wj |
and so by the triangle inequality
|Re((njζj +mjζ′j)wj)|, |Re((njζj +mjζ′j)w′j)| ≤
1
5K2
if K is large enough. On the other hand, by construction of ζj , ζ
′
j we have
Re((njζj +mjζ
′
j)wj) =
nj
K2
.
Since nj is an integer, we conclude nj = 0. In that case we have
|Re((njζj +mjζ′j)w′j)| =
|mj |
KKj
|Im(w
′
j
wj
)| ≥ |mj |
2K2
ifKj ≥ 2, by construction of ζ′j andKj . Sincemj is an integer, we concludemj = 0.
On the other hand, if Kj < 2, then we have mj = 0 as well, since |mj | ≤ Kj/50.
But (nj ,mj) is non-zero, a contradiction. 
From properties (ii), (iii), (iv) we see that
mes(B(0, O(1))) ≥ D1−O(ε)mes(Σ)
and the claim (15) follows.
9. Structure of weak elements
Let Q be a GAP. Extend Q by a new dimension generated by a new element z;
Q′ = Q + {−kz, · · · , kz}. We call z weak if #Q′ is only slightly more than #Q.
The goal of this section is to quantify (and generalize) the following phenomenon:
The set of weak z has small entropy.
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The reader may find the following simple example illustrative. Assume that Q is
the interval [−s, . . . , s]. Assume that Q′ := Q + {−kz, · · · , kz} has cardinality at
most ls, where l = kδ for some small positive δ.
Consider the interval Q1 := {x ∈ Z||x| ≤ sl/k}. The sets x + {z, · · · , kz}, x ∈ Q1
are subsets of Q′. Since #Q1 > ls/k, these sets are not disjoint. Thus, we have
x+ jz = x′+ j′z for some distinct x, x′ ∈ Q1 and 1 ≤ j 6= j′ ≤ k. This implies that
z ∈
⋃
1≤τ≤k
1
τ
· (Q1 −Q1).
This already gives a bound k#(Q1 −Q1) = O(l#Q) = O(ls) on the cardinality of
the possible z. But this bound can be improved further (this improvement is critical
later on). Consider the set x + {0, · · · , lz} with x ∈ Q. By the same argument as
before, these sets are not disjoint, and we can conclude that
z ∈
⋃
1≤τ ′≤l
1
τ ′
· (Q−Q).
Thus, z has two representations
z =
x
τ
=
x′
τ ′
for x ∈ Q1 − Q1, 1 ≤ τ ≤ k and x′ ∈ Q − Q, 1 ≤ τ ′ ≤ l. If xτ is irreducible, then
τ ≤ l and the number of z’s of this form is only at most l#(Q1−Q1) = O( l2k s). If it
is not, then gcd(x, τ) ≥ τl . The number of x satisfying this condition in Q1−Q1 is
at most O( lτ#Q1). Thus, the number of z’s is at most
∑k
τ=lO(
l
τ#Q1) = O(
l2
k s),
using the bound on #Q1 and the fact that l = k
Ω(1). Thus, altogether we obtain
the bound
O
(
l2
k
s
)
= O
(
l2
k
#Q
)
which is much better than the previous bound O(l#Q). The term k−1 will play a
critical role in later proofs.
The main result of this section is a generalization of this very special case.
Lemma 9.1. Let w1, . . . , wr be complex numbers and Q = Q((w1, . . . , wr), (L1, . . . , Lr)).
Let z be a complex number and k a positive integer. Define
Q′ := Q+Q(z, k) = Q+ {−kz, . . . , kz}.
Let Z denote the set of all complex numbers z such that
D(Q′) < lD(Q).
Then Z has a 24-net of size at most 1 +Or(l
4k−1D(Q)).
Remark 9.2. The 24-net can be replaced by an 1-net if we replace the bound 1 +
Or(l
4k−1D(Q)) by Or(1 + l4k−1D(Q)). However, it is important to us to have
the current formulation, as in the case when l4k−1D(Q) = o(1) the net will have
size exactly 1. The power of l4 might be improvable, but we will not need this
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improvement here, as l will always be relatively small for us compared to other
parameters such as k and D(Q).
Proof. Let z ∈ Z. By definition of Z, we have
#(Q+Q(z, k))
#((Q+Q(z, k)) ∩B(0, 1)) ≤ l
#Q
#(Q ∩B(0, 1)) .
Let W ⊂ 12Q be a maximal 1-net of 12Q, then we see that the sets w+(Q∩B(0, 1))
for w ∈ W cover 12Q, and thus
#W ≥ #(
1
2Q)
#(Q ∩B(0, 1)) ≫r
#Q
#(Q ∩B(0, 1)) ,
thanks to the easily verified fact that #(12Q)≫r #Q.
Refine the 1-net W to a maximal 2-net W ′. We have #W ′ ≫r #W and thus
(25) #(Q+Q(z, k))≪r l#((Q+Q(z, k)) ∩B(0, 1))#W ′.
Now, define the set
L := {−2k ≤ j ≤ 2k|jz ∈ 2Q+B(0, 2)}.
A simple greedy algorithm argument (using the symmetry of L) shows that we can
find a set J ⊂ {−k, . . . , k} of cardinality #J ≫ k#L such that j1 − j2 6∈ L for any
distinct j1, j2 ∈ J . Consider the sets jz +W ′ + ((Q+Q(z, k))∩B(0, 1)) for j ∈ J .
By the construction, we can verify that
(a) These sets are disjoint (thanks to the definition of J and L).
(b) Every set lies in 2(Q+Q(z, k)) (since |j| ≤ k and W ′ ⊂ 12Q).
(c) Each set has cardinality (#W ′)#((Q + Q(z, k)) ∩ B(0, 1)) (since W ′ is a
2-net).
It follows that
#J(#W ′)#((Q+Q(z, k)) ∩B(0, 1))≪ #(2(Q+Q(z, k)))≪r #(Q+Q(z, k)).
Combining this with (25) we conclude that
#J ≪r l.
On the other hand, #J ≫ k#L , so
(26) #L≫r l−1k,
which asserts that many multiples of z are close to 2Q.
Let R0 be the smallest radius such that
(27) # (10Q ∩B(0, R0)) ≥ Crlk−1#Q,
where Cr is a sufficiently large constant depending on r.
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By definition,
(28) # (10Q ∩B(0, R0/2)) = Or(lk−1#Q).
Assume, for a moment, that |z| ≥ 2R0 + 4. By the definition of L, we can find, for
each j ∈ L, an element ζj ∈ 2Q such that |jz − ζj | ≤ 2. (If there are many ζj , fix
one arbitrarily.) Let j and j′ be two different indices, then
|ζj − ζj′ | ≥ |(j − j′)||z| − 4 ≥ |z| − 4.
This implies that the sets ζj + (10Q ∩ B(0, R0)) are disjoint. Furthermore, as
ζj ∈ 2Q, they all lie in 12Q. Therefore,
(#L)# (10Q ∩B(0, R0)) ≤ #(12Q)≪r #Q.
But this contradicts (27) if we choose Cr sufficiently large. Thus we have
|z| < 2R0 + 4.
If R0 < 10, then z < 24 and Z has a maximal 24-net of cardinality 1 and we are
done.
From now on, we assume R0 ≥ 10. Thus |z| < 3R0.
From (26) and the pigeonhole principle we can find j, j′ ∈ L such that 0 < |j−j′| ≪r
l. Thus there exists an integer 0 < i ≪r l such that iz ∈ 4Q + B(0, 4). Since
|z| ≤ 3R0, we have |iz| ≪r lR0 and thus in fact iz ∈ (4Q∩B(0, Or(lR0)))+B(0, 4).
Thus, to obtain the desired bound on N1(Z), it will suffice to show that
N4(4Q ∩B(0, Or(lR0)))≪r l3k−1D(Q).
Let Z ′ be any 4-net of 4Q∩B(0, Or(lR0)). Observe that the sets ζ′+(Q∩B(0, 1))
for ζ′ ∈ Z ′ are disjoint and lie in 5Q ∩B(0, Or(lR0)). Thus we have
(#Z ′)#(Q ∩B(0, 1)) ≤ #(5Q ∩B(0, Or(lR0))).
Since D(Q) = #Q#(Q∩B(0,1)) , it suffices to show that
#(5Q ∩B(0, Or(lR0)))≪r l2k−1#Q.
But (as we are working on the plane) we can cover B(0, Or(lR0)) by Or(l
2) balls
of radius R0/4, so by Lemma 6.4 we have
#(10Q ∩B(z0, R0/2))≫r l−2#(5Q ∩B(0, Or(R0))).
Comparing this with (28) we obtain the claim. 
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10. Proof of the inverse theorems
We first prove Theorem 3.2. The proof of Theorem 3.3 can be obtained with some
minor modifications.
Let us begin with a simple reduction. Since x has O(1)-controlled second moment,
from Chebyshev’s inequality we see that |x| ≥ nA+10 with probability O(n−2A−20).
Thus if we let x′ be x conditioned on the event |x| ≤ nA+10, we see from the union
bound that pβ,x(v) and pβ,x′(v) differ by at most O(n
−2A−19). Thus (modifying p
slightly if necessary) we may replace x by x′, and so we may assume for the rest of
the proof that
(29) |x| ≤ nA+10 = nO(1) almost surely.
Consider a point v in Sn,x,β,p. Let V = (V1, . . . , Vn) be the vector obtained from
β−1v/2 by rounding the coordinates to the nearest Gaussian integer multiple of
n−A−20. Clearly thus |V| = Θ(β−1). Furthermore, by (29)
p1,x(V) ≥ pβ,x(v) ≥ p.
By Lemma 4.3, it follows that
P1(V)≫ p.
We are going to find a small O(1)-net (in the l∞ norm) for the set of all possible
V satisfying the last inequality. Set k := n1/2−ε, and let d ≥ 1 be an integer to be
chosen later (d will be bounded by a constant.)
Now we perform the following algorithm (following the proof of [27, Theorem 2.4])
to construct some elements w1, . . . , wr in V for some 0 ≤ r ≤ d.
Step 0 Initialize r = 0. Set V[0] = V.
Step 1 Count how many Vj ∈ V[r] there are such that
D(Q((w1, . . . , wr, Vj), k)) ≥ nεD(Q((w1, . . . , wr), k)).
If this number is less than k2 then STOP. Otherwise, move on to Step 2.
Step 2 Applying Lemma 4.5(v), we can find some Vj ∈ V [r] such that
D(Q((w1, . . . , wr, Vj), k)) ≥ nεD(Q((w1, . . . , wr), k))
and
P1(V
[r]wk
2
1 . . . w
k2
r ) ≤ P1(V[r+1]wk
2
1 . . . w
k2
r V
k2
j ),
where V[r+1] is obtained from V[r] by deleting a set of k2 elements. We
then set wr+1 := Vj and then increment r to r + 1. If r = d then STOP
(with an error); otherwise return to Step 1.
By induction, at each stage in this algorithm we have
P1(V
[r]wk
2
1 . . . w
k2
r )≫ p
THE CIRCULAR LAW 29
and hence by Theorem 6.6 and Lemma 4.5(ii)
D(Q((w1, . . . , wr), k))≪ p−1/(1−ε) ≪ nO(ε)p−1 = nO(1).
On the other hand, by construction we have
D(Q((w1, . . . , wr), k)) ≥ nrε.
Thus, the algorithm must terminate in Step 1 for some r = Oε(1). At this point,
we have obtained a tuple (w1, . . . , wr) of elements in V with r = Oε(1) such that
(30) D(Q((w1, . . . , wr), k))≪ε nO(ε)p−1
and such that
D(Q((w1, . . . , wr, Vj), k)) < n
εD(Q((w1, . . . , wr), k))
for all but at most rk2 = Oε(n
1−2ε) ≤ n1−ε values of j.
Now we have enough information to construct the net. First we show that it costs
a relatively small factor to take care of the exceptional coordinates. There are at
most Oε(k
2) ≤ n1−ε exceptional values of j; we can fix the values of the exceptional
j by paying a factor of
n1−ε∑
i=0
(
n
i
)
= exp(o(n)).
For each exceptional j, Vj is a Gaussian integer multiple of O(n
−A−20) of magnitude
O(β−1). Thus, the number of possible choices for Vj is β−1nO(1). So, after we fix
the exceptional coordinates j, there are at most
(β−1nO(1))n
1−ε
= exp(o(n))
ways to specify the values of these coordinates.
As for the remaining (non-exceptional) coordinates Vj , Lemma 9.1 (along with (30),
the definition of k, and the bound r = Oε(1)) shows that each such Vj lies within
distance O(1) of a set of cardinality 1 +Oε(n
−1/2+O(ε)p−1). The set of all vectors
V has a O(1)-net in the l∞ norm of size at most
exp(o(n))
(
1 +Oε(n
−1/2+O(ε)p−1)
)n
= O(n(−1/2+O(ε))np−n) + exp(o(n))
assuming n sufficiently large depending on p, ε.
Changing a O(1)-net to a 1-net costs only a O(1) factor. Thus, we can conclude
that there is an 1-net of size at most O(n(−1/2+O(ε))np−n) + exp(o(n)). As we can
choose ε arbitrarily small, the proof of Theorem 3.2 is complete.
To prove Theorem 3.3, we just use the sparse version of all lemmas used in the
previous proof, except that we take k equal to
√
m/µ rather than n1−ε. The
starting point is
Pµ(V)≫ p.
Instead of D(Q((w1, . . . , wr), k)), we will consider D(Q((w1, . . . , wr),
√
µk)). Thus,
the gain from Lemma 9.1 is no longer k−1 (which used to lead to the term n−1/2+O(ε)
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in the final bound), but instead (k
√
µ)−1 (which leads to the term nO(ε)(
√
m)−1).
Meanwhile, the exp(o(n)) factor is replaced with exp(nO(ε)k2) = exp(nO(ε)m/µ).
The reader is invited to work out the simple details.
11. Proof of Theorems 2.5 and 2.9
Theorem 2.5 follows from the following. Let σn(M) denote the least singular value
of a matrix M of order n. We shall abbreviate N = Nn,ρ.
Theorem 11.1. Let γ ≥ 0 be such that
• ‖M +N‖ ≤ nγ with probability one.
• |x1|+ · · ·+ |xn| ≤ nγ with probability one.
Then for any A,B ≥ 0 with
(31) B > 2γA+ 3γ + 1/2
we have
P(σn(M +N) ≤ n−B)≪A,B,γ,κ n−A.
Indeed, as x has finite second moment, we can assume that |x| ≤ nA+10, at the
cost of a (negligible) additional term o(n−A) in probability. Thus, by restricting x
to the event |x| ≤ nA+10 and using the assumption about M in Theorem 2.5, we
can satisfy both assumptions in Theorem 11.1, for γ large enough.
Remark 11.2. We can have a more efficient form of the theorem by bounding the
probability that the two assumptions on ‖M +N‖ and |x1|+ · · ·+ |xn| fail (rather
than assuming that they hold with probability one). The relation between B and
γ,A can be strengthened and we will do that in another paper.
We now prove Theorem 11.1. We suppress all dependence of the implied constants
on A, γ,B, κ.
Let us call a unit vector v = (v1, . . . , vn) poor if we have
pn−B+1/2,x(v) ≤ n−A−1,
and rich otherwise. Theorem 11.1 follows directly from the following two lemmas
and the fact that
σn(M) = inf|v|=1
|Mv|.
Lemma 11.3 (Poor vectors are negligible). We have
P(‖(M +N)v‖ ≤ n−B for some poor unit vector v)≪ n−A.
Lemma 11.4 (Rich vectors are negligible). We have
P(‖(M +N)v‖ ≤ n−B for some rich unit vector v)≪ n−A.
THE CIRCULAR LAW 31
Proof. (Proof of Lemma 11.3) We repeat the argument from [28]. Let E be the
event that ‖(M +N)v‖ ≤ n−B for some poor unit vector v. If E holds, then the
least singular value ofM+N is at most n−B, and so the same is true for the adjoint
(M +N)†. Thus there exists a row vector w† such that
(32) ‖w†(M +N)‖ ≤ n−B.
Write w† = (w1, . . . , wn). By paying a factor of n and using symmetry we may
assume that the last coefficient of w† has the largest magnitude, thus
(33) |wn| ≥ |wi| for all i.
In particular, we have
(34) |wn| ≥ 1/
√
n.
Thus, if we let F be the event that there exists a unit vector w obeying both (32)
and (33), we have
(35) P(E) ≤ nP(E ∧ F ).
Let X1, . . . , Xn be the rows of M +N . We shall condition on the first n− 1 rows
X1, . . . , Xn−1. Observe that if E holds, then there exists a poor unit vector v such
that
(
n∑
i=1
|Xi · v|2)1/2 = ‖(M +N)v‖ ≤ n−B.
Thus, if P(E|X1, . . . , Xn−1) is non-zero, then there exists a poor unit vector u such
that
(36) (
n−1∑
i=1
|Xi · u|2)1/2 ≤ n−B.
On the other hand, if F holds, and w† = (w1, . . . , wn) is as above, then by (32)
‖w1X1 + . . .+ wnXn‖ ≤ n−B;
taking inner products with the unit vector u and using the triangle inequality, we
conclude
|wn||Xn · u| ≤
n−1∑
i=1
|wi||Xi · u|+ n−B.
Using (34), Cauchy-Schwarz, and (36) we conclude
|Xn · u| ≤ n−B+1/2 + n−B+1/2 = 2n−B+1/2.
On the other hand, since u is poor, and Xn is independent of X1, . . . , Xn−1 (and
hence independent of u also), we have
P(|Xn · u| ≤ 2n−B+1/2|X1, . . . , Xn−1) ≤ n−A−1.
Putting all this together, we conclude that
P(E ∧ F |X1, . . . , Xn−1) ≤ n−A−1
uniformly in the choice of X1, . . . , Xn−1. Integrating over X1, . . . , Xn−1 and using
(35) we obtain P(E) ≤ n−A, as desired. 
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Proof. (Proof of Lemma 11.4) Let ε > 0 be a sufficiently small constant (in partic-
ular, smaller than the constant in Theorem 3.2); we allow all implied constants to
depend on ε. We may also assume that n is sufficiently large depending on ε.
Let J be the smallest integer strictly larger than 2A+2, thus 2A+2 < J ≤ 2A+3.
Thus, if we set δ := (A+1)/J , then (using (31)) we have 0 < δ < 1/2 and B > Jγ.
If ε is sufficiently small, we thus have
(37) B > JC + 1/2 and δ + 3ε < 1/2
where
(38) C := γ + 2ε.
Let v be a rich unit vector. For j = 0, 1, . . . , J , consider the quantities
pn−B+Cj+1/2,x(v).
These quantities are increasing in j, and range between n−A−1 and 1 since v is
rich. Applying the pigeonhole principle and using the definition of δ, we can thus
find a positive 0 ≤ j ≤ J − 1 such that
pn−B+C(j+1)+1/2,x(v) ≤ nδpn−B+Cj+1/2,x(v).
Define, for any 0 ≤ j ≤ J − 1 and 1 ≤ k ≤ ⌈(A+ 1)/ε⌉, the set Ωj,k as
Ωj,k := {v|(v rich) ∧(pn−B+C(j+1)+1/2,x(v) ≤ nδpn−B+Cj+1/2,x(v))∧(pn−B+Cj+1/2,x(v) ∈ [n−kε, n−(k−1)ε))}.
Since the number of pairs j, k is O(1), it suffices by the union bound to show that
for each fixed j, k
(39) P(‖(M +N)v‖ ≤ n−B for some unit vector v ∈ Ωj,k) = o(n−A).
In fact, we are going to show that this probability is exponentially small.
Let p := n−kε. In the notation of Theorem 3.2, v lies in Sn,x,n−B+Cj+1/2,p. Thus by
this theorem, there is a set V of cardinality at most
#V ≪ n−n/2+εnp−n + exp(o(n))
such that for each v ∈ Ωj,k there is v′ ∈ V such that ‖v − v′‖∞ ≤ n−B+Cj+1/2.
Consider v ∈ Ωj,k and v′ ∈ V as above. Recall that ‖M +N‖ ≤ nγ almost surely.
Thus with probability 1 we have
‖(M +N)(v − v′)‖ ≤ n−B+Cj+1+γ .
By the triangle inequality, we have
‖(M +N)v′‖ ≤ 2n−B+Cj+1+γ .
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As usual, let Xi be the ith row of M + N . It follows that there are at least
n′ := n− n1−ε coordinates 1 ≤ i ≤ n such that
|Xi · v′| ≤ n−B+Cj+1/2+γ+ε.
Now we relate the probability that |X · v′| ≤ n−B+Cj+1/2+γ+ε with p, where X :=
(x1, . . . , xn). Consider the quantity
|X · v −X · v′| = |(v1 − v′1)x1 + · · · · (vn − v′n)xn|.
Notice that |vi − v′i| ≤ n−B+Cj+1/2 and also
∑
i |xi| ≤ nγ with probability one.
Thus
|X · v −X · v′| ≤ n−B+Cj+1/2+γ
which implies, through the triangle inequality, that
|X · v| ≤ n−B+Cj+1/2+γ + n−B+Cj+1/2+γ+ε ≤ n−B+C(j+1)+1/2,
where in the last inequality we used (38).
We can then conclude that
P(|Xi·v′| ≤ n−B+Cj+1/2+γ+ε) ≤ pn−B+C(j+1)+1/2,x(v) ≤ nδpn−B+Cj+1/2,x(v) ≤ nδ+εp,
where in the last inequality we used the definition of Ωj,k.
Also, a very crude second moment argument, using the fact that x has κ-controlled
second moment, gives
(40) pn−B+C(j+1)+1/2,x(v) ≤ 1− δ′
if δ′ > 0 is small enough depending on κ. Thus
P(|Xi · v′| ≤ n−B+Cj+1/2+γ+ε) ≤ min(nδ+εp, 1− δ′).
By the union bound, we thus have
P
(‖(M +N)v′‖ ≤ n−B+Cj+1+γ+ε) ≤ min(nδ+εp, 1− δ′)n′(n
n′
)
.
Again by the union bound, the left-hand side of (39) is at most(
n−n/2+εnp−n + exp(o(n))
)
min
(
nδ+εp, 1− δ′)n′ (n
n′
)
≪ n−n/2+εnp−n(nδ+εp)n′
(
n
n′
)
+ exp(o(n))(1 − δ′)n′
(
n
n′
)
.
It is routine to verify that the last quantity is o(n−A) (indeed, we obtain a bound
of the form O(exp(−σn)) for some σ > 0). Our proof is complete. 
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11.5. The sparse case. Now we sketch the proof of Theorem 2.9. We repeat the
above arguments with the following changes. We will of course replace Theorem 3.2
by Theorem 3.3, with µ := ρ. Due to the presence of the additional factors of µ in
that theorem, we can no longer afford to choose δ close to 1/2, so we instead choose
δ to be very small, say δ = ε, where ε is very small compared to 1− α. In order to
take δ this small, we will need B to be much larger than what (31) requires, but
this is not a problem. For our applications, all we need is that B does not depend
on n.
The treatment of the poor vectors (Lemma 11.3) in the sparse case is the same
as in the non-sparse case. The treatment of the rich vectors (Lemma 11.4) is also
essentially the same, except for the fact that we no longer have (40). To be more
precise, 1 − δ′ needs to be replaced by 1 − δ′ρ. In the cases when k is larger than
some absolute constant (say 5), (40) is not needed, since in this case p is sufficiently
small and
min(nδ+εp, 1− δ′ρ) = min(n2εp, 1− δ′ρ) = n2εp
and the above argument goes through without difficulty, so long as one applies
Theorem 3.3 with m := nC0ε for some sufficiently large absolute constant C0.
In the remaining case where k is at most 5, the replacement of 1 − δ′ by 1 − δ′ρ
becomes too expensive and we will avoid it by a rescaling argument, using the
pigeonhole principle.
To start, notice that from the definition of Ωj,k and the fact k ≤ 5, we have
(41) pn−B′ ,xIρ(v) ≥ n−5ε
for some fixed B − Oε(1) ≤ B′ ≤ B. Since the left-hand side is p1,xIρ(nB
′
v), we
also see from Lemma 4.4 that
Pρ(n
B′v)≫ n−4ε.
We observe that this implies that v is “compressed” in the sense that at most
n100ε/ρ of the coefficients of v = (v1, . . . , vn) can exceed n
−B′+10 in magnitude.
(Of course, instead of 100, on can use any large constant.) Indeed, if instead we
had at least n100ε/ρ coefficients vi of magnitude at least n
−B′+10 for some large
absolute constant A, we see from Lemma 4.5 that
Pρ((n
B′vi)
nAε/ρ)≫ n−4ε
for one of these vi, but one can show that this is not the case by a direct computation
using the κ-controlled second moment hypothesis, or else by an appeal to Theorem
6.6. (Here we used the notation of Lemma 4.5: (z)s denotes a vector of length s
whose every coordinate equals z.)
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We have just seen that
|{1 ≤ i ≤ n : |vi| ≥ n−B′+10}| ≤ n100ε/ρ.
Next, we apply the pigeonhole principle to conclude the existence of a B′′ with
B′ − Oε(1) ≤ B′′ ≤ B′ − 10 and an integer m = Oε,γ(1) with
(42) nmε ≤ n100ε/ρ
such that
n(m−1)ε ≤ |{1 ≤ i ≤ n : |vi| ≥ n−B′′+10+γ}| ≤ |{1 ≤ i ≤ n : |vi| ≥ n−B′′}| ≤ nmε.
By paying a factor of Oε,γ(1) in our final probability bound we may fix B
′′ and
m. If we define the vector w by setting wi to be the nearest (Gaussian integer)
multiple of n−B
′′+1 to vi, we see that wi is non-zero for at most n
mε coordinates i,
and has magnitude ≫ n−B′′+10+γ for at least n(m−1)ε of these coordinates. Also,
if ‖(M +N)v‖ ≤ n−B, we see from the triangle inequality and crude computations
that ‖(M +N)w‖ ≤ n−B′′+5+γ (say), recalling that B′′ < B + 10.
On the other hand, note that if we let Ii,ρ be independent samples of Iρ, then
with probability Ω(n(m−1)ερ), there is at least one i with Ii,ρ = 1 and |wi| =
Ω(n−B
′′+10+γ). From this we conclude that
pn−B′′+7+γ ,xIρ ≥ 1− δ′n(m−1)ερ
for some absolute constant δ′ > 0 (cf. (40)), and thus for each fixed w we have
P(‖(M +N)w‖ ≤ n−B′′+5+γ)≪ exp(−Ω(n(m−1)ερn)).
On the other hand, a direct counting argument shows that the number of possible
w is at most exp(O(n(m+1)ε)). Recall that ρ ≥ n−1+α and α is much larger than
ε. It follows that
n(m−1)ερn≫ n(m+1)ε
for any m. Applying the union bound we obtain a suitably small contribution to
the sparse analogue of Lemma 11.4, as required.
12. Proof of the circular law
We now use Theorem 2.5 to derive Theorem 1.2.
By Lemma 2.4 and rotating x by a constant phase if necessary3, we may assume
that x has κ-controlled second moment for some κ. Allowing implied constants to
depend on this κ, we thus have that x has O(1)-controlled second moment, which
will allow us to apply Theorem 2.5 later.
3Here of course we use the obvious fact that the circular law is invariant under phase rotation
of the underlying random variable x.
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We closely follow the (now standard) arguments4 in [2, Chapter 10] (which are in
turn based on the earlier work of Girko [9] and Bai [1]), which we briefly review
here.
Let cn : R×R→ C be the characteristic function
cn(u, v) :=
∫
R
∫
R
e
√−1ux+√−1vyµn(dx, dy)
of the ESD µ, and similarly define
c(u, v) :=
∫
R
∫
R
e
√−1ux+√−1vyµ∞(dx, dy)
of the uniform measure µ∞ on the disk. The sequence of empirical measures µn
can be shown to be a.s. tight just from the assumption that x has finite second
moment (see [2, Lemma 10.5] and [2, Theorem 3.6], and also the discussion in [2,
p. 295]), and so by standard arguments it suffices to show, for almost every u, v,
that
(43) cn(u, v)→ c(u, v)
almost surely.
Henceforth we fix u, v. We can take uv 6= 0 since we only need the claim for almost
every u, v. From [2, Lemma 10.2], we have the Stieltjes transform identity (first
observed by Girko [9])
cn(u, v) = − u
2 + v2
2
√−1upi
∫
R
∫
R
1
n
n∑
k=1
Re(λk − z)
|λk − z|2 e
√−1us+√−1vt dsdt
=
u2 + v2
2
√−1upi
∫
R
∫
R
d
ds
log | det( 1√
n
Nn − zIn)|e
√−1us+√−1vt dsdt
=
u2 + v2
2
√−1upi
∫
R
∫
R
gn(s, t)e
√−1us+√−1vt dsdt
where z := s+
√−1t,
gn(s, t) :=
d
ds
(∫ ∞
0
log x νn(dx, z)
)
and νn is the empirical distribution of the positive-definite Hermitian matrix
Hn := (
1√
n
Nn − zIn)( 1√
n
Nn − zIn)∗.
The expression gn(s, t) is absolutely integrable in s, t, however because of the un-
boundedness of log x, Fubini’s theorem is not currently applicable, and one must
take some care with interchanging integrals or derivatives in this expression. In [2,
Lemma 10.4], the analogous identity
c(u, v) =
u2 + v2
2
√−1upi
∫
R
∫
R
g(s, t)e
√−1us+√−1vt dsdt
4One could also follow the approach of Go¨tze and Tikhomirov [11], as was done in [19].
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is derived, where g is a function whose explicit form (given in [2, p. 296]) we will
not review here. The task is then to show that∫
R
∫
R
(gn(s, t)− g(s, t))e
√−1us+√−1vt dsdt→ 0
a.s.
The next steps in [2] are to perform some truncations in the region of integration.
Let S > 2 be any integer. In [2, Lemma 10.6] (see also the discussion in [2, p. 299]),
it was shown that
lim
S→∞
lim sup
n→∞
∣∣∣∣∣
∫ ∫
|s|≥S or |t|≥S3
(gn(s, t)− g(s, t))e
√−1us+√−1vt dsdt
∣∣∣∣∣ = 0
a.s. Thus it suffices to show that∫ ∫
|s|≤S,|t|≤S3
(gn(s, t)− g(s, t))e
√−1us+√−1vt dsdt→ 0
a.s. for every S > 2.
Fix S. For any ε > 0, let T ⊂ R2 denote the set
T := {(s, t) ∈ R2||s| ≤ S, |t| ≤ S, ||z| − 1| ≥ ε}
(recall that z := s+
√−1t). In [2, Lemma 10.7] it is shown that∫ ∫
|s|≤S,|t|≤S3:(s,t) 6∈T
|gn(s, t)| dsdt ≤ 32
√
ε
and similarly with gn(s, t) replaced by g(s, t); thus it suffices to show that∫ ∫
T
(gn(s, t)− g(s, t))e
√−1us+√−1vt dsdt→ 0
a.s. for each ε > 0.
Fix ε > 0. Recall that
gn(s, t) :=
d
ds
(∫ ∞
0
log x νn(dx, z)
)
.
In [2, Lemma 10.10] it is shown that
g(s, t) :=
d
ds
(∫ ∞
0
log x ν(dx, z)
)
where ν is an explicit probability measure which we will not review here; in par-
ticular, the inner integral is absolutely convergent. Set εn := n
−2B for some large
absolute constant B (independent of n) to be chosen later. Using the integration
by parts argument given in [2, §10.7], it suffices to show that
(44) lim sup
n→∞
∫ ∫
T
∣∣∣∣
∫ ∞
εn
log x (νn(dx, z)− ν(dx, z))
∣∣∣∣ = 0
and
(45) lim sup
n→∞
∫ ∫
T
∣∣∣∣
∫ εn
0
log x νn(dx, z)
∣∣∣∣ = 0
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and similarly with the two-dimensional integral on T replaced by one-dimensional
integrals on the boundary of T . We shall only estimate the two-dimensional inte-
grals, as the treatment of the one-dimensional ones are similar5.
We first prove (44). Since x has finite second moment, a simple application of
Chebyshev’s inequality and the Borel-Cantelli lemma, and crude bounds on the
spectral norm of Nn shows that almost surely νn is supported on the interval
[0, n100]. Thus it suffices to show that
lim sup
n→∞
∫ ∫
T
|
∫ n100
εn
log x (νn(dx, z)− ν(dx, z))| = 0
Observe that log x has total variation bounded by a finite multiple of logn on the
x region of integration, thus it will suffice to show that
(46) lim sup
n→∞
(logn) sup
z∈T
sup
x>0
|νn(x, z)− ν(x, z)| = 0.
For this, it is convenient to perform some truncation, following [2, §10.5.1]. Let
0 < δ < 1/4 be arbitrary, and define the truncated random variables aˆij (depending
on n) by
aˆij := aijI(|aij | < nδ)−E
(
aijI(|aij | < nδ)
)
and the normalised random variable a˜ij by
a˜ij := aˆij/
√
E(|aˆij |2).
One easily verifies that a˜ij has mean zero, variance 1, and is also bounded by O(n
δ)
almost surely. Let N˜n be the matrix with entries a˜ij , let H˜n be the positive-definite
matrix
H˜n := (
1√
n
N˜n − zIn)( 1√
n
N˜n − zIn)∗
and let ν˜n(x, z) be the distribution function associated to H˜n. The argument in [2,
§10.5.1] gives the bound
(47) lim sup
n→∞
ncδη sup
z∈T
L(νn(·, z), ν˜n(·, z)) <∞
almost surely for some absolute constant c > 0, where L denotes the Levi distance.
Next, from [2, Lemma 10.15] we have
(48) lim sup
n→∞
nc
′δη sup
z∈T
sup
x>0
|ν˜n(x, z)− ν(x, z)| <∞
almost surely for another absolute constant c′ > 0 (this is where we use the hy-
pothesis δ < 1/4). Applying [2, Lemma 12.18] we conclude
lim sup
n→∞
nc
′δη sup
z∈T
L(ν˜n(·, z), ν(·, z)) <∞
and hence by the triangle inequality for Levi distance
lim sup
n→∞
nc
′′δη sup
z∈T
L(νn(·, z), ν(·, z)) <∞
5Actually, by employing a smooth cutoff to T rather than a rough one, one can dispense with
the need to consider boundary integrals.
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for some c′′ > 0. Applying [2, Lemma 12.18] and [2, Lemma 10.8] we obtain
lim sup
n→∞
nc
′′′δη sup
z∈T
sup
x>0
|νn(x, z)− ν(x, z)| <∞
for some c′′′ > 0, which yields (46) (with some room to spare). This proves (44).
The only remaining task is to prove (45). We would like to reduce matters to
establishing that almost surely we have
(49) lim
n→∞
∫ εn
0
log x νn(dx, z) = 0
for almost every z. The Lebesgue dominated convergence theorem does not apply
directly. However, observe from the triangle inequality in L2 that
(∫ ∫
T
∣∣∣∣
∫ ∞
0
log x νn(dx, z)
∣∣∣∣
2
)1/2
= 2

∫ ∫
T
∣∣∣∣∣ 1n
n∑
k=1
log |λk − z|
∣∣∣∣∣
2


1/2
≤ 2 1
n
n∑
k=1
(
∫ ∫
T
|log |λk − z||2)1/2
≪T 1
since log |z| is locally square-integrable. From bounds on ν (e.g. [2, Lemma 10.8]
and the estimates used to prove [2, Lemma 10.10]), we also have(∫ ∫
T
|
∫ ∞
εn
log x ν(dx, z)|2
)1/2
<∞,
which by (46) implies that(∫ ∫
T
|
∫ ∞
εn
log x νn(dx, z)|2
)1/2
is bounded uniformly in n. Thus
(50)
(∫ ∫
T
|
∫ εn
0
log x νn(dx, z)|2
)1/2
is bounded uniformly in n, which implies that the sequence of functions
∫ εn
0 log x νn(dx, z)
is uniformly integrable on T .
Now we can deduce (45) from (49). To see this, let M > 1 be a large parameter,
and let TM,n be the set of all z such that |
∫ εn
0
log x νn(dx, z)| ≤M . From (49) and
the Lebesgue dominated convergence theorem we have
lim
n→∞
∫ ∫
TM,n
∣∣∣∣
∫ εn
0
log x νn(dx, z)
∣∣∣∣ = 0.
On the other hand, from the uniform boundedness of (50) we see that
lim sup
n→∞
∫ ∫
T\TM,n
∣∣∣∣
∫ εn
0
log x νn(dx, z)
∣∣∣∣≪ 1M .
Adding these two estimates, and then letting M →∞, we obtain (45).
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It remains to prove (49). By Fubini’s theorem, it suffices to show for every z that
(49) holds almost surely. But observe that the integrand in (49) vanishes whenever
1√
n
Nn− zIn has least singular value at least n−B. By Theorem 2.5, this holds with
probability at least 1−O(n−100), if B is sufficiently large. The claim then follows
from the Borel-Cantelli lemma. This concludes the proof of Theorem 1.2.
13. Relaxation of the moment condition
We observe that the bound (46) was established with some room to spare. In fact,
the arguments in [2] allow one to relax the condition E|x|2+δ < ∞ to the slightly
weaker condition
(51) E|x|2 logC(2 + |x|) <∞
for any sufficiently large constant C. By inspecting the arguments in [2], we see
that any C > 16 will work. Perhaps a better constant can be obtained by tightening
some calculations, but we do not try to pursue this direction. It seems to us that
in the current approach, the extra log term cannot be removed completely in order
to establish the full conjecture.
We sketch the necessary changes to the argument as follows. The only part of
the argument which needs any attention at all is the proof of (46) (the remaining
components of the argument work even just assuming finite second moment for x).
We fix δ close to 1/4. We argue as before but with η set equal to η := C log lognlogn ,
thus η now decays slowly in n. One easily checks using (51) that E|x˜|2+η is bounded
uniformly in n by some bound B. We then use the arguments from [2] as before,
noting that nc
′′′δη will grow faster than logn if C is chosen large enough. Almost
all of the arguments in [2] go through even when η depends on n. The one task
which requires some care is the verification of (47). Following the arguments in [2,
§10.5.2] to prove (47), everything goes through without difficulty except one step
in the proof of [2, Lemma 10.13], in which one needs to establish that
∞∑
n=1
P
(
sup
z∈T
‖H˜n‖ > 1
2
n2δη
)
<∞
(in order to use the Borel-Cantelli lemma to neglect the contribution of I(‖H˜n‖ >
1
2n
2δn) for all z ∈ T ; note that the computation in [2, p. 311] here contains some
minor typographical errors). Writing H˜n in terms of N˜n and using the triangle
inequality to dispose of the zIn terms, it suffices to show that
∞∑
n=1
P
(
‖N˜n‖ > 1
4
nδη
√
n
)
<∞
Using the moment method, we obtain the bound
P
(
‖N˜n‖ > 1
4
nδn
)
≤
(
1
4
nδη
)−2k
n−kEtr((N˜nN˜∗n)
k)
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for any integer k ≥ 1. If we choose k := ⌊ K lognlog logn⌋ for some sufficiently large absolute
constant K, then the factor (14n
δη)−2k becomes O(n−100).
To conclude the argument, it suffices to show that
(52) Etr((N˜nN˜
∗
n)
k)≪B,K O(n)k+1.
This type of bound was established for bounded k in [2, Lemma 10.11] using the
moment method. But it is well-known that the method extends to much higher
value of k, in particular k = OK(
logn
log logn ). Indeed, the left-hand side of (52) can be
expanded as
(53)
∑
i1,...,ik,j1,...,jk∈{1,...,n}
Ex˜i1j1 x˜j1i2 . . . x˜ikjk x˜jki1 .
To estimate this, we consider the closed walk of length 2k on the set {1, . . . , n} ×
{1, 2}, in which one walks from (i1, 1) to (j1, 2) to (i2, 1) to (j2, 2), and so forth to
(ik, 1) to (jk, 2) and then back to (i1, 1). If there is any edge traversed exactly once
then the summand in (53) vanishes (since x˜ has mean zero, and since all the x˜ij
are independent). Thus we may assume each edge is traversed at least twice, thus
there are at most k edges traversed, and thus at most k + 1 vertices. Suppose in
fact that there are l + 1 vertices traversed for some 1 ≤ l ≤ k. Then there are at
least l edges traversed, and so the sum over all edges of the multiplicity minus two
is at most 2k− 2l. Since a˜ has a second moment of O(1) and is bounded by O(nδ),
we conclude that the summand in (53) is at most O(1)kO(nδ)2k−2l. On the other
hand, the number of closed walks of length 2k in a set of 2n vertices which traverse
exactly l+ 1 vertices can be computed to be at most
(2n)l+14l
(
2k
2l
)
(l + 1)4(k−l)
(see [8] or the introduction of [30]).
Thus the total contribution to (53) can be bounded by
k∑
l=1
O(1)kO(nδ)2k−2l(2n)l+14l
(
2k
2l
)
(l + 1)4(k−l).
The last (l = k) term (which is the dominating term) is of order O(1)knk+1, which
is acceptable. As for the l < k terms, we can bound their contribution crudely by
k−1∑
l=1
O(1)kO(knδ)2k−2lnl+1 = o(nk+1),
using the definition of k and the fact that δ is small. Thus, this contribution
is negligible compared to the main term. This proves (52), and completes the
derivation of the circular law under the hypothesis (51).
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14. Rate of Convergence
Let us return to the original hypothesis of bounded (2+η)th moment for some fixed
η > 0. The above arguments can be pursued in more detail to obtain the more
quantitative result that with probability 1, we have
(54) sup
s,t
|µn(s, t)− µ∞(s, t)| ≪ n−η′
for some η′ > 0 depending on η, and all sufficiently large n.
A full exposition of this improvement would be very tedious, so we only give a
brief sketch of how the argument proceeds. We first make some Fourier-analytic
reductions, analogous to the proof of Weyl’s equidistribution theorem, to reduce
matters to controlling the characteristic function cn(u, v).
Firstly, from [2, Lemma 10.5] we have
1
n
n∑
k=1
|λk|2 ≤ 1
n2
n∑
j,k=1
|xjk|2.
Applying the Kolmogorov law of large numbers, we conclude that with probability
1
1
n
n∑
k=1
|λk|2 ≪ 1
for all sufficiently large n. In particular, dµn assigns a measure of O(n
−η′ ) to
the complement of the square [−nη′/2/2, nη′/2/2]2 (one should think of this as a
quantitative tightness estimate on µn). If we then let dµ˜n be the push-forward of
the measure dµn to the torus (R/n
η′/2Z)2, and similarly define dµ˜∞, it thus suffices
to show that
sup
|s|,|t|≤nη′/2/2
| ∫
(R/nη′/2Z)2
1[−nη′/2/2,s]×[−nη′/2/2,t](s
′, t′)dµ˜n(s′, t′)
− ∫
(R/nη′/2Z)2
1[−nη′/2/2,s]×[−nη′/2/2,t](s
′, t′)dµ˜∞(s′, t′)|
≪ n−η′ .
Let ϕ be a bump function adapted to the ballB(0, n10η
′
), and let ϕˆ : (R/nη
′/2Z)2 →
C be the Fourier series
ϕˆ(s, t) :=
1
nη′
∑
u,v∈2pin−η′/2Z
ϕ(u, v)e
√−1us+√−1vt.
This is an approximation to the identity, and one can then verify the pointwise
bounds
1[−nη′/2/2,s]×[−nη′/2/2,t] ≥ 1[−nη′/2/2,s−n−5η′ ]×[−nη′/2/2,t−n−5η′ ] ∗ ϕˆ+O(n−η
′
)
and
1[−nη′/2/2,s]×[−nη′/2/2,t] ≤ 1[−nη′/2/2,s+n−5η′ ]×[−nη′/2/2,t+n−5η′ ] ∗ ϕˆ+O(n−η
′
)
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(say). Because of this, and the fact that µ˜n, µ˜∞ are probability measures, it will
suffice to show that
sup
|s|,|t|≤nη′/2/2
| ∫(R/nη′/2Z)2 1[−nη′/2/2,s]×[−nη′/2/2,t] ∗ ϕˆ(s′, t′)dµ˜n(s′, t′)
− ∫(R/nη′/2Z)2 1[−nη′/2/2,s]×[−nη′/2/2,t] ∗ ϕˆ(s′, t′)dµ˜∞(s′, t′)|
≪ n−η′ .
Taking Fourier transforms and using the triangle inequality, we can bound the
left-hand side by
n100η
′
sup
u,v∈2pin−η′/2Z:|u|,|v|≪n10η′
|
∫
(R/nη′/2Z)2
e
√−1us+√−1vtdµ˜n(s, t)−
∫
(R/nη′/2Z)2
e
√−1us+√−1vtdµ˜∞(s, t)|,
which is equal to
n100η
′
sup
u,v∈2pin−η′/2Z:|u|,|v|≪n10η′
|cn(u, v)− c(u, v)|.
Thus it will suffice (by the union bound and the Borel-Cantelli lemma) to show
that for any fixed u, v with |u|, |v| ≤ nη′ , one has
(55) P(|cn(u, v)− c(u, v)| ≪ n−200η′) ≥ 1−O(n−10)
for all sufficiently large n.
To prove (55) one repeats the proof of (43), which requires going through all the
relevant arguments in [2] and noting that all the almost sure convergence results can
be replaced instead with more quantitative polynomial convergence results (similar
to (55)). We perform only one of these steps in detail, namely the proof of the
quantitative analogue of (45),
P(
∫ ∫
T
∣∣∣∣
∫ εn
0
log x νn(dx, z)
∣∣∣∣≪ n−200η′) ≥ 1−O(n−10).
Inspecting the proof of (49), we see that for each fixed z,
∫ εn
0
log x νn(dx, z) vanishes
with probability O(n−100). By Fubini’s theorem and Markov’s inequality, we thus
see that with probability 1−O(n−50), the set {z ∈ T : ∫ εn0 log x νn(dx, z) 6= 0} has
measure at most n−50. Since (50) is bounded uniformly in n, the claim now follows
from the Cauchy-Schwarz inequality.
Remark 14.1. It is quite likely that one can make the convergence even more quan-
titative, establishing a bound of the form
P(sup
s,t
|µn(s, t)− µ∞(s, t)| ≤ n−η′) ≥ 1−O(n−1−η′)
for all n ≥ 1; note that the claim (54) is a corollary of this bound and the Borel-
Cantelli lemma. This requires replacing the Kolmogorov law of large numbers with
a more quantitative law of large numbers which takes advantage of the fact that
the random variable |x|2 does not merely have finite first moment, but in fact has
finite (1 + η2 )
th moment. We omit the details.
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15. The sparse case
In this section we sketch how one can modify the arguments in Section 12 to obtain
the circular law for sparse matrices (i.e. Theorem 1.3). The proof shall be a modi-
fication of that6 of Theorem 1.2. In that theorem, one first needed the convergence
lim
n→∞
1
n2
n∑
j,k=1
|xjk|2 = E|x|2 <∞,
which was a consequence of the Kolmogorov law of large numbers, in order to obtain
tightness of the µn. In the sparse case, the analogous convergence result one needs
is
(56) lim
n→∞
1
ρn2
n∑
j,k=1
|Ij,k,ρxjk|2 = E|x|2 <∞.
But one easily computes that with probability 1, Ij,k,ρ is equal to 1 for (1+o(1))ρn
2
values of j, k, and so this claim also follows from the Kolmogorov law of large
numbers.
We now repeat the arguments of Section 12, using Theorem 2.9 instead of Theorem
2.5. The truncation argument in [2, §10.5.1] which allows one to replace νn with
ν˜n can be easily modified, basically by similar arguments to the one used to deduce
(56). The only step which requires care is the modification of [2, Lemma 10.15]
needed to establish the sparse analogue of (48). The proof of this lemma in [2]
requires some upper bounds for the expected moments Etr(H˜kn) of H˜n (see [2,
Lemma 10.11]), but it is not difficult to verify7 that these upper bounds continue
to hold in the sparse case. The rest of the proof of [2, Lemma 10.15] proceeds with
only minor changes.
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6It is also likely that the arguments in [11] (see also [19]) could also be adapted to handle this
case, at least if one assumes additional moment conditions on x, since the lower bound α > 3/4
required in that paper was only needed to obtain an analogue of Theorem 2.9.
7As is well-known, the expected moments reduces to a sum over paths of length k, such as (53).
For those paths in which each edge is traversed exactly twice, there is no difference between the
sparse matrix and dense matrix as far as the expectation is concerned. For those paths in which
an edge is traversed more than twice, the sparse matrix contributes more than the dense matrix,
but one can still show that the net contribution here is dominated by the main term in which
each edge is traversed exactly twice; roughly speaking, for each fewer vertex that one traverses,
one loses a factor of nδ/ρ but picks up a factor of n, leading to a net gain of a positive power in
n.
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