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HOMOLOGICAL STABILITY FOR UNLINKED CIRCLES IN A
3-MANIFOLD
ALEXANDER KUPERS
Abstract. We prove a homological stability theorem for unlinked circles in 3-manifolds
and give an application to certain groups of diffeomorphisms of 3-manifolds.
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1. Introduction
We start by introducing the spaces of interest. Let Emb(−,−) be the space of embeddings
and Diff(−) the topological group of diffeomorphisms, both in the C∞-topology.
Definition 1.1. Let M be a 3-manifold, then we define the space of k unlinked circles to be
Ck(M) := Emb
unl
(⊔
k
S1,M
)
/Diff
(⊔
k
S1
)
where Embunl(−,−) is the subspace of embeddings
⊔
k S
1 →֒M that extend to an embedding⊔
kD
2 →֒M .
Notation 1.2. We will denote a point in Ck(M) by c and a circle in c by c.
Suppose we are given a chart R×R →֒ ∂M and a collar neighborhood R×R× [0,∞) →֒M
for this chart. Then we can define a stabilization map
t : Ck(M) −→ Ck+1(M)
as follows. We remark that Ck(−) is a continuous functor from the category of 3-manifolds
and embeddings to topological spaces. We pick an embedding ρ : D3 ∪M →֒ M such that
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ρ|M is isotopic to the identity and ρ|D3 is given (x, y, z) 7→ (x, y, z + 2) with respect to the
collar neighborhood R3 × [0,∞). We also fix a point c0 ∈ C1(D
3), and define
t(c) := ρ(c0 ⊔ c) : Ck(M) −→ Ck+1(M)
Since C1(D
3) is path-connected and ρ is unique up to isotopy, this is unique up to homotopy.
Theorem 1.3. If M is path-connected the map t∗ : H∗(Ck(M)) → H∗(Ck+1(M)) is always
injective and an isomorphism for ∗ ≤ ⌊k−22 ⌋.
Remark 1.4. This result is inspired by work of Palmer [1]. Consider a path-connected
m-dimensional manifold M and a compact n-dimensional manifold N such that m ≥ 2n +
3. Palmer proved homological stability for unlinked embeddings of
⊔
kN into M where
the stabilization map adds an unlinked copy of the manifold near the boundary. Here an
embedding
⊔
kN →֒M is said to be unlinked if there exists an embedding
⊔
k R
m →֒M such
that each Rm contains a single of copy of N .
Theorem 1.3 prompts the question what the stable homology is. This is discussed in Section
2. We also give two corollaries of this result. The first corollary is homological stability for
spaces of Euclidean unlinked circles in D3. Euclidean circles are subsets of R3 given by the
image of a standard circle {(x, y, z) ∈ R3|
√
x2 + y2 = r and z = 0} under an isometry of R3
with the standard Euclidean metric.
Definition 1.5. The space of k unlinked Euclidean circles in D3 is the subspace of Ck(D
3)
consisting of Euclidean circles. It is denoted Ek(D
3).
Note that this is homotopy equivalent to the space of k unlinked Euclidean circles in R3.
Our corollary then follows from Theorem 4.1 of [2]:
Theorem 1.6 (Brendle-Hatcher). The inclusion Ek(D
3) →֒ Ck(D
3) is a homotopy equiva-
lence.
Corollary 1.7. The map t∗ : H∗(Ek(D
3)) → H∗(Ek+1(D
3)) is always injective and an iso-
morphism for ∗ ≤ ⌊k−22 ⌋.
Proof. If we use a collar neighborhood and embedding ρ compatible with the Euclidean struc-
ture on D3, and an x ∈ E1(D
3) ⊂ C1(D
3), then the stabilization map used above restricts to
a stabilization map t : Ek(D
3)→ Ek+1(D
3) which fits into a commutative diagram
H∗(Ck(D
3))
t∗
//
∼=

H∗(Ck+1(D
3))
∼=

H∗(Ek(D
3))
t∗
// H∗(Ek+1(D
3))
with the top map an isomorphism in the desired range by Theorem 1.3. 
Remark 1.8. Hatcher and Wahl proved homological stability for the sequence of groups
π1(Ek(D
3)) in Corollary 1.2 of [3]. These groups are known as string motion groups. Wilson
proved representation stability for pure string motion groups [4, 5], which implies rational
homological stability for string motion groups. She also proved vanishing of the rational
cohomology in positive degrees. Griffin gave a method to compute the integral cohomology
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in [6]. It is known that Ek(D
3) is not an Eilenberg-MacLane space, because Ek(D
3) is homo-
topy equivalent to a finite CW complex while π1(Ek(D
3)) contains torsion, see the remarks
preceding Theorem 3 of [2].
Remark 1.9. This paper supersedes an earlier one about homological stability for the spaces
Ek(R
3).
The second corollary is homological stability for certain groups of diffeomorphisms of 3-
manifolds. Consider M#kD
2×S1 for M path-connected with non-empty boundary ∂M , and
fix a diffeomorphism ⊔kT
2 → ∂(M#kD
2 × S1) \ ∂M . Let Diff∂M (M#kD
2 × S1,S∂) be the
topological group of diffeomorphisms f that fix ∂M pointwise and such that there exists a
permutation σ of {1, . . . , k} so that f ◦ ψ|T2
i
= ψ|T2
σ(i)
. The following is proven in Section 6.
Corollary 1.10. There is a map
(t′)∗ : H∗(BDiff∂M (M#kD
2 × S1,S∂)) −→ H∗(BDiff∂M (M#k+1D
2 × S1,S∂))
which is an isomorphism for ∗ < ⌊k−42 ⌋ and a surjection for ∗ ≤ ⌊
k−2
2 ⌋.
1.1. Acknowledgments. We thank Søren Galatius, Allen Hatcher, Martin Palmer and the
referee for helpful comments and conversations.
2. The stable homology
Whenever one proves a homological stability result, one next attempts to compute the
stable homology. There are two obvious candidates for the stable homology, given by maps
Ck(R
3;RP 2) −→ Ck(R
3) −→ Ω30Thom(TRP
2)
In this subsection we show that neither of these maps induces an isomorphism on H1 for
k ≫ 0. To do so, we start with computing H1(Ck(R
3)).
Lemma 2.1. For k ≥ 2 we have that H1(Ck(R
3)) ∼= (Z/2Z)3.
Proof. By Theorem 1.6 it suffices to compute H1(Ek(R
3)). The group H1(Ek(R
3)) can be
computed by abelianizing the presentation of π1(Ek(R
3)) in Proposition 3.7 of [2]. 
First, we describe the map Ck(R
3;RP 2)→ Ck(R
3). Let Ck(R
3;RP 2) be the configuration
space of k unordered distinct points labeled by lines in RP 2:
Ck(R
3;RP 2) = {((x1, L1), . . . , (xk, Lk)) ∈ (R
3 × RP 2)k|xi 6= xj for i 6= j}/Sk
The map Ck(R
3;RP 2) → Ck(R
3) sends {(xi, Li)}
k
i=1 to the configuration of k circles c =
{ci} with ci the circle in the plane through xi orthogonal to Li, with center xi and radius
1
3 mini6=j(||xi − xj ||). The following implies that this map does not induce an isomorphism
on H1 for k ≫ 0.
Lemma 2.2. For k ≥ 2 we have that H1(Ck(R
3;RP 2)) ∼= (Z/2Z)2.
Proof. Theorem A of [7] says that H1(C2(R
3;RP 2)) ∼= H1(Ck(R
3;RP 2)) for all k ≥ 2. Let
F2(R
3;RP 2) denote the labeled configuration space, defined as
F2(R
3;RP 2) := {((x1, L1), (x2, L2)) ∈ (R
3 × RP 2)2|x1 6= x2}
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There are two fiber sequences
RP 2 × RP 2 → F2(R
3;RP 2)→ S2
F2(R
3;RP 2)→ C2(R
3;RP 2)→ BS2
The first has a section, so that π1(F2(R
3;RP 2)) ∼= Z/2Z2. Then the second implies that
π1(C2(R
3;RP 2)) ∼= Z/2Z ≀ Z/2Z with abelianization (Z/2Z)2, so that H1(C2(R
3;RP 2)) ∼=
(Z/2Z)2. 
Secondly, the map Ck(R
3)→ Ω3Thom(TRP 2) is the restriction of the scanning map defined
in [8] to configurations of k unlinked circles in R3. We sketch its definition. The Thom space
Thom(TRP 2) is the one-point compactification of the total space of TRP 2 and can be thought
of as the space of affine lines in R3, including a single line at infinity. We define
s : Ck(R
3) −→ Ω3Thom(TRP 2)
by giving its adjoint S3 ∧ (Ck(R
3))+ → Thom(TRP
2). We think of S3 as R3 ∪{∞}. For each
configuration of unlinked circles c in R3 there exists an ǫ > 0 such that for all x ∈ R3 the ball
Bǫ(x)∩c is either empty or contains a unique point closest to x. This ǫ gives an identification
Bǫ(x) ∼= R
3 and can be chosen continuously in c. Then a pair (x, c) is sent to either (i) the
point at infinity if Bǫ(x) ∩ c = ∅ or (ii) to the affine line tangent to the circle at the unique
closest point in Bǫ(x) ∩ c, using the identification Bǫ(x) ∼= R
3. The point at infinity in S3 is
sent to the point at infinity in Thom(TRP 2).
Since Ck(R
3) is path-connected, the scanning map lands in a single path component of
Ω3Thom(TRP 2) of Ω3Thom(TRP 2), without loss of generality the 0th one as all are weakly
equivalent. The following implies that s does not induce an isomorphism on H1 for k≫ 0.
Lemma 2.3. We have that H1(Ω
3
0Thom(TRP
2);Q) ∼= Q.
Proof. It suffices to show π4(Thom(TRP
2)) ⊗ Q ∼= Q. This will follow from the rational
Hurewicz theorem and the following computation. Since TRP 2 is not orientable, there is a
Thom isomorphism H˜∗+2(Thom(TRP
2);Q) ∼= H∗(RP
2;Qω) with Qω the non-trivial orienta-
tion local system. Poincare duality says H∗(RP
2;Qω) ∼= H
2−∗(RP 2;Q), so that
H˜∗(Thom(TRP
2)) ∼=
{
0 if ∗ 6= 4
Q if ∗ = 4

We end with a positive result.
Lemma 2.4. The stable homology of Ck(R
3) is equal to that of a 3-fold loop space.
Proof. Note that
⊔
k Ck(D
3) is an E3-algebra. This implies that its stable homology is iso-
morphic to that of the 0th component of the group completion ΩB(
⊔
k Ck(D
3)). This is a
group-like E3-algebra, and by the recognition principle weakly equivalent to a 3-fold loop
space [9]. 
Remark 2.5. The map ΩB(
⊔
k Ck(D
3))→ Ω∞Thom(TRP 2)) induced by the scanning map
is homotopic to a 3-fold loop map.
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3. Simplicial techniques
To prove Theorem 4.3, we will need a number simplicial techniques.
3.1. Definitions. First we recall some definitions.
Definition 3.1. Let ∆inj be the category with objects the finite non-empty sets [p] =
{0, . . . , p} for p ≥ 0 and morphisms the injective order-preserving maps. A semisimplicial
set is a functor X• : ∆
op
inj → Set. Such a functor is equivalent to a collection of sets Xp of
p-simplices for p ≥ 0 with face maps di : Xp → Xp−1 satisfying the face relations. Simi-
larly, a semisimplicial space is a functor X ′• : ∆
op
inj → Top. A semisimplicial map is a natural
transformation of functors ∆opinj → Set or ∆
op
inj → Top.
Definition 3.2. A simplicial complex Y◦ is a set Y0 of vertices and for each p ≥ 1 a collection
Yp of p-simplices consisting of (p + 1) element subsets of Y0. These must have the property
that each p-element subset of an element of Yp is in Yp−1. A simplicial map is a map of vertex
sets that sends simplices to simplices (it may send p-simplices to q-simplices).
Notation 3.3. We use (−)• for semisimplicial sets or spaces and (−)◦ for simplicial com-
plexes.
Definition 3.4. An augmentation for a semisimplicial set or space X• is a map ǫ : X0 → X−1
such that ǫd0 = ǫd1.
3.2. Geometric realization. Both semisimplicial sets or spaces and simplicial complexes
can be geometrically realized by glueing together simplices using the face maps or face rela-
tions, an operation denoted by ||X•|| and |Y◦| respectively:
||X•|| :=
⊔
p≥0
Xp ×∆
p/ ∼• |Y◦| :=
⊔
p≥0
Yp ×∆
p/ ∼◦
Semisimplicial and simplicial maps induce continuous maps on geometric realization. A im-
portant result on geometric realization is the realization lemma, Proposition 2.7 of [10].
Lemma 3.5. If f• : X• → Y• is a semisimplicial map between semisimplicial spaces such that
fp is (n− p)-connected, then ||f•|| is n-connected.
3.3. Weakly Cohen-Macauley complexes. We will be interested in certain nice simplicial
complexes, the so-called weakly Cohen-Macauley complexes, a generalization of the notion of
a PL manifold.
Definition 3.6. Given a p-simplex σ of X◦, its link Linkσ(X) is the full subcomplex of all
simplices τ such that σ∩τ = ∅ and σ∪τ is a simplex. Its star Starσ(X) is the full subcomplex
spanned by σ and its link.
Definition 3.7. A simplicial complex X◦ is said to be weakly Cohen-Macauley of dimension
≥ n if |X•| is (n− 1)-connected and the link of each p-simplex is (n− p− 2)-connected. We
denote this by wCH(X◦) ≥ n.
Example 3.8. An example of a weakly Cohen-Macauley complex is the simplicial complex
Inj◦(S) of injective words on a set S. The vertices are the elements of S and a collection
{s0, . . . , sp} is a p-simplex if si 6= sj for i 6= j. Note that |Inj◦(S)|
∼= ∆|S|−1. It is thus
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contractible, as are links of all p-simplices except for the (|S| − 1)-simplex, whose link is
empty. From this one deduces that wCH(Inj◦(S)) ≥ |S| − 1.
Being weakly Cohen-Macauley is inherited by links; Lemma 2.1 of [10] says that if wCH(X◦) ≥
n, then wCH(Linkσ(X)) ≥ n− |σ| − 1.
3.4. Lifting. One advantage of weakly Cohen-Macauley complexes is the following lifting
lemma, a special case of Lemma 2.4 of [11].
Proposition 3.9. Let f : X◦ → Y◦ be simplicial map between simplicial complexes, then
wCM(X◦) ≥ n if the following conditions are met:
(i) f has the link lifting property, i.e. if y ∈ Y◦ is a vertex and A is a collection of vertices
in X◦ such that f(a) ∈ Linky(Y◦) for all a ∈ A then there exists a vertex x ∈ X◦ such
that f(x) = y and a ∈ Linkx(X◦) for all a ∈ A,
(ii) wCM(Y◦) ≥ n,
(iii) f(Linkσ(X◦)) ⊂ Linkf(σ)(Y◦) for all simplices σ of X.
3.5. Flag complexes. We will be interested in particular types of simplicial complexes and
semisimplicial spaces common to homological stability arguments.
Definition 3.10. A flag complex is a simplicial complex with the property that (k+1)-tuple
{x0, . . . , xk} of vertices is a k-simplex if and only if {xi, xj} is a 1-simplex for each i 6= j.
If two vertices form a 1-simplex they are said to be compatible. The complex of injec-
tive words is an example of a flag complex. There is also a version of this definition for
semisimplicial sets or spaces.
Definition 3.11. An (ordered) topological flag complex is a semisimplicial space Y• with the
following two properties:
(i) The map Yp → Y0 × . . . × Y0 is a homeomorphism onto its image, which is an open
subset.
(ii) The composite Yp → Y
p
0 → (Y
p
0 )/Sp is injective.
(iii) An ordered (p + 1)-tuple (y0, . . . , yp) forms a p-simplex if and only if (yi, yj) for each
i < j lies in Y1 ⊂ Y0 × Y0.
Note that conditions (ii) and (iii) endow the elements of Y0 with a partial order: y0 ≺ y1
if y0 and y1 are compatible and (y0, y1) ∈ Y1. Condition (iii) then says that an ordered
(p+ 1)-tuple (y0, . . . , yp) forms a p-simplex if and only if yi ≺ yi+1 for 0 ≤ i ≤ p− 1.
To a topological flag complex Y• one can associate a semisimplicial set Y
δ
• by forgetting the
topology. From this semisimplicial set we can produce a flag complex Y δ◦ , which has vertices
given by the elements of the set underlying Y0. A (p+ 1)-tuple {y0, . . . , yp} of such elements
forms p-simplex in Y δ◦ if and only if there is a permutation σ : {0, . . . , p} → {0, . . . , p} such
that (yσ(0), . . . , yσ(k)) ∈ Yk. The uniqueness of the permutation in condition (ii) tells us that
Y δ• can be recovered from Y
δ
◦ and that there is a homeomorphism ||Y
δ
• ||
∼= |Y δ◦ |.
To prove that a topological flag complex is highly-connected, one may the following conse-
quence of Theorem 2.8 of [11], which is based on a technique in [10].
Proposition 3.12. Let X• be a topological flag complex and suppose that wCM(X
δ
◦) ≥ n.
Then the geometric realization |X•| is (n− 1)-connected.
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3.6. The subset construction. Let sd(X)◦ denote the barycentric subdivision of X◦. This
is the nerve of the poset of simplices under inclusion, so that sd(X)◦ arise from a simplicial set
sd(X)•. Let sdr(X)◦ be the subcomplex spanned by the vertices corresponding to k-simplices
of X◦ satisfying k ≥ r. For example, sd0(X)◦ = sd(X)◦ and thus its geometric realization is
homeomorphic to that of X◦.
Lemma 3.13. If wCH(X◦) ≥ n, then sdr(X)◦ is (n− r − 1)-connected.
Proof. The proof is by induction over r, the case r = 0 being trivial. For the induction step,
observe that |sdr−1(X)◦| is obtained from |sdr(X)◦| by attaching the cones on |Linkσ(X)|, for
σ ranging over the (r− 1)-simplices of X◦. These links are (n− r− 1)-connected, so that the
inclusion |sdr(X)◦| →֒ |sdr−1(X)◦| is (n− r)-connected. Since the target is (n− r)-connected,
this implies the source is (n− r − 1)-connected. 
4. The resolution
Quillen’s homological stability argument starts with resolving the spaces of interest by a
semisimplicial space whose p-simplices contain the data to “undo” (p+1) applications of the
stabilization map. In this section we define this resolution and show it is highly-connected.
4.1. The resolution. We fix a 3-manifold M with boundary ∂M and chart R × R →֒ ∂M .
We extend this chart by a collar neighborhood R× R× [0,∞) →֒M .
Definition 4.1. Let C˜k(M) denote the k-fold cover of Ck(M) with points given by a pair
(c, c) of c ∈ Ck(M) and circle c ∈ c.
Definition 4.2. The semisimplicial space X•(k,M) is given as follows:
· the space of 0-simplices consists of the data
((c, c), τ, ǫ, η) ∈ C˜k(M)× R× (0, 1)× Emb(D
2 × [0, 1],M)
such that (i) η(D2 × [0, 1]) ∩ c = c, (ii) η−1(c) = ∂D2 × {1}, and (iii) near D2 × {0}
the embedding η is given by (x, y, s) 7→ (ǫx + τ, ǫy, s) with respect to the collar
neighborhood.
· a p-simplex is a (p+1)-tuple ((ci, ci), τi, ǫi, ηi) such that (i’) ηi(D
2× [0, 1])∩ ηj(D
2×
[0, 1]) = ∅ if i 6= j, and (ii’) τ0 < . . . < τp.
This is an ordered topological flag complex with augmentation to Ck(M). The main result
of this section will be the following theorem.
Theorem 4.3. For all path-connected M and k ≥ 0, the augmentation ||X•(M)|| → Ck(M)
is ⌊k−32 ⌋-connected.
4.2. A complex of disks. To prove Theorem 4.3, we define spaces of thickened circles and
a complex of bounding disks. Let S1 →֒ D3 be an unknot, then we can thicken this to an
embedding D2 × S1 →֒ D3. Fix one of these unknotted embeddings of a thickened circle.
Definition 4.4. We define the space of k unlinked thickened circles in M to be
Cthk (M) := Emb
unl
(⊔
k
D2 × S1,M
)
/Diff
(⊔
k
D2 × S1
)
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where Embunl(−,−) is the subspace of embeddings
⊔
kD
2 × S1 →֒ M that extend to an
embedding
⊔
kD
3 →֒M with D2 × S1 →֒ D3 as above.
As before, we let C˜thk (M) be the k-fold cover consisting of a pair (C, C) of a C ∈ C
th
k (M)
and a thickened circle C ∈ C. We let C(C) ⊂ M denote the union of the thickened circles.
The complement of the interior of C(C) is a manifold with boundary. Given a 3-manifold M
with boundary ∂M , the space of neat embeddings of D2 into M is the subspace of the space
of injective smooth maps D2 → M with the C∞-topology which are locally modeled on the
inclusions R2 →֒ R3 and R× [0,∞) →֒ R2 × [0,∞).
Definition 4.5. Fix a C ∈ Cthk (M). The simplicial complex D◦(C,M) is given as follows:
· the vertices consist of pairs
((C, C), δ) ∈ C˜thk (M)× Emb
neat(D2,M \ int(C(C)))
such that (i) δ(∂D2) ⊂ ∂C, and (ii) δ|∂D2 : ∂D
2 → C represents a generator of
π1(C) ∼= Z,
· a k-simplex is a (k + 1)-tuple of ((C, Ci), δi) such that δi(D
2) ∩ δj(D
2) = ∅ if i 6= j.
This is a flag complex. Note that in this definition more than one disk may be attached to
the boundary of a thickened circle. We will address this issue later.
Two neat embeddings δ0, δ1 : D
2 →֒ M \ int(C(C)) are transverse if they are transverse
on ∂D2 and int(D2). Note that like transversality for closed submanifolds, this is an open
condition.
Lemma 4.6. We have that D◦(C,M) is weakly contractible.
Proof. By simplicial approximation it suffices to show that for every i ≥ −1, PL triangulation
L◦ of S
i and simplicial map f : L◦ → D◦(C,M), we can extend L◦ to a PL triangulation
K◦ of D
i+1 and f to a simplicial map K◦ → D◦(C,M). Denote the thickened circle and
embedding associated by f to a vertex v ∈ L0 by Cv and δv respectively. We also write δv
for the image of δv.
We can always find a ((C, C0), δ0) with δ0 : D
2 → M \ int(C(C)) transverse to δv for all
vertices v ∈ L◦: one makes δ0 transverse to δv using Sard’s lemma one v at a time and uses
that the condition of transversality is open. We will homotope f into the link of ((C, C0), δ0)
in D◦(C,M) and then cone off the sphere by noting that a link of a vertex is null-homotopic
in its vertex, i.e. take the cone on ((C, C0), δ0).
By transversality δ0∩δv is a finite disjoint union of circles and arcs. We will first homotope
f to remove all circles and then homotope f again to remove all arcs. This is done by a version
of a procedure by Hatcher, see Section 2 of [12] or Section 7 of [13]. One starts by picking for
δ0 a tubular neighborhood, that is, an embedding δ˜0 : (−1, 1) ×D
2 →֒ M with the following
properties:
(i) δ˜0(s, d) = δ0(d) if s = 0
(ii) δ˜0((−1, 1)× ∂D
2) ⊂ ∂C0.
Similarly pick tubular neighborhoods δ˜v for δv and impose the following conditions on these
tubular neighborhoods:
(a) By shrinking the tubular neighborhoods further, we may assume that if v and v′ form a
1-simplex in L◦, then δ˜v and δ˜v′ have disjoint image.
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(b) We claim that after shrinking and isotoping the tubular neighborhood, we may assume
for each component P of δv∩δ0, there exists a λP ∈ (−1, 1)\{0} such that δ˜v(s, δ
−1
v (p)) =
δ˜0(λP s, δ
−1
0 (p)). This is proven in Lemma 4.7.
(c) Since transversality is an open condition, by shrinking the tubular neighborhoods we may
assume that δ˜v|{s}×D2 is transverse to δ˜0(D
2) for all v and s ∈ (−1, 1).
Now Hatcher’s procedure starts.
Step 1: removing circles. The proof is by induction over the sum over all vertices
v ∈ L◦ of the number of circles in the intersection δ0 ∩ δv. We will show how to reduce this
number by 1.
We start by picking a vertex v and circle γ ⊂ δ0 ∩ δv which is innermost. This means that
that there is no circle in
⋃
v(δ0 ∩ δv) which is contained in the disk D0 in δ0 bounded by γ.
Of course there may be circles or arcs in
⋃
v(δ0 ∩ δv) intersecting γ, but note that these come
from vertices v′ that are not in the star of v.
Recall that D0 is the disk in δ0 bounded by γ, and let Dv be the disk in δv bounded by γ.
Now we intend to replace δv by doing surgery along D0. For an ǫ ∈ (0, 1) consider the two
sets, which are disks by condition (b), given by
δ˜v({±ǫ} ×D
2 \ δ−1v (Dv)) ∪ δ˜0({±λγǫ} × δ
−1
0 (D0))
one of which must intersect δ0 in one circle less. For convenience say this is the disk cor-
responding to +ǫ. It does not intersect δv′ for any vertex in the star of v (including v
itself), as the annulus δ˜v({ǫ} ×D
2 \ δ−1v (Dv)) must be disjoint δv′ by (a) and the inner disk
δ˜0({λγǫ}×δ
−1
0 (D0)) is disjoint from δv′ because the circle was innermost. It is also transverse
to δ0 by property (c) (note that it has corners, but the corners do not intersect δ0 so this makes
sense). We can smooth the corners while preserving these properties, as smoothing corners
can be done in an arbitrarily small neighborhood of the corners. Finally, we parametrize the
result by δnewv : D
2 →֒M .
We claim that f is homotopic to a new map with its value ((C, Cv), δv) on v replaced by
((C, Cv), δ
new
v ). To see this, note we can glue the disk Linkv(L◦) ∗ ∆
1 to L◦ by identifying
Linkv(L◦) ∗ {0} with Linkv(L◦) ∗ v. Then the map f extends to a simplicial map L◦ ∪
Linkv(L◦) ∗∆
1 → D◦(C,M) by sending {1} ∈ ∆
1 to ((C, Cv), δ
new
v ), which gives the desired
homotopy.
At this point we restart step 1, after picking a new tubular neighborhood for δnewv .
Step 2: removing arcs. By repeating step 1 until no circles are left, we may assume
that
⋃
v(δ0 ∩ δv) consists of only arcs. We will prove that we can remove them by induction
over the total number of arcs, by showing how to reduce this number by 1.
We start by picking a vertex v and an arc γ ⊂ δ0 ∩ δv which is outermost, which means
that there is a component of δ0 \ γ which does not contain any arcs. Note that necessary δ0
and δv are attached to the same circle C. Of course there may be arcs in
⋃
v(δ0 ∩ δv) which
intersect γ, but as before these come from vertices v′ that are not in the star of v. We pick a
component K0 of δ0 \ γ which does not contain any arcs, in case there is more than one. Its
closure is diffeomorphic to a half disk D2+.
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Now we do a similar surgery construction as before, using a half-disk instead of a disk.
Recall that K0 is a half-disk in δ0 bounded by γ. There are two half-disks Kv and K
′
v in δv
bounded by γ, and we claim that at least one of (K0 ∪Kv) ∩ C, (K0 ∪K
′
v) ∩ C represents a
generator of π1(C) ∼= Z. Without loss of generality this Kv has this property.
We will prove this using a homological argument. We first fix notation αv = δv ∩ C,
βv = (K0 ∪ Kv) ∩ C and β
′
v = (K0 ∪ K
′
v) ∩ C. These are not oriented, so we pick an
orientation for them. Pick a symplectic basis of H1(∂C) such that e1 maps to a generator of
H1(C) ∼= Z and e2 maps to 0 ∈ H1(C). Without loss of generality [αv] = e1 + ave2, and we
also write [βv] = b1e1+ b2e2 and [β
′
v] = b
′
1e1+ b
′
2e2. By construction βv and β
′
v are homotopic
to loops that do not intersect αv, so that [αv] · [βv] = b2 − avb1 = 0 = b
′
2 − avb
′
1 = [αv] · [β
′
v].
By construction [βv]− [β
′
v] = [αv], so that b1 − b
′
1 = 1 and b2 − b
′
2 = av. The only solutions
these equations are [βv] = (c + 1)(e1 + ave2) and [β
′
v] = c(e1 + ave2). Finally, we remark
that both βv and β
′
v are embedded. This implies that either both their coefficients are 0, or
the greatest common divisor of their coefficients is 1, see Theorem 2.C.2 of [14]. We conclude
that c = 0,−1, proving the claim.
Now we do surgery along the half-disk. For ǫ > 0 small consider the two disks
δ˜v({±ǫ} ×D
2 \ δ−1v (Kv)) ∪ δ˜0({±λγǫ} ×K0)
one of which must intersect δ0 in one arc less. For convenience say this is the disk corre-
sponding to +ǫ. It does not intersect δv′ for any vertex in the star of v (including v itself),
as the half-disk δ˜v({ǫ} × D
2 \ δ−1v (Kv)) must be disjoint from δv′ by (b) and the half-disk
δ˜0({λγǫ} × δ
−1
0 (K0)) is disjoint from δv′ because the arc was outermost. Now the argument
finishes as in Step 1. 
Lemma 4.7. Suppose we have two codimension one embeddings δ0 : N0 →֒M and δ1 : N1 →֒
M of compact submanifolds, which intersect transversally. Suppose further we are given
tubular neighborhoods δ˜i : (−1, 1) × Ni →֒ M extending the embeddings δi. Then we may
isotope δ˜1 through δ˜1,t for t ∈ [0, 1] such that (i) δ˜1,t ⊂ δ˜1 for all t, (ii) δ˜1,t|N1×{0} = δ1 for
all t, and (iii) for each component P of N0 ∩N1 there exists an λP ∈ (−1, 1) \ {0} such that
δ˜1,1(s, δ
−1
1 (p)) = δ˜0(λP s, δ
−1
0 (p)).
Proof. We arrange this one component P at a time,working in a small enough neighborhood
of P to not modify δ˜1 near other components P
′ of N0 ∩N1. By shrinking δ˜1 we may assume
that δ˜1((−1, 1) × P ) ⊂ δ˜0((−1, 1) × N0). This gives us a map π2 ◦ δ˜
−1
0 ◦ δ˜1 : (−1, 1) × P →
(−1, 1) which equals 0 when restricted to {0} × P . Consider the adjoint map γP : P →
Map((−1, 1), (−1, 1)). By transversality γP (p) has non-zero derivative at 0 for all p ∈ P
and thus there exists a family ℓP,t : P → Emb((−1, 1), (−1, 1)) for t ∈ [0, 1] starting at the
identity such that (i) ℓP,t(p) fixes 0 for all t and p, and (ii) γP ◦ ℓP,1 is constant equal to
(s 7→ λP s) for some λP ∈ (−1, 1) \ {0}. We may extend ℓP,t to a compactly supported family
ℓˆt : N1 → Emb((−1, 1), (−1, 1)) that is supported in neighborhood of P disjoint from all other
components of N0 ∩N1.
Now consider the family of maps δ˜1,t = δ˜1 ◦ (ℓˆt× id) : (−1, 1)×N1 →M , which is given by
reparametrizing δ˜1 in the normal direction. By transversality it is an embedding near {0}×N1
for all t ∈ [0, 1], and its restriction to {0} ×N1 equals δ1 for all t.
By first shrinking the tubular neighborhood and then applying the homotopy δ˜1,t, we may
isotope δ˜1 so that δ˜
−1
0 ◦ δ˜1,1 is of the form (s, p) 7→ (λP s,G
′
P (s)(p)) with G
′
P : (−1, 1) →
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Emb(P,N0) satisfying G
′
P (0) = id. Using isotopy extension and the fact that the space of
embeddings of P into N0 is locally contractible (it is an infinite-dimensional manifold, see
e.g. Chapter 13 of [15]), we can find an ǫ > 0 and map φ : (−ǫ, ǫ) → Diff(N0) sending 0 to
the identity and supported near P , so that (s, p) 7→ (λP s, φ(s)G
′
P (s)(p)) is given by (s, p) 7→
(λP s, p). After shrinking the tubular neighborhood, we get an isotopy δ˜0◦(id, φ(t·−))◦δ˜
−1
0 ◦δ˜1,t
which starts at δ˜1 and ends at a tubular neighborhood with the desired property. 
We will now show that without losing too much connectivity we can assume at most one
disk attaches to each thickened circle.
Definition 4.8. Let Y◦(C,M) ⊂ D◦(C,M) denote the subcomplex where we additionally
require that in a simplex {(C, Ci), δi)} we have that Ci 6= Cj if i 6= j.
Lemma 4.9. We have that wCM(Y◦(C,M)) ≥ k − 1.
Proof. Consider the link of a simplex σ in Y◦(C,M). If C(σ) denotes the union of the thick
circles in σ and δ(σ) the union of the disks in σ, then this is isomorphic to
Y◦(C \ C(σ),M \ (C(σ) ∪ δ(σ)))
where C \C(σ) consists of k− |σ| − 1 thick circles. These are still unknotted, as by a surgery
argument like in Lemma 4.6 we can make a bounding disk disjoint from δ(σ). Hence to prove
that wCM(Y◦(C,M)) ≥ k − 1, it suffices to prove that Y◦(C,M) is (k − 2)-connected.
This is a badness argument, by induction over k. The initial case k = 1 is trivial. For
the induction step, by simplicial approximation we can assume there is a PL triangulation
L◦ of S
i with i ≤ k − 2 and a simplicial map f : L◦ → Y◦(C,M). We need to prove this
extends over a disk. Since D◦(C,M) is contractible, by simplicial approximation there is a
PL triangulation K◦ of D
i+1 extending L◦ and simplicial map F : K◦ → D◦(C,M) extending
f :
Si ∼= L◦
f
//

Y◦(C,M)

Di+1 ∼= K◦
F
// D◦(C,M)
We call a simplex σ of K◦ bad if all of the thick circles Ci in F (σ) are equal, so that
Y◦(C,M) ⊂ D◦(C,M) is the subcomplex without bad simplices. We show how to decrease
the number of bad simplices in K◦ of maximal dimension by 1, changing K◦ and F in the
process. Eventually this process eliminates all bad simplices.
Suppose that σ is a bad simplex of maximal dimension 1 ≤ j ≤ i. Since σ is maximal,
Linkσ(K◦) maps into the subcomplex Y◦(C \ C(F (σ)),M \ (C(F (σ)) ∪ δ(F (σ)))). Since
K◦ is a PL triangulation of a PL manifold and σ necessarily lies in its interior, we have
Linkσ(K◦) ∼= S
i−j−1 and we can estimate i− j − 1 ≤ k − j − 3.
Note that the manifoldM \(C(F (σ))∪δ(F (σ))) is a disjoint union of r manifolds Mℓ, each
containing a configuration Cℓ := C ∩Ml of kℓ thickened circles, and that
∑
kℓ = k − 1. A
surgery argument as in the proof of Lemma 4.6 shows that Cℓ is unlinked in Mℓ. Hence we
have that
Y◦(C \ C(F (σ)),M \ (C(F (σ)) ∪ δ(F (σ)))) ∼= Y◦(C1,M1) ∗ · · · ∗ Y◦(Cr,Mr)
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By induction this has a connectivity of −2 +
∑r
ℓ=1 kℓ = −2 +
∑
kℓ ≤ k − 3 and thus we
can find a triangulated PL disk J◦ of dimension i − j with ∂J◦ = Linkσ(K◦) and a map
F¯ : J◦ → Y◦(C \ C(F (σ)),M \ (C(F (σ)) ∪ δ(F (σ)))) which extends f |∂J◦ . Consider the new
map
F ′ : (K◦\int(StarK◦(σ))) ∪∂StarK◦ (σ) (∂σ ∗ J◦)→ D◦(C,M)
Its domain is a PL disk, its restriction to the boundary equal f , and we removed the bad
simplex σ. We did not introduce any new bad simplices of dimension ≥ j, as all new simplices
are of the form τ ∗ ω with τ ⊂ ∂σ and ω ⊂ J◦, and that all thickened circles in F¯ (ω) are
distinct. 
4.3. Finding tethers. We want a version of Y◦(C,M) where circles are tethered to the
boundary. We restrict to path-connected M , as before with a chart R× R →֒ ∂M and collar
R × R × [0,∞) →֒ M . We also pick a Riemannian metric on M that equals the standard
Euclidean metric on this collar. Let Embfr([0, 1],M) denote the space of embedded arcs with
trivialization of their 2-dimensional normal bundle, a subspace of Map([0, 1]× R2, TM).
Definition 4.10. Let Y T◦(C,M) be the simplicial complex given as follows:
· vertices given by a triple
(v, τ, γ) ∈ Y0(C,M)× R× Emb
fr([0, 1],M \ C(C))
of a vertex v = ((C, C), δ) of Y◦(C,M), a real number τ ∈ R and an embedded arc
γ such that (i) γ([0, 1)) is disjoint from the disk δ(D2), (ii) γ(1) = δ(0), Tγ(1) is
orthogonal to Tδ(0) and the trivialization coincides with that coming from Tδ(D2),
(iii) near 0 the embedding γ is given by s 7→ (τ, 0, s) and the trivialization coincides
with the standard one.
· a p-simplex is a (p + 1)-tuple (vi, τi, γi) such that (i’) the vi form a p-simplex in
Y◦(C,M), (ii’) (δi(D
2) ∪ γi([0, 1])) ∩ (δj(D
2) ∪ γj([0, 1])) = ∅ if i 6= j, and (iii’)
τ0 < . . . < τp.
Note this is an ordered flag complex, and thus there is an associated semisimplicial set
Y T•(C,M) with homeomorphic geometric realization. To investigate the connectivity of
Y T•(C,M) we introduce an intermediate bisemisimplicial set. Note that σ ∈ sdr(Y )• is a
chain of simplices τ0 ⊂ . . . ⊂ τp of Y◦ and we let min(σ) := τ0 denote the smallest one.
Definition 4.11. The bisemisimplicial set Y T•,•(r,C,M) has (p, q)-simplices given by a
pair of a p-simplex σ of sdr(Y )•(C,M) and q-simplex τ of Y T•(C,M) such that C(τ) ⊂
C(min(σ)).
Note that there are augmentations
(1) sdr(Y )•(C,M)
ǫ1←− Y T•,•(r,C,M)
ǫ2−→ Y T•(C,M)
each given by forgetting the other simplicial direction.
Lemma 4.12. The realization of ǫ1 is (r − 1)-connected.
Proof. Given a simplex σ of sdr(Y )•(C,M) the fiber of ǫ1 over it is the semisimplicial subset
of Y T•(C,M) whose disks coincide with elements of δ(min(σ)). There is a corresponding
simplicial complex with homeomorphic geometric realization which admits a simplicial map
to the simplicial complex Inj◦(δ(max(σ))). Example 3.8 says that wCH(Inj◦(δ(min(σ)))) ≥ r.
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We will apply Proposition 3.9 to show that the fiber is (r−1)-connected. Only condition (i)
is not obvious. In words, we need to show that given a disk δ0 in δ(min(σ)) and a collection
of vertices whose disks are in δ(min(σ)), but not equal to δ0, we can find a framed arc
connecting δ0 to the boundary. For this it suffices to show that δ0 is not disconnected from
the boundary chart by the disks or arcs of the other vertices. The disks of the other vertices
can not disconnect M , since they form a simplex in Y◦(C,M) and thus up to homotopy
removing them from M is the same as removing points. The arcs of the other vertices can
not disconnect M since they are 1-dimensional subsets.
By Lemma 3.5, the geometric realization of the map is (r − 1)-connected. 
Lemma 4.13. The realization of ǫ2 is (k − r − 2)-connected.
Proof. The fiber of ǫ2 over a simplex τ in Y T•(C,M) is given by the semisimplicial subset
of sdr(Y )•(C,M) spanned by the vertices v such that the disks δ(τ) of τ are among those
in v. There are two cases. The first is r ≤ |τ |, and then there is an initial object given by
δ(τ), so that the fiber is contractible. The second is r > |τ |, and then simplices v of Y◦(C,M)
such that the disks δ(τ) are among those in v are determined by their complement. Thus the
complex is isomorphic to
sdr−|τ |−1(Linkτ (Y ))•(C \ C(τ),M \ (δ(τ) ∪ γ(τ))))
which is (k − |τ | − 3 − r + |τ | + 1 − 1) = (k − r − 3)-connected by Lemma 3.13. By Lemma
3.5, the geometric realization of the map is (k − r − 2)-connected. 
Lemma 4.14. We have that Y T•(C,M) is min(k − r − 3, r − 2)-connected.
Proof. In the zigzag (1) the left-hand side is (k − r − 3)-connected by Lemma’s 3.13 and 4.9,
and the left map is (r − 1)-connected, so the middle term is min(k − r − 3, r − 2)-connected.
Similarly, as the right map is (k− r− 2)-connected the right-hand side is min(k− r− 3, r− 2)-
connected. 
Now we may set r = ⌊k−12 ⌋ to see that Y T•(x,M) is ⌊
k−5
2 ⌋-connected. Note that the links
of simplices of Y T•(C,M) are essentially of the same form, differing only in where arcs can
attach to the boundary. A similar argument thus gives that the link of a p-simplex is ⌊k−p−62 ⌋-
connected. Since ⌊k−p−62 ⌋ ≥ ⌊
k−5
2 ⌋ − p− 1, we conclude that wCH(Y T•(x,M)) ≥ ⌊
k−3
2 ⌋:
Proposition 4.15. For all path-connected 3-manifolds M and C ∈ Cthk (M), we have that
wCH(Y T•(C,M)) ≥ ⌊
k−3
2 ⌋.
4.4. The proof of Theorem 4.3. We finish with the proof of Theorem 4.3, which says that
the augmentation map
||X•(k,M)|| −→ Ck(M)
is ⌊k−32 ⌋-connected. The isotopy extension theorem implies that for each p the mapXp(k,M)→
Ck(M) is a Serre fibration. Then Lemma 2.1 of [16] says that the same is the case for the map
||X•(k,M)|| → Ck(M). Thus it suffices to prove that the fibers ||X•(c, k,M)|| over c ∈ Ck(M)
are ⌊k−52 ⌋-connected. This is done in the remainder of this subsection by working towards
X•(c, k,M) through a number of intermediate semisimplicial spaces.
Definition 4.16. Let M be path-connected, k ≥ 0 and C ∈ Cthk (M). The semisimplicial
space XT th• (C, k,M) is given as follows:
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· the space of 0-simplices consists of data
((C, C), τ, γ, δ) ∈ C˜thk (M)× R× Emb
fr([0, 1],M \ C(C))× Embneat(D2,M \ int(C(C)))
such that (i) δ(∂D2) lies in ∂C and δ|∂D2 represents a generator of π1(C), (ii) γ([0, 1))
is disjoint from the disk δ(D2), (iii) γ(1) = δ(0), Tγ(1) is orthogonal to Tδ(0) and the
trivialization coincides with that coming from Tδ(D2), and (iv) near 0 the embedding
γ is given by s 7→ (τ, 0, s) and the trivialization coincides with the standard one.
· a p-simplex is a (p+1)-tuple of ((Ci, Ci), τi, γi, δi) such that (i’) Ci 6= Cj if i 6= j, (ii’)
(δi(D
2) ∪ γi([0, 1])) ∩ (δj(D
2) ∪ γj([0, 1])) = ∅ if i 6= j, and (iii’) τ0 < . . . < τp.
Lemma 4.17. For all path-connected M , k ≥ 0 and C ∈ Cthk (M), the realization of the
semisimplicial space XT th• (C, k,M) is ⌊
k−5
2 ⌋-connected.
Proof. Apply Proposition 3.12 using Proposition 4.15. 
Definition 4.18. Let M be path-connected, k ≥ 0 and C ∈ Cthk (M). The semisimplicial
space Xth• (C, k,M) is given as follows:
· the space of 0-simplices consists of the data
((C, C), τ, ǫ, η) ∈ C˜thk (M)× R× (0, 1)× Emb(D
2 × [0, 1],M \ int(C(C)))
such that (i) η|D2×{1} is neat, (ii) η(D
2× [0, 1])∩C(C) ⊂ C, (iii) η−1(C) = ∂D2×{1},
(iii) η|∂D2×{1} represents a generator of π1(C), and (iv) near D
2×{0} the embedding
η is given by (x, y, s) 7→ (ǫx+ τ, ǫy, s).
· a p-simplex is a (p+1)-tuple of ((Ci, Ci), τi, ǫi, ηi) such that (i’) Ci 6= Cj if i 6= j, (ii’)
ηi(D
2 × [0, 1]) ∩ ηj(D
2 × [0, 1]) = ∅ if i 6= j, and (iii’) τ0 < . . . < τp.
Note that there is a semisimplicial map
Xth• (C, k,M)→ XT•(C, k,M)
((C, Ci), τi, ǫi, ηi) 7→ ((C, Ci), τi, ηi|{0}×[0,1], ηi|D2×{1})
where the normal bundle to ηi|{0}×[0,1] is trivialized by the derivative of ηi at {0} × [0, 1] in
D2 × [0, 1].
Lemma 4.19. The map ||Xth• (C, k,M)|| → ||XT•(C, k,M)|| is a weak equivalence.
Proof. By Lemma 3.5 it suffices to prove that the map is a levelwise weak equivalence. By
isotopy extension the map restricting the p-simplices of both sides to (p + 1)-tuple of disks
is a fibration, so we may assume the disks to be fixed. Similarly, we may assume the arcs to
be fixed. Thus it suffices show that the space of embeddings D2 × [0, 1] →֒ M \ int(C(C))
fixed on D2 × {0, 1} × {0} × [0, 1] is weakly equivalent to the space of trivializations of the
normal bundle to [0, 1]→M \ int(C(C)) standard at the endpoints. The space of embeddings
D2 × [0, 1] →֒ M \ int(C(C)) equal to a fixed embedding on (D2 × {0, 1}) ∪ ({0} × [0, 1])
is weakly equivalent to the space of such immersions, and Smale-Hirsch says this is weakly
equivalent to the space of trivializations. 
Next, we first pick a diffeomorphism from each thick circle Ci ∈ C to D
2 × S1. This in
particular defines a smooth map πi : ∂Ci → S
1 by projecting D2 to 0.
Definition 4.20. We let Xth,st• (C, k,M) ⊂ X
th
• (C, k,M) be the subsemisimplicial space
consisting of ((C, Ci), τi, γi, δi) such that the composite map πi ◦ δ|∂D2 is a submersion.
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Lemma 4.21. The map ||Xth,st• (C, k,M)|| → ||X
th
• (C, k,M)|| is a weak equivalence.
Proof. By Lemma 3.5 it suffices to prove it is a levelwise weak equivalence. By the isotopy
extension theorem it suffices to prove that if Ei ⊂ Emb(S
1, ∂Ci) denotes the subspace of
embeddings representing a generator of π1(C), then the inclusion of the further subspace
Esti ⊂ Ei of φ such that πi ◦ φi is a submersion, is a weak equivalence. But both have
the same set of components, and in both cases the components is weakly equivalent to the
subspace of embeddings that are geodesics for the flat metric, e.g. by a curve shortening
argument [17]. 
Next we note that if we pick disjoint embeddings R2×S1 →֒M extending diffeomorphism
of Ci with D
2×S1, there is a collapse map r : M →M obtained as follows. Let r0 : [0,∞)→
[0,∞) be a smooth map that is the identity on (2,∞), an embedding on (1, 2] and constant 0 on
[0, 1]. In the local model consider the map given by R2×S1 ∋ (r, θ, φ) 7→ (r0(r), θ, φ) ∈ R
2×S1.
To obtain r we extend k of these maps by the identity.
Let C ∈ Ctkk (M) be a thickening of c ∈ Ck(M), which always exists by the tubular neigh-
borhood theorem. Then there is a semisimplicial map
Xth• (C, k,M)→ X•(c, k,M)
((C, Ci), τi, ǫi, ηi) 7→ ((c, r(Ci)), τi, ǫi, r ◦ ηi)
Lemma 4.22. The map ||Xth• (C, k,M)|| → ||X•(c, k,M)|| is a weak equivalence.
Proof. In fact, it is a levelwise homeomorphism by blowing up along the circles and identifying
the new boundary, given by unit normal bundle of the circles, with ∂C. 
5. The proof of the main theorem
We will now give the standard spectral sequence argument that completes the proof of
Theorem 1.3, as used in e.g. [1, 3, 7, 10, 11]. Thus uses the geometric realization spectral
sequence. For an augmented semisimplicial space X•, this is given by
(E1p,q, d
1) =
(
Hq(Xp),
∑
i(−1)
i(di)∗
)
⇒ Hp+q+1(X−1, ||X•||)
That is, the E1-page has non-zero columns for p ≥ −1, given by the homology of the p-
simplices. The d1-differential d1 : E1p+1,q → E
1
p,q is the alternating sum of the maps induced
by the face maps when p ≥ 0, and is the map induced by augmentation when p = −1.
We will apply this to the augmented semisimplicial space X•(k,M) and in the remainder
of this section we will do the following:
(1) Identify the target of the spectral sequence.
(2) Identify the E1-page.
(3) Identify the d1-differential.
(4) Finish the proof of the homological stability argument.
5.1. Identifying the target. This first step is easy given the results we have already proven.
The following is a direct consequence of Theorem 4.3.
Proposition 5.1. We have that
H∗+1(Ck(M), ||X•(k,M)||) = 0
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for ∗ ≤ ⌊k−52 ⌋.
5.2. Identifying the E1-page. The next step is to identify the E1-page. The resolution
was chosen to make this particularly easy.
Proposition 5.2. For all p ≥ 0 we have that
Xp(k,M) ≃ Ck−p−1(M)
Proof. Consider the subspace Xp(k,M) where ηi is equal to one of the standard maps
ηǫi,τi : (x, y, s) 7→ (ǫi · x+ τi, ǫi · y, s)
The inclusion into Xp(k,M) is a weak equivalence: pull the circles back along ηi to the
boundary, reparametrizing ηi in the process, and extend ηi back out. A linear interpolation
gives a deformation retract of this subspace onto those ((c, ci), τi, ǫi, ηǫi,τi) with τi = i and
ǫi = 1/4. This is homeomorphic to Ck−p−1(Mp) where Mp is obtained from M by removing
the interior of the cylinders η1/4,i(D
2 × [0, 1]) for 0 ≤ i ≤ p. The interior of the manifold Mp
is diffeomorphic to interior of M , so that Ck−p−1(Mp) is homeomorphic to Ck−p−1(M). 
5.3. Identifying the d1-differential. The proof of Proposition 5.2 makes it easy to identify
the d1-differential.
Proposition 5.3. We have that
d1 : E1p,q
∼= H∗(Ck−p−1(M)) −→ E
1
p−1,q
∼= H∗(Ck−p(M))
is given by t∗ if p is even and 0 is p is odd.
Proof. It suffices to note that on the subspace Ck−p−1(Mp) →֒ Xp(k,M) the face map di is
given by adding the ith cylinder η1/4,i(D
2× I) back to Mp and adding the circle η1/4,i(∂D
2×
{1}) to the configuration of circles. Each of these maps is easily seen to be homotopic to
t. 
5.4. Finishing the proof. We now finish the proof of the homological stability argument.
We give a small sharpening afterwards.
Proposition 5.4. We have that H∗(Ck(M), Ck−1(M)) = 0 for ∗ ≤ ⌊
k−4
2 ⌋.
Proof of Theorem 1.3. We want to prove that
t∗ : H∗ (Ck−1(M)) −→ H∗ (Ck(M))
is an isomorphism in the range ∗ ≤ ⌊k−62 ⌋ and a surjection in the range ∗ ≤ ⌊
k−4
2 ⌋, using the
geometric realization spectral sequence associated to the resolution X•(k,M). We only give
an outline of the argument, since it is well-known, see e.g. [1, 3, 7, 10, 11]
By Proposition 5.2, the augmented geometric realization spectral sequence for X•(k,M)
has E1-page given by
E1p,q =
{
Hq(Ck(M)) if p = −1
Hq(Ck−p−1(M))) if p ≥ 0
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By Proposition 5.1, it converges to 0 in the range p+ q ≤ ⌊k−52 ⌋. Using Proposition 5.3, the
d1-differential as alternatively t∗ and 0. Thus the E
2-page has columns given by
E2p,q =
{
coker[t∗ : Hq(Ck−p−2(M))→ Hq(Ck−p−1(M))] if p is odd
ker[t∗ : Hq(Ck−p−1(M))→ Hq(Ck−p(M))] if p is even
The proof is then by induction over k of the statement that t∗ is an isomorphism for
∗ ≤ ⌊k−62 ⌋ and a surjection for ∗ ≤ ⌊
k−4
2 ⌋. By the induction hypothesis the E
2-page vanishes
when p ≥ 1 and p+ q ≤ ⌊k−42 ⌋. This and the fact that the spectral sequence converge to 0 in
the range p+ q ≤ ⌊k−52 ⌋, are the input to a spectral sequence argument that concludes in the
vanishing of the columns p = −1, 0 in a range, proving the inductive step. 
Finally, we show that t∗ is always injective.
Lemma 5.5. The stabilization map t∗ : H∗(Ck(M))→ H∗(Ck+1(M)) is injective for all k ≥ 0.
Proof. The argument is similar to that for configuration spaces in Section 7 of [7]. It follows
directly by applying Lemma 2 of [18] to transfer maps
τk,p : H∗(Ck(M)) −→ H∗(Ck−p(M))
obtained by summing over all ways of deleting p circles. 
6. Generalizations and applications
In this section we describe how to obtain generalizations of the previous result, and show
that one of these implies Corollary 1.10.
6.1. Circles with additional structure. To define Ck(M) we took the quotient of the
space of ordinary unlinked embeddings of circles by the group Diff(⊔kS
1) ∼= Diff(S1) ≀Sk of
all diffeomorphisms. One can generalize this by changing the words “ordinary” and “all” in
the previous sentence. For example, one can replace Diff(S1) by the subgroup Diff+(S
1) of
orientation preserving diffeomorphisms.
The example of spaces of parametrized circles with a trivialization of their normal bundle
of self-linking number 0 will be important in the next subsection. Suppose c ⊂ M is an
oriented embedded circle and assume its normal bundle νc is orientable (it will be when c is
unlinked). Since a 2-dimensional oriented vector bundle over a circle is trivial, νc in particular
admits a non-zero section s. The set of homotopy classes of non-zero sections is a torsor for
π0(Map(c,GL
+
2 (R)))
∼= Z.
Further suppose c is null-homologous, so that it bounds a surface L. Given a section s of
the normal bundle νc of c, push c in the direction s to obtain the push-off ps(c) of c. This
is well-defined up to isotopy and without loss generality transverse to L. The self-linking
number slks(c) of c is then defined to be the number of intersections of ps(c) with L, counted
with sign. The number slks(c) depends only on the homotopy class of s, and if we act by
n ∈ π0(Map(c,GL
+
2 (R)))
∼= Z the linking number also changes by n. Thus there is a canonical
homotopy class [s0] of sections defined by demanding slks0(c) = 0. We say that an element in
this homotopy class is of self-linking number zero. Using the orientation of circle, there is up
to homotopy a canonical second section of νc, so that there is in fact a canonical homotopy
class of trivializations of νc of self-linking number zero.
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For c of Embunl(
⊔
k S
1, D3), let Trivslk=0(νc) be the product over c ∈ c of the spaces of
trivializations of the normal bundle νc of c ∈ c of self-linking number zero. These spaces form
a fiber bundle Trivslk=0(k,M) over Emb
unl(
⊔
k S
1, D3) with an Sk-action extending that on
unlinked embeddings.
Definition 6.1. The space of k unlinked parametrized circles with trivializations of their
normal bundles of self-linking number zero is given by
Ctrivk (M) := Trivslk=0(k,M)/Sk
As Ctrivk (−) is a continuous functor on the topological category of 3-manifolds and embed-
dings, we can define a stabilization map for Ctrivk (M) like we did for Ck(M) in the introduction.
Corollary 6.2. The map t∗ : H∗(C
triv
k )→ H∗(C
triv
k+1) is always injective and an isomorphism
for ∗ ≤ ⌊k−22 ⌋.
Proof. The parametrizations of the circle and trivializations of the normal bundle can be
carried along during most of the argument and one can use a similar semisimplicial resolution,
with the slight modification that one should require η|∂D2×{1} has the same orientation as the
circle it is attached to. Then in the statement of Proposition 5.2 we pick up a term of the form
Xp+1, with X path-connected (this required the small modification to the resolution). This
in turn requires a slight modification to the spectral sequence argument, as for the labeled
configuration spaces in Section 6 of [7]. 
Remark 6.3. In general one can prove homological stability as long as the space of additional
structures on each circle is either path-connected, or has two components corresponding to
the two different orientations of the circle. The latter is the case in Corollary 6.2.
6.2. Homological stability for diffeomorphisms. We now prove homological stability for
diffeomorphisms of connected sums of a path-connected manifoldM with k copies of D2×S1,
permuting the torus boundary components and fixing pointwise the original boundary. This is
the most restricted version of the diffeomorphism group for which one can prove homological
stability. The group of diffeomorphisms of M#kD
2 × S1 fixing the entire boundary is a
candidate for representation stability instead. See [13] for other homological stability results
for diffeomorphism groups of 3-manifolds.
Let M#kD
2 × S1 denote the connected sum of M with k copies of D2 × S1. This has
boundary ∂M together with k additional boundary components diffeomorphic to a torus T2.
For each of these we fix a diffeomorphism with T2.
Definition 6.4. Let Diff∂M (M#kD
2 × S1,S∂) be the topological group of diffeomorphisms
of M#kD
2 × S1 which fix ∂M pointwise and permute the boundary components preserving
their identifications with T2, with the C∞-topology.
Lemma 6.5. We have that Ctrivk (M) ≃ Emb
unl(⊔kD
2 × S1,M)/Sk.
Proof. There is a map Embunl(
⊔
kD
2 × S1,M)/Sk → C
trivn
k (M) given by restricting to⊔
k{0} × S
1 and using the trivialization induced by the differential at {0} × S1. This is
a weak equivalence by a similar argument as in Lemma 4.19. 
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Proof of Corollary 1.10. In light of Lemma 6.5 let us shorten Embunl(⊔kD
2 × S1,M)/Sk to
Cth,trivk (M). Isotopy extension implies that the action of Diff∂(M) on C
th,triv
k (M) induces a
fiber sequence
Cth,trivk (M)→ BDiff∂M (M#kD
2 × S1,S∂)→ BDiff∂(M)
The stabilization map on Embunl(⊔kD
2 × S1,M)/Sk induces one on BDiff∂M (M#kD
2 ×
S1,S∂) such that following diagram commutes
Cth,trivk (M)
t
//

Cth,trivk+1 (M)

BDiff∂M (M#kD
2 × S1,S∂)
t′
//

BDiff∂M (M#k+1D
2 × S1,S∂)

BDiff∂(M) BDiff∂(M)
This gives rise to a relative Serre spectral sequence
E2pq = Hp(BDiff∂(M);Hq(C
th,triv
k+1 (M), C
th,triv
k (M)))

Hp+q(BDiff∂M (M#k+1D
2 × S1,S∂), BDiff∂M (M#kD
2 × S1,S∂))
That t′ induces an isomorphism or surjection in the desired range follows from the fact that
t does by Corollary 6.2 and Lemma 6.5. 
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