Persistent network clusters
As explained in the main text, for regression analyses we clustered on both subject and persistent network cluster. Here we explain the procedure for identifying persistent network clusters.
Identification of clusters within a period
In each time step, each player occupied a position on the square lattice, and each position was either empty or occupied by a single player. Players can thus be mapped to a subset of nodes on the lattice, which determines a subgraph. Clusters of players are simply defined as the connected components of this subgraph.
During our experiment, the player subgraph and its connected components changed when players moved. For this reason, clusters are first identified independently for each time step. Afterward, they are linked by a similarity criterion based on the Jaccard distance between sets.
Initially, each player is assigned to a different cluster. Then we iterate over all the edges in the player subgraph, joining the clusters of the nodes at both sides of the edge.
Let us assume that the I players in a session are indexed as {p 1 , p 2 , . . . p I }. Let c(p i ) denote the cluster that player p i belongs to. The algorithm which identifies the clusters at a given time step works as follows:
1. For each player p i , initialize his/her cluster by assigning c(p i ) := i.
2. For each edge in the player subgraph, which connects players p i and p j with
for each m such that c(p m ) = c(p j ), assign c(p m ) := c(p i ).
Linkage of clusters along time
The set of clusters identified at each time step constitutes a (probably different) partition of the set of players. Hence, the problem of cluster linkage through time is a problem of finding a suitable relation, in the mathematical sense, between the two partitions for each consecutive pair of time steps. We linked clusters that were similar enough by making use of the following property of set distances and partitions.
LEMMA. Let P 1 and P 2 be two partitions of a set S. Let d be a distance defined on the family of subsets of S, such that d(A, B) = 1 for any disjoint pair of sets A and B. Let δ be a real number 0 ≤ δ ≤ 1/2. Then, for any subset of the first partition S 1 ∈ P 1 , there exists at most one subset in the second partition S 2 ∈ P 2 , such that d(S 1 , S 2 ) < δ.
Proof. Let us assume that there exist two distinct sets, S 2 and S 2 , in the second partition P 2 that satisfy d(S 1 , S 2 ) < δ and d(S 1 , S 2 ) < δ. Then, by the triangle inequality, d(S 2 , S 2 ) ≤ d(S 2 , S 1 ) + d(S 1 , S 2 ) < 2δ. On the other hand, S 2 and S 2 are disjoint because they are parts of the same partition P 2 , hence d(S 2 , S 2 ) = 1. This implies 1 < 2δ, and so δ > 1/2, which is a contradiction.
With this property, and by choosing an adequate δ, we linked the clusters of players from the first time step iteratively up to the last one. We used the Jaccard distance d J (A, B) between sets A and B (Levandowsky and Winter, 1971) 
The algorithm proceeds as follows, for an experiment with a total of T time steps:
1. Assign a different index to each cluster i at time step t, denoted by idx(C
The value δ = 0.5 allows for the largest differences between linked clusters.
Smaller values of δ demand more similarity, whereas the value δ = 0 makes all clusters remain unlinked. We calculated the cluster linkage for the values δ ∈ {0, 0.1, 0.2, 0.3, 0.4, 0.5}. The results in the main text were obtained by using δ = 0.5. This is a conservative approach because it leads to clustering on the fewest number of persistent network clusters, and thus it allows for the maximum potential dependence.
An analysis of movement conditional on behavior
In general, assortment is a summary measure of how social interactions are nonrandom. In the simplest case involving a two-person interaction, let P (C | C) be the conditional probability that, if the focal individual cooperates, her partner will, too. Correspondingly, let P (C | D) be the conditional probability that, if the focal individual defects, her partner will cooperate. Assortment can be expressed generically as P (C | C) − P (C | D) (van Veelen, 2009). Broadly, assortment measures differences in the probabilities of being exposed to particular kinds of social interactions conditional on a focal individual's type.
In our main paper, letting i index subject, letting n denote the number of neighbors in i's social dilemma neighborhood, and letting k denote the number of cooperating neighbors, we identify an assortment effect for our experiment as
.
We refer to this as assortment because it is an empirical summary of how cooperating subjects may have experienced, on average, different kinds of neighborhoods than defecting subjects did.
In the main paper we show that, of the three effects we estimated, only the assortment effect differed by treatment. This is the basis for our claim that differences in assortment were specifically responsible for differences in π t (C) − π t (D) across treatments. This finding, however, raises the following question. Given that subjects had limited information, how did assortment arise in the choose location treatment? To address this question, we analyzed movements in the choose location treatment, conditional on whether a subject cooperated or defected, as a function of neighborhood composition in the previous period.
The results (Table S1) show that cooperating individuals did not move in the same way as defecting individuals. In particular, conditional on cooperating in a given period, the rate at which participants moved to a new social dilemma neighborhood was highly significantly related to the proportion of cooperators in the previous period. Cooperating individuals moved to new neighborhoods at a relatively high rate when their neighborhood in the last period had a low proportion of cooperators, while they moved to new neighborhoods at a relatively low rate when their neighborhood in the last period had a high proportion of cooperators. Defecting individuals did not do this. Indeed, the rate at which defecting individuals moved to new neighborhoods was not significantly related to the proportion of cooperators they experienced in their t − 1 neighborhoods. (Table S3 ), this finding suggests that defecting individuals, via their bias against small neighborhoods, may have inadvertently exhibited a bias against cooperative neighborhoods. Finally, as reported in the main paper, cooperating players and defecting players moved at the same overall rate. Consequently, the observed biases in movement discussed here did not produce an overall difference between cooperating and defecting players in terms of how often they moved. Table 4 additionally shows that both cooperating and defecting were associated with increasing rates of movement through time .  Table S1 . The relation between movement and neighborhood composition in the choose location treatment. Results are from logistic regressions with standard errors clustered on both subject and persistent network cluster. Conditioning on whether a subject cooperated or defected in t ≥ 2, we modeled the rate at which subjects moved to new neighborhoods. The proportion of cooperators in t − 1 neighborhoods was on the right-hand side. As the results show, cooperating participants moved at a significantly lower rate when their neighborhoods in the previous period were relatively cooperative. Defecting participants did not show a significant relationship. Table S4 . The dynamics of movement in the choose location treatment. Results are from logistic regressions with standard errors clustered on both subject and persistent network cluster. Conditioning on whether a subject cooperated or defected in t ≥ 2, we modeled the rate at which subjects moved to new neighborhoods with t ≥ 2 on the right-hand side. As the results show, both cooperating and defecting participants significantly increased their rates of movement through time. 
Additional supplementary materials
In order to make this research reproducible (Peng, 2011) , the executable scripts for determining persistent network clusters and associated output are available as additional supplementary materials. The raw data from the experiment and the z-Tree files used to conduct the experiment are also included.
