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Abstract
The potential of the exact quantum information processing is an interesting, important and intriguing
issue. For examples, it has been believed that quantum tools can provide significant, that is larger than
polynomial, advantages in the case of exact quantum computation only, or mainly, for problems with very
special structures. We will show that this is not the case.
In this paper the potential of quantum finite automata producing outcomes not only with a (high)
probability, but with certainty (so called exactly) is explored in the context of their uses for solving promise
problems and with respect to the size of automata. It is shown that for solving particular classes {An}∞n=1 of
promise problems, even those without some very special structure, that succinctness of the exact quantum
finite automata under consideration, with respect to the number of (basis) states, can be very small (and
constant) though it grows proportional to n in the case deterministic finite automata (DFAs) of the same
power are used. This is here demonstrated also for the case that the component languages of the promise
problems solvable by DFAs are non-regular. The method used can be applied in finding more exact quantum
finite automata or quantum algorithms for other promise problems.
Keywords: Exact quantum computing, Quantum finite automata, Promise problems, State succinctness
1. Introduction
Because of the probabilistic nature of quantum measurement and a need to have a quantum measure-
ment involved at any quantum computation of classical problems, it used to be assumed that for having a
significantly superior power of quantum computation we need to pay by having its correct outcomes only
with some (high) probability. In other words, it was assumed that we cannot have exponential or even larger
increases of quantum power in the case of the outcomes with probability 1 (so called exact computation)
are required.
After the discovery of the exact algorithm for Deutsch’s problem [19] and Simon’s problem [39], it
started to be of large interest to get a deeper insight into the potential of exact quantum computation and
communication [15–18, 28, 32]. Especially in the recent years, the exact quantum computation of total
functions and partial functions (promise problems) has been studied [6–9, 25, 31–33, 38, 46] and also a
new hypothesis has appeared. Namely, that exact, and significantly more powerful than in classical case,
quantum computation, is possible only/mainly in case of the problems having some very special structures.
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There are many ways to explore the power of exact quantum information processing. One of the most
basic approaches is on the level of quantum finite automata (of various types) and with respect to their sizes
in comparison with the exact classical (deterministic) finite automata.
The acceptance of languages has been used to be one of the main ways to get an insight into the power
of various models of finite automata. Recently, a more general approach, through considerations of so
called promise problems A = (Ayes, Ano), where Ayes and Ano are disjoint languages, has turned out to
be of interest for several reasons. One of them is that this also allows to distinguish “acceptance” and
“solvability” as two different modes of actions. Second one is that this allows to consider for finite automata
also the cases that Ayes and Ano are not regular.
The promise problems, studied in the exact quantum computing before, used to have two very closely
related parameters, as n and n/2 or so [6, 16, 19]. In this paper we demonstrate that for promise problems
with no very special structure, i.e., the problems that we deal with will only have very loosely related
parameters as N and l for any l < N . The quantum exact mode can be, comparing with the classical case
of deterministic finite automata (DFAs), even more than exponentially succinct. This will be demonstrated
for the case of a unary (alphabet) promise problem and also for the case of a binary promise problem A
whose components Ayes, Ano are even non-regular languages.
Klauck [28] proved, for any regular language L, that the state complexity of an exact one-way quantum
finite automaton accepting L is not less than the state complexity of an equivalent DFA. However, the
situation is very different for some promise problems [6, 25, 46].
A promise problem over an alphabet Σ is a pair A = (Ayes, Ano), where Ayes ⊂ Σ
∗ and Ano ⊂ Σ
∗ are
disjoint [22]. Let Akyes = {a
i·2k+1 | i > 0} and Akno = {a
i·2k+1+2k | i ≥ 0}, where k is any positive integer.
Ambainis and Yakaryılmaz [6] proved that any promise problem Ak = (Akyes, A
k
no) can be solved exactly by
a measure-once one-way quantum finite automaton (MOQFA) with two quantum basis states, whereas the
sizes of the corresponding DFAs are at least 2k+1.
In order to get a quantum speed-up (space efficiency) larger than polynomial in the exact quantum
computing, it used to be believed that the problem must have a special structure. For example, in case
of the Deutsch-Jozsa promise problem [19], the distributed Deutsch-Jozsa promise problem [16] and the
promise problem studied in [6] could be of such a type1.
We show in this paper that similar results hold also for some of those promise problems where parameters
in Ayes and Ano are loosely related. To show that we consider a unary promise problem A
N, l = (AN, lyes , A
N, l
no )
with AN, lyes = {a
iN | i ≥ 0} and AN, lno = {a
iN+l | i ≥ 0}, where N and l are fixed positive integers such that
0 < l < N . We prove that the promise problem AN, l can be solved exactly by a three quantum basis states
MOQFA. Note that if we choose N = 2k+1 and l = N/2 = 2k, then AN, l is the promise problem studied in
[6]. We also determine the state complexity of DFA solving the above promise problems. We prove that for
any fixed N and l, the minimal DFA solving the promise problem AN, l has d states, where d is the smallest
integer such that d | N and d ∤ l. If N is a prime, then the minimal DFA solving the promise problem AN, l
has N states. Finally, we consider even a more general promise problem. Namely, AN,r1,r2 = (AN,r1yes , A
N,r2
no )
with AN,r1yes = {a
n | n ≡ r1 mod N} and A
N,r2
no = {a
n | n ≡ r2 mod N}, where N , r1 and r2 are fixed positive
1 In the Deutsch-Jozsa promise problem, the task is to determine whether an input x ∈ {0, 1}n has the Hamming weight 0
or n (this is constant) or n
2
(this is balanced). In the distributed Deutsch-Jozsa promise problem, two parties are to determine
whether their respective strings x, y ∈ {0, 1}n have the Hamming distance 0 or n
2
. The promise problem studied by Ambainis
and Yakaryılmaz [6] has two parameters, i.e. one is n in Akyes and the other one
n
2
in Akno. We say that a promise problem
has very special structure if its parameters have very special relationship.
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integers such that r1 6≡ r2 mod N . (If we choose r1 = 0 and r2 = l, then A
N,r1,r2 is the promise problem
AN, l given above.) We prove also that the promise problem AN,r1,r2 can be solved exactly by an MOQFA
with three quantum basis states. Let l = (r2 − r1) mod N . We show also that the size of the minimal DFA
for the promise problem AN,r1,r2 is the same as the size of the minimal DFA for the promise problem AN, l.
We consider afterwards two binary promise problems. For any positive integer l, let Blyes = {a
ibi | i ≥ 0}
and Blno = {a
ibi+l | i ≥ 0}. It is easy to see that both Blyes and B
l
no are nonregular languages. We
prove that the promise problem Bl = (Blyes, B
l
no) can be solved by an exact MOQFA and also by a DFA.
In particular, we prove that the promise problem Bl can be solved exactly by a 2 quantum basis states
MOQFA Ml, whereas the corresponding minimal DFA solving this promise problem has d states, where d
is the smallest integer such that d ∤ l. Furthermore, we consider a more general binary promise problem
with BN, lyes = {a
ibi | i ≥ 0} and BN, lno = {a
ibi+jN+l | i, j ≥ 0}, where N and l are fixed nonnegative integers
such that 0 < l < N . We prove that each promise problem BN, l = (BN, lyes , B
N, l
no ) can be solved exactly by
a 3 quantum basis states MOQFA MN, l, whereas the corresponding minimal DFA has d states, where d is
the smallest integer such that d | N and d ∤ l. Note that if N is a prime, then d = N .
The paper is structured as follows. In Section 2 some of the required basic concepts and notations are
introduced and the models used are described in detail. The results on unary promise problems are given
in Section 3. The results on binary promise problems are given in Section 4. Section 5 contains conclusion
and discussion.
2. Preliminaries
Quantum finite automata were first introduced by Kondacs and Watrous [29] and by Moore and Crutch-
fields [34]. Since that time they have been explored in [2, 14, 27, 30, 40–45] and in other papers. The state
complexity of quantum finite automata is one of the interesting topics in studying the power of quantum
finite automata. In the past twenty years, state complexity of several variants of quantum finite automata
has been intensively studied [3–6, 10–12, 20, 24, 25, 37, 43, 46, 47].
We now recall some basic concepts and notations concerning finite automata. For quantum information
processing and more on finite automata we refer the reader to [23, 26, 35, 36].
Definition 1. A deterministic finite automaton (DFA) A is specified by a 5-tuple
A = (S,Σ, δ, s0, F ), (1)
where:
• S is a finite set of classical states;
• Σ is a finite set of input symbols;
• s0 ∈ S is the initial state of the automaton;
• F ⊂ S is the set of accepting states;
• δ is a transition function:
δ : S × Σ→ S. (2)
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For any x ∈ Σ∗ and σ ∈ Σ, we define
δ̂(s, xσ) = δ̂(δ̂(s, x), σ) (3)
and if x is the empty string, then
δ̂(s, xσ) = δ(s, σ). (4)
The automaton A accepts the string x if δ̂(s0, x) ∈ F , otherwise rejects.
A promise problem A = (Ayes, Ano) is said to be solved by a DFA A if
1. ∀x ∈ Ayes, δ̂(s0, x) ∈ F , and
2. ∀x ∈ Ano, δ̂(s0, x) 6∈ F .
Definition 2. A measure-once quantum finite automaton (MOQFA) M is specified by a 5-tuple
M = (Q,Σ, {Uσ |σ ∈ Σ
′}, |0〉, Qa) (5)
where:
• Q is a finite set of orthonormal quantum (basis) states, i.e. {|i〉 | 0 ≤ i < |Q|};
• Σ is a finite alphabet of input symbols, which does not contain end-markers. Σ′ = Σ ∪ {|c, $} (where |c
will be used as the left end-marker and $ as the right end-marker);
• |0〉 ∈ Q is the initial quantum state;
• Qa ⊆ Q denotes the set of accepting basis states;
• Uσ’s are unitary operators for σ ∈ Σ
′.
The quantum state space of this model is a |Q|-dimensional Hilbert space denoted HQ. Each quantum
basis state |i〉 in HQ is represented by a column vector with the (i+1)th entry being 1 and the other entries
being 0. With this notational convenience we can describe the above model as follows:
1. The initial state |0〉 is represented as |q0〉 = (1,
|Q|−1︷ ︸︸ ︷
0, · · · , 0)T.
2. The accepting set Qa corresponds to the projective operator Pacc =
∑
|i〉∈Qa
|i〉〈i|.
The computation of an MOQFA M on an input string x = σ1σ2 · · ·σn ∈ Σ
∗ is as follows: M reads the
input string from the left end-marker to the right end-marker, symbol by symbol, and the unitary matrices
U|c, Uσ1 , Uσ2 , · · · , Uσn , U$ are applied, one by one, on the current state, starting with |0〉 as the initial state.
Finally, the projective measurement {Pacc, I − Pacc} is performed on the final state, in order to accept or
reject the input. Therefore, for the input string x, M has the accepting probability given by
Pr[M accepts x] = ‖PaccU$Uσn · · ·Uσ2Uσ1U|c|0〉‖
2. (6)
A promise problem A = (Ayes, Ano) is solved exactly by an MOQFA M if
1. ∀x ∈ Ayes, Pr[M accepts x] = 1, and
2. ∀x ∈ Ano, Pr[M accepts x] = 0.
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3. Unary promise problems
In this section we prove that a specific unary promise problem can be solved exactly by an MOQFA with
a small (constant) number of quantum states, but any DFA solving the same promise problem has to have
much larger number of states. To show that we make use of a special technique introduced by Ambainis [7].
Based on Ambainis’ idea, we introduce a definition and deal with a lemma first.
Definition 3. Let p ∈ [−1, 0]. A quantum machine M with initial state |0〉 p-solves promise problem
A = (Ayes, Ano) if,
1. ∀x ∈ Ayes, Ux|0〉 = |0〉,
2. ∀x ∈ Ano, Ux|0〉 = p|0〉+
√
1− p2|ψx〉
where |ψx〉⊥|0〉 and the unitary operator Ux is the action of the machine M corresponding to the input x.
Hence if x ∈ Ayes, then the amplitude of |0〉 in the quantum state Ux|0〉 is 1. If x ∈ Ano, then the
amplitude of |0〉 in the quantum state Ux|0〉 is p.
1
0
...
0
 Ux−→
x ∈ Ayes

1
0
...
0
 and

1
0
...
0
 Ux−→
x ∈ Ano

p
∗
...
∗
 . (7)
Now we add one entry (as the first one) to the above vectors, then start with a new initial quantum
state, and change the unitary Ux as followings:
α
β
0
...
0

U ′x
−→
x ∈ Ayes

α
β
0
...
0
 and

α
β
0
...
0

U ′x
−→
x ∈ Ano

α
pβ
∗
...
∗
 , (8)
where
U ′x =
(
1 0
0 Ux
)
, (9)
α, β are real numbers (for the moment arbitrary), and ∗’s are some values that we do not need to specify
exactly.
In order to have proper quantum states (α, β, 0, . . . , 0)T⊥(α, pβ, ∗, . . . , ∗)T , the following relations have
to hold: {
α2 + β2 = 1
α2 + pβ2 = 0
. (10)
Since p ≤ 0, the above equations have a solution as α =
√
−p
1−p
β =
√
1
1−p .
(11)
Therefore, we have the following lemma.
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Lemma 1. If quantum machine M p-solves a promise problem A where p ∈ [−1, 0], then there exists a
quantum machine M′ that solves the promise problem A exactly.
Proof. Since the quantum machineM p-solves the promise problem A, we have Ux|0〉 = |0〉 for any x ∈ Ayes
and Ux|0〉 = p|0〉 +
√
1− p2|ψx〉 for x ∈ Ano, where |ψx〉⊥|0〉. With respect to the analysis above, we can
have a new quantum machine M′ such that U ′x|0
′〉 = |0′〉 for any x ∈ Ayes and U
′
x|0
′〉 = (α, pβ, ∗, . . . , ∗)T
for x ∈ Ano, where |0
′〉 is the initial quantum state of the new machine, U ′x is the action of the new
machine corresponding to the input x, and |0′〉⊥(α, pβ, ∗, . . . , ∗)T . By choosing the measurement operator
{|0′〉〈0′|, I − |0′〉〈0′|}, the quantum machine M′ can solve the promise problem A exactly.
Now we will deal with the promise problems AN, l for the case N4 ≤ l ≤
3N
4 .
Lemma 2. For any fixed positive integers N and l such that N4 ≤ l ≤
3N
4 , the promise problem A
N, l can
be solved exactly by a 3 quantum basis states MOQFA MN, l.
Proof. If we choose θ = 2pi
N
and design an MOQFA A with two quantum states2 as the one in Theorem 1
in [6], then it is easy to see that A p-solves promise problem AN, l, where p = cos lθ. Since N4 ≤ l ≤
3N
4 ,
we have p = cos lθ ≤ 0. We can now design an MOQFA MN, l to solve the promise problem A
N, l exactly
according to the method specified before Lemma 1.
According to Equalities (11), we have α =
√
−p
1−p =
√
− cos lθ
1−cos lθ and β =
√
1
1−p =
√
1
1−cos lθ . Now let
MN, l = (Q,Σ, {Uσ |σ ∈ Σ
′}, |0〉, Qa), where Q = {|0〉, |1〉, |2〉}, Qa = {|0〉},
U|c =
 α −β 0β α 0
0 0 1
 , Ua =
 1 0 00 cos θ − sin θ
0 sin θ cos θ
 and U$ = U−1|c =
 α β 0−β α 0
0 0 1
 . (12)
U|c is the unitary matrix that changes the initial quantum state (1, 0, 0)
T to (α, β, 0)T according the
processes shown in Equality (7) and (8).
If the input x ∈ AN, lyes , then the quantum state before the measurement is
|q〉 = U$(Ua)
iNU|c|0〉 = U$IU|c|0〉 = |0〉, (13)
because (Ua)
iN = I.
If the input x ∈ AN, lno , then the quantum state before the measurement is
|q〉 = U$(Ua)
iN+lU|c|0〉 = U$(Ua)
lU|c|0〉 (14)
= U$(Ua)
l (α|0〉+ β|1〉) (15)
= U$ (α|0〉+ cos lθ · β|1〉+ γ|2〉) (16)
= U$ (α|0〉+ pβ|1〉+ γ|2〉) (17)
= (α2 + pβ2)|0〉+ γ1|1〉+ γ2|2〉 (18)
= γ1|1〉+ γ2|2〉, (19)
where γ, γ1 and γ2 are amplitudes that we do not need to specify exactly.
Since the amplitude of |0〉 in the above quantum state |q〉 is 0, we get the exact result after the measure-
ment of γ1|1〉+ γ2|2〉 in the standard basis {|0〉, |1〉, |2〉}.
2The two quantum states are |0〉 = (1, 0)T and |1〉 = (0, 1)T .
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Remark 1. Similar matrices as Ua have been first used in [3] and also in [5, 6, 11, 41, 43, 46]. Our proof
has been inspired by the methods introduced in [7]. Similar methods can be found also in [25].
Remark 2. Let θ = 2pi
N
. If l < N4 or l >
3N
4 , then p = coslθ > 0 and Equations (10) have no solution.
In order to follow the same results for the cases that l < N4 or l >
3N
4 , we can use some integer q such
that θ = q·2pi
N
and coslθ ≤ 0. That is to find out some integer q such that
2pii+
pi
2
≤
q2pil
N
≤ 2pii+
3pi
2
, (20)
where i is an integer. Notice that Equality (20) holds if and only if
N
l
(i+
1
4
) ≤ q ≤
N
l
(i +
3
4
). (21)
If l < N4 , then
N
l
> 4 and
N
l
(i+
3
4
)−
N
l
(i+
1
4
) =
N
l
×
1
2
≥ 4×
1
2
= 2. (22)
Therefore, it is easy to find out integers i and q, say i = 0 and q = ⌈N4l ⌉, such that Equality (20) holds.
For the case that l > 3N4 , we need the following lemma.
Lemma 3. There exist integers i and q such that N
l
(i + 14 ) ≤ q ≤
N
l
(i+ 34 ) for N > l >
3N
4 .
Proof. Since N > l > 3N4 , we have 0 <
N−l
l
< 13 and
N
l
(
i+
1
4
)
=
(
1 +
N − l
l
)(
i+
1
4
)
= i+
1
4
+ i
N − l
l
+
N − l
4l
. (23)
Obviously, we have
1
4
<
1
4
+
N − l
4l
<
1
4
+
1
12
=
1
3
. (24)
Since 23 −
1
4 >
1
3 and
N−l
l
< 13 , there must exist an integer, say j, such that
1
4
< j
N − l
l
−
⌊
j
N − l
l
⌋
<
2
3
. (25)
Let a =
⌊
N
l
(
j + 14
)⌋
. According to Inequalities (24) and (25), we have
1
2
<
N
l
(
j +
1
4
)
− a =
1
4
+
N − l
4l
+ j
N − l
l
−
⌊
j
N − l
l
⌋
< 1 (26)
and
N
l
(
j +
3
4
)
=
N
l
(
j +
1
4
)
+
N
l
×
1
2
> a+
1
2
+
1
2
= a+ 1. (27)
Thus, q = a+ 1 is the integer such that N
l
(j + 14 ) ≤ q ≤
N
l
(j + 34 ) for N > l >
3N
4 .
Now we can prove the following general result:
Theorem 1. For any fixed positive integers N and l such that 0 < l < N , the promise problem AN, l can
be solved exactly by a 3 quantum basis states MOQFA MN, l.
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Proof. We will proceed similarly as in the proof of Lemma 2. The choice of θ depends on N and l. For given
N and l, if N4 ≤ l ≤
3N
4 , we choose θ =
2pi
N
; if l < N4 , then we choose θ =
2pi
N
⌈N4l ⌉; if l >
3N
4 , we should first
find out an integer j such that 14 < j
N−l
l
−
⌊
jN−l
l
⌋
< 23 , then we choose q =
⌊
N
l
(
j + 14
)⌋
+ 1 and θ = q2pi
N
.
The rest of the proof is now similar to the one of Lemma 2.
Corollary 1. The promise problem AN,r1,r2 can be solved exactly by a 3 quantum basis states MOQFA
MN,r1,r2 .
Proof. Let l = (r2 − r1) mod N . We will choose θ according to N and l in the same way as we did in the
proof of Theorem 1. Let MN,r1,r2 = (Q,Σ, {U
′
σ |σ ∈ Σ
′}, |0〉, Qa), where Q = {|0〉, |1〉, |2〉}, Qa = {|0〉},
U ′|c = (Ua)
N−r1mod NU|c, U
′
a = Ua and U
′
$ = U$ (U|c, Ua, and U$ are the ones defined in Theorem 2). The
remaining part of the proof is an analogue of the one of Theorem 2.
We now deal with the minimal DFA for the promise problem AN, l.
Theorem 2. For any fixed positive integers N and l, the minimal DFA solving the promise problem AN, l
has d states, where d is the smallest integer such that d | N and d ∤ l.
Proof. Let d be the smallest integer such that d ∤ (pN + l) for any integer p. We consider now a d-
state DFA A = (S,Σ, δ, s0, F ), with the set of states S = {s0, s1, . . . , sd−1}, the set of accepting states
F = {siN mod d | i ≥ 0}, and the transition function δ(si, a) = s(i+1) mod d.
If x ∈ Ayes, then x = a
iN for some i and δ̂(s0, a
iN ) = siN mod d ∈ F .
If x ∈ Ano, then x = a
jN+l for some j. We prove that for any j ≥ 0, δ̂(s0, a
jN+l) = s(jN+l) mod d 6∈ F
by contradiction as follows: We assume that s(jN+l) mod d ∈ F . Since F = {siN mod d | i ≥ 0}, then there
exists i such that s(jN+l) mod d = siN mod d, i.e. (jN + l ≡ iN mod d). Therefore, (j − i)N + l ≡ 0 mod d.
Let p = j − i, then d can divide pN + l, which is a contradiction.
Therefore the promise problem AN, l can be solved by a d-state DFA A.
Figure 1: The shape of the transition diagram of DFA solving an infinite unary promise problem.
Now we prove by a contradiction that any DFA solving the promise problem AN, l has at least d states.
Assume that there is an m-state DFA A′ solving the promise problem AN, l and m < d. Since both AN, lyes
and AN, lno contain infinitely many unary strings, the shape of the transitions in the DFA A
′ must be like
that in Figure 1.
Suppose now that there are k (< d) states before A′ enters the cycle and the cycle has t (< d) states,
says s0, . . . , st−1, such that δ(si, a) = s(i+1) mod t. Since t < d, according to the assumption, these exits
a p such that t | (pN + l). Therefore, we have ((p + 1)N + l − k ≡ N − k mod t), which means that
δ̂(s0, a
(p+1)N+l) = δ̂(s0, a
N ). This means that both a(p+1)N+l and aN are in AN, lyes or in A
N, l
no - a contradiction.
Therefore, the minimal DFA solving the promise problem AN, l has d states.
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Let c be the smallest integer such that c | N and c ∤ l. We prove that d = c as follows.
Since c | N and c ∤ l, we have c ∤ (pN + l) for any integer p. Since d is the smallest integer such that
d ∤ (pN + l) for any integer p, we have c ≥ d.
We now prove that d ≥ c as follows.
Assume that d | l. We have d | (dN + l), what contradicts to that d is a integer such that d ∤ (pN + l)
for any integer p. Therefore d ∤ l.
We are now going to prove that d|N . Let g = gcd(N, d). If g = 1, then according to Euclid’s theorem,
then there must exist integers u and v such that ud − vN = l and therefore d | (vN + l), which is a
contradiction. Hence g > 1.
Now let d′ = d/g. If g | l, then (d = d′g) ∤ (pN + l) for any p. Since g | N and g | l, we have d′ ∤ (pN + l)
for any p. Therefore d′ < d, what contradicts to the assumption that d is the smallest integer such that
d ∤ (pN + l) for any integer p. Therefore, g ∤ l. Since g | N , we have g ∤ (pN + l) for any p. Now we have
g ≥ d. Since g = gcd(N, d), therefore g = d and d | N . Since d | N and d ∤ l, therefore d ≥ c.
Corollary 2. For any fixed prime N and fixed integer l such that 0 < l < N , the minimal DFA solving the
promise problem AN, l has N states.
Proof. Since N is a prime, d = N is the smallest integer such that d | N and d ∤ l.
Corollary 3. If N is not a prime number and l is a positive integer such that gcd(N, l) = 1, then the
minimal DFA solving the promise problem AN, l has d states, where d is the smallest integer such that d | N
and d 6= 1.
Proof. Assume that d 6= 1 is the smallest integer such that d | N . We prove that d ∤ l by a contradiction. If
d | l, then gcd(N, l) ≥ d > 1, which is a contradiction. Therefore d has to be the smallest integer such that
d | N and d ∤ l.
Remark 3. If we choose N = 2k+1 and l = 2k, then AN, l is the promise problem studied in [6]. In
such a case d = 2k+1. If we choose N = 2k+1(2m + 1) and l = 2k(2m + 1), then AN, l is the promise
problem mentioned in Section 3 in [6] and we have d = 2k+1. If we choose N = 2n and l = n, where n is
odd, then AN, l is the promise problem mentioned in Section 4 in [6]. We have therefore in this case that
pN + l = (2p+ 1)n is an odd integer and therefore d = 2.
Remark 4. Let l = (r2 − r1) mod N . Then the size of the minimal DFA for the promise problem A
N,r1,r2
is the same as the size of the minimal DFA for the promise problem AN, l and the proof is similar to the one
of Theorem 2.
4. Binary promise problems
We consider now a simple binary promise problem Bl = (Blyes, B
l
no) with B
l
yes = {a
ibi | i ≥ 0} and
Blno = {a
ibi+l | i ≥ 0}, where l is a fix positive number. Clearly, both Blyes and B
l
no are nonregular
languages. However, we will prove that the promise problem Bl = (Blyes, B
l
no) can be solved by an exact
MOQFA and also by a DFA. See [21] for more facts on classical automata solving promise problems.
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Theorem 3. The promise problem Bl can be solved exactly by a 2 quantum basis states MOQFA Ml.
Proof. Let θ = pi2l and Ml = (Q,Σ, {Uσ |σ ∈ Σ
′}, |0〉, Qa), where Q = {|0〉, |1〉}, Qa = {|0〉},
Ua =
(
cos θ sin θ
− sin θ cos θ
)
, Ub =
(
cos θ − sin θ
sin θ cos θ
)
, (28)
and U$ = U|c = I.
If the input x ∈ Blyes, then the quantum state before the measurement is
|q〉 = U$(Ub)
i(Ua)
iU|c|0〉 =
(
cos θ − sin θ
sin θ cos θ
)i(
cos θ sin θ
− sin θ cos θ
)i
|0〉 (29)
=
(
1 0
0 1
)
|0〉 = |0〉. (30)
If the input x ∈ Blno, then the quantum state before the measurement is
|q〉 = U$(Ub)
i+l(Ua)
iU|c|0〉 =
(
cos θ − sin θ
sin θ cos θ
)i+l(
cos θ sin θ
− sin θ cos θ
)i
|0〉 (31)
=
(
cos θ − sin θ
sin θ cos θ
)l
|0〉 =
(
cos lθ − sin lθ
sin lθ cos lθ
)
|0〉 (32)
=
(
cospi/2 − sinpi/2
sinpi/2 cospi/2
)
|0〉 =
(
0 −1
1 0
)(
1
0
)
=
(
0
1
)
= |1〉. (33)
Therefore we can get the exact result after the measurement in the standard basis {|0〉, |1〉}.
Theorem 4. For any fixed l, the minimal DFA solving the promise problem Bl has d states, where d is the
smallest integer such that d ∤ l.
✚✙
✛✘
✖✕
✗✔
s0 ✚✙
✛✘
s1
✚✙
✛✘
s3 ✚✙
✛✘
s2
✲Start ✲
a
✛a
❄
a
✻
a
✻
b
✲
b
✛ b
❄
b
Figure 1: DFA ) to solve the promise problem eq
Figure 2: DFA A when d = 4.
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Proof. Let us consider a d-state DFA A = (S,Σ, δ, s0, F ), where S = {si|0 ≤ i < d}, F = {s0} and the
transition function is defined as follows:
1. δ(si, a) = s(i+1)mod d and
2. δ(si, b) = s(i−1)mod d.
For example, if d = 4, then the corresponding DFA A is as shown in Figure 2. It is easy to verify that
the language recognized by DFA A is L = {x ∈ {a, b}∗ | #a(x) ≡ #b(x)mod d}, where #a(x) (#b(x)) is the
number of symbols as (bs) in x.
Let n = #a(x) and m = #b(x). If the input string x ∈ B
l
yes, then n = m. Therefore, we have
n ≡ mmod d and the DFA A accepts the input.
If the input string x ∈ Blno, then m = n+ l. Since d ∤ l, we have n 6≡ n+ lmod d and the DFA A rejects
the input.
Therefore, the promise problem Bl can be solved by the DFA A and its corresponding minimal DFA has
no more than d states.
Now suppose that there is a c-state minimal DFA A′ solving the promise problem Bl and c < d. For
sufficient large i, after reading a∗bi, A′ will enter a cycle. Now suppose that the cycle has t states, says
r0, . . . , rt−1 such that δ(rj , b) = r(j+1)mod t. Since t ≤ c < d, then we have t | l. Let rk = δ̂(s0, a
ibi). We
have
δ̂(s0, a
ibi+l) = δ̂(rk, b
l) = rk, (34)
what means that the DFA A′ accepts (or rejects) both aibi and aibi+l – a contradiction. Therefore, c ≥ d
and the theorem has been proved.
We consider now a more general promise problem BN, l = (BN, lyes , B
N, l
no ) with B
N, l
yes = {a
ibi | i ≥ 0} and
BN, lno = {a
ibi+jN+l | i, j ≥ 0}, where N and l are fixed nonnegative integers such that 0 < l < N .
Theorem 5. The promise problem BN, l can be solved exactly by a 3 quantum basis states MOQFA MN, l.
Proof. We choose θ depending on N and l as follows (we use the same strategy as in Theorem 1) :
1. If l < N4 , then θ =
2pi
N
⌈N4l ⌉.
2. If N4 ≤ l ≤
3N
4 , then θ =
2pi
N
.
3. If l > 3N4 , we first find out an integer j such that
1
4 < j
N−l
l
−
⌊
jN−l
l
⌋
< 23 , and then we choose
p =
⌊
N
l
(
j + 14
)⌋
+ 1 and θ = p2pi
N
.
We can design an MOQFA A with two quantum states as the one in Theorem 3. It is easy to see
that A p-solves the promise problem BN, l, where p = cos lθ ≤ 0. According to Equality (11), we have
α =
√
−p
1−p =
√
− cos lθ
1−cos lθ and β =
√
1
1−p =
√
1
1−cos lθ .
Let MN, l = (Q,Σ, {Uσ |σ ∈ Σ
′}, |0〉, Qa), where Q = {|0〉, |1〉, |2〉}, Qa = {|0〉},
U|c =
 α −β 0β α 0
0 0 1
 , Ua =
 1 0 00 cos θ sin θ
0 − sin θ cos θ
 , Ub =
 1 0 00 cos θ − sin θ
0 sin θ cos θ
 (35)
and U$ = U
−1
|c .
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If the input x ∈ BN, lyes , then the quantum state before the measurement is
|q〉 = U$(Ub)
i(Ua)
iU|c|0〉 = U$
 1 0 00 cos θ − sin θ
0 sin θ cos θ

i 1 0 00 cos θ sin θ
0 − sin θ cos θ

i
U|c|0〉 (36)
= U$U|c|0〉 = |0〉. (37)
If the input x ∈ BN, lno , then the quantum state before the measurement is
|q〉 = U$(Ub)
i+jN+l(Ua)
iU|c|0〉 = U$(Ub)
jN+lU|c|0〉 = U$(Ub)
lU|c|0〉 (38)
= γ1|1〉+ γ2|2〉, [ Eqs. (15) to (19) ] (39)
where γ1 and γ2 are amplitudes that we do not need to specify exactly.
Since the amplitude of |0〉 in the quantum state |q〉 is 0, we get always the exact result after the
measurement in the standard basis {|0〉, |1〉, |2〉}.
Theorem 6. For any fixed l, the minimal DFA solving the promise problem BN, l has d states, where d is
the smallest integer such that d | N and d ∤ l.
Proof. Let d be the smallest integer such that d ∤ (pN + l) for any integer p. We consider a minimal DFA
A = (S,Σ, δ, s0, F ) accepting the language L = {x ∈ {a, b}
∗ | #a(x) ≡ #b(x)mod d}.
Let n = #a(x) and m = #b(x). If the input x ∈ B
N, l
yes , then n = m. Therefore, we have n ≡ mmod d
and A accepts the input. If the input string x ∈ BN, lno , then m = n + pN + l. Since d ∤ (pN + l), we have
n 6≡ n+ pN + lmod d and A rejects the input. According to the proof of Theorem 4, A has no more than d
states.
Now suppose that there is a c-state minimal DFA A′ solving the promise problem BN, l and c < d.
For sufficiently big i, after reading a∗bi, A′ enters a cycle. Now suppose that the cycle has t states, says
r0, . . . , rt−1 such that δ(rj , b) = r(j+1)mod t. Since t ≤ c < d, there exists an integer p such that t | pN + l.
Let rk = δ̂(s0, a
ibi). We have
δ̂(s0, a
ibi+pN+l) = δ̂(rk, b
pN+l) = rk, (40)
which means that A′ accepts (or rejects) both aibi and aibi+Np+l – a contradiction. Therefore, c ≥ d and
the minimal DFA solving the promise problem BN, l has to have d states.
According to the proof of Theorem 2, d is the smallest integer such that d | N and d ∤ l.
Remark 5. Obviously, if N is a prime, then d = N . If gcd(N, l) = 1, then d is the smallest integer greater
than 1 that divides N .
5. Conclusion and discussion
Ambainis and Yakaryılmz [6] presented a family of promise problem, i.e{
AN, l = (AN, lyes = {a
iN}, AN, lno = {a
iN+l} | N = 2k+1, l = 2k, i > 0, and k > 0)
}
, (41)
and they proved that each promise problem can be solved exactly by an MOQFA with 2 quantum basis
states, whereas the sizes of the corresponding DFAs are at least N . Based on the techniques given in
Ambainis [7], we have generalized the result in this paper, i.e we have proved that N and l can be any fixed
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positive integers such that 0 < l < N . We have given an exact MOQFA with 3 quantum basis states and a
minimal DFA for the new promise problems. Moreover we have proved some similar results on two families
of binary promise problems in this paper.
Finite automata and the other restricted power quantum computing models to solve promise problems
were intensively studied in the last several years [1, 6, 13, 21, 25, 33, 38, 43, 46, 47]. The method presented
in this paper may be helpful in finding more exact quantum finite automata or algorithms for other promise
problems. Using our method, it is not hard to generalize the results from [1].
In theorems 1, 1 and 5, the number of quantum basis states used in the corresponding MOQFA is three.
Actually, these results are not optimal. Since the quantum states we use are in R3, they can be simulated
in C2 that is by a qubit [2]. Therefore the results can be improved to 2 quantum basis states providing the
ultimately optimal outcomes. We can refer the reader to [2] for details of such a technique.
The sizes of probabilistic finite automata and two-way nondeterministic finite automata for the promise
problem Ak have been studied in [21, 38]. In this paper we have only shown minimal DFAs for the promise
problems introduced in this paper. It is not hard to determine the minimum amount of states required by
bounded-error probabilistic finite automata solving the promise problems. We refer the reader to [38] for
the proof technique. It is also possible to determine the minimum amount of states required by two-way
nondeterministic finite automata solving the promise problems. The reader can check [21] for the proof
technique. Actually, the results on the promise problem AN, l have been given recently in [13].
Finally, we give a problem for future research. Most of the more than polynomial speed-up (space
efficient) results for exact quantum computing hold only in the case that we choose special structures
for “yes” inputs and “no” inputs. For example, in this paper, we choose AN, lyes = {a
iN | i ≥ 0} and
AN, lno = {a
iN+l | i ≥ 0}, where N and l are fixed positive integers. What if l is not fixed? Says n1 < l < n2,
where n1 < n2 < N . Can we still get similar exact quantum computing results?
Acknowledgements
The authors are thankful to the anonymous referees for their careful reading, comments and suggestions
that greatly helped to improve the results and the quality of the presentation. We thank also Feidiao Yang
and Xiangfu Zou for their comments to original proof of Theorem 2. We thank also Carlo Mereghetti for
sending us a copy of the paper [13]. Gruska and Zheng were supported by the Employment of Newly Gradu-
ated Doctors of Science for Scientific Excellence project/grant (CZ.1.07./2.3.00/30.0009) of Czech Republic.
Qiu was supported by the National Natural Science Foundation of China (Nos. 61272058, 61073054).
References
[1] F. Ablayev, A. Gainutdinova, K. Khadiev and A. Yakaryılmaz, Very narrow quantum OBDDs and width hierarchies
for classical OBDDs, Proceedings of the 16th DCFS, LNCS 8614 (2014), pp. 53–64. Also arXiv:1405.7849.
[2] A. Ambainis and J. Watrous, Two-way finite automata with quantum and classical states, Theoretical Computer
Science 287 (2002) 299–311.
[3] A. Ambainis and R. Freivalds, One-way quantum finite automata: strengths, weaknesses and generalizations, Pro-
ceedings of the 39th FOCS (1998), pp. 332–341.
[4] A. Ambainis, A. Nayak, A. Ta-Shma and U. Vazirani, Dense quantum coding and quantum automata, Journal of the
ACM 49 (2002) 496–511.
[5] A. Ambainis and N. Nahimovs, Improved constructions of quantum automata, Theoretical Computer Science 410
(2009) 1916–1922.
13
[6] A. Ambainis and A. Yakaryılmaz, Superiority of exact quantum automata for promise problems, Information Pro-
cessing Letters 112 (2012) 289–291.
[7] A. Ambainis, Superlinear advantage for exact quantum algorithms, Proceedings of 45th STOC (2013), pp. 891–900.
[8] A. Ambainis, A. Iraids and J. Smotrovs, Exact quantum query complexity of EXACT and THRESHOLD, Proceedings
of 8th TQC (2013), pp. 263–269.
[9] A. Ambainis, J. Gruska and S.G Zheng, Exact quantum algorithms have advantage for almost all Boolean functions,
Quantum Information & Computation 15 (2015) 0435–0452. Also arXiv:1404.1684.
[10] A. Bertoni, C. Mereghetti and B. Palano, Golomb rulers and difference sets for succinct quantum automata, Inter-
national Journal of Foundations of Computer Science 14 (2003) 871–888.
[11] A. Bertoni, C. Mereghetti and B. Palano, Small size quantum automata recognizing some regular languages, Theo-
retical Computer Science 340 (2005) 394–407.
[12] A. Bertoni, C. Mereghetti and B. Palano, Some formal tools for analyzing quantum automata, Theoretical Computer
Science 356 (2006) 14–25.
[13] M.P. Bianchi, C. Mereghetti and B. Palano, Complexity of Promise Problems on Classical and Quantum Automata,
Gruska Festschrift, LNCS 8808 (2014), to apper.
[14] A. Brodsky and N. Pippenger, Characterizations of 1-way quantum finite automata, SIAM Journal on Computing
31 (2002) 1456–1478.
[15] G. Brassard and P. Høyer, An exact quantum polynomial-time algorithm for Simon’s problem, Proceedings of the
Israeli Symposium on Theory of Computing and Systems (1997), pp. 12–23.
[16] H. Buhrman, R. Cleve and A. Wigderson, Quantum vs. classical communication and computation, Proceedings of
30th STOC (1998), pp. 63–68.
[17] H. Buhrman, R. Cleve, R. de Wolf and C. Zalka, Bounds for small-error and zero-error quantum algorithms, Proceed-
ings of the 40th FOCS (1999), pp. 358–359.
[18] R. Cleve, A. Ekert, C. Macchiavello and M. Mosca, Quantum algorithms revisited, Proceedings of the Royal Society
of London A454 (1998), pp. 339–354.
[19] D. Deutsch and R. Jozsa, Rapid solution of problems by quantum computation, Proceedings of the Royal Society of
London A439 (1992), pp. 553–558.
[20] R. Freivalds, M. Ozols and L. Mancinska, Improved constructions of mixed state quantum automata, Theoretical
Computer Science 410 (2009) 1923–1931.
[21] V. Geffert and A. Yakaryılmaz, Classical automata on promise problems, Proceedings of the 16th DCFS, LNCS 8614
(2014), pp. 126–137. Also arXiv:1405.6671.
[22] O. Goldreich, On promise problems: A survey, Shimon Even Festschrift, LNCS 3895 (2006), pp, 254–290.
[23] J. Gruska, Quantum Computing, (McGraw-Hill, London, 1999).
[24] J. Gruska, Descriptional complexity issues in quantum computing, Journal of Automata, Languages and Combina-
torics 5 (2000) 191–218.
[25] J. Gruska, D.W. Qiu and S.G. Zheng, Generalizations of the distributed Deutsch-Jozsa promise problem,
arXiv:1402.7254 (2014).
[26] J.E. Hopcroft and J.D. Ullman, Introduction to Automata Theory, Languages, and Computation, (Addision-Wesley,
New York, 1979).
[27] M. Hirvensalo, Quantum automata with open time evolution, International Journal of Natural Computing Research
1 (2010) 70–85.
[28] H. Klauck, On quantum and probabilistic communication: Las Vegas and one-way protocols, Proceedings of the 32th
STOC (2000), pp. 644-651.
[29] A. Kondacs and J. Watrous, On the power of quantum finite state automata, Proceedings of the 38th FOCS (1997),
pp. 66–75.
[30] L.Z. Li, D.W. Qiu, X.F. Zou, L.J. Li, L.H. Wu and P. Mateus, Characterizations of one-way general quantum finite
automata, Theoretical Computer Science 419 (2012) 73–91.
[31] A. Montanaro, R. Jozsa and G. Mitchison, On exact quantum query complexity, Algorithmica, doi:10.1007/s00453-
013-9826-8 (2013). Also arXiv:1111.0475.
[32] Y. Murakami, M. Nakanishi, S. Yamashita and K. Watanabe, Quantum versus classical pushdown automata in exact
computation, IPSJ Digital Courier 1 (2005) 426–435.
[33] M. Nakanishi, Quantum Pushdown Automata with a Garbage Tape, arXiv:1402.3449 (2014).
[34] C. Moore and J.P. Crutchfield, Quantum automata and quantum grammars, Theoretical Computer Science 237
(2000) 275–306.
14
[35] M.A. Nielsen and I.L. Chuang, Quantum Computation and Quantum Information, (Cambridge University Press,
Cambridge, 2000).
[36] D.W. Qiu, L.Z. Li, P. Mateus and J. Gruska, Quantum finite automata, CRC Handbook of Finite State Based Models
and Applications, (CRC Press, 2012), pp. 113–144.
[37] D.W. Qiu, L.Z. Li, P. Mateus and A. Sernadas, Exponentially more concise quantum recognition of non-RMM
languages, Journal of Computer and System Sciences, doi: 10.1016/j.jcss.2014.06.008. Also arXiv:0909.1428.
[38] J. Rashid and A. Yakaryılmaz, Implications of quantum automata for contextuality, Proceedings of the 19th CIAA,
LNCS 8587 (2014), pp. 318–331. Also arXiv:1404.2761.
[39] D. Simon , On the power of quantum computation, SIAM Journal on Computing 26 (1997) 1474–1483.
[40] A. Yakaryılmaz and A.C. Cem Say, Unbounded-error quantum computation with small space bounds, Information
and Computation 209 (2011) 873–892.
[41] A. Yakaryılmaz and A.C. Cem Say, Succinctness of two-way probabilistic and quantum finite automata, Discrete
Mathematics and Theoretical Computer Science 12 (2010) 19–40.
[42] S.G. Zheng, D.W. Qiu, L.Z. Li and J. Gruska, One-way finite automata with quantum and classical states, Dassow
Festschrift, LNCS 7300 (2012), pp. 273–290. Also arXiv:1112.2022.
[43] S.G. Zheng, D.W. Qiu, J. Gruska, L.Z. Li and P. Mateus, State succinctness of two-way finite automata with quantum
and classical states, Theoretical Computer Science 499 (2013) 98–112. Also arXiv:1202.2651.
[44] S.G. Zheng, D.W. Qiu and L.Z. Li, Some languages recognized by two-way finite automata with quantum and classical
states, International Journal of Foundation of Computer Science 23 (2012) 1117–1129. Also arXiv:1112.2844.
[45] S.G. Zheng, J. Gruska and D.W. Qiu, Power of the interactive proof systems with verifiers modeled by semi-quantum
two-way finite automata, arXiv:1304.3876 (2013).
[46] S.G. Zheng, J. Gruska and D.W. Qiu, On the state complexity of semi-quantum finite automata, RAIRO-Theoretical
Informatics and Applications 48 (2014) 187–207. Earlier version in LATA’14. Also arXiv:1307.2499.
[47] S.G. Zheng and D.W. Qiu, From quantum query complexity to state complexity, Gruska Festschrift, LNCS 8808
(2014), pp. 231–245. Also arXiv:1407.7342.
15
