For irreducible interval exchange transformations, we study the relation between the powers of induced map and the induced maps of powers and raise a condition of equivalence between them. And skew production of Rauzy induction map is set up and verified to be ergodic regarding to a product measure. Then we prove that almost all the interval exchange transformations are totally rank one (rank one for all powers of positive integers) by interval. As a corollary, for almost all interval exchange transformations, rank one transformations are dense G δ in the weak closure.
In this paper, we extend Veech's theorem about rank one interval exchange transformations (i.e.t.) ( [4] , [11] ) to all positive-integer powers of interval exchange transformations (totally rank one). Property of rank one is a crucial conception in the field of ergodic theory and dynamic systems. Originated from stacking construction of transformations related to symbolic dynamics, rank one transformation has been studied with regarding to many topics ( [2] , [3] , [5] ), including functional spectrum, invariant measures of productions, and many other topics. If the base of each Rohlin tower of the rank one transformation is an interval, we say it is rank one by interval.If all the powers of a transformation are rank one, we say it is totally rank one (definition 0.1). Here it is showed that measure theoretically all the interval exchange transformations are totally rank one by interval (Theorem 1.3).
Definition 0.1 (Totally Rank One). We say a finite measure-preserving system (X, β, T, µ) is totally rank one, if for every q ∈ N, T q is rank one.
In Section one, we introduce the fundamental concepts of i.e.t, Rauzy-Veech induction ( [7] , [8] , [9] ) and Veech's theorems ( [9] ) about i.e.t.'s related to this paper. At the end of section one, the main theorem of this paper is stated: almost all interval exchange transformations are totally rank one by interval. In Section 2, a condition for the induced map of a power of i.e.t. to be equal to the power of a induced map of i.e.t. is given, with redar to Rauzy-Veech induction. In Section 3, we introduce a skew product, which is extended from the Rauzy map. It is showed that this skewing transformation is ergodic and conservative relative to a product measure. In the last section, Section 4, the major propositions studied in Section 2 and Section 3 are used to set up a cutting and stacking structure, related to the Rauzy-Veech induction, of a power of i.e.t. This shows that measure theoretically, all the i.e.t.'s are totally rank one by interval. A corollary is conducted that rank one transformations are dense G δ in the weak closure of a i.e.t, measure theoretically.
Introduction
Let Λ m ⊂ R m be a positive cone, and λ = (λ 1 , · · · , λ m ) ∈ Λ m . Let G m be the group of m-permutations, and G 0 m be the subset of G m which contains all the irreducible permutations on {1, 2, · · · , m}. A permutation π is irreducible if and only if for any 1
m , the corresponding interval exchange transformation is defined by:
Obviously
λ π −1 j , and the transformation T λ,π , which is also denoted by (λ, π), sends the ith interval to the π(i)th position.
Rauzy-Veech induction. For T λ,π , the Rauzy map sends it to its induced map on [0, |λ| − min {λ m , λ π −1 m }), which is the largest admissible interval of form J = [0, L), 0 < L < |λ|. Given any permutation, two actions a and b are:
m . The matrices A = A(π, c) in 1.4 are defined as the following:
where I k is the k-identity matrix, and j = π −1 m. And the normalized Rauzy map R :
where π * 1 and π * 2 are the projection to the first coordinate and the second coordinate respectively. Iteratively,
The Rauzy class C ⊆ G m of π is a set of orbits for the group of maps generated by a and b. On the R invariant component ∆ m−1 × C, we have: Theorem 1.1 (H.Masur [6] ;W.A. Veech [8] ). Let π ∈ G 0 m , the set of irreducible permutations. For Lebesgue almost all λ ∈ Λ m , normalized Lebesgue measure on I λ is the unique invariant Borel probability measure for T (λ,π) . In particular, T (λ,π) is ergodic for almost all λ. Theorem 1.2 (W.A. Veech [9] ). Let π ∈ G 0 m , the set of irreducible permutations. For Lebesgue almost all λ ∈ Λ m , normalized Lebesgue measure on I λ is rigid and rank one, thus admits simple spectrum.
We extend Veech's result to the following theorem: Theorem 1.3. All the notations as above, suppose m > 1, m ∈ N, π ∈ G * m , q ∈ N. For Lebesgue almost all λ ∈ Λ, T q (λ,π) is rank one by interval with flat stack, thus it is also rigid.
The theorem will be seen to imply that for the corresponding corresponding interval exchange transformations, each has a residual set of rank one transformations in its weak closure, by [KIN] , also in its commutant.
Next we introduce some result which would be utilized in section 5 and section 6:
is the Rauzy class containing π. Then there exists on △ m−1 × R(π) a unique absolutely continuous invariant measure µ up to a scalar mutiple, such that P (see (2.1.9) ) is conservative and ergodic on △ m−1 × R relative to µ. The density of µ on △ m−1 × {π} is the restriction of a function which is positive, rational, and homogeneous of degree m on Λ m × {π}.
Next,the induced map of P on △ m−1 × {π} will be described, and a condition for a measurable function to be essential constant will be given.
By Theorem 1.4, induced map P π of P on △ m−1 × {π} is well defined measure theoretically. Then for a.e. x = (λ, π) ∈ △ m−1 × {π} there exists n(x) ∈ N such that P π (x) = P n(x) (x), and there exists
, and define
There exists a set F containing countable many elements (which are visitation matrices),such that F 1 = {△ A |A ∈ F} is a partition of △ m−1 into infinitely many atoms.
Note.: For any A ∈ F, for Lebesgue almost all λ ∈ △ A , P i π (λ, π) is defined for all i ∈ N.
To end this section, we recall (9.5) of [VEE3] Theorem 1.5. Let H be a separable Hilbert space, and U A be unitary operators on H. Suppose f :
Powers of the Induced Map and the Induced Map of the powers
Without normalization, the nth iteration of the Rauzy map raises an m-interval exchange trasformation on a subinterval J n with vector α = λ (n) and m-permutation π (n) (see 1.9) . Note that |J n | = |α|. In this section we pay more attention on the first return time of
ij is the number of the visitation of T l (I αj ) (0 ≤ l < a j , a j is the first return time of I (α) j to J n ) on I i . Thus the first return time of any point in
ij , that is a j equals the jth column sum of A (n) . Canonically, this yields a stack structure with m-stacks, S 1 , S 2 , · · · , S m , each corresponding to the T orbits of a subinterval of α. The j-th stack S j has base I (α) j and height a j . T sends each level (except for the top) of S j to the higher level, and sends the top back into J n = ∪I (α) j . Suppose the first return time of T q to J n is r q (x), x ∈ J n , then
. It is easily seen that though T qrq(x) ∈ J n , the return time of T to J n may be strictly less than qr q (x). Lemma 2.1. All notations as above, suppose a (k) j is the jth column sum of A (k) , and each a k j is odd, then there exists
where A is either 1.6 or 1.7
For the first case we see that
for the second case we see that
One may concern the point 0. Since 0 = T (β k ) for some 1 ≤ k ≤ m, the i th preimage of 0 is the i − 1th preimage of β k , already contained in D q . So what need to be shown is that the T q orbit of T −i 1 β j and that of T −i 2 β j are disjoint. This is true since i 1 = i 2 and 0 ≤ i 1 , i 2 < q.
Proof. Let Γ = {i|a i ≡ a j 1 mod q} then Γ * = {i|a i = a j 1 mod q} since a j 1 = a j 2 mod q, we know that Γ = φ, Γ * = φ, and j 1 ∈ Γ, j 2 ∈ Γ * . Correspondingly, let
Remark 2.5. Proposition 2.4 shows that if two subintervals of the induced map have different return times modulo q, then the induced map of T and that of T q on the same interval J n do not commute.
From Lemma 2.1 and Proposition 2.4, we can see that during the consequent iterations of Rauzy map, at least one of J 2k , J 2k+1 is such an subinterval such that T 2 | J k ′ and T | J k ′ do not commute, k ′ ∈ {2k, 2k + 1}. One may draw more general conclusion about the general case of T q (q > 1, q ∈ N). From these propositions, relation between T q | Jn and T | Jn are studied. If we equalize the degree and study T q | Jn and (T | Jn ) q , it is interesting that these two transformation with the same domain and range (both are J n ) may be equal to each other. A condition for it to be true is given right after this paragraph, one will see it is crucial for proving Theorem 1.3
Suppose a i ≡ 1 mod q, i = 1, 2, · · · , m; then for any x ∈ J n there exists a sequence of positive integers
is the jth return time of x ∈ J n under the transformation T . Since a i ≡ 1 mod q, i = 1, 2, · · · , m, a * ≡ 0 mod q. We claim that
, to prove 2.1, the only thing needs to be verified is that
is impled by a * ≡ 0 mod q) . On the other hand, the jth return time of
. That proves the following theorem: Theorem 2.6. All notations and definitions as above, if a i ≡ 1 mod q, T q | Jn = (T | Jn ) q . §2 An Ergodic Skew Product of Rauzy map
As an extension of the Rauzy map, a skewing transformation will be defined. In this section, we will show that this skew product is ergodic and conservative relative to a certain product measure. This result is the fundament tool to prove the major result, Theorem 1.3. We locate the case to that the skewing group is a finite group, and we reach the result a little bit indirectly, i.e. we prove the ergodic property of a skew product conjugate to that we want.
Starting with m, q ∈ N, m, q ≥ 2, a finite group G is given by G = GL(m, Z q ), where Z q is the ring of integers modulo q. A map g : G 0 m × {a, b} → G is defined by:
The same notation g is used for a map g : X → G, where X = △ m−1 × R(π), R(π) the Rauzy class of π. Since they are naturally associated, it is well understood. That is g(x) = g(π(x), c(x)), c(x) = c(λ(x), π(x)).
The normalized Rauzy map is P(λ, π) = ( A −1 λ A −1 λ , c(π)), P π is the induced map of P on △ m−1 × {π}.
Suppose for n ∈ N, P n π (x) = P r (x), where r = r 1 + r 2 + · · · + r n , and if r i = r 1 + r 2 + · · · + r i , then P i π (x) = P r i (x), g (r) (x) = g(P r−1 (x))g(P r−2 (x)) · · · g(P(x))g(x) is associated with x. One can understand g (r) (x) as a closed path from π to π. Let G ′ (π) = g (r) (x)|x ∈ X(π), P r x ∈ X(π) . Next, it is shown that G ′ (π) is a semigroup of G based on the fact that P π is an expansion.
Proof. Suppose g (r) (x), g (s) (y) ∈ G ′ (π), x, y ∈ X(π). Suppose P s (y) is associated with the visitation matrix A then y ∈ △ A × {π}. We know that P s (△ A × {π}) = △ m−1 × {π}. Therefore there exists y 0 ∈ X(π) such that g (s) (y) = g (s) (y 0 ) and P s (y 0 ) = x. Then
is a subsemigroup of the finite group G. Therefore G(π) is a subgroup of G.
If we have two permutations π 1 , π 2 in the same irreducible Rauzy class R(π), by Theorem 1.1 (Veech's ergodic theorem), there exists x ∈ X(π 1 ) and n ≥ 0 such that P n (x 1 ) ∈ X(π 2 ). Assign g (n) (x) to g(π 1 , π 2 ), of course there may be other choice, but once a fixed one is assigned, it is well defined. g(π 1 , π 2 ) understood as a path from π 1 to π 2 , two 'paths' may be connected in the following sense: if π 1 , π 2 , π 3 ∈ R(π), y ∈ X(π 2 ), P s (y) ∈ X(π 3 ) and g s (y) = g(π 2 , π 3 ), then there exists x ∈ X(π 1 ) such that P r (x) = y and g r (x) = g(
. Now we are ready to define a skewing map
To understand W 0 , we do some computation
Next define a space X * and a transformation W on X * :
The relation between W and W 0 is given by ϕ : X * → X × G 0 defined as ϕ(x, g(π 0 , π(x))γ) = (x, γ), it is easy to see that ϕ is bijective. Since it is also true that ϕW = W 0 ϕ, we have W, W 0 are conjugate.
By Lemma 2.8 we have G(π)g(π 0 , π)γ = g(π 0 , π)G 0 . Since G(cπ) and G(π) are conjugate, G(π 1 ) and G(π 2 ) are conjugate for any π 1 , π 2 ∈ R(π 0 ). Thus G(π) and G 0 have the same number of elements. Since
Next we show the ergodic property of the two skewing transfromations. Lemma 2.10. All notations as above, and suppose ω ⊗ δ π is the invariant measure of P π , σ is the normalized Haar measure on G 0 . Then W 0 is ergodic and conservative relative to the measure ν 0 = π∈R ω ⊗ δ π ⊗ σ.
Proof. First the parallel properties of the induced map on X(π) × G 0 is verified, then those of W 0 itself will be gained.
Denote the induced map by
Recall the partition F 1 from Section 0. Suppose A = A (n) (λ, π), (λ ∈ △), let △ = △ A ∈ F 1 . It is also true that △ is associated with common c 1 , c 2 , · · · , c n and
Since σ is the Haar measure(counting measure here) on G 0 , U ∆ is an isometry, thus a unitary operator.
By Theorem 1.5, we know that f is essentially constant. This tells us:
Now we apply Lemma 2.9 ,
it is not hard to see that F 1 is constant on X × G 0 . Therefore W 0 is ergodic. W 0 is also conservative, since P π is conservative for all π ∈ R(π), R(π) and G 0 are both finite. In this section, π ∈ G * m is fixed. That is to say an interval exchange is associated with (λ, π) (λ ∈ △ m−1 ). Based on theorem 2.11, we shall show the measure theoretic generic rank one property of the powers of the π-interval exchange transformations(Theorem 1.3).
A positive matrix can be associated with the iteration of the Rauzy transformation on
One way to see this is that once (λ, π) satisfies i.d.o.c, it is minimal, the iterations are corresponding to the induced maps of (λ, π) on smaller and smaller subintervals. What's more, Theorem 2.11 implies that, for a.e. λ, the orbit of (λ, π) will visit U × {π} × {e} infinitely many times, for any open subset of U ⊂ ∆ m−1 . If M is any m × m positive matrix, then M · A(π * , c) (π * ∈ R(π)) is also a positive matrix. Therefore, there exists c 1 , c 2 , · · · , c n with each c i ∈ {a, b} 1 ≤ i ≤ n such that c n c n−1 · · · c 1 π = π, B = A (n) is positive and B ≡ e mod q. A (n) may be expressed by induction:
It is nice to see that for any η ∈ BΛ, Z n (η, π) = (B −1 η, π) passing the same sequence of permutations as c 1 π, c 2 c 1 π, · · · , c n c n−1 · · · c 1 π.
The above process will be continued in the proof of the following lemma:
Lemma 2.12. All notations as above, for a.e. λ ∈ ∆ m−1 and ε > 0 there is an positive integer n 0 and an interval J ∈ [0, |λ|) such that:
Proof. We prove the corresponding results a.e. λ ∈ △ m−1 , equivalently.
Assume λ ∈ △ m−1 satisfies: there exists k ∈ N such that W k (λ, π, e) ∈ J * , based on Theorem 2.11. In other words such λ form a set full measure.
Since W k (λ, π, e) is an element in J * , W k+n (λ, π, e) is an element in J . Suppose W k (λ, π, e) is associated with the visitation matrix A. Then A ≡ e mod q. Suppose W k+n (λ, π, e) = ( ∼ α, π, e) then the associated matrix is A (k+n) (λ, π) = AB, AB is positive and AB ≡ e mod q. Also we know that
By induction, it is easy to see that there exists 1 ≤ k ≤ q(m − 1) + 1 such that η k > (1 − 2 q−1 τ ) |α|. Let J be the k-th interval of η. Since AB ≡ e mod q, we have (T | J ′ ) q = (T q | J ′ ) by Theorem 3.1.6. Now visiting each I 
Given an positive m × m matrix M , define
Recall that each a (t)
i is one of the column summations of AB. Thus It is easy to see that Theorem 1.3 is a corollary of Lemma 2.12.
Proposition 2.13. Let (X, B, µ, T ) be an automorphism system on a standard measure space. Suppose all powers of T , such that this subset is a dense G δ set in W cl(T ), and all transformations in it are rank one.
Proof. We say two partitions P 1 and P 2 satisfying P 1 > ε P 2 if for any atom p ∈ P 2 , there exists p 1 , p 2 , · · · , p m ∈ P 1 such that m(p∆(∪ m i=1 p i )) < ε.
Next we use P (n) to denote the partition by dyadic sets of rank n.
Let R(n, q, ε) = {S| there exists B ⊂ [0, 1), such that P B,q > ε P n , where P B,q = {B, SB, · · · , S q−1 B, X− ∪ Suppose T has all powers (T n , n ∈ N) rank one and rigid. Then W cl(T ) has uncountable many elements. W (n, q, ε) = W cl(T ) ∩ R(n, q, ε) is an open set in W cl(T ).
Since all powers of T are rank one, we have T n ∈ ∪ q W (n, q, ε), n ∈ N and {T n , n ∈ N} are dense in W cl(T ).Thus ∪ q W (n, q, ε) is a dense open set in W cl(T ). Therefore ∩ n ∪ q W (n, q, ε) is a dense G δ set in W cl(T ), with all elements rank one.
Corollary 2.14. All the notations as above, suppose m > 1, m ∈ N, π ∈ G * m , q ∈ N. For Lebesgue almost all λ ∈ Λ, it is true that there is a dense G δ subset of rank one transformations in the weak closure of T q (λ,π) . Proof. By theorem 1.3 and proposition 2.13.
