A new xpoint semantics for abductive logic programs is provided, in which the belief models of an abductive program are characterized as the xpoint of a disjunctive program obtained by a suitable program transformation. In the transformation, both negative hypotheses through negation as failure and positive hypotheses from the abducibles are dealt with uniformly. The result is further generalized to a xpoint semantics for abductive extended disjunctive programs. These characterizations allow us to have a parallel bottom-up model generation procedure for computing abductive explanations from any (range-restricted and function-free) normal, extended, and disjunctive programs with integrity constraints. /
Introduction
Abduction is an inference to explanation. Recently, abduction has been recognized as a very important form of reasoning for logic programming as well as various AI problems. In [8, 21, 12, 16] , abduction is expressed as an extension of logic programming. Eshghi and Kowalski [8] give an abductive interpretation of negation as failure [3] in the class of normal logic programs, and show a 1-1 correspondence between the stable models [13] of a normal logic program and the extensions of its associated abductive framework. Their approach is extended by [21, 7] and a comprehensive survey is found in [23] . Kakas and Mancarella [21] propose a framework of abductive logic programming, which is dened as a triple h P;0;I i, where P is a normal logic program, 0 is a set of abducible predicates, and I is a set of integrity constraints. Then, a canonical model of h P;0; I i (called generalized stable model or belief model) is dened as a stable model of P [ E which satises I , where E is any set of ground atoms with predicates from 0. On the other hand, Gelfond [12] proposes an abductive framework with an extended disjunctive program [14] P that allow disjunctions in heads and classical negation along with negation as failure. Further, Inoue [16] proposes a general framework for hypothetical reasoning, called a knowledge system, by allowing any two extended logic programs as P and 0, and shows that every knowledge system can be transformed into a semantically equivalent abductive logic programming framework.
In all of the above frameworks, abduction is dened as a pair of background knowledge P [ I (the program with integrity constraints) and candidate hypotheses 0. Then, an important question for abductive logic programming framework is how each abductive framework can be represented by a single program. Namely, we would like to express meta-level information of candidate hypotheses at the object level, thereby obtaining a program which exactly reects the meaning of the original abductive framework. Such an expression bridges the gap between abductive and usual (non-abductive) logic programming, and is useful for computational aspect of abduction since we can apply any proof procedure for usual logic programs to programs transformed from abductive frameworks. Moreover, these transformations shed light on the relationships between dierent extensions of logic programming (including abduction, disjunction, and negation as failure), and clarify the expressive power of each language. Several studies have been devoted in this direction. For instance, Console et al. [4] characterize abductive frameworks through the completed programs, and Inoue [16] transforms a knowledge system into a single extended logic program.
On the other hand, Inoue et al. [17] have proposed program transformation techniques which translate a program containing negation as failure into a semantically equivalent positive disjunctive program, i.e., disjunctive programs containing neither negation as failure nor classical negation. These transformations show that negation and disjunction in logic programming have close relations in knowledge representation. Moreover, such transformations provide a constructive denition of stable models of a normal logic program or answer sets of an extended disjunctive program, and enable us to realize a bottom-up procedure to compute them based on model generation techniques [26, 11] . This procedure is formally characterized by a xpoint semantics for extended disjunctive programs [34] .
In this paper, we generalize the program transformation techniques of [17] for non-abductive programs to deal with abductive frameworks. We introduce a new translation from an abductive logic program into a positive disjunctive program, and show that the belief models of an abductive program can be characterized by the xpoint closure of the transformed disjunctive program. In the transformation, both negative hypotheses through negation as failure and positive hypotheses from the abducibles are dealt with uniformly. This xpoint characterization is further extended to a xpoint semantics for abductive extended disjunctive programs, i.e., abductive programs that permit classical negation as well as disjunctions. For a procedural aspect of our xpoint semantics, we also show that a model generation procedure for positive disjunctive programs can be used as a sound and complete procedure for computing belief models for function-free and range-restricted programs.
This paper is organized as follows. Section 2 denes a framework for abductive logic programming. In Section 3, we successively present xpoint theories for pos-itive disjunctive programs, normal logic programs, abductive Horn programs, and abductive normal logic programs. These xpoint theories are further generalized to a xpoint semantics for abductive extended disjunctive programs in Section 4. Section 5 presents a model generation procedure for computing belief models. Some comparisons between our xpoint framework and previously proposed approaches are discussed in Section 6, and the paper is concluded in Section 7.
Model Theory for Abductive Logic Programs
There are several denitions of abduction [29, 8, 2, 21, 12, 16, 7, 4, 24, 15] . The semantics of abduction we use here is based on the framework of Kakas and Mancarella [21] . As stated in Section 1, their abductive framework is given as a triple h P;0;I i, where P is a normal logic program, 0 is a set of abducible predicates, and I is a set of integrity constraints. Compared with abduction based on rstorder logic by [29, 15] , Kakas and Mancarella dene a program P not as rst-order formulas but as a normal logic program with negation as failure. This denition covers a more general class of programs than Console et al.'s object-level abduction [4] that is dened for hierarchical logic programs (see Section 6.2.1). Two dierent denitions by Gelfond [12] and Inoue [16] are more general than that by [21] in the sense that they allow more extended classes of programs for P and 0. We will revisit such an extension in Section 4.
We dene an abductive normal logic program 1 as a pair h P; 0 i, in a way slightly dierent from Kakas and Mancarella's framework. Instead of separating integrity constraints I from a program, we include them in a program P and do not distinguish them from other clauses. The main reason for this treatment is that we would like to check the consistency not by an extra mechanism for integrity checking but within closure computation dened in the subsequent sections. For this purpose, we rst give the syntax and the stable model semantics of normal logic programs with integrity constraints. with empty heads, which are not explicitly dened in such as [13] . While Kakas and Mancarella [21] denes integrity constraints I as rst-order formulas separated from a program P, every integrity constraint in the form of a rst-order formula F can be rst characterized as a clause without a head notF, then can be translated into clauses using the transformation of [25] . For instance, an integrity constraint p q can be expressed by p^not q. 2 In the semantics of a normal logic program, a clause containing variables stands for the set of its ground instances. An interpretation of a program P is dened as a subset of HB, where HB denotes the Herbrand base for the language of P. Then, I is a stable model [13] of P if I is the least model of P I . Now, we dene abductive normal logic programs and their semantics.
Denition 2.4. An abductive normal logic program is a pair h P;0i, where P is a normal logic program, and 0 is a set of atoms from the language of P. We identify 0 with the set of all ground instances from 0, and call each atom in 0 an abducible. Note that 0 HB.
When I is an interpretation of P and E = I \ 0, we often write I as I E by specifying the abducibles E contained in I.
When P is a Horn program, h P;0 i is called an abductive Horn program.
Remark 2.5. Denition 2.4 is an extension of the denition by Kakas and Mancarella [21] to allow any normal logic program (with integrity constraints) in P, while [21] requires that abducibles may not appear in heads of clauses. Furthermore, we consider abducible atoms instead of abducible predicates, so that it may be the case that some instances of an atom can be abducibles while other instances with the same predicate can be non-abducibles. See Example 2.8. This section presents a xpoint semantics for abductive normal logic programs. First, we introduce (i) a xpoint semantics for positive disjunctive programs, then (ii) a xpoint semantics for normal logic programs using a transformation into positive disjunctive programs by [17] . Next, (iii) a xpoint semantics for abductive Horn programs is given using another program transformation, then nally it is extended to (iv) a xpoint semantics for abductive normal logic programs by combining the transformations of (ii) and (iii). where H i 's and B j 's are atoms. An interpretation I satises a ground clause of the form (3) if fB 1 ;... ;B m g I implies H i 2 I for some i (1 i l). I is a minimal model of P if it is a minimal interpretation satisfying all ground clauses from P.
To characterize the nondeterministic behavior of a disjunctive program, we dene the following T P operator which operates over the set of all sets of interpretations. A similar but slightly dierent operator has been given by Sakama and Inoue [34] . In particular, T P (;) = ;.
The intuitive reading of Denition 3.1 is as follows. If an interpretation I does not satisfy some ground negative clause, then T P (I) = ;. Else, if there is a ground non-negative clause C i that is not satised by I (i.e., I satises the body of C i but does not satisfy the head of C i ), then I is expanded by adding each single disjunct from the heads of every such C i . Denition 3.2. The ordinal powers of T P are dened as follows.
T P " 0 = f;g;
T P " n + 1 = T P (T P " n);
T P " ! = S <! T n<! T P " n; where n is a successor ordinal and ! is a limit ordinal. The above denition means that at the limit ordinal ! the closure retains interpretations which are persistent in the preceding computation. That is, for any interpretation I in T P " !, there is an ordinal smaller than ! such that, for every n ( n < !), I is included in T P " n. This closure denition is also used in [34] for computing possible models of positive disjunctive programs. Example 3.3. For the following program P, T P " ! is obtained as follows. P = f p _ q r ; s r ; r ; q^s g ; T P " 1 = ffrgg ; T P " 2 = ffr; s;pg;fr;s;qgg; T P " 3 = ffr; s;pgg . By the denition of xpoint construction, I is contained in T P " !. Since each element in T P " ! is a model of P, I is a minimal element of T P " !. Hence, I 2 min(T P " !). 2 Corollary 3.5. A positive disjunctive program P is inconsistent (i.e., has no model) i T P " ! = ;. Corollary 3.6. For any denite program P, T P " ! contains a unique element which is the least model of P. By denition, the xpoint T P " ! always exists for any positive disjunctive program P, and is uniquely determined for each P. We call it the disjunctive xpoint of P. Theorem 3.4 (c) characterizes a xpoint construction of the minimal model semantics [27] for positive disjunctive programs. On the other hand, since Corollary 3.5 can be used as a test for the consistency of a positive disjunctive program, the emptiness of disjunctive xpoints accounts for the soundness and completeness of model generation theorem provers [26, 11, 17] with respect to the satisability of rst-order theories (see Section 5). Furthermore, Corollary 3.6 says that, for denite programs, our xpoint construction reduces to van Emden and Kowalski's xpoint semantics [37] .
Fixpoint Semantics for Normal Logic Programs
To characterize the stable models of a normal logic program, Inoue et al. [17] 
Here, KB (resp. :KB) is a new atom which denotes B is believed (resp. disbelieved). In the transformation (4), each notB i is rewritten in :KB i and shifted to the head of the clause. Moreover, since the head H becomes true when each :KB i in the body is true, the condition :KB m+1^. . .^:KB n is added to H. The integrity constraint (5) In [17] , it is shown that the stable models of a program can be produced constructively from the transformed program. To characterize their result by using the disjunctive xpoint of the transformed program, we have to deal with a program like P in Denition 3. (6) is processed, the mapping presented in Denition 3.1 can be obviously applied to the multiple clauses of the form (7) whose bodies are exactly the same. Instead of doing so, we here slightly modify the mapping to manipulate a disjunction of conjunctions of atoms in the head directly, so that the clause (6) can be dealt with very eciently. Now, for a conjunction of atoms F = H 1^. . .^H k , we denote the set of its conjuncts as conj(F) = fH 1 ; . . . ; H k g. Let P be a program consisting of clauses of the form (6), and I an interpretation. The mapping T P : 2 HB ! 2 2 HB in Denition 3.1 is now redened as Using this denition, the mapping T P and its disjunctive xpoint are also dened in the same way as in Section 3.1 and those properties presented there still hold.
In particular, MM P = min(T P " !) (Theorem 3.4 (c)) holds.
The following theorem presents the xpoint characterization of the stable model semantics for normal logic programs.
Theorem 3.9. [17, 34] Let P be a normal logic program, P its transformed form, and S T P the set of all stable models of P. Then, S T P = obj c (T P " !): In particular, P has no stable model i obj c (T P " !) = ;. Example 3.10. Let P be the normal logic program consisting of the clauses: p notq ; q notp; r q ; r notr : T P " 3 = T P " 2 = T P " ! : In T P " !, only the second element fKq; q;:Kp;Kr;rg is canonical. Hence, obj c (T P " !) = ffq; rgg, and fq; rg is the unique stable model of P.
Fixpoint Semantics for Abductive Horn Programs
The basic idea behind the transformation presented in the previous subsection (Denition 3.7) is that we hypothesize the epistemic statement about an atom B to evaluate the negation-as-failure formula notB. Namely, we assume that B should not (or should) hold at the xpoint. The correctness of the negative hypothesis :KB is checked through the integrity constraint :KB^B during the xpoint construction, while for the positive hypothesis KB, its integrity checking is carried out by the canonical constraint that all the \assumed" literals are actually \derived" at the xpoint (Denition 3.8). Now, we move on to abduction. We rst present a transformation of an abductive Horn program. Each abducible can also be treated as an epistemic hypothesis as in the previous transformation. Thus, we can assume that each abducible is either true or false at the xpoint in order to explain the observation. The only dierence between the epistemic hypotheses from abducibles and those from negation-asfailure formulas is that, the positive hypothesis KA for each abducible A should always satisfy the canonical constraint. This is because we can abduce the truth of A whenever A should be true but is not deductively derived from the program.
Then, a natural translation of abductive Horn programs is as follows. (8) and by adding two clauses :KA^A ; (9) A KA ; (10) for each abducible A in 0.
We can see that the clause (8) transformed from an abductive Horn program and the clause (4) transformed from a normal logic program are dual in the sense that an abduced atom A is dealt with as a positive hypothesis KA, while a negationas-failure formula notB is dealt with as a negative hypothesis :KB. Moreover, the constraints (9) and (5) are exactly the same, and they are commonly used.
Here, however, we have the additional clause (10) for each abducible A. Since this clause derives A whenever an interpretation contains the positive hypothesis KA, it makes every interpretation in T P " 0 " ! satisfy the canonical constraint. In other words, for the positive hypothesis KA for each abducible A, we do not need the canonical constraint. The above transformation can thus be rewritten by omitting each clause (10) (12) that each hypothesis A j can be considered to be skipped instead of being resolved. In fact, this operation is a bottom-up counterpart of the \Skip & Cut" rule in SOL-S resolution [15] that is a top-down abductive procedure. In this way, each abduced atom can be added to an interpretation without imposing the condition that it should be derived. The next lemma shows that two transformations, P " 0 and P 0 , are equivalent in the sense that both xpoints are the same as far as the objective atoms are concerned. Hence, we will use the transformation P 0 for an abductive Horn program P in the rest of this paper. Lemma 3.12. Let h P;0i be an abductive Horn program. Then, obj c (T P "
Proof. Straightforward from the above discussion. 2 Remark 3.13. In the translation from (11) into (12) " ! such that E 0 = I \ 0. By (a), I E 0 = obj(I ) is a belief model of h P;0 i. It follows immediately that E 0 E and I E 0 n E 0 = I E n E. 2 Lemma 3.14 characterizes the belief model semantics for abductive Horn programs. Namely, the part (a) shows that every interpretation obtained from T P 0 " ! is a belief model of h P;0i. Conversely, the part (b) shows that every 0-minimal belief model of h P; 0 i can be obtained from T P 0 " !. (iv) A k 2 E for some k (n + 1 k t).
In this case, there is no corresponding clause of the form (12) in (P I E ) 0 .
Hence, J is a model of (P I E ) 0 . By the above four cases, J is actually contained in T (P I E ) 0 " !. Then, I E is a belief model of h P IE ;0 i by Lemma 3.14 (a). Hence, I E is a belief model of h P; 0 i by Lemma 3.19.
(b) Suppose that I E is a belief model of h P;0 i. By Lemma 3.19, I E is a belief model of h P I E ;0 i. Then, by Lemma 3.14 (b), there is a belief model I E 0 of h P I E ;0i such that E 0 E, I E 0 n E 0 = I E n E, and I E 0 = obj(I ) for some I 2 T (P I E ) 0 " !. Again by Lemma 3.19, this I E 0 is a belief model of h P;0i such that E 0 E and I E 0 n E 0 = I E n E. Thus, it remains to verify that I E 0 2 obj c (T P (P IE ) 0 was translated from the clause (11) in P I E , and that the ground instance of (11) corresponds to each ground clause C of the form (13) In this case, let 1(C) = fKB j g. Case 3: A k 2 I E 0 for some k (n + 1 k t).
In this case, let 1(C) = fA k g. In either of these three cases, I E 0 [ 1(C) obviously satises the corresponding ground clause of the form (14) from P 0 . Now, let J = I E 0 [ min-1(P ) where min-1(P ) is a minimal subset of S C 1(C) such that each KB j in Case 2 or A k in Case 3 above is chosen in a way that J satises every ground clause of the form (14) 
Abductive Extended Disjunctive Programs
Gelfond [12] and Inoue [16] proposed more general frameworks for abduction than that by Kakas and Mancarella [21] by allowing classical negation and disjunctions in a program. These extended abductive frameworks are powerful enough to describe complex knowledge in such as diagnosis and reasoning about action. In this section, we consider a xpoint theory for such extended classes of abductive programs by generalizing the results in the previous section.
Fixpoint Semantics for Extended Disjunctive Programs
An extended disjunctive program is a disjunctive program which contains classical negation (:) along with negation as failure (not) in the program [14] , and is dened The semantics of extended disjunctive programs is given by the notion of answer sets in the following two steps. First, let P be an extended disjunctive program without not (i.e., m = n for any clause of P), and S L. Then, S is a consistent answer set of P i S is a minimal set satisfying the conditions:
1 (15) from P such that fL m+1 ;... ;L n g \ S = ;. Then, S is a consistent answer set of P i S is a consistent answer set of P S . 5 Since the answer set semantics of extended disjunctive programs is a direct extension of both the minimal model semantics of positive disjunctive programs and the stable model semantics of normal logic programs, the results presented in Sections 3.1 and 3.2 can be naturally extended. The extra condition we have to consider is the constraint that an atom B and its negation :B cannot be in a consistent answer set at the same time. 4 Gelfond and Lifschitz [14] use the connective \j" instead of \_" to distinguish its meaning from the classical rst-order logic. Here, we take the liberty of using the connective _. 5 In this paper, we do not consider the contradictory answer set L that contains all literals, since we are interested only in consistent theories augmented with abducibles.
Note in the above denition that the transformed program P is a positive disjunctive program. This is because we regard each negative literal :B as an atom and then its meaning is given by the extra integrity constraint (18) . In the following, the function obj c dened in Denition 3.8 is extended to a collection of sets of literals in an obvious way.
Theorem 4.2. [17, 34] Let P be an extended disjunctive program, and AS P the set of all consistent answer sets of P. Then, AS P = obj c (MM P ) = obj c (min(T P " !)):
The above theorem says that the answer sets of an extended disjunctive program P are characterized in terms of the minimal models of P . For extended logic programs, the result of Theorem 4.2 is further simplied so that we need not compute the minimal models of the disjunctive xpoint (c.f. Theorem 3.9).
Corollary 4.3.
[34] Let P be an extended logic program. Then, AS P = obj c (T P " !):
Fixpoint Semantics for Abductive Extended Disjunctive Programs
Now, we dene abduction within extended disjunctive programs.
Denition 4.4. An abductive extended disjunctive program is a pair h P;0i, where P is an extended disjunctive program and 0 is a set of literals from the language of P. The set 0 is identied with the set of ground instances from 0, and each literal in 0 is called an abducible. Note that 0 L. When P is an extended logic program, h P; 0 i is called an abductive extended logic program. For S L, we often write S as S E when E = I \ 0. A set of literals S is a belief set of h P;0i if it is a consistent answer set of an extended disjunctive program P [ E for some subset E of 0. A belief set S E is 0-minimal if no belief set T F satises that F E.
Let O be a ground literal called an observation. E 0 is a (minimal) explanation of O if there is a (0-minimal) belief set S E of h P;0 i such that O 2 S E .
Note that the notion of belief sets reduces to that of belief models for abductive normal logic programs. The transformation for an abductive extended disjunctive program is dened in the same way as in Denition 3.18. Denition 4.5. Let h P;0 i be an abductive extended disjunctive program. Then, P 0 is obtained as follows. It is easy to see that the transformed clause (20) for abductive extended disjunctive programs is a generalization of transformed clauses (4), (12), (14) , and (16), for normal logic, abductive Horn, abductive normal logic, and extended disjunctive programs. Note again that the transformed program P 0 is a positive disjunctive program. Therefore, we can get its disjunctive xpoint like abductive normal logic programs. Lemma 4.6. Let h P;0i be an abductive extended disjunctive program. (a) For any S 2 obj c (min(T P 0 " !)), S is a belief set of h P;0i. (b) For any belief set S E of h P;0 i, there exists a belief set S E 0 of h P;0 i in obj c (min(T P 0 " !)) such that E 0 E and S E 0 n E 0 = S E n E.
Proof. The proofs can be given in a similar way to the proof of Lemma 3.20 except that, according to the existence of disjunctions in P, each S is taken from min(T P Proof. The proof can be given in the same way to the proof of Theorem 3.22
using Lemma 4.6. 2
For abductive extended logic programs, the results of Theorem 4.7 are further simplied so that we need not compute the minimal models of the disjunctive xpoint. This is similar to the case of abductive normal logic programs in Theorem 3.22. This program has ve belief sets: S 1 = frg, S 2 = fa; pg, S 3 = fa; qg, S 4 = fr; b;:qg, and S 5 = fa; p;b;:qg, and S 1 is the 0-minimal belief set. Let p be an observation. Then, S 2 and S 5 are those belief sets containing p, and E 2 = S 2 \ 0 = fag is the minimal explanation of p but E 5 = S 5 \ 0 = fa; bg is its non-minimal explanation. 6 Now, the program with the observation is transformed into (P [ 
Bottom-up Evaluation of Abductive Programs
In this section, we investigate the procedural aspect of the xpoint theory for abductive programs in the context of a particular inference system called the model generation theorem prover (MGTP) [11, 17] . MGTP is a parallel and rened version of SATCHMO [26] , which is a bottom-up forward-reasoning system that uses hyperresolution and case-splitting on non-unit hyperresolvents. are atoms, and all variables are assumed to be universally quantied at the front of the clause. Given an interpretation I, MGTP applies the following two operations to I and either expands I or rejects I: Starting from the empty interpretation I 0 = ;, MGTP repeats to apply the above two operations as long as a new interpretation can be expanded or some interpretation can be pruned. Here, in obtaining a substitution in each operation, it is sucient to consider matching instead of full unication if every clause is rangerestricted [26] , that is, if every variable in the clause has at least one occurrence in the body. In this case, every set I of atoms constructed by MGTP contains only ground atoms. Furthermore, when a program is function-free, MGTP always terminates in a nite step.
Thus, a program input to MGTP is usually assumed to be a nite, function-free set of range-restricted clauses. For example, let C be a clause of the form (19) in an extended disjunctive program, and C the MGTP clause of the form (20) that is translated from C. In order that C may be range-restricted, every variable in C has an occurrence in a non-abducible literal B i (1 i m) that does not preceded by not in the body of C. Note that clauses can be converted in order to satisfy this kind of range-restriction [26] . MGTP gives high inference rates for range-restricted clauses by avoiding computation relative to their useless ground instances [11] .
The connection between closure computation by SATCHMO/MGTP and the xpoint semantics with the mapping T P given in Section 3 is obvious, which can be regarded as an extension of the relation between hyperresolution and van Emden and Kowalski's xpoint semantics for denite programs [37, Section 8] . In fact, for each split interpretation constructed by MGTP, hyperresolution is applied in the same way as in the case of denite programs. Then, since we have presented correct transformations of abductive programs into semantically equivalent positive disjunctive programs in the previous sections, the soundness and completeness of MGTP mentioned above implies that, MGTP is also sound and complete to compute belief models/sets of function-free, range-restricted abductive programs.
We summarize the advantages of MGTP for computing belief models/sets of abductive programs as follows. Other additional merits of MGTP computation that are compared with other styles of implementation will be discussed in Section 6.2.
1. Since we keep believed literals KL's and :KL's in each interpretation, when new clauses are added to the program, the previous xpoint closure can be used as the input to the next computation. Hence, computation is incremental. 2. Our program transformation is modular in the sense that adding new clauses to a program is reected by adding new transformed not-free clauses to the corresponding transformed program. 3. While case-splitting is the place where nondeterminism arises in our procedure, those split interpretations can be dealt with independently without future backtracking. This means that, for every generated interpretations, each ground instance of any clause is evaluated only once. 4. For abductive Horn, normal and extended (disjunctive) programs, our program translations are especially suitable for OR-parallelism of MGTP because, for each negation-as-failure formula as well as an abducible, we make guesses to believe or disbelieve it. Inoue et al. [18] have shown that model generation for abductive Horn programs using the translation in Section 3.3 successfully extracts a great amount of parallelism of MGTP in solving a logic circuit design problem. 5. While MGTP is a bottom-up abductive procedure, it is equipped with various devices for reducing the number of combinations of ground hypotheses from 0 in generating belief models (see Section 6.2.3). 6. Inoue et al. [18] have shown how to recover the \goal-oriented" feature within the above parallel abductive procedure by applying the magic set method [1] to Horn abduction. Our bottom-up abductive procedure can thus avoid naive computation.
Comparison with Other Approaches
This section compares the proposed abductive theory to related work. Our xpoint theory gives a new, uniform framework for characterizing minimal models, stable models, belief models, answer sets, and belief sets of abductive/non-abductive, normal/extended, logic/disjunctive programs. Since there have been no algorithm to compute the belief sets of arbitrary form of abductive programs, our procedural semantics also provides the most general abductive procedure in the class of function-free and range-restricted programs.
Fixpoint Characterization for Disjunctive and Normal Programs
Here, we summarize the dierences between other approaches and our xpoint construction for positive disjunctive programs and normal logic programs.
A xpoint semantics for positive disjunctive programs has been studied by several researchers. Minker and Rajasekar [28] consider a mapping over the set of positive disjunctions (called state), while our xpoint construction is based on the manipulation of standard Herbrand interpretations and directly computes models. Fernandez and Minker [9] present a xpoint semantics for stratied disjunctive programs using a xpoint operator over the sets of minimal interpretations. To this end, their xpoint operator computes minimal sets of atoms at every stage of closure computation. With our xpoint operator, on the other hand, each interpretation can be treated in a dierent, independent process in closure computation, so that split interpretations can be taken as the source for exploiting OR-parallelism of MGTP.
For normal and extended disjunctive programs, Gelfond and Lifschitz originally dened the stable model semantics [13] and the answer set semantics [14] by means of guesses and reducts of programs. On the other hand, our xpoint is constructively dened. In contrast to another constructive approach like [31] , our xpoint construction is performed in parallel based on case-splitting on derived disjunctions and does not need any selection strategies nor future backtracking during the computation of stable models. Sakama and Inoue [33, 34] also present yet another xpoint semantics for positive and extended disjunctive programs. They use similar xpoint constructions, but the semantics dealt with in [33] is the possible model semantics and that in [34] [4] characterize abduction by deduction (called the object-level abduction) through Clark's completion semantics of a program [3] . According to their framework, abduction is characterized as follows: For an abductive logic program h P;0i, let comp 00 (P ) be the completion of non-abducible predicates in P. For an atom O (observation), if E is a formula from 0 satisfying the conditions:
1. comp 00 (P ) [ fOg j= E, and 2. no other E 0 from 0 satisfying the above condition subsumes E, then a minimal set of literals S 0 such that S j= E is called an explanation of O.
The object-level abduction coincides with the meta-level characterization of abduction in terms of SLDNF proof procedure for hierarchical logic programs 7 [4] . Note here that the restriction of hierarchical programs is necessary not only for assuring the completeness of SLDNF resolution, but also for characterizing abduction in terms of completion (see also [24] Denecker and De Schreye [5] propose a model generation procedure for Console et al.'s object-level abduction. In contrast to ours, their procedure computes the models of the only-if part of a completed program that is not range-restricted in general, even if the original denite clauses are range-restricted. To this end, they extend the model generation method by incorporating term rewriting techniques, while we can use the original MGTP without any change. Furthermore, the appli-cation of their procedure is limited to denite programs, whereas we allow negative and disjunctive clauses as well as negation as failure in programs. Bry [2] rstly considered abduction by model generation, but his abduction is dened in terms of a meta-theory. 6.2.2. Abductive Interpretation of Negation as Failure. The idea of dealing with negation as failure and abduction in a uniform way was rstly proposed by Eshghi and Kowalski [8] , and further developed by Kakas and Mancarella [21] . Our transformation also realizes a uniform approach, but is entirely original and has the advantage of providing a uniform framework for yet another extensions of logic programming, including disjunction and classical negation.
Eshghi and Kowalski [8] give an abductive interpretation of negation as failure in normal logic programs. In this abductive characterization, the diculty arises in dealing with the disjunctive constraints that cannot be checked without actually computing models in general. Thus, it is hard to design an elegant top-down proof procedure which is sound with respect to the stable model semantics. In fact, Eshghi and Kowalski [8] show an abductive proof procedure for normal logic programs by incorporating consistency tests into SLD resolution, but its soundness with respect to the stable model semantics is not guaranteed in general. 8 For an abductive normal logic program h P;0i, Kakas and Mancarella [22] show a top-down abductive procedure for the transformed program h P 3 ;0 [ 0 3 i, where P 3 and 0 3 are obtained by the transformation of [8] . This transformation inherits the diculty of computation from Eshghi and Kowalski's abductive interpretation of negation as failure, and their procedure suers from the soundness problem with respect to the belief model semantics. Satoh and Iwayama [36] develop an abductive procedure which is sound with respect to the belief model semantics by incorporating a special integrity checking into the procedure of [8, 22] . To our best knowledge, no procedure other than ours has been developed so far as a sound procedure for abductive extended disjunctive programs. 6.2.3. Computation with TMS. Satoh and Iwayama [35] and Inoue [16] independently show that any abductive normal logic program h P;0i can be transformed into a single extended (or normal) logic program. For each atom A in 0, they introduce the negative literal :A and a pair of clauses:
A not:A ; :A notA : (22) Then, there is a 1-1 correspondence between the belief models of h P;0 i and the answer sets (or stable models if :A is considered as a new atom) of the transformed program. Using this transformation, Satoh and Iwayama [35] propose a bottom-up, TMS-style procedure for computing stable models of a normal logic program, which is similar to Sacca and Zaniolo's [31] procedure and performs an exhaustive search with backtracking. At this point, we can use any procedure other than TMS-style procedures for computing stable models. For instance, Dressler's Non-Monotonic ATMS [6] can also be used to compute belief models. Comparing each procedure, the MGTP-based procedure by Inoue et al. [17] has the following advantages over the procedures of [31, 35] . First, MGTP can deal with disjunctive programs, while TMS and ATMS cannot. Second, MGTP gives high inference rates for rangerestricted clauses by avoiding computation relative to their useless ground instances, while TMS and ATMS generally deal only with the propositional case and have to prepare all the ground instances of a program in advance. Third, MGTP performs a backtrack-free search and more easily parallelized than others.
Although the simulation (22) of abducibles is theoretically correct, this technique has the drawback that it may generate 2 j0j interpretations even for an abductive Horn program, and is, therefore, often explosive for a number of practical applications. The program transformation methods proposed in this paper avoid this problem in two aspects. First, for each epistemic hypothesis which is either a positive hypothesis from abducibles or a negative hypothesis through negation as failure, case-splitting is delayed as long as possible since an interpretation is expanded with a ground clause only when the body of the transformed clause becomes true. Second, by using MGTP, a ground instance of hypothesis is introduced only when there is a ground substitution for each clause with variables such that the body of the clause is satised. Hence, hypotheses are introduced when they are necessary, and the number of generated interpretations is reduced as much as possible.
6.2.4. Other Characterizations. Finally, it is worth noting that abductive programs can be formalized in other existing logic programming frameworks. Inoue and Sakama [20] recently showed that abductive extended disjunctive programs can be transformed into extended disjunctive programs with positive occurrences of negation as failure, and then into ordinary extended disjunctive programs. Their translation is complete with respect to the all belief sets of any abductive program, while the translation in this paper is complete with respect to the 0-minimal belief sets. On the other hand, Sakama and Inoue [32] recently developed a translation from abductive normal logic/disjunctive programs into disjunctive programs as well as a converse translation from disjunctive programs into abductive normal logic programs in the context of the possible model semantics, so that these two classes of programs are shown to be equivalent. Both work [20, 32] have contributed to the theory of the computational complexity of abductive normal logic/disjunctive programs.
Conclusion
We have established a uniform framework for xpoint characterization of abductive (and non-abductive) Horn, normal, and extended logic (and disjunctive) programs. Based on a xpoint operator over the sets of Herbrand interpretations, the belief model semantics of an abductive normal logic program can be characterized by the xpoint of a suitably transformed positive disjunctive program. In the proposed transformations, both negative hypotheses through negation as failure and positive hypotheses from the abducibles are dealt with uniformly.
The result has also been directly applied to the belief set semantics of abductive extended disjunctive programs. Compared with other approaches, our xpoint theory provides a constructive way to give explanations for observations. We also showed that a bottom-up model generation procedure can be used for computing belief models or belief sets and has a computational advantage from the viewpoint of parallelism. Since there has been no algorithm which can compute the belief sets of arbitrary form of abductive programs, our procedural semantics also provides the most general abductive procedure in the class of function-free and range-restricted programs.
The transformation method in this paper is also applicable to other semantics of abductive programs. For example, the paraconsistent, multi-valued semantics for extended disjunctive programs [34] can be extended to incorporate abducible literals, and then the corresponding belief sets can be directly characterized by the translation and the xpoint semantics in this paper.
