























HAMILTONIAN FLOWS FOR PSEUDO-ANOSOV MAPPING CLASSES
JAMES FARRE
Abstract. For a given pseudo-Anosov homeomorphism φ of a closed surface S, the action of
φ on the Teichmüller space T (S) is an automorphism of the complex structure preserving the
Weil-Petersson-Goldman symplectic form. We give explicit formulae for two invariant functions
T (S) → R whose symplectic gradients generate autonomous Hamiltonian flows that coincide
with the action of φ at time one. We compute the Poisson bracket of these two functions, which
essentially amounts to computing the variation of length of a Hölder cocyle on one lamination
along the shear vector field defined by another. For a measurably generic set of laminations,
we prove that the variation of length is expressed as the cosine of the angle between the
two laminations integrated against the product Hölder distribution, generalizing a result of
Kerckhoff. We also obtain rates of convergence for the supports of germs of differentiable
paths of measured laminations in the Hausdorff metric on a hyperbolic surface, which may be
of independent interest.
1. Introduction
1.1. Main results. We are interested in Hamiltonian flows associated to functions on the Te-
ichmüller space T (S) of a closed, oriented surface S with negative Euler characteristic equipped
with it’s Weil-Petersson-Goldman symplectic form ωWP. The symplectic structure is the imagi-
nary part (the Kähler form) of a Hermitian metric on T (S) and is known to interact nicely with
the hyperbolic metric in the conformal class of any point Z ∈ T (S) [Wol83]. For instance, the
classical Fenchel–Nielsen twist flow about a simple closed curve γ, generalized by Thurston to
earthquake flows in measured laminations, are real analytic Hamiltonian flows with Hamiltonian
potential the hyperbolic length function of γ [Wol85, Ker83]. A more general phenomenon was
discovered by Goldman, extending Wolpert’s results to the smooth points of conjugacy classes
of representations of surface groups to Lie groups satisfying very general conditions [Gol86].
The mapping class group Mod(S) preserves the symplectic form, which descends to the moduli
space. The Dehn twist Tγ in γ is thus a symplectomorphism of T (S), and the square of the length
function −ℓ2γ : T (S) → R is a Hamiltonian potential for Tγ ; that is, the flow of the corresponding
Hamiltonian vector field at time one is equal to the action of Tγ on T (S).1 Do other mapping
classes admit Hamiltonian potentials?
Let φ : S → S be a pseudo-Anosov homeomorphism with projectively invariant measured
laminations µ and ν ∈ ML(S). That is, there is a real number λ > 1 such that φ∗µ = λµ and
φ∗ν = λ
−1ν; the leaves of µ are stretched, while the leaves of ν are contracted under φ. The
space of measured laminations does not have a natural smooth structure. However, assuming
that µ (hence ν) is maximal, the tangent space TµML(S) can be identified with the vector space
of transverse Hölder distributions H(µ), which is modeled on the weight space W (τ) of a train
track τ that carries µ [Bon97a, Bon97b].
For a given α ∈ H(µ) and small enough s > 0, µ+sα assigns positive numbers to the branches
of τ satisfying the switch conditions. The corresponding path of measured laminations converging
in measure to µ represents the tangent direction α. The length ℓα(Z) of α on a hyperbolic surface
Z ∈ T (S) computes the derivative of the hyperbolic length of the measures µ+ sα on Z at time
s = 0; see [Bon97a, Corollary 25] or Theorem 2.2, below.
The projective class of µ is fixed by φ, inducing a linear self map of the tangent space
T[µ]PML(S) ∼= H(µ)/〈µ〉. This map lifts to a linear symplectomorphism H(µ) → H(µ) with
respect to Thurston’s symplectic form ωTh (see Section 2).
1The minus sign comes from the definition of the action: Tγ .[f : S → Z] = [f ◦ T
−1
γ : S → Z].
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Our first result gives a formula for a Hamiltonian potential for the action of φ on T (S). We
assume that the spectrum of the linear action of φ on H(µ) is simple, real, and positive. In
Section 2.1, we consider more general Jordan decompositions.
Theorem 1.1. The action of φ−1 on T (S) is the time one flow of the ωWP-symplectic gradient
of the function
(1) Fµφ−1(Z) = −
3g−3∑
i=1
logλi ℓmi(Z) · ℓni(Z),
where λ = λ1 ≥ ... ≥ λ3g−3 ≥ λ−13g−3 ≥ ... ≥ λ−11 are eigenvalues of the linear action of φ on H(µ)
with corresponding symplectic basis of expanding and contracting eigenvectors µ = m1, ...,m3g−3
and n1, ..., n3g−3 ∈ H(µ).
If µ is maximal, then Fµφ−1 vanishes on the unique φ
−1-invariant stretch line forward directed
by µ, which is a flow line of the symplectic gradient parameterized proportionally to directed
arclength with respect to Thurston’s asymmetric Lipschitz metric on T (S).
Specializing the discussion to the other invariant lamination ν, Theorem 1.1 produces a func-
tion
(2) F νφ (Z) =
3g−3∑
i=1
log(λi) ℓNi(Z) · ℓMi(Z),
whose symplectic gradient also has time one flow equal to φ; ν = N1, ..., N3g−3 and M1, ...,M3g−3
is a symplectic basis of contracting and expanding eigenvectors for the linear action of φ on H(ν),
and F νφ vanishes on the unique φ-invariant stretch line forward directed by ν.
While the flows generated by −Fµφ−1 and F νφ coincide at time one, in general these functions
and their flows are different. Indeed, Thurston stretch lines are not usually symmetric, even up
to reparameterization.
One way to quantify the difference between the flows generated by these two functions is to
compute the Poisson bracket







= −dFµφ−1XF νφ ,
measuring the change of one function along the flow of the other. The Poisson bracket is antisym-
metric, satisfies a Leibniz rule and a Jacobi identity, hence endows C∞(T (S)) with the structure
of a Poisson algebra. Using the Leibniz rule and linearity, the computation of {−Fµφ−1 , F νφ } (Corol-
lary 5.5) is reduced to the computation of {ℓki , ℓKj} where ki ∈ {mi, ni} and Kj ∈ {Mj, Nj}.
Theorem 1.2. For almost every maximal measured geodesic lamination λ1 ∈ ML(S), every
chain recurrent geodesic lamination λ2 meeting λ1 transversally, for all α1 ∈ H(λ1), α2 ∈ H(λ2),
and Z ∈ T (S), we have




where cos(λ1, λ2) : Z → [−1, 1] is the function supported on the transverse intersection λ1 ⋔ λ2
measuring the cosine of the angle made from leaves of λ1 to leaves of λ2.
The generic set of maximal measured geodesic laminations for which Theorem 1.2 holds are
those for which there exists a quadratic differential q with horizontal foliation λ1 and backward
Teichmüller geodesic trajectories that recur to a compact set within the principal stratum of the
moduli space of quadratic differentials. Evidently, the invariant Teichmüller geodesic axis for φ
satisfies this property for our periodic and maximal laminations µ and ν. We also prove a version
of Theorem 1.2 for almost every minimal filling measured lamination with respect to a family of
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suitable measures, the κ-Thurston measures; see Section 3 for definitions and Theorem 5.1 for
the more general statement.
Remark 1.3. There is an asymmetry in the statement of the Theorem 1.2. Namely, we have
made a strong assumption about the dynamical properties of λ1 and almost no assumptions
about λ2. However, anti-symmetry of the Poisson bracket tells us that the cosine formula admits
descriptions as a derivative where the roles of λ1 and λ2 are reversed, i.e.
{ℓα1 , ℓα2}(Z) = dℓα1Xα2(Z) = −dℓα2Xα1(Z),
whereXαi is the shear vector field on T (S) symplectically dual to ℓαi (Lemma 2.4). This suggests
that perhaps the conclusion of the theorem should hold without restriction on λ1.
We denote by Cos(α1, α2) : T (S) → R the integral in Theorem 1.2, and emphasize that the
integral is signed, i.e. αi are not measures, but only finitely additive signed measures (trans-
verse Hölder distributions), and part of the proof of Theorem 1.2 involves making sure that this
integral makes sense. In Section 4, we prove that the integral is uniformly well approximated
by certain Riemann sums defined by geometric train track splitting sequences (Proposition 4.5)
under suitable assumptions about the integrand.
Let us also point out that Theorem 1.2 actually computes a second derivative of the length





so part of the proof involves exchanging certain limits and justifying the swap. This essentially
boils down to making sure that all estimates we give in the paper (especially §§3 and 4) are
uniform over compact subsets of T (S).
Our Theorem 1.2 generalizes a result of Kerckhoff, who expressed the variation of length
of a measured lamination along the earthquake defined by another. He proved [Ker83, Ker85]
that length functions are analytic and convex along earthquake paths. Using different methods,
Wolpert computed the first and second variation of length functions for curves under twist/shear
deformations in other curves [Wol83]. Goldman produced generalizations of these results for the
smooth points of Hom(π1(S), G)/G, where G is a connected Lie group with a non-degenerate
Ad-invariant bilinear form on its Lie algebra [Gol86]. There are also analogous results [EM06]
for quakebends in directions aµ+ ibµ, a, b ∈ R and µ ∈ ML(S) for PSL2 C valued surface group
representations.
A special case of Theorem 1.2 (Proposition 5.4) was proved in [Gen15], where also some
higher derivatives of the lengths of laminations in shearing vector fields were computed. It is
known that length functions of laminations are convex along the trajectories of shearing paths
[BBFS13, Thé14]. It is not clear if the length functions of Hölder distributions are convex along
shearing paths. The main technical ingredient needed to obtain Theorem 1.2 is provided in
Section 3.5, where we we give rates of Hausdorff convergence for the supports of linear paths of
measured laminations along recurrence times (Theorem 3.9) on a hyperbolic metric Z ∈ T (S).
This estabilshes a quantitative relationship between the measure topology and the Hausdorff
topology on (supports of) measured laminations, which may be of independent interest.
Theorem 1.2 allows us to obtain a formula for the derivative of the change of coordinates
Σλ2λ1 : H+(λ1) → H+(λ2), taking σλ1(Z) to σλ2 (Z), for Z ∈ T (S), where λi are max-
imal geodesic laminations satisfying the hypotheses of Theorem 1.2. We give the Jacobian
matrix for the derivative in terms of symplectic bases x1, ..., x3g−3, y1, ..., y3g−3 for H(λ1) and
z1, ..., z3g−3, w1, ..., w3g−3 for H(λ2).
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Corollary 1.4. The derivative of Σλ2λ1 : H+(λ1) → H+(λ2) at a point σλ1(Z) is given by
(Σλ2λ1)∗ =
(
−{ℓwi, ℓxj} −{ℓwi, ℓyj}




Cos(xj , wi) Cos(yj , wi)






−{ℓyi, ℓzj} −{ℓyi, ℓwj}




Cos(zj , yi) Cos(wj , yi)
Cos(xi, zj) Cos(xi, wj)
)







The following expresses the variation of length of a measured lamination along the stretch
flow of another.
Corollary 1.5. Let ν ∈ ML(S) be maximal and generic in the sense of Theorem 1.2, let
Z ∈ T (S), and let λ be a chain recurrent geodesic lamination different from the support of ν.









where Xstretchν is the stretch vector field directed by ν, and σν(Z) ∈ H+(ν) measures the shear of
Z along ν (see Theorem 2.2). If α is a transverse measure, then this quantity is strictly bounded
above by 1 and approaches 1 as µ tends to ν.
1.2. Motivation and questions. It seems natural to ask for geometrically interesting functions
on T (S) that induce the action of arbitrary mapping classes, as properties of the function corre-
spond to properties of the flow. For example, level sets are preserved. Using only homogeneous
quadratic polynomials in length functions of curves and Hölder distributions on geodesic lami-
nations, it should be possible to obtain functions whose Hamiltonian flow generates the action
of a suitable power of any mapping class at time one, although this technique yields very little
or no information about finite order mapping classes.
It seems like and interesting problem to understand the flows associated to products of length
functions for intersecting curves or laminations, or even the flow associated to the length functions
of curves with self intersections. The product ℓµℓν is invariant under φ, and seems like an
especially interesting example. Using Corollary 1.4, the corresponding Hamiltonian vector field
ℓνXµ + ℓµXν can be expressed in terms of either the shearing vector fields associated to µ or to
ν. Unfortunately, such expressions




Cos(mi, ν)Xmi +Cos(ν, ni)Xni
)
seem difficult to extract meaning from, except perhaps asymptotically on surfaces where µ and ν
make small angle with each other; see also Remark 5.7. On the other hand, the the Hamiltonian
vector field ℓνXµ + ℓµXν is reminiscent of the infinitesimal product of two opposite parabolic
transformations in PSL2 R; the associated unparameterized flow lines in H
2 are geodesics orthog-
onal to the geodesic axis joining the two parabolic fixed points.
The author was originally motivated by questions involving the action of a pseudo-Anosov
mapping class on the smooth points of χ := Hom(π1(S),PSL2 C)/PSL2 C. It is known that there
are two interesting hyperbolic fixed points of this action on the boundary of the discrete and
faithful locus coming from the cyclic cover associated to the fiber subgroup of the hyperbolic
mapping tori of Mφ and Mφ−1 [Kap98]; see also [McM96, Chapter 3].
Due to work of Bonahon [Bon96] that shear deformations have holomorphic extensions to the
realizable locus for a geodesic lamination in χ, Theorem 1.2 has a straightforward generalization
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to shear-bend deformations in directions αi + iβi ∈ H(λi;C) using the complex valued Goldman
symplectic form.
It would have been interesting to understand if such a formula as given in Theorem 1.1 extends
to something reasonable on an open invariant set of χ containing the discrete and faithful locus.
This would have provided some geometric information about a flow generating the action of φ
near the fixed points, and perhaps about the eigenvalues of the derivative.
Although Bonahon’s shear-bend coordinates extend to the realizable loci for µ and ν, these
fixed points are at the boundary of both. Furthermore, the realizable loci are complex sub-
manifolds homotopy equivalent to tori of dimension 6g − 6, and the action of φ on these tori is
homotopically non-trivial, so we cannot expect to find a function that generates a flow for such
a self-map restricted to the realizable loci. It would be interesting to try to find and study a
function on an open, simply connected subset of χ containing the hyperbolic fixed points of φ on
which the question makes sense.
Another question presents itself: there may be many geometrically interesting functions whose
Hamiltonian flows induce the action of φ, for indeed, we have already found two. Can such
functions be “classified?” Perhaps restricting attention to families of “nice” functions? Such a
classification could lead to a better understanding of the problem posed in the previous paragraph.
1.3. Outline of the paper. In Section 2, we discuss the linear action of φ and describe a re-
lationship between the bases m1, ..., n3g−3 ∈ H(µ) and N1, ...,M3g−3 ∈ H(ν). We give some
preliminary background on shear coordinates and length functions for transverse Hölder distri-
butions and then prove Theorem 1.1, which becomes an exercise in symplectic linear algebra in
shear coordinates. We then discuss what modifications should be made when the spectrum of
Aφ is not simple or real. In Section 3, we discuss the geometry of horocyclically foliated train
track neighborhoods of geodesic laminations, a relationship between Thurston stretch maps and
Teichmüller geodesics, and the rate of convergence of germs of paths of measured laminations in
the Hausdorff metric on a hyperbolic surface. In Section 4, we discuss Hölder geodesic currents
and show that the integral appearing in Theorem 1.2 can be approximated uniformly well by
certain Riemann sums, defined in terms of train track splitting sequences. We also recall the
shearing cocycle associated to a transverse Hölder cocyle α which generates the flow of the shear
vector field Xα. We define the geometric intersection pairing between transverse Hölder cocycles,
as necessary background to prove Theorem 1.2, which is carried out in Section 5. We then prove
the remaining corollaries from the introduction.
Acknowledgments. The author would like to thank Yair Minsky, Brice Loustau, Aaron Calderon
and Beatrice Pozzetti for enlightening conversations related to this work, as well as Francis Bona-
hon, Nguyen-Thi Dang, Gabriele Benedetti, and Arnaud Maret for additional helpful discussion.
The author gratefully acknowledges the support of DFG grant 427903332 (Emmy Noether), NSF
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2. Hamiltonian Flows in shear coordinates
We now describe the linear action of φ on H(µ) in detail. The incidence matrix for a choice
of carrying map φ(τ) ≺ τ for an invariant train track τ carrying µ induces an integer linear map
Rb(τ) → Rb(φ(τ)) → Rb(τ), which is primitive irreducible (e.g., [PP87, Theorem 4.1]). Assuming
that µ is maximal,2 the weight space W (τ) = W (τ ;R) is a symplectic vector space of dimension
6g − 6 with respect to Thurston’s intersection form ωTh, and there is a canonical symplectic,
integer-linear isomorphism W (τ) → H(µ) [Bon97b, Theorem 11]. Then φ preserves H(µ) ∼=
W (τ) ≤ Rb(τ) and defines a symplectic linear isomorphism Aφ ∈ Sp(H(µ;Z)) ∼= Sp(2(3g − 3),Z)
with Perron-Frobenius eigenvector corresponding to µ.
There is also a train track τ∗ dual to τ that carries ν, and which is invariant by φ−1, i.e.
τ∗ ≺ φ(τ∗) [PH92].3 The bilinear intersection pairing
i : W (τ∗)×W (τ) → R
is non-degnerate, hence induces a linear isomorphism
W (τ∗) → W (τ)∗(3)
η 7→ i(η, ·).
The action of φ on W (τ∗) is given by the transpose Atφ on W (τ)
∗ composed with the inverse
of (3). We let M1, ...,M3g−3 and N1, ..., N3g−3 be a basis of eigenvectors for the action of φ on
H(ν) ∼= W (τ∗) (also denoted Atφ) such that
• AtφMi = λiMi;
• AtφNi = λ−1i Ni;
• ωTh(Mi, Nj) = −δi,j;
• and N1 is identified with ν.
Remark 2.1. The symplectic form ωTh induces a linear isomorphism W (τ)
∗ → W (τ) taking
w∗ to w satisfying ωTh(w, ·) = w∗. The composite
∗ : W (τ∗) → W (τ)∗ → W (τ)
satisfies i(W, ·) = ωTh(∗W, ·) and Aφ(∗K) = ∗(AtφK) for all K ∈ W (τ∗). One can easily verify
that Aφ(∗Ni) = λ−1i (∗Ni), and similarly Aφ(∗Mi) = λi(∗Mi). It follows that we may scale Mi
and Ni so that
∗Mi = mi and ∗Ni = ni.
The operation ∗ can be thought of as multiplication by i in local period coordinates for quadratic
differentials.
The shear coordinates σµ : T (S) → H+(µ) assign, to a hyperbolic surface Z ∈ T (S), the
1-jet of it’s length σµ(Z) ∈ H+(µ) with respect to µ. The space H(µ) is the space of transverse
Hölder distributions or transverse (Hölder) cocycles to µ, which is a symplectic vector space of
real dimension 6g−6 with respect to the Thurston symplectic form ωTh; we give a brief summary
of some of the relevant (remarkable) properties of the shear coordinates and transverse Hölder
cocycles, due to Bonahon [Bon96] as well as [Bon97a, Bon97b].
Theorem 2.2. Given a maximal, chain recurrent lamination µ and a complete bi-recurrent train
track τ carrying µ, the following are true:
2If µ is not maximal, then there are finitely many “diagonal extensions” of µ obtained by adding isolated
geodesics in its complementary polygons. Any choice gives rise to a train track τ ′ carrying µ, invariant under a
(bounded) power of φ.
3A pair of dual train tracks τ and τ∗ can be constructed from a triangulation by saddle connections of a
holomorphic quadratic differential generating a geodesic line is invariant by φ. See [CF21, Construction 10.4] or
[Mir08, Section 4.4].
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• There is a canonical Z-linear symplectomorphism W (τ) ∼= H(µ) for Thurston’s intersec-
tion paring ωTh, so that both are identified with the standard symplectic vector space
R6g−6.
• If µ admits a transverse measure of full support, then H(µ) can be identified with the
tangent space TµML(S) to µ in ML(S) the space of measured laminations on S. The
correspondence is given by α ∈ H(µ) 7→ α̇ = [µ+ tα]t∈[0,ǫ) ∈ TµML(S).
• The map
σµ : T (S) → H(µ)
which associates to a marked hyperbolic structure Z its shearing cocycle σµ(Z) ∈ H(µ)
is a real-analytic diffeomorphism onto its image H+(µ).
• The convex cone of positive transverse cocycles H+(µ) the intersection of at most 3g− 3
linear inequalities ωTh(η, ·) > 0, where η is an ergodic measure whose support is contained
in µ.
• The pullback of the Thurston symplectic form ωTh onH+(µ) via σµ is equal to (a constant
multiple) of the Weil-Petersson-Goldman symplectic form ωWP on T (S) [SB01].
In Section 3.4, we recall Bonahon’s characterization (Theorem 3.6) of one-sided tangent vectors
to measured laminations as Hölder distributions on geodesic laminations containing the support
of µ as a minimal component, and satisfying some additional natural constraints.




|t=0+ℓµ+tη(Z) = ωTh(η, σµ(Z)).
The linear functional ℓ•(Z) : H(µ) → R is the length of a transverse distribution to the support





where dℓµ is the length element along leaves of µ on Z, and η ∈ H(µ) is a transverse Hölder dis-
tribution. Since η is only finitely additive and signed, some care has to be used when interpreting
the meaning of this integral; see [Bon97a, §6]. This integral may be computed as a finite sum on
an appropriate train track neighborhood of µ on X , which gives another proof of linearity. In the
language we present here, (4) is due to Bonahon, although Thurston gave an alternate account
of a dual result in [Thu98].
In the introduction, we identified a symplectic basis m1, ...,m3g−3, n1, ..., n3g−3 ∈ H(µ) of





ωTh(mi, σ)ni − ωTh(ni, σ)mi.









Remark 2.3. For non-maximal µ we work with one of the finitely many maximal completions
of µ and the corresponding shearing coordinates in the sense of Bonahon, replacing φ by a
power if necessary, but we do not go into details. Alternately, we could work in the shear-shape
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coordinates σµ : T (S) → SH+(µ) constructed recently by the author and A. Calderon [CF21].
However, the discussion is complicated by the lack of a smooth structure on SH(µ) and the less
transparent relationship between the symplectic structure on T (S) and that of SH(µ).
For a symplectic manifold (M,ω), the symplectic form is non-degenerate on each tangent
space inducing a bundle isomorphism T ∗M → TM . The differential df of a function f : M → R
therefore induces a vector field Xf by the formula
df = ω(Xf , ·).
We call Xf the symplectic gradient of f . We may flow Xf to obtain the Hamiltonian flow for the
Hamiltonian potential f . We call the flow at time one the symplectic automorphism generated
by f .
Let α ∈ H(µ), and consider the shearing vector field Xα := (σ−1µ )∗α on T (S).
Lemma 2.4. For α ∈ H(µ) as above, the shearing vector field Xα is dual to dℓα with respect
to the Weil-Petersson-Goldman symplectic form. That is, dℓα = ωWP(Xα, ·).
Proof. For any smooth vector field X on T (S), let ZtX be the flow of X at time t ∈ (−ǫ, ǫ) with








|t=0ωTh(α, σµ(ZtX)) = ωTh(α, (σµ)∗X)
= ωWP(Xα, X),
where we have applied [SB01] in the last line. This completes the proof. 
Theorem 1.1 is proved by using elementary symplectic linear algebra in shear coordinates.
Proof of Theorem 1.1. We identify W (τ) with H(µ) as in Theorem 2.2, and observe that
φ−1Z = A−1φ σµ(Z)
follows from the definitions and the fact that the support of µ is preserved by φ±1.
If f : H(µ) → R is a Hamiltonian function generating A−1φ with symplectic gradient Xf , then
df = ωTh(Xf , ·).
We now make a choice of linear vector field Xf satisfying
exp(Xf )v = A
−1
φ v, for all v ∈ H(µ).
That is, Xf ∈ sp(H(µ)) is the matrix logarithm logA−1φ with flow v 7→ exp(tXf )v at time t.
In our symplectic basis of eigenvectors, A−1φ is a diagonal matrix ∆(λ
−1
1 , ..., λ
−1
n , λ1, ..., λn)
with real eigenvalues λi > 1, so we can take
logA−1φ = ∆(− log(λ1), ...,− log(λn), log(λ1), ..., log(λn)).
Thus for Z ∈ T (S), we have the basis of directions mi and ni for Tσ(X)H+(µ) ∼= H(µ), and
(7) Xf = −
3g−3∑
i=1
log(λi) (ℓmini + ℓnimi) .
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These directions are the shearing vector fields Xmi and Xni , so by Lemma 2.4 the linear mapping
df is given by













Thus Fµφ−1(Z) := f ◦ σµ(Z) is the promised Hamiltonian potential for a Hamiltonian flow on
T (S), which at time one is equal to the action of φ−1.
When µ is measured and maximal, there is a unique forward φ−1-invariant stretch line Ztµ
directed by the support of µ; indeed, the dual horocycle foliation is projectively invariant (see
Section 3) and is therefore measure equivalent to (a multiple of) ν. Such a stretch line limits in
forward time to the projective class of ν in Thurston’s boundary [Pap91]. Since positive iterates
of φ−1 applied to a point Z converge to [ν] ∈ PML(S), it follows that Ztµ is forward invariant
by φ−1. Moreover, ∗ν = ∗N1 = n1 satisfies σµ(Ztµ) = etn1 (see e.g. [Thu98] or [CF21, Section
15.3]). By inspection, we see that λtn1 is a flow line of Xf and so Z
log(λ)t
µ is a flow line of the
symplectic gradient of Fµφ−1 . Since
ℓni(Z
log(λ)t
µ ) = ωTh(ni, σµ(Z
log(λ)t
µ )) = ωTh(ni, λ
tn1) = 0,
for all i, we see that Fµφ−1 vanishes along the invariant stretch line directed by µ. This completes
the proof of the theorem. 
Remark 2.5. The function Fµφ−1(X) is a homogeneous degree two polynomial in the coordinate
functions (−ℓm1 , ...,−ℓm3g−3 , ℓn1 , ..., ℓn3g−3) for our choice of symplectic basis. In this basis, there












is the matrix of the symplectic form. We focused on A−1φ as opposed to Aφ, because of the
invariance property of the forward directed stretch line. In general, given a logAφ for Aφ,
the Hamiltonian potential for Aφ in coordinates is v 7→ − 12vtJ logAφv, and the corresponding
symmetric matrix is −J logAφ.
2.1. General Jordan blocks. We now drop the assumption that the eigenvalues of Aφ have
multiplicity one, are real, and lie off the unit circle. To give general formulae analogous to
that given in Theorem 1.1, it suffices to consider pairs of invariant subspaces in the Jordan
decomposition of Aφ with symplectially dual eigenbases. Indeed, we can produce an invariant
function on the subspace associated to pairs of blocks generating the correct flow and then sum
them together. By Remark 2.5, this essentially amounts to making a choice of logarithm for Aφ;
this was particularly easy for us, because we assumed that Aφ was diagonalizable with positive
eigenvalues.
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A key features of symplectic linear maps is that the blocks in the Jordan canonical form
come in pairs associated to λ and λ−1, for real eigenvalues, or λ, λ̄, λ−1, and λ̄−1 for complex
eigenvalues; a basis of eigenvectors for the invariant subspace associated to a block is isotropic,
and one can complete any such basis to bases for the pair that forms a symplectic basis for the
subspace V spanned by both blocks.
For a general symplectic linear matrix A, Laub and Meyer produced the real canonical form of
A [LM74], conjugating A by a symplectic matrix to one with blocks corresponding to the Jordan
blocks. Their analysis depends on a an analogous procedure for Hamiltonian matrices, which
are essentially the logarithms of symplectic matrices. By Remark 2.5, we can work directly with
Hamiltonian matrices and find formulae for Fµφ−1 via (8).
We work out a case here starting with the case that Aφ has a real eigenvalue λ > 1 (necessarily
different from the Perron-Frobenius eigenvalue and its inverse) with multiplicity k > 1. Then any
choice of logarithm Xf has eigenvalues logλ and − logλ, each of multiplicity k. Using [LM74,
p. 220], we can find a symplectic basis m1, ...,mk, n1, ..., nk for the sum V of the generalized




−XV mi = logλmi +mi+1 for i < k, and −XV mk = logλmk,
and











should appear as a summand in the Hamiltonian potential Fµφ−1(X).
Let us now consider the case that Aφ has a complex eigenvalue λ with norm greater than 1
coming in a quadruplet (λ, λ̄, 1/λ, 1/λ̄) of multiplicity one; the case that the multiplicity is larger
is similar to above. Let V be the corresponding (real) four dimensional preserved vector subspace
and set logλ = a + ib. Using [LM74, Case 2], we can find a symplectic basis m1,m2, n1, n2 for
V in which we can choose XV = logA
−1
φ |V satisfying
XV m1 = −am1 + bm2 and XV m2 = −bm1 − am2,
and




(−ℓm1 ,−ℓm2 , ℓn1ℓn2)JXV (−ℓm1 ,−ℓm2, ℓn1ℓn2)t = −a(ℓm1ℓn1 + ℓm2ℓn2)
= − log |λ|(ℓm1ℓn1 + ℓm2ℓn2)
should appear as a summand in the Hamiltonian potential Fµφ−1(X).
Similarly, if λ < 0 has multiplicity 1 and norm greater than 1, then we are working in SL2 R
and there is a basis of eigenvalues m1, n1 for the eigenspaces of Aφ corresponding to m1 and n1
such that − log |λ|ℓm1ℓn1 appears as a summand for Fµφ−1 .
If λ = eiθ lies on the unit circle (with multiplicity one), then again, we are working in SL2 R.
We can find an invariant symplectic basis m1 and n1 for the corresponding invariant subspace V
and XV = logA
−1
φ |V satisfying
X |V m1 = −θn1 and X |V n1 = θm1,




The cases that 1 and −1 appear in the spectrum of Aφ with high multiplicity as well as the
case that an eigenvalue on the unit circle appears with high multiplicity are more complicated,
but explicit formulae may be given using [LM74, Sections 3 and 4].
3. Train tracks and measured laminations
We review some useful facts about train track neighborhoods of geodesic laminations on hy-
perbolic surfaces and the shearing cocycle associated to a transverse Hölder distribution on a
maximal lamination, usually denoted by λ in this section. We will we working with connected,
filling geodesic laminations, but it is not too difficult to extend all of the results in this section
(suitably modified) to arbitrary chain recurrent geodesic laminations and arbitrary measured
geodesic laminations.
Note (Constants). All constants in the rest of the paper are understood to be local, and are
often absorbed into “big O” notation. It will be important however, that our ‘constants’ may be
considered as continuous functions of the relevant data so that we can make uniform estimates.
3.1. Horocyclic foliations and quadratic differentials. We denote by GL0(S) the space of
chain recurrent geodesic laminations equipped with the Hausdorff topology, i.e. those lamina-
tions that are Hausdorff limits of multicurves, and GL∆(S) the closed subspace of polygonal
chain recurrent laminations. In other words, λ ∈ GL∆(S) if S \ λ is a union of ideal polygons;
equivalently, λ is chain recurrent, connected, and filling.
Let T λ(S) denote the set of hyperbolic surfaces Z such that the polygons Z \ λ are regular,
i.e. have full rotational symmetry. Note that if λ is maximal, then T λ(S) = T (S).
There is a dual horocyclic foliation Hλ(Z) obtained by cutting Z open along λ, and (partially)
foliating each complementary polygon by horocycles in its spikes [Thu98]; differentiating, we
obtain a Lipschitz line field which is therefore uniquely integrable and defines a measured foliation
of Z away from a finite collection of horocyclic polygons at the center of each complementary
component of λ. This defines a map
Hλ : T (S) → MF(S) ∼= ML(S).
If λ carries a transverse measure of full support, then Hλ is a homeomorphism onto the space
MF(λ) of measured foliations which, together with λ, “fill up” S. By the Gardiner-Masur
Theorem [GM91], there is a unique quadratic differential q(Hλ(Z), λ), holomorphic on some
Riemann surface, which has vertical trajectories measure equivalent to Hλ(Z) and horizontal
trajectories measure equivalent to λ.
The symbol κ of λ ∈ GL∆(S) consists of a partition of 4g − 4 and ε ∈ {±1}. This partition
is a list #(vertices) − 2 for each polygon in S \ λ, and ε records whether (+1) or not (−1) λ
is orientable. Let GLκ(S) denote the (no longer closed) subspace of polygonal chain recurrent
geodesic laminations of symbol κ, and MLκ(S) be the subspace of measured laminations with
support of symbol κ.
We consider the “stratum” of regular pairs
PT regg (κ) =
⋃
λ∈MLκ(S)
{(Z, λ) : Z ∈ T λ(S)},
the quotient PMregg (κ) = PT regg (κ)/Mod(S), as well as the unit length loci P1Mregg (κ) =
P1T regg (κ)/Mod(S).
Using (infinitely many) train track coordinate charts of type κ to coverMLκ(S), we can define
a (locally infinite) measure on ML(S) that restricts to Lebesgue measure on each train track
chart W+(τ) normalized so that the integer lattice has volume 1, where τ has symbol κ, defined
appropriately. The transitions between charts are integer linear transformations, so the measure
is preserved, and we call this the κ-Thurston measure µκTh.
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Theorem 3.1 ([Mir08, CF21, CF]). The assignment H : (Z, λ) 7→ q(Hλ(Z), λ) is a Mod(S)-
equivariant bijective Borel measurable isomorphism from each stratum P1T regg (κ) to the subset
of the corresponding stratum Q1Tg(κ) of quadratic differentials without horizontal saddle con-
nections.
The map H takes generalized Thurston stretch lines to Teichmüller geodesics, the earthquake
flow to the Horocycle flow, and to each componentQ of each stratumQ1Tg(κ) there corresponds a
stretchquake (eathquake and stretch flow) invariant ergodic probability measure ν on P1Mregg (κ),
such that H∗ν = ν
flat is the corresponding Masur-Veech measure in the class of Lebesgue.
The measures ν × dt on PMregg (κ) admit local Borel-measurable trivializations modeled on
T λ(S)×W+(τ), where τ is a train track snugly carrying λ so that W+(τ) is a coordinate patch
for MLκ(S). In these local trivializations, ν is the class of the (product of the) Lebesgue measure
class(es).
Remark 3.2. There is another construction of a “dual measured foliation” Oλ(Z) which is mea-
sure equivalent to Hλ(Z) when λ is polygonal and regular on Z which is called the orthogeodesic
foliation. Given any (Z, λ) ∈ T (S) × ML(S), the correspondence O : (Z, λ) 7→ q(Oλ(Z), λ)
is a a Mod(S)-equivariant bijective Borel measurable isomorphism to the Teichmüller space of
quadratic differentials [CF21, CF].
The arguments of this section extend to arbitrary (Z, λ) ∈ PT g with appropriate modifica-
tions. However, since we are only able to make conclusions about almost every laminations with
respect to the κ-Thurston measures, we do not pursue this more general discussion here, as it
adds some additional technical points which obscure the main line of argument.
3.2. Horocyclic train track neighborhoods. For any ǫ < 1 the ǫ-horocyclic neighborhood
Nǫ(λ) ⊂ Z is obtained by removing segments of leaves in complementary polygons with length
at most ǫ. This defines a train track neighborhood of λ [Thu82, Chapter 9], as long as Hλ(Z)
does not have any closed leaves. The leaf space τǫ = Nǫ(λ)/ ∼ of the ǫ-horocyclic neighborhood
has the structure of a train track carrying λ, which can be C1 embedded in Nǫ(λ). The map
collapse map Nǫ(λ) → τǫ extends to a homotopy equivalence Z → τǫ homotopic to the identity
on Z. In case Hλ(Z) does have closed leaves, one can show that there is a constant C depending
only on the genus of S such that if ǫ ≤ C inj(Z)2, then no closed leaves ofHλ(Z) live inside Nǫ(λ),
hence the collapse map is well defined (see [CF]). Alternatively, we could perturb Z slightly to
avoid dual horocyclic foliations with closed leaves.
Any train track τ = τ(Z, λ, ǫ) constructed from a triple of data as above will be called a
geometric train track and comes equipped with its collapse map π : Nǫ(λ) → τ . The branches
of τ are its edges, and the switches of τ are its vertices (with their C1 structure). A train track
is generic if all switches are trivalent; we can and will tacitly assume that our geometric train
tracks are generic (possibly after adjusting the parameter ǫ). The ties of τ or Nǫ(λ) are connected
components of restrictions of the leaves of Hλ(Z) to the neighborhood; we may assume all ties
meet τ transversally. A train path γ is a C1 edge-path in τ , and we say that a train path is
induced by or follows a leaf of λ if there is a segment g of a leaf h ⊂ λ such that π(g) = γ.
Using standard estimates in hyperbolic geometry [CEG06], given k > 0, we may find ǫ > 0
depending only on inj(Z) and the topology of S such that all long enough immersed train paths
in τ(Z, λ, ǫ) have average geodesic curvature at most k.
We refer the reader to [PH92, Thu82] for a comprehensive introduction to train tracks.
3.3. Geometry of train track neighborhoods. A train path γ induced by a leaf of λ has
a well defined length ℓ(γ), which is given by ℓ(g) for any segment g ⊂ π−1(γ) of a leaf of λ.
This notion of length is well defined as transporting a geodesic segment of a leaf of λ along the
the (orthogonal) horocycle foliation is length preserving. The length ℓ(τ) of τ is the sum of the
lengths of the branches of τ .
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We will need a number of geometrical facts about train track neighborhoods, as constructed
above; similar estimates are scattered about throughout the literature, e.g. in [Bro00] and [CF].
We supply proofs for completeness.
Proposition 3.3. Let Z ∈ T (S)≥δ, λ ∈ GL∆(S), and ǫ < 1 (or less than Cδ2, in case Hλ(Z) has
closed leaves) so that τǫ = τ(Z, λ, ǫ) is a geometric train track with collapse map π : Nǫ(λ) → τǫ.
The following are true:
(1) For ǫ ≤ ǫ(Z), the inequality ℓ(τǫ) ≤ 6|χ(S)| log 1/ǫ holds with equality when λ is maximal.
(2) Every closed train path in τǫ has length at least 2δ.
(3) There is a constant E depending only on δ and the topology of S such that for s ≤ ǫ, we
have ℓ(t) ≤ Es for every tie t ⊂ Ns(λ).
(4) For s < ǫ, any tie of Nǫ(λ) meets at most 3|χ(S)|/δ(log 1/s − log 1/Eǫ + 2) + 1 =
O(log(1/s)) branches of τs.
Proof. Let d denote the maximum distance between horocycles of length 1 in adjacent spikes of
λ realized on Z, i.e. the ends of the metric completion of each polygon. An easy computation
shows that the distance between horocycles of length ǫ < 1 is at most d + 2 log 1/ǫ. We may
complete λ to a maximal chain recurrent geodesic lamination by adding finitely many isolated
“diagonal” leaves and consider the corresponding geometric train track.
Then for sufficiently small ǫ depending on d, the total length of the completed track outpaces
the total length of the original (note that the distance between horocycles of length one in a
maximal lamination is 0). From here until the end of the proof, we work with a completed
geometric train track, which we give the same name. By an argument invoking the Poicaré-Hopf
index formula for a line field constructed in the complement of λ, the 2-dimensional Lebesgue
measure of λ is zero, so there must be 2|χ(S)| triangles (each having area π) in the complement
of λ on Z. Each triangle has 3 sides, each of length 2 log 1/ǫ, but we have over counted by a
factor of 2. Thus ℓ(τǫ) =
2·3·2
2 |χ(S)| log 1/ǫ, establishing (1).
The bound in item (2) is trivial: every curve carried by τǫ is homotpically essential in Z, hence
has length at least 2δ, since every curve has length at least 2δ for Z ∈ T (S)≥δ.
For item (3), we recall a classical theorem of Birman and Series [BS85], which asserts that the
Hausdorff dimension of the union over all Hausdorff limits of geodesic closed curves with bounded
self intersection is zero. In particular, for any Lipschitz transversal to a geodesic lamination, the
intersection with λ has one dimensional Lebesgue measure zero. So the length of a tie is the sum
of the lengths of its intersections with the spikes of Z \λ. There are 6|χ(S)| spikes of λ, and each
time a spike passes through t, it follows an essential train path in τǫ before returning to t. Such
a train path has length is at least 2δ, so the next horocyclic intersection of the spike with t has
length at most e−2δ times the previous length. The longest horocyclic arc through t is less than





For the last item, we let N be the number of intersections of t ⊂ Nǫ(λ) with branches of τs.
Between each intersection, there is a spike of λ, which meets t is a horocyclic arc of length at least
s. There are N − 1 such gaps, so by the pigeon hole principle, if s is small enough compared to ǫ,
at least one of the of the 6|χ(S)| many spikes of λ meets s at least N−16|χ(S)| times. Let s0 > s be the
length of the smallest horocyclic intersection of this spike with t; the lengths of the subsequent
K = ⌊ N−16|χ(S)| − 1⌋ of the larger gaps in this spike are at least s0e2δ, s0e4δ, ..., s0eK2δ. From item
(3), we know that the total length of t is at most Eǫ. In particular, Eǫ > s0e












from which the last item follows, concluding the proof of the proposition. 
We consider an oriented geodesic transversal k ⊂ Z meeting a single branch b ⊂ τǫ. The
orientation of k defines a linear order on the geodesics that meet k, and we locally give orientations
that form a positively oriented basis for the tangent space of Z at every point of intersection;
the orientation can be made (non-equivariantly) global when working in universal covers.
For a component d ⊂ k \ λ, d+ is the positive endpoint of d meeting the leaf h+d of λ and d−




d are asymptotic and form an




d ), where the orientation is induced by that of k. The bi-infinite train
paths defined by h−d and h
+
d fellow travel along a ray in one direction and eventually diverge in
the other. The divergence radius r(d) ≥ 1 is the number of branches that train paths following
h−d and h
+
d agree on in their non-asymptotic direction.
4 There are also points k− and k+ ⊂ k∩λ
meeting leaves h− and h+ closest to the start and end of k, respectively. Choosing a point in d,
we let kd be the subsegment of k joining the negative endpoint of k to that point.
There is a canonical integer linear isomorphism between W (τǫ) ≤ Rb(τǫ) and H(λ) [Bon97b,
Theorem 11]. We define a norm ‖·‖ on H(λ) as the restriction of the ℓ∞ norm on Rb(τǫ) to W (τǫ).
The following facts are extremely useful when working with shear coordinates; see Lemmas 3, 4,
5, and 6 of [Bon96], Lemmas 4, 5, and 6 of [SB01], or Lemmas 14.2, 14.3, and 14.5 of [CF21].
Lemma 3.4. With notation as above and α ∈ H(λ), we have a constant A depending on the
angles of intersection of k with λ such that
(1) |α(kd)| ≤ ‖α‖r(d); and





if Z ∈ T (S)≥δ; and
(3) For each r ≥ 1 and each spike s of λ, there is at most one component d of k \λ contained
in s such that r(d) = r, and there are 6|χ(S)| spikes of λ.
Note that we essentially proved items (2) and (3) in the course of proving Proposition 3.3. We
can relate the weight deposited on a branch of a geometric train track τǫ = τ(Z, λ, ǫ) with its
weights on τǫ0 = τ(Z, λ, ǫ0), for ǫ ≪ ǫ0. Let ‖ · ‖ denote the restriction of the ℓ∞-norm on Rb(τǫ0 )
to W (τǫ0).
Lemma 3.5. Let tb be a tie for a branch of τǫ and α ∈ H(λ). Then for ǫ small enough compared
to ǫ0, |α(tb)| ≤ C‖α‖ log(1/ǫ) holds, with C depending on inj(Z), the topology of S, and ǫ0.
Proof. There is a branch b0 of τ0 onto which the tie tb collapses. Let t0 be a tie of τ0 continuing
tb, and give t0 an orientation. Choose points x− and x+ in t0\Nǫ(λ) adjacent to tb on its negative
and positive sides, respectively. Take a subarc t− joining the negative endpoint of t0 to x− and
t+ joining the positive endpoint of t0 to x+. By transverse invariance and finite additivity, we
have
α(tb) = α(t−) + α(t+)− α(t0).










and similarly that r(t−) ≤ 9|χ(S)|2 inj(Z) log(ǫ0/ǫ). Then by Lemma 3.4 item (1), we deduce that








4The divergence radius r(d) depends on the train track τǫ and branch b that k crosses; we omit these data
from the notation as it should not cause confusion.
5We take A from Lemma 3.4 item (2) to be equal to 1 here, since we are working with the lengths of horocyclic
arcs.
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demonstrating the lemma for ǫ small enough with C > 9|χ(S)|inj(Z) large enough to absorb the additive
error ‖α‖ 9|χ(S)|inj(Z) log ǫ0 + ‖α‖. 
3.4. Hölder cocycles as tangent directions. If λ ∈ GL0(S) does not cary a measure of full
support, then the structure theory for geodesic laminations gives that λ has at most 3g − 3
minimal components admitting measures of full support and at most 6|χ(S)| isolated leaves that
spiral onto the minimal components. Let α ∈ H(λ), and consider the path µ + tα ⊂ H(λ) with
t ≥ 0, where µ is a measure supported in λ.
In a train track chart W (τ) ∼= H(λ), as long as τ carries λ snugly and all of the branches of
τ are giving non-negative mass by the weight system corresponding to µ + tα, we can build a
measured lamination corresponding to that weight system and attempt to extract a one-sided
tangent vector α̇ = [µ+tα]t≥0 ∈ TµML(S). Bonahon proved that in fact, this necessary condition
is sufficient for α to describe such a tangent direction to µ [Bon97a, Theorem 19]; as a corollary
of the structure theorem we have
Theorem 3.6 (Theorem 21 of [Bon97a]). With notation as above, α ∈ H(λ) corresponds to a
tangent vector to a measure µ supported in λ if and only if the following three conditions hold:
• every infinite isolated geodesic of λ has non-negative α-mass; and
• every infinite isolated leaf of λ which is asymptotic to a minimal sublamination of λ that
is not contained in the support of µ has α-mass 0; and
• the restriction of α to each minimal sublamination of λ that is not contained in the
support of µ is a transverse measure.
3.5. Measure vs. Hausdorff convergence. The measure topology and Hausdorff topology
on (measured) geodesic laminations are very different. For example, one is a manifold, and the
other has Hausdorff dimension zero with respect to the Hausdorff metric corresponding to any
negatively curved structure on S [Thu82, ZB04]. Here we study the question “for a nice path
{µs}s∈[0,ǫ) ⊂ ML(S), how fast does the support of µs converge to a lamination containing the
support of µ = µ0 in the Hausdorff metrics on a compact family of hyperbolic surfaces?” We
consider paths of the form µs = µ + sα for small enough s and α ∈ H(λ), where µ ⊂ λ and α
represents a tangent direction to µ, as in Theorem 3.6.
We work in the unit length locus P1Tg and it’s quotient P1Mg. The latter has volume 1
with respect to each “stratum” measure νκ (for which regular pairs of symbol κ are generic); see
Theorem 3.1.
As we split a geometric train track for a pair by taking a small parameter ǫ to zero, the
measures deposited on the thin split track are very small. The next proposition states that for νκ
almost every pair, there is an infinite collection of “stopping times,” where the measure deposited
on the corresponding tracks is “balanced.”
Proposition 3.7. For νκ-almost every pair (Z, µ) ∈ P1T regg (κ), there are constants 0 < m ≤ M
and a sequence ǫ0, ǫ1, ... tending to zero, such that the weights of µ deposited on the branches of
τn = τ(Z, µ, ǫn) are bounded between m log(1/ǫn) and M log(1/ǫn) for all n.
Proof. First, we identify a νκ-full measure subset of P1T regg (κ) for which we claim the proposition
holds. The map H : P1T regg (κ) → Q1Tg taking (Z, λ) to the quadratic differential with vertical
trajectories Hλ(Z) and horizontal trajectories λ pushes the stratum measure νκ forward to the
Masur-Veech measure νflatκ on the corresponding component of the stratum Q(κ) of quadratic
differentials as in Theorem 3.1. We consider now the full preimage R−κ ⊂ Q(κ) of differen-
tials in Q(κ)/Mod(S) with no horizontal saddle connections that recur in backward time under
Teichmüller geodesic flow to a compact subset of Q(κ)/Mod(S).6 We know that R−κ has full
6Having a horizontal saddle connection is a countable collection of positive codimension, locally linear equa-




measure, for example, because the Teichmüller geodesic flow is ergodic with respect to νflatκ on
the moduli space Q1Mg [Mas82, Mas85, Vee86].
Then for each q ∈ R−κ , we let Kq ⊂ Q1Mg be a compact to which (the projection of) g−t.q
recurs, and choose a sequence t0, t1, ... so that g−tn .q ∈ Kq for all n. Taking (Z, µ) = H−1(q),
if t0 is sufficiently large, then the ǫn = e
−etn -horocyclic neighborhood of µ on Z is a generic
geometric train track neighborhood τn = τ(Z, µ, ǫn) carrying µ (perhaps after adjusting tn by a
small amount).
Topologically, there is a triangulation Tn of Z which is dual to the cellulation defined by τn,
and whose vertices correspond to the centers of the regular ideal polygonal components of Z \µ.
This triangulation Tn naturally defines a triangulation of q = H(X,µ) by saddle connections
(with the same name), and the magnitude of the imaginary part of the holonomy (which we now
call height) of every edge is exactly the weight deposited by µ on the dual branch of the train
track τn [CF21, Section 10.2 and Theorem 13.13].
By Proposition 3.3 item (1), the total length of τn on Z is at most Ln = 6|χ(S)|eti which
coincides with the sum of the magnitudes of the width, i.e. the magnitude of the real part, of
each edge in Tn. Thus no saddle connection in Tn has width greater than Ln in absolute value.
By compactness, for any differential in Kq, there is an upper bound M and a lower bound m
to the height of any saddle connection with width at most 6|χ(S)|; indeed there is a uniformly
bounded number of such saddle connections on any q′ ∈ Kq, and their heights vary continuously.
Now we apply the Teichmüller geodesic flow backward for time tn: the width of every edge of
the triangulation Tn is scaled by a factor of e
−tn in qn = g−tn .q (compared to its width in q), so
no edge of Tn has width more than 6|χ(S)| on qn. The projection of qn to Q(κ)/Mod(S) lands
in Kq, so the heights are bounded between m and M . Again, the (backward) geodesic flow at
time tn scales the height of every edge of Tn by a factor of e
tn . We conclude that the height of
any edge in Tn is bounded between e
−tnm and e−tnM in q for all n.
By construction, this implies that the measure that µ deposits on each branch of τn is bounded
between e−tnm and e−tnM . We recall that log 1/ǫn = e
−tn so that the proposition is proved. 
Remark 3.8. The map H conjugates the (generalized) Thurston stretch flow to Teichmüller
geodesic flow. In fact, the proof of Proposition 3.7 could have been stated and proved in this
context with the anti-stretch flow “refocusing” the long, thin train tracks τn at scale e
−etn with
length 6|χ(S)|etn to thicker horocyclic spike foliated neighborhoods of µ on the anti-stretched
surface Zµ−tn defined by parameter e
−etne−tn = e−1 with length 6|χ(S)|. This is a consequence of
the fact that generalized stretch (and anti-stretch) rays take horocycles of length ǫ to horocycles
of length ǫe
±t
, hence horocyclic spike neighborhoods to such.
We let Rκ ⊂ MLκ(S) be such that µ ∈ Rκ if there is a surface Z ∈ T µ(S) such that the
conclusion of Proposition 3.7 holds for the pair (Z, µ). Using local measurable trivializations of
νκ and Fubinni’s Theorem, Rκ has full κ-Thurston measure in MLκ(S).7 For every µ ∈ Rκ and
for the countable collection of stopping times provided by Proposition 3.7, we can guarantee that
Hausdorff distance between µs and µ = µ0 is controlled as an explicit function of s.
Theorem 3.9. For almost every µ ∈ MLκ(S) and any chain recurrent diagonal extension λ,
for every α ∈ H(λ) representing a tangent vector to µ in ML(S), and every Z ∈ T (S), there
are constants C′ ≥ 1, c ≥ 1, and a ∈ (0, 1] depending on µ, the size of α, and Z such that the
following holds.
There is a sequence ǫ1, ǫ2, ... tending to 0 such that if s ≤ C′(log 1/ǫn)−2, then a cǫan neigh-
borhood of µs on Z contains µ. Moreover, the dependence of C
′, c, a is continuous in Z.
7Although the κ-Thurston measure is locally infinite, the stratum measure νκ is locally finite.
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Proof. Since µ ∈ Rκ, there is a surface Z ′ ∈ T µ(S) such that H(Z ′, µ) ∈ R−κ , and we can apply
Proposition 3.7 to obtain 0 < m ≤ M and ǫ0, ǫ1, ... such that the measure deposited by µ on the
branches of the track τn = τ(Z
′, µ, ǫn) are bounded above and below by Me
−tn and me−tn for
all n.
We claim that the weights deposited by µ+sα on a diagonal extension τ ′n of τn (corresponding
to the isolated leaves of λ) are non-negative, and hence that µs is carried on τ
′
n. Indeed, consider
a branch b of τ ′n for which α(tb) < 0. Necessarily, tb corresponds to a branch of τn, by Theorem
3.6. Using Lemma 3.5, we have
µ(tb)− s|α(tb)| ≥ me−tn − sC‖α‖etn ,
where ‖α‖ is the largest magnitude weight deposited on τ0 by α and C = 9|χ(S)|/ inj(Z). This
is non-negative if s ≤ C‖α‖m e2tn . So if s is at least this small, µs must be carried by τ ′n, since all
other weights are clearly non-negative.
Adjusting τn by isotopy if necessary, the average geodesic curvature of long train paths in τn
can be made arbitrarily small as n → ∞. It follows that there are scalars k1, k2, ... decreasing to
1, such that µs, straightened in Z
′ lies in the knǫn-neighborhood of τ
′
n as long as s ≤ mC‖α‖e−2tn =
m
C‖α‖ log(1/ǫn)
−2. Furthermore, µ is carried by τ ′n, so its straightening is also contained in the
knǫn-neighborhood of τn ⊂ τ ′n.
Let µ ⊂ λ′ ⊂ λ be the diagonal extension of µ on which α is supported. We have proved
that dHZ′(µs, λ
′) ≤ knǫn as long as s ≤ C′ log(1/ǫn)−2. The Hausdorff metrics on the space of
chain recurrent geodesic laminations are all Hölder equivalent to one another [ZB04], so there
are constants c′ ≥ 1 and a ∈ (0, 1] depending on (a compact subset around) Z and Z ′ such that
dHZ (µs, λ
′) ≤ c′(knǫn)a ≤ cǫan,
for c chosen appropriately, which implies the theorem. 
Remark 3.10. We point out that an investigation of a cocycle in the sense of dynamical systems,
analogous to the Kontsevich-Zorich cocycle, of the measurable Thurston stretch flow could lead
to finer estimates in Theorem 3.9 for νκ almost every pair (Z, µ), and paths µs = µ + sα in
ML(S) defined by tangent directions α to µ.
We will need the following geometric estimate on the angle made by any pair of leaves of
geodesic laminations which are Hausdorff close in some metric.
Lemma 3.11. Let Z ∈ T (S)≥δ, and λ, λ′ ∈ GL0(S), and suppose that λ′ is contained in an
ǫ-neighborhood of λ ⊂ Z. There is a corresponding horocyclic foliated neighborhood Nǫ(λ)
collapsing to a geometric train track τ(Z, λ, ǫ) and a minimal subtrack τ ′ carrying λ′ such that
for every every leaf ℓ of λ passing through a branch of τ ′, and every leaf ℓ′ of λ′, the angle made
by ℓ and ℓ′ at any point of intersection is at most Cǫ2, where C depends only on δ and the
topology of S.
Proof. The first hypothesis implies that λ′ is contained in the ǫ-neighborhood of the horocyclic
spike neighborhood Nǫ(λ) with ǫ < δ/2, and τ ′ is obtained by removing the branches of τ that
do not meet a leaf of λ2.
Taking ℓ and ℓ′, as in the statement of the lemma, we choose a point of intersection p ∈ ℓ ⋔ ℓ′.
Then ℓ and ℓ′ fellow travel along a train path of length at least log 1/ǫ in one direction at distance
bounded by ǫ(E + 2), with E as in Proposition 3.3 item (3). An easy computation in the disk
model then provides provides a constant depending on E (hence δ and |χ(S)|), such that the
angle between lifts of ℓ and ℓ′ meeting at p is at most Cǫ2, which is what we wanted. 
Now we give an estimate to show that when a compact geodesic segment k meets λ and λ′,
then nearby angles made with leaves of λ are close to the angles made with leaves of λ′.
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Lemma 3.12. For Z, δ, λ, λ′, and τ ′ as in the statement of Lemma 3.11. Let k a geodesic
transversal to a branch b of τ ′, meeting leaves ℓ and ℓ′ of λ and λ′, denoting by θ and θ′ ∈ (0, π)
the angles made between ℓ and k and ℓ′ and k, respectively. Then we have
| cos(θ) − cos(θ′)| = O(ǫ2),
with implicit constants depending on δ and the angle made by k with b.
Proof. From the previous Lemma 3.11, we know that the angle made by ℓ and ℓ′ at their point q of
intersection in the universal cover is at most O(ǫ2). We consider the geodesic triangle ∆(p, p′, q),
where p and p′ are intersection points of k with ℓ and ℓ′ in the foliated rectangle collapsing to b,
respectively (also lifted to the universal cover).
The area of a geodesic triangle is at bounded by the length of any of its sides (see, e.g.,
[Thu82]). The length of the side corresponding to k is at most AEǫ, where A depends on the
min and max angles made between k and λ, λ′. Without loss of generality, the interior angles of
the triangle at p and p′ are θ and π − θ′. Using Gauss-Bonnet for geodesic triangles, we have
AEǫ ≥ Area(∆(p, p′, q)) ≥ π − (π − θ′)− θ − Cǫ2.
Thus |θ′ − θ| ≤ Cǫ2 +AEǫ = O(ǫ). Expanding cos(x) at x = θ, we estimate that
| cos(θ′)− cos(θ)| = cos′(θ)O(ǫ)2 +O(ǫ4) = O(ǫ2),
with implicit constants as indicated. 
4. Product Distributions and shearing cocycles
In this section, we make sense of the double integrals with respect to the product distribution
α ⊗ β evaluated on nice enough functions. We observe that Fubini’s Theorem holds for Hölder
distributions, thought of as Hölder currents on the space of geodesics of S, for functions that are
in the closure of simple tensors (Lemma 4.1). Then the geometric intersection form is extended
to transverse Hölder cocycles, and we explain its meaning as the second derivative of the usual
intersection form on ML(S) (Lemma 4.2).
Next, we establish some basic estimates, most of which can be extracted from [Bon97b, Bon97a,
Bon96]. And show that certain “Riemann sums” can be used to compute double integrals of
Hölder functions for which we can apply Fubini’s Theorem (Proposition 4.5). The proof of this
proposition is more technical than anticipated; it is also more general than what we require in
Section 5 to establish Theorem 1.2, where we only consider smooth functions.
We conclude with a description of Bonahon’s shearing cocyles associated to a Hölder cocycle
on a maximal geodesic lamination. These shearing cocyles correspond to (germs of) analytic
paths in T (S).
4.1. Currents and intersection. A geodesic Hölder current is a Hölder distribution on the
space G(S̃) of geodesics in the universal cover which is invariant under the action of π1(S)
by covering transformations. The space of geodesics has a well defined bi-Hölder structure,
independent of negatively curved metric on S. Given λi ∈ GL0(S) and Hölder cocyles αi ∈ H(λi)
(i = 1, 2), we can associate uniquely a geodesic Hölder current to αi whose support is contained
in the leaves of λ̃i [Bon97b, Proposition 5]. We form the tensor product Hölder distribution
α1 ⊗ α2 on the product G(S̃)× G(S̃) which is again invariant by covering transformations.
The support of α1⊗α2 is equal to the support of α1 times the support of α2, and the support
of αi is contained in λ̃i. Thus for any Hölder continuous function f : G(S̃)×G(S̃) → R, we have
α1 ⊗ α2(f) = α1 ⊗ α2(f |λ̃1⋔λ̃2), where λ̃1 ⋔ λ̃2 denotes the subset (h1, h2) ∈ λ̃1 × λ̃2 such that
the endpoints of h1 are interlaced with the endpoints of h2 in the circle at infinity, i.e. h1 meets
h2 transversally in H
2.
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We define DG(S̃) as the subspace of G(S̃)×G(S̃) consisting of geodesics meeting transversally
and denote by DG(S) the quotient by the diagonal action of π1(S), which is free and properly
discontinuous. A choice of hyperbolic metric Z ∈ T (S) on S identifies DG(S) homomorphically
with the total space of the bundle PT (S)⊕ PT (S) \∆ equipped with a bundle projection to S.
We can endow DG(S) with an isotopy class of Riemannian metric mZ such that the right action
of a maximal compact K ≤ Isom+(Z̃) on each factor of the fiber over a point of Z, is isometric.
We let DG(Z) denote DG(S) equipped with the isotopy class of mZ .
The following Fubini-type theorem for distributions on DG(S) follows from the analogous
result for distributions on R4.
Lemma 4.1 (c.f. Theorem 40.4 of [Trè06]). Given Z ∈ T (S), suppose that f ∈ Ha(DG(Z)) is
in the closure of the linear span of simple tensors Ha(G(Z)) ⊗ Ha(G(Z)) (with respect to the
a-Hölder norm), then









In other words, Fubini’s Theorem holds. In particular, if f is smooth, then (10) holds.
Sketch of proof. We have already observed above, for any π1(S)-invariant Hölder continuous
function f : G(S̃)× G(S̃) → R, that α1 ⊗ α2(f) = α1 ⊗ α2(f |λ1⋔λ2). Then f |λ1⋔λ2 has compact
support contained in (a fundamental domain for) DG(S).
For compactly supported a-Hölder continuous functions fi : G(S̃) → R, the product f(x, y) =
f1(x)f2(y) is compactly supported on G(S̃) × G(S̃) and a-Hölder continuous. Equality (10)
clearly holds for such simple tensors, finite linear combinations of simple tensors, and limits of
finite linear combinations of simple tensors, by linearity and continuity of the distributions α1,
α2, and α1 ⊗ α2 restricted to a-Hölder functions. Moreover, the closure of compactly supported
smooth simple tensors C∞c (G(Z))⊗C∞c (G(Z)) contains C∞c (DG(Z)) with respect to the a-Hölder
norm for any a ∈ (0, 1), and this completes the proof of the lemma. 
Now, given λ1, λ2 ∈ GL0(S) and αi ∈ H(λi), we define the intersection number




The intersection number between transverse Hölder distributions is a natural extension of the
intersection number of the space of measured laminations.
Lemma 4.2. With respect to an auxiliary hyperbolic metric Z ∈ T (S), the intersection number
can be computed on (geometric) train tracks τ1 = τ(Z, λ1, ǫ1) and τ2 = τ(Z, λ2, ǫ2) carrying λ1
and λ2 with small geodesic curvature, respectively as follows:




where ti(p) is a tie of τi through p.
The intersection number defines a bilinear pairing H(λ1) × H(λ2) → R, and if α1 and α2
represent tangent vectors to measures µ1 and µ2 with support contained in λ1 and λ2, respectively,
then i(α1, α2) is the second derivative of the geometric intersection pairing i : ML(S)×ML(S) →
R≥0 at the point (µ1, µ2) in the directions α1 and α2.
Proof. That τ1 and τ2 are geometric with small geodesic curvature on Z ensures that they are
in minimal position. The support of α1 ⊗α2 is contained in the transverse intersections between
λ1 and λ2; take a geodesic quadrilateral Qp for each intersection p ∈ τ1 ⋔ τ2 with opposite sides




α1(t1(p))α2(t2(p)) is immediate from Lemma 4.1. By finite additivity and transverse invariance,
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any subdivision of Qp into smaller rectangles with smaller transversals yields the same result
after summation.
Note that (11) is identical to the expression for the geometric intersection pairing between
measures carried by τ1 and τ2. Indeed, the non-negative cone in the weight space of W (τi)
defines a (possibly high codimension) subspace of measures in ML(S), for i = 1, 2, and the
intersection pairing is bilinear restricted to pairs of measured laminations in the product of
these convex cones; a coordinate expression is given by (11). Using the canonical isomorphisms
W (τi) ∼= H(λi), we have demonstrated bilinearity of i : H(λ1)×H(λ2) → R.
For each measure µi, there is a convex cone with finitely many sides in H(λi) ∼= W (τi) that
represents a linear fragment of the one sided tangent space to µi inML(S) (see [Bon97a, Theorem
22] or Section 3.4). For each pair α1 and α2 in these tangent cones and small positive s and t,
µ1 + sα1 and µ2 + tα2 define measured laminations carried by τ1 and τ2, respectively. As in the
previous paragraph, the intersection form on non-positive cones extends by the same formula to






|s=0+ i(µ1 + sα1, µ2 + tα2) =
d
dt
|t=0+i(α1, µ2 + tα2) = i(α1, α2).
This completes the proof of the lemma. 
4.2. Integration. We will integrate transverse Hölder distributions with respect to Hölder con-
tinuous functions f : k → R on transverse arcs k. The integral turns out to only depend on the
restriction of f to k ∩ λ [Bon97b, Lemma 1]. The fact that k ∩ λ has Hausdorff dimension 0
[BS85] is an important ingredient in establishing the following integral formula.




f dα is given by





where the sum is taken over all components d ⊂ k \ λ except for the two extreme components.







denote the a-Hölder norm of f restricted to λ∩k. We also define α(k) =
∫
k
dα. The following can
be extracted from the proof of [Bon97b, Theorem 11], but we include a proof here for convenience
of the reader.
Lemma 4.4. Let λ ∈ GL0(S), α ∈ H(λ), Z ∈ T (S)≥δ, f ∈ Ha(k), and ǫ > 0. Let τǫ = τ(Z, λ, ǫ)
be a geometric train track, and let k be a geodesic transversal to a branch b of τǫ. There exists
C > 0 depending on the topology of S, the angle that k makes with λ, δ, and a such that if ǫ is
small enough, then
∣∣α(f)− α(k)f(k+)
∣∣ ≤ C‖f‖a · ‖α‖ǫa.
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≤ C‖α‖ · ‖f‖aǫa.
We have used Proposition 3.3 item (2) and all three items of Lemma 3.4 to justify the inequal-
ities. 
In general, we can approximate α1 ⊗ α2(f) by “Riemann sums” of the form




where ti(p) is a tie for τi(ǫ) = τ(λi, Z, ǫ) through points p chosen in the set of transverse inter-
sections λ1 ⋔ λ2 corresponding to the intersections τ1(ǫ) ⋔ τ2(ǫ) ⊂ Z, for i = 1, 2.
Setting notation for the proposition, take ǫ0 small enough so that τi(ǫ0) both define train track
neighborhoods, and W (τi(ǫ0)) ∼= H(λi). By ‖αi‖, we mean the ℓ∞ norm on Rb(τi(ǫ0)).
Proposition 4.5. With notation as above, then the Riemann sums (α1 ⊗ α2)ǫ(f) converge to
α1 ⊗ α2(f) as ǫ → 0, for any π1(S)-invariant a-Hölder function f : G(S̃) × G(S̃) → R in the
closure of the linear span of simple tensors Ha(G(S̃)) ⊗Ha(G(S̃)). Moreover the convergence is
at rate





where b ∈ (0, a). The implicit constants depend (continuously) on b, ‖f‖a, ‖α1‖, ‖α2‖, inj(Z),
and the topology of S.
Proof. First we note that α1 ⊗ α2 is supported on λ1 ⋔ λ2, and on our reference surface Z,
these transverse intersections are contained in the union ∪Qp of geodesic quadrilaterals, as in the
proof of Lemma 4.2. So, we may think of f as a Hölder continuous function on Z, supported on
λ1 ⋔ λ2, and write






f − f(p) dα1dα2
∣∣∣∣∣ .(13)





for measures µ does not necessarily hold for general distributions, as our ‘integrals’ are signed.
As such, we will need to use care when distributing absolute value signs. For instance, by the
triangle inequality and Fubini’s Theorem for distributions which are Hölder approximated by










where x represents a geodesic segment of λ1∩Qp and y represents a geodesic segment of λ2∩Qp,
so that (x, y) ∈ Z represents their intersection, and we take p = (xp, yp).
For y fixed, we denote fy(x) = f(x, y) and define Fp(y) =
∫
fy(x)− f(xp, yp) dα1(x). In order
to evaluate the iterated integral above, we need to know that Fp(y) is b-Hölder continuous for
some b.
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Claim 4.6. For ǫ small enough and all p, Fp(y) is b-Hölder continuous for b ∈ (0, a).
Proof of Claim 4.6. Let y1, y2 be segments of leaves of λ2 ∩ Qp at Hausdorff distance ∆ < Eǫ,
which is a bound for the width of the ǫ-horocyclic neighborhood of λ2 (Proposition 3.3 item (3)).
We consider
|Fp(y1)− Fp(y2)| ≤ |α1(fy1 − fy2)− α1(t1(p))(fy1(x+)− fy2(x+))|(14)
+ |α1(t1(p))| · |(fy1(x+)− fy2(x+))|,
where x+ is the last intersection of y1 and y2 with a leaf of λ1 in Qp. Note that the intersections
y1 with λ1 and y2 with λ2 are in bi-Hölder correspondence, so it makes sense to compare these
functions. Using the fact that f is a-Hölder and Lemma 3.5, we know
|α1(t1(p))| · |(fy1(x+)− fy2(x+))| ≤ C‖α‖ log(1/ǫ)‖f‖a∆a.(15)











where the sum is taken over components d not containing an endpoint of a geodesic transversal
k (which we could take to be y1 or y2, for example).
We separate this sum into two pieces. Namely, we organize the components d according to
their divergence radius (measured with respect to τ1(ǫ)), and separate out those which have
depth at most k, whose value will be determined later. Proceeding as in the proof of Lemma 4.4,
we can bound the previous equation by
∑
r(d)≤k




|α(kd)||(fy1(d−)− fy1(d+)) + (fy2(d+)− fy2(d−))|









≤ 6|χ(S)|C log(1/ǫ)‖α‖ · ‖f‖a
(









, which means we should choose k on the order of 9|χ(S)|2δ log(ǫ/δ).
Substituting k chosen above back in, we obtain the upper bound (16) = O(∆b), where b ∈
(0, a). Together with (15), we have bounded (14) byO(∆b) for b ∈ (0, a). Since ∆ was the distance
between y1 and y2, this completes the proof of the claim that Fp is b-Hölder continuous. 
We have shown that the iterated integrals, summed over p, make sense, and therefore proceed
to bound them. We now recall that Proposition 3.3 item (4) tells us that there are at most
O(log2 1/ǫ) intersection points p, and so it suffices to bound any of the integrals in the sum. As







∣∣∣∣+ |α2(t2(p))| · |Fp(y+)|
≤ C‖Fp‖b‖α2‖ǫb + C log(1/ǫ)‖α2‖|Fp(y+)|,(17)
Where we have used Lemma 4.4 and Lemma 3.5 to move from the first to the second line of the
inequality. If now we can provide a good bound for ‖Fp‖b in terms of ǫ, then we will arrive at
the proposition.
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+O(1), where b ∈ (0, a).









fy(x) − fy(x+) dα1(x)
∣∣∣∣+ |α1(t1(p))| · |f(x+, y)− f(xp, yp)|





for b ∈ (0, a). Going from the second line to the third, we invoke Lemma 4.4, Lemma 3.5, and
the Proposition 3.3 item (3) to see that diam(Qp) ≤ 2Eǫ; it is also clear that ‖fy‖a ≤ ‖f‖a.
Thus we have bounded ‖Fp‖∞, while the proof of Claim 4.6 provides the second bound of













with b ∈ (0, a). We have already observed that the quantity (13) which we are trying to bound
is the sum over O(log2(1/ǫ))-many points p of terms given above. This gives the final estimate
O(log2(1/ǫ)ǫb) = O(ǫc) for any c ∈ (0, a), and concludes the proof of the proposition. 
4.3. Shearing deformations. We recall the construction of shearing deformations and shearing
cocycles introduced in [Bon96, §5], although we follow (more) closely the exposition and notation
given in [BS03]. We fix a hyperbolic structure Z ∈ T (S) and maximal chain recurrent geodesic
lamination λ ∈ GL0(Z) and consider a transverse Hölder cocycle α ∈ H(λ). For small time






→ Isom+(Z̃) ∼= PSL2 R,
which is constant on the triangular complementary components.
Intuitively, Etα explains how to cut Z̃ apart along λ̃ and reglue equivariantly by right- and left-
earthquakes. We will see that the recipe for this deformation involves infinite ordered products
of parabolic isometries of the plane, adjusting the shearing of complementary triangles relative to
one another, and convergence is not automatic (as would essentially be the case if we were dealing
with right-earthquakes or left-earthquakes, exclusively). Formally, the shearing cocycle defines a
one-parameter analytic family of discrete and faithful representations ρtα : π1(Z, z) → Isom+ Z̃,
given by post-composition: if γ ∈ π1(Z, z) ≤ Isom+ Z̃, then
ρtα(γ) := E
tα(Tz, γTz) ◦ γ,
where Tz ⊂ Z̃ \ λ̃ is a fixed lift of a triangle containing a lift of the basepoint z [Bon96]. We
hence obtain an analytic one-parameter family EtαZ = [Z̃/ρtα] ∈ T (S).
With Tz fixed, we can define a partial order < on the components of Z̃ \ λ̃ different from
Tz: for such components T and T
′, we declare that T < T ′ if T separates T ′ from Tz. A non-
backtracking path kT starting at Tz and ending in some component T gives an orientation to
all geodesics of λ̃ that it meets making the intersection positive with respect to the underlying






meeting kT , where g
T ′
2 is closest to Tz. Let kT ′ be the restriction of kT from it’s start to some
point of intersection with T ′, and take α(T ′) = α(kT ′) = α(Tz , T
′).
For an oriented geodesic g ⊂ H2, Eag is the hyperbolic translation along g with (signed)





for a ∈ R, called the elementary shear in T .
We may now define




















as the chain T1 < T2 < ... < Tn < T increases to the set of all triangles smaller than T . It was
shown in [Bon96, §5] that the limit exists for α small enough compared to inj(Z), and defines a
π1(Z, z)-equivariant cocycle.
Under the shear coordinates described earlier (Theorem 2.2), we have
σλ(E
tαZ) = σλ(Z) + tα ∈ H+(λ).
5. A cosine formula
The goal of this section is to compute the Poisson bracket between length functions for trans-
verse Hölder distributions on transversally intersecting geodesic laminations. We consider the
change of length of a transverse cocycle supported on λ1 under a deformation in the direction of
a transverse cocycle supported on λ2.
More precisely, let α1 ∈ H(λ1) and α2 ∈ H(λ2), and consider the shearing vector fields
Xα1 := (σ
−1
µ )∗α1 and Xα2 := (σ
−1
ν )∗α2 on T (S). We would like to compute dℓα1Xα2 , which by
Lemma 2.4, is equivalent to computing the Poisson bracket
{ℓα1 , ℓα2} = ωWP(Xα1 , Xα2) = −{ℓα2, ℓα1}.
Note that when µ ∈ H(λ1) and ν ∈ H(λ2) are (positive) measures, then Kerckhoff’s cosine
formula [Ker83, Lemma 3.2] (see also [Wol83, Theorem 3.3]) gives




where if p ∈ λ1 ⋔ λ2, then cos(λ1, λ2)(p) is the cosine of the angle from the corresponding leaf of
λ1 measured in the positive direction to the corresponding leaf of λ2 near p on Z.
Our main result in this section is the following generalization of (19).
Theorem 5.1. For κ-Thurston almost every µ ∈ ML∆(S) with chain recurrent diagonal ex-
tension λ1, for every chain recurrent geodesic lamination λ2, α2 ∈ H(λ2), and Z ∈ T (S), if
α1 ∈ H(λ1) represents a tangent vector to µ in ML(S), then




Remark 5.2. We only use the restrictive hypotheses on µ and and λ1 in the final limiting
argument, so Lemma 5.3 and Proposition 5.4 hold without qualification for all α1 ∈ H(λ1) and
α2 ∈ H(λ2), and λ1 is allowed to be any chain recurrent geodesic lamination. It is natural to ask
whether this restriction is necessary or not, especially given the asymmetry of theorem and the
(anti-)symmetry of the Poisson Bracket.
We may sometimes denote the corresponding function as Cos(α, β) : T (S) → R. Our proof of
Theorem 5.1, which occupies the rest of this section, follows the strategy of [EM06, §II.3.9] for
simple curves and the limiting argument of [Ker85] for measures on laminations. A more delicate
limiting argument proves the theorem for general transverse Hölder distributions.
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Lemma 5.3. Let γ be a closed geodesic in Z, λ be a chain recurrent geodesic lamination and
α ∈ H(λ). Then
{ℓγ , ℓα}(Z) = dℓγXα(Z) =
∫
γ




Proof. This is a relatively straightforward computation following [EM06, §II.3.9]; we include the
details for completeness.
Let γ ∈ π1(Z, z) ≤ Isom+(Z̃) ∼= PSL2 R. The absolute value τ(γ) = τ of the trace of either
lift of γ to SL2 R is related to the translation length ℓ(γ) = ℓ by
2 exp(ℓ/2) = τ +
√
τ2 − 4.









Complete λ to a maximal chain recurrent geodesic lamination, and view α as a transverse
cocycle on the new object. For T < γ.Tx, and t ≥ 0, we would like to calculate the trace Etα(T )T γ,
which is invariant by conjugation. We may therefore normalize the situation in the upper half
plane as follows: gT2 is the geodesic between 0 and ∞, gT1 is the geodesic between 1 and infinity,
and γ goes from a < 0 to b > 0. The matrix representing γ in SL2 R with respect to this




beℓ/2 − ae−ℓ/2 ab(e−ℓ/2 − eℓ/2)


























Direct computation along this path yields
dτ
dt














The center of the Euclidean circle joining a to b is (b + a)/2 and its radius is (b − a)/2. An
exercise in Euclidean trigonometry shows that




















b − a ,
where cos(γ, gTi ) is the cosine of the angle from γ to g
T
i in the positive direction. Thus
dℓ
dt
|t=0 = α(T )
(
cos(γ, gT2 )− cos(γ, gT1 )
)
.




γ is given by
dℓ
dt
|t=0 = α(γ.Tz) cos(γ, gγ.Tz2 ).






















cos(γ, gTi2 )− cos(γ, gTi1 )
)
+ cos(γ, gγ.Tz2 ).
The function cos(γ, µ) is c-Lipschitz for some universal c > 1 [Ker83, Lemma 1.1], so by
Theorem 4.3, this series converges to α (cos(γ, λ)) as the chain T1 < ... < Tn < γ.Tz increases to
{T : T < γ.Tx}.
The family ρt(γ) = E
tα(Tz, γ.Tz) ◦ γ varies holomorphically in a small complex parameter t












|t=0ρt,n(γ) = α (cos(γ, λ)) ,
which is what we wanted to prove. 
Given λ1 and λ2 ∈ GL0(S), let τ1(ǫ) and τ2(ǫ) be geometric train tracks constructed from
(Z, λ1, ǫ) and (Z, λ2, ǫ), respectively, where 0 < ǫ ≤ inj(Z)/2, as in Section 3.3. Let p denote a
point of transverse intersection, and Qp be the corresponding geodesic quadrilateral with opposite
sides contained in leaves of λ1 and λ2. We establish the following special case of Theorem 5.1 by
a limiting argument; compare with [Ker85, Proposition 2.5]. Most of the technical work for the
proof was done in Section 4.
Proposition 5.4. For any λ1 and λ2, chain recurrent geodesic laminations on Z ∈ T (S), α ∈





Proof. It suffices to prove that if γi is a sequence of weighted multicurves converging in measure
to ν, then ∫∫
Z




uniformly on compact subsets of T (S). Indeed, we know that ℓγi → ℓν and that dℓγiXα =∫∫
cos(γi, λ1) dαdγi by Lemma 5.3, so if the convergence is uniform near Z, then dℓνXα(Z) =∫∫
Z cos(λ2, λ1) dαdν.
We consider ǫ0 ≤ inj(Z)/2 and construct τ1(ǫ0) and τ2(ǫ0), endowing the weight spaces with
the restriction of ℓ∞ norms ‖ · ‖ on Rb(τ(ǫ0)), i = 1, 2. For ǫ < ǫ0, we consider the geodesic
quadrilaterals Qp corresponding to intersection points p ∈ µ ⋔ ν near transverse intersection
points τµ(ǫ) ⋔ τν(ǫ). The functions cosZ(λ2, λ1) and cosZ(γi, λ1) are restrictions of a smooth
function cosZ : DG(Z) → R to the support of α⊗ ν and α⊗ γi, respectively; see Section 4.
In particular, the derivative of cosZ is bounded on the (compact) support of cosZ(λ2, λ1); thus
cosZ(λ2, λ1) is Lipschitz (in fact c-Lipschitz for a universal constant c [Ker83, Lemma 1.1]). We
can therefore apply Proposition 4.5 to see that
|(α⊗ ν)ǫ(cosZ(λ2, λ1))− α⊗ ν(cosZ(λ2, λ1))| = O(ǫa),
for a ∈ (0, 1) and where the implicit constants depend continuously on inj(Z), the Lipschitz
constant c of cosZ(λ2, λ1) as well as ‖α‖, ‖ν‖, a, and the topology of S.
For a fixed ǫ and i large enough, γi is carried fully by τ2(ǫ), i.e. gives every branch of τ2(ǫ)
positive measure. We can agin apply the proof of Proposition 4.5 to see that
|(α⊗ γi)ǫ(cosZ(γi, λ1))− α⊗ ν(cosZ(γi, λ1))| = O(ǫa),
for a ∈ (0, 1) and implicit constants depending all all of the same data replacing ‖ν‖ with ‖γi‖.
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It therefore suffices to compare the Riemann sums directly; we borrow notation for the Rie-
mann sum from the proof of Proposition 4.5, and choose the points pi ∈ γi ∩ λ1 and p ∈ λ2 ∩ λ1
on the same leaf of λ.





holds for i large enough compared to ǫ. Furthermore, passing to a subsequence, we can assume
that |γi(t2(p))− ν(t2(p))| = O(ǫ) for all p and i large enough.
Since γi is carried on τ2(ǫ), it is contained in an O(ǫ) neighborhood of λ2. We can apply
Lemmas 3.11 and 3.12 to obtain





for i large enough. As in the proof of Proposition 4.5, there are at most O(log2 1/ǫ) intersec-
tion points over which we sum, and |α(t1(p))| = O(log 1/ǫ) (Lemma 3.5). Combining these








for a ∈ (0, 1), and all implicit constants depending continuously inj(Z) and the other relevant
data.
By the triangle inequality, convergence of the Riemann sums approximating
∫∫
Z cos(λ2, λ1) dαdν
are approximated uniformly by those approximating
∫∫
Z cos(γi, λ1) dαdγi on compact sets of
T (S), and the proposition follows. 
To prove the general statement of Theorem 5.1, without loss of generality, we regard α1 ∈





where µs := µ+sα1 represents a measured lamination carried on a train track τ1(ǫ0) = τ(Z, λ1, ǫ)
for small enough s.
We know that ℓs are analytic functions converging to the analytic function ℓα1 on T (S) (see
(4)). We want to prove that the derivatives converge to the cosine formula from the theorem
statement uniformly near Z as s → 0.









We have assumed that µ is generic in the sense of Theorem 3.9, so there is a sequence ǫ1, ǫ2, ...
tending to zero, constants C′ > 0, c ≥ 1 and a ∈ (0, 1] depending continuously on Z such that if
we take sn = C
′(log 1/ǫn)
−2, then a cǫan-neighborhood of λ1 contains µsn .
Then µsn is contained in the Ecǫ
a
n metric neighborhood of Ncǫan(λ1) → τn (with E as in
Proposition 3.3 item (3)). The Ecǫan-neighborhood of λ1 is foliated by leaves of the orthogeodesic
foliation, which is measure equivalent to the horocycle foliation near the spikes of λ1, c.f. [CF21,
Section 5]. Moreover, small broken orthogeodesic segments comprising leaves of the orthogeodesic
foliation in the spikes of λ1 converge to horocyclic arcs. From a short argument invoking negative
curvature and fellow traveling of geodesics near the switch leaves, it follows that there are ǫ′n not
much larger than Ecǫan such that Nǫ′n(λ1) contains µsn for all n. Take τi(ǫ′n) = τ(Z, ǫ′n, λi) to be
the corresponding geometric train tracks.
As in the proof of Proposition 5.4, each of the two terms in (20) is uniformly well approximated
by their Riemann sums at scale ǫ′n. Since µsn ≺ τ1(ǫ′n), we know that µsn(tb) = µ(tb) + snα1(tb)
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for all branches b or τ1(ǫ
′
n). Borrowing notation from Proposition 4.5, we can choose pn ∈ µsn∩λ2
and p ∈ λ1∩λ2 on the same leaf of λ2 as in the proof of Proposition 5.4. These points at distance
at most O(ǫ) apart; we abuse notation and write them as the same point. We can approximate






















cos(µsn , λ2)(p) · α2(t2(p))α1(t1(p)))
with error O(ǫ′n
b
) with b ∈ (0, 1] and uniform constants depending continuously on the relevant












again with error O(ǫ′n
b
) with b ∈ (0, 1] and uniform constants.
By the triangle inequality and Proposition 4.5, it therefore suffices to prove that the first term
in (21) goes to zero uniformly as n tends to infinity, and that the second term tends uniformly
to α2 ⊗ α1 (cosZ(λ1, λ2)). However, we will see that the first claim implies the second.
To see uniform convergence of the first term in (21), we apply Lemmas 3.11 and 3.12 to obtain














intersection points p, |α2(t2(p))| =
O(log(1/ǫ′n)), and |µ(t1(p))| = O(1). By our choice of sn, the absolute value of the first term in


















where b ∈ (0, 2a), uniformly near Z.
Now, essentially the same argument applied to the second term of (21), also invoking the




















for b ∈ (0, 2a), uniformly near Z. This completes the proof of the theorem. 
Applying Theorem 5.1 to the results of Section 2, and basic properties of the Poisson bracket
(Leibniz rule, antisymmetry, and linearity) we immediately obtain the following formula, which
is somewhat challenging to parse.
Corollary 5.5. We have an equality
{−Fµφ−1 , F νφ } =
3g−g∑
i,j=1
logλi logλj(ℓmiℓMj Cos(mi, Nj)+
ℓmiℓNj Cos(mi,Mj) + ℓniℓMj Cos(ni, Nj) + ℓniℓNj Cos(ni,Mj)).
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Remark 5.6. Along the invariant stretch line Ztµ = σ
−1
µ (e
t ∗ ν) = σ−1µ (etn1) for µ, many terms
vanish:





ℓMj Cos(n1, Nj) + ℓNj Cos(n1,Mj)
)
(Ztµ).
This expression can be considered as a measurement for how different the invariant stretch line
directed by µ is from the invariant stretch line directed by ν. This expression admits upper and
lower bounds, since it is invariant by φ.
Remark 5.7. Since ∗Mi = mi and ∗Ni = ni, if cos(µ, ν) were nearly a constant function c
bounded away from 0, we would have
∫∫
Z
cos(µ, ν) dnjdMi ≈ c
∫∫
Z
dnjdMi = ci(∗Nj,Mi) = cωTh(Nj ,Mi) = cδi,j ;
similarly Cos(nj , Ni) ≈ cωTh(Nj , Ni) = 0, and so on. Recall that the intersection number
between transverse Hölder distributions was discussed in Section 4.
We now give proofs of Corollaries 1.4 and 1.5 from the introduction.




ai,jXzi + ci,jXwi ,
from which will can write the jth column in the Jacobian matrix with respect to our chosen
symplectic bases.
We can solve for the coefficients ai,j and ci,j by using linearity of the symplectic form, the fact
that ωWP(Xzi , Xwi) = 1 = −ωWP(Xwi , Xzi), and Lemma 2.4 to deduce
−ci,j = ωWP(Xxj , Xzi) = {ℓxj , ℓzi} and ai,j = ωWP(Xxj , Xwi) = {ℓxj , ℓwi}
Applying Theorem 5.1 gives the formulae for ai,j and ci,j in terms of cosines. The computations
for the columns corresponding to Xyj are similar.










for symplectic matrices written in block form. 
Proof of Corollary 1.5. We write (σν)∗ Xα in a symplectic basis for H(ν) that includes the vector
ν. Including α in a symplectic basis for H(µ), we use Corollary 1.4 to compute
(σν)∗ Xα = (Σνλ)∗ α =
3g−3∑
i=1
−{ℓwi, ℓα}zi + {ℓzi, ℓα}wi.
The stretch vector field Xstretchν at Z is given by (σν)∗ X
stretch
ν = σν(Z) =
∑3g−3
i=1 −ℓwizi + ℓziwi

































cos(λ, ν) dαdσν (Z),
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where in the last line we have use linearity of the tensor product in the second factor, i.e.
3g−3∑
i=1
α⊗ ℓzi(Z)wi − α⊗ ℓwi(Z)zi = α⊗ σν(Z).
If α is a transverse measure µ, then d log ℓµX
stretch
ν (Z) < 1 with equality if and only if µ = ν
[Thu98, Section 5].












while ωTh(α, σν(Z)) = ℓα(Z). 
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[Trè06] F. Trèves, Topological vector spaces, distributions and kernels, Dover Publications, Inc., Mineola, NY,
2006, Unabridged republication of the 1967 original.
[Vee86] W. A. Veech, The Teichmüller geodesic flow, Ann. of Math. (2) 124 (1986), no. 3, 441–530.
[Wol83] S. Wolpert, On the symplectic geometry of deformations of a hyperbolic surface, Ann. of Math. (2)
117 (1983), no. 2, 207–234.
[Wol85] , On the Weil-Petersson geometry of the moduli space of curves, Amer. J. Math. 107 (1985),
no. 4, 969–997.
[ZB04] X. Zhu and F. Bonahon, The metric space of geodesic laminations on a surface. I, Geom. Topol. 8
(2004), 539–564.
James Farre, Department of Mathematics, Yale University
E-mail address: james.farre@yale.edu
Mathematisches Institut, Ruprecht-Karls Universität Heidelberg
E-mail address: jfarre@mathi.uni-heidelberg.de
