We present a B-spline K-matrix method for three-active-electron atoms in the presence of a polarizable core, with which it is possible to compute multichannel single-ionization scattering states with good accuracy. We illustrate the capabilities of the method by computing the parameters of several autoionizing states of the boron atom, with 
D
e symmetry, up to at least the 2p 2 ( 1 S) excitation threshold of the B II parent ion, as well as selected portions of the photoionization cross section from the ground state. Our results exhibit remarkable gauge consistency, they significantly extend the existing sparse record of data for the boron atom, and they are in good agreement with the few experimental and theoretical data available in the literature. These results open the way to extend to three-active-electron systems the spectral analysis of correlated wave packets in terms of accurate scattering states that has already been demonstrated for two-electron atoms in Argenti 
I. INTRODUCTION
Accurate records for photoexcitation and photoionization atomic spectra, obtained either from measurements or from state-of-the-art calculations, are instrumental in monitoring the properties of matter in extreme conditions, such as hightemperature plasma in laboratory [1] , in stellar coronas [2, 3] , and in black-hole accretion disks [4, 5] or the rarefied gases in galactic halos [6] and in the intergalactic medium [7] , which are traversed by ionizing radiation [8, 9] . Such atomic records are also essential to test new models for correlated electron dynamics in finite many-body systems.
On the experimental side, information on atomic spectra has been initially provided by classical spectroscopy and subsequently by photoionization experiments conducted with synchrotron radiation [10, 11] . Thanks to the technical advancements in the synchronization of light pulses [12] and in the detection methods for the charged fragments that emerge from the interaction region, the energy resolution of measurements conducted at synchrotron facilities has steadily increased [13] [14] [15] . Measurements of the autoionizing series in rare gases with a resolving power as high as 10 6 were recently reported [16] . Velocity-map imaging apparatuses [17] simplified the measurement of angularly resolved photoelectron spectra, while multiple detection techniques such as COLTRIMS [18] permit to do so for several charged fragments in coincidence. Furthermore, using lasers in association with synchrotron beamlines, it is possible to measure photoabsorption spectra from excited states [19, 20] . Recently, the study of photoionization processes has gained new momentum thanks to the advent of attosecond light sources [21] , which opened the way to the time-resolved study of electron photoemission and of correlated electron dynamics in atoms and molecules at its natural time scale [22] [23] [24] .
Most experimental measurements, however, concern rare gases or highly volatile elements. For other elements, which still represent a challenge due to the difficulty of preparing * luca.argenti@uam.es gaseous samples with sufficient optical density, theoretical calculations are a convenient alternative. In fact, computational methods are now able to provide theoretical spectra with an accuracy that is competitive with experiment [25] . Widely used codes for atomic photoionization implement the R-matrix method [26] . The Belfast atomic codes [27] , in particular, have been used to compile extensive databases of spectral data of astrophysical interest, such as the opacity project [28] [29] [30] [31] [32] and the Chianti project [33, 34] . The B-spline Rmatrix code [35] [36] [37] , a more recent example of this approach, has already been used to accurately reproduce several fully differential collisional and photoionization observables [38] . An alternative general-purpose atomic package, which makes use of exterior complex scaling instead of the R-matrix method, and which is based on a B-spline close-coupling (CC) extension of the multiconfiguration Hartree-Fock (MCHF) Fröse-Fischer's ATSP2K libraries [39, 40] , is currently under development in Stockholm [41] .
The literature now reports theoretical discrete transition probabilities and photoionization cross sections for most of the light atoms of the second period, as well as for some of their ions. In the case of a neutral boron atom, however, the photoionization cross sections record is still rather scant. Various studies examined in detail the ground-state energy, the discrete spectrum [42] [43] [44] [45] [46] [47] [48] [49] [50] [51] [52] [53] [54] [55] [56] [57] [58] [59] , the electron affinity [60, 61] , the electron impact excitation and ionization [62] [63] [64] [65] [66] , and the 1s core excitation [67] and core photoionization [68, 69] of the boron atom. Discrete and photoionization spectra of the B + parent ion have also been computed [70] [71] [72] [73] [74] [75] . To date, however, we are aware of only two sources for the theoretical photoionization spectrum of boron from the valence shell: a work of the multichannel photoionization cross sections up to ∼100 eV above threshold [76] , which only accounts for the background signal, without reporting any resonant or other high-resolution feature of the spectrum, and the opacity project [32] , which focuses on the high end of the energy spectrum and only provides total photoionization cross sections on an energy grid too sparse to resolve any resonant structure.
Part of the reason why the photoionization of boron failed to attract larger interest is possibly its peculiar nucleogenesis, which takes place through spallation of heavier elements in the interstellar medium [77] rather than by nuclear fusion in a stellar interior, where, in fact, it is consumed [78] . Furthermore, boron's most characteristic spectral features, at 209 and 250 nm [79] , are not easily observable from Earth, requiring an orbiting telescope instead. Since the recent commissioning of a UV spectrometer on the Hubble telescope, however, the situation may change, with boron becoming more relevant for diagnostics of astrophysical processes [78] . Boron is interesting also from a purely theoretical perspective, since it is the simplest atomic system that features already in its ground state three valence electrons with similar binding energies and thus arguably strongly interacting with each other. In comparison with two-active-electron atoms, which have been the subject of a staggering amount of theoretical studies [80] , the continuum of three-active-electron systems is still, on the whole, a scantly explored territory [81] . Indeed, the large size of the configuration space hampers calculations in the continuum at a full-configuration-interaction (full-CI) level.
In this work we contribute to fill this gap by presenting comprehensive sets of parameters (position, width, branching ratios) for the autoionizing states of the neutral boron atom with 2 
S
e , 2 P e,o , and 2 D e symmetry, within ≈16 eV from the first ionization threshold, computed with the B-splines K-matrix method [82] . Within the autoionizing series, several intruder states appear. We also present few selected portions of the photoionization cross sections of the atom from the 2 P o ground state, as a way of discriminating between resonances with different character. Good gauge invariance of the cross sections indicates that the present results are well converged. This is also confirmed by the agreement between the results of the present work and the few theoretical and experimental data available in the literature. Finally, explicit calculation of scattering states for two-electron systems has proved useful to analyze the asymptotic properties of the correlated electron wave packets generated in time-resolved simulations of photoionization events triggered by femtosecond and attosecond light pulses [83] [84] [85] [86] [87] [88] . This work demonstrates that such approach can be extended to more complex systems, for which the representation of scattering states in terms of orthogonal single partial-wave channels is not possible, due to the correlated character of the parent ions, thus laying the foundations for a time-resolved study of the correlated motion of three electrons in the continuum.
The paper is organized as follows. Section II summarizes the K-matrix method and illustrates its implementation for a three-active-electron atom with a polarizable core. Section III describes the details of the calculation for the boron atom, presents bound-state energies and resonance parameters, and compares them with the theoretical and experimental values available in the literature. Finally, Sec. IV draws the conclusions.
II. THEORETICAL METHOD
In the K-matrix method, the multichannel single-ionization scattering states at a given energy E of an N -electron atom are sought as solutions of the Lippmann-Schwinger equation in stationary form [89] , fulfilling assigned boundary conditions,
In this expression, |φ γ E are partial-wave channel (PWC) functions defining ionization states, in the LS-coupling approximation, in which the coupled parent ion and free electron have well-defined asymptotic quantum numbers. 
where an eigenstate a of the (N − 1)-electron parent ion, are Clebsch-Gordan coefficients, Y m (r) are spherical harmonics, the variable x i ≡ ( r i ,ζ i ) indicates the pair of spatial and spin coordinates for the ith electron, while lowercase greek indexes represent collectively all the total quantum numbers, besides energy, needed to fully characterize the state asymptotically. These comprise, on the one hand, the good total quantum numbers, such as the angular momentum L, its projection M, the total spin S, its projection , and parity π , which identify the total symmetry of the system, indicated here as = (S,L,π, ,M), and, on the other hand, the (unoriented) state a of the parent ion and the orbital angular momentum of the N th electron, α = ( ; a, ). In Eq. (1), γ runs over all channels within an assigned symmetry . The CC expansion coefficients in (1), which are expressed in terms of the off-shell reaction matrix K γ ,αE , are uniquely determined by requiring | P αE to be an eigenstate of the total Hamiltonian H,(H − E)| P αE = 0. When projected on a complete set of L 2 basis functions, the time-independent Schrödinger equation for the continuum provides a system of linear integral equations for K γ ,αE , which can be discretized and solved with standard numerical methods. It should be noticed that in the K-matrix method, in contrast to Feshbach formalism [90] , PWCs are not required to be orthogonal, their possible overlap being consistently taken into account in the K-matrix equations. To improve convergence, the CC basis is supplemented with a set of N -electron functions, built from orbitals localized in the vicinity of the nucleus, that accounts for short-range electron correlation and which is called here the localized channel (LC). The numerical technique employed to solve the K-matrix equations in the extended CC space defined by the PWCs and the LC is fully described in previous publications ( [82, [91] [92] [93] [94] ) and will not be repeated here. Once the expansion coefficients in (1) have been determined, the on-shell reaction matrix, K(E), is obtained interpolating K α ,βE on the energy shell, K αβ (E) = K αE,βE . The solutions
, for all open channels, form a complete, nonorthogonal set of stationary scattering states at energy E,
. .) that fulfill outgoing (+) or incoming (−) boundary conditions are obtained from the stationary solutions
, so that the scattering matrix S(E) can be computed as
The scattering matrix is unitary and, for time-reversal invariant systems such as those examined here, it is also symmetric. Therefore, it can be expressed as
, where {ϕ α (E)} are the so-called eigenphases, whereas the real orthogonal vectors {O •α (E)} are the corresponding eigenchannels. Resonances are assumed to be the rank 1 poles of the scattering matrix. In particular, they are simple poles of its determinant |S(E)|. Their positionẼ a = E a − i a /2, therefore, can conveniently be determined by fitting |S(E)| with products of unitary Breit-Wigner factors,
, where ϕ bg (E) is a nonresonant background phase. Equivalently, one can directly fit the total phase shift ϕ tot (E) =
In this work, we follow this second approach, which is well established and proved able to yield robust results [95] . Apart for their position E a and width a , autoionizing states are also characterized by the partial widths α,a , with which they decay to individual open channels. In principle, the partial widths α,a can be obtained from the residuals of the scattering matrix at the poleẼ a [96] ,
The analytic continuation to the complex plane of the full matrix (E −Ẽ a )S(E), however, is numerically problematic. Here, therefore, we follow an alternative approximate procedure. In the vicinity of an isolated resonance, the scattering matrix can be represented as S(E) = S bg (E) − iγ a γ t a /(E −Ẽ a ) [96] , where γ a is the vector of partial-width amplitudes, α,a = |γ α,a | 2 . By taking the derivative at E a , one finds
If the background changes slowly compared with the resonant term, then the largest eigenvalue of |S (E a )| 2 is very close to 16/ 2 a , and the corresponding eigenvector u a is a good estimator of the partial-width amplitudes.
A. Polarizable-core model
In this work we are interested in the autoionizing states of boron at energies much smaller than that required to excite an electron out of the 1s 2 core, which is of the order of 10 a.u. Under these conditions, it is convenient to consider as active only the three valence electrons, whereas the core is treated as a frozen single-determinant shell. To make theoretical predictions that are accurate enough to be compared with the experiment, nevertheless, it is still important to account for the dynamical correlation between core and valence electrons. A large part of this correlation manifests itself as a polarization of the core electrons in response to the electrostatic field generated by the electrons in the valence shell. A convenient way to account for this effect is to include in the corevalence interaction Hamiltonian, beyond the usual Coulomb and exchange terms, a regularized semiempirical corepolarization potential given by the sum of a one-particle and a two-particle effective component,
where α c is the core static polarizability, π (i) = μ | μ μ| is the projector on the subspace with orbital angular momentum , for electron i, and g(r,R) = r −4 {1 − exp[(r/R) 6 ]} is a regularized polarization potential that smoothly turns off when the electron penetrates the core region, where the static-polarization model is not applicable. The -dependent cutoff radii R , beyond which the polarization interaction is switched on, are adjustable parameters of the model. In the two-electron term, the averageR = (R + R )/2 is used. The core-valence polarization potential (4), (5) is known to reproduce well the effects of long-range core-valence electron correlation [98] [99] [100] [101] [102] and to give results equivalent to those obtained with more rigorous approaches [103] . In the case of boron, in particular, due to the clear separation between the spatial distribution of core and valence electrons, both the switch off of the polarization potential and the orthogonality constraint are well justified. In this work, the core static polarizability, α c = 0.0193 a.u., is computed
, where the eigenstates and energies of B 3+ (g is the ∼1s 2 ground state) are obtained from a full-CI calculation with maximum orbital angular momentum = 4. The cutoff parameters R = 0.7 a.u., for = 1, and R 1 = 0.71 a.u., give excitation energies for the B 2+ ion in good agreement with the experiment. In the polarizable frozen-core model, the states of the boron atom or ion are represented as functions of valence electrons only, with single-particle factors orthogonal to the 1s core orbital, governed by the effective Hamiltonian
where H is the electrostatic Hamiltonian of either the B 2+ or the B 3+ ion, whereas J c and K c are the Coulomb and exchange operator due to the 1s 2 core. Neglecting core correlation does not have any major impact on the relative energies of valenceexcited states.
B. Three-electron close-coupling states
In the B-spline K-matrix method, all the radial parts of the electron orbitals, and in particular the reduced radial wave function of the N th electron, are expanded in terms of a set of B splines [82, 104, 105] defined in a quantization box. To achieve satisfactory accuracy while keeping the configuration space within manageable proportions, we use two different sets of B splines: a localized one, {B loc i }, defined by a series of knots with increasing spacing and spanning a radial range up to a few tens of Bohr radii, to describe interacting electrons bound at short range, and a diffuse one, {B wav i }, with constant spacing up to large distances, which can exhibit rapid oscillations and describe asymptotically free electrons. To build the two-electron basis functions for the parent ion, as well as the three-electron LC, we first solve the Hartree-Fock equations for the neutral atom in the space defined by the localized B splines, thus obtaining a set of self-consistent-field (SCF) orbitals φ mn 
where (σ ) . Using group theory, it is possible to evaluate the effect ofÂ on the spin functions in Eq. (7), obtaining the expression 
This formulation, which does not assume orthogonality between single-particle wave functions, permits us to take advantage of the sparsity of the primitive matrix elements built using the B-spline radial basis. The angular part of the spatial integrals in the last expression can be computed using standard techniques of angular momentum algebra. In the Appendix we report the contraction formulas for arbitrary one-body tensor operators and for scalar two-body operators.
The diagonalization of the Hamiltonian (6) projected on a given PWC yields a Rydberg series of discrete states with energy below that of the PWC parent ion and a set of states with energy above that of the parent ion, which provide a discretized representation for the continuum states of an asymptotically free electron in the field of the parent ion. When the PWCs are allowed to interact, within any assigned total symmetry, the Rydberg series converging to the parent ion with the lowest energy, among those available, form the backbone of the bound states of the neutral atom in that symmetry, while the Rydberg series bound to more excited parent ions gives rise to autoionizing states that decay to the channels with lower thresholds by emitting an electron.
Since the CC approach already describes well the electronic correlation of the B + + e − pair at intermediate distances, the LC configurations must only account for the residual short-range correlation, and are thus built using localized orbitals only, φ n,s 12 12 
Even with this restriction, however, the full-CI three-electron space is still too large to be entirely included in the LC. Luckily, a comparatively small number of configurations can already improve significantly the results obtained with the PWC CC basis alone. The set of configurations included in the LC is selected with an iterative procedure as follows. The LC initially comprises only a small number of the configurations with the lowest energies. Taking an assigned set of target CI states as a reference, a second-order perturbative criterion is used to assess which other configurations would improve the results the most, as well as which configurations already in the LC can be eliminated. The Hamiltonian is diagonalized in the new LC set and the procedure is repeated until the marginal improvement of the energy of the target states is below a preestablished threshold.
III. RESULTS FOR THE BORON ATOM
In this section we illustrate the capabilities of the procedure described in Sec. II by using it to compute bound and autoionizing states of the neutral boron atom with 
A. Target B II states
The B II parent-ion states needed to define the CC expansion for the neutral boron atom are obtained by diagonalizing the two-active-electron effective Hamiltonian of the ion [see Eq. (6)] on the full-CI basis generated from a set of localized orbitals. In the present case, a maximum orbital angular momentum = 6 is employed, whereas the orbital radial component is expressed in terms of a linear combination of B splines of order 8 [104] , defined by a nonuniform grid of 30 nodes, spanning a radial range of 120 Bohr radii. The CI space comprises a few thousands configurations for each symmetry. The energy for the 2s 2 ground state calculated in this basis is −24.304 540 a.u., which exceeds the experimental value of −24.353 148 a.u. [108] by 0.048 608 a.u. This difference is in good agreement with the theoretically estimated value for the K-shell correlation energy in the neutral, E c (2,5) = 0.044 735 a.u. (compare with Eq. 12 in [109] ). While not included in the present calculations, core correlation is not expected to significantly influence the energy difference between valence-excited states. Table I reports the absolute energy, in a.u., of the first 20 parent-ion states computed in this work, alongside their relative energies with 
where the factor RB = μB m e R ∞ = 27.210 004 eV takes into account the reduced mass of the B 2+ − e − system, using for the B 2+ ion an average of its natural isotopes (R ∞ = 27.211 385 eV, μB/m e = 0.999 949 26). In the same table, the latter theoretical values are also compared with the corresponding experimental quantities taken from the literature, with which they are in excellent agreement. For the first five excited states, which have either 2s2p or 2p 2 dominant configuration, the discrepancy between the theoretical and the experimental energy is comprised between 7 and 24 meV. For the more excited states, however, which have all a single dominant configuration of the form 2s3 or 2s4 , the agreement is significantly better. To ascertain the convergence of the parention states, we have repeated the CI calculation with two other basis. In one case, the orbital angular momentum was reduced to = 5, which leads to results differing from those reported in Table I by at most 3 meV, but more often by only a fraction of this value. In the other case, nine additional nodes were added at small radii to improve the radial representation of the wave function. The energies obtained in this second case did not differ from those in Table I , within the reported precision.
B. Close-coupling space
In the present calculation, the nodes defining the diffuse B splines used for Rydberg satellites and asymptotically free electrons have a maximum uniform spacing of 1 a.u., up to a total distance from the nucleus of approximately 300 a.u., where interchannel coupling is assumed to be negligible. Indeed, selected calculations in larger grids show that, in the energy region of interest here, the results are converged with respect to this parameter. After this point, the spacing between consecutive nodes increases rapidly to accommodate the long-range tails of Rydberg states.
In the present work we examine the autoionizing states with either 2 P o symmetry, i.e., the same symmetry as the 2s 2 2p ground state of the neutral atom, or a symmetry that can be reached from the ground state by means of the absorption of a single photon, within the dipole approximation, namely, the 
S)
threshold for the natural symmetries and up to the 2s3p( 3 P ) threshold for the 2 P e symmetry. The actual CC calculation normally comprises other virtual PWCs, which do not qualitatively alter the resonant structure in the energy region of interest, but which improve the description of the parent-ion polarization induced by the outer electron. Each PWC is represented with a vertical stripe starting at the corresponding threshold, representing the PWC ionization continuum, and with the PWC Rydberg series below threshold. Each parent ion is identified by its dominant configuration and symmetry. The PWC states are colored according to the orbital angular momentum of the satellite or free electron: red, blue, green and magenta for s, p, d, and f waves, respectively. Horizontal dashed lines identify redundant states that should not be considered when interpreting the spectrum. For example, in 2 
P
o symmetry the first bound states in the 2s 2 ε p and 2s2p( 3 P )ε s channels both give an approximation to the 2s 2 2p ground state. When the PWC channels are allowed to interact, the PWC Rydberg series converging to the lowest threshold gives rise to the bound states of each symmetry, whereas the Rydberg series converging to a limit above the first ionization threshold gives rise to autoionizing states. The terms that fall below the threshold preceding the limit of the series they belong to give rise to intruder states and have been indicated with an asterisk. In the case of the 2s2p 2 ( 1 S) state, the first of the 2s2p( 3 P )np( 1 S) series, the energy of the PWC state is actually above the first ionization threshold. However, the double occupancy of the 2p orbital in the main configuration of the first term in the series causes a substantial relaxation of the 2p orbital, if compared to the 2s2p( 3 P ) parent ion, which results in the energy of the term to drop below threshold, thus giving rise to an intruder in the 2s 2 ns bound-state series.
lower threshold. For example, in the case of the 2 P o symmetry, the ground states of both the 2s2p( 3 P )ε s and the 2s2p( 1 P )ε s channels are just slightly different approximations of the 2s 2 2p ground state of the atom, already represented by the first bound state of the 2s 2 ( 1 S)εp channel. When estimating the location of bound and resonant states, all such redundant states must be ignored. In the CC expansion, beyond the essential PWCs shown in Fig. 1 , we also include a few additional virtual channels that improve the description of the parent-ion polarization induced by an electron at shortand mid-range distances: the 2s3d( D e symmetry, respectively. In all the tests we conducted, further expansion of the LC basis to sizes larger than the original selected value by a significant fraction yielded improvements of only few cm −1 for the final energies and equally negligible changes in other quantities such as polarizability, transition probabilities, resonance positions, and widths.
C. Bound states of B I
The literature reports several theoretical results for the bound states of B I and related properties calculated by various techniques [49, [55] [56] [57] [58] [59] [109] [110] [111] [112] [113] [114] [115] and with an accuracy that, in some cases, is very high. A comprehensive set of the experimental bound-state properties of the neutral boron atom are collected, alongside the most reliable theoretical results, in the review by Fuhr and Wiese [116] , which comprises results published across several years. Here we report extensive bound-state properties computed with the method illustrated above to check their accuracy in comparison with published experimental and theoretical benchmarks, as well as to expand the existing database.
The bound states for the
2 P e manifolds are obtained by diagonalizing the Hamiltonian on the same basis used to compute the continuum states. The results are listed in Table II , together with their corresponding term energies, defined as the energy relative to the 2s 2 ionization threshold. In this case, the term energy is expressed in wave numbers, using the conversion formula (9), with 1 eV = 8065.544 cm −1 , and compared with the weighted average of the available multiplet experimental values. Additional values are provided in the Supplemental Material [117] . Similarly to what was observed in the case of the parent ion, the present ground-state energy for the 2 
P
o symmetry differs from the most accurate theoretical 042503-6 with the estimated K-shell correlation energy E c (2,5) = 0.044 735 a.u. [109] . Regarding the comparison with the experimental term energies, in most cases the agreement is within a few cm −1 . Only in a couple of instances does the separation between theoretical and experimental value exceed 100 cm −1 . As expected, the agreement between experimental and theoretical term energies is better for the most excited states, since in that case one of the three electrons is mainly localized out of the L shell. In particular, the calculated energies correctly reproduce the ordering observed in the experiment, with the sole exception of the almost degenerate 2s 2 6s and 2s 2 5d states. A closer look at the quantum defect μ n ≡ n − n * n of the 2 
S
e and 2 D e bound states, where n * n is the effective principal quantum number with respect to the first ionization threshold, n * n = [2(E 2s 2 − E n )] −1/2 , reveals that in both cases μ n deviates from the approximately constant value that would be expected for a series of states well approximated by a regular sequence of 2s 2 ns or 2s 2 nd configurations (see Fig. 2 ). This phenomenon is due to the strong mixing of these main-series configurations with the 2s2p 2 ( 
S)
for the intruder state as if it were a resonance interacting with the discretized continuum realized by the 2s 2 ns Rydberg series. This is done by fitting the quantum defect with the function μ(E) Fig. 2 , is clearly visible in this representation. In the experimental case, it appears that the 2 S intruder is centered at a slightly lower energy compared with the calculation. The energy difference is of the order of 6 meV, which is perfectly in line with the theoretical overestimation, by 7 meV (for J = 2), of the E 2s2p 3 P − E 2s 2 gap already seen in Sec. III A (compare with Table I [116] , which compile results from multiple sources and with unequal levels of accuracy [49] . The agreement with the available data, especially with the most accurate ones [47] , is overall very satisfactory, despite the CC + LC approach not being specifically tailored to bound states. For the two transitions 2s 2 2p( 2 P o ) → 2s2p( 3 P )4 − 5p( 2 P e ), the difference between the oscillator strength in length and velocity gauge, ∼23% and ∼47%, respectively, is uncharacteristically large. However, it looks like these specific transitions are very sensitive to the accuracy of the states involved, since transitions to the same Fig. 1 ). The density of states is defined here as ρ(n
Each resonance i appears as an almost-Lorentzian peak that integrates to 1 and whose position and width is determined by the effective quantum number n i and by the reduced width¯ i , respectively,
, where ϕ i is the contribution of the ith resonance to the total phase shift, while the factor
2 rapidly approaches 1 as n * → ∞. Each resonant contribution is separately highlighted with a shaded area, colored with an RGB code in which the red (r), blue (b), and green (g) weights are proportional to the s, p, and d character of the electron wave emitted in their decay. A resonance that entirely decays by emitting a p electron, therefore, will appear as blue, one decaying entirely by emitting an s electron will appear as red, one decaying partly in an s and partly in a p wave will appear as magenta, and so on. Finally, the opacity of the shade is proportional to the weight of the s + p + d decay channels with respect to the total (a resonance that decays predominantly emitting s, p, or d waves is almost entirely opaque, while one that predominantly emits f or g waves is almost transparent). Vertical gray lines indicate the positions of the Rydberg states, in the single-PWC approximation, that give rise to the autoionizing states. Interchannel coupling often shifts the resonance energy considerably. A better predictor of intruder-state energies, therefore, is obtained by extrapolating the parameters of the corresponding series of autoionizing states from the next energy interval (see text for examples).
D. Autoionizing states
In this section we present the results for the autoionizing states within the 2 Table I ). To better predict the location of the resonances above the first ionization threshold, therefore, alongside the absolute energy position in atomic units, we also report their energy above the first ionization threshold, using as a reference the energy of the 2s3s( 1 S) parent ion, which is not split by spin-orbit interaction, it only has a singly occupied 2s orbital, as is the case for most of the autoionizing states, and whose experimental elevation above the 1s 2 Figure 3 shows the density of states ρ(n * ), for the four symmetries under examination here, between selected pairs of consecutive thresholds, where each resonance is visible as a quasi-Lorentzian peak. Apart for its position and width, a resonance can also be characterized by its branching ratios, b α,a = α,a / a . To better highlight the differences between resonances, Fig. 3 shows their individual contribution to ρ(n * ) colored according to the proportion with which they decay emitting an s, p, or d electron. Regular autoionizing Rydberg series, which are characterized by an almost constant quantum defect μ i = i − n * i μ ∞ and reduced partial widths¯ α,i ¯ α,∞ , appear in Fig. 3 as periodic sequences of identical, equally colored peaks, spaced by n = 1. Resonances give rise to asymmetric Fano profiles in the photoionization cross section from a bound state [119] , which may also be used to characterize them. In the following, we examine the individual symmetries in each of the energy intervals between consecutive thresholds. In most cases, we assign to the resonances a configuration based on the single-particle approximation. While the given assignment does indicate the dominant configuration, it is to be understood that an autoionizing state can occasionally exhibit a significant contamination from other configurations. This is most often the case when an intruder state is close in energy to one or more terms in a main series.
To confirm the parameters of boron autoionizing states computed in this work, it would be useful to have reliable experimental values to compare with. To the best of our knowledge, however, there is only one experimental paper, from 1976, claiming to have determined the position of autoionizing states of boron in symmetries of interest here [120] . In that work, the authors reported a value for the wavelength of the transition between both the 2s2p( 2 2p state. The paper, which also reports measurements for the stronger transitions to the 2 P e manifold, specifies, on the one hand, that the transition to the 2s2p( 3 P )3p states are much weaker, and, on the other hand, provides for both of them spin-orbit-resolved values, with differences between the multiplets that are orders of magnitude smaller than the autoionization width computed here for those resonances. These puzzling circumstances, and the lack of any further details on how the transitions in question were identified or assigned, suggest that new experimental investigations are in order. In any case, in the following the comparison between these two experimental values and the ones computed here is discussed in detail.
1.

P o autoionizing states
The main field-free parameters of the 2 P o resonancesposition, width, and branching ratios, up to the sixth threshold-are listed in Tables V, VI , and VII, together with orientative assignments of their dominant configuration (see first panel in Fig. 1 ). The first energy interval, between the 2s 2 and the 2s2p( 3 P ) threshold, features two main resonance series, which can be identified by comparison with the energy of the bound states in the corresponding PWC. These are the 2s2p( 3 P )ns series and the narrower 2s2p( 3 P )nd series, both of which are regular; i.e., their quantum defect and reduced partial widths are stable across the series (compare with Table  V) .
The second energy interval, up to the 2s2p( 1 P ) threshold, comprises again two main resonant Rydberg series, decaying to three open channels, and perturbed by one clear intruder, with 2p 3 dominant configuration. The two 2s2p( 1 P )ns and 2s2p( 1 P )nd series have comparable asymptotic reduced widths, 1.06 × 10 −2 and 1.01 · 10 −2 a.u., respectively, and they both decay preferentially to the 2s 2 ε p channel (see Table  VI ). In contrast to the main series, the 2p 3 intruder state has a strong coupling to the 2s2p( 3 P )ε d channel, which, with a prevalence of almost 90%, completely dominates its branching ratio, and which imparts to the resonance a width more than one order of magnitude larger than that of any other autoionizing state in this interval. The first terms of the two main series, the 2s2p( 1 P )3s and 2s2p( 1 P )3d states, partly mix with the 2p 3 state, thus acquiring a noticeably larger decay component to the ε d channel. It is interesting to notice that the staggering prevalence of the decay of the 2p 3 state to the 2s2p( 3 P )ε d channel is not replicated by the higher terms of the 2p 2 ( 3 P )np autoionizing series in the next energy region. This circumstance suggests that the 2p 3 configuration in the intruder state is accompanied to secondary components that account for the large angular correlation between the three degenerated electrons. The density-of-state plot for this energy interval is shown in the top panel in Fig. 3 . The upper edge of the 2p 3 intruder state is visible in green, on the left, owing to its preferential decay through emission of a d electron, while the periodic pairs of narrower peaks represent terms of the two main series. The 2s2p( 1 P )ns series, which is less affected by the interference of the intruder, exhibits a uniform blue color, while the 2s2p( 1 P )nd terms switch gradually from green to blue, due to their partial mixing with the 2p 3 intruder configuration.
The third energy interval, between the 2s2p( 1 P ) and the 2p 2 ( 3 P ) thresholds, harbors at least five intruders from the series converging to the next threshold, 2p 2 ( 1 D), which is very close in energy to the upper limit of this interval. Four intruder states are clearly visible in the second panel of Fig. 3 . Their positions can be estimated by extrapolating their effective principal quantum numbers from those of the terms in the main series from which they supposedly originate. In particular, for the 2p 2 one could guess for the third and sixth terms in the main series from the quantum defect of higher terms in the same series. As a consequence, the main and intruder states in these two pairs interact significantly with each other and cause a shift downward for the intruder energies and upward for the main-series terms, with respect to their projected position. Notice that the lowest term that emerges from the interaction within each pair has all but lost any propensity to decay to the 2s2p( Fig. 3 ), the 2s3s( 3 S)3 − 6p and the 2s3s( branching ratio (compare with Table VII) . A regular decay pattern for the main series emerges only above n = 8.
2.
2
S e autoionizing states
The parameters of the resonances in 2 S e symmetry are reported in Tables VIII and IX. In the first energy interval, all the resonances belong to the regular 2s2p( 3 P )np series. As mentioned in Sec. III C, in single-channel approximation the first term of this series, the 2s2p( 3 P )2p state, is above the 2s 2 ionization threshold. However, when the doubly occupied 2p orbital is allowed to relax through interchannel interaction, the 2s2p 2 ( 2 S) state falls below the ionization threshold, thus giving rise to an additional state in the bound series, rather than to an autoionizing state.
As mentioned in the introduction to the present section, one experimental paper from 1976 claims to have measured the position of the 2s2p( 3 P )3p 2 
S
e autoionizing state of the neutral boron atom [120] . The position calculated here for that state, 2.811 36 eV (compare with Table VIII), however, differs from the value 2.677 01 eV reported in [120] by as much as 134 meV (∼1100 cm −1 ). This apparent discrepancy is much larger than what one could expect on the basis of the excellent agreement already found for the position within the bound 2s 2 ns Rydberg series of the 2s2p 2 intruder state, which can be regarded as the very first term in the 2s2p( 3 P )np series. In fact, the correct description of the 2s2p 2 state is arguably more challenging than that of the subsequent terms in the series. Furthermore, while the position of the 2s2p 2 is slightly affected by the mismatch between the experimental and theoretical separation of the 2s 2 and 2s2p( 3 P ) thresholds, that of the 2s2p( 3 P )3p state is much less so, since we estimate the energy of the resonances using the 2s3s( 3 S) threshold as a reference. Indeed, the discrepancy between the experimental and the theoretical energy gap between the 2s2p( values of J one considers. For these reasons, the present calculated result for the position of this resonance should not be off the mark by more than 200 cm −1 . To ascertain the convergence of our results, we carried out a larger calculation, using extended and thicker series of knots for the B splines, more stringent thresholds for the determination of the LC basis, and including five additional virtual PWCs: 2s4d
The new position of the 2s2p( 3 P )3p resonance, however, was found to differ from the original one by just few cm −1 . To exclude that the discrepancy between the present theoretical result and the value reported in [120] might be due to a highly asymmetric photoabsorption profile, we computed the cross section of the neutral boron atom from the 2s 2 2p ground state in a small energy range close to the resonance in both length and velocity gauge. As shown in Fig. 4 , the 2s2p3p resonance gives rise to a sharp peak at −24.201 046 a.u., which differs by a mere 1.5 meV from the pole of the scattering matrix, at −24.200 990 a.u. Moreover, the good agreement between the two gauges supports our opinion that the calculated cross section reliably reproduces the absorption spectrum of the atom. In conclusion, the position assigned to the 2s2p(
e resonance in [120] , which, to the best of our knowledge, is the only one available in the literature, is irreconcilable with the present theoretical result, and deserves further experimental investigation.
In the second interval, between the 2s2p( 3 P ) and the 2s2p( 1 P ) thresholds, the 2s2p( 1 P )np series is also regular and it decays preferentially to the 2s2p( 3 P )ε p channel, a process that does not require the parent ion to change configuration or the satellite electron to change angular momentum. In fact, the reduced width of this series,¯ 10 −2 a.u., is the largest of this energy region among all natural-parity doublet resonances, with the only exception of the 2p 3 ( 2 P ) state. In the third interval, between the 2s2p( 1 P ) and the 2p 2 ( 1 D) thresholds, we encounter the first autoionizing intruder state 
e manifold, with dominant configuration 2s3s 2 . As already observed for the 2s2p 2 ( 2 S) state, even in this case the multiple occupancy of an excited orbital results in a significant shift of the energy of the 2s3s( 3 S)3s single-channel approximation to the state, once the state is allowed to relax in the CI calculation. Indeed, the intruder is clearly recognizable as the large resonance between the first and the second terms of the 2p 2 ( 1 D)nd series (compare with the fourth panel from the top in Fig. 3 ). This conclusion is also confirmed by the analysis of the resonance composition in terms of Rydberg PWC states, which shows that while the first autoionizing state in this energy region is characterized by a large contribution from the 2p 2 Fig. 3 , the terms of the principal series are recognizable as light-blue peaks with comparatively large width,¯ 0.1 a.u., while the intruders from the 2s3s( 3 S)ns series give rise to narrower peaks with a characteristically small propensity to decay to the 2p 2 ( 1 D)ε d channel. The latter circumstance is reasonable, given that the B * * (2s3sns
decay path requires all three orbitals in the initial dominant configuration to change and the parent ion to exchange as much as two quanta of angular momentum with the bound ns satellite in order to release it to the continuum as a d wave. On the other hand, the assignment of the fourth resonance, with n * = 3.789, from the resonant scattering parameters alone, is not obvious. In this case, the analysis of the resonance composition in terms of its Rydberg components is useful to establish that this resonance is essentially due to the 2s3p intruder state. Once again, the final energy of this state, in which the parent ion binds an electron in an orbital that is already occupied, is significantly lower than the value obtained for the 2s3p( Tables X  and XI . The first interval, which for this manifold is comprised between the 2s2p( 3 P ) and the 2s2p( 1 P ) thresholds, contains the 2s2p( 1 P )np series of autoionizing states and no intruder states. While the effective quantum numbers of the terms in this series seem quite regular, however, the reduced width¯ n exhibits a smooth yet very pronounced energy dependence, with a deep minimum in correspondence of the 2s2p( 1 P )7s states, for which¯ is almost three orders of magnitude smaller than that of the first term, followed by a steady recovery afterwards. This behavior is readily recognized as the hallmark of the interaction with an intruder state, where the minimum in the reduced width results from the destructive interference between the decay amplitude of the main series and that of the contaminant configuration, as predicted by quantum-defect theory [118] .
Such a mechanism, which is similar to the one responsible for the zero of a Fano profile in photoionization cross sections, is reflected here also in the inversion of the asymmetry parameter of the resonance profiles in the photoionization from the 2s 2 2p ground state, shown in Fig. 6 . This prediction is confirmed by the presence, in the second energy interval, of the 2p 2 ( 3 P )3s resonance, which is located just 220 meV above the 2s2p( 1 P ) threshold and has a width as large as 506 meV. In the second energy interval, between the 2s2p( 1 P ) and the 2p 2 P )np series. In Fig. 3 , the intruder states appear as the second and third green narrow peaks. The strong interaction of the 2s3d 2 with the 2s3p( 3 P )5p, in particular, displaces the latter significantly and imparts to it a singularly large preference for the decay to the 2p 2 ( 1 D)ε d channel. (compare with Table XII) , which is, in principle, a satisfactory agreement. Indeed, a 12-meV difference is compatible with the accuracy expected for the present calculation, and it is only a fraction of the resonance width, which is of the order of 50 meV, and which should be unambiguously visible as an almost window resonance in the transition from the ground state (see Fig. 7 ). That said, the experiment reports two different values for the position of the 3/2 and 5/2 components of the autoionizing multiplet, supposedly separated by a mere 0.32 meV, i.e., less than 1% of the resonance width. This apparently contradictory circumstance, together with the lack of any details on how the transitions are extracted from the measured spectrum, which is not available, or the assignments made, calls those experimental results into question and suggests that further experimental investigation is needed. In the second interval, between the 2s2p( 3 P ) and the 2s2p( 1 P ) thresholds, there are again two main series, the narrow 2s2p( 1 P )nf series, and a much broader 2s2p( 1 P )np series, with a very pronounced preferential decay to the 2s2p( 3 P )ε p channel (∼90%). In this case, both these seemingly regular series actually exhibit a steady increase of their reduced width, possibly as a result of the influence of the 2p 2 ( 1 D)3s, which is located slightly above the 2s2p( 1 P ) threshold.
The third interval, between the 2s2p( 1 P ) and the 2p 2 ( 3 P ) thresholds, has a very rich structure due to the presence, just 15 meV above its upper limit, of the 2p 2 ( 1 D) threshold, which binds several Rydberg satellites, with s, d, and g angular momentum and that appear here as intruder states. The distribution of the main series and of the intruder states is clearly seen in the second panel from the bottom in Fig. 3 The many intruder states in this region give also rise to recognizable resonant features in the total photoionization cross section from the ground state (see Fig. 8 ), superposed to those of the denser main series.
In the narrow energy interval between the 2p 2 ( 
IV. CONCLUSIONS
We have presented a new implementation of the B-spline K-matrix method, based on the close-coupling expansion with a localized channel to complement short-range correlation, for three-active electron atoms with a polarizable core, in which the core-valence interaction potential comprises both a one-body and a two-body dipolar component. The method is designed to predict, at a moderate computational cost and with competitive and uniform precision, the properties of the single-ionization continuum of polyelectronic atoms, and it has been applied to compute a large number of bound and autoionizing doublet states of the neutral boron atom in the 2 
S
e , 2 P e,o , and 2 D e symmetries, for which little or no data were previously available, thus filling an important gap in the literature. The present theoretical data are in very good agreement with the few validated experimental and theoretical records that are available for comparison. The extensive theoretical analysis conducted in this work permitted us to highlight several rearrangement processes driven by the electronic correlation between three similarly excited electrons. Finally, the CC + LC bases examined in this work constitute a suitable space in which to conduct time-resolved studies of the correlated dynamics of three electrons triggered by subfemtosecond extreme-ultraviolet pulses. Therefore, this work, which demonstrates the possibility of building accurate scattering states within those same spaces, opens the way to the "exact" asymptotic analysis of correlated three-electron wave packets in the single-ionization continuum of three-electron systems, in a way similar to the one that has already been successfully employed for the helium atom [83] [84] [85] [86] 88] . 
APPENDIX : MATRIX ELEMENTS BETWEEN THREE-ELECTRON CONFIGURATIONS
In this Appendix we provide the expressions for the matrix elements of one-and two-body spin-free operators, such as the Hamiltonian and the dipole transition operators, between products of three angularly coupled electrons, |123 , built from nonorthogonal radial orbitals, { r i }|123 = φ n 1 1 ( r 1 ) ⊗ φ n 2 2 ( r 2 ) 12 ⊗ φ n 3 3 ( r 3 ) LM .
For bra states, we use primed indexes. As shown in Sec. II B, one needs to evaluate matrix elements of operators of the form n XV. Coefficients F iσ and G kσ , for the matrix elements of the one-body tensorial operator o T (i)σ and the two-body multipolar scalar operator g l (i,j )σ , respectively, between angularly coupled three-electron configurations. Here, the permutation σ = (123) is defined such that σf (x 1 ,x 2 ,x 3 ) ≡ f (x σ 1 ,x σ 2 ,x σ 3 ) = f (x 3 ,x 1 ,x 2 ), and hence σ φ 1 φ 2 φ 3 = φσ 1 φσ 2 φσ 3 = φ 2 φ 3 φ 1 . The naturality ν is defined so that ν = 1 (ν = −1) for natural (unnatural) states and operators. For all other angular symbols we follow the conventions in [121] . 
