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Soil is extremely important for providing food, biomass and raw materials, water 
and nutrient storage; supporting biodiversity and providing foundations for man-
made structures. However, its health is threatened by human activities, which 
can greatly affect the potential of soils to fulfil their functions and, consequently, 
result in environmental, economic and social damage. 
These issues require the characterisation of the impact and spatial extent of the 
problems. This can be achieved through the creation of detailed and 
comprehensive soil maps that describe both the spatial and vertical variability of 
key soil properties. Detailed three-dimensional (3D) digital soil maps can be 
readily used and embedded into environmental models.  
Three-dimensional soil mapping is not a new concept. However, only with the 
recent development of more powerful computers has it become feasible to 
undertake such data processing. Common techniques to estimate soil 
properties in the three-dimensional space include geostatistical interpolation, or 
a combination of depth functions and geostatistics. However, these two 
methods are both partially flawed. Geostatistical interpolation and kriging in 
particular, estimate soil properties in unsampled locations using a weighted 
average of the nearby observations. In order to produce the best possible 
estimate, this form of interpolation minimises the variance of each weighted 
average, thus decreasing the standard deviation of the estimates, compared to 
the soil observations. This appears as a smoothing effect on the data and, as a 
consequence, kriging interpolation is not reliable when the dataset is not 
sampled with a sampling designs optimised for geostatistics. 
Depth function approaches, as they are generally applied in literature, 
implement a spline regression of the soil profile data that aims to better describe 
the changes of the soil properties with depth. Subsequently, the spline is 
resampled at determined depths and, for each of these depths, a bi-dimensional 
(2D) geostatistical interpolation is performed. Consequently, the 3D soil model 
is a combination of a series of bi-dimensional slices. This approach can 
effectively decrease or eliminate any smoothing issues, but the way in which the 
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model is created, by combining several 2D horizontal slices, can potentially lead 
to erroneous estimations. The fact that the geostatistical interpolation is 
performed in 2D implies that an unsampled location is estimated only by 
considering values at the same depth, thus excluding the vertical variability from 
the mapping, and potentially undermining the accuracy of the method. 
For these reasons, the literature review identified a clear need for developing, a 
new method for accurately estimating soil properties in 3D – the target of this 
research, 
The method studied in this thesis explores the concept of soil specific depth 
functions, which are simple mathematical equations, chosen for their ability to 
describe the general profile pattern of a soil dataset. This way, fitting the depth 
function to a particular sample becomes a diagnostic tool. If the pattern shown 
in a particular soil profile is dissimilar to the average pattern described by the 
depth function, it means that in that region there are localised changes in the 
soil profiles, and these can be identified from the goodness of fit of the function. 
This way, areas where soil properties have a homogeneous profile pattern can 
be easily identified and the depth function can be changed accordingly. 
The application of this new mapping technique is based on the geostatistical 
interpolation of the depth function coefficients across the study area. 
Subsequently, the equation is solved for each interpolated location to create a 
3D lattice of soil properties estimations. For this way of mapping, this new 
methodology was denoted as top-down mapping method. 
The methodology was assessed through three case studies, where the top-
down mapping method was developed, tested, and validated. Three datasets of 
diverse soil properties and at different spatial extents were selected. The results 
were validated primarily using cross-validation and, when possible, by 
comparing the estimates with independently sampled datasets (independent 
validation). In addition, the results were compared with estimates obtained 
using established literature methods, such as 3D kriging interpolation and the 
spline approach, in order to define some basic rule of application. 
The results indicate that the top-down mapping method can be used in 
circumstances where the soil profiles present a pattern that can be described by 
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a function with maximum three coefficients. If this condition is met, as it was 
with key soil properties during the research, the top-down mapping method can 
be used for obtaining reliable estimates at different spatial extents. 
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CHAPTER 1 - Introduction 
Soil is extremely important for nutrient cycle, water relations, biodiversity and 
habitat, filtering and buffering, physical stability and support. These five general 
categories of soil functions illustrate the importance of soil in providing food, 
biomass and raw materials, water and nutrients storage, supporting biodiversity 
and providing foundations for man-made structures.  
Many human activities can be detrimental to soil. These include accelerated soil 
erosion, decline in soil organic matter, soil contamination and compaction, 
decline in biodiversity and soil salinisation. All these changes can greatly 
undermine the potential of soils to fulfil their functions, and this can 
consequently cause not only environmental detriment, but also economic and 
social damages. 
The first step to assess and solve these problems is to explore better ways to 
characterise the amount and spatial extent of key soil properties in the 
landscape. This implies the creation of detailed soil maps that assess the 
spatial variation of soil properties with depth. These can be used to increase the 
accuracy of existing environmental models. This requires the creation of data 
representing a three-dimensional (3D) model of the soil. 
The creation of detailed 3D soil maps is not an easy task, as soil is a very 
heterogeneous entity. Its composition is the product of millennia of physical, 
chemical weathering and biological activity while its vertical and horizontal 
variation is derived by a complex pattern of soil processes. These can form soil 
horizons which are relatively homogeneous layers whose physical, chemical 
and biological characteristics are different from layers above and below them. 
This implies that with depth, soil properties can change substantially.  
Soil scientists have been aware of the importance of depth in understanding soil 
processes since the 1940’s with the work of Jenny (1941). He understood that 
soil was the results of complex interactions between rocks and climate, and that 
the key to represent its complexity was to take into account the variation of the 
whole profile. 
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Traditional soil maps, and subsequent digital versions of these maps, do not 
implicitly transmit this complexity. These maps are based on taxonomic soil 
units (i.e. soil series), which extend through areas where a soil displays similar 
pedogenetic, chemical and physical properties. In these maps, depth is well 
considered and described, however in these taxonomic units soil properties 
present a range of values and it is difficult to assign a single numerical number 
to every point in the landscape. For this reason, a single location within a soil 
series can be defined by having soil properties values that varies within a 
defined range, but it is impossible to assign a number to each property.  
The advent of quantitative soil mapping has dramatically increased the capacity 
to represent soil variation, both in the horizontal and the vertical space.  For 
example, real concentrations or percentages of a soil property of interest can be 
represented, and not a range of possible values from representative soils.  This 
type of mapping is very important because quantitative soil estimates can be 
readily embedded in other environmental models, such as erosion, flood risk 
and climate change models, processes which are dependent on the changes in 
the soil profile and therefore operate in 3D.  
In addition the soil map greatly affects the resolution that environmental models 
can achieve. For example, JULES (Cox et al., 1999; Essery et al. 2001) is 
based on a simple three layer soil model and this constrains its use to 
resolutions equal or above 1 km2. This is certainly a limitation of the model, but 
it is caused by a lack of spatially-precise and quantitative estimates that can be 
obtained only from detailed 3D soil maps. For this reason, there is a need for a 
more sophisticated approach that is able to produce high resolution 3D soil 
maps, which can then be used to increase the resolution of existing models. 
However, producing a 3D map should not be the only objective, because 
estimating soil properties can be easily done with commercially available 
software, such as the Spatial Analyst in the ArcGIS software (© ESRI), which is 
extremely easy to use even by inexperienced users. However, without a deep 
understanding of soil processes, having a detailed set of predictions does not 
help in understanding, for instance, the reasons why a model works well in one 
area but fails in another. For this reason, there is a need not only of producing 
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detailed quantitative soil maps, but also in providing tools to easily identify areas 
where the uncertainty of the soil model is below the level at which the map can 
be considered accurate. 
 
1.1 iSoil Project 
This PhD was funded and is an integrating part of the iSoil project, which ended 
in 2011. ISoil was a Collaborative Project (Grant Agreement number 211386) 
co-funded by the European Commission DG Research of the within the EU’s 
FP7 Thematic Priority Environment. The main purpose of this project was to link 
geophysics, soil science and digital soil mapping to improve interactions 
between soil related sciences. 
To achieve this goal, an essential prerequisite, alongside sustainable land use, 
water management and environmental management, is the availability of 
detailed soil property maps. The project identified a clear need, in the European 
context, to improve the methodologies used in digital soil mapping (DSM). In 
particular, one of the main tasks of the iSoil project was the development of 
cost- and time-efficient new methodologies for mapping soil, which can be 
reasonably applied over large areas. Starting from the realisation that sampled-
based soil mapping can be time-consuming and cost-intensive, the project 
aimed to develop or improve non-destructing, minimally-invasive and relatively 
inexpensive techniques for exploring the soil spatial variability, in particular 
geophysical techniques. Among these techniques, electromagnetic induction 
and gamma ray spectrometry were primarily used for collecting soil data at high 
spatial resolution. These techniques were adopted by iSoil because their use is 
common practice among soil practitioners for collecting inexpensive data about 
the spatial pattern of key soil properties. For this reason, alongside the study of 
a new method for mapping soil properties in 3D, this thesis also presents an 
analysis of the use of these covariates for mapping soil in 3D. Chapter 4 shows 
how these data were used as covariates for soil mapping at the field scale, as 
they are commonly used in literature. However, because their use for 3D soil 
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mapping was never properly explored, Chapter 5 aims to understand their use 
and possible limitations in the context of 3D DSM. 
 
1.2 Thesis structure 
The thesis is written in an article format. This means that each chapter is 
presented with a separate introduction and literature review, adjusted for the 
main topic under discussion. Moreover, sections on results, discussion and 
conclusion are also presented for each chapter. In these sections only the 
results of each specific topic will be analysed and discussed. 
In order to increase the readability of the thesis, an overall introductory chapter 
is also presented. However, in order to minimise repetitions the overall 
introduction is focused only on the presentation of the main problems identified 
from the literature. These problems with literature methods were the starting 
point of the research and the key to understand the reason why this research 
was undertaken. On the other hand, the literature review in Chapter 1 is not 
presented as an exhaustive discussion about all the topics treated in the thesis, 
as each topic is introduced where required. 
Chapter 2 presents a brief introduction of the geostatistical techniques used 
during the research. From Chapter 3 to Chapter 6, a series of case studies are 
presented. These studies were used for developing, testing and validating the 
3D mapping method with different datasets and spatial extent. In detail, Chapter 
3 presents a case study were a 3D mapping experiment was undertaken using 
a dataset of field scale penetrometer resistance readings. During this case 
study a new method for 3D DSM was developed for use at the field scale, and 
validated with cross-validation which compared its results with 3D kriging. In 
Chapter 4, the developed method was tested alongside other 3D mapping 
methods, in order to obtain more information regarding the applicability of each 
mapping approach. At this stage, the soil property estimation was performed in 
the way suggested in the iSoil project, by using algorithms that can exploit 
covariates for their relation with the soil properties under study in order to 
increase the accuracy of the estimates. Due to the results obtained in Chapter 
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4, Chapter 5 focused on the use of covariates, with particular attention to the 
geophysical data, in the context of 3D DSM. The use of geophysical data is a 
crucial aspect of the iSoil project and testing their accuracy when mapping 
subsoil was part of this research.  
Chapter 6 presents a mapping experiment in which the developed method was 
tested at large spatial extent, in order to test the iSoil project requirement for a 
method for mapping, with an acceptable accuracy, large areas using limited 
analytical data. 
Chapter 7 is intended as a general discussion. The objective of this chapter is to 
summarise, discuss and place all the results and topics introduced during the 
three stages of the research into a general scientific context.  
Finally, a concluding chapter is presented outlining some general issues 
regarding the topics analysed in the PhD. 
During the course of the research, a Graphical User Interface (GUI) was 
developed in the Python scripting language for a 2D and 3D soil mapping 
application. This software is presented as an appendix to the thesis. 
 
1.3 Literature review 
In recent years, with advancements in computing technology and algorithms, 
embedding the third dimension in modelling has become not only possible but 
also affordable and relatively quick. With the advancements of the 
entertainment industry, 3D viewing systems are becoming widespread and this 
can provide scientists with a new set of instruments to explore the concept of 
3D modelling.  
The origin of 3D as a novel way to visualise the world can be traced back to 
1964 with the work of the American computer art director William Fetter. Mr. 
Fetter, while working at Boeing, created the first 3D human representation using 
computer graphics (Wu, 2012). From that point 3D visualisation and rendering 
were rapidly implemented in other software, such as CADs (in 1968, by Donald 
Welbourn) and GIS (in 1975, by Randolph Franklin). This has created a whole 
new generation of scientific work. 
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For example, 3D imaging techniques have been developed for modelling 
internal body structures in order to indirectly assess patient condition. 
Techniques such as the computed tomography (CT), ultrasound (US), positron 
emission tomography (PET), and magnetic resonance imaging (MRI) have been 
developed with the purpose of creating a 3D realistic model of the patient body 
and help surgeons during their work (Friedlinger et al., 1995; Fenster et al., 
2002; Hikishima et al., 2008).  
Another example is the digital face reconstruction tool that is widely used for 
security purposes (i.e. face recognition); gaming and entertainment (i.e. movie 
character generation and person specific game); and for surgical simulations 
(Jiang et al., 2005; Lee et al., 2011; Liu et al., 2012).  
More familiar examples are found in geography, geology and geophysics where 
3D modelling has been widely used for terrain visualization (Bourke, 1993; 
Döllner et al., 2000; Zhang, 2003; Jenny et al., 2011), analytical hillshading 
(Jenny, 2001, 2007; Leonowicz et al., 2010, 2010b), three-dimensional 
representations of the underground for mining exploration (Xue et al., 2004; 
Jian and Fanhua, 2009; Darabi et al., 2010; Yang et al., 2011; Wang et al., 
2012), hydrological modelling (Dagallier et al., 2000; Bonomi et al., 2002; 
Bonomi et al., 2007; Butscher and Huggenberger, 2007; Bonomi, 2009; Pairaud 
et al., 2011), soil root analysis (Wagner et al., 2011; Wu et al., 2007; Bingham 
and Wu, 2011). 
 
1.3.1 3D in soil science 
Three-dimensional quantitative modelling is relatively new in soil science. While 
the third dimension was already embedded in soil series maps, the advent of 
quantitative mapping has improved the potential to model soil complexity in 3D 
using advanced algorithms and geostatistical techniques.  
Generally, two possible methods are available in literature for undertaking a 3D 
mapping exercise: geostatistics or a combination of depth functions and 
geostatistical interpolation.  
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The first method is based uniquely on three-dimensional geostatistical 
interpolation. There are many examples in literature where geostatistics has 
been used for producing soil property volumetric estimates, such as the studies 
by Castrignanò et al. (2002) and Carrara et al. (2007), who mapped cone 
penetration resistance in a relatively small volume of soil affected by heavy 
machineries transit.  Other examples include the work of Bonomi et al. (2002, 
2007 and 2009), who relied on inverse distance interpolation to estimate the 
surface of aquifers starting from geology cores and cone penetrometer tests.  
With geostatistics, the property of interest is predicted in any given unsampled 
location from a weighted average of the nearby observations. With this method, 
all the soil values in the 3D space are considered for computing the variogram, 
assigning weights and computing the weighted averages. For this reason both 
the horizontal as well as the vertical variability of the soil properties are taken 
into account. However, this method presents some limitations that can restrict 
its usage: in particular the fact that soil estimates present a standard deviation 
(which is a standard measure for the spread of the data) that is much lower than 
the standard deviation of the sampled dataset. This phenomenon is referred to 
as a “smoothing effect” (Deutsch and Journel, 1998); it can be reduced by using 
dense datasets sampled with a design specific for geostatistics, but it cannot be 
avoided, being a fundamental characteristic of the algorithm (see section 2.5). 
The smoothing effect does have an advantage as it can decrease the effect of 
outliers in the data (Odeh, 1994), by excluding the tails of the distribution. 
However, it can also undermine the accuracy of the mapping, as it substantially 
cuts the spatial variability that can be described by the map.  
Moreover, geostatistics is very time demanding, and the computational time 
increases exponentially with the increment of the prediction points (Kerry and 
Hawick, 1998). For 3D mapping this can be a problem, such as when mapping 
ten depth intervals equates at estimating ten times the points of the surface 
map with the same extent. 
The second method is the depth function approach, which has two specific 
variations. The first method assumes that the soil properties vary continuously 
along the depth profile and therefore the horizon sampling is not accurate in 
26 
describing their changes. Many authors, since the middle of the 20th century, 
have tried to solve this problem by increasing the vertical resolution of the 
samples. The earliest attempt involved drawing free hand curves between data 
points (see Jenny, 1941) assuming that the bulk value represents the soil 
property in the mid-point of the horizon. More complex methods involve linear 
and polynomial regression (Campbell et al., 1970; Colwell, 1970), fitting of 
exponential decay functions (Brewer, 1968; Russell and Moore, 1968; Moore et 
al., 1972) or fitting a spline through soil data (Erh, 1972; Ponce-Hernandez et 
al., 1986; Bishop et al., 1999; McBratney et al., 2000). The purpose is always to 
increase the vertical resolution of the horizons data and to supply data at points 
which may have not been sampled. The subsequent mapping is done at set 
depths using standard 2D interpolation methods (e.g. geostatistics or inverse 
distance weighting) based on data extrapolated from the function curve, at 
those depths (Minasny et al., 2006; Malone et al., 2009). Because the 
regression and the 2D interpolation are distinct phases, with no connection, soil 
properties are estimated using only values at the same depth. Therefore, the 
vertical variability of the soil property is assumed independent of the horizontal 
variation. This can potentially decrease the mapping accuracy. 
The second variation was recently developed by Kempen et al. (2011) to deal 
with areas where the soil contains sharp discontinuities. These can be caused 
by human influence, contrasting parent materials or weathering; in either case 
the assumption of continuous variation along the profile is not valid. In this 
method, the variation of the property of interest is estimated by creating “soil 
type-specific” depth functions, using the horizons data (thickness, depth and soil 
property value) as coefficients, and then interpolating them with geostatistics, in 
order to create the 3D map. The results indicate that this method requires far 
too many coefficients and the authors recognise that this can limit its application 
in “data-poor environments”. 
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1.4 Research question 
The literature review has identified a clear need in soil science for a new 
method for digital soil mapping in 3D. A method that can be used to produce 
high resolution and accurate soil properties estimates, solving the issues 
identified in the available algorithms (e.g. smoothing effect; lack of connection 
between vertical and horizontal variation; need for detailed soil datasets). 
Moreover, because soil maps nowadays are tools for obtaining continuous 
estimates of soil properties to use in environmental modelling, there is a need 
for a method able to be used as a diagnostic instrument so that, if the model is 
unable to obtain reliable outputs for a particular area, the soil map can give 
indications about the possible causes. 
In summary, this PhD project has the objective of developing and testing a new 
method for 3D digital soil mapping with the aforementioned characteristics and 
of critically reviewing it, alongside existing literature methods for 3D mapping. 
From these conclusions and from the requirements of the iSoil project, a 
hypothesis, two aims and three objectives were set. 
 
Hypothesis 
High resolution 3D mapping can be accurately achieved, with a method able to 
estimate soil properties even with relatively poor data support, thus minimising 
the cost of the survey, and which can reasonably be applied over large areas. 
 
Aims 
Develop a novel method, based on simple soil specific depth functions, for 
three-dimensional digital soil mapping.  
Test the method with different datasets and spatial extents, and compare it with 




1) The first objective involves the development of a new method for 
mapping soil properties in 3D. This method needs to accurately assess 
the vertical variability of the property of interest in relation to the 
horizontal variation. It needs also to be flexible enough to be used in a 
quicker and easier way compared to the commonly used 3D interpolation 
techniques. Moreover, it has to be accurate even where the dataset 
available for the study is relatively small, in order to reduce the cost of 
the survey and be able to work with legacy soil information. The new 
method needs to be tested in order to understand how it represents the 
soil property variation in 3D. With a set of descriptive statistics indexes 
and uncertainty estimation, it is important to assess its overall accuracy 
in relation to literature methods. 
 
2) The second objective is based on the assumption, from the iSoil project, 
that environmental covariates, especially geophysical data, can be 
implemented in the mapping algorithm in order to increase its efficiency. 
This type of data was one of the key components, in the iSoil project, for 
developing new techniques for time- and cost-effective soil mapping. 
Although not directly a measure of soil properties, these data are the 
result of biogeochemical and physical processes and by studying their 
spatial variability through geostatistics, these data can potentially 
increase the accuracy of the digital soil maps, while relying on reduced 
soil sample datasets.  
 
3) Finally, the third objective is to apply the new method increasing the 
extent of the study area, in order to assess if can acceptably be used for 
large areas. At field scale the soil samples are often numerous and well 
distributed across the area of interest. When the analysis is performed in 
larger areas however, the density of samples is generally much sparser. 
At a landscape scale, the practitioner relies on high resolution covariates 
for estimating the soil properties where the sample coverage is limited. 
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However, the types of covariates are very different compared to those 
used for field scale analysis. In fact, the usual covariates at this scale are 
non-geophysical: DEM derivatives, such as slope, aspect, curvature etc.; 
land use maps; geological maps; soil classes or soil associations maps. 
These data are relatively cheap to collect and normally they are sufficient 
for soil mapping at this scale. Their use for 3D DSM however, needs to 
be tested. 
 
These objectives define a clear direction to follow in order to complete the 
research required for reviewing existing approaches and to define a new 
method for 3D soil mapping. The project was therefore divided into three 
stages.  
The first stage, described in Chapter 3, was focused on the development of an 
improved 3D soil mapping method. This method was then tested and validated, 
by comparing it with a benchmark literature method known as 3D ordinary 
kriging. A decision was made to use only soil observations for the development 
of the method, excluding the use of covariates because the main purpose of this 
study was to test the overall accuracy of the new methodology and excluding 
potential influences from external factors.  
In the second stage, attention was focused on the use of covariates for 3D soil 
mapping. Three methods for 3D digital soil mapping, two from literature and the 
one developed in the first stage, were tested for their ability to predict soil 
properties in the 3D space using covariates to improve the accuracy of the map. 
The main focus of this stage was to create a mapping experiment in which the 
three methods could be compared in order to determine their relative strengths 
and the weaknesses. The experiment simulated a texture dataset with average 
horizon data. Subsequently, each method was used independently to estimate 
soil textures, and cross-validated. 
In concluding this experiment, it was realised that each method, even though 
very different in the execution from the others, presented a common result: a 
vertical decrement in the prediction accuracy. Consequently, another test was 
developed to assess the accuracy of the environmental and geophysical 
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covariates in predicting various soil properties along the depth profile. For this 
purpose several combinations of covariates were used and a simple 1-out 
cross-validation was carried out for each depth layer sampled.  
At this point the attention shifted from the development and testing of the 
mapping method to its possible applications (third stage). One of the main aims 
of the soil science community is to produce reliable estimates of soil parameters 
to modellers in order to predict future changes in the soil system. These models 
are normally used at relatively low spatial resolution, for instance JULES cannot 
predict below a 1 Km2 cell, for predicting key soil properties over large areas. 
For these reasons, the developed method was tested in the third stage by 
making predictions over a much larger extent than the previous two case 
studies. The validation was undertaken using cross-validation and the results 
were compared with other validated literature studies. Moreover, an 
independently sampled dataset was used in order to perform an independent 
validation. Finally, a method was proposed for calculating the map uncertainty 
that can also be used for other depth function approaches. 
31 
 
CHAPTER 2 - Theoretical background 
2.1 Introduction 
The research described in this thesis involved several geostatistical techniques. 
This chapter provide the reader with a brief theoretical background regarding 
these techniques.  
 
2.2 Geostatistics 
In the early days of quantitative geography, scientists became aware that they 
could not continuously measure all landscape attributes. They had to work with 
fragmentary information and use it carefully in order to predict attributes in 
unknown locations. Geographers realised that landscape attributes were 
dependent on their location and that two points close to each other were more 
likely to be similar than points further apart. These concepts were explored in 
numerous papers and scientific works but their solution was not recognised until 
the 1960’s when D.G. Krige, a South African engineer, observed that his 
estimates of ore grades could be improved if he took into account the 
characteristics of neighbouring blocks. His pioneering work was mathematically 
formalised by the French mathematician G. Matheron in his doctoral thesis 
(Matheron, 1965), when he created the theory of regionalised variables. 
According to this theory, all the geographical attributes observed in point 
locations are a single realisation of a regionalised process that can be 





where x denotes the spatial coordinates in the three-dimensional space of the 
sampled location; fk, with k = (0, 1, …), are functions of the spatial location; ak 
are unknown coefficients, and (x) is a spatially dependent random component. 
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The first term of the right hand side of the equation represents a deterministic 
component which can be modelled as a trend (from: Oliver et al., 1989). Early 
scientific works have discovered empirically that in most studies the random 
component was the largest and that the impact of the trend was negligible 
(from: Oliver et al., 1989). 
For practical purposes, it is often assumed that the variation can be represented 





Where v is the constant mean and (x) is the spatially dependent random 








where h is a vector that separates the two locations x and x+h.  
This means that the variance of the random component depends only on the 
direction and distance between two points, and not by their actual position. 





This is known as intrinsic stationarity hypothesis, by which the random 
component has zero mean and a variance that depends only by the quantity 
(x), known as semi-variance. 
 
2.3 Variogram 
The semi-variance is expressed as half the expected squared difference 





and it is described by the variogram cloud in which the semi-variance values are 
calculated for each couplet of locations. In order to compute the variogram, the 
values of semi-variances are averaged by lag distances. When the intrinsic 
hypothesis holds, the variogram contains all the information about the spatial 
correlation. For this reason, constructing the variogram and fitting the variogram 
model are two crucial step of the geostatistical analysis (Webster and Oliver, 
2007; Cressie, 2008). 
In this research, the fitting of the variogram model was done using the REML 
method, proposed by Patterson and Thomson (1971). This method gives a 
more robust estimation of the variogram parameters and can be used in cases 
when the sampling scheme was not adapted for geostatistics such as grid 
sampling (Lark and Cullis, 2004), or when the number of sampled points is 
below 100 but higher than 50 (Kerry and Oliver, 2007). 
There are three parameters of the variogram that need to be estimated and that 
are used to assign weights during the kriging interpolation. These parameters 




Fig. 2.1: variogram model and graphical description of the three 
variogram parameters. 
 
In this figure, the variogram is bounded by a sill, which is the maximum possible 
variance in the data; the distance at which the variogram reaches the sill, 
interpretable as the maximum distance at which two points are correlated and 
co-vary, is the range. The nugget represents the variability at distances smaller 
than the typical samples spacing, including measurements errors. 
 
2.4 Ordinary kriging 
One of the most important uses of the regionalised variable theory is the local 
estimation of geographical attributes in the spatial domain, is a process known 
as kriging from the name of the South African engineer D.G. Krige who first 
applied it. This technique is very popular in numerous scientific fields because 
its estimates are unbiased and have a minimum variance. Furthermore, this 
interpolation method can estimate the error associated with each prediction and 
it is exact, meaning that in a sampled point the estimate value is equal to the 
observed one. 
Ordinary kriging is one of the simplest forms of geostatistical interpolation and it 
must be used under the intrinsic hypothesis, Eq. 2.5 (Webster and Oliver, 
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2007). It is able to determine a continuous set of estimations, starting from a 
discrete set of samples by using their spatial auto-correlation model. This 
interpolation method can predict values of a variable of interest in any 
unsampled location using a weighted average of the nearby observations, with 





where  is the unsampled point to be predicted; wi are the weights, 
assigned from the variogram analysis, and xi are the samples values. To ensure 














where (xi,xj) is the semi-variance between the data point xi and xj, and (xi,x0) 
is the semi-variance between the ith data point and the unknown point x0 (from: 
Webster and Oliver, 2007). 
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2.5 Conditional simulation 
With kriging, the best estimation is achieved by minimising the variance of each 




where x0 is the true value at the location, and  is the estimation. With this 
method the variance of the estimated data is less than the variance of the data.  
For this reason, kriging can produce the best estimate for a single location or an 
area, but it does not reproduce the variance of the dataset well, i.e. it has a 
smoothing effect (from: Webster and Oliver, 2007). 
In cases where the objective is to keep the variance to a value similar to the one 
observed in the data, kriging cannot be used. In these cases it is necessary to 
adopt another technique: such as conditional simulation. 
With simulation, it is possible to create a series of equi-probable realisations of 
the regionalised variable in the space, honouring both the distribution and the 
variogram model of the variable. For each sampled point the simulation 
reproduces the observed value, which is why it is denoted as conditional. 
 
2.6 Universal kriging 
The theory of ordinary kriging is based on the assumption of intrinsic 
stationarity. Under this assumption the deterministic term in Eq. 2.1 can be 
replaced by a constant. Even though in most studies the intrinsic hypothesis 
holds, there are cases in which assuming a constant mean across the study 
area is not appropriate, particularly at large extents. In these instances 
practitioners have to model the deterministic term of Eq. 2.1, and only afterward 
they are able to model the spatially dependent random term. The functions to 
model the trend are usually simple polynomials of order 1 and 2 (Webster and 
Oliver, 2007).  
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After this preliminary analysis of the trend, the variogram is computed using the 
residuals between the observations and the values predicted by the trend 
analysis. Matheron (1969) described this technique as “le krigeage universel”, 
though its applicability is not universal (Webster and Burgess, 1980) and for this 
reason it is often called “kriging with an external drift”.  
This technique can be used for univariate distributions, by modelling the trend in 
the variables and then solving the kriging system. However, in most cases 
universal kriging is adopted when limited landscape observations are coupled 
with high resolution environmental covariates (e.g. DEM), which are much 
simpler and relatively cheaper to collect. Under these circumstances, the trend 
is modelled by a linear or a polynomial regression between the observed values 
and the covariates; the residuals are then used to model the variogram. From 
this is possible to obtain weights for solving the kriging algorithm. 
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CHAPTER 3 - Mapping of soil compaction in 3D with 
depth functions 
DEVELOPMENT OF THE 3D MAPPING METHOD 
 
Abstract 
Soil compaction is a form of physical degradation, which causes soil 
densification and distortion that can lead to changes in the three-dimensional 
soil structure variability. To test the effectiveness of depth functions for mapping 
soil compaction in three-dimensions, a field-scale dataset of penetration 
resistance at constant depth intervals was used to develop a novel approach. 
This method, referred to as top-down mapping, is based on a multiple-step 
approach. It starts with a framework for selecting the depth function that best 
describes the soil specific variation by depth and continues with an interpolation 
of the coefficients of the function across the field. Finally, for each interpolated 
point, the equation is solved in order to estimate soil compaction in the 3D 
space.  
The top-down mapping method was applied on the penetration resistance (PR) 
dataset (n = 57), collected at the CULS (Czech University of Life Sciences) farm 
in Lany. In order to test its accuracy in predicting cone-index variation in the 3D 
space, the mapping method was also compared with the 3D ordinary kriging, 
using descriptive statistics and cross-validation (performed by excluding a 
percentage of soil profiles).  
The results indicate that the top-down mapping method reproduces the variance 
of the observed dataset better than 3D kriging, and, consequently, its estimates 
are more accurate than when using more generally accepted 3D geostatistical 
procedures. The cross-validation results reveal that ordinary kriging can obtain 
values of root mean squared deviation (RMSD) that range from 0.5, to 0.57, 
depending on the percentage of profiles excluded for validation. By contrast, the 
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top-down mapping method gives RMSD values that range from 0.47 to 0.53, 
thus, outperforming ordinary kriging. 
 
3.1 Introduction 
Soil compaction is a form of physical degradation that causes soil densification 
and distortion, decreasing soil porosity and permeability. This obstructs air, 
water, nutrient movement and root penetration. In arable soils compaction is 
often caused by repeated ploughing and the passage of heavy harvesting 
machinery. It can occur at the surface or in subsurface horizons. Ploughing can 
rectify topsoil compaction but once subsoil compaction occurs it is difficult and 
expensive to alleviate. The effect of compaction may also accumulate over time, 
creating a compacted soil layer that is almost impermeable and highly resistant 
to root penetration (Jones and Montanarella, 2001), known as a plough pan. 
Compaction changes the three-dimensional soil structure variability, and these 
modifications can be high even in relatively homogeneous soils (Carrara et al., 
2007). For these reasons, there is a need for a rapid and accurate method for 
mapping soil compaction and the associated changes in three-dimensional soil 
structure. 
 
3.1.1 Measuring soil compaction 
Penetration resistance (PR) is an inexpensive way to monitor and assess soil 
compaction. The resistance measured by a penetrometer reflects the pressure 
encountered by roots (Carrara et al., 2007). However, penetrometer 
measurements have a major disadvantage: the accuracy of the data depends 
by the ability of the operator to push the rod at a constant speed, and this is 
almost impossible. For this reason a certain level of uncertainty is always 
attached to the values measured by a penetrometer. This error can increase 
where the compaction increases, but it is almost impossible to measure. Even 
though this uncertainty cannot be assessed, it must be taken into account 
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during the mapping. If it is not sufficiently considered, the resulting soil map can 
be biased. 
Moreover, compaction can occur at any point throughout the profile, and this 
can be highly variable both by depth and across the field. It is not feasible to 
measure penetration resistance at high resolution, and usually not cost effective 
even to do so at sufficient locations to fully capture the vertical and horizontal 
variability on soil compaction.  
 
3.1.2 New mapping method 
In the past, these problems have been solved by interpolating PR data with 3D 
geostatistical algorithms (Castrignanò et al., 2002). However, as described in 
section 1.2.1, 3D geostatistics is difficult to use if the dataset was not sampled 
with appropriate designs. Moreover, a 3D model can be very difficult to present 
and interpret, having to rely on volumetric rendering or slicing. This can limit the 
effectiveness of the soil 3D map, as the interpretation of the soil pattern from a 
3D volumetric model can be very complex. 
In order to deal with penetrometer point uncertainties, and overcome the 
difficulty in interpreting 3D models, a new method for 3D soil mapping was 
developed. It is based on a framework for selecting the most accurate soil 
specific depth function; the one that can parsimoniously and effectively describe 
the average pattern of the soil property variation with depth, decreasing the 
impact of the measured point uncertainties.  
By fitting this soil specific function to the soil profiles, and looking at its 
goodness of fit, it is possible to determine if a particular soil profile deviates 
significantly from the general behaviour in the field. If a particular goodness of fit 
value is low, this means there are localised changes in soil compaction pattern 
that can be easily identified and considered with more attention. This way it is 
possible to obtain a preliminary assessment of soil compaction before the 
creation of the 3D model, easing the interpretation of the final map. After this 
step geostatistics are used to interpolate the coefficients of the function in order 
to create a more detailed map. This method relies on two-dimensional mapping 
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to create a 3D lattice, for this reason in the thesis it is referred to as top-down 
mapping. 
The main purpose of this chapter was to develop the method and test its 
performances without any influence from external factors; for this reason it was 
decided to exclude the use of covariates. The top-down mapping was also 
compared with the more generally accepted 3D ordinary kriging, already used in 
literature for 3D compaction mapping (Castrignanò et al., 2002), in order to 




Fig. 3.1: Location of the study area. The CULS Lany farm is in the Stredocesky Region, near the city of Ruda, about 40 
km W of Prague.
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3.2 Materials and methods 
3.2.1 Study site and sampling methods 
The study site was a plot on the CULS (Czech University of Life Sciences) Farm 
at Lany (21 ha) located in the Czech Republic (central Bohemia), near the city 
of Ruda (50.14N, 13.86E), 40 km west of Prague (Fig. 3.1). The field was in 
arable use and managed by conventional ploughing techniques. The soil type, 
according to the WRB classification (World reference base for soil resources, 
2006), is a Haplic Cambisol and according to the geological map at scale of 
1:50,000, the Lany Farm is located on an alluvial terrace with a rocky to gravelly 
calcareous texture, which lies directly over a formation composed primarily of 
basaltic breccias, conglomerates and sandstones (Czech Geological Survey, 
2004). 
The Lany dataset consists of cone-index data measured at 57 locations with a 
static penetrometer PM 10, designed and constructed in CULS (cone edge has 
vertex angle of 30° and basis area of 3.23 cm2). The instrument measured 
cone-index in intervals of 0.04 m to a depth of -0.52 m. Every sample is located 
at an average distance of 55 m on a regular grid. The data were collected in the 
spring of 2005, at field capacity, in two days with homogeneous weather 
condition. 
Some corrections were applied to the dataset, disregarding the first measure 
from 0 to -0.04 m depth, because the instrument is known to generate 
unreliable surface readings. One observation at depth -0.44 m was also 
identified as an outlier. Table 3.1 presents the basic summary statistics of the 
dataset. In order to underline the major characteristics of the dataset, in addition 
to normal summary statistics, the octile skew (Brys et al., 2004) is presented.  
This index takes into account the symmetry of the first and the seventh octile on 
the median (Lark and Bishop, 2007), thus providing a more robust way to 
assess the skewness of the distribution. 
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Minimum value 0.82 
Maximum value 4.20 
Skewness 0.49 
Kurtosis -0.65 




Fig. 3.2a shows a box-plot of the distribution of cone-index values at each 
measured layer. From this plot is evident that on average this dataset presents 
a pattern characterized by two distinct layers.  The first starts at -0.08 m and 
ends at -0.28 m depth, with cone-index values varying from 0.7 MPa to a 
maximum of 17 MPa; the second layer has values varying from 15 to 35 MPa, 
starting at -0.28 m to the maximum sampling depth.  
This average pattern is not applicable to every sample. Fig. 3.2b shows two 
very different soil profiles from sample number 25 and 54. Sample 25 has a 
pattern very similar to the average; while sample 54 has a very different shape, 
with a constant increase in the cone-index value throughout the whole 
investigated profile. 
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Fig. 3.2:  Plot cone-
index/depth for the 
entire Lany dataset. The 
first plot (a) illustrates 
the general pattern of 
the dataset. The second 
part (b) shows the two 
possible shapes of the 




3.2.2 Mapping method 
This mapping method is based on a four-step approach: 
 The first step involves the selection of the best soil specific depth 
function to describe the PR dataset (Fig. 3.2a).  
 In the second phase, this depth function is fitted to each soil profile, 
calculating the function coefficients for each sampled location. 
 The third step relies on geostatistical interpolation of the function 
coefficients on a bi-dimensional grid.  
 Finally, in the fourth step the depth function is solved for each 
interpolated point in order to create a 3D digital soil map. 
 
3.2.3 Framework for selecting the best depth function 
The selection of the depth function is the single most important aspect in the 
application of the top-down mapping method. This method is based on the 
concept of soil specific depth functions. These are simple mathematical 
equations that cannot be applied automatically to every soil dataset, but they 
need to be selected for their ability to describe the general behaviour of the soil 
properties of interest, with depth, over the study area.  
With mapping methods based on complex depth functions, such as splines, 
their application does not require any knowledge of the behaviour of the soil 
properties with depth. These functions are so complex that it is assumed they 
can fit perfectly to every soil dataset. However, because soil profiles are based 
on depth averages and the mathematical equations are fitted to these points, 
having a good R2 (coefficient of multiple correlation, is a measure of how well 
the values predicted by the depth function correspond to the horizons values),  
does not necessarily means that the shape of the curve describe the soil profile 
accurately. There are many curves that can fit to the same set of points, but 
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only one can best describe the shape of the profiles in the study area (i.e. the 
soil specific depth function).  
With this mapping method, the selection of the depth function is an integrating 
part of the process. A specific framework was developed for helping with the 
identification of the best depth function. In this framework, groups of common 
functions are tested for their general ability to describe the soil property 
variation by depth. These generic groups contained for instance, exponential 
functions, sets of polynomials and others. These functions are fitted to the 
horizons data and the goodness of fit is computed. Subsequently, the shape of 
the curve that presents the best values of R2 is analysed by comparing it with 
the soil profiles values, in order to obtain on single group of function. At this 
point, the best performing group of equations is screened to obtain the best soil 
specific depth function. The fitting proceed by repeatedly changing the 
exponents of each variable in order to find the single equation, from the group, 
which shape best describes the general depth pattern and fits the data with an 
acceptable level of accuracy. 
This procedure can ease the process of the depth function selection, but it 
cannot be used in an automatic way. This mapping method is highly dependent 
upon the pedological knowledge of the area under study and the knowledge of 
the processes that defined the depth pattern observed in the samples. For this 
reason, the depth function selection requires a detailed analysis of the soil 
dataset and the soil property under study.  
 
3.2.4 Depth function for best describing the cone-index profiles 
In this case study, prior to the application of the framework, an analysis of the 
depth variation of the cone-index data and their spatial and vertical variation 
was performed. This analysis highlighted that PR in this area presented the 
general depth pattern presented in Fig. 3.2a. Moreover, from the soil property 
analysis was concluded that PR datasets present uncertainties related to each 
sampled points, as presented in section 3.1.  
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This supported the conclusion that for describing PR in Lany, a depth function 
with the following characteristics was required: 
- Its shape needs to fit the general pattern. Thus, its needs a change of 
inclination at around -0.30 m, where the shift between the two layers was 
identified. 
- Its needs to be relatively simple in order to avoid fitting the measured 
points, which values are affected by a certain level of uncertainty, too 
closely. 
 
After this preliminary analysis, the framework was applied to the cone-index 
data. From the goodness of fit analysis, polynomials were found to be the group 
of equations that are better suited for describing the pattern in Fig. 3.2a.  
The results of the preliminary analysis suggested that the complexity of the 
depth function needed to be kept to a minimum in order to reduce the influence 
of the point uncertainties. For this reason, 2nd order polynomials were selected 
from the framework, with values of R2 of 0.79 and root mean squared deviation 
(RMSD, is an index that computes the squared root of the average sum of the 
squared residuals, from Schunn and Wallach, 2005) of 0.26.  
After this step, the exponents of the 2nd order polynomial were changed 
repeatedly in order to minimize the sum of the squared residuals and finding the 
best 2nd order polynomial for this dataset.  




For every point of depth x(i,j), the value of the soil compaction, y(i,j), can be 
calculated with a polynomial in which β1, β2 and β3 are the coefficients of the 
equation, fitted with a least squares estimation. 
In order to examine in details the behaviour of the soil property and the error 
associated to the regression, a spatial study of the goodness of fit indexes and 
the residuals of the polynomial regression is presented.  
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3.2.4.1 Geostatistical interpolation 
In this study, the top-down mapping relies on the fitting of a polynomial depth 
function to the cone-index data, coupled with an interpolation of the coefficients 
of the polynomial. Ordinary kriging interpolation was used with the variogram 
model fitted using a residual maximum likelihood estimator (REML, Patterson 
and Thomson, 1971).  
In order to demonstrate the accuracy of the developed method, it was 
compared with the established 3D ordinary kriging, which was already used by 
Castrignanò et al. (2002) for mapping cone-index data. 
 
3.2.5 Validation 
The validation process involved a random exclusion of a percentage of soil 
profiles (10, 20, 30, 40 and 50% of the population). Subsequently, the cone-
index values in the excluded profiles were re-predicted using the top-down 
mapping method, and then the observed and predicted values were compared 
using common statistical indexes (i.e. RMSD). The random subsampling was 




The geostatistical analyses were undertaken with the statistical programming 
language R (R Development Core Team, 2009) and the package gstat 
(Pebesma, 1992; 2004). The three-dimensional visualization of the soil map 
was created using Golden Software Voxler (Golden Software, 2008). 
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3.3 Results and discussion 
3.3.1 Polynomial depth function 
A method, denoted top-down mapping, was developed for describing the 
horizontal and vertical variation of PR, based on 3D mapping with simple depth 
functions. This method is based on the assumption that penetrometer data are 
characterized by uncertainties at each measured point, caused by variations in 
the use of instrument (the penetrometer should be pushed into the soil at a 
constant speed in order to obtain reliable data, and this is almost impossible in 
reality).  
For this reason the hypothesis is that a simple depth function can optimally 
describe the general shape of the PR profiles, by filtering out these point 
uncertainties that would cause error propagation with more complex functions. 
The top-down mapping is therefore based on a framework developed for 
determining the best site specific depth function, from which the polynomial in 
Eq. 3.1 was selected.  
This function can accurately fit to the average pattern (Fig. 3.2a), because its 
shape is adapted to the two-layer pattern with the topsoil relatively loose, below 
which the subsoil is generally more compacted. This is demonstrated by the 
goodness of fit analysis, presented in Fig. 3.3 in form of an observed versus 
predicted scatterplot. The result shows high accuracy in predicting cone-index 
along the profile, with a mean R2 value of 0.84, and a value of RMSD of 0.22. 
However, the average pattern described in Fig. 3.2a is the combination between 
areas where the PR increases uniformly along the profiles (Fig. 3.2b, sample 
54) and areas in which there is a rapid increase in PR between -0.24 m and 
0.32 m (Fig. 3.2b, sample 25), which can be fully explained only if a plough pan 




Fig. 3.3: Scatterplot of observed/predicted values.  On the X axis the 
profile values excluded during the cross-validation are represented; on 
the Y axis are represented the values predicted by the proposed mapping 
method. The selected depth function is able to predict the cone-index data 
with a high level of accuracy. 
 
3.3.2 Soil specific depth functions as diagnostic tools 
A soil specific depth function can be used effectively as a diagnostic tool. It is 
selected for its accuracy in fitting the average depth pattern, which is typical of 
the majority of the soil profiles, as demonstrated by the high value of R2. 
However, not every sample presents the same pattern and in some cases the 
goodness of fit values are relatively low. This indicates a change in the pattern 
of soil resistance, which can be easily spotted.  
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In order to explore this concept, two interpolated maps of the Lany field were 
created showing the distribution of R2 and RMSD values throughout the field 
(Fig. 3.4a). The largest proportion (>70%) of the samples presents good fit 
statistics, having a mean R2 of 0.88 and a mean RMSD value of 0.20. However, 
there are areas of the field where the fitting of the polynomial is not as accurate, 
coloured in grey in Fig. 3.4a. This means that the soil profiles in these areas 
present a different form compared to the average pattern described by the 
depth function.  
There are two reasons for this: firstly, in some cases the plough pan causes a 
peak in the cone-index value that is far higher than the average, causing the 
polynomial to fail in describing it with the usual accuracy. The second reason is 
related to a general increase in the data error in certain samples, probably 
caused by a change of speed in pushing the penetrometer into the soil. Where 
this is too severe, the polynomial fails to describe the local soil compaction 
pattern. However, in this dataset the values of goodness of fit are below an 
acceptable level (R2<0.5) for only a single profile. For this reason, the profile 
was considered to be an outlier and Eq. 3.1 was considered valid for the entire 
field. 
In order to better discriminate between these two possible causes it was 
necessary to further explore the results of the fitting, by looking at the residuals 
along the profile. The residuals values at three depth layers were computed (-
0.12, -0.32 and -0.44 m; Fig. 3.4c). By looking at these data, it is evident that 
the top layer (between -0.08 and -0.28 m) is the most homogeneous, with low 
values indicating a general good performance of the polynomial in describing 
the topsoil PR. Conversely, the subsoil presents local high absolute residuals 
which signify areas with cone-index values much different from the depth 
average.  
In the -0.32 m layer, the residuals values are mostly positive, meaning an above 
average compaction, consistent with the presence of a plough pan. By contrast, 
the residuals in the deeper layer (below -0.32 m) are mostly negative indicating 
a below average compaction that can be due to a general decrease in soil 
compaction probably caused by a recovery of soil structure. There are also 
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three areas of positive residuals, which are probably due to an increase in the 
data error in the lower part of these profiles. 
In summary, with this uncertainty analysis it was possible to determine the 
amount and the spatial distribution of areas affected by subsoil compaction, 
before undertaking the full geostatistical analysis. It is also possible to identify 
profiles, or areas, where the depth function fit the data below the level of 
accuracy that can be considered acceptable. At field scale, and in areas with 
homogeneous soil features, if only a limited number of profiles present R2 
values below 0.5, the probable cause is the presence of outliers. In such 
datasets, the depth function can be considered valid for the entire study area, 
as it was in this study. 
Conversely, in areas that present heterogeneous soil features the analysis of 
the goodness of fit maps can give an indication of these changes. In these 
areas, such maps can be used to discriminate plots with homogeneous depth 
behaviours that can be mapped individually, using the method more appropriate 
for each soil type. This requires using either a different depth function or using a 







Fig. 3.4:  a, b) Interpolated 
maps of two goodness of fit 
indexes: R2 and RMSD. c)  
Map of the residuals of the 
Eq. 3.1.  
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3.3.3 Comparison with 3D ordinary kriging 
The subsequent phase of the study aimed to demonstrate the accuracy of the 
top-down method by comparing it with a technique that was widely used in 
literature for PR mapping, in this case 3D kriging (Castrignanò et al., 2002). 
Two 3D maps of the field were created using both methods and descriptive 
statistics and cross-validation were used to determine the most accurate.  
The process started by computing the standard deviation of the original 
population, which is 0.73, and comparing it with the standard deviations of the 
two predicted datasets, which are 0.63 for the top-down mapping method (a 
reduction of 14%) and 0.57 for the 3D kriging prediction (a reduction of 22%). 
This suggests that the top-down mapping described the distribution of the 
predicted population to a level comparable with the original dataset, avoiding 
the smoothing typical of kriging (Deutsch and Journel, 1998). Therefore, its 
predictions can potentially be more accurate. 
In order to demonstrate the prediction accuracy of the method, a cross-
validation experiment was set up by randomly excluding a percentage of 
profiles from the original dataset and then re-predicting their cone-index values. 
The results are presented in Fig. 3.5 and Table 3.2, and indicate a higher 
accuracy of the top-down mapping method with values of RMSD always lower 
than 3D ordinary kriging, even when the exclusion percentage reaches 50%. 
The top-down mapping method can therefore be sufficiently accurate even 
where the sample size is small.  
In summary, the top-down mapping method can achieve a higher mapping 
accuracy because it can effectively reduce the smoothing associated with 3D 
geostatistical interpolation. It is also generally less complex to apply because it 










Table 3.2: Numerical cross-validation results. 
 3D Ordinary Kriging  Top-down Mapping 
Exclusion  10 20 30 40 50  10 20 30 40 50 
Mean 0.54 0.54 0.55 0.56 0.57  0.47 0.48 0.49 0.52 0.53 
Median 0.53 0.54 0.56 0.56 0.57  0.46 0.47 0.48 0.48 0.49 
St.Dev. 0.10 0.07 0.05 0.05 0.04  0.10 0.09 0.07 0.32 0.45 
Minimum 0.32 0.36 0.41 0.44 0.47  0.28 0.32 0.34 0.36 0.38 





From these conclusions, a 3D map of Lany field was generated, solving the Eq. 
3.1 for a grid of 6,700 points (1 m of horizontal resolution, 1 cm of vertical 
resolution). Visualizing a 3D soil model in a way that it is visually accessible is a 
challenging task. With the visualization techniques normally applied, soil 3D 
map are generally difficult to interpret. This was demonstrated by applying three 
different techniques for presenting the soil map, showing their advantages and 
disadvantages.  
The first method uses horizontal slices (Fig. 3.6). The advantage of this 
technique is that is widely used and the two maps can be easily compared. The 
disadvantages are that the slice selection is not objective and depends on the 
map author, and that it is difficult to determine the lateral or vertical extent of 
compaction areas from these maps, especially when their shapes are elongated 




Fig. 3.6: Sliced maps of Lany field, created using the two tested 
algorithms. 
 
The second method is based on 3D visualization (Fig. 3.7). This technique uses 
vertical slices and contours, which define lines of equal compaction on the 
horizontal plane. The advantage of this technique is that it effectively shows 
areas of higher compaction, which are highlighted by darker colours and by a 
denser set of contours. The main disadvantage is that it is very difficult to 
interpret because the user needs to understand the orientation of the 3D image, 
an issue that is difficult even for people experienced in viewing 3D models.  
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Fig. 3.7: Three-dimensional visualization of the soil map created using the 
top-down mapping method. 
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Finally, the third visualization technique requires the map to be subdivided in 
slices along the three geometrical axis. This way the slices for each axis can be 
grouped into a video animation that produces a “fly-through” experience. This 
gives the user a more accessible and simpler way to visualize the 3D model. 
However, such visualization techniques require a large effort in both producing 
the slices (in this case, for a relatively small area, 48 images were necessary for 
each axis to produce the video) and creating the animations.  
The advantage of the top-down mapping method is the possibility to have 
goodness of fit and residual maps (Fig. 3.4). These maps can give an 
accessible way to understand the compaction pattern of the study area, even 
before the final map is visualized. If, in certain areas, the compaction pattern is 
complex, the visualization can focus on these areas, producing more slices in 
order to describe in details the soil changes. This way one the most 
interpretable technique, which is probably the use of 2D horizontal or vertical 
slices, can be used. However, the slices are not selected subjectively but based 
on areas in the field that present important depth changes. 
 
3.3.5 3D animation 
To visualize the soil compaction pattern in the Lany field, a set of 3D animations 
were created. The Eq. 3.1 was solved for a regular grid of 6,700 points starting 
from the predicted coefficients. The vertical resolution of the 3D grid is 1 cm, the 
horizontal resolution is 1 m. A volumetric rendering with a natural neighbour 
interpolator was performed on the 3D grid, and the resultant volume was sliced 
along X, Y, and Z. The result is a collection of slices every metre for X, and Y 
directions and a slice every centimetre along Z.  
All these images are presented in three animations, one for each direction, in 
which the viewer can navigate through the soil and appreciate the compaction 
pattern. In these animations the blue and light blue colours characterize low 
compaction values. The rapid change due to the plough pan is highlighted by a 
green colour. The presence of the plough layer is particularly evident in sections 
along X and Y; the top soil layer presents a general blue colour and a constant 
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width. Below 35 cm, depth of the plough layer, the complexity become easily 
appreciable because of the presence of high compaction lenses, which colour 
ranges from orange to red. 




3.3.6 Soil interpretation 
Soil compaction is a property that depends on several factors: water content, 
soil texture, soil organic matter content and land management (Busscher et al., 
1997; Soane and van Ouwerkerk, 1995; Medvedev and Cybulko, 1995; Hamza 
and Anderson, 2005). At the CULS Lany farm, variations in the cone-index 
values, especially in the topsoil, is predominantly caused by land management 
practices. The field is covered by arable crops and is managed by conventional 
ploughing technology. The predominance of the land management above other 
factors is illustrated by the relatively constant value of compaction in the topsoil. 
At around 30 cm there is the transition between the managed topsoil and the 
natural subsoil, and this is observed by a general increased in the compaction 
values. However, this increase in soil compaction does not coincide everywhere 
with the presence of a plough pan. In certain areas the increase is smoother. 
Assuming a uniform load for the whole area, this pattern could be driven by 
localised changes in soil texture. However, penetration resistance is an indirect 
measure and its pattern can be influenced by other factors, which are difficult to 
discriminate. 
Below 35 cm the soil pattern became more complex with areas of high 
compaction and areas with low cone-index values distributed without any 
recognizable pattern. In general, directly below the plough layer, there is a 
decreasing tendency in the compaction values but there are areas in which high 
values of cone-index are maintained to the maximum survey depth. Although 
the homogeneity of the top soil is certainly due to land management, the factors 
that may cause the observed pattern in the subsurface are less easily 
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identifiable. Compaction may be derived from several factors and there are not 
enough textural and moisture data to fully clarify which one is the major cause 
of the depth distribution of the cone-index data below the plough layer.  
 
3.4 Conclusions 
In this chapter a novel method was developed for mapping soil compaction in 
3D. This technique is based on simple soil specific depth functions to describe 
the general variation with depth of PR, thus decreasing the impact of the point 
uncertainties related to penetrometer measures. This method can also be used 
as a diagnostic tool in order to easily identify soil profiles in which there are 
deviations from the average pattern. This way the compaction pattern can be 
much better assessed. 
 
This novel method was tested and compared with 3D ordinary kriging at the 
field scale, using descriptive statistics and cross-validation. The results indicate 
that the developed method can increase the amount of variance described in 
the mapping, reproducing the distribution of PR more closely to the original 
dataset, when compared with 3D kriging. As a consequence, this method can 
predict PR in the 3D space more accurately than 3D kriging, even with a smaller 
dataset. 
 
This study presents an example of soil mapping with a limited dataset and its 
successful application to 3D mapping. Although this study was restricted to a 
single field with particular soil properties, this approach could be applied to a 
larger area, if soil specific depth functions can be identified. Moreover, if it is 
possible to identify a general pattern and determine a simple depth function, 





CHAPTER 4 – Mapping soil texture in 3D 
COMPARISON BETWEEN THREE METHODS OF 3D SOIL MAPPING 
 
Abstract 
Soil texture is important as it affects several key soil functions. However, the 
classic approach of mapping soil features in space, building polygons of 
taxonomic units, does not offer a sufficient level of spatial variability within each 
polygon that is necessary when soil maps are needed as primary sources for 
environmental modelling. For this reason three geostatistical methods for 3D 
quantitative mapping of soil texture were tested: the top-down mapping method, 
developed in the first stage of the PhD; 3D universal kriging; and the equal area 
spline approach. In order to properly compare these methods, which are 
different in their approach, an experiment was set up in which a new dataset 
was simulated on a regular grid, and then a series of validations were 
performed. 
The results show that each method is able to describe the variation by depth of 
the three textural percentages, but during the cross-validation procedure, the 
universal kriging emerged as best predictor, with RMSD values consistently 
lower than the other methods. The smoothing effect described in the previous 
chapter that undermined the reliability of kriging for 3D soil mapping is still 
present, and causes a decrement of around 20% of the estimated variance. 
However, in this case 3D kriging was the best predictor, probably because the 
complex pattern in the soil texture profiles decreases the accuracy of the depth 
function approaches. 
Conversely, depth function methods are better at replicating the distribution of 
the textural percentages observed in the simulated dataset, but predict texture 
less accurately. In particular, the top-down mapping method fails to accurately 
predict soil texture due to the complexity of the textural profiles and it is not 
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possible to describe them with a simple equation. Interpolating too many 
coefficients probably causes a decrement in the estimation accuracy that 




Soil texture is defined as the relative proportion of sand, silt and clay in a mass 
of soil. It is an extremely important soil property because it affects various soil 
functions such as drainage, water holding capacity, aeration, susceptibility to 
erosion, organic matter content, cation exchange capacity, pH buffering 
capacity, and soil tilth (Berry et al., 2007; Brown, 2003).  
Soil texture is one of the key features used to divide soil profiles into horizons, 
which are layers of soil, approximately parallel to the surface, having distinct 
characteristics produced by soil-forming processes that distinguish them from 
layers above and beneath.  
 
4.1.1 Mapping soil texture 
A soil survey consists in taking soil samples at specific locations in the 
landscape. Each sample can be located on a regular grid or, more often, its 
location is determined by the experience of the surveyor and the relation 
between geomorphology, geology and vegetation with the soil distribution. The 
soil is then analysed and classified into soil groups using, for example, the WRB 
system (World Reference Base for Soil Resources, 2006). Each of these groups 
is defined according to diagnostic characteristics and properties of the soil body. 
The soil map is created by matching the changes in geomorphology, geology 
and vegetation to the changes in soil by creating polygons of homogeneous soil 
type. The problem is that these maps do not sufficiently account for the spatial 
variability of the soil properties (Triantafilis et al., 2002). 
The advent of quantitative soil mapping has dramatically increased the capacity 
to represent soil variation, both in the horizontal as well as in the vertical space. 
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From a soil classes map, each location was characterized by having texture 
ranging within a set of values dependent by the soil type. With 3D DSM is 
possible to obtain, for each location and depth, a set of unique estimates that 
can be readily embedded in environmental models, such as erosion, flood risk 
and hydrological; processes which operate in the three-dimensional domain. 
Limited research focuses on 3D soil quantitative mapping, with particular focus 
on mapping organic carbon (Minasny et al., 2006; Malone et al., 2009; Kempen 
et al., 2011; Meersmans et al., 2009; Mishra et al., 2009). It is mandatory to 
start reviewing these methods in predicting other soil properties because the 
future of digital soil mapping will be based on continuous 3D soil models. This 
has been confirmed by the specifications for the Global Soil Map project 
(GlobalSoilMap.net, 2011), which will look at volumetric soil units predicting 
several soil properties and their variation with depth. For these reasons, it is 
important to review common methods for 3D soil mapping, alongside the top-
down mapping method developed in this PhD, in order to define their level of 
accuracy and the amount of variation that each method can describe. The final 
aim is to give some guidance for their use in future projects. 
 
4.1.2 Quantitative mapping techniques 
In this study two commonly used 3D mapping methods, and the top-down 
mapping, were reviewed at the field scale. The objective was to compare the 
results of each method and assess their accuracy, both in term of cross-
validation results but also in term of their ability to fully replicate the soil property 
observed variation.  
Probably the most common technique is based on spline depth functions, 
denoted as equal area spline. It was developed by Bishop et al. (1999) and 
assumes that soil properties vary continuously with depth. Therefore, the 
average horizon data do not fully represent the real changes of physical 
properties in the soil profile. This method relies on mathematical regression to 
calculate the property of interest continuously along the depth profile, increasing 
the vertical data resolution, combined with subsequent geostatistical 
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interpolation for creating the 3D lattice. This method was chosen because it was 
used, by Bishop et al. (1999), to describe soil texture profile data, and it was 
already used successfully for digital soil mapping (Minasny et al., 2006; Malone 
et al., 2009).  
Another common technique for 3D mapping involves the use of three-
dimensional geostatistical interpolation (Castrignanò et al., 2002; You and Lee, 
2006; Thierry et al., 2009). In this case the interpolation is performed directly on 
soil data, and the values are predicted as weighted averages of the nearby 
observations, using the spatial auto-correlation of the soil property to assign the 
weights.  
 
4.2 Environmental covariates 
The term “environmental covariates” is used to describe all the data that can be 
collected with minimal or no direct contact with soil. It comprehends the remote 
sensed datasets, such as DEM and its derivatives, and the proximal soil sensed 
data, such as geophysical data. Environmental covariates can provide non-
destructing, minimally-invasive and relatively inexpensive ways to describe the 
soil spatial variability and therefore improve the mapping accuracy on a reduced 
physical set of observations.  
Remote sensed data, such as DEM and DEM derivatives, can be obtained by 
digitising a topographic map but more often are derived by measurements taken 
by satellites or laser scan. These data are extremely useful for digital soil 
mapping because the spatial variation of soil in the landscape is partly driven by 
geomorphological changes and these data can provide a numerical 
representation of these changes. 
Proximal soil sensed data in the iSoil project are represented by geophysical 
covariates, such as electro-magnetic (EM) and gamma-ray measurements. EM 
data measure the soil electrical conductivity, which is a physical property that 
indicates the ability of a material to conduct an electric current. Clay content 
presents a high electrical conductivity and therefore is highly correlated with EM 
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data. Sand and silt are less conductive and therefore more difficult to correlate 
with EM.  
Gamma-ray data measured the amount of gamma radiation emitted by the soil 
volume investigated. The radiation is emitted by particular radionuclei such as 
Thorium, Uranium, Caesium and Potassium, which concentration can then be 
measured. These concentrations can be used to fingerprint particular textures 
(Egmond et al., 2010; van Wijngaarden et al., 2002).  
As part of the iSoil project, which aims at exploring the use of these data in 
DSM, this PhD explores the use of environmental covariates in 3D mapping. 
This is achieved, in this Chapter, by using these data as they are generally used 
in DSM: as source of ancillary information regarding the soil spatial variability 
(i.e. as covariates).  
 
4.3 Materials and methods 
4.3.1 Study area 
The study site is the CULS (Czech University of Life Sciences) Farm at Lany.  
The Lany texture dataset consist of 30 soil profiles, sampled at three depth 
intervals (0-10 cm; 10-30 cm; 30-70 cm). The samples were collected following 
a sampling scheme designed by Tubingen University, using Latin Hypercube 
(Carré et al., 2007), which is optimized for mapping with covariates. Fig. 4.2 
presents the texture plot at each investigated layer. From this image is evident 
that the soil is generally loamy with an increase in clay content, and a shift to 





Fig. 4.1: Lany field map with texture samples. 
 
4.3.2 Covariates  
Several continuous covariates, both geophysical and non-geophysical, are 
available for the Lany site. The geophysical covariates are electromagnetic and 
gamma-ray data. Electromagnetic surveys were undertaken with two 
instruments: EM38 and EM31 from Geonics (McNeill, 1980) by the Helmholtz 
Centre for Environmental Research. The gamma ray data were collected by the 
Soil Company using their own spectrometer known as the Mole (Egmond et al., 
2010). For this site a 10 m DEM is also available, created by the CULS. From 




Fig. 4.2: Texture plots with percentages of sand, silt and clay in the three 
depth layers considered in the profiles.  
 
4.3.3 Conditional simulation 
In order to properly compare the three selected mapping methods, and give 
statistical significance to the validation procedure, it was necessary to simulate 
a new dataset, starting from the texture observations. For this reason a 
stochastic conditional Gaussian simulation (Davis, 1987; Myers, 1989; Gomez-
Hernandez and Journel, 1993; Pebesma, 2004) was used to generate random 
realizations of the soil properties, selecting the most appropriate based on its 
similarity in terms of distribution with the original dataset. A new dataset of soil 
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observations was then extracted from the simulation results, on a regular grid of 
40x40 m and a vertical resolution of 10 cm. Subsequently, because the aim of 
the study was to compare different soil mapping methods and considering that 
the most soil data are sampled by horizons, the simulated profiles were 
averaged into the following pseudo-horizons: from 0 to 10 cm, from 10 to 20 cm, 
from 20 to 40 cm and from 40 to 70 cm.  
 
4.3.4 Mapping Methods 
4.3.4.1 Equal area spline mapping  
This method consists in fitting a quadratic spline to the horizon averages in 
order to increase the vertical resolution of the soil profiles. This function is 
potentially extremely effective in describing the soil profile because it is 
mathematically bounded to respect the horizon averages (Bishop et al., 1999). 
The soil mapping is undertaken by interpolating the spline parameters, which 
are the values that the function predicts at defined depth intervals, across the 
field using geostatistical interpolation. In this experiment a universal kriging 





Fig. 4.3: Synthetic scheme of the equal area spline mapping method. 
 
4.3.4.2  3D Universal kriging 
Kriging interpolation in 3D is based on the same assumptions described in 
section 2.4. The main difference is that it computes the variogram in the three-
dimensional space by calculating the semi-variance on pairs of observations 
and it depends on the distance, direction and dip of the vector h (lag distance). 
The 3D variogram is used to assign the weights and calculate the values in 
unsampled locations, as a weighted average of the nearby observations. 
For this study universal kriging was used due to its ability to predict soil 
variables based upon the spatial variability of environmental covariates. 
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4.3.4.3 Top-down mapping 
This method was developed and tested in the first stage of the project, and it is 
based on the framework for selecting the best soil specific depth function, 
described in section 3.2.3.  
The preliminary analysis of the dataset concluded that in the study area, soil 
texture profiles do not present a depth pattern that can generalised. For this 
reason the depth function needs to be relatively complex in order for its shape 
to be flexible enough to fit all the profiles. As a consequence, the best soil 





For every point of depth x(i,j), the value of the soil compaction, y(i,j), can be 
calculated with a polynomial in which β1, β2, β3 and β4 are the coefficients of the 
equation, fitted with a least squares estimation.  
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In this experiment, three validation methods were used. 
The First (validation A) tests the ability to describe the variation of the soil 
properties with depth. This validation was undertaken by using the pseudo-
horizons data to estimates the other simulated data along the profile, which 
were excluded during the averaging of the pseudo-horizons. 
The Second (validation B) is a cross-validation approach where a percentage of 
soil pseudo-horizons profiles (10, 20, 30, 40, 50%) were excluded and re-
predicted. The process was repeated 500 times in order to obtain a statistically 
significant set of results. For each validation, the observed and predicted values 
were compared using the root mean squared deviation index (RMSD; Schunn 
and Wallach, 2005). This method, by excluding a varying percentage of profiles, 
tests the predictive accuracy of each method with changes in the data support. 
From this validation is possible to determine the changes in accuracy of the 
method when the amount of soil observation is gradually reduced. 
The Third (validation C) validation has the same approach of the cross-
validation (validation B). However, in the previous validation, the predictions 
were performed starting from pseudo-horizons data and re-predicting pseudo-
horizons data. In this validation the starting points are again pseudo-horizons 




For conditional simulation and kriging, the R statistical programming language 
(R Development Core Team, 2009) was used, with the package gstat 








4.4 Results and discussion 
The objective of this study was to evaluate different methods of 3D mapping in 
order to assess their predictive accuracy. A simulated dataset, with soil texture 
(percentage of sand, silt and clay) and a large set of covariates (geophysical 
and non-geophysical), was used as inputs for comparing three methods: the 
equal area spline approach, 3D universal kriging algorithm and the top-down 
mapping method (developed in the first stage). In order to avoid differences in 
the results due to different combination of covariates, all the available 
covariates were used with each method. Universal kriging was employed as a 
standard interpolation method in such a way that the conditional simulation 
equally affects each mapping method. Consequently, the differences in the 
results are caused only by differences in the methodology. 
These methods were compared in terms of prediction accuracy with changes in 
data support, using three validations that were designed to test their accuracy in 
the description of both the vertical and the horizontal variability of soil texture. 
Fig. 4.5 presents a detailed flow diagram that describes all the steps taken for 
this experiment.  
 
4.4.1 Profile description (validation A) 
The initial goal is to analyse which method was optimal for re-creating the 
observed soil profile by using the pseudo-horizons data to estimate all the other 
simulated values. The results, presented in Fig. 4.6, indicate a generally good 
performance for each method in describing the overall variability of soil texture 
by depth. The RMSD values vary from a minimum of 1.61 when 3D universal 
kriging is applied in predicting clay content, to a maximum of 2.58 from the top-
down mapping in predicting silt content variation with depth.   
The results appear to suggest that clay content is easier to estimate and 3D 
universal kriging performs slightly better than the other two depth function 
approaches. The latter is unusual because the depth function approach was 
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developed in order to increase the vertical resolution of soil profile data, 
assuming that a regression is needed prior to the interpolation for better results. 
These results seem to challenge this view by suggesting that a 3D interpolation, 
in some cases, is sufficient to both describe the vertical and the horizontal 




Fig. 4.6: Scatterplot of predicted/observed values for the prediction along 
the profile. In this case the three estimation methods were used, starting 







4.4.2 Cross-validation (validation B) 
In order to test these preliminary results, it was necessary to start the cross-
validation phase in which a varying percentage of soil profiles were excluded 
and their texture values re-predicted using the three methods. The results, 
showed in Table 4.1, confirm the outcome of the previous analysis.  
 
Table 4.1: Cross-validation results. Equal area spline approach (EAS); 3D 
universal kriging (3DUK); Top-down mapping (TDM). 
Validation 
Percentage 
10%  30%  
  EAS 3DUK TDM  EAS 3DUK TDM  EAS 3DUK TDM 
 Sand 5.45 5.21 6.14  5.76 5.51 6.58  6.26 5.82 8.00 
 Silt 6.57 6.14 7.54  6.98 6.67 9.79  7.70 7.49 10.84 
 Clay 5.08 5.04 7.30  5.15 5.11 14.11  5.24 5.17 385.78 
Validation 
Percentage 
20%  40%  
 Sand 5.52 5.28 6.39  6.05 5.71 7.21   
 Silt 6.84 6.51 9.19  7.21 6.88 11.70  
 Clay 5.11 5.07 9.10  5.17 5.14 10.57  
 
 
Clay content predictions were most accurate, even though not all methods can 
predict clay better than the other two properties. Universal kriging and the equal 
area spline approach are more accurate in predicting clay content compared 
with silt and sand. A minimum RMSD value of 5.04 was obtained for kriging and 
5.08 for equal area spline resulted from an exclusion of 10% of the soil profiles. 
By contrast, the top-down mapping resulted to be less accurate in estimating 
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clay content (7.30 RMSD value with 10% profiles exclusion) compared to sand 
(6.14 RMSD value with 10% profiles exclusion). 
These results can be explained by the fact that the geophysical covariates that 
were used are, in general, highly correlated with clay content (Egmond et al., 
2010; Triantafilis and Lesch, 2005; Schnyder et al., 2006; Bierwirth and Brodie, 
2008), in particular EM data and Thorium concentration. 
Regarding the estimation accuracy of each method, the results show that 3D 
universal kriging is the best performer, with RMSD values always lower than the 
other two methods, confirming the results of the prediction along the depth 
profile. In summary it appears that three-dimensional interpolation is the most 
accurate method for 3D soil texture mapping, followed by the equal area spline 
approach which presents very similar results, and by the top-down mapping that 
fails in accurately estimating soil texture.  
The results (Table 4.2) of the distribution analysis indicate that the smoothing 
effect typical of geostatistical interpolation is not particularly evident, as 
suggested by the fact that almost 80% of the variation of each soil property is 
represented in the estimations with 3D universal kriging. This indicates that the 
smoothing effect can probably be reduced, by adopting sampling design 





Table 4.2: Standard deviations of the observed and predicted datasets. 
St.Dev Sand Silt Clay 
3D Universal kriging 6.09 7.77 4.84 
Equal area spline approach 6.75 8.42 5.47 
Polynomial mapping 10.41 12.17 8.77 
Original 6.86 8.45 5.33 
 
 
The equal area spline approach can describe the standard deviation of the 
observed dataset much better, but it predicts slightly less accurately than 3D 
kriging.  
Another difference between equal area spline approach and 3D universal 
kriging is that the first relies on two-dimensional mapping of the depth values 
calculated with the spline. In doing so the horizontal variation of the soil property 
is not considered in the mapping, because the variogram is computed by using 
only values at the same depth. This can be a minor problem when mapping 
small areas, but can become a source of errors as soon as the extent of the 
study is increased. In this scenario this technique can potentially under- or over-
estimate the shape and size of local changes in the soil body (e.g. lenses of 
higher sand content).   
Moreover, the main advantage of 3D geostatistics is the availability of an 
estimation of uncertainty, which is not available for the regression part of depth 
function approach. This is a very important aspect because with 3D 
geostatistical interpolation, scientists can instantly have an understanding of the 
error associated with the estimation. With the equal area spline approach, the 
only way to roughly assess the uncertainty of the estimations is using an 
additional empirical assessment, as suggested by Malone et al. (2011).   
Regarding the top-down mapping method, it fails to accurately describe the 
spatial variation of the textural properties. Demonstrating why this happens is 
difficult, but there are probably two causes. The first is the use of covariates, but 
this does not explain why this method is the worst among others that share the 
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same set of covariates and the same geostatistical interpolation. The other 
reason is the use of a different and more complex depth function, a three-
coefficient polynomial. Because this method is based on the interpolation of the 
coefficients of the polynomial and some coefficients presents a very poor spatial 
auto-correlation (see Fig. 4.7), having more than three coefficients can increase 
the error propagation between the predicted coefficients and the soil properties 




Fig. 4.7: Variograms of the four coefficients of the third order polynomial 
used as depth function. 
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4.4.3 Prediction along the profile (validation C) 
For the final step of the validation process the details of the cross-validation 
were analysed in terms of predictions along the soil profiles. The cross-
validation process was repeated, with the aim of not re-predicting the pseudo-
horizons averages but of re-predicting the entire profile, comparing the 
estimates with all the simulated values. The results are shown in Fig. 4.8 and 
indicate a general decrease in the accuracy of the prediction along the profile, 
observed with each method and obviously less evident in the 3D universal 
kriging. 
The reasons for this vertical decrement, which was observed by other authors in 
their 3D soil mapping tests (Malone et al., 2009; Kempen et al., 2011), are 
necessarily complex. For 3D geostatistics the most probable cause is the large 
difference between the horizontal and the vertical resolution that is translated in 
a variogram in which the vertical component stands at the very beginning of the 
plot and cannot be properly described by the variogram model. This can 
severely affect the accuracy of the variogram in assessing the spatial auto-
correlation of the dataset, and especially the changes along the profile.  
This problem should be avoidable by using a depth function approach in which 
the vertical variation is taken into account during the regression, and the 
interpolation is done in two dimensions. However, this is not the case and 
therefore the cause probably lies elsewhere, such as relevance of the 
geophysical covariates and their subsoil prediction accuracy.  
For instance,  a drop in the correlation between gamma-ray measures and soil 
properties in the subsoil is expected because 90% the gamma radiation comes 
from the first 30 cm of soil (Taylor et al., 2002) and the entire spectrum cover 
the first 30-45 cm of ground (Bierwirth and Brodie, 2008). Secondly, for the 
electromagnetic techniques, even if the depth of investigation is in general in 
the order of less than a metre to several metres, the final electrical conductivity 
value is a depth average and it is mostly affected by the first 50 cm of soil 
(McNeill, 1980).  
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Fig. 4.8: Cross-validation accuracy in term of 
RMSD of each mapping method along the soil 
profile. The general results indicate a vertical 
decrement which can be observed in this image.  
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However, this study takes into account only predictions of soil texture, maybe 
for other soil properties the results would be different and the vertical decrement 
not present. For this reason, in the next Chapter, the use of geophysical 
covariates will be further investigated by predicting with the same geostatistical 
interpolation all the soil properties available in the Lany site with different 




In conclusion, this review compared three methods of 3D soil texture mapping, 
at the field scale. From the results presented in this Chapter, it is possible to 
draw some general conclusions regarding the advantages and disadvantages 
that practitioners need to address in order to successfully apply them: 
- 3D UNIVERSAL KRIGING: Even though the results obtained by universal 
kriging were the most accurate the method presents several 
disadvantages that could decrease its feasibility for 3D soil mapping. 
First, the smoothing effect can drastically reduce the variance that can be 
reproduced by the algorithm. This can be a problem especially where the 
soil was not sampled with designs specific for geostatistics. In this case, 
the smoothing effect was reduced by using a dense set of observations. 
Conversely, the reduction of the standard deviation of the predicted 
dataset can be an advantage in certain areas, as the smoothing can 
effectively reduce the influence of outliers during the prediction.  
- EQUAL AREA SPLINE APPROACH: This method performs very similarly to the 
previous, with relatively good cross-validation results and with a 
distribution of the predicted values closer to the observed one (reducing 
the overall smoothing). It is not the best predictor, probably because the 
complexity of the soil pattern affects its accuracy. This is a major finding 
that can undermine the use of this method in areas or with soil properties 
which present similar depth patterns. 
The main disadvantage is the lack of a readily available uncertainties 
estimation which, as mentioned, needs to be addressed using an 
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empirical approach (Malone et al., 2011). Another possible disadvantage 
is related to the use of two-dimensional interpolation of the depth values 
calculated with the spline, which assumes that the horizontal variation of 
the soil property is independent of the vertical variation. This can become 
a concern when mapping large extents as it can potentially under- or 
over-estimate the shape and size of local changes in the soil body (e.g. 
lenses of higher sand content). 
- TOP-DOWN MAPPING: This study demonstrates the major limitation of this 
mapping method. In this case study, the soil texture data did not exhibit 
an average depth pattern than can be described by a simple equation. 
With these data it was necessary to rely on a more complex function 
which can adapt its shape to these particular data (i.e. a third-order 
polynomial). This polynomial is able to describe the variation by depth of 
soil textures but fails during the interpolation phase. This suggests that a 
four-coefficient polynomial cannot be used for mapping, because there is 
a potential propagation of the error between each predicted coefficients 
and the final estimations. This case study demonstrated that the key for 
this method to work is the depth function, and in particular the number of 
coefficients that should be kept to a minimum (maximum three). If from 
the framework, described in section 3.2.3, the only function with a good 











CHAPTER 5 - Proximal soil sensing in 3D digital soil 
mapping 
USE OF COVARIATES IN PREDICTING SUBSOIL CHANGES 
 
Abstract 
Proximal soil sensing includes all the techniques for indirectly collecting soil 
information. In the context of the iSoil project these techniques were a key 
component for improving, accelerating and objectifying the collection of soil 
data. These techniques were explored in the project, with the purpose of 
developing non-destructive and minimally-invasive approaches. 
Of particular interest, within iSoil, were the advancements in recent years of 
geophysical techniques, which aim to provide data about the spatial variability 
of several soil properties. The other advantage of using geophysics is the ability 
to provide a cost- and time-efficient approach to increase the amount of 
information that can be used for DSM without the need for additional physical 
sampling. 
These data can be used in DSM by correlating their spatial pattern with the soil 
observation, as showed and tested in Chapter 4. This can potentially increase 
the accuracy of the map, because the spatial pattern of geophysical data is 
driven by their correlation with a set of physical soil properties. Moreover, 
geophysical data are generally depth averages. This means that their spatial 
pattern is dependent not only from changes in the topsoil but also from changes 
in subsoil layers. This signifies that geophysical data can potentially be a very 
good source of secondary information for 3D DSM. 
Chapter 4 described a vertical decrement in the prediction accuracy of 
predictive mapping, and an influence from the geophysical covariates was 
hypothesised. For this reason, this chapter quantitatively explores the use of 
88 
geophysical covariates for 3D digital soil mapping. The entire Lany dataset was 
used and the following soil properties were predicted: texture (percentage of 
sand, silt and clay), organic carbon, S, N and pH.  
In order to test the accuracy of each geophysical covariate or groups of 
covariates, a cross-validation experiment was set up on the three sampled 
depth intervals (0-10 cm, 10-30 cm, and 30-70 cm). For each layer, universal 
kriging and 1-out cross-validation were used to compare every possible 
combination of covariates. The results indicate that on average there is a 
decrement in the accuracy of the prediction of 44% between topsoil and subsoil, 
meaning that probably the correlation between soil properties and geophysical 
data decreases with depth. In general, for soil properties that vary little along 
the profile, each covariate can achieve relatively high accuracy during the 
prediction. On the other hand, for properties with higher variances, such as soil 
texture, the choice of the best covariate is very important and a correlation 
analysis is therefore required. 
 
5.1 Introduction 
Proximal soil sensing includes all those techniques of collecting ancillary soil 
information, by instruments that operate near or in contact with the soil surface. 
Its development coincides with the realisation that in order to expose or study 
soil features the only direct way was by digging numerous, expensive and time 
consuming pits. For this reason soil scientists started developing new 
techniques to gather soil information and avoid the need to excavate pits. 
Historically, these include the measurements of tillage strength with a strain 
gauge trained by horses in 1925 by Bernard Keen and William Hanes in 
Rothamsted. From these pioneering works, proximal soil sensing has become a 
well developed science. It is primarily intended for measuring soil geophysical 
parameters, such as electrical conductivity and radionuclide concentration.  
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5.1.1 Geophysical data 
These techniques were developed to measure particular physical properties 
that are generally well correlated with several soil properties. 
For example, electrical conductivity, which can be measured with 
electromagnetic instruments, is function of: salinity, clay content, moisture 
content, bulk density, organic matter and mineralogy (Rhoades et al., 1976; 
Triantafilis and Lesch, 2005; Corwin, 2003). Comparably, the radionuclei 
concentration, assessed by measuring the gamma emitted radiation, was found  
to be correlated with soil texture and mineralogy, clay content, moisture content 
and grain size, and was used to assess soil pollution (Egmond et al., 2010).  
This makes geophysical covariates useful indicators of the spatial variability of 
key soil properties, and their use is well documented in literature (few examples 
are: Israil and Pachauri, 2003; Rampant and Abuzar, 2004; Samouëlian et al., 
2005; Triantafilis and Lesch, 2005). However, their dependence upon several 
soil properties means that the spatial pattern they show is the results of a 
combination of factors, which are difficult to discriminate.  
Moreover, all geophysical data are influenced by the soil volume under 
investigation. For example, electromagnetic (EM) instruments work by 
generating an EM field that penetrates the soil body. This produces a secondary 
magnetic field in the soil that can be measured allowing a value of electrical 
conductivity (ECa) to be calculated. This value is referred to as apparent 
because it is dependent upon the depth of investigation of the instrument, which 
depends on the separation between the two coils that the instrument uses for 
producing the primary EM field. 
Regarding gamma-ray spectrometry, this technique passively measures the 
amount of gamma radiation the soil produces. In each surveyed location the 
measured value depends, for the major part, on the radiation emitted by the first 
30 cm of soil (Taylor et al., 2002). 
All these characteristics make geophysical data good sources of secondary 
information for DSM but this also implies that geophysical data cannot be as the 
only source of information in soil mapping. They need to be implemented in a 
wider soil model in which soil chemical and physical attributes are taken into 
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account. However, since geophysical data are depth averages, they can 
become very interesting in the context of 3D digital soil mapping, as they can 
potentially provide useful insights not only about the soil surface, but also about 
the subsurface spatial variation. 
In the iSoil project these data were explored for their promise of providing a 
cost- and time-efficient way of gathering soil information that can be used to 
increase the accuracy of soil maps by reducing the demand for analytical 
support.  
In general, DSM relies almost blindly on covariates assuming that because their 
spatial pattern is the result of interactions between key soil properties in the soil, 
their use increases the accuracy of the map. A part of this PhD tests this 
assumption for 3D DSM (see Chapter 4).  
In this Chapter, the use of covariates is further explored with an experiment 
aimed at testing the accuracy of single geophysical data in mapping soil profile 
changes. 
 
5.2 Materials and methods 
5.2.1 Study area 
For this experiment, the Lany dataset, described in section 4.2.1, was used. In 
the previous experiment only soil texture was predicted. In this study, all the 
available soil properties were estimated (i.e. clay, sand and silt percentage; soil 
organic carbon; pH; sulphur and nitrogen concentrations). Table 5.1 presents 
the summary statistics of each soil property. 
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Table 5.1: Descriptive statistics of the investigated soil properties. 
Property Unit Min. 1st Qu. Median Mean 3rd Qu. Max. St.Dev. 
Sand % 23.25 31.80 34.53 36.02 38.95 66.13 6.86 
Silt % 9.00 37.92 43.63 42.87 49.03 56.82 8.47 
Clay % 12.78 17.54 20.24 21.11 23.89 39.91 5.34 
SOC Total Count 0.26 0.64 1.30 1.16 1.52 2.37 0.55 
S Total Count 0.02 0.03 0.04 0.04 0.05 0.08 0.01 
N Total Count 0.03 0.07 0.13 0.11 0.15 0.22 0.05 
pH pH Units 5.42 6.42 6.65 6.59 6.80 7.28 0.32 
 
5.2.2 Covariates  
For this experiment, all the covariates described in section 4.2.2 were 
individually tested using 2D universal kriging. 
 
5.2.3 Validation 
In order to determine the most accurate set of covariates for estimating the 
spatial and vertical variability of each observed soil property, a series of tests 
were carried out using a common 1-out cross-validation approach.  
This method of validation is the most commonly used approach in geostatistics. 
It consists of excluding randomly each point of the dataset and re-predicting 
their value, with the remaining data. When all the points have been excluded 
the observations and the estimations are compared with goodness of fit 
indexes, in this case RMSD. 
 
5.3 Results and discussion 
In general, gamma-ray data are considered as topsoil measures. The majority 
(90%) of the gamma radiation signal is derived from the first 30 cm of soil 
(Taylor et al., 2002) and the entire spectrum cover the first 30-45 cm of ground 
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(Bierwirth and Brodie, 2008). For electromagnetic measures, even if the depth 
of investigation is in the order of less than a metre to several metres, the final 
ECa value is a depth average and most of it is affected by the first 50 cm of soil 
(McNeill, 1980).  
From this information a trend was expected, where gamma ray covariates can 
accurately predict topsoil but fail to predict subsoil, while the contrary is true for 
EM data which have a higher depth of investigation and can probably provide 
more accurate subsoil estimates. 
The results of this analysis are shown in Tables 5.3, 5.4 and 5.5. Each table 
represents the results, in term of RMSD values, from each of the depth layers 
investigated. From these results is possible to draw some general conclusions 
regarding the use of covariates for 3D soil mapping.  
First of all, the prediction accuracy is higher in topsoil, which is characterized by 
a general loam to silty loam texture, with an average value of RMSD in the first 
horizon of 1.67, which increases at 1.74 in the second horizon and settles at 
3.78 in the subsoil, in which there is an increase in clay content, an overall 
increase of 44%. These results identify a potential vertical decrement of the 
prediction accuracy which was also observed by other authors (Malone et al., 
2009; Kempen et al., 2011). These authors, however, do not explain the causes 
of this vertical decrement.  
The average RMSD value for each method, used independently (Table 5.2), 
indicate that gamma ray covariates predict better than others in the 1st horizon 
with an average RMSD of 1.58, which is in line with the low investigation depth 
of the method. By contrast, in the second horizon EM covariates, in particular 
the data collected by the EM38, are the best predictor, with an average RMSD 
value of 1.61, in line with the fact that EM38 data have a depth of investigation 
up to 0.5 m.  
Gamma ray data are the best predictors in the third horizons, where these can 
obtain an average RMSD value of 3.52 compared with an EM average of 3.63. 
This is unexpected because surface gamma ray measurements should be 
constrained by a maximum depth of investigation of 30-45 cm and not be able 
to accurately predict deeper. From the details of the 3rd horizon predictions 
93 
(Table 5.5), it is clear that gamma ray covariates improve the universal kriging 
accuracy for almost all the variables, except clay content. This is probably due 
to the fact that clay is well correlated with EM data (Triantafilis and Lesch, 
2005). All the other soil properties can be predicted in the subsoil more 
accurately in conjunction with gamma ray covariates.  
 
 
Table 5.2: Average validation (RMSD values) results for each covariate 
type. 
 1st Horizon 2nd Horizon 3rd Horizon 
EM average 1.61 1.61 3.63 
Gamma average 1.58 1.66 3.52 




The results indicate that if soil properties present a low standard deviation, they 
can be predicted with a very high level of accuracy, regardless of depth or 
covariates. For example, soil S and N content, which have standard deviations 
of 0.01 and 0.05, present RMSD averages between 0.01 and 0.03. The carbon 
content and the pH are also very easy to predict, resulting in average accuracy 
level always below 0.4.  
By contrast, predicting soil texture is very challenging especially in the subsoil. 
Soil texture presents a generally high standard deviation and this decreases the 
accuracy of the prediction algorithm. However, this is the case only when 
estimating sand and silt, where the lowest possible RMSD value is around 7-8. 
On the other hand, clay is much easier to predict, as it very much correlated 
with EM data. For this reason clay prediction can reach an RMSD as low as 
5.34 in conjunction with EM38 covariates. 
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Table 5.3: Validation (RMSD values) results for the 1st horizon, 0-10 cm 
 1st Horizon 
Covariates Sand Silt Clay SOC S N pH Covariate 
average 
EM38 h 3.29 4.13 2.74 0.26 0.01 0.02 0.24 1.53 
EM38 v 3.40 4.17 3.15 0.26 0.01 0.02 0.25 1.61 
EM31 h 3.34 4.26 3.36 0.25 0.01 0.02 0.25 1.64 
EM31 v 3.32 4.23 3.52 0.24 0.01 0.02 0.25 1.66 
Th 3.99 4.88 3.51 0.26 0.01 0.02 0.26 1.85 
Cs 2.96 3.71 3.43 0.24 0.01 0.02 0.26 1.52 
U 3.59 4.39 3.38 0.26 0.01 0.02 0.26 1.70 
K 2.50 3.72 3.45 0.26 0.01 0.02 0.26 1.46 
Total Count 2.56 3.39 3.38 0.24 0.01 0.02 0.26 1.41 
Slope 3.52 4.36 3.42 0.26 0.01 0.02 0.26 1.70 
Aspect 3.62 4.43 3.37 0.26 0.01 0.02 0.26 1.71 
Curvature 3.49 4.43 3.47 0.26 0.01 0.02 0.26 1.71 
Altitude 3.33 4.23 3.47 0.23 0.01 0.02 0.25 1.65 
EM38 h + v 3.25 4.19 2.43 0.21 0.01 0.02 0.25 1.48 
EM31 h + v 3.78 4.46 3.28 0.22 0.01 0.02 0.25 1.72 
Gamma 2.06 3.93 4.07 0.28 0.01 0.02 0.29 1.53 
Gamma+EM38 2.16 3.35 2.65 0.26 0.01 0.02 0.29 1.25 
Gamma+EM31 2.18 3.90 3.75 0.29 0.01 0.02 0.29 1.49 
Gamma+Total Count 2.15 3.90 4.10 0.28 0.01 0.02 0.30 1.54 
DEM 3.98 5.51 3.97 0.27 0.02 0.02 0.29 2.01 
DEM+altitude 4.20 5.60 4.16 0.27 0.01 0.02 0.28 2.08 
Gamma+DEM 2.20 3.89 4.19 0.30 0.01 0.03 0.33 1.57 
Gamma+DEM+altitude 2.30 3.83 4.23 0.31 0.01 0.03 0.34 1.58 
DEM+EM38 4.10 6.00 2.85 0.28 0.02 0.02 0.30 1.94 
DEM+altitude+EM38 4.43 5.97 3.01 0.29 0.02 0.02 0.29 2.00 
DEM+EM31 4.52 5.15 3.29 0.23 0.01 0.02 0.29 1.93 
DEM+altitude+EM31 4.33 5.33 3.47 0.23 0.01 0.02 0.30 1.96 
         
Property Average 3.28 4.42 3.45 0.26 0.01 0.02 0.28 1.67 
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Table 5.4: Validation (RMSD values) results for the 2nd horizon, 10-30 cm 
 2nd Horizon 
Covariates Sand Silt Clay SOC S N pH Covariate 
average 
EM38 h 3.21 4.43 2.53 0.22 0.02 0.01 0.28 1.53 
EM38 v 3.20 4.47 2.93 0.22 0.02 0.01 0.30 1.59 
EM31 h 3.23 4.48 3.13 0.21 0.02 0.01 0.30 1.63 
EM31 v 3.24 4.44 3.25 0.20 0.02 0.01 0.31 1.64 
Th 3.99 5.00 3.37 0.21 0.02 0.01 0.32 1.85 
Cs 3.31 4.28 3.34 0.19 0.02 0.01 0.31 1.64 
U 3.49 4.63 3.24 0.20 0.02 0.01 0.32 1.70 
K 2.97 4.21 3.30 0.21 0.02 0.01 0.31 1.57 
Total Count 2.65 3.78 3.22 0.19 0.02 0.01 0.30 1.45 
Slope 3.41 4.59 3.42 0.20 0.02 0.01 0.32 1.71 
Aspect 3.50 4.54 3.27 0.22 0.02 0.01 0.32 1.70 
Curvature 3.45 4.63 3.28 0.20 0.02 0.01 0.32 1.70 
Altitude 3.24 4.41 3.33 0.18 0.02 0.01 0.31 1.64 
EM38 h + v 3.31 4.49 2.45 0.17 0.02 0.01 0.28 1.53 
EM31 h + v 3.68 4.90 3.11 0.19 0.02 0.01 0.31 1.75 
Gamma 2.88 4.53 4.13 0.24 0.02 0.01 0.33 1.73 
Gamma+EM38 3.48 4.29 2.73 0.24 0.02 0.01 0.33 1.59 
Gamma+EM31 3.32 4.81 3.97 0.26 0.02 0.01 0.35 1.82 
Gamma+Total 2.98 4.57 4.32 0.25 0.02 0.01 0.33 1.78 
DEM 3.77 5.63 3.86 0.21 0.02 0.01 0.33 1.98 
DEM+altitude 3.96 5.73 4.11 0.20 0.02 0.01 0.33 2.05 
Gamma+DEM 3.07 4.13 4.41 0.22 0.02 0.01 0.38 1.75 
Gamma+DEM+altitude 3.19 4.21 4.28 0.23 0.02 0.01 0.39 1.76 
DEM+EM38 3.86 6.31 2.96 0.22 0.02 0.01 0.34 1.96 
DEM+altitude+EM38 3.72 6.13 3.25 0.23 0.02 0.01 0.33 1.95 
DEM+EM31 4.74 5.88 3.08 0.20 0.02 0.01 0.35 2.04 
DEM+altitude+EM31 4.16 5.98 3.25 0.20 0.02 0.01 0.36 2.00 
         
Property Average 3.45 4.80 3.39 0.21 0.02 0.01 0.32 1.74 
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Table 5.5: Validation (RMSD values) results for the 3rd horizon, 30-70 cm. 
 3
rd Horizon 
Covariates Sand Silt Clay SOC S N pH Covariate 
average 
EM38 h 9.42 9.82 5.34 0.19 0.01 0.01 0.33 3.59 
EM38 v 9.24 9.79 5.61 0.19 0.01 0.01 0.33 3.60 
EM31 h 9.26 9.80 5.92 0.18 0.01 0.01 0.34 3.65 
EM31 v 9.24 9.77 6.13 0.18 0.01 0.01 0.34 3.67 
Th 9.30 10.02 6.38 0.16 0.01 0.01 0.33 3.74 
Cs 8.01 8.35 6.47 0.19 0.01 0.01 0.32 3.34 
U 8.83 9.55 6.50 0.17 0.01 0.01 0.32 3.63 
K 7.94 8.85 6.48 0.18 0.01 0.01 0.32 3.40 
Total count 7.94 8.50 6.53 0.18 0.01 0.01 0.32 3.36 
Slope 9.75 9.94 6.36 0.19 0.01 0.02 0.35 3.80 
Aspect 10.18 9.74 6.44 0.19 0.01 0.01 0.35 3.85 
Curvature 9.03 9.99 5.75 0.17 0.01 0.01 0.35 3.62 
Altitude 9.34 9.86 6.44 0.17 0.01 0.01 0.34 3.74 
EM38 h + v 9.37 9.87 5.60 0.19 0.01 0.02 0.36 3.63 
EM31 h + v 9.37 9.98 5.46 0.18 0.01 0.01 0.33 3.62 
Gamma 8.80 8.88 7.34 0.18 0.01 0.01 0.35 3.65 
Gamma+EM38 8.47 8.50 6.79 0.19 0.01 0.02 0.38 3.48 
Gamma+EM31 8.23 9.28 6.36 0.19 0.01 0.02 0.36 3.49 
Gamma+Total 9.34 8.59 7.67 0.18 0.01 0.01 0.37 3.74 
DEM 10.84 10.41 5.74 0.18 0.01 0.01 0.38 3.94 
DEM+altitude 11.49 10.85 6.09 0.18 0.01 0.01 0.36 4.14 
Gamma+DEM 10.39 8.40 6.98 0.19 0.01 0.02 0.51 3.79 
Gamma+DEM+altitude 10.54 8.75 7.29 0.20 0.01 0.02 0.53 3.90 
DEM+EM38 12.39 12.06 6.07 0.19 0.01 0.02 0.40 4.45 
DEM+altitude+EM38 12.53 12.02 6.25 0.20 0.01 0.02 0.42 4.49 
DEM+EM31 12.42 10.54 6.26 0.18 0.01 0.01 0.40 4.26 
DEM+altitude+EM31 12.84 11.20 6.44 0.18 0.01 0.02 0.41 4.44 
         
Property Average 9.80 9.75 6.32 0.18 0.01 0.01 0.37 3.78 
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5.4 Conclusions 
From this analysis is possible to draw some general conclusion about the use of 
covariates, and in particular geophysical data, in 3D DSM. First of all, their 
accuracy is highly influenced by depth, meaning that is easier to obtain accurate 
topsoil estimates.  
 
In general soil properties that present a very high correlation with geophysical 
covariates, such as organic carbon and clay content, can be better predicted 
even in the subsoil. Furthermore, a good estimation can also be achieved with 
soil properties that vary very little with depth (St.Dev < 1), such as pH, sulphur 
and nitrogen. 
 
For estimating sand and silt content soil scientists need to be careful because 
their high variance, and relatively low correlation with geophysical covariates, 
means they can be difficult to predict. 
 
Regarding the covariates, it appears that for predicting organic carbon and clay 
content the best choice is using electromagnetic covariates, because of their 
high correlation. For sand and silt, the results indicate that the best prediction 
can be achieved using uniquely gamma ray covariates, even in the subsoil. For 
the others (pH, S and N), their variance is so low the choice of covariate is not 





CHAPTER 6 - Landscape scale estimation of soil carbon 




Soil organic matter (OM) is extremely important for nutrient cycle, water 
dynamics and soil structure. It contains approximately 50% carbon (C), and 
consequently mapping soil C is a good way to determine the amount of 
available OM, and therefore assess one of the parameters from which soil 
fertility and productivity depend.  
In this study, data from the soil survey of England and Wales were used to 
create a 3D soil C stock map for an area of approximately 13,948 km2 in the 
West Midlands region. For this study, the method developed in Chapter 3 was 
applied using simple depth functions to describe the vertical variations of 
organic C and bulk density along the depth profile.  
The results indicate that the top-down mapping method can well replicate the 
variance observed in the soil samples, even at a landscape scale. An 
independent validation was performed comparing the predictions with the 
National Soil Inventory (NSI) dataset. The results indicate that the top-down 
mapping method can achieve a high level of accuracy in predicting topsoil C. 
Moreover, from the uncertainty estimation it is possible to say that this method 
is able to achieve more than acceptable of accuracy even in the subsoil. 
In summary, this study confirms the results from the previous chapters that the 





In 2006, the European Commission adopted a Thematic Strategy on the 
protection of soil (Commission of European Communities, 2006). This has 
identified a series of degradation processes that member states should consider 
when evaluating the optimum ways to protect their soils. Loss in organic matter 
is one of the phenomena to consider. 
Organic matter (OM) is the organic fraction of soil. It comprises plant and animal 
residue in various degrees of decomposition. It is extremely important to soil 
fertility but also to secure the nutrient cycle, water dynamics and soil structure. 
OM contains approximately 50% of C (C; Schils et al., 2008), meaning that a 
loss of OM causes a direct loss of C stock in soil. 
In the global cycle, C moves between several pools. In soil, C enters from 
plants and animal residues that are modified by physical, chemical and 
biological processes, and then released through microbial respiration or 
leaching. In this cycle, soil is the largest pool of organic carbon in the terrestrial 
biosphere (Schlesinger, 1997), accounting for three times as much carbon as 
that stored in vegetation and twice that of the atmosphere (Schils et al., 2008).  
The capacity to predict the consequences of climate change on the soil C pool, 
and act accordingly, depends upon our understanding of C distribution in the 
soil volume (Jobbagy and Jackson, 2000) and how this affects the way in which 
soil exchanges C with the atmosphere.  
In general, major soil C losses are related to land use and land use changes, 
especially when soil with high organic C content (e.g. peat soil) is converted into 
cropland (Schils et al., 2008). However, the majority of European topsoils are 
relatively poor in peat (Hiederer, 2006) but their exchanges of C with the 
atmosphere are still an important aspect to consider when modelling C cycling 
in soils. 
Soil C present a complex vertical distribution, which is dependent on the 
climate, the type of vegetation and soil characteristics such as texture (Jobbagy 
and Jackson, 2000). Soil C profiles are characterized by a vertical pattern 
where the very top part has a relatively high C content that quickly decreases 
with depth (Batjes, 1996). This suggests that being able to estimate the amount 
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of C available in the very top part of the profile should be a priority, as this is the 
most at risk of being lost (by erosion, land use changes etc.). 
Most of the available soil C stock maps, including the UK map (Bradley et al., 
2005), provide only average estimates of C available in topsoil (from 0 to 30 cm) 
and subsoil (from 30 to 100 cm). However, because the decrease in C content 
with depth is rapid, estimating averages can underestimate the amount of C 
most at risk of being lost. This can potentially decrease the ability of 
environmental models to predict future changes in soil C stocks. 
For this reason, the objective of this Chapter is to test the top-down mapping 
method in mapping soil organic C in 3D. With this method, an estimate of the 
amount of C stocked in the upper part of the profile, which is at much higher risk 
of being lost to the atmosphere, should be possible. A method is also 
introduced for computing the uncertainty associated with the predictions that 
can be implemented in other methods for 3D mapping involving depth functions. 
 
6.2 Materials and methods 
6.2.1 Study area 
The area under study is situated in the West Midlands region, covering 
approximately 13,948 km2 (Fig. 6.1).  
The soil map of this area indicates that there are 118 soil associations. The 
most extended, with an area of 1285.18 km2, is the Bromyard association which 
are reddish loamy to silty soils. While most of the area has loamy soils, there is 
an increase in silt towards the east and north, and an increase in clayey soils in 
the south (Fig. 6.1).   
According to the CEH Land Cover Map 2000 (Fuller et al., 2002), around one 
third of the area is covered by arable land, generally considered a source of C 
emission (Schils et al., 2008); 50% is covered by natural, semi-natural or 
improved grassland and 11% is urban or suburban areas. The remaining land is 
classified as woodland, inland water or heath. 
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Fig. 6.1: Map of the area under study, with details of the general soil texture pattern. 
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6.2.2 Dataset description 
6.2.2.1  Soil profiles dataset 
The soil samples selected for the study are a subset of the data from the 
England and Wales soil survey, available from the National Soil Resources 
Institute (NSRI), Cranfield University. This dataset (n = 435) contains 
information about soils of England and Wales, collected from 1939 to 2006. 
Because the dataset has been sampled over an extended period of time and for 
different studies, the observation points are not very well distributed. There are 
clusters of high density sampling while a large area in the west, close to the 
Welsh border, has few profiles (see Fig. 6.1). This is a characteristic to take into 
account when working on legacy data, which were not sampled with digital soil 
mapping requirements. 
 
6.2.2.2  Environmental covariates 
In order to improve the accuracy of the soil C and Bulk Density (BD) predictions, 
four grids of environmental covariates were utilised, namely: 
- Digital elevation model (DEM). A 50 m resolution DEM, created by the 
Ordnance Survey and constructed from the 1:50,000 topographic map., 
Five derivatives were obtained from these data: slope, aspect, curvature, 
profile curvature and plan curvature. 
- Soil association map. A 1 km grid map with information about the 
predominant soil association in each grid cell. This map was available 
from the NSRI. 
- Land Cover Map 2000. Available from the CEH, it has a resolution of 1 
km with information about the predominant coverage of the land.  
- Geological map. Available from the British Geological Survey (BGS) at 




In this experiment the top-down mapping method, described in Chapter 3, was 
applied to the soil C and BD data.  
A preliminary analysis of the two datasets concluded that the soil C general 
depth pattern can be described by an exponential equation, as suggested in 
literature (Hilinski, 2001; Hiederer, 2009), and this group was the focus of the 
framework. By contrast, for soil BD there were no indication in literature and the 
framework was applied in its entirety. 
The following two depth functions were selected: 
- A Power function for describing the vertical distribution of soil C: 
 (6.1) 
where Ci is the value of C at the i
th depth interval and di is the depth.  




where BDi is the value of BD at the i
th depth interval and di is the depth.  
 
6.2.4 Goodness of fit maps 
Eq. 6.1 and 6.2 were fitted to each available soil profile and the local R2 value 
was computed. These two equations are effective for describing the general 
pattern of the soil profiles, but because of their simplicity they can also be used 
as diagnostic tools, as described in section 3.3.2. From this goodness of fit 




The validation was undertaken using two methods: cross-validation and an 
independent validation against the NSI data. 
The cross-validation approach relies on excluding a set percentage of soil 
profiles (5, 10, 20, 30%) and re-predicting their values. The observed and 
predicted values are then compared, calculating the R2. 
The second method is an independent validation accomplished by comparing 
the soil C percentage available in the NSI dataset, with the estimated soil C 
percentage. To assess the goodness of fit, the residuals between the NSI 
values and the estimations with the top-down mapping method were calculated.  
 
6.2.6 Soil C stock estimation 
The soil C density was calculated using the following equation, suggested by 




where ‘C Density’ (t/ha) is the soil carbon density; Ci is the C (%) content of the 
soil layer i, BDi is the BD (g/cm3) value of the soil layer i and di is the width in 
cm of the soil layer i. 
The resulting density estimations were then overlaid with the Land Cover Map 
2000 from CEH (Fuller et al., 2002) and the following corrections were made, as 
suggested in Bradley et al. (2005), Xu et al. (2011): 
- For urban areas and water bodies the density value was set to 0. 
- For semi urban areas the value was set to one half of the estimated 
value. 






where ‘C Stock’ (Tg) is the carbon stock value estimated after the corrections 
cited above and ‘Area’ is the area of a single prediction grid cell in m2. 
The C stock value was calculated for each depth interval estimated during the 
mapping process, namely: 0-10; 10-20; 20-30; 30-40; 40-50; 50-60; 60-70; 70-
80; 80-90; 90-100 cm. Average values for topsoil (0-30 cm) and subsoil (30-100 
cm) were also computed. 
 
6.2.7 C Stock variation estimation 
The uncertainty related to each point on the prediction grid was estimated, 
adapting a method proposed by Goidts (2009) and Schrumpf (2011), for 
assessing the error propagation of each variable in the C stock estimation. The 





where Var(C Stock) is the error associated with the prediction, in t/ha; C and 
BD denote the standard deviation of carbon content and bulk density; and C-BD 
is the covariance of C and BD. This equation was applied to two depth intervals, 
namely the 0-30 cm layer (topsoil) and the 0-100 cm layer (subsoil). 
 
6.3 Results and discussions 
6.3.1 Mapping results 
From the framework, described in section 3.2.3, two depth functions were 
selected as best soil specific depth functions for C and BD, in this area. The 
accuracy of the two depth functions in describing the average pattern of the two 
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soil properties is visually demonstrated in Fig. 6.2, where the red crosses 
represent the average value at each depth layer and the function curves fit 
these points well.  
 
 
In order to numerically demonstrate the accuracy of these two equations in 
describing the depth pattern of soil C and BD, they were fitted to each sampled 
profiles. The results of goodness of fit are presented in two R2 interpolated 




Fig. 6.2: General profiles of the two soil properties and depth functions 




Fig. 6.3: R2 values for soil C and bulk density within the study area. 
 
Fig. 6.3 shows the two R2 maps, created on the same prediction grid used for 
the 3D soil map, where the majority of the samples present high values of 
goodness of fit (R2>0.5). Soil C profiles do not present any R2 values below 0.5, 
meaning that the depth function is able to describe every soil profile with a good 
level of accuracy.  
For BD the results are similar and the majority of the profiles present an 
acceptable goodness of fit. There are only two areas in the southern part 
(coloured in pink in Fig. 6.3 right), which present R2 values below 0.5. This is 
due to the fact that three profiles in that area have a linear depth pattern that the 
inverse power function struggles to describe. Normally, bulk density increases 
with depth but in these three cases it remains almost constant. These 
differences are present in only three samples, and therefore they were 
considered as outliers and Eq. 6.2 was considered valid for the entire area.   
In summary, even at landscape scale this method provides the same diagnostic 
power as at field scale. From these two maps is in fact already possible to 
108 
extrapolate crucial information about the spatial variation of the two soil 
properties, which with other method are very difficult to assess, at this stage. 
After this step, and because the goodness of fit results were generally good, the 
value of soil C and BD was estimated with a universal co-kriging algorithm. 
Universal kriging was adopted because at this extent the assumption of intrinsic 
stationarity cannot hold and the soil process needs to be considered as non-
stationary. This interpolation method is able to work under these circumstances, 
as described in section 2.6. 
The final 3D grid of predictions has horizontal resolution of 1 km and vertical 
resolution of 10 cm. The total number of points in the prediction grid was 
220,928. The computational time for the entire mapping process was around 5 
min, a fraction of the time needed to estimate the same number of points using 
3D geostatistics alone (Kerry and Hawick, 1998).  
To investigate the results of the mapping, the summary statistics of the original 
dataset were compared with the predicted datasets (Table 6.1). This analysis 
was done as one of the advantages of the depth function mapping is that it can 
replicate the variance of the estimated dataset to a level that is very close to the 
observations. This concept is better explained in Chapter 2 and 3. It was 




Table 6.1: Descriptive statistics of the observed and predicted datasets. 
Observed Dataset 
    Min Max Mean Median St.Dev. 
  Topsoil 0.30 43.00 3.06 2.30 3.23 
SOC Subsoil 100 0.10 39.10 1.01 0.60 2.73 
              
  Topsoil 0.59 1.76 1.23 1.25 0.23 
BD Subsoil 100 0.61 1.82 1.45 1.47 0.16 
              
Predicted with Top-down mapping  
  Topsoil 0.00 45.75 4.36 2.95 4.24 
SOC Subsoil 100 0.00 68.08 0.45 0.24 0.89 
              
  Topsoil 0.27 2.82 1.07 1.14 0.26 
BD Subsoil 100 0.74 2.49 1.35 1.35 0.11 
 
 
The estimated dataset maintains very similar mean values of both C and BD, 
especially in the topsoil. In fact, the mean C value in the observed data for the 
topsoil is 3.06 with a standard deviation of 3.23, compared to a predicted mean 
of 4.36, with a standard deviation of 4.24. The higher mean values in the 
estimated dataset was expected as the majority of soil data were sampled in the 
lowlands around Birmingham, where the soil C is relatively low, compared to the 
area on the Welsh border that is under-sampled. Regarding the BD values, the 
observed mean for the topsoil is 1.23, with a standard deviation of 0.23, while 
the predicted mean is 1.07, with a standard deviation of 0.26.  
Conversely, the results for the subsoil are less accurate. The C observed mean 
is 1.01, with a standard deviation of 2.73, while the estimated mean is 0.24, with 
a standard deviation of 0.89. For BD, the subsoil results are much better. The 
observed mean is 1.45, with a standard deviation of 0.16, while the estimated 
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mean is 1.35, with a standard deviation of 0.11. This demonstrates the 
correctness of using an inverse power function for describing soil BD.  
The topsoil estimates are more accurate than subsoil predictions. This means 
that the two depth functions are very accurate in describing the topsoil spatial 
variability and less accurate in lower horizons. This is probably caused by a 
general decrement in the data density below 50 cm, as shown in Fig. 6.2. This 
certainly decreases the fitting accuracy in lower horizons, where the sample 
support is lower.  
 
6.3.1.1  Validation 
The accuracy of the mapping method was tested with two methods: cross-
validation and independent validation.  
The cross-validation results indicate an average value of R2 for the lowest 
exclusion percentage of 36% for C, with a standard deviation of 0.20; and 44% 
for BD, with a standard deviation of 0.15. These results are relatively low, but 
they are in line with previous validated research of 3D mapping at the 
catchment or landscape scale (Malone et al., 2009; Kempen et al., 2011).  
The problem with mapping large areas using legacy soil observations is that the 
dataset was not sampled with probabilistic designs, making it less suitable for 
DSM. In this study, the majority of the area around Birmingham is well covered 
by clusters of high-density data, while the remaining area was only sparsely 
sampled. It is therefore difficult to consider cross-validation a sound method for 
validation under these circumstances, simply because when an excluded 
sample is re-predicted using other observations tens of kilometres apart, it is 
clear the estimation may substantially differ from the observation. Cross-
validation is perfect where the sampling was executed with the DSM 
requirements, but in this case is not the best method for assessing the accuracy 





For this reason an independent validation was also performed, comparing the 
topsoil C prediction against the data in the NSI dataset. To assess the accuracy 
of the prediction, the residuals between the observed and the predicted values 
were calculated. Fig. 6.4 depicts the distribution of the residuals, while in Fig. 
6.5, they are located on a map where the colour varies according to the value of 
the residuals. 
The results indicate that the residuals are generally very low, with a mean C 
percentage of -0.59% and a standard deviation of 4.46. In Fig. 6.4, it is possible 
to appreciate that the majority of the residuals are in the interval between -5 and 
+5%, even though there is a small number of large percentage values. A 
plausible explanation for this is that there are areas of probable marshes where 
 
Fig. 6.4: Distribution of the residuals between the soil values observed 
in the NSI dataset and the values predicted in this study. 
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the topsoil C content is particularly high, but these are almost impossible to 
predict as those areas were not originally sampled. 
In order to study the spatial distribution of these residuals the map, showed in 
Fig. 6.5, was also created. As mentioned, the majority of the residuals have 
values between ±5%, and higher values are in areas poorly sampled in the 
representative profiles data.  
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6.3.2 Stock estimation results 
The soil C stock was calculated and corrected using the procedure described in 
section 6.2.5. The results indicate that C stock in the topsoil is 162.91±3.63x10-5 
Tg, and C stock in the subsoil is 66.71±3.52x10-5 Tg. The C stock estimates are 
presented in the maps in Fig. 6.6. It appears that on the higher ground on the 
Welsh border, the topsoil has a relatively higher C content, due the fact that the 
majority of this area is grassland. By contrast, the subsoil map presents a 
picture where the higher C content is in the arable lands around Birmingham, 
and this can probably be a result of C losses from the arable topsoil, as 
suggested by Bellamy et al. (2005). The C stock was also calculated for land 
use categories and the results are shown in Table 6.2. 
The uncertainties of the point estimations were computed with the approach 
described in section 6.2.6 and the results are presented in Fig. 6.7. From this 
figure, it is possible to appreciate the relatively low level of uncertainty for the 
soil C predictions. In particular the majority of the topsoil predictions have an 
associated variance between 0 and 0.19 t/ha with peaks of 0.95 t/ha in the 
Welsh border area, where the sample density is very low. Moreover, the subsoil 
uncertainty estimations are also low, with the majority of the point uncertainties 
between 0 and 0.87 t/ha, and a peak on the Welsh border of 5.07 t/ha.  
These results corroborate the data presented in the previous sections. In the 
topsoil, the top-down mapping method can achieve a generally high level of 
accuracy. On the other hand, from the data described in the previous sections it 
is impossible to validate the accuracy of the method in the subsoil. However, 
this uncertainty estimation gives a clear indication of the overall accuracy of the 
mapping process, which can achieve good results also in the subsoil. 
These estimates were then compared with and resulted in higher stocks than 
the currently used map of the C stock for the United Kingdom created by 
Bradley et al. (2005). The latter calculated a topsoil stock of 91.33 Tg and 
subsoil stock of 48.66 Tg. 
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Fig.  6.6: Soil C stock maps. 
116 
 
Fig. 6.7: Soil C stocks uncertainty maps. 
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Table 6.2: Carbon stock estimates divided by land use. 
  Topsoil C Stock (Tg) Subsoil C Stock (Tg) 
Agricultural Land 20.68±0.17 54.42±0.22 
Grassland (natural, semi-
natural and improved) 
88.9±0.38 33.23±0.25 
Woodland 8.02±0.31 2.84±0.16 
 
 
It is difficult however to draw any conclusion on this comparison since Bradley 
et al. (2005) used a completely different approach, based on pedo-transfer 
functions. Moreover, they used different soil datasets: the NSI data for the 
topsoil, and the soil series map for the subsoil. The NSI dataset has soil 
information only up to 15 cm depth, and therefore they had to extrapolate the 
soil C value from 15 to 30 cm from the soil series map. In addition, they do not 
provide any validation or uncertainty estimation and therefore it is impossible to 
properly compare the two maps. 
 
6.3.3 Soil interpretation 
Mapping C stock is extremely important to identify areas of higher concentration 
that are more at risk of C losses, as suggested by Bellamy et al. (2005). In 
general the study area can be divided into two distinct zones: the lowlands 
around Birmingham, where most of the arable and urban areas are 
concentrated, and the higher ground in the northern and eastern parts. These 
two zones are characterized by almost opposite soil profile patterns, where the 
lowlands present low C stocks in the topsoil and relatively high stocks in the 
subsoil, and the higher ground presents relatively high C stocks in the topsoil 
with a general decrease with depth.  
The cause of this pattern in the lowland areas is land use. These areas are 
predominantly used for agriculture and this may have depleted the topsoil of 
OM, while leaving the subsoil C either ‘untouched’ or enriched it from leaching.  
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On the higher ground, the density of arable and urban land is much lower and 
this has left these areas in an almost natural state, with the higher concentration 
of C in the topsoil. This is a possible risk factor particularly for the Welsh border, 
because the soils there have a high silt percentage and this makes them 
vulnerable to erosion, as mentioned in the report of the PESERA pan–European 
erosion model (Kirkby et al., 2004). The fact that in these areas the value of C 
stock is higher indicates a high risk of C losses by erosion which should be 
addressed with appropriate erosion prevention practices. The majority of this 
area is grassland which reduces the overall erosion risk. However, a small 
percentage is in arable use and if more areas are changed, the risk may 
increase. 
 
6.3.4 Soil fertility assessment 
The overall objective of the EU Soil Thematic Strategy (Commission of 
European Communities, 2006) is the protection and the sustainable use of soil. 
To achieve this, the first guideline is the prevention of further soil degradation 
and the preservation of the soil functions. One approach is to understand the 
pressures on soil such as declining levels of soil organic matter. 
To illustrate this issues, a map was created showing the percentage, by volume, 
of soil C in the topsoil of arable land, which is defined as the most vulnerable 
due to agricultural practices and/or erosion. 
The loss of soil fertility is a major problem for arable soil, which can result in an 
increase in the amount of required fertiliser, and can potentially decrease crop 
productivity over time. Soil fertility is affected by the amount of OM present in 
soils and can be assessed by computing the percentage volume of soil C along 
the profile. In the study area, almost a third of the land was in arable use, 
according to the Land Cover Map 2000 from CEH (Fuller et al., 2002) and 
therefore it is important to assess the potential loss of soil fertility.  
From the mapping results, the predicted points on the land defined as in arable 
use were extrapolated and then the percentage of C stock by volume was 
computed; the resulting map is presented in Fig. 6.8. Some studies have 
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proposed soil C percentage by volume below 2% can lead to a significant 
decline in soil structural stability and fertility (Loveland and Webb, 2003). For 
the purpose of this study, the 2% value was chosen as minimum colour 
threshold for the map.  
Fig 6.8 shows a scenario where the majority of the arable land has values of C 
below or slightly above the 2% threshold. This means that if not acted upon, this 
low C level, could lead to increased probability of erosion and/or decrease in 
fertility. Since these areas are in the valleys around Birmingham, the most 
probable cause of these low C values is the intensive arable practice, because 











In this chapter the top-down mapping method was tested at a landscape scale. 
The results indicate that the method can obtain good results especially when 
replicating the full amount of variability of the soil properties in the predicted 
dataset. 
 
This method can achieve a high level of accuracy, in particular for estimating 
properties for the first 30 cm of soil. This indicates that this map can be readily 
implemented in a soil erosion model, for example, by increasing the amount of 
information in the very top part of the profile. 
Regarding the subsoil, the uncertainty estimation indicates a good level of 
accuracy, with the majority of the soil C stock values, presenting a variance 
between 0 and 0.87 t/ha. 
 
By analysing the soil patterns and comparing them with the land use and the 
soil erosion model, it is possible to conclude that the study area has very low 
level of OM. This can potentially lead to an increase in the probability of erosion, 
soil structure decrement and fertility losses.  
In the higher ground on the Welsh border, the soils have a high concentration of 
C and were soils have a relatively higher silt content, are potentially prone to 




CHAPTER 7 - Discussion 
The literature review has identified a clear need for a new method that can be 
used to produce high resolution and accurate soil properties estimates in 3D by 
solving the issues identified in existing algorithms (e.g. smoothing effects,  lack 
of connection between vertical and horizontal variation, and need for detailed 
soil datasets). Moreover, because soil maps nowadays are tools for obtaining 
continuous soil property estimates to use for environmental modelling, there is 
also a need for a method able to be used as a diagnostic instrument so that if 
the model is unable to obtain reliable outputs for a particular area, the soil map 
can give indications about the possible causes. The research presented in this 
thesis has therefore the main objective of developing and testing a new method 
for 3D digital soil mapping with the aforementioned characteristics. The 
secondary objective is to critically review existing methods for 3D mapping with 
and without the use of covariates.  
The concept underpinning the development of a new method for mapping soil 
properties in 3D was that a simple mathematical function can effectively be 
used to describe soil property variation along the depth profile. This contrasts 
with views proposed in the majority of literature, in which the depth function is 
chosen in such a way that it fits as closely as possible to the soil observations. 
However, this view has two disadvantages: 1) it assumes that the soil 
observations along the profiles are correct; 2) it only has the objective of 
producing 3D lattices of soil estimations without considering the interpretability 
of the resulting maps. 
The first issue is generally applicable to every soil dataset, where sources of 
errors vary from the technician operating the instrument to the laboratory 
handling the soil samples. In most cases, the impact of these errors on the 
results of a modelling exercise is minimal and can be ignored. However, there 
are datasets where ignoring the point uncertainties would be a mistake. An 
example is the soil cone-index measurements described in Chapter 3. For this 
reason relying on depth functions only for their accuracy in fitting the data can in 
some cases be erroneous. 
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The second issue is a direct result of mapping techniques developed for a bi-
dimensional approach but adapted for 3D soil mapping. The main difference 
between mapping a surface and a volume is that in the first case it is easier to 
interpret the final output. In the case of a 2D soil map, it is very straightforward 
to understand that an area coloured in red has different characteristics 
compared with a blue area. However, when there is a need to visualise a 
volume, it is much more difficult to find a technique that communicates the 
same amount of information with the same simplicity. This problem is not solved 
by adapting a geostatistical interpolation on 3D soil modelling nor by using 
complex depth functions, because the only result is a 3D lattice of points, 
without any other supplementary information.  
These two problems can be overcome by using a different approach that takes 
into account the accuracy of the final 3D model, but also gives additional 
information that can improve the accessibility to important aspects of the model. 
The top-down mapping method that was developed in the first stage of this work 
is based on simple depth functions which are chosen on the basis of how well 
they describe the average depth pattern observed in the soil data. These simple 
depth functions are, in general, able to describe a limited set of shapes and they 
fit badly as soon as the soil profile changes from the average. This gives an 
opportunity to rely on the goodness of fit of the depth functions, applied to each 
soil profile, to obtain information about the nature of the soils under 
investigation.  
For example, the general pattern of soil carbon with depth is exponential; if a 
function of this type is not able to describe the soil pattern it means the soil has 
some characteristics that differ from this depth pattern (e.g. the presence of a 
buried peat horizon). By looking at a map of R2 values, such information can be 
quickly obtained; from a 3D lattice the only way to have the same results would 
be to check several horizontal slices, which can be very time-consuming. 
The use of pedological knowledge in creating soil specific depth function was 
already explored by Kempen et al. (2011). In this article, the authors argue that 
in certain areas, where there has been strong human impact on soils or in areas 
with highly contrasting parent material, the assumption that soil properties 
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varies continuously along the profile, which is the basis for the application of the 
equal area spline and other depth functions, is not valid and soils can display 
sharp discontinuities in the profile. Moreover, they suggest that using soil 
specific depth functions can guarantee “a more realistic representation of the 
depth distribution of soil properties”.  
With the depth functions used in this research, the assumption of continuum 
variation along the profile has to be considered as true, but the pedological 
knowledge is still contemplated by defining a mathematical model that 
describes the general profile, thus including in the modelling precious 
information about soil formation. This method can then be used with legacy data 
and in areas where the sample coverage is relatively low.  
For these reasons, the top-down mapping can be considered as an 
intermediate method among depth functions techniques. It fits between the 
equal area spline approach, which uses complex functions that fit each point 
without considering the general pattern, thus losing sight of the information that 
soil profiles can provide, and the Kempen et al. (2011) method, which relies on 
soil specific depth functions, but can work properly only in areas where the data 
coverage is extensive.  
 
7.1  First stage 
The idea that pedological knowledge can be used in developing simple soil 
specific depth functions was tested in the first stage, described in Chapter 3. 
Here the new method was developed using a dataset at the field scale, with 
cone resistance measurements taken at a constant depth interval of 4 cm. This 
dataset, having twelve observations for each profile, was ideal for testing depth 
functions of various complexity and accuracy.  
From the box-plot of cone resistance versus depth (Fig. 3.4) a vertical pattern 
was observed where in the upper 30 cm of the soil, the average value was 
around 1.2 MPa and below that it rapidly increased to 2.5 MPa. These two well-
defined layers can be described by numerous mathematical functions of various 
types and complexity. However, a preliminary analysis of the soil dataset 
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suggested that for this soil property in this area a simple depth function was 
selected in order to minimise the errors associated to the point uncertainty of 
penetrometer readings.  
For this reason, a framework was set up for selecting the optimum depth 
function, by weighing its accuracy and its number of coefficients. With the help 
of this framework, the best soil specific depth function was a three-coefficient 
polynomial (Eq. 3.1). This function accurately describes the average pattern 
identified in the dataset relying only on three coefficients, meaning that it can 
describe a limited set of geometries. This is crucial to maximise the diagnostic 
ability of the function.  
After this first step, the mapping process proceeded by assessing the spatial 
auto-correlation of the polynomial coefficients and then predicting them across 
the field, on a regular grid. Subsequently, for each interpolated point, the 
polynomial was solved, estimating the cone resistance in the vertical space and 
creating a 3D lattice. This method is referred to as top-down mapping for its 
ability to interpolate on the surface for creating a 3D lattice. With this approach it 
is possible to correctly account for the vertical variability of the soil property, as 
it is embedded in the function coefficients. Ordinary kriging was used for 
interpolating the coefficients because the objective was to test the method 
without any external influence from environmental covariates. Finally, the top-
down mapping was compared to a benchmark method that was already used in 
literature for 3D cone resistance mapping, i.e. 3D ordinary kriging (Castrignanò 
et al., 2002), in order to test its accuracy. 
The results indicate that a simple soil specific depth function can effectively be 
used to describe the variation of soil properties along the depth profile, scoring 
an overall value of R2 of 0.84. A spatial analysis of the goodness of fit was also 
performed in order to find areas of the field where the depth function performed 
less accurately. Even though more than 70% of the samples present high 
values of R2, there are points where the fit is relatively poor. In these samples 
the vertical pattern differs from the average described by the depth function. 
The reasons for this are: a higher than average compaction in the plough pan or 
an increase in point uncertainties in some samples, especially in the subsoil.  
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The top-down mapping method can compensate for the presence of these 
uncertainties by using a simple depth function that describes only the average 
profile pattern, excluding random fluctuations. This is probably one of the 
factors that increased the accuracy of this method, in comparison with 3D 
kriging. The other is that it can better describe the variance of the soil data in 
the estimates, reducing the smoothing effect. 
Another advantage of this method is that with the spatial analysis of the 
goodness of fit it is possible to identify areas of higher or lower compaction, 
prior to the geostatistical interpolation. This allows the end user to have a 
general idea of the spatial compaction pattern in the field and this is useful for 
visualising the final 3D geostatistical map, as the visualisation can focus the 
attention of the reader on areas of the field where a more complex pattern is 
observed. 
This concept is demonstrated by looking at previous 3D mapping attempts. In 
literature, when the objective was the creation of a 3D compaction map, such as 
in the case of Castrignanò et al. (2002) or Carrara et al. (2007), the visualisation 
was always undertaken with volumetric rendering, such in Fig. 7.1. 
With this technique is easy to follow the compaction pattern in the first 5-10 cm, 
(for example, the blue track on the Fig. 7.1). However, understanding the 
changes below that level is extremely difficult.  
The top-down mapping method can provide much more information than this 
type of visualization, just by looking at the goodness of fit maps (Fig. 3.4). In 
these three images the compaction pattern is much more clearly identifiable.  
 
7.1.1 Case study limitations 
This case study was characterised by an uncommon dataset, sampled at very 
high vertical resolution. Even though it was perfect for developing and testing 
the new method, it is not a typical soil dataset. Usually, a soil survey is 
undertaken by identifying the horizons and then measuring the average soil 
property value for each of these. Moreover, the cone resistance dataset 
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Fig. 7.1: Examples of volumetric rendering used for showing the soil 
compaction pattern. The three images, from Carrara et al. (2007), 
represent the soil compaction after zero (a), one (b) and five (c) tractor 
passages. 
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7.2  Second stage 
Because of the limitations in the case study described in section 7.1.1, the 
second stage of the project, described in Chapter 4, focused on the design of 
another mapping experiment in which the top-down mapping method was 
compared with other common methods for soil mapping. This study aimed to 
test the method in a more common scenario where soil datasets are sampled 
by horizons, and environmental covariates are implemented in the modelling to 
increase the estimation accuracy, as suggested in the iSoil project. In this 
second experiment, a field scale dataset was used comprising 30 samples with 
texture percentages from three depth layers, and continuous covariates.  
From the original dataset, a new set of soil observations was simulated on a 
regular 40 m horizontal resolution grid and at 10 cm vertical resolution. By 
averaging, the profile values were subsequently used to create another dataset 
with pseudo-horizons which was then used as the starting point for the mapping 
experiment. From this dataset, a series of validations were performed in order 
to compare the three methods in both describing the variation of soil texture 
along the profile and estimating it across the 3D space.  
The results indicate that even though each method can assess the vertical 
variation with a good level of accuracy, the 3D universal kriging was the best 
predictor. A smoothing effect is present because the predicted dataset from 3D 
kriging underestimated the observed variance by 20%, but it is limited and it 
does not affect the overall prediction accuracy.  
The depth function methods can better describe the variance of the dataset, 
and in the case of the equal area spline can also predict soil texture with results 
that are very close to those derived from 3D kriging. However, it cannot reach 
the same accuracy as 3D kriging. The reason is probably associated to the 
complexity of the soil profiles vertical pattern. Bishop et al. (1999) tried the 
equal area spline with soil texture profiles. They created spline profiles of clay 
and sand, alongside organic carbon, pH and other. Their results indicate that 
the spline approach is the best predictor for almost all the soil properties 
analysed. However, they also tested how different sampling schemes could 
help in generating more accurate profiles. For instance, they sampled the top 
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and bottom of each horizon and tested if these additional data could increase 
the accuracy of the spline. They concluded that for clay and sand the best 
predictor was the spline used in combination with bottom profile samples for 
clay and top profile samples for sand. 
These additional data were not considered in this experiment because they are 
normally not available in soil datasets. This is probably the key for the lower 
accuracy of the equal area spline method compared with 3D kriging. The spline, 
if not bounded by top or bottom samples, is constrained only by the horizon 
average. This means that it can assume every possible soil value as long as the 
horizon average is constant. Probably, if the pattern is too complex this is not 
sufficient to produce reliable estimates, consequently reducing the overall 
mapping accuracy. 
The top-down mapping also fails to accurately predict soil texture in the 3D 
space. This is due to the lack of a recognisable pattern in the texture profiles. 
The penetration resistance data presented a peculiar vertical pattern that could 
be readily recognised and described by a very simple three-coefficient 
polynomial. However, in the case of soil texture, the profiles presented a highly 
complex vertical pattern that could only be described by a four-coefficient 
polynomial and this was probably the key for the failing of the method. A high 
number of coefficients cause error propagation between the estimated 
coefficients and the predicted soil texture properties. 
Although this error propagation is hard to fully demonstrate it was noticed in the 
first stage that in general the equation coefficients presented a poor spatial 
auto-correlation, with relatively high nugget values (Fig. 4.7). This has the 
consequence of modifying the kriging variance for the estimated points, causing 
error propagation between the coefficient predictions and the actual estimates 
of the soil properties. The higher the number of coefficients, the higher will be 
the error propagation. From this experiment it is possible to conclude that the 
top-down mapping method can work accurately only if the soil profile pattern 
can be described by a depth function with a maximum of three coefficients. 
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7.2.1 Use of covariates in 3D DSM 
From the validation of the three methods for 3D soil mapping described in 
Chapter 4, it was noticed that every one of them presented a decrement of the 
mapping performances with depth (i.e. vertical decrease of accuracy). One of 
the reasons for this could be the use of geophysical covariates as a source of 
additional information during the geostatistical interpolation. These data are 
apparent values and are depth averages of the investigated volume. For 
instance, gamma-ray surveys measured a single datum that reflect the nuclei 
concentration of the first 30-45 cm of soil (Taylor et al., 2002; Bierwirth and 
Brodie, 2008); electromagnetic surveys that measure electrical conductivity 
values that are depth averages (McNeill, 1980), and depend on the instrument 
penetration, which ranges from 30 cm for the EM38 to 4-5 m for the EM31. 
Moreover, the geophysical value is affected by changes in several soil 
properties and it is difficult to relate it to a single soil feature. For example, clay 
content can highly affect electromagnetic surveys, even decreasing their 
penetration depth if the clay percentage is particularly high (King et al. 2001; 
2003) 
For these reasons it was hypothesised that probably the vertical decrement was 
caused by a general decrease in the correlation between the soil texture and 
the geophysical covariates. As a consequence, the use of geophysical 
covariates in 3D digital soil mapping was reviewed by setting up a simple 
experiment using the Lany dataset. In this study, the 30 original soil profiles 
were used with the following soil properties: soil texture, organic carbon, pH, S 
and N. The experiment was undertaken by simply validating, with a 1-out cross-
validation, the predictions of all the available soil properties, at each depth layer. 
The available covariates were used singly or in combination with others, in 
order to find the most appropriate for each soil property. 
The results indicate that on average there is a decrement in the subsoil 
prediction of 44%, in terms of RMSD value, compared to topsoil results. 
However, if the soil properties present a low variability (for example pH, S and 
N) they can be predicted with every combination of covariates, obtaining 
relatively high levels of accuracy. Soil organic carbon and clay content present 
132 
in general a high correlation with geophysical data, especially electromagnetic 
covariates, and this can effectively increase the accuracy of the prediction. 
Conversely, for textural properties, which present a high variability and a 
complex variation with depth, the estimation can be difficult and in general can 
be better predicted with gamma ray covariates.  
These results are very interesting in the context of 3D DSM. In fact, several 
authors describe generally better prediction accuracy in the topsoil, compared 
to subsoil data (Minasny et al., 2006; Malone et al., 2009). In particular Malone 
et al. (2009) try to identify the possible cause of this behaviour, suggesting that 
the environmental covariates they used could only explain the soil variability at 
the surface level. However, they did not investigate this matter any further, after 
realising that they probably needed additional sources of data to describe the 
soil properties variability in the subsoil. 
This experiment can explain this vertical decrement. As clearly demonstrated, 
the environmental covariates have a high correlation with topsoil data and 
therefore can be successfully used for topsoil predictions. However, the 
correlation decreases substantially in the subsoil and this causes a decrement 
in the prediction accuracy. For this reason as long as the only available data are 
surface covariates, digital soil mapping in 3D would continue to achieve 
relatively low level of subsoil accuracy. More research is needed to increase the 
use of covariates that are more suitable for 3D DSM, in particular, covariates 
that are more correlated with sub-surface layers (e.g. GPR and resistivity).  
In summary, this experiment shifted the focus of the research from the 
development of a new method to a review of common techniques for modelling 
soils in 3D. In Chapter 4, attention was focused on the developments of 
algorithms to create a 3D map, how each method behaved and what were the 
advantages and disadvantages of each of the investigated techniques. In 
Chapter 5, attention was given to soil data and covariates in order to identify 
which properties are easier to predict and which require the use of specific 
covariates to be properly mapped. 
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7.3  Third stage 
In the first two stages of the research, the analysis was done with a dataset at 
the field scale and under circumstances in which the number of observations 
and covariates were ideal for the use of geostatistics. Even though these 
studies have supplied important information about the applicability of the top-
down method and its usage, it was important to test the new method over a 
larger area. The study of large areas, with spatial statistics and computer-
assisted numerical analysis, has rapidly become common practice among soil 
scientists because of the advent of powerful and relatively cheap PCs. An 
example is the project of predicting key soil characteristics at global scale in the 
GlobalSoilMap project (GlobalSoilMap.net, 2011). For these reasons, the third 
stage of the thesis, the developed method was tested at a landscape scale 
using the soil survey data from England and Wales to predict soil organic 
carbon and bulk density levels in the West Midlands region, an area of 
approximately 13,948 km2.  
In the England and Wales survey dataset, the variation by depth of organic 
carbon can be described by a power equation (Eq. 6.1) with only two 
coefficients, which is optimal for applying the top-down mapping method. 
However, the objective of the mapping experiment was to model soil C stocks. 
For this reason the depth pattern of bulk density was also investigated. It was 
observed that this can be described by an inverse power function (Eq. 6.2), with 
two coefficients. As a consequence, the top-down mapping method could be 
tested, as both soil properties can be described by a two coefficients equation. 
The results provide a very good insight into what this method can achieve and 
where its limitations lie.  
First of all, with this method it is possible to map an area at the landscape scale, 
with a total number of 220,928 points, in less than five minutes, whereas using 
only geostatistical interpolation would have taken several hours. This 
demonstrates that the method can overcome one of the limitations of 3D 
interpolation (i.e. it is much quicker). This was one of the objectives of the first 
stage, when the method was developed. However, it was impossible to 
demonstrate until now because in mapping at the field scale, the number of grid 
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points was relatively low and the interpolation time of top-down mapping and 3D 
kriging were similar.  
Kerry and Hawick (1998) investigated the time required for kriging interpolation, 
using a single core PC and a networked supercomputer consisting in 128-
CPUs. Their results suggest that for estimating 4,000 points, a fraction of the 
points in this C stock estimation, their supercomputer needed 1,500 minutes. Of 
course, their experiment was carried out 14 years ago and certainly the 
processing power of modern computer can improve their results. However, it is 
difficult to believe that a supercomputer with 128 CPUs from 14 years ago can 
be less powerful than a modern 4-core CPU computer. 
Another good result is the confirmation that even at this extent the top-down 
method can accurately reproduce the variability of the observed dataset, as 
reported in Table 6.1, avoiding the smoothing effect that can undermine the 
effectiveness of geostatistical interpolation for large scale mapping. This is 
particular evident in the topsoil, where the estimates standard deviation is very 
similar to the observed dataset. As a result, the method appears to be very 
accurate in mapping soil carbon values in the first 15 cm, as demonstrated by 
the very good results of the independent validation. 
In the subsoil, it is much harder to verify the accuracy of the top-down mapping 
because of the lack of independent validation data. However, from the 
uncertainty estimation analysis it is possible to conclude that, even though there 
is an increase in the average error associated with the subsoil estimations, in 
general the soil C stock predictions in the subsoil are acceptably accurate. 
The cross-validation results indicate an average R2 value of, for the 5% 
exclusion, of 0.36 for C, with a standard deviation of 0.20; and 0.44 for BD, with 
a standard deviation of 0.15. These results may appear relatively low, but they 
are in line with previous validated research of 3D mapping at the catchment or 
landscape scale with a similar sample density (Malone et al., 2009; Kempen et 
al., 2011). In particular, Malone et al. (2009) estimated soil C in 3D at landscape 
scale, reaching an accuracy of 0.20-0.27 of R2, with a sample density similar to 
this experiment. By contrast, Kempen et al. (2011) were able to reach a total R2 
of 0.46, divided 0.75 in the topsoil and around 0.10-0.20 in the subsoil. 
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However, in their experiment they studied an area of 125 km2 having a sample 
support of 1211 profiles, of which 619 collected with a probabilistic sampling 
scheme adapted for digital soil mapping.  
In digital soil mapping the samples support is the crucial aspect that drives the 
performance of the algorithm used in the prediction. This is evident in the 2D 
mapping experiment but it is much more important in 3D studies, where the 
number of points to predict is exponentially higher and therefore the error 
propagation is proportionally higher. In field scale experiments the error 
propagation can be kept to a minimum because the low extent of the area 
means a generally high sample density. On the other hand, for large areas the 
sample density can become a problem that greatly affects the prediction 
accuracy. This can be addressed by using sampling designed that keep into 
account the soil spatial variability and select the sampling location that best 
describe it, as in  Kempen et al. (2011). In this case study, legacy soil data, 
collected without any specific sampling design, were used. Moreover, the 
general samples density was extremely low, with on average one sample every 
32 Km2, similar to the mapping experiment by Malone et al. (2009). For these 
two reasons, values of R2 of 0.36 for C and 0.44 for BD can be considered an 
acceptable accuracy. 
In summary, from this case study it was possible to verify that the top-down 
mapping method can also be used for mapping soil properties over large areas. 
The only problem is in the vertical pattern of these properties, which have to be 
describable by a simple equation. The results indicate that the top-down 
mapping is still able to closely replicate the variance of the observed dataset in 
the predictions, and obtain accurate estimates for both topsoil and subsoil. This 
study also confirms the use of soil specific depth functions as diagnostic tools. A 
simple depth function, selected for describing the general pattern of the soil 
property, can be used to spot areas of the landscape where there are changes 
in soil profiles. This can potentially be very useful when the 3D soil map is the 





CHAPTER 8 - Conclusions 
This research was inspired by the realisation that the methods available in 
literature for digital soil mapping in 3D were partially flawed. The aim was to 
develop a new method for 3D DSM that can solve these flaws, while 
maintaining an acceptable level of accuracy.  
 
8.1 Hypothesis and objectives 
This was the starting point of the research, and the hypothesis was written 
accordingly, as follow: 
High resolution 3D mapping can be accurately achieved, with a method able to 
estimate soil properties even with relatively poor data support, thus minimising 
the cost of the survey, and which can reasonably be applied over large areas. 
 
In order to test the validity of the hypothesis, the research aimed at developing 
and testing a new method for 3D DSM based on simple soil specific depth 
functions.  
From this statement, a series of objectives were set and the study was divided 
into three stages, for establishing a clear path for testing the hypothesis. 
 
8.1.1 First stage 
In the first stage the primary objective was the development of a new method 
for accurately mapping soil properties in 3D; a method that was easier to use 
than 3D geostatistics and sufficiently flexible to be used with less dense 
datasets. The method was extensively tested, validated and compared to the 
established method of 3D ordinary kriging.  
This stage of research concluded that a novel method had been developed, 
which can obtain high level of accuracy in mapping soil compaction, performing 
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much better than 3D ordinary kriging. This method is much easier to use 
compared to 3D geostatistics, because it relies on bi-dimensional interpolation; 
it is also flexible as it can be used with much less analytical data losing only a 
fraction of its accuracy. 
 
8.1.2 Second stage 
The second stage was concerned with the main objective of testing the 
developed method with a common dataset and in a scenario where soil profiles 
are not the only sources of information. In this research, and in the context of 
the iSoil projext, environmental covariates were introduced into the 
methodology because they can improve the accuracy of the prediction. 
This study found that the developed method works well also with geostatistics 
algorithms that rely on environmental covariates. However, it was demonstrated 
that with soil properties that present a complex vertical pattern, the top-down 
mapping method cannot be used.  
From the comparison of different mapping methods, the thesis demonstrated 
that 3D universal kriging was a better predictor of soil properties that the depth 
functions approach. Therefore, it was concluded that with complex patterns, all 
the methods that rely on depth functions tend to predict with a lower accuracy, 
compared to purely geostatistical methods. 
The final part of the study was focused on testing the use of environmental 
covariates for 3D DSM. This experiment, confirmed that environmental 
covariates can effectively be used to increase the accuracy of the predictions in 
the topsoil, but their correlation with soil properties decreases greatly with 
depth.  
When the property of interest is well correlated with the covariates, such as in 
the case of clay and EM, the accuracy of the prediction is relatively good both in 
the topsoil and in the subsoil. However, when the soil property presents a 
complex pattern and is not well correlated with the covariates, there is a drop in 
the accuracy from topsoil to subsoil. 
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8.1.3 Third stage 
The final stage of the research was concerned with the testing of the top-down 
mapping method over a large extent, with all the changes that this implies 
(sparser data and low resolution covariates). The key points to test were similar 
to the field scale studies: estimation accuracy, impact of smoothing, 
computational time. 
From the results it is possible to conclude that the top-down mapping method 
can effectively be used at landscape scale, as it is able to predict much quicker 
than geostatistics. It is also able to cope with sparser data and with the 
environmental covariates available at this scale: DEM derivatives, land use, soil 
associations and geology. Moreover, despite the fact that the area was 13,948 
km2, the top-down mapping was able to minimise the smoothing of the 
predictions, estimating soil C and BD with an acceptable level of accuracy. 
 
8.1.4 Method applicability and limitations 
During this research, the top-down mapping method was tested with several soil 
properties and different spatial extents. Some general conclusions can be 
drawn from these tests.  
First of all, in order to use this method the condition that the soil properties vary 
continuously along the profile must be met. With datasets in which the soil 
properties present sharp discontinuities along the profile, this method cannot be 
used. 
Another key component for the successful application of this method is the 
selection of the depth function. A framework is provided for testing various 
groups of equations, but if the results indicate that the best soil specific depth 
function has more than three coefficients, the top-down mapping method can 
become difficult to implement. This implies that there are soil properties for 
which this method is not appropriate, such as soil texture, as demonstrated in 
Chapter 4.  
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The tests were performed on relatively homogeneous areas, for which a single 
soil profile pattern was identified. This does not mean that the top-down 
mapping method cannot be used is spatially variable areas, where soil type 
changes substantially. In areas such as this, the method can be adapted by 
selecting different depth functions in relation to the vertical profile of the soil 
types. This way each soil type can be mapped separately. 
 
8.1.5 Concluding remarks 
This research demonstrated the successful creation of a new method for 
mapping soil properties in 3D. This method was shown to predict soil properties 
with an acceptable level of accuracy, when their soil vertical pattern can be 
describe by a simple depth function. It also demonstrated that if the previous 
condition is met, the method developed during this research can map large 
areas using sparse datasets and reaching a good level of accuracy. 
The working hypothesis assumed that mapping soil properties in 3D was 
possible even with sparse datasets, reaching an acceptable level of accuracy, 
even for large areas. From the results it is possible to conclude that where the 
conditions for its applicability are met, as described in section 8.1.4, the top-
down mapping method can effectively be used with sparse data obtaining good 
results, even for large extents. For this reason, under these circumstances the 
hypothesis can be considered valid. 
 
8.2   Scientific advancements 
This research increased the knowledge base in the field of digital soil mapping 
with a set of new findings. These include: 
 
Novel method for 3D DSM 
 Simple soil specific depth functions can be used as diagnostic tools for 
describing the general depth profile of important soil features (e.g. soil 
compaction and soil C stock).  
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 Their use was embedded in a new method for accurately describing and 
mapping soil properties in 3D. 
 The combination of depth functions and geostatistics, makes this method 
much easier to use compared to 3D geostatistics alone. 
 From a goodness of fit analysis, useful information can be obtained 
about the soil depth pattern from a simple 2D image. Information that us 
otherwise accessible only by looking at several horizontal slices. 
 This method can be used at several spatial scales, and it works well both 
with and without environmental covariates. 
 
 
Testing of literature mapping approach 
 Geostatistics can be used in its 3D version for soil mapping, but 
scientists should consider that the smoothing effect can greatly decrease 
its prediction accuracy. 
 Depth function method can reproduce much better the observed data 
distribution in the estimation, potentially increase the overall accuracy. 
 Complex depth pattern is soil properties can cause a decrement in the 




 Despite the theoretical depth of investigation of geophysical covariates, 
they tend to lose prediction accuracy very rapidly with depth. 
 Their use for 3D DSM needs to be carefully assessed by a correlation 
analysis, because if the soil property present a high variance, their use 
can be ineffective, especially for subsoil predictions. 
 In general, gamma-ray data obtained better predictions for sand and silt, 
in both topsoil and subsoil. 
 Electromagnetic data are more reliable for predicting clay, pH, soil C, N 
and S. 
 
8.3  Future work 
Several areas in which to continue the research have been identified, and are 
now briefly discussed. 
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8.3.1 Exploration of additional study area 
The top-down mapping method was tested mapping soil C at landscape scale, 
with a relatively homogeneous dataset. However, in other areas or with higher 
resolution, buried peat can become a concern for the successful application of 
the method. In this scenario the most likely solution would involve the use of 
more than one depth function. In addition, the landscape would be clustered 
based on the depth function that better describe the soil profile in each area. 
For testing this, the best area would be in North Yorkshire, where the soil 
survey dataset of England and Wales presents a sample density comparable to 
the West Midlands region. In North Yorkshire, peat is much more common and 
the soil C pattern should present less homogeneity. 
 
8.3.2 Mapping at higher resolution 
The use of depth function decreases greatly the smoothing effect typical of 
techniques such as kriging, as demonstrated in the thesis. They also greatly 
decrease the computational time required for the mapping. This means that 
method based on depth functions can be used to produce high resolution 3D 
digital soil map, at landscape or even continental scale, with spatial resolution 
that can reach 2-5 m and vertical resolution of up to 1 cm.  
A 3D soil map of the whole country can be very useful for scientists, because it 
can provide the basis for increasing the accuracy of environmental models, 
such as JULES or erosion models. 
A 3D soil map can also be very useful for field survey, when for example the 
effects of a particular erosion event need to be assessed. Having a detailed 
digital soil map can be extremely useful in these circumstances, because it 
could be accessed from a common smartphone with GPS in order to give a 
quick estimation of the soil properties values and the soil vertical pattern in the 
area. 
In addition, the current soil map can be greatly simplified by using the prevalent 
depth function in addition to the soil association. Polygons that represent the 
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prevalent soil pattern, identified by a particular depth function, can be presented 
on the map, alongside soil series data. 
 
8.3.3 Environmental covariates 
In this research several types of covariates were used, non-geophysical and 
geophysical. The use of the covariates tested in this research is well 
documented for 2D soil mapping, but tests undertaken during the thesis appear 
to show that they cannot reach a high level of accuracy in subsoil prediction. 
However, in the experiment only covariates commonly used in soil science were 
explored (gamma-ray and EM). 
It would be interesting to try other sources of covariates, at the field scale in 
order to explore their use as predictors in digital soil mapping. For instance, 
ground penetrating radar (GPR) data can be incorporated. With this instrument 
it is possible to obtain real 3D representations of the soil in form of 
electromagnetic reflectors. The aim would be trying to slice the GPR signal to 
assess if it is possible to have different GPR data as covariates for each soil 
layer. 
The same idea can be applied with resistivity data from which can normally be 
created a resistivity model in 2D or 3D. The geophysical model can be sliced in 
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Name of the software: IntR 
Developers: Veronesi, F. 
Contact address: Cranfield University, Bld. 37 – College 
Road, Cranfield. MK43 0JX 
E-mail: f.veronesi@cranfield.ac.uk 
Availability and online documentation: free download with manual and 
sample dataset at: 
http://public.cranfield.ac.uk/s124437/  
Year first available: 2011 
Hardware requirements: Windows operating system 
Program language: Python 
Software required: none, standalone software 
Program size: 47.9 MB IntR 2D   





In recent years, R is increasingly being used by environmental scientists, 
because it is free, open-source, and has a large number of packages for 
environmental and spatial statistics. On the other hand, the necessity to learn a 
new programming language, with a relatively steep learning curve, has limited 
its use in the scientific community. This software is designed to help solve this 
problem and speed up the learning process of both R itself and make 
153 
geostatistics more accessible in general. IntR is a graphical user interface, 
developed in Python, that eases the procedure of creation and execution of an 
R script for 2D and 3D geostatistical interpolation. This interface works by 
asking interactive questions to the user and compiling the R script following the 
user answers. Once the script is created, the software runs it in batch mode and 
shows the results. 
 
Introduction 
Since its first launch, R (R Development Core Team, 2010) has gained a lot of 
traction among environmental scientists, because it is free and open-source but 
also to the large number of packages dedicated to environmental and spatial 
statistics and geostatistical interpolation. However, the necessity to learn a 
brand new programming language, with a relatively steep learning curve, has 
undermined its spread in the scientific community. On the other hand, the 
multitude of packages and the large community of users make it a useful 
instrument for environmental and spatial statistics. Furthermore, the continual 
renewal  of the software itself and of all the common packages has maintained 
R at a very high standard of quality compared with other, more common and 
widespread, statistical and geostatistical software.  
This software is designed to decrease threshold and speed up the learning 
process of both R and geostatistics in general. IntR is a graphical user interface, 
wrote in Python, that eases the procedure of creation and execution of an R 
script for 2D and 3D geostatistical interpolation.  
The user needs to have some background of spatial statistics, in order to fully 
understand the procedure for creating and executing the script. However, the R 
packages and scripts used to execute the geostatistical algorithms are designed 
to give a fair amount of confidence to the user on the result of his computations, 
even in the case that the user is new to geostatistics.  
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Feature and Capabilities 
When the user starts IntR it shows a simple panel with a button for each 
algorithm implemented (see Fig. 1, below).  
 
 
Fig. 1: Example of dialogs. The first two are the main windows of IntR and 
IntR3D, the user here can choose the algorithm. The last dialog is the 
result of a cross-validation in a kriging process; the user here can see the 
value of R2 and the image of the variogram (by clicking on “Show 
Variogram”) and decide to repeat the cross-validation with other 





The algorithms that can be used in IntR are: for the 2D version, inverse distance 
interpolation, ordinary kriging, universal kriging and regression kriging, random 
forest and CART, plus a module for obtaining a point grid from a shape file and 
a module for variogram and anisotropy analysis. For the 3D version, the user 
can choose between inverse distance, ordinary kriging and universal kriging, 
plus a module to create a 3D prediction grid, a module for variogram and 
anisotropy analysis, a module for creating a series of slice images of the 3D 
map and a module for sticking the slices in an animation video. The R packages 
used to perform all the analysis are: gstat (Pebesma, 2004), sp (Bivand et al., 
2008; Pebesma and Bivand, 2005), maptools (Lewin-Koh & Bivand, 2005), 
randomForest (Liaw & Wiener, 2002), tree (Ripley, 1998), rgdal (Keitt et al., 
2003), lattice (Sarkar, 2008), akima (Gebhardt, 1998). For the creation of the 
video we rely on the free software Mencoder (http://www.mplayerhq.hu). After 
the user has selected the algorithm the software works by asking “questions” to 
the user, using graphical dialogs: for instance to select the data file, the model 
of the variogram, and compiling the R script based on the “answers”. The user 
is therefore in full control of every part of the process. At the end of each 
module the compiled script is submitted to R via a bat file and the results are 
saved as images, text files. The script is also saved for the user to control it and 
thus learn the language.  
The software can be tried with two different datasets, both simulated, one in 2D 
and the other in 3D. 
The bi-dimensional dataset is composed by 150 samples with sand 
percentages. The second dataset is composed by 1651 observations, from 0 to 
50 cm of depth. In both cases are also available two covariates, slope and 
aspect, for universal kriging. Alongside the two datasets are also provided the 
shape file (ESRI, 1998) with the field border for trying the grid creation modules 
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APPENDIX 2 – Publications 
JOURNAL ARTICLE: 
Veronesi, F.; Corstanje, R.; Mayr, T. (2012). “Mapping soil compaction in 3D 




Veronesi, F.; Corstanje, R.; Mayr, T. (2011). “3D soil compaction mapping with 
a three-coefficients polynomial”. Proceedings of the second global workshop 
of proximal soil sensing, Montreal.  
 Veronesi, F.; Corstanje, R. (2011). “IntR - Interactive GUI  for R”. The R Users 
Conference - UseR 2011, Warwick.  
Veronesi, F.; Corstanje, R.; Rickson, J. And Mayr, T. (2012). “Landscape scale 
estimation of soil carbon stock in three-dimensions for creating a carbon loss 
risk map”. EGU General Assembly 2012, Vienna.  
 
NOTE: In the pdf version of the thesis, by clicking on the first author it should 
opens an electronic version of the material. 
Alternatively they are located in the folder “Articles_&_Conferences “
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DIGITAL APPENDIX 1 – 3D animation of soil compaction 
pattern in Lany field 
NOTE: by clicking on each of the following image, it should open the related 














Animation 3: Sections parallel to the horizontal plane. 
