Abstract: H.264/AVC is the most widely used recent video coding standard. It provides a high encoding efficiency but it also has a high computational complexity. The block mode decision for motion estimation is the most time-consuming procedure. A complexity reduction method for the block mode decision procedure is proposed. To reduce the complexity, all block modes are divided into several candidate block mode groups. The sum of the absolute difference (SAD) value, including the motion cost of each mode, is used as a classification feature to divide the block modes into several groups. A refinement method using a Bayesian model based on the average SAD value is also proposed. For B-slices, a differential block mode allocation method is suggested. A different number of candidate modes are allocated for lists (list 0, list 1) based on the SAD value of each list after 16 × 16 block motion estimation. The proposed method achieves an average time-saving for the total encoding time of 65% for IPPP and 66.01% for the hierarchical-B structure.
Introduction
Supporting high video quality service is becoming essential, even for portable devices, such as smart phones and tablet computers. To make high-resolution images available using the limited computing resources of these portable devices, computational complexity reduction during the coding process is essential to support real-time applications.
H.264/AVC [1] is the latest video coding standard and is widely used for various broadcasting and multimedia devices.
H.264/AVC provides high compression performance with efficient coding tools, including variable block size motion compensation and intra coding, weighted prediction and context-based adaptive binary arithmetic coding (CABAC) for entropy coding. Various techniques [2, 3] to improve the coding efficiency of H.264/AVC have been proposed. Even with a high coding performance, the enormous computational burden remains a problem.
Many complexity reduction techniques [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] [18] [19] [20] have been proposed, especially for the variable size block mode decision procedure, because it uses up to 80% of the total encoding time. The variable block size modes include SKIP, 16 All block modes should be checked for every macroblock (MB) and the block mode with the smallest cost based on rate-distortion optimisation (RDO) is selected as the best block mode. Optimisation of the block mode decision procedure in terms of the encoding complexity is one of the key points for a fast encoding scheme.
Grecos and Yang [6] suggested a skip detection algorithm using the block mode information of neighbourhood MBs. The method is based on a block mode correlation between the current MB and neighbourhood MBs. Wu et al. [7] proposed an algorithm based on the spatial homogeneity of a video object's texture and the temporal stationary characteristics inherent in a video sequence. Zhao et al. [8] also proposed a fast mode decision method based on the coding information of the previously coded spatio-temporal MBs. A priority search mode list is generated using that information and a block mode search is performed based on the list. A motion activity-based mode decision was proposed by Zeng et al. [9] , in which the rate-distortion (RD) cost of SKIP mode is checked in the first stage. If the RD cost is smaller than a pre-defined threshold, the remaining procedure is omitted. When the RD cost is larger than the threshold, candidate block modes are classified into three classes using the motion vectors of neighbourhood MBs in the second stage. Then, the search class is determined using the lengths of the neighbouring motion vectors (whichever is maximum length).
Lee and Park [10] proposed an adaptive candidate mode selection method based on information of optimal and sub-optimal modes. A mode pattern table is designed using the optimal and sub-optimal mode information. Then, the block modes that are to be eliminated are determined using the designed mode pattern table. A threshold-based mode decision method was proposed by Hilmi et al. [12] . Two thresholds are developed using the mean of the absolute differences of many video sequences. Then, the candidate search modes are selected by comparing the RD cost of the collocated MB with the pre-defined thresholds.
Moon et al. [17] proposed a zero-block-based inter-mode skip algorithm in which the relationships between all zero coefficient blocks and block sum of the absolute difference (SAD) values are used to define the SAD threshold for distinguishing all zero coefficient blocks. This method is also a kind of threshold-based mode decision method. A homogeneous region detection-based mode decision method was proposed by Wu et al. [18] . An edge map of each frame is created using the Sobel operator. Then proper candidate search modes are determined using the edge vectors of the edge map. Yu et al. [19] suggested a threshold-based mode decision algorithm. The SAD-based adaptive thresholds are defined for each hierarchical level. The information of neighbouring blocks is also used for improving accuracy. A statistical learning-based fast mode decision algorithm was suggested by Chiang et al. [20] using the support vector machine and the best SAD of block and motion vectors for training features.
In this paper, we introduce a fast block mode decision algorithm based on the distribution of SAD values. The average SAD values, including the motion cost of block modes, are calculated and several groups are defined using the calculated average SAD value. The block mode group used for checking is determined based on the SAD value after a 16 × 16 motion estimation process. A Bayesian decision model based on the average SAD value of each block mode is also proposed for the refinement stage. For B-slices, a differential mode allocation method according to a prediction list is suggested. More candidate search modes are allocated to the list having the smaller SAD.
Most previous work [8, 10, 12, 13, 17, 19, 20] used pre-coded mode information, the distribution of the SAD value and motion vectors of the spatio-temporal neighbouring blocks. Unlike these methods, the proposed algorithm uses the average distortion cost value of each mode and the distribution of J values of each group as decision factors. Using these selected factors, the proposed algorithm has the three major contributions of block mode grouping, a refinement process, and a differential mode allocation method.
The remainder of this paper is organised as follows: in Section 2, we analyse the properties of the SAD values according to the block mode. The proposed algorithm is described in Section 3. Finally, experimental results and some conclusions are presented in Sections 4 and 5.
2 Analysis of the SAD property in the block mode decision
The SAD value is a measure for representing differences in pixel intensity between a current block and a reference block. In general, if the block has fast or complex texture, the prediction accuracy is decreased and the SAD is increased. To compensate for loss of prediction accuracy, variable block mode sizes are supported in H.264/AVC. Generally, large size block modes offer advantages for prediction of homogeneous regions, and small size block modes offer advantages for prediction of complex regions or motion [10] [11] [12] .
We can determine the relationship between the SAD value and the size of the prediction block. Small block modes are more suitable than large block modes when the block includes complex motion or texture in which the SAD value is increased. Thus, the SAD value can be significantly different based upon the corresponding block mode. The SAD value of small block modes is larger than the SAD value of large block modes in most cases. If the correlation between the SAD value and block mode is high, the candidate block mode groups are easily categorised using the SAD values.
To confirm the relationship between the SAD value and the block size mode, we plotted average SAD values corresponding to various block mode sizes. Even though the motion vector cost is small compared with the SAD value, we should also consider the motion vector cost of each block mode to determine a cost function. The cost function J Mode is defined as follows
In (1), SAD(s, c(MV, ref_idx)) is the sum of the absolute differences between the current block s and a reference block c with a motion vector of MV. The reference frame index is ref_idx. MVD is the difference between the current MV and its predicted MV (PMV), λ is a Lagrangian multiplier [16] and R(MVD, ref_idx) is the encoded bitrate required for MVD and ref_idx.
Equation (2) (2) , n is the total number of the corresponding block modes.
The avgJ Mode represents the average SAD value (including the motion vector cost) of the previously coded MB. For example, if the frequency of 16 × 16 block mode is 10 and the summation of the SAD value (including the motion cost) is 3000 (from block number 0 to i − 1), the avgJ i 16×16
is computed as 300. Except for the instantaneous decoding refresh (IDR) frame, the avgJ Mode is updated every time for each block mode after selecting the best mode for all P-and B-frames (slices). Thus, the updating process is performed for every MB. Fig. 1 shows the avgJ Mode value of each frame. From Fig. 1 , we can see that the distribution range of avgJ Mode can be separated using the corresponding block mode. The value of avgJ p8×8 has the largest cost and avgJ SKIP or Direct has the smallest cost. avgJ 16×16 , avgJ 16×8 and avgJ 8×16 are located between avgJ SKIP or Direct and avgJ p8×8 .
In the case of the hierarchical-B picture structure, the fluctuation of avgJ Mode is larger than the fluctuation of the IPPP coding structure. Hierarchical-B picture structure has a very long group of picture (GOP). The interval between the P-frames is long because of inserted B-frames and the correlation is decreased between the P-frames. Thus, the distribution of avgJ Mode fluctuates mainly in the initial P-frame of each GOP. Even though the variation in the graph of hierarchical-B coding structure is large, the distribution tendency of avgJ Mode is similar to the tendency for the IPPP coding structure. Fig. 1 shows the relationship between the average J value and the size of the block mode. The relationship is almost static with variation in QP. Thus, the block modes can be categorised into the three groups as shown in Table 1 based on the avgJ Mode value. Using this observation, useful groups can be constructed for the fast mode search process in the H.264/AVC video encoding system. For the initial five frames, the proposed algorithm performs a training stage to determine the initial thresholds. Then, the J of each block mode is accumulated and updated for each MB.
Proposed SAD-based block mode decision algorithm
The proposed algorithm consists of three steps. In the first step, an early SKIP or Direct mode decision is based on information from the neighbouring block. In the second step, a block mode group decision is made based on avgJ Mode . The last step is a refinement process using a Bayesian model based on the average J value of each group. In the case of the hierarchical-B coding structure, a differential block mode allocation method is used before the last step. The details of each step are described in the following subsections. 
Early SKIP or Direct mode decision
To make the SKIP or Direct mode decision, the coded block pattern (cbp), the best block mode information from neighbouring blocks and the SAD value of the SKIP or Direct mode are used. These features are frequently used to determine the SKIP or Direct mode [12] [13] [14] [15] . If the current MB satisfies the following three conditions, the remaining search processes, including the intra-mode decision, are skipped.
(1) The cbp is 0.
(2) The best block modes of neighbouring blocks are encoded using SKIP or Direct mode (3) J SKIP or Direct ≤ avgJ SKIP or Direct
The avgJ Mode -based block mode decision
In Section 2, we observed that there is a large difference between the avgJ Mode values of the corresponding block modes. The value of avgJ Mode indicates the average J values of previous blocks that are encoded using the corresponding block mode. Thus, during the block mode decision procedure, we are able to predict the best block mode for blocks with the same J value as the current block mode. If J(J 16×16 ), after the 16 × 16 block motion estimation, is close to avgJ p8×8 , we can guess that before the end of the block mode decision procedure the best mode for the MB is probably one of the p8 × 8 sub-block modes. If the occurrence ratio of the specific block mode is highly focused on a specific range of J, we can estimate the necessary candidate search block modes without a full block mode search using one of the J Mode choices. We use the occupation ratio of each block mode in various ranges of avgJ Mode for verification. In Table 2 , the ranges of avgJ Mode are defined as Table 2 shows experimental results using several sequences (Full HD: Blue Sky, Night, CIF: Mobile, Container) and QP values (28, 32). From Table 2 , we can determine the most probable range of each block mode. SKIP or Direct mode (Group 1) is the most probable mode in range 1. The large block modes (Group 2) are the most frequent mode in range 2. The p8 × 8 sub-block modes (Group 3) are frequently selected as the best mode in range 4. Based on this property, the candidate search block modes can be defined as J 16×16 after 16 × 16 motion estimation. Thus, candidate search block modes can be determined by considering the range of J 16×16 . Table 3 shows the categories. J 16×16 is used for the classification feature instead of J SKIP or Direct because the accuracy of J 16×16 using motion estimation is higher. Thus, even though J SKIP or Direct is calculated earlier than J 16×16 , J 16×16 , it is used as the classification feature. In Table 3 , Group 1 is used as the candidate search mode group in all ranges. Thus, either SKIP or Direct mode is checked in all ranges because either SKIP or Direct mode is included in the early SKIP or Direct mode decision procedure that is always performed before the proper candidate search mode decision.
Refinement using a Bayesian model based on the SAD value
In part B, candidate search modes have been categorised using the range of J 16×16 . Even though candidate search modes are categorised using a statistical property (Table 2) , most of the block modes are distributed through several ranges. Fig. 2 shows the frequency count of J for each mode group. The shapes of the distribution graphs are changed based on the given quantisation parameter or coding structure, but the distribution tendencies of the graphs (left: Group 1, middle: Group 2, right: Group 3) are similar. Each peak point of the graph approximates the value of avgJ Mode .
From Fig. 2 , we also see that the distribution graphs of J Mode overlap. Therefore the J range from 0 to the peak of Group 1 can be assigned to range 1. However, the regions of overlap for Groups 2 and 3 cannot be easily separated. If we categorise the candidate mode group based just on information in Table 3 , it will be difficult to consider the region of overlap. Thus, we use a Bayesian model to determine the additional block mode group for efficient consideration of the overlapping regions.
Let P(ω i |x) be the posterior probability of the block mode group ω i . Then, the best group ω j is determined using the following equation (feature x is J Mode )
Although the shape of graph is not exactly Gaussian, it is quite similar to the Gaussian distribution. Thus, we estimated the distribution of J Mode as a Gaussian distribution. The Gaussian probability density function p(x) of ω i is defined as 
The mode group for ω i is shown in Table 4 . The modes in the same group have similar distributions of J (as shown in Figs. 1 and 2) . Thus, the Gaussian probability based on J values of block modes may be also similar. Based on this point, the block mode group for the corresponding ω i in Table 4 was designed in this study. As shown in Fig. 2 , some regions (ranges) of the graphs are highly overlapping. Thus, each range should be divided into decision groups for a more accurate decision in the overlapping regions. In this study, the best group among decision groups was determined using the posterior probability of each group. The detailed method of using the Bayesian decision is shown Table 5 . An additional candidate mode group is added based on the conditional probability of each ω j . According to the best group information, the candidate mode group search decision is made based on information in Table 3 rather than on information in Table 4 .
Using the refinement procedure, the proposed algorithm considers not only the best range of J 16×16 , but also the Gaussian probability of each group. For a simple example from Table 5 , consider that if the best range of J 16×16 is range 1 and ω j is equal to ω 1 , the candidate search mode groups are Groups 1, 2 and 3. Group 1 is the default 'candidate search mode group' in all cases because the modes in Group 1 are used for 'Early SKIP or Direct Mode Decision'. Then, Group 2 is added to candidate search mode groups using the rule of Section 3.2. Even though the best range of J 16×16 is range 2, Group 3 is considered as a candidate search mode group since the Gaussian probability value of Group 3 is higher than others.
A differential block mode allocation method for B-slices
The block motion estimation procedure is performed twice for B-slices. List 0 is generated based on the forward prediction and list 1 is generated based on the backward prediction. This is a time intensive process. We use a differential block mode allocation method to reduce the complexity of the B-slices. Table 6 shows the probability that the final block mode exists in the better list, which is defined as having a smaller J 16×16 value. Here, a better list is defined as a list Table 4 The mode group for the corresponding ω i (i = 1, 2, 3 Table 6 , we can guess with a high probability that the best mode is in the better list. The best block mode has a high probability to be in the list with a small J value after 16 × 16 block motion estimation. Using this characteristic, we allocate more candidate search modes to the better list and fewer to the others.
The candidate search mode group using the differential block mode allocation technique is shown in Table 7 . The most probable mode group in each range is selected as the default candidate search mode group, and the second most probable mode group in each range is added to the better list. For example, if the most probable range of J 16×16 is in range 3 and the better list is list 0, then Group 3, which is the second most probable mode group, is added for the forward prediction. If the better list is list 1, Group 3 is added for the backward prediction.
The refinement procedure using the Bayesian model is also applied after the differential block mode allocation process. The mode group with the highest posterior probability is added as the candidate search mode group for an additional search.
The overall procedure of the proposed method for selecting a candidate search mode group is shown in Table 8 .
Experimental results

Test conditions
The proposed algorithm was integrated into JVT reference Software (JM 11.0). Various standard sequences were used to evaluate performance. The simulation conditions are described in Table 9 , and Zeng's method [9] and Lee's method [10] were used for an objective comparison of the encoding performance. The test platform was a PC with a 3.33 GHz Intel i7 core CPU and 12 GB of memory. All test algorithms were executed under the same conditions. Several measures were defined for evaluating the performance with Bjøntegaard delta peak signal-to-noise ratio (BD-PSNR), Bjøntegaard delta bit rate (BDBR) [21] and ΔTime.
ΔTime was defined as a complexity comparison factor to indicate the amount of total encoding time in (6) .
From (7), Time(x) is the total consumed time of the method x for encoding. The consumed encoding time is defined as the total encoding time, including IDR slices, motion vector searches, transform and file writing of the encoded stream. 4.2 RDO performance Fig. 3 shows RD curves for IPPP and hierarchical-B coding structures that are derived from the anchor, Zeng's, Lee's and the proposed methods. All curves for the proposed method overlap with curves of the anchor. Thus, the RD performance of the proposed method is almost the same as the anchor. Thus, there is almost no loss of quality in the wide range of the bitrate. The curves for Zeng's and Lee's methods are also similar to the anchor. For the Blue Sky sequence, the curve of the proposed method is at the upper boundary, while the Zeng's and Lee's methods are not.
Overall performance comparison
For the IPPP and hierarchical-B encoding structures, the performance improvement for the proposed algorithm is shown in Tables 10 and 11 , respectively. For the IPPP encoding structure, the total average loss in BD-PSNR was 0.05 dB and the total BD-rate increment was 1.29% (on average), compared with the anchor. The proposed scheme achieved an improvement of 66.01% in total encoding time. The proposed method shows good performance, except for some 1080p sequences. Compared with Zeng's method, the average loss in peak signal-to-noise ratio (PSNR) is similar, but the proposed method reduces the number of encoding bits in most sequences. Thus, the proposed method shows better image quality with the same number of encoding bits, compared with Zeng's method. The performance of Zeng's method is decreased for high-resolution sequences, such as 1080p. The average decrement in BD-PSNR was 0.11 dB and the average BD-rate increment was 3.15% for the 1080p sequences. In contrast to Zeng's method, the loss in PSNR was 0.06 dB, but the average number of bits was also decreased in the 1080p sequences. Such insignificant degradation is not manifested as any notable visual difference.
As shown in Table 10 , even though Zeng's method shows a significant reduction in the encoding time for several homogeneous sequences, such as Shuttle Start, Container and Akiyo, the proposed algorithm shows a better speed-up performance than Zeng's method for most sequences. The speed-up factor for the proposed method was larger for sequences having complex motion or texture, such as Tractor, City, Bus and Coastguard.
Compared with Lee's method, the average loss in BD-PSNR and the average increment in the BD rate were small, but the average reduction in total encoding time was larger than for Lee's method. The proposed method shows better performance for sequences having complex motion or texture. The BD performance of Lee's method is better than Zeng's method, but Lee's method shows a smaller speed-up factor than Zeng's method for most sequences.
Results for the hierarchical-B picture structure are shown in Table 11 . These results confirm that the proposed scheme achieves a stable performance with a relatively long GOP condition. The total average loss in BD-PSNR was 0.06 dB and the total BD-rate increment was 1.86% (on average), compared with the anchor. The proposed scheme reduced the average total encoding time by 65.00%. The average loss in PSNR was slightly increased, compared with the IPPP coding structure.
Compared with Zeng's method, the proposed method shows stable performance. For the 1080p sequences, Zeng's method shows large BD-PSNR drops with an increased BD rate, but the average loss in BD-PSNR of the proposed method is smaller than for Zeng's method with a small BD-rate increment. For the IPPP coding structure, Zeng's method shows a better speed-up factor than the proposed method for homogeneous sequences. In the hierarchical-B picture structure, the proposed method shows a similar or better speed-up ratio than Zeng's method for homogeneous sequences. Compared with Lee's method, the BD performance of the proposed method is better in most test sequences. Lee's method shows a small improvement in the speed-up factor for sequences having complex or fast motion or texture because of pre-defined (fixed) thresholds.
Although the proposed method used statistical data analysis to speed-up the H.264/AVC video encoding system, a Bayesian decision model based on the SAD value of each block mode for the refinement stage was used. In addition, a differential mode allocation method was suggested for bi-directional prediction. These methods can be integrated to achieve a fast and effective encoding system.
Conclusion
We propose a fast mode decision scheme for the H.264/AVC video encoding system based on the SAD distribution characteristics of each block mode. In the proposed algorithm, a proper candidate search mode group is designated. We also propose a differential block mode allocation technique for lists based on the hierarchical-B picture structure. Our technique allows estimation of the 6 Acknowledgments
