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GEOMETRIC CONFINEMENT AND DYNAMICAL
TRANSMISSION OF A QUANTUM PARTICLE
IN GRUSHIN CYLINDER
MATTEO GALLONE, ALESSANDRO MICHELANGELI, AND EUGENIO POZZOLI
Abstract. We classify the self-adjoint realisations of the Laplace-Beltrami
operator minimally defined on an infinite cylinder equipped with an incom-
plete Riemannian metric of Grushin type, in the non-trivial class of metrics
yielding an infinite deficiency index. Such realisations are naturally interpreted
as Hamiltonians governing the geometric confinement of a Schro¨dinger quan-
tum particle away from the singularity, or the dynamical transmission across
the singularity. In particular, we characterise all physically meaningful exten-
sions qualified by explicit local boundary conditions at the singularity. Within
our general classification we retrieve those distinguished extensions previously
identified in the recent literature, namely the most confining and the most
transmitting one.
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1. Introduction, setting, main results
1.1. Grushin structures and geometric quantum confinement.
The study of a quantum particle on degenerate Riemannian manifolds, and the
problem of the purely geometric confinement away from the singularity locus of
the metric, as opposite to the dynamical transmission across the singularity, has
recently attracted a considerable amount of attention in relation to Grushin struc-
tures on sphere, cylinder, cone, and plane [3, 6, 20, 5, 10, 13, 4], as well as, more
generally, on two-dimensional orientable compact manifolds with generic genus [3],
and d-dimensional incomplete Riemannian manifolds [20].
In this work we focus on the paradigmatic class of quantum models on Grushin
cylinder : the latter is a two-dimensional manifold built upon R×S1 with an incom-
plete Riemannian metric both on the right and the left open half-cylinder R±×S1,
and a singularity of the metric along the separation circle among the two halves.
For such models, the geometric quantum confinement in each half-cylinder cor-
responds to the essential self-adjointness of the Laplace-Beltrami operator on its
minimal domain of smooth functions supported away from the singularity. The
quantum transmission between the two half-cylinders corresponds instead to the
lack of essential self-adjointness, in which case the type of transmission is governed
by a self-adjoint extension of the Laplace-Beltrami.
In the literature the regimes of confinement and transmission have been recently
identified (see Theorem 1.1 below), but with no classification of the possible different
protocols of transmissions, namely of the self-adjoint extensions of the Laplace-
Beltrami operator. In this work we complete such programme, and study the
family of inequivalent self-adjoint realisations of the differential operator by means
of the general extension theory of Kre˘ın, Viˇsik, and Birman [12].
Let us start with fixing the notation and setting up the general problem. Let us
denote by (x, y) a generic point in Rx × S1y and let us define the R2-subsets
(1.1) M± := R± × S1 , Z := {0} × S1 , M := M+ ∪M− .
We consider the family {Mα ≡ (M, gα) |α ∈ R} of Riemannian manifolds with
metric
(1.2) gα := dx⊗ dx+ 1|x|2α dy ⊗ dy ,
that is, with global orthonormal frame
(1.3) {X1, X(α)2 } =
{(
1
0
)
,
(
0
|x|α
)}
≡
{ ∂
∂x
, |x|α ∂
∂y
}
.
The value α = 1 selects the standard example of two-dimensional Grushin cylinder
[8, Chapter 11]. The value α = 0 selects the Euclidean cylinder.
It is easily seen thatMα is a hyperbolic manifold whenever α > 0, with Gaussian
(sectional) curvature
(1.4) Kα(x, y) = − α(α+ 1)
x2
.
In fact, if α = 1 the fields X1, X
(α)
2 define an almost-Riemannian structure on
R × S1 = M+ ∪ Z ∪ M−, in the rigorous sense of [2, Sec. 1] or [20, Sect. 7.1],
because the Lie bracket generating condition
(1.5) dimLie(x,y) span{X1, X(α)2 } = 2 ∀(x, y) ∈ R× S1 ,
is satisfied in this case, since in general the Lie bracket is [X1, X
(α)
2 ] =
(
0
α|x|α−1
)
.
QUANTUM GEOMETRIC CONFINEMENT/TRANSMISSION IN GRUSHIN CYLINDER 3
To each Mα one naturally associates the Riemannian volume form
(1.6) µα := volgα =
√
det gα dx ∧ dy = |x|−α dx ∧ dy
and the corresponding Laplace-Beltrami operator
(1.7) ∆µα =
∂2
∂x2
+ |x|2α ∂
2
∂y2
− α|x|
∂
∂x
,
as follows from (1.3) and (1.6), through the formula
∆µα = divµα∇ = X21 +X22 + (divµαX1)X1 + (divµαX(α)2 )X(α)2 .
For any fixed α, the manifold Mα is geodesically incomplete, and more precisely
all geodesics passing through a generic point (x0, y0) ∈ M reach Z (see, e.g., [13,
Theorem 2.2], or also, for the special case α = 1 only, [8, Sect. 11.2] or [3, Sect. 3.1]).
Let us now consider the problem of whether, depending on the parameter α
measuring the singularity of the metric, a quantum particle on Mα exhibits purely
geometric confinement in each of the two halves M±, or instead undergoes a trans-
mission between them across Z. Noticeably, for the classical counterpart of the
same problem there is only one scenario: the geodesics reach Z and hence the
classical particle is never confined.
In more precise mathematical terms, one wants to study when, in the Hilbert
space
(1.8) Hα := L2(M, dµα) ,
understood as the completion of C∞c (M) (the space of smooth and compactly sup-
ported functions on M) with respect to the scalar product
(1.9) 〈ψ, ϕ〉α :=
∫∫
(R\{0})×S1
ψ(x, y)ϕ(x, y)
1
|x|α dxdy ,
the ‘minimal free Hamiltonian’
(1.10) Hα := −∆µα , D(Hα) := C∞c (M)
is or is not essentially self-adjoint.
In the latter case, since Hα is evidently a densely defined, symmetric, lower semi-
bounded operator in Hα (symmetry in particular follows from Green’s identity),
it admits an infinity of self-adjoint extensions, each of which has a domain of self-
adjointness qualified by suitable boundary conditions at Z. For a generic such
extension H˜α, Schro¨dinger’s unitary flow e
−itH˜ evolves the quantum particle’s wave-
function so as to reach the boundary Z in finite time, which is interpreted as a lack
of confinement. This is natural if one thinks of boundary conditions as describing
a ‘physical interaction’ of the boundary with the interior: the need for such an
interaction, as a condition to make the Hamiltonian self-adjoint and hence to make
the evolved wave function e−itH˜ψ0 belong to L2(M, dµα) for all times for initial
ψ0 in the domain of H˜ , is the opposite of ‘confinement in M without confining
boundaries’.
On the other hand, if Hα is already essentially self-adjoint on C
∞
c (M), then it is
natural to argue that the dynamics generated by its closure Hα exhibits quantum
confinement within M . In fact, let us observe that
(1.11) L2(M, dµα) ∼= L2(M−, dµα)⊕ L2(M+, dµα)
and if we define H±α acting on L
2(M±, dµα) in complete analogy to (1.10) with
domain C∞c (M
±), then with respect to the decomposition (1.11) one has
(1.12) Hα = H
−
α ⊕H+α .
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Thus, Hα is essentially self-adjoint if and only if so are both H
+
α and H
−
α , in which
case Hα = H
−
α ⊕H+α as a direct orthogonal sum of self-adjoint operators, where the
operator closure Hα (resp., H
±
α ) is the unique self-adjoint extension of Hα (resp.
H±α ), and the propagators satisfy
(1.13) e−itHα = e−itH
−
α ⊕ e−itH+α , ∀ t ∈ R .
Therefore, for any initial datum ψ0 ∈ D(Hα) with support only within M+, the
unique solution ψ ∈ C1(Rt, L2(M, dµα)) to the Cauchy problem
(1.14)
{
i∂tψ = Hα ψ
ψ|t=0 = ψ0
remains for all times supported (‘confined’) in M+. The quantum particle initially
prepared in the right open half-cylinder never crosses the y-axis towards the left half-
cylinder. For all times the quantum particle’s wave-function need not be qualified
by boundary conditions at Z – pictorially, the quantum particle stays permanently
away from Z, no quantum information escapes from M+.
In this respect, the geometric quantum confinement problem has the following
answer.
Theorem 1.1 (Quantum confinement vs transmission in Grushin cylinder, [3, 5,
13]).
(i) If α ∈ (−∞,−3]∪ [1,+∞), then the operator Hα is essentially self-adjoint.
(ii) If α ∈ (−3,−1], then the operator Hα is not essentially self-adjoint and it
has deficiency index 2.
(iii) If α ∈ (−1,−1), then the operator Hα is not essentially self-adjoint and it
has infinite deficiency index.
In the present work we study the non-trivial regime of transmission, namely
lack of self-adjointness with infinite deficiency index, and of actual singularity of
the Grushin metric. Thus, we consider α ∈ [0, 1).
In fact, the case α = 0 corresponds to the ordinary Laplacian minimally defined
in each of the two halves of the Euclidean cylinder, to the right and to the left of
the singularity region at x = 0. The discussion of this case is completely analogous
as for the minimally defined Laplacian on a half-plane (see, e.g., [15, Chapt. 9])
and our analysis for generic α ∈ [0, 1) includes it. Moreover, in retrospect it will
be clear how the conceptual scheme of our analysis is the very same also for the
counterpart regime α ∈ (−1, 0), although of course new explicit computations need
be worked out.
1.2. Scheme of our analysis. Main results.
The infinity of the deficiency index of Hα when α ∈ [0, 1) leaves room for a
huge variety of inequivalent self-adjoint realisations of the free Hamiltonian. Each
extension provides a different mechanism how the quantum particle ‘crosses’ the
singularity region Z, ultimately due to the boundary conditions at Z that qualify
the domain of self-adjointness.
As is typical also in other contexts in which physically meaningful, minimally
defined operators have infinite deficiency index [17, 18], a large part of the exten-
sions of Hα when α ∈ [0, 1), albeit physically unambiguous (i.e., self-adjoint) are
to be regarded as physically non-relevant. This is intuitively the case for all those
extensions qualified by non-local boundary conditions, i.e., when the behaviour of
the wave function around a point (0, y0) ∈ Z depends also on the behaviour around
Z in regions away from (0, y0).
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Our first main result (Theorem 1.3 below) is indeed an explicit classification of
the physically meaningful sub-family of ‘local’ self-adjoint extensions of Hα, char-
acterising their boundary conditions at the singularity of the Grushin cylinder, and
hence the mechanism of transmission of the quantum particle across the singularity.
In this class, we identify the only extension that actually induces geometric
confinement of the particle away from Z (hence confinement in either half-cylinder),
as well as the extension that in a suitable sensemaximises the transmission across Z
– customarily referred to as the bridging extension. This reproduces by alternative
means the recent analysis on Grushin cylinder by Boscain and Prandi [5], where a
‘bridging extension’ was identified for the first time.
Our second main result is in fact a classification of the whole family of self-adjoint
extensions of a convenient, unitarily equivalent version of Hα, that we shall call Hα,
essentially obtained from Hα by a re-scaling in x plus a Fourier transform in the
compact variable y. Such a transformation naturally leads to the α-independent
Hilbert space
(1.15) H =
⊕
k∈Z
L2(R, dx) ∼= ℓ2(Z, L2(R, dx))
and to the study of Hα in each Fourier mode k. The self-adjoint extension problem
in the (x, k)-coordinates turns out to be structurally much more manageable, for
the adjoint of Hα has the form of a direct sum
(1.16) H ∗α =
⊕
k∈Z
Aα(k)
∗
for suitable symmetric operators Aα(k) on L
2(R, dx), where clearly the symbol of
the adjoint in the two sides of (1.16) refers, respectively, to the Hilbert space Hα
and L2(R, dx). This allows for a characterisation of the self-adjoint extensions of
Hα as suitable restrictions of the operator (1.16).
We establish such a characterisation both in its full generality (Theorem 6.7),
thus covering the whole family of extensions, and for a sub-class of extensions
characterised by boundary conditions of self-adjointness formulated separately in
each mode k as constraints on the behaviour of the elements of the domain of
H ∗α when x→ 0±, thus from both sides of the singularity (formulas (6.16)-(6.17),
Theorems 5.1, 5.4, and 5.5). For the latter sub-class we use the self-explanatory
name of ‘fibred extensions ’, each L2-space in the Hilbert direct sum (1.15) being
one ‘fibre’.
For generic fibred extensions, the self-adjointness constraints do not have an
equally clean and simple counterpart in the (x, y) variables, essentially due to the
non-local character of the inverse Fourier transform needed to go back from Hα
to the original Hα. However, a special sub-class that we call ‘uniformly fibred
extensions ’ display the feature of having in a sense the same type and magnitude of
boundary condition in each mode k, and this yields finally to the above-mentioned
local boundary conditions at fixed y as x→ 0 which characterise the the ‘physical’,
most relevant extensions (Theorem 7.1).
From this perspective, our analysis is organised in two levels. The first one
(Sections 2 through 5) is the study of the self-adjointness problem fibre by fibre, of
k-dependent, densely defined, symmetric differential operator of Schro¨dinger type
Aα(k) on L
2(R). To this aim we use the Kre˘ın-Viˇsik-Birman extension theory,
which is particularly suited since the differential operator in each fibre is semi-
bounded. This requires the identification of the ingredients of the theory, namely
the precise Sobolev regularity and short-scale behaviour of the functions in the
domain of the closure Aα(k), the qualification of its Friedrichs extensions Aα,F (k)
and its inverse (Aα,F (k))
−1, and the qualification of the deficiency space kerAα(k)∗.
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The second level of our analysis (Sections 6 through 8) is devoted instead to
re-assembling the information on each fibre in order to produce the classes of fibred
and uniformly fibred extensions of Hα. The latter case, which as said produces
eventually the physically relevant, local extensions, is particularly troublesome, not
much for the standard operation of taking the direct sum of self-adjoint operators on
each fibre, but rather because of the necessity to obtain some kind of uniformity over
all the modes k in order to unfolding back the Fourier transform that initially led
from Hα to Hα. This is non-trivial because the self-adjointness condition on each
fibre is in a sense highly non-uniform in k. To convey a flavour of the somewhat odd
line of reasoning that we are forced to follow (see Section 7), let us point out that
we construct the uniformly fibred extensions of Hα by restricting H
∗
α to functions
g given by an expression of the form
(1.17) g = ϕ+G0 +G1
where none of the three canonical summands ϕ, G0, G1 actually belongs to D(H ∗α ),
but only their sum does, due to cancellations on which we lack any explicit control!
Yet, (1.17) is the most practical expression to export the boundary conditions of
self-adjointness, cleanly formulated in terms of G0 and G1 as x→ 0±, by means of
an inverse Fourier transform back to the original problem in the (x, y)-variables.
Whereas the above-mentioned main results contained in Theorems 5.1, 5.4, 5.5,
6.7, and 7.1 require additional preparation that we defer to the main body of this
work, in this introduction we present our first main result, namely the classification
of the local, physical extensions.
As is going to be done throughout, motivated by the fact that transmission
across the singularity region Z is qualified by a specific behaviour as x→ 0±, let us
canonically express the elements of L2(M, dµα) with respect to the decomposition
(1.11) as
(1.18) f = f− ⊕ f+ ≡
(
f−
f+
)
, f±(x) := f(x) for x ∈ R± ,
thus with f± ∈ L2(M±, dµα).
The first important observation is that H∗α is decomposed with respect to (1.11).
Proposition 1.2. Let α > 0. The adjoint of Hα with respect to the Hilbert space
L2(M, dµα) is the differential operator
(1.19) H∗α = (H
−
α )
∗ ⊕ (H+α )∗
where (H±α )
∗, the adjoint of H±α in L
2(M±, dµα), is the differential operator whose
domain and action are given by
D((H±α )∗) =
{
f± ∈ L2(M±, dµα)
∣∣ −∆µαf± ∈ L2(M±, dµα)}
(H±α )
∗ f± = −∆µαf± .
(1.20)
Next, we describe the special sub-class of self-adjoint restrictions of (H±α )
∗, hence
extensions of Hα, qualified by local boundary conditions.
Theorem 1.3. Let α ∈ [0, 1). The operator Hα admits, among others, the following
families of self-adjoint extensions in L2(M, dµα):
• Friedrichs extension: Hα,F ;
• Family IR: {H [γ]α,R | γ ∈ R};
• Family IL: {H [γ]α,L | γ ∈ R};
• Family IIa with a ∈ C: {H [γ]α,a | γ ∈ R};
• Family III: {H [Γ]α |Γ ≡ (γ1, γ2, γ3, γ4) ∈ R4}.
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Each operator belonging to any such family is a restriction of H∗α, and hence its
differential action is precisely −∆µα . The domain of each of the above extensions
is qualified as the space of the functions f ∈ L2(M, dµα) satisfying the following
properties.
(i) Integrability and regularity:
(1.21)
∑
±
∫∫
R
±
x ×S1y
∣∣(∆µαf±)(x, y)∣∣2 dµα(x, y) < +∞ .
(ii) Boundary condition: The limits
f±0 (y) = lim
x→0±
f±(x, y)(1.22)
f±1 (y) = ±(1 + α)−1 lim
x→0±
( 1
|x|α
∂f(x, y)
∂x
)
(1.23)
exist and are finite for almost every y ∈ S1, and depending on the considered
type of extension, and for almost every y ∈ R,
f±0 (y) = 0 if f ∈ D(Hα,F ) ,(1.24) {
f−0 (y) = 0
f+1 (y) = γf
+
0 (y)
if f ∈ D(H [γ]α,R) ,(1.25) {
f−1 (y) = γf
−
0 (y)
f+0 (y) = 0
if f ∈ D(H [γ]α,L) ,(1.26) {
f+0 (y) = a f
−
0 (y)
f−1 (y) + a f
+
1 (y) = γf
−
0 (y)
if f ∈ D(H [γ]α,a) ,(1.27) {
f−1 (y) = γ1f
−
0 (y) + (γ2 + iγ3)f
+
0 (y)
f+1 (y) = (γ2 − iγ3)f−0 (y) + γ4f+0 (y)
if f ∈ D(H [Γ]α ) .(1.28)
Moreover,
(1.29) f±0 ∈ Hs0,±(S1, dy) and f±1 ∈ Hs1,±(S1, dy)
with
• s1,± = 12 1−α1+α for the Friedrichs extension,
• s1,− = 12 1−α1+α , s0,+ = s1,+ = 12 3+α1+α for extensions of type IR,
• s1,+ = 12 1−α1+α , s0,− = s1,− = 12 3+α1+α for extensions of type IL,
• s1,± = s0,± = 12 1−α1+α for extensions of type IIa,
• s1,± = s0,± = 12 3+α1+α for extensions of type III.
It is clear from the formulation of Theorem 1.3 that requirement (1.21) amounts
to say that all the considered extensions are contained in H∗α. Each of the require-
ments (1.24)-(1.28) then expresses the corresponding condition of self-adjointness.
The common feature of all such extensions is that their qualifying boundary
conditions as x→ 0 have the same form uniformly in y ∈ R. In this precise sense,
those are local extensions.
It is also clear that the Friedrichs extension, as well as type-IR and type-IL
extensions, are reduced with respect to the Hilbert space decomposition (1.11):
each such operator is the orthogonal sum of two self-adjoint operators, respectively
on L2(M+, dµα) and L
2(M−, dµα), qualified by independent boundary conditions
at the singularity region Z from the right and from the left. On the contrary, type-
IIa (with a 6= 0) and type-III extensions are not reduced in general : the boundary
condition couples the behaviour as x→ 0+ and x→ 0−.
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The left-right reducibility
(1.30) H˜α = H˜
−
α ⊕ H˜+α .
of the extension H˜α = Hα,F , or H˜α = H
[γ]
α,R, or H˜α = H
[γ]
α,L, results in a decoupled
independent Schro¨dinger evolution of the two components f+ and f− of the solution
f ∈ C1(Rt, L2(M, dµα)) to the Cauchy problem
(1.31)
{
i ∂tf = H˜α f
f |t=0 = u0 ∈ D(H˜α) .
This means that, separately on each half-cylinder,
(1.32) f±(t) = e−itH˜
±
α u±0 ,
with no exchange between left and right at the interface Z.
The picture is then the following.
• Friedrichs extension Hα,F : geometric quantum confinement on each half of
the Grushin cylinder, with no interaction of the particle with the boundary
and no dynamical transmission between the two halves.
• Type-IR and type-IL extensions: no dynamical transmission across Z, but
possible non-trivial interaction of the quantum particle with the bound-
ary respectively from the right or from the left, with geometric quantum
confinement on the opposite side. (Thus, for instance, a quantum particle
governed by H
[γ]
α,R may ‘touch’ the boundary from the right, but not from
the left, and moreover it cannot trespass the singularity region.)
• Type-IIa and type-III extensions: in general, dynamical transmission through
the boundary.
Among the latter group of extensions, a special status is deserved by the Laplace-
Beltrami realisation
(1.33) Hα,B := H
[γ]
α,a with a = 1 and γ = 0 .
In this case the boundary condition (1.27) takes the form
lim
x→0−
f(x, y) = lim
x→0+
f(x, y)
lim
x→0−
( 1
|x|α
∂f(x, y)
∂x
)
= lim
x→0+
( 1
|x|α
∂f(x, y)
∂x
)(1.34)
for almost every y ∈ S1. Formula (1.34) expresses the continuity across the singular-
ity region Z, along (almost) any horizontal direction, both of a generic f ∈ D(Hα,B)
and of the partial derivative in x of f , when such a derivative is suitably weighted
with the |x|−α-weight. It is easily seen by inspection of (1.24)-(1.28) that no other
boundary condition of self-adjointness allows for such a two-fold continuity for any
other weight.
Quantum-mechanically, (1.33)-(1.34) are interpreted as the continuity of the spa-
tial probability density of the particle in the region around Z and of the momentum
in the direction orthogonal to Z, defined with respect to the weight |x|−α induced
by the metric. This occurrence corresponds to the ‘optimal’ transmission across the
boundary Z, with no discrepancy in spatial density and momentum between left
and right: the dynamics generated by Hα,B develops the best ‘bridging’ between
the left and the right side of the Grushin cylinder. For this reason Hα,B shall be
referred to as the ‘bridging extension’ of Hα. It is precisely the bridging extension
introduced by Boscain and Prandi in [5, Proposition 3.11], which we recover here
as a distinguished element of our general classification.
One last observation on Theorem 1.3 (see also Remark 6.6 for a more explicit
comment on this point) concerns the regularity (1.29) of the boundary functions f0
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and f1 in terms of which the various conditions of self-adjointness are expressed.
In fact, (1.22)-(1.23) define so-called ‘trace maps ’
γ±0 : D(H˜α) ∩ L2(M±, dµα)→ Hs0,±(S1)
γ±1 : D(H˜α) ∩ L2(M±, dµα)→ Hs1,±(S1) ,
(actually, concrete examples of what one customarily refers to as ‘abstract trace
maps ’ – see, e.g., [19, Sect. 2]), where H˜α stands for one of the considered extensions
ofHα. Noticeably, although we do not carry this comparison further on here, and we
defer it to a subsequent study, our (1.29) is completely consistent with the abstract
analysis developed recently by Posilicano [19] of the trace space, and hence also,
isomorphically speaking, of the deficiency space, of the operator Hα.
Once again it is worth underlying that also in the language of [19], namely the
framework of direct sum of trace maps, the hard part of the job that remains to be
done, and that we completed here, for the classification of the (local) extensions of
Hα, is the passage from the ‘natural’ direct sum setting, namely the description of
the restrictions of the direct sum operator H ∗α =
⊕
k∈Z(Aα(k))
∗, to the original
Grushin setting, namely the corresponding descriptions of the restrictions of H∗α
Notation. Besides all the standard functional-analytic and operator-theoretic
notation adopted in this work, let us specify the following symbols and conventions.
R+ (0,+∞), open right half-line
R− (−∞, 0), open left half-line
K˚ interior of the subset K ⊂ R
〈x〉 √1 + x2
1 identity operator, acting on the space that is clear from the context
O zero operator, acting on the space that is clear from the context
1K characteristic function of the set K
〈·, ·〉 Hilbert scalar product, anti-linear in the first entry
δk,ℓ Kronecker delta
V ⊥ Hilbert orthogonal complement of the subspace V
∔ direct sum between vector spaces
⊕ (if referred to operators) reduced direct sum of operators
⊕ (if referred to vector spaces) Hilbert orthogonal direct sum
⊞ Hilbert orthogonal direct sum of non-closed subspaces.
2. Preparatory materials
2.1. Unitary equivalence to a constant-fiber orthogonal sum structure.
Following the same steps we made in [13], let us introduce a natural, unitarily
equivalent re-formulation of the problem of the self-adjoint extensions of Hα in
L2(M, dµα), where M = (R \ {0})× S1 and dµα = |x|−αdxdy.
We recall that Hα is reduced with respect to the decomposition (1.11) – see
(1.12) above – hence it is natural to manipulate H+α and H
−
α separately.
We intend to map L2(M±, dµα) unitarily onto the space
(2.1) H± :=
⊕
k∈Z
L2(R±, dx) ∼= ℓ2(Z, L2(R±, dx)) ∼= L2(R±, dx)⊗ ℓ2(Z)
(with obvious canonical isomorphisms in the r.h.s. of (2.1)).
We first apply the unitary transformation
U±α : L
2(R± × S1, |x|−αdxdy) ∼=−→ L2(R± × S1, dxdy)
f 7→ φ := |x|−α2 f
(2.2)
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(thus restoring the standard Euclidean metric by removing the weight), and then
the further unitary transformation
(2.3) F±2 : L2(R± × S1, dxdy)
∼=−→ L2(R±, dx)⊗ ℓ2(Z) =: H± ,
consisting of the discrete Fourier transform in the y-variable only, that is, the
mapping
φ 7→ ψ ≡ (ψk)k∈Z
ek(y) :=
eiky√
2π
, ψk(x) :=
∫ 2π
0
ek(y)φ(x, y) dy , x ∈ R± .
(2.4)
This is the customary way to re-write φ(x, y) =
∑
k∈Z ψk(x)ek(y) in the L
2-
convergent sense. Each ψk ∈ L2(R±, dx) and
∑
k∈Z ‖ψk‖2L2 < +∞.
Thus,
(2.5) H± = F±2 U±α L2(M±, dµα)
with a natural ‘constant-fibre’ orthogonal sum structure on such space, namely,
(2.6) H± =
⊕
k∈Z
h± , h± := L2(R±, dx)
with constant fiber h± and scalar product
(2.7)
〈
(ψk)k∈Z, (ψ˜k)k∈Z
〉
H± =
∑
k∈Z
∫
R±
ψk(x) ψ˜k(x) dx ≡
∑
k∈Z
〈ψk, ψ˜k〉h± .
Analogously, and with self-explanatory notation, F2 := F−2 ⊕ F+2 , Uα := U−α ⊕
U+α , whence F2Uα = F−2 U−α ⊕F+2 U+α , and
(2.8) H := F2UαL2(M, dµα) ∼= ℓ2(Z, L2(R, dx)) ∼= H− ⊕H+ ∼=
⊕
k∈Z
h
with ‘bilateral’ fibre
(2.9) h := L2(R−, dx)⊕ L2(R+, dx) ∼= L2(R, dx) .
The above scheme is the discrete version of the constant-fiber direct integral
structure, the well-known natural formalism for the multiplication operator form
of the spectral theorem [16, Sect. 7.3], as well as for the analysis of Schro¨dinger’s
operators with periodic potentials [21, Sect. XIII.16].
By means of (2.2) and (2.3) we obtain the operators
(2.10) H±α := U
±
α H
±
α (U
±
α )
−1
acting on L2(R± × S1, dxdy) and qualified as
D(H±α ) = C∞c (R±x × S1y)
H
±
αφ =
(
− ∂
2
∂x2
− |x|2α ∂
2
∂y2
+
α(2 + α)
4x2
)
φ ,
(2.11)
as well as the operators
(2.12) H ±α := F±2 U±α H±α (U±α )−1(F±2 )−1 = F±2 H±α (F±2 )−1
acting on H± and qualified as
D(H ±α ) =
{
ψ ≡ (ψk)k∈Z ∈
⊕
k∈Z
L2(R±, dx)
∣∣∣ψ ∈ F±2 C∞c (R±x × S1y)}
H
±
α ψ =
((
− d
2
dx2
+ k2|x|2α + α(2 + α)
4x2
)
ψk
)
k∈Z
.
(2.13)
Completely analogous formulas hold for Hα and Hα, defined in the obvious way.
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In particular, for each ψ± ∈ D(H ±α ) the component functions ψ±k (·) are com-
pactly supported in x inside R± for every k ∈ Z, and moreover∑
k∈Z
∥∥∥(− d2
dx2
+ k2|x|2α + α(2 + α)
4x2
)
ψ±k
∥∥∥2
L2(R±,dx)
= ‖H ±α ψ±‖2H± = ‖(F±2 )−1H ±α F±2 φ±‖2L2(R±x ×S1y)
=
∥∥∥(− ∂2
∂x2
− |x|2α ∂
2
∂y2
+
α(2 + α)
4x2
)
φ±
∥∥∥2
L2(R±x ×S1y)
< +∞ ,
(2.14)
where φ± = F±2 ψ ∈ C∞c (R±x × S1y).
The above construction establishes a unitarily equivalent version of the oper-
ators of interest. Thus, the self-adjointness problem for H±α in L
2(M±, dµα) is
tantamount as the self-adjointness problem for H ±α in H±, and the same holds for
Hα with respect to Hα. Furthermore, when non-trivial self-adjoint extensions exist
for H±α (resp., Hα), they can be equivalently (and in practice more conveniently)
identified as self-adjoint extensions of H ±α (resp., Hα).
In fact, such an analysis for H ±α (resp., Hα) is naturally boiled down to the
analysis of such operators on each fibre and a subsequent recombination of the
information over the whole constant-fibre orthogonal sum.
To develop this approach, it is convenient to introduce on each fibre h±, thus for
each k ∈ Z, the operators
(2.15) A±α (k) := −
d2
dx2
+ k2|x|2α + α(2 + α)
4x2
, D(Aα(k)) := C∞c (R+) ,
and similarly on h we define
D(Aα(k)) := C∞c (R−)⊞ C∞c (R+)
Aα(k) := A
−
α (k)⊕A+α (k) ,
(2.16)
where the notation ‘⊞’ simply indicates the direct sum of two (non-complete) sub-
spaces of each summand of the orthogonal sum of two Hilbert spaces.
By construction the map Z ∋ k 7→ Aα(k) has values in the space of densely
defined, symmetric, non-negative operators on h, all with the same domain irre-
spectively of k. In each Aα(k) the integer k plays the role of a fixed parameter.
Moreover, all the Aα(k)’s are closable and each Aα(k) is non-negative and with the
same dense domain in h.
As non-trivial self-adjoint extensions are suitable restrictions of the adjoints, let
us characterise the latter operators. As we argued already in [13, Lemma 3.2], the
adjoint of Hα is the maximal realisation of the same differential operator, that is,
D((H±α )∗) =
{
φ ∈ L2(R± × S1, dxdy) such that(
− ∂2∂x2 − |x|2α ∂
2
∂y2 +
α(2+α)
4x2
)
φ ∈ L2(R± × S1, dxdy)
}
(H±α )φ =
(
− ∂
2
∂x2
− |x|2α ∂
2
∂y2
+
α(2 + α)
4x2
)
φ .
(2.17)
This, and the unitary equivalence (2.12), yields at once
D((H ±α )∗) =

ψ ≡ (ψk)k∈Z ∈
⊕
k∈Z L
2(R±, dx) such that
∑
k∈Z
∥∥∥(− d2
dx2
+ k2|x|2α + α(2 + α)
4x2
)
ψk
∥∥∥2
L2(R±,dx)
< +∞

(H ±α )
∗ψ =
((
− d
2
dx2
+ k2|x|2α + α(2 + α)
4x2
)
ψk
)
k∈Z
.
(2.18)
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Clearly, d
2
dx2 is a weak derivative in (2.18) and a classical derivative in (2.13). Fur-
thermore, with respect to the decomposition (2.8),
(2.19) (Hα)
∗ = (H −α )
∗ ⊕ (H +α )∗ .
Analogously to (2.18), as we argued already in [13, Eq. (3.12)], one has
D(A±α (k)∗) =
{
g± ∈ L2(R±, dx) such that(− d2dx2 + k2|x|2α + α(2+α)4x2 )g± ∈ L2(R±, dx)
}
A±α (k)
∗g± =
(
− d
2
dx2
+ k2|x|2α + α(2 + α)
4x2
)
g± ,
(2.20)
and
(2.21) Aα(k)
∗ = A−α (k)
∗ ⊕A+α (k)∗ .
2.2. Orthogonal sum operators.
Next, it is convenient to recall the structure of operators acting on H (resp., on
H±) in the form of infinite orthogonal sum, that is, operators that are reduced by
the orthogonal decomposition (2.8) (resp., (2.6)). By this we mean an operator T
for which there is a collection (T (k))k∈Z of operators on h (resp., on h±) such that
D(T ) :=
ψ ≡ (ψk)k∈Z ∈ H
∣∣∣∣∣∣
(i) ψk ∈ D(T (k)) ∀k ∈ Z
(ii)
∑
k∈Z
∥∥T (k)ψk∥∥2h < +∞

Tψ :=
(
T (k)ψk
)
k∈Z ,
(2.22)
(and analogous formulas on each half-fibre), the shorthand for which is
(2.23) T =
⊕
k∈Z
T (k) .
Thus, T (k) = T ↾ (D(T ) ∩ hk), where hk is the fibre h counted in the k-th posi-
tion with respect to the sum (2.8), and each hk is a reducing subspace for T . A
convenient shorthand for the above expression for D(T ) is
(2.24) D(T ) = ⊞
k∈Z
D(Tk) .
As commented already, we write ‘⊞’ instead of ‘⊕’ to denote that the infinite
orthogonal sum involves now non-closed subspaces of H.
Remark 2.1. It is very important to observe that Hα is not decomposable as
Hα =
⊕
k∈ZAα(k) in the sense of formula (2.22), and in fact
(2.25) Hα  
⊕
k∈Z
Aα(k) .
Indeed, as seen in (2.14),∑
k
‖Aα(k)ψk‖2h =
∥∥∥(− ∂2∂x2 − |x|2α ∂2∂y2 + α(2+α)4x2 )φ∥∥∥2
L2(R±x ×S1y)
,
where ψ = F2φ, the finiteness of which is guaranteed by φ ∈ C∞c (R±x × S1y) in the
case when ψ ∈ D(Hα), but of course is also guaranteed by a much larger class of φ’s
that are still smooth and compactly supported in x, but are not smooth in y – thus
corresponding to ψ’s that do not belong to D(Hα). This is completely analogous
to what we observed in [13, Remark 2.2].
Most relevantly for our purposes, the closure and the adjoint pass through the
orthogonal sum of operators.
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Lemma 2.2. If T =
⊕
k∈Z T (k), then
T ∗ =
⊕
k∈Z
T (k)∗(2.26)
T =
⊕
k∈Z
T (k) ,(2.27)
where the symbol of operator closure and adjoint clearly refers to the corresponding
Hilbert spaces where the considered operators act on. Moreover,
(2.28) kerT ∗ =
⊕
k∈Z
kerT (k)∗ .
Proof. Let ψ ∈ D(T ∗): then there exists η ∈ H such that∑
k∈Z
〈ηk, ξk〉h = 〈η, ξ〉H = 〈ψ, T ξ〉H =
∑
k∈Z
〈ψk, T (k) ξk〉h ∀ξ ∈ D(T ) .
By localising ξ separately in each fibre hk one then deduces that for each k ∈ Z
ψk ∈ D(T (k)∗) and ηk = T (k)∗ψk, whence also
∑
k∈Z
∥∥T (k)∗ψk∥∥2h = ‖η‖2H <
+∞. This means precisely that ψ ∈ D(⊕k∈Z T (k)∗) and T ∗ψ = (T (k)∗ψk)k∈Z =
(
⊕
k∈Z T (k)
∗)ψ, i.e., T ∗ ⊂⊕k∈Z T (k)∗.
Conversely, if ψ ∈ D(⊕k∈Z T (k)∗), then for each k ∈ Z one has 〈T (k)∗ψk, ξk〉h =
〈ψk, T (k) ξk〉h ∀ξk ∈ D(T (k)) and
∑
k∈Z ‖T ∗(k)ψk‖2h < +∞. Setting ηk := T ∗(k)ψk
and η := (ηk)k∈Z one then has that η ∈ H and
〈η, ξ〉H =
∑
k∈Z
〈ηk, ξk〉h =
∑
k∈Z
〈ψk, T (k)ξk〉h = 〈ψ, T ξ〉H ∀ξ ∈ D(T ) .
This means that ψ ∈ D(T ∗) and T ∗ψ = η = (T (k)∗ψk)k∈Z = (
⊕
k∈Z T (k)
∗)ψ, ,
i.e., T ∗ ⊃⊕k∈Z T (k)∗.
Identity (2.26) is thus established, and (2.27) follows from applying (2.26) to the
operator T ∗ instead of T . Identity (2.28) is another straightforward consequence
of (2.26). 
Now, although although Hα  
⊕
k∈ZAα(k) (Remark 2.1), the two operators
have actually the same adjoint and the same closure.
Lemma 2.3. One has
(2.29) H ∗α =
⊕
k∈Z
Aα(k)
∗
and
(2.30) Hα =
⊕
k∈Z
Aα(k) ,
i.e.,
D(H ∗α ) :=
ψ ≡ (ψk)k∈Z ∈ H
∣∣∣∣∣∣
(i) ψk ∈ D(Aα(k)∗) ∀k ∈ Z
(ii)
∑
k∈Z
∥∥Aα(k)∗ψk∥∥2h < +∞

H
∗
α ψ :=
(
Aα(k)
∗ ψk
)
k∈Z
(2.31)
and
D(Hα) :=
ψ ≡ (ψk)k∈Z ∈ H
∣∣∣∣∣∣
(i) ψk ∈ D(Aα(k)) ∀k ∈ Z
(ii)
∑
k∈Z
∥∥Aα(k)ψk∥∥2h < +∞

Hαψ :=
(
Aα(k)ψk
)
k∈Z .
(2.32)
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Analogously,
(2.33) (H ±α )
∗ =
⊕
k∈Z
A±α (k)
∗ , H ±α =
⊕
k∈Z
A±α (k) .
Moreover,
(2.34) kerH ∗α =
⊕
k∈Z
kerAα(k)
∗ .
Proof. On the one hand, H ∗α ⊃ (
⊕
k∈Z Aα(k))
∗ =
⊕
k∈ZAα(k)
∗ (owing to (2.25)
and (2.26) above).
On the other hand, one proves the opposite inclusion, namelyH ∗α ⊂
⊕
k∈ZAα(k)
∗,
following the very same argument used for the proof of T ∗ ⊂⊕k∈Z T (k)∗ in Lemma
2.2. This is possible because for ξ ∈ D(Hα), one has ξk ∈ C∞c (R\{0}) = D(Aα(k)).
Thus, explicitly, if ψ ∈ D(H ∗α ), then there exists η ∈ H such that∑
k∈Z
〈ηk, ξk〉h = 〈η, ξ〉H = 〈ψ,Hα ξ〉H =
∑
k∈Z
〈ψk, Aα(k) ξk〉h ∀ξ ∈ D(Hα) .
By localising ξ separately in each fibre hk one then deduces that for each k ∈ Z
ψk ∈ D(Aα(k)∗) and ηk = Aα(k)∗ψk, whence also
∑
k∈Z
∥∥Aα(k)∗ψk∥∥2h = ‖η‖2H <
+∞. This means that ψ ∈ D(⊕k∈ZAα(k)∗) and H ∗α ψ = (Aα(k)∗ψk)k∈Z =
(
⊕
k∈Z Aα(k)
∗)ψ.
Thus, (2.29) is proved. Applying (2.26) to (2.29) then yields (2.30). 
2.3. Momentum-fibred extensions. Local and non-local extensions.
The technical point that is going to be crucial for us in studying the self-adjoint
extensions of H ±α and Hα is the following.
Proposition 2.4. Let {B(k) | k ∈ Z} be a collection of operators on the fibre space
h (resp., h±) such that, for each k, B(k) is a self-adjoint extension of Aα(k) (resp.,
A±α (k)), and let
(2.35) B =
⊕
k∈Z
B(k) .
Then B is a self-adjoint extension of Hα (resp., H
±
α ).
The proof goes through reasonings that are somewhat standard, but for com-
pleteness and later discussion we sketch it here.
Proof of Proposition 2.4. B is an actual extension of Hα, because
Hα ⊂
⊕
k∈Z
Aα(k) ⊂
⊕
k∈Z
B(k) .
It is straightforward to see that B is symmetric, so in order to establish the
self-adjointness of B one only needs to prove that Ran(B ± i1) = H.
For generic η ≡ (ηk)k∈Z ∈ H let us then set ψk := (B(k) + i1)−1ηk ∀k ∈ Z. By
construction ψk ∈ D(B(k)), ‖ψk‖h 6 ‖ηk‖h, and ‖B(k)ψk‖h 6 ‖ηk‖h, whence also∑
k∈Z ‖ψk‖2h < +∞ and
∑
k∈Z ‖B(k)ψk‖2h < +∞. Therefore, ψ ≡ (ψk)k∈Z ∈ D(B).
Moreover, (B + i1)ψ = ((B(k) + i1)ψk)k∈Z = (ηk)k∈Z = η. This proves that
Ran(B + i1) = H. Analogously, Ran(B − i1) = H. 
Proposition 2.4 provides a mechanism of construction of self-adjoint operators
B of the form (2.35) by re-assembling, fibre by fibre in the momentum number
k conjugate to y, self-adjoint extensions of the fibre operators Aα(k); by further
exploiting the canonical unitary equivalence
(2.36) B
∼=7−→ (F−2 U−α ⊕F+2 U+α )∗ B (F−2 U−α ⊕F+2 U+α )
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this yields actual self-adjoint extensions of Hα. With self-explanatory meaning,
we shall refer to such extensions as ‘momentum-fibred extensions ’, or simply ‘fibred
extensions ’.
Thus, fibred extensions have the distinctive feature of being qualified, in position-
momentum coordinates (x, k), by boundary conditions on the elements ψ of their
domain which connect the behaviour of each mode ψk(x) as x → 0+ and x →
0−, with no crossing conditions between different modes. In other words, such
extensions are local in momentum – which is another way we shall refer to them in
the following – whence their primary physical and conceptual relevance.
Evidently, Hα (and hence Hα) admits plenty of extensions that are non-local in
momentum, namely with boundary condition as x → 0± that mixes up different
k-modes.
It is also clear that a generic fibred extension of Hα may or may not be reduced
into a ‘left’ and ‘right’ component by the Hilbert space direct sum (2.8), whereas
Hα itself certainly is. Indeed, at the level of each fibre, the extension B(k) may or
may not be reduced by the sum h = h− ⊕ h+ as is instead Aα(k) by construction
(see (2.16) above).
In fact, the decoupling between left and right half-cylinder may hold for all
modes k ∈ Z or only for some sub-domains of k. In the former case, the resulting
extension of Hα is in fact a mere ‘juxtaposition’ of two separate extensions for H
±
α
in the left/right half-cylinder.
We shall apply the above formalism and the latter considerations in Section 6,
where the actual classification of the self-adjoint extensions of Hα is discussed.
3. Extensions of the differential operator on each half-fibre
In this Section and in the next one we classify the self-adjoint extensions of the
right-fibre operators Aα(k)
+ defined in (2.15) for α ∈ [0, 1) and k ∈ Z, with respect
to the fibre Hilbert space L2(R+, dx).
For simplicity of notation, we shall temporarily drop the superscript ‘+’ and
simply write Aα(k) for Aα(k)
+, and 〈·, ·〉L2 and ‖·‖L2 for scalar products and norms
taken in L2(R+), with analogous notation for the Sobolev norms. Obviously, the
whole discussion can be repeated verbatim forAα(k)
− in L2(R−) instead of Aα(k)+,
with completely analogous conclusions.
As already recalled from [13, Corollary 3.8], for each fixed α ∈ [0, 1) and k ∈ Z
Aα(k) has deficiency index 1, hence admits a one-(real-)parameter family of self-
adjoint extensions. We reconstruct and classify this family by means of the Kre˘ın-
Viˇsik-Birman extension theory [12].
When α = 0 the operator Aα(k) is the minimally defined, shifted Laplacian
− d2dx2 + k2 on L2(R+): the family of its self-adjoint realisations is well-known (see,
e.g., [14, 9]) and the extension formulas that we find for α ∈ (0, 1) take indeed the
usual form for the extensions of the Laplacian in the limit α ↓ 0.
Let us observe preliminarily that not only is Aα(k) non-negative, but also in
particular it has strictly positive bottom for every non-zero k. Indeed,
min
x∈R+
(
k2x2α +
α(2 + α)
4x2
)
= (1 + α)
(
2+α
4
) α
1+α k
2
1+α =: Mα,k ,
whence
(3.1) 〈h,Aα(k)h〉L2 > Mα,k‖h‖2L2 ∀h ∈ D(Aα(k)) .
Instead, when k = 0 it is straightforward to see that
(3.2) inf
h∈D(Aα(0)\{0})
〈h,Aα(0)h〉L2
‖h‖2L2
= 0 .
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Therefore, as long as k 6= 0, owing to (3.1) we can apply the Kre˘ın-Viˇsik-Birman
extension theory directly in the setting of a strictly positive operator. This pro-
gramme will be completed in the present Section. The special case k = 0 is de-
ferred to the next Section, where we highlight the main steps that need be modified
– starting from the auxiliary shifted operator Aα(0) + 1, which has again strictly
positive bottom.
For convenience of notation let us set
(3.3) Cα :=
α(2 + α)
4
.
Then Cα ∈ [0, 34 ). Let us also refer to
(3.4) Sα,k := − d
2
dx2
+ k2x2α +
Cα
x2
,
as the differential operator (with no domain specification) representing the action
of both Aα(k) and Aα(k)
∗, where the derivative is classical or weak depending on
the context.
Clearly, in order to qualify the operator closure Aα(k) of Aα(k), its Friedrichs
extension Aα,F (k), as well as any other self-adjoint extension, it suffices to indicate
the corresponding domains, for all such operators are restrictions of the adjoint
Aα(k)
∗ and as such they all act with the action of the differential operator Sα,k.
Here is the main result of this Section.
Theorem 3.1. Let α ∈ [0, 1) and k ∈ Z\{0}.
(i) The operator closure of Aα(k) has domain
(3.5) D(Aα(k)) = H20 (R+) ∩ L2(R+, 〈x〉4α dx) .
(ii) The adjoint of Aα(k) has domain
D(Aα(k)∗) =
{
g ∈ L2(R+) such that(− d2dx2 + k2x2α + α(2+α)4x2 )g ∈ L2(R+)
}
= D(Aα(k))∔ span{Ψα,k}∔ span{Φα,k} ,
(3.6)
where Φα,k and Ψα,k are two smooth functions on R+ explicitly defined, in
terms of modified Bessel functions, respectively by formula (3.14) and by
formulas (3.23), (3.25), and (3.32) below. Moreover,
(3.7) kerAα(k)
∗ = span{Φα,k} .
(iii) The Friedrichs extension of Aα(k) has operator domain
D(Aα,F (k)) =
{
g ∈ D(Aα(k)∗)
∣∣ g(x) x↓0= g1x1+α2 + o(x 32 ) , g1 ∈ C}
= D(Aα(k))∔ span{Ψα,k}
(3.8)
and form domain
(3.9) D[Aα,F (k)] = H10 (R+) ∩ L2(R+, 〈x2α〉dx) .
Moreover, Aα,F (k) is the only self-adjoint extension of Aα(k) whose oper-
ator domain is entirely contained in D(x−1), namely the self-adjointness
domain of the operator of multiplication by x−1.
(iv) The self-adjoint extensions of Aα(k) in L
2(R+) form the family
{A[γ]α (k) | γ ∈ R ∪ {∞}} .
The extension with γ = ∞ is the Friedrichs extension, and for generic
γ ∈ R one has
(3.10) D(A[γ]α (k)) =
{
g ∈ D(Aα(k)∗)
∣∣ g(x) x↓0= g0x−α2 + γg0x1+α2 + o(x 32 ) , g0 ∈ C} .
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Concerning the spaces indicated in (3.5) and (3.9), let us recall that by definition
and by a standard Sobolev embedding
H10 (R
+) = C∞c (R+)
‖ ‖H1
= {ϕ ∈ L2(R+) |ϕ′ ∈ L2(R+) and ϕ(0) = 0} ,
(3.11)
and
H20 (R
+) = C∞c (R+)
‖ ‖H2
= {ϕ ∈ L2(R+) |ϕ′, ϕ′′ ∈ L2(R+) and ϕ(0) = ϕ′(0) = 0} .
(3.12)
The proof of Theorem 3.1 requires an amount of preparatory material that is
presented in Sections 3.1-3.4 and will be finally completed in Section 3.5.
3.1. Homogeneous differential problem: kernel of Aα(k)
∗.
Let us qualify the kernel of the adjoint Aα(k)
∗.
To this aim, we make use of the modified Bessel functionsKν and Iν [1, Sect. 9.6],
that are two explicit, linearly independent, smooth solutions to the modified Bessel
equation
(3.13) z2w′′ + zw′ − (z2 + ν2)w = 0 , z ∈ R+
with parameter ν ∈ C. In particular, in terms of K 1
2
and I 1
2
we define the functions
Φα,k(x) :=
√
xK 1
2
( |k|
1+α x
1+α
)
Fα,k(x) :=
√
x I 1
2
( |k|
1+α x
1+α
)
.
(3.14)
Explicitly, as can be deduced from [1, Eq. (10.2.4), (10.2.13), and (10.2.14)],
Φα,k(x) :=
√
π(1+α)
2|k| x
−α/2 e−
|k|
1+αx
1+α
Fα,k(x) :=
√
2(1+α)
π|k| x
−α/2 sinh
( |k|
1+α x
1+α
)
.
(3.15)
From (3.15) we obtain the short-distance asymptotics
Φα,k(x)
x↓0
=
√
π(1+α)
2|k| x
−α2 −
√
π |k|
2(1+α) x
1+α2 +
√
π|k|3
8(1+α)3 x
2+ 32α +O(x3+
5
2α)
Fα,k(x)
x↓0
=
√
2|k|
(1+α)π x
1+α2 +O(x3+
5
2α) ,
(3.16)
and the large-distance asymptotics
Φα,k(x)
x→+∞
=
√
π(1+α)
2|k| e
− |k|x1+α1+α x−
α
2 (1 +O(x−(1+α)))
Fα,k(x)
x→+∞
=
√
1+α
2π|k| e
|k|x1+α
1+α x−
α
2 (1 +O(x−(1+α))) ,
(3.17)
as well as the norm
(3.18) ‖Φα,k‖2L2 = π (1 + α)
1−α
1+α Γ
(
1−α
1+α
)
(2|k|)− 21+α .
Lemma 3.2. Let α ∈ (0, 1) and k ∈ Z\{0}. One has
(3.19) kerAα(k)
∗ = span{Φα,k} .
Proof. Owing to (2.20), a generic element h ∈ kerAα(k)∗ satisfies
(i) Sα,k h = −h′′ + k2x2αh+ Cα x−2h = 0 .
Setting
(ii) z :=
|k|
1 + α
x1+α , w(z) :=
h(x)√
x
, ν :=
√
1 + 4Cα
2(1 + α)
=
1
2
,
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the ordinary differential equation (i) takes precisely the form (3.13) with the consid-
ered ν. The two linearly independent solutions K 1
2
and I 1
2
to (3.13) yield, through
the transformation (ii) above, the two linearly independent solutions (3.14) to (i).
In fact, only Φα,k is square-integrable, whereas Fα,k fails to be so at infinity (as is
seen from (3.18)-(3.17)). Formula (3.19) is thus proved. 
3.2. Non-homogeneous inverse differential problem.
Let us now focus on the non-homogeneous problem
(3.20) Sα,k u = g
in the unknown u for given g. With respect to the fundamental system {Fα,k,Φα,k}
given by (3.14), of solutions for the problem Sα,k u = 0, the general solution is given
by
(3.21) u = c1Fα,k + c2Φα,k + upart
for c1, c2 ∈ C and some particular solution upart, i.e., Sα,k upart = g.
The Wronskian
(3.22) W (Φα,k, Fα,k)(r) := det
(
Φα,k(r) Fα,k(r)
Φ′α,k(r) F
′
α,k(r)
)
relative to the fundamental system {Fα,k,Φα,k} is clearly constant in r, since it is
evaluated on solutions to the homogeneous differential problem, with a value that
can be computed by means of the asymptotics (3.16) or (3.17) and amounts to
(3.23) W (Φα,k, Fα,k) = 1 + α =: W .
A standard application of the method of variation of constants [23, Section 2.4]
shows that we can take upart to be
(3.24) upart(r) =
∫ +∞
0
Gα,k(r, ρ)g(ρ) dρ ,
where
(3.25) Gα,k(r, ρ) :=
1
W
{
Φα,k(r)Fα,k(ρ) if 0 < ρ < r
Fα,k(r)Φα,k(ρ) if 0 < r < ρ .
For a ∈ R and k ∈ Z\{0}, let R(a)Gα,k be the integral operator acting on functions
g on R+ as (
R
(a)
Gα,k
g
)
(x) :=
∫ +∞
0
G
(a)
α,k(x, ρ) g(ρ) dρ
G
(a)
α,k(x, ρ) := x
a k2Gα,k(x, ρ) ,
(3.26)
and let
(3.27) RGα,k := |k|−2R(0)Gα,k .
The following property holds.
Lemma 3.3. Let α ∈ (0, 1) and k ∈ Z\{0}.
(i) For each a ∈ (− 1−α2 , 2α], R
(a)
Gα,k
can be realised as an everywhere defined,
bounded operator on L2(R+, dx), which is also self-adjoint if a = 0.
(ii) When a = 2α, the operator R
(2α)
Gα,k
is bounded uniformly in k.
Remark 3.4. For the purposes of the present Section, the thesis of Lemma 3.3 (and
therefore its proof) is overabundant, in that we do not need here the uniformity in
k of the norm of R
(2α)
Gα,k
. Instead, this information will be crucial in Subsect. 7.6.
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For the proof of Lemma 3.3 it is convenient to re-write, by means of (3.15) and
(3.23), for any k ∈ Z\{0},
(3.28) G
(a)
α,k(x, ρ) =
{
|k|xa−α2 ρ−α2 e− |k|1+αx1+α sinh ( |k|1+αρ1+α) if 0 < ρ < x
|k|xa−α2 ρ−α2 e− |k|1+αρ1+α sinh ( |k|1+αx1+α) if 0 < x < ρ .
It is also convenient to use the bound
(3.29) G
(a)
α,k(x, ρ) 6 G˜
(a)
α,k(x, ρ)
with
(3.30) G˜
(a)
α,k(x, ρ) :=
{
|k|xa−α2 ρ−α2 e− |k|1+αx1+α e |k|1+αρ1+α if 0 < ρ < x
|k|xa−α2 ρ−α2 e− |k|1+αρ1+α e |k|1+αx1+α if 0 < x < ρ .
Proof of Lemma 3.3. R
(a)
Gα,k
splits into the sum of four integral operators with non-
negative kernels given by
G
++
α,k,a(x, ρ) := G
(a)
α,k(x, ρ)1(M,+∞)(x)1(M,+∞)(ρ)
G
+−
α,k,a(x, ρ) := G
(a)
α,k(x, ρ)1(M,+∞)(x)1(0,M)(ρ)
G
−+
α,k,a(x, ρ) := G
(a)
α,k(x, ρ)1(0,M)(x)1(M,+∞)(ρ)
G
−−
α,k,a(x, ρ) := G
(a)
α,k(x, ρ)1(0,M)(x)1(0,M)(ρ)
for some cut-off M > 0.
The (−,−) operator is a Hilbert-Schmidt operator on L2(R+). Indeed, owing to
(3.29)-(3.30),
G
−−
α,k,a(x, ρ) 6 |k|xa−
α
2 ρ−
α
2 e−
|k|
1+α |x1+α−ρ1+α| 1(0,M)(x)1(0,M)(ρ)
6 |k|xa−α2 ρ−α2 1(0,M)(x)1(0,M)(ρ) ,
whence, for a > − 12 (1− α),∫∫
R+×R+
dxdρ
∣∣G−−α,k,a(x, ρ)∣∣2 6 k2∫ M
0
dxx2a−α
∫ M
0
dρ ρ−α
=
k2M2(a+1−α)
(2a+ 1− α)(1 − α) .
Also the (−,+) operator is a Hilbert-Schmidt operator on L2(R+). Indeed,
G
−+
α,k,a(x, ρ) 6 |k| e
|k|
1+αM
1+α
xa−
α
2 ρ−
α
2 e−
|k|
1+αρ
1+α
1(0,M)(x)1(M,+∞)(ρ) ,
whence, for a > − 12 (1− α),∫∫
R+×R+
dxdρ
∣∣G−+α,k,a(x, ρ)∣∣2
6 k2 e
2|k|
1+αM
1+α
∫ M
0
dxx2a−α
∫ +∞
M
dρ ρ−α e−
2|k|
1+αρ
1+α
= k2M−2α e
2|k|
1+αM
1+α
∫ M
0
dxx2a−α
∫ +∞
M
dρ ρα e−
2|k|
1+αρ
1+α
=
|k|
2
M−2α e
2|k|
1+αM
1+α
∫ M
0
dxx2a−α
∫ +∞
2|k|
1+αM
1+α
dy e−y
=
|k|M2a+1−3α
2(2a+ 1− α) .
20 M. GALLONE, A. MICHELANGELI, AND E. POZZOLI
With analogous reasoning, one has
G
+−
α,k,a(x, ρ) 6 |k| e
|k|
1+αM
1+α
ρ−
α
2 xa−
α
2 e−
|k|
1+αx
1+α
1(M,+∞)(x)1(0,M)(ρ) ,
therefore,∫∫
R+×R+
dxdρ
∣∣G+−α,k,a(x, ρ)∣∣2 6 k2 e 2|k|1+αM1+α∫ M
0
dρ ρ−α
∫ +∞
M
dxx2a−α e−
2|k|
1+αx
1+α
=
k2M1−α
1− α e
2|k|
1+αM
1+α
∫ +∞
M
dxx2a−α e−
2|k|
1+αx
1+α
.
In turn, integrating by parts, and for a 6 12 +
3
2α,∫ +∞
M
dxx2a−α e−
2|k|
1+αx
1+α
=
M2a−2α
2|k| e
− 2|k|1+αM1+α +
1
2|k|
∫ +∞
M
dxx2a−1−3α xα e−
2|k|
1+αx
1+α
6
M2a−2α
2|k| e
− 2|k|1+αM1+α +
M2a−1−3α
4k2
∫ +∞
2|k|
1+αM
1+α
dy e−y
= e−
2|k|
1+αM
1+α
(M2a−2α
2|k| +
M2a−1−3α
4k2
)
.
Thus,∫∫
R+×R+
dxdρ
∣∣G+−α,k,a(x, ρ)∣∣2 6 14(1− α) (2|k|M2a+1−3α +M2(a−2α)) ,
which shows that the (+,−) operator is a Hilbert-Schmidt operator on L2(R+).
Last, let us show by means of a standard Schur test that the norm of the (+,+)
operator is bounded by
√
AB, where
A := sup
x∈(M,+∞)
∫ +∞
M
dρ G
(a)
α,k(x, ρ)
B := sup
ρ∈(M,+∞)
∫ +∞
M
dx G
(a)
α,k(x, ρ) .
Owing to (3.29)-(3.30),
A = A1 +A2
B = B1 +B2
with
A1 := sup
x∈(M,+∞)
|k|xa−α2 e− |k|1+αx1+α
∫ x
M
dρ ρ−
α
2 e
|k|
1+αρ
1+α
A2 := sup
x∈(M,+∞)
|k|xa−α2 e |k|1+αx1+α
∫ +∞
x
dρ ρ−
α
2 e−
|k|
1+αρ
1+α
B1 := sup
ρ∈(M,+∞)
|k| ρ−α2 e− |k|1+αρ1+α
∫ ρ
M
dxxa−
α
2 e
|k|
1+αx
1+α
B2 := sup
ρ∈(M,+∞)
|k| ρ−α2 e |k|1+αρ1+α
∫ +∞
ρ
dxxa−
α
2 e−
|k|
1+αx
1+α
.
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Concerning A1, integration by parts yields
|k|
∫ x
M
dρ ρ−
α
2 e
|k|
1+αρ
1+α
= x−
3
2α e
|k|
1+αx
1+α −M− 32α e |k|1+αM1+α
+
α
2
∫ x
M
dρ ρ−(1+
3
2α) e
|k|
1+αρ
1+α
and choosing M >M◦, where
M◦ :=
(2 + 3α
2|k|
) 1
1+α
is the point of absolute minimum of the function ρ 7→ ρ−(1+ 32α) e |k|1+αρ1+α , yields
|k|
∫ x
M
dρ ρ−
α
2 e
|k|
1+αρ
1+α
6 x−
3
2α e
|k|
1+αx
1+α
+
α
2
x−(1+
3
2α) e
|k|
1+αx
1+α
∫ x
0
dρ
=
(
1 + α2
)
x−
3
2α e
|k|
1+αx
1+α
.
Therefore,
A1 6 sup
x∈(M,+∞)
(
1 + α2
)
xa−2α =
(
1 + α2
)
Ma−2α ,
the last identity being valid for a 6 2α.
Concerning A2,
|k|
∫ +∞
x
dρ ρ−
α
2 e−
|k|
1+αρ
1+α
6 |k|x− 32α
∫ +∞
x
dρ ρα e−
|k|
1+αρ
1+α
= x−
3
2α
∫ +∞
|k|
1+αx
1+α
dy e−y = x−
3
2α e−
|k|
1+αx
1+α
,
whence, when a 6 2α,
A2 6 sup
x∈(M,+∞)
xa−2α = Ma−2α .
Concerning B1,
|k|
∫ ρ
M
dxxa−
α
2 e
|k|
1+αx
1+α
= |k|
∫ ρ
M
dxxa−
3
2α xα e
|k|
1+αx
1+α
6 |k|
∫ ρ
M
dxxα e
|k|
1+αx
1+α ×
{
ρa−
3
2α if a > 32α
Ma−
3
2α if a < 32α
6
∫ |k|
1+αx
1+α
0
dy ey ×
{
ρa−
3
2α if a > 32α
Ma−
3
2α if a < 32α
= e
|k|
1+αx
1+α ×
{
ρa−
3
2α if a > 32α
Ma−
3
2α if a < 32α ,
whence
B1 6 sup
ρ∈(M,+∞)
{
ρa−2α if a > 32α
ρ−
α
2 Ma−
3
2α if a < 32α .
In either case, as long as a 6 2α,
B1 6 M
a−2α .
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Concerning B2, let us split the analysis between a 6
3
2α and a >
3
2α. In the
former case,
|k|
∫ +∞
ρ
dx xa−
α
2 e−
|k|
1+αx
1+α
6 ρa−
3
2α|k|
∫ +∞
ρ
dxxα e−
|k|
1+αx
1+α
= ρa−
3
2α
∫ +∞
|k|
1+α
dy e−y = ρa−
3
2α e−
|k|
1+αρ
1+α
,
whence, as long as a 6 2α,
B2 6 sup
ρ∈(M,+∞)
ρa−2α 6 Ma−2α .
When instead a > 32α, then, integrating by parts and using the further restriction
a 6 1 + 52α,
|k|
∫ +∞
ρ
dx xa−
α
2 e−
|k|
1+αx
1+α
= ρa−
3
2α e−
|k|
1+αρ
1+α
+
(
a− α2
)∫ +∞
ρ
dxxa−
3
2α−1 e−
|k|
1+αx
1+α
6 ρa−
3
2α e−
|k|
1+αρ
1+α
+
(
a− α2
)
ρa−
5
2α−1
∫ +∞
ρ
dxxα e−
|k|
1+αx
1+α
= ρa−
3
2α e−
|k|
1+αρ
1+α
+
(
a− α2
)
ρa−
5
2α−1|k|−1
∫ +∞
|k|
1+αρ
1+α
dy e−y
= e−
|k|
1+αρ
1+α(
ρa−
3
2α + (a− α2 ) |k|−1ρa−
5
2α−1
)
,
whence
B2 6 sup
ρ∈(M,+∞)
(
ρa−2α + (a− α2 ) |k|−1ρa−3α−1
)
6 Ma−2α
(
1 + (a− α2 ) (|k|M1+α)−1
)
.
This completes the proof of the boundedness, via a Schur test, of the (+,+)
operator.
Summarising, with the above choice of the cut-off M > M◦, and under the
intersection of all the above restrictions of a in terms of α, that is, − 12 (1 − α) 6
a 6 2α, we have found that there is an overall constant Za,α > 0 such that∥∥R(a)Gα,k∥∥op 6 Za,α(k2M2(a+1−α) + |k|M2a+1−3α +M2(a−2α)(1 + |k|M1+α)−1) .
This yields the statement of boundedness of part (i). The self-adjointness of
RGα,k = |k|−2R(0)Gα,k is clear from (3.25): the adjoint R∗Gα,k has kernel Gα,k(ρ, r),
but G is real-valued and Gα,k(ρ, r) = Gα,k(r, ρ), whence indeed R
∗
Gα,k
= RGα,k .
Thus, part (i) is proved.
As for part (ii), for the cut-off we make the special choiceM =M◦ when a = 2α.
In this case,
|k|M1+α = 1 + 32α
|k|M2a+1−3α = |k|M1+α = 1 + 32α
k2M2(a+1−α) =
(|k|M1+α)2 = (1 + 32α)2 ,
implying that there is an updated constant Z˜a,α > 0 such that∥∥R(2α)Gα,k∥∥op 6 Z˜a,α
uniformly in k. Thus, also part (ii) is proved. 
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A relevant consequence of Lemma 3.3 is the following large-distance decaying
behaviour of a generic function of the form RGα,ku.
Corollary 3.5. Let α ∈ (0, 1) and k ∈ Z\{0}. Then
(3.31) ranRGα,k ⊂ L2(R+, 〈x〉4αdx) .
Proof. By Lemma 3.3 we know that both x2αRGα,k and RGα,k are bounded in
L2(R+, dx). Therefore, for any u ∈ L2(R+, dx) one has that both RGα,ku and
x2αRGα,kumust belong to L
2(R+, dx), whence indeed RGα,ku ∈ L2(R+, (1+x4α)dx).

Moreover, we recognise that RGα,k inverts a self-adjoint extension of Aα(k).
Lemma 3.6. Let α ∈ (0, 1) and k ∈ Z\{0}. There exists a self-adjoint extension
Aα(k) of Aα(k) in L
2(R+) which has everywhere defined and bounded inverse and
such that Aα(k)
−1 = RGα,k .
Proof. RGα,k is bounded and self-adjoint (Lemma 3.3), and by construction satisfies
Sα,kRGα,k g = g ∀g ∈ L2(R+). Therefore, RGα,kg = 0 for some g ∈ L2(R+)
implies g = 0, i.e., RGα,k is injective. Then RGα,k has dense range ((ranRGα,k)
⊥ =
kerRGα,k). As such (see, e.g., [22, Theorem 1.8(iv)]), Aα(k)
−1 := R−1Gα,k is self-
adjoint. One thus has RGα,k = Aα(k)
−1 and from the identity Aα(k)∗RGα,k = 1
on L2(R+) one deduces that for any h ∈ D(Aα(k)), say, h = RGα,kg = Aα(k)−1g
for some g ∈ L2(R+), the identity Aα(k)∗h = Aα(k)h holds. This means that
Aα(k)
∗ ⊃ Aα(k), whence also Aα(k) = Aα(k)∗∗ ⊂ Aα(k), i.e., Aα(k) is a self-
adjoint extension of Aα(k). 
We conclude this Subsection by examining the function
(3.32) Ψα,k := RGα,kΦα,k .
We prove the following useful asymptotics.
Lemma 3.7. Let α ∈ (0, 1) and k ∈ Z\{0}. Then
(3.33) Ψα,k(x)
x↓0
=
√
2|k|
π(1+α)3 ‖Φα,k‖2L2 x1+α/2 + o(x3/2) .
Proof. Owing to (3.25)-(3.27),
Ψα,k(x) =
1
W
(
Φα,k(x)
∫ x
0
Fα,k(ρ)Φα,k(ρ)dρ+ Fα,k(x)
∫ +∞
x
Φα,k(ρ)
2dρ
)
.
By means of (3.16) we then find
Φα,k(x)
∫ x
0
Fα,k(ρ)Φα,k(ρ)dρ
x↓0
=
√
π(1+α)
8|k| x
−α2 +2 + o(x3)
x↓0
= o(x3/2)
(having explicitly used that α ∈ (0, 1)), and
Fα,k(x)
∫ +∞
x
Φα,k(ρ)
2dρ
x↓0
= Fα,k(x)
(
‖Φα,k‖2L2 −
∫ x
0
Φα,k(ρ)
2dρ
)
x↓0
=
√
2|k|
π(1+α) ‖Φα,k‖2L2 x1+
α
2 +O(x2−
α
2 ) .
The latter quantity is leading, and using the expression (3.23) for W yields (3.33).

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In fact, using (3.23) and (3.25)-(3.27) as in the proof above, and using the explicit
expression (3.15) for Φα,k and Fα,k, one finds
Ψα,k(x) =
√
π(1+α)
2|k|3
(
x−
α
2 e−
|k|
1+αx
1+α
∫ x
0
dρ ρ−α sinh ( |k|1+αρ
1+α) e−
|k|
1+αρ
1+α
+ x−
α
2 sinh ( |k|1+αx
1+α)
∫ +∞
x
dρ ρ−α e−
2|k|
1+αρ
1+α
)(3.34)
or also, with a change of variable ρ 7→ |k| 11+α ρ,
Ψα,k(x) =
√
π(1+α)
2 |k|−
5+α
2(1+α)×
×
(
x−
α
2 e−
|k|
1+αx
1+α
∫ x|k| 11+α
0
dρ ρ−α sinh (ρ
1+α
1+α ) e
− ρ1+α1+α
+ x−
α
2 sinh ( |k|1+αx
1+α)
∫ +∞
x|k|
1
1+α
dρ ρ−α e−
2ρ1+α
1+α
)
.
(3.35)
However, we will not need such an explicit expression for Ψα,k until Subsect. 7.7.
3.3. Operator closure Aα(k).
The next fundamental ingredient for the Kre˘ın-Viˇsik-Birman extension scheme
is the qualification of the operator closure Aα(k) of Aα(k).
In this Subsection we establish the following result.
Proposition 3.8. Let α ∈ (0, 1) and k ∈ Z\{0}. Then
(3.36) D(Aα(k)) = H20 (R+) ∩ L2(R+, 〈x〉4α dx) .
Here H20 (R
+) is the space (3.12) and, by definition,
(3.37) D(Aα(k)) = C∞c (R+)
‖ ‖Aα(k) ,
where the norm ‖ · ‖Aα(k) is defined by
‖ϕ‖2Aα(k) := ‖ − ϕ′′ + k2x2αϕ+ Cαx−2ϕ‖2L2(R+) + ‖ϕ‖2L2(R+)
∀ϕ ∈ D(Aα(k)) = C∞c (R+) .
(3.38)
We prove Proposition 3.8 in several steps. First, we show that functions in
D(Aα(k)) have indeed H2-regularity at least away from the origin.
Lemma 3.9. Let α ∈ (0, 1) and k ∈ Z\{0}. Then
(3.39) D(Aα(k)) ⊂ H2loc(R+) ⊂ C1(R+) .
Proof. For ϕ ∈ C∞c (R+) and for a compact subset K ⊂ R+ it is a standard fact
[15, Theorem 4.20] that
‖ϕ‖H2(K˚) . ‖ϕ′′‖L2(K˚) + ‖ϕ‖L2(K˚) ,
and moreover clearly the quantity k2x2α + Cαx
−2 is strictly positive and finite on
K. Therefore,
‖ϕ‖H2(K˚) . ‖ − ϕ′′ + k2x2αϕ+ Cαx−2ϕ‖L2(K˚)
+ ‖(k2x2α + Cαx−2)ϕ‖L2(K˚) + ‖ϕ‖L2(K˚)
. ‖ϕ1K˚‖Aα(k) .
Taking the closure with respect to the two norms above of the space of smooth
functions compactly supported within K, and using the arbitrariness of K, yields
the first inclusion of (3.39).
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For the second inclusion, one has for every interval I ⊂ R H2(I˚) ⊂ C1(I˚) by
a standard Sobolev embedding, whence H2loc(R
+) ⊂ C1((ε,+∞)) ∀ε > 0. This
means precisely that H2loc(R
+) ⊂ C1(R+). 
Next, proceeding in the same spirit of [11, Lemma 5.1], we produce a useful
representation of D(Aα(k)∗) based on the differential nature (2.20) of the adjoint
Aα(k)
∗.
Lemma 3.10. Let α ∈ (0, 1) and k ∈ Z\{0}.
(i) For each g ∈ D(Aα(k)∗) there exist uniquely determined constants a(g)0 , a(g)∞ ∈
C and functions
b
(g)
0 (x) :=
1
W
∫ x
0
Fα,k(ρ)(Aα(k)
∗g)(ρ) dρ
b(g)∞ (x) := −
1
W
∫ x
0
Φα,k(ρ)(Aα(k)
∗g)(ρ) dρ
(3.40)
on R+ such that
(3.41) g = a
(g)
0 Fα,k + a
(g)
∞ Φα,k + b
(g)
∞ Fα,k + b
(g)
0 Φα,k
with Φα,k and Fα,k defined in (3.14) and W = −(1 + α) as in (3.23).
(ii) The functions b
(g)
0 and b
(g)
∞ satisfy the properties
b
(g)
0 , b
(g)
∞ ∈ AC(R+)(3.42)
b
(g)
0 (x)
x↓0
= o(1) , b(g)∞ (x)
x↓0
= o(1)(3.43)
b(g)∞ (x)Fα,k(x) + b
(g)
0 (x)Φα,k(x)
x↓0
= o(x3/2) .(3.44)
Proof. (i) Let h := Aα(k)
∗g = Sα,k g. As already observed at the beginning of
Sect. 3.2, g can be expressed in terms of h by the standard representation
g = A0Fα,k + A∞Φα,k +Θ(h)∞ Fα,k +Θ
(h)
0 Φα,k
for some constants A0, A∞ ∈ C determined by h and some h-dependent functions
explicitly given, as follows from (3.21), (3.24), and (3.25), by
Θ
(h)
0 (x) :=
1
W
∫ x
0
Fα,k(ρ)h(ρ) dρ
Θ(h)∞ (x) :=
1
W
∫ +∞
x
Φα,k(ρ)h(ρ) dρ .
Comparing the latter formulas with (3.40)-(3.41), we deduce that
Θ
(h)
0 (x) = b
(g)
0 (x)
Θ(h)∞ (x) =
1
W
∫ +∞
x
Φα,k(ρ)(Aα(k)
∗g)(ρ) dρ
= W−1 〈Φα,k, Aα(k)∗g〉L2(R+) + b(g)∞ (x) .
So (3.41) is proved upon setting
a
(g)
0 := A0 +W
−1 〈Φα,k, Aα(k)∗g〉L2(R+)
a(g)∞ := A∞ .
(ii) Since Φα,k, Fα,k and Aα(k)
∗g are all square-integrable on the interval [0, x],
the integrand functions in (3.40) are L1-functions on [0, x]: this proves (3.42) and
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justifies the simple estimates
|b(g)0 (x)| . ‖Fα,k‖L2((0,x))‖A∗α(k)g‖L2((0,x))
x↓0
= o(1)
|b(g)∞ (x)| . ‖Φα,k‖L2((0,x))‖A∗α(k)g‖L2((0,x))
x↓0
= o(1) ,
so (3.43) is proved too. Last, we find
|b(g)∞ (x)Fα,k(x)| . x1+
α
2
( ∫ x
0
ρ−α dρ
) 1
2 ‖h‖L2((0,x)) . x3/2o(1) = o(x3/2)
|b(g)0 (x)Φα,k(x)| . x−
α
2
∫ x
0
ρ1+
α
2 |h(ρ)|dρ 6 x‖h‖L2((0,x))x1/2 = o(x3/2) ,
and (3.44) follows. 
Remark 3.11. As is evident from the proof of Lemma 3.10, the decomposition
(3.41) is valid for a generic solution g to Sα,k g = h, irrespectively of whether g
belongs to D(Aα(k)∗) or not (i.e., irrespectively of whether h is square-integrable
or not), thus (3.41) is a consequence of general facts of the theory of linear ordinary
differential equations. It is only in Lemma 3.10(ii) that we explicitly used g ∈
D(Aα(k)∗) (i.e., h ∈ L2(R+)).
Let us proceed towards the proof of Proposition 3.8 by introducing, for any two
functions in D(Aα(k)∗), the ‘generalised Wronskian’
(3.45) R+ ∋ x 7→Wx(g, h) := det
(
g(x) h(x)
g′(x) h′(x)
)
, g, h ∈ D(Aα(k)∗)
and the ‘boundary form’
(3.46) ω(g, h) := 〈Aα(k)∗g, h〉L2 − 〈g,Aα(k)∗h〉L2 , g, h ∈ D(Aα(k)∗).
The boundary form is anti-symmetric, i.e.,
(3.47) ω(h, g) = −ω(g, h),
and it is related to the Wronskian by
(3.48) ω(g, h) = − lim
x↓0
Wx(g, h) .
Indeed,
ω(g, h) =
∫ +∞
0
(Aα(k)∗g)(ρ)h(ρ) dρ −
∫ +∞
0
g(ρ) (Aα(k)
∗h)(ρ)dρ
= lim
x↓0
( ∫ +∞
x
(−g′′(ρ)h(ρ) dρ+
∫ +∞
x
g(ρ)h′′(ρ) dρ
)
= lim
x↓0
(
g′(x)h(x)− g(x)h′(x)
)
= − lim
x↓0
Wx(g, h) .
It is also convenient to refer to the two dimensional space of solutions to the
differential problem Sα,k u = 0 as the space
(3.49) L := {u : R+ → C |Sα,k u = 0} = span {Φα,k, Fα,k} ,
where the second identity follows from what argued in the proof of Lemma 3.2. As
well known, x 7→Wx(u, v) is constant whenever u, v ∈ L, and this constant is zero if
and only if u and v are linearly dependent. Clearly, any u ∈ L is square-integrable
around x = 0, as follows from the asymptotics (3.16).
Lemma 3.12. Let α ∈ (0, 1) and k ∈ Z\{0}. For given u ∈ L,
Lu : D(Aα(k)∗)→ C
g 7→ Lu(g) := lim
x↓0
Wx(u, g)
(3.50)
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defines a linear functional on D(S∗) which vanishes on D(S).
Proof. The linearity of Lu is obvious.
We check the finiteness of Lu(g) as follows. Let us decompose (according to
(3.41) and using the basis of L)
g = a
(g)
0 Fα,k + a
(g)
∞ Φα,k + b
(g)
∞ Fα,k + b
(g)
0 Φα,k
u = c0Fα,k + c∞Φα,k .
Owing to (3.50) it suffices to control the finiteness of LFα,k(g) and LΦα,k(g). By
linearity
LFα,k(g) = a
(g)
0 LFα,k(Fα,k) + a
(g)
∞ LFα,k(Φα,k) + LFα,k(b
(g)
∞ Fα,k + b
(g)
0 Φα,k)
LΦα,k(g) = a
(g)
0 LΦα,k(Fα,k) + a
(g)
∞ LΦα,k(Φα,k) + LΦα,k(b
(g)
∞ Fα,k + b
(g)
0 Φα,k) .
(i)
Moreover, obviously,
LFα,k(Fα,k) = LΦα,k(Φα,k) = 0
LFα,k(Φα,k) = −W = −LΦα,k(Fα,k) ,
(ii)
and we also claim that
(iii) LFα,k
(
b(g)∞ Fα,k + b
(g)
0 Φα,k
)
= 0 = LΦα,k
(
b(g)∞ Fα,k + b
(g)
0 Φα,k
)
.
Plugging (ii) and (iii) into (i) the finiteness
LFα,k(g) = −Wa(g)∞ , LΦα,k(g) = Wa(g)0
follows.
To prove (iii) we compute
det
(
Fα,k b
(g)
∞ Fα,k + b
(g)
0 Φα,k
F ′α,k (b
(g)
∞ Fα,k + b
(g)
0 Φα,k)
′
)
=
= F 2α,k(b
(g)
∞ )
′ + Fα,k(b
(g)
0 )
′Φα,k + Fα,kb(g)∞ F
′
α,k − F ′α,kb(g)0 Φα,k
= Fα,kb
(g)
∞ F
′
α,k − F ′α,kb(g)0 Φα,k ,
having used the cancellation
F 2α,k(b
(g)
∞ )
′ + Fα,k(b
(g)
0 )
′Φα,k = 0 ,
that follows from (3.40). Therefore, by means of the asymptotics (3.16) and (3.43)
as x ↓ 0, namely,
Fα,k(x) = O(x
1+ α2 ) , F ′α,k(x) = O(x
α
2 ) , Φα,k(x) = O(x
−α2 ) ,
b
(g)
0 (x) = o(1) , b
(g)
∞ (x) = o(1) ,
we conclude
LFα,k
(
b(g)∞ Fα,k + b
(g)
0 Φα,k
)
= lim
x↓0
(
Fα,kb
(g)
∞ F
′
α,k − F ′α,kb(g)0 Φα,k
)
= 0 .
The proof of the second identity in (iii) is completely analogous.
Last, let us prove that Lu(ϕ) = 0 for ϕ ∈ D(Aα(k)) and u ∈ L. Although
u does not necessarily belong to D(Aα(k)∗) (it might fail to be square-integrable
at infinity), the function χu surely does for χ ∈ C∞0 ([0,+∞)) with χ(x) = 1 on
x ∈ [0, 12 ] and χ(x) = 0 on x ∈ [1,+∞). This fact follows from (2.20) observing
that χu ∈ L2(R+) and also
Sα,k(uχ) = χSα,k u− 2u′χ′ − uχ′′ = −2u′χ′ − uχ′′ ∈ L2(R+) .
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The choice of χ guarantees that the Wronskians Wx(uχ, g) and Wx(u, g) coincide
in a neighbourhood of x = 0, that is, Luχ = Lu. Therefore, by means of (3.46),
(3.48), and (3.50) we deduce
Lu(ϕ) = Luχ(ϕ) = lim
x↓0
Wx(uχ, ϕ) = −ω(uχ, ϕ)
= 〈uχ,Aα(k)∗ϕ〉 − 〈Aα(k)∗uχ, ϕ〉 = 〈uχ,Aα(k)ϕ〉 − 〈uχ,Aα(k)ϕ〉 = 0 ,
which completes the proof. 
With this preparatory material at hand, we can characterise the space D(Aα(k))
as follows.
Lemma 3.13. Let α ∈ (0, 1), k ∈ Z\{0}, and ϕ ∈ D(Aα(k)∗). The following
conditions are equivalent:
(i) ϕ ∈ D(Aα(k)),
(ii) ω(ϕ, g) = 0 for all g ∈ D(Aα(k)∗),
(iii) Lu(ϕ) = 0 for all u ∈ L,
(iv) in the decomposition (3.41) of ϕ one has a
(ϕ)
0 = a
(ϕ)
∞ = 0.
Proof. The implication (i) ⇒ (ii) follows at once from
ω(ϕ, g) = 〈Aα(k)∗ϕ, g〉 − 〈ϕ,Aα(k)∗g〉 = 〈Aα(k)ϕ, g〉 − 〈Aα(k)ϕ, g〉 = 0 .
For the converse implication (i) ⇐ (ii), we observe that the property
0 = ω(ϕ, g) = 〈Aα(k)∗ϕ, g〉 − 〈ϕ,Aα(k)∗g〉 ∀g ∈ D(Aα(k)∗)
is equivalent to 〈Aα(k)∗ϕ, g〉 = 〈ϕ,Aα(k)∗g〉 ∀g ∈ D(S∗), which implies that ϕ ∈
D(Aα(k)∗∗) = D(Aα(k)).
The implication (i) ⇒ (iii) is given by Lemma 3.12. Let us now prove that (iii)
⇒ (ii): thus, now Lu(ϕ) = 0 for all u ∈ L and we want to prove that for such ϕ
one has ω(ϕ, g) = 0 for all g ∈ D(Aα(k)∗). Owing to the decomposition (3.41) for
g,
ω(ϕ, g) = a
(g)
0 ω(ϕ, Fα,k) + a
(g)
∞ ω(ϕ,Φα,k) + ω(ϕ, b
(g)
∞ Fα,k) + ω(ϕ, b
(g)
0 Φα,k) .
The first two summands in the r.h.s. above are zero: indeed,
ω(ϕ, Fα,k) = −ω(Fα,k, ϕ) = lim
x↓0
Wx(Fα,k, ϕ) = LFα,k(ϕ) = 0
having used in the last step the assumption that Lu(ϕ) = 0 for all u ∈ L, and
analogously, ω(ϕ,Φα,k) = LΦα,k(ϕ) = 0. Therefore,
ω(ϕ, g) = ω(ϕ, b
(g)
∞ Fα,k) + ω(ϕ, b
(g)
0 Φα,k)
= −ω(b(g)∞ Fα,k, ϕ)− ω(b(g)0 Φα,k, ϕ)
= lim
x↓0
(
Wx(b
(g)
∞ Fα,k, ϕ) +Wx(b
(g)
0 Φα,k, ϕ)
)
= lim
x↓0
(
b(g)∞ Wx(Fα,k, ϕ) + b
(g)
0 Wx(Φα,k, ϕ)
)
= b(g)∞ LFα,k(ϕ) + b
(g)
0 LΦα,k(ϕ) = 0 ,
having used again the assumption (ii) in the last step (observe also that helpful
cancellation (b
(g)
∞ )′Fα,kϕ+(b
(g)
0 )
′Φα,kϕ = 0 occurred in computing the determinants
in the fourth step).
Properties (i), (ii), and (iii) are thus equivalent. Last, let us establish the equiv-
alence (i) ⇔ (iv). Representing ϕ according to (3.41) as
ϕ = a
(ϕ)
0 Fα,k + a
(ϕ)
∞ Φα,k + b
(ϕ)
∞ Fα,k + b
(ϕ)
0 Φα,k ,
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and using the identities Wx(Fα,k, Fα,k) = 0 and Wx(Fα,k,Φα,k) = −W , one has
LFα,k(ϕ) = lim
x↓0
Wx(Fα,k, ϕ) = −Wa(ϕ)∞ + lim
x↓0
Wx(Fα,k, b
(ϕ)
∞ Fα,k + b
(ϕ)
0 Φα,k) .
The determinant in the latter Wronskian has the very same form of the determinant
computed in the proof of Lemma 3.12: using the same cancellation F 2α,k(b
(ϕ)
∞ )′ +
Fα,k(b
(ϕ)
0 )
′Φα,k = 0 and the usual short-distance asymptotics we find
LFα,k(ϕ) = −Wa(ϕ)∞ .
In a completely analogous fashion,
LΦα,k(ϕ) = Wa
(ϕ)
0 .
Therefore, ϕ ∈ D(Aα(k)) if and only if Lu(ϕ) = 0 for all u ∈ L (because (i) ⇔
(iii)), and the latter property is equivalent to a
(ϕ)
0 = a
(ϕ)
∞ = 0. 
We can now qualify the short-distance behaviour of the functions in D(Aα(k))
and of their derivative.
Lemma 3.14. Let α ∈ (0, 1) and k ∈ Z\{0}. If ϕ ∈ D(Aα(k)), then ϕ(x) = o(x3/2)
and ϕ′(x) = o(x1/2) as x ↓ 0.
Proof. Owing to Lemma 3.13,
ϕ = b(ϕ)∞ Fα,k + b
(ϕ)
0 Φα,k .
Thus, ϕ = o(x
3
2 ) follows from (3.44) of Lemma 3.10. Moreover,
ϕ′ =
(
b(ϕ)∞ Fα,k + b
(ϕ)
0 Φα,k
)′
= b(ϕ)∞ F
′
α,k + b
(ϕ)
0 Φ
′
α,k ,
thanks to the cancellation (b
(ϕ)
∞ )′Fα,k + (b
(ϕ)
0 )
′Φα,k = 0 that follows from (3.40).
From the short-distance asymptotics (3.16) one has
Fα,k(x) = O(x
1+ α2 ) , F ′α,k(x) = O(x
α
2 ) ,
Φα,k(x) = O(x
−α2 ) , Φα,k(x)′ = O(x−(1+
α
2 )) ,
whence
|b(ϕ)∞ (x)F ′α,k(x)| . x
α
2 ‖Aα(k)∗ϕ‖L2((0,x))
(∫ x
0
|ρ−α2 |2dρ
)1
2
. x
1
2 ‖Aα(k)ϕ‖L2((0,x)) = o(x
1
2 ) ,
and also
|b(ϕ)0 (x)Φ′α,k(x)| .
1
x1+
α
2
‖Aα(k)∗ϕ‖L2((0,x))
(∫ x
0
|ρ1+α2 |2dρ
)1
2
. x
1
2 ‖Aα(k)ϕ‖L2((0,x)) = o(x
1
2 ) .
The proof is thus completed. 
We are finally in the condition to prove Proposition 3.8.
Proof of Proposition 3.8. Let us first prove the inclusion
(*) H20 (R
+) ∩ L2(R+, 〈x〉4α dx) ⊂ D(Aα(k)) .
For a function ϕ belonging to the space in the l.h.s. of (*) one has that ϕ′′ ∈
L2(R), x2αϕ ∈ L2(R), and ϕ(x) = o(x3/2) as x ↓ 0, whence also x−2ϕ ∈ L2(R).
As a consequence, −ϕ′′ + k2x2αϕ + Cαx−2ϕ ∈ L2(R), i.e., owing to (2.20), ϕ ∈
D(Aα(k)∗). Representing now ϕ according to (3.41) as
ϕ = a
(ϕ)
0 Fα,k + a
(ϕ)
∞ Φα,k + b
(ϕ)
∞ Fα,k + b
(ϕ)
0 Φα,k ,
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we deduce that a
(ϕ)
0 = a
(ϕ)
∞ = 0, for otherwise the behaviour (3.16) of Φα,k and
Fα,k as x ↓ 0 would be incompatible with ϕ(x) = o(x3/2). Instead, the component
b
(ϕ)
∞ Fα,k + b
(ϕ)
0 Φα,k displays the o(x
3/2)-behaviour, as we see from (3.44). Lemma
3.13 then implies ϕ ∈ D(Aα(k)), which proves (*).
Next, let us prove the opposite inclusion
(**) H20 (R
+) ∩ L2(R+, 〈x〉4α dx) ⊃ D(Aα(k)) .
Owing to Lemma 3.6 there exists a self-adjoint extension Aα(k) of Aα(k) with
D(Aα(k)) = ranRGα,k , and owing to Corollary 3.5 ranRGα,k ⊂ L2(R+, 〈x〉4α dx).
Therefore, D(Aα(k)) ⊂ L2(R+, 〈x〉4α dx). It remains to prove that D(Aα(k)) ⊂
H20 (R
+). For ϕ ∈ D(Aα(k)) ⊂ D(Aα(k)∗) formula (2.20) prescribes that g :=
−ϕ′′ + k2x2αϕ+Cαx−2ϕ ∈ L2(R). As proved right above, x2αϕ ∈ L2(R), whereas
the property x−2ϕ ∈ L2(R+) follows from Lemma 3.14. Then by linearity ϕ′′ ∈
L2(R+), which also implies ϕ ∈ H2(R+) by standard arguments [15, Remark 4.21].
Lemma 3.14 ensures that ϕ(0) = ϕ′(0) = 0, and we conclude (see (3.12) above)
that ϕ ∈ H20 (R+). This completes the proof of (**). 
3.4. Distinguished extension and induced classification.
In the Kre˘ın-Viˇsik-Birman extension scheme one qualifies all self-adjoint exten-
sions of Aα(k) in terms of a reference extension with everywhere defined bounded
inverse: the Friedrichs extension Aα,F (k) is surely so, since the bottom of Aα(k) is
strictly positive, as seen in (3.1) above.
In fact, we have not qualified Aα,F (k) yet, which we will be able to do at a
later stage, and we shall rather implement the classification scheme with respect
to another distinguished extension, precisely the extension Aα(k) determined in
Lemma 3.6. All this is only going to be temporary, and will allow us to recognise
that Aα(k) = Aα,F (k).
When Aα(k) is taken as a reference, the other self-adjoint extensions of Aα(k)
constitute a one-real-parameter-family {A[β]α (k) |β ∈ R} (because, as recalled al-
ready from [13, Corollary 3.8], the deficiency index of Aα(k) is 1), each element
of which, according to the classification a la Kre˘ın-Viˇsik-Birman [12, Theorem 3.4]
and Grubb [15, Corollary 13.12], is given by
D(A[β]α (k)) :=
{
g = ϕ+ cβAα(k)
−1Φα,k + cΦα,k
∣∣ϕ ∈ D(Aα(k)) , c ∈ C}
A[β]α (k)g := Aα(k)
∗g = Aα(k)ϕ+ cβΦα,k .
(3.51)
It is also standard (see, e.g., [12, Theorem 2.2]) that
D(Aα(k)∗) = D(Aα(k))∔Aα(k)−1span{Φα,k}∔ span{Φα,k}
D(Aα(k)) = D(Aα(k))∔Aα(k)−1span{Φα,k} .
(3.52)
Owing to Lemma 3.6 and to (3.32) we can re-write (3.51) and (3.52) as
D(A[β]α (k)) =
{
g = ϕ+ c(βΨα,k +Φα,k)
∣∣ϕ ∈ D(Aα(k)) , c ∈ C}
A[β]α (k)g = Aα(k)
∗g = Aα(k)ϕ+ c β Φα,k
(3.53)
and
D(Aα(k)∗) = D(Aα(k))∔ span{Ψα,k}∔ span{Φα,k}
D(Aα(k)) = D(Aα(k))∔ span{Ψα,k} .
(3.54)
By comparing (3.54) with the short-range asymptotics for Φα,k (formula (3.16)
above), for Ψα,k (Lemma 3.7), and for the elements of D(Aα(k)) (Lemma 3.14), it
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is immediate to deduce that for a function
(3.55) g = ϕ+ c1Ψα,k + c0Φα,k ∈ D(Aα(k)∗)
(with ϕ ∈ D(Aα(k)) and c0, c1 ∈ C) the limits
g0 := lim
x↓0
x
α
2 g(x) = c0
√
π(1+α)
2|k|
g1 := lim
x↓0
x−(1+
α
2 )(g(x)− g0x−α2 ) = c1
√
2|k|
π(1+α)3 ‖Φα,k‖2L2 − c0
√
π|k|
2(1+α)
(3.56)
exist and are finite, and one has the asymptotics
(3.57) g(x)
x↓0
= g0x
−α2 + g1x1+
α
2 + o(x3/2) .
In turn, by comparing (3.55) with (3.53) we see that for given β the domain of
the extension A
[β]
α (k) consists of all those g’s in D(Aα(k)∗) that, decomposed as in
(3.55), satisfy the condition
(3.58) c1 = β c0 .
Moreover, replacing c0 and c1 of the expression (3.55) with g0 and g1 according to
(3.56), the self-adjointness condition (3.58) takes the form
(3.59) g1 = γ g0 , γ :=
|k|
1+α
(
2‖Φα,k‖2L2
π(1+α) β − 1
)
.
We can therefore equivalently parametrise each extension with the new real param-
eter γ and write A
[γ]
α (k) in place of A
[β]
α (k), with β and γ linked by (3.59).
We have thus proved the following.
Proposition 3.15. Let α ∈ (0, 1) and k ∈ Z \ {0}. The self-adjoint extensions
of Aα(k) in L
2(R+) form the family {A[γ]α (k) | γ ∈ R ∪ {∞}}. The extension with
γ = ∞ is the reference extension Aα(k) = R−1Gα,k , where RGα,k is the operator
defined by (3.25). For generic γ ∈ R one has
A[γ]α (k) = Aα(k)
∗
∣∣∣
D(A[γ]α (k))
D(A[γ]α (k)) = {g ∈ D(Aα(k)∗) | g1 = γg0} ,
(3.60)
where, for each g, the constants g0 and g1 are defined by the limits (3.56).
Although the above classification is not yet in the final form we wish, it allows
us to make now an important identification.
Proposition 3.16. Let α ∈ (0, 1) and k ∈ Z \ {0}. Then Aα(k) = Aα,F (k), and
hence RGα,k = Aα,F (k)
−1 and Ψα,k = (Aα,F (k))−1Φα,k.
For the proof of Proposition 3.16 it is convenient to recall the following.
Lemma 3.17. Let α ∈ (0, 1) and k ∈ Z\{0}. The quadratic form of the Friedrichs
extension of Aα(k) is given by
D[Aα,F (k)] =
{
g ∈ L2(R+)
∣∣ ‖g′‖2L2 + ‖xαg‖2L2 + ‖x−1g‖2L2 < +∞}
Aα,F (k)[g, h] =
∫ +∞
0
(
g′(x)h′(x) + k2x2α g(x)h(x) + Cα
g(x)h(x)
x2
)
dx .
(3.61)
Proof. It is a standard construction (see, e.g., [12, Theorem A.2]), that follows from
the fact that D[Aα,F (k)] is the closure of D(Aα(k)) = C∞c (R+) in the norm
‖g‖2F := 〈g,Aα(k)g〉L2 + 〈g, g〉L2
= ‖g′‖2L2 + k2‖xαg‖2L2 + Cα‖x−1g‖2L2 .
Then (3.61) follows at once from the above formula, since k2 > 0 and Cα > 0. 
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Proof of Proposition 3.16. Let g ∈ D(A[γ]α (k)) for some γ ∈ R. The short-distance
expansion (3.57), combined with the self-adjointness condition (3.60), yields
x−1g(x)
x↓0
= g0 x
−(1+α2 ) + γ g0 x
α
2 + o(x
1
2 ) .
Therefore, in general (namely whenever g0 6= 0) x−1g is not square-integrable at
zero. When this is the case, formula (3.61) prevents g from belonging to D[Aα,F (k)].
This shows that no extension A
[γ]
α (k), γ ∈ R, has operator domain entirely con-
tained in D[Aα,F (k)]. The latter statement does not cover Aα(k) (γ = ∞). Yet,
Aα,F (k) can be none of the A
[γ]
α (k)’s, γ ∈ R, because the Friedrichs extension
has indeed operator domain inside D[Aα,F (k)] – in fact, it is the unique extension
with such property. Necessarily the conclusion is that Aα,F (k) and Aα(k) are the
same. 
A straightforward consequence of Proposition 3.16 (and of its proof) is the fol-
lowing.
Corollary 3.18. Let α ∈ (0, 1) and k ∈ Z \ {0}. The Friedrichs extension Aα,F (k)
of Aα(k) is the only self-adjoint extension whose operator domain is contained in
D(x−1).
3.5. Proof of the classification theorem on fibre.
Let us collect the results of the preceding discussion and prove Theorem 3.1.
Clearly, the case when α = 0 and hence Aα(k) is (a positive shift of) the mini-
mally defined Laplacian, is already well known in the literature (see, e.g., [14]) and
in this case Theorem 3.1 provides familiar information. In particular, the opera-
tor closure has domain H20 (R
+), the adjoint has domain H2(R+), the Friedrichs
extension is the Dirichlet Laplacian and has form domain H10 (R
+), etc.
Thus, Theorem 3.1 need only be proved when α ∈ (0, 1), the regime in which
the analysis of Subsections 3.1-3.4 was developed.
Part (i) of Theorem 3.1 is precisely Proposition 3.8. Part (ii) follows from (2.20)
and (3.54) concerning the operator domain, and from Lemma 3.2 concerning the
kernel.
Part (iv), the actual classification of extensions, is the rephrasing of Proposition
3.15, using the fact that the reference extension is Aα(k) = Aα,F (k) (Proposi-
tion 3.16), and plugging the self-adjointness condition g1 = γg0 into the general
asymptotics (3.57).
In part (iii), formula (3.8) for the operator domain follows from (3.54) (with
Aα(k) = Aα,F (k)) and from the short-range asymptotics for Ψα,k (Lemma 3.7),
and for the elements of D(Aα(k)) (Lemma 3.14) – which is the same as taking
formally γ = ∞ in the general asymptotics. The distinctive property of Aα,F (k)
with respect to the space D(x−1) is given by Corollary 3.18.
Thus, it remains to prove (3.9) for the form domain of Aα,F (k). The inclusion
D[Aα,F (k)] ⊂ H10 (R+) ∩ L2(R+, 〈x2α〉dx) follows directly from Lemma 3.17, as
(3.61) prescribes that if g ∈ D[Aα,F (k)], then g′, xαg, x−1g ∈ L2(R+), and the
latter condition implies necessarily g(0) = 0. Conversely, if g ∈ H10 (R+) and
g ∈ L2(R+, 〈x2α〉dx), then g(x) x↓0= o(x 12 ) and all three norms ‖g′‖L2, ‖xαg‖L2 ,
and ‖x−1g‖L2 are finite. Owing to (3.61), g ∈ D[Aα,F (k)].
The proof of Theorem 3.1 is completed.
4. Continuation: the mode k = 0
We discuss now how the discussion of the previous Section is to be modified when
k = 0. We follow the same conceptual scheme, but applying it now to the shifted
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operator Aα(0) + 1: owing to (3.2), such a (densely defined, symmetric) operator
has strictly positive bottom.
Thus, whereas for k 6= 0 self-adjoint extensions were determined a la Kre˘ın-
Viˇsik-Birman by implementing the self-adjointness condition between regular and
singular part of the domain of the adjoint
D(Aα(k)∗) = D(Aα(k))∔ (Aα,F (k))−1 kerAα(k)∗ ∔ kerAα(k)∗ ,
when k = 0 the self-adjointness condition is implemented as a restriction in the
formula
D(Aα(0)∗ + 1) = D(Aα(0) + 1)∔
∔ (Aα,F (0) + 1)
−1 ker(Aα(0)∗ + 1)∔ ker(Aα(0)∗ + 1) ,
where obviously D(Aα(0)∗ + 1) = D(Aα(0)∗) and D(Aα(0) + 1) = D(Aα(0)), and
analogously the domain of each extension is insensitive to the shift by 1. The main
result is Theorem 4.7 below.
In fact, by other means and from a different perspective, the extensions of Aα(0)
were also determined in [7]: we shall therefore omit an amount of details that can
be either worked out in the very same manner of Sect. 3, or can be found in [7].
Let us start with the homogeneous problem
(4.1) 0 = (Sα,0 + 1)h = −h′′ + Cαx−2h+ h .
Setting
w(z) :=
h(x)√
x
, ν :=
√
1 + 4Cα
4
=
1 + α
2
,
(4.1) takes the form of the modified Bessel equation
(4.2) x2w′′ + xw′ − (z2 + ν2)w = 0 , x ∈ R+ .
From the two linearly independent solutions Kν and Iν to the latter [1, Sect. 9.6]
we therefore have that
Φα,0(x) :=
√
xK 1+α
2
(x)
Fα,0(x) :=
√
x I 1+α
2
(x)
(4.3)
are two linearly independent solutions to (4.1). In fact, only Φα,0 is square-
integrable, as is seen from the short-distance asymptotics [1, Eq. (9.6.2) and (9.6.10)]
Φα,0
x↓0
= 2
α−1
2 Γ
(
1+α
2
)
x−
α
2 − Γ
(
1−α
2
)
2
1+α
2 (1+α)
x1+
α
2 +O(x2−
α
2 )
Fα,0(x)
x↓0
=
(
2
1+α
2 Γ
(
3+α
2
) )−1
x1+
α
2 +O(x3+
α
2 )
(4.4)
and from the large-distance asymptotics [1, Eq. (9.7.1) and (9.7.2)]
Φα,0(x)
x→+∞
=
√
π
2 e
−x (1 +O(x−1))
Fα,0(x)
x→+∞
= 1√
2π
ex (1 +O(x−1)) .
(4.5)
Thus, in analogy to Lemma 3.2, we find:
Lemma 4.1. For α ∈ (0, 1),
(4.6) ker(Aα(0)
∗ + 1) = span{Φα,0} .
Next, concerning the non-homogeneous problem
(4.7) Sα,0u+ u = g
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in the unknown u for given g, the Wronskian relative to the fundamental system
{Φα,0, Fα,0} is constant in r and explicitly given by
(4.8) W (Φα,0, Fα,0) = det
(
Φα,0(r) Fα,0(r)
Φ′α,0(r) F
′
α,0(r)
)
= 1 ,
as one computes based on the asymptotics (4.4) or (4.5). By standard variation of
constants, a particular solution to (4.7) is
(4.9) upart(r) =
∫ +∞
0
Gα,0(r, ρ)g(ρ) dρ
with
(4.10) Gα,0(r, ρ) :=
{
Φα,0(r)Fα,0(ρ) if 0 < ρ < r
Fα,0(r)Φα,0(ρ) if 0 < r < ρ .
With the same arguments used for Lemma 3.3, using now the asymptotics (4.4)-
(4.5), we find the following analogue (an explicit proof of which can be found also
in [7, Lemma 4.4]).
Lemma 4.2. Let α ∈ (0, 1). Let RGα,0 be the operator associated to the integral
kernel (4.10). RGα,0 can be realised as an everywhere defined, bounded, and self-
adjoint operator on L2(R+, dr).
Analogously to (3.32) we set
(4.11) Ψα,0(x) := RGα,0Φα,0 .
The proof of Lemma 3.7 can be then repeated verbatim, with Φα,0 and Fα,0 in
place of Φα,k and Fα,k, so as to obtain:
Lemma 4.3. For α ∈ (0, 1),
(4.12) Ψα,0(x)
x↓0
=
(
2
1+α
2 Γ
(
3+α
2
))−1 ‖Φα,0‖2L2 x1+α2 + o(x3/2) .
Concerning Aα(0), it suffices for our purposes to import from the literature the
following analogue of Lemma 3.14.
Lemma 4.4. Let α ∈ (0, 1). If ϕ ∈ D(Aα(0)), then ϕ(x) = o(x3/2) and ϕ′(x) =
o(x1/2) as x ↓ 0.
Proof. A direct consequence of [7, Prop. 4.11(i)], as in the notation therein Aα(0)
is the operator Lminm with m
2 − 14 = Cα, hence m = 1+α2 ∈ (0, 1). 
As a further step, repeating the argument for Lemma 3.6 one concludes that
R−1Gα,0 is a self-adjoint extension of Aα(0)+1 with everywhere defined and bounded
inverse, whose domain clearly contains Ψα,0. Such a reference extension induces
a classification of all other self-adjoint extensions in complete analogy to what
discussed in Subsect. 3.4. Thus, (3.53) and (3.54) are valid in the identical form
also when k = 0, and the short-range asymptotics for Φα,0 (formula (4.4)), for
Ψα,0 (Lemma 4.3), and for the elements of D(Aα(0)) (Lemma 4.4) imply that for
a generic
(4.13) g = ϕ+ c1Ψα,0 + c0Φα,0 ∈ D(Aα(0)∗)
(with ϕ ∈ D(Aα(0)) and c0, c1 ∈ C) the limits
g0 := lim
x↓0
x
α
2 g(x) = c0 2
− 1−α2 Γ
(
1+α
2
)
g1 := lim
x↓0
x−(1+
α
2 )(g(x)− g0x−α2 )
= c1
(
2
1+α
2 Γ(3+α2 )
)−1‖Φα,0‖2L2(R+) − c0(2 1+α2 (1 + α))−1Γ(1−α2 )
(4.14)
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exist and are finite, and one has the asymptotics
(4.15) g(x)
x↓0
= g0x
−α2 + g1x1+
α
2 + o(x3/2) .
Then, analogously to (3.58)-(3.59), the condition of self-adjointness reads again as
c1 = βc0 for some β ∈ R, or equivalently as
(4.16) g1 = γg0 , γ :=
‖Φα,0‖2L2
2αΓ( 1+α2 )Γ(
3+α
2 )
(
β − Γ(
1−α
2 )Γ(
3+α
2 )
(1+α)‖Φα,0‖2
L2
)
.
This yields an obvious analogue of the ‘temporary’ classification of Prop. 3.15,
where if A
[γ]
α (0)+1 is a self-adjoint extension of Aα(0)+1, so is A
[γ]
α (0) for Aα(0),
with D(A[γ]α (0) + 1) = D(A[γ]α (0)).
In fact, based on the very same argument of Lemma 3.17, repeated now for the
qualification of the form domain of Aα,F (0), one can also reproduce the argument
of Prop. 3.16, establishing the following analogue.
Proposition 4.5. For α ∈ (0, 1), one has Aα,F (0) + 1 = R−1Gα,0 and Ψα,0 =
(Aα,F (0) + 1)
−1Φα,0.
Noticeably, the following useful characterisation of the domain of the Friedrichs
extension of Aα(0) is available in the literature.
Proposition 4.6. For α ∈ (0, 1),
(4.17) D(Aα,F (0)) = D(Aα(0)) + span{x1+α2 P} ,
where P ∈ C∞c ([0,+∞)) with P (0) = 1.
Proof. In the notation of [7], the Friedrichs extension is the operator Hθm with
m2 − 14 = Cα, hence m = 1+α2 ∈ (0, 1), and with θ = π2 ([7, Prop. 4.19]), whereas
Aα(0) is the operator L
min
m . In turn, such H
θ
m is recognised to be the operator
Luθm , where uθ is the function that for θ =
π
2 has the form uπ/2(x) = x
1+α/2
([7, Prop. 4.17(1)]). With this correspondence, the formula D(Luθm ) = D(Lminm ) +
span{uθP} ([7, Prop. A.5]) then yields precisely (4.17). 
With all the ingredients collected so far, and based on a straightforward adap-
tation of the arguments of Subsect. 3.5, the above ‘temporary’ classification then
takes the following final form.
Theorem 4.7. Let α ∈ [0, 1).
(i) The adjoint of Aα(0) has domain
D(Aα(0)∗) =
{
g ∈ L2(R+) such that(− d2dx2 + α(2+α)4x2 )g ∈ L2(R+)
}
= D(Aα(0))∔ span{Ψα,0}∔ span{Φα,0} ,
(4.18)
where Φα,0 and Ψα,0 are two smooth functions on R+ explicitly defined, in
terms of modified Bessel functions, respectively by formulas (4.3), (4.10),
and (4.11). Moreover,
(4.19) ker(Aα(0)
∗ + 1) = span{Φα,0} .
(ii) The self-adjoint extensions of Aα(0) in L
2(R+) form the family
{A[γ]α (0) | γ ∈ R ∪ {∞}} .
The extension with γ = ∞ is the Friedrichs extension Aα,F (0), whose do-
main is given by (4.17), and moreover (Aα,F (0) + 1)
−1 = RGα,0 , the ev-
erywhere defined and bounded operator with integral kernel given by (4.10).
For generic γ ∈ R one has
(4.20) D(A[γ]α (0)) =
{
g ∈ D(Aα(0)∗)
∣∣ g(x) x↓0= g0x−α2 + γg0x1+α2 + o(x 32 ) , g0 ∈ C} .
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5. Bilateral-fibre extensions
In this Section we study the ‘doubling’ of the problem considered in Sections 3
and 4, namely the problem of the self-adjoint extensions in L2(R) of the ‘bilateral’
differential operator
D(Aα(k)) = C∞c (R−)⊞ C∞c (R+)
Aα(k) = A
−
α (k)⊕A+α (k) ,
(5.1)
already defined in (2.16). The Hilbert space L2(R) is now canonically decomposed
into the orthogonal sum
(5.2) L2(R, dx) ∼= L2(R−, dx)⊕ L2(R+, dx) .
Each g ∈ L2(R) reads therefore
(5.3) g = g− ⊕ g+ ≡
(
g−
g+
)
, g±(x) := g(x) for x ∈ R± ,
and
(5.4) Aα(k)g = Sα,kg
− ⊕ Sα,kg+ , Sα,k := − d
2
dx2
+ k2|x|2α + Cα
x2
.
As A±α (k) has deficiency index 1 in L
2(R±), Aα(k) has deficiency index 2 in
L2(R), thus with a richer variety of extensions.
Among them, as commented already in Section 2, one has extensions of form
(5.5) B−α (k)⊕ B+α (k)
where B±α (k) is a self-adjoint extension of A
±
α (k) in L
2(R±), namely a member of
the family determined in the previous Section (Theorem 3.1). Extensions of type
(5.5) are reduced with respect to the decomposition (5.2) (in the usual sense of, e.g.,
[22, Sect. 1.4]): they provide decoupled self-adjoint realisations of the differential
operator Sα,k, with no constraint between the behaviour as x → 0+ and x → 0−.
An important extension of this type is the Friedrichs extension Aα,F (k): indeed, it
is straightforward to argue that
(5.6) Aα,F (k) = A
−
α,F (k)⊕A+α,F (k) ,
where A±α,F is the Friedrichs extension of A
±
α (k) in L
2(R±), which we already
qualified in Theorem 3.1(iii).
Generic extensions, instead, are not reduced as in (5.5), and are qualified by
coupled bilateral boundary conditions. We classify them using again the convenient
Kre˘ın-Viˇsik-Birman scheme [12].
Following the same steps of Sections 3 and 4, we are now interested in self-adjoint
restrictions of the adjoint Aα(k)
∗ = A−α (k)
∗ ⊕A+α (k)∗ (see formula (2.21) above).
In order to export the ‘one-sided’ analysis of Sections 3 and 4 to the present ‘two-
sided’ context, let us introduce a unique expression for the functions of relevance,
Φα,k and Ψα,k, valid for the left and the right side. Thus, we set
(5.7) Φ˜α,k(x) := Φα,k(|x|) , Ψ˜α,k(x) := Ψα,k(|x|) ,
understanding Φ˜α,k and Ψ˜α,k both as functions on R− and on R+, depending on
the context. Let us recall that such functions are defined in (3.15) and (3.32) when
k 6= 0, and in (4.3) and (4.11) when k = 0.
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Let us discuss the case k 6= 0 first. We deduce at once, respectively from Propo-
sition 3.8, Lemma 3.2, formula (3.32), and Proposition 3.16, that
D(Aα(k)) =
(
H20 (R
−)⊞H20 (R
+)
) ∩ L2(R, 〈x〉4α dx)(5.8)
kerAα(k)
∗ = span{Φ˜α,k} ⊕ span{Φ˜α,k}(5.9)
Aα,F (k)
−1 kerAα(k)∗ = span{Ψ˜α,k} ⊕ span{Ψ˜α,k} ,(5.10)
whence also [12, Theorem 2.2]
D(Aα(k)∗) =
(
H20 (R
−)⊞H20 (R
+)
) ∩ L2(R, 〈x〉4α dx)
∔ span{Ψ˜α,k} ⊕ span{Ψ˜α,k}
∔ span{Φ˜α,k} ⊕ span{Φ˜α,k} ,
(5.11)
namely, the analogue of (3.54).
In the notation of (5.3), a generic g ∈ D(Aα(k)∗) has therefore the short-range
asymptotics
(5.12) g(x) ≡
(
g−(x)
g+(x)
)
x→0
=
(
g−0
g+0
)
|x|−α2 +
(
g−1
g+1
)
|x|1+α2 + o(|x| 32 )
for suitable g±0 , g
±
1 ∈ C given by the limits
g±0 = lim
x→0±
|x|α2 g±(x)
g±1 = lim
x→0±
|x|−(1+α2 )(g±(x)− g±0 |x|−α2 ) .(5.13)
Formula (5.12) follows from (5.11) and the usual short-range asymptotics for Φα,k,
Ψα,k, and D(Aα(k)).
Now, the Kre˘ın-Viˇsik-Birman extension theory establishes a one-to-one corre-
spondence between self-adjoint extensions of Aα(k) and self-adjoint operators T in
Hilbert subspaces of kerAα(k)
∗: denoting by A(T )α (k) each such extension, and by
K ⊂ kerAα(k)∗ the Hilbert subspace where T acts in, A(T )α (k) is the restriction of
Aα(k)
∗ to the domain [12, Theorem 3.4]
(5.14) D(A(T )α (k)) =

g = ϕ+Aα,F (k)
−1(Tv + w) + v
with
ϕ ∈ (H20 (R−)⊞H20 (R+)) ∩ L2(R, 〈x〉4α dx) ,
v ∈ K , w ∈ span{Φ˜α,k} ⊕ span{Φ˜α,k} , w ⊥ v
 .
Clearly dimK can be equal to 0, 1, or 2. The former case corresponds to taking
formally ‘T = ∞’ on D(T ) = {0}, and reproduces the Friedrichs extension. The
other two cases produce the rest of the family of extensions.
All the preceding discussion has an immediate counterpart when k = 0, based
on the findings of Sect. 4. The above formulas are valid for k = 0 too, except for
(5.8), that need be replaced with the generic identity
(5.15) D(Aα(0)) = D
(
A−α (0)
)⊕D(A+α (0))
as we did not make the characterisation of D(A±α (0)) as explicit as when k 6= 0 (nor
we need that, for only the asymptotics as x→ 0 are relevant for our purposes), and
except for (5.11), that consequently reads now
D(Aα(0)∗) = D
(
A−α (0)
)
⊞D(A+α (0))
∔ span{Ψ˜α,0} ⊕ span{Ψ˜α,0}
∔ span{Φ˜α,0} ⊕ span{Φ˜α,0} .
(5.16)
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Thus when k = 0 formula (5.14) takes the form
(5.17) D(A(T )α (0)) =

g = ϕ+ (Aα,F (0) + 1)
−1(Tv + w) + v
with
ϕ ∈ D(A−α (0))⊞D(A+α (0)) ,
v ∈ K , w ∈ span{Φ˜α,0} ⊕ span{Φ˜α,0} , w ⊥ v
 ,
where now K is a Hilbert subspace of ker(Aα(0)∗+1) and T is a self-adjoint operator
in K.
We can now formulate the main result of this Section.
Theorem 5.1. Let α ∈ [0, 1) and k ∈ Z. Each self-adjoint extension Bα(k) of
Aα(k) acts as
(5.18) Bα(k)g = Sα,k g
− ⊕ Sα,k g+
on a generic g of its domain, written in the notation of (5.3) and (5.12)-(5.13). The
family of self-adjoint extensions of Aα(k) is formed by the following sub-families.
• Friedrichs extension.
It is the operator (5.6). Its domain consists of those functions in D(Aα(k)∗)
whose asymptotics (5.12) has g±0 = 0.
• Family IR.
It is the family {A[γ]α,R(k) | γ ∈ R} defined, with respect to the asymptotics
(5.12), by
D(A[γ]α,R(k)) = {g ∈ D(Aα(k)∗) | g−0 = 0 , g+1 = γg+0 } .
• Family IL.
It is the family {A[γ]α,L(k) | γ ∈ R} defined, with respect to the asymptotics
(5.12), by
D(A[γ]α,L(k)) = {g ∈ D(Aα(k)∗) | g+0 = 0 , g−1 = γg−0 } .
• Family IIa with a ∈ C.
It is the family {A[γ]α,a(k) | γ ∈ R} defined, with respect to the asymptotics
(5.12), by
D(A[γ]α,a(k)) =
{
g ∈ D(Aα(k)∗)
∣∣∣∣ g+0 = a g−0g−1 + a g+1 = γ g−0
}
.
• Family III.
It is the family {A[Γ]α (k) |Γ ≡ (γ1, γ2, γ3, γ4) ∈ R4} defined, with respect
to the asymptotics (5.12), by
D(A[Γ]α (k)) =
g ∈ D(Aα(k)∗)
∣∣∣∣∣∣
g−1 = γ1g
−
0 + ζg
+
0
g+1 = ζg
−
0 + γ4g
+
0
ζ := γ2 + iγ3
 .
The families IR, IL, IIa for all a ∈ C \ {0}, and III are mutually disjoint and,
together with the Friedrichs extension, exhaust the family of self-adjoint extensions
of Aα(k).
Remark 5.2. As already observed, the extensions are operators of the form A
(T )
α (k)
for some self-adjoint T acting on a Hilbert subspace K ⊂ kerAα(k)∗ if k 6= 0, or
K ⊂ (kerAα(0)∗ + 1) if k = 0. We are going to show in the proof of Theorem 5.1
that the correspondence between each of the considered family and the choice of
K is summarised by Table 1. Thus, extensions of type IR, IL, and IIa correspond
to dimK = 1, type-III extensions correspond to to dimK = 2, and the Friedrichs
extension is the case with dimK = 0.
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family of
extensions
space K boundary
conditions
parameters notes
Friedrichs {0} ⊕ {0} g±0 = 0
bilateral
confining
IR {0} ⊕ span{Φ˜α,k} g
−
0 = 0
g+1 = γg
+
0
γ ∈ R left
confining
IL span{Φ˜α,k} ⊕ {0} g
−
1 = γg
−
0
g+0 = 0
γ ∈ R right
confining
IIa
a ∈ C span{Φ˜α,k ⊕ aΦ˜α,k}
g+0 = a g
−
0
g−1 + a g
+
1 = γ g
−
0
γ ∈ R
bridging
for a = 1
and γ = 0
III span{Φ˜α,k} ⊕ span{Φ˜α,k}
g−1 = γ1g
−
0 + ζg
+
0
g+1 = ζg
−
0 + γ4g
+
0
ζ := γ2 + iγ3
γj ∈ R
j = 1, 2, 3, 4
Table 1. Summary of all possible boundary conditions of self-
adjointness for the bilateral-fibre extensions of Aα(k)
Proof of Theorem 5.1. Let us consider first k 6= 0 and let us exploit the classifica-
tion formula (5.14) in all possible cases.
The choice K = {0} ⊕ {0} yields to the extension with domain
D(Aα(k))∔Aα,F (k)−1 kerAα(k)∗ = D(Aα,F (k)) ,
namely the Friedrichs extension. Formula (3.8) of Theorem 3.1, applied on both
sides R+ and R−, then implies g+0 = 0 = g
−
0 .
The choice K = {0}⊕span{Φ˜α,k} yields to the extensions in the domain of which
a function g = ϕ + Aα,F (k)
−1(Tv + w) + v is decoupled into a component g− in
the domain of A−α,F (k) (the Friedrichs extension of A
−
α (k)) and a component g
+ in
the domain of a self-adjoint extension of A+α (k) in L
2(R+). This identifies a family
{A[γ]α,R(k) | γ ∈ R} of extensions with
A
[γ]
α,R(k) = A
−
α,F (k)⊕A+,[γ]α (k) ,
where A
+,[γ]
α (k) denotes here the generic extension of A+α (k), according to the clas-
sification of Theorem 3.1(iv), for which therefore g+1 = γg
+
0 . The symmetric choice
K = span{Φ˜α,k} ⊕ {0} is treated in a completely analogous way.
The next one-dimensional choice is K = span{Φ˜α,k⊕aΦ˜α,k} for some a ∈ C. We
can exclude the case a = 0 that yields type-IL extensions already discussed above.
Formula (5.14) is now to be specialised with
v ∈ K , w ∈ K⊥ ∩ (span{Φ˜α,k} ⊕ span{Φ˜α,k}) = span{Φ˜α,k ⊕ (−a−1)Φ˜α,k} .
The generic self-adjoint operator T on K is now the multiplication by some τ ∈ R.
Then (5.14) reads
g = ϕ+Aα,F (k)
−1
(
τc0
(
Φ˜α,k
aΦ˜α,k
)
+ c˜0
(
Φ˜α,k
−a−1 Φ˜α,k
))
+ c0
(
Φ˜α,k
aΦ˜α,k
)
= ϕ+
(
(τc0 + c˜0)Ψ˜α,k
(τc0a− c˜0 a−1)Ψ˜α,k
)
+ c0
(
Φ˜α,k
aΦ˜α,k
)
for generic coefficients c0, c˜0 ∈ C. From the expression above we find that the limits
(5.13), computed with the short-range asymptotics (3.16) and (3.33) (and Lemma
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3.14), amount to
g−0 = c0
√
π(1+α)
2|k|
g+0 = c0 a
√
π(1+α)
2|k|
g−1 = (τc0 + c˜0)
√
2|k|
π(1+α)3 ‖Φα,k‖2L2 − c0
√
π|k|
2(1+α)
g+1 = (τc0a− c˜0 a−1)
√
2|k|
π(1+α)3 ‖Φα,k‖2L2 − c0a
√
π|k|
2(1+α) .
Let us notice that here the constant ‖Φα,k‖L2 is the L2-norm of Φα,k on the sole
positive half-line. The first two equations above yield g+0 = ag
−
0 . The last two yield
g−1 + a g
+
1 = c0(1 + |a|2)
(
τ
√
2|k|
π(1+α)3 ‖Φα,k‖2L2 −
√
π|k|
2(1+α)
)
= g−0 (1 + |a|2) |k|1+α
(
2‖Φα,k‖2L2
π(1+α) τ − 1
)
,
having replaced c0 = g
−
0
√
2|k|
π(1+α) . We can also write
g−1 + a g
+
1 = γ g
−
0
after re-parametrising the extension parameter as
(5.19) γ := (1 + |a|2) |k|1+α
(
2‖Φα,k‖2L2
π(1+α) τ − 1
)
∈ R ,
that is, adjusting τ with |k| so as to make the above quantity γ |k|-independent.
This completes the identification of the extensions A
[γ]
α,a(k).
The remaining choice for K is K = span{Φ˜α,k} ⊕ span{Φ˜α,k}, namely the whole
kerAα(k)
∗. In this case formula (5.14) only has v-vectors and no w-vectors, and
the self-adjoint T is represented by a generic 2× 2 Hermitian matrix
T =
(
τ1 τ2 + iτ3
τ2 − iτ3 τ4
)
, τ1, τ2, τ3, τ4 ∈ R .
Then (5.14) reads
g = ϕ+Aα,F (k)
−1T
(
c−0 Φ˜α,k
c+0 Φ˜α,k
)
+
(
c−0 Φ˜α,k
c+0 Φ˜α,k
)
= ϕ+
(
(τ1c
−
0 + (τ2 + iτ3)c
+
0 )Ψ˜α,k
((τ2 − iτ3)c−0 + τ4c+0 )Ψ˜α,k
)
+
(
c−0 Φ˜α,k
c+0 Φ˜α,k
)
for generic coefficients c±0 ∈ C. From the expression above we find that the limits
(5.13), computed with the short-range asymptotics (3.16) and (3.33) (and Lemma
3.14), amount to
g±0 = c
±
0
√
π(1+α)
2|k|
g−1 = c
−
0
(
τ1
√
2|k|
π(1+α)3 ‖Φα,k‖2L2 −
√
π|k|
2(1+α)
)
+ c+0 (τ2 + iτ3)
√
2|k|
π(1+α)3 ‖Φα,k‖2L2
g+1 = c
−
0 (τ2 − iτ3)
√
2|k|
π(1+α)3 ‖Φα,k‖2L2 + c+0
(
τ4
√
2|k|
π(1+α)3 ‖Φα,k‖2L2 +
√
π|k|
2(1+α)
)
.
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Replacing c±0 = g
±
0
√
2|k|
π(1+α) in the last two equations above and re-defining the
extension parameters as
γ1 :=
|k|
1+α
(
2‖Φα,k‖2L2
π(1+α) τ1 − 1
)
γ2 + iγ3 := (τ2 + iτ3)
2|k|
π(1+α)2 ‖Φα,k‖2L2
γ4 :=
|k|
1+α
(
2‖Φα,k‖2L2
π(1+α) τ4 − 1
)(5.20)
yields precisely the boundary condition that qualifies the extension A
[Γ]
α (k) with
Γ = (γ1, γ2, γ3, γ4).
Last, let us repeat the above reasonings when k = 0, based now on the clas-
sification formula (5.17). The only modifications needed are the replacement of
Aα,F (k)
−1 with (Aα,F (0) + 1)−1, and the use, instead of the short-range asymp-
totics given by (3.16), (3.33), and Lemma 3.14 valid for k 6= 0, of the short-range
asymptotics given by (4.4), (4.12), and Lemma 4.4 valid for k = 0.
The net result concerning the extensions of type IIa, namely the extensions
A
[γ]
α,a(0), is that (5.19) is replaced by
(5.21) γ :=
(1+|a|2)Γ( 1−α2 )
2α(1+α)Γ( 1+α2 )
(
(1+α)‖Φα,0‖2L2
Γ( 3+α2 )Γ(
1−α
2 )
τ − 1
)
∈ R .
Analogously, concerning the extensions of type III, namely the extensionsA
[Γ]
α (0),
(5.20) is now replaced by
γ1 :=
Γ( 1−α2 )
2α(1+α)Γ( 1+α2 )
(
(1+α)‖Φα,0‖2L2
Γ( 3+α2 )Γ(
1−α
2 )
τ1 − 1
)
γ2 + iγ3 := (τ2 + iτ3)
‖Φα,0‖2L2
2αΓ( 3+α2 )Γ(
1+α
2 )
γ4 :=
Γ( 1−α2 )
2α(1+α)Γ( 1+α2 )
(
(1+α)‖Φα,0‖2L2
Γ( 3+α2 )Γ(
1−α
2 )
τ4 − 1
)
.
(5.22)
The proof is now completed. 
Remark 5.3. The type-IIa extension with a = 1 and extension parameter γ = 0
is qualified by the noticeable boundary condition
(5.23) g−0 = g
+
0 , g
−
1 = −g+1 .
We shall interpret this condition as the maximally transmitting, or ‘bridging’ con-
dition between the two sides of the bilateral fibre.
Whereas Theorem 5.1 expresses the various conditions of self-adjointness in terms
of the representation (5.3) and (5.12)-(5.13) of a generic g ∈ D(Aα(k)∗), that is,
in terms of the short-range behaviour of g, for the forthcoming analysis it will be
convenient to re-formulate the above classification in two further equivalent forms.
The first one refers to the representation (5.3), (5.11), and (5.16) of g ∈ D(Aα(k)∗),
that is,
(5.24) g =
(
ϕ˜−
ϕ˜+
)
+
(
c−1 Ψ˜α,k
c+1 Ψ˜α,k
)
+
(
c−0 Φ˜α,k
c+0 Φ˜α,k
)
with ϕ˜± ∈ D(A±α (k)) and c±0 , c±1 ∈ C. Then the proof of Theorem 5.1 demonstrates
also the following.
Theorem 5.4. Let α ∈ [0, 1) and k ∈ Z. The family of self-adjoint extensions of
Aα(k) is formed by the following sub-families.
• Friedrichs extension. It is the operator (5.6). Its domain consists of those
functions in D(Aα(k)∗) whose representation (5.24) has c±0 = 0.
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• Family IR. It is the family {A[γ]α,R(k) | γ ∈ R} defined, with respect to the
representation (5.24), by
D(A[γ]α,R(k)) = {g ∈ D(Aα(k)∗) | c−0 = 0 , c+1 = βc+0 } ,
where β and γ are related by (3.59) for k 6= 0 and (4.16) for k = 0.
• Family IL. It is the family {A[γ]α,L(k) | γ ∈ R} defined, with respect to the
representation (5.24), by
D(A[γ]α,L(k)) = {g ∈ D(Aα(k)∗) | c+0 = 0 , c−1 = βc−0 } ,
where β and γ are related by (3.59) for k 6= 0 and (4.16) for k = 0.
• Family IIa with a ∈ C. It is the family {A[γ]α,a(k) | γ ∈ R} defined by
D(A[γ]α,a(k)) =

g ∈ D(Aα(k)∗) with (5.24) of the form
g =
(
ϕ˜−
ϕ˜+
)
+
(
(τc0 + c˜0)Ψ˜α,k
(τc0a− c˜0 a−1)Ψ˜α,k
)
+ c0
(
Φ˜α,k
aΦ˜α,k
)  ,
where τ and γ are related by (5.19) if k 6= 0, and by (5.21) if k = 0.
• Family III. It is the family {A[Γ]α (k) |Γ ≡ (γ1, γ2, γ3, γ4) ∈ R4} defined by
D(A[Γ]α (k)) =

g ∈ D(Aα(k)∗) satisfying (5.24) with(
c−1
c+1
)
=
(
τ1 τ2 + iτ3
τ2 − iτ3 τ4
)(
c−0
c+0
)  ,
where (τ1, τ2, τ3, τ4) and (γ1, γ2, γ3, γ4) are related by (5.20) if k 6= 0 and
(5.22) if k = 0.
The second alternative to the formulation of the conditions of self-adjointness
provided by Theorem 5.1, is in fact a very close alternative to the formulation of
Theorem 5.1, with the same short-range parameters g±0 and g
±
1 and the same classi-
fication parameters γ or Γ, except that it is referred to the following representation
of g, which is valid identically for any x ∈ R \ {0}, and not just as |x| → 0.
To this aim, and also for later convenience, we shall refer to P as a cut-off
function in C∞c (R) such that
(5.25) P (x) =
{
1 if |x| < 1 ,
0 if |x| > 2 .
In fact, in the following Theorem it is enough that P be smooth, compactly sup-
ported, and with P (0) = 1, but we keep the general assumption (5.25) for later
use.
Theorem 5.5. Let α ∈ [0, 1) and let k ∈ Z. Then for any g ∈ D(Aα(k)∗) there
exist a unique ϕ ∈ D(Aα(k)) (and hence ϕ± ∈ H20 (R±) if k 6= 0) and uniquely
determined coefficients g±0 , g
±
1 ∈ C such that
(5.26) g(x) = ϕ(x) + g0 |x|−α2 P (x) + g1 |x|1+α2 P (x) ∀x ∈ R \ {0}
in the usual notation
ϕ(x) ≡
(
ϕ−(x)
ϕ+(x)
)
, g0 ≡
(
g−0
g+0
)
, g1 ≡
(
g−1
g+1
)
.
Here g±0 and g
±
1 are precisely the same as in the asymptotics (5.12)-(5.13). There-
fore, the same classification of Theorem 5.1 in terms of g±0 and g
±
1 applies.
Proof. Let k 6= 0 and let us decompose g ∈ D(Aα(k)∗) as g± = ϕ˜± + c±1 Ψ˜α,k +
c±0 Φ˜α,k with respect to the decomposition (5.24). For short, let us discuss only the
component g+, dropping the ‘+’ superscript: the discussion for g− is completely
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analogous. Thus, g = ϕ˜ + c1Ψ˜α,k + c0Φ˜α,k for all x > 0 and uniquely determined
ϕ˜ ∈ D(Aα(k)) and c0, c1 ∈ C. Let us introduce the functions
L0,k(x) :=
(√
π(1+α)
2|k| −
√
π|k|
2(1+α) |x|1+α
)
P (x)
L1,k(x) :=
√
2|k|
π(1+α)3 ‖Φα,k‖2L2 P (x)
and re-write
g = ϕ˜+ c1(Ψ˜α,k − |x|1+α2 L1,k) + c0(Φ˜α,k − |x|−α2 L0,k) + c1 |x|1+α2 L1,k + c0 |x|−α2 L0,k
= ϕ+
(
c1
√
2|k|
π(1+α)3 ‖Φα,k‖2L2 − c0
√
π|k|
2(1+α)
)
|x|1+α2 P + c0
√
π(1+α)
2|k| |x|−
α
2 P ,
having set
ϕ := ϕ˜+ c1(Ψ˜α,k − |x|1+α2 L1,k) + c0(Φ˜α,k − |x|−α2 L0,k) .
Because of the relation (3.56) between c0, c1 and g0, g1, we also have
g = ϕ+ g0 |x|−α2 P + g1 |x|1+α2 P .
Next, let us argue that ϕ ∈ D(Aα(k)). First, we observe that both |x|−α2 L0,k
and |x|1+α2 L1,k belong to D(Aα(k)∗). The latter statement, owing to (2.20) and
(3.4), is proved by checking the square-integrability of Sα,k(|x|−α2 L0,k) and of
Sα,k(|x|1+α2 L1,k). Since P localises L0,k and L1,k around x = 0, square-integrability
must only be checked locally. It is then routine to see that
(|x|−α2 L0,k)′′ , |x|2α(|x|−α2 L0,k) , |x|−2(|x|−α2 L0,k) ,
(|x|1+α2 L1,k)′′ , |x|2α(|x|1+α2 L1,k) , |x|−2(|x|1+α2 L1,k) ,
are all square-integrable around x = 0. As a consequence, both (Ψ˜α,k−|x|1+α2 L1,k)
and (Φ˜α,k − |x|−α2 L0,k) are elements of D(Aα(k)∗). Therefore, owing to the rep-
resentation (3.54)-(3.56), in order to check that such two functions also belong to
D(Aα(k)) it suffices to verify the limits
lim
x→0
|x|α2 (Ψ˜α,k − |x|1+α2 L1,k) = lim
x→0
|x|α2 (Φ˜α,k − |x|−α2 L0,k) = 0
lim
x→0
|x|−(1+α2 )(Ψ˜α,k − |x|1+α2 L1,k) = lim
x→0
|x|−(1+α2 )(Φ˜α,k − |x|−α2 L0,k) = 0 .
This is straightforward to check, thanks to the short-distance asymptotics that
were chosen for L0,k and L1,k precisely so as to suitably match with the short-
distance asymptotics (3.16) of Φ˜α,k and (3.33) of Ψ˜α,k. This finally shows that
ϕ ∈ D(Aα(k)) and establishes (5.26). Of course, if conversely a function g of the
form (5.26) is given with ϕ ∈ D(Aα(k)), unfolding the above arguments one sees
that g ∈ D(Aα(k)∗).
If instead k = 0, the same argument can be repeated decomposing now g ∈
D(Aα(0)∗) as g± = ϕ˜± + c±1 Ψ˜α,0 + c±0 Φ˜α,0 according to the decomposition (5.16),
and using now the short-range asymptotics (4.4), (4.12), and Lemma 4.4 valid for
k = 0. We omit the straightforward details. 
6. General extensions of Hα
Let us now come in this Section to the study of the self-adjoint extensions, in
the Hilbert space (2.8), namely
(6.1) H ∼=
⊕
k∈Z
hk ∼= ℓ2(Z, h) , hk ∼= h ∼= L2(R−)⊕ L2(R+) ,
of the operator Hα introduced in (2.13) for α ∈ (0, 1). Such extensions are restric-
tions of H ∗α , and it was seen in Lemma 2.2 (eq. (2.26)) that H
∗
α =
⊕
k∈ZAα(k)
∗,
in the sense of the general construction (2.22)-(2.23).
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Let us start with some preliminaries (Lemmas 6.1-6.4) and then present the
complete variety of extensions.
Clearly, Hα is semi-bounded from below, since Hα ⊂
⊕
k∈ZAα(k) and owing to
the semi-boundedness of each Aα(k) (see (3.1)). One can then naturally associate
to Hα its Friedrichs extension Hα,F .
In fact, it is useful to observe at this point that next to the already discussed
properties Hα  
⊕
k∈ZAα(k) (Remark 2.1) and H
∗
α =
⊕
k∈Z Aα(k)
∗, Hα =⊕
k∈Z Aα(k) (Lemma 2.3), also the following one holds true.
Lemma 6.1. Let α ∈ [0, 1). One has
(6.2) Hα,F =
⊕
k∈Z
Aα,F (k) .
Lemma 6.1 is an application of a general fact that for convenience we revisit here
(of course in the following the identification hk ∼= h for all k does not play a role).
Lemma 6.2. Let T =
⊕
k∈Z T (k) be a direct sum operator acting on the Hilbert
space H = ⊕k∈Z hk, where each T (k) is densely defined, symmetric, and semi-
bounded from below on hk, with uniform lower bound
m := min
k∈Z
inf
u∈D(T (k))
u6=0
〈u, T (k)u〉hk
‖u‖2hk
> −∞ .
Denote by TF , resp. TF (k), the Friedrichs extension of T , resp. T (k). Then
TF =
⊕
k∈Z
TF (k) .
Proof. It is clear that
⊕
k∈Z TF (k) is a self-adjoint extension of T . To recog-
nise it as the Friedrichs extension, it suffices to check that the operator domain
D(⊕k∈Z TF (k)) is an actual subspace of the form domain D[T ]. To this aim, let
us observe that
D(
⊕
k∈Z
TF (k)) = ⊞
k∈Z
D(TF (k)) ⊂ ⊞
k∈Z
D[T (k)]
(the first identity is precisely (2.24) discussed previously, and the inclusion is
due to the fact that for each k the Friedrichs-extension characterising property
D(TF (k)) ⊂ D[T (k)] holds). On the other hand, D[T ] = D((T − m1)1/2) and
D[T (k)] = D((T (k)−m1k)1/2), whence
D[T ] = D
[⊕
k∈Z
T (k)
]
= D
((⊕
k∈Z
(T (k)−m1k)
)1/2 )
= D
(⊕
k∈Z
(T (k)−m1k)1/2
)
= ⊞
k∈Z
D((T (k)−m1k)1/2) = ⊞
k∈Z
D[T (k)] .
This proves the desired inclusion. 
Proof of Lemma 6.1. One applies Lemma 6.2 to Hα =
⊕
k∈Z Aα(k). 
There is an obvious peculiarity of the mode k = 0 that needs be dealt with
separately. Indeed, we know from (3.1) that
(6.3) Aα,F (k) > (1 + α)
(
2+α
4
) α
1+α
1k , k ∈ Z \ {0} ,
whereas the bottom of Aα(0), and hence also of Aα,F (0) is precisely zero. Thus,
all Friedrichs extensions on fibre have everywhere-defined bounded inverse but the
one corresponding to k = 0.
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It is then convenient to consider a positive shift of Hα in the zero mode only.
Clearly, the operators Hα and Hα+10 have precisely the same domain, and so do
the respective adjoints and the respective Friedrichs extensions.
Lemma 6.3. Let α ∈ [0, 1). Let (ψk)k∈Z ∈ H ∼= ℓ2(Z, h). Then:
(i) (ψk)k∈Z ∈ ker(Hα + 10)∗ if and only if
(6.4) ψk = c
−
0,kΦ˜α,k ⊕ c+0,kΦ˜α,k ∀k ∈ Z
for coefficients c±0,k ∈ C such that
(6.5)
∑
k∈Z\{0}
|k|− 21+α |c±0,k|2 < +∞ .
Thus, there is a natural Hilbert space isomorphism
(6.6) ker(Hα + 10)
∗ ∼= ℓ2(Z,C2, µk)
with
(6.7) µk :=
{
|k|− 21+α , k 6= 0 ,
1 , k = 0 ,
where ℓ2(Z,C2, µk) is the Hilbert space of sequences
((
c−k
c+k
))
k∈Z
with ob-
vious (component-wise) vector space structure and with scalar product
(6.8)
〈((
c−k
c+k
))
k∈Z
,
((
d−k
d+k
))
k∈Z
〉
ℓ2(Z,C2,µk)
=
∑
k∈Z
µk
(
c−k d
−
k + c
+
k d
+
k
)
.
(ii) (ψk)k∈Z ∈ (H Fα + 10)−1 ker(Hα + 10)∗ if and only if
(6.9) ψk = c
−
1,kΨ˜α,k ⊕ c+1,kΨ˜α,k ∀k ∈ Z
for coefficients c±1,k ∈ C such that
(6.10)
∑
k∈Z\{0}
|k|− 21+α |c±1,k|2 < +∞ .
Proof. Part (i) follows from kerH ∗α =
⊕
k∈Z kerA(k)
∗ (Lemma 2.3, eq. (2.34)),
from kerA(k)∗ + δk,010 = span{Φ˜α,k} ⊕ span{Φ˜α,k} (Lemmas 3.2 and 4.1, and
formula (5.9)), and from ‖Φα,k‖2L2(R+) ∼ |k|−
2
1+α for k 6= 0 (formula (3.18)). Part
(ii) follows from the identity
(H Fα + 10)
−1 ker(Hα + 10)∗ =
⊕
k∈Z\{0}
(Aα,F (k))
−1 kerAα(k)∗
⊕ (Aα(0) + 10)−1 ker(Aα(k)∗ + 10) ,
which is a consequence of Lemma 2.3 (eq. (2.34)) and Lemma 6.1, from the identity
(Aα,F (k) + δk,010)
−1 ker(Aα(k)∗ + δk,010) = span{Ψ˜α,k} ⊕ span{Ψ˜α,k} ,
which is a consequence of Lemmas 3.2 and 4.1, and of Propositions 3.16 and 4.5,
from the consequent identity
∑
k∈Z\{0}
∥∥∥∥∥Aα(k)∗
(
c−1,kΨ˜α,k
c+1,kΨ˜α,k
)∥∥∥∥∥
2
h
=
∑
k∈Z\{0}
∥∥∥∥∥
(
c−1,kΦ˜α,k
c+1,kΦ˜α,k
)∥∥∥∥∥
2
h
,
and again from the normalisation ‖Φα,k‖2L2(R+) ∼ |k|−
2
1+α . 
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This allows us to characterise the domain of H ∗α in terms of the structure of such
domain on each fibre of H. Let us recall first the general ‘canonical’ representation
of D(H ∗α ) (see, e.g., [12, Theorem 2.2]):
D(H ∗α ) = D((Hα + 10)∗)
= D(Hα + 10)∔ (Hα,F + 10)−1 ker(Hα + 10)∗ ∔ ker(Hα + 10)∗
= D(Hα)∔ (Hα,F + 10)−1 ker(H ∗α + 10)∔ ker(H ∗α + 10) .
(6.11)
Lemma 6.4. Let α ∈ [0, 1). Let (gk)k∈Z ∈ H ∼= ℓ2(Z, h). Then (gk)k∈Z ∈ D(H ∗α )
if and only if
(6.12) gk =
(
ϕ˜−k
ϕ˜+k
)
+
(
c−1,kΨ˜α,k
c+1,kΨ˜α,k
)
+
(
c−0,kΦ˜α,k
c+0,kΦ˜α,k
)
∀k ∈ Z
with
(6.13) (ϕ˜k)k∈Z ∈ D(Hα) , ϕ˜k ≡
(
ϕ˜−k
ϕ˜+k
)
and ∑
k∈Z\{0}
|k|− 21+α |c±0,k|2 < +∞(6.14) ∑
k∈Z\{0}
|k|− 21+α |c±1,k|2 < +∞ .(6.15)
Proof. From the representation (6.11) one deduces at once that in order for (gk)k∈Z
to belong to D(H ∗α ) it is necessary and sufficient that
(gk)k∈Z = (ϕ˜k)k∈Z + (ψk)k∈Z + (ξk)k∈Z
for some (ϕ˜k)k∈Z ∈ D(Hα), (ψk)k∈Z ∈ (H Fα + 10)−1 ker(H ∗α + 10), and (ξk)k∈Z ∈
ker(H ∗α + 10). The conclusion then follows from Lemma 6.3. 
Remark 6.5. We knew already from H ∗α =
⊕
k∈Z Aα(k)
∗ and from the analysis of
Aα(k)
∗ made in Section 5 (formulas (5.11) and (5.16)) that an element in D(H ∗α )
must have the form (gk)k∈Z with gk satisfying (6.12) for some ϕ˜k ∈ D(Aα(k)) and
some c±0,k, c
±
1,k ∈ C. However, a generic collection (gk)k∈Z in ℓ2(Z, h) of gk’s satisfy-
ing (6.12) does not necessarily belong to D(H ∗α ), in particular the corresponding
collection (ϕ˜k)k∈Z\{0} does not necessarily belong to D(Hα). Only under the con-
ditions prescribed by Lemma 6.4 can one pile up such gk’s so as to obtain an actual
element in D(H ∗α ) (in fact, (6.13)-(6.15) impose some kind of uniformity in k of
ϕ˜k, c
±
0,k, c
±
1,k).
Remark 6.6. Lemmas 6.3(i) and 6.4 characterise ker(H ∗α + 10), the deficiency
space for Hα+10, which by construction is isomorphic to the deficiency space of the
original operator Hα. By exploiting the same unitary equivalence (2.12), it was de-
termined in the already-mentioned work [19] by Posilicano that the deficiency space
of H+α is isomorphic to H
− 12 1−α1+α (S1) – more precisely, isomorphic to H
1
2
1−α
1+α (S1) or
equivalently to H−
1
2
1−α
1+α (S1) depending on how the different explicit isomorphisms
(namely the different ‘coordinate systems’, or also the different ‘boundary triplets’)
between the trace space and the deficiency space. Our analysis is thus completely
consistent with that finding: indeed, F2 : H−
1
2
1−α
1+α (S1)
∼=−→ ℓ2(Z,C2, µk).
After the above preparations, our subsequent analysis takes two separate direc-
tions. One, which we complete here in the remaining part of the present Section,
is the qualification of the whole family of self-adjoint extensions of Hα in H, an
information that we reckon to have interest per se. Another, which is the object
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of the next Section, is the study of the distinguished family of extensions of Hα
produced by Prop. 2.4. In fact, for the latter a clean and explicit description can be
further obtained when going back to the physical variables (x, y) – and this turns
out to be indeed the physically relevant sub-family of self-adjoint Hamiltonians on
the Grushin cylinder.
Theorem 6.7. Let α ∈ [0, 1). There is a one-to-one correspondence S ↔ H Sα
between the self-adjoint extensions H Sα of Hα and the self-adjoint operators S
defined on Hilbert subspaces of ker(H ∗α + 10) ∼= ℓ2(Z,C2, µk). If S is any such
operator, the corresponding extension H Sα is given by
D(H Sα ) =

ψ = ϕ˜+ (Hα,F + 10)
−1(Sv + w) + v
such that
ϕ˜ ∈ D(Hα) , v ∈ D(S) ,
w ∈ ker(H ∗α + 10) ∩ D(S)⊥

(H Sα + 10)ψ = (Hα + 10)ϕ˜+ Sv + w .
(6.16)
Proof. A direct application of the Kre˘ın-Viˇsik-Birman self-adjoint extension theory
– see, e.g., [12, Theorem 3.4]. The second formula in (6.16) follows from the first
as (H Sα + 10) = (H
∗
α + 10) ↾ D(H Sα ). 
Theorem 6.7 encompasses a huge variety of extensions, for Hα has infinite de-
ficiency index. The self-adjointness condition for each H Sα is in fact a restriction
condition on the domain H ∗α : in terms of the representation (6.11), such a restric-
tion selects, among the generic elements
ψ = ϕ˜+ (Hα,F + 10)
−1η + ξ
of D(H ∗α ), only those for which the vectors ξ, η ∈ ker(H ∗α + 10) (customarily
referred to as the ‘charges ’ of ψ, see e.g. [17] and references therein) satisfy
ξ = v ∈ D(S) ,
η = Sv + w , w ∈ ker(H ∗α + 10) ∩D(S)⊥ .
In this respect, the above condition produces in general a complicated mixing, fibre
by fibre, of the charge η with respect to the charge ξ: such a mixing is encoded in
the auxiliary operator S.
For a class of most relevant extensions the above mixing is absent instead, and
the restriction condition of self-adjointness operates independently in each fibre,
namely in each momentum mode k. This is the case when
(6.17) S =
⊕
k∈Z
S(k) on ker(H ∗α + 10) =
⊕
k
ker(Aα(k)
∗ + δk,010)
for operators S(k)’s each of which is self-adjoint on a (zero-, one-, two-dimensional)
subspace K of the two-dimensional space ker(Aα(k)∗ + δk,010). Extensions (6.16)
where S is of the type (6.17) are fibred in the sense that the self-adjointness condition
is compatible with the fibre structure.
Explicitly, if H Sα is a fibred extension of Hα, then a generic element (gk)k∈Z of
D(Hα) is such that
(6.18) gk = ϕ˜k + (Aα,F (k) + δk,010)
−1(S(k)vk + wk) + vk , k ∈ Z ,
for some ϕ˜k ∈ D(Aα(k)), vk ∈ D(S(k)), wk ∈ ker(Aα(k)∗ + δk,010) ∩ D(S(k))⊥.
Comparing (6.18) with (5.14) and (5.17) one immediately sees that the component
gk belongs to the domain of the extension A
(S(k))
α (k) of Aα(k) (following the nota-
tion of (5.14) and (5.17)) with respect to the Hilbert space h. Thus, fibred exten-
sions of Hα are precisely of the form
⊕
k∈ZB(k), where each B(k) is a self-adjoint
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extension of Aα(k) in h, namely the extensions produced through the mechanism
discussed in Prop. 2.4.
7. Uniformly fibred extensions of Hα
In this Section we focus on the most relevant and physically meaningful sub-
class of self-adjoint extensions of Hα: those that we refer to as uniformly fibred
extensions. For such extensions we shall obtain a more explicit and convenient
characterisation, namely Theorem 7.1 below, as compared to the general classifica-
tion of Theorem 6.7.
7.1. Generalities and classification theorem. These are fibred extensions in
the sense discussed in the end of Sect. 6, namely extensions obtained by taking the
direct sum, fibre by fibre, of a self-adjoint extension of Aα(k), and therefore with
conditions of self-adjointness that do not couple different fibres, which in addition
display the following kind of uniformity.
Let us recall that a generic fibred extension acts on each fibre as a generic self-
adjoint realisation of Aα(k) that belongs to one of the families of the classification
of Theorem 5.1, and is therefore parametrised (apart when it is Aα,F (k)) by one real
parameter or four real parameters. Such extension types and extension parameters
may differ fibre by fibre, say, parameter γ(k1) for an extension of type IR or IL or
IIak on the k1-th fibre, and parameters γ
(k2)
1 , . . . , γ
(k2)
4 for an extension of type III
on the k2-th fibre.
Uniformly fibred extensions are those for which the fibre by fibre the type of
extension of Aα(k) is the same, and all have the same extension parameter(s) γ
(and a), or γ1, . . . , γ4.
By definition, uniformly fibred extensions can be therefore grouped into sub-
families in complete analogy to those of Theorem 5.1:
• Friedrichs extension: the operator Hα,F =
⊕
k∈ZAα,F (k) (see Lemma 6.1);
• Family IR: operators of the form
(7.1) H
[γ]
α,R :=
⊕
k∈Z
A
[γ]
α,R(k)
for some γ ∈ R;
• Family IL: operators of the form
(7.2) H
[γ]
α,L :=
⊕
k∈Z
A
[γ]
α,L(k)
for some γ ∈ R;
• Family IIa for given a ∈ C: operators of the form
(7.3) H [γ]α,a :=
⊕
k∈Z
A[γ]α,a(k)
for some γ ∈ R;
• Family III: operators of the form
(7.4) H [Γ]α :=
⊕
k∈Z
A[Γ]α (k)
for some Γ ≡ (γ1, γ2, γ3, γ4) ∈ R4.
Physically, uniformly fibred extensions have surely a special status in that the
boundary condition experienced as x → 0 by the quantum particle governed by
any such Hamiltonian has both the same form and the same ‘magnitude’ (hence
the same γ-parameter, or γj-parameters) irrespective of the transversal momentum,
namely the quantum number k.
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In addition, from the mathematical point of view uniformly fibred extensions
allow for a completely explicit description not only in mixed position-momentum
variables (x, k), namely extensions of Hα, but also in the original physical coordi-
nates (x, y), namely extensions of the symmetric operator Hα = F−12 HαF2 acting
on L2(R× S1, dxdy), explicitly qualified in (2.11).
This is the content of the main result of the present Section.
Theorem 7.1. Let α ∈ [0, 1). The densely defined, symmetric operator
Hα = F−12 HαF2 = −
∂2
∂x2
− |x|2α ∂
2
∂y2
+
α(2 + α)
4x2
D(H±α ) = C∞c (R±x × S1y)
admits, among others, the following families of self-adjoint extensions in L2(R ×
S1, dxdy) :
• Friedrichs extension: Hα,F , where Hα,F = F−12 Hα,FF2;
• Family IR: {H[γ]α,R | γ ∈ R}, where H[γ]α,R = F−12 H [γ]α,R F2;
• Family IL: {H[γ]α,L | γ ∈ R}, where H[γ]α,L = F−12 H [γ]α,L F2;
• Family IIa with a ∈ C: {H[γ]α,a | γ ∈ R}, where H[γ]α,a = F−12 H [γ]α,a F2;
• Family III: {H[Γ]α |Γ ≡ (γ1, γ2, γ3, γ4) ∈ R4}, where H[Γ]α = F−12 H [Γ]α F2.
Each element from any such family is qualified by being the restriction of the adjoint
operator
D(H∗α) =
{
φ ∈ L2(R× S1, dxdy) such that(
− ∂2∂x2 − |x|2α ∂
2
∂y2 +
α(2+α)
4x2
)
φ± ∈ L2(R± × S1, dxdy)
}
(H±α )
∗φ± = −∂
2φ±
∂x2
− |x|2α ∂
2φ±
∂y2
+
α(2 + α)
4x2
φ±
(7.5)
to the functions
φ =
(
φ−
φ+
)
, φ± ∈ L2(R± × S1, dxdy)
for which the limits
φ±0 (y) = lim
x→0±
|x|α2 φ±(x, y)(7.6)
φ±1 (y) = lim
x→0±
|x|−(1+α2 )(φ±(x, y)− φ±0 (y)|x|−α2 )(7.7)
= ±(1 + α)−1 lim
x→0±
|x|−α∂x
(|x|α2 φ±(x, y))
exist and are finite for almost every y ∈ S1, and satisfy the following boundary
conditions, depending on the considered type of extension, for almost every y ∈ R:
φ±0 (y) = 0 if φ ∈ D(Hα,F ) ,(7.8) {
φ−0 (y) = 0
φ+1 (y) = γφ
+
0 (y)
if φ ∈ D(H[γ]α,R) ,(7.9) {
φ−1 (y) = γφ
−
0 (y)
φ+0 (y) = 0
if φ ∈ D(H[γ]α,L) ,(7.10) {
φ+0 (y) = a φ
−
0 (y)
φ−1 (y) + a φ
+
1 (y) = γφ
−
0 (y)
if φ ∈ D(H[γ]α,a) ,(7.11) {
φ−1 (y) = γ1φ
−
0 (y) + (γ2 + iγ3)φ
+
0 (y)
φ+1 (y) = (γ2 − iγ3)φ−0 (y) + γ4φ+0 (y)
if φ ∈ D(H[Γ]α ) .(7.12)
50 M. GALLONE, A. MICHELANGELI, AND E. POZZOLI
Moreover,
(7.13) φ±0 ∈ Hs0,±(S1, dy) and φ±1 ∈ Hs1,±(S1, dy)
with
• s1,± = 12 1−α1+α for the Friedrichs extension,
• s1,− = 12 1−α1+α , s0,+ = s1,+ = 12 3+α1+α for extensions of type IR,
• s1,+ = 12 1−α1+α , s0,− = s1,− = 12 3+α1+α for extensions of type IL,
• s1,± = s0,± = 12 1−α1+α for extensions of type IIa,
• s1,± = s0,± = 12 3+α1+α for extensions of type III.
7.2. General strategy.
The proof of Theorem 7.1 is going to require quite a detailed analysis, as we shall
now explain. All the preparation is developed in Subsect. 7.2 through 7.7, and the
proof will be discussed in Subsect. 7.8.
The trivial part is of course the reconstruction of each uniformly fibred extension
of Hα through a direct sum of self-adjoint extensions of the Aα(k)’s. Instead, the
difficult part is to extract the appropriate information so as to export the boundary
conditions of self-adjointness from the mixed position-momentum variables (x, k)
to the physical coordinates (x, y). The inverse Fourier transform F−12 is indeed
a non-local operation, and in order to ‘add up’ the boundary conditions initially
available k by k, one needs suitable uniformity controls in k.
Let H u.f.α be a uniformly fibred extension of Hα. A generic element (gk)k∈Z ∈
D(H u.f.α ) can be represented as in (6.12) with the ‘summability’ conditions (6.13)-
(6.14) that guarantee (gk)k∈Z to belong to D(H ∗α ) (Lemma 6.4), plus additional
constraints among the coefficients c±0,k and c
±
1,k that guarantee that D(H u.f.α ) is in-
deed a domain of self-adjointness. Actually, the latter requirement imposes stronger
summability conditions on the c±0,k’s and c
±
1,k’s, as we shall discuss in Subsect. 7.3.
However, the representation (6.12) for the elements of D(H u.f.α ) is problem-
atic when one needs to describe F−12 D(H u.f.α ), namely the same domain in (x, y)-
coordinates (it is immediate from (2.12) that F−12 D(H u.f.α ) is the domain of the
self-adjoint extension F−12 H u.f.α F2 of Hα = F−12 HαF2).
More precisely, when applying F−12 to (6.12), one loses control on the self-
adjointness constraint that now becomes a rather implicit condition between the
(x, y)-functions
(7.14) F−12
((
c−1,kΨ˜α,k
c+1,kΨ˜α,k
))
k∈Z
, F−12
((
c−0,kΦ˜α,k
c+0,kΦ˜α,k
))
k∈Z
.
Recall indeed from (2.4) that
(F+2 )−1((c+1,kΨ˜α,k))k∈Z =
1√
2π
∑
k∈Z
c1,kΨ˜α,k(x)e
iky ,
and similarly for the other components: on such functions of x and y it is not
evident if differentiating or taking the limit x → 0 term by term in the series in k
is actually justified – and it is precisely in terms of such operations that the final
boundary conditions are going to be expressed.
From another perspective, the known regularity and asymptotic properties of
Ψ˜α,k (and, analogously, Φ˜α,k) may well provide the above information on the func-
tion (F+2 )−1((Ψ˜α,k))k∈Z, but it is not evident how to read out useful information
from (F+2 )−1((c+1,kΨ˜α,k))k∈Z so as to finally express the boundary conditions of
self-adjointness in terms of limits as x → 0 of the functions in the domain and on
their derivatives.
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As taking the inverse Fourier transform directly on (6.12) appears not to be
informative in practice, we shall follow a second route inspired to the alternative
representation (5.26) (Theorem 5.5).
Now the generic element (gk)k∈Z ∈ D(H u.f.α ) is represented for each k as
(7.15) gk =
(
ϕ−k
ϕ+k
)
+
(
g−0,k
g+0,k
)
|x|−α2 P +
(
g−1,k
g+1,k
)
|x|1+α2 P
where each ϕk ∈ D(Aα(k)) and P ∈ C∞c (R) with P (0) = 1.
The evident advantage of (7.15), as compared to (6.12), is that computing
(7.16) φ := F−12 (gk)k∈Z
and using the linearity of F−12 yields formally
(7.17) φ(x, y) = ϕ(x, y) + g1(y)|x|1+α2 P (x) + g0(y)|x|−α2 P (x)
with
ϕ := F−12 (ϕk)k∈Z(7.18)
g0 := F−12 (g0,k)k∈Z(7.19)
g1 := F−12 (g1,k)k∈Z .(7.20)
In (7.17) the function ϕ is expected to retain the regularity in x and the fast
vanishing properties, as x → 0, of each ϕk, and hence ϕ is expected to be a
subleading term when taking limx→0 φ(x, y) and limx→0 ∂xφ(x, y); on the other
hand, the regularity and short-distance behaviour in x of the other two summands in
the r.h.s. of (7.17) are immediately read out, unlike the situation with the functions
(7.14). Moreover, and most importantly, since H u.f.α is a uniformly fibred extension,
the boundary condition of self-adjointness in (7.15) (namely a condition among
those listed in the third column of Table 1) takes the same form, with the same
extension parameter, irrespective of k, and therefore is immediately exported, in
the same form and with the same extension parameter, between g0(y) and g1(y)
for almost every y ∈ S1.
The above reasoning paves the way to a classification of the family of uniformly
fibred extensions of Hα in terms of explicit boundary conditions as x→ 0.
Clearly, so far (7.17) is only formal: one must guarantee that (7.18)-(7.20) are
actually well-posed and define square-integrable functions in the corresponding vari-
ables, with the desired properties. This is in fact the price to pay for the present
strategy, whereas for the functions (7.14) it was clear a priori that F−12 is applicable,
thanks to Lemma 6.11.
As we shall comment further on (Subsect. 7.4), such a strategy will lead to the
following somewhat awkward circumstance: whereas Lemma 6.11 guarantees that
applying F−12 on (gk)k∈Z represented as in (6.12) yields three distinct functions,
each of which belongs to F−12 D(H ∗α ) = D(H∗α), the three summands in the r.h.s. of
(7.17) will be proved to belong to L2(R× S1, dxdy), none of which being however
in D(H∗α) in general! – only their sum is, due to cancellations of singularities. This
explains why the analysis is going to be particularly onerous.
7.3. Integrability and Sobolev regularity of g0 and g1.
Following the programme outlined in the previous Subsection, let us show that
(7.19) and (7.20) indeed defines functions in L2(S1, dy) with suitable regularity.
Proposition 7.2. Let α ∈ [0, 1) and let (gk)k∈Z ∈ D(H u.f.α ), where H u.f.α is one
of the operators (6.2) or (7.1)-(7.4), for given parameters γ ∈ R, a ∈ C, Γ ∈ R4,
depending on the type. With respect to the representation (7.15) of each gk, one
has the following.
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(i) If H u.f.α is the Friedrichs extension, then
(7.21)
∑
k∈Z
|k| 1−α1+α |g±1,k|2 < +∞ , g±0,k = 0 .
(ii) If H u.f.α is of type IR, then∑
k∈Z
|k| 1−α1+α |g−1,k|2 < +∞ , g−0,k = 0 ,∑
k∈Z
|k| 3+α1+α |g+1,k|2 < +∞ ,
∑
k∈Z
|k| 3+α1+α |g+0,k|2 < +∞ .
(7.22)
(iii) If H u.f.α is of type IL, then∑
k∈Z
|k| 1−α1+α |g+1,k|2 < +∞ , g+0,k = 0 ,∑
k∈Z
|k| 3+α1+α |g−1,k|2 < +∞ ,
∑
k∈Z
|k| 3+α1+α |g−0,k|2 < +∞ .
(7.23)
(iv) If H u.f.α is of type IIa, then∑
k∈Z
|k| 1−α1+α |g±1,k|2 < +∞ ,
∑
k∈Z
|k| 3+α1+α |g±0,k|2 < +∞ ,∑
k∈Z
|k| 3+α1+α |g−1,k + ag+1,k|2 < +∞ .
(7.24)
(v) If H u.f.α is of type III, then
(7.25)
∑
k∈Z
|k| 3+α1+α |g±0,k|2 < +∞ ,
∑
k∈Z
|k| 3+α1+α |g±1,k|2 < +∞ .
Corollary 7.3. Under the assumptions of Proposition 7.2, (g±0,k)k∈Z and (g
±
1,k)k∈Z
belong ℓ2(Z). Hence, (7.19) and (7.20) define functions y 7→ g±0 (y) and y 7→ g±1 (y)
that belong to L2(S1, dy). In particular, the summability properties (7.21)-(7.25)
imply that g±0 ∈ Hs0,±(S1, dy) and g±1 ∈ Hs1,±(S1, dy), where the order of such
Sobolev spaces is, respectively,
(i) s1,± = 12
1−α
1+α for the Friedrichs extension,
(ii) s1,− = 12
1−α
1+α , s0,+ = s1,+ =
1
2
3+α
1+α for extensions of type IR,
(iii) s1,+ =
1
2
1−α
1+α , s0,− = s1,− =
1
2
3+α
1+α for extensions of type IL,
(iv) s1,± = s0,± = 12
1−α
1+α for extensions of type IIa,
(v) s1,± = s0,± = 12
3+α
1+α for extensions of type III.
Proof of Proposition 7.2. For each case, the proof is organised in two levels. First,
we consider each family of extensions as characterised by Theorem 5.4 in terms
of certain self-adjointness constraints between the coefficients c±0 and c
±
1 of the
representation (6.11)-(6.12) of the elements of D(H ∗α ), and we show that owing
to such constraints the a priori summability (6.14)-(6.15) of the c±0 ’s and c
±
1 ’s is
actually enhanced (see also Remark 7.4 below). Then, we export the resulting
summability of the c±0 ’s and c
±
1 ’s on to the g
±
0 ’s and g
±
1 ’s by means of the relations
g±0,k = c
±
0,k
√
π(1+α)
2|k|(7.26)
g±1,k = c
±
1,k
√
2|k|
π(1+α)3 ‖Φα,k‖2L2(R+) − c±0,k
√
π|k|
2(1+α)(7.27)
valid for k 6= 0 (see (3.56) above). Obviously, it suffices to prove the final summa-
bility properties for k ∈ Z \ {0}. Let us also recall from (3.18) that
‖Φα,k‖2L2(R+) ∼ |k|−
2
1+α ,
QUANTUM GEOMETRIC CONFINEMENT/TRANSMISSION IN GRUSHIN CYLINDER 53
namely for some multiplicative constant depending only on α.
(i) Theorem 5.4 states that for this case c±0,k = 0. This, together with (6.14) and
(7.27), yields
+∞ >
∑
k∈Z\{0}
|k|− 21+α |c±1,k|2 ∼
∑
k∈Z\{0}
|k| 1−α1+α |g±1,k|2 .
(ii) Theorem 5.4 states that for this case c+0,k = 0 and c
+
1,k = βkc
+
0,k with βk given
for k 6= 0 by
γ = |k|1+α
(
2‖Φα,k‖2L2
π(1+α) βk − 1
)
(see (3.59) above), that is, βk ∼ |k| 21+α at the leading order in k. (Here the operator
of multiplication by βk is what we denoted in abstract by S(k) in the discussion
following Theorem (6.7) – see (6.17) above.) This, together with (6.15) and (7.26)
yields
+∞ >
∑
k∈Z\{0}
|k|− 21+α |c+1,k|2 =
∑
k∈Z\{0}
|k|− 21+α |βkc+0,k|2 ∼
∑
k∈Z\{0}
|k| 3+α1+α |g+0,k|2 .
From this one also obtains ∑
k∈Z\{0}
|k| 3+α1+α |g+1,k|2 < +∞ ,
owing to the self-adjointness condition in the form g+1,k = γg
+
0,k (Theorem 5.1). As
for the summability of the c−1,k, one proceeds precisely as in case (i).
(iii) The reasoning for this case is completely analogous as for case (ii), upon
exchanging the ‘+’ coefficients with the ‘−’ coefficients.
(iv) Theorem 5.4 states for this case
c−0,k = c0,k , c
−
1,k = τkc0,k + c˜0,k ,
c+0,k = ac0,k , c
+
1,k = τkac0,k − a−1c˜0,k ,
with τk given for k 6= 0 by
γ := (1 + |a|2) |k|1+α
(
2‖Φα,k‖2L2
π(1+α) τk − 1
)
,
(see (5.19) above), that is τk ∼ |k| 21+α at the leading order in k. This, together
with the a priori bounds (6.15), and with (7.26), yields
+∞ >
∑
k∈Z\{0}
|k|− 21+α |c−1,k + ac+1,k|2 =
∑
k∈Z\{0}
|k|− 21+α |(1 + |a|2)τkc0,k|2
∼
∑
k∈Z\{0}
|k| 3+α1+α |g−0,k|2 .
From this, and self-adjointness conditions g+0,k = ag
−
0,k and g
−
1,k + ag
+
1,k = γg
−
0,k
(Theorem 5.1), one obtains the last two conditions in (7.24). As for establishing
the first condition in (7.24), one has∑
k∈Z\{0}
|k| 1−α1+α |g±1,k|2
6
∑
k∈Z\{0}
|k| 1−α1+α |c±1,k|2 4|k|π(1+α3)‖Φα,k‖4L2(R+) +
∑
k∈Z\{0}
|k| 1−α1+α |c±0,k|2 π|k|(1+α)
∼
∑
k∈Z\{0}
|k|− 21+α |c±1,k|2 +
∑
k∈Z\{0}
|k| 3+α1+α |g±0,k|2 < +∞ ,
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having used (7.27) for the first step, (7.26) for the second step, and the a priori
bounds (6.15) as well as the already proved second condition in (7.24) for the last
step.
(v) Theorem 5.4 states for this case(
c−1,k
c+1,k
)
=
(
τ1,k τ2,k + iτ3,k
τ2,k − iτ3,k τ4,k
)(
c−0,k
c+0,k
)
with
γ1 =
|k|
1+α
(
2‖Φα,k‖2L2
π(1+α) τ1,k − 1
)
γ2 + iγ3 = (τ2,k + iτ3,k)
2|k|
π(1+α)2 ‖Φα,k‖2L2
γ4 =
|k|
1+α
(
2‖Φα,k‖2L2
π(1+α) τ4,k − 1
)
(see (5.20) above). Thus,
τ1,k ∼ |k| 21+α , τ2,k ± iτ3,k ∼ |k|
1−α
1+α , τ4,k ∼ |k| 21+α ,
and (
c−1,k
c+1,k
)
∼
(
|k| 21+α |k| 1−α1+α
|k| 1−α1+α |k| 21+α
)(
c−0,k
c+0,k
)
∼
(
|k| 5+α2(1+α) |k| 3−α2(1+α)
|k| 3−α2(1+α) |k| 5+α2(1+α)
)(
g−0,k
g+0,k
)
at the leading order in k, having used (7.26) in the last asymptotics. As the above
matrix has determinant of leading order |k| 5+α1+α , a standard inversion formula yields(
g−0,k
g+0,k
)
∼ |k|− 5+α2(1+α)
(
1 |k|− 7+α2(1+α)
|k|− 7+α2(1+α) 1
)(
c−1,k
c+1,k
)
,
whence
|g−0,k|2 + |g+0,k|2 . |k|−
5+α
1+α
(|c−0,k|2 + |c+0,k|2)
at the leading order in k. Therefore,∑
k∈Z\{0}
|k| 3+α1+α |g±0,k|2 .
∑
k∈Z\{0}
|k|− 21+α (|c−0,k|2 + |c+0,k|2) < +∞ ,
having used the a priori bound (6.15) for the last step. This establishes the first
condition in (7.25). The second condition follows at once from the first by means
of the self-adjointness constraints
g−1,k = γ1g
−
0,k + (γ2 + iγ3)g
+
0,k
g+1,k = (γ2 − iγ3)g−0,k + γ4g+0,k
from Theorem 5.1. 
Remark 7.4 (Enhanced summability). Let (gk)k∈Z ∈ D(H ∗α ). As established
in Lemma 6.4, the coefficients c0,k given by the representation (6.11)-(6.12) of gk
satisfy ∑
k∈Z\{0}
|k|− 21+α |c±0,k|2 < +∞ .
If in addition (gk)k∈Z ∈ D(H u.f.α ) for some uniformly-fibred extension of Hα, then
Prop. 7.2 above shows that the coefficients g0,k given by the representation (7.15)
of gk satisfy ∑
k∈Z\{0}
|k| 3+α1+α |g±0,k|2 < +∞
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(this covers also the case when the g+0,k’s or the g
−
0,k’s are all zero, depending on
the considered type of extension). The latter condition, owing to (7.26) and hence
g±0,k ∼ |k|−
1
2 c±0,k, implies ∑
k∈Z\{0}
|k| 21+α |c±0,k|2 < +∞ .
Thus, the condition of belonging to D(H u.f.α ), instead of generically to D(H ∗α ),
enhances the summability of the sequence (c±0,k)k∈Z.
7.4. Decomposition of the adjoint into singular terms.
As alluded to at the end of Subsect. 7.2, let us show that the decomposition
induced by (7.15) of a generic element in the domain of a uniformly fibred extension
H u.f.α , namely
(7.28) (gk)k∈Z = (ϕk)k∈Z +
(
g1,k|x|1+α2 P
)
k∈Z +
(
g0,k|x|−α2 P
)
k∈Z ,
unavoidably displays an annoying form of singularity, which affects our subsequent
analysis, in the following sense.
Lemma 7.5. Let α ∈ [0, 1) and let H u.f.α be a uniformly fibred self-adjoint exten-
sion. There exists (gk)k∈Z ∈ D(H u.f.α ) such that, with respect to the decomposition
(7.28), (
g1,k|x|1+α2 P
)
k∈Z /∈ D(H ∗α ) ,(
g0,k|x|−α2 P
)
k∈Z /∈ D(H ∗α ) ,
with the obvious exception of those terms above that are prescribed to be identically
zero for all elements of the domain of the considered uniformly fibred extension.
Clearly, the fact that
(7.29) (ϕk)k∈Z ∈ ℓ2(Z, L2(R, dx))
follows at once by difference from (7.28), because owing to Corollary 7.3 both
(g1,k|x|1+α2 P )k∈Z and (g0,k|x|−α2 )k∈Z belong to ℓ2(Z, L2(R, dx)). However, whereas
in (7.15)/(7.28) each ϕk belongs to D(Aα(k)), their collection (ϕk)k∈Z may fail to
belong to D(Hα) because it may even fail to belong to D(H ∗α )!
In preparation for the proof of Lemma 7.5, a simple computation shows that
A±α (k)
∗(|x|−α2 P ) = α|x|−(1+α2 )P ′ − |x|−α2 P ′′ + k2|x| 3α2 P
A±α (k)
∗(|x|1+α2 P ) = −(2 + α)|x|α2 P ′ − |x|1+α2 P ′′ + k2|x|1+ 5α2 P
for any k ∈ Z and x ≷ 0 depending on the ‘+’ or the ‘-’ case. In particular, as the
cut-off function P is constantly equal to one when |x| < 1,
1I±(x)A
±
α (k)
∗(|x|−α2 P ) = 1I±(x)k2|x| 3α2
1I±(x)A
±
α (k)
∗(|x|1+α2 P ) = 1I±(x)k2|x|1+ 5α2 ,(7.30)
where I− := (−1, 0) and I+ := (0, 1). We can see that this implies∥∥(H ±α )∗(g±0,k|x|−α2 P )k∈Z∥∥2H± > ∑
k∈Z
k4|g±0,k|2 ,(7.31) ∥∥(H ±α )∗(g±1,k|x|1+α2 P )k∈Z∥∥2H± > ∑
k∈Z
k4|g±1,k|2 .(7.32)
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Indeed,∥∥(H +α )∗(g+1,kx1+α2 P )k∈Z∥∥2H+ = ∑
k∈Z
∥∥A+α (k)∗(g+1,kx1+α2 P )∥∥2L2(R+,dx)
>
∑
k∈Z
∥∥g+1,kk2x1+ 5α2 ∥∥2L2((0,1),dx)
= (3 + 5α)−1
∑
k∈Z
k4|g+1,k|2 ,
where we used (2.29) in the first step and (7.30) in the second; all other cases for
(7.31)-(7.32) are obtained in a completely analogous way.
Proof of Lemma 7.5. Let us discuss case by case all possible types of uniformly
fibred extensions. For arbitrary ε > 0 let
ak(ε) :=
{
|k| 11+α− 12 (1+ε) if k ∈ Z \ {0}
0 if k = 0
bk(ε) :=
{
|k|− 11+α− 12 (1+ε) if k ∈ Z \ {0}
0 if k = 0 .
(i) Friedrichs extension Hα,F =
⊕
k∈ZAα,F (k). For this case we choose (gk)k∈Z
with
gk :=
(
ak(ε) Ψ˜α,k
ak(ε) Ψ˜α,k
)
.
With respect to the representation (6.12), c±0,k = 0 and c
±
1,k = ak(ε). Therefore,∑
k∈Z
|k|− 21+α |c±1,k|2 =
∑
k∈Z\{0}
|k|−1−ε < +∞
and, owing to Lemma 6.4, (gk)k∈Z ∈ D(H ∗α ). Moreover, by construction gk satisfies
the conditions of self-adjointness characterising D(Aα,F (k)) stated in Theorem 5.4;
thus, (gk)k∈Z ∈ D(Hα,F ). Expressing now (gk)k∈Z in the representation (7.28),
formulas (7.26)-(7.27) yield
g±0,k = 0 , g
±
1,k ∼ |k|−
1
2 (
2
1+α+ε) (k 6= 0) ,
whence ∑
k∈Z\{0}
k4|g±1,k|2 ∼
∑
k∈Z\{0}
|k| 2+4α1+α −ε = +∞ ⇔ ε ∈ (0, 3+5α1+α ] .
Thus, for ε ∈ (0, 3+5α1+α ], we deduce from (7.32) that (g1,k|x|1+
α
2 P )k∈Z /∈ D(H ∗α ).
(ii) Extensions of type IR: for γ ∈ R let us consider H [γ]α,R =
⊕
k∈ZA
[γ]
α,R(k). For
this case we choose (gk)k∈Z with
gk :=
(
ak(ε)Ψ˜α,k
βkbk(ε)Ψ˜α,k + bk(ε)Φ˜α,k
)
and βk given by
γ = |k|1+α
(
2‖Φα,k‖2L2(R+)
π(1+α) βk − 1
)
.
From (3.18), ‖Φα,k‖2L2(R+) ∼ |k|−
2
1+α (for some multiplicative α-dependent con-
stant), whence βk ∼ |k| 21+α at the leading order in k ∈ Z \ {0}. With respect to the
representation (6.12),
c−0,k = 0 , c
−
1,k = ak(ε) = |k|
1
1+α− 12 (1+ε) ,
c+0,k = bk(ε) = |k|−
1
1+α− 12 (1+ε) , c+1,k = βkbk(ε) ∼ |k|
1
1+α− 12 (1+ε) ,
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at the leading order in k ∈ Z \ {0}, whereas all the above coefficients vanish for
k = 0. Therefore,∑
k∈Z
|k|− 21+α |c+0,k|2 =
∑
k∈Z\{0}
|k|− 41+α−1−ε < +∞ ,
∑
k∈Z
|k|− 21+α |c±1,k|2 =
∑
k∈Z\{0}
|k|−1−ε < +∞ ,
which implies, owing to Lemma 6.4, that (gk)k∈Z ∈ D(H ∗α ). Moreover, by con-
struction gk satisfies the conditions of self-adjointness characterising D(A[γ]α,R(k))
stated in Theorem 5.4; thus, (gk)k∈Z ∈ D(H [γ]α,R). Expressing now (gk)k∈Z in the
representation (7.28), formulas (7.26)-(7.27) yield
g−0,k = 0 , g
−
1,k ∼ |k|−
1
2 (
2
1+α+ε) ,
g+0,k ∼ |k|−
1
2 (
4+2α
1+α +ε) , g+1,k ∼ |k|−
1
2 (
4+2α
1+α +ε) ,
for k ∈ Z \ {0}, up to multiplicative pre-factors depending on α and γ only, all the
above coefficients vanishing for k = 0. From this one obtains∑
k∈Z
k4|g+0,k|2 ∼
∑
k∈Z\{0}
|k| 2α1+α−ε = +∞ ⇔ ε ∈ (0, 1+3α1+α ] ,∑
k∈Z
k4|g+1,k|2 ∼
∑
k∈Z\{0}
|k| 2α1+α−ε = +∞ ⇔ ε ∈ (0, 1+3α1+α ] ,∑
k∈Z
k4|g−1,k|2 ∼
∑
k∈Z\{0}
|k| 2+4α1+α −ε = +∞ ⇔ ε ∈ (0, 3+5α1+α ] .
Thus, for ε ∈ (0, 1+3α1+α ], we deduce from (7.31)-(7.32) that (g0,k|x|−
α
2 P )k∈Z /∈
D(H ∗α ) and (g1,k|x|1+
α
2 P )k∈Z /∈ D(H ∗α ).
(iii) Extensions of type IL: for γ ∈ R let us consider H [γ]α,L =
⊕
k∈ZA
[γ]
α,L(k). For
this case we choose (gk)k∈Z with
gk :=
(
βkbk(ε)Ψ˜α,k + bk(ε)Φ˜α,k
ak(ε)Ψ˜α,k
)
,
with the same βk as in case (ii). With the obvious inversion between ‘-’ and ‘+’
components, the reasoning is the same as in case (ii).
(iv) Extensions of type IIa for given a ∈ C \ {0}: for γ ∈ R let us consider
H
[γ]
α,a =
⊕
k∈ZA
[γ]
α,a(k). For this case we choose (gk)k∈Z with
gk :=
( (
τkbk(ε) + ak(ε)
)
Ψ˜α,k + bk(ε)Φ˜α,k(
τkabk(ε)− a−1ak(ε)
)
Φ˜α,k + abk(ε)Φ˜α,k
)
and τk given by
γ := (1 + |a|2) |k|1+α
(
2‖Φα,k‖2L2(R+)
π(1+α) τk − 1
)
.
In particular, τk ∼ |k| 21+α at the leading order in k ∈ Z \ {0}. With respect to the
representation (6.12),
c±0,k ∼ |k|−
1
1+α− 12 (1+ε) , c±1,k ∼ |k|
1
1+α− 12 (1+ε)
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at the leading order in k ∈ Z \ {0}, whereas all the above coefficients vanish for
k = 0. Therefore,∑
k∈Z
|k|− 21+α |c±0,k|2 =
∑
k∈Z\{0}
|k|− 41+α−1−ε < +∞ ,
∑
k∈Z
|k|− 21+α |c±1,k|2 =
∑
k∈Z\{0}
|k|−1−ε < +∞ ,
which implies, owing to Lemma 6.4, that (gk)k∈Z ∈ D(H ∗α ). Moreover, by con-
struction gk satisfies the conditions of self-adjointness characterising D(A[γ]α,a(k))
stated in Theorem 5.4; thus, (gk)k∈Z ∈ D(H [γ]α,a). Expressing now (gk)k∈Z in the
representation (7.28), formulas (7.26)-(7.27) yield
g±0,k ∼ |k|−
1
2 (
4+2α
1+α −ε) , g±1,k ∼ |k|−
1
2 (
2
1+α+ε)
at the leading order in k ∈ Z \ {0}, all the above coefficients vanishing for k = 0.
From this one obtains∑
k∈Z
k4|g±0,k|2 ∼
∑
k∈Z\{0}
|k| 2α1+α−ε = +∞ ⇔ ε ∈ (0, 1+3α1+α ] ,∑
k∈Z
k4|g±1,k|2 ∼
∑
k∈Z\{0}
|k| 2+4α1+α −ε = +∞ ⇔ ε ∈ (0, 3+5α1+α ] .
Thus, for ε ∈ (0, 1+3α1+α ], we deduce from (7.31)-(7.32) that (g0,k|x|−
α
2 P )k∈Z /∈
D(H ∗α ) and (g1,k|x|1+
α
2 P )k∈Z /∈ D(H ∗α ).
(v) Extensions of type III: for Γ ∈ R4 let us consider H [Γ]α =
⊕
k∈ZA
[Γ]
α (k). For
this case we choose (gk)k∈Z with
gk :=
((
τ1,k + τ2,k + iτ3,k
)
bk(ε)Ψ˜α,k + bk(ε)Φ˜α,k(
τ2,k − iτ3,k + τ4,k
)
bk(ε)Φ˜α,k + bk(ε)Φ˜α,k
)
and (τ1,k, τ2,k, τ3,k, τ4,k) given by
γ1 =
|k|
1+α
(
2‖Φα,k‖2L2(R+)
π(1+α) τ1,k − 1
)
γ2 + iγ3 = (τ2,k + iτ3,k)
2|k|
π(1+α)2 ‖Φα,k‖2L2(R+)
γ4 =
|k|
1+α
(
2‖Φα,k‖2L2(R+)
π(1+α) τ4,k − 1
)
.
In particular,
τ1,k ∼ |k| 21+α , τ2,k ± iτ3,k ∼ |k|
1−α
1+α , τ4,k ∼ |k| 21+α ,
at the leading order in k ∈ Z \ {0}. With respect to the representation (6.12),
c±0,k ∼ |k|−
1
1+α
− 1
2
(1+ε) , c±1,k ∼ |k|
1
1+α
− 1
2
(1+ε)
at the leading order in k ∈ Z \ {0}, whereas all the above coefficients vanish for
k = 0. From this point one repeats verbatim the reasoning of part (iv). 
7.5. Detecting short-scale asymptotics and regularity.
As observed with (7.29), F−12 is applicable to (ϕk)k∈Z and thus (7.18) defines a
function ϕ ∈ L2(R×S1, dxdy). The next step in the strategy outlined in Subsect. 7.2
is to show convenient short-scale asymptotics as x→ 0 for ϕ(x, y) and ∂xϕ(x, y).
Evidently, the possibility that ϕ /∈ F−12 D(H ∗α ) = D(H∗α) (Lemma 7.5) com-
plicates this analysis: no regularity or short-scale asymptotics of the elements of
D(H∗α) can be claimed a priori for ϕ.
For the above purposes we shall make use of the following auxiliary result.
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Lemma 7.6. Let α ∈ [0, 1) and let R : (0, 1)× S1 → C be a function such that
(a)
∥∥x−( 32+α2 )R ∥∥
L2((0,1)×S1,dxdy) < +∞ ,
(b)
∥∥∂2xR ∥∥L2((0,1)×S1,dxdy) < +∞ .
Then for almost every y ∈ S1 the function (0, 1) ∋ x 7→ R(x, y) belongs to H20 ((0, 1])
and as such it satisfies the following properties:
(i) R(·, y) ∈ C1(0, 1),
(ii) R(x, y)
x↓0
= o(x3/2),
(iii) ∂xR(x, y)
x↓0
= o(x1/2).
Remark 7.7. H20 ((0, 1]) in the statement of Lemma 7.6 denotes as usual the closure
of C∞0 ((0, 1]) in theH
2-norm. The edge x = 1 is included so as to mean that there is
no vanishing constraint at x = 1 for the elements of H20 ((0, 1]) and their derivatives:
only vanishing as x ↓ 0 emerges, in the form of conditions (ii) and (iii).
Proof of Lemma 7.6. Assumption (a) in Lemma 7.6 implies thatR(·, y) ∈ L2((0, 1)),
and hence together with (b) it implies that R(·, y) ∈ H2((0, 1)) for a.e. y ∈ S1.
Therefore R(·, y) = ay + byx + ry(x) for a.e. y ∈ S1, for some ay, by ∈ C and
ry ∈ H20 ((0, 1]). For compatibility with assumption (a), necessarily ay = by = 0,
whence R(·, y) ∈ H20 ((0, 1]) for a.e. y ∈ S1. 
Let us discuss the application of Lemma 7.6 to our context.
As we are interested in qualifying for fixed y ∈ S1 the behaviour and the reg-
ularity of x 7→ ϕ(x, y) as x → 0 from each side of the singular point x = 0,
it suffices to analyse the case x > 0; then completely analogous conclusions are
obtained for x < 0. Lemma 7.6 is thus meant to be applied to the restriction
R(x, y) = ϕ(x, y)1(0,1)(x).
In fact, since in general ϕ ∈ L2(R× S1, dxdy) \ D(H∗α), we are not able to check
the assumptions (a) and (b) of Lemma 7.6 directly for ϕ. We opt instead for
splitting ϕ into a component in D(Hα) plus a remainder, the explicit form of which
will allow to apply Lemma 7.6.
This idea is implicit in the very choice of (ϕk)k∈Z made in (7.15). Let us recall
that for given (gk)k∈Z we could represent
g±k = ϕ
±
k + g
±
1,k|x|1+
α
2 P + g±0,k|x|−
α
2 P
and also
g±k = ϕ˜
±
k + c
±
1,kΨ˜α,k + c
±
0,kΦ˜α,k ,
where
(7.33) (ϕ˜±k )k∈Z ∈ D
(⊕
k∈Z
A±α (k)
)
= D(H ±α )
Moreover, as argued in the proof of Theorem 5.5, for each k ∈ Z \ {0} we can split
(7.34) ϕ±k = ϕ˜
±
k + ϑ
±
k ,
while keeping
(7.35) ϕ˜±0 ≡ ϕ±0 and ϑ±0 ≡ 0 when k = 0 ,
where
(7.36) ϑ±k = ϑ
±
0,k + ϑ
±
1,k
with
ϑ±0,k := c
±
0,k
(
Φ˜α,k −
√
π(1+α)
2|k| |x|−
α
2 P +
√
π|k|
2(1+α) |x|1+
α
2 P
)
(7.37)
ϑ±1,k := c
±
1,k
(
Ψ˜α,k −
√
2|k|
π(1+α)3 ‖Φα,k‖2L2(R+) |x|1+
α
2 P
)
(7.38)
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and
(7.39) ϑ±0,k, ϑ
±
1,k ∈ D
(
A±α (k)
)
= H20 (R
±) ∩ L2(R±, 〈x〉4α dx) .
It is important to remember that for later convenience the zero mode is all cast
into ϕ˜±0 ≡ ϕ±0 , hence (ϑk)k∈Z ≡ (ϑk)k∈Z\{0}.
The decomposition (7.34)-(7.38) induces the splitting
(7.40) (ϕk)k∈Z = (ϕ˜k)k∈Z + (ϑk)k∈Z
as an identity in ℓ2(Z, L2(R+, dx)), where (ϑk)k∈Z does not necessarily belong to
D(H ∗α ), as (ϕk)k∈Z does not either (Lemma 7.5). In turn, owing to (7.29) and
(7.33), the identity (7.40) yields the splitting
(7.41) ϕ(x, y) = ϕ˜(x, y) + ϑ(x, y) , (x, y) ∈ R× S1 ,
with
ϕ˜ := F−12 (ϕ˜k)k∈Z ∈ F−12 D
(
H
±
α
)
= D(Hα)(7.42)
ϑ := F−12 (ϑk)k∈Z ∈ L2(R× S1, dxdy) .(7.43)
Here ϑ may fail to belong to D(H∗α), precisely as ϕ.
The explicit information that ϕ˜ ∈ D(Hα) and the explicit expression for ϑ will
finally allow us to apply Lemma 7.6 separately to each of them. This will be the
object of Subsect. 7.6 and 7.7.
7.6. Control of ϕ˜.
We are concerned now with the regularity and the behaviour as x → 0± of the
functions belonging to D(H±α ).
Clearly, from (2.11),
(7.44) D(H±α ) = C∞c (R±x × S1y)‖ ‖Hα ,
where ‖h‖Hα :=
(‖h‖2
L2(R±x ×S1y)
+ ‖H±αh‖2L2(R±x ×S1y)
)1/2
.
We also recall, from H±α ⊂ (H±α )∗ and from (2.17), that
(7.45) H±α ϕ˜± =
(
− ∂
2
∂x2
− |x|2α ∂
2
∂y2
+
Cα
|x|2
)
ϕ˜± ∀ϕ˜± ∈ D(H±α ) .
The main result here is the following.
Proposition 7.8. Let α ∈ [0, 1). There exists a constant Kα > 0 such that for any
ϕ˜± ∈ D(H±α ) one has
(7.46)
∥∥ |x|−2ϕ˜± ∥∥
L2(R±x ×S1y)
+
∥∥∂2xϕ˜±∥∥L2(R±x ×S1y) 6 Kα ∥∥H±α ϕ˜±∥∥L2(R±x ×S1y) .
When α ↑ 1, then Kα → +∞. As a consequence, ϕ˜± satisfies the assumptions of
Lemma 7.6 and therefore, for almost every y ∈ S1,
(i) the function x 7→ ϕ˜±(x, y) belongs to C1(0, 1),
(ii) ϕ˜±(x, y) = o(|x|3/2) as x→ 0±,
(iii) ∂xϕ˜
±(x, y) = o(|x|1/2) as x→ 0±.
As we only need information on the limit separately from each side of the singu-
larity, it is enough to consider the ‘+’ case: the same conclusions will apply also to
the ‘-’ case. Thus, in the remaining part of this Subsection, we shall simply write
ϕ˜ for ϕ˜+ ∈ D(H+α ).
The proof of Proposition 7.8 relies on two technical estimates. The first is an
iterated version of the standard one-dimensional inequality by Hardy
(7.47) ‖r−1h‖L2(R+,dr) 6 2 ‖h′‖L2(R+,dr) ∀h ∈ C∞0 (R+) .
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Lemma 7.9 (Double-Hardy inequality). For any h ∈ C∞c (R+) one has
(7.48) ‖r−2h‖L2(R+,dr) 6
4
3
‖h′′‖L2(R+,dr) .
Corollary 7.10. Let α ∈ [0, 1) and let ϕ˜ ∈ C∞c (R+x × S2y). Then
(7.49) ‖x−2ϕ˜‖L2(R+x×S1y) 6
4
3
‖∂2xϕ˜‖L2(R+x×S1y) .
Proof of Lemma 7.9. As h ∈ C∞c (R+), all the considered integrals are finite, be-
cause the integrand functions are supported away from zero, and moreover integra-
tion by parts produces no boundary terms. One has
‖r−2h‖2L2 =
∫ +∞
0
|h(r)|2
r4
dr = −1
3
∫ +∞
0
( 1
r3
)′
h(r) h(r) dr
=
1
3
∫ +∞
0
1
r3
(
h(r) h(r)
)′
dr =
2
3
Re
∫ +∞
0
h(r) h′(r)
r3
dr ,
and in turn, by means of a weighted Cauchy-Schwarz inequality and Hardy’s in-
equality, ∣∣∣ ∫ +∞
0
h(r) h′(r)
r3
dr
∣∣∣ 6 12a‖r−2h‖2L2 + 12a−1‖r−1h′‖2L2
6 12a‖r−2h‖2L2 + 2a−1‖h′′‖2L2
for some a > 0. Thus,
‖r−2h‖2L2 6 13a ‖r−2h‖2L2 + 43a−1 ‖h′′‖2L2 ,
whence
‖r−2h‖2L2 6
4
a(3− a) ‖h
′′‖2L2 .
Optimising over a ∈ (0, 3) yields a = 32 , which corresponds to ‖r−2h‖2L2 6 169 ‖h′′‖2L2.
This is precisely (7.48). 
The second estimate is meant to control the term x2α∂2y of Hα and reads as
follows.
Lemma 7.11. Let α ∈ [0, 1). There exists a constant Dα > 0 such that for any
ϕ˜ ∈ D(H+α ) one has
(7.50) ‖x2α∂2y ϕ˜‖L2(R+x×S1y) 6 Dα
∥∥H+α ϕ˜∥∥L2(R+x×S1y) .
Proof. It is enough to prove (7.50) for any ϕ˜ ∈ C∞c (R+x × S1y); then the general
inequality is merely obtained by closure, owing to (7.44). To this aim, let (ϕ˜k)k∈Z :=
F+2 ϕ˜ ∈ H ∼= ℓ2(Z, L2(R+, dx)). One has∥∥x2α∂2y ϕ˜∥∥2L2(R+x×S1y) = ∑
k∈Z
‖x2αk2 ϕ˜k‖2L2(R+)
=
∑
k∈Z\{0}
‖x2αk2RGα,kAα,F (k)ϕ˜k‖2L2(R+)
6
∑
k∈Z\{0}
‖x2αk2RGα,k
∥∥2
op
∥∥A+α (k)ϕ˜k‖2L2(R+)
where we used Plancherel’s formula in the first identity and Proposition 3.16 in the
second identity. Owing from Lemma 3.3(ii), ‖x2αk2RGα,k‖op 6 Dα uniformly in k
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for some Dα > 0. Based on this fact, and on Lemma 2.3 (formula (2.30)), one then
has ∥∥x2α∂2y ϕ˜∥∥2L2(R+x×S1y) 6 D2α∑
k∈Z
∥∥A+α (k)ϕ˜k‖2L2(R+) = D2α ∥∥H +α (ϕ˜k)k∈Z∥∥2H
= D2α
∥∥H+α ϕ˜∥∥2L2(R+x×S1y) ,
which completes the proof. 
Based upon the above estimates, we can prove Proposition 7.8.
Proof of Proposition 7.8. Again, it suffices to establish (7.46) when ϕ˜ ∈ C∞c (R+x ×
S1y), and then conclude by density from (7.44).
One has
‖∂2xϕ˜‖L2(Rx×S1y) 6
∥∥H+α ϕ˜∥∥L2(Rx×S1y) + ∥∥x2α∂2y ϕ˜∥∥L2(R+x×S1y) + Cα‖x−2ϕ˜‖L2(R+x×S1y)
6
∥∥H+α ϕ˜∥∥L2(R+x×S1y) +Dα∥∥H+α ϕ˜∥∥L2(R+x×S1y) + 4Cα3 ‖∂2xϕ˜‖L2(R+x×S1y) ,
where the first inequality is a triangular inequality based on (7.45), whereas the
second inequality follows directly from Corollary 7.10 and Lemma 7.11.
Therefore,
‖∂2xϕ˜‖L2(R+x×S1y) 6
1 +Dα
1− 43Cα
∥∥H+α ϕ˜∥∥L2(R+x×S1y) .
As Cα =
1
4α(2+α), the constant Kα := (1+Dα)(1− 43Cα)−1 is strictly positive for
any α of interest, namely, α ∈ (0, 1). Moreover,Kα → +∞ as α ↑ 1 (indeed, tracing
back the constant Dα through the proof of Lemma 3.3 where it was imported from
in Lemma 7.11, it is easy to see that Dα does not diverge when α ↑ 1). The proof
is thus completed. 
7.7. Control of ϑ.
As a counterpart to Subsect. 7.6, let us now prove the needed short-scale be-
haviour of the function ϑ ∈ L2(R× S1, dxdy) defined in (7.43).
Let us recall that ϑ± may well fail to belong to D(H±α ) and therefore cannot be
controlled by means of Prop. 7.8: a separate analysis is needed, and we base it on
the explicit expression and homogeneity properties of ϑ.
Our main result here is the following.
Proposition 7.12. Let α ∈ [0, 1). For almost every y ∈ S1,
(i) the function x 7→ ϑ±(x, y) belongs to C1(0, 1),
(ii) ϑ±(x, y) = o(|x|3/2) as x→ 0±,
(iii) ∂xϑ
±(x, y) = o(|x|1/2) as x→ 0±.
In preparation for the proof of this result, in terms of the functions
h0,k :=
√
2
π(1+α) |k|
1
2(1+α)
(
Φα,k −
√
π(1+α)
2|k| x
−α2 +
√
π|k|
2(1+α) x
1+α2
)
h1,k :=
√
2
π(1+α) |k|
5
2(1+α)
(
Ψα,k −
√
2|k|
π(1+α)3 ‖Φα,k‖2L2(R+) |x|1+
α
2
)(7.51)
defined on R+ for each k ∈ Z \ {0}, one sees from (7.37)-(7.38) that
ϑ±0,k(x) = c
±
0,k
√
π(1+α)
2 |k|−
1
2(1+α) h0,k(|x|) 0 < ±x < 1 ,
ϑ±1,k(x) = c
±
1,k
√
π(1+α)
2 |k|−
5
2(1+α) h1,k(|x|) 0 < ±x < 1 .
(7.52)
Clearly the above identities are not valid when |x| > 1.
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Lemma 7.13. Let α ∈ [0, 1) and k ∈ Z \ {0}. For x ∈ R+ one has
(7.53) h0,k(x) := w0
(|k|x1+α) , h1,k(x) := w1(|k|x1+α)
with
(7.54) w0(x) := x
− α
2(1+α)
(
e−
x
1+α − 1 + x1+α
)
and
w1(x) := x
− α
2(1+α) e−
x
1+α
∫ x 11+α
0
dρ ρ−α sinh (ρ
1+α
1+α ) e
− ρ1+α1+α
+ x−
α
2(1+α) sinh ( x1+α )
∫ +∞
x
1
1+α
dρ ρ−α e−
2ρ1+α
1+α
− 2− 1−α1+α (1 + α)− 1+3α1+α Γ( 1−α1+α)x 2+α2(1+α) .
(7.55)
Proof. Plugging the explicit expression (3.15) for Φα,k into the first formula in
(7.51) one finds
h0,k(x) =
(|k| 11+αx)−α2 (e− |k|1+αx1+α − 1 + |k|x1+α1+α ) = w0(|k|x1+α)
with w0 defined by (7.54). Analogously, inserting the expression (3.35) for Ψα,k
and the expression (3.18) for ‖Φα,k‖2L2(R+) into the second formula in (7.51), one
obtains
h±1,k(x) =
(|k| 11+αx)−α2 e− |k|x1+α1+α ∫ x|k| 11+α
0
dρ ρ−α sinh (ρ
1+α
1+α ) e
− ρ1+α1+α
+
(|k| 11+αx)−α2 sinh ( |k|x1+α1+α )∫ +∞
x|k|
1
1+α
dρ ρ−α e−
2ρ1+α
1+α
− 2− 1−α1+α (1 + α)− 1+3α1+α Γ( 1−α1+α) (|k| 11+αx)1+α2
= w1
(|k|x1+α)
with w1 defined by (7.55). 
Lemma 7.14. Let α ∈ [0, 1) and k ∈ Z \ {0}. The functions h0,k and h1,k defined
in (7.51) satisfy ∥∥x−2hj,k∥∥2L2((0,1)) 6 |k| 31+α ∥∥x−2hj,1∥∥2L2(R+)(7.56) ∥∥h′′j,k∥∥2L2((0,1)) 6 |k| 31+α ∥∥h′′j,1∥∥2L2(R+)(7.57)
for j ∈ {0, 1}.
Proof. By means of the homogeneity properties (7.53) one finds
∥∥x−2hj,k∥∥2L2((0,1)) = ∫ 1
0
∣∣x−2wj(|k|x1+α)∣∣2 dx
= |k| 31+α
∫ |k| 11+α
0
|x−2wj(x1+α)|2 dx
6 |k| 31+α
∫ +∞
0
|x−2hj,1(x)|2 dx
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and∥∥h′′j,k∥∥2L2((0,1)) = ∫ 1
0
∣∣∣ d2
dx2
wj
(|k|x1+α)∣∣∣2 dx
=
∫ 1
0
∣∣(1 + α)2|k|2x2αw′′j (|k|x1+α)+ α(1 + α)|k|x−(1−α)w′j(|k|x1+α)∣∣2 dx
= |k| 31+α
∫ |k| 11+α
0
∣∣(1 + α)2x2αw′′j (x1+α)+ α(1 + α)x−(1−α)w′j(x1+α)∣∣2 dx
= |k| 31+α
∫ |k| 11+α
0
∣∣∣ d2
dx2
wj
(
x1+α
)∣∣∣2 dx 6 |k| 31+α ∫ +∞
0
|h′′j,1(x)|2 dx ,
which proves, respectively, (7.56) and (7.57). 
Lemma 7.15. Let α ∈ [0, 1). The functions h0,1 and h1,1 defined in (7.51) satisfy∥∥x−2hj,1∥∥2L2(R+) < +∞(7.58) ∥∥h′′j,1∥∥2L2(R+) < +∞(7.59)
for j ∈ {0, 1}.
Proof. As h0,1 (resp., h1,1) only agrees with ϑ
+
0,1 (resp., ϑ
+
1,1) over the interval (0, 1),
apart from a α-dependent pre-factor, one cannot deduce (7.58)-(7.59) from (7.39),
because the considered norms are over the whole R+. However, the reasoning made
in the proof of Theorem 5.5, which led to (7.39), can be essentially repeated here.
Clearly, both h0,1 and h1,1 are C
∞(R+)-functions; therefore, the finiteness of the
norms in (7.58)-(7.59) is only to be checked as x ↓ 0 and x→ +∞. In fact, for
h0,1 = x
−α2
(
e−
x1+α
1+α − 1 + x1+α1+α
)
one can perform a straightforward computation and find
h0,1(x)
x↓0
= x2+
3
2α(1 +O(x1+α)) ,
h0,1(x)
x→+∞
= 11+αx
1−α2 (1 +O(x−1)) ,
and
h′′0,1(x)(x)
x↓0
= x
3
2α
(
9
8 − 18(1+α)2
)
(1 +O(x1+α)) ,
h′′0,1(x)
x→+∞
= α(2+α)4(1+α) x
−(1+α2 )(1 + o(1)) .
Such asymptotics imply (7.58)-(7.59) when j = 0, as α ∈ (0, 1). Concerning
h1,1 =
√
2
π(1+α) Ψα,1 − 2π(1+α)2 ‖Φα,1‖2L2(R+) x1+
α
2 ,
the square-integrability of x−2h1,1 is controlled analogously to the proof of Theorem
5.5: the short-distance asymptotics (3.33) for Ψα,1 gives a convenient compensation
in h1,1 as x ↓ 0, whereas at infinity the control can be simply made term by term,
as Ψα,1 ∈ L2(R+). Thus, (7.58) is also proved for j = 1. Next, we consider
h′′1,1 =
√
2
π(1+α) Ψ
′′
α,1 − 2π(1+α)2 ‖Φα,1‖2L2(R+) α(2+α)2 x−(1−
α
2 ) .
As Ψα,1 = RGα,1Φα,1 and RGα,1 = (A
+
α,F (1))
−1 (see (3.32) and Prop. 3.16 above),
then
Ψ′′α,1 = −
(− d2dx2 + x2α + α(2+α)2 x−2)RGα,1Φα,1 + (x2α + α(2+α)2 x−2)Ψα,1
= −Φα,1 +
(
x2α + α(2+α)2 x
−2)Ψα,1 ,
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whence
h′′1,1 = −
√
2
π(1+α) Φ1,α +
√
2
π(1+α)
(
x2α + α(2+α)2 x
−2)Ψα,1
− 2π(1+α)2 ‖Φα,1‖2L2(R+) α(2+α)2 x−(1−
α
2 )
= −
√
2
π(1+α) Φ1,α +
√
2
π(1+α) x
2αΨα,1 +
α(2+α)
2 x
−2 h1,1 .
Each of the three summands in the r.h.s. above belongs to L2(R+): in particular,
the second does so because Ψα,1 ∈ ranRGα,k ⊂ L2(R+, 〈x〉4αdx) (Corollary 3.5).
This proves (7.59) for j = 1. 
From (7.52), and from Lemmas 7.14 and 7.15, one immediately deduces:
Corollary 7.16. Let α ∈ [0, 1) and k ∈ Z \ {0}. Then∥∥x−2ϑ±0,k∥∥2L2(I±) . |c±0,k|2 |k| 21+α∥∥(ϑ±0,k)′′∥∥2L2(I±) . |c±0,k|2 |k| 21+α(7.60)
and ∥∥x−2ϑ±1,k∥∥2L2(I±) . |c±1,k|2 |k|− 21+α∥∥(ϑ±1,k)′′∥∥2L2(I±) . |c±1,k|2 |k|− 21+α(7.61)
with I+ = (0, 1) and I− = (−1, 0), where the constants in the above inequalities
only depend on α.
In fact, (7.60)-(7.61) are trivially true also for k = 0: recall indeed (see (7.35)
above) that ϑ0 ≡ 0.
Proof of Proposition 7.12. It clearly suffices to discuss the proof for the ‘+’ com-
ponent ϑ+ = F−12 (ϑ+k )k∈Z. Recall also that ϑ+0 ≡ 0.
Now, owing to Corollary 7.16,∥∥x−2(ϑ+0,k)k∈Z∥∥2ℓ2(Z,L2((0,1),dx)) . ∑
k∈Z\{0}
|c±0,k|2 |k|
2
1+α
∥∥((ϑ±0,k)′′)k∈Z∥∥2ℓ2(Z,L2((0,1),dx)) . ∑
k∈Z\{0}
|c±0,k|2 |k|
2
1+α .
The series in the r.h.s. above are finite, because of the enhanced summability of the
c0,k’s due to the fact that the initially considered (gk)k∈Z belongs to the domain of
a uniformly fibred extension (as observed already in Remark 7.4).
As a first consequence, (ϑ+0,k)k∈Z belongs to ℓ
2(Z, L2((0, 1), dx)), and so too does
(ϑ+1,k)k∈Z by difference from (ϑ
+
k )k∈Z: therefore, the inverse Fourier transform can
be separately applied to
ϑ+ = F−12 (ϑ+k )k∈Z = F−12 (ϑ+0,k)k∈Z + F−12 (ϑ+1,k)k∈Z .
As a further consequence, the above estimates imply, by means of Plancherel’s
formula,∥∥x−2F−12 (ϑ+0,k)k∈Z∥∥2L2((0,1)×S1,dxdy) = ∥∥x−2(ϑ+0,k)k∈Z∥∥2ℓ2(Z,L2((0,1),dx)) < +∞ ,∥∥∂2xF−12 (ϑ+0,k)k∈Z∥∥2L2((0,1)×S1,dxdy) = ∥∥(∂2xϑ+0,k)k∈Z∥∥2ℓ2(Z,L2((0,1),dx)) < +∞ .
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Analogously, Corollary 7.16 also implies∥∥x−2(ϑ+1,k)k∈Z∥∥2ℓ2(Z,L2((0,1),dx)) . ∑
k∈Z\{0}
|c±1,k|2 |k|−
2
1+α ,
∥∥((ϑ±1,k)′′)k∈Z∥∥2ℓ2(Z,L2((0,1),dx)) . ∑
k∈Z\{0}
|c±1,k|2 |k|−
2
1+α ,
and the series in the r.h.s. above are finite because of the general summability for
elements in D(H ∗α ) established in Lemma 6.4, formula (6.15). Thus, for almost
every y ∈ S1, ∥∥x−2F−12 (ϑ+1,k)k∈Z∥∥2L2((0,1)×S1,dxdy) < +∞∥∥∂2xF−12 (ϑ+1,k)k∈Z∥∥2L2((0,1)×S1,dxdy) < +∞ .
Summarising,
‖x−2ϑ+‖L2((0,1)×S1,dxdy) + ‖∂2xϑ+‖L2((0,1)×S1,dxdy) < +∞ .
Therefore, ϑ+ satisfies the assumptions (a) and (b) of Lemma 7.6 (for obviously
|x−( 32+α2 )ϑ+(x, y)| 6 |x−2ϑ+(x, y)| when x ∈ (0, 1), since α ∈ (0, 1)). The thesis
then follows by applying Lemma 7.6. 
7.8. Proof of the classification theorem.
Proof of Theorem 7.1. Let us qualify the domain D(F−12 H u.f.α F2) of the various
uniformly fibred extensions of Hα = F−12 HαF2.
The expression (7.5) for H∗α provided in the statement of the theorem was already
found in (2.17).
Next, let us consider a generic φ = F−12 (gk)k∈Z ∈ D(F−12 H u.f.α F2), where
(gk)k∈Z ∈ D(H u.f.α ). Owing to the definitions (7.17)-(7.20) and to Corollary 7.3,
(7.62) φ(x, y) = ϕ(x, y) + g1(y)|x|1+α2 P (x) + g0(y)|x|−α2 P (x)
where P is a smooth cut-off which is identically equal to one for |x| < 1 and zero
for |x| > 2, and g0, g1 ∈ L2(S1) with further Sobolev regularity as specified therein.
Moreover, upon splitting ϕ = ϕ˜ + ϑ as in (7.41), and using Prop. 7.8 for ϕ˜ and
Prop. 7.12 for ϑ, we deduce that for almost every y ∈ S1
• the function x 7→ ϕ±(x, y) belongs to C1(0, 1),
• ϕ±(x, y) = o(|x|3/2) as x→ 0±,
• ∂xϕ±(x, y) = o(|x|1/2) as x→ 0±.
Plugging this information into (7.62) yields
lim
x→0±
|x|α2 φ±(x, y) = g±0 (y)
lim
x→0±
|x|−(1+α2 )(φ±(x, y)− g±0 (y)|x|−α2 ) = g±1 (y) + lim
x→0±
|x|−(1+α2 )ϕ±(x, y)
= g±1 (y) ,
namely
(7.63) g0 = φ0 , g1 = φ1 ,
proving also that the limits (7.6), as well as the limits of the first line of (7.7),
do exist. Also, the Sobolev regularity stated for φ0 and φ1 follows directly from
Corollary 7.3.
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The second identity in (7.7) is obtained as follows. By means of (7.62) we
compute
±(1 + α)−1 lim
x→0±
|x|−α∂x
(|x|α2 φ±(x, y)) =
= ±(1 + α)−1 lim
x→0±
|x|−α∂x
(|x|α2 ϕ±(x, y) + g±1 (y)|x|1+α + g±0 (y))
= g±1 (y)± (1 + α)−1 lim
x→0±
(|x|α2 ϕ±(x, y)) .
On the other hand,
lim
x→0±
(|x|α2 ϕ±(x, y)) = lim
x→0±
(
α
2 |x|−(1−
α
2 )ϕ±(x, y) + |x|α2 ∂xϕ±(x, y)
)
= 0 ,
having used the properties ϕ±(x, y) = o(|x|3/2) and ϕ±(x, y) = o(|x|1/2) as x→ 0±.
This yields the second identity in (7.7).
It remains to show that for each type of extension, the stated boundary condi-
tions of self-adjointness do hold for φ0 and φ1. As, by (7.19)-(7.20) and by (7.63)
φ±0 (y) =
1√
2π
∑
k∈Z
eikyg±0,k
φ±1 (y) =
1√
2π
∑
k∈Z
eikyg±1,k ,
the above series converging in L2(S1), and since for each uniformly fibred extension
H u.f.α the boundary conditions are expressed by the same linear combinations of the
g±0,k’s and g
±
1,k’s for each k, then now the boundary conditions of self-adjointness
in terms of φ0 and φ1 are immediately read out from those of the classification
Theorem 5.1 for bilateral-fibre extensions (see also Table 1) in terms of g±0,k and
g±1,k. 
8. Putting all together
We can finally get back to the statements made in the introduction, Subsect. 1.2,
that are still to be proved.
Proof of Proposition 1.2. The thesis is actually immediate from the analogous state-
ment (7.5) in Theorem 7.1 for (H±α )
∗, by exploiting the unitary equivalence (2.10),
namely
H±α = (U
±
α )
−1
H
±
α U
±
α
(H±α )
∗ = (U±α )
−1(H±α )
∗ U±α ,
where, as set in (2.2), φ± = U±α f
± = |x|−α2 f±. Tacitly we used the well-known
fact, which is trivial for a finite sum and we also reviewed in Lemma 2.2 for an
infinite sum, that the adjoint of the direct sum of two operators is the direct sum
of the adjoint. 
Proof of Theorem 1.3. Also in this case, the proof is a matter of exporting the
classification of Theorem 7.1 for the uniformly fibred self-adjoint extensions of Hα,
via unitary equivalence, to the corresponding extensions of
Hα = U
−1
α Hα Uα .
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We then define
Hα,F := U
−1
α Hα,F Uα
H
[γ]
α,R := U
−1
α H
[γ]
α,R Uα
H
[γ]
α,L := U
−1
α H
[γ]
α,L Uα
H [γ]α,a := U
−1
α H
[γ]
α,a Uα
H [Γ]α := U
−1
α H
[Γ]
α Uα .
By construction, the above operators are self-adjoint and extend Hα. They are
restrictions of H∗α and as such, in view of Prop. 1.2, each element in their domain
satisfy the integrability and regularity condition (1.21).
A generic function f in the domain of one of the above extensions is by construc-
tion, owing to (2.2), of the form
f = |x|α2 φ
for some φ in the domain of the corresponding unitarily equivalent operator. This
and (7.6)-(7.7) then yield
φ±0 (y) = lim
x→0±
f(x, y) =: f±0 (y)
φ±1 (y) = ±(1 + α)−1 lim
x→0±
|x|−α∂xf(x, y) =: f±1 (y) .
We thus see the limits (1.22)-(1.23) do exists, and are finite because both φ0 and
φ1 belong to L
2(S1).
In fact, the additional Sobolev regularity of f0 and f1 is the same as for φ0 and
φ1, and it is immediately imported from Theorem 7.1.
The very same applies to the expression of the boundary conditions of self-
adjointness for each family of extensions: (7.8)-(7.12) immediately imply (1.24)-
(1.28). 
Acknowledgements
This work was partially supported by the Istituto Nazionale di Alta Matematica
(INdAM), the Alexander von Humboldt foundation, and the European Union’s
Horizon 2020 Research and Innovation Programme under the Marie Sklodowska-
Curie grant agreement no. 765267 (QuSCo). We are warmly grateful to U. Boscain,
D. Dimonte, D. Noja, and A. Posilicano for very fruitful and instructive discussions
on this subject.
References
[1] M. Abramowitz and I. A. Stegun, Handbook of mathematical functions with formulas,
graphs, and mathematical tables, vol. 55 of National Bureau of Standards Applied Mathe-
matics Series, For sale by the Superintendent of Documents, U.S. Government Printing Office,
Washington, D.C., 1964.
[2] A. Agrachev, U. Boscain, and M. Sigalotti, A Gauss-Bonnet-like formula on two-
dimensional almost-Riemannian manifolds, Discrete Contin. Dyn. Syst., 20 (2008), pp. 801–
822.
[3] U. Boscain and C. Laurent, The Laplace-Beltrami operator in almost-Riemannian geom-
etry, Ann. Inst. Fourier (Grenoble), 63 (2013), pp. 1739–1770.
[4] U. Boscain and R. W. Neel, Extensions of Brownian motion to a family of Grushin-type
singularities, arXiv:1910.02256 (2019).
[5] U. Boscain and D. Prandi, Self-adjoint extensions and stochastic completeness of the
Laplace-Beltrami operator on conic and anticonic surfaces, J. Differential Equations, 260
(2016), pp. 3234–3269.
[6] U. Boscain, D. Prandi, and M. Seri, Spectral analysis and the Aharonov-Bohm effect
on certain almost-Riemannian manifolds, Comm. Partial Differential Equations, 41 (2016),
pp. 32–50.
QUANTUM GEOMETRIC CONFINEMENT/TRANSMISSION IN GRUSHIN CYLINDER 69
[7] L. Bruneau, J. Derezin´ski, and V. Georgescu, Homogeneous Schro¨dinger operators on
half-line, Ann. Henri Poincare´, 12 (2011), pp. 547–590.
[8] O. Calin and D.-C. Chang, Sub-Riemannian geometry, vol. 126 of Encyclopedia of Math-
ematics and its Applications, Cambridge University Press, Cambridge, 2009. General theory
and examples.
[9] G. Dell’Antonio and A. Michelangeli, Schro¨dinger operators on half-line with shrinking
potentials at the origin, Asymptot. Anal., 97 (2016), pp. 113–138.
[10] V. Franceschi, D. Prandi, and L. Rizzi, On the essential self-adjointness of singular sub-
Laplacians, arXiv:1708.09626 (2017).
[11] M. Gallone and A. Michelangeli, Self-adjoint realisations of the Dirac-Coulomb Hamil-
tonian for heavy nuclei, Anal. Math. Phys., 9 (2019), pp. 585–616.
[12] M. Gallone, A. Michelangeli, and A. Ottolini, Kre˘ın-Viˇsik-Birman self-adjoint exten-
sion theory revisited, SISSA preprint 25/2017/MATE (2017).
[13] M. Gallone, A. Michelangeli, and E. Pozzoli, On geometric quantum confinement in
Grushin-type manifolds, Z. Angew. Math. Phys., 70 (2019), pp. Art. 158, 17.
[14] D. M. Gitman, I. V. Tyutin, and B. L. Voronov, Self-adjoint extensions in quantum
mechanics, vol. 62 of Progress in Mathematical Physics, Birkha¨user/Springer, New York,
2012. General theory and applications to Schro¨dinger and Dirac equations with singular
potentials.
[15] G. Grubb, Distributions and operators, vol. 252 of Graduate Texts in Mathematics, Springer,
New York, 2009.
[16] B. C. Hall, Quantum theory for mathematicians, vol. 267 of Graduate Texts in Mathematics,
Springer, New York, 2013.
[17] A. Michelangeli and A. Ottolini, On point interactions realised as Ter-Martirosyan-
Skornyakov Hamiltonians, Rep. Math. Phys., 79 (2017), pp. 215–260.
[18] , Multiplicity of self-adjoint realisations of the (2+1)-fermionic model of Ter-
Martirosyan—Skornyakov type, Rep. Math. Phys., 81 (2018), pp. 1–38.
[19] A. Posilicano, Direct sums of trace maps and self-adjoint extensions, Arab. J. Math.
(Springer), 3 (2014), pp. 437–447.
[20] D. Prandi, L. Rizzi, and M. Seri, Quantum confinement of non-complete Riemannian
manifolds, arXiv:1609.01724 (2016).
[21] M. Reed and B. Simon,Methods of modern mathematical physics. IV. Analysis of operators,
Academic Press [Harcourt Brace Jovanovich, Publishers], New York-London, 1978.
[22] K. Schmu¨dgen, Unbounded self-adjoint operators on Hilbert space, vol. 265 of Graduate
Texts in Mathematics, Springer, Dordrecht, 2012.
[23] W. Wasow, Asymptotic expansions for ordinary differential equations, Dover Publications,
Inc., New York, 1987. Reprint of the 1976 edition.
(M. Gallone) International School for Advanced Studies – SISSA, via Bonomea 265,
34136 Trieste (Italy).
E-mail address: mgallone@sissa.it
(A. Michelangeli) Institute for Applied Mathematics, University of Bonn, Endenicher
Allee 60, D-53115 Bonn (Germany).
E-mail address: michelangeli@iam.uni-bonn.de
(E. Pozzoli) Inria, Sorbonne Universite´, Universite´ de Paris, CNRS, Laboratoire Jacques-
Louis Lions, Paris (France).
E-mail address: eugenio.pozzoli@inria.fr
