Iterative methods based on matrix splittings are useful in solving large sparse linear systems. In this direction, proper splittings and its several extensions are used to deal with singular and rectangular linear systems. In this article, we introduce a new iteration scheme called three-step alternating iterations using proper splittings and group inverses to find an approximate solution of singular linear systems, iteratively. A preconditioned alternating iterative scheme is also proposed to relax some sufficient conditions and to obtain faster convergence as well. We then show that our scheme converges faster than the existing one. The theoretical findings are then validated numerically.
Introduction
of nonsingular M-matrices can be found in the book by Berman and Plemmons [4] . The set of nonsingular M-matrices are one of the most important subclass of monotone matrices. A real n × n matrix A is called monotone if Ax ≥ 0 ⇒ x ≥ 0. The book by Collatz [7] has discussed the natural occurrence of monotone matrices in finite difference approximation methods for certain type of partial differential equations. This class of matrices also arises in linear complementary problems in operations research, input-output production and growth models in economics and Markov processes in probability and statistics, to name a few. Singular M-matrices (when s = ρ(B)) very often appear in the same context as nonsingular M-matrices, in particular in the study of Markov processes (see Meyer [19] ). These matrices also arise in finite difference methods for solving certain partial differential equations such as the Neumann problem and Poissons equation on a sphere (see Plemmons [29] ). The books by Berman and Plemmons [4] and Varga [32] give an excellent account of many characterizations of the notion of monotonicity to singular and rectangular matrices. In this article, we focus on the convergence of iterative methods for solving singular linear systems using group (generalized) inverses. This study will help us to find an approximate solution of a singular linear system of the form
where A is a real n × n matrix of index 1 and x, b are real n-vectors. For a real square matrix A, the index of A is defined as the smallest non-negative integer k, which satisfies rank(A k ) = rank(A k+1 ). We call a singular linear system Ax = b of index 1 if index of A is 1. The group (generalized) inverse of a matrix A ∈ R n×n , denoted by A # (if it exists), is the unique matrix X satisfying A = AXA, X = XAX and AX = XA. For index 1 matrices, it always exists. A group invertible matrix A is called group monotone if A # ≥ 0.
Wei [33] showed that for a singular linear system Ax = b of index 1, the iteration scheme:
converges to A # b if and only if ρ(U # V ) < 1 (see Corollary 3.2, [33] ) by using proper splitting A = U −V . A splitting A = U −V of A ∈ R n×n is called a proper splitting [3] if R(U) = R(A)
and N(U) = N(A), where R(B) and N(B) stand for the range space and the null space of a matrix B, respectively. Thereafter, he studied the convergence of the above iteration scheme for different sub-classes of proper splittings (see Theorem 4.1 & 4.2, [33] ). However, the iteration scheme (2) converges very slow in many practical cases. To overcome this, several comparison results are proposed in the literature (see [9] , [13] , [14] , [15] and [34] and the references cited therein). In case of a matrix having many proper splittings, comparison results are not so useful to find the best splitting (in the sense that the iteration matrix arising from a matrix splitting has the smallest spectral radius). To deal with this case, we propose a three-step alternating iteration scheme by extending the idea of Benzi and Szyld [2] who proposed the concept of two-step alternating iteration method.
The rest of the paper is sectioned as follows. In the next section, we introduce our notations, definitions and some preliminary results which are basics for defining our problem. The notion of proper G-regular and proper G-weak regular splitting along with some perquisite results are proved in section 3. Section 4 contains the main results which discuss convergence criteria for the proposed alternating iteration scheme. It also provides an algorithm for the three-step alternating iteration scheme with a little emphasis on preconditioning technique. The theoretical results are then validated through computation and are shown in section 5. The last one is about concluding remarks.
Preliminaries
In the subsequent sections, R n means an n-dimensional Euclidean space while R n×n denotes the set of all real square matrices of order n. Assume that S and T are complementary subspaces of R n . Then P S,T is the projection on S along T . So, P S,T A = A if and only if R(A) ⊆ S and AP S,T = A if and only if N(A) ⊇ T . We next produce the definitions of three important generalized inverses. The Drazin inverse of a matrix A ∈ R n×n is the unique solution X ∈ R n×n satisfying the equations: 
The criteria 'index 1' for the existence of the group inverse is also equivalent
A few basic properties which will be frequently used are:
The computation of the group inverse of an index one matrix is shown in Algorithm 1, and the same method can be found in [18] . if rank(A) = rank(A 2 ) then 3:
5:
denote C = Top r × r sub matrix of P 7:
else 10:
"The matrix is not of index 1"
11:
end if
12: end procedure
The remaining results are collected in the next two subsections.
Non-negative matrices
We call A ∈ R n×n as non-negative (positive) if A ≥ 0, (A > 0). We write B ≥ C if B − C ≥ 0. The same notation and nomenclature are also used for vectors. The next results deal with the non-negativity of a matrix and the spectral radius.
Theorem 2.1 (Theorem 2.20, [32] ). Let A ∈ R n×n and A ≥ 0. Then (i) A has a non-negative real eigenvalue equal to its spectral radius.
(ii) There exists a non-negative eigenvector for its spectral radius.
Theorem 2.2 (Theorem 2.1.11, [4] ). Let B ∈ R n×n , B ≥ 0, x ≥ 0 (x = 0) and α is a positive scalar.
The last result is a special case of Theorem 3.16, [32] .
Theorem 2.3. Let X ∈ R n×n and X ≥ 0. Then ρ(X) < 1 if and only if (I − X) −1 exists
Proper Splittings
The notion of proper splitting introduced by Berman and Plemmons [3] plays a key role in the study of the convergence of iterative methods to find an approximate solution of real large singular and rectangular linear systems. It is extended to index splitting by Wei [33] and index-proper splitting by Chen and Chen [6] to find the approximate iterative solution of A D b which is helpful in the study of singular differential and difference equations (see Chapter 9, [5] ). A method of construction of proper splitting can be found in [27] while its uniqueness is shown very recently in [28] . The result produced below is a combination of Theorem 5.2, [25] and Theorem 4.1, [27] , and is also a special case of Theorem 3.2 & 3.3, [14] and Theorem 3.1, [33] when index 1 matrices are considered.
Proper G-regular & Proper G-weak regular Splitting
In this section, we recall first the definition of proper G-regular splittings and proper G-weak regular splittings, and then present some new results for index 1 matrices. Definition 2.1 and 2.2, [13] reduce to the following two definitions, respectively when we use the group inverse in the place of the Drazin inverse. Below is an algorithm which we have used for computing proper G-weak regular splittings in this article. Generate B = {K :
while (true) do 4:
end if The next example shows that a proper G-weak regular splitting does not imply a proper G-regular splitting. From the above example, it is clear that the class of proper G-weak regular splittings contains the class of proper G-regular splittings. We next recall convergence results for both of these class of matrices which also characterize the notion of group monotonicity. The first one concerns a proper G-regular splitting of a matrix, and a particular case of Theorem 3.2 and Theorem 3.4 of [1] .
The next one is about the convergence of proper G-weak regular splittings. It follows from Theorem 3.8, [1] and Theorem 4.2, [33] . The rate of convergence of the scheme (2) depends upon ρ(U # V ). Therefore, the smaller spectral radius of the iteration matrix yields the faster convergence rate of the iterative scheme (2) to solve the system (1). The next result helps us to choose an iteration scheme having the faster convergence rate if A has two different subclasses of proper splitting which leads to two different iteration schemes. 
Proof. By Theorem 3.1 and Theorem 3.2, we have ρ(U # V ) < 1 and ρ(B # C) < 1, respectively. Since B # C ≥ 0, there exists an eigenvector x ≥ 0 such that
by Theorem 2.1.
and taking transpose both sides, we
as z ≥ 0 and z = 0 which is shown below by the method of
which is a contradiction.
We remark that the problems mentioned to be open in the concluding section of [26] can be easily now solved by using the Moore-Penrose inverse version of the above result which is Theorem 2.8, [28] . The proof of the above result follows analogous technique as in the proof of Theorem 2.8, [28] . However, these ideas are completely different from [8] , where the author proved the above result in the nonsingular matrix setting. The present proof is much simple than Elsener [8] 's one. One may refer part (c) of a Lemma proved in section 3 of [8] for the same, and the same is produced below. 
Three-step Alternating Iterations
Throughout this section, we consider the co-efficient matrix A in (1) as of index 1 unless otherwise mentioned. Let A = K − L = U − V = X − Y be three proper splittings of A ∈ R n×n . Let us consider the following iterative schemes:
to introduce the three-step alternating iteration scheme. We form a single iteration scheme by eliminating x k+1/3 and x k+1/2 from (3), (4) and (5) to do computation. So, we get
where
is the iteration matrix of the new iterative scheme (6) called as the three-step alternating iteration scheme. The convergence of the individual splitting need not imply the convergence of the three-step alternating iteration scheme (6) which is shown in the following example. 
Note that all the computations in this paper are made in fractions but for the presentation point of view, we have rounded to 4 decimal places. So, there might be a little rounding error. The algorithm for the three-step alternating iterations is produced next, and the same is also used in Example 4.1.
Example 4.1 motivates further to study the convergence criteria of the three-step alternating iterations, and the next result is in the same direction.
so the iteration matrix H is expressed as
This implies
and hence
Therefore, the partial sums of the series ∞ m=0 H m remain uniformly bounded in norm. Hence
We have the following result in case of nonsingular A.
The above one extends the convergence criteria of two-step alternating iteration scheme proved by Benzi and Szyld in the first part of Theorem 3.2, [2] . The same is produced next as a corollary. 
The following result shows that the iteration matrix H of the three-step alternating iterations induces a unique proper G-weak regular splitting.
, then there exists a unique proper G-weak regular splitting
Equation (6) yields
On further simplification of
Since R(
Next, we prove that A = B − C is a proper splitting. First, we show that
Again, pre-multiplying the last equation by
. From (7), we have
But, we have ρ(H) < 1 by Theorem 4.1. So, I − H is nonsingular by Theorem 2.3. Let
Similarly, 
C is a unique proper G-weak regular splitting.
The above result in case of a nonsingular monotone matrix is stated by the following corollary. 
We also remark that this extends jointly Theorem 3.2 and 3.4 of [2] . To support Theorem 4.2, we have the following example. 
Proof. By Theorem 4.2, A = B − C is a proper G-weak regular splitting induced by H, and from (6),
Again,
Also,
Applying Theorem 3.3 to the pair of the splittings A = B − C and A = K − L, A = B − C and A = U − V , and A = B − C and
The result below is the case when A is nonsingular.
Again, we have the following corollary when two splitting are considered, and is proved in [2] . 
Theorem 4.1 shows that the assumption of group monotonicity of A guarantees the convergence of the three-step alternating iteration scheme. If we drop this assumption, then the proposed theory may fail. To overcome this, the concept of a preconditioned matrix is introduced next. In such a case, we consider the following system
where Q is a nonsingular matrix called preconditioned matrix. Milaszewicz [23] , used the iteration matrix T which is irreducible and non-negative to improve the convergence rate of the Gauss-Seidel and the Jacobi method. Gunawardena et al. [12] proposed the preconditioned matrix P c = I + S, (where S is the matrix shown in remark 3.3 [12] ). Kohno et al. [16] and Kotakemori et al. [17] extended the upper triangular approach by considering a parametric preconditioned matrix P c = I +S(α) to obtain faster convergence in the iterative schemes which used for solving consistent linear systems. In case of a singular linear system, we discuss the system (8) converges to A # b under suitable choice of Q. The iterative scheme of the modified system (8) is defined by,
where QA = K q − L q be a proper splitting of the matrix QA ∈ R n×n , will converge to A # b for any initial guess x 0 if and only if ρ(K # q L q ) < 1. Next, we discuss the existence of preconditioned matrix for some particular cases as well as the convergence of the iterative scheme for proper G-weak regular splittings.
Lemma 4.4. If there exists a nonsingular matrix Q ∈ R
n×n such that QA = AQ, then
Proof. The assumption QA = AQ yields
inverse of A which can be easily verified by the definition of group inverse. Pre-multiplying
. By the definition of the group inverse: Proof. Since QA = AQ and
is a proper G-weak regular splittings of a group monotone matrix QA. Then, the iterative scheme (9) converges to (QA) 
are three proper G-weak regular splittings of QA. Then, by Theorem 4.1 the alternating iterative scheme generated from the splittings of QA, i.e.,
will converge to A # b, for any initial value x 0 . The numerical implementation of the iterative scheme (10) and its comparison are discussed in the next section. The next result shows that the preconditioned approach is also more preferable even for group monotone matrices. Theorem 4.6. Let A = K − L be a proper G-weak regular splitting of a group monotone matrix A. Assume that there exists a nonsingular matrix Q such that QA = AQ and
Proof. By Theorem 3.2 and Theorem 3.1,
17
Post-multiplying x in (12) and using equation (11)
We obtain z ≥ 0 and z = 0 (z = 0 leads to x ∈ R(A) ∩ N(A) which is not possible). Hence, by Theorem 2.2 (i) the required result follows.
Numerical Examples
In this section, we discuss a few examples and its numerical implementation for the proposed theory in the previous section. The performance measures calculated are the number of iterations (IT), the mean processing time in seconds (MT) and the estimation of error bounds. All the numerical examples are worked out by using Mathematica 10.0 (for examples 5.1-5.5) and MATLAB R2017a (for examples 5.6-5.7) on an Intel(R) Core(TM)i5, 2.5GHz, 4GBRAM, which runs on the operating system: Mac OS X El Capitan Version 10.11.6. We use the following stopping criterion to terminate the process: The iteration is terminated if 
The numerical results for the convergence analysis is provided in Table and comparison results discussed in Table . The next example shows the importance of the study of the alternating iteration scheme in the group inverse setting. Note that existing theory in the literature uses the nonnegativity of the Moore-Penrose inverse, see [10, 24, 26] which fails here. The spectral radius of the individual splittings and the alternating iteration matrix are as follows:
convergence analysis is provided in the Table ? ?. 
The numerical results for comparison is discussed in Table. The concept of the three-step alternating iteration scheme and comparison results can be applied to nonsingular system. The validation of the proposed approach is explained in the next example. The comparison analysis of one step, two-step and three-step alternating iteration scheme is provided in the table. It also contains the same analysis for two random nonsingular matrices of order 1000 and 2000. 23 
Conclusion
We have introduced the three-step alternating iterations for singular linear systems of index 1 and studied its convergence criteria. Three algorithms are also provided for numerical computation and complexity. Finally, a comparison result is proved which guarantees the fact that the three-step alternating iterations converges faster than the usual one, and is also shown through examples. The authors of [10] , [24] and [26] studied the two-step alternating iterations for rectangular matrices using the Moore-Penrose inverses, very recently. However, their works lack computational implementation which is addressed in this paper. Finally, we conclude the paper with the comparative analysis of one step, two step and three step iterations. The iterative methods (i.e., matrix splitting methods) and semi-iterative methods are among many methods that have been suggested in the literature to solve real singular linear systems. A matrix is called an EP matrix if R(A) = R(A t ). If A is an EP matrix, then the proposed scheme will converge to the least squares solution of minimum norm. Migallón et al. [21] studied alternating two-stage methods for consistent linear systems to obtain the parallel solution of Markov chains, recently. The same authors further extended the same notion in [22] . Further applications of this theory to compute the PageRank of a google matrix can also be found in the recent article [11] . Hence, we conclude this article with the hope that our work may help to deal with singular linear systems which appear in different areas of mathematics as mentioned above and in the introduction part. We hope that this work will provide useful insights into extending this approach and thus help in solving rectangular linear systems in a faster way.
