Model Checking

Probabilistic Transition Systems
Input : 
Measure extended to the Borel family of sets generated by the sets {σ/ρ is a prefix of σ} where ρ is a finite path.
The set of paths {σ/σ(0) = s and M, σ |= ψ} is measurable (Vardi). 
Running time is poly(|x|, (1/ε), log(1/δ))
Classical Randomised Approximation Schemes :
• Approximation of ♯DN F (Karp, Luby, Madras 89) Input : Disjunctive Normal Form formula Φ Output : number of assignments satisfying Φ
• Approximation of graph reliability (Karger 99)
Input : a graph whose edges can disappear with some probability Output : the probability that the graph remains connected Approximation 10
Can we efficiently approximate P rob Ω (ψ) ?
General case : (R. Lassaigne and S. Peyronnet 05)
There is no probabilistic approximation algorithm with polynomial time complexity for computing P rob Ω (ψ) (ψ ∈ LT L) unless BP P = N P .
BP P : Complexity class of problems decidable by a Monte-Carlo randomized algorithm (with two-sided error).
Bounded-error, Probabilistic, Polynomial time : class of languages
Reduction 11 #SAT can be reduced to counting the number of paths of length 2n, whose infinite extensions satisfy ψ. 
Sketch of the proof
• Counting this number of paths gives P rob Ω (ψ)
• If there was a FPRAS for computing P rob Ω (ψ), then we could randomly approximate #SAT
• A FPRAS allows to distinguish, in polynomial time, for input x, between the case #(x) = 0 and the case #(x) > 0
• Then we would have a polynomial time randomised algorithm to decide SAT and BP P = N P
Moreover
• There is no deterministic polynomial time approximation algorithm neither for #SAT nor for computing P rob Ω (ψ) (Jerrum and Sinclair :#P -complete problems either admit a FPRAS or are not approximable at all) Approximation 13 We want to approximate a probability p.
We consider P rob k (φ) with :
• the probability space is the space over paths of length ≤ k execution paths initial state depth k
• ψ express a monotone property
Randomized approximation algorithm Method : Estimation (Monte-Carlo) + Chernoff-Hoeffding bound X Bernoulli (0, 1) random variable with success probability p
• Sample size N is such that the error probability < δ Chernoff-Hoeffding bound :
GAA is a FPRAS for P rob k (ψ)
Methodology : To approximate P rob Ω [ψ]
Remark :
• Length of needed paths can be the diameter of the system • Convergence time may be long, but space is saved...
Improvement :
Optimal Approximation Algorithm (Dagum, Karp, Luby and Madras) 
The dining philosophers problem • Efficiency of randomised approximation schemes (exponential reduction of space complexity)
• Quantitative verification of monotone (reachability) and anti-monotone (safety) properties
• Extension to an approximation with multiplicative error (optimal approximation algorithm)
• 
