The iris is an area of the approximation of the ring between the pupil and the sclera of the human eye, which contains a large number of texture features. Due to the stability and specificity of the iris texture features, the iris can solve problems such as racial classification. The existing method of racial classification by iris image mainly adopts manual extraction of features and classification research, which has certain limitations. We proposed a method based on improved residual network for iris image race classification. In order to more fully extract the iris image features, we divide the network into two parts. We take apart in the first part of the network to the channel, for each channel for unused convolution kernels is utilized to extract features, and then connect the second part the back-end network residual, need special pointed out that in order to increase the receptive field. We use dilate convolution in each convolution layer, and we also use CAIAS and UBIRIS public data sets to verify the effectiveness of our method, the classification accuracy is 96.71%, and F1-score is 0.97. It is a good way to realize the basic classification of species and subspecies, improves the precision and feasibility of racial classifications, makes the racial classification theory more perfect.
I. INTRODUCTION
Today, with the rapid development of the Internet, modern computer technology brings great convenience to our lives and work. At the same time, however, various kinds of network infringements have occurred from time to time. The personal information of citizens has been leaked through the network, which has caused people to feel insecure in their lives. Therefore, people's identification technology has become more important. Biometric identity recognition technology refers to the automatic identification of a person's identity through computers by utilizing the inherent physiological and behavioral characteristics of the human body [1] . This way of identification is more secure and convenient, with the advantages of not forgetting, not losing and irreplaceable features. Common biometric features include fingerprint, iris, face, voice print, gait and so on. Figure 1 shows the main biological features [2] . Because biometric identification technology has advantages than traditional identification technology does not have in practical application, academic research The associate editor coordinating the review of this manuscript and approving it for publication was Wei Wei . and practical technology based on biometric identification have developed rapidly. In recent years, biometrics has been widely used in smartphones, banking, and finance, surveillance, and justice.
Among the many biological features, the uniqueness of the iris is very high, and each person's iris is different from other people and has strong stability. Moreover, the iris does not VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ need to be in contact with the identification device during the process of acquisition and identification. These characteristics make iris recognition technology have a wide range of applications. In recent years, the iris recognition system has also faced many problems in the application process. On the one hand is the problem of the speed of the system response.
With the increase in the number of users of the iris system, the size of the iris database is also growing. This results in an increase in the time to search for an iris feature from the database, and the system's response slows down. Iris classification can speed up the system response. Another aspect is the issue of system security. In the application process of the iris recognition system, various system attack methods have appeared. It mainly includes: using fake iris attack on the camera side, tampering with the captured iris image, tampering with feature extraction and expression, tampering with the registration template, and the like. Among them, forged iris is the most common and threatening system. There are many forms of forged irises, such as iris images printed on paper, iris images with contact lenses and lenses, iris images displayed on the screen, artificially forged eyeballs with rich iris texture. Attacking the iris recognition system with counterfeit irises poses significant security risks, such as privacy leaks and property damage. Therefore, the effective method for discriminating iris is to improve the reliability of the iris recognition system. Therefore, it is very important to study the iris image classification algorithm. Iris image classification refers to the classification of iris images into several categories according to application requirements, including: living body detection, ethnic classification, iris index, gender classification, etc. [3] . Ethnicity refers to groups with regional characteristics [4] . The same race is similar in form, physiology and language customs, such as skin color, facial shape, eye color, hair color and hair style. According to the natural physique of ethnicity, anthropologists usually divide modern humans all over the world into four major races: Caucasian, Mongolian, Negros, and Australians, commonly known as Caucasians and Yellows. Black and brown people.
At present, ethnic classification based on iris images has a wide range of applications. On the one hand, the ethnic classification problem is one of the main methods to solve the application of iris recognition on large-scale databases. As the application population continues to expand, the size of the iris database is also increasing dramatically.
Large-scale databases cause the system to slow down. Before the iris recognition, the iris is divided into several categories by ethnic classification, and then the input iris images are matched in the corresponding sub-classes, which can effectively reduce the search time. On the other hand, the classification of people based on iris images is rich and perfect for the theory of iris classification, which can improve mutual understanding and understanding among different ethnic groups. In today's information age, if the computer can automatically detect the user's ethnic information and identify different races, it can provide a personalized login interface, match the language of the corresponding ethnic group, and provide corresponding services and recommendations.
The existing classification methods of human race are mainly based on classification methods such as face image [5] , [6] , eye image [7] , [8] and iris image [9] - [14] . This paper mainly studies the classification of people based on iris images. The earliest ethnographic classification based on iris images was proposed by Qiu et al. [9] , which first described the iris as ethnic. After that, a series of ethnographic classification methods based on iris images were proposed [10] - [14] . There are two main defects in the existing work: 1) The iris image is usually described by hand-designed features, and this general feature cannot effectively reflect the texture of the iris texture; 2) the research direction is basically concentrated on Classification of Asians and non-Asians. However, in recent years, sub-ethnic research has also appeared [15] , such as the classification of ethnic groups of Koreans, Japanese, and Chinese. So far, there has been no sub-racial classification based on iris images. There is no visible difference in sub-ethnic iris texture compared to the basic ethnic iris, which poses a greater challenge to sub-racial classification based on iris images. Figure 2 shows the iris images of Han and Tibetans. It can be found that the subracial classification task is more difficult.
For the classification of Asians and non-Asians, we propose an iris image classification algorithm based on improved residual network. In order to extract more abundant features, we split the convolution channel and extract features under different convolution kernel sizes. Then, through the residual network, the classification results are output. In the network, we also introduce a hollow convolution to expand the receptive field. In the paper, Section II introduces the related work. Section III discusses the proposed algorithm. Section IV verifies the proposed algorithm through a lot of experimental examples. Section V concludes the study, and gives contributions and future work.
II. RELATED WORK
Iris images contain rich ethnic information as well as identity information. As shown in Figure 3 , the iris texture of Asians is mainly speckled, coronal and recess. The iris texture of most Asians is mainly distributed in the inner ring area near the edge of the pupil.
The iris of non-Asians (mainly Europeans) is mostly filaments and streaks. As shown in Figure 4 , the iris veins of most non-Asians are abundant in the whole iris region. These characteristics lay the foundation for the features of races based on iris images.
In the past ten years, many scholars had a lot of research and analysis based on the differences in facial morphology. Rong and Shun [16] studied 15 ethnic minorities in China. They selected landmarks based on the form of the face, and analyzed the differences between the ethnic groups. Hui et al. [17] observed the facial features of eight ethnic groups and conducted cluster analysis. However, they only performed statistical analysis of the measured data and did not implement automated multi-ethnic identification. In recent years, some researchers have begun to pay attention to multi-ethnic classification and recognition based on face images. The Central University for Nationalities has constructed a large-scale multi-ethnic face feature database, and carried out human face-based feature extraction and recognition. Dong et al. [18] specially constructed a multi-ethnic face database in order to study the diversity of multi-ethnic, and then used the relevant techniques of face recognition to extract feature information on face images for ethnic classification.
Qiu et al. [9] proposed a method of global texture analysis to identify Asians and non-Asians. First, they used a set of Gabor filters to filter the iris region, and then the average Gabor energy of the filtered response values was statistically analyzed. The average Gabor energy is a feature vector for Asian and non-Asian classifications, and the classification accuracy is 85.95%. Lagree and Bowyer [10] selected 9 basic filters to filter the normalized iris image, and then obtained the filtered response values and calculated six statistical features, such as mean and variance, as global features. Finally, the statistical values are concatenated into vectors as feature representations for classification. Zarei and Mou [11] also used the same method to extract features. Xiao et al. [19] used the frequency characteristics to perform in biopsy detection on the iris. They proposed the FFT (Fast Fourier Transform) algorithm to check the printed iris image. Cimpoi et al. [20] used the Adaboost algorithm to learn LBP features to distinguish between the printed iris images and iris images wearing contact lenses. Chatfield et al. [21] systematically summarized the classification of iris images, and regarded biopsy detection as a sub-problem of iris image classification problem. At the same time, an iris classification method based on hierarchical visual dictionary was proposed and applied to iris. In the biopsy detection, a good detection effect was obtained. For the first time, Zhu et al. [22] used deep learning to automatically extract iris features, extracting semantic and visual features directly from iris images, and distinguishing printed iris images from real iris images that were never normalized. All in all, there is a lot of useless information on unnormalized iris images, such as eyelashes, eyelids, etc. This may affect iris biopsy. Some methods combine the advantages of both the sensor and the algorithm to achieve a more accurate method of detecting the iris in biopsy.
At present, the difficulties in the study of race classification mainly include four aspects: the distribution of racerelated information in face images is not clear, especially in the periocular region; Lack of description of information VOLUME 7, 2019 features of human species including race; The quality problem of an image affects the stability of existing classification methods. Lack of public database classification of a set of predefined features to describe the iris texture structure such as using gabor filter after the characteristics and sift features to describe. The underlying characteristics of the iris image gabor filter need to be artificially set parameters, sift features is a set of general predefined, select these features as the underlying. The existing racial classification is mainly focused on Asian and non-Asian races, mainly because the data is easy to obtain and there is a big difference between the two races. We have made statistics on the existing racial classification based on characteristics as shown in the following Table 1 .
The results are not very satisfactory, so there is an urgent need for a powerful method of classification. in recent years, especially the convolution neural network (CNN) in image classification, detection and segmentation breakthrough progress. It has been made in such aspects as, also has a wide application in the field of biometric. Its main reason is that CNN can learn from training data is more important to effective characteristic expression. CNN can directly to the image as input, reducing the artificial feature extraction, subjectivity is too strong of convolution depth is a kind of neural network. Neural network is widely used to document analysis speech detection and so on various aspects of face detection. In recent years, with the rise of deep learning, convolution neural network again received extensive attention of the researchers, and in many fields such as image speech video has achieved certain results of the application. As shown in Figure 5 . It is a kind of convolution the depth of the layer and downsampling typical convolution neural network model of the neural network structure including convolution layer downsampling and the whole connection layer.
III. CLASSIFICATION OF IRIS IMAGE RACE BASED ON RESIDUAL LEARNING
A. CHANNEL SPLITTING For many visual tasks, it is important to represent features on multiple scales. CNN continues to evolve and show strong multi-scale representation capabilities, consistently achieving performance improvements in a wide range of applications. However, most existing methods represent multi-scale features in a layered manner. Moreover, the size of the convolution kernel has a certain influence on the classification results. Some experiments show that as the size of the convolution kernel increases, the performance of the model gradually increases, but when the convolution kernel size increases to a certain level, the model performance tends to It is stable and has a downward trend. In addition, the larger the size of the convolution kernel, the more network parameters. If the hardware environment factor is considered, the efficiency of model training will often be affected.
Since 2012, CNN target detection in image classification image segmentation, and other fields are widely used as performance requirements more and higher, AlexNet has been unable to meet the needs of everyone, the resulting performance superior to CNN networks, such as VGG GoogLeNet, ResNet, DenseNet etc. Due to the nature of the neural network, in order to get better performance, network layer, increasing from 7 AlexNet to 16 layer VGG, from again16 VGG to GoogLeNet 22 layers, and then to 152 layer ResNet, although more thousands of layer ResNet and DenseNet network performance is improved, but it followed the efficiency problem in order to solve the problem method is usually compressed Model (Model Compression will), the Compression on the already trained Model, make the network to carry less of network parameters, so as to solve the problem of memory, and can solve the speed problem.
Then on the already trained model for processing, lightweight model design is the new lightweight design main idea is to design more efficient, to reduce network parameters at the same time, no loss of network performance, mainly include: SqueezeNet, MobileNet, ShuffleNet, Xception. Based on this, we propose a channel structure, through the study of the split of the channel, using different sizes for each set of split convolution kernels to extract features of our proposed structure as shown in Figure 6 .
In the network design, first we convolve the input, use 3×3 convolution kernel to extract features, the number of channels is 64, then we divide the 64 channels into 3 groups, which are in turn Using 1 × 1, 3 × 3, 5 × 5 convolution kernels to extract features, through this operation, features at different scales can be extracted, and some hidden features can be extracted. We merge the extracted features. A convolutional layer is utilized as the output of the structure.
B. RESIDUAL NETWORK
Increasing the depth of the network can improve the accuracy of the results. However, with the deepening of the depth, there will be two inevitable problems. The deeper the depth is, the gradient will decay, and the error intensity will be propagated back by multiplying the weight, and the weight will be smaller and smaller. Network increase again on accuracy has reached a certain depth, the model accuracy will decline rapidly in recent years, many scholars devoted to solving the problem of gradient disappeared, using standard ways initialization and import value standardization layer using the stochastic gradient descent (SGD) method can be solved of the feedback network convergence accuracy in question, in literature [24] residual learning framework is put forward as shown in Figure 7 .
Assuming that the potential mapping is H (x), F(x) = H (x)−x in the nonlinear layer fitting residual in the structure can use residual optimization to find the approximately optimal identity mapping. Compared with H(x), the residual will have many fewer features, and it will be easier to find the optimal result. More importantly, the training time of the network will be correspondingly reduced, and the performance will be improved.
If we use the standard optimization algorithm in a common network training, such as gradient descent method, and another popular optimization algorithm without residual, without these shortcuts or jump connection, with experience. You will find that with the deepening of network depth, training error will decrease, then increase and in theory. With the deepening of network depth, should train more and more good that is to say, the network depth as deep as possible in theory. But in fact, if there is no residual network, for a common network, the deeper the depth of the more difficult. It is to training means using optimization algorithm. In fact, as the network deepens, there will be more and more training errors.
But with ResNets is different, even though the network may be deep, training effect also has obvious improvement. This way did help to solve the problem of gradient disappeared and gradient explosion, let us deeper network in training at the same time, and can guarantee good performance. May be from another perspective, along with the network the deeper, network connection will become bloated, but ResNet does is more effective in the depth of the training network.
C. DILATED CONVOLUTIONS
Dilated convolutions introduce a new parameter called dilation rate into the convolution layer, which defines the distance between the values when the convolution kernel processes the data.
The principle of dilated convolution is to fill in fixed 0 elements between the convolution kernel templates, and the filled elements will not be tuned with learning. So as to expand the receptive field of the convolution kernel without actually increasing the number of convolution kernel parameters. By setting the expansion factor (r) of different sizes, the convolution kernel will expand to the corresponding size ( Figure 8) . It is not difficult to find that when the expansion factor is 1, the expansion convolution is equivalent to the ordinary convolution.
Dilated convolution calculation with ordinary convolution calculation method of phase, move through the convolution kernels per-pixel. When moving to a pixel location, convolution templates with nuclear features as a location corresponding numerical computation of doing the dot product. 
where k represents the size of the expanded coiling nucleus; k shows the size of the original initial coiling nucleus; d is expansion coefficient, and h respectively represent the VOLUME 7, 2019 resolution of input and output feature maps. p represents the fill size; s is the step size.
D. NETWORK STRUCTURE
In order to solve the problem of traditional ethnic classification relying on features, we propose to use the deep learning network for ethnic classification. We designed the network architecture shown in Figure 9 . In order to provide greater resilience, we introduced a hollow convolution in the entire network structure, but in order to reduce the dimensionality of the data, we saved the pooling layer after multiple convolutions. The network is divided into two parts: the first part we use the channel separation module, to extract more details, so that we can more have the ability to distinguish between Asia and the species of iris image was residual module in the second part we still preserved the pooling level of operation, as a result of our image size is larger, we reserve pooling layer, the main reason is to reduce the data dimension, using the residual learning efficient classification performance, can improve the performance of racial classification in order to expand the field of vision, in the process of convolution operation we took advantage of the hollow convolution in the entire network
We experienced with binary cross-entropy loss functions. This objective function is commonly used in classification tasks Let o i ∈ [0, 1] be the i th output of the last network layer passed through a sigmoid non-linearity and let be the corresponding label. The binary cross-entropy is then defined as follows:
We use the Nesterov Adaptive Moment Estimation (Nadam) to train our network. The learning rate s is set to 0. 0001. One should know that other loss functions that are derivable can also be used to train the network.
IV. EXPERIMENT
The simulation platform of the experiment is PyCharm, using Keras and TensorFlow port, the computer is configured as Inter(R) Core(TM) i7-8750H @2.20GHz, 16GB memory, Nvidia GeForce GTX 1070 GPU, using 64 bit Win10.
A. DATA CASIA Iris -Interval&amp; Casia-iris-syn [25] is a database of synthetic Iris, which consists of two databases. The database [40] contains 10, 000 synthetic Iris images, which are synthesized from 1000 types of Iris images. The Iris texture of the synthesized image is synthesized by a subset of CASIA-iris V1 according to the method in the literature. CASIA Iris -Interval data in y i ∈ {0, 1}. The Iris image is designed by the institute of automation, Chinese academy of sciences themselves the Iris of the camera, the camera has designed a circular near-infrared Led array. It able to provide the right amount of light. the Iris so can get very fresh Iris images, can be used in the making of the Iris image texture analysis in detail, a total of 2639 copies of the Iris images as shown in Figure 10 for the database of the Iris image samples.
UBIRIS. V2 [26] : the library is made up of Beira Interior University, established in natural light collection of cooperative iris database, containing 11102 colored iris image, including the fuzzy motion blur eyelash shade pupil over a long distance away from the focal deformation deflection optical glasses and other unfavorable to identify complex situation, as shown in Figure 11 is the library of the iris image samples.
In order to make the two samples reach equilibrium, we select 1026 iris image in the two databases respectively, in the process of training, and selected 950 images from each database as a training set, the rest as the test set in order to meet the demands of network design, we will first gray level image, and then unified size is 320 × 320, as shown in Figure 12 .
In the experimental verification stage, we use accuracy as the index to evaluate the merits of the algorithm. Accuracy is an important index to measure segmentation and classification, and its formula is as follows:
The correctly divided iris pixel was True Positive (TP), the incorrectly divided iris pixel was False Positive (FP), the non-iris pixel was wrongly divided into False Negative (FN), and the non-iris pixel was correctly divided into True Negative (TN).
Receiver operating characteristic curve: each point on the receiver operating characteristic curve reflects the sensitivity to the same signal stimulation. Horizontal axis: false positive rate, 1-specificity) vertical axis: true positive rate TPR Sensitivity.
B. EXPERIMENTAL RESULTS AND ANALYSIS
We study the relationship between training accuracy and cost on the data set. The learning rate is set to 1e4 and the cross-entropy is used to calculate the cost. As can be seen from the results in Figure 13(a) , the training accuracy rose rapidly at the beginning. When it rose to over 90%, the training reached saturation. As can be seen from Figure 13 (b), after 40 epochs, loss of the training tends to be stable. Table 2 shows the experimental results of our test using the test set. After training our data and finally testing it with the test set, our classification accuracy reached 96.71%, Asian classification accuracy reached 0.9342, non-asian classification accuracy achieved 0. 9868, and the area under the roc curve reached 0.97. In order to verify the effectiveness of our algorithm, we conducted comparative experiments with CNN and ResNets. CNN is set to 7 layers, and 18 residual blocks are included in ResNets. The experimental results are shown in Table 3 .
As convolution layer increased, the classification accuracy will not continue to rise, this is also the reason why we have not set up multiple layers on CNN, the CNN set in the 7 layers has reached the highest accuracy, for ResNets we didn't increase too much, by Table 2 and Figure 14 results show that our method classification accuracy is higher than the two classical networks, racial classification accuracy for complex Asia also has a big improvement.
In order to effectively evaluate our method, we conducted a comparative analysis with other methods, as shown in Table 4 .
Compared with other methods, the accuracy of our method is higher than those of these methods, which indicates that our method has a strong ability to classify iris race and provides a reference value for the classification of other races in the future.
In order to more intuitive to see the results of the comparison, as shown in Figure 15 , as shown in the histogram and the classification results of our method the accuracy is higher than other literature methods.
It can be seen from the ROC curve Figure 14 , that the network proposed by us has a relatively strong ability to distinguish Asian people and a slightly weak ability to distinguish non-Asians, for the following reasons:
1) according to the database we used, the image quality is poor, and many shadows exist;
2) the iris characteristics of non-Asians are relatively complex, which requires strengthening the learning ability of network;
3) the number of data sets is limited. Increasing the number of data sets may improve classification accuracy.
We analyze the classification errors of Asian iris image. We found that the Asian iris data set we use some data sets at the eyelashes of the iris image is serious, eyelashes in features affect the coverage of the iris image, as shown in Figure 17 red box location for eyelashes, eyelashes, block holds off the iris area sits, influence the classification accuracy. As shown in Figure. 18, another reason for the classification error is that the gray distribution of iris images is not uniform. Due to the influence of illumination, the brightness of areas outside the iris is relatively high in the next stage, we remove the eyelashes, and then improve the classification accuracy of Asian people.
Through comparative analysis of Asian iris images and non-Asian iris images, it was found that, due to the skin color of Asians, the pixel value of the tissue around the iris in the iris image was relatively close to that of the iris image of non-Asians, with extremely obvious contrast and clear boundary, as shown in Figure 19 , 20.
As shown in Figure 19 , we find that the boundary of the iris is not clearly differentiated, and the pixel value is extremely close, which provides us with a challenge to classify iris race with correct iris feature image As shown in Figure 20 , it is found that iris differs significantly from other tissues due to the skin color of non-Asians, which is the reason why non-Asians are easy to be classified. The features are relatively obvious and easy to be distinguished Compared with the traditional ethnic classification method based on manual design features, the method in this paper can not only distinguish Asians from non-Asians by directly using the original image as the training data but also provide a broad application prospect for later application in real life. However, as for the sample source of the method in this paper, more databases or real collected data will be used for experiments in the future, and the computational efficiency needs to be further improved. Therefore, in further study, we will consider increasing the number of images in the database to collect more iris images of people, so as to realize more accurate and faster classification.
V. CONCLUSION
For Asian and non-Asian ethnic classifications, we propose to use the deep learning method to classify. We directly use the original image as input, which avoids the shortcomings of extracting features and subjectivity. In the network design, in order to extract more features, we introduced the channel splitting module. In order to improve the learning ability of the network, we use the residual module. In order to improve the view of the convolution operation, we introduce the hollow convolution, compared with the traditional Network, classification ability is improved, parameters are reduced.
Obviously, the deep learning of iris feature extraction and recognition algorithms have quite high demand, is a serious test for researchers. But I believe that with the rapid development of science and technology and the comprehensive promotion of human knowledge, under the joint efforts of scientific research workers, deep learning theory will be more walk farther in the field of iris classification. Next we are going to the iris image segmentation, only to train iris reduce redundant features of intervention.
Through our analysis of Asian and non-Asian iris images, it can be found that iris image segmentation can promote the classification of race, which also points out the research direction for our future work. Deep learning requires a large number of training samples. Therefore, in further study, we will consider increasing the number of images in the database to collect iris pictures of more people, so as to realize more accurate and faster classification.
