Computer-aided diagnosis of retinopathy is a research hotspot in the field of medical image classification. Diabetic macular edema (DME) and age-related macular degeneration (AMD) are two common ocular diseases that can result in partial or complete loss of vision. Optical coherence tomography imaging (OCT) is widely applied to the diagnosis of ocular diseases including DME and AMD. In this paper, an automatic method based on deep learning is proposed to detect AME and AMD lesions, in which two publicly available OCT datasets of retina were adopted and a network model with effective feature of reuse feature was applied to solve the problem of small datasets and enhance the adaptation to the difference of different datasets of the approach. Several network models with effective feature of reusable feature were compared and the transfer learning on networks with pretrained models was realized. CliqueNet achieves better, classification results compared with other network models with a more than 0.98 accuracy and 0.99 of area under the curve (AUC) value finally.
Introduction
The macular area is an important area of the retina, which is related to fine vision, color vision, and other visual functions. The vision will be negatively affected once lesions occur in the macular area. [1] . Senile macular degeneration, also known as age-related macular degeneration (AMD), is the aging change in the macular area, which occurs mainly in people over 45 years old and the prevalence rate of AMD increases with age, making it one of the primary causes of blindness in the elderly [2] . Diabetic macular edema (DME) is a major complication of diabetes in the eyes, which is the leading cause of blindness in young adults in developed countries [3] . Therefore, early detection is important for the treatment of AMD and DME [4] , [5] .
OCT is an imaging technique that detects the back reflection of the incoming weak coherent light or several scattered signal in different levels of the biological tissue based on the fundamental of weak coherence light interference, thus the two or three dimentional structural image of the biological tissue can be obtained through scanning [6] . OCT is widely used in the diagnosis of AMD and DME.
Automated detection and diagnosis of retinopathy can assist clinicians in diagnosis and treatment, which is conducive to the early detection and treatment of patients, saves medical resources and helps to reduce the cost of treatment of patients [7] - [9] . In addition, the automatic analysis of medical images through the existing image analysis and processing technologies has become an important research field [10] . There are two problems in retinal OCT images analysis. First, the retinal OCT image public dataset used for research is smaller in number scale compared with the dataset in the fields of traditional image analysis. Second, there are huge differences in the quality and size of retinal OCT the images collected in different tissues (huge differences also exist in the retinal OCT images encountered by doctors in clinical medicine).
In this paper, we propose to use the characteristics of the network structure to reduce the dependence on the size of the dataset and enhance the adaptability to the differences among different datasets. Some network models with effective features of reusable features were selected and trained. For the selected network models, corresponding comparative evaluation was conducted and transfer learning has been achieved for the network with the pre-training model. And the parameters of each network model was tuned to make it achieve better results. In order to verify and compare the advantages and disadvantages of the network model with reusability function with the traditional network model and method, the transfer learning of VGG16 [11] , VGG19 [11] , Inception-v3 [12] and the classification method using SVM [13] were realized. The models involved in the training evaluation were as follows: CliqueNet [14] , DPN92 [15] , DenseNet 121 [16] , ResNet 50 [17] , ResNext101 [18] . The rest of this paper is arranged as follows: In Section 2, the related work was introduced. In Section 3, the approach we propose was illustrated. See Section 4 for experimental results and analysis. Finally, the conclusion of our experiment has been drawn in Section 5.
Related Work
With the rise of machine learning, more people are beginning to study the application of machine learning algorithms and various neural networks in medical image analysis.
In 2014, Srinivasan et al. [19] applied machine learning to the diagnosis and analysis of AMD and DME diseases based on OCT images. They extracted HOG features of OCT images and used support vector machines (SVM) for classification and recognition. They also created a public OCT dataset from Duke, Harvard, and Michigan University to facilitate future researches. In 2016, Wang et al. [20] used the public dataset provided by Srinivasan et al. to conduct the classification analysis of OCT images and performed recognition classification by employing the linear configuration pattern (LCP) feature of OCT image and sequential minimal optimization (SMO) algorithm. It is worth mentioning that multi-scale method was used in the extraction of the feature so that the LCP features can be calculated on multiple OCT scales, which makes the local information and the overall information of the OCT image complementary in the extracted features. In 2017, Rasti et al. [21] not only studied the classification and recognition of OCT images using the public dataset provided by Srinivasan et al., but also established another public OCT dataset from Noor Eye Hospital in Tehran. They used the multi-scale convolution neural network to classify and recognize two OCT datasets and the local and overall information of OCT image were also combined.
In 2017, Karri et al. [22] also used the public OCT dataset proposed by Srinivasan et al. to classify and recognize OCT images. They fine-tuned the pre-trained convolution neural network (CNN) GoogleLeNet to train and classify OCT images so that the neural network can be trained and good results can be achieved by using limited data. In 2019, Feng et al. [23] also used transfer learning to classify OCT images in order to reduce the dependence on dataset size. They finetuned and trained the pre-trained VGG16. In 2019, Juan et al. [24] conducted a full comparative analysis of the recognition and diagnosis performance of VGG19, GoogLeNet, ResNet50 and DeNet neural networks on glaucoma diseases by color fundus image. Cheng et al. [25] proposed a deep hashing algorithm based on ResNet 50 to perform image retrieval and classification tasks. Although satisfying results have been realized in the diagnosis of AMD and DME by traditional machine learning method [19] , [20] , higher accuracy is hard to be obtained. In [21] the network structure was improved and the local and overall information was combined with the multi-scale method to extract and retain the effective features as much as possible, thus good results was achieved. In [22] and [23] , transfer learning was proposed to reduce the training parameters of neural networks, which reduces the dependence on the size of datasets, but such method has poor adaptation to the differences among different datasets.
Combining the ideas in [19] , [20] , [21] , [23] , this study proposes to use the characteristics of the network structure to reduce the dependence on the size of the dataset and enhance the adaptability to the differences among different datasets. Meanwhile, related research has been performed on the diagnosis and analysis of AMD and DME by two published OCT datasets proposed by Srinivasan et al. and Rasti et al. . We demonstrate the method of using the characteristics of network structure to solve the problem of scarcity of data and combining with the previous experience of transfer learning method for network training, thus good results have been achieved and the adaptability of each network to different datasets has been verified.
Material and Methods
In this section, the classification methods and the validation methods were analyzed. First, the whole process of the classification method for retinal OCT images is as follows: (1) FastNIMeans [26] and bilateralFller [27] methods were used for denoising. (2) Pixel filling was performed and finally the image was cropped to complete the preprocessing. Then different datasets were organized and divided into verification set and training set. Finally, the datasets were sent to the neural network model for training and output. All the processes of our methods are shown in Fig. 1 .
Datasets
The datasets used in this study were two public datasets. The dataset 1 was provided by Srinivasan et al., and obtained in Duke University, Harvard University, and the University of Michigan via Spectralis SD-OCT imaging. The dataset 2 was provided by Rasti et al. , and obtained at the Noor Eye Hospital in Tehran using Spectralis SD-OCT imaging. There are 3231 pictures in the dataset 1, of which 1101 are DME, 723 are AMD, and 1407 are normal. There are 5,084 pictures in the dataset 2, of which 1185 are DME, 1524 are AMD, and 2375 are normal. However, there are many eyeball images contained in dataset 2, not just retina images, so dataset 2 needs to be properly screened. Since the two public datasets are different in quality and size, they were separated for training and evaluation, which can also verify the adaptability of different neural network models to the difference among datasets differences. An example of two datasets is shown in Fig. 2 .
Image Pretreatment
The same 2 procedures were adopted in the pre-processing of two datasets. But due to the difference in quality between the two datasets, some fine-tuning was made in the process of cropping the dataset 2 to make the preprocessing result visually close to the result of the dataset 1. For dataset 1, first, FsatNlMeans method and bilateralfilter method were used for denoising and preventing subsequent steps from being interfered by the image noise. Then pixels were filled in the blanks of each image so that the lower boundary can be distinguished in the cropping. At last, the images were cropped and the upper boundary and lower boundary of the bright part of the retina of each image were detected using the pixel value, and the pixel range from 40 pixels above the upper boundary to 40 pixels below the lower boundary was cut out as our final preprocessing result. Because the image of dataset 2 is relatively dark, thus the difference between the preprocessing of dataset 2 and dataset 1 is that, in the pre-processing of dataset 2, the edge detection method was used to detect the lower boundary, and finally the pixel range from the top of the image to 40 pixels below the lower boundary was cut out. In this way, for dataset 2, the information in the bright part of the retina can be preserved and the loss of the main information caused by excessive cropping of the image can be avoided. The OCT image after the preprocessing is shown in Fig. 3. 
Dataset Organizion and Dividsion
In the division of datasets, 20% of the images were randomly extracted from datasets as the verification set, which is not engaged in training to ensure the reliability of the experimental results, and each image was labeled according to the location of the file, where AMD is the class 0, DEM is class 1 and Normal is class 2, and the labels are all in the form of one-hot encoding.
Training Method
Srinivasan et al. [19] used the SVM method to classify AMD, DME, and Normal in dataset 1 to achieve an average accuracy of 95.5%. Karri et al. [22] used transfer learning and GoogLeNet for classification based on dataset 1 to achieve an average accuracy of 91.3%. Feng et al. [23] used VGG-16 transfer learning method for classifying the dataset they collected and achieved an accuracy rate of 98.6%. Rasti et al. [21] used dataset 2 and multi-scale convolutional networks for classification and training to achieve an accuracy of 98.33%. In order to determine whether the hyperparameters we use are appropriate, the accuracy of the two datasets are required to be no less than 91.3% of the average accuracy in the fining tuning of our network models. Since CliqueNet does not have a pre-trained model, so transfer learning was not used. Fine-tuning of the network was conducted according to the features of the OCT dataset and our experimental environment. Three major blocks were adopted, each of which has 4 convolutional blocks, and each convolution block has 12 convolution kernels. The structure of a single major block is shown in Fig. 4 .
In the first phase, the forward pass of the feature was carried out (the features extracted by each block was passed into its next block). In the second stage, back pass of the feature was conducted during the forward pass (the feature extracted by each block was passed to the last block). In the third stage, each main block will output the input feature x i (i = 0, 1, 2) and the features extracted in its stage2 which will be used as the input of the next block, which also plays the role of multi-scale convolution. Finally, the stage2 output features of each block were pooled overall with the input features x i (i = 0, 1, 2) to generate its final features. The final features of the three main blocks were stitched to generate our final predictive feature, which is called Prediction that generates our final prediction label through a layer of fully connected layers using the softmax activation function. The Prediction generation mode is shown in Fig. 5 .
The parameters of CliqueNet were optimized on both datasets and 10 batchsize and Momentum [28] gradient optimization methods were adopted. On dataset 1, a learning rate of 0.1 with a dropout of 0.8 was used, and on dataset 2 a learning rate of 0.01 with a dropout of 0.9 was employed.
ResNet has been fully applied in the study of the diagnosis of glaucoma through color fundus image [24] and good results have been achieved. ResNet is also widely used in traditional image classification and retrieval tasks [29] . The pre-trained model of ResNet50 selected in [24] was chosen for transfer learning. The neural network model and parameters were fine-tuned as follows: the output channel of the last fully connected layer was adjusted to 3, and make its output the probability values of AMD, DEM and Normal. SGD was used as the gradient optimizer with a learning rate of 0.0001.
ResNext introduces Inception's multi-branch structure, transforming ResNet's single convolution into multi-branch convolution [18] . ResNext101's pre-training model was used for transfer learning. The network model and parameters were fine-tuned as follows: the number of the output neuron of the output layer was adjusted to 3 with SGD as the gradient optimizer and the dropout value of 0.5 and the learning rate of 0.0001.
DenseNet has both strength feature propagation and encourage feature reuse [16] . Because of these two characteristics, the pre-training model of DenseNet121 was selected for the transfer training. The fine-tuning of the network model and parameters of DenseNet121 are the same as those of ResNext101.
ResNet enables feature re-usage while DenseNet enables new features exploration which are both important for learning good representations. Dual Path Network shares common features while maintaining the flexibility to explore new features through dual path architectures [15] . DPN92's pretraining model was employed for training in transfer learning. The fine-tuning of the network model and parameters of DPN92 are the same as those of ResNext101.
Statistical Analysis Method
Because the missed diagnosis and misdiagnosis events will have a serious impact on patients, so the precision, accuracy and recall rate are important indexes that should be considered in the evaluation. The confusion matrix and ROC curve were drawn with precision, accuracy, and recall rate as the evaluation criteria [30] . The verification images were randomly selected from the verification set. The precision, accuracy, and recall rate are defined as follows: 
Pr eci si on
True positive (TP) refers to the total number of patients correctly diagnosed; False positive (FP) represents the total number of non-patients wrongly diagnosed as patient; False negative (FN) means the total number of patients diagnosed as non-patients; True Negative (TN) is the total number of non-patients correctly diagnosed.
Accuracy is the ratio of the number of correctly classified samples to the total number of samples for a verification dataset. Precision is the ratio of the number of correctly classified positive samples to all correctly classified samples. Recall ratio is used to indicate the ratio of the number of correctly classified positive samples in the classifier to the total positive samples.
Experimental Environment
The experimental code is based on python3.6 (based on pytorch1.0.1, keras2.2.4, tensorflow 1.12.0). The Linux system is used with a version of Ubuntu16.04. The GPU used an NVIDIA 2080ti with 11G memory for training. The experimental used NVIDIA Cuda v 9.2, and cuDNN v 7.3.1 accelerated library.
Experiment and Results
We performance of CliqueNet, DPN92, DenseNet121, ResNet50, and ResNext101 neural network in two public OCT datasets was evaluated and discussed based on our evaluation methodology. The comparative neural network VGG16, VGG19, Inception-v3, and comparative algorithm SVM were added.
Comparison With Previous Models
The performance of our network model on two OCT public datasets was evaluated and compared with that of SVM method and Vgg16, Vgg19 and Inception-v3 neural networks (all trained using transfer learning) according to accuracy (Acc) criteria. The processing procedures in the SVM method are the same as in [1] . Firstly, HOG features were extracted and then sent to SVM for training. The results are shown in Table 1 .
As shown in Table 1 , all of our methods have achieved good results on public OCT dataset 1, but the Acc results of the methods previously used on our public OCT dataset 2 have declined considerably. CliqueNet and DPN92 achieved significantly higher accuracy results than the method previously used, which indicates that these neural network models with effective feature of reusability are more adaptable to the difference among different datasets, and the effective feature of reusable characteristics can also help the neural network to achieve higher accuracy. 
Evaluation of Selected Models
In the actual clinical diagnosis, various evaluation diagnoses are usually included, and the medical images used tend to have different imaging qualities or even different sources. So we used two different public OCT datasets with different imaging quality and sources to train and evaluate our neural network models.
The training loss and accuracy curve of CliqueNet, DPN, DenseNet, ResNet, ResNext neural network on two public OCT datasets are shown in Fig. 6 and Fig. 7 . The training is stopped to avoid overfitting of models when Acc no longer improves and the training loss basic converges.
On the dataset 1, DenseNet, ResNet, and DPN have a convergence value after 20 steps of training. ResNext has a convergence value in about 30 steps of training, CliqueNet has a convergence value after about 150 steps of training. CliqueNet's accuracy and training loss curves oscillated before convergence.
On dataset 2, DenseNet, ResNet, and DPN have a convergence loss value at about 30 steps of training. ResNext has a convergence loss value at about 40 steps of training, and CliqueNet has a convergence loss value at about 180 steps of training. In dataset 2, the Acc and loss curves of CliqueNet also greatly oscillated before convergence. The accuracy scores of other network models other than CliqueNet on dataset 2 have all declined, CliqueNet and DPN scored the top two in the accuracy score. Therefore, we conclude that dataset 2 is more complex and more difficult to fit than dataset 1.
It can be seen that the training loss of other network models except for CliqueNet quickly converges on the two datasets and the accuracy no longer improves, but CliqueNet basically converges after 180 steps of training. Before this, CliqueNet's accuracy significantly oscillated. The reasons for this situation are as follows: (1) CliqueNet does not use the pre-training model to train from the beginning, so it is difficult to achieve convergence; (2) CliqueNet uses batch training during training so there will be oscillation; (3) CliqueNet makes multiple reuses of the effective features within a batch and is likely to be overfitting within a batch. Therefore, in order to prevent overfitting in dataset 2, its dropout value was adjusted to 0.9. After the training, each network model's scores on the randomly selected verification set are shown in Table 2 and Table 3 , and their ROC curve [30] is shown in Fig. 8 and Fig. 10 and the confusion matrix is shown in Fig. 9 and Fig. 11 .
DenseNet, ResNet, DPN, ResNext, and CliqueNet all achieved good results on the publicly OCT dataset 1, in which CliqueNet and DPN's accuracy, precision, and recall scored the top two, which shows that the network models we selected can fit the characteristics of dataset 1 very well. Although the dataset 1 is small, it still has good results. This confirms that the network model with feature reuse features can fit the features of smaller datasets very well. CliqueNet and DPN make more thorough use of effective features than other network models, so the results are better.
The scores of Acc, precision, and recall of DenseNet, ResNet, and ResNext all greatly declined on the public OCT dataset 2. The DPN network also experienced a large drop in the three ratings of accuracy, precision, and recall, but each score is above 0.9, which demonstrates that dataset 2 The Results Achieved by Different Neural Networks on Dataset 2 Fig. 8 . The micro-average ROC curve is obtained by the micro method in the sklearn.metrics.roc _auc_score function. The macro-average ROC curve is obtained by the macro method in the sklearn.metrics.roc_auc_score function. Class 0, class 1, and class 2 in the figure represent AMD, DME, and Normal, respectively. is more complex and more difficult to fit than dataset 1. CliqueNet's accuracy, precision, and recall scores are higher than other networks and each score did not decrease significantly. This shows that CliqueNet is highly adaptable to differences among different datasets. CliqueNet make more thorough use of effective features than other network models, so the results are better. This also shows that a network make more thorough for effective feature reuse can be more adaptable to different differences among different datasets. Our verification experiment proved that CliqueNet, except for the accuracy score on the first dataset slightly less than DPN, CliqueNet, achieved higher scores than other neural network models. On the recall indicator, CliqueNet achieved a three-category average recall rate of 0.992 and 0.979 on the two OCT datasets. This shows that the use of CliqueNet for the diagnosis of AMD and DEM disease can better prevent missed diagnosis. On the precision indicator, CliqueNet achieved a three-class average precision of 0.985 and 0.988 on the two OCT datasets, which demonstrates that the use of CliqueNet can prevent misdiagnosis of AMD and DEM. In Fig. 8 and Fig. 10 , it is shown that CliqueNet achieved a higher AUC value, indicating that the trained model of CliqueNet can better balance the recall and precision indicators. Regarding DPN, although the scores on the dataset2 have declined, the accuracy, recall, precision, and AUC it achieved on the two public OCT datasets are acceptable. And when DPN has a pre-trained model, it takes up fewer resources in training than CliqueNet and is simpler to implement than CliqueNet. Therefore, DPN should also be considered in practical applications.
Discussion
In this paper, the application of the neural network models with effective feature reuse features based on the retinal OCT datasets in the diagnosis of AMD, DME was tested and evaluated. The optimization strategies of different neural network models, the effects of different neural network models on final diagnostic recognition and the adaptability of different neural network models to different datasets were studied. Two publicly available OCT datasets were used to evaluate the performance of the neural networks we selected and the impact of differences among datasets. Five neural network structures were tested and evaluated (DenseNet121, ResNet50, DPN92, ResNext101, CliqueNet) and VGG16, VGG19, inception-V3 neural networks, and SVM methods were added to improve experimental comparisons. Accuracy, recall, precision, AUC were used as evaluation criterias to show the ROC curve and confusion matrix of each neural network. After the testing, CliqueNet achieves the best score, with a 0.99/1.00 three-types average AUC, a 0.992 three-types average recall rate, 0.985 three-types average precision, and a 0.990 of accuracy rate on dataset 1 and a 0.99/0.99 of three-types average AUC, a three-types average recall of 0.988, an average precision of 0.979, and an accuracy of 0.986. The effects achieved by CliqueNet on different datasets are similar. Our experiments have proved that the features of feature reuse are beneficial to improve the performance of the neural network models and the adaptability to differences among different datasets. After analysis and comparison, two neural network models CliqueNet and DPN were obtained, which have better effects on different datasets. CliqueNet and DPN can be applied to actual clinical diagnosis. CliqueNet training is complex but result is better. Although DPN is not as effective as CliqueNet on dataset 2, the training method is easy, showing that CliqueNet can better help doctors prevent misdiagnosis and missed diagnosis. We believe that when dealing with medical datasets with less data, some neural network models with effective feature of reuse can be taken into account, but also, data amplification through data enhancement and generative adversarial networks (GAN) can be considered.
