This paper derives bounds on the asymptotic expected distortion (high rate) for quantization on the complex projective space denoted as CP n−1 . In essence the problem of quantization in an Euclidean space with constraints can be posed as an unconstrained problem on an appropriate manifold. CP n−1 is a non-linear manifold that represents the constraints that arise in areas such as communication with multiple antennas at the transmitter and receiver. Due to the constraints, the distortion analysis developed for Euclidean spaces cannot be applied directly. The special structure of CP n−1 and the distortion measures that are defined on it differentiate this problem from traditional vector quantization in Euclidean spaces.
I. INTRODUCTION
The complex projective space is a special case of the complex Grassmann manifold that has been explored by the signal processing community in diverse contexts -optimization (for a summary see [1] , [2] ), estimation [3] - [5] and multivariate statistics in general (see [6] references therein) and channel coding [7] , pattern recognition [8] among others. The problem of quantization on the complex projective space, on the other hand, has received less attention.
Recently, practical applications of quantization on complex projective space have been found in multiple-input multiple-output (MIMO) wireless communication. The performance analysis of quantizers on the complex projective space that exploits the geometrical structure of the manifold, is the topic of this paper.
The vector quantizer defined in the complex Euclidean space C n may be represented as Q(Y ),
In this paper we consider the vector quantizer with the norm 1 constraint |Y | = 1. This constrained quantization problem is formulated as an unconstrained problem on the complex projective space and the distortion rate function is analyzed.
Let us provide an example application in some detail. Consider a wireless communication system with n antennas at the transmitter and 1 antenna at the receiver. It is known that the transmitter can employ a n-dimensional unit vector termed as the "beamformer" to significantly improve the quality of reception. Of particular interest is the scenario when the beamformer, that is known at the receiver, is quantized and sent to the transmitter using a "feedback" link. Due to the randomness in the wireless medium, a beamformer may be modelled as a random process resulting in a quantization problem at the receiver with norm constraints. Accurate performance evaluations of such wireless systems are a function of the quantization error and the properties of the channel. The distortion analysis is thus necessary and provides a first step to the performance analysis. Recent work by the authors in [9] discuss a quantization framework for the Grassmann manifold and provide some distortion results on the complex projective space for the special case of a uniform distribution (considering normalized Haar measure). This has been followed by a study on the Grassmann manifold but restricted to a uniform source distribution [10] .
Distortion rate results may be broadly classified into quantization theory and information theory results (see [11] for a recent summary and the references therein). Quantization theory mostly provides bounds on the expected distortion for spaces with finite dimensions considering high resolution quantization. These results are mostly applicable to vector spaces, while some approximate results are available for spherical vector quantization (which is an example of a non-linear manifold). The complex projective space is not a vector space and justifies separate investigation. Information theory results are not applicable directly due to the non-additivity (or non-sub-additivity) of distortion as well as the constrained nature of the quantization space.
Due to the non-additivity of distortion functions defined naturally on the complex projective space and the fact that the constraints are tied to a particular dimension of the space, the natural setting for the distortion analysis is the setting provided by quantization theory. This assumes that the quantization is high resolution.
Prior art for quantization and rate-distortion theory dates back to the mid-twentieth century and we do not attempt any reasonable survey of it. Gray and Neuhoff provide a critique on this topic in [11] . The development in this paper is closely related to the informal derivations presented by Gersho [12] and Yamada et al. [13] . In [12] the block quantization of random variables in R n with r-th power distortion is considered and heuristic derivations for minimum distortion are presented, while rigorous derivations may be found in the work by Zador [14] , Bucklew et al. [15] , Graf et al. [16] , among others. Gersho's results essentially generalize Gish and Pierce's results in [17] and were later derived by Linder and Zeger in [18] . In [13] these results are generalized to difference distortion measures that are functions of the seminorm of their argument. The results of [12] are also generalized later to non-difference distortion measures that are locally quadratic and model perceptual distortion.
In this paper we consider a vector quantizer Q(Y ), Q : C n → C n with unit norm constraints |Y | = 1. Under some conditions, this problem is equivalently formulated as an unconstrained quantization problem on the complex projective space. The rate of the quantizer is measured by the cardinality of the output points (say N ). The problem is to determine the minimum achievable distortion for an N -point quantizer. For this a lower bound on the minimum distortion is derived.
The analysis framework chosen is that of high resolution quantization theory and the derivations are strongly motivated by the work done for Euclidean spaces in [12] , [13] . This can also be considered as a generalization of Gersho's distortion results to the complex projective space.
II. PROBLEM FORMULATION

A. Complex Projective Space: Preliminaries
The geometrical exposition of the complex projective space presented here is based on [19] .
The complex projective space CP n−1 can be represented as the set of complex lines in C n that passes through the origin. A complex line l : 
is the uniform probability density on CP n−1 . Non-uniform probability densities may be also be defined on CP n−1 [6] . Unless otherwise mentioned, p(Y ) will denote a probability density defined on CP n−1 . For the Euclidean space C n , we denote by dY the product of n linear differential forms of degree one.
B. Problem Definition
We first define quantization for sources in the Euclidean space C n . Let us consider a source random vector Y ∈ C n . We use the same notation to denote the random matrix as well as a realization of it. A quantizer Q (Y ) is defined as a function
The set Z is a codebook of size N and each element is a codeword or a reproduction point or
Now, let us impose the following constraints on the quantizer defined in (1) that arise in many practical applications (see for example [9] , [20] ). Let us constrain (i) the source Y to be unit norm (ii) the codewords Z i , i = 1, · · · , N to be unit norm, and also assume that the distortion function has the following property:
Then the constrained quantization problem in C n can be equivalently formulated as an unconstrained problem in CP n−1 . This is due to the observation that for every instance of Y , the distortion realized by the quantizer in (1) may also be realized by another quantizer defined This motivates the performance analysis of a projective quantizer which is the goal of this paper. Formally a projective quantizer is defined as a function
The notion of distortion in CP n−1 can be defined based on the principal angle between the subspaces Y 1 , Y 2 ∈ CP n−1 . In this paper we assume that the distortion function is of the form
This is the chordal distance (and metric) and such distortion functions are encountered in the area of wireless communications. The resolution of the quantizer may be specified by the rate defined as R = log 2 N/(2n) that quantifies the number of bits used for representation per real coefficient. A measure of performance of the projective quantizer Q may be defined by the distortion rate function defined as
where p(Y ) is the probability density of Y .
The problem is to characterize the minimum distortion D * (N ) achievable for all N -point quantizers.
III. DISTORTION IN A BALL
As a first step towards characterizing the expected distortion in CP n−1 , in this section, we study the distortion in a chordal ball in CP n−1 . A ball of radius δ and center Z denoted as
and therefore B δ (Z) ⊂ CP n−1 . In case the volume of a ball can be explicitly computed as a function of the radius, the distortion can be exactly characterized as follows.
Proof: Let us consider the scaled differential form
1 and thus we can define a probability measure μ as
Note that for 0 < x < γ,
where c(n) is a constant depending only on n. This is because V ol(B x (Z)) ∝ x 2(n−1) (see [21] for instance). Therefore
and
Now,
It follows from elementary probability theory that
and then integrating by parts, we have
The result follows from (10), (11) and (14) .
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IV. DISTORTION RATE BOUNDS
In this section we provide a heuristic derivation of the distortion integral along the same lines as [12] , [13] . Before proceeding to the analysis the following definitions are introduced for a projective quantizer. The Voronoi partitions induced by the quantizer Q in (3) can be expressed as (assuming that ties are resolved arbitrarily)
where Z i is termed as the generator of the partition S i . The centroid of a Voronoi region S may be defined asẐ
Due to the difficulty in characterizing the geometrical structure of a Voronoi region, the distortion contributed by a Voronoi partition is related to the distortion attained by a simpler geometrical structure, a ball in this case. The following lemma summarizes the result.
Lemma 2. (from [13]) Let S be a Voronoi region with generator
Proof: The proof of this lemma follows the proof in [13] for Euclidean spaces.
A. Quantizer Point Density
The concept of a quantizer point density, first visualized by Lloyd and generalized by Gersho [12] provides analytical tractability and has been used in the distortion rate analysis of Euclidean quantizers. We define the quantizer point density or the asymptotic reproduction density λ(Y )
Then it is assumed that as N → ∞ there is a limiting density λ(Y ) such that
It follows that Nλ(Z i ) is the number of points per unit volume in the neighborhood of Z i ; alternatively λ(Z i )ΔV (Z i ) is the fraction of output points located in an incremental volume
B. Asymptotic Expected Distortion
It follows from (5), (15) that D(N ) may be written as
Let us denote S i p(Y )(dY ) = P (S i ). Then, with the high resolution assumption P (Y ) ≈
Recall that the high resolution assumption implies for large
where (21) follows from Lemma 2. It follows from Lemma 1 that
where (23) 
and (24) follows from the definition of point density in (18) . For large N , approximating the summation by an integral we get
where β = r/2(n−1). The distortion integral (25) can be minimized using Hölder's inequality as in [12] , [13] . The constant c(n) that relates the volume and radius is known to be 2π n (n−1)! as in [19] , [21] .
In the special case of a uniform distribution defined by p(Y ) = 1/c(n), it is easy to see that 
that has been derived earlier in [9] , [10] .
V. CONCLUSIONS
A lower bound on the asymptotic expected distortion is obtained for quantization on the complex projective space. The derivations provided here assume a "smooth" probability density. The exact characterization of the nature of smoothness that is necessary and a rigorous derivation of the results are relegated to future work.
