During investigation the accuracy of the Friedewald's calculation method in case method of ultracentrifugation was been replaced by the method of photometry. There was investigated the possibility and limitations of using Shepard's method for calculating the concentration of low density lipoprotein (LDL) cholesterol. A comparison of accuracy various mathematical models was given to calculate the concentration of LDL cholesterol. The computational methods for calculating the quantities considered LDL cholesterol in this paper are not inferior in their characteristics to analytical methods.
Introduction
The selection of the optimal method for modeling biological parameters depends on a number of characteristics of the model described. Such characteristics include the number of parameters which evaluated their limitations, the number of observations, and the presence of drop-out values. Taking these features into consideration allows us to select the most suitable methods for constructing the model, however, for the final choice, a computational experiment is necessary.
Determination of laboratory parameters of lipid metabolism in blood serum, in particular cholesterol fractions, is an important criterion for diagnosis, prognosis assessment and treatment tactics for a number of endocrine and cardiovascular diseases [1, 2] . These studies are included in the standards of diagnosis of patients, which in turn caused an increase in the load on the laboratory, as well as the cost of patient examination. When the lipid fractions in the blood instead of direct determination of low density lipoprotein (LDL) cholesterol fraction are assessed, as a rule the cost of patient examination reduce and a calculation method by W. T. Friedewald [3, 4] is used in the laboratory. The Friedewald's formula allows you to calculate the concentration of cholesterol of this lipid fraction accurately when you use the technology of separation of cholesterol fractions by ultracentrifugation. At present, the ultracentrifugation method is not applied due to its duration and complexity of automation; however, clinical laboratories often continue to use the calculation method to estimate the concentration of LDL cholesterol.
It is known that Friedwald's technique has a number of significant limitations [5, 6] . One of them is low accuracy in case of high plasma triglyceride concentration (more than four g/l), which prevents dynamic monitoring of the effectiveness of therapy in patients. In addition, the use of the formula is based on the assumption that the ratio of triglycerides and cholesterol of very low density lipoproteins is stable and amounts five to one. Finally, this method can have a significant error if a significant amount of chylomicrons appears in the blood, if the concentration of which in most laboratories is not determined. There is no certainty that the laboratory staffs is aware of these limitations described by the author of the methodology, and you should take them into consideration in their work using the calculation method. It is safe to assume that this technique, like any other indirect method, will have a lower accuracy of the results compared to the direct definition of the same indicator. At the same time, the application of the calculation method is attractive because it makes possible to reduce the cost of a laboratory examination by refusing to analyze one indicator.
We performed a modeling of concentration of LDL cholesterol in conditions of the evaluation of parameters of lipid metabolism in modern laboratory equipment (Modular, Roche Diagnostics).
Goal and Tasks
The aim of the study was to search for a method for modeling the concentration of LDL cholesterol, which gives a minimum error in its application. To achieve this goal, the following tasks were accomplished: a. to examine the acceptability of the Friedwald's technique under the conditions of replacing the ultracentrifugation method to determine the fractions of lipoproteins by the photometry method, b. evaluate the linear regression technique for calculating the amount of LDL cholesterol, c. to examine the acceptability of the Shepard's method for the determination of lipoprotein fractions.
Materials and Methods
For the calculations, a sample of research results was prepared, consisting of 4 384 observations. It included the results of a laboratory examination of patients in which a concentration of the following parameters was determined from a single serum sample for a short period of time: triglycerides, total cholesterol, highdensity lipoprotein (HDL) cholesterol and LDL cholesterol. Laboratory studies were performed on the Modular P-800/ISE analyzer from Roche Diagnostics (Switzerland) using reagents and standard samples from the same company. In addition, in parallel with laboratory analyzes, concentrations of LDL cholesterol and very low density (VLDL) cholesterol were calculated using the formula proposed by Fridwald. The calculation of the linear regression formula was carried out using the STATISTICA data analysis software version 6.0.
The Shepard's method [7, 8] , which is similar to the inverse distance method and the method of radial basis functions, widely used in neuromodulation, has rarely been used in the study of data analysis problems. The main area of its application was the processing of cartographic information, although the capabilities of this method, in our opinion, are much wider [9] . The Shepard's method involves the construction of an interpolant in the form of a ratio of two fractional rational functions based on experimental data -a training sample. The low operational complexity of the corresponding algorithms makes it possible to use it for processing tables of experimental data with a large (thousands and tens of thousands) number of indicators and precedents. The proposed method involves twotime application of the Shepard method, at the first stage to improve the quality of input data (their "cleaning"), and at the second -to build models of the dependence under study. The algorithms of the proposed technique are implemented in C/C++ and operate under Windows and Linux OS.
The effectiveness of models which improves the accuracy of the calculation of LDL cholesterol was evaluated by comparing systematic and random errors in the calculations performed on these models. To compare the significance of differences in mean values and variances of analyzed samples, we used the MS Excel data analysis package.
Results

First stage.
To estimate the error of the Friedwald's method, we calculated the difference in absolute and relative (%) units between the calculated cholesterol concentration in LDL composition and the values obtained directly during the analysis at the number of observations n=4384. We have found that the average systematic error of the values calculated by the Friedwald's formula is -11.49 %, while the dispersion of the relative errors was 818.36 (table.1).
Such significant random and systematic errors can be explained by the imperfection of the indirect method of determination, as well as by the using of triglycerides, total cholesterol and HDL cholesterol obtained by using other analytical methods for calculations than the authors of the widely used formula. If the original Friedwald's formula reflects the regularities of the distribution of cholesterol in different lipid fractions in the allocation of their method of ultracentrifugation [4] rather accurately, so in order to determine the fractions of cholesterol by the photometric method on the analyzer Modular calculation formula needs to be update.
The validity of the observation is confirmed by the fact that the concentration of total cholesterol in the blood serum was lower by an average of 26.1% than the sum of cholesterol concentrations determined in different lipid fractions (VLDL cholesterol, calculated value and LDL cholesterol, HDL cholesterol) of the same sample, although these values should be equal. Regardless of the analytical methods used, the measured amount of total cholesterol as a whole cannot be less than the total amount in individual fractions. Since in these calculations the amount of VLDL was calculated in accordance with the Friedwald's recommendations [3] as the number of triglycerides in the sample in mmol/l divided by 2.22, it can be assumed that the cause of the revealed discrepancies between the calculated cholesterol concentration in the sample and the determined laboratory route is in the value of this coefficient.
As a next step in improving the accuracy of VLDL cholesterol calculation, we made an attempt to clarify the coefficients in the formula which was used before. The amount of VLDL cholesterol was calculated to do this as the difference between total cholesterol and the amount of cholesterol in the fractions of HDL and LDL. The calculations showed that its average value in the serum of patients was 0.35 mmol/L. This quantity is approximately 6.23 per cent of total cholesterol. Based on these calculations we can assume that in our measurements on the Modular analytical system together with LDL cholesterol and intermediate density lipoproteins we detected a significant part of VLDL cholesterol. Second stage. The possibility of usage the multiple regression method is analyzed to refine the calculation formula. The calculations are performed using the STATISTICA software package. First of all, an attempt was made to test the formula calculated [10] on a random sample consisting of 212 observations on all 4384 observations. According to the results given in table 1, the average relative error decreased by 11 times in comparison with the Friedwald's method. The paired two-sample t-test for the means demonstrated the presence of significant differences (p < 0.001) between the test and the initial methods of calculation. Unfortunately, the variance was significant when during building the model was used the regression method.
Then the coefficients were calculated on a large sample (n=4384), with the coefficient of multiple correlation (R), which reflected that the degree of dependence of the concentration of LDL cholesterol on other variables was equal to 0.951. A value of R is close to 1.0 indicates so the model explains almost all the variability of the corresponding variables. The application of the presented formula allowed us to reduce the average relative error of calculation of LDL cholesterol to 0.23 % and the variance decreased by 10 %, but it still remained large (table 1). The use of two-sample F -test allowed us to verify the significance of differences in the variance of compared samples at the significance level of 0.001. The presence of large variance in the models was constructed using the multiple regression method which prompted us to search for alternative methods of calculations. Third stage. To improve the accuracy of the method, we reduced the random systematic errors of the calculation method and the method of creating static models based on the Shepard operator. The quality of the model was checked using the Committee method. In the course of this work we calculated the index of interest (LDL cholesterol) using a multidimensional approximated function constructed by the Shepard method on all other elements of the initial sample. Since the true values of LDL cholesterol for all elements are known, calculations of the relative error of the described model were carried out for all elements of the initial sample. The algorithm of quality evaluation of the obtained model: Algorithm 1 ("Model Testing"). a. the I-th element is removed from the selection, b. the remaining part of the sample we construct the model Shepherd,
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c. using the resulting model, calculate the value of the function at the point corresponding to the removed element, d. the relative error of the obtained value is calculated, e. the deleted item is returned to the selection, f. the listed operations are repeated for all the selection elements, g. the resulting errors are used to calculate the average, minimum and maximum errors, as well as the variance.
To reduce the number of calculations in the course of assessing the possibility of using the Shepard's method, we conducted computational experiments on a test sample consisting of 212 observations. At the same time all the calculations were carried out on an ordinary personal computer without using of parallel computing technologies. The results of the calculations according to the following parameters of the relative error are in table 1: the arithmetic mean of the relative error of calculation is 3.94% and the variance is 452.23. The average error of calculations during usage of the Shepherd's method was significantly less than average error than using the Friedewald method (P < 0.001).
Unfortunately, these results cannot be considered as satisfactory ones, because there was a high dispersion, which was characterized by the presence of points with a high error. At the same time for some patients there was an unacceptably large deviation of the calculated value of LDL cholesterol from the measured made in the laboratory, and despite the number of such elements is small, their presence dramatically reduces the possibility of practical applicability of the created model.
According to the experience of previous works z to carry out so-called "horizontal cleaning", which consists in the directed removal of the sample elements that make the greatest "noise", thereby increasing the error of the created model. Performing this operation in some cases allows you to improve the quality of the model significantly (Fig.1) . The maximum number of elements which is to be removed during the "cleaning" was selected from the "95% rule" ("rule 2 Sigma") -i.e. the model was based on the assumption that the majority of patients have common patterns and relationships and those elements that we remove (5%) are a separate group that needs to be considered in more detail and create a different model taking into consideration its features. With 212 patients the maximum number of removed sample points was 10 observations. The results of testing of the created model are shown in table 2. The algorithm of "cleaning" of the model is next: Algorithm 2 ("Cleaning the Training Sample»): a. the I-th element is removed from the selection, b. Shepard's model is built on the rest of the sample, c. the model is tested (algorithm 1), d. test results are saved, e. the deleted item is returned to the selection, f. these operations are repeated for all selection items, g. the element is selected, so the removal makes the necessary characteristic of the model much better.
In this paper, we decided to minimize the dispersion, but the algorithm allows you to choose any other valid parameter, for example, the average error and others. After analyzing the results of testing performed on 212 cases (table 2) it can be argued that the procedure of "cleaning" has allowed to reduce the arithmetic mean significantly and the dispersion of the error of the model by 3-4 times. The above-described computational experiments have shown the feasibility of calculations on a sample with a large number of observations. Fourth stage. Further modeling was carried out on a full sample of 4384 observations. At this stage the testing of models and the implementation of the procedure of their "cleaning" required significant computational resources. As it can be seen from the above algorithms, during the procedure of "cleaning" the number of model constructions and calculations of the function values depend quadratically on the sample size: K = N 2 *N 1 = n * (n -1) = n 2 -n, (1) where n is the sample size, N 2 is the number of iterations of algorithm 2, N 1 is the number of iterations of algorithm 1. If the number of observations is equal to 4384, the number of iterations will be: 4384 2 -4384.
Thus, with increasing the sample size, is the number of elements in its composition according to several thousand observations, the processor time of the "cleaning" operation can grow to unacceptable values (days and weeks). To speed up the calculations we implemented a modified parallel algorithm, which allows us to use several core processors in SMP-systems
(Symmetric Multiprocessing).
Initial testing of the model showed that its characteristics, in particular, the dispersion of the relative error, cannot be considered as satisfactory ones. Their quality was tested for all models and the subsequent "cleaning" was performed. In addition we tested the hypothesis that errors can be reduced by dividing the initial sample into several parts and then building models on each of them. The first option is considered to divide all patients into 2 groups -men and women. For all models their quality was tested with subsequent "cleaning". 1% of the total number of elements was selected as the "clean" border -"rule 3 Sigma" was used.
Using the proposed technique and implemented algorithms we investigated the possibilities of improving the accuracy of calculation methods focused on the assessment of cholesterol concentration in fractions. The multi-variant computational experiments have proved the efficiency of the studied approaches. It is confirmed that during performing calculations on the model based on the Shepherd's method, the operation of "cleaning" of the initial sample can significantly improve the quality of the models (figure 2).
The hypothesis of the expediency of the sample division into parts and the construction of independent models on them is also partially confirmed by the computational experiment. As it can be seen from table 3 the allocation of women in a separate model allowed to reduce the variance of the error by an order of magnitude immediately. A separate model for men, on the other hand, has much worse performance than the model of women and the general model of all patients. However, during the procedure of "cleaning" its characteristics can also be brought into the acceptable range. Note that the procedure of sample division does not allow to improve the resulting models only, but it also significantly reduces the total calculation time, since the dependence of the calculation time on the sample size is quadratic. 
Conclusion
The calculation method in laboratory studies should be used in compliance with all the conditions and restrictions described by its developers. Calculation methods can be used during the screening stage, while the examination of patients with the revealed pathology 
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should give preference to the direct measurement of the studied parameters. In the conditions of changing the significant elements of the original methods of application of calculation methods for the determination of cholesterol fractions, it is only possible when you replace a method (formula) of calculation of this indicator. In most cases the linear regression method is sufficient to refine the formula for LDL cholesterol calculations. The use of mathematical models based on the Shepard's method makes it possible to obtain minimal errors. In this work the computational methods for calculating of the amount of LDL cholesterol are considered not to inferior practically in their characteristics to analytical methods. The models of estimation of the amount of this cholesterol fraction which were tested by us have allowed to reduce the errors of the calculation method significantly and can be used as a basis for practically used methods.
