We develop an approach to tuning of penalized regression variable selection methods by calculating the sparsest estimator contained in a confidence region of a specified level. Because confidence intervals/regions are generally understood, tuning penalized regression methods in this way is intuitive and more easily understood by scientists and practitioners. More importantly, our work shows that tuning to a fixed confidence level often performs better than tuning via the common methods based on AIC, BIC, or cross-validation (CV) over a wide range of sample sizes and levels of sparsity. Additionally, we prove that by tuning with a sequence of confidence levels converging to one, asymptotic selection consistency is obtained; and with a simple two-stage procedure, an oracle property is achieved. The confidence region based tuning parameter is easily calculated using output from existing penalized regression computer packages.
Introduction
Recently, penalized regression methods for variable selection have become popular. These methods continuously shrink the model parameters and perform selection by setting coefficients to zero.
They control the shrinkage of the model parameters by a non-negative regularization parameter and, as this parameter increases, the regression coefficients shrink continuously. Least absolute shrinkage and selection operator, LASSO, (Tibshirani, 1996) , smoothly clipped absolute deviation, SCAD, (Fan and Li, 2001) , Elastic Net (Zou and Hastie, 2005) , adaptive LASSO (Zou, 2006) , and octagonal shrinkage and clustering algorithm, OSCAR, (Bondell and Reich, 2008) are some examples of penalized regression techniques.
An important issue in using a penalized regression method is choosing the value of the regularization parameter, or tuning the procedure. Asymptotic results for methods such as SCAD and adaptive LASSO are available by letting the tuning parameter change at an asymptotic rate. However, in finite samples, the value of the tuning parameter needs to be chosen, and which criterion to use in practice is a difficult question.
Consider a generalized linear model where Y (n×1) is the response vector, X (n×p) = [X 1 , ..., X p ] is the design matrix and β (p×1) = (β 1 , ..., β p ) t is the vector of model coefficients. Suppose the data (x i , y i ), i = 1, ..., n is collected independently. Conditioning on x i , y i has a density function f (g(x t i β), y i , φ), where g is the known link function and φ is a possible nuisance parameter. A general form of the penalized regression problem is given bỹ
where λ ≥ 0 is the regularization parameter, and p λ (β) specifies the penalization on the regression coefficients. For example, LASSO uses the L 1 penalty, p λ (β) = λ p j=1 | β j |, and adaptive LASSO uses weighted L 1 penalty, p λ (β) = λ p j=1 | β j | / |β j | whereβ is the MLE. Note that for the adaptive LASSO case p λ (β) also depends on the data viaβ. As typically the case, to simplify the notation we will omit the dependence on the data, and write p λ (β). Often it is the case that p λ (β) = λp(β), and this form is considered in the remainder of the paper.
Various criteria can be applied to select the tuning parameter, for example, the C p statistic (Mallows, 1973) , Akaike information criterion, AIC, (Akaike, 1973) , Bayesian information criterion, BIC, (Schwarz, 1978) , generalized information criterion, GIC, (Konishi and Kitagawa, 1996) , or Kfold cross-validation (Breiman and Spector, 1992) . For a review of some of these selection criteria see Hastie et al. (2001) .
Given the multitude of options, it can be difficult to decide which to use. Often these methods can yield different results for the same problem. Even when one of the existing methods is selected, it can be hard to justify the reason for this choice to scientists and practitioners. To this end, we propose a tuning selection method based on the standard notion of confidence sets, a well accepted construction in statistical inference.
Consider a simple situation with n = 20 observations from a linear regression model with p = 5 predictors, and normally distributed errors having variance 1. Suppose that none of the predictors were important, i.e. the null model was true. In this setting, one would hope to choose the null model with high probability. Letting 0 < α < 1 and constructing a 1 − α level joint confidence region and not rejecting the null model if the point β = 0 were contained in the region will result in a family-wise error rate of α. Suppose that we use a penalized regression. We would like our tuning method to perhaps match this Type I error under the null model, while also having good selection properties when there truly are relevant predictors. We simulated this null model scenario 1000 times and used the adaptive LASSO to perform variable selection. Tuning via BIC selected the null model only 73% of the time for a 27% Type I error, while tuning via AIC selected the null model only 48% of the time, for a 52% Type I error. In terms of hypothesis testing, selecting via AIC would correspond to using a level of 48%, which in practice, may make an applied scientist uncomfortable.
We propose to choose as the estimate the point within a confidence region having the sparsest representation, where sparsity is measured via some complexity measure, p(β). It is assumed that p(β) ≥ 0, and equality holds if and only if β = 0. Under this assumption, if the constructed confidence region contains the origin, then the point β = 0 will always be the chosen solution. Note that all typical penalty functions satisfy the above. Thus defining the approach in this manner will automatically maintain the desired family-wise error rate under the null model. This proposed formulation has an equivalent representation as a penalized regression with tuning parameter completely determined by choice of confidence level. We show that tuning in this manner is not only intuitively appealing and maintains the desired family-wise error rate under the null model, but when used with adaptive LASSO it can achieve asymptotic selection consistency for a sequence of confidence levels chosen appropriately to converge to one. Moreover, the proposed method enjoys excellent finite sample behavior.
There are several advantages of tuning based on confidence regions. First, it is intuitive and easy to interpret for scientists and practitioners. Although asymptotic properties of selection criteria such as AIC, BIC, and CV have been studied (Stone, 1977; Shibata, 1981; Nishii, 1984; Shao, 1997; , the interpretation of the tuning parameter as a confidence level is more natural to a non-statistician. Second, it has the ability to be used with a large variety of statistical methods where confidence regions can be created for model coefficients. Third, a default value of the tuning parameter can be chosen in practice, such as an a priori choice of say 90%, 95%, or 99% confidence level. But, perhaps the most important advantage is that, although asymptotic selection consistency theory exists for other methods of tuning, such as BIC (Shao, 1997; , the proposed tuning method has shown strong finite sample selection properties.
In addition, based on the idea of tuning via confidence regions, any tuning parameter for the penalized regression can be mapped to a corresponding confidence level. This implied confidence level corresponding to standard methods of tuning such as AIC, BIC, and cross-validation can be extremely low, and can vary greatly across data sets.
The remainder of this paper proceeds as follows. Section 2 describes automatic variable selection via confidence regions in greater detail, which includes linear models and generalized linear models as special cases. Section 3 shows that variable selection consistency can be achieved for the proposed tuning method. Section 4 reports the Monte Carlo simulation results and compares our method with existing methods. Section 5 introduces a 2-stage estimation procedure and shows that it obtains the oracle property, and Section 6 presents a discussion. All proofs are given in the Appendix included with the online supplementary materials.
Tuning via Confidence Regions

The approach
The proposed approach is to build a confidence region for model parameters using some standard technique, such as likelihood-based confidence regions or Wald-based confidence regions. Among the points in the confidence region, the model with the most sparse representation is chosen, where the sparsity is measured by some criterion such as the L 1 norm.
Let p(β) specify the form of the criterion to measure the sparsity of the model coefficients. For some function H(s, t), let the set of all β such that H(Y, Xβ) ≤ C α determine a 1 − α confidence region for β, where C α is chosen to yield the correct coverage probability. Then, the estimated model coefficients,β, can be obtained by solving the following minimization problem:
Assuming convexity of both p(β) and H(Y, Xβ) in β, the constrained minimization problem in (2) is equivalent to the following Lagrange formulation of optimization:
where θ α is the Lagrange multiplier corresponding to the constraint in (2).
The problem given by (3) can also be represented by the following more common way of representation of penalized regression problems:
where λ α = 1/θ α . Notice that (2) is equivalent to (4) in the sense that there exists a one to one function between C α and λ α . Therefore, for a specific value of C α , the solution of (2) can be obtained using methods designed to solve (4). Thus, the proposed approach yields a tuning method for typical penalized regression methods, as the tuning parameter is fully determined via the initial specification of the confidence level α. In practice, this is most often taken to be the 95% confidence region. Hence, the tuning parameter has a natural default value that is familiar to practitioners. Note that if p λ (β) = λp(β), this duality would not hold, and the tuning parameter would not be fully determined by the confidence region level.
One common way to construct confidence region is to invert the likelihood ratio statistic. Suppose we wish to test H 0 : β = β * vs H a : β = β * , where β * fully specifies the regression model.
Let L(Xβ, Y) be the likelihood function andβ be the usual MLE of β with no restrictions on the regression coefficients. For simplicity, let the log of the likelihood ratio test statistic, log(
The likelihood ratio test rejects the null hypothesis for large values of −2Λ(X, Y, β * ), say
Inverting the test yields a 1 − α confidence set for β with the following form:
For some models, −2Λ(X, Y, β * ) may have a form that can be expressed via a known probability distribution. In this case, C α can be determined exactly. However, if −2Λ(X, Y, β * ) does not have a known distributional form or if the exact distributional form is difficult to work with, a chi-square distribution can be used as an asymptotic approximation.
Implied Confidence Level
Given the duality between choice of confidence level and the tuning parameter, any method of choosing λ can be viewed as yielding an implied confidence level. In particular, the solution for any given tuning parameter would be the sparsest solution among a confidence region of level 1 − α.
Somewhat surprisingly, standard tuning methods often result in confidence levels that are much smaller than would be used in practice.
(*** Figure 1 goes here ***) Figure 1 shows the complex relationship between λ, as in (4), and the corresponding confidence region 1 − α for 4 different linear regression data sets with sample size, n = 100, total number of predictors, p = 20, and true number of non-zero coefficients, q = 4. The choice of p(β) is given by the adaptive L 1 norm p j=1ŵ j | β j |, forŵ j = 1/|β j |. This yields the adaptive LASSO penalization approach (Zou, 2006) . This simulation design is used in Section 4.1 as example 1.
The vertical lines represent the locations of the models selected by the proposed tuning method with 95% and 99% confidence regions, and other well known tuning parameter selection criteria AIC, BIC and 5-fold cross-validation (CV).
(*** Figure 2 goes here ***) Figure 2 shows boxplots of the implied confidence region from the three tuning methods based on 500 simulation runs. The left panel is the setup described above, while the right panel has only q = 2 non-zero coefficients. These box plots suggest that for CV the variability of the confidence region level is very large, whereas for AIC the variability is much smaller and the level is extremely close to 0. For BIC, as expected, the median confidence region level is higher than that for AIC, with more variability. The implied confidence coefficients from using the typical criteria for tuning are much smaller than what we propose with common 95% and 99% confidence regions. Note that fixing a 1 − α confidence region level does represent the familywise Type I error under the null model. Hence a low implied confidence level from using an alternative criterion seems that it may also carry over to spurious selection of irrelevant predictors at models close to the null.
Linear Models
Consider the normal linear regression set up:
Suppose that the columns of X matrix are standardized, i.e.
n i=1 x ij = 0 and
., p. Also, the response vector Y is centered, n i=1 y i = 0, so that there is no intercept in the model. Letβ be the MLE of β, which is also the OLS estimator for normal linear models. As will be shown later, the asymptotic properties of the proposed tuning procedure will hold without the normality of the errors.
Suppose we wish to test the hypothesis
In the case where σ 2 is known, the confidence set given in (5) reduces to
whereβ is the OLS estimator. Note that Q(β * ) − Q(β) = (β − β * ) T X T X(β − β * ). Therefore, (7) can also be written as
which has an exact chi-square distribution with p degrees of freedom under H 0 : β = β * . Hence, the critical value C α can be determined using the 1 − α percentile of this chi-square distribution,
i.e. C α = χ 2 α , where χ 2 α denotes the 1 − α quantile of the chi-square distribution.
In practice, it is typically the case that σ 2 is not known. In this situation, an F distribution can be used to determine the critical value C α . Here, the confidence set given in (5) reduces to
Then, by some algebra one can show that (9) is equivalent to
where (10) can be rewritten as
where
(n−p) is the mean square error using the OLS estimator. Under the null, the left side of (11) has an F distribution with numerator degrees of freedom p and dominator degrees of freedom n − p. Now the critical value K α can be determined using the 1 − α percentile of
Based on the above derivation, any β lying in the 1 − α confidence region should satisfy:
So, for normal linear models, the optimization problem given the choice of confidence level can be represented byβ
subject to
where the constraint in (13) fully specifies the optimization problem for the model coefficients.
Note that the minimization problem given in (13) can also be expressed bỹ
where T α = s 2 (pF α +n−p). Now, this is in the form of (2) with H(Y, Xβ) = Y−Xβ 2 . Then, for a given confidence region level 1 − α, (14) can be written as a typical penalized regression problem with nonnegative regularization parameter λ via the arguments in (2), (3), and (4). Section 2.3.1
gives a detailed explanation of computation via the standard penalized regression algorithms.
Note that the Dantzig Selector (Candes and Tao, 2007; James et al., 2009 ) can be put into this confidence region framework as it is exactly in the form of (3) with
Hence, the Dantzig Selector can be viewed as constructing a confidence region based on the L ∞ norm of the score function, and then minimizing the L 1 norm within the region. Although, this confidence region is a non-standard type as compared with, a likelihood or Wald based region, a threshold may be chosen based on the distribution of H(Y, Xβ), see Candes and Tao (2007) and the discussion therein.
Computation
Given the duality, there is a one-to-one correspondence between the solution for a given value of λ and a particular confidence level 1 − α. However, the relationship between 1 − α and λ is complex and data-dependent. Therefore, in order to find the solution, we propose a simple computational approach using standard algorithms. For example, if the complexity measure is either L 1 norm, (ŵ j = 1, ∀j), or adaptive L 1 norm, the LARS algorithm efficiently gives the entire solution path as a function of λ.
To find the solution using available algorithms, the solution path for the penalized regression, as in (4), should be obtained starting from a large enough λ value which would assign 0 to all model coefficients. Suppose β * λ is the vector of estimated model coefficients for a given tuning parameter λ. Then, for each β * λ , it is checked if β * λ lies in the confidence region via checking 
Simple Example
A simple example can be used to explain the tuning via confidence regions. This example will compare the solutions to the proposed method coupled with L 1 norm and adaptive L 1 norm, which are the forms of penalizations for LASSO (Tibshirani, 1996) and adaptive LASSO (Zou, 2006) ,
We use γ = 1. Here, the L 1 norm forces all the coefficients to be penalized equally, whereas weighted L 1 norm assigns different weights to different coefficients.
Note that the 1−α confidence region for linear models can be can be defined by Y−Xβ 2 ≤ T α where T α = s 2 (pF α + n − p), and is independent of the form of the penalization. That is, for both L 1 and adaptive L 1 norm, we search for solutions within the same set. The solution to the proposed method using the L 1 norm is the point in the confidence region which gives the smallest
whereas for adaptive L 1 norm it is the point which gives the smallest example the solution to the proposed method using the adaptive LASSO correctly identifies the zero coefficient, whereas the solution using the LASSO fails.
Generalized Linear Models
Likelihood Based Confidence Regions
Unlike linear models, for other generalized linear models (GLMs), the likelihood ratio statistic does not yield a simple form for an exact distribution. However, under the null hypothesis, it is known that for large samples the log-likelihood ratio test statistic can be approximated by a chi-square distribution, and an asymptotic 1 − α confidence region can be constructed using this distribution.
Suppose we wish to test the hypothesis H 0 : β = β * . Letβ be the usual MLE estimator of β. Note that in this case, a column of 1 s should be added to the design matrix to include the intercept. We do not penalize this intercept. Then, the log-likelihood ratio statistic for
, has an asymptotic chi-square distribution under the null hypothesis.
Based on the likelihood ratio test, H 0 is rejected at a significance level of α if
Then, any β lying in the 1 − α confidence set should satisfy
Therefore, after some algebra, the proposed approach can be represented bỹ
Similar to linear models, for GLMs using the likelihood leads directly to the dual problem of regular penalized likelihood methods with the form given in (1), whose solution path can be computed as in Park and Hastie (2007) , for example.
Wald Based Confidence Regions
Another common way of constructing confidence regions is based on a Wald-type statistic that uses the asymptotic normality of the MLE,β. Suppose (β − β) → d N (0, Σ). For a given hypothesis
where Σ(β) is the variance matrix forβ, based on the Fisher Information. The asymptotic normality ofβ implies an asymptotic chi-square distribution for W under H 0 and the degrees of freedom of the chi-square distribution is equal to the rank of Σ(β), which we will assume to be full rank.
This alternative confidence region can be used for the proposed method and is given bỹ
As discussed previously, the above can be reexpressed in the equivalent form
where the tuning parameter is again automatically determined with the confidence region level
The proposed tuning method via the Wald based confidence region results in the least square approximation (LSA) objective function (Wang and Leng, 2007) in the sense that for LSA, W (β) is used as a simple approximation to the negative log-likelihood. Hence, the proposed method yields a new tuning method for LSA.
Asymptotic Selection Theory
Let A = {j : β 0 j = 0}, where β 0 is the true value of β, and A n = {j :β j = 0}. Then the penalized least squares given in (1) is consistent in variable selection if and only if P (A n = A) → 1.
Selection via LASSO, with w j = 1 for all j, can be inconsistent in variable selection (Zou, 2006; Zhao and Yu, 2006; Meinshausen and Buhlmann, 2006; Wainwright, 2009 If the necessary condition fails, there is no sequence of tuning parameters, λ n , which makes LASSO consistent in variable selection. However, with the proper choice of λ n , the adaptive LASSO enjoys variable selection consistency. Hence, for selection consistency of the proposed tuning method we will concentrate on the adaptive LASSO.
For the proposed method, the shrinkage parameter is the confidence region level 1−α. Although, in practice, a fixed confidence level will be specified by the user, for asymptotic consistency, we must have α = α n decrease with the sample size. We examine the properties of the approach as 1 − α n → 1 or α n → 0. However, if α n → 0 too quickly, the quantile of the distribution which determines C αn will diverge rapidly, and hence the resulting region will not actually shrink asymptotically. Therefore, for selection consistency, as n increases, we need an appropriate decay rate in α n , so that confidence region continues to shrink around the OLS estimator.
The theorems will be stated here, regularity conditions and proofs can be found in Appendix. Theorem 2. Variable Selection Consistency for Linear Models: Let Y = Xβ + ε where ε i (i = 1, . . . , n) are independent with E(ε i ) = 0, V ar(ε i ) = σ 2 , and independent of X, and let
If α n → 0 and 1 n log α n → 0, then using the F-distribution threshold, the proposed tuning method for Adaptive LASSO is consistent in variable selection, i.e. P (A n = A) → 1 for linear models (13).
It is clear from the above theorems that if log α n has an asymptotic decay rate smaller than n, then tuning via the confidence region will achieve variable selection consistency for generalized linear models, given that the asymptotic normality of the maximum likelihood estimator is met.
Note that the thresholds such as the Chi-square or the F will not necessarily yield exact 1 − α level regions. However, all that is needed for selection consistency is that the value of the threshold diverges at the appropriate rate. In fact, the thresholds can be replaced by any value C such that C → ∞ and n −1 C → 0 and would yield selection consistency, although the interpretation of tuning via a 1 − α level confidence region would then be lost.
Simulation Studies
The proposed method is investigated through Monte Carlo simulations for linear models and GLMs using the adaptive L 1 norm. All simulations were conducted in R. Numerical studies are reported based on 500 simulation replications for each setting.
Linear Models
In the simulation studies for linear models, the LARS package in R is used. We simulated data for sample sizes n = 50, 100, 150 using a linear regression model set up, Y = Xβ + ε, where ε i i.i.d. with ε i ∼ N (0, 1) and x ij are standard normal with the correlation between x ij 1 and x ij 2 given by ρ |j 1 −j 2 | , for ρ = 0, 0.5, 0.9. Out of p = 20, 40 predictors, the true numbers of predictors (q) are determined for various levels of sparsities. The true β vectors are generated by assigning 1 to each nonzero coefficient. The X matrix is standardized and Y is centered as described in Section 2.3.
For a given method and scenario, each entry in the tables shows the proportion of times that the correct model is chosen along with the median number of nonzero estimated coefficients for the chosen models in parenthesis. Adaptive LASSO is tuned via the proposed method for 95% and 99% confidence region levels. These are compared with tuning the Adaptive LASSO via typical methods: AIC, BIC, and 5-fold cross-validation (CV).
Example 1: In this simulation study, p = 20 and ρ = 0, 0.5, 0.9. The simulation results are summarized in Table 1 for q = 2, 4, 10 and in Table 2 for q = 12, 14, 16.
(*** Table 1 goes here ***) (*** Table 2 goes here ***)
From Table 1 and 2, the most striking result is that the proposed method with either 95% or 99% confidence regions perform better than the AIC, BIC, or CV methods in terms of identifying the correct sparse models for all sample sizes and the various degrees of sparsity for ρ = 0, 0.5.
For example, in Table 1 for ρ = 0 even when n = 50, the performance of the proposed method in identifying the correct sparse model for all degrees of sparsity is between 80% and 91%, whereas for AIC, BIC, and CV combined the highest performance is only 56%. In the case of high correlation, ρ = 0.9, the performance of BIC is now slightly better than the proposed method, particularly in the smaller samples. The high correlation leads to some instability in the confidence regions making them larger and more likely to contain a sparse model. This can be seen by the lower median model sizes selected via the proposed approach compared to the others. As the sample size increases, the proposed approach behaves similarly to BIC in this high correlation setting.
The asymptotic theory suggests that for larger samples, a larger confidence level should perform better. The simulation results supports this theory. Notice that for n = 50 the 99% CR level does not perform as well as the 95% CR level, but the 99% CR level performs the best for n = 100 and n = 150. However, the performance of either choice of 95% or 99% is strong throughout the set of scenarios. We have also tried 90% and the results were similar, and not shown.
Example 2: For this example, p = 40 and ρ = 0, 0.5, 0.9. The results are summarized in Table   3 (*** Table 3 goes here ***)
Furthermore by using the median number of estimated coefficients one can see that while the proposed method tends to underselect, AIC, BIC, and CV tend to overselect. The overselecting tendency of prediction accuracy based criteria has been studied for LASSO type selection by Leng et al. (2006) . For the proposed method it is not entirely surprising to observe underfitting as it is controlling the family-wise error rate, which can be conservative, and hence lead to underselection.
Generalized Linear Models
For Generalized Linear Models, the penalized package (Goeman, 2007) in R is used for computation.
For each setting, 500 data sets are simulated from a logistic regression model with
where x ij (i = 1, . . . , n) are standard normal with the correlation between x ij 1 and x ij 2 given by ρ |j 1 −j 2 | , for ρ = 0, 0.5, with sample sizes n = 150, 200. For the logistic fit we have used larger sample sizes due to the less information in the binary responses. The simulations results are shown by Table 4 .
(*** Table 4 goes here ***)
From Table 4 , we see that the proposed method compares favorably to other tuning methods in this scenario as well.
5 Estimation Accuracy
Asymptotic Results
Definition For A = {j : β 0 j = 0}, an estimation procedure, δ, has the optimal estimation rate, if
, where Σ * is the covariance matrix knowing the true subset model.
Although it has been shown for the Adaptive Lasso (Zou, 2006) that an appropriate choice of tuning parameter sequence, λ n , leads to both selection consistency and optimal estimation, the same is not true of tuning via a fixed sequence α n .
There is a unique one-to-one mapping between λ n and α n for any given data set. Hence there does exist a sequence α n that will also yield both properties, due to the one-to-one correspondence between α n and λ n for any given dataset. However, this mapping is data dependent, and thus, this matching sequence is a random sequence, and it is not possible to establish conditions on any fixed sequence of α n that would achieve both properties. If α n → 0 for any fixed sequence, it is not possible to obtain √ n consistency. Intuitively consider the simple univariate case for a linear model.
Then, the confidence region is simplyβ ± t αn s/ √ n. Now the solution will be on the boundary of the region (unless zero is inside the region), but if α n → 0, then t αn → ∞, hence it follows that
Hence it is not √ n consistent for any fixed sequence α n → 0.
If prediction is the goal, in order to obtain better estimates of the coefficients we propose a two-stage estimation procedure; first select the model via the proposed method, and then refit the model with the MLE for the important predictors chosen in the first stage. Let the estimated model coefficients of the refitted model be the second stage estimates,β Ref it
The following theorem shows the optimal estimation rate ofβ Ref it .
Theorem 3. Optimal Estimation Rate for the Two-stage Procedure: If α n → 0 and
This two-stage procedure hence obtains the oracle property as given by Fan and Li (2001) and Zou (2006) 
Simulation Study
Consider the linear model with Y = Xβ + ε, where E(ε) = 0 and V ar(ε) = σ 2 . Let (x new , y new ) be a new independent draw from the joint distribution. The expected prediction error for any estimator β * is E β ( y new − x new β * 2 ). This can be decomposed into ME(β * ) + σ 2 , where ME(β * )
is the model error for β * ,
where β 0 are the true model coefficients, and V is the covariance matrix of the predictors. Note that σ 2 is the irreducible error and cannot be avoided unless σ 2 = 0. Hence, ME(β * ) differs among estimators and can thus be used to compare the performance of the estimators.
We can define two stage version for each tuning method. Let ME-I denote the model error for a tuning method. Let ME-II denote the model error for a method using the 2-stage version. For any method, the ME-II is given by using maximum likelihood on the set of predictors chosen by the particular method, such as AIC, BIC, CV, or the proposed method Using the same simulation set up given in Section 4.1, Table 5 (n = 50) and Table 6 (n = 100) compare the accuracy of first stage and second stage estimators. The proposed method of tuning the adaptive LASSO for 99% and 95% confidence region levels are compared with tuning via AIC, BIC and CV. We have also compared to the full OLS estimator and the oracle estimator, which performs OLS on the true set of active predictors.
(*** Table 5 goes here ***) (*** Table 6 goes here ***) Table 5 and Table 6 indicate that the model errors for the two-stage procedure improves upon that of the other methods for both correlated and uncorrelated cases and different degrees of sparsity. This is obviously a by-product of the improved selection properties. As expected, the estimation performance of the proposed method is worse than others in the first stage. However, due to its selection performance, the second stage gives a dramatic improvement. ME-II's for the proposed method for both confidence region levels are close to their oracle value. We also observe that for n = 50 the ME-II's for 95% and 99% confidence region levels are very close to each other, and for n = 100 they are almost the same. (*** Table 7 goes here ***) Table 7 shows the simulation results for KL divergences using the same simulation set up described in Section 4.2. We see that the results are very similar to the linear case. We again see that the proposed 2-stage estimaton method with both of the confidence region levels are performing well. Therefore, with the two-stage procedure the proposed method has the dual benefit of selection and estimation accuracy.
Discussion
In this article we proposed a method to select the tuning parameter for penalized regression methods based on the confidence region level. The proposed method can be used for linear models, generalized linear models or for any other type of models where confidence regions can be constructed. Tuning penalized regression methods in this way is intuitive and easily understood by scientists and practitioners. Although under moderate correlation, the confidence region approach exhibits excellent performance, under high correlation it can sometimes underselect, particularly for smaller samples. This is not unexpected, as methods that control family-wise error rates can be conservative.
Comparisons of tuning parameter selection methods based on AIC, BIC and CV, reveal that the resulting tuning parameters correspond to confidence levels that are extremely low, and can vary greatly across data sets. We compared two-stage estimation methods. However, if interest focused greatly on prediction, it is also possible to include regularization in the 2nd stage (Meinshausen, 2007) . This should improve the estimation performance for methods such as AIC/BIC/CV which tend to overselect.
Using Bayesian approaches to the LASSO (Park and Casella, 2008) can yield a posterior credible interval for the penalty parameter. Although this is more in line with conducting inference, rather than model selection, one can imagine choosing the largest value of the penalty parameter within the given credible interval. This would result in the most penalized model, and be a way to select the sparsest model within a posterior region.
Recently, a large focus has been on variable selection in the ultra-high dimensional case with p >> n. Although, for the confidence regions it is assumed that p < n, the proposed tuning method can be used in this situation as well. Recent methods for ultra-high dimensional screening (Fan and Lv, 2008; Wang, 2009) , first screen to a moderate dimension, and then penalized regression is used following this screening to p < n. It has been shown that the initial screening to p < n will contain all relevant predictors with probability tending to one, under the assumption of sufficient sparsity. Hence an improved tuning method for this penalized regression in the second step is an important addition to the ultra-high dimensional case as well.
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Appendix: The supplemental files include the Appendix which gives all proofs. (appendixCR.pdf) (4) 85 (10) 96 (2) 96 (4) 98 (10) 97 (2) 98 (4) 99(10) 99% CR 90(2) 91(4) 80 (10) 99 (2) 99 (4) 99 (10) 99 (2) 100(4) 100(10) ρ = 0 AIC 12(6) 13 (8) 9 (13) 20 (5) 17 (7) 18 (12) 17 (5) 21 (6) 24(12) BIC 56 (2) 46 (5) 32 (11) 71 (2) 67 (4) 59 (10) 78 (2) 75 (4) 72(10) CV 54(2) 55 (4) 43 (10) 58 (2) 66 (4) 54 (10) 60 (2) 67 (4) 60(10) 95% CR 86 (2) 79 (4) 60 (10) 96 (2) 97 (4) 99 (10) 97 (2) 99 (4) 100(10) 99% CR 81 (2) 75 (4) 56 (10) 99 (2) 99 (4) 100 (10) 100 (2) 100(4) 100(10) ρ = 0.5 AIC 15(6) 14 (8) 11 (13) 24 (5) 20 (6) 24 (12) 23 (5) 27 (6) 35 (11) BIC 57 (2) 48 (5) 33 (11) 74 (2) 74 (4) 70 (10) 79 (2) 82 (4) 81(10) CV 53 (2) 45 (4) 28 (10) 59 (2) 60 (4) 46 (10) 61 (2) 61 (4) 51(10) 95% CR 18(1) 4(3) 0(6) 54 (2) 24 (3) 4(8) 77 (2) 59 (4) 19(9) 99% CR 12(1) 2(2) 0(6) 48 (2) 17 (3) 3 (8) 71 (2) 47 (4) 12(9) ρ = 0.9 AIC 6(7) 2(8) 0(12) 15(6) 11 (7) 7 (12) 22 (5) 18 (7) 17(12) BIC 19(2) 7(4) 0(9) 57(2) 34 (4) 11 (10) 70 (2) 59 (4) 38(10) CV 10(2) 2(3) 0(6) 23 (2) 8 (3) 3 (9) 34 (2) 18(4) 9(10) (7) Comparisons of model errors using adaptive L 1 norm for uncorrelated (ρ = 0) and correlated case (ρ = 0.5), for p = 20, q = 2, 10 and n = 50. ρ = 0 ρ = 0.5 2 10 2 10 Method ME-I ME-II ME-I ME-II ME-I ME-II ME-I ME-II 95% CR 0. Table 6 : Linear Models: Comparisons of model errors using adaptive L 1 norm for uncorrelated (ρ = 0) and correlated case (ρ = 0.5), for p = 20, q = 2, 10 and n = 100. ρ = 0 ρ = 0.5 2 10 2 10 Method ME-I ME-II ME-I ME-II ME-I ME-II ME-I ME-II 95% CR 0. 
