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ABSTRACT
Jacob R. Fowler: Rational homology disk smoothing components of
weighted homogeneous surface singularities
(Under the direction of Jonathan Wahl)
Recent work by Bhupal, Stipsicz, Szabo´, and Wahl has resulted in a complete list of the
resolution graphs of weighted homogeneous complex surface singularities which admit smoothings
with vanishing Milnor number; i.e., the Milnor fiber is a rational homology disk (“QHD”). There
are nine families of star-shaped graphs, with central node of valency 3 or 4. Our goal is to describe
all the QHD-smoothing components in the base space of the semiuniversal deformation of such a
singularity. For many of the singularities (including all valency 4 examples) we show that either
there is a unique such smoothing component, or there are two, related by complex conjugation or
by an automorphism of the singularity. However, in the latter case we show there is a unique QHD
Milnor fiber, up to diffeomorphism.
As a byproduct, we show that for the valency 4 graphs, a QHD-smoothing can only occur for a
unique cross-ratio of the 4 intersection points on the rational central curve. We also give new explicit
constructions of the Milnor fibers as the complements of certain curves on projective surfaces. These
are obtained by blowing up a plane curve consisting of lines, or lines and a conic. A consequence
is that for the known examples of QHD-smoothings for graphs in the family M, the fundamental
group of the Milnor fiber is abelian.
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To Poppa.
Your love and enthusiasm for mathematics has always inspired me.
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INTRODUCTION
Let X = {f(x, y, z) = 0} ⊂ C3 be a surface with an isolated singular point at the origin. We will
consider the behavior of X in a small neighborhood B(0) of the singular point. The link of the
singularity at 0 is the smooth 3-manifold L = X ∩ ∂B¯(0). In his classic book [15], Milnor studied
the properties of a “nearby smooth fiber” M = f−1(t) ∩ B¯(0), where 0 < |t|  . M is a smooth
4-manifold with boundary L, called the Milnor fiber of X. Milnor showed that M has the homotopy
type of a bouquet of 2-spheres, the number of which is the Milnor number µ := rkH2(M,Z). µ
may be calculated as the colength of the Jacobian ideal of f , and is an important invariant of the
singularity.
Now consider an arbitrary germ (X, 0) of a normal surface singularity, not necessarily a hypersur-
face or complete intersection. Following Wahl [37], one can again consider “nearby smooth fibers” by
studying smoothings of the singularity. A smoothing of (X, 0) is a flat morphism f : (X , 0)→ (C, 0),
where (X , 0) is a germ of an isolated three-dimensional singularity, together with an identification
i : (X, 0) ∼−→ (f−1(0), 0). The Milnor fiber of the smoothing is M = f−1(t) ∩ B¯(0) (where B¯(0) is
a ball in some CN containing X ). M is a smooth 4-manifold whose boundary is the link L of the
singularity (X, 0). It has the homotopy type of a finite CW-complex of dimension 2, with first Betti
number b1(M) = 0 [8]. We define the Milnor number of the smoothing to be µ = rkH2(M,Z).
Unlike in the case of a hypersurface or complete intersection, µ and M are not generally invariants
of the singularity (X, 0). One might have different smoothings of the same singularity with distinct
Milnor fibers, and even different Milnor numbers. The first example of this phenomenon, due to
Pinkham [27], occurs when X is the cone over the rational normal curve of degree 4. For this
singularity there are two distinct Milnor fibers, one with µ = 1 and the other with µ = 0.
The example of a smoothing with µ = 0 is interesting since one cannot have a hypersurface
with vanishing Milnor number. In this case the Milnor fiber M is a rational homology disk (QHD),
with Hi(M,Q) = 0 for i > 0. A list of examples of QHD-smoothings, both published (see e.g. [37],
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[13]) and unpublished (but known to the experts—see e.g. [32, p. 123], [4, p. 505]), was compiled
over the years by Wahl. For instance, in [13] it is shown that the cyclic quotient singularities which
admit QHD-smoothings are exactly those of type p2/(pq − 1), where p > q > 0, and (p, q) = 1. The
example of Pinkham’s is the special case where p = 2, q = 1. Recall that the resolution graph of
such a singularity is a chain of rational curves with self-intersections given by the Hirzebruch-Jung
continued fraction of p2/(pq − 1); the set these graphs will be called G. Aside from these cyclic
quotients, all the examples on Wahl’s list have star-shaped resolution graphs—i.e. the graph contains
exactly one vertex with valency > 2.
Recent interest in QHD-smoothings has been sparked by an application to differential topology,
via the rational blow-down of Fintushel and Stern [7] (generalized by Park [24]). The familiar
blow-up operation in algebraic geometry replaces a point on a surface with a curve of self-intersection
−1. The inverse operation is called the blow-down. From a differential topological point of view,
blowing down can be thought of as a surgery operation on smooth 4-manifolds, removing a tubular
neighborhood of a 2-sphere (with self-intersection −1) and pasting in a 4-disk. In the (generalized)
rational blow-down, one removes an appropriate tubular neighborhood of a chain of 2-spheres with
self-intersections given by the Hirzebruch-Jung continued fraction of p2/(pq−1) (p > q > 0 relatively
prime), and pastes in the rational homology disk Milnor fiber M . The natural Stein structure on
M leads to the formula of [7] relating the Seiberg-Witten invariants of the resulting 4-manifold with
those of the original (though this interpretation came later—see [34]). This procedure has been
applied to find exotic smooth structures on some familiar 4-manifolds (see e.g. [25], [26], [33], [14]).
A singularity that admits a QHD-smoothing is subject to stringent requirements. In particular,
such a singularity is rational, which implies among other things that its link is a rational homology
sphere (QHS), and its resolution graph Γ¯ is a tree of rational curves. Recent work by Stipsicz, Szabo´,
and Wahl [34] focused on restricting the possible resolution graphs further. We will say that a
weighted graph Γ¯ admits QHD-smoothing if there exists a µ = 0 smoothing of some normal surface
singularity (X, 0) that has resolution graph Γ¯. The result of [34] states that any such graph must be
contained in one of seven infinite families: the graphs G of cyclic quotients p2/(pq − 1) mentioned
above; three 3-parameter families W , N , andM of star-shaped graphs; and three more complicated
families A, B, and C, which contain both star-shaped and non-star-shaped graphs. However, it was
also shown that not all graphs in A, B, and C admit QHD-smoothing, so a finer classification was
2
needed.
Additionally, the examples of QHD-smoothings on Wahl’s list were presented in [34] for the
first time, and were organized into these families (with two exceptions, which were nonetheless
known to the authors of [34] and would appear subsequently in [1]). Two different techniques of
construction were used. The technique used in [34, Section 8.1] (and later in [1]) applies Pinkham’s
theory of “smoothings of negative weight” [27][29]. In this construction the Milnor fiber arises as the
complement of a curve on a rational surface. In the “quotient construction,” the µ = 0 smoothing
is a quotient of a smoothing of a familiar hypersurface or complete intersection singularity. This
technique was used to construct QHD-smoothings for families W, N , A4, and B4 in [34, Section
8.2], and later for C4 in [38].
Follow-up work by Bhupal and Stipsicz [1] showed that the old list of examples gives a complete
list of all star-shaped graphs that admit QHD-smoothing. They are labeled as follows: there are
three 3-parameter families W , N , andM, with central node of valency 3; three 1-parameter families
A4, B4, and C4, with central node of valency 4; and three “exceptional” 1-parameter families B32,
C32 , and C33 with central node of valency 3. (The upper index indicates the valency of the central
node; for an explanation of the lower index, see [1]. There are also star-shaped families A3, B34, and
C36 that admit QHD-smoothing, but these are already contained in M.) We give the complete list
of these graphs in Table A.1 in the appendix. We summarize the preceding results in the following
Theorem 1 (Bhupal–Stipsicz–Szabo´–Wahl). Let Γ¯ be a star-shaped graph. Then Γ¯ admits QHD-
smoothing if and only if Γ¯ ∈ W ∪N ∪M∪ B32 ∪ C32 ∪ C33 ∪ A4 ∪ B4 ∪ C4.
Wahl has conjectured [38] that there are no non-star-shaped graphs that admit QHD-smoothing.
This would imply that the graphs listed in Theorem 1, together with the set G of the graphs of the
cyclic quotient singularities of type p2/(pq − 1), are the only graphs that admit QHD-smoothing.
Park, Shin, and Stipsicz [23] have recently asserted a proof of this conjecture.
The list of resolution graphs in Theorem 1 very nearly gives a complete list of all singularities
(with star-shaped graphs) that admit QHD-smoothing: the valency 3 graphs are taut by the results
of Laufer [10]—that is, there is a unique analytic singularity type with the given graph. On the
other hand, [10] implies that the analytic type of a singularity with one of the valency 4 graphs is
uniquely determined by the cross-ratio of the 4 intersection points on the rational central curve. A
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particularly important consequence of this is that all these singularities are weighted homogeneous
(also called quasi-homogeneous, or singularities with good C∗-action), and the QHD-smoothings are
smoothings of negative weight. (These terms are defined in Chapter 2.)
Our primary goal in this paper is to describe all QHD-smoothings for each normal surface
singularity (X, 0) whose resolution graph is listed in Theorem 1. More precisely, we want to
describe the part of the semiuniversal deformation space on which the QHD-smoothings occur. Let
ρ : (V, 0) → (B, 0) denote the semiuniversal deformation of (X, 0). The base space decomposes
into irreducible components B =
⋃
Bi. A component Bi is called a smoothing component if the
general fiber over Bi is smooth. By versality any smoothing of (X, 0) arises as a pullback from a
unique smoothing component. The Milnor fiber and Milnor number are invariants of the smoothing
component.
Wahl has shown that a QHD-smoothing component for a weighted homogeneous singularity
must have dimension 1 [38, Theorem 2]. So our primary problem is to enumerate the smoothing
components and describe their Milnor fibers. To state our main result we will need some preliminary
notions (careful definitions will be given in Chapter 1).
Associated to a negative-definite weighted graph Γ¯ is its discriminant group D(Γ¯), which we
define in Section 1.3.1. D(Γ¯) is a finite abelian group with a natural pairing D(Γ¯)×D(Γ¯)→ Q/Z.
When Γ¯ is the resolution graph of a singularity X with QHS link L, D(Γ¯) is naturally isomorphic
to H1(L,Z) with its torsion linking pairing. In [13], Looijenga and Wahl associate an isotropic
subgroup I ⊂ D(Γ¯) to every smoothing component of X. If we denote by M the Milnor fiber of the
smoothing, then I is determined by the topology of the inclusion L = ∂M ⊂M (see Section 1.4.1).
For the case of a smoothing with QHD Milnor fiber M , |D(Γ¯)| is a square and I and is self -isotropic
under the linking pairing. In this case I is the kernel of the natural surjection H1(L,Z)→ H1(M,Z).
In fact, [13] associates to each smoothing component of X a collection of algebraic invariants,
called a “set of smoothing data of X”, one of which is the previously mentioned isotropic subgroup.
This is organized (at least for Gorenstein X) into a map Sm(X)→ S(X) from the set Sm(X) of
smoothing components of X to the set S(X) of possible sets of smoothing data for X. Following
their example, we can summarize the discussion of the self-isotropic subgroup as follows. Fix a graph
Γ¯ that admits QHD-smoothing, and let X be a singularity with resolution graph Γ¯. Let Sm0(X)
denote the set of QHD-smoothing components of X, and let I(Γ¯) denote the set of self-isotropic
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subgroups I ⊂ D(Γ¯). Then there is a natural map
ξ : Sm0(X)→ I(Γ¯)
taking a QHD-smoothing component to its associated self-isotropic subgroup I ⊂ D(Γ¯).
We will describe the set of QHD-smoothing components of X by studying the image and fibers
of this map. It turns out that ξ is surjective, except for some graphs in W, N , and M. However,
in all cases there are certain known elements in the image of ξ, which we call basic self-isotropic
subgroups. These are defined in Chapter 3; they are the self-isotropic subgroups associated to
certain carefully constructed “model” smoothings (see in particular Section 3.2). For a given graph
Γ¯, there will be either one or two basic self-isotropic subgroups:
(a) For Γ¯ ∈ W with p = q = r, Γ¯ ∈M with p = r + 1, or Γ¯ ∈ A4, there are two basic self-isotropic
subgroups I ⊂ D(Γ¯).
(b) For all other cases there is a unique basic I ⊂ D(Γ¯).
We will restrict ourselves to studying those smoothing components that correspond to basic
self-isotropic subgroups. Let B ⊂ I(Γ¯) denote the subset of basic self-isotropic subgroups, and
denote by ξB the restricted map
ξB := ξ|ξ−1(B) : ξ−1(B)→ B.
Our main result concerns the fibers of ξB. We state it in two parts, first for the valency 3 families.
Theorem 2. Let Γ¯ be a valency 3 star-shaped graph that admits QHD-smoothing, and let X be the
unique singularity with resolution graph Γ¯. Then:
(a) If Γ¯ ∈ C32 , then ξB is 2–1.
(b) In all other cases, ξB is a bijection.
As it turns out, the restriction to basic self-isotropic subgroups is not an issue in “most” cases:
for the valency 3 exceptional families B32, C32 , and C33 , as well as for many graphs in W, N , and M,
the only self-isotropic subgroups of D(Γ¯) are the basic ones; that is, I(Γ¯) = B. So for these graphs,
Theorem 2 gives a complete enumeration of all QHD-smoothing components:
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Corollary 3. Let Γ¯ ∈ B32 ∪ C32 ∪ C33 be a valency 3 exceptional graph, and let X be the unique
singularity with resolution graph Γ¯. Then I(Γ¯) is a singleton and ξ = ξB is surjective. So,
(a) if Γ¯ ∈ C32 , X has two QHD-smoothing components;
(b) otherwise X has a unique QHD-smoothing component.
For certain graphs in families W, N , and M, the discriminant group contains non-basic self-
isotropic subgroups. A list of known examples of these is given in Appendix B. The failure of ξ to be
surjective in these cases is studied in Chapter 4. There we show that in certain particular examples,
the non-basic I are impermissible—they cannot correspond to any QHD-smoothing component.
This provides evidence for a
Conjecture 4. If I ⊂ D(Γ¯) is a non-basic self-isotropic subgroup, then I is impermissible.
If true, then for graphs in familiesW , N , andM the image of ξ would be exactly B. This would
imply that ξ = ξB, and so Theorem 2 would give a complete enumeration of the QHD-smoothing
components for these cases as well.
Now we turn to the valency 4 graphs, where the issue of the cross-ratio on the central curve
creates additional subtlety. Fix a valency 4 graph Γ¯, and for λ ∈ C − {0, 1} let Xλ denote the
singularity with resolution graph Γ¯ and cross-ratio λ. Recall that two cross-ratios λ, λ′ ∈ C− {0, 1}
are equivalent if they are identified under the action of S3 generated by λ 7→ 1/λ and λ 7→ 1− λ. In
this case Xλ and Xλ′ are analytically equivalent singularities.
Denote
ξλ : Sm0(Xλ)→ I(Γ¯)
the map taking a QHD-smoothing component of Xλ to its associated self-isotropic subgroup. For
the valency 4 families (as with the valency 3 exceptional families), all self-isotropic subgroups are
basic; i.e., B = I(Γ¯). So there is no need to restrict to the basic self-isotropic subgroups to state
our main result for the valency 4 graphs:
Theorem 5. Let Γ¯ be a valency 4 star-shaped graph that admits QHD-smoothing. Then:
(a) There is a unique cross-ratio λ for which Sm0(Xλ) is nonempty:
(i) anharmonic (λ = e±ipi/3), for Γ¯ ∈ A4;
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(ii) harmonic (λ = −1, 1/2, or 2), for Γ¯ ∈ B4;
(iii) λ = 9 (or 1/9, −8, −1/8, 9/8, or 8/9), for Γ¯ ∈ C4.
(b) For this particular cross-ratio λ, the map ξλ is surjective and
(i) 2–1 if Γ¯ is in B4, or if Γ¯ is in C4 with parameter p ≥ 1;
(ii) 1–1 if Γ¯ ∈ A4, or if Γ¯ is the graph in C4 with p = 0.
Remark. It was previously known (as a consequence of [38, Theorem 2]) that there are only finitely
many cross-ratios for which QHD-smoothings could occur. The quotient constructions provided
in [38] for these graphs produced QHD-smoothings for only one cross-ratio in each case. Theorem
5(a) states that indeed these are the only possibilities. Combined with Theorem 1 (and the fact
that the valency 3 graphs are taut), this result gives a complete list of all weighted homogeneous
singularities that admit QHD-smoothing.
As a consequence of Theorem 5, we can completely enumerate the QHD-smoothing components
for the valency 4 graphs:
Corollary 6. Let Γ¯ ∈ A4 ∪ B4 ∪ C4 be a valency 4 graph, and let λ be the appropriate cross-ratio
listed in Theorem 5(a). Then,
(a) if Γ¯ is the graph in C4 with parameter p = 0, then Xλ has one QHD-smoothing component;
(b) otherwise Xλ has two QHD-smoothing components.
The proofs of the main theorems are performed using a uniform technique, which has two main
steps. The first step (Chapter 2) is to establish a 1–1 correspondence between QHD-smoothing
components and certain rational surfaces that contain marked curve configurations, up to an
appropriate notion of identification. Then the second step (Chapter 3), which is the main part of
the problem and the bulk of the work, is to describe explicitly the construction of these surfaces
and prove that they are unique. We summarize our technique below.
We take advantage of the fact that the singularities are weighted homogeneous, and the QHD-
smoothings are smoothings of negative weight. The theory of these smoothings is due to Pinkham
[27][29], and was applied to the µ = 0 case in [34, Section 8.1]; we recall these results in Chapter 2.
Let X be a weighted homogeneous normal surface singularity with graph Γ¯. A smoothing of negative
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weight of X extends to a deformation of a natural compactification of X, whose general fiber Z
is a “compactified Milnor fiber”. The compactification of X is obtained by adding a (reducible)
curve E∞ at infinity, which is configured by the dual graph Γ of Γ¯ (defined in Section 2.1.2). The
deformation is trivial near E∞, so this curve also sits on the surface Z; to be precise, one obtains a
curve E =
⋃
Ei ⊂ Z with an identification σ : E ∼−→ E∞. The Milnor fiber is then diffeomorphic
to Z − E. In order for the Milnor fiber to be a QHD, Z must be rational and the curves Ei must
span the rational homology H2(Z,Q). We call a triple of data (Z,E, σ) a “Γ-marked surface,” or
“Γ-surface.”
A key theorem of Pinkham ([29, Theorem 6.7], stated in this paper as Theorem 2.2.3) provides
a partial converse: given appropriate data (Z,E, σ) as above, one can construct a smoothing of
X whose compactified Milnor fiber is Z. In Section 2.3 we use this theorem to establish a 1–1
correspondence between QHD-smoothing components and Γ-marked surfaces, taking great care
to establish the appropriate notion of isomorphism of Γ-surfaces. The associated self-isotropic
subgroup I ⊂ D(Γ¯) has an interpretation under this correspondence: it determines the embedding
H2(E,Z) ↪→ H2(Z,Z), or equivalently the embedding
⊕
Z[Ei] ↪→ PicZ.
In Chapter 4 we undertake the task of classifying the Γ-marked surfaces. For each graph Γ¯,
we first construct the “model” Γ-surfaces, which correspond to the previously known smoothing
components. The basic self-isotropic subgroups are defined to be those associated to the models.
These are listed carefully in Section 3.2. The main results then follow from the following
Theorem (3.3.1). Suppose (Z,E, σ) is a Γ-surface whose associated self-isotropic subgroup I ⊂ D(Γ)
is basic. Then (Z,E, σ) is isomorphic to one of the corresponding models.
The model Γ-surfaces are constructed by blowing up certain specially constructed plane curves
C ⊂ P2, and then identifying a curve E as the proper transform of C taken together with some of the
exceptional divisors of the blow-ups (this approach was also taken in [34, Section 8.1]). The Milnor
fiber can be obtained explicitly by deleting E from the blown-up surface. To prove Theorem 3.3.1,
if we are given an arbitrary Γ-surface then we want to find (−1)-curves in appropriate locations to
blow down, reversing the construction. Knowledge of the associated I ⊂ D(Γ¯) tells us that there are
line bundles in the appropriate locations; the difficult work is to show that these line bundles may
be represented by irreducible rational (−1)-curves. This is done case-by-case in Section 3.5, using
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general techniques developed in Section 3.4. After we blow down these curves, the result follows
from the observation that the resulting plane curve is unique; the curves used in our constructions
are carefully chosen to ensure that this is evident.
For the valency 4 graphs A4, B4, and C4, the curves used in the constructions of the models (in
Sections 3.5.4, 3.5.5, and 3.5.6 respectively) force a particular cross-ratio on the central curve of
the dual configuration E. This fact, together with the uniqueness of the models, is used to prove
Theorem 5(a).
In [34, Section 8.1], smoothings for graphs in families W and N were constructed by blowing up
four lines in general position in the plane. This has the consequence that the fundamental group of
the Milnor fiber is abelian. Our model surfaces for these cases are constructed in the exact same
way. For graphs in family M, we have also been able to construct our model surface by blowing up
4 lines in general position (see Section 3.5.3). Our construction may be seen as a new construction
of the surface that was constructed in [34, Example 8.3], and allows us to conclude that pi1(M) is
abelian for this case as well:
Theorem 7. Let Γ¯ ∈ M, and let X be the unique singularity with graph Γ¯. Suppose M is the
Milnor fiber of a QHD-smoothing of X whose associated I ⊂ D(Γ¯) is basic; then pi1(M) is abelian
(and hence isomorphic to I).
Remark. Alternatively, for families W and N one could see that pi1(M) is abelian from the quotient
constructions of [34, Section 8.2], where M is obtained as the quotient of a simply connected space
by a finite abelian group. However, there is no known quotient construction for graphs in M (and
indeed, there are reasons to believe that such a construction is not possible). For a smoothing of a
singularity whose graph is in A4, B4, or C4, the quotient constructions of [38] imply that pi1(M) is
a nonabelian metacyclic group. The problem of computing pi1(M) for the exceptional valency 3
families B32, C32 , and C33 remains open.
In all cases where there are two model surfaces, they are closely related to each other. For
families C32 , B4, and C4 (with p ≥ 1), the two model surfaces are related by complex conjugation in a
way that is made precise in Section 3.2.2. This results from a choice in the construction of which of
two complex conjugate points should be blown up. In these cases the two models correspond to the
same I ⊂ D(Γ¯). For the cases in families W and M, the multiple models result from symmetries of
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the graph—the two models differ only in the way the marked curve is identified with the graph. In
these cases, the corresponding smoothing components correspond to distinct self-isotropic subgroups
of D(Γ¯), but have isomorphic total spaces; the identification of the special fiber with the original
singularity differs by an automorphism of the singularity. This is discussed in Section 3.2.1.
The case of A4 is particularly interesting. In this case there are two models that are related by
complex conjugation. However, they correspond to distinct self-isotropic subgroups. The two model
surfaces are related by an automorphism of the dual graph that is not induced by an automorphism
of the underlying curve configuration. This subtlety is a consequence of the special cross-ratio of
the points on the central curve, and is discussed in detail in Section 3.5.4. The existence of two
smoothing components in this case had previously been discovered by Wahl [38], using a quotient
construction. In his construction the total spaces of the smoothings arise as quotients of C3 by two
different subgroups of GL(3,C) which are not conjugate in GL(3,C), but are conjugate as subgroups
of GL(6,R). The preceding observations lead to the following result.
Theorem 8. Let Γ¯ be a star-shaped graph that admits QHD-smoothing. If the only self-isotropic
subgroups of D(Γ¯) are basic or impermissible, then the QHD Milnor fiber is unique up to diffeomor-
phism.
We note that while the Milnor fiber is unique up to diffeomorphism, the diffeomorphism may not
preserve the orientation. This may occur in the cases where the smoothings are related by complex
conjugation. (See also Remark 3.5.9.)
Remarks. This work, as well as [34], [1], and [38] preceding it, can be viewed in the context of a
broader problem: the link L of a normal surface singularity X has a natural contact structure,
and one may wish to classify the possible symplectic fillings of L. Of course, the Milnor fiber of a
smoothing of X has a natural Stein (and hence symplectic) structure, and so provides a possible
example of such a filling. In fact, [1] proves a stronger result than Theorem 1: the graphs listed
there are the only graphs of weighted homogeneous normal surface singularities whose links can
admit a symplectic filling by a rational homology disk. While our Theorem 8 provides a restriction
on the possible QHD Milnor fibers that can occur, we do not rule out the possibility that other
QHD symplectic fillings might arise from different methods.
Related is the recent work of Ne´methi and Popescu-Pampu [17], which is the culmination of a
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decades long project to classify all smoothing components of the cyclic quotient singularities (see
e.g. [11], [31], [2], [4], and [9]). They show that the symplectic fillings (up to blow-up) of the link of
a cyclic quotient are in 1–1 correspondence with the smoothing components of the singularity. Of
particular note, the authors introduce an additional structure on the resolution graph (and hence the
link) that kills its automorphism group, called the “order”. They then show that the Milnor fibers
of distinct smoothing components are not diffeomorphic by orientation-preserving diffeomorphisms
that preserve the order on the boundary. This should perhaps be compared with our observed
phenomena, where the Milnor fibers of distinct QHD-smoothing components are related either by
complex conjugation (which reverses the orientation) or by an automorphism of the graph.
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CHAPTER 1
Preliminaries
1.1 Lattices and discriminant forms
In this section we develop the theory of lattices and their discriminant forms, following [19] and [13,
§1]. A lattice is a free abelian group L together with a nondegenerate integral symmetric bilinear
form · : L× L→ Z. A morphism of lattices φ : L1 → L2 is a morphism of abelian groups such that
φ(x) · φ(y) = x · y. Given a choice of basis of L, the bilinear form may be represented as a matrix
B. The assumption that the form is nondegenerate is equivalent to detB 6= 0. L is unimodular if
detB = ±1.
The adjoint homomorphism is the morphism of abelian groups ad : L→ L∗ = HomZ(L,Z) given
by x 7→ (x · −). The form is nondegenerate (resp. unimodular) if and only if ad is an injection (resp.
isomorphism).
By inverting the matrix B we obtain an injection L∗ ↪→ L⊗Z Q whose image is
{x ∈ L⊗Z Q | x · y ∈ Z, ∀y ∈ L}.
The bilinear form on L thus extends to a bilinear form L∗×L∗ → Q which is integral when restricted
to L ⊂ L∗. The discriminant group of L is the finite abelian group D = L∗/L. The form on L∗
descends to a bilinear form b : D ×D → Q/Z called the discriminant bilinear form of L.
1.1.1 Overlattices
An overlattice of L is an embedding i : L ↪→ M of lattices of the same rank. (This occurs if and
only if M/L is finite.) Two overlattices i1 : L ↪→M1 and i2 : L ↪→M2 of L are isomorphic if there
is an isomorphism φ : M1
∼−→M2 such that φ ◦ i1 = i2.
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For a given overlattice i : L ↪→ M , the adjoint homomorphism L ↪→ L∗ decomposes as a
composition L ↪→M ↪→M∗ ↪→ L∗, where M ↪→M∗ is the adjoint homomorphism of M . This gives
rise to a subgroup I = M/L ⊂ L∗/L = D which is isotropic since I ⊂ I⊥ = M∗/L. Conversely, any
isotropic subgroup of D arises from an overlattice of L, and two overlattices are isomorphic if and
only if they correspond to the same I ⊂ D [19, 1.4.1].
1.1.2 Embeddings into unimodular lattices
Let U be a unimodular lattice, and let L1 ⊂ U be a primitive sublattice (i.e. U/L1 is free). Let
L2 = L
⊥
1 ⊂ U . Let (D1, b1) and (D2, b2) be the corresponding discriminant bilinear forms. Then
there is a natural isomorphism of groups α : D1
∼−→ D2 such that b1(x, y) = −b2(α(x), α(y)) [19,
1.6.1]. We say that α is an anti-isomorphism of the discriminant bilinear forms.
Conversely, if L1 and L2 are any two lattices and there is an anti-isomorphism α : D1
∼−→ D2,
then there naturally exists a unimodular overlattice U with L1, L2 ⊂ U primitive and L2 = L⊥1 .
1.2 The linking pairing for a rational homology 3-sphere
Let L be a smooth compact 3-manifold that is a rational homology sphere, or QHS; this means that
H1(L,Q) = 0. (Note that in this case Hi(L,Q) ' Hi(S3,Q), where S3 is the 3-sphere.) Then there
is a natural pairing
` : H1(L,Z)×H1(L,Z)→ Q/Z
called the linking pairing or torsion linking form of L. `(x, y) is defined as follows: represent x = [X]
and y = [Y ] where X and Y are 1-chains. Then, since x is torsion there exists an n so that nX is
the boundary of a 2-chain Z. Then
`(x, y) =
1
n
〈Z, Y 〉 mod Z
where 〈Z, Y 〉 is the transverse intersection number of Z and Y .
` is a nondegenerate symmetric pairing since its adjoint H1(L,Z) → HomZ(H1(L,Z),Q/Z),
taking x 7→ `(x, ·), is an isomorphism of groups. This is a consequence of Poincare´ duality
H1(L,Z) ' H2(L,Z) and the universal coefficient theorem, which for H1(L,Z) torsion implies
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H2(L,Z) ' Hom(H1(L,Z),Q/Z).
Remark 1.2.1. In fact, the torsion linking form is defined for an arbitrary smooth compact manifold
M of dimension n. In this case we have pairings
Hi(M,Z)t ×Hn−i−1(M,Z)t → Q/Z
where the t subscript indicates the torsion part of the group.
1.3 Normal surface singularities with QHS links
Let (X, 0) be a germ of a normal surface singularity. If X1 ⊂ CN is a representative of the germ
and B¯ε(0) is a sufficiently small closed ball about 0, then X := X1 ∩ B¯ε(0) is contractible and is
homeomorphic to the cone over its boundary L := X ∩ ∂B¯ε(0). The smooth compact 3-manifold
L is called the link of the singularity. X is a surface with boundary ∂X = L, and is a “good
representative” of the germ. We will assume for the rest of this section that L is a rational homology
sphere.
Denote by pi : X˜ → X the minimal good resolution of X, with exceptional configuration
E := pi−1(0) =
⋃n
i=1Ei. (Recall that the resolution is “good” if each Ei is smooth, and the
intersections Ei ∩ Ej are simple normal crossings with no triple intersections.) X˜ is a nonsingular
complex manifold with boundary ∂X˜ = L. L is a QHS if and only if E is a tree of rational curves.
Let Γ¯ denote the resolution dual graph, i.e. the dual graph of the curve E. Γ¯ is a weighted graph with
a vertex vi corresponding to each curve Ei, and edges and weights determined by the intersection
numbers Ei · Ej .
1.3.1 The discriminant group
The resolution X˜ deformation retracts onto E, which is a tree of rational curves. So Hi(X˜) ' Hi(E)
is free of rank 1, 0, n for i = 0, 1, 2 respectively. Let
E(Γ¯) :=
⊕
vi∈Vert(Γ¯)
Z[vi]
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be the lattice with pairing given by the weighted graph Γ¯. The intersection pairing on H2(X˜) is
given by Γ¯, and so there is a natural isomorphism of lattices H2(X˜) ' E(Γ¯).
The long exact sequence of the pair (X˜, L) gives
H2(L)
0 // H2(X˜)
j // H2(X˜, L)
∂ // H1(L) // H1(X˜) = 0
where H2(L) is torsion and H2(X˜) ' E(Γ¯) is free, so the first map is ≡ 0. Furthermore H2(X˜, L) '
H2(X˜) ' HomZ(H2(X˜),Z) ' E(Γ¯)∗ by Lefschetz duality and the universal coefficient theorem, and
the map j is the adjoint of the intersection pairing. So we may rewrite this as
0 // E(Γ¯) ad // E(Γ¯)∗ // H1(L) // 0.
(This is essentially the description of H1(L) given by Mumford in [16].) Thus we have an isomorphism
of the discriminant group D(Γ¯) := E(Γ¯)∗/E(Γ¯) ' H1(L), and the discriminant form on D(Γ¯) is
equal to the linking pairing on H1(L) [13, 4.1.1]. The group D(Γ¯) ' H1(L) with the linking pairing
will be called the discriminant group of the singularity (X, 0); it is computable from the graph Γ¯.
Remark 1.3.1. One of the main results of [13] is that when L is the link of a surface singularity (X, 0),
the linking pairing on L is induced by a finer object: a quadratic function q : H1(L)→ Q/Z. (A
homomorphism of abelian groups q : G→ H is called a quadratic function if the map b : G×G→ H
defined by b(x, y) := q(x+ y)− q(x)− q(y) is bilinear.) The definition of q depends in a subtle way
on how the complex structure of the resolution X˜ interacts with its boundary L (see Theorem 3.7
and §4 of [13]).
1.3.2 Other invariants
We now discuss two other invariants of (X, 0) that are of interest. The first is the relative canonical
cohomology class K = KX˜ ∈ H2(X˜) ' E(Γ¯)∗. K may be written as a rational combination
K =
∑
qiEi, qi ∈ Q, by solving the adjunction equations K ·Ei +Ei ·Ei = −2 for the unknowns qi.
In particular, K is computable from the graph Γ¯. This gives a rational invariant K ·K ∈ Q.
There is additionally the analytic invariant pg(X) = dimR
1pi∗OX˜ , the geometric genus of (X, 0),
which is not generally computable from Γ¯. If pg(X) = 0 we say X is rational ; this may be determined
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from Γ¯ by the condition Z · (Z+KX˜) = −2 where Z is the fundamental cycle on X˜ (i.e. the smallest
effective cycle with Z · Ei ≤ 0 for all i).
1.4 Smoothings of surface singularities
Recall from the introduction that a smoothing of (X, 0) is a flat morphism f : (X , 0) → (C, 0),
where (X , 0) is a germ of an isolated three-dimensional singularity, together with an identification
i : (X, 0) ∼−→ (f−1(0), 0). The Milnor fiber of the smoothing is M = f−1(t)∩ B¯(0) (where B¯(0) is a
ball in some CN containing X , and 0 < |t|  ε). M is a smooth 4-manifold with boundary ∂M = L.
It has the homotopy type of a finite CW-complex of dimension 2, with first Betti number b1(M) = 0
by a theorem of Greuel and Steenbrink [8]. This implies H2(M,Z) is free, H1(M,Z) is torsion, and
Hi(M,Z) = H i(M,Z) = 0 for i > 2. The Milnor number of the smoothing is µ = rkH2(M,Z).
1.4.1 The isotropic subgroup of a smoothing
Let (X, 0) be a singularity with QHS link L. Let f be a smoothing with Milnor fiber M , as above.
The long exact sequence of the pair (M,L) gives
H2(M) // H2(M,L)
∂ // H1(L)
i∗ // H1(M) // H1(M,L)
where i∗ is the map induced from the inclusion L = ∂M ↪→M . (Here, when we omit the coefficients
of homology groups, the coefficients are in Z.) H1(M,L) ' H3(M) = 0 by Lefschetz duality, so i∗
is a surjection. H1(L) and H1(M) are torsion, so if we take the torsion part of the sequence we get
a complex
H2(M,L)t
∂t // H1(L)
i∗ // H1(M) // 0
which is not exact at H1(L), but im(∂t) ⊂ ker(i∗).
Denote I = im(∂t) ⊂ H1(L). Then [13, Theorem 4.5] says that I is isotropic with respect to the
linking pairing on H1(L) (i.e. I ⊂ I⊥), and indeed I⊥ = ker(i∗). In particular H1(L)/I⊥ ' H1(M).
Furthermore the discriminant bilinear form of the lattice H2(M) (with its intersection pairing) is
canonically isomorphic to I⊥/I (with its bilinear pairing induced from H1(L)).
Definition 1.4.1. I ⊂ H1(L) is called the isotropic subgroup associated to the smoothing.
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It is shown in [13, 4.13] that in fact I is an invariant of the smoothing component on which
the smoothing occurs. So we may also speak of the isotropic subgroup associated to a smoothing
component.
Remark 1.4.2. In fact, [13, Theorem 4.5] contains a stronger result: I is actually q-isotropic (i.e.
q|I ≡ 0), where q is the quadratic function of Remark 1.3.1. The intersection pairing on H2(M) is
induced from the quadratic function QM : H2(M)→ Z,
QM (x) :=
1
2
(x · x+KM · x) ,
and its “discriminant quadratic function” is isomorphic to (I⊥/I, q|I⊥).
For the case of a smoothing with µ = 0, I⊥/I is isomorphic to the discriminant group of H2(M),
which has rank 0. So we have the following
Proposition 1.4.3. For a smoothing with µ = 0, the associated isotropic subgroup I is self-isotropic,
i.e. I = I⊥.
In particular this implies that I is the kernel of the surjection i∗ : H1(L) → H1(M), so
H1(M) ' H1(L)/I ' I and |H1(L)| is a square. These facts were previously observed in [34].
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CHAPTER 2
Smoothings of negative weight
2.1 Normal surface singularities with C∗-action
Let (X,x0) be a germ of a normal surface singularity which admits an action of the multiplicative
group C∗. (Note that we are no longer assuming the link is a QHS.) We will always assume the C∗-
action is good ; this means that x0 is the unique fixed point of the action. Equivalently, X = SpecA
may be taken to be an affine variety where A is a nonnegatively graded ring A =
⊕
k≥0Ak with
A0 = C. In terms of equations, this means X is cut out by weighted-homogeneous equations
fi(x1, . . . , xN ) = 0 (where each xi has positive weight) in some CN ; i.e. A = C[x1, . . . , xN ]/I where
I = (f1, . . . , fM ) is a homogeneous ideal with respect to some grading deg xi = wi > 0. For this
reason these singularities are called weighted-homogeneous singularities.
The results of this section are due to Orlik and Wagreich [22, 20, 21] and Pinkham [28]. We will
assume throughout this chapter that X is not a cyclic quotient singularity.
Let X˜ be the minimal good resolution of X. Since X is not a cyclic quotient, the exceptional
configuration has a central curve C of genus g with self-intersection −b. Branching off from C are m
chains of rational curves Cij whose self-intersection numbers −bij are given by the Hirzebruch-Jung
continued fraction expansion
ni
qi
= bi1 −
1
bi2 −
1
. . . −
1
bisi
.
In particular, the resolution graph Γ¯ is star-shaped (see Figure 2.1). Denote the intersection points
of the arms with the central curve by Pi = C ∩ Ci1.
Let D be a divisor on C such that the conormal bundle of C in X˜ is OC(D). D is a divisor of
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Figure 2.1: The resolution graph of a weighted homogeneous singularity.
degree +b. The data consisting of the numbers ni/qi, the analytic type of the curve C, the sheaf
OC(D), and the points Pi ∈ C uniquely determines the singularity X. Pinkham shows in [28] that
the graded pieces of the ring A are Ak = H
0(C,OC(D(k))), where
D(k) = kD −
∑
i
dkqi/niePi. (2.1)
Here dqe denotes the ceiling of q; i.e. the least integer greater than or equal to q.
2.1.1 Compactifications of X
X has a natural C∗-compactification X¯, defined as ProjA[t] where t has weight 1 with respect to
the grading. Let C∞ = X¯ −X = ProjA be the curve at infinity. There is a natural isomorphism
α : C ∼−→ C∞ via the orbits of the C∗-action. (This may be obtained by partially resolving the
singularity at x0 to obtain a surface with C∗-action containing both C and C∞.) X¯ has cyclic
quotient singularities of type ni/(ni − qi) at the points Qi = α(Pi).
Let β : X¯ ′ → X¯ be the minimal resolution of these cyclic quotient singularities. Let E∞ =
β−1(C∞) = X¯ ′−X be the configuration at infinity. It has a central curve E0,∞, which is the proper
transform of C∞. In particular, β|E0,∞ gives an isomorphism of E0,∞ with C∞. So by composing
with α we get an isomorphism γ : C ∼−→ E0,∞. Let Q′i = γ(Pi). The normal bundle of E0,∞ in X¯ ′ is
OE0,∞(γ(D)−
∑
Q′i). So the self-intersection number of E0,∞ is b−m, where m is the number of
arms in the resolution.
The arms branching off from the central curve arise from the resolutions of the cyclic quotient
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Figure 2.2: The dual graph of a weighted homogeneous singularity.
singularities. They consist of chains of rational curves Eij,∞ with self-intersections aij , given
by the continued fraction of ni/(ni − qi). The arms intersect the central curve at the points
E0,∞ ∩ Eij,∞ = Q′i.
2.1.2 The dual graph
Let Γ be the dual graph of the curve E∞ ⊂ X¯ ′. By the discussion above, Γ can be calculated from
the resolution graph Γ¯ of X (see Figure 2.2).
Definition 2.1.1. The graph Γ is called the dual graph at infinity (or dual graph, for short) of X.
Let Y be the resolution of the unique singularity of X¯ ′; Y is a nonsingular surface which has an
action of C∗. Orlik and Wagreich give a description of this surface in [22] (see also [29, 6.3]). Y
contains two disjoint curve configurations, corresponding to the exceptional curve of the resolution
of X and the configuration E∞ at infinity. The intersection configurations are given by Γ¯ and
Γ respectively. The ends of the respective arms are connected by (−1)-curves. Blowing down
repeatedly gives a P1-bundle over the central curve C.
Now suppose the central curve of the resolution is rational (this is equivalent to assuming the
link L is a QHS). In Section 1.3.1 we defined lattices E(Γ¯) and E(Γ) associated to the resolution
graph and dual graph at infinity of X respectively, with discriminant bilinear forms D(Γ¯) and
D(Γ). The description of Y above gives primitive embeddings of E(Γ¯) and E(Γ) into the unimodular
lattice U = H2(Y,Z), such that E(Γ¯) = E(Γ)⊥. So as per the discussion in Section 1.1.2, there is a
canonical anti-isomorphism of discriminant forms α : D(Γ¯) ∼−→ D(Γ).
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2.2 Deformations of negative weight
We now discuss deformations of a normal surface singularity (X,x0) with good C∗-action, following
Pinkham [29, 27] and Looijenga [12, Appendix]. A deformation
(f : (X , X0)→ (S, s0), ı : X ∼−→ X0)
of (X,x0) is said to be C∗-equivariant if C∗ acts on X and S and f and ı commute with these
actions.
We call (f, ı) a deformation of negative weight if the C∗-actions on X and S are good. In this
case we may replace the formal spaces (X , X0) and (S, s0) with affine varieties X = SpecR and
S = SpecB, where R =
⊕
k≥0Rk and B =
⊕
k≥0Bk are graded rings with R0, B0 = C (of course
we still have X = SpecA as above). We will consider the case where B = C[s] with grading given
by deg s = d, so S = C; the same arguments work for an arbitrary base ring B (see [12, A.1]).
The induced map f∗ : C[s] → R makes R into a graded C[s]-algebra, and ı∗ : R/(s) ∼−→ A is an
isomorphism of graded rings.
2.2.1 Relative compactifications
The deformation (f, ı) extends to a deformation (f¯ : (X¯ , X¯0) → (S, s0), ı¯ : X¯ ∼−→ X¯0) of the
C∗-compactification of X. Let X¯ be defined as ProjR[t] where the grading on R[t] is given by
letting t have weight 1, while the deformation parameter s is given weight 0. To be precise, if
R = C[x1, . . . , xN , s]/(f1, . . . , fM )
where deg xi = wi, deg s = d, and fi are (weighted) homogeneous, then define a grading on
C[x1, . . . , xN , s, t] by setting deg xi = wi, deg s = 0, and deg t = 1. Then
R[t] ' C[x1, . . . , xN , s, t]/(f ′1, . . . , f ′M )
where f ′i = fi(x1, . . . , xN , st
d) are homogeneous with respect to this grading.
The map C[s]→ R[t] gives the flat map f¯ : X¯ → C. ı∗ : R/(s) ∼−→ A gives an isomorphism of
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graded rings R[t]/(s) ∼−→ A[t], giving ı¯ : X¯ ∼−→ X¯0. Additionally ı∗ : R/(s) ∼−→ A gives a natural
isomorphism R[t]/(t) ∼−→ C[s] ⊗C A. So the divisor C∞ at infinity (defined by (t)) is naturally
isomorphic to C∞ × C. Allowing t to be inverted gives an identification of X with X¯ − C∞.
The part at infinity C∞ = X¯ −X may be thought of as a flat family of Weil divisors on the fibers
X¯s of f¯ . If Cs = X¯s ∩ C∞ is the part of the fiber at infinity, then the identification C∞ ' C∞ × C
gives a natural isomorphism σs : Cs
∼−→ C∞.
Since X is normal, the deformation is trivial near C∞ (see [29, Theorem 2.9]). So we may
simultaneously resolve the singularities at infinity to obtain a deformation (f¯ ′ : (X¯ ′, X¯ ′0)→ (S, s0), ı¯′ :
X¯ ′ ∼−→ X¯ ′0) of X¯ ′, which is locally trivial near E∞. As with the previous case, E∞ = X¯ ′ − X is a
flat family of divisors Es on the fibers X¯
′
s, isomorphic to E∞ × S. So we again obtain a natural
isomorphism σ′s : Es
∼−→ E∞, and the intersection matrix of the components of Es and E∞ are the
same.
2.2.2 Marked surfaces associated to X
Throughout the remainder of this section, we will restrict to the case of a singularity X with QHS
link L. This is equivalent to requiring the central curve C of the resolution to be rational. Motivated
by the properties of the fibers X¯ ′s of (f¯ ′, ı¯′), we make the following definition.
Definition 2.2.1. A marked surface associated to X is a triple (Z,E, σ) where
(a) Z is a smooth projective surface;
(b) E is a reduced curve on Z that supports an ample divisor;
(c) σ : E ∼−→ E∞ is an isomorphism of E with the curve at infinity that is consistent with the
intersection matrices of the respective configurations.
An isomorphism of marked surfaces φ : (Z1, E1, σ1)
∼−→ (Z2, E2, σ2) is an isomorphism of surfaces
φ : Z1
∼−→ Z2 such that φ|E1 : E1 ∼−→ E2 and σ1 = σ2 ◦ φ|E1 .
Given a smoothing of X of negative weight f : X → C, ı : X ∼−→ X0, any fiber X¯ ′s of its resolved
compactification f¯ ′ gives rise to such a marked surface (X¯ ′s, Es, σ′s) associated to X. (Note that Es
supports an ample divisor since X¯ ′s−Es is the affine variety Xs.) In this case (where the base space
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is one dimensional) the marked surfaces obtained from any two fibers are isomorphic due to the
action of C∗.
We will develop some notation to describe the situation at infinity. Let E = E0 ∪
⋃
Eij , where
E0 is the central curve, and Eij is the curve corresponding to Eij,∞. The self-intersection of E0 is
b−m, where m is the number of arms. The self-intersection of Eij is aij , given by the continued
fraction of ni/(ni − qi). Let Ri = Ei1 ∩ E0, the intersection points of the arms with the central
curve. Let σ0 be the restriction of σ to E0. Then σ0(Ri) = Q
′
i.
Let cij be defined from the numbers aij by the recursive formula ci0 = ni, ci1 = ni − qi, and
cij = ai,j+1ci,j+1 − ci,j+2, where 0 ≤ ci,j+2 < ci,j+1. The last one is ci,ri = 1. Define divisors E(k)
on Z by
E(k) = kE0 +
m∑
i=1
ri∑
j=1
bkcij/ci0cEij . (2.2)
Here, the notation bqc denotes the floor of q, i.e. the greatest integer less than or equal to q.
Remark 2.2.2. In the case of a marked surface (X¯ ′s, Es, σ′s) obtained from a smoothing of negative
weight, the divisors E(k) on X¯ ′s are the proper transforms of the (ample) Weil divisors kCs on X¯s,
under the resolution of singularities X¯ ′s → X¯s.
Since Cs is ample on X¯s we may write X¯s = Proj
⊕
k≥0 Pk where Pk = H
0(X¯s,O(kCs)), and
H1(X¯s,O(kCs)) = 0. Then the above discussion together with the Leray spectral sequence implies
that Pk ' H0(X¯ ′s, E(k)) and H1(X¯ ′s, E(k)) = 0 (see [29, 6.4-6.5]).
2.2.3 Pinkham’s theorem
Pinkham showed in [29] that under suitable cohomological conditions, there is a way to construct a
smoothing from a marked surface (Z,E, σ). We continue to assume X has a rational central curve
C.
Theorem 2.2.3. Let (Z,E, σ) be a marked surface associated to X, and suppose H1(Z,E(k)) = 0
for all k ≥ 0. Then there exists a unique one-parameter C∗-equivariant smoothing (f : X → C, ı :
X ∼−→ X0) such that (Z,E, σ) is isomorphic to the marked surface (X¯ ′s, Es, σ′s) of the fiber.
By “unique” we mean that it is unique up to isomorphism of deformations. In particular, it
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arises as the pullback of a unique one-parameter sub-deformation of the semiuniversal deformation.
Proof. The existence of the smoothing is the theorem of Pinkham [29, Theorem 6.7]. We replicate
some of his proof here to emphasize the role of σ (the identification of E with E∞) in constructing
the isomorphism of the special fiber with X.
Note that E(1) = E0. The exact sequence
0→ OZ → OZ(E0)→ OZ(E0)⊗OE0 → 0
gives a map on cohomology H0(Z,OZ)→ H0(Z,OZ(E0)). Let t be the image of 1 under this map;
t is a section that cuts out E0. Pinkham shows that we have exact sequences
0→ H0(Z,OZ(E(k−1))) ·t−→ H0(Z,OZ(E(k)))→ H0(E0, T (k))→ 0
where T (k) = OZ(E(k))⊗OE0 . To construct our smoothing, we will take X = SpecR, where
R =
⊕
k≥0
H0(Z,OZ(E(k))).
The element t ∈ R defines a flat morphism f : X → C. The fiber over zero is SpecR/(t) '
Spec
(⊕
H0(E0, T (k))
)
by the exact sequences above. All that remains to complete the construction
is to give an isomorphism of this fiber with the singularity X.
The traces T (k) are sheaves on the curve E0. We calculate that
T (k) = N⊗kE0/Z ⊗OE0
(
m∑
i=1
bk(ni − qi)/nicRi
)
where NE0/Z is the normal bundle of E0 in Z. Now we consider the pushforward of T (k) by σ0.
Since σ0(Ri) = Q
′
i, we have
σ0?T (k) = σ0?N⊗kE0/Z ⊗OE0,∞
(
m∑
i=1
bk(ni − qi)/nicQ′i
)
.
Since the bundles σ0?NE0/Z and NE0,∞/X¯′ have the same degrees on the rational curve E0,∞, they
are (non-canonically) isomorphic. Choose an isomorphism of them (this is equivalent to choosing a
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constant λ ∈ C∗), and recall that we previously had an isomorphism NE0,∞/X¯′ ' OE0,∞(D −
∑
Q′i).
So we have an isomorphism
σ0?T (k) ' OE0,∞
(
kD +
m∑
i=1
bk(ni − qi)/ni − kcQ′i
)
.
Pushing forward further by γ−1 gives the sheaf OC(D(k)) on the central curve of the original
resolution, where D(k) were defined in (2.1).
The upshot of this is that we have isomorphisms H0(E0, T (k)) ' H0(C,OC(D(k))) for all k ≥ 0,
which are canonically defined up to the choice of a scalar λ ∈ C∗. Since the latter are the graded
pieces of the ring A of X, we obtain an isomorphism of the special fiber SpecR/(t) with X = SpecA.
Choosing a different λ ∈ C∗ is the same as acting on the ring R/(t) by multiplication by λ, which
is just the action of C∗ on X. So choosing a different λ is the same as acting on the smoothing
X → C by C∗. Hence from this construction we get a single C∗-equivariant smoothing.
The uniqueness follows from results of Looijenga [12, Appendix]. If we collapse the arms of
E on Z, we end up with a surface Y with cyclic quotient singularities along the curve F ⊂ Y ,
where F is the image of E0. The curve F is an ample Weil divisor on Y , since it is irreducible and
Y − F ' Z −E is affine (by assumption, E supports an ample divisor). The divisors E(k) on Z are
the total transforms of the divisors kF on Y , which gives isomorphisms H0(Y, kF ) ' H0(Z,E(k)).
So Y is naturally isomorphic to ProjR, and by the construction above (for fixed λ ∈ C∗) we obtain
an isomorphism of graded rings φ : R/(t) ∼−→ A.
The triple (Y, F, φ) is an A-polarized scheme in the sense of [12, A.5]. Let p− : V− → B− be the
part of the semiuniversal deformation of X which is of negative weight, and let p¯− be its natural
C∗-compactification. Then Looijenga shows [12, A.6] that p¯− has an interpretation as a fine moduli
space for A-polarized schemes. So the triple (Y, F, φ) is naturally isomorphic to a unique fiber of p¯−.
This shows the required uniqueness, since (Z,E, σ) may be obtained from (Y, F, φ) by resolving the
cyclic quotient singularities; σ : ProjR/(t) ∼−→ ProjA is obtained naturally from φ. An isomorphic
(Z,E, σ) is obtained from any fiber over a C∗-orbit in the base space B−; so (Z,E, σ) determines
this unique C∗-orbit.
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Remarks
Remark 2.2.4. The techniques used in the proof of Theorem 2.2.3 should be compared to those used
in [12, Section 1].
Remark 2.2.5. The construction of the isomorphism of the special fiber with the singularity X might
be summarized as follows. The isomorphism σ gives an isomorphism σ0 : ProjR/(t)
∼−→ ProjA. We
use this to construct an isomorphism of rings R/(t) ∼−→ A which is well-defined up to the choice of
a nonzero scalar. This in turn gives the required isomorphism SpecR/(t) ∼−→ SpecA = X.
Remark 2.2.6. In the case where the central curve is of genus g ≥ 1, the same result holds if we add
the additional assumption that the normal bundles of E0 and E0,∞ are isomorphic (without fixing
the isomorphism).
Remark 2.2.7. Let p− : (V−, V0)→ (B−, b0) be the part of the semiuniversal deformation of X which
is of negative weight, and let p¯′− be the resolution of the natural compactification. If we remove the
discriminant locus from B, and the corresponding singular fibers from V, then we can quotient out
by the C∗ action to obtain a morphism q :W → T . Perhaps another way of phrasing the theorem is
by saying that q is a fine moduli space for marked surfaces (Z,E, σ) associated to X.
2.3 Smoothings of negative weight with µ = 0
As mentioned in the introduction, any singularity X which has a star-shaped resolution graph
and admits a µ = 0 smoothing is necessarily weighted-homogeneous. The dual graphs for these
singularities are listed in Table A.2 in the Appendix. Furthermore, any smoothing of X is a
smoothing of negative weight. Therefore we may apply the results of the previous section and talk
about the marked surface corresponding to a µ = 0 smoothing.
2.3.1 Smoothing components
Let X be a singularity whose resolution graph Γ¯ admits QHD-smoothing. Let (Z,E, σ) be a marked
surface associated to X. We say (Z,E, σ) is a µ = 0 marked surface if Z −E is a QHD; this occurs
if and only if rkH2(E) = rkH2(Z). We say (Z,E, σ) is rational if Z is a rational surface.
It was shown in [34, Theorem 8.1] that if (Z,E, σ) is a rational µ = 0 marked surface for X,
then H1(Z,E(k)) = 0 for all k ≥ 0 and so Theorem 2.2.3 may be applied. Conversely, if (Z,E, σ)
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arises from a µ = 0 smoothing, then H1(Z,OZ) = 0 (by Remark 2.2.2); we will show later (as a
consequence of the classification of graphs; see Lemma 3.4.1 and Remark 3.4.2) that in fact Z must
be rational. So we have a 1–1 correspondence between rational µ = 0 marked surfaces of X and
1-parameter µ = 0 smoothings of X. Wahl has shown that a µ = 0 smoothing component has
dimension one [38, Theorem 2]. This discussion, together with Theorem 2.2.3 implies:
Corollary 2.3.1. There is a 1–1 correspondence:

Rational µ = 0 marked
surfaces (Z,E, σ)
associated to X

/isomorphism
←→
 µ = 0 smoothingcomponents of X

2.3.2 Self-isotropic subgroups
In this situation, there is an alternative interpretation of the self-isotropic subgroup I ⊂ D(Γ¯)
defined in Section 1.4.1. Let X be a singularity whose resolution graph Γ¯ admits QHD-smoothing,
and suppose we have a µ = 0 smoothing of X with Milnor fiber M . Then recall that the associated
self-isotropic subgroup is I = ker(i∗), where i∗ : H1(L)→ H1(M) is the surjection induced by the
inclusion i : L ↪→M .
Let (Z,E, σ) be the rational µ = 0 marked surface corresponding to the smoothing. The inclusion
j : E ↪→ Z induces an inclusion of homology groups j∗ : H2(E) ↪→ H2(Z). Let E(Γ¯), E(Γ) be the
lattices associated to the resolution graph and dual graph of X respectively, with discriminant
forms D(Γ¯), D(Γ). Restricting the intersection pairing on H2(Z) gives H2(E) the structure of a
lattice. H2(E∞) ⊂ H2(X¯ ′) also has the structure of a lattice, which is naturally isomorphic to E(Γ).
The isomorphism σ : E ∼−→ E∞ thus gives an isomorphism of lattices σ∗ : H2(E) ∼−→ E(Γ). Since
rkH2(Z) = rkH2(E) the inclusion j∗σ−1∗ : E(Γ) ↪→ H2(Z) is an overlattice of E(Γ), and hence there
is a corresponding isotropic subgroup I ′ := H2(Z)/E(Γ) ⊂ D(Γ) (see Section 1.1.1).
Proposition 2.3.2. The two self-isotropic subgroups I ⊂ D(Γ¯) and I ′ ⊂ D(Γ) are identified under
the natural anti-isomorphism D(Γ¯) ' D(Γ) of Section 2.1.2.
Proof. In view of Sections 1.3.1 and 2.1.2, D(Γ¯) and D(Γ) are naturally isomorphic and anti-
isomorphic respectively to H1(L) with the linking pairing.
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We may write Z = M ∪ T where M ' Z − E is homeomorphic to the Milnor fiber, and T is a
tubular neighborhood of E ⊂ Z. Note that T retracts to E, while M ∩ T retracts to L = ∂M . So
the Mayer-Vietoris sequence gives
H2(L) // H2(M)⊕H2(E) // H2(Z) ∂ // H1(L) // H1(M)⊕H1(E) // H1(Z).
(2.3)
H2(M), H1(E), H2(L), and H1(Z) all vanish, so this reduces to
0 // E(Γ) j∗σ
−1∗ // H2(Z)
∂ // H1(L)
i∗ // H1(M) // 0.
This shows that I = ker(i∗) = H2(Z)/E(Γ) = I ′ ⊂ H1(L).
With this in mind, we define:
Definition 2.3.3. Let (Z,E, σ) be a rational µ = 0 marked surface associated to X. Its associated
self-isotropic subgroup is the subgroup I ′ ⊂ D(Γ) corresponding to the overlattice j∗σ−1∗ : E(Γ) ↪→
H2(Z,Z).
Note that the associated self-isotropic subgroup depends on the isomorphism σ. In particular,
if the curve E∞ admits a non-trivial automorphism φ, then (Z,E, φ ◦ σ) and (Z,E, σ) might be
associated to different self-isotropic subgroups.
The self-isotropic subgroup associated to (Z,E, σ) additionally has a geometric interpretation.
Since Z is rational, the exponential sequence gives a natural isomorphism PicZ ∼−→ H2(Z,Z);
Poincare´ duality gives an isomorphism H2(Z,Z) ∼−→ H2(Z,Z). Denote by γ : E(Γ) ↪→ PicZ the
map taking Ei 7→ OZ(Ei). Then, since γ could also be obtained by composing j∗σ−1∗ with the
isomorphisms mentioned above, we have the following
Proposition 2.3.4. Let (Z,E, σ) be a rational µ = 0 marked surface associated to X. Then its
associated I ′ ⊂ D(Γ) corresponds to the overlattice γ : E(Γ) ↪→ PicZ.
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CHAPTER 3
The model surfaces
In this chapter we will construct the model marked surfaces, which will also give the description
of the basic isotropic subgroups. The main theorem is Theorem 3.3.1, which states that the model
surfaces are the unique marked surfaces which correspond to their respective self-isotropic subgroups.
The Theorems 2 and 5 will follow from this theorem and Corollary 2.3.1. Along the way we will
also prove Theorems 7 and 8 as consequences of the explicit construction of the models.
3.1 Γ-surfaces
Fix a graph Γ on the list of dual graphs, as given in Table A.2 in the Appendix. We will use the
term Γ-surface to refer to a rational µ = 0 marked surface (Z,E, σ) associated to some singularity X
which has dual graph Γ. Recall that this means Z is a rational surface; E ⊂ Z a curve that supports
an ample divisor, with intersection configuration given by Γ, and rkH2(Z,Z) = rkH2(E,Z); and σ
is a fixed identification of E with the curve E∞ at infinity of X. We will denote by E =
⋃
Ei the
decomposition of E into irreducible components, and E(Γ) =
⊕
Z[Ei] its corresponding intersection
lattice. The discriminant group of E(Γ) is denoted D(Γ).
Note that the condition rkH2(Z,Z) = rkH2(E,Z) can be rephrased as
rk PicZ = rkE(Γ). (3.1)
3.1.1 Self-isotropic subgroups
Recall from Section 2.3.2 that associated to a Γ-surface (Z,E, σ) is its self-isotropic subgroup
I ⊂ D(Γ). By Proposition 2.3.4 this is the isotropic subgroup determined by the overlattice
γ : E(Γ) ↪→ PicZ. If two Γ-surfaces (Z,E, σ) and (Z ′, E′, σ′) correspond to the same I ⊂ D(Γ),
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then the corresponding overlattices must be the same. That is, there is an isomorphism of lattices
α : PicZ ∼−→ PicZ ′ such that the diagram
PicZ α
∼ // PicZ ′
E(Γ)
,  γ
′
::
2 R
γ
cc
commutes.
Remark 3.1.1. The condition (3.1) implies that any divisor D ∈ PicZ can be written as a rational
combination
D =
∑
qiEi, qi ∈ Q.
In other words, there is an embedding of lattices PicZ ↪→ E(Γ)⊗Q (see Section 1.1). From this
point of view, knowledge of the overlattice γ : E(Γ) ↪→ PicZ (and hence, knowledge of the associated
I ⊂ D(Γ)) tells us precisely which rational combinations ∑ qiEi ∈ E(Γ)⊗Q are actually represented
by line bundles.
Any divisor D ∈ PicZ is uniquely determined by its intersections D ·Ei for all i. Indeed, suppose
we express D =
∑
qiEi with unknown coefficients qi ∈ Q. Then given numbers mi = D · Ei, one
can solve the system of equations
∑
qiEi · Ej = mj for the qi. This represents D uniquely as an
element of E(Γ)⊗Q.
Remark 3.1.2. We note here one subtlety in the way we will use the term Γ-surface when Γ is one
of the valency 4 graphs. A Γ-surface is associated to some singularity X with dual graph Γ, but we
will on occasion have need to talk about a Γ-surface without fixing the singularity X; i.e. without
fixing the cross-ratio of the four points on the central curve. In particular, it makes sense to say
that two Γ-surfaces are associated to the same (or different) self-isotropic I ⊂ D(Γ) even if they are
not assumed to have the same cross-ratio. (This is because D(Γ) and its pairing depend only on the
graph, not on the particular cross-ratio.) This will only arise in the proof of Theorem 5, where we
will take an arbitrary Γ-surface associated to a particular I and show that it must be associated to
a singularity with a particular cross-ratio.
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3.2 Model Γ-surfaces and basic self-isotropic subgroups
In this chapter we will construct the “model” Γ-surfaces for each graph Γ on the list of dual
graphs. These constructions are given in Section 3.5. Associated to each model Γ-surface is its
self-isotropic I ⊂ D(Γ). These subgroups are defined to be the basic self-isotropic subgroups. The
model Γ-surfaces and basic self-isotropic subgroups are enumerated in the following list:
(a) For W, p = q = r, and M, p = r + 1, there are two non-isomorphic models related by an
automorphism of Γ. They each have a distinct I ⊂ D(Γ).
(b) For B4, C4 with p ≥ 1, and C32 , there are two non-isomorphic models related by complex
conjugation. The two models correspond to the same I ⊂ D(Γ).
(c) For A4, there are two non-isomorphic models that are related both by complex conjugation and
an automorphism of Γ. They correspond to distinct I ⊂ D(Γ).
(d) In all other cases there is a unique model, and hence a unique basic I.
We must explain what we mean when we say the models are related by an automorphism of Γ
or by complex conjugation.
3.2.1 Automorphisms and Γ-surfaces
Let φ be an automorphism of Γ. Then we say two Γ-surfaces (Z,E, σ) and (Z ′, E′, σ′) are related by
φ if there exists an isomorphism α : PicZ ∼−→ PicZ ′ such that the diagram
PicZ α
∼ // PicZ ′
E(Γ)
?
OO
φ′
∼ // E(Γ)
?
OO
commutes. (Here φ′ is the automorphism of E(Γ) induced by φ.)
In particular, if Γ is valency 3 and the corresponding singularity X has dual curve E∞, then
Aut Γ ' AutE∞. If φ ∈ AutE∞, then (Z,E, σ) is related by φ to (Z,E, φ◦σ) (here α is the identity).
The two overlattices E(Γ) ↪→ PicZ obtained from σ and φ ◦ σ will be isomorphic (and hence the
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Family Aut(Γ)
W p = q = r S3
N p = 0, q = r Z/(2)
M p = r + 1 Z/(2)
B32 Z/(2)
A4 S3
B4 Z/(2)
all others {id}
Table 3.1: Symmetries of the dual graphs.
Γ-surfaces will correspond to the same I ⊂ D(Γ)) if and only if the isomorphism φ′ : E(Γ) ∼−→ E(Γ)
induced by φ can also be induced by an automorphism of PicZ.
Remark 3.2.1. Two Γ-surfaces are related by an automorphism of E∞ if and only if the associated
smoothings are related by a corresponding automorphism of the singularity X. If ψ ∈ AutX and
(f : X → C, ı : X ∼−→ X0) is a smoothing of X, then (f, ı ◦ ψ) is also a smoothing of X, with
isomorphic total space and (affine) Milnor fiber. They may or may not be isomorphic as smoothings,
since the identification of the special fiber with X is different. ψ induces an automorphism φ of E∞,
and the associated Γ-surfaces are related by φ.
3.2.2 Complex conjugation
Let Z be a variety defined over C. Then Z has a complex conjugate variety Z¯ defined over C by
the fiber product
Z¯ //

Z

SpecC κ // SpecC
where κ∗ : C→ C is complex conjugation. If Z is defined over R, then Z ' Z¯ as varieties over C. In
any case, if we forget about the complex structures then Z and Z¯ are diffeomorphic real manifolds.
If (Z,E, σ) is a Γ-surface, then so is its complex conjugate (Z¯, E¯, σ¯). Here σ¯ : E¯ ∼−→ E¯∞. We
say (Z,E, σ) and (Z¯, E¯, σ¯) are related by complex conjugation. In this case we have that Z − E
is diffeomorphic to Z¯ − E¯, but the diffeomorphism arising from complex conjugation reverses the
orientation.
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3.3 Uniqueness of the models
The main result, from which all of the main theorems follow, is:
Theorem 3.3.1. Suppose (Z,E, σ) is a Γ-surface whose associated self-isotropic subgroup I ⊂ D(Γ)
is basic. Then (Z,E, σ) is isomorphic to one of the corresponding models.
In other words, the models are the unique Γ-surfaces associated to the basic self-isotropic
subgroups. Before we prove the theorem, we will show how the main theorems of the paper follow
from Theorem 3.3.1.
3.3.1 Proofs of the main theorems
Proof of Theorem 2. Corollary 2.3.1 and Proposition 2.3.2 imply that it suffices to describe the
map {Γ-surfaces} → I(Γ) taking a Γ-surface to its associated self-isotropic subgroup. Theorem
3.3.1 and the list in Section 3.2 give a complete description of this map when restricted to the basic
self-isotropic subgroups—namely, it is 2–1 in the case of C32 , and otherwise is 1–1.
Proof of Corollary 3. Direct calculation shows that for the exceptional valency 3 families, the only
self-isotropic subgroups are basic (see Table B.1 in the Appendix). So the result follows from
Theorem 2 and the list in Section 3.2.
Proof of Theorem 5. (a) When we construct the model Γ-surface (Z˜, E˜, σ˜) for a given graph Γ ∈ A4,
B4, or C4 in Section 3.5 below, we will observe that cross-ratio of the four intersection points on
the central curve of E˜ is anharmonic, harmonic, or = 9 respectively. Direct calculation shows
that the only self-isotropic subgroups are basic for these cases (see Table B.1 in the Appendix).
The discussion in Section 2.1.1 implies that the cross-ratio on the central curve of the dual
configuration is the same as that on the central curve of the resolution of the singularity. So the
uniqueness of the cross-ratios follows from Theorem 3.3.1.
(b) As in the proof of Theorem 2, Corollary 2.3.1 and Proposition 2.3.2 imply that this follows from
Theorem 3.3.1, the list in Section 3.2, and the calculation that all self-isotropic subgroups are
basic in these cases.
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Proof of Corollary 6. This follows immediately from Theorem 5 and the list in Section 3.2.
Proof of Theorem 8. From the discussion in Sections 3.2.1 and 3.2.2, if two Γ-surfaces are related
by an automorphism of Γ (when Γ is valency 3), or if they are related by by complex conjugation,
then the Milnor fibers of the corresponding smoothings are diffeomorphic. So Theorem 3.3.1,
together with the list of models in Section 3.2, implies that there is a unique Milnor fiber (up to
diffeomorphism) for any graph Γ where the only self-isotropic subgroups I ⊂ D(Γ) are basic.
We will prove Theorem 7 in Section 3.5.3 when we construct the model Γ-surface for M.
3.3.2 Outline of the constructions and proof of uniqueness
The construction of the model Γ-surfaces and the proof of Theorem 3.3.1 will be carried out for each
family of graphs individually. This is done in Section 3.5. We outline our general approach below.
Fix a graph Γ on the list of dual graphs. We construct a model Γ-surface (Z˜, E˜, σ˜) as follows.
We start with a curve C in the plane, and obtain the surface Z˜ by blowing up the plane repeatedly.
The curve E˜ is obtained by taking the proper transform of C together with some of the exceptional
divisors of the blow-ups. The curve C and the points where we blow up must be chosen carefully so
that the intersection pairing of E˜ is compatible with the graph Γ. We introduce some notation to
describe this situation.
Definition 3.3.2. A Γ-surface (Z,E, σ) is constructed by blow-ups if there is a birational morphism
pi : Z → P2.
Such pi factors into
pi : Z = Zn
pin−→ Zn−1 pin−1−−−→ · · · pi2−→ Z1 pi1−→ Z0 = P2,
where each pii is the blow-up of a point pi ∈ Zi−1. Denote by ei ⊂ Z the (proper transform of
the) exceptional divisor of pii. Let C = pi(E), so E is the proper transform Cˆ union some of the
ei. Let E =
⋃
Ej , C =
⋃
Cj be the decomposition into irreducible components, where Cj = pi(Ej).
Condition (3.1) implies E has n+ 1 irreducible components, where n is the number of points blown
up.
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Definition 3.3.3. We say pi is good if the points pi are uniquely determined by the plane curves
Cj with their labels.
In other words, a blow-up construction is good if there are no choices involved other than the
initial plane curve C. This is the case for example if the Cj are all lines and each pi is an intersection
point of two of them.
To prove the uniqueness (Theorem 3.3.1), let (Z,E, σ) be another Γ-surface with the same
I ⊂ D(Γ) as the model. We want to find rational (−1)-curves on Z that we can blow down in
a manner that reverses the construction of Z˜. Since we have knowledge of the associated I, the
discussion in Section 3.1.1 implies that there are line bundles with the intersection properties we
need. The bulk of the work is to show that these line bundles are in fact represented by irreducible
rational (-1)-curves. After blowing down, the image of E is then a curve in the plane with the same
intersection properties of the curve C of the construction. The uniqueness follows once we show C
is the unique plane curve with these properties.
The following lemma is the main technical tool used in the proof. It expresses the idea that if
two Γ-surfaces correspond to the same I ⊂ D(Γ), and we can find (−1)-curves in “the right places”,
then we can blow down in a way that reverses the blow-up construction.
Lemma 3.3.4. Suppose pi : Z → P2 is a good construction of (Z,E, σ) by blow-ups, and that
(Z,E, σ) and (Z ′, E′, σ′) correspond to the same self-isotropic I ⊂ D(Γ). Let α : PicZ ∼−→ PicZ ′ be
the isomorphism of Section 3.1.1. If α(ei) ∈ PicZ ′ is represented by an irreducible curve e′i for each
exceptional (-1)-curve ei ⊂ Z, then
(a) Z ′ is constructed by blow-ups pi′ : Z ′ → P2.
(b) There is an isomorphism φ : (Z,E, σ) ∼−→ (Z ′, E′, σ′) inducing α = φ∗ if and only if there is an
automorphism ψ : P2 ∼−→ P2 with ψ(Cj) = C ′j for all j.
Proof. (a) Blowing down e′n, . . . , e′1 (in the reverse order as the blow-up construction) gives a
birational morphism pi : Z ′ → S for some rational surface S. The invariant KZ′ ·KZ′ depends
only on Γ (see Remark 3.4.3, below) and is well-behaved under blowing up or down. So
KS ·KS = 9 and thus S = P2.
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(b) (⇒) Blowing down en, . . . , e1 and e′n, . . . , e′1, φ gives an isomorphism ψ : P2 ∼−→ P2. Since
φ(Ej) = E
′
j , ψ(Cj) = C
′
j .
(⇐) Since the construction pi is good, so is pi′, and ψ(p1) = p′1. So blowing up at the corresponding
points p1, . . . , pn and p
′
1, . . . , p
′
n gives φ : Z
∼−→ Z ′ with φ(ei) = e′i. This implies φ∗ = α.
ψ(Cj) = C
′
j implies that φ(Ej) = E
′
j . Thus φ is an isomorphism of Γ-surfaces.
Before we proceed to the proof of Theorem 3.3.1, we need some results about the geometry of
Γ-surfaces. We will use these results to analyze (−1)-curves and divisors on Z.
3.4 The geometry of Γ-surfaces
Fix Γ, and let (Z,E, σ) be a Γ-surface. We present some results concerning the geometry of the
surface Z. In some ways, the surface Z (outside of the marked divisor) behaves like a weak del
Pezzo surface. The anticanonical divisor −K is an effective Q-divisor; and aside from the curves Ei
in the marked divisor, the only curves of negative self-intersection are exceptional curves.
3.4.1 The canonical divisor
Let E =
⋃
Ei be the decomposition of E into its irreducible components. By Remark 3.1.1, any
divisor in PicZ can be written as a rational combination of the Ei. Let us express the canonical
divisor as K =
∑
kiEi, with ki ∈ Q. Then, we have:
Lemma 3.4.1. K =
∑
kiEi, with ki ∈ Q, has strictly negative coefficients ki < 0.
Proof. We use the calculation of the coefficients of K in [36, Section 2]. In that paper the calculation
was for the resolution graph of the singularity, whereas we need the coefficients of K on the dual
graph. However, none of the calculation depends on the fact that the configuration is negative
definite, so the computation can still be carried out in the same way. The only change is that when
one passes to the dual configuration, the invariant e switches from positive to negative. So the result
from that paper that χ/e < 1 becomes for the dual graph χ′/e′ > −1.
Let Y = −(K + E). Let us work along one arm of the graph with continued fraction n/q.
Suppose the central curve is E0, and E1, . . . , Es are the curves on this arm extending out from E0.
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Following the calculation in [36], we have the coefficient of Y at E0 is −β, at E1 it is (βq − 1)/n
and it decreases to (β − q1)/n at Es, where β = χ′/e′ and q1 ∈ {1, . . . , n− 1} is defined by qq1 ≡ 1
mod n. In particular, the smallest coefficient of −K along this arm is [(β − q1)/n] + 1. So it would
suffice to show this is positive.
This is equivalent to showing that q1 − n < β. However, q1 − n ≤ −1, and −1 < χ′/e′ = β, so
the inequality holds.
Lemma 3.4.1 might be rephrased as saying that −nK is an effective divisor for some n > 0, i.e.
that Z has an effective antipluricanonical divisor.
Remark 3.4.2. The proof of Lemma 3.4.1 does not depend on the assumption that Z is rational. In
fact we may weaken this assumption to h1(OZ) = 0 and use Lemma 3.4.1 to conclude that Z must
be rational. Indeed, if −nK is effective for some n > 0 then all plurigenera vanish. This together
with h1(OZ) = 0 implies Z is rational by Castelnuovo’s theorem.
Remark 3.4.3. By using the adjunction formula, we can in fact explicitly solve for the coefficients ki:
the adjunction formulas K ·Ei +Ei ·Ei = −2 become a system of linear equations in the unknowns
ki. Therefore these coefficients depend only on the graph Γ and not on the particular surface Z. In
particular, the invariant K2 is the same for any Γ-surface (for fixed Γ).
3.4.2 Irreducible curves
We can use Lemma 3.4.1 to obtain information about curves on Z, and in particular curves of
negative self-intersection.
Lemma 3.4.4. Let C be an irreducible curve on Z, C 6= Ei for any i. Then K · C < 0.
Proof. K ·C = ∑ ki(Ei ·C), where all ki < 0. Since C 6= Ei for any i, each Ei ·C ≥ 0, so K ·C ≤ 0.
Since Z − E is affine (recall that E supports an ample divisor by definition), C must intersect at
least one of the Ei positively, so K · C < 0.
Lemma 3.4.5. Let C be an irreducible curve on Z, C 6= Ei for any i. If C · C < 0, then
C · C = K · C = −1 and C is rational and nonsingular.
Proof. We have K · C < 0 by the previous lemma, so the adjunction formula K · C + C · C =
2h1(C,OC) − 2 gives that C · C > 2h1(C,OC) − 2. In particular, if C · C < 0, then the only
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possibility is C · C = −1 and h1(C,OC) = 0. However, h1(C,OC) = g(C˜) +
∑
δj = 0, where C˜ is
the normalization of C and δj are the δ-invariants of any singularities of C. So all δj = 0, and thus
C = C˜ is nonsingular and g(C) = 0.
Remark 3.4.6. These lemmas and the results in the next section should be compared to similar
results for del Pezzo and weak del Pezzo surfaces. (See, e.g. [6, Chapter 8].) Weak del Pezzo
surfaces are surfaces where the anticanonical divisor −K is nef and big. In fact, the model surfaces
constructed below for the cases W(0, 0, 0), N (0, 0, 0), and M(0, 0, 0) are weak del Pezzo surfaces;
none of the others are.
3.4.3 Divisors and irreducible (−1)-curves
Throughout this section, D ∈ PicZ will be a divisor such that D2 = D ·K = −1 and D · Ei ≥ 0
for every i. We will develop techniques for showing that certain such D are in fact an irreducible
rational curves with self-intersection −1.
Our primary method is to intersect D with nef divisors. Recall that a divisor N is nef if N ·C ≥ 0
for every irreducible curve C in Z. An effective divisor N is nef if N · C ≥ 0 for every curve C in
the support of N . Some important examples of nef divisors are listed in the following
Proposition 3.4.7. The following divisors are nef:
(a) N = C an irreducible curve with C2 ≥ 0.
(b) A divisor N of the form:
−2
1•
−1
2•
−2
1•
where each node represents a rational curve and each edge represents an intersection point. The
positive numbers are the coefficients of N , and the negative numbers are the self-intersections
of the curves.
(c) More generally, any divisor of the form
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−n
1•
−1
n•
−2
n−1•
−2
1•
where the chain consists of n− 1 rational curves with self-intersection −2.
(d) Any divisor N of the form:
−1
1•
−2
1•
−2
1•
−2
1•
−1
1•
where there are zero or more (−2)-curves between the (−1)-curves.
Proof. Since each of these examples are effective, it suffices to check that N · C ≥ 0 for every
irreducible curve C in the support of N . In (a), this is true by assumption; for the remaining cases,
N · C = 0 for every C in the support of N .
Proposition 3.4.8. D is effective.
Proof. Observe that each of the graphs Γ on the list of dual graphs (Table A.2) supports a nef
divisor N with N ·K ≤ −2. In particular, graphs of type W and N contain an irreducible rational
curve with self-intersection +1 and 0 respectively; these have N ·K = −3 and −2 (respectively).
The rest support a nef divisor of type 3.4.7(b), which also has N ·K = −2. Since D · Ei ≥ 0 for all
i and N is supported on E =
⋃
Ei, N ·D ≥ 0. So N ·D > N ·K and thus D is effective by the
following lemma.
Lemma 3.4.9. Suppose there is a nef divisor N on Z, with (K −D) ·N < 0. Then D is effective.
Proof. Since Z is rational, the Riemann-Roch inequality gives:
h0(D) + h0(K −D) ≥ 1
2
(D2 −K ·D) + 1 = 1.
Since (K −D) ·N < 0, K −D cannot be effective and so h0(K −D) = 0.
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Since D is effective, we may write
D =
∑
aiEi +
∑
bjCj (3.2)
where Cj are irreducible curves not contained in the marked divisor E =
⋃
Ei, and the coefficients
ai ≥ 0 and bj > 0. We would like to show that all ai = 0 and that
∑
bjCj consists of a single
irreducible curve with multiplicity 1. The following technique allows us to show that ai = 0 for
many coefficients.
Proposition 3.4.10. Let D be as in (3.2) above.
(a) Suppose N is a nef divisor with N ·D = 0. If Ek ·N > 0 then ak = 0.
(b) Suppose that for some k, ak = 0 and Ek ·D = 0. If Ej · Ek > 0 then aj = 0.
Proof. (a) D · N = 0 = ∑ ai(Ei · N) + ∑ bj(Cj · N) where all terms on the right hand side
are nonnegative since N is nef. In particular, the first sum
∑
ai(Ei · N) is a positive linear
combination of those ai for which Ei ·N > 0, so those ai = 0.
(b) Ek ·D = 0 =
∑
ai(Ei ·Ek)+
∑
bj(Cj ·Ek), where all terms on the right hand side are nonnegative
since ak = 0 and Ei · Ek ≥ 0 for i 6= k. Cj · Ek ≥ 0 for all j since Cj 6= Ek. In particular, the
first sum is a positive sum of those ai for which Ei · Ek > 0, so those ai = 0.
In each of the cases that we consider below, we will use this technique to show all ai = 0 except
for maybe along some chains of rational (−2)-curves:
−2
a1•
−2
a2•
−2
an•
Once we have reached this point, we are done—the following proposition shows D is in fact an
irreducible (−1)-curve.
Proposition 3.4.11. Let D be as in (3.2) above. Suppose ai = 0 if E
2
i 6= −2, with the only
(possibly) nonzero ai occurring along disjoint chains of (−2)-curves. Then all ai = 0 and D = C is
an irreducible smooth rational (−1)-curve.
40
Proof. We will need the following lemma.
Lemma 3.4.12. Suppose ai = 0 if E
2
i 6= −2. Then
∑
bjCj = C consists of a single irreducible
curve with multiplicity 1.
Proof. Since D ·K = −1, we have ∑ ai(Ei ·K) +∑ bj(Cj ·K) = −1. By assumption, the only
non-zero coefficients ai are for curves Ei with E
2
i = −2. Since all Ei are rational curves, adjunction
gives that Ei ·K = 0 for these, so we have
∑
bj(Cj ·K) = −1. By Lemma 3.4.4, Cj ·K < 0. Since
bj > 0, the only possibility is that the sum consists of a single irreducible curve with multiplicity
1.
We continue with the proof of the proposition. Write D = C + F where C is irreducible by the
lemma and F =
∑
aiEi is the sum of (−2)-curves Ei. By Lemma 3.4.5, C2 ≥ −1, so
C2 = (D − F )2
= D2 − 2(D · F ) + F 2
= −1− 2(D · F ) + F 2 ≥ −1.
Note that D · F ≥ 0. Indeed, we assumed from the beginning that D · Ei ≥ 0 for all i, and F is an
effective divisor supported on E. So the inequality reduces to F 2 ≥ 2(D · F ) ≥ 0.
On the other hand, since F =
∑
Fk decomposes into sums over disjoint chains of (−2)-curves,
F is negative definite. So F 2 ≤ 0, with equality if and only if all coefficients ai = 0.
Therefore F 2 = 0, so all of the ai = 0 and hence F = 0. We are left with D = C is an irreducible
curve, with C2 = C ·K = −1. By Lemma 3.4.5, C is a smooth rational curve.
3.5 Construction and uniqueness of the model surfaces
In this section, we will construct the model Γ-surfaces and prove Theorem 3.3.1. We will construct
the model and prove the theorem for each of the nine families of graphs separately, following the
procedure outlined in Section 3.3.2. The case of familyW below may serve as an illustrative example
of the technique.
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The constructions for families W and N were previously given in [34, Section 8.1]. For the other
cases our constructions turn out to be equivalent to those in [34, Section 8.1] and [1], although
the constructions are done in different ways. The equivalence may be seen by blowing down the
resulting surface in various different ways.
3.5.1 Family W
Construction of the model Γ-surface The construction that follows was given in [34, Example
8.4]. First, we will give the construction for when Γ is the dual graph for W(0, 0, 0). Let L0, L1, L2,
and L3 be four lines in general position in P2 with a fixed ordering. The rest of the construction is
then completely determined as follows.
Let F0 = L1 ∩L3, G0 = L1 ∩L2, and H0 = L2 ∩L3. Blow up the plane at these three points and
denote the exceptional divisors f0, g0, and h0. (We will use the convention that points are denoted
by capital letters; the exceptional divisor of the blow-up at that point will be denoted with the
corresponding lowercase letter.) Blow up further at F1 = L3 ∩ f0, G1 = L1 ∩ g0, and H1 = L2 ∩ h0
to obtain the surface Z˜. The resulting configuration of curves can be expressed by its dual graph:
Let E˜ = L0 ∪ L1 ∪ L2 ∪ L3 ∪ f0 ∪ g0 ∪ h0. We will use the following conventions for graphs in
this chapter: Curves in E˜ are represented with solid dots •, and the exceptional (−1)-curves that
are not included in E˜ are represented with circles ◦. Each vertex • of the graph is decorated with
its self-intersection number; if the self-intersection number is −2, it may be omitted.
We see that we can identify the intersection configuration of E˜ with the graph Γ. (Note that
there is a choice involved at this step—see Remark 3.5.1 below.) This gives the isomorphism σ˜.
There are 7 components of E˜, and we blew up at 6 points, so condition (3.1) is satisfied. So (Z˜, E˜, σ˜)
is a Γ-surface; we take it to be the model Γ-surface for W(0, 0, 0).
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For the case when Γ is the dual graph for W(p, q, r), we continue blowing up the surface we
constructed above. Blow up at the intersection point F2 = L3∩f1, and blow up again at F3 = L3∩f2,
and so on, p times.
Similarly, blow up at G2 = L1 ∩ g1, G3 = L1 ∩ g2, and so forth q times. Finally blow up at
H2 = L2∩h1, H3 = L2∩h2 and so forth r times. The result is a surface Z˜ with a curve configuration
having dual graph:
Taking E˜ to be the union of all the curves except for fp+1, gq+1, and hr+1 we obtain a
configuration which may be identified with Γ, the dual graph for W(p, q, r). Since we blew up
6 + p+ q + r times, and E˜ consists of 7 + p+ q + r components, condition (3.1) is satisfied. So the
pair (Z˜, E˜) is a candidate to be the model Γ-surface for W(p, q, r). To complete the construction,
we fix an identification of the dual graph of E˜ with Γ to obtain σ˜.
Remark 3.5.1. For the case when p = q = r, the symmetry group of Γ is S3. If φ is an automorphism
of Γ, then as per the discussion in Section 3.2.1 we obtain another Γ-surface (Z˜, E˜, σ˜ ◦ φ). If φ is
order 3, then φ is induced by an order 3 automorphism of the lattice Pic Z˜ and so (Z˜, E˜, σ˜ ◦ φ)
corresponds to the same I ⊂ D(Γ) as (Z˜, E˜, σ˜). We will show below that this implies they are
isomorphic. On the other hand an automorphism ψ of order 2 is not induced by an automorphism
of Pic Z˜, and so (Z˜, E˜, σ˜ ◦ ψ) corresponds to a different I ⊂ D(Γ). Thus the construction we gave
above results in two distinct models, which correspond to distinct self-isotropic subgroups.
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The presence of two distinct smoothing components in the case p = q = r was previously noted
in [4, p. 505].
Uniqueness of the model Γ-surface Let (Z,E, σ) be a Γ-surface for the graph Γ dual to
W(p, q, r). So the intersection configuration of E = ⋃Ei is given by the graph:
Assume that (Z,E, σ) is associated to the same self-isotropic subgroup I ⊂ D(Γ) as one of the
models (Z˜, E˜, σ˜) constructed above. By the discussion in Section 3.1.1, there is an isomorphism
of lattices α : Pic Z˜ ∼−→ PicZ. We obtain three divisors D1 = α(fp+1), D2 = α(gq+1), and
D3 = α(hr+1) in PicZ corresponding to the exceptional (−1)-curves we need to find. We have
D2i = Di ·K = −1, and the intersections Di · Ej can be summarized with the graph:
Here, and in the rest of this chapter, a divisor D with D2 = D ·K = −1 is labeled with a box .
The presence of a dotted line connecting D and Ej indicates that D · Ej = 1; otherwise D · Ej = 0.
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We need to show that these Di are irreducible curves. Then we may blow down the curves on Z
in a way that reverses the construction of Z˜. Since D2i = Di ·K = −1 and Di ·Ej ≥ 0 for all j, the
techniques of Section 3.4.3 apply.
Let us focus on one of the divisors, say D = D1. We will label some of the components of E as
follows.
Proposition 3.4.8 says that D is effective. So as in (3.2) write
D =
∑
aiEi +
∑
bjCj
where Cj is not contained in E, and all ai ≥ 0, bj > 0.
Observe that the central curve E0 of the configuration is a nef divisor since E0 · E0 = +1
(Proposition 3.4.7(a)). Since E0 ·D = 0, we may apply Proposition 3.4.10(a) with E0 as the nef
divisor. This implies that the three curves adjacent to the central curve, E1, E2, and E3, have
vanishing coefficients a1 = a2 = a3 = 0. This is indicated in the following diagram by circling these
nodes twice. The nef divisor E0 is surrounded by a large circle.
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Now we may apply Proposition 3.4.10(b) using the curves E1 and E2 to find that any curve
adjacent to these also have coefficient zero. By repeatedly applying 3.4.10(b), the zeros spread to
the central curve and all of the curves along two of the arms. This is indicated on the following
diagram by circling these nodes once.
Note that the zeros do not spread from the curve E3—since E3 ·D = 1, Proposition 3.4.10(b) does
not apply. This leaves open the possibility that some of the coefficients a4, . . . , ar+4 are nonzero.
However, these coefficients occur along a chain of (−2)-curves, E4, . . . , Er+4. So Proposition 3.4.11
implies that a4 = · · · = ar+4 = 0 and the divisor D = C is an irreducible nonsingular rational
(−1)-curve.
The same argument works to show that D2 and D3 are also irreducible (−1)-curves. So we may
apply Lemma 3.3.4(a) to reverse the construction of the model surface and obtain the blow-down
pi : Z → P2. The image of E under the blow-down consists of four lines in general position in P2,
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which are the images of E0, E1, E2, and E3.
The configuration of four lines in general position in the plane is unique. That is, there is an
isomorphism of the plane ψ : P2 ∼−→ P2 such that E0 7→ L0, E1 7→ L1, E2 7→ L2, and E3 7→ L3.
Furthermore the construction of the model was good, since once the four lines Li had been chosen the
rest of the construction was uniquely determined. So by Lemma 3.3.4(b), ψ lifts to an isomorphism
of Γ-surfaces φ : (Z,E, σ) ∼−→ (Z˜, E˜, σ˜). This proves Theorem 3.3.1 for graphs in family W.
3.5.2 Family N
Construction of the model Γ-surface The construction we present below for family N was
given in [34, Example 8.4]. Let L0, L1, L2, and L3 be four lines in general position in P2, with
a fixed order. The rest of the construction is then completely determined as follows. Blow up
at the points F0 = L0 ∩ L3, G0 = L1 ∩ L2, and H0 = L1 ∩ L3. Blow up further at the points
F1 = f0 ∩ L3, G1 = g0 ∩ L2, H1 = h0 ∩ L1, and finally at G2 = g1 ∩ L2. The resulting surface
contains a configuration of curves with dual graph:
For the case of N (0, 0, 0), we will take this surface to be Z˜, and E˜ will consist of all these curves
except for f1, g2, and h1. We see that the configuration of E˜ may be identified with the graph Γ
dual to N (0, 0, 0); this gives σ˜. Since we blew up 7 times, and there are 8 curves in the configuration,
the condition of (3.1) is satisfied (we will stop explicitly noting this for the rest of the cases). So we
may take (Z˜, E˜, σ˜) to be the model Γ-surface for this case.
For the general case of N (p, q, r), blow up the surface further p times between L3 and f1, f2,
etc.; q times between L2 and g2; and r times between L1 and h1. The resulting configuration has
dual graph:
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Taking E˜ to consist of all curves except for fp+1, gq+2, and hr+1, we obtain the model Γ-surface for
the graph dual to N (p, q, r).
Remark 3.5.2. As with the case of W (Remark 3.5.1), there is a symmetry in some of the N graphs.
Specifically, when p = 0 and q = r, there is an automorphism φ of order 2, so we have to choose how
we make the identification σ˜. In this case both choices give rise to the same isotropic subgroup, and
so (as shown below) they will yield isomorphic Γ-surfaces. This is because there is an automorphism
of the lattice Pic Z˜ that induces φ, which exists because there is a (−1)-curve on Z˜ that intersects
f0 and g0.
Uniqueness of the model Γ-surface Let (Z,E, σ) be a Γ-surface for the case N (p, q, r) which
has the same self-isotropic subgroup I ⊂ D(Γ) as the model. We therefore have three divisors D1,
D2, and D3 in PicZ corresponding respectively to the divisors fp+1, gq+2, and hr+1 in Pic Z˜. These
divisors have D2i = Di ·K = −1 and the intersections Di · Ej are summarized in the graph:
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(We have also given labels to some of the curves.)
We wish to show that these divisors are in fact irreducible rational curves. We use the techniques
of Section 3.4.3. Firstly, all three of the divisors are effective by Proposition 3.4.8. Observe that the
central curve E0 is a nef divisor by Proposition 3.4.7(a) since E
2
0 = 0.
Now focus on D1. Since D1 is effective, we can write
D1 =
∑
aiEi +
∑
bjCj
where ai ≥ 0, bj > 0, and Cj 6= Ei for any i, j. Since E0 ·D1 = 0, the coefficients of the three adjacent
curves E1, E2, and E4 must vanish by Proposition 3.4.10(a). The zeros spread by Proposition
3.4.10(b) to all remaining curves, except for those along the chain E5, . . . , Er+5 of (−2)-curves.
(Here, and for the rest of the chapter, we use the convention that nodes whose coefficients vanish by
Proposition 3.4.10(a) are circled twice; nodes whose coefficients vanish by 3.4.10(b) are circled once.
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The support of the nef divisor N is also circled.) So, D1 is an irreducible rational (−1)-curve by
Proposition 3.4.11.
We may apply a similar argument, again using E0 as the nef divisor, to show that D3 is also a
(−1)-curve. For D2 however, using E0 as the nef divisor is not sufficient. The zeros will spread up
to E2, but do not spread past—we cannot apply Proposition 3.4.10(b) because E2 ·D2 = 1. So we
cannot conclude that the coefficient a3 of the −(p + 2)-curve E3 vanishes. With that coefficient
outstanding, Proposition 3.4.11 does not apply; so we must take a different approach.
Since D2 is effective, we may write, as above,
D2 =
∑
aiEi +
∑
bjCj
where ai ≥ 0, bj > 0, and Cj 6= Ei for any i, j. We will take advantage of the fact that we have
already shown D1 is represented by an irreducible rational (−1)-curve. Call this curve C. Then the
configuration (circled below) consisting of E3, C, and the chain of p+ 1 (−2)-curves supports the
nef divisor N constructed in Proposition 3.4.7(c).
Since N ·D2 = 0, we may apply Proposition 3.4.10(a) to find that the coefficients a0, a2, and
a5 are zero. From there, the zeros spread by Proposition 3.4.10(b) to all remaining coefficients.
Proposition 3.4.11 then implies that D2 is an irreducible rational (−1)-curve.
Remark 3.5.3. There is an alternate approach that could be used to show that D2 is a rational
(−1)-curve. Once we have found that D1 and D3 are (−1)-curves, we could blow them down
repeatedly to reduce to the case p = r = 0. Then E1 would have self-intersection −2, and so we
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could apply 3.4.11 to the push-forward divisor of D2. If the push-forward is in fact a (−1)-curve,
then the original divisor D2 must also be a (−1)-curve.
So we may apply Lemma 3.3.4 to blow down in a way that reverses the construction. The
resulting plane curve consists of four lines in general position: the images of E0, E1, E2, and E3.
The only choices made in the construction were that of the original four lines in general position,
so the construction was good. The configuration of four lines in general position is unique up to
projective automorphism, so Lemma 3.3.4 implies that (Z,E, σ) is isomorphic to the model.
3.5.3 Family M
Construction of the model Γ-surface In this section we construct the model Γ-surface for
graphs of typeM, starting from four lines in general position in the plane. This construction is new,
although it is easily seen (by blowing down in a different way) to be equivalent to that given in [34,
Example 8.3]. Our construction has the advantage of showing that the fundamental group of the
corresponding Milnor fiber is abelian (Theorem 7), which we will prove after giving the construction.
Let L0, L1, L2, and L3 be four lines in general position in the plane. We will blow up the plane
8 times. First blow up at the point F0 = L0 ∩ L3, and again at F1 = f0 ∩ L3. Then blow up at
G0 = L1 ∩ L3, and again at G1 = g0 ∩ L1 and G2 = g1 ∩ L1. Finally blow up at H0 = L0 ∩ L2 and
again at H1 = h0 ∩ L2 and H2 = h1 ∩ L2. The resulting surface has the following configuration of
curves:
For the case where Γ is the graph dual to M(0, 0, 0), we will take the surface to be Z˜. The
curve E˜ consists of 9 curves—all except for f1, g2 and h2—and we can give an identification σ˜ of
the configuration with Γ. So we may take (Z˜, E˜, σ˜) to be the model for this case.
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To obtain Z˜ for the general case of M(p, q, r), we blow up further p times between L3 and f1,
and then L3 and f2, and so on; q times between L1 and g2; and r times between L2 and h2. The
resulting configuration of curves has dual graph:
We take E˜ to be all curves except for fp+1, gq+2, and hr+2. We may then give an identification
σ˜ of the dual graph of E˜ with M(p, q, r), and so we take (Z˜, E˜, σ˜) to be its model Γ-surface.
Remark 3.5.4. If p = r + 1 there is an order 2 automorphism of Γ. This automorphism of Γ is not
induced by an automorphism of the lattice Pic Z˜. So our construction in this case yields two distinct
Γ-surfaces corresponding to different self-isotropic subgroups of D(Γ).
We now show that the fundamental group of the Milnor fiber M = Z˜ − E˜ is abelian. We use
the following well-known topological lemma concerning differentiable (real) manifolds. We thank R.
Lipshitz for showing us a proof.
Lemma 3.5.5. Let M be a connected manifold, N ⊂ M a union of closed submanifolds of
codimension n ≥ 2. Then the natural map pi1(M −N)→ pi1(M) is surjective.
Proof. Assume first that N consists of a single connected closed submanifold. Let T ⊂ M be a
tubular neighborhood of N . By van Kampen’s theorem, pi1(M) is the free product of pi1(M −N)
and pi1(T ) amalgamated by pi1(T −N). Note that T retracts to N and T −N retracts to ∂T . The
map ∂T → N is a fiber bundle with connected fiber Sn−1, so the long exact sequence of homotopy
groups implies pi1(∂T ) → pi1(N) is surjective. This implies that the amalgamated free product
pi1(M) is a quotient of pi1(M −N); i.e. pi1(M −N)→ pi1(M) is surjective.
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Now suppose N =
⋃
Ni is a union of connected closed submanifolds Ni. Then the result follows
from removing the Ni one at a time, noting that removing a submanifold of codimension ≥ 2 from
M cannot disconnect M .
Proof of Theorem 7. We will apply the lemma to the Milnor fiber M = Z˜ − E˜, with N = fp+1 ∪
gq+2 ∪ hr+2 ⊂M . Removing the three exceptional divisors from M gives M −N ' P2 − C, where
C = L0 ∪L1 ∪L2 ∪L3. pi1(P2 −C) is abelian(since C has only nodes for singularities), and surjects
onto pi1(M) by the lemma. So pi1(M) is abelian.
Uniqueness of the model Γ-surface Let (Z,E, σ) be any Γ-surface for M(p, q, r) that has the
same associated self-isotropic subgroup I ⊂ D(Γ) as the model (Z˜, E˜, σ˜). Let D1, D2, and D3 be
the divisors in PicZ that correspond respectively to fp+1, gq+2, and hr+2 in Pic Z˜. The divisors
satisfy D2i = Di ·K = −1 and the intersections Di · Ej are described by the graph:
We know the Di are effective by Proposition 3.4.8. We wish to show that they are irreducible
(−1)-curves. We must consider separately the cases p = 0 and p ≥ 1. We start with the case p ≥ 1.
Let N = 2E0 + E4 + E5. N is a nef divisor as in Proposition 3.4.7(b), and N ·Di = 0. (Note: this
last part is not true for D1 in the case p = 0.)
Consider first the divisor D1. Write
D1 =
∑
aiEi +
∑
bjCj
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where ai ≥ 0, bj > 0 and Cj 6= Ei for any i, j. Applying Proposition 3.4.10 with N gives that all
coefficients are 0 except for (possibly) those along the chain of q + 2 (−2)-curves.
Then, Proposition 3.4.11 implies that all remaining coefficients vanish and D1 is an irreducible
rational (−1)-curve.
Now consider the divisor D2. Write
D2 =
∑
aiEi +
∑
bjCj
where as before ai ≥ 0, bj > 0 and Cj 6= Ei for any i, j. The divisor N used above will not suffice—it
will leave the coefficients a2 and a3 undetermined, so Proposition 3.4.11 would not apply. Instead
we use a different nef divisor, taking advantage of the fact that D1 is an irreducible curve. Let this
curve be C. Then there is a nef divisor M as constructed in Proposition 3.4.7(c) supported on the
configuration of E3, C, and the chain of p+ 1 (−2)-curves (including E4).
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Then M ·D2 = 0, so applying Proposition 3.4.10(a) gives that a0 = a2 = a6 = 0. The zeros spread
by 3.4.10(b) to all of the coefficients ai. So D2 is an irreducible (−1)-curve by Proposition 3.4.11.
The same argument, with the same nef divisor M , works to show that D3 is also an irreducible
(−1)-curve.
Now we consider the case p = 0. The nef divisor N = 2E0 +E4 +E5 will not work for D1, since
now N ·D1 = 1. However we can use N to show that D3 is an irreducible curve. Write
D3 =
∑
aiEi +
∑
bjCj
where ai ≥ 0, bj > 0 and Cj 6= Ei for any i, j. Applying 3.4.10(a), we see that a1 = 0, and this
spreads by 3.4.10(b) to a0, a2, a4, a5, and the rest of the chain of r + 2 (−2)-curves.
The only remaining coefficients are those of E3, E6 and the rest of the chain of q + 2 (−2)-curves.
However, these are all (−2)-curves, so Proposition 3.4.11 applies, showing D3 is an irreducible
(−1)-curve. Call this curve C.
Now consider D1. Let
D1 =
∑
aiEi +
∑
bjCj
as before. The configuration consisting of E2, C, and r + 1 of the chain of r + 2 (−2)-curves (all of
them except for E5) supports a nef divisor as in 3.4.7(c). Call this divisor P . Applying 3.4.10(a)
shows a1 = a3 = a5 = 0, and these zeros spread by 3.4.10(b) to all coefficients except those on the
chain of q + 2 (−2)-curves.
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Then 3.4.11 shows that D1 is an irreducible (−1)-curve. The same argument works for D2, again
using P .
Once we have the three (−1)-curves we need, we can blow them down in such a way that reverses
the construction of the model. The resulting plane curve will consist of 4 lines in general position,
which is unique up to projective transformations of the plane. Since the construction was good,
Lemma 3.3.4 implies that (Z,E, σ) is isomorphic to the model.
3.5.4 Family A4
Construction of the model Γ-surface Let P0, P1, P2, and P3 be four points in general position
in the plane. Fix an ordering of the points. Let L01, L02 , etc. be the six lines through the four
points. Pick one of the intersection points (that is not already labeled) to be called Q1. (See
Figure 3.1.) We can rearrange the ordering of the points so that Q1 = L02 ∩ L13. The choice of Q1
distinguishes these two lines (L02 and L13) from the others—call them the distinguished lines.
Now we pick one of the undistinguished lines, and we will add one additional point on this line.
Again, we can rearrange the ordering of the points so that the line we choose is L23. The point
P4 will be added on this line, subject to a condition (?) which will be explained shortly. Add the
additional lines L04 and L14 through P4 and P0 or P1 respectively. Label their intersection points
with the other undistinguished lines Q2 = L04 ∩ L12 and Q3 = L14 ∩ L03. (See Figure 3.2.)
Now we can state the condition that P4 is subject to:
The three points Q1, Q2, and Q3 must be collinear. (?)
In fact, there are exactly two points on L23 that satisfy (?), so we must choose one of them. (The
two options will result in inequivalent configurations.) Note that it is not possible to satisfy this
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Figure 3.1: The initial configuration of points and lines for the construction of the model surface for
A4.
Figure 3.2: The addition of the point P4, lines L04 and L14, and points Q2 and Q3.
57
Figure 3.3: The final plane curve configuration. Note that this configuration cannot exist over the
real numbers, so the line M is drawn as a curve. The 9 points to be blown up are labeled.
condition over the reals. Denote by M the line through the points Qi. Finally, label R1 = L01 ∩M .
(Note here that we do not need to make any additional choice here—the line L01 is the only line
with two quadruple points.) See Figure 3.3 for the final configuration of lines. We take the curve C
to be the union of these nine lines.
Example 3.5.6. To illustrate the construction, we give an example calculation of the equations of
such a configuration of lines. Let us choose the initial four points
P0 = (1 : 0 : 0)
P1 = (0 : 1 : 0)
P2 = (0 : 0 : 1)
P3 = (1 : 1 : 1).
58
Then the initial six lines are
L01 = {z = 0}
L02 = {y = 0}
L03 = {y = z}
L12 = {x = 0}
L13 = {x = z}
L23 = {x = y}.
The point Q1 = L02 ∩ L13 = (1 : 0 : 1). We must choose a point P4 on L23. Let P4 = (1 : 1 : −ω)
where ω is unknown. Then we add the lines
L04 = {ωy + z = 0}
L14 = {ωx+ z = 0},
and the points
Q2 = L04 ∩ L12 = (0 : 1 : −ω)
Q3 = L14 ∩ L03 = (1 : −ω : −ω).
Now it is easy to check that the three points Q1, Q2, and Q3 will be collinear if and only if
ω2 + ω + 1 = 0; i.e. ω is a primitive cube root of unity. Then M = {x − ωy − z = 0} and
R1 = M ∩ L01 = (ω : 1 : 0).
Note that the two choices for ω provide non-isomorphic plane curve configurations. Indeed, any
isomorphism between the two curves would have to fix P0, . . . , P3 and so would be the identity.
To obtain the model surface Z˜, we blow up the plane at the nine labeled points (Pi, Qi, R1).
The resulting configuration of curves has the dual graph of Figure 3.4. To obtain the model for
A4(0), we stop here and take E˜ to be the proper transform of C together with the exceptional
divisor p0. (This is the final choice—we could have taken p1 here instead. Again, we could rearrange
the ordering of the points so that we choose p0.) The resulting curve E˜ has dual graph of type
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Figure 3.4: The configuration of curves on the surface Z˜ after blowing up at the nine points in the
plane.
A4(0).
Remark 3.5.7. From the calculation in the example above, it is easy to check that the cross-ratio of
the four intersection points on the central curve p0 is −ω. Since ω is a primitive cube root of unity,
the cross-ratio is anharmonic.
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To obtain the model for the general case A4(p), continue blowing up p times between L01 and
r1 to obtain the following configuration. We take E˜ to be all of these curves except for rp+1.
Remark 3.5.8. The choice of a primitive cube root of unity ω means this construction gives two
model Γ-surfaces that are related by complex conjugation. What is surprising about this case is
that these two models are also related by an automorphism of Γ that is not an automorphism of the
underlying curve E∞.
Note that the automorphism group of Γ is S3. On the other hand, the automorphism group of
E∞ depends on the automorphisms of the four intersection points on the central curve p0. Since the
cross-ratio is anharmonic and p0 ∩ L01 must be fixed, AutE∞ is cyclic of order 3. The four points
of intersection may be calculated from the slopes of the four lines L01, L02, L03, and L04 through
the point P0. From the calculation of Example 3.5.6 above, these are 0, ∞, 1, and −ω respectively.
For the two possible choices of ω, the identifications of E with E∞ differ by an automorphism
of Γ order 2. Suppose we chose ω = e2pii/3, and let L′01, L′02, etc. be the curves that would result
from choosing ω′ = e4pii/3. Let σ : E ∼−→ E∞ and σ′ : E′ ∼−→ E∞ be the chosen identifications. Let
α := σ′−1 ◦ σ : E ∼−→ E′ (see Figure 3.5). We see that α must take L01 7→ L′01; but it cannot also
take all three of L02 7→ L′02, L03 7→ L′03, and L04 7→ L′04. If it did, then α restricted to the central
curve would be the identity, since it takes 0, 1,∞ to 0, 1,∞. However it would also have to take
−ω 7→ −ω′, which is impossible. Instead α must swap two of the curves L02, L03, and L04, and so
induces an order 2 automorphism of Γ.
Furthermore, this implies that these two surfaces correspond to different self-isotropic subgroups
I ⊂ D(Γ). Indeed, an order 2 automorphism of Γ cannot be induced by an automorphism of the
lattice PicZ. On the other hand, we can see from Figure 3.4 that an order 3 automorphism of Γ
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Figure 3.5: The two curve configurations must be identified via an automorphism of the graph Γ.
Note that two of the arms have swapped places.
can be induced from an automorphism of the overlattice. So our construction yields exactly two
models which correspond to distinct I ⊂ D(Γ).
A construction of the two distinct smoothing components in this case was previously given by
Wahl [38], using a quotient construction.
Remark 3.5.9. The configuration of lines constructed above has notable connections with other well-
known configurations of lines. One the one hand, it is a subconfiguration of the Hesse configuration,
which is the set of 12 lines connecting the 9 flex points of a smooth plane cubic. Indeed, we blow up
at 8 of these 9 points in the construction (R1 is not one of the 9 flex points).
On the other hand, removing the line L01 and the point R1 from the configuration results in
the Mo¨bius-Kantor (or MacLane) configuration (see Figure 3.6) [3]. This is the unique abstract 83
configuration. That is, it consists of 8 lines and 8 marked points, where each point lies on three
lines and each line goes through three of the points. The abstract configuration has two realizations
in the complex projective plane, corresponding to the two choices of a primitive cube root of unity.
Rybnikov [30] has studied the fundamental group of the complement of these configurations.
He shows that while the two complements are diffeomorphic (indeed, via complex conjugation),
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Figure 3.6: The Mo¨bius-Kantor (or MacLane, or 83) configuration of lines.
there is no orientation-preserving diffeomorphism (or even homeomorphism) between them. This
suggests that perhaps the same is true of the two Milnor fibers that result from blowing up our
similar configurations.
Uniqueness of the model Γ-surface Let (Z,E, σ) be a Γ-marked surface for A4(p) that
corresponds to the same I ⊂ D(Γ) as one of the models (Z˜, E˜, σ˜). Label the curves as follows.
There are 8 (−1)-curves we need to find. Since the self-isotropic subgroups are the same, we have
divisors corresponding to all of them. So we use the techniques of Section 3.4.3. If D is one of these
63
divisors, then D is effective by Proposition 3.4.8. So as in (3.2) we may write
D =
∑
aiEi +
∑
bjCj
where ai ≥ 0, bj > 0, and Cj are irreducible curves not contained in the configuration. Now we
proceed to consider each divisor separately.
First, we consider the divisors corresponding to qi. By the symmetry of the graph, we need only
consider one of these; the others will follow analogously. Let D be the divisor corresponding to q3.
Let N = 2E0 + E3 + E5; N is a nef divisor by 3.4.7(b). Since N ·D = 0 we may apply Proposition
3.4.10. The coefficients a1, a4, a6, and a7 vanish by 3.4.10(a). The zeros spread by 3.4.10(b) to all
coefficients except for a2 and a10, . . . , ap+9. These are (−2)-curves, and so in fact D is an irreducible
curve by Proposition 3.4.11.
The divisors corresponding to p2, p3, and p4 are similar due to the symmetry of the graph; we
will therefore only describe the technique for the divisor D corresponding to p2. We will use the fact
that there is an irreducible curve C corresponding to q3. Let N = 2C + E1 + E6. Then repeated
application of 3.4.10 gives that all coefficients ai of Ei vanish except for a6. D is an irreducible
curve by 3.4.11.
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For the divisor D corresponding to p1, we use the curve C corresponding to one of the other pi,
say p2. (Note that this is a different curve than the C used above.) Then let N = 2C + E5 + E8.
Proposition 3.4.10 can be used to show all coefficients vanish. D is an irreducible (−1)-curve by
3.4.11.
Finally, for the divisor D corresponding to rp+1, we use the same curve C corresponding to p2,
and the same nef divisor N = 2C +E5 +E8. As before, 3.4.10 shows that all coefficients vanish. So
D is an irreducible curve by 3.4.11.
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The construction of the model Γ-surfaces is good, so we may apply Lemma 3.3.4. Blowing down
these 8 curves gives a configuration of lines in the plane that has the same intersection configuration
as the curve of the construction. We saw that there were exactly two such curves in the plane,
corresponding to the two models; therefore our Γ-surface must be isomorphic to one of the models.
In particular, it is isomorphic to the model with the same I ⊂ D(Γ).
3.5.5 Family B4
Construction of the model Γ-surface The plane curve we use to construct the model for case
B4 will consist of six lines and a conic. To construct it, start with four points P0, P1, P2, P3 in
general position in the plane. Add the four lines L01, L02, L03, L12, where Lij is the line through
the points Pi and Pj . Then we add the curve C, which is the unique conic which passes through
the three points P1, P2, and P3, and is tangent to both L02 and L03. The line L01 intersects with C
at P1 and one other point. Call this point P4, and add the line L34 through P3 and P4 (see Figure
3.7). Finally, denote P5 = L34 ∩ L12 and add the line L05. The resulting plane curve is pictured in
Figure 3.8.
Note that the only choice made in the construction of the plane curve was that of the original
four points (with their ordering). After that choice, the curve is completely determined.
Example 3.5.10. We will give a sample list of equations of the curve (in affine coordinates). Suppose
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Figure 3.7: The steps to construct the plane curve for case B4.
Figure 3.8: The final plane curve for B4. Five of the six points to be blown up are labeled. The
sixth is one of the imaginary intersection points of L05 and C.
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we start with the four points:
P0 = (0, 0)
P1 = (1, 1)
P2 = (0, 1)
P3 = (1, 0)
Then the equations of the six curves are uniquely determined:
L01 = {y = x}
L02 = {x = 0}
L03 = {y = 0}
L12 = {y = 1}
C =
{
x2 + xy + y2 − 2x− 2y + 1 = 0}
L34 =
{
y = −1
2
x+
1
2
}
L05 = {y = −x}
To obtain the model surface Z˜, we blow up the plane at six points: the five points Pi, and a
sixth point R1, which is one of the two intersection points of C and L05. We then blow up further
where there were tangent points—at the points Q1 = L02 ∩ p2 ∩ C and Q2 = L03 ∩ p3 ∩ C. The
resulting configuration of curves has the dual graph of Figure 3.9.
Remark 3.5.11. Note here that we have to choose which of the two intersection points is R1. The
plane curve is defined over R, so these two points are complex conjugates of each other. Thus the
construction will yield two model Γ-surfaces that are related by complex conjugation. Note that the
two models cannot be isomorphic to each other: there is no automorphism of P2 that fixes the four
points P0, . . . , P3 and swaps R1 with its conjugate.
If we were to take E˜ to be the proper transform of the original plane curve together with the
exceptional curves p0, p2, and p3, then E˜ would have the dual graph:
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Figure 3.9: B4—The configuration of curves after blowing up.
This graph is the dual graph for B4(0), and so we could stop here to obtain the model surface for
this case.
To obtain the model for B4(p) where p ≥ 1, continue to blow up p times between r1 and L05 to
obtain the following configuration:
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Removing the last exceptional divisor rp+1, we obtain a curve E˜ whose dual graph is of type B4(p).
Remark 3.5.12. In the calculation above (Example 3.5.10), the slopes of the four lines L01, L02, L03,
and L05 though P0 are 1, ∞, 0, and −1 respectively. So the cross-ratio of the four points on the
central curve p0 is harmonic (−1, 2 or 1/2, depending on the order).
Remark 3.5.13. Although there is an order 2 symmetry of Γ, we can see from Figure 3.9 that it is
induced by a symmetry of the lattice Pic Z˜. So our construction results in two models (related by
complex conjugation) that correspond to the same I ⊂ D(Γ).
Uniqueness of the model Γ-surface Suppose (Z,E, σ) is any Γ-surface of type B4(p) which
has the same isotropic-subgroup I ⊂ D(Γ) as the model. Label the components of E as follows.
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Since the isotropic subgroup is the same as that of the model, there are six divisors on Z which
correspond to the six exceptional curves on Z˜. We need to show that these divisors are actually
(−1)-curves, so that we can blow down to reverse the construction. Let D be one of these divisors.
D is effective by 3.4.8, so we may write
D =
∑
aiEi +
∑
bjCj
with ai ≥ 0, bj > 0, where the curves Cj are not contained in E. For each of the divisors D, we will
use 3.4.10 to show that all ai vanish (except perhaps for those along some chains of (−2)-curves).
Then 3.4.11 will imply that D is an irreducible (−1)-curve.
First, consider the divisor D corresponding to p1. The case of p4 will be similar due to symmetry.
We apply 3.4.10 with N = 2E0 + E2 + E5. This shows that all ai vanish except for a10, . . . , ap+9.
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Let D be the divisor corresponding to q1. The case of q2 will be similar due to symmetry. We
apply 3.4.10 with the nef divisor N = 2E0 + E1 + E5. This shows all ai vanish except a3, a4 and
a10, . . . , ap+9.
So, 3.4.11 implies that these divisors are in fact (−1)-curves.
For the remaining divisors, let C be the curve corresponding to q1. We will use the divisor
N = C + E0 + E2, which is nef by 3.4.7(d). For the divisor D corresponding to p5, applying 3.4.10
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with N shows all ai vanish except a4.
For D corresponding to rp+1, using N with 3.4.10 shows that all ai vanish.
So these divisors also are (−1)-curves.
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Although the construction is not quite good (there was the choice of which complex conjugate
point is R1), we may still apply Lemma 3.3.4 to reverse the blow-up construction. We obtain a
plane curve which has the same intersection configuration as that of the construction. The plane
curve is unique, so (Z,E, σ) is isomorphic to one of the two models, depending on which of the
complex conjugate points was blown up.
3.5.6 Family C4
Construction of the model Γ-surface We begin with the case C4(0). The curve will consist of
10 lines in a special configuration. We start with 4 lines in general position, L1, L2, L3, and L4.
Denote the six intersection points Pij = Li ∩ Lj .
Now there are three lines one can add through the intersection points (Figure 3.10). Denote
these lines A1, A2, A3, going through the intersection points as follows:
(i) A1 is the line through P12 and P34;
(ii) A2 is the line through P13 and P24;
(iii) A3 is the line through P14 and P23.
Denote the three new intersection points Q12 = A1 ∩A2, Q13 = A1 ∩A3, Q23 = A2 ∩A3. Now
we add two additional lines called B1 and B2:
(i) B1 is the line through P14 and Q12;
(ii) B2 is the line through P13 and Q13.
Note that, although there are six natural lines that could be added connecting a Pij to a Qkl, we
are only adding two of them. The choice of which two to add is entirely determined by the choice of
the ordering of the original four lines.
Now B1 and B2 intersect at a point R. We will add one more line F through R and P23 (see
Figure 3.11). Again, note here that there are two points we could have chosen (P23 and P24) that
would have given equivalent configurations. The choice of which to use is determined by the ordering
of the four original lines.
Thus we have configuration of 10 lines C = L1 ∪L2 ∪L3 ∪L4 ∪A1 ∪A2 ∪A3 ∪B1 ∪B2 ∪F . (In
fact, this configuration is defined over Q.) The only choices involved in the construction were the
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Figure 3.10: To construct the curve for case C4(0), we start with 4 lines in general position and add
the three lines through the intersection points.
choice of the original four lines in general position. Since any set of 4 lines in general position in P2
can be taken to any other set of 4 lines in general position by an element of PGL(2,C), including
any permutation of the lines, the curve F is combinatorially unique.
Example 3.5.14. Here is a sample list of equations (in affine coordinates) for the curves. The only
choice is the choice of the original 4 lines; then everything else is determined uniquely.
L1 = {x = 0}
L2 = {y = x+ 1}
L3 = {y = −x+ 2}
L4 = {y = 0}.
Then the six intersection points are
P12 = (0, 1)
P13 = (0, 2)
P14 = (0, 0)
P23 =
(
1
2
,
3
2
)
P24 = (−1, 0)
P34 = (2, 0).
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Figure 3.11: From the configuration of Figure 3.10, we add the additional lines B1, B2, and F .
We add the lines
A1 =
{
y = −1
2
x+ 1
}
A2 = {y = 2x+ 2}
A3 = {y = 3x}
and obtain the new intersection points
Q12 =
(
−2
5
,
6
5
)
Q13 =
(
2
7
,
6
7
)
Q23 = (2, 6).
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We add two more lines
B1 = {y = −3x}
B2 = {y = −4x+ 2}.
Their intersection point is
R = (2,−6).
Finally we add the curve
F = {y = −5x+ 4}.
Remark 3.5.15. Consider the four new intersection points introduced by adding F . They are
F ∩ L1 = (0, 4)
F ∩ L4 =
(
4
5
, 0
)
F ∩A1 =
(
2
3
,
2
3
)
F ∩A2 =
(
2
7
,
18
7
)
.
We can then compute that the cross ratio of these four points on F is 9 (or 1/9, −8, −1/8, 9/8, or
8/9, depending on the order of the points chosen).
There are 9 points in C where more than two lines intersect (Figure 3.12): the six Pij , Q12,
Q13, and R. (The only named point which is not included is Q23.) We take Z˜ to be the blow up of
the plane at these 9 points. The total transform of all of the plane curves has the configuration of
Figure 3.13.
We take E˜ = Cˆ to be the proper transform of the 10 lines. We then recognize the configuration
of this curve to be graph dual to C4(0). Identifying as follows,
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Figure 3.12: The final plane curve configuration. The 9 points to be blown up are labeled.
we obtain the identification σ˜, and we take the resulting triple (Z˜, E˜, σ˜) to be the model Γ-surface
for the case C4(0).
Now we consider the general case C4(p). Observe that, in the plane curve constructed above,
there is a unique conic g1 through the five points that do not lie on A1: P13, P14, P23, P24, and R.
Example 3.5.16. If we continue with the calculation above, we have
g1 = {y2 − 2x2 + 3xy − 2y − 2x = 0}.
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Figure 3.13: The configuration of curves after blowing up at the nine points in the plane.
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Figure 3.14: The configuration of curves after blowing up, including the extra curve g1. This curve
is a (−1)-curve, but it is labeled with a box  since it is neither part of E˜ nor is it an exceptional
curve.
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After blowing up the nine points, the proper transform of g1 will be a (−1)-curve that intersects
A1 at two points, and does not intersect any of the other curves in E˜. To obtain Z˜, we must blow
up at one of the intersection points G2 of g1 and A1, and further at points G3 = g2 ∩ A1, etc. p
times.
The resulting configuration of curves has dual graph:
By taking E˜ to be the union of all these curves except gp+1, we obtain the model surface for this
case.
Remark 3.5.17. Since the original curve was defined over R, the two intersection points of g1 and
A1 are complex conjugates. Hence, for p ≥ 1, the two choices yield distinct model Γ-surfaces which
are related by complex conjugation.
Uniqueness of the model Γ-surface Let (Z,E, σ) be a Γ-marked surface for C4(p) that corre-
sponds to the same I ⊂ D(Γ) as the model. We will label the vertices of the graph with the curves
Ei as follows.
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There are 10 (−1)-curves we need to find to blow down, and there effective divisors that correspond
to all of them (Proposition 3.4.8). If D is one of them, we will write
D =
∑
aiEi +
∑
bjCj
where ai ≥ 0, bj > 0, and Cj 6= Ei for any i, j.
First, let us focus on the divisor D corresponding to gp+1. Note that we only need to find this
curve if p ≥ 1. The divisor N = 2E0 +E1 +E2 is nef by Example 3.4.7(b). Since N ·D = 0 we may
apply Proposition 3.4.10. The coefficients a3, a4, and a9 vanish by 3.4.10(a). The zeros then spread
by 3.4.10(b) to a5, . . . , a8, and back to a0, a1, and a2.
The only remaining coefficients are those on the chain of (−2)-curves E10, . . . , Ep+9, and so D is an
irreducible rational (−1)-curve by Proposition 3.4.11.
For the divisor D corresponding to p12, we use the nef divisor N = 2E0 + E4 + E2. Applying
3.4.10 gives that all coefficients vanish except a7, a8, and a10, . . . , ap+9. These are all coefficients of
(−2)-curves so 3.4.11 implies D is an irreducible curve.
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For the remaining cases we will only state the nef divisor N that is used and show the diagram.
For the divisor D corresponding to p34, we use N = 2E0 + E1 + E2.
Let D be the divisor corresponding to q13. We again use the nef divisor N = 2E0 + E1 + E2.
Let D be the divisor corresponding to q12. We use N = 2E0 + E1 + E4.
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For the divisor D corresponding to p23, we make use of the curve C corresponding to q12. We
use the nef divisor N = 2C + E2 + E7.
For the next three divisors, we will make use of the fact that there is an irreducible curve C
corresponding to p23. For the divisor D corresponding to p13, we use the nef divisor N = C + E0,
of type 3.4.7(d).
For the divisor D corresponding to p24, we again use N = C + E0.
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Let D be the divisor corresponding to p14, we again use N = C + E0.
Finally, let D be the divisor corresponding to r. Let C be the irreducible curve corresponding
to p34. Use the nef divisor N = 2C + E4 + E8.
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So we can blow these curves down and find that (Z,E, σ) is isomorphic to the model (or one of
the two models, if p ≥ 0.
3.5.7 Family B32
Construction of the model Γ-surface We begin with four lines L1, L2, L3 and L4 in general
position in the plane. Denote the six intersection points Pij = Li ∩ Lj . Add the three diagonals Ai
through pairs of these points (see Figure 3.15). Label them:
(i) A1 is the line through P12 and P34;
(ii) A2 is the line through P13 and P24;
(iii) A3 is the line through P14 and P23.
Choose one of the three diagonals to be distinguished. Let R1 be the intersection point of the
other two diagonals. If we choose A3 to be the distinguished diagonal, then R1 = A1 ∩A2. Now we
blow up the plane at the seven points Pij and R1; call the exceptional divisors pij and r1. Then we
blow up further at the two intersection points of the distinguished diagonal with the exceptional
divisors. If A3 is distinguished, these points are Q1 = A3 ∩ p23 and Q2 = A3 ∩ p14. Denote the
exceptional divisors q1 and q2. The resulting configuration of curves has the dual graph of figure
3.16.
The curve E˜ will consist of the proper transforms of the seven lines Li and Ai, the two exceptional
divisors that intersect with the distinguished diagonal (p23 and p14), and any one of the other
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Figure 3.15: The construction of the curve for case B32.
Figure 3.16: B32—The configuration of curves after blowing up at nine points.
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exceptional divisors pij . We will suppose we choose p12. The curve E˜ then has dual graph of type
B32(0).
Blowing up further at R2 = A1 ∩ r1, etc. p times gives the configuration of type B32(p). (Here,
note that we did not need to make any additional choices—the choice of p12 makes A2 distinguishable
from A1.)
Finally, we note that the only choice we need to make in the construction is the ordering of the
original four lines: we may always reorder the lines so that A3 was the distinguished diagonal and
p12 was chosen to be the central curve.
Remark 3.5.18. The graph Γ admits an order 2 automorphism α. This automorphism is induced by
an automorphism of the lattice Pic Z˜ (see Figure 3.16), so (Z˜, E˜, σ˜ ◦ α) has the same I ⊂ D(Γ) as
(Z˜, E˜, σ˜). We will show below that this implies they are isomorphic to each other.
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Uniqueness of the model Γ-surface Let (Z,E, σ) be a Γ-marked surface for B32(p) which has
the same self-isotropic subgroup I ⊂ D(Γ) as the model. Label the vertices of the graph as follows.
There are six (−1)-curves that we need to find. By Proposition 3.4.8, corresponding to each there is
an effective divisor
D =
∑
aiEi +
∑
bjCj
with ai ≥ 0, bj > 0. For each D, we will use Proposition 3.4.10 (with some nef divisor N) to show
that all ai vanish except for along some chains of (−2)-curves. Then Proposition 3.4.11 will show
that D is an irreducible (−1)-curve.
Let D be the divisor corresponding to q1 or q2—the technique is the same by the symmetry of
the diagram. Let N = 2E0 +E1 +E4; N is a nef divisor of type 3.4.7(b) with N ·D = 0. Using this
N with Proposition 3.4.10, we obtain that all ai vanish except for a3 and a9, . . . , ap+9.
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Now, let D be the divisor corresponding to p13 or p24; again, the technique is the same by the
symmetry of the graph. Let C be the curve corresponding to one of the qi (choose q2 for p13 and
q1 for p24). Let N = 3C + E8 + 2E2 + E3; this is a nef divisor of type 3.4.7(c) with N · D = 0.
Applying 3.4.10 with N gives that all ai = 0 except for a2, a3, and a10, . . . , ap+9.
For the divisor D corresponding to p34, we again let C be the curve corresponding to one of the
qi; say, q2. Then let N = C + E0 + E1 + E2. This is a nef divisor of type 3.4.7(d) with N ·D = 0.
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Applying 3.4.10 with N , we find that all ai vanish.
Finally, let D be the divisor corresponding to r1. We again let C be the curve corresponding to
q2, and take N = C + E0 + E1 + E2. Again, applying 3.4.10 with N gives that all ai vanish.
So all of these divisors are in fact irreducible curves. Since the curve configuration of the
construction was unique, Lemma 3.3.4 shows that (Z,E, σ) ' (Z˜, E˜, σ˜).
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Figure 3.17: C32—The configuration of curves after blowing up.
3.5.8 Family C32
Construction of the model Γ-surface The curve configuration for the case C32 is identical to
that given in Section 3.5.4 for case A4 (see Figure 3.3). However, the blowing up procedure is
different. We blow up at the 8 multiple points P0, . . . , P4 and Q1, . . . , Q3, and denote the exceptional
divisors pi and qj . We do not blow up at the point R1. Instead we blow up one additional time
at the intersection point S = L23 ∩ p4. The dual graph of the resulting configuration of curves is
shown in Figure 3.17.
Let E˜ be the curve consisting of the proper transforms of the 8 lines L02, L03, L04, L12, L13,
L14, L23, and M (all the lines except L01), together with the two exceptional divisors p4 and p2.
The dual graph of this curve is of type C32(0).
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To obtain the model surface for C32(p), blow up further at the intersection point of L23 and
L01, and further still between the new exceptional curve and L23. Call the exceptional curves
g2, . . . , gp+1. To obtain E˜, we take our previous E˜ and add the curves L01, and g2, . . . , gp. The
resulting configuration has dual graph of type C32(p).
Remark 3.5.19. We showed in Section 3.5.4 that the plane curve we use is not unique—there are
two distinct such curves, depending on the choice of a primitive cube root of unity. Hence our
construction here gives two model Γ-surfaces, related by complex conjugation.
Uniqueness of the model Γ-surface Let (Z,E, σ) be a Γ-marked surface for C32(p) which has
the same self-isotropic subgroup I ⊂ D(Γ) as the model. Identify the components of E with the
dual graph C32(p) as follows.
There are eight (−1)-curves that we need to find (if p = 0 there are only seven). By 3.4.8,
corresponding to each of them is an effective divisor
D =
∑
aiEi +
∑
bjCj
where ai ≥ 0 and bj > 0. We proceed as with the other cases, applying Propositions 3.4.10 (with
various nef divisors N) and 3.4.11.
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For the divisors corresponding to gp+1, p3, s, and q3 we will apply Proposition 3.4.10 using
N = 2E0 + E1 + E3. We start with the divisor D corresponding to gp+1. Note that we only need
to find this curve if p 6= 0. Proposition 3.4.10 implies all ai vanish except for a10, . . . , ap+2, which
occur along a chain of (−2)-curves.
For the divisor D corresponding to p3, Proposition 3.4.10 used with N again implies all ai vanish
except for a10, . . . , ap+2.
If D is the divisor corresponding to s, then applying Proposition 3.4.10 with N implies that all ai
vanish except for a6, a7, and a10, . . . , ap+2.
For D corresponding to q3, Proposition 3.4.10 implies that all ai vanish except for a5, a6, a7, and
a10, . . . , ap+2.
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Let C be the curve on Z corresponding to q3. For the remaining divisors, we will use nef divisors
that include C in their support. We start with D corresponding to p0. Applying Proposition 3.4.10
with N = 2C + E4 + E10 shows all coefficients vanish except for a7, and a12, . . . , ap+2.
Let D be the divisor corresponding to p1. We apply 3.4.10 with N = 2C +E2 +E10 to find that all
coefficients vanish except for a5, a6, a7 and a12, . . . , ap+2.
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For q1 and q2, we use the nef divisor N = 2C +E2 +E4. For D corresponding to q1, 3.4.10 gives
that all coefficients vanish except for a11, . . . , ap+2.
And finally, for the divisor D corresponding to q2, Proposition 3.4.10 with this N shows that all
coefficients vanish except for a7 and a11, . . . , ap+2.
Having found these (−1)-curves, we may blow down to reverse the construction of the models
(Lemma 3.3.4). The resulting plane curve configuration must be isomorphic to one of the two curves
that was used to construct the two models. So (Z,E, σ) must be isomorphic to one of the model
Γ-surfaces.
3.5.9 Family C33
Construction of the model Γ-surface Start with four lines L1, L2, L3, and L4 in general
position in the plane. Denote the six intersection points Pij = Li ∩ Lj . Add the three diagonals Ai
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Figure 3.18: The construction of the curve for case C33 .
Figure 3.19: C33—The configuration of curves after blowing up.
through these intersection points (see Figure 3.18). Label them as follows.
(i) A1 is the line through P12 and P34;
(ii) A2 is the line through P13 and P24;
(iii) A3 is the line through P14 and P23.
Blow up at the six points Pij , and denote the exceptional curves pij , and additionally blow up
at the intersection point Q1 = A1 ∩A3. Blow up further at the intersection points R1 = p12 ∩A1
and R2 = p13 ∩A2. The resulting surface Z˜ contains the configuration of curves of Figure 3.19.
Let E˜ be the curve on Z˜ consisting of the proper transforms of the seven original lines, together
with the proper transforms of the exceptional curves p34, p12 and p13. Then the dual graph of E˜ is
of type C33(0).
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Blow up further between A1 and q1, and between A1 and the new exceptional curve, and so
forth, p times. Call the exceptional curves q2, . . . , qp+1. Then if we take E˜ to consist of the proper
transforms of the original seven lines, p34, p12, p13, and q1, . . . , qp, the dual graph will be of type
C33(p).
Uniqueness of the model Γ-surface Let (Z,E, σ) be any marked surface for C33 , and suppose
that the associated self-isotropic subgroup is the same as that of the model. Label the components
of E as follows.
There are six (−1)-curves we need to find to blow down. Since the isotropic subgroups are the same,
there are divisors in the right locations; they are effective by Proposition 3.4.8. For one such divisor
D, write
D =
∑
aiEi +
∑
bjCj
with ai ≥ 0, bj > 0. We will use 3.4.10 to show that all coefficients ai vanish, except for possibly
along some chains of (−2)-curves. Then, 3.4.11 will imply that D is an irreducible (−1)-curve.
Let N = 2E0 + E1 + E2. We start with the divisor D corresponding to qp+1. Applying 3.4.10
with N implies that all ai vanish except for a8, . . . , ap+9.
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For D corresponding to r1, 3.4.10 with N implies that all ai vanish except a6 and a8, . . . , ap+9.
For D corresponding to r2, applying 3.4.10 with N implies that all ai vanish except a4, a5, a6 and
a9, . . . , ap+9.
For the remaining three divisors, we will make use of the curve C which corresponds to r2. Let
D be the divisor corresponding to p14. Let N = 2C + E3 + E8; this is a nef divisor of type 3.4.7(b).
Applying 3.4.10 with N yields that all ai vanish except for a5, a6 and a10, . . . , ap+9.
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For D corresponding to p23, we again use N = 2C + E3 + E8. Then 3.4.10 shows that all ai vanish
except a10, . . . , ap+9.
Finally, for D corresponding to p24, let N = C + E0 + E2 + E3; N is a nef divisor of type 3.4.7(d).
Then 3.4.10 implies all ai vanish except a9, . . . , ap+9.
So all of these divisors are in fact irreducible (−1)-curves by Proposition 3.4.11. So Lemma 3.3.4
implies that we can blow down to reverse the construction. Since the original curve was unique,
(Z,E, σ) must be isomorphic to the model.
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CHAPTER 4
Impermissible self-isotropic subgroups
For certain graphs Γ¯ in the families W, N , and M, there are non-basic self-isotropic subgroups
I ⊂ D(Γ¯). The goal in this chapter is to provide two techniques that might be used to show that a
particular I is impermissible—that is, it cannot correspond to any QHD-smoothing. The first is the
impermissibility criterion of Looijenga and Wahl [13, §5 and §6]; the other uses Pinkham’s theorem
and arguments with rational surfaces. These examples provide some evidence for Conjecture 4, that
all non-basic self-isotropic subgroups are impermissible in this sense.
Remark. The presence of non-basic self-isotropic subgroups is fairly uncommon. In Appendix B
we list all occurrences with parameters p, q, r ≤ 9. For instance in the case of family W (with
p, q, r ≤ 9), fewer than 7% of cases have non-basic self-isotropic subgroups.
In particular, if the discriminant group is cyclic then there can only be one self-isotropic subgroup,
which must be the basic one. It is easy to detect whether a valency 3 graph Γ¯ has D(Γ¯) cyclic: if
the continued fractions of the three arms are n1/q1, n2/q2, and n3/q3, then D(Γ¯) is cyclic if and
only if gcd(n1, n2, n3) = 1.
4.1 Coverings and impermissibility
Let (X, 0) be a normal surface singularity with QHS link, and let f : (X , 0)→ (C, 0) be a smoothing
of X with Milnor fiber M . Proposition 5.2 of [13] says that if M ′ →M is a finite unramified covering,
then it extends to a covering pi : Y → X , with pi−1(0) a single point, and pi is ramified only at 0.
f ◦ pi : (Y, 0)→ (C, 0) is a smoothing of the isolated surface singularity (Y, 0) := (pi−1(X0), pi−1(0))
with Milnor fiber M ′. Note however that the singularity (Y, 0) may not be normal. Denote its
normalization Y ′ → Y , and recall that for a non-normal singularity,
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In this situation the equation
d(χ(X˜) +KX˜ ·KX˜ + 12pg(X)) = χ(Y˜ ) +KY˜ ·KY˜ + 12pg(Y )
must be satisfied, where d is the degree of M ′ →M , and X˜ and Y˜ are the minimal good resolutions
of X and Y . Recall that if Y ′ is the normalization of Y , then
pg(Y ) = h
1(OY ′)− δ(Y )
where δ(Y ) = dimC(H
0(OY ′)/H0(OY )) is the colength of the normalization. In particular, we have
the inequality
pg(X) ≤ pg(Y ) ≤ pg(Y ′).
Now suppose φ : (Y, 0) → (X, 0) is a finite abelian cover (unramified except at the singular
point) with Y normal, corresponding to the quotient H1(L)  G, with d = |G|. φ is said to be
impermissible if, for all integers p¯ with pg(X) ≤ p¯ ≤ pg(Y ), we have
d(χ(X˜) +KX˜ ·KX˜ + 12pg(X)) 6= χ(Y˜ ) +KY˜ ·KY˜ + 12p¯. (4.1)
An isotropic subgroup I ⊂ H1(L) is impermissible if the covering corresponding to H1(L) 
H1(L)/I
⊥ is impermissible. Such an I cannot arise as the isotropic subgroup of a smoothing.
Remark 4.1.1. Wahl [36, Theorem 3.4(2)] has shown that for a weighted homogeneous surface
singularity, the smoothing f : (X , 0) → (C, 0) coming from a QHD-smoothing component is Q-
Gorenstein. This would imply that we only need to check p¯ = pg(Y ). However, we do not require
this result for the following examples.
For a given quotient H1(L)  G with corresponding covering (Y, 0)→ (X, 0), [13, 5.4] gives an
algorithm to compute the resolution graph of Y from the resolution graph of X. (For weighted
homogeneous singularities [35] gives an alternate approach.) This in turn determines χ(Y˜ ) and
KY˜ ·KY˜ . In some special cases it also determines pg(Y ) (i.e. if Y is rational or minimally elliptic).
We can use this in some cases to show that certain I are impermissible.
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4.1.1 Example: W(3, 0, 0)
Let (X, 0) be the singularity with resolution graph Γ¯ of type W(3, 0, 0).
The discriminant group D(Γ¯) ' Z/(3)×Z/(147), generated by a = 3e5−e7 and b = −e5 of orders
3 and 147 respectively (here we are taking ei to be the element of E(Γ¯)∗ defined by ei(Ej) = δij).
The linking pairing ` : D(Γ¯)×D(Γ¯)→ Q/Z is given by `(a, a) = 2/3, `(a, b) = `(b, a) = 1/3, and
`(b, b) = 27/49. There are two self-isotropic subgroups of D(Γ¯), I1 = 〈a+ 14b〉21 and I2 = 〈7b〉21.
(Here the notation 〈g〉n means a cyclic group of order n generated by g.) I1 is the basic self-isotropic
subgroup, which corresponds to the smoothing constructed in Section 3.5.1.
Remark 4.1.2. In fact, these two self-isotropic subgroups are even q-isotropic, where q is the quadratic
function mentioned in Remark 1.3.1.
Remark 4.1.3. For this example KX˜ ∈ H2(X˜,Z) ' E(Γ¯)∗ may be written as the Q-cycle
KX˜ = −
8
7
E1 − E2 − 6
7
E3 − 5
7
E4 − 4
7
E5 − 6
7
E6 − 5
7
E7.
Its image in D(Γ¯) is k = 21b, which has order 7. So the canonical cover is a 7-fold cover of X; it is
a minimally elliptic triangle singularity with resolution graph:
k is contained in both self-isotropic subgroups I1 and I2 (which have order 21), and so the
corresponding covers are both 3-fold covers of the canonical cover.
Now consider the subgroup I2 = 〈7b〉. The resolution graph of the corresponding cover (Y, 0)→
(X, 0) is:
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This is the graph of a familiar minimally elliptic singularity, with pg(Y ) = 1 and −KY˜ ·KY˜ = 21.
Since (Y, 0) is Gorenstein, any smoothing would satisfy
1 + µ = χ(Y˜ ) +KY˜ ·KY˜ + 12pg(Y ) = −3 < 0,
which is impossible. So (Y, 0) is not smoothable, and therefore cannot cover a smoothing of (X, 0).
This remains true even if we allow for non-normal models of the singularity: if p¯ is an integer
such that pg(X) ≤ p¯ ≤ pg(Y ), we have
d(χ(X˜) +KX˜ ·KX˜ + 12pg(X)) 6= χ(Y˜ ) +KY˜ ·KY˜ + 12p¯.
Since X is rational and KX˜ ·KX˜ = −7, the value on the left is d = 21, while the value on the right
is −15 + 12p¯. The only possible values for p¯ are 0 or 1, and in both cases the value on the right is
negative. This shows that I2 is impermissible and so does not correspond to any smoothing of X.
4.1.2 Example: W(3, 3, 3)
Let (X, 0) be the singularity with resolution graph Γ¯ of type W(3, 3, 3).
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In this example, D(Γ¯) ' 〈a〉21 ⊕ 〈b〉756 is of order 15876 = 1262, where a = e5 − e13 and b = −e13.
The linking pairing is given by `(a, a) = 13/21, `(a, b) = `(b, a) = 17/21, and `(b, b) = 611/756.
There are four self-isotropic subgroups: I1 = 〈a + 66b〉126, I2 = 〈a + 78b〉126, I3 = 〈a + 150b〉126,
and I4 = 〈a+ 246b〉126. Each of these subgroups corresponds to a distinct 126-fold cover of (X, 0).
All of these covers have the same resolution graph, consisting of a single genus 10 curve with
self-intersection −6.
Remark 4.1.4. The image of K in D(Γ¯) is 126b, and has order 6. The canonical cover is an elliptic
singularity with pg = 2, with the graph:
Since 126b is contained in all four of the subgroups, each of them corresponds to a 21-fold cover of
the canonical cover.
The basic isotropic subgroups are I3 and I4, corresponding to the two smoothings constructed
in 3.5.1. (Recall that these smoothings were related by an order 2 automorphism of Γ¯.) So,
consider I1 = 〈a+ 66b〉126, and let (Y, 0)→ (X, 0) be the corresponding cover. The resolution graph
determines χ(Y˜ ) = −18 and KY˜ ·KY˜ = −96. However, we cannot determine the geometric genus
pg(Y ) from the topology of the singularity alone.
Since Y is a cone over a genus 10 curve C of degree 6, its coordinate ring R is of the form
R =
⊕
k≥0
H0(C,L⊗k)
for some line bundle L on C with degL = 6. The geometric genus can then be computed by the
formula
pg(Y ) =
∑
k≥0
h1(C,L⊗k),
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due to Pinkham [28].
We may calculate R explicitly by considering Y as a quotient of the universal abelian cover of
X. We find using the method of Neumann [18] that the universal abelian cover of X is given by the
equation
{x21 + y21 + z21 = 0} ⊂ C3. (4.2)
The action of the discriminant group D(Γ¯)→ GL(3,C) can be determined from the linking pairing;
we find that a acts by 121 [17, 0, 4] and b acts by
1
756 [1, 1, 145]. (The notation
1
n [a, b, c] denotes the
diagonal action diag(ζa, ζb, ζc) where ζ is a primitive nth root of unity.) In particular, a+ 66b acts
by 1126 [113, 11, 107].
The invariant ring R of the action of 〈a + 66b〉 is generated by 28 elements (this calculation
was performed using Singular [5]). The number of elements of degree k is the dimension of
H0(C,L⊗k). We can then use the Riemann-Roch formula
h0(C,L⊗k)− h1(C,L⊗k) = degL⊗k + 1− g = 6k − 9
to find h1(C,L⊗k). The result of this calculation is given in Table 4.1. (Note that if k ≥ 4 then
degL⊗k = 6k > 2g − 2 = 18, so H1(C,L⊗k) = 0.)
k degL⊗k h0(C,L⊗k) h1(C,L⊗k)
0 0 1 10
1 6 0 3
2 12 3 0
3 18 10 1
Table 4.1: W(3, 3, 3)—The invariants for the action of I1.
So the geometric genus is
pg(Y ) =
∑
k≥0
h1(C,L⊗k) = 14,
and thus the impermissibility formula (4.1) becomes
126 6= −18− 96 + 12p¯.
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We must check all p¯ with 0 ≤ p¯ ≤ pg(Y ) = 14. It is clear that the right hand side cannot exceed 54,
and so I1 is impermissible. I2 is also impermissible by a similar argument.
Remark 4.1.5. If we were to carry out the same computation for one of the basic self-isotropic Is,
we would find that the invariant ring R is generated by 3 elements in degree 1 (see Table 4.2).
k degL⊗k h0(C,L⊗k) h1(C,L⊗k)
0 0 1 10
1 6 3 6
2 12 6 3
3 18 10 1
Table 4.2: W(3, 3, 3)—The invariants for the action of I3 or I4.
So, pg(Y ) = 20, and the subgroup is permissible since
d(χ(X˜) +KX˜ ·KX˜ + 12pg(X)) = χ(Y˜ ) +KY˜ ·KY˜ + 12p¯
for p¯ = 20. (Of course this is expected, since we have previously constructed the corresponding
smoothing.)
4.2 Impermissibility and Pinkham’s method
Another way to show that certain self-isotropic I ⊂ D(Γ) are impermissible uses the correspondence
between smoothings and rational µ = 0 marked surfaces established in Corollary 2.3.1. Let Γ be a
dual graph (i.e. one of the graphs in Table A.2), and let (Z,E, σ) be a Γ-surface.
Recall that the self-isotropic I ⊂ D(Γ) associated to (Z,E, σ) determines the overlattice
E(Γ) ↪→ PicZ. The idea is to show that there is something “wrong” with this overlattice, and that
it cannot occur for a rational surface. Namely, there will not be enough possible (−1)-curves in
PicZ, so when we blow down to a minimal surface there will be a contradiction.
4.2.1 Example: M(2, 0, 1)
Let (X, 0) be the singularity with dual graph Γ of type M(2, 0, 1).
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The discriminant group is D(Γ) ' 〈a〉4 ⊕ 〈b〉196, generated by a = 2e7 + 27e12 and b =
e7 + 13e12. There are 3 self-isotropic subgroups: I1 = 〈a+ 7b〉28 and I2 = 〈a+ 14b〉28 are the basic
ones, corresponding to the two models constructed in 3.5.3 (recall that these were related by an
automorphism of Γ). The third is I3 = 〈2a〉2 ⊕ 〈14b〉14.
Note that the image of K in D(Γ) is 56b, of order 7. It is contained in all of the I’s. As an
element of E(Γ)⊗Q,
K = −1
7
(4E1 + 3E2 + 2E3 + E4 + 3E5 + 2E6 + E7 + 5E8 + 6E9 + 6E10 + 4E11 + 2E12) .
Suppose (Z,E, σ) is a Γ-surface corresponding to I3. We will look for divisors D ∈ PicZ which
could possibly correspond to irreducible (−1)-curves not contained in E. In particular we require
D2 = K ·D = −1 and D · Ei ≥ 0 for i = 1, . . . , 12. We will find them by performing an exhaustive
search on elements of E(Γ)⊗Q. Some calculations were performed using Mathematica [39].
An element of E(Γ)⊗Q is uniquely determined by the integers di = D · Ei (see Remark 3.1.1).
Since −7K has positive integer coefficients, we can rewrite K ·D = −1 as −7K ·D = 7. Then we
look for tuples {d1, . . . , d12} of nonnegative integers that satisfy this requirement; i.e. we require:
7 = −7K ·D = 4d1 + 3d2 + 2d3 + d4 + 3d5 + 2d6 + d7 + 5d8 + 6d9 + 6d10 + 4d11 + 2d12.
There are only a finite number of nonnegative integer solutions to this equation (in fact there are
exactly 150). For such a tuple we solve for D =
∑
qiEi, where qi ∈ Q. Of these only 16 satisfy
D2 = −1.
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Now we need to determine which of these 16 elements of E(Γ) ⊗ Q are actually contained in
PicZ. In order to do this, we must describe the overlattice E(Γ) ↪→ PicZ, as determined by the
self-isotropic subgroup I3 ⊂ D(Γ). It will be spanned by {E1, . . . , E12, F,G} where we have adjoined
F = 2a and G = 14b. As elements of E(Γ)⊗Q,
F = 2a =
1
2
(4E1 + 3E2 + 2E3 + E4 + E5 − 2E6 − 5E7 − 4E9 − 12E10 − 44E11 − 76E12)
G = 14b =
1
14
(96E1 + 72E2 + 48E3 + 24E4 + 23E5 − 50E6 − 123E7 + E8 − 94E9
− 283E10 − 1038E11 − 1793E12).
We can eliminate E4 and E8:
E4 = −4E1 − 3E2 − 2E3 − E5 + 2E6 + 5E7 + 4E9 + 12E10 + 44E11 + 76E12 + 2F
E8 = E5 + 2E6 + 3E7 − 2E9 − 5E10 − 18E11 − 31E12 − 48F + 14G
to obtain a Z-basis of PicZ.
We can now determine that that only 2 of the 16 candidates are contained in PicZ ⊂ E(Γ)⊗Q.
They are
D1 =
1
7
(4E1 + 3E2 + 2E3 + E4 + 3E5 + 2E6 + E7 − 2E8 − E9 − E10 − 3E11 − 5E12)
= 14F − 4G+ E9 + 3E10 + 11E11 + 19E12
D2 =
1
2
(2E1 + E2 − E4 + E5 − E7)
= −F + 3E1 + 2E2 + E3 + E5 − E6 − 3E7 − 2E9 − 6E10 − 22E11 − 38E12.
They intersect with E as in the following diagram.
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Figure 4.1: The result of blowing down the curves on the M(2, 0, 1) surface.
Let us suppose the best case scenario, that D1 and D2 are in fact represented by irreducible
(−1)-curves. Then let’s try to blow down curves on Z to obtain a minimal surface. Note that the
only curves of negative self-intersection are already drawn on the diagram (Lemma 3.4.5). So the
curves that are pictured are the only curves that could possibly be blown down.
For instance, suppose we blow down D2 first. Then E7, E4, and E8 become (−1)-curves,
intersecting transversely at a single point. Now blow down, say, E8. Then E1, E4, E7, and D1 all
have self-intersection 0, E4 and E7 are tangent, and E9 is a (−2)-curve (see Figure 4.1).
Now we have reached an impasse. There are no more (−1)-curves on the surface, so this must
be a minimal surface. However, a minimal rational surface contains at most one curve of negative
self-intersection, contradicting the rationality of Z. So this Γ-surface cannot exist.
Remark 4.2.1. Note that no matter what order one blows down the (−1)-curves (e.g. blowing down
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D1 first), the resulting configuration cannot exist on a minimal rational surface.
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APPENDIX A
The graphs and their dual graphs
In this appendix we give the complete list of the star-shaped graphs that admit QHD smoothing,
as listed in [34] and [1]. These are contained in Table A.1. We do not include the cyclic quotients
p2/(pq − 1) in this list. Note that in cases N and M there are various special cases that must
be accounted for. A more uniform description can be obtained by looking at the dual graphs, as
defined in Section 2.1.2. The complete list of dual graphs is given in Table A.2. In both tables we
use the convention that a node • with no decoration is assumed to have decoration −2.
For the dual graphs, we additionally indicate the location of the “driver” (−1)-curves with a
circle ◦. These indicate how one may obtain successive graphs in the family by blowing up. They
are not a part of the dual graph, which is star-shaped and consists only of the nodes indicated with
solid dots •.
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Table A.1: Graphs in the families W, N , M, B32, C32 , C33 , A4,
B4, and C4.
Family Graph
W(p, q, r)
N (0, q, r)
N (p, q, r)
p ≥ 1
M(0, q, 0)
M(0, q, r)
r ≥ 1
M(p, q, 0)
p ≥ 1
Continued on next page
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Table A.1: continued from previous page
Family Graph
M(p, q, r)
p, r ≥ 1
B32(p)
C32(p)
C33(p)
A4(p)
B4(p)
C4(p)
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Table A.2: The dual graphs to the graphs in the families W,
N , M, B32, C32 , C33 , A4, B4, and C4.
Family Dual graph
W(p, q, r)
N (p, q, r)
M(p, q, r)
Continued on next page
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Table A.2: continued from previous page
Family Dual graph
B32(p)
C32(p)
C33(p)
A4(p)
Continued on next page
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Table A.2: continued from previous page
Family Dual graph
B4(p)
C4(p)
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APPENDIX B
Tables of discriminant groups
In this appendix, we give lists of the discriminant groups D(Γ¯) and self-isotropic subgroups I ⊂ D(Γ¯)
for the 9 families of singularities. For the six exceptional families, the discriminant groups can
be calculated for a general parameter p; the results of this calculation are given in Table B.1. In
particular, this calculation demonstrates that for these families, the only self-isotropic subgroups
that appear are the basic ones. For familiesW , N , andM, we only list the results of the calculation
for those cases where there are unexpected (i.e., non-basic) self-isotropic subgroups. We do this for
p, q, r ≤ 9 in Tables B.2, B.3, and B.4 respectively. Note that in family W, there is a repetition in
the graphs: W(p, q, r) = W(q, r, p) = W(r, p, q); to avoid repetition in the table, we only list the
case where p is largest.
The notation 〈g〉n denotes a cyclic group of order n generated by g. k is the image in D(Γ¯) of
the relative canonical class KX˜ ∈ H2(X˜).
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Table B.1: Discriminant groups for the exceptional families
B32, C32 , C33 , A4, B4, and C4, and their self-isotropic subgroups.
Family D(Γ) |D(Γ)| Self-Isotropic Subgroups
B32(p) p even 〈a〉4 ⊕ 〈b〉4(3+p)2 42(3 + p)2 〈2a〉2 ⊕ 〈2(3 + p)b〉2(3+p)
p odd 〈a〉2 ⊕ 〈b〉8(3+p)2 〈a+ 2(3 + p)b〉4(3+p)
C32(p) 〈b〉32(3+p)2 32(3 + p)2 〈3(3 + p)b〉3(3+p)
C33(p) 〈b〉22(4+p)2 22(4 + p)2 〈2(4 + p)b〉2(4+p)
A4(p) 〈a〉3 ⊕ 〈b〉27(2+p)2 92(2 + p)2 〈a+ 3(2 + p)b〉9(2+p)
〈2a+ 3(2 + p)b〉9(2+p)
B4(p) 〈a〉2 ⊕ 〈b〉32(2+p)2 82(2 + p)2 〈a+ 4(2 + p)b〉8(2+p)
C4(p) p = 3j 〈a〉3 ⊕ 〈b〉18(2+p)2 62(2 + p)2 〈2a+ 2(2 + 3p)b〉6(2+p)
p 6= 3j 〈b〉62(2+p)2 〈6(2 + p)b〉6(2+p)
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Table B.2: Discriminant groups for family W with p, q, r ≤ 9,
which have non-basic self-isotropic subgroups.
(p, q, r) D(Γ) |D(Γ)| k Self-Isotropic Subgroups
(3, 0, 0) 〈a〉3 ⊕ 〈b〉147 212 21b 〈7b〉21
〈a+ 14b〉21
(3, 3, 0) 〈a〉3 ⊕ 〈b〉867 512 153b 〈17b〉51
〈a+ 34b〉51
(3, 3, 3) 〈a〉21 ⊕ 〈b〉756 1262 126b 〈a+ 150b〉126
〈a+ 66b〉126
〈a+ 78b〉126
〈a+ 246b〉126
(6, 0, 0) 〈a〉3 ⊕ 〈b〉363 332 33b 〈a+ 33b〉33
〈a+ 22b〉33
(6, 0, 3) 〈a〉9 ⊕ 〈b〉729 812 3a+ 54b 〈a+ 45b〉81
〈3a〉3 ⊕ 〈27b〉27
(6, 3, 0) 〈a〉3 ⊕ 〈b〉2187 812 243b 〈a+ 27b〉81
〈a+ 54b〉81
(6, 3, 3) 〈a〉3 ⊕ 〈b〉13467 2012 1407b 〈67b〉201
〈a+ 134b〉201
(6, 6, 0) 〈a〉3 ⊕ 〈b〉5547 1292 645b 〈a+ 43b〉129
〈a+ 86b〉129
(6, 6, 3) 〈a〉3 ⊕ 〈b〉34347 3212 3852b 〈107b〉321
〈a+ 214b〉321
Continued on next page
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Table B.2: continued from previous page
(p, q, r) D(Γ) |D(Γ)| k Self-Isotropic Subgroups
(6, 6, 6) 〈a〉57 ⊕ 〈b〉4617 5132 513b 〈a+ 63b〉513
〈a+ 234b〉513
〈a+ 333b〉513
〈a+ 504b〉513
(8, 1, 1) 〈a〉7 ⊕ 〈b〉1183 912 91b 〈a+ 39b〉91
〈a+ 65b〉91
(8, 8, 1) 〈a〉7 ⊕ 〈b〉12943 3012 1204b 〈a+ 301b〉301
〈a+ 215b〉301
(8, 8, 8) 〈a〉91 ⊕ 〈b〉11011 10012 1001b 〈a+ 99b〉1001
〈a+ 528b〉1001
〈a+ 561b〉1001
〈a+ 990b〉1001
(9, 0, 0) 〈a〉3 ⊕ 〈b〉675 452 45b 〈a+ 15b〉45
〈a+ 30b〉45
(9, 0, 3) 〈a〉3 ⊕ 〈b〉4107 1112 222b 〈37b〉111
〈a+ 37b〉111
(9, 0, 6) 〈a〉3 ⊕ 〈b〉10443 1772 531b 〈59b〉177
〈a+ 118b〉177
(9, 3, 0) 〈a〉3 ⊕ 〈b〉4107 1112 333b 〈a+ 111b〉111
〈a+ 74b〉111
(9, 3, 3) 〈a〉3 ⊕ 〈b〉25392 2762 1932b 〈92b〉276
〈a+ 276b〉276
Continued on next page
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Table B.2: continued from previous page
(p, q, r) D(Γ) |D(Γ)| k Self-Isotropic Subgroups
(9, 3, 6) 〈a〉9 ⊕ 〈b〉21609 4412 6a+ 1617b 〈a+ 196b〉441
〈3a〉3 ⊕ 〈147b〉147
(9, 6, 0) 〈a〉3 ⊕ 〈b〉10443 1772 885b 〈a+ 59b〉177
〈a+ 118b〉177
(9, 6, 3) 〈a〉3 ⊕ 〈b〉64827 4412 5292b 〈a+ 147b〉441
〈a+ 294b〉441
(9, 6, 6) 〈a〉3 ⊕ 〈b〉165675 7052 13395b 〈235b〉705
〈a+ 235b〉705
(9, 9, 0) 〈a〉3 ⊕ 〈b〉19683 2432 1701b 〈a+ 81b〉243
〈a+ 162b〉243
(9, 9, 3) 〈a〉3 ⊕ 〈b〉122412 6062 10302b 〈a+ 202b〉606
〈a+ 1010b〉606
(9, 9, 6) 〈a〉3 ⊕ 〈b〉312987 9692 26163b 〈323b〉969
〈a+ 646b〉969
(9, 9, 9) 〈a〉111 ⊕ 〈b〉15984 13322 1332b 〈a+ 1452b〉1332
〈a+ 564b〉1332
〈a+ 876b〉1332
〈a+ 2652b〉1332
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Table B.3: Discriminant groups for family N with p, q, r ≤ 9,
which have non-basic self-isotropic subgroups.
(p, q, r) D(Γ) |D(Γ)| k Self-Isotropic Subgroups
(0, 0, 2) 〈a〉2 ⊕ 〈b〉98 142 28b 〈a+ 14b〉14
〈a+ 7b〉14
(0, 0, 6) 〈a〉2 ⊕ 〈b〉338 262 104b 〈13b〉26
〈a+ 13b〉26
(0, 2, 0) 〈a〉2 ⊕ 〈b〉98 142 14b 〈7b〉14
〈a+ 7b〉14
(0, 2, 4) 〈a〉2 ⊕ 〈b〉578 342 102b 〈a+ 34b〉34
〈a+ 17b〉34
(0, 2, 8) 〈a〉2 ⊕ 〈b〉1458 542 270b 〈27b〉54
〈a+ 27b〉54
(0, 4, 2) 〈a〉2 ⊕ 〈b〉578 342 68b 〈17b〉34
〈a+ 17b〉34
(0, 4, 6) 〈a〉2 ⊕ 〈b〉1922 622 248b 〈a+ 62b〉62
〈a+ 31b〉62
(0, 6, 0) 〈a〉2 ⊕ 〈b〉338 262 26b 〈a+ 26b〉26
〈a+ 13b〉26
(0, 6, 4) 〈a〉2 ⊕ 〈b〉1922 622 186b 〈31b〉62
〈a+ 31b〉62
(0, 6, 8) 〈a〉2 ⊕ 〈b〉4802 982 490b 〈a+ 98b〉98
〈a+ 49b〉98
Continued on next page
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Table B.3: continued from previous page
(p, q, r) D(Γ) |D(Γ)| k Self-Isotropic Subgroups
(0, 8, 2) 〈a〉2 ⊕ 〈b〉1458 542 108b 〈a+ 54b〉54
〈a+ 27b〉54
(0, 8, 6) 〈a〉2 ⊕ 〈b〉4802 982 392b 〈49b〉98
〈a+ 49b〉98
(1, 2, 0) 〈a〉3 ⊕ 〈b〉192 242 24b 〈8b〉24
〈a+ 40b〉24
(1, 2, 3) 〈a〉3 ⊕ 〈b〉972 542 162b 〈a+ 18b〉54
〈a+ 90b〉54
(1, 2, 6) 〈a〉3 ⊕ 〈b〉2352 842 420b 〈a+ 84b〉84
〈a+ 140b〉84
(1, 2, 9) 〈a〉3 ⊕ 〈b〉4332 1142 798b 〈38b〉114
〈a+ 190b〉114
(1, 5, 0) 〈a〉3 ⊕ 〈b〉507 392 39b 〈a+ 39b〉39
〈a+ 26b〉39
(1, 5, 3) 〈a〉3 ⊕ 〈b〉2523 872 261b 〈29b〉87
〈a+ 58b〉87
(1, 5, 6) 〈a〉3 ⊕ 〈b〉6075 1352 675b 〈a+ 45b〉135
〈a+ 90b〉135
(1, 5, 9) 〈a〉3 ⊕ 〈b〉11163 1832 1281b 〈a+ 183b〉183
〈a+ 122b〉183
(1, 8, 0) 〈a〉3 ⊕ 〈b〉972 542 54b 〈a+ 18b〉54
〈a+ 90b〉54
Continued on next page
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Table B.3: continued from previous page
(p, q, r) D(Γ) |D(Γ)| k Self-Isotropic Subgroups
(1, 8, 3) 〈a〉3 ⊕ 〈b〉4800 1202 360b 〈a+ 120b〉120
〈a+ 440b〉120
(1, 8, 6) 〈a〉3 ⊕ 〈b〉11532 1862 930b 〈62b〉186
〈a+ 310b〉186
(1, 8, 9) 〈a〉3 ⊕ 〈b〉21168 2522 1764b 〈a+ 84b〉252
〈a+ 420b〉252
(2, 0, 0) 〈a〉4 ⊕ 〈b〉100 202 20b 〈a+ 10b〉20
〈a+ 15b〉20
〈2a〉2 ⊕ 〈10b〉10
(2, 0, 4) 〈a〉4 ⊕ 〈b〉784 562 224b 〈a+ 14b〉56
〈a+ 42b〉56
(2, 0, 8) 〈a〉4 ⊕ 〈b〉2116 922 644b 〈23b〉92
〈a+ 69b〉92
〈2a〉2 ⊕ 〈46b〉46
(2, 2, 2) 〈a〉4 ⊕ 〈b〉1024 642 2a+ 160b 〈a+ 48b〉64
〈2a〉2 ⊕ 〈32b〉32
(2, 2, 6) 〈a〉4 ⊕ 〈b〉3844 1242 2a+ 682b 〈a+ 31b〉124
〈a+ 93b〉124
(2, 4, 0) 〈a〉4 ⊕ 〈b〉576 482 48b 〈a+ 12b〉48
〈a+ 84b〉48
(2, 4, 4) 〈a〉4 ⊕ 〈b〉4356 1322 528b 〈a+ 66b〉132
〈a+ 231b〉132
〈2a〉2 ⊕ 〈66b〉66
Continued on next page
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Table B.3: continued from previous page
(p, q, r) D(Γ) |D(Γ)| k Self-Isotropic Subgroups
(2, 4, 8) 〈a〉4 ⊕ 〈b〉11664 2162 1512b 〈a+ 54b〉216
〈a+ 378b〉216
(2, 6, 2) 〈a〉4 ⊕ 〈b〉3364 1162 2a+ 290b 〈a+ 29b〉116
〈a+ 87b〉116
(2, 6, 6) 〈a〉4 ⊕ 〈b〉12544 2242 2a+ 1232b 〈a+ 168b〉224
〈2a〉2 ⊕ 〈112b〉112
(2, 8, 0) 〈a〉4 ⊕ 〈b〉1444 762 76b 〈2a+ 19b〉76
〈a+ 57b〉76
〈2a〉2 ⊕ 〈38b〉38
(2, 8, 4) 〈a〉4 ⊕ 〈b〉10816 2082 832b 〈a+ 52b〉208
〈a+ 156b〉208
(2, 8, 8) 〈a〉4 ⊕ 〈b〉28900 3402 2380b 〈a+ 170b〉340
〈a+ 255b〉340
〈2a〉2 ⊕ 〈170b〉170
(3, 1, 0) 〈a〉5 ⊕ 〈b〉245 352 35b 〈a+ 21b〉35
〈a+ 28b〉35
(3, 1, 5) 〈a〉5 ⊕ 〈b〉2645 1152 575b 〈a+ 46b〉115
〈a+ 92b〉115
(3, 6, 0) 〈a〉5 ⊕ 〈b〉1280 802 80b 〈a+ 80b〉80
〈a+ 144b〉80
(3, 6, 5) 〈a〉5 ⊕ 〈b〉13520 2602 1300b 〈a+ 156b〉260
〈a+ 468b〉260
Continued on next page
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Table B.3: continued from previous page
(p, q, r) D(Γ) |D(Γ)| k Self-Isotropic Subgroups
(4, 0, 2) 〈a〉2 ⊕ 〈b〉1922 622 496b 〈31b〉62
〈a+ 31b〉62
(4, 0, 6) 〈a〉2 ⊕ 〈b〉7442 1222 2196b 〈61b〉122
〈a+ 122b〉122
(4, 2, 0) 〈a〉6 ⊕ 〈b〉486 542 54b 〈a+ 9b〉54
〈a+ 18b〉54
〈a+ 36b〉54
〈a+ 45b〉54
(4, 2, 3) 〈a〉3 ⊕ 〈b〉5547 1292 903b 〈43b〉129
〈a+ 86b〉129
(4, 2, 4) 〈a〉2 ⊕ 〈b〉11858 1542 2002b 〈77b〉154
〈a+ 77b〉154
(4, 2, 6) 〈a〉6 ⊕ 〈b〉6936 2042 1224b 〈a+ 102b〉204
〈a+ 170b〉204
(4, 2, 8) 〈a〉2 ⊕ 〈b〉32258 2542 5842b 〈127b〉254
〈a+ 254b〉254
(4, 2, 9) 〈a〉3 ⊕ 〈b〉25947 2792 4743b 〈a+ 93b〉279
〈a+ 186b〉279
(4, 4, 2) 〈a〉2 ⊕ 〈b〉10658 1462 1168b 〈73b〉146
〈a+ 146b〉146
(4, 4, 6) 〈a〉2 ⊕ 〈b〉40898 2862 5148b 〈143b〉286
〈a+ 143b〉286
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(p, q, r) D(Γ) |D(Γ)| k Self-Isotropic Subgroups
(4, 5, 0) 〈a〉3 ⊕ 〈b〉2523 872 174b 〈a+ 87b〉87
〈a+ 58b〉87
(4, 5, 3) 〈a〉3 ⊕ 〈b〉14283 2072 1449b 〈a+ 69b〉207
〈a+ 138b〉207
(4, 5, 6) 〈a〉3 ⊕ 〈b〉35643 3272 3924b 〈109b〉327
〈a+ 218b〉327
(4, 5, 9) 〈a〉3 ⊕ 〈b〉66603 4472 7599b 〈a+ 447b〉447
〈a+ 298b〉447
(4, 6, 0) 〈a〉2 ⊕ 〈b〉4802 982 294b 〈49b〉98
〈a+ 49b〉98
(4, 6, 4) 〈a〉2 ⊕ 〈b〉38642 2782 3614b 〈139b〉278
〈a+ 278b〉278
(4, 6, 8) 〈a〉2 ⊕ 〈b〉104882 4582 10534b 〈229b〉458
〈a+ 229b〉458
(4, 8, 0) 〈a〉6 ⊕ 〈b〉2400 1202 120b 〈3a+ 20b〉120
〈a+ 220b〉120
(4, 8, 2) 〈a〉2 ⊕ 〈b〉26450 2302 1840b 〈115b〉230
〈a+ 115b〉230
(4, 8, 3) 〈a〉3 ⊕ 〈b〉27075 2852 1995b 〈a+ 285b〉285
〈a+ 190b〉285
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(p, q, r) D(Γ) |D(Γ)| k Self-Isotropic Subgroups
(4, 8, 6) 〈a〉6 ⊕ 〈b〉33750 4502 2700b 〈a+ 75b〉450
〈a+ 150b〉450
〈a+ 300b〉450
〈a+ 825b〉450
(4, 8, 9) 〈a〉3 ⊕ 〈b〉126075 6152 10455b 〈205b〉615
〈a+ 410b〉615
(5, 3, 0) 〈a〉7 ⊕ 〈b〉847 772 77b 〈a+ 55b〉77
〈a+ 66b〉77
(5, 3, 7) 〈a〉7 ⊕ 〈b〉15463 3292 2303b 〈a+ 188b〉329
〈a+ 282b〉329
(6, 0, 0) 〈a〉4 ⊕ 〈b〉484 442 88b 〈a+ 11b〉44
〈a+ 33b〉44
(6, 0, 4) 〈a〉8 ⊕ 〈b〉2048 1282 4a+ 576b 〈a+ 80b〉128
〈a+ 112b〉128
(6, 0, 8) 〈a〉4 ⊕ 〈b〉11236 2122 3392b 〈53b〉212
〈2a+ 53b〉212
(6, 2, 2) 〈a〉8 ⊕ 〈b〉2592 1442 2a+ 396b 〈a+ 198b〉144
〈a+ 126b〉144
(6, 2, 6) 〈a〉4 ⊕ 〈b〉20164 2842 2a+ 3550b 〈a+ 213b〉284
〈2a〉2 ⊕ 〈142b〉142
(6, 4, 0) 〈a〉8 ⊕ 〈b〉1352 1042 104b 〈a+ 78b〉104
〈a+ 91b〉104
〈2a〉4 ⊕ 〈52b〉26
Continued on next page
129
Table B.3: continued from previous page
(p, q, r) D(Γ) |D(Γ)| k Self-Isotropic Subgroups
(6, 4, 4) 〈a〉4 ⊕ 〈b〉22500 3002 2700b 〈a+ 75b〉300
〈a+ 525b〉300
(6, 4, 8) 〈a〉8 ⊕ 〈b〉30752 4962 3968b 〈a+ 310b〉496
〈a+ 434b〉496
(6, 6, 2) 〈a〉4 ⊕ 〈b〉16900 2602 1430b 〈65b〉260
〈2a〉2 ⊕ 〈130b〉130
(6, 6, 6) 〈a〉8 ⊕ 〈b〉32768 5122 6a+ 3200b 〈a+ 192b〉512
〈a+ 448b〉512
(6, 8, 0) 〈a〉4 ⊕ 〈b〉6724 1642 328b 〈41b〉164
〈2a+ 41b〉164
(6, 8, 4) 〈a〉8 ⊕ 〈b〉27848 4722 4a+ 2124b 〈a+ 413b〉472
〈2a〉4 ⊕ 〈236b〉118
(6, 8, 8) 〈a〉4 ⊕ 〈b〉152100 7802 12480b 〈a+ 195b〉780
〈a+ 1365b〉780
(7, 2, 0) 〈a〉3 ⊕ 〈b〉2352 842 252b 〈28b〉84
〈a+ 28b〉84
(7, 2, 3) 〈a〉3 ⊕ 〈b〉13872 2042 2244b 〈68b〉204
〈a+ 68b〉204
(7, 2, 6) 〈a〉9 ⊕ 〈b〉11664 3242 6a+ 2052b 〈a+ 612b〉324
〈3a〉3 ⊕ 〈108b〉108
(7, 2, 9) 〈a〉3 ⊕ 〈b〉65712 4442 11988b 〈a+ 148b〉444
〈a+ 740b〉444
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(p, q, r) D(Γ) |D(Γ)| k Self-Isotropic Subgroups
(7, 5, 0) 〈a〉9 ⊕ 〈b〉2025 1352 135b 〈a+ 105b〉135
〈a+ 120b〉135
〈3a〉3 ⊕ 〈45b〉45
(7, 5, 3) 〈a〉3 ⊕ 〈b〉35643 3272 3597b 〈109b〉327
〈a+ 109b〉327
(7, 5, 6) 〈a〉3 ⊕ 〈b〉89787 5192 9861b 〈a+ 173b〉519
〈a+ 346b〉519
(7, 5, 9) 〈a〉9 ⊕ 〈b〉56169 7112 6399b 〈a+ 474b〉711
〈a+ 632b〉711
〈3a〉3 ⊕ 〈237b〉237
(7, 8, 0) 〈a〉3 ⊕ 〈b〉11532 1862 558b 〈62b〉186
〈a+ 310b〉186
(7, 8, 3) 〈a〉9 ⊕ 〈b〉22500 4502 3a+ 1650b 〈a+ 850b〉450
〈3a〉3 ⊕ 〈150b〉150
(7, 8, 6) 〈a〉3 ⊕ 〈b〉169932 7142 13566b 〈a+ 238b〉714
〈a+ 1190b〉714
(7, 8, 9) 〈a〉3 ⊕ 〈b〉318828 9782 26406b 〈a+ 326b〉978
〈a+ 1630b〉978
(8, 0, 2) 〈a〉10 ⊕ 〈b〉1210 1102 2a+ 308b 〈a+ 44b〉110
〈a+ 99b〉110
(8, 0, 6) 〈a〉2 ⊕ 〈b〉23762 2182 6976b 〈109b〉218
〈a+ 109b〉218
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(p, q, r) D(Γ) |D(Γ)| k Self-Isotropic Subgroups
(8, 1, 0) 〈a〉5 ⊕ 〈b〉1125 752 150b 〈a+ 30b〉75
〈a+ 120b〉75
(8, 1, 5) 〈a〉5 ⊕ 〈b〉13005 2552 2805b 〈51b〉255
〈a+ 408b〉255
(8, 2, 0) 〈a〉2 ⊕ 〈b〉4418 942 470b 〈47b〉94
〈a+ 47b〉94
(8, 2, 4) 〈a〉2 ⊕ 〈b〉37538 2742 6302b 〈a+ 274b〉274
〈a+ 137b〉274
(8, 2, 8) 〈a〉2 ⊕ 〈b〉103058 4542 18614b 〈227b〉454
〈a+ 227b〉454
(8, 4, 2) 〈a〉2 ⊕ 〈b〉33282 2582 3612b 〈129b〉258
〈a+ 129b〉258
(8, 4, 6) 〈a〉10 ⊕ 〈b〉26010 5102 6a+ 3264b 〈a+ 204b〉510
〈a+ 969b〉510
(8, 6, 0) 〈a〉10 ⊕ 〈b〉2890 1702 170b 〈a+ 51b〉170
〈a+ 68b〉170
〈a+ 136b〉170
〈a+ 153b〉170
(8, 6, 4) 〈a〉2 ⊕ 〈b〉122018 4942 11362b 〈247b〉494
〈a+ 247b〉494
(8, 6, 5) 〈a〉5 ⊕ 〈b〉66125 5752 6325b 〈a+ 230b〉575
〈a+ 345b〉575
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(p, q, r) D(Γ) |D(Γ)| k Self-Isotropic Subgroups
(8, 6, 8) 〈a〉2 ⊕ 〈b〉334562 8182 33538b 〈409b〉818
〈a+ 818b〉818
(8, 8, 2) 〈a〉2 ⊕ 〈b〉82418 4062 5684b 〈a+ 406b〉406
〈a+ 203b〉406
(8, 8, 6) 〈a〉2 ⊕ 〈b〉321602 8022 25664b 〈401b〉802
〈a+ 401b〉802
(9, 7, 0) 〈a〉11 ⊕ 〈b〉3971 2092 209b 〈a+ 171b〉209
〈a+ 190b〉209
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Table B.4: Discriminant groups for family M with p, q, r ≤ 9,
which have non-basic self-isotropic subgroups.
(p, q, r) D(Γ) |D(Γ)| k Self-Isotropic Subgroups
(0, 0, 3) 〈a〉2 ⊕ 〈b〉162 182 18b 〈9b〉18
〈a+ 18b〉18
(0, 0, 7) 〈a〉2 ⊕ 〈b〉578 342 34b 〈a+ 34b〉34
〈a+ 17b〉34
(0, 1, 3) 〈a〉2 ⊕ 〈b〉242 222 22b 〈11b〉22
〈a+ 11b〉22
(0, 1, 7) 〈a〉2 ⊕ 〈b〉882 422 42b 〈a+ 42b〉42
〈a+ 21b〉42
(0, 2, 3) 〈a〉2 ⊕ 〈b〉338 262 26b 〈13b〉26
〈a+ 26b〉26
(0, 2, 7) 〈a〉2 ⊕ 〈b〉1250 502 50b 〈a+ 50b〉50
〈a+ 25b〉50
(0, 3, 3) 〈a〉2 ⊕ 〈b〉450 302 30b 〈15b〉30
〈a+ 15b〉30
(0, 3, 7) 〈a〉2 ⊕ 〈b〉1682 582 58b 〈a+ 58b〉58
〈a+ 29b〉58
(0, 4, 3) 〈a〉2 ⊕ 〈b〉578 342 34b 〈17b〉34
〈a+ 34b〉34
(0, 4, 7) 〈a〉2 ⊕ 〈b〉2178 662 66b 〈a+ 66b〉66
〈a+ 33b〉66
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(p, q, r) D(Γ) |D(Γ)| k Self-Isotropic Subgroups
(0, 5, 3) 〈a〉2 ⊕ 〈b〉722 382 38b 〈19b〉38
〈a+ 19b〉38
(0, 5, 7) 〈a〉2 ⊕ 〈b〉2738 742 74b 〈a+ 74b〉74
〈a+ 37b〉74
(0, 6, 3) 〈a〉2 ⊕ 〈b〉882 422 42b 〈21b〉42
〈a+ 42b〉42
(0, 6, 7) 〈a〉2 ⊕ 〈b〉3362 822 82b 〈a+ 82b〉82
〈a+ 41b〉82
(0, 7, 3) 〈a〉2 ⊕ 〈b〉1058 462 46b 〈23b〉46
〈a+ 23b〉46
(0, 7, 7) 〈a〉2 ⊕ 〈b〉4050 902 90b 〈a+ 90b〉90
〈a+ 45b〉90
(0, 8, 3) 〈a〉2 ⊕ 〈b〉1250 502 50b 〈25b〉50
〈a+ 50b〉50
(0, 8, 7) 〈a〉2 ⊕ 〈b〉4802 982 98b 〈a+ 98b〉98
〈a+ 49b〉98
(0, 9, 3) 〈a〉2 ⊕ 〈b〉1458 542 54b 〈27b〉54
〈a+ 27b〉54
(0, 9, 7) 〈a〉2 ⊕ 〈b〉5618 1062 106b 〈a+ 106b〉106
〈a+ 53b〉106
(1, 0, 3) 〈a〉3 ⊕ 〈b〉363 332 33b 〈11b〉33
〈a+ 11b〉33
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(p, q, r) D(Γ) |D(Γ)| k Self-Isotropic Subgroups
(1, 0, 6) 〈a〉3 ⊕ 〈b〉972 542 54b 〈a+ 18b〉54
〈a+ 90b〉54
(1, 0, 9) 〈a〉3 ⊕ 〈b〉1875 752 75b 〈a+ 75b〉75
〈a+ 25b〉75
(1, 1, 3) 〈a〉3 ⊕ 〈b〉588 422 42b 〈14b〉42
〈a+ 42b〉42
(1, 1, 6) 〈a〉3 ⊕ 〈b〉1587 692 69b 〈a+ 69b〉69
〈a+ 23b〉69
(1, 1, 9) 〈a〉3 ⊕ 〈b〉3072 962 96b 〈a+ 96b〉96
〈a+ 160b〉96
(1, 2, 3) 〈a〉3 ⊕ 〈b〉867 512 51b 〈17b〉51
〈a+ 34b〉51
(1, 2, 6) 〈a〉3 ⊕ 〈b〉2352 842 84b 〈a+ 84b〉84
〈a+ 140b〉84
(1, 2, 9) 〈a〉3 ⊕ 〈b〉4563 1172 117b 〈a+ 39b〉117
〈a+ 78b〉117
(1, 3, 3) 〈a〉3 ⊕ 〈b〉1200 602 60b 〈20b〉60
〈a+ 20b〉60
(1, 3, 6) 〈a〉3 ⊕ 〈b〉3267 992 99b 〈a+ 33b〉99
〈a+ 66b〉99
(1, 3, 9) 〈a〉3 ⊕ 〈b〉6348 1382 138b 〈a+ 138b〉138
〈a+ 46b〉138
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(p, q, r) D(Γ) |D(Γ)| k Self-Isotropic Subgroups
(1, 4, 3) 〈a〉3 ⊕ 〈b〉1587 692 69b 〈23b〉69
〈a+ 69b〉69
(1, 4, 6) 〈a〉3 ⊕ 〈b〉4332 1142 114b 〈a+ 114b〉114
〈a+ 38b〉114
(1, 4, 9) 〈a〉3 ⊕ 〈b〉8427 1592 159b 〈a+ 159b〉159
〈a+ 106b〉159
(1, 5, 3) 〈a〉3 ⊕ 〈b〉2028 782 78b 〈26b〉78
〈a+ 130b〉78
(1, 5, 6) 〈a〉3 ⊕ 〈b〉5547 1292 129b 〈a+ 129b〉129
〈a+ 86b〉129
(1, 5, 9) 〈a〉3 ⊕ 〈b〉10800 1802 180b 〈a+ 60b〉180
〈a+ 660b〉180
(1, 6, 3) 〈a〉3 ⊕ 〈b〉2523 872 87b 〈29b〉87
〈a+ 29b〉87
(1, 6, 6) 〈a〉3 ⊕ 〈b〉6912 1442 144b 〈a+ 48b〉144
〈a+ 240b〉144
(1, 6, 9) 〈a〉3 ⊕ 〈b〉13467 2012 201b 〈a+ 201b〉201
〈a+ 67b〉201
(1, 7, 3) 〈a〉3 ⊕ 〈b〉3072 962 96b 〈32b〉96
〈a+ 96b〉96
(1, 7, 6) 〈a〉3 ⊕ 〈b〉8427 1592 159b 〈a+ 159b〉159
〈a+ 53b〉159
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(p, q, r) D(Γ) |D(Γ)| k Self-Isotropic Subgroups
(1, 7, 9) 〈a〉3 ⊕ 〈b〉16428 2222 222b 〈a+ 222b〉222
〈a+ 370b〉222
(1, 8, 3) 〈a〉3 ⊕ 〈b〉3675 1052 105b 〈35b〉105
〈a+ 70b〉105
(1, 8, 6) 〈a〉3 ⊕ 〈b〉10092 1742 174b 〈a+ 174b〉174
〈a+ 290b〉174
(1, 8, 9) 〈a〉3 ⊕ 〈b〉19683 2432 243b 〈a+ 81b〉243
〈a+ 162b〉243
(1, 9, 3) 〈a〉3 ⊕ 〈b〉4332 1142 114b 〈38b〉114
〈a+ 38b〉114
(1, 9, 6) 〈a〉3 ⊕ 〈b〉11907 1892 189b 〈a+ 63b〉189
〈a+ 126b〉189
(1, 9, 9) 〈a〉3 ⊕ 〈b〉23232 2642 264b 〈a+ 264b〉264
〈a+ 88b〉264
(2, 0, 1) 〈a〉4 ⊕ 〈b〉196 282 28b 〈a+ 7b〉28
〈a+ 14b〉28
〈2a〉2 ⊕ 〈14b〉14
(2, 0, 5) 〈a〉4 ⊕ 〈b〉1156 682 68b 〈a+ 68b〉68
〈a+ 34b〉68
(2, 0, 9) 〈a〉4 ⊕ 〈b〉2916 1082 108b 〈2a+ 27b〉108
〈a+ 54b〉108
〈2a〉2 ⊕ 〈54b〉54
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(p, q, r) D(Γ) |D(Γ)| k Self-Isotropic Subgroups
(2, 1, 1) 〈a〉4 ⊕ 〈b〉324 362 36b 〈a+ 36b〉36
〈a+ 9b〉36
〈2a〉2 ⊕ 〈18b〉18
(2, 1, 5) 〈a〉4 ⊕ 〈b〉1936 882 88b 〈a+ 22b〉88
〈a+ 66b〉88
(2, 1, 9) 〈a〉4 ⊕ 〈b〉4900 1402 140b 〈2a+ 35b〉140
〈a+ 35b〉140
〈2a〉2 ⊕ 〈70b〉70
(2, 2, 1) 〈a〉4 ⊕ 〈b〉484 442 44b 〈a+ 44b〉44
〈a+ 33b〉44
〈2a〉2 ⊕ 〈22b〉22
(2, 2, 5) 〈a〉4 ⊕ 〈b〉2916 1082 108b 〈a+ 108b〉108
〈a+ 54b〉108
(2, 2, 9) 〈a〉4 ⊕ 〈b〉7396 1722 172b 〈2a+ 43b〉172
〈a+ 172b〉172
〈2a〉2 ⊕ 〈86b〉86
(2, 3, 1) 〈a〉4 ⊕ 〈b〉676 522 52b 〈a+ 26b〉52
〈a+ 39b〉52
〈2a〉2 ⊕ 〈26b〉26
(2, 3, 5) 〈a〉4 ⊕ 〈b〉4096 1282 128b 〈a+ 32b〉128
〈a+ 96b〉128
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(p, q, r) D(Γ) |D(Γ)| k Self-Isotropic Subgroups
(2, 3, 9) 〈a〉4 ⊕ 〈b〉10404 2042 204b 〈2a+ 51b〉204
〈a+ 357b〉204
〈2a〉2 ⊕ 〈102b〉102
(2, 4, 1) 〈a〉4 ⊕ 〈b〉900 602 60b 〈a+ 15b〉60
〈a+ 30b〉60
〈2a〉2 ⊕ 〈30b〉30
(2, 4, 5) 〈a〉4 ⊕ 〈b〉5476 1482 148b 〈a+ 148b〉148
〈a+ 74b〉148
(2, 4, 9) 〈a〉4 ⊕ 〈b〉13924 2362 236b 〈2a+ 59b〉236
〈a+ 118b〉236
〈2a〉2 ⊕ 〈118b〉118
(2, 5, 1) 〈a〉4 ⊕ 〈b〉1156 682 68b 〈a+ 68b〉68
〈a+ 17b〉68
〈2a〉2 ⊕ 〈34b〉34
(2, 5, 5) 〈a〉4 ⊕ 〈b〉7056 1682 168b 〈a+ 42b〉168
〈a+ 462b〉168
(2, 5, 9) 〈a〉4 ⊕ 〈b〉17956 2682 268b 〈2a+ 67b〉268
〈a+ 67b〉268
〈2a〉2 ⊕ 〈134b〉134
(2, 6, 1) 〈a〉4 ⊕ 〈b〉1444 762 76b 〈a+ 76b〉76
〈a+ 57b〉76
〈2a〉2 ⊕ 〈38b〉38
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(p, q, r) D(Γ) |D(Γ)| k Self-Isotropic Subgroups
(2, 6, 5) 〈a〉4 ⊕ 〈b〉8836 1882 188b 〈a+ 188b〉188
〈a+ 94b〉188
(2, 6, 9) 〈a〉4 ⊕ 〈b〉22500 3002 300b 〈2a+ 75b〉300
〈a+ 300b〉300
〈2a〉2 ⊕ 〈150b〉150
(2, 7, 1) 〈a〉4 ⊕ 〈b〉1764 842 84b 〈a+ 42b〉84
〈a+ 231b〉84
〈2a〉2 ⊕ 〈42b〉42
(2, 7, 5) 〈a〉4 ⊕ 〈b〉10816 2082 208b 〈a+ 52b〉208
〈a+ 156b〉208
(2, 7, 9) 〈a〉4 ⊕ 〈b〉27556 3322 332b 〈2a+ 83b〉332
〈a+ 249b〉332
〈2a〉2 ⊕ 〈166b〉166
(2, 8, 1) 〈a〉4 ⊕ 〈b〉2116 922 92b 〈a+ 23b〉92
〈a+ 46b〉92
〈2a〉2 ⊕ 〈46b〉46
(2, 8, 5) 〈a〉4 ⊕ 〈b〉12996 2282 228b 〈a+ 228b〉228
〈a+ 114b〉228
(2, 8, 9) 〈a〉4 ⊕ 〈b〉33124 3642 364b 〈2a+ 91b〉364
〈a+ 182b〉364
〈2a〉2 ⊕ 〈182b〉182
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(p, q, r) D(Γ) |D(Γ)| k Self-Isotropic Subgroups
(2, 9, 1) 〈a〉4 ⊕ 〈b〉2500 1002 100b 〈a+ 100b〉100
〈a+ 25b〉100
〈2a〉2 ⊕ 〈50b〉50
(2, 9, 5) 〈a〉4 ⊕ 〈b〉15376 2482 248b 〈a+ 62b〉248
〈a+ 186b〉248
(2, 9, 9) 〈a〉4 ⊕ 〈b〉39204 3962 396b 〈2a+ 99b〉396
〈a+ 99b〉396
〈2a〉2 ⊕ 〈198b〉198
(3, 0, 7) 〈a〉5 ⊕ 〈b〉2645 1152 115b 〈a+ 69b〉115
〈a+ 92b〉115
(3, 1, 7) 〈a〉5 ⊕ 〈b〉4500 1502 150b 〈a+ 210b〉150
〈a+ 390b〉150
(3, 2, 7) 〈a〉5 ⊕ 〈b〉6845 1852 185b 〈a+ 37b〉185
〈a+ 74b〉185
(3, 3, 7) 〈a〉5 ⊕ 〈b〉9680 2202 220b 〈a+ 220b〉220
〈a+ 44b〉220
(3, 4, 7) 〈a〉5 ⊕ 〈b〉13005 2552 255b 〈a+ 255b〉255
〈a+ 204b〉255
(3, 5, 7) 〈a〉5 ⊕ 〈b〉16820 2902 290b 〈a+ 174b〉290
〈a+ 522b〉290
(3, 6, 7) 〈a〉5 ⊕ 〈b〉21125 3252 325b 〈a+ 130b〉325
〈a+ 195b〉325
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(p, q, r) D(Γ) |D(Γ)| k Self-Isotropic Subgroups
(3, 7, 7) 〈a〉5 ⊕ 〈b〉25920 3602 360b 〈a+ 72b〉360
〈a+ 504b〉360
(3, 8, 7) 〈a〉5 ⊕ 〈b〉31205 3952 395b 〈a+ 395b〉395
〈a+ 79b〉395
(3, 9, 7) 〈a〉5 ⊕ 〈b〉36980 4302 430b 〈a+ 430b〉430
〈a+ 774b〉430
(4, 0, 0) 〈a〉3 ⊕ 〈b〉300 302 30b 〈10b〉30
〈a+ 10b〉30
(4, 0, 3) 〈a〉6 ⊕ 〈b〉1014 782 78b 〈a+ 78b〉78
〈a+ 13b〉78
〈a+ 39b〉78
〈a+ 52b〉78
(4, 0, 6) 〈a〉3 ⊕ 〈b〉5292 1262 126b 〈a+ 42b〉126
〈a+ 210b〉126
(4, 0, 7) 〈a〉2 ⊕ 〈b〉10082 1422 426b 〈a+ 142b〉142
〈a+ 71b〉142
(4, 0, 9) 〈a〉6 ⊕ 〈b〉5046 1742 174b 〈3a+ 58b〉174
〈a+ 116b〉174
(4, 1, 0) 〈a〉3 ⊕ 〈b〉507 392 78b 〈a+ 39b〉39
〈a+ 26b〉39
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(p, q, r) D(Γ) |D(Γ)| k Self-Isotropic Subgroups
(4, 1, 3) 〈a〉6 ⊕ 〈b〉1734 1022 102b 〈a+ 102b〉102
〈a+ 34b〉102
〈a+ 51b〉102
〈a+ 85b〉102
(4, 1, 6) 〈a〉3 ⊕ 〈b〉9075 1652 330b 〈a+ 165b〉165
〈a+ 55b〉165
(4, 1, 7) 〈a〉2 ⊕ 〈b〉17298 1862 186b 〈93b〉186
〈a+ 186b〉186
(4, 1, 9) 〈a〉6 ⊕ 〈b〉8664 2282 228b 〈3a+ 38b〉228
〈a+ 114b〉228
(4, 2, 0) 〈a〉3 ⊕ 〈b〉768 482 48b 〈16b〉48
〈a+ 48b〉48
(4, 2, 3) 〈a〉6 ⊕ 〈b〉2646 1262 126b 〈a+ 21b〉126
〈a+ 42b〉126
〈a+ 84b〉126
〈a+ 105b〉126
(4, 2, 6) 〈a〉3 ⊕ 〈b〉13872 2042 204b 〈a+ 68b〉204
〈a+ 340b〉204
(4, 2, 7) 〈a〉2 ⊕ 〈b〉26450 2302 690b 〈a+ 230b〉230
〈a+ 115b〉230
(4, 2, 9) 〈a〉6 ⊕ 〈b〉13254 2822 282b 〈3a+ 94b〉282
〈a+ 94b〉282
Continued on next page
144
Table B.4: continued from previous page
(p, q, r) D(Γ) |D(Γ)| k Self-Isotropic Subgroups
(4, 3, 0) 〈a〉3 ⊕ 〈b〉1083 572 114b 〈a+ 19b〉57
〈a+ 38b〉57
(4, 3, 3) 〈a〉6 ⊕ 〈b〉3750 1502 150b 〈a+ 150b〉150
〈a+ 25b〉150
〈a+ 75b〉150
〈a+ 100b〉150
(4, 3, 6) 〈a〉3 ⊕ 〈b〉19683 2432 486b 〈a+ 81b〉243
〈a+ 162b〉243
(4, 3, 7) 〈a〉2 ⊕ 〈b〉37538 2742 822b 〈137b〉274
〈a+ 137b〉274
(4, 3, 9) 〈a〉6 ⊕ 〈b〉18816 3362 336b 〈3a+ 56b〉336
〈a+ 56b〉336
(4, 4, 0) 〈a〉3 ⊕ 〈b〉1452 662 66b 〈22b〉66
〈a+ 110b〉66
(4, 4, 3) 〈a〉6 ⊕ 〈b〉5046 1742 174b 〈a+ 174b〉174
〈a+ 58b〉174
〈a+ 87b〉174
〈a+ 145b〉174
(4, 4, 6) 〈a〉3 ⊕ 〈b〉26508 2822 282b 〈a+ 94b〉282
〈a+ 470b〉282
(4, 4, 7) 〈a〉2 ⊕ 〈b〉50562 3182 318b 〈159b〉318
〈a+ 159b〉318
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(p, q, r) D(Γ) |D(Γ)| k Self-Isotropic Subgroups
(4, 4, 9) 〈a〉6 ⊕ 〈b〉25350 3902 390b 〈3a+ 130b〉390
〈a+ 390b〉390
(4, 5, 0) 〈a〉3 ⊕ 〈b〉1875 752 150b 〈25b〉75
〈a+ 50b〉75
(4, 5, 3) 〈a〉6 ⊕ 〈b〉6534 1982 198b 〈a+ 33b〉198
〈a+ 66b〉198
〈a+ 132b〉198
〈a+ 165b〉198
(4, 5, 6) 〈a〉3 ⊕ 〈b〉34347 3212 642b 〈a+ 321b〉321
〈a+ 214b〉321
(4, 5, 7) 〈a〉2 ⊕ 〈b〉65522 3622 1086b 〈181b〉362
〈a+ 181b〉362
(4, 5, 9) 〈a〉6 ⊕ 〈b〉32856 4442 444b 〈3a+ 74b〉444
〈a+ 370b〉444
(4, 6, 0) 〈a〉3 ⊕ 〈b〉2352 842 84b 〈28b〉84
〈a+ 28b〉84
(4, 6, 3) 〈a〉6 ⊕ 〈b〉8214 2222 222b 〈a+ 222b〉222
〈a+ 37b〉222
〈a+ 111b〉222
〈a+ 148b〉222
(4, 6, 6) 〈a〉3 ⊕ 〈b〉43200 3602 360b 〈a+ 120b〉360
〈a+ 1320b〉360
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(p, q, r) D(Γ) |D(Γ)| k Self-Isotropic Subgroups
(4, 6, 7) 〈a〉2 ⊕ 〈b〉82418 4062 1218b 〈a+ 406b〉406
〈a+ 203b〉406
(4, 6, 9) 〈a〉6 ⊕ 〈b〉41334 4982 498b 〈3a+ 166b〉498
〈a+ 332b〉498
(4, 7, 0) 〈a〉3 ⊕ 〈b〉2883 932 186b 〈a+ 93b〉93
〈a+ 62b〉93
(4, 7, 3) 〈a〉6 ⊕ 〈b〉10086 2462 246b 〈a+ 246b〉246
〈a+ 82b〉246
〈a+ 123b〉246
〈a+ 205b〉246
(4, 7, 6) 〈a〉3 ⊕ 〈b〉53067 3992 798b 〈a+ 399b〉399
〈a+ 133b〉399
(4, 7, 7) 〈a〉2 ⊕ 〈b〉101250 4502 450b 〈225b〉450
〈a+ 450b〉450
(4, 7, 9) 〈a〉6 ⊕ 〈b〉50784 5522 552b 〈3a+ 92b〉552
〈a+ 276b〉552
(4, 8, 0) 〈a〉3 ⊕ 〈b〉3468 1022 102b 〈34b〉102
〈a+ 102b〉102
(4, 8, 3) 〈a〉6 ⊕ 〈b〉12150 2702 270b 〈a+ 45b〉270
〈a+ 90b〉270
〈a+ 180b〉270
〈a+ 495b〉270
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(p, q, r) D(Γ) |D(Γ)| k Self-Isotropic Subgroups
(4, 8, 6) 〈a〉3 ⊕ 〈b〉63948 4382 438b 〈a+ 146b〉438
〈a+ 730b〉438
(4, 8, 7) 〈a〉2 ⊕ 〈b〉122018 4942 1482b 〈a+ 494b〉494
〈a+ 247b〉494
(4, 8, 9) 〈a〉6 ⊕ 〈b〉61206 6062 606b 〈3a+ 202b〉606
〈a+ 202b〉606
(4, 9, 0) 〈a〉3 ⊕ 〈b〉4107 1112 222b 〈a+ 37b〉111
〈a+ 74b〉111
(4, 9, 3) 〈a〉6 ⊕ 〈b〉14406 2942 294b 〈a+ 294b〉294
〈a+ 49b〉294
〈a+ 147b〉294
〈a+ 196b〉294
(4, 9, 6) 〈a〉3 ⊕ 〈b〉75843 4772 954b 〈a+ 159b〉477
〈a+ 318b〉477
(4, 9, 7) 〈a〉2 ⊕ 〈b〉144722 5382 1614b 〈269b〉538
〈a+ 269b〉538
(4, 9, 9) 〈a〉6 ⊕ 〈b〉72600 6602 660b 〈3a+ 110b〉660
〈a+ 110b〉660
(6, 0, 1) 〈a〉4 ⊕ 〈b〉1024 642 64b 〈a+ 16b〉64
〈a+ 48b〉64
(6, 0, 5) 〈a〉8 ⊕ 〈b〉2888 1522 152b 〈a+ 95b〉152
〈a+ 114b〉152
〈2a〉4 ⊕ 〈76b〉38
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(p, q, r) D(Γ) |D(Γ)| k Self-Isotropic Subgroups
(6, 0, 9) 〈a〉4 ⊕ 〈b〉14400 2402 240b 〈a+ 60b〉240
〈a+ 420b〉240
(6, 1, 1) 〈a〉4 ⊕ 〈b〉1764 842 168b 〈a+ 21b〉84
〈a+ 231b〉84
(6, 1, 5) 〈a〉8 ⊕ 〈b〉5000 2002 200b 〈a+ 100b〉200
〈a+ 325b〉200
〈2a〉4 ⊕ 〈100b〉50
(6, 1, 9) 〈a〉4 ⊕ 〈b〉24964 3162 632b 〈79b〉316
〈2a+ 79b〉316
(6, 2, 1) 〈a〉4 ⊕ 〈b〉2704 1042 104b 〈a+ 26b〉104
〈a+ 78b〉104
(6, 2, 5) 〈a〉8 ⊕ 〈b〉7688 2482 248b 〈a+ 93b〉248
〈a+ 124b〉248
〈2a〉4 ⊕ 〈124b〉62
(6, 2, 9) 〈a〉4 ⊕ 〈b〉38416 3922 392b 〈a+ 98b〉392
〈a+ 294b〉392
(6, 3, 1) 〈a〉4 ⊕ 〈b〉3844 1242 248b 〈a+ 31b〉124
〈a+ 93b〉124
(6, 3, 5) 〈a〉8 ⊕ 〈b〉10952 2962 296b 〈a+ 74b〉296
〈a+ 111b〉296
〈2a〉4 ⊕ 〈148b〉74
(6, 3, 9) 〈a〉4 ⊕ 〈b〉54756 4682 936b 〈117b〉468
〈2a+ 117b〉468
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(p, q, r) D(Γ) |D(Γ)| k Self-Isotropic Subgroups
(6, 4, 1) 〈a〉4 ⊕ 〈b〉5184 1442 144b 〈a+ 36b〉144
〈a+ 252b〉144
(6, 4, 5) 〈a〉8 ⊕ 〈b〉14792 3442 344b 〈a+ 43b〉344
〈a+ 86b〉344
〈2a〉4 ⊕ 〈172b〉86
(6, 4, 9) 〈a〉4 ⊕ 〈b〉73984 5442 544b 〈a+ 136b〉544
〈a+ 408b〉544
(6, 5, 1) 〈a〉4 ⊕ 〈b〉6724 1642 328b 〈a+ 41b〉164
〈a+ 123b〉164
(6, 5, 5) 〈a〉8 ⊕ 〈b〉19208 3922 392b 〈a+ 392b〉392
〈a+ 49b〉392
〈2a〉4 ⊕ 〈196b〉98
(6, 5, 9) 〈a〉4 ⊕ 〈b〉96100 6202 1240b 〈155b〉620
〈2a+ 155b〉620
(6, 6, 1) 〈a〉4 ⊕ 〈b〉8464 1842 184b 〈a+ 46b〉184
〈a+ 138b〉184
(6, 6, 5) 〈a〉8 ⊕ 〈b〉24200 4402 440b 〈a+ 440b〉440
〈a+ 385b〉440
〈2a〉4 ⊕ 〈220b〉110
(6, 6, 9) 〈a〉4 ⊕ 〈b〉121104 6962 696b 〈a+ 174b〉696
〈a+ 1218b〉696
(6, 7, 1) 〈a〉4 ⊕ 〈b〉10404 2042 408b 〈a+ 51b〉204
〈a+ 357b〉204
Continued on next page
150
Table B.4: continued from previous page
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(6, 7, 5) 〈a〉8 ⊕ 〈b〉29768 4882 488b 〈a+ 366b〉488
〈a+ 427b〉488
〈2a〉4 ⊕ 〈244b〉122
(6, 7, 9) 〈a〉4 ⊕ 〈b〉148996 7722 1544b 〈193b〉772
〈2a+ 193b〉772
(6, 8, 1) 〈a〉4 ⊕ 〈b〉12544 2242 224b 〈a+ 56b〉224
〈a+ 168b〉224
(6, 8, 5) 〈a〉8 ⊕ 〈b〉35912 5362 536b 〈a+ 335b〉536
〈a+ 402b〉536
〈2a〉4 ⊕ 〈268b〉134
(6, 8, 9) 〈a〉4 ⊕ 〈b〉179776 8482 848b 〈a+ 212b〉848
〈a+ 636b〉848
(6, 9, 1) 〈a〉4 ⊕ 〈b〉14884 2442 488b 〈a+ 61b〉244
〈a+ 183b〉244
(6, 9, 5) 〈a〉8 ⊕ 〈b〉42632 5842 584b 〈a+ 292b〉584
〈a+ 365b〉584
〈2a〉4 ⊕ 〈292b〉146
(6, 9, 9) 〈a〉4 ⊕ 〈b〉213444 9242 1848b 〈231b〉924
〈2a+ 231b〉924
(7, 0, 0) 〈a〉3 ⊕ 〈b〉768 482 144b 〈a+ 16b〉48
〈a+ 80b〉48
(7, 0, 3) 〈a〉3 ⊕ 〈b〉5043 1232 369b 〈41b〉123
〈a+ 41b〉123
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(p, q, r) D(Γ) |D(Γ)| k Self-Isotropic Subgroups
(7, 0, 6) 〈a〉9 ⊕ 〈b〉4356 1982 198b 〈a+ 330b〉198
〈a+ 154b〉198
〈3a〉3 ⊕ 〈66b〉66
(7, 0, 9) 〈a〉3 ⊕ 〈b〉24843 2732 819b 〈91b〉273
〈a+ 91b〉273
(7, 1, 0) 〈a〉3 ⊕ 〈b〉1323 632 63b 〈a+ 21b〉63
〈a+ 42b〉63
(7, 1, 3) 〈a〉3 ⊕ 〈b〉8748 1622 162b 〈a+ 54b〉162
〈a+ 270b〉162
(7, 1, 6) 〈a〉9 ⊕ 〈b〉7569 2612 261b 〈a+ 145b〉261
〈a+ 174b〉261
〈3a〉3 ⊕ 〈87b〉87
(7, 1, 9) 〈a〉3 ⊕ 〈b〉43200 3602 360b 〈a+ 120b〉360
〈a+ 1320b〉360
(7, 2, 0) 〈a〉3 ⊕ 〈b〉2028 782 234b 〈26b〉78
〈a+ 26b〉78
(7, 2, 3) 〈a〉3 ⊕ 〈b〉13467 2012 603b 〈67b〉201
〈a+ 134b〉201
(7, 2, 6) 〈a〉9 ⊕ 〈b〉11664 3242 324b 〈a+ 468b〉324
〈a+ 180b〉324
〈3a〉3 ⊕ 〈108b〉108
(7, 2, 9) 〈a〉3 ⊕ 〈b〉66603 4472 1341b 〈a+ 149b〉447
〈a+ 298b〉447
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(p, q, r) D(Γ) |D(Γ)| k Self-Isotropic Subgroups
(7, 3, 0) 〈a〉3 ⊕ 〈b〉2883 932 279b 〈31b〉93
〈a+ 31b〉93
(7, 3, 3) 〈a〉3 ⊕ 〈b〉19200 2402 720b 〈80b〉240
〈a+ 880b〉240
(7, 3, 6) 〈a〉9 ⊕ 〈b〉16641 3872 387b 〈a+ 129b〉387
〈a+ 172b〉387
〈3a〉3 ⊕ 〈129b〉129
(7, 3, 9) 〈a〉3 ⊕ 〈b〉95052 5342 1602b 〈178b〉534
〈a+ 890b〉534
(7, 4, 0) 〈a〉3 ⊕ 〈b〉3888 1082 108b 〈a+ 36b〉108
〈a+ 180b〉108
(7, 4, 3) 〈a〉3 ⊕ 〈b〉25947 2792 279b 〈a+ 93b〉279
〈a+ 186b〉279
(7, 4, 6) 〈a〉9 ⊕ 〈b〉22500 4502 450b 〈a+ 550b〉450
〈a+ 150b〉450
〈3a〉3 ⊕ 〈150b〉150
(7, 4, 9) 〈a〉3 ⊕ 〈b〉128547 6212 621b 〈a+ 207b〉621
〈a+ 414b〉621
(7, 5, 0) 〈a〉3 ⊕ 〈b〉5043 1232 369b 〈41b〉123
〈a+ 82b〉123
(7, 5, 3) 〈a〉3 ⊕ 〈b〉33708 3182 954b 〈a+ 106b〉318
〈a+ 530b〉318
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(7, 5, 6) 〈a〉9 ⊕ 〈b〉29241 5132 513b 〈a+ 57b〉513
〈a+ 114b〉513
〈3a〉3 ⊕ 〈171b〉171
(7, 5, 9) 〈a〉3 ⊕ 〈b〉167088 7082 2124b 〈236b〉708
〈a+ 236b〉708
(7, 6, 0) 〈a〉3 ⊕ 〈b〉6348 1382 414b 〈46b〉138
〈a+ 230b〉138
(7, 6, 3) 〈a〉3 ⊕ 〈b〉42483 3572 1071b 〈a+ 119b〉357
〈a+ 238b〉357
(7, 6, 6) 〈a〉9 ⊕ 〈b〉36864 5762 576b 〈a+ 576b〉576
〈a+ 64b〉576
〈3a〉3 ⊕ 〈192b〉192
(7, 6, 9) 〈a〉3 ⊕ 〈b〉210675 7952 2385b 〈a+ 265b〉795
〈a+ 530b〉795
(7, 7, 0) 〈a〉3 ⊕ 〈b〉7803 1532 153b 〈a+ 51b〉153
〈a+ 102b〉153
(7, 7, 3) 〈a〉3 ⊕ 〈b〉52272 3962 396b 〈a+ 132b〉396
〈a+ 660b〉396
(7, 7, 6) 〈a〉9 ⊕ 〈b〉45369 6392 639b 〈a+ 639b〉639
〈a+ 568b〉639
〈3a〉3 ⊕ 〈213b〉213
(7, 7, 9) 〈a〉3 ⊕ 〈b〉259308 8822 882b 〈a+ 294b〉882
〈a+ 1470b〉882
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(7, 8, 0) 〈a〉3 ⊕ 〈b〉9408 1682 504b 〈a+ 56b〉168
〈a+ 280b〉168
(7, 8, 3) 〈a〉3 ⊕ 〈b〉63075 4352 1305b 〈145b〉435
〈a+ 145b〉435
(7, 8, 6) 〈a〉9 ⊕ 〈b〉54756 7022 702b 〈a+ 546b〉702
〈a+ 1326b〉702
〈3a〉3 ⊕ 〈234b〉234
(7, 8, 9) 〈a〉3 ⊕ 〈b〉312987 9692 2907b 〈323b〉969
〈a+ 646b〉969
(7, 9, 0) 〈a〉3 ⊕ 〈b〉11163 1832 549b 〈a+ 61b〉183
〈a+ 122b〉183
(7, 9, 3) 〈a〉3 ⊕ 〈b〉74892 4742 1422b 〈158b〉474
〈a+ 158b〉474
(7, 9, 6) 〈a〉9 ⊕ 〈b〉65025 7652 765b 〈a+ 510b〉765
〈a+ 595b〉765
〈3a〉3 ⊕ 〈255b〉255
(7, 9, 9) 〈a〉3 ⊕ 〈b〉371712 10562 3168b 〈352b〉1056
〈a+ 352b〉1056
(8, 0, 2) 〈a〉5 ⊕ 〈b〉2420 1102 110b 〈a+ 110b〉110
〈a+ 22b〉110
(8, 0, 3) 〈a〉2 ⊕ 〈b〉9522 1382 690b 〈69b〉138
〈a+ 138b〉138
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Table B.4: continued from previous page
(p, q, r) D(Γ) |D(Γ)| k Self-Isotropic Subgroups
(8, 0, 7) 〈a〉10 ⊕ 〈b〉6250 2502 250b 〈a+ 50b〉250
〈a+ 75b〉250
〈a+ 175b〉250
〈a+ 200b〉250
(8, 1, 2) 〈a〉5 ⊕ 〈b〉4205 1452 290b 〈a+ 29b〉145
〈a+ 116b〉145
(8, 1, 3) 〈a〉2 ⊕ 〈b〉16562 1822 910b 〈91b〉182
〈a+ 91b〉182
(8, 1, 7) 〈a〉10 ⊕ 〈b〉10890 3302 330b 〈a+ 33b〉330
〈a+ 66b〉330
〈a+ 528b〉330
〈a+ 231b〉330
(8, 2, 2) 〈a〉5 ⊕ 〈b〉6480 1802 180b 〈a+ 36b〉180
〈a+ 252b〉180
(8, 2, 3) 〈a〉2 ⊕ 〈b〉25538 2262 1130b 〈113b〉226
〈a+ 226b〉226
(8, 2, 7) 〈a〉10 ⊕ 〈b〉16810 4102 410b 〈a+ 410b〉410
〈a+ 41b〉410
〈a+ 205b〉410
〈a+ 246b〉410
(8, 3, 2) 〈a〉5 ⊕ 〈b〉9245 2152 430b 〈a+ 215b〉215
〈a+ 86b〉215
Continued on next page
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Table B.4: continued from previous page
(p, q, r) D(Γ) |D(Γ)| k Self-Isotropic Subgroups
(8, 3, 3) 〈a〉2 ⊕ 〈b〉36450 2702 270b 〈135b〉270
〈a+ 135b〉270
(8, 3, 7) 〈a〉10 ⊕ 〈b〉24010 4902 490b 〈a+ 490b〉490
〈a+ 196b〉490
〈a+ 245b〉490
〈a+ 441b〉490
(8, 4, 2) 〈a〉5 ⊕ 〈b〉12500 2502 250b 〈a+ 350b〉250
〈a+ 150b〉250
(8, 4, 3) 〈a〉2 ⊕ 〈b〉49298 3142 1570b 〈157b〉314
〈a+ 314b〉314
(8, 4, 7) 〈a〉10 ⊕ 〈b〉32490 5702 570b 〈a+ 741b〉570
〈a+ 228b〉570
〈a+ 456b〉570
〈a+ 1653b〉570
(8, 5, 2) 〈a〉5 ⊕ 〈b〉16245 2852 570b 〈a+ 285b〉285
〈a+ 456b〉285
(8, 5, 3) 〈a〉2 ⊕ 〈b〉64082 3582 1790b 〈179b〉358
〈a+ 179b〉358
(8, 5, 7) 〈a〉10 ⊕ 〈b〉42250 6502 650b 〈a+ 130b〉650
〈a+ 195b〉650
〈a+ 455b〉650
〈a+ 520b〉650
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Table B.4: continued from previous page
(p, q, r) D(Γ) |D(Γ)| k Self-Isotropic Subgroups
(8, 6, 2) 〈a〉5 ⊕ 〈b〉20480 3202 320b 〈a+ 192b〉320
〈a+ 576b〉320
(8, 6, 3) 〈a〉2 ⊕ 〈b〉80802 4022 2010b 〈201b〉402
〈a+ 402b〉402
(8, 6, 7) 〈a〉10 ⊕ 〈b〉53290 7302 730b 〈a+ 73b〉730
〈a+ 146b〉730
〈a+ 438b〉730
〈a+ 511b〉730
(8, 7, 2) 〈a〉5 ⊕ 〈b〉25205 3552 710b 〈a+ 71b〉355
〈a+ 284b〉355
(8, 7, 3) 〈a〉2 ⊕ 〈b〉99458 4462 2230b 〈223b〉446
〈a+ 223b〉446
(8, 7, 7) 〈a〉10 ⊕ 〈b〉65610 8102 810b 〈a+ 810b〉810
〈a+ 81b〉810
〈a+ 405b〉810
〈a+ 1296b〉810
(8, 8, 2) 〈a〉5 ⊕ 〈b〉30420 3902 390b 〈a+ 390b〉390
〈a+ 1482b〉390
(8, 8, 3) 〈a〉2 ⊕ 〈b〉120050 4902 490b 〈245b〉490
〈a+ 490b〉490
Continued on next page
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Table B.4: continued from previous page
(p, q, r) D(Γ) |D(Γ)| k Self-Isotropic Subgroups
(8, 8, 7) 〈a〉10 ⊕ 〈b〉79210 8902 890b 〈a+ 890b〉890
〈a+ 356b〉890
〈a+ 445b〉890
〈a+ 801b〉890
(8, 9, 2) 〈a〉5 ⊕ 〈b〉36125 4252 850b 〈a+ 170b〉425
〈a+ 255b〉425
(8, 9, 3) 〈a〉2 ⊕ 〈b〉142578 5342 2670b 〈267b〉534
〈a+ 267b〉534
(8, 9, 7) 〈a〉10 ⊕ 〈b〉94090 9702 970b 〈a+ 291b〉970
〈a+ 388b〉970
〈a+ 776b〉970
〈a+ 873b〉970
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