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Abstract-For a stationary ergodic source, the source coding 
theorem and its converse imply that the optimal performance 
theoretically achievable by a fixed-rate or variable-rate block 
quantizer is equal to the distortion-rate function, which is de- 
fined as the infimum of an expected distortion subject to a 
mutual information constraint. For a stationary nonergodic 
source, however, the distortion-rate function cannot in general 
be achieved arbitrarily closely by a fixed-rate block code. We 
show, though, that for any stationary nonergodic source with a 
Polish alphabet, the distortion-rate function can he achieved 
arbitrarily closely by a variable-rate block code. We also show 
that the distortion-rate function of a stationary nonergodic 
source has a decomposition as the average of the distortion-rate 
functions of the source's stationary ergodic components, where 
the average is taken over points on the component distortion-rate 
functions having the same slope. These results extend previously 
known results for finite alphabets. 
Index Terms-Source coding theorems, stationary nonergodic 
sources. distortion-rate function. 
I. INTRODUCTION 
N [ 11, Shields, Neuhoff, Davisson, and Ledrappier show I that for any stationary nonergodic source with a finite 
alphabet, the distortion-rate function NI?) equals the 
infimum of the average of the distortion-rate functions 
of the source's stationary ergodic components, where 
the average is taken over points on the component distor- 
tion-rate functions whose rates, on average, are at most 
R. Leon-Garcia, Davisson, and Neuhoff [2] later prove the 
achievability of this bound by variable-rate block codes. 
In this work we extend these variable-rate quantization 
results from finite alphabets to complete separable metric 
spaces, or Polish alphabets, of which finite alphabets are a 
special case. As in the previous works, we employ a 
variable-rate and variable-distortion approach. However, 
we simplify the approach using a Lagrangian formulation. 
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Our methods of proof rely heavily on theorems from [31 
and [41, which are stated here but not proved. 
11. RESULTS 
Let (A", S, p, T )  be a stationary dynamical system 
with Polish alphabet A .  That is, let A be a complete 
separable metric space, let 9 be the Bore1 a-algebra 
generated by the open sets of A ,  let A" be the set of 
one-sided sequences x = (x,, x2, ) from A ,  let gx be 
the a-algebra of subsets of A" generated by finite- 
dimensional rectangles with components in 9, let T be 
the left shift operator on A", and let p be a measure on 
the measurable space (A", F), stationary with respect to 
T.  
Now let p ( x , ,  y , )  < x be a real-vaJued nonnnegative 
distortion measure for x, E A ,  y ,  E A ,  where A is an 
abstract reproduction alphabet. essume that p ( x , ,  y ,  1 is 
continuous in x, for each y ,  E A  and that there exists a 
reference letter yT such that E,p(X, ,yT)  < m. Define 
Finally, let Q be a variable-rate block quantizer with 
blocklength N. That is, let Q be a map from A N  onto 
some finite or countable set of codewords { y N }  C A N  
composing a codebook V = { ( y N ,  l y N [ ) }  in which each 
codeword y has an associated variable-length binary 
description, with length denoted 1 y I. The description 
lengths must satisfy the Kraft inequality E, 1 E 2-l) ' I  I 1. 
The optimal performance theoretically achievable by 
any variable-rate block quantizer is the operational distor- 
tion-rate function 
p ( x N ,  ,JN) = E,"=, p ( x , ,  y,). 
S" ' (R ,  p )  = inf S T ( R ,  p),  (1 1 
N 
where S;( R, p)  is the Nth-order operational distortion- 
rate function 
Here, the infimum is taken over all variable-rate block 
quantizers Q with blocklength N. We pointedly distin- 
guish this from the optimal performance theoretically 
achievable by fixed-rate block quantizers, S fr(  R, = 
inf, S$(R, p), in which S$(R, p) is defined as in (2) but 
with the infimum taken over all fixed-rate block quantiz- 
ers with blocklength N. 
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The Shannon distortion-rate function is defined simi- 
( 3 )  
larly, as 
where D,( R, p)  is the Nth-order distortion-rate function 
D ( R ,  p)  = inf D J R ,  p) ,  
N 
Here, vAis a conditional probability or test channel from 
A N  to A N  defining, with p, a joint probability or hookup 
pv on XN and Y N ,  and Z is the mutual information. 
It is well known that both D(R,  p)  and af'(R, p)  are 
convex in R [41-[7]; 6"'(R, p) is also convex in R ,  for the 
same reason as 6 f r ( R ,  p)  (a time-sharing argument). 
Hence S"'(R, p) and D(R,  p)  can be characterized by 
their support functionals [8, p. 1351 
( 5 )  
and 
L ( A ,  p )  = inf [ D ( R ,  p )  + AR]. (6) 
L(A, p) can be interpreted in graphical terms as the 
y-intercept of the line supporting the graph of D(R,  p)  at 
slope - A, as in Fig. 1; /(A,  p)  can be interpreted similarly 
in terms of 6"'(R, p). These functionals can also be 
interpreted as Lagrangians with Lagrange multiplier A. 
We shall call them the weighted operational distortion-rate 
function and the weighted Shannon distortion-rate func- 
tion, respectively. 
The source coding theorem and its converse [6, Theo- 
rems 7.2.4, 7.2.51 imply that when p is ergodic, 8"'(R, p)  
= 6"(R,  p)  = D(R,  p)  for all R 2 0 (and hence I ( A ,  p)  
= L(A,  p)  for all A 2 0). When p is nonergodic, let { p,: 
x E A"] denote the ergodic decomposition of p. The 
ergodic decomposition exists since, if A is Polish, then 
( A ,  26') is standard [3, Theorem 3.3.11, and hence (A", 949 
is standard [3, Lemma 2.4.11; standard measurable spaces 
admit the ergodic decomposition [3 ,  Theorem 7.4.11. The 
main results of this paper are that under the conditions 
given above (namely, A is Polish, p(x , ,  y,)  is continuous 
in x1  for each y , ,  and there exists a reference letter yT 
such that E, p ( X , ,  yT < E), the following hold. 
Theorem 1: 1(A, p)  = lZ(A,  p , )dp (x ) ,  VA 2 0. 
Theorem 2: L(A, p) = /L(A, p , )dp(x>,  VA 2 0. 
Theorem 3: 1(A, p)  = L(A, p), VA 2 0, and hence 
6 "'( R, p)  = D( R,  p), V R  2 0. 
Theorem 3 results from Theorems 1 and 2 since l(h,  p,) 
= L(A, pA)  for each stationary ergodic source p,. The 
implications of these results are discussed in Section 111, 
followed by the proofs, given in a series of lemmas, in 
Section IV. Many of the results of this paper arise from 
results in [3] and [4]. Those theorems are labeled and 
included in Section IV as well. 
l ( A , p )  = inf [ 6 " ' ( R , p )  + AR] 
R 
R 
111. DISCUSSION 
Theorems 1 and 2 are known as ergodic decompositions 
of the functionals /(A, p) and L(A, p). The theorems say 
that for any A, the weighted operational distortion-rate 
Fig. 1. Graphical interpretation of L(h,  p) 
function 1( A, p) and the weighted Shannon distortion-rate 
function L(A, p)  of a stationary nonergodic source p can 
each be found as the expected value of the corresponding 
functionals of the ergodic subsources { p,}. These theo- 
rems can also be expressed directly in terms of the opera- 
tional distortion-rate function 6 "'(R, p)  and the Shannon 
distortion-rate function D( R,  p). Theorem 2, for example, 
can be expressed 
L(A,  p )  = /i;f [ D ( R ,  p,) + ARI d p ( x )  
= inf / [ D ( R , ,  p,> + AR,l d p ( x )  
( R  J 
where a theorem of Chung [9] allows the integral and the 
infimum to be exchanged (and furthermore allows the 
infimum over {R,} to be restricted to measurable func- 
tions of x if D(R,  p,) is a measurable function of R and 
x). Thus L(A, p)  can be interpreted as a Lagrangian for 
the minimization of j'D(R,, p,) d p ( x )  subject to a con- 
straint on j'R, dp(x). Hence by the Lagrange duality 
theorem [8, p. 2241, 
for all R,  > 0. (One can check that the domain over 
which the infimum is taken, namely, the set of nonnega- 
tive measurable functions, is convex; that the objective 
function lD( R,, p,) d p ( x )  is convex on this domain; that 
j'R, d p ( x )  is a convex mapping of {R,r}  into a normed 
space, namely, the real line; and that there exists a rate 
function, namely, R, = 0, such that lR,  d p ( x )  < R".) On 
the other hand, we know from (6) that L(A, p)  can be 
interpreted as a Lagrangian for the minimization of 
D ( R , p )  subject to a constraint on R .  Hence by the 
Lagrange duality theorem again, 
max [ L ( h ,  p )  - AR,] = inf ( D ( R ,  p) :  R 5 R,] 
h2O R 
= D(R, ,  p), (8) 
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for all R ,  > 0. Combining (7) and (a), we have under the 
conditions of Theorems 1 and 2 (and assuming D(R,  p,) 
is a measurable function of R and x) the following two 
corollaries. 
Corollary I :  D ( R ,  p)  = inf,,A, { lD(R , ,  p,) d p ( x ) :  
l R ,  d p ( x )  I RI, V R  2 0. 
Corollary 2: 6"'(R, p) = inffRAl {16vr(RX,  px)  dp(x ) :  
l R ,  d p ( x )  < RI, V R  2 0. 
The special case R = 0 is separately and trivially proved. 
Corollary 1 for finite alphabets is the result by Shields, 
Neuhoff, Davisson, and Ledrappier [l] .  Here it holds for 
Polish spaces. Furthermore, from our approach it can be 
seen that for A > 0, each optimal R ,  minimizes D ( R ,  p,) 
+ AR. That is, (R,,  D(R,,  pL,)) lies on the line supporting 
D( R,  p,) at slope -A.  Thus, roughly speaking, the distor- 
tion-rate function of a stationary nonergodic source equals 
the expected value of the corresponding distortion-rate 
functions of its subsources, where the expectations are 
taken over points of equal slope. 
Theorem 3 proves that variable-rate quantizers can 
achieve arbitrarily closely the distortion-rate bound of any 
stationary nonergodic source with a Polish alphabet. In 
contrast, fixed-rate quantizers cannot achieve arbitrarily 
closely the distortion-rate bound of a nonergodic source, 
unless almost all the ergodic modes of the source have the 
same distortion-rate function. Indeed, Gray and Davisson 
[lo], [4] have shown that 
a f r ( R ,  p )  = / 6 " ( R ,  p,) d p ( x ) ,  
where 6 fr  is the operational distortion-rate function for 
fixed-rate quantizers. This implies that 
= D ( R ,  p) ,  
with equality for all R only if D(R,  p,) = D(R,  p)  for 
almost all x. Thus for general nonergodic sources, vari- 
able-rate quantizers are strictly more powerful than 
fixed-rate quantizers, even in the limit of large block- 
length. 
IV. DISTORTION-RATE PROOFS 
Several of the results of this paper arise from the 
following theorem. The theorem describes a set of condi- 
tions under which functional ergodic decomposition holds. 
Theorem 4 13, Theorem 8.9.11: Let (A", 9%, p, T )  be a 
dynamical system with a standard measurable space 
(A", .OW) and stationary measure p. Let { p,: x E A") 
denote the ergodic decomposition. Let F :  Y3 + 91' be a 
nonnegative functional defined for all stationary measures 
and satisfying the following properties: 
1) F(  p,) is p-integrable; 
2) F is affine; 
3 )  F is upper semicontinuous; that is, if pn is a se- 
quence of stationary measures converging to a sta- 
tionary measure p in the sense that pn(G) + p(G) 
for all G in a standard generating field for S, then 
F( p)  2 lim sup,, F(  pn) .  
Then 
F (  p )  = / F (  p,) d p ( x ) .  
We shall prove Theorem 1 using Theorem 4, with 
F( p)  = l ( A ,  p). Towards that end, we first explore some 
basic properties of the weighted operational distortion-rate 
function l ( A ,  p) in the following lemmas. Lemmas 1-5 
work towards showing that l ( A ,  p)  is affine; Lemmas 6 
and 7 work towards showing that 1(A, p)  is upper semi- 
continuous. 
The first lemma establishes the equivalence between 
two definitions of the weighted operational distortion-rate 
function: the first in terms of 8"'(R, p)  as in (5) ,  and the 
second in terms of an Nth-order weighted operational 
distortion-rate function, analogous to (1) and (2). 
Lemma I :  Let /(A, p)  = inf, [8" ' (R ,  p) + AR], as in 
(5). Then 
[ ( A ,  p )  = inf l,(A, p),  (9) 
N 
where 
1 
N a  
l N ( A ,  p )  = - inf E,[ p(XN,  Q(XN>> + AIQ(XN>I1. 
(10) 
Proofi First we show that l ( A ,  p)  2 inf, l N ( A ,  p). 
Recall that l ( A ,  p) = inf, [6" ' (R ,  p) + AR]. Given any 
E > 0, choose R such that /(A, p)  2 6"'(R, p)  + AR - E .  
Further, by (1) and (2), choose N and Q with expected 
rate ( l / N ) E  lQ(XN)I R such that s V ' ( R ,  p) 2 
( l / N ) E p p ( X p N ,  Q(XN)) - E .  Then / ( A ,  p )  2 1/N 
[ E p p ( X N ,  Q(XN>) + AE,lQ(XN)I] - 2 ~ .  Since E ,  N, and 
Q are arbitrary, the result follows. Next we show that 
l ( A ,  p) I inf, l,,,(A, p). Given any E > 0, choose N and Q 
such that l/N[E, p ( X N ,  Q(XN)> + AE,lQ(XN>II I 
inf, /,,,(A, p) + E .  Let R = (l/N)E,lQ(XN)I. Then 
6"'(R, p)  I ( l / N ) E ,  p(XN, Q ( X N ) ) ,  and hence /(A, p)  
- < 6"'(R, p) + AR I inf, l N ( A ,  p) + E ,  E arbitrary. 0 
The next lemma shows that the infimum defining the 
Nth-order weighted operational distortion-rate function 
can be restricted to quantizers whose encoders satisfy a 
(biased) nearest-neighbor condition. 
E S N ) ,  where X N )  is the collec- 
tion of finite or countable codebooks of codewords y N  
with description lengths lyNl satisfying the Kraft inequal- 
ity. The infimum 
Lemma 2: Let 
1 
is achieved for every x N  E A N  and A > 0. Furthermore, 
the infimum (10) may be restricted to those quantizers Q 
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where 
dA(%, E*.) = E,dA(XN, g). (14) 
Pro08 First we establish that the infimum (11) is 
achieved. Arbitrarily pick yf E % (or more precisely, pick 
y,N E { y N :  (yN, lyNI) E g}). By the Kraft inequality, there 
can be only a finite number of codewords y N  E E’ with 
p(xN,yN)  + AlyNl I p(xN,y[) + AlyFI. Hence the in- 
fimum is achieved and (12) can be defined. Now for any 
variable-rate block quantizer Q with codewords y and 
description lengths IyNI, let Q r  be a variable-rate block 
quantizer with the same codewords and description 
lengths, but satisfying (12). Then 
p(x ’ ” ,  Q(xN>)  + AIQ(xN>I 
so that 
E,[ p ( X N ,  Q ( X N ) >  + AIQ(xN>Il 
2 p(xN, Q r ( x N ) )  + AIQr(xN)I, 
> - E,[ p ( X N ,  Q’(XN)> + AIQr(xN)I1. 
Hence 
1 
- inf E,[ p ( X N ,  Q ( X N > >  + AIQ(XN>I1 
N Q  
On the other hand, given E > 0, choose P1,g2 E S N )  
such that dA(g1, p l )  I l N ( A ,  pI)  + E and dA(g2,  ~ 2 )  2 
f N ( A ,  ,u2) + E .  Let % = U %?27 with the description 
length of each codeword increased by one bit so as to 
satisfy the Kraft inequality. Then 
and for i = 1,2, 
by Lemma 2. Thus 
E arbitrary. 0 
The next lemma establishes the equivalence between 
the infimum and the limit of Nth-order weighted opera- 
tional distortion-rate functions. The lemma parallels [4, 
Lemma 11.2.31 for Sf‘(R, p). 
Lemma 4: If p is a stationary source, then 
Proofi Recall that if a nonnegative sequence { a N  :
N = 1,2, } is subadditwe, i.e., if aN+ I aN + ak,  then 
1imN4= (a,/N) = inf,. (a,/N) [3, Lemma 7.5.11. We 
simply show that the nonnegative sequence a N  = 
Nl,(A, p) is subadditive. Fix N ,  k ,  and E > 0. By Lemma 
2, choose variable-rate block quantizers QN and Qk with 
blocklengths N and k whose codebooks gN E ~ N )  and 
gk E 3 3 k )  satisfy d A ( g N ,  p )  I ZN(A, p )  + E and 
dA(ek,  p)  I f k ( A ,  p)  + E .  Let Q = QN X Qk be the block- 
length-(N + k )  product quantizer with codebook E 
Z N  + k )  that quantizes the components of x ~ + ~  = 
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(xN, x k )  separately, i.e., Q ( x N f k )  = (QN(xN),  Q,(xk)> 
and lQ(nNtk>l = lQN(xN)I + lQk(xk) l .  Then 
( N  + k)d,(E', p )  
= E,[ p ( X N ,  QN(xN)) + p ( X k ,  Qk(xk))] 
+ AE,[lQN(XN)l + lQk(xk)l] 
= N d A ( g ,  ~l .1  + kdA(gk 5 F )  
- < NI,,,(& p )  + kl,(A, p )  + ( N  + k ) ~ ;  
E arbitrary and l,+,(A, p) I d,,(%', p )  imply 
( N  + k ) I N + k ( A ,  E*.) I Nl,(A, + k l k ( A ,  11.13 
i.e., NI,( A, p)  is a subadditive sequence. U 
It now follows that the weighted operational distortion- 
Lemma 5: / (A,  p)  is an affine function of p ~9$, the 
0 
We will also need to show that 1(A, p)  is upper semi- 
continuous. This property is addressed in the following 
two lemmas. 
Lemma 6 (3, Lemma 7.5.11: Given a Polish measurable 
space (A", G'") with countable generating field 27 = (Gf :  
i = 1,2, . . . I ,  define a corresponding metric d ,  on the 
space P(A", S) of measures on (A", as d,( p17 p2)  
= C;=,2- ' lp1(G,)  - p2(GI)I for any p1, p2 E?(A",*). 
Let f be a nonnegative continuous function. Then 
d,( p,,, p) + 0 implies that 
rate function I ( A ,  p)  is affine. 
space of stationary sources. 
Proof Combine Lemmas 3 and 4. 
lim sup E,,, f I E, f .  
n 
Lemma 7: If p(x , ,  y I )  is a nonnegative continuous 
function of x1 for each y , ,  then dA(xN,  E') = 
inf, E e p ( x N ,  y N )  + A(Y'"( is a nonnegative continuous 
function of xN for each %' ESN). 
Proof We need to show that if x," + x N ,  then 
d,+(Xf,  g) + dA(x N,Z?). We show that there is an open 
neighborhood of x N  such that the infimum defining 
d , ( x N , g )  can be taken over a finite set. Hence in this 
neighborhood the infimum can be replaced by a mini- 
mum, and the needed convergence will follow. Towards 
this end, arbitrarily pick y: E E', and for any E > 0, 
choose an open neighborhood around xN such that 
p ( i N 7 y ; )  I p(xN ,y : )  + E for all 3 ,  in the neighbor- 
hood. Thus in this neighborhood, d,(ZN, 527) I p ( i N ,  y,", 
+ AlyFI is bounded by a constant K < m. Since the de- 
scription lengths l y N J  satisfy the Kraft inequality, there 
can be only a finite number of codewords y N  E '8 such 
that AJyNJ I K .  Indeed, y t  is in this set, and the infimum 
can be replaced by a minimum over this set for all iN in 
We now turn our attention to the proof of Theorem 1. 
The proof parallels the proof of [4, Theorem 11.3.11 of the 
ergodic decomposition of 6 f'(R, p). 
Proof of Theorem 1: Show that l ( A ,  p)  satisfies the 
conditions of Theorem 4: 
the neighborhood. 0 
Integrable. / (A,  px) I I N ( A 7  P,) I EPx p(X1, YT) im- 
plies I (  A, p.,) is integrable, since p(Xl, yT) is. 
Affine. By Lemma 5. 
Upper semicontinuous. Since A and hence A" is 
Pol i sh ,  c h o o s e  d is tance  d a . ( p l ,  p 2 )  = 
E T = 1 2 ~ ' / p l ( G , )  - p2(G,)I for any P I ,  ~2 E 
9 ( A A " ,  #), where F = {G,: i = 1,2, 1 is a count- 
able standard generating field of #. Pick N large 
enough such that l N ( A ,  p) I I (A ,  E*.) + E and such 
that there exists a codebook %?' E S N )  for which 
d,(%', p) I l J A ,  p) + E .  Then, given some {p,,} for 
which d,( p,,, p )  + 0 as n + x, 
limsup 1 ( A ,  p,) I limsup Z N ( A 7  p,,) 
- < lim sup dA(%', p,) 
- < EWd,(X,, $5') by Lemmas 6 and 7 
- < I ( A ,  p )  + 2 6 ,  
n n 
n 
- < /"(A, p )  + E 
E arbitrary, which implies / ( A ,  p)  is upper semicon- 
tinuous for fixed A. 0 
We finally turn our attention to the ergodic decomposi- 
Lemma 8: Let L(A, p)  = inf, [ D ( R ,  p) + AR], as in 
tion of L(A, p). We will need the following lemma. 
(6). Then 
L(A,  p )  = inf L,(A, p) ,  
N 
where 
1 
N V  L,(A, p )  = - inf [ E , , p ( X N , Y N )  + AI,,(XN; U " ) ] .  
Proof: Similar to the proof of Lemma 1. 0 
Proof of Theorem 2: By the converse to the source 
coding theorem [6, Theorem 7.2.51, D(R,  p)  I aV'(R, PI, 
L(A, p )  < I ( A ,  p )  = j I ( A ,  p,) d p . ( x )  
= j L ( A ,  p,) d p ( x ) .  
Thus we need only prove that L(A, p)  2 IL(A, p,) dp(x).  
By Lemma 8, choose a test channel v such that (1/N) 
[ E , , ~ ( x ~ ,  Y N )  + hZ,,(XN; YN) l  I L J A ,  p) + E .  Then 
so 
jL,(A, d d x )  
I L,(A, p )  + E ,  
where the second inequality follows from the concavity of 
Zp,v(XN; Y N )  in p, [51. Thus 
inf jL, (A,  p,) d p ( x 1  I L(A, p )  + E ,  
N 
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E arbitrary. 0 
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