Attention Driven Solutions for Robust Digital Watermarking

Within Media by Oakes, Matthew
ATTENTION DRIVEN
SOLUTIONS FOR ROBUST
DIGITAL WATERMARKING
WITHIN MEDIA
submitted by
Matthew Oakes
for the degree of
Doctor of Philosophy
of the
Department of Electronic and Electrical Engineering
The University of Sheeld
September, 2014

COPYRIGHT
Attention is drawn to the fact that copyright of this thesis rests with its author.
This copy of the thesis has been supplied on the condition that anyone who
consults it is understood to recognise that its copyright rests with its author
and that no quotation from the thesis and no information derived from it may
be published without the prior written consent of the author.
This thesis may be made available for consultation within the University
Library and may be photocopied or lent to other libraries for the purposes of
consultation.
Signature of Author . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
Matthew Oakes

ABSTRACT
As digital technologies have dramatically expanded within the last decade, con-
tent recognition now plays a major role within the control of media. Of the current
recent systems available, digital watermarking provides a robust maintainable so-
lution to enhance media security. The two main properties of digital watermark-
ing, imperceptibility and robustness, are complimentary to each other but by em-
ploying visual attention based mechanisms within the watermarking framework,
highly robust watermarking solutions are obtainable while also maintaining high
media quality. This thesis rstly provides suitable bottom-up saliency models for
raw image and video. The image and video saliency algorithms are estimated
directly from within the wavelet domain for enhanced compatibility with the wa-
termarking framework. By combining colour, orientation and intensity contrasts
for the image model and globally compensated object motion in the video model,
novel wavelet-based visual saliency algorithms are provided. The work extends
these saliency models into a unique visual attention-based watermarking scheme
by increasing the watermark weighting parameter within visually uninteresting
regions. An increased watermark robustness, up to 40%, against various ltering
attacks, JPEG2000 and H.264/AVC compression is obtained while maintaining
the media quality, veried by various objective and subjective evaluation tools.
As most video sequences are stored in an encoded format, this thesis studies wa-
termarking schemes within the compressed domain. Firstly, the work provides a
compressed domain saliency model formulated directly within the HEVC codec,
utilizing various coding decisions such as block partition size, residual magnitude,
intra frame angular prediction mode and motion vector dierence magnitude.
Large computational savings, of 50% or greater, are obtained compared with ex-
isting methodologies, as the saliency maps are generated from partially decoded
bitstreams. Finally, the saliency maps formulated within the compressed HEVC
domain are studied within the watermarking framework. A joint encoder and a
frame domain watermarking scheme are both proposed by embedding data into
the quantised transform residual data or wavelet coecients, respectively, which
exhibit low visual salience.
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Chapter 1
Introduction
With high uctuations in multimedia usage over the last decade, a greater focus
is given towards watermarking as a solution towards digital content protection.
Consequently, the demand to eciently compress data also peaked as recent years
has seen the emergence of numerous video coding standards such as MPEG-2 [1],
H.264 Advanced Video Coding (AVC) [2] and more recently High Eciency Video
Coding (HEVC) [3]. To combat digital security, watermarking trends need to be
constantly upgraded to stay on top of the current coding standards and data
formats.
Areas of visual interest stimulate neural nerve cells, creating human gaze to xate
towards a particular scene area. The Visual Attention Model (VAM) highlights
these visually sensitive regions, which stimulate a neural response within the pri-
mary visual cortex. Whether that neural vitalization be from contrast in intensity,
a distinctive face, unorthodox motion or a dominant colour, these stimulative re-
gions diverge human attention providing highly useful saliency maps within the
media processing domain.
This thesis focuses on incorporating the VAM within watermarking methodology
to provide a robust system. Visual saliency models and watermarking schemes
are provided within the image, raw video and HEVC domain.
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1.1 Aims and Objectives
The main aim of this thesis is to provide a watermarking solution for visual me-
dia protection while satisfying joint robustness and imperceptibility requirements.
By incorporating human visual mechanics within the watermarking framework,
we can potentially increase overall limitations, such as watermark capacity, re-
stricting the original watermarking methodology.
In this thesis, Visual Attention (VA)-based watermarking is proposed as a solu-
tion toward joint robust and imperceptible media protection. Due to increased
complexity, most available saliency models are applicable only within the image
domain, compared with their video domain saliency model counterparts. There-
fore, our rst objective was to formulate a suitable video saliency model for
future use within the video watermarking framework. The suggested watermark-
ing scheme, which schematically incorporates visual saliency mechanisms, can be
summarised by the following set of objectives:
1. Wavelet-based saliency estimation - To provide both an image and
video saliency model, consisting of spatial and temporal salient features,
within the wavelet domain. The algorithms should be highly suitable for
watermarking, but not limited solely toward this application.
2. VA-based watermarking - To devise a novel VA based watermarking
scheme in both image and video domains. Evaluation should include com-
parison towards traditional watermarking approaches in terms of overall
robustness and imperceptibility.
2010-2013 has been a key stepping stone within multimedia advancement due to
development of the HEVC standard, with a scalable [4] and 3D codec extension [5]
imminently expected to accommodate the high multi-platform media demand.
This innovative state-of-the-art standard is an essential component to support
upcoming immersive viewing experience services such as: Ultra-High Denition
(HD) broadcasting (4K, 8K), HD-3DTV, mobile technology and digital cinema.
HEVC provides computationally intensive encoding to attain extremely high com-
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pression rates. Within the scope of this thesis, we aim to exploit key new features
within the HEVC codec design to eciently create a unique visual saliency and
watermarking scheme. The following HEVC domain objectives are set:
3. HEVC domain saliency - To provide a saliency model within the HEVC
domain exploiting new features of the video codec.
4. HEVC domain watermarking - To evaluate traditional watermarking
approaches within HEVC and provide a unique VA-based watermarking
scheme, incorporating the previous HEVC domain saliency maps.
1.2 Contribution
The novel research contributions from distinct stages of this thesis have been
published within various respected conference proceedings. Demonstrations are
also provided from the following website link to facilitate understanding of the
work.
Software and demo's
D1) A demonstration of video saliency estimation can be found at:
http://svc.group.shef.ac.uk/va-video.html.
D2) A demonstration of VA-based watermarking can be found at:
http://svc.group.shef.ac.uk/va-video-wm.html.
D3) A demonstration of compressed domain saliency estimation can be found
at:
http://svc.group.shef.ac.uk/hevc-va.html.
D4) A demonstration of compressed domain VA-based watermarking can be
found at:
http://svc.group.shef.ac.uk/hevc-va-wm.html.
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Author Publications
C4) M. Oakes and C. Abhayaratne, A New Saliency Model Using Intra Coded
High Eciency Video Coding (HEVC) Frames, in Proc. 20th International Con-
ference on Multimedia Modelling (MMM 2014), 8-10 January 2014, Dublin, Ire-
land. (13-pages long paper)
C3) M. Oakes and C. Abhayaratne, Visual Saliency Estimation for Video, in
Proc. 13th International Workshop on Image Analysis for Multimedia Interactive
Services (WIAMIS 2012), 23-25 May 2011, Dublin, Ireland, pp. 1-4
C2) M. Oakes, D. Bhowmik and C. Abhayaratne, Visual Attention-Based Wa-
termarking, in Proc. IEEE International Symposium on Circuits and Systems
(ISCAS 2012), 15-18 May 2011, Rio de Janeiro, Brazil, pp. 2653-2656
C1) D. Bhowmik, C. Abhayaratne andM. Oakes, Robustness Analysis of Blind
Watermarking for Quality Scalable Image Compression, in Proc. European Signal
Processing Conference (EUSIPCO 2010), 23-27 August 2010, Aalborg, Denmark,
pp. 810-814
1.3 Thesis Outline
The remainder of the thesis is structured into seven dierent chapters, the con-
tents of which are summarised as follows:
Chapter 2 reviews state-of-the-art literature analysis for digital watermarking
and visual saliency models. This includes wavelet and non-wavelet based image
watermarking techniques, frame domain, compressed domain and uncompressed
domain video watermarking methodologies and both image and video based VA
models. Finally, current proposals towards visually attentive watermarking are
illustrated.
Chapter 3 provides a brief overview into digital watermarking, the VAM and
the HEVC codec. An insight into the properties, application and process of
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digital watermarking is described as well as an outline of watermark attacks
and evaluation performance. A background overview of the VAM depicts how
conspicuous regions arise, the saliency detection process and the applications
of VA. The HEVC codec is introduced and the improvements from the H.264
predecessor are characterised. A brief codec overview is introduced with a detailed
description of intra and inter coding.
Chapter 4 provides a new saliency estimation algorithm for both image and
video which highlights visually attentive regions within a sequence. Static and
Temporal models are combined by exploiting contrasts within each of the Y, U
and V channels in the wavelet domain with local object motion determined from
motion compensated temporal dierences.
Chapter 5 proposes a novel image and video watermarking scheme based upon
the VAM. The new saliency algorithm, proposed in the previous chapter, is ex-
tended into the watermarking domain to help determine coecient selection and
watermark strength. The objective of the new scheme is to maintain subjective
visual media quality but increase the overall watermark robustness.
Chapter 6 proposes HEVC domain saliency estimation by exploiting key features
within the codec. Saliency models for both intra-only coded frames and sequences
containing P and B frames are provided. Attributes considered within the model
include variable block size, intra angular prediction and advanced motion vector
prediction.
Chapter 7 proposes 2 new HEVC VA-based watermarking schemes, partly con-
stituting from the saliency model derived in the previous chapter. The rst is
a frame domain wavelet based watermarking scheme, utilising the compressed
domain saliency estimation. The second is a novel joint encoder technique, em-
bedding data within the quantised transform coecients. The objective of both
proposals is to achieve a high watermark robustness while maintaining the media
visual quality.
Chapter 8 provides a summary of conclusions outlining the novel work contri-
bution within thesis, i.e., VA-based watermarking, HEVC domain saliency esti-
mation, etc. Possible areas for future study within this eld are suggested.
5
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Chapter 2
Literature Survey
This chapter comprises an analysis of the state-of-the-art, confronting existing
approaches. The study is divided into 3 notable sections for both image and video
domains: digital watermarking, VA estimation and VA-based watermarking.
2.1 Image Watermarking
Frequency-based watermarking, more precisely wavelet domain watermarking
methodologies are highly favoured in the current research era. Firstly, the wavelet
domain is compliant within many image and video coding schemes, leading to
smooth adaptability within modern frameworks. Due to the multi-resolution de-
composition and the property to retain spatial synchronisation, which are not
provided by other transforms (DCT for example), the Discrete Wavelet Trans-
form (DWT) provides an ideal choice for robust watermarking.
2.1.1 Parameter Selection
When designing a novel watermarking scheme there are numerous features to
consider: wavelet kernel, embedding coecients and wavelet subband selection.
7
Each of these particular features can suciently impact the overall watermark
characteristics and are usually largely dependant upon the target application
requirements.
Wavelet Kernel Selection
An appropriate choice of wavelet kernel must be determined within the water-
marking framework. Studies have been performed to show the performance
of watermark robustness and imperceptibility, dependant upon wavelet trans-
form [6{8]. The orthogonal Daubechie wavelets are a favourable choice with
many early watermarking schemes [9{14], although the later introduction of bi-
orthogonal wavelets, within the eld of digital watermarking, has increased in
popularity [15{18].
Host Coecient Selection
Suitable transform coecients need to be chosen for embedding a watermark
for which various approaches exist. Coecient selection can de determined by
thresholding values based upon the coecient magnitude [16], a pixel masking
approach based upon the HVS [12], the median of 3 coecients in a 3x1 overlap-
ping window [11] or simply by selecting all the coecients [9, 10, 13].
Wavelet Subband Selection
The choice of subband bears a large importance when determining the balance
between robustness of the watermark and imperceptibility. Embedding within
the high frequency domain subbands [9, 10, 12, 13, 19] can often provide great
imperceptibility but with limited watermark robustness capabilities. Contradic-
tory schemes embed data only within the low frequency subbands [11, 14, 18]
aimed towards providing a high robustness. Spread spectrum domain embed-
ding [16, 20{22] modies data across all frequency subbands, ensuring a balance
of both low and high frequency watermarking characteristics. The number of de-
composition levels is also an important factor, contributing to the system output.
Previous studies have researched watermarking schemes using only two [9,10,19],
three [17,18,23] and four or more [12{14] wavelet decomposition levels.
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2.2 Video Watermarking
In Section 2.1, state-of-the-art image domain watermarking models are discussed.
Video domain watermarking is not just a simple expansion of image domain
schemes, as temporal contributions from the video sequence must be considered
within the watermarking framework. Video watermarking algorithms can be
categorised into frame-by-frame, 3D domain and compressed video codec domain
algorithms.
2.2.1 Frame by Frame Domain Algorithms
Frame by frame domain video watermarking is a simple extension of the schemes
in Section 2.1. The image domain watermarking schemes are applied directly
into each frame within the video sequence. Various literature is accessible for
frame-by-frame video watermarking schemes [24{27]. A clear disadvantage is that
no temporal consideration is accountable. More ecient methods are available
as presented in Section 2.2.2 and Section 2.2.3. Frame-by-frame watermarking
algorithms are highly fragile to temporal attacks such as collusion and frame
dropping as described in Section 3.1.4.
2.2.2 3D Frequency Domain Algorithms
A 1D temporal transform is incorporated into the 2D spatial transform design to
provide a platform for 3D watermarking. The additional 1D transform can cap-
ture any temporal redundancies from motion within the video and is highly advan-
tageous within the eld of video watermarking. Popular watermarking schemes
have been researched within the 3D DWT [28{31], although literature also sug-
gests watermarking within the 3D Discrete Fourier Transform (DFT) [32,33] and
3D DCT [28, 34] domain. The 3D domain surmounts many of the temporal ro-
bustness issues related with frame-by-frame video watermarking in Section 2.2.1,
however it is not without limitations. 3D transform domain watermarking algo-
rithms can suer from temporal artifact icker and can be fragile to video com-
9
Figure 2.1: Video codec watermark possibilities.
pression, especially codec quantisation heavily dependant upon the motion. Lit-
erature suggests incorporating Motion Compensated Temporal Filtering (MCTF)
within the 3D watermarking schemes [35] to reduce any potential motion icker.
2.2.3 Compressed Video Codec Domain Algorithms
Video watermarking schemes can by applied directly within a video codec. There
are numerous possibilities to embed data within the coding process, each with
their own distinct advantages. Figure 2.1 shows an HEVC encoder with 4 possible
watermark embedding options in the: 1) raw frame, 2) residual data, 3) MVs and
4) bitstream.
2.2.3.1 Option 1) RAW Frame Watermarking
Raw frame domain algorithms embed watermark data into the input video se-
quence prior to video encoding. Typical methodologies are entailed in Sec-
tion 2.2.1 and Section 2.2.2. The main limitations are the watermarking scheme
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has to survive full video coding compression providing robustness problems. Fur-
ther, it is more computationally ecient to provide a watermarking scheme di-
rectly from within the compressed domain by options 2) - 4), rather than as a
preprocess to video encoding.
2.2.3.2 Option 2) Residual Watermarking
Residual watermarking is achieved by embedding data within the prediction er-
rors. Embedding can be performed within the transformed quantized coecients
or prior to residual transformation, in the exact prediction block residuals. Nat-
urally researchers prefer residual transform domain embedding [36{40] to ensure
watermarked data does not undergo lossy quantisation within the encoding, which
could distort or remove embedded data. Residual watermarking can provide a
highly imperceptible watermarking scheme, however with limited robustness ca-
pabilities. Due to advancements within codec prediction scheme accuracy [3], less
margin for residual watermarking becomes available. Both overall robustness and
imperceptibility can be increased by selecting particular blocks with none zero
DC coecients [36, 40] or embedding only within specic AC transform residual
coecients [36].
2.2.3.3 Option 3) Motion Vector-based Watermarking
Inter predicted blocks can be watermarked by modifying the MVs. Literature is
available describing MV watermarking algorithms [41{44]. MVs are usually en-
coded with high priority so most the majority of MV-based watermarking schemes
are highly robust. However, modifying the motion within the frame is highly per-
ceptible so schemes must be extremely cautious not to distort the overall video
sequence. Signicant improvements in visual quality are attainable by limiting
which MVs to modify, based on their magnitude [42], angular phase [43] or tex-
ture present [44] within the frame. A major limitation of MV based watermarking
is the high fragility to video reformatting.
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2.2.3.4 Option 4) Bitstream domain Watermarking
The watermark can be embedded directly into the bitstream or partially decoded
bitstream data. It is highly complex and there is very limited room for embed-
ding directly in the bitstream so entropy decoding is usually performed to allow
residual or MV watermarking within the partially decoded bitstreams. Bitstream
domain algorithms [45{48] are usually computationally economical and suitable
for real-time application. The main associated problem with bitstream domain
algorithms is watermark drift. Any embedded information in the bitstream is
seen as an error which propagates throughout the decoder and causes distor-
tion when predicting the intra and inter blocks. Bitstream domain watermarking
schemes must consider drift compensation within their design [46].
2.3 Image Saliency Models
Our eyes receive vast streams of visual information every second (108-109 bits)
[49]. This input data requires signicant processing, combined with various intel-
ligent and logical mechanisms to distinguish between any relevant and insignif-
icant redundant information. This section summarises many of the available
computational methodologies to estimate the VA of an image or static scene.
Human vision behavioural studies [50] and feature integration theory [51] have
prioritised the combination of three visually stimulating low level features: in-
tensity, colour and orientation which comprise the concrete foundations for nu-
merous image domain saliency models [52{56]. Salient objects are not size spe-
cic therefore Multi-Resolution Analysis (MRA) is adopted within many mod-
els [52,54,57,58]. Classical low level computational saliency model framework [54]
is shown in Figure 2.2. The Itti framework [54] adopts gabor lters and an RGBY
colourspace. This is combined with a center-surround approach to determine con-
trasting regions of diering intensity, colour and orientation. A winner-takes-all
system fuses together each of the feature maps into an output saliency estimation.
Later studies incorporate high level features within the low level saliency design
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Figure 2.2: Classical feature based visual attention model structure for imagery
or static scenery.
such as face detection [59], text detection [60] and skin detection [61]. A major ad-
vantage of these high and low level feature models is the simplicity to incorporate
additional features, within the existing framework in Figure 2.2, combined with
a linear feature weightage, dependant upon the application. However, the main
drawback lies within the computational complexity as MRA the approach gen-
erates many processable feature maps for combination. Various other proposed
techniques can detect attentive scene regions by histogram analysis [62], locating
inconsistencies within neighboring pixels [63], object patch detection [58], graph
analysis [64], log-spectrum analysis [65] and symmetry [66].
Available models can be broadly categorised into a bottom-up or top-down ap-
proach, many of which are documented within the survey paper from Borji [56].
Image driven bottom-up models [54, 57, 67, 68] are dependant solely upon infor-
mation within the scene where as knowledge driven top-down models [59, 61]
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depend upon prior scene knowledge upon distinguishable features. Most existing
approaches adopt a bottom-up architecture. The RARE model [67] combines
both colour and orientation features, deduced from multiresolution gabor lter-
ing. A rarity mechanism is implemented to estimate how likely a region is to be
salient, by histogram analysis. Erdem [68] adopts classical architecture, as used
within the Itti model [54], to segment intensity, colour and orientation contrasts.
However, nonlinear feature map combination is implemented. Firstly, the input
image is decomposed into numerous non-overlapping frame regions and the visual
saliency of each area is computed by examining the surrounding regions. Any
regions portraying a high visual salience exhibit high dissimilarity to their neigh-
boring regions in terms of their covariance representations based on intensity,
colour and orientation.
This research requires an ecient saliency model for direct integrability within
the watermarking framework. Previous wavelet domain approaches either provide
insucient model performance as are based on coecient average variance [69]
or require multiple frame resizing prior to saliency estimation [57]. The Ngau
model [69] estimates visual salience by locating coecients which diverge greatly
from the local mean within the LL wavelet subband. This procedure is performed
across both Luma and chroma channels to provide a fast wavelet based estimation
of visual salience.
2.4 Video Saliency Models
Seldom work has been directed towards video saliency estimation, in comparison
to the image domain counterpart, as temporal feature consideration dramatically
increases the overall VA framework complexity. Most typical video saliency esti-
mation methodologies [52,70,71] [72{76] exist as a supplementary extension from
their image domain algorithms, as shown in Figure 2.3. As with the image do-
main feature integration models, video saliency algorithms must decipher through
large amounts of redundant information, across each feature map, in order attain
benecial data.
Research estimating VA within video can also be derived from exploiting spa-
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Figure 2.3: Classical feature-based visual attention model structure for video.
tiotemporal cues [77], structural tensors [78] and optical ow [79]. As with the
image domain saliency model analysis in Section 2.3, this thesis requires an ef-
cient wavelet-based saliency model which is suitable for smooth incorporation
within the video watermarking framework.
2.5 Visual Attention and Watermarking
This section describes the link between visual saliency and the watermarking do-
main. Current VA-based watermarking methodologies are also described, high-
lighting close related works to content within this thesis.
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2.5.1 Saliency-based Watermark Coecient Selection
Digital watermarking is a classical tradeo between watermark robustness and
scene imperceptibility where as the VAM highlights conspicuous regions viewer
attention is drawn towards. By employing VA mechanics within the digital wa-
termarking framework, an increased overall robustness against various adversary
attacks is possible, while subjectively limiting any perceived visible artifacts by
the human eye. This thesis provides solutions towards VA-based watermark-
ing where inattentive scene areas determine the most appropriate coecients to
embed within a media source.
2.5.2 State-of-the-Art Visual Attention-basedWatermark-
ing
Research incorporating VA mechanisms within the watermarking framework doc-
uments increased embedding strength within the scene ROI [80{87]. The moti-
vation is to protect the key identiable frame features contained within a scene,
providing a high robustness toward cropping. The main drawbacks to this VA-
based solution are:
 Increasing the watermark strength within eye catching frame regions is
perceptually dangerous as human attention will naturally be drawn towards
any additional embedding artifacts.
 In a video sequence the ROI can shift throughout the entire sequence, hence
ecient video cropping is problematic and very uncommon. This under-
mines the motivation of the proposed methodology.
 Scenes exhibiting sparse saliency will potentially contain extensively fragile
or no watermark data.
The closest related work to this thesis is described within the literature in [81].
A wavelet based watermark is embedded directly into the most salient frame
portions, while the rest of the frame is ignored. The watermarking scheme is
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a) b)
c) d)
Figure 2.4: Demonstrating the eect of VA within the watermarking framework.
a) Original ROI-based watermarked frame b) Extracted watermark c) Patched
frame d) Extracted watermark from patched frame.
designed to provide a high robustness against cropping and patching attacks.
However, only small portions of the frame are digitally protected, limiting the
overall usefulness of the watermarking scheme. Figure 2.4 shows the results of an
extracted watermark in the original and patched frame. The top row shows the
original frame whereas the bottom row shows a dierent frame with the patched
ROI from the top row.
Other current VA-based watermarking methodologies do provide limited useful-
ness dependant upon the application. Medical imagery requires a high resolution
ROI enclosed by a homogeneous surrounding background, for which literature
provides saliency-based watermarking schemes [85,86]. ROI-based watermarking
is also useful to provide robustness against patching attacks [81], as described in
Section 3.1.4.
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2.6 Conclusions
In this chapter, existing state-of-the-art watermarking and saliency models were
discussed for both image and video. Proposals documenting wavelet-based, com-
pressed domain and uncompressed domain watermarking algorithms are debated.
Further examined are notable image and video domain VA-based research ad-
vancements. The literature into VA-based watermarking methodology is dis-
cussed incorporating a high strength embedding strength with the scene ROI,
without consideration toward subjective imperceptibility. Within the scope of
this thesis, the aim is to provide robust VA-based digital watermarking solutions
for image, uncompressed video and compressed domain video sequences. By in-
corporating VA-driven coecient selection within the watermarking framework,
there is substantial potential to increase the overall robustness of existing water-
marking systems without compromising the subjective media visual quality.
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Chapter 3
Background Overview
Digital watermarking, the VAM and HEVC codec are three main components of
this thesis. This chapter presents an overview of digital watermarking and VA,
describing possible real life application scenarios. An insight into the domain of
the HEVC codec, is also provided, due to its relevance within this thesis.
3.1 Digital watermarking
3.1.1 Denition, Properties and Applications
Digital watermarking is dened as the copyright or author identication infor-
mation which is embedded directly into digital media ensuring imperceptibility,
robustness and security. As digital technology has dramatically expanded within
the last decade, copyright protection is now an essential part of many multimedia
based companies to establish ownership identication on digital products. When
designing a watermarking scheme, numerous properties must be considered which
are usually dened by the application requirements. Table 3.1 lists and describes
various common watermark properties.
Watermark embedding can be performed within both the pixel or transform do-
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Table 3.1: General watermark properties requirements.
Property Brief Description
Imperceptible No visible traces of watermark artifacts should
be present which cause distortion to the media.
Robust The watermark must be reliably detectable after
an adversaries intentional (or non-intentional)
attacks.
Payload Capacity The watermark payload capacity is the amount of
information present within the watermarked
media. Embedded systems should consider and limit
potential data-rate increases.
Ecient Performance In many applications, real-time processing is a
key requirement [88]. Highly ecient
algorithms are required, especially when
combatting media sources streamed live.
main. Embedding data implementing frequency decomposition is a highly popu-
lar choice, as this characterises human eye perception of the media [89]. Frequency
domain watermarking can potentially provide a greater imperceptibility and ro-
bustness compared with spatial domain approaches. Watermarking algorithms
are highly advantageous towards various applications and range across a variety
of disciplines, which are summarised within Table 3.2.
3.1.2 Watermarking Process
Digital watermarking consists of 2 processes: 1) Watermark Embedding and 2)
Extraction and Authentication. Each of these techniques are described in further
detail.
3.1.2.1 Watermark Embedding
The embedding procedure inserts watermark information, within the host media,
modifying all or chosen pixels (spatial domain embedding); or coecients (fre-
quency domain embedding), to ensure a joint robust and imperceptible tradeo.
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Table 3.2: Applications of digital watermarking.
Application Brief Description
Access control Determine the viewing control for applications
such as pay television.
Broadcast monitoring Tracking whenever a specic video is being
broadcasted.
Copy control Using watermarking to disable illegal copying of
the media content.
Media transaction Record the receipt of a media transaction so if
tracking the content is illegally distributed it can be
traced back to the buyer.
Medical Authenticate private digital medical documents
such as MRI scans, blood test and urine test
results.
Owner identication An owner can determine a legitimate claim to the
media in question.
Personal documentation Authentication of nancial documents such as
authentication banking, insurance etc
Video server host Control illegally uploaded content available from
authentication video hosting websites.
Figure 3.1: Watermark embedding procedure.
This can be expressed in elementary form as:
I0 = (I;W ); (3.1)
where I and I0 are the host and watermarked media source, respectively, W is
the watermark information and () is the embedding function. The embedding
function can further be categorized into sub-processes: 1) forward transform (for
frequency domain), 2) pixel / coecient selection, 3) embedding method (ad-
ditive, multiplicative, quantization etc.) and 4) inverse transform, as portrayed
in Figure 3.1. Naturally, stages 2) and 4) are omitted within spatial domain
watermarking.
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Figure 3.2: Watermark extraction and authentication procedure.
3.1.2.2 Extraction and Authentication
Suggested within the process name, this consists of two subprocesses, namely:
1) watermark extraction and 2) authentication of the extracted watermark. By
using a similar input parameter set, the watermark extraction procedure follows
a reverse of the embedding algorithm. Based upon watermark extraction criteria,
any watermarking method can be categorized within either: 1) non-blind type or
2) blind type. For the rst category, a copy of the original raw un-watermarked
media is required for extraction, whereas blind watermark extraction transpires
directly from the test image itself. The watermark extraction process can be
written, in a simplied form as:
W0 = $(I0; I); (3.2)
where W0 is the extracted watermark and $() is the extraction function. Au-
thentication is performed by comparison of the extracted watermark with the
original watermark information and computing closeness between the two in a
vector space. Common authentication methods are dened by calculating the
similarity correlation or Hamming distance, H, between the original embedded
and extracted watermark using the following equation:
H(W;W0) =
1
L
L 1X
i=0
W W0; (3.3)
where L represents the length of the watermark sequence and  is the XOR
logical operation between the respective bits. A complete overall system diagram
of extraction and authentication process is shown in Figure 3.2. As with the
watermark embedding procedure, shown in Figure 3.1, the transform stage is
omitted within spatial domain watermarking.
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Figure 3.3: General wavelet-based watermarking framework.
3.1.3 Wavelet-based Algorithms
Among the available watermarking schemes, spread spectrum domain watermark-
ing, especially the DWT domain algorithms, is a popular choice due to its joint
spatial and frequency decomposition characteristics. Many wavelet domain wa-
termarking algorithms are available [9, 11{13, 16, 19, 90{93] which oer robust
performance against various attacks including ltering and natural image pro-
cessing. Every Watermarking scheme falls into one of two classes namely: blind
or non-blind, dependant on whether the original work is available at the decoder
for watermark extraction. Both watermarking cases are described in more detail
in Section 3.1.3.1 and Section 3.1.3.2.
Figure 3.3 shows the basic framework for a wavelet-based watermarking scheme.
A forward DWT is applied toward the host media before watermark data is em-
bedded within the selected subband coecients. An Inverse Discrete Wavelet
Transform (IDWT) concludes the watermark embedding procedure. A wide va-
riety of potential adversary attacks, as described in Section 3.1.4, can occur in
an attempt to distort or remove any embedded watermark information. The ex-
traction operation is performed after a forward DWT. The extracted watermark
is compared to the original embedded sequence before an authentication decision
veries the watermark presence.
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3.1.3.1 Non-blind Watermarking
Magnitude-based additive watermarking [10,12,16,93{96] is a popular choice for
many people when using a non-blind watermarking system, due to its simplic-
ity. Wavelet coecients are modied dependant upon the watermark weighting
parameter, , the magnitude of the original coecient, C(m;n) and the binary wa-
termark information,W(m;n). The watermarked coecients, C
0
(m;n), are a function
of C(m;n) described in Equation (3.4):
C 0(m;n) = C(m;n) + !(m;n)C(m;n): (3.4)
W(m;n) is derived from a pseudorandom binary sequence, b 2 (1; 0) using weighting
parameters W1 and W2 (where W2 > W1) which are assigned in Equation (3.5)
as follows:
W(m;n) =
(
W2 if b 2 (1; 0) = 1
W1 if b 2 (1; 0) = 0:
(3.5)
To obtain the extracted watermark, w0(m;n), Equation (3.4) is rearranged in Equa-
tion (3.6):
w0(m;n) =
C 0(m;n)   C(m;n)
C(m;n)
: (3.6)
Since the non-watermarked coecients C(m;n) are needed for comparison, this
results in non-blind extraction. A threshold limit of Tw =
w1 + w2
2
is used to de-
termine whether a 1 or 0 was originally embedded as described by Equation (3.7):
b 2 (1; 0) =
(
1 if W(m;n) > Tw
0 if W(m;n) < Tw:
(3.7)
3.1.3.2 Blind Watermarking
Quantization-based watermarking, [11, 19, 90, 95, 97], is a blind scheme which
relies on modifying various coecients towards a specic quantization step. As
proposed in [11], the algorithm is based on modifying the median coecient
towards the step size, , by using a running non-overlapping 3x1 window. The
altered coecient must remain the median value, of the three coecients within
the window, after the modication. The equation calculating  is described in
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Figure 3.4: Blind quantisation-based coecient embedding.
Equation (3.8):
 = 
(Cmin) + (Cmax)
2
; (3.8)
where Cmin and Cmax are the minimum and maximum coecients, respectively.
The median coecient, Cmed, is quantised toward the nearest step, dependant
upon b 2 (1; 0). Quantisation-based watermark embedding is shown in Figure 3.4.
The watermarked bit, Wext, for a particular window position, is extracted by the
condition in Equation (3.9):
Wext 2 (0; 1) = [Cmax   Cmed

]%2 (3.9)
where % denotes the modulo operator to detect an odd or even number and Cmed
is the median coecient value within the 3x1 window.
3.1.4 Watermark Attacks
Numerous conceivable adversaries attacks are possible, which attempt to distort,
tamper or remove the watermark from copyrighted material. Any process which
can distort the media watermark is classied as a watermark attack. We have
categorised potential attacks under the following headings: additive, ltering, ge-
ometric, compression, editing, temporal and other. A full table detailing feasible
watermark attacks is shown in Table 3.3 and Table 3.4.
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Table 3.3: Digital watermark attacks 1.
Category Method Brief Description Ref
- random noise Distort the media by modifying the magnitude - [98] [99]
Additive addition of random coecients. Usually achieved by [100] [101]
Attack Gaussian or salt and pepper noise.
- multiple Add own watermark ontop of the existing - [102] [100]
watermark watermark to claim ownership of the media.
- mean Apply a mean, median, gaussian, denoising or
- median deblurring lter, which can be applied by
Filtering - gaussian using various kernel sizes and diering - [99] [101]
Attack - denoising parameter values. Filtering attacks are
- deblurring performed by the convolution of an NxN sized
kernel over each scene.
The aim of a geometric attack is to lose
- Cropping spatial synchronisation of the watermark, - [103] [104]
within the data. Cropping attacks 'chop o' [99] [101]
- Rotation unwanted regions within the media and then - [103] [105]
convert the resolution of the media back to [99] [101]
- Scaling its original dimensions. For rotation attacks, - [103] [104]
the entire media is pivoted around the center [105] [99]
point by a small oset amount of degrees. [100]
- Translation Scaling aects the media resolution and
Geometric aspect ratio. (similar to cropping) A - [103] [105]
Attack translation is achieved by moving every point
- Shearing a constant distance, in a specied direction
and bending and zero padding the open gaps. Shearing and - [103]
bending occurs by interpolating the media to
- Row and an entirely dierence shape. For row and
column column removal attack, random rows and columns - [104]
removal are removed before interpolating the signal
back to the original resolution.
- Lossy - Compression attacks can non-intentionally
compression remove embedded watermark data as lossy - [105] [100]
compression can modify coecients to ensure
Compression highly ecient bit-rates.
- Data - Recompressing data into another format can
Reformatting also distort embedded information. (E.g - [105] [100]
JPEG2000, HEVC, H.264, MPEG-2)
Editing attacks are popular within media
- Border broadcasting sites such as Youtube. The
Modication pixels surrounding the frame edge are modied
in border modication. Feature addition
Editing incorporates many techniques including adding - [106]
Attack - Feature subtitles and annotations. This usually
Addition non-intentional watermark attack is very
common, especially with user-friendly
commercially available software such as
- Patching Photoshop. Patching comprises of pasting
a cropped portion from one scene into another.
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Table 3.4: Digital watermark attacks 2.
Category Method Brief Description Ref
Temporal watermark attacks occur within video
- Frame watermarking systems. The main aim is to - [105] [100]
order destroy any temporal synchronisation between
changing the watermark and media. Frame reordering (i.e
Temporal swap every 8th and 9th frame) is the rst
Attack - Frame conventional method to distort the watermark. - [98] [103]
dropping Frame dropping removes selective individual [104] [105]
frames from the media and can entirely [100] [101]
eliminate any watermark information on those
- Frame frames. Frame averaging attempts to remove any - [98] [105]
averaging data protection information by calculating [100] [101]
the mean between selected consecutive frames.
- Gamma correction transforms the luminance
- Gamma by a non-linear equation to increase the - [101]
correction overall contrast.
- Histogram equalisation enhances the frame
- Histogram contrast. The intensity values are spread - [101]
equalisation over the maximum range by the collective
cumulative frequency.
- Sharpening media enhances the overall
- Sharpening contrast between light and dark features. - [101]
- Recapturing of the video using an external
- media device is a major issue within multimedia - [107]
recapturing security today. (i.e recording cinema lm
Other with a hand held camera) This has many
Attacks problems associated with it, such as
- colour accidental geometric attacks. - [103]
space - Values become clipped and rounded when
conversion converting colour-space. (e.g YUV to RGB)
- Mosaic attacks are performed by breaking
- Mosaic up the entire watermarked media in many - [102]
Attack smaller components and reassembling.
- Collect several frames and compare, using
- Collusion statistical averaging, to remove the - [100]
Attack watermark from the frames.
- Dithering is an intentionally applied form
- Dithering of noise used to randomly quantise the media. - [98]
It has the illusion that more colours are
present from a limited quantised frame.
3.2 The Visual Attention Model
3.2.1 Approach to Visual Saliency
The Human Visual System (HVS) has a limited processing capacity which en-
forces competitive neural representation. When viewing a typical scene, the hu-
man or primate visual cortex must select specic regions to focus upon. Areas
of visual interest stimulate nerve cells creating human gaze to xate towards a
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a) b) c)
Figure 3.5: Visually stimulating features individually dened by a) Intensity
contrast b) Colour contrast c) Orientation contrast.
particular region. This stimulation can correspond from unorthodox motion in a
video sequence or prominent objects within static imagery. An object is classi-
ed as visually salient if it stands out from its surroundings and diverges human
attention.
Computational modeling of the visual cortex commenced from early feature inte-
gration studies [51]. The theory states VA is derived from a parallel combination
of components which excite neural stimuli. These visually stimulating features
include intensity, colour and orientation contrast as shown in Figure 3.5. Various
methodologies have been previously proposed to accurately model the human
visual cortex for both image and video [74], many of which are described within
Chapter 2.
3.2.2 Visual Saliency Model Evaluation
Saliency models are most suitably evaluated via subjective analysis, however this
can be a sluggish procedure. The use of objective metrics are also important,
providing a fast model evaluation.
Subsequent ground truth Region of Interest (ROI) frames, governed by the out-
come of intensive visual testing [108], are manually created, from which Receiver
Operating Characteristic (ROC) curves determine model accuracy [109]. The
Area Under the ROC Curve (AUC) evaluates model performance, as shown in
Figure 3.6. An AUC of 1 represents a perfect coherent saliency, whereas an area
of 0:5 represents a worthless saliency map. The main drawback of evaluating
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Figure 3.6: ROC curve example.
saliency models with an objective metric is generating accurate ground truth
frames, which rely upon subjective assessment to classify salient regions into bi-
nary segments. Computational complexity of the saliency model is gauged by
calculating the average scene processing time to generate a saliency map.
3.2.3 Applications of Visual Saliency
Visual saliency estimation is a highly powerful tool, providing great benets to-
wards applications such as watermarking, automatic frame resizing, auto-collage,
compression and frame summarisation.
The VAM can be incorporated within the watermarking framework by embed-
ding larger amounts of data within visually unattractive frame regions. Inatten-
tive regions are less likely to catch human gaze, therefore the system provides a
subjective increase in watermark imperceptibility. Figure 3.7 shows how incorpo-
rating VA within the watermarking framework can dramatically decrease overall
embedding distortion. Further information is located within Chapter 5, which
solely focuses upon VA-based watermarking. By employing saliency based frame
compression, coecients located far from conspicuous areas receive greater quan-
tization, compared with the visually attentive counterparts. By preserving frame
quality within salient locations, it is possible to dramatically increase the overall
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a) b)
Figure 3.7: Demonstrating the eect of VA within the watermarking framework.
a) Watermark embedding without incorporating VA b) Watermark embedding
incorporating VA.
a) b)
Figure 3.8: Demonstrating the eect of VA-based compression. a) Compressed
frame without VA consideration b) Compressed frame in coherence with VAM.
subjective frame quality, as shown in Figure 3.8. A visually appealing collage
can be automatically formed as an output from various input images, summaris-
ing the overall theme depicted within the various frames. This is demonstrated
in Figure 3.9 and further information can be found within the literature [110].
Figure 3.10 demonstrates automatic frame resizing in coherence with the VAM.
This methodology is especially applicable to devices requiring a limited frame
resolution, such as mobile phones, so any media content can be viewed across
multiple platforms with optimal visual quality [111] [60]. Regions which require
cropping will be selected from visually uninteresting frame areas. VA can be
incorporated within individual images or an entire video sequence, to provide
a video summarisation. By segmenting important aspects into a smaller con-
tained abstract, key features within the media content are automatically high-
lighted. There are many other applications for visual saliency models across a
wide variety elds including: advertising [112], medical research [113] and media
30
Figure 3.9: A collage, automatically formed from multiple salient frame regions.
a) b)
Figure 3.10: Automatic frame cropping and resizing a) Original frame b) Auto-
matically resized/cropped in coherence with VAM.
superresolution [114].
3.3 HEVC Codec
There is an increasing need to compress data eciently as the demand for higher
quality media distribution rises. H.264/AVC was released in 2003 [115], so ad-
vancements within video codec structures are required to cope with the expansion
of high denition storage. The Joint Collaborative Team on Video Coding (JCT-
VC) are currently working on a state of the art video codec system, HEVC, with
imminent plans to nalise the standard. [3] The HEVC codec increases the video
coding gain by the implementation of content adaptive prediction schemes. With
the current HEVC Test Model under Consideration (TMuC) it is possible to ac-
quire the same video quality as obtained with H.264/AVC and achieve bitrate
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Figure 3.11: HEVC comparison with H.264/AVC predecessor.
savings of up to 50% [3], as shown in Figure 3.11.
The overall structure of HEVC bears resemblance to classical hybrid video codec
architecture, however, there are numerous improvements compared with the
H.264/AVC predecessor. New key features include an Advanced Motion Vector
Prediction (AMVP), an enhanced Context-Adaptive Binary Arithmetic Coding
(CABAC) and an improved intra coding scheme. HEVC is devised to cover a
wide range of functionality for video content. Applications include but are not
limited to: video camcorders, digital cinema, HD transmissions, internet stream-
ing, medical imagery, mobile data streaming, real-time interactive conversational
services (videoconferencing, facetime, videophone, etc.), video surveillance cap-
ture, multimedia storage (blu-ray, digital recorder for video, etc.) and wireless
displays. Figure 3.12 shows a diagram of a typical HEVC encoder.
3.3.1 Coding Structure
HEVC employs a variable length Group of Pictures (GOP), dependant on the
coding structure, containing either I, B, P or generalised B frames. Three coding
structures are supported by the HEVC codec, namely: 1) All intra, 2) Low delay
and 3) Random access. In the rst case, each frame in the entire sequence is
encoded as an I-frame or Instantaneous Decoding Refresh (IDR) picture. There
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Figure 3.12: HEVC encoder diagram.
is no temporal prediction as each frame is individually encoded independent of one
another. For low delay, the rst picture is coded as an IDR frame with consequent
frames coded as generalized P or B frames. To ensure computationally ecient
coding, all temporal predictions are formed from past frames. The latter case,
random access, implements a hierarchial B-frame structure, with an IDR frame
inserted cyclically approximately once every second. Temporal predictions are
formed from both past and future frames. Note that the Picture Order Count
(POC) is not the same as the frame coding order, due to the future dependant
B-Frame predictions. Figure 3.13 shows the 3 possible coding structure types.
3.3.2 Block Structure
HEVC employs an improved, more exible quad-tree block partitioning structure
within the prediction and transform stages of the codec. This ensures a more
ecient block partitioning scheme as a greater number of block sizes are available.
The HEVC block structure is determined by 3 main components; Coding Unit
(CU), Prediction Unit (PU) and Transform Unit (TU).
The CU contains a hierarchial structure, as shown in Figure 3.14, denes a max-
imum block depth of 4 sizes. The quadtree syntax allows for splitting the CU
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a) b)
c)
Figure 3.13: The three possible coding structures within HEVC a) All intra, b)
Low delay and c) Random access.
into an appropriate size dependant upon the region characteristics by signalling
a split ag. The CU is further decomposed into the PU, which comprises of 4,
8, 16, 32 and 64 block sizes only. Figure 3.15 displays the available PU block
partitioning sizes available where n = N=2 and U , D, L and R represent the
upper, lower, left and right block dimensions, respectively. It is signicant to
note that intra mode prediction blocks can only take the form of PART 2Nx2N
or PART NxN , while inter prediction mode has full access to all 8 PU block
dimensions. Further partitioning occurs within the TU, where obtainable block
sizes range from 4x4 to 32x32.
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Figure 3.14: CU Block partitioning structure with the HEVC codec.
Figure 3.15: Possible PU Block partitioning options with the HEVC codec.
3.3.3 Intra Coding
Intra mode prediction is coded from coecients within the same frame, without
any temporal referencing, to exploit spatial correlation among pixels. HEVC in-
corporates a novel Arbitrary Directional Intra (ADI) prediction scheme to reduce
residual errors, which arise from inaccurate block estimations in previous coding
standards. Angular intra prediction is performed by interpolating the reference
points, taken from the decoded boundary samples, surrounding each adjacent
intra block. The best approximation from 33 diering angular predictions plus 2
additional modes from a DC average or planar prediction is chosen for the overall
block prediction [116], as shown in Figure 3.16.
Each prediction mode utilizes the same set of reference points, Rx;y, which are
depicted in Figure 3.17. DC mode provides a suitable block estimation when
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Figure 3.16: Possible ADI prediction modes.
predicting at homogeneous regions. The prediction samples, Px;y, for an N by
N block are calculated from a zero order equation, described by:
Px;y =
PN
x=1Rx;0 +
PN
y=1R0;y
2N
: (3.10)
where x and y represent the horizontal and vertical reference point indices, re-
spectively. Essentially, DC prediction is derived from the mean of all reference
points.
Planar prediction provides a suitable block approximation for smooth sample
surfaces within homogeneous regions, without containing any prominent edge
boundaries. [117] The prediction comprises from a combination of 2 rst order
linear equations, P1x;y and P2x;y, using 4 reference sample points:
Px;y = P1x;y + P2x;y >> 1; (3.11)
P1x;y = Lnx;y(RN;y +R0;y);
P2x;y = Lnx;y(Rx;N +Rx;0);
where Lnx;y is the linear interpolation between the respective reference samples.
Planar prediction is a combination of both a horizontal and vertical estimation.
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Figure 3.17: Reference samples R(x; y) used to predict prediction samples P (x; y)
for an N N block.
3.3.4 Inter Coding
Inter frame prediction requires a previous or future reference frame to estimate
the current PU block, by exploiting temporal redundancies. A motion vector
(MV) determines reference to this temporal coherence, which is calculated up to
quarter-pel accuracy for the luma component and 1/8th-pel accuracy for chroma.
3.3.4.1 Motion Compensation
HEVC implements an 8-tap lter, 8tap[i], for half-pel positions and a 7-tap l-
ter, 7tap[i], for the quarter-pel locations. The long interpolation lter length
improves precision compared to the H.264/AVC predecessor. Table 3.5 shows
the 7 and 8 tap lter coecients, which are derived from the Discrete Cosine
Transform (DCT). [118] The integer values within the lters eliminate the need
for intermediate rounding, reducing errors. Figure 3.18 shows how the origi-
nal luma coecients, (A(0; 0), B(0; 0), C(0; 0) and D(0; 0)) displayed in a blue
box, are interpolated. The 7-tap lter calculates the coecients shown in red,
(A(0; 1), A(0; 3), A(1; 0), A(1; 1), A(1; 2), A(1; 3), A(3; 0), A(3; 1), A(3; 2) and
A(3; 3)) whereas the yellow regions portrays coecients within the half-pel posi-
tion, (A(0; 2), A(2; 0), A(2; 1), A(2; 2) and A(2; 3)) calculated by an 8-tap lter.
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Table 3.5: Filter coecients for luma fractional sample interpolation.
index[i] -3 -2 -1 0 1 2 3 4
8tap[i] -1 4 -11 40 40 -11 4 1
7tap[i] -1 4 -10 58 17 -5 1
Figure 3.18: Integer and fractional sample positions for luma interpolation.
For YUV 4:2:0 video, the chroma components for the fractional sample interpo-
lation process are highly comparable with the luma, except a 4-tap lter used to
obtain 1/8-pel accuracy.
3.3.4.2 Advanced Motion Vector Prediction (AMVP)
HEVC enforces a unique merge mode to perform AMVP. Merge mode derives mo-
tion information (MV and reference picture indices) from spatially or temporally
neighboring blocks. Index information from one of several selectable merge mode
candidates is transmitted. Figure 3.19 shows the possible spatial (a1, b1 ,b0 ,a0
,b2) and temporal (H, C3) candidates for an inter coded PU block. AMVP selects
the most suitable candidate from the list so only merge mode index, predicted
MV dierence and residual data is required for transmission.
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a) b)
Figure 3.19: Possible inter merge mode candidates, located a) spatially b) tem-
porally.
3.4 Evaluation Tools and Datasets
This section describes evaluation tools and common parameter values, within
each experiment (unless otherwise stated), used throughout this thesis.
3.4.1 Subjective and Objective Evaluation Tools for Vi-
sual Quality
Visual quality can be evaluated by both subjective and objective evaluation.
Objective metrics dene a precise value, dependant upon mathematical modeling,
to determine visual quality. Numerous existing techniques exist:
PSNR - Peak Signal to Noise Ratio (PSNR) [119] is one of the most commonly
used visual quality metrics. It is based on the root mean square error (RMSE) of
two images, or frames, with a dimension of XY as described in Equation (3.12)
and Equation (3.13).
PSNR = 20log10(
255
RMSE
)dB: (3.12)
RMSE =
vuut 1
X  Y
X 1
m=0
Y 1X
n=0
(I(m;n)  I0(m;n))2: (3.13)
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SSIM - Structural Similarity Index Measure (SSIM) [120] assumes that the HVS
is highly adapted for extracting structural information from a scene. Unlike
PSNR, where average error between two images is taken into consideration, SSIM
focuses on a quality assessment based on the degradation of structural informa-
tion. By using local luminance and contrast rather than average luminance and
contrast, the structural information in the scene is calculated.
JND - Just Noticable Dierence (JND) [121] DCT transforms the host and
original media before using thresholding. The thresholds are decided based on
1) luminance masking and 2) contrast masking of the transformed images. The
threshold for luminance pattern relies on the mean luminance of the local image
region, whereas the contrast masking is calculated within a block and particular
DCT coecient using a visual masking algorithm.
Objective measurements cannot always accurately assess media quality. Two dis-
torted frames with comparable PSNR, SSIM or JND do not necessitate coherent
media quality. Two independent viewers can undergo entirely dierent visual
experiences, as two similarly distorted frames can provide a contrasting opinion
for which contains higher visual quality. Subjective evaluation evaluates media
quality by assessing human perception. In this thesis, two subjective evaluation
measures are performed, namely:
DSCQT- Double Stimulus Continuous Quality Test (DSCQT) [122] subjectively
evaluates any media distortion by using a continuous scale. The original and
distorted media is shown to the viewer in a randomised order, who must measure
the media quality of both data sets by Degradation Category Rating (DCR), as
shown in 3.20a). A visual quality degradation rating value is calculated by the
absolute dierence between the two subjective results.
DSIST- Double Stimulus Impairment Scale Test (DSIST) [122] determines the
perceived visual degradation between two media sources, implementing a discrete
scale. Unlike the DSCQT case, the original and distorted media order are not
randomised. A viewer must rank any quality deterioration, on a 5-point discrete
Absolute Category Rating (ACR) scale, as shown in 3.20b).
Training images are rst shown, in both subjective cases, to acclimatize viewers
40
a) b)
Figure 3.20: Subjective testing visual quality measurement scales a) DCR con-
tinuous measurement scale b)ACR ITU 5-point discrete quality scale.
a) b)
Figure 3.21: Stimulus timing diagram for a) DCR method b) ACR method.
to each ACR and DCR scoring system. In either of the two subjective tests, a
higher DCR or ACR values represents a greater perceived viewer distortion. Both
subjective evaluation measures follow appropriate testing standard criteria, de-
ned within the International Telecommunication Union (ITU) [122]. An overall
timing diagram for each subjective methodology is shown in Figure 3.21. Note
that the media display time, T1, and blank screen time, T2, should satisfy the
following condition: T1 > T2.
VQM - Video Quality Metric (VQM) [123] - evaluates video quality performance
based upon subjective human perception. It incorporates numerous aspects of
early visual processing, including both luma and chroma channels, a combination
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of temporal and spatial ltering, light adaptation, spatial frequency, global con-
trast and probability summation. A numeric output is generated between 1 and
0 and higher video quality is distinguished by values closer to zero. The VQM
is a commonly used video quality assessment metric as it eliminates the need for
participants to provide a subjective evaluation.
As well as objective and subjective metrics, application-based evaluation mea-
sures also determine the quality of results. Dependant upon the target applica-
tion, a model performance can vary massively.
This thesis incorporates both subjective and objective evaluation methodologies.
Due to the simplicity, both SSIM and PSNR are used for objective watermarking
evaluation. Notably each described objective metric performs in a similar manor,
when dealing with a PSNR of 35 or above.
3.4.2 Experimental Datasets
The experimental datasets can be devised into 2 sections for the image and video
test sequences required throughout this thesis.
3.4.2.1 Image Datasets
The Microsoft Research Asia (MSRA) saliency datadase, by Liu et al [124], pro-
vides thousands of publicly available images, from which 1000 are selected to
form the MSRA-1000. Subsequent ground truth ROI frames, governed by the
outcome of subjective testing, have been manually created as part of the MSRA-
1000 database. The data test set has been manually labeled by 3 users. Each of
the users initially drew a bounding box around the most salient regions of 20,000
frames. The manual labelling took approximately 10-20 seconds per frame and
around 3 weeks in total. The dataset was narrowed down to 5,000 frames by se-
lecting the most consistent data. Salient portions within each of the 5,000 frames
are labeled by 9 users into a binary ground truth map, segmenting the ROI, and
the most consistant 1,000 frame make up the MSRA-1000 database. A test frame
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a) b)
Figure 3.22: MSRA-1000 database a) Test frame from database b) Ground truth
ROI frame.
example from the dataset, with corresponding manually segmented ground truth
map, is shown in Figure 3.22.
The Kodak image test set, containing 24 colour scenes, is also utilised within this
thesis and can be found from the link:
http://r0k.us/graphics/kodak/
3.4.2.2 Video Datasets
The video dataset is taken from [125] and comprises of 15 video sequences, con-
taining over 2000 frames in total. Ground truth video sequences have been gen-
erated from the database by subjective testing as in Section 3.4.2.1. A thumbnail
from each of the 15 test sequences are shows in Figure 3.23.
Condence intervals of 95% are implemented to eliminate any anomalous results,
when dealing with multiple image or video frames. A Pseudorandom binary se-
quence, b 2 0; 1, determines the watermark data to be embedded within each
sequence. All the saliency model and watermarking-based simulations were per-
formed using Matlab.
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Figure 3.23: Video database - 15 thumbnails for each sequence.
3.5 Conclusions
In this chapter an overview and background detailing digital watermarking, VA
and the HEVC codec are presented. Firstly, the basic properties, methodology
and applications behind digital watermarking are briefed, followed by an insight
into the VAM. Saliency model motivation, algorithm evaluation and numerous
applications are consequently described. Finally, the HEVC codec is described,
highlighting new key advancements in video coding technology, such as the new
ADI prediction scheme, hierarchial block structure and new inter mode AMVP.
In the next chapter the state-of-the-art study on wavelet based watermarking
schemes, related to image and video watermarking are discussed. Existing fore-
front approaches towards visual saliency models are also reviewed.
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Chapter 4
Visual Saliency Estimation
The most attentive regions within media can be captured by exploiting and im-
posing characteristics from within the HVS. In this chapter, a novel method is
proposed to detect any saliency information within an image or video sequence.
The proposed methods incorporate wavelet decomposition combined with HVS
modeling to capture any spatiotemporal saliency information which is directly
integrable within the watermarking framework. A unique approach combining
salient intensity, colour and orientation contrasts formulate the essential image
domain saliency methodology where as temporal anomalies greatly contribute
towards the generation of video saliency maps. Each of the image and video VA
algorithms provided in this chapter can be simply implemented and are highly
pertinent toward many wavelet-based applications such as watermarking, com-
pression and fusion.
4.1 Introduction
Physiological and psychophysical evidence demonstrate visually stimulating re-
gions occur at dierent scales within media [126]. Consequently, models proposed
in this work exploit the identiable multi-resolution property of the wavelet trans-
form to generate both an image and video domain model. This thesis addresses
wavelet-based watermarking methodologies based upon the VAM. It is highly
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advantageous to provide a visual saliency model, generated directly from within
the wavelet domain, which is directly integrable within the wavelet-based wa-
termarking framework. Firstly, Section 4.2 presents a spatial saliency model
applicable within the image domain. A consequent video domain saliency model
is provided, in Section 4.3, fusing incoherent temporal characteristics within the
spatial saliency framework.
4.2 Image Domain Saliency
By exploiting the multi-spatial representation of the wavelet transform, VA is
estimated directly from within the wavelet domain. The image saliency model
is divided into 3 sections. Firstly, Section 4.2.1 analyses the spatial scale im-
plemented within the design and Section 4.2.2 describes the saliency algorithm.
Finally, Section 4.2.3 shows the model performance.
4.2.1 Generating Scale Feature Maps
Due to the decreasing resolution after each wavelet decomposition iteration, the
spatial synchronisation of objects within the frame distorts, limiting the useful
contribution of coecients towards the overall saliency map at very ne resolu-
tions. Figure 4.1 shows the successive coecient magnitude of each LH subband,
LHi, interpolated back to full frame resolution for i => f1  7g levels of wavelet
transform using the luma channel. If M represents the maximum subband co-
ecient magnitude, the potential range of coecients within each subband is
LHi => f0  Mg. This normalises the overall saliency contributions from each
subband and prevents biassing towards the ner scaled subbands. Figure 4.1
shows after 5 levels of decomposition, the threshold to retain coecient spatial
synchronisation has been surpassed. Consequently, a highly distorted prole is
displayed for the interpolation after 6 and 7 successive transform decomposi-
tions. The detailed investigation, shown in Figure 4.1, shows limited meaningful
saliency data can be extracted after 5 levels, determining the upper bound of
required transform iterations implemented in the overall algorithm design. This
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a) Original Frame b) 1 level c) 2 levels
d) 3 levels e) 4 levels f) 5 levels
g) 6 levels h) 7 levels
Figure 4.1: Interpolated LH subbands using a CIF resolution (352x288) image,
for each successive wavelet decomposition level.
is true for all images within the database, described in Section 3.4.2.1.
4.2.2 Saliency Map Generation
The LH, HL and HH subbands emphasise horizontal, vertical and diagonal con-
trasts within a frame, respectively, portraying prominent edge boundaries. By
combining these contrasts using an MRA approach, salient scene portions can
be highlighted. This section describes the main body of the wavelet-based image
saliency algorithm.
Each Y,U and V channel is rstly decomposed by 5 levels of wavelet decompo-
sition and normalised within the range f0  Mg. The magnitude of each LH,
HL and HH subband is computed to prevent negative salient regions as contrast-
ing signs can potentially nullify salient regions when combined. To provide full
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resolution output maps, each of the high frequency subbands are consequently
interpolated up to full frame resolution as shown previously in Figure 4.1. Equa-
tion (4.1) depicts this process mathematically, showing how the absolute full
resolution subband feature maps lhi, hli and hhi are generated from the LH, HL
and HH subbands in the luma channel, respectively:
lhi = (jLHij"2i);
hli = (jHLij"2i);
hhi = (jHHij"2i); (4.1)
where " 2i is the bilinear upsample operation by a factor 2 for i levels of wavelet
decomposition. Fusion of lhi, hli and hhi provides a feature map for each subband
in the luma channel. The normalised maps are combined by a weighted linear
summation which is illustrated algebraically in Equation (4.2):
LHY =
5X
i=1
lhi  i;
HLY =
5X
i=1
hli  i;
HHY =
5X
i=1
hhi  i; (4.2)
where i is the subband weightage parameter and LHY , HLY and HHY are the
suband feature maps for the luma channel. Coarse scale subbands mainly portray
edges and other tiny contrasts which can be hard to see. The nely decomposed
subband levels only illustrate large objects, neglecting any smaller conspicuous
regions. For most scenarios, the middle scale feature maps can express a high
saliency correlation although this is largely dependable upon the resolution of the
prominent scene objects. To nely tune the algorithm it's logical to apply a slight
bias toward the middle scale subband maps, i.e, 3 < 2; 4 < 1; 5, although in
practice this provides a minimal algorithm performance improvement over an
equal subband weighting ratio. The reasoning is saliency is not specic towards
a denite resolution [127].
Research suggests promoting feature maps which exhibit a low quantity of strong
activity peaks [54], while suppressing maps aunting an abundance of peaks pos-
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sessing similar amplitude. Similar neighbouring features inhibit visual attentive
selectivity, whereas a single peak surrounded by boundless low activity facilitates
visual stimuli. If m is the average of local maxima present within the feature map
and Mg is the global maximum, the promotion and suppression normalisation is
achieved by Equation (4.3):
LHY = LHY  (Mg  m)2;
HLY = HLY  (Mg  m)2;
HHY = HHY  (Mg  m)2; (4.3)
where LHY , HLY and HHY are the normalised set of subband feature maps.
The entire process is repeated for each of the chroma channels and each of the
LH, HL and HH subband feature maps are consequently forged into a respective
Y, U and V saliency map (Y map, Umap and V map) as shown in Equation (4.4),
Equation (4.5) and Equation (4.6). Each Y, U and V feature map linearly com-
bine in Equation (4.7) forming the nal image saliency estimation, SSpat:
Y map = LHY +HLY +HHY ; (4.4)
Umap = LHU +HLU +HHU ; (4.5)
V map = LHV +HLV +HHV ; (4.6)
SSpat = Y map+ Umap+ V map: (4.7)
Normalisation only occurs only after the nal combination in Equation (4.7).
If the U or V channels portray sparse meaningful saliency information, only a
minimal eect will occur from incorporating these features within the nal map.
An overall saliency model diagram is shown in Figure 4.2.
4.2.3 Results
Subjective and objective experimental results demonstrate the model perfor-
mance against existing state-of-the-art methodologies. The 4 chosen state-of-the-
art approaches are selected for a wide variety of diering approaches to estimate
VA, all of which are described in more detail in Section 2.3. For all objective
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Figure 4.2: Overall Image Saliency Model Block Diagram.
measurements, the experimental database in Section 3.4.2.1 is utilised to eval-
uate the model performance. Figure 4.3, Figure 4.4 and Table 4.1 show the
saliency model performance for image, static video and average scene compu-
tational time, respectively, comparing the proposed method against 4 diering
state-of-the-art techniques. Saliency estimations for 4 images are shown in Fig-
ure 4.3 and 3 video frames in Figure 4.4, where as the mean computational time
from 1000 independent MSRA database images was equated in the bottom row
in Table 4.1.
For Figure 4.3 and Figure 4.4, row 2 demonstrates the performance of the Itti
model [54], which portrays moderate saliency estimation, when subjectively com-
pared to the ground truth frames in row 6. A drawback to this model is the added
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Figure 4.3: Image Saliency model state-of-the-art comparison: Row 1 - Original
image from MSRA database. Row 2 - Itti model [54]. Row 3 - Rare model [67].
Row 4 - Ngau model [69]. Row 5 - Erdem model [68]. Row 6 - Proposed Method.
Row 7 - Ground Truth.
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Figure 4.4: Static video frame comparison to state-of-the-art: Row 1 - Original
sequence frame. Row 2 - Itti model [54]. Row 3 - Rare model [67]. Row 4 - Ngau
model [69]. Row 5 - Erdem model [68]. Row 6 - Proposed Method. Row 7 -
Ground Truth.
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Table 4.1: Computational time comparing state-of-the-art image domain saliency
models.
Saliency Model Itti [54] Rare [67] Ngau [69] Erdem [68] Proposed
ROC AUC for
1000 frames 0.875 0.906 0.856 0.878 0.887
Computational time
per frame (sec) 0.281 6.374 0.092 16.540 0.142
computational cost, persisting approximately twice the proposed algorithm. The
Rare algorithm [67] is a highly computationally exhaustive procedure to cover
both high and low level saliency features by searching for patterns within a frame.
A good approximation can be seen from row 3, but processing large batches of
data would be irrational due to the iterative nature of the algorithm, taking 45
times the proposed model computation time. The Ngau wavelet-based model [69]
is shown in row 4, but delivers a poor approximation highlighting attentive re-
gions. This model is highly dependant on a plain background with salient regions
to remain the same colour or intensity. For frames containing a wide variety of in-
tensities and colour, the model breaks down as shown in column 2, in Figure 4.3,
where the white portion within the sea is visually misclassied as an interesting
region. Row 5 shows the generated saliency maps from the Erdem model [68].
The proposed model is shown in row 6 and clearly highlights any salient activity
within in each of the 7 frames, by locating the presence of intensity and colour
contrasts. By accurately highlighting any salient regions, within the wavelet do-
main, an authentic visual attention based watermarking scheme can be provided.
For example, the proposed method clearly highlights the orange, bird, strawber-
ries and cricketers, in Figure 4.3, and plane, wolf and snowboarder, in Figure 4.4.
Subjective assessment of the saliency model alone does not provide an adequate
algorithm evaluation. ROC curves in Figure 4.5 and ROC AUC values in the top
row of Table 4.1 contribute an objective measure, as described in Section 3.2.2,
to determine the saliency model performance against numerous state-of-the-art
methodologies. The proposed technique shows superior performance compared
with the Itti and wavelet-based methods having an ROC AUC 1.4% and 3.6%
higher than these models, respectively. The Rare model has an ROC AUC 2.1%
higher than the proposed, but this is acceptable considering the computational
complexity of the context aware algorithm, shown in Figure 4.4. Further results,
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Figure 4.5: ROC curve comparing state-of-the-art image domain saliency algo-
rithms.
portraying scenes with varying frame resolutions, taken from the MSRA-1000
database are shown for inspection in Figure 4.6.
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Figure 4.6: Image saliency model from MSRA-1000 database - column 1: host
image - column 2: proposed saliency map - column 3: ground truth map.
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4.3 Video Domain Saliency
This subchapter concentrates upon wavelet-based video saliency estimation and
it comprises of 5 parts. Firstly, Section 4.3.1 provides an incite into the 2D+t
domain and why this is a logical choice for saliency estimation. Section 4.3.2
describes the temporal saliency map generation, Section 4.3.3 describes compen-
sating for global motion and the nal video saliency algorithm is explained in
Section 4.3.4. Finally, Section 4.3.5 evaluates the proposed model performance.
4.3.1 2D+t Wavelet Domain
To provide a complete wavelet-based solution towards video domain saliency, log-
ically, the 3D wavelet transform is utilised. Video coding research provides evi-
dence that diering texture and motion characteristics occur after wavelet decom-
position from the t+2D domain [128] and incorporating its alternative technique,
the 2D+t transform [129] [130]. The t+2D domain decomposition compacts most
of the transform coecient energy within the low frequency temporal subband
and provides ecient compression within the temporal high frequency subbands.
Vast quantities of the high frequency coecients have zero magnitude, or very
close, which severely limits the transform usefulness within the watermarking
framework. Alternatively, 2D+t decomposition produces greater transform en-
ergy within the higher frequency components, i.e a greater amounts of larger and
non-zero coecients. The extra energy stored within the high frequency subbands
facilitates any potential robust watermarking schemes which are dependant upon
embedding information within the high-pass temporal coecients. Consequently,
the overall video embedding distortion is greatly reduce.
This thesis focuses upon digital watermarking based upon VA characteristics so
consequently the 2D+t transform domain is adopted, as VA-based watermarking
within the low frequency subbands can leave highly perceptible artifacts. Pre-
vious visually uninteresting regions can attract human gaze resultant from low
frequency domain embedding. A diagram of 2D+t decomposition is shown in Fig-
ure 4.7 for 3 levels of spatial and 1 level of temporal haar wavelet decomposition.
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Figure 4.7: 2D+t wavelet decomposition.
4.3.2 Temporal Saliency Feature Map
To acquire accurate video saliency estimation, both spatial and temporal features
within the wavelet transform are considered. The wavelet-based image domain
solution, described in Section 4.2 constitutes the spatial element for the video
saliency model where as this section concentrates upon establishing temporal
saliency maps, STemp.
Correlatable methodology to expose temporal conspicuousness is implemented
in comparison to the spatial model in Section 4.2. Firstly, the existence of any
palpable local object motion is determined within the sequence. Figure 4.8 shows
the histograms of 2 globally motion compensated frames. Global Motion is any
frame motion due to camera movement, whether that be panning, zooming or
rotation. This is explained further in Section 4.3.3. Change within lighting,
noise and global motion compensation error account for the peaks present within
Figure 4.8a), whereas the contribution from object movement is also present
within Figure 4.8b). A local threshold, T , segments frames containing suciently
noticeable local motion, from an entire sequence. If F1(x; y) and F2(x; y) are
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Figure 4.8: Dierence frames after global motion compensation: a) Without local
motion b) Containing local motion.
consecutive 8-bit luma frames within the same sequence, Equation (4.8) classies
temporal frame dynamics:
jF1(x; y)  F2(x; y)j > T; (4.8)
From the histograms shown within Figure 4.8a) and Figure 4.8b), a local thresh-
old value of T = Dmax=10 determines motion classication, where Dmax is the
maximum possible frame pixel dierence, and T is highlighted by a red dashed
line within both gures. A 0:5 percent error ratio of coecients must be greater
than T , to reduce frame misclassication.
For each temporally active frame, the Y channel renders sucient information
to estimate salient object movement without considering the U and V compo-
nents. 5 levels of spatial wavelet decomposition are adopted to provide optimum
performance. After 5 decomposition levels, temporal disguration arises in a
comparable manner to the spatial model as shown in Figure 4.1. 1 level of tem-
poral decomposition provides adequate information to extract any valid salient
motion features.
The STemp methodology bears a distinct similarity to the spatial domain approach
as the high pass temporal subbands: LHti, HLti and HHti, for i levels of spatial
decomposition, combine after full 2D+t wavelet decomposition, which is shown
in Figure 4.7. The decomposed data is forged using comparable logic as Equa-
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tion (4.1) and Equation (4.2), as all transformed coecients are segregated into 1
of 3 temporal subband feature maps. This process is described in Equation (4.9):
LHtt =
nX
i=1
(jLHtij"2i  i);
HLtt =
nX
i=1
(jHLtij"2i  i);
HHtt =
nX
i=1
(jHHtij"2i  i); (4.9)
where LHtt, HLtt and HHtt are the temporal LH, HL and HH combined feature
maps, respectively. The method captures any subtle conspicuous object motion,
in both horizontal, vertical and diagonal directions. This subsequently fuses the
coecients into a meaningful visual saliency approximation by merging the data
across multiple scales. STemp is nally generated from Equation (4.10):
STemp = LHtt +HLtt +HHtt; (4.10)
4.3.3 Global Motion Compensated Frame Dierence
Compensation for global motion is dependant upon homogeneous MV detection,
consistent throughout the frame. Figure 4.9 considers the motion estimation
between 2 consecutive frames, taken from the coastguard sequence. A xed
block size based upon the frame resolution determines number of MV blocks.
The magnitude and phase of the MVs are represented by the size and direction
of the arrows, respectively, whereas the absence of an arrow portrays a MV of
zero. Firstly, it is assumed there is a greater percentage of pixels within moving
objects than the background, so large densities of comparative MVs are the result
from dynamic camera action. To compensate for camera panning, the entire
reference frame is spatially translated by the most frequent MV, the global camera
MV, ~Mglobal. This process is applied, prior to the 2D+t wavelet decomposition
to deduce global motion compensated saliency estimation. The global motion
compensation is described in Equation (4.11):
~Mobject = ~Mtotal   ~Mglobal; (4.11)
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Figure 4.9: Motion block Estimation
where ~Mobject is the local object MV and ~Mtotal is the complete combined MV.
Compensating for other camera movement can be achieved by searching for a
particular pattern of MVs. For example a circular MV pattern will determine
camera rotation and all MVs converging or diverging from a particular point
will govern camera zooming. An iterative search over all possible MV patterns
can cover each type of global camera action. [131] Speeded Up Robust Features
(SURF) detection [132] could be used to directly align key feature points between
consecutive frames but this would be very computationally exhaustive. This
model only requires a fast rough global motion estimate to neglect the eect of
global camera motion on the overall saliency map.
4.3.4 Spatial-Temporal Saliency Map Combination
The spatial and temporal maps are combined to form an overall saliency map.
The primary visual cortex is extremely sensitive to object movement so if enough
local motion is detected, within a frame, the overall saliency estimation is domi-
nated by any temporal contribution. Hence, the temporal weightage parameter,
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Figure 4.10: Proposed Saliency Model Block Diagram.
, determined from Equation (4.8) is calculated in Equation (4.12):
 =
(
1 if jF1(x; y)  F2(x; y)j > T ,
0 otherwise.
(4.12)
If signicant motion is detected within a frame, the complete nal saliency map
comprises solely from the temporal feature. Previous studies support this theory,
providing evidence that local motion is the most dominant feature within low
level VA [133]. Consequently, if no local motion is detected with a frame, the
spatial model contributes towards the nal saliency map in its entirety, hence 
is a binary variable. The equation forging the overall saliency map is,
SFinal = STemp  + SSpat  (1  ); (4.13)
where SSpat, STemp and SFinal are the spatial, temporal and combined overall
saliency maps, respectively. An overall diagram for the entire proposed system is
shown in Figure 4.10.
4.3.5 Results
The proposed algorithm is compared with the Itti [74] and Dynamic [134] video
saliency models, in terms of accurate salient region detection and computational
eciency. The Itti framework is seen as the foundation and benchmark used
for saliency model comparison, whereas the Dynamic algorithm is more recent,
dependant upon locating energy peaks within incremental length coding. The
video dataset, described in Section 3.4.2.2, is used for model comparison. The
top row in Table 4.2 shows the complexity of each algorithm in terms of average
61
Table 4.2: Computational time comparison of video saliency models.
Saliency Method Itti [74] Dynamic [134] Proposed
Average frame computational
time (sec) 0.244 0.194 0.172
ROC
AUC 0.804 0.769 0.832
frame computational time. The values in the table are calculated from the mean
computational time over every frame within the video database and provide the
time required to form a saliency map from the original raw frame. All calculations
include any transformations required. From the table, the proposed low complex
methodology can produce a video saliency map around 70% and 88% of the time
for an Itti and Dynamic model frame, respectively.
Figure 4.11 shows the performance of the proposed model opposed to the Itti and
Dynamic algorithms subjected to the presence of signicant object motion, which
dominates the saliency maps. The Itti motion model saliency maps are depicted
in row 2 and the Dynamic model saliency maps in row 3. Any distinguishes be-
tween local and global movement are not fully accounted for and the maps are
dominated by spatially attentive features, leading to salient object misclassica-
tion. For example, the trees within the background of the snowboard sequence
are estimated as an attentive region, when a man is performing acrobatics within
the frame foreground. The proposed model is shown in row 4. From left to right,
the locally moving snowboarder, ower and bird are clearly identied as salient
objects. Corresponding ground truth frames are shown in row 5, which depict all
salient local object movement.
The ROC curves and corresponding ROC AUC values, shown in Figure 4.12 and
the bottom row in Table 4.2, respectively, display an objective model evaluation.
The results show the proposed method exceeds the performance of the Itti motion
and Dynamic models having a 3.5% and 8.2% higher ROC AUC, respectively.
Further results demonstrating the video saliency estimation model across 4 video
sequences are shown in Figure 4.13, Figure 4.14, Figure 4.15 and Figure 4.16.
Video saliency becomes more evident when viewed as a sequence rather than
from still frames. The video sequences with corresponding saliency maps are
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Figure 4.11: Temporal Saliency model comparison table: Row 1 - Original frame
from sequence. Row 2 - Itti video model. [74] Row 3 - Dynamic model. [134] Row
4 - Proposed Method. Row 5 - Ground Truth.
available for viewing at the following website address:
http://svc.group.shef.ac.uk/va-video.html.
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Figure 4.12: ROC curve comparing performance of proposed model.
4.4 Conclusions
In this chapter, a wavelet-based image and video saliency model is provided by
merging spatial and temporal features to locate visually attentive regions. The
image saliency algorithm detects conspicuous scene regions by combining inten-
sity, colour and orientation contrasts within the wavelet domain. For the video
saliency model, both camera and object movement jointly contribute to the per-
ceived motion between consecutive frames. By estimating and compensating
for the dynamic camera trajectory, local motion from salient objects can be ex-
tracted. The degree of accuracy, when performing global motion compensation,
limits the overall speed of the proposed method due to the iterative nature of the
operation. However, real-time video saliency estimation is attainable for scenes
containing low global camera movement due to the fast and simple algorithm.
Experimental simulations show the wavelet-based saliency models have signi-
cant improvements, in terms of accurately estimating salient regions and frame
computational time, against existing state of the art methodologies. This is ver-
ied by a 3.5% or greater increase in ROC AUC and a computational time 88%
or lower than state-of-the-art video saliency algorithms. The image saliency pro-
posal, compared with existing approaches, provides a 1.2% or greater increase in
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Figure 4.13: Video saliency estimation results sequence 1: Row 1 - Original frame
from sequence. Row 2 - Proposed saliency map. Row 3 - Ground truth.
ROC AUC for algorithms exhibiting a similar computational complexity time.
The next chapter focuses upon the application of the wavelet-based saliency al-
gorithms within the watermarking domain.
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Figure 4.14: Video saliency estimation results sequence 2: Row 1 - Original frame
from sequence. Row 2 - Proposed saliency map. Row 3 - Ground truth.
Figure 4.15: Video saliency estimation results sequence 3: Row 1 - Original frame
from sequence. Row 2 - Proposed saliency map. Row 3 - Ground truth.
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Figure 4.16: Video saliency estimation results sequence 4: Row 1 - Original frame
from sequence. Row 2 - Proposed saliency map. Row 3 - Ground truth.
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Chapter 5
Visual Attention-based
Watermarking
A ROI dictates the most important visible aspects within media, so distortion
within these areas will be highly noticeable to any viewer. The VAM computes
such regions, which is a highly useful concept within the watermarking eld.
Substantial previous work has been published based on image domain saliency,
as discussed in Chapter 2, contrasting to the seldom literature available on video
saliency algorithms. In this chapter, a novel image and video watermarking
scheme is presented using the VAM, where the visual saliency map is computed
within the wavelet domain as described in Chapter 4. By embedding greater
watermark strength within the less visually appealing regions, within the media,
a highly robust scheme is attained without compromising the visual quality of
the data. Consequent joint watermark robustness and imperceptibility results
are also provided in this chapter.
5.1 VA-based Image Watermarking
The VAM identies the ROI, most perceptive to human vision, which is a highly
exploitable property when designing watermarking systems. The subjective eect
of watermark embedding distortion can be greatly reduced if any artifacts oc-
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cur within inattentive regions. By incorporating VA-based characteristics within
the watermarking framework, algorithms can provide a retained subjective me-
dia quality and increased overall watermark robustness, compared with non-VA
methodologies. Recalling previous VA-based research in Chapter 2, the saliency
map is usually generated within the pixel domain. Section 4.2.1 provides e-
cient wavelet domain saliency map generation for the image domain, in order to
easily adapt any wavelet-based watermarking schemes within the VA framework.
Section 5.1.1, Section 5.1.2 and Section 5.1.4 provide the novel saliency-based
watermarking scheme.
5.1.1 Saliency Map Thresholding
Recalling blind and non-blind watermarking schemes, in Chapter 2, the host
media source is only available within non-blind algorithms. Identical saliency
reconstruction might not be possible within the watermark extraction process so
VA-based quantisation is implemented to threshold saliency maps into similar
regions of visual attentiveness. The employment of a threshold reduces saliency
map reconstruction errors, which may occur resultant of any watermark embed-
ding distortion. This statement is justied further in Section 5.1.3.
Figure 5.1a) and Figure 5.1b) show an original host image and corresponding
saliency map, respectively, generated from the methodology in Section 4.2. In
Figure 5.1b), the light and dark regions, within the saliency map, represent the
attentive and visually uninteresting areas, respectively. A cumulative histogram
of the coecients within the saliency map is shown in Figure 5.1c). Histogram
analysis depicts automatic segmentation of the map into 2 independent levels by
employing threshold Tsal. Tsal is dependant upon the cumulative frequency of co-
ecients to segment highly conspicuous locations within a scene. From the graph,
the maximum frequency of coecients and max saliency values are represented
by fmax and Smax, respectively and Tsal = fmax  0:75. An adaptive watermark
strength map is determined from the threshold selections in Figure 5.1c), by uti-
lizing a high watermark embedding strength in regions of low visual saliency and
a low embedding strength in highly conspicuousness areas. To ensure VA-based
embedding, the watermark weighting parameter strength, , is made variable,
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Figure 5.1: a) Host image b) VAM saliency map c) Cumulative saliency histogram
d)  step graph e)  strength map.
dependant upon the thresholded saliency level. As shown in Figure 5.1d), the
most and least salient regions are given watermark weighting parameters of min
and max, respectively. The actual min and max values are determined from the
analysis within Section 5.1.2. The nal VA-based alpha watermarking strength
map is shown in Figure 5.1e), where a brighter intensity represents an increase in
. Further test images, with corresponding alpha maps are shown in Figure 5.2.
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A B
Figure 5.2:  strength map examples - A - Original Image B -  strength map.
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5.1.2 Watermark Embedding Strength Calculation
The watermark weighting parameter strengths, max and min can be calculated
from the visible artifact PSNR limitations within the image. Visual distortion
becomes noticeable as the overall PSNR drops below 40db [135], so minimum
and maximum PSNR requirements are set to approximate 35db and 40db, re-
spectively, for both the blind and non-blind watermarking schemes. These PSNR
limits ensure maximum data can be embedded into any host image to enhance
watermark robustness without substantially distorting the media quality. Recall-
ing the combination of Equation (3.12) and Equation (3.13) from Section 3.4.1,
PSNR is calculated by:
PSNR = 10log10
0BB@ M21
X  Y
1P
n=1
1P
m=1
(I 0(n;m)   I(n;m))2
1CCA ; (5.1)
whereM is the maximum coecient value of the data. The equation for non-blind
magnitude based additive watermarking, shown in Equation (5.2):
C 0(m;n) = C(m;n) + !(m;n)C(m;n); (5.2)
can be rearranged and substituted into Equation (5.1) forming Equation (5.3),
as follows:
PSNR = 10log10
0BB@ M21
X  Y
1P
n=1
1P
m=1
(!(m;n)I(m;n))2
1CCA : (5.3)
By rearranging for , an equation determining the watermark weighting parame-
ter, depending on the required PSNR value is derived for non-blind watermarking
in Equation (5.4) as:
 =
Mvuut 1
X  Y
1P
n=1
1P
m=1
(!(m;n)I(m;n))2:10
(
PSNR
10
)
(5.4)
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Determining max and min, for the blind watermarking scheme described in
Section 3.1.3.2, is achieved in a similar manor to Equation (5.4), by rearranging
Equation (5.1). Consequently, substituting the median and modied median
coecients, C(med) and C
0
(med), respectively, gives:
1X
n=1
1X
m=1
jC 0(med)   C(med)j =
Ms
1
X  Y :10
(
PSNR
10
)
; (5.5)
where C 0(med) is a function of , Cmin, Cmax and b as shown in Equation (5.6):
C 0(med) = f(;Cmin; Cmax; b): (5.6)
Equation (5.5) determines the total coecient modication for a given PSNR
requirement, hence determining .
5.1.3 Saliency Map Reconstruction
For non-blind watermarking, the host data is available during watermark extrac-
tion so an identical saliency map can be generated. However, a blind water-
marking scheme requires the saliency map to be reconstructed based upon the
watermarked media, which may have become distorted. Thresholding the saliency
map into 2 levels, as described in Section 5.1.1, ensures high accuracy within the
saliency model reconstruction for blind watermarking. Figure 5.3 demonstrates
the saliency map reconstruction after blind watermark embedding compared with
the original. A watermark strength of max = 0:2 is embedded within the LL
subband after 3 successive levels of wavelet decomposition, giving a PSNR of
34.97, using the blind watermarking scheme described in Section 3.1.3.2. The
gure shows how applying thresholds to the saliency map can limit any potential
reconstruction errors due to embedding artifacts distorting the VAM. The left
and right columns show the thresholded original frame and watermarked frame,
respectively. By visual inspection Figure 5.3c) and Figure 5.3d) appear indistin-
guishable, although objective analysis determines only 55.6% of coecients are
identical. In Figure 5.3e) and Figure 5.3f) 99.4% of saliency coecients match,
hence reconstruction errors are greatly reduced due to the thresholding.
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a) b)
c) d)
e) f)
Figure 5.3: Saliency map reconstruction - a) Original host frame b) Watermarked
frame embedded using a constant max c) Host frame saliency map d) Saliency
map of watermarked frame e) Original thresholded saliency map. f) Recon-
structed saliency map thresholded after blind watermark embedding.
5.1.4 System Architecture
From the adaptive VA-based  maps, the proposed novel architecture is incor-
porated within the classical watermarking framework, illustrated in Figure 3.3.
75
Figure 5.4: Visual Attention-based Watermarking Scheme.
The resultant overall system diagram, adaptive toward both blind and non-blind
watermarking scenarios, is shown in Figure 5.4.
5.1.5 Experiments, Results and Analysis
Experimental results are gathered by embedding watermark data within selected
wavelet subbands, for both the blind and non-blind watermarking scenarios. For
each embedding case, min and max were calculated from the minimum and
maximum PSNR requirements of 35 and 40dB, using Equation (5.4) and Equa-
tion (5.5), as described in Section 5.1.2. For all experimental simulations, com-
mon test set parameters include: the orthogonal Daubechies-4 (D4) wavelet and
a database containing the 24 test images as described in Section 3.4.2.1. Each
of the subjective evaluations, described further in Section 3.4.1, are determined
from a panel 30 individuals.
Throughout the entire experimental results section, 4 diering scenarios are anal-
ysed, with  varying in each instance. The 4 watermarking scenarios consist of:
 1) a uniform min for the entire scene;
 2) the proposed watermarking scheme which implements an adaptive VA-
based ;
 3) a consistant average watermark strength, ave, where ave = (min +
min)=2; and
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 4) a constant max throughout the embedding procedure.
The experimental results are consequently deciphered into 2 sections: imper-
ceptibility and robustness. The imperceptibility of the watermarking schemes
are determined by measuring any embedding distortion through objective and
subjective evaluation tools. Robustness is considered against natural image pro-
cessing and ltering attacks as implemented by Checkmark [136], and content
adaption by Watermarking Evaluation Bench for Content Adaptation Modes
(WEBCAM) [137].
5.1.5.1 VA-based Experimental Image Data Sets
Image test sets from the subjective and objective evaluation are provided, display-
ing: the host image, a low strength watermarked scene, VA-based watermarked
image and a low strength watermarked image. Figure 5.5 demonstrates the dan-
gers of VA-based LL subband embedding within media containing large homoge-
neous regions of low texture. Previously uninteresting regions increase in visual
saliency, due to the visual artifacts and xate human gaze towards the distortion.
Past studies indicate the human eye is less sensitive towards pixel modication
in regions containing high texture but more sensitive near any edges, within
these high texture areas [138]. Therefore in Figure 5.6, a scene containing large
portions of high texture is displayed and the VAM-based embedding artifacts ap-
pear less noticeable. Figure 5.7 and Figure 5.8 show VAM-based watermarking
results for the HL and LH subbands, respectively. The gures display the luma
channel only to depict the watermark magnitude, although the embedding can
be simply applied to each of the chroma components for colour images. In all
cases the VAM-based watermarking scheme contains a signicant visual quality
improvement over using the high strength watermarking scheme.
5.1.5.2 Embedding Distortion
Embedding distortion results are shown in Table 5.1 and Table 5.2, which display
PSNR and SSIM measures for both non-blind and blind watermarking cases, re-
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a) b)
c) d)
Figure 5.5: LL low texture subband watermarking - a) original image b) low
strength watermark image c) VAM-based watermark image d) high strength wa-
termark image.
a) b)
c) d)
Figure 5.6: LL high texture subband watermarking - a) original image b) low
strength watermark image c) VAM-based watermark image d) high strength wa-
termark image.
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a) b)
c) d)
Figure 5.7: HL subband watermarking - a) original image b) low strength water-
mark image c) VAM-based watermark image d) high strength watermark image.
a) b)
c) d)
Figure 5.8: LH subband watermarking - a) original image b) low strength water-
mark image c) VAM-based watermark image d) high strength watermark image.
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Table 5.1: PSNR and SSIM values - non-blind watermarking.
LL Subband
Low Strength Proposed Average Strength High Strength
PSNR 39.91  0.06 36.07  0.24 37.37  0.07 34.92  0.04
SSIM 0.99  0.00 0.99  0.00 0.99  0.00 0.98  0.00
HL Subband
PSNR 39.92  0.07 36.42  0.26 37.28  0.08 34.95  0.06
SSIM 0.99  0.00 0.99  0.00 0.99  0.00 0.98  0.00
LH Subband
PSNR 39.90  0.05 36.18  0.28 37.39  0.09 34.94  0.05
SSIM 0.99  0.00 0.99  0.00 0.99  0.00 0.98  0.00
HH Subband
PSNR 39.94  0.06 36.42  0.29 37.45  0.08 34.97  0.06
SSIM 0.99  0.00 0.99  0.00 0.99  0.00 0.99  0.00
Table 5.2: PSNR and SSIM values - blind watermarking.
LL Subband
Low Strength Proposed Average Strength High Strength
PSNR 39.93  0.08 37.17  0.26 37.44  0.08 34.94  0.06
SSIM 0.99  0.00 0.99  0.00 0.99  0.00 0.98  0.00
HL Subband
PSNR 39.92  0.08 37.21  0.29 37.38  0.09 34.96  0.08
SSIM 0.99  0.00 0.99  0.00 0.99  0.00 0.98  0.00
LH Subband
PSNR 39.95  0.07 36.98  0.29 37.35  0.08 34.96  0.08
SSIM 0.99  0.00 0.99  0.00 0.99  0.00 0.98  0.00
HH Subband
PSNR 39.96  0.08 37.08  0.31 37.46  0.09 34.96  0.08
SSIM 0.99  0.00 0.99  0.00 0.99  0.00 0.99  0.00
spectively. All the results are portrayed for watermark embedding after 3 levels of
wavelet decomposition. From the tables, PSNR improvements of approximately
2dB are achieved when comparing the proposed and constant high strength mod-
els. Unlike SSIM, which considers HVS characteristics, PSNR acknowledges every
pixel within the scene with an equal visual importance. The SSIM measures re-
main consistent for each scenario, with only a slight decrease of 1% for the high
strength watermarking model in most cases, due to the increase in watermark
capacity.
Two frames accommodating indistinguishable objective readings for PSNR and
SSIM do not necessarily radiate identical perceived visual media quality. To pro-
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vide a complete media quality study, subjective testing analyzes the impact of
each applied watermarking scheme on the overall perceived human viewing ex-
perience. Subjective analysis of the proposed model comprises of DSCQT and
DSIST and is shown in Figure 5.9, for both blind and non-blind watermarking
schemes. The top and bottom rows show subjective results for the blind and
non-blind watermarking cases, respectively, whereas the left and right columns
subsequently correlate to the DSCQT and DSIST evaluation tools. Consistent
results are portrayed for both the blind and non-blind scenarios. For the DSCQT,
the DCR measurements only deviate by approximately 1 unit when comparing
the proposed and low strength embedding methodologies, suggesting a subjec-
tively similar media quality. The high strength watermarking scheme shows a
signicantly higher subjective media quality degradation compared with the VA-
based methodology. Similar outcomes are determined from the DSIST graphs,
where the low and VA-based scheme both generate a similar mean opinion score
in the range 3-4, whereas the high strength watermark yields an ACR of less
than 1. Compared with an average watermark strength, the proposed water-
marking scheme shows an improved subjective image quality in all 4 graphs by
around 0.5-1 units. As more data is embedded within the visually salient regions,
the subjective visual quality of constant average strength watermarked images is
worse than the proposed methodology.
From both objective and subject analysis, only minimal added visual distortion
is perceived when comparing the low strength and VA-based methodologies. The
proposed method successfully exploits visually uninteresting areas to mask extra
embedded watermark information, in comparison to the low strength scheme.
5.1.5.3 Robustness
Results were generated to test the watermark ability to withstand intentional
and non-intentional adversary attacks. Robustness against Joint Photographic
Experts Group (JPEG) 2000 compression is shown in Figure 5.10 and Figure 5.11
for the non-blind and blind watermarking schemes, respectively, by plotting Ham-
ming distance of the recovered watermark against the JPEG2000 compression
ratio. For embedding within each of the LL, HL, LH and HH subbands, up to a
25% improvement in Hamming distance is attainable by implementation of the
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Figure 5.9: Subjective Image Watermarking Imperceptibility Testing - top row)
non-blind watermarking, bottom row) blind watermarking.
proposed VA-based watermarking scheme, compared with the low strength wa-
termark. Adversary ltering attacks, for each of the 3 scenarios, are simulated
by convoluting the watermarked data with a ltering kernel, to distort any em-
bedded information. Table 5.3 shows the watermark robustness against various
low pass kernel types, namely: a 5x5 and a 3x3 mean lter, a 5x5 and a 3x3
median lter and a 5x5 Gaussian kernel. An increase in watermark robustness,
ranging between 10% and 40%, is shown between the low strength and proposed
method, for the various types of kernel. For both ltering attacks and JPEG2000
compression, a maintained or slight improvement within watermark robustness
is seen in Figure 5.10, Figure 5.11 and Table 5.3 between the proposed VA-based
technique compared using an average watermark strength.
The proposed VA-based method results in a robustness close to the high strength
watermarking scheme, while showing low distortions, as in the low strength wa-
termarking approach. The incurred increase in robustness coupled with high
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Figure 5.10: Robustness to JPEG2000 Compression - non-blind watermarking.
imperceptibility, veried by subjective and objective metrics in Section 5.1.5.2
and Section 5.1.5.3, deem the VA-based methodology highly suitable towards
providing an ecient watermarking scheme.
5.2 VA-based Video Watermarking
By utilizing VA-based mechanisms to control the watermarking embedding strength,
a comparable algorithm to VA-based image watermarking, as described in Sec-
tion 5.1, can be implemented within the video domain. It is unfeasible to simply
extend the previous VA-based image domain algorithm into a frame-by-frame
video watermarking scheme, as temporal factors must rst be considered within
the video watermarking framework.
A viewer has unlimited time to absorb all information within an image, so po-
tentially could view all conspicuous and visually uninteresting aspects in a scene.
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Figure 5.11: Robustness to JPEG2000 Compression - blind watermarking.
However, in a video sequence, the visual cortex has very limited processing time to
analyse each individual frame. Human attention will naturally be diverged only
towards visually striking regions. Frame cropping is a highly common procedure
to eliminate visually redundant scene regions, while still retaining all worthwhile
scene information [60]. Image cropping is a simple procedure and many readily,
commercially available tools exist, such as Photoshop. Video frame cropping is a
less practical option to potential adversaries. Attentive regions can switch spatial
location during a sequence which highly limits any conceivable frame regions to
be discarded. Consequently, VA-based watermarking algorithms are realistically
more applicable within the video domain.
This section provides a solution towards blind and non-blind VA-based video wa-
termarking. Blind watermarking schemes are a more viable solution, within the
video domain, due to possible limited access obtaining the raw host media. The
video saliency model described in Section 4.3 is utilized within the video water-
marking framework to determine the watermarking embedding strength. Coin-
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Table 5.3: Image Filtering Robustness.
LL Subband - non-blind
Filtering Low Proposed Average High
Gaussian 0.17  0.03 0.13  0.02 0.13  0.02 0.06  0.01
5x5 median 0.22  0.02 0.16  0.02 0.17  0.02 0.07  0.02
3x3 median 0.12  0.03 0.09  0.03 0.09  0.02 0.06  0.02
5x5 mean 0.18  0.02 0.13  0.02 0.14  0.02 0.06  0.01
3x3 mean 0.06  0.01 0.05  0.01 0.05  0.01 0.03  0.00
LL Subband - blind
Filtering Low Proposed Average High
Gaussian 0.21  0.02 0.18  0.02 0.18  0.02 0.15  0.01
5x5 median 0.25  0.04 0.18  0.04 0.19  0.03 0.11  0.03
3x3 median 0.16  0.02 0.11  0.02 0.11  0.02 0.09  0.01
5x5 mean 0.23  0.02 0.19  0.02 0.19  0.02 0.17  0.01
3x3 mean 0.10  0.01 0.06  0.01 0.07  0.01 0.04  0.00
HL Subband - non-blind
Filtering Low Proposed Average High
Gaussian 0.28  0.03 0.24  0.02 0.24  0.02 0.19  0.01
5x5 median 0.29  0.02 0.21  0.02 0.23  0.03 0.17  0.02
3x3 median 0.24  0.02 0.19  0.02 0.20  0.02 0.15  0.01
5x5 mean 0.27  0.02 0.22  0.02 0.21  0.02 0.18  0.02
3x3 mean 0.21  0.01 0.17  0.01 0.17  0.01 0.14  0.01
HL Subband - blind
Filtering Low Proposed Average High
Gaussian 0.28  0.03 0.24  0.02 0.24  0.03 0.19  0.01
5x5 median 0.29  0.02 0.21  0.02 0.21  0.02 0.17  0.02
3x3 median 0.24  0.02 0.19  0.02 0.20  0.02 0.15  0.01
5x5 mean 0.27  0.02 0.22  0.02 0.23  0.03 0.18  0.02
3x3 mean 0.21  0.01 0.17  0.01 0.18  0.01 0.14  0.01
LH Subband - non-blind
Filtering Low Proposed Average High
Gaussian 0.29  0.02 0.23  0.02 0.23  0.03 0.19  0.01
5x5 median 0.28  0.02 0.21  0.02 0.22  0.02 0.17  0.01
3x3 median 0.24  0.02 0.20  0.02 0.20  0.02 0.14  0.01
5x5 mean 0.28  0.02 0.22  0.02 0.23  0.03 0.18  0.02
3x3 mean 0.22  0.01 0.18  0.01 0.18  0.01 0.14  0.01
LH Subband - blind
Filtering Low Proposed Average High
Gaussian 0.40  0.02 0.35  0.03 0.36  0.02 0.31  0.02
5x5 median 0.38  0.02 0.33  0.03 0.33  0.02 0.29  0.02
3x3 median 0.34  0.01 0.29  0.02 0.30  0.03 0.24  0.01
5x5 mean 0.39  0.02 0.36  0.02 0.36  0.02 0.31  0.02
3x3 mean 0.34  0.01 0.29  0.01 0.29  0.01 0.23  0.01
HH Subband - non-blind
Filtering Low Proposed Average High
Gaussian 0.38  0.03 0.35  0.03 0.35  0.02 0.32  0.02
5x5 median 0.36  0.03 0.34  0.03 0.34  0.02 0.33  0.02
3x3 median 0.23  0.02 0.22  0.03 0.22  0.01 0.20  0.02
5x5 mean 0.38  0.02 0.35  0.04 0.36  0.02 0.34  0.02
3x3 mean 0.23  0.02 0.21  0.03 0.22  0.01 0.20  0.01
HH Subband - blind
Filtering Low Proposed Average High
Gaussian 0.43  0.02 0.40  0.02 0.40  0.02 0.38  0.01
5x5 median 0.41  0.03 0.39  0.02 0.40  0.02 0.38  0.02
3x3 median 0.28  0.02 0.27  0.03 0.27  0.02 0.25  0.02
5x5 mean 0.42  0.03 0.40  0.03 0.40  0.03 0.39  0.02
3x3 mean 0.30  0.02 0.28  0.03 0.28  0.02 0.26  0.01
ciding with the previous video VA model, watermark data is embedded within
the 2D+t wavelet domain as outlined in Section 4.3.1. Figure 5.12 shows the
complete overall VA-based watermarking system.
5.2.1 Experimental Results
A series of experimental results are generated, analysing both watermark ro-
bustness and imperceptibility. Complimenting the image domain watermarking,
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Figure 5.12: Overall VA-based Video Watermarking Scheme - Block Diagram.
objective and subjective evaluation tools are enforced to provide a comprehensive
embedding distortion measure. Robustness against H.264/AVC compression is
provided, as common video attacks comprise of platform reformatting and video
compression. Common test set parameters, used throughout all performed ex-
periments, include: the orthogonal D4 wavelet for 3 levels of 2D spatial decompo-
sition and 1 level of temporal Haar decomposition, implemented using the video
test sequences described in Section 3.4.2.2. An max and min approximating a
PSNR of 35dB and 40dB, respectively, is utilised by applying Equation (5.4) and
Equation (5.5). Consistent with the image watermarking analysis in Section 5.1,
4 scenarios of varied watermark embedding strength are also implemented for
video watermarking comparison:
 1) a constant min throughout the entire sequence;
 2) the proposed VA-based  strength;
 3) a consistant average watermark strength, ave; and
 4) max used entirely throughout the video.
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a) b)
c) d)
Figure 5.13: 'Soccer' sequence video watermarking - a) original image b) low
strength watermark image c) VAM-based watermark image d) high strength wa-
termark image.
5.2.1.1 Imperceptibility
The PSNR and SSIM values corresponding to each video watermarking scenario
are shown in the top 2 rows in Table 5.4. The performance of both SSIM and
PSNR are rank ordered in terms of highest imperceptibility. Naturally, the
methodology ranking list is: low strength embedding > VA-based algorithm /
average strength embedding > high strength embedding. To provide a complete
media quality investigation, the VQM is also provided for the video watermarking
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a) b)
c) d)
Figure 5.14: 'Stefan' sequence video watermarking - a) original image b) low
strength watermark image c) VAM-based watermark image d) high strength wa-
termark image.
algorithms as described in Section 3.4.1. The bottom rows in Table 5.4 show the
VQM for both blind and non-blind video watermarking schemes, for each of the
4 scenarios. Figure 5.15 shows the subjective test results for DCQST and DSIST
averaged over 4 video test sequences. For each of the blind and non-blind wa-
termarking cases in both the objective and subjective visual quality evaluation,
the low strength watermark and VA-based watermarking sequences yield similar
visual quality, where as the high strength embedded sequence appears severely
more distorted. Low strength watermarking provides a high imperceptibility
but is fragile as discussed in Section 5.2.1.2. Coherent with the subjective test-
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Table 5.4: PSNR, SSIM and VQM average of 4 video sequences for blind and
non-blind watermarking.
Low Strength Proposed Average Strength High Strength
non-blind
method
PSNR 40.15  0.80 37.39  0.87 37.47  0.76 34.93  0.73
SSIM 0.99  0.00 0.97  0.00 0.98  0.00 0.95  0.01
VQM 0.10 0.15 0.18 0.25
blind
method
PSNR 40.23  1.03 36.80  1.02 37.20  0.92 34.85  0.90
SSIM 0.99  0.00 0.98  0.00 0.98  0.00 0.96  0.01
VQM 0.08 0.13 0.15 0.22
ing of VA-based image watermarking, shown in Figure 5.9, the visual quality of
the proposed watermarking scheme is higher than a constant average watermark
strength.
Frames taken from the test sequences are shown in Figure 5.13 and Figure 5.14.
For a comprehensive incite into the subjective media quality, the results are best
displayed as a full sequence rather than a still image. Full supporting video
watermarking sequences can be viewed from the website:
http://svc.group.shef.ac.uk/va-video-wm.html.
5.2.1.2 Robustness
Video reformatting and compression is a frequent and typically unintentional
adversary attack, hence watermark tolerance for H.264/AVC compression is cal-
culated. Robustness against H.264/AVC compression for both non-blind and
blind video watermarking schemes are shown in Figure 5.16a) and Figure 5.16b)
respectively. For simulating the watermark robustness, 5 constant Quantisation
Parameter (QP) values are implemented to compress the high strength, average
strength, VAM-based and low strength test sequences. In both scenarios from
the graphs, the VAM-based, proposed methodology shows an increase in robust-
ness compared with the low strength watermark counterpart. From the graphs in
Figure 5.16, Hamming distance reductions up to 39% for the non-blind case and
22% for the blind case are possible, when comparing the low and VAM-based
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Figure 5.15: Subjective Video Watermarking Imperceptibility Testing - top row)
non-blind watermarking, bottom row) blind watermarking.
models. Naturally, the high strength watermarking scheme portrays a strong
Hamming distance but is highly perceptible, as described previously. The pro-
posed watermarking scheme has a slight increased robustness towards H.264/AVC
compression, as shown in Figure 5.16, when compared against a constant average
strength watermark.
It is of suitable note that for a constant QP value, the compression ratio is in-
versely proportional to the increase in watermark strength, i.e as the watermark
strength increases, the overall compression ratio decreases due to the extra wa-
termark capacity.
90
0 25 50 75 100 125
0.05
0.1
0.15
0.2
0.25
0.3
0.35
0.4
0.45
0.5
0.55
Robustness to H.264/AVC Compression − Non Blind
Compression ratio
H
am
m
in
g 
Di
st
an
ce
 
 
Low strength Watermark
VAM−based Watermark
High strength Watermark
Average strength Watermark
0 15 30 45 60
0.2
0.25
0.3
0.35
0.4
0.45
0.5
0.55
Robustness to H.264/AVC Compression − Blind
Compression ratio
H
am
m
in
g 
Di
st
an
ce
 
 
Low strength Watermark
VAM−based Watermark
High strength Watermark
Average strength Watermark
a) b)
Figure 5.16: Robustness to H.264/AVC compression - average of 4 video se-
quences: a) non-blind watermarking b) blind watermarking.
5.3 Conclusions
This chapter implements the VA model within the watermarking framework to
determine a value for watermark embedding strength. The proposed algorithms
can embed more information into visually uninteresting areas within the host
media, determined by the VAM, while maintaining the subjective scene quality.
The novel methodologies provide an increased robustness to various natural pro-
cessing and ltering attacks, while minimally aecting the media visual quality
as veried by both subjective and objective evaluations. The proposed algo-
rithm shows up to 39% and 22% improvements in Hamming distance against
H.264/AVC compression for the non-blind and blind scenarios, respectively, and
robustness against JPEG2000 is increased by up to 25%, compared with a con-
stant low strength watermark. The proposed model addresses both non-blind and
blind watermark extraction scenarios. VA plays a crucial role when the primary
cortex must select attentive scene regions within a limited time constraint. For
this reason, visually inattentive watermarking algorithms are ideally suitable for
video sequences or for static frames grouped in a slide show.
The algorithms presented within this chapter are provided directly from within
the uncompressed domain. However, the uncompressed video is not always avail-
able, therefore, a compressed sequence must rstly undergo full bitstream decod-
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ing prior to applying the VA-based watermarking algorithm. By incorporating
a VA-based watermarking scheme directly from within the compressed domain,
large computational savings will be possible. The next chapter focuses on com-
pressed domain saliency algorithms, in particular the HEVC codec.
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Chapter 6
HEVC Domain Saliency
Estimation
The computation of VA is an exhaustive procedure to locate conspicuous re-
gions within a frame, which contrast with the surrounding background. In this
chapter a unique algorithm is proposed to estimate visual saliency in the com-
pressed domain using coding decisions, from HEVC encoded video sequences. By
exclusively combining data obtained from the coding unit structure, intra mode
block predictions, MV estimation and the residual data, a visual saliency approx-
imation is obtained. The proposed model can accurately detect salient regions
without the need to fully decode the HEVC bitstream. Experimental results
show the proposed algorithm compares positively against multiple methods in
the literature, highlighting accurate saliency detection with minimal time addi-
tions to the video coding computation. The new methodology can provide aid
to a wide variety of elds such as advertising, watermarking, video editing and
spatial-temporal adaptation.
6.1 Introduction
As described in Section 2.3, most state-of-the-art saliency models [53{55] rely
upon the early feature integration theory [51], which is an exhaustive procedure.
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By incorporating a saliency model from directly within the video codec, signicant
computational savings are attainable as the majority of stored video sequences
exist in compressed format. Visually stimulating regions arise from the presence
of conspicuous scene abnormalities, which can originate from multiple feature
mechanisms. Neural stimuli are extremely sensitive to contrasts within scene
brightness, orientation and motion, which largely contribute to low level VA. [51]
This is highly relatable within the modern video codecs, such as, Advanced Video
Coding standard (H.264/AVC) [115] and HEVC [3]. In the HEVC codec, much
of the coding gains have been obtained by using extensive analysis of frames for
optimising the predictions. HEVC dissects each video frame to determine various
coding decisions based upon the analysis of the frame characteristics. Numerous
coding decisions for intra and inter-frame coding include: a exible quad-tree
block size partitioning scheme based on the regions homogeneousness, a scene
orientation approximation using ADI prediction and scene motion estimation
through MV's.
The aim of this chapter is to explore such coding decisions and other data available
within the HEVC bitstreams to estimate visual saliency in frames. Figure 3.13
shows any video sequence can be encoded incorporating either intra-only or a
combination of intra and inter-frame prediction. The intra and inter-frame as
well as coding decisions and prediction errors (usually known as residuals) are
explored to propose an HEVC compressed domain saliency model. The saliency
maps can be generated without fully decoding the HEVC bitstream, which is
highly advantageous. For existing methodologies [54, 55, 67, 69, 139, 140], the
HEVC bitstream data would rst have to be fully decoded before a saliency
model is applied. Therefore, the proposed model is highly suitable towards any
application or device limited by low computational complexity, such as mobile
phones.
The rest of the chapter is arranged as follows: Section 6.2 provides a saliency
model for an intra-only encoded sequence, where as Section 6.3 implements inter-
frame saliency prediction. The combined saliency model is derived in Section 6.4,
with Section 6.5 describing how encoder parameters inuence the model. Finally,
Section 6.6 provides the model evaluation.
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6.2 Intra-Frame Saliency Estimation
To establish the prospect of a visually salient block, numerous features must be
exploited from within the HEVC codec. The main methodology behind intra-
frame saliency estimation comprises of 3 elements, namely: block structure, intra
mode dierence and residual energy. These features are highly relatable to vi-
sual stimuli mechanisms such as intensity and orientation contrast. The block
structure is complementary to salient features as the split ag in Figure 3.14a)
is signalled based upon the presence of a high colour or intensity contrast. Intra
modes determine a suitable orientation approximation for the scene. By locat-
ing the presence of inconsistent variations within the determined intra modes,
conspicuous regions can emerge. Large residuals arise when an accurate block
prediction cannot be formulated, usually from the presence of peculiar block pat-
terns. By pinpointing these block abnormalities, potential salient regions can be
detected.
Firstly, the relationship between various coding modes is established with visual
saliency mechanisms using the MSRA database described in Section 3.4.2. Pixel
values given a particular block partition size, intra mode dierence or residual
magnitude are compared against the MSRA ground truth saliency maps. Sec-
tion 6.2.1, Section 6.2.2 and Section 6.2.3 analyse the saliency relationship with
each of the coding modes, whereas the combined intra-frame model is proposed
in Section 6.2.4.
6.2.1 Block Size
Based on the PU block structure, a saliency estimation can be made. Figure 6.1a)
and Figure 6.1b) show the original frame and corresponding PU block structure,
respectively. A relationship between PU block size, s, and VA is derived from
the results shown in Figure 6.2a). Pixels located within the manually segmented
ROI are compared with the partitioned block dimensions. A clear correlation
can be established between decreasing block size and salient regions, from which
the block size saliency probability, can be determined. The block size partition-
ing is derived by the level of homogeneous activity within each block, as greater
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a) b)
c) d)
Figure 6.1: a) Original frame b) PU block structure c) ADI prediction mode
number (0-34) d) Average block residual.
partitioning occurs under the inuence of an overall high block variance. Ho-
mogeneous regions within a frame portray low saliency characteristics, therefore,
larger block sizes are less likely to contain visual conspicuousness in comparison
to nely partitioned areas.
6.2.2 Intra mode dierences
By modelling the inconsistencies within angular intra prediction modes, an es-
timation to locate salient features can be performed. For example, a textured
background, solely predicted from ADI modes 16 and 17, could contain prominent
foreground objects depicted from a various combination of directional modes. By
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Figure 6.2: Saliency correlation with a) block size b) intra mode dierence c)
average block residual.
locating mode irregularities, salient conspicuous regions can be identied. Modes
2 and 34 are highly correlated so simple dierence calculation between adjoining
partitions is insucient. In Figure 6.3 each prediction mode is re-mapped to a
circular plain, where modes 34 and 2 are adjacent.
md is dened as the absolute dierence between consecutive modes m1 and m2,
i.e md = jm1  m2j. Let 	 represent the circular dierence between 2 adjacent
modes, which is calculated by:
m1	m2 =
(
md if md M=2
M  md if md > M=2;
(6.1)
where M is the maximum range of possible modes, i.e., 34-2. Modes 0 and 1
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Figure 6.3: Mapped ADI circular dierence modes.
are omitted from the algorithm as they bear negligible resemblance towards an-
gular prediction. Figure 6.1c) shows an intra mode map, derived from the ADI
prediction mode choices, described in Figure 6.3. The methodology determines
the circular dierence between the horizontal and vertical consecutive modes, at
block boundaries. If the intra mode map is given by Inx;y, with x and y describ-
ing the spatial coecient location within the frame, the horizontal and vertical
circular dierences, DHx;y and D
V
x;y, at the block boundaries can be determined
by:
DHx;y = jInx;y   Inx+1;yj+ jInx;y   Inx 1;yj;
DVx;y = jInx;y   Inx;y+1j+ jInx;y   Inx;y 1j: (6.2)
The block boundary dierences are integrated over bl, in both horizontal and
vertical directions, before linear combination into the absolute circular dierence
map, d, by Equation (6.3):
d = (
Z s
0
DHx;y dx+
Z s
0
DVx;y dy)=4: (6.3)
A correlation linking ADI prediction mode circular dierences against ROI is
shown in Figure 6.2b). The graph shows a positive relationship between the lo-
cation of high intra mode circular dierences and salient data. Previous studies
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show neural stimuli are extremely sensitive towards orientation contrast creating
visual saliency [51, 54]. The ADI prediction determines an overall suitable ori-
entation which best denes each block, from which highly contrasting adjacent
modes can decipher salient portions within the frame. Likewise, an abundance
of neighbouring modes of similar orientation are highly probable to part of a
common visually uninteresting region or background. Figure 6.4 demonstrates
the ADI prediction of an input frame and corresponding d.
6.2.3 Residual Data
Residual data is the prediction error between the original frame and the block es-
timation, so low residual values arise when accurate block estimations are made.
The relationship between the quantised residual energy and visual saliency is ex-
plored, to determine a block saliency prediction based upon the residual magni-
tude, R. Figure 6.1d) shows the average quantised residual energy present within
each block from an encoded frame. The residual energy for the entire block is
generated from the DC coecient within the transform, which determines the
average residual energy in the untransformed domain. Figure 6.2c) shows the
positive correlation depicting the normalised residual magnitude of each block
with the ROI, within the range 0  Rmax, where Rmax is the maximum possible
residual value. From the graph, partitioned blocks containing a higher residual
magnitude are more likely to be part of a visually salient region. High residual
energy arises from large inaccuracies between the intra mode prediction and the
original frame. These imprecisions can originate from obscure, salient regions,
which are dicult to predict. Therefore it is highly probable that if a block
contains large residual data it is also very likely to be visually salient.
6.2.4 Intra Saliency Map Generation
Criteria for predicting visually salient blocks within the HEVC codec, can be
determined. There is a high probability a block will be visually salient if it: is
partitioned into a small size, accommodates a high quantised residual magnitude
and contains large orientation inconsistencies between the surrounding prediction
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a) b)
c)
Figure 6.4: Intra mode circular dierence a) Original frame b) ADI intra mode
prediction c) Intra mode circular dierence.
modes.
Adjacent intra mode circular dierences and residual data portraying similar
saliency characteristics are generically classied into a smaller number of bins.
A local threshold, Tres, classies the residual magnitude into 2 partitions based
upon the saliency value. Tres is based upon histogram analysis of the residual
data, shown in Figure 6.5a), which is taken from a typical frame within the MSRA
database. Tres divides the majority of coecients having near zero residual magni-
tude, which also portray a very low saliency probability as shown in Figure 6.5b).
Generic partitioning, thresholded by Tres, is shown in Figure 6.5c), giving low
and high probabilities of 0.26 and 0.68, respectively, from Tres = Rmax  0:1. The
generic partitioning for residual magnitude is dened mathematically in Equa-
tion (6.4) by:
R0 =
(
Low if R < Tres;
High if R  Tres;
(6.4)
where R0 is the thresholded residual magnitude.
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Figure 6.5: a) Histogram of residual magnitudes b) Residual magnitude threshold
location c) Thresholded residual magnitude.
Histogram analysis denes logical partitions for d into 2 saliency levels by a
threshold, Tint, as shown in Figure 6.6a) and Figure 6.6b). Setting a threshold of
Tint = 2 is logical as it segments a large quantity of coecients portraying a low
saliency probability. Figure 6.6c), shows the low and high thresholded intra mode
dierence probabilities of 0.19 and 0.62, respectively. The intra mode dierence
partitioning is calculated in Equation (6.5) by:
d0 =
(
Low if d < Tint;
High if d  Tint;
(6.5)
where d0 is the thresholded absolute circular dierence data.
The conditional probability a partitioned block is salient, P (Sal), is calculated
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Figure 6.6: a) Histogram of intra mode dierences b) Intra mode dierence
threshold location c) Thresholded intra mode dierence.
given the PU block size, residual and intra mode dierence, P (Salj(s \ R0 \
d0)), yielding 16 possible outcomes. The 16 combinations occur resultant from
combining the 4 s levels and 2 dierent values for R0 and d0. Figure 6.7 shows
the saliency estimation can range between 0:03 >= P (Salj(s\R0\ d0)) <= 0:85.
A consequent morphological non-linear opening and closing lter [141] is applied
to the nal saliency map to distort gaps dened by adjacent block partitions,
as any region enclosed by high salient activity is also probable to draw human
gaze. The kernel size,  sz, is based upon the frame resolution as substantial lter
dimensions are required to connect gapping regions without completely distorting
the overall saliency shape. 3 values for  sz, based upon the frame dimensions,
DX and DY , are shown in Figure 6.8. Figure 6.8c) highlights a small kernel size
of  sz =
DX+DY
80
, where consequent gaping holes between salient regions exist
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due to the inadequate kernel size. A large kernel size,  sz =
DX+DY
10
, is shown in
Figure 6.8d) and completely distort the spatial structure of any salient elements.
A suggested  sz =
DX+DY
30
is shown in Figure 6.8e). Figure 6.9 shows the ROC
curves over the entire 1000 frame database and gives AUC values of 0.861, 0.884
and 0.867 for the small, suggested and large  sz, respectively.
Equation (6.6) mathematically describes the nal intra mode saliency prediction,
ST1, by:
ST1 =  :(P
(x;y)(Salj(s \R0 \ d0))); (6.6)
where  is the morphological ltering operation. The overall system diagram is
shown in Figure 6.10.
    
0
10
20
30
40
50
60
70
80
90
100
low   R’ low   R’ high   R’ high   R’
low  Cd’ high   Cd’ low   Cd’ high   Cd’
d’ \ R’
Pe
rc
en
ta
ge
 o
f P
ixe
ls 
in
 R
O
I
P( Sal | ( s ∩ R’ ∩ d’ ) )
 
 
bl = 4
bl = 8
bl = 16
bl = 32
Figure 6.7: Graphs showing P (Salj(s \R0 \ d0)) for all 16 possible outcomes.
103
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c) d) e)
Figure 6.8: Morphological ltering for a 288x416 resolution frame - a) Original
frame b) Ground truth frame c) Small kernel size d) Large kernel size e) Suggested
kernel size.
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Figure 6.9: ROC curve comparing morphological kernel size.
6.3 Inter-Frame Saliency Estimation
The inter-frame saliency algorithm comprises of 3 elements, namely: quantised
motion block residual data, motion vector dierence magnitude and inter mode
PU partition size, which are shown in Figure 6.11. These features are directly
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Figure 6.10: Overall saliency model diagram for an intra encoded frame.
extractable from within the HEVC decoder and exhibit highly correlatable char-
acteristics with neural selectivity. The remainder of this subchapter is arranged
as follows: Section 6.3.1, Section 6.3.2 and Section 6.3.3 describe saliency cor-
relations with inter mode PU size, quantised residual magnitude and MV data,
respectively. The experimental video dataset to derive the algorithms in the
consequent subchapter is described in Section 3.4.2.
6.3.1 Block Size
As described in Section 6.2.1, block partition size is a highly correlatable feature
compared with neural selectivity. Inter mode PU partitioning comprises of 8
possible selections, each of which are shown in Figure 3.15. Consequently, for the
entire hierarchical block structure, a total of 24 possible block sizes are available,
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a) b)
c) d)
Figure 6.11: Inter-Frame prediction features - a) Original frame b) Block struc-
ture c) Residual magnitude d) Motion vector dierence magnitude.
excluding the non-viable 4x4 selection [3]. Consistent with the intra mode feature
maps in Section 6.2.4, generic classication of each block size allows for a broader
saliency approximation. The generic block size classication for inter mode PU
block sizes, s0, are determined by block pixel area, a, and is shown mathematically
in Equation (6.7) and Table 6.1. a is calculated from the multiplication of the
PU block dimensions s1 and s2.
S 0 =
8>>>><>>>>:
1 if a = 4096;
2 if 1024  a < 4096;
3 if 256  a < 1024;
4 if a < 256:
(6.7)
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Table 6.1: Generic classication of PU block sizes.
s1 x s2 a s0
64x64 4096 1
64x48, 48x64 3072
32x64, 64x32 2048 2
32x32, 64x16, 16x64 1024
32x24, 24x32 768
32x16, 16x32 512 3
16x16, 32x8, 8x32 256
12x16, 16x12 192
16x8, 8x16 128 4
8x8, 4x16, 16x4 64
4x8, 8x4 32
The correlation between s0 and saliency is shown in Figure 6.12. The graph
characterises a strong correlation between decreasing block size and increasing
visual saliency, as smaller block sizes are more likely to be salient. A similar
relationship was previously derived for intra predicted frames in Section 6.2.1.
6.3.2 Motion Residual Data
Inter-frame residuals arise from conspicuous frame motion which cannot be ac-
curately predicted by the HEVC encoder. Visual neural stimuli are particularly
sensitive to object motion within video sequences [133], which suggests motion
residual data will be highly correlatable with visual saliency. Figure 6.13a) shows
the relationship between the quantised DC coecient residual magnitude within
each transform block, Rm, and salient frame regions. The graph shows Rm dra-
matically increases in saliency after threshold Tresm is surpassed. Tresm, is based
upon histogram analysis and the maximum residual magnitude, Rmmax, compara-
ble to the intra mode residual magnitude partitioning in Figure 6.5. A threshold
parameter of Tresm = Rmmax  0:02 generates the generic motion residual mag-
nitude, R0m, as shown in Figure 6.13b). This classies the saliency likelihood
of each block, dependant upon the residual magnitude. This is mathematically
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Figure 6.12: Correlation between inter mode PU block size and saliency.
dened in Equation (6.8) by:
R0m =
(
Low if Rm < Tresm;
High if Rm  Tresm:
(6.8)
The graph demonstrates partitioned blocks are approximately 3.5 times more
likely to be salient by containing high residual magnitude data, compared with
the low residual counterpart.
6.3.3 Motion Vector Dierence Magnitude
The codec MV's describe the optimum 2D translation, from a reference frame, to
estimate the current PU block. MV's can help detect and track moving objects
[142], which draw human gaze and bear large a resemblance toward the scene
optical ow.
The smooth change of motion between neighbouring blocks is exploited by the
spatial predictors within the HEVC codec, compensating for any global motion
due to translational camera trajectory. Figure 6.14 shows a predicted motion
vector from surrounding candidates. A MV deviating from the predicted value
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Figure 6.13: Correlation between inter mode block residual magnitude and
saliency.
will consequently be encoded by a large MV dierence, which is highly probable
to originate from object motion within the sequence. The vertical, ~MVDV , and
horizontal, ~MVDH , MV dierence components are directly extractable, for every
PU partition within the HEVC decoder, so the overall MV dierence magnitude,
MVD, can easily be calculated from Equation (6.9) by:
MVD = j
q
~MVDV
2
+ ~MVDH
2j: (6.9)
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Figure 6.14: Motion vector prediction from spatial candidates.
The MV dierence orientation bears negligible resemblance towards salient object
prediction, however, the MV dierence magnitude is correlatable. Figure 6.15a)
shows the relationship between MVD and saliency, where MVDmax is the max-
imum possible MV dierence limit which coincides with the inter PU candidate
search range. From the graph there is a clear saliency deviation between positive
MV dierences and MV dierences of zero magnitude. Figure 6.15b) shows the
saliency of partitioned blocks containing a zero and non-zero MV dierence mag-
nitude, MVD0. Naturally, the non-zero magnitude elements have higher saliency
correspondence. The MV dierence generic partitioning is mathematically de-
110
0
0
10
20
30
40
50
60
70
80
90
100
MVD
Pe
rc
en
ta
ge
 o
f P
ixe
ls 
in
 R
O
I
Saliency based on MV difference magnitude
MVD
max
a)
0 >0
0
10
20
30
40
50
60
70
80
90
100
MVD
Pe
rc
en
ta
ge
 o
f P
ixe
ls 
in
 R
O
I
Saliency based on MV difference magnitude
b)
Figure 6.15: Correlation between MV dierence magnitude and saliency.
ned in Equation (6.10) by:
MVD0 =
(
Low if MVD = 0;
High if MVD > 0:
(6.10)
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Figure 6.16: Graphs showing P (Salj(s0 \ R0m \MVD0)) for all 16 possible out-
comes.
6.3.4 Inter Saliency Map Generation
An inter predicted PU block will more likely be salient if it contains a high com-
parative quantised DC residual magnitude, a non-zero MV dierence and is nely
partitioned into a small PU size. Inter-frame saliency maps are generated by em-
ploying conditional probability, complementary to the intra-frame prediction in
Section 6.2.4. The combined inter block saliency probability is subsequently ex-
pressed by P (Salj(s0\R0m\MVD0)). There are 16 possible saliency probabilities
for P (Salj(s0\R0m\MVD0)), each of which are shown in Figure 6.16. This coin-
cides with the 4 possible values for s0 and 2 thresholded levels for R0m andMVD
0.
Consistent with the intra-frame saliency prediction, in Section 6.2.4, a morpho-
logical opening and closing operation is applied to the rened output map. An
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equation describing the nal inter predicted saliency map, ST2, is described in
Equation (6.11) by:
ST2 =  :(P (Salj(s0 \R0m \MVD0))): (6.11)
6.4 Combined HEVC Saliency Model
The nal saliency map for an HEVC encoded frame, ST , is derived from a com-
bination of ST1 and ST2 as expressed mathematically in Equation (6.12) by:
ST =
(
 :(P (Salj(s \R0 \ d0))) if Intra-Frame Prediction
 :(P (Salj(s0 \R0m \MVD0))) if Inter-Frame Prediction:
(6.12)
Dependant upon whether a frame is encoded by inter or intra-frame prediction,
the relevant features can be extracted directly from within the bitstream af-
ter entropy decoding. A saliency estimation for each partitioned block can be
consequently formulated via a look-up table approach, by extracting data from
Figure 6.7 and Figure 6.16. The complete saliency model is shown in Figure 6.17.
6.5 Encoder Setup
The encoder setup, in particular the QP, determines the desired output video
bitrate and can aect various encoding decisions. If a user requires a low bit-
rate, the codec selects a high QP value which will highly compress the video
sequence. For larger QP, less block partitioning occurs, amounting to generally
larger CU block sizes. Also, fewer block prediction errors are transmitted due
to an increase in transform residual compression. This in turn can aect the
MV conguration and intra mode coecients within the inter and intra-frame
prediction scheme.
The encoder setup aects the block size saliency probabilities slightly as shown in
Figure 6.18a), where 3 diering QP values have been used to encode the database
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Figure 6.17: Overall HEVC saliency model diagram.
frames. A consistent saliency correlation remains independent of QP. Visual
saliency increases as block size decreases, although the previous hard coded prob-
abilities may slightly alter. The residual magnitude, intra mode dierence, MV
dierence and motion residual magnitude saliency probabilities all retain their
saliency probability, irrespective of the QP. Figure 6.18b) shows the QP value
has negligable impact upon quantised DC residual magnitude saliency probabil-
ity. The partitioned block size is the main attribute altered by QP. Figure 6.18c),
Figure 6.18d) and Figure 6.18e) show the Intra-coded PU frame partitions for the
frame in Figure 6.8a) using QP = 15, QP = 30 and QP = 45, respectively.
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Figure 6.18: Eect of QP on saliency prediction - a) Block size b) Residual
magnitude c) Intra-frame predicted block structure for QP = 15 d) Intra-frame
predicted block structure for QP = 30 e) Intra-frame predicted block structure
for QP = 45.
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a) b) c) d)
e) f) g) h)
Figure 6.19: a) 'Container' frame b) Itti model [54] c) Ngau model [69] d) Rare
model [67] e) Erdem model [68] f) Proposed model g) Thresholded original frame
using proposed model h) ground truth frame.
6.6 Experimental Results
Experimental results can be divided into 2 sections for the Intra-frame and inter-
frame saliency models, in Section 6.6.1 and Section 6.6.2, respectively. The intra-
frame model results uses the MSRA database whereas the inter-frame model
utilises 15 video sequences, both of which are described in Section 3.4.2. The ex-
perimental setup for the consequent subchapters is also described in Section 3.4.2.
6.6.1 Intra-Frame Saliency
As the intra saliency model can be implemented on individual frames and recent
research has been proposed for Intra-frame HEVC image coding [143], the pro-
posed model can logically be compared against state-of-the-art image saliency
domain algorithms. Figure 6.19 compares the proposed method to 4 existing
state-of-the-art techniques, with a manually segmented ground truth frame. By
subjective visual assessment, in terms of precise saliency estimation, the model
can accurately match the performance of the Itti [54], Ngau [69], Rare [67] and
Erdem [68] algorithms shown in Figure 6.19b), Figure 6.19c), Figure 6.19d) and
Figure 6.19e), respectively. Figure 6.19g) highlights key salient areas within the
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Table 6.2: Intra-frame saliency ROC AUC and computational time comparison
between proposed and existing models.
Itti [54] Ngau [69] Rare [67] Erdem [68] Proposed
ROC AUC for
'Container' frame 0.934 0.775 0.932 0.521 0.960
ROC AUC for
1000 frames 0.875 0.856 0.906 0.878 0.884
Computational time
per frame (sec) 0.531 0.329 6.822 16.777 0.159
original frame computed by the proposed methodology.
Subjective assessment alone is not enough to justify the validity of results. ROC
curves are shown in Figure 6.20a) and Figure 6.20b) to portray an objective
evaluation of each saliency model. Figure 6.20a) displays the ROC curve for the
corresponding frame in Figure 6.19, whereas results across the entire MSRA-1000
database are shown in Figure 6.20b). Table 6.2 shows the corresponding ROC
AUC and average computational time per frame, for each model. The table values
are computed as an average over all 1000 frames in the MSRA database. From
the graph in Figure 6.20b) and middle row in Table 6.2 the proposed algorithm
exhibits the second highest performance, accurately detecting salient regions, be-
hind the Rare model by only 2.4% dierence in ROC AUC. The major drawback
of the Rare and Erdem models are the exhaustive iterative procedure requires ap-
proximately 43 and 105 times the processing time, respectively, compared with
the proposed model. The high complexity constraints deem the models highly
unsuitable for any video saliency applications. The Ngau model, despite being
capable of rapid scene analysis, performed the worst of all models when estimat-
ing salient regions, having a 3.3% lower ROC AUC than the proposed method.
The simple algorithm searches for frame regions containing extreme coecients
and is limited to saliency estimation upon very basic scenes. The bottom row
in Table 6.2 shows model computational time per frame and the proposed model
time requirements are 30%, 48%, 2.2% and 0.9% of the Itti, Ngau, Rare and
Erdem models, respectively.
The main advantage of generating the saliency maps from within the compressed
domain, is data required for saliency estimation is extracted directly from within
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Figure 6.20: ROC curves comparison to existing state of the art methodologies
for inter-frame saliency model - a) frame from 'Container' sequence b) entire
MSRA-1000 database.
the HEVC codec and re-mapped in a basic learning algorithm. As a result,
only minimal added computational costs occur in excess of entropy decoding
the HEVC bitstream, so the model can attain an accurate saliency estimation
while maintaining a very low overall computational cost. This joint characteristic
ensures great suitability for video saliency estimation. The other methods in
comparison are pixel domain based, so full HEVC bitstream decoding must be
performed before the saliency algorithm is applied.
Test frames demonstrating the proposed model performance are shown in Fig-
ure 6.21, with the corresponding ground truth segmentation. A large set of addi-
tional results, also from the MSRA-1000 database, are provided in the appendix.
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Figure 6.21: Intra-frame saliency results - (Row 1: Original image, Row 2:
Saliency regions using the proposed model and Row 3: Ground truth).
6.6.2 Inter-Frame Saliency
Figure 6.22 and Figure 6.23 shows saliency maps for the proposed inter-frame
method compared with the video saliency algorithms: Itti motion model [74]
and Dynamic length model [134]. An ROC curve for the entire saliency video
database is shown in Figure 6.24, with corresponding AUC value on the top row
in Table 6.3. The results show the proposed model has a 1.1% and 5.7% increase
in ROC AUC compared with the Itti and Dynamic models, respectively.
A major benet provided from compressed domain saliency estimation is the
computational complexity, in terms of processing time per frame. The bottom
row in Table 6.3 provides computational time per frame for the proposed com-
pressed domain methodology compared with existing approaches. The proposed
method has a computational time 20% and 22% of the Itti and Dynamic mod-
els, respectively. As with the intra-frame saliency model provided, the proposed
methods extremely high computational eciency is due to the frame analysis, for
ROI detection, being provided as a by-product of the HEVC encoder. From a
compressed video bitstream, the comparison methods must rst fully decode the
bitstream as they are based within the spatial domain.
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Figure 6.22: Inter-frame Saliency results 1 - (Row 1: Original frame, Row 2:
Itti [74], Row 3: Dynamic [134], Row 4: Proposed and Row 5: Ground truth).
The limitations of the proposed model are highlighted in Figure 6.25. A bright
pink ower is labelled as the salient object in Figure 6.25a) and Figure 6.25b).
However, our saliency estimation in Figure 6.25c) does not compute human visual
gaze will xate entirely upon this region. The luma component only is used for
saliency estimation, so neural stimuli sensitive towards bright colours are not
necessarily captured within the model. This can be overcome by incorporating
the chroma channel within the proposed framework.
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Figure 6.23: Inter-frame Saliency results 2 - (Row 1: Original frame, Row 2:
Itti [74], Row 3: Dynamic [134], Row 4: Proposed and Row 5: Ground truth).
As with the proposed model in Section 4.3, video saliency maps are best viewed
as an entire sequence, rather than a static image. Video sequences are available
for viewing from the website:
http://svc.group.shef.ac.uk/hevc-va.html.
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Figure 6.24: ROC curve comparison to existing state of the art methodologies
for inter-frame saliency model.
Table 6.3: Inter-frame saliency ROC AUC and computational time comparison
between proposed and existing models.
Itti [74] Dynamic [134] Proposed
ROC AUC for
1000 frames 0.804 0.769 0.813
Computational time
per frame (sec) 0.494 0.444 0.099
6.7 Conclusions
A novel HEVC domain visual saliency algorithm was presented within this chap-
ter by uniquely exploiting features within the coding standard. Using partially
decoded HEVC sequences from encoded intra and inter predicted frames, the
block partition size, quantised residual magnitude, MV dierence data and in-
tra mode dierences were combined using conditional probability to constitute
a denitive saliency model. Unlike existing methodologies, the HEVC bitstream
does not need to be fully decoded to attain an accurate saliency estimation.
The proposed model requires only 48% or less computational time, compared
against state-of-the-art methodology, while maintaining accurate saliency esti-
mation. The ROC AUC only slightly declines by 2.2% or is higher than existing
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a) b) c)
Figure 6.25: Saliency model limitations - a) original frame b) ground truth c)
proposed saliency model
methods. The nal section of the thesis concentrates on providing an HEVC do-
main VA-based watermarking framework, dependant upon these derived saliency
algorithms.
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Chapter 7
HEVC domain Watermarking
This chapter of the thesis focuses upon watermarking within the HEVC domain.
By implementing the novel compressed domain saliency algorithm in Chapter 6,
unique VA-based HEVC watermarking techniques are derived within the video
encoder and frame domain. As in Chapter 5, the proposed algorithms embed
greater watermark information into coecients exhibiting low visual salience to
provide a robust system, without compromising the visual quality of the media.
Limited encoder-based and compressed domain watermarking strategies have
been researched for the H.264/AVC standard [36{40], but new proposals are re-
quired to deal with the upcoming HEVC codec. The existing approaches embed
information within the transform residual data, to provide robust compressed
domain approaches, but none of the research considers VA-based features.
This chapter provides an HEVC domain VA-based watermarking scheme for real
time watermarking application. Data is modied within each I-frame and due to
the nature of the watermarking scheme, only a minimal increase in the overall
bitrate occurs. The algorithm is executed jointly within the video coding pro-
cess and only partially decoded bitstreams are required to extract an embedded
watermark.
The rest of this chapter is arranged as follows: possible HEVC domain water-
marking approaches are discussed in Section 7.1. Section 7.2 explains the coef-
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cient selection process within the transform domain and Section 7.3 describes
the proposed watermarking scheme, explaining both watermark embedding and
detection. The experimental results are described in Section 7.4 and nally, the
concluding remarks are shown in Section 7.5.
7.1 HEVC Watermarking Approaches
Most video sequences exist within the compressed format to reduce the required
le size. There are 3 possible approaches to watermark an HEVC encoded se-
quence:
 Within the frame domain after the video sequence has been fully decoded;
 A transcoding approach by embedding data within the compressed domain
during the bitstream decoding; and
 A tandem coding approach by re-encoding the video sequence and embed-
ding data during the encoding.
Each of the 3 options are described in more detail in Section 7.1.1, Section 7.1.2
and Section 7.1.3.
7.1.1 Frame Domain Watermarking
A frame domain VA-based watermarking scheme extends the study provided in
Section 5.2, where the saliency map is formulated within the HEVC compressed
domain, described in Chapter 6, as opposed to the wavelet domain. Figure 7.1
demonstrates watermarking within the frame domain, where the compressed
video is rst fully decoded before the watermark is embedded. An obvious ad-
vantage of this method is the simplistic approach combining previous techniques
implemented within Section 5.2 and Chapter 6.
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Figure 7.1: Frame Domain Watermark Embedding for an HEVC Encoded Se-
quence.
Figure 7.2: Compressed Domain Watermark Embedding for an HEVC Encoded
Sequence.
7.1.2 Compressed Domain Watermarking
Figure 7.2 shows the process of compressed domain watermarking, employing a
transcoding approach. The HEVC encoded sequence is partially decoded and
a watermark is embedded within the quantised transform residual data. The
modied data is consequently encoded back, forming a watermarked bitstream.
However, this solution provides a huge drift problem as decoded blocks are used
to predict future blocks within the same frame and any modication will become
propagated throughout the remaining predictions. Figure 7.3 demonstrates the
watermark drift propagation problem which arises within compressed domain
watermarking algorithms. In the gure, 1 coecient within every 8x8 quantised
transform block has been modied. The entire Doctor of Philosophy disserta-
tion of Noorkami [144] is dedicated towards determining a compressed domain
drift compensation scheme for H.264/AVC transform coecient watermarking,
therefore a compressed domain watermarking scheme is not provided.
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a) b)
Figure 7.3: Watermark drift problem with compressed domain embedding - a)
Original frame b) Watermarked frame.
7.1.3 Joint Encoder Watermark
The nal option employs a tandem coding approach to watermark an HEVC
encoded sequence. Firstly, the bitstream is fully decoded into an output video
sequence. The decoded media is consequently re-encoded and watermark data
is embedded during this process as shown in Figure 7.4. All of the water-
marked quantised residual coecients are incorporated within any consequent
future block predictions, therefore this methodology eludes any watermark drift
associated with the approach described in Section 7.1.2. To determine a VA-
based embedding coecient selection, the watermarking scheme is a hybrid with
the saliency model provided in Chapter 6. Further details describing the joint
encoder watermarking scheme are provided in Section 7.2 and Section 7.3.
7.2 Transform Coecient Watermarking Crite-
ria
To provide a robust watermarking scheme a suitable candidate to embed water-
mark data must be chosen. As it is very unlikely that the host media will be
available at the decoder, the watermarking scheme must be blind. The Intra
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Figure 7.4: Encoder Domain Watermark Embedding for an HEVC Encoded Se-
quence.
frames are chosen as a suitable candidate for watermark embedding because:
 An adversary is more likely to remove other frames as the I-frame existence
is crucial to providing a high quality video signal;
 Each of the possible HEVC coding structures, described in Section 3.3.1,
contain I-frames; and
 There is more room for embedding data within I-frames as inter predicted
data is very highly compressed.
As quantisation is a lossy operation, it is desirable to embed and detect water-
mark information prior to the procedure. This ensures any modied data does
not have to survive the codec compression. Entropy decoding and encoding is an
extremely computationally ecient procedure, consequently, a real time water-
marking scheme can be implemented by embedding watermark data close to the
entropy coding [37] within the quantised transform coecients. The DC coe-
cients, located at the top left position within each transform matrix, represent
the average block residual level and are highly sensitive towards any modication.
Embedding data within a DC coecient can cause high uctuation within the
frame brightness, resulting in large visible artifacts [144]. Therefore, transform
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AC coecients are used throughout the watermark embedding procedure as these
represent the ner details within the transform. However, large homogeneous re-
gions, free from any texture contain many AC and DC coecient values close to
zero. Any modication within these blocks will be highly perceptible and may
inuence visual gaze across the media, consequently, these blocks are avoided for
embedding. The luma channel is used for embedding as more compression occurs
within chroma components. An adversary is less likely to intentionally or unin-
tentionally remove the watermark by changing the video format, i.e YUV 4:4:4
to YUV 4:2:0. Modifying data within the quantised transform residuals can be
an extremely risky procedure, especially at high values for QP, as this will have
a large eect on the decoded frame. For this reason only 1 coecient is modied
within each transform block, to minimise embedding distortion.
7.3 Proposed Watermarking Scheme
The proposed watermarking scheme can be split into 2 sections for the water-
mark embedding and detection as described in Section 7.3.1 and Section 7.3.2,
respectively.
7.3.1 Watermark Embedding
There are 4 possible TU 4 sizes the HEVC codec may choose: 4x4, 8x8, 16x16
and 32x32. An integer DCT transform is used for the 8x8, 16x16, 32x32 blocks
whereas a Discrete Sine Transform (DST) is used for the 4x4 block size. Firstly, a
suitable watermarking coecient, CT , is chosen from the criteria described within
Section 7.2. Using an 8x8 transform block, B, as an example, the horizontal and
vertical indexing is given by, i and j, respectively. Firstly, only blocks with
non-zero DC values are chosen, i.e CT 6= B(0; 0). As only 1 coecient is to be
embedded, the coecients where i = j provide an unbiased selection towards
a particular direction. Figure 7.5 shows the suitable candidates for watermark
embedding, highlighted in gray. Coecients within the lower right half of the
transform are heavily quantised and are usually zero, therefore provide a poor
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Figure 7.5: Transform domain embedding candidates for an 8x8 block.
choice. The QP value determines the possible CT option from the remaining
selections. For High QP, CT = B(3; 3) is selected, as modifying a highly quantised
coecient will have a large visual impact on the output frame and the higher
frequency components will provide less distortion. CT = B(1; 1) is selected for
low QP. HEVC denes 52 values for QP. CT can be determined based upon the
QP value, for the watermark candidate selection by Equation (7.1):
CT =
8><>:
B(1;1) if QP = 0  16
B(2;2) if QP = 17  34
B(3;3) if QP = 35  51:
(7.1)
The 4x4 block only has 1 possible candidate, whereas similar equations can be
derived for the 16x16 and 32x32 transform blocks. As the distributions of coe-
cient magnitude, within the DCT, are weighted towards the top left coecient,
potential improvements could be made by adapting the selection of CT according
to the distribution.
The adapted watermarking scheme is based upon the blind watermarking al-
gorithm provided by Noorkami [37] as this highly cited work ensures minimal
modication to the visually sensitive quantised transform coecients. The equa-
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Figure 7.6: Compressed domain VA-based watermark embedding framework
within the HEVC encoder.
tion to modify the selected transform coecient is dependant upon whether the
binary watermark, W , to be embedded is a 1 or 0. Equation (7.2) and Equa-
tion (7.3) show both embedding scenarios forW = 0 andW = 1, respectively, by:
if W = 0,
CT =
(
CT if CT%2 = 0
CT   1 if CT%2 = 1;
(7.2)
and if W = 1,
CT =
(
CT + 1 if CT%2 = 0
CT if CT%2 = 1;
(7.3)
where % denotes the modulo operation.
The HEVC encoded sequence is decoded and to employ a VA-based watermarking
scheme, a saliency estimation from the algorithm in Section 6.2 is generated as
a by product of the decompression. A threshold is applied to the saliency map,
as in Section 5.1.1, to determine the visually uninteresting frame regions. The
inattentive frame blocks are consequently watermarked using Equation (7.2) and
Equation (7.3) during video re-encoding. An overall framework for HEVC joint
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Figure 7.7: Compressed domain VA-based watermark detection framework within
the HEVC decoder.
encoder VA-based watermark embedding is shown in Figure 7.6.
7.3.2 Watermark Detection
The embedded watermark in Section 7.3.1 can be detected by applying the
saliency estimation algorithm from Section 6.2 to determine the visually uninter-
esting watermarked blocks and applying Equation (7.4):
W0 =
(
0 if CT%2 = 0
1 if CT%2 = 1;
(7.4)
where W0 is the extracted watermark bit. The Hamming distance between W
and W0 can consequently be calculated to authenticate the media as described
by Equation (3.3).
7.4 Experimental Results
All of the data test sets used are described in Section 3.4.2. The experimental
results comprise of 2 sections for frame domain watermarking, in Section 7.4.1,
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Table 7.1: PSNR, SSIM and VQM of 4 video sequences for HEVC-based frame
domain watermarking.
Low strength Proposed High strength
PSNR 40.23  1.03 37.76  1.21 34.85  0.90
SSIM 0.99  0.00 0.98  0.00 0.96  0.01
VQM 0.08 0.12 0.22
and joint encoder watermarking, in Section 7.4.2, as described in Section 7.1.1
and Section 7.1.3, respectively.
7.4.1 Frame DomainWatermarking Experimental Results
For the frame domain algorithm, an encoded bitstream is rstly fully decoded
and a compressed domain saliency estimation is made from Section 6.4. Wavelet
domain VA-based watermarking is performed combining the compressed domain
saliency maps and the blind watermarking scheme described in Section 5.2. Three
frame domain watermarking scenarios are considered, as in Chapter 5:
 1) a uniform min for the entire scene (low strength watermark);
 2) the proposed watermarking scheme which implements an adaptive VA-
based , adopting the HEVC compressed domain saliency maps; and
 3) a constant max throughout the embedding procedure (high strength
watermark).
Identical test conditions are performed to the experimental setup in Section 5.2.1.
Section 7.4.1.1 and Section 7.4.1.2 show the visual quality and watermark robust-
ness results for frame domain watermarking, respectively.
7.4.1.1 Imperceptibility
The PSNR, SSIM and VQM average for 4 watermarked sequences are shown in
the top, middle and bottom rows of Table 7.1, respectively. A Similar visual
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Figure 7.8: Subjective Test for Frame Domain Watermark Embedding.
quality is maintained between the low strength and proposed algorithms, dier-
ing by approximately 2dB in PSNR. Results from two subjective tests, DSCQT
and DSIST, are shown in Figure 7.8. The low strength and VA-based scenar-
ios portray a similar subjective visual quality, whereas the high strength media
quality is deteriorated due to the perceived embedding distortion.
7.4.1.2 Robustness
Robustness against H.264/AVC compression is shown in Figure 7.9 for all 3 wa-
termarking scenarios. From the graph, a 20% improvement in Hamming Distance
is possible when comparing the low strength and proposed VA-based algorithm.
Despite having an increased robustness, the visual quality remain similar as de-
scribed in Section 7.4.1.1.
Results and reasoning behind the HEVC-based frame domain watermarking al-
gorithm are highly comparable to Section 5.2.1, as any discrepancies will only lie
resultant of dissimilar saliency estimations.
7.4.2 Joint Encoder Watermarking Experimental Results
Due to the nature of the blind watermarking scheme, only 2 scenarios are con-
sidered:
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Figure 7.9: Robustness to H.264/AVC compression - average of 4 video sequences.
 1) the proposed VA-based watermarking scheme only embedding transform
blocks portraying low saliency; and
 2) high strength watermark embedding within every transform block through-
out the frame regardless of VA.
As 1 bit is embedded within every transform block for the high strength proposal
and VA-based watermarking is performed by only modifying transform blocks
exhibiting low visual salience, low strength watermarking cannot be achieved,
therefore is omitted. The results subsection is split into 2 sections for the robust-
ness and imperceptibility evaluation of the proposed method.
7.4.2.1 Imperceptibility
The imperceptibility of the proposed watermarking scheme is compared against
the high strength algorithm. The top, middle and bottom rows in Table 7.2 show
the PSNR, SSIM and VQM, respectively, for the Stefan, Container, Hall and
Soccer sequence. Naturally, the proposed method shows a high increase in visual
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Table 7.2: PSNR, SSIM and VQM of 'Stefan', 'Container', 'Hall' and 'Soccer'
sequences.
Stefan Container
Proposed High strength Proposed High strength
PSNR 38.55  0.56 34.62  0.29 38.12  0.56 33.51  0.29
SSIM 0.99  0.00 0.97  0.00 0.99  0.00 0.97  0.00
VQM 0.10 0.18 0.09 0.20
Hall Soccer
Proposed High strength Proposed High strength
PSNR 42.11  0.45 36.21  0.24 37.44  0.61 32.93  0.31
SSIM 0.99  0.00 0.98  0.00 0.99  0.00 0.97  0.00
VQM 0.05 0.17 0.09 0.21
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Figure 7.10: Subjective Testing for a Joint Encoder Watermark Embedding Sys-
tem.
quality in all cases as watermark data is only embedded within locations a viewer
is less likely to view. This statement is further justied by subjective testing,
shown in Figure 7.10, where the average score over all 4 sequences is taken. It
is clear from the gure there is a dramatic visual quality dierence between the
high strength and proposed methodologies, with the VA-based algorithm showing
an improved DCR and mean opinion score by 5 and 3 units, respectively, despite
only having a PSNR approximately 4dB apart.
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Table 7.3: Robustness against HEVC re-encoding using various QP for the 'Ste-
fan', 'Container', 'Hall' and 'Soccer' sequences.
Stefan Container
Proposed High strength Proposed High strength
scheme scheme scheme scheme
QP = 25 0.21  0.02 0.18  0.02 0.23  0.03 0.22  0.02
QP = 27 0.39  0.03 0.35  0.02 0.41  0.02 0.41  0.01
QP = 30 0.45  0.01 0.42  0.01 0.46  0.01 0.45  0.01
Hall Soccer
Proposed High strength Proposed High strength
scheme scheme scheme scheme
QP = 25 0.19  0.03 0.17  0.02 0.22  0.02 0.19  0.02
QP = 27 0.41  0.01 0.40  0.01 0.43  0.01 0.40  0.01
QP = 30 0.47  0.01 0.45  0.01 0.46  0.02 0.45  0.01
7.4.2.2 Robustness
Robustness against HEVC recompression is determined for the 4 watermarked
sequences. These sequences are encoded using QP = 25 and the intra frame
only prediction mode. Table 7.3 shows the Hamming distance of the proposed
watermarking scheme compared with the high strength embedding scenario. The
table determines a similar robustness between the high strength and proposed
VA-based algorithm, with only a mean decrease of 0.02 in Hamming Distance.
Therefore, the high and proposed watermarking schemes are very close in terms of
robustness but greater visual distortion appears on the high strength embedded
sequences.
As watermark embedding occurs from modifying the transform coecients by
either -1, 0 or +1, the alteration has minimal impact upon the overall bitstream
le size. Table 7.4 shows the bitrate increase and average number of watermarked
bits per frame for the proposed watermarking scheme under the condition of
QP = 25. The Stefan sequence contains 90 frames where as the Container, Hall
and Soccer sequences have 300 frames. The table shows only a minimal increase
in bitrate occurs, around 0.02%, resultant of the proposed watermarking scheme.
A major limitation of both the proposed and high strength methodology is the
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Table 7.4: Bitrate increase for the proposed watermarking scheme
Video Watermarked bits Bit rate
sequence per frame increase
Stefan 89 0.03%
Container 81 0.02%
Hall 78 0.02%
Soccer 85 0.02%
limited robustness toward signal processing attacks. The HEVC compression is
not an identically reversible procedure, as the codec may choose dierent ADI pre-
diction modes or partition the frame dierently after a signal processing attack.
This is a highly common problem within any compressed domain watermarking
algorithm [145].
Figure 7.11, Figure 7.12, Figure 7.13, Figure 7.14 and Figure 7.15 show water-
marked I-frames for 3 test images and 2 video frames. For each image or video test
the gures display the original frame, proposed VA-based watermarking scheme
and high strength watermark scenario. The proposed low visual distortion is
apparent in each scenario as supported by the imperceptibility evaluation and
subjective testing in Table 7.1 and Figure 7.10, respectively. As with the uncom-
pressed domain video watermarking scheme provided in Chapter 5, the VA-based
video watermarking algorithm is best subjectively assessed as an entire sequence
rather than from static frames within the sequence. Watermarked HEVC domain
VA-based videos are available for viewing at the following website address:
http://svc.group.shef.ac.uk/hevc-va-wm.html.
7.5 Conclusions
This chapter utilises the compressed domain saliency algorithm from Chapter 6
to determine a novel watermarking framework. The proposed algorithms embed
watermark data into visually uninteresting coecients to provide both a joint
encoder and a frame domain watermarking scheme. For the encoder framework,
I-frame low salient quantised transform coecients are modied by either +1,
0 or -1 to ensure there is only a minimal increase of 0.02% within the over-
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a)
b) c)
Figure 7.11: Compressed domain watermarking image sequence 1 - a) original
image b) proposed watermarking scheme c) high strength watermarked image.
all bit rate. By modifying transform coecients within regions of low salience,
which also contain a non-zero DC coecient magnitude, high media visual qual-
ity is maintained without causing any conspicuous embedding artifacts. The
proposed algorithm has substantial improvements in media quality, veried by a
4dB increase in PSNR and subjective visual testing. The VA-based watermark-
ing scheme provides a maintained robustness, compared with the high strength
model, when both watermarking schemes undergo HEVC re-encoding at various
QP levels. The frame domain algorithm performance is highly comparable to the
VA-based video watermarking study in Section 5.2, providing a 20% increase in
robustness against H.264/AVC compression between the low strength and pro-
posed methodology. However, the visual quality between these two scenarios is
highly similar, veried by subjective and objective testing. For both VA-based
watermarking schemes provided within this chapter, the quality of the model is
largely dependant upon the precision of the saliency estimation. Any inaccura-
cies within the model can severely hinder the overall system performance as data
embedded within an eye catching region can be highly noticeable.
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a)
b) c)
Figure 7.12: Compressed domain watermarking image sequence 2 - a) original
image b) proposed watermarking scheme c) high strength watermarked image.
a)
b) c)
Figure 7.13: Compressed domain watermarking image sequence 3 - a) original
image b) proposed watermarking scheme c) high strength watermarked image.
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a)
b) c)
Figure 7.14: Compressed domain watermarking video sequence 1 - a) original
frame b) proposed watermarking scheme c) high strength watermarked frame.
a)
b) c)
Figure 7.15: Compressed domain watermarking video sequence 2 - a) original
frame b) proposed watermarking scheme c) high strength watermarked frame.
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Chapter 8
Conclusions and Future Work
In this thesis, numerous VA and watermarking-based research advancements are
suggested. This section summarises all the novel propositions and recommends
any potential future work.
8.1 Conclusions
In Chapter 4, a wavelet based image and video saliency model is provided by
merging spatial and temporal features to locate conspicuous regions. Both pro-
vided algorithms are highly suitable, but not solely limited towards, applications
within the digital watermarking eld. The image saliency algorithm detects con-
spicuous scene regions by combining intensity, colour and orientation contrasts
within the wavelet domain. For the video saliency model, salient local object
motion provides temporal features maps by estimating and compensating for any
global dynamic camera motion. Real-time video saliency estimation is attainable
for scenes containing low global camera movement due to the fast and simple
algorithm. Subjective evaluation shows the proposed models high performance
in terms of accurately estimating salient regions, compared with state-of-the-art
existing methodologies. ROC curves provide an objective algorithm evaluation
of the proposed model performance which compliments the subjective assessment
by an increase of 1.2% and 3.5% in ROC AUC for the image and video models,
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respectively. The computational time per frame is also reduced by 50% and 88%
for the image and video models, respectively.
A region of interest dictates the most important visible aspects within media, so
distortion within these areas will be highly noticeable to any viewer. Chapter 5 in-
corporates the saliency maps from Chapter 4 within the watermarking framework
by embedding greater watermark information within any visually uninteresting
scene regions. This provides both non-blind and blind, image and video domain
schemes. PSNR, SSIM, VQM, DSCQT and DSIST evaluation shows only mi-
nor visual deterioration occurs, resultant of the VA-based watermarking scheme.
However, up to a 40% increase in Hamming Distance is possible against robust-
ness to a wide variety of adversary attacks such as: image ltering, JPEG2000
compression and H.264/AVC compression.
Most video sequences exist in an encoded format. In Chapter 6 an HEVC com-
pressed domain saliency framework is provided by uniquely exploiting features
within the coding standard. For both intra and inter coded frames, the block
partition size, residual energy, intra mode dierences and motion vector magni-
tude are combined using conditional probability to constitute a denitive saliency
model. Unlike existing methodologies, the HEVC bitstream does not need to be
fully decoded to attain an accurate saliency estimation. The proposed method
has a computational time 50% or less, compared with existing methodologies
without compromising the accurate saliency estimation, veried by ROC curve
evaluation. The saliency model is highly applicable toward low power devices
due to the highly ecient algorithm and similarly to the uncompressed domain
saliency model, in Chapter 4, the target application is not solely limited toward
digital watermarking.
Finally, Chapter 7 examines HEVC domain watermarking approaches and 2 novel
blind VA-based algorithms are provided. Firstly, a frame domain watermark-
ing model is presented by combining the saliency model in Chapter 6 with the
watermarking framework in Chapter 5. While maintaining the visual quality
between the proposed and a constant low strength watermark, a robustness in-
crease against H.264/AVC compression up to 20% is possible. A joint encoder
based solution is also provided, where watermark data is embedded within specic
quantised AC transform coecients determined by VA, while only increasing the
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overall bitrate by 0.02%. The simulated results show, the proposed VA-based wa-
termarking scheme and constant high strength model maintain a similar robust-
ness against HEVC recompression, however, the visual quality of the proposed
algorithm is dramatically higher. This is justied by objective measurements
such as PSNR, SSIM and VQM as well as subjective testing.
8.2 Key Contributions
Research presented in this thesis produced the following novel key contributions
in the eld of VA-based watermarking schemes:
 A wavelet domain image and video saliency algorithm is proposed. Both
models are highly suitable, but not limited towards, wavelet-based water-
marking application.
 A novel VA-based image and video domain watermarking framework is
proposed. The watermarking schemes are provided incorporating the novel
saliency maps proposed within this thesis.
 Proposed is an HEVC compressed domain saliency algorithm. Saliency
maps are generated directly from within the HEVC domain, uniquely ex-
ploiting various coding decisions made from within the HEVC codec.
 Proposed is a VA-based joint encoder and frame domain watermarking
scheme for HEVC. The compressed domain saliency model provided within
this thesis is combined within the watermarking framework, to provide VA-
based HEVC watermarking algorithms.
8.3 Future Work
There are numerous notable future directions which can be undertaken to extend
various aspects of the research within this thesis.
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VA-based watermark framework renement by perceptual
subband watermark weighting:
In Chapter 5, an image and video wavelet VA-based watermarking framework
is provided by embedding a greater amount of watermark information into the
less visually attentive frame portions. This model can be rened by incorporat-
ing existing methodologies, based upon perceptual HVS characteristics within
the wavelet transform. Barni [138] implements perceptual watermark weighting,
based upon the wavelet subband orientation or decomposition level. Incorpora-
tion of these HVS based mechanisms within the VA-based watermarking frame-
work design, could potentially enhance the existing models overall performance
in terms of joint robustness and imperceptibility, especially within frames con-
taining a wide variety of texture.
Provide a framework for HEVC scalable and 3D multiview
extensions:
With current research establishing an HEVC multiview and scalable extension [5]
[4], a logical progression for continued studies is to provide a suitable watermark-
ing framework within both 3D stereoscopic and scalable media. By incorporating
any potential relationships between depth map information and human VA char-
acteristics, combined within our compressed domain algorithms, watermarking
frameworks within the 3D HEVC extension domain can be provided. For the
HEVC scalable extension, potential spatial redundancies derived within the scal-
able codec could be exploited and potentially provide a vital incite into estimating
visual saliency across multi-scaled media. This would be of great benet, pro-
viding a universal compressed domain saliency model, regardless of the targeted
device.
Use a machine learning technique:
Chapter 6 provides an HEVC domain saliency estimation by combining various
extractable features within the codec. By incorporating a machine learning based
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technique, the parameters which are most advantageous towards the saliency
model can be identied. By implementing a feedback loop, the system can be
nely tuned, increasing the accuracy of salient region detection.
Saliency model applications:
This thesis provides saliency maps applicable but not limited towards the wa-
termarking eld. Our models are highly adaptable within many other wavelet
based applications such as compression, fusion, automatic image resizing and
advertising.
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Chapter 9
Appendix - Additional Results
In this appendix, additional results are shown for the Intra mode Saliency model
described in Chapter 6. The results shown are from the MSRA database and
show 50 original frames, proposed saliency map and corresponding ground truth
frames.
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Original Frame Saliency Map Ground Truth
Figure 9.1: HEVC Intra-Only mode additional saliency results 1-9 of 50
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Original Frame Saliency Map Ground Truth
Figure 9.2: HEVC Intra-Only mode additional saliency results 10-18 of 50
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Original Frame Saliency Map Ground Truth
Figure 9.3: HEVC Intra-Only mode additional saliency results 19-27 of 50
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Original Frame Saliency Map Ground Truth
Figure 9.4: HEVC Intra-Only mode additional saliency results 28-36 of 50
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Original Frame Saliency Map Ground Truth
Figure 9.5: HEVC Intra-Only mode additional saliency results 37-45 of 50
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Original Frame Saliency Map Ground Truth
Figure 9.6: HEVC Intra-Only mode additional saliency results 46-50 of 50
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