An approach to preconditioning linear systems is presented, which is well suitable for parallel implementation.
Introduction
Preconditioning of linear systems to improve the convergence rate of iterative methods has been extensively used in the recent literature [see for example 1, 2, 3, 41. In many cases, this approach allows obtaining substantial advantages, especially when the same coefficient matrix has to be used many times in solving procedures.
In this paper, we present a preconditioner, which has not been yet fully exploited by past researches, and which is well suitable to produce fast parallel linear systems solvers. Moreover such preconditioner is the base of a fast matrix inverter, which can be applied to matrices whose minimum polynomial is lower than the size of the matrix.
More preciesely, the time sufficient to perform the inversion of an Nan matrix is of order log n' log m, where n and m are the size of the matrix, and the degree of its minimum polynomial, respectively.
In the following, we will denote the time complexity of an algorithm, together with the number of processors required to attain it, by a couple, whose first (second) term is the time complexity (number of processors).
The rest of this paper is organized as follows.
In section 2 we show the main theoretical results of the paper; in section 3 we describe the parallel algorithms derived.
Theoretical Results
Given a matrix A E R**", and a positive integer k, consider the matrix power sum We show now some theoretical results, which allows deriving the parallel algorithms of the next section.
Lemma 1.
Let A, k, and Pk(A) be defined as above. Then the least integer k for which corresponds to the degree of the minimum polynomial
Proof
Follows from the fact that fA is convex, and from rem. Given an integer k, now we look for a procedure for the computation of the value of the coefficents zo,. . . , Zk, minimizing the function of fA. Since fA is convex, then it is sufficient to determine the values q,i = 0, 1, ... , k, for which df.4 ( X0,X1,"', "k) dx j =O,j=O,l,...,k.
Given a nonnegative integer t, we will denote with a$:' the (;, j) -th entry of the matrix At.
We have: 
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By setting to zero the partial derivatives, we obtain the linear system Remark.
Note that the k x k matrix c is nonsingular, provided that k is less or equal to the degree of the minimal polynomial of A.
Parallel Algorithms
In this section we show some parallel algorithms derived from the results of section 2.
Consider first the problem of constructing, and subsequently of solving the linear system (3). 
Note that stage 3. can be performed by using a known algorithm for matrix inversion in quadratic-logarithmic time.
Algorithm 5. For what concerns the parallel complexity of algorithm 6, it is worth noting that the number of steps required by stage 5 is constant, so that the running time of stage 5 is O(l0gn).
Moreover, the overall running time is dominated by the last application of algorithm 5, corresponding to the value of k for which fA(xo, .. . , a) is less than 1.
Proposition 7.
The inversion of an 12~1 matrix, whose minimal polynomial has degree less or
