Cross-project defect prediction (CPDP) aims to predict defects of projects lacking training data by using prediction models trained on historical defect data from other projects. However, since the distribution differences between datasets from different projects, it is still a challenge to build high-quality CPDP models. Unfortunately, class imbalanced nature of software defect datasets further increases the difficulty. In this paper, we propose a transferlearning oriented minority over-sampling technique (TOMO) based feature weighting transfer naive Bayes (FWTNB) approach (TOMOFWTNB) for CPDP by considering both classimbalance and feature importance problems. Differing from traditional over-sampling techniques, TOMO not only can balance the data but reduce the distribution difference. And then FWTNB is used to further increase the similarity of two distributions. Experiments are performed on 11 public defect datasets. The experimental results show that (1) TOMO improves the average G-Measure by 23.7%∼41.8%, and the average MCC by 54.2%∼77.8%. (2) feature weighting (FW) strategy improves the average G-Measure by 11%, and the average MCC by 29.2%. (3) TOMOFWTNB improves the average G-Measure value by at least 27.8%, and the average MCC value by at least 71.5%, compared with existing state-of-theart CPDP approaches. It can be concluded that (1) TOMO is very effective for addressing class-imbalance problem in CPDP scenario; (2) our FW strategy is helpful for CPDP; (3) TOMOFWTNB outperforms previous state-of-the-art CPDP approaches.
Introduction
Software defect prediction (SDP) has been a significant research topic in the software engineering field for over three decades [1] . SDP plays an important role in reasonably allocating the testing resources and improving the efficiency of software testing, which has drawn increasing attention of both academic and industrial communities [2] [3] [4] [5] [6] [7] [8] [9] [10] . In general, SDP models are built on the historical defect data form a project and then they are used to predict the defects of new software modules (such as classes, methods, and files) from the same project. This kind of SDP is generally called within-project defect prediction (WPDP) [11] [12] [13] [14] [15] [16] [17] [18] [19] [20] [21] [22] . However, at the early stage of a project, since there is no sufficient or any historical defect data [23] [24] [25] , it is difficult to perform WPDP.
To address this issue, researchers have proposed cross-project defect prediction (CPDP) [24] [25] [26] [27] [28] [29] [30] [31] [32] [33] [34] . CPDP attempts to train a prediction model by using historical defect datasets (aka. source data) collected from other projects and then use the trained model to predict defects of a new project data (aka. target data). Fortunately, there are many defect datasets collected from open source software projects, which are publicly available on PROMISE repository [35] . Some CPDP approaches have been proposed in previous studies. These approaches can be divided into two main categories: instance-based CPDP approaches [24] [25] [26] [27] [28] and featurebased CPDP approaches [29] [30] [31] [32] [33] [34] . Instance-based CPDP approaches demand that source and target datasets have common software metrics. They try to reduce the distribution differences between the source and target datasets by selecting similar instances from source data [24] [25] [26] or weighting training instances [27, 28] . Feature-based CPDP (aka. heterogeneous defect prediction) approaches try to find the latent common feature space by feature space transformation [29] [30] [31] [32] 34] . Especially, CPDP with heterogeneous metric sets between source and target datasets are called as heterogeneous defect prediction [30, 31, 34] .
Software defect data has class imbalance nature, where the number of non-defective instances (majority class samples) is much more than that of defective ones (minority class samples) [36] . As Bohem and Basili [37] pointed out that in most cases, 20% of the modules can result in 80% of the software defects. Class imbalanced distribution is a major reason accounting for poor predicting performance, especially for the minority class [38] [39] . The class-imbalance problem has been widely studied in WPDP scenario [40, [40] [41] [42] , and class-imbalance learning approaches used in SDP can be divided into three categories: resampling methods [40] , cost-sensitive learning [43] , and ensemble learning [42] . However, most previous CPDP approaches [24, 25, 29, 31] do not consider the class-imbalance problem. Although a few CPDP methods [34, 41] take it into consideration, they just directly use traditional class imbalance learning approaches (such as synthetic minority over-sampling technique (SMOTE) [44] , cost-sensitive learning), but do not address the class-imbalance problem in CPDP scenario by considering the distribution characteristics of both source and target datasets.
Different software metrics (aka. features, attributes) usually have different importance when making defect prediction in SDP. Researchers usually measure the importance of each feature according to its relevance with software defect. Feature importance has been widely used in many feature selection methods [45] [46] [47] [48] [49] . Intuitively, the features with high importance should be assigned bigger weights when making a prediction. However, the previous CPDP approaches usually assume that different software metrics have the same importance.
The objective of this paper is to develop an effective cross-project defect prediction modeling approach dealing with the class-imbalance problem. In this paper, we propose a transfer learning oriented over-sampling technique based feature weighting transfer naive Bayes (TOMOFWTNB) approach. To evaluate TOMOFWTNB, we explore the following research questions (RQs):
• RQ1: Does TOMO outperform traditional over-sampling techniques in CPDP sce-nario?
• RQ2: Is feature weighting strategy helpful for CPDP?
• RQ3: Does TOMOFWTNB outperform other CPDP approaches?
To answer these questions, we perform a series of experiments on 11 public defect datasets from tera-PROMISE repository 1 . The experimental results show that (1) TOMO is very effective to address the class-imbalance problem in CPDP scenario. (2) our feature weighting strategy is helpful for CPDP. (3) TOMOFWTNB outperforms previous state-of-the-art both instance-based and feature-based CPDP approaches.
The main contributions of this paper are presented as follows:
(1) To address the class imbalance problem in cross-project defect prediction (CPDP) scenario, a transfer learning oriented minority over-sampling approach (TOMO) is proposed by us, which can not only help to balance the data but can increase the similarity of distributions between the source and target data.
(2) To apply the information of feature importance in CPDP scenario, we proposed a feature weighting transfer naive Bayes approach based on previous CPDP approach transfer naive Bayes [27] .
(3) Based on the above work, we proposed a novel transfer-learning oriented over-sampling based feature weighting transfer naive Bayes (TOMOFWTNB) approach for CPDP.
(4) We performed experiments on 11 public defect datasets from different software projects. The experimental results show that the proposed TOMO, feature weighting strategy, and our TOFWTNB approach can achieve desirable performance, respectively.
The rest of this paper is organized as follows: Section 2 reviews previous work about cross-project defect prediction and class imbalance learning in SDP field. In Section 3, we present our proposed CPDP approach. The experimental setup and results are presented in Section 4 and 5, respectively. Our research is discussed in Section 6. Some potential threats to our study are shown in Section 7. Finally, we make a conclusion on our research in Section 8.
Related Works
In this section, we briefly introduce existing cross-project defect prediction models and class imbalance learning methods in software defect prediction field.
Transfer Learning
A major assumption in many machine learning approaches is that the training and future data must have same feature space and the same distribution [50] . Transfer learning techniques do not require this assumption and allow transfer domain knowledge between different domains. According to [50] software defects are usually different. Therefore, software metrics should be treated differently according to their importance.
Class Imbalance Learning for Software Defect Prediction
To address the class-imbalance problem in SDP, many class-imbalance learning methods have been used at data and algorithm levels [34, 42] .
Data-level methods refer to a variety of re-sampling techniques, which try to balance datasets by removing majority class samples or adding minority class ones. Many re-sampling methods have been used for SDP, such as random under-sampling, random over-sampling, SMOTE [44] , and their variants [40, 41, [56] [57] [58] [59] . However, this kind of methods may have the risk of discarding useful information or introducing data noise.
Algorithm-level methods mainly include ensemble learning approaches and cost-sensitive learning. Classic ensemble learning techniques, such as bagging and boosting, have demonstrated the effectiveness in handling class imbalanced problem although not specifically designed to address this problem [60] . Many variants of classic ensemble learning approaches have been proposed to address the class imbalance problem in the SDP field [38, 42, 61, 62] . However, how to effectively design an appropriate integration mechanism is still not be completely solved. Cost-sensitive (CS) learning addresses class imbalance problem by assigning big misclassification cost for defective instance and small misclassification cost for nondefective instances. Khoshgotaar et al. [43] first introduced cost-sensitive learning into SDP by proposing a cost-boosting method. Zheng [63] proposed cost-sensitive boosting neural networks for SDP. Similarly, CS neural network was studied by Arar and Ayan [64] . Liu et al. [47] proposed a two-stage CS learning for SDP, which includes CS feature selection and CS neural network classifier. Li et al. [17] used three-way decision-based CS for SDP. Some researchers combined CS with other machine learning methods, such as dictionary learning and random forest [56, 65] . Furthermore, CS also have been used in the CPDP scenario [34, 66] . However, how to set suitable cost values is still an unsolved problem for the cost-sensitive learning method.
Although these class-imbalance learning methods have been demonstrated to be effective in WPDP scenario and even some of them has been used recently in CPDP scenario [34, 66] , these methods are not specially designed for addressing the class-imbalance problem in CPDP scenario. More specifically, these methods do not concern the distribution differences between the source and target datasets in CPDP scenario. Take SMOTE as an example, the artificial minority class samples are generated based on the real minority class samples in source dataset. Thus, the artificial minority class samples cannot ensure that the expended source dataset by adding the artificial samples even increase the distribution difference between the source and the target datasets. Differing from above class imbalance learning methods, we propose a transfer-learning oriented minority over-sampling technique (TOMO, see Section 3.1) to generate synthetic minority class samples by considering both source and target data distribution information. In this way, our synthetic minority class samples not only balance the dataset but also increase the similarity between source and target datasets.
Proposed Method
In this section, we describe the proposed transfer-learning oriented minority over-sampling technique based feature weighting transfer naive Bayes (TOMOFWTNB) approach.
Fig 1 presents the overall framework of proposed TOMOFWTNB for CPDP. TOMOFWTNB assumes that (1) source dataset and target dataset has common software metrics; (2) source data is imbalanced. Given a labeled source dataset and a target dataset without the labels, we first preprocess the data. For a source instance, if the number of defects is larger than zero, then we label it as 1, otherwise 0. And then, We remove the instances having missing values and the duplicate instances. Secondly, we balance the class-imbalanced source data by using our proposed transfer learning oriented minority over-sampling technique (TOMO). And then we build a CPDP model by using our proposed FWTNB approach. Finally, we use the trained model (TOMOFWTNB) to predict the label of target data and evaluate its performance.
The proposed TOMOFWTNB approach includes two key phases: TOMO and FWTNB. In the following paragraphs, we present the details of these two phases, respectively. 
Transfer-learning Oriented Minority Over-sampling Technique
Since traditional class-imbalance learning approaches (e.g., SMOTE) widely used in WPDP scenario do not consider the distribution difference between the source and target datasets, they are not very suitable for CPDP scenario. To address class imbalance problem in CPDP scenario, we propose a novel transfer learning oriented minority over-sampling technique (TOMO). TOMO takes both the distribution characteristics of source data and that of target data into consideration. Thus, TOMO can not only balance the source data but reduce the distribution difference between the source and target data. Algorithm 1 shows the Matlab pseudo-code of TOMO.
Given source data S and target data T , the minority and majority class sample subsets are denoted by S P and S N , respectively. TOMO includes two main stages: (1) construct the nearest-neighbor matrix; and (2) generate artificial minority samples.
In the first stage, the target data T is divided into two clusters in which the small-sized cluster is regarded as the potential minority class samples and its centroid is denoted as c. And then, all instances in S P are sorted in ascending order according to their distance from cluster centroid c. For each instance in sorted S P , the order of its nearest-neighbors (i.e., other instances in S P ) are next determined by both the distance from its every neighbor to current instance and the distance from its every neighbor to the cluster centroid c of potential minority class samples in T . In order to be able to flexibly adjust the importance of above two distances, a parameter λ (Step 11) is introduced. The process of finding nearest-neighbor for an instance can be briefly illustrated as Fig 2. In the second stage, artificial minority class samples are generated based on the above nearest-neighbor matrix. For convenience, let the number of artificial minority class samples be n 0 , and the size of S P be n P . According to the size of n 0 , our sampling procedure includes three specific cases. The first case, if n 0 < n P , we just use the first n 0 samples in S P and their corresponding first nearest-neighbor to generate artificial minority class samples (Lines [16] [17] [18] [19] . The second case, if n P ≤ n 0 ≤ n p (n P − 1), we first use each sample in S P and its corresponding the first f loor(n 0 /n P ) nearest-neighbors to generate one part of artificial samples, and then the rest is generated based the first several samples in S P and their corresponding the first nearest-neighbor (Lines 21-34). Otherwise, we first generate one part of artificial minority class samples by using each sample in S P and its every nearest-neighbor multiple times and then perform a similar procedure like second case (Lines 36-59). Divide T into two clusters and regard samples in the smaller cluster with centroid C min as potential minority class samples; denote the majority and minority class samples in S by S N and S P , respectively.
Minority class samples in S
8: Sort S P in ascending order according to the distance (Euclidean distance, by default) between C min and every instance in S P and then construct a distance matrix distSS in which distSS(i, j) denotes the distance between i-th and j-th samples in sorted S P ;
9: Calculate the distance between C min and each sample in sorted S P and can obtain a row vector, and then replicate it n P − by − 1 times to generate a matrix distT S;
10: Normalize distSS and distT S as:
sum(distT S(i,:)) ; 11: Calculate hybrid distance matrix distH: distH = λ * distSS N + (1 − λ) distT S N ; 12: Construct the index matrix N eigInd of nearest-neighbors for each sample of sorted S P by sorting distH in ascending order by row. N eigInd(i, j) denotes the index of j-th nearest neighbor of i-th minority class sample.
13: The number of synthetic minority class samples synthetic :n 0 = f loor(n N * Ratio) − n P , where n N and n P denote
16:
Generate a random number rand ∈ (0, 1).
18
:
end for 20: else if k >= 1 and k <= (n P − 1) then
21:
j 0 = 1.
22:
for i = 1 : n P do 23: for j = 1 : f loor(k) do 24:
Generate a random number rand ∈ (0, 1); 26: synthetic(j 0 , :) = S P (i, :) − rand * (S P (N eigInd(i, j), :) − S P (i, :)); 27: end for 28: end for
29:
Let ind = 1 : (n 0 − f loor(k) * n P );
30:
for i = 1 : length(ind) do 31:
Generate a random number rand ∈ (0, 1); 
37:
38:
for i = 1 : 1 : n P do 40: for j = 1 : n P − 1 do 41:
Generate a random number rand ∈ (0, 1); 43: synthetic(j 0 , :) = S P (i, :) − rand * (S P (N eigInd(i, j), :) − S P (i, :)) for i = 1 : n P do 48:
Generate a random number rand ∈ (0, 1); 51: synthetic(j0, :) = S P (i, :) − rand * (S P (N eigInd(i, j), :) − S P (i, :));
52:
end for 53: end for
54:
55:
for i = 1 : length(ind) do 56:
Generate a random number rand ∈ (0, 1);
58: Feature importance can be identified according to the relevance between feature and software defect according to previous SDP studies [47] [48] [49] . Many indicators have been used to measure the relevance, such as Pearson's correlation coefficient and mutual information. However, Pearson's correlation coefficient is not suitable for measuring non-linear relationship, mutual information is sensitive to discretization methods when discretizing continue variables before calculating mutual information. Actually, the relationship between software metrics and the class label is not always the simple linear relationship, and many software metrics are continuous variables. To solve this problem, we used maximal information coefficient (MIC) to measure the relevance between software metrics and the class label (i.e., defective or not).
MIC is a robust indicator of measuring the correlation of two variables, which was developed by Reshef et al in 2011 [67] . Xu et al. [49] proposed a feature selection method named MICHAC for software defect prediction, in which MIC was used to measure the correlation between software metrics and the class label.
In this study, we use a MATLAB API named minepy developed by Albanese et al. [68] to calculate MIC and apply this API with its default parameters.
Weighting for source data based on data similarity
To reduce the distribution difference between the source and target datasets, Ma e al. [27] proposed a method based on sample similarity and data gravitation to allocate a weight for each instance in source dataset. However, the similarity between each source instance and target dataset is calculated by assuming that software metrics have the same contribution to predict the class label. Therefore, in this paper, we propose feature weighting similarity.
Suppose an instance without the class label can be represented as x i = {a i1 , a i2 , · · · , a ik }, where k denotes the number of software metrics. The maximum and minimum values for j-th metric in target dataset are:
And then for each instance x i in training dataset, the feature weighting similarity of x i to the target data is calculated as:
where h (a ij ) = 1, if min j ≤ a ij ≤ max j 0, otherwise , and M IC i denotes the MIC value of i-th metrics.
According to the formulation of data gravitation [69] , weight w i of i-th instance in training dataset can be defined as:
Feature weighting Prediction
Firstly, the prior probability of class is calculated based on weighted source data. According to [70] , the weighted prior probability for given class c can be calculated as follows:
where c i denotes the actual class of i-th source instance, n represents the number of instances in source data, n c means the number of different classes (n c = 2 in this study), σ(x, y) is an indicator function, i.e., σ(x, y) = 1 if x = y, otherwise σ(x, y) = 0.
Given a target instance x m , according to [70] , the class-conditional probability of j-th feature a j in x m is calculated as follows
where a ij represents the value of j-th feature of i-th source instance, n j denotes the number of different values of j-th feature in source data.
If different features are thought to have same importance, as Ma et al. done in [27] , the label of a target instance u = {a 1 , a 2 , · · · , a k } can be predicted as follows:
where a j denotes the value of j-th feature of the target instance u, k represents the number of features, P (c), P (a j |c ) and P (c |u ) denotes the prior, class-conditional, and posterior probability of class c.
However, since the correlation degree between different features and the class label is usually different, they should be treated differently. To this end, we propose the feature weighting posterior probability in the CPDP scenario as follows:
where M IC j denotes the MIC value between j-th feature and the class label in source data, σ is positive hyper-parameter, by default σ = 1 in this study, P (c), P (a j |c ) and P (c |u )
denotes the prior, class-conditional, and posterior probability of class c, respectively.
To eliminate the effect of data magnitude, we preprocess original values of all features in source and target data by using logarithm transformation. Since the features of software defect data are usually numeric, just like Ma et al. did in [27] , we use Fayyad and Iranis minimum description length (MDL) based discretization method [71] to discretize all numeric features after calculating feature importance.
Experimental Setup

Research Questions
• RQ1: Does TOMO outperform traditional over-sampling techniques in CPDP scenario?
• RQ2: Is feature weighting strategy be helpful for CPDP?
To answer RQ1, we compare TOMO with one of the most commonly used traditional over-sampling technique, i.e., synthetic minority over-sampling technique (SMOTE) [44] in SDP. SMOTE has a most important parameter N which denotes the minority class is over-sampled at N% of its original size [44] . Therefore, we implement SMOTE(N ) with different parameters, i.e., SMOTE(100), SMOTE(200), SMOTE(300), SMOTE(400), and SMOTE(500). After over-sampling, we then use transfer naive Bayes (TNB) as common CPDP classifier. TNB is an instance-based CPDP approach proposed by Ma et al [27] .
To answer RQ2, we compare the proposed FWTNB with TNB [27] . Actually, FWTNB is a feature weighting version of TNB. Since TNB is subject to the imbalanced defect dataset, SMOTE(100) is used to preprocessed the source data before performing FWTNB and TNB.
To answer RQ3, we compare our proposed TOMOFWTNB with seven existing CPDP approaches including Burak Filter [24] , TNB [27] , TCA+ [29] , CCA+ [30] , HISNN [26] , DBN-CP [32] , and CTKCCA [34] . The baselines include instance-based CPDP approaches (such as Burak Filter, TNB) and feature-based CPDP approaches (such as CCA+ and CTKCCA).
Datasets
Eleven software defect datasets from tera-PROMISE repository 2 created by Menzies et al. [35] were used in this study. These datasets were collected by Jureczko and Spinellis [72] from different object-oriented software projects. Each instance corresponds to a software class (module) and includes two parts: values of 20 class-level software metrics (such as CK metrics [73] and QMOOD metrics [74] ) and the number of defects. If a module has one or more defects, then we think this module is defective. Otherwise, we think this module is non-defective. The details of 20 metrics can be seen in [72] . These datasets were selected based on the following three criteria:(1) The dataset must be publicly available so that our research can be more easily verified. (2) All datasets must have common software metrics since it is one of our model assumptions (see Section 3). (3) For the multi-version datasets, only one version was used since the distribution of two versions for a project may be very similar even identity. Table 1 presents the statistics of each of the eleven datasets used in this study. For each dataset, statistical information includes name, metric level, number of software metrics, number of instances, number of defective instances, and defective rate (i.e., the number of defective instances is divided by the total number of instances). 
Performance Evaluation Measures
To evaluate the performance of our proposed model built on imbalanced software defect datasets, two widely used overall performance in previous studies [25, 41, [75] [76] [77] [78] , i.e., Gmeasure and Matthews correlation coefficient (MCC).
For convenience, we first calculate the confusion matrix [79] as shown in Table 2 : By convention, the defective modules are regarded as positive class samples and the nondefective modules as negative class ones [38] . And then, our performance measures can be defined as follows:
The probability of detection (PD), aka. recall, true positive rate (TPR), or sensitivity, refers to the proportion of the number of correctly classified positive instances to the total number of actually positive instances:
The probability of false alarm (PF), aka. false positive rate (FPR), is the proportion of the number of actual negative instances which are misclassified as positive instances to the total number of actually negative instances:
G-Measure is the harmonic mean of PD and (1-PF), which has been widely used in previous SDP studies [25, 41, [75] [76] [77] . G-Measure is a good indicator of performance for imbalanced. G-Measure is defined as:
Matthews correlation coefficient (MCC), Matthews1975Comparison represents the correlation coefficient between the actual and predicted values in binary classification. It is an overall performance measure for taking T P , T N , F P , and F N into consideration. MCC has been widely used in previous SDP studies [30, 41, 77, 78] since it can be utilized even the data is unbalanced [79] . The range of MCC value is [-1,1], where 1 denotes a perfect prediction, and -1 indicates complete disagreement between actual and predicted values. MCC also has been widely used in previous SDP studies. MCC is defined as:
Other measures such as accuracy, precision, and F-Measure are not used in this study since they are poor performance measures for data where the defective instances are rare according to [76] . Moreover, according to [80, 81] , the area under the ROC curve (AUC) may fail to properly capture the classifier behavior for overly imbalanced data. Therefore, AUC is also not used in this paper.
With respect to PD, PF, or G-Measure, the range of values is [0, 1] . A good prediction model should have big PD, G-Measure, and MCC, but small PF. Note that, when all positive instances are misclassified (T P =0) and all negative instances are correctly classified (F P =0), the value of MCC is NAN because of T P +F P =0. To avoid this situation, we just replace F P =0 with F P =1. And then, the value of MCC is zero.
Statistic Test
To compare our proposed TOMOFWTNB with existing CPDP approaches, we perform Wilcoxon rank-sum test [82] and measure effect size by using Cliff's delta [83] . They have been commonly used in previous SDP studies [18, 77, 84] .
Wilcoxon rank-Sum test is an effective non-parametric statistical test method to check whether the differences between two independent sample sets are statistically significant (which happens when the p-value is smaller than the significance level). Wilcoxon rankSum test at 5% significance level is used in this paper.
Cliffs delta is a non-parametric effect size measure to quantify the difference between two group samples. Cliffs delta can be calculated as the method proposed by Macbeth et al [85] . The value of Cliff's delta ranges from -1 to 1, where -1 or 1 means all values in the first group are smaller or bigger than the second group, and 0 indicates the values in two group are similar. Table 3 shows the mappings of Cliffs delta and effect size. 
Experimental Settings
Evaluation Settings
We utilized 11 public defect datasets having a different degree of defective rate (DR) in this study. According to DR, the first seven datasets with the smallest DR were respectively selected as source data, and the first five datasets with the largest DR were respectively select as target data. And then, total 34 (7*5-1) two-tuples (i.e., Source⇒Target) were obtained after removing one two-tuple (xerces-1.2⇒xerces-1.2). The left side of ⇒ indicates the source project dataset, and the right side of ⇒ represents the target project dataset.
Given source dataset and target dataset (i.e., one of 34 two-tuples), we repeat each CPDP approach 30 times. For each time, as [34], we randomly select 90% instances of source dataset as the actual training data (i.e., test data) and take all instances of target dataset as test data. Finally, we report the mean performance for each target dataset.
Parameter Settings
For TOMO, FWTNB, and TOMOFWTNB, we just use our default values for all hyperparameters, i.e., Ratio = 1, λ = 0.4, σ = 1. Since we expect the number of minority class samples in the source dataset is equal to that of majority class samples after balancing source dataset with TOMO, we set Ratio to 1. For λ and σ, the rationality of their default values used in this paper and their effect on the performance of TOMOFWTNB are discussed in Section 6.
For baseline CPDP approaches, we set the number of nearest-neighbors to 5 as [30] for Burak filter. For CCA+, since the authors do not state that how to determine the best dimension of projected space or specify the dimension value used in their study, we just set the dimension to 10. For DBN-CP, we set the range of the number of layers to {3, 5}, the range of the number of nodes to {20, 50, 100}, and the number of iteration to 50. For other approaches, we use the same parameters as the authors adopted in their studies. Note that, with respect to CTKCCA, we just use the source code 3 provided by the authors.
Experimental Environment
The experimental environment includes (1) Intel(R) Core(TM) i5-4200U CPU @ 1.60GHz 2.30 GHz 4.0GB RAM laptop running Windows 8.1 (64 bit); (2) MATLAB r2017a.
Experimental Results
RQ1: Does the proposed TOMO outperform traditional over-sampling techniques in
CPDP scenario? Tables 4 and 5 respectively present G-Measure and MCC values in the fashion of 'mean±std' for our proposed TOMO and SMOTE. The best value on each dataset is in bold. The average row means the average performance across all 34 experiments. The row Win/Tie/Lose shows the results of comparing TOMO with SMOTE(N) based on the Wilcoxon rank-sum test. Win/Tie/Lose represents the number of datasets TOMO wins/ties/loses, compared with the corresponding columns (i.e., SMOTE(100),...,SMOTE(500)). Tables 6 and 7 show the results of P-value and Cliff's delta when comparing TOMO and SMOTE(N) on each dataset in terms of G-Measure and MCC, respectively.
From Tables 4 and 5 , we notice that, on average, TOMO improves the G-Measure by 23.7%∼41.8%, and the MCC by 54.2%∼77.8%, respectively. This indicates that our proposed TOMO outperforms SMOTE in CPDP scenario.
More specifically, with respect to G-Measure (Table 4) , we notice that TOMO wins 19 datasets, ties 5 datasets, loses 10 datasets, compared with SMOTE(100); TOMO wins 24 datasets, ties 1 dataset, loses 9 datasets compared with SMOTE(200); TOMO wins 22 datasets, ties 3 datasets, loses 9 datasets compared with SMOTE(300); TOMO wins 25 datasets, ties 1 dataset, loses 8 datasets compared with SMOTE(400); TOMO wins 24 datasets, ties 2 datasets, loses 8 datasets compared with SMOTE(400) or SMOTE (500) or SMOTE (500). With respect to MCC (Table 5) , we notice that TOMO wins 21 datasets, ties 5 datasets, loses 8 datasets, compared with SMOTE(100); TOMO wins 24 datasets, ties 2 datasets, loses 8 datasets, compared with SMOTE(200) or SMOTE(300); TOMO wins 24 datasets, ties 3 dataset, loses 7 datasets, compared with SMOTE(400); TOMO wins 25 datasets, ties 2 datasets, loses 7 datasets, compared with SMOTE(500). The reason that the proposed TOMO can achieve such good performance is that TOMO generates artificial minority class samples by taking the distribution of source data and the distribution of target data into consideration. This can not only balance the training data but reduce the distribution differences between the source and target datasets. However, we also notice that in a few cases TOMO achieves poor performance. For example, for camel-1.0⇒jedit-4.0, TOMO performs badly in terms of both G-Measure and MCC compared with baselines. Possible reasons include: (1) For our TOMO, there is a hyper-parameter λ, which is used to adjust the weights of distSS N and distT S N (Step-11 in Algorithm 1) when constructing nearest-neighbor matrix. λ has an effect on the performance of TOMO. However, in this paper, for TOMO, we just set λ to 0.4. (2). For TOMO, we just use k-means [86] to find potential minority class samples in target dataset. The performance of k-means will affect the performance of our proposed TOMO approach. Tables 6 and 7 show the results of P-value and Cliff's delta when comparing TOMO and SMOTE on each dataset in terms of G-Measure and MCC, respectively. From Table 8 , we notice that for G-Measure, FWTNB wins 15 datasets, ties 9 datasets, and loses 10 datasets, compared with TNB in terms of G-Measure; for MCC, FWTNB wins 16 datasets, ties 8 datasets, and loses 10 datasets compared TNB. We also notice that FWTNB improves the average G-Measure by 11%, and the average MCC by 29.2%, compared with TNB. This indicates our feature weighting strategy is helpful for improving the performance of TNB. This is because FWTNB pays different attention to the features with different importance. Features that are more relevant with software defect should play a more critical role in predicting the label of a software module, otherwise, play a less important role. Additionally, FWTNB ties even lose in some cases (e.g., camel-1.0⇒log4j-1.0 ), compared with TNB. Possible reasons include: (1) features have the similar or the same importance. (2) FWTNB has an important hyper-parameter σ, which has an effect on the performance of FWTNB. For different datasets, the optimal value of σ may be different. However, in this study, we just set σ to 1. Tables 9 shows the results of P-value and Cliff's delta when comparing FWTNB and TNB on each dataset in terms of G-Measure and MCC, respectively.
RQ3: Does TOMOFWTNB outperform other CPDP approaches?
Tables 10 and 11 respectively present G-Measure and MCC values in the fashion of 'mean±std' for our proposed TOMOFWTNB approach and baselines (i.e., seven previous CPDP approaches including Burak Filter [24] , TNB [27] , TCA+ [29] , CCA+ [30] , HISNN [26] , DBN-CP [32] , and CTKCCA [34] ). The best value on each dataset is in bold. The average row means the average performance across all 34 groups of experiments. The row Win/Tie/Lose presents the results of comparing TOMOFWTNB with baselines based on the Wilcoxon rank-sum test. Win/Tie/Lose represents the number of datasets TOMOWFTNB wins/tie/loses, compared with the corresponding baseline.
From Tables 10 and 11 , we notice that TOMOFWTNB improves the average G-Measure value by 27.8%∼351.97%, and the average MCC value by 71.5%∼1593.8%, compared with the baselines.
More specifically, for G-Measure, TOMOFWTNB wins 23 datasets, ties 3 datasets, and loses 8 datasets, compared with Burak Filter; TOMOFWTNB wins 22 datasets, ties 4 datasets, and loses 8 datasets, compared with TNB; TOMOFWTNB wins 33 datasets and loses 1 dataset, compared with TCA+; TOMOFWTNB wins 33 datasets and ties 4 datasets, compared with CCA+, HISNN or DBN-CP; TOMOFWTNB wins 26 datasets, ties 4 datasets, and loses 4 datasets, compared with CTKCCA. With respect to MCC, TOMOFWTNB wins 26 datasets, ties 4 datasets, and loses 4 datasets, compared with Burak Filter; TOMOFWTNB wins 24 datasets, ties 6 datasets, and loses 4 datasets, compared with TNB; TOMOFWTNB wins 20 datasets, ties 1 dataset, and loses 3 datasets, compared with TCA+; TOMOFWTNB wins all 34 datasets compared with CCA+; TOMOFWTNB wins 29 datasets and ties 5 datasets, compared with TCA+; TOMOFWTNB wins 30 datasets, ties 3 datasets, and loses 1 dataset, compared with DBN-CP and CTKCCA. The reason that the proposed TOMOFWTNB can achieve such good performance is that we take both class-imbalance problem and feature importance into consideration in CPDP scenario. We think the distribution differences between the source and target datasets should be taken into consideration when to address the class-imbalance problem in the CPDP scenario. Therefore, we propose a transfer-learning oriented minority over-sampling approach (TOMO), which can not only balance the imbalanced dataset but reduce the distribution difference between two datasets, to address the class-imbalance problem in CPDP scenario. Considering the fact that different features usually have different importance for predicting software defect-proneness, we propose a feature weighting transfer naive Bayes approach (FWTNB) based on TNB. Based on the above two work, a novel CPDP approach named TOMOFWTNB is proposed. We also notice that the proposed TOMOFWTNB achieves poor performance on some datasets compared with some baselines, e.g., camel-1.0⇒ant-1.7 TCA+. Possible reasons include: (1) Our TOMOFWTNB has two hyper-parameters λ (see Step-11 in Algorithm 1) and σ (see Eq.8), which have an effect on the performance of TOMOFWTNB. However, in this paper, we just set λ to 0.4, and σ to 1, respectively. (2) The performance of cluster algorithm (see Step7 in Algorithm 1) used in TOMO will affect the performance of TOMOFWTNB, since no cluster algorithm always perform well on every dataset. Tables 12 and 13 show the results of P-value and Cliff's delta when comparing our proposed TOMOFWTNB and the baselines on each dataset in terms of G-Measure and MCC, respectively.
Discussion
In this section, we mainly study the following two problems: the effect of the parameter λ and σ on the performance of TOMOFWTNB. 
The effect of the parameter λ on the performance of TOMOFWTNB?
By default, we set λ (λ ∈ [0, 1]) to 0.4. To study the effect of λ on the performance of our proposed TOMOFWTNB, we perform experiments with different values of λ, i.e., 0, 0.1, ..., 1. Similar to the setting in RQ1-3, total of 34 groups of experiments are conducted for each λ value. However, all instances of source dataset are used as training data here. Therefore, TOMOFWTNB is run one time on each source dataset, and then the average G-Measure and MCC values across all 34 experiments are reported. Figure 3 respectively shows the error-bars of G-Measure and MCC for TOMOFWTNB with different λ values. The x-axis represents the value of λ, which denotes the weight of information of source data and 1 − λ represents the weight of target data. The y-axis denotes the value of corresponding performance. The dot on the middle of the vertical line denotes the average performance of TOMOFWTNB on the 34 groups of experiments. From the figure, we notice that (1) if just the information of source data is taken into consideration (i.e., λ = 1), TOMOFWTNB generally has the worst performance in terms of G-Measure and MCC; (2) from the view of overall trend, the performance of TOMOFWTNB generally become better when paying more and more attention to the information of unlabeled target data (i.e., along with the increasing of 1 − λ); (3) both G-Measure and MCC of TOMOFWTNB are not very sensitive to the value of λ; (4) when λ is in the interval of [0,0.5], TOMOFWTNB has better performance. Therefore, in the experiments, λ=0.4, which can be utilized as the default setting in practice.
The effect of the parameter σ on the performance of TOMOFWTNB?
Another parameter of TOMOFWTNB is σ (σ > 0). By default, we set σ to 1. To study the effect of σ on the performance of our proposed TOMOFWTNB, we perform experiments with different σ values, i.e., 0.2, 0.4, ..., 2. Here, the same evaluation settings as above section is applied. Figure 4 shows the error-bars of G-Measure and MCC for TOMOFWTNB with different σ values. The x-axis represents the value of σ. The y-axis denotes the value of corresponding performance. The dot on the middle of the vertical line denotes the average performance of TOMOFWTNB across the 34 groups of experiments. From the figure, we notice that (1) when σ ranging from 0.2 to 0.8, the performance of TOMOFWTNB is becoming slightly better in terms of both G-Measure and MCC; (2) since σ = 0.8, the performance TOMOFWTNB is very stable in terms of G-Measure and MCC. It indicates that TOMOFWTNB is not sensitive to the value of σ. Therefore, with respect to σ = 1, it can be used as the default setting in practice. 
Threats to Validity
In this section, some potential threats to the validity of our research are presented.
Internal Validity
Threats to the internal validity of our study mainly relate to re-implementation of baselines and the analysis of causal effect between independent and dependent variables. Since the authors did not provide the source code of baselines except CTKCCA 4 , we implement other baselines carefully according to the description in corresponding studies. Although we have checked our source code carefully, there still may be errors that we did not notice. Since the analysis of the causal effect is not the objective of this study and the benchmark datasets used in our study have been widely used in previous SDP studies [28, 41, 75, 87] , we did not analyze this effect. Related works can be seen in [2, 88] . Therefore, this threat also exists in our study.
External Validity
External validity means the degree to generalize the research results to other situations [28, 89] . In this study, to evaluate the performance of our proposed TOMO, FWTNB, and TOMOFWTNB, experiments are performed on 11 public defect datasets collected from different software projects. The prediction performance is evaluated in terms of two performance evaluation measures (i.e., G-Measure and MCC). To demonstrate the superiority of TOMOFWTNB compared with existing CPDP methods, both Wilcoxon rank-sum test and Cliff's delta are used. However, we still cannot claim that the findings will be completely suitable for other contexts, e.g., different defect datasets. We should perform the proposed approach on more defect datasets to reduce this threat.
Construct Validity
Threats to construct validity for our study mainly refer to the bias of baselines and performance evaluation measures. Total of seven CPDP models were selected as baselines. These models include both instance-based CPDP models (such as Burak filter and TNB) and feature-based CPDP models (aka. heterogeneous defect prediction models, such as CCA+ and CTKCCA). Due to the space limitation, we cannot compare the proposed approach with all existing CPDP models in our study. In this study, two measures (G-Measure and MCC) were utilized to evaluate defect prediction performance. These measures have been widely used to evaluate the performance of defect prediction models when the datasets are imbalanced in previous SDP studies [25, 41, [75] [76] [77] [78] . However, some other measures, such as precision, AUC, and F1, also have been used in some previous studies.
Conclusion
Cross-project defect prediction (CPDP), which aims to build a prediction model historical defect data (source data) from other projects and apply the model on a new project data (target data), has drawn increasing attention of academic and industrial communities. Some CPDP approaches have been proposed and demonstrated the effectiveness. Distribution complexity and distribution differences between the source and target datasets limit the performance of CPDP methods. Software defect datasets have class-imbalance nature. However, there are few previous CPDP methods to address this problem. Furthermore, previous CPDP approaches usually assume that the importance of different software metrics is the same and just treat them equally.
To address this, in this paper, we propose a transfer learning oriented minority oversampling technique (TOMO) based feature weighting transfer naive Bayes (FWTNB) approach, i.e., TOMOFWTNB, for CPDP. TOMO is used to address the class-imbalance problem in CPDP scenario. FWTNB uses feature weighting strategy to obtain better CPDP performance.
We performed 34 group of experiments on 11 public defect datasets collected from different software projects. The prediction performance is evaluated in terms of G-Measure and MCC, which are effective on imbalanced data. Wilcoxon rank-sum test and Cliff's delta are used to demonstrate the superiority of TOMOFWTNB compared with existing CPDP methods. The experimental results show that The experimental results indicate that (1) TOMO is very effective for addressing the class-imbalance problem in CPDP scenario; (2) our feature weighting strategy is helpful for CPDP; (3) TOMOFWTNB significantly outperforms previous state-of-the-art both instance-based and feature-based CPDP approaches in most cases.
In the future, we plan to perform our model on more defect datasets. Furthermore, we will extend our transfer learning oriented synthetic over-sampling technique (TOMO) to heterogeneous defect prediction scenario.
To make it convenient for other researchers to replicate or verify our research, we open the benchmark datasets, the source code, and the original experimental results on the following website: .
