High Throughput combinatorial method for fast and robust prediction of
  lattice thermal conductivity by Nath, P. et al.
High Throughput combinatorial method for fast and
robust prediction of lattice thermal conductivity
Pinku Nath1, Jose J. Plata1, Demet Usanmaz1, Cormac Toher1,
Marco Fornari2, Marco Buongiorno Nardelli3, Stefano Curtarolo4,?
1 Department of Mechanical Engineering and Materials Science, Duke University, Durham, North Carolina 27708, USA.
2 Department of Physics and Science of Advanced Materials Program, Central Michigan University, Mount Pleasant, MI 48858,
USA.
3 Department of Physics and Department of Chemistry, University of North Texas, Denton TX, USA.
4 Materials Science, Electrical Engineering, Physics and Chemistry, Duke University, Durham NC, 27708, USA.
?corresponding: stefano@duke.edu
Abstract
The lack of computationally inexpensive and accurate ab-initio based methodologies to predict lattice ther-
mal conductivity, without computing the anharmonic force constants or time-consuming ab-initio molecular
dynamics, is one of the obstacles preventing the accelerated discovery of new high or low thermal conduc-
tivity materials. The Slack equation is the best alternative to other more expensive methodologies but is
highly dependent on two variables: the acoustic Debye temperature, θa, and the Grüneisen parameter, γ.
Furthermore, different definitions can be used for these two quantities depending on the model or approxi-
mation. In this article, we present a combinatorial approach to elucidate which definitions of both variables
produce the best predictions of the lattice thermal conductivity, κl. A set of 42 compounds was used to test
accuracy and robustness of all possible combinations. This approach is ideal for obtaining more accurate
values than fast screening models based on the Debye model, while being significantly less expensive than
methodologies that solve the Boltzmann transport equation.
Keywords: High-throughput, Accelerated Materials Development, Quasi-Harmonic Approximation,
Lattice thermal conductivity
1. Introduction
Lattice thermal conductivity, κl, plays an important role in multiple applications and technologies [1].
Thermoelectric materials [2], heat sink materials [3], rewritable density scanning-probe phase-change mem-
ories [4] or thermal medical therapies [5] are some examples in which thermal transport is the technolog-
ical enabling property. During the last three decades, several theoretical models and methodologies have
been developed to calculate κl [6–10]. It is a trade-off: while the most quick approaches can only predict
trends, accurate methods are computationally expensive and can not be implemented in high throughput
(HT) frameworks, hindering the discovery of new materials with better performance [1, 11, 12]. For in-
stance, semi-empirical models predict thermal properties at reduced computational cost but require some
experimental data [6–8]. Additionally, classical molecular dynamics combined with Green-Kubo equations
also produces reliable results. Although this method includes high-order scattering processes, the us of
semi-empirical potentials leads to errors on the order of 50% [13, 14]. Furthermore, the extension of the
Green-Kubo formalism to multiscale models has been shown to be non trivial [15]. Characterization of the
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anharmonic forces constants and its use in the solution of the Boltzmann transport equation, BTE, is ex-
tremely expensive which makes it unfeasible in a HT approach. Thus, for an effective prediction of κl with
HT methods, there is an advantate in approximated methods based on ab-initio characterization. i. Ab-initio
is fully self-consistent and does not need experimental data or the use/generation of force fields; ii. There
exists HT frameworks, such as AFLOW [16–18], that can monitor, manage, correct, and post-process the
information obtained from different quantum mechanical codes.
There are three main families of approximated models based on first principles. They can be classified
depending on performance, accuracy and robustness.
• The “GIBBS” quasiharmonic Debye model is the least computationally expensive approach to iden-
tify trends and simple descriptors for thermal properties, such as the Grüneisen parameters and the
Debye temperature [19]. The Aflow-Gibbs-Library (AGL) framework combines this model with the
Slack equation [20] based on work with noble gas crystals by Leibfried and Schlomann [21] and Ju-
lian [22] to predict κl [23]. It reproduces correctly the ordinal ranking of the thermal conductivity for
several different classes of semiconductor materials using only energy-volume curves, but suffers in
comparing families with different structures.
• More accurate Grüneisen parameters can be obtained using the quasiharmonic approximation, QHA,
and then used in the Slack equation [24]. However, harmonic force constants have to be calculated to
build the dynamical matrix that describe the vibrational modes of the system. An alternative method
proposed by Madsen et al. [24] consists of the use of lattice dynamics calculations to compute ap-
proximate relaxation scattering times at θD. Both methods give κl in reasonable quantitative agreement
with experiments.
• Third order interatomic force constants (3rd IFCs) are required to calculate the phonon scattering
times included in the solution of the Boltzmann transport equation, BTE [9, 10, 25]. This is the most
computationally expensive method but it is the most used for highly accurate results. Once scattering
processes are computed using 3rd IFCs, different schemes have been proposed to solve the BTE. The
relaxation time approximation, RTA, is the simplest and predicts values on average 10% smaller than
experimental quantities. The full solution requires a self-consistent iteration, but produces values very
close to experiment while adding only a small computational cost compared to RTA solutions [26].
The bottle neck of both methods comes from on the computation of the 3rd order IFCs. Recently,
some authors have proposed the computation of these forces using compressive sensing. However,
the cost to obtain reliable results is still high [27].
Despite the different approaches developed in the last few decades, there is a lack of inexpensive, ac-
curate, and robust methods that can be used routinely. In this article, we use different definitions of θa
and γ based on the Debye model and the QHA to obtain values for κl using the Slack equation. Using
a phenomenological approach, we compare the results obtained with our combinatorial schema to avail-
able experimental data to decide which description of these two variables best predict values for κl with
qualitative and quantitative accuracy in a high-throughput approach.
2
2. Methodology
2.1. Lattice thermal conductivity
The lattice thermal conductivity is computed using the Slack equation (Eq. 1) because of its simplicity:
κl(θa) =
0.849 × 3 3√(4)
20pi3(1 − 0.514γ−1 + 0.228γ−2) × (1)
×
(
kBθa
~
)2 kBMavV 13
~γ2
.
This equation predicts κl at the acoustic Debye temperature (θa) using the Grüneisen parameter, γ, primitive
cell volume, V , and the average atomic mass, Mav. The thermal conductivity at any temperature is estimated
by [20, 24, 28]:
κl(T ) = κl(θa)
θa
T
. (2)
Equations (1) and (2) show that only the acoustic Debye temperature and the Grüneisen parameter are
needed to calculate κl at any temperature. Various groups have used different models to predict this quantity
using the Slack equation. It seems that Slack equation combined with the Debye model tends to underesti-
mate κl [23], while when combined with lattice dynamics calculations, κl is overestimated [24]. We propose
the combination of both models to offset the errors and obtain values closer to the experimental results.
Our implementation is based on a combinatorial approach where the lattice thermal conductivity is a
function of two variables: acoustic Debye temperature, θa, and Grüneisen parameter, γ: κl(θa, γ). We use
different formulations based on the Debye model and quasiharmonic approximation to compute these two
variables and then combine them to obtain different values for κl(θxa, γ
y) (see Figure 1). We use a set of 42
materials, all belonging to different space groups and presenting a range of four orders of magnitude for κl,
as a test to determine the best combination of variables from a quantitative point of view. This approach
maximizes the flexibility of the method, optimizing the results without extra costs beyond the harmonic
force constants calculations.
The first definition for γ is extracted from Ref. [24]:
γ(1)a =
√
γ2a =
√√√√√√√∑q
~ωiq<kBθa∑
i
γ2iqCiq
∑
q
~ωiq<kBθa∑
i
Ciq
, (3)
where γiq is defines as:
γiq = −
V0Keq
2ν2q j
∑
i
eiq
∂Dq
∂V
e∗iq. (4)
Since the acoustic bands provide the majority of the contribution to κl, the sum is performed over the modes,
i, and q-points, q, having an energy less than kBθa. We propose a second definition where the sum is done
only for the acoustic modes instead of over the modes having an energy less than kBθa:
γ(2)a =
√
γ2a =
√√√√√√√∑q
3∑
i=1
γ2a,iqCiq
∑
q
3∑
i=1
Ciq
. (5)
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Figure 1: Combinatorial diagram for lattice thermal conductivity
It is important to note that while γ(1)a depends on θa, γ
(2)
a is independent of the other variable.
Recently, Madsen et al. also used the averaged squared Grüneisen parameters obtaining similar results
with their model [29]:
γ(3) =
√
γ2 =
√√√√∑
q
∑
i
γ2iqCiq∑
q
∑
i
Ciq
. (6)
Phonon calculations can be also used to predict θa:
θ(1)a = n
1/3θD = n1/3
√√
5~
3kB
∫ ∞
0 ω
2g(ω)dω∫ ∞
0 g(ω)dω
. (7)
where n is the number of atoms per unit cell and g(ω) is the phonon density of states. Similar to γ(2)a , we get
θa using only the acoustic branches:
θ(2)a =
√√
5~
3kB
∫ ∞
0 ω
2
ag(ωa)dωa∫ ∞
0 g(ωa)dωa
. (8)
The classic definition for the Debye frequency, the maximun frequency in the vibrational spectra, can be
also applied to obtain the Debye temperature using the phonon density of states, pDOS:∫ ωD
0
g(ω)dω = 3n, (9)
θ(3)a = n
1/3θD = n1/3
~ωD
kB
. (10)
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The Debye model also predicts θD using the bulk modulus, B [19, 30, 31]:
θ(4)a = n
1/3θD = n1/3
~
kB
[6pi2V1/2n]1/3 f (σ)
√
B
M
. (11)
Here, M is the mass of the unit cell, and f (σ) is given by
f (σ) =
3
2 (23 · 1 + σ1 − 2σ
)3/2
+
(
1
3
· 1 + σ
1 − σ
)3/2−1

1
3
, (12)
within the assumption that the Poisson ratio, σ, remains constant. For the calculations described in this
article, this value is set at 0.25, which is the theoretical value for a Cauchy solid [19, 31]. The Poisson ratio
σ for crystalline materials is typically in the range 0.2-0.3. Bulk modulus, B, is obtained fitting free energy,
F(V,T ), obtained using the QHA to the Birch-Murnaghan (BM) function:
F(V) = Feq +
BVeq
Bp
[
(Veq/V)Bp
Bp − 1 + 1
]
− VeqB
Bp − 1 , (13)
where, equilibrium free energy, Feq, bulk modulus, B, equilibrium volume, Veq and the derivative of the
bulk modulus with respect to pressure, Bp are used as the fitting parameters.
2.2. Computational details
Geometry optimization
All structures are fully relaxed using the automated framework, AFLOW [16–18], and the DFT Vienna
Ab-initio simulation package, VASP [32]. Optimizations are performed following the AFLOW standards
[18]. We use the projector augmented wave (PAW) pseudopotentials [33] and the exchange and correlation
functionals parametrized by the generalized gradient approximation proposed by Perdew-Burke-Ernzerhof
(PBE) [34]. All calculations use a high energy-cutoff, which is 40% larger than the maximum recommended
cutoff among all component potentials, and a k-points mesh of 8,000 k-points per reciprocal atom. Primi-
tive cells are fully relaxed (lattice parameters and ionic positions) until the energy difference between two
consecutive ionic steps is smaller than 10−4 eV and forces in each atom are below 10−3 eV/Å.
2.2.1. Phonon calculations
Phonon calculations were carried out using the automatic phonon library, APL, as implemented in the
AFLOW package, using VASP to obtain the IFCs via the finite-displacement approach [35]. The magnitude
of this displacement is 0.015 Å. Electronic self consistent field (SCF) for single point calculations were
stopped when the difference of energy between last two step was less than 10−8 eV. This threshold ensures a
good convergence for the wavefunction and accurate enough values for forces and harmonic force constants.
Non-analytical contributions to the dynamical matrix are also included using the formulation developed
by Wang et al [36]. Frequencies and other related phonon properties are calculated on a 21×21×21 q-
mesh in the Brillouin zone, which is sufficient to converge the vibrational density of states, pDOS, and
hence the values of thermodynamic properties calculated through it. The pDOS is calculated using the
linear interpolation tetrahedron method available in AFLOW package. The derivative of dynamical matrix is
obtained using the central difference method within a volume range of ±0.03%.
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Figure 2: Lattice thermal conductivity, κl(θa, γ), for the proposed models. Dashed black lines represent
±40% error.
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3. Results
A data set of 42 compounds has been used to validate our approach. The list of materials includes
semiconductors and insulators that belong to different structure prototypes such as diamond, zinc blende,
rock salt and fluorite. To maximize the heterogeneity of the data set, materials have been selected containing
as many different elements as possible from the s-, p-, and d-blocks of the periodic table.
The comparison between our combinatorial approach and experimentally reported values for κl is de-
picted in Figure 2. The twelve models predict qualitatively the main trend for κl. We used different statistical
quantities to measure the level of qualitative and quantitative agreement between the models and the exper-
imental data. The Pearson and Spearman correlations measure the linear correlation and the monotonicity
of the relationship between the two variables respectively (see Table 1). We have found high Pearson and
Spearman correlation values for some of the predicted models. For instance, κl
(
θ(1)a , γ
(3)
)
, κl
(
θ(2)a , γ
(3)
)
and
κl
(
θ(4)a , γ
(3)
)
present Pearson and Spearman correlations with experiments higher than 0.90.
Table 1: Pearson and (Spearman) correlations for the material data set. Highest Pearson correlations in bold.
θ(1)a θ
(2)
a θ
(3)
a θ
(4)
a
γ(1)a 0.87
(0.88)
0.97
(0.89)
0.82
(0.90)
0.93
(0.88)
γ(2)a 0.80
(0.89)
0.95
(0.89)
0.64
(0.89)
0.83
(0.89)
γ(3) 0.97
(0.90)
0.99
(0.90)
0.91
(0.86)
0.97
(0.90)
To test the quantitative accuracy of the different models, we also compute the root mean square relative
deviation, RMSrD, for each (see Table 2). The results are far from the accuracy of the methods based on the
exact solution of the BTE, however some of the combinations present interesting results considering their
lower computational cost. κl
(
θ(2)a , γ
(2)
a
)
, κl
(
θ(2)a , γ
(3)
)
and κl
(
θ(4)a , γ
(3)
)
present a RMSrD lower than 100%.
Moreover, in all cases, the major contribution to this deviation corresponds to the materials with a lower κl
in which, a small absolute error could be transform in a big relative error.
Table 2: Root mean square relative deviation (RMSrD) for the material data set. Lowest RMSrD in bold.
θ(1)a θ
(2)
a θ
(3)
a θ
(4)
a
γ(1)a 237% 120% 355% 200%
γ(2)a 230% 90% 435% 200%
γ(3) 112% 75% 269% 99%
Combining both statistical descriptors, we can conclude that the best results are obtained for κl
(
θ(2)a , γ
(3)
)
.
However, these results should be compared with previous models to evaluate their performance. To the best
of our knowledge, the most established and accurate model to predict κl using only harmonic force constants
has been developed by Madsen et al. [29]. They used an approximated value for the phonon scattering
time using the Debye temperature and the Grüneisen parameters. This method (κMl ) and our combinatorial
approach have the same computational cost, the calculation of the harmonic force constants. The comparison
between κMl and κl
(
θ(2)a , γ
(3)
)
is depicted in Figure 2 (j). Both models show similar behaviors, although,
the statistical descriptors are slightly different. κl
(
θ(2)a , γ
(3)
)
presents a smaller RMSrD than κMl (75% and
89% respectively) and a higher Pearson correlation (0.99 and 0.98 respectively). We can also compare
7
κl
(
θ(2)a , γ
(3)
)
with less expensive methodologies such as AGL (see Figure 2 (j)). Although κAGLl captures
some of the overall trends and can be used as a fast screening method, this method underestimates κl. This
underestimation can be as large as an order of magnitude which is particularly detrimental to compounds
with high κl values.
4. Conclusions
A high throughput combinatorial method for fast and robust prediction of lattice thermal conductivity is
presented. Using the QHA-APL implementation [35], we can compute different definitions for the Debye
temperature and the Grüneisen parameter. These values can be used in a combinatorial approach with the
Slack equation to obtain different values of κl(θa, γ). We use a set of 42 materials to validate our results and
elucidate the best combination of parameters. Best results are obtained when θ(2)a is used, being the most
accuarte procedure to predict the acoustic Debye temperature. κl
(
θ(2)a , γ
(3)
)
is the most robust and accurate
of all the combinations, obtaining qualitatively and quantitatively better results than other models in the
literature with similar computational cost. The methodology presented in this paper can be extremely useful
because of its quantitative predictive power and its low computational cost compared to the calculation of
the anharmonic force constants.
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