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Abstract—We propose a new non-parametric framework for
learning incrementally stable dynamical systems x˙ = f(x) from
a set of sampled trajectories. We construct a rich family of
smooth vector fields induced by certain classes of matrix-valued
kernels, whose equilibria are placed exactly at a desired set of
locations and whose local contraction and curvature properties
at various points can be explicitly controlled using convex
optimization. With curl-free kernels, our framework may also
be viewed as a mechanism to learn potential fields and gradient
flows. We develop large-scale techniques using randomized kernel
approximations in this context. We demonstrate our approach,
called contracting vector fields (CVF), on imitation learning tasks
involving complex point-to-point human handwriting motions.
I. INTRODUCTION
Consider an unknown continuous-time autonomous nonlin-
ear dynamical system evolving in Rn,
x˙ =
dx
dt
= f(x), x ∈ Rn, f : Rn → Rn
Starting from an initial condition x0, a trajectory x(t,x0) is
generated by integrating the system over a time horizon. Let
xi?, i = 1 . . . k be k equilibrium points where the induced
vector field vanishes, i.e., x˙i? = f(x
i
?) = 0. In this paper, we
are interested in learning f given desired equilibria and a small
set of N trajectories, {x(t,xi0), t = 0 . . . Ti, i = 1 . . . N},
sampled from the unknown system.
Figure 1 grounds the problem stated above in an imita-
tion learning setting. Shown in the top panel are 7 human
handwriting demonstrations recorded on a Tablet PC [1]. The
motions start from the green points in R2 and end at the
origin (red), tracing an “S” shape with a specific velocity
profile. The learning-from-demonstrations (LfD) problem is
to induce a control law from such data in order to drive
a robotic system, typically the pose of an end-effector, to
imitate the demonstration while reaching the goal of the
motion. As succinctly summarized in [15], modeling desired
motion as the evolution of an underlying dynamical system at
the kinematic level allows “having robotic systems that have
inherent adaptivity to changes in a dynamic environment, and
that can swiftly adopt a new path to reach the target”. This has
motivated a large body of work on dynamical systems based
imitation learning [14, 16, 25, 15, 11].
At first glance, the problem of learning a dynamical system
from sampled trajectories appears to be a simple regression
Fig. 1: ”S”-shape demonstration trajectories (top), naive regression-
based vector-field (middle) and incrementally stable vector field learnt
using our methods (bottom), with corresponding trajectories from
three initial points (green squares).
task, e.g., minimizing
∑
i,t ‖f(xit) − x˙it‖22 over a suitable
choice of regression models. However, a naive regression
approach may be woefully inadequate, as shown in the middle
panel of Figure 1: as soon as the initial conditions are even
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slightly different from those encountered during training, the
evolution of the learnt system diverges away from the desired
behavior. The bottom panel of Figure 1 shows an incrementally
stable [12, 18] vector field learnt by methods developed in
this paper: this vector field is a gradient flow on a learnt
potential field; it exactly vanishes at the origin - the goal of
the motion - and it sets up a region of stability around the
demonstrated trajectories in order to better generalize across
starting conditions and to “pull” perturbations encountered
during execution back to the desired behavior.
A. Preview
We give a sketch of our formulation to set the stage
and introduce some notation. Given desired equilibria Z =
{xi∗, i = 1 . . . k} and pairs {(xit, x˙it), t = 0 . . . Ti, i = 1 . . . N}
extracted from the training trajectories, we set up the following
optimization problem over a suitable non-parametric family,
HZ , of vector-valued maps vanishing on Z,
min
f :Rn→Rn∈HZ
∑
i,t ‖f(xit)− x˙it‖22 + λ‖f‖2HZ (1)
subject to : 12
[
Jf (x
i
t) + Jf (x
i
t)
T
]
 −τ(xit)I, ∀i, t (2)
where Jf = ∂f∂x denotes the Jacobian of the vector-valued
map f and the notation A  −τI implies that the matrix
A is negative definite with eigenvalues no larger than −τ for
some τ > 0. This optimization problem has the following
ingredients, which we will expand on in later sections.
• The first term in the objective in Eqn. 1 uses a least
squares criterion to orient the vector field along the train-
ing trajectories. The second term controls smoothness of
the vector field. λ > 0 is a regularization parameter that
balances these terms.
• The constraints in Eqn 2 enforce incremental stability.
These constraints help induce a contraction tube around
a nominal trajectory so that system evolution from a large
set of initial conditions returns to desired behavior. In sec-
tion II-B, we provide a brief background on incremental
stability and contraction analysis of dynamical systems,
to motivate such constraints.
• The optimization problem above is solved over rich non-
parametric hypothesis spaces of smooth vector-valued
functions denoted by H. In particular, our construction of
these hypothesis spaces is rooted in the theory of vector-
valued Reproducing Kernel Hilbert Spaces (RKHS) [20]
which are generated by matrix-valued kernel functions.
For certain curl-free kernels [19, 21], the resulting vector
field is actually a gradient flow. In other words, f =
−∇V for an induced smooth potential field V .
• RKHS properties can be used to construct a subspace
of H, denoted by HZ , of vector-valued functions that
exactly vanish on a set of points Z. The optimization
problem above is solved over HZ where Z is the set of
desired equilibrium points. RKHS properties also imply a
Representer Theorem [26] which specifies the form of the
optimal vector field, and reduces the optimization prob-
lem above to a finite dimensional convex optimization
problem.
• By using a random feature approximation to matrix-
valued kernels [24, 22], we are able to significantly
improve training time and integration speed of the learnt
dynamical system.
We view our primary contribution as bringing together the
theory of vector-valued RKHS, contraction analysis and con-
vex optimization to bear on the problem of learning stable
nonlinear dynamical systems. Empirical results reported in
section IV on a standard imitation learning benchmark confirm
that our methods are competitive with several prior proposals
for estimating stable dynamical systems from sampled trajec-
tories.
II. BACKGROUND: STABILITY OF DYNAMICAL SYSTEMS
A. Notions of Stability and Lyapunov Analysis
Whether or not an explicitly given dynamical system is
stable with respect to an equilibrium has been a foundational
question in nonlinear control [30]. A system is said to be glob-
ally asymptotically stable if solution trajectories x(t;x0) from
any starting point x0 converge to x? as t → ∞. The system
is locally asymptotically stable if there is a ball of radius r
around x∗ from where all initial states flow to x∗. Lyapunov’s
direct method [30] is a classical framework for verifying
such stability properties of nonlinear dynamical systems. If a
suitable positive-definite scalar function, V (x), can be found
that decreases along the trajectories of the system, then the
evolution of the system can be thought of as continuously
dissipating a generalized notion of energy, eventually reaching
an equilibrium point as a consequence – much like a ball
rolling down a mountainous landscape to the deepest point in
a valley. In mathematical terms, energy dissipation is stated
as follows: if a dynamical system x˙ = f(x) can be associated
with a function V (x) that has a local or global minimum at
x? and whose time derivative is negative everywhere or in the
vicinity of x?, i.e.,
V˙ (x) =
dV (x(t))
dt
= ∇V (x)T f(x) < 0 (3)
then the system is certified to be locally or globally stable
respectively. Converse Lyapunov theorems prove existence of
Lyapunov functions for stable systems [30], but despite these
existence results, Lyapunov theory is largely unconstructive
even when the dynamics is explicit; it does not prescribe how
to find Lyapunov functions for verifying the stability of a given
general nonlinear system. For a review of various methods,
we refer the reader to [9]. A few special cases where the
construction is well-understood are worth mentioning. Stable
linear systems admit quadratic Lyapunov functions that can
be found via via linear algebraic techniques. If a polynomial
dynamical system admits a polynomial Lyapunov function,
then one can search for it using sum-of-squares techniques [2]
which reduce to instances of semidefinite programming (SDP).
However, it is also known that there exist stable dynamical
systems for which no polynomial Lyapunov function, or sum-
of-squares Lyapunov certificate exists [2].
B. Incremental Stability and Contraction Analysis
Stronger notions of stability called incremental stability and
associated contraction analysis tools [12, 18] are concerned
with the convergence of system trajectories with respect to
each other, as opposed to stability with respect to a single
single equilibrium. Contraction analysis derives sufficient con-
ditions under which the displacement between any two tra-
jectories x(t;x0) and x(t;x1) starting from initial conditions
x0,x1 will go to zero. If f is continuously differentiable, then
x˙ = f(x) implies the differential relation,
˙δx = Jf (x)δx where Jf =
∂f
∂x
The object δx, referred to as virtual displacement, is to
be thought of as infinitesimal spatial displacement between
neighboring trajectories at a fixed time. The rate of change of
the corresponding infinitesimal squared distance, δxT δx, can
be expressed as,
d
dt
(δxT δx) = 2δxT ˙δx = δxTJf (x)δx
Hence, if the symmetric part of Jacobian of f at x is negative
definite, then the distance between neighboring trajectories
shrinks. In particular, if the following condition, which inspires
Eqn. 2, holds for some smooth τ(x) > 0,
1
2
[
Jf (x) + Jf (x)
T
]
 −τ(x)I (4)
then the following is implied,
d
dt
(δxT δx) ≤ −2τ(x)δxT δx
Integrating both sides yields,
‖δxt‖22 ≤ ‖δx0‖e−
∫ t
0
τ(x)dt
Hence, any infinitesimal length ‖δx‖ converges exponentially
to zero as time goes to infinity. This implies that in a contrac-
tion region, i.e., the set of x’s where Eqn. 4 holds, trajectories
will tend to together converge towards a nominal path. If the
entire state-space is contracting and a finite equilibrium exists,
then this equilibrium is unique and all trajectories converge to
this equilibrium.
While this exposition suffices for our needs in this paper,
it should be noted that contraction theory [18] more broadly
considers generalized distances of the form δxTM(x)δx in-
duced by a symmetric, positive definite matrix function M(x).
The search for a contraction metric may be interpreted as the
search for a Lyapunov function of the specific form V (x) =
f(x)TM(x)f(x). As is the case with Lyapunov analysis in
general, finding such an incremental stability certificate for a
given dynamical system is a nontrivial problem; see [5] and
references therein.
C. Prior Work in Learning Stable Dynamical Systems
In a dynamical systems approach to feedback control,
robot motion during a task (for example reaching a cup)
is formulated as a differential equation rather than a time-
indexed trajectory. Compared to classical approaches based
on following a time-indexed trajectory, such representation
allows better generalization since instead of memorizing the
demonstration trajectories, the policy has to capture the essen-
tial dynamics underlying the task during training. Additionally
a dynamical systems policy can, by construction, adapt to
changes in dynamic environments, making it suitable for
use in unstructured environments [7]. These properties have
paved the way for dynamical systems policy to be widely
used for robot learning. In this section we provide a brief
overview of three dynamical systems methods which are used
for comparison in our experimental study. We refer interested
readers to [11, 16, 17, 4, 7] for a more thorough overview of
works in this field.
Dynamic Movement Primitives (DMPs) are the most widely
used dynamical systems approaches which have been used
both for imitation learning and reinforcement learning [11].
The dynamical system defined by DMP is composed of two
main terms: a nonlinear term to accurately encode a given
demonstration, and a linear term that acts as a PD controller.
These two terms are coupled through a phase variable. Global
stability is ensured by smoothly switching from the non-linear
term to the stable linear term via the phase variable. The
phase variable in a DMP make it a time varying system which
depending on the application may make the system sensitive to
perturbations. In addition, DMPs can only be trained from one
demonstration one degree-of-freedom at a time, and hence they
do not directly benefit from multiple training demonstrations
with correlated dimensions.
Stable Estimator of Dynamical Systems (SEDS) [14] is an-
other widely used approach for learning a nonlinear dynamical
systems from a set of demonstrations. SEDS uses a Guassian
mixture model to represent the policy and imposes constraints
on means and covariance of Guassian mixtures to ensure
Global asymptotic stability of the trained model. The stability
criteria in SEDS is derived based on a simple quadratic
Lyapunov function. SEDS can only model trajectories whose
distances to the target decrease monotonically in time.
Control Lyapunov Function-based Dynamic Movements
(CLF-DM) [15] is another approach that is inspired from
control theory to stabilize a learned dynamical systems. CLF-
DM learns a parametric Lyapunov function from a set of
given demonstrations. It then uses any of the-state-of-the art
regression techniques to learn an (unstable) dynamical systems
from the demonstrations. Finally it uses the learned control
Lyapunov function to derive a control command to stabilize
the learned (unstable) dynamical systems.
SEDS and CLFDM involve non-convex optimization for
dynamics fitting and constructing Lyapunov functions respec-
tively, and are hence prone to sub-optimal local minima.
III. LEARNING CONTRACTING VECTOR FIELDS
The problem of estimating smooth vector fields in Rn
can be naturally formulated in terms of Tikhonov regular-
ization in a vector-valued Reproducing Kernel Hilbert Space
(RKHS) [20, 3]. The theory and formalism of vector-valued
RKHS can be traced as far back as the work of Laurent
Schwarz in 1964 [27] with applications ranging from solving
partial differential equations to machine learning [28]. They
may be viewed as a systematic generalization of scalar kernel
methods [26] more familiar in machine learning.
A. Vector Fields generated by Matrix-valued Kernels
To be an RKHS, any Hilbert Space H of vector fields in
Rn must satisfy a natural continuity criteria as given in the
definition below.
Definition 1. We say that H is a Reproducing Kernel Hilbert
Space of vector fields in Rn if for any v ∈ Rn, the linear
functional that maps f ∈ H to vT f(x) is continuous.
Any RKHS vector field over Rn can be associated with
a matrix-valued kernel function K : Rn × Rn 7→ Rn×n. In
other words, for any inputs x,y in Rn, K(x,y) returns an
n×n matrix. Valid kernel functions are positive in the specific
sense that for any finite set of points {xi ∈ Rn}li=1, the ln×
ln Gram matrix of K defined by the n × n blocks, Gij =
K(xi,xj), 1 ≤ i, j ≤ l, is positive definite. We have the
following characterization.
Definition 2. A Hilbert space H of vector-valued functions
mapping Rn → Rn, with inner product denoted by 〈·, ·〉H,
is a Reproducing Kernel Hilbert Space (RKHS) if there is a
positive matrix-valued function K : Rn × Rn → Rn×n such
that for all x,y ∈ Rn,
1) The vector-valued map, K(·,x)y defined by z →
K(z,x)y ∈ H.
2) For all f ∈ H, the reproducing property holds
〈f,K(.,x)y〉H = f(x)Ty (5)
K is called the reproducing kernel for H.
Conversely, any kernel K uniquely determines an RKHS
which admits K as the reproducing kernel. This RKHS,
denoted by HK , is defined to be the completion of the
linear span of functions {K(·,x)y, x,y ∈ Rn} with in-
ner product given by, 〈∑iK(·,xi)αi,∑j K(·, zj)βj〉HK =∑
i,j α
T
i K(xi, zj)βj .
Due to the reproducing property, as in the scalar case,
standard learning problems in a vector-valued RKHS can be
turned into finite dimensional optimization problems using a
natural matrix-vector generalization of the classical Represen-
ter theorem [26].
Theorem 1 (Representer Theorem). The optimal solution
to any vector field learning problem of the form,
f∗ = argminf∈HKL(f(x1) . . . f(xl)) + λ‖f‖2HK ,
is a sum of matrix-vector products of the form,
f∗(x) =
l∑
i=1
K(x,xi)αi (6)
where αi ∈ Rn, i = 1 . . . l, L is an arbitrary loss function
(which can also be an indicator function encoding arbitrary
constraints) and λ > 0 is a regularization parameter.
When the learning problem involves Jacobian evaluations,
as in the main optimization problem of interest in Eqn. 1-2,
we need an extended Representer Theorem along the lines of
Theorem 1 in [31].
Theorem 2 (Form of Optimal Contracting RKHS Vector
Field). The optimal solution to any vector field learning
problem of the following form (includes Eqn. 1-2),
f∗ = argminf∈HL(f(x1) . . . f(xl); Jf (x
′
1) . . . Jf (x
′
m))+λ‖f‖2HK ,
is a sum of matrix-vector products of the form,
f∗(x) =
l∑
i=1
K(x,xi)αi +
m∑
j=1
n∑
k=1
∂K(x,x′j)
∂xj
βik (7)
where αi,βik ∈ Rn, L is an arbitrary loss function (which
can also be an indicator function encoding arbitrary con-
straints) and λ > 0 is a regularization parameter.
Eqn. 7 implies that the optimization problem in Eqn. 1-
2 can be reduced to a finite dimensional regression problem
involving Linear Matrix Inequalities (LMI) over the variables
αi,βik. In section III-D, we use randomized low-rank approx-
imations to the kernel function to develop a scalable solver.
B. Choice of Matrix-valued Kernels
In this paper, we will consider two choices of matrix valued
kernels:
• Gaussian Separable Kernels, Kσ , defined by the scalar
Gaussian kernel kσ(x, y) = e
− ‖x−y‖
2
2
2σ2 times the n × n
identity matrix,
Kσ(x,y) = kσ(x, y)I (8)
For this choice, each individual component of the vec-
tor field f = (f1 . . . fn) belongs to the scalar RKHS
Hk associated with the standard Gaussian kernel. More
generally, one may consider separable matrix-valued ker-
nels [28] of the form K(x,y) = e−
‖x−y‖22
2σ2 L for a positive
definite n× n matrix L.
• Curl-free Kernels [21, 19] are defined by the Hessian of
the scalar Gaussian kernel,
Kcf (x,y) =
1
σ2
e
−‖x−y‖2
2σ2
[
I − (x− y)(x− y)
T
σ2
]
(9)
This choice is interesting because vector fields in the
associated RKHS are curl-free and can be interpreted as
gradient flows with respect to a potential field V , i.e.
x˙ = f(x) = −∇V (x).
Consequently, the Jacobian of f , Jf = −∇2V , at any x
is symmetric being the Hessian of −V . Following [21],
we derive a formula for V in the following proposition,
Proposition 1. Let f ∈ HKcf have the form,
f(x) =
l∑
i=1
Kcf (x,xi)αi.
Then, f(x) = ∇V (x) where V : Rn 7→ R has the form,
V (x) = −
l∑
i=1
∇xkσ(x,xi)Tαi (10)
C. Subspace of RKHS Vector Fields that Vanish on a Point
Set
We are now interested in constructing a family of vector
fields that vanish at desired points; these points are desired
equilibria of the dynamical system we wish the learn. Let Z =
{x∗1, . . . ,x∗p} be a set of points. GivenHK , consider the subset
of functions that vanish on Z,
HZK = {f ∈ HK : f(x∗i ) = 0 ∈ Rn,x∗i ∈ Z}.
Infact, HZK is a closed subspace of HK and itself an RKHS
associated a modified kernel function KZ . We have the fol-
lowing result, a simple generalization of Theorem 116 in [6].
Proposition 2. HZK ⊆ HK is an RKHS whose matrix-valued
kernel is given by,
KZ(x,y) = K(x,y)−K(x, Z)K(Z,Z)−1K(Z,y) (11)
Above we use the following notation: given any two sets of
points S = {xi ∈ Rn}l1i=1 and S′ = {yi ∈ Rn}l
′
i=1, the Gram
matrix of any matrix-valued kernel K on S, S′, denoted by
K(S′, S) is the l′n× ln matrix defined by the n× n blocks,
Gij = K(yi,xj) ∈ Rn×n.
Hence, we can start with any base matrix-valued kernel K,
define KZ as above and use its associated RKHS as a space
of vector fields that are guaranteed to vanish on Z, the desired
set of equilibrium points.
D. Faster Solutions using Random Feature Approximations
The size of the problem using the full kernel expansion
in Eqn. 7 grows as ln, the number of demonstration data
points times the dimensionality of the problem. This makes
training slow for even moderately long demonstrations even in
low-dimensional settings. More seriously, the learnt dynamical
system is slow to evaluate and integrate at inference time.
We now develop a practical solver using random feature
approximations to kernel functions, that have been extensively
used to scale up training complexity and inference speed of
kernel methods [24, 10] in a number of applications. These
approximations have only recently been extended to matrix-
valued kernels [22, 8].
Given a matrix-valued kernel K, the basic construction
starts by defining a matrix-valued feature map Φ : Rn →
RD×n having the property that,
K(x,y) ≈ Φ(x)TΦ(y)
where D controls the quality of the approximation. First note
that armed with such an approximation one can reparameterize
vector-valued RKHS maps as follows,
f(x) =
l∑
i=1
K(x,xi)αi ≈
l∑
i=1
Φ(x)TΦ(xi)αi = Φ(x)
T θ,
where θ =
∑l
i=1 Φ(xi)αi ∈ RD. Thus, instead of optimizing
ln variables {αi ∈ Rn, i = 1 . . . l}, we only need to optimize
D variables θ. The choice of D depends on the quality-time
tradeoffs demanded by an application. We now define feature
maps for approximating the kernels in Eqns. 8 and 9.
1) Matrix-valued Random Feature Maps for Gaussian Sep-
arable and Curl-free Kernels: It is well known [24] that the
random scalar feature map φ(x) : Rn −→ Rs as
φ(x) =
√
2
s
cos(w
T
1 x+ b1)
...
cos(wTs x+ bs)
 . (12)
where w1, ...,ws are i.i.d. draws from N (0, σ−2I), and
b1, ..., bs are i.i.d. draws from Unif[0, 2pi], induces a low-
rank approximation to the Gaussian kernel (with bandwidth σ).
Other shift invariant kernels also admit such approximations.
With some calculations, this immediately implies matrix-
valued feature map approximations,
Kσ(x,y) ≈ Φσ(x)TΦσ(y),Kcf (x,y) ≈ Φcf (x)TΦcf (y),
for the Gaussian Separable Kernel (Eqn. 8) and the Curl-free
kernels (Eqn. 9) respectively whose formulae are given below,
Φσ(x) = φ(x)⊗ I (13)
Φcf (x) =
√
2
D
 sin(w
T
1 x+ b1)w
T
1
...
sin(wTDx+ bD)w
T
D
 (14)
where ⊗ denotes Kronecker product.
2) Random Features Vanishing on a Point Set: In sec-
tion III-C, we gave a recipe to go from a kernel K to KZ
in order to generate a subspace of vector fields that vanish
on a set of desired equlibrium points Z. Analogously, in this
section we define a procedure to a matrix-valued feature map
Φ to ΦZ such that ΦZ(x) vanishes on Z.
For a set of points X = (x1, ...,xl), define
Φ(X) =
[
Φ(x1), ...,Φ(xX)
] ∈ RD×nl
Since K(x,y) ≈ Φ(x)TΦ(y) we have,
K
Z
(x,y) = K(x,y)−K(x, Z)K(Z,Z)−1K(Z,y)
= Φ(x)
T
Φ(y)− Φ(x)TΦ(Z)(Φ(Z)TΦ(Z))−1Φ(Z)TΦ(y)
= Φ(x)
T
[I − Φ(Z)(Φ(Z)TΦ(Z))−1Φ(Z)T ]Φ(y)
= Φ(x)
T
[I − PΦ(Z)]Φ(y)
= Φ(x)
T
P
⊥
Φ(Z)Φ(y) .
Above, PM denotes the orthogonal projector onto the range
of M . We can write P⊥Φ(Z) = LL
T for some L ∈ RD×D.
Hence, we now define a new feature map as
ΦZ(x) = LTΦ(x) , (15)
which satisfies the property that KZ(x,y) = ΦZ(x)TΦZ(y).
Note that despite the fact that the kernel KZ(x,y) is not shift-
invariant, this particular construction inherits the ability to be
expressed as a low-rank feature map while guaranteeing that
ΦZ(x) vanishes on Z.
E. Regression with LMI Constraints
Using matrix-valued random feature approximation to ker-
nels, the vector field we seek to learn has the form,
x˙ = ΦZ(x)T θ =
D∑
i=1
ΦZi (x)θi (16)
where ΦZ(x)T = [ΦZ1 (x) . . .Φ
Z
d (x)], Φ
T
i : Rn 7→ Rn. Let
JΦZi denote the n × n Jacobian matrix of ΦZi . Then, the
optimization problem in Eqns. 1-2 reduces to,
min
θ∈RD
∑
i,t
‖ΦZ(xit)− x˙it‖22 + λ‖θ‖22 (17)
subject to :
1
2
D∑
j=1
[
JΦZj (x
i
t) + J
T
ΦZj
(xit)
]
θj  −τ(xit)I (18)
We solve the regression problem with LMI constraints
above using an ADMM-based first order method for large-
scale convex cone programs, implemented in Splitting Conic
Solver (SCS) [23] (with its backend configured to use direct
linear system solvers). Note that the contraction constraints in
Eqn. 18 may be enforced only a subsample of points. Slack
variables may be added to ensure feasibility.
IV. EMPIRICAL ANALYSIS
A. Imitating Human Handwriting Motions
We evaluate our methods on the LASA library of two-
dimensional human handwriting motions commonly used for
benchmarking dynamical systems based movement generation
techniques in imitation learning settings [16, 17, 25]. This
dataset contains 30 handwriting motions recorded with a pen
input on a Tablet PC. For each motion, the user was asked to
draw 7 demonstrations of a desired pattern, by starting from
different initial positions and ending at the same final point.
Each demonstration trajectory comprises of 1000 position (x)
and velocity (x˙) measurements. We report comparisons on
a subset of 4 shapes: Angle, CShape, GShape and JShape2
shown in Figure 2, together with statistics on average speed (s
mm per second), movement duration (T seconds) and position
(pos-dev) and velocity (speed-dev) deviation about the average
of human demonstrations (reported in the title of the plots).
Fig. 2: 7 demonstrations for 4 shapes
.
B. Qualitative Results
In Figure 3, we show the region of contraction associ-
ated with a contracting vector field (curl-free) learnt on a
sampled version of “S” shape (Figure 1) with τ = 100.
The contours correspond to the largest eigenvalue of the
symmetrized Jacobian of the learnt vector field in a grid around
the demonstrations.
Fig. 3: Contracting Vector Field x˙ = f(x) and associated contraction
tube learnt on “S”-shape data; contours correspond to the largest
eigenvalue of the Jacobian of f .
Figures 3 and 4 show vector fields learnt by our methods
on J and Angle shapes. It can be seen that the Gaussian sep-
arable and curl-free kernels induce vector fields representing
qualitatively different dynamics. In both cases, one can see that
sizeable contraction tubes are setup around the demonstrations.
For the curl-free kernel, we can also compute a potential field
so that the vector field may be interpreted as a gradient flow
(Eqn. 10) with respect to it.
Fig. 4: Contracting Vector Fields learnt for Gaussian Separable (top), and Curl-free random feature maps (bottom). For the latter, the contours
correspond to the associated potential field and streamlines are gradient flows.
C. Comparison Metrics
We now describe how we can compare the efficacy of
different dynamical systems for imitation learning tasks. Each
trained dynamical system, x˙ = f(x) is integrated from a given
starting condition for either a certain time horizon or until the
event that the state x is sufficiently close to the goal. We use
a high quality integrator1 to ensure integration errors do not
influence the comparisons. The trajectories generated by the
dynamical system are evaluated with respect to three broad
criteria:
• Reproduction Accuracy: How well does the dynamical
system reproduce positions and velocities in training
and test demonstrations, when started from same initial
conditions and integrated for the same amount of time as
the human movement duration (T ). Specifically, we mea-
sure reproduction error with respect to m demonstration
trajectories as,
TrajectoryError =
1
m
m∑
i=1
1
Ti
Ti∑
t=0
‖xit − xˆit‖2 (19)
VelocityError =
1
m
m∑
i=1
1
Ti
Ti∑
t=0
‖x˙it − ˆ˙xit‖2 (20)
The metrics TrainingTrajectoryError, TestTrajectoryEr-
ror, TrainingVelocityError, TestVelocityError report these
measures with respect to training and test demonstrations.
At the end of the integration duration (T ), we also report
DistanceToGoal: how far the final state is from the goal
(origin). Finally, to account for the situation where the
learnt dynamics is somewhat slower than the human
demonstration, we also generate trajectories for a much
1https://www.mathworks.com/help/matlab/ref/ode45.html
longer time horizon (30T ) and report DurationToGoal :
the time it took for the state to enter a ball of radius 1mm
around the goal, and how often this happened for the 7
demonstrations (NumReachedGoal).
• Stability: To measure stability properties, we evolve the
dynamical system from 16 random positions on a grid
enclosing the demonstrations for a long integration time
horizon (30T). We report the fraction of trajectories
that reach the goal (GridFraction); the mean duration
to reach the goal when that happens (GridDuration);
the mean distance to the Goal (GridDistanceToGoal)
and the closest proximity of the generated trajectories
to a human demonstration, as measured using Dynamic
Time Warping Distance (GridDTWD) [13] (since in
this case trajectories are likely of lengths different from
demonstrations).
• Training and Integration Speed: We measure both
training time as well as time to evaluate the dynamical
system which translates to integration speed.
D. Comparison with DMP, SEDS and CLFDM
In Tables I, II, III and IV we report comprehensive compar-
isons against 3 methods proposed in the literature: DMPs [11],
SEDS [14] and CLFDM [15]. We use publicly available
implementations for these methods.
Our methods are abbreviated CVF-CF and CVF-GS, stand-
ing for contracting vector fields defined by curl-free and
Gaussian separable random feature maps of Eqn. 14 and 13 re-
spectively. In all experiments, we use the SCS solver described
in section III-E for training, with 100 or 200 random features,
bandwidth σ set to 5 or 10, λ tuned over {0.001, 0.01, 0.1}
and τ = 0.0. Contraction constraints were imposed on 250
points. For each shape, we use 4 demonstrations for training
DMP SEDS CLFDM
TrainingTrajectoryError 4.10 7.18 4.93
TrainingVelocityError 7.40 14.62 10.99
TestTrajectoryError 5.53 4.58 12.24
TestVelocityError 8.74 11.43 15.50
DistanceToGoal 3.59 3.25 6.70
DurationToGoal - 3.89 4.34
NumberReachedGoal 0.00 7.00 7.00
GridDuration 5.91 3.72 9.73
GridFractionReachedGoal 0.06 1.00 1.00
GridDistanceToGoal 3.33 1.00 1.00
GridDTWD 24493.27 13865.75 14503.13
TrainingTime 0.05 2.10 2.82
IntegrationSpeed 0.21 0.06 0.15
CVF-CF CVF-GS
5.44 5.21
11.92 10.45
4.17 3.19
11.27 9.05
3.69 2.04
3.29 3.01
7.00 7.00
1.73 2.30
1.00 1.00
1.00 1.00
12837.89 9451.88
23.64 23.90
0.04 0.04
TABLE I: Angle
DMP SEDS CLFDM
TrainingTrajectoryError 4.40 8.29 6.90
TrainingVelocityError 7.32 14.73 12.65
TestTrajectoryError 6.99 9.08 5.82
TestVelocityError 9.43 12.59 10.89
DistanceToGoal 3.76 1.30 1.92
DurationToGoal - 3.71 3.39
NumberReachedGoal 0.00 7.00 2.00
GridDuration - 2.08 1.40
GridFractionReachedGoal 0.00 1.0 0.38
GridDistanceToGoal 3.96 1.0 2.22
GridDTWD 25679.59 14652 121312.43
TrainingTime 0.02 5.34 6.11
IntegrationSpeed 0.21 0.03 0.04
CVF-CF CVF-GS
12.00 8.87
19.93 15.55
8.13 11.17
11.83 16.40
0.27 3.00
3.00 3.46
6.00 7.00
1.38 3.33
1.00 1.00
1.00 1.00
15251.28 10944.76
24.59 24.01
0.05 0.03
TABLE II: CShape
DMP SEDS CLFDM
TrainingTrajectoryError 3.81 7.84 6.41
TrainingVelocityError 5.85 12.12 9.83
TestTrajectoryError 5.56 10.44 11.00
TestVelocityError 7.04 14.84 16.07
DistanceToGoal 1.63 0.18 3.72
DurationToGoal - 4.86 15.08
NumberReachedGoal 0.00 7.00 7.00
GridDuration - 2.78 12.68
GridFractionReachedGoal 0.00 1.00 1.00
GridDistanceToGoal 1.71 1.00 1.00
GridDTWD 19085.48 11493 10928.89
TrainingTime 0.02 14.43 3.01
IntegrationSpeed 0.18 0.08 0.10
CVF-CF CVF-GS
10.07 6.83
16.38 11.71
5.82 6.29
8.90 10.04
0.18 0.11
4.24 4.91
7.00 7.00
1.74 3.07
0.94 1.00
2.93 1.00
17767.83 10637.81
23.23 22.85
0.10 0.03
TABLE III: GShape
DMP SEDS CLFDM
TrainingTrajectoryError 3.09 14.37 4.96
TrainingVelocityError 6.05 22.88 9.60
TestTrajectoryError 5.47 16.85 4.95
TestVelocityError 8.49 25.76 9.81
DistanceToGoal 2.24 0.00 6.07
DurationToGoal - 2.05 3.49
NumberReachedGoal 0.00 7.00 5.00
GridDuration 100.73 1.21 2.18
GridFractionReachedGoal 0.44 1.00 0.69
GridDistanceToGoal 1.42 1.00 3.61
GridDTWD 29568.10 12866 15403.52
TrainingTime 0.01 18.15 2.66
IntegrationSpeed 0.19 0.11 0.09
CVF-CF CVF-GS
8.62 4.10
14.78 9.31
4.89 5.42
11.28 11.51
4.07 2.28
3.49 3.79
7.00 7.00
1.56 3.62
0.94 1.00
3.21 1.00
19610.23 10009.24
22.59 25.20
0.04 0.02
TABLE IV: JShape
and 3 demonstrations for testing. CVF and DMPs are trained
on a single trajectory which is the average of the 4 training
demonstrations.
Overall, it may be seen that CVF is highly competitive
in comparison to other methods. On 3 of the 4 shapes, its
mean trajectory error is among the lowest two. In terms of
stability, across 64 runs on the 4 datasets starting from random
points on a grid around the demonstrations, CVF methods
return the best mean DTWD on all 4 datasets. We encountered
only one case where an initial condition not converge to
the goal. The time taken to reach the goal was also similar
to the demonstration duration. While CVF training time is
slightly greater than other methods, SCS also returns good
solutions with looser termination criteria making training time
comparable to other methods. CVF inference speed is also
in the same ballpark as other techniques. We noted that while
DMP returns excellent trajectory and velocity errors, the norm
of the velocity often shrinks prematurely considerably slowing
down in the vicinity of the goal. We also noted that SEDS
required data smoothing to return competitive results while
being sensitive to initialization, since it uses a non-convex
procedure to fit Gaussian mixture models. Unlike CLFDM
and SEDS, CVF training involves convex optimization which
if feasible has a unique globally optimal solution.
E. Scalability wrt Dimensions and Random Features
In the Figure below, we report how training time scales with
increasing dimensionality n and model capacity measured in
terms of the number of random features D. We embedded the
”S” shape data into a random two-dimensional subspace of Rn
with n = 2, 4, 8, 16, 32 for D = 300 curl-free random features.
In another experiment, we fixed n = 4 and increased D from
100 to 500. The SCS solver was run for 6000 iterations. In all
runs, the solver approached convergence achieving primal/dual
residuals and duality gaps of the order of 10−6 to 10−4. In the
regimes tested, the solver shows linear scaling with respect to
D and is superlinear with respect to n. These results confirm
that our approach is practical for learning higher dimensional
dynamical systems.
F. Conclusion
Our approach is highly competitive with prior methods
in learning-from-demonstration benchmarks, and brings to-
gether contraction analysis of nonlinear systems, vector-valued
RKHS methods for statistical learning and random embed-
dings for fast convex optimization. Natural extensions of our
work include: learning with more general contraction metrics,
exploiting modularity properties [29], exploring dynamic ob-
stacle avoidance and coupling our approach with deep nets
and perception modules for solving robotics tasks.
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