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Network Independent Rates in Distributed Learning
Angelia Nedic´, Alex Olshevsky and Ce´sar A. Uribe
Abstract— We propose a new belief update rule for Dis-
tributed Non-Bayesian learning in time-varying directed graphs,
where a group of agents tries to collectively identify a hypothesis
that best describes a sequence of observed data. We show that
the proposed update rule, inspired by the Push-Sum algorithm,
is consistent; moreover we provide an explicit characterization
of its convergence rate. Our main result states that, after a
transient time, all agents will concentrate their beliefs at a
network independent rate. Network independent rates were
not available for other consensus based distributed learning
algorithms.
I. INTRODUCTION
Numerous engineered and natural systems can be modeled
as a group of agents (people, robots, sensors, etc.) interacting
with each other as well as with the environment where
they are located. The rules agents follow as well as the
structure of the environment determines their ability to make
decisions in a distributed manner. In this paper, we study the
distributed non-Bayesian learning model where a group of
agents tries to “learn” a hypothesis (from a parametrized
family) that best explains some observed data [1], [2], [3],
[4], [5], [6], [7], [8]. Observations are realizations of a
vector random variable with unknown distribution. Moreover,
learning should be done in a distributed manner where each
agent only access an specific entry of the realizations vector
without the involvement of any centralized coordination.
They are also allowed to interact with other agents on a
network modeled as a time-varying directed graph.
Non-Bayesian learning has been previously studied in the
context of social learning with boundedly rational agents [9],
[10], [11], [1]. In contrast with fully rational agents [12],
[13], [14], [15], boundedly rational agents fail to aggregate
information in a fully Bayesian manner [10]. Agents repeat-
edly communicate with others and use naive approaches (e.g.
weighted averages) to aggregate information. Initial results
proposed distributed non-Bayesian ways to aggregate beliefs
following DeGroot model for opinion aggregation [16], [1].
Similar approaches has been used in distributed estimation
[17], [18], where belief propagation as been shown effective
in solving hypothesis testing problem in a distributed manner
[19], [20]. Others authors used optimization methods such
as distributed dual averaging approach proposed in [21]
to solve the same parameter estimation problem showing
asymptotic exponential convergence rates in terms of the
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learning structure of the problem [2], [4]. Non-asymptotic
rates have been recently derived for fixed graphs [3] and
time-varying directed graphs [5].
Previous results assume the existence of a “true state”
of the world, such that the unknown distribution perfectly
matches one element in the parametrized family of hypoth-
esis. The authors in [5] extended this approach to allow the
non-realizable case where the distribution of the observations
need not be a member of the family of hypothesis. Never-
theless it was assumed that the optimal hypothesis was an
element of the intersection of the locally optimal hypothesis
from prospective of individual agents. Later in [6], the au-
thors introduced the concept of conflicting hypothesis where
locally optimal hypothesis from independent social clicks or
subsets of agents need not intersect. They showed that a
distributed non-Bayesian learning approach will generate all
the agents to “learn” the hypothesis that best explains the
group observations (i.e. largest group confidence) even if it
was not locally optimal.
Conflicting hypothesis can be interpreted as different so-
cial clicks having different optimal hypothesis; which could
represent faulty sensors, or malicious agents trying to affect
the network. In general, agents with higher connectivity
will have more influence in defining the hypothesis with
largest group confidence. Thus, a faulty sensor with good
connectivity can severely hinder the performance of the
estimation process. In this context, in [10] the authors defined
a society as “wise” if the influence of the most influential
agents vanishes with the size of the network, or similarly
for graphs of fixed size, the there is some balancedness in
network. In the case of static graphs, knowledge about the
topology of the network can be used to overcome network
imbalance, but this introduces additional requirements and
limits the ad-hoc nature of a distributed solution. When the
network is not static, the connectivity of the agents changes
with time and thus its influence, introducing variability in
the hypotheses group confidence. The authors in [6] avoided
this situation by assuming the network had some “balanced”
properties that assured network independence in the group
confidence values.
Our contribution is three fold. First, we propose a new
update rule that extends the recent result of [6] to time-
varying directed graphs, where the optimal hypothesis have
the highest group confidence regardless agents influence.
Second, we show that this rule converges at a geometric
rate that is network independent and achieves long-term
balancing of the graph sequence. This improves on previous
results on distributed learning rules for time-varying directed
graphs, [5], where the learning rate depends on the network
balance. Finally we develop a general framework for deriving
non-asymptotic convergence rates for update rules that can
be expressed as log-linear functions.
This paper is organized as follows: Section II describes
the distributed learning problem and the proposed belief
update rule; it also states the main result that describes the
geometric, balanced and network independent convergence
rate. Section III presents the detailed proof of the main result.
Conclusions and future work are presented in Section IV.
Notation: Random variables are represented as upper case
letters, i.e. X , whereas their realizations as its corresponding
lower case, i.e. x. Time indexes are indicated by subscripts
and make use of the letter k. Agent indexes are represented
as superscripts and use the letters i or j. Bold letters indicate
vectors, where [Xk]i = X ik. The i-th row and j-th column
entry of a matrix A is denoted as [A]ij .
II. PROBLEM STATEMENT AND MAIN RESULT
Consider a group of n agents, V = (1, 2, . . . , n), each
observing realizations of independent processes at each time
step k = 1, 2, . . .. Agent i observes realizations of a sequence
of stationary independent, identically distributed random
variables {Sik} with unknown distribution f i (·). Staking all
the random variables at time k generates a single vector Sk
distributed as f =
n∏
i=1
f i.
The group objective is to collectively agree on a parameter,
that describes a probability distribution from a prespeci-
fied family, closest to the true distribution of the observa-
tions. Each agent has a family of parametrized distributions
(li(·|θ)) with parameter θ ∈ Θ. The set Θ is common to all
agents and it is assumed finite; it can be understood as a set of
parameters that characterizes possible probability distribution
for the group observations. Probability distributions over the
set Θ are refereed as beliefs.
Under this setup, the group of agents collectively tries to
solve the following optimization problem
Θ∗ = argmax
θ∈Θ
C (θ) (1)
where C (θ) is called the group confidence on the hypothesis
θ and it is defined as
C (θ) = −DKL (f (·) ‖l (·|θ))
= −
n∑
i=1
DKL
(
f i (·) ‖li (·|θ)) .
Specifically, DKL
(
f i (·) ‖li (·|θ)) is Kullback-Leibler di-
vergence between the true distribution of Sik and the proba-
bility distribution li(·|θ) that would have been seen by agents
i if hypothesis θ were correct. The group confidence is the
sum of the individual confidences for each of the agents. To
avoid the trivial case we assume Θ∗ set is a strict subset of
Θ. Agents do not know the distributions f i(·) and they try
to “learn” the solution to this optimization problem based on
local observations and interactions, see Figure 1.
The agents interact in a network modeled as a sequence of
directed graphs {Gk}. Each graph Gk = (V,Ek) is composed
f
( )*|θl ×
( )1|q×l
( )nl q|×
Fig. 1. Geometric interpretation of the learning objective. The triangle
represents the simplex composed of all agents’ probability distributions. The
observations of the agents are generated according to a joint probability
distribution f (·). The joint distribution for the agent observations is
parametrized by θ. The agent goal is to learn a hypothesis that best describes
their observations, which corresponds to the distribution l(·|θ∗) (the closest
to the distribution f (·)).
by a set of vertices (i.e. agents) V and a set of directed links
Ek, i.e. agent i can only send messages to its out neighbors.
Naturally we require some long term connectivity property
for this graph sequence. We assume that the sequence {Gk}
is B-strongly-connected, i.e., there is an integer B ≥ 1 such
that the graph
(
V,
⋃(k+1)B−1
i=kB Ei
)
is connected for all k ≥ 0.
Thus, we do not require every graph Gk to be connected
instantaneously but rather over an uniform period of time..
We propose a new belief update rule such that, as the
number of observations increases, the beliefs concentrate in
the set Θ∗. Specifically we do so by showing that the beliefs
for all θ /∈ Θ∗ will go to zero. Furthermore, our main result
states a non-asymptotic and geometric rate of convergence
for the propose update rule. This converge rate is expressed
explicitly in term of the number of agents, the network
parameters as well as the group confidence for each of the
hypothesis. Additionally this update rule is shown to induce
a balanced behavior in the network, where independently on
its connectivity, after a transient time all nodes will learn as
if the sequence of graphs were balanced.
A. Belief Update Rule
We propose a new algorithm where every node update
their beliefs on the hypothesis set following the next rule
yik+1 =
∑
j∈Ni
k
yjk
djk
(2a)
µik+1 (θ) =
1
Zik+1

 ∏
j∈Ni
k
µjk (θ)
y
j
k
d
j
k li
(
sik+1|θ
)
1
yi
k+1
(2b)
where at time k: N ik is the set of in-neighbors of node i, that
is N ik = {j|(j, i) ∈ Ek} (a node is assumed to be its own
neighbor) and the value dik its the out degree of node i. The
term Zik+1 is a normalization factor defined as,
Zik+1 =
m∑
p=1

 ∏
j∈Ni
k
µjk (θp)
y
j
k
d
j
k li
(
sik+1|θp
)
1
yi
k+1
.
The proposed update rule in Eqs. (2) is inspired by
the Push-Sum protocol recently studied in [22], [23] and
its application to distributed optimization in time-varying
directed graphs [24], [25], [26], [27], [28]. At each time
step, each node shares to its out neighbors its beliefs on the
hypothesis set Θ. Additionally, it also shares a self assigned
weight y
j
k
dj
k
which indicates how does it wants to be weighted
by its neighbors. Node i computes the geometric averages
of the beliefs of its in-neighbor set. However node i does
not assign the self-weight node j provided but a normalized
version of it; on the contrary node i adds all the self-weights
as yik+1 =
∑
j∈Ni
k
yj
k
dj
k
and weights node j with y
j
k
dj
k
1
yi
k+1
. At
that point the term yik+1 becomes the self-weight she will
communicate to its out neighbors in the time step k + 1.
Once the geometric average step is done, then the update
Bayesian step is performed based on the local observations
with a learning rate parameter of 1
yi
k+1
.
We require that if f i
(
si
)
> 0 there exists an α > 0
such that li
(
si|θ) > α for all θ ∈ Θ for all agents i =
1, . . . , n. The corresponding constant α will appear in the
bounds we will later derive on the convergence rate. Also,
for each agent, there is a non-empty subset of the optimal
hypothesis set on which the prior belief is strictly positive,
i.e., there is a nonempty set Θ∗i ⊆ Θ∗ such that µi0 (θ) >
0 for all θ ∈ Θ∗i. Furthermore, the intersection set Θˆ∗ =
∩ni=1Θ∗i is nonempty. This last assumption will be avoided
by having prior beliefs with uniform distribution.
B. Main Result
Our main results provides the non-asymptotic convergence
rates for the proposed update rule in Eq. (2). This result
explicitly states how the beliefs concentrate in the set of
optimal hypothesis solutions to the optimization problem in
Eq. (1). The proof for this theorem will be presented in
Section III.
Theorem 1 Let f be the distribution of the vector random
variable Sk and suppose that:
(a) The sequence {Gk} is uniformly strongly connected.
(b) If f i (si) > 0, then there exists an α > 0 such that
li
(
si|θ) > α for all θ ∈ Θ.
Also, let ρ ∈ (0, 1) be a given error percentile (or confidence
value). Then, the update rule of Eqs. (2), with yi0 = 1 and
uniform initial beliefs, has the following property: there is
an integer N (ρ) such that, with probability 1 − ρ, for all
k ≥ N(ρ) and for all θv /∈ Θ∗ there holds
µik (θv) ≤ exp
(
−k
2
γ2 +
1
δ
γi1
)
for all i = 1, . . . , n,
where
N (ρ) ,


8 (log (α))
2
log
(
1
ρ
)
δ2γ22
+ 1

 ,
γi1 = max
θw∈Θˆ
∗
θv /∈Θ
∗
{
2C
1− λ‖H (θv, θw) ‖1 − [H (θv, θw)]i
}
,
γ2 =
1
n
min
θv /∈Θ∗
(C∗ − C (θv)) ,
with C (θ) being the group confidence on hypothesis θ and
C
∗ = C(θ) for all θ ∈ Θ∗ and the vector H (θv, θw) has
coordinates given by
[H (θv, θw)]i = DKL(f
i(·)‖li(·|θv))−DKL
(
f i(·)‖li (·|θw)
)
.
The constants C, δ and λ satisfy the following relations:
(1) For general B-strongly-connected graph sequences {Gk},
C = 4, λ =
(
1− 1
nnB
) 1
B
, δ ≥ 1
nnB
.
(2) If every graph Gk is regular with B = 1,
C =
√
2, λ =
(
1− 1
4n3
) 1
B
, δ = 1.
This theorem shows that the network of agents will
collectively solve the optimization problem in Eq. (1). After a
transient time N (ρ), the belief on the hypothesis outside the
optimal hypothesis set that maximizes the group confidence
will decay exponentially fast. Moreover, this will happen at a
rate that depends on explicitly characterized terms γi1 and γ2.
This exponential rate is network independent and hold for all
the nodes in the network. Additionally, after a transient time
of 2γ
i
1
δγ2
for which the beliefs are bounded by 1 the exponential
decay will occur at a rate that depends on γ2 only, i.e. the
average difference between the optimal confidence and the
second best hypothesis.
This result generalizes previously proposed algorithms [6]
when the optimal set of hypothesis is also optimal from the
local perspective [5]. Moreover, in contrast with previous
literature, the convergence rate induced by parameter γ2 does
not depend on the parameter δ, that is, after a transient time
the convergence rate is as if the sequence of graphs were
regular. Without this regularization behavior the amount an
agents contributes to the group confidence was determined
by its location in the network, i.e. δ. Then in the case
of time-varying graphs the importance of the nodes might
change as well, and since we allow for disjoint node optimal
hypothesis, the concentration of the beliefs would oscillate
with the confidence as a weighted sum of local confidences
are changing with the topology of the network.
Remark 1 If the auxiliary sequence yik is not used in the
update rule, i.e.
µik+1 (θ) =
1
Zik+1
∏
j∈Ni
k
µjk (θ)
1
d
j
k li
(
sik+1|θ
)
with the corresponding normalization term Zik+1, we obtain
a similar result as in Theorem 1 with the exponential rate
µik (θv) ≤ exp
(
−δ k
2
γ2 + γ
i
1
)
for all i = 1, . . . , n,
with the same constants δ, C, γ2, γi1 and N (ρ). However,
after the same transient time 2γi1δγ2 , the exponential decay
occurs at a rate that depends on δγ2. Where δ might be very
small for highly unbalanced graphs; note that δ ≥ 1nnB . This
might slow down convergence considerably. No proof of this
statement is provided due to space constraints, but the result
is by using Lemma 4 in Section III.
III. CONVERGENCE RATE ANALYSIS
In this section we analyze the dynamics of the proposed
learning rule Eqs. (2). First lets define the flowing quantities
that simplifies the analysis procedure: for all i = 1, . . . , n
and k ≥ 0 let
ϕik (θv, θw) , log
µik (θv)
µik (θw)
(3)
ϕˆik (θv, θw) , y
i
kϕ
i
k (θv, θw) (4)
for any θv /∈ Θˆ∗ and θw ∈ Θˆ∗. With this definitions in place
we can focus on analyzing the dynamics of ϕˆik (θv, θw).
Proposition 2 The quantity ϕˆik (θv, θw) evolve as
ϕˆ
i
k+1 (θv, θw) =
n∑
i=1
[Ak]ij ϕˆ
j
k (θv, θw) + log
li
(
sik+1|θv
)
li
(
sik+1|θw
) . (5)
Moreover, by staking all ϕˆik (θv, θw) into a single vector,
ϕˆk+1 (θv, θw) can be compactly stated as
ϕˆk+1 (θv, θw) = Akϕˆk (θv, θw) + Lθv,θwk+1 . (6)
where Ak is a matrix such that
[Ak]ij =
{
1
dj
k
if (j, i) ∈ Ek
0 otherwise
and [
Lθv,θwk+1
]
i
= log
li
(
sik+1|θv
)
li
(
sik+1|θw
)
Proof: By the definitions provided in the learning rule
Eqs. (2) and Eqs. (3) and (4) we have that
ϕˆik+1 (θv, θw) = y
i
k+1ϕ
i
k+1 (θv, θw)
= yik+1 log
µik+1 (θv)
µik+1 (θw)
= yik+1 log
(
n∏
i=1
µjk (θv)
[Ak]ijy
j
k li
(
sik+1|θv
)) 1yi
k+1
(
n∏
i=1
µjk (θw)
[Ak]ijy
j
k li
(
sik+1|θw
)) 1yi
k+1
= log
(
n∏
i=1
µjk (θv)
[Ak]ijy
j
k li
(
sik+1|θv
))
(
n∏
i=1
µjk (θw)
[Ak]ijy
j
k li
(
sik+1|θw
))
=
n∑
i=1
[Ak]ij y
j
k log
µjk (θv)
µjk (θw)
+ log
li
(
sik+1|θv
)
li
(
sik+1|θw
)
=
n∑
i=1
[Ak]ij ϕˆ
j
k (θv, θw) + log
li
(
sik+1|θv
)
li
(
sik+1|θw
) .
The first three equalities follow from Eq. (2), (3) and (4).
Cancellation of the term yik+1 leads to the fourth equality.
The rest of the proof follows from arithmetic properties of
logarithms.
With this result in hand we are able to further analyze the
sequence ϕˆik+1 (θv, θw). First by adding and subtracting the
term
k∑
t=1
φk1
′Lθv,θwt from Eq. (6) we obtain
ϕˆk+1 (θv, θw) = Ak:0ϕˆ0 (θv, θw) +
k∑
t=1
Ak:tLθv ,θwt + Lθv,θwk+1
−
k∑
t=1
φk1
′Lθv ,θwt +
k∑
t=1
φk1
′Lθv,θwt
= Ak:0ϕˆ0 (θv, θw) +
k∑
t=1
Dk:tLθv ,θwt + Lθv ,θwk+1
+
k∑
t=1
φk1
′Lθv ,θwt
with Dk:t = Ak:t − φk1′.
From now on we will ignore the first term in
ϕˆk+1 (θv, θw), assuming all agents use a uniform distribution
as their initial beliefs, thus ϕˆi0 (θv, θw) = 0. This simplifies
the notation and facilitates the exposition of the results,
moreover, it does not limit the generality of our method since
this term can be upper bounded and it will depend at most
linearly with the number of agents.
Now by going back from ϕˆk (θv, θw) to ϕk (θv, θw) we
have that
ϕik+1 (θv, θw) =
k∑
t=1
[
Dk:tLθv ,θwt
]
i
+
[
Lθv,θwk+1
]
i
+
k∑
t=1
φik1
′Lθv ,θwt
yik+1
Similarly the dynamics of yk can be expressed as
yk+1 = Ak:0y0
= Ak:0y0 − φk1′y0 + φk1′y0
= Dk:01+ φkn
which leads us to
ϕik+1 (θv, θw) =
k∑
t=1
[
Dk:tLθv,θwt
]
i
+
[
Lθv ,θwk+1
]
i
+
k∑
t=1
φik1
′Lθv ,θwt
[Dk:01]i + φ
i
kn
(7)
The next lemma will provide a general tool for analyzing
the non-asymptotic properties of a learning rule that can be
expressed as a log-linear function of bounded variations and
upper bounded expectation as it was recently used in [5],
[6]. It can be interpreted as a specialized version of the
McDiarmid concentration [29] for log-linear update rules.
Lemma 3 Consider a learning update rule that can be
expressed as a log-linear function, i.e.,
µik+1 (θv) ≤ exp
(
ϕik+1 (θv, θw)
)
.
If the term ϕik+1 (θ) is of bounded variations with bounds
{cik} at each time k and its expected value is upper bounded
by an affine function as E [ϕik+1 (θ)] ≤ 1δγi1 − kγ2 Then,
P
(
µ
i
k+1 (θv) ≥ exp
(
−
k
2
γ2 +
1
δ
γ
i
1
))
≤ exp
(
−
1
2
(kγ2)
2∑k+1
t=1 (c
i
t)
2
)
Proof: Following simple set properties of the
probability measure on the desired set µik+1 (θv) ≥
exp
(−k2γ2 + 1δγi1) we have that,
P
(
µik+1 (θv) ≥ exp
(
−k
2
γ2 +
1
δ
γi1
))
≤ P
(
exp
(
ϕik+1 (θv, θw)
) ≥ exp(−k
2
γ2 +
1
δ
γi1
))
= P
(
ϕik+1 (θv, θw) ≥ −
k
2
γ2 +
1
δ
γi1
)
= P
(
ϕik+1 (θv, θw)− E
[
ϕik+1 (θv, θw)
] ≥
−k
2
γ2 +
1
δ
γi1 − E
[
ϕik+1 (θv, θw)
])
= P
(
ϕik+1 (θv, θw)− E
[
ϕik+1 (θv, θw)
] ≥ k
2
γ2
)
.
Use McDiarmid’s inequality to get the desired result.
Before proceeding with the analysis of the learning rule
we will recall a result from [25] about the geometric rates
of convergence of product of column stochastic matrices.
Lemma 4 [Corollary 2.a in [25]] Let the graph sequence
{Gk}, with Gk = (Ek, V ) be uniformly strongly connected.
Then, there is a sequence {φk} of stochastic vectors such
that,
| [Ak:t]ij − φik| ≤ Cλk−t for all k ≤ t ≤ 0
for C and λ ∈ (0, 1) as described in Theorem 1.
Lemma 5 [Corollary 2.b in [25]] Let the graph sequence
{Gk} satisfy the B-strong connectivity assumption. Define
δ , inf
k≥0
(
min
1≤i≤n
[Ak:01n]i
)
. (8)
Then, δ ≥ 1nnB , and if all Gk with B = 1 are regular, then
δ = 1. Furthermore, the sequence φk from Lemma 4 satisfies
φjk ≥ δ/n for all t ≥ 0, j = 1, . . . , n.
Now the next lemma and proposition will show the desired
properties required in lemma 3 to get the non-asymptotic
results. First we will show the bounds on the expected value
and then the bounded variation property.
Lemma 6 Consider ϕik+1 (θv, θw) as defined in Eq. (3) then
E
[
ϕik+1 (θv, θw)
] ≤ 1
δ
γi1 − kγ2
for all i and k ≥ 0, where
γi1 = max
θw∈Θˆ
∗
θv /∈Θ
∗
{
2C
1− λ‖H (θv, θw) ‖1 − [H (θv, θw)]i
}
,
γ2 =
1
n
min
θv /∈Θ∗
(C∗ − C (θv)) ,
Proof: First by taking the expected value of Eq. (7) we
have that for all k ≥ 0,
E
[
ϕ
i
k+1 (θv, θw)
]
=
k∑
t=1
[Dk:tH (θv , θw)]i + [H (θv, θw)]i +
k∑
t=1
φik1
′
H (θv, θw)
[Dk:01]i + φ
i
kn
=
k∑
t=1
[Dk:tH (θv , θw)]i + [H (θv, θw)]i + kφ
i
k1
′
H (θv, θw)
[Dk:01]i + φ
i
kn
The main idea is to analyze how the term E
[
ϕik+1 (θv, θw)
]
differs from a dynamic term where all agents have the same
importance in the network and thus the learning occurs at a
rate 1
′
H(θv,θw)
n .
As a first step lets add and subtract the term k 1
′
H(θv,θw)
n ,
therefore we obtain
E
[
ϕik+1 (θv, θw)
]
=
k∑
t=1
[Dk:tH (θv, θw)]i + [H (θv, θw)]i + kφ
i
k1
′H (θv, θw)
[Dk:01]i + φ
i
kn
− k1
′H (θv, θw)
n
+ k
1
′H (θv, θw)
n
by working out the arithmetics we have
E
[
ϕ
i
k+1 (θv, θw)
]
=
n
(
k∑
t=1
[Dk:tH (θv, θw)]i + [H (θv, θw)]i + kφ
i
k1
′
H (θv, θw)
)
n
(
[Dk:01]i + φ
i
kn
)
−
(
[Dk:01]i + φ
i
kn
)
k1′H (θv, θw)
n
(
[Dk:01]i + φ
i
kn
) + k1′H (θv, θw)
n
=
n
(
k∑
t=1
[Dk:tH (θv, θw)]i + [H (θv, θw)]i
)
n
(
[Dk:01]i + φ
i
kn
)
−
(
[Dk:01]i
)
k1′H (θv, θw)
n
(
[Dk:01]i + φ
i
kn
) + k1′H (θv, θw)
n
Before finalizing the proof note that the denominator of
the above function has the property [Dk:01]i + φikn > δ. As
noted in [25], this follows from the fact that this term is
the sum of the i-th row of the matrix Ak:0 multiplied n
times. Therefore by taking absolute value of the first terms
we obtain,
E
[
ϕ
i
k+1 (θv, θw)
]
≤
1
δ
(
k∑
t=1
(
max
j
| [Dk:t]ij |
)
‖H (θv, θw) ‖1 + [H (θv, θw)]i
)
+
k
nδ
‖H (θv, θw) ‖1
(
max
j
| [Dk:0]ij |
)
n+ k
1
′
H (θv, θw)
n
Using Lemma 4 we obtain upper bounds on | [Dk:t]ij | where
E
[
ϕ
i
k+1 (θv, θw)
]
≤
1
δ
(
C
k∑
t=1
λ
k−t‖H (θv, θw) ‖1 + [H (θv, θw)]i
)
+ k
C
δ
λ
t‖H (θv, θw) ‖1 + k
1
′
H (θv, θw)
n
≤
2C
δ
1
1− λ
‖H (θv, θw) ‖1 +
1
δ
[H (θv , θw)]i + k
1
′
H (θv, θw)
n
Finally note that we can express the term 1′H (θv, θw) in
term of the group confidence as 1′H (θv, θw) = C∗ − C (θv).
The desired bound will follow by defining,
γi1 = max
θw∈Θˆ
∗
θv /∈Θ
∗
{
2C
1− λ‖H (θv, θw) ‖1 − [H (θv, θw)]i
}
,
γ2 =
1
n
min
θv /∈Θ∗
(C∗ − C (θv)) .
Next we will show that the term ϕik (θv, θw), as a function
of a sequence of t random vectors, is of bounded variations.
Proposition 7 The term ϕik (θv, θw) is a function of a se-
quence of t random vectors and it is of bounded variations.
Proof: Following the definition of a bounded variation
function we have,
max
st∈S
ϕik+1 (θv, θw) = max
st∈S
∑n
j=1 [Ak:t]ij
[
Lθv ,θwt
]
j
yik+1
= max
st∈S
∑n
j=1 [Ak:t]ij
yjt
yjt
[
Lθv,θwt
]
j
yik+1
Now we can define a new set of weights [Bk:t]ij =
[Ak:t]ijy
j
t
yi
k+1
=
[Ak:t]ijy
j
t
n∑
i=1
[Ak:t]ijy
j
t
that multiply the vector whose
entries are
[Lθv,θwt ]j
yjt
. This new set of weights add up to one,
i.e.
n∑
j=1
[Bk:t]ij = 1 thus
max
st∈S
ϕik+1 (θv, θw) = max
st∈S
n∑
j=1
[Bk:t]ij
[
Lθv ,θwt
]
j
yjt
≤ 1
δ
(
log
1
α
)
Finally, by symmetry we also have that
−min
st∈S
ϕik+1 (θv, θw) ≤
1
δ
(
log
1
α
)
Therefore,
max
st∈S
ϕik+1 (θv, θw)−min
st∈S
ϕik+1 (θv, θw) ≤
2
δ
(
log
1
α
)
This completes the proof.
At this point we are ready to proof the main result.
Proof: [Theorem 1] The proof procedure will be a
compilation of previous Lemmas and propositions. As a first
step we will show that the proposed learning rule can be
expressed as a log-linear function.
Since µik (θ) ∈ (0, 1] for all i = 1, . . . , n, k ≥ 0 and all
θ ∈ Θ, we have that,
µ
i
k+1 (θv) ≤
µik+1 (θv)
µik+1 (θw)
=
(
n∏
i=1
µ
j
k (θv)
[Ak ]ijy
j
k li
(
sik+1|θv
)) 1yi
k+1
(
n∏
i=1
µ
j
k (θw)
[Ak ]ijy
j
k li
(
sik+1|θw
)) 1yi
k+1
= exp
(
1
yik+1
(
n∑
i=1
[Ak]ij y
j
k log
µ
j
k (θv)
µ
j
k (θw)
+ log
li
(
sik+1|θv
)
li
(
sik+1|θw
)
))
= exp
(
1
yik+1
(
n∑
i=1
[Ak]ij ϕˆ
j
k (θv, θw) + log
li
(
sik+1|θv
)
li
(
sik+1|θw
)
))
= exp
(
ϕ
j
k+1 (θv, θw)
)
This result along side lemma 6 and Proposition 7 provides
the conditions for Lemma 3, thus the following relation is
valid,
P
(
µ
i
k+1 (θv) ≥ exp
(
−
k
2
γ2 + γ
i
1
))
≤ exp
(
−
1
2
(kγ2)
2∑k+1
t=1 (c
i
t)
2
)
specifically, we have that cit = 2δ log
1
α . Therefore
P
(
ϕik+1 (θv, θw)− E
[
ϕik+1 (θv, θw)
] ≥ k
2
γ2
)
≤ exp
(
−
1
2 (kγ2)
2∑k+1
t=1
(
2
δ log
1
α
)2
)
= exp
(
−
(
kγ2δ
2
)2
8(k + 1)
(
log 1α
)2
)
≤ exp
(
− (k − 1)γ
2
2δ
2
8 (logα)
2
)
.
Finally, for a given confidence level ρ, in order to have
P
(
µik (θv) ≥ exp
(− 12kγ2 + γi1)) ≤ ρ we require that
k ≥
8 (log (α))
2
log 1ρ
δ2γ22
+ 1.
This completes the proof.
IV. CONCLUSIONS AND FUTURE WORK
We proposed a new update rule for the problem of
distributed non-Bayesian learning on time-varying directed
graphs with conflicting hypothesis. We show that the beliefs
of all agents concentrate around a optimal set of hypothesis
explicitly characterized as the solution to an optimization
problem. This optimization problem consists on finding a
probability distribution (from a parametrized family of dis-
tributions) closest to the unknown distribution of the observa-
tions and it needs to be solved by the agents interacting over
a sequence of network and using local information only. The
proposed algorithm also guarantees that after a finite transient
time, that depends on the network structure, all agents will
learn at a network independent rate that is the average of
the agents individual learning abilities. We refer this as a
“balanced” behavior since all agents are weighted equally
even if its connectivity is different. This results guarantees
certain robustness properties of the learning process since
faulty sensors or adversarial agents will not have any vantage
even if they are centrally located.
Further research is required to study the case of a contin-
uum set of hypothesis and the efficient transmission of prob-
ability distributions. Connections of the proposed algorithm
and distributed balancing of matrices need to be explored
as well. Furthermore, the characterization of the distributed
non-Bayesian update rules as the solution of well defined
optimization procedure generates a plethora of approaches to
efficiently solve the estimation problem in many scenarios.
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