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We present low-temperature transport measurements of a gate-tunable thin film topological in-
sulator system that features high mobility and low carrier density. Upon gate tuning to a regime
around the charge neutrality point, we infer an absence of strong localization even at conductivities
well below e2/h, where two dimensional electron systems should conventionally scale to an insu-
lating state. Oddly, in this regime the localization coherence peak lacks conventional temperature
broadening, though its tails do change dramatically with temperature. Using a model with electron-
impurity scattering, we extract values for the disorder potential and the hybridization of the top
and bottom surface states.
Time-reversal invariant three-dimensional topological
insulators (3D TIs) are gapped materials with inverted
bulk bands. At energies within the bulk bandgap, topo-
logical surface states (TSS) are guaranteed to exist [1].
Each surface state of Bi2Se3 family materials is a single
two-dimensional (2D) Dirac cone in which the in-plane
spin is correlated with the wave vector [2, 3]. Whereas
topologically trivial (conventional) 2D electron systems
(2DES) are strongly insulating at low carrier densities
because of Anderson (strong) localization [4], TSS are
expected to be impervious to localization, even under
strong disorder [5]. As far as we know, no other time-
reversal invariant two-dimensional system has a metallic
single-particle description in the presence of disorder –
even in graphene, intervalley scattering due to disorder
leads to localization [6]. Intuitively, TSS should not lo-
calize because large angle scattering is prohibited without
a time-reversal symmetry-breaking spin-flip: states with
opposite wavevector have opposite spin.
Localization can in principle occur in 3D TI thin films.
Tunneling through the thickness of a film hybridizes the
top and bottom TSS, opening a surface gap 2∆ around
the Dirac point [7, 8]. The massive Dirac fermions
no longer enjoy absolute protection against localization.
When hybridization is small, however, large angle scat-
tering should still be suppressed; therefore, strong local-
ization may be suppressed at low densities where conven-
tional 2DES would be expected to localize. Benefiting
from gate-tunability and suppressed bulk conduction [9],
thin film 3D TIs provide an opportunity to study the
effect of spin texture on localization physics in two di-
mensions.
Careful study of these systems, however, has been
hampered by various materials issues: defects push
the Fermi levels of the binary V-VI topological com-
pounds (Bi2Se3, Bi2Te3, and Sb2Te3) far from the Dirac
point [10], and epitaxial mismatches between the topo-
logical insulator and the substrate introduce additional
disorder [11]. Disorder decidedly affects the electrical
conduction of TSS: the mobilities of typical thin film V-
VI topological materials reach only of order 100 cm2/Vs.
Furthermore, while electrostatic gating can tune the
Fermi level to the charge neutrality point (CNP), charged
impurities obscure low density transport physics in fa-
vor of transport through charge puddles [12–14]. Conse-
quently, insulating (σxx < e
2/h) time-reversal symmetry-
protected 3D TI systems have only been seen in the
thinnest films, where the clean-limit hybridization gap
far exceeds room temperature [15–17].
We report transport properties of a top-gated Hall bar
of a novel Sb2Te3-based thin film. The key components
of this platform are 1) an epitaxially matched trivial in-
sulator serves as a virtual substrate for the growth of the
topological insulator, reducing defects, and 2) the topo-
logical insulator is counter-doped to bring its Fermi level
close to the Dirac point, even before electrostatic gat-
ing. This materials platform, introduced in more detail
in Ref. [18], offers a high mobility TSS with small and
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FIG. 1. Transport properties. (a) Longitudinal conductivity as a function of top gate voltage at zero field and T = 1.6 K. The
top axis shows the actual gate voltage; the bottom axis shows the difference ∆V between the gate voltage and the conductivity
minimum Vmin. Inset: The conductivity at Vmin is described by an Arrhenius law plus a constant offset, which we attribute
to Joule heating from the current bias. (b) Carrier density (left axis) extracted from the Hall slope, and the associated Hall
mobility (right axis), shown versus ∆V at T = 1.6 K. Fits to the slope of the density (solid lines) yield αh = 2.3×1011 cm−2/V
on the hole side and αe = 1.7× 1010 cm−2/V on the electron side
comparable surface gap and disorder potential, allowing
study of the electrical transport near the Dirac point.
Like other Dirac metals, this film’s magnetoconductance
is negative and agrees with weak anti-localization (WAL)
theory at high carrier densities. Strikingly, signatures of
WAL persist close to the CNP, although the conductivity
σxx  e2/h. This feature implies the absence of scaling
to strong localization, possibly associated with the topo-
logical origin of the surface states.
METHODS
Sb2Te3 was grown by molecular beam epitaxy. In-
terface engineering reduces disorder stemming from the
lattice mismatch between topological insulator and sub-
strate. A 15 quintuple layer (QL; 1 QL ≈ 1 nm)
(Sb0.65In0.35)2Te3 (a trivial insulator) buffer layer was
grown on a sapphire substrate. Growth of the topologi-
cal insulator, 8 QL Sb2Te3 counter-doped by 2% Ti, fol-
lowed. A 2 QL (Sb0.65In0.35)2Te3 capping layer was de-
posited in situ to protect the TI. The thickness of the
capping layer was chosen as a compromise to protect
the Sb2Te3 while not impairing the efficacy of the top
gate. A 50 µm wide Hall bar was fabricated. A top
gate was formed with a 40 nm alumina dielectric atop
the (Sb0.65In0.35)2Te3 capping layer. Measurements were
made in a 3He/4He dilution refrigerator (30 mK to 1.2
K) and a 4He cryostat with a variable temperature insert
(1.5 K to 30 K) using standard lock-in techniques. To ac-
curately measure the high resistances near the CNP at
dilution refrigeration temperatures, some measurements
were made using a high-impedance DC current source
and a nanovoltmeter. All resistance (conductance) values
are obtained through four-terminal measurements and
are presented as two dimensional resistivity (conductiv-
ity).
Hall measurements at zero gate voltage and T =
50 mK yielded carrier density n = −2.5 × 1012 cm−2,
where the negative sign indicates holes rather than elec-
trons, and mobility µ = 580 cm2/Vs. To account for
variation in the Fermi level between different cooldowns,
we present gate voltage as ∆Vg = Vg − Vmin where Vmin
is the gate voltage at which the conductivity is mini-
mized during that cooldown (between 17 V and 20 V for
all cooldowns). Vmin is often associated with the CNP;
however, given the presence of charge puddles in a disor-
dered potential landscape, the CNP occurs precisely at
Vmin only if electrons and holes have equal mobility.
RESULTS
The zero-field resistance of the device is shown as a
function of gate voltage in Fig. 1 (a). The carrier den-
sity, as extracted from fitting the Hall slope at applied
fields |B| < 0.25 T to a single-carrier model, is shown
in Fig. 1 (b) along with the Hall mobility. At gate
voltages well below Vmin, the conductivity saturates at
σxx ≈ 6e2/h, meaning the mobility µ ∝ |n|−1. In this
high-density limit, the conductivity increases logarithmi-
cally with temperature [19]. Moving toward Vmin, hole
carriers are depleted and the conductivity drops, reaching
σxx < 0.01e
2/h at Vmin. As |n| decreases, the tempera-
ture dependence of the conductivity evolves to an Arrhe-
nius activation law with activation energy ∆Arr = 84 µeV
at Vg = Vmin (Fig. 1 (a), inset) [19].
The resistivity in perpendicular applied fields up to
310 T at various gate voltages is shown in the supple-
ment [19]. A sharp positive quantum coherence peak
in the magnetoconductance at zero field, indicative of
WAL, is observed at all gate voltages. At ∆Vg ≤ −4 V,
the coherence peak broadens with increasing tempera-
ture (Fig. 2 (a-b)), while at ∆Vg ≥ −4 V, the magne-
toconductance flattens or switches sign as B increases
(Fig. 2 (c-d)). The lower the temperature, the lower the
field at which the magnetoconductance switches sign. In
a disordered system, aside from the coherence peak, there
is a positive classical contribution to the magnetoresis-
tance that changes from quadratic at low magnetic fields
to linear at high magnetic fields [14, 20] and saturates in
some experiments [21]. A two parameter phenomenolog-
ical model based on such behavior
ρxx(B) = ρxx(0)
[
1− 2A+ 2A/
√
1 + (µB)2
]−1
(1)
fits well at most gate voltages [19]. Here, 0 ≤ A ≤
0.5 is the quadratic coefficient of magnetoreresistance
i.e. ρxx = ρxx,0[1 + A(µB)
2 + · · · ] and µ is the carrier
mobility. Fig. 3 shows the coherence peaks after sub-
tracting the background from this classical contribution.
In all figures, the plotted magnetoconductance is sym-
metrized with respect to field [19].
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FIG. 2. Magnetoconductance, indicating weak anti-
localization. (a-d) Differential longitudinal conductivity,
∆σxx(T,H) ≡ σxx(T,H)− σxx(T, 0) versus magnetic field at
temperatures between 1.6 K and 30 K at Vg − Vmin = −8 V
(a), −4 V (b), 0 V (c), and 4 V (d)
Before proceeding, we provide quantitative estimates
of the material parameters. From zero field transport
and Hall coefficient (RH) data, we extract the density of
charged impurities nimp = (4.8 ± 2.8) × 1011cm−2 lying
an average distance d = 4.7 nm from the 2DES plane,
the dimensionless interaction parameter rs = 1.3 ± 0.8,
and the characteristic charge density fluctuations nrms =
(1.2± 0.2)× 1011cm−2 [19].
DISCUSSION
Arrhenius activation of the conductivity at Vg = Vmin
confirms the presence of a surface gap. Gaps of order
100 meV have been observed through angle-resolved pho-
toemission spectroscopy (ARPES) in 3D TI films thinner
than 5 QLs [23, 24]. Our measured Arrhenius activation
scale of 84 µeV is surprisingly small in comparison, even
considering that our 8 QL film is thicker, and that ∆
should decrease exponentially in film thickness. To ex-
plain the small value of ∆Arr, we note that the clean-
limit surface gap 2∆ could be smeared by disorder so
that ∆Arr  ∆ [25]. Disorder smearing may also ex-
plain why many prior experiments on thin film 3D TIs
do not observe a gap and instead see σ > e2/h at the
CNP [26, 27].
At ∆Vg <∼ −10 V, we observed positive logarithmic
temperature corrections to the conductivity. From the
magnetoconductance, we know that WAL is present.
WAL should contribute a negative temperature correc-
tion to conductivity:
∆σxx(T ) =
e2
pih
α log (T/T0) (2)
with α = −0.5 per channel. Our observation of posi-
tive logarithmic corrections to conductivity with increas-
ing temperature would naively indicate weak localization
(WL), with α = 1 rather than = −0.5. This appar-
ent mismatch between the signs of the temperature and
magnetoconductance corrections has been previously ob-
served and resolved by including an electron-electron in-
teraction (EEI) contribution to the conductivity [28–30]
∆σEEI(T ) =
e2
2pih
(
2− 3
2
F˜σ
)
log (T/T0) , (3)
with screening factor F˜σ > 0 [4]. The observation of over-
all positive temperature corrections to the conductivity
means that the EEI correction dominates over the local-
ization correction, in agreement with other experiments
as well as calculations [31].
In principle, conventional 2DES cannot be metallic.
Surprisingly, metallic temperature dependence (higher
conductivity at lower temperature, even at milliKelvin
temperatures) was found in semiconductor-based 2DES
of exceptional cleanliness. This is now understood to re-
sult from EEI driving the system into a metallic phase.
These systems transition to insulators as carrier den-
sity is reduced. Empirically, this transition consistently
occurs when the conductivity is of order e2/h in a va-
riety of 2DES platforms including Si MOSFETs [32],
GaAs/AlGaAs heterostructures [33, 34], graphene [35],
4transition metal dichalcogenides [36], and even other 3D
TI thin films [37].
In our system, electron-electron interactions have the
opposite effect. As discussed above, EEI causes increas-
ing conductivity with increasing temperature. We there-
fore never observe metallic temperature dependence in
our device, despite the conductivity ranging from 6e2/h
at high carrier density to < 0.01e2/h (T = 35 mK) at
Vmin [19]. Nevertheless, unlike conventional 2DES, 3D
TIs (in the limit ∆ = 0) are expected to have metal-
lic single-particle descriptions. Is our system metallic?
At the most fundamental level, a metal is characterized
by delocalized electronic wavefunctions, not by the tem-
perature dependance of its conductivity. Since here the
temperature dependance of the resistivity fails to reflect
even the presumed metallicity of the system at high dop-
ing, we must turn to the system’s magnetoconductivity
to address this question.
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FIG. 3. Crossover of the quantum transport correction from
weak anti-localization to weak localization. (a-d) Differen-
tial longitudinal conductivity, ∆σxx(T,H) ≡ σxx(T,H) −
σxx(T, 0) versus magnetic field at 1.6 K (black dots) at
Vg−Vmin = −9 V (a), −5 V (b), −3 V (c), and 1.5 V (d). The
classical contribution to the magnetoconductance has been
subtracted from the data [19]. The absolute conductivity at
B = 0 at each gate voltage is indicated. The HLN formula
for WAL with a crossover to WL is fit to the data (red lines);
the quality of fit becomes poor when σxx <∼ e2/h
In a 3D TI for which hybridization between the top
and bottom surfaces is weak, electrons should exhibit
weak antilocalization [38]. The magnetoconductance is
given by the Hikami-Larkin-Nagaoka (HLN) formula [39]
∆σ = − e
2
2pih
F
(
B
Bφ
)
, (4)
where F (x) = ln(x) + Ψ(x+ 12 ), Ψ is the digamma func-
tion, and Bφ = h¯/(4el
2
φ) the characteristic field asso-
ciated with the electron coherence length lφ. WAL is
caused by the pi Berry phase of the 2D Dirac dispersion,
which suppresses backscattering.
We observe conventional quantum transport correc-
tions at substantial hole doping. The WAL peak broad-
ens with increasing temperature (Fig. 2 (a)). In theory,
the peak should broaden as lφ ∝ T−p with p = 0.5 in
diffusive two dimensional metals. As shown in Fig. 4, we
find that p = 0.39 at ∆Vg = −8 V.
However, quantum corrections near the Dirac point
differ from those at finite doping. At gate voltages
more positive than ∆Vg = −4 V, the magnetoconductiv-
ity becomes non-monotonic, qualitatively departing from
equation (4). To understand this, recall that TSS hy-
bridization in thin films should generate a Dirac mass
(∆), and the Berry phase φb should deviate from pi as
φb = pi (1−∆/EF ). The Berry phase thus should induce
a crossover from perfect WAL (φb = pi) in the massless
(relativistic) limit to perfect WL (φb = 0) in the large
mass (non-relativistic) regime [17, 40], with an associated
magnetic field dependence of conductivity described by
a modified HLN formula [41]
∆σ =− 1
2pi
e2
h
[
F
(
B
Bφ
)
− 2F
(
B
Bφ +B∆
)
−F
(
B
Bφ + 2B∆
)]
,
(5)
where Bφ,∆ = h¯/(4el
2
φ,∆) are the characteristic fields as-
sociated with the coherence length lφ and the crossover
length scale l∆, respectively.
The quality of fits (Fig. 3) of equation (5) is greatly
improved from that of equation (4), in exchange for an
additional fitting parameter. We extract l∆ ∼ 40 nm at
all gate voltages. Unexpectedly, at the lowest field scales,
we observe a WAL peak at all gate voltages, indicating
that the system does not scale to strong localization, even
when σ  e2/h. Furthermore, the temperature depen-
dence of the magnetoconductance peak at Vg ≈ Vmin is
unusual, the WAL peak being more pronounced at higher
temperatures (Fig. 2).
We note that the quality of fit becomes poor near
∆Vg = 0, as shown in Fig. 3 (d). Here, the data have
quantum corrections only at very small magnetic fields.
We cannot make definitive statements about this obser-
vation since the quantum corrections are cleanly separa-
ble from the classical contribution to magnetoconductiv-
ity only for σ  e2/h; thus, the HLN equation becomes
invalid when σ < e2/h. However, if the data at the small-
est fields are interpreted as due to quantum corrections,
the extracted lφ still decays with increasing temperature
according to a power law, albeit with power roughly half
that expected from EEI. At present, we lack an explana-
tion for this discrepancy.
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We may use the extracted crossover length scale to es-
timate the clean-limit surface gap by dimensional analy-
sis as ∆ ≈ h¯vF /l∆ = 6.7 meV. This value is consistent
with extrapolation from ARPES measurements of gaps
for thinner films; as noted above, our measured trans-
port gap ∆Arr is much smaller, presumably because we
are not in the clean limit.
An interesting pattern in the literature is that WAL
is observed in topological insulators having σxx > e
2/h,
while WL is observed when σxx <∼ e2/h [42]. This obser-
vation is explained by noting that WL in a topological
insulator requires a mass gap around the Dirac point;
since a gapped system insulates, we expect σxx < e
2/h.
Our results contradict this pattern: at the smallest mag-
netic field scales (and therefore longest length scales), we
observe a quantum coherence peak with negative mag-
netic field corrections at all carrier densities. This signa-
ture of WAL implies delocalized electronic states. Yet,
this observation holds even at low carrier densities where
the longitudinal conductivity falls well below e2/h. Tra-
ditionally, σxx ∼ e2/h is associated with reaching the
Ioffe-Regel criterion kF l ≈ 1, which predicts that metal-
lic 2DES do not exist at lower conductivities. Our results
suggest that this device does not scale to strong localiza-
tion, and instead enters an Ioffe-Regel-violating regime:
a consequence of the symplectic character of the system
together with disorder scattering. In the supplement,
we theoretically justify this conclusion by finding self-
consistent solutions in violation of the Ioffe-Regel limit
for a low-energy model of massless 2D Dirac fermions
for a broader range of the dimensionless parameters rs
and nimpd
2, using a combination of analytic and numeric
results.
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S1. METHODS
Growth: Thin-films were grown on sapphire (Al2O3)
(0001) substrates by molecular beam epitaxy under ultra-
high vacuum. First, a 3 quintuple layer (QL, 1 QL ≈
1 nm) layer of Bi2Se3 was deposited at 170
◦C, serving
as a template for the following 20 QL In2Se3 layer, de-
posited at 300◦C. The Bi2Se3/In2Se3 heterostructure was
then heated to 600◦C, causing the Bi2Se3 layer to evap-
orate and diffuse out of the In2Se3 layer. The remaining
In2Se3 insulating layer served as a template for the next
layers. A 15 QL-thick Sb0.65In0.35Te3 layer was then de-
posited at 260◦C, forming a epitaxially matched virtual
substrate for the 8 QL Sb2Te3 layer. After deposition
of the Sb2Te3, another 2 QL Sb0.65In0.35Te3 layer was
deposited in situ as a capping layer at 260◦C. The thick-
ness of the capping layer was chosen as a compromise
to protect the topological layer (thicker cap) while still
allowing high gate tunability (thinner cap). The Sb2Te3
layer was doped with 2% Ti to finely tune the chemical
potential. The resulting material platform is sketched in
Fig. S1; further details regarding growth may be found
in ref. [1].
Device fabrication: The Hall bar device, shown in
Fig. S2, is 50 µm wide with two squares (100 µm) be-
tween the 10 µm wide voltage terminal leads. It was
fabricated using photolithographic patterning. For each
patterning step, a hexamethyldisilazane adhesion layer
was spin coated, followed by Megaposit SPR 3612 pho-
toresist and a pre-exposure bake at 80◦C for 180 s, cho-
sen to avoid thermal damage to the film. The photoresist
was exposed at approximately 50 mJ/cm2 under an ul-
traviolet mercury vapor lamp through a contact mask;
the photoresist was developed in Microposit developer
CD-30 for 35 s. After patterning, the device geometry
was defined by a dry etch of the surrounding film with
15 QL (In0.35Sb0.65)2Te3
2 QL (In0.35Sb0.65)2Te3
8 QL Ti-doped Sb2Te3
20 QL In2Se3
FIG. S1. Growth of a low disorder, low carrier density topo-
logical insulator. A virtual substrate, consisting of the trivial
insulators In2Se3) and Sb0.65In0.35Te3 provides an epitaxially
matched template for the Sb2Te3 topological insulator, lower-
ing disorder. Ti counter-doping finely tunes the Fermi level.
an Ar ion mill. After patterning, Ohmic contacts were
made by first cleaning the contact area with a brief in
situ Ar ion etch, and then evaporating 5 nm Ti and 100
nm Au, followed by liftoff. To realize a robust top gate,
a dielectric was grown uniformly across the film by first
evaporating a 1 nm Al seed layer, which was allowed to
oxidize, and then depositing approximately 40 nm of alu-
mina by atomic layer deposition. The top gate was then
patterned and was deposited by evaporating 5 nm Ti and
85 nm Au, followed by liftoff. Excess alumina dielectric
on the surrounding area was etched using Microposit de-
veloper CD-26 (tetramethylammonium hydroxide based,
metal ion free). All metal evaporation was done in a Kurt
Lesker electron beam evaporator with an in situ Ar ion
source. Atomic layer deposition used trimethylaluminum
precursor and water as the oxidizer in a nitrogen purged
vacuum chamber.
Transport : The electrostatic top gate exhibited pro-
nounced hysteresis, characteristic of charge trapping in
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2FIG. S2. An optical micrograph of the device studied in this
work. The device is a 50 µm wide Hall bar with 100 µm
between voltage terminals. The voltage terminals are 10 µm
wide. The topological insulator is gated through a 40 nm
alumina dielectric.
oxide dielectrics. In particular, upon changing the gate
voltage, the system required hundreds of seconds to
re-equilibrate, which we attribute to slow tunneling of
charge carriers into and out of traps in the oxide. This is
discussed later in detail. To account for the dynamics of
the gate oxide, gate voltages were always swept upwards
starting from Vg = −10 V and the system was allowed to
equilibrate before measurement at each gate voltage.
Measurements were performed in a liquid He-4 cryo-
genic system (1.6 K ≤ T ≤ 30 K as well as in a He-
3/He-4 dilution refrigerator (30 mK ≤ T ≤ 1.2 K). Each
cryostat was equipped with a 14 T solenoid, with the
field direction perpendicular to the plane of the Hall bar.
We mainly used standard lock-in techniques for electri-
cal measurements. However, because the resistances ob-
served near the CNP were so large at the lowest temper-
atures, we measured in DC rather than AC at the low-
est temperatures. Here, using a high output impedance
current source, the sample was biased with a DC cur-
rent whose polarity periodically switched (generally, ev-
ery 2.337 s) and the four-terminal voltage was measured
using a high-precision nanovoltmeter; the resistance was
taken to be the anti-symmetric component under posi-
tive and negative bias polarity. Anti-symmetrization in
bias polarity removes spurious thermoelectric contribu-
tions from the wiring. All reported resistances are four-
terminal voltage measurements divided by the constant
current bias. Resistance measurements were made at
both positive and negative magnetic fields; all magne-
toconductance data is obtained from the symmetrized
longitudinal resistance Rsym(B) = (R(B) +R(−B))/2.
The sheet carrier density was calculated from ρxy by
fitting the single carrier model n = B(eρxy)
−1 where
e is the electronic charge. The carrier mobility µ was
then obtained from the zero-field sheet resistivity as µ =
(eρxxn)
−1. Of the forty-one gate voltage values shown
in Fig. 1, the standard error of the fitted Hall slope of
three gate voltage values (all near Vmin) is greater than
the Hall slope itself, a consequence of mixing between the
Hall voltage and the much larger longitudinal voltage, so
the sign of the density is not determined. For these cases,
extracted density and mobility are not plotted in Fig. 1.
In addition, we caution that the extracted mobility, as
determined by a single carrier model, is inaccurate near
charge neutrality where there are puddles of electrons
and holes.
For a Dirac cone, density fluctuations give rise to an
energy broadening given by E = h¯vF
√
pin. The en-
ergy scale corresponding to the root mean square (rms)
of the density when the average density is n = 0 is
Erms = h¯vF
√
pin∗, with n∗ ≡
√
neeffn
h
eff = nrms/
√
3 where
n
e(h)
eff is the typical density inside electron (hole) puddles
such that the minimum conductivity is σmin = n
∗eµ.
The factor of
√
3 comes from an effective mean theory
calculation [2, 3].
S2. THE IOFFE-REGEL VIOLATING REGIME
Neglecting quantum coherent corrections, the conduc-
tivity of a metal is known to decrease with rise in temper-
ature. This behavior can be well understood within the
semi-classical theory, which suggests that the mean free
path of electrons between subsequent collisions reduces
as the number of thermal collisions increase with tem-
perature. However, such a reduction in the conductivity
of metals eventually saturates [4], as mean free path can
never become shorter than the inter-atomic lattice spac-
ing. This is known as the Ioffe-Regel (IR) limit, or some-
times the Mott-Ioffe-Regel (MIR) limit [5], which places
a lower bound on the minimum conductivity of metals.
Evidence that some high-temperature superconducting
compounds violate the IR limit has attracted recent at-
tention [6]. In this section we will attempt to answer the
following question: can we theoretically ever obtain vio-
lation of the IR limit in a disordered metal? Since our
experiment clearly demonstrates a strong breakdown of
the IR limit (σ ∼ 0.01e2/h), we would like to understand
what information this conveys about the material.
The Boltzmann transport conductivity for massless
Dirac fermions has previously been calculated as [7]
σ =
e2
h
n∗
nimp
2
G[2rs]
, (S1)
where the following self-consistency condition needs to
be satisfied in order to determine the residual density [7]
n∗
nimp
= 2r2sC
RPA
0 (rs, 4d
√
pin∗), (S2)
3and the function
CRPA0 (rs, a) = −1 +
4E1(a)
(2 + pirs)2
+
2e−ars
1 + 2rs
+ (1 + 2rsa)e
2rsa(E1(2rsa)− E1(a(1 + 2rs))), (S3)
is related to the random voltage fluctuations. In the
above E1(a) is the exponential integral function. For an
arbitrary rs and nimpd
2, it is not analytically tractable
to obtain the minimum conductivity σ due to the com-
plicated form of the function CRPA0 . In principle, this
can always be evaluated numerically. Before proceeding
with the numerical evaluation, we will first consider some
special limiting cases. We note that the evaluation of the
function CRPA0 is in general non-convergent as a series
expansion unless we impose a prior assumption on the
desired solution a. However, such an assumption on a
needs to be self-consistent with the actual solution a.
In the limit of rs  1, we have
CRPA0 (rs, a) ≈ −1 + E1(a)
+ e2rsa(E1(2rsa)− E1(a(1 + 2rs))), (S4)
We can Taylor expand E1(a+ 2rsa) around a as
E1(a+ 2rsa) = E1(a)− e
−a(2rsa)
a
+O(r2sa2) (S5)
This expansion gives us a good approximation when a
1. If we assume that a  1, then the function C0 up to
first order in rs becomes
CRPA0 (rs, a) = −1 + E1(2rsa)− 2rse−a
+ 2rsa(E1(2rsa)− E1(a)) (S6)
We will shortly see whether the assumption of a  1
gives us a self-consistent solution for a or not. We are
interested in the limit when rs is very small, therefore
we will just retain the dominant terms in CRPA0 . Doing
so, we arrive at limrs→0 C
RPA
0 (rs, a) ≈ − ln(2rsa). The
self consistency condition (Eq. S2) becomes − ln(2rsa) =
a2/32pinimpd
2r2s . In the limit of 32pinimpd
2  r−2s ,
i.e. high impurity concentration, we can evaluate a ≈
(
√
x+ r2s − rs)/x, where x = 1/32pinimpd2r2s . For our
solution to be consistent with our prior assumption of
a  1 we must have x + 2rs  1. By our definition of
the high impurity concentration limit x 1. As we have
noted we are also interested in the limit rs  1. We have
arrived at a contradiction: for high impurity concentra-
tion and rs  1, we see by inspection that there does
not exist a self-consistent solution a, such that a  1.
To determine the existence of a self-consistent solution
in the low impurity concentration limit is not analyti-
cally feasible. Further, since we are primarily interested
in the IR violating regime, which is physically expected
only when there is large disorder, we do not pursue this
case here. To evaluate the limit of a  1 we start with
the complete screening approximation (rsa  1), where
the function CRPA0 (rs, a) = 1/4a
2r2s [7]. For rs  1, this
implies a  r−1s  1. The self-consistency condition
gives us a4 = 8pinimpd
2. For this solution to be con-
sistent with our prior assumption on a, we must have
8pinimpd
2  r−4s  1. Therefore for rs  1 it is al-
ways possible to find a self-consistent solution a such
that a  r−1s  1 as long as the impurity concentra-
tion is large enough. We can now evaluate the minimum
conductivity for this case, which is given by
σ =
1√
8pinimpd2r4s
e2
h
 e
2
h
(S7)
It is straightforward to conclude that when 8pinimpd
2 
r−4s  1, we are guaranteed to find a solution a such that
a  r−1s  1, and for such a solution σ  e2/h, i.e., it
violates the Ioffe-Regel limit.
rs a s-c IR violation condition
 1  1 Yes Yes nimpd2  1
 1  1 Yes Yes nimpd2r4s  1
 1  1 No - -
 1  1 No - -
TABLE S1. Conditions which guarantee the violation of the
IR limit. The third, fourth, and fifth column represent: if
the self-consistent (s-c) solution is possible or not with our
assumption on a, whether there is violation of IR limit (if
there is a s-c solution), and the corresponding condition for
violation (if there is one), respectively.
Let us now discuss the case when rs  1. Again, if we
first assume that a  1, then we directly end up in the
complete screening limit (rsa 1), where CRPA0 (rs, a) =
1/4a2r2s [7]. The self-consistency condition gives us a
4 =
8pinimpd
2. For this solution to be consistent with our
prior assumption on a, we must have 8pinimpd
2  1.
The minimum conductivity in this case is given by
σ ≤ 10√
32pinimpd2
e2
h
 e
2
h
(S8)
where we have used a bound on G(x) for large x: G(x) ≤
0.2. Again, we can conclude that when nimpd
2  1
and rs  1, we are guaranteed to find a self consis-
tent solution a such that a  1, and for such a so-
lution σ  e2/h, i.e., it violates the Ioffe-Regel limit.
When rs  1, and if we now assume that a  1 we
have CRPA0 (rs, a) = −4 ln(γa)/pi2r2s , γ being the Eu-
ler’s constant. The self consistency condition becomes
γa = exp
(−a2pi/128nimpd2). When 128nimpd2  1,
i.e., for high impurity concentration, we obtain a =
(
√
γ2 + 4y − γ)/2y, where y = pi/128nimpd2. For our
solution to be consistent with the prior assumption on
a  1, we must have 1  y + γ. Since y > 0 and
4FIG. S3. Numerically obtained minimum conductivity as a
function of rs and nimpd
2 by solving Eq. S9, S11 and S12.
The top and the bottom panels are for the cases n0 = 0
(symmetric) and n0 6= 0 (asymmetric, n0 ∼ 400× 1010cm−2),
respectively. The dotted blue region gives us an estimate of
the value of rs and nimpd
2 for which σ < 0.1e2/h. Note
that for large rs and nimpd
2 we are in the strong IR violating
regime (σ  e2/h), as noted in Table S1. The presence of
an asymmetry parameter n0 reduces the threshold value for
nimpd
2 for which the violation of the Ioffe-Regel limit can be
observed.
y  1, the condition 1 y+ γ is never satisfied because
1 and γ are on the same order of magnitude. We can
thus conclude that in the limit rs  1, we cannot find
a self consistent solution a, such that a  1, at least in
the high impurity concentration limit.
We can now generalize our results to obtain the con-
ditions for violation of IR limit, which are summarized
in Table S1. In Fig. S3 we plot the numerically obtained
minimum conductivity (using Eq. S9, S11 and S12) as a
function of rs and nimpd
2 for both n0 = 0 and n0 6= 0, n0
being the asymmetry parameter between the electron and
hole bands [8]. We note that for large rs and nimpd
2 we
are in the strong IR violating regime (σ  e2/h), which
validates the conclusion in Table S1. In this discussion,
the dimensionless parameter nimpd
2 should be thought of
in the thermodynamic limit, where nimp → ∞ as d → 0
such that nimpd
2 remains constant at its specified value.
We also note that the presence of an asymmetry param-
eter n0 reduces the threshold value for nimpd
2 for which
the violation of the Ioffe-Regel limit can be observed.
S3. ESTIMATION OF nrms FROM EXPERIMENT
Charge density fluctuations (nnrms) are determined
from the fit of Hall coefficient (RH) vs carrier density (n)
at low temperature. Theoretical RH is calculated from
REMTH = limB→0 ρ
EMT
xy /(eB), where the effective medium
theory (EMT) conductivity is obtained from solving the
following coupled equations∫
dnP
σ2xx[n]−
(
σEMTxx
)2
+
(
σEMTxy − σxy[n]
)2
(σEMTxx + σxx[n])
2
+
(
σEMTxy − σxy[n]
)2 = 0∫
dnP
σxy[n]− σEMTxy
(σEMTxx + σxx[n])
2
+
(
σEMTxy − σxy[n]
)2 = 0,
(S9)
where P = P [n, ng, nrms] is a Gaussian distribution cen-
tered at average carrier density ng with width given by
carrier density fluctuations nnrms [3].
Note that resistivity matrix is given by the inverse of
conductivity matrix, hence ρEMTxy = −σEMTxy /[
(
σEMTxx
)2
+(
σEMTxy
)2
].
We have used the following longitudinal and transverse
conductivity of the single channel model as an input to
the EMT equation
σ[n,B] =
σB [n]
1 + (µe(h)B)2
(
1 ∓µe(h)B
±µe(h)B 1
)
(S10)
σB [n] = |n|eµe(h)
RH reveals nrms and ratio of mobility µe/µh, rather
than each component of mobility separately. From the fit,
we infer nrms = (12±2)×1010 cm−2 and µe/µh = 0.5±0.1
(see Fig. 1).
S4. ESTIMATION OF rs FROM EXPERIMENT
The effective fine structure constant rs is estimated by
performing simultaneous fitting to both σxx(B = 0) and
RH , with the value of nrms fixed from the fit in section 1.
However, unlike section 1 which uses the minimal model,
in order to estimate rs, we use a microscopic model of
charged impurity scattering with asymmetry parameter
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FIG. S4. Fitting of RH vs n with nrms using minimal model
n0 as input to the EMT equation [8]. This microscopic
model is parametrized by 4 parameters: impurity den-
sity nimp, asymmetry parameter n0, distance from the
substrate to the sample d, and effective fine structure
constant rs.
σB [n, n0, rs] =
1
8
e2
h
n
nimp
1
F1 [ηrs/2]
(S11)
F1[x]
x2
=
pi
4
+3x− 3x
2pi
2
+ x
(
3x2 − 2) arccos[1/x]√
x2 − 1
η [n/n0] =
√
n0√
n0 + sgn(n)
√|n|
Since nrms is fixed from the previous fit at section S1,
our fitting parameters now are only nimp, n0, and rs.
Distance d is deduced from the self-consistent theory of
Ref. [8].
y2
4
+ y + sy3/2 = AC0
[
B
√
y
1 + s
√
y
]
C0[x] = ∂x
[
xex
∫ ∞
x
t−1e−tdt
]
(S12)
A =
1
2
n imp
n0
r2s , B = 2rsd
√
4pin0,
where y = neff/n0 and s = sgn(n) denotes the electron
(hole) bands for s = 1(−1), respectively. We have used
the relation nrms =
√
3n?, where n? =
√
neeffn
h
eff .
Using this procedure, we obtain rs = 1.3±0.8, d = 4.7
nm, nimp = (48 ± 28) × 1010 cm−2, and n0 = (494 ±
303)× 1010 cm−2 (see Fig. S5).
The value of nimpd
2 that is inferred from the fitting
is approximately 0.1± 0.06, not  1. Yet the minimum
conductivity of our system empirically violates the Ioffe-
Regel limit. We point out that the condition nimpd
2  1
guarantees an Ioffe-Regel violating metal in the symmet-
ric case (n0 = 0), but is not a necessary condition, as
seen in Fig. S3. Further, the presence of an asymmetry
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FIG. S5. Simultaneous fitting of σxx(B = 0) vs n and RH vs
n with nrms fixed from fit in section S3 .
parameter n0 reduces the threshold value for nimpd
2 for
which the violation of the Ioffe-Regel limit can be ob-
served.
S5. ESTIMATION OF THE SURFACE GAP
FROM MAGNETOCONDUCTANCE
In a 3D TI, when the hybridization between the top
and bottom surfaces is weak, the quantum corrections
to the low field magnetoconductance are negative, and
electrons exhibit perfect weak antilocalization given by
the Hikami-Larkin-Nagaoka (HLN) formula
∆σ = − e
2
2pih
F
(
B
Bφ
)
, (S13)
where F (x) = ln(x) + Ψ(x + 12 ), Ψ being the digamma
function, and Bφ = h¯/(4el
2
φ) being the characteristic
field associated with the electron coherence length lφ.
The weak antilocalization effect can be ascribed to the pi
Berry phase of the 2D Dirac dispersion, since backscat-
tering effects are suppressed by this additional phase
factor. This system belongs to the symplectic Wigner-
6Dyson class (or the AII class) akin to the spin-orbit cou-
pled 2DEG. In contrast to a normal 2DEG (orthogonal
Wigner-Dyson class or the AI class), for gapless 2D Dirac
fermions the in-plane spin-momentum correspondence re-
quires a spin-flip for backscattering of electrons. The
summation of incoming and outgoing spins is 0, leading
to the weak antilocalization from the singlet Cooperon
mode.
In the limit of a large Dirac mass, spin is polarized
along the z axis near the band edges. In this case, the
total spin before and after backscattering is 1, which cor-
responds to one of the triplet Cooperons and leads to
weak localization. In thin films where the top and bot-
tom surface states hybridize, the Berry phase φb deviates
from pi as
φb = pi
(
1− ∆
2EF
)
, (S14)
where EF is the Fermi level, due to a finite surface
gap (mass term) ∆ arising from surface hybridization.
The Berry phase induces a crossover from perfect WAL
(φb = pi) in the massless (relativistic) limit to perfect
WL (φb = 0) in the large mass (non-relativistic) regime.
Localization results in the low field enhancement of con-
ductivity, and the quantum corrections are again given
by the HLN formula
∆σ =− 1
2pi
e2
h
[
F
(
B
Bφ
)
− 2F
(
B
Bφ +B∆
)
−F
(
B
Bφ + 2B∆
)]
,
(S15)
where Bi = h¯/(4el
2
i ) are the characteristic fields asso-
ciated with the coherence length lφ, and the crossover
length scale l∆. An interesting question arises here: when
will one observe a WAL-WL crossover in a TI, or rather
what values of ∆ will give rise to WAL-WL crossover in
an experiment? This corresponds to the zeros of equation
(S15), which in general are not analytically tractable, but
can be obtained numerically.
To address this, let us examine the relevant length
scales for carriers in our experimental system. We call the
length scale corresponding to the largest magnetic field in
our experiment lexpt. This is the shortest length scale we
probe, and must be much shorter than lφ to enable prob-
ing coherent transport. Another important scale is the
scattering length l∆ associated with surface hybridiza-
tion of the TSS. Any scattering length scale larger than
the phase-coherence length cannot be probed in our ex-
periment. Therefore we must satisfy lφ > l∆ (or equiv-
alently Bφ < B∆) in order to determine the presence
of a finite surface gap. Likewise, the effective magnetic
field corresponding to a scattering mechanism should also
be much smaller than the largest experimental magnetic
fields (Bexpt = 14T here). We thereby have the condition
Bφ < B∆  Bexpt.
To proceed, we will assume B∆ = sBφ, where s ≥ 1.
Around B = 0, Eq. S15 can be expanded as
∆σ ≈ − e
2
2pih
x20
24
(
1− 2
(s+ 1)2
− 1
(2s+ 1)2
)
, (S16)
where we have defined x0 = B/Bφ. The R.H.S. of the
above equation is always negative, implying WAL cor-
rection to the conductivity for small magnetic fields (as
observed). For large B fields (however small compared
to Bexpt), Eq. S15 can be expanded as
∆σ ≈ − e
2
2pih
(4 + ln
(
(s+ 1)2(2s+ 1)
)− 2 lnx0) (S17)
Clearly when B > Bc we have a well defined crossover
from WAL to WL, where Bc is given by the solution of
the following equation:
2 ln(Bc/Bφ) ≈ 4 + ln
(
(s+ 1)2(2s+ 1)
)
(S18)
For typical coherence lengths lφ ≈ 100 nm, and s = 1
(the minimum value of s for observing a crossover),
this gives us Bc ≈ 0.4 T. When s = 6, this gives us
Bc ≈ 3 T  Bexpt. If Bc were much larger it would
be hard for us to observe the full crossover below our
maximum applied field Bexpt = 14T. Hence, to observe a
clear signature of WAL-WL crossover in our experiment,
we constrain s∈(1, 6). This places a bound on the val-
ues of the surface gap ∆ that can be effectively probed
since s ∼ (∆/vF )2. We find that experiments like ours
can exhibit clear signatures of WAL-WL crossover for a
surface gap ∆ ranging from 3.3 to 8 meV. For smaller
values of ∆, the intersurface scattering time becomes
greater than the coherence time of the electrons, while
for much larger values of the ∆, WAL signatures will be
completely washed out. Our estimate in the main text
of ∆ ≈ h¯vF /l∆ = 6.7 meV falls within this bound.
S6. EXTENDED DATA
The effect of the top gate exhibited pronounced ad-
vanced hysteresis, as shown in Fig. S6. We interpret this
behavior, which is typical of oxide dielectric gates, as a
consequence of electric field screening from charge traps
in the gate oxide. To avoid measurement inconsistencies,
the gate was always swept from Vg = −10 V toward pos-
itive gate voltage values. Upon changing the gate volt-
age, measured resistance initially overshot its equilibrium
value at the new gate voltage, and then relaxed exponen-
tially with a time constant of order 1000 s, as described in
Fig. S7. The relaxation rate depends strongly on neither
temperature nor gate voltage. This suggests that the
relaxation is not associated with RC-type carrier equi-
libration in the topological insulator (whose resistance
depends strongly on temperature and gate voltage), nor
is it associated with a thermally activated process in the
7dielectric. We therefore believe that the relaxation is as-
sociated with charges tunneling between charge traps in
the gate oxide. To avoid any inconsistencies, all data
shown in the main text were taken after allowing trans-
port properties to equilibrate at each new gate voltage.
Fig. S8 compares the resistivities during a gate sweep and
when the gate was allowed to equilibrate.
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FIG. S6. Gate hysteresis. The longitudinal resistivity at T =
29 mK as the gate voltage is (red) swept up and (purple)
swept back down.
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FIG. S7. Gate relaxation. a) Upon changing the gate voltage
(here, from Vg = 11 V to 12 V; or from ∆Vg = −9 V to −8 V),
the longitudinal voltage overshoots its new, higher value and
then relaxes. The relaxation fits well to an exponential with a
timescale τ ∼ 1000 s. b) The fit relaxation timescale τ versus
gate voltage, shown at T = 1.6 K and 10 K. τ lacks strong
gate voltage dependence.
The Hall mobility and density as functions of gate volt-
age, allowing the effect of the gate to equilibrate, were
shown in the Fig. 1 of the main text. Fig. S9 shows
the Hall mobility and density as functions of gate volt-
age when the gate is swept upward, rather than being
allowed to fully equilibrate.
At substantial hole doping, the resistivity weakly
decreases with increasing temperature. As shown in
Fig. S10, the resistivity varies logarithmically in temper-
ature over an intermediate temperature range. Nega-
tive logarithmic corrections to the resistivity in tempera-
ture are typically associated with weak localization, but
since the magnetoconductance reveals pronounced weak
anti-localization (which is associated with positive loga-
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FIG. S8. The resistivity versus gate voltage is shown (solid
lines) while sweeping the gate and (circles) when the gate
oxide is allowed to equilibrate. Data are shown at various
temperatures.
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FIG. S9. The (red dots, left axis) carrier density n and (blue
dots, right axis) mobility are shown as a function of gate
voltage at T = 36 mK as the gate voltage is swept. The
density and mobility are extracted from gate sweeps at fields
between −1 and 1 T.
rithmic temperature corrections), we instead connect the
temperature dependence with electron-electron interac-
tions. In accordance with our results, previous calcula-
tions have affirmed that the weak anti-localization effect
should dominate in determining the magnetoconductance
while electron-electron interactions should dominate in
determining the temperature dependence [9].
Closer to the charge neutrality point, the temperature
dependence of the resistivity becomes stronger. The con-
ductivity at Vg = Vmin is fit by an Arrhenius law with
a constant offset σxx = σ0 + σ1 exp(−∆Arr/kBT ). The
Arrhenius behavior indicates that the system is gapped.
Since the offset σ0 depends heavily on the bias current
(Fig. S11), we associate it with a divergence of the elec-
tron temperature from the thermometer temperature due
to Joule heating. The temperature dependence at dif-
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FIG. S10. The resistivity at Vg − Vmin = −20 V is shown
with respect to temperature on a log scale. At this gate volt-
age, the system is substantially hole-doped, having density
n = 3.3 × 1012 cm−2. Here, at intermediate temperatures,
ρxx exhibits the logarithmic temperature dependence charac-
teristic of electron-electron interactions.
ferent gate voltages is shown on an Arrhenius plot in
Fig. S12, demonstrating weakening temperature depen-
dence at Vg further from Vmin.
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FIG. S11. Temperature dependence of conductivity at two
different current bias values. The conductivity versus tem-
perature at Vg = Vmin is shown on an Arrhenius plot at cur-
rent biases (blue squares) 4 nA and (red circles) 0.4 nA. Fits
(solid lines) to an Arrhenius law plus a constant offset indi-
cate a thermally activated scale of 0.98 K for both current
bias values. At low temperatures as read on a thermometer
attached to the low temperature stage of the cryostat, the
conductivity saturates due to Joule heating, as manifested by
the different saturation conductivities: 0.029 e2/h at 4 nA
bias current, versus 0.0066 e2/h at 0.4 nA.
S7. ADDITIONAL MAGNETOCONDUCTANCE
DATA
The resistivity of the device as a function of mag-
netic field up to |B| = 10 T is shown in Fig. S13, re-
vealing the classical contribution to the magnetoconduc-
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FIG. S12. Temperature dependence of conductivity at three
different gate voltage values. The conductivity versus tem-
perature is shown on an Arrhenius plot at (blue circles)
Vg = Vmin, (red squares) Vg − Vmin = −4 V, and (orange
triangles) Vg − Vmin = −6 V. Fits (solid lines) are to an Ar-
rhenius law plus a constant offset. The extracted activation
energies are indicated.
tance. Data is fit to a phenomenological model for the
classical magnetoconductance in two-dimensional mate-
rials. At Vg = 24 V and 30 V, when the negative Hall
slope indicates an n-type carrier, the slope of the magne-
toconductance repeatedly switches sign with increasing
magnetic field. These are not Shubnikov–de Haas os-
cillations, but we lack an explanation. Supplementary
magnetoconductance data at low magnetic field and var-
ious temperatures are shown in Fig. S14, including data
at Vg − Vmin = −6 V, −2 V, 2 V, and 8 V.
Fig. S15 shows the data and fits used to extract the co-
herence lengths lφ shown in Fig. 4 of the main text. Data
and fits at some temperatures are omitted for clarity.
S8. PERCOLATIVE TRANSPORT
One might argue that, due to inhomogeneities, elec-
tronic transport in the charge puddle regime (i.e. when
Vg − Vmin ≈ 0) may be mediated by percolation, so that
transport is relegated to thin conductive tendrils. Since
the local conductivity in these tendrils would be higher
than the nominal conductivity from our measurements
(which yield an average of the conductivity throughout
the device), could we not be satisfying the Ioffe-Regel cri-
terion σxx >∼ e2/h even at Vg = Vmin? While we acknowl-
edge that sub-threshold percolation is likely present, per-
colation fails to explain our observation of a WAL coher-
ence peak when the measured conductivity falls beneath
e2/h. The electronic states in a material become one-
dimensional past the percolation threshold. According
to localization theory, when the conductance of a one-
dimensional system G is substantially smaller than e2/h,
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FIG. S13. Classical magnetoconductance. a-h) Longitudinal resistivity is shown as a function of field for applied fields
B ≤ 10 T at different gate voltages. The data (black) are symmetrized between positive and negative applied fields. Fits
to a phenomenological model (red) for the classical magnetoconductance are shown for gate voltages at which a good fit was
obtained.
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FIG. S14. Temperature dependence of the WAL peak. a-d) The differential longitudinal conductivity, ∆σxx(T,H) =
σxx(T,H) − σxx(T, 0) at temperatures between 1.6 K and 30 K is shown at a) Vg − Vmin = −6 V, b) −2 V, c) 2 V, d)
8 V.
the wavefunctions cannot be itinerant and therefore must
be strongly localized.
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FIG. S15. Extracting the coherence length lφ. The differential longitudinal conductivity, ∆σxx(T,H) = σxx(T,H)− σxx(T, 0)
at temperatures between 1.6 K and 30 K is shown at various gate voltages (colored circles). The HLN formula with only a
WAL term is fit to the data (black lines) in order to extract the coherence length lφ. A limited range in magnetic field is used
in the fits to avoid contribution from the crossover to WL. The contribution of the classical magnetoconductance has not been
subtracted.
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