Nem-paraméteres statisztikai

módszerek alkalmazási lehetőségei

a pedagógiai kutatásban by Csíkos, Csaba
Magyarországon a pedagógia csakmintegy negyven éve – elsõsorbanKiss Árpád tevékenységének kö-
szönhetõen – kezdte „felfedezni” a pedagógia-
mérést, és ezzel együtt az eredmények feldol-
gozásához szükséges statisztikai módszereket.
Azóta több monográfia született a pedagógiá-
ban alkalmazott matematikai statisztikai esz-
közökrõl. Ágoston György, Nagy József és
Orosz Sándor ma már klasszikusnak számí-
tó könyve elsõsorban a tudásszintmérõk ada-
tainak feldolgozásához szükséges alapvetõ
eljárásokkal, alapfogalmakkal foglalkozott
(átlag, szórás, korreláció stb.). (1) Alegújabb
áttekintés sem helyez nagy súlyt arra, hogy ma
az esetek túlnyomó részében számítógéppel
történik az adatfeldolgozás, és így a statiszti-
kai próbák kiszámítása is. (2) Nahalka István
ismertet néhány nem-paraméteres próbát; a
nem-paraméteres eljárások azonban koránt-
sem nevezhetõk elterjedtnek a pedagógiai
kutatók körében. Jelen tanulmány célja az,
hogy még több módszer ismertetésével és a
gyakorlati alkalmazási lehetõségek felvázolá-
sával újabb lépést tegyünk ennek megváltoz-
tatására, hiszen a pedagógia számára rele-
váns pszichológiai szakirodalomban gyak-
ran találkozhatunk az ordinális és nominális
változók elemzésére alkalmas módszerekkel
(Wilcoxon-próba, Kruskall–Wallis-, vagy
Kolmogorov–Szmirnov-próba stb.)
Paraméteres és nem-paraméteres
statisztikák
Mit jelent a „nem-paraméteres” szóössze-
tétel? Vargha András és Varbanova Mária
definíciója szerint akkor beszélünk para-
méteres eloszlásösszességrõl, ha annak bár-
mely elemét véges sok mennyiség teljesen
meghatározza. Ilyen eloszlásösszesség pél-
dául a normális eloszlások halmaza, amely-
nek elemeit egyértelmûen meghatározza
egy tetszõleges valós szám (a várható érték)
és egy tetszõleges pozitív szám (a szórás).
Vagyis véges sok (két) mennyiség teljesen
meghatározza a normális eloszlások összes-
ségének bármely elemét.
Ezzel szemben a nem-paraméteres elosz-
lásösszesség esetében nem elegendõ véges
sok paraméter (az eloszlást jellemzõ mennyi-
ség) megadása az eloszlás meghatározásá-
hoz. A „nem-paraméteres” kifejezés nem
paraméterek hiányára utal, hanem arra, hogy
azokból nem elegendõ véges sokat kivá-
lasztani az eloszlás megadásához.
A statisztikai módszereket aszerint nevez-
zük paramétereseknek, illetve nem-para-
métereseknek, hogy a statisztikai eljárás
során milyen típusú eloszlásösszességgel
számolunk.
A paraméteres statisztikai eljárások a pe-
dagógiai kutatásokban igen széles körben el-
terjedtnek mondhatók. Ide tartozik például
a korreláció-számítás, a t-próbák, a varian-
cia-analízis. A nem-paraméteres statisztikai
módszerek kevésbé ismertek, aminek há-
rom fõ okát említjük: 1. a tudással kapcso-
latban mért adataink gyakran jól közelítik a
normális eloszlást; 2. a nem-paraméteres
módszerek (statisztikai értelemben vett) ér-
zékenysége kisebb; 3. a szakmai közösség
számára könnyebben tálalhatók az eredmé-
nyek az ismert statisztikai eljárások nyelvén.
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Nem-paraméteres statisztikai
módszerek alkalmazási lehetõségei 
a pedagógiai kutatásban
A társadalomtudományok, így a pedagógia is, igen széles körben
használnak matematikai statisztikai módszereket. A pedagógia
számtalan területén – a tudásszintmérő tesztek elemzésétől az
attitűdvizsgálatokig – sokféle elemzéshez nélkülözhetetlenek a
korábban csak a természettudományok által használt matematikai
statisztikai eljárások.
Általánosságban azt mondhatjuk, hogy
a nem-paraméteres módszerek minden olyan
esetben is használhatók, amikor paraméte-
res módszert használhatunk. Fordítva azon-
ban ez nem áll: hibát követhetünk el, ha pa-
raméteres módszereket használunk ott, ahol
nem ismerjük, nem ismerhetjük a változónk
eloszlását. Fontos feladatunk ezért, hogy
tisztázzuk, meddig terjed a paraméteres sta-
tisztikák hatóköre a pedagógiai kutatások-
ban, és amennyiben azok használatára nincs
mód, úgy megtaláljuk a megfelelõ nem-pa-
raméteres eljárást.
Skálák és normalitás
A mérések során használt skálák típu-
sairól bõségesen találunk leírást a szakiro-
dalomban. (3) A négy legfontosabb skála-
típus a nominális (névleges), az ordinális
(rang-), az intervallum- és az arányskála. Az
arányskála pedagógiai mérésekben csak el-
vétve szerepel. A másik három skálatípus
esetében nem a mérés pontossága szerinti
hierarchiáról van szó: egy névleges adat
(pl. a tanuló neme) is lehet precízen meg-
határozott, csakúgy, mint egy intervallum-
skálán elhelyezhetõ adat (pl. a tanuló
mennyi idõ alatt futja le a száz métert).
A skálák elkülönítése azon alapul, hogy
milyen mûveleteket végezhetünk a számok-
kal anélkül, hogy elszakadnánk a mért tu-
lajdonságok közötti viszonyoktól. A nomi-
nális skála esetében a megegyezõ számér-
tékek azonos tulajdonságot jelölnek, de a
számok nagyságrendi viszonyainak nincs
valódi jelentéstartalma. Példa erre egy pe-
dagógiai vizsgálatokban sokszor szereplõ
változó, az iskolák sorszáma. Rangskálák
esetében a számok nagyság szerinti sor-
rendje a mért tulajdonságok értékítéleten
alapuló sorrendjét tükrözi, de a számok
közti különbségek nem fejezik ki, hogy a
mért tulajdonságok „értékessége” milyen
mértékben különbözik egymástól. Interval-
lumskála esetén a számok közötti különb-
ségeknek, arányskála esetén a számok ará-
nyainak is jelentéstartalma van.
Ebbõl a rövid leírásból is kitûnik, hogy a
skálatípus meghatározása leginkább akkor
okozhat gondot, ha rang- és intervallum-
skála között kell döntenünk. Sok esetben
tisztán elméleti probléma, hogy a számok
közötti különbségek nagysága tükrözi-e a
mért objektumok tulajdonságai közötti kü-
lönbségek volumenét. Például: Milyen mé-
rési skálán helyezhetõk el az osztályzatok?
Gyakran találkozunk olyan változókkal,
amelyekrõl nehéz eldönteni, hogy rang-
vagy intervallumskálán helyezhetõk-e el a
számadatok. Ilyen lehet még a tantárgyak
kedveltségének skálája és a szülõk iskolai
végzettségét vagy a továbbtanulási szándé-
kot számszerûsítõ mutató.
Bizonyos esetekben – példa rá az attitûd
skálázásának problémaköre (4) – az a cél,
hogy az elméleti modell alapján rangskálán
levõ adatokat intervallumskálán levõkké ér-
tékeljük föl. Egy lehetséges eljárás az egyen-
lõnek tûnõ intervallumok módszere. Kindler
József és Papp Ottó egyéb technikákat is-
mertet: a Churchman–Akoff-eljárást és
Guilford módszerét.(5)
Azok a módszerek, amelyekkel rangská-
lából intervallumskála készíthetõ, sem az
osztályzatokkal, sem a tantárgyak kedvelt-
ségével kapcsolatban nem használhatók.
A Churchman–Akoff-eljárás a választási le-
hetõségek additivitására épül. Abszurdum
lenne az osztályzatokkal kapcsolatban azt
feltételezni, hogy elegendõ sok gyenge osz-
tályzat többet ér, mint egy jeles. Ez az eljá-
rás inkább ételek vagy szabadidõs progra-
mok rangsorolásakor mûködik. („Jobban
szeretem a sarokházat a somlói galuskánál
és a krémesnél, de a két utóbbi együtt már
lehet, hogy többet ér egy darab sarokház-
nál.”) A Guilford-eljárás páronkénti össze-
hasonlításokból indul ki az egyes fokozatok
közötti távolságok megállapításánál.
Ez szintén nem tûnik járható útnak, mert
feltehetõleg akárhány embert is kérnénk föl
a rangsorolásra, nagy valószínûséggel min-
denki azt mondaná, hogy az ötös jobb, mint
a négyes, a négyes pedig jobb, mint a hár-
mas. A szélsõséges vélemények döntenék el
tehát, hogy mekkora „távolság” van az egyes
osztályzatok között. Az egyenlõnek tûnõ
intervallumok módszere a leginkább hasz-
nálható (bár munkaigényes) eljárás, errõl
azonban bebizonyosodott, hogy nem ad va-
lódi intervallumskálát. (6)
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Dönthetünk úgy, hogy az osztályzatokat
intervallumskálán levõknek tekintjük. Két jó
okunk is van erre. Egyrészt hivatkozhatunk
a centrális határelosztás tételére (l. késõbb),
hiszen minden eddigi kutatási eredmény
szerint az osztályzat rendkívül sok (talán
túl sok) tényezõ eredõjének tekinthetõ. Más-
részt, ha az osztályzatot teszten elért ered-
mény alapján adjuk, akkor – mivel a teszt-
pontszámokról számos esetben bizonyítha-
tó, hogy közel normális eloszlást adnak –
elegendõ a kvázi-normalitás biztosításához,
hogy az osztályzatok megállapításának alap-
jául szolgáló ponthatárokat a megfelelõ he-
lyen húzzuk meg; ott, ahol a normalitás
megõrzése azt megkívánja.
A másik megoldási mód szerint az osz-
tályzatokat mint a társadalmi közeg számá-
ra értékítéletet hordozó kulturális-interakciós
terméket rangskálán elhelyezkedõnek te-
kintjük. Az 1948 elõtti osztályozási gya-
korlat (amikor az alacsonyabb számérték
jobb osztályzatot jelentett) sokkal inkább
tükrözte ezt a felfogást, mint a ma megszo-
kott módszer.
Miért fontos mindez? – kérdezhetjük, hi-
szen az elõzõ pontban még a paraméteres és
nem-paraméteres statisztikai módszerekrõl
beszéltünk. Azért fontos ismernünk a peda-
gógiai mérésekben alkalmazott skálákat,
mert a normális eloszlás két paramétere
csak intervallum- és arányskálán levõ ada-
tok esetében számítható ki korrekt módon.
Az átlag és a szórás kiszámítása nominális
vagy rangskála esetén nem megengedett
mûvelet.
A pedagógiai kutatásokban alkalmazott
legismertebb statisztikai próbák esetében a
próba alkalmazásának feltétele, hogy az
eloszlás normális legyen. A normalitás bizo-
nyítása sokszor nehézségekbe ütközik, de a
t-próba nem túlságosan érzékeny a norma-
litási feltételre. (7) Emellett sokszor támasz-
kodhatunk a centrális határeloszlás tételére,
(8) amely szerint több független (legfeljebb
kismértékben összefüggõ) azonos eloszlású
változó (egyik sem lehet domináns) össze-
gének eloszlása normális. A pedagógiai ku-
tatásokban vizsgált tényezõk nagyon gyak-
ran tekinthetõk sok-sok egymástól függet-
len, viszonylag azonos erõsségû hatás ere-
dõjének, ezért sokszor feltételezhetjük az
eloszlás normalitását.
Mely pedagógiai vizsgálatok körében
alkalmazhatók a nem-paraméteres
statisztikai módszerek?
Mindenekelõtt ismételten hangsúlyoz-
zuk, hogy a paraméteres eljárások helyett
mindig alkalmazhatunk nem-paraméteres
módszereket. A nem-paraméteres becslések
és próbák ereje azonban 5–15%-kal kisebb,
mint a megfelelõ paraméteres próbáké, (9)
ami azt jelenti, hogy mintegy 5–18%-kal
nagyobb mintára van szükség ugyanolyan
szignifikanciaszintû megállapításokhoz.
Gazdaságossági megfontolások tehát a pa-
raméteres próbák mellett szólnak, vagyis, ha
csak lehet, azokat érdemes használnunk.
A következõkben összegyûjtjük azokat az
egymást részben átfedõ eseteket, amelyek-
ben nem használhatók a megszokott paramé-
teres eljárások.
Elsõsorban azokat az eseteket kell számí-
tásba vennünk, amikor a változónk nem-
paraméteres eloszlású.
Másodsorban azok az elemzések igényel-
hetik a nem-paraméteres módszerek alkalma-
zását, amelyekben nincs átlag, hanem a
medián tölti be a várható érték becslésére
szolgáló középérték esetét. Ebben az esetben
a számadataink rangskálán helyezkednek el.
Harmadsorban az olyan változók jönnek
számításba, amelyek két lehetséges számér-
ték valamelyikét veszik föl. A matematikai
leírás szerint ezek az úgynevezett dichotóm
változók ugyanis egyszerre tekinthetõk no-
minális, ordinális és intervallum-arányvál-
tozónak is. Ezért a statisztikai próbák egy kü-
lön csoportja vonatkozik rájuk.
Negyedsorban a nominális nem-dichotóm
változók esetében is nem-paraméteres pró-
bák jöhetnek számításba, éspedig a módusz
megállapításán túl elsõsorban a kereszttáb-
lás összefüggésvizsgálatok.
Ötödsorban pedig az olyan összefüg-
gésvizsgálatokra kell figyelnünk, ame-
lyekben különbözõ skálán helyezkednek el
a mért adatok. Ilyen esetekben (a Liebig-
féle minimumelv mintájára) a legalacso-
nyabb rendû skálához kell alkalmazkodni.
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Fontosabb nem-paraméteres
statisztikai módszerek
Három fõ szempont alapján választottuk
ki azokat a módszereket, amelyek alkalma-
zási lehetõségeit a továbbiakban ismertetjük:
1. igyekszünk a legismertebb paraméte-
res próbák és becslések nem-paraméteres
megfelelõit bemutatni;
2. az 1. pont alapján kiválasztott módsze-
reken túl azokat mutatjuk be, amelyeknek
fontos szerepük lehet bizonyos pedagógiai
problémák statisztikai elemzésében;
3. figyelembe vesszük a talán legismer-
tebb statisztikai adatfeldolgozó program (az
SPSS szoftver) által nyújtott lehetõségeket,
és egyúttal a program korlátait.
A nem-paraméteres módszerek ismerte-
tése e tanulmányban sem többet, sem keve-
sebbet nem jelent, mint azt, hogy megmond-
juk, a becslés vagy próba milyen esetekben
alkalmazható, és konkrét eseteket sorolunk
fel, amikor a pedagógiai kutatás használ-
hatja azokat. Nem vállalkozunk a képletek
közlésére, a számítások részletezésére, és
táblázatokat sem közlünk. (10)
Ordinális változókkal kapcsolatos
eljárások
A rangskálán elhelyezkedõ adataink elem-
zésére alkalmas módszereknek a legtöbb
esetben megvan a megfelelõ paraméteres
analogonjuk. A rangskálán elhelyezhetõ ada-
tok elemzésére szolgáló eljárásokat a nem
normális eloszlású intervallumváltozók ese-
tében is használhatjuk.
A következõkben Az iskolai tudás-vizs-
gálat (11) adatai segítségével mutatjuk be
egyes nem-paraméteres módszerek lehet-
séges felhasználási területét.
AWilcoxon-próbát a páros t-próba helyett
használjuk ordinális adatok esetén. A 7. osz-
tályosok esetében arra voltunk kíváncsiak,
hogy van-e jelentõs különbség az apa és az
anya iskolai végzettsége között. Az SPSS
szolgai módon elvégezte a páros t-próbát, és
így megtudtuk, hogy az apák iskolai végzett-
sége átlagosan 2,96, az anyáké 3,07 (az is-
kolai végzettséget ötfokozatú skálán kellett
bejelölni, a 3-as az érettségit jelöli). Az ezen
adatok közti különbség nem értelmezhetõ,
annak ellenére, hogy a t-próba szerint
p=0,009 szinten szignifikáns az eltérés.
A Wilcoxon-próba, nagyjából ugyanilyen
valószínûségi szinten (p=0,008), annak bi-
zonyítására alkalmas, hogy a két változó
eloszlásának elhelyezkedése nem azonos.
A mediánok egyenlõk, mindkét esetben 3.,
de a Wilcoxon-próba megmutatta, hogy az
eloszlások közti különbség alapján melyik
változó esetében fordulnak elõ általában a
nagyobb rangszámok. A Wilcoxon-próba
részeredményeinek, a rangszámok különb-
ségeinek, összegeinek is valóságos jelen-
téstartalmuk van, ami nem volt elmondha-
tó a t-próbánál.
Az elõjel-próba szintén a páros t-próba
nem-paraméteres megfelelõjének tekinthe-
tõ. A Wilcoxon-próbától abban különbözik,
hogy a rangszámok eltéréseinek elõjelét
teszteli. Ez azt jelenti, hogy megvizsgálja,
egy adott mintaelem esetén milyen a rangok
különbségének elõjele. A pozitív és negatív
elõjeles esetek számának különbségébõl kö-
vetkeztet az eloszlások egyezõségére, avagy
különbözõségére. A fenti példa esetében
p=0,004 szinten mutatható ki elõjel-próbá-
val, hogy az apák és anyák iskolai végzett-
ségének eloszlása nem azonos.
Ha két független mintánk van, akkor a
kétmintás t-próba (vagy a Welch-próba) a
leggyakrabban használt paraméteres pró-
ba a középértékek összehasonlítására. Eb-
ben az esetben a Mann–Whitney-próba le-
het a megfelelõ nem-paraméteres eljárás.
Egy klasszikus kérdés, hogy vajon a fiúk
vagy a lányok szeretik-e jobban a matema-
tikát. A hetedik osztályosok körében a
Mann–Whitney-próba alapján p=0,111 szin-
ten az eloszlások megegyezõek. Egy másik
példa: vajon azonos eloszlású-e az iskolai
eredményekkel való elégedettség mutatója
a matematikából négyessel és ötössel ren-
delkezõk körében? A Mann–Whitney-próba
szerint p=0,001 szinten elvethetõ az elosz-
lások elhelyezkedésének egyezését kimon-
dó nullhipotézis, a rangszámok összege
alapján pedig azt mondhatjuk, a matemati-
kából jelessel rendelkezõk inkább elége-
dettek iskolai eredményeikkel, mint aki-
knek négyesük van ebbõl a tárgyból.
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Sokszor több részmintát hasonlítunk össze
egyszerre. Normális eloszlású intervallum-
változók esetén ezt a feladatot variancia-
analízissel oldjuk meg. Azok az okok, ame-
lyek ellene szólnak annak, hogy ilyen prob-
lémát sok-sok Mann–Whitney-próbával old-
junk meg ordinális változók esetén,
ugyanazok, mint amelyek a paraméteres
esetben a sok-sok kétmintás t-próba ellen
szólnak. (12)
Ordinális változók esetében több függet-
len mintán a Kruskall–Wallis-próba alkalmas
az eloszlások egyezésének vizsgálatára.
Vizsgálhatjuk például, hogy valamely tan-
tárgy osztályzatai szerint különböznek-e az
iskolai eredmények-
kel való elégedettség
mutatójának eloszlá-
sai. Láttuk, hogy a
matematika esetében
már a négyes és ötös
tanulók részmintáin
megdõlne a nullhipo-
tézis. Ha elvetjük a
nullhipotézist, gyak-
ran feltételezhetõ va-
lamilyen növekvõ sor-
rend a részminták el-
különítésének alapjául
szolgáló változó nö-
vekvõ értékei szerint.
Az ilyen – csoportok
sorrendjét feltételezõ
– hipotézisek vizsgá-
latára a Jonckheere–
Terpstra-próba alkalmas. A nullhipotézis itt
is az, hogy minden részmintán megegyezik
az eloszlások elhelyezkedése, az ellenhipo-
tézis ugyanakkor a Kruskall–Wallis-próbával
szemben nem az, hogy valamely két csoport
különbözik egymástól, hanem az, hogy az
imént említett növekvõ (pontosabban: nem
csökkenõ) sorrendbe rakhatók a részcso-
portok.
Hetedikeseink történelemosztályzata sze-
rint öt csoportot képezve, a Kruskall–Wallis-
próbát, majd a Joncheere–Terpstra-próbát al-
kalmazva körükben, mindkét esetben azt
kapjuk, hogy p=0,000 szinten el kell vetnünk
a nullhipotézist. Ez annyit jelent, hogy álta-
lában minél jobb jegye van valakinek törté-
nelembõl, annál inkább elégedett az iskolai
teljesítményével. (A többi tantárgy eseté-
ben természetesen ugyanez a következte-
tés adódik.) Ha viszont az apa iskolai vég-
zettsége szerinti öt csoportot hasonlítjuk
össze abban a kérdésben, hogy „Véleményed
szerint kinek van több természetes képessége
a matematikához?”, akkor a Kruskall–
Wallis-próba alapján p=0,069 szinten meg-
tarthatjuk a nullhipotézist, vagyis az apa is-
kolai végzettségétõl független az, hogy a
tanulók hogyan vélekednek a fiúk és a lá-
nyok természetes matematikai képességei-
rõl. A Jonckheere–Trepstra-próba ezek után
arra alkalmas, hogy a p=0,709 szintet látva
még azt is megállapít-
suk, hogy a Kruskall–
Wallis-próba által mu-
tatott elhanyagolhatón
kicsi különbségekben
sincs tendencia.
A Kruskall–Wallis-
és a Jonckheere–
Terpstra-próbák egy-
mástól függetlenül ad-
nak információt a vál-
tozókról. Elõfordul-
hat, hogy a Kruskall–
Wallis-próbánál meg-
tarthatjuk a nullhipoté-
zist, de a sorrendben
mégis határozott ten-
dencia rajzolódik ki.
Ez történt például,
amikor hetedikesein-
ket a matematika jegy szerint soroltuk be öt
részmintába, és ismét csak a természetes
matematikai képességgel kapcsolatos kér-
dést elemeztük. A Kruskall–Wallis-próba
alapján megtartható volt a nullhipotézis, a
Jonckheere–Terpstra-próba ugyanakkor meg-
mutatta a sorrendi tendenciát, ami azt jelen-
ti, hogy minél jobb jegye van egy hetedikes-
nek matematikából, annál inkább hajlamos
arra, hogy a lányoknak több „természetes
matematikai képességet” tulajdonítson.
Szintén több minta összehasonlítására al-
kalmas a medián-próba, amely az elõjel-pró-
ba többváltozós általánosításának tekinthetõ.
Azonos mintán több változó összehason-
lítása Wilcoxon-próbák sorozatával is el-
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Azok a módszerek, amelyekkel
rangskálából intervallumskála
készíthető, 
sem az osztályzatokkal, 
sem a tantárgyak kedveltségével
kapcsolatban 
nem használhatók. 
A Churchman–Akoff-eljárás 
a választási lehetőségek
additivitására épül. Abszurdum lenne
az osztályzatokkal kapcsolatban azt
feltételezni, hogy elegendő sok gyenge
osztályzat többet ér, 
mint egy jeles.
végezhetõ, de léteznek olyan eljárások, ame-
lyek egyszerre vizsgálják a változók elosz-
lásának elhelyezkedését. Ezek közül a legis-
mertebb a Friedman-próba. Egy lehetséges
felhasználási terület: adott tanulócsoport-
ban több tantárgy kedveltségének összeha-
sonlítása. Ha elvethetõ a nullhipotézis (azaz
van legalább két tantárgy, amelynek kedvelt-
sége jelentõsen különbözik egymástól), ak-
kor Wilcoxon-próbák sorozatával lehetséges
az elméleti szempontból érdekes párosításo-
kat tovább elemezni.
Dichotóm változók problémái
A legegyszerûbb ezek közül a χ2-próba
speciális esete, a 2x2-es χ2-próba. Szintén a
χ2-eloszlást használja a McNemar-próba,
amely két dichotóm változó eloszlását ha-
sonlítja össze. Követelmény, hogy a két vál-
tozó pontosan ugyanazokat a számértékeket
vegye föl (leggyakrabban 0-t és 1-et). Az
egyik fontos felhasználási terület a krité-
riumorientált értékelés lehet, mivel ott
„teljesítette–nem teljesítette” dichotóm vál-
tozót használunk. Az elõ- és utóteszten elért
eredmények összehasonlítására a McNemar-
próba a legalkalmasabb.
A McNemar-próba általánosítása több
változó esetére a Cochran-próba. Használ-
hatjuk abban az esetben, amikor egy adott
tanulócsoportban több idõpontban mértünk.
nem elsõsorban tudással kapcsolatos
dichotóm változókra kell gondolnunk itt,
hanem például kétértékû attitûdskálára. Ér-
dekes kérdés lehet például (ezzel kapcsola-
tos kutatásról nem tudok), hogy a hét külön-
bözõ napjaink jelentõsen eltér-e egymástól
a tanulással szembeni attitûd. Amennyiben
elvethetõ a nullhipotézis, a McNemar-
próbával folytathatjuk az elemzést.
Dichotóm változókra alkalmazható a
Wald–Wolfowitz-sorozatpróba (az SPSS-ben
a „Runs” alpont). Azt a hipotézist tesztelhet-
jük vele, hogy a változó két értéke véletlen-
szerûen követi-e egymást. Olyan esetben
használhatjuk, amikor a mintaelemek sor-
rendjének jelentõsége van. Mintaelemek-
nek adott idõpontokat tekintve vizsgálhatjuk
például azt, hogy egy konkrét személy
dichotóm változóval jellemezhetõ teljesítmé-
nye, véleménye véletlenszerûen változik-e
az idõ múlásával.
Szintén dichotóm változókra alkalmazha-
tó a binomiális próba. Azt tesztelhetjük ve-
le, hogy a mintánk adatai alapján kijelent-
hetõ-e (adott valószínûségi szinten), hogy
a változó valamely értéke bizonyos valószí-
nûséggel fordul elõ a populációban. Lehet
például az a nullhipotézisünk, hogy krité-
riumorientált tesztelésnél a tanulók 15%-a
kap „nem megfelelt” minõsítést. Ha pél-
dául a reprezentatív 100 fõs mintán 21-en
nem feleltek meg, akkor megtartható a 15%-
ra vonatkozó nullhipotézis, ha 22-en, akkor
már nem.
Nem-paraméteres
összefüggésvizsgálatok
Nominális változók összefüggéseit a ke-
reszttábla-elemzésekkel vizsgálhatjuk. Az
egyik változó értékeit a sorok, a másikét az
oszlopok szerint feltüntetve számadatokkal
jellemezhetõ, hogy van-e „sûrûsödés” a tég-
lalap egyes részein, vagy minden cellába
nagyjából ugyanannyi elem jut. Ha egyes
cellák üresen maradnak, vagy sok cellába túl
kevés elem tartozik, akkor össze kell von-
nunk a változók bizonyos értékeit. Ha pél-
dául a lányok és a fiúk továbbtanulási terveit
szeretnénk összehasonlítani, akkor lehetsé-
ges, hogy össze kell vonnunk a fõiskolai és
egyetemi végzettségre törekvõket.
A kereszttábla-elemzések minden típusú
skála esetében használhatóak. A χ2-próba az
összefüggés szorosságának vizsgálatára sok
esetben a legmegfelelõbb módszer. A kon-
tingencia-koefficiens a χ2 értékébõl számít-
ható, és értéke a korrelációs együtthatókhoz
hasonlóan -1 és +1 közötti. Két dichotóm
változó esetében a 2x2-es χ2-próbát alkal-
mazzuk, ami csak annyiban más, mint az ál-
talános változat, hogy ha nem teljesülnek a
χ2-próba alkalmazásainak feltételei, akkor a
Fisher-féle egzakt próbát használhatjuk an-
nak eldöntésére, hogy van-e szoros összefüg-
gés a változók között.
Ordinális változóink között az összefüg-
gés szorosságát a Spearman-féle rangkorre-
lációs együttható mutatja. Ennek értékei ál-
talában kicsit magasabbak (abszolút-
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értékben), mint a legtöbbször használt és
ismertebb Pearson-féle együtthatóé. Egy
másik elterjedt mérõszám a Kendall-féle
rangkorrelációs együttható. Rangskálán le-
võ adatsorok összefüggésének jellemzésé-
re alkalmas a Kendall-féle konkordancia-
mutató is. Használhatjuk például akkor, ha
a tesztfejlesztés során szakértõkkel rangso-
roltatunk feladatokat aszerint, hogy melyik
maradjon ki az új változatból elsõ-, másod-
, harmadsorban stb. A konkordancia-muta-
tó 0 értéke a vélemények teljes mértékû kü-
lönbözõségét jelzi (ez csak két bíráló eseté-
ben fordulhat elõ), az 1 érték maximális vé-
leményegyezést mutat. Két bíráló vélemé-
nyének egészét jellemezhetjük a Cohen-féle
κ (kappá)-val is. Ez a mutató azért jelentõs,
mert kritériumorientált tesztek esetében
reliabilitás-mutatóként szerepelhet. (13)
Amennyiben többféle skálán elhelyezke-
dõ változók összefüggéseit vizsgáljuk, álta-
lános alapelv, hogy a kevesebb megenged-
hetõ matematikai mûvelettel rendelkezõ-
höz kell alkalmazkodni. Vannak esetek azon-
ban, amikor két adott skálán levõ adatsor
vizsgálatára speciális módszer létezik. Pél-
dául a nominális és intervallumváltozó kö-
zötti összefüggés szorosságát jellemzik az
úgynevezett ε (éta)-mutatók.
Több hasonló, az összefüggés szorossá-
gát jellemzõ mutató kiszámítására képes az
SPSS. A legtöbb esetben egy olyan statisz-
tikai próbát is rögtön elvégez a program,
amely az adott mutató által jelzett összefüg-
gés szignifikanciáját teszteli. Komoly hiány-
érzetünk lehet ugyanakkor, hogy pont-
biszeriális és biszeriális együtthatókat nem
számol. Ezek a dichotóm és intervallum-
változók kapcsolatának szorosságát jellem-
zik, és kiszámításuk a Vargha András által
javasolt módon történhet (14).
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