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Abstract
We discuss a general definition of likelihood function in terms of
Radon-Nikody´m derivatives. The definition is validated by the Likeli-
hood Principle once we establish a result regarding the proportional-
ity of likelihood functions under different dominating measures. This
general framework is particularly useful when there exists no or more
than one obvious choice for a dominating measure as in some infinite-
dimensional models. We discuss the importance of considering conti-
nuous versions of densities and how these are related to the Likelihood
Principle and the basic concept of likelihood. We also discuss the use
of the predictive measure as a dominating measure in the Bayesian
approach. Finally, some examples illustrate the general definition of
likelihood function and the importance of choosing particular domi-
nating measures in some cases.
Keywords: Statistical model, Likelihood Principle, dominating measure, Radon-
Nikody´m derivative, proportional likelihood, continuous densities.
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1 Introduction
In this paper, we shall discuss some mathematical foundations of Likelihood
Theory, more specifically, the definition of likelihood function. Likelihood-
based methodologies are undoubtedly the most common and efficient ones
to perform statistical inference - in particular, maximum-likelihood estima-
tion and Bayesian inference. This is due to general strong properties of the
likelihood function that stem from a solid mathematical foundation, based
on measure/probability theory.
The concept of likelihood goes back to Fisher with the actual term first
appearance in Fisher (1921), so before Kolmogorov’s probability axioms
(Kolmogorov, 1933) and the Radon-Nikody´m Theorem (Nikody´m, 1930).
Nevertheless, the intuition given by Fisher to construct the concept of likeli-
hood made it straightforward to extend the definition of likelihood function
(LF) in terms of Radon-Nikody´m derivatives. The earliest explicit version of
such definition we could find is from Lindley (1953) [Definition 2.4], however,
it is implicitly assumed for example in Halmos and Savage (1949). It consists
in defining the likelihood function as any Radon-Nikody´m (RN) derivative
(see Definition 1 in Section 2), i.e. using any σ-finite dominating measure.
Since any model that has a dominating measure admits an uncountable
number of dominating measures, the aforementioned definition of likelihood
function can only be admissible if the choice of dominating measure has no
influence in the inference process. Under the Likelihood Principle (LP), it
means that any two distinct dominating measures should lead to proportional
likelihood functions. Although such a result is accepted by the statistical
community, it has not yet been properly stated, proven or explored. This
is one of the specific aims of this paper. In fact, this issue has never been
properly raised in the literature. The general definition of likelihood is always
approached by assuming the existence of a common dominating measure and
there is no mention of other measures or what would be the implications of a
making a different choice. Reid (2013) mentions that “Some books describe
the likelihood function as the Radon-Nikody´m derivative of the probability
measure with respect to a dominating measure. Sometimes the dominating
measure is taken to be Pθ0 for a fixed value θ0 ∈ Θ. When we consider
probability spaces and/or parameter spaces that are infinite dimensional, it
is not obvious what to use as a dominating measure.”
We state and prove what we call the Likelihood Proportionality Theo-
rem, which validates (in terms of the LP) the general definition of likelihood
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function in terms of Radon-Nikody´m derivatives. Moreover, we discuss how
continuous RN derivatives are relevant when obtaining the likelihood func-
tion. More specifically, we present some results showing that the continuity
property guarantees the proportionality result and leads to likelihood func-
tions that carry the intuitive concept of likelihood. We also discuss the use of
the prior predictive measure as a dominating measure in a Bayesian context.
Finally, we discuss and provide several examples where the choice of the
dominating measure requires special attention. Namely, situations: i) that
require some effort to find a valid dominating measure that can then be use
to obtain a valid likelihood function; ii) in which more than one obvious
dominating measure is available but a particular choice may significantly
easy the inference process. We also emphasise that we work with Likelihood
Theory in a general context and not just for parametric models. This con-
text is considered in several relevant inference problems nowadays (specially
infinite-dimensional problems under the Bayesian approach), as we illustrate
in some of the examples provided.
We discuss four general classes of widely used models. The first exam-
ple considers general finite-dimensional models and describes how to obtain a
valid likelihood function when dealing with point-mass mixtures. The second
example discusses some results regarding dominating measures for the expo-
nential family. The third example explores possibly important implications
of the choice of the dominating measure in general missing data problems.
Finally, the last two examples consider classes of infinite-dimensional models:
Poisson processes and diffusions processes.
Other works in the context of mathematical aspects of the likelihood func-
tion but that pursue different directions can be found in Barndorff-Nielsen et al.
(1976), Fraser and Naderi (1996), Fraser et al. (1997) and Fraser and Naderi
(2007).
This paper is organised as follows: Section 2 presents the Likelihood
Proportionality Theorem and some important auxiliary results; Section 3
discusses the importance of continuous RN derivatives and Section 4 discusses
the use of the predictive measure as a choice for dominating measure; Section
5 presents some examples regarding the choice of dominating measure and
Section 6 brings final remarks.
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2 The Likelihood Proportionality Theorem
Let (Ω,F) denote a measurable space, (Ω,F , µ) a measure space andM(Ω,F)
the collection of all measurable functions f : Ω −→ R.
Definition (Statistical model). A statistical model is a family of probability
measures P on (Ω,F), i.e P = {Pθ; θ ∈ Θ}, where the Pθ’s are probability
measures and Θ is an arbitrary index set. In the particular case where Θ ⊂
R
d for d ∈ N, P is called a parametric model, θ a parameter and Θ the
parametric space. In any other case P is called a non-parametric model.
A statistical inference problem can be generally described as follows.
Given a model P, one wants to estimate a population (probability measure)
Pθ∗ ∈ P based on a sample (realization(s) from Pθ∗ - a random experiment).
The likelihood function (of Pθ) is one way to quantify the likelihood of each
Pθ having generated the data. We formally define the likelihood function as
follows.
Definition 1 (Likelihood function). Let P = {Pθ; θ ∈ Θ} be a statistical
model and ν any σ-finite measure such that P << ν. For a given observed
sample point ω, the likelihood function l(θ;ω) for Pθ ∈ P is given by the
Radon-Nikody´m derivative
dPθ
dν
(ω), for all θ ∈ Θ.
As we have mentioned before, it is reasonable to extend the intuition
developed by Fisher to construct the concept of likelihood to the defini-
tion above. However, a formal validation of this definition is to be achieved
through the Likelihood Principle and the Likelihood Proportionality Theo-
rem. The LP specifies how the likelihood function ought to be used for data
reduction - a detailed addressing of the LP can be found in Berger and Wolpert
(1988).
The Likelihood Principle. All the information about Pθ obtainable from
an experiment is contained in the likelihood function for Pθ given the sample.
Two likelihood functions contain the same information about Pθ if they are
proportional to one another.
The proportionality mentioned in the LP means that l1(θ;ω) = h(ω)l2(θ;ω),
with l1 and l2 being the two likelihood functions. We presented a gen-
eral version of the LP, which is a variant from the version presented in
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Berger and Wolpert (1988) [page 19]. It may be contextualised in differ-
ent cases and stated in particular ways. For example, considering different
data points ω or even different experiments which, in our construction, could
be characterised as the sample consisting of observing different functions
f ∈M(Ω,F). In this work, however, we consider the LP under the perspec-
tive of different dominating measures used to obtain the likelihood function.
This way, Definition 1 is validated by the LP if different dominating measures
lead to proportional likelihood functions. Such a result is stated in detail in
the Likelihood Proportionality Theorem further ahead in this section.
Before stating and proving the theorem, we need some auxiliary results.
The first one is a neat result from Halmos and Savage (1949) (Lemma 7)
considering dominated families of measures, for which we provide a simpler
(than the original) proof.
Lemma 1. (Halmos and Savage, 1949) Let P = {Pθ; θ ∈ Θ} be a family
of probability measures and ν a σ-finite measure on (Ω,F). If P << ν then
there exists a probability measure Q, such that P << Q and Q =
∑∞
i=1 ciPθi,
where the ci’s are nonnegative constants with
∑∞
i=1 ci = 1 and Pθi ∈ P.
Proof. See Appendix.
We now present a definition regarding sets of dominating measures and a
proposition which will play an important role in the proof of the Likelihood
Proportionality Theorem.
Definition 2. For a family of probability measures P = {Pθ; θ ∈ Θ}, sup-
pose that the family Υ = {ν; P << ν} is nonempty. If there exists λ ∈ Υ
such that λ << ν for all ν ∈ Υ, then we say that λ is a minimal dominating
measure for the family P.
Note that a minimal dominating measure is not necessarily unique. How-
ever, by definition, two minimal dominating measures are always equivalent.
Proposition 1. Let P = {Pθ; θ ∈ Θ} be a family of probability measures de-
fined on the measurable space (Ω,F). Suppose that the family Υ = {ν; P <<
ν} is nonempty. Then, there exists a minimal dominating measure λ for P.
Proof. See Appendix.
For a function f inM(Ω,F), define [f ]µ as the equivalence class of f with
respect to µ, i.e. the collection of all functions g in M(Ω,F) such that g = f
µ-a.s. We now state and prove the Likelihood Proportionality Theorem.
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Theorem 1 (The Likelihood Proportionality Theorem). Let P = {Pθ; θ ∈
Θ} be a family of probability measures and ν1, ν2 σ-finite measures on (Ω,F),
where Θ is a nonempty set. Suppose that P << ν1 and P << ν2. Then,
there exists a measurable set A such that Pθ(A) = 1, for all θ ∈ Θ, and there
exist f1,θ ∈ [
dPθ
dν1
]ν1, f2,θ ∈ [
dPθ
dν2
]ν1, for all θ ∈ Θ, and a measurable function h
such that
f1,θ(ω) = h(ω)f2,θ(ω), ∀θ ∈ Θ, ∀ω ∈ A. (1)
Proof. See Appendix.
Discussion of Theorem 1. Note that equation (1) implies that f1,θ(ω) ∝θ
f2,θ(ω), ∀θ ∈ Θ, ∀ω ∈ A, which validates Definition 1 in terms of the Likeli-
hood Principle i.e., independent of the choice of the dominating measure the
inference will (a.s.) be the same. Furthermore, the proportionality result is
valid a.s. Pθ, for all θ ∈ Θ, in particular, for the true θ (whichever it is).
Note, however, that Theorem 1 states the existence of versions of RN
derivatives that satisfies (1), which means that not all versions necessarily
do. In this sense, it would be useful to define a class of versions that always
satisfies (1) and, possibly, lead to a well-behaved likelihood function, for
example, that satisfies the classical regularity conditions (if such a version
exists). We further explore this issue in Section 3, considering continuous
versions of RN derivatives.
In some cases, [dPθ
dν1
]ν1 and [
dPθ
dν2
]ν1 are unitary sets. For example, in a
family P = {Pθ; θ ∈ Θ} of discrete distributions, i.e. Pθ(ω) > 0, for all
θ ∈ Θ and for all ω ∈ Ω. Another interesting particular example is the case
where the family of probability measures is a countable set. In this case,
any pair of versions of the RN derivative (one for each dominating measure)
satisfies (1).
We can also relate Theorem 1 to the Factorisation Theorem by stating
the following Proposition.
Proposition 2. Consider P, ν1 and ν2 from Theorem 1 and Q from Lemma
1 and let T be a sufficient statistic for P with range space (T ,B). Then:
i) For each version g∗θ ∈ [
dPθ
dQ
]ν1 in (Ω, σ(T )) and h1 ∈ [
dQ
dν1
]ν1 in (Ω,F),
there exists a B-measurable function gθ such that g
∗
θ = gθ ◦ T and the
function f1,θ = (gθ ◦ T )h1 is a version in [
dPθ
dν1
]ν1, for all θ.
ii) If we obtain f1,θ and f2,θ as in i) (for ν1 and ν2, respectively) from the
same g∗θ , then f1,θ ∝ f2,θ in a measurable set A, for all θ, such that
ν1(A
c) = 0.
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Proof. See Appendix.
Part i) from Proposition 2 can be seen as a stronger version of the Fac-
torisation Theorem as it states that the density representation is valid for
all θ in the whole Ω, i.e. it holds Pθ a.s., for all θ. The classical version of
the Factorisation Theorem is a consequence since all versions in [dPθ
dν1
]ν1 are
Pθ equivalent.
Finally, note that the result in Theorem 1 is valid for any topological
structure induced in the sample space Ω, in particular, if Ω is non-separable
and/or non-metric.
3 Continuous versions of Radon-Nikody´m deriva-
tives
As we have mentioned before, we would like to define a subclass of RN ver-
sions that would always satisfy the proportionality relation (1) and, therefore,
provide a practical way to obtain a likelihood function. That is achieved by
considering continuous versions of densities. We state two results (Theorem
2 and Proposition 3) that, under different assumptions, guarantee that con-
tinuous versions of the RN derivatives, when these exist, do satisfy (1). In
fact, in Piccioni (1982) and Piccioni (1983), the likelihood function is defined
as a continuous version of the RN derivative. The author proves that, if such
a version exists, it is unique (under some additional assumptions) and this
particular definition is justified by the fact that such a version is related to
a limit that builds on the intuition of likelihood. Finally, regarding well-
behaved versions of the likelihood function, continuity (of the likelihood) is
a particular property of interest. In particular, most of the important results
regarding properties of the MLE rely on assumptions that include continu-
ity. In some cases (specially for parametric models), continuity (in θ) of the
likelihood is implied by continuity (in ω) of the RN density.
For the whole of this section, let Ω be a metric separable space with a
distance that induces the topology A. As usual, F is the smallest σ-algebra
containing A - the Borel σ-algebra of Ω.
We now discuss why continuous versions of densities lead to likelihood
functions that carry the true intuition of likelihood. In the simplest case
where Ω is discrete, the likelihood is proportional to the probability of the
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observed sample which gives a clear interpretation to the concept of likeli-
hood. This concept is extended to the continuous case by considering the
following limit: {
Pθ(A)
ν(A)
, A ∈ A(ω0), ⊃
}
, (2)
where A is the collection of open neighborhoods of ω0 (directed by inclusion).
Piccioni (1982) shows that there exists a continuous version f cθ of dPθ/dν if
and only if there exists the limit in (2), in which case f cθ (ω0) is exactly this
limit.
It is natural to expect that continuous versions will satisfy the propor-
tionality relation (1). This is established in Theorem 2 and Proposition 3
below. In order to prove these two results, we require the following Lemma
and definitions (which are valid for general sample spaces Ω).
Definition 3. Let (Ω,F , µ) be a measure space and A ∈ F a nonempty set.
We denote µ
∣∣
A
as the restriction of the measure µ on (A,F(A)), i.e., µ
∣∣
A
is
the measure defined on (A,F(A)) such that µ
∣∣
A
(B) = µ(B), ∀B ∈ F(A).
Lemma 2. Let P = {Pθ; θ ∈ Θ} be a family of probability measures and
ν1 and ν2 σ-finite measures on (Ω,F), where Θ is a nonempty set. Suppose
that P << ν1 and P << ν2. Then, there exists a measurable set A such that
(i) Pθ(A) = 1, for all θ ∈ Θ and
(ii) ν1
∣∣
A
and ν2
∣∣
A
are equivalent measures, that is, ν1
∣∣
A
<< ν2
∣∣
A
and
ν2
∣∣
A
<< ν1
∣∣
A
.
Proof. See Appendix.
Definition 4 (Dominating pair). Consider P = {Pθ; θ ∈ Θ}, where Θ is
a nonempty set, to be a family of probability measures and let ν1 and ν2
be σ-finite measures on (Ω,F) such that P << ν1 and P << ν2. A pair
(A, ν3) is called a dominating pair for the triple (P, ν1, ν2), where A ∈ F and
ν3 =
∑∞
i=1 ciPθi for some sequences {θi}
∞
i=1 and {ci}
∞
i=1 such that
∑∞
i=1 ci = 1,
if νi
∣∣
A
<< νj
∣∣
A
, i, j = 1, 2, 3 and ν3(A) = 1.
Note that a dominating pair for (P, ν1, ν2) always exists. That is guaran-
teed by Lemma 1 and Lemma 2.
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Theorem 2. Let (A, ν3) be a dominating pair for (P, ν1, ν2). If there exist
continuous versions of Radon-Nikody´m derivatives f1,θ ∈ [
dPθ|A
dν1|A
]ν1|A, f2,θ ∈
[dPθ|A
dν2|A
]ν1|A, ∀θ ∈ Θ, then, for all h ∈ [
dν2|A
dν1|A
]ν1|A, there exists a measurable set
Bh ∈ F(A) such that Pθ(Bh) = 1, for all θ ∈ Θ, h is continuous on Bh and
f1,θ(ω) = h(ω)f2,θ(ω), ∀θ ∈ Θ, ∀ω ∈ Bh.
Proof. See Appendix.
Theorem 2 defines a specific subclass of RN versions (the one with the
continuous versions) that always satisfies the proportionality relation (1).
Moreover, if the dominating measures under consideration are locally finite
(LF) - see Appendix A, the continuous version (w.r.t. each of the measures)
is unique (guaranteed by Theorem 6 - see Appendix A). In many statistical
models, there exist, and it is straightforward to obtain, continuous versions
of f1,θ and f2,θ in Ω, for all θ ∈ Θ.
Let Sν be the support of a measure ν on (Ω,F) (see Appendix A for
the formal definition of support and related results). The following corollary
applies to several examples of statistical models.
Corollary 1. Suppose that ν1 and ν2 are LF measures with Sν1 = Ω. Suppose
also that there exist continuous versions of Radon-Nikody´m derivatives f1,θ ∈
[dPθ
dν1
]ν1, f2,θ ∈ [
dPθ
dν2
]ν1, for all θ ∈ Θ, and that f1,θ(ω) > 0 and f2,θ(ω) > 0, for
all ω ∈ Ω and θ ∈ Θ. Then
f1,θ(ω) ∝θ f2,θ(ω), ∀ω ∈ Ω, ∀θ ∈ Θ.
Proof. See Appendix.
Proposition 3. Let P = {Pθ; θ ∈ Θ} be a family of probability measures
and ν1 and ν2 LF measures on (Ω,F), where Θ is a nonempty set, P << ν1,
P << ν2. Let (ν3, A) be a dominating pair for (P, ν1, ν2) and Sθ, S1, S2
and S3 be the supports of Pθ (for each θ ∈ Θ), ν1, ν2 and ν3, respectively.
If there exists a continuous version on Sθ of the Radon-Nikody´m derivative
f2,θ ∈ [
dPθ|Sθ
dν2|Sθ
]ν1|Sθ , ∀θ ∈ Θ, and there exists a continuous version on S3 of the
Radon-Nikody´m derivative h ∈ [
dν2|S3
dν1|S3
]ν1|S3 , then f2,θ and h are unique in Sθ
and S3, respectively, and there exists an unique continuous version of f1,θ ∈
[
dPθ|Sθ
dν1|Sθ
]ν1|Sθ on Sθ, for all θ ∈ Θ. Moreover, defining Φω = {θ ∈ Θ; ω ∈ Sθ},
we have that f1,θ(ω) and f2,θ(ω) are proportional for every θ ∈ Φω.
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Proof. Simply note that Sθ ⊂ S3 (Proposition 7 - see Appendix A) and define
f1,θ(ω) = h(ω)f2,θ(ω), ∀ω ∈ Sθ, ∀θ ∈ Θ. The uniqueness of f1,θ, f2,θ and h is
guaranteed by Theorem 6 (see Appendix A).
4 The predictive measure as a dominating
measure
Izbicki et al. (2014) propose a novel methodology for nonparametric density
ratio estimation and show how this general framework can be extended to
address the problem of estimating the likelihood function when this is in-
tractable. In particular, the authors use the density of the prior predictive
measure in the denominator of the ratio and, therefore, obtain an approxi-
mation for the likelihood function induced by the use of this particular domi-
nating measure. We now investigate when the prior predictive measure can
be used as a dominating measure for the model.
LetX be a sample from a population in a parametric family P = {Pθ; θ ∈
Θ}, where Θ ⊂ Rk for a fixed k ∈ N and X be the range of X . Let R be
a non zero prior distribution on Θ and denote by BX and Bθ the σ-fields on
X and Θ, respectively. Suppose that the function Pθ(B) : Θ 7−→ [0, 1] is
Borel for any fixed B ∈ BX . Then, there is a unique probability measure P
on (X × Θ,BX × BΘ) (Shao (2003), Chapter 4) such that, for B ∈ BX and
C ∈ BΘ, P (B × C) =
∫
C
Pθ(B)dR. The posterior distribution of θ given
X = x - denoted by Pθ|x, is obtained by the Bayes Formula.
(Bayes Formula) Assume that P is dominated by a σ-finite measure ν
and fθ(x) =
dPθ
dν
(x) is a Borel funtion on (X × Θ,BX × BΘ). Suppose that
m(x) =
∫
Θ
fθ(x)dR > 0. Then, the posterior distribution Pθ|x is dominated
by R and
dPθ|x
dR
(x) =
fθ(x)
m(x)
.
The function m in the Bayes Formula (BF) is called the marginal p.d.f.
of X with respect to ν. Note that the p.d.f in the BF is well defined only
for the points X = x such that m(x) > 0. In fact, for a value x such that
m(x) = 0, the likelihood function vanishes R-almost everywhere. Simply
note that, if m(x) = 0 then
∫
Θ
fθ(x)dR = 0 and, since R(Θ) > 0, we have
that R(Zcx) = 0, for Zx = {θ ∈ Θ; fθ(x) = 0}.
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The zero set of the function m actually plays an important role for the
predictive measure λ, which is defined on (X ,BX ) by λ(A) =
∫
A
mdν, ∀A ∈
BX . The following four results relate the predictive measure to the context
of dominating measures.
Proposition 4. The predictive measure is independent of the choice of the
measure that dominates the population P.
Proof. See Appendix.
Proposition 5. If m(x) > 0 for all x ∈ X , then the predictive measure λ
dominates P.
Proof. Follows directly from the definition of m.
Note that, for λ to dominate P, it is enough to have ν(N) = 0. Neverthe-
less, the result is not guaranteed if we only have that Pθ(N) = 0 R-almost
everywhere.
Theorem 3. The predictive measure λ dominates Pθ if and only if Pθ(N) = 0
and, therefore, λ dominates P if and only if Pθ(N) = 0 for all θ ∈ Θ.
Proof. See Appendix.
The following result is of more practical use.
Theorem 4. If Mθ = {x ∈ X ; fθ(x) > 0} does not depend on θ, then
P << λ.
Proof. See Appendix.
5 Examples
We now explore the results presented in this paper through examples. We
consider models for which the choice of the dominating measure require some
effort and/or instigate some interesting discussion. The Likelihood Propor-
tionality Theorem is implicitly applied to guarantee that valid likelihood
functions are obtained and the continuity of the densities discussed in Sec-
tion 3 is highlighted.
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5.1 Finite-dimensional random variables
It is often the case in which the statistical model under consideration is a
family of probability measures consisting of a finite-dimensional random vari-
able with discrete and/or continuous coordinates. This covers a wide range of
models from iid univariate random variables to highly structured hierarchical
Bayesian models with mixture components. In this case, the most common
choice for dominating measure is the appropriate product of the counting
and Lebesgue measures. Nevertheless any probability measure with common
support is a valid dominating measure and, therefore, admits versions that
lead to proportional likelihoods. A particularly interesting example, that
goes beyond a purely discrete or continuous random variable, are point-mass
mixtures.
Consider the probability measure of a r.v. Y such that P (Y = ai) = pi >
0, for i = 1, . . . , m and
∑m
i=1 pi = p < 1, and Y = Zj w.p. qj , such that Zj
is a continuous r.v. on B ⊂ R with (continuous) Lebesgue density fj, for
j = 1, . . . , n and
∑n
j=1 qj = 1− p. In this case, Gottardo and Raftery (2009)
show that the probability measure P of Y is dominated by the measure
ν1 + ν2, where ν1 is the counting measure and ν2 is the Lebesgue measure
and
dP
d(ν1 + ν2)
(y) =
m∑
i=1
piIai(y) +
n∑
j=1
qjfj(y)IB\A(y), (3)
where A = {ai, . . . , an}. The use of a non-valid RN derivative, in particular
by ignoring the indicator functions in (3), leads to misspecified likelihood
functions with possibly serious consequences in the inference process. The
density in (3) is uniquely defined on A and one should always consider con-
tinuous versions of the fj’s (in B) when these exist. These versions not only
guarantee the proportionality of likelihoods obtained for different dominating
measures (see Theorem 2) as it also guarantees that the likelihood obtained
is the limit in (2).
The result from Gottardo and Raftery (2009) is actually more general and
provides a valid dominating measure with the respective RN derivative for
probability measures consisting of a countable mixture of mutually singular
probability measures.
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5.2 Exponential families
A parametric family P = {Pθ; θ ∈ Θ} dominated by a σ-finite measure ν on
(Ω,F) is called an exponential family if and only if
dPθ
dν
(ω) = exp{[η(θ)]τT (ω)− ξ(θ)}h(ω), ω ∈ Ω, (4)
where T is a random p-vector with p ∈ N, η is a function from Θ to Rp, h is
a nonnegative Borel function and ξ(θ) = log{
∫
Ω
exp{[η(θ)]τT (ω)}h(ω)dν(ω).
Note that the Definition of exponential family above depends on the mea-
sure ν. Then, if we change the measure that will dominate the family P, the
representation given in (4) will be different. Thus, it is natural to ask if
the exponential representation is independent of the choice of the domina-
ting measure, i.e., if P is dominated by a σ-finite measure µ, then dPθ
dµ
has
the form given in (4). Before, answering this question, though, we state the
following result related to exponential families.
Proposition 6. For any A ∈ F , define λ(A) =
∫
A
hdν, for h as defined in
(4). Then, λ is a σ-finite measure on (Ω,F) and P << λ. Furthermore,
dPθ
dλ
(ω) = exp{[η(θ)]τT (ω)− ξ(θ)}, ω ∈ Ω.
Proof. Let B = {h > 0} and λ(A) = 0 for some A ∈ F . Then, λ(A) =
λ(A ∩ B) and
∫
A∩B
hdν = 0. Since the function h is strictly positive on
A∩B, it follows that ν(A∩B) = 0 and Pθ(A) = Pθ(A∩B) = 0 for all θ ∈ Θ.
The expression for dPθ
dλ
follows from the RN chain rule.
We now move to the main result about exponential families.
Theorem 5. Being an Exponential family is a property of the model P, i.e.,
it is independent of the dominating measure ν used in (4). Moreover, if P
is an Exponential family, then, for all σ-finite measure ν such that P << ν,
there exist functions η, T and ξ and there exists a measurable function hν
such that
dPθ
dν
(ω) = exp{[η(θ)]τT (ω)− ξ(θ)}hν(ω), ω ∈ Ω, ∀θ ∈ Θ.
Proof. See Appendix.
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5.3 Missing data problems
Consider a statistical model P = {Pθ; θ ∈ Θ} on (Ω,F), such that Ω = Ω1×
Ω2 and F = σ(F1 × F2). Suppose, however, that only ω1 ∈ Ω1 is observed.
This is the general formulation of a statistical missing data problem and may
be motivated by modelling reasons and/or because the marginal density of Pθ
(w.r.t. some dominating measure) on (Ω1,F1) is not available but the joint
density on (Ω,F) is (see, for example, Gonc¸alves and Gamerman, 2018). A
likelihood-based inference approach considers the (pseudo-)likelihood, which
is obtained from the density of Pθ w.r.t. some dominating measure, and
integrates out the missing data somehow. This is typically done via EM (or
Monte Carlo EM) under the frequentist approach or via MCMC under the
Bayesian approach. Both methodologies involve dealing with the conditional
measure of the missing data given the data ω1 and the parameters θ.
Suppose that two dominating measures ν1 and ν2 for P are available.
Each of them may then be used to obtain a RN derivative for measures Pθ
and, consequently, a (pseudo-)likelihood. Supposing that ω1 is observed, we
have
pii(ω2|ω1, θ) ∝ pii(ω1, ω2|θ), i = 1, 2, (5)
where the right hand side is the RN derivative of Pθ w.r.t. νi. This way, the
left hand side is the density of the conditional measure of the missing data
given data and θ w.r.t. some dominating measure which is induced by νi
and, therefore, may be different for ν1 and ν2.
Theorem 1 guarantees that the (pseudo-)likelihood is proportional w.r.t.
θ only - not w.r.t. ω2, which also needs to be estimated (dealt with). As
a consequence, although both measures can be used, this choice may have
great influence when devising the inference methodology. The EM algorithm
requires computing an expectation w.r.t. the conditional measure of the
missing data whilst the Monte Carlo EM and the MCMC require sampling
from this measure. If the conditional densities pii(ω2|ω1, θ) are different for
i = 1 and i = 2, it may be the case that the required tasks are harder or
even not feasible for one of them - although both densities are valid.
5.4 Poisson processes
Poisson process (PP) is the most common statistical model to fit point pat-
tern data. Consider some region S ⊂ Rd, for d ∈ N - Poisson processes can
actually be defined in more general measurable spaces (see Kingman, 1993,
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Chp. 2). Consider a PP on S with intensity λ := {λ(s) ≥ 0, ∀s ∈ S},
which defines a probability measure Pλ. In this case, we have two obvi-
ous dominating measures for Pλ. The first one represents a realization ω as
(N, s1, . . . , sN), where N is the number of points and the sj’s are their re-
spective locations. We can factor their joint density as pi(N)pi(s1, . . . , sN |N)
and use the product measure ν1 ⊗ ν2 as a dominating measure, where ν1 is
the counting measure and ν2 is the N -dimensional Lebesgue measure. We
get that
dPλ
d(ν1 ⊗ ν2)
(ω) =
1
N !
exp
{
−
∫
S
λ(s)ds
}(∫
S
λ(s)ds
)N N∏
j=1
(
λ(sj)∫
S
λ(s)ds
)
.
(6)
Another valid dominating measure is the probability measure ν of any
PP for which the intensity function is positive everywhere in S, in particular
constant and equals to 1. In that case, the RN derivative is given by Jacod’s
formula (see Andersen et al., 1993, Chp. II):
dPλ
dν
(ω) = exp
{
−
∫
S
λ(s)− 1ds
} N∏
j=1
(λ(sj)/1). (7)
Note that the densities in (6) and (7) are proportional in λ. In a standard
inference problem where ω is observed and λ is to be estimated, there is no
(practical) difference in considering one or the other. In a more complex
context, however, it may be a crucial choice, for example, if the process is
not fully observed - see Section 5.3.
If S ⊂ R and we consider the Skorokhod space D of ca`dla`g functions
with the respective Skorokhod topology, we get that the density in (7) is
continuous in D and this is a separable space.
5.5 Diffusion processes
Brownian motion driven stochastic differential equations (SDE), known as
diffusion processes, are quite popular in the statistical literature to model
a variety of continuous time phenomena. Formally, a diffusion is defined as
the continuous time stochastic process which is the (unique) solution of a
(well-defined) SDE. Making statistical inference for diffusions is a challeng-
ing problem due do to the complex nature of such processes. The continuous
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time feature implies that they lie on infinite-dimensional spaces and typi-
cally have unknown (intractable) transition densities. As a consequence, an
exact likelihood in a discretely observed context is unavailable. The most
promising solutions available stand out for treating the inference problem
without resorting to discretisation schemes (see Beskos et al., 2006). These
methodologies, called exact, rely on the (pseudo-)likelihood function of a
continuous-time trajectory and give rise to interesting issues related to the
context of this paper. We discuss the case where the processes are univariate
and the diffusion process Y := {Ys, s ∈ [0, t]} is defined as the solution for a
SDE of the type:
dYs = a(Ys, θ)ds+ σ(Ys, θ)dWs, s ∈ [0, t], Y0 = y0, (8)
where Ws is a Brownian motion and functions a and σ are suppose to sa-
tisfy some regularity conditions to guarantee the existence of an unique so-
lution (see Kloeden and Platen, 1995). Diffusion processes trajectories’ are
a.s. continuous and non-differentiable everywhere.
In a typical statistical problem, one is interested in estimating the func-
tions a(Ys, θ) and σ(Ys, θ). These are typically defined parametrically, as it is
done here, but non-parametric approaches may be considered. In the para-
metric case, the aim is to estimate the parameter set θ. As it was mentioned
above, exact methodologies rely on the likelihood of a complete trajectory
which can only be obtained if a valid dominating measure is available. It
turns out, however, that processes with distinct diffusion coefficient σ de-
fine mutually singular probability measures. As a consequence, there exists
no σ-finite measure that simultaneously dominates the family of probability
measures if this is uncountable, which is often the case (if it is countable,
a countable sum of measures would dominate - see Gottardo and Raftery
(2009)).
Therefore, different values of θ define mutually singular measures and no
likelihood function can be obtained. The solution for this problem considers
two transformations of the diffusion path - proposed in Roberts and Stramer
(2001) in a discrete approximation context. A complete path is decom-
posed as (Yobs, X˙), where Yobs are the discrete observations of Y and X˙ are
transformed bridges between the observations. More specifically, for (time-
ordered) observations y0, . . . , yn at times t0, t1, . . . , tn, consider the Lamperti
transform Xs = η(Ys, θ) =
∫ Xs
y
1
σ(u,θ)
du, for some element y of the state
space of Y . This implies that X is the solution of a SDE with unit diffusion
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coefficient and some drift α(Xs, θ) (which depends on functions a and σ).
Now, defining xi(θ) = η(yi, θ), i = 0, . . . , n, consider the following trans-
formation of the bridges of X between the xi(θ) points, X˙s = ϕ
−1(Xs) =
Xs −
(
1− s−ti−1
ti−ti−1
)
xi−1(θ) −
(
s−ti−1
ti−ti−1
)
xi(θ), for s ∈ (ti−1, ti). This implies
that the transformed bridges start and end in zero and are, therefore, domi-
nated by the measure of standard Brownian bridges. The density of (Yobs, X˙)
is decomposed as pi(Yobs, X˙) = pi(Yobs)pi(X˙|Yobs) and obtained w.r.t. to the
parameter-free dominating measure νn ⊗Wn - the product measure of the
n-dimensional Lebesgue measure and the product measure of standard Brow-
nian bridges of respective time lengths. Lemma 2 from Beskos et al. (2006)
gives that:
pi(Yobs, X˙) =
n∏
i=1
η′(yi; θ)φ
(
(xi(θ)− xi−1(θ))/
√
ti − ti−1
)
exp
{
∆A(x0(θ), xn(θ); θ)−
∫ T
0
(
α2 + α′
2
)
(ϕθ(X˙s); θ)ds
}
, (9)
where ∆A(x0(θ), xn(θ); θ) = A(xn(θ); θ)−A(x0(θ); θ), A(u; θ) =
∫ u
0
α(z, θ)dz
and φ is the standard Gaussian density.
Assuming that σ is continuously differentiable, one can show that, under
the supremum norm, the density in (9) is continuous in C - the space of
continuous functions on [0, t]. This (sup norm on C) also defines a separable
space.
6 Final remarks
In this paper, we discussed some mathematical foundations of Likelihood
Theory, more specifically, the definition of likelihood function (in both para-
metric and non-parametric contexts). We consider the general definition of
likelihood function in terms of the Radon-Nikody´m derivative of each pro-
bability measure in the model w.r.t. any dominating measure, evaluated at
the observed sample. The Likelihood Proportionality Theorem validates this
definition in terms of the Likelihood Principle by guaranteeing the existence
of versions of the densities that are a.s. (under every probability measure in
the model) proportional for any two dominating measures.
Whilst the Likelihood Proportionality Theorem only guarantees the ex-
istence of versions that are proportional, a practical strategy to find such
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versions is provided by considering continuous versions of densities. Under
some mild conditions, continuous versions are shown to always be a.s. pro-
portional and, in many cases, unique (Piccioni, 1982). Namely, the use of
continuous versions will always be in accordance with the Likelihood Princi-
ple. The prior predictive measure is also discussed as a potential choice for
dominating measure.
The decision of which dominating measure to use is particularly interest-
ing in cases where there exists no or more than one obvious choice. Both
cases are illustrated and discussed in the examples presented in Section 5. In
particular, we present appealing versions of RN derivatives and discuss how
different choices, although leading to the same result, may have influence in
the complexity of the inference process.
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Appendix A - Important results and defini-
tions
We consider the following definitions and results from Piccioni (1982).
Definition. A measure ν defined on (Ω,F) is said to be locally finite (LF) if
for every point ω ∈ Ω there exists a neighborhood Uω such that ν(Uω) <∞.
Theorem. Any LF measure on (Ω,F) is σ-finite.
Definition. A point ω ∈ Ω is called impossible for the measure ν on (Ω,F)
if there exists a measurable (open) neighborhood U of ω such that ν(U) = 0.
The set of the points of Ω which are not impossible for ν is called its support
and it will be denoted by Sν.
Proposition. The support of any LF measure on (Ω,F) is not empty.
Theorem. The support of a LF measure ν on (Ω,F) is a closed set with
measure ν(Ω).
Proposition 7. Let ν and µ be measures on (Ω,F) and let Sν and Sµ the
supports of ν and µ, respectively. If ν << µ, then Sν ⊂ Sµ.
Proof. For any ω /∈ Sµ, there exists an open set Uω such that µ(Uω) = 0.
Because ν << µ, it follows that ν(Uω) = 0. Then, ω /∈ Sν and S
c
µ ⊂ S
c
ν .
The following result from Piccioni (1982) guarantees the uniqueness of
continuous versions of densities under some mild conditions.
Theorem. Let µ and ν be LF measures on (Ω,F) such that µ << ν and
Sµ = Sν = Ω. If there exists a continuous version of dµ/dν on Ω, it is
unique.
The following variate of the previous theorem is of particular interest in
the results presented in this paper.
Theorem 6. Let µ and ν be LF measures on (Ω,F) such that µ << ν. If
there exists a continuous version of dµ/dν on Sµ, it is unique.
Proof. Simply use Proposition 7, consider the measures µ
∣∣
Sµ
and ν
∣∣
Sµ
and
apply the previous theorem.
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Appendix B - Proofs
Proof of Lemma 1. First, consider the case where ν is a finite measure. Let
P0 =
{
∞∑
i=1
ciPi; Pi ∈ P, ci ≥ 0 and
∞∑
i=1
ci = 1
}
so P ⊂ P0 and if Q ∈ P0, then Q << ν. Now, let C be the class of all
measurable sets C for which there exists Q ∈ P0 such that Q(C) > 0 and
dQ/dν > 0 ν-a.e. on C. To see that C is not empty, take any P0 ∈ P and
note that {ω ∈ Ω; dP0/dν(ω) > 0} ∈ C. Since ν is a finite measure, it follows
that supC∈C ν(C) < ∞. Moreover, there exists a sequence {Ci}
∞
i=1 ⊂ C such
that ν(Ci) −→ supC∈C ν(C). For each Ci, let Qi ∈ P0 such that Qi(Ci) > 0
and dQi/dν > 0 ν-a.e. on Ci. Let Q0 =
∑∞
i=1 2
−idQi/dν ∈ P0. It follows
that dQ0/dν =
∑∞
i=1 2
−idQi/dν. Let C0 = ∪
∞
i=1Ci. Since
∞⋃
i=1
{
ω ∈ Ci;
dQi
dν
(ω) > 0
}
⊂
{
ω ∈ C0;
dQ0
dν
(ω) > 0
}
,
it follows that C0 ∈ C and, consequently, supC∈C ν(C) = ν(C0).
We now prove that P << Q0 for all P ∈ P. Suppose that Q0(A) = 0.
Let P ∈ P and B = {ω ∈ Ω; dP/dν(ω) > 0}. Since Q0(A ∩ C0) = 0 and
dQ0/dν > 0 ν-a.e. on C0, it follows that ν(A ∩ C0) = 0 and, consequently,
P (A ∩ C0) = 0. Then, P (A) = P (A ∩ B) = P (A ∩ B ∩ C
c
0). If P (A ∩
B ∩ Cc0) > 0, then ν(A ∩ B ∩ C
c
0) > 0. But C0 ∪ (A ∩ B ∩ C
c
0) ∈ C and
ν(C0 ∪ (A ∩ B ∩ C
c
0)) = ν(C0) + ν(A ∩ B ∩ C
c
0) > ν(C0), which contradicts
ν(C0) = supC∈C ν(C). Hence, P (A) = 0.
For the case where ν is a σ-finite measure, it suffices, in view of the
preceding case, to show that there exists a finite measure µ that dominates
the family P. Since ν is a σ-finite measure, there exists a partition {An}
∞
n=1
of Ω such that ν(An) < ∞ for all n ∈ N. For each B ∈ F , let µ(B) =∑∞
n=1 ν(B ∩ Bn)/(2
nν(Bn)). It follows that µ is a finite measure on (Ω,F)
and P << µ for every P ∈ P.
Proof of Proposition 1. Since Υ 6= ∅, there exists ν ∈ Υ such that P << ν.
Then, it follows from Lemma 1 that there exists a measure λ such that
P << λ and where λ =
∑∞
i=1 ciPθi, where the ci’s are nonnegative constants
with
∑∞
i=1 ci = 1 and Pθi ∈ P. We now show that measure λ is a minimal
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dominating measure w.r.t. P, i.e. if ν ∈ Υ, then λ << ν. Take any ν ∈ Υ
and let A ∈ F such that ν(A) = 0. Then, Pθ(A) = 0 for all θ ∈ Θ and,
particularly, Pθi(A) = 0, for all i ∈ N. Thus, λ(A) =
∑∞
i=1 ciPθi(A) = 0.
Proof of Theorem 1. Let ν be a minimal dominating measure for P (its
existence is guaranteed by Proposition 1). Now, take h1 ∈ [
dν
dν1
]ν1, h2 ∈
[ dν
dν2
]ν1 and, for each θ ∈ Θ, take gθ ∈ [
dPθ
dν
]ν1 . Define, for each θ ∈ Θ,
f1,θ(ω) = gθ(ω)h1(ω) and f2,θ(ω) = gθ(ω)h2(ω). It follows that f1,θ ∈ [
dPθ
dν1
]ν1
and f2,θ ∈ [
dPθ
dν2
]ν1 . Let
A = {ω ∈ Ω; h2(ω) > 0}
so that ν(Ac) = 0 and consequently Pθ(A) = 1 for all θ ∈ Θ. Let h be defined
to be
h(ω) =
{
h1(ω)
h2(ω)
, if ω ∈ A,
0, if ω ∈ Ac.
Then, h ∈ M(Ω,F) and
f1,θ(ω) = h(ω)f2,θ(ω), ∀θ ∈ Θ, ∀ω ∈ A.
Proof of Proposition 2.
To prove i), for each θ ∈ Θ, take g∗θ ∈ [
dPθ
dQ
]ν1 in (Ω, σ(T )) and h1 ∈ [
dQ
dν1
]ν1
in (Ω,F). Then, there exists a B-measurable function gθ such that g
∗
θ = gθ◦T
(see Shao, 2003, Section 1.4, Lemma 1.2). Now, since T is a sufficient statistic
for P, it follows from that gθ ◦ T ∈ [
dPθ
dQ
]ν1 in (Ω,F) (see Lehmann, 1986,
Section 2.6, Theorem 8). Define the function f1,θ as
f1,θ(ω) = gθ(T (ω))h1(ω), ∀ω ∈ Ω.
Thus, it follows from the RN chain rule, that f1,θ ∈ [
dPθ
dν1
]ν1 for all θ ∈ Θ.
To prove ii), let f1,θ(ω) = gθ(T (ω))h1(ω) and f2,θ(ω) = gθ(T (ω))h2(ω) for all
ω ∈ Ω and θ ∈ Θ, where h2 ∈ [
dQ
dν2
]ν2. Let A = {ω ∈ Ω; h1(ω) > 0}. Then,
ν1(A
c) = 0 and f1,θ ∝ f2,θ in A, for all θ ∈ Θ.
Proof of Lemma 2. Since P << ν1, it follows from Lemma 1 that there exists
a sequence {ci}
∞
i=1 of nonnegative constants such that
∑∞
i=1 ci = 1 and there
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exists a sequence {θi}
∞
i=1 ⊂ Θ such that P << Q, where Q =
∑∞
i=1 ciPθi .
Now define for each i ∈ N the following sets
A1,i =
{
ω ∈ Ω;
dPθi
dν1
(ω) > 0
}
and A2,i =
{
ω ∈ Ω;
dPθi
dν2
(ω) > 0
}
.
Thus, Pθi(A1,i) = 1 and Pθi(A2,i) = 1, ∀i ∈ N. Let Ai = A1,i ∩ A2,i (Ai is
measurable since every A1,i and A2,i are measurable), then Pθi(Ai) = 1, ∀i ∈
N. Let A =
⋃
i∈NAi, then clearly Pθi(A) = 1, ∀i ∈ N (simply note that
Ai ⊂ A) and, since Q =
∑∞
i=1 ciPθi , it follows that Q(A) = 1. Now, since
Q(Ac) = 0 and P << Q, Pθ(A
c) = 0, ∀θ ∈ Θ. Therefore, Pθ(A) = 1, ∀θ ∈
Θ.
To prove (ii), suppose that there exists a measurable set B ∈ F such that
ν2(A∩B) = 0 but ν1(A∩B) > 0. Since A∩B =
⋃
i∈N(Ai ∩B), there exists
i0 ∈ N such that ν1(Ai0 ∩B) > 0. Hence (auxiliary result I),
0 <
∫
Ai0∩B
dPθi0
dν1
dν1 = Pθi0 (Ai0 ∩ B). (10)
On the other hand, since ν2(A∩B) = 0, ν2(Ai∩B) = 0, ∀i ∈ N, and then, by
hypothesis, Pθ(Ai∩B) = 0, ∀(θ, i) ∈ Θ×N. In particular, Pθi0 (Ai0∩B) = 0,
which contradicts (10). This implies that, for all B ∈ F , if ν2(A ∩ B) = 0,
then ν1(A ∩ B) = 0, which means that ν1
∣∣
A
<< ν2
∣∣
A
. The proof that
ν2
∣∣
A
<< ν1
∣∣
A
is symmetrically analogous.
Proof of Theorem 2.
Let {Pθi} be a family of probability measures used in the construction of
the measure ν3. Now, define measures P˙θ, ν˙1, ν˙2 and ν˙3 to be the restriction
of the respective measures on (A,F(A)), for all θ ∈ Θ. For each i ∈ N,
consider the continuous derivatives f1,θi ∈ [
dP˙θi
dν˙1
]ν˙1 , f2,θi ∈ [
dP˙θi
dν˙2
]ν˙1 and take
any h ∈ [dν˙2
dν˙1
]ν˙1. For each i ∈ N, define Ai = {ω ∈ A; f1,θi(ω) = h(ω)f2,θi(ω)}
and note that the RN chain rule implies that ν1(A
c
i) = 0 for all i ∈ N. Now,
let Bi = {ω ∈ A; f2,θi(ω) > 0}, B =
⋃∞
i=1Bi, Dh =
⋂∞
i=1Ai and Sh = Dh∩B.
It follows that ν3(B) = 1, ν3(Sh) = 1 and, consequently, Pθ(Sh) = 1, for all
θ ∈ Θ. Furthermore, h is continuous in the subspace Sh. To see that, let
ω0 ∈ Sh and {ωn}
∞
n=1 ⊂ Sh such that limn ωn = ω0. It follows that ω0 ∈ D
and there exists i0 ∈ N such that ω0 ∈ Bi0 . This implies that
h(ω0) =
f1,θi0 (ω0)
f2,θi0 (ω0)
. (11)
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Furthermore, since the function f2,θi0 is continuous in A, Sh ∩Bi0 is an open
set in Sh. Thus, by the convergence of the sequence {ωn}
∞
n=1, there exists
n0 ∈ N such that, for n ≥ n0, ωn ∈ Sh ∩ Bi0 and
h(ωn) =
f1,θi0 (ωn)
f2,θi0(ωn)
. (12)
Finally, from (11) and (12) and the continuity of f1,θi0 and f2,θi0 , it follows
that
lim
n
h(ωn) = h(ω0),
which establishes the continuity of h in Sh.
Now, for each θ ∈ Θ, define the following set
Bθ = {ω ∈ Sh; f1,θ(ω) = h(ω)f2,θ(ω)}.
It follows, by the RN chain rule, that ν1(B
c
θ
⋂
Sh) = 0, for all θ ∈ Θ. Since
the function (f1,θ − hf2,θ) is continuous on Sh, we have that Bθ is a closed
set in Sh for each θ ∈ Θ and, consequently, Bh =
⋂
θ∈ΘBθ is also a closed set
in Sh. Since Sh is a subspace of a metric separable space, Sh is also a metric
separable space. This implies that there exists a sequence {θj} ⊂ Θ such
that Bh =
⋂∞
j=1Bθj . Moreover, since ν1(B
c
θ
⋂
Sh) = 0, ∀θ ∈ Θ, it follows
that ν1(B
c
h
⋂
Sh) = 0 which, in turn, implies that Pθ(Bh) = 1 for each θ ∈ Θ,
and
f1,θ(ω) = h(ω)f2,θ(ω), ∀θ ∈ Θ, ∀ω ∈ Bh.
Proof of Corollary 1. Since f1,θ and f2,θ are strictly positive in Ω, for all θ ∈ Θ,
it follows that all the Pθ’s, ν1 and ν2 are equivalent and, by Proposition 7,
Sθ = Sν2 = Sν1 = Ω, for all θ ∈ Θ. For each θ ∈ Θ, define hθ(ω) =
f1,θ(ω)
f2,θ(ω)
,
for all ω ∈ Ω, and note that, for all θ ∈ Θ, hθ ∈ [
dν2
dν1
]ν1 and hθ is continuous
in Ω. Since, ν1 and ν2 are LF measures, Theorem 6 guarantees that all the
hθ’s coincide in Ω, i.e. hθ = h, for all θ ∈ Θ. The result follows from the fact
that f1,θ(ω) = h(ω)f2,θ(ω), for all ω ∈ Ω and for all θ ∈ Θ.
Proof of Proposition 4. Let µ be a σ-finite measure such that P << µ. Let
gθ(x) =
dPθ
dµ
(x) and define
m∗(x) =
∫
Θ
gθ(x)dR.
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Now consider the predictive measure ξ obtained from m∗, i.e.,
ξ(A) =
∫
A
m∗dµ, ∀A ∈ BX .
We claim that λ = ξ. For any A ∈ BX ,
λ(A) =
∫
A
mdν =
∫
A
∫
Θ
fθ(x)dRdν
(i)
=
∫
Θ
∫
A
fθ(x)dνdR =
∫
Θ
Pθ(A)dR
=
∫
Θ
∫
A
gθ(x)dµdR
(ii)
=
∫
A
∫
Θ
gθ(x)dRdµ =
∫
A
m∗dµ = ξ(A),
where the equalities (i) and (ii) follow from Fubini’s theorem.
Proof of Theorem 3. If λ dominates Pθ, the result follows immediately since
λ(N) = 0. Suppose now that Pθ(N) = 0 and take A ∈ BX such that
λ(A) = 0. We have to show that Pθ(A) = 0. Note that
0 = λ(A) = λ(A ∩N c) =
∫
A∩Nc
mdν. (13)
Then, since m is strictly positive in A ∩ N c, equation (13) is true only if
ν(A ∩ N c) = 0. Hence, Pθ(A ∩ N
c) = 0. But, by hypothesis, Pθ(A) =
Pθ(A ∩N
c) and the result follows.
Proof of Theorem 4. Let M = Mθ for all θ ∈ Θ and let A ∈ BX such
that λ(A) = 0. To show that Pθ(A) for all θ ∈ Θ is sufficient to show that
ν(A∩M) = 0, since P << ν and Pθ(A) = Pθ(A∩M) for all θ ∈ Θ. Suppose
that ν(A ∩M) > 0. Hence, since fθ is strictly positive on A ∩M ,
Pθ(A) = Pθ(A ∩ S) =
∫
A∩S
fθdν > 0, ∀θ ∈ Θ. (14)
On the other hand,
λ(A) =
∫
A
mdν =
∫
A
∫
Θ
fθdRdν =
∫
Θ
Pθ(A)dR =
∫
Θ
Pθ(A ∩ S)dR, (15)
where the penultimate equation follows from Fubini’s theorem. Then, since
R(Θ) > 0, it follows from (14) and (15) that λ(A) > 0, contradicting the
assumption that λ(A) = 0. So, ν(A ∩M) = 0 and proof is complete.
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Proof of Theorem 5. Suppose that dPθ
dν
is given by (4). Consider the measure
Q given by Lemma 1 and let q ∈ [dQ
dν
]. Remember that Q is minimal and so
Q << ν. Without loss of generality we may assume that q > 0. Define, for
each θ ∈ Θ, the following function:
bθ(ω) = exp{[η(θ)]
τT (ω)− ξ(θ)}m(ω), ω ∈ Ω, (16)
where m = hν/q. On the other hand, by RN chain rule, it follows that
exp{[η(θ)]τT (ω)− ξ(θ)}h(ω) =
dPθ
dQ
(ω)q(ω), ν − a.e. (17)
Consequently, from (16) and (17), bθ = dPθ/dQ ν-almost-everywhere. Hence,
bθ ∈ [
dPθ
dQ
]. Now, let µ be a σ-finite measure such that P << µ and let µ 6= ν.
Again, by the minimality of Q, Q << µ. Let s ∈ [dQ
dµ
] and define, for each
θ ∈ Θ,
pθ(ω) = exp{[η(θ)]
τT (ω)− ξ(θ)}hµ(ω), ω ∈ Ω, (18)
where hµ = ms. Hence, by RN chain rule, pθ ∈ [
dPθ
dµ
] and the proof is
complete.
Proof of auxiliary results
I. Let (Ω,F , ν) be a measure space and f : Ω :−→ R be a real function in
M(Ω,F). Let A ∈ F such that ν(A) > 0 and f(ω) > 0 for all ω ∈ A.
Then
∫
A
fdν > 0. In relation (10) of Lemma 2, ν1(Aio ∩B) > 0 and, by
the construction of Aio,
dPθio
dν1
(ω) > 0 for all ω ∈ Aio ∩ B. So, it follows
that
∫
Ai0∩B
dPθi0
dν1
dν1 > 0.
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