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Keď sa povie test dobrej zhody, mnohým napadne asi ten najznámejší - Pearsonov
χ2 test dobrej zhody. Niet divu, veď tento test si podľa [5] dokonca zaslúžil miesto
medzi 20 najvýznamnejšími objavmi vo vede a technike od roku 1900 . V priebehu
nasledujúcich 70 rokov bol tento test jedným z najpoužívanejších nástrojov štatis-
tickej analýzy, predovšetkým vďaka svojmu použitiu v kontingenčných tabuľkách.
Bolo to však prvé objektívne kritérium pre zistenie zhody medzi teóriou a realitou
a viedol k vzniku mnohých postupov a techník, ktoré sú dnes už bežnou súčasťou
štatistiky.
Jedným z nich je aj napríklad dobre známy Kolmogorov–Smirnovov test či
Cramér von Misesov test, ktoré sa zaoberajú vzdialenosťou medzi charakteristickou
funkciou a empririckou charakteristickou funkciou. Keďže určitou transformáciou
distribučnej funkcie môže vzniknúť charakteristická funkcia, tak sa ponúkajú aj
testy dobrej zhody založené na vzdialenosti charakteristickej funkcie a empririckej
charakteristickej funkcie. Touto cestou sa uberá aj táto práca. Presnejšie nás bude
zaujímať rozdelenie chýb v modeli lineárnej regresie - čiže za prítomnosti rušivých
parametrov.
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Kapitola 1
Motivácia
V úvode pripomenieme prípad testov dobrej zhody bez rušivých parametrov.
Majme náhodný výber X1, . . . ,Xn s distribučnou funkciou F a chceme testovať
hypotézu
H0 : F ≡ F0
proti alternatíve
H1 : F 6= F0.
Označíme
Fn(x) =
1
n
n∑
j=1
I[Xi < x]
empirickú distribučnú funkciu výberu a uvedieme vetu pojednávajúcu o jej asymp-
totickom správaní.
Veta 1 (Glivenko-Cantelli). Nech F (x) označuje skutočnú distribučnú funkciu
výberu a Fn(x) empirickú distribučnú funkciu výberu. Označme
Dn = sup
x
|Fn(x)− F (x)|.
Potom platí
P ( lim
n→∞
Dn = 0) = 1.
Uvedieme si niekoľko testov založených na tejto vete - teda testy, v ktorých je
testová štatistika založená na vzdialenosti hypotetickej a empirickej distribučnej
funkcie. Jedným z najznámejších je Kolmogorov–Smirnovov test, ktorý hypotézu
H0 zamieta, ak Dn = supx |Fn(x)−F (0)| prekročí kritickú hodnotu kn. Pre veľké
hodnoty n môžeme použiť aproximáciu
P (Dn <
λ√
n
)
.
= 1− 2e−2λ2 ,
ktorá vyplýva napr. z vety 11.11 uvedenej v [1]. Výhodou tohto testu je, že rozde-
lenie testovej štatistiky nezáleží na F0, avšak je vhodný len pre spojité rozdelenia.
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Ako ďalší spomenieme Cramer von Misesov test, ktorého testová štatistika má
tvar ∫ ∞
−∞
(Fn(x)− F0(x))2dF0(x),
kde nulovú hypotézu zamietame v prípade, ak testová štatistika prekročí hod-
notu cn. A napokon Anderson–Darlingov test, ktorý je citlivejší na odchýlky na
chvostoch než Kolmogorov-Smirnovov test a má kritický obor
n
∫ ∞
−∞
(Fn(x)− F0(x))2
Fn(x)(1− Fn(x))dF0 ≥ an,
kde an závisí na F0. Hodnoty an a cn sú určené tak, aby testy mali hladinu aspoň
α.
Charakteristická funkcia ϕ príslušná k distribučnej funkcii F je jednoznačne
určená vzťahom
ϕ(t) =
∫ ∞
−∞
eitxdF (x), t ∈ R.
Táto funkcia je spojitá, existuje pre všetky reálne t a jej hodnoty v absolútnej hod-
note sú menšie alebo rovné 1. Práca [8] sa venovala testom hypotézy H0 založeným
práve na vzdialenosti charakteristickej funkcie ϕ(t) a empirickej charakteristickej
funkcie ϕn(t). Jednou z výhod použitia charakteristickej funkcie v testoch dobrej
zhody je jej spojitosť aj pre diskrétne rozdelenia.
Naša situácia je však trochu iná, avšak testová štatistika bude založená na
rovnakej myšlienke. Nech Y1,n, . . . ,Yn,n sú nezávislé náhodné veličiny (označme
Yn = (Y1,n, . . . ,Yn,n)T ) spĺňajúce model
Yn = Xnβ + cen,
kde Xn je matica regresorov s riadkami xj,nT = (1,xj2,n, . . . ,xjp,n) ∈ Rp,
j = 1, . . . ,n, β ∈ Rp a c > 0 sú neznáme parametre a en = (e1,n, . . . ,en,n)T je
vektor nezávislých rovnako rozdelených náhodných veličín s distribučnou funkciou
F . Chceme testovať nulovú hypotézu
H0 : F ≡ F0
proti alternatíve
H1 : F 6= F0,
kde F0 je ľubovoľná konkrétna distribučná funkcia symetrická okolo nuly a spĺňa-
júca ďalšie podmienky.
Pri testovaní nulovej hypotézy použijeme reziduá
eˆj,n =
Yj,n − xj,nT βˆn
cˆn
,
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kde βˆn je odhad parametru β a cˆn je odhad parametru c - parametre β a c sú
tu rušivé. Spôsobov, akými je možné odhadnúť parametre β a c je viacero, tie
najpoužívanejšie neskôr pripomenieme.
Asymptotické vlastnosti testovej štatistiky budeme skúmať v Hilbertovom
priestore H = L2(R,B,w(t)dt) merateľných funkcií f : R→ R takých, že∫ ∞
−∞
f(t)2w(t)dt <∞,
kde w(t) je nezáporná párna váhová funkcia, pre ktorú platí
∫∞
−∞w(t)t
2dt < ∞.
Skalárnym súčinom na priestore H označujeme
〈f,g〉 =
∫ ∞
−∞
f(t)g(t)w(t)dt
a normou na priestore H označujeme
||f || =
√√√√√ ∞∫
−∞
f(t)2w(t)dt.
V nasledujúcej kapitole uvedieme testovú štatistiku, ale budeme sa zaobe-
rať najmä odhadmi parametrov β a c – spomenieme niektoré z nich a ďalej sa
zameráme na ich asymptotické správanie. V tretej kapitole sa budeme venovať
limitnému rozdeleniu testovej štatistiky – za platnosti hypotézy, pri lokálnej al-
ternatíve a pri pevnej alternatíve. V poslednej – štvrtej kapitole si odvodíme tvar
testovej štatistiky pre normálne, Laplaceovo, logistické a Studentovo t rozdelenie
pre rôzne váhové funkcie a navrhnutý test aplikujeme na simulované dáta pre
rôzne voľby odhadov β a c.
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Kapitola 2
Základné pojmy a predpoklady
Máme nezávislé pozorovania Y1,n, . . . , Yn,n spĺňajúce model
Yj,n = xTj,nβ + cej,n, j = 1,2, . . . , n, (2.1)
kde xj,n = (1, xj2,n, . . . , xjp,n)T ∈ Rp,j = 1, . . . , n sú známe regresory (riadky
matice Xn), β ∈ Rp a c > 0 označujú neznáme parametre a chyby ej,n, j =
1, . . . , n sú nezávislé rovnako rozdelené s distribučnou funkciou F (·). Chceme
testovať hypotézu
H0 : F ≡ F0 (2.2)
proti všeobecným alternatívam pre ľubovoľnú F0, ktorá je symetrická okolo nuly
a spĺňa ďalšie podmienky.
Označme βˆn odhad parametra β a cˆn odhad parametra c, β0 skutočnú hod-
notu parametra β a c0 skutočnú hodnotu parametra c. Ďalej označme odhadnuté
reziduá
eˆj,n =
Yj,n − xTj,nβˆn
cˆn
, j = 1, . . . ,n.
Budeme uvažovať len tie odhady βˆn, ktoré spĺňajú
βˆn({xj,n, Yj,n+xTj,nv}; j = 1, . . . , n) = βˆn({xj,n, Yj,n}; j = 1, . . . , n)+v ∀ v ∈ Rp
(2.3)
a odhady cˆn, pre ktoré platí
cˆn(xj,n, bYj,n; j = 1, . . . , n) = bcˆn(xj,n, Yj,n; j = 1, . . . , n) ∀ b > 0. (2.4)
V takom prípade totiž každá testová štatistika, ktorá závisí na {xj,n,Yj,n} výlučne
prostredníctvom eˆj,n, j = 1, . . . , n je regresne a škálovo invariantná, a preto
jej rozdelenie nezávisí na neznámych hodnotách parametrov β a c. Okrem toho
od odhadov βˆn a cˆn požadujeme, aby boli konzistentné – potom totiž pre veľké
hodnoty n budú mať eˆ1,n, . . . , eˆn,n približne distribučnú funkciu F0.
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Charakteristickú funkciu príslušnú k F0 označme ϕ0(t) a empirickú charakte-
ristickú funkciu odhadnutých reziduí ϕn(t), teda
ϕn(t) =
1
n
n∑
i=1
exp (iteˆj,n).
Testová štatistika bude založená na vzdialenosti ϕ0 a ϕn a má tvar
Tn,w = n
∫ ∞
−∞
|ϕn(t)− ϕ0(t)|2w(t)dt, (2.5)
kde w(t) je nezáporná párna váhová funkcia spĺňajúca
∫∞
−∞ t
2w(t)dt <∞. Hypo-
tézu H0 zamietame pre veľké hodnoty testovej štatistiky.
Ďalej sformulujeme predpoklady týkajúce sa nielen e1,n, . . . , en,n, ale aj od-
hadov parametrov β a c a regresorov. Tie sa využijú v nasledujúcej kapitole vo
vetách o limitnom tvare testovej štatistiky.
Nech rozdelenie chýb v regresnom modeli spĺňa:
(A.1) e1,n, . . . , en,n sú nezávislé rovnako rozdelené náhodné veličiny so symetrickou
distribučnou funkciou F0,
(A.2) charakteristická funkcia ϕ0(t) príslušná k F0 je absolútne spojitá a funkcia
V (a) =
∫ ∞
−∞
t2(ϕ′0(at))
2w(t)dt
je spojitá v a = 1 (túto podmienku môžeme vynechať, ak predpokladáme,
že rozdelenie chýb má konečný prvý moment).
Odhady βˆn a cn okrem (2.3) a (2.4) spĺňajú aj
(B.1) odhad βˆn pre n→∞ spĺňa
1√
n
n∑
j=1
xTj,n(βˆn − β0) =
dβ√
n
n∑
j=1
ψβ(ej,n) + oP (1), (2.6)
kde ψβ je merateľná antisymetrická funkcia, pre ktorú platí Eψβ(e1,n) = 0
a Eψ2β(e1,n) <∞,
(B.2) odhad cˆn pre n→∞ spĺňa
√
n(cˆn − c0) = dc√
n
n∑
j=1
ψc(ej,n) + oP (1), (2.7)
kde ψc je symetrická merateľná funkcia, pre ktorú platí Eψc(e1,n) = 0 a Eψ2c (e1,n) <∞.
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Požiadavka na regresory
(C.1) limn→∞ max1≤j≤n,1≤v≤p |xjv,n|n− 12 = 0.
Existuje mnoho spôsobov, ako odhadnúť parametre β a c – vo zvyšku tejto
kapitoly uvedieme najpoužívanejšie z nich, doplníme predpoklady pre distribučnú
funkciu F , odhady stručne popíšeme a nakoniec pre ne overíme podmienky (B.1)
a (B.2) – teda nás bude zaujímať asymptotické správanie jednotlivých odhadov.
Budeme sa zaoberať nasledujúcimi odhadmi:
• odhad metódou najmenších štvorcov,
• odhad pomocou regresných kvantilov,
• M-odhad.
2.1 Prehľad odhadov
V tejto kapitole si spomenieme niektoré z odhadov parametrov β a c, všetky popí-
sané odhady spĺňajú (2.3) a (2.4). Pre tieto odhady neskôr overíme aj podmienky
(B.1) a (B.2) a väčšinu z nich použijeme ich v kapitole 4. Pre viac informácií o
spomenutých odhadoch viď napríklad [9] alebo [6].
V nasledujúcom predpokladáme, že existuje symetrická pozitívne definitná
matica D taká, že platí
lim
n→∞
1
n
n∑
j=1
xj,nxTj,n = D.
Takisto predpokladáme, že regresory spĺňajú podmienku (C.1) a e1,n, . . . , en,n
spĺňajú (A.1). Ďalej si označíme
Hn = Xn(XTn Xn)
−1XTn (2.8)
a hij,n označíme prvok matice Hn na pozícii (i,j). Taktiež predpokladáme, že
regresory spĺňajú podmienku (C.1) a e1,n, . . . , en,n spĺňajú (A.1).
Odhad metódou najmenších štvorcov
Navyše predpokladáme Eej,n = 0, Ee2j,n = 1, E|ej,n|4 <∞. Potom odhad metódou
najmenších štvorcov má tvar
βˆn = D−1n
n∑
i=1
xj,nYj,n
a
cˆ2n =
1
n− p
n∑
i=1
(Yj,n − xTj,nβˆn)2,
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kde
Dn =
n∑
j=1
xj,nxTj,n.
Ak je F distribučná funkcia normálneho rozdelenia, potom βˆn je maximálne vie-
rohodným odhadom β. Pre všeobecnú distribučnú funkciu F , ktorá má konečný
druhý moment, je βˆn podľa Gauss - Markovovej vety najlepším nestranným line-
árnym odhadom β. Avšak je veľmi citlivý na odľahlé pozorovania, na odchýlky
od normálneho rozdelenia e1,n, . . . ,en,n a zlyháva, ak rozdelenie chýb má ťažké
chvosty.
Pre odhad parametra β platí nasledujúca limitná veta. Postačitelnosť pod-
mienky
max
1≤i≤n
hii,n −−−→
n→∞
0
je dokázaná napríklad v článku [11].
Veta 2. Uvažujme model
Yn = Xnβ + Zn,
kde Xn je pevná matica rozmerov n x p, jej hodnosť je rovná p, Zn je vektor nezá-
vislých rovnako rozdelených náhodných veličín so strednou hodnotou 0 a rozptylom
σ2 <∞. Označme Hn ako v (2.8) a hii,n i-tý diagonálny prvok tejto matice. Nech
max
1≤i≤n
hii,n −−−→
n→∞
0.
Potom √
n(βˆn − β0) D−−−→
n→∞
Np(0,σ
2D−1).
Regresné kvantily
Regresný q-kvantil je definovaný ako
β̂n(q) = arg min
β∈Rp
{
n∑
j=1
ρq(Yj,n − xTj,nβ)
}
,
kde ρq(z) = |z|(qI{z > 0}+(1−q)I{z < 0}), x ∈ R, 0 < q < 1. Uvažujme odhady
βˆn = β̂n
(
1
2
)
, (2.9)
cˆn = β̂n1
(
3
4
)
− β̂n1
(
1
4
)
, (2.10)
kde β̂n1(q) označuje prvú zložku β̂n(q), q ∈ (0,1). Odhad (2.9) sa nazýva aj L1
odhad, či regresný medián.
Je tu nutný predpoklad existencie f0 a jej spojitosti na okolí F
−1
0 (1/4), F
−1
0 (1/2),
F−10 (3/4). Ďalej f0(F
−1
0 (q)) > 0 pre q = 1/4, 1/2, 3/4.
Pre viac informácií o regresných kvantiloch viď napríklad [9].
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M-odhady
Opäť budeme predpokladať Ee21,n = 1. M-odhady sú definované ako argument
minima
n∑
j=1
ρ
(
Yj,n − xTj,nβ
c
)
,
kde ρ : R → R je absolútne spojitá konvexná funkcia, ρ(0) = 0. Teda M-odhady
sú riešením sústavy rovníc
n∑
j=1
xjψ
(
Yj,n − xTj,nβ
c
)
= 0,
n∑
j=1
χ
(
Yj,n − xTj,nβ
c
)
= 0, (2.11)
kde ψ(t) = ρ′(t) a χ(t) = tψ(t)− ρ(t). V tomto prípade je ψ monotónna nepárna
funkcia a χ je na R párna a na intervale (0,∞) monotónna. Ďalej pre funkcie
λψ(t) = −
∫
ψ(x− t)dF0(x), t ∈ R,
λχ(t) = −
∫
χ(x/t)dF0(x), t ∈ R,
predpokladáme platnosť
λψ(0) = 0, λ
′
ψ(0) > 0,
derivácia λ′β(t) je spojitá na okolí nuly a∫
ψ2(t)dt <∞,
∫
(ψ(x)− ψ(x + qn))2dF0(x) −−−→
n→∞
0
pre ľubovoľné qn také, že qn − 1 = oP (1). Označíme dψ = λ′ψ(0).
Podobne pre funkciu χ predpokladáme
λχ(1) = 0, λ
′
χ(1) > 0,
derivácia λ′χ(t) je spojitá na okolí t = 1 a∫
χ2(t)dt <∞,
∫ (
χ(x)− χ
(
x
qn
))2
dF0(x) → 0
pre ľubovoľné qn také, že qn − 1 = oP (1). Označíme dχ = λ′χ(1).
Ak použijeme
ψ = x, x ∈ R
dostaneme odhad metódou najmenších štvorcov a pre voľbu
ψ = sign x, x ∈ R
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zase L1 odhad.
Ďalším špeciálnym prípadom je odhad metódou maximálnej vierohodnosti.
Predpokladajme, že F0 je absolútne spojitá s hustotou f0. Ak sú splnené pod-
mienky regularity (viď [1], definícia 7.8, str. 104), potom odhad metódou maxi-
málnej vierohodnosti je ekvivalentný M -odhadu so skórovými funkciami
ψ(x) = −f
′
0(x)
f0(x)
, χ(x) = −1− xf
′
0(x)
f0(x)
, x ∈ R.
Niekedy sa uvažujú M-odhady, ktoré sú riešením sústavy rovníc
n∑
j=1
xjψ
(
Yj,n − xTj,nβ
c
)
= 0,
n∑
j=1
χ
(
Yj,n − xTj,nβ
c
)
= An, (2.12)
kde An je vhodne zvolená postupnosť konštánt, napr. Huber [6] odporúča
An = (n− p)EF0χ. (2.13)
Ďalším možným prístupom je použitie studentizovaného M-odhadu. Uvažujme
model
Yn = Xnβ + Zn.
Studentizovaný M-odhad je potom riešenie sústavy rovníc
n∑
j=1
ψ
(
Yj,n − xTj,nt
Sn
)
, t ∈ Rp,
kde Sn > 0 je vhodná škálová štatistika.
Nakoniec ešte stručne spomenieme jednokrokové M-odhady, pre viac informácií
viď [9], str. 318–321. Označme β˜n odhad parametra β spĺňajúci (2.3) a c˜n odhad
c spĺňajúci (2.4), nech
√
n(β˜n − β) = OP (1),
√
n(c˜n − c) = OP (1)
(môžeme použiť napríklad odhady pomocou regresných kvantilov). Jednokrokové
M -odhady βˆn, cˆn sú definované ako
βˆn = β˜n + dψDn−1
n∑
j=1
xj,nψ(e˜j,n),
cˆn = c˜n + dχ
n∑
j=1
χ(e˜j,n),
kde ψ, χ, dψ a dχ spĺňajú vlastnosti uvažované pre M-odhady a
e˜j,n =
Yj,n − xTj,nβ˜n
c˜n
, j = 1, . . . ,n.
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2.2 Odhad metódou najmenších štvorcov
V tejto podkapitole budeme okrem už spomenutých predpokladov navyše pred-
pokladať aj Ee1,n = 0, Ee21,n = 1 a E|e1,n|4 <∞.
2.2.1 Asymptotické rozdelenie βˆn
Úpravou ľavej strany podmienky (B.1) pre odhad parametra β metódou najmen-
ších štvorcov (teda βˆn = (XTn Xn)
−1XTn Yn) dostaneme
1√
n
n∑
j=1
xTj,n(βˆn − β0) =
1√
n
n∑
j=1
xTj,n((X
T
n Xn)
−1XTn Yn − β0)
=
1√
n
n∑
j=1
xTj,n((X
T
n Xn)
−1XTn Xnβ0 +
+c0(XTn Xn)
−1
n∑
k=1
xk,nek,n − β0)
=
c0√
n
n∑
j=1
n∑
k=1
xTj,n(X
T
n Xn)
−1xk,nek,n
=
c0√
n
n∑
k=1
n∑
j=1
hjk,nek,n.
Pretože v modeli uvažujeme absolútny člen, platí
n∑
j=1
hjk,n =
n∑
k=1
hjk,n = 1.
Teda podmienka (B.1) je pre odhad metódou najmenších štvorcov splnená a má
tvar
1√
n
n∑
j=1
xTj,n(βˆn − β0) =
c0√
n
n∑
k=1
ek,n,
čiže
ψβ(x) = x, dβ = c0,
ψβ je merateľná nepárna funkcia a z predpokladov spomenutých vyššie máme aj
Eψβ(e1,n) = 0 a Eψ2β(e1,n) < ∞. Navyše podľa Lévy-Lindeberghovej centrálnej
limitnej vety pre nezávislé náhodné veličiny ej,n, Ee1,n = 0, vare1,n = 1 máme
c0√
n
n∑
j=1
xTj,n(βˆn − β0) =
c0√
n
n∑
k=1
ek,n
D−−−→
n→∞
Z,
kde Z ∼ N(0,1).
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2.2.2 Asymptotické rozdelenie cˆn
Najprv si upravíme tvar cˆn a vyjadríme ho pomocou vektoru chýb en
cˆ2n =
1
n− p(Yn −Xnβˆn)
T(Yn −Xnβˆn)
=
1
n− p(Yn −Xn(X
T
n Xn)
−1XTn Xnβ0 − c0Xn(XTn Xn)−1XTn en)T
(Yn −Xn(XTn Xn)−1XTn Xnβ0 − c0Xn(XTn Xn)−1XTn en)
=
1
n− p(c0en − c0Xn(X
T
n Xn)
−1XTn en)
T(c0en − c0Xn(XTn Xn)−1XTn en)
=
c20
n− pe
T
n (In −Hn)en,
kde c0 je skutočná hodnota parametra c. Pretože predpokladáme
Ee2j,n = 1, j = 1, . . . ,n,
E|e4j,n| <∞, j = 1, . . . ,n,
a
n
n− p −−−→n→∞ 1,
podľa silného zákona veľkých čísel (viď [4], str. 79) platí
c20
n− p
n∑
j=1
e2j,n −−−→
n→∞
c20 skoro iste.
Najprv sa pozrieme na výraz
√
n(cˆ2n − c20) =
√
n
(
1
n− p
n∑
j=1
e2j,nc
2
0 − c20
)
−
√
nc20
n− pe
T
n Hnen, (2.14)
kde chceme dokázať √
nc20
n− pe
T
n Hnen
P−−−→
n→∞
0.
Tento výraz je s pravdepobnosťou 1 nezáporný, pretože
eTn Hnen = tr Hne
T
n en = p
n∑
j=1
e2j,n
a navyše pre jeho strednú hodnotu platí
EeTn Hnen = tr Ee
T
n Hnen = tr HnEene
T
n = tr Hn = p.
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Potom z Čebyševovej nerovnosti ([4], str. 26) pre 1√
n
eTn Hnen získame pre každé
ε > 0
P
(
1√
n
eTn Hnen > ε
)
≤ Ee
T
n Hnen√
nε
−−−→
n→∞
0.
Teda nakoniec dostávame požadovanú konvergenciu k nule v pravdepodobnosti,
čiže
√
nc20
n− pe
T
n Hnen
P−−−→
n→∞
0. (2.15)
Ďalej platí √
n(cˆ2n − c20) =
√
n(cˆn − c0)(cˆn − c0 + 2c0)
a dokázali sme už, že
cˆ2n
P−−−→
n→∞
c20.
Potom použitím continuous mapping theorem pre funkciu h(x) =
√
x (spojitá
funkcia) dostaneme aj
cˆn
P−−−→
n→∞
c0. (2.16)
Dohromady zo vzťahov (2.14), (2.15) a (2.16) pre n→∞ získavame
1√
n
n∑
j=1
(e2j,n − 1)c20 + oP (1) = 2
√
nc0(cˆn − c0) + oP (1)
Teda pre odhad parametra c
cˆ2n =
1
n− p
n∑
j=1
(Yj,n − xTj,nβˆn)2
platí podmienka (B.2) v tvare
√
n(cˆn − c0) = c02√n
n∑
j=1
(e2j,n − 1) + oP (1),
takže
ψc(x) = x
2 − 1, dc = c02 ,
platí Eψc(e1,n) = 0 a Eψ2c (e1,n) <∞, ψc je párna merateľná funkcia. Okrem toho,
podľa Lévy-Lindeberghovej centrálnej limitnej vety pre e2j,n s využitím predpo-
kladu Ee4j,n <∞ máme
√
n
(
1
n
n∑
j=1
(e2j,n − 1)c20
)
D−−−→
n→∞
N(0,c40var(e
2
j,n − 1)).
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2.3 Odhad pomocou regresných kvantilov
Predpokladajme, že F−10
(
1
2
)
= 0 a F−10
(
3
4
) − F−10 (14) = 1. Tieto odhady sú
vlastne tiež M–odhadmi s vhodne zvolenými funkciami ψ a χ, presnejšie
ψ(x) = sign(x),
χ(x) =
1
2
− I
[
F−10
(
1
4
)
≤ x ≤ F−10
(
3
4
)]
.
2.3.1 Asymptotické rozdelenie βˆn
Na zistenie asymptotického správania odhadu βˆn použijeme nasledujúcu vetu.
Veta 3. Uvažujme model
Yn = Xnβ + Zn,
kde Xn je matica n x p, Zn = (Z1,n, . . . ,Zn,n) sú nezávislé náhodné veličiny s dis-
tribučnou funkciou F , matica Hn je definovaná ako v (2.8) a jej prvky označme
hij,n. Nech dn
√
log n −−−→
n→∞
0, kde dn = max (hii,n)1/2,1 ≤ i ≤ n, potom za plat-
nosti nulovej hypotézy β = β0 platí s pravdepodobnosťou 1
2f(0)(XTn Xn)
1/2(βˆn − β0) =
n∑
k=1
(XTn Xn)
−1/2xk,n sign ek,n + O(d1/2n (log n)
3/4),
kde f je zodpovedajúca hustota príslušná k F .
Dôkaz: uvedený v [2].
Teda pri splnení predpokladu dn
√
log n −−−→
n→∞
0 za platnosti β = β0 s pravde-
podobnosťou 1 máme
1√
n
n∑
j=1
xTj,n(βˆn − β0) =
1
2f0(0)
√
n
n∑
k=1
n∑
j=1
xTj,n(X
T
n Xn)
−1xk,n︸ ︷︷ ︸
=1
sign ek,n +
+
1
2f0(0)
√
n
n∑
j=1
xTj,n(X
T
n Xn)
−1/2O(d1/2n (log n)
3/4)
=
1
2f0(0)
√
n
n∑
j=1
sign ej,n +
+
1
2f0(0)
√
n
n∑
j=1
xTj,n(X
T
n Xn)
−1/2O(d1/2n (log n)
3/4).
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Potrebujeme zjednodušiť výraz uvedený v poslednom riadku. Pretože
∣∣∣∣ 1√
n
n∑
j=1
xTj,n(X
T
n Xn)
−1/2∣∣∣∣ =
√√√√ 1
n
n∑
j=1
xTj,n(XTn Xn)−1/2
n∑
k=1
(XTn Xn)−1/2xk,n
=
√√√√√ 1n
n∑
j=1
n∑
k=1
hjk,n︸ ︷︷ ︸
=1
= 1,
tak platí
1√
n
n∑
j=1
xTj,n(X
T
n Xn)
1/2 = O(1),
a teda získame
1
2f(0)
√
n
n∑
j=1
xTj,n(X
T
n Xn)
−1/2O(d1/2n (log n)
3/4) = O(d1/2n (log n)
3/4).
Nakoniec ak predpokladáme, že d1/2n (log n)3/4 −−−→
n→∞
0, tak pre n→∞ dostaneme
1√
n
n∑
j=1
xTj,n(βˆn − β0) =
1
2f(0)
√
n
n∑
j=1
sign ej,n + O(d
1/2
n (log n)
3/4) skoro iste,
čiže pre
d1/2n (log n)
3/4 −−−→
n→∞
0
dostávame vzťah (B.2) pre odhad pomocou regresných kvantilov (dokonca silnejšie
tvrdenie, keďže máme konvergenciu skoro iste) s
ψβ(x) = sign x, dβ =
1
2f0(0)
,
kde ψβ je merateľná nepárna funkcia a pre F0 symetrickú platí Eψβ(e1,n) = 0
a Eψ2β(e1,n) <∞.
Podľa Lévy-Lindeberghovej centrálnej limitnej vety pre sign ej,n, E sign e1,n = 0,
var sign e1,n = 1 platí
2f0(0)√
n
n∑
j=1
xTj,n(βˆn − β0) D−−−→
n→∞
Z,
kde Z ∼ N(0,1).
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2.3.2 Asymptotické rozdelenie cˆn
Najprv si uvedieme vetu, ktorá pojednáva o asymptotickom správaní sa regresných
kvantilov.
Veta 4. Nech distribučná funkcia F nezávislých rovnako rozdelených náhodných
veličín Z1,n, . . . ,Zn,n v modeli
Yn = Xnβ + Zn,
kde Yn = (Y1, . . . ,Yn)T , Xn je matica známych konštánt s riadkami xTj,n, kde
xj1,n = 1, j = 1, . . . ,n a Z = (Z1, . . . ,Zn)T , je spojitá a dvakrát diferencovateľná
na okolí F−1(α), F ′(F−1(α)) = f(F−1(α)) > 0, 0 < α < 1. Nech platia podmienky
• limn→∞ 1nXTn Xn = D, kde D je pozitívne definitná matica,
• 1
n
∑n
i=1 x
4
ij,n = O(1) pre n→∞ pre j = 1, . . . ,p.
Potom
βˆn(α)− β˜(α) = 1
nf(F−1(α))
D−1
n∑
j=1
xj,nφα(Zj − F−1(α)) + Rn(α), (2.17)
kde
β˜(α) = (β1 + F
−1(α),β2, . . . ,βp)T ,
||Rn(α)|| = OP (n−3/4) pre n→∞
a
φα(x) = α− I[x < 0].
Dôkaz: uvedený v [9], str 166–169.
Hodnoty α zvolíme 14 a
3
4 a uvedenú vetu aplikujeme na distribučnú funkciu ná-
hodných veličín c0e1,n, . . . ,c0en,n - ich hypotetickú distribučnú funkciu označme
G0 a hustotu k nej príslušnú g0. Je zrejmé, že platí
F0(ej,n) = G0(c0ej,n).
Predpokladajme existenciu g0 a jej spojitosť na okolí bodov G
−1
0 (1/4), G
−1
0 (1/2),
G−10 (3/4). Ďalej g0(G
−1
0 (q)) > 0 pre q = 1/4, 1/2, 3/4. Ako odhad parametra c
vezmeme
cˆn = β̂n1
(
3
4
)
− β̂n1
(
1
4
)
,
kde β̂n1(q) označuje prvú zložku βˆn(q).
Potom za predpokladu 1
n
∑n
i=1 x
4
ij,n = O(1) pre n→∞ pre j = 1, . . . ,p, platí veta
4 a z nej dostávame
β̂n
(
3
4
)
− β˜
(
3
4
)
−
(
β̂n
(
1
4
)
− β˜
(
1
4
))
=
19
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=
1
ng0(G
−1
0 (
3
4))
D−1
n∑
j=1
xj,n
(
3
4
− I
[
c0ej,n −G−10
(
3
4
)
< 0
])
−
− 1
ng0(G
−1
0 (
1
4))
D−1
n∑
j=1
xj,n
(
1
4
− I
[
c0ej,n −G−10
(
1
4
)
< 0
])
+ OP (n
−3/4) =
=
1
ng0(G
−1
0 (
3
4))
D−1
n∑
j=1
xj,n
(
1
2
− I
[
G−10
(
1
4
)
< c0ej,n < G
−1
0
(
3
4
)])
+ OP (n
−3/4),
kde však
I
[
G−10
(
1
4
)
< c0ej,n < G
−1
0
(
3
4
)]
= I
[
F−10
(
1
4
)
< ej,n < F
−1
0
(
3
4
)]
a
g0
(
G−10
(
3
4
))
=
1
c0
f0
(
F−10
(
3
4
))
.
Tento výraz si ešte potrebujeme upraviť, aby sme dostali podmienku (B.2). Teda
prenásobením riadkovým vektorom xTj,n = (1,xj1,n, . . . ,xjp,n), sčítaním cez j =
1, . . . ,n a vynásobením
√
n dostaneme podmienku (B.2) v tvare
√
n(cˆn − c0) = 1√
n
(
β̂n1
(
3
4
)
− β̂n1
(
1
4
)
−
(
G−10
(
3
4
)
−G−10
(
1
4
)))
=
c0√
nf0(F
−1
0 (
3
4))
n∑
j=1
(
1
2
− I
[
F−10
(
1
4
)
< ej,n < F
−1
0
(
3
4
)])
+ oP (1),
keďže platí
1
n
n∑
j=1
xTj,n
(
β̂n
(
3
4
)
− β̂n
(
1
4
))
− β̂n1
(
3
4
)
− β̂n1
(
1
4
)
P−−−→
n→∞
0.
Čiže podmienka (B.2) je pre tento odhad splnená s
ψc(x) =
1
2
− I
[
F−10
(
1
4
)
< x < F−10
(
3
4
)]
, dc =
c0
f0(F
−1
0 (
3
4))
,
funkcia ψc je párna merateľná, Eψc(e1,n) = 0, Eψ2c (e1,n) <∞.
2.4 Huberov M-odhad
V tejto podkapitole sa budeme zaoberať dvoma typmi M-odhadov s použitím
Huberovej ψ-funkcie. Prvým bude studentizovaný M-odhad, pri ktorom použijeme
škálovú štatistiku Sn a v druhom prípade zasa budeme odhadovať sústavou rovníc
naraz parameter β aj c.
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2.4.1 Asymptotické rozdelenie βˆn pri použití studentizo-
vaného M-odhadu
Nech funkciu ψ je možné rozložiť ako
ψ = ψa + ψk + ψs,
kde ψa je absolútne spojitá funkcia s absolútne spojitou deriváciou, ψk je spo-
jitá po častiach lineárna funkcia konštantná na okolí ±∞ a ψs je neklesajúca
schodovitá funkcia.
Pre získanie asymptotického rozdelenia Huberovho M-odhadu použijeme dô-
sledok 5.5.3 uvedený v [9], str. 220.
Veta 5. Uvažujme model
Yn = Xnβ + Zn,
kde Yn je vektor pozorovaní, Xn je matica konštánt, β je neznámy parameter
a Zn je vektor nezávislých náhodných veličín s distribučnou funkciou F . Nech
F (z)+F (−z) = 1, ρ(−z) = ρ(z), z ∈ R. Nech sú splnené nasledujúce predpoklady:
M1 Sn(Yn) je regresne a škálovo invariantná štatistika, Sn > 0 skoro iste a
√
n(Sn − S) = OP (1)
pre nejaký funkcionál S = S(F ) > 0,
M2 funkcia h(t) =
∫
ρ((z − t)/S)dF (z) má jediné minimum v bode t = 0
M3 pre nejaké δ > 0 a η > 1 platí∫ ∞
−∞
{
|z| sup
|u|≤δ
sup
|v|≤δ
|ψ′′a(e−v(z + u)/S)|
}η
dF (z) <∞
a ∫ ∞
−∞
{
|z|2 sup
|u|<δ
|ψ′′a(z + u)/S|
}η
dF (z) <∞,
kde ψ′a(z) = (d/dz)ψa(z) a ψ
′′
a(z) = (d
2/dz2)ψa(z),
M4 ψk je spojitá, po častiach lineárna funkcia s uzlami µ1, . . . ,µk, ktorá je kon-
štantná na okolí ±∞. Jej derivácia ψ′k je potom schodovitá funkcia
ψ′k(z) = αν pre µν < z < µν+1,ν = 0,1, . . . ,k,
kde α0,α1, . . . ,αk ∈ R, α0 = αk = 0 a −∞ = µ0 < µ1 < . . . < µk <
µk+1 = ∞. Ďalej predpokladáme, že f(z) = dF (z)dz je ohraničená na okolí
Sµ1, . . . ,Sµk,
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X1 xj1,n = 1, j = 1, . . . ,n,
X2 1
n
∑n
i=1 x
4
ij,n = O(1) pre n→∞ pre j = 1, . . . ,p,
X3 limn→∞ 1nX
T
n Xn = D, kde D je pozitívne definitná matica,
Potom
βˆn − β = 1
nγ1
(
1
n
XTn Xn
)−1 n∑
j=1
xj,nψ(Zj,n/S) + Rn,
kde
γ1 = S
−1
∫ ∞
−∞
(ψ′a(z/S) + ψ
′
k(z/S))dF (z) (2.18)
a ||Rn|| = Op(n−1), ak ψs ≡ 0 a ||Rn|| = Op(n−3/4) inak. Navyše, ak σ2 =∫∞
−∞ ψ
2(x/S)dF (z) <∞, potom √n(βˆn −β) má asymptoticky normálne rozdele-
nie
Np(0,(σ2/γˆ21)D
−1).
Dôkaz: vyplýva z viet 5.5.1 - 5.5.3 v [9], str 218–219.
Huberova ψ-funkcia má tvar:
ψH(x) =
{
x : |x| ≤ k
k sign(x) : |x| ≥ k
ρH(x) =
{
1
2x
2 : |x| ≤ k
k|x| − 12k2 : |x| ≥ k
V tomto prípade teda ψa ≡ 0, ψk = ψH a ψs ≡ 0. Ďalej
γ1 =
1
S
(2G0(kS)− 1),
kde G0 opäť označuje distribučnú funkciu c0e1,n, . . . ,c0en,n.
Overíme predpoklady vety:
X1 splnené - v modeli uvažujeme absolútny člen (viď úvod kapitoly 2),
X3 splnené - predpokladáme v úvode tejto kapitoly,
M1 ako štatistiku Sn použijeme
cˆn = β̂n
(
3
4
)
− β̂n
(
1
4
)
,
ktorá je škálovo a regresne invariantná a platí pre ňu podmienka (B.2), kde
S(F ) = F−1
(
3
4
)
− F−1
(
1
4
)
,
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M2 integrál nadobúda pre Huberovu ψ-funkciu a F0 symetrickú iba nezáporné
hodnoty, minimum sa nadobúda len v bode t = 0,
M3 triviálne splnené, keďže v našom prípade ψa ≡ 0 a teda oba integrály sú
nulové,
M4 funkcia ψ′k(x) je rovná 0 pre |x| > k a inak je rovná 1.
Ak budeme navyše predpokladať existenciu g0(z) príslušnej k G0 a že regresory
spĺňajú 1
n
∑n
i=1 x
4
ij,n = O(1) pre n → ∞ pre j = 1, . . . ,p, môžeme pre Huberovu
ψ-funkciu použiť uvedenú vetu. Podľa nej potom dostávame nasledujúcu asymp-
totickú reprezentáciu
1
n
n∑
j=1
xTj,n(βˆn − β) =
S√
n(2G0(kS)− 1)
n∑
j=1
ψH(ej,n) +
1
n
n∑
j=1
xTj,nOp(n
−1).
Výraz
1
n
n∑
j=1
xTj,nOP (n
−1)
vďaka podmienke (C.1) konverguje v pravdepodobnosti k nule pre n → ∞. Na-
koniec tak máme splnenú podmienku (B.1) v tvare
1
n
n∑
j=1
xTj,n(βˆn − β) =
S√
n(2G0(kS)− 1)
n∑
j=1
ψH(ej,n) + oP (1),
čiže
ψβ(x) = ψH(x), dβ =
S
2G0(kS)− 1 ,
kde EψH(e1,n) = 0, Eψ2H(e1,n) <∞, funkcia ψH je nepárna, merateľná.
2.4.2 Asymptotické rozdelenie βˆn a cˆn pri ich súčasnom
odhadovaní
Opäť budeme najprv uvažovať model
Yn = Xnβ + Zn,
pre ktorý uvedieme značenie a vyslovíme vetu, ktoré napokon aplikujeme na model
(2.1) a získame asymptotickú reprezentáciu ako v podmienke (B.2).
M-odhad získame ako argument minima funkcie
Q(β,σ) =
n∑
j=1
ρ
(
Yj,n −Xnβ
σ
)
σ + Anσ,
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teda riešenie sústavy rovníc (2.12).
Nech η < 1 − Aν−1, A > 0, kde η je najväčší skok v distribučnej funkcii
Z1,n, . . . ,Zn,n, ν = min{χ(−∞),χ(∞)} a A = limn→∞An/n. Potom
E[ψ((Zn − µ)/σ),χ((Zn − µ)/σ)− A] = 0
má riešenie (µ∗,σ∗), kde σ∗ > 0. Označme θ∗ = (β,σ∗),
Uj(θ) = [xj,nψ(Yj,n − xTj,nβ)/σ,χ(Yj,n − xTj,nβ)/σ − n−1An],
Bn(θ) =
1
n
E∂2/∂θT∂θQ(θ),
Tn(θ) = − 1√
n
n∑
j=1
Uj(θ),
Vn(θ) = varTn(θ).
Ďalej predpokladáme, že platí
E(Zn/σ∗) = 0. (2.19)
Veta 6. Nech
• limn→∞ 1nAn − A = 0 pre 1nAn > 0, A < ν, kde ν = min{χ(∞),χ(−∞)} a
σ∗ > 0,
• x2ψ′(x) a x3ψ′′(x) sú ohraničené funkcie,
• vlastné čísla matice 1
n
XTn Xn sú kladné a odrazené od nuly,
1
n
max{||xj,n||2 : 1 ≤ j ≤ n} → 0,
• a, ab− c2, u, uv − w2 > 0, kde a = Eψ′(η) > 0, b = Ex2ψ′(η), u = varψ(η),
v = varχ(η) a w = cov(ψ(η),χ(η)) pre η = Zn/σ∗.
Potom
Tn(θ
∗ +
1√
n
γ) = Tn(θ
∗) + γBn(θ) + pn(γ), (2.20)
kde
sup{||pn(γ)|| : ||γ|| < K} −→ 0 pre n→∞ pre ľub. K > 0.
Dôkaz: uvedený v [10].
Vrátime sa k modelu (2.1). Za predpokladu Ee21,n = 1 máme v našom prípade
θ = (β,c),
položme
γ =
√
n(θn − θ∗),
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potom pri splnení predpokladov podľa tvrdenia vety 6 máme
1√
n
n∑
j=1
[ψ((Yj,n − βˆn)/cˆn),χ((Yj,n − βˆn)/cˆn)− A]︸ ︷︷ ︸
=0
=
=
1√
n
n∑
j=1
[xj,nψ((Yj,n−β0)/c∗),χ((Yj,n−β0)/c∗)−A]+
√
n(θ∗−θn)Bn(θ∗)+pn(θ∗−θn),
(2.21)
kde
sup{||pn(θ∗ − θn)|| : ||(θ∗ − θn)|| < K} −→ 0 pre n→∞ pre ľub. K > 0
a (β∗,c∗) sú riešením
E[ψ((Yn −Xnβ)/c),χ((Yn −Xnβ)/c)− A] = 0
a položíme θ∗ = (β0,c
∗).
Pre Huberov odhad máme
ψH(x) =
{
x : |x| ≤ k
k sign(x) : |x| ≥ k
χH(x) =
{
x2 : |x| ≤ k
k|x| : |x| ≥ k
a An volíme podľa (2.13).
Matica Bn(θ
∗) má pre ej,n < k tvar( − 1
nc∗XnX
T
n 0
0 −2c20
c∗3 varej,n
)
pre ej,n > k (
kf0(0)
nc∗ XnX
T
n 0
0 −kc0
c∗2 E|e1,n|
)
.
Teda po dosadení do (2.21) získame
1√
n
n∑
j=1
xTj,n(βˆn − β0) =
c∗√
n
n∑
j=1
n∑
k=1
xTj,n(XnX
T
n )
−1xk,nek,nI[ek,n < k]+
+
c∗
f0(0)
√
n
n∑
j=1
n∑
k=1
xTj,n(XnX
T
n )
−1xk,n sign(ek,n)I[ek,n > k] + oP (1) =
=
c∗√
n
n∑
j=1
ej,nI[ej,n < k] +
c∗
f0(0)
√
n
n∑
j=1
sign(ej,n)I[ej,n > k] + oP (1) (2.22)
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a
√
n(cˆn − c∗) = c
∗3
2c20vare1,n
√
n
n∑
j=1
((ej,n)
2 − A)I[ej,n < k]+
+
c∗2
kc0E|e1,n|
√
n
n∑
j=1
(k|ej,n| − A)I[ej,n > k] + oP (1). (2.23)
Pretože však z tvaru A vyplýva, že c∗ P−−−→
n→∞
c0, získame splnenie podmienok
(B.1) a (B.2) pre M-odhad s použitím Huberovej funkcie v nasledujúcej forme
1√
n
n∑
j=1
xTj,n(βˆn − β0) =
c0√
n
n∑
j=1
ej,nI[ej,n < k]+
+
c0
f0(0)
√
n
n∑
j=1
sign(ej,n)I[ej,n > k] + oP (1),
√
n(cˆn − c0) = c02vare1,n
√
n
n∑
j=1
((ej,n)
2 − A)I[ej,n < k]+
+
c0
E|e1,n|
√
n
n∑
j=1
(k|ej,n| − A)I[ej,n > k] + oP (1).
Keďže odhad metódou najmenších štvorcov je špeciálnym prípadom Hube-
rovho M-odhadu pre k = ∞, môžeme sa pozrieť, či asymptotické výsledky zís-
kané pomocou vety 6 sú rovnaké ako výsledky odvodené v kapitole 2.2 priamou
úpravou βˆn a cˆn. Zrejme A = 1 (z predpokladu Ee21,n = 1) a teda dosadením do
vzťahov (2.22) a (2.23) dostávame
1√
n
n∑
j=1
xTj,n(βˆn − β0) =
c0√
n
n∑
j=1
ej,n + oP (1),
√
n(cˆn − c0) = c02√n
n∑
j=1
((ej,n)
2 − 1) + oP (1),
teda výledky totožné s tými, ktoré sme získali skôr.
Odhady, ktorých asymptotické výsledky (okrem studentizovaného M-odhadu)
sme skúmali v tejto kapitole, využijeme aj v simuláciách, kde pomocou nich od-
hadneme parametre β a c a porovnáme silu jednotlivých testov pri ich použití.
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Kapitola 3
Limitné rozdelenie testovej
štatistiky
V tejto kapitole vyšetríme asymptotické vlastnosti testovej štatistiky Tn,w. Vety
o limitnom rozdelení testovej štatistiky za nulovej hypotézy a pri lokálnej alter-
natíve sú prevzaté z článku [7].
3.1 Správanie sa za hypotézy
Pripomeňme tvar testovej štatistiky
Tn,w = n
∫ ∞
−∞
|ϕn(t)− ϕ0(t)|2w(t)dt.
Odvoďme ešte iné vyjadrenie testovej štatistiky Tn,w, ktoré je názornejšie a použije
sa napríklad v dôkaze vety o limitnom správaní sa testovej štatistiky za hypotézy,
ktorú uvedieme neskôr. Keďže F0 je symetrická, ϕ0 je reálna, párna a váhová
funkcia w(t) je párna, platí∫ ∞
−∞
cos(teˆj,n) sin(teˆk,n)ϕ0(t)w(t)dt = 0,
∫ ∞
−∞
sin(teˆj,n)ϕ0(t)w(t)dt = 0
a teda tvar testovej štatistiky môžeme upraviť do nasledujúcej podoby
n
∫ ∞
−∞
|ϕn(t)− ϕ0(t)|2w(t)dt =
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= n
∫ ∞
−∞
( 1
n
n∑
j=1
cos(teˆj,n)− ϕ0(t)
)2
+
(
1
n
n∑
j=1
sin(teˆj,n)
)2
+
+
n∑
j=1
n∑
k=1
sin(teˆj,n) cos(teˆk,n)− 2ϕ0(t)
n∑
j=1
sin(teˆj,n)
]
w(t)dt =
=
∫ ∞
−∞
(
1√
n
n∑
j=1
(sin(teˆj,n) + cos(teˆj,n))−
√
nϕ0(t)︸ ︷︷ ︸
Zn(t)
)2
w(t)dt.
Takže priestore H môžeme písať
Tn,w = ||Zn||2.
Veta 7. Nech Y1,n, . . . ,Yn,n spĺňajú model (2.1) pre ej,n spĺňajúce (A.1). Nech sú
splnené predpoklady (2.3), (2.4), (A.2), (B.1), (B.2), (C.1). Nech váhová funkcia
w je nezáporná symetrická funkcia, pre ktorú platí
∫
t2w(t)dt <∞. Potom
Tn,ω = ||Wn||2 + oP (1),n→∞, (3.1)
kde
Wn(t) =
1√
n
n∑
j=1
Wnj(t)
a
Wnj(t) := Wn(t,ej,n) = (sin (tej,n)+cos (tej,n)−C0(t))−tC0(t)dβψβ(ej,n)−tC ′0(t)dcψc(ej,n)
pre j = 1, . . . ,n,t ∈ R.
Navyše pre n → ∞ existuje centrovaný gaussovský proces W = {W(t); t ∈ R}
taký, že
Wn
D−→W
a
Tn,ω
D−→ ||W||2.
Dôkaz: Uvedený v [7].
Vďaka nulovosti strednej hodnoty funkcií ψβ a ψc dostávame tvar autokovariančnej
funkcie procesu W , teda
R(s,t) = E(W(s)− EW(s))(W(t)− EW(t))
= ϕ0(s− t)− ϕ0(s)ϕ0(t),
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ktorú použijeme pre výpočet strednej hodnoty a rozptylu ||W||2, kde
E||W||2 =
∫ ∞
−∞
R(t,t)w(t)dt
a
var||W||2 =
∫ ∞
−∞
∫ ∞
−∞
R(s,t)w(s)w(t)dt.
Toto vyjadrenie strednej hodnoty a rozptylu ||W||2 je veľmi užitočné, pretože
hoci rozdelenie ||W||2 je rovnaké ako rozdelenie
∞∑
j=1
λjN
2
j ,
kde Nj, j = 1,1, . . . sú nezávislé rovnako rozdelené náhodné veličiny s normálnym
rozdelením, vo väčšine prípadov je nemožné vypočítať hodnoty λj, j = 1,2, . . .
(viď [7]).
3.2 Správanie sa za lokálnej alternatívy
Pre úplnosť uvedieme aj limitné správanie sa testovej štatistiky pri lokálnej al-
ternatíve. Zameráme sa na prípad, kedy F0 je symetrická a absolútne spojitá
s hustotou f0. Uvažujeme túto alternatívu
Hn : e1,n, . . . ,en,n sú i.i.d. s hustotou gn,
kde
gn =
(
1 +
κ√
n
u(x)
)
f0(x), x ∈ R, (3.2)
k 6= 0 a u je merateľná funkcia taká, že∫
u(x)f0(x)dx = 0, 0 <
∫
u2(x)f0(x)dx <∞. (3.3)
Veta 8. Nech Y1,n, . . . ,Yn,n spĺňajú model (2.1) pre ej,n i.i.d. s hustotou gn (viď
(3.2)), kde platí (3.3). Nech sú splnené predpoklady (2.3), (2.4), (A.2), (B.1),
(B.2) a (C.1). Potom existuje centrovaný gaussovský proces W = {W(t); t ∈ R}
taký, že pre n→∞
{Wn(t); t ∈ R} D−→ {W(t) + κµ(t); t ∈ R}
a
||Wn||2 D−→
∫ ∞
−∞
(W(t) + κµ(t))2w(t)dt.
Proces {W(t); t ∈ R} je definovaný ako vo vete 7 a
µ(t) =
∫
(cos(tx) + sin(tx)− tϕ0(t)dβψβ(x)− tϕ′0(t)dcψc(x))u(x)f0(x)dx.
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Dôkaz: Dôkaz nebudeme uvádzať, keďže ide o náročnú problematiku presahujúcu
teoretické zázemie tejto práce. Pre viac informácií viď [7].
Je zrejmé, že pre rastúce κ a ||µ||2 6= 0 nenáhodná zložka výrazu Tn,ω (teda
κ||µ||2) preváži nad náhodnou zložkou a konverguje k nekonečnu. Preto je tento
test konzistentný pre n→∞.
3.3 Správanie sa za pevnej alternatívy
V tejto podkapitole odvodíme správanie testovej štatistiky pri pevnej alternatíve
H1 : F = F1
so zodpovedajúcou charakteristickou funkciou ϕ1 (môže byť aj komplexná) pre
odhad metódou najmenších štvorcov a pre odhad pomocou regresných kvantilov
v prípade c = 1.
Veta 9. Nech pozorovania Y1,n, . . . ,Yn,n spĺňajú model Yj,n = xj,nβ + ej,n, kde
e1,n, . . . , en,n sú nezávislé náhodné veličiny s distribučnou funkciou F1 a charak-
teristickou funkciou k nej príslušnej ϕ1. Nech platia podmienky (C.1), Eej,n = 0,
E|ej,n|4 <∞ a navyše ešte
max1≤j≤n xTj,n(X
T
n Xn)
−1xj,n = max1≤j≤n hjj,n −−−→
n→∞
0,
1
n
(XTn Xn) = Dn −−−→
n→∞
D,
kde D je pozitívne definitná matica. Nech ϕ0 je charakteristická funkcia príslušná
distribučnej funkcii F0 z hypotézy (2.2). Nech βˆn je odhad parametra β metódou
najmenších štvorcov. Potom
n−1Tn,w
P−−−→
n→∞
∫ ∞
−∞
|ϕ1(t)− ϕ0(t)|2w(t)dt.
Dôkaz: Najprv si upravíme tvar testovej štatistiky
n−1Tn,w =
∫ ∞
−∞
|ϕn(t)− ϕ0(t)|2w(t)dt (3.4)
=
∫ ∞
−∞
∣∣∣∣∣ 1n
n∑
j=1
exp(iteˆj,n)− ϕ0(t)
∣∣∣∣∣
2
w(t)dt
=
∫ ∞
−∞
∣∣∣∣∣ 1n
n∑
j=1
exp(iteˆj,n)− 1
n
n∑
j=1
exp(itej,n) +
1
n
n∑
j=1
exp(itej,n)− ϕ1(t)+
+ϕ1(t)− ϕ0(t)
∣∣∣∣2w(t)dt =
=
∫ ∞
−∞
|An(t) + Bn(t) + C(t)|2w(t)dt,
(3.5)
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kde sme si označili
An(t) =
1
n
n∑
j=1
exp(iteˆj,n)− 1
n
n∑
j=1
exp(itej,n)
Bn(t) =
1
n
n∑
j=1
exp(itej,n)− ϕ1(t)
C(t) = ϕ1(t)− ϕ0(t).
Integrand upravíme
|An(t) + Bn(t) + C(t)|2 = (An(t) + Bn(t) + C(t))(An(t) + Bn(t) + C(t))
= |An(t)|2 + |Bn(t)|2 + |C(t)|2 +
+2Re[An(t)]Re[C(t)] + 2Re[Bn(t)]Re[C(t)] +
+2Re[An(t)]Re[Bn(t)] + 2Im[An(t)]Im[Bn(t)] +
+2Im[Bn(t)]Im[C(t)] + 2Im[An(t)]Im[C(t)]. (3.6)
Keďže platí
Re[X]Re[Y ] ≤
√
|Re[X]|2|Re[Y ]|2,
potom z Hölderovej nerovnosti dostávame∫ √
|Re[X]|2|Re[Y ]|2w(t)dt ≤
√∫
|Re[X]|2w(t)dt
∫
|Re[X]|2w(t)dt,
analogicky aj pre imaginárnu časť.
Potom dosadením do (3.4) dostávame nasledujúcu nerovnosť∫ ∞
−∞
|An(t) + Bn(t) + C(t)|2 ≤
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≤
∫ ∞
−∞
|An(t)|2w(t)dt +
∫ ∞
−∞
|Bn(t)|2w(t)dt +
∫ ∞
−∞
|C(t)|2w(t)dt +
+
√∫ ∞
−∞
|Re[An(t)]|2w(t)dt
√∫ ∞
−∞
|Re[Bn(t)]|2w(t)dt +
+
√∫ ∞
−∞
|Im[An(t)]|2w(t)dt
√∫ ∞
−∞
|Im[Bn(t)]|2w(t)dt +
+
√∫ ∞
−∞
|Re[Bn(t)]|2w(t)dt
√∫ ∞
−∞
|Re[C(t)]|2w(t)dt +
+
√∫ ∞
−∞
|Im[Bn(t)]|2w(t)dt
√∫ ∞
−∞
|Im[C(t)]|2w(t)dt +
+
√∫ ∞
−∞
|Re[An(t)]|2w(t)dt
√∫ ∞
−∞
|Re[C(t)]|2w(t)dt +
+
√∫ ∞
−∞
|Im[An(t)]|2w(t)dt
√∫ ∞
−∞
|Im[C(t)]|2w(t)dt. (3.7)
Naším cieľom je postupne upraviť jednotlivé sčítance v uvedenej nerovnosti. Za-
čneme úpravou výrazu |An(t)|2
|An(t)|2 =
∣∣∣∣∣ 1n
n∑
j=1
exp(iteˆj,n)− 1
n
n∑
j=1
exp(itej,n)
∣∣∣∣∣
2
=
=
1
n2
∣∣∣∣∣
n∑
j=1
(cos(teˆj,n) + i sin(teˆj,n))−
n∑
j=1
(cos(tej,n) + i sin(tej,n))
∣∣∣∣∣
2
=
=
1
n2
∣∣∣∣∣
n∑
j=1
(cos(teˆj,n)− cos(tej,n)) + i
n∑
j=1
(sin(teˆj,n)− sin(tej,n))
∣∣∣∣∣
2
=
=
4
n2
(
n∑
j=1
sin
(
t
2
(eˆj,n − ej,n)
)
sin
(
t
2
(eˆj,n + ej,n)
))2
+
+
4
n2
(
n∑
j=1
sin
(
t
2
(eˆj,n − ej,n)
)
cos
(
t
2
(eˆj,n + ej,n)
))2
≤
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≤ 4
n2
n∑
j=1
sin2
(
t
2
(eˆj,n − ej,n)
) n∑
j=1
sin2
(
t
2
(eˆj,n + ej,n)
)
+ (3.8)
+
4
n2
n∑
j=1
sin2
(
t
2
(eˆj,n − ej,n)
) n∑
j=1
cos2
(
t
2
(eˆj,n + ej,n)
)
= (3.9)
=
4
n
n∑
j=1
sin2
(
t
2
(eˆj,n − ej,n)
)
≤ t
2
n
n∑
j=1
(eˆj,n − ej,n)2 (3.10)
Platí
eˆj,n − ej,n = xTj,n(β0 − βˆn).
Keďže βˆn je odhad metódou najmenších štvorcov, teda βˆn = (XTn Xn)
−1XTn Yn,
varβˆn = σ2(XTn Xn)
−1, ďalej máme
βˆn − β0 = (XTn Xn)−1(XTn Yn)− β0
= (XTn Xn)
−1(XTn Xnβ0 + X
T
n en)− β0
= (XTn Xn)
−1XTn en.
Platí, že
P
(
1
n
n∑
j=1
(eˆj,n − ej,n)2 ≥ 0
)
= 1.
Pre výraz
1
n
n∑
j=1
(eˆj,n − ej,n)2
použijeme Čebyševovu nerovnosť (viď [4], str. 26). Vypočítame jeho strednú hod-
notu
E
1
n
n∑
j=1
(eˆj,n − ej,n)2 = E 1
n
n∑
j=1
(xTj,n(β0 − βˆn))2 =
=
1
n
n∑
j=1
σ2xTj,nvarβˆnxj,n =
=
σ2
n
n∑
j=1
tr(xTj,n(X
T
n Xn)
−1xj,n)
= σ2
p
n
−−−→
n→∞
0. (3.11)
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Potom s použitím tvrdenia (ii) vety 2.10 v [4] pre r = 1 dostávame ∀ε > 0
P
(
1
n
n∑
j=1
(eˆj,n − ej,n)2 ≥ ε
)
≤ E
1
n
∑n
j=1(eˆj,n − ej,n)2
ε
,
a pretože platí (3.11), dostávame
1
n
n∑
j=1
(eˆj,n − ej,n)2 P−−−→
n→∞
0.
Dosadením získame konvergenciu výrazu
∫∞
−∞ |An(t)|2w(t)dt, pretože platí∫ ∞
−∞
|An(t)|2w(t)dt ≤ 1
n
∫ ∞
−∞
n∑
j=1
(eˆj,n − ej,n)2t2w(t)dt =
=
1
n
n∑
j=1
(eˆj,n − ej,n)2︸ ︷︷ ︸
P−−−→
n→∞ 0
∫ ∞
−∞
t2w(t)dt︸ ︷︷ ︸
<∞
P−−−→
n→∞
0. (3.12)
Keďže môžeme napísať∫ ∞
−∞
|An(t)|2w(t)dt =
∫ ∞
−∞
((Re[An(t)])
2︸ ︷︷ ︸
≥0
+ (Im[An(t)])
2︸ ︷︷ ︸
≥0
)w(t)dt
P−−−→
n→∞
0,
zo vzťahu (3.12) potom vyplýva aj∫ ∞
−∞
(Re[An(t)])
2w(t)dt
P−−−→
n→∞
0, (3.13)
∫ ∞
−∞
(Im[An(t)])
2w(t)dt
P−−−→
n→∞
0. (3.14)
Pozrieme na sa ďalšie výrazy z (3.7). Podľa silného zákona veľkých čísel pre
pevné t ∈ R
1
n
n∑
j=1
exp(itej,n) −−−→
n→∞
ϕ1(t) ∀t ∈ R skoro iste.
Je zrejmé, že existuje K > 0, že
|Bn(t)| ≤ K ∀t ∈ R ∀n
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a funkcia Bn(t) je spojitá na R ∀n. Pretože predpokladáme
∫∞
−∞ t
2w(t)dt, tak
∀ε > 0 ∃Aε
∫
|t|>Aε
t2w(t)dt < ε,
čiže aj
∀ε > 0 ∃Bε
∫
|t|>Bε
|Bn(t)|2w(t)dt < ε.
Teda pre nejaké pevné ε > 0 nám stačí skúmať∫ Bε
−Bε
|Bn(t)|2w(t)dt.
Pretože však vieme, že funkcia Bn(t) je spojitá, ohraničená a zaujíma nás na
uzavretom konečnom intervale, potom podľa [3] (veta 7.3) dostávame aj∫ ∞
−∞
|Bn(t)|2w(t)dt P−−−→
n→∞
0. (3.15)
Ďalej sa pozrieme na strednú hodnotu výrazu
∫∞
−∞(Re[Bn(t)])
2w(t)dt
E
∫ ∞
−∞
(Re[Bn(t)])
2w(t)dt = E
∫ ∞
−∞
(
1
n
n∑
j=1
(cos(tej,n)− E cos(tej,n))
)2
w(t)dt =
=
1
n2
n∑
j=1
n∑
k=1
∫ ∞
−∞
E((cos(tej,n)− E cos(tej,n))(cos(tek,n)− E cos(tek,n)))︸ ︷︷ ︸
=0
w(t)dt +
+
1
n2
n∑
j=1
∫ ∞
−∞
E(cos(tej,n)− E cos(tej,n))2︸ ︷︷ ︸
<∞
w(t)dt −−−→
n→∞
0. (3.16)
Z toho potom vyplýva ∫ ∞
−∞
(Re[Bn(t)])
2w(t)dt
P−−−→
n→∞
0.
Analogicky aj ∫ ∞
−∞
(Im[Bn(t)])
2w(t)dt
P−−−→
n→∞
0.
A nakoniec výraz∫ ∞
−∞
|C(t)|2w(t)dt =
∫ ∞
−∞
|ϕ1(t)− ϕ0(t)|2w(t)dt
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je rovný konštante. Teda máme√√√√∫ ∞
−∞
|Re[Bn(t)]|2w(t)dt︸ ︷︷ ︸ P−−−→
n→∞ 0
√√√√∫ ∞
−∞
|Re[C(t)]|2w(t)dt︸ ︷︷ ︸
= konštanta
P−−−→
n→∞
0,
√√√√∫ ∞
−∞
|Im[Bn(t)]|2w(t)dt︸ ︷︷ ︸ P−−−→
n→∞ 0
√√√√∫ ∞
−∞
|Im[C(t)]|2w(t)dt︸ ︷︷ ︸
= konštanta
P−−−→
n→∞
0.
Nakoniec dosadením (3.15), (3.16), (3.12), (3.13), (3.14) do (3.7) tak dostávame
limitný tvar testovej štatistiky pri pevnej alternatíve pri použití odhadu metódou
najmenších štvorcov
n−1Tn,w
P−−−→
n→∞
∫ ∞
−∞
|ϕ1(t)− ϕ0(t)|2w(t)dt. ¤
Veta 10. Nech pozorovania Y1,n, . . . ,Yn,n spĺňajú model Yj,n = xj,nβ + ej,n, kde
e1,n, . . . , en,n sú nezávislé náhodné veličiny s distribučnou funkciou F1, kde F1 je
symetrická okolo 0 a charakteristickou funkciou k nej príslušnej ϕ1. Nech
max
1≤i≤n
√
hii,n(log n)
1/2 → 0 pre n→∞,
1
n
(XTn Xn) = Dn −−−→
n→∞
D,
kde D je pozitívne definitná matica a nech platí (C.1). Nech ϕ0 je charakteris-
tická funkcia príslušná distribučnej funkcii F0 z hypotézy (2.2). Nech βˆn je odhad
parametra β pomocou regresných kvantilov. Potom
n−1Tn,w
P−−−→
n→∞
∫ ∞
−∞
|ϕ1(t)− ϕ0(t)|2w(t)dt.
Dôkaz: Dôkaz tejto vety sa od dôkazu predchádzajúcej vety bude líšiť len úpravou
výrazu |An(t)|2. Použijeme vetu 3, ktorej predpoklady sú splnené, a dostávame
n∑
j=1
(eˆj,n − ej,n)2 =
n∑
j=1
(xTj,n(β0 − βˆn))2
=
n∑
j=1
(β0 − βˆn)Txj,nxTj,n(β0 − βˆn)
=
1
4f(0)2
((XTn Xn)
−1/2
n∑
k=1
xk,n sign ek,n + oP (1))T
((XTn Xn)
−1/2
n∑
l=1
xl,n sign el,n + oP (1))
= OP (1),
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pretože
E(XTn Xn)
−1/2
n∑
k=1
xk,n sign ek,n = 0
a
var(XTn Xn)
−1/2
n∑
k=1
xk,n sign ek,n = (XTn Xn)
−1/2
n∑
k=1
xk,nvar sign ek,nxTk,n(X
T
n Xn)
−1/2 =
= var sign ek,nIp,
kde Ip je jednotková matica rádu p. Teda po vydelení n získame
1
n
n∑
j=1
(eˆj,n − ej,n)2 P−−−→
n→∞
0. (3.17)
Čiže rovnako ako pre odhad metódou najmenších štvorcov máme∫ ∞
−∞
|An(t)|2w(t)dt P−−−→
n→∞
0,
z čoho nám opäť vyplýva∫ ∞
−∞
(Re[An(t)])
2w(t)dt
P−−−→
n→∞
0, (3.18)
∫ ∞
−∞
(Im[An(t)])
2w(t)dt
P−−−→
n→∞
0. (3.19)
Dosadením (3.15), (3.16), (3.17), (3.18), (3.19) do (3.7) pre L1 odhad tiež dostá-
vame
n−1Tn,w
P−−−→
n→∞
∫ ∞
−∞
|ϕ1(t)− ϕ0(t)|2w(t)dt. ¤
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Kapitola 4
Simulácie
V tejto kapitole aplikujeme navrhnutý test na simulované dáta, porovnáme nie-
koľko volieb odhadov parametrov β a c a testové štatistiky pre rôzne váhové fun-
kcie. V testoch budeme porovnávať tieto rozdelenia: normálne rozdelenie N(0, 1),
Laplaceovo rozdelenie Lap(0, 1), logistické rozdelenie Log(0, 1) a Studentovo t-
rozdelenie so 4 stupňami voľnosti. Všetky numerické výpočty a simulácie boli
vykonané v štatistickom programe R.
Na určenie kritických hodnôt sme použili parametrický bootstrap. Popíšeme
si ho v niekoľkých krokoch:
1. Zvolíme parametre β a c. Vygenerujeme jednu sadu dát Y1,n, . . . ,Yn,n, kde
Yj,n = Xnβ + cej,n, j = 1, . . . ,n
kde ej,n, j = 1, . . . ,n je výber z nejakého rozdelenia (použili sme rozdelenia
N(0, 1), Lap(0, 1), Log(0, 1), t4). Z tohto modelu odhadneme parametre βˆn
a cˆn a vypočítame hodnotu testovej štatistiky.
2. Vygenerujeme náhodný výber e∗1,n, . . . ,e
∗
n,n z hypotetického rozdelenia, teda
s distribučnou funkciou F0. Vytvoríme pozorovania Y ∗1,n, . . . ,Y
∗
n,n, kde
Y ∗j,n = Xnβˆn + cˆne
∗
j,n, j = 1, . . . ,n.
Odhadneme parametre βˆn a cˆn a vypočítame hodnotu testovej štatistiky
T ∗. Tento krok opakujeme N -krát.
3. Z hodnôt testovej štatistiky T ∗1 , . . . ,T
∗
N vyberieme (1−α) kvantil, ktorý bude
aproximovať kritickú hodnotu pre testovú štatistiku.
Zvolili sme N = 2000 a všetky testy sme vykonali na hladine α = 0.05. Hod-
noty parametra a sme zvolili nasledujúce: 14 ,
1
2 , 1, 2, 3 a pi. Jedine pre Studentovo
t4 rozdelenie sme nepoužili hodnotu a = 2, keďže v tomto prípade boli hodnoty
testovej štatistiky niekedy nedefinované. Pred generovaním náhodného výberu z
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hypoetického rozdelenia e∗1,n, . . . ,e
∗
n,n sme si vždy nastavili set.seed(9), teda z
daného rozdelenia bol vždy generovaný rovnaký náhodný výber. Pretože naše od-
hady spĺňajú (2.3) a (2.4), získané kritické hodnoty sú rovnaké bez ohľadu na
rozdelenie ej,n, j = 1, . . . ,n. Pri testovaní sme vždy použili rovnaké náhodné vý-
bery pomocou nastavenia set.seed(9).
Parametre β a c sme odhadovali pomocou metódy najmenších štvorcov (v
tabuľkách označenie L2), pomocou M-odhadu s použitím Huberovej funkcie (v ta-
buľkách M) a pomocou regresných kvantilov. V prípade odhadu pomocou regres-
ných kvantilov sme použili dva rôzne odhady parametra c: pomocou regresných
kvantilov – viď (2.10) (v tabuľkách L1) a pomocou reziduálneho súčtu štvorcov
(v tabuľkách L∗1), teda
1
n− p
n∑
j=1
(Yj,n − xTj,nβˆn)2. (4.1)
Pretože nie všetky uvažované rozdelenia majú rozptyl jednotkový a žiadne
nemá jednotkové medzikvartilové rozpätie, odhady parametra c sme pred výpoč-
tom odhadu reziduí ešte vydelili smerodajnou odchýlkou (prípadne medzikvarti-
lovým rozpätím) hypotetického rozdelenia.
Použili sme nasledujúce váhové funkcie
w1(t) = e
−at2 ,
w2(t) = e
−a|t|,
w3(t) = (1 + t
2)e−at
2
,
w4(t) = (1 + t
2)e−a|t|.
Pre každé rozdelenie uvedieme aspoň jeden konkrétny tvar testovej štatistiky
a potom výsledky testov. Najprv však ešte popíšeme použitú maticu regresorov
Xn a voľby parametrov použité v simuláciách.
V simuláciách použijeme maticu Xn s riadkami
xTj,n =
(
1,
j
n
,
j2
n2
)
,
ktorá spĺňa podmienku (C.1), teda
lim
n→∞
max
1≤j≤n,1≤v≤p
|xjv,n|n− 12 = 0
a platí, že
lim
n→∞
1
n
n∑
j=1
xj,nxTj,n = D,
kde
D =
 1 12 131
2
1
3
1
4
1
3
1
4
1
5

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je pozitívne definitná matica.
Pri aproximácii kritických hodnôt sme volili β = (2,3,1)T a c = 1, avšak vďaka
vlastnostiam použitých odhadov, vypočítané kritické hodnoty nezávisia na týchto
hodnotách parametrov. Pri testovaní sme volili β = (1,2,3)T a c = 1.
V nasledujúcich kapitolách si vždy uvedieme najprv tvar testovej štatistiky
pre danú voľbu váhovej funkcie – tá vždy závisí aj na voľbe parametra a, ktorý
ovplyvňuje konvergenciu váhovej funkcie k nule, preto testovú štatistiku budeme
označovať Tn,a. Ďalej uvedieme tabuľku kritických hodnôt a nakoniec aj tabuľky,
v ktorých sú uvedené pravdepodobnosti zamietnutia (v percentách) nulovej hypo-
tézy – v prvom stĺpci tabuľky je uvedené skutočné rozdelenie e1,n, . . . ,en,n a v po-
slednom stĺpci tabuliek (označenom KS) sú výsledky Kolmogorov–Smirnovovho
testu aplikovaného na odhadnuté reziduá.
4.1 Normálne rozdelenie
Testujeme hypotézu
H0 : F ≡ F0,
kde F0 je distribučná funkcia normálneho rozdelenia N(0, 1) proti alternatíve
H1 : F 6= F0.
Najprv si upravíme tvar testovej štatistiky Tn,w dosadením charakteristickej
funkcie normálneho rozdelenia ϕ0(t) = e− t
2
2 , teda
Tn,w = n
∫ ∞
−∞
|ϕn(t)− ϕ0(t)|2w(t)dt
= n
∫ ∞
−∞
∣∣∣∣∣ 1n
n∑
j=1
eiteˆj,n − e− t
2
2
∣∣∣∣∣
2
w(t)dt
= n
∫ ∞
−∞
∣∣∣∣∣ 1n
n∑
j=1
cos(teˆj,n) +
i
n
n∑
j=1
sin(teˆj,n)− e− t
2
2
∣∣∣∣∣
2
w(t)dt
= n
∫ ∞
−∞
 1
n2
(
n∑
j=1
cos(teˆj,n)
)2
+
1
n2
(
n∑
j=1
sin(teˆj,n)
)2
−
− 2
n
n∑
j=1
cos(teˆj,n)e
− t22 + e−t
2
)
w(t)dt
=
∫ ∞
−∞
(
1
n
n∑
j=1
n∑
k=1
cos(t(eˆj,n − eˆk,n))− 2
n∑
j=1
cos(teˆj,n)e
− t22 + ne−t
2
)
w(t)dt
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=
∫ ∞
−∞
(
1
n
n∑
j=1
n∑
k=1
Re[ eiteˆj,n−eˆk,n ]− 2
n∑
j=1
Re[ eiteˆj,n−
t2
2 ] + ne−
t2
2
)
w(t)dt.
Váhová funkcia w1(t) = e−at
2
Pre váhovú funkciu w1(t) = e−at
2
dostaneme tvar testovej štatistiky
Tn,a =
1
n
√
pi
a
(
n∑
j,k=1
e−(eˆj,n−eˆk,n)
2/4a
)
+ n
√
pi
1 + a
− 2
√
2pi
1 + 2a
(
n∑
j=1
e−eˆ
2
j,n/(2+4a)
)
.
Pomocou parametrického bootstrapu sme získali túto aproximáciu kritických hod-
nôt:
a = 14 a =
1
2 a = 1 a = 2 a = 3 a = pi
L2 2,333 0,906 0,259 0,053 0,019 0,017
M 1,809 0,612 0,180 0,063 0,033 0,030
L1 41.668 35.321 27.653 19.161 14.155 13.610
L∗1 2.623 1.120 0.518 0.275 0.185 0.177
Tabuľka 4.1: Aproximácia kritických hodnôt, váhová funkcia w1(t) = e−at
2
Test pri použití odhadov parametra β a c založený na regresných kvantiloch
(tabuľka 4.4) najmenej reagoval na zmenu rozdelenia (zároveň aj kritické hodnoty
sa výrazne líšili od kritických hodnôt pre iné odhady). Zvyšné použité odhady
nám dali podobné výsledky – pri normálnej hypotéze bolo najťažšie odlíšiť logis-
tické rozdelenie. Avšak zatiaľ čo v prípade metódy najmenších štvorcov a Hube-
rovho odhadu s rastúcim parametrom a takmer vždy rástla aj pravdepodobnosť
zamietnutia, ak sme použili L1 odhad parametra β a c sme odhadli pomocou
reziduálneho súčtu štvorcov, to bolo presne naopak. Najvyššie pravdepodobnosti
zamietnutia boli v prípade použitia odhadu metódou najmenších štvorcov.
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a = 0,25 a = 0,5 a = 1 a = 2 a = 3 a = pi KS
N(0, 1) 5,15 4,85 4,70 5,50 5,15 5,15 0,05
Lap(0, 1) 52,10 53,00 50,60 48,90 46,95 46,75 2,35
Log(0, 1) 17,60 18,45 20,60 21,80 21,00 21,10 0,25
t4 40,30 44,00 46,00 46,75 46,15 46,20 2,95
Tabuľka 4.2: Pravdepodobnosti zamietnutia (v %) - metóda najmenších štvorcov,
váhová funkcia w1(t) = e−at
2
a = 0,25 a = 0,5 a = 1 a = 2 a = 3 a = pi KS
N(0, 1) 4,40 5,40 5,75 4,80 4,50 4,50 0,00
Lap(0, 1) 28,50 35,55 39,25 38,50 41,55 42,25 0,00
Log(0, 1) 8,25 10,90 11,60 10,05 11,10 11,30 0,00
t4 13,55 20,75 26,60 26,55 30,50 31,10 0,00
Tabuľka 4.3: Pravdepodobnosti zamietnutia (v %) - M -odhad, Huberova ψ fun-
kcia, váhová funkcia w1(t) = e−at
2
a = 0,25 a = 0,5 a = 1 a = 2 a = 3 a = pi KS
N(0,1) 3.95 3.95 4.05 3.90 4.00 4.00 29.40
Lap(0,1) 5.55 5.65 5.70 5.90 6.35 6.35 31.85
Log(0,1) 4.95 5.00 5.00 5.25 5.45 5.45 28.80
t4 4.65 4.65 4.85 5.00 5.10 5,10 29,25
Tabuľka 4.4: Pravdepodobnosti zamietnutia (v %) - odhad β pomocou regresných
kvantilov, parameter c odhadnutý pomocou regresných kvantilov, váhová funkcia
w1(t) = e−at
2
a = 0,25 a = 0,5 a = 1 a = 2 a = 3 a = pi KS
N(0,1) 4,60 4,70 5,40 6,05 6,45 6,40 0,30
Lap(0,1) 56,45 52,75 29,25 5,95 2,85 2,65 5,05
Log(0,1) 18,30 17,50 10,45 4,60 3,95 3,90 1,20
t4 43,45 43,80 31,50 11,65 5,85 5,35 5,25
Tabuľka 4.5: Pravdepodobnosti zamietnutia (v %) - odhad β pomocou regresných
kvantilov, parameter c odhadnutý pomocou reziduálneho súčtu štvorcov, váhová
funkcia w1(t) = e−at
2
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Váhová funkcia w3(t) = (1 + t2)e−at
2
Pre váhovú funkciu w3(t) = (1 + t2)e−at
2
dostaneme tvar testovej štatistiky
Tn,a =
1
n
n∑
j=1
n∑
k=1
−e
− (eˆj,n−eˆk,n)
2
4a
√
pi ((eˆj,n − eˆk,n)2 − 2a(1 + 2a))
4a5/2
−2
n∑
j=1
e−
eˆ2j,n
2+4a
√
2pi
(
2− eˆ2j,n + 6a + 4a2
)
(1 + 2a)5/2
+n
√
pi(3 + 2a)
2(1 + a)3/2
.
Získané kritické hodnoty (pre odhad β i c pomocou regresných kvantilov sú kri-
tické hodnoty opäť výrazne iné):
a = 14 a =
1
2 a = 1 a = 2 a = 3 a = pi
L2 14,463 3,799 0,799 0,119 0,035 0,030
M 11,970 2,762 0,511 0,113 0,051 0,047
L1 83,851 56,081 39,733 25,240 18,081 17,342
L∗1 15,365 4,072 1,064 0,404 0,248 0,234
Tabuľka 4.6: Aproximácia kritických hodnôt, váhová funkcia w3(t) = (1 + t2)e−at
2
Výsledky získané na základe testov pri použití váhovej funkcie
w3(t) = (1+t2)e−at
2
sú podobné ako výsledky získané pri použití w1(t) = e−at
2
. Po-
užitie metódy najmenších štvorcov nám opäť dávalo najvyššie pravdepodobnosti
zamietnutia a použitie odhadu pomocou regresných kvantilov sa zasa ukázalo ako
najmenej vhodné zo skúmaných odhadov. Takisto ak e1,n, . . . , en,n pochádzali
z logistického rozdelenia, pravdepodobnosť zamietnutia nulovej hypotézy bola z
uvažovaných rozdelení najmenšia – teda rovnako ako pri použití váhovej funkcie
w1(t).
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a = 0,25 a = 0,5 a = 1 a = 2 a = 3 a = pi KS
N(0,1) 4,30 5,25 4,60 5,05 5,30 5,35 0,05
Lap(0,1) 44,25 52,05 51,40 49,75 48,10 48,05 2,35
Log(0,1) 12,35 17,85 19,50 21,85 21,30 21,20 0,25
t4 32,50 40,90 45,15 46,75 46,70 46,70 2,95
Tabuľka 4.7: Pravdepodobnosti zamietnutia (v %) - metóda najmenších štvorcov,
váhová funkcia w3(t) = (1 + t2)e−at
2
a = 0,25 a = 0,5 a = 1 a = 2 a = 3 a = pi KS
N(0,1) 4,10 5,10 5,05 4,75 4,60 4,60 0,00
Lap(0,1) 19,85 29,50 36,20 36,15 39,25 39,75 0,00
Log(0,1) 6,65 9,10 11,45 9,35 10,30 10,35 0,00
t4 9,35 15,05 22,85 24,15 27,40 28,15 0,00
Tabuľka 4.8: Pravdepodobnosti zamietnutia (v %) - M -odhad, Huberova ψ fun-
kcia, váhová funkcia w3(t) = (1 + t2)e−at
2
a = 0,25 a = 0,5 a = 1 a = 2 a = 3 a = pi KS
N(0,1) 3,25 4,00 4,05 3,95 3,90 3,90 29,40
Lap(0,1) 5,40 5,40 5,65 5,75 6,05 6,10 31,85
Log(0,1) 5,20 5,00 5,00 5,05 5,25 5,25 28,80
t4 5,00 4,80 4,65 4,90 5,05 5,05 29,25
Tabuľka 4.9: Pravdepodobnosti zamietnutia (v %) - odhad β pomocou regresných
kvantilov, parameter c odhadnutý pomocou regresných kvantilov, váhová funkcia
w3(t) = (1 + t2)e−at
2
a = 0,25 a = 0,5 a = 1 a = 2 a = 3 a = pi KS
N(0,1) 4,90 4,85 4,75 5,95 6,20 6,25 0,30
Lap(0,1) 52,85 57,85 47,75 12,60 3,90 3,60 5,05
Log(0,1) 16,20 19,40 16,30 5,70 4,20 4,05 1,20
t4 37,90 45,15 41,75 18,80 8,40 7,60 5,25
Tabuľka 4.10: Pravdepodobnosti zamietnutia (v %) - odhad β pomocou regresných
kvantilov, parameter c odhadnutý pomocou reziduálneho súčtu štvorcov, váhová
funkcia w3(t) = (1 + t2)e−at
2
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Váhová funkcia w2(t) = e−a|t|
Dosadením váhovej funkcie w2(t) = e−a|t| dostaneme tvar testovej štatistiky
Tn,a =
1
n
n∑
j=1
n∑
k=1
2a
(eˆj,n − eˆk,n)2 + a2
−2
n∑
j=1
Re
(
e−
1
2 (j+iα)
2
√
pi
2
(
1 + e2ijα − ie2ijαErfi
[
j − iα√
2
]
+ iErfi
[
j + iα√
2
]))
+ne
α2
4
√
piErfc
(a
2
)
,
kde Erfi(x) = Erf(ix)
i
a Erfc(x) = 1− Erf(x).
Pomocou parametrického bootstrapu sme získali tieto kritické hodnoty:
a = 14 a =
1
2 a = 1 a = 2 a = 3 a = pi
L2 9,776 3,777 1,016 0,149 0,033 0,027
M 9,115 3,306 0,812 0,108 0,029 0,025
L1 47,670 35,243 24,098 13,292 7,611 7,129
L∗1 11,165 4,316 1,200 0,259 0,113 0,103
Tabuľka 4.11: Aproximácia kritických hodnôt, váhová funkcia w2(t) = e−a|t|
Aj v tomto prípade sme získali obdobné výsledky ako pri použití predchádza-
júcich dvoch váhových funkcií.
Keď zhrnieme test „normálnej hypotézyÿ, tak v našom prípade sa ako ne-
vhodný ukázal odhad parametrov β a c pomocou regresných kvantilov. Zároveň
išlo o jediný odhad, pri ktorého použití boli pravdepodobnosti zamietnutia nižšie
než pravdepodobnosti zamietnutia pri použití Kolmogorov–Smirnovovho testu.
Zvyšné tri odhady, ktoré sme použili, dávali podobné výsledky: najmenej často
zamietali nulovú hypotézu, ak skutočné rozdelenie chýb bolo logistické Log(0, 1).
Ostatne, podobný výsledok dávali aj simulácie v [7]. Na základe týchto simulácií
sa zdá, že na použití váhovej funkcii nezáleží, ale pri použití odhadu metódou
najmenších štvorcov je test citlivejší.
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a = 0,25 a = 0,5 a = 1 a = 2 a = 3 a = pi KS
N(0,1) 4,45 4,05 4,50 4,55 4,75 4,85 0,05
Lap(0,1) 37,00 44,55 50,65 52,85 50,50 50,35 2,35
Log(0,1) 9,80 12,55 16,25 18,80 20,50 21,00 0,25
t4 25,65 33,30 39,10 44,65 46,00 46,25 2,95
Tabuľka 4.12: Pravdepodobnosti zamietnutia (v %) - metóda najmenších štvorcov,
váhová funkcia w2(t) = e−a|t|
a = 0,25 a = 0,5 a = 1 a = 2 a = 3 a = pi KS
N(0,1) 4,20 4,35 4,10 5,10 5,45 5,15 0,00
Lap(0,1) 15,05 20,05 27,70 39,20 42,65 42,60 0,00
Log(0,1) 5,50 6,55 7,65 11,10 12,40 12,40 0,00
t4 6,70 9,70 13,70 24,65 30,40 30,95 0,00
Tabuľka 4.13: Pravdepodobnosti zamietnutia (v %) - M -odhad, Huberova ψ fun-
kcia, váhová funkcia w2(t) = e−a|t|
a = 0,25 a = 0,5 a = 1 a = 2 a = 3 a = pi KS
N(0,1) 2,20 2,40 2,50 2,35 2,50 2,50 29,40
Lap(0,1) 2,70 2,25 2,30 2,35 2,70 2,70 31,85
Log(0,1) 2,55 2,45 2,40 2,55 2,90 2,90 28,80
t4 2,75 2,25 2,35 2,45 2,55 2,55 29,25
Tabuľka 4.14: Pravdepodobnosti zamietnutia (v %) - odhad β pomocou regresných
kvantilov, parameter c odhadnutý pomocou regresných kvantilov, váhová funkcia
w2(t) = e−a|t|
a = 0,25 a = 0,5 a = 1 a = 2 a = 3 a = pi KS
N(0,1) 4,20 4,20 4,55 5,25 5,95 5,95 0,30
Lap(0,1) 44,00 49,75 53,30 37,20 12,75 10,80 5,05
Log(0,1) 11,05 14,10 17,25 12,75 5,65 5,45 1,20
t4 28,55 35,75 40,95 33,95 18,20 15,75 5,25
Tabuľka 4.15: Pravdepodobnosti zamietnutia (v %) - odhad β pomocou regresných
kvantilov, parameter c odhadnutý pomocou reziduálneho súčtu štvorcov, váhová
funkcia w2(t) = e−a|t|
4.2 Laplaceovo rozdelenie
Testujeme hypotézu
H0 : F ≡ F0,
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kde F0 je distribučná funkcia Laplaceovho rozdelenia Lap(0, 1) proti alternatíve
H1 : F 6= F0.
Podobne ako v prípade normálneho rozdelenia, aj tu si upravíme tvar testovej
štatistiky Tn,w dosadením charakteristickej funkcie Laplaceovho rozdelenia
ϕ0(t) = 11+t2
Tn,w = n
∫ ∞
−∞
|ϕn(t)− ϕ0(t)|2w(t)dt =
=
∫ ∞
−∞
(
1
n
n∑
j=1
n∑
k=1
Re[ eiteˆj,n−eˆk,n ]− 2
1 + t2
n∑
j=1
Re[ eiteˆj,n ] +
n
(1 + t2)2
)
w(t)dt.
Váhová funkcia w3(t) = (1 + t2)e−at
2
Pri použití váhovej funkcie w3(t) = (1 + t2)e−at
2
má testová štatistika tvar
Tn,a =
1
n
√
pi
16a5
(
n∑
j,k=1
[2a(1 + 2a)− (eˆj,n − eˆk,n)2e−(eˆj,n−eˆk,n)2/4a]
)
+npi[1− Erf(√a)]ea − 2
√
pi
a
(
n∑
j=1
e−eˆ
2
j,n/4a
)
,
kde Erf(x) = (2/
√
pi)
∫ x
0 e
−t2dt.
a = 14 a =
1
2 a = 1 a = 2 a = 3 a = pi
L2 21,702 8,146 2,531 0,644 0,266 0,239
M 20,456 6,979 2,029 0,731 0,450 0,424
L1 71,371 46,006 32,285 22,294 16,939 16,465
L∗1 15,888 5,751 1,859 0,561 0,299 0,278
Tabuľka 4.16: Aproximácia kritických hodnôt, váhová funkcia w3(t) = (1+t2)e−at
2
Použitie odhadu pomocou regresných kvantilov sa opäť ukázalo ako najmenej
vhodné. V ostatných prípadoch bolo najčastejšie „odhalenéÿ normálne rozdelenie,
avšak pravdepodobnosť zamietnutia nulovej hypotézy klesala s rastúcim paramet-
rom a.
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a = 0,25 a = 0,5 a = 1 a = 2 a = 3 a = pi KS
N(0,1) 27,45 29,95 25,75 9,65 0,95 0,70 1,30
Lap(0,1) 5,70 5,10 4,90 5,10 4,80 4,75 0,85
Log(0,1) 15,40 14,80 11,45 4,05 1,40 1,30 0,60
t4 9,70 9,70 10,25 9,55 8,85 8,75 0,95
Tabuľka 4.17: Pravdepodobnosti zamietnutia (v %) - metóda najmenších štvorcov,
váhová funkcia w3(t) = (1 + t2)e−at
2
a = 0,25 a = 0,5 a = 1 a = 2 a = 3 a = pi KS
N(0,1) 23,65 23,20 9,15 0,30 0,00 0,00 0,35
Lap(0,1) 6,00 5,50 4,90 4,85 5,05 5,15 0,20
Log(0,1) 15,05 13,55 5,55 0,80 0,50 0,50 0,20
t4 12,35 9,35 5,30 1,75 1,55 1,45 0,05
Tabuľka 4.18: Pravdepodobnosti zamietnutia (v %) - M -odhad, Huberova ψ fun-
kcia, váhová funkcia w3(t) = (1 + t2)e−at
2
a = 0,25 a = 0,5 a = 1 a = 2 a = 3 a = pi KS
N(0,1) 2,95 3,65 3,85 3,65 3,55 3,55 22,35
Lap(0,1) 5,00 5,25 5,45 5,05 5,20 5,20 23,85
Log(0,1) 4,65 4,90 4,85 4,85 4,80 4,80 22,70
t4 4,65 4,55 4,45 4,30 4,20 4,15 23,20
Tabuľka 4.19: Pravdepodobnosti zamietnutia (v %) - odhad β pomocou regresných
kvantilov, parameter c odhadnutý pomocou regresných kvantilov, váhová funkcia
w3(t) = (1 + t2)e−at
2
a = 0,25 a = 0,5 a = 1 a = 2 a = 3 a = pi KS
N(0,1) 21,65 26,95 25,45 14,35 10,15 10,20 0,60
Lap(0,1) 5,85 5,30 4,85 4,80 4,50 4,55 0,40
Log(0,1) 10,05 12,45 10,80 6,45 5,95 6,05 0,40
t4 7,90 9,35 10,40 10,10 10,35 10,40 0,70
Tabuľka 4.20: Pravdepodobnosti zamietnutia (v %) - odhad β pomocou regresných
kvantilov, parameter c odhadnutý pomocou reziduálneho súčtu štvorcov, váhová
funkcia w3(t) = (1 + t2)e−at
2
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Váhová funkcia w4(t) = (1 + t2)e−a|t|
Pre váhovú funkciu w4(t) = (1 + t2)e−a|t| dostaneme tvar testovej štatistiky
Tn,a =
1
n
n∑
j=1
n∑
k=1
2a
(
eˆ4j,n − 4j3eˆk,n + eˆ4k,n + 2eˆ2k,n (−3 + a2) + a2 (2 + a2)
((eˆj,n − eˆk,n)2 + a2)3 −
− 4eˆj,neˆk,n
(−3 + eˆ2k,n + a2)+ 2eˆ2j,n (−3 + 3eˆ2k,n + a2)
((eˆj,n − eˆk,n)2 + a2)3
)
−2
n∑
j=1
2a
eˆ2j,n + a2
+n(2
∫ a
0
cos(t)
t
dt sin(a) + cos(a)(pi − 2
∫ a
0
sin(t)
t
dt)).
V testoch použijeme tieto kritické hodnoty získané pomocou parametrického bo-
otstrapu:
a = 14 a =
1
2 a = 1 a = 2 a = 3 a = pi
L2 399,411 61,158 10,411 1,395 0,339 0,287
M 384,806 60,429 9,697 1,186 0,3301 0,292
L1 490,811 102,677 37,873 15,801 9,483 8,939
L∗1 409,491 56,145 8,057 1,012 0,275 0,237
Tabuľka 4.21: Aproximácia kritických hodnôt, váhová funkcia w4(t) = (1+t2)e−a|t|
Aj pri použití váhovej funkcie w4(t) = (1 + t2)e−a|t| bolo v najväčšom počte
prípadov „odhalenéÿ normálne rozdelenie. Avšak na rozdiel od predchádzajúceho
prípadu, pravdepodobnosť zamietnutia stúpala s rastúcim a. Odhad pomocou
regresných kvantilov sa opäť neosvedčil.
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a = 0,25 a = 0,5 a = 1 a = 2 a = 3 a = pi KS
N(0,1) 6,30 16,60 25,05 27,90 20,90 19,10 1,30
Lap(0,1) 4,25 5,75 5,30 4,95 4,40 4,35 0,85
Log(0,1) 5,00 9,65 13,25 13,20 9,90 8,95 0,60
t4 4,75 9,30 9,75 10,75 10,30 9,95 0,95
Tabuľka 4.22: Pravdepodobnosti zamietnutia (v %) - metóda najmenších štvorcov,
váhová funkcia w4(t) = (1 + t2)e−a|t|
a = 0,25 a = 0,5 a = 1 a = 2 a = 3 a = pi KS
N(0,1) 8,40 15,35 23,05 19,20 1,90 1,05 0,35
Lap(0,1) 6,45 5,85 6,45 5,70 5,45 5,25 0,20
Log(0,1) 7,60 10,75 14,75 11,25 1,80 1,40 0,20
t4 6,00 9,90 12,40 8,65 2,40 2,00 0,05
Tabuľka 4.23: Pravdepodobnosti zamietnutia (v %) - M -odhad, Huberova ψ fun-
kcia, váhová funkcia w4(t) = (1 + t2)e−a|t|
a = 0,25 a = 0,5 a = 1 a = 2 a = 3 a = pi KS
N(0,1) 2,20 1,80 3,10 3,65 3,55 3,55 22,35
Lap(0,1) 5,20 5,00 5,20 5,35 5,15 5,15 23,85
Log(0,1) 2,90 3,10 4,55 4,85 4,85 4,80 22,70
t4 3,35 2,95 4,75 4,40 4,20 4,05 23,20
Tabuľka 4.24: Pravdepodobnosti zamietnutia (v %) - odhad β pomocou regresných
kvantilov, parameter c odhadnutý pomocou regresných kvantilov, váhová funkcia
w4(t) = (1 + t2)e−a|t|
a = 0,25 a = 0,5 a = 1 a = 2 a = 3 a = pi KS
N(0,1) 5,10 7,70 17,85 26,65 22,90 21,85 0,60
Lap(0,1) 6,20 6,20 5,20 5,20 4,80 4,75 0,40
Log(0,1) 3,85 5,95 7,90 12,25 10,25 9,75 0,40
t4 5,30 6,45 7,70 10,10 10,50 10,45 0,70
Tabuľka 4.25: Pravdepodobnosti zamietnutia (v %) - odhad β pomocou regresných
kvantilov, parameter c odhadnutý pomocou reziduálneho súčtu štvorcov, váhová
funkcia w4(t) = (1 + t2)e−a|t|
Pri testovaní nulovej hypotézy, že rozdelenie chýb má Laplaceovo rozdelenie
Lap(0, 1) sme túto hypotézu najčastejšie zamietali, ak skutočné rozdelenie chýb
bolo normálne N(0, 1). Test bol najmä pre vyššie hodnoty parametra a citli-
vejší na zmenu rozdelenia pri použití metódy najmenších štvorcov a kombinácie
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L1 odhadu a odhadu parametra c pomocou reziduálneho súčtu štvorcov. Hoci
pravdepodobnosti zamietnutia boli nižšie než v prípade testovania normálneho
rozdelenia, boli výsledky stále lepšie než pri použití Kolmogorov–Smirnovovho
testu (ak neberieme do úvahy test pri použití odhadu β aj c pomocou regresných
kvantilov).
4.3 Logistické rozdelenie
Testujeme hypotézu
H0 : F ≡ F0,
kde F0 je distribučná funkcia logistického rozdelenia log(0, 1) proti alternatíve
H1 : F 6= F0.
Pre logistické rozdelenie s charakteristickou funkciou ϕ0(t) = pitsinh(pit) upravíme
tvar testovej štatistiky Tn,w
Tn,w = n
∫ ∞
−∞
|ϕn(t)− ϕ0(t)|2w(t)dt =
=
∫ ∞
−∞
(
1
n
n∑
j=1
n∑
k=1
Re[ eiteˆj,n−eˆk,n ]− 2pit
sinh(pit)
n∑
j=1
Re[ eiteˆj,n ] +
npi2t2
(sinh(pit))2
)
w(t)dt.
Váhová funkcia w2(t) = e−a|t|
Pre váhovú funkciu w2(t) = e−a|t| má testová štatistika tvar
Tn,a =
2a
n
(
n∑
j,k=1
1
a2 + (eˆj,n − eˆk,n)2
)
+
n
pi
[
2ξ(2,1 +
a
2pi
)− a
pi
ξ(3,1 +
a
2pi
)
]
− 2
pi
n∑
j=1
[
S(1)(a,eˆj,n)−
eˆ2j,n2pi
2
S
(2)
(a,eˆj,n)
]
,
kde
ξ(a,x) =
∞∑
k=0
1
(k + x)a
a
S(m)(a,x) =
∞∑
k=0
[( x
2pi
)2
+
(a + pi
2pi
+ k
)2]−m
, m = 1, 2.
Pri testovaní nulovej hypotézy, že chyby majú logistické rozdelenie, sa naj-
menej často zamietala nulová hypotéza, ak chyby mali v skutočnosti normálne
rozdelenie. Okrem odhadu pomocou regresných kvantilov, ktorý opäť zamietal
nulovú hypotézu iba v mále prípadov, pre malé hodnoty parametra a sa veľmi
neosvedčil ani M -odhad s použitím Huberovej ψ funkcie.
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a = 14 a =
1
2 a = 1 a = 2 a = 3 a = pi
L2 10,542 4,938 1,975 0,525 0,187 0,162
M 9,625 4,263 1,521 0,371 0,130 0,116
L1 33,692 25,278 18,657 12,430 8,567 8,155
L∗1 11,419 5,141 1,908 0,514 0,213 0,194
Tabuľka 4.26: Aproximácia kritických hodnôt, váhová funkcia w2(t) = e−a|t|
a = 0,25 a = 0,5 a = 1 a = 2 a = 3 a = pi KS
N(0,1) 6,05 6,35 5,65 5,30 3,75 3,60 0,10
Lap(0,1) 17,35 19,55 19,65 21,30 21,30 21,90 1,10
Log(0,1) 5,95 5,90 5,00 4,90 5,20 5,55 0,10
t4 11,45 13,85 15,20 18,50 21,00 21,80 1,70
Tabuľka 4.27: Pravdepodobnosti zamietnutia (v %) - metóda najmenších štvorcov,
váhová funkcia w2(t) = e−a|t|
a = 0,25 a = 0,5 a = 1 a = 2 a = 3 a = pi KS
N(0,1) 6,75 6,00 5,50 3,75 2,65 2,20 0,00
Lap(0,1) 9,00 9,55 10,55 14,40 21,35 21,65 0,00
Log(0,1) 6,55 5,90 5,30 4,40 5,60 5,40 0,00
t4 5,50 6,05 6,30 6,75 10,15 10,20 0,00
Tabuľka 4.28: Pravdepodobnosti zamietnutia (v %) - M -odhad, Huberova ψ fun-
kcia, váhová funkcia w2(t) = e−a|t|
a = 0,25 a = 0,5 a = 1 a = 2 a = 3 a = pi KS
N(0,1) 3,95 3,80 3,90 3,75 3,90 3,90 27,20
Lap(0,1) 7,15 6,05 5,50 5,50 5,65 5,70 29,65
Log(0,1) 5,90 5,00 4,90 4,95 5,00 5,00 26,65
t4 5,50 5,05 4,65 4,40 4,80 4,90 27,15
Tabuľka 4.29: Výsledky testov - odhad β pomocou regresných kvantilov, parame-
ter c odhadnutý pomocou regresných kvantilov, váhová funkcia w2(t) = e−a|t|
a = 0,25 a = 0,5 a = 1 a = 2 a = 3 a = pi KS
N(0,1) 3,90 3,30 2,70 3,05 3,90 3,90 0,30
Lap(0,1) 24,00 26,55 28,20 26,00 19,95 18,60 2,25
Log(0,1) 5,50 5,40 5,50 5,00 5,00 4,95 0,50
t4 14,05 17,05 19,65 21,50 20,55 19,85 2,20
Tabuľka 4.30: Pravdepodobnosti zamietnutia (v %) - odhad β pomocou regresných
kvantilov, parameter c odhadnutý pomocou reziduálneho súčtu štvorcov, váhová
funkcia w2(t) = e−a|t|
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Váhová funkcia w4(t) = (1 + t2)e−a|t|
Pre váhovú funkciu w4(t) = (1 + t2)e−a|t| dostaneme tvar testovej štatistiky
Tn,a =
2a
n
n∑
j=1
n∑
k=1
(
eˆ4j,n − 4eˆ3j,neˆk,n + eˆ4k,n + 2eˆ2k,n (−3 + a2) + a2 (2 + a2)(
eˆ2j,n − 2eˆj,neˆk,n + eˆ2k,n + a2
)3
+
−4eˆj,neˆk,n
(−3 + eˆ2k,n + a2)+ 2eˆ2j,n (−3 + 3eˆ2k,n + a2)(
eˆ2j,n − 2eˆj,neˆk,n + eˆ2k,n + a2
)3
)
−
n∑
j=1
∞∑
m=0
(
8pi
(−eˆ2j,n + (pi + 2mpi + a)2)(
eˆ2j,n + (pi + 2mpi + a)2
)2 +
+
48pi
(
eˆ4j,n − 6eˆ2j,n(pi + 2mpi + a)2 + (pi + 2mpi + a)4
)(
eˆ2j,n + (pi + 2mpi + a)2
)4
)
+n
16pi3ζ
(
2, a2pi
)− 8pi2aζ (3, a2pi)+ 48piζ (4, a2pi)− 24aζ (5, a2pi)
8pi4
Získali sme tieto kritické hodnoty:
a = 14 a =
1
2 a = 1 a = 2 a = 3 a = pi
L2 361,504 53,605 8,471 1,363 0,388 0,326
M 355,393 52,449 7,640 1,032 0,272 0,233
L1 427,454 79,602 29,084 14,844 9,978 9,462
L∗1 410,042 59,316 9,251 1,288 0,380 0,331
Tabuľka 4.31: Aproximácia kritických hodnôt, váhová funkcia w4(t) = (1+t2)e−a|t|
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a = 0,25 a = 0,5 a = 1 a = 2 a = 3 a = pi KS
N(0,1) 5,95 5,45 6,45 5,70 5,25 5,10 0,10
Lap(0,1) 7,70 9,95 18,30 19,55 21,20 21,25 1,10
Log(0,1) 6,35 5,70 5,85 4,80 4,95 5,00 0,10
t4 6,00 8,20 12,15 14,95 18,65 19,35 1,70
Tabuľka 4.32: Pravdepodobnosti zamietnutia (v %) - metóda najmenších štvorcov,
váhová funkcia w4(t) = (1 + t2)e−a|t|
a = 0,25 a = 0,5 a = 1 a = 2 a = 3 a = pi KS
N(0,1) 5,90 6,30 6,75 5,35 3,65 3,25 0,00
Lap(0,1) 7,60 6,60 8,75 10,50 15,05 15,65 0,00
Log(0,1) 6,80 5,80 6,45 5,15 4,40 4,55 0,00
t4 5,60 4,65 6,40 5,95 6,85 6,95 0,00
Tabuľka 4.33: Pravdepodobnosti zamietnutia (v %) - M -odhad, Huberova ψ fun-
kcia, váhová funkcia w4(t) = (1 + t2)e−a|t|
a = 0,25 a = 0,5 a = 1 a = 2 a = 3 a = pi KS
N(0,1) 4,80 3,60 4,00 3,85 3,80 3,85 27,20
Lap(0,1) 7,55 9,70 7,50 5,45 5,55 5,60 29,65
Log(0,1) 5,35 5,45 6,10 4,90 4,95 4,95 26,65
t4 5,90 5,90 5,80 4,65 4,50 4,60 27,15
Tabuľka 4.34: Výsledky testov - odhad β pomocou regresných kvantilov, pa-
rameter c odhadnutý pomocou regresných kvantilov, váhová funkcia w4(t) =
(1 + t2)e−a|t|
a = 0,25 a = 0,5 a = 1 a = 2 a = 3 a = pi KS
N(0,1) 5,80 5,00 3,65 2,95 3,15 3,05 0,30
Lap(0,1) 8,70 15,90 24,00 28,65 25,40 24,95 2,25
Log(0,1) 5,10 6,00 5,20 5,45 5,10 5,15 0,50
t4 7,35 10,30 14,15 19,80 21,55 21,50 2,20
Tabuľka 4.35: Pravdepodobnosti zamietnutia (v %) - odhad β pomocou regresných
kvantilov, parameter c odhadnutý pomocou reziduálneho súčtu štvorcov, váhová
funkcia w4(t) = (1 + t2)e−a|t|
Výsledky získané pri voľbe váhovej funkcie w(t) = (1 + t2)e−a|t| sú podobné
ako tie, ktoré sme získali pri váhovej funkcii w(t) = e−a|t|.
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V prípade nulovej hypotézy, že chyby pochádzajú z logistického rozdelenia,
bolo (z uvažovaných rozdelení) najťažšie odlíšiť prípad, keď chyby v skutočnosti
mali normálne rozdelenie. K rovnakému výsledku na základe simulácii dospeli
aj v článku [7]. Odhad pomocou regresných kvantilov sa neosvedčil ani v tomto
prípade, test využívajúci M -odhad s Huberovou ψ funkciou zamietal nulovú hy-
potézu menej často než zvyšné dva odhady.
4.4 Studentovo t-rozdelenie
Testujeme hypotézu
H0 : F ≡ F0,
kde F0 je distribučná funkcia Studentovho t rozdelenia so 4 stupňami voľnosti
proti alternatíve
H1 : F 6= F0.
Charakteristická funkcia Studentovho t-rozdelenia so 4 stupňami voľnosti má
tvar
ϕ0(t) = 2|x|2 K2(2|x|),
kde Km označuje modifikovanú Besselovu funkciu druhého rádu. Po dosadení vá-
hovej funkcie w4(t) = (1 + t2)e−a|t| dostaneme nasledujúci tvar testovej štatistiky
Tn,a =
2a
n
n∑
j=1
n∑
k=1
(
eˆ4j,n − 4eˆ3j,neˆk,n + eˆ4k,n + 2eˆ2k,n (−3 + a2) + a2 (2 + a2)(
eˆ2j,n − 2eˆj,neˆk,n + eˆ2k,n + a2
)3
− 4eˆj,neˆk,n
(−3 + eˆ2k,n + a2)+ 2j2 (−3 + 3eˆ2k,n + a2)(
eˆ2j,n − 2eˆj,neˆk,n + eˆ2k,n + a2
)3
)
−2
n∑
j=1
[
2a
(a4 + a2(eˆ2j,n − 4) + (eˆ2j,n + 4)2)4
+(a14 + a12(7eˆ2j,n − 32) + a10(21eˆ4j,n − 128eˆ2j,n + 392) +
+a8(35eˆ6j,n − 160eˆ4j,n + 1096eˆ2j,n − 3240) +
+(4 + eˆ2j,n)
3(eˆ8j,n + 20eˆ
6
j,n − 120eˆ4j,n + 5176eˆ2j,n − 3232) +
+a6(35eˆ8j,n + 1104eˆ
4
j,n + 12064eˆ
2
j,n + 21120) +
+a4(21eˆ10j,n + 160eˆ
8
j,n + 656eˆ
6
j,n − 13104eˆ4j,n − 114304eˆ2j,n − 91904) +
+a2(7eˆ12j,n + 128eˆ
10
j,n + 424eˆ
8
j,n − 23648eˆ6j,n − 64640eˆ4j,n + 175616eˆ2j,n + 217088))+
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+
12(36 + a4 + 4ia3eˆj,n − 22eˆ2j,n + eˆ4j,n + a2(22− 6eˆ2j,n)− 4iaeˆj,n(eˆ2j,n − 11))pi
(4− a2 − 2iaeˆj,n + eˆ2j,n)9/2
+
12(36 + a4 − 4ia3eˆj,n − 22eˆ2j,n + eˆ4j,n + a2(22− 6eˆ2j,n) + 4iaeˆj,n(eˆ2j,n − 11))pi
(4− a2 + 2iaeˆj,n + eˆ2j,n)9/2
− arcsin(
1
2(a− ieˆj,n))
(4− a2 + 2iaeˆj,n + eˆ2j,n)9/2
24(36 + a4 − 4ia3eˆj,n − 22eˆ2j,n + eˆ4j,n + a2(22− 6eˆ2j,n) + 4iaeˆj,n(eˆ2j,n − 11))
− arcsin(
1
2(a− ieˆj,n))
(4− a2 − 2iaeˆj,n + eˆ2j,n)9/2
24(36 + a4 + 4ia3eˆj,n − 22eˆ2j,n + eˆ4j,n + a2(22− 6eˆ2j,n)− 4iaeˆj,n(eˆ2j,n − 11))
]
+ nca,
kde
ca =
∫ ∞
−∞
ϕ20(t)w(t)dt.
Najprv uvedieme získané odhadnuté kritické hodnoty, ktoré potom použijeme v
testoch:
a = 14 a =
1
2 a = 1 a = 3 a = pi
L2 387,417 60,184 10,010 0,393 0,333
M 379,342 57,635 8,912 0,292 0,255
L1 473,754 99,799 36,690 8,680 8,084
L∗1 430,740 64,230 9,611 0,347 0,300
Tabuľka 4.36: Aproximácia kritických hodnôt, váhová funkcia w4(t) = (1+t2)e−a|t|
Pri testovaní hypotézy, že chyby pochádzajú zo Studentovho t rozdelenia so
4 stupňami voľnosti boli pravdepodobnosti zamietnutia nulovej hypotézy veľmi
nízke pre všetky voľby odhadov a všetky uvažované rozdelenia.
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a = 0,25 a = 0,5 a = 1 a = 3 a = pi KS
N(0,1) 4,90 6,65 12,30 10,05 9,25 0,00
Lap(0,1) 5,45 5,80 5,80 3,00 2,90 0,00
Log(0,1) 4,30 4,30 5,85 3,80 3,50 0,00
t4 4,60 5,60 5,80 5,55 5,40 0,00
Tabuľka 4.37: Pravdepodobnosti zamietnutia (v %) - metóda najmenších štvorcov,
váhová funkcia w4(t) = (1 + t2)e−a|t|
a = 0,25 a = 0,5 a = 1 a = 3 a = pi KS
N(0,1) 6,05 7,05 9,95 2,10 1,50 0,00
Lap(0,1) 6,10 4,70 4,05 11,35 12,30 0,00
Log(0,1) 5,75 5,45 6,50 3,25 2,85 0,00
t4 4,55 4,70 6,45 5,15 5,20 0,00
Tabuľka 4.38: Pravdepodobnosti zamietnutia (v %) - M -odhad, Huberova ψ fun-
kcia, váhová funkcia w4(t) = (1 + t2)e−a|t|
a = 0,25 a = 0,5 a = 1 a = 3 a = pi KS
N(0,1) 4,20 3,25 3,85 4,25 4,15 0,00
Lap(0,1) 4,20 3,25 3,85 4,25 4,15 0,00
Log(0,1) 4,80 5,20 5,65 5,50 5,50 0,00
t4 5,90 5,25 5,65 5,20 5,20 0,00
Tabuľka 4.39: Pravdepodobnosti zamietnutia (v %) - odhad β pomocou regresných
kvantilov, parameter c odhadnutý pomocou regresných kvantilov, váhová funkcia
w4(t) = (1 + t2)e−a|t|
a = 0,25 a = 0,5 a = 1 a = 3 a = pi KS
N(0,1) 5,05 3,85 4,50 8,60 8,40 0,00
Lap(0,1) 5,05 3,85 4,50 8,60 8,40 0,00
Log(0,1) 4,60 3,70 3,10 3,15 3,25 0,00
t4 6,15 6,40 5,65 5,55 5,50 0,00
Tabuľka 4.40: Pravdepodobnosti zamietnutia (v %) - odhad β pomocou regresných
kvantilov, parameter c odhadnutý pomocou reziduálneho súčtu štvorcov, váhová
funkcia w4(t) = (1 + t2)e−a|t|
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Všetky testy pomerne verne kopírovali zvolenú hladinu α = 0,05. V našom prí-
pade sa neosvedčil odhad parametrov β a c pomocou regresných kvantilov, avšak
ak sme c odhadli pomocou reziduálneho súčtu štvorcov, výsledky boli omnoho lep-
šie a nulovú hypotézu zamietali približne v rovnakom počte prípadov ako zvyšné
odhady. Takisto sme nezistili veľké rozdiely medzi výsledkami získanými pre rôzne
voľby váhovej funkcie.
Ešte zhrnieme prípady, ktoré bolo pri testovaní nulovej hypotézy najťažšie
odlíšiť: pri testovaní nulovej hypotézy, že chyby majú normálne rozdelenie, sa
hypotéza najmenej často zamietala pre logistické rozdelenie, pre Laplaceovu nu-
lovú hypotézu to bolo v prípade, ak chyby mali v skutočnosti t4 alebo logistické
rozdelenie. Pri logistickej nulovej hypotéze mali najnižšiu pravdepodobnosť za-
mietnutia výbery z normálneho rozdelenia. A napokon pri testovaní Studentovho
t rozdelenia so 4 stupňami voľnosti boli pravdepodobnosti zamietnutia nízke pre
všetky uvažované rozdelenia. Kolmogorov–Smirnovov test zamietal nulovú hypo-
tézu oveľa menej často ako nami navrhovaný test (okrem prípadov, keď sme oba
parametre β a c odhadovali pomocou regresných kvantilov).
Bolo by možno zaujímavé zopakovať testy pre inú voľbu matice Xn, žiaľ, z
časových dôvodov to nebolo možné. Z rovnakých dôvodov bol obmedzený aj počet
opakovaní na 2000.
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Záver
V práci sme sa venovali testu dobrej zhody za prítomnosti rušivých parametrov –
v lineárnom modeli Yn = Xnβ + cen, ktorý je založený na vzdialenosti hypote-
tickej charakteristickej funkcie a empirickej charakteristickej funkcie odhadnutých
reziduí. Pretože rozdelenie testovej štatistiky závisí na voľbe odhadov parametrov
β a c, značná časť práce bola venovaná týmto odhadom a ich asymptotickému
správaniu – zaoberali sme sa odhadom metódou najmenších štvorcov, odhadom
získaným pomocou regresných kvantilov a M-odhadom s použitím Huberovej ψ
funkcie. Ďalej sme sa venovali limitnému rozdeleniu testovej štatistiky, a to nielen
za hypotézy či lokálnej alternatívy, ale odvodili sme jej rozdelenie aj za pevnej
alternatívy pri použití odhadu metódou najmenších štvorcov a odhadu pomo-
cou regresných kvantilov. Nakoniec sme uvažovaný test použili pre nasimulované
dáta. V našej situácii sa neosvedčil odhad parametrov β a c pomocou regres-
ných kvantilov, zvyšné testy však zamietali nulovú hypotézu omnoho častejšie
než Kolmogorov–Smirnovov test aplikovaný na odhadnuté reziduá.
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