The Fisher information matrix
Define the likelihood of the vector of the canonical parameters θ when n observations are given as: 
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when A is nonsingular, it follows that
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The Jeffreys prior
The log prior derivatives evaluated at the population values are .
Consequently, (S.9) becomes 
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which also comes from Subsection A.1 of the appendix.
From the above results,
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Under correct model specification, from (2.3) and (2.4) 
