We consider two stable Interacting Dark Matter -Dark Energy models and confront them against current Cosmic Microwave Background data from the Planck satellite. We then generate luminosity distance measurements from O(10 3 ) mock Gravitational Wave events matching the expected sensitivity of the proposed Einstein Telescope. We use these to forecast how the addition of Gravitational Wave standard sirens data can improve current limits on the Dark Matter -Dark Energy coupling strength (ξ). We find that the addition of Gravitational Waves data can reduce the current uncertainty by a factor of 5. Moreover, if the underlying cosmological model truly features Dark Matter -Dark Energy interactions with a value of ξ within the currently allowed 1σ upper limit, the addition of Gravitational Wave data would help disentangle such an interaction from the standard case of no interaction at a significance of more than 3σ.
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I. INTRODUCTION
Dark matter (DM) and dark energy (DE), despite their unknown nature, are two key ingredients of the standard cosmological model. Within the concordance ΛCDM cosmological model, widely supported by a number of independent observations (for instance [1, 2, 3, 4, 5]), the role of DM is played by a cold pressureless fluid, whereas the role of DE is played by a cosmological constant. In the standard picture, DM and DE evolve separately, each obeying a separate continuity equation, and do not interact if not gravitationally. However, from a microphysical perspective, most field theoretical descriptions of DM and DE lead to interactions between the two. In fact, even if absent at tree level, a DM-DE interaction will inevitably be generated at loop level if not explicitly forbidden by a fundamental symmetry [6] .
1 There exist a plethora of models featuring DM-DE interactions, usually referred to as interacting dark energy (IDE) models, most of which phenomenological in nature. For an incomplete selection of works examining IDE models from the modelbuilding, theoretical, and observational perspectives, see for instance [32, 33, 34, 35, 36, 37, 38, 39, 40, 41, 42, 43, 44, 45, 46, 47, 48, 49, 50, 51, 52, 53, 54, 55, 56, 57, 58, 59, 60, 61, 62, 63, 64, 65, 66, 67, 68, 69, 70, 71, 72, 73, 74, 75, 76, 77, 78, 79, 80, 81, 82, 83, 84, 85, 86, 87, 88, 89, 90, 91, 92, 93, 94, 95, 96, 97, 98, 99, 100, 101, 102, 103, 104, 105, 106, 107, 108, 109, 110, 111, 112, 113, 114, 115, 116] . For a recent comprehensive review on IDE models, see [117] .
In 2015, the detection of the gravitational wave (GW) event GW150914 [118] by the LIGO collaboration officially inaugurated the era of GW astronomy, which has opened an unprecedented window onto tests of fundamental physics [119, 120, 121] . In particular, the detection of the GW event GW170817 [122] and its electromagnetic (EM) counterpart GRB170817A [123] has marked the dawn of the multi-messenger astronomy era, and has already been successfully utilized to place tight gravity models can be recasted as interacting DM-DE models when expressed in the Einstein frame. See e.g. [12, 13, 14] for the case of f (R) gravity [15, 16, 17] , e.g. [18] for the case of mimetic gravity and variants thereof [19, 20, 21, 22, 23, 24] , and e.g. [25, 26, 27, 28, 29, 30, 31] for discussions in the context of other theories.
constraints on various aspects of fundamental physics, see e.g. [124, 125, 126, 127, 128, 129, 130, 131, 132, 133, 134, 135, 136, 137, 138, 139, 140, 141, 142, 143, 144, 145, 146] (see also the reviews [147, 148] ).
One particularly intriguing use of GWs is the possibility of exploiting them as standard sirens (SS) [149, 150] (see e.g. Chapter 1, Sec. 13 of [147] for a review), a possibility first proposed in [151] to measure the Hubble constant H 0 . In fact, an accurately measured GW signal allows one to reconstruct the luminosity distance to the source d L , and hence can be used as a distance indicator. This possibility was in fact first exploited in [152] to provide the first ever SS measurement of H 0 , and for the first time this new measurement was combined with the Planck Cosmic Microwave Background (CMB) data in [153] . The SS measurement of d L is best performed if the observation of an EM counterpart allows one to determine the redshift z of the source [151] , but is in principle possible through a more complicated statistical approach even if direct redshift information is lacking [151, 154, 155] (although such procedure is not free from complications, see for instance [156] ).
The possibility of using SS to constrain the late-time dynamics of the Universe, including the Hubble constant H 0 , the matter density parameter Ω m0 , and the dark energy equation of state w x , has been contemplated in a number of works: for an incomplete list, see e.g. [157, 158, 159, 160, 161, 162, 163, 164, 165, 166, 167] . Moreover, the first work combining the GWs probe and particle collider constraints was put forward in [168] . In particular, the work of [169] first explored the possibility of reconstructing interactions between DM and DE using future data from LISA.
In this work, it is our goal to revisit the possibility of using GW SS measurements to study interactions between DM and DE. Basing ourselves on the formalism of [166] (see also [170, 171, 172] for later work), we explore how the use of future GW data can improve constraints on DM-DE interactions, within the context of two stable interacting DE models proposed by the present authors in [173] . This paper is then organized as follows. In Sec. II we provide a very brief overview of IDE models, focusing in particular on the two IDE models presented in [173] and which we will consider in this work. In Sec. III we describe the data we will make use of in this work: we consider both current data in the form of CMB anisotropy and Baryon Acoustic Oscillation (BAO) distance measurements, as well as mock luminosity distance measurements from future GW standard sirens data, and briefly describe our methodology for generating the mock data. In Sec. IV we present our results forecasting the ability of future GW data to improve current constraints on the IDE models under consideration. We conclude with closing remarks in Sec. V.
II. STABLE INTERACTING DARK ENERGY REVISITED
In the following, we provide the basic equations describing the evolution of the Universe in presence of DM-DE interactions. As usual, we work within the framework of a homogeneous and isotropic Universe described by a spatially flat Friedmann-Lemaître-Robertson-Walker (FLRW) line element. We take the gravitational sector of the Universe to be described by Einstein's theory of General Relativity, whereas we consider a matter sector minimally coupled to gravity. The energy budget of the Universe is provided by five species: baryons, photons, neutrinos, dark matter (DM) and dark energy (DE).
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In particular, we allow DM and DE to interact, with the specific form of the interaction to be described shortly.
In the absence of interactions, the energy-momentum tensors of the DM and DE components are separately conserved, i.e. ∇ µ T µν i = 0, where i stands for DM or DE. In the presence of non-gravitational DM-DE interactions, a convenient phenomenological parametrization of the effect of these interactions is obtained by modifying the conservation equations for the stress-energy tensors as follows [42, 48, 55, 178, 179] :
where again i stands for either
The four-vector Q µ i specifies the coupling between the dark sectors, and characterizes the type of interaction. We take Q µ i to assume the following form:
where u µ is the velocity four-vector, Q i is the background energy transfer, and f i is the momentum transfer potential. From now on, we take Q i ≡ Q. In addition, we consider the simplest possibility wherein the momentum transfer potential is zero in the rest frame of DM, see e.g. [42, 48, 55, 178, 179] for more details.
All that is left, therefore, is to specify the functional form of Q. In what follows, we will consider a particular class of IDE models, whose appeal is their being free from early-time linear perturbation instabilities. These models were proposed by us in [173] , and we refer the reader there for more details. We consider the same models, keeping the same labels IDErc1 and IDErc2 respectively, whose coupling functions Q take the form [173] :
In Eqs. (3,4) , w x denotes the DE equation of state (EoS), H is the Hubble expansion rate, whereas ρ c and ρ x are the DM and DE energy densities respectively. Finally, the parameter ξ controls the strength of the DM-DE coupling, with ξ = 0 representing the standard case of no interaction. The introduction of the factor (1 + w x ) in Eqs. (3,4), absent in earlier IDE works, allows for stable early-time perturbations independently of the value of w x (whereas earlier models usually featured stable perturbations only for either quintessence-like or phantom DE EoS, limiting the possibilities in terms of DE fluid allowed to interact), see [173, 180, 181] for further discussions. In particular, as shown in [173] , both the IDErc1 and IDErc2 models are stable for ξ > 0. Our aim is to explore how the addition of future luminosity distance measurements from GW standard sirens can improve constraints from current cosmological data on the DM-DE coupling strength ξ.
III. OBSERVATIONAL DATA AND METHODOLOGY
In the following, we describe in more detail the observational datasets (both current and future) we include in this work. In terms of current observational datasets, we make use of measurements of Cosmic Microwave Background (CMB) temperature and polarization anisotropies and their cross-correlations from the Planck 2015 data release [185] . We analyse these measurements making use of the publicly available Planck likelihood [186] . We refer to this dataset as "CMB" (note that this dataset is usually referred to as PlanckTT-TEEE +lowTEB in the literature).
To forecast the constraining ability of future GW standard sirens (SS) luminosity distance measurements, we generate mock data matching the expected sensitivity of the Einstein Telescope. The Einstein Telescope is a proposed third-generation ground-based GW detector, whose main objectives will be to test General Relativity in the strong field regime and advance precision GW astronomy [187] . Although full instrumental details are still under study, the Einstein Telescope will likely be located underground and will feature three O(10 km) long arms arranged following an equilateral triangle. Each arm will be composed of two interferometers, optimized for operating at frequencies of O(1−100) Hz and O(0.1−100) kHz respectively [187] . After 10 years of operation, the Einstein Telescope is expected to detect O(10 3 ) GW SS events.
Our goal is then to generate a luminosity distance catalogue matching the expected sensitivity of the Einstein Telescope after 10 years of operation. We generate 1000 triples (z i , d L (z i ), σ i ), with z i the redshift of the GW source, d L the measured luminosity distance, and σ i the uncertainty on the latter. There are three aspects to take into consideration when generating this mock data: the fiducial cosmological model enters both in z i (or more precisely into the redshift distribution of expected sources) and d L , the expected type of GW sources enter in z i , and finally the instrumental specifications enter in σ i .
We now very briefly summarize the procedure adopted for generating the mock GW data and further details on the generation of the mock GW standard sirens dataset are presented in Appendix A. In addition, we encourage the reader to consult [166] for further technical details on the procedure, which is the same as that adopted here. The first step is to specify the expected GW sources. We consider a combination of black hole-neutron star and binary neutron star mergers. The ratio of number of events for the former versus the latter is taken to be 0.03, with mass distributions specified in [166] . Following [166, 188, 189, 190, 191] , we then model the merger rate of the sources R(z), and from their merger rate we are able to determine their redshift distribution P (z) (see [166] for detailed formulas). Once we have P (z), we sample 1000 values of redshifts from this distribution: these will be the redshifts of our mock GW events z i .
Note that going from merger rate to redshift distribution requires a choice of fiducial cosmological model, as the expression for P (z) contains both the comoving distance and expansion rate at redshift z, χ(z) and H(z) respectively (see [166] ). Since our goal is to explore how GW data can improve our constraints on IDE models, we generate two different mock GW datasets choosing as fiducial models first the IDErc1 and then the IDErc2 models. We adopt fiducial values for the cosmological parameters given by the best-fit values of the same parameters obtained analysing the models with the CMB dataset previously described. Using the same choice of fiducial model(s) and parameters, and the values of redshifts we sampled from P (z), we then compute the luminosity distances at the respective redshifts,
Having obtained z i and d L (z i ), all that is left to complete our mock GW luminosity distances catalogue is σ i . We determine these error bars following the Fisher matrix approach outlined in [166] . In summary, this is achieved by modelling the observed GW strain as linear combination of the two GW polarizations weighted by the two beam pattern functions. Instrumental specifications enter in determining exact functional form of the beam pattern functions. We follow [164, 190, 192] in determining the functional form of the beam pattern functions for the Einstein Telescope. We then compute the Fourier transform of the observed GW strain, h(f ). In particular, the phase and amplitude of the Fourier transform (in frequency domain) are estimated for the post-Newtonian waveform TaylorF2 at 3.5 post-Newtonian order (3.5 PN in the standard notation). When generating the data, during the integration of the signal-to-noise ratio we assume a minimum frequency f min = 1 Hz and a maximum frequency f max = 2f isco , where f isco is the orbital fre-quency of the last stable orbit associated with each simulated event.
The crucial point to note is that amplitude of the GW signal is inversely proportional to the distance luminosity distance d L (z) (see appendix A). Thus, assuming that the errors on d L (z) are uncorrelated with errors on the remaining waveform parameters (which is true if the distance to source does not correlate with other parameters), it is possible to show that the instrumental uncertainty on the luminosity distance is given by σ
where SNR is the signal-to-noise ratio associated to the ith event (see Appendix A for further details on the estimation of SNR and the instrumental uncertainty).
In addition to instrumental uncertainties, GWs are also lensed along their journey from the source to us. This results in an additional lensing uncertainty which following [190] we take to be 0.05z i d L (z i ). Adding in quadrature the instrumental and lensing errors we obtain the total error σ i . Finally, we randomly displace the previously determined luminosity distances d L (z i ) by quantities ∆ i ∼ N (0, σ i ), i.e. the displacements are drawn from normal distributions with mean 0 and standard deviation σ i . For further details, we invite the reader to consult [166] . The resulting mock dataset is referred to as "GW".
This concludes the generation of the GW SS luminos- Fig. 1 we show the mock GW data generated assuming as fiducial models the IDErc1 (left) and IDErc2 (right) models, with the black solid curves representing the theoretical prediction for d L (z). We model the GW likelihood as a product of Gaussians in d L (z i ) (with standard deviation σ i ), one Gaussian for each GW SS distance measurement in our mock catalogue. Therefore, we have modelled the 1000 events as being independent, and have neglected the cross-covariance between these measurements. More accurate analyses once real data is available should take this cross-covariance into account, as well as possible modelling systematics. For the time being, we have followed a more simple treatment and neglected these effects, which we will return to in future work.
We analyse two dataset combinations: CMB and CMB+GW. As previously stated, we generate the mock GW data using the best-fit values of the cosmological parameters from the CMB-only analysis. The only exception is the DM-DE coupling ξ (whose best-fit value would nominally be ξ = 0). We take the fiducial value of ξ to be ξ = 0.010 and ξ = 0.025 when generating the GW data for the IDErc1 and IDErc2 models respectively. Both these values are within the 68% confidence level (C.L.) upper limits obtained analysing the CMB dataset. The reason is that we want to check whether a non-zero coupling currently allowed by CMB data at 68% C.L. is potentially discernible from zero coupling once GW SS data is added. In other words, we want to understand whether the addition of GW SS data can improve the uncertainty on ξ to the point that we can detect nonzero ξ, should the true model chosen by Nature really feature dark sector interactions with a strength allowed by current data.
Finally, at a later stage we consider Baryon Acoustic Oscillations (BAO) distance measurements from the 6dF Galaxy Survey [193] , the Main Galaxy Sample of Data Release 7 of the Sloan Digital Sky Survey [194] , and the CMASS and LOWZ samples of Data Release 12 of the Baryon Oscillation Spectroscopic Survey [195] . We refer to this dataset as "BAO". Since BAO data is usually used in combination with CMB data to break parameter degeneracies, our goal is to check whether the CMB+GW combination will yield parameter constraints comparable to, or better than, the CMB+BAO combination. We further discuss our use of BAO data in Appendix B, where we also provide a more detailed description of the BAO measurements.
In principle, we could also have chosen to include type-Ia Supernovae (SNeIa) luminosity distance measurements. One could in fact expect that the most important gain in combining GW and SNeIa distance measurements would be the fact that the two suffer from completely different systematic uncertainties. However, given that in our use of GW data we have not attempted to model systematic uncertainties, it is unlikely that such a gain would be appreciable in our analysis. For this reason, and in the interest of conciseness, we have chosen not to include SNeIa measurements.
We work within the framework of a 8-dimensional ΛCDM+w x +ξ cosmological model, described by the usual 6 ΛCDM parameters (the baryon and CDM physical densities Ω b h 2 and Ω c h 2 , the angular size of the sound horizon at recombination θ s , the amplitude and tilt of the primordial power spectrum of scalar fluctuations A s and n s , and the optical depth to reionization τ ), the DE EoS w x , and the DM-DE coupling ξ. We impose flat priors on all these parameters unless otherwise stated, with prior ranges shown in Tab. I. Note that ξ > 0 is required for the perturbations of both the IDErc1 and IDErc2 models to be stable [173] . We sample the posterior distribution of the parameter space using Markov Chain Monte Carlo (MCMC) methods, and generating MCMC chains through the publicly available MCMC sampler CosmoMC [196] . The convergence of the generated chains is monitored through the Gelman-Rubin statistic R − 1 [197] .
IV. RESULTS
We now examine the improvements in the constraints on the IDE parameters (especially the DM-DE coupling ξ) within the IDErc1 and IDErc2 models, brought upon by the addition of GW SS data. As described in Sec. III, initially we constrain the parameters of the two IDE models using CMB data alone. Using the obtained best-fit values for all cosmological parameters (except the DM-DE coupling ξ, see above), we generate two mock GW SS catalogues (one for each IDE model). We finally combine CMB and GW data and examine the improvement on the uncertainties of the cosmological parameters with respect to the case where only CMB data is used, and with respect to the case where the CMB+BAO dataset combination is considered. 
A. Results for model IDErc1
In Tab. II, we report observational constraints on the parameters of the IDErc1 model from the CMB and CMB+GW dataset combinations. In Fig. 2 we instead display a triangular plot showing the 1D marginalized and 2D joint posterior distributions for selected parameters (including a selection of derived parameters) whose determination is particularly improved by the inclusion of the GW dataset: w x , ξ, Ω m0 (the total matter density parameter today), σ 8 , and H 0 . Fig. 2 also shows the correlations/degeneracies between these parameters and how some of these degeneracies are broken by the addition of GW data.
The introduction of GW data clearly leads to a substantial improvement in the determination of certain parameters, such as Ω m0 and H 0 , whose error bars have been reduced by about a factor of 5. In fact, while the CMB alone determines H 0 and Ω m0 with an accuracy of 5% and 11% respectively, we expect an improvement reducing these uncertainties down to 1% on H 0 and 2% on Ω m0 with the addition of GW SS data. This improvement is not surprising, as within a flat Universe and within the redshift range probed by GW SS data, the background expansion and hence the luminosity distance-redshift relation is mostly governed by Ω m0 and H 0 . The same is true for ξ, as a small amount of energy transfer between DM and DE is sufficient to alter the background expansion by an appreciable amount. From Tab. II, we see that it should be possible to detect a non-zero ξ = 0.01 at a significance of about 2σ. From Fig. 2 , the improvement in the determination of ξ after marginalizing over the other cosmological parameters is appreciable. This improved determination is particularly helped by the fact that the ξ-Ω m0 and ξ-H 0 degeneracies are almost broken by the addition of GW data. Perhaps surprisingly, there is only a slight improvement in the determination of the DE EoS w x .
From Fig. 2 , it is clear that the power of GW SS data goes beyond solely an improvement in the determination of background quantities. In fact, we see that the inclusion of GW SS data has halved the uncertainty on σ 8 , which probes the growth of structure. At a first glance this might seem surprising, since σ 8 cannot be "directly" probed by background measurements. In fact, the improvement in the determination of σ 8 is mostly "indirect": a better determination of background quantities which are strongly degenerate with σ 8 will naturally lead to an improved determination of the latter. From Fig. 2 , we see that the improvement in the determination of Ω m0 is particularly helpful in this sense, since the introduction of GW SS data has almost completely broken the σ 8 -Ω m0 degeneracy.
In Fig. 3 we can compare the constraints obtained combining the CMB first with BAO measurements, and then with GW SS data. We can see that the CMB+GW combination will perform as well as the CMB+BAO case for most of the parameters, and will improve by about a factor of 2 the determination of H 0 and Ω m0 . For example, for the CMB+BAO case we have σ H0 ∼ 1.1 km s −1 Mpc −1 and σ Ωm0 ∼ 0.01, while we forecast σ H0 ∼ 0.6 km s −1 Mpc −1 and σ Ωm0 ∼ 0.006 for CMB+GW.
However, it is worth commenting on a subtle point concerning the CMB+GW versus CMB+BAO comparison. This comparison is in reality not totally fair with regards to BAO measurements. It is in fact a comparison between measurements at completely different time scales: future GW data against current BAO data. The estimated O(10 3 ) GW SS events will only be available at the end of the Einstein Telescope science run, which will likely conclude between 2040 and 2060, a couple of decades from now. On the other hand, already within the next decade we will have sub-percent BAO measurements from a host of state-of-the-art large-scale structure surveys such as DESI [182] , Euclid [183] , and LSST [184] . These measurements will considerably improve limits on cosmological parameters, including the DM-DE coupling ξ. One can safely extrapolate that such limits would surpass those of the CMB+GW combination in constraining power. Moving beyond these experiments, we do not yet know what the future of large-scale structure surveys has in store (especially not in 2060), but it is safe to say that the limits on dark sector interactions from BAO measurements on that time scale should considerably surpass those from the Einstein Telescope (unless the estimated O(10 3 ) GW SS events were somehow too pessimistic and we should serendipitously detect a significantly larger number of GW SS events). In any case, while we can certainly say that the addition of GW SS data to current CMB data will lead to important improvements in our constraints on dark sector interactions, one should keep in mind that the comparison with BAO data we have performed here is carried out between measurements living on completely different time scales.
B. Results for model IDErc2
Our findings for the IDErc2 model are summarized in Tab. III and Fig. 4 , which are completely analogous to their IDErc1 counterparts. The results we find are extremely similar to those we found for the IDErc1 model. In particular, we find that the introduction of GW data substantially reduces the error bars on quantities governing the background evolution such as Ω m0 and H 0 , whose uncertainties are reduced by factors larger than 5. In particular, while H 0 is determined with an accuracy of 5% and Ω m0 of 12% by the CMB, we predict an improvement up to 0.8% on H 0 and 2% on Ω m0 with the inclusion of the GW SS data.
Partially by breaking the ξ-Ω m0 and ξ-H 0 degeneracies, and also by better constraining the background evolution which is sensitive to ξ, GW data allow for a substantially more precise determination of ξ. In fact, we find that the 2σ uncertainty on ξ has roughly halved after using GW SS data. In particular, we have found that it should be possible to detect ξ = 0.025 at > 3σ, i.e. at relatively high significance. As for the IDErc1 model, we find that there is only a marginal improvement in the determination of w x , even if slightly larger in this case. On the other hand, we again find that the introduction of GW SS data halves the uncertainty on σ 8 . Again, this is an "indirect" effect mostly brought upon by the fact that the σ 8 -Ω m0 degeneracy is almost broken by the addition of GW data.
Finally, comparing the constraints obtained combining the CMB and BAO measurements versus CMB and GW SS data, we find results completely analogous to those obtained for the IDErc1 model (which for conciseness we don't show here). That is, CMB+GW will perform better than CMB+BAO, improving also in this case considerably the determination of H 0 and Ω m0 . However, we wish to remind the reader once more that the GW and BAO data we have considered live at completely different time scales (the final data from the Einstein Telescope is projected to be available between 2040 and 2060, whereas we have only considered current and not forecasted BAO data), and thus the comparison is perhaps not completely fair towards BAO measurements. Fore- casts from next-generation BAO measurements (or even from BAO measurements available in 2060, although we currently have no idea what the projected sensitivity for BAO measurements will be at that point) would certainly lead to tighter constraints than those we have forecasted for the CMB+GW combination.
V. SUMMARY AND CONCLUSIONS
Interacting dark energy models, wherein dark matter and dark energy interact through couplings other than gravitational, have received renewed interest recently. While originally motivated by the possibility of therein addressing the coincidence problem, recently several of these models have been shown to potentially be able to address a number of discrepancies between high-and low-redshift determinations of cosmological parameters (e.g. the H 0 tension and the σ 8 tension). Current observational datasets place relatively tight limits on the strength of the DM-DE coupling ξ (with 95% C.L. upper limits of order ξ 0.01 depending on the IDE model under consideration), but are far from ruling out the possibility of DM-DE interactions.
With this in mind, our goal in this paper has been that of investigating how future distance measurements from GW standard sirens might improve constraints on IDE models. We considered two IDE models featuring stable early-time linear perturbations, originally proposed in [173] . After generating O(10 3 ) mock GW standard sirens luminosity distance measurements matching the expected sensitivity of a 10-year run of the Einstein Telescope, a third-generation ground-based GW detector, we have studied how the addition of these GW distance measurements can improve current determinations of cosmological parameters within IDE models based on CMB data from Planck. Our results show that the introduction of GW data is extremely helpful in pinning down background quantities such as H 0 and Ω m0 . We find that GW standard sirens distance measurements can reduce the uncertainty on the DM-DE coupling ξ by up to a factor of 5 or more. We show that DM-DE interactions with strength within the current 1σ upper limit should be detectable at potentially more than 3σ with future GW data from the Einstein Telescope.
In conclusion, in this work we have demonstrated that future GW standard sirens distance measurements from the Einstein Telescope are expected to provide a powerful window onto the physics of dark sector interactions. Therefore, it might in principle just be a matter of time before we might be able to convincingly detect dark sector interactions, which the current discrepancies between high-and low-redshift cosmological probes might be hinting to. The methodology we have adopted in this paper is useful for analysing several cosmological models beyond interacting dark energy. It might be promising to adopt a similar methodology to investigate modified theories of gravity, although in such case one must take into account the fact that the waveform and hence the observed GW strain will be modified. It would also be interesting to investigate the sensitivity of future GW detectors other than the Einstein Telescope, in combination with future ground-based CMB surveys such as Simons Observatory [198] and CMB-S4 [199] as well as BAO measurements from future large-scale structure surveys such as DESI [182] , Euclid [183] , LSST [184] . A more accurate modelling might potentially improve the impact of GW data [163] (or, conversely, a smaller number of GW events would be required to reach the sensitivity we have forecasted in this work). We plan to develop these and related issues in future work. In this Appendix, we provide further technical details on the well-known methodology used to generate the mock GW standard sirens dataset, which we briefly described in Sec. III. We also encourage the reader to consult [166] . This method was used to obtain the uncertainties on the luminosity distance measurements associated to the binary black hole-neutron star and binary neutron star merger events.
During the coalescence phase, the GW waveform is very well described by the stationary phase approximation, wherein it takes the form:
where the amplitude A is given by:
In the above, M c , ι, F + , and F x are respectively the redshifted chirp mass, angle of inclination of the binary orbital angular momentum with the line-of-sight, and two antenna pattern functions associated with the Einstein Telescope (see Eq. (18) in [192] for the exact functional form of the antenna pattern functions). Finally, d L (z) is the luminosity distance to the redshift of the merger, and is our physical observable of interest here. In Eq. (6), the function Φ(f ) is the inspiral phase of the binary system, computed perturbatively within the so-called postNewtonian formalism. Here, we follow the standard assumption of assuming a correction up to 3.5 PN order given by the TaylorF2 waveform (for more details see the expansion of the coefficients in [200] ). Once the waveform is well defined, the other relevant quantity for generating the mock catalogue is the signal-to-noise ratio (SNR) associated with each simulated event. The SNR is given by:
where S n (f ) is the spectral noise density of the Einstein Telescope detector (see Eq. (19) in [192] ). The upper cutoff frequency f max is determined by the last stable orbit (isco), which marks the end of the inspiral regime and the onset of the final merger. We assume f max = 2f isco Hz, where f isco = 1/6 3/2 2πM c . The lower cutoff frequency f min is instead determined by the sensitivity of the Einstein Telescope, so we set f min = 1 Hz.
We are now ready to estimate the instrumental error on d L (z), which is given by σ ins d L 2d L /SNR. The factor of 2 has been introduced to take into account the effect of the inclination angle for which the GW amplitude is maximum. On the other hand, GWs are lensed in the same way photons are, resulting a weak lensing effect error which we model as σ [192] . In doing so, we have not considered possible errors induced from the peculiar velocity due to the clustering of galaxies. Since our simulated events are at relatively high z, this is a safe assumption, as significant corrections due to peculiar velocities of galaxies are significant only for z 1. In fact, at high z the dominant source of uncertainty is the one due to weak lensing. Finally, the total uncertainty σ d L on the luminosity distance measurements associated to each event are obtained by combining the instrumental and weak lensing uncertainties in quadrature, as follows:
To conclude, as discussed in Sec. III, when generating the luminosity distance measurements themselves (before even generating their uncertainties), one has to model the distribution of GW events. The redshift distribution of the sources, taking into account evolution and stellar synthesis, is well described by:
where χ is the comoving distance and R(z) describes the time evolution of the burst rate and is given by R(z) = 1 + 2z for z < 1, R(z) = 3/4(5 − z) for 1 ≤ z ≤ 5, and R(z) = 0 for z > 5. Finally, the input masses of the neutron stars and black holes are randomly sampled from uniform distributions within [1 − 2] M and [3 − 10] M respectively. When generating our mock GW events, we have only considered mergers with SNR > 8.
APPENDIX B: A COMMENT ON BAO DATA
In this Appendix, we provide further details on the BAO measurements we used throughout the work. We use both isotropic (for [193] and [194] ) and anisotropic (for [195] ) measurements of the BAO scale. In general, BAO data measure the ratio between a distance scale D and the length of a standard ruler r s . What exactly the distance scale is depends on whether the measurement is isotropic or anisotropic, and we will return to this point later. As for the standard ruler, we make the assumption that r s coincides with the sound horizon at baryon drag, usually denoted by r d (z d ). This assumption is strictly speaking only valid for ΛCDM [201, 202, 203, 204] and might be broken when considering more exotic models. However, this should not be an issue for the IDE models under consideration, given that the deviation from ΛCDM therein is small (especially given the size of the allowed values of ξ). Therefore, in our work we have made the assumption that the standard ruler for BAO measurements is given by the sound horizon at baryon drag.
We now comment more on the distance scale appearing in BAO measurements. An isotropic BAO measurement will constrain the ratio D V (z eff )/r s between the dilation scale D V (at the effective redshift of the survey z eff ) and the length of the standard ruler r s . The dilation scale as a function of redshift is given by:
where D A (z) and H(z) denote the angular diameter distance and Hubble rate at redshift z respectively. On the other hand, anisotropic BAO measurements can separate correlations along and across the line-of-sight. In this case, correlations along the line-of-sight will constrain the product H(z)r s , whereas correlations across the line-ofsight will constrain the ratio D A (z)/r s . One final point worth mentioning is that BAO measurements are usually obtained by analysing the 2-point correlation function (or power spectrum, or both) of a large-scale structure tracer sample (for example luminous red galaxies). Computing the correlation function or the power spectrum requires a choice of fiducial cosmology, within which one can compute fiducial values for all the scales of interest: D fid is a constant once the fiducial cosmology is specified), and correspondingly for anisotropic measurements. 
