Semantic significance: a new measure of feature salience.
According to the feature-based model of semantic memory, concepts are described by a set of semantic features that contribute, with different weights, to the meaning of a concept. Interestingly, this theoretical framework has introduced numerous dimensions to describe semantic features. Recently, we proposed a new parameter to measure the importance of a semantic feature for the conceptual representation-that is, semantic significance. Here, with speeded verification tasks, we tested the predictive value of our index and investigated the relative roles of conceptual and featural dimensions on the participants' performance. The results showed that semantic significance is a good predictor of participants' verification latencies and suggested that it efficiently captures the salience of a feature for the computation of the meaning of a given concept. Therefore, we suggest that semantic significance can be considered an effective index of the importance of a feature in a given conceptual representation. Moreover, we propose that it may have straightforward implications for feature-based models of semantic memory, as an important additional factor for understanding conceptual representation.