Abstract: An approach for eigenvalue assignment in linear descriptor systems via output feedback is proposed. Sufficient conditions in order that a given set of eigenvalues is assignable are established. Parametric form of the desired output feedback gain matrix is also given. The approach assigns the full number of generalised eigenvalues, guarantees the closed-loop regularity and overcomes the defects of some previous works.
Introduction
Consider the problem of output feedback eigenvalue assignment in descriptor systems of the form Eẋ = Ax + Bu, y = Cx (1) where x ∈ R n , u ∈ R m , y ∈ R p are, respectively, the state vector, the input vector and the output vector; E, A ∈ R n×n , B ∈ R n×m and C ∈ R p×n are known matrices with rank(E) = n 0 ≤ n, rank(B) = m and rank(C) = p. If an output feedback u = Ky, K ∈ R m×p (2) is applied to system (1), the closed-loop system becomes
Then the problem of eigenvalue assignment in the linear descriptor system (1) via output feedback (2) can be stated as follows: Given a self-conjugate set of n 0 complex numbers λ 1 , λ 2 , . . . , λ n0 , find an output feedback gain matrix K ∈ R m×p such that the generalised eigenspectrum of the closed-loop system (3) , that is, the set of finite eigenvalues of the matrix pair (E, A + BKC), is . Since is finite, so if such a matrix K exists, then the resulting closed-loop system (3) is regular, that is, det(λE − A − BKC) is not identically zero for an arbitrary λ.
Eigenvalue assignment in descriptor systems is a very important problem in descriptor systems theory and has been studied during the past three decades by a lot of researchers . In particular, eigenvalue assignment in descriptor systems by output feedback has been studied by several authors [28] [29] [30] [31] [32] [33] [34] [35] . The pioneering work on this problem is duo to Fletcher [28] , who gave a set of necessary and sufficient conditions for the existence of output feedback gain matrix, which assigns a given set of eigenvalues. In [29] , an algorithm for the design of an output feedback control giving eigenvalue assignment under the condition m + p > n was proposed. Conditions which ensure that the algorithm produces the required control were also given. In [30] , Kimura's work [36] was generalised to descriptor systems. The basis of this work was a demonstration of the equivalence between eigenvalue assignment in descriptor systems and in state-space systems. Existing state-space results could then be used to draw conclusions about descriptor system problems. In [31] , two workable sufficient rank conditions for eigenvalue assignability were proposed: one is the condition for complex feedback assignability that m + p > 2n − n 0 ; the other is the condition for real feedback assignability that m + p > 2n − n 0 + 1. In [32] , an algorithm for the design of an output feedback control giving eigenvalue assignment under the condition m + p > 2n − n 0 was proposed. In [33] and [34] , parametric approaches for eigenstructure assignment in descriptor systems via output feedback control were proposed. Unlike [28] [29] [30] [31] [32] , the approaches assign both the whole sets of the left and right eigenvectors. Very recently, Zhang [35] proposed a new sufficient rank condition for real output feedback eigenvalue assignability that mp > n 0 . This result improves considerably the ones obtained in [29] and [31] and is the best possible for general m, p, rank(E). However, these reported studies on output feedback eigenvalue assignment are subject to the following defects.
(1) In [28] , conditions for eigenvalue assignment involve constrained solutions of generalised Sylvester matrix equations. These conditions are usually difficult to check. (2) In [33, 34] , conditions for eigenvalue assignment contain a bilinear system of n 0 (n 0 − 1) algebraic equations (Constraint C2 in [33, 34] ). It will be seen that if only eigenvalue assignment is concerned, then the number of algebraic equations in the system can be significantly reduced (see Remark 6) . ( 3) The work [30] is unable to give conditions to guarantee the assignability of the full number, rank(E), of generalised eigenvalues.
(4) The works [29] and [32] impose the conditions m + p > n and m + p > 2n − n 0 on the system, respectively. It is known from [35] that both conditions are too conservative. (5) The works [31] and [35] do not provide computational methods for determining the desired output feedback gain matrices. This paper also studies the problem of eigenvalue assignment in the descriptor system (1) via output feedback (2) . An approach for solving this problem is proposed. Sufficient conditions for the existence of an output feedback gain matrix, which assigns a self-conjugate set of rank(E) complex numbers to a generalised eigenspectrum of the closed-loop system while ensuring that the resulting system is regular are established. Parametric form of the desired output feedback gain matrix is also given. The approach assigns rank(E) finite closed-loop eigenvalues, guarantees the closed-loop regularity and overcomes the defects of some previous works. Two illustrative examples show the effect of the proposed approach.
Eigenvalue assignment
We assume in this paper that the descriptor system (1) is strongly controllable (S-controllable) and strongly observable (S-observable), that is, the matrix quadruple (E, A, B, C) satisfies the following conditions (see [37, 38] )
where V ∞ and T ∞ are n × (n − n 0 ) matrices defined by
Lemma 1 [28] : Given matrices E, V ∞ and T ∞ as described previously. Let M be an n × n matrix. Then deg det(λE
Denote the right and left eigenvectors associated with eigenvalue λ i , respectively, by v i and t i . Then, we have by definition
Then (6) and (7) become
Let the columns of
, respectively. Then the general parametric solutions for v i , w i satisfying (9) and t i , z i satisfying (10) are given by
where
. . , n 0 are two groups of free parameter vectors.
Let the infinite eigenvalue of the matrix pair (E, A + BKC) be denoted by λ ∞ . Then s ∞ = 1/λ ∞ = 0 is the eigenvalue of the matrix pair (A + BKC, E). Because of (6) and (7), s ∞ is a multiple eigenvalue with both geometric and algebraic multiplies being equal to n − n 0 . Denote the right and left eigenvectors associated with s ∞ , respectively, by v
Then (13) and (14) become
Note that the columns of V ∞ and T ∞ form bases for ker(E) and ker(E T ), respectively. Then, from [18] , the general parametric solutions for v
. . , n − n 0 are two groups of free parameter vectors.
For 1 ≤ k ≤ n 0 , we let (11) and (12).
. . , l are given by (18) and (19) .
In the following, we will develop an approach for eigenvalue assignment in the system (1) via output feedback (2) . There are two different cases, that is, the case where max{m, p} ≥ n 0 and the case where max{m, p} < n 0 , to consider. First, we consider the case where max{m, p} ≥ n 0 .
Theorem 1: Given the S-controllable S-observable system (1) with max{m, p} ≥ n 0 . Let be a self-conjugate set of n 0 distinct complex numbers λ 1 , λ 2 , . . . , λ n0 .
(1) If p = max{m, p} and there exist vectors
and vectors w (11), (20) and (18), (22), respectively; then there exists an output feedback gain matrix K ∈ R m×p such that the generalised eigenspectrum of the closed-loop system (3) is . This gain matrix is given by (12), (21) and (19), (23), respectively; then there exists an output feedback gain matrix K ∈ R m×p such that the generalised eigenspectrum of the closed-loop system (3) is . This gain matrix is given by
Proof: First, we prove part (1) . Assume that p = max{m, p} ≥ n 0 . Then, from (8), (15) , (20) and (22), we have b) ), the solution K to the matrix equation (26) exists and is given by (24) . Since condition 1(a) is satisfied, the solution K is real. With this K, from (9) , all the equations in (6) hold. Still with this K, from the condition 1(c) and Lemma 1, deg det(λE − A − BKC) = rank(E). This result and equation (6) prove that with the K given by (24) the generalised eigenspectrum of the closedloop system (3) is . Thus, the proof of part (1) has been completed.
Part (2) can be proved by replacing (E, A, B, C) in the proof of part (1) 
Remark 1: To solve the output eigenvalue assignment problem under the condition max{m, p} ≥ n 0 , the approaches given in [28, 29, 33] and [34] may be used. However, these approaches need to solve a pair, not just one as in Theorem 1, of the generalised Sylvester matrix equations (or, equivalently, (9) and (10)). Thus, to solve the problem under the condition max{m, p} ≥ n 0 , the approach of Theorem 1 is simpler and need less computational work than those reported in [28, 29, 33] and [34] .
Next, we consider the case where max{m, p} < n 0 . In this case, we assume that the decomposition =
exists, where occurs only contains no real numbers (which implies that n 0 is an even number) and both p and m are odd numbers. Thus, the requirement that the decomposition =
exists is by no means a strong restriction from the practical viewpoint.
Theorem 2: Given the S-controllable S-observable system (1) with max{m, p} < n 0 . Let be a self-conjugate set of n 0 distinct complex numbers λ 1 , λ 2 , . . . , λ n0 .
(1) If the decomposition = 
Proof: First, we prove part (1) . Assume that the decomposition
exists. Then, from (11) and (12), we have
Then (29) and (30) and the condition 1(d) can be respectively written as
From (31)- (33), we can prove
Since det(CV p ) = 0 (the condition 1(b)) and the condition 1(a) is satisfied, the matrix K given by (27) is well defined and real. With this K, from (31), we have
and from (32) and (34), we have
Still with this K, from the condition 1(e) and Lemma 1, deg det(λE − A − BKC) = rank(E). This result and (35) and (36) prove that with the K given by (27) the generalised eigenspectrum of the closed-loop system (3) is . Thus, the proof of part (1) has been completed. Remark 5: Unlike [28] , our approach adopts parametric solutions to the generalised Sylvester matrix equations concerned. This makes the solution to the output feedback eigenvalue assignment problem much easier. Unlike [30] , our approach assigns the full number, rank(E), of generalised eigenvalues. Unlike [29] and [32] , our approach covers the general case where mp ≥ n 0 .
Part (2) can be proved by replacing (E, A, B, C) in the proof of part (1) by its dual (E
Remark 6: For the assignment of the desired set , in [33] and [34] , the condition defined by g
. . , n 0 has to be solved. In this paper, the corresponding condition becomes the one defined by g
. . , n 0 , j = 1, 2, . . . , m (when max{m, p} ≥ n 0 the condition vanishes). Thus our approach is simpler and need less computational work.
Algorithms for determining the output feedback gain matrix
In this section, we will give algorithms for determining the output feedback gain matrix K. We assume mp ≥ n 0 . It is shown in [35] that this condition is a necessary condition for output feedback eigenvalue assignability.
First, we consider the case where max{m, p} ≥ n 0 . Without loss of generality, we assume p = max{m, p}. For this case, a design algorithm based on Theorem 1 for finding a desired feedback gain matrix K is given in the following. (11) and (18) . the parametric forms of vectors v 1 , v 2 , . . . , v p ,  w 1 , w 2 , . . . , w p , t p+1 , t p+2 , . . . , t n0 , z p+1 , z p+2 , . . . , z n0 using (11) and (12) . (3) Find parameter vectors f 1 , f 2 , . . . , f p , g p+1 , g p+2 , . . . , g n0 such that the conditions 1(a)-1(e) in Theorem 2 are satisfied. (4) Calculate matrices V p and W p according to (20) based on the parameters obtained in step (3) and the vectors obtained in step (2) . (5) Calculate K according to (27) based on the found matrices V p and W p .
Remark 7:
The main task in Algorithm 2 is to solve the system of algebraic equations in Theorem 2, 1(d) . Clearly, the number of algebraic equations in the system is p(n 0 − p). On the other hand, the vectors
free parameters. To solve the system it is clear that the number of equations must be equal or less than the sum of the free parameters. After simple algebraic manipulations, it is easily shown that this requirement is equivalent to the known condition mp ≥ n 0 [35] . To solve the system under the condition mp ≥ n 0 we consider two different cases, that is, the case where m + p > n 0 and the case where m + p ≤ n 0 ≤ mp. In the case where m + p > n 0 , we can arbitrarily preselect the vectors g p+1 , g p+2 , . . . , g n0 as constant vectors. Then the system reduces to a linear system of algebraic equations with the vectors f 1 , f 2 , . . . , f p as unknown variables. Let
Then the linear system of algebraic equations with the vectors f 1 , f 2 , . . . , f p as unknown variables can be written as
Since all i (g p+1 , g p+2 , . . . , g n0 ) are (n 0 − p) × m matrices with n 0 − p < m, system (38) always has non-trivial solutions. In general, system (38) can be solved easily.
In the case where m + p ≤ n 0 ≤ mp, the system of algebraic equations in Theorem 2, 1(d) is bilinear in nature. A suitable solution for this bilinear system of algebraic equations may not be easy to reach because of the nonlinearity of the system. In low-dimensional cases, the system can be solved by hand through directly operating on the system. However, in high-dimensional cases, some numerical methods or optimisation techniques may be called for help.
Illustrative examples
In this section, two examples are presented. The first example falls into the simple case m + p > n 0 . The second example falls into the difficult case m + p ≤ n 0 ≤ mp.
Example 1: Consider a system in the form of (1) For this system, we have n = 4, n 0 = 3, m = p = 2. It is easy to verify that the system is both S-controllable and S-observable. Clearly, the example system is not covered by the theory obtained by Goodwin and Fletcher [31] since m + p = 4 < 6 = 2n − n 0 + 1. However, arbitrary eigenvalue assignment for the example system is possible since mp = 4 > 3 = n 0 (see [35] ). For simplicity we only consider the assignment of an arbitrary set = {λ 1 , λ 2 , λ 3 } of distinct real numbers λ 1 , λ 2 , λ 3 . Obviously, we have the decomposition
2 , where
Since m + p = 4 > 3 = n 0 , the example falls into the simple case. In the following, we demonstrate step by step the proposed approach.
For the example system, we have
Then, from (11), (12) and (20) we have
Since all the closed-loop eigenvalues are real, the parameters α ij , i, j = 1, 2 and β i , i = 1, 2 are restricted to be real. It is easy to verify that the conditions 1(b)-1(d) in Theorem 2 are, respectively
and
We can choose α 11 = α 21 = β 1 = 1 since there exists lack of uniqueness of eigenvectors of matrices. Then, (40) holds automatically, and (39) and (41) reduces to
In the following, there are two different cases, that is, the case where 0 / ∈ and the case where 0 ∈ , to consider. Consider the case where 0 / ∈ . From (43) we have
and then
It is easily verified, using (44) and (45), that (42) is β 2 = (λ 1 + λ 2 − 1)/λ 1 λ 2 and the condition 1(e) holds. Thus, if α 11 = α 21 = β 1 = 1 and β 2 = (λ 1 + λ 2 − 1)/λ 1 λ 2 , then the conditions 1(a)-1(e) in Theorem 2 are satisfied, and by (27) the output feedback gain matrix K is obtain as (see (46)) with d given by
Consider now the case where 0 ∈ . We can always choose λ 1 = 0, λ 2 = 0, 1, λ 3 = 0 since λ 1 , λ 2 , λ 3 are distinct.
From (43) we have
It is easily verified, using (47) and (48), that (42) and condition 1(e) hold. Thus, if α 11 = α 21 = β 1 = 1 and β 2 arbitrary, then the conditions 1(a)-1(e) in Theorem 2 are satisfied, and by (27) the output feedback gain matrix K is obtain as
From the above, we see that for the example system an arbitrary set = {λ 1 , λ 2 , λ 3 } of distinct real numbers λ 1 , λ 2 , λ 3 can always be assigned by output feedback. Specifically choosing λ 1 = −1, λ 2 = −2, λ 3 = −3 and β 2 = −1, we obtain, from (46),
To check that this is as required note that
with roots −1, −2, −3.
Example 2: Consider a system in the form of (1) For this system we have n = 6, n 0 = 5, m = 3, p = 2. It is easy to verify that the system is both S-controllable and S-observable. Since mp = 6 > 5 = n 0 , arbitrary eigenvalue assignment for this system is possible (see [35] ). For simplicity, we only consider the assignment of the set = {−1, −2, −3, −4, −5}. Obviously, we have the decomposition = It is easy to verify that with this K the closed-loop system is regular and has the finite eigenvalues −1.0000, −2.0000, −3.0000, −4.0000, −5.0000.
Conclusions
An approach for eigenvalue assignment in system (1) via output feedback (2) is proposed. Sufficient conditions for the existence of an output feedback gain matrix, which assigns a self-conjugate set of rank(E) complex numbers to a generalised eigenspectrum of the closed-loop system while ensuring that the resulting system is regular are established. Parametric form of the desired output feedback gain matrix is also given. The approach assigns rank(E) finite closedloop eigenvalues, guarantees the closed-loop regularity and overcomes the defects of some previous works.
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