Abstract-Abstract-We describe an optimization method to approximate the arrival rate of data such as e-mail messages, website visits, changes to databases, and changes to websites mirrored by other servers. We model these arrival rates as non-homogeneous Poisson process based on observed arrival data. We estimate the arrival function by cubic splines using the maximum likelihood principle. A critical feature of the model is that the splines are constrained to be everywhere nonnegative. We formulate this constraint using a characterization of nonnegative polynomials by positive semidefinite matrices. We also describe versions of our model that allow for periodic arrival rate functions and input data of limited precision. We formulate the estimation problem as a convex program related to semidefinite programming and solve it with a standard nonlinear optimization package called KNITRO. We present numerical results using both an actual record of e-mail arrivals over a period of sixty weeks, and artificially generated data sets. We also present a cross-validation procedure for determining an appropriate number of spline knots to model a set of arrival observations. Index Terms-nonhomogeneous Poisson process, spline approximation, semidefinite programming, e-mail arrival rate, database update frequency,
arrival data. This estimation problem has applications in most situations where nonhomogeneous Poisson processes can be used, including the management of database replicas [7] , [8] email message arrivals, website hits, or website mirrors.
Essentially, the problem is as follows: we are given a set of observed arrival times t = (t 0 , ... , t n ), where t 0 < t 1 < . . . < t n . We believe that these arrivals have been generated by a nonhomogeneous Poisson process with unknown arrival rate function λ : [t 0 , t n ] → R + , and wish to estimate λ(t) based on the observed data t.
A standard restriction of λ is to assume that it is piecewise-constant. That is, we divide the interval [t 0 , t n ] into a finite number of sets S 1 , . . . , S m , and require that λ be constant on each S j . Once the S j are fixed, the Poisson process becomes homogeneous within each S j , with an easily estimated arrival rate. However, assuming a piecewise-constant form for λ can implicitly contradict the assumption of a Poisson process, in the sense that Poisson processes arise naturally as the result of many independent actors. For example, a Poisson pattern of visits to a web site results from the actions of a large pool of independent users. A piecewise-constant intensity function implies a perfectly synchronized and abrupt change of state among all the actors. In reality, while there may be time-correlated behavior changes among the actors, they may not be perfectly synchronized. For this reason, smoothly varying λ functions should in many cases be more realistic and internally consistent models than discontinuous ones.
Thus, in this abstract we consider cases where we wish to choose the set Λ of possible λ(t) functions to contain only functions of a certain smoothness, yet have Λ described by a finite number of parameters. A natural and standard choice for this purpose is the family of cubic splines [4] . Such functions are composed of cubic polynomials stitched together piecewise at points called knots, where constraints guarantee the function is twice continuously differentiable. Much of the analysis in this abstract applies to splines of different order, but we focus primarily on the cubic case.
Any reasonable choice of λ should be nonnegative throughout [t 0 , t n ]. In terms of the coefficients of the spline polynomials, however, this restriction may not take an immediately obvious form. In this abstract, we apply a characterization of nonnegative polynomials-see for example Nesterov [11] -related to semidefinite programming (SDP), an area of intense research in the mathematical programming community over the last decade. Using this characterization, we are able to tractably formulate the maximum-likelihood estimation of a nonnegative cubic spline function λ from observed arrival data t. The resulting nonlinear optimization problem is convex, and its global optimum can be found by standard nonlinear programming software such as the KNITRO package [12] , which we used through the NEOS server [3] . The principal contribution of our work is thus to point out that, with careful use of techniques from SDP and computational nonlinear programming, estimation of arrival functions by nonnegative cubic splines is tractable and practical.
A more complete version of this extended abstract can be found in [1] .
II. Likelihood Functions for a Nonhomogeneous Poisson Process

A. Individual arrival data
Given any set Λ of possible candidates for λ, our basic approach will be to select λ ∈ Λ by the classical maximum likelihood principle. Given t j−1 , each choice of λ assigns, through the nonhomogeneous Poisson model, a probability density to t j , namely
Fixing t 0 , the joint probability density of (t 1 , . . . , t n ) is then
The maximum likelihood principle suggests that we choose λ ∈ Λ to maximize f (t, λ), or equivalently L(t, λ) = ln f (t, λ). Using the convention ln(0) = −∞, this log-likelihood function is given by
Formally, our estimation problem is just max λ∈Λ L(t, λ).
B. Aggregated arrival data
In many practical situations, one may not have exact arrival time information, but instead data of the following aggregated form: given some times q 0 < q 1 < · · · < q k , we know the number of arrivals n j in each interval (q j−1 , q j ], but not the exact arrival times within these intervals. Here, we can still apply the maximum likelihood principle: an arrival rate function λ : [q 0 , q k ] → R + and the Poisson model assign a probability of
to the occurrence of n j arrivals in (q j−1 , q j ]. Letting n = (n 1 , . . . , n k ) and q = (q 0 , ... , q k ), the joint probability of the arrival pattern n is
Again, the maximum likelihood principle suggests choosing λ ∈ Λ to maximize P (n, q, λ), or
Note that the terms ln n j ! are independent of λ, and therefore can be ignored when performing the optimization max λ∈Λ L d (n, q, λ). Our experimental data in Section IV are in this form, although with very short, one-second periods (q j−1 , q j ].
C. Periodic arrival rate functions
In many situations, it is reasonable to assume that the arrival rate follows a repetitive periodic pattern. For example, events tied to the rhythm of the work week should exhibit a repeating weekly arrival pattern. Formally, the assumption of such a pattern means that we restrict λ to take the form λ(t) = λ 0 (t (mod T )) for some period T > 0 and λ 0 : [0, T ) → R + . For simplicity, let us assume that we are given the arrival times 0 < t 1 < . . . < t n < cT for the time period [0, cT ], where c is a positive integer. Rewriting the log-likelihood function (1) in terms of λ 0 , one obtains
For aggregated data in the interval [q 0 , q k ] = [0, cT ], we may similarly rewrite the loglikelihood function (2) in terms of λ 0 as
If we specify some set Λ 0 of allowable functions λ 0 : [0, T ) → R + , the maximum likelihood estimation problems are then respectively
III. Nonnegative Cubic Splines
A. The spline property
A cubic spline is a continuous piecewise polynomial function constructed from polynomials of degree three, constrained to have continuous first and second derivatives. The breakpoints separating the pieces of a spline are called knots. Let us consider a cubic spline function p on the interval (0, T ), with knots 0 = a 0 < a 1 < . . . < a m = T and coefficients p (i)
The spline property that the piecewise polynomial p should be continuous, with continuous first and second derivatives can be expressed by linear equality constraints involving p
In addition if we want p to be periodic with period T then the values of derivatives at 0 and T should coincide; this condition can also be expressed with more equality constraints on p (i) . Refer to [1] for details.
B. Nonnegativity
In order for λ(t) to be the arrival rate of a non-homogeneous Poisson process, it has to be everywhere nonnegative. The theory of nonnegative polynomials, indeed nonnegative functions in linear spaces of functions, has been the subject of study for over a century. The most important results of this theory are studied in the text of Karlin and Studden [10] .
It turns out that finding the best nonnegative polynomial approximating arrival rate function is related to a class of optimization problems known as semidefinite programming (SDP).For a general reference on semidefinite programming refer to papers in [13] . Here we present a quick review of SDP and its connection to nonnegative polynomials and nonnegative cubic splines.
The cone of n × n real symmetric positive semidefinite matrices M is a convex cone and Optimization of a linear function over any affine transformation and affine preimage of M is called semidefinite programming (SDP).
If we represent a polynomial
n by its vector of coefficients p = (p 0 , p 1 , . . . , p n ), then the set of polynomials nonnegative over an interval [a, b] , P, is a convex cone.We write The key property of P is that it is SD-representable, This simply means that the nonnegative polynomial cone can be expressed as affine preimage of the positive semidefinite cone M.
In this paper we are primarily interested in cubic splines. Thus we need to make sure that each cubic polynomial between consecutive knots is nonnegative. This condition can be expressed by requiring two 2×2 matrices depending on the coefficients of the cubic polynomials to be positive semidefinite. Thus for the spline with n knots, we must include 2n semidefinite constraints on n pairs of 2 × 2 matrices.
In summary finding the most likely nonnegative cubic polynomial approximation of λ(t) involves optimization over 2×2 semidefinite matrices (for the nonnegativity conditions) and some additional linear equality conditions. Since the likelihood function is concave, the optimization problem of finding the most likely polynomial approximating λ(t) is a convex problem, and in fact interior point methods can be effectively employed to solve them. See [1] more for details.
IV. Numerical Experiments
A. A large e-mail data set
In this section, we present results obtained for a data set of approximately 10,000 e-mail arrivals recorded over a period of 446 days. The arrival times were recorded as integer seconds, so we treat them as discrete data with onesecond intervals. Examination of the data revealed a clear weekly periodicity; see Figures 2 below, in which the jagged lines show a standard piecewise-constant approximation to λ using 64 intervals. The optimization models were written in AMPL [6] , and solved using the KNITRO package (see [2] and [9] ) on the NEOS servers (see [3] , [5] and [9] ).
A.1 Determining the number of knots
The results obtained from our models depend strongly on the number spline knots. Selecting too small a number of knots overly restricts the family of functions available to estimate the arrival rate, while selecting too large a number might overfit the data. To determine the number of knots appropriate for a given data set, we use the technique of k-folding, also known as the leave-one-out cross validation method [14] .
For periodic arrivals, we first divide the set of observed complete time periods into k subsets D 1 , . . . , D k of equal size. Then, for each i = 1, . . . , k, we estimate the arrival rate, omitting D i from the model input. Next, by evaluating the appropriate log-likelihood function of given in (4), we examine how well the estimated arrival rate parameters p i describe the behavior of the process in the interval D i . Specifically, we evaluate L d (n i , q i , λ 0 ), where λ 0 is the estimate derived from all the subsets except D i , and n i and q i are derived only from D i , that is, the data not used in obtaining the estimate.
By randomly selecting D i differently each time we performed the above procedure r times for each possible choice m of the number of spline knots. We then chose the number of knots for which, over a suitably large number of repetitions of the k-folding process, the average value of L d (n i , q i , λ 0 ) is the highest. Figure 2 shows the estimate using 14, 48 and 336 knots. The one with 14 knots does not provide sufficient detail to describe the arrival rate, while the one with 336 knots appears to overfit the data. 
B. Datasets generated from a known arrival rate function
We also tested our method by randomly generating data sets for time periods of different lengths, using known periodic arrival rate functions with a period of 1. We chose an arrival rate function λ(t) = 100(sin(2πt) + 1). We estimated this function with our method, using a 6-knot spline. To measure the accuracy of the resulting estimate λ * , we computed the L 1 -norm, L 2 -norm and the maximum of the absolute value of the difference λ i − λ * . Figure 3 shows the results of these experiments for λ(t). o Maximum difference L1-norm L2-norm (scaled by 0.1) Fig. 3 . Convergence of estimates to λ(t).
C. Illustrating the importance of the nonnegativity constraints
In most of the experiments of Section A, the spline nonnegativity constraints were not binding at the optimal solution, that is the influence of the logarithmic terms in the objective function was sufficient to make the spline nonnegative without the help of semidefinite constraints. However, we cannot count on nonnegativity to be automatically satisfied all the time. For smaller data sets or arrival rate functions that sometimes approach zero, spline nonnegativity constraints are essential.
To illustrate this phenomenon, we first consider a small data set of 550 e-mail arrival times. Figure 4 shows the 42-knot spline estimate of the arrival rate both with and without nonnegativity conditions.Note from the piecewise-constant approximation that there is a significant time period (corresponding to Friday night) when there are no arrivals in the data set. Without nonnegativity constraints, the maximum likelihood spline takes negative values for this period. We also consider a large data set artificially generated from the arrival rate function λ(t) = 200[sin(6πt) + 0.8] + , depicted in Figure 4 along with the corresponding spline estimates obtained with 40 knots, with and without the nonnegativity constraints. 
