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Traveling Salesman Problem with Optional Bonus
Collection, Pickup Time and Passengers
Problema do Caixeiro Viajante com Coleta Opcional de Boˆnus, Tempo de Coleta e
Passageiros
Jose´ Gomes Lopes Filho1*, Marco Cesar Goldbarg1, Elizabeth Ferreira Gouvea Goldbarg1,
Vinı´cius Arau´jo Petch1
Abstract: This study introduces a variant of the Traveling Salesman Problem, named Traveling Salesman
Problem with Optional Bonus Collection, Pickup Time and Passengers (PCVP-BoTc). It is a variant that
incorporates elements of the Prize Collecting Traveling Salesman Problem and Ridesharing into the PCV. The
objective is to optimize the revenue of the driver, which selectively defines which delivery or collection tasks to
perform along the route. The economic effect of the collection is modeled by a bonus. The model can be applied
to the solution of hybrid routing systems with route tasks and solidary transport. The driver, while performing
the selected tasks, can give rides to persons who share route costs with him. Passengers are protected by
restrictions concerning the maximum value they agree to pay for a ride and maximum travel duration. The
activity of collecting the bonus in each locality demands a specific amount of time, affects the route duration, and
is interconnected with the embarkment of passengers. Two mathematical formulations are presented for the
problem and validated by a computational experiment using a solver. We propose four heuristic algorithms; three
of them are hybrid metaheuristics. We tested the mathematical formulation implementations for 24 instances
and the heuristic algorithms for 48.
Keywords: Travelling salesman Problem — Travelling salesman Problem with profits — Ridesharing
Resumo: O artigo introduz uma variante do Problema do Caixeiro Viajante, denominada de Problema do
Caixeiro Viajante com Coleta Opcional de Boˆnus, Tempo de Coleta e Passageiros (PCVP-BoTc). E´ uma variante
que incorpora elementos do Problema do Caixeiro Viajante com Coleta de Boˆnus e do Ridesharing ao PCV. O
objetivo e´ otimizar as receitas do motorista que, seletivamente, define quais tarefas de entrega ou coleta sera˜o
executadas em sua rota. O efeito econoˆmico da coleta e´ modelado atrave´s de um boˆnus. O modelo aplica-se
na soluc¸a˜o de sistemas hı´bridos de roteamento com tarefas de rota e transporte solida´rio. O motorista pode
compartilhar assentos no carro de forma a ratear os custos de rota enquanto realiza suas tarefas selecionadas.
Os passageiros sa˜o protegidos por restric¸o˜es de valor ma´ximo de rateio e tempo ma´ximo de durac¸a˜o da
viagem. A coleta de boˆnus demanda um tempo especı´fico em cada localidade afetando a durac¸a˜o da rota e
interligando-se com o embarque de passageiros. Duas formulac¸o˜es matema´ticas sa˜o apresentadas para o
problema e validadas atrave´s de um experimento computacional empregando um solver matema´tico. Quatro
algoritmos heurı´sticos sa˜o propostos, sendo treˆs algoritmos meta-heurı´sticos hı´bridos. As implementac¸o˜es das
formulac¸o˜es foram testadas em 24 instaˆncias e os algoritmos sobre 48 instaˆncias.
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1. Introduc¸a˜o
O Problema do Caixeiro Viajante (PCV) e´ um dos problemas
mais investigados na Otimizac¸a˜o Combinato´ria. Nele um caix-
eiro deseja determinar em um grafo ponderado G = (V,A),
no qual V = {1, . . . ,n} representa o conjunto de ve´rtices e
A = {1, . . . ,m} o conjunto de arestas, um ciclo Hamiltoniano
de custo mı´nimo. O PCV e´ NP-Difı´cil [24] e possui inu´meras
aplicac¸o˜es pra´ticas em diversas a´reas, como sistemas de man-
ufatura, transportes, escalonamento de tarefas, roteiros de
veı´culos, entre outros [21]. O Problema do Caixeiro Viajante
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com Coleta de Boˆnus (PCV-CB) [6] e o Problema do Caixeiro
Viajante com Passageiro (PCV-P) [8], sa˜o duas, dentre algu-
mas variantes do PCV. No PCV-CB, um boˆnus e´ associado a
cada ve´rtice de G e o objetivo do problema e´ encontrar o ciclo
mais renta´vel considerando o balanc¸o entre os custos da rota
e os boˆnus coletados. No PCV-CB nem todas as localidades
representadas no grafo G sa˜o obrigatoriamente visitadas. O
caixeiro so´ visita as localidades que selecionar para coletar o
boˆnus, sendo penalizado pelas localidades que deixa de visitar.
De acordo com Jozefowieze et al. [31], treˆs problemas do
PCV-CB podem ser definidos, dependendo da forma como
os objetivos sa˜o colocados: i) Profitable Tour Problem (PTP),
o objetivo desse problema e´ encontrar um circuito que max-
imize os boˆnus recolhidos subtraı´dos dos custos da viagem;
ii) Orienteering Problem (OP), nesse problema o custo da
rota e´ uma restric¸a˜o e o objetivo do problema e´ encontrar um
circuito que maximiza o total de boˆnus recolhido na˜o exce-
dendo o valor ma´ximo pre´-determinado do custo da rota; e
por fim, iii) Problema do Caixeiro Viajante com Coleta de
Preˆmios (PCV-CP), nesse problema a coleta de boˆnus e´ uma
restric¸a˜o e o objetivo e´ encontrar a rota de menor custo, desde
que o total de boˆnus recolhido na˜o seja menor que o valor
pre´-determinado. No caso em que as penalidades do PCV-CP
sa˜o nulas, o problema torna-se conhecido como Problema do
Caixeiro Viajante com Quota (PCV-Q).
O Problema do Caixeiro Viajante com Passageiro (PCV-P)
mescla o PCV com problemas de ridesharing, isto e´, inclui
a possibilidade de compartilhar o carro do caixeiro com pas-
sageiros de oportunidade e, assim, ratear as despesas de rota
entre os ocupantes do carro. O transporte solida´rio apoia-se
na ideia que ha´ um acordo dos passageiros embarcados com o
motorista em dividir as despesas entre si dos trechos compar-
tilhados da viagem. Va´rias pesquisas mostram a importaˆncia
dos impactos positivos do transporte solida´rio. Compartilhar
assentos com passageiros de oportunidade pode auxiliar na
diminuic¸a˜o da poluic¸a˜o ambiental e na reduc¸a˜o no fluxo de
carros nas vias de transporte, com a consequente reduc¸a˜o nos
engarrafamentos das metro´poles e melhoria da qualidade de
vida. Adicionalmente, sa˜o visı´veis os ganhos no conforto
do passageiro e de sua socializac¸a˜o, na diminuic¸a˜o de custos
dos operadores dos servic¸os, na reduc¸a˜o das a´reas de esta-
cionamento de veı´culos e ate´ nos investimentos pu´blicos nos
sistemas de transporte [14, 30, 34, 44].
O PCV-P e´ dado por um grafo G = (V,A,P), no qual P
representa o conjunto de passageiros. Cada passageiro p ∈ P
tem origem na localidade Op ∈ V e destino Dp ∈ V , sendo
Op 6= Dp e Tp representa a despesa ma´xima que o passageiro
p aceita pagar. O passageiro p ao ser embarcado, passa a di-
vidir os custos, em rateio uniforme com os demais passageiros
do veı´culo e motorista, calculando-se o rateio independente-
mente para cada trecho em que o passageiro seguir embarcado
no veı´culo. O objetivo do PCV-P e´ de minimizac¸a˜o, con-
siderando que os custos de rota podem ser abatidos pelo rateio
de despesas. O PCV-P e´ sujeito a restric¸o˜es de capacidade
do veı´culo, de precedeˆncia entre a localidade de embarque
e a localidade de desembarque na rota, e o limite ma´ximo
de despesa admissı´vel para cada um dos passageiros. Cal-
heiros [8] demonstra que o PCV-P e´ NP-Completo. Gu et
al. [22] investigaram verso˜es mais simples de problemas que
permitem o compartilhamento de caronas e provaram que sa˜o
NP-difı´ceis mesmo quando apenas a origem, o destino e a
capacidade do veı´culo sa˜o considerados.
Problemas que incorporam caracterı´sticas do ridesharing
ao seu nu´cleo como o PCV-P sa˜o estritamente relacionados
com o Problema de Roteamento com Coleta e Entrega (PR-
CE), que e´ uma generalizac¸a˜o do Problema de Roteamento
de Veı´culos, na qual objetos ou pessoas demandam trans-
porte entre origens e destinos [7]. De acordo com Parragh et
al. [38, 39] o PR-CE pode ser dividido em duas classes. A
primeira se refere a`s situac¸o˜es que lidam com o transporte de
mercadorias do depo´sito para os clientes e de clientes para
o depo´sito. Ja´ a segunda classe, agrupa os problemas em
que as mercadorias sa˜o transportadas entre locais de coleta
e entrega. De todas as especificac¸o˜es feitas pelos autores,
os problemas Dial-a-ride (DARP) sa˜o os que modelam o
comportamento do ridesharing. O DARP consiste em pro-
gramar rotas e escalas de veı´culos de custos mı´nimos para
atender pedidos de transporte de usua´rios, os quais especi-
ficam requisic¸o˜es de embarque e desembarque (conhecidos
como pontos de coleta e entrega, respectivamente). No DARP
o servic¸o de transporte e´ compartilhado no sentido de que
va´rios usua´rios, com solicitac¸o˜es diferentes, podem estar no
mesmo veı´culo ao mesmo tempo [28]. As pesquisas sobre
DARP podem ser divididas em dois domı´nios: esta´tico ou
dinaˆmico. No caso esta´tico, o motorista e´ atribuı´do ao um
conjunto de requisic¸o˜es conhecidas de antema˜o. No dinaˆmico,
as requisic¸o˜es dos passageiros chegam on-line e um motorista
e´ atribuı´do a uma requisic¸a˜o que chega sem o conhecimento
de requisic¸o˜es futuras [33]. Psaraftis [41] desenvolveu um
dos primeiros estudos sobre o DARP com solicitac¸a˜o imedi-
ata, solucionado pequenas instaˆncias com um algoritmo de
programac¸a˜o dinaˆmica. Uma revisa˜o dos problemas dessa
classe e me´todos de soluc¸o˜es esta˜o disponı´veis nas refereˆncias
[7, 10].
O atual trabalho introduz uma variante do PCV que con-
sidera caracterı´sticas do PCV-CB e a existeˆncia da possibil-
idade de carregamento de passageiros como no PCV-P, de-
nominado Problema do Caixeiro Viajante com Coleta Op-
cional de Boˆnus, Tempo de Coleta e Passageiros (PCVP-
BoTc). Na variante examinada o objetivo e´ selecionar um
subconjunto de localidades do problema que permita, con-
siderando o embarque de passageiros, encontrar uma rota
visitando as localidades uma u´nica vez junto com um es-
quema de coleta de boˆnus que minimize a diferenc¸a entre os
custos rateados da rota e o esquema de coleta de boˆnus. O
modelo e´ sujeito a restric¸o˜es de capacidade do veı´culo, do
limite ma´ximo de despesa para o passageiro e de um tempo
ma´ximo de permaneˆncia do passageiro embarcado no veı´culo.
Os passageiros esta˜o disponı´veis para serem embarcados nas
localidades somente dentro de uma janela de tempo fixada
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individualmente pelo passageiro. Como um problema de
minimizac¸a˜o, a soluc¸a˜o vazia e´ uma soluc¸a˜o via´vel para o
problema. A func¸a˜o objetivo do PCVP-BoTc se assemelha
a` do PTP proposta por Feillet et al. [16] com a inclusa˜o da
possibilidade de ratear os custos da rota do PCV-P. Diferente-
mente do problema de coletas de boˆnus formulado por Balas
[6], o PCVP-BoTc na˜o penaliza a auseˆncia de visita a uma
localidade, na˜o obriga a coleta de um valor mı´nimo de boˆnus,
e contabiliza, no tempo da rota, o tempo de cada coleta de
boˆnus efetuada. O problema permite que o caixeiro opte por
coletar ou na˜o o boˆnus ao passar pela localidade. O caixeiro
so´ acumula os tempos dos boˆnus coletados. Um embarque
ao visitar uma localidade somente e´ possı´vel caso o tempo
da rota esteja dentro da janela de tempo do passageiro. Por
fim, caso o caixeiro decida coletar o boˆnus de uma localidade,
os possı´veis passageiros so´ sera˜o embarcados depois que a
coleta for realizada. O desembarque dos passageiros em uma
localidade antecede a coleta do boˆnus. Os passageiros na˜o
esperam dentro do veı´culo o boˆnus ser coletado para serem
desembarcados, posteriormente, na mesma localidade.
O PCVP-BoTc encontra uma aplicac¸a˜o real no segmento
de entregas expressas ou de courier. Courier Services sa˜o
empresas que transportam e entregam documentos, pacotes
e remessas de produtos. Tradicionalmente realizam entregas
ra´pidas de documentos. Esta modalidade de nego´cio fornece
servic¸os para empresas e indivı´duos que precisam de servic¸o
ra´pido, garantias de entrega e acompanhamento que o correio
comum na˜o aceita [40, 20].
A globalizac¸a˜o econoˆmica influencia praticamente todos
os setores da economia. Os servic¸os de Courier na˜o sa˜o uma
excec¸a˜o. Mesmo em seus mercados locais, as empresas de
servic¸os esta˜o sendo confrontadas por concorrentes globais.
Como resultado, o ator do mercado local pode enfrentar, em
sua regia˜o, uma concorreˆncia internacional. Simultaneamente,
a pressa˜o para otimizar a qualidade e os custos dos servic¸os
cresce. Assim, fornecer servic¸os econoˆmicos e eficientes e´
cada vez de maior importaˆncia no setor de servic¸os [35]. O
PCVP-BoTc pode potencializar a eficieˆncia dos sistemas em
servic¸os de courier produzindo impactos sociais e ecolo´gicos
positivos, bem como contribuindo para a melhoria do trans-
porte urbano.
O presente artigo propo˜e duas formulac¸o˜es matema´ticas
para o problema e as soluciona atrave´s de um solver em um
conjunto de instaˆncias especialmente formuladas para dar
suporte aos estudos de benchmark dos algoritmos propos-
tos neste estudo. Sa˜o propostos quatro algoritmos: um al-
goritmo heurı´stico duas fases denominado NVH baseado em
Programac¸a˜o Linear (PL), duas meta-heurı´sticas GRASP [17],
e uma meta-heurı´stica Coloˆnia de Formigas [13]. As meta-
heurı´sticas foram hibridizadas com te´cnicas VND (Variable
Neighbourhood. Descent) [26] e me´todos de Programac¸a˜o
Linear. Os resultados alcanc¸ados atrave´s dos algoritmos
heurı´sticos sa˜o comparados com as soluc¸o˜es encontradas para
as formulac¸o˜es matema´ticas.
Ale´m da introduc¸a˜o, o artigo esta´ organizado em mais 7
sec¸o˜es conforme segue. Na sec¸a˜o 2 e´ abordada a literatura rela-
cionada ao problema. Na sec¸a˜o 3 e´ feita a descric¸a˜o formal do
problema. Duas formulac¸o˜es matema´ticas sa˜o apresentadas na
sec¸a˜o 4. Na sec¸a˜o 5 sa˜o apresentados os algoritmos propostos.
Na sec¸a˜o 6 o banco de instaˆncias e´ descrito. Os experimentos
computacionais sa˜o reportados na sec¸a˜o 7. Finalmente, as
concluso˜es sa˜o expostas na sec¸a˜o 8.
2. Trabalhos Relacionados
Nesta sec¸a˜o sera˜o descritos alguns trabalhos da literatura que
possui conexa˜o com a presente pesquisa. Os trabalhos abor-
dam temas desde os problemas logı´sticos urbanos, como o
compartilhamento de carona ou ridesharing [1], e o compartil-
hamento de recursos de transporte entre pessoas e mercadorias
[33]; ate´ as variantes cla´ssicas do PTP.
O trabalho de Farhan e Chen [15] expo˜e o impacto do
ridesharing na eficieˆncia operacional de uma frota de veı´culos
ele´tricos autoˆnomos compartilhados (SAEVs), incluindo a
determinac¸a˜o do tamanho da frota, locais da estac¸a˜o de car-
regamento, capacidade de atendimento da demanda de viagem
e considerando os tempos de espera do usua´rio. Os autores
propuseram um modelo de simulac¸a˜o baseado em agentes e
que avalia as operac¸o˜es de uma frota de SAEVs em uma a´rea
metropolitana.
Alonso-Mora et al. [2] apresentaram um modelo matema´tico
de alta capacidade para compartilhamento de caronas em
tempo real, que e´ dimensiona´vel para grandes nu´meros de
passageiros e viagens, gerando dinamicamente rotas o´timas
com relac¸a˜o a` demanda on-line e localizac¸a˜o de veı´culos. Os
pesquisadores quantificaram experimentalmente a troca entre
o tamanho da frota, capacidade, tempo de espera, atraso de
viagem e custos operacionais para veı´culos de baixa a me´dia
capacidade, como ta´xis e van. O estudo experimental consid-
era a possibilidade de caronas em veı´culos com capacidade
de ate´ dez pessoas.
Ma et al. [37], por sua vez, propuseram um modelo de
compartilhamento de ta´xis que aceita solicitac¸o˜es de viagem
em tempo real feitas por passageiros de ta´xis e enviadas meio
de smartphones. O aplicativo otimiza a programac¸a˜o dos
ta´xis de forma a atender os passageiros por meio do compar-
tilhamento de assentos, que e´ sujeito a restric¸o˜es de tempo,
capacidade e moneta´ria. As restric¸o˜es moneta´rias propor-
cionam incentivos tanto para os passageiros quanto para os
motoristas de ta´xi. O objetivo e´ minimizar a distaˆncia de
viagem associada a cada ta´xi, enquanto atende aos pedidos de
viagem.
Li et al. [33] expuseram, em seu estudo, os benefı´cios
e desvantagens de combinar pessoas e fluxos de encomen-
das usando ta´xis e definiram o Problema da Partilha de Vi-
agem (SARP). Os autores apresentaram formulac¸o˜es de MILP
e realizaram um estudo nume´rico de cena´rios esta´ticos e
dinaˆmicos para o problema.
Ja´ Archetti et al. [4] definiram o Problema do Roteamento
de Veı´culo com Motoristas Ocasionais (PRV-MO). No PRV-
MO, uma empresa na˜o possui somente uma frota de veı´culos e
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motoristas disponı´veis para fazer entregas, mas tambe´m pode
se aproveitar de “motoristas ocasionais” (MOs) que esta˜o dis-
postos a fazer uma u´nica entrega usando seu veı´culo particular
em troca de alguma compensac¸a˜o. Assim, a empresa procura
satisfazer a desmanda dos clientes com custos totais mı´nimos,
ou seja, os custos totais das rotas dos seus pro´prios veı´culos
mais as compensac¸o˜es paga aos MO. Os autores fornecem
informac¸o˜es valiosas sobre o potencial de usar motoristas
ocasionais para reduzir os custos de entrega, concentrando-se
principalmente no nu´mero e na flexibilidade dos motoristas
ocasionais e do esquema de compensac¸a˜o empregado.
Arslan et al. [5] expuseram uma versa˜o do PRV-MO
dinaˆmico, enquanto Dahle et al. [11] apresentaram em seu
trabalho uma extensa˜o para o PRV-MO, em modelagem de
coleta e entrega com janela de tempo e limite de tempo. Neste
problema podem atender mais de uma solicitac¸a˜o e possuem
uma restric¸a˜o de compensac¸a˜o mı´nima para poder atender
uma dada solicitac¸a˜o.
Archetti et al. [3] definiram o Capacitated Profitable Tour
Problem (CPTP), no qual um u´nico veı´culo com capacidade
esta´ disponı´vel e o objetivo e´ maximizar a diferenc¸a entre
o lucro total coletado e o custo da distaˆncia total percorrida.
Handoko et al. [25] apresentaram o Multi-vehicle Profitable
Tour Problem (MPTP). Tradicionalmente, o PTP envolve um
u´nico veı´culo. Entretanto, nesse trabalho os autores, consid-
eram o PTP com va´rios veı´culos. Por sua vez, Sun et al. [43]
introduziram o Time-Dependent Capacitated Profitable Tour
Problem With Time Windows And Precedence Constraints, no
qual o problema diz respeito a` determinac¸a˜o de um passeio
e seu tempo de partida no depo´sito que maximiza o lucro
coletado menos o custo total de viagem (medido pelo tempo
total de viagem).
Por outro lado, Zhang et al. [45] introduziram o Proba-
bilistic Profitable Tour Problem (PPTP), no qual o problema
e´ definido em um grafo completo e cada ve´rtice (cliente) tem
uma probabilidade de exigir uma visita em um determinado
dia. O objetivo e´ encontrar um subconjunto de ve´rtices e
identificar, a priori, atrave´s desses ve´rtices, um passeio, max-
imizando a diferenc¸a entre os lucros e os custos de viagem
esperados.
Por fim, Lahyani et al. [32] apresentaram uma variac¸a˜o
para o PTP denominada de Rich Profitable Tour Problem
(RPTP) que surge quando solicitac¸o˜es de clientes envolvem
va´rios produtos e veı´culos, utilizando va´rios compartimentos.
No RPTP, o pedido de um cliente e´ composto por diferentes
produtos. Um lucro esta´ associado a cada produto. A demanda
do cliente pode ser satisfeita parcialmente, entregando apenas
alguns dos produtos listados na solicitac¸a˜o. Cumpre lembrar,
entretanto, que circuitos via´veis sa˜o limitados no tempo e ca-
pacidade. Isso implica dizer que um veı´culo na˜o pode visitar
todos os clientes. Ale´m disso, uma caracterı´stica importante
da variante e´ que alguns produtos sa˜o incompatı´veis e de-
vem ser mantidos separados durante o transporte. O veı´culo
tem diferentes compartimentos com diferentes capacidades.
Sa˜o conhecidas incompatibilidade entre produtos e compar-
timentos. Por u´ltimo, uma janela de tempo e um hora´rio
de atendimento esta˜o associados a cada cliente. Os clientes
podem ser coletados fora da janela de tempo mediante uma
penalizac¸a˜o na func¸a˜o objetivo. O custo total de uma excursa˜o
e´ obtido a partir do lucro total menos o custo da viagem e o
custo dos tempos de espera.
De acordo com o nosso conhecimento, na˜o foi encontrada
nenhuma publicac¸a˜o que lide com todas as caracterı´sticas
combinadas do problema do presente estudo. Basicamente e´
uma variante que na˜o pode lucrar com o compartilhamento
de assentos no veı´culo, somente reduzir custos. Na pro´xima
sec¸a˜o, sera´ realizada uma descric¸a˜o geral do problema.
3. Descric¸a˜o do Problema
No´s consideramos um grafo G = (V,A,P), sendo V o con-
junto de ve´rtices, A o conjunto das arestas, e P o conjunto
dos passageiros disponı´veis em suas localidades. Um boˆnus
na˜o-negativo bi e um tempo gasto si para o recolhimento
desse boˆnus sa˜o associados a cada ve´rtice i ∈V . Custos ci j e
tempos de percurso ti j sa˜o atribuı´dos a cada aresta. A cada
p ∈ P esta´ associada uma origem Op ∈V , um destino Dp ∈V ,
Op 6= Dp, um valor Tp representando a despesa ma´xima que
p esta´ disposto a pagar, um tempo ma´ximo de permaneˆncia
no veı´culo Mp, e uma janela de tempo Jp = [lip, l fp] represen-
tando um intervalo de tempo no qual o passageiro p deseja
que o compartilhamento da viagem seja iniciado. O caixeiro
e´ o motorista do veı´culo com capacidade para C passageiros.
A capacidade na˜o inclui o motorista. O objetivo do problema
e´ encontrar um conjunto de localidades para serem visitadas
uma u´nica vez, um esquema de coleta de boˆnus, uma rota, e
uma ordem de embarque de passageiros tais que minimizem
a diferenc¸a entre os custos rateados da rota e o valor ganho
com a coleta dos boˆnus. O PCV e´ um caso especial do PCVP-
BoTc, no qual: 1. O menor boˆnus e´ duas vezes maior que
a maior aresta de custo do grafo G. 2. todas as localidades
do problema devem ser visitadas. 3. na˜o existem passageiros
para embarque. Portanto, para um caso geral, solucionar o
PCVP-BoTc e´ pelo menos ta˜o difı´cil quanto solucionar o PCV,
cla´ssico problema NP-Difı´cil [24].
A Figura 1 ilustra, em um grafo completo com cinco
ve´rtices, uma tı´pica instaˆncia do PCVP-BoTc. No exemplo
existe em cada ve´rtice um ro´tulo < a,b,c >, onde a, b e c
denotam, respectivamente, o boˆnus a ser coletado, o tempo
de coleta e os passageiros disponı´veis na localidade. Cada
aresta tambe´m possui um ro´tulo, com a informac¸a˜o do custo e
o tempo de travessia. A capacidade do veı´culo neste exemplo
e´ C = 3. As requisic¸o˜es dos passageiros sa˜o representadas
pelos ro´tulos pi =< O,D,T,M, li, l f >, onde O representa a
origem do passageiro, D o destino, l a despesa ma´xima a ser
paga, M o tempo ma´ximo de permaneˆncia no veı´culo e, li e
l f o inı´cio e fim da janela de tempo para ser realizado seu
embarque.
Uma soluc¸a˜o o´tima para o problema exemplificado na
Figura 1 e´ exibida na Figura 2. Os ve´rtices 2 e 3 e os pas-
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sageiros p3 e p6 esta˜o em destaque para representar que os
boˆnus pertencentes aos ve´rtices foram coletados e que os pas-
sageiros compartilharam trechos com o caixeiro. O ve´rtice 4
pertence a` soluc¸a˜o, mas na˜o esta´, o que em destaque repre-
senta que seu boˆnus na˜o foi coletado.
A Figura 3 exemplifica os passos que o caixeiro percorreu
na construc¸a˜o da soluc¸a˜o. O caixeiro parte do ve´rtice inicial
e chega ao ve´rtice 2, Figura 3a, coleta o boˆnus no ve´rtice e
permanece parado o tempo necessa´rio para realizar o trabalho.
Quando o caixeiro sai do ve´rtice, o passageiro p3 e´ embarcado
para compartilhar o trajeto com o caixeiro ate´ seu destino, e
a capacidade do veı´culo e´ diminuı´da em uma unidade. O
embarque do passageiro p3, foi possı´vel pelos fatos de o
seu destino ainda na˜o ter sido visitado, o tempo corrente da
rota estar dentro da sua janela de tempo e existir um lugar
disponı´vel no veı´culo.
Figure 1. Instaˆncia.
Figure 2. Uma soluc¸a˜o o´tima.
Em seguida, o caixeiro chega ao ve´rtice 3, Figura 3b, e
realiza a coleta do boˆnus, enquanto o passageiro p3 fica a` sua
espera no carro uma vez que a localidade de seu desembarque
na˜o foi alcanc¸ada. O caixeiro parte do ve´rtice 3 embarcando o
u´nico passageiro via´vel p6 que passa a compartilhar o veı´culo
com o caixeiro e p3 ate´ o seu destino. Com o embarque de
p6 a capacidade do veı´culo diminui outra unidade e passa a
ser um. Chegando ao ve´rtice 4, Figura 3c, o caixeiro real-
iza o desembarque do passageiro p6 ja´ que seu destino foi
alcanc¸ado e aumenta uma unidade na capacidade do carro
para, em seguida, examinar a possibilidade da coleta do boˆnus
da localidade. O passageiro p6 permaneceu embarcado ate´ o
seu destino uma vez que foram respeitadas todas as restric¸o˜es
a ele associadas. O caixeiro parte do ve´rtice 4 sem realizar a
coleta e continua com o passageiro p3 embarcado. Por fim, o
caixeiro chega ao ve´rtice inicial, Figura 3d, e desembarca o
passageiro p3.
O custo total da soluc¸a˜o do exemplo, corresponde ao custo
(c12− b2), somado com (c23/2− b3), sendo o custo de c23
dividido por 2 pelo fato de o passageiro p3 ter compartil-
hado esse trecho com o caixeiro, somado com c34/3, sendo
c34 rateado por 3 pois p3 e p6 compartilharam esse trecho
e finaliza com a soma de c41/2, com o passageiro p3 ainda
embarcado. Assim, a soluc¸a˜o final custa -168.833.
4. Formulac¸o˜es Matema´ticas
Sa˜o apresentadas duas formulac¸o˜es na˜o-lineares para o PCVP-
BoTc baseadas em modelos de fluxo para o PCV. O primeiro
modelo, apresentado na sec¸a˜o 4.1, e´ baseado na formulac¸a˜o
de Gavish e Graves [19]. O segundo modelo, exposto na sec¸a˜o
4.2, estende a formulac¸a˜o proposta por Claus [9] que utiliza
multifluxo. Ambos os modelos utilizam a func¸a˜o objetivo
proposta por Feillet et al. [16] para PTP com uma simples
modificac¸a˜o: o rateio nos trechos compartilhados com pas-
sageiros e´ considerado. Na sec¸a˜o 4.3, e´ apresentado um ajuste
aos modelos permitindo que os dois sejam reescritos de forma
quadra´tica.
4.1 Fluxo Simples (FS)
O modelo e´ baseado em uma formulac¸a˜o proposta por Gav-
ish e Graves [19] para o PCV, com a adic¸a˜o de restric¸o˜es
relacionadas aos passageiros e os boˆnus. A func¸a˜o objetivo
proposta em [16] para o PTP tambe´m e´ modificada. O prob-
lema e´ formulado em (1)-(24). Os paraˆmetros e as varia´veis
sa˜o definidas a seguir.
Paraˆmetros:
- ci j: custo para atravessar a aresta (i, j);
- ti j: tempo para atravessar a aresta (i, j);
- bi: boˆnus no ve´rtice i;
- si: tempo gasto para coleta do boˆnus no ve´rtice i;
- Op: origem do passageiro p;
- Dp: destino do passageiro p;
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(a) Chegada do caixeiro no ve´rtice 2. (b) Chegada do caixeiro no ve´rtice 3.
(c) Chegada do caixeiro no ve´rtice 4. (d) Chegada do caixeiro no ve´rtice inicial.
Figure 3. Caminho trilhado pelo caixeiro na construc¸a˜o da soluc¸a˜o da Figura 1.
- Tp: tarifa ma´xima que o passageiro p admite pagar;
- Mp: durac¸a˜o ma´xima da viagem que o passageiro p
admite;
- Jp = [lip, l fp]: intervalo de tempo que o passageiro p
deseja ser embarcado;
- C: capacidade do veı´culo;
- K: constante relativamente grande.
Varia´veis:
- xi j: varia´vel bina´ria que indica se a aresta (i, j) pertence
a` soluc¸a˜o (xi j = 1) ou na˜o (xi j = 0);
- yi: varia´vel bina´ria que indica se o ve´rtice i esta´ presente
na soluc¸a˜o (yi = 1) ou na˜o (yi = 0);
- zi: varia´vel bina´ria que indica se o boˆnus do ve´rtice i
foi coletado (zi = 1) ou na˜o (zi = 0);
- vpi j: varia´vel bina´ria que indica se o passageiro p trafe-
gou de i para j (vpi j = 1) ou na˜o (v
p
i j = 0);
- wpi : varia´vel bina´ria que indica se o passageiro p per-




- gi j: varia´vel inteira que guarda a ordem em que a aresta
(i, j) foi visitada na rota;
- fi j: varia´vel inteira que guarda o tempo de chegada do
caixeiro no ve´rtice j vindo de i.
- ri: varia´vel inteira que armazena o tempo de saı´da do















xi j = yi ,∀i ∈V (2)
∑
j∈V\{i}





g ji = yi ,∀i ∈V \{1} (4)
gi j ≤ (|V |−1)xi j ,∀i, j ∈V (5)
zi ≤ yi, ∀i ∈V (6)
∑
j∈V\{1}
f1 j = ∑
j∈V\{1}
x1 jt1 j (7)
∑
j∈V\{i}




xi jti j +zisi ,∀i∈V \{1} (8)





vpDp j = 0 ,∀p ∈ P (10)
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vpi j = 0 ,∀p ∈ P, i ∈V \{Op,Dp} (11)
∑
j∈V\{1}
vp1 j + ∑
j∈V\{1}






















wpi si ≤Mp,∀p ∈ P (15)
∑
i∈V\{ j}
fi j + z js j = r j,∀ j ∈V \{1} (16)
lip ∑
j∈V\{Op}
vpOp j ≤ rOp , ∀p ∈ P (17)
rOp ≤ l fp+K (1 − ∑
j∈V\{Op}
vpOp j), ∀p ∈ P (18)
wpOp +w
p
Dp = 0, ∀p ∈ P (19)
2wpj ≤ z j +∑
i∈V
vpi j, ∀p ∈ P, j ∈V \{Op,Dp} (20)
wpj +1≥ z j +∑
i∈V
vpi j, ∀p ∈ P, j ∈V \{Op,Dp} (21)
xi j,yi,zi ∈ {0,1} ∀i, j ∈V (22)
vpi j,w
p
i ∈ {0,1} ∀i, j ∈V, p ∈ P (23)
ri, fi j,gi j ∈ N ∀i, j ∈V (24)
A func¸a˜o objetivo e´ expressa em (1). O primeiro e segundo
termos da func¸a˜o objetivo, esta˜o relacionados ao custo total
do caixeiro compartilhado com os passageiros embarcados e
os lucros recolhidos, respectivamente. As restric¸o˜es (2) e (3)
sa˜o conhecidas como restric¸o˜es de atribuic¸a˜o, ou seja, garan-
tem que todo ve´rtice possuira´ apenas uma aresta chegando
e saindo dele, no circuito. As restric¸o˜es (4) e (5) garantem
que na˜o existam subciclos e correspondem a` formulac¸a˜o de
fluxo simples para o PCV. A restric¸a˜o (6) garante que o boˆnus
da localidade so´ podera´ ser recolhido caso esteja no circuito.
As restric¸o˜es (7) e (8) fazem com que a varia´vel fi j acumule
o tempo de percurso do caixeiro ate´ o momento de chegada
em determinada localidade. A restric¸a˜o (9) garante que so´
haja tempo acumulado nos arcos em que o caixeiro trafegar.
A restric¸a˜o (10) inviabiliza o retorno de qualquer passageiro
a` sua origem, e de maneira ana´loga, inviabiliza o embarque
de qualquer passageiro fora de sua localidade. A restric¸a˜o
(11) garante que se o passageiro for embarcado, seu desem-
barque e´ feito no seu destino. A restric¸a˜o (12) inviabiliza
que passageiros que possuem origem e destinos diferente da
localidade inicial utilizem arestas relacionadas a` localidade
1. A restric¸a˜o (13) garante que as arestas utilizadas pelos pas-
sageiros na˜o sejam diferentes das utilizadas pelo caixeiro e que
o nu´mero de passageiros compartilhando o mesmo trajeto na˜o
seja maior do que a capacidade do veı´culo. As restric¸o˜es (14)
e (15) garantem que, para cada passageiro, o limite ma´ximo
do resultado do rateio e o tempo de permaneˆncia, caso se-
jam embarcados no veı´culo, na˜o seja excedido. A restric¸a˜o
(16) relaciona o tempo de chegada e saı´da das localidades
diferentes da inicial. As restric¸o˜es (17) e (18) garantem que o
passageiro so´ seja embarcado caso esteja no intervalo de sua
janela de tempo. A valor de K na restric¸a˜o (18) foi definido
como K =
{
maxi∈V (si),maxi, j∈V (ti j)
}∗ |V | ∗2 de modo que
a desigualdade seja satisfeita para qualquer passageiro p que
na˜o tenha sido embarcado.A restric¸a˜o (19) garante que os
passageiros na˜o fiquem esperando o caixeiro coletar os lucros
na sua origem e no seu destino. As restric¸o˜es (20) e (21)
garantem que, caso o caixeiro e os passageiros compartilhem
trechos no circuito, os passageiros permanec¸am embarcados
durante o tempo da coleta do boˆnus da localidade, no caso de a
localidade ser diferente da origem ou do destino do passageiro.
Por fim, as restric¸o˜es (22) e (24) asseguram o domı´nio das
varia´veis.
4.2 Formulac¸a˜o Baseada em Multifluxo (MF )
Nesta sec¸a˜o e´ apresentada uma segunda formulac¸a˜o para o
problema derivada da formulac¸a˜o apresentada por Claus [9]
que utiliza o conceito de multifluxo em redes para o PCV.
Dado o grafo G = (V,A,P), no´s construı´mos um novo grafo
G∗ = (V ∗,A∗,P∗) no qual o ve´rtice inicial e´ dividido em dois
novos ve´rtices, q e l representando a saı´da e chegada do caix-
eiro. Os boˆnus para ambos os ve´rtices q e l sa˜o iguais ao
do ve´rtice inicial antes de ser dividido. Todos os arcos que
chegam no ve´rtice inicial sa˜o direcionados para l, enquanto
todos os arcos de G que partem do ve´rtice inicial agora partem
de q em G∗. Um arco de q para l e´ adicionado em G∗ com o
intuito de tratar a soluc¸a˜o vazia, ja´ que a mesma e´ possı´vel no
problema em questa˜o. Arcos saindo do ve´rtice q para todos
os outros ve´rtices diferentes de l sa˜o adicionados ao problema
possuindo valores iguais a ∞. Arcos saindo do ve´rtice l para
todos os outros ve´rtices tambe´m sa˜o adicionados ao problema
tendo ∞ com valores atribuı´dos. Todas as modificac¸o˜es sa˜o re-
fletidas sobre o custo e tempo em cada aresta. Os passageiros
em G que teˆm como origem o ve´rtice inicial passaram a ter
q como origem e os que tem como destino o ve´rtice inicial
passaram a ter l como destino em G∗. Dessa forma, podemos
interpretar o PCVP-BoTc como um problema de determinar
um caminho de q para l no novo grafo que minimize o custo
da rota menos o boˆnus coletado.
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Assumindo que o ve´rtice inicial e´ o 1, formalmente no´s
definimos G∗ = (V ∗,A∗,P∗), como:
V ∗ = {q, l} ∪V \{1}
A∗ = A\{(1, i),(i,1) : i ∈V \{1}}
∪ {(q, l) := 0,(l,q) := ∞}
∪ {(q, i) := (1, i) : i ∈V \{1}}
∪ {(i, l) := (i,1) : i ∈V \{1}}
∪ {(l, i) := ∞ : i ∈V \{1}}
∪ {(i,q) := ∞ : i ∈V \{1}}
P∗ = P\{(Op,Dp,Tp,Mp,Jp) : p ∈ P,Op = 1 e Dp = 1}
∪ {(Op := q,Dp,Tp,Mp,Jp) : p ∈ P,Op = 1 e Dp 6= 1}
∪ {(Op,Dp := l,Tp,Mp,Jp) : p ∈ P,Op 6= 1 e Dp = 1}
O problema e´ formulado por (1), (10)-(11), (13)-(15), (17)-
(21) e (25)-(36). Os paraˆmetros e as varia´veis xi j, zi , v
p
i j , w
p
i ,
ri sa˜o os mesmos apresentados na sec¸a˜o anterior com a adic¸a˜o
das seguintes varia´veis.
Varia´veis:
- gki j:varia´vel bina´ria que controla se o fluxo k trafega do
ve´rtice i para o ve´rtice j (gki j = 1) ou na˜o (g
k
i j = 0);
- yki : varia´vel bina´ria que indica se o fluxo k coletou o





xq j + ∑
j∈V ∗\{l}










x jk = 0, ∀k ∈V ∗ \{q, l} (27)





x jk, ∀k ∈V ∗ \{q} (29)
∑
j∈V ∗\{q}
gkq j = ∑
j∈V ∗\{k}





gkji = 0, ∀k, i ∈V ∗ \{q}, i 6= k (31)
zk ≤ ∑
j∈V ∗\{k}
x jk, ∀k ∈V ∗ \{q} (32)
2yki ≤ zi+ ∑
j∈V ∗\{i}
gkji, ∀k, i ∈V ∗ \{q} (33)
yki +1≥ zi+ ∑
j∈V ∗\{i}





ti jgki j + ∑
i∈V ∗\{1}
yki si, ∀k ∈V ∗ \{q} (35)
yki ,g
k
i j ∈ {0,1} ∀i, j ∈V ∗,k ∈V ∗ \{q} (36)
A func¸a˜o objetivo (1) e as restric¸o˜es de (10)-(11), (13)-
(15), (17)-(21) sa˜o as mesmas apresentadas na sec¸a˜o anterior
com a simples mudanc¸a dos conjuntos V por V ∗ e P por P∗.
As restric¸o˜es (25) e (26) garantem que o caminho inicie no
ve´rtice q e termine no ve´rtice l. A restric¸a˜o (27) assegura a
conservac¸a˜o do caminho do caixeiro. As restric¸o˜es de (28)
a (32) certificam que na˜o haja subciclos e correspondem a`
formulac¸a˜o de multifluxo para o PCV proposto por Claus
em [9]. A restric¸a˜o (32) desempenha a mesma func¸a˜o que
a restric¸a˜o (6) do modelo anterior. As restric¸o˜es (33) e (34)
garantem se o fluxo k coleta ou na˜o o boˆnus no ve´rtice i. A
restric¸a˜o (35) exerce a mesma func¸a˜o da restric¸a˜o (16). Final-
mente, a restric¸a˜o (36) define o domı´nio das novas varia´veis.
4.3 Formulac¸a˜o Quadra´tica (FSQ e MFQ)
O primeiro termo da func¸a˜o objetivo e a restric¸a˜o (14) sa˜o
na˜o-lineares para ambos os modelos. Com objetivo de ajustar
a formulac¸a˜o para eliminar a divisa˜o em ambos os casos, o
me´todo proposto por [29] foi utilizado. A estrate´gia utilizada
pelo me´todo e´ transformar a divisa˜o em uma multiplicac¸a˜o
por um nu´mero real. Assim, para eliminar a operac¸a˜o de
divisa˜o, uma nova varia´vel αi j representando o valor inverso
do denominador da divisa˜o e´ introduzida permitindo que as
formulac¸o˜es sejam reescritas de forma quadra´ticas. Adicio-
nando as restric¸o˜es (37) e (38) ao modelo FS a func¸a˜o objetivo
(1) e a restric¸a˜o (14) sa˜o reescritas em (39) e (40). O mod-
elo MF tambe´m recebe as mesmas modificac¸o˜es levando em
considerac¸a˜o os conjuntos V ∗ e P∗.
αi j× (1+ ∑
p∈P
vpi j) = 1,∀i, j ∈V (37)














i jαi j ≤ Tp ,∀p ∈ P (40)
Enta˜o, definimos a formulac¸a˜o quadra´tica de FS como
FSQ consistindo da func¸a˜o objetivo (39) sujeito as restric¸o˜es
(2-13), (15-24), (37-38) e (40). Finalmente, MFQ representa
a forma quadra´tica para o modelo MF consistindo da func¸a˜o
objetivo (39) sujeito as restric¸o˜es (10-11), (13), (15-21) e
(25-36), (37-38) e (40).
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5. Algoritmos Propostos
Esta sec¸a˜o descreve quatro algoritmos propostos neste estudo.
O primeiro algoritmo e´ uma heurı´stica que decompo˜e o prob-
lema em duas etapas. Cada uma das etapas e´ solucionada
atrave´s de uma ferramenta de otimizac¸a˜o. O segundo e ter-
ceiro sa˜o algoritmos baseados na meta-heurı´stica GRASP. A
func¸a˜o dos algoritmos descritos e´ estabelecer soluc¸o˜es para
as instaˆncias examinadas de forma a testar a eficieˆncia do
quarto algoritmo proposto que e´ uma meta-heurı´stica Coloˆnia
de Formigas. Todas as meta-heurı´sticas sa˜o hibridizadas, con-
forme descrito adiante.
Cada soluc¸a˜o, S, e´ representada por dois vetores como
ilustrado na Figura 4. O vetor R representa a sequeˆncias de
visitas do caixeiro com a opc¸a˜o de coleta do boˆnus. Cada
posic¸a˜o do vetor R e´ formada por uma dupla (x,y), onde x
representa a localidade visitada e y a opc¸a˜o de coleta. O
valor de y e´ 1 caso o boˆnus seja coletado e 0 caso contra´rio.
O segundo vetor, P, representa os passageiros que foram
embarcados. O ciclo inicia e termina sempre na localidade 1,
mas ela na˜o e´ representada como destino final na soluc¸a˜o.
Figure 4. Representac¸a˜o da soluc¸a˜o para o PCVP-BoTc.
5.1 NVH
O algoritmo 1 apresenta a heurı´stica denominada NVH, que
e´ dividida em duas fases: a primeira, encontra uma rota para
um conjunto de localidades pre´-selecionadas. A segunda
encontra um carregamento para a rota. A duas fases sa˜o
solucionadas atrave´s de uma ferramenta de otimizac¸a˜o. O
algoritmo possui treˆs paraˆmetros de entrada: nomeInst, o
nome da instaˆncia; tempoRota, o tempo ma´ximo em segundos,
para o solver resolver o subproblema de rota; e tempoPass,
o tempo ma´ximo, em segundos, para o solver solucionar o
carregamento de passageiros da rota.
O algoritmo define uma soluc¸a˜o vazia na linha 3. O passo
4 e´ a primeira fase da heurı´stica, resolverRota(), implemen-
tando as restric¸o˜es de (2)-(6) e a func¸a˜o objetivo (1) sem o
rateio dos custos da formulac¸a˜o apresentada na sec¸a˜o 4. A
func¸a˜o recebe, G, o grafo do problema e tempoRota. O re-
torno da func¸a˜o e´ um circuito com o esquema de coleta sem
os passageiros que foi encontrado em no ma´ximo tempoRota
segundos pelo otimizador.
O passo 5 implementa a segunda fase, func¸a˜o embar-
carPass(), que resolve a atribuic¸a˜o de passageiros para a rota
preestabelecida, fixando valores para as varia´veis xi j, yi e zi do
modelo proposto FSQ. Desse modo, a formulac¸a˜o e´ reduzida
a`s restric¸o˜es (7)-(13),(15)-(21), (37)-(38) e (40) com a func¸a˜o
objetivo (39). O procedimento recebe como paraˆmetro, o
grafo G, a rota preestabelecida S.R, e o tempoPass. A func¸a˜o
retorna a melhor configurac¸a˜o de passageiros encontrada pelo
otimizador em no ma´ximo tempoPass segundos para a rota
preestabelecida S.R.
Por fim, o algoritmo retorna uma soluc¸a˜o completa.
Algoritmo 1: NVH
Entrada: nomeInst, tempoRota, tempoPass
Saı´da: S = (R,P)
1 inı´cio
2 G← leituraInst(nomeInst) ;
3 S← /0;
4 S.R← resolverRota(G, tempoRota) ;




Esta sec¸a˜o apresenta o algoritmo GRASP hibridizado com
uma busca VND (Variable Neighborhood Descent), com a
etapa de carregamento de passageiros realizada por um solver.
O pseudoco´digo do GVND1 e´ apresentado no algoritmo 2.
Sa˜o quatro paraˆmetros de entrada: nomeInstancia, o nome da
instaˆncia, maxFc, o nu´mero ma´ximo de chamadas a` func¸a˜o
objetivo realiza´veis pelo algoritmo, tamLista, o tamanho da
lista restrita de candidatos e, por fim, maxConv, o nu´mero
ma´ximo de iterac¸o˜es sem melhoria.
O algoritmo carrega a instaˆncia atrave´s de leituraInstan-
cia() e define as varia´veis S, numCh e conv. S representa uma
soluc¸a˜o; f (S) e´ o valor da soluc¸a˜o; numCh conta o nu´mero
de chamadas da func¸a˜o objetivo e conv e´ um contador para
o nu´mero de iterac¸o˜es sem melhoria. O lac¸o principal tem
dois crite´rios de parada, quais sejam, o nu´mero de chamadas
a` func¸a˜o objetivo e o nu´mero de iterac¸o˜es sem melhoria.
A construc¸a˜o da soluc¸a˜o S∗ e´ realizada pelo me´todo con-
strSolucao(), cujo pseudoco´digo e´ expresso pelo algoritmo
3. A soluc¸a˜o encontrada e´ submetida a` fase de VND, func¸a˜o
VND(), descrita no algoritmo 4. Finalizando, caso haja mel-
horia a soluc¸a˜o S e´ atualizada.
A constrSolucao(G, tamLista) e´ inicializada com o grafo
da instaˆncia e com o tamanho da lista restrita de candidatos.
O procedimento constro´i iterativamente soluc¸o˜es cujo com-
primento varia de 1 a |V |, preservando a melhor soluc¸a˜o. O
procedimento e´ iniciado na localidade 1. A soluc¸a˜o inicial
tem tamanho 1 (um) e valor objetivo 0 (zero) representando
a soluc¸a˜o vazia S. Em seguida, e´ formada uma lista de can-
didatos LCD utilizando o me´todo montarLCD(cidadeatual)
a partir da localidade corrente. A lista LCD conte´m todas as
possibilidades de destino j da localidade corrente i que podem
ser incluı´das na soluc¸a˜o. Cada ve´rtice destino j contribuira´ em
duas possibilidades para LCD de acordo com as equac¸o˜es (41)
e (42). A primeira opc¸a˜o representada na equac¸a˜o (41) men-
sura a distaˆncia do ve´rtice i para j como a soma do custo de
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Algoritmo 2: GVND1
Entrada: nomeInst, tamLista, maxFc, maxConv
Saı´da: S = (R,P)
1 inı´cio
2 G← leituraInst(nomeInst) ;




(numCh≤ maxFc) e (conv≤ maxConv) fac¸a
7 S∗← constrSolucao(G, tamLista);
8 S∗← VND(S∗);








percorrer as arestas (i, j) e ( j,1) menos o valor do boˆnus cole-
tado no ve´rtice j. A segunda opc¸a˜o representada na equac¸a˜o
(42) mensura uma segunda distaˆncia da localidade i para j.
Algoritmo 3: constrSolucao
Entrada: G, tamLista
Saı´da: pi = (R,P)
1 inı´cio
2 pi ← /0; f (pi)← ∞;pi∗← /0; f (pi∗)← ∞;
3 cidadeAtual← 1;
4 pi∗.R.inserir(< cidadeAtual,0 >); f (pi∗)← 0;
5 enquanto |pi∗.R| ≤ |G.V | fac¸a
6 LCD← montarLCD(cidadeAtual);
7 LRC← montarLRC(LCD, tamLista);
8 cidadeAtual, opCol← sorteioLRC(LRC);
9 pi∗.R.inserir(< cidadeAtual,opCol >);
10 pi∗.P← embarcarPass(G, pi∗.R, 60);
11 se f (pi∗)< f (pi) enta˜o







Dado que a primeira opc¸a˜o de um destino j foi sorteada
para compor a soluc¸a˜o, o caixeiro passara´ pela localidade j
e coletara´ o boˆnus. Caso a segunda seja sorteada o caixeiro
passara´ pela localidade e na˜o coleta o boˆnus.
Considerando que a lista LCD esteja completa, o pro´ximo
passo e´ montar a lista LRC atrave´s do me´todo montarLRC(LCD,
tamLista) que recebe como entrada a lista de candidatos e o
tamanho da lista LRC. A lista LRC conte´m %tamLista das
localidades com os menores valores de LCD. Em seguida, o
destino j e´ sorteado aleatoriamente na lista LRC, armazenado
na varia´vel cidadeAtual, e a opc¸a˜o de coleta e´ atribuı´da a`
opCol. Assim, a dupla (cidadeAtual, opCol) e´ inserida no fi-
nal da soluc¸a˜o corrente. A func¸a˜o embarcarPass(G, pi∗.R, 60)
e´ acionada para viabilizar o carregamento da nova rota. Essa
func¸a˜o e´ equivalente a` que foi apresentada no algoritmo NVH.
A nova soluc¸a˜o e´ comparada com a melhor a soluc¸a˜o ja´ exis-
tente, preservando-se a melhor. A varia´vel numCh e´ incremen-
tada nas iterac¸o˜es do lac¸o e o procedimento testarCh(numCh,
pi∗) verifica se o nu´mero de chamadas na˜o excedeu o nu´mero
ma´ximo de chamadas da func¸a˜o objetivo maxFC. Caso o
valor de numCh seja maior que maxFC o algoritmo compara
pi∗ com a melhor soluc¸a˜o encontrada, atualizando a soluc¸a˜o
pi , se for o caso, retornando o resultado. O procedimento de
construc¸a˜o continua ate´ o tamanho da rota alcanc¸ar o previsto.
Ao final do procedimento e´ retornada a soluc¸a˜o com melhor
valor objetivo.
D1i j = ci j + c j1−b j (41)
D2i j = ci j + c j1 (42)
O passo seguinte realiza a busca local GRASP no formato
de uma busca local VND, resumida no algoritmo 4. O VND
recebe como entrada pi , a soluc¸a˜o corrente, que sera´ pertur-
bada. ξ representa um conjunto de vizinhanc¸as da busca VND.
As estruturas de vizinhanc¸as aplicadas, em ordem, foram:
• Pass1: seleciona um passageiro p que na˜o possui origem
ou destino de maior boˆnus na rota corrente e insere a lo-
calidade origem/destino com a opc¸a˜o de coletar o boˆnus
ativada na rota corrente. A inserc¸a˜o, caso o ve´rtice seja
a origem, e´ feita em todas as posic¸o˜es anteriores ao
destino. Caso seja a localidade de destino, a inserc¸a˜o e´
realizada em todas as posic¸o˜es depois da origem;
• Pass2: seleciona um passageiro p que na˜o possui origem
e destino na rota corrente com maior valor de bOp +
bDp − cOpDpe insere a localidade origem e destino em
posic¸o˜es consecutivas, ambos com a opc¸a˜o de coletar o
boˆnus ativada, testando todas as posic¸o˜es da soluc¸a˜o.
• Inserir: insere o ve´rtice de maior boˆnus que na˜o esta´
na rota corrente em todas as posic¸o˜es com a opc¸a˜o de
coleta ativada;
• Troca: seleciona uma posic¸a˜o aleato´ria da soluc¸a˜o e
realiza a troca com todas as outras;
• Inverte: inverte o caminho de todas as posic¸o˜es ate´ o
final da rota;
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• Apagar: apaga um ve´rtice da rota. Esta vizinhanc¸a e´
executada para todas as posic¸o˜es da rota corrente menos
a que conte´m o ve´rtice inicial;
• Exato: seleciona treˆs posic¸o˜es consecutivas na rota e
testa todas as combinac¸o˜es possı´veis sobre esses treˆs
ve´rtices e repete para todas as outras posic¸o˜es que per-
tencem a` rota corrente;
• K-opt: troca k arestas sobre o subgrafo induzido pela
rota corrente atrave´s do algoritmo de Helsgaun [27]
denominado LKH-2.
Algoritmo 4: VND
Entrada: pi , ξ
Saı´da: pi = (R,P)
1 inı´cio
2 melhoria← 1;
3 enquanto melhoria fac¸a
4 melhoria← 0;
5 k← 1;
6 enquanto k ≤ |ξ | fac¸a
7 pi∗← buscaLocal(pi ,k);
8 se f (S∗)< f (S) enta˜o









A sequeˆncia da aplicac¸a˜o das vizinhanc¸as do VND foi or-
ganizada de forma a priorizar a busca em vizinhanc¸as mais efi-
cientes. A partir da soluc¸a˜o inicial pi , o me´todo explora as es-
truturas de vizinhanc¸a segundo sua prioridade pre´-estabelecida.
O algoritmo progride na lista quando a vizinhanc¸a examinada
falha em encontrar uma melhoria para a soluc¸a˜o corrente.
Alcanc¸ada a u´ltima vizinhanc¸a da lista e na˜o ocorrendo mel-
horia, o algoritmo finaliza a etapa VND.
As vizinhanc¸as aplicam perturbac¸o˜es na soluc¸a˜o corrente.
Logo, para manter a viabilidade dos passageiros, a func¸a˜o
embarcarPass(G, pi∗.R, 60) e´ executada sobre cada perturbac¸a˜o
com intuito de reparar a atribuic¸a˜o dos passageiros na nova
rota. A cada execuc¸a˜o de embarcarPass() a varia´vel numCh
e´ incrementada em uma unidade e o procedimento testarCh()
e´ executado. Por fim, o algoritmo termina quando o nu´mero
de chamadas a` func¸a˜o objetivo atingir maxFc ou quando a
melhor soluc¸a˜o na˜o e´ melhorada em maxConv iterac¸o˜es. A
melhor soluc¸a˜o e´ retornada quando um dos crite´rios de parada
e´ satisfeito.
5.3 GVND2
O GVND2 e´ uma versa˜o do GVND1 com um novo me´todo
de construc¸a˜o da soluc¸a˜o. O algoritmo 5 apresenta o pseu-
doco´digo do novo me´todo para a fase construtiva. Ele recebe
como paraˆmetros de entrada G; tamLista, o tamanho da lista
restrita de candidatos; e listaOrdP, uma lista contendo os
passageiros ordenados de acordo com o inı´cio da janela de
tempo de cada um. O algoritmo inicia definindo uma soluc¸a˜o
pi e insere na sua rota o ve´rtice inicial com a opc¸a˜o de coleta
desativada (0), atribuindo seu valor objetivo como 0. Uma
segunda soluc¸a˜o pi∗ igual a pi e´ criada para servir de auxiliar
no decorrer do procedimento. Em seguida, o procedimento
entra no lac¸o principal que e´ executado enquanto houver pas-
sageiros em listaOrdP. Logo apo´s, e´ formada uma lista de
candidatos usando o me´todo montarLCD(pi∗, listaOrdP) que
recebe a soluc¸a˜o pi∗ e a lista de passageiros listaOrdP como
paraˆmetros para montar a lista com todos os passageiros cujas
localidades de origem e destino ainda na˜o estejam na soluc¸a˜o
pi∗. A lista e´ armazenada em LCD. A localidade de mon-
tarLCD() e´ tratada como se na˜o estivesse na soluc¸a˜o pi∗. Con-
siderando que a lista LCD esteja completa o pro´ximo passo
e´ montar a lista LRC atrave´s do me´todo montarLRC(LCD,
tamLista) que recebe LCD e o tamanho que a LRC tera´. A
LRC conte´m todos %tamLista passageiros com os menores
valores de inı´cio da janela de tempo em LCD. Posteriormente,
um passageiro, pass, e´ sorteado aleatoriamente em LRC pelo
me´todo sorteioLRC(LRC).
Com o passageiro sorteado, a linha 9 realiza um teste
utilizando o me´todo testarJanela(pi∗, pass) para verificar se
o tempo total da soluc¸a˜o pi∗ com a inserc¸a˜o no final da rota
da localidade origem de pass e a opc¸a˜o de coleta ativada
permanece dentro da janela de tempo do passageiro pass.
Um caso especial e´ considerado no teste quando a localidade
origem de pass e´ a localidade 1, o retorno so´ sera´ positivo se o
inı´cio da janela de tempo de pass for igual a 0. Sendo positivo
o resultado do me´todo testarJanela(), o passageiro pass esta´
apto a compartilhar algum trecho com o caixeiro. O trecho e´
criado pelo me´todo expandirPass() levando em considerando
treˆs casos possı´veis:
1. o primeiro caso acontece quando o passageiro pass
possui como ve´rtice origem Opass = 1 e ve´rtice des-
tino Dpass 6= 1. Esse evento so´ ocorre quando a rota
da soluc¸a˜o corrente possui somente o ve´rtice inicial.
Como o ve´rtice origem de pass e´ o ve´rtice inicial e ja´
pertence a` soluc¸a˜o pi∗, enta˜o na˜o precisara´ ser inserido
na rota. Em seguida, sa˜o realizadas inserc¸o˜es suces-
sivas de ve´rtices de forma gulosa entre Opass e Dpass,
tentando aumentar o caminho entre a origem e o destino
de pass. O procedimento inicia e busca pelo ve´rtice per-
tencente a G que na˜o esta´ na rota da soluc¸a˜o corrente
pi∗, que seja diferente de Dpass, que possua o maior
boˆnus cuja inserc¸a˜o antes do ve´rtice destino de pass
respeite as restric¸o˜es de tarifa e cujo tempo ma´ximo de
permaneˆncia seja respeitado. O teste das restric¸o˜es de
despesa e tempo ma´ximo e´ feito na medida em que o
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Algoritmo 5: constrSolucaP
Entrada: G, tamLista, listaOrdP
Saı´da: pi = (R,P)
1 inı´cio
2 pi ← /0;
3 pi.R.inserir(< 1,0 >); f (pi)← 0;
4 pi∗← pi;
5 enquanto |listaOrdP|> 0 fac¸a
6 LCD← montarLCD(pi∗, listaOrdP);
7 LRC← montarLRC(LCD, tamLista);
8 pass← sorteioLRC(LRC);
9 se testarJanela(pi∗, pass) enta˜o
10 expandirPass(G, pi , pi∗, pass);




15 se expandirRota(G, pi , pi∗, pass) enta˜o
16 expandirPass(G, pi , pi∗, pass);









caminho entre a origem e destino de pass e´ expandido
com o acu´mulo das arestas ci j e ti j. A localidade j re-
speita as restric¸o˜es se a sua inserc¸a˜o no caminho entre o
destino de pass e o ve´rtice anterior atender as restric¸o˜es:
(cOpassi + · · ·+ c jDpass)≤ Tpass para despesa ma´xima e
(tOpassi + · · ·+ t jDpass) ≤ Mpass para o tempo ma´ximo
de permaneˆncia. O procedimento so´ retorna a soluc¸a˜o
modificada quando na˜o houver mais ve´rtices que pos-
sam ser inseridos entre a origem e o destino de pass.
O procedimento expandirPass() termina inserindo a lo-
calidade Dpass no final da rota para fechar o caminho
expandido entre a origem e o destino de pass. Todas as
inserc¸o˜es desempenhadas pelo me´todo sa˜o realizadas
com a opc¸a˜o de coleta de boˆnus ativada. No decorrer
da execuc¸a˜o de expandirPass() o procedimento testa se
a soluc¸a˜o pi∗ tem valor objetivo melhor que pi e atualiza
pi se for o caso. Finalizando, o procedimento retorna as
soluc¸o˜es modificadas;
2. o segundo caso acontece quando o passageiro pass
possui localidades de origem e destino diferentes da
localidade inicial. Dessa forma, a localidade origem
e´ inserida na rota. Depois, o me´todo tenta expandir o
caminho entre a origem e o destino de pass inserindo
ve´rtices entre eles e finaliza com a cidade destino;
3. o terceiro caso acontece quando o passageiro pass pos-
sui ve´rtice Opass 6= 1 e o destino de pass Dpass = 1.
Logo, somente o ve´rtice origem sera´ inserido na rota na
soluc¸a˜o corrente. Posteriormente, o procedimento tenta
aumentar o caminho entre a origem e o destino de pass
e finaliza retornando as soluc¸o˜es modificadas.
Analogamente aos procedimentos ja´ descritos, as modifica-
c¸o˜es realizadas em expandirPass() manteˆm os passageiros
via´veis. numCh e´ atualizada e o me´todo testarCh() e´ exe-
cutado. Finalizado a execuc¸a˜o de expandirPass() na linha
10, o passo 11 testa se o destino de pass e´ o ve´rtice inicial.
Caso positivo a melhor soluc¸a˜o encontrada ate´ o momento e´
retornada e a etapa de construc¸a˜o da soluc¸a˜o e´ encerrada.
Seguindo a execuc¸a˜o de constrSolucaoP(), o procedimento
continua sua execuc¸a˜o na linha 14 caso o teste expresso na
linha 9 retorne um valor negativo. Assim, a linha seguinte e´
executada e o procedimento expandirRota() e´ chamado sobre
o teste. Esse procedimento e´ semelhante a expandirPass().
O objetivo de expandirRota() e´ inserir ve´rtices, tambe´m de
forma gulosa, na soluc¸a˜o corrente na tentativa de enquadrar o
tempo total da rota com a janela de tempo do passageiro pass,
tornando-o apto ao embarque no veı´culo. A func¸a˜o gulosa
para esse me´todo possui a seguinte caracterı´stica: dado que i
seja o u´ltimo ve´rtice da rota da soluc¸a˜o corrente pi∗, o ve´rtice
j diferente da origem/destino de pass que possuir a maior
proporc¸a˜o b j/ci j sera´ o candidato a ser inserido na rota de pi∗.
A` medida que as inserc¸o˜es sa˜o realizadas, o tempo total da
rota e´ incrementado e testado com a janela de tempo de pass
para verificar se houve sobreposic¸a˜o do tempo sobre a janela.
As inserc¸o˜es deixam de ser realizadas no momento em que o
tempo total da rota se enquadra na janela de tempo de pass,
quando na˜o ha´ mais ve´rtices disponı´veis ou no momento em
que o tempo total da rota ultrapassar o final da janela de tempo
de pass. O procedimento retorna positivo se e somente se o
tempo total da rota estiver dentro da janela de tempo de pass.
Toda modificac¸a˜o na soluc¸a˜o realizada em expandirRota() e´
refletida em pi∗. No seu decorrer, esse me´todo viabiliza os
passageiros, atualiza numCh, executa testarCh() e compara se
a soluc¸a˜o pi∗ tem valor objetivo melhor que pi e atualiza pi se
necessa´rio. Caso o teste na linha 15 seja positivo, o trecho
da linha 16 a 19, semelhante a outros ja´ apresentados anteri-
ormente, e´ executado. Como o passageiro foi viabilizado, o
ve´rtice origem e´ inserido com a opc¸a˜o de coleta e o me´todo ex-
pandirPass() e´ chamado com o intuito de aumentar o caminho
entre Opass e Dpass. O procedimento se encerra se o destino de
pass for o ve´rtice inicial, caso contra´rio a execuc¸a˜o continua.
Por fim, na linha 22 o me´todo atualizarLista(listaOrdP,
pi∗) e´ executado retirando todos os passageiros que possuem
suas localidades origem/destino presentes na rota da soluc¸a˜o
pi∗ ou passageiros cujas janelas de tempo foram ultrapas-
sadas pelo tempo total da rota de pi∗. Em seguida, uma nova
iterac¸a˜o do lac¸o e´ executada. O procedimento de construc¸a˜o
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da soluc¸a˜o, constrSolucaoP(), encerra e retorna a melhor
soluc¸a˜o quando a lista de passageiros, listaOrdP, estiver vazia
ou quando as linhas 12 e 18 forem executadas.
5.4 Otimizac¸a˜o por Coloˆnia de Formigas - ACO
A meta-heurı´stica ACO foi proposta inicialmente por Dorigo
e Di Caro [13]. Desde enta˜o, os algoritmos baseados em ACO
teˆm sido aplicados em diversos problemas, tal como o PCV,
roteamento de veı´culos, colorac¸a˜o de grafos e outros.
No algoritmo ACO, cada formiga representa uma soluc¸a˜o
completa que, no caso do PCVP-BoTc, e´ um circuito com
sua coleta de boˆnus e os passageiros embarcados. Esta sec¸a˜o
apresenta um algoritmo ACO hı´brido para o problema. O pseu-
doco´digo do ACO e´ apresentado no algoritmo 6. Sa˜o forneci-
dos oito paraˆmetros de entrada: nomeInstancia, a instaˆncia a
ser solucionada; maxFc, o nu´mero ma´ximo de chamadas da
func¸a˜o objetivo que o algoritmo pode realizar; maxConv, o
nu´mero ma´ximo de iterac¸o˜es sem melhoria que o algoritmo
pode considerar; ρ , taxa de evaporac¸a˜o do feromoˆnio; α , con-
trole da influeˆncia do feromoˆnio; β , controle de influeˆncia
da informac¸a˜o heurı´stica da rota; γ , controle da influeˆncia
da informac¸a˜o heurı´stica dos passageiros; numF , o nu´mero
de formigas e ω , a influeˆncia que a soluc¸a˜o global e local
desempenhara˜o na atualizac¸a˜o dos feromoˆnios.
Na inicializac¸a˜o, o algoritmo ACO representa o problema
segundo o modelo MF . A inicializac¸a˜o dos feromoˆnios e´ re-
alizada na linha 3. Para cada arco i− j e´ atribuı´da uma dupla
τi j = (τ1i j,τ2i j), onde τ1i j representa a quantidade de feromoˆnio
associado ao arco i− j com o boˆnus no ve´rtice j sendo cole-
tado e τ2i j a quantidade de feromoˆnio tambe´m associado ao
arco i− j sem que boˆnus no ve´rtice j seja coletado. O ı´ndice k
de τki j faz refereˆncia a` possibilidade de boˆnus ser coletado ou
na˜o no ve´rtice j. O valor inicial dos feromoˆnios e´ 1/|V |. As
varia´veis S, numCh, e conv desempenham o mesmo papel ap-
resentado no algoritmo GVND1. Em seguida, duas soluc¸o˜es
S′ e S′′ sa˜o construı´das com o objetivo de alimentar a tabela
de feromoˆnios. S′ e´ gerada por constrSolucaoPG(G) que e´
uma versa˜o gulosa do algoritmo construSolucaoP(). O pro-
cedimento ordena os passageiros e a construc¸a˜o da soluc¸a˜o se
da´ escolhendo o passageiro com a janela de tempo com tempo
mais precoce. S′′ e´ concebida pelo algoritmo NVH descrito
no algoritmo 1. O solver e´ executado por ate´ 60 segundos na
rota e outros 60 segundos no carregamento. O algoritmo VND
e´ aplicado a`s soluc¸o˜es S′ e S′′ como descrito no algoritmo 4
visando refinar as soluc¸o˜es. A partir das soluc¸o˜es alcanc¸adas
pelo VND, o passo 10 executa aumentarFero() com objetivo
de duplicar a quantidade de feromoˆnio τ1i j ou τ2i j nas arestas
i− j utilizando as soluc¸o˜es S′ e S′′. τ1i j sera´ atualizado se
o arco i− j pertencer a alguma das soluc¸o˜es e o boˆnus no
ve´rtice j tenha sido coletado, caso o boˆnus em j na˜o tenha
sido coletado τ2i j que sera´ atualizado.
O lac¸o principal do algoritmo inicia na linha 11 e possui
os mesmos crite´rios de parada dos algoritmos GVND. O lac¸o
no passo 13 cria numF formigas. A construc¸a˜o das formigas
e´ realizada pelo me´todo constrForm(G, τ) que consulta a
Algoritmo 6: ACO
Entrada: nomeInst, tamLista, maxFc, maxConv, ρ ,
α , β , γ , numF , ω
Saı´da: S = (R,P)
1 inı´cio
2 G← leituraInst(nomeInst);
3 τ ← iniciarFero(G);
4 S← /0; f (S)← ∞;
5 numCh← 0; conv← 0;
6 S′← constrSolucaoPG(G);
7 S′← VND(S′);
8 S′′← NVH( “60s”, “60s”);
9 S′′← VND(S′′);
10 aumentarFero(τ , S′, S′′);
11 enquanto
(numCh≤ maxFc) e (conv≤ maxConv) fac¸a
12 itF ← 1; S∗← /0; f (S∗)← ∞;
13 enquanto itF ≤ numF fac¸a
14 S′← constrForm(G,τ);
15 se f (S′)< f (S∗) enta˜o
16 S∗← S′;
17 fim
18 itF ← itF +1;
19 fim
20 S∗← VND(S∗);









tabela de feromoˆnios. Nesta etapa de construc¸a˜o, todas as
formigas iniciam na localidade inicial, q, e constroem rotas
de modo incremental. A construc¸a˜o da rota se encerra quando
o ve´rtice l e´ sorteado. Em cada etapa da construc¸a˜o, cada
formiga localizada no ve´rtice i usa duas regras de transic¸a˜o
para selecionar o pro´ximo ve´rtice j com objetivo de equilibrar
a explorac¸a˜o de boas soluc¸o˜es e a explorac¸a˜o do espac¸o de















Em (43), ηki j denota a visibilidade do arco i− j, com
k = 1, η1i j = b j/(ci j + c j1) denota a visibilidade do arco
i− j com o boˆnus no ve´rtice j sendo coletado, e com k = 2,
η2i j = 1/(ci j + c j1) expressa a visibilidade do arco i− j sem
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que o boˆnus no ve´rtice j seja coletado;σi j representa a visibil-
idade dos passageiros que trafegam de i para j que e´ definido
pela quantidade de passageiros que podem ser embarcados
com origem i e destino j; e α , β , γ sa˜o paraˆmetros que deter-
minam as influeˆncias relativas da trilha do feromoˆnio, do valor
de visibilidade do arco e o valor da informac¸a˜o heurı´stica dos
passageiros, respectivamente. N(i) representa o conjunto de
localidades na˜o visitadas que podem ser alcanc¸adas a partir
de i. A pro´xima localidade a ser inserida na rota da formiga
e´ determinada por selec¸a˜o estoca´stica baseada nas probabil-
idades de transic¸a˜o apresentadas na equac¸a˜o (43). Caso o
sorteio tenha selecionado uma opc¸a˜o da equac¸a˜o (43) com
k = 1 o ve´rtice j sera´ inserido na rota com o boˆnus coletado
e caso seja pelo k = 2 o ve´rtice j sera´ inserido na rota sem
que o boˆnus seja coletado. Na medida em que as inserc¸o˜es
sa˜o realizadas, a viabilizac¸a˜o do passageiros, desempenhada
por embarPass(), e´ executada junto ao incremento da varia´vel
numCh e a execuc¸a˜o de testeCh() para verificar a quantidade
de chamadas da func¸a˜o objetivo realizadas ate´ o momento. O
me´todo de construc¸a˜o retorna a menor soluc¸a˜o encontrada no
decorrer das inserc¸o˜es.
Apo´s todas as formigas construı´rem sua soluc¸a˜o, a mel-
hor formiga S∗ recebe a busca VND, conforme passo 20, na
tentativa de refinar a soluc¸a˜o. Logo em seguida, a atualizac¸a˜o
dos feromoˆnios e´ realizada pelo me´todo atualizarFero(τ , ρ ,
pesoSol, S, S∗) que atualiza a tabela de feromoˆnios, valores
τ; ρ a taxa de evaporac¸a˜o e ω um peso que ira´ modular a
contribuic¸a˜o da soluc¸a˜o global S e da local S∗ sa˜o usados
no processo. A atualizac¸a˜o dos feromoˆnios e´ realizada da
seguinte maneira:




ω · 2f (S)+F +(1−ω) · 2f (S)+F , caso 1




Em 45, F e´ uma constante grande utilizada para garantir
valores positivos nas soluc¸o˜es. O caso 1 ocorre quando a
aresta (i, j) com a opc¸a˜o de coleta k na localidade j acontece
e pertence a ambas soluc¸o˜es (S e S∗). O caso 2 acontece
somente quando a aresta (i, j) com a opc¸a˜o de coleta k no
ve´rtice j acontece e pertence a uma das soluc¸o˜es (S ou S∗).
A opc¸a˜o de coleta k = 1 acontece quando o boˆnus e´ coletado
na localidade j e k = 2 quando na˜o ocorre a coleta. Apo´s a
atualizac¸a˜o dos feromoˆnios, uma nova iterac¸a˜o do algoritmo
inicia. O algoritmo ACO encerra quando atinge o nu´mero de
chamadas a func¸a˜o objetivo ma´ximo, maxFc, ou quando a
melhor soluc¸a˜o na˜o e´ melhorada em maxConv iterac¸o˜es. A
melhor soluc¸a˜o e´ retornada quando um dos crite´rios de parada
sa˜o satisfeitos.
6. Banco de Instaˆncias
Como o PCVP-BoTc e´ um modelo inovador, a literatura
na˜o disponibiliza instaˆncias benchmark para a avaliac¸a˜o da
eficieˆncia computacional dos modelos de programac¸a˜o sugeri-
dos ou a performance computacional dos algoritmos propos-
tos. Dessa forma, foi criado um banco de instaˆncias, denomi-
nado PCVP-BoTcLIB para viabilizar a realizac¸a˜o de testes. O
projeto dos casos de teste do banco considerou va´rios fatores
que podem afetar o comportamento da soluc¸a˜o do problema.
Os fatores incluem: a capacidade do veı´culo do caixeiro, os
valores dos lucros associado a cada localidade, o tempo de co-
leta dos boˆnus, caracterı´sticas da distribuic¸a˜o de passageiros
sobre as localidades, nu´mero de passageiros disponı´veis por
ve´rtice, o valor das restric¸o˜es de tarifa e de tempo ma´ximo e,
finalmente o intervalo das janelas de tempo.
As distaˆncias entre localidades sa˜o contadas em uma ma-
triz sime´trica. Foram construı´dos casos testes com o nu´mero
de localidades variando segundo o conjunto V = (5, 6, ..., 15,
20, 30, 40, 50, 60, 70, 80, 90, 100, 200, 300, 400, 500); O
nu´mero de passageiros P = 2 · |V | e a capacidade do veı´culo
C = (3,4). As arestas de custo e tempo foram sorteadas
no intervalo [100, 250]. O nı´vel de satisfac¸a˜o (lucro), asso-
ciado a cada ve´rtice foi definido por bi = b100 · c1iθ c, onde
θ = maxw∈V c1w, pore´m 15 a 20% dos ve´rtices tiveram seus
lucros modificados para valores sorteados entre [150, 200].
Os tempos de coleta dos boˆnus foram sorteados em [10, 60].
A localidade inicial possui boˆnus e tempo de servic¸o iguais a
0.
Cada localidade recebeu dois passageiros. Conhecida a
origem do passageiro, seu destino e´ sorteado aleatoriamente.
A despesa ma´xima admissı´vel e o tempo ma´ximo de per-
maneˆncia para o passageiro foram calculados com base no
caminho mais curto de Dijkstra [12]. O caminho mı´nimo
entre a origem e o destino de cada passageiro foi calculado
sobre as arestas de custo e tempo. Seja Lc o caminho mı´nimo
sobre as arestas de custo e Lt o caminho mı´nimo sobre as
arestas de tempo entre os pontos de embarque e desembarque
do passageiro p. A despesa ma´xima do passageiro p e´ dada
pelo custo de Lc multiplicado por um fator definido uniforme-
mente entre [2,4]. De maneira ana´loga, o tempo ma´ximo de
permaneˆncia embarcado do passageiro p e´ dado pelo custo de
Lt multiplicado tambe´m por um fator selecionado uniforme-
mente entre [2,4].
Por fim, as janelas de tempo para cada passageiro foram es-
colhidas aleatoriamente dentre as treˆs apresentadas na Tabela
1. A coluna Num apresenta os nu´meros que cada janela de
tempo representa. A coluna JanelaIF denota o inı´cio e fim
para cada janela de tempo. O valor de arestaM e´ dado pela
me´dia das arestas sobre a matriz de tempo.
As instaˆncias criadas formam o conjunto benchmark para
o problema e esta´ disponı´vel em http://www.dimap.ufrn.br/lae
/downloads/PCVP-BoTcLIB.tar.gz.
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Table 1. Janelas de Tempo
Num JanelaIF
1 [0, arestaM · |V | ·0.33]
2 [arestaM · |V | ·0.33, arestaM · |V | ·0.66]
3 [arestaM · |V | ·0.66, arestaM · |V | ·0.99]
7. Experimentos Computacionais
Com a finalidade de validar as formulac¸o˜es quadra´ticas e os
algoritmos propostos, os mesmos foram implementados em
um PC Intel Core i7, 4G de RAM, rodando Ubuntu 16.04.2
LTS e utilizando a linguagem C++. O Gurobi 6.5.2 [23] foi
utilizado como solver.
Esta sec¸a˜o e´ dividida em treˆs subsec¸o˜es. A subsec¸a˜o 7.1
apresenta os resultados exatos das formulac¸o˜es matema´ticas.
Na sec¸a˜o 7.2 e´ feita uma comparac¸a˜o entre os resultados das
formulac¸o˜es com a melhor soluc¸a˜o dos algoritmos propostos.
Os resultados para os algoritmos propostos sobre o banco de
instaˆncias sa˜o apresentados na sec¸a˜o 7.3.
O solver foi limitado a 80000 segundos de processamento.
Os algoritmos GVND1, GNVD2 e ACO foram testados em
trinta execuc¸o˜es independentes. O algoritmo NVH so´ e´ exe-
cutado uma vez por ter suas duas fases solucionadas de forma
exata atrave´s do solver.
O algoritmo NVH recebeu o valor de 10000s para os
paraˆmetros tempoRota e tempoPass. Os algoritmos GVND1,
GNVD2 e ACO foram parametrizados atrave´s do uso da fer-
ramenta irace [36]. Um grupo de instaˆncias sorteadas da
biblioteca PCVP-BoTcLIB serviu como base para o irace, As
instaˆncias usadas na configurac¸a˜o dos paraˆmetros na˜o fizeram
parte das instaˆncias do experimento computacional. No irace,
cada paraˆmetro tem um domı´nio associado a seu respectivo
tipo (inteiro, real, catego´rico ou ordinal). Os paraˆmetros uti-
lizados foram do tipo inteiro e real. Nove paraˆmetros foram
fixados pelo irace. A Tabela 2 apresenta a descric¸a˜o dos
paraˆmetros. A Tabela 3 mostra as configurac¸o˜es sugeridas
pelo irace para os paraˆmetros. O sı´mbolo “-” significa que
esse paraˆmetro na˜o foi utilizado no algoritmo em questa˜o.
Table 2. Paraˆmetros usados pelo irace
Paraˆmetro Intervalo Tipo ALGORITMO
tamLista [0.1, 1] Real GVND1 e 2
maxFc [1000, 150000] Inteiro GVND1 e 2, ACO
maxConv [10, 300] Inteiro GVND1 e 2, ACO
ρ [0.01, 1.0] Real ACO
α [1.0, 2.0] Real ACO
β [2.0, 3.0] Real ACO
γ [3.0, 4.0] Real ACO
numF [1, 10] Inteiro ACO
ω [0.1, 1.0] Real ACO
A ana´lise do desempenho dos algoritmos usou como me´tri-
cas o melhor valor obtido, a me´dia dos valores e o tempo
me´dio obtidos nas rodadas e em cada instaˆncia. O teste de
Friedman [18] foi usado para verificar diferenc¸as significati-
vas. O nı´vel de significaˆncia adotado foi α = 0,05. Uma vez
Table 3. Paraˆmetros dos algoritmos
Paraˆmetro GVND1 GVND2 ACO
tamLista 0.1146 0.9325 -
maxFc 148061 84378 72810
maxConv 94 206 63
ρ - - 0.1238
α - - 1.1635
β - - 2.0104
γ - - 3.4607
numF - - 2
ω - - 0.3401
que o teste de Friedman rejeitou a hipo´tese nula, o teste post-
hoc de Siegel e Castellan [42] foi realizado para encontrar as
comparac¸o˜es entre os pares de algoritmos.
7.1 Resultados Exatos
Os resultados computacionais mostram soluc¸o˜es obtidas pela
aplicac¸a˜o do solver a 28 instaˆncias da PCVP-BoTcLIB com
ate´ 40 cidades, para as duas formulac¸o˜es. A Tabela 4 mostra os
resultados. As colunas Nome, |V |, |P| e C esta˜o relacionadas
com as caracterı´sticas da instaˆncia e sa˜o, respectivamente,
o nome da instaˆncia, o nu´mero de ve´rtices, e a capacidade
do veı´culo. As colunas Sol, LB, GAP e T(s) para ambos os
modelos FSQ e MFQ, esta˜o relacionadas com a soluc¸a˜o obtida
pelo solver, e mostram o valor da soluc¸a˜o obtida, o limite
inferior, o desvio percentual do valor mostrado na coluna Sol
do limite inferior (LB) calculado pelo solucionador, e o tempo
de processamento em segundos.
O valor “0” na coluna GAP indica que a instaˆncia foi
resolvida de forma o´tima com o modelo correspondente. O
valor “80000” na coluna T(s) indica que o solver parou com o
esgotamento do tempo de processamento.
Os resultados apresentados na Tabela 4 mostram que o
solver conseguiu encontrar a soluc¸a˜o o´tima de 14 instaˆncias
para o modelo FSQ e 13 instaˆncias para o modelo MFQ. Os
problemas que ficaram sem garantia de soluc¸a˜o o´tima para
ambos os modelos foram similares, com excec¸a˜o da instaˆncia
“n11c3” que o modelo FSQ conseguiu solucionar. A parada
se deu pela limitac¸a˜o de tempo disponı´vel para a soluc¸a˜o
do problema. Os tempos de processamento do modelo FSQ
foram sistematicamente menores que os gastos pelo modelo
MFQ. A diferenc¸a fica evidenciada em alguns problemas, a
exemplo do problema “n10c4”, onde o modelo FSQ teve um
tempo de processamento de 1595.37 segundos para alcanc¸ar
o o´timo, enquanto que para o modelo MFQ o tempo foi de
5360.16 segundos. A diferenc¸a e´ confirmada nos desvios
percentuais alcanc¸ados em ambos os modelos. Os valores de
GAP sa˜o maiores para o modelo MFQ.
Para o conjunto de instaˆncias examinadas, verifica-se que
o modelo FSQ possui uma eficieˆncia superior quando com-
parado ao modelo MFQ.
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Table 4. Resultados obtidos pelo solver para as formulac¸o˜es quadra´ticas.
Instaˆncia FSQ MFQ
Nome |V | |P| C Sol LB GAP T(s) Sol LB GAP T(s)
n5c3 5 10 3 0 0 0 2.1789 0 0 0 0,7588
n5c4 5 10 3 0 0 0 0.3550 0 0 0 0,5628
n6c3 6 12 4 -39 -39 0 1.0086 -39 -39 0 1,7308
n6c4 6 12 4 -2 -2 0 8.0479 -2 -2 0 10,8071
n7c3 7 14 3 -33,33 -33,33 0 14.4717 -33 -33 0 23,5006
n7c4 7 14 3 -96 -96 0 12.5429 -96 -96 0 45,875
n8c3 8 16 4 -67,25 -67,25 0 75.8871 -67,25 -67.25 0 176,018
n8c4 8 16 4 0 0 0 104.708 0 0 0 132,1
n9c3 9 18 3 -260,917 -260,917 0 606.145 -260,917 -260,917 0 1319,85
n9c4 9 18 4 -257,167 -257,167 0 1094.96 -257,167 -257,160 0 1206,25
n10c3 10 20 3 -88,833 -88,8333 0 3379 -88,8333 -88,8333 0 5908,48
n10c4 10 20 4 -243,667 -243,667 0 1595.37 -243,667 -243,667 0 5360,16
n11c3 11 22 3 -358,833 -358,833 0 40030.1 -358,833 -651,365 0,8152 80000
n11c4 11 22 4 -163,083 -163,083 0 18268.7 -163,083 -163,083 0 41931,1
n12c3 12 24 3 -202,5 -470,249 1,32 80000 -187,167 -627,595 2,3531 80000
n12c4 12 24 4 -264,167 -494,771 0,87 80000 -259,833 -762,299 1,9338 80000
n13c3 13 26 3 -178,25 -669,959 2,75 80000 -137,333 -716,017 4,21 80000
n13c4 13 26 4 -319,25 -688,452 1,15 80000 -275,917 -806,418 1,92 80000
n14c3 14 28 3 -303 -945,994 2,12 80000 -219 -997,351 3,55 80000
n14c4 14 28 4 -298,5 -970,675 2,25 80000 -229,667 -1016,57 3,42 80000
n15c3 15 30 3 -262,667 -980,814 2,73 80000 -109,667 -1022,28 8,32 80000
n15c4 15 30 4 -197,677 -1197,87 5,06 80000 -126,833 -1178,59 8,29 80000
n20c3 20 40 3 0 -1665 1e+100 80000 0 -1563,12 1e+100 80000
n20c4 20 40 4 -264,58 -1487,5 4,622 80000 0 -1484,46 1e+100 80000
n30c3 30 60 3 0 -2459,2 1e+100 80000 0 -2460 1e+100 80000
n30c4 30 60 4 0 -2535 1e+100 80000 0 -2542 1e+100 80000
n40c3 40 80 3 0 -3380 1e+100 80000 0 -3380 1e+100 80000
n40c4 40 80 4 0 -3292 1e+100 80000 0 -3292 1e+100 80000
7.2 Comparac¸a˜o entre Resultados Exatos e Heurı´s-
ticos
A Tabela 5 resume os melhores resultados alcanc¸ados pela ten-
tativa de soluc¸a˜o exata dos modelos do problema ao lado das
melhores soluc¸o˜es encontradas pelos va´rios algoritmos desen-
volvidos. As colunas Nome, Sol, LB exercem a mesma func¸a˜o
da Tabela 4. As colunas Min e T(s), mostram, respectivamente,
o valor da melhor soluc¸a˜o e o tempo de processamento me´dio
em segundos.
A tabela mostra que os resultados do algoritmo NVH
ficam distantes dos valores o´timos e de alguns limites obti-
dos pelo solver. Os algoritmos GVND1, GVND2 e ACO
conseguiram encontrar o o´timo para a maioria das instaˆncias
que possuem resultado exato, pore´m os algoritmos GVND1 e
ACO foram os que obtiveram maior sucesso. Os algoritmos
GVND1, GVND2 e ACO apresentaram bom desempenho
mesmo nas soluc¸o˜es em que o solver falha em obter a soluc¸a˜o
o´tima, em virtude de suas soluc¸o˜es estarem contidas nos lim-
ites encontrados.
O tempo de processamento dos algoritmos heurı´sticos e´
significativamente menor que o empregado pelo solver. Nas
instaˆncias com mais de 12 cidades, o solver praticamente usou
o tempo de processamento ma´ximo de 22 horas enquanto que
os algoritmos heurı´sticos encontraram soluc¸o˜es melhores em
segundos.
7.3 Resultados Heurı´sticos
A Tabela 6 resume os resultados qualitativos. 48 instaˆncias
foram examinadas. As colunas Nome, |V |, |P| e C desempen-
ham a mesma func¸a˜o da Tabela 4. As func¸o˜es das colunas Min
e T(s) foram apresentadas na Tabela 5. A coluna Me´d. repre-
senta o valor me´dio das soluc¸o˜es mı´nimas nas 30 execuc¸o˜es.
O teste estatı´stico de Friedman, e´ aplicado para avaliar o
desempenho de cada algoritmo. As colunas da Tabela 6 repor-
tam o valor mı´nimo encontrado (Min), a me´dia dos valores
encontrados (Me´d.) e o tempo me´dio de processamento (T(s)).
O teste de Friedman constatou diferenc¸as significativas em
todas os indicadores qualitativos, com p-valores menores que
0,001. Enta˜o, o post-hoc de Siegel e Castellan foi aplicado
para comparar os pares de algoritmos sobre as varia´veis. As
tabelas 7 e 8 mostram os p-valores encontrados da ana´lise
pareada de algoritmos nas colunas Me´d e T(s).
No contexto da soluc¸a˜o me´dia, diferenc¸as significativas
sa˜o mostradas na Tabela 7 entre o algoritmo NVH com os
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Table 5. Resultados do solver e dos algoritmos propostos.
Instaˆncia Solver NVH GVND1 GVND2 ACO
Nome Sol LB Min T(s) Min T(s) Min T(s) Min T(s)
n5c3 0 0 0 0 0 0,90 0 1,03 0 0,50
n5c4 0 0 0 0 0 8,40 0 1,00 0 0,76
n6c3 -39 -39 0 0 -39,00 26,47 0 1,27 -39,00 5,03
n6c4 -2 -2 0 0 0 18,53 0 1,33 -2,00 0,93
n7c3 -33,33 -33,33 0 0 0 2,50 0 1,30 -33,33 1,10
n7c4 -96 -96 0 0 -96,00 37,63 -96,00 4,40 -96,00 7,66
n8c3 -67,25 -67,25 0 0 0 2,67 0 1,53 -67,25 3,07
n8c4 0 0 0 0 0 1,67 0 1,70 0 0,57
n9c3 -260,917 -260,917 0 0 -260,92 40,17 -260,92 44,97 -260,92 12,56
n9c4 -257,167 -257,167 0 0 -257,17 47,33 -257,17 22,17 -257,17 20,63
n10c3 -88,833 -88,8333 0 0 -85,83 14,67 -71,75 12,60 -71,75 10,73
n10c4 -243,667 -243,667 0 0 -243,67 36,33 -226,17 15,10 -243,67 32,73
n11c3 -358,833 -358,833 0 0 -317,17 40,17 -358,83 8,63 -317,17 54,50
n11c4 -163,083 -163,083 0 0 -117,67 9,80 -90,33 3,83 -163,08 9,60
n12c3 -202,5 -470,249 0 0 -58,67 29,53 0 2,33 -115,33 3,77
n12c4 -264,167 -494,771 0 0 -183,75 6,40 -226,33 8,10 -167,50 3,80
n13c3 -178,25 -669,959 0 0 0 7,07 0 2,53 -164,17 9,13
n13c4 -319,25 -688,452 0 0 -279,83 34,37 0 2,27 -102,83 2,20
n14c3 -303 -945,994 0 0 -383,92 101,27 -312,67 21,43 -337,58 13,23
n14c4 -298,5 -970,675 0 0 -323,75 13,77 -199,00 16,73 -316,42 34,20
n15c3 -262,667 -980,814 0 0 -327,33 66,97 -334,58 40,37 -332,58 17,47
n15c4 -197,677 -1197,87 0 0 -298,43 29,87 -225,67 14,50 -225,67 14,53
n20c3 0 -1665 -78 1 -528,42 35,73 -511,08 7,97 -566,17 56,83
n20c4 -264,58 -1487,5 -2 0 -369,17 39 -439,08 14,00 -448,72 40,9
n30c3 0 -2459,2 -72 1 -402,33 25,3 -153,50 8,43 -338 18,17
n30c4 0 -2535 -118 1 -638,67 27,67 -893,10 31,73 -970,67 92,03
n40c3 0 -3380 -202 4 -711 118,13 -635,50 65,03 -697,17 135,8
n40c4 0 -3292 -200 1 -682,83 79,87 -308,83 10,80 -682,83 111,53
outros me´todos heurı´sticos e do algoritmo GVND2 com o
GVND1 e ACO, dado que os p-valores correspondentes sa˜o
menores que o nı´vel de significaˆncia. O algoritmo NVH
obteve pior desempenho na busca de soluc¸o˜es em comparac¸a˜o
aos demais. A Tabela 7 mostra que tambe´m houve diferenc¸as
do algoritmo GVND2 com os GVND1 e ACO.
O algoritmo GVND1 encontrou melhores valores mı´nimos
e me´dios, respectivamente em 29 e 31 instaˆncias, enquanto
o GVND2 encontrou melhores valores para 9 e 7 dos ca-
sos de teste. O algoritmo ACO comparado com o GVND2
encontrou melhores valores sobre 31 e 32 casos de teste, en-
quanto que o GVND2 encontrou melhores valores sobre 9
e 11 instaˆncias. Estes resultados indicam que os algoritmos
GVND1 e ACO sa˜o os melhores nas instaˆncias referindo ao
indicador de soluc¸a˜o.
A Tabela 8 mostra os p-valores para a varia´vel de tempo
me´dio de processamento. Os resultados mostraram que ocor-
reram diferenc¸as significativas entre quase todos os algorit-
mos, menos entre o GVND2 e ACO. Comparando o NVH
aos outros, o NVH teve o menor custo computacional em
comparac¸a˜o com os demais em instaˆncias de ate´ 100 cidades.
Para instaˆncias maiores que 100 cidades o NVH perde con-
clusivamente eficieˆncia de processamento em tempo. Na
comparac¸a˜o entre os algoritmos GVND1, GVND2 e ACO os
resultados mostram que o GVND1 comparado com o GVND2
obteve melhores tempos somente em 7 instaˆncias. GVND2
obteve melhores tempo em 41 casos de testes. No caso que
o GVND1 e´ comparado com o algoritmo ACO, o GVND1
obteve melhores tempo em 17 instaˆncias, enquanto o ACO
em 31 instaˆncias. Estes dados confirmam que o NVH e´ efi-
ciente somente para as instaˆncias abaixo de 100 localidades e
que o GVND2 e ACO foram os algoritmos com os melhores
tempos.
A partir dos resultados, e´ possı´vel concluir que a te´cnica
utilizada pelo NVH de dividir a soluc¸a˜o do problema em
duas etapas de soluc¸a˜o exata falha na soluc¸a˜o de problemas de
porte maior, tanto em eficieˆncia computacional quanto na qual-
idade da soluc¸a˜o alcanc¸ada. Os algoritmos GVND1 e ACO
foram os que obtiveram os melhores resultados em relac¸a˜o
a` qualidade de soluc¸a˜o, GVND1 demandando mais esforc¸o
computacional. Os algoritmos GVND2 e ACO foram os que
obtiveram os melhores tempos de processamento, pore´m o
GVND2 na˜o alcanc¸ando ta˜o boas soluc¸o˜es quanto GVND1 e
ACO. Finalmente, pode-se concluir que dentre todas as meta-
heurı´sticas o algoritmo ACO apresentou os resultados mais
promissores, alcanc¸ando boa qualidade de soluc¸a˜o e tempo
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de processamento similares ao GVND2.
8. Concluso˜es
Este artigo apresentou o Problema do Caixeiro Viajante com
Coleta Opcional de Boˆnus, Tempo de Coleta e Passageiros
(PCVP-BoTc), uma nova generalizac¸a˜o para o cla´ssico Prob-
lema do Caixeiro Viajante (PCV). O PCVP-BoTc pode rep-
resentar um modelo de otimizac¸a˜o importante para tratar
situac¸o˜es tı´picas de transporte colaborativo e, em especial,
quando servic¸os de courier esta˜o envolvidos. Foram pro-
postas estrate´gias exatas e heurı´sticas para a resoluc¸a˜o do
problema. Com objetivo de validar a efetividade das aborda-
gens, foi elaborado um banco de instaˆncias denominado de
PCVP-BoTcLIB que considera, de forma estruturada, va´rios
fatores que podem afetar o comportamento da soluc¸a˜o do
problema.
Foram elaboradas duas formulac¸o˜es matema´ticas para o
problema. A eficieˆncia das formulac¸o˜es foi examinada atrave´s
do solver Gurobi. Um experimento baseado em 28 instaˆncias
mostrou que 14 instaˆncias foram resolvidas de forma o´tima
pelo modelo FSQ e, para as 14 instaˆncias restante, o modelo
permitiu o ca´lculo de limites de soluc¸a˜o. Os resultados do
modelo FSQ se mostraram superiores ao modelo MFQ. Foram
analisados quatro algoritmos heurı´sticos para a soluc¸a˜o do
problema, um algoritmo com duas fases exatas solucionado
atrave´s de Programac¸a˜o Linear e treˆs meta-heurı´sticas hib-
ridizadas. Os algoritmos meta-heurı´sticos analisadas foram
hibridizados com procedimentos de busca usando te´cnicas
do tipo VND (Variable Neighbourhood. Descent) e me´todos
de PL. Foram criados operadores de vizinhanc¸a para o VND
especı´ficos para o problema e outros adaptados da literatura.
Um novo me´todo de construc¸a˜o de soluc¸o˜es foi proposto e
utilizado no algoritmo GVND2 e no ACO. Um experimento
sobre 48 instaˆncias foi realizado para verificar a eficieˆncia dos
algoritmos elaborados. No conjunto de instaˆncias examinadas,
o melhor desempenho em qualidade de soluc¸a˜o foi alcanc¸ado
por algoritmos meta-heurı´sticos. O algoritmo NVH e´ conclu-
sivamente ineficiente na soluc¸a˜o das maiores instaˆncias do
conjunto examinado. Os resultados do me´todo NVH demon-
straram que a te´cnica de separar a decisa˜o do embarque da
determinac¸a˜o da melhor rota com coleta de boˆnus e´ ineficaz.
O teste estatı´stico visando detectar diferenc¸as significativas no
comportamento dos algoritmos meta-heurı´sticos em termos
de soluc¸a˜o e tempo me´dio de processamento, apresentou re-
sultados que favorecem o algoritmo ACO, indicando-o como
uma alternativa promissora para a soluc¸a˜o do problema na
maioria das instaˆncias. O problema desta pesquisa possui uma
grande dificuldade de soluc¸a˜o pois acopla quatro varia´veis de
decisa˜o: A escolha das localidades da rota, a opc¸a˜o de coletar
o boˆnus nas localidades visitadas, a rota entra as cidades e a
decisa˜o de embarque dos passageiros. Para atender as quatro
deciso˜es acopladas a busca local baseada em VND examinou
vizinhanc¸as associadas a cada uma dessas deciso˜es.
Em virtude da caracterı´stica inovadora do modelo exami-
nado, diversas questo˜es de pesquisas podem ser investigadas
em futuros trabalhos como: o desempenho de outras meta-
heurı´sticas e a vantagem de tratar os va´rios interesses con-
flitantes entre passageiros e o motorista como o tempo de
viagem e a tarifa ma´xima admissı´vel atrave´s de formulac¸a˜o
multiobjetivo.
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Table 6. Resultados obtidos pelos algoritmos propostos ao problema.
Instaˆncia NVH GVND1 GVND2 ACO
Nome |V | |P| C Min Me´d. T(s) Min Me´d. T(s) Min Me´d. T(s) Min Me´d. T(s)
n5c3 5 10 3 0 0 0 0 0 0,90 0 0 1,03 0 0 0,50
n5c4 5 10 3 0 0 0 0 0 8,40 0 0 1,00 0 0 0,76
n6c3 6 12 4 0 0 0 -39,00 -39,00 26,47 0 0 1,27 -39,00 -39,00 5,03
n6c4 6 12 4 0 0 0 0 0 18,53 0 0 1,33 -2,00 -1,40 0,93
n7c3 7 14 3 0 0 0 0 0 2,50 0 0 1,30 -33,33 -24,44 1,10
n7c4 7 14 3 0 0 0 -96,00 -96,00 37,63 -96,00 -96,00 4,40 -96,00 -96,00 7,66
n8c3 8 16 4 0 0 0 0 0 2,67 0 0 1,53 -67,25 -41,79 3,07
n8c4 8 16 4 0 0 0 0 0 1,67 0 0 1,70 0 0 0,57
n9c3 9 18 3 0 0 0 -260,92 -260,92 40,17 -260,92 -260,92 44,97 -260,92 -255,85 12,56
n9c4 9 18 4 0 0 0 -257,17 -257,17 47,33 -257,17 -257,17 22,17 -257,17 -257,17 20,63
n10c3 10 20 3 0 0 0 -85,83 -68,22 14,67 -71,75 -71,75 12,60 -71,75 -52,73 10,73
n10c4 10 20 4 0 0 0 -243,67 -243,67 36,33 -226,17 -226,17 15,10 -243,67 -240,78 32,73
n11c3 11 22 3 0 0 0 -317,17 -317,17 40,17 -358,83 -294,06 8,63 -317,17 -305,77 54,50
n11c4 11 22 4 0 0 0 -117,67 -117,67 9,80 -90,33 -87,90 3,83 -163,08 -115,20 9,60
n12c3 12 24 3 0 0 0 -58,67 -50,33 29,53 0 0 2,33 -115,33 -53,78 3,77
n12c4 12 24 4 0 0 0 -183,75 -85,47 6,40 -226,33 -188,03 8,10 -167,50 -141,32 3,80
n13c3 13 26 3 0 0 0 0 0 7,07 0 0 2,53 -164,17 -88,66 9,13
n13c4 13 26 4 0 0 0 -279,83 -248,47 34,37 0 0 2,27 -102,83 -11,63 2,20
n14c3 14 28 3 0 0 0 -383,92 -346,86 101,27 -312,67 -236,82 21,43 -337,58 -213,04 13,23
n14c4 14 28 4 0 0 0 -323,75 -206,93 13,77 -199,00 -196,67 16,73 -316,42 -262,74 34,20
n15c3 15 30 3 0 0 0 -327,33 -306,68 66,97 -334,58 -219,71 40,37 -332,58 -227,40 17,47
n15c4 15 30 4 0 0 0 -298,43 -293,41 29,87 -225,67 -225,67 14,50 -225,67 -218,57 14,53
n20c3 20 40 3 -78 -78 1 -528,42 -357,48 35,73 -511,08 -125,09 7,97 -566,17 -394,8 56,83
n20c4 20 40 4 -2 -2 0 -369,17 -339,6 39 -439,08 -276,83 14,00 -448,72 -282,31 40,9
n30c3 30 60 3 -72 -72 1 -402,33 -209,67 25,3 -153,50 -20,37 8,43 -338 -192,3 18,17
n30c4 30 60 4 -118 -118 1 -638,67 -462,7 27,67 -893,10 -629,88 31,73 -970,67 -626,94 92,03
n40c3 40 80 3 -202 -202 4 -711 -643,52 118,13 -635,50 -589,74 65,03 -697,17 -620,89 135,8
n40c4 40 80 4 -200 -200 1 -682,83 -625,74 79,87 -308,83 -10,29 10,80 -682,83 -593,41 111,53
n50c3 50 100 3 -319 -319 1 -789,17 -555,83 46,67 -647,00 -343,07 31,10 -813 -641,92 62,53
n50c4 50 100 4 -380,5 -380,5 4 -698,83 -563,34 94,7 -694,83 -648,54 146,10 -764,5 -559,98 81,5
n60c3 60 120 3 -382 -382 4 -899,17 -763,23 105,57 -408,50 -13,62 21,77 -909 -849,19 145,6
n60c4 60 120 4 -718,5 -718,5 9 -1355,5 -1179,69 242,97 -1280,17 -1153,29 149,07 -1369,67 -1197,49 261,33
n70c3 70 140 3 -689 -689 6 -1271 -1025,43 235,6 -1240,67 -1109,01 171,43 -1220,17 -1066,99 159,63
n70c4 70 140 4 -612,5 -612,5 7 -1138,5 -996,32 195,5 -1001,00 -928,27 174,97 -1250,17 -1026,59 139,97
n80c3 80 160 3 -679 -679 10 -1423,67 -906,54 167,27 -685,00 -508,23 61,57 -1334,5 -1040,22 257,7
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n90c4 90 180 4 -912 -912 13 -1281,33 -1186,64 196,73 -1273,50 -1083,58 130,30 -1543,5 -1229,89 257,47
n100c3 100 200 3 -1148 -1148 20 -1334,5 -1272,82 282,47 -1269,50 -1172,33 141,67 -1357 -1282,29 223,47
n100c4 100 200 4 -1192,5 -1192,5 31 -1786,67 -1557 317,03 -1529,50 -1330,16 143,93 -1710,83 -1518,38 354,2
n200c3 200 400 3 -2560 -2560 750 -2763 -2647,16 456,8 -2810,67 -2652,54 391,73 -2792,83 -2619,87 310,73
n200c4 200 400 4 -2573 -2573 466 -3442,67 -3288,14 587,17 -3299,83 -3122,59 351,40 -3512,67 -3245,08 359,73
n300c3 300 600 3 -3742 -3742 2619 -4250,5 -4066,97 567,5 -4183,00 -3966,09 376,80 -4252,33 -4024,77 369,9
n300c4 300 600 4 -3952,5 -3952,5 2027 -4177,5 -4031,54 632,03 -4486,00 -4054,05 426,57 -4118 -4003,42 382,9
n400c3 400 800 3 -4520 -4520 8342 -5006 -4806,48 706,5 -5105,33 -4715,83 423,67 -5026,17 -4773,79 458,27
n400c4 400 800 4 -4756 -4756 6107 -5113,33 -4877,78 736,63 -4965,50 -4820,02 505,23 -4947,5 -4822,32 488,27
n500c3 500 1000 3 -6972 -6972 7364 -7493,83 -7268,29 896,4 -7394,50 -7160,23 555,00 -7511,17 -7188,6 543,83
n500c4 500 1000 4 0 0 10002 -6049 -5848,18 826,97 -6060,83 -5764,18 560,97 -5925 -5758,51 538,17
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ACO - - - -
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