We consider a method for constructing uniformly stable spline approximations for scalar delay equations.
Introduction
In this paper we discuss a method for constructing`stability preserving' nite dimensional spline-based approximation schemes for the scalar delay equation _ x(t) = ax(t) + bx(t ? r) (1:1) where a; b; r 2 1R and r > 0. The approximation problem for linear functional di erential equations, of which (1.1) is a simple scalar case, has been the subject of much attention in recent years. In 1], Banks and Burns developed the so-called averaging approximation scheme, a method based on piecewise constant basis functions. In an e ort to improve the rate of convergence observed for the averaging scheme, Banks and Kappel 3] considered a Galerkin type approximation scheme based on piecewise spline basis functions. As expected they observed that approximate solutions constructed from the spline based scheme converged faster (to the solution of (1.1)) than approximate solutions constructed for the averaging scheme. However, when researchers began investigating the possibility of using these schemes to solve certain optimal control problems ( 7] , 2]), the spline based scheme was seen to have some shortcomings. In particular, Burns et al 5] showed that the spline based scheme does not satisfy an adjoint semigroup convergence condition, which is important in the approximation theory for the optimal control problem. (The averaging scheme does satisfy this condition, as Gibson showed 7]). Kappel and Salamon then developed ( 10] ) a modi ed spline based scheme with the adjoint semigroup convergence property. But as they later showed ( 11] ), neither this nor the original spline based scheme satis es a uniform stability condition which is needed to apply certain convergence results ( 7] , 4]) for the linear quadratic regulator problem. (Again, the averaging scheme does satisfy this condition, as Salamon showed 14]). In this paper we consider a method for de ning the spline based approximation schemes for (1.1) in terms of a suitable equivalent inner product so that the uniform stability condition is satis ed. In section 2 we discuss a state space formulation for (1.1) and de ne an equivalent inner product, which is then used in section 3 to de ne a new spline based approximation scheme. Numerical results are given which compare and contrast the stability properties of the various schemes.
State space formulation
It is a standard approach to reformulate (1. For the rest of this paper we will assume that b > 0. The reason for this assumption is that the main goal of the paper is to illustrate a method of de ning spline based approximation schemes via an equivalent inner product on Z, and our de nition of this inner product is motivated by the Lyapunov function de ned in 9], which is simpli ed considerably when b > 0. The Lumer-Phillips theorem 13] implies that k T(t) k e e t for all t 0, and the result follows from the equivalence of the norms k k and k k e .
Furthermore, since is an eigenvalue of A, this is the optimal exponent. That is, there does not exist ! < for which there is an M such that k T(t) k Me !t for all t 0.
We shall be interested in de ning approximation schemes for the case in which T(t) is stable. Recall that the system (2.1) is said to be stable (or T(t) is said to be stable) if there exist M; ! > 0 such that k T(t) k Me ?!t for all t 0. Equivalently, (2.1) is stable if ( ) = 0 implies that Re < 0. For the case b > 0 under consideration, it follows from theorem 1 that this is also equivalent to < 0. If we recall that the real function f(x) = a ? x + be ?xr considered earlier also satis es f(0) = a + b, then it is clear that < 0 if and only if a < ?b. So stability of T(t) is equivalent to the condition a < ?b. Our reason for comparing the numerical range (A) for the two inner products is that there are implications for the problem of de ning semigroup approximation schemes. That is, we intend to consider Galerkin type approximation schemes in which nite dimensional operators A N are de ned via the relation hA N x N ; y N i = hAx N ; y N i; (2:5) where x N ; y N belong to some nite dimensional subspace of dom A. The relevant observation is that the numerical range of A N , and more signi cantly the point spectrum of A N , is contained in the numerical range of A. For the original inner product we have seen that this is the entire left half plane, so that, in a Galerkin scheme based on the original inner product, A N may have eigenvalues near the imaginary axis. On the other hand, a Galerkin scheme based on the inner product h ; i e should preserve stability in the approximating semigroups. As the next section shows, this is precisely the case.
Approximation schemes
Before discussing a spline approximation scheme for (2.1), we note the following general result. We turn now to a discussion of spline based Galerkin approximation schemes for (2.1), and for simplicity consider only linear splines. Thus fZ N ; P N ; A N g is precisely the approximation scheme studied in 3]. We can de ne a new spline based approximation scheme in a similar manner, using the equivalent inner product h ; i e . That is, de ne A N e : Z ! Z by A N e = P N e AP N e , where P N e is the orthogonal projection of Z onto Z N in the h ; i e inner product. On Z N , A N e satis es hA N e x; yi e = hAx; yi e 8x; y 2 Z N :
As noted in 3], A N is bounded and hence is the in nitesimal generator of a C 0 semigroup T N (t) on Z. Similarly, A N e is the in nitesimal generator of a C 0 semigroup T N e (t) on Z.
In 3], the authors also give the semigroup convergence result that lim
for all x 2 Z. The next theorem veri es that this is also true for the new approximation scheme. In 3] it is shown that P N ! I strongly, so by theorem 3 the same is true for P N e . We can now apply theorem 3.1 in 3], and the result follows.
Next we consider the modi ed scheme devised by Kappel and Salamon ( 10] T N e (t) converges strongly to T(t).
Before describing a numerical example comparing the schemes which have been discussed, we make a remark about the matrix representations which arise for these schemes.
In general, given an n-dimensional Hilbert space X = spanfb i g n i=1 and a linear operator A : X ! X, the matrix representation of A is A = M ?1 Q T , where the n n matrices M; Q have i; j entries given by M ij = hb i ; b j i and Q ij = hAb i ; b j i. As can be seen in 3]
and 10], these matrices have a relatively simple structure for the operators A N and e A N . We point out that the same simple structure is maintained for the operators A N e and e A N e . The only signi cant di erence involves computing some of the nonzero entries of M and Q, which in the inner product h ; i e requires evaluating integrals of the form 
Conclusion
Although we discuss an application to delay equations in this paper, the method of de ning approximation schemes via an equivalent stability preserving inner product lends itself to use in a very general setting. The method is useful to the extent that one is able to` nd' a suitable equivalent inner product, just as, for example, one must nd a suitable Lyapunov function in order to apply the Lyapunov stability results. In fact it is often the case, as with the example considered in this paper, that a known Lyapunov function points the way toward a good equivalent inner product. These ideas are discussed in the context of damped elastic systems in 6]. We close with the following observation. We have exploited the fact that a change in the inner product can cause a change in the numerical range of an operator A, and this can a ect the spectrum of Galerkin approximations of A. It is also true that a change in inner product can cause a change in the de nition of the adjoint operator A . 
