and [8] .)
Our second purpose is to apply these techniques. In § §3 and 4, we shall prove theorems for unbounded orthonormal systems which generalize known results for bounded orthonormal systems. These theorems are extensions of theorems of Paley, Marcinkiewicz and Zygmund [5] , and Pitt [6] . §1 will be devoted to necessary definitions and statements of needed known results. §2 will contain the general interpolation theorems. 1. Definitions and statement of general results. Let (M, 93J, p) and (N, yi, v) be two measure spaces. We will consider only measurable, real or complex-valued functions on these two spaces. In this paper we will establish a generalization of the well known convexity theorem of M. Riesz (Theorem (1.1) below) and give some applications of this new theorem to certain orthonormal series. In order to do this we will need to establish some notation and give a few definitions.
Suppose T is a mapping of a class of functions on M into a class of functions on N. T is called a sublinear operator if it satisfies the following properties:
(i) If/=/i+/2 and Tft (i=l, 2) are defined then Tf is defined; (ii) | T(fx+f2) | ^ | Tf\\ + | Tf2\ almost everywhere; (iii) For any scalar k, we have | T(kf)\ =\k\\ Tf\ almost everywhere. Let p, g2t 1 be two real numbers. We say that T is of type (p, q) in case T is defined for all functions/ in L"(M, W, ju) and there exists a positive number, K, independent of/such that llr/||3, ^ll/IU where Ml,* ~( fJ Tfl'frf"
and ii/il = (/j/Nm)1/p.
We can also introduce types (», q), (p, oo) and (<», oo) by allowing the norms in the first inequality to be Z°°-norms; i.e. ||g||0O = essential supremum of
Id-
If A is a function defined on N and y>0, we will let EyE^Sl be the set of all x in A such that [A(x)| >y. The distribution function, X = Xa, of |A| will then be defined by letting
for all y > 0.
Now suppose T is of type (p, q) and set h=Tf for/ in LP(M, 9K, /u). Letting X be the distribution function of | A| we see that y(\(y)yi" = ( j y"dv\ " g ( J | k\<dv\ " ^ (f \ h\*dv\ * g P||/||P,".
Thus we have shown that \(y) ^ (Ky-if\\p."y.
We shall say that a sublinear operator, T, is of weak type (p, q) in case the domain of P includes LP(M, 9JJ, /*) and the above inequality is satisfied for all/in this space, with K independent of /. If q= °o we let weak type be the same as type (p, oo).
One form of the convexity theorem of M. Riesz is the following: Theorem (1.1). If T is a sublinear operator of types (po, qo) and (pi, qi), with constants K0 and Ki respectively, and if p-pt, q = qt, where O^t^l, are defined by 1/p = (1 -t)(l/po) + t(l/pi) and 1/q = (1 -t)(l/q0) + t(l/qi) then T is of type (p, q). More precisely, for any f in LP(M, W, p) Tf is defined and (1.2) ||r/||9i, rgp^ViH/IU Inequality (1.2) asserts that the norm of the operator T, as a function of t, is logarithmically convex. M. Riesz [7] proved this result in a somewhat different setting, obtaining inequalities involving certain linear forms. His theorem, however, is essentially the same as (1.1) under the added hypotheses that P is a linear operator acting on real-valued functions and pj^q, (/ = 0, 1).
Theorem
(1.3). If T is a sublinear operator of weak types (pi, qi), where
Pi^qi, i = 0, 1, then T is of type (pt, qt) whenever 0</<l.
We shall now show that both Theorems (1.1) and (1.3) can be put in more general form. In the following we will assume that oto and «i are never zero. This is equivalent to asserting that the sets of measure zero with respect to /xy (J = 0, 1) are the same as the sets of measure zero with respect to p.. Thus, in the various measure spaces that we will consider, the equivalence classes of functions will always be the same (where, as is well known, two functions are called equivalent if and only if they differ only on a set of measure 0). If O^s^Sl we define the measure pt, on 91c by /"
(1-*) s a0 aidn E for each E in 9JJ.
The following lemma gives us a certain uniqueness result for ti".
(!) Actually, Marcinkiewicz announced this result for pi = q>. The above theorem and its proof is given in [ll] . The theorem is true for more general operators than sub-linear ones. We refer the reader to [ll] for further details. aidp.
E which is the desired conclusion. We now develop some notation needed for the statement of the next lemma, which contains the basic idea in the proof of the main theorem.
Given two distinct positive real numbers, po and pi, let f be the measure on 9Jc defined by (2.5) kp)= f (c^rv'^v J E Let 5 = s(t) be the number 5 = (tpt)/pu where O^t^l. Then 1-s = (l -t)pt/po, since (l-t)p,/po+tpt/pi = l.
Lemma (2.6). There exists a linear mapping, A, of the space of all measurable functions on M into itself such that its restriction to any of the spaces L"'(M, Wl, LtS(i)), where O^t^l, is an isometry onto the space Lvt(M, 9)c, f).
Proof. We define A by letting 4/= (a'0/«i)I/(P0^Pl)/. Then we have:
License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use But this asserts that A is an isometry. That A is onto is clear, since it has an inverse. This completes the proof of the lemma. Now suppose that we are given two measures, va and ei, on the cr-ring of measurable sets 9J. Then for any r satisfying 0 jSr ^ 1, we can define the measure vr on Sft. Let Bo and 8i be the functions giving us the measures vo and Vy, respectively, in a manner completely analogous to the way a0 and «i gave us the measures juo and iti. Here, again, we assume that neither /30 nor ft are ever 0. If two positive real numbers, q0 and qu are given, we define the meas- We shall let r(t)=tqt/qu Then 1 -r(t) = (1 -t)qt/qo-Applying Lemma This theorem was proved by a different method by one of us [8] in case T is linear. In that proof, the assumption that po^pi and qo^qi is not needed.
In fact, this assumption can also be done away with in (2.11) by combining the methods in [l] and [8] .
Remarks (2). The restriction that neither «o nor ai are ever zero seems unavoidable. This is so since the Lp spaces we consider are spaces of equivalence classes of functions and we need the fact that these equivalence classes remain invariant under the changes of measures we dealt with. In fact, Theorems (2.9) and (2.11) were originally proved using the measures dp.0 = otodpt and dpi = otidp.; that is, the functions a0 and cti were given at the outset. Dr. L. Hormander suggested to us that we define dpi = dpto-\-dpu thereby allowing treatment of the most general case. 3. Theorems of Marcinkiewicz and Zygmund. As a first application of (2.9) we will establish certain generalizations of Paley's theorems on orthonormal series. These generalizations are the same as those of Marcinkiewicz and Zygmund [5] , though the proofs given here are quite different. We shall need these theorems in the next section (2).
Let {<t>n}, n = l, 2, ■ ■ ■ , be an orthonormal system of functions defined on the measure space (M, 9JJ, p.). We will assume that for a certain k> 2 (3.1) (f U»Nm) =S Mn < * for each positive integer n. We also include the case k = °° by assuming that, in this case, ||(?5"||M = M". All the following assertions hold for k= <*>, the arguments being valid after only slight changes. We will also denote by / the number satisfying l/k-\-l/l=l. We will also assume that {<pn} is complete, though quite a few of the following results go through without this assumption.
Given a function,/, in LP(M, W, it), l^p^2, then, for each n, fqbnfd\x = cn is a finite number. This is so because (3.1) asserts that <j>" is in Lk(M, W, p) and this, together with the fact that 0" is in L2(M, 9Ji, it), implies that cpn is (2) In [ll] A. Zygmund proves the original Paley theorems by means of the Marcinkiewicz interpolation theorem, which method is here adopted for the more general situation.
in Lq(M, 93J, fi) where l/£ + l/g=l, since we must have 2^q^k.
Thus the mapping carrying / into the sequence {c"} is a well defined transformation. We have, then, the following theorem which, in the case A= oo and M\ = M2= ■ ■ ■ =Mn=
• ■ ■ , reduces to the original theorem of Paley.
Theorem (3.2). IfKp-^2 then (3.3) (E \cn\PDn~^ ' ^ PJI/IU
where Pn= (M*)*/»-2>ra<*-»/<*-2\ Af* = maxys" My.
Proof. Letting the operator P be the map/->{c"}, we can apply (2.9) in the following way. Let (N, 9c, v) be the positive integers with measure 1 assigned to each point, and using the notation established in (2.12), set b0(n) = (Ml)~1. n~1/l, 6i(w) = l, for each n in N, a0(x) = l=ai(x), for x in M, po = l = qo and pi = 2=qi. The measure £ then, evaluated at each n in N, is easily seen to be
If we can then show inequality (2.10), the conclusion of (2.9), for this case, is easily seen to be (3.3) (letting t be that number satisfying 1/p = (l-t)/p0+t/pi=(l-t)/l+t/2).
But if p = q = 2 (i.e. t = l) (3.3) is just
Bessel's inequality. Thus, taking reciprocals, and using the above inequality involving £(Fy), we obtain (3.4) and, thus, the theorem is proved. By considering adjoint transformations we can obtain, from this last theorem, another generalized Paley theorem. We proceed as follows:
If (R, (R, r) is a <r-finite measure space and l/p-yi/q = l, £2:1, the F. Riesz representation theorem asserts that if we are given a bounded linear functional, £, on Lp, there exists a g in L" such that <£(/) = fnfgdr for all / in Lp and, furthermore, ||£|| =||g||3,r. From now on we will restrict ourselves to tr-finite measure spaces (the following theorems are valid in more general settings but we shall not deal with such problems here). We put fiifgdr = (f, g) f°r / m Lp and g in L". Letting cn= {A<f>n, s) = D'n1~2'p)a", we see that (3.5) is equivalent to WA'slU^K^tlcnl'Dn^y*.
But 2q/p -q = q -2. We thus have the following theorem.
Theorem (3.6). Let 2^q<k and suppose that the series The best constant, K, in (3.7) is the same as the best constant in (3.3) for the index p satisfying l/p + l/q = l. Now let us suppose that the measure space (M, 93}, fi) is an interval in the real line with Lebesgue measure. We shall assume for simplicity that the interval has the form (0, oo). It can easily be shown that the following theorems, with appropriate modifications, hold for any real interval. We again suppose that {<pn} is an orthonormal system satisfying (3.1). If we interchange in Theorems (3.2) and (3.6) the role of/and the coefficients cn we obtain generalizations of two more Paley theorems that were also obtained in [5] . Theorem (3.9) below can be obtained from Theorem (2.9) in a manner completely analogous to the proof of Theorem (3.2). (3.8) is just the adjoint of (3.9). It is interesting to note that these two theorems do not involve the constants M* of Theorems (3.2) and (3. (EKKM + i)~x<) = A[ J \f(x)\p\x\^dxj whenever 0^a<l/p', q^p and X = l/q-\-l/p -l+a2;0.
The following special cases are noteworthy: (i) when a=X = 0 then q = p' and we have the Hausdorff-Young inequality.
(ii) when q = p and a = 0 then we have the inequality of Hardy and Littlewood; similarly for q = p and X = 0.
One of us [8] has shown that (4.1) can be generalized to a theorem involving Fourier coefficients with respect to an arbitrary, uniformly bounded, orthonormal system defined on a real interval. It is our aim to extend this last theorem, and, hence, Pitt's theorem, to include orthonormal systems satisfying (3.1).
Let us, then, suppose that {</>n(;e)} is an orthonormal system satisfying We observe that if in (4.3) we put p = q and X = 0 we obtain Theorem for /J. For other intervals the measure x(q~2)"dx has to be slightly altered.
Proof of Theorem (4.2). We simplify the argument by breaking up the proof into several special cases, as was done in [8] . These special cases are the most interesting ones included in (4.3) .
The proof will involve various applications of Theorems (2.9) or (2.11) (either of these will do). The chief "end points" results are (3.3) and (3.8), which we rewrite here for handy reference. Here, and in the following cases, we shall always apply Theorem (2.11) (or (2.9)) to the operator P mapping / into its Fourier coefficients cn when we are given two inequalities asserting that T is of types (po, qo) and (pi, qi) with possibly different measures. We shall refer to this application by saying that we interpolate between these two inequalities.
Let Kp-^2 and a=(2-p)/2p, then 0^a<l/2-l/A. Also let q^2 and interpolate between (1) and (2) with 0^/3<l/2-l/A. Now suppose p, a, X are given with Kp^2, a<l/p' -1/A and \ = 2/p -l +a=^0.
Put in (1) the index po, where l/po = 1/^+a-Then we must have l/l>l/Po^l/2. In (3') let ft= l/p+a-1/2 = l/po~ 1/2. We thus have ft<l/l-l/2 = l/2-l/k, since 1/£0<1/P and, also, /3^0, since l/po^l/2.
Thus the conditions on ft in (3') are satisfied. Let t = a/(l/p-Ya -1/2) =a/ft, then, clearly, 0i»£:gl.
Interpolating between (1) and (3') we obtain:
I E I cn\ [Dn Mn Dn j J S AVA I | f(x) \ (x ) dx j ■ Inequality (8) is (4.3) in case Kp^2.
To obtain the case p7z2 we can deduce a parallel sequence of inequalities. Instead of (4) we can obtain the analogous inequality for p = q^2 by interpolating between (2) and (3). We can then use this result and (5) to obtain the remainder of the theorem in a way similar to that yielding (8) . This completes the proof of (4.2).
By taking the adjoint operators to the ones occurring in Theorem (4.2) we obtain another interesting theorem relating the Fourier coefficients and their associated functions. Such a theorem would contain Theorems (3.6) and (3.9) as special cases. We shall, however, let the matter stand here.
