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TÉCNICAS DE EXTRACCIÓN DE CARACTERÍSTICAS EN IMÁGENES PARA EL 
RECONOCIMIENTO DE EXPRESIONES FACIALES. 
 
Image Feature Extraction Techniques for Facial Expression Recognition 
 
RESUMEN 
Las expresiones faciales son la manera más natural e inmediata en que los seres 
humanos comunican sus emociones. Para reconocer las expresiones faciales es 
fundamental realizar una buena extracción de características. En este trabajo se 
presentan diferentes técnicas de extracción de características, especialmente 
aquellas que se aplican en forma global u holística, se hace una comparación 
entre métodos, en términos de sus porcentajes de reconocimiento. Se describen 
las técnicas más usadas para esta tarea, como: seguimiento de movimientos, 
análisis espacial estadístico, y análisis espacio/frecuencia y se presentan los 
requerimientos que debe tener un sistema automático de reconocimiento de 
expresiones faciales.  
 
PALABRAS CLAVES: Extracción de características, reconocimiento de 
expresiones faciales, FACS. 
 
ABSTRACT 
Facial Expression is one of the most powerful, natural, and immediate means for 
human beings to communicate their emotions. To perform the facial expression 
recognition is very important development robust feature extraction. This work 
presents different features extraction techniques, Specially holistic approaches, 
a comparison between methods is made, in terms of their percentages of 
recognition. Is described the most used techniques for this task, ie: motion 
tracking, statistic spatial analysis, and spatial/frequency analysis and presents 
the requirements that must have an automatic facial expression recognition. 
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1. INTRODUCCIÓN 
 
Los seres humanos expresan sus emociones de diversas 
maneras, siendo la más universal de estas las expresiones 
faciales. Estas pueden comunicar una emoción incluso 
antes que la persona la verbalice. Aunque el 
reconocimiento de estas expresiones resulta natural para 
los seres humanos, dotar a una máquina de esta habilidad 
resulta bastante difícil [1]. Dos tipos de problemas tienen 
que ser resueltos para llevar a cabo esta tarea; Extracción 
de características y clasificación  de la expresión facial. 
Este documento se enfoca en las diferentes técnicas de 
extracción de características utilizadas por los autores 
mas representativos de ésta área. 
 
Las emociones se clasifican según Ekman y Friesen [2] 
en seis (6) emociones universales básicas: alegría, 
tristeza, sorpresa, miedo, disgusto, y enojo. Estas 
emociones poseen una expresión facial relacionada, y 
estas a su vez están codificadas mediante un sistema de 
codificación de acciones faciales FACS (de sus siglas en 
inglés) [2]. Los FACS proporciona el poder descriptivo 
necesario para representar los detalles de la expresión 
facial. 
 
Se han formado dos campos de estudio que realizan 
extracción de características para el análisis de 
expresiones faciales que se encuentran estrechamente 
relacionados por las técnicas que utilizan pero presentan 
los resultados en forma diferente: un primer campo crea 
sistemas que clasifican las expresiones en categorías 
básicas de emociones y un segundo campo que realiza la  
detección automática de acciones faciales empleando 
FACS [2]. 
 
Según [3] y [4] los estudios que reconocen un conjunto 
de expresiones prototipo y las agrupan en categorías 
básicas de emociones, no consideran que las expresiones 
básicas se presentan con poca frecuencia y no proveen 
una descripción completa de las expresiones faciales, 
mientras que el segundo tipo de estudio analiza con una 
fina distinción las expresiones faciales, al igual que las 
transiciones entre estas. 
 
La efectividad de dichos sistemas de reconocimiento 
automático de  emociones depende principalmente del 
sistema de extracción de características, cuan mas 
robusto sea el sistema de extracción de características 
mejor será el desempeño del sistema de reconocimiento 
de expresiones faciales. 
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Es por tanto importante tener un conocimiento basto en 
las diferentes técnicas de extracción de características 
faciales que han sido desarrolladas y poder a partir de allí 
constituir una base de conocimiento que permita el 
desarrollo de técnicas hibridas e incluso nuevas técnicas 
mas robustos que permitan llegar a una implementación 
de tiempo real de un sistema de reconocimiento de 
expresiones faciales. 
 
2. TÉCNICAS DE CARACTERIZACIÓN  
 
La extracción de características en imágenes y secuencias 
de imágenes faciales, consiste en extraer información 
asociada con la activación de los diferentes músculos del 
rostro, esta tarea puede realizarse en forma global u 
holística (análisis sobre el que se centrará este 
documento) en donde se analiza el rostro como un solo 
conjunto o localmente en donde  se seleccionan regiones 
de interés del rostro como ojos cejas y boca. 
 
Adicionalmente los métodos de extracción de 
características faciales se pueden clasificar de acuerdo a 
su enfoque en: características faciales de movimiento o 
deformaciones del rostro  [3]. Al análisis de movimiento 
se le denomina análisis dinámico [4], en este se realiza un 
seguimiento de la velocidad y dirección de 
desplazamiento de píxeles de la imagen, entre las 
técnicas más empleadas se tiene el flujo óptico (optical 
flow) con trabajos de Essa [5] [6], [7], Wu [8], Bartlett 
[9], [10], Yaccob [11], [12] el seguimiento de flujo 
(dense flow) por Lien [13], [14], [15], [16], [43] y el 
seguimiento de características puntuales (pointtracking)  
por Otsuka [17] y Tian [1].  
 
Las deformaciones se caracterizan por los cambios de 
forma y textura que indican gradientes espaciales altos y  
pueden ser analizadas tanto en el dominio espacial como 
en el dominio de la frecuencia [3], para esta tarea se han 
usado con frecuencia técnicas como: PCA [18][19][20], 
ICA [1][9][10][21], LDA [22][23], transformada Wavelet 
[24][25][26][27] y transformada de Gabor [20]. 
 
Entre las características faciales a extraer se pueden 
distinguir dos tipos: las transitorias que abarcan 
diferentes clases de arrugas y abultamientos y se 
producen debido a las expresiones faciales y las no-
transitorias, que siempre están presentes en el rostro, 
entre ellas se encuentran los ojos, las cejas y la boca, y a 
diferencia de las primeras siempre están presentes en las 
expresiones faciales [3]. 
 
Los estudios más comunes en el reconocimiento de 
expresiones faciales tienden a reconocer categorías 
básicas de emociones, entre estos estudios los primeros 
trabajos fueron realizados por Essa  [5], [6], [7], Yaccob 
[11], [12] quienes utilizaron flujo óptico para seguir los 
movimientos de características faciales, Yaccob por 
ejemplo presenta los resultados de acuerdo a la categoría 
de emoción reconocida, así: 86% para alegría, 94% 
sorpresa, 92% enojo, 86% temor, 80% tristeza y 92% 
para disgusto. Trabajos más recientes han sido reportados 
por Littlewort [28] quien comparó diferentes técnicas, 
obteniendo los mejores resultados con filtros Gabor 
usando AdaBoost y SVM alcanzando un 93% para el 
reconocimiento de 7 categorías básicas. En [20] se 
muestra un estudio en el cual se extraen características de 
rostros enteros por medio de la transformada wavelet de 
Gabor junto al análisis general discriminante, para 
clasificarlos. Este análisis entregó resultados del 97,5%, 
los cuales se compararon con técnicas como PCA, LDA y 
PCA con kernel. 
 
El reconocimiento automático de FACS por medio de 
unidades de acción (AUs) es un problema de mayor 
dificultad y relativamente pocos trabajos se han 
reportado. Los trabajos de Essa [5], [6] y [7] describen 
patrones de flujo óptico que corresponden a distintas AUs 
pero no realiza el reconocimiento de estas. Bartlett  [10] 
y Donato [21] han realizado pruebas extensivas en el 
reconocimiento de AUs de la parte superior e inferior del 
rostro, usando secuencias de imágenes, alcanzando en 
[10] un 90.9% de reconocimiento para 6 AUs superiores  
combinando un análisis espacial holístico con 
características locales de flujo óptico, mientras que en 
[29] realizan una comparación de diferentes técnicas y 
muestran que los mejores resultados los obtienen por 
medio de una representación wavelet  Gabor y por una 
representación ICA alcanzando un 95.5% de 
reconocimiento de 6 AUs superiores, 2 inferiores y 4 
combinaciones de AUs. Trabajos realizados por Cohn 
[30] y Lien [31] usan seguimiento de flujo, seguimiento 
de puntos para reconocer 4 AUs superiores, 4 inferiores y 
2 combinaciones, alcanzando como máximo 92% de 
reconocimiento. Tian en [1] desarrollo un sistema en 
donde realiza un modelamiento multiestado de 
características faciales como: boca, ojos, cejas y mejillas; 
extrae una descripción paramétrica de dichas 
características y realiza un seguimiento de estos 
parámetros para introducirlos como información a una 
red neuronal, el reconocimiento promedio alcanzado fue 
del 96.4% para AUs superiores y del 96.7% para AUs 
inferiores. Chang en [32] realiza una comparación de 
sistemas entre los que se encuentra los de Tian y Donato 
y propone un sistema que usa ecualización del 
histograma para normalización de la iluminación, ICA 
para extracción de características y clasificación con 
SVM  alcanzando razones de reconocimiento de 97% 
tanto para AUs superiores como inferiores y 100% para 
el reconocimiento del rostro entero.  
 
3. TÉCNICAS GLOBALES DE 
CARÁCTERIZACIÓN 
3.1 Análisis dinámico 
Dentro de los métodos que aproximan movimientos 
quizás el más estudiado ha sido el flujo óptico, este 
refleja los cambios de la imagen durante un intervalo de 
tiempo. La estimación del flujo óptico es un tema que ha 
sido abordado básicamente de dos formas: calculando 
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gradientes o realizando segmentación [2], en este 
documento  se comentará la primera forma por ser la 
primera y hasta ahora la más usada. El método de flujo 
óptico basado en gradientes consiste en determinar los 
cambios de niveles de gris (intensidad) sobre el plano de 
la imagen y sobre el tiempo, y a partir de ellos obtener la 
aproximación del movimiento. Este método se basa en la 
información que entrega los cambios de intensidad de la 
imagen asociados al movimiento. Los algoritmos que 
determinan el flujo a partir del gradiente se basan en los 
trabajos de Horn and Shunck [33] quienes fueron los 
primeros en proponer una forma de aproximación de 
movimientos con imágenes, partiendo que la intensidad 
de un píxel particular es constante y no cambia  con el 
tiempo.  
 
El algoritmo desarrollado en [33] es un método 
diferencial ya que requiere calcular para cada píxel las 
derivadas de intensidad de primer orden de la imagen 
para aproximar en forma iterativa las velocidades en las 
direcciones horizontal y vertical. Existen además otros 
estudios para la estimación del flujo óptico que se basan 
en correlación de regiones, estos definen la velocidad 
como los cambios más apropiados entre regiones de la 
imagen en diferentes instantes de tiempo buscando el 
mejor estimado a través de la minimización de una 
medida (por lo general el SSD o sumatoria de diferencias 
al cuadrado). Estos estudios por lo general son 
jerárquicos con el fin de reducir la cantidad de cálculos a 
realizar,  ejemplo de estos son los algoritmos reportados 
por Anandan y Singh [29].  
 
El método de Singh  [29] ha sido comúnmente usado por 
permitir una buena representación de movimientos 
sutiles, el autor calcula el flujo óptico fusionando dos 
estimaciones cada una acompañada por una medida de 
confianza dada en términos de matrices de covarianza. El 
método consta de dos pasos: en el primero se calcula el 
SSD para obtener  una medida de similaridad entre la 
vecindad  de un píxel en una primera imagen y la 
vecindad del mismo píxel (igual intensidad) en una 
segunda imagen y a partir de esta se realiza una primera 
estimación de las velocidades de desplazamiento de cada 
píxel. En el segundo paso se propagan las velocidades de 
cada punto a su vecindad  asumiendo que estas 
corresponden a la velocidad del punto central; al igual 
que en el primer paso se realiza un estimación de la 
velocidad a partir de una medida de similaridad de 
distancia (por ejemplo una función Gaussiana) y se 
calcula también su correspondiente matriz de covarianza. 
 
En la figura 1 se ilustra el cálculo del flujo óptico por el 
método de Singh para tres imágenes de la base de datos 
CMU, en donde se observa que la persona esta 
manifestando una expresión de enojo: 
 
 
 
Figura 1. Flujo óptico por el método de Singh. 
  
En [9], [10] y [21] comparan los dos métodos de flujo 
óptico descritos para clasificar FACS imponiendo una 
condición de suavizado local sobre el campo del flujo. 
 
3.2 Análisis en el dominio espacial mediante métodos 
estadísticos 
En la extracción de características por medio de procesos 
holísticos espaciales se utilizan por lo general imágenes 
en niveles de gris. Entre estos estudios se encuentran: 
PCA e ICA los cuales usan representaciones del rostro 
encontradas por métodos estadísticos no surpervisados 
típicamente que encuentran un conjunto de imágenes 
bases y representan los rostros como una combinación 
lineal de estas imágenes bases [21].   
 
3.2.1 PCA 
La idea del PCA es encontrar la base de vectores que 
mejor exprese la distribución de las imágenes de las caras 
dentro del espacio completo. Estos vectores describen la 
base del sub-espacio de las imágenes de caras. Cada 
vector de dimensión d=NxL describe una imagen de 
dimensión NxL, y es una combinación lineal de los 
vectores base del sub-espacio. Este procedimiento se 
asemeja a encontrar las componentes ortogonales de un 
vector en un espacio, es decir, es como encontrar un 
conjunto de vectores que combinados en forma lineal 
representen los elementos del conjunto. Estos elementos 
son los vectores propios de la matriz de covarianza 
correspondiente al espacio original de las imágenes, y 
como son parecidas a una cara, se les llama caras propias 
o eigenfaces [18]. 
 
Al multiplicar cada cara propia por el conjunto de 
imágenes de prueba y de entrenamiento se obtiene un 
vector de pesos que corresponde a la proyección 
ortogonal de cada rostro sobre las caras propias y se 
pueden utilizar como características para diferenciar los 
distintos tipos de rostros y sus rasgos encontrando la 
menor distancia Euclidiana entre los distintos vectores 
[19]. 
 
3.2.2 ICA 
El ICA es una generalización de PCA y a diferencia de 
este el ICA provee una mejor representación de la 
imagen ya que no se basa únicamente en estadísticas o 
relaciones entre píxeles de la imagen de segundo orden, 
sino que es sensible a dependencias estadísticas de alto 
orden y no solo la covarianza, lo que la hace de ICA una 
representación potente para las tareas de reconocimiento 
de rostros y de emociones  [6].  
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Un algoritmo de ICA ampliamente usado es el de Bell y 
Sejnowski, [34] y [35] el cual es una regla de aprendizaje 
no supervisada que fue derivada del principio de 
transferencia de información óptima a través de neuronas. 
 
El ICA sobre imágenes puede realizarse basándose en 
dos diferentes arquitecturas como se muestra en la figura 
2, la primera trata la imagen como una señal aleatoria y 
los píxeles como salidas y una segunda la cual trata los 
píxeles como variables aleatoria y las imágenes como 
salidas. La primera arquitectura produce imágenes bases 
estadísticamente independientes, sin embargo los 
coeficientes que codifican cada rostro no son 
necesariamente independientes, por lo que se requiere de 
una segunda arquitectura que use ICA para encontrar una 
representación en la cual los coeficientes usados para 
codificar las imágenes sean estadísticamente 
independientes [21]. 
 
 
 
 
Figura 2. Arquitecturas 1 y 2 de ICA para imágenes. 
 
3.3 Análisis en el dominio espectral mediante 
transformadas tiempo- frecuencia 
 
3.3.1 Transformada Wavelet de enteros a enteros 
La transformada wavelet de enteros a enteros se puede 
definir utilizando esquemas de actualización (o Lifting) 
[36][37][38], los cuales provienen de la descomposición 
polifásica de los bancos de filtros asociados a la 
transformada wavelet [39][40][41][42]. Se agregan 
operadores de redondeo a la salida de cada etapa del 
esquema de actualización, los cuales se pueden desplazar 
hasta la salida de la actualización y de la predicción []. 
Los operadores de redondeo se utilizan para conseguir 
una transformación que toma una imagen representada 
por números enteros y la lleva a otro espacio que también 
esta representado por números enteros, evitando la 
perdida de información que ocurre al utilizar otro tipo de 
transformaciones o filtros debido a los términos 
fraccionarios que resultan y deben ser aproximados a 
números enteros para llevarlos a una imagen [43]. Este 
esquema se puede representar por medio de la figura 3. 
 
La aplicación de la transformada wavelet de enteros a 
enteros en imágenes se hace en dos etapas, primero se 
aplica el filtro a las filas de la imagen y se submuestrea, 
luego se aplica sobre las columnas junto al submuestreo 
realizando todas las combinaciones de filtros posibles, lo 
cual da como resultado cuatro imágenes, tal como se 
muestra en al siguiente figura 4. 
 
 
 
Figura 3. Esquema de actualización con operadores de 
redondeo. 
 
 
 
Figura 4. Esquema de filtrado para imágenes. 
 
Después de aplicar la transformada wavelet de enteros a 
enteros se obtiene imágenes que son versiones suavizadas 
de las imágenes originales las cuales se utilizan para 
extraer características que ayuden a diferenciar los 
distintos tipos de imágenes. 
 
3.3.2 Transformada Gabor 
La transformada de Gabor es una modificación a la de 
Fourier para aplicarla en forma localizada, utilizando una 
función ventana gaussiana, con lo que se obtiene una 
transformada muy similar a la transformada wavelet. Para 
el caso de las imágenes se utiliza una función base que es 
una exponencial compleja y una función ventana 
gaussiana en 2D multiplicadas, obteniendo funciones 
como la de la figura 5. Para obtener todo el conjunto de 
las funciones base para la transformada, se puede variar 
la frecuencia central de la exponencial compleja, se 
puede variar el ancho de la ventana cambiando la 
desviación estándar de la gaussiana y se puede cambiar la 
orientación de la función final (rotarla en el eje z). 
 
 
 
Figura 5. Ejemplo de una función base de Gabor para 2D. 
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Para aplicar la transformada de Gabor sobre la imagen se 
debe hacer la convolución de la función base con la 
imagen, pero este procedimiento tiene un alto costo 
computacional, por esto se utiliza la transformada de 
Fourier para llevar la imagen y la función al dominio de 
la frecuencia y realizar el producto entre ellas, y el 
resultado se obtiene al calcular la transformada inversa de 
Fourier [45][46]. Lo que se obtiene es una matriz por 
cada función base utilizada del mismo tamaño que la 
imagen de estudio, estas matrices representan la imagen y 
se utilizan como características para diferenciarla de las 
imágenes de otras clases. 
 
4. DISCUSIÓN 
En este documento se mostraron diferentes técnicas para 
la extracción de características faciales correspondientes 
a movimientos y deformaciones, es difícil comparar los 
sistemas de reconocimiento de expresiones faciales 
debido a la forma en que se presentan los resultados y a 
las diferentes bases de datos utilizadas. Una desventaja 
de la mayoría de los métodos mostrados radica en que 
fueron probados en imágenes de vistas frontales tomadas 
bajo condiciones controladas lo que representa dificultad 
al momento de realizar una aplicación real de interfaz 
hombre-máquina. 
 
5. ENFOQUES FUTUROS 
Entre los sistemas de reconocimiento de expresiones 
faciales existentes se puede diferenciar dos clases: una en 
donde los trabajos emplean bases de datos de expresiones 
posadas, es decir aquellas que son resultado de seguir 
instrucciones y otra clase de sistemas que extienden el 
análisis a imágenes que representan comportamientos 
faciales espontáneos. Aplicaciones como el estudio de 
emociones requieren el desarrollo de sistemas 
pertenecientes a la clase de expresiones espontáneas ya 
que en estas aparecen acciones simultáneas que se 
presentan en forma rápida y coordinada, mientras que en 
las expresiones posadas tienden a aparecer lentamente y 
no simultáneas [47], [48].  
 
Otros de los requerimientos que se buscan en estos 
sistemas es que funcionen en tiempo real y no se necesite 
de intervención humana, es decir que el reconocimiento 
se realice por métodos completamente automáticos 
ejemplos de estos son los trabajos propuestos por 
Braathen [47], [48], Littlewort [28] Kappor [32], Bartlett 
[49]. 
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