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Abstract
The distributed subgraph detection asks, for a fixed graph H, whether the n-node input graph
contains H as a subgraph or not. In the standard CONGEST model of distributed computing, the
complexity of clique/cycle detection and listing has received a lot of attention recently.
In this paper we consider the induced variant of subgraph detection, where the goal is to decide
whether the n-node input graph contains H as an induced subgraph or not. We first show a Ω̃(n)
lower bound for detecting the existence of an induced k-cycle for any k ≥ 4 in the CONGEST model.
This lower bound is tight for k = 4, and shows that the induced variant of k-cycle detection is much
harder than the non-induced version. This lower bound is proved via a reduction from two-party
communication complexity. We complement this result by showing that for 5 ≤ k ≤ 7, this Ω̃(n)
lower bound cannot be improved via the two-party communication framework.
We then show how to prove stronger lower bounds for larger values of k. More precisely, we show
that detecting an induced k-cycle for any k ≥ 8 requires Ω̃(n2−Θ(1/k)) rounds in the CONGEST model,
nearly matching the known upper bound Õ(n2−Θ(1/k)) of the general k-node subgraph detection
(which also applies to the induced version) by Eden, Fiat, Fischer, Kuhn, and Oshman [DISC 2019].
Finally, we investigate the case where H is the diamond (the diamond is obtained by adding an
edge to a 4-cycle, or equivalently removing an edge from a 4-clique), and show non-trivial upper and
lower bounds on the complexity of the induced version of diamond detecting and listing.
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1 Introduction
Background. The subgraph detection problem asks us to decide if the n-node input graph
contains a copy of some fixed subgraph H or not. This problem has received a lot of attention
in the past 40 years, and has recently been investigated in the setting of distributed computing
as well. There are actually two versions for this problem. The first version simply requires
to decide if the input network contains H. The second version cares about induced H, and
asks to decide if the input network contains a vertex-induced copy of H. We refer to Figure 1
for an illustration of the difference between the two versions. In this paper we call the former
version “non-induced H detection” and the latter version “induced H detection”.
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Figure 1 This graph contains a 4-cycle as a subgraph but not an induced 4-cycle.
When considering subgraph detection in the (synchronous) distributed setting, the
communication network is identified with the input graph, i.e., we ask whether the n-node
communication network contains H as a subgraph (induced or non-induced, depending
on the version considered). The complexity is characterized by the number of rounds of
(synchronous) communication needed to solve the problem. For networks with unbounded
bandwidth (the so-called LOCAL model in distributed computing), both versions of the
subgraph detection problem are essentially trivial: for any O(1)-node subgraph H, the
problem can be solved in O(1) rounds by a naive approach. For networks with bounded
bandwidth (the so-called CONGEST model in distributed computing, in which the size of
each message is restricted to O(log n) bits), on the other hand, the same approach may
take many more rounds due to possible congestion in the network (see the next paragraph
for the definition of the CONGEST model). This is one of the reasons why the subgraph
detection problem is interesting in the distributed setting. In the last few years, there
has been significant progress in understanding the complexity of the non-induced subgraph
detection in the CONGEST model.
The CONGEST model. In this paper we use the standard CONGEST model, as used in
prior works [2, 3, 5, 8, 9, 11, 14, 16, 22]. In the CONGEST model, a distributed network of n
computers is represented as a simple undirected graph G = (V, E) of n nodes, where each
node corresponds to a computational device, and each edge corresponds to a communication
link. Each node v ∈ V initially has a Θ(log n)-bit unique identifier ID(v), and knows the
list of IDs of its neighbors and the parameter n = |V |. The communication proceeds in
synchronous rounds. In each round, each v ∈ V can perform unlimited local computation,
and can send an O(log n)-bit distinct message to each of its neighbors.
When considering subgraph detection in the CONGEST model, the communication network
is identified with the input graph, i.e., we ask whether the n-node communication network
contains H as a subgraph. If the network contains H as a subgraph, at least one node
outputs 1 (Yes), otherwise all nodes output 0 (No). We assume that each node knows
the graph H to be detected. The complexity is characterized by the number of rounds of
communication needed to solve the problem.
Non-induced subgraph detection in the distributed setting. Typical examples of the
non-induced subgraph detection in the CONGEST model that have been studied intensively
are cliques and cycles. For cliques, the first sublinear-round algorithm of k-clique detection
in the CONGEST model is due to Izumi and Le Gall [22], for k = 3 (i.e., triangle detection),
which runs in Õ(n2/3) rounds. Later, the complexity was brought down to Õ(
√
n) by Chang
et al. [8], and then further to Õ(n1/3) by Chang and Saranurak [9]. These upper bounds also
hold for 3-clique listing,1 and the Õ(n1/3) upper bound is tight up to polylogarithmic factors
due to the lower bounds by Pandurangan, Robinson and Scquizzato [28] and Izumi and Le
1 The listing version of the problem asks to list all instances of H in the graph.
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Table 1 Prior results for non-induced subgraph detecting and listing in the distributed setting.
Here n denotes the number of nodes in the network.
Problem Time bound Paper Model
Triangle detection
Õ(n1/3) [9] CONGEST
Õ(n1/4) [21] QUANTUM CONGEST
O(n0.159) [6] CONGESTED CLIQUE
Triangle listing Θ̃(n1/3) [22, 9, 28] CONGEST
k-clique detection, k ≥ 4 Ω(n
1/2/ log n) [11] CONGEST
Õ(n1−2/k) [2] CONGEST
k-clique listing, k ≥ 4 Θ̃(n1−2/k) [16, 2] CONGEST
2k-cycle detection
k ≥ 2 Ω(n1/2/ log n) [13, 24] CONGEST
k = 7, 9, 11, ... Õ(n1−2/(k
2−k+2)) [14] CONGEST
k = 6, 8, 10, ... Õ(n1−2/(k
2−2k+4)) [14] CONGEST
2 ≤ k ≤ 5 Õ(n1−1/k) [4, 13] CONGEST
any constant k O(1) [4] CONGESTED CLIQUE
(2k + 1)-cycle detection, k ≥ 2 Θ̃(n) [13, 24] CONGEST
Detecting some Θ(k)-node subgraph H Ω(n2−1/k/ log n) [16] CONGEST
Detecting a k-node tree O(kk) [17, 24] CONGEST
Gall [22]. For k-cliques with k ≥ 4, the first sublinear algorithm of k-clique listing is due to
Eden et al. [14]. They showed that one can list all k-cliques in Õ(n5/6) rounds for k = 4 and
Õ(n21/22) rounds for k = 5. These results were improved to Õ(nk/(k+2)) rounds for all k ≥ 4
by Censor-Hillel, Le Gall, and Leitersdorf [5], and very recently, Õ(n1−2/k) rounds for all
k ≥ 4 by Censor-Hillel et al. [2]. The latter bound is tight up to polylogarithmic factors due
to the lower bounds by [16].
For k-cycles with k ≥ 4, it is known that non-induced k-cycle (Ck) detection requires
Ω(ex(n, Ck)/n) rounds by Drucker et al. [13], where ex(n, Ck) is the Turán number of k-cycle
(Turán number ex(n, Ck) is the maximum number of edges in an n-node graph which does
not have a k-cycle as a subgraph). This implies the Ω̃(n) lower bounds for odd k and
Ω̃(
√
n) lower bound for k = 4. Korhonen and Rybicki [24] showed Õ(n)-round algorithms
of non-induced k-cycle detection for any odd constant k. They also showed the Ω̃(
√
n)
lower bounds for even k ≥ 6. For k = 4, an optimal algorithm for non-induced 4-cycle
detection is known due to drucker et al. [13]. For even k ≥ 6, Fischer et al. [16] showed an
Õ(n1−
1
k(k−1) )-round algorithm, and this was improved to Õ(n1−2/Θ(k2)) by Eden et al. [14].
Recently, Censor-Hillel et al. [4] showed that for 3 ≤ k ≤ 5, non-induced C2k detection can
be solved in Õ(n1−1/k) rounds.
We refer to Table 1 for the summary of all these results.
Induced subgraph detection in the distributed setting. All of the above results for cycles
are only for the non-induced distributed subgraph detection problem. While for the case of
cliques, non-induced detection and induced subgraph detection are the same problem, this is
not the case for cycles (see again Figure 1 for an illustration). For instance, if we want to
know if the input graph contains a chordless cycle, we need to consider the induced version.
In the centralized (i.e., non-distributed) setting, the induced version of subgraph detection
has thus also been extensively studied [10, 15, 20, 25, 27, 30], leading to several algorithms
that significantly differ from the algorithms for the non-induced version of the problem.
Despite its importance, the induced version has almost not been studied at all in the
distributed setting. The only known results on the complexity of the induced subgraph
detection problem in the CONGEST model are generic bounds describing how large the round
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Table 2 Our results on the round complexity of induced-subgraph detecting, and the corresponding
known results. Here n denotes the number of nodes in the network.
Problem Time Bound Reference Model
induced k-node subgraph detection Õ(n2−2/(3k+1)) [14] CONGEST
induced k-cycle detection Ω(n/ log n), for k ≥ 4 Theorem 1 CONGEST
Ω(n2−1/⌊k/8⌋/ log n), for k ≥ 8 Theorem 2 CONGEST
induced diamond listing Õ(n
5/6) Theorem 7 CONGEST
Ω(
√
n/ log n) Theorem 5 CONGEST
complexity can be with respect to the number of nodes in the subgraph: Fischer et al. [16]
constructed a family of graphs H with Θ(k) nodes such that (induced and non-induced) H
detection requires Ω(n2−1/k/ log n) rounds. Later, Eden et al. [14] showed that the n1/k term
cannot be removed, and also showed that for any k-node subgraph H, induced H detection
can be solved in Õ(n2−
2
3k−2 ) = Õ(n2−Θ(1/k)) rounds. These results, however, actually hold
for the non-induced version as well. Therefore, to our knowledge, it is still open whether
there exists a graph H such that the round complexities of non-induced H detection and
induced H detection are different in the CONGEST model.
Our results. In this paper we answer this question. More precisely, we seek to improve our
understanding of the round complexity of the distributed induced subgraph detection in the
CONGEST model by showing lower bounds for constant-length cycles. We refer to Table 2
for the summary of our results.
We first show that for any k ≥ 4, detecting an induced k-cycle requires a near-linear
amount of rounds; previously, no lower bound for induced cycle detection was known.
▶ Theorem 1. For any k ≥ 4, deciding if a graph contains an induced k-cycle requires
Ω(n/ log n) rounds in the CONGEST model.
For k = 4, the trivial solution of induced k-cycle detection is to have each node send its
entire neighborhood to all its neighbors, which can be done in O(n) rounds. Therefore, our
bound in Theorem 1 is tight up to logarithmic factor. Since, as already mentioned, the
non-induced version of 4-cycle detection has complexity Θ̃(
√
n), Theorem 1 proves that the
induced version is significantly harder in the CONGEST model.
We then show stronger lower bounds for induced Ck-detection for larger values of k.
▶ Theorem 2. For any constant k = 8ℓ + m where ℓ ≥ 1 and m ∈ {0, 1, . . . , 7}, deciding if a
graph contains an induced k-cycle requires Ω(n2−1/ℓ/ log n) rounds in the CONGEST model,
even when the diameter of the network is 3.
These bounds are asymptotically tight with respect to k, since for any k-node subgraph H,
induced H detection can be solved in Õ(n2−Θ(1/k)) rounds by the algorithm of [14]. We can
summarize this as follows.
▶ Corollary 3. The round complexity of induced k-cycle detection in the CONGEST model is
Θ̃(n2−Θ(1/k)).
For small k, there still exist gaps between our lower bounds and known upper bounds.
For instance, we do not know if induced 5-cycle detection can be solved in Õ(n) rounds.
This leads to the following question: can we show any improved lower bounds in the case of
k ≥ 5? We complement our results by showing that reductions from two-party communication
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complexity, which is the technique we used to show our lower bounds (as well as most of the
other lower bounds in the literature), do not have the ability to derive better lower bounds
for the case of k ≤ 7.
▶ Theorem 4 (Informal statement). For k = 5, 6, 7 and any ε > 0, reductions from two-party
communication complexity cannot give an Ω̃(n1+ε) lower bound for induced Ck detection in
the CONGEST model.
Theorem 4 is shown via an argument similar to the arguments in [11, 14]. These papers
showed that reductions from two-party communication complexity (more precisely, the
family of lower bound graphs technique) cannot show Ω̃(n1/2+ε) lower bounds of 4-clique
detection and (non-induced) 6-cycle detection. As mentioned above, to date, all known lower
bounds on the subgraph detection in the CONGEST model used reductions from two-party
communication complexity. Therefore, Theorem 4 shows that we need a fundamentally
different approach to improve these lower bounds.
The graph that is obtained by removing one edge from a 4-clique is called a diamond.
Diamonds are interesting since it is in some sense intermediate between 4-cycle and 4-clique.
We show a lower bound of induced diamond listing in the CONGEST model.
▶ Theorem 5. Listing all induced diamonds requires Ω(
√
n/ log n) rounds in the CONGEST
model.
We also prove the same result as in Theorem 4 for induced diamond listing.
▶ Theorem 6 (Informal statement). For any ε > 0, reductions from two-party communication
complexity cannot give an Ω̃(n1/2+ε) lower bound for induced diamond listing in the CONGEST
model.
Finally, we show that induced diamond listing can be done in sublinear rounds.
▶ Theorem 7. There exists an algorithm that solves induced diamond listing in Õ(n5/6)
rounds in the CONGEST model.
Due to space constraints, the proofs of Theorem 6 and Theorem 7 are omitted from the main
body of this paper – they can be found in Appendix C and Appendix D.
Other related works. Several works investigate the complexity of subgraph detection in
other models of distributed computing. In the powerful CONGESTED CLIQUE model, which
allows global communication, the induced subgraph detection (and even listing) can be
solved in sublinear rounds [12]: for any k-node subgraph H, induced H detection and listing
can be solved in O(n1−2/k) rounds. This algorithm was used as a subroutine to construct
sublinear-round CONGEST algorithms for clique detection and listing [2, 5, 8, 9, 21, 22].
In the CONGESTED CLIQUE model, for any constant k ≥ 3, k-cycle can be detected in
O(2O(k)n0.158) rounds by an algebraic algorithm which uses the matrix multiplication [6]
and for k ≥ 2, 2k-cycle can be detected in O(1) rounds [4]. In the QUANTUM CONGEST
model, in which each node represents a quantum computer and each edge represents a
quantum channel, Izumi, Le Gall and Magniez [21] showed that triangle detection can be
solved in Õ(n1/4) rounds by using quantum distributed search [26] which is the distributed
implementation of Grover’s quantum search. For any ε > 0, showing a lower bound of Ω(nε)
on directed triangle detection implies strong circuit complexity lower bounds [4]. These
bounds are included in Table 1.
Other relevant works include constant-round detection of constant-sized trees in the
CONGEST model [17, 24], and investigations of the distributed subgraph detection problem
in the framework of property testing [3, 18, 19].
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Recent independent work. Lower bounds for induced cycle detection similar to some of
the bounds in our paper have been concurrently (and independently) obtained very recently
by Korhonen and Nikabadi [23]. They showed the following results using graph constructions
different from ours (but still using reductions from two-party communication complexity):
Ω(n/ log n) lower bound for induced 2k-cycle detection for k ≥ 3,
Ω(n/ log n) lower bound for a multicolored variant of k-cycle detection for k ≥ 4.
2 Preliminaries
To prove lower bounds, we use reductions from two-party communication complexity problems.
This is the common technique to show lower bounds in the CONGEST model [16, 7, 11, 13, 1].
Here we give the precise definition of the family of lower bound graphs, which is the standard
notion to show these lower bounds (see, e.g., [7]).
▶ Definition 8 (Family of Lower Bound Graphs). Given an integer K, a boolean function f :
{0, 1}K × {0, 1}K → {0, 1} and a graph predicate P , a set of graphs {Gx,y = (V, Ex,y)|x, y ∈
{0, 1}K} is called a family of lower bound graphs with respect to f and P if the following
hold:
1. The set of vertices V is the same for all the graphs in the family, and has a fixed partition
V = VA ∪ VB. The set of edges of the cut Ecut = E(VA, VB) is the same for all graphs in
the family.
2. Given x, y ∈ {0, 1}K , E(VA, VA) only depends on x.
3. Given x, y ∈ {0, 1}K , E(VB , VB) only depends on y.
4. Gx,y satisfies P if and only if f(x, y) = 1.
▶ Theorem 9 ([7]). Fix a boolean function f : {0, 1}K×{0, 1}K → {0, 1} and a graph predicate
P . If there exists a family of lower bound graphs {Gx,y} with respect to f and P , then any
randomized algorithm for deciding P in the CONGEST model takes Ω(CCR(f)/|Ecut| log n),
where CCR(f) is the randomized communication complexity of f .
Throughout this paper, we use the set-disjointness function DISJK : {0, 1}K × {0, 1}K →
{0, 1}. For two bit strings x, y ∈ {0, 1}K , DISJK(x, y) is equal to 0 if and only if there exists
some index i ∈ [K] such that xi = yi = 1. It is well known that CCR(DISJK) = Ω(K) [29].
3 Lower Bounds for k-cycles, k ≥ 4
In this section we prove Theorem 1. To prove Theorem 1, we describe families of lower
bound graphs with respect to the set-disjointness function of the two-party communication
complexity, and the predicate P that says the graph does not contain an induced k-cycle.
We start by describing the fixed graph construction for the case of k = 4, and then define
the corresponding family of lower bound graphs.
The fixed graph construction. Create a graph G as follows: The vertex set is A1 ∪ A2 ∪
B1 ∪ B2 such that A1 and B2 are n-vertex cliques and A2 and B1 are a set of n vertices with
no edges inside of them. Denote the vertices in G as Ai = {a1i , . . . , ani }, Bi = {b1i , . . . , bni }
for i ∈ {1, 2}. We add edges (ai1, bi1), (ai2, bi2) for all i ∈ [n].
Creating Gx,y. For two input bit strings x, y ∈ {0, 1}n
2 and i, j ∈ [n], we denote the
(i + (j − 1)n)-th bit of x and y as xij and yij . Edges corresponding to inputs are added as
follows (see Figure 2 for the illustration):
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Figure 2 An illustration of Gx,y for the case of n = 3. The graph contains a copy of induced C4
if and only if it holds that xij = yij = 1 for some index i, j ∈ [n]. This illustration shows the case of
x3,1 = y3,1 = 1.
We add an edge between ai1 and a
j
2 if and only if xij = 1.
We add an edge between bi1 and b
j
2 if and only if yij = 1.
This concludes the description of Gx,y. Next, we prove that the family
{
Gx,y|x, y ∈ {0, 1}n
2
}
is a family of lower bound graphs with respect to set-disjointness and the predicate that says
the graph does not contain an induced 4-cycle.
▷ Claim 10. Gx,y contains an induced C4 if and only if there exists a pair of index i, j ∈ [n]
such that xij = yij = 1.
Proof. Let U = {v1, v2, v3, v4} be a subset of V . It is clear that if it holds |U ∩ S| = 4 for
some S ∈ {A1, A2, B1, B2}, then U does not induce C4. We analyse U as follows:
If it holds |U ∩ A1| = 3 or |U ∩ B2| = 3, U induces a triangle.
If it holds |U ∩ A2| = 3 or |U ∩ B1| = 3, U induces at most three edges.
If it holds |U ∩ A1| = 2 or |U ∩ B2| = 2, and U induces a 4-cycle, the other two vertices of
U are both in A2 or both in B1. However, It is impossible since there is no edge between
any two vertices in A2 and any two vertices in B1.
If it holds |U ∩ A2| = 2 or |U ∩ B1| = 2, the two vertices does not share neighbors. Hence,
U does not induce a 4-cycle.
Now all we need is to verify whether four vertices ai1, a
j







2) induces a 4-cycle, we can say that i = k since ai1 has to be connected to a
j
2







a 4-cycle if and only if xij = yij = 1. ◁
Proof of Theorem 1. Divide the vertices of the graph Gx,y into VA = A1 ∪ A2 and VB =




∣∣∣x, y ∈ {0, 1}n2} is a family of lower bound graphs for f = DISJn2
and a predicate that says the graph include an induced C4. Hence, using Theorem 9 and
CCR(DISJn2) = Θ(n2), any randomized algorithms for induced 4-cycle detection in the
CONGEST model requires Ω(n/ log n).
To extend this result to k-cycles for k ≥ 5, we modify the graph Gx,y as follows:
For any i ∈ [n], replace the edge (ai1, bi1) to a path with ⌈ k−42 ⌉ + 2 vertices.
For any i ∈ [n], replace the edge (ai2, bi2) to a path with ⌊ k−42 ⌋ + 2 vertices. ◀
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Figure 3 An illustration of the fixed part of Gx,y. Some edges are bundled for clarity. Observe
that Ai1 ⊆ A1 and Aj2 ⊆ A2 are connected by additional edges iff xi,j = 1. Also, Bi1 ⊆ B1 and
Bj2 ⊆ B2 are connected by additional edges iff yi,j = 1.
4 Lower Bounds for Larger Cycles
In this section we prove Theorem 2, i.e., we show subquadratic, but superlinear lower bounds
for induced cycles Ck≥8, which gives nearly tight bounds for induced cycles Ck≥8 with respect
to k. The main difficulty to obtain the bounds of Theorem 2 is to reduce the size of the
cut edges of graphs while retaining the ability to simulate the set-disjointness function of
size Ω(n2). We overcome this difficulty by considering induced cycles that go around Gx,y
more than once instead of cycles that go around Gx,y exactly once (we pay for this by an
increased size of a cycle). This enables us to reduce the size of cut edges.
4.1 The fixed graph construction
We refer to Figure 3 for an illustration of the construction.
Vertices. We define the sets of vertices as follows:
Ak = A1k ∪ · · · ∪ Ank , where Aik =
{
ai,jk
∣∣∣0 ≤ j ≤ ℓ − 1} for i ∈ [n] and k ∈ {1, 2}.
Bk = B1k ∪ · · · ∪ Bnk , where Bik =
{
bi,jk








∣∣0 ≤ i ≤ ℓn1/ℓ}, LB = {liB∣∣0 ≤ i ≤ ℓn1/ℓ}.
Each S ∈ {A1, A2, B1, B2} contains ℓn vertices, and they are divided into n subsets of
size ℓ. Each C ∈ {UA, UB , LA, LB} contains ℓn1/ℓ vertices. The number of vertices V =
A1 ∪ A2 ∪ B1 ∪ B2 ∪ UA ∪ LA ∪ UB ∪ LB is Θ(ℓn + ℓn1/ℓ) = Θ(n).
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Edges. First, we add 2ℓn1/ℓ edges
{
(uiA, uiB), (liA, liB)
∣∣i ∈ [ℓn1/ℓ]}. Then, we consider a map









ℓ − 1 · · ·







holds, there exists an injection σ : [n] → [ℓn1/ℓ]ℓ. We arbitrarily choose one of these injections.












∣∣∣i ∈ [n], j ∈ [ℓ]}. Now we can determine exactly ℓ vertices of UA that are
adjacent to vertices of Ai1. We denote them Code(Ai1) ⊆ UA. In the same way, we determine
the vertex sets Code(Ai2) ⊆ LA, Code(Bi1) ⊆ UB, and Code(Bi2) ⊆ LB by using the same
σ. Since σ is an injection, it holds that Code(Ai1) ̸= Code(A
j





1), and Code(Bi2) ̸= Code(B
j
2) for i ̸= j.
In addition, we add the following edges.
For any i, j ∈ [n], add edges between u ∈ Ai1, v ∈ A
j
1 if and only if i ̸= j.
For any i, j ∈ [n], add edges between u ∈ Bi2, v ∈ B
j
2 if and only if i ̸= j.
If ℓ ≥ 2, we add the following edges.
For any i, j ∈ [n], add edges between u ∈ Ai2, v ∈ A
j
2 if and only if i ̸= j.
For any i, j ∈ [n], add edges between u ∈ Bi1, v ∈ B
j
1 if and only if i ̸= j.
4.2 Creating Gx,y
Note that for ℓ = 1, the fixed part of Gx,y in this section is exactly the same as the fixed part
of graphs for induced 8-cycles in Section 3. Hence, we only describe the case ℓ ≥ 2. Given
two binary strings x, y ∈ {0, 1}n2 , we add the following edges:
For i, j ∈ [n], add edges {(ai,k+11 , a
j,k




2 )}, if and only if xi,j = 1.
For i, j ∈ [n], add edges {(bi,k1 , b
j,k
2 )|k ∈ [ℓ]}, if and only if yi,j = 1.
This concludes the description of Gx,y. We show the following theorem which says that
{Gx,y} is a family of lower bound graphs. Due to space constraint, the proof is moved to the
Appendix.
▶ Theorem 11. Gx,y contains an induced 8ℓ-cycle if and only if DISJn2(x, y) = 0.
Having constructed a family of lower bound graphs, we are now ready to prove Theorem 2.
Proof of Theorem 2. Theorem 11 implies that a family of graphs{
Gx,y = (VA ∪ VB , Ex,y)
∣∣∣x, y ∈ {0, 1}n2}
where VA = A1 ∪ A2 ∪ UA ∪ LA, VB = B1 ∪ B2 ∪ UB ∪ LB is a family of lower bound graphs
with respect to the set disjointness function DISJn2 and the graph predicate is whether the
graph has a copy of an induced C8ℓ or not with cut size ℓn1/ℓ. To bound the diameter of the
network to 3, we add nodes cA to VA and cB to VB such that cA is connected to all nodes
in VA and cB is connected to all nodes in VB . Finally, we add an edge (cA, cB). The above
modification does not effect to the existence of induced 8ℓ-cycles: If we choose cA as one of
the cycle nodes, then we cannot choose more than two VA nodes as cycle nodes. However, we
cannot choose more than 8ℓ − 4 nodes from VB due to Lemma 16 of Appendix A, which also
holds after this modification. The theorem is proved by applying Theorem 9 (for m = 0).
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Slightly modifying the graphs gives the same complexity for the case of k = 8ℓ + m where
m ∈ {1, 2, . . . , 7}:
Replace each edge e ∈ UA × UB by a path of length ⌊m/2⌋.
Replace each edge e ∈ LA × LB by a path of length ⌈m/2⌉. ◀
5 Limitation of the Two-Party Communication Framework
Since no Õ(n)-round algorithm for detecting an induced k-cycle for k ≥ 5 is known, the main
question is whether our lower bound can be improved or not. In this section, we show that
the family of lower bound graphs cannot derive any better lower bounds for detecting an
induced k-cycle for k ≤ 7, by giving a two-party communication protocol for listing k-cycles
for k ≤ 7 in the vertex partition model which is defined as follows.
▶ Definition 12 (Vertex Partition Model, [11]). Given a graph G = (VA ∪ VB , EA ∪ EB ∪ Ecut)
where EA = E(VA, VA), EB = E(VB , VB) and Ecut = E(VA, VB), the vertex partition model
is a two-party communication model in which Alice receives GA = (VA, EA ∪ Ecut) as the
input and Bob receives GB = (VB , EB ∪ Ecut) as the input. For any graph H, the O(k)
communication protocol for induced H listing is a protocol such that
The players communicate O(k) bits in the protocol.
At the end of the protocol, the players have their lists of H, denoted by AH , BH , such
that all of copies of H in the input graph G are contained in either AH or BH .
▶ Theorem 13. There is a two-party communication protocol in the vertex partition model
for listing all induced k-cycles for k ≤ 7 that uses Õ(n|Ecut|) bits of communication where
Ecut is the set of cut edges in the input graph.
Proof. Let V ′A(V ′B) be a set of VA(VB) vertices which are incident to some cut edge. The
protocol is as follows:
1. Bob sends all edges EB ∩ {V ′B × VB} to Alice in Õ(n|Ecut|) bits since the number of edges








2. Alice sends all edges EA ∩ {V ′A × VA} to Bob in Õ(n|Ecut|) bits since the number of edges








Consider Alice has to list all induced k-cycles such that at least ⌈k/2⌉ vertices of them are
in VA. Let U be a set of vertices in a copy of an induced k-cycle Alice should list in the
input graph G. Since k ≤ 7, U contains at most three vertices in VB. If U has at least
one vertex in VB, then the k-cycle induced by U has two cut edges. Therefore, we have
U × U ⊆ EA ∪ Ecut ∪ {EB ∩ {V ′B × VB}}. Step 1 of the protocol enables Alice to list all
induced k-cycles she should list. Similarly, step 2 of the protocol enables Bob to list all
induced k-cycles he should list. Now all induced k-cycles of the input graph G are in either
the list of Alice or the list of Bob. ◀
▶ Theorem 4 (Formal statement). For any ε > 0, no family of lower bound graphs gives an
Ω̃(n1+ε) lower bound of induced k-cycle detection for k ≤ 7.
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Figure 4 The cut edges in the family of lower bound graphs for listing diamonds. Many edges
are omitted for clarity.
Proof. For the family of lower bound graphs{
Gx,y = (VA ∪ VB , EA ∪ EB ∪ Ecut)
∣∣x, y ∈ {0, 1}K}
for f : {0, 1}K × {0, 1}K → {0, 1} and the property which says that the graph contains an
induced k-cycle, we can show an Ω̃(CCR(f)/|Ecut|) lower bound for induced k-cycle detection.
On the other hand, we can solve f by Õ(n|Ecut|) bits of communication through the protocol
of the vertex partition model in Theorem 13. Then it holds |Ecut| = Ω̃(CCR(f)/n), implying
that for any ε > 0, we cannot derive an Ω̃(n1+ε) lower bound for induced k-cycle listing by
the family of lower bound graphs. ◀
6 Lower Bound for Diamond Listing
We know that the round complexity of 4-clique detection is Θ̃(
√
n), and induced 4-cycle
detection is Θ̃(n). The only four-node graph that lies between 4-clique and 4-cycle is the
diamond, which is the four-node graph obtained by removing one edge from a 4-clique. Intu-
itively, the complexity of diamond detection seems to be somewhere between the complexity
of 4-clique and the complexity of 4-cycle. In this section, we make this intuition precise,
and we show a lower bound for induced diamond listing (this result is complemented by the
upper bound of Theorem 7 shown in Appendix D). Our construction of the family of lower
bound graphs is similar to [11], but has the following differences. The graphs of [11] have
two sets of vertices A and B, and edges between A and B are added randomly so that the
size of the cut edges is O(n3/2). In this random graph, w.h.p., the number of tuples of the
form (a1, a2, b1, b2) where a1, a2 ∈ A and b1, b2 ∈ B which corresponds to the i-th bit of the
input strings x, y is Ω(n2): a tuple (a1, a2, b1, b2) induces a 4-clique if and only if xi = yi = 1.
However, in the case of diamonds, the number of tuples which correspond to the input is
o(n2). To avoid this, we construct the family of lower bound graphs in a different way. This
makes it much easier to analyze the properties of the graph.
The fixed graph construction. We refer to Figure 4 for an illustration. The set of vertices
is V = A ∪ B ∪ B′ such that A, B and B′ are sets of n vertices. Each vertex is denoted as
follows:
A = A1 ∪ A2 ∪ · · · ∪ A√n, where Ai =
{
aji
∣∣∣j ∈ [√n]} for all i ∈ [√n].
B = B1 ∪ B2 ∪ · · · ∪ B√n, where Bi =
{
bji
∣∣∣j ∈ [√n]} for all i ∈ [√n].
B′ = {b′i|i ∈ [n]}.
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We add the edge set
{
(aji , b′j+(i−1)√n)
∣∣∣i, j ∈ [√n]}. For any i, j ∈ [√n], we choose a bijection
uniform randomly from all possible bijection σ : Ai → Bj , and denote it σi,j : Ai → Bj .
Then, we add the edge set
{
(aki , σi,j(aki ))
∣∣i, j ∈ [√n], k ∈ [√n]} .
Creating Gx,y. We call a pair (aji , aℓk) is good iff |N(a
j
i ) ∩ N(aℓk)| = 1, where N(u) is




∣∣∣|N(aji ) ∩ N(aℓk)| = 1, i, j, k, ℓ ∈ [√n]}.
▶ Lemma 14. There is a graph G created by the above procedure, in which it holds that
|PA| = Ω(n2).
The proof of Lemma 14 can be found in Appendix B. Consider the graph G in which
|PA| = Ω(n2). Let H = ∅. We partition A randomly into two sets A∗ and A\A∗ so that
|A∗| = n/2. For a pair (a1, a2) ∈ PA, there is only one vertex b1 ∈ N(a1) ∩ N(a2). For
a1, there is only one vertex b2 ∈ N(a1) ∩ B′. We add a quadruple (a1, a2, b1, b2) to H iff
|{a1, a2} ∩ A∗| = 1. This condition holds with probability 12 . Then, we remove (a1, a2)
from PA. We continue this operation until PA becomes the empty set. Therefore, after this
process, there are |H| = Ω(n2) quadruples in H with high probability, using Chernoff bound.
We label H as H = {h1, h2, ..., h|H|} and relabel quadruples as hk = (ak,1, ak,2, bk,1, bk,2).
Consider two bit strings x, y ∈ {0, 1}|H|. We create a graph Gx,y by adding edges to G as
follows:
If xk = 1, we add an edge between ak,1 and ak,2.
If yk = 1, we add an edge between bk,1 and bk,2.
For a quadruple D = (u1, u2, u3, u4) of vertices, we say that D is an (i, j)-diamond when
(u1, u2, u3, u4) induces a diamond,
|A ∩ {u1, u2, u3, u4}| = i and |(B ∪ B′) ∩ {u1, u2, u3, u4}| = j.
▶ Lemma 15. Gx,y contains a (2,2)-diamond if and only if there exists a pair of indices
i, j ∈ [
√
|H|] such that xij = yij = 1.
Proof. It is clear that if xk = yk = 1, then hk = (ak,1, ak,2, bk,1, bk,2) induces a diamond.
Consider four vertices a1, a2 ∈ A, b1, b2 ∈ B ∪ B′ that induce a (2,2)-diamond. If it holds that
(b1, b2) /∈ E, then (a1, a2) ∈ E. Thus, a pair (a1, a2) is good. It contradicts that vertices a1,
a2, b1, and b2 induce a diamond. Assume that (b1, b2) ∈ E. Without loss of generality, we
assume b1 ∈ B, b2 ∈ B′. Since a pair (a1, a2) is good, b1 = N(a1) ∩ N(a2) and (a1, a2) ∈ E.
Then, there is an index k ∈ [|H|] such that hk = (a1, a2, b1, b2) since (a2, b2) /∈ E holds. ◀
Proof of Theorem 5. Consider that Alice and Bob construct the graph Gx,y where VA =
A, VB = B ∪ B′. By simulating an r-round CONGEST algorithm A that solves listing all
diamonds, they can compute the set disjointness function of size |H| = Ω(n2): Bob tells
Alice if there exists a (2,2)-diamond in the output of vertices simulated by Bob by sending 1
bit. Then, from Lemma 15, Alice knows DISJ|H|(x, y) since Alice can know whether Gx,y
contains a (2,2)-diamond. The number of edges between Alice and Bob is n3/2 + n = Θ(n3/2).
Hence, O(rn3/2 log n) = Ω(|H|) and this means r = Ω(
√
n/ log n). ◀
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A Proof of Theorem 11
We first show the following two lemmas.
▶ Lemma 16. Any subset of vertices C ⊆ V of size 8ℓ in Gx,y which induces C8ℓ contains at
most ℓ vertices in S where S ∈ {A1, A2, B1, B2}.
Proof. It is enough to check the case of S = A1. Let c be the number of index i ∈ [n] such
that |C ∩ Ai1| > 0. At first, observe that if it holds that |C ∩ Ai1| ≥ 1, |C ∩ A
j
1| ≥ 1, and
|C ∩ Ak1 | ≥ 1 for some distinct i, j, k ∈ [n], C induces a triangle. Hence, we have c ≤ 2. The
proof is completed by the following case analysis.
1. The case of ℓ ≥ 3: Suppose that |C ∩ A1| > ℓ. Then we have c = 2. Let i, j ∈ [n] be
the indices such that |C ∩ Ai1| ≥ |C ∩ A
j
1| > 0. If |C ∩ A
j
1| = 1, then |C ∩ Ai1| ≥ 3. This is
not possible since the vertices in C ∩ Aj1 are connected at least three vertices in C ∩ Ai1. If
|C ∩ Aj1| ≥ 2, then |C ∩ Ai1| ≥ 2. This is not possible since C contains a 4-cycle in this
case.
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2. The case of ℓ = 2: Suppose that |C ∩ A1| > ℓ = 2. Then we have c = 2 and
let i, j ∈ [n] be the indices such that |C ∩ Ai1| ≥ |C ∩ A
j
1| > 0. If |C ∩ Ai1| = 2 and
|C ∩ Aj1| = 2, then C induces C4. Hence, we consider |C ∩ Ai1| = 2 and |C ∩ A
j
1| = 1.
Denote {ai,11 , a
i,2




1 , u), (a
i,2
1 , u) ∈ E ∩ {C × C}. The
other edges which incident on ai,11 , a
i,2
1 are both in A2 or both in UA.




2 } for some k ∈ [n], otherwise
C includes an induced 5-cycle. Observe that due to our construction of Gx,y, six
vertices in C are automatically determined to Code(Ak2), Code(Bk2 ), and Bk2 . It can
be easily checked that no matter how we choose the remaining vertices, C does not
induce a 16-cycle.
b. In the latter case, it is automatically determined that C includes Code(Ai1), Code(Bi1),
and Bi1, due to our construction of Gx,y. In addition, C includes
Bk2 , Code(Bk2 ), Code(Ak2) for some k ∈ [n]. Then, C does not induce a 16-cycle since
two vertices of Code(Ak2) do not share neighbors. ◀
▶ Lemma 17. Any subset of vertices C ⊆ V of size 8ℓ in Gx,y which induces C8ℓ contains ℓ
vertices in S, where S ∈ {A1, A2, B1, B2, UA, UB , LA, LB}.
Proof. For S ⊆ V , we denote z(S) = |C ∩ S|. Observe that the number of edges in EC
between A1 and UA is at least z(UA) since each vertex in C ∩ UA has at least one neighbor
in C ∩ A1. On the other hand, the number of edges in EC between A1 and UA is at most
z(A1) since each vertex in C ∩ A1 has at most one neighbor in C ∩ UA. Hence, we have
that z(A1) ≥ z(UA). Similar observation shows that z(A2) ≥ z(LA), z(B1) ≥ z(UB), and
z(B2) ≥ z(LB). Then, it holds that
8ℓ = z(A1) + z(A2) + z(UA) + z(LA) + z(B1) + z(B2) + z(UB) + z(LB)
≤ 2(z(A1) + z(A2) + z(B1) + z(B2)).
From Lemma 16, we have z(A1) = z(A2) = z(B1) = z(B2) = ℓ. We also have z(UA) =
z(LA) = z(UB) = z(LB) = ℓ since
4ℓ = z(UA) + z(LA) + z(UB) + z(LB).◀
Proof of Theorem 11. Let C ⊆ V be a set of 8ℓ vertices which induces an 8ℓ-cycle in Gx,y.




1, and Bt2 for some
i, j, s, t ∈ [n]. Since Ai1 must be connected to C ∩ UA, it holds Code(Ai1) = C ∩ UA. Similarly,
we have that Code(Aj2) = C ∩ LA, Code(Bs1) = C ∩ UB, and Code(Bt2) = C ∩ LB. It can be
easily checked that C = Ai1 ∪ A
j
2 ∪ Bs1 ∪ Bt2 ∪ Code(Ai1) ∪ Code(A
j
2) ∪ Code(Bs1) ∪ Code(Bt2)
induces C8ℓ iff i = s, j = t, and xi,j = yi,j = 1. ◀
B Proof of Lemma 14
Let N(aji ) = {b1, b2, ..., b√n} be the set of neighbors of a
j
i in B. Consider Ak such that k ̸= i.
For any bl ∈ N(aji ), just one vertex that is connected to bl is chosen uniformly at random
from Ak. For a ∈ Ak, let X(a) be the indicator variable of the event “the pair (a, aji ) forms










Hence, the expected value of the number of vertices in Ak that form good pairs with aji is
greater than
√
n/e by linearity of expectation. The expected value of the number of vertices




n − 1) = Ω(n). Again, by using linearity of
expectation, the expected value E(|PA|) ≥ Ω(n) · n/2 = Ω(n2). This means that there exists
a graph with the condition holds. ◀
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Figure 5 Three types of diamonds which have exactly two vertices in VA.
C Proof of Theorem 6
We show the two-party communication protocol for listing diamonds by modifying the
protocol for listing cliques in [11]. More precisely, we show the following theorem.
▶ Theorem 18. There is a two-party communication protocol in the vertex partition model
for listing all diamonds that uses Õ(
√
n|Ecut|) communication where Ecut is a set of cut
edges in the input graph.
Proof. If |Ecut| ≥ n3/2, Alice can send EA to Bob within O(
√
n|Ecut|) bits of communication
since it holds
√
n|Ecut| ≥ n2. Suppose that |Ecut| < n3/2. Since Alice (and Bob) can list all
diamonds in which three or four vertices in Alice’s side without communication, we only
care about diamonds in which exactly two vertices are in Alice’s side. Let V heavyA = {v ∈
VA : degVB (v) > degVA/
√
n} and V lightA = VA\V
heavy
A . As shown in Figure 5, there are three
possible cases.




To list diamonds of case 2, Alice sends edges EA ∩ {V heavyA × VA} to Bob. This requires
O(
√








n · degVB (v) =
√
n|Ecut|.
To list diamonds of case 3, for every v ∈ V lightA , Bob sends edges EB ∩{NVB (v)×NVB (v)}
to Alice. This requires O(
√





















▶ Theorem 6 (Formal statement). No family of lower bound graphs gives an Ω̃(n1/2+ε) lower
bound of induced diamond listing for any ε > 0.
Proof. Exactly the same as how Theorem 4 was proved from Theorem 13. ◀
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D Sublinear-round listing of induced diamonds (Theorem 7)
Assume that, for some edge subset E′ ⊆ E where |E′| = c|E| for some constant c > 0, all
cliques that contain at least one edge from E′ are listed by a procedure A. We recursively
apply A for E\E′ since remaining cliques are the ones whose edges are in E\E′. After O(log n)
levels of recursion of A, all cliques in the original graph are listed since removing edges does
not increase the number of cliques. Fastest (and optimal) clique listing algorithms [9, 2] use
this recursive method. On the other hand, this cannot be used for induced subgraphs since
removing edges may increase the number of induced subgraphs (e.g., removing one edge from
a 4-clique creates an additional diamond). Instead, we can use K4 listing algorithm of [14]
to list induced diamonds. The algorithm begins by computing the decomposition of edge set,
in which the edge set are decomposed into two subsets: edges that induce clusters with low
mixing time and edges between clusters. The clusters satisfy the following:
▶ Definition 19 (δ-cluster). For an n-node graph G = (V, E) and a subgraph G′ = (V ′, E′)
of G, G′ is called a δ-cluster if the following condition holds:
1. Mixing time of G′ is O(poly log (n)),
2. For any v ∈ V ′, degE′(v) = Ω(nδ).
▶ Lemma 20 (Expander Decomposition, Lemma 9 of [14]). For a n-node CONGEST network
G = (V, E), we can find, w.h.p., in Õ(n1−δ) rounds, a decomposition of E to E = Em ∪
Essatisfying the following conditions.
1. Em is the union of at most s = O(log n) sets, Em =
s⋃
i=1
Eim, where each Eim is the
vertex-disjoint union of O(n1−δ) δ-clusters, C1i , . . . , C
ki
i .
The set Eimis called i-th level of the decomposition. We say that a node u belongs to
cluster Cji if at least one of u’s edges is in C
j
i .
2. Each level-i cluster Cji has a unique identifier, which is a pair of the form(i, x) where
x ∈ [n1−δ], and an unique leader node, which is some node in the cluster. Each node
u knows the identifier of all the clusters Cji to which u belongs, the leaders for those




Es,v, where Es,vis a subset of edges incident to v and |Es,v| ≤ nδ log n. Each
vertex v knows Es,v.
The reason that the expander decomposition is used in the distributed subgraph detection
is that δ-clusters can simulate CONGESTED CLIQUE style algorithms efficiently:
▶ Lemma 21 (Lemma 13 of [14]). For a constant 0 < ε ≤ 1, suppose an edge set E′ is
partitioned between the nodes of a δ-cluster C, so that each node u ∈ C initially knows a subset
E′u of size at most O(n2−ε). Then a simulation of t rounds of the CONGESTED CLIQUE
algorithm on G′ = (V, E′) can be performed in Õ(n2−δ−ε + t · n2−2δ) rounds, with success
probability 1 − 1n2 .
Roughly speaking, a δ-cluster can simulate 1 round of a CONGESTED CLIQUE style algorithm
in Õ(n2−2δ) rounds.
After doing the decomposition E = Em ∪ Es, the high-level approach of K4 listing
algorithm of [14] is as follows:
1. To list K4 in Es, we can use the trivial algorithm since the subgraph induced by Es is
sparse.
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2. To list K4 which contains at least one edge in Em, each cluster C gathers outside edges
which are incident to a cluster node in õ(n) rounds so that the number of edges gathered
by each node of C is õ(n2). All nodes that are outside of C with many neighbors
in C send all edges incident to them. This can be done efficiently since they have
enough communication bandwidth to C. Then, C simulates K4 listing algorithm of the
CONGESTED CLIQUE model.
3. Note that each outside node u with small bandwidth to C have no ability to send all
edges incident to it in õ(n) rounds. However, u can quickly gather all cluster edges that
would belong to some K4 which contains u since the number of cluster neighbors of u is
small.
The difference is that in the case of diamonds, there are several types of diamonds which
are listed in step 2 and step 3 of above algorithm (see Figure 6). For a cluster C, we call a
node v is C-heavy when v does not belong to C and has more than nε neighbors in C. The
algorithm for listing induced diamonds is as follows:
1. First, we run the expander decomposition of Lemma 20 in Õ(n1−δ) rounds.
2. To list diamonds in Es, each node u sends the edges of Es that are incident on u to all
neighbors. This requires Õ(nδ) rounds.
3. Each C-heavy node v sends N(v) to C in O(n1−ε) rounds by partitioning N(v) into
|N(v) ∩ C| = Ω(nε) subsets of size |N(v)|/|N(v) ∩ C| = O(n1−ε) and sending each subset
to a different neighbor in C. Then, since each C-node u receive at most n · n1−ε = n2−ε
edges, we can list all induced diamonds which contains at least one edge from some cluster
C, and contains a C-heavy node, in Õ(n2−δ−ε +
√
n · n2−2δ) rounds by the algorithm of
Lemma 21.
4. Each C-light node u sends N(u) ∩ C to all its neighbors in O(nε) rounds. Then, each
node v received N(u) ∩ C from u compute the following set locally:
L1v = {{u, c1, c2}|u ∈ N(v) is C-light, c1, c2 ∈ C, c1 ∈ N(v) ∩ N(u), c2 ∈ N(u)\N(v) } ,
L2v = {{u, c1, c2}|u /∈ N(v) is C-light, c1, c2 ∈ C, c1, c2 ∈ N(v) ∩ N(u),
(u, c1), (u, c2), (v, c1), and (v, c2) ∈ Es. } ,
where L1v and L2v correspond to the rightmost and leftmost diamonds in Figure 6, respect-
ively. Note that we do not have to care about the leftmost diamond of Figure 6 which
contains an edge from another cluster C ′: Among the leftmost diamonds {u, v, c1, c2} of
Figure 6, where c1, c2 belong to C and u, v are C-light nodes, we only need to enumerate
the diamonds whose four edges (u, c1), (u, c2), (v, c1) and (v, c2) are Es-edges. This is
because, for instance, if (u, c1) is C ′-edge for some cluster C ′, then this diamond is treated
by the cluster C ′ as the middle or rightmost diamond in Figure 6. Since each node sends
its Es-edges to all its neighbors in step 2, v knows the four edges (u, c1), (u, c2), (v, c1)





∣∣∃u ∈ N(v) : {u, c1, c2} ∈ L1v or ∃u /∈ N(v) : {u, c1, c2} ∈ L2v} .
We have |Qv,c1 | = O(nε): if c1 received {c1, c2} ∈ Qv,c1 , then c2 ∈ N(v) ∩ C by definition.
On the other hand, since v is C-light, |N(v) ∩ C| = O(nε) holds. Each node v sends
Qv,c1 to c1, and c1 responds with Qv,c1 ∩ ({c1} × N(c1)) in O(nε) rounds. Therefore, in
O(nε) rounds, we can list all induced diamonds which contains at least one edge from
some cluster C, and does not contain C-heavy nodes.
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Figure 6 Three types of diamonds that contain at least one edge from Em. Red edges in the figure
correspond to Em-edges, i.e., edges belong to some cluster C. Heavy node represents a C-heavy
node, i.e., a node which does not belong to C, but has more than nε neighbors in C. Light node
represents a C-light node.
Taking parameters δ = 5/6 and ε = 1/2 (same as in the algorithm of [14]), we get the
following theorem.
▶ Theorem 7. Listing all induced diamonds can be done in Õ(n5/6) rounds with high
probability in the CONGEST model.
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