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Han et al. [Z. Han, T. Li, S. Sun, C. Zhang, Oscillation behavior of third order neutral
Emden–Fowler delay dynamic equations on time-scales, Adv. Differential Equations 2010
(2010). Article ID 586312, 23 pages] gave some criteria for the oscillation and asymptotic
behavior of solutions of the third order neutral delay dynamic equation
r(t) (x(t)− a(t)x (τ (t)))∆∆∆ + p(t)xγ (δ(t)) = 0
on a time scale T , where γ > 0 is the quotient of odd positive integers. In this paper, the
authors establish some new criteria for the oscillation of this equation that improve and
unify those of Han et al.
© 2011 Elsevier Ltd. All rights reserved.
1. Introduction
This paper is concerned with the oscillatory behavior of all solutions of the third order neutral delay dynamic equation
r(t) (x(t)− a(t)x (τ (t)))∆∆∆ + p(t)xγ (δ(t)) = 0 (1)
on an arbitrary time scale T ⊆ Rwith Sup T = ∞. We assume that
(i) γ > 0 is the ratio of positive odd integers;
(ii) r : T → (0,∞) is a real valued rd-continuous function with r∆(t) ≥ 0 on T and ∞
t0
1
r(s)
1s = ∞, t0 ∈ T ; (2)
(iii) a and p : T → (0,∞) are real valued rd-continuous functions and there is a constant a0 such that 0 < a(t) ≤ a0 < 1
for t ∈ T ;
(iv) τ and δ : T → T are real valued rd-continuous functions such that τ(t) ≤ t, δ(t) ≤ t, τ∆(t) ≥ 0, and δ∆(t) ≥ 0 for
t ≥ t0 ∈ T , and limt→∞ τ(t) = limt→∞ δ(t) = ∞;
(v) ξ(t) = τ−1 ◦ δ(t) ≤ t, ξ∆(t) ≥ 0 for t ≥ t0 ∈ T , and limt→∞ ξ(t) = ∞.
We recall that a solution x of Eq. (1) is said to be nonoscillatory if there exists t0 ∈ T such that x(t) x (σ (t)) > 0 for all
t ∈ [t0,∞) ∩ T ; otherwise, it is said to be oscillatory. Eq. (1) is said to be oscillatory if all its solutions are oscillatory.
Recently, there has been an increasing interest in studying the oscillatory behavior of first and second order dynamic
equations on time scales; see, for example, [1–5] and the references contained therein. For basic ideas and background on
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time scales, we refer the reader to themonographs of Bohner and Peterson [1,2]. In [6], Han et al. presented some criteria for
the oscillation and asymptotic behavior of solutions of Eq. (1). Their approach, in a sense, is to reduce the problem in such a
way that specific oscillation results for second order equations can be adapted for the third order case.
Our main goal here is to establish some new criteria for the oscillation of all solutions of Eq. (1). The results we obtain
improve and unify those in [6].
2. Main results
We begin with the following lemmas that are essential in the proofs of our theorems. For simplicity in what follows,
wherever we write ‘‘t ≥ tp’’ we mean ‘‘ t ∈ [tp,∞) ∩ T ’’.
It will be convenient to set
z(t) = x(t)− a(t) x (τ (t)) for t ≥ t0. (3)
Eq. (1) can then be written as
r(t) z∆∆(t)
∆ + p(t) xγ (δ(t)) = 0. (4)
Lemma 2.1. Let condition (2) hold and assume that x is an eventually positive solution of Eq. (1). Then there are only three
possible cases for the behavior of z for large t ≥ t0:
I. z(t) > 0, z∆(t) > 0, z∆∆(t) > 0, and z∆∆∆(t) < 0;
II. z(t) < 0, z∆(t) < 0, z∆∆(t) > 0, and z∆∆∆(t) < 0;
III. z(t) > 0, z∆(t) < 0, z∆∆(t) > 0, and z∆∆∆(t) < 0.
Remark 2.1. Case (II) of Lemma 2.1 in [6] is impossible because if z∆∆(t) > 0 and z∆(t) > 0, then by condition (2), z(t)
must be positive.
In [1, Section 1.6], the Taylor polynomials {hn(t, s)}∞n=0 are defined recursively by
h0(t, s) = 1 and hn+1(t, s) =
 t
s
hn(τ , s)1τ , t, s ∈ T , n ≥ 1. (5)
Lemma 2.2 ([7, Lemma 4]). If z(t) satisfies Case (I) of Lemma 2.1, then
lim
t→∞ inf
tz(t)
h2(t, t0) z∆(t)
≥ 1. (6)
Lemma 2.3 ([6, Lemmas 2.1 and 2.4]). Let condition (2) hold and assume there exists a sequence {ck}k∈N0 ⊆ T such that
lim
t→∞ ck = ∞ and τ(ck+1) = ck. (7)
If x is a solution of Eq. (4) satisfying Case (II) of Lemma 2.1, then limt→∞ x(t) = 0. If, in addition, ∞
t0
p(s)
 s
t0
σ(u)
r(u)
1u

1s = ∞ (8)
and x(t) is a solution of Eq. (4) satisfying Case (III) of Lemma 2.1, then limt→∞ x(t) = 0.
In the following two lemmas, we consider the second order delay dynamic equation
r(t) x∆(t)
∆ = p(t) xγ (δ(t)) , (9)
where γ r, p, and δ are as in Eq. (1).
Lemma 2.4. Let condition (2) hold. If
lim sup
t→∞
 t
δ(t)
p(s)
 δ(t)
δ(s)
1
r(η)
1η
γ
1s >

1, if γ = 1,
0, if γ < 1, (10)
then all bounded solutions of Eq. (9) are oscillatory.
Proof. Let x(t) be a bounded nonoscillatory solution of Eq. (9), say x(t) > 0 for t ≥ t1 for some t1 ≥ t0. Then there exists
t2 ≥ t1 such that
x(t) > 0, x∆(t) < 0, and (r(t) x∆(t))∆ > 0 for t ≥ t2. (11)
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Now for v ≥ u ≥ t2, we have
x(u)− x(v) = −
 v
u
x∆(η)1η = −
 v
u
1
r(η)
(r(η) x∆(η))1η
≥
 v
u
1
r(η)
1η
 −r(v) x∆(v) , (12)
so
x(u) ≥
 v
u
1
r(η)
1η
 −r x∆ (v).
For t ≥ s ≥ t2, setting u = δ(s) and v = δ(t) in inequality (12) gives
x(δ(s)) ≥
 δ(t)
δ(s)
1
r(η)
1η

(−(r x∆)(δ(t))). (13)
Integrating equation (9) from δ(t) ≥ t2 to t , we obtain
− r x∆ (δ(t)) ≥ r x∆ (t)− r x∆ (δ(t))
=
 t
δ(t)
p(s) xγ (δ(s))1s. (14)
Using (13) in (14), we have
− r x∆ (δ(t)) ≥  t
δ(t)
p(s)
 δ(t)
δ(s)
1
r(η)
1η
γ − r x∆ (δ(t))γ 1s
≥
 t
δ(t)
p(s)
 δ(t)
δ(s)
1
r(η)
1η
γ
1s
 − r x∆ (δ(t))γ ,
or − r x∆ (δ(t))1−γ ≥  t
δ(t)
p(s)
 δ(t)
δ(s)
1
r(η)
1η
γ
1s. (15)
Now take the lim sup as t → ∞ of both sides of the above inequality. If γ = 1, the contradiction is obvious. If γ < 1,
then the left hand side of (15) is positive andmust decrease to zero (to prevent a contradiction to the positivity of x(t)). This
contradicts (10) and completes the proof of the lemma. 
Note. When r∆(t) ≥ 0 for t ≥ t0, we see that if x∆(t) < 0, then
r x∆
∆
(t) = r∆(t) x∆(t)+ rσ (t) x∆∆(t) > 0,
and hence we conclude that x∆∆(t) > 0 for t ≥ t0. In this case, condition (10) can be replaced by
lim sup
t→∞
 t
δ(t)
(δ(t)− δ(s))γ
rγ (δ(t))
p(s)1s >

1, if γ = 1,
0, if γ < 1. (16)
Lemma 2.5. Let condition (10) in Lemma 2.4 be replaced by
lim sup
t→∞
 t
δ(t)
1
r(s)
 t
s
p(η)1η

1s >

1, if γ = 1,
0, if γ < 1. (17)
Then the conclusion of Lemma 2.4 holds.
Proof. Let x(t) be a bounded nonoscillatory solution of Eq. (9), say x(t) > 0 for t ≥ t1 ≥ t0. As in the proof of Lemma 2.4,
we obtain (11) for t ≥ t2 for some t2 ≥ t1. Integrating (9) from u ≥ t2 to t ≥ u, we have
r x∆

(t)− r x∆ (u) =  t
u
p(s) xγ (δ(s))1s,
or
−x∆(u) ≥

1
r(u)
 t
u
p(s)1s

xγ (δ(t)).
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Integrating this equation from δ(t) to t , we obtain
x(δ(t)) ≥
 t
δ(t)
1
r(u)
 t
u p(s)1s
1u
 xγ (δ(t)),
or
x1−γ (δ(t)) ≥
 t
δ(t)
1
r(u)
 t
u
p(s)1s

1u.
Taking the lim sup as t → ∞ of both sides of the above inequality, we again obtain a contradiction as in the previous
lemma. 
For t ≥ t0, we set
P(t) = p(t)

h2(δ(t), t0)
δ(t)
γ
.
The hypotheses of the next two lemmas include knowledge of the behavior of the solutions of the second order dynamic
equation
r(t) y∆(t)
∆ + c P(t) yγ (δ(t)) = 0, (18)
where c > 0 is a constant.
Lemma 2.6. If condition (2) holds and Eq. (18) is oscillatory for every constant 0 < c < 1, then Eq. (1) has no eventually positive
solution x such that z defined by (2) satisfies Case (I) of Lemma 2.1.
Proof. Let x be an eventually positive solution of Eq. (1), say x(t) > 0 for t ≥ t1 for some t1 ≥ t0, and assume that z satisfies
Case (I) of Lemma 2.1. From (6), there exists a constant k1 with 0 < k1 < 1 and a t2 ≥ t1 such that
z(t) ≥ k1 h2 (t, t0)t z
∆(t) for t ≥ t2. (19)
From (3), we see that
x(t) ≥ z(t) for t ≥ t3 (20)
for some t3 ≥ t2. Hence, there exists t4 ≥ t3 such that
z(δ(t)) ≥ k1 h2(δ(t), t0)
δ(t)
z∆(δ(t)) (21)
for t ≥ t4. Using (20) and (21) in Eq. (4), we have
r(t) w∆(t)
∆ + k2 P(t) wγ (δ(t)) ≤ 0 (22)
for t ≥ t4, wherew(t) = z∆(t) and k2 = kγ1 . Integrating (22) for u ≥ t ≥ t4 and letting u→∞, we obtain
w∆(t) ≥ k2

1
r(t)
 ∞
t
P(s) wγ (δ(s))1s

. (23)
Integrating (23) from t4 to t ≥ t4, we have
w(t) ≥ w(t4)+ k2
 t
t4
1
r(s)
 ∞
s
P(η)wγ (δ(η))1η

1s.
Next, we define a sequence {ym(t)}m∈N0 by
y0(t) = w(t),
ym+1(t) = w(t4)+ k2
 t
t2
1
r(s)
 ∞
s
P(η) yγm (δ(η))1η

1s, m ∈ N0.
It is easy to check by induction that {ym(t)} is a well-defined decreasing sequence satisfying
w(t4) ≤ ym(t) ≤ w(t) for t ≥ t4 andm ∈ N0.
Thus, there exists a function y on [t4,∞) such that
lim
m→∞ ym(t) = y(t) and w(t4) ≤ y(t) ≤ w(t).
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By the Lebesgue dominated convergence theorem on time scales [2], it follows that
y(t) = w(t4)+ k2
 t
t4
1
r(s)
 ∞
s
P(η) yγ (δ(η))1η

1s. (24)
Differentiating (24) twice, we conclude that y is a nonoscillatory solution of Eq. (18) with the desired property. This
completes the proof of the lemma. 
The following lemma makes use of the auxiliary equation
r(t)
t
y∆(t)
∆
+ d p(t) yγ (δ(t)) = 0, (25)
where d > 0 is a constant.
Lemma 2.7. If condition (2) holds and there is constant 0 < d < 1 such that Eq. (25) is oscillatory, then the conclusion
of Lemma 2.6 holds.
Proof. Let x(t) be an eventually positive solution of Eq. (1), say x(t) > 0 for t ≥ t1 ≥ t0, and let z(t) satisfy Case (I) of
Lemma 2.1. Then, there exists t2 ≥ t1 such that 1− t1/t ≥ k1 for all t ≥ t2, where k1 comes from (19). Hence,
z∆(t) = z∆(t1)+
 t
t1
z∆∆(s)1s
≥
 t
t1
z∆∆(s)1s =

1− t1
t

t z∆∆(t) ≥ k1tz∆∆(t) (26)
for t ≥ t2. An integration yields
z(t) ≥ z(t2)+ k1
 t
t2
s z∆∆(s)1s. (27)
Using (20) in (4), integrating for u ≥ t ≥ t2, and letting u→∞, we obtain
z∆∆(t) ≥ 1
r(t)
 ∞
t
p(s) zγ (δ(s)) 1s. (28)
Substituting (28) into (27) gives
z(t) ≥ z(t2)+ c¯
 t
t2
s
r(s)
 ∞
s
p(η) zγ (δ(η))1η

1s.
We next define the sequence {ym(t)}m∈N0 by
y0(t) = z(t),
ym+1(t) = z(t2)+ c¯
 t
t2
s
r(s)
 ∞
s
P(η) yγm (δ(η))1η

1s, m ∈ N0
The remainder of the proof is similar to the proof of Lemma 2.6 and is omitted. 
The following two lemmas are concerned with solutions satisfying Case (III) in Lemma 2.1.
Lemma 2.8. Let condition (2) hold. If
lim sup
t→∞
 t
δ(t)
1
r(s)
 t
s
p(u) (δ(t)− δ(u))γ 1u1s >

1, if γ = 1,
0, if γ < 1, (29)
then Eq. (1) has no eventually positive solution x(t) with z(t) satisfying Case (III) of Lemma 2.1.
Proof. Let x(t) be an eventually positive solution of Eq. (1), say x(t) > 0 for t ≥ t1 ≥ t0, and assume that z(t) satisfies Case
(III) of Lemma 2.1. From (3) and (4), we obtain (20), and so
r(t) z∆∆(t)
∆ + p(t) zγ (δ(t)) ≤ 0 (30)
for t ≥ t1. Integrating, we have
z∆∆(u) ≥ 1
r(u)
 t
u
p(s) zγ (δ(s)) 1s. (31)
780 S.R. Grace et al. / Computers and Mathematics with Applications 63 (2012) 775–782
We also have
− z (δ(s)) ≤ z (δ(t))− z (δ(s)) =
 δ(t)
δ(s)
z∆(τ )1τ
≤
 δ(t)
δ(s)
z∆ (δ(t)) 1τ = (δ(t)− δ(s)) z∆ (δ(t)) (32)
for t ≥ s ≥ u ≥ t1. Substituting (32) into (31), we obtain
z∆∆(u) ≥ 1
r(u)
 t
u
(δ(t)− δ(s))γ p(s) −z∆ (δ(t))γ 1s.
Integrating from δ(t) ≥ t1 to t gives
−z∆ (δ(t)) ≥ z∆(t)− z∆ (δ(t))
≥
 t
δ(t)
1
r(u)
 t
u
(δ(t)− δ(s))γ p(s)1s1u
 −z∆ (δ(t))γ ,
so 
z∆ (δ(t))
1−γ ≥  t
δ(t)
1
r(u)
 t
u
(δ(t)− δ(s))γ p(s)1s1u.
Taking lim sup as t →∞ of both sides yields a contradiction to condition (29). This completes the proof of the lemma. 
Lemma 2.9. Let condition (2) hold. If
lim sup
t→∞
 t
δ(t)
 t
τ
1
r(u)
 t
u
p(s)1s1u1τ >

1, if γ = 1,
0, if γ < 1, (33)
then the conclusion of Lemma 2.8 holds.
Proof. Let x(t) be an eventually positive solution of Eq. (1), say x(t) > 0 for t ≥ t1 ≥ t0, with z(t) satisfying (III) of
Lemma 2.1. As in the proof of Lemma 2.8, we obtain (31), and integrating, we have
− z∆(τ ) ≥ z∆(t)− z∆(τ ) ≥
 t
τ
1
r(u)
 t
u
p(s)1s1u

zγ (δ(t)). (34)
Integrating from δ(t) ≥ t1 to t yields
z1−γ (δ(t)) ≥
 t
δ(t)
 t
τ
1
r(u)
 t
u
p(s)1s1u1τ . (35)
Taking lim sup as t →∞ gives a contradiction to condition (33). This completes the proof of the lemma. 
We are now ready to present the main results in our paper. First, we have a sufficient condition for the oscillation or
convergence to zero of each solution of Eq. (1).
Theorem 2.1. Let γ > 0 and conditions (i)–(iv), (2), (7) and (8) hold. If the second order dynamic equation (18) (or (25)) is
oscillatory, then every solution x(t) of Eq. (1) oscillates or satisfies limt→∞ x(t) = 0.
Proof. Let x(t) be an eventually positive solution of Eq. (1), say x(t) > 0 for t ≥ t1 ≥ t0. Then z(t) satisfies one of the
three cases in Lemma 2.1. By Lemma 2.6 (or Lemma 2.7), Case (I) cannot hold. If Case (II) or (III) holds, Lemma 2.3 implies
limt→∞ x(t) = 0. This proves the theorem. 
We note that there are many criteria in the literature for the oscillation of second order dynamic equations, and so by
applying these results to Eqs. (18) and (25), we can obtain many oscillation results, more, for example, than those presented
in [6].
Next, we establish another new oscillation criteria for Eq. (1).
Theorem 2.2. Let γ ≤ 1 and conditions (i)–(v) and (2) hold. If the second order dynamic equation (18) (or (25)) is oscillatory,
condition (29) (or (33)) holds, and either
lim sup
t→∞
 t
ξ(t)

(ξ(t)− ξ(s))γ
r(ξ(t))

p(s) ξ γ (s)1s >

1, if γ = 1,
0, if γ < 1, (36)
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or
lim sup
t→∞
 t
ξ(t)
1
r(s)
 t
s
p(u) ξ γ (u)1u

1s >

1, if γ = 1,
0, if γ < 1, (37)
then Eq. (1) is oscillatory.
Proof. Let x(t) be an eventually positive solution of Eq. (1) with x(t) > 0 for t ≥ t1 ≥ t0. Then z(t) satisfies one of the three
cases in Lemma 2.1. By Lemma 2.6 (or Lemma 2.7), Case (I) cannot hold. By Lemma 2.8 (or Lemma 2.9), Case (III) does not
hold. If Case (II) holds, then by setting y(t) = −z(t), we see that
y(t) = a(t) x (τ (t))− x(t) ≤ a(t) x (τ (t)) ≤ x (τ (t))
for t ≥ t1, so
x (δ(t)) ≥ y τ−1 ◦ δ(t)
for t ≥ t1. Using this inequality in (4) gives
r(t) y∆∆(t)
∆ ≥ p(t) yγ (ξ(t)) (38)
for t ≥ t1.
Clearly y(t) satisfies
y(t) > 0, y∆(t) > 0, y∆∆(t) < 0, and y∆∆∆(t) > 0 for t ≥ t1.
Now, there exists a constant θ ∈ (0, 1) and t2 ≥ t1 such that
y(ξ(t)) ≥ θξ(t)y∆(ξ(t)) (39)
for t ≥ t2. Substituting (39) into (38) gives
(r(t) w∆(t))∆ ≥ θγ p(t) ξ γ (t)wγ (ξ(t))
for t ≥ t2, where w(t) = y∆(t). Proceeding as in the proofs of Lemmas 2.4 and 2.5, we arrive at the desired conclusion
completing the proof of the theorem. 
We note that Theorem 2.2 is applicable to equations of the type (1) with a(t) satisfying (iii). When a(t) ≡ 0, Eq. (1)
reduces to
r(t)x∆∆(t)
∆ + p(t) xγ (δ(t)) = 0. (40)
In this case, we have the following new results.
Theorem 2.3. Let γ > 0, conditions (i)–(iv) hold with a(t) ≡ 0, and conditions (2), (7) and (8) hold. If the second order dynamic
equation (18) (or (25)) is oscillatory, then every solution x(t) of Eq. (40) is either oscillatory or satisfies limt→∞ x(t) = 0.
Proof. If x(t) is an eventually positive solution of (40), then by Lemma 2.1, z(t) = x(t) satisfies either Case (I) or Case (III).
The remainder of the proof is similar to the proof of Theorem 2.1 and is omitted. 
Theorem 2.4. Let γ ≤ 1, conditions (i)–(v) with a(t) ≡ 0 and condition (2) hold. If the second order dynamic
equation (18) (or (25)) is oscillatory and condition (29) (or (33)) holds, then Eq. (40) is oscillatory.
Proof. The conclusion follows from the proofs of Theorems 2.3 and 2.2 and is omitted. 
It can easily be seen that Theorem 2.2 remains valid if a(t) ≡ 1 on T . If a(t) > 1 for t ≥ t0, an additional case to those in
Lemma 2.1 must be considered, namely,
z∆
i
(t) < 0 for i = 0, 1, 2, 3.
In this case, we let y = −z and proceed as in proof of Case (II) in Theorem 2.2 to obtain the inequality (38) with y∆i(t) > 0
for i = 0, 1, 2, 3. In this situation, under certain conditions, it can be shown that y∆i(t)→∞ as t →∞ for i = 0, 1, 2. The
details are left to the reader.
3. General remarks
1. The results of this paper are presented in a form that is essentially new and of a high degree of generality.
2. The results in [6] for the oscillatory and asymptotic behavior of all solutions of Eq. (1) can be obtained from those given
here by applying known oscillation results to Eq. (18) or (25) (see, for example, [3–5]). The details are left to the reader.
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3. The results here are valid for various types of time scales, e.g., T = R, T = Z, T = hZ with h > 0, T = qN0 with q > 1,
T = N20 , etc. (see [1,2]).
4. It would be of interest to consider Eq. (1) and try to obtain some oscillation criteria if γ > 1, or for a(t) > 1, or for
a(t) < 0.
5. Finally, we note that our results on the asymptotic behavior of solutions are applicable to Eq. (1) if δ(t) ≤ t , while our
oscillation results are applicable to Eq. (1) if δ(t) < t . Thus, as is well known, it is the delay in Eq. (1) that can generate
the oscillations.
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