We present the results of an information-theoretic analysis of an undersampled imaging system that contains a birefringent blur filter. We vary the spacing between replicas of the nonblurred point-spread function produced by the birefringent blur filter to find the value that yields the maximum information density. Comparison is made between this value and that yielded by a conventional qualitative design. We then analyze the effects of defocus aberration on the design of the birefringent blur filter. A wide search of blur-defocus space yields local peaks in the information density surface. The information density at these peaks is shown to exceed the maximum information density associated with the optimized birefringent blur filter or defocus alone, particularly when the fill factor of the photodetector array is low.
Introduction
Many contemporary sampled imaging systems are susceptible to severe aliasing. The problem arises because light-level requirements force the use of image-collection optics that have relatively high numerical apertures. Because the spatial cutoff frequency of the optics is proportional to the numerical aperture, the cutoff of high-numerical-aperture systems is often well in excess of the sampling passband determined by the spacing between detector elements. Thus, upon detection, spatial frequencies within an image that are beyond the sampling passband are aliased as lower frequencies. The display of high-frequency periodic patterns as low-frequency periodic patterns in particular is visually disturbing. In addition, aliasing can produce artificially jagged edges and subtle errors in sizes and positions of fine features that are often critical in the scientific analysis of various types of imagery. [1] [2] [3] Aliasing can be avoided if the image-collection system is modified to limit sufficiently the spatial bandwidth of the image prior to sampling. In general, this can be done by manipulating the shape and size of the detector elements 4, 5 or by modifying the imagecollection optics to intentionally increase the blur in the image before detection. Optical blur can be achieved by introducing defocus or other aberrations 6 into the optical design. Alternatively, an optical prefilter [7] [8] [9] [10] [11] [12] that blurs the image in a specified manner can be used to modify a well-designed optical system. In each case, blurring is used to low-pass filter the image prior to sampling.
An ideal optical prefilter should completely suppress spatial frequencies beyond the detector passband without affecting the frequencies within the passband. By doing so, aliasing artifacts are eliminated without compromising spatial detail or signalto-noise ratio. In practice, however, optical prefilters remove only a portion of the energy associated with frequencies beyond the passband so that aliasing is reduced but not eliminated. Furthermore, realizable optical filters remove some energy within the passband, particularly at high frequencies, which causes some loss of spatial detail. The task of the designer is to choose or design an optical prefilter that provides an acceptable trade-off between aliasing and blurring.
Proposed optical prefilters include elements that modify the wave front at the pupil plane of the imaging system. Pupil-plane prefilters can be absorptive or may modify only the phase of the wave front. The simplest case of an absorptive prefilter is a reduced aperture stop. In fact, the cutoff frequency of an ap-erture stop can be chosen to eliminate aliasing completely. Unfortunately, using a small aperture reduces the irradiance at the detector and often results in an unacceptably low signal-to-noise ratio. It also blurs the signal within the passband. In most cases, the designer opts to compromise and accept some amount of aliasing in return for an improved signalto-noise ratio. Variably shaded apertures ͑e.g., Gaussian͒ can result in less attenuation and blurring of the signal within the passband but do not provide complete extinction beyond the passband.
Phase-only optical prefilters are generally more power efficient than those discussed above. Examples of phase-only prefilters include pyramidal elements, 10 customized diffractive elements, 7, 8, 11, 12 and elements that intentionally add pupil-plane wavefront errors such as optical defocus and spherical aberration. In general, the wave-front errors can be made so large that frequencies beyond the sampling passband are effectively extinguished, but high frequencies of interest within the passband are also suppressed, which blurs the image. An acceptable tradeoff between aliasing and blurring dictates the amount of wave-front error introduced by the prefilter.
Nonabsorptive prefilters composed of birefringent quartz plates are used in most solid-state camera systems of consumer quality. 7 The birefringent prefilters are typically placed near the detector plane and do not directly affect the pupil-plane wave front. Instead, because a single birefringent plate splits incoming unpolarized rays, the birefringent plate produces a point-spread function ͑PSF͒ that consists of duplicate copies of the PSF produced by the same optical system without the birefringent plate. A single-plate example is illustrated in Fig. 1 . Appropriate stacking of these plates will yield a twodimensional arrangement of replicated PSFs. Spatial-frequency analysis of the resultant blur indicates that the birefringent blur prefilter does not completely extinguish signal energy beyond the sampling passband without suppressing an appreciable portion of the in-band signal. To achieve an optimum trade-off between signal blurring and aliasing, which in turn dictates the development of methods for evaluating the trade-off, an appropriate choice of design parameters for the birefringent blur prefilter is necessary.
Both quantitative and qualitative methods have been used to evaluate the trade-off between aliasing and blurring resulting from prefiltering techniques. Analysis of the optical prefilters used in most consumer applications relies primarily on qualitative measures that place an emphasis on suppressing the aliasing of periodic objects. 7 This approach may succeed in reducing the most visually obvious artifacts of aliasing but may fail to address the less obvious effects such as pixel-level errors. To account for pixel-level errors in the image caused by aliasing, contributions to the image arising from all undersampled spatial components need to be included in the analysis. Schade took a step in that direction by proposing a measure of aliasing that includes the response that is due to the detector as well as to image-collection optics. 5 Additionally, Wittenstein et al. suggested an extension to the concept of the optical transfer function ͑OTF͒. 13 In contrast, the application of information theory suggested by Katzberg et al. and Huck et al. provided a concise approach to quantifying the performance of sampled imaging systems in the presence of aliasing: specifically, line-scan imaging systems. 14 -17 These principles were later applied to photodetector arrays. For example, Fales et al. and Huck et al. used the information theory metrics to quantify the effects of absorptive pupil-plane prefiltering as well as pure optical defocus prefiltering in both line-scan and photodetector array systems. 18 -20 Capitalizing on the general utility of the information theory formulation for studying optical prefiltering techniques advocated in those previous studies, we analyzed the tolerance to defocus aberration of a sampled imaging system containing an information-optimized birefringent blur filter. 21 Interestingly, those results indicated that the combination of a limited amount of defocus with a birefringent blur filter would yield more information than the blur filter alone. In this paper we first determine the optimum parameters of the birefringent blur filter for a well-focused optical system. We consider two examples of highly undersampled imaging systems with detector arrays that have a 100%-area fill factor in one case and a 25%-area fill factor in the other case. We then present the first reported example of an optical prefilter globally optimized in defocus and birefringence. The results reveal separate optimum combinations of defocus and birefringence that yield locally maximum information density.
Aliasing in Practical Imaging Systems
The general principles underlying the aliasing problem are treated in a variety of undergraduate textbooks on signals and systems. The specific sampling issues related to imaging are also discussed by a number of authors. [22] [23] [24] In this section we provide a brief review of the principles of aliasing as they apply to sampled imaging systems, i.e., two-dimensional spatial signals, and provide some representative numerical examples.
To completely avoid aliasing, the detector pitch should be chosen to sample at least twice the highest spatial frequency of the image incident on the detec- tor. Although the physical object may not be spatially band limited, the modulation transfer function ͑MTF͒ of the image-collection optics provides a bandlimited image at the detector. Furthermore, the finite size of the detector elements also has a bandlimiting effect on the detected image. Gaskill 22 and others incorporated the band-limiting effect of the detector into the overall system by multiplying the optical MTF by the detector MTF to realize a system MTF. The detector MTF is related to the physical shape of the detector by a spatial Fourier transform. If the dimensions of the detector along the x and y axes are ␥ x and ␥ y , respectively, then the detector MTF is given by
where ϭ x͞z and ϭ y͞z represent the spatial frequencies along x and y. Largerpixelsizesprovide more attenuation of high spatial frequencies and result in less aliasing. A one-dimensional example of a system MTF produced by a diffraction-limited optical system that is undersampled by a factor of 16 relative to the Nyquist rate is shown in Fig. 2 . The spatial-frequency axis in the figure has been normalized to the frequency-sampling interval of the detector array and the amplitude normalized to 1 so that the detector passband lies between Ϫ0.5 and 0.5. This example corresponds to a case in which the light-sensitive region of each detector is half of the center-to-center detector spacing or pitch. An imaging system such as this that is undersampled by a factor of 16 or more is not uncommon. For example, a moderate-speed F͞2.27 imaging system focused near infinity coupled to a detector array having a center-to-center pixel spacing of 10 m would be exactly 16 times undersampled for a wavelength of 550 nm.
One effect of sampling the image is the formation of sidebands, or replicas of the baseband, in the image spectrum. Figure 3 shows the baseband and sidebands corresponding to a 16-times undersampled system with 5-m detector elements having a 10-m center-to-center spacing. Again, the detector elements are smaller than the sampling interval, owing to the fact that a region that is not light sensitive surrounds each detector element. We refer to the percentage of the detector array area that is light sensitive as the detector fill factor. Although some imaging arrays do have a 100% fill factor, many systems have a relatively small fill factor. Complementary-metal-oxide-semiconductor sensors, because of their pixel-level circuitry, often have area fill factors of far less than 25%. Monochrome interline CCD cameras typically have a pixel size equal to the sampling interval along one axis and equal to half the sampling interval along the other axis. Color imaging detectors commonly employ small color filters at each detector location that create an effective fill factor of 25% for each color channel. In general, for a fixed detector pitch, the higherfrequency amplitudes increase as the detector size decreases, which is equivalent to the array fill factor decreasing. Therefore aliasing increases as the detector fill factor decreases.
The overlap of the unwanted sidebands with the baseband image spectrum is significant in the exam- Fig. 2 . MTFs for the optics, photodetector, and system corresponding to a 25%-fill-factor photodetector array. Spatial frequency has been normalized to the sampling interval ͑1͞pitch͒ so that the detector passband lies between Ϫ0.5 and 0.5. The system MTF is the result of the product of the optics MTF and the photodetector MTF. Fig. 3 . MTF of the system after sampling for a 25%-fill-factor photodetector array. Prior to low-pass filtering, the sampled spectrum includes a baseband component ͑solid curve͒ containing the desired signal and sidebands ͑dashed curves͒ responsible for aliasing. The third curve ͑dashed-dotted͒ shows the passband of the photodetector array. The spatial frequency has been normalized to the sampling interval.
ple of Fig. 3 . To eliminate the overlap, one can either choose a slower ͑higher F͞#͒ optical system to further band limit the image or choose a detector with a smaller sampling interval. In practice, detectors significantly smaller than 5 m are uncommon, and slower optical systems result in lower light throughput in most scenarios. In fact, optical systems with higher speeds of the order of F͞2 are common and suffer even more from aliasing effects.
Low-speed optics might be acceptable for applications with controlled illumination. However, in this paper we assume ambient light operation where lowlight-level performance is important. Therefore, a slow-speed optical system is not an option. Instead, we evaluate the ability of nonabsorptive optical prefilters to suppress high spatial frequencies in the MTF. We use an information-theoretic approach in our evaluation because it addresses simultaneously the spatial-frequency response and the signal-tonoise-ratio issues related to low-light-level imaging conditions.
Information Theory of Imaging
Information theory has been used to analyze the information content of images as early as 1955. 25 Since then, information theory has been applied rather extensively to study specific imaging technologies, including line-scan systems and twodimensional detector arrays. 14 -20,26,27 Instead of evaluating an imaging system using image fidelity, information theory treats the imaging system as a communication channel and produces a quantitative information metric to assess its performance directly. Design parameters can then be modified to maximize the information metric. Among other topics addressed by previous researchers has been the effect of defocus on the information density of an image produced by a specific imaging system. An underlying theme of that research has been the trade-off between aliasing and signal. While defocus suppresses the high-frequency spatial components of the image responsible for aliasing, it also suppresses the signal components of potential interest to the observer. This trade-off becomes more apparent when the information density of an image is analyzed.
Excellent detailed treatments of the theory presented in this paper can be found in previously mentioned references, as well as more recent references. 28 -30 The information theory of imaging is based on Shannon's mathematical theory of communication. 31 Shannon's theory, using temporal signals, was developed primarily with electrical communications in mind, and the notion of an undersampled signal does not figure explicitly into the familiar expression for the capacity of a channel,
The channel capacity is a function of the bandwidth, B w , but, more important to this discussion, it is also a function of the signal-to-noise ratio ͑S͞N͒. While N accounts for the effect of electronic noise, there is no direct reference to aliasing in Eq. ͑2͒. However, when applied to imaging, aliasing is a legitimate consideration. To account for this, it has been previously suggested that aliasing be treated as a signaldependent additive contribution to the noise. 1, 32 To treat the imaging problem from an information theory perspective, we must make some statistical assumptions about the object radiance field. The discussion below follows primarily from Fales et al. 18 and begins by considering a homogeneous, isotropic radiance field L͑x, y͒. Let the radiance field consist of a set of Gaussian random variables with expected value L and variance L 2 , randomly distributed in x, y, and separated by r, a Poisson random variable with an expected value of r . Assume that the autocorrelation function of L͑ x, y͒ is given by
so that the Wiener spectrum of the radiance field is
, and ⌽ L Ј͑, ͒ is the normalized Wiener spectrum.
Suppose that an image of L͑x, y͒ is produced on an array of square photosensors with dimensions ␥ and center-to-center spacing X along both axes. Therefore the spatial bandwidth of the detector array, ͉B ͉ ϭ 1͞X 2 , is limited by ͉, ͉ Ͻ 1͞2X and the sampling function of the detector array can be defined as
We now define the information density of the sampled image by where ͑, ͒ is the combined OTF of the optical and photosensor apertures. The term K in the denominator of Eq. ͑6͒ is related to the amount of the radiance field that is actually detected at the photosensor.
If k is the effective power transmittance of the optical aperture, A l is the area of the optical aperture, and ⍀ p is the solid angle formed by the instantaneous field of view of the photosensor, then K is defined by
where is the optical wavelength and L͑͒ is the spectral profile of the radiance field. The remaining term,
describes the spectral response of the photosensor, where e is the electron charge, ͑͒ is the spectral quantum efficiency, h is Planck's constant, and c is the speed of light. In the rest of the paper, we assume quasi-monochromatic light and thus suppress the wavelength dependence. The similarity between Eq. ͑6͒ and Eq. ͑2͒ becomes apparent if we think of the numerator in the second term of the logarithm in Eq. ͑6͒ as the signal component of the image. Furthermore, K L ͞ N ͑ N 2 is the electronic noise variance͒ is treated as a ratio between the rms signal and the rms noise. The remaining term in the denominator corresponds to the aliased components of the image. Additional explanation of Eq. ͑6͒ is provided in Appendix A.
Introducing an aberration such as defocus or a birefringent blur filter into the optical system alters the OTF, ͑, ͒, in Eq. ͑6͒. Specifically, the width of the OTF is reduced. This reduces the contribution from aliasing to the information density, but it also leads to a reduction in the signal. Hence the trade-off between signal and anti-aliasing mentioned earlier.
The objective is to determine the optimum amount of aberration that leads to the maximum information density. Information theory has been used to analyze the effects of, for example, defocus and photosensor apodization or shaping in an imaging system ͓e.g., Refs. 14, 16, and 18͔. These studies concentrated primarily on imaging systems in which the undersampling as well as the amount of defocus was reasonably moderate. Furthermore, only photodetector arrays with full fill factors were considered. We have extended the analysis of defocus to include an imaging system that is more severely undersampled and a photodetector array with less than a full fill factor. Next, we sought to apply the same approach to an imaging system incorporating a birefringent blur filter to determine if information theory could provide a useful means of quantifying the performance and optimizing the design of the filter. We then combined the two aberrations, defocus and birefringent-induced blur, to study the net effect.
Numerical Studies
We analyzed an undersampled imaging system using the theory described in Section 3. All dimensions of length have been normalized to the center-to-center spacing of the detectors so that the sampling interval has unit value in both space and frequency. Note that in general this deviates from Ref. 18 , in which all dimensions of length were normalized to the photodetector size. However, the two approaches are equivalent for the special case corresponding to detector arrays with full fill factors. The mean spatial detail in the object statistics is assumed to be equivalent to one sampling interval ͑ r ϭ 1͒. We consider two array formats: a full fill factor that might correspond to a black-and-white camera and a quarter fill factor representative of the red or blue pixels in red-green-blue format. Because the detector pitch is fixed, the detector spatial bandwidth in the normalized coordinates is 1.0 for both the full fill-factor array and the quarter fill-factor array. The results are presented for a system with normalized incoherent optical cutoff frequencies of ϩ8 and Ϫ8. Therefore the array undersamples the images by a factor of 16 with respect to the Nyquist limit.
We first consider the effect of defocus on information density. Again borrowing the notation used in Ref. 18 , we quantify defocus by the parameter u, which is defined by its relation to the coherent transfer function of the optics ĥ ͑, ͒. If c represents the coherent spatial cutoff frequency of the optics, then for Յ c ,
The coherent transfer function is zero otherwise. The defocus parameter is approximated as
where F is the f-number of the lens and ⌬l is the separation between the in-focus image plane and the actual position of the photodetector array. The effect of defocus on the information density for different values of K L ͞ N is shown in Fig. 4 for the full fill-factor photodetector array and in Fig. 5 for the quarter fill-factor array. Increasing the amount of defocus both reduces aliasing and reduces the signal. A reduction in aliasing contributes to an increase in the information density, whereas a reduction in the signal lowers the information density. Initially, the increase in information density from the reduction in aliasing dominates, as indicated by the positive slope for low values of defocus. However, as the amount of defocus increases, the loss of signal becomes more significant and eventually dominates, producing a nonmonotonic reduction in the information density. When K L ͞ N is low, information theory tends to discourage a design with defocus. As K L ͞ N increases, information theory encourages more defocus in the design to reduce aliasing. Thus the value of u corresponding to the maximum information density increases as K L ͞ N increases ͑Fig. 6͒. Furthermore, the maximum information density achieved for the optimum defocus increases as K L ͞ N increases ͑Fig. 7͒. For comparison, the baseband MTFs of the diffraction-limited systems and the optimumdefocused systems with K L ͞ N ϭ 128 are shown in Figs. 8 and 9 , in which the optimum defocus corresponds to the maximum information density. Figs. 8 and 9 illustrate how the imaging system designed with information theory has attempted to suppress those spatial frequencies outside the passband of the photodetector array. This suppression comes at the expense of useful signals within the passband.
We next consider the use of a birefringent blur filter and its effect on the information density. Replication of the preblurred PSF in the image plane can be achieved by convolution of the preblurred PSF with ␦ functions located at appropriate positions in the image plane. The effect of the birefringent blur filter can be equivalently modeled by the introduction of cosinusoidal phase elements in the pupil function P͑, ͒ used to describe the optics; for example,
The design parameter in this case is the variable d specifying the separation between the replicas of the preblurred PSF. We consider a birefringent blur filter that produces a PSF with four replicas arranged in a square pattern with respect to the photodetectors as shown in Fig. 10 Furthermore, the optimum birefringent blur filter design appears to be less dependent on K L ͞ N than was the optimum defocus value, particularly for larger values of K L ͞ N . For the quarter fill-factor photodetector array, information theory recommends a value of 0.553 for d in the normalized dimensions ͑slightly more than 1.1 times the size of a detector͒ when the system is limited by aliasing ͑i.e., high K L ͞ N ͒. This is in contrast to the value of 0.5 commonly chosen when qualitative design approaches are used that emphasize suppression of strong periodic components outside the passband. Fig. 9 . Comparison of the diffraction-limited MTF and the MTF at the optimum defocus for the photodetector array with a 25% fill factor, c ϭ 4, and r ϭ 1. The contribution of the photodetector aperture is included in both cases. Fig. 10 . Two-dimensional illustration of the geometry used to model the birefringent blur filter. Fig. 17͑b͒ for a photodetector array with the same pitch but with photodetectors half as large on a side. Two peaks of comparable magnitude occur in this case, one at u ϭ 44, d ϭ 0.14 and the second at u ϭ 22, d ϭ 0.63. An appreciable increase in information density is achieved by the combination of defocus and blur for the quarter fill-factor case. Gain is also evident with the full fill-factor design in comparison with the use of a birefringent blur filter alone. However, the gain is insignificant for the full fill factor in comparison with the use of only defocus. In regard to the two contour plots in Fig. 17 , it should be noted that direct comparison of the magnitudes between the two different fill factors is not intended. The signal-to-noise ratios have not been adjusted to account for the difference in the photodetector area, so such comparisons would not be meaningful.
We view the contour plots of Fig. 17 as a guide to the design of an information-density-optimized imaging system. The designer has two design parameters: ͑1͒ intentionally induced misfocus, represented by the parameter u, and ͑2͒ the birefringent-blur-filter-PSF-replica separation parameter represented by d. In the particular designs studied here, the presence of multiple, nearly equal, information density peaks suggests that the designer can choose between combinations of misfocus and birefringent blur separation. Consider, for example, the design represented in Fig. 17͑b͒ . A large amount of defocus ͑u ϭ 44, which is approximately 3.5 waves͒ that is combined with a modest PSF separation of 0.14 times the pitch gives an information density of approximately four binits. Alternatively, a smaller amount of defocus ͑u ϭ 22 or approximately 1.75 waves͒ combined with a birefringent separation parameter of 0.63 times the pitch also yields an information density of approximately four binits. Slices of the MTFs corresponding to each of these two peaks are plotted in Figs. 18͑a͒ and 18͑b͒ , along with the associated PSFs in Figs. 18͑c͒ and 18͑d͒ . The sidelobes in the MTF slice shown in Fig. 18͑b͒ suggest significant aliasing relative to the slice of the MTF shown in Fig. 18͑a͒ . However, when the entire 2-D MTF is considered, the sidelobes are confined mainly to the x and y frequency axes. This suggests that the solution emphasizing the birefringent blur filter would create difficulties with scenes containing xand y-oriented structures. In fact, birefringent blur filters are often intentionally rotated relative to the x and y axes to avoid this problem.
Some additional insight into the system behavior can be gleaned from considering slices of the effective PSFs corresponding to the two peaks in the contour plot of the information density in u-d space shown in Fig. 17͑b͒ . The PSFs shown in Figs. 18͑c͒ and 18͑d͒ appear to have taken a relatively smooth shape as the energy falls toward zero, with the sidelobes almost completely extinguished. Some higher-frequency oscillatory behavior is present in the PSF, corresponding to the latter case of modest defocus as shown in Fig. 18͑d͒ , the effect of which is apparent in the sidelobes seen in the corresponding MTF of Fig.  18͑b͒ . This oscillatory behavior is a result of large spatial variations in the component of the PSF owing to moderate misfocus coupled with the replicating effect of the birefringent blur. In contrast, consider the example of Fig. 18͑a͒ . The higher value of defocus is large enough that the effect on the PSF approaches the geometrical optics prediction in which the PSF is simply a top-hat function corresponding to the projection of the circular aperture stop. The additional effect of the birefringent blur filter is to broaden and smooth the approximation to the top-hat function. Designs corresponding to the optimum combinations of defocus and birefringent blur for a full fill factor exhibit behavior similar to a wider diffraction-limited PSF.
Conclusions
In this paper we have demonstrated the use of information theory as a quantitative approach to design birefringent blur filters for aliasing suppression in sampled imaging systems. We performed a numerical design study that optimized the birefringent blur filter by maximizing the information density, which is defined by treating aliased contributions to the image as signal-dependent additive noise. The existence of a maximum information density results from a trade-off between aliasing and signal. The trade-off is dependent on the conventional electronic signal-to-noise ratio. As the signal-to-noise ratio increases, information theory encourages a design with more blurring to suppress the high-frequency components outside the passband of the photodetector array. This general behavior is consistent with the results of defocus shown previously by other researchers 18 as well as in this paper. In comparison, the birefringent blur filter we analyzed was less effective than defocus for increasing the information density. However, the combinations of a birefringent blur filter and defocus yielded information densities larger than was achieved with either the birefringent blur filter or defocus alone. This advantage was more significant for an imaging system that uses a photodetector array with less than a full fill factor. The particular imaging-system parameters chosen in the design study led to combinations of birefringent blur and conventional defocus that yielded similar magnitude peaks in information density. In each case studied, i.e., defocus, birefringent blur, and the combination of both, a detector array fill factor was shown to be an important parameter. A fill factor less than 100% results in a higher value for the first frequency null of the detector MTF and therefore passes more energy beyond the detector bandwidth. Decreased fill factors lead to more aliased energy and favor increased defocus and blur.
The results presented are strongly coupled to assumptions discussed in Section 3 regarding the spatial statistics of the object. These assumptions should be viewed as application dependent. For example, suppose the application relies heavily on information contained in spatial frequencies at the edges of the detector passband. It is likely that an information-theoretic design would discourage large amounts of defocus or blurring that would result in suppressing those frequencies. This does not imply that information theory is not a useful tool in these instances. However, assumptions specific to an application should be taken into consideration when assessing the information density. This same argument suggests that caution should be used in assessing how significant it is that information theory produces a different birefringent blur filter design than what results from the qualitative approach. It is our understanding that the qualitative approach is motivated by periodic structures in the object field. For information theory to likewise concentrate on periodic objects, modifications to the assumptions about object field statistics would be required.
It is also important to understand that postdetection processing will be required to produce visually appealing images. Raw images produced by a system that has been designed for maximum information will typically appear to be highly blurred, despite the fact that the maximum amount of information is still contained in the image. To produce pleasing images the imagery must be restored. Frieden discussed the relationship between restorability of images and information. 33 Postdetection restoration, because of its added cost and complexity, has not been a practical option until recently. The advent of inexpensive, low-power electronics is making real-time image restoration techniques a viable option in many instances. If postdetection restoration is not possible, the information-theoretic approach to analysis and design utilized in this paper is not appropriate. We offer the opinion that information theory metrics are best viewed as an aid in understanding and optimizing the trade-off between blurring and aliasing rather than a rigid design metric. The nature of the specific image-analysis task must be well understood to determine how relevant the information theory metric is in a given application. Simply comparing the subjective image quality of images produced by nonoptimized and optimized imaging systems can be a misleading exercise. In many consumer applications, subtle aliasing effects may compromise the fidelity of the image without producing objectionable artifacts. Suppose an observer is simply asked to indicate a qualitative preference between images produced by two different system designs. That observer might be inclined to prefer a design with less than maximum information density that contains significant aliasing owing to the appearance of sharper details produced by large MTF values at high in-band frequencies. However, if that data are to be later analyzed more rigorously, the information-optimized design may be a more useful guide than the subjective preference determination. The information theory metric is directly relevant to more specific image-analysis tasks that involve pixelby-pixel comparisons between the image and the spatial irradiance pattern of a known object. These applications would strive to minimize pixel-level errors that under many circumstances would not be obvious to an observer. The information metric should provide a useful baseline in the design of imaging systems for these types of applications. It is because of this analytic versus subjective evaluation criterion that making visual assessments of images that have been optimized for information density is not particularly useful and might even be misleading.
Hence the research presented in this paper represents the first example of using information theory to design an optical prefilter based on the globally optimized effects of defocus and birefringence. More significantly, we have demonstrated the first step toward a more general, multidimensional optical prefilter design approach. The ideal anti-aliasing filter has a sharp cutoff at half the detector sampling frequency and does not degrade signal within the passband. The system MTFs produced by the optimum information designs in this paper do not completely extinguish the aliased energy and do produce a moderate amount of degradation of the signal within the detector passband. In fact, the nature of incoherent imaging systems precludes the desired sharp cutoff behavior. However, it may be possible to greatly improve on the designs in this paper by introducing more complicated blurring functions. In effect, the designs in this paper correspond to the use of two degrees of freedom to design an optimal wave front at the pupil plane. In this case, the two degrees of freedom are the amount of conventional misfocus and the birefringent-blur-filter separation parameter. A more exhaustive approach would consider a highly complex optical pupil phase mask described by many degrees of freedom. As an example, an arbitrary wave front could be described as an appropriate polynomial expansion, and the design would seek to optimize the information density as the weights on the polynomial are varied. Similarly, the pupil could be represented as a spatially discrete array, in which each spatial location takes on one of many phase values.
where the integration over spatial frequency is limited to the passband of the photodetector array. The probability densities are assumed to be Gaussian and expressed in terms of the power spectral densities ⌽ s ͑, ; ͒ and ⌽ N ͑, ; ͒: 
The terms N p ͑x, y͒ and N q ͑x, y; ͒ correspond to the photodetector noise and quantum noise, for a system with quantization levels, respectively. The sampling function, D s ͑x, y͒, is the spatial sampling function of the photodetector array and the gain factor K is defined in Eq. ͑7͒. In spatial-frequency coordinates, Eq. ͑A.5͒ becomes s͑, ; ͒ ϭ KL ͑, ͒͑, ͒ ϩ N ͑, ; ͒. (A6)
The noise term, N ͑, ; ͒, includes the photodetector noise spectrum, the quantization noise spectrum, and the sideband contributions to the spectrum responsible for aliasing. The power spectral density of the digital signal, ⌽ s ͑, ; ͒, is given by the sum of the spectral power densities of the gathered image, the photodetector noise, and the quantization noise. If ⌽ L ͑, ͒ represents the Wiener spectrum of the radiance field,
The frequency sampling function, D s ͑, ͒, is defined in Eq. ͑5͒. The power spectral density of the combined noise is given by the sum of the power spectral density of the aliased components with the power spectral densities of the photodetector noise and the quantization noise:
Following the appropriate substitutions, the information density becomes
Define the normalized Wiener spectrum of the radiance field by
( A 1 0 )
Combining the electronic noise terms in the denominator Eq. ͑A9͒, and making the assumption that ⌽ p ͑, ͒ ϩ ⌽ q ͑, ; ͒ ϭ N 2 , leads to the expression used in Eq. ͑6͒: 
