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Abstract
This paper is concerned with the quasi-linear reflected backward stochastic partial differential
equation (RBSPDE for short). Basing on the theory of backward stochastic partial differential equa-
tion and the parabolic capacity and potential, we first associate the RBSPDE to a variational problem,
and via the penalization method, we prove the existence and uniqueness of the solution for linear
RBSPDE with Lapalacian leading coefficients. With the continuity approach, we further obtain the
well-posedness of general quasi-linear RBSPDEs. Related results, including Itoˆ formulas for back-
ward stochastic partial differential equations with random measures, the comparison principle for
solutions of RBSPDEs and the connections with reflected backward stochastic differential equations
and optimal stopping problems, are addressed as well.
AMS Subject Classification: 60H15; 31B15; 35K86
Keywords: reflected backward stochastic partial differential equation, reflected backward stochastic
differential equation, optimal stopping problem, parabolic capacity and potential, obstacle problem.
1 Introduction
Let (Ω,F , {Ft}t≥0,P) be a complete filtered probability space on which is defined an m-dimensional
standard Brownian motion W = {Wt : t ∈ [0,∞)} such that {Ft}t≥0 is the natural filtration generated
by W and augmented by all the P-null sets in F . We denote by P the σ-algebra of the predictable sets
on Ω× [0, T ] associated with {Ft}t≥0. In this paper, we consider the following quasi-linear RBSPDE:

−du(t, x) =
[
∂xj
(
aij(t, x)∂xiu(t, x) + σ
jr(t, x)vr(t, x)
)
+ f(t, x, u(t, x),∇u(t, x), v(t, x))
+∇ · g(t, x, u(t, x),∇u(t, x), v(t, x))
]
dt+ µ(dt, x)
− vr(t, x) dW rt , (t, x) ∈ Q := [0, T ]×O;
u(T, x) =G(x), x ∈ O;
u(t, x) ≥ ξ(t, x), dP⊗ dt⊗ dx− a.e.;∫
Q
(
u(t, x)− ξ(t, x))µ(dt, dx) = 0, a.s.. (Skorohod condition)
(1.1)
Here and in the following the usual summation convention is used, T ∈ (0,∞) is a fixed deterministic
terminal time, O ⊂ Rd is a domain and ∇ = (∂x1 , · · · , ∂xd) is the gradient operator on Rd. A solution of
RBSPDE (1.1) is a random triple (u, v, µ) defined on Ω × [0, T ]× Rd such that (1.1) holds in the sense
of Definition 4.1 in section 4.
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Since Bismut’s pioneering work [3] and Pardoux and Peng’s seminal work [23], the theory of backward
stochastic differential equations (BSDEs) has been rather complete and the analysis of backward stochas-
tic differential systems has developed into one of the most innovative and competitive areas of probability
theory, both pure and applied. In particular, as a generalization of BSDE, backward stochastic partial
differential equation (BSPDE) arises in many applications of probability theory and stochastic processes,
for instance in the nonlinear filtering and the non-Markovian control problems (see [2, 12, 16, 24, 36, 40]),
and it has already received an extensive attention in literature (see e.g. [10, 11, 31, 32, 33, 37, 38, 40]).
The reflected BSDE is a standard BSDE with an increasing process to keep the solution above a
given obstacle. El Karoui et al [13] studied the reflected BSDEs first and associated reflected BSDEs
to the optimal stopping problems and the deterministic parabolic variational inequalities. We note that
the BSDEs with two obstacles were first studied by Cvitanic and Karaztas [6]. Compared with reflected
BSDEs, the reflected backward stochastic partial differential equation (RBSPDE) (1.1) is a BSPDE with
reflection and the adapted process u of the solution triple is forced to stay above a given random field ξ
(called reflecting obstacle, or simply obstacle) and satisfies the Skorohod condition.
RBSPDE arises as the so-called backward stochastic parabolic partial differential variational inequal-
ity, which is the Hamilton-Jacobi-Bellman equation in the study of optimal stopping problem for stochas-
tic differential equations with the dynamic programming method (see Chang et al [4]). When dealing
with the singular control problem of stochastic partial differential equations (SPDEs), Øksendal et al
[22] derived RBSPDEs as the adjoint equations for the maximum principle of Pontryagin type, and via
solutions of RBSPDEs, they futher gave a representation for the value function of the optimal stopping
problem of SPDEs. Recently, Tang and Yang [39] studied the Dynkin game for the stochastic differen-
tial equations with random coefficients, and characterized the associated Hamilton-Jacobi-Bellman-Isaacs
equation by a backward stochastic partial differential variational inequality, which is a BSPDE with two
reflecting obstacles. In fact, [4, 39] and [22] only studied the semi-linear RBSPDEs in the whole space and
a smooth bounded domain respectively, and the reflecting obstacles are confined to stochastic differential
equations of the form
ξ(t, x) = ξ(0, x) +
∫ t
0
β0(s, x) ds +
∫ t
0
β(s, x) dWs,
which keeps out many interesting applications. Hence, it becomes interesting and significant to establish
a general theory for the quasi-linear RBSPDEs on general domains with general reflecting obstacles.
In this paper, we consider the quasi-linear RBSPDE with the reflecting obstacle dominated from above
by some SPDE plus a stochastic potential, and prove the existence and uniqueness of the solution triple
(u, v, µ). These include the classical results on the obstacle problems for deterministic parabolic PDEs
(see e.g. [26, Theorem IV-1]) as particular cases, and it seems to be new. Related results, including Itoˆ
formulas for backward stochastic partial differential equations with random measures, the comparison
principle for solutions of RBSPDEs and the connections with reflected backward stochastic differential
equations and optimal stopping problems, are addressed as well.
In RBSPDE (1.1), the random measure is required to satisfy the Skorohod condition. Indeed, the
Skorohod condition guarantees that the random measure is chosen in a minimal way. For the linear
RBSPDE with Laplacian leading coefficients, we prove in Section 4 that the solution coincides with the
minimal point of variational problem (4.4) (see Proposition 4.8, Theorem 4.9 and Corollary 4.9). On the
other hand, if the reflecting obstacle is regular enough (see Proposition 4.8 below), the random measure
may be chosen to be absolutely continuous with respect to the Lebesgue measure dt⊗ dx almost surely
and we are allowed to write µ(dt, dx) = h(t, x)dtdx. However, for the general reflecting obstacle, the
random measure µ can be a local time and to make senses of the Skorohod condition, we have to borrow
some techniques of the parabolic potential and capacity theory (see, for instance, [26, 27, 28]) into the
backward stochastic framework and give a precise version of the solution (u, v, µ) to RBSPDE (1.1) with
u being almost surely quasi-continuous.
Recently, on basis of the parabolic potential and capacity theory, Denis, Matoussi and Zhang [9]
studied the obstacle problems for forward stochastic partial differential equations (OSPDEs). The OS-
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PDEs and RBSPDEs are essentially different: on the one hand, in form, the noises in the former are
exogenous and play an active role, while in the latter they are from the martingale representation the-
orems and governed by the random coefficients, the obstacle and the terminal condition and thus, they
are endogenous; On the other hand, in methodology, by stopping times the localization method makes
the arguments on the obstacle problems of deterministic PDEs work well in OSPDEs for almost every
ω ∈ Ω, while in RBSPDEs the localization method does not work as well as in OSPDEs, we can not make
the path-wise arguments like in OSPDEs and we have to execute deeper investigations in the backward
stochastic framework (see Section 3 and Section 4). Moreover, in our backward stochastic framework, we
generalize the established results for OSPDEs in [9, Theorem 3] and the new results (Proposition 3.4)
coincide with the classical ones on the obstacle problems of deterministic parabolic PDEs (see e.g. [26,
Theorem IV-1]).
It is worth noting that El Karoui et al [13] (see also [13, 17, 20, 25]) established the equivalent
relationship between reflected BSDEs and the associated obstacle problems of parabolic partial differential
equations, but in the Markovian case where the coefficients are deterministic functions. In the non-
Markovian case where the coefficients can be random, we give the equivalent representation relationship
between the reflected BSDEs and the associated RBSPDEs. This seems to be new as well.
This paper is organized as follows. In Section 2, we set notations and list some assumptions on the
coefficients of RBSPDE (1.1). In Section 3, we prepare some auxiliary results in three subsections. In
the first subsection we define the solution for BSPDEs and present a result on the relationships between
the random PDEs and BSPDEs. In the second subsection, we introduce the parabolic potential and
capacity theory into the backward stochastic framework and execute some interesting investigations. In
the third subsection, we establish Itoˆ formulas for BSPDEs with stochastic regular measures. In Section
4, we prove the existence and uniqueness of the solution to quasi-linear RBSPDE (1.1). We give the
definition of the solution to RBSPDE, and prove the comparison theorem for quasi-linear RBSPDEs and
the uniqueness of the solution in the first subsection. The existence and uniqueness of the solution for
linear RBSPDEs with Laplacian leading coefficients is established in the second subsection. In the third
subsection, we prove the well-posedness of general quasi-linear RBSPDE (1.1). Finally, in Section 5, we
address the connections with the reflected BSDEs and optimal stopping time problems.
2 Preliminaries
Denote by Z the set of all the integers and by N the set of all the positive integers. N¯ := N ∪ {0} and
N
−1 := { 1n ;n ∈ N}. By | · | and ·, we denote the norm and the scalar product in Euclidean spaces
respectively. For the sake of convenience, we set
∂s :=
∂
∂s
and ∂st :=
∂2
∂s∂t
.
For each l ∈ N and domain Π ⊂ Rl, denote by C∞c (Π) the space of infinitely differentiable functions
with compact supports in Π. In this work, we shall use D := C∞c (R) ⊗ C∞c (O) as the space of test
functions. The Lebesgue measure in Rd will be denoted by dx. L2(O) (L2 for short) is the usual
Lebesgue integrable space with scalar product and norm:
〈φ, ψ〉 =
∫
O
φ(x)ψ(x)dx, ‖φ‖ = 〈φ, φ〉1/2, ∀φ, ψ ∈ L2.
When dealing with elements of Hilbert space (L2)k, k > 1, for simplicity we still use ‖ · ‖ and 〈·, ·〉 to
denote the norm and the scalar product, i.e.,
〈φ, ψ〉 =
k∑
i=1
∫
O
φi(x)ψi(x) dx, ‖φ‖ = 〈φ, φ〉, ∀φ, ψ ∈ (L2)k.
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The first order Sobolev space vanishing on the boundary ∂O is denoted by H10 (O) (H10 for short)
equipped with scalar product and norm:
〈φ, ψ〉1 = 〈φ, ψ〉+ 〈∇φ, ∇ψ〉, ‖φ‖1 =
(‖φ‖2 + ‖∇φ‖2)1/2 , φ, ψ ∈ H10 ,
and its dual space is denoted by H−1(O) (H−1 for short) equipped with norm ‖ ·‖−1. When O = Rd, H10
becomes the Bessel potential space H1 = (I −∆)−1/2L2. It is well known that there exists a continuous
linear operator
J : H−1 −→ (L2)d+1
such that if h ∈ H−1 and J h = (f, g) ∈ L2 × (L2)d, then h = f +∇ · g and
‖f‖2 +
d∑
i=1
‖gi‖2 ≤ C(d)‖h‖2−1, ‖h‖2−1 ≤ C(d)
(
‖f‖2 +
d∑
i=1
‖gi‖2
)
. (2.1)
Here and in what follows, C > 0 is a constant which may vary from line to line and C(α1, α2, · · · )
is a constant to depend on the parameters α1, α2, · · · . Indeed, we can take g = −∇(1 − ∆)−1h and
f = h−∇ · g = (1−∆)−1h, with (1−∆)−1 being the inverse operator of Elliptic operator (1−∆) from
H10 to H
−1. Thus, we define the dual pairing between H10 and H
−1 as
〈u, h〉1,−1 = 〈u, f〉 − 〈∇u, gi〉, u ∈ H10 , h = f +∇ · g, f, gi ∈ L2, i = 1, · · · , d,
where the definition of 〈u, h〉1,−1 is independent of the decomposition h = f + ∇ · g. Throughout the
work, when relating some h ∈ H−1 to its decomposition h = f +∇ · g with (f, g) ∈ L2 × (L2)d, we take
(f, g) = J h unless stated otherwise.
Let V be a non-empty convex subset of some Banach space (B, ‖ · ‖B). S2(V )) is the set of all the
V -valued, (Ft)-adapted and continuous processes (Xt)t∈[0,T ] such that
‖X‖S2(V ) :=
(
E
[
sup
t∈[0,T ]
‖Xt‖2B
])1/2
<∞.
Denote by L2(V ) the totality of all the the V -valued, (Ft)-adapted processes (Xt)t∈[0,T ] such that
‖X‖L2(V ) :=
(
E
[ ∫ T
0
‖Xt‖2B dt
])1/2
<∞.
In particular, we set H = S2(L2) ∩ L2(H10 ) equipped with norm
‖φ‖H :=
(
‖φ‖2S2(L2) + ‖∇φ‖2L2((L2)d)
)1/2
, φ ∈ H.
Obviously, (S2(B), ‖ · ‖S2(B)), (L2(B), ‖ · ‖L2(B)) and (H, ‖ · ‖H) are all Banach spaces.
By convention, we treat elements of spaces defined above like H and L2(L2) as functions rather than
distributions or classes of equivalent functions, and if a function of this class admits a version with better
properties, we always denote this version by itself. For example, if u ∈ L2(H10 ) and u admits a version
lying in S2(L2), we always adopt the modification u ∈ H.
Consider quasi-linear RBSPDE (1.1). We define the following assumptions.
(A1) The pair of random functions
g(·, ·, ·, ϑ, y, z) : Ω× [0, T ]×O → Rd and f(·, ·, ·, ϑ, y, z) : Ω× [0, T ]×O → R
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are P⊗B(O)-measurable for any (ϑ, y, z) ∈ R×Rd×Rm. There exist positive constants L, κ and β such
that for all (ϑ1, y1, z1), (ϑ2, y2, z2) ∈ R× Rd × Rm and (ω, t, x) ∈ Ω× [0, T ]×O,
|g(ω, t, x, ϑ1, y1, z1)− g(ω, t, x, ϑ2, y2, z2)| ≤L|ϑ1 − ϑ2|+ κ
2
|y1 − y2|+ β1/2|z1 − z2|,
|f(ω, t, x, ϑ1, y1, z1)− f(ω, t, x, ϑ2, y2, z2)| ≤L(|ϑ1 − ϑ2|+ |y1 − y2|+ |z1 − z2|).
(A2) The functions a and σ are P ⊗B(O)-measurable. There exist positive constants ̺ > 1, λ and Λ
such that the following hold for all ξ ∈ Rd and (ω, t, x) ∈ Ω× [0, T ]×O,
λ|ξ|2 ≤ (2aij(ω, t, x)− ̺σirσjr(ω, t, x))ξiξj ≤ Λ|ξ|2; (Super-parabolicity)
|a(ω, t, x)|+ |σ(ω, t, x)| ≤ Λ; (Boundedness)
and λ− κ− ̺′β > 0 with ̺′ := ̺
̺− 1 .
(A3) G ∈ L2(Ω,FT , L2), and
f0 := f(·, ·, ·, 0, 0, 0) ∈ L2(L2), g0 := g(·, ·, ·, 0, 0, 0) ∈ L2((L2)d).
Remark 2.1. By the boundedness of a and σ, the super-parabolicity can be equivalently written
λ|ξ|2 ≤ (2aij(ω, t, x)− σirσjr(ω, t, x))ξiξj ≤ Λ|ξ|2, a.s., ∀ ξ ∈ Rd, ∀ (t, x) ∈ Ω× [0, T ]×O,
which coincides with the common super-parabolicity assumption on BSPDEs (see, for instance, [10, 16,
24, 37, 40]). In this paper, we adopt the form of assumption (A3), as it helps to clarify the dependence
relationships between the constants of the estimates and the coefficients, in what follows.
3 Auxiliary results
In this section, we shall give some auxiliary results. First we recall several results on backward stochastic
partial differential equations (BSPDEs).
3.1 On the solution for BSPDE
Define Banach space (K , ‖ · ‖K ) as the totality of φ ∈ L2(Q) such that
‖φ‖2K :=
∫ T
0
‖φ(t)‖21 dt+ ess sup
t∈[0,T ]
‖φ(t)‖2 < +∞,
and set
W = {φ ∈ L2(0, T ;H10 ) : ∂tφ ∈ L2(0, T ;H−1)}
equipped with the norm
‖φ‖W :=
{
‖φ‖2L2(0,T ;H1
0
) + ‖∂tφ‖2L2(0,T ;H−1)
}1/2
, ∀φ ∈ W .
In fact, each φ ∈ W corresponds to an L2-weak solution of the following parabolic PDE:
−∂tφ(t, x) = ∆φ(t, x) + h(t, x) +∇ · h˜, (t, x) ∈ Q; φ(T ) = φT ,
with (h, h˜) ∈ L2(Q) × L2(0, T ; (L2)d) and φT ∈ L2. By PDE theory (refer to [19]), W is continuously
embedded into C([0, T ];L2) and also into K . In particular, there exist two positive constants c and C
depending on T such that
c‖φ‖W ≤ ‖φT ‖+ ‖h+∇ · h˜‖L2(0,T ;H−1) ≤ C‖φ‖W . (3.1)
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We note that all the arguments on W still hold by reversing the time, since φ ∈ W if and only if
φ(T − ·) ∈ W . Furthermore, we set
WT = {φ ∈ W : φ(T ) = 0}, W + = {φ ∈ W : φ ≥ 0} and W +T = WT ∩W +.
Consider the following BSPDE

−du(t, x) = [∂xj(aij(t, x)∂xiu(t, x) + σjr(t, x)vr(t, x))+ (f¯ +∇ · g¯)(t, x)] dt
− vr(t, x) dW rt , (t, x) ∈ Q;
u(T, x) =G(x), x ∈ O,
(3.2)
with a and σ satisfying the super-parabolicity and boundedness condition in assumption (A2), and
G ∈ L2(Ω,FT ;L2) and f¯ , g¯i ∈ L2(L2), i = 1, 2, · · · , d.
Definition 3.1. A pair of processes (u, v) ∈ H × L2((L2)m) is called a solution to BSPDE (3.2) if it
holds in the weak sense, i.e. for any ζ ∈ D there holds almost surely
〈ζ(t), u(t)〉 =〈ζ(T ), G〉+
∫ T
t
〈ζ(s), f¯(s)〉ds −
∫ T
t
〈∂sζ(s), u(s)〉ds−
∫ T
t
〈ζ(s), vr(s)〉dW rs
−
∫ T
t
〈∂xjζ(s), aij∂xiu(s) + σjrvr(s) + g¯j(s)〉ds, ∀ t ∈ [0, T ].
For G ∈ L2(Ω,FT ;L2) and f¯ , g¯i ∈ L2(L2), i = 1, 2, · · · , d, denote by U (a, σ,G, f¯ , g¯) the totality of
u ∈ H which together with some v ∈ L2((L2)m) consists of a solution to BSPDE (3.2). By [30, 31], each
U (a, σ,G, f¯ , g¯) admits one and only one element.
Remark 3.1. By [32, Remark 2.1], Definition 3.1 can be equivalently stated with the test function space
being replaced by C∞c (O).
Remark 3.2. By taking g = ai·∂xiu + σ
·rvr + g¯ − ∇u and f = f¯ , we write BSPDE (3.2) equivalently
into the following form{
−du(t, x) =∆u(t, x) + (f +∇ · g)(t, x) dt− vr(t, x) dW rt , (t, x) ∈ Q;
u(T, x) =G(x), x ∈ O. (3.3)
On the contrary, each BSPDE of the above form can also be written equivalently into some BSPDE
associated with (a, σ) like (3.2). Moreover, by Itoˆ formula (see [30, Theorem 1.2 of Chapter 1] or [34,
Theorem 4.2]), we have
‖u(t)‖2 +
∫ T
t
(
2‖∇u(s)‖2 + ‖v(s)‖2
)
ds
=‖G‖2 +
∫ T
t
2
[
〈u(s), f(s)〉 − 〈∇u(s), g(s)〉
]
ds− 2
∫ T
t
〈u(s), v(s) dWs〉,
which together with
E
[
sup
s∈[t,T ]
∣∣∣ ∫ T
s
〈u(τ), v(τ) dWτ 〉
∣∣∣] ≤ 2E[ sup
s∈[t,T ]
∣∣∣ ∫ s
t
〈u(τ), v(τ) dWτ 〉
∣∣∣]
(by BDG inequality) ≤CE
[( ∫ T
t
‖u(s)‖2‖v(s)‖2 ds
)1/2]
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implies
αE[ sup
s∈[t,T ]
‖u(s)‖2] + (1− α)E [‖u(t)‖2]+ E[ ∫ T
t
(
2‖∇u(s)‖2 + ‖v(s)‖2
)
ds
]
≤E
[
‖G‖2 +
∫ T
t
(
‖u(s)‖2 + ‖∇u(s)‖2
)
ds+ ‖f‖2L2(L2) + ‖g‖2L2((L2)d)
]
+ CαE
[(∫ T
t
‖u(s)‖2‖v(s)‖2 ds
)1/2]
≤E
[
‖G‖2 +
∫ T
t
(
‖u(s)‖2 + ‖∇u(s)‖2
)
ds
]
+ ‖f‖2L2(L2) + ‖g‖2L2((L2)d)
+
α
2
E[ sup
s∈[t,T ]
‖u(s)‖2] + 2Cα
∫ T
t
E
[‖v(s)‖2] ds,
with α ∈ {0, 1}. Applying successively Gronwall inequality to the above estimate with α = 0 and α = 1,
we obtain
E[ sup
s∈[t,T ]
‖u(s)‖2] + E
[ ∫ T
t
(
‖∇u(s)‖2 + ‖v(s)‖2
)
ds
]
≤C(T )
(
E[‖G‖2] + ‖f‖2L2(L2) + ‖g‖2L2((L2)d)
)
≤ C(T ) (E[‖G‖2] + ‖f +∇ · g‖L2(H−1)) .
Setting
U =
{
u ∈ U (a, σ,G, f¯ , g¯); G ∈ L2(Ω,FT ;L2) and f¯ , g¯i ∈ L2(L2), i = 1, 2, · · · , d
}
,
we have
U =
{
u ∈ U (I, 0, G, f, g); G ∈ L2(Ω,FT ;L2) and f, gi ∈ L2(L2), i = 1, 2, · · · , d
}
.
In view of the above estimates and relation (2.1), we equip U with the following norm
‖u‖2U = E[‖G‖2] + ‖f +∇g‖2L2(H−1), ∀u ∈ U (I, 0, G, f, g).
Then, (U , ‖ · ‖U ) is a Hilbert space.
In view of the duality between forward SPDEs and BSPDEs, we introduce the following lemma which,
basically, is due to Bensoussan [2, Lemma 2.2].
Lemma 3.1. Let G ∈ L2(Ω,FT ;L2) and fˆ , gˆi ∈ L2(Ω,FT ;L2(Q)), i = 1, 2, · · · , d. Assume uˆ ∈
L2(Ω,FT ;W ) and uˆ satisfies almost surely the following parabolic PDE
−∂tuˆ = ∆uˆ + fˆ +∇ · gˆ; uˆ(T ) = G,
in the weak sense (see [19]). Taking conditional expectations in Hilbert spaces (see [29]), we set
(f¯ , g¯)(t) = E
[
(fˆ , gˆ)(t)
∣∣Ft] , t ∈ [0, T ].
If (u, v) ∈ H × L2((L2)m) is the unique solution of BSPDE (for the uniqueness and existence of the
solution to general quasi-linear BSPDEs, see [30, 31]){
−du(t, x) = [∆u(t, x) + (f¯ +∇ · g¯)(t, x)] dt− vr(t, x) dW rt , (t, x) ∈ Q;
u(T, x) =G(x), x ∈ O, (3.4)
then,
u(t) = E[uˆ(t)|Ft], a.s., for each t ∈ [0, T ] (3.5)
and ‖u‖U ≤ C‖uˆ‖L2(Ω,FT ;W ) with the constant C being independent of u and uˆ.
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Proof. For the reader’s convenience, we sketch the proof of the lemma. For each t0 ∈ [0, T ) and ηt0 ∈
L2(Ω,Ft0 ;L
2), consider the following SPDE{
∂tη(t, x) =∆η(t, x), (t, x) ∈ [t0, T ]×O;
η(t0, x) = ηt0(x), x ∈ O.
(3.6)
Itoˆ formula for SPDEs yields
〈G, η(T )〉+
∫ T
t0
(
〈η(s), f¯(s)〉 −
d∑
i=1
〈∂xiη(s), g¯i(s)〉
)
ds
= 〈u(t0), ηt0〉+
m∑
r=1
∫ T
t0
〈u(s), vr(s)〉 dW rs , a.s.,
and
〈G, η(T )〉+
∫ T
t0
(
〈η(s), fˆ(s)〉 −
d∑
i=1
〈∂xiη(s), gˆi(s)〉
)
ds
= 〈uˆ(t0), ηt0〉, a.s..
Taking conditional expectations on both sides of the above equations, we obtain
〈u(t0), ηt0〉 = E[〈uˆ(t0), ηt0〉|Ft0 ] = 〈E[uˆ(t0)|Ft0 ], ηt0〉, a.s..
Thanks to the arbitrariness of t0 ∈ [0, T ) and ηt0 ∈ L2(Ω,Ft0), if follows that u(t) = E[uˆ(t)|Ft], a.s., for
each t ∈ [0, T ]. By Remark 3.2,
‖u‖2U = E[‖G‖2] + ‖f¯ +∇ · g¯‖2L2(H−1) ≤ E[‖G‖2] + ‖fˆ +∇ · gˆ‖2L2(Ω×[0,T ];H−1) ≤ C‖uˆ‖2L2(Ω,FT ;W ),
with the constant C being independent of u and uˆ. We complete the proof.
3.2 Parabolic capacity and potential
In this subsection, let us recall briefly parts of the theory on parabolic capacity and potentials which
was established by Pierrer [26, 27, 28]. We note that these tools were used by Klimsiak [17] to provide
a probabilistic representation for the semilinear PDEs with obstacle in terms of reflected BSDEs and by
Denis, Matoussi and Zhang [9] to study the obstacle problems for forward stochastic partial differential
equations (OSPDEs). Taking into account the backward randomness of our reflected BSPDE (1.1), we
shall execute several deep and interesting investigations under the backward stochastic framework.
Definition 3.2. It is called a parabolic potential when belonging to
P =
{
u ∈ K :
∫ T
0
(〈−∂tφ(t), u(t)〉+ 〈∂xiφ(t), ∂xiu(t)〉) dt ≥ 0, ∀φ ∈ W +T
}
.
P is a closed convex subset of (K , ‖ · ‖K ). Denote by L 0(W ) the totality of the measurable maps
from (Ω,FT ) to W such that each u ∈ L 0(W ) is a L2-valued adapted process. Define
L 2(W ) = L2(Ω,FT ;W ) ∩L 0(W )
equipped with the norm
‖u‖L 2(W ) :=
(
E
[‖u‖2W ])1/2 , ∀u ∈ L 2(W ).
Similarly, we define ‖ · ‖L 2(B) and L p(B) with B = K or Lq(Q), for p ∈ {0, 2} and q ∈ [1,+∞]. Spaces
like (L 2(B), ‖ · ‖L 2(B)) are complete when B = W ,K or Lq(Q). Denote
L 2(P) = L 2(K ) ∩L 0(P), and ‖φ‖L 2(P) = ‖φ‖L 2(K ), ∀φ ∈ P .
Then, L 2(P) is not a linear space but a closed convex set of (L 2(K ), ‖ · ‖L 2(K )).
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Remark 3.3. By Definition 3.2, L 2(P) is closed in the sense that if {un}n∈N ⊂ L 2(P) is a bounded
sequence of L 2(L∞(0, T ;L2)) and converges weakly to some u in L2(H10 ), we have u ∈ L 2(P).
Denote by C (Q) the totality of continuously differentiable functions on Q with compact support.
Thanks to the Hahn-Banach theorem and the denseness of WT ∩ C (Q) in C (Q), we have the following
representation for the parabolic potential.
Proposition 3.2 (Proposition I-1 of [27]). For each u ∈ P, there exists one and only one Radon measure
on [0, T )×O denoted by µu, such that
∀φ ∈ WT ∩ C (Q),
∫ T
0
(〈−∂tφ(t), u(t)〉+ 〈∂xiφ(t), ∂xiu(t)〉) dt =
∫ T
0
∫
O
φ(t, x)µu(dt, dx).
Definition 3.3. For any open set A ⊂ [0, T )×O, set
cap(A) = inf
{‖φ‖2W : φ ∈ W +, φ ≥ 1 a.e. on A} .
For any Borelian B ⊂ [0, T )×O, we define the capacity:
cap(B) = inf {cap(A) : A ⊃ B open} .
By [28, Theorem 1], the above definition of capacity is equivalent to that of [26, 27]. In the following,
we say a property holds quasi-everywhere (q.e. in short), if it holds outside a polar set that is of zero
capacity. In addition, though the parabolic capacity is defined on [0, T )×O rather than Q = [0, T ]×O,
we shall treat the capacity on Q as the projection of that defined on some time interval [0, T + δ) with
δ > 0 (for instance, see the proof for (i) of Proposition 3.9 below).
Definition 3.4. A real valued function u on [0, T )× O is said to be quasi-continuous, if there exists a
sequence of open sets An ⊂ [0, T )×O such that
(i) for each n, u is continuous on the complement of An;
(ii) limn→+∞ cap(An) = 0.
In what follows, denote by P0 the totality of u ∈ P such that u is quasi-continuous and u(0) = 0 in
L2. Each u ∈ P0 is called a regular potential and the associated Radon measure µu is called a regular
measure and written
µu = ∂tu−∆u.
In addition, define
L 2(P0) = L 2(P) ∩L 0(P0).
Each u ∈ L 2(P0) is called a stochastic regular potential, and the associated random Radon measure µu
is called a stochastic regular measure.
Basing on the BSPDE theory, we shall generalize the existing results on the obstacle problems for
forward SPDEs (for instance, see [9, Theorem 3]). Before the generalization, we give a lemma first.
Lemma 3.3. There exists C > 0 such that ∀u ∈ L 2(P), ∃ φ¯ ∈ U with
φ¯ ≥ u, dP⊗ dt⊗ dx-a.e.; ‖φ¯‖U ≤ C‖u‖L 2(P).
Proof. For almost every ω ∈ Ω, we consider the solution φ of PDE:
−∂tφ =∆φ− 2∆u; φ(T ) = u(T−),
where by [27, Lemma I.3], the limit u(T−) := limτ↑T 1T−τ
∫ T
τ
u(t)dt (weakly in L2) exists for almost every
ω ∈ Ω. Note that the separability of W allows us to choose a measurable version of φ : (Ω,FT ) → W .
By [28, Proposition 3], we have φ ∈ L2(Ω,FT ;W ) and
φ ≥ u, dP⊗ dt⊗ dx-a.e.; ‖φ‖L2(Ω,FT ;W ) ≤ C‖u‖L 2(P),
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with positive constant C being independent of u and φ. Since u ∈ L 2(P), there exist h, h˜i ∈ L2(Ω,FT ;L2)
i = 1, · · · , d, such that −2∆u = h+∇ · h˜. Take conditional expectations in Hilbert spaces (see [29]) and
set
φ¯(t) = E[φ(t)|Ft], h¯(t) = E[h(t)|Ft] and ¯˜h(t) = E[h˜(t)|Ft], ∀ t ∈ [0, T ]
By Lemma 3.1, φ¯ ∈ U (I, 0, u(T−), h¯, ¯˜h). Hence, we have φ¯ ∈ U , φ¯ ≥ u, dP ⊗ dt ⊗ dx-a.e. and by the
estimates of Remark 3.2,
‖φ¯‖U ≤ C
(
‖u(T−)‖L2(Ω,FT ;L2) + ‖h¯‖L2(L2) + ‖¯˜h‖L2((L2)d)
)
≤ C‖u‖L 2(P), a.s..
We complete the proof.
Proposition 3.4. Let ξ be an almost surely quasi-continuous adapted process such that ξ(0) ≤ u0 almost
surely and
ξ ≤ ξˆ + ξ˘, dP⊗ dt⊗ dx− a.e.,
with ξ˘ ∈ L 2(P) and ξˆ being the solution of SPDE
 dξˆ(t, x) =
[
∆ξˆ(t, x) + (fˆ +∇ · gˆ)(t, x) dt + hˆ(t, x) dWt, (t, x) ∈ Q;
ξˆ(0, x) = ξˆ0(x), x ∈ O,
where ξˆ0, u0 ∈ L2, fˆ , gˆi ∈ L2(L2), i = 1, · · · , d and hˆ ∈ L2((L2)m). Given (f¯ , g¯, h¯) ∈ L2(L2)×L2((L2)d)×
L2((L2)m), there exists a unique pair (u, µ) such that
(i) u ∈ H is almost surely quasi-continuous and u ≥ ξ, dP⊗ dt⊗ dx-a.e.;
(ii) µ is a stochastic regular measure, and for any ϕ ∈ D, there holds almost surely
〈u(t), ϕ(t)〉+
∫ t
0
[〈∇u(s), ∇ϕ(s)〉 − 〈u(s), ∂sϕ(s)〉] ds−
∫
[0,t]×O
ϕ(s, x)µ(ds, dx)
= 〈u0, ϕ(0)〉+
∫ t
0
[〈f¯(s), ϕ(s)〉 − 〈g¯(s), ∇ϕ(s)〉] ds+ ∫ t
0
〈ϕ(s), h¯(s) dWs〉, ∀ t ∈ [0, T ];
(iii) ∫
Q
(u(t, x)− ξ(t, x))µ(dt, dx) = 0, a.s.;
(iv)
‖u‖H ≤ C
{
‖ξˆ0‖+ ‖u0‖+ ‖f¯‖L2(L2) + ‖fˆ‖L2(L2) + ‖g¯‖L2((L2)d) + ‖gˆ‖L2((L2)d)
+ ‖h¯‖L2((L2)m) + ‖hˆ‖L2((L2)m) + ‖ξ˘‖L 2(P)
}
.
Sketch of the proof. By Lemma 3.3, there exists φ ∈ U such that
φ ≥ ξ˘, dP⊗ dt⊗ dx-a.e.; ‖φ‖U ≤ C‖ξ˘‖L 2(P).
For φ ∈ U , there exist (f, g˜, v) ∈ L2(L2)× L2((L2)d)× L2((L2)m) and G ∈ L2(Ω,FT ;L2) such that
−dφ(t, x) =
[
∆φ(t, x) + (f +∇ · g˜)(t, x) dt− vr(t, x) dW rt , (t, x) ∈ Q;
φ(T, x) = G(x), x ∈ O,
which can be equivalently written into the form of SPDE
dφ(t, x) =
[
∆φ(t, x) − (f +∇ · g)(t, x) dt+ vr(t, x) dW rt , (t, x) ∈ Q;
φ(0, x) = φ(0, x), x ∈ O,
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with g := g˜ + 2∇φ. As
ξ(t) ≤ ξˆ(t) + ξ˘(t) ≤ ξˆ(t) + φ(t), t ∈ [0, T ],
by [9, Theorem 3], there exists a unique pair (u, µ) such that the assertions (i)-(iii) hold. In a similar
way to [9, Lemma 4 and Theorem 3], applying Itoˆ formula to the penalized approximation sequences and
taking limits, we obtain
‖u‖H ≤ C
{
‖ξˆ0‖+ ‖u0‖+ ‖f¯‖L2(L2) + ‖fˆ‖L2(L2) + ‖g¯‖L2((L2)d) + ‖gˆ‖L2((L2)d)
+ ‖h¯‖L2((L2)m) + ‖hˆ‖L2((L2)m) + ‖φ‖U
}
≤ C
{
‖ξˆ0‖+ ‖u0‖+ ‖f¯‖L2(L2) + ‖fˆ‖L2(L2) + ‖g¯‖L2((L2)d) + ‖gˆ‖L2((L2)d)
+ ‖h¯‖L2((L2)m) + ‖hˆ‖L2((L2)m) + ‖ξ˘‖L 2(P)
}
.
This completes the proof.
Remark 3.4. In Proposition 3.4, the obstacle process ξ is dominated by a stochastic regular potential
plus a solution of some SPDE, while in [9, Theorem 3], the obstacle process is only allowed to be dominated
by a solution of some SPDE. In this sense, we generalize the results of [9, Theorem 3]. In fact, Proposition
3.4 includes the classical deterministic results (see [26, 27]) as particular cases, i.e., when all the terms
involved in Proposition 3.4 are deterministic, the assertions coincide with those of [26, Theorem IV-1].
Furthermore, in a similar way to [9], we can extend the results herein to the obstacle problems for general
quasi-linear SPDEs. However, we do not seek such a generality in this work.
An immediate consequence of this proposition is the corollary.
Corollary 3.5. There exists C > 0 such that ∀φ ∈ U , ∃ v ∈ L 2(P) with v being quasi-continuous a.s.
and
v ≥ φ, dP⊗ dt⊗ dx-a.e.; ‖v‖K ≤ C‖φ‖U , a.s..
In particular, when φ is deterministic, v becomes deterministic as well.
To approximate a parabolic potential by regular ones, we introduce the following lemma.
Lemma 3.6 (Proposition I-3 and Corollary II-1 of [27]). Let u belong to P with associated Radon measure
µu. For each δ > 0, let uδ ∈ W be the weak solution of the following parabolic PDE
(Pδ) uδ(0) = u(0+), ∂tuδ(t) = ∆uδ(t) +
u− uδ
δ
,
where, by [27, Lemma I.3], there exists the limit u(0+) := limτ↓0
1
τ
∫ τ
0
u(t)dt (weakly in L2). We assert
that
(1) {uδ}δ>0 ⊂ P converges increasingly in L2(0, T ;L2) and weakly in L2(0, T ;H10 ) to u, as δ → 0+;
(2) µuδ := δ−1(u− uδ) converges vaguely to µu as δ → 0+ and for each δ > 0,∫
[0,T )×O
µuδ (dt, dx) ≤
∫
[0,T )×O
µu(dt, dx);
(3) if we set
u¯ = sup
δ>0
quasi ess uδ, q.e., (3.7)
then u¯ is right-continuous from [0, T ] to L2 and for each φ ∈ P, u¯ ∈ L1(Q,µφ) and there holds the
estimate ∫
[0,T )×O
u¯(t, x)µφ(dt, dx) ≤ C‖u‖K ‖φ‖K .
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Remark 3.5. Letting A ⊂ O be a compact set, we have by [27, Proposition II.4]
cap({t} ×A) =
∫
A
dx, ∀t ∈ [0, T ).
Therefore, if u and u¯ are two measurable function on Q and u = u¯ q.e., then u(t, ·) = u¯(t, ·), ∀t ∈ [0, T ).
Moreover, for any open set A ⊂ [0, T ) × O and φ ∈ W + satisfying φ ≥ 1 a.e. on A, by Corollary 3.5,
there exists ϕ ∈ P such that ϕ ≥ φ and ‖ϕ‖K ≤ C‖φ‖W and thus, we have∫
[0,T )×O
1A µ
u(dt, dx) ≤
∫
[0,T )×O
φ(t, x)µu(dt, dx) ≤
∫
[0,T )×O
ϕ¯(t, x)µu(dt, dx)
(by Lemma 3.6) ≤C‖ϕ‖K ‖u‖K
≤C‖φ‖W ‖u‖K .
(3.8)
where ϕ¯ denotes a quasi-everywhere precisely defined version of ϕ in (3.7). Hence, in view of Definition
3.3, we see that for any u ∈ P , µu does not charge polar sets.
To approximate the obstacle for deterministic parabolic PDEs, Pierre [26] introduced the following
lemma, from which we shall derive a useful corollary.
Lemma 3.7 (Proposition II-2, Page 1165 of [26]). Suppose that v : Q→ R is quasi-continuous and there
exists u ∈ P such that |v| ≤ u q.e.. Then there exist φ ∈ P and {vn;n ∈ N} ⊂ W ∩ C (Q), such that
‖v − vn‖φ := inf{α; |v − vn| ≤ αφ, q.e.} −→ 0, as n→ +∞.
Corollary 3.8. Under the hypothesis of Lemma 3.7, there exist φ ∈ W +, {vn;n ∈ N} ⊂ W ∩C (Q), and
{θn;n ∈ N} ⊂ N−1 such that θn converges decreasingly to 0 and
|v − vn| ≤ θnφ, ‖φ‖W ≤ C‖u‖K , ‖vn‖W ≤ n, n = 1, 2, · · · ,
where the constant C is independent of v, u, n and φ.
Proof. When u ≡ 0, the proof is trivial. Thus, we assume ‖u‖K > 0. By Lemma 3.7, there exist
{v˜n;n ∈ N} ⊂ C (Q) ∩W , φ¯ ∈ P and {αn;n ∈ N} converging decreasingly to 0 such that |v˜n − v| ≤ αnφ¯,
∀n ∈ N. In fact, we can always take ‖φ¯‖K ≤ ‖u‖K , otherwise replace (αn, φ¯) by
(
1∨‖φ¯‖K
‖u‖K
αn,
‖u‖K
1∨‖φ¯‖K
φ¯
)
.
By Lemma 3.3, there exists φ ∈ W + such that
φ¯+ u ≤ φ, a.e. and ‖φ‖W ≤ C‖φ¯+ u‖K ≤ C‖u‖K ,
with constant C being independent of φ, u and φ¯. Setting
βn = inf{k ≥ 1;αk ≤ 1
n+ 1
}, vˆn = v˜βn , n = 1, 2, · · · ,
we have |vˆn − v| ≤ 1nφ, ∀n ∈ N. For each n ∈ N, set
γ˜n = inf{k ≥ 1; ‖vˆk‖W > n}, γn = γ˜n ∧ n, θn = 1
γn
.
For each k ∈ N, define
vk =
{
0, if γk = 1;
vˆγk−1, if γk > 1.
Then, {θn;n ∈ N} ⊂ N−1 converges decreasingly to 0 and for each n ∈ N,
|vn − v| ≤ θnφ, ‖vn‖W ≤ n.
We complete the proof.
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Now, we are in a position to execute careful investigations, which are listed in the following proposition
and will be used frequently in what follows.
Proposition 3.9. There hold the following assertions.
(i) Each u ∈ U admits an almost surely quasi-continuous version and there exists ξ ∈ L 2(P) such
that ξ is almost surely quasi-continuous and |u| ≤ ξ, dP⊗ dt⊗ dx-a.e..
(ii) Let sequence {un} be bounded in L 2(P) and converge weakly to some u in L2(H10 ). Let sequence
{vn} consist of almost surely quasi-continuous elements and for each n, |vn| ≤ v0 with v0 ∈ L 2(P).
Suppose that there exist almost surely quasi-continuous function v and {φn} ⊂ U converging decreasingly
to 0 such that
|v − vn| ≤ φn, dP⊗ dt⊗ dx-a.e..
Then u ∈ L 2(P) and
lim
n→+∞
∫
[0,T )×O
vn dµ
un =
∫
[0,T )×O
v dµu, a.s.,
where µu
n
and µu are the stochastic Radon measures associated with un and u respectively.
(iii) Suppose that v ∈ L 2(L∞(0, T ;L2)) is almost surely quasi-continuous and there exists u ∈ L 2(P)
such that |v| ≤ u q.e., a.s.. Then there exist {φn;n ∈ N} ⊂ U and {vn;n ∈ N} ⊂ U , such that
{φn;n ∈ N} converges decreasingly to 0, dP⊗ dt⊗ dx-a.e.,
lim
n→+∞
‖φn‖U = 0 and |v − vn| ≤ φn, dP⊗ dt⊗ dx-a.e., n = 1, 2, · · · .
(iv) Let u ∈ L2(Ω,FT ;P) be almost surely quasi-continuous. Then u ∈ L2(Ω,FT ;C([0, T ];L2)) and
there exist {un; n ∈ N} ⊂ L2(Ω,FT ;W ) ∩ L2(Ω,FT ;P) and v ∈ L2(Ω,FT ;W ) such that
lim
n→+∞
‖u− un‖L2(Ω,FT ;K ) = limn→+∞ ‖u− un‖v = 0, a.s.. (3.9)
In particular, if u ∈ L2(Ω,FT ;P0), we can choose the above sequence {un; n ∈ N} ⊂ L2(Ω,FT ;W ) ∩
L2(Ω,FT ;P0).
Proof. We first prove assertion (i). In view of the definition of U , there exist v ∈ L2((L2)m), ψ ∈
L2(Ω,FT ;L2) and (f¯ , g¯) ∈ L2(L2) × L2((L2)d) such that u ∈ U (I, 0, ψ, f¯ , g¯) with v being the diffusion
term of u. Set (f¯ , g¯, v)(t) = 0, ∀ t ∈ (T, T + 1] and let u1[T,T+1] solve stochastic PDE
∂tu(t, x) = ∆u(t, x), (t, x) ∈ (T, T + 1]×O; u(T ) = ψ.
Consider forward SPDE
 −du˜(t, x) =
[
∆(2u1[0,T ] − u˜) + (f¯ +∇ · g¯)
]
(t, x) dt− vr(t, x) dW rt , (t, x) ∈ [0, T + 1]×O;
u˜(0, x) = u(0, x), x ∈ O.
(3.10)
By the uniqueness of the solution, we must have u˜(t) = u(t), for all t ∈ [0, T ]. From the quasi-continuity
of the solutions for SPDEs (see [9, Theorem 3]), we conclude that u˜ is quasi-continuous on [0, T +1)×O.
Consequently, u is endowed with a quasi-continuous version on Q. On the other hand, as u satisfies
forward SPDE (3.10) on time interval [0, T ], by Proposition 3.4, there exist ξ1, ξ2 ∈ L 2(P) with ξ1 and
ξ2 being almost surely quasi-continuous, such that −ξ1 ≤ u ≤ ξ2, dP⊗ dt⊗ dx-a.e.. Taking ξ = ξ1 + ξ2,
we prove assertion (i).
As for (ii), we note that by Proposition 3.4 and the comparison principle for the obstacle problems of
SPDEs (see [9, Theorem 8]), there exists a decreasing sequence {φ˜n;n ∈ N} ⊂ L 2(P) such that for each
n ∈ N, φn ≤ φ˜n and ‖φ˜n‖L 2(P) ≤ C‖φn‖U . Following the proofs of [27, Theorem III.1] and [27, Lemma
III.8] for almost every ω ∈ Ω, we prove assertion (ii).
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Using Corollary 3.8 for every ω ∈ Ω and in view of the separability of W , we conclude that there exist
φˆ ∈ L2(Ω,FT ;W ) and {vˆn;n ∈ N} ⊂ L2(Ω,FT ;W ) and {αn;n ∈ N} ⊂ L∞(Ω,FT ;N−1) such that αn
converges decreasingly to 0 almost surely and |v − vˆn| ≤ αnφˆ, n = 1, 2, · · · . Set
φn(t) = E[αnφˆ(t)|Ft] and vn(t) = E[vˆn(t)|Ft], t ∈ [0, T ], n ∈ N.
Then, φn converges decreasingly to 0, dP ⊗ dt ⊗ dx-a.e., |v − vn| ≤ φn, dP ⊗ dt ⊗ dx-a.e., n = 1, 2, · · · .
Moreover, by Lemma 3.1, φn, vn ∈ U for each n ∈ N and
lim
n→∞
‖φn‖U ≤ C lim
n→∞
‖αnφˆ‖L2(Ω,FT ;W ) = 0.
Hence, (iii) is proved.
By [26, Lemma II-7], for almost every ω ∈ Ω, there exist a sequence {un; n ∈ N} ⊂ W ∩P and v ∈ W
such that
lim
n→+∞
‖u− un‖L2(0,T ;H1
0
) = lim
n→+∞
‖u− un‖v = 0.
Moreover, choosing subsequence if necessary, we take
‖u− un‖L2(0,T ;H1
0
) ≤ 2−n‖u‖L2(0,T ;H1
0
), a.s., for each n ∈ N. (3.11)
In a similar way to Corollary 3.8, we can choose {un} and v such that
‖v‖W ≤ C‖u‖K , ‖un‖W ≤ n, |u− un| ≤ θnv, a.s. n = 1, 2, · · · ,
where the constant C is independent of v, u and n, and {θn;n ∈ N} is N−1-valued and converges
decreasingly to 0 almost surely. Furthermore, in view of the separability of W , we choose {un;n ∈ N} ⊂
L2(Ω,FT ;W ) ∩ L2(Ω,FT ;P) and v ∈ L2(Ω,FT ;W ).
As W is continuously embedded into C([0, T ];L2) and
sup
t∈[0,T ]
‖u− un‖ ≤ θn sup
t∈[0,T ]
‖v‖ → 0, a.s., as n→ +∞,
it follows that u ∈ L2(Ω,FT ;C([0, T ];L2)). In view of (3.11), we further have
‖u− un‖K ≤ (θn + 2−n)
(‖u‖L2(0,T ;H0) + C‖v‖W ) , a.s., for each n ∈ N, (3.12)
with positive constant C being independent of n. Consequently, limn→+∞ ‖u− un‖L2(Ω,FT ;K ) = 0.
For the particular case where u ∈ L2(Ω,FT ;P0), letting u˜n ∈ W be the weak solution of PDE
∂tu˜
n(t, x) = ∆u˜n(t, x), (t, x) ∈ Q; u˜n(0, x) = un(0, x), x ∈ O,
and taking u¯n = un − u˜n for each n ∈ N, we must have u¯n ∈ L2(Ω,FT ;W ) ∩ L2(Ω,FT ;P0), and
lim
n→+∞
‖u˜n‖L2(Ω,FT ;K ) = limn→+∞ ‖u˜
n‖v = lim
n→+∞
‖u− u¯n‖L2(Ω,FT ;K ) = limn→+∞ ‖u− u¯n‖v = 0, a.s..
The proof is complete.
Define
(H−1)+ ={f ∈ H−1 : 〈φ, f〉1,−1 ≥ 0, ∀φ ∈ H10 , φ ≥ 0},
W∆ ={φ ∈ W : −∂tφ(t)−∆φ(t) ∈ (H−1)+, for almost every t ∈ (0, T )},
R ={φ ∈ W : −∂tφ(t)−∆φ(t) ∈ L2, for almost every t ∈ (0, T )}.
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Remark 3.6. Setting h =
∑∞
n=2 δ1/n − δ1/n+1/n2 , where δ denotes the dirac function, we have
h ∈ H−1((0, 1)) \ (H−1(0, 1))+ − (H−1(0, 1))+.
Therefore, H−1 6= (H−1)+ − (H−1)+ ⊃ L2 (see [15] for more details). On the other hand, (L2)+ :=
{max{h, 0} : h ∈ L2} is dense in (H−1)+, i.e., for each h ∈ (H−1)+, there exists {hn} ⊂ (L2)+ such that
limn→∞ ‖hn − h‖−1 = 0. Indeed, let u ∈ C([0, 1];H−1) ∩ C((0, 1];H10 ) be the weak solution (see [19]) of
parabolic PDE:
∂tu = ∆u; u(0) = h.
Then, limn→∞ ‖u( 1n )− h‖−1 = 0 with u( 1n ) ∈ (L2)+ for each n ∈ N.
Remark 3.7. In assertion (iv) of Proposition 3.9, we have un ∈ W∆, a.s.. If we assume further u ∈
L 2(P), then u ∈ S2(L2) and by taking conditional expectations in the proof,
u¯n(t) = E[un(t)|Ft], vn(t) = E[θnv(t)|Ft], ∀ t ∈ [0, T ],
we have {u¯n;n ∈ N}∪ {vn;n ∈ N} ⊂ U with {vn;n ∈ N} converging decreasingly to 0, dP⊗ dt⊗ dx-a.e.,
and
lim
n→+∞
‖u− u¯n‖L 2(K ) = lim
n→+∞
‖vn‖U = 0 and |u− u¯n| ≤ vn, dP⊗ dt⊗ dx-a.e., n = 1, 2, · · · .
Assume further u ∈ L 2(P0). By (iv) of Proposition 3.9, we are allowed to take u¯n(0) = 0, for each
n ∈ N. For each n, there exists (f˜n, gn) ∈ L2(L2)× L2((L2)d) such that u¯n ∈ U (I, 0, un(T ), f˜n, gn). On
the other hand, there exists fˆn ∈ L2(Ω× [0, T ]; (H−1)+) such that
∂tun = ∆un + fˆn.
Taking conditional expectations
fn(t) = E
[
fˆn(t)
∣∣Ft] , ∀t ∈ [0, T ],
we have fn = −f˜n−∇·gn−2∆u¯n ∈ L2((H−1)+). Then, µ¯n(dt, dx) := fn(t, x)dtdx is a stochastic regular
measure associated with some stochastic regular potential uµ¯n . In particular, for each n, there exists
v¯n ∈ L2((L2)m) such that
 du¯n(t, x) =
[
∆u¯n(t, x) + fn(t, x)
]
dt+ v¯n(t, x) dWt, (t, x) ∈ Q;
u¯n(0, x) = 0, x ∈ O.
Letting uˇvn solve SPDE {
duˇvn(t, x) =∆uˇ
v
n(t, x) dt+ v¯
r
n(t, x) dW
r
t , (t, x) ∈ Q;
uˇvn(0, x) = 0, x ∈ O,
we have u¯n = uˇ
v
n + u
µ¯n . Itoˆ formula yields
E
[
‖u¯n(T )‖2 + 2
∫ T
0
‖∇u¯n(s)‖2ds
]
= E
[ ∫ T
0
2〈u¯n(s), fn(s)〉1,−1 ds+
∫ T
0
‖v¯n(s)‖2 ds
]
. (3.13)
By [26, Lemma II-6],
E
[
‖u(T )‖2 + 2
∫ T
0
‖∇u(s)‖2ds
]
= E
[ ∫
Q
2u(s, x)µ(ds, dx)
]
, (3.14)
where µ is the stochastic Radon measure associated with u. As∣∣∣∣∣
∫ T
0
〈u¯n(s), fˆn(s)〉1,−1 ds
∣∣∣∣∣ ≤
∫ T
0
〈u(s) + v1(s), fˆn(s)〉1,−1 ds ≤ C‖u+ v1‖K ‖un‖K
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(by (3.12)) ≤ C‖u+ v1‖K (‖u‖K + ‖v‖W ) ,
by Lebesgue’s domination convergence theorem and (ii) of Proposition 3.9, it follows that
lim
n→∞
E
[ ∫ T
0
〈u¯n(s), fn(s)〉1,−1 ds
]
= lim
n→∞
E
[ ∫ T
0
〈u¯n(s), fˆn(s)〉1,−1 ds
]
= E
[ ∫
Q
u(s, x)µ(ds, dx)
]
.
Taking limits on both sides of (3.13) and combining (3.13) and (3.14), we obtain
lim
n→∞
E
[ ∫ T
0
‖v¯n(s)‖2 ds
]
= 0,
which implies limn→∞ ‖uˇvn‖H = 0 and thus,
‖u− uµ¯n‖L 2(K ) = ‖u− u¯n + uˇvn‖L 2(K ) −→ 0, as n→∞.
3.3 Itoˆ formula for BSPDEs with regular potentials
Denote by C1,2 the totality of function ψ ∈ C(R2) such that drivatives ∂tψ(t, y), ∂yψ(t, y) and ∂yyψ(t, y)
exist with ∂yψ(·, 0) ≡ 0 and
ess sup
t∈R,y∈R\{0}
{
|∂yyψ(t, y)|+ 1
y2
|∂tφ(t, y)− ∂tφ(t, 0)|
}
< +∞.
Theorem 3.10. Let µ1 and µ2 be two stochastic regular measures. Suppose that the following BSPDE

−du(t, x) =
[
∂xj
(
aij(t, x)∂xiu(t, x) + σ
jr(t, x)vr(t, x)
)
+ (f¯ +∇ · g¯)(t, x)
]
dt
+ µ1(dt, x)− µ2(dt, x)− vr(t, x) dW rt , (t, x) ∈ Q;
u(T, x) =G(x), x ∈ O,
(3.15)
holds in the weak sense, i.e., for any ζ ∈ D there holds almost surely
〈ζ(t), u(t)〉 =〈ζ(T ), G〉+
∫ T
t
〈ζ(s), f¯(s)〉ds −
∫ T
t
〈∂sζ(s), u(s)〉ds−
∫ T
t
〈ζ(s), vr(s)〉dW rs
+
∫ T
t
∫
O
ζ(s, x)µ1(dt, dx) −
∫ T
t
∫
O
ζ(s, x)µ2(dt, dx)
−
∫ T
t
〈∂xjζ(s), aij∂xiu(s) + σjrvr(s) + g¯j(s)〉ds, ∀ t ∈ [0, T ],
where (u, v) ∈ H × L((L2)m), a and σ satisfy the super-parabolicity and boundedness conditions of as-
sumption (A2), G ∈ L2(Ω,FT ;L2) and f¯ , g¯i ∈ L2(L2), i = 1, 2, · · · , d. Then for each Φ ∈ C1,2, there
holds with probability 1
∫
O
Φ(t, u(t, x)) dx +
1
2
∫ T
t
〈∂yyΦ(s, u(s)), |v(s)|2〉 ds
=
∫
O
Φ(T,G(x)) dx −
∫ T
t
∫
O
∂sΦ(s, u(s, x)) dxds +
∫ T
t
〈∂yΦ(s, u(s)), f¯(s)〉 ds
+
∫ T
t
∫
O
∂yΦ(s, u(s, x))µ1(ds, dx) −
∫ T
t
∫
O
∂yΦ(s, u(s, x))µ2(ds, dx)
−
∫ T
t
〈∂yyΦ(s, u(s))∂xiu(s), aji(s)∂xju(s) + σir(s)vr(s) + g¯i(s)〉 ds
−
∫ T
t
〈∂yΦ(s, u(s)), vr(s)〉 dW rs , ∀t ∈ [0, T ].
(3.16)
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Proof. Denote by uk the stochastic regular potential associated with µk, k = 1, 2. Letting u˜ ∈ H be the
unique solution of the following SPDE
 du˜(t, x) =
[
∆u˜− (f¯ +∇ · g˜)
]
(t, x) dt+ vr(t, x) dW rt , (t, x) ∈ Q;
u˜(0, x) =u(0, x), x ∈ O,
(3.17)
with
g˜j = ∂xju+ a
ij∂xiu+ σ
jrvr + g¯j , j = 1, · · · , d.
Then u = u˜− u1 + u2. By (i) of Proposition 3.9, u is almost surely quasi-continuous. We check that all
the terms involved in (3.16) are well defined.
By (iv) of Proposition 3.9 and Remark 3.7, there exist
{unk ; n ∈ N} ⊂ U ∩L 2(P0) and {φnk ; n ∈ N} ⊂ U ,
such that {φnk ;n ∈ N} converges decreasingly to 0, dP⊗ dt⊗ dx-a.e., and
lim
n→+∞
‖uk − unk‖L 2(K ) = lim
n→+∞
‖φnk‖U = 0 and |uk − unk | ≤ φnk , dP⊗ dt⊗ dx-a.e., k = 1, 2; n ∈ N.
Moreover, there exist {fnk } ⊂ L2((H−1)+) and {vnk ;n ∈ N} ⊂ L2((L2)m) such that limn→∞ ‖vnk ‖L2((L2)m) =
0, k = 1, 2, and 
 du
n
k (t, x) =
[
∆unk(t, x) + f
n
k (t, x)
]
dt+ vnk (t, x) dWt, (t, x) ∈ Q;
unk(0, x) = 0, x ∈ O.
For each n, set un = u˜− un1 + un2 . Then,
lim
n→+∞
‖un − u‖L 2(K ) = 0 and |un − u| ≤ φn1 + φn2 , dP⊗ dt⊗ dx-a.e., n ∈ N.
On the other hand, by Itoˆ formulas for SPDEs without random measures (see [8, Lemma 7] and [32,
Lemma 3.3]), we have almost surely
∫
O
Φ(t, un(t, x)) dx +
1
2
∫ T
t
〈∂yyΦ(s, un(s)), |v(s)− vn1 (s) + vn2 (s)|2〉 ds
=
∫
O
Φ(T, un(T, x)) dx −
∫ T
t
∫
O
∂sΦ(s, u
n(s, x)) dxds +
∫ T
t
〈∂yΦ(s, un(s)), f¯(s)〉 ds
+
∫ T
t
〈∂yΦ(s, un(s)), fn1 (s)〉1,−1 ds−
∫ T
t
〈∂yΦ(s, un(s)), fn2 (s)〉1,−1 ds
+
∫ T
t
〈∂yyΦ(s, un(s))∂xiun(s), ∂xiun(s)− g˜i(s)〉 ds
−
∫ T
t
〈∂yΦ(s, un(s)), (v − vn1 + vn2 )(s) dWs〉, ∀t ∈ [0, T ].
(3.18)
Since Φ ∈ C1,2 and φ11, φ22, u˜ ∈ U , there exist ˆ˜u ∈ L 2(P) and generic constantK such that |u˜|+φ11+φ22 ≤
ˆ˜u, dP⊗ dt⊗ dx-a.e.,
|∂yΦ(·, un)| ≤ K|un| ≤ K
(
ˆ˜u+ u1 + u2
)
, dP⊗ dt⊗ dx− a.e. n ∈ N,
and
|∂yΦ(·, un)− ∂yΦ(·, u)| ≤ K
(|un1 − u1|+ |un2 − u2|) ≤ K(φn1 + φn2 ), dP⊗ dt⊗ dx− a.e. n ∈ N.
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Thus, by (ii) of Proposition 3.9, we have
lim
n→∞
∫ T
t
〈∂yΦ(s, un(s)), fnk (s)〉1,−1 ds =
∫
[t,T ]×O
∂yΦ(s, u(s, x))µk(ds, dx), a.s., k = 1, 2.
For the martingale part,
E

 sup
t∈[0,T ]
∣∣∣∣∣
∫ T
t
〈∂yΦ(s, un(s)), (v − vn1 + vn2 )(s) dW 〉 −
∫ T
t
〈∂yΦ(s, u(s)), v(s) dW 〉
∣∣∣∣∣
2


≤ CE
[∫ T
0
|〈∂yΦ(s, un(s)), (v − vn1 + vn2 )(s)〉 − 〈∂yΦ(s, u(s)), v(s)〉|2 ds
]
≤ CE
[∫ T
0
|〈∂yΦ(s, un(s)), (vn2 − vn1 )(s)〉 + 〈∂yΦ(s, un(s))− ∂yΦ(s, u(s)), v(s)〉|2 ds
]
≤ C (‖un‖L 2(K )‖vn2 − vn1 ‖L2((L2)m) + ‖u− un‖L 2(K )‖v‖L2((L2)m))
−→ 0, as n→ +∞.
Letting n→ +∞, we obtain
∫
O
Φ(t, u(t, x)) dx +
1
2
∫ T
t
〈∂yyΦ(s, u(s)), |v(s)|2〉 ds
=
∫
O
Φ(T, u(T, x)) dx−
∫ T
t
∫
O
∂sΦ(s, u(s, x)) dxds +
∫ T
t
〈∂yΦ(s, u(s)), f¯(s)〉 ds
+
∫ T
t
∫
O
∂yΦ(s, u(s, x))µ1(ds, dx) −
∫ T
t
∫
O
∂yΦ(s, u(s, x))µ2(ds, dx)
+
∫ T
t
〈∂yyΦ(s, u(s))∂xiu(s), ∂xiu(s)− g˜i(s)〉 ds−
∫ T
t
〈∂yΦ(s, u(s)), vr(s)〉 dW rs
=
∫
O
Φ(T,G(x)) dx −
∫ T
t
∫
O
∂sΦ(s, u(s, x)) dxds +
∫ T
t
〈∂yΦ(s, u(s)), f¯(s)〉 ds
+
∫ T
t
∫
O
∂yΦ(s, u(s, x))µ1(ds, dx) −
∫ T
t
∫
O
∂yΦ(s, u(s, x))µ2(ds, dx)
−
∫ T
t
〈∂yyΦ(s, u(s))∂xiu(s), aji(s)∂xju(s) + σir(s)vr(s) + g¯i(s)〉 ds
−
∫ T
t
〈∂yΦ(s, u(s)), vr(s)〉 dW rs , a.s., ∀t ∈ [0, T ].
We complete the proof.
Remark 3.8. In our proof, we used Itoˆ formulas of [8, Lemma 7] and [32, Lemma 3.3], which serve to
study the maximum principles for SPDEs and backward SPDEs in bounded domains respectively. It is
worth noting that Itoˆ formulas of [8, Lemma 7] and [32, Lemma 3.3] actually hold for any domain, since
the proofs therein are independent of the unboundedness of the domain. On the other hand, Denis et al
[9] proved a similar Itoˆ formula for the obstacle problems of SPDEs, while Itoˆ formula of Theorem 3.10
herein is independent of the obstacle problems.
Corollary 3.11. Under the hypothesis of Theorem 3.10, there holds with pobability 1
‖u+(t)‖2 +
∫ T
t
‖v(s)1{u>0}‖2 ds
=‖G+‖2 − 2
∫ T
t
〈∂xju+(s), aij∂xiu(s) + σjrvr(s) + g¯j(s)〉 ds +
∫ T
t
2〈u+(s), f¯(s)〉 ds〉 ds
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+∫
[t,T ]×O
2u+(s, x)µ1(ds, dx) −
∫
[t,T ]×O
2u+(s, x)µ2(ds, dx)
−
∫ T
t
2〈u+(s), v(s) dWs〉, ∀t ∈ [0, T ], (3.19)
where u+ := max{u, 0}.
Proof. For k ∈ N, define
ψk(s) :=


0, s ∈ (−∞, 1
k
];
8k2
9
(
s− 1
k
)3
, s ∈ ( 1
k
,
5
4k
];
2k
3
(
s− 5
4k
)2
+
1
6
(
s− 5
4k
)
+
1
72k
, s ∈ ( 5
4k
,
7
4k
];
−8k
2
9
(
s− 2
k
)3
+ s− 3
2k
, s ∈ ( 7
4k
,
2
k
];
s− 3
2k
, s ∈ ( 2
k
,+∞).
(3.20)
By Theorem 3.10, there holds with probability 1∫
O
|ψk(u(t, x))|2 dx+
∫
[t,T ]×O
(|ψ′k|2 + ψkψ′′k) (u(s, x)) |v(s, x)|2 dsdx
=
∫
O
|ψk(G(x))|2 dx−
∫ T
t
2〈(ψkψ′′k + |ψ′k|2)(u(s))∂xju(s), aij∂xiu(s) + σjrvr(s) + g¯j(s)〉 ds
+
∫
[t,T ]×O
2ψk(u(s, x))ψ
′
k(u(s, x))µ1(ds, dx) −
∫
[t,T ]×O
2ψk(u(s, x))ψ
′
k(u(s, x))µ2(ds, dx)
+
∫ T
t
2〈ψkψ′k(u(s)), f¯(s)〉 ds−
∫ T
t
2〈ψkψ′k(u(s)), v(s) dWs〉, ∀t ∈ [0, T ]. (3.21)
In view of (3.20), we have for any (s, x) ∈ [0, T ]×O,
|ψk(u(s, x))| |ψ′′k (u(s, x))| ≤
1
2k
× 4k
3
1[ 1
k
, 2
k
](u(s, x)) ≤ 1[ 1
k
, 2
k
](u(s, x)).
On the other hand, we check that limk→∞ ‖ψk(u)−u+‖H = 0. Therefore, by the dominated convergence
theorem and taking limits in L1([0, T ]× Ω,P;R) on both sides of (3.21), we prove our assertion.
4 Existence and uniqueness of the solution to RBSPDE
4.1 Solution for RBSPDE (1.1)
First, we introduce the assumption on the obstacle process ξ.
(A4′) ξ is almost surely quasi-continuous on Q and there exist (ξ˜, v˜) ∈ H×L((L2)m) and a stochastic
regular measure µ˜ such that ξ ≤ ξ˜, dP⊗ dt⊗ dx-a.e. and

−dξ˜(t, x) =
[
∂xj
(
aij(t, x)∂xi ξ˜(t, x) + σ
jr(t, x)v˜r(t, x)
)
+ (f˜ +∇ · g˜)(t, x)
]
dt
+ µ˜(dt, x)− v˜r(t, x) dW rt , (t, x) ∈ Q;
ξ˜(T, x) = ξ˜T (x), x ∈ O,
(4.1)
holds in the weak sense, where ξ˜T ∈ L2(Ω,FT ;L2) and f˜ , g˜i ∈ L2(L2), i = 1, 2, · · · , d.
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In (A4′), let uµ˜ ∈ L 2(P) be the stochastic regular potential associated with the stochastic regular measure
µ˜ and let (ξˇ, vˇ) ∈ H × L((L2)m) satisfy BSPDE

−dξˇ(t, x) =
[
∆ξˇ(t, x) + ∂xj
(
aij∂xi ξ˜(t, x) + σ
jr v˜r(t, x)
)
+ (f˜ +∇ · g˜)(t, x) −∆ξ˜(t, x)
]
dt
− 2∆uµ˜(t, x) dt− vˇr(t, x) dW rt , (t, x) ∈ Q;
ξˇ(T, x) = ξ˜T (x) + u˜
µ(T, x), x ∈ O.
We have ξ˜ = ξˇ − uµ˜ ≤ ξˇ, dP ⊗ dt ⊗ dx-a.e.. Consequently, the assumption (A4′) is equivalent to the
following (A4).
(A4) ξ is almost surely quasi-continuous on [0, T ] × O and there exists ξˇ ∈ U such that ξ ≤ ξˇ,
dP⊗ dt⊗ dx-a.e..
Definition 4.1. We say that a triple (u, v, µ) is a solution of RBSPDE (1.1), if
(1) (u, v) ∈ H × L2((L2)m) and µ is a stochastic regular measure;
(2) RBSPDE (1.1) holds in the weak sense, i.e., for each ϕ ∈ DT and t ∈ [0, T ]
〈u(t), ϕ(t)〉+
∫ T
t
[〈u(s), ∂sϕ(s)〉+ 〈∂xjϕ(s), aij(s)∂xiu(s) + σjr(s)vr(s)〉] ds
= 〈G,ϕ(T )〉+
∫ T
t
[〈f(s, u(s),∇u(s), v(s)), ϕ(s)〉 − 〈g(s, u(s),∇u(s), v(s)), ∇ϕ(s)〉] ds
+
∫ T
t
∫
Rd
ϕ(s, x)µ(ds, dx) −
∫ T
t
〈ϕ(s), vr(s) dW rs 〉;
(3) u is almost surely quasi-continuous, u(t, x) ≥ ξ(t, x), dP⊗ dt⊗ dx-a.e. and
∫ T
0
∫
O
(u(s, x)− ξ(s, x))µ(ds, dx) = 0, a.s..
By Itoˆ formulas in Theorem 3.10 and Corollary 3.11, we are ready for the comparison principle.
Theorem 4.1. Suppose that (u, v, µ) is a solution of RBSPDE (1.1) under assumptions (A1) − (A4).
Let (ξ1, f1, G1) be another triple which together with (a, σ, g) satisfies assumptions (A1) − (A4). Let
(u1, v1, µ1) be a solution of RBSPDE (1.1) associated with (a, σ,G1, f1, g, ξ1). Suppose further that
f(u,∇u, v) ≤ f1(u,∇u, v), ξ ≤ ξ1, dP⊗ dt⊗ dx− a.e. and G ≤ G1, dP⊗ dx− a.e..
Then, with probability 1 there holds u(t, x) ≤ u1(t, x), q.e..
Proof. Set (u˜, v˜) = (u− u1, v − v1). By Corollary 3.11, we have
E
[
‖u˜+(t)‖2 +
∫ T
t
‖v˜(s)1{u>u1}‖2 ds
]
=E
[
−
∫ T
t
2〈∂xj u˜+(s), aij(s)∂xi u˜+(s) + σjr(s)v˜r(s) + gj(s, u,∇u, v)− gj(s, u1,∇u1, v1)〉 ds
+
∫ T
t
2〈u˜+(s), f(s, u,∇u, v)− f1(s, u,∇u, v) + f1(s, u,∇u, v)− f1(s, u1,∇u1, v1)〉 ds
+
∫
[t,T ]×O
(u− ξ + ξ − ξ1 + ξ1 − u1)+(s, x) (µ− µ1)(ds, dx)
]
≤E
[
−
∫ T
t
2〈∂xj u˜+(s), aij(s)∂xi u˜+(s) + σjr(s)v˜r(s) + gj(s, u,∇u, v)− gj(s, u1,∇u1, v1)〉 ds
+
∫ T
t
2〈u˜+(s), f1(s, u,∇u, v)− f1(s, u1,∇u1, v1)〉 ds
]
20
≤E
[
−
∫ T
t
〈∂xi u˜+(s), (2aij − ̺σjrσir)∂xj u˜+(s)〉 ds+
∫ T
t
1
̺
‖v˜(s)1{u>u1}‖2 ds
+
∫ T
t
(
2‖∇u˜+(s)‖(L‖u˜+(s)‖ + κ
2
‖∇u˜+(s)‖+ β1/2‖v˜(s)1{u>u1}‖
)
+ 2L‖u˜+(s)‖(‖u˜+(s)‖ + ‖∇u˜+(s)‖+ ‖v˜(s)1{u>u1}‖)) ds
]
≤E
[
−
∫ T
t
(
λ− κ− β(̺′ + 2ε))‖∇u˜+(s)‖2 ds+∫ T
t
(1
̺
+
1
̺′ + ε
)
‖v˜(s)1{u>u1}‖2 + C
∫ T
t
‖u˜+(s)‖2 ds
]
,
where 1̺ +
1
̺′ = 1 and ε > 0 is small enough. By Gronwall inequality, we obtain
sup
t∈[0,T ]
E
[
‖u˜+(t)‖2
]
+ E
[∫ T
0
‖v˜(s)1{u>u1}‖2 ds
]
= 0.
By the quasi-continuity of u and u1, there follows u(t, x) ≤ u1(t, x), q.e., with probability 1. The proof
is complete.
Lemma 4.2. Under assumptions (A1−A4), the solution of RBSPDE (1.1) is unique.
Sketch of the proof. Let (u1, v1, µ1) and (u2, v2, µ2) be two solutions of RBSPDE (1.1). Setting (δu, δv) =
(u1 − u2, v1 − v2), we have by Theorem 3.10,
E
[
‖δu(t)‖2 +
∫ T
t
‖δv(s)‖2 ds
]
=E
[
−
∫ T
t
〈2∂xiδu(s), aij∂xjδu(s) + σirδvr(s) + gi(s, u1,∇u1, v1)− gi(s, u2,∇u2, v2)〉 ds
+
∫ T
t
〈2δu(s), f(s, u1,∇u1, v1)− f(s, u2,∇u2, v2)〉 ds
+
∫
[t,T ]×O
2
(
u1 − ξ − (u2 − ξ)
)
(s, x)
(
µ1 − µ2
)
(ds, dx)
]
≤E
[
−
∫ T
t
〈∂xiδu(s), (2aij − ̺σjrσir)∂xjδu(s)〉 ds+
∫ T
t
1
̺
‖δv(s)‖2 ds
+
∫ T
t
(
2‖∇δu(s)‖(L‖δu(s)‖+ κ
2
‖∇δu(s)‖+ β1/2‖δv(s)‖)
+ 2L‖δu(s)‖(‖δu(s)‖+ ‖∇δu(s)‖+ ‖δv(s)‖)) ds
− 2
∫
[t,T ]×O
(u2 − ξ)(s, x)µ1(ds, dx) − 2
∫
[t,T ]×O
(u1 − ξ)(s, x)µ2(ds, dx)
]
≤E
[
−
∫ T
t
(
λ− κ− β(̺′ + 2ε))‖∇δu(s)‖2 ds+∫ T
t
(1
̺
+
1
̺′ + ε
)
‖δv(s)‖2 + C(ε, λ, β, κ, ̺)
∫ T
t
‖δu(s)‖2 ds
]
,
where 1̺ +
1
̺′ = 1 and ε > 0 is small enough. By Gronwall inequality, we obtain
sup
t∈[0,T ]
E
[‖δu(t)‖2]+ E[ ∫ T
t
‖δv(s)‖2 ds
]
= 0.
Thus, (u1, v1) = (u2, v2) and in view of (2) in Definition 4.1, we further get µ1 = µ2. We complete the
proof.
Remark 4.1. Let assumptions (A1−A4) hold with ξ(T ) ≤ G, dP⊗dx-a.e.. By the theory on quasi-linear
BSPDEs (see [30, Chapter 1]), there exists a unique solution (u¯, v¯) ∈ H × L2((L2)m) to the following
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BSPDE 

−du¯(t, x) =
[
∂xj
(
aij(t, x)∂xi u¯(t, x) + σ
jr(t, x)v¯r(t, x)
)
+ (f +∇ · g)(t, x, u¯(t, x),∇u¯(t, x), v¯(t, x))
]
dt
− v¯r(t, x) dW rt , (t, x) ∈ Q;
u¯(T, x) =G(x), x ∈ O.
Suppose that (u, v, µ) is the solution of RBSPDE (1.1). By Theorem 4.1 and Lemma 4.2, (u¯, v¯, 0)
must be the unique solution to RBSPDE (1.1) associated with obstacle process ξ ∧ u¯ and furthermore,
u¯(t, x) ≤ u(t, x), q.e.. Therefore, (u, v, µ) coincides with the solution of RBSPDE (1.1) with the obstacle
process being replaced by ξ ∨ u¯. In other words, assumption (A4) is equivalent to the following one:
(A4b) ξ is almost surely quasi-continuous on [0, T ] × O and there exists ξˇ ∈ U such that |ξ| ≤ ξˇ,
dP⊗ dt⊗ dx-a.e..
4.2 RBSPDEs with Laplacian leading coefficients
Let ξ˜ satisfy assumption (A4) with ξ˜(T ) ≤ G, dP ⊗ dx-a.e., G ∈ L2(Ω,FT ;L2) and f¯ , g¯i ∈ L2(L2),
i = 1, 2, · · · , d. Consider the following reflected BSPDE

−du(t, x) = [∆u(t, x) + (f¯ +∇ · g¯)(t, x)] dt+ µ(dt, x)− vr(t, x) dW rt , (t, x) ∈ Q;
u(T, x) =G(x), x ∈ O;
u(t, x) ≥ ξ˜(t, x), dP⊗ dt⊗ dx− a.e.;
∫
Q
(
u(t, x)− ξ˜(t, x))µ(dt, dx) = 0, a.s..
(4.2)
Let φ ∈ U (I, 0, G, f¯ , g¯). Then, ξ := ξ˜ − φ satisfies assumption (A4) with ξ(T ) ≤ 0, dP ⊗ dx-a.e. and
RBSPDE (4.2) is equivalent to the following one

−du(t, x) =∆u(t, x) dt+ µ(dt, x)− vr(t, x) dW rt , (t, x) ∈ Q;
u(T, x) = 0, x ∈ O;
u(t, x) ≥ ξ(t, x), dP⊗ dt⊗ dx− a.e.;
∫
Q
(
u(t, x)− ξ(t, x))µ(dt, dx) = 0, a.s..
(4.3)
Before solving RBSPDEs (4.2) and (4.3), we investigate a class of BSPDEs with stochastic measures
and a related variational problem.
Set
Up = {u = u¯− u˜; u˜ ∈ L 2(P), u¯ ∈ U (I, 0, u˜(T ), 0,−2∇u˜)}.
Thus, for each u ∈ Up, there exist v ∈ L2((L2)m) and stochastic measure µ associated with some stochastic
potential u˜ ∈ L 2(P), such that{
−du(t, x) =∆u(t, x) dt + µ(dt, x)− vr(t, x) dW rt , (t, x) ∈ Q;
u(T, x) = 0, x ∈ O,
holds in the weak sense.
For each ζ satisfying assumption (A4) and each u ∈ U , we introduce the following variational problem
Γ(u, ζ) = ess inf{u+ φ : φ ∈ Up, u+ φ ≥ ζ, dP⊗ dt⊗ dx-a.e.}. (4.4)
It is not hard to verify
(i) Γ(u, ζ) = Γ(0, ζ − u) + u, for each ζ satisfying assumption (A4) and u ∈ U ;
(ii) Γ(0, ξ) = ξ, for each ξ ∈ Up;
(iii) for any ζ1, ζ2 satisfying assumption (A4), Γ(0, ζ1) ≤ Γ(0, ζ2) + Γ(0, ζ1 − ζ2).
Define
PT = {u ∈ K : u(T − ·) ∈ P with u(T−) = 0} .
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Lemma 4.3. For each uˆ ∈ L2(Ω,FT ;PT ), there exists u ∈ Up such that u(t) = E[uˆ(t)|Ft], ∀ t ∈ [0, T ].
Proof. Put u(t) = E[uˆ(t)|Ft], t ∈ [0, T ]. It is sufficient to prove u ∈ Up.
First, by Lemma 3.3, there exists ˆ˜u ∈ L2(Ω,FT ;W ) such that uˆ ≤ ˆ˜u, dP ⊗ dt ⊗ dx − a.e. and
‖ˆ˜u‖W ≤ C‖uˆ‖K , a.s.. Set u˜(t) = E[ˆ˜u(t)|Ft], t ∈ [0, T ]. Then u˜ ∈ U and there exist (φ, f˜ , v˜) ∈
L2(Ω,FT ;L2)× L2(H−1)× L2((L2)m) such that (u˜, v˜) is the solution of BSPDE{
−du˜(t, x) = (∆u˜(t, x) + f˜(t, x)) dt− v˜r(t, x) dW rt , (t, x) ∈ Q;
u˜(T, x) =φ(x), x ∈ O.
It is clear that u ≤ u˜, dP⊗ dt⊗ dx-a.e..
For each δ > 0, consider uˆδ ∈ H satisfying
−∂tuˆδ(t, x) = ∆uˆδ(t, x) + uˆ(t, x)− uˆδ(t, x)
δ
, (t, x) ∈ Q; uˆδ(T ) = 0.
From assertion (i) of Lemma 3.6, we deduce that {uˆδ}δ>0 ⊂ L2(Ω,FT ;P) converges increasingly in
L2(Ω× [0, T ];L2) and weakly in L2(Ω× [0, T ];H10 ) to uˆ, as δ → 0+. Taking
uδ(t) = E[uˆδ(t)|Ft], for each t ∈ [0, T ], (4.5)
we conclude from Lemma 3.1 that uδ, together with some vδ ∈ L2((L2)m), satisfies BSPDE

−duδ(t, x) =
(
∆uδ(t, x) +
u(t, x)− uδ(t, x)
δ
)
dt− vrδ (t, x) dW rt , (t, x) ∈ Q;
uδ(T, x) = 0, x ∈ O.
Moreover, from relation (4.5) and Lemma 3.6, it follows that {uδ}δ>0 is bounded in L 2(K ), and converges
increasingly in L2(L2) and weakly in L2(H10 ) to u, as δ → 0+. By Itoˆ formula, we obtain
E
[
‖uδ(t)− u˜(t)‖2 − ‖φ‖2 +
∫ T
t
(
2‖∇(uδ(s)− u˜(s))‖2 + ‖vδ(s)− v˜(s)‖2
)
ds
]
=E
[ ∫ T
t
∫
O
2(uδ − u˜)u− uδ
δ
(s, x) dxds −
∫ T
t
2〈uδ − u˜(s), f˜(s)〉1,−1 ds
]
=E
[ ∫ T
t
∫
O
2(uδ − u+ u− u˜)u− uδ
δ
(s, x) dxds −
∫ T
t
2〈uδ(s)− u˜(s), f˜(s)〉1,−1 ds
]
≤E
[ ∫ T
t
‖uδ(s)− u˜(s)‖21 ds+
∫ T
t
‖f˜(s)‖2−1 ds
]
,
which implies {vδ}δ>0 is bounded in L2((L2)m) and admits a subsequence converging weakly. Without
any loss of generality, we assume {v1/n} converges weakly to some v ∈ L2((L2)m). We choose a subse-
quence of convex combinations (uˇ1/n, vˇ1/n) ∈ conv{(u1/k, v1/k) : k ≥ n, k ∈ N} such that (uˇ1/n, vˇ1/n)
converges strongly to (u, v) in L2(H10 )×L2((L2)m). In particular, {uˇ1/n} is chosen to be an increasing se-
quence. Denote by {gˇ1/n} the corresponding subsequence of convex combinations of {n(u−u1/n) : n ∈ N}.
For each n ∈ N, let uµ1/n ∈ L 2(P) solve PDE
∂tu
µ
1/n(t, x) = ∆u
µ
1/n(t, x) + gˇ1/n, (t, x) ∈ Q; uµ1/n(0) = 0;
and u¯1/n satisfies SPDE
du¯1/n(t, x) =
(
∆u¯1/n(t, x)− 2∆uˇ1/n(t, x)
)
dt+ vˇ1/n(t, x) dWt, (t, x) ∈ Q; u¯1/n(0) = uˇ1/n(0+).
Then we have uˇ1/n = u¯1/n − uµ1/n. As {uˇ1/n(0+)}n∈N converges increasingly to u(0+) in L2 and
{(uˇ1/n, vˇ1/n)} converges strongly in L2(H10 ) × L2((L2)m). By SPDE theory (see [8]), u¯1/n converges
strongly to some u¯ in H. Consequently, {uµ1/n} is bounded in L2(Ω,FT ;K ), and converges strongly to
some uµ in L2(H10 ). In view of the closedness of L2(P) (see Remark 3.3), we have uµ ∈ L 2(P). Hence,
u = u¯− uµ ∈ Up. We complete the proof.
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Remark 4.2. Conversely, given u ∈ Up with{
−du(t, x) =∆u(t, x) dt + µ(dt, x)− vr(t, x) dW rt , (t, x) ∈ Q;
u(T, x) = 0, x ∈ O,
let uµ ∈ L 2(P0) be the stochastic regular potential associated with µ, and let u˜ ∈ L2(Ω,FT ;W ) satisfy
almost surely PDE
−∂tu˜ = ∆u˜+ 2∆uµ; u˜(T ) = −uµ(T ).
Then uˆ := u˜+ uµ belongs to L2(Ω,FT ;PT ) and satisy
−∂tuˆ−∆uˆ = µ; u(T ) = 0.
By approximating the stochastic regular potential uµ, it is easy to verify that
u(t) = E
[
uˆ(t)
∣∣Ft] , ∀ t ∈ [0, T ].
To study RBSPDE (4.3), we consider the following penalized BSPDE for each n ∈ N,{
−dun(t, x) =
(
∆un(t, x) + n(un(t, x)− ξ(t, x))−
)
dt− vrn(t, x) dW rt , (t, x) ∈ Q;
un(T, x) = 0, x ∈ O,
(4.6)
which admits a unique solution (un, vn) ∈ H × L2((L2)m) with un being quasi-continuous almost surely.
Let ψ ∈ L2(Ω,FT ;L2(O)) and fˇ , gˇi ∈ L2(L2), i = 1, 2, · · · , d. Suppose that ξˇ ∈ U (I, 0, ψ, fˇ , gˇ) with
diffusion term vˇ ∈ L2((L2)m), dominates the obstacle process ξ from above in assumption (A4). Itoˆ
formula yields
‖(un − ξˇ)(t)‖2 +
∫ T
t
‖(vn − vˇ)(s)‖2 ds+ 2
∫ T
t
‖∇(un − ξˇ)(s)‖2 ds
= ‖ψ‖2 +
∫ T
t
2〈(un − ξˇ)(s), n(un − ξ)−(s)− fˇ(s)〉 ds+
∫ T
t
2〈∇(un − ξˇ)(s), gˇ(s)〉 ds
−
∫ T
t
2〈(un − ξˇ)(s), (vn − vˇ)(s) dWs〉
≤
∫ T
t
(
‖(un − ξˇ)(s)‖2 + 1
2
‖∇(un − ξˇ)(s)‖2 + C
(‖fˇ(s)‖2 + ‖gˇ(s)‖2)) ds− ∫ T
t
2n‖(un − ξ)−(s)‖2 ds
−
∫ T
t
2〈(un − ξˇ)(s), (vn − vˇ)(s) dWs〉+ ‖ψ‖2, (4.7)
which together with
E
[
sup
τ∈[t,T ]
∣∣∣∣
∫ T
τ
2〈(un − ξˇ)(s), (vn − vˇ)(s) dWs〉
∣∣∣∣
]
≤ 4E
[
sup
τ∈[t,T ]
∣∣∣∣
∫ τ
t
〈(un − ξˇ)(s), (vn − vˇ)(s) dWs〉
∣∣∣∣
]
(by BDG inequality) ≤CE
[(∫ T
t
‖(un − ξˇ)(s)‖2‖(vn − vˇ)(s)‖2 ds
)1/2]
≤E
[
ε sup
s∈[t,T ]
‖(un − ξˇ)(s)‖2 + Cε
∫ T
t
‖(vn − vˇ)(s)‖2 ds
]
, (4.8)
implies by Gronwall inequality
‖(un − ξˇ)‖2H + E
[ ∫ T
0
‖(vn − vˇ)(s)‖2 ds+
∫ T
0
n‖(un − ξ)−(s)‖2 ds
]
≤C E
[
‖ψ‖2 +
∫ T
0
(‖fˇ(s)‖2 + ‖gˇ(s)‖2) ds
]
. (4.9)
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Thus, there exists positive constant C independent of n, such that
‖un‖2H + E
[ ∫ T
0
‖vn(s)‖2 ds+
∫ T
0
n‖(un − ξ)−(s)‖2 ds
]
≤ C‖ξˇ‖U . (4.10)
By the comparison principles for BSPDEs, {un} is an increasing sequence in L2(L2). Consequently,
we are allowed to choose a subsequence {(un, vn)} (denoted by itself) such that {un} converges increasingly
to some u in L2(L2) and {(un, vn)} converges weakly to (u, v) in L2(H10 )×L2((L2)m). We further choose a
subsequence of convex combinations (uˇn, vˇn) ∈ conv{(uk, vk) : k ≥ n, k ∈ N} such that (uˇn, vˇn) converges
strongly to (u, v) in L2(H10 ) × L2((L2)m). In particular, {uˇn} is chosen to be an increasing sequence.
Denote by {gˇn} the corresponding subsequence of convex combinations of {n(un − ξ)− : n ∈ N}.
In view of (4.10), we know u ≥ ξ, dP ⊗ dt ⊗ dx-a.e.. Through similar arguments to the proof for
Lemma 4.3, we can check u ∈ Up. Therefore,
u ≥ Γ(0, ξ), dP⊗ dt⊗ dx-a.e.. (4.11)
In fact, we further have
Proposition 4.4. Let ξ satisfy assumption (A4) with ξ(T ) ≤ 0, dP⊗dx-a.e.. For the random field (u, v)
obtained through the penalized procedure (4.6)-(4.10), we assert that u = Γ(0, ξ) and by (4.10),
‖u‖L 2(K ) + ‖v‖L2((L2)m) ≤ C ‖ξˇ‖U .
Proof. It is sufficient to prove u = Γ(0, ξ). For each u¯ ∈ Up satisfying u¯ ≥ ξ, dP ⊗ dt ⊗ dx-a.e., let
(u¯k, v¯k) ∈ H× L2((L2)m) satisfy the following BSPDE for each k ∈ N,{
−du¯k(t, x) = [∆u¯k(t, x) + k(u¯(t, x) − u¯k(t, x))] dt− v¯k(t, x) dWt, (t, x) ∈ Q;
u¯k(T, x) = 0, x ∈ O.
By Remark 4.2, there exists uˆ ∈ L2(Ω,FT ;P) such that u¯(t) = E [uˆ(t)|Ft], ∀ t ∈ [0, T ]. In a similar way
to the proof of Lemma 4.3, it follows that {u¯k}k∈N is bounded in L 2(K ), and converges increasingly in
L2(L2) and weakly in L2(H10 ) to u¯, as k → +∞.
By Corollary 3.11, we have
E
[
‖(u¯k − un)−(t)‖2 +
∫ T
t
(
2‖∇(u¯k − un)(s)1{u¯k(s)<un(s)}‖2 + ‖(v¯k − vn)(s)1{u¯k(s)<un(s)}‖2
)
ds
]
= −2E
[∫ T
t
〈(u¯k − un)−(s), k(u¯ − u¯k)(s)− n(un − ξ)−(s)〉 ds
]
≤ 2E
[∫ T
t
〈(u¯k − u¯)−(s) + (u¯ − ξ)−(s) + (ξ − un)−(s), n(un − ξ)−(s)− k(u¯− u¯k)(s)〉 ds
]
≤ 2E
[∫ T
t
〈(uk − u¯)−(s), n(un − ξ)−(s)〉 ds
]
−→ 0, as k → +∞.
Here, {un}n∈N and {vn}n∈N are from the penalized procedure (4.6)-(4.10). Therefore, u¯ ≥ un for each
n ∈ N and by taking limits, there follows u¯ ≥ u, dP⊗ dt⊗ dx-a.e.. In view of the definition of Γ(0, ξ) and
relation (4.11), we have u = Γ(0, ξ). This completes the proof.
Corollary 4.5. Suppose that ϕ, ψ and φ satisfy assumption (A4), and ψ ≥ φ ≥ ϕ, dP ⊗ dt ⊗ dx-a.e.
with ψ(T ) ≥ φ(T ) ≥ 0 ≥ ϕ(T ), dP⊗ dx-a.e.. Then,
Γ(0, ϕ) ≤ Γ(φ¯, φ) ≤ Γ(ψ¯, ψ), dP⊗ dt⊗ dx− a.e., (4.12)
where φ¯ ∈ U (I, 0, φ(T ), 0, 0) and ψ¯ ∈ U (I, 0, ψ(T ), 0, 0).
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Proof. In view of Proposition 4.4, we consider the following well-posed BSPDEs for each n ∈ N{
−du¯n(t, x) =
(
∆u¯n(t, x) + n(u¯n(t, x) − φ(t, x) + φ¯(t, x))−
)
dt− v¯rn(t, x) dW rt , (t, x) ∈ Q;
u¯n(T, x) = 0, x ∈ O,{
−duˆn(t, x) =
(
∆uˆn(t, x) + n(uˆn(t, x)− ψ(t, x) + ψ¯(t, x))−
)
dt− vˆrn(t, x) dW rt , (t, x) ∈ Q;
uˆn(T, x) = 0, x ∈ O,
and {
−dun(t, x) =
(
∆un(t, x) + n(un(t, x)− ϕ(t, x))−
)
dt− vrn(t, x) dW rt , (t, x) ∈ Q;
un(T, x) = 0, x ∈ O.
Set u˜n = u¯n + φ¯ and uˇn = uˆn + ψ¯. There exists (v˜n, vˇn) ∈ L2((L2)m)× L2((L2)m), which together with
(u˜n, uˇn) satisfies BSPDEs{
−du˜n(t, x) =
(
∆u˜n(t, x) + n(u˜n(t, x) − φ(t, x))−
)
dt− v˜rn(t, x) dW rt , (t, x) ∈ Q;
u˜n(T, x) =φ(T ), x ∈ O,
and {
−duˇn(t, x) =
(
∆uˇn(t, x) + n(uˇn(t, x)− ψ(t, x))−
)
dt− vˇrn(t, x) dW rt , (t, x) ∈ Q;
uˇn(T, x) =ψ(T ), x ∈ O.
By the comparison principles of BSPDEs, we have uˇn ≥ u˜n ≥ un, dP⊗ dt⊗ dx-a.e., n = 1, 2, · · · . In view
of the penalized procedure (4.7)-(4.10) and Proposition 4.4, we prove (4.12).
Before studying the resolution of RBSPDEs (4.2) and (4.3), we present an approximation result for
the elements of W .
Lemma 4.6. For each φ ∈ W , there exist φ0 ∈ PT and {φn} ⊂ R, such that φn(T ) = φ(T ),
‖φn‖W + ‖φ0‖K ≤ C‖φ‖W , ‖φn − φ‖W ≤ 2−n‖φ‖W and |φ− φn| ≤ n−1φ0, n ∈ N.
Proof. If ‖φ‖W = 0, we set φn = 0. In the following, we assume ‖φ‖W > 0.
Since L2 is dense in H−1, there exists {fn;n ∈ N} ⊂ L2(Q) such that
lim
n→+∞
‖ − ∂tφ−∆φ− fn‖−1 = 0 and ‖φ− φn‖W ≤ 2−n‖φ‖W , n ∈ N,
with φn satisfying
−∂tφn −∆φn = fn; φn(T ) = φ(T ).
Then by Proposition 4.4,
‖Γ(0, φ− φn) + Γ(0, φn − φ)‖K ≤ C‖φn − φ‖W ≤ C2−n‖φ‖W , n ∈ N.
Therefore,
∑+∞
n=1 n
{
Γ(0, φ− φn) + Γ(0, φn − φ))
}
converges strongly in K to some φ0 ∈ PT . Moreover,
‖φ0‖K ≤ C‖φ‖W and |φ− φn| ≤ n−1φ0, dt⊗ dx− a.e..
We complete the proof.
Applying Lemma 4.6 point-wisely and taking conditional expectations, we obtain the corollary.
Corollary 4.7. For each φ ∈ U , there exist φ0 ∈ Up and a sequence {φn} ⊂ L 2(R) such that for any
n ∈ N,
φn(T ) = φ(T ), ‖φn‖U +‖φ0‖L 2(K ) ≤ C‖φ‖U , ‖φn−φ‖U ≤ 2−n‖φ‖U , |φ−φn| ≤ n−1φ0, dP⊗dt⊗dx−a.e..
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In particular, if φ ∈ U (I, 0, ψ,J (f+ − f−)) with ψ ∈ L2(Ω,FT ;L2) and f+, f− ∈ L2((H−1)+), then, in
view of the above proof of Lemma 4.6 and the denseness of (L2)+ in (H−1)+, we are allowed to choose
φ0 ∈ Up, {fn+, fn−; n ∈ N} ⊂ L2((L2)+) and φn ∈ U (I, 0, ψ, fn+ − fn−, 0), such that
lim
n→∞
(‖fn+ − f+‖L2(H−1) + ‖fn− − f−‖L2(H−1)) = 0,
and for each n,
‖φn‖U + ‖φ0‖L 2(K ) ≤ C‖φ‖U , ‖φn − φ‖U ≤ 2−n‖φ‖U , |φ− φn| ≤ n−1φ0, dP⊗ dt⊗ dx− a.e..
Now, we are ready for the resolution of RBSPDE (4.3) with ξ satisfying assumption (A4). First, we
investigate a special class of RBSPDEs, of whose solutions the stochastic regular measure admits a density
w.r.t. Lebesgue measure in the distributional sense. The assertions herein will include the deterministic
results (see [5]) as particular cases.
Proposition 4.8. Let ξ of RBSPDE (4.3) lie in U . Assume further that (ξ, ζ) ∈ U ×L2((L2)m) be the
solution of the following BSPDE{
−dξ(t, x) = [∆ξ(t, x) + f+(t, x)− f−(t, x)] dt− ζ(t, x) dWt, (t, x) ∈ Q;
ξ(T, x) =ψ, x ∈ O;
where ψ ∈ L2(Ω,FT ;L2), ψ ≤ 0, dP ⊗ dx-a.e., f+, f− ∈ L2((H−1)+). Then RBSPDE (4.3) admits a
unique solution (u, v, µ). And for this solution, we have u = Γ(0, ξ) ∈ U ∩ Up, µ(dt, dx) = β(t, x)dtdx
with β ∈ L2(H−1), 0 ≤ β(t) ≤ f+(t) in H−1, dP⊗ dt-a.e., and
‖u‖2H + ‖v‖2L2((L2)m) ≤ C‖ξ‖2U . (4.13)
Proof. The uniqueness and the estimate (4.13) follows from Lemma 4.2 and Proposition 4.4 respectively.
We shall prove the other assertions in two steps.
Step 1. We adopt the penalized method used in (4.6)-(4.10). Extracting if necessary a subsequence, we
obtain a sequence {un} converges increasingly to some u in L2(L2), {(un, vn)} converges weakly to (u, v)
in L2(H10 )× L2((L2)m), and
‖un‖2H + E
[ ∫ T
0
‖vn(s)‖2 ds+
∫ T
0
n‖(un − ξ)−(s)‖2 ds
]
≤ C‖ξ‖U . (4.14)
First, assume further that f+, f− ∈ L2((L2)+). By Corollary 3.11, we have
E
[
‖(un − ξ)−(t)‖2 +
∫ T
t
(
2‖∇(un − ξ)(s)1{ξ(s)>un(s)}‖2 + ‖(ζ − vn)(s)1{ξ(s)>un(s)}‖2
)
ds
]
= −2E
[∫ T
t
n‖(un − ξ)−(s)‖2 ds+
∫ T
t
〈(un − ξ)−(s), f+(s)− f−(s)〉 ds
]
≤ −E
[∫ T
t
n‖(un − ξ)−(s)‖2 ds+ C
n
∫ T
t
‖f+(s)− f−(s)‖2 ds
]
,
which implies
n2E
[ ∫ T
0
‖(un − ξ)−(s)‖2 ds
]
≤ CE
[ ∫ T
0
‖f+(s)− f−(s)‖2 ds
]
. (4.15)
Set
βn = n(un − ξ)− and (unk, vnk, βnk) = (un − uk, vn − vk, βn − βk), n, k ∈ N.
By Ito formula and (4.15), we have
‖unk(t)‖2 +
∫ T
t
(
2‖∇unk(s)‖2 + ‖vnk(s)‖2
)
ds
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=∫ T
t
2〈un(s)− ξ(s) + ξ(s)− uk(s), n(un(s)− ξ(s))− − k(uk(s)− ξ(s))−〉 ds−
∫ T
t
2〈unk(s), vnk(s) dWs〉
≤
∫ T
t
2(k + n)〈(un(s)− ξ(s))−, (uk(s)− ξ(s))−〉 ds−
∫ T
t
2〈unk(s), vnk(s) dWs〉
≤ (k−1 + n−1)C∫ T
0
‖f+(s)− f−(s)‖2 ds−
∫ T
t
2〈unk(s), vnk(s) dWs〉, (4.16)
which together with
E
[
sup
τ∈[t,T ]
∣∣∣ ∫ T
τ
2〈unk(s), vnk(s) dWs〉
∣∣∣] ≤ 4E[ sup
τ∈[t,T ]
∣∣∣ ∫ τ
t
〈unk(s), vnk(s) dWs〉
∣∣∣]
(by BDG inequality) ≤CE
[(∫ T
t
‖unk(s)(s)‖2‖vnk(s)‖2 ds
)1/2]
≤E
[
ε sup
s∈[t,T ]
‖unk(s)‖2 + C(ε)
∫ T
t
‖vnk(s)‖2 ds
]
, ∀ ε > 0
and Gronwall inequality, implies
‖unk‖H + ‖vnk‖L2((L2)m) ≤ C
(
k−1 + n−1)
∫ T
0
‖f+(s)− f−(s)‖2 ds −→ 0, as n, k → +∞. (4.17)
Denote the limit by (u, v). By (4.15), extracting a subsequence if necessary, we may assume without any
loss of generality that {βn; n ∈ N} converges weakly to some β in L2(L2). Taking limits, we have β ≥ 0,
dP⊗ dt⊗ dx-a.e. and for any ϕ ∈ D,
〈u(t), ϕ(t)〉 +
∫ T
t
[〈u(s), ∂sϕ(s)〉 + 〈∇u(s), ∇ϕ(s)〉] ds =
∫ T
t
〈β(s), ϕ(s)〉 ds +
∫ T
t
〈ϕ(s), vr(s) dW rs 〉.
Thus, u ∈ U ∩Up and by assertion (i) of Proposition 3.9, u is almost surely quasi-continuous. Proposition
4.4 yields that u = Γ(0, ξ). On the other hand, combining the strong convergence of {un} and the weak
convergence of {βn}, we have
E
[∫
Q
(
u(s, x)− ξ(s, x))β(s, x) dsdx] = lim
n→∞
E
[ ∫
Q
(
un(s, x)− ξ(s, x)
)
n
(
un(s, x)− ξ(s, x)
)−
dsdx
]
≤ 0,
which together with u = Γ(0, ξ) and β ≥ 0, implies∫
Q
(
u(s, x)− ξ(s, x))β(s, x) dsdx = 0, a.s..
Put µ(dt, dx) = β(t, x)dtdx. Then, (u, v, µ) is a solution of RBSPDE (4.3).
Set ξˆ ∈ U (I, 0, 0, f+, 0) and ξ¯ ∈ U (I, 0,−ψ, f−, 0). Then ξ = ξˆ − ξ¯, ξˆ ∈ Up and Γ(0, ξˆ) = ξˆ. Let
(ξˆn, vˆn) ∈ H × L2((L2)m) be the solution of the following penalized BSPDE{
−dξˆn(t, x) =
(
∆ξˆn(t, x) + n(ξˆn(t, x) − ξˆ(t, x))−
)
dt− vˆrn(t, x) dW rt , (t, x) ∈ Q;
ξˆn(T, x) = 0, x ∈ O,
and let (u¯n, v¯n) ∈ H× L2((L2)m) solve BSPDE{
−du¯n(t, x) =
(
∆u¯n(t, x) + n(u¯n(t, x)− ξˆ(t, x))−
)
dt− v¯rn(t, x) dW rt , (t, x) ∈ Q;
u¯n(T, x) = − ψ, x ∈ O.
In view of BSPDE (4.6), it is easy to check that u¯n = un+ ξ¯. From the comparison principles for BSPDEs,
we deduce that u¯n ≥ ξˆn and thus,
n(un − ξ)− = n(u¯n − ξˆ)− ≤ n(ξˆn − ξˆ)−, dP⊗ dt⊗ dx-a.e.. (4.18)
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In a similar way to (4.6)-(4.10), we are allowed to choose a subsequence of convex combinations (βˆk, fˆk) ∈
conv{(n(un−ξ)−, n(ξˆn−ξˆ)−); n ≥ k}, such that (βˆk, fˆk) converges strongly to (β, f+) in L2(L2)×L2(L2).
By (4.18), there follows β ≤ f+, dP⊗ dt⊗ dx-a.e..
Step 2. Now, we consider the general f+ and f−.
By Corollary 4.7, we choose {fn+, fn− : n ∈ N} ⊂ L2((L2)+) and φ0 ∈ Up, such that (fn+, fn−) converges
to (f+, f−) in L2(H−1)× L2(H−1) and ξn ∈ U (I, 0, ψ, fn+, fn−, 0) satisfies
‖ξn‖U + ‖φ0‖L 2(K ) ≤ C‖ξ‖U , ‖ξn − ξ‖U ≤ 2−n‖ξ‖U and |ξn − ξ| ≤ n−1φ0, dP⊗ dt⊗ dx. (4.19)
Denote by (un, vn, βn(t, x) dtdx) the solution of RBSPDE (4.3) with the associated obstacle process
being replaced by ξn. Then, un = Γ(0, ξn), βn ∈ L2(L2), 0 ≤ βn ≤ fn+, dP⊗ dt⊗ dx-a.e., and
‖un‖H + ‖vn‖L2((L2)m) ≤ C‖ξn‖U ≤ C‖ξ‖U < +∞. (4.20)
In particular, for any φ ∈ C (Q), we have almost surely∣∣∣∣
∫
Q
φ(t, x)βn(t, x) dtdx
∣∣∣∣ ≤
∫
Q
(φ+ + φ−)(t, x)fn+(t, x) dtdx ≤ C‖fn+‖L2(H−1)‖φ‖L2(H1
0
),
where (φ+, φ−) := (max{φ, 0},max{−φ, 0}) and we use the fact that there exists a universal constant C
such that
‖|φ|‖L2(0,T ;H1
0
) = ‖φ+ + φ−‖L2(0,T ;H1
0
) ≤ C‖φ‖L2(0,T ;H1
0
), ∀φ ∈ L2(0, T ;H10 ).
Since C (Q) is dense in L2(0, T ;H10 ), there exists constant C0 independent of n such that ‖βn‖L2(H−1) ≤
C0 < +∞.
On the other hand, setting u = Γ(0, ξ), we have
|un − u| = |Γ(0, ξn)− Γ(0, ξ)| ≤ |Γ(0, ξn − ξ) + Γ(0, ξ − ξn)|
≤ 2n−1φ0 −→ 0, dP⊗ dt⊗ dx− a.e., as n→ +∞.
Let uβ
n ∈ L 2(W ) ∩ L 2(P′) be the regular stochastic potentials associated with βn(t, x)dtdx. By the
boundedness βn in L2(H−1), we are allowed to choose a subsequence ({uβn ;n ∈ N} (denoted by itself,
without any loss of generality) which is bounded in L2(K ) and converges weakly in L2(H10 ). And
further, by the boundedness of (un, vn, βn) in H × L2((L2)m) × L2(H−1), we can choose a sequence of
convex combinations (uˇn, vˇn, βˇn) ∈ conv{(uk, vk, βk) : k ≥ n} such that (uˇn, vˇn, βˇn) converges strongly
in L2(H10 )×L2((L2)m)×L2(H−1) to some (u¯, v, β) with u¯ = u. Taking limits, we obtain that 0 ≤ β ≤ f+
in H−1, dP⊗ dt-a.e. and for any ϕ ∈ D,
〈u(t), ϕ(t)〉 +
∫ T
t
[〈u(s), ∂sϕ(s)〉 + 〈∇u(s), ∇ϕ(s)〉] ds =
∫ T
t
〈β(s), ϕ(s)〉 ds +
∫ T
t
〈ϕ(s), vr(s) dW rs 〉.
By [30, Theorem 1.2 of Chapter 1] or [34, Theorem 4.2], u ∈ U ∩Up and by assertion (i) of Proposition
3.9, u is almost surely quasi-continuous. Moreover, by (ii) of Proposition 3.9,∫ T
0
〈(u− ξ)(t), β(t)〉1,−1 dt = lim
n→+∞
∫ T
0
〈(un − ξn)(t), βn(t)〉1,−1 dt = 0, a.s..
Consequently, (u, v, µ) with µ(dt, dx) = β(t, x)dtdx is the unique solution of RBSPDE (4.3). We complete
the proof.
Now, we are in a position to present the main results of this subsection for RBSPDEs with Laplacian
leading coefficients.
Theorem 4.9. Let the obstacle process ξ of RBSPDE (4.3) satisfy assumption (A4) with ξ(T ) ≤ 0,
dP⊗ dx-a.e.. Then RBSPDE (4.3) admits a unique solution (u, v, µ) with u = Γ(0, ξ) and
‖u‖H + ‖v‖L2((L2)m) ≤ C‖ξˇ‖U . (4.21)
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Proof. The uniqueness and the estimate (4.21) follow from Lemma 4.2 and Proposition 4.4 respectively.
We shall prove the other assertions in two steps.
Step 1. We first assume ξ ∈ U . In view of Remark 3.6, we see that ξ does not necessarily satisfy
the hypothesis of Proposition 4.8.
By Corollary 4.7, there exist ξ0 ∈ Up and a sequence {ξn} ⊂ L 2(R) such that ξn(T ) = ξ(T ),
‖ξn‖U + ‖ξ0‖L 2(K ) ≤ C‖ξ‖U , ‖ξn − ξ‖U ≤ 2−n‖ξ‖U and |ξn − ξ| ≤ n−1ξ0, dP⊗ dt⊗ dx− a.e..
For each n, by Proposition 4.8, RBSPDE (4.3) associated with obstacle process ξn admits a unique
solution (un, vn, µn) with un = Γ(0, ξn) ∈ Up and
‖un‖H + ‖vn‖L2((L2)m) ≤ C‖ξn‖U ≤ C‖ξ‖U < +∞. (4.22)
Put u = Γ(0, ξ). Then u ∈ Up and
|u− un| = |Γ(0, ξ)− Γ(0, ξn)| ≤Γ(0, ξn − ξ) + Γ(0, ξ − ξn)
≤ 2 Γ(0, n−1ξ0) = 2n−1ξ0 −→ 0, as n→∞. (4.23)
By Lemma 3.3, there exists ξ¯0 ∈ U such that ξ0 ≤ ξ¯0 and by (i) of Proposition 3.9, ξ¯0 is almost surely
quasi-continuous. Therefore, from the quasi-continuity of {un} we conclude that u is almost surely
quasi-continuous and in particular, we have
‖un − u‖S2(L2) = 0. (4.24)
For each n, let uµn ∈ L 2(P) solve PDE
∂tu
µ
n = ∆u
µ
n + µn; u
µ
n(0) = 0;
and let u˜n satisfy SPDE
du˜n(t, x) =
(
∆u˜n(t, x)− 2∆un(t, x)
)
dt+ vn(t, x) dWs, (t, x) ∈ Q; u˜n(0) = un(0).
Then, un = u˜n − uµn. By (4.22), (4.23), (4.24) and Remark 3.2, we deduce that both {uµn} and {u˜n} are
bounded in H and we are allowed to choose a subsequence (denoted by itself) {(uµn, u˜n)}, which converges
weakly to some (uµ, u˜) ∈ L2(H10 ) × L2(H10 ), with uµ being a stochastic potential associated with some
stochastic measure µ. On the other hand, in view of Remark 3.2, combining relations (4.22), (4.23) and
(4.24), we are allowed to choose a sequence of convex combinations (uˇn, ˇ˜un, vˇn) ∈ conv{(uk, u˜k, vk) : k ≥
n, k ∈ N} such that (uˇn, ˇ˜un, vˇn) converges strongly to (u, u˜, v) in H×U ×L2((L2)m). Thus, uµ ∈ H and
µ is a stochastic regular measure. By (ii) of Proposition 3.9, we have∫
Q
(
u− ξ)(t, x)µ(dt, dx) = lim
n→∞
∫
Q
(
un − ξn
)
(t, x)µn(dt, dx) = 0. (4.25)
Note that the corresponding stochastic regular measure sequence of convex combinations converges
vaguely to µ. Consequently, taking limits, we conclude that for any ϕ ∈ D,
〈u(t), ϕ(t)〉 +
∫ T
t
[〈u(s), ∂sϕ(s)〉 + 〈∇u(s), ∇ϕ(s)〉] ds =
∫
Q
ϕ(s, x)µ(ds, dx) +
∫ T
t
〈ϕ(s), vr(s) dW rs 〉.
Hence, (u, v, µ) is a solution of RBSPDE (4.3) with u = Γ(0, ξ).
Step 2. Consider the general ξ satisfying assumption (A4). In view of Remark 4.1, we assume
further that ξ satisfy assumption (A4b). By Corollary 3.5 and assertion (iii) of Proposition 3.9, there
exist {φn;n ∈ N} ⊂ U and {ϕn;n ∈ N} ⊂ U , such that {φn} converges decreasingly to 0, dP⊗dt⊗dx-a.e.,
lim
n→∞
‖φn‖U = 0 and |ξ − ϕn| ≤ φn, dP⊗ dt⊗ dx− a.e., n = 1, 2, · · · .
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For each n ∈ N, set
φ¯n ∈ U (I, 0, φn(T ), 0, 0), ϕ¯n ∈ U (I, 0, ϕn(T )−ξ(T ), 0, 0) and ϕˆn ∈ U (I, 0, |ϕn(T )−ξ(T )|, 0, 0), n = 1, 2, · · · .
As |ϕn(T )−ξ(T )| ≤ φn(T ), dP⊗dx-a.e., it follows that ϕ¯n ≤ ϕˆn ≤ φ¯n, with {φ¯n} converging decreasingly
to 0, dP⊗ dt⊗ dx-a.e.. Moreover,
lim
n→∞
{
‖φˆn‖U + ‖ϕ¯n‖U + ‖φ¯n‖U + ‖ϕˆn‖U
}
= 0.
For each n, by Step 1, RBSPDE (4.3) associated with obstacle process ϕn − ϕ¯n admits a unique
solution (un, vn, µn) with un = Γ(0, ϕn − ϕ¯n) ∈ Up and we have
‖un‖H + ‖vn‖L2((L2)m) ≤ C‖ϕ¯n + φ1 + ξˇ‖U ≤ C0 <∞, (4.26)
with C0 being a constant independent of n.
Put u = Γ(0, ξ). Then u ∈ Up and by Corollary 4.5,
|u− un| = |Γ(0, ξ)− Γ(0, ϕn − ϕ¯n)| ≤ Γ(0, ϕn − ϕ¯n − ξ) + Γ(0, ξ − ϕn + ϕ¯n)
≤ 2 Γ(0, φn − φ¯n) + 2φ¯n + 2ϕˆn
≤ 2 Γ(0, φn − φ¯n) + 4φ¯n
= 2Γ(φ¯n, φn) + 2φ¯n −→ 0, in U , as n→∞. (4.27)
As both {φn} and {φ¯n} converge decreasingly to 0, dP⊗dt⊗dx-a.e., in view of the equivalence relationship
between RBSPDEs (4.2) and (4.3), we conclude from Corollary 4.5 and Theorem 4.1 that 2 Γ(φ¯n, φn)+2φ¯n
converges decreasingly to 0, dP ⊗ dt ⊗ dx-a.e.. Thanks to the quasi-continuity of φn, φ¯n (by (i) of
Proposition 3.9) and Γ(0, φn − φ¯n) (by Step 1), u is almost surely quasi-continuous.
In a similar way to Step 1, by choosing subsequences and subsequences of convex combinations and
taking limits, we find a solution (u, v, µ) for RBSPDE (4.3). The proof is complete.
In view of the above proof and the equivalence between RBSPDEs (4.2) and (4.3), we conclude the
following corollary from Theorem 4.9.
Corollary 4.10. Let G ∈ L2(Ω,FT ;L2) and f¯ , g¯i ∈ L2(L2), i = 1, 2, · · · , d, and ξ˜ satisfy assumption
(A4) with ξ˜(T ) ≤ G, dP ⊗ dt ⊗ dx-a.e.. There exists a unique solution (u, v, µ) to RBSPDE (4.2) and
there holds
‖u‖H + ‖v‖L2((L2)m) ≤ C
(
‖ξˇ‖U + ‖G‖L2(Ω,FT ;L2) + ‖f‖L2(L2) + ‖g‖L2((L2)d)
)
,
where ξˇ ∈ U is the random field dominating ξ from above in assumption (A4). Moreover, letting u˜ ∈
U (I, 0, G, f¯ , g¯), we have
u = Γ(u˜, ξ˜). (4.28)
Remark 4.3. In view of (4.28) above, we observe that the solution of RBSPDE (4.2) corresponds to a
minimal point of variational problem (4.4).
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4.3 General case
Lemma 4.11. Let assumptions (A1) − (A4) hold with ξ(T ) ≤ G, dP ⊗ dx-a.e.. For θ ∈ [0, 1] and
(fl, gl) ∈ L2(L2)× L2((L2)d), l = 1, 2, suppose that (ul, vl, µl) is the solution of RBSPDE

−dul(t, x) =
[
(1− θ)∆ul(t, x) + θ∂xj
(
aij(t, x)∂xiul(t, x) + σ
jr(t, x)vrl (t, x)
)
+ θ(f +∇ · g)(t, x, ul(t, x),∇ul(t, x), vl(t, x))
]
dt+ (fl +∇ · gl)(t, x) dt
+ µl(dt, x)− vrl (t, x) dW rt , (t, x) ∈ Q;
ul(T, x) =G(x), x ∈ O;
ul(t, x) ≥ ξ(t, x), dP⊗ dt⊗ dx− a.e.;∫
Q
(
ul(t, x)− ξ(t, x)
)
µl(dt, dx) = 0, a.s..
(4.29)
Then
‖u1 − u2‖H + ‖v1 − v2‖L2((L2)m) ≤ C
(
‖f1 − f2‖L2(L2) + ‖g1 − g2‖L2((L2)d)
)
, (4.30)
where the constant C is independent of θ and only depends on λ, ̺, κ, β, L and T .
Proof. Put (δu, δv, δf, δg) = (u1 − u2, v1 − v2, f1 − f2, g1 − g2). Itoˆ formula yields
‖δu(t)‖2 +
∫ T
t
(‖δv(s)‖2 + 2(1− θ)‖∇δu(s)‖2) ds
= −
∫ T
t
〈2θ∂xiδu(s), aij∂xjδu(s) + σirδvr(s) + gi(s, u1,∇u1, v1)− gi(s, u2,∇u2, v2)〉 ds
+
∫
[t,T ]×O
2
(
u1 − ξ − (u2 − ξ)
)
(s, x)
(
µ1(ds, dx) − µ2(ds, dx)
) −∫ T
t
2〈δu(s), δv(s) dWs〉
+
∫ T
t
〈2δu(s), θf(s, u1,∇u1, v1)− θf(s, u2,∇u2, v2) + δf(s)〉 ds−
∫ T
t
2〈∇δu(s), δg(s)〉 ds
≤ −
∫ T
t
θ〈∂xiδu(s), (2aij − ̺σjrσir)∂xjδu(s)〉 ds+
∫ T
t
θ
̺
‖δv(s)‖2 ds
+
∫ T
t
(
2θ‖∇δu(s)‖(L‖δu(s)‖+ κ
2
‖∇δu(s)‖+ β1/2‖δv(s)‖)+ 2‖∇δu(s)‖‖δg(s)‖+ 2‖δu(s)‖‖δf(s)‖
+ 2Lθ‖δu(s)‖(‖δu(s)‖+ ‖∇δu(s)‖+ ‖δv(s)‖)) ds−∫ T
t
2〈δu(s), δv(s) dWs〉
≤ −
∫ T
t
θ
(
λ− κ− β(̺′ + 2ε))‖∇δu(s)‖2 ds+∫ T
t
(θ
̺
+
θ
̺′ + ε
)
‖δv(s)‖2 + εˆ
∫ T
t
‖∇δu(s)‖2 ds
+ C(ε, λ, β, κ, εˆ, ̺)
∫ T
t
(‖δu(s)‖2 + ‖δf(s)‖2 + ‖δg(s)‖2) ds−∫ T
t
2〈δu(s), δv(s) dWs〉,
where 1̺ +
1
̺′ = 1, ε > 0 and εˆ > 0. Letting ε and εˆ be so small that
λ0 := λ− κ− β(̺+ 2ε) > 0 and εˆ < 1
2
min{λ0, 2},
we obtain
‖δu(t)‖2 +
∫ T
t
( ε
̺′(̺′ + ε)
‖δv(s)‖2 +min{λ0
2
, 1}‖∇u(s)‖2
)
ds
≤C(ε, λ, β, κ, εˆ, ̺)
∫ T
t
(‖δu(s)‖2 + ‖δf(s)‖2 + ‖δg(s)‖2) ds−∫ T
t
2〈δu(s), δv(s) dWs〉,
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which together with
E
[
sup
τ∈[t,T ]
∣∣∣ ∫ T
τ
2〈δu(s), δv(s) dWs〉
∣∣∣] ≤ 4E[ sup
τ∈[t,T ]
∣∣∣ ∫ τ
t
〈δu(s), δv(s) dWs〉
∣∣∣]
(by BDG inequality) ≤CE
[( ∫ T
t
‖δu(s)‖2‖δv(s)‖2 ds
)1/2]
≤E
[
ε˜ sup
s∈[t,T ]
‖δu(s)‖2 + Cε˜
∫ T
t
‖δv(s)‖2 ds
]
, ∀ ε˜ > 0,
implies (4.30) by Gronwall inequality. We complete the proof.
Theorem 4.12. Let assumptions (A1)− (A4) hold with ξ(T ) ≤ G, dP⊗ dx-a.e.. Then RBSPDE (1.1)
admits a unique solution (u, v, µ) and there holds
‖u‖2H + ‖v‖2L2((L2)m) ≤ C
(
‖ξˇ‖2U + ‖G‖2L2(Ω,FT ;L2) + ‖f0‖2L2(L2) + ‖g0‖2L2((L2)d)
)
, (4.31)
with C depending on λ, ̺, κ, β, L and T .
Proof. First the uniqueness follows from Lemma 4.2. It remains to prove the existence and estimate
(4.31).
For θ ∈ [0, 1], consider RBSPDE

−du(t, x) =
[
(1− θ)∆u(t, x) + θ∂xj
(
aij(t, x)∂xiu(t, x) + σ
jr(t, x)vr(t, x)
)
+ θ(f +∇ · g)(t, x, u(t, x),∇u(t, x), v(t, x))
]
dt+ µ(dt, x)
− vr(t, x) dW rt , (t, x) ∈ Q := [0, T ]×O;
u(T, x) =G(x), x ∈ O;
u(t, x) ≥ ξ(t, x), dP⊗ dt⊗ dx− a.e.;∫
Q
(
u(t, x)− ξ(t, x))µ(dt, dx) = 0, a.s..
(4.32)
Assume that RBSPDE (4.32) has a unique solution (u, v, µ) for θ = θ0. Theorem 4.9 and Corollary 4.10
guarantee that this assumption is true for θ0 = 0. For any (u1, v1) ∈ H × L2((L2)m), the following
RBSPDE

−du(t, x) =
[
(1− θ0)∆u(t, x) + θ0∂xj
(
aij(t, x)∂xiu(t, x) + σ
jr(t, x)vr(t, x)
)
+ θ0(f +∇ · g)(t, x, u(t, x),∇u(t, x), v(t, x))
]
dt+ µ(dt, dx)
+
[
(θ − θ0)∂xj
(
aij(t, x)∂xiu1(t, x) + σ
jr(t, x)vr1(t, x)− ∂xju1(t, x)
)
+ (θ − θ0)(f +∇ · g)(t, x, u1(t, x),∇u1(t, x), v1(t, x))
]
dt
− vr(t, x) dW rt , (t, x) ∈ Q;
u(T, x) =G(x), x ∈ O;
u(t, x) ≥ ξ(t, x), dP⊗ dt⊗ dx− a.e.;∫
Q
(
u(t, x)− ξ(t, x))µ(dt, dx) = 0, a.s.,
(4.33)
admits a unique solution (u, v, µ) and we can define the solution map as follows
Rθ0 : H×L2((L2)m)→ H×L2((L2)m), (u1, v1) 7→ (u, v).
Note that there is always a unique stochastic regular measure µ along with Rθ0(u1, v1).
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For any (uk, vk) ∈ H × L2((L2)m), denote (u¯k, v¯k) = Rθ0(uk, vk), k = 1, 2. By Lemma 4.11, we have
‖u¯1 − u¯2‖H + ‖v¯1 − v¯2‖L2((L2)m)
≤C|θ − θ0|
(
‖a∇(u1 − u2) + σ(v1 − v2)−∇(u1 − u2) + g(u1,∇u1, v1)− g(u2,∇u2, v2)‖L2((L2)d)
+ ‖f(u1,∇u1, v1)− f(u2,∇u2, v2)‖L2(L2)
)
≤ C¯|θ − θ0|
(
‖u1 − u2‖H + ‖v1 − v2‖L2((L2)m)
)
,
where the positive constant C¯ is finite and does not depend on θ and θ0. If C¯|θ − θ0| < 1/2, Rθ0 is a
contraction mapping and it has a unique fixed point (u, v) ∈ H × L2((L2)m) which together with some
stochastic regular measure µ solves RBSPDE (4.32). In this way, if (4.32) is solvable for θ0, then it is
solvable for θ satisfying C¯|θ−θ0| < 1/2. In finite number of steps starting from θ = 0, we arrive at θ = 1.
Hence, RBSPDE (1.1) admits a unique solution (u, v, µ).
By assumption (A4), there exist G1 ∈ L2(Ω,FT ;L2) and (f1, g1) ∈ L2(L2) × L2((L2)d) such that
ξˇ ∈ U (a, σ,G1, f1, g1) with diffusion term ζ. We apply Itoˆ formula to |u− ξˇ|2 and obtain
‖u− ξˇ(t)‖2 +
∫ T
t
‖ζ(s)− v(s)‖2 ds− ‖G−G1‖2 +
∫ T
t
2〈(u− ξˇ)(s), (v − ζ)(s) dWs〉
= −
∫ T
t
〈2∂xi(u− ξˇ)(s), aij∂xj (u− ξˇ)(s) + σir(v − ζ)r(s) + gi(s, u,∇u, v)− gi1(s)〉 ds
+
∫
[t,T ]×O
2
(
u− ξ + ξ − ξˇ)(s, x)µ(ds, dx) +∫ T
t
〈2(u− ξˇ)(s), f(s, u,∇u, v)− f1(s)〉 ds
≤ −
∫ T
t
〈∂xi(u− ξˇ)(s), (2aij − ̺σjrσir)∂xj (u − ξˇ)(s)〉 ds+
∫ T
t
1
̺
‖ζ(s)− v(s)‖2 ds
+
∫ T
t
(
2‖∇(u− ξˇ)(s)‖(L‖u(s)‖+ κ
2
‖∇u(s)‖+ β1/2‖v(s)‖+ ‖g0(s)‖+ ‖g1‖
)
+ 2‖(u− ξˇ)(s)‖
(
L
(‖u(s)‖+ ‖∇u(s)‖+ ‖v(s)‖)+ ‖f0‖+ ‖f1‖)) ds
≤ −
∫ T
t
(
λ− κ− β(̺′ + 2ε))‖∇(u− ξˇ)(s)‖2 ds+∫ T
t
(1
̺
+
1
̺′ + ε
)
‖ζ(s)− v(s)‖2
+ C
∫ T
t
(‖(u− ξˇ)(s)‖2 + ‖ξˇ(s)‖21 + ‖ζ(s)‖2 + ‖f0(s)‖2 + ‖f1(s)‖2 + ‖g1(s)‖2 + ‖g0(s)‖2) ds,
where 1̺ +
1
̺′ = 1 and ε > 0 is small enough. In a similar way to the proof of Lemma 4.11, using the
BDG and Gronwall inequalities, we obtain
‖u− ξˇ‖H + ‖ζ − v‖L2((L2)m)
≤C
(
‖G−G1‖L2(Ω,FT ;L2) + ‖ξˇ‖L2(H10 ) + ‖ζ‖L2((L2)m)
+ ‖f0‖L2(L2) + ‖f1‖L2(L2) + ‖g0‖L2((L2)d) + ‖g1‖L2((L2)d)
)
,
which implies estimate (4.31). We complete the proof.
Remark 4.4. It is worth noting that the boundedness of coefficients a and σ guarantees the finiteness
of C¯ in the above proof. This is why we assume a and σ are bounded in (A2).
5 Connections with reflected BSDEs and optimal stopping prob-
lems
In this section, we assume O = Rd. The connections between RBSPDEs and reflected BSDEs will be
established on an enlarged filtered probability space. Let (Ω′,F ′, {F ′t}t≥0,P′) be another complete filtered
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probability space on which is defined a d-dimensional standard Brownian motion B = {Bt : t ∈ [0,∞)}
such that {F ′t}t≥0 is the natural filtration generated by B and augmented by all the P′-null sets in F ′.
Set
(Ω¯, F¯ , {F¯t}t≥0, P¯) = (Ω′ × Ω,F ′ ⊗F , {F ′t ⊗Ft}t≥0,P′ ⊗ P).
Then B and W are two mutually independent Wiener processes on (Ω¯, F¯ , {F¯t}t≥0, P¯).
Given (f¯ , g¯) ∈ L2(L2)× L2((L2)d) and G ∈ L2(Ω,FT ;L2), let (u, v) ∈ H × L2((L2)m) be the unique
solution of the following BSPDE{
−du(t, x) = [∆u(t, x) + (f¯ +∇ · g¯)(t, x)] dt− vr(t, x) dW rt , (t, x) ∈ Q;
u(T, x) =G(x), x ∈ O. (5.1)
Take {gn;n ∈ N} ⊂ L2((H10 )d) such that limn→∞ ‖gn − g¯‖L2((L2)d) = 0. For each n, the above BSPDE
(5.1) with g replaced by gn admits a unique solution (un, vn) ∈ H × L2((L2)m). By the generalized Itoˆ-
Wentzell formula (see [18, Theorem 1]) and the probabilistic interpretation for the divergence (see [35,
Lemma 3.1]), one has
un(t, x+
√
2Bt) =G(x +
√
2BT ) +
∫ T
t
(
f¯(s, x+
√
2Bs) +∇ · gn(s, x+
√
2Bs)
)
ds
−
∫ T
t
vn(s, x+
√
2Bs) dWs −
∫ T
t
√
2∇un(s, x+
√
2Bs) dBs
=G(x +
√
2BT ) +
∫ T
t
f¯(s, x+
√
2Bs) ds+
1√
2
∫ T
t
gn(s, x+
√
2Bs) ∗ dBs
−
∫ T
t
vn(s, x+
√
2Bs) dWs −
∫ T
t
√
2∇un(s, x+
√
2Bs) dBs, dP¯⊗ dt⊗ dx− a.e.,
where the compositions like f(s, x+
√
2Bs) make senses dP¯⊗ dt⊗ dx-a.e. by [1, Theorem 14.3] (see also
[7, Lemma 3.1]) and
∫ s
t
gn(τ, x+
√
2Bτ ) ∗ dBτ =
d∑
i=1
(∫ s
t
gin(τ, x+
√
2Bτ ) dB
i
τ +
∫ s
t
gin(τ, x+
√
2Bτ )
←−
dBiτ
)
,
with integral
←−
dBiτ being the backward stochastic integral (see [21]) and dB
i
τ the standard Itoˆ integral.
Letting n −→∞ and in view of Remark 3.2, it is straightforward to check that (un, vn) converges to (u, v)
in H×L2((L2)m) and
u(t, x+
√
2Bt) =G(x+
√
2BT ) +
∫ T
t
f¯(s, x+
√
2Bs) ds+
1√
2
∫ T
t
g¯(s, x+
√
2Bs) ∗ dBs
−
∫ T
t
v(s, x+
√
2Bs) dWs −
∫ T
t
√
2∇u(s, x+
√
2Bs) dBs, dP¯⊗ dt⊗ dx− a.e.. (5.2)
In summary, we have
Lemma 5.1. For the unique solution (u, v) to BSPDE (5.1), one has the stochastic representation (5.2)
and by BSDE theory (see [14, 23]), {u(s, x+√2Bs)}s∈[0,T ] admits an almost surely continuous version
for almost every x ∈ Rd.
Let ξ˜ satisfy assumption (A4) such that ξ˜(T ) ≤ G, dP ⊗ dx-a.e., and (ξ˜(t, x + √2Bt))t∈[0,T ] is a
continuous process for almost every x ∈ Rd. We consider RBSPDE (4.2) which is equivalent to the
RBSPDE (4.3) with ξ = ξ˜ − φ and φ ∈ U (I, 0, G, f¯ , g¯). Corresponding to the penalized BSPDE (4.6),
the penalized BSDE reads
−dY xn (t) = n
(
Y xn (t)− ξ(t, x +
√
2Bt)
)−
dt− Zxn(t) dWt − Z˜xn(t) dBt, t ∈ [0, T ]; Y xn (T ) = 0.
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Set
Kxn(s) =
∫ s
0
n
(
Y xn (t)− ξ(t, x+
√
2Bt)
)−
dt.
By the reflected BSDE theory [13, Page 719-723], we have for almost every x ∈ Rd, Y xn (t) converges
increasingly dP¯⊗ dt-a.e., and
lim
n,k→∞
E
[
sup
t∈[0,T ]
{|Y xn (t)− Y xk (t)|2 + |Kxn(t)−Kxk (t)|2}+
∫ T
0
(|Zxn(t)− Zxk (t)|2 + |Z˜xn(t)− Z˜xk (t)|2) dt
]
= 0,
with the limit
(Y x, Zx, Z˜x,Kx) ∈ S2(R)× L2(Rm)× L2(Rd)× S2(R)
satisfying reflected BSDE

Y x(t) = Kx(T )−Kx(t)−
∫ T
t
Zx(s) dWs −
∫ T
t
Z˜x(s) dBs;
Y x(t) ≥ ξ(t, x+
√
2Bt), dP¯⊗ dt− a.e.;∫ T
0
(
Y x(t)− ξ(t, x+
√
2Bt)
)
dKx(t) = 0, a.s.,
(5.3)
for almost every x ∈ Rd. Let (u¯, v¯, µ¯) be the unique solution to RBSPDE (4.3). In view of the penalized
procedure (4.6)-(4.10) and Lemma 5.1, one has
(Y x, Zx, Z˜x)(t) = (u¯, v¯,
√
2∇u¯)(t, x +
√
2Bt), dP¯⊗ dt⊗ dx− a.e.. (5.4)
For each ϕ ∈ DT , Itoˆ formula yields
ϕ(t, x+
√
2Bt) = ϕ(t, x) +
∫ t
0
(
∂sϕ(s, x +
√
2Bs) + ∆ϕ(s, x+
√
2Bt)
)
ds+
∫ t
0
√
2∇ϕ(s, x +
√
2Bt) dBs,
and
Y x(t)ϕ(t, x +
√
2Bt) +
√
2
∫ T
t
Z˜x(s) · ∇ϕ(s, x +
√
2Bs) ds
=
∫ T
t
ϕ(s, x+
√
2Bs) dK
x(s)−
∫ T
t
[
ϕ(s, x+
√
2Bs)Z˜
x(s) +
√
2Y x(s)∇ϕ(s, x +
√
2Bs)
]
dBs
−
∫ T
t
ϕ(s, x+
√
2Bs)Z
x(s) dWs −
∫ T
t
Y x(s)(∂tϕ+∆ϕ)(s, x +
√
2Bs) ds.
Integrating both sides of the above equality with respect to dP′ ⊗ dx and inserting (5.4), we obtain
〈u¯(t), ϕ(t)〉 =−
∫ T
t
〈∇ϕ(s), ∇u¯(s)〉 ds−
∫ T
t
〈u¯(s), ∂sϕ(s)〉 ds−
∫ T
t
〈ϕ(s), v¯(s) dWs〉
+
∫
Ω′×Rd
∫ T
t
ϕ(s, x +
√
2Bs) dK
x(s) dP′ ⊗ dx.
Thus, by (ii) of Definition 4.1, we have
∫
Q
ϕ(t, x) µ¯(dt, dx) =
∫
Ω′×Rd
∫ T
0
ϕ(s, x+
√
2Bs) dK
x(s) dP′ ⊗ dx, a.s., ∀ϕ ∈ DT . (5.5)
Through (5.4) and (5.5), we established the the relations between RBSPDE (4.3) and reflected BSDE
(5.3). In view of the equivalence between RBSPDEs (4.2) and (4.3), we further conclude
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Theorem 5.2. Suppose that ξ˜ satisfies (A4) such that ξ˜(T ) ≤ G, dP⊗dx-a.e., and (ξ˜(t, x+√2Bt))t∈[0,T ]
is a continuous process for almost every x ∈ Rd. Let (u, v, µ) be the unique solution to RBSPDE (4.2)
and (Y,K,Z, Z˜) be the unique solution to the following reflected BSDE

Y x(t) = G(x +
√
2BT ) +
∫ T
t
f¯(s, x+
√
2Bs) ds+
1√
2
∫ T
t
g¯(s, x+
√
2Bs) ∗ dBs +Kx(T )−Kx(t)
−
∫ T
t
Zx(s) dWs −
∫ T
t
Z˜x(s) dBs;
Y x(t) ≥ ξ˜(t, x+
√
2Bt), dP¯⊗ dt⊗ dx− a.e.;∫ T
0
(
Y x(t)− ξ˜(t, x+
√
2Bt)
)
dKx(t) = 0, dP¯⊗ dx− a.e..
(5.6)
Then, one has
(Y x, Zx, Z˜x)(t) = (u, v,
√
2∇u)(t, x+
√
2Bt), dP¯⊗ dt⊗ dx− a.e., (5.7)
and ∫
Q
ϕ(t, x)µ(dt, dx) =
∫
Ω′×Rd
∫ T
0
ϕ(s, x+
√
2Bs) dK
x(s) dP′ ⊗ dx, a.s., ∀ϕ ∈ DT . (5.8)
Furthermore, in view of connections between the reflected BSDEs and optimal stopping time problems
(see [13, Proposition 2.3.]), we have
u(t, x+
√
2Bt) = ess sup
τ∈Jt
E
[∫ τ
t
f¯(s, x+
√
2Bs) ds+
1√
2
∫ τ
t
g¯(s, x+
√
2Bs) ∗ dBs + ξ˜(τ, x+
√
2Bτ )1{τ<T}
+G(x+
√
2BT )1{τ=T}
∣∣∣F¯t
]
, dP¯⊗ dt⊗ dx − a.e.,
where
Jt = {τ ∈ J : t ≤ τ ≤ T },
with J being the set of all the stopping times dominated by T .
Corollary 5.3. Under the same hypothesis of Theorem 4.12, we assume further that (ξ(t, x+
√
2Bt))t∈[0,T ]
is a continuous process for almost every x ∈ Rd. Let (u, v, µ) be the unique solution of RBSPDE (1.1).
Set
(Y xt , Z
x
t , Z˜
x
t ) = (u, v,
√
2∇u)(t, x+
√
2Bt), (5.9)
Then (Y, Z, Z˜) admits a version (denoted by itself) which together with some increasing parameterized
process Kx consists of a solution to the following reflected BSDE

Y xt = G(x +
√
2BT ) +K
x
T −Kxt +
∫ T
t
f(s, x+
√
2Bs, Y
x
s ,
1√
2
Z˜xs , Z
x
s ) ds
+
∫ T
t
1√
2
( 1√
2
(a− I)(s, x +
√
2Bs)Z˜
x
s + σ(s, x+
√
2Bs)Z
x
s
+ g(s, x+
√
2Bs, Y
x
s ,
1√
2
Z˜xs , Z
x
s )
)
∗ dBs −
∫ T
t
Zxs dWs −
∫ T
t
Z˜xs dBs;
Y xt ≥ ξ(t, x +
√
2Bt), dP¯⊗ dt⊗ dx− a.e.;∫ T
0
(
Y xt − ξ(t, x+
√
2Bt)
)
dKx(t) = 0, dP¯⊗ dx− a.e..
(5.10)
Furthermore, for any ϕ ∈ DT ,∫
Q
ϕ(t, x)µ(dt, dx) =
∫
Ω′×Rd
∫ T
0
ϕ(s, x+
√
2Bs) dK
x(s) dP′ ⊗ dx, a.s.,
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and
u(t, x+
√
2Bt) = ess sup
τ∈Jt
E
[ ∫ τ
t
f(s, x+
√
2Bs, Y
x
s ,
1√
2
Z˜xs , Z
x
s ) ds+
1√
2
∫ τ
t
g˜s ∗ dBs +G(x+
√
2BT )1{τ=T}
+ ξ(τ, x +
√
2Bτ )1{τ<T}
∣∣∣F¯t
]
, dP¯⊗ dt⊗ dx− a.e.,
with
g˜s =
1√
2
(a− I)(s, x+
√
2Bs)Z˜
x
s + σ(s, x +
√
2Bs)Z
x
s + g(s, x+
√
2Bs, Y
x
s ,
1√
2
Z˜xs , Z
x
s ).
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