Recently, there has been increasing interest in designing schemes for quantum computations that are robust against errors. Although considerable research has been devoted to developing quantum error correction schemes, much less attention has been paid to optimizing the speed it takes to perform a quantum computation and developing computation models that act on decoherence-free subspaces. Speeding up a quantum computation is important, because fewer errors are likely to result. Encoding quantum information in a decoherencefree subspace is also important, because errors would be inherently suppressed. In this paper, we consider quantum computation in a decoherence-free subspace and also optimize its speed. To achieve this, we perform certain single-qubit quantum computations by simply permuting the underlying qubits. Together with exchange-interactions or Ising-interactions and other resonant couplings, we present a new scheme for quantum computation that potentially improves the speed in which a quantum computation can be done. *
I. INTRODUCTION
By harnessing the powers of quantum mechanics, quantum computers can potentially unleash algorithms of unprecedented power, improve the precision of metrology, and enable novel cryptographic schemes. However the inherent fragility of quantum information frustrates the construction of any quantum computer that is to compute correctly. Designing schemes for quantum computation that can proceed with high fidelity is thus an important problem.
Performing a quantum computation within a decoherencefree subspace (DFS) is a natural approach towards combating decoherence, and is applicable in a wide range of physical systems. Conventionally in an artificial atom, a qubit has its basis states assigned to be a ground state and an excited state respectively. Because of this, the qubit is vulnerable to picking up an unwanted phase that results entirely from the physical system's natural dynamics. To avoid this problem, several artificial atoms could encode a logical qubit in a constant energy subspace by assigning the logical basis states to have a constant number of excitations. Spurious phase errors that would have resulted from the natural dynamics of the system's evolution can thereby be fundamentally avoided. Such encodings into DFSs have been explored both in the context of quantum computation [1] [2] [3] and quantum error correction [4] [5] [6] [7] . Combined with carefully tailored active control on the underlying physical system [8, 9] , decoherence can be substantially mitigated.
An observation that one could make is that the longer it takes to perform a quantum computation, the more likely it is for quantum information to decohere. It is therefore important to speed up a quantum computation to maximize the computation's fidelity. This has been discussed in the context of performing quantum computations within DFSs [2] , where the speed of a spin-based quantum computation is optimized by sidestepping the need to use slow single qubit gates. In Ref [2] , a logical qubit comprises of three physical qubits, and all gates are driven entirely by resonant couplings between pairs of physical qubits. Because these coupling strengths are large, the computation can be fast. In this work, DiVincenzo et al., the speed of the computation can be quantified by the number of timesteps the computation requires. With respect to this, single-qubit gates and a CNOT gate can be performed in 3 and 11 timesteps respectively.
Inspired by the possibility of performing quantum computations entirely by exchange interactions in Ref [2] , Levy devised a scheme for quantum computation using only exchange interactions, but which requires far fewer timesteps [10] . In Levy's scheme, just two physical qubits form a logical qubit, and single-qubit gates and an entangling two-qubit gate are performed in 3 and 2 timesteps respectively. However, Levy's scheme no longer computes within a DFS, and its logical qubits are hence vulnerable to phase noise. Similarly, while superconducting qubits [11] can have quantum computation that results from strong resonant couplings and are hence fast, the resultant computation also does not lie within a DFS. Therein arises the question: can one reduce the number of timesteps required in a quantum computation that proceeds within a DFS?
The subject of how one can perform a quantum computation has been extensively studied. Of specific interest to us are models of quantum computation based on the quantum circuit model, where the computation is composed from certain single-qubit and two-qubit gates [1, 12, 13] , not least because of their potential to be exploited for fault-tolerant quantum computation [14] .
In a markedly different setting, one can indeed implement quantum computations in one of the simplest imaginable ways, which is solely by performing permutations of the underlying particles. However this model of quantum computation which uses nonabelian anyons [15] , remains challenging to implement in a laboratory setting. In view of this, one might wonder if quantum computation can be performed simply by permuting regular qubits. This question has been studied by Jordan who studied the extent in which permutations alone can perform an interesting family of quantum computations on rather specific problems [16] . It is however unlikely that permuting qubits can effect an arbitrary quantum computation, because there is only a finite number of permutations while the number of possible quantum computations is infinite. Hence, to achieve a qubit-based universal quantum computation, permutations must be augmented by non-permutational gates.
Could one perform quantum computations in a DFS using only permutations and assisted by resonant couplings? In this paper, we answer this question in the affirmative. We show that a non-trivial set of permutations augmented by realistic resonant couplings can indeed allow for a universal quantum computation to proceed within a DFS. Such a scheme could reduce the number of timesteps required in the quantum computation. This is because a classical computer could keep track of how the underlying qubits are permuted and determine where and when resonant couplings are applied between pairs of physical qubits. Because of this, parts of a quantum computation can be offloaded to a classical computer, which allows the quantum computation to proceed with fewer timesteps than the scheme of Ref [2] . The caveat of requiring at least 32 physical qubits to encode each logical qubit might not be too severe, because the potential speed ups offered when the quantum computation to be performed is reasonably complicated, such as that in fault-tolerant quantum computation, might be worth the while.
The possibility of performing the 'classical part' of a quantum computation by permutations, while intuitive is far from obvious. The Clifford group of single qubit gates, generated by a Hadamard and a complex phase gate, is a finite group, and hence is by Cayley's theorem a subgroup of a symmetric group of some size [17] . While the explicit structure of the single-qubit Clifford group has been elucidated by Planat [18] , its realization in terms of permuting qubits is far from resolved. This is because even though the matrix representation of the single-qubit Clifford group in terms of permutations exists, there might not exist a state space on which these permutations act faithfully. For example, while the matrix algebra of the single-qubit Clifford gates can be made to be correct, its action is entirely dependent on the basis chosen for qubit's logical encoding. An arbitrary selection of the basis would invariably lead to an incorrect group action on the chosen basis states. We show that certain subgroups of the single-qubit Clifford group can be performed entirely by permutations, and give a lower bound for the number of qubits required to realize single-qubit Clifford computations by permutations.
The scheme that we propose to augment present can be seen to be a discretized version of the dual-rail encoding [1] . When our scheme encodes 32 physical qubits into a logical qubit, it allows the π 8 -gate and bit flip gates to be performed by permutations. Exploiting the fact that the bit-flip gate is a product of disjoint swaps, we show that the Hadamard gate and CNOT can be performed using physically realistic resonant couplings. To illustrate the potential of our scheme, we calculate the number of timesteps required to implement an important gate in quantum computation, the Tofolli gate. Our proposed scheme implements the Tofolli gate within a DFS in just 12 timesteps, which is more than 7 times faster than the celebrated scheme of Divincenzo et al..
The resonant couplings that we require in our scheme are arguably physically realistic. Their purpose is to implement the quantum Fredkin gate and either exchange interactions or Ising-type interactions on the physical qubit level. Exchange interactings and Ising-type interactions can potentially be implemented accurately even at a non-zero temperature [19] in an experimental setting. The quantum Fredkin gate is a controlled swap gate, and has been extensively studied [20] [21] [22] since its introduction [23] . While the quantum Fredkin gate is more challenging to implement than simple exchange or Ising-type interactions, recent work suggests that it can be implemented using physically realistic resonant interactions on superconducting qubits in a single timestep [22] .
The structure of the article as follows. We show our main results in Section II. To be specific, we formulate all the 24 single-qubit Clifford gates A i j in the beginning of Section II, and then propose an extended dual-rail encoding scheme in Section II A, which can implement 8 Clifford gates by using P gate and X gate simultaneously. We further analyze the performance of our extension of the dual-rail encoding scheme with respect to generating a Tofolli gate in Section II B. In Section II C, we show how to implement the Hadamard gate (H) and the phase-flip (Z) simultaneously using only permutations. In Section II D, we investigate the possibility of permutational single-qubit Clifford gates, specifically on the minimum number M of physical qubits to generate the full set of single-qubit Clifford gates by permuting the underlying qubits. In this section we not only present a non-trivial bound of M, but also give a set of necessary and sufficient conditions to obtain M. Finally we summarize and discuss our work in Section III.
II. RESULTS
Up to a global phase, these single-qubit Clifford gates are given by 24 matrices A i j where
Note that these 24 gates can be generated by the Hadamard gate H = A 31 and the phase gate P = A 11 . In what follows, we will investigate the extent to which these 24 gates can be implemented by permutations.
A. An extended dual-rail encoding scheme
In the dual-rail encoding scheme previously considered, the states |0 |1 and |1 |0 encode the logical states of a qubit [1] . In this scheme, the only non-trivial permutation possible is one that swaps the first qubit with the second. We denote this permutation by (1, 2) q , where the subscript q indicates that permutation applies to qubits. The permutation, (1, 2) q is equivalent to the bit-flip operation on the space, because (1, 2) q |0 |1 = |1 |0 and (1, 2) q |1 |0 = |0 |1 . Since there is no other non-trivial permutation available on two qubits, only the bit-flip gate can be performed using permutations in the dual-rail encoding scheme.
By extending the dual-rail encoding scheme, it becomes possible to implement more gates by permuting qubits. For example, from Table I we can implement 8 Clifford gates by using P gate and X gate simultaneously when n is a multiple of 4. In general, our scheme requires 4n qubits for any posi- 
tive integer n. We will see that the larger n is, the more gates we can implement by permutations. Using ( j, k) q to denote a permutation that swaps the jth qubit with the kth qubit, we can now define the permutations that we use in our scheme. These permutations are given by β = (1, n + 1) q (2, n + 2) q ...(n, 2n) q and (n, n − 1, ..., 1) q which we illustrate in Figure 1 (a) and Figure 1 (c) respectively. Here, β denotes a product of swaps, where the jth qubit with the (n + j) qubit is swapped for all j = 1, . . . , n. The permutation (n, n − 1, ..., 1) q cycles qubits 1 to n, where the jth qubit is mapped to the ( j − 1)th qubit for all j = 2, . . . , n, and the first qubit is mapped to the nth qubit. The basis states in our extended dual-rail encoding scheme can be constructed from the states |( j) n = X j |0 ⊗n , where X j denotes the n-qubit matrix that applies the bit-flip operator on the jth qubit and leaves the remaining qubits unchanged. In particular, instead of using two physical qubits in the dual-rail encoding scheme, we use 4n qubits to encode a logical qubit. For k = 0, 1, we denote
where x = e 2πi/n . Then our orthonormal basis states are given by
To implement the bit-flip operation, it suffices to apply the permutation α = β ⊗ β because β |ψ 0 = |ψ 1 and β |ψ 1 = |ψ 0 . Let (a)The permutation α that implements a bit-flip gate. is equivalent to the T gate when n = 8. Therefore, with 32 qubits and with the logical states in Eq. (II.10), we can use the permutations α and γ to implement the bit-flip gate and the T gate respectively. In order to allow for arbitrary single-qubit operations, we also need to implement the Hadamard gate on the basis states given by Eq. (II.10). Here, we can no longer rely on permuting the underlying physical qubits. Instead, we must utilize resonant couplings which induce Rabi oscillations between specific two-level systems of our choosing.
The first type of resonant coupling we use must induce Rabi oscillations between the two-qubit states |0 |1 and |1 |0 . This can be achieved using several different effective Hamiltonians such as X 1 X 2 , the Heisenberg exchange interaction (1, 2) q , or a linear bosonic coupling a † 1 a 2 +a 1 a † 2 where a j is the bosonic annihilation operator on the jth particle. Because the action of these three types of effective Hamiltonians are equiv-alent on the subspace spanned by |0 |1 and |1 |0 , it suffices to restrict our exposition to the effects of the X 1 X 2 . Clearly, the Hamiltonian gX 1 X 2 induces coherent oscillations between |0 |1 and |1 |0 , and the frequency of these oscillations can be made high when the coupling strength g is large. An important technical observation that we use is that a many-body Pauli-type interaction with X j s on a single-excitation subspace B k = {X 1 |0 ⊗k , . . . , X n |0 ⊗k } can be parallelized as given in Theorem 1.
Theorem 1. Let |ψ be any state in the span of B 2 n , and let θ be any real number. Then e iθ X 1 X 2 e iθ X 3 X 4 . . . e iθ X 2 n −1 X 2 n |ψ = e (2 n −1)iθ e iθ X 1 X 2 ...X 2 n −1 X 2 n |ψ .
We prove Theorem 1 in Appendix A. We will soon see that the Hadamard gate of our scheme can be implemented using the unitary U β = e iβ π 4 ⊗ I 2 2n . We can in turn decompose U β as illustrated in Figure 1 
It is therefore possible to implement U β by parallel use of XXcouplings, which makes it possible to implement in realistic physical settings.
We now focus our attention on a second type of resonant coupling, which is required to implement a quantum Fredkin gate. A quantum Fredkin gate is just a controlled swap operation, which swaps a pair of qubits conditioned on the state of the control qubit. The quantum Fredkin gate can be implemented using an effective Hamiltonian g(|1 1|a † 1 a 2 + |1 1|a 1 a † 2 ) which can be implemented using superconducting qubits for example [22] . This effective Hamiltonian allows Rabi oscillations to be induced between a pair of states |0 |1 and |1 |0 conditioned on the state of the control qubit. To implement the Hadamard gate, we also need to implement C β = (F n+1, (1,n+1) . . . F 2n,(n,2n) ), where each quantum Fredkin gate F a,(b,c) represents the ath qubit is the controlling qubit, and the controlled permutation (b, c) applies on the (2n + b)th and (2n + c)th qubits respectively (see Figure 1(d) ). One can show that C β behaves simply like a CNOT on the basis {|ψ i ⊗|ψ j } because
Then it follows that γ −2 C β U α C β acts as a Hadamard on the basis states given by Ref. (II.10) because for j = 0, 1 we have
(II.14)
Hence to implement the Hadamard gate, we need n exchange operations in parallel, two permutations, and 2n quantum Fredkin gates in parallel. To make universal quantum computation possible with our extended dual-rail scheme, we need to show how to perform an entangling gate. It turns out that we can perform a CNOT between two logical qubits defined on the basis states (II.10), by parallel application of quantum Fredkin gates (see Figure  2 ). Denote F a,(b,c) the quantum Fredkin gate on the 8n qubits which make up the control and target logical qubits. Here, a labels which of the 4n qubits in the control block is the control for the Fredkin gate, and b and c label which qubits on the target block are to be swapped by the Fredkin gate Then in general we can define our logical CNOT to be CNOT XT = (F n+1, (1,n+1) . . . F 2n,(n,2n) )(F 2n+1, (1,n+1) . . . F 3n,(n,2n) ).
(II. 15) Our logical CNOT uses 2n quantum Fredkin gates in parallel.
B. Timesteps required for the Tofolli gate
Here, we analyze the performance of our extension of the dual-rail encoding scheme with respect to generating a Tofolli gate. This Tofolli gate can be decomposed into CNOTs and T gates, and it is illustrated in Fig 3 .
FIG. 3: The Tofolli gate constructed from CNOTs and T gates
The total number of H gates and CNOTs required in this setup is 2 and 6 respectively. The total number of S, T and T † gates required is 8. The number of timesteps required in our extended dual-rail encoding scheme is 12 = 6 + 3 + 3, dependent only on the number of CNOTs and the number of Hadamards in the Tofolli circuit diagram.
In the scheme of Divincenzo et al. [2] which operates within a DFS, each single qubit gate requires at least one time step, and each CNOT gate requires 13 timesteps. Hence this scheme requires at least 7 + 6(13) = 85 timesteps are required for a single Tofolli gate which requires at least 7.1 times more timesteps than our scheme to run a Tofolli gate. Even ignoring the constraint of running a quantum computation within a DFS, our proposed extended dual-rail encoding scheme requires substantially fewer time steps than schemes that compute directly on the physical qubits. At least one timestep is required for each single qubit gate, and a CNOT is composed from two iSWAPs padded by single qubit gates, which therefore requires at least 3 timesteps. Hence the total number of timesteps required to run a Tofolli gate would be 8 + 18 = 26 which requires at least 2.2 times more timesteps than our scheme to run a Tofolli gate.
C. Hadamard gates by permutations
It is considerably more complicated to implement a Hadamard by permutations. Extending the results of the previous section would surely fail, because H and T generate an set of infinite size, while the number of permutations on any fixed number of qubits is always finite. Hence, any scheme which implements a Hadamard gate by permutations necessarily has to be quite different from the extended dual-rail encoding scheme.
Here, we show the gates generated by the Hadamard (H) and the phase-flip (Z) can be implemented using only permutations. From Table II we can implement 8 such Clifford gates A i j by using H and Z gates simultaneously. We first consider 
Here, we require the vectors |x 0 , |x 1 , |y 0 , |y 1 to have unit norm, and x 0 |x 1 = y 0 |y 1 = 0. A permutation H is a
Equivalently, we require H|x 0 , y 0 = w −1 |x 1 , y 1 , where w = e πi 4 . One can verify that these equations holds whenever H = U ⊗ Q, where U, Q are permutations that are Hermitian and also satisfy the equations U|x 0 = |x 1 and Q|y 0 = w −1 |y 1 .
In our construction, the logical basis vectors are spanned by |x 0 |y 0 and |x 1 |y 1 where So far, we have shown that it is possible to implement a subgroup of the single-qubit Clifford gates by permuting the underlying physical qubits. But can we implement the entire set of single-qubit Clifford gates using permutations alone? Here, we supply bounds on M, where M denotes the minimum number of physical qubits for which the full set of single-qubit Clifford gates can be performed just by permuting the underlying qubits.
Firstly we have M ≥ 4 because Planat showed that the set of all single-qubit Clifford gates modulo the global phase is isomorphic to S 4 , which is a symmetric group of size 4. Now we argue that M ≥ 12. Let M k denote the subspace spanned by |x > for x of Hamming weight k. Without loss of generality, the subspace C spanned by our logical qubit lies within M k . Because H and P must be permutations on qubits, they induce orbits on appropriate subspaces of M k . Because HP and P are isomorphic to a 3-cycle and a 4-cycle respectively on S 4 , there must be bases B q = {|q i } and B p {|p i } within M k of cardinality 3n 1 and 4n 2 respectively where (1) n 1 and n 2 are positive integers, (2) q i and p i are binary vectors of weights k, and (3) HP|q i = |q i mod 3n 1 and P|p i = |p i mod 4n 2 . Let C HP denote the span of B q and C P denote the span of B p . So C must lie within the intersection of C HP and C P . But if the intersection of C HP and C P not equals C P , then P does not stabilize C which is a contradiction. Hence we must have C = C HP = C P and hence M must be a multiple of 12 lcm(n 1 , n 2 ).
We proceed to give a set of necessary and sufficient conditions for implementing the full set of single-qubit Cliffords gates on M qubits. Theorem 2. If the full set of single-qubit Cliffords gates can be implemented by M qubits, then there exist two permutation matrices P and H with size 2 M and complex numbers z 1 and z 2 of modulus one such that rank
The above can be easily shown because the gates P and H which generate the set of single-qubit Clifford gates must satisfy the equations Pu = z 1 u, Pu = iz 1 v, Hu = z 2 u+v √ 2 , Hu = z 2 u+v √ 2 , and the fact that any non-zero solution for u and v yields a logical basis for our single-qubit Clifford gates. Hence it suffices to find a non-zero intersection of kernels of A and A . This non-zero intersection in turn occurs if and only if rank
which is a standard fact in matrix analysis [24, Fact 2.11.3] . We however leave the problem of obtaining an upper bound on M open.
III. DISCUSSION
Expediting quantum computation on schemes that are inherently protected against noise is a tantalizing prospect. Such schemes have been explored by Divincenzo et al. [2] on spinbased quantum computers, and more recently, also on topological quantum computers [15] . Utilizing permutations is one approach that can potentially speed up quantum computations that has been explored recently [18, [25] [26] [27] [28] [29] . However the quantum computations either operate on non-abelian anyons [25] [26] [27] , focus on just the group structure of permutational subgroups related to quantum computations [18, 29] , or work on the magic state model of quantum computation related to permutations [28] . In this sense, prior work has neither addressed the effect of permutations on the underlying qubits nor addressed the case when the qubits are regular fermions or bosons which are more abundant in an experimental setting.
In this report, we fill this gap by showing explictly how to perform certain single-qubit quantum computations by simply permuting the underlying qubits. Together with exchangeinteractions or Ising-interactions and other resonant couplings, our scheme allows a faster implementation of the Tofolli gate. Our scheme can be seen to be a permutational extension of the dual-rail encoding scheme [1] , and by virtue of being supported on encoded qubits with a low excitation number, allows universal gate set by using simple resonant interactions. We also explore the possibility of implementing other single qubit gates by permutations, and give necessary and sufficient conditions for their realization.
We believe that determining if all the single-qubit Clifford gates can be realized on a DFS with only a single-excitation is an important problem. This is because if this were possible, Ising or exchange type couplings can implement a CNOT gate in parallel, and make possible an arbitrary Clifford computation on any number of logical qubits without requiring use of the Fredkin gate. Given that Clifford computations are known to be hard under reasonable computation assumptions [30] , this would give rise to a way to realize speedy Clifford computations using a simple scheme, and could bring us closer to the demonstration of quantum supremacy.
Here, we will prove Theorem 1 in the main text. First define Using (A.2), we can construct physical gates that complete the gate sets for our schemes that will follow.
Lemma 3. Let θ be any real number. Then e −iθ e iθ P 12 e iθ P 34 = e iθ P 12 P 34 .
Proof. Hence the real part of e −iθ e iθ P 12 e iθ P 34 is ℜ(e −iθ e iθ P 12 e iθ P 34 ) = I 4 cos 3 θ − P 12 P 34 sin 2 θ cos θ + sin 2 θ cos θ (P 12 + P 34 ) = I 4 cos θ + (−I 4 − P 12 P 34 + (P 12 + P 34 )) sin 2 θ cos θ = I 4 cos θ .
(A.4)
Similarly, the imaginary part of e −iθ e iθ P 12 e iθ P 34 is ℑ(e −iθ e iθ P 12 e iθ P 34 ) = sin θ cos 2 θ (P 12 + P 34 ) − I 4 cos 2 θ sin θ − P 12 P 34 sin 3 θ = sin θ cos 2 θ ((P 12 + P 34 ) − I 4 − P 12 P 34 ) + P 12 P 34 sin θ = P 12 P 34 sin θ .
(A.5)
This completes the proof of the lemma.
Using induction on the above lemma then proves Theorem 1.
