Abstract. Perelman's doubling theorem asserts that the metric space obtained by gluing along their boundaries two copies of an Alexandrov space with curvature ≥ κ is an Alexandrov space with the same dimension and satisfying the same curvature lower bound. We show that this result cannot be extended to metric measure spaces satisfying synthetic Ricci curvature bounds in the MCP sense. The counterexample is given by the Grushin half-plane, which satisfies the MCP(0, N ) if and only if N ≥ 4, while its double satisfies the MCP(0, N ) if and only if N ≥ 5.
Statement of the results
Perelman's doubling theorem [Per91, 5.2] states that an n-dimensional Alexandrov space with curvature ≥ κ can be doubled along its boundary yielding an Alexandrov space with the same curvature lower bound and dimension. This result has been extended by Petrunin [Pet97, Theorem 2.1] to the gluing of Alexandrov spaces with isometric boundaries. More precisely, we have the following result, of which Perelman's doubling theorem constitutes a particular case.
Theorem 1 (Petrunin's gluing theorem). Let X and Y be Alexandrov spaces of the same dimension and having curvature ≥ κ. Suppose that their boundaries are isometric. Then the space Z obtained by gluing X and Y along an isometry of their boundaries is an Alexandrov space of curvature ≥ κ.
Theorem 1 is false when gluing along general codimension 1 subsets, e.g. parts of the boundary. Indeed, take two flat triangles, both with a side L of given length. The glued space along L is in general a quadrilateral, which is an Alexandrov space if and only if it is convex.
It is interesting to understand whether these classical results in Alexandrov geometry hold true for more general metric measure spaces (X, d, m) satisfying synthetic curvature bounds in the sense of Lott-Sturm-Villani. It is necessary to mention that a notion of boundary for m.m.s.
is not yet available in full generality. Nevertheless, any meaningful notion of boundary should agree with the classical one when X is a smooth manifold with topological boundary ∂X, d is a complete metric that is continuous with respect to the topology of X, and m is a smooth measure (i.e., defined by a smooth, positive tensor density). We call spaces (X, d, m) satisfying these conditions smooth m.m.s. with boundary.
The measure contraction property is one of the weakest synthetic curvature bounds, and it was introduced independently in [Oht07a] and [Stu06] . For proper, complete, essentially non-branching m.m.s. equipped with a locally finite non-negative Borel measure, the two definitions are equivalent, see [CM17, Appendix A] . This condition, briefly MCP(K, N ), depends on two parameters K and N , playing the role of a Ricci curvature lower bound and a dimensional upper bound, respectively. We recall that any n-dimensional complete Alexandrov space with curvature ≥ κ satisfies the MCP((n−1)κ, n), and that for an n-dimensional complete Riemannian manifold the condition Ric g ≥ κ is equivalent to the MCP(κ, n).
If K = 0, and N ≥ 1, a m.m.s. (X, d, m) satisfies the MCP(0, N ) if for all x ∈ X there exists a measurable map φ : X → Geo(X) such that, letting φ t = e t • φ, one has φ 0 = x, φ 1 = id X , and the following inequality holds true for every measurable set A ⊆ X with 0 < m(A) < +∞:
Here, Geo(X) is the space of geodesics of (X, d), that is
and for all t ∈ [0, 1] we denoted by e t : Geo(X) → X the evaluation map. The purpose of this note is to prove that Perelman's doubling theorem and its generalizations cannot be extended to m.m.s. satisfying the MCP. To prove Theorem 2, we exhibit a smooth m.m.s. with boundary, the Grushin half-plane, satisfying the required properties for N = 5. The general case follows by taking the product with Euclidean spaces of the appropriate dimension, and using the additivity of the dimensional parameter of the MCP under metric products [Oht07b, Proposition 3.3]. We do not know whether the bound N ≥ 5 is optimal.
Open problem. It is interesting to understand whether gluing-type theorems hold in the more restrictive setting of essentially non-branching m.m.s. with boundary satisfying the CD(K, N ) condition. The latter, similarly to the Alexandrov condition, is known to be a local property [CM16] .
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The Grushin plane and half-plane
The Grushin plane is the basic example of almost-Riemannian structure, introduced in [ABS08] . We give here a self-contained presentation, and we refer to the monograph [ABB17] for a systematic presentation and proofs. Consider on R 2 the smooth vector fields
which are orthonormal with respect to the singular Riemannian metric
We define the length of an admissible curve as
The minimization of the length functional yields a metric structure d on R 2 , which is complete and continuous with respect to the Euclidean topology. An important fact, well known in optimal control theory, is that all lengthminimizing curves on G = (R 2 , d) are described by a degenerate Hamiltonian flow on the cotangent bundle, with Hamiltonian H :
For all q ∈ G, the exponential map exp q : T * q G → G is defined by projecting the Hamiltonian flow on G. A crucial fact is that the aforementioned system is integrable. The explicit expression of exp is not necessary at this point and it is postponed to Section 2.2. The essential properties concerning our analysis are resumed in Proposition 3. In Appendix A we provide a more detailed overview of the geodesic structure of the Grushin plane.
Proposition 3 (Grushin cotangent injectivity domain). For all
• the restriction exp q :
is dense in G, and its complement has zero measure;
• for all p ∈ exp q (D q ) there exists a unique geodesic joining q with p,
Remark 4. The topology of D q is different depending on whether the initial point q is located on the y-axis or not. This is related with the degeneracy of H and the occurrence of singular geodesics in almost-Riemannian geometry.
In particular, when q = (0, y), then any curve exp q (tλ), with H(λ) = 0, corresponds to the same, trivial (and singular) geodesic. For this reason we remove the corresponding set of covectors from D q .
Another known fact is the following, which is a result of the explicit structure of geodesics and the cut-locus of G (see Appendix A).
1 Hereafter we employ standard canonical coordinates on T * R 2 , in such a way that a covector λ = udx + vdy ∈ T * (x,y) R 2 has coordinates (x, y, u, v).
Proposition 5. The closed half-planes R 2 ± = {(x, y) ∈ R 2 | ±x ≥ 0} are convex subsets of the Grushin plane: for all pairs q, p ∈ R 2 ± there exists a unique γ ∈ Geo(G) joining them and whose support lies in R 2 ± .
Hence, the restriction of the Grushin distance to the half-planes defines a complete, locally compact, length metric space structure G ± = (R 2 ± , d), where the length functional is given by the restriction of the Grushin length to admissible curves whose support is contained in R 2 ± . Furthermore, all geodesics of G ± are precisely the geodesics of G whose support is contained in the corresponding half-plane.
Therefore, Proposition 3 holds true for G ± , replacing D q with the sets
We equip G and G ± with the Lebesgue measure inherited as subsets of
are smooth m.m.s. with boundary which, for G ± , consists in the y-axis and has zero measure.
Metric measure double. Given two metric spaces (
In this case, we identify X, Y and X = Y isometrically as subsets of Z. 
The double of a m.m.s. (X, d, m) along a zero-measure subset X ⊂ X is defined as the gluing of two copies of (X, d) via the isometry id : X → X , equipped with the measure defined in (3).
Consider now the Grushin plane G and half-planes G ± . Clearly, the gluing of G + and G − along their boundary is isomorphic to the double of G ± . This construction recovers the original Grushin structure. Proof. This is immediate, since the metric and measure structures on G ± are obtained by restriction of the ones of G. For a proof of the metric part, see e.g. [BH99, Lemma 5.24(4)].
Exponential map.
We give now the explicit formula for the exponential map of the Grushin structure, which will be needed for the proofs. Letting q = (x, y) and λ = (u, v) ∈ T * q G we have exp q (tλ) = (x t , y t ) with
The above formulas are well defined by their real-analytic continuation at v = 0, that is x t = ut and y t = y. With the same convention, the Jacobian determinant of the exponential map is
We stress that, for all As a matter of fact, the bound N ≥ 5 in the proof of [BR17b] comes from contraction along geodesics crossing the singular region {x = 0}, which are absent in the half-plane. Hence, one could hope that the latter satisfy a stronger MCP(0, N ). This is the case, and we have the following. . But G and G ε are isomorphic through the dilation δ ε (x, y) = (εx, ε 2 y), with ε > 0, hence G satisfies the MCP(ε 2 K, N ) for all ε > 0. Taking the limit ε → 0 + we obtain that G satisfies the MCP(0, N ). We conclude that MCP(K, N ) ⇔ MCP(0, N ) for G and G ± . It is left to prove that, for G ± , the MCP(0, N ) is verified for N = 4 and false for N < 4.
Step 2. Proof of the case K = 0. Let q ∈ X, where X = G ± (but nothing changes in the first part of the proof if X = G, replacing D ± q with D q ). By Proposition 3, up to modification on a negligible set, there exists a unique measurable map φ : X → Geo(X) such that, letting φ t = e t • φ, one has φ 0 = q, φ 1 = id X . Indeed, if p = exp q (λ), then φ t (p) = exp q (tλ).
Since φ t is, up to a negligible set, a smooth diffeomorphism, the proof of the MCP(0, N ) is equivalent to an inequality for the Jacobian determinant of the Grushin (half-)plane. Up to a negligible set, any Borel set A ⊂ X can be written as A = exp q (Ā) forĀ ⊂ T * q X. Then,
where the infimum is computed over all
. Therefore, the proof (or the negation) of the MCP(0, N ) is equivalent to the proof (or the negation) of the inequality
for all (x, y) ∈ R 2 (resp. R 2 ± ) and u, v ∈ D q (resp. D ± q ). We restrict now to the Grushin half-planes, and Theorem 8 follows from the next lemma.
Lemma 9. Inequality (5) holds true for all
, and is false if N < 4. Proof. Without loss of generality we consider G + , hence for q = (x, y) ∈ G + we have x ≥ 0. The argument is similar to [Riz16, BR17a] , with the necessary modifications for the Grushin plane.
Characterization of D
is characterized by the property that geodesic exp q (tλ) with λ = (u, v) ∈ D + q remain in R 2 + . Using the explicit expressions for geodesics in Section 2.2, we obtain
Notice that the last condition is true if and only if it is true for t = 1 (this is a consequence of the convexity of G + ). We consider two cases. Case v = 0. This case corresponds to straight horizontal rays (x t , y t ) = (x + tu, y) ∈ G + and yields the necessity of the lower bound N ≥ 4. In this case the trigonometric terms disappear in the Jacobian determinant (4), and inequality (5) is
to be proved for all (u, 0) ∈ D + q , that is for all non-zero u ≥ −x. Both sides are strictly positive for all t ∈ [0, 1], hence (7) is equivalent to the following
where f x (u) := u 2 + 3ux + 3x 2 . This inequality is equivalent to the corresponding inequality for the integrands, which is:
The above is clearly violated if N < 4, and easily verified if N = 4. This implies the "only if" part of the statement. To conclude, we prove the inequality (5) in the remaining case v = 0, fixing N = 4.
Remark 10. We observe here that, for the verification of the MCP(0, N ) in the case of the full Grushin plane, everything so far would be the same, except for the absence of the constraint z ≥ −x. In this case (8) is violated for N = 4 for geodesics (x t , y t ) = (x+ut, y) that cross the y-axis horizontally and travel far enough in the opposite side. In this case one can verify that (8) is still verified but only if N ≥ 5.
Case v = 0. By symmetry, we actually assume v > 0. Let first u = 0, corresponding to geodesics (x t , y t ) = (x cos(tv), y +x 2 (sin(2vt)+2vt)), never crossing the y-axis. In this case
Consider now u = 0. We introduce the new variable
In terms of this new variable
It remains to prove that for N = 4, and for all allowed values of a and v (with an abuse of notation, we write (a, v) ∈ D + q ) we have
Recalling that 0 < v < π, both sides of (9) are strictly positive on t ∈ (0, 1], we can take the logarithms and the inequality is equivalent to
The above inequality is equivalent to the corresponding one for the integrands. After some computation, we obtain the equivalent inequality Hence (10) is implied by the easier inequality
The condition (a, v) ∈ D + q which, more precisely, is the rewriting of (6) in terms of the variables a and v, reads
In the case a > 0 (corresponding to geodesics moving initially to the right, possibly turning back at an intermediate time) inequality (11) is trivially verified, only using the condition v ∈ (0, π). In the remaining case a < 0 (corresponding to geodesics moving to the left, towards the y-axis of G + ), the inequality (11) is also verified, invoking (12). This concludes the proof.
A comment on Bakry-Emery curvature
With the exception of the singular region {x = 0}, the metric structure on the Grushin plane is Riemannian. In particular 
For the specific case of the Grushin metric (2) we obtain, in terms of the orthonormal frame (1), the following formulas for the Levi-Civita connection:
from which we can compute the following quantities:
It follows that the Bakry-Emery Ricci curvature for G ± , is
The above is never non-negative, actually Ric N,V ≤ − 1 x 2 g. Therefore, we can conclude that Theorems 7-8 do not follow from Bakry-Emery comparison.
Appendix A. Grushin geodesics and cut-locus Following [ABS08, Section 3.2], we give a more detailed presentation of the geodesic structure of the Grushin plane.
For all q ∈ G and (u, v) ∈ T * q G, we consider rays t → exp q (tu, tv), for all t ≥ 0. Rays are length-minimizing up to the first time t * > 0 at which (tu, tv) meets the boundary ofD q (that is, the lines v = ±π), which is equal to t * = π/|v|, for v = 0, and t * = +∞ otherwise. See Proposition 3.
The set Cut(q) ⊂ G where rays from q cease to be length-minimizing is called cut-locus of q. We refer to the explicit expressions of the exponential 4 (2t − sin(2t)) . If u = 0, these rays corresponds to the trivial geodesic. Otherwise, the two rays corresponding to ±u meet at a point p on the y-axis, at time t * = π, where they cease to be length-minimizing. There are exactly two geodesics between q = (0, 0) and p. In this case the closure of Cut(q) coincides with the y-axis, including hence q itself, a phenomenon that never occurs in Riemannian geometry. See Figure 1. A.3. Case q = (1, 0). The corresponding rays are (x t , y t ), with 
