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б) предполагаемое точное решение системы (1) (-1,-1,1,1), т.е. вектор p примет 
вид: p = (2,6,-5,-5) 
 
Таблица – Связь между начальным приближением и эффективностью итерационного 
процесса 
Количество успешных запусков из 10 в случае 
 
Отрезок [a, b] 
а б 
[-1,1] 10 9 
[-2,2] 9 8 
[-3,3] 9 8 
[-4,4] 8 7 
[-5,5] 7 6 
[-6;6] 7 6 
[-10,10] 7 6 
 
Вывод:  
Анализ таблицы показывает, что предложенный метод позволяет довольно успешно 
решать системы нелинейных уравнений с недифференцируемым оператором и с увели-
чением промежутка, из которого выбирается начальное приближение, уменьшается эф-
фективность метода при различных вариантах предполагаемого решения. 
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Проблема решения некорректных задач и разработки новых методов их решения 
весьма актуальна, поскольку такие задачи часто встречаются в многочисленных прило-
жениях математики. Целью данной статьи является исследование неявной итерацион-
ной схемы решения некорректных задач, описываемых операторными уравнениями 
первого рода. Для достижения поставленной цели необходимо было разработать ите-
рационный метод, доказать его сходимость в исходной норме гильбертова пространства 
c использованием правила останова по соседним приближениям. 
В гильбертовом пространстве H  решается линейное операторное уравнение первого 
рода: 
=Ax y ,       (1) 
где A  – оператор положительный, ограниченный, несамосопряжённый. 
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Предполагается, что нуль не является собственным значением оператора A. Однако 
нуль принадлежит спектру оператора A, поэтому задача (1) неустойчива и, следова-
тельно, некорректна. 
Предположим, что ( )∈y R A , т.е. при точной правой части y уравнение (1) имеет 
единственное решение x. Будем искать его, используя неявный итерационный метод 
( ) ( )13 21 α α−∗ ∗ ∗+    = + +      n nx E A A x A A A y ,  0 0=x .  (2) 
В случае, когда правая часть уравнения задана приближённо δ δ− ≤y y , метод (2) 
примет вид 
( ) ( ) ( )1 13 2 31 δα α α− −∗ ∗ ∗ ∗+      = + + + +         n n nz E A A z A A A y E A A u ,  0 0=z , (3) 
где nu  – ошибки в вычислении итераций, причём β≤nu . 
Обозначим ( ) 13α −∗ = + 
 
C E A A , ( ) ( )13 2α α−∗ ∗ ∗ = + 
 
B E A A A A A . Тогда метод 
(3) примет вид 
1 δ+ = + +n n nz Cz By Cu .    (4) 
В том случае, когда истокообразная представимость точного решения ( , 0= >sx A z s ) 
неизвестна, итерационный метод (3) можно сделать эффективным, если воспользовать-
ся следующим правилом останова по соседним приближениям [1-2]. Зададим уровень 
останова 0ε >  и момент останова m  определим условиями: 
( )1 1, ,ε ε+ +− > < − ≤n n m mz z n m z z .    (5) 
Справедливы 
Лемма 1. Пусть приближение nw  определяется условиями 
0 0 1, , 0+= = + + ≥n n nw z w Cw By Cu n . 
Тогда справедливо неравенство 
2 21
2
1 0
0 0
−
+
= =
− + ≤ − +∑ ∑
n n
k k k k
k k
w w Cu w x Cu . 
Лемма 2. При 0∀ ∈w H  и произвольной последовательности ошибок { }nu , удовле-
творяющих условию β≤nu , выполнено неравенство 
1lim 2 β+
→∞
− ≤n n
n
w w C . 
Обе леммы используются при доказательстве следующей теоремы. 
Теорема. Пусть уровень останова ( ),ε ε δ β=  выбирается как функция от уровней δ  
и β  норм погрешностей δ−y y  и nu . Тогда справедливы следующие утверждения: 
а) если ( ), 2ε δ β β> C , то момент останова m  определён при любом начальном 
приближении 0 ∈z H  и любых δy  и nu , удовлетворяющих условиям ,δ β− ≤ny y u ; 
б) если ( ), 2ε δ β δ β> +B C , то справедлива оценка 
( )( )
2
0
2ε δ ε δ β
−
≤
− − −
z x
m
B B C
; 
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в) если, кроме того, ( ), 0, , 0ε δ β δ β→ →  и ( ) ( ),ε δ β δ β≥ + pd B C , где 
( )1, 0,1 ,> ∈d p  то 0lim
0,
=−
→βδ
xzm , т.е. итерационный метод (3) с правилом останова 
(5) сходится к точному решению операторного уравнения. 
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В действительном гильбертовом пространстве H  решается линейное операторное 
уравнение  
=Ax y                                (1) 
с положительным ограниченным самосопряжённым оператором A , для которого нуль 
не является собственным значением. Однако предполагается, что нуль принадлежит 
спектру оператора A , поэтому задача (1) неустойчива и, следовательно, некорректна. 
Для решения уравнения (1) предлагается неявная итерационная процедура 
( ) ,3 21α α++ = +n nE A x x A y  .00 =x    (2) 
Предполагая существование единственного точного решения x  уравнения (1) при 
точной правой части y , ищем его приближение 
,δnx  при приближённой правой части 
δy , δδ ≤− yy . В этом случае метод (2) примет вид 
,)( 2
,,1
3
δδδ αα yAxxAE nn +=+ +  .0,0 =δx              (3) 
Ниже, под сходимостью метода (3) понимается утверждение о том, что приближения 
(3) сколь угодно близко подходят к точному решению x уравнения (1) при подходящем 
выборе n и достаточно малых δ , т.е. 0inflim
,
0
=





−
→
δδ nn
xx . 
Этот метод можно сделать вполне эффективным, если воспользоваться следующим 
правилом останова по невязке, аналогичным [1–2]. Зададим уровень останова 0>ε  и 
определим момент m останова условиями: 
εδδ >− yAxn, , ( )n m< , εδδ ≤− yAxm, , 1, >= bbδε . (4) 
Предполагается, что при начальном приближении δ,0x  невязка достаточно велика, 
больше уровня останова ε , т.е. .
,0 εδδ >− yAx   
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