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Abstract
Recently D. Higham showed that the small-world phenomenon arising in a ring network of
N nodes can be modelled by a Markov chain which depends on a parameter  of the form  =
K/Nα , whereK  0 andα > 1. The parameter can be viewed as a transitional factor interpolat-
ing between the completely local and completely global configurations of the network. Higham
analyzed the Markov chain model by a combination of matrix perturbation theory and finite dif-
ference approximations to an underlying boundary value problem. Using such tools he obtained
asymptotic results for the limiting case when N is sufficiently large. Furthermore, for large N ,
Higham verified the small-world phenomenon on the network in the case when α = 3.
Motivated by Higham’s work, we show that the Markov chain of the small-world model
can be investigated more completely by direct matrix-theoretic methods which produces exact
results for all N and for all . Our results therefore allow a fuller examination of the behavior
of the small-world phenomenon in the Markov chain model for small to moderate values of N
and for all α > 1.
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1. Introduction
Since the successful model of small-world networks by Watts and Strogatz [16],
there has been much research on the properties and applications of such networks
(see, for example, [1–5,10–12,14,15]). The focus of some of these investigations
has been particularly on two attributes that characterize small-world networks: (i)
small diameter, namely, that any two nodes are likely to be connected through a
relatively short path of edges, and (ii) cliquishness, namely, that the neighbors of any
node tend to be themselves neighbors. These attributes are usually referred to as the
small-world properties.
The small-world properties can be quantified through the average path length and
the clustering coefficient [16]. By introducing an increasing amount of randomness
into a regular ring network, Watts and Strogatz showed that the small-world pheno-
menon emerges as the average path length undergoes a significant decrease, while
the clustering coefficient remains roughly at its initial level.
Following the work of Watts and Strogatz in [16], Newman et al. [13] used mean-
field theory to study the small-world properties of a ring network on N nodes, with
shortcuts being added between randomly chosen pairs of nodes. They showed that
the average path length L can be expressed as
L ≈ (N/4)h(N), (1.1)
where N is the expected number of shortcuts being added and where the normalized
scaling function h is given by
h(x) = 2√
x2 + 2x tanh
−1 x√
x2 + 2x . (1.2)
The procedure used in [13] for modifying the initial ring network is somewhat
different from the so-called rewiring process in [16]. It adds shortcuts among the
nodes instead of redirecting existing edges. This makes the resulting network more
tractable for rigorous analysis. The scaling function h, however, is derived under
continuity assumptions, namely that the network is treated as a continuum rather
than as a discrete set of nodes and edges. Consequently, and as pointed out in [13],
in theory (1.1) produces an accurate estimate of L only when N is sufficiently large
and when the expected number of shortcuts N is either large or small, even though
numerical evidence suggests that (1.1) also produces a reasonable estimate of L for
other values of N.
Recently Higham [7] studied the small-world properties of the ring network when
it is reformulated as a Markov chain. Specifically, the initial ring network is identified
with a one-dimensional symmetric periodic random walk. This random walk is then
modified by allowing the process to jump with a small probability  to any of the
nonneighboring nodes, thus introducing random shortcuts connecting the nonneigh-
boring nodes. In this setting, instead of the average path length, the reduction ratios
in the maximum and average mean first passage times, denoted herein by f and g,
128 M. Catral et al. / Linear Algebra and its Applications 409 (2005) 126–146
respectively, are used to measure the small-world properties of the network. An
attractive feature of the Markov chain small-world model is that it can be treated
rigorously. Moreover, results obtained from this model are in good agreement with
those in [13,16] obtained from the mean-field theory and numerical simulations of
random realizations of the rewiring process. For example, numerically the ratio g
appears to coincide with the normalized scaling function h.
We comment that it is noted in [7] that the above Markov chain approach, which
involves a random walk together with shortcuts, is relevant to quite a few applications
in various areas. For example, it can be utilized to model the teleporting technique
employed by the search engine Google [8] and the spread of infectious diseases [16].
The methods of analysis used in [7] combine matrix perturbation theory with
finite difference approximations to an underlying boundary value problem. The latter
is, indeed, parallel to the continuity assumption in [13] (also see [4]). Therefore the
methods used in [7] lead to asymptotic results on the ratios f and g for the limiting
case when the size of the network N is assumed to be sufficiently large. In addition,
the probability  of adding shortcuts is restricted to the particular form  = K/Nα ,
where K  0 and α > 1. The abrupt decrease in the ratios f and g, characteristic of
the small-world phenomenon, is then confirmed primarily for the case when α = 3,
under the assumption that N is sufficiently large.
Motivated by Higham’s work in [7], we shall show that, in the above-mentioned
Markov chain setting, the small-world properties of the ring network can in fact be
analyzed more explicitly via a purely matrix-theoretic method, without resorting to
finite difference approximations. We shall derive exact, yet algebraically tractable,
results on the ratios f and g through exploiting the structure of the transition matrix
of the chain. Our results apply to all N and to all , and not necessarily restricted
to ’s of the form  = K/Nα . Numerical evidence indicates that as functions of the
expected number of shortcuts per random walk, the ratios f and g closely resemble
the normalized scaling function h. With these results, we shall be able to further
explore the small-world properties of the network for small to moderate N and for
arbitrary  and determine the critical value of  at which the ratio f is reduced by
50% or more.
This paper is organized as follows. We introduce in Section 2 some preliminaries
on Higham’s Markov chain model of the ring network which are essential for the
subsequent sections. In Section 3 we state our main results. In Section 4 these results
are utilized to investigate the small-world phenomenon on the network. We postpone
the proofs of all results to Section 5. Finally in Section 6 we make some concluding
remarks.
2. Markov chain model
In introducing the Markov chain model of the ring network and its small-world
characterization, we shall follow the terminology and notation of Higham [7].
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Consider a ring network consisting of N nodes labeled 1, . . . , N and arranged
in clockwise manner with each node connected initially to its (nearest) neighboring
nodes by directed edges. Define an ergodic Markov chain representing a one-dimen-
sional symmetric periodic random walk on the network, whose transition matrix is
given by
P0 =


0 1/2 0 · · · 0 1/2
1/2 0
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. 0
0
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. 1/2
1/2 0 · · · 0 1/2 0


∈ RN×N. (2.1)
Starting from any node, the process moves to any of the neighboring nodes with equal
probability 1/2 over one time unit. Accordingly, the network is said to be completely
local since no direct transitions among nonneighboring nodes are allowed.
The random walk on the initial network is now modified by adding random jumps
to nonneighboring nodes. Specifically, before making each regular move to a neigh-
boring node, there is a small (transition) probability  allowing the process to jump
to any nonneighboring node. This node then becomes the current state at which the
process either resumes its next move to a neighboring node or makes its next jump to
a nonneighboring node. Such random jumps are also called shortcuts. The addition
of shortcuts leads to a modified network with directed edges connecting nonneigh-
boring nodes and, consequently, to a modified chain with the transition matrix
P =


 δ  · · ·  δ
δ 
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. δ
δ  · · ·  δ 


∈ RN×N, (2.2)
where 0    1/(N − 2) and where δ = [1 − (N − 2)]/2  0. In particular, when
 = 1/N the network is said to be completely global because each node becomes an
equally likely target. The completely local case, on the other hand, arises at  = 0.
Varying the parameter  allows us to interpolate between the completely local and
completely global configurations of the network.
A question of fundamental importance is then to characterize the small-world
properties of the resulting network in connection with the transitional interpola-
tion parameter . Such properties, according to Higham [7], are quantified by the
reduction ratio in the maximum or average mean first passage time of P and the
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subdominant eigenvalue of P . The maximum or average mean first passage time
of P , on the one hand, reflects the expected number of steps the chain typically
takes to traverse from one node to another for the first time. It measures the de-
gree of separation among the nodes. The subdominant eigenvalue of P , on the
other hand, measures the degree of clustering2 of the nodes due to the fact that
the rate at which the chain approaches its equilibrium is governed by the size of the
spectral gap between the subdominant eigenvalue of P and 1, the dominant eigen-
value of P .
Since P is a circulant matrix, without loss of generality, it suffices to consider
the mean first passage times from nodes 2, . . . , N to node 1. These times are given
by the vector (see, for example [9])
z = (I − P̂)−1e ∈ RN−1, (2.3)
where P̂ denotes the principal submatrix obtained from P by deleting its first row
and column and where e denotes a column vector of all ones. Define the average
mean first passage time by
z¯ = 1
N − 1
N−1∑
i=1
(z)i . (2.4)
In the extreme situation when the network is either completely local or completely
global, for example, the ith entry of z turns out to be
(z0)i = i(N − i) (2.5)
or
(z1/N )i = N, (2.6)
respectively, for i = 1, . . . , N − 1. It follows that the maximum and average mean
first passage times are given by
max
1iN−1
(z0)i = k(N − k), (2.7)
where k = [(N + 1)/2], the largest integer that does not exceed (N + 1)/2, while
z¯0 = N(N + 1)6 , (2.8)
max
1iN−1
(z1/N )i = N, (2.9)
and
z¯1/N = N. (2.10)
2 In the Markov chain setting, this term means the extent of how close the network is to its completely
local configuration, which is different from its usage in [16].
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The reduction ratios in max1iN−1(z)i , the maximum mean first passage time,
and in z¯ , the average mean first passage time, are defined in [7] to be
f = f () = max1iN−1(z)i
max1iN−1(z0)i
(2.11)
and
g = g() = z¯
z¯0
, (2.12)
respectively. Thus f and g quantify the effect of the transitional interpolation para-
meter  on the degree of separation among the nodes relative to the completely local
configuration. In particular, f
∣∣
=1/N = N/[k(N − k)] and g|=1/N = 6/(N + 1),
both showing that, as the network passes from the completely local to the completely
global configurations, the degree of separation among the nodes is reduced from 1
to O(N−1). For the case between the completely local and completely global con-
figurations, asymptotic results can be found in [7] on the ratios f and g which are
derived through matrix perturbation theory and finite difference approximations to
an underlying boundary value problem.
It can be verified that the subdominant eigenvalue λ of P is of modulus
|λ| =
{|(1 − N) cos(π/N)|, when N is odd;
|1 − N|, when N is even. (2.13)
This shows that, in particular, |λ| attains its maximum at the completely local con-
figuration and its minimum at the completely global configuration, and accordingly
so does the degree of clustering of the nodes. Note that for N  1, |λ| ≈ |1 − N|.
This quantity, denoted by
C = |1 − N|, (2.14)
is defined herein to be the clustering coefficient of the network.
As shown in [7], in the context of the Markov chain, the interesting small-world
phenomenon emerges as the network passes from one extreme configuration to the
other. Specifically, assuming N  1 and  = K/N3 with K  0, then as K in-
creases from its initial value 0, there exists a certain range of the values of K in
which the ratios f and g both undergo a significant decrease, while the clustering
coefficient C stays roughly at its initial level, namely C ≈ 1. One aim of this paper
is to uncover the small-world phenomenon for small to moderate values of N and for
arbitrary values of .
3. Mean first passage times
In this section we state our main results. We first give explicit expressions for
the maximum and average mean first passage times to a given node (state), which,
without loss of generality, we shall assume to be node 1. These expressions will then
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allow us to develop exact results on the reduction ratios f and g in the maximum
and average mean first passage times to any state.
Consider the ergodic Markov chain over the ring network whose transition matrix
is given by (2.2). Recall that the mean first passage times from states 2, . . . , N to
state 1 are given by the entries of z in (2.3). In what follows we let
r := 1 − N
1 +√1 − (1 − N)2 . (3.1)
Note that r is well defined for all 0    1/(N − 2) and that −1 < r  1. In par-
ticular, r = 1 if and only if  = 0 and r = 0 if and only if  = 1/N . Our first result
shows that the ith entry of z can be expressed explicitly in terms of r .
Theorem 3.1. Consider the ergodic Markov chain of the ring network on N nodes
whose transition matrix P is given in (2.2). Let z ∈ RN−1 be the vector of mean
first passage times given in (2.3) and let r be given in (3.1). Suppose further that
0 <   1/(N − 2). Then:
(z)i = N(1 + r
2)(1 − ri)(1 − rN−i )
(1 − r2)(1 − rN) , i = 1, . . . , N − 1. (3.2)
We comment that by (3.2),
lim
→0+
(z)i = i(N − i), (3.3)
verifying (2.5).
Theorem 3.1 leads to the following two results on the maximum mean first pas-
sage time max1iN−1(z)i and the average mean first passage time z¯ , respectively.
Theorem 3.2. Under the assumptions of Theorem 3.1, if we further assume that 0 <
  1/N, then
max
1iN−1
(z)i = N(1 + r
2)(1 − rk)(1 − rN−k)
(1 − r2)(1 − rN) , (3.4)
where k = [(N + 1)/2]. If we further assume that 1/N    1/(N − 2), then
max
1iN−1
(z)i = N(1 + r
2)(1 − rN−1)
(1 + r)(1 − rN) . (3.5)
Theorem 3.3. Under the assumptions of Theorem 3.1, the average mean first
passage time as defined in (2.4) is given by
z¯ = N(1 + r
2)[N(1 − r)(1 + rN) − (1 + r)(1 − rN)]
(N − 1)(1 − r)(1 − r2)(1 − rN) . (3.6)
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As mentioned earlier, the reduction ratios in max1iN−1(z)i and z¯ are defined
as in (2.11) and (2.12), respectively. The next two results on these ratios are direct
consequences of (2.7), (2.8), and Theorems 3.2 and 3.3.
Theorem 3.4. Under the assumptions of Theorem 3.1, the ratio f in (2.11) is given
by
f =


N(1+r2)(1−rk)(1−rN−k)
k(N−k)(1−r2)(1−rN ) , if 0 <   1/N;
N(1+r2)(1−rN−1)
k(N−k)(1+r)(1−rN ) , if 1/N    1/(N − 2),
(3.7)
where k = [(N + 1)/2].
Theorem 3.5. Under the assumptions of Theorem 3.1, the ratio g in (2.12) is given
by
g = 6
N2 − 1
[
N(1 + r2)(1 + rN)
(1 − r2)(1 − rN) −
1 + r2
(1 − r)2
]
. (3.8)
Note that formulas (3.7) and (3.8), similar to (3.3), continue to hold for the case
when  = 0, i.e., when r = 1, as can be seen by letting  → 0+.
We comment that, compared with the corresponding results in [7], the formu-
las (3.7) and (3.8) provide exact expressions for the reduction ratios f and g in
max1iN−1(z)i and z¯ , for all N and for all . These formulas, together with
(2.14), will allow us to further investigate the small-world properties of the network.
The ratios f and g measure the degree of separation among the nodes. It is natural
to expect that f and g are minimized at  = 1/N , namely when the network is
completely global. As shown by the results below, the ratio f attains its minimum
value exactly at  = 1/N . However, the ratio g attains its minimum value only very
close to  = 1/N , but not exactly.
Theorem 3.6. Further to the assumptions of Theorem 3.1, suppose that N  6. Let
k = [(N + 1)/2]. Then the ratio f in (2.11) satisfies that
f  f |=1/N = N
k(N − k) , (3.9)
where equality holds if and only if  = 1/N.
Theorem 3.7. Further to the assumptions of Theorem 3.1, suppose that N  6.
Then the ratio g in (2.12) attains its minimum at some  ∈
(
(N−1)2
N(1+N2) ,
1
N
)
. More-
over, its minimum value is strictly less than g
∣∣
=1/N .
We comment that for large N , these minimum points are very close to 1/(N − 2),
the largest possible value of .
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4. Small-world phenomenon
Compared with those in [7], our results in Section 3 can be used to fully examine,
at least computationally, the manifestation of the small-world phenomenon on the
ring network, particularly when the network is of small to moderate size. We begin
with two examples.
Fig. 1 is a plot of the reduction ratios f and g and the clustering coefficient C
when N = 50 and α = 2 and as K increases. The solid curve and the dashed curve
represent the ratios f and g, respectively, while the dashdot curve represents the
clustering coefficient C. Note that there is a sharp decrease in both ratios while the
clustering coefficient C remains virtually at its initial level. For example, both ratios
are reduced by nearly 50% at K ≈ 0.9, whereas the clustering coefficient C ≈ 1
at that value of K . This confirms that the small-world phenomenon occurs in this
setting.
Formulas (3.7) and (3.8) allow us also to directly study the behavior of the reduc-
tion ratios f and g as the interpolation parameter  varies. In Fig. 2 the ratios f
and g and the clustering coefficient C are plotted as functions of  for the case
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Fig. 1. Reduction ratios f and g and clustering coefficient C when N = 50 and α = 2.
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Fig. 2. Reduction ratios f and g and clustering coefficient C when N = 100.
when N = 100. The solid curve and the dashed curve represent the ratios f and g,
respectively, and the dashdot curve represents the clustering coefficient C. Clearly,
the small-world phenomenon arises again in this setting.
It is interesting to notice that the critical values of  at which the ratios f and
g are reduced by 50% or more, respectively, appear in Fig. 2 to be far smaller than
1/N . Denote by
c := the critical value of  such that f
∣∣
=c  1/2.
Numerical tests that we have carried out suggest that c ≈ 30N−3. This observation
is confirmed by the following result.
Theorem 4.1. Under the assumptions of Theorem 3.1, let f be the reduction ratio
in the maximum mean first passage time, which is given in (3.7). Then
c = 32
N3
+ O(N−4). (4.1)
136 M. Catral et al. / Linear Algebra and its Applications 409 (2005) 126–146
In [7] the asymptotic reduction ratio g was compared numerically to
h(W) = 2√
W 2 + 2W tanh
−1 W√
W 2 + 2W , (4.2)
the normalized scaling function defined in (1.2), where W is the expected number of
shortcuts per random walk, a quantity which is given by
W = (N − 2)z¯ . (4.3)
In Fig. 3 we plot a comparison of the exact ratios f and g with the scaling function
h, all as functions of W , for the case when N = 100. The solid curve and dashed
curve represent the ratios f and g, respectively, and the dashdot curve represents the
scaling function h. The graph shows that h agrees well with both ratios. From (1.1)
together with the fact that max1iN−1(z0)i ≈ N2/4 for N  1, it follows that
(N/4)h(W) ≈ (N/4)f ≈ (1/N) max
1iN−1
(z)i .
We thus observe that the quantity (1/N) max1iN−1(z)i turns out to be very close
to the average path length L as analyzed by Newman et al. [13] using the mean-field
theory on the original ring network of Watts and Strogatz [16].
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Fig. 3. Reduction ratios f and g and normalized scaling function h when N = 100.
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Fig. 3 also shows that it takes roughly 4 shortcuts per random walk to reduce the
ratios f and g by 50% or more, namely on average only a small number of shortcuts
is needed to achieve such a reduction. Let us denote by Wc the critical value of W at
which the ratio f is reduced by 50% or more. The following estimate of Wc follows
from Theorem 4.1.
Theorem 4.2. Under the assumptions of Theorem 3.1, let f be the reduction ratio in
the maximum mean first passage time, which is given in (3.7). Let W be the expected
number of shortcuts per random walk, which is given in (4.3). Denote by Wc the
critical value of W such that f |W=Wc  1/2. Then
Wc <
8 coth(2) − 1
2
+ O(N−1). (4.4)
Since coth(2) ≈ 1.04, (4.4) shows that the critical value Wc is bounded above by
approximately 3.66. We comment that in [7], Wc is confirmed numerically to be 3.7
for the ratio g.
Finally we remark that conclusions similar to Theorems 4.1 and 4.2 can be estab-
lished in terms of a 50% or more reduction in the ratio g.
5. Proofs of main results
5.1. Proof of Theorem 3.1
We start by finding the exact inverse of the matrix
I − P̂ =


1 −  −δ − · · · · · · −
−δ 1 −  . . . . . . ...
− . . . . . . . . . . . . ...
...
.
.
.
.
.
.
.
.
.
.
.
. −
...
.
.
.
.
.
.
.
.
. −δ
− · · · · · · − −δ 1 − 


∈ R(N−1)×(N−1).
(5.1)
Note that I − P̂ can be written as a rank-one modification of a symmetric tri-
diagonal matrix, namely
I − P̂ = A − eeT, (5.2)
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where
A =


c0 c1 0 · · · · · · 0
c1 c0
.
.
.
.
.
.
...
0
.
.
.
.
.
.
.
.
.
.
.
.
...
...
.
.
.
.
.
.
.
.
.
.
.
. 0
...
.
.
.
.
.
.
.
.
. c1
0 · · · · · · 0 c1 c0


(5.3)
with c0 = 1 and c1 = −(1 − N)/2.
Taking into consideration (2.5) and (2.6), let us assume now that  /= 0, 1/N .
Then using a standard result on the inversion of tridiagonal matrices (see, for exam-
ple, [6]), the (i, j)th entry of A−1 = (a(−1)i,j ) is given by
a
(−1)
i,j =


− (ri−si )(rN−j−sN−j )
c1(r−s)(rN−sN ) , if 1  i  j,
− (rj−sj )(rN−i−sN−i )
c1(r−s)(rN−sN ) , if j  i  N − 1,
(5.4)
where r and s, the roots of the equation c1 + c0x + c1x2 = 0, are given by
r = 1 − N
1 +√1 − (1 − N)2 (5.5)
and
s = 1 +
√
1 − (1 − N)2
1 − N =
1
r
. (5.6)
Clearly, r = s(= 1) if and only if  = 0, and r = 0 if and only if  = 1/N , hence
the right-hand side of (5.4) is valid under the assumption that  /= 0, 1/N .
By (5.4), together with (5.6) and the fact that −r/c1 = 1 + r2, we obtain that
(A−1e)i =
i−1∑
j=1
a
(−1)
i,j +
N−1∑
j=i
a
(−1)
i,j
= − (r
N−i− sN−i )∑i−1j=1(rj − sj ) + (ri − si)∑N−1j=i (rN−j −sN−j )
c1(r − s)(rN −sN)
= (1 + r
2)(1 − ri)(1 − rN−i )
(1 − r)2(1 + rN) . (5.7)
Combining (5.7) and the fact that  = (1 − r)2/[N(1 + r2)], we obtain further that
1 − eTA−1e = 1 − (1 + r
2)
∑N−1
i=1 (1 − ri)(1 − rN−i )
(1 − r2)(1 + rN)
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= (1 + r)(1 − r
N)
N(1 − r)(1 + rN) . (5.8)
Next on applying the Sherman–Morrison inversion formula to (5.2), we find
that the inverse of I − P̂ can be written as
(I − P̂)−1 = (A − eeT)−1 = A−1 + A
−1eeTA−1
1 − eTA−1e ,
which leads to
(z)i = [(I − P̂)−1e]i = (A
−1e)i
1 − eTA−1e , (5.9)
for i = 1, . . . , N − 1.
The conclusion (3.2) now follows from (5.7)–(5.9). We point out that in fact (3.2)
continues to hold when  = 1/N , i.e., at r = 0. In addition, as mentioned earlier,
the case when  = 0, i.e. the case when r = 1, can also be recovered from (3.2) by
letting  → 0+. 
5.2. Proof of Theorem 3.2
First we state a few technical lemmas.
Lemma 5.1. The quantity r as defined in (5.5) is strictly decreasing on 0   
1/(N − 2) and satisfies that −1/(N − 3) < r  1.
Proof. The monotonicity of r can be seen from the fact that
dr
d
= − N[1 +√1 − (1 − N)2]√1 − (1 − N)2 < 0.
As mentioned earlier, it is a trivial fact that −1 < r  1. To show that r >
−1/(N − 3), we use the fact that r > r∣∣
=1/(N−2) from the monotonicity and find
that
r > − 2
N − 2 + √N(N − 4) > −
2
N − 2 + N − 4 > −
1
N − 3 . 
Lemma 5.2. For r  0,
min
1iN−1(r
i + rN−i ) = rk + rN−k,
where k = [(N + 1)/2].
Proof. The conclusion is trivial when r = 0. If r > 0, then since
ri + rN−i =
(
ri/2 − r
N/2
ri/2
)2
+ 2rN/2,
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we see that ri + rN−i attains its minimum when ri/2 is as close to rN/2/ri/2 as
possible, and equivalently when ri is as close to rN/2 as possible. This completes the
proof. 
Lemma 5.3. For any −1 < r  0,
min
1iN−1(r
i + rN−i ) = r + rN−1.
Moreover, for any i = 2, . . . , N − 2,
ri + rN−i  r + rN−1, (5.10)
with equality if and only if r = 0.
Proof. The inequality and its case of equality are based on the observation that
ri + rN−i − r − rN−1 = (ri − r)(1 − rN−i−1).
The minimum of ri + rN−i now follows from the inequality (5.10). 
Next, we assume that 0 <   1/N , which, by Lemma 5.1, is equivalent to 0 
r < 1. Thus from Lemma 5.2, we know that
max
1iN−1
(z)i = N(1 + r
2)
[
1 + rN − min1iN−1(ri + rN−i )
]
(1 − r2)(1 − rN)
= N(1 + r
2)(1 − rk)(1 − rN−k)
(1 − r2)(1 − rN) ,
where k = [(N + 1)/2].
Finally, we assume that 1/N    1/(N − 2), which, by Lemma 5.1, is equiv-
alent to −1 < r  0. From Lemma 5.3, we see that
max
1iN−1
(z)i = N(1 + r
2)
[
1 + rN − min1iN−1(ri + rN−i )
]
(1 − r2)(1 − rN)
= N(1 + r
2)(1 − rN−1)
(1 + r)(1 − rN) . 
5.3. Proof of Theorem 3.3
This theorem is an immediate consequence of Theorem 3.1 since, on using (3.2),
we find that
z¯ = 1
N − 1
N−1∑
i=1
N(1 + r2)(1 − ri)(1 − rN−i )
(1 − r2)(1 − rN)
= N(1 + r
2)
[
N(1 − r)(1 + rN) − (1 + r)(1 − rN)]
(N − 1)(1 − r)(1 − r2)(1 − rN) . 
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5.4. Proof of Theorem 3.6
We begin by proving one more technical lemma whose proof is similar to that of
Lemma 5.3.
Lemma 5.4. Assume that N  6. Let k = [(N + 1)/2]. Then for 0  r < 1,
r2 + rN  rN−k + rk+2,
with equality if and only if r = 0.
Proof. Note that
r2 + rN − rN−k − rk+2 = (r2 − rN−k)(1 − rk)  0,
which shows that when N  6, or equivalently as long as N − k > 2 and k > 1,
with equality if and only if r = 0. 
We can now resume the proof of Theorem 3.6. Assume that 0 <   1/N , i.e.
0  r < 1. Then, by Lemma 5.4, we see that
f = N(1 + r
2)(1 − rk)(1 − rN−k)
k(N − k)(1 − r2)(1 − rN) 
N(1 − r2)(1 − rN)
k(N − k)(1 − r2)(1 − rN)
= N
k(N − k) ,
where equality holds if and only if r = 0, i.e.  = 1/N .
Finally we assume that 1/N    1/(N − 2) so that −1 < r  0. Then by
Lemma 5.3, we obtain that
r2 + rN−2  r + rN−1,
where equality holds if and only if r = 0, i.e.  = 1/N . It follows that
f = N(1 + r
2)(1 − rN−1)
k(N − k)(1 + r)(1 − rN) 
N(1 − r2)(1 − rN)
k(N − k)(1 − r2)(1 − rN)
= N
k(N − k) ,
with equality holding if and only if r = 0 or, equivalently, if and only if
 = 1/N . 
5.5. Proof of Theorem 3.7
Note that the ratio g can be written as
g = 6
N2 − 1 (Nu − v), (5.11)
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where
u = (1 + r
2)(1 + rN)
(1 − r2)(1 − rN) (5.12)
and where
v = 1 + r
2
(1 − r)2 . (5.13)
It is obvious that v is strictly increasing over −1/(N − 3) < r < 1. To study the
behavior of u, we need the following technical lemma.
Lemma 5.5. For −1/(N − 3) < r < 0,
N |r|N−2 < 2,
provided that N  5.
Proof. It suffices to show that the inequality holds for the case when r = −1/(N −
3), i.e., when
2(N − 3)N−2 > N.
This last inequality can be easily verified when N  5. 
Our next lemma concerns the monotonicity of u.
Lemma 5.6. Let u be defined as in (5.12). For −1/(N − 3) < r < 0, u is strictly
decreasing. For 0 < r < 1, u is strictly increasing. Moreover,
du
dr
∣∣∣∣
r=0
= 0.
Proof. Through direct computation we find that
du
dr
= 2r[2(1 − r
2N) + NrN−2(1 − r4)]
(1 − r2)2(1 − rN)2 .
Clearly dudr > 0 for 0 < r < 1 and in addition
du
dr
∣∣
r=0 = 0.
Now we assume that −1/(N − 3) < r < 0. It can be readily seen that dudr < 0,
when N is even. When N is odd, we have that
1 − r2N > 1 − r4 > 0
and that, by Lemma 5.5,
0 < −NrN−2 < 2.
Thus again we obtain that dudr < 0. 
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Returning to the proof of Theorem 3.7, we can now conclude that on the one hand
g is strictly decreasing on −1/(N − 3) < r  0 with dgdr
∣∣
r=0 < 0. In other words, g
has no minimum on −1/(N − 3) < r  0.
On the other hand, we know that
dg
dr
∣∣∣∣
r=1/N
= 12
(N2 − 1)(1 − r)2
×
[
2(1 − r2N) + rN−3(1 − r4)
(1 + r)2(1 − rN)2 −
(1 + r)
(1 − r)
]∣∣∣∣
r=1/N
>
12
[
2(1 − r)(1 + rN) − (1 + r)3(1 − rN)]
(N2 − 1)(1 − r)2(1 + r)2(1 − rN)
∣∣∣∣∣
r=1/N
>
12
[
2(1 − r) − (1 + r)3]
(N2 − 1)(1 − r)2(1 + r)2(1 − rN)
∣∣∣∣∣
r=1/N
= 12
[
1 − 5/N − 3/N2 − 1/N3]
(N2 − 1)(1 − r)2(1 + r)2(1 − rN)∣∣
r=1/N
> 0,
where the last inequality follows from the assumption that N  6.
The fact that dgdr
∣∣
r=0 < 0 and
dg
dr
∣∣
r=1/N > 0 now leads to the conclusion that g
has a minimum on 0 < r < 1/N , i.e. on
(N − 1)2
N(1 + N2) <  <
1
N
.
Furthermore, this minimum is strictly less than g
∣∣
=1/N . 
5.6. Proof of Theorem 4.1
Since f
∣∣
=1/N = N/[k(N − k)] ≈ 4/N < 1/2 for N sufficiently large, we can
assume that 0 < c < 1/N , i.e. 0 < Nc < 1. Let rc = r
∣∣
=c . Clearly, 0 < rc < 1.
Now consider
f = N(1 + r
2)(1 − rk)(1 − rN−k)
k(N − k)(1 − r2)(1 − rN) , 0 < r < 1.
We first note that
N
k(N − k) 
4N
N2 − 1 .
In addition, we see that
1 − rk  1 − r(N+1)/2
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and
1 − rN−k  1 − rN/2.
Thus we have that
f  4N
N2 − 1 ·
(1 + r2)[1 − r(N+1)/2](1 − rN/2)
(1 + r)(1 − r)(1 − rN)
<
4N
N2 − 1 ·
1 − r(N+1)/2
(1 − r)(1 + rN/2) <
4N
(N2 − 1)(1 − r) .
On letting 4N/[(N2 − 1)(1 − rc)] = 1/2, we find that
rc = 1 − 8N
N2 − 1 = 1 −
8
N
+ O(N−3).
To find the corresponding c, we solve (5.5) and obtain that
c = (1 − rc)
2
N[1 + (rc)2] =
32
N3
+ O(N−4). 
5.7. Proof of Theorem 4.2
From (4.3), we see that it is necessary to estimate z¯c . Let rc = r
∣∣
=c . Then
z¯c = z¯0 · g
∣∣
=c
= N(N + 1)
6
· 6
N2 − 1
[
N(1 + rNc )(1 + r2c )
(1 − rc)(1 − rNc )(1 + rc)
− 1 + r
2
c
(1 − rc)2
]
.
By rc = 1 − 8/N + O(N−3) and N  1, we can assume that rc  1 − 4/N . Since
rNc  (1 − 4/N)N < e−4, we have that
1 + rNc
1 − rNc
<
1 + e−4
1 − e−4 = coth(2).
Thus we obtain that
z¯c <
N
N − 1
[
coth(2)N
1 − rc −
1
(1 − rc)2
]
= N
3
N − 1 ·
8 coth(2) − 1
64
· [1 + O(N−2)]
= [8 coth(2) − 1]N
2
64
+ O(N).
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Finally we use (4.3) to conclude that
Wc = c(N − 2)z¯c <
[
32
N3
+ O(N−4)
] [ [8 coth(2) − 1]N3
64
+ O(N2)
]
= 8 coth(2) − 1
2
+ O(N−1). 
6. Concluding remarks
For the Markov chain model introduced by Higham in [7], we showed here that
the small-world phenomenon arising from a ring network can be analyzed almost
entirely using matrix-theoretic methods. Our approach provides exact, rather than
asymptotic, representation of the reduction ratios in the maximum and average mean
first passage times, two of the quantities characterizing the small-world properties
of the network. Numerical evidence clearly indicates that these reduction ratios are
close counterparts of the average path length that has been much studied in the litera-
ture through mean-field approximations and numerical simulations [13,16]. We also
illustrated that our results can be utilized to explore the small-world phenomenon in
less restrictive settings than exhibited in [7]. In general, the phenomenon requires
adding shortcuts with extremely small probability, namely  ≈ 32/N3, or approxi-
mately 3.66 shortcuts per random walk so as to achieve a 50% or more reduction in
the maximum mean first passage time.
The Markov chain model suggested in [7] turns out to be a suitable setting for
investigating the small-world properties of the ring network. The addition of random
shortcuts to a regular random walk is indeed analogous to the model proposed by
Newman, Moore, and Watts [13]. The mean first passage times of the chain, together
with the subdominant eigenvalue of its transition matrix, provide alternative and
appropriate measures of the small-world properties of the network in the Markov
chain setting. These measures can be examined directly with tools from matrix the-
ory which appears to be the most attractive feature of the Markov chain small-world
model. In addition, the Markov chain model readily applies to networks with directed
edges. These are often encountered in applications such as communication networks.
The Markov chain model can be modified to include networks with a more sophis-
ticated structure, such as a ring network where each node is initially connected to its
2n (1 < n < N/2) nearest neighboring nodes as considered in [16]. In this case the
Markov chain model will also result in a circulant transition matrix whose structure
can be exploited to produce exact results on the reduction ratios in the maximum and
average mean first passage times and on the subdominant eigenvalue of the transition
matrix. The existing large literature on the theory of Markov chains can provide
other possible extensions of the Markov chain model, such as when the initial net-
work is identified with an asymmetric random walk, or when the probabilities of
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adding shortcuts are biased or range-dependent as suggested in [7]. A further exten-
sion of the Markov chain model is to the case when the network is constructed in a
deterministic manner, see [3,5].
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