We construct a theory of general boundary value problems for di erential operators whose symbols do not necessarily satisfy the Atiyah{Bott condition 3] o f v anishing of the corresponding obstruction. A condition for these problems to be Fredholm is introduced and the corresponding niteness theorems are proved.
Introduction
The theory of boundary value problems in Sobolev spaces for elliptic di erential equations is at present w ell known (e.g., see 1, 18] ). The main theorem concerning these problems states that under some algebraic conditions (the Shapiro{Lopatinskii conditions) this problem is Fredholm. One of the important features of this theory is that not any elliptic operator on a manifold with boundary admits boundary conditions of the above t ype. It was found out ( 3] , see also 22, 23] ) that the obstruction to the existence of (pseudo)di erential Fredholm boundary value problems in Sobolev spaces is of topological character, and hence a given elliptic operator admits a F redholm boundary value problem only if the corresponding obstruction vanishes.
Unfortunately, this obstruction does not vanish for some important g e o m e t r i c operators like the Hirzebruch (signature) or Dirac operators. In particular, this leads to the fact that the general formula for the index of elliptic operators on manifolds with boundary (e.g., see 10, 22] ) does not apply to these operators, which are important in topology and Riemannian geometry.
An attempt to nd a formula for the signature in the case of manifolds with boundary has led Atiyah, Patodi, and Singer 2] to the consideration of a bound-ary value problem for the Hirzebruch (and Dirac) operator in the space L 2 . More precisely, these operators are treated as unbounded operators in L 2 with domains determined by homogeneous boundary conditions of a special form. In this setting, these operators are Fredholm, and for example, the index computation for the Hirzebruch operator on a manifold with boundary results in an expression for the signature of the manifold in terms of its L-genus and an additional term called the -invariant 2]. However, the two cases are apparently quite di erent: while for an elliptic differential operator A with boundary conditions of Shapiro{Lopatinskii type we c a n either consider the boundary problem itself or treat A as an unbounded operator in L 2 corresponding to the homogeneous boundary conditions, only the latter possibility i s a vailable if boundary conditions of Shapiro{Lopatinskii type do not exist for A. Hence the following question is quite natural: Is there a general theory of boundary value problems which includes the classical (Shapiro{Lopatinskii) problems but also permits one to pose Fredholm nonhomogeneous boundary value problems for elliptic operators for which classical boundary value problems fail to exist? In the present paper, we describe such a theory. Most of the ingredients needed there are in fact contained in Seeley's papers 24, 25] . However, for operators violating the Shapiro{Lopatinskii condition he only considered homogeneous boundary value problems in L 2 , o f w h i c h the problems considered in 2] are a very special case.
Let us outline our main idea. Simple examples given by the Cauchy{Riemann, Bitsadze 5] , and other equations show that although they do not possess Fredholm boundary value problems in Sobolev spaces, such problems do exist if the right-hand sides in the boundary conditions belong to ner spaces (for example, for the Cauchy{ Riemann equations these are the Hardy spaces e.g., see 6, 21] ). In fact, these spaces are (closed) subspaces of some Sobolev spaces, which permits one to suggest that to de ne a Fredholm boundary value problem one must in the general case use subspaces of Sobolev spaces. In the present p a p e r , w e implement t h i s s c heme. More precisely, t h e ( m ; 1)st-order jets at the boundary of solutions of a homogeneous mth-order elliptic equation always form a subspace of the Sobolev space of sections of the corresponding bundle over the boundary, w h i c h readily gives a trivial example of a boundary value problem of the above t ype. In classical boundary value problems, the boundary operator can be viewed as an isomorphic (or almost isomorphic, i.e. Fredholm) mapping of this subspace onto the Sobolev space of sections of some other bundle over the boundary. In nonclassical (general) boundary value problems, the mapping is onto a subspace that may b e in nite-codimensional. From the topological viewpoint, the obstruction to posing a classical (Shapiro{Lopatinskii) boundary value problem is equivalent to the nonexistence of an isomorphism of a certain vector bundle over T 0 X = T Xnf0g, where X is the boundary, to the pull-back o f a v ector bundle over X. From the analytical viewpoint, the obstruction is the nonexistence of a pseudodi erential almost isomorphism between a certain subspace of the Sobolev space of boundary jets and the Sobolev space of sections o f a v ector bundle over X. It is easily recognized that the latter condition is the \quantized" version of the former.
The structure of the paper is as follows. It consists of three sections. The rst section comprised the main results. Speci cally, the de nition of a general boundary value problem is introduced and discussed in Subsection 1.1 a criterion for the Fredholm property to hold is established in Subsection 1.2 a pseudodi erential statement of general boundary value problems is described and the corresponding niteness theorem is proved in Subsection 1.3. Finally, in Subsection 1.4 we d i s c u s s the Shapiro{Lopatinskii conditions.
The reasoning in Section 1 is based on the use of the Calder on{Selley boundary projection operator 7, 24, 25] , whose construction involves the inverse of an elliptic operator on the double of the original manifold. This is a little disadvantage, because it it intuitively clear that everything concerning the boundary conditions must be determined by t h e b e h a vior of the operator in question near the boundary (or even at the boundary) rather that on the entire manifold (not to speak of the rather ambiguous continuation to the double). That is why w e h a ve included Section 2, where the niteness theorem of Subsection 1.3 is proved be constructing a parametrix of the problem in quite a \classical" manner (we freeze the coe cients at an arbitrary point of the boundary, pass to the Fourier transform with respect to the tangential variables, and study the resulting ordinary di erential equation). We do some preliminary work in Subsection 2.1, examine the model problem with frozen coe cients in the half-space in Subsection 2.2, and construct the global parametrix in Subsection 2.3. Section 3 contains two simple and familiar examples, in one of which there are no classical boundary value problems (the Cauchy{Riemann operator, Subsection 3.1), whereas the other possesses those (the Euler operator, Subsection 3.2). 
(1) where E and F are vector bundles over M, b e a n mth-order elliptic di erential operator on M. We shall de ne the abstract notion of a general boundary value problem (BVP) for the operator (1) (which includes classical BVPs as a special case), introduce a speci c construction of general BVPs, and show that with this construction one can always achieve a BVP that is Fredholm in relevant function spaces. As a by-product, we obtain the well-known condition for the existence of classical boundary value problems satisfying the Shapiro{Lopatinskii condition.
As usual in the theory of elliptic operators, we consider the operator (1) (2) where s > m ; 1=2 i s a n i n teger. The boundary conditions will be imposed on the (m ; 1)st-order jet j m;1 X (u) of the solution u 2 H s (M E) at the boundary to treat them conveniently, w e take a collar neighborhood U of X in M and identify it with the product X 0 1) (for example, this can be done by c hoosing a Riemannian metric on M, w h e n c e ( x t) 2 X 0 1) can be identi ed with the point at a distance t from X on the geodesic issuing from x 2 X in the inward normal direction 
is a continuous linear operator.
In other words, a general BVP is an operator of the form
withD andB as in (2) and (4).
Remark 1
We m ust draw a distinction between the boundary operatorB j m;1 X in (3) and (5) and the \general boundary operators" (e.g., see Sternin 27, 28] , where they were considered in the framework of relative elliptic theory). The latter have the form i b , whereb j 0 Xb is a pseudodi erential operator on M rather than on X. On the one hand, our de nition is more restrictive i n t h a t B j m;1 X is necessarily a di erential operator of order m ; 1 in the direction normal to the boundary (this requirement sounds quite natural for boundary value problems, as opposed to Sobolev problems). On the other hand, the codomain of i b is always a Sobolev space, whereasB j m;1 X is allowed to act into an arbitrary Banach space.
Remark 2 A classical BVP is a speci c case of (3) in which L is the Sobolev space of sections of some vector bundle over X andB is a (pseudo)di erential operator.
The main reason for introducing the notion of a general BVP is that for a given D we c a n a l w ays nd a problem (3) with the Fredholm property (which i s not the case with classical BVPs). As we shall see shortly, this readily follows from the results of Seeley 24, 25] , who however did not make the nal step|for operatorsD such that classical BVPs with the Shapiro{Lopatinskii condition fail to exist, he only considered problems with homogeneous boundary conditions (g = 0) and withB a pseudodi erential operator. We point out that Seeley's work essentially uses and develops the ideas due to Calder on ( 7] see also 8]), who was the rst to introduce projection operators of this type in order to study boundary value problems. Close results are due to Boutet de Monvel 9] and H ormander 17]. Calder on's projections found various applications in di erential equations and mathematical physics (e.g., see 1, 15, 16, 17, 19, 20] ).
The niteness theorem (abstract case)
L e t u s s h o w h o w Seeley's reasoning can be adapted to our aims. First, we give a n intuitive argument to clarify the idea, and then ll in the missing details. By a fairly simple technique,D can be extended to an elliptic di erential operator on the double 2M of the manifold M (note that 2M is a closed compact manifold), and we can de ne a continuous operator extending any f 2 H s;m (M F) t o 2 M with smoothness s ;m preserved. SinceD is elliptic, it is now pretty clear that (modulo a nite-dimensional defect, which can be neglected as far as the Fredholm property is concerned) we can use a right almost inverse ofD to reduce problem (3) to a problem of the same form with f = 0 (and, of course, with di erent g):
be the kernel of the operator (2) . We see that the point is to describe the linear manifold R 0 (D s ) = j m;1
that is, the space of boundary data for the solutions in H s (M E) of the homogeneous equation. If R 0 (D s ) is a subspace (i.e. is closed), then we can hope that any operatorB (see (4)) such t h a t
is an isomorphism or at least a Fredholm operator gives rise to a Fredholm BVP (3). In particular, the simplest choice is as follows: 
This is a nite-dimensional space. Seeley proved the following assertion.
Theorem 1 ( 24, 2 5 ] ) There exists an operator
such that i) for any s,Ŝ extends to a continuous mappinĝ In other words,Ĉ is a right i n verse ofD modulo nite-dimensional operators. Now w e can state and prove our rst theorem concerning general BVPs.
Theorem 2 The general boundary value problem (3) (or, which is the same, the operator (5) Proof. First, we reduce the assertion to the case in which the right-hand side f is zero. (3) is Fredholm if and only if so is the problem D u = 0 B (j m;1 X (u)) = g 2 L : (11) In other words, the operator (5) is Fredholm if and only if so is the operator B j m;1 X : N(D s ) ! L : (12) Proof of Lemma 1. Obviously, the kernels of the operators (5) and (12) coincide. Let us study the cokernels. We claim that the cokernel of the operator (5) is isomorphic to that of the operator (12) (13) is Fredholm.
Lemma 1 Problem
Proof. By the de nition of R 0 (D s ), the operator (13) is an epimorphism. Next, by virtue of (7) the kernel of the operator (13) is just N 0 (D), which is nitedimensional. This completes the proof of Lemma 2 and Theorem 2.
The niteness theorem (pseudodi erential case)
In applications, it is often important to describe the space L and the boundary operatorB in explicit terms. The form of the \simplest" Fredholm BVP in whicĥ B =P + and L = I m P + suggests such a description:B must be a pseudodi erential operator acting in sections of vector bundles on X, B : H s;1=2 m (X E) ! H (X G) and the subspace L H (X G) m ust be described as the image of some pseudodi erential operatorP : H (X G) ! H (X G) (for simplicity, w e assume thatP is a pseudodi erential operator of order zero). Moreover, we assume that the principal symbol (P)(x ) is a projection operator in ( G) (x ) , ( x ) 2 T 0 X, w h e r e : T 0 X ! X is the natural projection, the range ofP is closed, and ImB ImP. W e endow ImP with the Hilbert space structure inherited from H (X G).
Consider the general boundary value problem (D is an elliptic operator)
for the unknown function u 2 H s (M E). Theorem 3 Suppose that the following condition is satis ed: (GSL) For any (x ) 2 T 0 X, the principal symbol (B)(x ) of the operatorB induces an isomorphism between the spaces 2 L ; (x ) and Im (P)(x ). Then problem (14) is Fredholm. In other words, the operator We shall refer to condition (GSL) as the coerciveness condition, o r t h e generalized Shapiro{Lopatinskii condition. For the case in whichP = 1 , w e arrive at the usual Shapiro{Lopatinskii condition (e.g., see 1] ). This will be discussed in Subsection 1.4. The advantage of the general condition is that a boundary value problem satisfying this condition can be posed for an arbitrary elliptic operatorD (it su ces to take 3 B =P =P + ).
Proof of Theorem 3. By Theorem 2, it su ces to prove t h a t (16) and is of order 0 in this space hence the orders of matrix entries ofP + vary according to the orders of the direct summands in (16) , and the principal symbol of P + that we speak about is de ned in the sense of Douglis{Nirenberg 13] . To m a k e things more convenient, let us take a n i n vertible rst-order elliptic pseudodi erential operator^ in C NowP + is of order 0,B is of order s ; m + 1 =2 ; , and the principal symbol (B) o f B is an isomorphism between the ranges of (P + ) a n d (P). Momentarily, let us write A instead of (Â) for the principal symbol of any pseudodi erential operatorÂ.
Since any short exact sequence of vector bundles splits, it is an easy exercise in linear algebra to nd symbols (the latter inclusion is due to the fact that ImB ImP ). Now restricting (17) and (18) is bounded, and so P ;1 (S) is a bounded set in H (X G)=KerP. Consequently, there exists a bounded set S H (X G) such that S =P ( S ). Now (P ;1)(S) = ( P 2 ;P)( S )
is a relatively compact subset of H (X G), sinceP 2 ;P is an operator of order ;1 (recall that P 2 = P). Lemma 3 is thereby proved. Now i t f o l l o ws from (19) thatR 1 andR 2 are, respectively, left and right regularizers ofB in the spaces (15) . Thus, the operator (15) is Fredholm, which completes the proof of Theorem 3.
The Shapiro{Lopatinskii condition
IfP is the identity operator,P= 1, then problem (14) turns into the classical boundary value problem for the elliptic operatorD with boundary conditions speci ed by the operatorB (the right-hand side g in the boundary conditions is allowed to range over the entire Sobolev space H (X G)). Note that the principal symbol P(x ) o f the operatorP , w h i c h acts in the spaces P(x ) : ( G) (x ) G x ! ( G) (x ) 13 in this case is the identity operator, ImP (x ) = ( G) (x ) so that condition (GSL) is reduced to the requirement that the symbol B de This is just the usual Shapiro{Lopatinskii condition.
We s e e t h a t classical boundary value problems satisfying the Shapiro{Lopatinskii condition exist if and only if L ; is isomorphic to the pullback under the natural projection of some bundle over X.
The obstruction to the existence of such an isomorphism can be re presented as follows (sf. 3, 22] ). It su ces to deal with the cosphere bundle S X instead of T 0 X, since the former is a retract of the latter (in plain words, it su ces to extablish the existence of an isomorphism (20) on S X and then extend it by homogeneity). (x ) is the space of initial data of exponentially decaying solutions of (9) hence of those solutions which belong to L 2 (R + )) and CokerD (x ) = f0g (recall thatD (x ) i s a di erential operator). Now for the existence of an isomorphism (20) it is necessary that index fD (x )g 2 K(X) where : S X ! X is the canonical projection.
Summarizing, not every elliptic operator admits a classical boundary condition of Shapiro{Lopatinskii type, and the obstuction to the existence of such problems is of topological nature 3].
Construction of the parametrix
The proof of Theorem 3 given in Subsection 1.3 is quite abstract in that it is based on the Calder on{Seeley projection here we g i v e a di erent proof of this theorem by explicity constructing a parametrix for problem (14) .
The reader should be aware that the notation we use here (see Subsection 2.1) slightly di ers from that adopted in Section 1. The main di erence is that we u s e @=@tinstead of ;i@=@t so as to avoid an excessive a m o u n t of factors i in all the formulas.
Notation and preliminary considerations
Let M be a smooth manifold with boundary X = @M, and let E i , i = 1 2, be complex vector bundles over M. Next be an elliptic pseudodi erential operator with principal symbol D.
In a neighborhood of X = @M we i n troduce special coordinates (x t) a s i n Section 1. The dual variables will be denoted by ( p). In this neighborhood, the operator and the symbol have, respectively, the form 2 T x X p 2 C:
Let p j = p j (x t ) be the points at which the symbol (22) (23) 4 By virtue of the ellipticity, the coe cient D(x t 0 1) of (@=@t) m is an invertible homomorphism E 1 ! E 2 . Hence, we can assume that E 1 = E 2 and D(x t 0 1) = 1 (the identity homomorphism).
Let ' j (x t ) be the corresponding eigenvectors and associated eigenvectors of this homomorphism.
Note that Re p j (x t ) 6 = 0 f o r 6 = 0 b y virtue of the ellipticity, s o t h a t t h e functions p j (x t ) (and, accordingly, the eigenfunctions ' j (x t )) split into two subsets Similarly, w e i n troduce the spaces L + = L + (x t ): Obviously, for su ciently small t < " we h a ve the direct sum expansion L + (x t ) L ; (x t ) = E m (x ) : Let P ; (x t ) be the projection onto L ; (x t ) along L + (x t ), and let P + (x t ) be the projection onto L + (x t ) a l o n g L ; (x t ). Obviously, i) P (x t ) are matrices smoothly depending on (x t ), 6 = 0 ii) P + (x t ) + P ; (x t ) = 1 iii) P (x t ) are zero-order homogeneous in .
The equation in the half-space
In the half-space R n + , consider the operator ii) the data g ( ) lie in the range of this homomorphism, which i s a s u b s p a c e o f the bre of F. It is natural to describe this subspace as the image of some projection P( ), g ( ) = P( )g 1 ( ) for arbitrary g 1 ( ). For conditions (24) to be well-posed, we m ust require that the range of B x 0 ( ) b e c o n tained in the range of P( ).
Proposition 1 One has the equivalence ImB x 0 ( ) Im P( ) , B x 0 ( ) = P( )B (1) x 0 ( ) for some homomorphism B (1) x 0 ( ). Proof . Suppose that ImB x 0 ( ) Im P( ): Then P( )B x 0 ( ) = B x 0 ( ) since P( ) i s t h e i d e n tity operator on the range.
Conversely, i f B x 0 ( ) = P( )B R g ]: Let us prove t h a t R is the exact resolving operator of problem (25) . First, we s h o w t h a t R is a right i n verse. (27) under the above assumptions is given in the cited spaces by 6
where (f) = ( 0 . . . 0 f ). 
2 (p + ) (the variable y plays the role of t in the general construction). We take E to be the one-dimensional trivial bundle over X. 
where d X and X are, respectively, the exterior di erential on X and its metric adjoint. To calculate the symbol of the Euler operator, note that i) the symbol of d X is the exterior multiplication by i dx ii) the symbol of X is the interior multiplication by ;iV , w h e r e V is the vector corresponding to dx with respect to the metric g X . Furthermore, we need the relation iii) ( dx; V c) 2 By summing this over j = 1 . . . n ; 1, we obtain iii). is the Euler operator, and g 1 and g 2 belong to H s;1=2 (X ev (X)) and H s;1=2 (X odd (X)) respectively.
