We introduce a BDD with redundant variables as an Indexed BDD(IBDD) and define PolyIBDD as the class of Boolean functions represented by polynomial-sized IBDDs or the $\mathfrak{n}tltll$ ber of input variables. Assuming that the class of languages on $\{0,1\}$ that are accepted by logarithmic space bounded DTMs is DLOG, $\downarrow$ he f'ollowing relation holds. PolyIBDD $=DLOG$ . That is to say that languages which belong to DLOG also belong to PolyIBDD.
Introduction
Due to the recent progress of VLSI technology, it is desired to design large scaled and complicated logic circuits. Computer-aided design for digital circuits (CAD) is indispensable to design such a large scaled integrated digital circuits. Representations of Boolean functions affect area and computational time in synthesis and simulation of the logic circuit. The importance of representations is increasing as the scale of Boolean functions is becoming larger.
Binary Decision Diagram(BDD) is one of the data structure to represent Boolean functions [l, 2] . A BDD is a directed acyclic graph which is constructed from successive Shannon expansionl of a Boolean function according to a given input variable order. When isomorphic subgraphs and redundant nodes are reduced, a Boolean function has a canonical form of BDDs given an input variable order. That is two functions are equivalent if and only if the reduced BDD for each function is isomorphic given an input variable order. The canonicity makes easy to check equivalence of Boolean functions. Besides many practical Boolean functions are representable in feasible memory space using BDDs. Due to good properties above, BDD is widely used in CAD, such as logic synthesis, test generation and verification.
The number of nodes of BDDs (it is also called "size ") affects the processing speed of Boolean functions and memory area. Tbus we can use BDD's size as complexity measure of Boolean functions. The largest size of BDDs is at most polynomial to the number of input variables to manipulate Boolean functions.
The term :'Sequence of $BDD^{\cdot}$ ' can be defined as an infinite set of BDDs which are characterized by a size parameter $i$ . A sequence of BDDs is an infinite set of BDDs such that each BDD represents a Boolean function of $i$ input variables for each positive $n$ umber $i$ . 1Shannon expansion of variable $x$ ; means $F=\overline{x,}\cdot F_{x_{t}=0}+$ $x;\cdot\Gamma_{x.=1}$ .
We will regard an on-set of a Boolean function which is represented by a BDD in a sequence of BDDs as a string on $\{0,1\}$ . Now there is one-to-one correspondence between a sequence of BDD and a formal language on $\{0,1\}$ , thus we can argue the sequence of BDDs using results of formal language theory. Ishiura et a1. [4] defined the class of Boolean functions which are represented by a sequence of polynomialsized BDDs of the $n$ umber of input variables as PolyBDD. They have showed relations between PolyBDD and Turing machines as follows: Regular $Set\subseteq PolyBDD\subseteq$ DLOG, where DLOG is the class of languages that are accepted by logarithmic space-bounded deterministic Turing machines.
Jain et a1. [5] proposed an Indexed BDD(IBDD) as a rnore compact and generalized form of BDDs. An IBDD is a BDD with redundant input variables. Although IBDD has no canonical form for any Boolean function and a construction of IBDD is a complicated task, an integer multiplier and an HWB(Hidden Weighted Bit) function [3] can be represented by polynomialsized IBDDs of the number of input variables. It is $k$ nown that BDD requires at least exponential to represen $t$ the same functions [3] .
We will define the class of Boolean functions which are represented by a sequence of polynomial-sized IB-DDs of the number of input variables as PolyIBDD. The purpose of this paper is to clarify the relation between PolyIBDD and well-known classes of formal languages.
In this paper, we present relations between IBDDs and Turing machines. The following relation holds.
PolyIBDD $=DLOG$
In Section 2, we define a sequence of IBDDs, Poly-IBDD, and these related terms. In Section 3, we show that PolyIBDD$=DLOG$ . In Section 4, we give conclud-$i$ ng remarks. 
Definitions

BDD and Indexed BDD
IBDD differs from BDD in the following points.
. A variable order is free on each layer. . Different graphs which represent the same Boolean function are obtained iflayer number $k(n)$ varies. i.e. there is no canonical form.
. An IBDD equals a BDD when a layer number $k=1$ .
We define a sequence of IBDDs following the definition of a sequence of Boolean functions2 in [7] . A sequence of IBDDs $is$ an infinite set of IBDDs which are characterized by a size parameter $n$ .
Definition 2 (Sequence of IBDDs)
A sequence of IBDDs $\{IB_{\mathfrak{n}}^{k(n)}\}$ is an infinite set of IBDDs $IB_{1}^{k(1)},$ $IB_{2}^{k(2)},$ $\ldots$ , where $IB_{n}^{k(n)}$ is an IBDD which represents a Boolean function of $n$ variables. $k(i)$ is a function which is related to $i$ .
$\square$
We define a formal language $L_{\{JB_{\mathfrak{n}}^{k(n)}\}}$ for a sequence of IBDDs $\{IB_{n}^{k(n)}\}$ following the definition of a formal language for a sequence of Boolean functions in [7] . Deflnition 3 $(L_{\{JB_{n}^{k(\mathfrak{n})}\}})$ A formal language $L_{\{JB_{n}^{k(n)}\}}$ for a sequence of IBDDs is $\{L_{\{IB_{n}^{k\{n)}\}}=f_{JB_{n}^{k\{n)}}^{-1}(1)|n=1,2, \ldots\}$ , where $f_{JB_{\pi}^{k(n)}}$ denotes a Boolean function represented by an IBDD $IB_{n}^{k(n)}$ , and $f_{JB_{n}^{k(n)}}^{-1}(1)$ means the set of nlength sequence $\{b_{1}, \ldots, b_{n}\}\in\{0,1\}^{n}$ which $satisfie_{\square^{S}}$ $f_{B_{\mathfrak{n}}^{k(n)}}(b_{1}, b_{2}, \ldots, b_{n})=1$ .
We can connect IBDDs with formal languages from the definition above. However, we need to define uniformity of a sequence of IBDDs as a family of logic $2A$ se uence of of Boolean functions is often called a family of Boolean functions. circuits as defined in [6] in order to discuss the relation between IBDDs and Turing machines. 1Ve define an encoding of an IBDD according to an encoding of logic circuits [6] . First of all, we begin with a descri $I\succ$ tion of each node of an IBDD $D_{v}$ .
We can describe an entire IBDD when we gather descriptions of all nodes of an IBDD. We call the entire $BDD\square$ $D_{B}(D_{JB})$ .
Deflnition 5 (standard encoding of IBDD) Let $C$ be a constant, and size $(IB_{\mathfrak{n}}^{k})$ size of an IBDD $IB_{n}^{k(n)}$ . Assuming that each node description of an IBDD $D_{v}$ is encoded in a sequence of $\{0,1\}^{*}$ with Clog (size $(IB_{n}^{k(n)})$ ) length and encoded descriptions of $D_{v}$ differs from each other, we define this encoding as standard encoding of the IBDD $IB_{\mathfrak{n}}^{k(\mathfrak{n})}$ and denote
The number of them are $n,$ $poly(n)^{3},$ $poly(n)$ , and poly $(n)$ respectively. Then $D_{v}$ is encoded in $O(logn)$ space. We can define a uniformity of a sequence of IBDDs $\{IB_{\mathfrak{n}}^{k(n)}\}$ . Definition 6 (uniformity of IBDD) Let $\overline{IB_{\mathfrak{n}}^{k(n)}}$ be a standard encoding of n-th IBDD $IB_{n}^{k\cdot(\mathfrak{n})}$ of a sequence of IBDDs $\{IB_{n}^{k(n)}\}$ .
Assuming that the function which generates $\overline{IB_{n}^{k(n)}}$ from a binary description of $n$ is computable with a logarithmic space bounded deterministic Turing machine, we define a sequence of IBDDs $\{IB_{n}^{k(n)}\}$ as logarithmic uniform.
Assuming that each IBDD $IB^{k(i)}|$ of a sequence of IB-DDs $\{IB_{n}^{k(n)}\}$ satisfies size $(lB_{j}^{k(\cdot)})\leq poly(i)$ , a logarithmic uniform sequence of IBDD $\{IB_{\mathfrak{n}}^{k(\mathfrak{n})}\}$ shall be denoted as PolyI $BDD$ . 
DLOG and Logarithmic Space Bounded Deterministic Turing Machine
We define $l|$ ; as a deterministic Turing machine with a two-way read-only input tape, two-way log-space bounded worktape. An input head is reversed at will. The worktape is written blank symbols in advance. The configuration of $M$ denotes $C_{M}$ and is 4-tuple ( $q$ , P., $P_{t},$ $\tau$ ), where . $q$ : a state of the finite control . $P_{i}$ : a position of the input head . $P_{I}$ : a pos $i$ tion of the worktape head . $\tau$ : contents of the worktape An initial configuration is $C_{1nitM}=(q_{0},0,0,$ $BB\ldots$ $B)$ , where $0$ denotes that the input head and tbe worktape head are both on left end markers$. If $q$ is a final state $(q\in F)$ , the configuration is called an accepted collfiguration $C_{acptM}$ .
We define a function $f$ which computes the next configuration $C_{M}'$ from a configuration $C_{M}$ .
where $x$ is a symbol under the input head, $d_{1},$ $d_{w}\in$ $\{-1,0,1\}$ denotes a direction of a head movement. $C_{1}$ has two next configurations because the input symbol $x$ under the input head of $C_{1}$ is $0$ or 1. Let us consider next configurations $C_{2},$ $C_{3}$ of a configuration $C_{1}$ . Let the state be $q$ , a symbol on the input head $a(\in\Sigma)$ , and a symbol on the worktape head $b(\in\Gamma)$ of the configuration $C_{1}$ . A transitive function $\delta$ is expressed as follows:
Using a function $f$ , we can compute $f(C_{1},O)=C_{2}$ and $f(C_{1},1)=C_{3}$ according to the transitive function $\delta$ .
The symbol $C_{2}(resp. C_{3})$ denotes the next configuration of the configuration $C_{1}$ when the input symbol of $C_{1}$ is $0$ (resp. 1) of $M$ . The numbers $-1,0,$ $+1$ denote input head movements Let the contents of an input tape be $(b_{1},b_{2},\ldots,b_{n})$ . An of $41f$ : left, no moves, and right respectively. The posieven turns reverse order expansion of the input tape is tive(or negative) number denotes quantities of right(or such that $(b_{1},b_{2},\ldots,b_{n}),$ $(b_{\mathfrak{n}},b_{n-1},\ldots,b_{1}),$ $(b_{1},b_{2},\ldots,b_{l})$ , left) movements. In order for $M'$ to read the same in-$(b_{n},b_{n-1},\ldots,b_{1})\ldots$ . That is, a string of input symput symbol as $M$ , the $(j+1)$-th steps of $M" s$ input bols4, which has the length $n$ , is written $k(n)$ times head should be as follows. is initialized to 1. $P_{A^{1}J},(j)$ is determined using this counter.
Let the j-th step's configuration of $M$ be $C_{l}^{i_{\backslash /}}=$ $(q, P_{M}^{;}(j),$ $P_{M}^{w}(j),$ $\tau$ ). The $(j+1)$ -th step's configuration $C_{M}^{j+1}$ becomes $f(C_{M}^{j},x)=C_{M}^{j+1}=(q', P_{\dot{M}}(j)+d_{M}^{\mathfrak{i}}(j+1),$ $P_{\lambda^{w}},\{j$ ) $+$ $d_{AJ}^{w}(j+1),$ $\tau'$ ).
Suppose the corresponding configuration of $41I'$ is $C^{\prime j_{\dagger J}},$ $=$ $(q, P_{M}^{3},(j), P_{M}^{w},(j), ar)$ ( $c\iota$ is a counter part), $C_{l}^{j_{\}}+1}\iota v1_{1}ic1$ ) satisfies the Condition 1 is determined as follows.
. If $M' s$ input head is reversed $-d_{\dot{M}'}(j+1)=2(n-P_{M'}^{i}(j))+2$ when $d_{M}(j)=1$ and $d_{M}'(j+1)=-1$ , or $d_{A}:,,(j)=-1$ and $d_{\dot{M}}(j+1)=1$ . $C_{M}^{j+1}=(q', P_{M}^{1},\langle j)+2(n-P_{\dot{M}},(j))+2_{1}P_{t\backslash }^{u}j,(j)$ $+d_{M'}^{w}(j+1),$ $\alpha'\tau'$ ) $P_{M}^{i},(j+1)$ , the input position of $C_{A}^{j+1}$ , is determined that the input head moves right $2(n-P_{A^{i}},,(j))+2$ times from the position $P_{M}^{i},(j)$ . If a counter for head movement equals $n+1$ , then the counter is initialized to 1. The range of $P_{M}|(j+1)$ is $(1\leq$ $P_{M}^{l},(j+1)\leq n)$ . The transition from $C_{hi}^{i}$ , to $C_{j1f}^{j+1}$ is expressed by a succession of transitions using the reflexive and transitive closure. Suppose that an input tape of $M'$ is the even turns reverse order expansion of the input tape of M. $IG_{M^{J}}$ is a configuration graph and each node of $IG_{M'}$ is the configuration when an input symbol is first read in all of the $iIf" s$ configurations. Each node of $IG_{M'}$ is expressed by $J^{X_{i}}$ which is i-th input string $x.(1\leq i\leq$ n) $il$ ) $j(1\leq j\leq k)$ turns of input strings. There is no
It is easy to transform a graph $IG_{M'}$ into an IBDD. We replace each node $jXi$ of $IG_{M^{t}}$ with i-th input string $x_{1}$ in the j-th layer, 0(or 1) arc with 0(or 1) edge, and an accepting(or nonaccepting) configuration with a constant node 1 (or $0$ ). The resultant graph is an IBDD. Since nodes ofconfigurations have a polynomial bound of input size $n$ at most, the size of IBDD is polynomial of $n$ at most. In the above $construction_{\square }$ the $I13DD$ has $k(n)$ layers. ... , $b_{\mathfrak{n}}$ ) belongs to L. $IB_{1}^{k(1)},IB_{2}^{k(2)},\ldots,IB_{\mathfrak{n}-1}^{k(n-1)},\ldots$ are similarly constructed by Lemma 2. Then we obtain a sequence of IBDDs $\{IB_{n}^{k(\mathfrak{n})}\}$ which accepts $L$ . That is, the sequence of IBDDs $\{IB_{n}^{k(n)}\}$ is constructed by an $O(logn)$ space bounded DTM $4tf'$ with a oneway input tape which is the even turns reverse order expansion of $M' s$ input tape. The sequence is logarithmic uniform by Definition 6. Thus, a logarithmic uniform sequence of polynomial-sized IBDDs Proof. Let $L_{\{JB_{\mathfrak{n}}^{k\langle n)}\}}$ be an arbitrary language accepted by PolyI $BDD$. We wi $sh$ to show that we can construct alogarithmic space bounded DTM $M$ with $k(n)-$ $1$ times reversal of the input tape which accepts $L_{\{JB_{n}^{k\langle n)}\}}$ . Suppose that $\{b_{1}, b_{2}, \ldots, b_{n}\}\in L_{\{IB_{n}^{k(\mathfrak{n})}\}}$ is the contents of the input tape of $M$ . Blank symbols are written on the worktape of $M$ .
First, the input tape scans once to measure its length $n$ and the length is encoded by $O(logn)$ bits on the worktape. A node description $D_{v}$ of the n-th IBDD $ID_{n}^{k(n)}$ of PolyI $BDD$ is written on the worktape based on binary encoding of $n$ . Assume that the variable order of odd layers are $(x_{1}, x_{2}, \ldots, x_{n})$ and that of even layers are $(x_{n}, x_{n-1}, \ldots , x_{1})$ in the IBDD $IB_{n}^{k(\mathfrak{n})}$ .
Suppose that a node description $D_{v}(v\in N_{c}\cup N_{v})$ $is$ written on the worktape. $D_{v}$ is described a 4-tuple $(ind\epsilon x\langle v),level,$ $e_{0}(v),$ $e_{1}(v))$ by Definition 4. A variable $x$ :(1 $\leq i\leq$ n) of the node $v$ is obtained by index(v). The value $b_{i'}$ ( $1\leq i'\leq$ n) of the variable $x$ ; determines an edge of the node $v$ . If $b_{i'}=$ $0$ (or $b,'=1$ ), then the node $v'$ which enters from $\epsilon_{0}(v)\langle ore_{1}(v))$ is $se|ected$ as the next one. If nodes are in odd(or even) layers of an IBDD, $M' s$ input head moves right(or left). If $e_{0}(v)(ore_{1}(v))$ is a terminal node and the index of $e_{0}(v)(ore_{1}(v))$ is 1, then the input $(b_{1}, b_{2}, \ldots, b_{n})$ is accepted. If $e_{0}(v)(ore_{1}(v))$ is a terminal node and the index of $e_{0}(v)(ore_{1}(v))$ is $0$ , Let $L_{\{JB_{\hslash}^{k(\mathfrak{n})}\}}$ be an arbitrary language accepted by PolyI $BDD$ . We wish to show that $L_{\{' B_{n}^{k(n)}\}}$ belongs to DLOG. By Theorem2, we can construct a $O(logn)$ space bounded DTM $M$ with $k(n)-1$ times r,eversal of the input tape which accepts the language accepted by PolyI $BDD$ , where $k\backslash (n)$ is a polynomial of the input length $n$ . PolyIBDD is expressed as $\bigcup_{k(n)=n^{O(1)}}L_{PolyJ^{k\{\mathfrak{n})}BDD}=PolyIBDD$ by Defnition 8. Therefore, a logarithmic space bounded DTM $M$ with input size $n$ accepts languages that belong to PolylBDD Theorem 3 is derived from Corollary 1 and Corollary 2.
Theorem 3 PoiyIBDD $=DLOG$
Classes of Formal Languages and PolyIBDD
We show the proved relations between classes of formal languages and PolyIBDD in Figure 4 . PolyBDD [4] is the class oflanguages that are accepted by logarithmic uniform sequences of polynomial-sized BDD's of input size $n$ . PolyBDD is equivalent to PolyI $BDD$ .
Conclusion,
In this paper, we introduced a BDD with redundant variables as an Indexed BDD(IBDD) and defined Poly-IBDD as the class of Boolean functions represented by polynomial-sized IBDDs of the number of input variables. We have discussed the relation between Poly-IBDD and the class of languages accepted by Turing machines. Results which are obtained in this paper are summarized below.
. For a given $O(logn)$ space bounded DTM $M$ with $k(n)-1$ times reversal of the input tape, there is a uniform sequence of polynomial size IBDD with $k(n)$ layers which accepts the language accepted by $M$ , where $k(n)$ is polynomial to the input length $n$ , and vice versa.
. The following relation also holds.
PolyIBDD $=DLOG$ The result mentioned above states that we can construct polynomial-sized IBDD for languages accepted by logarithmic space bounded DTM. The property of PolyBDD, which is the class of Boolean functions which are represented by polynomial-sized BDDs of the number of input variables $n$ , are equal to that of $L_{Poly\prime^{1}BDD}$ . That is, $L_{PolyJ^{k\{\hslash)}BDD}$ is a generalization of PolyBDD.
