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\langle 1-p ) (1), (2)
$\mathrm{e}^{-1}\cong 0.368$
$\prod_{\mathrm{i}=1}^{\infty}(1+\frac{2}{\mathrm{j}})^{\frac{1}{\mathrm{i}+1}}\underline{\simeq}3.8695$




( 2) ( 1) 4
3 Gilbert and Mosteller(1966), Smith(1975), Chow,
Robbins, Moriguti and Samuels(1964)
Ferguson(1989), $\mathrm{S}\mathrm{a}\mathrm{m}\mathrm{u}\mathrm{e}]\mathrm{s}(1991)$
2. Rubin and Samuels problem







memory ) . Rubin and Samuels(1977) memory-1ength-one
memory-iength-one ( ) -
3 Acoept (
) Reject ( ) Remember ( )
{Wr/Br; $\mathrm{r}=2,3,\ldots,\mathrm{n}-1$ $\mathrm{W}_{\mathrm{r}}\text{ }$ Br r-
( Remember $\mathrm{w}_{\mathrm{n}}/\mathrm{B}_{\mathrm{n}}=\mathrm{A}\mathbb{C}\mathbb{C}\mathrm{e}\mathrm{p}\{/\mathrm{A}\mathrm{C}\mathrm{o}\mathrm{e}\mathrm{p}\mathrm{t}$) W/Br 9










($\mathrm{A}_{\mathrm{k}}$ , Rk) $\mathrm{R}_{\mathrm{k}}$ , Ak
$\mathrm{R}_{\mathrm{k}+1}=\mathrm{R}_{\mathrm{k}^{+\mathrm{R}}1}(1-\mathrm{R}_{1})^{\mathrm{k}}$ , $\mathrm{A}_{\mathrm{k}+\mathrm{l}}=\mathrm{R}_{\mathrm{k}^{+}}\alpha \mathrm{R}_{1}(1- \mathrm{R}_{1})\mathrm{k}$
2 Rl $=\beta$ , \alpha $($ \alpha , $\beta)$
Rubimn\mbox{\boldmath $\delta$}amuels $\beta=0.456,\alpha=0.296\text{ }$
7.41375 ( infinite problem )
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3 Uncertain $\mathrm{e}\mathrm{m}\mathrm{p}^{]}\mathrm{o}\mathrm{y}\mathrm{m}\bm{\mathrm{e}}\mathrm{n}\mathrm{t}$
Rubin and Samuels(1977) (\alpha ,
\beta )
($0$ , Al) –
( ($0$ , Al) ) .
$(\mathrm{A}_{1}, \mathrm{R}_{1})$ –
–
($0$ , Rl) $\backslash /\backslash$
Rubin and Samuels(1977) Infinite problem (Infinite problem
Gianini and Samuels (1976) ) (\alpha , \beta ) (7) $\mathrm{T}\text{ }$ (7)
\’i ) X
$\mathrm{E}[\mathrm{X}]=\mathrm{E}[\mathrm{x}\mathrm{I}_{\{\mathrm{I}\leq}-\beta\}]+\mathrm{P}\{\mathrm{T}>\beta\}\frac{\mathrm{E}[\mathrm{X}]}{1-\beta}$ $\mathrm{E}[\mathrm{X}1=\frac{\beta \mathrm{E}[\mathrm{x}\mathrm{I}_{\{\Gamma}]\leq\beta\}}{-,\beta- \mathrm{P}\{\mathrm{T}>\beta\}}$
$-\beta=1-\beta$ ( $\alpha$ , p )
($\mathrm{A}_{1}$ , Rl) 2
1. (Al, Rl)
$\mathrm{Q}$ : (0, At) (0, Rl)
$\mathrm{P}\{\mathrm{Q}=\mathrm{m}+1\}=(\frac{\mathrm{A}_{1}}{\mathrm{R}_{1}}\int]-\frac{\mathrm{A}_{1}}{\mathrm{R}_{1}}\{^{\mathrm{m}}$ $\mathrm{m}=0,1,\ldots$
AI<RI
$\mathrm{P}\{\mathrm{T}\leq \mathrm{t}\mathrm{l}\mathrm{Q}=\mathrm{m}+1\}=\mathrm{j}=1\sum^{\infty}\{1-\dot{\mathrm{F}}\mathrm{t}^{\mathrm{m}}\mathrm{j}\int^{\frac{\mathrm{t}- \mathrm{A}_{1}}{\mathrm{R}_{1}- \mathrm{A}_{1}}}f(1$ . $\frac{\mathrm{t}- \mathrm{A}_{1}}{\mathrm{R}_{1}- \mathrm{A}_{1}})^{\mathrm{m}- \mathrm{j}}$
$=1-( \overline{\mathrm{p}}(\frac{\mathrm{t}- \mathrm{A}_{1}}{\mathrm{R}_{1}- \mathrm{A}_{1}})+(1-\frac{\mathrm{t}- \mathrm{A}_{1}}{\mathrm{R}_{1}- \mathrm{A}_{1}})$
Q T p.d. $\mathrm{f}$. $\mathrm{f}_{\mathrm{T}}$($\mathrm{t}|$ Q)
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$\beta$ $\mathrm{g}_{1}(\mathrm{x})=0$ $\mathrm{x}$ .
$\mathrm{g}_{1}(\mathrm{X})=\overline{\mathrm{p}}\mathrm{X}^{4}(_{\mathrm{x}\mathrm{X}1}2_{-})-+\mathrm{p}\mathrm{X}^{3}+\mathrm{x}+\mathrm{X}-21$
2 (Al, $\mathrm{R}_{1}$ )
( )
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$\mathrm{E}[\mathrm{X}]$ $\beta$ $\alpha$ $(1-\alpha)/\alpha$
68
$0.1$ 47.95 0.266 0.105 857
0.5 12.39 0.395 0.225 3.45
0.9 7.99 0447 0284 252
2
$\mathrm{p}$
$\mathrm{E}[\mathrm{X}]$ $\beta$ $\alpha$ $-\log\alpha$
0.1 6302 0.074 0.214 1.54
0.5 13.60 0.291 0.253 1.38
0.9 8.10 0.430 0.288 1.25
JI 2 (Al, $\mathrm{R}_{1}$ ), (\alpha \beta , \beta )
S, T S
$\mathrm{P}\{\mathrm{S}=\mathrm{s}\}=\alpha\{1-\alpha)^{\mathrm{s}}$ , $\mathrm{s}=0,1,\ldots$
$\mathrm{E}[\mathrm{S}]=\sum \mathrm{s}=1\mathrm{s}\alpha\langle 1-\alpha)^{\mathrm{s}}=(1-\alpha)/\alpha$ .
T
EF]=E[E 1Sl] $= \sum_{1\mathrm{s}=}^{\infty}\mathrm{t}_{=}^{\mathrm{S}}\sum_{\mathrm{l}}\frac{1}{\mathrm{j}})\alpha\langle 1-\alpha)^{\mathrm{s}}=-\log\alpha$
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