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Vorwort des Lesenden:
Datenschutz und Datensicherheit spielen eine wichtige Rolle im Zusammenleben
der Menschen. In der Geschichte lassen sich viele Anwendungen dazu geh

origer
Mechanismen belegen, so zum Beispiel die Benutzung kryptographischer Techni-
ken zum Schutz der Vertraulichkeit von Nachrichten in allen Epochen, die An-
wendung von (schwer f

alschbaren) Siegeln zum Nachweis der Authentizit

at von
Dokumenten. Selbst die Aufbewahrung von B

uchern als wichtiges Kulturgut der
Menschheit in mehreren

uber den Erdball verteilten Bibliotheken kann als Beitrag
zum Schutz der darin enthaltenen Information vor Verlust durch Naturkatastro-
phen und Kriege und andere Ereignisse angesehen werden.
Mit der Entwicklung der Mikrorechentechnik und dem Heraustreten des Internet
aus der relativ heilen Welt der Forschungseinrichtungen anfangs der 90er Jahre
( des vorigen Jahrhunderts ) begannen Fragen des Datenschutzes und der Da-
tensicherheit eine neue Dimension anzunehmen. Einmal f

uhrte die enorme, jetzt
an vielen Orten verf

ugbare Rechenleistung zu ebensolchen Konzentrationen von
elektronisch verf

ugbaren Daten. Mit der Konzentration der Daten steigen die
Auswirkungen eines Datenverlustes. Die Konzentration weckt auch das Interes-
se Unberechtigter. Die rasante Entwicklung der pers

onlichen Computer, deren
Leistungsf

ahigkeit heute mit der eines Universit

atsrechenzentrums vor 15 Jahren
vergleichbar ist, erweitert die Gruppe der potentiellen nichtauthorisierten Interes-
senten an Daten in bisher ungeahnter Weise und anonymisiert sie zugleich. Hinzu
kommt, da auf Grund der weltweiten Vernetzung ein Fernzugri auf Rechner
erfolgen kann, der keine physischen Spuren vor Ort hinterl

at bzw. hinterlas-
sen mu. Die Initiatoren des Internet hatten die vor etwa 10 Jahre einsetzende
umfassende Nutzung dieser Technologie so nicht vorausgesehen und folglich Si-
cherheitsmechanismen nur in begrenzem Mae eingebaut.
Auch wenn diese Dezite im Nachgang geschlossen werden (sollten), erleidet die
Industrie derzeit j

ahrlich Verluste in Milliardenh

ohe wegen M

angeln im Bereich
Datenschutz und Datensicherheit.
Damit sollte jeder Student der Informatik motiviert sein, sich Grundkenntnisse
in diesen Bereich anzueignen bzw. seine im Studium erworbenen Kenntnisse auf
anderen Gebieten unter diesem Gesichtspunkt neu zu durchdenken. Dazu soll
diese Vorlesung anregen.
Die juristische Seite von Datenschutz und Datensicherheit kann in der vorliegen-
den Vorlesung nicht behandelt werden.
Dank:
Herrn Stamer danke ich f

ur sein Engagement bei der Umsetzung in L
A
T
E
X.
Dieter Sosna
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1 Einf

uhrung
1.1 Begrie
Die Thematik
"
Datenschutz und Datensicherheit\ umfasst zwei Bestandteile:
Denition 1.1 (Datenschutz)
Schutz vor ungewollter Informationsverbreitung bzw. Schutz vor dem Verlust der
Vertraulichkeit der in den Daten enthaltenen Information.
Denition 1.2 (Datensicherheit)
Schutz der Daten vor Verlut oder Manipulation.
Gelegentlich sind die Grenzen zwischen beiden nicht scharf zu ziehen, bei einer
Reihe von Schadensereignissen k

onnen auch Verletzungen beider Bestandteile
gemeinsam auftreten.
1.2 Manahmen
Wo setzen Manahmen des Datenschutzes, der Datensicherheit an ?
Datenschutz und Datensicherheit werden durch ein Zusammenspiel von Manah-
men aus verschiedenen Bereichen eines Unternehmens oder Instituts realisiert,
einige Manahmen wirken sich in beiden Gebieten aus. Die Manahmen ergeben
sich als Konsequenzen der im Abschnitt 2.2 auf Seite 17 vorgestellten Analyse
der Schutzw

urdigkeit der Daten und der Analyse der Bedrohungen.
Die folgenden Beispiele sollen einen Eindruck von den vielf

altigen Einum

oglich-
keiten geben:
 personelle Manahmen: Die T

atigkeit von Menschen stellt einen der
gr

oten Risikofaktoren im Bereich Datenschutz und Datensicherheit dar.
Auch wenn durch die Medien immer wieder von spektakul

aren Angrien
auf die Datensicherheit in Unternehmen berichtet wird, die auerhalb der
betroenen Einrichtung gestartet werden, so belegen Statistiken, da von
Mitarbeitern ein hohes Gefahrenpotential ausgeht. F

ur sie sind ggf. weniger
hohe H

urden zu

uberwinden als f

ur Auenstehende, da sie i.A.

uber Insi-
derwissen verf

ugen und mit Privilegien f

ur den Umgang mit Informationen
ausgestattet sind. Weitere das Risiko erh

ohende Faktoren sind Unaufmerk-
samkeit und Routine. Irrationales, fanatisches Handeln von Menschen stellt
ein besonderes Risiko dar, da es kaum rational vorherzusehen ist.
Wie die folgende unvollst

andige Aufz

ahlung zeigt, ist das Spektrum der
Manahmen im personellen Bereich sehr breit und zum Teil unspezisch:
{ Schaen eines guten Betriebsklimas, Motivierung der Mitarbeiter
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{ Zahlung eines angemessenen Gehalts
{ Ausreichende und angemessene Qualizierung und Weiterbildung der
Mitarbeiter
{ Kontrolle der T

atigkeiten
8
{ Pr

ufung der Lebensumst

ande der Mitarbeiter
{ Pers

onliche Einschr

ankungen f

ur Mitarbeiter
Insbesondere die letztgenanten Punkte stellen erhebliche Eingrie in die
Pers

onlichkeitsrechte der Betroenen dar. Sie m

ussen deshalb wohl

uber-
legt und abgestuft eingesetzt werden. Ihr Einsatz wird sicher sehr von der
Schutzbed

urftigkeit der Informationen/Daten abh

angen und bedarf auch
einer juristischen Absicherung.
 betrieblich-organisatorische Manahmen
Auch hier wird eine sehr breite Palette von Manahmen erfat:
{ Analyse und Bewertung der tats

achlich auftretenden Bedrohung der
Datensicherheit und der Vertraulichkeit der Information als Grundlage
aller anderen Manahmen
{ Festlegung von prinzipiellen Entscheidungen (Sicherheitspolitik),

Uber-
pr

ufung bisheriger L

osungen, Einsatz neuer Hilfsmittel und Strukturen
{ Erarbeitung konkreter Entscheidungen, wie Arbeitsabl

aufe, Notfall-
pl

ane, Durchf

uhrung von Kontrollen, Auswertung von Protokollen und
Kontrollen, Festlegung von Zugangsbeschr

ankungen, Entsorgungskon-
zepte, . . .
{ Einsatz von Wachdiensten und Werkschutz
 Auswahl und Bewertung von Software:
"
Software darf nur das tun, wof

ur sie bestimmt ist.\
Der Zugri auf die Daten einer informationsverarbeitenden Anlage erfolgt
i.A. mittels Software. Die Sicherheit der Anlage h

angt wesentlich von der
Zuverl

assigkeit und Mangelfreiheit der Software ab. Die Feststellung die-
ser Eigenschaft ist aufwendig, erfordert Sachkunde und kann i.A. nicht von
den Anwendern der Software geleistet werden. Deshalb kann z.B. die For-
derung bestehen, nur zertizierte Software (Abschnitt 5.3, Seite 47) einzu-
setzen, diese wurde von einem unabh

angigen Gutachter gepr

uft. Um Mi-
verst

andnissen gleich vorzubeugen: Zertizierte Software allein macht keine
DV-Anlage sicher, wie wir bei der Vorstellung der Zertizierungsprozesses
sehen werden. Sie kann aber ein wichtiger Baustein im Komplex sicherheits-
relevanter Manahmen sein.
8
Die Tatsache von Kontrollen soll durchaus bekannt sein.
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 technische Manahmen: Hierunter fallen sowohl Manahmen, die die
DV-Anlage in engeren Sinn betreen als auch Manahmen im technischen
Umfeld der Anlage, beispielsweise
{ bauliche Gestaltung der Anlagen,
{ Schutzvorrichtungen gegen Feuer, Wasser, Magnetfelder, Stromausfall,
{ Hardwareredundanz als Schutz vor Ausf

allen (Schutz vor Datenverlust
oder Verlust der Funktionalit

at)
{ Hardware (mit entsprechender Software) zum Schutz der Kommuni-
kation mit der Auenwelt (Firewall)
{ Zutrittskontrollen, Video-

Uberwachung, Alarmtechnik
Trotz aller Manahmen bleibt stets ein Restrisiko. Perfekten Datenschutz
und/oder Datensicherheit wird bzw. kann es nicht geben.
Das Ziel der Manahmen besteht darin, dieses Restrisiko zu minimieren
bzw. unter ein vorgegebenes Limit zu dr

ucken.
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2 Was ist Sicherheit
2.1 Angrie gegen Datensicherheit und Datenschutz
Denition 2.1 Mit dem Wort Angri wird jede Attacke gegen den Daten-
schutz, die Datensicherheit bezeichnet, unabh

angig von Ursache und Ziel.
Angrie k

onnen insbesondere nach folgenden Kriterien klassiziert werden.
2.1.1 Klassikation nach dem Ziel
Zu den Angrien geh

oren unabh

angig von der Ursache insbesondere . . .
{ . . .Methoden und Mechanismen, um Daten auszusp

ahen,
. . . Ereignisse, die Daten oenlegen.
{ . . . Handlungen, um Daten zu manipulieren,
. . . Ereignisse, die Daten ver

andern.
{ . . . die Blockierung von Diensten, um dadurch die korrekte Bearbei-
tung von Daten zu verhindern. (Denial-of-Service Angri, DoS)
Nachtrag (Februar 2000): In der zweiten Februarwoche d.J. wurden einige E-Commerce-Sites
durch eine Flut von (sinnlosen) Anfragen f

ur einige Stunden lahmgelegt. Es trat das Zwanzigfa-
che der normalen Systemlast auf, darauf kann aus wirtschaftlichen

Uberlegungen kein Betreiber
vorbereitet sein. Zur Vorgehensweise: In mehrw

ochigen Vorbereitungen wurden (von Experten

ubrigens bemerkt) eine Vielzahl von Rechnern
"
gehackt\ und durch Installation entsprechen-
der Software vorbereitet. Diese wurde zu einem bestimmten Zeitpunkt aktiviert und l

oste die
Massenanfragen aus. Auswertung: Die M

oglichkeit solcher Angrie wird stark verringert, wenn
Erkenntnisse der Sicherheitsexperten von Systemadministratoren zur Grundlage von

Uberpr

ufun-
gen ihrer Installationen gemacht werden.
9
Rechtliche Bewertung: Paragraph 303b StGB droht
eine Freiheitsstrafe bis zu 5 Jahren oder eine Geldstrafe demjenigen an, der `eine Datenverar-
beitung, die f

ur einen fremden Betrieb . . . von wesentlicher Bedeutung ist, dadurch st

ort, da er
. . . eine Datenverarbeitungsanlage . . . unbrauchbar macht . . . `. Dieser Tatbestand wird bei einen
Denial-of-Service-Angri erf

ullt. Der Besitzer eines gehackten Rechners ist solange von Strafver-
folgung verschont, wie er nichts von dem Einbruch wei. Auch bei grober Fahrl

assigkeit bei der
Systemadministration liegt keine Beihilfe vor. Erlangt er davon Kenntnis, sollte er sich an das
BSI
10
wenden. Falsch w

are es, den Eindringling einfach auszusperren und die Angelegenheit zu
ignorieren oder die Spuren seiner T

atigkeit einfach zu beseitigen, dies k

onnte zu Schadenersatz-
anspr

uchen f

uhren.
(Quelle: c't, Heft 5/2000, S.68-70)
9
Dieses Vorgehen erfordert nat

urlich personellen und nanziellen Aufwand !
10
Bundesamt f

ur Sicherheit in der Informationstechnik, http://www.bsi.de/bsi-cert
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2.1.2 Klassikation nach Ursache und Vorsatz
{ unabsichtlich bzw. durch zuf

allige Ereignisse eingetreten
 Naturkatastrophen (Erdbeben, Feuer,

Uberschwemmungen, Sturm,
Blitzschlag ) mit Folge der Zerst

orung von Hardware, dem Verlust
von Datenbest

anden, Verlust der Vertraulichkeit oder der Blockie-
rung von Diensten.
 Fehler in Hard- und Software mit der Folge, da unerlaubte
Zugrie erm

oglicht bzw. erlaubte Zugrie verhindert werden.
Hierzu z

ahlt speziell auch der technische Ausfall eines Ger

ates.
6
-
t
p




Abbildung 1: Entwicklung der Ausfallwahrscheinlichkeit

uber der Zeit
Dabei treten oft Fr

uhausf

alle bei Neusystemen und Sp

atausf

alle
durch Verschlei von Hardware (wieder ansteigender Kurventeil)
auf, wenn diese nicht rechtzeitig ersetzt wird. Details hierzu nden
sich in Vorlesungen zur Technischen Informatik bzw. zur Wahr-
scheinlichkeitsrechnung. Die Folgen sind wie oben beschrieben.
 Unter Menschlichem Versagen wollen wir eine unabsichtliche
Fehlbedienung, wie z.B. Tastatureingabefehler verstehen, in de-
ren Folge Daten oengelegt, ver

andert, vernichtet oder Dienste
blockiert werden.
{ absichtlich bzw. durch vors

atzlichen Mibrauch entstanden
 Authorisierte Benutzer (Administratoren, Programmierer, Be-
nutzer mit/ohne Sonderrechte), die ihre Rechte missbrauchen, k

onnen
in einem System erhebliche Sch

aden verursachen und/oder ver-
trauliche Informationen erlangen.
Dieser Fall wird oft auch als Angri von innen bezeichnet.
 Aber auch unberechtigte Benutzer k

onnen durch gezielte Su-
che nach Schwachstellen und Ausnutzung dieser Stellen dem Sy-
stem Schaden zuf

ugen. (z.B. durch vors

atzliches Einbringen von
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Viren, Manipulation und Erlangung von Privilegien) (auch An-
gri von auen genannt).
2.1.3 Klassikation schadenverursachender Software
Als Folge der Vernetzung nimmt der softwarebasierte Angri stark zu, da
durch das Netz schadenverursachende Software verbreitet werden kann. Im
folgenden gehen wir auf einige wichtige Angrisformen ein, die mit Hilfe
von Computerprogrammen durchgef

uhrt werden k

onnen. Die Herstellung
solcher Programme geschieht i.A. vors

atzlich, die Weiterverbreitung kann
aus Unkenntnis oder Unachtsamkeit erfolgen.
{ Viren sind Programme mit zwei typischen Eigenschaften:
1. K

onnen sich selbst vervielf

altigen und eventuell sogar ver

andern.
2. Sind f

ahig, das Wirtssystem dauerhaft und oft irreparabel zu sch

adi-
gen.
{ Trojanische Pferde sind Programme, die neben ihrer oÆziell be-
kannten T

atigkeit noch zus

atzliche Informationen sammeln, weiter-
verarbeiten und/oder weiterleiten.
{ Unter Programmen mit Fallt

urfunktionen verstehen wir solche, die
neben einer oÆziellen Funktionalit

at unter wohldenierten, aber nicht
allgemein bekannten Umst

anden weitere geheime Funktionalit

aten ent-
wickeln. Diese k

onnen dann durch spezielle Eingaben o.

a. aktiviert
werden.
2.1.4 Angrie auf den Datenschutz
Ziel dieser Angrie ist die Gewinnung von nicht allgemein bekannten Daten
durch Unberechtigte.
{ Gewinnung von Informationen durch das Zusammenf

uhren von Da-
ten aus verschiedenen Quellen (Datenabgleich zwischen Datenbanken,

Uberschneidungswissen, Data-Mining, . . . ). Selbst wenn die einzelnen
Datenquellen keines besonderen Schutzes bed

urfen, kann durch das
Zusammenf

uhren der Information schutzbed

urftige Information ent-
stehen. Insbesondere ist dies zu vermuten, wenn das Zusammenf

uhren
sich nicht auf einzelne Datens

atze beschr

ankt, wenn etwa die Grund-
buchdaten einer ganzen Ortschaft mit Luftbildaufnahmen der Grund-
st

ucke und fotograschen Geb

audeansichten sowie dem Telefonbuch
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verbunden werden. Eine Kl

arung kann nur durch Pr

ufung der konkre-
ten Umst

ande jedes Einzelfalls erreicht werden.
{ Nutzung von Statistikfunktionen, um Einzeldaten zu gewinnen, falls
die statistische Grundgesamtheit zu gering ist. Hier versagt die an-
onymisierende Wirkung der Funktion - der Benutzer kann Aussagen
zu einzelnen Datens

atzen machen. Der triviale Extremfall, da es sich
nur um einen Eintrag handelt, verdeutlicht die Sachlage:
Beispiel 2.1 Anfrage

uber alle Datens

atze einer Personaldatenbank:
Durschnittliches Gehalt aller Personen mit Name= 'Dieter Sosna'
In der Realit

at wird dabei die Tatsache, da die Antwortmenge nur
ein Element enth

alt, durch eine andere Formulierung der Anfrage ggf.
verschleiert.
L

osung 2.1 Um diesen Angrien auf den Datenschutz zu begegnen,
gibt es mehrere M

oglichkeiten. Einmal kann die Grundgesamtheit, auf
die die Statistikfunktion anzuwenden ist, auf ausreichende Kardina-
lit

at vom System gepr

uft werden. Ist sie zu gering, wird die Anfrage
abgewiesen.
Zum anderen k

onnen durch Einf

ugen von Streufaktoren die konkreten
Einzeldaten bis zur Unkenntlichkeit ver

andert werden mit der Neben-
bedingung, da Mittelwert und Streuung unverf

alscht bleiben, sofern
nicht der obige Extremfall vorliegt.
{ die Verwendung von Existenzaussagen, bei denen die Bedingungen so
speziell sind, da auf einzelne Werte geschlossen werden kann.
Beispiel 2.2 Anfrage

uber alle Datens

atze einer Personaldatenbank:
Existiert eine Person mit Namen SOSNA und Gehalt zwischen 18 und 18.5 TDM, deren Ar-
beitsplatz das INSTITUT F

UR INFORMATIK ist ?
L

osung 2.2 Abweisen solcher Anfragen, das Datenbanksystem f

uhrt
die Anfrage ggf. in einer erweiterten Fassung intern aus und bewertet
die Ergebnismenge nach Sicherheitsregeln. Werden die dort gestellten
Bedingungen von der Anwort erf

ullt, wird die Ausgangsanfrage beant-
wortet. Die Schwierigkeit dieses Vorgehens besteht in einer intelligen-
ten Bewertung der Ergebnismenge.
{ Kombination der Ergebnismenge mehrerer unverf

anglicher Anfragen
auerhalb des Systems.
Beispiel 2.3 Folgende Anfragen werden unabh

angig voneinander an
eine Personaldatenbank unseres Instituts gestellt:
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SELECT Personalnummer FROM Personen WHERE Vorname='Dieter'
und
SELECT Personalnummer FROM Personen WHERE Alter  50
Ein Blick in die Ergebismengen zeigt, da es genau eine Person mit
Vornamen Dieter gibt, die

alter als 49 Jahre ist. Deren Peronalnum-
mer ist jetzt bekannt.
L

osung 2.3 Protokollierung von Aktionen/Zugrien und Auswertung
der
"
Geschichte\ bei neuen oder kombinierten Anfragen.
 Auch die Tatsache, da Informationen vorhanden sind, kann selbst wie-
der eine Information f

ur m

ogliche Angreifer sein. Deshalb ist es oft auch
notwendig, die Existenz von Daten/Informationen zu verbergen.
Beispiel 2.4 (Leitungs

uberwachung)
Ein Kommunikationskanal wird von einer dritten Person permanent ab-
geh

ort. Der Zuh

ohrer kann bei entsprechendem Zusatzwissen allein aus der
Tatsache, da auf dem Kanal ein Informationsaustausch stattndet, Schl

usse
ziehen.
L

osung 2.4 Auf der Leitung wird st

andig ein geeignetes
"
Rauschen\

uber-
tragen. Rauschen ist in diesem Zusammenhang ein Signal, welches sich f

ur
einen Nichteingeweihten von einem Nutzsignal nicht unterscheidet, dem
aber keine Bedeutung zugeordnet ist. Nat

urlich mu hierbei gew

ahrleistet
sein, da der berechtigte Empf

anger die Nutzdaten vom Rauschen trennen
kann.
Ein Beobachter erh

alt so keine Hinweise, ob und warum Informationen

ubertragen werden. Er kann auch keine Zusammenh

ange mit externen Er-
eignissen feststellen.
 Zur Verschleierung von Informations

ubertragungen an Auenstehende
kann auch ein verdeckter Kanal benutzt werden.
Beispiel 2.5 (verdeckter Kanal)
Die Information wird in unau

alligen Ereignissen versteckt.
Dies kann z.B. das Starten eines bestimmten unverd

achtigen Programmes
zu einem vereinbarten Zeitpunkt sein, welches dann von anderen Einge-
weihten beobachtet wird und damit ein Bit

ubertr

agt.
Diese Idee des verdeckten Kanals wird auch in der Steganographie ge-
nutzt, wo Daten in Bildern, Musikst

ucken oder Textfragmenten verbor-
gen werden, indem diese (an unau

alligen Stellen) gegen

uber dem Original
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ver

andert werden, so da die Ver

anderung die zu versteckende Nachricht
kodiert.
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2.2 Sicherheit eines Datenverarbeitungssystems
Denition 2.2 Ein System heit sicher, wenn alle Bedrohungen ausgeschlossen
werden k

onnen.
Diese Denition ist allerdings nicht sehr realistisch, da solche L

osungen technisch
nicht machbar sind (z.B. ein absoluter Schutz einer DV-Anlage gegen Feuer) und
wenn sie technisch machbar sind, meist einen sehr hohen nanziellen Aufwand
erfordern (z.B. Gew

ahrleistung der Erdbebensicherheit einer Datenbank mittels
weitr

aumiger Verteilung).
Die technischen oder praktischen Grenzen, die vollst

andige Sicherheitsl

osungen
unm

oglich machen, legen folgende Denition nahe:
Denition 2.3 Ein System heit (praktisch) sicher, wenn die
"
Summe\ der
Bedrohungen ein vorgegebenes Restrisiko nicht

uberschreitet.
Viele existierende L

osungen im Bereich Datenschutz/Datensicherheit bauen auf
dieser Denition auf, wobei die genannten Begrie noch einer Pr

azisierung bed

urfen.
Eine weitere M

oglichkeit, den Begri Sicherheit zu fassen, besteht in einer induk-
tiven Denition.
Denition 2.4 (induktive Denition) Ein System, welches jeweils durch einen
Zustand aus einer Menge von Zust

anden beschrieben wird, heit sicher, wenn es
1. einen sicheren Anfangszustand gibt,
2. eine Menge von zul

assigen Operationen deniert ist und
3. der bestehende Zustand dadurch entstanden ist, da auf den Anfangszustand
eine Folge von zul

assigen Operationen angewendet wurde.
Beispiel: Die Erhaltung der Konsistenz einer Datenbank bei der Ausf

uhrung
von Transaktionen (C aus ACID) beruht genau auf dieser Denition.
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2.3 Notwendigkeit des Schutzes von Daten
2.3.1 Analyse der Schutzw

urdigkeit
Hierbei versucht man zu kl

aren, in welchem Mae die betreenden Daten schutz-
w

urdig sind. Dies erfordert eine komplexe Betrachtung mit Beitr

agen aus folgen-
den Teilgebieten:
 betriebswirtschaftliche Faktoren
z.B. Geheimnisschutz, Schutz vor Verlut (Buchhaltungsdaten, . . . ), wirt-
schaftliche und technische Folgen eines Verlustes
 juristische Faktoren
z.B. Auskunftspicht, Einhaltung von gesetzlichen Vorschriften, Archivie-
rungsfristen
In [4] gibt K. Pommerening folgende Auswahl an Gesetzen und Verordnun-
gen, die insgesamt oder in Teilen den Datenschutz betreen:
{ Bundesdatenschutzgesetz (BDSG), siehe [7]
{ Landesdatenschutzgesetz
{ Bundesstatistikgesetz
{ Landesstatistikgesetz
{ Hochschulstatistikgesetz
{ Meldegesetz
{ Bundesverpichtungsgesetz
{ Fernmeldeanlagengesetz
{ Urheberrechtsgesetz
{ Strafgesetzbuch
Weiter betreen das Gebiet:
{ Teledienstdatenschutz-Gesetz (TDDSG)
 politische Faktoren
z.B. Vertrauensverlust, personelle Konsequenzen
 soziale und

okologische Faktoren
z.B. Folgen eines Versagens der Steuerung einer chemischen oder kerntech-
nischen Anlage.
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 Art und Weise der Datenhaltung als Faktor
Es gilt zu beachten, da die Schutzbed

urftigkeit auch von der Art und Wei-
se der Datenhaltung abh

angt. Typisches Beispiel hierf

ur ist das klassische
Telefonbuch und seine elektronische Entsprechung auf CD, bei der eine Su-
che nach dem Straennamen m

oglich ist und eine Nutzung dieser Suche f

ur
Werbezwecke ganz oensichtlich ist. Aus Datenschutz

uberlegungen wurde
die Suche nach der Adresse eines Teilnehmers bei bekannter Telefonnummer
aus der CD-Version herausgenommen, w

ahrend sie im klassischen Telefon-
buch uneingeschr

ankt m

oglich ist . . .
Bei der Bewertung der Schutzw

urdigkeit ist generell eine Unterscheidung
nach zwei Bestandteilen des Bereiches Datenschutz/Datensicherheit sinn-
voll:
1. Verlust der Daten (Datensicherheit)
2. Verlust der Vertraulichkeit (Datenschutz)
Beispiel 2.6 Verkn

upfung von Bilddaten der Straen und Geb

aude mit Te-
lefonbuchinformationen
Problem: Mibrauch zu Werbezwecken oder Informationsquelle zur Vor-
bereitung krimineller Aktionen.
Beispiel 2.7 elektronische Bestellsysteme f

ur Waren
Problem: Sammeln aller Daten und Erstellen eines Prols

uber die Kauf-
gewohnheiten des Benutzers ist m

oglich.
Allein die Aufz

ahlung der Faktoren, die zu einer Schutzw

urdigkeit der Daten
f

uhren, macht deutlich, da diese Feststellung nicht allein vom Informatiker ge-
troen werden kann. Vielmehr ist hier eine Zusammenarbeit mit Juristen, be-
triebswirtschaftlich ausgebildeten Fachleuten, mit dem ingenieurtechnischen Per-
sonal und der F

uhrung eines Unternehmens notwendig.
Ein weiteres Ziel der komplexen Untersuchung der Schutzw

urdigkeit ist es, die im
Falle einer Verletzung zu erwartendenmateriellen und ideellen Sch

aden absch

atzen
zu k

onnen.
2.3.2 Analyse der Bedrohungen
Grundlage aller Manahmen im Bereich Datenschutz/Datensicherheit ist nach
der Feststellung der Schutzw

urdigkeit die Analyse der real existierenden Bedro-
hungen. Dabei sind folgende Fragen zu kl

aren:
 Auf welchen Bereich der Einrichtung bezieht sich die Analyse ?
{ Wie ist dieser Bereich gegen andere Bereiche abgegrenzt ?
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{ Welche Beziehungen (Informations

usse) existieren zu den anderen
Bereichen ?
 Welche Bedrohungen existieren ?
{ Mit welcher Wahrscheinlichkeit treten sie auf ?
{ Welcher Schaden ist zu erwarten ?
Beispielbetrachtung f

ur ein ktives EDV-Unternehmen in Leipzig:
Kalkulierbarkeit
Bedrohung Wahrscheinlichkeit des Eintretens Einufaktoren
Erdbeben sehr gering nein bauliche Manahmen
im Rahmen der Standortwahl
Hochwasser gering mittelfristig bauliche Manahmen
im Rahmen der Standortwahl
Sturm und Hagel m

oglich kurzfristig normale Bauanforderungen
Blitzschlag m

oglich kurzfristig Blitzschutzanlagen, Datensicherung

Uberspannungen m

oglich nein

Uberspannungsschutz, Datensicherung
Kriegseinwirkungen z.Zt. sehr gering kurzfristig keine / baul. Manahmen
Terrorangrie m

oglich nein bauliche Manahmen, Objektschutz
elektronische Angrie hoch nein elektronische Gegenmanahmen,
Qualizierung, Spezialisierung der Mitarbeiter,
Einsatz verbesserter Software
Wirtschaftsspionage hoch nein Einsatz zertizierter Software,
Verschl

usselung, Geheimnisteilung
Bedienungsfehler hoch nein physikalisch-technische Manahmen,
Kontrolle und Ausbildung der Mitarbeiter
Einsatz zertizierter Software
Diese Aufstellung kann das Problem nur anreien, in einem konkreten Fall sind
diese Aussagen durch detailierte Untersuchungen unter den dann g

ultigen kon-
kreten Umst

anden und durch Fakten zu belegen.
Beispiel HauptrisikofaktorMensch: AmBeispiel des Einufaktors Mensch
sollen einige konkrete Gesichtspunkte genannt werden. Der Mensch stellt nach

ubereinstimmender Meinung in der Literatur einen Hauptrisikofaktor dar, der
sich im Gegensatz zu technischen Risikofaktoren nur unzureichend kalkulieren
oder statistisch erfassen l

at. Er kann nur durch Menschen mit ihren Erfahrun-
gen bewertet werden. Bei der Einsch

atzung k

onnen folgende Gesichtspunkte eine
Rolle spielen:
 Ausbildung und Qualikation
(Einsatzgebiet des Mitarbeiters entsprechend seiner Qualikation w

ahlen,
Probleme der

Uber- und Unterqualikation)
 Pers

onlichkeit (labiler Charakter, Geltungsbed

urfnis, Beeinubarkeit)
 Lebensstil (extensiv oder im Rahmen seiner nanziellen Verh

altnisse)
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 Umfeld (pers

onlicher Lebenslauf, Bekannte und Freunde)
 Loyalit

at zum Arbeitgeber, bisherige T

atigkeit
 politische Einstellung und gesellschaftliche Motive
T

atigkeiten in sicherheitsrelevanten Bereichen setzen immer ein Vertrauensver-
h

altnis voraus und f

uhren bei beiden Seiten (Mitarbeiter/Arbeitgeber) zu Ein-
schr

ankungen der pers

onlichen/betrieblichen Freiheiten.
So hat zum Beispiel der Mitarbeiter ggf. in gewissen Mae Einblick in seine Pri-
vatsph

are zu geben, w

ahrend der Arbeitgeber daf

ur besondere Entsch

adigungen
gew

ahrt bzw. f

ur angemessene Arbeitsbedingungen sorgt. Die Einsch

atzung von
Menschen stellt eine der schwierigsten Aufgaben im Bereich Datenschutz und Da-
tensicherheit dar und erfordert groe Erfahrung und viel Verantwortungsbewut-
sein. Insbesondere k

onnen hier Fehlbeurteilungen und Nachl

assigkeiten extrem
fatale Folgen f

ur die Firma und f

ur Betroene haben. Nicht umsonst wurden ja
die personenbezogenen Daten dem Datenschutz unterstellt.
2.3.3 Bewertung und Einsch

atzung des Gesamtrisikos
Aus der Analyse der einzelnen Risikofaktoren ist ein Gesamtrisiko abzuleiten
(Wahrscheinlichkeit f

ur das Eintreten eines Schadensfalles) . Das Vorgehen kann
nicht global festgelegt werden, sondern h

angt von der Einzelsituation ab. M

ogli-
cherweise besteht die Angabe des Gesamtrisikos in einer Aufz

ahlung der Risiken
der einzelnen Bedrohungen, in einem anderen Fall k

onnen diese vielleicht zusam-
mengefat werden.
2.3.4 Entscheidung des Managements zum Restrisiko
Bei unserem Vorgehen wird unterstellt, da es keine absolute Sicherheit gibt,
damit mu die Frage nach einem tragbaren Restrisiko gestellt werden. Die Ent-
scheidung wird im Gesamten von den F

uhrungskr

aften und im Detail von den
Fachleuten eines Unternehmens getroen.
Ein Vergleich der Bedrohungsanalyse mit dem akzeptablen Restrisiko zeigt nun,
in welchen Bedrohungsbereichen das tats

achliche Risiko das tragbare Risiko

uber-
schreitet. Um dieses tragbare Restrisiko zu erreichen, sind ggf. weitere Entschei-
dungen notwendig, um entweder das akzeptable Restrisiko zu erh

ohen oder das
tats

achliche Bedrohungsrisiko zu senken.
Die Entscheidungen k

onnen dabei grunds

atzlicher Art sein oder Details betreen.
Hierzu z

ahlen Entscheidungen . . .
 ... zu den grundlegenden Prinzipien.
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 ... zum Gesamtkonzept.
 ... zur Realisierung.
 ... zu Varianten, Mechanismen und Alternativen.
Nach den Entscheidungen sind die Analysen zu aktualisieren.
Insgesamt handelt es sich um einen langwierigen und kostenintensiven Proze,
zu dessen Durchf

uhrung ein Unternehmen durchaus Dienstleister in Anspruch
nehmen sollte. Hierf

ur sprechen mehrere Gr

unde:
 Objektivit

at der Einsch

atzungen
 Nutzung von Fachwissen auf dem Gebiet Datenschutz/Datensicherheit
 rechtliche Fragen (Haftung, Schadensersatz)
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2.4 Sicherheitspolitik
Denition 2.5 Die Sicherheitspolitik umfat grundlegende Ausf

uhrungen
zum Thema Datenschutz/Datensicherheit in einem Unternehmen oder in einer
Einrichtung.
Insbesondere werden durch die Sicherheitspolitik Antworten auf folgende Fragen
gegeben:
 Wie sieht das Systemmodell der DV-Anlage aus ?
(Klassizierung des Systems)
 Welche Schutzw

urdigkeiten bestehen ?
 Gegen welche Bedrohungen soll gesch

utzt werden ?
 Welches Restrisiko ist akzeptabel?
 Welche Grundregeln werden angewendet ?
{ Welche allgemeinen (Sicherheits-) Modelle werden verwendet ?
{ Wie werden diese rmenspezisch umgesetzt ?
 Welche Personalfragen werden von den Festlegungen zum Datenschutz und
zur Datensicherheit ber

uhrt (Einstellungspolitik) ?
 Welches Restrisiko besteht weiterhin ?
Von der Politik unterschieden werden konkrete Manahmen zur Umsetzung der
Politik. Diese werden als Mechanismen bezeichnet und beziehen sich auf die in
der Einleitung (vgl. Abschnitt 1.1, Seite 7) aufgef

uhrten Bereiche.
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2.5 Rollen beteiligter Personen
Denition 2.6 Im laufenden Betrieb eines DV-Systems sind hinsichtlich des
Datenschutzes / der Datensicherheit mehrere Aufgabenbereiche zu unterscheiden,
die hier Rollen genannt werden.
Bei der Besetzung dieser Rollen mit Personen ist genau zu hinterfragen, welche
Rollen im Zusammenhang mit der Realisierung der Manahmen zu Datenschutz
/ Datensicherheit besetzt werden sollen bzw. welche Rollen (aus Kostengr

unden)
zusammengefat werden oder gar nicht besetzt werden. Die Klassizierung der
Personen nach ihrer Rolle f

uhrt zu einer
"
Gewaltenteilung\ bei der Administra-
tion und hat folgende Ziele:
 Schaung besserer, klar erkennbarer Kontrollstrukturen
 Vermeidung von Einzelfehlern, bzw. Erkennung der Fehler und Begrenzung
der Auswirkungen
Im Rahmen der allgemeinen Sicherheitspolitik lassen sich meist folgende Rollen
erkennen:
 Systemadministrator
{ ist technische Fachkraft mit umfassenden Kenntnissen des Systems
{ Er sorgt daf

ur, da das System auf dem letzten Stand der Entwicklung
ist und da die in der Sicherheitspolitik festgeschriebenen Manahmen
(z.B. Protokollierungen) in der ben

otigten Qualit

at durchgef

uhrt wer-
den. Im Falle der Notwendigkeit kann er (evt. nur in Verbindung mit
einer der folgenden Rollen) in die Sicherheitsmechanismen eingreifen.
Deshalb ist diese Funktion eine absolute Vertrauensposition.
 Sicherheitsbeauftragter
{ ist IT-Sicherheitsfachkraft
{ er kennt sowohl die Sicherheitspolitik, die M

oglichkeiten des Sytems
zur Realisierung der Politik als auch die Schutzw

urdigkeit der Daten
bzw. ist in der Lage, diese einzusch

atzen. Auf Grund dieser Kenntnisse
legt er fallbezogen die Einstufungen von Daten oder Personen fest.
Beispielsweise vergibt er Zugrisrechte der Subjekte auf Objekte (s.
Abschnitt 4, Seite 35)
 Sicherheitsinpektor, (engl. supervisor)
{ ist IT-Sicherheitsfachkraft
{ er kennt sowohl die Sicherheitspolitik, die M

oglichkeiten des Sytems
zur Realisierung der Politik als auch die Schutzw

urdigkeit der Daten.
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Auf der Grundlage dieses Wissens pr

uft er Entscheidungen des Sicher-
heitsbeauftragten, wertet die Protokolle aus. Das Ziel seiner T

atigkeit
ist das Erkennen von Verst

oen gegen die Sicherheitspolitik (m

oglichst
schon beim Versuch). Er gibt dem Systemadministrator Hinweise zu
Sicherheitsm

angeln im System.
 Anwendungsprogrammierer
{ ist technische Fachkraft
{ erstellt neue Anwendungen unter Beachtung der Sicherheitspolitik und
bringt diese in das System ein. Sein Zugri auf Daten ist auf Test-
zwecke begrenzt.
 Systemnutzer
{ Der normale Benutzer des Systems ist an die ihm zugestandenen Privi-
legien gebunden. Insbesondere kann er sich selbst keine neuen Privile-
gien zuordnen. Seine Rechte, das System zu ver

andern / zu erg

anzen,
sind stark eingeschr

ankt. Die Zugrisrechte auf die Daten werden nur
entsprechend der Sicherheitspolitik bemessen.
 Service-Techniker
{ ist eine hochqualizierte IT-Fachkraft
{ arbeitet am System in einem irregul

aren Betriebsmodus mit umfas-
senden Privilegien
{ ist h

aug Mitarbeiter einer Fremdrma
Die Systemwartung bringt das informationstechnische System in jedem Fal-
le in einen sicherheitstechnischen Ausnahmezustand, in dem viele der Si-
cherheitsmechanismen auer Kraft gesetzt sind. Deshalb ist f

ur den Service-
Techniker diesselbe Sicherheitsanforderung wie f

ur einen Systemadministra-
tor zu stellen. Wenn der Service einer Fremdrma

ubertragen wird (out-
sourceing), ist dies bei der Sicherheitspolitik zu bedenken und ggf. durch
spezielle Manahmen zu begleiten.
11
Die Auspr

agung dieser Rollen h

angt stark vom Schutzbed

urfnis der Daten und
der Einsch

atzung der Arbeitsumgebung ab. Bestes Beispiel hierf

ur ist das Be-
triebssystem UNIX in seinen etwas

alteren Varianten. Es wurde entwickelt, um
in einer kooperativen Umgebung eingesetzt zu werden, in der die Nutzer Fach-
kenntnisse besitzen. Es sollte im wesentlichen ein Mehrbenutzerbetriebssystem
11
Zum Beispiel wurden in einem Unternehmen mit hochsensiblen Daten vor dem Eintreen
des Technikers die Plattensysteme mit diesen Daten physisch abgekoppelt und in einen sicher
verschlossenen Nebenraum verbracht, um erst nach Weggang des Technikers wieder angeschlos-
sen zu werden.
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vor versehentlichen Attacken eines Nutzers sch

utzen. Folglich wurde nur die Rol-
le des Systemadministrators (root) realisiert und sein Bereich sowie wichtige Sy-
stemdaten gesch

utzt. Der Schutz der Anwenderdaten kann vom Anwender selbst
festgelegt werden.
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3 Grundfunktionen eines sicheren Systems
Denition 3.1 Unter den Grundfunktionen verstehen wir Funktionen, die
ein zu sch

utzendes System realisieren mu, um damit einen ganz bestimmte Teil-
bereich der Sicherheitsanforderung abzudecken und die in diesem Zusammenhang
nicht weiter untergliedert wird.
Ein Beispiel f

ur eine Grundfunktion ist die Nutzeridentikation. Ihre Aufgabe ist
es, die Identit

at eines Nutzers eindeutig festzustellen.
Bevor wir auf einzelnen Funktionen sicherer Systeme eingehen, wollen wir noch
zwei Begrie denieren:
Denition 3.2 Ein Objekt ist eine beliebige Teilmenge der Daten, die in einem
Systems gespeichert sind.
Dabei ist zu bedenken, da auch Programme, Scripte u.

a. Daten in diesem Sinn
darstellen.
Denition 3.3 Unter einem Subjekt verstehen wir einen Benutzer oder ein
ablaufendes Programm/Skript, welcher/welches die Ressourcen und Objekte des
Systems verwenden will.
Zu beachten ist der bi-valente Charakter von Programmen u.

a.: Einmal sind sie
aus Sicht ihres Benutzers Objekt, zum anderen sind sie Subjekt hinsichtlich der
zu bearbeitenden Daten und zu benutzenden Systemressourcen.
3.1 Zugangskontrolle
Die Zugangskontrolle st

utzt sich auf zwei Grundfunktionen. Einmal identiziert
der Benutzer sich gegen

uber dem System z.B. durch Angabe eines Login-Namens.
Im zweiten Schritt beweist er, da es sich bei ihm wirklich um die Person ( das
Subjekt) handelt, welche(s) zum angegebenen Login-Namen geh

ort. Wichtigste
Eigenschaft der Zugangskontrolle ist ihre T

auschungssicherheit. Da es auch hier
keine absolute Sicherheit geben kann, ist zu fordern, da der Aufwand, dem Sy-
stem eine falsche Identit

at zu beweisen, so hoch ist, da er materiell, nanziell
oder technisch als nicht realisierbar erscheint oder der zu erwartende Nutzen f

ur
den Angreifer deutlich unter seinem Aufwand liegt.
3.1.1 Identikation
Die Identikation dient der eindeutigen Bestimmung der Identit

at eines Subjek-
tes. Dies geschieht in der Regel durch Angabe einer eindeutigen Benutzerkennung
(ID).
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3.1.2 Authentisierung
Unter dem Begri Authentisierung wollen wir das
"
Beweisen\ der Identit

at
eines Benutzers verstehen. Dies kann mittels folgender Ans

atze realisiert werden:
1. durch Wissen (z.B. Passw

orter , Zero-Knowledge-Protokolle)
2. durch Besitz (von Gegenst

anden wie Chipkarten, Schl

ussel)
3. durch personenbezogene, biometrische Merkmale (Fingerabdruck, Netzhaut,
Gesicht)
Bisher dominieren die beiden erstgenannten Punkte in den Anwendungen, der
dritte Ansatz ist noch Gegenstand der Forschung. Da er aber prinzipielle Vor-
teile hinsichtlich Verlust und F

alschungssicherheit besitzt, wird seine Bedeutung
sicher zunehmen. Die Authentisierung tritt insbesondere beim login-Vorgang in
unmittelbarer Folge einer Identikation auf, jedoch gibt es eine Reihe von Ur-
sachen, die einen erneuten Nachweis der Identit

at angeraten erscheinen lassen.
Zugrie, die besondere Rechte erfordern, geh

oren dazu. Aber auch Tatsachen,
die zu der Annahme Anla geben, da evt. ein anderer Nutzer am System t

atig
ist, m

ussen entsprechend beachtet werden. Hier sei die Wiederaktivierung eines
"
gelockten \ Terminals genannt. Mit der Aktivierung des Lock-Mechanismus hat
der Nutzer dem System mitgeteilt, da er vor

ubergehend das Terminal nicht si-
cher kontrollieren kann. Deshalb ist die Forderung nach erneuter Authentisierung
sinnvoll.
3.1.3 Pawortwahl
Pawort-gest

utzte Verfahren z

ahlen zu den meist verbreiteten Authentisierungs-
mechanismen. Sie sind bei richtiger Pawortwahl in vielen Bereichen ausreichend.
Bei einem 8-stelligen Pawort ergeben sich (bei nicht vollst

andiger Ausnutzung
der Tastatur) etwa 80
8
Kombinationen. Die Chance, ein Pawort durch syste-
matisches Probieren zu nden (brute-force Angri) , ist verschwindend gering.
Wesentlich unsicherer sind die sogenannten schwachen Paworte. Sie bestehen
aus Namen (von Verwandten und Freunden des Inhabers) und anderen Worten
der Sprache. Die Namen k

onnen oft erraten werden. Gegen solche Paworte ist
auch der Lexikon-Angri h

aug erfolgreich.
Beim Lexikon-Angri wird unterstellt, da der Angreifer sich das verschl

usselte Pa-
wort verschaen konnte (dies war beim klassischen UNIX-Betriebssystem mit Speiche-
rung der verschl

usselten Paw

orter in der allgemein zug

anglichen Datei /etc/passwd
leicht erreichbar) und der Verschl

usselung-Algorithmus (wie bei UNIX) bekannt ist.
Der Angreifer verschl

usselt nun fortlaufend die W

orter eines W

orterbuchs, bis er eine

Ubereinstimmung der verschl

usselten Zeichenketten von Wort und zu beschaendem
Pawort ndet. Da die Authentisierung auch auf diesem Vergleich beruht, ist dann
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der Einbruch gelungen. Zur Abwehr werden systemseitig die verschl

usselten Paw

orter
dem allgemeinen Zugri entzogen und in einem gesch

utzten Bereich abgelegt (Shadow-
Pawortsystem).
Der Beitrag des Nutzers zur Abwehr besteht in der richtigen Wahl seines Pa-
wortes. Eine gute Wahl sind

uber Eselsbr

ucken merkbare Kunstworte.
Sonst war alles f

ur die Katz ! Swa4dK!
3.2 Zugriskontrolle, Rechtepr

ufung
Die Zugriskontrolle pr

uft, ob ein Subjekt die Berechtigung hat, in der gew

unsch-
ten Weise auf ein Objekt zuzugreifen. Hierbei sind Zeitpunkt sowie Art und Wei-
se der Pr

ufung wichtig. Je nach Ziel kann vor dem Zugri auf die Daten oder in
Abh

angigkeit vom Ergebnis nach dem Zugri, aber vor Freigabe der Ergebnisse
gepr

uft werden.
Voraussetzung f

ur jede Rechtepr

ufung ist eine sichere Identikation jedes Sub-
jekts und jedes Objekts.
3.3 Rechteverwaltung
Hierzu z

ahlen prim

ar die Vergabe, der Entzug und die Ver

anderung von Rechten.
Dar

uber hinaus m

ussen aber auch die Folgen der Weitergabe von Daten und Rech-
ten geregelt werden, um zu verhindern, da durch die

Ubertragung von Rechten
ein verdeckter Kanal entsteht oder geschaen werden kann. Bei der Weitergabe
von Daten ist aus diesem Grunde sehr sorgf

altig abzuw

agen, welche Rechte der
neue Besitzer an diesen Daten erh

alt.
12
3.3.1 Prinzipien
Im allgemeinen existieren bei der Vergabe von Rechten zwei Grundprinzipien:
A : Prinzip der Vergabe minimaler Privilegien
Denition 3.4
Nach dem Prinzip der Vergabe minimaler Privilegien erh

alt jeder Nut-
zer eines Systems solche minimalen Zugrisrechte, so da er seine
Aufgaben (gerade noch) erf

ullen kann.
12
Unter UNIX impliziert beispielsweise das Leserecht f

ur andere Nutzer die M

oglichkeit der
unkontrollierbaren Weitergabe.
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Probleme:
{ Aufgaben der Nutzer k

onnen sich

andern, so da zus

atzliche Rech-
te notwendig werden oder andere Rechte nicht mehr ben

otigt wer-
den. In jedem dieser F

alle mu die Rechteverwaltung aktiviert
werden. Es entsteht groer Administrationsaufwand.
B : Prinzip der Vergabe maximaler Privilegien
Denition 3.5
Nach diesem Prinzip k

onnen mit Ausnahme von wenigen Einschr

an-
kungen alle Daten und Systemressourcen von allen Nutzern genutzt
werden.
Probleme:
{

Ubersehen notwendiger Einschr

ankungen durch den Administra-
tor.
{ Unbekannte Sicherheitsprobleme k

onnen ausgenutzt werden, da es
daf

ur zun

achst keine Einschr

ankung gibt.
Prinzip A f

uhrt bei konsequenter Anwendung zu einem abgeschlossenen Sy-
stem. Dieses l

at sich durch folgenden Satz charakterisieren:
Es ist alles verboten, was nicht ausdr

ucklich erlaubt wird.
Vorteile:
+ Sicherheit ist leicht nachpr

ufbar
+ i.A. ist der Sicherheitsstandard h

oher
Nachteile:
- wird bei groer Anzahl von Rechten schnell un

ubersichtlich und lang-
sam
- Administration wird aufwendig
- zentraler Systemverwalter f

ur die Rechtevergabe notwendig
Prinzip B liefert ein oenes System. Hier gilt:
Es ist alles erlaubt, was nicht ausdr

ucklich verboten wird.
Vorteile:
+ Vergabe und Kontrolle der Rechte ist weniger aufwendig
Nachteile:
- Sicherheit ist schlechter nachpr

ufbar
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- Ausnutzen von unbekannten Sicherheitsl

ucken m

oglich, deshalb st

andi-
ges Beobachten des Systems und Suche nach neuen Sicherheitsproble-
men notwendig
(Administrator gefordert)
3.3.2 Modelle der Rechteverwaltung
Die genannten Prinzipien k

onnen in mehr oder weniger reiner Form durch ver-
schiedene Modelle der Rechteverwaltung realisiert werden. Diese Modelle sind
Gegenstand des n

achsten Abschnitts der Vorlesung. Die Modelle k

onnen in zwei
Gruppen eingeteilt werden:
1. Modelle mit individueller Zuordnung der Rechte
(engl.: discretionary security models)
Auf Grund von Nutzer- und Objektidentikation wird zwischen jedem Sub-
jekt und jedem Objekt festgelegt, welche Rechte das Subjekt am Objekt hat.
2. Modelle mit regelbasierter / erzwungener Zuordnung der Rechte
(engl. mandatory security models)
Subjekte und Objekte unterliegen Klasseneinteilungen. Zwischen den Klas-
sen bestehen Beziehungen, aus denen nach einem Regelwerk die Rechte f

ur
die Klassenelemente vom System abgeleitet werden.
3.4 Beweissicherung
Die Beweissicherung umfat insbesondere die Protokollierung der Aus

ubung bzw.
des Versuchs der Aus

ubung von Rechten. Aus praktischen Gr

unden spielt dabei
das Granulat des Protokolls eine wichtige Rolle:
 Auswertungsprobleme - falls das Granulat zu fein gew

ahlt wurde.
 Nichterkennen von sicherheitsrelevanten, interessanten Zugrien oder Zu-
grisversuchen, falls das Granulat des Protokolls zu grob gew

ahlt wurde.
Zu den Aufgaben der Beweissicherung z

ahlt die Bereitstellung von Mechanismen
zur Auswertung der Protokollendaten, um im Fall einer Rechteverletzung, Ak-
tionen und Reaktionen der Betroenen nachvollziehen zu k

onnen. Davon k

onnen
aber auch R

uckschl

usse auf Systemfehler und ggf. die Einleitung von Vorsorge-
manahmen abh

angig sein.
Man unterscheidet zwei Arten der Auswertung und Speicherung von Protokoll-
daten:
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 Accounting: grunds

atzliches Speichern aller Vorg

ange.
Damit kann ein Beitrag sowohl zur Datensicherheit geleistet werden (Da-
tenmanipulationen nachvollziehbar und ggf. an Hand des Protokolls korri-
gierbar - roll back) als auch zum Datenschutz (Nachweis der Informations-
sammlung

uber mehrere Zugrie hinweg).
 Auditing: zielgerichte Suche nach Sicherheitsverst

oen bzw. entsprechen-
den Versuchen.
Wesentliches Merkmal der Beweissicherung sind die eigene Sicherheit und die ei-
gene Integrit

at. Nur dadurch ist ihre Beweiskraft gegeben. Deshalb ist eine vom zu
sichernden System unabh

angige Funktion der Beweissicherung zu realisieren, die
auch im Falle von Systemfehlern, Attacken noch zuverl

assig arbeitet. Auf Grund
ihrer dokumentierenden Funktion sind die Protokolle auch Ziel von vors

atzlichen
Angrien, um Spuren der Attacken auf andere Daten zu vernichten, und bed

urfen
besonderen Schutzes gegen unbefugte Manipulation und Vernichtung.
13
Eine M

oglichkeit zur (vom Zielsystem) unabh

angigen Beweissicherung ist der Einsatz
eines Log-Servers. Dieser verf

ugt lediglich

uber eine Schnittstelle (z.B. ein seriel-
ler Eingang) zur Entgegennahme der Protokolldaten vom Zielsystem. Ansonsten ist
er v

ollig unabh

angig und ggf. baulich vor unbefugten Zugri gesch

utzt. Der Server
pr

uft selbst

andig seine freien Ressourcen (wie z.B. Plattenspeicherplatz) und signali-
siert akkustisch kritische Zustands

anderungen. Die Protokolldaten werden mit Zeit und
kryptographischer Pr

ufsumme (Hashwert) gespeichert und ggf. ausgewertet.
Da dieser Rechner nicht im Netzwerk eingebunden ist, k

onnen die gespeicherten Daten
nur physikalisch (groe Magnetfelder) oder vor Ort (an der Konsole) manipuliert wer-
den. Leider k

onnen sie auch zur Kontrolle nur vor Ort gelesen werden.
Eine andere M

oglichkeit w

are die Benutzung eines nur einmal beschreibaren Speicher-
mediums.
3.5 Wiederaufbereitung von Ressourcen
Alle Betriebsmittel, deren Benutzung zwischen verschiedenen Subjekten geteilt
wird, m

ussen nach ihrer Verwendung aufbereitet werden, d.h. von evt. dort noch
vorhandenen Daten befreit werden. Dadurch soll
 ein unerlaubter Informationsu zwischen Subjekten verhindert
und
13
Beispiel aus aktuellem Anla: Beim
"
Hacken\ der PC mit UNIX-artigen Betriebssystemen
zur Vorbereitung von Massenanfragen an Web-Server werden (fast) alle Protokolldateien ma-
nipuliert, so da die Tatsache, da der Rechner nicht mehr vertrauensw

urdig war, verschleiert
blieb.
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 die Integrit

at der Daten erhalten werden.
Diesem Ziel dienen u.a. folgende Manahmen:
 vollst

andiges L

oschen von Speicherbereichen (Wipeing) bei Start und Ende
der Nutzung
 Neuinitialisierung der Betriebsmittel vor neuem Gebrauch.
Benutze Betriebsmittel und Ger

ate sollen sich vor Beginn und nach Ende
der Nutzung in einem wohldenierten Zustand benden.
 Schlieen von Dateien und Zur

ucksetzen von Ger

aten bei abnormalem Pro-
grammende
 Mehrfaches systematisches

Uberschreiben der Informationen auf magneti-
schen Datentr

agern mit Nullen, Einsen und zuf

alligen Bitmustern (L

oschen
zerst

ort nur die Verzeichniseintr

age, l

at die Daten unver

andert, einfaches

Uberschreiben der Daten erlaubt durch Analyse der Feinstruktur der Ma-
gnetschicht Datenrekonstruktion)
3.6 Wahrung der Integrit

at
Hierunter fallen alle Manahmen, die die Korrektheit und Konsistenz von Daten
sichern. In Datenbanksystemen existieren Mechanismen (Prim

ar- und Fremd-
schl

usseldenitionen, Trigger) zu dieser Grundfunktion. In anderen Bereichen
werden solche Manahmen erst entwickelt. Durch die zunehmende Verbreitung
des e-Commerce ist derzeit diese Fragestellung f

ur den Datenaustausch im Inter-
net von groer Bedeutung.
3.7 Fehler

uberbr

uckung
M

oglichkeiten, die Auswirkungen bei Fehlverhalten eines Systems oder des Ver-
lustes an Funktionalit

at einzuschr

anken.
1. Fehlererkennung - ist die notwendige Voraussetzung der Fehler

uberbr

uckung.
2. Fehler

uberbr

uckung durch Abbruch (geordneter Abbruch zur Begrenzung
der Auswirkung) oder Fehlerbehebung (Redundanz z.B. durch fehlerkorri-
gierende Codes, Selbsttests, unabh

angige Paralellsysteme
14
)
Diskussionspunkte in diesem Zusammenhang:
Welche Fehler sollen

uberbr

uckt werden, welche Daten-, Funktions- und Zeitver-
luste k

onnen akzeptiert werden.
14
werden z.B. in Flugzeugen eingesetzt
Datenschutz und Datensicherheit WS1999/2000 33
3.8 Garantie der Funktionalit

at
Die zu sichernde Funktionalit

at wird auch bei St

orungen oder unter st

orenden
Ein

ussen aufrechterhalten.
Dazu kann auch die Einhaltung von Zeitbedingungen geh

oren (Prozesteuerung)
im Fehlerfall oder unter fehlerhafter Last. Hier bestehen Beziehungen zum vorigen
Punkt. Hierf

ur einige Beispiele:
 Sicherung des Betriebs einer Anlage

uber eine unterbrechungsfreie Strom-
versorgung (USV) zur

Uberbr

uckung von Ausf

allen der elektrischen Netz-
versorgung
 Freihaltung von wichtigen Systemressourcen f

ur Notf

alle (z.B. Prozessnum-
mern f

ur den Superuser durch das Betriebssystem)
 Abarbeitung der Prozesse nach Priorit

at
3.9 Grundfunktionen bei der Datenkommunikation
Unter dem Stichwort

Ubertragungssicherung werden mehrere Einzelaspekte zu-
sammengefat, die sowohl unter dem Gesichtspunkt Datenschutz als auch Da-
tensicherheit zu sehen sind. Einige Aspekte der Sicherheit der Kommunikation
treten auch in schon besprochenen Grundfunktionen auf, sie werden hier ggf. auf
die neuen Bed

urfnisse ausgerichtet.
3.9.1 Authentisierung des Senders und des Empf

angers
Sender und Empf

anger eines Datenstroms m

ussen sich beide eindeutig gegenseitig
identizieren. Dies ist i.A. eine st

arkere Forderung als die in der Grundfunkti-
on Identizierung festgelegte. Algorithmen hierzu werden in meiner Vorlesung
"
Kryptographische Protokolle\ vorgestellt.
3.9.2 Vertraulichkeit der Daten
Hier ist der Begri Daten in umfassender Bedeutung zu verstehen. Die Geheim-
haltung betrit die eigentlichen Daten und die Adressierungen. Verschl

usselung
ist ein Bestandteil zur L

osung des Problems. Desweiteren existieren Protokolle,
die Angaben zu Absendern und Adressaten sch

utzen.
Auch die Tatsache, da Daten existieren bzw.

ubertragen werden, ist ggf. schutz-
w

urdig (Vertraulichkeit der Verbindungsdaten). Mit entsprechendem Hintergrund-
wissen ist es m

oglich, allein aus der Kenntnis der Tatsache, da eine Daten

uber-
tragung stattgefunden hat, Informationen zu gewinnen (Verkehrsanalyse). L

osun-
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gen basieren auf Verschl

usselung. Damit wird im Idealfall erreicht, da sich die
zu

ubertragenden, jetzt verschl

usselten Daten statistisch nicht von digitalen Zu-
fallszahlen unterscheiden. Auf dem

Ubertragungskanal werden nun permanent
Folgen von Zufallszahlen

ubertragen, in die bei Bedarf die verschl

usselte Nach-
richt eingeordnet wird. Das Protokoll mu nun im Detail so ausgelegt sein, da
der Empf

anger diese Nachricht wieder aus dem Datenstrom extrahieren kann.
Andererseits ist das Speichern von Verbindungsdaten notwendig, wenn z.B. bei
der Nutzung kostenpichtiger Dienste Einzelabrechnung bzw. Einzelnachweis ver-
langt wird (z.B. ISDN- Telefonanlagen).
3.9.3 Integrit

at der

ubertragenen Daten
Die relevanten Daten m

ussen f

ur den Empf

anger eindeutig zu erkennen und ggf.

uberpr

ufbar sein und gegen Ver

anderung gesch

utzt sein (z.B. durch digitale Sig-
naturen).
3.9.4 Anerkennung von Daten
Ursprung und Empfang von Daten darf nicht abstreitbar sein. Dies ist z.B. f

ur
jeden rechtsverbindlichen elektronischen Dokumentenaustausch Voraussetzung.
Es sind drei Teilprobleme erkennbar:
1. Identikation und Authentisierung des Urhebers eines Datenstroms (Da-
ta Origin Authentication). Im Netzwerk wird die Urheberschaft eindeutig
festgestellt, so da sie sp

ater nicht geleugnet werden kann.
2. Der Empf

anger kann nachweisen, da der zu einem Datenstrom ihm ge-
nannte Sender auch tats

achlich der Sender ist.
3. Der Sender eines Datenstroms kann beweisen, da der Empf

anger die Daten
auch tats

achlich erhalten hat.
Die Punkte 2 und 3 ergeben den ISO-Begri Non-repudiation.
Negativbeispiele zu dieser Thematik liefert das derzeit benutzte Verfahren zur

Ubertragung von elektronischer Post (e-mail).
Protokolle zur L

osung dieser Teilproleme beruhen beispielsweise auf der Einschal-
tung eines von allen Beteiligten als vertrauensw

urdig eingesch

atzten Kommuni-
kationszentrums,

uber das der Nachrichtenaustausch erfolgt und dessen Aussagen
in einem Beweisverfahren als
"
wahr\ akzeptiert werden (Notarfunktion).
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4 Modelle
4.1 Matrix-Modelle
4.1.1 Matrix-Modell nach Harrison, Ruzzo und Ullmann
Historische Entwicklung:
 1971 von Lansgram f

ur Betriebsysteme eingef

uhrt
 1997 durch Graham erweitert
 1976 formale Beschreibung durch Harrison
Bestandteile des Modells:
1. Subjekt: Benutzer bzw. ein aktiver Prozess
2. Objekt: passive Dinge, wobei O  S gilt
3. Matrix der Rechte A(S
i
;O
j
): A enth

alt eine Aufz

ahlung von Rechten, die
S
i
gegen

uber O
j
hat, mit folgenden Bedingungen:
 zeitabh

angig und abh

angig vom Inhalt (Stichw

orter, Schutzvermerke)
 kontextabh

angig, d.h. Zugri auf die Daten darf z.B. nur von sicheren
Terminals erfolgen
 abh

angig von der Vorgeschichte der Zugrie
Operationen auf der Matrix:
 Eintragen eines Rechtes r in A(S
i
;O
j
)
 Austragen eines Rechtes r aus A(S
i
;O
j
)
 Erzeugen eines neuen Subjekts s, d.h. S = S [ fsg
(Ggf. m

ussen hierbei Default-Rechte in A(S
i
;O
j
) gesetzt werden.)
 Erzeugen eines neuen Objekts o, d.h. O = O [ fog
(Ggf. m

ussen hierbei Default-Rechte in A(S
i
;O
j
) gesetzt werden.)
 Entfernen eines Subjekts, Objekts und aller zugeh

origen Matrixeintr

age
(Beachte: Objekte k

onnten auch als Subjekte eingetragen sein !)
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 Pr

ufung
15
von Zugrien, z.B. if
V
8i;j
(r
i
2 A(x
i
; x
j
)) then f
1
; 
2
; : : :g
| {z }
Folge von Operationen
Forderungen zur Rechtevergabe:
 Rolle des Besitzers: Nur er hat das Privileg, die Rechte seiner Objekte zu
vergeben.
 Die Rolle des Besitzers kann nicht weitergegeben oder

ubertragen werden.
Hierdurch wird die Sicherheit des Systems garantiert.
 Ein Besitzer kann seine Rechte nicht selbst vergr

oern.
Abschw

achung hinsichtlich der Weitergabe von Rechten:
Eine Abschw

achung dieser Forderungen hinsichtlich der Weitergabe von Rechten
ist denkbar: Der Benutzer darf Rechte, die er selbst besitzt, auch weitergeben.
Dabei tauchen folgende neue Fragestellungen auf:
 Gibt der Besitzer die Rechte ansich oder nur eine Kopie weiter ?
 Welche Regelungen gibt es hinsichtlich eines zus

atzlichen
"
Weitergabe\-
Rechtes ?
EÆzente Verwaltung der Matrix A(S
i
;O
j
):
 schwach besetze Matrizen k

onnen als Liste gespeichert werden
 zeilen- oder spaltenweise Speicherung je nach Zugrischarakteristik
Eigenschaften des Modells:
 sehr m

achtig und exibel, aber mit zunehmender Gr

oe schnell un

uber-
sichtlich
 keine internen Mechanismen zur Kontrolle der Konsistenz der Matrix, da
es keine allgemeinen Regeln gibt
 bietet Angrispunkte f

ur Trojanische Pferde
15
Die Struktur der Matrix impliziert bei komplexen Kommandos eine dynamische Auswer-
tung der Bedigungen. Bei einfachen Kommandos ist jedoch auch eine statische Auswertung
m

oglich.
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4.1.2 Take-Grant-Modell
Historische Entwicklung:
 1976 als Erweiterung der Matrixmodelle vorgestellt
Grundidee des Modells:
 Subjekte und Objekte sind die Knoten eines Graphen
 Kanten des Graphen repr

asentieren die Rechte
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Abbildung 2: Darstellung von Rechten als Graph
{ A hat das Recht 
1
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Abbildung 3: Adjazenzmatrix des Graphen
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 Speicherung der Rechte in einer Adjazenzmatrix A
ij
, wobei
a
ij
 fr; w; t; gg. Das Subjekt S
i
hat dann diese Rechte am Objekt O
j
.
 Die Rechte fr; w; t; gg sind wie folgt festgelegt:
{ Leserecht: A darf Inhalt von B lesen


A
-
r


B
{ Schreibrecht: A darf in B schreiben


A
-
w


B
{ Take-Recht: A darf Recht  von B

ubernehmen
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A
-
t

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B
-


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C

0
?
{ Grant-Recht: A darf Recht  an B weitergeben


C




A
-
g


B

0
?
Eigenschaften des Modells:
 sonstige Nachteile des Matrixmodells
 take und grant wirken global auf alle Rechte und erlauben damit keinen
dierenzierten Zugri (zu grob)
 keine Kontrolle

uber Ausbreitung von Zugrisrechten
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Kritische Bemerkung: Der Verbleib von Rechten kann bei der Vergabe nicht
eindeutig gesichert werden (unbeabsichtigte Weitergabe).
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4.2 Regelbasierte Modelle
Diese Modelle werden oft auch unter dem Begrimandatory access control (MAC)
zusammengefasst. Die grundlegende Idee ist ein systemweites Regelwerk, welches
den Zugri von Subjekten auf Objekte kontrolliert.
Jeder Versuch wird gegen die Regeln abgepr

uft und der Zugri erlaubt, falls . . .
1. eine Regel existiert, die den Zugri explizit erlaubt (abgeschlossenes Sy-
stem).
2. es keine Regel gibt, die den Zugri verbietet (oenes System).
Administration des Systems heit also in diesem Zusammenhang das Verwalten
und Aufstellen der Regeln.
4.2.1 Schutzklassen-Modell
Es gibt hier neben den Subjekten und Objekten noch ein vollst

andig geordnetes
System von Schutzstufen.
Beispiel 4.1 (Dokumentenschutzstufen)
oen  nur f

ur den Dienstgebrauch  vertraulich  streng vertraulich  geheim
 streng geheim
Die Subjekte und Objekte werden hinsichtlich dieser Schutzstufen klassiziert:
 Objekte: Schutzstufe ist die Schutzw

urdigkeit.
 Subjekte: Schutzstufe ist die Erm

achtigung/Vertrauen, die/das ein Sub-
jekt im System geniet.
Hauptziel: Schutz der Information vor dem
"
Abieen\ in weniger vertrau-
ensw

urdige Bereiche.
L

osung:
 Subjekt S darf Objekt O lesen, wenn seine Erm

achtigung mindestens so
hoch ist, wie die Schutzw

urdigkeit des Objektes.
 Subjekt S darf in ein Objekt O schreiben bzw. es erzeugen, wenn dessen
Schutzw

urdigkeit mindestens so hoch ist, wie die Erm

achtigung des Sub-
jekts.
 Subjekt S darf nur solche neuen Subjekte erzeugen, deren Erm

achtigung
nicht gr

oer als die eigene ist (Hierarchieerhaltung).
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Beispiel 4.2 (Problematik) Ein Geheimnistr

ager liest das oene Telefonbuch
und macht sich einen Auszug daraus. Nach der Schreibregel ist dieser Auszug
mindestens als
"
geheim\ einzustufen.
Ausweg: Ein m

oglicher Ausweg w

are eine inhaltliche Pr

ufung mit Einzelfall-
entscheidung. Dieser Ansatz verl

asst allerdings schon die regelbasierten Systeme,
da ein solches Vorgehen nicht mehr durch allgemeine Regeln beschrieben werden
kann.
Prinzip des notwendigen Wissens: Dieses Prinzip (auch mit need-to-know
Strategie bezeichnet) wird in orthogonalen Regelsystemen eingesetzt. Dabei wird
die
"
gesamte\ Welt in disjunkte Klassen B = fb
1
; b
2
; : : :g aufgeteilt. Zu jedem
Subjekt wird ein Zust

andigkeitsbereich erkl

art, der die Klassen enth

alt, zu denen
das Subjekt Zugri haben sollte. Jedem Objekt wird ein Arbeitsbereich zugeord-
net, der ggf. aus mehreren Klassen besteht.
Ziel: Verhinderung der Informationsausbreitung aus urspr

unglichem Bereich.
Regeln:
 Subjekt S darf Objekt O lesen, wenn B
S
 B
O
gilt, d.h. S mu f

ur alle
Bereiche zust

andig sein, denen O zugeordnet ist.
 Subjekt S darf O schreiben bzw. erzeugen, falls B
S
 B
O
zutrit.
 Subjekt S
alt
darf nur neue Subjekte S
neu
mit B
S
neu
 B
S
alt
erzeugen.
4.2.2 Bell-LaPadulla-Modell
Historische Entwicklung:
 als Kombination von Schutzklassen und Prinzip des notwendigen Wissens
1976 vorgestellt
Ziel: Abu der Information in weniger gesch

utzte Bereiche verhindern
4.2.3 Clark-Wilson-Modell
Historische Entwicklung:
 1987 im Bereich Datenbanksicherheit entwickelt
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Ziel: Erhalt der Integrit

at von Daten
Idee: induktive Herangehensweise, d.h.
1. Ausgangszustand des Systems ist sicher
2. nur sichere Zugrie sind erlaubt
| {z }
3. System ist auch danach sicher
Aufbau: 2 Typen von Prozeduren sind vorgesehen:
1. Integrit

atspr

ufungsprozeduren (IVP)
2. erlaubte Transaktionen (TP)
Regeln des Clark-Wilson-Modells:
(E1) Innerhalb des Systems ist zu gew

ahrleisten, da nur die in (C2) denierten
und um System gespeicherten Relationen zur Anwendung kommen.
(E2) Im System mu eine Liste gespeichert sein, aus der hervorgeht, welches
Subjekt welche TP auf welche Objekte anwenden darf. Nur hiermit im
Einklang stehende Aktionen d

urfen ausgef

uhrt werden.
(E3) Jedes Subjekt, das eine TP ausf

uhren m

ochte, mu zuvor identiziert und
authentisiert sein.
(E4) Nur derjenige, der die Funktion der Zertizierung

ubernimmt, darf die Zu-
grislisten (speziell im Hinblick auf TP's)

andern.
(C1) Die IVP's m

ussen sicher feststellen k

onnen, ob alle Objekte in einem g

ulti-
gen Zustand sind.
(C2) Der Sicherheitsbeauftragte legt einen Satz von Relationen fest, die beschrei-
ben, welche TP's auf welche Objekte zugreifen d

urfen. Die TP's sind da-
hingehend zu zertizieren, da sie die Integrit

at der Objekte, auf die sie
zugreifen d

urfen, erhalten.
(C3) Die Liste aus (E2) mu zertiziert sein.
(C4) Es mu ein Objekt f

ur die fortlaufende Protokollierung aller Transaktionen
existieren. Die TP's m

ussen dahingehend zertiziert sein, da sie alle Aktio-
nen dort so aufzeichnen, da sie anschlieend wieder r

uckg

angig gemacht,
d.h. die Objekte in den vorherigen Zustand versetzt werden k

onnen.
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(C5) K

onnen Objekte, die im System nicht von der Integrit

atspolitik erfat wer-
den, als Eingabedaten f

ur TP's verwendet werden, so mu gesichert (Zer-
tizierung !) sein, da die betreende TP nur zul

assige Verarbeitungen
ausf

uhrt oder die Objekte ggf. zur

uckweist.
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5 Normen, Standards und Zertikate
In diesem Abschnitt soll das Herangehen an die Probleme einer Standardisierung
diskutiert werden. Auer den besprochenen Vorschl

agen existieren weitere. Auch
ist das Gebiet mit dem Fortschreiten der Technologie einer starken Weiterent-
wicklung unterworfen. Mit der Auswahl ist keine Wertung verbunden.
5.1 Das amerikanische Orange Book
1985 wurden im Orange Book vier Funktionalit

atsklassen A bis D mit Unterklas-
sen beschrieben:
D  C1  C2  B1  B2  B3  A1.
Sie erhalten eine hierarchische Ordnung, indem eine weiter rechts stehende Klasse
die Anforderungen der links von ihr stehenden Klassen enth

alt. Die Details zeigt
folgende

Ubersicht:
 Klasse D: In dieser Klasse landen automatisch alle Produkte, die sich f

ur
keine andere Klasse qualizieren konnten.
 Klassen C: Genau die sicherheitsrelevanten Funktionen des informationsver-
arbeitenden Systems bilden die Trusted Computing Base (TCB), die Gegen-
stand der Sicherheitsuntersuchungen ist.
Individuelle Rechtevergabe (DAC) als Basis des Schutzes.
{ Klasse C1: Kooperative Nutzer mit gleichem Grad an Schutzw

urdig-
keit der Daten
{ Klasse C2: Feineres Granulat der Zugriskontrolle, login-Prozedur,
Protokollierung sicherheitsrelevanter Ereignisse, Isolation der genutz-
ten Ressourcen von anderen Nutzern
 Klassen B: Zus

atzlich regelbasierter Zugrisschutz , Einf

uhrung eines Referenz-
monitors
{ Klasse B1 (Labeled Security Protection ): informelle Darstellung des
Sicherheitsmodells, Daten einstufbar, exakte Einstufung exportierter
Informationen
{ Klasse B2 ( Structured Protection ): Die TCB basiert auf klar de-
niertem und dokumentiertem formalen Modell der Sicherheitspolitik
und besitzt eine wohl denierte Schnittstelle. Das TCB-Design und
die Implementierung sind Gegenstand von Pr

ufungen.
{ Klasse B3 ( Security Domains ): Die TCB mu die Referenzmonitor-
eigenschaften erf

ullen und

ubersichtlich (klein) sein, so da sie selbst
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analysiert und getestet werden kann. Sicherheitsadministrator wird un-
terst

utzt, sicherheitsrelevante Ereignisse werden vom Protokollmecha-
nismus signalisiert, Recovery-Proceduren werden gefordert.
 Klasse A (A1): Funktional wie B3. Formale Techniken der Spezikation und
Verikation beim Entwurf des Systems gefordert.
Bemerkungen: Einige wichtige Bereiche wie Kommunikation

uber Netze und auch
Vef

ugbarkeitsforderungen bei Prozesteuerung werden nicht erw

ahnt, die Sicher-
heit in vernetzten Systemen war in Erscheinungsjahr 1985 noch nicht derartig
praxisrelavant wie heute. Bei den Forderungen wurden solche nach der Funktio-
nalit

at, zu Konzepten, zur Korrektheit der Implementierung gemeinsam in die
Klassendenition aufgenommen. Damit sind einige sinnvolle Kombinationen von
Funktionalit

at und Qualit

at nicht m

oglich.
5.2 Die deutschen Funktionalit

atsklassen
Bei der Entwicklung der deutschen Funktionalit

atsklassen wurden die funktionel-
len Anforderungen von den sicherheitspolitischen Ans

atzen zu ihrer Realisierung
getrennt. Desweiteren wurden Anforderungen zur Verf

ugbarkeit bzw. Ausfallsi-
cherheit, die insbesondere in der Prozerechentechnik eine wichtige Rolle spielen,
erg

anzt. Weiterhin wurden Funktionalit

atsklassen geschaen, die sich mit der
Sicherheit der Daten

ubertragung in Netzwerken befassen. Damit ergibt sich f

ur
das Gesamtsystem der Klassen kein vollst

andiger hierarchischer Aufbau, einige
Anforderungen sind naturgem

a nicht mit anderen Anforderungen vergleichbar.
Andererseits ergeben sich auch

Uberlappungen/Ber

uhrungen.
Insgesamt wurden zehn Funktionalit

atsklassen deniert, von denen die Klassen
F1 bis F5 Anforderungen an das Betriebssystem festschreiben. Diese Klassen
sind hierarchisch geordnet und k

onnen mit den Klassen des Orange Book wie
folgt verglichen werden:
ITS Orange Book
F1 C1
F2 C2
F3 B1
F4 B2
F5 B3/A1
Dabei sind die deutschen Klassen nicht schw

acher als die vergleichbaren des Oran-
ge Book, d.h. erf

ullt ein Produkt die Forderungen einer deutschen Funktiona-
lit

atsklasse, so auch die der entsprechenden Klasse des Orange Book.
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Die Klasse F6 befat sich mit Integrit

atsforderungen, wie sie typischerweise in
Datenbanksystemen auftreten, aber auch im Bereich der Betriebsysteme eine Rol-
le spielen. In der Klasse F7 werden Anforderungen hinsichtlich der Fehler

uber-
br

uckung f

ur Hardwarekomponenten und Gew

ahrleistung der Funktionalit

at be-
schrieben.
Fragen der Vernetzung von Systemen und der Daten

ubertragung werden in den
Klassen F8 bis F10 behandelt.
Eine detaillierte Beschreibung der Funktionalit

atsklassen ndet sich in [3], des-
halb werden hier nur in Stichworten die betroenen Grundfunktionen genannt.
F1: Identikation und Authentisierung
Rechteverwaltung
Rechtepr

ufung
F2: Wie F1, aber detaillierter
Beweissicherung
Wiederaufbereitung
F3: neu: Attribute als Grundlage regelbasierter Zugrisrechte
F4: detaillierter,
neu: vertrauensw

urdiger Pfad f

ur Identifzierung und Authentisierung
Rollen bei Rechteverwaltung
F5:
F6: Fragen der Integrit

atssicherung, Typkonzept
F7: Verf

ugbarkeit
Fehler

uberbr

uckung
Gew

ahrleistung der Funktionalit

at
F8: Daten

ubertragung in Netzwerken - Integrit

at
F9: Daten

ubertragung in Netzwerken - Vertraulichkeit
F10: Daten

ubertragung in Netzwerken - Zusammenfassung
Beispiel: Einordnung von UNIX-artigen Betriebssystemen nicht schematisch
m

oglich, es liegt zwischen F1 und F2.
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5.3 Der Evaluierungs- und Zertizierungsproze in Deutsch-
land
5.3.1 Komponenten einer Bewertung
Denition 5.1 Mechanismus: Unter einem Mechanismus versteht man die
Verfahren, Algorithmen, Festlegungen usw., mit denen eine Grundfunktion oder
eine Gruppe von Grundfunktionen eines informationstechnischen Systems reali-
siert ist.
Von Mechanismus ist seine Implementierung / Realisierung klar zu unterscheiden.
Folglich gibt es auch bei der Bewertung zwei Gesichtspunkte: Die Bewertung
des Mechanismus, seiner Schw

achen einerseits (St

arke ) und die Bewertung der
der Implementierung bzw. andersgearteten technischen Umsetzung andererseits
(Qualit

at der Implementierung bzw. des Herstellungsvorgangs).
Bewertung der St

arke
Denition 5.2 Die St

arke eines Mechanismus besteht in der Resistenz ge-
gen Manipulations- / T

auschungsversuche. Mastab der Bewertung sind die zur
Manipulation n

otigen Kenntnisse ( + Verbreitungsgrad), der zeitliche und nan-
zielle Aufwand, die Verf

ugbarkeit der ben

otigten Hilfsmittel.
Damit wird die Beurteilung der St

arke nur verbal m

oglich und vom subjektiven
Kenntnisstand des Beurteilenden abh

angig. Selbstverst

andlich ist die Einsch

atzung
auch zeitlich ver

anderlich - in Abh

angigkeit von Entwicklung und Verf

ugbarbeit
von Hard- und Software.
Die deutschen Bewertung hat eine sechsstuge Skala, die nicht von der Funktio-
nalit

at abh

angt.
 ungeeignet:
Der Mechanismus erf

ullt die Anforderungen nicht.
 schwach:
Abwehr unbeabsichtigter Verst

oe.
 mittelstark: Schutz bei absichtlichen Verst

oen, mit mittelgroem Auf-
wand und normalen Systemkenntnissen brechbar.
 stark: guter Schutz bei absichtlichen Verst

oen, mit groem Aufwand oder
mit aufwendigen Hilfsmitteln brechbar. Organisatorische Manahmen, mit
denen die St

arke des Mechanismus gesichert wird, m

ussen recht einfach
geartet und wenig fehleranf

allig sein. Ggf. m

ussen Methoden zur Erkennung
und Vermeidung von Fehlern implementiert sein.
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 sehr stark: sehr guter Schutz bei absichtlichen Verst

oen, mit sehr groem
Aufwand oder mit sehr aufwendigen Hilfsmitteln brechbar. Organisatorische
Manahmen, mit denen die St

arke des Mechanismus gesichert wird, m

ussen
relativ einfach geartet und wenig fehleranf

allig sein. M

ogliche Fehlerquellen
... m

ussen weitgehend vom System

uberwacht werden.
 zur Zeit nicht

uberwindbar: nicht

uberwindbarer Schutz vor absichtli-
chen Verst

oen. Als organisatorische Manahmen h

ochstens solche zul

assig,
die praktisch vollst

andig gegen Fehler abgesichert sind.
Die Bewertung einer Gruppe von Einzelmechanismen kann generell nicht besser
als die schlechteste Einzelbewertung sein, es sei denn, da Schw

achen eines Me-
chanismus ausdr

ucklich durch andere Mechanismen kompensiert werden.
Die Stufen des Orange Book enthalten auch Forderungen an die St

arke, deshalb
ist folgende Gegen

uberstellung m

oglich:
Orange Book Dt. Kriterien
D ungeeignet
C1 / C2 mittelstark
B1 / B2 stark
B3 / A1 sehr stark
Verbundene Metriken: Bisher wurden drei Kriterien zur Beurteilung disku-
tiert: Funktionalit

at, St

arke des Mechanismus und Korrektheit der Implementie-
rung. Es ergibt sich ein dreidimensionaler Bewertungsraum, der schwer zu

uber-
sehen ist. Desweiteren machen auch nicht alle Kombinationen einen Sinn (es ist
sinnlos, bei einen starken Mechanismus die Korrektheit der Implementierung nur
an einigen Beispielen zu testen).
Der diametral entgegegengesetzte Weg ist die Verbindung der drei Kriterien zu
einer Klasseneinteilung, wie er im Orange Book gegangen wurde. Es macht durch-
aus Sinn, eine
"
niedere\ Funktionalit

atsklasse wie F3 mit starken Mechanismen,
die korrekt implementiert sind, zu realisieren. Dies motiviert eine Kopplung von
St

arke und Korrektheit zu einer Qualit

at, die in 8 Q-Stufen ausgedr

uckt wird.
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Stufe Mechanismus Korrektheit
Q0 unwirksam/max. schwach unzureichend
Q1 mittelstark *) getestet
Q2 mittelstark methodisch getestet
Q3 stark *) methodisch getestet, teilanalysiert
Q4 stark informell analysiert
Q5 sehr stark *) semiformal analysiert
Q6 sehr stark formal analysiert
Q7 nicht

uberwindbar *) formal veriziert
*) Ausnahmen m

oglich
Zur Abwertung in Stufe Q0 reicht es aus, wenn eines der beiden Merkmale, wie
in der Tabelle angegeben, eingestuft wird; bei den anderen Stufen m

ussen beide
Merkmale die Einstufung erf

ullen.
5.3.2 Evaluierungsprozess
Die Grundlagen werden in folgenden Dokumenten beschrieben:
 IT-Sicherheitskriterien
 IT-Evaluationshandbuch
 IT-Sicherheitshandbuch
Aus naheliegenden Gr

unden m

ussen diese Dokumente aktuell gehalten werden
bzw. ersetzt / erg

anzt werden. Herausgeber und Ansprechpartner ist das Bun-
desamt f

ur Sicherheit in der Informationstechnik (BSI).
Denition 5.3 Evaluierung ist die Pr

ufung eines Systems oder einer Kompo-
nente hinsichtlich seiner Sicherheitseigenschaften auf der Basis von Funktiona-
lit

atsmerkmalen und angestrebter Qualit

atsstufe.
Denition 5.4 Zertizierung beinhaltet das Ver

oentlichen eines Pr

ufberichts
und eines Pr

ufzeugnisses.
Die Zertizierung erfolgt derzeit durch das BSI.
Die Pr

ufung selbst ist ein mehrstuger, ggf. Monate in Anspruch nehmender Vor-
gang, bei der die antragstellende Firma und die pr

ufende Einrichtung kooperativ
zusammenarbeiten.
 Vorbereitungsphase
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{ Vorgespr

ache, Kl

arung der Funktionalit

at, angestrebte Q-Stufe, ben

otig-
te Dokumente
{ Antragstellung
{ Personal- und Ressourcenplanung, Schulung, Pilotstudien ..., Termin-
pl

ane
{ Vertragsabschlu (Schutz der Firmeninterna des Herstellers, Zeitplan,
Kosten)
 Dokumenten-Pr

ufung
Pr

ufung der vom Hersteller vorgelegten Dokumentation auf Vollst

andigkeit
und Widerspruchsfreiheit.
 System-Tests
Pr

ufung, ob das vorgelegte Produkt mit der Dokumentation

ubereinstimmt,
die Sch

arfe der Pr

ufung entspricht der Q-Stufe.
 Bewertungsphase
Auswertung der Pr

ufungsergebnisse
 Abschlu der Evaluierung
Erstellen eines internen Evaluationsberichts, der alle Ergebnisse der Pr

ufung
zusammenfat und mit konkreten Verweisen auf Produkteigenschaften und
Produktinterna begr

undet. Dieser Bericht kann wegen der enthaltenen Da-
tails nicht ver

oentlicht werden (Schutz des Herstellers vor Mibrauch sei-
nes Wissens und seiner Technologie).
In allen Phasen auer dem Abschlu k

onnen geringf

ugige, durch die Pr

ufung
oenbar gewordene M

angel durch den Hersteller beseitigt / nachgebessert werden.
5.3.3 Ergebnisdarstellung
Auf der Grundlage des o.g. Berichts erfolgt die Zertizierung. Dazu wird zun

achst
der Bericht durch Personen, die nicht an der Evaluierung beteiligt waren, inten-
siv gepr

uft, Einzelergebnisse ggf. veriziert. F

uhrt dies nicht zur Ablehnung des
Berichts, wird das Zertikat ausgestellt. Es besteht aus einem Zeugnis

uber die
erreichten F- und Q-Stufen und einem oenen Bericht. Dieser beschreibt die Si-
cherheitseigenschaften, Auagen, Risiken. Interessenten k

onnen dieses Zertikat
beim Hersteller oder dem BSI abfordern, welches eine Liste der zertizierten Pro-
dukte f

uhrt.
Das Zertikat wird grunds

atzlich f

ur ein konkretes Produkt erteilt, verliert also
bei Ver

anderungen des Produkts oder seiner Erstellungstechnologie (z.B. Com-
pilerwechsel) seine G

ultigkeit. Bei der Erweiterung eines Zertikats kann ggf. der
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Pr

ufvorgang auf ge

anderte Bestandteile und ihre Einpassung in das Restsystem
eingeschr

ankt werden.
5.3.4 Kombination elvaluierter Produkte
Grunds

atzlich bedarf die Kombination einer Nachbewertung. Wenn jede der Kom-
ponenten bereits eine Bewertung in der angestrebten Gesamtstufe hat, ist zu si-
chern, da die Anforderungen und ihre Aufteilung auf die zu kombinierenden Pro-
dukte genau beschrieben werden und durch die Kombination der Produkte auch
tats

achlich vollst

andig abgedeckt werden, da die Wirkung der Teilkomponenten
durch die Kombination nicht beeintr

achtigt wird. Dies mu bei der Bewertung
der Einzelprodukte nicht Gegenstand der Evaluation gewesen sein. Weiterhin ist
die ausreichende Abgrenzung der sicherheitsrelevanten Bestandteile von den nicht
evaluierten Systemkomponenten auch f

ur die Produktkombination zu pr

ufen.
5.3.5 Beispiele
 Bewertung der login-Prozedur in UNIX-Betriebssystemen mit Passwort-
ablage in der Datei /etc/passwd, Vergleich zwischen den Bewertungen von
1990 und 2000.
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
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
ucken k

onnen hier zu erheblichen Sch
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