Local active noise control systems aim to produce zones of quiet at a number of desired locations within a sound field, such as the ears of an observer. The resulting zones of quiet are usually centered at the error sensors, and are often too small to extend from the error sensors to the observer's ears. To overcome these problems, virtual sensing methods have been suggested. These methods are based on estimating the error signals at a number of locations remote from the physical locations of the error sensors. By minimising the estimated error signals, the zones of quiet can be moved away from the error sensors to the locations where noise control is desired, i.e. the virtual locations. In this paper, the active noise control problem under consideration is analysed using a state-space model of the plant. Kalman filtering theory is then used to develop a virtual sensing algorithm that computes optimal estimates of the error signals at the virtual locations. The developed algorithm is implemented on an acoustic duct arrangement, and the real-time estimation performance at a virtual location inside the acoustic duct is analysed. Furthermore,
Introduction
Local active noise control systems aim to produce zones of quiet at a number of desired locations within a sound field, such as the ears of an observer. The resulting zones of quiet are usually centered at the error sensors, and are often too small to extend from the error sensors to the observer's ears [1] . To overcome these practical limitations, a number of virtual sensing methods for local active noise control systems have been suggested [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] . These methods can be used to obtain estimates of the error signals at locations remote from the physical locations of the error sensors. By choosing these remote locations to coincide with the desired locations of maximum attenuation, i.e. the virtual locations, estimates of the error signals at the observer's ears can be obtained without physically locating error sensors inconveniently close to the observer's head. This effectively creates virtual sensors at the virtual locations, and subsequent minimisation of the estimated virtual error signals by an active noise control algorithm results in zones of quiet that are moved away from the physical location of the error sensors to the desired locations of maximum attenuation.
The first virtual sensing algorithm that was suggested in the literature is called the virtual microphone arrangement [2] . In this algorithm, it is assumed that the primary disturbances at the virtual sensors, which are the disturbances that need to be attenuated, are equal to the primary disturbances at the physical sensors. This assumption can be made provided that the primary sound field changes relatively little between the physical and virtual sensors.
This assumption is not made in a virtual sensing algorithm called the remote microphone technique [5, 6] , where an FIR or IIR filter matrix is used that computes an estimate of the primary disturbances at the virtual sensors from the primary disturbances at the physical sensors. In the virtual microphone arrangement [2] , this filter matrix is assumed to be the identity matrix, and this algorithm is therefore a simplified version of the remote microphone technique.
Both algorithms also require models of the secondary transfer paths between the control sources and the physical and virtual sensors. The required transfer path models are usually estimated in a preliminary identification stage by placing physical sensors at the virtual locations. In the virtual microphone arrangement [2] and the remote microphone technique [5, 6] , these transfer paths are modeled by FIR or IIR filter matrices.
The adaptive LMS virtual microphone technique [8, 9] is another virtual sensing algorithm that has been proposed. In this algorithm, an array of physical sensors is used to obtain an estimate of the virtual error signal. This estimate is computed as a weighted summation of the physical error signals. The weights for each of the physical error signals are determined in a preliminary identification stage in which a physical sensor is placed at the virtual location.
The difference between the error signal measured by this sensor and the estimated virtual error signal is then minimised by adjusting the weights using the LMS algorithm [13] . After convergence of the weights, the physical sensor is removed from the virtual location, such that a virtual sensor is effectively created at this location.
Since the aim of the virtual sensing algorithm is to compute an accurate estimate of the virtual error signals, the problem of virtual sensing for active noise control can be formulated as a linear estimation problem [14] . In this paper, the virtual sensing problem is therefore analysed using a Kalman filtering approach. In this approach, the active noise control system under consideration is modeled by a state-space system whose outputs are the physical and virtual error signals. One of the major advantages of the state-space formulation over the transfer function formulation, which is employed in [2, 5, 6, 12] , is that there is no principle structural difference between the single-and the multi-channel case. The idea behind the Kalman filter approach taken here is that the information contained in the physical error signals can be used to compute estimates of the plant states, and the estimated plant states can be used to compute estimates of the virtual error signals. Furthermore, measurement noise on the physical sensors, including the ones that are placed at the virtual locations in a preliminary identification stage of the plant, can be conveniently included in the modeling of the problem, and its effect on the estimation performance of the virtual sensing algorithm can be analysed.
The main advantage of the proposed method over the virtual sensing methods introduced in [2, 12] is that the assumption of equal primary disturbances at the physical and virtual sensors is not made. This therefore results in more accurate estimates of the virtual error signals, especially when the spatial change of the primary sound field between the physical and virtual sensors is significant and cannot be neglected. Another advantage over the methods suggested in [2, 5, 6, 8, 12] is that the proposed algorithm is derived including measurement noise on the sensors, and that the effect of this measurement noise on the estimation performance is discussed. Also, the optimal estimation performance that can be obtained is analysed, showing that it is determined by the properties of the physical and virtual primary transfer paths. Furthermore, instead of using a number of FIR or IIR filter matrices to compute an estimate of the virtual error signals [2, 5, 6, 12] , the virtual sensing algorithm proposed here is described by one compact state-space model. The aim of this paper therefore is to present a more complete analysis of the virtual sensing problem, resulting in an algorithm that computes an estimate of the virtual error signals, in the presence of measurement noise, which is shown to be optimal in the least mean-square sense.
In Section 2, the active noise control problem under consideration is presented, and the notation and assumptions used in the analysis of the problem are introduced. In Section 3, it is assumed that physical sensors are temporarily located at the virtual locations in a preliminary identification stage of the active noise control system. A Kalman filter can then be formulated that computes optimal estimates of both the physical error signals measured by the physical sensors, and the virtual error signals measured by the physical sensors temporarily located at the virtual locations for system identification purposes. In Section 4, it is then assumed that the physical sensors located at the virtual locations in the preliminary identification stage have been removed. Using the presented Kalman filtering theory, a virtual sensing algorithm is then formulated that computes optimal estimates of the virtual error signals, assuming that only the physical error signals are directly measured. In Section 5, it is explained how the developed virtual sensing algorithm can be combined with the filtered-x LMS algorithm [15] , in order to minimise the estimated virtual error signals. In Section 6, the developed algorithm is implemented in real-time on an acoustic duct arrangement. The implemented algorithms are calculated in a preliminary identification stage, in which a state-space model of the plant is estimated using subspace model identification techniques [16, 17] . The estimation performance and the broadband feedforward active noise control performance at a virtual location inside the duct are analysed.
Problem description
In this section, the notation and assumptions used in the analysis of the active noise control problem considered here are introduced. A block diagram of this problem is shown in Figure A. 1.
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Note that the implementation illustrated in Figure A .1 was adopted in previous research into virtual sensing methods for active noise control [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] . The plant in this figure can be described by the following standard state-space model [14] 
where E[·] denotes the expectation of the term inside brackets, I ∈ R S×S is the identity matrix, and δ nk the Kronecker delta function defined as
In Equation (1), the term B s s(n) can be interpreted as process noise w(n), with w(n) B s s(n). The influence of the measurement noise signals and the direct feedthrough from the signals s(n) on the physical and virtual error signals can be combined into an auxiliary measurement noise signal v(n), which is defined as
Using these definitions of the process noise signals w(n) and the auxiliary measurement noise signals v(n), the following covariance matrix can be defined
Using Equation (2), the covariance matrixQ s of the process noise w(n) is therefore given byQ
The covariance matrixR of the auxiliary measurement noise v(n) on the physical and virtual sensors is defined as
and is given in expanded form bȳ
The covariance matrixS s between the auxiliary measurement noise v(n) and the process noise w(n) is given bȳ
The aim of the adaptive controller included in Figure A .1 is to compute a control signal u(n) that minimises the error signals e v (n) at the virtual locations,
where maximum noise reduction is desired. For this purpose, the adaptive controller generally requires the feedback information contained in the virtual error signals [15] . However, these signals are not directly measured during realtime control for the system considered here. The aim of the virtual sensing algorithm included in Figure A The Kalman filter can be described in at least two forms, which are usually referred to as the prediction and time-measurement update forms [14] . The prediction form results in an estimate of the states z(n + 1) given the observations e(i) of the physical and virtual error signals up to time i = n, with the state estimate denoted byẑ(n+1|n), and with the error signals e(n) ∈ R Mp+Mv defined as
Using the prediction form, the predicted state estimatesẑ(n + 1|n) are computed as [14] 
with K s ∈ R N ×(Mp+Mv) the Kalman gain matrix given by
where tildes have been used on the Kalman gains to distinguish them from the Kalman gain matrix K ps that will be introduced in Section 4. The matrices C and D u in Equation (11) are defined as
Predicted estimatesê(n|n − 1) ∈ R Mp+Mv of the physical and virtual error signals are now computed, given the observations e(i) up to i = n − 1, aŝ
Using the above definitions, an innovations representation of the error signals e(n) is given by [14] z(n + 1|n) = Aẑ(n|n
with ε(n) ∈ R Mp+Mv the innovation signals defined as
Note that the innovations representation defined in Equation (15) and the standard state-space model defined in Equation (1) result in error signals e(n) that have the same second order statistics [14] .
The time-measurement update form of the Kalman filter results in a current estimate of the states z(n) given the observations e(i) of the physical and virtual error signals up to time i = n, with the current state estimate denoted byẑ(n|n). The time-measurement update form is given by [14] z(n|n)
with M s ∈ R N ×(Mp+Mv) the innovation gain matrix given by
The following theorem summarises the above discussions and defines an optimal solution for the Kalman gain matrix K s that minimises
with ρ(n|n − 1) ∈ R N the predicted state estimation error defined as
The theorem also defines an optimal solution for the innovation gain matrix
with ρ(n|n) ∈ R N the current state estimation error defined as
A detailed proof of the presented theorem can be found in [14] .
Theorem 1 (Kalman filter [14] ) Let a state-space realisation of the plant be given by Equation (1), and let the covariance matricesQ s ,S s , andR be defined as in Equations (6)- (9). Furthermore, let
• the pair (C, A) be detectable;
s ≥ 0;
s ) has no uncontrollable modes on the unit circle.
Then the time-measurement update form of the Kalman filter, which gives optimal current estimatesê(n|n) of the physical and virtual error signals given observations e(i) of the physical and virtual error signals up to i = n, is defined by the state-space realisation
where the Kalman gain matrix K s , and the innovation gain matrix M s are given by
with P s = P T s > 0 the unique stabilising solution to the discrete algebraic Ricatti equation (DARE) given by
and where R ε ∈ R (Mp+Mv)×(Mp+Mv) is the covariance matrix of the white innovation signals ε(n) defined in Equation (16), which is given by
Virtual output estimation
In this section, it is assumed that the physical sensors that are used to directly measure the virtual error signals in a preliminary identification stage of the plant have been removed, or if present are only used to measure the performance of the virtual sensing algorithm. Using the Kalman filtering theory presented in Section 3, a virtual sensing algorithm can then be derived that computes optimal estimates of the virtual error signals.
Stochastic part of the plant
To simplify the discussions presented here, it is first assumed that the deterministic control signals are equal to zero, such that u(n) = 0. For this case, the stochastic part of the plant can be written in innovations form, using Equation (15), aŝ
where d p (n) and d v (n) are the primary physical and virtual disturbances, respectively. These primary disturbances are thus the error signals measured at the physical and virtual sensors when the controller is switched off. The inputoutput behavior of the state-space system in Equation (27) can be defined in transfer function form as
with state-space models of the transfer function matricesG ps ∈ RH
the set of all asymptotically stable rational M × N transfer function matrices [18] , given bỹ
An estimated v (n|n) ∈ R Mv of the virtual primary disturbances d v (n) is now computed by filtering the physical primary disturbances d p (n) with a filter
An optimal solution for the filter H is calculated by minimising the cost func-
withε v (n) ∈ R Mv the virtual output errors defined as
Using Equations (28)-(30) and Parseval's Theorem [15] , an equivalent frequency domain expression of the cost function defined in Equation (31) is given by
with · 2 the H 2 -norm of the inside term [18] , and where state-space realisations of the transfer function matrices G ps =G psR 1/2 ε and G vs =G vsR 1/2 ε are defined as
where The following theorem defines a solution to this problem based on an outerinner factorisation of G ps , in which G ps is factorised into a stably invertible co-outer factor G ps,co that is a minimum phase spectral factor of G ps G * ps , and a co-inner factor G ps,ci that only yields a phase shift. A detailed proof of the presented theorem can be found in [19] . 
and its minimum value is given by
The minimum value of the cost function J defined in Equation (40) indicates that, theoretically, the estimation performance is determined by the properties of the primary transfer path matrices G ps and G vs . The first term in Equation (40) contributes to the minimum value of the cost function when
is non-zero. This occurs when there are disturbances that contribute to the virtual primary disturbances d v (n), but these disturbances are not observed at the physical sensors, and are thus not contained in the physical primary disturbances d p (n) [19, 20] . The virtual sensing algorithm is therefore not able to provide an estimate of this unobservable part of the virtual primary disturbances. The first term in Equation (40) is therefore related to the physical and virtual sensor configuration that is used in the active noise control system. The locations of the physical sensors should thus be chosen such that all the modes that contribute to the virtual primary disturbances are observable at the physical sensors. The second term in Equation (40) is related to the restriction that the transfer function matrix H should be causal [19, 20] .
Therefore, the second term is determined by delays and non-minimum phase zeros in the physical primary transfer function matrix G ps , which contribute to the anti-causal terms in G * ps,ci . To minimise the contribution of this second term, the physical and virtual sensor configuration should be chosen such that the physical primary disturbances contain time-advanced information about the virtual primary disturbances. This ensures that the virtual primary disturbances can be causally estimated from the physical primary disturbances.
In Appendix A, a minimal state-space realisation of the optimal filter solution H o defined in Equation (38) 
where the matrices K and M are given by
with X s = X T s ≥ 0 is the stabilising solution to the DARE given by
where
From Theorem 1, the matrices in Equations (42)- (44) can also be written as
Defining the matrix P ps P s + X s , the matrices K K ps and M M vs in Equation (42) can thus also be written as
where P ps = P T ps > 0 is the stabilising solution to the DARE given by
The DARE in the above equation is found by substituting the matrix relationships in Equation (45) into the DARE in Equation (43).
In summary, for the case that the deterministic control signals are equal to zero, a state-space realisation of the virtual sensing algorithm that computes an optimal current estimated v (n|n) of the virtual primary disturbances given observations d p (i) of the physical primary disturbances up to i = n is defined
where the Kalman gain matrix K ps and the virtual gain matrix M vs are given by Equation (46).
Including the deterministic part of the plant
In the previous section, the virtual sensing problem was analysed assuming that the deterministic control signals were equal to zero, and only the stochastic part of the plant was thus considered. In this section, it is assumed that the controller in Figure A .1 computes a control signal u(n), and it is explained how the deterministic part of the plant can be included into the virtual sensing algorithm presented in the previous section. The deterministic part of the state-space model of the plant in Equation (1) is given by
where y p (n) and y v (n) are the physical and virtual secondary disturbances, respectively. These secondary disturbances are thus the measurement noise free error signals at the physical and virtual sensors when the primary source is switched off. A current estimateê v (n|n) of the virtual error signals is now calculated by superposing the current estimated v (n|n) of the virtual primary disturbances defined in Equation (30) and the virtual secondary disturbances
with a state-space solution for the optimal filter H o defined by Equation (48).
Because the physical primary disturbances are given by d p (n) = e p (n)−y p (n), Equation (50) can also be written aŝ
where state-space realisations of the transfer functions matrices G pu and G vu are defined from Equation (49) as
Using the state-space realisations defined in Equations (48) and (52), it can be shown that a minimal state-space realisation of the transfer function matrix on the right-hand side of Equation (51) is given by
The presented discussion can now be summarised by the following theorem, in which the virtual sensing algorithm that includes both the deterministic and stochastic part of the plant is defined.
Theorem 3 (Virtual sensing algorithm) Let a state-space realisation of the plant be given by Equation (1), and let the covariance matricesQ s ,S ps , R p , andR pv be defined as in Equations (2)- (9) . Furthermore, let
• the pair (C p , A) be detectable;
pS ps ≥ 0;
pS ps ) has no uncontrollable modes on the unit circle.
Then a state-space realisation of the virtual sensing algorithm that gives an optimal current estimateê v (n|n) of the virtual error signals given observations e p (i) of the physical error signals up to i = n is defined as
where the Kalman gain matrix K ps ∈ R N ×Mp and the virtual gain matrix M vs ∈ R Mv×Mp are given by
with P ps = P T ps > 0 the unique stabilising solution to the DARE given by
and where R pε ∈ R Mp×Mp is the covariance matrix of the white innovation signals ε p (n) defined in Equation (16), which is given by
Discussion of virtual sensing algorithm
Comparing the state-space realisation of the virtual sensing algorithm defined in Theorem 3 with the state-space realisation of the Kalman filter defined in Theorem 1, it can be noted that the Kalman gain matrix K ps defined in Equation (55) is equivalent to the Kalman gain matrix that would result if a Kalman filter was designed using Theorem 1 with only the physical error signals e p (n) available for the computation of the state estimates. This is to be expected because the virtual error signals are not directly measured during real-time control and can therefore not be used to compute estimates of the plant states. Another interesting observation is that the virtual gain matrix M vs defined in Equation (55) can also be written as
with the innovation gain matrix M ps given by
Again, it can be seen that the innovation gain matrix M ps defined in Equation (59) is equivalent to the innovation gain matrix that would result if a Kalman filter was designed in time-measurement update form using Theorem 1 with only the physical error signals e p (n) available for computing the current state estimates. In other words, if the auxiliary measurement noise signals on the physical and virtual sensors are uncorrelated, such thatR pv = 0 in Equation (7), the virtual gain matrix defined in Equation (58) is equal to
For this case, the current estimate of the virtual error signals is calculated from Equation (54) aŝ
Comparing this equation to Equation (17), it can thus be seen that 
Filtered-x LMS algorithm
As illustrated in Figure A .1, the final aim of the active noise control system considered here is to minimise the current estimate of the virtual error signals, such that the zones of quiet are moved away from the physical sensors to the virtual locations where maximum noise reduction is desired. In the acoustic duct experiments presented in Section 6, it is assumed that a feedforward ref-
erence signal x(n) is available, and the filtered-x LMS algorithm [15] is used to minimise the current estimate of the virtual error signal. It is now explained how this algorithm can be combined with the virtual sensing algorithm pre-sented in Section 4. To keep the discussion simple, it is assumed that there is only one control source, one feedforward reference signal, and one virtual error signal. A detailed discussion of the filtered-x LMS algorithm for the multiple reference MIMO case can be found in [15] .
For the active noise control problem considered here, the filtered-x LMS algorithm is given by [15] u(n) = w(n) T x(n),
with µ ∈ R + the convergence coefficient,ê v (n|n) the current estimate of the virtual error signal, w(n) ∈ R I a vector of filter coefficients given by
x(n) ∈ R I a vector of feedforward reference signals defined as
and r v (n) ∈ R I a vector given by
with r v (n) the virtual filtered-reference signal. This signal is generated by filtering the feedforward reference signal x(n) with the virtual secondary transfer path G vu , such that
with a state-space realisation of the secondary virtual transfer path G vu defined in Equation (52). In the real-time experiments presented in the next section, a state-space model of this transfer path is used to generate the virtual filtered-reference signal.
Acoustic duct experiments
The algorithms introduced in the previous sections were implemented on an acoustic duct arrangement. This arrangement is now described after which experimental results are presented and discussed. is positioned at the considered virtual location, which is used in a preliminary identification stage of the plant described in Section 6.2 and also to measure the performance of the implemented virtual sensing and active noise control algorithms. To implement the developed algorithms in real-time, the hosttarget software program xPC Target is used. A sampling frequency of f s = 1.6 kHz is employed in the real-time experiments.
Experimental arrangement

Preliminary identification stage
Subspace model identification techniques [16, 17] are used to estimate a statespace model of the acoustic duct arrangement in innovations form, which is defined from Equation (15) aŝ
Given measured input-output data {u(n), e(n)} A two-step identification procedure is used in the experiments, in which the deterministic part and the stochastic part of the plant are identified separately by setting the input signal into the primary loudspeaker equal to zero in the first step, such that s(n) = 0, and the control signal equal to zero in the second step, such that u(n) = 0. A one step approach in which a full model of the plant is estimated at once could also be used, but a two-step approach usually results in a more accurate model of the true plant [19] . The two-step identification procedure and results are now described.
In the first step, a state-space model of the deterministic part of the plant, which was defined in Equation (49), is identified by switching off the input signal into the primary loudspeaker. An input/output data-set
is recorded, with y p (n) the measured physical secondary disturbance, y v (n) the measured virtual secondary disturbance, and u(n) the input signal into the control source given by the band-pass filtered white noise signal described in the previous section. The recorded data-set is divided into a training data-set and a validation data-set each 16000 samples long. The accuracy of the estimated model is expressed by the variance-accounted-for (VAF) value, which is defined as [19] 
where var(·) is the variance of the data sequence between parentheses, Y ∈ space model. The VAF value in Equation (69) is 100% if the matrices Y andŶ are identical, and decreases as the difference in these matrices becomes greater.
In the final experiments, a state-space model of the deterministic part of the plant of order 32 is estimated, which gives a VAF = 99.9% on the validation data-set.
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In Figure A .4, the Bode diagram of the estimated state-space model is compared with the frequency response functions between the control input signal and the measured physical and virtual secondary disturbances, which are calculated from the validation data-set. This figure shows that a good fit on the validation data is obtained in the frequency band of interest between 50-500 Hz. The high magnitudes at frequencies outside this band occur because the computer generated input signal has very little energy at these frequencies while there still is some measurement noise at these frequencies.
In the second step, the control signal is set to zero, and an innovations model of the stochastic part of the plant, which was defined in Equation (27), is identified using a stochastic subspace identification algorithm [22] . An output data-set
is recorded, with d p (n) and d v (n) the measured primary physical and virtual disturbances, respectively. The recorded data-set is divided into a training data-set and a validation data-set each 16000 samples long. The accuracy of the estimated innovations model is evaluated by calculating the VAF value based on the validation output data-set and the predicted estimatesd(n|n−1) of the output. From Equations (11) and (14), with the control signal u(n) = 0, these predicted estimates are calculated aŝ
withÂ,Ĉ, andK s the state-space matrices that are computed using stochastic subspace identification, and where of the deterministic part of the plant estimated in the first step of the identification procedure are then used to compute the virtual sensing algorithm described in Section 4. This algorithm is implemented on the acoustic duct arrangement.
Broadband estimation and adaptive feedforward control performance
The broadband estimation performance of the implemented virtual sensing algorithm is analysed with the controller switched off. For this case, the virtual output error was defined in Equation (32) 
[ The filtered-x LMS algorithm described in Section 5 is implemented on the acoustic duct arrangement to analyse the broadband adaptive feedforward control performance that can be obtained at the virtual location. The filteredx LMS algorithm is implemented using a convergence coefficient µ = 5 · 10
and I = 450 filter coefficients. The control performance obtained at the virtual location while minimising the current estimateê v (n|n) of the virtual error signal is compared with the control performance obtained at the virtual location while minimising the true virtual error signal e v (n) directly measured during real-time control by the electret microphone located at the considered virtual location. For both cases, the control performance is measured after conver-gence of the adaptive algorithm. The results are shown in Figure A. 6, where the power spectrum of the measured virtual primary disturbance d v (n), and the power spectra of the residual error signal at the virtual location measured after convergence of the adaptive controller for both control cases are plotted.
[ Fig. 6 about here.]
These power spectra are generated by averaging over 50 computed power
spectra. An overall attenuation of 19.7 dB is obtained while minimising the current estimate of the virtual error signal, compared to an overall attenuation of 25.1 dB obtained while minimising the true virtual error signal directly measured at the virtual location, which is a difference of 5.4 dB. One reason for this difference, which follows from the discussion presented after Theorem 2,
is that a perfect current estimate of the virtual primary disturbance can only be computed from the physical primary disturbance if these disturbances are completely causally related, which is not the case for the physical and virtual sensor configuration considered here. Another reason is that when the virtual error signal is directly measured during real-time control, the filtered-x LMS algorithm can partly compensate for small, and generally unavoidable, errors in the estimate of the virtual secondary transfer path G vu that is used in Equation (66) to generate the virtual filtered-reference signal, whereas this is not the case if the virtual error signal is estimated using a virtual sensing algorithm [6] . The attenuation is therefore expected to be slightly different at the deep anti-resonance frequencies in the virtual secondary transfer path (see Figure A.4) , since the accuracy of the estimated model is generally poorest at these frequencies [23] .
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The performance obtained at the virtual location while minimising the current estimateê v (n|n) of the virtual error signal is also compared with the performance obtained at this location while minimising the physical error signal e p (n). The minimisation of the physical error signal is achieved using the filtered-x LMS algorithm, which is again implemented using a convergence coefficient µ = 5 · 10 −6 and I = 450 filter coefficients. The control performance obtained at the physical sensor is shown in Figure A.7(a) , where the power spectra of the physical primary disturbance and the residual physical error signal measured after convergence of the adaptive controller are plotted. These power spectra are generated by averaging over 50 computed power spectra. An overall attenuation of 25.0 dB is obtained at the physical sensor. Figure A .7(b) shows the power spectra of the virtual primary disturbance, the residual virtual error signal obtained while minimising the current estimateê v (n|n) of the virtual error signal, and the residual virtual error signal obtained while minimising the physical error signal e p (n). Although an overall attenuation of 25.0 dB was obtained at the physical sensor, the virtual primary disturbance at the virtual location was actually amplified by 1.4 dB. Thus, minimising the current estimate of the virtual error signal instead of the physical error signal increased the overall attenuation obtained at the virtual location by 21 dB.
This result illustrates the potential benefits of adopting the proposed virtual sensing method over a conventional sensing method, and indicates that the distance between the physical and virtual sensors is large enough to demonstrate the effectiveness of the proposed method.
A virtual sensing algorithm for local active noise control systems has been derived using Kalman filtering theory. The developed algorithm computes an optimal current estimate of the error signals at locations remote from the error sensors and can be used when the desired locations of noise reduction need to be moved away from the physical locations of the error sensors. To demonstrate the effectiveness of the proposed method in a practical situation, the developed algorithm has been implemented on an acoustic duct arrangement. The real-time broadband estimation and adaptive feedforward control performance obtained at a virtual location inside the acoustic duct have been analysed. The experimental results showed that an accurate estimate of the virtual error signal was obtained over a broad frequency range, and that subsequent minimisation of the estimated virtual error signal resulted in an overall broadband attenuation of the unwanted noise at the virtual location of 19.7 dB.
Because the proposed virtual sensing algorithm has been derived given a statespace model that describes the input-output behaviour of a general multiple input multiple output active noise control system, the proposed method can also be applied to other cases such as three-dimensional sound fields inside more complex enclosures.
can be derived as follows.
Outer-inner factorisation of G ps
Assuming that G ps has no zeros on the unit circle, state-space realisations of the co-outer factor G ps,co , and the co-inner factor G ps,ci are given by [24] 
where D co ps is calculated such that
and where the matrix K is defined as
with the matrix X s = X T s ≥ 0 the stabilising solution to the DARE given by
It can be shown that a state-space realisation of the pseudo-inverse G † ps,co of the co-outer factor is given by [24] 
Furthermore, let the matrix Y s be a lower triangular matrix calculated from a Cholesky factorisation of X s in Equation (A.5), such that
Then the following matrix relationships associated with the outer-inner factorisation of G ps can be defined [19] B 
Minimal realisation of H o
From Equations (A.7) and (A.14), a minimal realisation of H o in Equation (38) is now given by The state-space realisation in Equation (A.15) can thus also be written as physical primary disturbance d p (n) residual physical error signal e p (n). (b) Control performance at virtual location while while minimising e p (n).
virtual primary disturbance d v (n) residual virtual error signal while minimisinĝ e v (n|n) residual virtual error signal while minimising e p (n).
