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1 Introduction
The Heisenberg-Virasoro algebra contains the classical Heisenberg algebra and Virasoro al-
gebra as subalgebras. As the universal central extension of the Lie algebra of differential
operators on a circle of order at most one, the Heisenberg-Virasoro algebra is an important
object in mathematics and physics, and has been widely studied. For example, the twisted
Heisenberg-Virasoro algebra was firstly studied by E. Arbarello et al. in [1]. Various general-
izations of the Heisenberg-Virasoro algebra have been extensively studied by several authors
(e.g., [2, 8–10]). However, it seems to us that little has been known on not-finitely graded
aspect of generalized Heisenberg-Virasoro algebras.
In recent years, some researches on Lie algebras concerning their derivation algebras,
automorphisms, second cohomology groups have been undertaken by many authors (see,
e.g., [3–5,11–17]). It is well known that central extensions, which are determined by second
cohomology groups, are closely related to the structures of Lie algebras (see, e.g., [6, 7]).
The computation of the second cohomology groups seems to be important and interesting.
Not-finitely graded Lie algebras are important objects in Lie theory, whose structure and
representation theories are subjects of studies with more challenges than those of finitely
graded Lie algebras. In [3], the authors have studied the structure theory of a class of
not-finitely graded Lie algebras related to generalized Virasoro algebras.
In this paper, we consider the following Lie algebras, which are referred to as generalized
Heisenberg-Virasoro algebra HV (Γ): Let Γ be any nontrivial additive subgroup of C, and
C[Γ × Z+] the semigroup algebra of Γ × Z+ with basis {xα,i := xαti |α ∈ Γ, i ∈ Z+}
and product xα,ixβ,j = xα+β,i+j. Let ∂x, ∂t be the derivations of C[Γ × Z+] defined by
∂x(x
α,i) = αxα,i, ∂t(x
α,i) = ixα,i−1 for α ∈ Γ, i ∈ Z+. Denote ∂ = ∂x + ∂t. Then HV (Γ)
is the Lie algebra with the underlying space C[Γ× Z+]∂ ⊕ C[Γ × Z+], basis {Lα,i := xα,i∂,
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Hβ,j := x
β,j |α, β ∈ Γ, i, j ∈ Z+} and relations
[Lα,i, Lβ,j] = (β − α)Lα+β,i+j + (j − i)Lα+β,i+j−1, (1.1)
[Lα,i, Hβ,j] = βHα+β,i+j + jHα+β,i+j−1, (1.2)
[Hα,i, Hβ,j] = 0. (1.3)
Let W be C[Γ × Z+]∂ with basis {Lα,i := xα,i∂ |α ∈ Γ, i ∈ Z+} and relation (1.1), and H
be C[Γ×Z+] with basis {Hβ,j := xβ,j | β ∈ Γ, j ∈ Z+} and relation (1.3). We simply denote
HV = HV (Γ), then W and H are subalgebras of HV . The algebra W is the generalized
Witt algebra W =W (0, 1, 0; Γ) of Witt type studied in [13].
Let us recall some basic concepts. A Lie algebra L is finitely graded if there exists an
abelian group G such that L = ⊕a∈GL[a] is G-graded satisfying
[L[a],L[b]] ⊂ L[a+b] and dimL[a] <∞ for a, b ∈ G. (1.4)
An element x ∈ L is ad-locally finite if for any y ∈ L the subspace span{adix(y) | i ∈ Z+} is
finite-dimensional, where adx : y 7→ [x, y] (y ∈ L) is the adjoint operator of x.
Similar to the Lie algebras studied in [3], the Lie algebra HV has the following significant
features:
(1) It has a finitely graded filtration in the sense that there exists a filtration 0 ⊂ HV (0) ⊂
HV (1) ⊂ · · · , satisfying [HV (i), HV (j)] ⊆ HV (i+j) for all i, j ∈ Z+ and each HV (i) is
finitely graded, i.e., there exists some abelian group G which is independent of i (one
can simply choose G = Γ in this case) such that HV (i) = ⊕g∈GHV
(i)
g , [HV
(i)
g , HV
(j)
h ] ⊆
HV
(i+j)
g+h , dimHV
(i)
g <∞ for all g, h ∈ G, i, j ∈ Z+ (cf. (1.4)) and HV
(0)
0 6= 0.
(2) It has the set F of ad-locally finite elements, where
F = {aL0,0 +
∑
α,j
bα,jHα,j (finite sum) | a, bα,j ∈ C, α ∈ Γ, j ∈ Z+}. (1.5)
(3) HV has exactly two proper ideals: CH0,0 and H . In particular, H is the unique
maximal ideal of HV (cf. Theorem 2.1).
In this paper we shall mainly study the structure theory of HV (namely, derivations,
automorphisms, 2-cocycles). The Lie algebra HV is Γ-graded
HV = ⊕
α∈Γ
HV α, HV α = span{Lα,i, Hα,i | i ∈ Z+} for α ∈ Γ.
However, it is not finitely graded. Nevertheless, as stated in [3], due to the fact that Γ may
not be finitely generated (as a group), HV may not be finitely generated as a Lie algebra.
The classical techniques (such as those in [5]) cannot be directly applied to our situation
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here. One must employ some new techniques in order to tackle problems associated with
not-finitely graded and not-finitely generated Lie algebras (this is also one of our motivations
to present our results here). For instance, one of our strategies used in the present paper is
to study the actions of Lα,0, L0,i respectively so that the determination of derivation algebra
and automorphism group can be done much more efficiently. The main results of the present
paper are summarized in Theorems 2.1, 3.1, 4.1, 4.8 and 5.1.
Throughout the paper, we denote by C, C∗, Z, Z+, Γ∗ the sets of complex numbers,
nonzero complex numbers, integers, nonnegative integers, nonzero elements of Γ respectively.
2 Some properties of HV
Now we study some properties of the Lie algebra HV , which will be summarized in Theorem
2.1. Firstly, we recall the following concept.
Suppose A is a nonzero ideal of HV , and 0 6= x =
∑
α∈Γ xα ∈ A (finite sum) such
that each homogeneous component xα =
∑
i∈Z+(aα,iLα,i + bα,iHα,i) (finite sum) for some
aα,i, bα,i ∈ C. Let
Supp x = {α ∈ Γ | xα 6= 0}, (2.1)
then it is called the support of x.
Theorem 2.1. (1) The Lie algebra HV is not finitely graded.
(2) HV has the set F of ad-locally finite elements, where
F = {aL0,0 +
∑
α,j
bα,jHα,j (finite sum) | a, bα,j ∈ C, α ∈ Γ, j ∈ Z+}. (2.2)
(3) HV has exactly two proper ideals: CH0,0 andH. In particular, H is the unique maximal
ideal of HV .
Proof (1) Firstly, we assume that there exists some abelian group G such that HV =
⊕g∈GHV[g] is G-graded satisfying (1.4). Suppose HV[0] 6= 0, then we can take any nonzero
x ∈ HV[0] and β ∈ Γ such that β /∈ Suppx (cf. (2.1)). If we assume that Lβ,2 ∈ ⊕g∈IHV[g]
for some finite subset I of G, we obtain that {adkxLβ,2 | k ∈ Z+} is an independent subset of
⊕g∈IHV[g]. In particular,
∑
g∈I dimHV[g] = ∞. Since I is finite, there exists some g0 ∈ I
such that dim HV[g0] =∞, contradicting our assumption that HV[g] is finite dimensional for
any g ∈ G.
So we haveHV[0] = 0. Choose a total order “≺” onG compatible with its group structure.
Suppose L0,0 =
∑n
i=1 xgi with g1 ≺ · · · ≺ gn−1 ≺ gn for some n ≥ 1, where 0 6= xgi ∈ HV[gi].
Due to
[L0,0, Lα,0] = αLα,0, (2.3)
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L0,0 preserves every one-dimensional space CLα,0 (α ∈ Γ), we have that L0,0 can not lie in
⊕0≺g∈GHV[g] or ⊕G∋g≺0HV[g] of HV . So we have 0 ≺ gn and g1 ≺ 0.
By comparing the maximal homogenous components (with respect to the G-gradation of
HV ) of both sides of (2.3), we obtain that the maximal homogenous component of Lα,0 lies
in HV[gn] for all α ∈ Γ. So there exists λα ∈ C
∗ such that Lα,0 = λαL0,0 +
∑
g≺gn
yαg , where
yαg ∈ HV[g]. In fact, substituting Lα,0 = λαL0,0+
∑
g≺gn
yαg on the left hand side of (2.3) and
then proceeding the analysis above gives Lα,0 = λαL0,0 +
∑
g≺0 y
α
g . Similarly, we can deduce
Lα,0 = λαL0,0 +
∑
0≺g y
α
g . This leads to a contradiction.
(2) It can be obtained easily by the relations of HV .
(3) Let H ′ be a proper ideal of HV which satisfies CH0,0 6= H ′, then there must exist a
nonzero element
∑
γ,s aγ,sLγ,s +
∑
β,j cβ,jHβ,j in H
′ \ CH0,0. Let any Lα,i and Hα,i act on it
respectively, we get
[Lα,i,
∑
γ,s
aγ,sLγ,s +
∑
β,j
cβ,jHβ,j] =
∑
γ,s
aγ,s((γ − α)Lα+γ,i+s + (s− i)Lα+γ,i+s−1)
+
∑
β,j
cβ,j(βHα+β,i+j + jHα+β,i+j−1) (2.4)
and
[Hα,i,
∑
γ,s
aγ,sLγ,s +
∑
β,j
cβ,jHβ,j] = −
∑
γ,s
aγ,s(αHα+γ,i+s + iHα+γ,i+s−1). (2.5)
(i) If all the aγ,s are equal to zero, there must exist some cβ,j 6= 0 with (β, j) 6= (0, 0).
From (2.4), then we have H = H ′.
(ii) If there exist some aγ,s 6= 0 , we can get H
′ = HV from (2.4) and (2.5). It is a
contradiction.
From the above discussion, HV has only two proper ideals: CH0,0 and H . Due to CH0,0 $ H ,
we get that H is the unique maximal ideal of HV . 
3 Derivation algebra of HV
Recall that a linear map D : HV → HV is a derivation of HV if D
(
[x, y]
)
= [D(x), y] +
[x,D(y)] for any x, y ∈ HV . For any z ∈ HV , the adjoint operator adz : HV → HV is a
derivation, called an inner derivation. Denote by DerHV and adHV the vector spaces
of all derivations and inner derivations respectively. Then the first cohomology group
H1(HV, HV ) ∼= DerHV /adHV . We say that a derivation D ∈ DerHV is of degree γ,
if it satisfies that D(HVα) ⊂ HVα+γ. Denote by (DerHV )γ the space of all derivations of
degree γ.
Denote by HomZ(Γ,C) the space of group homomorphisms from Γ to C. For each φ ∈
HomZ(Γ,C), the scalar multiplication φ by c ∈ C is defined by (cφ)(γ) = cφ(γ), thus
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HomZ(Γ,C) is a vector space. Then for each φ ∈ HomZ(Γ,C), we can define a derivation Dφ
as follows:
Dφ(Lα,i) = φ(α)Lα,i, Dφ(Hα,i) = φ(α)Hα,i for α ∈ Γ, i ∈ Z+. (3.1)
We still use HomZ(Γ,C) to denote the corresponding subspace of DerHV . In particular,
since φ0 : α 7→ α is in HomZ(Γ,C), we have the derivation
D0 = Dφ0 : Lα,i 7→ αLα,i, Hα,i 7→ αHα,i for α ∈ Γ, i ∈ Z+. (3.2)
Now we define two derivations of degree 0, which are obviously not inner derivations of
HV . {
D1(Lα,i) = αHα,i + iHα,i−1, D1(Hα,i) = 0,
D2(Lα,i) = 0, D2(Hα,i) = Hα,i for α ∈ Γ, i ∈ Z+.
Theorem 3.1. The derivation space of HV can be written as
DerHV = ⊕
γ∈Γ
(DerHV )γ = adHV ⊕HomZ(Γ,C)⊕ CD1 ⊕ CD2, (3.3)
where (DerHV )γ ⊂ adHV , if γ ∈ Γ
∗, and (DerHV )0 = (adHV )0 ⊕ HomZ(Γ,C)⊕ CD1 ⊕
CD2.
Proof It can be obtained by the following lemmas 3.2∼3.6 immediately. 
Lemma 3.2. Every derivation D ∈ HV can be written as
D =
∑
γ∈Γ
Dγ, Dγ ∈ (DerHV )γ (3.4)
such that only finitely many Dγ(x) 6= 0 for every x ∈ HV (such a sum in (3.4) is called
summable).
Proof For a derivation D ∈ DerHV and an element xα ∈ HVα, assume that
D(xα) =
∑
β∈Γ
yβ.
We define Dγ(xα) = yα+γ. Then a direct computation shows that Dγ is a derivation. 
Lemma 3.3. For any D ∈ DerHV , replacing D with D − adu for some u ∈ HV , we can
suppose
D(L0,0) = 0. (3.5)
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Proof Suppose D(L0,0) =
∑
α,j(aα,jLα,j + cα,jHα,j) ∈ HV for some aα,j , cα,j ∈ C. For any
α ∈ Γ, we define bα,j , dα,j ∈ C inductively on j ≥ 0 by
bα,j =
{
j−1(−aα,j−1 − αbα,j−1) if j ≥ 1,
0 if j = 0.
(3.6)
and
dα,j =
{
j−1(−cα,j−1 − αdα,j−1) if j ≥ 1,
0 if j = 0.
(3.7)
Take u =
∑
α,j(bα,jLα,j + dα,jHα,j). Note that u ∈ HV , by (3.6) and (3.7), it gives
D(L0,0)− adu(L0,0) =
∑
α,j
(aα,jLα,j + cα,jHα,j)−
∑
α,j
(−αbα,j − (j + 1)bα,j+1)Lα,j
−
∑
α,j
(−αdα,j − (j + 1)dα,j+1)Hα,j
= 0.

Lemma 3.4. If γ ∈ Γ∗, D ∈ (DerHV )γ and D(L0,0) = 0, then
D = 0. (3.8)
Proof Applying D to [L0,0, Lα,0] = αLα,0 with α ∈ Γ
∗, then we have
[L0,0, D(Lα,0)] = αD(Lα,0). (3.9)
Assume D(Lα,0) =
∑
j∈Z+(bjLα+γ,j + djHα+γ,j), and by (3.9) we have
{
γbj = −(j + 1)bj+1 for j ≥ 0,
γdj = −(j + 1)dj+1 for j ≥ 0.
(3.10)
As bj = 0, j ≫ 0, bj = 0 for any j ≥ 0. Similarly, dj = 0 for any j ≥ 0. Thus we have
D(Lα,0) = 0, for any α ∈ Γ.
Applying D to [L0,0, L0,1] = L0,0, then we have
[L0,0, D(L0,1)] = D(L0,0). (3.11)
Assume D(L0,j) =
∑
k∈Z+(f(j, k)Lγ,k + g(j, k)Hγ,k), for f(j, k), g(j, k) ∈ C, and note that
f(0, k) = g(0, k) = 0. By (3.11), we have
{
γf(1, k) = −(k + 1)f(1, k + 1) for k ≥ 0,
γg(1, k) = −(k + 1)g(1, k + 1) for k ≥ 0.
(3.12)
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Then we can get f(1, k) = g(1, k) = 0 for any k ∈ Z+, and thus D(L0,1) = 0.
Now applying D to [L0,0, Hα,0] = αHα,0, then we have
[L0,0, D(Hα,0)] = αD(Hα,0). (3.13)
Assume D(Hα,0) =
∑
j∈Z+(ejLα+γ,j + fjHα+γ,j), and from (3.13) we obtain
{
γej = −(j + 1)ej+1 for j ≥ 0,
γfj = −(j + 1)fj+1 for j ≥ 0.
(3.14)
As ej = 0, j ≫ 0, ej = 0 for any j ≥ 0. Similarly, fj = 0 for any j ≥ 0. Thus we have
D(Hα,0) = 0, for any α ∈ Γ.
Since HV is generated by {Lα,0, L0,1, Hα,0 | α ∈ Γ} from relation (1.1), we get D = 0
where D ∈ (DerHV )γ, for γ ∈ Γ
∗. 
Lemma 3.5. Assume D ∈ (DerHV )0 and D(L0,0) = 0, we have :
(i) D(Lα,0) = bαLα,0 + dαHα,0, where bα ∈ HomZ(Γ,C), dα = αd1, d1 ∈ C, α ∈ Γ.
(ii) D(Hα,0) = fαHα,0, where fα = bα + f0, f0 ∈ C, α ∈ Γ.
Proof For (i), assume D(Lα,0) =
∑
α,j(bα,jLα,j + dα,jHα,j), and from (3.9) we have
{
bα,j = 0 for j ≥ 1,
dα,j = 0 for j ≥ 1.
(3.15)
Simply denote bα,0, dα,0 by bα, dα respectively, we have D(Lα,0) = bαLα,0 + dαHα,0, for any
α ∈ Γ. Applying D to [Lα,0, Lβ,0] = (β − α)Lα+β,0, we get that
{
bα + bβ = bα+β for α 6= β,
βdβ − αdα = (β − α)dα+β for α, β ∈ Γ.
(3.16)
As D(L0,0) = b0L0,0 = 0, we have b0 = 0. According to (3.16), we also have −bα = b−α. Set
α = β in (3.16), we obtain that b2α = b(α+η)+(α−η) = bα+η + bα−η = bα + bη + bα + b−η = 2bα,
for any η ∈ Γ\{±α, 0}. Thus (3.16) holds for all α, β ∈ Γ, which shows that the map
Φ : α 7−→ bα is an element in HomZ(Γ,C). Hence we get that bα ∈ HomZ(Γ,C).
Suppose that Γ′ = cΓ for some c ∈ C∗, we have HV (Γ) ∼= HV (Γ′). Thus without loss of
generality, we can always suppose 1 ∈ Γ. Then we can obtain that dα = (d1 − d0)α+ d0, for
d1 ∈ C. Due to d0 = 0, we have dα = αd1, for d1 ∈ C.
For (ii), assume D(H0,0) =
∑
j∈Z+
(ejL0,j+fjH0,j), and apply D to [L0,0, H0,0] = 0. Then
we have ej = fj = 0, for any j ≥ 1, and we get D(H0,0) = e0L0,0 + f0H0,0. Applying D to
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[L0,1, H0,0] = 0, we have e0 = 0. Thus D(H0,0) = f0H0,0. Assume D(Hα,0) =
∑
α,j(eα,jLα,j +
fα,jHα,j), and by (3.13), we have {
eα,j = 0 for j ≥ 1,
fα,j = 0 for j ≥ 1.
(3.17)
So D(Hα,0) = eα,0Lα,0 + fα,0Hα,0 := eαLα,0 + fαHα,0. Applying D to [L−α,0, Hα,0] = αH0,0,
we have eα = 0. Thus we can assume D(Hα,0) = fαHα,0. Now applying D to [Lα,0, Hβ,0] =
βHα+β,0, we have bα + fβ = fα+β. Therefore bα + f0 = fα, with f0 ∈ C for any α ∈ Γ. 
If we replace D′ by D−Dφ(cf. (3.1))(note that this replacement does not affect (3.5)), we
can suppose bα = 0 for all α ∈ Γ. Then we have D
′(Lα,0) = αd1Hα,0 and D
′(Hα,0) = f0Hα,0.
Assume D′(Lα,1) =
∑
j∈Z+(f(1, j)Lα,j + g(1, j)Hα,j), for f(1, j), g(1, j) ∈ C. Applying
D′ to [L0,0, Lα,1] = αLα,1 + Lα,0, we get f(1, j) = g(1, j) = 0 for j ≥ 1. So D
′(Lα,1) =
f(1, 0)Lα,0 + g(1, 0)Hα,0 + αd1Hα,1. By induction on i, we have D
′(Lα,i) = if(1, 0)Lα,i−1 +
ig(1, 0)Hα,i−1 + αd1Hα,i.
ApplyingD′ to [L−α,i, Hα,0] = αH0,i for α ∈ Γ
∗, we haveD′(H0,i) = if(1, 0)H0,i−1+f0H0,i.
Applying D′ to [L0,i, Hα,0] = αHα,i for α ∈ Γ
∗, we obtain D′(Hα,i) = if(1, 0)Hα,i−1 + f0Hα,i
for α ∈ Γ∗. So D′(Hα,i) = if(1, 0)Hα,i−1 + f0Hα,i for α ∈ Γ, i ∈ Z+. And it follows that{
D′(Lα,i) = if(1, 0)Lα,i−1 + ig(1, 0)Hα,i−1 + αd1Hα,i,
D′(Hα,i) = if(1, 0)Hα,i−1 + f0Hα,i,
for any α ∈ Γ, i ∈ Z+. Due to [L0,0, Lα,i] = αLα,i+ iLα,i−1 and [L0,0, Hα,i] = αHα,i+ iHα,i−1,
if we replace u (cf. (3.5))by u+ f(1, 0)L0,0, and denote D
′ +D0 by D
′ (cf. (3.2)), then{
D′(Lα,i) = ig(1, 0)Hα,i−1 + αd1Hα,i,
D′(Hα,i) = f0Hα,i,
(3.18)
with g(1, 0), f0, d1 ∈ C, for any α ∈ Γ, i ∈ Z+.
Applying D′ to [Lα,i, Lβ,j ] = (β − α)Lα+β,i+j + (j − i)Lα+β,i+j−1, we obtain d1 = g(1, 0).
So we have {
D′(Lα,i) = d1(αHα,i + iHα,i−1),
D′(Hα,i) = f0Hα,i,
(3.19)
with f0, d1 ∈ C, for any α ∈ Γ, i ∈ Z+.
Lemma 3.6. Under the above notations, we have a decomposition for (DerHV )0 :
(DerHV )0 = (adHV )0 ⊕HomZ(Γ,C)⊕ CD1 ⊕ CD2, (3.20)
where D1(Lα,i) = αHα,i + iHα,i−1, D1(Hα,i) = 0, D2(Lα,i) = 0, D2(Hα,i) = Hα,i, for any
α ∈ Γ, i ∈ Z+.
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4 Automorphism group of HV
Firstly, we study the automorphism group of W . Denote by AutW the automorphism
group of W . Let χ(Γ) be the set of characters of Γ, i.e., the set of group homomorphisms
τ : Γ→ C∗. Set ΓC
∗
= {c ∈ C∗ | cΓ = Γ}. We define a group structure on χ(Γ)× ΓC
∗
by
(τ1, c1) · (τ2, c2) = (τ, c1c2), where τ : α 7→ τ1(c2α)τ2(α) for α ∈ Γ. (4.1)
It turns out that the group χ(Γ) × ΓC
∗
is just the semidirect product χ(Γ) ⋊ ΓC
∗
under
the action given by (cτ)(α) = τ(cα) for all c ∈ ΓC
∗
, τ ∈ χ(Γ), α ∈ Γ. We define a group
homomorphism φ : (τ, c) 7→ φτ,c from χ(Γ)×Γ
C∗ to AutW such that φτ,c is the automorphism
of W defined by
φτ,c : Lα,i 7→ τ(α)c
i−1Lcα,i for α ∈ Γ, i ∈ Z+. (4.2)
One can easily verify that φτ,c is indeed an automorphism of W .
Theorem 4.1. AutW ∼= χ(Γ)⋊ ΓC
∗
.
Proof This theorem can be obtained by the following three lemmas. 
As L0,0 is the unique locally finite element of W , for any σ ∈ AutW , we can suppose
σ(L0,0) = c
−1L0,0, for c ∈ C∗.
Lemma 4.2. For any α ∈ Γ, we have σ(Lα,0) = c
−1τ(α)Lcα,0, where c ∈ C∗, τ ∈
HomZ(Γ,C∗).
Proof Assume that σ(Lα,0) =
∑
β,j b
α
β,jLβ,j (finite sum) for some b
α
β,j ∈ C. Applying σ to
[L0,0, Lα,0] = αLα,0, we have [L0,0,
∑
β,j b
α
β,jLβ,j] = cα
∑
β,j b
α
β,jLβ,j . By (1.1), we get
∑
β,j
bαβ,j(βLβ,j + jLβ,j−1) = cα
∑
β,j
bαβ,jLβ,j.
Comparing the coefficients of Lβ,j on both sides of the above formula, we have βb
α
β,j + (j +
1)bαβ,j+1 = cαb
α
β,j. Then it gives that β = cα, b
α
β,j = 0, j ≥ 1. So σ(Lα,0) = ϕ(α)Lcα,0 =
c−1τ(α)Lcα,0, where ϕ is a function from Γ to C∗ such that ϕ(0) = c−1. Let τ(α) = cϕ(α).
We can verify that τ ∈ HomZ(Γ,C∗). 
Lemma 4.3. For any i ∈ Z+, we have σ(L0,i) = ci−1L0,i.
Proof The lemma holds for i = 0. Now we suppose it holds for i − 1. Applying σ to
[L0,0, L0,i] = iL0,i−1, we have [L0,0, σ(L0,i)] = ic
i−1L0,i−1. Furthermore, we obtain σ(L0,i) =
ci−1L0,i+aL0,0, for a ∈ C. Now applying σ to [L0,1, L0,i] = (i−1)L0,i for i > 1, we get a = 0.
Then it is obvious that σ(L0,i) = c
i−1L0,i. 
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Lemma 4.4. For any α ∈ Γ, i ∈ Z+, we have σ(Lα,i) = τ(α)ci−1Lcα,i.
Proof If i = 0, the lemma holds. Now we suppose it is true for i − 1. Applying σ to
[Lα,0, L0,i] = −αLα,i + iLα,i−1 with α ∈ Γ
∗ and using σ(Lα,i−1) = τ(α)c
i−2Lcα,i−1, we can
deduce σ(Lα,i) = τ(α)c
i−1Lcα,i, for any α ∈ Γ
∗, i ∈ Z+. Then, by Lemma 4.3, we have
σ(Lα,i) = τ(α)c
i−1Lcα,i, for any α ∈ Γ, i ∈ Z+. 
Next we compute the automorphism group of H .
Lemma 4.5. For any α ∈ Γ, we have σ(Hα,0) = τ(α)eHcα,0, where e ∈ C∗, τ ∈ HomZ(Γ,C).
Proof Applying σ to [L0,0, Hα,0] = αHα,0, since H is an abelain ideal(cf.(1.2), (1.3)), we
get [L0,0, σ(Hα,0)] = cασ(Hα,0). That is to say, σ(Hα,0) is an eigenvector of adL0,0 with
eigenvector cα. Hence we obtain that σ(Hα,0) = f(α)Hcα,0. Furthermore applying σ to
[Lα,0, Hβ,0] = βHα+β,0 gives τ(α)c
−1[Lcα,0, f(β)Hcβ,0] = βf(α+ β)Hc(α+β),0, i.e., f(β)τ(α) =
f(α + β). Denote f(0) = e, we get f(α) = τ(α)e, where τ ∈ HomZ(Γ,C). Due to Theorem
2.1(3), then we have e ∈ C∗. 
Lemma 4.6. For any j ∈ Z+, we have σ(H0,j) = ecjH0,j.
Proof Applying σ to [L0,1, H0,j] = jH0,j, and we get [L0,1, σ(H0,j)] = jσ(H0,j). Assume that
σ(H0,j) =
∑
β,k xβ,kHβ,k, we have
∑
β,k xβ,k(βHβ,k+1 + kHβ,k) = j
∑
β,j xβ,kHβ,k. Comparing
the coefficients of Hβ,k gives βxβ,k−1 = (j − k)xβ,k. Thus β = 0. We can assume that
σ(H0,j) = ejH0,j, ej ∈ C∗. Applying σ to [L0,0, H0,j] = jH0,j−1, we get ej = cej−1, j > 0. As
e0 = e, we have ej = ec
j. Thus the lemma holds. 
Lemma 4.7. For any α ∈ Γ, i ∈ Z+, we have σ(Hα,j) = τ(α)ec
jHα,j.
Proof If α = 0, the lemma holds. If α 6= 0, by applying σ to [L0,j , Hα,0] = αHα,j, we have
[cj−1L0,j , τ(α)eHcβ,0] = αc
jeτ(α)Hcα,j = ασ(Hα,j). Thus we get σ(Hα,j) = τ(α)ec
jHα,j. 
Now we study the automorphism group of HV . Denote by AutHV the automorphism
group of HV . Let σ ∈ AutHV . We have σ(H) = H, σ(H0,0) = eH0,0, for e ∈ C∗.
Let σ ∈ AutHV/H(i.e., AutW ), and we have σ(Lα,i) = τ(α)c
i−1(Lα,i), i.e., σ(Lα,i) ≡
τ(α)ci−1Lcα,i mod H .
Since σ(L0,0) ≡ c
−1L0,0 mod H , we can assume σ(L0,0) = c
−1L0,0+
∑
α,i aα,iHα,i for some
aα,i ∈ C. Define
bα,i =
{
−i−1aα,i−1 for i > 0,
0 for i = 0.
(4.3)
Denote τ = ead
∑
α,i bα,iHα,i ∈ InnHV , so τ(c−1L0,0) = c
−1L0,0 +
∑
α,i bα,iHα,i. Let pi = τ
−1σ.
We obtain pi(L0,0) = τ
−1σ(L0,0) = c
−1L0,0. Then by Lemma 4.5, 4.6 and 4.7, we have
pi(Lα,i) = τ(α)c
i−1Lcα,i. Thus we complete the proof of the following theorem.
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Theorem 4.8. AutHV ∼= InnHV ⋊
(
(χ(Γ)⋊ ΓC
∗
)⋊C∗
)
.
5 Second cohomology group of HV
Recall that a bilinear form ψ : HV ×HV → C is called a 2-cocycle on HV if the following
conditions are satisfied:
ψ(x, y) = −ψ(y, x), ψ(x, [y, z]) + ψ(y, [z, x]) + ψ(z, [x, y]) = 0,
for x, y, z ∈ HV . Denote by C2(HV, C) the vector space of 2-cocycles on HV . For any linear
function f : HV → C, one can define a 2-cocycle ψf by ψf (x, y) = f([x, y]) for x, y ∈ HV.
Such a 2-cocycle is called a trivial 2-cocycle or a 2-coboundary on HV . Denote by B2(HV, C)
the vector space of 2-coboundaries on HV . The quotient space
H2(HV, C) = C2(HV, C)/B2(HV, C)
is called the 2-cohomology group of HV . There exists a one-to-one correspondence between
the set of equivalence classes of one-dimensional central extensions of HV by C and the
2-cohomology group of HV .
Theorem 5.1. We have H2(HV,C) = 0.
Proof It can be easily obtained by [14], Proposition 5.2 and Proposition 5.3. 
Proposition 5.2. We have
φ(Lα,i, Hβ,j) = 0, (5.1)
with α, β ∈ Γ, i, j ∈ Z+.
Proof Without loss of generality, we can always suppose 1 ∈ Γ. Let ψ ∈ C2(HV,C), we
define a linear function f : HV → C such that f(Lα,i) and f(Hα,i) are defined by induction
on i as follows
f(Lα,i) =


1
i+1
ψ(L0,0, L0,i+1) if α = 0,
1
α
(
ψ(L0,0, Lα,i)− if(Lα,i−1)
)
if α 6= 0.
(5.2)
f(Hα,i) =


ψ(L0,0, H0,1) if α = i = 0,
1
i
ψ(L0,1, H0,i) if α = 0, i 6= 0,
1
α
(
ψ(L0,0, Hα,i)− if(Hα,i−1)
)
if α 6= 0.
(5.3)
Set φ = ψ − ψf , we have
φ(L0,0, Hβ,j) = ψ(L0,0, Hβ,j)−f([L0,0, Hβ,j])=0 for β 6= 0. (5.4)
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And we can easily verify that φ(L0,0, H0,0) = φ(L0,0, H0,1) = 0. Furthermore, for j 6= 1 and
j 6= 0, we obtain
φ(L0,0, H0,j) = ψ(L0,0, H0,j)− jf(H0,j−1)
= ψ(L0,0, H0,j)−
j
j − 1
φ(L0,1, H0,j−1)
= ψ(L0,0, H0,j)−
1
j − 1
φ(L0,1, [L0,0, H0,j])
= 0.
Thus
φ(L0,0, Hβ,j) = 0 for β ∈ Γ, j ∈ Z+. (5.5)
Now we want to prove φ(Lα,i, H0,0) = 0, for any α ∈ Γ, i ∈ Z+. If α 6= 0, we use induction
on i. It holds for i = 0. Suppose it also holds for i− 1, then we get
φ(Lα,i, H0,0) =
1
α
ψ([L0,0, Lα,i]−iLα,i−1, H0,0)=0 for α 6= 0. (5.6)
We can also have
φ(L0,i, H0,0) = ψ(
1
i+ 1
[L0,0, L0,i+1], H0,0)=0 for i 6= 0. (5.7)
Therefore, by (5.6) and (5.7), it follows that
φ(Lα,i, H0,0) = 0 for α ∈ Γ, i ∈ Z+. (5.8)
Similarly, for α + β 6= 0, we obtain
φ(Lα,0, Hβ,0) = ψ(Lα,0, Hβ,0)− βf(Hα+β,0)
= ψ(Lα,0, Hβ,0)−
β
α + β
ψ(L0,0, Hα+β,0)
= ψ(Lα,0, Hβ,0)−
1
α + β
ψ(L0,0, [Lα,0, Hβ,0])
= 0.
By induction on i+ j, for α+ β 6= 0, we have
φ(Lα,i, Hβ,j) = ψ(Lα,i, Hβ,j)− βf(Hα+β,i+j)− jf(Hα+β,i+j−1)
= ψ(Lα,i, Hβ,j)−
β
α + β
(ψ(L0,0, Hα+β,i+j)− (i+ j)f(Hα+β,i+j−1))
−
j
α + β
(ψ(L0,0, Hα+β,i+j−1)− (i+ j − 1)f(Hα+β,i+j−2))
= −
1
α + β
(jφ(Lα,i, Hβ,j−1) + iφ(Lα,i−1, Hβ,j))
= 0.
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Thus we can conclude that
φ(Lα,i, Hβ,j) = δα+β,0φ(Lα,i, H−α,j) for α, β ∈ Γ, i, j ∈ Z+. (5.9)
From the above discussion, we have already known φ(L0,0, H0,1) = φ(L0,1, H0,0) = 0. Now
for the case i+ j > 1, we have
φ(L0,i, H0,j) = ψ(L0,i, H0,j)− jf(H0,i+j−1)
= ψ(L0,i, H0,j)−
j
i+ j − 1
ψ(L0,1, H0,i+j−1)
= ψ(L0,i, H0,j)−
1
i+ j − 1
ψ(L0,1, [L0,i, H0,j])
= 0.
So we obtain
φ(L0,i, H0,j) = 0 for i, j ∈ Z+. (5.10)
In order to complete the proof, by (5.9) and (5.10), we need to compute φ(Lα,i, H−α,j)
for α 6= 0. If i+ j = 1, we have φ(Lα,0, H−α,1) = φ(Lα,1, H−α,0) = 0, for α 6= 0. For i+ j > 1,
by induction on i+ j, it follows that
φ(Lα,i, H−α,j) = ψ(Lα,i, H−α,j)−
1
i+ j
ψ(L0,1, [Lα,i, H−α,j]− jH0,i+j−1)− jf(H0,i+j−1) = 0.
Thus
φ(Lα,i, H−α,j) = 0 for α 6= 0, i+ j ≥ 1. (5.11)
Based on the above discussion, we obtain
φ(Lα,i, Hβ,j) = δα+β,0δi+j,0φ(Lα,0, H−α,0) for α, β ∈ Γ, i, j ∈ Z+. (5.12)
Finally, we consider φ(Lα,0, H−α,0). Obviously, we have
φ(Lα,0, H−α,0) = ψ(Lα,0, H−α,0)− f([Lα,0, H−α,0])
= ψ(Lα,0, H−α,0) + αψ(L0,0, H0,1)
, c(α).
Since φ([Lα,0, Lβ,0], H−α−β,0) + φ([Lβ,0, H−α−β,0], Lα,0) + φ([H−α−β,0, Lα,0], Lβ,0) = 0, we get
(β − α)c(α+ β) + (β + α)c(α) = (β + α)c(β), for any α, β ∈ Γ. (5.13)
In (5.13), replacing α by α− 1 and taking β = 1, 2 respectively, we have
{
(2− α)c(α) + αc(α− 1) = αc(1),
(3− α)c(α + 1) + (α + 1)c(α− 1) = (α + 1)c(2).
(5.14)
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And by (1− α)c(α + 1) + (α+ 1)c(α) = (α + 1)c(1), we obtain
c(α) =
c(2)
2
(α2 − α) for α 6= 0. (5.15)
As φ(L0,0, H0,0) = 0 = c(0) also satisfies (5.15), we can conclude that (5.15) holds for any
α ∈ Γ, where c(2) ∈ C. So φ(Lα,0, H−α,0) = b(α2 − α), for b ∈ C.
Finally, using the equality φ(L0,0, [Lα,1, H−α,0]) = 0, we get φ(Lα,0, H−α,0) = 0. 
Proposition 5.3. We have
φ(Hα,i, Hβ,j) = 0, (5.16)
with α, β ∈ Γ, i, j ∈ Z+.
Proof Let ψ ∈ C2(HV,C), we define a linear function f : HV → C (cf. (5.2) and (5.3)) and
set φ = ψ − ψf . Then we obtain
φ(H0,0, Hβ,0) = ψ(H0,0, Hβ,0)−f([H0,0, Hβ,0])=0. (5.17)
By induction on j, we have
φ(H0,0, Hβ,j) = 0 for β ∈ Γ, j ∈ Z+. (5.18)
Furthermore, for α 6= 0, we obtain
φ(Hα,0, Hβ,0) = ψ(Hα,0, Hβ,0)− f([Hα,0, Hβ,0])
=
1
α
ψ([L0,0, Hα,0], Hβ,0)
= −
β
α
φ(Hα,0, Hβ,0).
Thus φ(Hα,0, Hβ,0) = 0 for α + β 6= 0.
Now considering the case of α = 0. For β 6= 0, we also have
φ(H0,i, Hβ,0) = ψ(H0,i, Hβ,0)− f([H0,i, Hβ,0])
= −
(−1)ii!
βi
φ(H0,0, Hβ,0)
= 0.
By induction on j, we get
φ(H0,i, Hβ,j) = 0 for β 6= 0. (5.19)
Next we want to prove φ(Hα,i, Hβ,j) = 0 for α 6= 0 and i + j ≥ 1. Obviously, it holds
for i = 0, j = 1 and i = 1, j = 0. Now assume φ(Hα,i−1, Hβ,j) = φ(Hα,i, Hβ,j−1) = 0. For
14
α 6= 0, considering
φ(Hα,i, Hβ,j) = ψ(Hα,i, Hβ,j)− f([Hα,i, Hβ,j])
= −
β
α
φ(Hα,i, Hβ,j)−
j
α
φ(Hα,i, Hβ,j−1)−
i
α
φ(Hα,i−1, Hβ,j),
it follows that
φ(Hα,i, Hβ,j) = 0 for α + β 6= 0, i+ j ≥ 1. (5.20)
Therefore, we obtain
φ(Hα,i, Hβ,j) = δα+β,0φ(Hα,i, H−α,j) for α 6= 0. (5.21)
It is easy to see that φ(H0,i, H0,j) = 0, for i, j ∈ Z+. Then we have
φ(Hα,i, H−α,j) = −
α
i− 1
φ(H0,j+1, H−α,i) +
j
i− 1
φ(H0,j, H−α,i) = 0 for α 6= 0, i ≥ 2.
Since φ(Hα,0, H−α,1) = 0 and φ(Hα,1, H−α,0) = 0, we get φ(Hα,i, H−α,j) = 0 for α 6= 0, i ≥ 1.
It follows that φ(Hα,i, H−α,j) = δi+j,0φ(Hα,0, H−α,0). Thus we have
φ(Hα,i, Hβ,j) = δα+β,0δi+j,0φ(Hα,0, H−α,0) for α, β ∈ Γ, i, j ∈ Z+. (5.22)
Now suppose φ(Hα,0, H−α,0) = g(α) and assume 1 ∈ Γ, we get φ(H1,0, H−1,0) = g(1) ∈ C and
φ(Hα,0, H−α,0) = ψ([Lα−1,0, H1,0], H−α,0) = αψ(H1,0, H−1,0) = αg(1), for g(1) ∈ C.
Finally, using the equality φ(L0,0, [Hα,1, H−α,0]) = 0, we get φ(Hα,0, H−α,0) = 0. 
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