AND CONCLUSIONS
1. Using whole cell recording techniques, we studied subthreshold and suprathreshold voltage responses to oscillatory current inputs in neurons from the sensorimotor cortex of juvenile rats.
2. Based on firing patterns, neurons were classified as regular spiking (RS), intrinsic bursting (IB), and fast spiking (FS) . The subthreshold voltage-current relationships of RS and IB neurons were rectifying whereas FS neurons were almost ohmic near rest. 3. Frequency response curves (FRCs) for neurons were determined by analyzing the frequency content of inputs and outputs. The FRCs of most neurons were voltage dependent at frequencies below, but not above, 20 Hz. Approximately 60% of RS and IB neurons had a membrane resonance at their resting potential. Resonant frequencies were between 0.7 and 2.5 Hz (24-26°C) near -70 mV and usually increased with hyperpolarization and decreased with depolarization. The remaining RS and IB neurons and all FS neurons were nonresonant.
4. Resonant neurons near rest had a selective coupling between oscillatory inputs and firing. These neurons selectively fired action potentials when the frequency of the swept-sine-wave (ZAP) current input was near the resonant frequency. However, when these neurons were depolarized to -60 mV, spike firing was associated with many input frequencies rather than selectively near the resonant frequency. 5. We examined three subthreshold currents that could cause lowfrequency resonance: I H, a slow, hyperpolarization-activated cation current that was blocked by external Cs + but not Ba*+ ; Zm, an instantaneously activating, inwardly rectifying K+ current that was blocked by both Cs" and Ba2+ ; and INap, an quickly activating, inwardly rectifying persistent Na + current that was blocked by tetrodotoxin (TI'X). Voltage-clamp experiments defined the relative steady state activation ranges of these currents. IR (activates below -80 mV) and INap (activates above -65 mV) are unlikely to interact with each other because their activation ranges never overlap. However, both currents may interact with IH, which activated variably at potentials between -50 and -90 mV in different neurons.
rather than transient (Steriade et al. 1993a ). However, the responses of single neurons to oscillatory stimuli have received less attention than the responses to transient stimuli, such as current pulses or evoked synaptic volleys. Because coherent brain activity reflects the synchronized activities of neurons at characteristic frequencies, it would be useful for neurons to have mechanisms for tuning their responses to these biologically significant frequencies. In this paper, we ask whether neocortical neurons, held at subthreshold potentials, respond preferentially to oscillatory inputs at specific frequencies. Such preferences, where the voltage responses to injected oscillatory currents are largest in a narrow frequency band (cf. Koch 1984) ( "bandpass behavior"), are called membrane resonances. They have been described in cortical (Gimbarzevsky et al. 1984; Gutfreund et al. 1995;  Jahnsen and Karnup 1994; Strohmann et al. 1995) , thalamic (Hutcheon et al. 1994; Puil et al. 1994; Strohmann et al. 1994) ) spinal (Moore and Christiansen 1985) , and peripheral (Correia et al. 1989; Hunt and Wilkinson 1980; Puil et al. 1986 Puil et al. , 1988 Puil et al. , 1989 neurons. These resonances have disparate mechanisms; however, they always depend on an interaction between the passive properties of membranes and time-dependent ionic currents. 6 . We found that &.i produces subthreshold resonance. Consistent with this, subthreshold resonance was blocked by external Cs' but not Ba2' or TTX. Application of Ba2' enlarged FRCs and resonance at potentials below -80 mV, indicating that JK,ir normally attenuates resonance. Application of TTX greatly diminished resonance at potentials more depolarized than -65 mV, indicating that ZNaP normally amplifies resonance at these potentials.
7. The ZAP current input may be viewed as a model of oscillatory currents that arise in neocortical neurons during synchronized activity in the brain. We propose that the frequency selectivity endowed on neurons by 1i-i may contribute to their participation in synchronized firing. The voltage dependence of the frequencyselective coupling between oscillatory inputs and spikes may indicate a novel mechanism for controlling the extent of low-frequency synchronized activity in the neocortex.
To search for and study subthreshold resonance in neocortical neurons, we applied the techniques of frequency-domain analysis (Puil et al. 1986 (Puil et al. , 1988 . In this paper, we describe low-frequency (1-3 Hz) resonances found in the tiequencyresponse curves (FRCs) of neocortical neurons. We also investigate the ionic basis of resonance, focusing on three noninactivating subthreshold currents that could shape resonant responses: an inwardly rectifying cation current (Zi..i) (Solomon and Nerbonne 1993a,b; Solomon et al. 1993; Spain et al. 1987) ; an inwardly rectifying K + current (Z& (Constanti and G&an 1983; Sutor and Hablitz 1993) ; and a persistent Na+ current (INap) Alzheimer et al. 1993a,b; Stafstrom et al. 1985) . m particular, ZH is of interest because of its involvement in strutturing the responses of neocortical neurons to time-varying subthreshold inputs (Schwindt 1992; Solomon and Nerbonne 1993a) and in rhythmic activity of other excitable cells (DiFrancesco et al. 1986; McCormick and Pape 1990) . Finally, we show that the mechanism of resonance affects firing patterns because voltage responses to inputs that are not close to the resonant frequency are attenuated and so do not generate spikes. In a subsequent paper, we use a combination of mathematical modeling and experimentation to show that the observed time and voltage dependence of INTRODUCTION METHODS During certain states of coherent activity in the central nervous system, synaptic inputs to neurons can be oscillatory
We used rats ( Sprague-Dawley ) with ages that varied from postnatal day 4 (P4) to P19, although most recordings were made in neurons from P6 to P14 rats. After decapitation, the brain was removed and submerged in 5-7°C artificial cerebrospinal fluid (ACSF). The brain was cut into blocks before being glued to the stage of a Vibroslicer and cut coronally into 350-400 pm slices. Brain slices containing sensorimotor cortex were incubated for l-2 h at room temperature before submersion in a Perspex bath (volume 0.3 ml, flow rate 1-1.5 ml/min), which was mounted on the stage of a microscope equipped with Hoffman modulation contrast optics. The slices were thin enough to discern partially the cortical layers that we used as an initial guide for placing the electrode. The recordings were made at room temperature (24-26"C), and all neurons accepted for analysis had overshooting action potentials and resting potentials more negative than -55 mV. At the end of a session, we measured the distance of the recorded neuron from the cortical edge of the slice using a graticule in the eyepiece of the microscope and identified the recording site using the atlas of Paxinos et al. ( 199 1) .
Solutions
The ACSF contained (in r&I) 124 NaCl, 4 KCl, 1.25 KH2P04, 26 NaHCOs, 10 dextrose, 2 MgClz, and 2 CaCl*, which gave a measured osmolarity of 310 mosmol. ACSF solutions were maintained at a pH of 7.4 by continuous bubbling with 95% 02-5% CO*. Patch-clamp electrodes were pulled from thin-wall borosilicate glass tubing ( 1.5 mm OD) with a Narashige PP-83 puller and were filled with a solution containing (in m&I) 140 IS-gluconate, 15 NaCl, 11 ethylene glycol-bis (P-aminoethyl ether) N, N, N', N '-tetraacetic acid, 1 CaCl*, 10 Na-(N-[2-hydroxyethyllpiperazine-N'-[2-ethanesulfonic acid] ) , 1 Mg adenosine 5 '-triphosphate, and 0.3 Na guanosine 5 '-triphosphate and was balanced to pH 7.2 with KOH and d-gluconic acid. Initial electrode resistance was 5-8 MS2; seals to the cells were 1 -11 Gfl before breakthrough (cells with seals < 1 GQ were discarded). To compensate for the junction potential formed between the ACSF and the electrode solution, 11 mV was subtracted from all membrane potentials (e.g., a recorded membrane potential of -60 mV corresponds to an actual potential of -71 mV) (see Zhang and Krnjevic 1993) .
Frequency-domain analysis
The frequency-domain analysis of neurons has been described previously (Puil et al. 1986 (Puil et al. , 1988 . Briefly, a DC current was first used to hold neurons near a desired membrane potential, then a computer generated current waveform (I) was injected into the neurons, and the resulting voltage response (V) was recorded. For each holding potential, an impedance (2) was calculated from the ratio of the fast Fourier transforms of the voltage response and the current input using the formula z Fmv) =-
The magnitude of the complex-valued impedance was plotted against frequency to give a FRC. The measurement and analysis systems were calibrated by comparing the measured impedance of a parallel resistor-capacitor circuit with its theoretical impedance. A proper interpretation of the frequency-domain analysis requires an approximately linear relationship between current inputs and voltage responses. Linearity was maintained during neuronal recordings as long as voltage responses were <20 mV peak-topeak and action potentials were not evoked. A criterion used to assure approximate linearity was to change the amplitude of the current input while monitoring the FRCs for effects of nonlinearities. Using this criterion, we note that approximate linearity was maintained over larger peak-to-peak voltage responses in neocortical neurons than in thalamocortical neurons (cf. Fig. 1 of Strohmann et al. 1994) .
For the input waveform, we usually used a swept-sine-wave current (ZAP current input) (Puil et al. 1986 ) of finite duration, T, and with the formula I(t) = a sin (bt3), 0 s t 5 T Here, a and b were adjustable parameters controlling, respectively, the amplitude and bandwidth of the input. In other cases, we used a sine wave input or a sum-of-sine-waves (SSW) input consisting of 128 superimposed sine-waves of equal amplitude and systematically varied frequency and phase.
Electrical recordings
To inject DC and oscillatory currents as well as measure voltage responses for frequency-domain analysis, we employed an Axoclamp 2A amplifier that was adjusted optimally in bridge mode to compensate for the electrode resistance and capacitance. For voltage-clamp studies, the same amplifier was used in the continuous single-electrode voltage-clamp mode. For digital data acquisition, a 40-kHz Labmaster A/D-D/A board was controlled with pClamp software or software written specifically for the purpose of acquisition and analysis of frequency-domain data. Voltage and current traces for time-domain recordings were filtered at 10 kHz and then stored on a computer disk or on video tape (Beta) using a PCM encoder (Sony) and a video recorder (Sony).
RESULTS

Electrical properties
The results described in this paper are based on recordings from 147 neurons in layers II-V of sensorimotor cortex. Most did not spontaneously fire action potentials. In cases where electrical recordings were made in control ACSF ( 103 of 147 neurons), the firing characteristics of neurons were similar to those previously described for juvenile rat neocortex (Kasper et al. 1994a,b; McCormick and Prince 1987) . We identified regular spiking (RS ) , intrinsic bursting (IB ) , and fast spiking (FS) neurons by the properties of their action potentials and the firing patterns evoked by l-s current pulses (Connors and Gutnick 1990; McCormick et al. 1985) . Regular spiking neurons had broad spikes, prominent medium afterhyperpolarizations ( AHPs ) , small or no fast AHPs, and adapting spike trains. Depolarizing afterpotentials (DAPs) occurred on the falling phase of spikes in 39 of 75 RS neurons. The presence of DAPs often led to the formation of high-frequency spike doublets or triplets at the beginning of a spike train. IB neurons could be recognized by stereotyped bursts of two or more spikes that occurred in an all-or-none fashion at the beginning of the response to a current pulse or reoccurred throughout the pulse. FS neurons had narrow action potentials with a ratio of <2 for the rates of depolarization to repolarization, prominent fast AHPs, and nonadapting spike trains. Frequency-and time-domain responses of resonant and nonresonant neurons. A : in a regular spiking (RS ) neuron (resting potential -65 mV), resonance appears as a hump in the frequency-response curve (FRC) with a peak at 2.1 Hz and a Q value (see text) of 1.8. Responses of same neuron to square current pulses are shown (inset); note sags and depolarizing rebounds, which are manifestations of resonance in time domain. B: in a fast spiking (FS) neuron (resting potential -67 mV), the FRC declined monotonically from a maximum at lowest frequency recorded. Voltage responses to square pulses do not show sags or rebounds (inset). C: swept-sine-wave (ZAP) current inputs (bottom) and corresponding voltage responses (top) in a resonant neuron demonstrate a voltage-dependent, selective coupling of inputs near resonant frequency and spikes. When neuron was initially held near -65 mV, subthreshold ZAP current inputs of different amplitudes resulted in spindle-shaped voltage responses with the largest part of the response near the resonant frequency (Cl and C2). When spikes were evoked by a sufficiently large ZAP current input, they were associated with resonant band of frequencies (C3). After depolarization (with DC injection) to near -60 mV, the neuron was still resonant (C4) but selective coupling had disappeared (C.5). D: voltage responses of a nonresonant neuron to ZAP current inputs are wedge-shaped rather than spindle-shaped because largest responses were at lowest frequencies. For suprathreshold inputs (02)) action first in response to lowest frequencies. In this and subsequent figures, action potentials are clipped. potentials arose electrophysiological properties of the different types of differences, however, in the low-frequency behavior of the neurons.
FRCs in different neurons.
RESONANT NEURONS.
Some neurons were resonant near Frequency-response curves their resting potentials. For the neuron of Fig. 1 A, the FRC had a resonant hump that peaked near 2 Hz. In the same To investigate the frequency preferences of neurons, we neuron, there were no other resonant peaks in the interval determined their FRCs. Figure 1 , A and B, shows the FRCs 2-500 Hz. Similarly, we could not resolve multiple humps of RS and FS neurons near their respective resting potentials. in the FRCs of other neurons. The responses of the same neurons to current pulses are
We quantified the resonance of a neuron by measuring its shown in the upper right of each figure. In these neurons, resonant frequency (fres) and ' 'Q value." Thef,, of a neuron as in all neurons we studied, the smallest impedance magni-is defined as the frequency at the peak of the resonant hump tudes occurred at high frequencies. There were important in the FRC. The Q value is constructed by dividing the R. M. MIURA, AND E. PUIL magnitude of the impedance at fres by the magnitude at the lowest recorded frequency (Koch 1984) . Thef,,, of the neu-. ron illustrated in Fig. 1A is 2.1 Hz. Its Q value, 1.8, was one of the largest we recorded. Table 2 gives the incidence of resonance and the values of frer and Q at -70 mV in 59 neurons of different firing types. Approximately two-thirds of RS and IB neurons were resonant at -70 mV. All fres values were between 0.7 and 2.5 Hz and most were between 1 and 2 Hz. There were no significant differences between RS and IB neurons with respect to their resonant properties at this membrane potential (2-tail t-tests). The total incidence of resonance among RS and IB neurons is underestimated in Table 2 because some neurons that were nonresonant at -70 mV were resonant at other potentials. NONRESONANT NEURONS.
All of the FS neurons and some of the RS and IB neurons did not have resonant humps in their FRCs at the potentials we usually investigated (potentials more negative than -55 mV). We call the neurons that did not have resonant humps at these potentials "nonresonant"; however, we recognize that they may have had resonance at other potentials. Figure 1B shows a typical FRC for a nonresonant FS neuron together with its responses to current pulses. The value of the impedance magnitude decreased monotonically with frequency, resulting in an FRC with characteristics of a low-pass filter. Thus the Q value of the nonresonant FS neuron of Fig. 1 B is equal to 1, as is the case for all nonresonant neurons.
Resonance does not depend on the input waveform
The relationship between small amplitude current inputs and voltage responses was almost linear in most neurons. This was evident in the FRCs that essentially were unchanged by increasing or decreasing the amplitude of the ZAP current input when the membrane potential was more negative than -60 mV. In resonant neurons, when this potential was not exceeded, changes in the magnitude of the input affected fres weakly and left the Q value unaltered. Figure 2 shows, for a resonant neuron, the FRCs generated near -70 mV by SSW and ZAP inputs with similar frequency bands. The FRCs were nearly identical although the time courses, but not the frequency compositions, of the inputs were very different. We conclude the subthreshold resonance in the neurons we investigated is independent of the form of the input.
Coupling of oscillatory inputs to the firing of action potentials
The differences between resonant and nonresonant neurons were reflected in the time courses of their responses to ZAP inputs. In the resonant RS neuron depicted in Fig. lC , note the peak in its voltage response to a constant amplitude ZAP input (Fig. lC, 1 and 2). Because of the systematic order in which the ZAP input sweeps through the frequencies, it is easy to see that this peak occurs at intermediate frequencies. This gives it a spindle shape that is characteristic of resonant neurons. In fact, the largest response was near fres. In contrast, the voltage response of the nonresonant neuron in Fig. 1 Dl is wedge-shaped because the largest response occurred at the lowest frequencies.
In both resonant and nonresonant neurons, large-amplitude ZAP stimuli evoked action potentials. However, there was a clear difference between resonant and nonresonant neurons in the stimulus frequencies that most readily evoked firing. In resonant neurons, action potentials were generated preferentially when the input frequencies were near-f,, (e.g., Fig. 1 C3) . In nonresonant neurons, on the other hand, firing was associated with the lowest frequencies of the input (Fig.  102) . This difference between resonant and nonresonant neurons was observed consistently. All resonant neurons tested with large-amplitude inputs fired action potentials as the input passed through the resonant band of frequencies (n = 4). In five of six nonresonant neurons, the spikes arose at the lowest injected frequencies. In summary, the frequency preference of resonant neurons resulted in a preferential coupling between inputs at frequencies near fres and firing.
The selective coupling does not imply that action potentials will fire at the same frequency as an oscillatory input delivered near the resonant frequency. In trials using singlefrequency sine-waves, we found that action potentials sometimes fired on every other cycle or in some more complicated pattern (cf. Fig. lC5 ).
Selective coupling of oscillatory inputs with firing did not occur at all membrane potentials. Firing near the resonant frequency often was observed near -70 mV. When resonant neurons were depolarized above approximately -60 mV by DC current, firing occurred at all frequencies below 10 Hz ( Fig. 1 C'S) . The neurons, however, were still resonant at this potential (Fig. lC4) . Thus the ability of resonance to mediate coupling between oscillatory inputs and the firing of action potentials was voltage dependent.
Voltage dependence of frequency response curves
The FRCs of most neurons were voltage dependent over a 20-mV range near the resting potential. Figures 3 and 4 show the FRCs at different membrane potentials in two RS neurons treated with 300 nM tetrodotoxin (TT.X). In the neuron of Fig. 3A , we used DC current injection to displace the membrane potential to values between -90 and -50 mV. The neuron was clearly resonant between -90 and -65 mV. As shown in Fig. 3B , the fres and Q values were also voltage dependent. The value of fres increases steadily from a minimum of 1.9 Hz at -65 mV to a maximum of 3.6 Hz at -90 mV. The Q values are near 1 at -60 mV or more depolarized potentials, increase to 1.5 by -77 mV and remain near 1.5 at more hyperpolarized potentials. The amplitudes of the FRCs in Fig. 3A also change with membrane potential. The largest impedance magnitudes are associated with the FRC taken at -72 mV (also see Fig. 3C above -60 mV in Fig. 3A and in Figs. 4A and 10A may reflect the action of a depolarization-activated current, but this was not investigated. Above 10 Hz, the FRCs approached an asymptotic curve determined by the membrane time constant (dealt with in the companion paper).
The above description illustrates a pattern commonly seen in resonant neurons treated with TTX, that is, the value of fres increases with hyperpolarization, the Q value is greater at hyperpolarized than at depolarized potentials, the largest impedance values lie between -65 and -75 mV, and the FRCs are independent of voltage at high frequencies. The last two points were also characteristic of the FRCs of nonresonant neurons treated with 'ITX. For example, as seen in Fig. 4 , the FRCs at low frequencies were highly dependent on voltage with the largest amplitude FRC occurring between -65 and -75 mV and smaller amplitude FRCs at more depolarized and hyperpolarized voltages. In contrast, all FRCs were similar at high frequencies.
Subthreshold recti$cation in RS neurons
The voltage dependence of the FRCs in resonant and nonresonant neurons implies that the responses of these neurons to oscillatory inputs are shaped by voltage-dependent subthreshold currents. This also is suggested by the mechanisms of resonances found in neocortical and other neurons (Gutfreund et al. 1995; Hutcheon et al. 1994; Mauro et al. 1970) . To characterize the currents that could be involved in the generation and modification of resonance in neocortical neurons, we investigated their subthreshold rectifying properties.
We regularly encountered three forms of steady state, subthreshold rectification. These were identified tentatively as due to three noninactivating, voltage-dependent currents; ZH, ZIR, and ZNap (see INTRODUCTION) . Both Zu and ZIR activate with hyperpolarization whereas ZNap activates on depolarization from rest. In the following sections, we describe the properties of these currents and, in particular, characterize their voltage dependencies and time courses so that they may be compared to the frequency-domain characteristics of RS neurons described above.
RECTtFICATIONS ACTIVATED BY HYPERPOLARIZATION.
Current-clamp studies. Figure 5 shows firing patterns and current-voltage (Z-V) relations for RS (Fig. 5A) , IB (Fig. 5 B) , and FS (Fig. 5C ) neurons. Most Z-V relations for RS and IB neurons showed a tendency to curve upward as the membrane was hyperpolarized from rest. This was not a prominent feature for FS neurons. Current-clamp recordings from RS and IB neurons exhibited two hyperpolarization-activated rectifications that were distinguished on the basis of their voltage dependence, time course, and pharmacology. On hyperpolarization beyond -80 mV, some neurons showed a quickly developing rectification that decreased their input resistances (evident as decreased voltage responses to equally spaced current steps, see Fig. 6A ) and shortened their membrane time constants (dotted line, Fig. 6A ). This can result from the actions of A These effects of Ba2+ often were accompanied by a small depolarization of the resting potential (Fig. 9A ) and are consistent with the blockade of ZIR. ZIR. External application of 0.2-3 mM Ba2+ (n = 4), a blocker of Z,, (Sutor and Hablitz 1993 ) , increased the membrane time constant and greatly increased the apparent input resistance, especially in the hyperpolarizing direction (Fig.  7A, I and 2 ; note the different current command steps).
Some neurons possessed a slowly developing rectification that was evident as sagging voltage responses to hyperpolarizing current pulses (Fig. 6, B and Cl). Overshooting rebounds followed the sags on termination of the hyperpolarizing pulses. The sags and rebounds are the time-domain manifestations of resonance. This is seen by putting a waveform consisting of a single square pulse through a digital filter the properties of which are determined by the FRC of a resonant neuron. The output waveform from the filter had the same types of sags and rebounds as seen in the neuronal responses to square pulses (Fig. 8) . When the same input was put through a filter based on a nonresonant FRC, the output has no sags or rebounds (not shown).
The amplitudes of the rebounds after a l-s hyperpolariza- For each part of figure, responses of neurons to square current pulses are shown at top and bottom and Z-V relation generated by these pulses in middle. Measurements for I-Vs were taken at times indicated ( n , top). At bottom, responses to large depolarizing current pulses (amplitudes shown to right) are shown on a different time scale to illustrate firing patterns. Note that both RS and IB neurons have an initial high-frequency burst of action potentials. Burst arises in an all-or-none fashion in IB but not RS neurons (compare the just-suprathreshold responses at top).
tion were correlated to the magnitudes and durations of the b preceding sags (e.g., Figs. 6C). This is shown in Fig. 6D , which displays the relationship between sags and rebounds in 19 consecutively recorded RS neurons. The correlation depended on the holding potential. When neurons were held near -70 mV, the amplitudes of the sags and rebounds were correlated positively ( r2 = 0.93, Fig. 601) ) implying that the sags and rebounds rely on the same current, e.g., Ii+ When neurons were held near -60 mV, on the other hand, the amplitudes of the rebounds had only a slight dependence on the magnitudes of the preceding sags (r2 = 0.47, Fig.  602 ). Also, the firing of action potentials during rebounds after the termination of hyperpolarizing pulses was facilitated at -60 mV even though the sags were smaller than those evoked at -70 mV. Thus at -60 mV, the mechanisms underlying sags and rebounds appear to differ. This dissociation between sags and rebounds at -60 mV is reminiscent of the dissociation between resonance and frequency-preferential firing at the same potentials and could be due to the activation of currents other than 1H at potentials near -60 mV. Application of external 0.5 mM Ba2' did not reduce the sags or rebounds (n = 5, Fig. 7A ). However, application of 3 mM external Cs' (a blocker of both ZiR and IH) (Constanti and Galvan 1983; Foehring and Waters 199 1; Spain et al. 1987) by itself or together with Ba2+ eliminated sags and reduced rebounds by >80% in seven of eight neurons (e.g., Fig. 7A3 ). This implies that 1H is the major current underlying the slow rectification.
We explored the possibility of a current other than 1H contributing to the rebounds. Rebounds often were blocked incompletely by Cs' whereas sags were eliminated totally. This may reflect a partial or voltage-dependent blockade of 1H by Cs+ or may implicate other currents in the formation of rebounds. The latter possibility is highlighted in the case of four neurons where large rebounds occurred in the absence of sags during the preceding hyperpolarization. In two of these neurons, external application of 0.5 mM Ni2+ reduced the rebounds by 65% (Fig. 7B, 1-3) . In one of the neurons where Ni2+ reduced the rebounds, Cs+ completely blocked the rebounds after small hyperpolarizations but failed to block rebounds after hyperpolarizations beyond -75 mV (Fig. 7B, 3 and 4) . These observations point to the involvement of a low-threshold Ca2' current in some rebounds. We could not determine whether such a current plays a role in rebounds after sags because application of Ni2+ to four neurons with sags produced variable results.
Sags in the voltage responses to small hyperpolarizing currents were observed over a wide range of potentials. In some neurons, the sags were evoked by small hyperpolarizations from potentials ranging from threshold to -90 mV. In other neurons, sagging responses were seen only at potentials more negative that -80 mV. The thresholds at which sags could be evoked often appeared to drift to more negative values over the course of an experiment. In contrast, the membrane potential where fast rectification was first detected was consistently between -75 and -85 mV in most neurons and did not change over the course of an experiment. The fast and slow rectifications often coexisted in RS and IB neurons. However, FS neurons seldom had slow sags and rebounds (2 of 12 FS neurons), and, when present, they occurred at very negative potentials (e.g., below -90 mV). In six of nine neurons tested, ZH contributed to the resting potential because 3 mM Cs+ reversibly hyperpolarized the membrane potential [ -3.1 t 1.9 mV, (mean t SD) range: 2-12 mV) . In two of the remaining neurons, Cs + had no effect on the resting potential and, in a single neuron, evoked a 1 S-mV depolarization.
RECTIFICATIONS ACTIVATED BY HYPERPOLARIZATION.
Voltage-clamp studies. We voltage clamped neurons to examine the currents underlying their fast and slow hyperpolarizationactivated rectifications. When the membrane potential was held near -60 mV and then stepped to more hyperpolarized values (Fig. 9AZ ), the total evoked inward current could be resolved into a transient component due to the capacitance (arrow, Fig. 9A2 ), a quickly activating component, and a slowly activating component identified with ZH (Fig. 9A2 ).
The slowly activating inward current was isolated during data analysis by fitting the total current with a sum of exponential terms and ignoring the components in the fit corresponding to the instantaneous and capacitive currents (Scroggs et al. 1994) . The resulting fits of ZH (with a time constant, r H,aslongas4sat -80 mV) are shown superimposed on the data in Fig. 9AI . Figure 9B (0) shows the voltage-current (V -I) relation of the slowly activating component (ZH) for the same neuron as Fig. 9A . FIG. 6. Consequences of fast and slow rectification in neocortical neurons. A: in a nonresonant RS neuron, a fast hyperpolarization-activated inward current decreased apparent input resistance and membrane time constant during hyperpolarizing pulses. Time taken for each voltage response to fall to 1 le of its initial value (apparent time constant) is indicated ( + -l ) . B: quantification of sags and rebounds in resonant neurons. Lowercase letters: percent sag was defined as lOO( 1 -b/a) and percent rebound as lOO( 1 -c/a). C, I and 2: sags and rebounds in a resonant RS neuron depend on magnitude (Cl) and duration (C2) of hyperpolarizing input. In C2, sufficiently large rebounds evoked spikes. Neurons in A-C were initially at their resting potentials. D: relationship between percent sags and rebounds at -70 (Dl) and -60 mV (D2). Pooled data for 19 resonant and nonresonant neurons. When neurons were held near -70 mV, there was a high correlation between sags and rebounds but at -60 mV correlation was weaker. Linear regression lines are shown with the data.
The quickly activating current derived from the fit of the total inward current is composed of a leak current, proportional to the magnitude of the applied voltage step, and an inwardly rectifying current. The fast activation and voltage dependence (V -I relation in Fig. 9B , filled symbols) of the rectifying current is consistent with the properties of an inwardly rectifying K+ current that has been described in cortical neurons (Constanti and Galvan 1983; Sutor and Hablitz 1993; Womble and Moises 1993) .
Application of 0.2-3 mM Ba*+ greatly reduced the rectifying component of the instantaneous current without blocking the slower components of the total inward current (~1 = 2). External application of 2 mM Cs + or its coapplication with Ba*+ resulted in the complete blockade of both hyperpolarization-activated rectifying currents ( yt = 7). These results confirm the identities of ZiR and ZH as the currents that underlie the fast and slow rectifications, respectively, and show that Ba*' can be used in these neurons to block ZiR without blocking Zi+.
The activation point of a current was defined as the first membrane potential where the current was >5 pA. A comparison of the V -Z relations of ZH and Zm in Fig. 9B shows that they are simultaneously active at membrane potentials more negative than -85 mV. This appears to be the only (A and B) . A, 1 and 2 : application of Ba2+ (0.5 mM, 2 min) increased input resistance but did not reduce sags or rebounds (note change in amplitude of current commands between A, 1 and 2). Small depolarization due to Ba2+ application is consistent with a block of a leak current. This also was observed in other neurons (mean depolarization = 1.3 + 0.8 mV, n = 4). Action potentials were eliminated with 300 nM TTX. A3: additional application of 3 mM Cs + to same neuron eliminated sags and greatly reduced rebounds. Note that Cs' application hyperpolarized resting potential such that 14 pA of current were needed to hold neuron near same potential as in A2. B : a neuron where substantial rebounds were not preceded by sags (BI ). Rebounds were 70% reduced by external application of 500 PM Ni2+ (B2) suggesting an involvement of a Ca2' current in rebounds. In same neuron, Cs+ blocked rebounds following small hyperpolarizations and increased duration of rebounds following large hyperpolarizations and (B4). Combination of Ni 2+ and Cs+ reduced rebounds by >90% (B5).
region along the voltage axis where they can interact in this neuron. We measured the activation points of ZH and ZiR in 27 RS neurons and assessed the possible regions of interaction of these currents. Figure 10 shows the activation points of ZH and ZiR in these neurons. The values for ZH ( -73.4 t 10.1 mV) were more depolarized and more variable than those for ZiR ( -8 1.6 t 3.3 mV). Thus because both currents are activated by hyperpolarization, the activation point of ZiR A square current pulse (bottom, -) caused a hyperpolarizing response (tqh ---) with a prominent sag and rebound. Same current pulse then was run through a digital filter constructed using resonant FRC of same neuron (together with simultaneously measured data on frequency-dependent phase changes). Reconstructed response (top, -) fits response recorded from neuron. Wavelets appear at onset and offset of reconstructed response because FRC was measured over a narrower bandwidth than actual bandwidth of neuron. determines the range of interaction of ZH and ZIR in most neurons.
Rectification activated by depolarization
Most neurons were outwardly or inwardly rectifying (Fig.  5) between the resting membrane potential and the threshold for action potentials (generally near -55 mV). We voltage clamped neurons and used slowly ascending ( 10 mV/ s ) voltage ramps to acquire quasi-steady state V-Z curves. The same procedure was repeated after application of lo-300 nM TTX. Subtracting the trace recorded in TTX from the control trace revealed a steady state inward current that activated with depolarization (Fig. SC) . Because of its voltage dependence, lack of inactivation, and blockade by TTX this inward current is likely the persistent Na+ current, ZNaP ( Alzheimer et al. 1993a,b; Stafstrom et al. 1985) . In nine RS neurons, the activation points of ZNaP ranged between -68 and -56 mV. In Fig. 10 , the mean value for the ZNaP activation points ( -61.4 t 4.1 mV) is indicated by a dashed horizontal line and the standard deviation by a gray region. Comparing the ZNaP activation range and the location of the ZH activation points shows that Z Nap and ZH are likely to interact in some RS neurons. In support of this, we found that TTX reduced the size of rebounds by 12-26% (n = 5 ) . The separation between the distributions for the activation points of ZNaP and ZIR (Fig. 10) indicates that they will not interact.
IOOpA -------______-______-------------------------------------------------1
Instantaneous current (0) and &R (0) are plotted separately, ignoring the contribution of leak current. Activation point for each current, defined as membrane potential where current first becomes >5 pA, is indicated ( t ) . C: in a different neuron, a slowly ascending voltage ramp was used to obtain a quasi-steady state V -I plot ( l ) , which displays inward rectification between -67 and -60 mV. Application of 300 nM 'ITX abolished the inward rectification (A). Subtracting TTX trace from control trace gives voltage dependence of persistent Na+ current ( INap). An arrow indicates activation point for INaP.
Eflect of ionic blockers on FRCs
Because ZiR and INaP rarely activate near rest (Fig. lo) , they are unlikely to account for the resonances we observed there. On the other hand, the voltage range of ZH and the slow time course of its activation kinetics are consistent with a possible role in generating low-frequency resonance.
In nonresonant neurons at membrane potentials more negative than -75 mV, Ba*+ application increased the amplitudes of FRCs and eliminated their low-frequency voltage dependence (n = 2, Fig. 11, cf. Fig 4A) . Most of the increase in the FRCs occurred at frequencies <20 Hz (Fig. 4, A and  B) . At other potentials, Ba*' either slightly increased the amplitudes of the FRCs or left them unaltered (the decreased FRC at -65 mV in Fig. 11 A is anomalous) . The effect of Ba*+ is therefore to enlarge FRCs over the same voltage range that it blocks I IR. On this basis, we conclude that ZiR normally acts like a high-pass filter by attenuating the FRCs of neurons at frequencies <20 Hz.
This was confirmed in resonant neurons where Ba*+ application increased the amplitudes of the FRCs at low frequencies, enlarged their resonant humps, and shiftedf,, to lower values (n = 5, Fig. 12 ). Application of Cs + , together with Ba*+, further increased the amplitudes of FRCs and either shifted their resonant peaks to very low frequencies or abolished resonance (n = 3, Fig. 12 ). This was similar to the effect of Cs' alone, which abolished resonance and increased the amplitudes of FRCs over a broad range of subthreshold potentials (n = 4). Like Ba*+ , the effects of Cs + were most evident at low frequencies ( < 10 Hz). Unlike Ba*+, Cs+ increased the impedance magnitudes of FRCs to a greater extent at frequencies below freS than above it. During the application of Cs' the FRCs thus adopted the form of low-pass filters.
These results point to ZH as the mechanism of subthreshold resonance in these neurons. The action of ZH is to attenuate the responses of neurons at low frequencies that, in combination with the high-frequency attenuation of responses by the neuronal capacitance, forms a resonant peak in the FRC.
At membrane potentials more depolarized than -65 mV, Z Nap also affected the FRCs. In nonresonant and resonant neurons under control conditions, the amplitudes of the r T -60 -I--,.-., _ z -E x --I I 1_ .E -80 --5 . (w) and that of IiR (short horizontal line). Note that IH usually activates at more depolarized voltages than IIR and that dispersion of activation points for IH is greater than that for I IR. A horizontal dashed line shows mean activation point for I Nfl, determined in 9 additional neurons and the gray area is t 1 SD. In most cases, IH turns on at potentials that are too hyperpolarized to provide a steady state interaction with I&p. Arrowhead on right indicates mean resting potential for RS neurons. Frequency (Hz) FIG. 11 . Effects of external Ba*+ application on FRCs of a neuron with no resonance and no 1, (same neuron as in Fig. 4 ). All FRCs were measured in the presence of 300 nh4 TI'X. A: application of Ba2+ (200 PM). a blocker of I,, results in high amplitude FRCs at potentials below -65 mV (cf. Fig. 4A ). At these potentials FRCs are almost voltage independent. B: smoothed FRCs for same neuron as in A but replotted in a 2-dimensional format. Membrane potentials for each FRC is shown (Zef) C: comparison of FRCs at -85 mV (in presence of 300 nM TTX) before and after Ba'+ (control trace redrawn from Fig. 48 ).
FRCs increased twofold or more as the membrane potential was depolarized from rest to near threshold. This voltagedependent amplification of the FRCs was confined to frequencies <lO Hz. In resonant neurons, the amplification included a large increase in the Q value of the resonance did not have a large effect on fres (Fig. 13A) . Application of TTX eliminated the voltage-dependent increase in the FRCs (Fig. 13B) and also resulted in smoother FRC plots (n = 10). In resonant neurons, TTX reduced the size of the hump in the FRC but did not eliminate resonance (Fig.  13 B) . These results imply that ZNap is a low-frequency amplifier of FRCs and resonance, active when the membrane potential is near threshold.
DISCUSSION
The main findings of this investigation are that RS and IB, but not FS, neocortical neurons possess a subthreshold resonance at low frequencies. A hyperpolarization-activated cation current (In) produces this resonance, which mediates a selective coupling of oscillatory current inputs near the resonant frequency to the consequent firing of action potentials. The membrane resonance appears as a hump, with a nonzero peak frequency, in the frequency-response curve of neurons. When a swept-sine-wave ZAP current of constant amplitude is used as an input, resonance appears as a bulge in the oscillatory voltage response that is largest near the resonant frequency. The tuning of the neuronal frequency response by resonance has physiological significance if the ZAP input is viewed as a model of oscillatory currents that enter the soma from the dendrites during states of rhythmic synchronized activity in the brain.
ZAP method
The ZAP method is an organized approach to the study of the interactions of the passive and active electrical properties of neurons when they are stimulated by oscillatory currents (see METHODS). The ZAP current input repeatedly Control and recovery charges and discharges the membrane and alters various ionic currents, thereby shaping the voltage output. In this paper, we used the ZAP method in two ways. First, we carried out a linear frequency analysis (see METHODS) to find the FRCs of neurons. This gave a frequency-domain description of the relationship between inputs and subthreshold voltage outputs and allowed us to quantify the resonance. The use of the ZAP input was convenient, but not essential, for this purpose because many other input waveforms could have been used with equal success in principle (e.g., sum of sine-waves, see Fig. 2 , or white noise). However, the ZAP input has distinctive attributes when used for the study of nonlinear neuronal responses to oscillatory stimuli. Because the ZAP current is oscillatory, with monotonically increasing (or decreasing) frequency, its frequency distribution is evident in the time domain. Thus the input frequency associated with a feature of interest can be identified by its position within the response. An example is the bulge that indicates the resonant frequency in the voltage response to a ZAP current input (see Fig. 1C ). We made use of this attribute to identify those frequencies that most readily evoked spikes as the amplitude of the ZAP current was increased. This would not be possible using white noise or sum-of-sine-wave inputs. The ability to combine a quantitative frequency analysis with a simple qualitative assessment of nonlinear frequency selectivity is thus a distinctive attribute of the ZAP method.
Mechanism of IH-dependent resonance
The resonance described in this paper likely is due to the hyperpolarization activated cation current, Zi+. Many points of similarity between resonant neurons and neurons with 1H suggest this possibility: 1) resonance and 1H were both evident at subthreshold membrane potentials and had similar voltage dependencies. Moreover, when the activation point of 1H was outside its usual range (between -65 and -75 mV), the voltage dependence of resonance was shifted in the same direction; 2) neurons that did not have an 1i..i were nonresonant -an observation also made by Strohmann et al. ( 1995 ) who used the ZAP method to investigate neurons of field L, the avian equivalent of the mammalian auditory neocortex; 3) in resonant neurons, Cs+, but not Ba2+, blocked both ZH and resonance; and 4) the slow time course of 1H activation was consistent with the resonant frequencies. These observations show that 1H is necessary for the subthreshold resonance. However, it is not clear from our experiments whether 1H is the only current required for the appearance of a resonant hump in the FRC.
To understand how 1H endows neurons with resonance, consider the consequences of 1i+ activation within a neuron. During a hyperpolarization, 1H slowly activates and contributes an inward current that partially counteracts the hyperpolarization. The opposite happens during a depolarization-IH deactivates slowly and partially counteracts the depolarization. The net effect of IH, therefore, is to resist voltage changes. For square-wave inputs, this produces the sags and rebounds. For oscillating inputs, 1H attempts to attenuate voltage responses when the input frequency is sufficiently low that the slow activation and deactivation processes of 1H can keep up. At slightly higher input frequencies, the kinetics of 1H are overwhelmed, relieving the attenuation. Finally, at still higher frequencies, the capacitive properties of the neuronal membrane again attenuate the responses. Thus the resonant hump is shaped by the attenuations at low frequencies due to 1H and at high frequencies due to the capacitance.
Control and modulation of resonance
The FRCs of resonant and nonresonant neurons were voltage dependent. For resonant neurons, both the resonant frequencies and the Q values of the FRCs changed with membrane potential. This suggests that a simple way of controlling the frequency response of resonant neocortical neurons is to change the resting membrane potential-possibly by the release of modulatory transmitters (McCormick et al. 1993) . However, the subthreshold voltage dependence of resonant and nonresonant FRCs in this study extended only from 0 to -20 Hz. Above 20 Hz, the FRCs of most neurons were almost voltage independent even though many neurons had strongly curved Z-V relations at these potentials. This reflects the fact that conventional steady state I-V relations are related only to the DC components of FRCs (i.e., at 0 frequency). The functional implication of this finding is that the processing of low-frequency and not high-frequency rhythmic inputs by neocortical neurons is susceptible to neuromodulation via control of the resting membrane potential.
Two voltage-dependent currents other than 1H affected the FRCs of neurons at potentials below -55 mV. According to our findings, these currents play opposite roles in shaping subthreshold responses to oscillatory stimuli. One of these currents, &, increases FRCs at potentials more positive than -65 mV. In contrast, ZIR reduces the amplitude of FRCs at potentials more negative than -80 mV. Both currents can coexist with 1i-.i and either amplify (INaP) or attenuate (1& resonance.
The physiological consequences of these interactions are unclear. On the one hand, ZiR attenuates FRCs at voltages outside the physiological range for the generation of action potentials. On the other hand, we observed a weak coupling between resonance and firing over much of the activation range of INaP (i.e., at potentials more depolarized than -60 mV, see Fig. 1 B) . Thus there may be only a narrow range of potentials between -65 and -60 mV where the amplification of resonance due to INaP might have a functional consequence. It is possible that, at potentials more positive than -60 mV, INaP has other functions such as the control of firing rate (Reyes and Fetz 1993; Stafstrom et al. 1984a,b) . Note, that the magnitude and voltage range of the interaction between 1i-i and INaP may be different in vivo because they are subject to second messenger modulation (Ca*+, Schwindt et al. 1992 ; adenosine 3 ',5 '-cyclic monophosphate, Banks et al. 1993; Pape and Mager 1992) .
Resonance mediates a frequency-selective coupling of inputs and firing Resonant neurons had a selective coupling of frequency components of the current input to the firing of action potentials. This coupling was demonstrated for the case of ZAP current inputs when neurons fired most readily as the input was swept past the resonant frequency. A simple mechanism involving resonance near a firing threshold can account for these observations. Figure 14 demonstrates this schematically by comparing an idealized voltage response to a ZAP current input with the voltage threshold for the firing of action potentials (horizontal dashed line). Firing is expected where the response exceeds the threshold, as indicated (0). In this way, the spikes are associated with frequencies of the input near the resonant frequency, i.e., where the subthreshold response was largest. Inputs at other frequencies, in contrast, are attenuated relative to the resonant frequency and so less likely to result in spiking. Although this mechanism is highly simplified, it accounts for the elements of the coupling as can be seen by comparison with the voltage responses of a real neuron to ZAP current input (Fig. 14B) .
It is necessary to emphasize that the occurrence of spikes due to the above mechanism not only depends on the frequency content but also on the amplitude and phase of each frequency component of the input. For instance, it is possible to drive the response corresponding to any frequency component of the input above threshold if the input is large enough. Thus as the amplitude of the ZAP current input increases, the spikes appear over a wider region (see Fig. 14B ) because , the amplitudes of some of the nonresonant frequencies in the input become large enough to evoke spikes. The notion of a selective coupling of input frequency components to spikes best describes the situation when a resonant neuron responds to sinusoidal inputs with comparable amplitude, each at a different frequency. A significant finding is that this coupling was voltage dependent. Resonant neurons held at potentials between -80 and -65 mV could be induced to fire preferentially in response to inputs near their resonant frequency. This was not the case, however, when the same neurons were held near -60 mV-despite the persistence of resonance at these potentials. The disruption of the frequency-selective coupling between inputs and firing may be due to currents other than 1H that activate near -60 mV. This is consistent with our finding that sags and rebounds were poorly correlated near -60 mV. On the other hand, the simple explanation proposed above to account for the frequency-selective coupling also may be sufficient to account for its voltage dependence. This is because the currents required to drive neurons past threshold from -60 mV may be too small to generate significant differences in the voltage responses to different frequencies (compare Fig. lC, 2 and 4) .
Whatever the mechanism, the voltage dependence of the coupling suggests the existence of two firing modes in neocortical neurons: a hyperpolarized mode in which the neuron is able to sense and respond selectively to synchronized, convergent inputs with frequencies in the neuron's resonant band and a more depolarized mode in which the firing does not couple preferentially to low-frequency inputs. Because many neuromodulators affect conductances that change the resting potential of neocortical neurons (McCormick et al. 1993) , these firing modes could form a basis for the voltagedependent modulation of low-frequency coherent activity by coupling and uncoupling &generated resonance to spike production in the neocortex.
Comparison with other frequency-domain studies
Other studies also have found low-frequency resonances in central neurons. These include an &resonance with resonant frequencies between 6 and 10 Hz (at 30°C) in neurons from the auditory thalamus of chicks (Striihmann et al. 1994) and a 2-4 Hz (34°C) resonance generated by a lowthreshold Ca*' current in neurons from the mediodorsal thalamus of guinea pigs (Hutcheon et al. 1994; Puil et al. 1994) . Jahnsen and Karnup ( 1994) have plotted power spectra for guinea pig central neurons stimulated with white noise and found putative resonances in several areas of the CNS. One resonance, in hippocampal CA1 neurons, is probably due to Ii.+ Consistent with an ZH mechanism, the resonance is voltage dependent, blocked by Cs' , and associated with sags and rebounds in the voltage responses to current pulses. The resonant frequency in these neurons was near 12 Hz (see Fig. 6F in Jahnsen and Kamup 1994) ) which is higher than the resonant frequencies reported here. This may reflect species-or tissue-specific differences in the properties of 1H but is more likely a result of the higher temperatures (35OC rather than 24-26°C) used in their experiments (Hutcheon et al. 1996) . In neocortical neurons from the same study, Jahnsen and Kamup (1994) did not find a low-frequency resonance such as found here. However, the sample rates and bandwidths used to estimate the spectra do not allow good resolution of the l-to ~-HZ band. It is unclear whether a narrow spike at 24 Hz in the spectra of spontaneously A ,,,., .,J . . . 14. Possible mechanism for selective coupling between firing and near-resonant frequencies in input. A: combination of resonance and a threshold for firing (horizontal dotted line) implies selective coupling. This is shown for idealized responses to ZAP current inputs. In AI, subthreshold voltage responses are largest near resonant frequency. When a sufficiently large input is used, spikes appear where response exceeds threshold, near resonance (A2, 0). This mechanism also implies that frequency band over which input couples to spikes widens as ZAP input amplitude increases (A3, l ). B: relationship between firing threshold ( * * a) and voltage responses (rap) to oscillatory ZAP current inputs (bortom) in an actual neuron is consistent with proposed mechanism. oscillatory neocortical neurons (Fig. 10B in Jahnsen and Karnup 1994 ) is a resonance because it could be due to spontaneous activity rather than a response to stimulation. Gutfreund et al. (1995) have identified a subthreshold resonance with a resonant frequency between 3 and 15 Hz (34°C) underlying spontaneous oscillations of the membrane potential in neurons of guinea pig frontal cortex. This resonance is prominent from -65 to -40 mV and has a resonant frequency that increases with depolarization, making it unlikely that it is due to an Zu mechanism. We occasionally observed a similar low-frequency resonance at depolarized potentials in rat cortical neurons. In Fig. 4A , for instance, the FRC shows a shallow resonant hump at -45 mV with a peak near 3 Hz. However, we did not systematically examine neurons for resonance at membrane potentials positive to -50 mV.
Physiological relevance
The resonance generated by Zu endows neurons with an enhanced sensitivity to oscillatory inputs near the resonant frequency. The physiological relevance of this enhancement may be seen when the oscillatory ZAP input is considered as a simplified model of the oscillatory current inputs that the soma of a neuron receives from the dendrites during coordinated rhythmic activity in the brain. Intracellular in vivo recordings from cortical neurons of anesthetized rat or cat, or cerveau isole preparation, can show almost sinusoidal, low-frequency oscillations of the voltage caused by rhythmic sequences of synaptic inputs at characteristic frequencies (e.g., Cowan and Wilson 1994; Metherate and Ashe 1993; Steriade et al. 1993b,c) . These oscillations are the cellular correlates of largeamplitude rhythmic patterns of the electroencephalogram reflecting the synchronous activity of large numbers of central neurons. Thus during some behavioral states, neurons are presented with inputs signaling the presence of synchronized activity at biologically important frequencies in brain circuits. Under these circumstances, resonance could contribute to the propagation and frequency-stabilization of synchronized firing. The use of the ZAP method to assess the frequency dependence of coupling between oscillatory inputs and action potentials therefore can be viewed as an investigation of mechanisms that might allow neurons to enter into patterns of coordinated activity in the cortex. The resonance we have described here and its coupling to firing patterns leads us to speculate that In may play a role in coordinating rhythmic activity in the forebrain. Such a mechanism apparently would be limited to excitatory neurons because the putative inhibitory neurons we encountered (FS neurons) did not have resonance.
