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Prefacio
Este trabalho e fruto de uma decada de pesquisa junto aos alunos de pos-
graduac~ao em Estatstica e Experimentac~ao Agrono^mica da ESALQ/USP e
pesquisadores do Brasil e do exterior. O objetivo deste livro e introduzir a
metodologia AMMI para aqueles que te^m e aqueles que n~ao te^m formac~ao
matematica. N~ao pretendemos apresentar um livro texto detalhado, mas a
intenc~ao e que sirva como uma luz para pesquisadores e estudantes ao nvel de
graduac~ao e pos-graduac~ao. Em outras palavras, e um livro para estimular a
pesquisa e a busca por conhecimento em uma area de metodos estatsticos.
Os leitores precisam ter certo conhecimento pratico de estatstica elementar,
incluindo testes de signica^ncia usando a distribuic~ao normal, t, qui-quadrado
e F; analise de varia^ncia e regress~ao linear e n~ao-linear. Algum conhecimento
de algebra matricial e geometria s~ao importantes, como em qualquer metodo
multivariado.
Algumas raz~oes pelas quais a metodologia AMMI vem crescendo em usuarios
e aplicac~oes e o seu forte apelo para explicar o padr~ao de resposta da interac~ao
entre fatores em pesquisas experimentais, o pronto acesso a algum ambiente
computacional para realizar a programac~ao e, por conseguinte os calculos e a
aplicac~ao pratica no estudo interac~ao entre genotipos e ambientes no melho-
ramento genetico vegetal ou animal, embora a metodologia seja universal, ou
seja, pode ser aplicado a qualquer pesquisa nas diferentes areas do conheci-
mento humano, que envolva o estudo de fatores e suas interac~oes.
Os captulos podem ser lidos de forma independente. O primeiro e intro-
dutorio, focalizando a interac~ao Genotipo por Ambiente e o enfoque estatstico,
apresentando o modelo AMMI, o graco Biplot e validac~ao cruzada. O captulo
2 cobre a distribuic~ao emprica dos autovalores da matriz de interac~ao, uti-
lizando reamostragem bootstrap. O captulo 3 discute a diverge^ncia genetica
utilizando reamostragem bootstrap e analise de agrupamento. O captulo 4 tras
e aplica um metodo de correc~ao de autovalores viesados e mostra a ecie^ncia
da correc~ao. O captulo 5 apresenta um teste para conrmar a contribuic~ao de
genotipos e ambientes para a interac~ao. O captulo 6 trata da imputac~ao sim-
ples e multipla para observac~oes ausentes na matriz de interac~ao. O captulo
7 tras os modelos AMMI bivariados utilizando a analise de procrustes. O
captulo 8 cobre o modelo AMMI no estudo da interac~ao entre QTL e am-
biente. O captulo 9 contem a generalizac~ao dos modelos AMMI para tre^s
fatores com uso dos modelos PARAFAC e TUCKER, gracos Joint plot e
ii
Triplot. Salientamos que os resultados apresentados aqui foram obtidos pelos
autores e portanto, a notac~ao algebrica pode n~ao seguir o mesmo padr~ao em
cada captulo.
Todo e qualquer comentario sobre o texto desta edic~ao do livro bem como
correc~oes, ser~ao bem vindos. Erros que ainda tenham permanecidos s~ao so-
mente de responsabilidade dos autores.
Gostaramos de agradecer aos avaliadores e supervisores das teses, dis-
sertac~oes e supervis~oes de pos-doutorado dos autores, bem como a todos que
indiretamente contriburam para essa primeira edic~ao.
Os autores
iii
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Captulo 1
Interac~ao Genotipo  Ambiente
A interac~ao (GE) e denida como o comportamento diferencial de genotipos
em func~ao da diversidade ambiental. Neste sentido, na presenca da interac~ao,
os resultados das avaliac~oes podem mudar de um ambiente para outro, ocasi-
onando mudancas na posic~ao relativa dos genotipos ou mesmo na magnitude
das suas diferencas (FALCONER; MACKAY, 1996). Para Chaves (2001), a
interac~ao (G  E) deve ser encarada como um feno^meno biologico com suas
implicac~oes no melhoramento de plantas e n~ao como um simples efeito es-
tatstico, cumprindo buscar a explicac~ao evolutiva do evento se se quiser tirar
proveito de seus efeitos benecos indesejaveis sobre a avaliac~ao de genotipos
e recomendac~ao de cultivares. Diferencas em adaptac~ao de genotipos em po-
pulac~oes resultam, evidentemente, de diferencas de constituic~ao ge^nica para
os caracteres importantes nesta adaptac~ao. A reac~ao diferencial as mudancas
ambientais pode-se dar desde os mecanismos de regulac~ao ge^nica ate caracteres
morfologicos nais.
Segundo Duarte e Vencovsky (1999) a interac~ao (G  E) representa uma
das principais diculdades encontradas pelo melhorista durante sua atividade
seletiva. Nas etapas preliminares desse processo (com avaliac~oes normalmente
em uma so localidade), a interac~ao (G  E) pode inacionar as estimativas
da varia^ncia genetica, resultando em superestimativas dos ganhos geneticos
esperados com a selec~ao (ganhos reais inferiores aos previstos). Nas fases nais,
em geral, os ensaios s~ao conduzidos em varios ambientes (locais, anos e/ou
epocas), o que possibilita o isolamento daquele componente de variabilidade;
muito embora, neste momento, a intensidade de selec~ao seja baixa, o que ja
minimizaria seus efeitos sobre previs~oes de ganho genetico. Por outro lado,
a presenca dessa interac~ao, na maioria das vezes, faz com que os melhores
genotipos em um determinado local n~ao o sejam em outros. Isso diculta a
recomendac~ao de genotipos (cultivares) para toda a populac~ao de ambientes
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amostrada pelos testes. Estatisticamente, isso decorre da impossibilidade de
interpretar, de forma aditiva, os efeitos principais de genotipos e de ambientes
(KANG; MAGARI, 1996).
Cockerham (1963) atribuiu o aparecimento de interac~oes (G  E) como
sendo devido a respostas diferenciais do mesmo conjunto ge^nico em ambien-
tes distintos ou pela express~ao de diferentes conjuntos ge^nicos em diferentes
ambientes. Quando um mesmo conjunto de genes se expressa em diferentes
ambientes, as diferencas nas respostas podem ser explicadas pela heteroge-
neidade das varia^ncias geneticas e experimentais ou por ambas, e , quando
diferentes conjuntos de genes se expressam em ambientes distintos, as dife-
rencas nas respostas explicam-se pela inconsiste^ncia das correlac~oes geneticas
entre os valores de um mesmo carater em dois ambientes (FALCONER, 1989).
Segundo Cruz e Regazzi (1994), a interac~ao (G E) tambem pode surgir em
func~ao de fatores siologicos e bioqumicos proprios de cada genotipo cultivado.
Chaves et al. (1989) relatam ainda que a falta de ajuste do modelo estatstico
adotado ao conjunto de dados pode ser uma das causas da interac~ao (G E)
signicativa.
Varias metodologias te^m sido propostas no sentido de entender melhor o
efeito da interac~ao (G  E). Algumas dessas propostas s~ao: zoneamento
ecologico ou estraticac~ao de ambientes, ou seja, identicar regi~oes ou sub-
regi~oes onde o efeito da interac~ao seja n~ao signicativo pode levar a identi-
cac~ao de genotipos que se adaptam a ambientes especcos e ainda identi-
car genotipos com uma ampla adaptac~ao ou estabilidade (RAMALHO et al.,
1993). Da importa^ncia dessa interac~ao no campo experimental devem-se es-
colher os metodos estatsticos que melhor expliquem a informac~ao contida nos
dados, um daqueles metodos e o modelo de interac~ao multiplicativa, tambem
conhecido como o modelo de efeitos principais aditivos e interac~ao multipli-
cativa - AMMI, que tem como objetivo selecionar modelos que expliquem o
padr~ao de resposta da interac~ao, deixando fora o rudo presente nos dados
(Alarcon, S.A., 2009).
Foram ilustrados por Allard e Bradshaw (1964) e ampliados aqui, alguns
tipos de interac~oes em que s~ao considerados dois genotipos em dois ambientes.
Nas Figuras 1.1, 1.2 e 1.3 s~ao apresentadas tre^s situac~oes basicas que trazem
diferentes conseque^ncias para o melhoramento. Em dois ambientes A1 e A2
s~ao avaliados dois genotipos G1 e G2. Assume-se que o ambiente A1 e mais
favoravel para a manifestac~ao do carater generico Y, que pode ser qualquer
variavel metrica. Na Figura 1.1 ha ause^ncia de interac~ao, ou seja, a mudanca
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das condic~oes ambientais afeta igualmente o comportamento dos genotipos
e a diferenca entre eles permanece constante nos dois ambientes. Observa-
se nas Figuras 1.1c, 1.1d e 1.1e que os genotipos podem coincidir e portanto,
terem o mesmo comportamento nos dois ambientes ou apresentarem diferencas
de um ambiente para outro, mas com ause^ncia da interac~ao. Nas Figuras
1.1 e 1.2 ,exceto Figura 1.1c, a mudanca de ambiente afeta desigualmente a
manifestac~ao do carater para os dois genotipos, ou seja, a diferenca entre os
genotipos varia entre ambientes. Na Figura 1.2, o efeito de cada ambiente
n~ao modica a classicac~ao dos genotipos, sendo o G1 superior a G2 em todas
condic~oes. Neste caso a interac~ao e denominada simples ou quantitativa. A
Figura 1.3 apresenta uma mudanca na classicac~ao dos genotipos. Para este
tipo, a interac~ao e denominada cruzada ou qualitativa.
Figura 1.1: Comportamento de dois genotipos (G1 e G2) em duas condic~oes ambientais (A1 e
A2) com ause^ncia de interac~ao
Nas Figuras 1.1 e 1.2, as implicac~oes para o melhoramento e que um mesmo
genotipo G1 e melhor adaptado as duas condic~oes ambientais e uma selec~ao
baseada na media dos ambientes beneciara sempre o melhor genotipo. Na
Figura 1.3, a selec~ao baseada na media dos ambientes n~ao e capaz de satisfa-
zer o conjunto dos ambientes podendo levar a uma selec~ao de genotipos mal
adaptados a uma situac~ao particular. Nas Figuras 1.1b e 1.2b ocorrem siner-
gismos e nas Figuras 1.1a e 1.2a antagonismo entre genotipos e ambientes, ao
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Figura 1.2: Comportamento de dois genotipos (G1 e G2) em duas condic~oes ambientais (A1 e
A2) com interac~ao simples ou quantitativa
passar do ambiente A1 para o ambiente A2.
Figura 1.3: Comportamento de dois genotipos (G1 e G2) em duas condic~oes ambientais (A1 e
A2) com interac~ao cruzada ou qualitativa
Para as tre^s guras anteriores o papel de G1 e G2 pode ser permutado com
A1 e A2, obtendo-se interpretac~oes semelhantes. Quando se consideram varios
genotipos avaliados em varios ambientes, a combinac~ao de situac~oes como as
das Figuras 1.1, 1.2 e 1.3 formam um emaranhado de situac~oes, difcil de ser
interpretado, exigindo metodos adequados de analise da interac~ao genotipos
ambientes (Araujo, M.F.C., 2008).
As variaveis ambientais tambem podem ser classicadas em dois tipos: pre-
visveis e imprevisveis (ALLARD e BRADSHAW, 1964). As variaveis pre-
visveis seriam as caractersticas gerais do clima e solos que ocorrem de maneira
sistematica ou que est~ao sob controle do homem. Ja as variaveis imprevisveis
correspondem as utuac~oes climaticas tais como quantidade e distribuic~ao de
chuvas, temperatura e outros fatores que n~ao podem ser controlados pelo ho-
mem.
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A interac~ao genotipos  ambientes, e uma fonte de variac~ao fenotpica, que
na maioria dos casos e inseparavel da varia^ncia ambiental (FALCONER, 1987).
Na pratica, para vericar a signica^ncia da interac~ao de genotipos com ambi-
entes, e necessario repetir o experimento varias vezes, pois se o experimento
for realizado somente em um ambiente, podera ocorrer uma superestimac~ao
dos ganhos geneticos (CROSSA, 1990).
Existe uma concorda^ncia geral entre melhoristas de plantas de que interac~ao
genotipos  ambientes tem um importante signicado para a obtenc~ao de
variedades superiores. Entretanto, de acordo com Allard (1971) e muito difcil
encontrar concorda^ncias sobre o que se deve conhecer em relac~ao a interac~ao
genotipos  ambientes e como utiliza-la.
A natureza da interac~ao genotipos  ambientes tambem deve ser conside-
rada e n~ao somente a vericac~ao de sua existe^ncia (VENCOVSKY e BAR-
RIGA, 1992). Assim a natureza pode ser simples e complexa. A interac~ao
de natureza simples indica a presenca de genotipos adaptados em um grande
numero de ambientes, sendo possvel fazer uma recomendac~ao generalizada de
cultivares. A interac~ao com natureza complexa mostra que existem genotipos
adaptados a apenas alguns ambientes, o que traz uma complicac~ao ao pesqui-
sador, quando da recomendac~ao de cultivar.
A existe^ncia de interac~ao genotipos  ambientes, produz uma barreira de
diculdades aos melhoristas na identicac~ao de genotipos superiores, tanto
no processo de selec~ao quanto no processo de recomendac~ao de cultivares.
Essa interac~ao indica que o comportamento dos genotipos nos experimentos
depende principalmente das condic~oes ambientais a que s~ao submetidos. Assim
a resposta obtida de um genotipo, em comparac~ao a outro, e variavel, sendo que
essas variac~oes se apresentam devido a mudanca de ambientes (OLIVEIRA;
DUARTE; PINHEIRO, 2003; KANG, 1998).
Assim, a interac~ao de genotipos ambientes deve ser considerada, n~ao como
um problema ou um fator indesejavel, cujo efeito deve ser minimizado, mas
deve ser enfrentada como um feno^meno biologico natural, que deve ser bem
conhecido para melhor aproveita-lo no processo de selec~ao (CHAVES, 2001).
Logo os genotipos que interagem positivamente com os ambientes podem fa-
zer a diferenca entre um bom e um otimo cultivar (DUARTE; VENCOVSKY,
1999).
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1.1 A interac~ao G E e o enfoque estatstico
A existe^ncia de interac~ao genotipos  ambientes tem sido reconhecida ha longo
tempo de acordo com Freeman (1973), sendo a refere^ncia mais antiga feita por
Fisher e Mackenzie em 1923, a qual precede a analise de varia^ncia conjunta
(ANOVA). Desde ent~ao, muitos trabalhos tem sido feitos para analises es-
tatsticas da interac~ao genotipos  ambientes, seja por estatsticos, agro^nomos,
melhoristas e geneticistas.
Os metodos mais simples que utilizam componentes de varia^ncia para a
interpretac~ao dos resultados quando existem interac~oes, incluem estudos de
regress~ao, metodos baseados em analises modicadas e metodos envolvendo
variaveis ambientais externas.
Estudos realizados sobre interac~ao genotipos  ambientes mostraram que
a regress~ao foi utilizada pela primeira vez por Yates e Cochran (1938), ana-
lisando grupos de experimentos. Neste caso, o grau de associac~ao entre dife-
rencas varietais po^de ser vericado pelo calculo da regress~ao dos rendimentos
das variedades isoladas sobre os rendimentos medios de todas as variedades,
mostrando assim que a regress~ao explicava grande parte da interac~ao em uma
serie de experimentos de cevada. O metodo de regress~ao foi tambem usado por
Perkins e Jinks (1968) para estimac~ao de para^metros em um modelo genetico
aplicado a biometria.
Outro metodo usado e aquele no qual os dados s~ao organizados em uma
tabela de dupla entrada em que o processo de investigac~ao da interac~ao e feito
atraves da ANOVA. Esta analise envolve varios experimentos, e por isso e
possvel determinar a magnitude da interac~ao, atraves da raz~ao do quadrado
medio da interac~ao (QMG  E) pelo quadrado medio do resduo (QMRes).
A detecc~ao de signica^ncia para a interac~ao n~ao esclarece, contudo, as im-
plicac~oes que estas possam ter sobre o melhoramento, de forma que, estudos
de detalhamento deste componente da variac~ao s~ao em geral necessarios.
Supondo-se que os genotipos foram avaliados nos diversos ambientes com r
repetic~oes em delineamento experimental que permita a estimativa da variac~ao
residual em cada ambiente, o modelo mais simples e comum para a analise
estatstica de um conjunto de dados e dado por (ANOVA para grupos de
experimentos):
Yij = + gi + ej + (ge)ij + "ij (1.1)
sendo que:
Yij : e a resposta media do i-esimo genotipo no j-esimo ambiente;
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: e uma constante comum as respostas (normalmente a media geral);
gi: e o efeito do i-esimo genotipo (i = 1; 2; ...; g);
ej : e o efeito do j-esimo ambiente (j = 1; 2;...; e);
(ge)ij : e o efeito da interac~ao do i-esimo genotipo com o j-esimo ambiente; e
ij : e o erro experimental medio, assumido independente e "ij N(0;2 = r).
A forma basica de organizac~ao dos dados para analise da interac~ao genotipos
 ambientes esta representada na Tabela 1, na qual est~ao representadas as
medias dos g tratamentos (genotipos) sobre r repetic~oes, derivadas de um
experimento em delineamento apropriado. Quando todos os genotipos s~ao
avaliados em todos os ambientes, com o mesmo numero de repetic~oes por
experimento, diz-se que os dados s~ao balanceados.
Tabela 1.1: Representac~ao dos dados medios de g genotipos avaliados em e ambientes para
um carater generico Y
Ambientes
Genotipo 1 2 . . . e Media (Y i:)
1 Y11 Y12 . . . Y1e (Y 1:)
2 Y21 Y22 . . . Y2e (Y 2:)
...
... . . .
...
...
g Yg1 Yg2 . . . Yge (Y g:)
Medias (Y :j) (Y :1) (Y :2) . . . (Y :e) (Y ::)
A analise de varia^ncia feita sob o modelo (1) com base nos dados da Tabela
1 e bastante simples, sendo calculados os efeitos principais pelas marginais da
Tabela 1 e a interac~ao como desvios do modelo, em que g^eij = Yij Y i: Y :j+Y ::
s~ao os correspondentes elementos da Tabela 1 para o estudo da interac~ao.
O erro experimental Y :j e calculado para cada experimento, utilizando-se o
resduo na analise conjunta.
Na soluc~ao do modelo (1) visando encontrar os estimadores dos para^metros,
pelo metodo de mnimos quadrados, admitindo-se as condic~oes marginais:
gX
i=1
gi =
eX
j=1
ej =
gX
i=1
(ge)ij =
eX
j=1
(ge)ij =
gX
i=1
eX
j=1
(ge)ij = 0
Assim, a soluc~ao e:
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^ =
P
i;j
Yij
ge = Y ::
g^i =
P
j
Yij
e   ^ = Y i:   Y ::
e^j =
P
i
Yij
g   ^ = Y :j   Y ::
g^eij = Yij   Y i:   Y :j + Y ::
Esses s~ao estimadores n~ao viesados dos para^metros , gi, ej e (ge)ij, sujeitos
as condic~oes marginais dadas acima. Se essas ou quaisquer outras condic~oes
n~ao forem impostas sobre os para^metros, ent~ao os estimadores dos para^metros
individuais s~ao viesados.
A aproximac~ao de mnimos quadrados Y^ij (ou valor predito) e seu respectivo
resduo, correspondente ao termo geral de interac~ao (g^e)ij, s~ao dados por:
ij = Yij   Y^ij
Y^ij = Y i: + Y :j   Y ::
Agora, pode-se construir a matriz de interac~oes GE(ge) = [g^eij]:
GE(ge) =
26664
g^e11 g^e12 ::: g^e1e
g^e21 g^e22 ::: g^e2e
...
...
...
...
g^eg1 g^eg2 ::: g^ege
37775
As somas de quadrados devido aos efeitos principais e interac~ao, referentes
aos dados de medias como na Tabela 1, s~ao obtidas por:
SQTotal =
gP
i=1
eP
j=1
Y 2ij   geY
2
:: , com ge-1 graus de liberdade.
SQG = e
gP
i=1
Y
2
i:   geY 2::, com g-1 graus de liberdade.
SQE = g
eP
j=1
Y
2
:j   geY 2::, com e-1 graus de liberdade.
SQGE = SQTotal   SQG   SQE, com (g-1)(e-1) graus de liberdade.
Os quadrados medios correspondentes s~ao obtidos dividindo-se cada soma
de quadrados pelos respectivos graus de liberdade. O quadrado medio do
resduo ou do erro medio (QMRes) e calculado pela media ponderada dos
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QM
0
s do resduo (obtido nas ANOVA
0
s individuais de experimentos), assumi-
dos homoge^neos, usando seus respectivos graus de liberdade como pesos, ou
seja:
QMRes =
P
j
SQResjP
j
GLResj
em que j = 1; 2; : : : ; e ambientes ou experimentos.
Uma considerac~ao importante a ser feita para realizac~ao do teste F e in-
terpretac~ao dos resultados da analise conjunta da varia^ncia, diz respeito a
natureza xa ou aleatoria dos efeitos do modelo de analise (CHAVES, 2001).
A natureza xa ou aleatoria da interac~ao e determinada pelos efeitos princi-
pais. Se genotipos e ambientes s~ao xos, a interac~ao sera xa. Se pelo menos
um dos fatores for aleatorio, a interac~ao sera aleatoria. Na analise de ensaios
multiambientais, consideram-se, em geral, os efeitos de genotipos como xos e
os efeitos de ambientes como aleatorios, de tal forma que o efeito da interac~ao
genotipos  ambientes e aleatorio nesse caso.
O estudo da interac~ao genotipos  ambientes possibilita a identicac~ao de
cultivares mais adaptados a determinadas regi~oes, onde as mesmas poder~ao
expressar o seu potencial genetico. Assim, estudos sobre a magnitude de tais
interac~oes podem ser uteis na regionalizac~ao de cultivares, objetivando indicar
areas onde as mesmas possam expressar o maximo que as condic~oes ambientais
particulares permitam, com respeito a respostas de genotipos, e possibilitar a
explorac~ao de efeitos especcos de adaptac~ao para determinadas regi~oes.
No que diz respeito a adaptabilidade e estabilidade de cada genotipo, tais
feno^menos n~ao devem ser considerados iguais, apesar de estarem relacionados
entre si. A adaptabilidade refere-se a capacidade de os genotipos aproveitarem
vantajosamente o estmulo do ambiente e a estabilidade diz respeito a capaci-
dade de os genotipos mostrarem comportamento altamente previsvel em raz~ao
do estmulo do ambiente.
O conceito de estabilidade foi classicado por Lin, Binns e Lefkovicth (1986)
em tre^s tipos. No tipo 1, o genotipo e considerado estavel se sua varia^ncia en-
tre os ambientes for pequena. Ela pode ser medida pela varia^ncia de cada
genotipo nos diferentes ambientes e e util para caractersticas que devem ser
mantidas, tal como resiste^ncia a patogenos e pragas (NUNES, 2000). Na esta-
bilidade tipo 2, o genotipo e considerado estavel se sua resposta ao ambiente
for paralela a resposta media de todos os materiais avaliados no experimento,
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o que ocorre quando o genotipo possui interac~oes mnimas com o ambiente. A
estabilidade do tipo 3 e aquela na qual o genotipo seria considerado estavel se
o quadrado medio dos desvios de regress~ao for pequeno, classicando-o como
de alta conabilidade de resposta.
1.2 O Modelo de efeitos principais aditivos e interac~ao
multiplicativa (Modelo AMMI)
Em geral, um modelo de efeitos principais aditivos e interac~ao multiplicativa
(AMMI) pode ser util para qualquer conjunto de dados provenientes de ex-
perimentos com dois fatores de classicac~ao cruzada e e muito apropriado em
certas situac~oes descritas por Milliken e Johnson (1989), como por exemplo:
 Quando a interac~ao estiver presente no modelo, mas n~ao existirem dife-
rencas nos tratamentos das linhas, nem nos tratamentos das colunas.
 Quando a interac~ao estiver presente em uma so casela. Esse pode ser o
caso no qual a observac~ao seja um dado discrepante, que tambem pode
ocorrer se uma combinac~ao particular de tratamentos da resultados muito
raros quando for aplicada na unidade experimental (tratamentos de con-
trole). A combinac~ao de dois tratamentos de controle pode causar a in-
terac~ao nos dados e um simples modelo aditivo n~ao pode ser ajustado.
 Quando toda a interac~ao estiver em uma so linha (ou coluna). Isto pode
ocorrer quando houver varios dados discrepantes na mesma linha (ou co-
luna).
O modelo AMMI e uma boa alternativa de analise, pois esses modelos aju-
dam a interpretac~ao e melhor compreens~ao do feno^meno da interac~ao de fato-
res, problema que se encontra presente no melhoramento genetico de plantas,
especicamente no estudo da interac~ao genotipo por ambiente (GE). Varios
autores armam que esta metodologia e melhor do que os metodos baseados
em regress~ao. Crossa (1990) argumenta que a analise de regress~ao linear n~ao e
informativa se a linearidade falhar e depende do grupo de genotipos e ambien-
tes includos e tende a simplicar modelos de resposta, explicando a variac~ao
devida a interac~ao em uma unica dimens~ao, quando na realidade ela pode ser
bastante complexa. Esses procedimentos em geral, n~ao informam sobre in-
terac~oes especcas de genotipos com ambientes (se positivas ou negativas),
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dicultando explorar vantajosamente os efeitos da interac~ao. E por isso, que
Crossa (1990) sugere a aplicac~ao de metodos multivariados como a analise de
componentes principais (ACP), a analise de agrupamentos e o procedimento
AMMI.
O modelo AMMI combina dois procedimentos estatsticos: analise da varia^ncia
e a decomposic~ao por valores singulares. Em um unico modelo te^m-se com-
ponentes aditivos para os efeitos principais (linhas ou genotipos e colunas ou
ambientes), e componentes multiplicativos para os efeitos da interac~ao. Duarte
e Vencovsky (1999) explicam que os efeitos principais, na parte aditiva (media,
efeitos genotpicos e ambientais), s~ao ajustados por uma analise de varia^ncia
comum (univariada) aplicada a matriz de dados, resultando em um resduo de
n~ao aditividade, isto e, na interac~ao (G  E), e essa interac~ao, constituinte
da parte multiplicativa do modelo, e, depois, analisada pela decomposic~ao por
valores singulares da matriz de resduos ou interac~ao. Em seguida se apresenta
o modelo AMMI de uma forma geral para dois fatores (T e B) de acordo com
Milliken e Johnson (1989), nesse caso um fator pode corresponder a genotipos,
por exemplo, o fator T, e o outro fator B pode corresponder aos ambientes.
Seja ij a resposta esperada quando os nveis de tratamentos Ti e Bj
s~ao aplicados em uma dada unidade experimental, em que i = 1; 2; : : : ; t e
j = 1; 2; : : : ; b. Usando os resultados da decomposic~ao de matrizes, e possvel
mostrar que qualquer matriz de dimens~ao t  b das ij sempre pode ser de-
composta da seguinte maneira:
ij = + i + j + 11i1j + 22i2j + : : :+ kkikj (1.2)
i = 1; 2; : : : ; t e j = 1; 2; : : : ; b
em que  representa a media geral, i e o efeito do i-esimo genotipo, j e o efeito
do j-esimo ambiente, k = posto(
), 
 = (!ij) em que !ij = ij i: :j+::,
r (com r = 1; : : : ; k) e a raiz quadrada do r-esimo autovalor das matrizes 


T
e 
T
 de iguais autovalores n~ao nulos, ri e o i-esimo elemento (relacionado
ao genotipo i) do r-esimo autovetor de 

T associado a 2r, rj e o j-esimo
elemento (relacionado ao ambiente j) do r-esimo autovetor de 
T
 associado
a 2r .
Para reduzir o numero de possveis valores para os para^metros em (2) e
sintetizar a apresentac~ao do modelo de efeitos principais aditivos e interac~ao
multiplicativa, e assumido sem perda de generalidade que:
11
Captulo 1. Interac~ao Genotipo  Ambiente
j1j  j2j      jkjX
i
i =
X
j
j =0X
i
ri =
X
j
rj =0; parar = 1; 2; : : : ; kX
i
2ri =
X
j
2rj =1; parar = 1; 2; : : : ; k
X
i
riri =
X
i
rjri =1; parar 6= r = 1; 2; : : : ; k (1.3)
Nesse modelo, qualquer contraste nas medias ij, o qual mede a interac~ao,
pode ser escrito como uma combinac~ao linear dos wij. Tambem se tem que
k min(b-1; t-1).
Agora, em uma situac~ao real, dado um conjunto de dados experimentais
em uma tabela de dupla entrada com uma observac~ao por casela yij (essa
observac~ao pode ser a media das repetic~oes de cada tratamento em um deli-
neamento balanceado), podem-se considerar modelos da seguinte maneira:
yij = + i + j + 11i1j + 22i2j + : : :+ kkikj (1.4)
i = 1; 2; : : : ; t e j = 1; 2; : : : ; b em que e assumido que os para^metros satisfazem
as restric~oes dadas em (3) e que os erros "ij s~ao independentemente distribudos
com media zero e varia^ncia comum 2. Para obter os resultados dos testes de
hipoteses e necessario tambem assumir normalidade nos erros. Dependendo do
numero de componentes multiplicativos o modelo (4) e notado por AMMI0,
AMMI1 ou AMMIk de forma generica.
Um conjunto de estimativas de mnimos quadrados dos para^metros nesse
modelo e:
^ =
P
i;j
yij
t b = y::
^i =
P
j
yij
b
  ^ = yi:   y::; i = 1; 2; : : : ; t
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^j =
P
i
yij
t
  ^ = y:j   y::; j = 1; 2; : : : ; b
^2r = lr; r = 1; 2; : : : ; k
em que l1 > l2 > : : : > lk > lk+1 > : : : > lp s~ao os autovalores n~ao nulos de
ZTZ ou (ZZT ),Z = (zij):zij = yij   yi:   y:j + y::
p=min(b-1;t-1);
^r: autovetor normalizado de ZZ
T correspondente ao autovalor n~ao nulo, lr,
r = 1; 2; : : : ; k.
r: autovetor normalizado de Z
TZ correspondente ao autovalor n~ao nulo, lr,
r = 1; 2; : : : ; k.
O sinal adequado para ^k pode ser obtido assim,
^k=sinal(^
T
r Z^r); r = 1; 2; : : : ; k.
Alem dos erros independentes, se eles tiverem distribuic~ao normal, ent~ao os
estimadores acima descritos s~ao tambem os estimadores de maxima verossimi-
lhanca. Em experimentos GE, yij representa a resposta do i-esimo genotipo
no j-esimo ambiente,  e a media geral, i e j os efeitos genotpicos e ambien-
tais, 2r fornece a proporc~ao da varia^ncia devido a interac~ao GE no r-esimo
componente e ri, rj representam os pesos para o genotipo i e ambiente j
naquele componente de interac~ao.
1.2.1 Escolha do numero apropriado de termos para descrever a
interac~ao
Na literatura existem dois tipos mais utilizados de procedimentos para de-
terminar o numero otimo de termos no modelo AMMI (o k no modelo (4)).
Um desses procedimentos consiste em fazer testes de signica^ncia dos termos
multiplicativos e o outro procedimento consiste em fazer validac~ao cruzada.
Na validac~ao cruzada os dados de repetic~oes, para cada combinac~ao de tra-
tamentos s~ao aleatoriamente divididos em dois subconjuntos, um subconjunto
de dados para o ajuste do modelo e outro subconjunto para validac~ao. As res-
postas preditas por um determinado modelo AMMI, s~ao confrontadas com os
respectivos dados de validac~ao, calculando-se as diferencas entre esses valores.
Obtem-se, em seguida a soma de quadrados dessas diferencas, dividindo-se
o resultado pelo numero delas. A raiz quadrada desse resultado chama-se
diferenca preditiva media. Esse metodo foi estudado com mais detalhes em
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Dias (2005). Neste trabalho por causa da estrutura dos dados experimentais,
so ser~ao considerados testes estatsticos sobre os componentes multiplicativos,
pois n~ao se disp~oe das repetic~oes das observac~oes e apenas esta disponvel a
matriz de medias.
Os testes de hipoteses se fazem usando os dados completos, e os criterios
adotados para a determinac~ao do numero de componentes multiplicativos tem
sido objeto de varias pesquisas como as desenvolvidas por Gollob (1968), Man-
del (1971), Gauch (1988) e Gauch e Zobel (1988 apud KANG; GAUCH, 1996)
entre outros. Mas, levando em conta os resultados e recomendac~oes dos es-
tudos feitos por Milliken e Johnson (1989), Piepho (1995a), Cornelius et al.
(1996), Dias e Krzanowski (2003), Dias (2005) e Dias e Krzanowski (2006), os
metodos propostos para usar neste curso ser~ao os testes de raz~ao de verossi-
milhanca e o teste FR, os quais ser~ao descritos a seguir:
Testes de raz~ao de verossimilhanca
Se um pesquisador deseja usar o modelo dado em (2), ent~ao e preciso de-
terminar o numero de termos de interac~ao multiplicativa necessario para que
o modelo explique adequadamente os dados. Para tomar essa decis~ao, te^m-
se problemas muito parecidos aos problemas encontrados na construc~ao dos
modelos de regress~ao. O objetivo e encontrar um modelo parcimonioso (com
poucos termos quanto seja possvel), e ao mesmo tempo, obter um modelo
adequado. Deve-se lembrar que em situac~oes de regress~ao polinomial, sempre
e possvel ajustar um modelo de grau (n-1) a n observac~oes, mas, tais mo-
delos n~ao s~ao geralmente bons, pois funcionam bem na predic~ao da resposta
media dos valores observados, mas, podem funcionar muito mal na predic~ao
de respostas de valores n~ao observados.
Uma situac~ao similar se apresenta para os dados provenientes de uma es-
trutura de tratamentos em dupla entrada, na qual sempre e possvel fazer k
= min(b-1; t-1) e ajustar exatamente esses dados com o modelo (2), mas, tal
modelo n~ao sera provavelmente muito bom por causa do sobreajuste dos dados
e pelo fato dele explicar alem do padr~ao de resposta presente nos dados parte
do erro de medida. Assim, e desejavel um modelo com poucos componentes
que ofereca um ajuste otimo e que explique boa parte do padr~ao de resposta
dos dados. Assumindo por enquanto que se conhece o procedimento necessario
para testar as hipoteses, um procedimento razoavel pode ser:
1. Testar H01 : 1 = 0 vs. Ha1 : 1 6= 0 no modelo
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yij = + i + j + 11i1j + "ij (1.5)
2. Se n~ao rejeitar H01, conclui-se que os dados s~ao aditivos e deve-se completar
uma analise correspondente com o resultado. No entanto, se rejeita-se H01,
ent~ao se deve testar
H02 : 2 = 0 ; 1 6= 0 vs: Ha2 : 2 6= 0 ; 1 6= 0
no modelo
yij = + i + j + 11i1j + 22i2j + "ij
3. Se n~ao rejeitar H02, conclui-se que o modelo apropriado e o modelo dado
em (5) e deve-se completar a analise de acordo com o resultado encontrado.
Se rejeitar H02, ent~ao se deve testar
H03 : 3 = 0 ; 2 6= 0 vs: Ha3 : 3 6= 0 ; 2 6= 0; 1 6= 0
no modelo
yij = + i + j + 11i1j + 22i2j + 33i3j + "ij
4. Continuar dessa forma sucessivamente ate n~ao rejeitar a hipotese.
Uma desvantagem do procedimento anterior descrito e parecida a desvan-
tagem encontrada no procedimento de escolha sequencial desenvolvido para
problemas de regress~ao multipla. Por exemplo, um termo da interac~ao pode
explicar apenas uma pouca proporc~ao da variac~ao da interac~ao e por tal raz~ao
esse termo pode n~ao ser signicativo. Assim, e prefervel usar um procedi-
mento parecido ao explicado anteriormente, mas com uma pequena diferenca.
Podem-se testar hipoteses sucessivas, depois das quais e possvel concluir que
o valor certo de k e o valor para o qual foi feita a ultima rejeic~ao. Segundo
Milliken e Johnson (1989), em geral o modelo de interac~ao multiplicativa em
aplicac~oes sobre dados reais precisa de um maximo de dois componentes e em
muitas ocasi~oes apenas um termo da interac~ao e necessario.
Um teste de raz~ao de verossimilhanca para H01 versus Ha1, pode fazer-se
rejeitando H01 se
U1 =
l1P
i;j
z2ij
> C
em que C e o ponto crtico a (100%) obtido da tabela com os pontos crticos
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da distribuic~ao de U1 e apresentada em Milliken e Johnson (1989) (p.171)
com p = min(t-1; b-1) e n = max(t-1; b-1). l1, zijj ,t e b foram denidos
anteriormente. Note-se tambem que U1 e igual a
U1 =
l1
l1 + l2 + : : :+ lp
Agora, uma estatstica de raz~ao de verossimilhanca para testar H02 versus Ha2
e
U2 =
l2
l2 + l3 + : : :+ lp
Rejeita-se H02 se U2 for maior do que o valor crtico da tabela apresentada
em Milliken e Johnson (1989) (p.173). Nessa tabela encontram-se os pontos
crticos aproximados da distribuic~ao de U2.
Em geral, as estatsticas de raz~ao de verossimilhanca para a hipotese H0k
versus Hak, k = 3; 4; : : : ; p  1, s~ao dadas por:
Uk =
lk
lk + lk + 1 + : : :+ lp
Milliken e Johnson (1989) sugerem nestes casos usar os pontos crticos da
distribuic~ao de U1 com p = min(t,b) - k e n = max(t,b) - k, mas, para aqueles
experimentos nos quais n~ao existe na tabela o correspondente ponto crtico
(grande numero de genotipos ou ambientes) Cornelius et al. (1996) apresentam
uma transformac~ao da estatstica para obter um teste F aproximado. Para
testar o k-esimo termo, o teste Fteste aproximado pode ser encontrado como
segue:
p = min(t  1; b  1);n = max(t  1; b  1);
Qk =
[(p  k + 1)Uk   1]
(p  k) ; c

1 =
u1k   (n  k + 1)
(n  k + 1)(p  k);
c2 =
(p  k + 1) (n  k + 1)u22k   2u21k
(n  k + 1)2 [(p  k + 1) (n  k + 1) + 2] (p  k)2 ;
d = c1(1  c1)  c2; a = dc1=c2; b = d(1  c1)=c2;
Fteste = b
Uk=a (1  Uk)
A estatstica Fteste tem uma distribuic~ao F aproximada com graus de liber-
dade (2a; 2b) e os valores u1k e u2k correspondem a esperanca e ao desvio
padr~ao de (l1=
2;). Liu e Cornelius (2001) encontraram atraves de estudos de
16
Captulo 1. Interac~ao Genotipo  Ambiente
simulac~ao func~oes polinomiais para esses valores:
u1k = Er;c(l1=
2;) = - 0,64679880 + 1,0068336 (r + c) - 7,1495083  10 9r2c2
+ 0,082395238 [(ln r)2+ (ln c)2]+ 0,53767438 (ln r ln c) (ln r + ln c)
-0,091580971 (ln r ln c) [(ln r)2 + (ln c)2]
+ 0,021644307 (ln r ln c) [(ln r)3 + (ln c)3]+ 5,3529799  10 3 (ln r)3 (ln c)3
- 0,76227733 (e r + e c) -0,020829655 (r/c + c/r) + 1,7482806 10 3(rc-jr cj)
u2k = DPr,c(l1=
2) = -0,015802857(r + c) + 2,3780161  10 9rc(r2 + c2)
+ 1,7371131 (ln r + ln c) - 0,33301620 [(ln r)2 + (ln c)2]
+ 0,11442045[(ln r)3 + (ln c)3] - 0,035296928 (ln r ln c) [ln r + ln c]
+ 0,033246016 (r/c + c/r) - 5,7298685  10 9 [(r/c)4 + (c/r)4]
+ 1,8747692 (e r + e c) -1,7476731  10 13r2c2 (r2 + c2)
+ 6,9946263  10 16r3c3 (r + c) + 2,3238523  10 5 jr   cj2
em que r = max(t; b) - k e c = min(t; b) - k.
Teste FR
Considere-se o modelo (6) aplicado em um experimento para avaliar genotipos
e ambientes:
yij = + i + j + 11i1j + 22i2j + : : :+ kkikj + "ij (1.6)
em que i = 1; 2; : : : ; b
i representa os genotipos e j representa os ambientes, em que os componentes
multiplicativos representam a interac~ao desses fatores (G E).
Escrevendo a soma de quadrados da interac~ao (G E) tem-se que
SQ(GE) =
X
i
X
j
 
yij   yi:   y:j + y::
2
com(t 1)(b 1)graus de liberdade:
Essa soma de quadrados pode ser escrita como:
SQ(G E) =
pX
r=1
lr
em que, como ja descrito antes, l1 > l2 > ::: > lk > lk+1 > ::: > lp s~ao os
autovalores n~ao nulos de ZTZ ou(ZZT ), Z=zij. zij = yij   yi:   y:j + y:: e p =
min(b  1, t  1).
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Ent~ao, a ideia e escolher o melhor k, de tal maneira que a soma de quadrados
da interac~ao possa ser separada em uma parte determinstica (padr~ao) e outra
parte que contera rudo, assim,
SQ(GE) =
pX
r=1
lr =
kX
r=1
lr =
pX
r=k+1
lr = SQ(G E)PADR ~AAO+SQ(G E)RU IDO:
A estatstica teste de Cornelius reescrita por Dias e Krzanowski (2003) com
k termos multiplicativos no modelo e dada por,
FR;K =

SQ(G E) 
kP
r=1
lr

f2 QM (Erro medio)
com f2 = (t 1 k)(b 1 k). O erro medio e originario das analises individuais
de varia^ncias dos b experimentos. Este e o teste FR de Cornelius et al. (1996)
que sob a hipotese nula de que n~ao mais que k termos determinam a interac~ao,
de tal forma que o teste estatstico tem uma distribuic~ao F com f2 gl e os graus
de liberdade do quadrado medio do resduo. Um resultado signicativo para
o teste sugere que no mnimo um ou mais termos multiplicativos devem ser
adicionados aos k ja includos.
Apresenta-se na tabela 1.2 a analise da varia^ncia a partir de medias se-
gundo o sistema de Cornelius, em que n representa o numero de repetic~oes no
experimento e IPCAi e a notac~ao internacional para o i-esimo componente da
interac~ao.
Teste de Gollob
O teste de Gollob (1968) distribui graus de liberdade as Somas de Quadrados
SQk=n
2
k com k = 1; 2; : : : ; p e n o numero de repetic~oes, contando o numero
de para^metros no k-esimo termo multiplicativo. Logo, o teste F e calculado
como na analise de varia^ncia para modelos lineares. O teste F na analise
de varia^ncia sup~oe sob a hipotese nula que, o numerador e o denominador
da estatstica F s~ao distribudos independentemente como uma variavel qui-
quadrado (Cornelius et al. 1996).
O teste F de Gollob n~ao e valido porque os autovalores 2k s~ao distribudos
como autovalores de uma matriz de Wishart e, portanto n~ao tem distribuic~ao
qui-quadrado, alem disso, o teste assume que n2k=
2 e distribudo como qui-
quadrado e ent~ao obviamente n~ao e valido (Dias, 2005).
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Tabela 1.2: Esquema da Analise de varia^ncia pelo sistema de Cornelius baseado em medias
No que se refere aos graus de liberdade, o metodo de Gollob e muito popular,
pois o procedimento e facil de aplicar, uma vez que o numero de graus de
liberdade para o k-esimo componente da interac~ao e simplesmente denido
como GL(IPCAk)=g+e-1-2k, enquanto muitos outros procedimentos requerem
simulac~oes extensivas antes de serem usadas (Dias, 2005).
1.2.2 Avaliac~ao preditiva por validac~ao cruzada.
Em geral, e necessario o uso de procedimentos estatsticos computacional-
mente intensivos para fazer predic~oes, da a importa^ncia que tem ultimamente
os metodos livres de distribuic~oes teoricas como os baseados em reamostra-
gem jacknife, bootstrap e validac~ao cruzada. O criterio preditivo de avaliac~ao
prioriza a capacidade de um modelo aproximar suas predic~oes a dados n~ao
includos na analise (simulando respostas futuras ainda n~ao mensuradas).
Um modelo que seletivamente recupera o padr~ao e relega rudos a um
resduo desconsiderado na predic~ao de respostas, pode resultar em melhor pre-
cis~ao do que os proprios dados. Esse e o princpio subjacente a proposta de
Gauch (1988) para selec~ao do modelo AMMI introduzida por ele como ava-
liac~ao preditiva.
Dessa forma, atraves da validac~ao cruzada, os dados de repetic~oes, para cada
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Tabela 1.3: Esquema da Analise de varia^ncia pelo sistema de Gollob baseado em medias
combinac~ao de genotipos e ambientes, s~ao divididos, por um criterio aleatorio,
em dois subconjuntos: (i) dados para o ajuste do modelo AMMI; e (ii) dados
de validac~ao. As respostas preditas do modelo AMMI, s~ao comparadas com
os dados de validac~ao, calculando-se as diferencas entre esses valores. Logo,
e obtida a soma de quadrados dessas diferencas e o resultado dividido pelo
numero de respostas preditas. A raiz quadrada desse resultado e chamado
de diferenca preditiva media (RMSPD), Crosa et al. (1991) sugerem que o
procedimento deve ser repetido 10 vezes, obtendo-se uma media dos resultados
para cada membro da famlia de modelos.
Um pequeno valor de RMSPD indica sucesso preditivo do modelo, tal que o
melhor modelo e aquele com o menor RMSPD. O modelo selecionado e ent~ao
usado para para analisar os dados de todas as m repetic~oes, conjuntamente,
em uma analise denitiva. (Dias, 2005).
Outros autores como Piepho (1994) sugere que o valor medio de RMSPD
seja obtido a partir de 1000 randomizac~oes diferentes e n~ao 10 como propo^s
Crossa et al. (1991). O autor considera uma modicac~ao da partic~ao comple-
tamente aleatoria dos dados (modelagem e validac~ao) quando o ensaio e em
blocos. Neste caso, ele recomenda sortear o bloco inteiro de um ensaio e n~ao
fazer componentes para cada combinac~ao de genotipo e ambiente. Assim, a
estrutura original de blocos e preservada. Contudo, apesar da coere^ncia logica
desse tipo de proposta, estudos conrmando sua efetividade ainda n~ao est~ao
disponveis. Gauch e Zobel (1996) sugerem que se faca o conjunto de dados de
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validac~ao sempre com uma so observac~ao para cada tratamento. Sendo assim,
e mais provavel para m 1 dados, encontrar um modelo que mais se aproxime
do ideal para analisar o conjunto completo dos m dados por tratamento.
Segundo Duarte e Vencovsky (1999), ao avaliar o modelo por validac~ao
cruzada, a analise AMMI deve partir das observac~oes individuais propriamente
ditas (dados de cada repetic~ao dentro de experimentos). Por outro lado, se
o modelo for avaliado por um teste F a analise pode ser feita a partir das
medias dos genotipos nos ambientes (experimentos), desde que se disponha
dos quadrados medios residuais, obtidos nas analises de varia^ncias de cada
experimento.
Dias e Krzanowski (2003) descrevem dois metodos que otimizam o processo
de validac~ao cruzada por validar o ajuste do modelo em cada um dos dados
por vez e ent~ao combinar essa validac~ao em uma medida simples e geral de
ajuste.
Metodo \leave-one-out"
Dias e Krzanowski (2003) propuseram dois metodos baseados em um procedi-
mento \leave-one-out"completo, que otimiza o processo de validac~ao cruzada.
No que segue, assume-se que se deseja predizer os elementos xij da matriz X
por meio do modelo:
xij =
nX
k=1
dkuikvjk + "ij
Os metodos s~ao aqueles apresentados em Krzanowski (1987) e Gabriel (2002),
no qual prediz-se o valor bxnij de xij (i = 1; : : : ; g; j = 1; : : : ; e) para cada
possvel escolha de n (o numero de componentes), e a medida de discrepa^ncia
entre o valor atual e predito como
PRESS(n) =
gX
i=1
eX
j=1
(xnij   xij)2
Contudo, para evitar vies, os dados xij n~ao devem ser usados nos calculos
de xnij para cada i e j. Como conseque^ncia, apelo a alguma forma de validac~ao
cruzada e indicado, e os dois procedimentos diferem na forma com que eles
lidam com isso (Dias, 2005). Ambos, entretanto, assumem que a DVS de X
pode ser escrita como X = UDV T .
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O procedimento de validac~ao cruzada padr~ao subdivide X em um certo
numero de grupos, deleta-se cada grupo por vez a partir dos dados, avalia-
se os para^metros do modelo ajustados a partir dos dados remanescentes, e
prediz-se o valor deletado (Wold, 1976; 1978). Krzanowski (1987) argumenta
que a predic~ao mais precisa resulta quando cada grupo deletado e t~ao pequeno
quanto possvel, que no presente caso e um simples elemento de X. Denota-
se por X( i) o resultado de deletar a i-esima linha de X e centralizar em
torno das medias das colunas. Denota-se por X( j) o resultado de deletar a
j-esima coluna de X e centralizar em torno das medias das colunas, seguindo
o esquema dado por Eastment and Krzanowski (1982). Ent~ao pode-se escrever
X( i) = U DV
T
com U = (upt); V = (vpt) e D = diag(d1; : : : ; dl);
X( j) = eU eDeV T com eU = (eupt); eV = (evpt) e eD = diag(ed1; : : : ; edl 1):
Agora, considere-se o preditor
bxnij = nX
t=1
euitqedtvtjqdt (1.7)
Cada elemento no lado direito da equac~ao (1.7) e obtido da DVS de X
centrada na media apos omitir a i-esima linha e a j-esima coluna. Assim, o
valor xij n~ao e usado no calculo da predic~ao, e o maximo uso dos dados e feito
com os outros elementos de X. Os calculos aqui s~ao exatos, assim n~ao ha
problema com a converge^ncia como nos procedimentos de maximizac~ao que
te^m sido aplicados ao modelo AMMI, mas que n~ao garantem a converge^ncia
(Dias e Krzanowski, 2003).
Gabriel (2002), tomou uma mistura de regress~ao e aproximac~ao de uma
matriz de posto inferior como a base para sua predic~ao. O algoritmo para
validac~ao cruzada de aproximac~oes de posto inferior proposto pelo autor e
como segue: Para a matrix X (GE), se usa a partic~ao
X =

x11 X
T
1
X 1 X j11

e o ajuste aproximado da sub-matriz Xj11 de posto n usando a DVS e:
Xj11 =
nX
k=1
u(k)dkv
T
(k) = UDV
T ;
em que U = [u1; : : : ; un], V = [v1; : : : ; vn] e D= diag(d1; : : : ; dn).
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Ent~ao prediz-se x11 por bx11 = XT1V D 1UTX 1 e obtem-se o resduo de
validac~ao cruzada e11 = x11   bx11.
Similarmente, obtem-se o valor ajustado da validac~ao cruzada xij e os
resduos eij = xij   bxij para todos os outros elementos xij, i = 1; : : : ; g;
j = 1; : : : ; n; (i; j) 6= (1; 1). Cada um ira requerer uma partic~ao diferente
de X.
Esses resduos e valores ajustados podem ser sumarizados por
PRESS(n) =
1
ge
gX
i=1
eX
j=1
e2ij e PRECORR(n) = Corr(xij; bxijj8i; j);
respectivamente.
Com cada metodo, a escolha de n pode ser baseada em alguma func~ao
apropriada de
PRESS(n) =
1
ge
gX
i=1
eX
j=1
(xnij   xij)2
Contudo, as caractersticas dessa estatstica diferem para os dois metodos.
O procedimento de Gabriel produz valores que primeiro decresce e ent~ao (usu-
almente) cresce com n. Por essa raz~ao ele sugere que o valor otimo de n seja
aquele que produz o mnimo da func~ao PRESS. O procedimento de Eastment-
Krzanowski produz, geralmente, um conjunto de valores que e monotonica-
mente n~ao-crescente com n (Dias, 2005). Por isso, sugerem o uso de
Wn =
PRESS(n 1) PRESS(n)
Dn
PRESS(n)
Dr
em que Dn e o numero de graus de liberdade requeridos para ajustar o n-
esimo componente e Dr e o numero de graus de liberdade remanescentes apos
ajustar o n-esimo componente. Considerac~oes sobre o numero de para^metros
a serem estimados juntos com todas as restric~oes nos autovetores em cada
estagio, mostra que Dn = g + e   2n. Dr pode ser obtido por sucessivas
subtrac~oes, dando (g   1)e graus de liberdade na matriz centrada na media
X, isto e, D1 = (g  1)e e Dr = Dr 1  [g+ e  (n  1)2], r = 2; 3; : : : ; (g  1),
(Wold, 1978). Wn representa o aumento na informac~ao preditiva suprida pelo
n-esimo componente, dividido pela informac~ao preditiva media em cada um dos
componentes remanescentes. Assim, importantes componentes devem produzir
valores de Wn maiores que a unidade. Baseando-se a escolha de n em Wn
pode ser vista como uma natural selec~ao de um melhor conjunto de variaveis
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regressoras ortogonais em analise de regress~ao multipla (Dias e Krzanowski,
2003).
Ao nvel computacional, a melhor precis~ao parece ser obtida quando as
entradas (xij) em diferentes colunas de X s~ao comparaveis em tamanho e
existe relativamente pouca variac~ao entre os di. O procedimento mais estavel
e, portanto, aquele no qual a media xj e o desvio padr~ao sj da coluna j
(j = 1; : : : ; e) s~ao primeiro calculados dos valores presentes naquela coluna.
As entradas existentes xij de X s~ao ent~ao padronizadas para x
0
ij =
xij xj
sj
, e
estimativas s~ao obtidas pela aplicac~ao de
bxij = xTiV D 1UTXj
aos dados padronizados, e ent~ao os valores nais s~ao obtidos de
bxij = xj + sjx0ij
Voltando ao caso dos dados de genotipo-ambiente, ca claro aqui que X
deve ser a matriz de interac~oes previamente denotada por GE. Contudo, desde
que se esta simplesmente procurando pelo numero apropriado de termos mul-
tiplicativos no modelo, e qualquer constante aditiva pode ser absorvida no com-
ponente "ij do modelo, pode-se aplicar o procedimento \leave-one-out"diretamente
a matriz Y de dados. De fato, isso pode frequentemente ser prefervel dado os
valores pequenos tomados por muitos elementos de GE.
Cornelius et al. (1993) compararam resultados de validac~ao cruzada com
aqueles obtidos apos calcular a estatstica PRESS nos modelos multiplicativos
em dados MET (MultiEnvironment Trials) completos. A partic~ao dos da-
dos envolveu tre^s repetic~oes para modelagem e uma repetic~ao para validac~ao.
Calcularam o RMSPD da estatstica PRESS ajustando os valores de PRESS
como [PRESS=ge + 3s2=4]
1
2 , em que g e e denotam o numero de genotipos e
ambientes no MET e s2 e a varia^ncia residual conjunta dentro de ambientes.
O termo em s2 e um ajuste para a diferenca em varia^ncia da validac~ao dos
dados nas medias de caselas, para tomar os resultados comparaveis ao RMSPD
da divis~ao 3   1 dos dados. Resultados em um MET com nove genotipos e
vinte ambientes mostrou que PRESS e mais sensvel a super ajuste do que
os dados divididos (Dias, 2005). Neste trabalho sera usado a metodologia
de Eastment-Krzanowski, por apresentar melhores resultados, conforme (Dias,
2005).
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Figura 1.4: A geometria do biplot. Visualizando as projec~oes dos genotipos G1, G2, G3 e G4
sobre o ambiente E1.
1.3 Biplot
1.3.1 Introduc~ao
Muitos estudos observacionais ou experimentais produzem uma tabela de du-
pla entrada de dados a ser analisada. A origem mais comum de tais dados e
de um experimento de dois fatores; se um fator tem g nveis, o segundo tem
e nveis, e ha n observac~oes repetidas em cada combinac~ao de nveis de fator,
ent~ao os resultados experimentais ser~ao dispostos em uma tabela tendo (gn)
linhas e e colunas. O conceito de biplot foi desenvolvido por Gabriel (1971). E
uma representac~ao graca que apresenta ambas as entradas (por exemplo, cul-
tivares) e os testadores (por exemplo, ambientes) de um conjunto de dados em
uma tabela de dupla entrada. Na produc~ao de plantas e em dados geneticos, os
testadores tambem podem ser caractersticas, marcadores geneticos, anos etc.
O biplot permite a visualizac~ao dos dados conforme as seguintes propriedades:
a) inter-relac~ao entre as entradas (por exemplo, genotipos); b) inter-relac~ao
entre os testadores (por exemplo, ambientes); c) inter-relac~ao entre as entra-
das e os testadores. Trata-se de uma representac~ao graca da informac~ao em
uma matriz n  e. O \b" refere-se aos dois tipos de informac~oes contidas em
uma matriz de dados. As informac~oes nas linhas pertencem a amostras ou
unidades amostrais e aquelas nas colunas pertencem as variaveis. Esta repre-
sentac~ao graca permite a inspec~ao visual da posic~ao de uma unidade amostral
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relativa a outra e a importa^ncia relativa de cada uma das variaveis a posic~ao de
qualquer unidade. Assim pode-se ver como as unidades amostrais se agrupam
e quais variaveis contribuem para sua posic~ao dentro dessa representac~ao.
1.3.2 Fundamentac~ao geometrica do Biplot
A analise Biplot e utilizada com quaisquer tipos de variaveis (contnuas ou
discretas), quando a nalidade e aproximar os dados originais e realizar uma
analise simulta^nea das relac~oes entre indivduos e=ou variaveis. A funda-
mentac~ao teorica se baseia na aproximac~ao da matriz Y de ordem (g  e)
de posto r por outra matriz de posto q, em que (q < r), por meio de sua DVS.
1.3.3 Construc~ao do Biplot - Gabriel (1971)
A construc~ao de um biplot origina-se dos componentes principais amostrais.
Seja nXp. Procura-se por uma aproximac~ao nYp de posto 2 da matriz
original X, e ent~ao obtemos um exato biplot de Y.
A melhor aproximac~ao de posto 2 Y de X e obtida pela decomposic~ao
singular de X:
nXp = nUppV
0
p
com =diag(1; 2; : : : ; p)
U: matriz diagonal de autovetores de nXppX
0
n;
V: matriz ortogonal de autovetores de pX
0
nnXp.
Assim,
X = 1u1v
0
1 + 2u2v
0
2 + : : :+ pupv
0
p
X =
pX
i=1
iuiv
0
i; 1  2 ; : : : ; p:
Ent~ao,
nYp = 1u1v
0
1 + 2u2v
0
2; Posto(Y) = 2
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nYp =

u1 u2
  1 0
0 2
 
v01
v02

nYp =
26664
u11 u21
u12 u22
...
...
u1n u2n
37775

1 0
0 2
 
v11 v12 : : : v1p
v21 v22 : : : v2p

(1.8)
Para obter o biplot, e necessario escrever Y como o produto de duas matrizes
GH0, em que G e uma matriz (n 2) e H e uma matriz (p 2). Isso pode ser
feito de varias formas, mas (1) sugere tre^s fatorac~oes bem simples:
1.
nYp =
26664
u11
p
1 u21
p
2
u12
p
1 u22
p
2
...
...
u1n
p
1 u2n
p
2
37775

v11
p
1 v21
p
2 : : : v1p
p
1
v21
p
2 v22
p
2 : : : v2p
p
2

(1.9)
G1 H
0
1
2.
nYp =
26664
u111 u212
u121 u222
...
...
u1n1 u2n2
37775

v11 v21 : : : v1p
v21 v22 : : : v2p

(1.10)
G2 H
0
2
3.
nYp =
26664
u11 u21
u12 u22
...
...
u1n u2n
37775

v111 v212 : : : v1p1
v212 v222 : : : v2p2

(1.11)
G3 H
0
3
Agora, considere a i-esima linha de G (g0i) e a i-esima coluna de H
0 (hi).
nYp =
26664
g01
g02
...
g0n
37775  h1 h2 : : : hp 
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No caso 1, temos g0i =

u1i
p
1 u2i
p
2

(i = 1; 2; : : : ; n) e h0j =

v1i
p
1 u2i
p
2

(j =
1; 2; : : : ; p)
O biplot consiste em plotar os (n + p) vetores de g0i(i = 1; 2; : : : ; n) e
h0j(j = 1; 2; : : : ; p) em um plano. Os vetores g1;g2; : : : ;gn s~ao chamados
\efeitos ou marcas de linhas" de Y, enquanto os vetores h1;h2; : : : ;hp s~ao
chamados \efeitos ou marcas de colunas" de Y. Eles s~ao vetores que partem
da origem ate o ponto de coordenadas dadas pelos elementos de gi e hj.
Cada elemento de yij de Y e representado como produto interno gihj dos
correspondentes vetores \efeito linha" e \efeito coluna". O comprimento da
projec~ao de gi sobre hj e dado por:
LPgi=hj =
jg0ihjj
Lhj
) jg0ihjj =
8><>:
LhjLPgi=hj
ou = LgjLhj cos()
LgjLPhi=gj
O produto interno dos vetores (g0ihj) pode ser visualizado como o produto
do comprimento de um dos vetores vezes o comprimento da projec~ao do outro
no primeiro. Isto e util em permitir rapida avaliac~ao visual da estrutura da
matriz. Por exemplo, pode-se rapidamente ver quais linhas ou colunas s~ao
proporcionais a outras linhas ou colunas (mesma direc~ao dos vetores corres-
pondentes), e quais linhas ou colunas s~ao zeros (a^ngulo reto entre efeitos linhas
e colunas).
A fatorac~ao (1.9), corresponde a uma fatorac~ao geral onde nenhuma e^nfase
e dada a linha ou coluna de Y. A fatorac~ao (1.10), coloca e^nfase nas linhas de
Y. A fatorac~ao (1.11), coloca e^nfase nas colunas de Y.
Se for de interesse que as relac~oes entre linhas de Y sejam representadas
pelas correspondentes relac~oes dos vetores g, as seguintes condic~oes devem ser
satisfeitas para quaisquer duas linhas y0i e y0j de Y. Mas, y0iy0j = g0ig0j
equivale a jy0ij = jg0jj, isto e, Lyi = Lgi. Ainda, jyi   yjj = jgi   gjj e
cos(yi;yj) = cos(gi;gj).
Essas relac~oes ser~ao satisfeitas se YY0 = GG0 a qual requer H0H = I2 a
qual e satisfeita por (1.10). Isto e, YY0 = GH0(GH0)0 = GG0. De forma
similar, as relac~oes entre colunas de Y s~ao representadas pela correspondente
relac~ao dos vetores h se Y0Y = HH0, a qual requer G0G = I2 que e satisfeita
por (1.11). Isto e, Y0Y = (GH0)0GH0 = HG0GH0 = HH0
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1.3.4 Ilustrac~ao
Ex: X =
2664
42 4
52 5
48 4
58 3
3775
G =
2664
0; 4177 0; 3624
0; 5172 0; 4744
0; 4769 0; 1223
0; 5749  0; 7923
3775 p100; 9824 00 p100; 9824

=
2664
4; 1977 0; 5067
5; 1976 0; 6614
4; 793 0; 1705
5; 7772  1; 1047
3775
H0 =
 p
100; 9824 0
0
p
100; 9824

=

0; 9969 0; 0781
 0; 0781 0; 9969

=

10; 0184 0; 7850
 0; 1089 1; 3900

Programa em SAS para biplot
/* AMMI_Exemplo */
proc iml;
reset print;
X={2 3 4,
1 7 5,
8 5 9,
3 4 1};
L=nrow(X);
C=ncol(X);
XTOTC=repeat(X[+,],L,1);
XTOTL=repeat(X[,+],1,C);
XTOTG=repeat(X[+,+],L,C);
MEDIAC=XTOTC/L;
MEDIAL=XTOTL/C;
MEDIAG=XTOTG/(L*C);
GE=X-MEDIAC-MEDIAL+MEDIAG;
call svd (U,LAMBDA,V,GE);
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VL=t(V);
GE1=LAMBDA[1]*U[,1]*VL[1,];
GE2=LAMBDA[2]*U[,2]*VL[2,];
GE3=LAMBDA[3]*U[,3]*VL[3,];
VER=GE1+GE2+GE3;
print "Marcadores para Linhas";
G=U*sqrt(diag(LAMBDA));
print "Marcadores para coluna";
HL=sqrt(diag(LAMBDA))*VL;
H=t(HL);
COODL=G[,1:2];
COODC=H[,1:2];
COODGERA=COODL//(COODC);
cols=ncol(COODGERA);
call symput("cols",compress(char(cols[1,1])));
MatColNames=("X1":"X&cols");
create COORDENA from COODGERA [colname=MatColNames];
append from COODGERA;
quit;
data NOMES;
input NOMES $;
cards;
G1
G2
G3
G4
A1
A2
A3
;
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data TODOS;
merge NOMES COORDENA;
proc plot data=TODOS;
plot X1*X2='*' $ NOMES;
run;
quit;
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Este captulo visou estudar a distribuic~ao emprica dos autovalores e calcu-
lar o intervalo de conanca, com o auxlio da reamostragem Bootstrap n~ao-
parametrica no modelo biometrico AMMI (modelos de efeitos principais adi-
tivos e interac~ao multiplicativa). Os ensaios foram realizados em vinte am-
bientes, o delineamento experimental foi o aleatorizado em blocos completos,
com quatro repetic~oes. O modelo AMMI permitiu identicar as melhores com-
binac~oes entre genotipos e ambientes em relac~ao a variavel resposta, os efeitos
de ambientes, interac~ao (G  E) e os tre^s dos oitos eixos da analise de com-
ponentes principais da interac~ao foram signicativos (p < 0,01), o que levaria
a selec~ao do modelo AMMI3. Os componentes principais explicaram 81,7%
da soma de quadrados da interac~ao (G  E). Com a utilizac~ao do metodo
bootstrap n~ao-parametrico aplicado a matriz de resduos, constitui uma eci-
ente alternativa para encontrar a distribuic~ao emprica dos autovalores e com a
aplicac~ao do teste de normalidade de Shapiro-Wilk para cada autovalor, con-
clumos que o primeiro autovalor ate o quinto autovalor apresentaram uma
distribuic~ao normal, a partir do sexto autovalor ate o oitavo autovalor n~ao
apresentaram o mesmo resultado anterior.
Palavras-chave: Distribuic~ao emprica; Autovalores; Intervalo de conanca;
Bootstrap; Modelos AMMI
2.1 Introduc~ao
Muitos dados coletados em experimentos agrono^micos s~ao multivariados, e
recebem inue^ncia de varios fatores como por exemplo, o ambiente onde foi
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realizado o experimento, genotipos, tratamentos agrono^micos etc Dias e Kr-
zanowski (2003). A express~ao das caractersticas das plantas cultivadas esta
ligada ao controle genetico, ao ambiente em que s~ao cultivadas e a interac~ao
entre esses dois fatores (Yan e Kang, 2003; Mohammadi e Amri, 2009). A res-
posta distinta dos genotipos em diferentes condic~oes ambientais e denominada
de interac~ao genotipo  ambiente (G  E), a qual reduz a correlac~ao entre
os valores fenotpicos e genotpicos e diculta a selec~ao e recomendac~ao de
genotipos adaptados e estaveis (Yan e Holland, 2010; Warzecha et al., 2011).
Em virtude disto, diversos metodos estatsticos destinados a avaliac~ao da
interac~ao GE est~ao disponveis no sentido de entender melhor este efeito e a
escolha do metodo mais adequado depende dos dados experimentais, especial-
mente dos numeros de ambientes disponveis, da precis~ao requerida e do tipo
de informac~ao desejada Costa et al. (2010). Sendo assim, o modelo AMMI
(modelos de efeitos principais aditivos e interac~ao multiplicativa) nos ultimos
anos vem se destacando e ganhando grande aplicabilidade (Gollob, 1968; Freire
Filho et al., 2003; Warzecha et al., 2011).
Este captulo foi estudado a metodologia AMMI-bootstrap Lavoranti (2003)
e a tecnica de reamostragem bootstrap n~ao-parametrico. O metodo bootstrap
foi proposto por Efron (1979), como um procedimento de reamostragem am-
plamente utilizado na obtenc~ao de estimativas pontuais e intervalares, bem
como na avaliac~ao da acuracia de estimativas e testes. E sabido que as distri-
buic~oes nulas de estatsticas comumente empregadas a ajustes estatsticos n~ao
seguem uma distribuic~ao com uma forma parametrica conhecida (Karabatsos,
2000; Wang e Chen, 2005). Nesse caso o bootstrap e muito util, pois e uma
tecnica que n~ao exige diferentes formulas para cada problema e pode ser uti-
lizada em casos gerais, n~ao dependendo da distribuic~ao original da estatstica
do para^metro estudado.
O bootstrap pode ser implementado tanto na estatstica n~ao-parametrica
quanto na parametrica. No caso n~ao-parametrico, o metodo bootstrap reamos-
tra os dados com reposic~ao, de acordo com uma distribuic~ao emprica esti-
mada, tendo em vista que, em geral, n~ao se conhece a distribuic~ao subjacente
aos dados. No caso parametrico, quando se tem informac~ao suciente sobre a
forma da distribuic~ao dos dados, a amostra bootstrap e formada realizando-se
a amostragem diretamente nessa distribuic~ao com para^metros desconhecidos
substitudos por estimativas parametricas. A distribuic~ao da estatstica de
interesse aplicada aos valores da amostra bootstrap, condicional aos dados ob-
servados, e denida como a distribuic~ao bootstrap dessa estatstica Lavoranti
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(2003).
O objetivo deste trabalho foi propor procedimento emprico de bootstrap
n~ao-parametrico aplicada a matriz de resduos, estimada via metodologia AMMI,
para encontrar a distribuic~ao emprica dos autovalores, com a aplicac~ao do
teste de normalidade de Shapiro-Wilk para cada autovalor e calcular o inter-
valo de conanca Bootstrap. Com o estudo da distribuic~ao emprica dos auto-
valores servira para validar os testes de hipoteses propostos na literatura para
identicar o numero de IPCA (Incremental Principal Component Analysis)
para selec~ao dos modelos AMMI e propor um teste para selec~ao dos modelos.
2.2 Material e Metodos
Os dados utilizados neste trabalho s~ao os mesmos utilizados por Cornelius
e Crossa (1999), Dias e Krzanowski (2003) e Araujo (2005). Foram obtidos
pelo CIMMYT (CENTRO INTERNACIONAL DE MEJORAMIENTO DE
MAIZ Y TRIGO) em experimentos realizados em 34 pases, caracterizando-se,
experimentos multiambientais. Foram utilizados 9 genotipos de milho, Cada
genotipo foi avaliado em 20 ambientes com 4 blocos, caracterizando assim, um
delineamento aleatorizado em blocos.
O modelo AMMI pressup~oe componentes aditivos para os efeitos principais
de genotipos (gi) e de ambientes (ej) e componentes multiplicativos para o
efeito da interac~ao (ge)ij. Assim, a resposta media do i-esimo genotipo no
j-esimo ambiente e representada pelo seguinte modelo matematica:
Yij = + gi + ej +
nX
k=1
kikjk + ij + "ij; (2.1)
em que: yij e a media do i-esimo genotipo no j-esimo ambiente, com i=1,
2, : : :, g e j=1, 2, : : :, e;  e uma constante e geralmente e a media geral; gi e
ej s~ao os efeitos do i-esimo genotipo e j-esimo ambiente, respectivamente; k e
o k-esimo valor singular da matriz de interac~ao GE com 1  2     
n ; ik e jk s~ao elementos dos k-esimos valores singulares correspondentes
ao i-esimo genotipo e j-esimo ambiente respectivamente; ij e o resduo da
interac~ao G  E; n e o numero de eixos ou componentes principais (PC)
retidos pelo modelo; r e o numero de blocos e "ij e o erro medio experimental
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associado ao i-esimo genotipo no j-esimo ambiente, assumidos independentes e
"ij
IID N(0; 2r ); O qual sugere que os dados observados, possam ser organizados
em uma matriz de ordem g  e.
O desenvolvimento da metodologia AMMI-bootstrap (Lavoranti, 2003) con-
siste em se executar o metodo AMMI seguindo a proposta de Gollob (1968),
a qual garante pelo menor rigor dos graus de liberdade, um numero maior de
fatores multiplicativos e consequentemente, capta todo o padr~ao devido a in-
terac~ao GE (Maia et al., 2006). A partir desse modelo, foram determinadas
as estimativas das medias dos genotipos (i) nos ambientes (j) (Y^ij) livres de
interfere^ncia de rudos, e, a partir desse novo conjunto de dados, foram obtidas
as matrizes de resduos ou dos efeitos (ge)ij,
dGEGE = ( bgeij) representadas
por:
dGEGE =

bge11 bge12    bge1ebge21 bge22    bge2e
...
...    ...bgeg1 bgeg2    bgege
 ;
com: bgeij = Yij   Y^ i:   Y^ :j + Y^ :: ; (2.2)
em que Y^ i:: e a media dos valores estimados do genotipo i; Y^ :j: e a media dos
valores estimados do ambiente j; Y^ ::: e a media geral dos valores estimados.
Das matrizes dGEGE, podemos reamostrarB matrizes bootstrap para genotipos
(GEg), sendo o sorteio com reposic~ao executado nas linhas; ou tambem pode
reamostrar B matrizes bootstrap para ambientes (GEe), sendo o sorteio com
reposic~ao executado nas colunas, B e o numero de repetic~ao bootstrap. Assim,
obteve-se (Maia et al., 2006):
GEkl =

ge11 ge

12    ge1e
ge21 ge

22    ge2e
...
...    ...
geg1 ge

g2    gege
 ;
com: k = g ou k = e, para genotipos ou ambientes, respectivamente e l =
(1; 2;    ; B).
A partir da matriz de interac~ao dGEGE, utilizando a tecnica de decom-
posic~ao por valores singulares (DVS) obtendo-se os valores singulares que
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e dado por s, com s = 1; 2;    ; p, 1 > 2 >    > p > 0 e p =
minfg 1; e 1g, ou pela tecnica da analise de componentes principais (ACP)
obtendo-se um conjunto de p autovalores a partir de (dGEGE)(dGETGE) ou
(dGETGE)(dGEGE), com 21 > 22 >    > 2p > 0.
Da mesma forma podemos encontrar os autovalores das matrizes GEkl ge-
rada a partir da dGEGE e estimar outros conjuntos de autovalores 21i >
22i >    > 2pi > 0, com k = g ou k = e, para genotipos ou ambientes,
respectivamente, l = 1; 2;    ; B e i = 1; 2;    ; B. Como as matrizes GEkl
s~ao as estimativas de dGEGE, temos que os 2ki s~ao estimativas de 2s com
s = 1; 2;    ; p Muirhead (1987). Segundo esse autor 211 superestimar 21,
enquanto que 2p1 subestimar 
2
p, e esses 
2
ps tendem a algum valor central.
Seja uma amostra aleatoria baseada em n observac~oes independentes x1; x2; : : : ; xn.
O erro padr~ao de uma media x baseada nesta amostra e estimado pela ex-
press~ao:
bep(x) =rs2
n
; (2.3)
em que
s2 =
nP
i=1
(xi   x)2
n  1 (2.4)
e o estimador n~ao viciado da varia^ncia. Note-se que o erro padr~ao n~ao e
uma estimativa de uma quantidade pertinente a uma populac~ao, mas uma
medida da incerteza da media amostral vista como uma estimativa da media
populacional (Altman, 1991). A express~ao (2.3) deixa claro que a magnitude
desta incerteza diminui conforme o tamanho da amostra n aumenta (Martinez
e Louzada-Neto, 2001).
Seja X uma variavel aleatoria com distribuic~ao F, sendo sua esperanca deno-
tada por 
F
e sua varia^ncia denotada por 2
F
. Usaremos a notac~ao X (
F
; 2
F
)
e escrevemos F^n ! (x1; x2; : : : ; xn) para indicar que x = (x1; x2; : : : ; xn) e
uma amostra aleatoria de tamanho n obtida de uma populac~ao com func~ao de
probabilidade F. A media X e tambem uma variavel aleatoria e tem esperanca

F
e varia^ncia 2
F
=n, ou seja, X (
F
; 2
F
=n). Note-se ent~ao que X e X te^m
a mesma esperanca, entretanto, o desvio padr~ao de X e denido como a raiz
quadrada da varia^ncia de X (Martinez e Louzada-Neto, 2001), ou seja,
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ep
F
( X) =
q
var
F
( X) =

Fp
n
(2.5)
Observada uma amostra aleatoria de tamanho n oriunda de uma distri-
buic~ao F , dene-se uma func~ao distribuic~ao emprica F^n como uma distri-
buic~ao discreta, que atribui probabilidade n 1 a cada valor xi, i = 1; : : : ; n.
Uma amostra bootstrap x = (x1; x2; : : : ; xn) e obtida reamostrando alea-
toriamente n vezes, com reposic~ao, as observac~oes x = (x1; x2; : : : ; xn), onde
verica-se que F^ n ! (x1; x2; : : : ; xn).
Selecionadas B amostras bootstrap, x1; x2; : : : ; xB, de forma indepen-
dente, estima-se  em cada uma destas amostras por meio de ^b = s(xb),
b = 1; 2; : : : ; B. Uma express~ao para o estimador bootstrap do erro padr~ao da
estatstica ^ e dada por
bepboot =
vuuut BP
b=1
(s(xb)  s(:))2
B   1 (2.6)
em que
s(:) =
BP
b=1
s(xb)
B
(2.7)
O estimador bootstrap ideal de epF (^) o limite de bepboot quando B tende
para o innito (EFRON; TIBSHIRANI, 1993), ou seja,
lim
B!1
bepboot = epF^ (^) (2.8)
O estimador bootstrap ideal e sua aproximac~ao (2.8) s~ao chamados estima-
dores bootstrap n~ao parametricos, ja que se baseiam em F^ , um estimador n~ao
parametrico de F . Um estimador bootstrap parametrico do erro padr~ao e base-
ado em um estimador F^ de F derivado de um modelo parametrico. Por exem-
plo, ao inves de estimarmos F pela func~ao distribuic~ao emprica F^ , podemos
assumir que a populac~ao tem distribuic~ao normal (Martinez e Louzada-Neto,
2001).
37
Captulo 2. Distribuic~ao dos autovalores
Sendo bepboot(^), ^ = s(x), a estimativa bootstrap do erro padr~ao de ^, de-
nida em (2.6), o intervalo de conanca bootstrap padr~ao para , com probabi-
lidade de cobertura de aproximadamente 1  , e dado por
^  z1 =2 bepboot(^): (2.9)
A maior vantagem deste metodo reside na sua simplicidade algebrica de
encontrar um intervalo de conanca para . Entretanto, sendo a equac~ao (2.9)
uma seque^ncia de
Z =
^   bepboot(^)  N(0; 1) (2.10)
Os numeros de replicac~oes bootstrap necessarias para uma boa estimativa do
erro-padr~ao e do intervalo de conanca e muito importante, foram discutidas
por (Efron e Tibshirani, 1993; Kendall e Stuart, 1977; Efron, 1987). Para obter
uma boa estimativa do erro-padr~ao por meio do bootstrap s~ao necessarias entre
25 e 200 replicac~oes e que para uma boa estimativa dos limites de conanca
seriam necessarias mais de 500 replicac~oes (Efron e Tibshirani, 1993). Alem
disso, pode-se utiliza-la em diversas situac~oes para estimac~ao de para^metros,
obtenc~ao de intervalos de conanca para os para^metros analisados, obtenc~ao de
distribuic~ao emprica dos estimadores e determinac~ao do tamanho da amostra
(Manly, 1997). Utilizamos neste trabalho 1000 replicac~oes para a construc~ao
de intervalos de conanca e 100 replicac~oes para o erro-padr~ao.
Com a tecnica de reamostragem bootstrap n~ao-parametrica no modelo AMMI,
foram reamostradas 100 matrizes de genotipos ambientes, obtendo-seB1=100
conjuntos de autovalores, (21i > 
2
2i >    > 2pi > 0), em que i = 1; 2;    ; 100
e p = minf(g   1); (e   1)g = 8. Para a construc~ao de intervalos de con-
anca foram reamostradas 1000 matrizes de genotipos  ambientes, obtendo-
se B2=1000 conjuntos de autovalores, (
2
1i0 > 
2
2i0 >    > 2pi0 > 0), i
0
=
1; 2;    ; 1000 e p = minf(g   1); (e  1)g = 8.
Para cada autovalor foram feitas as analises separadas, como histograma,
Q-Q plot, Envelope simulado e com a aplicac~ao do teste de normalidade de
Shapiro-Wilk por meio da tecnica de reamostragem bootstrap.
Portanto, utilizando a metodologia AMMI-bootstrap (Lavoranti, 2003) e a
tecnica de reamostragem bootstrap n~ao-parametrica podemos encontrar a dis-
tribuic~ao emprica dos autovalores e construir os intervalos de conanca. Todas
as analises, gracos e a rotina computacional foram implementadas no sistema
estatstico software R (2010).
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2.3 Resultados e Discuss~ao
Apartir dos resultados utilizando a analise AMMI relativa a produtividade
de milho (kgha 1), obteve-se os elementos do desdobramento da SQGE por
meio da decomposic~ao por valores singulares (DV S), aplicada a matriz de in-
terac~oes, correspondentes aos quadrados dos oito valores singulares (2s), com
s = 1; 2;    ; 8, ou equivalentemente, aos oito autovalores de (dGEGE)(dGETGE)
ou (dGETGE)(dGEGE)(Tabela 1).
Avaliando a famlia dos modelos AMMI (AMMI0, AMMI1, AMMI2, AMMI3,
AMMI4, AMMI5, AMMI6, AMMI7 e AMMI8) vericou-se pelo teste F , com
os graus de liberdade ajustados pelo metodo de Gollob (1968) foram signica-
tivos para os tre^s dos oitos componentes principais da interac~ao com p < 0; 01,
o que levaria a selec~ao do modelo AMMI3, e seriam necessarios tre^s com-
ponentes principais para explicar a interac~ao de forma signicativa, pois so-
mados (PC1, PC2 e PC3) explicaram grande porcentagem da variabilidade da
interac~ao dos dados (81,7%) e apresentaram o melhor padr~ao de resposta para
os genotipos aos diferentes ambientes (Tabela 2.1). A n~ao-signica^ncia para os
PC4, PC5, PC6, PC7 e PC8 s~ao desprezveis e contem apenas rudo (variac~ao
aleatoria n~ao relacionada com o feno^meno da interac~ao), que pode diminuir a
ecie^ncia da interpretac~ao da estabilidade dos genotipos e ambientes na analise
graca. Assim, a interpretac~ao graca, considerando apenas a variac~ao contida
nos tre^s primeiros eixos da ACP, e suciente para avaliar a estabilidade dos
genotipos e ambientes (Rocha, 2002; Freire Filho et al., 2003).
Tabela 2.1: Porcentagem da soma de quadrados da interac~ao (GE) captada por componente
principal (PC)
PC AC(%)1 GL2 SQ3 QM4 FGollob
5 Valor-p
PC1 56,2 26 140323418 5397054,5 8,95 < 0,01
PC2 71,3 24 37711634 1571318,1 2,61 < 0,01
PC3 81,7 22 26058572 1184480,6 1,96 < 0,01
PC4 90,3 20 21533133 1076656,9 1,79 0,0192
PC5 95,3 18 12371704 687316,9 1,14 0,3093
PC6 98,1 16 6900236 431264,7 0,72 0,7744
PC7 99,1 14 2513071 179505,1 0,30 0,9939
PC8 100,0 12 2292394 191032,8 0,32 0,9858
Total { { 249704162 { { {
AC(%)1 : proporc~ao acumulada; GL2 : graus de liberdade; SQ3 : soma de
quadrados; QM4 : quadrado medio; FGollob
5 : teste F de Gollob (1968)
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O histograma e uma forma de descric~ao graca de dados quantitativos,
agrupados em classes de freque^ncia e a grande vantagem desta ferramenta e
permitir facilmente obter informac~oes sobre a distribuic~ao de frequencias de
um determinado grupo de dados. Observando os gracos de histogramas e Q-
Q plot dos valores estimados do primeiro ao quinto autovalores, com B1 = 100
amostras por meio da tecnica bootstrap, apresentaram uma forma simetrica e
est~ao bem proximos a uma distribuic~ao normal. Tambem podem ser vericadas
pelo Q-Q plot e nota-se que os pontos est~ao dispostos proximo de linha reta
com apenas dois pontos caram fora da reta no Q-Q plot do quinto autovalor,
mas n~ao inuenciaram os resultados e a distribuic~ao dos dados, o que leva
a concluir que esses autovalores apresentaram um bom ajuste a distribuic~ao
normal (Figura 2.1).
Os gracos dos Envelopes simulados sob o primeiro ao quinto autovalores
com 100 reamostragens utilizando a metodologia bootstrap, aplicada a matriz
de interac~ao G  E, observando os gracos do primeiro ao quarto autovalores
de que todos os pontos se encontram contidos dentro dos limites de envelope,
apenas o quinto autovalor cou com dois pontos fora dos limites do envelope,
mas como dois pontos te^m freque^ncia baixa e n~ao inuenciam os resultados
e a distribuic~ao dos dados (Figura 2.2). As distribuic~oes dos cinco primeiros
autovalores apresentaram uma distribuic~ao normal, pois pelo teste de norma-
lidade de Shapiro-Wilk, reportando o valor da estatstica W e o valor p desses
cinco autovalores foram: W = 0; 9905 e valor p = 0; 7074; W = 0; 981 e valor
p = 0; 1591; W = 0; 9819 e valor p = 0; 1865; W = 0; 9858 e valor p = 0; 3635,
W = 0; 9804 e valor p = 0; 1416, respectivamente.
Os dados do primeiro ao quinto autovalores apresentaram uma media amos-
tral ^21 = 35080855, ^
2
2 = 11365486, ^
2
3 = 6234229, ^
2
4 = 3390191 e ^
2
5 =
1693611, cujos erro padr~ao s~ao estimados por bepboot(^21) = 796031; 3, bepboot(^22) =
290021, bepboot(^23) = 156486; 3, bepboot(^24) = 103357; 3 e bepboot(^25)
= 70691; 93 com B1 = 100 amostras. Os intervalos de conanca (99%) boots-
trap com B2 = 1000 reamostragens para a media foram obtidos pelo metodo
padr~ao para o primeiro ao quinto autovalores: [9856041 ; 53858254], [39997 ;
14816570], [2419947 ; 10913305], [4253955 ; 10349045] e [2640740 ; 6538943],
respectivamente.O histograma do sexto autovalor apresentou uma forma com \dois picos",
o lado direito do histograma apresenta a forma de um histograma \despenha-
deiro", o lado esquerdo do histograma apresenta um pico e com o valor proxima
de zero, isso acontece porque o valor do sexto autovalor foi menor em relac~ao
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Figura 2.1: Gracos de Histogramas e Q-Q plot do primeiro ao quinto autovalores com 100
reamostragens aplicada a matriz de interac~ao G  E
aos autovalores anteriores (21 > 
2
2 >    > 28 > 0). O valor de cada autovalor
2s e igual a varia^ncia do componente principal PCs, em que s = 1; 2;    ; p;
p = minf(g   1); (e   1)g = 8. O primeiro componente e o que apresenta
a maior varia^ncia e assim sucessivamente. O histograma do setimo autovalor
apresentou uma forma como \histograma ilha isolada"ou \reta^ngulos isolados",
que tem algumas faixas de valores que caram isoladas da grande maioria dos
dados, gerando uma barra separada. Isso acontece por causa do valor do setimo
autovalor que foi menor do que os outros autovalores anteriores, quase proxima
de zero, que foi mostrado no lado esquerdo do histograma e o lado direito tem
a forma de um histograma \despenhadeiro"e o histograma do oitavo autovalor
apresentou apenas um pico, essas faixas de valores bem proximas a zero, por
causa do valor do oitavo autovalor que foi o menor entre todos os autovalores
(Figura 2.3).
Observando pelos os gracos de Q-Q plot, nota-se que para o sexto autovalor
uma parte dos pontos est~ao dispostos proximo a linha reta, mas existem varios
pontos que n~ao seguiram a linha reta, para setimo autovalor apenas poucos
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Figura 2.2: Envelope simulado sob o primeiro autovalor com 100 reamostragens aplicada a
matriz de interac~ao G  E
pontos est~ao dispostos proximo a linha reta e o oitavo autovalor quase todos os
pontos est~ao fora da linha reta, logo inuenciaram os resultados e a distribuic~ao
dos dados, o que leva a concluir que os sexto, setimo e oitavo autovalores n~ao
apresentaram um ajuste a distribuic~ao normal (Figura 2.3).
O graco de Envelope simulado do sexto autovalor com 100 reamostragens
pelo metodo bootstrap apresentou varios pontos fora dos limites de envelope,
com isso foram sucientes para inuenciar a distribuic~ao dos dados. Os gracos
do setimo e oitavo autovalores mostraram que a maior parte dos pontos est~ao
fora dos limites do envelope (Figura 2.4). Pelo teste de normalidade de Shapiro-
Wilk, reportando o valor da estatsticaW e o valor p para esses tre^s autovalores
foram: W = 0; 9017 e valor p = 0; 0042; W = 0; 5899 e valor p = 0; 0077;
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Figura 2.3: Graco dos Histogramas e Q-Q plot do sexto ao oitavo autovalores com 100
reamostragens aplicada a matriz de interac~ao G  E
W = 0; 2441 e valor p < 0; 0022, respectivamente, portanto o sexto, setimo e
oitavo autovalores n~ao apresentaram uma distribuic~ao normal.
Os dados do sexto ao oitavo autovalores apresentaram uma media amostral
^26 = 601648; 7, ^
2
7 = 129060; 4 e ^8 = 7350; 7, respectivamente. Cujos erros
padr~ao foram estimado por bepboot(^26) = 49659; 09, bepboot(^27) = 22281; 94 ebepboot(^28) = 3824; 227 com B1 = 100 amostras. Os intervalos de conanca
(99%) bootstrap para esses tre^s autovalores com B2 = 1000 reamostragens para
a media foram obtidos pelo metodo padr~ao : [1545877 ; 4197074], [617398 ;
1680491] e [1016415 ; 1260182].
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Figura 2.4: Graco de Envelope simulado sob o sexto ao oitavo autovalor com 100 reamostra-
gens utilizando a metodologia bootstrap, aplicada a matriz de interac~ao genotipos  ambientes
2.4 Conclus~ao
O metodo bootstrap n~ao-parametrico aplicado a matriz de resduo, estimado
via metodologia AMMI, constitui uma eciente alternativa para encontrar a
distribuic~ao emprica dos autovalores e calcular o intervalo de conanca. Por-
tanto, com a aplicac~ao do teste de normalidade de Shapiro-Wilk para cada
autovalor, conclumos que o primeiro autovalor ate o quinto autovalor apre-
sentaram uma distribuic~ao normal, a partir do sexto autovalor ate o oitavo
autovalor n~ao apresentaram o mesmo resultado anterior.
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Modelo de Efeitos Aditivos com Interac~ao Multiplicativa
- AMMI
O modelo AMMI tem um modelo especco, e so se este modelo e usado
para ajustar dados e que ent~ao os resultados ser~ao realmente uteis. Em geral,
AMMI e o modelo selecionado quando os dados apresentam efeitos principais e
interac~ao signicativa (Gauch, 1992). Desta forma, com os dados organizados
em uma tabela de dupla entrada, com os genotipos nas linhas e os ambientes
nas colunas, a interac~ao G  E e facilmente estudada.
No entanto, uma considerac~ao importante deve ser feita para realizac~ao do
teste F e interpretac~ao dos resultados da analise conjunta da varia^ncia: a na-
tureza xa ou aleatoria dos efeitos do modelo de analise (Chaves, 2001). A
natureza xa ou aleatoria da interac~ao e determinada pelos efeitos principais.
Se genotipos e ambientes s~ao xos, a interac~ao sera xa. Se pelo menos um dos
fatores for aleatorio, a interac~ao sera aleatoria. Na analise de ensaios multi-
ambientais, consideram-se, em geral, os efeitos de genotipos como xos e os
efeitos de ambientes como aleatorios, de tal forma que o efeito da interac~ao
genotipos  ambientes e aleatoria nesse caso. Isto se deve ao fato de normal-
mente se estar interessado em vericar qual o melhor dos genotipos avaliados
em relac~ao a produtividade e se existe uma variabilidade de sua produc~ao em
relac~ao ao ambiente onde foi cultivado, assim tem-se um modelo misto com
genotipos xo e ambiente aleatorio.
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Vantagens do uso do modelo AMMI com reamostragem
bootstrap
Os escores AMMI te^m distribuic~ao de probabilidade desconhecida, fato que
diculta a obtenc~ao de formulas via argumentos analticos. Para medir a pre-
cis~ao desses escores, Lavoranti et al. (2004) apresentou uma metodologia com-
plementar para avaliar a precis~ao dos escores de genotipos e de ambientes, por
meio de tecnicas de reamostragem `bootstrap' aplicadas a analise AMMI jun-
tamente com tecnicas de agrupamento, permitindo uma melhoria na qualidade
das infere^ncias sobre as adaptabilidades e estabilidades fenotpicas estimadas
pelo modelo AMMI e tambem a obtenc~ao dos grupos formados nos agrupa-
mentos.
Dias (1998) alerta que muitas dista^ncias geneticas s~ao essencialmente medi-
das de dista^ncias geometricas, sem qualquer conteudo genetico, e por isso s~ao
denominadas de coecientes de dissimilaridade ou diverge^ncia. Outro ponto
considerado importante por certos autores e a dista^ncia geograca como in-
dicadora de diverge^ncia genetica. Ram e Panwar (1970), trabalhando com
arroz, perceberam que os padr~oes de agrupamento foram relacionados com a
dista^ncia geograca.
Assim, para avaliar a diversidade genetica de forma simulta^nea em relac~ao
a todas as caractersticas de interesse, recomenda-se a utilizac~ao de medidas de
dissimilaridade (Cruz e Carneiro, 2006). Uma forma pratica e eciente de se
obter estas medidas e por meio da analise de agrupamentos (Analise de Cluster
- AC), a qual tem por nalidade reunir as variaveis em grupos, de forma que
exista maxima homogeneidade dentro do grupo e maxima heterogeneidade
entre os grupos (Johnson e Wichern, 1992; Cruz et al., 2004).
Atualmente, diversos coecientes de similaridade s~ao propostos para a analise
das diverge^ncias geneticas, principalmente devido a utilizac~ao das tecnicas
multivariadas (Meyer, 2002). Quando um experimento depende de muitas
variaveis, n~ao basta conhecer informac~oes estatsticas isoladas para cada variavel,
mas e necessario tambem conhecer a totalidade destas informac~oes fornecida
pelo conjunto das variaveis. As relac~oes existentes entre as variaveis n~ao s~ao
percebidas e assim efeitos antago^nicos ou sinergicos de efeito mutuo entre
variaveis complicam a interpretac~ao do feno^meno a partir das variaveis con-
sideradas. A necessidade de entender as relac~oes entre varias variaveis faz
com que a analise multivariada seja de grande importa^ncia. Com esta analise
pode-se reduzir os dados ou simplicar a sua estrutura sem muita perda da
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informac~ao contida nos dados obtendo assim uma facil interpretac~ao dos re-
sultados, principalmente quando as variaveis s~ao correlacionadas.
Desta forma, para determinar qu~ao distante geneticamente uma populac~ao
ou genotipo e de outra s~ao utilizados os metodos de agrupamentos, com os
quais se quantica ou se estima a heterose, que s~ao analisados pela estatstica
multivariada permitindo unicar multiplas informac~oes de um conjunto de
caracteres.
Varios metodos podem ser utilizados, dentre eles est~ao a analise por compo-
nentes principais, variaveis cano^nicas e metodos aglomerativos. Mais especi-
camente a tecnica de componentes principais, apresenta entre seus principais
objetivos a possibilidade de eliminar os rudos presentes nos dados, possibili-
tando dessa forma uma interpretac~ao segura do padr~ao de resposta presente nos
dados. O rudo sugere que as respostas s~ao imprevisveis e n~ao interpretaveis
sendo parte integrante da variabilidade estranha contida nos dados, enquanto
que o padr~ao responde de forma sistematica, signicante e interpretavel pois
permite quanticar e informar o grau de semelhanca ou de diferenca entre
pares de indivduos.
Alem disso, a aplicac~ao dos metodos multivariados e tida como uma tecnica
que melhor explora as informac~oes contidas nos dados e, em estudos de di-
verge^ncia genetica por metodos aglomerativos, a medida de dista^ncia mais
amplamente utilizada e a dista^ncia euclidiana.
A vantagem dessa estimativa de dissimilaridade e devida ao universo eucli-
diano e ao fato de minimizar os erros da classicac~ao nos agrupamentos. Essa
dista^ncia e a mais recomendada quando as unidades de calculos s~ao escores de
componentes principais (Cruz et al., 2004), como e o caso da analise AMMI
(additive main eects and multiplicative interaction analysis).
Analise de agrupamento
A analise de agrupamento permite classicar n itens (populac~oes, clones, va-
riedades, indivduos, etc.) avaliados por um conjunto de m variaveis, cujo
objetivo e identicar e separar os itens em grupos, de forma que os mais seme-
lhantes permanecam no mesmo grupo. Em agrupamentos hierarquicos, tem-se
que em todos os casos se desconhece \a priori"o numero e a composic~ao dos
diferentes grupos ou \clusters"a serem formados.
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Inicia-se o processo denindo-se os indivduos e os objetivos desejados para
a aplicac~ao da analise, alem dos criterios que ir~ao denir as similaridades entre
eles. Assim os dados s~ao dispostos na forma de uma matriz, em que as linhs que
representam os indivduos de interesse e as colunas representam as variaveis.
A matriz de dista^ncia e gerada a partir de amostras de n itens, totalizando
n(n-1)/2 pares de dista^ncias.
Existem inumeros metodos de agrupamento, diferenciados nas formas de es-
pecicar a medida de proximidade entre indivduos. Cada criterio de analise de
agrupamento imp~oe certo grau de estrutura nos dados. Portanto, recomenda-
se diferentes criterios de agrupamento sejam aplicados e comparados entre si
(Dias, 1998; Cruz e Carneiro, 2006).
Em se tratando dos metodos de agrupamento, as delimitac~oes podem ser es-
tabelecidas por um exame visual do dendrograma, em que se avaliam pontos de
alta mudanca de nvel, tomando-os em geral como delimitadores do numero de
indivduos para determinado grupo (Cruz e Carneiro, 2006), contextualizados
neste trabalho pelos genotipos.
E importante ressaltar que o dendrograma ilustra as fus~oes ou partic~oes
efetuadas em cada nvel sucessivo do processo de agrupamento, no qual um
eixo representa os indivduos e o outro eixo representa as dista^ncias obtidas
apos a utilizac~ao de uma metodologia de agrupamento. Os ramos da arvore
fornecem a ordem das (n-1) ligac~oes, em que o primeiro nvel representa a
primeira ligac~ao, o segundo a segunda ligac~ao, e assim sucessivamente, ate que
todos se juntem.
Entretanto, a falta de criterios objetivos para se determinar o ponto de
corte no dendrograma (numero otimo de grupos) ainda e um problema em
estudos que utilizam a analise de agrupamentos. Um metodo considerado
como \objetivo", dentre os poucos existentes, e o Metodo de Mojena (1977).
Este Metodo e um procedimento baseado no tamanho relativo dos nveis de
fus~oes (dista^ncias) no dendrograma.
A analise de agrupamento hierarquico consiste no tratamento matematico
de cada amostra como um ponto no espaco multidimensional descrito pelas
variaveis escolhidas (Moita Neto e Moita, 1970). Tambem e possvel, nesta
tecnica, tratar cada variavel como um ponto no espaco multidimensional des-
crito pelas amostras, ou seja, podemos ter agrupamento de amostras ou de
variaveis de acordo com o interesse em cada situac~ao. Quando uma determi-
nada amostra e tomada como um ponto no espaco das variaveis, e possvel
calcular a dista^ncia deste ponto a todos os outros pontos, constituindo-se as-
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sim uma matriz que descreve a proximidade entre todas as amostras estudadas.
Existem varias maneiras de calcular a dista^ncia entre dois pontos, a mais co-
nhecida e utilizada e a dista^ncia euclidiana. Alem disso, existem varios algorit-
mos a serem utilizados na formac~ao dos agrupamentos hierarquicos, contudo
todos eles utilizam as informac~oes da matriz de proximidade para criar um
dendrograma de similaridade.
A interpretac~ao de um dendrograma de similaridade entre amostras fundamenta-
se na intuic~ao: duas amostras proximas devem ter tambem valores semelhan-
tes para as variaveis medidas, portanto, quanto maior a proximidade entre as
medidas relativas as amostras, maior a similaridade entre elas. O graco deno-
minado por dendrograma hierarquiza esta similaridade de modo que podemos
ter uma vis~ao bidimensional da similaridade ou dissimilaridade de todo o con-
junto de amostras utilizado no estudo. Um caso particular e vericado quando
o dendrograma construdo e das variaveis, a similaridade entre duas variaveis
aponta forte correlac~ao entre estas variaveis do conjunto de dados estudado.
Convem ressaltar que a aplicac~ao da analise de agrupamento hierarquico,
quando temos variaveis de escalas diferentes, deve ser precedida por um trata-
mento previo dos dados. Quando n~ao e feito o pre-tratamento, as variaveis com
valores numericos mais altos ser~ao mais importantes no calculo que as variaveis
com valores numericos mais baixos. O pre-tratamento mais comumente em-
pregado e a transformac~ao Z, que transforma as medidas de cada variavel de
tal modo que o conjunto de dados tenha media zero e varia^ncia unitaria. A
nalidade deste procedimento e equalizar a importa^ncia estatstica de todas as
variaveis utilizadas. Tendo por base estas informac~oes, o algoritmo tradicional
da estrutura de formac~ao de `clusters' do tipo hierarquica, de maneira geral,
tem os seguintes passos:
1. Considere-se uma base inicial de Nclusters iniciais. Em geral, esses
agrupamentos correspondem simplesmente as unidades a serem agrupa-
das, cada um desses Nclusters contem apenas uma unidade inicialmente.
A cada unidade i, esta associado um vetor de m caractersticas xi =
[xi;1 xi;2    xi;m].
2. Calcula-se a dista^ncia entre todos os pares formados por elementos dentre
esses N clusters iniciais. A dista^ncia nesse caso, pode ser qualquer medida
de dissimilaridade entre o conjunto de atributos xi = [xi;1 xi;2    xi;m].
Para uma discuss~ao sobre as diversas medidas de dissimilaridade, vide
Khattree e Naik (2000).
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3. Sejam I e J os dois clusters apresentando a menor dista^ncia, ou dissimila-
ridade, entre eles. Agrupa-se ent~ao o par I e J em um unico novo cluster.
O numero de clusters agora passa a ser N   1.
4. Para os N   1 novos clusters, depois da junc~ao descrita no passo 3,
calculam-se as dista^ncias entre todos os pares. Para o par com a menor
dista^ncia, agrupam-se os elementos em um unico novo cluster, de forma
que o numero de clusters existentes passe a ser N   2.
5. Repetem-se os passos 2 a 4 ate se obter um unico cluster, que devera
conter todos os Nclusters iniciais.
Ao nal do processo, o analista tera em m~aos uma arvore descrevendo a
seque^ncia de agrupamentos em cada passo do algoritmo. Para um numero
inicial de N unidades observacionais na base de dados, ao todo ocorrem N   1
junc~oes.
Existem na literatura varios metodos para AAH. No agrupamento hierarquico
denominado Metodo do Vizinho Mais Proximo ou Metodo de Ligac~ao Simples
(\Single Linkage Method"), forma-se um grupo inicial de indivduos mais si-
milares e em seguida s~ao calculadas as dista^ncias daquele grupo em relac~ao aos
demais indivduos usando-se a menor dista^ncia do conjunto. Neste metodo, as
conex~oes entre indivduos e grupos s~ao feitas por ligac~oes simples entre pares
de indivduos, ou seja, a dista^ncia entre os grupos e denida como sendo aquela
entre os indivduos mais parecidos entre esses grupos (Cruz e Carneiro, 2006).
Este metodo leva a grupos longos e os dendrogramas resultantes deste procedi-
mento s~ao geralmente pouco informativos, devido a informac~ao dos indivduos
intermediarios que n~ao s~ao evidentes.
Quando a semelhanca entre dois grupos e denida como a maxima dista^ncia
entre pares de indivduos tem-se o Metodo do Vizinho Mais Distante ou Metodo
de Ligac~ao Completa (\Complete Linkage Method"). A similaridade entre dois
grupos e denida como aquela apresentada pelos indivduos de cada grupo que
menos se parecem, formando-se todos os pares com um membro de cada grupo.
Este metodo, geralmente leva a grupos compactos e discretos, tendo os seus
valores de similaridade relativamente pequenos (Meyer, 2002).
No entanto, se a dista^ncia entre os pares de grupos for estimada com base
na media aritmetica dos indivduos, tem-se o metodo hierarquico UPGMA
(\Unweighted Pair-Group Method Using Arithmetic Averages") ou Ligac~ao
media entre grupo, que evita caracterizar a dissimilaridade por valores extre-
mos entre os genotipos, n~ao considera a estrutura de subdivis~ao do grupo,
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dando pesos iguais a cada indivduo do grupo calculando a similaridade media
de um indivduo que pretende se juntar ao grupo existente.
Ja o metodo da Mediana ou WPGMA (\Weighted Pair-Group Method
Using Arithmetic Averages") difere do UPGMA pelo fato de atribuir aos in-
divduos admitidos mais recentemente a um grupo, peso igual aos dos demais
indivduos ja pertencentes ao grupo (Romesburg, 1990).
Dentre os metodos de agrupamento hierarquicos, o metodo de Ward e o que
forma grupos de maneira a atingir sempre o menor erro interno entre os vetores
que comp~oe cada grupo e o vetor medio do grupo. Isto equivale a buscar o
mnimo desvio padr~ao entre os dados de cada grupo.
No metodo de Ward, os grupos de dados s~ao formados em etapas. No
princpio, te^m-se m grupos; ou seja, um grupo para cada vetor componente da
base de dados. Neste estagio inicial o erro interno e nulo para todos os grupos
pois cada vetor que comp~oe cada grupo e o proprio vetor medio do grupo.
Igualmente o desvio padr~ao para cada grupo e nulo. Na etapa subsequente,
cada possibilidade de aglutinac~ao entre os grupos 2 a 2 e vericada, e e esco-
lhido o agrupamento que causa o menor aumento no erro interno do grupo.
S~ao m x m vericac~oes. Nota-se que a cada iterac~ao tem-se m - i grupos (i =
numero de iterac~oes), no entanto, como o numero de elementos pertencentes
a cada grupo aumenta, e maior o numero de calculos para o erro interno de
cada grupo.
Ressalta-se que o agrupamento conduz a perda de informac~oes ao nvel
de indivduos, restando apenas informac~oes sobre grupos similares. Por esse
motivo, o estudo da diverge^ncia pode ser conduzido tambem simultaneamente,
por componentes ou coordenadas principais, isto e particularmente importante
quando o numero de indivduos e grande (Cruz e Carneiro, 2006).
Soma de quadrados progressiva (Ward 1963, Orloci 1978)
O criterio de agrupamento de Ward minimiza o aumento na soma de quadrados
dentro do grupo formado a cada passo de agrupamento, isto e, QPQ = QP+Q 
QP   QQ em que QP+Q e a soma de quadrados total no grupo P+Q; QP e
QQ s~ao as somas de quadrados dentro dos grupos P e Q. Tem-se que QP+Q =
QP+Q =
1
np+nq
P
h
P
i
d2hi para h = 1; : : : ; n  1 e i = h+ 1; : : : ; n objetos, desde
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que h e i pertencam ao grupo P ou Q;
QP =
1
np
P
h
P
i
d2hi para h = 1; : : : ; n   1 e i = h + 1; : : : ; n objetos, desde
que h e i pertencam ao grupo P e QQ =
1
nq
P
h
P
i
d2hi para h = 1; : : : ; n   1 e
i = h+ 1; : : : ; n objetos, desde que h e i pertencam ao grupo Q.
Reamostragem bootstrap
Existem diversas tecnicas de reamostragem que visam estimar para^metros de
uma distribuic~ao de interesse. O metodo de reamostragem bootstrap foi ori-
ginalmente proposto por Efron (1979) em um inuente artigo publicado no
Annals of Statistics. E um metodo de reamostragem que se baseia na cons-
truc~ao de distribuic~oes amostrais empricas de uma estatstica de interesse.
Uma vantagem em utilizar a tecnica de reamostragem bootstrap e a genera-
lidade com que pode ser aplicada, pois requer que menos suposic~oes sejam
feitas.
Hesterberg et al. (2003) armam que a amostra original representa a popu-
lac~ao da qual foi retirada. Desta forma, tratando a amostra como se ela fosse
a \populac~ao"realizando sucessivas reamostragens com reposic~ao. A partir
destas reamostras, e possvel estimar caractersticas da populac~ao, tais como
media, varia^ncia, percentis, etc.
A distribuic~ao emprica de uma estatstica, gerada pelo metodo bootstrap
tem aproximadamente a mesma forma e amplitude que a distribuic~ao amostral
da estatstica.
Coelho et al. (2008) descreve o metodo bootstrap n~ao parametrico para
obtenc~ao de intervalos de conanca dos coecientes de um modelo de regress~ao
multipla. Com esse proposito, o autor considera a seguinte notac~ao:
Seja U = (y; x1; x2; : : : ; xk) em que, y = (y1; y2; : : : ; yn) e o vetor de ob-
servac~oes da variavel dependente e xj = (x1j; x2j; : : : ; xnj), j = 1; : : : ; k s~ao os
vetores de observac~oes das variaveis independentes, xj e uma variavel contnua
para todo j.
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Intervalos p-bootstrap
1. Amostrar, com reposic~ao de U, uma amostra bootstrap (y1; x

11; x

12; : : : ; x

1k),
: : :, (yn; x

n1; x

n2; : : : ; x

nk).
2. Da amostra bootstrap (y1; x

11; x

12; : : : ; x

1k),: : :, (y

n; x

n1; x

n2; : : : ; x

nk),
obter o estimador de mnimos quadrados de , representado por ^
3. Repetir os passos I e II um numero B grande de vezes.
4. Ordenam-se os valores obtidos, do menor ao maior de forma que ^ =
(^(1)  ^(2)  : : :  ^(B))
5. Determinam-se limites de conanca para uma especicada probabilidade
, igual ao nvel de signica^ncia, sendo 0 <  < 1, de forma que o
intervalo de conanca p-bootstrap 100  (1-)% e dado por (^(q1); ^(q2))
em que q1 = [B (=2)] e q2 = B  q1, em que [x] indica o menor numero
inteiro maior ou igual ao argumento x.
Como exemplo, em V, para ( = 0.05 e B=1000) =) (q1 = 25 e q2 = 975).
Logo, o intervalo de conanca p-bootstrap de 95% e dado por (^(25); ^

(975)).
Os intervalos de conanca para quaisquer outros para^metros de interesse s~ao
obtidos de maneira similar.
Pode-se ent~ao armar, com uma probabilidade a de se estar errado, que o
intervalo de conanca construdo tem alta probabilidade de conter o verdadeiro
valor do para^metro sobre o qual a estimac~ao foi baseada.
Quando uma variavel independente n~ao e contnua, deve-se fazer o pro-
cesso de reamostragem (1, 2 e 3) dentro de cada nvel da variavel (Wu, 1986;
Tibshirani, 1988). Outras alternativas ao intervalo de conanca p-bootstrap
s~ao discutidas, por exemplo, em Efron e Tibshirani (1993), Davison e Hinkley
(1997) e Carpenter e Bithell (2000).
Para que a aplicac~ao da tecnica resulte em valores conaveis devem ser
feitas, a partir da amostra mestre, centenas ou ate milhares de reamostras do
mesmo tamanho n. A maioria dos autores recomenda a utilizac~ao de 1000
reamostras.
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Material e metodos
Os experimentos que originaram os dados do presente estudo envolveram li-
nhagens de soja da populac~ao com controle de insetos - originadas da selec~ao
para produtividade de gr~aos, aplicou-se inseticidas durante o ciclo total para o
controle de insetos mastigadores e sugadores. Os experimentos foram condu-
zidos em dois locais do municpio de Piracicaba - SP (Estac~ao Experimental
Anhembi e Fazenda Are~ao), durante dois anos agrcolas (1999/00, 2000/01) e
em dois sistemas de manejo (com controle intensivo de insetos e com controle
ecologico de insetos).
Os experimentos desenvolvidos em 1999/2000 incluram 120 linhagens ex-
perimentais F10, (40 de cada populac~ao); os experimentos de 2000/01 envol-
veram 60 linhagens F11, sendo 20 linhagens selecionadas em cada populac~ao.
As repetic~oes foram estraticadas em conjuntos experimentais, cada um deles
com tre^s testemunhas comuns: IAC-100, OCEPAR-4 e IAS-5.
Nos experimentos com controle intensivo de insetos (CII), com base em mo-
nitoramento frequente, promoveu-se a aplicac~ao de inseticidas sempre que se
detectaram insetos mastigadores e ou dois percevejos/m2 de pano (metodo do
pano de batida). Nos experimentos com controle ecologico de insetos (CEI),
promoveu-se aplicac~oes de inseticidas apenas na ocorre^ncia de grande quan-
tidade de danos nas folhas causadas por insetos mastigadores e ou quando a
infestac~ao natural atingiu quatro percevejos/m2 de pano.
Para a analise da interac~ao considerou-se como ambiente a combinac~ao lo-
cal e manejo, para cada uma das tre^s populac~oes, sendo as linhagens foram
estudadas em dois anos agrcolas (1999/2000 e 2000/2001). Assim, obteve-se
quatro ambientes distintos (E1, E2, E3 e E4) a saber: Anhembi-CII (E1),
Anhembi-CEI (E2), Are~ao-CII (E3), Are~ao-CEI (E4). Esta situac~ao se repe-
tiu para cada ano agrcola. A analise foi realizada com as medias das duas
repetic~oes em cada ambiente.
Os experimentos foram conduzidos no delineamento aleatorizado em blocos
com as repetic~oes estraticadas em conjuntos experimentais com testemunhas
comuns: IAC-100, OCEPAR-4, IAS-5 e Primavera. A cultivar Primavera foi
eliminada nos experimentos do ano agrcola 2000/01. Foram considerados
xos os efeitos de populac~oes (linhagens e testemunhas comuns) e o efeito de
ambientes foi considerado aleatorio.
A metodologia AMMI foi aplicada nas analises fazendo a interac~ao mul-
tiplicativa destes fatores com base na analise multivariada por componentes
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principais e decomposic~ao por valores singulares. Foi empregado o teste FGollob
proposto por Gollob (1968), feita a associac~ao entre "bootstrap"e AMMI (La-
voranti, 2003) com base na reamostragem da matriz de resduos (livres de
rudos), obtida dos valores estimados pelo metodo AMMI proposto por Gollob
(1968) e posteriormente aplicou-se a tecnica Analise de Agrupamentos.
A reamostragem "bootstrap"foi realizada na vers~ao n~ao-parametrica e, em
concorda^ncia com o modelo AMMI, optou-se pela reamostragem na matriz de
resduos, obtida dos valores estimados. Dessa forma, foram aplicados proce-
dimentos estatsticos que possibilitaram as analises gracas e numericas das
adaptabilidades e estabilidades fenotpicas dos genotipos e dos ambientes en-
volvidos neste estudo.
Todas as analises estatsticas foram feitas com o software estatstico R (The
R Development Core Team, 2008) usando os pacotes: elds (Furrer et al., 2009)
e agricolae (De Mendiburu, 2009).
Resultados e Discuss~ao
Antes da obtenc~ao da ANOVA foram analisadas as pressuposic~oes do modelo
em cada um dos quatro ambientes. Tendo o modelo atendido a todas as
pressuposic~oes, em todos os ambientes, a analise de varia^ncia individual (em
cada ambiente) foi obtida para avaliac~ao estatstica da variabilidade genetica
entre os tratamentos (linhagens de soja) e da precis~ao experimental. Uma vez
detectada diferenciac~ao entre os tratamentos, realizou-se analise conjunta de
varia^ncia, e assim, foram feitas as interpretac~oes relativas as signica^ncias do
teste F.
A maioria dos coecientes de variac~ao experimental no presente estudo es-
teve abaixo de 20%, indicando boa precis~ao no controle das causas de variac~ao
de ordem sistematica dos ambientes experimentais, para a produtividade de
gr~aos, um carater quantitativo muito inuenciado pelo ambiente. Alem disso,
a existe^ncia de variabilidade genetica entre linhagens foi constatada tanto nas
analises individuais quanto na analise conjunta.
Na populac~ao em estudo, no ano agrcola 2000, foi realizada a analise
de varia^ncia conjunta (Tabela1) sendo a presenca signicativa da interac~ao
genotipo por ambiente (G  E), diagnosticada pelo teste F.
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Tabela 3.1: Analise de varia^ncia conjunta no ano 2000 para dados de produtividade de gr~aos,
em kg/ha, de 44 genotipos de soja avaliados em 4 ambientes com 2 blocos.
Fonte de Variac~ao GL SQ QM F Pr (>F)
Ambiente (E) 3 38278785 12759595 242,8261 5,58e-05**
Blocos(E) 4 210185 52546 2,1966 0,070626
Genotipo(G) 43 2392397 55637 2,3259 4,54e-05**
G  E 129 4542867 35216 1,4722 0,006804**
Resduo 204 4879923 23921
**: signicativo ao nvel de probabilidade, p<0,01.
*: signicativo ao nvel de probabilidade, p<0,05. ns: n~ao signicativo.
Vericou-se diferencas signicativas ao nvel de 1% para genotipos (G),
ambientes (E) e interac~ao entre eles (G  E). No entanto, o efeito de blocos
dentro de ambientes foi n~ao signicativo. Em termos do teste F, a magnitude
da fonte de variac~ao de ambientes foi muito superior as demais, sendo ela
responsavel pela maior parte da variac~ao ocorrida. Pode-se, assim, inferir que
os efeitos de locais contriburam de modo mais acentuado para a variac~ao na
produtividade. A signica^ncia para genotipos indicou que eles s~ao formados
por grupos geneticamente distintos, mostrando uma suciente disponibilidade
de variabilidade para a selec~ao.
A signica^ncia do resultado da interac~ao G  E indicou que as varia^ncias
dos genotipos s~ao diferentes de um ambiente para outro, o que permite infe-
rir que ha genotipos ou grupos de genotipos com adaptac~ao especca para
determinados ambientes e outros com adaptac~ao geral a todos os ambientes.
Com base nesses resultados, procedeu-se o estudo mais detalhado da in-
terac~ao signicativa (Tabela 2).
Tabela 3.2: Porcentagem responsavel por cada eixo da interac~ao e porcentagem da soma de
quadrados acumulada (PA) por eixo singular, Teste F para os componentes. Populac~ao PCI,
ano 2000.
IPCA Porcentagem PA GL SQ QM F P-valor
IPCA1 49,1 49,1 45 2162507 48055,71 2,01 0,0006
IPCA2 34,8 83,9 43 1534622 35688,88 1,49 0,036
IPCA3 16,1 100 41 710244,2 17323,03 0,72 0,8945
IPCA4 0 100 39 0 0 0 1
F:teste F de Gollob
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A analise da interac~ao G  E, por componentes principais mostrou os dois
primeiros eixos (IPCA1 e IPCA2) signicativos (p<0,05), os quais explicaram
83,9% da porc~ao da SQGE. Assim, os escores de genotipos foram obtidos
seguindo o modelo AMMI2, sendo que primeiro eixo singular da analise AMMI
captura a maior porcentagem de "padr~ao"e, com acumulac~ao subsequente das
dimens~oes dos eixos, ha uma diminuic~ao na porcentagem de "padr~ao"e um
incremento de "rudos".
Na Figura 1, o graco mostra o comportamento dos genotipos mediante
a produtividade media de gr~aos (PG), importante na recomendac~ao de culti-
vares. Dentre todos os genotipos, vericou-se que aqueles a direita da linha
vertical tracejada s~ao os genotipos que ultrapassaram a media geral de PG
obtida (991,5312 kg/ha). O genotipo 97-8056 obteve a maior media de produ-
tividade de gr~aos (1166,500) e, no entanto, a testemunha IAC-100 registrou o
pior resultado para esse carater.
Figura 3.1: Graco do comportamento de 44 genotipos de soja em relac~ao ao primeiro com-
ponente da interac~ao e ao carater Produtividade de Gr~aos (PG).
Pelo graco biplot (Figura 2) observou-se que o ambiente que menos contri-
buiu para a interac~ao foi o ambiente 4, com escore baixo (norma do vetor). Os
genotipos considerados estaveis foram 97-8011 (no 8), 97-8029 (no 24), 97-8050
(no 33) e a testemunha IAS-5 (no 44). Esses podem ser considerados com alta
estabilidade e desta forma, adaptam-se a qualquer um dos quatro ambientes.
Observa-se ainda que o genotipo 97-8056 (noo37) foi o que apresentou o
maior escore de produtividade de gr~aos (1166,5) e esta alta e positivamente
relacionado ao ambiente 1, que foi o ambiente que mais contribuiu para a
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interac~ao G  E, possuindo o maior escore.
Os genotipos que podem ser recomendados amplamente s~ao os que combi-
nam medias elevadas do carater PG e estabilidade em relac~ao aos ambientes
em estudo, fato este ocorreu com o genotipo 97-8011 (no 8) que registrou media
917, o genotipo 97-8029 (no 24) com media 919, o 97-8050 (no 33) com media
926,75 e a testemunha IAS-5 (no 44) com media 1095,625. Todas as medias
destes genotipos caram acima da media geral de PG. Ja o ambiente 1 apre-
sentou a maior media para o carater produtividade de gr~aos (1408,602 kg/ha).
Figura 3.2: Biplot AMMI2 para dados de produtividade de gr~aos em kg/ha, ano 2000.
Alem disso, observou-se que no biplot os aspectos mais relevantes quanto a
adaptabilidade dos genotipos caram tambem identicados: os genotipos 97-
8012 (no 9), 97-8014 (no 10), 97-8026 (no 22) apresentaram interac~ao positiva
no ambiente 2, bem como a testemunha IAS-5 (no 43). Ja os genotipos com
interac~ao positiva no ambiente 3 foram: 97-8010 (no 7), 97-8012 (no 9), 97-
8031 (no 25), 97-8019 (no 15) e 97-8043 (no 31). A interac~ao positiva com o
ambiente 4 ocorreu com os genotipos 97-8017 (no 13) e 97-8021 (no 17) e a
interac~oes negativas nesse ambiente ocorreu com os genotipos 97-8006 (no 4) e
97-8015 (no 11).
A diverge^ncia entre os genotipos foi avaliada pelo metodo hierarquico aglo-
merativo de Ward, com o emprego da dista^ncia Euclidiana. A partir da analise
de agrupamentos realizada na matriz que e a media das matrizes de dista^ncias
reamostradas, obteve-se um dendrograma (Figura 3) representativo dos agru-
pamentos formados entre os genotipos em estudo.
No dendrograma foi registrada a formac~ao de seis grupos distintos, dos
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Figura 3.3: Dendrograma das dista^ncias euclidianas entre os escores \bootstrap"de marcadores
de genotipos AMMI2, para dados de produtividade de gr~aos, em kg/ha.
quais tre^s apresentam testemunhas dentre seus materiais, demonstrando que
cada testemunha possui caractersticas diversicadas entre si a ponto de serem
alocadas em grupos distintos quanto a similaridade. No entanto, os grupos que
continham as testemunhas se destacaram dos demais quanto a produtividade
de gr~aos e estabilidade observados nos genotipos neles alocados.
Foi obtido que o grupo da testemunha IAS-5 (no 42) apresentou media
de produc~ao superior a media geral, sendo o genotipo 97-8017 (no 13) o de
maior estabilidade, podendo o mesmo ser recomendado para qualquer um dos
ambientes.
Ja o grupo formado pelas testemunhas Primavera (no 44) e OC-4 (no 43)
apresentou media produtiva similar a media geral, sendo o grupo que apresen-
tou o maior numero de genotipos estaveis, 97-8004 (no 3) e 97-8015 (no 11).
Por outro lado, quando se analisa a reduc~ao relativa da produc~ao quando sub-
metido ao ataque de insetos percebe-se que estes materiais apresentaram um
dos menores valores medios de reduc~ao, justicando assim sua proximidade
com a testemunha tolerante (IAC-100).
Finalizando as analises, por meio do uso do bootstrap foi possvel obter
intervalos aproximados d e100(1-)% de conanca para o para^metro de inte-
resse (traco da matriz de covaria^ncias da matriz G  E). A analise do inter-
valo interpercentlico baseado nos percentis bootstrap, referente a estimativa
do para^metro, mostrou que tal estimativa (igual a 2.203.686) esta contida no
intervalo denido pelo percentil 10 (igual a 1.881.002), o limite inferior, e o
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percentil 90 (igual a 2.738.849), o limite superior. Este resultado conrma que
a reamostragem realizada foi precisa uma vez que a estatstica de interesse,
denida como sendo o traco da matriz de varia^ncias e covaria^ncias da matriz
de interac~ao, estava contida no intervalo obtido.
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Correc~ao de autovalores
4.1 Introduc~ao
Em muitos casos, o pesquisador esta interessado em avaliar o desempenho
de varios genotipos (tratamentos) em diversos ambientes (locais e/ou ano).
Quando um conjunto de experimentos e planejado para varios locais e ne-
cessario considerar o delineamento individual em cada local e a combinac~ao
total dos delineamentos com os locais (interac~ao genotipo  ambiente).
Varias metodologias estatsticas te^m sido propostas para a interpretac~ao da
interac~ao genotipo  ambiente e os pesquisadores ainda continuam na busca
de uma ferramenta estatstica que permita extrair grande parte da informac~ao
possvel desta fonte de variac~ao. Entre tantas ferramentas disponveis na li-
teratura os metodos de regress~ao linear simples (Eberhart & Russel, 1966)
e regress~ao linear multipla (Silva & Barreto, 1985) te^m sido as metodologias
mais utilizadas, mas estas tecnicas possuem limitac~oes e te^m sido alvo de varias
crticas, como no caso em que a linearidade falha.
Na busca de novas ferramentas para o estudo da interac~ao genotipo  am-
biente, o modelo AMMI (Mandel, 1961, 1969, 1971; Gollob, 1968) vem se
destacando e ganhando grande aplicabilidade nos ultimos anos (Duarte & Ven-
covsky, 1999).
Essa tecnica multivariada e baseada no uso dos autovalores e autovetores
provenientes da matriz de interac~ao genotipo  ambiente. Araujo & Dias
(2005), utilizando tecnicas de simulac~ao multivariada vericaram o problema
de superestimac~ao e subestimac~ao de autovalores estimados da maneira con-
vencional. Muirhead (1987) apresenta tre^s metodos para corrigir autovalores
estimados a partir das matrizes de convaria^ncias amostral. Este autor alerta
que nem sempre essas correc~oes mante^m a ordem decrescente de valores e dessa
forma, e sugerido que se use regres~ao isoto^nica para ordenar esses dados.
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4.2 Correc~ao dos autovalores
Para corrigir o vies dos autovalores provenientes da matriz (GE)(GE)t ou
(GE)t(GE), onde (GE)(GE)t  Wg(e;), usa-se quaisquer dos tre^s metodos
apresentados por Muirhead (1987):
i) A correc~ao apresentada pelo primeiro metodo resulta um novo autovalor,
dado por:

(1)
k =
e2k

(1)
k
=
e2k
e  g + 1 + 22k
pX
k 6=k
1
2k   2k
(4.1)
ii) No segundo metodo, um autovalor e corrigido por:

(2)
k =
e2k

(2)
k
=
e2k
e  g   1 + 22k
pX
k 6=k
1
2k   2k
(4.2)
iii) E o terceiro metodo produz um autovalor, dado por:

(3)
k =
e2k
e+ g + 1  2k  
ec2k ln(e
2
k)
b+
pX
k=1
[ln(e2k)]
2
=
e2k(b+
pX
k=1
[ln(e2k)]
2   (e+ g + 1  2k)c ln(e2k))
(e+ g + 1  2k)(b+
pX
k=1
[ln(e2k)]
2)
(4.3)
=

(3)
k
dk
com b =
5; 8(g   2)2
(e+ g   1)2 , c =
6(g   2)
5(e+ g   1)2 ,

(3)
k = e
2
k(b+
pX
k=1
[ln(e2k)]
2   (e+ g + 1  2k)c ln(e2k))
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e dk = (e+ g + 1  2k)(b+
pX
k=1
[ln(e2k)]
2.
onde:

(l)
k : e a correc~ao do k-esimo autovalor da matiz (GE)(GE)
t (ou (GE)t(GE)),
pelo metodo l = 1; 2; 3;
g : e numero de genotipos do experimento;
e : e numero de ambientes do experimento;
2k : e o k-esimo autovalor da matriz (GE)(GE)
t (ou (GE)t(GE)), com
k = 1; 2; :::; p e onde p = minfg   1; e  1g;
Os autovalores obtidos pelas express~oes (4.1), (4.2) e (4.3), nem sempre
se apresentam na ordem: 1  2  :::  p. Para coloca-los em ordem
decrescente e necessario modicar os autovalores obtidos pelos metodos de
correc~ao, ja que os autovalores provenientes da DVS apresetam uma ordem
decrescente. Essa modicac~ao pode ser realizada por regress~ao isoto^nica como
denido por Robertson et al. (1988).
Lin & Perlman (1985) apresentam o procedimento de Stein, um algoritmo
para modicar autovalores obtidos pelos metodos de correc~ao (4.1), (4.2) e
(4.3), ordenando-os de forma decrescente.
Lista-se os produtos e2k (numerador das express~oes de correc~ao 4.1 e 4.2)
ou dk (denominador da express~ao de correc~ao 4.3) em uma coluna e em outra
coluna lista-se os valores do denominador de (4.1), 
(1)
k , ou os valores do deno-
minador de (4.2), 
(2)
k , ou ainda os valores do numerador da express~ao (4.3),

(3)
k :
e21 ou d1 
(1)
1 ou 
(2)
1 ou 
(3)
1
e22 ou d2 
(1)
2 ou 
(2)
2 ou 
(3)
2
...
...
...
...
...
e2p ou dp 
(1)
p ou 
(2)
p ou 
(3)
p
Passo 1 Fazendo todos k's positivos:
a) Inicia-se pelo nal da lista e procura-se para cima ate que se encontre
o primeiro par (e2k, k) com k negativo.
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b) Soma-se este par com o par imediatamente acima dele, substituindo-os
pelo par (e2k+e
2
k 1, k+k 1), para que na lista um par seja menor
do que o proximo.
c) Repete-se (a) e (b), para a nova lista ate que todos k sejam positivos.
Passo 2 Reordenando as raz~oes
e2k
k
de forma que estejam em ordem decres-
cente:
Lista-se as raz~oes
e2k
k
a direita de cada par (e2k, k) obtido no passo 1.
Um par (e2k, k), exceto o par no nal da lista, e chamado de par violado
se a raz~ao
e2k
k
n~ao foi maior do que a raz~ao
e2k+1
k+1
.
a) Inicia-se pelo nal da lista encontrada no passo 1 e procede-se para
cima ate o primeiro par violado ser encontrado.
b) Soma-se este par violado com o par imediatamente acima dele, substitui-
se esses dois pares e suas raz~oes pelo par (e2k + e
2
k+1, k + k+1) e
sua raz~ao
e2k + e
2
k+1
k + k+1
, formando uma nova lista de raz~oes.
c) Reinicia-se no par imediatamente apos o par trocado em (b) e procede-
se para cima ate o proximo par violado ser encontrado; ent~ao, repete-
se (b).
d) Repete-se (c) ate todas raz~oes
e2k
k
estarem em ordem decrescente.
Passo 3 Cada raz~ao no nal da lista e obtida por bloco acumulado de um ou
mais pares consecutivos (e2k, k) na lista original.
4.3 Ecie^ncia da correc~ao dos autovalores
As correc~oes sugeridas anteriormente devem ser avaliadas por algum pro-
cedimento estatstico. A estatstica PRESS (\Prediction Sum of Squares"),
proposta por Allen (1971), consiste em um criterio para escolha das variaveis
regressoras a serem includas no modelo. Especicamente, PRESS e a soma
de quadrado das diferencas entre um valor observado e um valor predito pelo
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modelo selecionado. Para os modelos AMMI, Cornelius et al. (1993) deniram
a estatstica PRESS como:
PRESS =
gX
i=1
eX
j=1
(yij   y^ij)2; (4.4)
em que:
yij : e a media de r repetic~ao do i-esimo genotipo localizado no j-esimo
ambiente.
y^ij : e a media predita pelo modelo selecionado para o i-esimo genotipo no
j-esimo ambiente.
Utilizando a estatstica PRESS, Cornelius et al. (1993) ajustaram um
valor para a medida RMSPD que faz uma comparac~ao aproximada com outros
RMSPDs provenientes de modelos ajustados por validac~ao cruzada. O ajuste
e feito por:
RMSPD(PRESS) =
s
PRESS
ge
+
(r   1)
r
QMEM
r
(4.5)
em que r e o numero de repetic~ao ou o numero de blocos em cada ambiente
do experimento.
Na maioria dos estudos, existe um grande interesse na comparac~ao do Erro
Medio Quadratico do modelo (QMEM(modelo)) selecionado, com o Erro Medio
Quadratico (QMEM) do experimento. Nachit et al. (1992) utilizaram essa
comparac~ao para encontrar uma aproximac~ao do numero de repetic~oes que
falta para o modelo AMMI completo apresentar uma performance igual ao
modelo AMMI selecionado, ou seja, indica o numero de repetic~oes que se ganha
ao analisar os dados com o modelo selecionado. Essa medida e obtida por:
RAMMI =
QMEM
r
QMEM(modelo)
: (4.6)
Ent~ao, para fazer uma estimativa do QMEM(modelo), Piepho (1994) sugere
a seguinte express~ao:
^QMEM(modelo) = (RMSPD(PRESS))
2   QMEM
r
(4.7)
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Este foi o procedimento utilizado no presente estudo para avaliar o ganho
em termos de numero de repetic~oes ao se fazer a correc~ao dos autovalores nos
modelos AMMI.
4.4 Exemplo
Considere os dados de um experimentos realizados em 34 pases. Foram uti-
lizados 20 genotipos de trigo sendo que um genotipo e do tipo \durum" e os
outros 19 s~ao do tipo \bread". Cada genotipo foi avaliado em 34 ambientes
com 4 blocos.
Na Tabela 4.1, apresenta-se a analise de varia^ncia conjunta bem como o
desdobramento da interac~ao genotipo  ambiente efetuada com os dados ob-
servados. Verica-se, ao nvel de 1% de signica^ncia, que o efeito de genotipos,
o efeito de ambientes e o efeito da interac~ao genotipo  ambiente s~ao signica-
tivos e suas somas de quadrados (SQ) correspondem a 1; 49%, 72; 7% e 9; 97%,
respectivamente, da soma de quadrados total.
Tabela 4.1: Analise de varia^ncia conjunta do Experimento com 20 genotipos avaliado em 34
ambientes com 4 blocos e decomposic~ao das somas de quadrados da interac~ao genotipo 
ambiente
Fonte de Variac~ao GL SQ QM F valor p
Blocos/ambiente 102 13.961.185,00 136.874,36 0,29 1,00
Ambiente (E) 33 4.333.925.428,00 131.331.073,58 217,34 < 0; 01
Genotipo (G) 19 89.066.441,00 4.687.707,42 4,95 < 0; 01
Interac~ao (GE) 627 594.108.485,00 947.541,44 1,97 < 0; 01
IPCA 1 51 179.059.116,00 3.510.963,06 7,31 < 0; 01
IPCA 2 49 91.403.060,00 1.865.368,57 3,88 < 0; 01
IPCA 3 47 78.977.904,00 1.680.380,94 3,50 < 0; 01
IPCA 4 45 53.975.744,00 1.199.460,98 2,50 < 0; 01
IPCA 5 43 34.225.218,00 795.935,30 1,66 < 0; 01
IPCA 6 41 27.621.529,60 673.695,84 1,40 0,04
IPCA 7 39 24.062.812,00 616.995,18 1,28 0,11
IPCA 8 37 23.218.126,00 627.516,92 1,31 0,10
IPCA 9 35 15.530.032,40 443.715,21 0,92 0,59
IPCA 10 33 14.201.897,60 430.360,53 0,90 0,64
IPCA 11 31 12.867.389,60 415.077,08 0,86 0,68
IPCA 12 29 10.048.801,60 346.510,40 0,72 0,86
IPCA 13 27 7.612.139,20 281.931,08 0,59 0,95
IPCA 14 25 5.691.899,60 227.675,98 0,47 0,99
IPCA 15 23 4.627.279,60 201.186,07 0,42 0,99
IPCA 16 21 4.282.728,00 203.939,43 0,42 0,99
IPCA 17 19 2.440.969,88 128.472,10 0,27 0,99
IPCA 18 17 2.308.250,76 135.779,46 0,28 0,99
IPCA 19 15 1.953.586,04 130.239,07 0,27 0,99
Resduo 1.938 930.547.529,00 480.158,68 - -
Total 2.719 5.961.609.068,00 - - -
Media (kg/ha) 3.990,80
CV (%) 14,90
Na mesma tabela, e feito um ajuste da interac~ao por decomposic~ao em
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valores singulares (DVS), aplicada a matriz de interac~ao genotipo  ambiente.
Assim na Tabela 4.1 e apresentada a analise de cada componente pelo teste
F, com os graus de liberdade ajustados pelo metodo de Gollob (1968). Nota-se,
ao nvel de 1% de signica^ncia que os cinco primeiros componentes s~ao signi-
cativos para o modelo, sendo que o primeiro componente retem 30; 13% da
SQGE, o segundo contem 15; 38%, 13; 29% e retido pelo terceiro componente,
9; 08% pelo quarto e 5; 76% pelo quinto componente. Esses cinco componentes
juntos represetam 73; 64% da SQGE, que e considerada como resposta padr~ao
presente na SQGE com 235 graus de liberdade (37% dos graus de liberdade
da interac~ao).
E possvel que estejam viesados os autovalores encontrados, pois foram ob-
tidos de maneira usual e de acordo com o que foi vericado por Araujo & Dias
(2005), autovalores obtidos de maneira usual podem apresentar vies. Nos mo-
delos AMMI, a retenc~ao de rudo por esses componentes indica que a estimativa
do modelo AMMI (como media) n~ao e perfeita (Gauch Jr, 1992).
Utilizando as sugest~oes de Muirhead (1987), obte^m-se os valores dos auto-
valores corrigidos (1), (2) e (3), obtidas pelas eq. (4.1), (4.2) e (4.3), respecti-
vamente, apresentados na Tabela 4.2. Percebe-se que os novos autovalores n~ao
satisfazem algumas condic~oes que deveriam ser respeitadas. A ordem decres-
cente dos valores n~ao e vericada para nenhum dos metodos de correc~ao. Os
valores de (1) e (2) apresentam outro problema que e fato de assumirem va-
lores negativos, sendo que estes n~ao podem assumir valores negativos pois s~ao
provenientes da soma de quadrados da interac~ao genotipo  ambiente. Para
superar esses problemas utiliza-se da regress~ao isoto^nica, mais propriamente o
algoritimo de Stein apresentado por Lin & Perlman (1985). Os valores (1),
(2) e (3) tambem s~ao apresentados na Tabela 4.2 e referem-se aos autova-
lores corrigidos por regress~ao isoto^nica de (1), (2) e (3), respectivamente.
A regress~ao isoto^nica mostrou-se muito ecaz para realizar os ajuste ne-
cessarios nos autovalores corrigidos. Verica-se ainda que
P19
k=1 
(1)
k equivale a
76% da SQGE e o restante da SQGE (24%) pode representar rudo detectado
pela correc~ao que estava presente na interac~ao. A soma total dos autovalores
corrigidos pelo metodo 2 e ajustados (
P19
k=1 
(2)
k ) e equivalente a 80% e 20%
representa um suposto o rudo excludo da SQGE pela correc~ao; e
P19
k=1 
(3)
k
representa 28% da SQGE, sendo que a correc~ao considerou 72% da interac~ao
genotipos  ambientes como sendo supostamente rudos, ou heterogeneidade
devido a genotipos e/ou ambientes (Snee, 1982).
Os metodos de correc~ao mostraram-se bastantes distintos quando se com-
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Tabela 4.2: Correc~ao dos autovalores da matriz (GE)(GE)t e os autovalores ajustados pela
regress~ao isoto^nica
2 (1) (1) (2) (2) (3) (3)
44.764.779,00 26.268.136,00 26.268.136,00 27.207.272,00 27.207.272,00 6.286.366,50 6.286.366,50
22.850.765,00 11.426.689,00 12.962.548,00 11.772.993,00 13.443.869,00 4.147.974,00 4.168.439,50
19.744.476,00 15.350.388,00 12.962.548,00 16.086.043,00 13.443.869,00 4.189.740,40 4.168.439,50
13.493.936,00 9.286.514,50 9.286.514,50 9.678.314,90 9.678.314,90 3.383.543,80 3.383.543,80
8.556.304,50 4.787.919,20 4.957.793,30 4.950.884,20 5.179.251,30 2.512.930,80 2.512.930,80
6.905.382,40 3.759.430,20 4.957.793,30 3.883.808,10 5.179.251,30 2.305.817,10 2.330.966,40
6.015.703,00 2.391.437,20 4.957.793,30 2.448.698,20 5.179.251,30 2.260.432,40 2.330.966,40
5.804.531,50 -9.118.598,00 4.957.793,30 -8.347.242,00 5.179.251,30 2.432.846,10 2.330.966,40
3.882.508,10 2.142.554,10 3.602.683,10 2.214.438,40 3.831.408,40 1.847.233,70 1.876.806,40
3.550.474,40 3.884.208,80 3.602.683,10 4.151.360,30 3.831.408,40 1.883.214,10 1.876.806,40
3.216.847,40 13.991.748,00 3.602.683,10 18.802.428,00 3.831.408,40 1.903.167,50 1.876.806,40
2.512.200,40 4.050.462,30 3.602.683,10 4.474.868,40 3.831.408,40 1.667.989,70 1.667.989,70
1.903.034,80 2.732.130,30 2.732.130,30 2.984.144,90 2.984.144,90 1.420.000,30 1.420.000,30
1.422.974,90 1.710.600,20 2.419.297,40 1.840.767,30 2.739.715,80 1.195.173,10 1.195.173,10
1.156.819,90 1.125.535,60 2.419.297,40 1.193.863,70 2.739.715,80 1.093.842,40 1.116.427,80
1.070.682,00 -3.052.528,00 2.419.297,40 -2.614.122,00 2.739.715,80 1.140.977,10 1.116.427,80
610.242,47 402.691,41 2.349.044,50 418.953,91 2.739.715,80 744.352,27 772.206,06
577.062,69 -1.219.441,00 2.349.044,50 -1.084.618,00 2.739.715,80 802.991,83 772.206,06
488.396,51 -1.485.228,00 2.349.044,50 -1.259.859,00 2.739.715,80 784.362,66 772.206,06
148.527.121,0a 112.758.807,0a 119.238.403,0a 41.975.675,0a
0,76b 0,80b 0,28b
a: Total da coluna; b:
P19
k=1 
()
kP19
k=1
2
k
para as taxas de correc~ao. O metodo 3 mostrou-se bastante rigoroso e apre-
sentou as maiores taxas de correc~oes, ou seja, antes de aplicar o teste F para
os componentes. A correc~ao descartou grande parte da SQGE (28%), con-
siderando essa parte que foi descartada como rudo. O metodo 2 foi o que
se mostrou menos rigoroso e apresentou as menores taxas de correc~oes, sendo
que este metodo considerou 80% da SQGE. Ja o metodo 1 mostrou-se inter-
mediario aos metodos 2 e 3, mas apresentou resultados proximos do metodo
2.
Na Tabela 4.3 apresenta-se a analise de cada componente pelo teste F, com
os graus de liberdade ajustados pelo metodo de Gollob (1968), para os au-
tovalores corrigidos pelo metodo 1 (eq. (4.1)). Considerando um nvel de
signica^ncia de 1%, tem-se que os quatros primeiros componentes s~ao signi-
cativos, sendo que o primeiro, o segundo, o terceiro e o quarto componente
retem, respectivamente, 23; 30%, 11; 50%, 11; 50% e 8; 24% da SQGE. Os
quatros componentes representam 54; 52% da SQGE, com 192 graus de liber-
dade, correspondente a 30,62 % dos graus de liberdade da interac~ao, enquanto
os outros 45; 48% da SQGE s~ao supostamente rudos presente nos dados, des-
cartados conjuntamente pelo teste F de Gollob e pelo metodo de correc~ao 1.
A Tabela 4.4 apresenta a analise de cada valor singular pelo teste F, com os
graus de liberdade ajustados pelo metodo de Gollob (1968), para os autovalores
corrigidos pelo metodo 2 (eq. (4.2)). Considerando um nvel de signica^ncia
de 1%, tem-se que os quatro primeiros componentes s~ao signicativos, sendo
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Tabela 4.3: Analise do Teste F para os valores singulares corrigidos pelo metodo 1
GL SQ (
(1)
k ) QM F valor p
1 51 26.268.136,00 515.061,49 4,29 < 0; 01
2 49 12.962.548,00 264.541,80 2,20 < 0; 01
3 47 12.962.548,00 275.798,89 2,30 < 0; 01
4 45 9.286.514,50 206.366,99 1,72 < 0; 01
5 43 4.957.793,30 115.297,52 0,96 0,54
6 41 4.957.793,30 120.921,79 1,01 0,46
7 39 4.957.793,30 127.122,91 1,06 0,37
8 37 4.957.793,30 133.994,41 1,12 0,29
9 35 3.602.683,10 102.933,80 0,86 0,70
10 33 3.602.683,10 109.172,22 0,91 0,61
11 31 3.602.683,10 116.215,58 0,97 0,51
12 29 3.602.683,10 124.230,45 1,03 0,41
13 27 2.732.130,30 101.190,01 0,84 0,69
14 25 2.419.297,40 96.771,90 0,81 0,73
15 23 2.419.297,40 105.186,84 0,88 0,63
16 21 2.419.297,40 115.204,64 0,96 0,51
17 19 2.349.044,50 123.633,92 1,03 0,42
18 17 2.349.044,50 138.179,09 1,15 0,29
19 15 2.349.044,50 156.602,97 1,30 0,19
que o primeiro, o segundo, o terceiro e o quarto componente rete^m, respecti-
vamente, 24; 13%, 11; 92%, 11; 92% e 8:58% da SQGE. A uni~ao dos quatros
componentes representam 56; 56% da SQGE, com 192 graus de liberdade, que
representam 30,62% do graus de liberdade da interac~ao. Os outros 43; 44% da
SQGE s~ao supostamente rudos presente nos dados, descartados pelo teste F
de Gollob e pelo metodo de correc~ao 2.
Tabela 4.4: Analise do Teste F para os valores singulares corrigidos pelo metodo 2
GL SQ (
(2)
k ) QM F valor p
1 51 27.207.272,00 533.475,92 4,44 < 0; 01
2 49 13.443.869,00 274.364,67 2,29 < 0; 01
3 47 13.443.869,00 286.039,77 2,38 < 0; 01
4 45 9.678.314,90 215.073,66 1,79 < 0; 01
5 43 5.179.251,30 120.447,70 1,00 0,46
6 41 5.179.251,30 126.323,20 1,05 0,38
7 39 5.179.251,30 132.801,32 1,11 0,30
8 37 5.179.251,30 139.979,76 1,17 0,22
9 35 3.831.408,40 109.468,81 0,91 0,61
10 33 3.831.408,40 116.103,28 0,97 0,52
11 31 3.831.408,40 123.593,82 1,03 0,42
12 29 3.831.408,40 132.117,53 1,10 0,32
13 27 2.984.144,90 110.523,89 0,92 0,58
14 25 2.739.715,80 109.588,63 0,91 0,58
15 23 2.739.715,80 119.118,08 0,99 0,47
16 21 2.739.715,80 130.462,66 1,09 0,35
17 19 2.739.715,80 144.195,57 1,20 0,24
18 17 2.739.715,80 161.159,75 1,34 0,15
19 15 2.739.715,80 182.647,72 1,52 0,08
Na Tabela 4.5 apresenta-se a analise de cada valor singular pelo teste F,
com os graus de liberdade ajustados pelo metodo de Gollob (1968), para os
autovalores corrigidos pelo metodo 3 (eq. (4.3)). Considerando um nvel de
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signica^ncia de 1%, tem-se que todos valores singulares s~ao n~ao signicativos,
assim, o metodo 3 e o teste F de Gollob sup~oe que toda interac~ao genotipo 
ambiente e composta por rudos. Logo, o modelo meramente aditivo seria o
melhor para analisar os dados.
Tabela 4.5: Analise do Teste F para os valores singulares corrigidos pelo metodo 3
GL SQ (
(3)
k ) QM F valor p
1 51 6.286.366,50 123.262,09 1,03 0,42
2 49 4.168.439,50 85.070,19 0,71 0,93
3 47 168.439,50 3.583,82 0,03 1,00
4 45 383.543,80 8.523,20 0,07 1,00
5 43 512.930,80 11.928,62 0,10 1,00
6 41 330.966,40 8.072,35 0,07 1,00
7 39 330.966,40 8.486,32 0,07 1,00
8 37 330.966,40 8.945,04 0,07 1,00
9 35 876.806,40 25.051,61 0,21 1,00
10 33 876.806,40 26.569,89 0,22 1,00
11 31 876.806,40 28.284,08 0,24 1,00
12 29 667.989,70 23.034,13 0,19 1,00
13 27 420.000,30 15.555,57 0,13 1,00
14 25 195.173,10 7.806,92 0,07 1,00
15 23 116.427,80 5.062,08 0,04 1,00
16 21 116.427,80 5.544,18 0,05 1,00
17 19 72.206,06 3.800,32 0,03 1,00
18 17 72.206,06 4.247,42 0,04 1,00
19 15 72.206,06 4.813,74 0,04 1,00
Nota-se que, quando aplicou-se o metodo de Gollob (1968) com os metodos
de correc~ao dos autovalores, houve uma reduc~ao no numero de componentes
retidos no modelo.
A medida RMSPDPRESS reete os desvios das predic~oes do modelo AMMI
para cada combinac~ao de genotipos e ambientes, assim, a prefere^ncia deve
recair sobre o modelo cuja diferenca preditiva seja menor. Pelos valores da
RMSPDPRESS obtidos para cada metodo de correc~ao, verica-se que a menor
medida RMSPDPRESS foi obtida para o modelo ajustado para os autovalores
corrigidos pelo metodo 2, mas cou muito proximo da medida obtida quando
se utilizou o metodo 1 para corrigir os mesmos autovalores. Ao utilizar o
metodo 3 e ajustar o modelo AMMI, vericou-se o maior valor para a medida
RMSPDPRESS.
Tabela 4.6: RMSPDPRESS e RAMMI para o melhor modelo AMMI selecionado apos a correc~ao
dos autovalores pelos metodos 1, 2 e 3
RMSPDPRESS RAMMI
metodo 1 409,16 2,53
metodo 2 408,06 2,58
metodo 3 555,38 0,64
De acordo com interpretac~ao dada por Nachit et al. (1992), a medida
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RAMMI indica uma aproximac~ao para o numero de repetic~oes que falta para o
modelo AMMI completo apresentar uma performance igual ao modelo AMMI
selecionado, ou seja, a medida RAMMI indica o numero de repetic~oes que se
ganha ao analisar os dados com o modelo selecionado. Na Tabela 4.6 tambem
encontra-se o ganho em termos do numero de repetic~oes ao se fazer a correc~ao
dos autovalores dos modelos AMMI. Vericou-se, assim, que os metodos 1 e 2
se mostraram-se melhores, fornecendo um benefcio de repetic~oes proximo de
tre^s. Ja o metodo de correc~ao 3 e o que apresentou o menor ganho em numero
de repetic~oes, aproximadamente uma repetic~ao.
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5.1 Introduc~ao
Na realizac~ao de um experimento, quando o mesmo grupo de genotipos e
avaliado em diferentes ambientes, geralmente ocorre, de o ambiente alterar
diferentemente o mesmo carater em diferentes genotipos, ou seja, pode ocorrer
uma interac~ao entre fatores. Assim, a interac~ao entre genotipos e ambientes
(genotipos  ambientes) e resultante da resposta diferencial de cada genotipo
a variac~ao ambiental.
A presenca da interac~ao e essencial para a ecie^ncia do processo podendo
afetar positiva ou negativamente a sua nalizac~ao. O problema resulta da
decie^ncia dos genotipos manterem um padr~ao consistente de desempenho nos
ambientes. Logo, a interac~ao n~ao e apenas um problema, mas tambem uma
oportunidade a ser aproveitada.
Os melhoristas de plantas compreendem que a interac~ao genotipos  ambi-
entes e de suma importa^ncia para a obtenc~ao de variedades superiores. Entre-
tanto, ha a necessidade de entender a contribuic~ao de cada genotipo e ambiente
para a interac~ao, uma vez que as avaliac~oes do comportamento diferencial dos
genotipos em func~ao da diversidade ambiental, pode ocasionar mudancas na
posic~ao relativa dos genotipos como por exemplo, a produtividade, ou ate
mesmo na magnitude das suas diferencas.
A proposta de um teste F como foco de analise neste captulo, deve-se a
importa^ncia por parte dos melhoristas em conhecer a contribuic~ao de cada
genotipo e ambiente para a interac~ao, contribuindo para a selec~ao de bons
genotipos e ambientes nos seus estudos.
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5.2 Contribuic~ao para a interac~ao (Teste MLPT)
Seja a matriz de interac~ao GE(ge) = ( bgeij) dada da seguinte forma:
GE(ge) =
0BBBB@
bge11    bge1ebge21    bge2ebge31    bge3e
        bgeg1    bgege
1CCCCA
Como o objetivo e vericar a contribuic~ao de cada genotipo e ambiente para
a interac~ao GE, as hipoteses testadas s~ao:
i) H01: o i-esimo genotipo n~ao contribui para a interac~ao GE, para todo
i = 1; : : : ; g
Ha1: o i-esimo genotipo contribui para a interac~ao GE, para algum
i = 1; : : : ; g
A soma de quadrados devido ao efeito de genotipo da matriz de interac~ao
GE e obtida por:
SQGi(GE) =
eX
j=1
( bgeij)2 (i = 1; 2; : : : ; g); com (g   1)(e  1)g graus de liberdade,
e o quadrado medio correspondente e obtido dividindo-se cada soma de qua-
drados pelos respectivos graus de liberdade, ou seja:
QMGi(GE) =
SQGi(GE)
(g   1)(e  1)
g
=
g(SQGi(GE))
(g   1)(e  1) ; i = 1; : : : ; g:
Observa-se que a SQG1(GE)+   +SQGi(GE) = SQGE, com (g 1)(e 1)
graus de liberdade.
Tem-se que a soma de quadrados devido ao efeito de genotipo dividido pelos
respectivos graus de liberdade, segue distribuic~ao qui-quadrado n~ao-central
com para^metro de n~ao-centralidade 1, ou seja:
SQGi(GE)
(g   1)(e  1)
g
 2(1)
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com [(g   1)(e  1)]=g graus de liberdade em que 1 =
Pe
j=1( bgeij)2
2
Assim, verica-se que:
F (Gi(G E)) =
QMGi(GE)
QMRes
 F([(g 1)(e 1)]=g;(ge 1)(r 1)) para todo i sob H01.
Pois sob a hipotese H0 : 1 = 0 versus Ha : 1 > 0, que e equivalente
a hipotese H01 versus Ha1, a estatstica F (Gi(G  E)) tem distribuic~ao F
central com [(g   1)(e  1)]=g e (ge  1)(r   1) graus de liberdade.
Ao nvel  de signica^ncia, rejeita-se H0 ou H01 quando,
F (Gi(G E)) =
QMGi(GE)
QMRes
 F(;[(g 1)(e 1)]=g;(ge 1)(r 1)) para i = 1; : : : ; g.
Atraves do teste F , aplicado a ANOVA, levando em considerac~ao a de-
composic~ao dos (g   1)(e   1) graus de liberdade da interac~ao GE com
[(g   1)(e   1)]=g graus de liberdade para os genotipos, resulta na Tabela
5.1:
Tabela 5.1: Esquema da ANOVA com teste F para obtenc~ao de genotipos que contribuem
signicativamente para a interac~ao GE
Fonte de Variac~ao GL SQ QM F
B d. E (r   1) SQBd:E QMBd:E
G (g   1) SQG QMG
E (e  1) SQE QME
GE (g   1)(e  1) SQGE QMGE
G1(G E) (g   1)(e  1)
g
SQG1(GE) QMG1(GE)
QMG1(GE)
QMRes
. . . . . . . . . : : : . . .
Gg(G E) (g   1)(e  1)
g
SQGg(GE) QMGg(GE)
QMGg(GE)
QMRes
Resduo (ge  1)(r   1) SQRes QMRes
Total ger   1 SQTotal
Gi(G E): e o efeito do i-esimo genotipo dentro da interac~ao, com i = 1; : : : ; g.
ii) H02: o j-esimo ambiente n~ao contribui para a interac~ao GE, para todo
j = 1; : : : ; e
Ha2: o j-esimo ambiente contribui para a interac~ao GE, para algum
j = 1; : : : ; e
A soma de quadrados devido ao efeito de ambiente da matriz de interac~ao
GE e obtida por:
SQEj(GE) =
gX
i=1
( bgeij)2 (j = 1; 2; : : : ; e); com (g   1)(e  1)e graus de liberdade,
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e o quadrado medio correspondente e obtido dividindo-se cada soma de qua-
drados pelos respectivos graus de liberdade, ou seja:
QMEj(GE) =
SQEj(GE)
(g   1)(e  1)
e
=
e(SQEj(GE))
(g   1)(e  1) ; j = 1; : : : ; e:
Observa-se que a SQE1(GE)+   +SQEj(GE) = SQGE, com (g 1)(e 1)
graus de liberdade.
Tem-se que a soma de quadrados devido ao efeito de ambiente dividido pelos
respectivos graus de liberdade, segue distribuic~ao qui-quadrado n~ao-central
com para^metro de n~ao-centralidade 2, ou seja:
SQEj(GE)
(g   1)(e  1)
e
 2(2)
com [(g   1)(e  1)]=e graus de liberdade em que 2 =
Pg
i=1( bgeij)2
2
Assim verica-se que:
F (Ej(G E)) =
QMEj(GE)
QMRes
 F([(g 1)(e 1)]=e;(ge 1)(r 1)) para todo j sob H02.
Pois sob a hipotese H0 : 2 = 0 versus Ha : 2 > 0, que e equivalente
a hipotese H02 versus Ha2, a estatstica F (Ej(G  E)) tem distribuic~ao F
central com [(g   1)(e  1)]=e e (ge  1)(r   1) graus de liberdade.
Ao nvel  de signica^ncia, rejeita-se H0 ou H02 quando,
F (Ej(G E)) =
QMEj(GE)
QMRes
 F(;[(g 1)(e 1)]=e;(ge 1)(r 1)) para j = 1; : : : ; e.
Atraves do teste F , aplicado a ANOVA, levando em considerac~ao a de-
composic~ao dos (g   1)(e   1) graus de liberdade da interac~ao GE com
[(g   1)(e   1)]=e graus de liberdade para os ambientes, resulta no seguinte
esquema:
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Tabela 5.2: Esquema da ANOVA com teste F para obtenc~ao de ambientes que contribuem
signicativamente para a interac~ao GE
Fonte de variac~ao GL SQ QM F
B d. E e(r   1) SQB d: E QMB d: E
G (g   1) SQG QMG
E (e  1) SQE QME
GE (g   1)(e  1) SQGE QMGE
E1(G E) (g   1)(e  1)
e
SQE1(GE) QME1(GE)
QME1(GE)
QMRes
. . . . . . . . . : : : . . .
Ee(G E) (g   1)(e  1)
e
SQEe(GE) QMEe(GE)
QMEe(GE)
QMRes
Resduo e(g   1)(r   1) SQRes QMRes
Total ger   1 SQTotal
Ej(G E): e o efeito do j-esimo ambiente para a interac~ao, com j = 1; : : : ; e.
A proposta dos graus de liberdade igualitarios para genotipos e ambientes,
vai de encontro a proposta de Gauch Jr (1992) para obtenc~ao dos graus de
liberdade dos componentes multiplicativos de um modelo AMMI.
5.3 Exemplo
Considere os dados obtidos pelo CIMMYT (Centro Internacional de Mejora-
miento de Maiz y Trigo) em experimentos realizados em varios pases. Foram
utilizados genotipos de milho e trigo sendo que em todos os experimentos
utilizou-se o delineamento aleatorizado em blocos. Cada conjunto tem a se-
guinte descric~ao:
Conjunto 1: 20 genotipos de trigo, sendo que um genotipo e do tipo trigo
\durum" e os outros 19 s~ao do tipo trigo \bread". Cada genotipo foi
avaliado em 34 ambientes com 4 blocos;
Conjunto 2: 9 genotipos de milho avaliados em 20 ambientes com 4 blocos.
A Tabela 5.3 corresponde a ANOVA efetuada com o Conjunto 1.
Atraves do teste F , aplicado a ANOVA, levando em considerac~ao a decom-
posic~ao dos (g   1)(e   1) = (20   1)(34   1) = 627 graus de liberdade da
interac~ao GE com [(g   1)(e   1)]=g = [(20   1)(34   1)]=20 = 31; 35 graus
de liberdade para os genotipos, resulta na Tabela 5.4:
Nota-se que somente os genotipos 3, 4, 6 e 15 s~ao n~ao signicativos ao
nvel de 5% de signica^ncia, ou seja, tais genotipos n~ao contribuem signica-
tivamente para a interac~ao genotipos  ambientes. Os demais genotipos s~ao
signicativos e contribuem mais para a interac~ao. Sendo assim, tais genotipos
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Tabela 5.3: ANOVA do Conjunto 1 com 20 genotipos de trigo avaliados em 34 ambientes com
4 blocos
Fonte de Variac~ao GL SQ QM F valor-p
B d. E 102 257862519 2528064 7,14 <0,0001
G 19 89066441 4687707 13,23 <0,0001
E 33 4333925428 131331074 370,67 <0,0001
GE 627 594108485 947541 2,67 <0,0001
Resduo 1938 686646195 354307
Total 2719 5961609068
Tabela 5.4: Teste F , aplicado ao Conjunto 1, para obtenc~ao de genotipos que contribuem
signicativamente para a interac~ao GE
Fonte de Variac~ao GL SQ QM F valor-p
G1(G E) 31,35 38419779 1225511,30 3,4589006 <0,0001
G2(G E) 31,35 18000775 574187,39 1,6205947 0,0164
G3(G E) 31,35 15051875 480123,62 1,3551077 0,0910
G4(G E) 31,35 13438384 428656,59 1,2098465 0,1970
G5(G E) 31,35 26944156 859462,70 2,4257598 <0,0001
G6(G E) 31,35 15771832 503088,74 1,4199248 0,0619
G7(G E) 31,35 34115953 1088228,20 3,0714306 <0,0001
G8(G E) 31,35 26152950 834224,88 2,3545282 <0,0001
G9(G E) 31,35 18638713 594536,31 1,6780278 0,0109
G10(G E) 31,35 27052040 862903,98 2,4354725 <0,0001
G11(G E) 31,35 18457831 588766,55 1,6617431 0,0122
G12(G E) 31,35 38927562 1241708,50 3,5046158 <0,0001
G13(G E) 31,35 20045716 639416,78 1,8046990 0,0042
G14(G E) 31,35 38666042 1233366,60 3,4810713 <0,0001
G15(G E) 31,35 13098543 417816,37 1,1792509 0,2278
G16(G E) 31,35 34294875 1093935,40 3,0875388 <0,0001
G17(G E) 31,35 41353606 1319094,30 3,7230305 <0,0001
G18(G E) 31,35 20927058 667529,76 1,8840455 0,0022
G19(G E) 31,35 37625900 1200188,20 3,3874282 <0,0001
G20(G E) 31,35 97124895 3098082,80 8,7440729 <0,0001
podem ser descartados pelos melhoristas, uma vez que apresentam respostas
heteroge^neas quanto aos ambientes.
Quanto aos ambientes, observa-se que os ambientes 2, 3, 8, 11, 13, 17, 21,
28, 30 e 31 s~ao os que n~ao contribuem para a interac~ao genotipos  ambientes,
sendo esses ambientes que podem ser escolhidos pelos melhoristas por serem
ambientes de resposta homoge^nea aos genotipos para essa variavel. Os demais
ambientes contribuem signicativamente, ao nvel de 5% de signica^ncia, para
a interac~ao.
A Tabela 5.5 corresponde a ANOVA efetuada com o Conjunto 2.
Atraves do teste F , aplicado a ANOVA, levando em considerac~ao a decom-
posic~ao dos (g   1)(e   1) = (9   1)(20   1) = 152 graus de liberdade da
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Tabela 5.5: ANOVA do Conjunto 2 com 9 genotipos de milho avaliados em 20 ambientes com
4 blocos
Fonte de Variac~ao GL SQ QM F valor-p
B d. E 60 118813053,8 1980217,6 3,28 <0,0001
G 8 79828574,7 9978571,8 16,55 <0,0001
E 19 989593771,8 52083882,7 86,40 <0,0001
GE 152 249704161,7 1642790,5 2,73 <0,0001
Resduo 480 289366499,0 602847,0
Total 719 1727306061,0
interac~ao GE com [(g   1)(e  1)]=g = [(9  1)(20  1)]=9  16; 89 graus de
liberdade para os genotipos, resulta na Tabela 5.6:
Tabela 5.6: Teste F , aplicado ao Conjunto 2, para obtenc~ao de genotipos que contribuem
signicativamente para a interac~ao GE
Fonte de Variac~ao GL SQ QM F valor-p
G1(G E) 16,89 35147999 2081131,50 3,4521727 <0,0001
G2(G E) 16,89 17268730 1022490,60 1,6961034 0,0405
G3(G E) 16,89 10872797 643784,06 1,0679064 0,3829
G4(G E) 16,89 42526664 2518026,20 4,1768918 <0,0001
G5(G E) 16,89 26242317 1553821,40 2,5774728 0,0006
G6(G E) 16,89 15653251 926837,25 1,5374339 0,0779
G7(G E) 16,89 22544078 1334846,70 2,2142384 0,0037
G8(G E) 16,89 53853715 3188706,80 5,2894142 <0,0001
G9(G E) 16,89 25594611 1515470,40 2,5138562 0,0008
Tem-se para o Conjunto 2 que somente os genotipos 3 e 6 s~ao n~ao signi-
cativos ao nvel de 5% de signica^ncia, sendo assim, os demais genotipos s~ao
os que contribuem mais para a interac~ao genotipos  ambientes.
Quanto aos ambientes, observa-se que os ambientes 2, 4, 5, 6, 7, 9, 10, 14,
16, 17 e 20 s~ao os que n~ao contribuem para a interac~ao genotipos  ambientes,
enquanto que os demais ambientes contribuem signicativamente, ao nvel de
5% de signica^ncia, para a interac~ao.
78
Captulo 6
Introduc~ao aos metodos de imputac~ao
6.1 Introduc~ao
Os metodos de imputac~ao, tambem conhecidos como metodos de substi-
tuic~ao, foram criados com a nalidade de resolver os problemas ocorridos em
experimentos, cuja unidade observacional n~ao fornece resposta em alguma ou
algumas das variaveis devido a alguns fatores que surgem durante a realizac~ao
da pesquisa. Estas unidades passaram a ser conhecidas como dados ausentes
ou faltantes, cuja existe^ncia pode interferir nos resultados da pesquisa, produ-
zindo respostas n~ao conaveis.
Os fatores causadores deste problema variam conforme a area de conheci-
mento. Em analise de series temporais a falta de alguma informac~ao, pode
ocorrer devido a ause^ncia de valores de precipitac~ao em series historicas. Em
uma instituic~ao nanceira, unidades ausentes podem ser causadas devido a re-
cusa de clientes para fornecer informac~ao sobre a variavel quantidade de meses
de conta corrente, pois o seu preenchimento n~ao e obrigatorio. Em pesqui-
sas clnicas, este problema ocorre, quando nem todos os exames exigidos s~ao
realizados pelos pacientes. Em experimentos agrcolas, a falta de resposta po-
dem ocorrer porque os animais morrem ou porque as plantas est~ao danicadas
(Krzanowski, 1988).
Este problema tambem tem se tornado presente em estudos de melhora-
mento genetico, em que a falta de genotipos em alguns ambientes geram ma-
trizes incompletas e, consequentemente, dicultam o uso de tecnicas multiva-
riadas, pois exigem para sua aplicac~ao uma matriz de dados completa.
De forma geral, os metodos de imputac~ao se baseiam na estimac~ao de uni-
dades ausentes, utilizando algum metodo estatstico conforme o mecanismo
que gerou a falta (ause^ncia totalmente aleatoria-Missing complete et Random-
MCA, ause^ncia aleatoria-Missing at Random-MAR e ause^ncia n~ao aleatoria-
79
Captulo 6. Introduc~ao aos metodos de imputac~ao
Missing Not at Random-MNAR). Esta estatstica nos fornecera um ou mais
valores, os quais ser~ao candidatos a substiturem as unidades que n~ao fornece-
ram resposta, produzindo um vetor ou uma matriz de dados completa.
Os metodos de imputac~ao foram introduzidos por Rubin (1976). A princpio,
a ideia fundamentou-se em estimar os valores ausentes uma unica vez para cada
valor ausente, o qual cou conhecido como imputac~ao simples. Porem, foi
vericado que tais tecnicas produziam estimativas desviadas dos verdadeiros
valores (valores que poderiam ter ocorrido se as unidades tivessem fornecido
respostas).
Visando obter estimativas mais proximas do valor real, Rubin (1987) de-
senvolveu metodos que forneceram estimativas com menos vies comparado
com os metodos simples. Estes metodos caram conhecidos como imputac~ao
multipla, pois os valores ausentes eram estimados pela junc~ao de varias estima-
tivas geradas a partir das unidades observadas. Com o avanco da tecnologia,
tais metodos foram ganhando espaco nas pesquisas. Os metodos de simulac~ao
bayesiana foram criados e, posteriormente, utilizados para a resoluc~ao de uni-
dades ausentes. Em seguida, novos metodos foram surgindo e outros s~ao con-
tinuamente estudados nos dias atuais.
Metodos que n~ao exigem suposic~ao sobre a distribuic~ao ou estrutura dos da-
dos, tambem foram desenvolvidos como, por exemplo, o metodo de imputac~ao
multipla livre de distribuic~ao, o qual utiliza a tecnica de decomposic~ao por
valor singular. Detalhes podem ser visto em Bergamo et al. (2008), Arciniegas-
Alarcon e Dias (2009).
Este captulo apresentara, de forma introdutoria, os conceitos de alguns
metodos de imputac~ao, focalizando no metodo de imputac~ao multipla com
enfoque bayesiano, com aplicac~ao em problemas de dados faltantes em estudos
de melhoramento Genetico. Visto que, a ideia base e direcionar os leitores
ao uso das ferramentas fornecidas pelo software SAS com o surgimento deste
problema em suas pesquisas.
6.2 Padr~oes de dados ausentes
Os padr~oes de dados ausentes s~ao importantes para identicar a forma com
que as unidades ausentes est~ao distribudas em um vetor ou matriz de dados,
descrevendo a localizac~ao dos mesmos (Enders, 2010). Esta localizac~ao pode
ser expressa de varias maneiras.
 Padr~ao univariado (Univariate Pattern): apresenta uma falta de dados
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isoladamente em uma variavel, o que e comum em estudos experimentais.
 Padr~ao de n~ao-resposta (Unit Nonresponse Pattern): frequentemente
ocorre em pesquisas realizadas por meio de questionarios como o censo,
pesquisas domiciliares, em que alguns tens s~ao respondidos pelos in-
divduos e outros s~ao recusados, assim item sem resposta e considerado
como unidade ausente.
 Padr~ao monotono (Monotone Pattern): geralmente ocorre em pesqui-
sas clnicas, em que os indivduos participantes da pesquisa em algum
momento n~ao podem continuar no estudo devido a alguns fatores, por
exemplo, reac~ao de alguma droga em analise. Este tipo de padr~ao de
dados em falta e caracterstico de experimentos longitudinais, sendo as
variaveis medidas ao longo do tempo.
 Padr~ao geral (General Pattern): padr~ao conhecido como arbitrario que
consiste numa dispers~ao de unidades ausentes por toda a matriz de dados.
Aparentemente e aleatorio, porem pode existir uma relac~ao entre a falta
de valores de uma variavel e a tende^ncia da falta de dados referente a
outra variavel medida.
Considerando uma matriz de dados com 4 variaveis em estudos, os padr~oes
supracitados tem as caractersticas mostradas na gura 6.1. As areas sombre-
adas representam a localizac~ao dos valores em falta no conjunto de dados.
Figura 6.1: Alguns padr~oes de comportamento de dados ausentes: (a) Padr~ao univariado, (b)
Padr~ao de n~ao resposta, (c) Padr~ao monotono e (d) Padr~ao geral
81
Captulo 6. Introduc~ao aos metodos de imputac~ao
6.3 Distribuic~ao dos dados ausentes-Teoria de Rubin
A teoria de Rubin consiste em dividir a matriz de dados em dois subcon-
juntos, um contendo apenas os valores observados Yobs e outro contendo os
valores que n~ao foram observados (Yaus ). Desta forma podemos representar
a matriz de dados da seguinte maneira,
Ycom = (Yobs;Yaus)
assim, uma matriz de dados retangular (n p) em que as linhas s~ao represen-
tadas pelos amostra aleatoria de indivduos (i = 1; 2; :::; n), de alguma distri-
buic~ao de probabilidade multivariada p-dimensional, e as colunas representam
as p variaveis (j = 1; 2; :::; p), em que, os valores das variaveis para o i -esimo
indivduo podem ser agrupadas em um vetor Yi = (Yi1; Yi2; :::; Yip)
T .
Considerando uma variavel da matriz de dados multivariada p-dimensional
observa-se que,
Yi1 = fY11; Y21; :::; Yn1g = fY11; Y21; Yr1; Yr+1:::; Yn1g
sendo Yobs = fY11; Y21; Yr1g que corresponde aos valores que foram observados
e Yaus = fYr1+1:::; Yn1g refere-se aos valores ausentes da variavel. Observa-se
ainda que, o conjunto de dados contem r valores observados e m = n   r
valores ausentes. Sendo assim, o autor cria uma variavel indicadora R, com o
objetivo de estudar o comportamento dos dados ausentes, a qual fornece uma
distribuic~ao de probabilidade da falta completa, ou seja, uma distribuic~ao de
probabilidade indicando se Ri assume o valor 0 se o indivduo n~ao apresentar
resultado sobre a variavel em estudo, caso contrario assumira o valor 1.
R =

1; se Yij e observado;
0; se Yij e n~ao observado.
Tal distribuic~ao, depende da forma com que os dados ausentes se distribuem
ao longo da matriz de dados, sendo de suma importa^ncia quando se pretende
vericar a causa da falta dos dados ausentes.
6.4 Mecanismos que levam a falta de dados
Os mecanismos de dados ausentes consistem em vericar as relac~oes exis-
tentes entre os valores perdidos e a probabilidade de ause^ncia, informando o
que a gerou (Enders, 2006). Estes mecanismos s~ao classicados como:
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 Ause^ncia totalmente aleatoria: a ause^ncia ocorre de forma totalmente
aleatoria se a probabilidade da falta de dados sobre a variavel Y n~ao esta
relacionada com alguma outra variavel medida e, n~ao tem relac~ao com
os valores de Y. Este mecanismo e representado por MCAR (Missing
completely at Random) e a distribuic~ao da falta completa contem um
para^metro  que e importante para expressar a probabilidade de que R
assuma um valor 0 ou 1. Neste mecanismo, a falta completa n~ao esta
relacionada com os dados, assim esta distribuic~ao pode ser expressa por
p(R j ).
 Ause^ncia de forma aleatoria: a ause^ncia de dados ocorre de forma
aleatoria se a probabilidade de uma variavel ausente depende das in-
formac~oes disponveis na matriz de dados que contem as variaveis me-
didas, porem, em muitas situac~oes experimentais esta ause^ncia n~ao e
completamente aleatoria. Este mecanismo e conhecido na literatura por
Missing at Random representado por MAR. Sua distribuic~ao indica que
a probabilidade da falta completa (R) depende da proporc~ao de dados
observados por meio de algum para^metro , que relaciona Y e R. A
distribuic~ao pode ser expressa como p(R j Yobs;)
 Ause^ncia n~ao aleatoria: em algumas situac~oes experimentais, a causa
da ause^ncia depende de algumas informac~oes que n~ao foram observadas
ou da variavel em si. Neste caso, a falta e considerada n~ao aleatoria, sendo
conhecida como Missing Not at Random e representado por MNAR. A
distribuic~ao de dados em falta, indica a probabilidade da falta completa
assumir um valor de 0 ou 1 dependendo de Yobs e Ymis. Esta distribuic~ao
pode ser expressa por p(R j Yobs;Ymis;).
Os dados MCAR e MAR s~ao chamados de dados ausentes ignoraveis, ja os
dados MNAR s~ao conhecidos como n~ao ignoraveis (Nunes, 2007). Na pratica,
os dados MNAR s~ao mais complicados de serem analisados comparado com os
demais. De forma simples e compreensvel, Schafer e Graham (2002) apresenta
gracamente, no caso univariado, os mecanismos de ause^ncia de dados (Figura
6.2). Na gura 6.2 temosX, que representa a variavel que sofreu falta de dados,
Y e a variavel que contem valores em falta, Z representa uma determinada
variavel que n~ao foi observada e que pode ter inuenciado na ause^ncia de dados
e, R representa a falta completa (missingness), a qual expressa os valores em
falta por meio de uma variavel indicadora que assume o valor 0 quando n~ao
foi observado e 1 quando observado.
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Figura 6.2: Representac~ao graca: (a) ause^ncia completamente aleatoria, (b) ause^ncia de
forma aleatoria, (c) ause^ncia de forma n~ao aleatoria
Ainda se observa que, quando os dados em falta seguem um mecanismo
MCAR, a falta completa (R) n~ao tem relac~ao com a variavel em falta (Y) e
com a outra variavel que foi medida (X), ou seja, a causa do valor ausente
esta relacionado com outras variaveis que n~ao foram medidas ou por causas
aleatorias que n~ao podem ser controladas, porem quando ocorre um mecanismo
MCAR, a falta completa apresenta uma relac~ao tanto com os fatores aleatorios
ou variaveis que n~ao foram medidas como tambem existe uma relac~ao com a
propria variavel que contem a falta. Em relac~ao ao mecanismo MNAR, verica-
se que a falta completa (R) esta relacionada com todos os outros componentes
(X, Y e Z).
6.5 Abordagens para o tratamento de dados ausentes
A ocorre^ncia de dados ausentes em uma matriz de dados, pode inuenciar
nos resultados da pesquisa, no poder dos testes estatsticos, causando dimi-
nuic~ao, e tambem vies nas estimativas. Este problema tambem diculta as
analises estatsticas, pois para a utilizac~ao da maioria das tecnicas estatsticas
multivariadas e necessario uma matriz de dados completa. Como alterna-
tiva, existe diversas maneiras de lhe dar com este problema. Um deles s~ao os
metodos tradicionais, que envolvem a retirada dos indivduos que n~ao apresen-
taram resposta para uma das variaveis. Outro s~ao os metodos de imputac~ao
simples, que consistem em substituir os valores ausentes por apenas uma esti-
mada, obtida a partir dos dados disponveis na matriz. E tambem existe, os
metodos de imputac~ao multipla que s~ao similares ao metodo simples, porem
estimam varios valores por meio de algum modelo estatstico para cada ob-
servac~ao em falta e posteriormente, s~ao agrupadas em apenas um valor. Alguns
metodos, s~ao descritos a seguir para ambas classes e podem ser encontrados
com detalhes nas obras de Rubin (1987), Enders (2010) e Medina e Galvan
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(2007).
6.5.1 Metodos tradicionais
Em uma analise de dados, quando o pesquisador se depara com indivduos
que n~ao forneceram informac~oes a uma das variaveis, estes s~ao excludos, dei-
xando apenas os indivduos com informac~oes completas. Este procedimento
e caracterstico do metodo de eliminac~ao, conhecido como analise de dados
completos ou listwise deletion. Existe tambem, o metodo de analise de dados
disponveis ou pairwise deletion. Ambos assumem o mecanismo MCAR para
descrever o comportamento das unidades ausentes.
Estes metodos s~ao simples de implementac~ao e tambem, padr~ao em alguns
programas estatsticos. Porem, n~ao s~ao classicados como a melhor soluc~ao
para o caso de dados ausentes, pois com o aumento das unidades em falta e com
a violac~ao das suposic~oes sobre o mecanismo exigido, apresentam diminuic~ao
no poder do teste, perda de informac~ao e tambem resultados falseados, assim
como estimativas dos para^metros tendenciosos. Desta forma, seu uso n~ao e
recomendavel. Uma breve descric~ao sobre tais metodos, e apresentado a seguir.
 Listwise deletion (LD): consiste em eliminar os indivduos que contem
um ou mais valores ausentes e prossegui-se as analises com os dados dis-
ponveis. Segundo Medina e Galvan (2007) a partir do momento que se
exclui indivduos, considera-se que a subamostra de indivduos excludos
tem a mesma caracterstica dos indivduos completos e que, a falta de res-
posta foi gerada de forma aleatoria, o que na realidade n~ao ocorre. Este
problema gera conseque^ncias, como estimativas dos para^metros viesadas.
 Pairwise deletion (PD): este metodo consiste em atenuar a perda de
dados, estimando os para^metros de interesse separadamente, para cada
variavel em estudo. Sendo assim, quando se tem uma base de dados com
mais de uma variavel, elimina-se os valores ausentes para cada uma delas
e posteriormente, estima-se os para^metros. Este metodo apresenta des-
vantagens quando se pretende aplicar algum metodo multivariado, pois
para cada variavel em estudo, ao se excluir os valores ausentes gera-se
tamanhos amostrais diferentes, o que n~ao e consideravel pelos testes mul-
tivariados. Problemas tambem podem ser causados quando se pretende
calcular o coeciente de correlac~ao, pois os valores obtidos podem se en-
contrar fora do intervalo [0,1]. Em algumas situac~oes, este metodo se
limita a comparac~oes de resultados (Medina e Galvan, 2007).
85
Captulo 6. Introduc~ao aos metodos de imputac~ao
6.5.2 Imputac~ao simples
Com a nalidade de atenuar os problemas existentes nos metodos tradi-
cionais, Rubin (1976) propo^s um metodo que, em vez de excluir os valores
ausentes, usaria as informac~oes adquiridas pelos indivduos presentes com a
tentativa de recuperar as informac~oes perdidas por meio da estimac~ao. Estas
tecnicas s~ao conhecidas como metodos de imputac~ao.
A gura Figura 6.3, apresenta um banco de dados com p variaveis e n
indivduos, sendo que alguma informac~ao n~ao foi coletada em uma ou mais
variaveis.
Figura 6.3: Conjunto de dados com uma unica imputac~ao para cada valor ausente
Observa-se que para cada valor ausente sua estimac~ao se deu apenas uma
unica vez. Este processo e conhecido como imputac~ao simples ou unica.
De forma geral, a imputac~ao simples e denida como sendo uma tecnica que
substitui valores em falta por valores estimados, a partir das unidades comple-
tas em um conjunto de dados especco conforme o mecanismo que o gerou.
Tal metodo tem suas vantagens: gera um conjunto de dados completo, suas
estimativas s~ao mais coerentes que os metodos tradicionais por utilizarem mais
informac~oes ao se estimar os valores ausentes, n~ao diminui a tamanho amostral
real e suaviza os erros padr~ao. Mesmo diante destas vantagens, o metodo de
imputac~ao simples apresenta desvantagens: fornece estimativas desviadas do
valor real e os erros padr~ao subestimados. Dentre as tecnicas de imputac~ao
simples se destacam:
 Imputac~ao media: consiste em substituir os valores ausentes que cor-
responde a uma determinada variavel em estudo, pelo valor medio dessa
variavel. Outro metodo similar e calcular o valor mediano ou a moda
desta variavel para ser o doador das unidades em falta. A medida que a
porcentagem de falta aumenta em cada variavel, o metodo vai perdendo
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a precis~ao nas estimativas e, consequentemente, falsas informac~oes sobre
elas, ser~ao obtidas.
 Imputac~ao do vizinho mais proximo: e um metodo que utiliza o valor
mais proximo de uma variavel auxiliar, correspondente ao valor ausente.
Este metodo pode proporcionar valores equidistastes. Neste caso, se faz
um sorteio aleatorio dos mesmos, para ser includo na respectiva casela
vazia (Rosas et al., 2009).
 Imputac~ao hot deck : e um metodo que tem como foco, identicar o
indivduo com valor mais parecido com o individuo com valor ausente,
baseando-se com uma determinada variavel auxiliar. Desta forma, todos
os indivduos s~ao divididos em grupos com caractersticas semelhantes e,
posteriormente, o valor a ser imputado na variavel referente ao valor au-
sente e retirado aleatoriamente de um conjunto que contem caractersticas
semelhantes (He, 2006).
 Imputac~ao pela regress~ao: e um metodo tambem conhecido como im-
putac~ao da media condicional, o qual consiste em estimar os valores au-
sentes por meio de valores previstos de um modelo de regress~ao linear com
os dados disponveis das variaveis completas, ou seja, com os indivduos
que forneceram respostas em todas as variaveis. No caso bivariado, o
processo torna-se mais simples. Porem no caso em que envolve mais de
duas variaveis, o processo se torna complexo, pois para cada variavel que
contem valores ausentes pode existir diferentes combinac~oes de modelo
de regress~ao. Considerando, por exemplo, um conjunto de dados com
tre^s variaveis em estudo (Y1,Y2 e Y3) e que, em cada uma existe valores
em falta. Desconsiderando os indivduos com informac~oes em todas as
variaveis, podemos ter os seguinte padr~oes de falta de dados: 1) Falta em
apenas Y1 (y^1 = 0+ 1y2+ 2y3); 2) Falta em Y2 (y^2 = 0+ 1y1+ 2y3);
3) Falta em Y3 (y^3 = 0+1y1+2y2); 4) Falta em Y1 e Y2 (y^1 = 0+1y3
e y^2 = 0+1y3); 5) Falta em Y1,Y3 (y^1 = 0+1y2 e y^3 = 0+1y2) e; 6)
Falta em Y2,Y3 (y^2 = 0 + 1y1 e y^3 = 0 + 1y1) Enders (2010). Apesar
de ser um metodo que atenua o vies das estimativas comparado com os
metodos supracitados, ainda n~ao e o metodo mais recomendado, pois apre-
senta medida de correlac~ao superestimado mesmo quando os valores em
falta seguem um comportamento MCAR. Com tentativa de eliminar este
problema, foi proposto o metodo de imputac~ao pela regress~ao estocastica.
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 Imputac~ao pela regress~ao estocastica: este metodo consiste em es-
timar os valores ausentes de forma similar ao metodo de imputac~ao pela
regress~ao, diferindo apenas no fato de que, apos a estimac~ao da equac~ao
da reta de regress~ao e adicionado aos valores previstos, um termo residual
distribudo normalmente com media zero e varia^ncia igual a varia^ncia
residual do modelo regress~ao estimado. Por exemplo, se temos duas
variaveis em quest~ao Y1 e Y2, sendo a equac~ao estimada y^1 = 0 + 1y2,
ent~ao adiciona-se para cada valor previsto um termo residual, ou seja,
y^1 = 0 + 1y2 + zi, em que zi  N(0; 2"). Este metodo elimina o vies
causado pelo metodo de regress~ao e, recupera a variabilidade perdida pe-
los valores em falta.
 Imputac~ao pela maxima verossimilhanca: consiste em estimar os
para^metros de uma determinada distribuic~ao utilizando as informac~oes
das variaveis presentes no conjunto de dados, sem a necessidade de ex-
cluir os indivduos que n~ao forneceram informac~oes para mais de uma
delas, ou seja, o metodo utiliza todos os indivduos que fornece pelo me-
nos uma informac~ao para o conjunto de variaveis em estudo. Desta forma,
o calculo da log-verossimilhanca, para cada indivduo, depende apenas das
variaveis e dos para^metros que contem informac~oes, fornecendo diferentes
valores para cada caso de falta associado ao individuo do banco de da-
dos. Tal metodo, tem como foco identicar o conjunto de para^metros que
maximizam a func~ao de log-verossimilhanca. Este metodo de imputac~ao,
produz estimativas imparciais dos para^metros quando os dados em falta
apresentam um mecanismo MCAR ou MAR, porem se torna desapropri-
ado quando os dados seguem um mecanismo MNAR. Por ser um metodo
presente na maioria dos programas estatsticos, seu uso tem sido ampla-
mente presente nas pesquisas. Detalhes sobre seu processo de imputac~ao
pode ser encontrado em Enders (2010).
Segundo Enders (2010), dentre os metodos simples citados, o metodo de
imputac~ao por maxima verossimilhanca produz estimativa dos para^metros com
menos vies.
6.5.3 Imputac~ao multiplas
Mesmo com o surgimento dos metodos simples, o aumento do vies con-
tinuou sendo um problema para se obter estimativas mais precisas dos dados
em falta. Desta forma, foram desenvolvidas novas tecnicas com a nalidade
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de obter estimativas que reetisse a incerteza sobre as previs~oes dos dados em
falta. Estas tecnicas s~ao conhecidas como metodos de imputac~ao multipla, as
quais geram um conjunto de estimativas razoaveis que representam a incerteza
sobre o valor a ser imputado (Rubin, 1987).
A imputac~ao multipla consiste em gerar m estimativas para cada valor em
falta, por meio de algum metodo de imputac~ao adequado conforme o meca-
nismo que gerou a falta. Considerando um conjunto de dados multivariado
com p variaveis, observa-se que, para cada valor em falta, m imputac~oes s~ao
realizadas, construindo uma matriz auxiliar composta por m vetores de valores
estimados para os m valores em falta (gura 6.4).
Figura 6.4: Conjunto de dados com m imputac~oes para cada valor ausente
Apos a obtenc~ao destes m vetores, os valores estimados s~ao substitudos
na matriz de dados original, fornecendo m conjuntos de dados completos ou
imputados (Yobs,Yaus). Esta metodologia foi, primeiramente, proposta como
uma ferramenta para resoluc~ao de valores em falta, em amostras grande, nas
pesquisas publicas. Em seguida, adaptado para outros contextos estatsticos
(Reiter et al., 2007).
A imputac~ao multipla e realizada por meio de tre^s fases:
1. Fase de imputac~ao: Os dados ausentes s~ao preenchidos em m (m > 1)
tempos gerando m conjuntos de dados completos por meio de tecnicas
adequadas de imputac~ao. De acordo com a literatura m ca entre 3 e
10 imputac~oes. Este passo e realizado por meio de algoritmo iterativo
contendo dois passos (Passo-I e Passo-P).
2. Fase de analise: Os m conjuntos de dados completos s~ao analisados
usando tecnicas estatsticas padr~ao.
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3. Fase de agrupamento: Os resultados dos m conjuntos de dados com-
pletos s~ao combinados para produzir infere^ncia dos resultados a serem
imputados.
Diversas tecnicas de imputac~ao multiplas est~ao implementadas em progra-
mas estatsticos como o sistema computacional SAS (Berglund, 2010; Yuan,
2010) por meio dos processos MI (Multiple Imputation) e MIANALYZE (Mul-
tiple Imputation Analyze), e o software R por meio do pacote MICE (Buuren;
Oudshoorn, 2000).
6.5.4 Imputac~ao multipla com enfoque bayesiano
A infere^ncia bayesiana visa diminuir o desconhecimento sobre o valor do
para^metro () de interesse, incorporando a opini~ao subjacente do pesquisador
antes da amostra ser coletada. Esta opini~ao pode assumir diferentes graus,
os quais s~ao representados por meio de modelos probabilsticos. Diferente da
infere^ncia frequentista, tal metodologia considera  como um escalar ou um
vetor aleatorio desconhecido que e quanticado por meio de uma distribuic~ao
de probabilidade conhecida como distribuic~ao a priori (Rossi, 2011).
Existem diversas aplicac~oes dos metodos bayesianos conforme a area em
estudo. Esta abordagem tem sido utilizada como alternativa para lidar com
problemas de dados em falta, fundamentada na probabilidade condicional dos
valores ausentes dado os valores completos, a qual e considerada uma tecnica
de imputac~ao multipla em que as fases do processo bayesiano s~ao incorporadas
em dois passos (Passo-P e Passo-I).
No decorrer desta sec~ao, o procedimento da imputac~ao multipla por meio
da infere^ncia bayesiana deni as distribuic~oes a posteriores do vetor de medias
e matriz de covaria^ncias de dados, provindos de uma distribuic~ao normal mul-
tivariada.
Conceitos basicos de Infere^ncia bayesiana
A infere^ncia bayesiana expressa as informac~oes sobre os para^metros des-
conhecidos apos observar os dados, fundamentando-se no teorema de Bayes
representado por
p(jy) = p(y j)p()R
p(y j)p()d (6.1)
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em que p() e a distribuic~ao a priori de , p(y j) a informac~ao proveniente
dos dados (func~ao de verossimilhanca) e p(jy) a probabilidade condicional do
para^metro dado os valores observados (distribuic~ao a posteriori).
Na distribuic~ao a priori, o pesquisador inclui sua opini~ao em relac~ao ao
para^metro de interesse utilizando seu conhecimento previo. Tal informac~ao
fornece a cada para^metro, valores igualmente provaveis, sendo conhecida como
priori n~ao informativa. Na distribuic~ao a posteriori s~ao realizadas atualizac~oes
dessas informac~oes sobre o para^metro apos observar os dados. Isto acontece
devido a junc~ao da distribuic~ao a priori com a func~ao de verossimilhanca. Na
equac~ao 6.1 temos que,Z
p(y j)p()d =
Z
p(y ;)d = p(y) (6.2)
o que nos permite reescrever a equac~ao 6.1 da seguinte forma,
p(jy) = p(y j)p()R
p(y j)p()d =
p(y j)p()R
p(y ;)d
=
p(y j)p()
p(y)
(6.3)
Observa-se que 1=p(y) n~ao depende de , e considerado como uma cons-
tante normalizadora de p(jy). Desta forma, este termo pode ser ignorado na
express~ao 6.3, pois a sua ause^ncia n~ao altera a forma da distribuic~ao por ser
uma constante. Assim, a distribuic~ao a posteriori pode ser simplicada, ou
seja,
p(jy) / p(y j)p()  ! posteriori / verossimilhanca priori (6.4)
Em casos como a selec~ao de modelos a constante 1=p(y) excluda se torna
fundamental, detalhes sobre o processo bayesiano pode ser encontrado em Eh-
lers (2003). O processo bayesiano consiste de tre^s fases.
1. Denir uma distribuic~ao a priori para o para^metro de interesse;
2. Utilizar uma func~ao de verossimilhanca para resumir evide^ncias dos dados
em relac~ao aos valores dos diferentes para^metros e;
3. Combinar as informac~oes a partir da distribuic~ao a priori juntamente com
a verossimilhanca gerando uma distribuic~ao a posteriori.
Quando o interesse e sobre um determinado conjunto de , obtem-se a
distribuic~ao marginal de i (MARTINS FILHO et al. 2008), ou seja,
p(ijy) =
Z
 6=i
p(jy)d
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Os calculos das distribuic~oes marginais, em geral, s~ao de difcil soluc~ao. De-
vido a isto, existem algoritmos iterativos apropriados conhecidos como MCMC
(Markov Chain-Monte Carlo), mas que exigem distribuic~oes condicionais com-
pletas. Um deles e conhecido como algoritmo Metropolis-Hastings, o qual e
utilizado em casos que as distribuic~oes condicionais completas tem formas co-
nhecidas. Quando esta condic~ao n~ao e satisfeita, utiliza-se um caso especial de
Metropolis-Hastings conhecido como Amostrador de Gibbs (Reis et al., 2009).
Distribuic~ao a priori do vetor de medias e da matriz de covaria^ncias
Nesta fase do processo bayesino, o pesquisador determina uma distribuic~ao
a priori para os para^metros de interesse. Neste caso, considera-se uma ma-
triz de dados Y = [y1;y2;y3;    ;y k] com distribuic~ao normal multivariada,
em que, cada coluna representa uma variavel medida sobre uma amostra de
tamanho n retirada da populac~ao. Uma distribuic~ao a priori para o vetor
de medias pode ser n~ao informativa, conhecida como priori de Jerey ou
uma distribuic~ao a priori de famlias conjugadas (Gelman et al., 1995). Por
padr~ao esta priori e um plano multidimensional na superfcie que atribui peso
igual a cada combinac~ao de valores medios. Entretanto, para a matriz de
covaria^ncias recomenda-se uma priori conjugada que pertence a uma famlia
de distribuic~oes, sendo a mais adequada e uma priori baseada na distribuic~ao
Wishart Invertida (Enders, 2010). Detalhes podem ser obtidos em Gelman et
al. (1995).
De acordo com a forma da distribuic~ao descrita em Schafer (1997), em que
YT = [y 1;y 2;    ;yn] e uma matriz contendo n vetores independentes y i,
com distribuic~ao normal multivariada e vetor de medias ( = 0) e matriz
de covaria^ncias . Se A = YTY e uma matriz de somas de quadrados e
produtos cruzados, em que, A 1 tem distribuic~ao Wishart. Ent~ao, X = A tem
uma distribuic~ao Wishart invertida com func~ao de densidade de probabilidade
denotada por,
f(X) =
jjv=2jXj (v+p+1)=2
2vp=2p(p 1)=4
Qp
i=1 (
v+1 i
2 )
expf (1=2)tr(X 1)g
sendo X e  matrizes de dimens~ao, p  p, positivas denidas,  p(:) uma
func~ao gama multivariada e v o grau de liberdade correspondente a distri-
buic~ao Wishart invertida com v  p e  > 0.
Fazendo v = 0 e  = 0 na func~ao de densidade da distribuic~ao Wishart
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invertida, teremos uma distribuic~ao a priori multivariada de Jerey dada por,
p() / jj(k+1)=2
em que o determinante jj e um valor escalar, que quantica a variac~ao total
da matriz de covaria^ncias populacional conhecida como varia^ncia generalizada.
Func~ao de verossimilhanca
Apos a escolha da priori a ser utilizada, deni-se a func~ao de verossimi-
lhanca dos dados observados. A func~ao de verossimilhanca e denida com
base na distribuic~ao normal multivariada. Por denic~ao, a func~ao de maxima
verossimilhanca tem por nalidade, encontrar os valores dos para^metros que
maximizam a probabilidade dos dados amostrado dado o modelo estatstico
assumido, a qual e expressa por
L(;y i) =
nY
i=1
f(y i;) (6.5)
sendo i = 1; 2;    ; n. A func~ao de maxima verossimilhanca de uma distri-
buic~ao normal e dada por
L(;y i) = (
1
(2) p=2jj 1=2 ) expf 
1
2
pX
i=1
(y i   )T 1(y i   )g (6.6)
Aplicando a func~ao logartmica na equac~ao 6.6, a func~ao pode ser reescrita
da seguinte forma
L(;y i) =  
n
2
log (2)p   n
2
log j  j   1
2
nX
i=1
(y i   )T 1(y i   ) (6.7)
Com a presenca de observac~oes ausentes em um conjunto de dados, a func~ao
log-verossimilhanca dos dados observados passa a ser maximizada considerando
os diferentes padr~oes de dados em ausentes (Lin, 2010). Desta forma, o log da
equac~ao 6.5 pode ser reescrita da seguinte maneira
`(L(;y obs)) =
GX
g=1
logLg(;y obs)
em que `(L(;y obs)) e a func~ao log-verossimilhanca do g-esimo padr~ao de dados
em falta. Assim, a func~ao log-verossimilhanca para uma distribuic~ao normal
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multivariada com diferente padr~oes de dados ausentes e expressa como
`(L(;y obs)) =  
ng
2
log j g j   1
2
ngX
ig
(y ig   g)Tg 1(y ig   g) (6.8)
em que ng e o numero de observac~oes no g-esimo padr~ao de dados ausentes,
g e o vetor de medias correspondente, g e a matriz de covaria^ncia e y ig e
o vetor de valores observados correspondente para as variaveis observadas no
caso i.
Distribuic~ao a posteriori do vetor de medias e matriz de covaria^ncias
Nesta fase, o objetivo e encontrar a distribuic~ao a posteriori do vetor de
medias e da matriz de covaria^ncias utilizando as informac~oes a priori com
a informac~oes dos dados coletado. Considerando, para o vetor de medias,
uma distribuic~ao a priori n~ao informativa, consequentemente a distribuic~ao a
posteriori sera uma distribuic~ao normal multivariada, ou seja,
p(jy ;)  NM(^; n 1)
Para a matriz de covaria^ncias, a distribuic~ao a posteriori baseada na junc~ao
da distribuic~ao a priori (distribuic~ao Wishart Invertida) e a func~ao de maxima
verossimilhanca da distribuic~ao normal multivariada tera a seguinte forma
p(j^)  WI(n  1; ^)
em que p(j^) e a distribuic~ao a posteriori da matriz de covaria^ncias que
segue uma distribuic~ao Wishart Invertida, com v = n  1 graus de liberdades
e ^ uma matriz de somas de quadrados e produtos cruzados.
Fases da Imputac~ao multipla com enfoque bayesiano
O procedimento realizado pelo metodo de imputac~ao multipla com enfoque
bayesiano, utiliza um algoritmo iterativo que repete os passos I e P ate obter
m conjuntos de dados imputados. O passo I tem a func~ao de estimar os
valores faltantes por meio de um metodo estatstico adequado e, o passo P
utiliza os dados imputados para gerar novas estimativas dos para^metros de
suas respectivas posteriores (Enders, 2010). Estas estimativas s~ao geradas com
o metodo e simulac~ao Monte Carlos. A seuir, sera apresentado uma descric~ao
simples e intuitiva do processo de imputac~ao multipla com enfoque bayesiano,
proporcionando uma vis~ao geral do metodo.
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 Passo I
Considerando um modelo estatstico de uma regress~ao linear, em que
uma variavel Yi pode ser expressa em func~ao de variaveis explicativas (X1; X2; X3; :::; Xp)
temos que:
Yi = 0 + 1Xi1 + 2Xi2 + :::+ pXip + "i (6.9)
em que i = f1; 2; :::; ng, Yi e a variavel que contem a falta e pretendemos esti-
mar, Xip s~ao as variaveis que n~ao contem valores ausentes para as pontuac~oes
faltantes em Yi e, "i e o erro aleatorio que se distribui normalmente, com vetor
de medias ( = 0) e varia^ncia residual (I2). A parti da equac~ao 6.9 tem-se
a seguinte equac~ao estimada,
Y^i = ^0 + ^1Xi1 + ^2Xi2 + :::+ ^pXip (6.10)
a qual prever as observac~oes faltantes em Yi e para recuperar a variabilidade
residual perdida, devido aos valores estimados, adiciona-se um termo aleatorio
zi em cada valor estimado, ou seja,
Y^i = ^0 + ^1Xi1 + ^2Xi2 + :::+ ^pXip + zi (6.11)
sendo zi, o erro aleatorio gerado pela distribuic~ao normal com vetor de medias
zero e varia^ncia residual dos dados disponveis. Com os dados disponveis, por
meio da equac~ao 6.11, os valores estimados s~ao gerados. Quando uma matriz
de dados apresenta mais de uma variavel com valores ausentes, consequen-
temente apresenta diferentes padr~oes de valores ausentes, gerando diferentes
equac~oes de regress~oes para cada padr~ao (o que foi visto na imputac~ao simples
pela regress~ao). Tendo os valores estimados, imputa-se os valores ausentes,
formando uma matriz de dados completa no ciclo t.
 Passo P
Com o banco de dados completo, gerado pelo Passo I no ciclo t, estima-
se novos vetores de medias (t) e matriz de covaria^ncias (t). Nesta fase do
processo, usa-se a distribuic~ao a posteriori da matriz de covaria^ncias e com o
metodo de simulac~ao Monte carlos, gera-se uma nova matriz de covaria^ncias
(t
). Sabe-se que, a distribuic~ao a posteriori da matriz de covaria^ncias e
dada por
p(j^t)  WI(n  1; ^t)
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em que ^t = (n   1)^t, em cada tempo t teremos estimativas de matriz de
covaria^ncias diferentes. Com t
 e t utiliza-se a distribuic~ao a posteriori do
vetor de medias dado por
p(jY ;)  NM(^t; n 1t)
novamente com o metodo de simulac~ao Monte Carlos, gera-se um novo vetor
de medias (t
). Com estes para^metros simulados, volta-se ao passo I para
gerar um novo conjunto de dados imputados. O processo continua ate obter
m conjuntos de dados completos.
Fase de analise e agrupamento
A parti dos varios conjuntos de dados completos, gerados pela fase de im-
putac~ao, calcula-se estimativas de para^metros e erros padr~ao. De modo que,
nesta fase do processo de imputac~ao, o objetivo e combinar todas as analises
dos m conjuntos de dados completos, em um unico conjunto de resultados.
Rubin (1987) descreveu formulas simples para agrupar as estimativas dos
para^metros e erros padr~ao dos m conjuntos de dados completos com base na
media aritmetica das estimativas da fase de analise.
Q =
1
m
mX
i=1
Q^i (6.12)
em que Q^i e uma estimativa do i -esimo para^metro considerado correspondente
aos seu conjunto de dados imputado (m = 1; 2; 3; 4; 5), o qual e considerado
como uma variavel aleatoria. O autor observou que a combinac~ao dos erros
padr~ao e mais complexa, pois envolve duas fontes de variac~ao de amostragem:
 A varia^ncia dentro das imputac~oes: Denida como media aritmetica
das m varia^ncias amostrais descrita como:
U =
1
m
mX
i=1
U^i (6.13)
sendo U^i a varia^ncia dom-esimo conjunto de dados imputados (m = 1; 2; 3; 4; 5).
 A variac~ao entre imputac~oes: Que quantica a variabilidade de uma
estimativa em todas as m imputac~oes, sendo simplesmente, a varia^ncia do
para^metro estimado em todas as m imputac~oes.
B =
1
m  1
mX
i=1
(Q^i   Q) (6.14)
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Apos o calculo das estimativas combinadas ( Q, U e B), o proximo passo e
a obtenc~ao da varia^ncia combinada descrita por:
T = U + (1 +
1
m
)B (6.15)
sendo (1+ 1m) a correc~ao de numeros innitos de imputac~oes, a raiz da varia^ncia
fornece o valor do desvio padr~ao combinado (S.E). Em seguida pode-se realizar
testes de hipoteses e construir intervalos de conanca para a media ( Q) por
meio de uma aproximac~ao t-Student, ou seja, ( Q   Q)=S:E  t com vm =
(m   1)[1 + U=(1 + m) 1B]2 graus de liberdades, sendo Q a media real da
variavel em estudo (Medina e Galvan, 2007). O autor mostra uma medida
para determinar o incremento relativo da varia^ncia, devido a presenca das
unidades ausentes, r = ((1 +m 1)B)= U , uma taxa de unidades ausentes que
se aproxima de  = r=(1 + r) ou  = ((r + 2)=(vm + 3))=(1 + r) e a ecie^ncia
relativa ER = (1 + m)
 1. Uma descric~ao detalhada da construc~ao dos passos
de imputac~ao pode ser obtida em Enders (2006).
6.5.5 Exemplo-Imputac~ao multipla com enfoque bayesiano
O conjunto de dados refere-se a uma das tre^s procede^ncias estudadas por
Lavoranti (2003), provenientes de estudos experimentais conduzidos nas regi~oes
Sudeste do Brasil. Nesta aplicac~ao foi utilizada a procede^ncia Bellthorpe
St. Forest-QLD/14.431, sendo a variavel em analise a altura em metros aos
cinco anos de idade. Foram consideradas, apenas, as medias de alturas para
cada genotipo de Eucalyptus grandis nos quatros primeiros ambientes (Barra
Ribeiro-RS, Tele^mico Borba-PR, Boa Esperanca do Sul-SP, Guanh~aes-MG).
Desse conjunto de dados, foi realizado uma retirada aleatoria de 10%, gerando
um padr~ao arbitrario de observac~oes em falta, as quais s~ao apresentadas a
seguir:
data eucal;
input amb1 amb2 amb3 amb4;
cards;
17.37 23.84 19.18 19.61
15.23 . 15.43 17.46
14.49 23.37 18.22 19.22
16.51 23.17 . 19.78
15.90 23.28 17.32 .
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18.69 24.15 17.55 .
17.84 . 17.55 19.63
18.21 . 17.26 19.65
17.56 23.79 15.64 19.17
17.87 23.65 18.09 20.93
18.93 23.26 17.67 20.51
18.83 23.78 17.80 20.31
18.09 . 17.30 19.99
17.31 22.97 17.79 18.62
18.30 23.38 16.90 19.18
17.06 23.62 17.11 18.29
18.13 . 17.37 18.83
17.18 22.98 18.14 19.85
19.65 24.21 18.20 20.90
17.79 24.44 16.62 19.62
14.37 19.77 14.20 14.18
16.77 20.45 16.49 18.03
17.16 22.98 16.01 18.28
. . 15.36 15.10
15.12 22.62 16.39 20.18
17.20 22.84 17.13 19.13
;
Para ilustrar o processo de imputac~ao com enfoque bayesiano foi utilizado
o PROC MI do software SAS. Para realizar a primeira etapa da imputac~ao
multipla (fase de imputac~ao) no SAS, utiliza-se a sentenca a seguir.
proc mi data=eucal MU0=17.1973 22.8404 17.1285 19.1346 seed=68619
out=outmi;
mcmc chain=multiple displayinit initial=em(itprint);
var amb1
amb2 amb3 amb4 amb5 amb6 amb7;
run;
Em que, a opc~ao "MU0"indica os para^metros das medias em cada ambiente
antes das observac~oes em falta, serem geradas. A opc~ao "OUT"guarda os resul-
tados dos m conjuntos de observac~oes imputadas. Por padr~ao o procedimento
gera cinco conjuntos de dados em falta, mas pode-se usar a opc~ao "NIM-
PUTE=numero de imputac~ao desejada"para alterar este numero. A opc~ao
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"CHAIN"indica que o procedimento utiliza cadeias multiplas e completa com
um burn-in de 200 iterac~oes (por padr~ao) antes de cada imputac~ao.
A opc~ao "ITPRINT"em "INITIAL=EM"permite que o processo mostre
uma tabela com o historico de iterac~ao, realizado pelo algoritmo EM. Estas es-
timativas ser~ao utilizadas como para^metros iniciais no algoritmo de imputac~ao.
Com a opc~ao "DISPLAYINIT"o processo mostra, a as estimativas iniciais do
vetor medias e matriz de covaria^ncias a serem utilizadas no processo de im-
putac~ao. Com o "PROC PRINT DATA=outmi", o procedimento permite
visualizar os cinco conjuntos de dados imputados.
Destes conjuntos de dados imputados, realiza-se a segunda etapa da im-
putac~ao multipla com o PROC UNIVARIATE, pelo qual calcula-se as esti-
mativas das medias e os desvios padr~ao em cada conjunto de dados imputado
para cada ambiente.
proc univariate data=outmi noprint;
var amb1 amb2 amb3 amb4;
output out=resultado mean= Mamb1 Mamb2 Mamb3 Mamb4
stderr= Samb1 Samb2 Samb3 Samb4;
by _Imputation_;
run;
proc print data=resultado;
run;
Na sentenca "VAR", indica-se as variaveis sobre as quais pretende-se obter
as estimativas dos para^metros. Neste exemplo, as variaveis s~ao os ambiente.
Estas informac~oes s~ao guardadas em um arquivo nomeado de "RESULTADO".
Em seguida realiza-se a terceira etapa da imputac~ao multipla, a fase de
agrupamento. Para obter as estimativas agrupadas pelas equac~oes 8.13, 8.14
e 8.15, utiliza-se o PROC MIANALYZE. Novamente, os valores das medias
originais de cada ambiente antes de gerar a falta, s~ao includos. A opc~ao
"edf"indica os graus de liberdade a ser considerado nos testes de hipoteses.
Na sentenca "MODELEFFECTS"e "STDERR"indica-se as estimativas que se
pretende agrupar.
proc mianalyze data=resultado edf=25 MU0= 17.1973 22.8404 17.1285
19.1346;
modeleffects Mamb1 Mamb2 Mamb3 Mamb4;
stderr Samb1 Samb2 Samb3 Samb4;
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run;
Os resultados do PROC MIANALYZE e mostrado no output do SAS, como
segue.
----------------------------------------------------------------------------------------------
The SAS System 17:32 Sunday, March 3, 2013 33
The MIANALYZE Procedure
Model Information
Data Set WORK.RESULTADO
Number of Imputations 5
Variance Information
-----------------Variance-----------------
Parameter Between Within Total DF
Mamb1 0.001999 0.091012 0.093411 22.534
Mamb2 0.004169 0.070073 0.075076 21.158
Mamb3 0.000426 0.046195 0.046706 22.945
Mamb4 0.000684 0.094143 0.094965 23.004
Variance Information
Relative Fraction
Increase Missing Relative
Parameter in Variance Information Efficiency
Mamb1 0.026359 0.026003 0.994826
Mamb2 0.071398 0.068705 0.986445
Mamb3 0.011060 0.010998 0.997805
Mamb4 0.008724 0.008686 0.998266
Parameter Estimates
Parameter Estimate Std Error 95% Confidence Limits DF
Mamb1 17.120187 0.305632 16.48721 17.75316 22.534
Mamb2 23.084816 0.274001 22.51526 23.65437 21.158
Mamb3 17.093622 0.216115 16.64649 17.54075 22.945
Mamb4 19.016028 0.308163 18.37855 19.65351 23.004
Parameter Estimates
t for H0:
Parameter Minimum Maximum Theta0 Parameter=Theta0 Pr > |t|
Mamb1 17.051056 17.152775 17.197300 -0.25 0.8031
Mamb2 23.007301 23.169572 22.840400 0.89 0.3824
Mamb3 17.074620 17.127998 17.128500 -0.16 0.8732
Mamb4 18.980686 19.046240 19.134600 -0.38 0.7039
---------------------------------------------------------------------------------------------
No output observa-se, os resultados das estimativas agrupadas das medias
("Estimate"), das varia^ncias entre as imputac~oes ("Between"), das varia^ncias
dentro das imputac~oes ("Within") em cada ambiente. Apresenta-se tambem,
resultados dos teses de hipoteses e seus respectivos intervalos de conanca,
como tambem os valores da ecie^ncia relativa em cada ambiente. Detalhes
sobre o PROC MI e MIANALYZE podem ser encontrados em SAS (2004).
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Geralmente a analise de dados de dupla entrada e feita atraves da analise
de varia^ncia - ANOVA, mais ha outros estudos nos quais a interac~ao e de
grande importa^ncia, por exemplo, no melhoramento genetico, em que o obje-
tivo e selecionar genotipos com otimos desempenhos em diferentes ambientes.
A pouca ecie^ncia na analise da interac~ao dos genotipos com os ambientes
(G  E) da ANOVA representa um problema aos melhoristas, que devem ti-
rar proveito dessa interac~ao para os seus estudos. Os modelos aditivos com
interac~ao multiplicativa - AMMI, trazem vantagens na selec~ao de genotipos
quando comparados com metodos convencionais, pois proporcionam uma me-
lhor analise da interac~ao (G  E), alem de permitir combinar componentes
aditivos e multiplicativos em um mesmo modelo; estes modelos s~ao ecientes
na analise quando se tem apenas uma variavel resposta, mas quando ha mais
de uma, ainda n~ao existe um procedimento geral para realizar a analise. O
presente captulo prop~oe uma metodologia de analise quando se te^m modelos
AMMI bivariados, realizando analises individuais das variaveis respostas segui-
das de uma analise de procrustes, que permite fazer comparac~oes dos resultados
obtidos nas analises individuais e nalmente uma conrmac~ao destes resulta-
dos atraves da analise multivariada de varia^ncia - MANOVA. Os resultados
obtidos permitem concluir que as analises AMMI e procrustes proporcionam
uma boa alternativa de analise para os modelos AMMI bivariados.
Este modulo do minicurso esta baseado em Garca-Pe~na e Dias (2009).
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7.1 Introduc~ao
Em alguns estudos, e comum encontrar a analise de dois fatores cada um com
diferentes nveis, eles proporcionam uma tabela de dados de dupla entrada,
geralmente a analise destes dados e feita atraves da ANOVA, cumprindo algu-
mas pressuposic~oes como a que o numero de repetic~oes em cada combinac~ao do
fator deve ser maior do que 1, homogeneidade de varia^ncias, normalidade dos
resduos, erros independentes e identicamente distribudos e efeitos aditivos
no modelo, mas ha outros estudos nos quais e importante a interac~ao ainda
que as pressuposic~oes n~ao sejam satisfeitas. Por exemplo, no melhoramento
genetico vegetal, o objetivo e selecionar genotipos com otimos desempenhos em
diferentes ambientes. A baixa ecie^ncia na analise da interac~ao dos genotipos
com os ambientes (G  E) pela ANOVA pode representar um problema aos
melhoristas, que devem tirar proveito dessa interac~ao para os seus estudos.
Segundo Lavoranti (2003) as posic~oes crticas dos estatsticos que atuam
em programas de melhoramento genetico vegetal, referem-se a falta de uma
analise criteriosa da estrutura da interac~ao (G  E) como um dos principais
problemas para a recomendac~ao de cultivares. Tradicionalmente, a analise
dessa estrutura e supercial, n~ao detalhando os efeitos da complexidade da
interac~ao.
Os modelos aditivos com interac~ao multiplicativa (AMMI) s~ao uma boa
opc~ao para a analise da interac~ao (G  E), pois permitem um detalhamento
maior da soma de quadrados da interac~ao e consequentemente, traz vantagens
na selec~ao de genotipos, quando comparados a outros metodos tradicionais de
analise como a ANOVA. A utilizac~ao dessa teoria parece ser uma alternativa
eciente para os programas de melhoramento, ja que permite combinar em
um unico modelo estatstico, componentes aditivos para os efeitos principais,
como genotipos e ambientes, e componentes multiplicativos para os efeitos da
interac~ao.
Quando um experimento depende de muitas variaveis, n~ao basta conhecer
informac~oes estatsticas isoladas para cada variavel, tambem e necessario co-
nhecer a totalidade destas informac~oes fornecida pelo conjunto das variaveis.
As relac~oes existentes entre as variaveis n~ao s~ao percebidas e assim efeitos
antago^nicos ou sinergicos de efeito mutuo entre variaveis complicam a inter-
pretac~ao do feno^meno a partir das variaveis consideradas. A necessidade de
entender as relac~oes entre varias variaveis faz que a analise multivariada seja
de grande importa^ncia. Com esta analise podem-se reduzir a dimensionalidade
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dos dados ou simplicar a estrutura sem muita perda da informac~ao contida
nos dados, obtendo assim uma facil interpretac~ao dos resultados.
Os modelos AMMI te^m sido muito ecientes na analise de dados quando
se tem apenas uma variavel resposta, mas quando ha mais de uma ainda
n~ao existe um procedimento claro de analise, por isso, no presente trabalho
prop~oe-se uma metodologia de analise para este caso, usando algumas tecnicas
de analise multivariada. Ser~ao usados testes parametricos para a selec~ao do
modelo levando em conta tambem a validac~ao cruzada dada a sua importa^ncia
por ser uma ferramenta de selec~ao do modelo que n~ao depende de alguma
distribuic~ao de probabilidade.
A analise dos modelos AMMI com mais de uma variavel resposta sera feita
atraves de analises individuais e em seguida comparadas com a analise de
procrustes. Esta tecnica permite fazer a comparac~ao dos resultados obtidos
para cada uma das variaveis nas mesmas condic~oes. A comparac~ao de dois
conjuntos de coecientes de componentes principais poderia indicar se existem
fontes comuns de variac~ao ou n~ao; no entanto, uma simples comparac~ao dos
coecientes pode ser enganadora. Nesse sentido, a analise de procrustes evita
que esta situac~ao, em particular, aconteca.
Com as ferramentas apresentadas, pretende-se oferecer ao pesquisador novas
possibilidades na analise dos modelos AMMI, no que diz respeito a analise de
variaveis respostas.
7.2 Material e metodos
7.2.1 Caractersticas dos dados
Os dados utilizados s~ao do Instituto Agrono^mico de Campinas, e referem-se
a dados de feij~ao comum (Phaseolus vulgaris), compostos por 19 genotipos
avaliados em 18 ambientes e com 3 repetic~oes, o delineamento experimental
foi o aleatorizado em blocos. A parcela experimental foi constituda por qua-
tro linhas de 4 metros de comprimento, espacadas de 0,50 metros entre si,
com 10 a 12 plantas viaveis por metro linear e a area util da parcela corres-
pondendo as duas linhas centrais. Os dados s~ao de produtividade de gr~aos e
tecnologicos, relativos a qualidade alimentcia do feij~ao; as variaveis respostas
foram produtividade (kg/ha) e tempo de cozimento (min.).
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7.2.2 Modelos AMMI
O modelo AMMI usa dois metodos na sua analise: analise de varia^ncia e
a decomposic~ao singular; no modelo se unem os termos aditivos dos efeitos
principais e os termos multiplicativos para os efeitos da interac~ao. Na primeira
fase a analise de varia^ncia e aplicada a matriz de medias (Y(ge)) composta
pelos efeitos principais na parte aditiva (media geral, efeitos genotpicos e
ambientais), resultando em um resduo de n~ao aditividade, isto e, na interac~ao
(GE), dada por ( bge)ij, essa interac~ao constitui a parte multiplicativa do
modelo, na segunda fase a interac~ao e analisada pela decomposic~ao por valores
singulares (DVS) da matriz de interac~oes (GE(ge) = [(geij)]), ou por analise
de componentes principais (PCA) como prefere referir um grande numero de
autores (Duarte e Vencovsky, 1999).
O modelo AMMI para dois fatores (G e E) e apresentado como:
Yij = + gi + ej +
pX
k=1
kikjk + "ij; (7.1)
com (ge)ij interac~ao genotipo-ambiente modelada por
Pn
k=1 kikjk + ij,
i = 1; 2; : : : ; g, j = 1; 2; : : : ; e, em que Yij e a resposta media do i-esimo
genotipo no j-esimo ambiente;  a media geral; gi efeito do i-esimo genotipo;
ej efeito do j-esimo ambiente; k raiz quadrada do k-esimo autovalor das ma-
trizes (GE)(GE)T e (GE)T (GE) de iguais autovalores n~ao nulos (2k e o
k-esimo autovalor); [GEge = (geij)] matriz de interac~oes obtida como resduo
do ajuste aos efeitos principais por ANOVA, aplicada a matriz de medias,
(k = 1; 2; : : : ; p), em que p e o numero de razes caractersticas n~ao nulas
p = (1; 2; : : : ;minfg 1; e 1g); ik i-esimo elemento (relacionado ao genotipo
i) do k-esimo autovetor de (GE)(GE)T associado a 2k; jk j-esimo elemento
(relacionado ao ambiente j) do k-esimo autovetor de (GE)T (GE) associado a
2k; ij rudos presentes nos dados; "ij erro experimental medio, "ij  N(0; 
2
m ),
em que m e o numero de repetic~oes; n numero de componentes retidos no
modelo (n < p).
Sob as restric~oes
gX
i=1
gi =
eX
j=1
ej =
gX
i=1
(ge)ij =
eX
j=1
(ge)ij = 0, as estimativas
da media geral () e os efeitos principais (gi e ej) s~ao obtidos no contexto sim-
ples de uma ANOVA de dupla entrada aplicada a matriz de medias (Y(ge)).
Os resduos deste ajuste para os efeitos principais, equivalem ao termo das
interac~oes GEge = [(ge)ij] e os termos multiplicativos da interac~ao s~ao esti-
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mados atraves da decomposic~ao singular - DVS.
7.2.3 Metodos de selec~ao do numero de componentes de interac~ao
Existem diferentes metodos para selecionar o numero de componentes reti-
dos no modelo, mas todos concordam em que o numero deve ser o menor
possvel, para assim explicar a estrutura da interac~ao. Duarte e Vencovsky
(1999) apresentam o metodo de Gollob como um dos mais usados, o qual
distribui graus de liberdade as somas de quadrados SQk = m
2
k, contando
o numero de para^metros no k-esimo termo multiplicativo. Para o k-esimo
componente de interac~ao IPCAk (interaction principal component analysis),
GL(IPCAk)=g + e   1   2k, logo o teste F e calculado como na analise da
varia^ncia para modelos lineares.
Piepho (1995a) mostra o teste FR proposto por Cornelius, mais robusto que
o proposto por Gollob em 1968, a estatstica e denida como
FR =
SQGE  
nX
k=1
2k
f2 QMerro medio
;
em que f2 = (g   1   n)(e   1   n) com n o numero de termos multiplica-
tivos includos no modelo. A estatstica FR, sob a hipotese nula de que n~ao
haja mais do que n termos determinando a interac~ao, tem uma distribuic~ao F
aproximada com f2 e GLerro medio graus de liberdade. Um resultado signica-
tivo pelo teste sugere que pelo menos um termo multiplicativo ainda deve ser
adicionado aos n ja ajustados. Os graus de liberdade do numerador de FR s~ao
iguais aos graus de liberdade para toda a interac~ao menos os graus de liber-
dade atribudos pelo metodo de Gollob aos n primeiros termos. Assim, pelo
sistema de Gollob e Cornelius, a analise da varia^ncia conjunta completa tem
a estrutura como mostrada na Tabela 7.1. Note-se que n~ao aparece o efeito
bloco pois a analise da varia^ncia e calculada a partir das medias.
Dias e Krzanowski (2003), apresentam o metodo de Eastment e Krzanowski
(1982) baseado no procedimento \leave-one-out" completo que otimiza o pro-
cesso de validac~ao cruzada por validar o ajuste do modelo em cada um dos
dados por vez e ent~ao combinar essa validac~ao em uma medida simples e geral
de ajuste.
Assume-se que se deseja predizer os elementos xij da matriz X por meio do
modelo:
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Tabela 7.1: Analise da varia^ncia conjunta completa calculada a partir das medias usando os
sistemas de Gollob e Cornelius
Fontes de GL1 SQ2 GL SQ
variac~ao Gollob Gollob Cornelius Cornelius
Genotipo (G) g   1 SQG - -
Ambiente (E) e  1 SQE - -
Interac~ao (GE) (g   1)(e  1) SQGE - -
IPCA13 g + e  1  (2 1) 21 (g   1  1)(e  1  1)
Pp
k=2 
2
k
IPCA2 g + e  1  (2 2) 22 (g   1  2)(e  1  2)
Pp
k=3 
2
k
IPCA3 g + e  1  (2 3) 23 (g   1  3)(e  1  3)
Pp
k=4 
2
k
: : : : : : : : : : : : : : :
IPCAp g + e  1  (2 p) 2p - -
Erro medio ge(m  1) SQerro medio - -
Total gem  1 SQTOTAL - -
1 GL: Graus de liberdade
2 SQ: Soma de quadrados
3 IPCAk: (interaction principal component analysis) modelo com k componentes, k = 1; 2; : : : ; p.
xij =
Pn
k=1 dkuikvjk + "ij, em que di e a raiz quadrada dos autovalores da
matrizXXT , a i-esima coluna vi = (vi1; : : : ; vip) da matriz V pp e o autovetor
correspondente ao i-esimo maior autovalor d2i de XX
T e a j-esima coluna
uj = (u1j; : : : ; unj)
T da matriz Unp e o autovetor correspondente ao i-esimo
maior autovalor d2i de XX
T , "ij e o rudo.
O metodo prediz o valor bxnij de xij (i = 1; : : : ; g; j = 1; : : : ; e) para cada
possvel escolha de n (o numero de componentes), a medida de discrepa^ncia
entre o valor atual e predito e
PRESS(n) =
gX
i=1
eX
j=1
(xnij   xij)2 (7.2)
contudo, para evitar o vies, os dados xij n~ao devem ser usados nos calculos
de xnij para cada i e j. O metodo assume que a DVS de X pode ser escrita
como X = UDVT, e utiliza a seguinte estatstica para determinar o numero
de componentes no modelo:
Wn =
PRESS(n 1) PRESS(n)
Dn
PRESS(n)
Dr
(7.3)
em que Dn e o numero de graus de liberdade requeridos para ajustar o n-
esimo componente e Dr e o numero de graus de liberdade remanescentes apos
ajustar o n-esimo componente.
A validac~ao cruzada subdivide X em certo numero de grupos, deleta-se
cada grupo por vez a partir dos dados, avalia-se os para^metros do modelo
ajustados a partir dos dados remanescentes, e prediz-se o valor deletado Wold
(1978). Krzanowski (1987) argumenta que a predic~ao mais precisa resulta
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quando cada grupo deletado e t~ao pequeno quanto possvel, que no presente
caso e um simples elemento de X. Denota-se por X( i) o resultado de deletar
a i-esima linha de X e centralizar em torno das medias das colunas. Denota-se
X( j) o resultado de deletar a j-esima coluna da X e centralizar em torno das
medias das colunas, seguindo o esquema, pode-se escrever
X( i) = UDV
T
com U = (upt); V = (vpt) e D = diag(d1; : : : ; dl);
X( j) = eUeDeVT com eU = (eupt); eV = (evpt) e eD = diag(ed1; : : : ; edl 1):
Agora, considere-se o preditor
bxnij = nX
t=1
euitqedtvtjqdt (7.4)
cada elemento no lado direito da express~ao (7.4) e obtido da DVS de X
centrada na media apos omitir a i-esima linha e a j-esima coluna. Assim, o
valor xij n~ao e usado no calculo da predic~ao, e o maximo uso dos dados e feito
com os outros elementos de X.
7.2.4 Analise de procrustes
E muito comum que sejam obtidas congurac~oes (conjuntos de dados) no de-
senvolvimento de uma pesquisa e a comparac~ao entre os resultados por meios
gracos e necessaria. A possibilidade de comparac~ao entre as congurac~oes ou
conjuntos surge porque os pontos de todas as congurac~oes referem-se as mes-
mas n entidades, mas e apenas a comparac~ao entre os pontos correspondentes
de duas congurac~oes que e de interesse. A comparac~ao de dois conjuntos de
r componentes e equivalente a comparac~ao de dois subespacos r-dimensionais
correspondentes deste espaco comum. E possvel que dois conjuntos de veto-
res sejam diferentes um do outro, mas estejam denindo o mesmo subespaco.
E necessaria uma tecnica analtica que proporcione uma medida numerica de
quanto duas ou mais representac~oes gracas diferem. Te^m-se duas opc~oes:
uma e assumir que os n pontos de cada um dos conjuntos de congurac~oes
referem-se as mesmas n entidades e tentar denir a quantidade numerica do
desvio da coincide^ncia dos conjuntos de pontos. A outra, e assumir que os p
eixos do conjunto de congurac~oes s~ao os mesmos e tentar denir a quantidade
numerica do desvio da coincide^ncia dos conjuntos de subespacos denidos em
relac~ao a estes eixos (Krzanowski, 2000).
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Sejam X e Y duas matrizes com dimens~ao (np) e (nq) que representam
as coordenadas dos n pontos em cada uma das congurac~oes, supondo que
p > q, a segunda congurac~ao esta em um subespaco do espaco p-dimensional
e pode ser tratado como se estivesse neste ultimo espaco adicionando (p   q)
colunas de zeros ao lado direito de Y, convertendo-a em uma matriz (n p).
Sem perda de generalidade, pode-se assumir que p = q, e que esta condic~ao
e atingida adicionando um numero apropriado de colunas de zeros na menor
matriz dentre as duas.
O objetivo e comparar as duas congurac~oes, assumindo que as linhas das
duas matrizes referem-se a mesma entidade. Com a pressuposic~ao de p = q,
podem-se desenhar as duas congurac~oes com os mesmos p eixos ortogonais. A
estatstica de procrustes e composta por tre^s passos, o primeiro e a translac~ao
que e um deslocamento de todos os pontos atraves de uma dista^ncia cons-
tante no mesmo sentido, ou seja, uma translac~ao xa de toda a congurac~ao;
o segundo e a rotac~ao que consiste em um deslocamento xo de todos os pon-
tos atraves de um a^ngulo constante, mantendo a dista^ncia de cada ponto ao
centroide, signica, uma rotac~ao xa de toda a congurac~ao; e nalmente di-
latac~ao que e o estiramento ou encolhimento de todos os pontos atraves de uma
constante em uma linha reta do ponto ao centroide da congurac~ao, isto e, di-
latac~ao uniforme de toda a congurac~ao. Levando em conta isto, a estatstica
de procrustes pode ser calculada como
M 2 = c2 traco(YYT)  2c traco(XQTYT) + traco(XXT) (7.5)
em que c = traco(XQ
TYT)
traco(YYT) e o para^metro de dilatac~ao e Q = VU
T e a matriz
de rotac~ao, com e a decomposic~ao por valores singulares da matriz XTY. O
procedimento adequado e manter uma congurac~ao xa e igualar a outra a
esta. Segundo Krzanowski (2000) deve-se xar a congurac~ao cujas coorde-
nadas est~ao dadas por X e igualar a congurac~ao com coordenadas Y a esta.
A corresponde^ncia sera obtida atraves da realizac~ao dos passos descritos an-
teriormente, na seque^ncia, de forma tal a tornar o valor nal de M 2 para a
corresponde^ncia das congurac~oes t~ao pequena quanto possvel. Se o procedi-
mento e feito sobre a mesma matriz, quer dizer, X = Y, a estatstica M 2 = 0,
o que indica que as duas congurac~oes se ajustam exatamente, ent~ao quanto
menor o valor da estatstica maior similaridade entre as congurac~oes.
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7.2.5 Analise multivariada da varia^ncia - MANOVA
Geralmente quando se tem mais de uma variavel medida por parcela nos de-
lineamentos de experimentos e feita a Analise de Varia^ncia Multivariada -
MANOVA. A Analise de Varia^ncia - ANOVA tem uma generalizac~ao quando
as variaveis s~ao vetores levando a analise de uma matriz de somas de quadra-
dos e produtos cruzados. Considerando o caso de dupla entrada, e suposto que
se tem mge observac~oes independentes geradas pelo modelo
Yiju = + gi + ej + (ge)ij + "iju, com i = 1; 2; : : : ; g, j = 1; 2; : : : ; e u = 1; 2; : : : ;m
em que gi e o efeito da i-esima linha, ej e o efeito da j-esima coluna, (ge)ij
o efeito da interac~ao entre a i-esima linha e a j-esima coluna, "iju e o termo do
erro que e assumido independente Np(0;) para todo i, j, u e m e o numero
de repetic~oes. E necessario que o numero de observac~oes em cada casela (i; j)
deva ser o mesmo, tal que a soma de quadrados total e matriz de produtos
pode ser decomposta. O interesse esta em testar a hipotese nula da igualdade
de gi, igualdade de ej e a igualdade de (ge)ij, Mardia et al. (2003).
Os metodos descritos foram implementados no modulo IML (Interactive
matrix programming) do pacote SAS (Statistical Analysis System), o programa
utilizado esta disponvel em Garca (2009).
7.3 Resultados e discuss~ao
Para cada uma das variaveis respostas foi feita a analise de varia^ncia dando
como resultado o ajuste dos efeitos principais por ANOVA (primeira etapa da
analise AMMI). A correlac~ao entre as variaveis respostas e  0; 5052 (valor-
p < 0; 0001), foi obtida com os dados originais, o que indica uma correlac~ao
moderada inversa entre elas, enquanto a produtividade e alta o tempo de cozi-
mento e baixo. Para la variavel produtividade os genotipos, assim como os am-
bientes, s~ao estatisticamente signicativos com valores F = 4; 59 e F = 173; 67
(valores-p < 0; 0001), da mesma maneira, os efeitos genotpicos e ambien-
tais para a variavel tempo de cozimento apresentam os valores F = 2; 73 e
F = 28; 86 (valores-p < 0; 0001), tambem e de grande interesse a soma de
quadrados GE = 24242129; 90 e GE = 7181; 03, objeto da decomposic~ao
DVS, na segunda etapa da analise, para a variavel resposta produtividade
esta interac~ao representou 9% da soma de quadrados total e para o tempo de
cozimento 36%.
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As estimativas das medias de genotipos e ambientes, assim como a media
geral, ajustadas pelo modelo sem interac~ao, s~ao mostradas na Tabela 7.2. Nela
pode-se observar que os genotipos com maior produtividade media s~ao G11,
G10, G15 e G13 e com menor os G8, G7, G1 e G9, enquanto ao tempo de
cozimento os genotipos com maior tempo de cozimento em media s~ao G15,
G1, G10 e G8 e com menor G7, G5, G19 e G13, ja para os ambientes as
maiores produtividades em media foram obtidas nos ambientes A5, A13, A12
e A1 e com menor os A17, A18, A16 e A6, para o tempo de cozimento em
media os maiores tempos pertencem aos ambientes A17, A18, A9 e A7 e os
menores os A12, A1, A11 e A8. E interessante notar que existem diferencas
entre as duas variaveis respostas, por exemplo, o genotipo G13 que para a
produtividade e um dos que possui um valor alto, para o tempo de cozimento
e um dos menores, o mesmo acontece com os ambientes, aqueles com maior
produtividade apresentam menor tempo de cozimento, este e o caso de A1 e
A12, isto devido a correlac~ao entre as duas variaveis repostas.
Tabela 7.2: Medias de produtividade e tempo de cozimento para Genotipos e Ambientes
Media (Yi) Media (Yj)
Genotipo Produtividade Tempo C.1 Ambientes Produtividade Tempo C.
G1 2148,8802 32,4707 A1 3272,7193 21,4323
G2 2396,8422 31,0046 A2 2317,0614 30,1028
G3 2289,8026 28,1580 A3 1881,3596 31,4130
G4 2337,5195 28,3856 A4 2018,4211 31,3944
G5 2277,3450 27,1902 A5 4076,2676 25,1932
G6 2324,1702 29,5344 A6 1681,3597 29,6974
G7 2051,3359 26,2743 A7 1965,4386 35,2854
G8 2001,3272 31,2035 A8 2017,7874 23,0312
G9 2171,3037 29,1393 A9 2301,7983 35,5588
G10 2486,6924 32,2815 A10 2407,9437 28,4053
G11 2557,7411 29,7409 A11 2879,1491 22,2446
G12 2282,2393 29,3757 A12 3345,8333 20,1737
G13 2445,2254 27,6054 A13 3460,6065 29,3437
G14 2298,2628 28,8691 A14 2419,9561 23,2409
G15 2474,3609 33,1915 A15 2202,4035 33,3089
G16 2270,0485 28,1839 A16 1244,0877 31,0360
G17 2270,0319 29,4756 A17 828,2456 40,5781
G18 2371,4182 29,9026 A18 1165,2807 38,6161
G19 2335,9345 27,5165
Media Geral (Y) 2304,7622 29,4475
1 Tempo de Cozimento
Na segunda etapa da analise AMMI a interac~ao G  E e o objeto da de-
composic~ao DVS. Segundo a regra de Gollob e o teste F para a variavel
produtividade, 5 dos 17 eixos de interac~ao s~ao signicativos (F = 2; 2206 e
valor-p = 0; 0005), o que levaria a selec~ao do modelo AMMI5, enquanto pelo
teste FR de Cornelius et al. (1996), o modelo selecionado e o AMMI4, ja
que somente a partir de IPCA4 o resduo AMMI torna-se n~ao signicativo
(F = 1; 2074 com valor-p = 0; 0508). Para a variavel tempo de cozimento o
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metodo de Gollob e o teste F indicam que 7 dos 17 eixos de interac~ao s~ao sig-
nicativos, o que indica a selec~ao do modelo AMMI7, entretanto, o teste FR
de Cornelius, seleciona o modelo AMMI6, pois a partir de IPCA6 o resduo
AMMI torna-se n~ao signicativo (F = 1; 0817 com valor-p = 0; 2690). O
metodo de Eastment e Krzanowski, atraves da estatstica W , n~ao selecionou
componente para reter no modelo, isto signica que o modelo seria aditivo
para a produtividade e o tempo de cozimento; mas diante da maior simpli-
cidade representativa do modelo e das propriedades do teste FR, sugere-se, o
modelo AMMI4 como o melhor descritor do padr~ao de resposta diferencial dos
genotipos aos ambientes para a variavel produtividade e o modelo AMMI6
para o tempo de cozimento.
A ultima etapa da analise AMMI consiste na representac~ao graca dos
genotipos e ambientes no chamado biplot, Gabriel (2002). Para isso, faz-se
necessaria a determinac~ao de suas coordenadas para os eixos singulares de in-
terac~ao. A partir das mesmas matrizes U; S; V , resultantes da decomposic~ao
por valor singular - DVS da matriz GE, obtem-se novamente os resultados de
interesse. De acordo com Gauch (1988), o primeiro eixo singular da analise
AMMI captura a maior porcentagem de \padr~ao" e com acumulac~ao sub-
sequente das dimens~oes dos eixos, ha uma diminuic~ao na porcentagem de
\padr~ao" e um incremento de \rudos" Com isso, apesar da porc~ao pequena
de SQGE explicada pelos dois primeiros eixos (40,1%) para produtividade
e (40,7%) para tempo de cozimento, espera-se capturar a maior parte do
\padr~ao" devido a interac~ao G  E. Dessa forma, os escores de genotipos e
de ambientes s~ao plotados so ate o segundo eixo, para cada uma das variaveis
respostas. Varios autores utilizaram o mesmo tipo de representac~ao apesar
de terem vericado uma menor proporc~ao da SQGE explicada, a saber: 60%
(Eyherabide et al., 1997); 57,6% (Flores et al., 1996); 54,6% (Crossa et al.,
1990); 44,6% (Pereira e Costa, 1998); 28,6% (Arias, 1996); 27,1% (Crossa et
al., 1991).
Para a variavel produtividade as Figuras 7.1 e 7.2 ilustram as duas repre-
sentac~oes (os biplots AMMI1 e AMMI2, respectivamente) resultantes dos
conjuntos de coordenadas, para o biplot AMMI1 (medias vs. IPCA1) e para
biplot AMMI2 (IPCA1 vs IPCA2). A partir deles s~ao feitas, ent~ao, as de-
vidas interpretac~oes, procurando identicar genotipos e ambientes que menos
contriburam para a interac~ao G  E; combinac~oes de genotipos e ambientes
desejaveis em termos de adaptabilidade; relac~oes entre os eixos de interac~ao e
caractersticas genotpicas e ambientais conhecidas.
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Pela Figura 7.1, pode-se concluir que os genotipos mais estaveis e que menos
contriburam para a interac~ao G  E, captada pelo primeiro eixo (IPCA1),
foram G4, G7 G12, G13, G17 e G19; enquanto entre os ambientes nesse sentido
s~ao A3, A4, A7, A9, A12, A14, A15 e A18. Alem de ser estaveis os genotipos in-
dicam ser amplamente adaptados aos ambientes no teste. Os genotipos estaveis
devem apresentar tambem um bom desempenho, neste caso uma alta produ-
tividade, o que e avaliado atraves de suas medias. Assim, entre os genotipos
estaveis destaca-se o G13 com uma produtividade media elevada e entre os
ambientes o A12.
Examinando a Figura 7.2, os genotipos e ambientes mais estaveis s~ao G9,
G12, G13 e G14; A4, A9, A15 e A18. Estes genotipos tiveram uma ma classi-
cac~ao em produtividade media (G9 foi decimo nono, G12 foi decimo segundo
e G14 foi decimo), so o G13 parece ter uma boa produtividade, ele foi o quarto.
Para este conjunto, as produtividades medias elevadas parecem estar associa-
das a adaptac~oes especcas. Observa-se que o primeiro eixo singular deve ser
determinado por caractersticas contrastantes entre os ambientes A6 - A8 e o
par A11 - A13, o segundo eixo parece resultante principalmente das diferencas
entre A2, A8 e A11. Ja para os genotipos, o primeiro eixo parece estar relaci-
onado a aspectos determinantes da diverge^ncia entre os genotipos G11-G15 e
G16, enquanto o segundo a diverge^ncia entre G1 e G16. Tambem observa-se
a adaptabilidade dos genotipos nos ambientes, por exemplo, G16 com o A8,
os G11 e G15 com os A13 e A11, os G1 e G6 com o A2. Compete ao melho-
rista identicar tais caractersticas para assim discernir melhor os mecanismos
determinantes da interac~ao.
Para a variavel tempo de cozimento se apresentam os biplotAMMI1 (medias
vs. IPCA1) e o biplot AMMI2 (IPCA1 vs IPCA2). Da Figura 7.3, pode-se
dizer que os genotipos mais estaveis e que menos contriburam para a interac~ao
GE, captada pelo primeiro eixo (IPCA1), est~ao situados na faixa horizontal
em torno de zero em relac~ao ao eixo IPCA1, estes foram G2, G5, G9, G12,
G13 e G14; enquanto entre os ambientes nesse sentido est~ao A1, A2, A3, A8,
A9, A11, A12, A13 e A14. Alem de ser estaveis os genotipos indicam ser am-
plamente adaptados aos ambientes no teste. E importante que os genotipos
estaveis apresentem tambem um bom desempenho, neste caso um baixo tempo
de cozimento, isto e avaliado atraves de suas medias. Assim, entre os genotipos
estaveis destaca-se o G5 com um tempo de cozimento medio baixo e nos am-
bientes o A12, observa-se que o G13 ainda sendo um pouco maior em media
que o G5 tambem proporciona um bom tempo de cozimento.
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Figura 7.1: Biplot AMMI1 para dados de produtividade de gr~aos (kg/ha), em feijoeiro, com
dezenove genotipos (G) e dezoito ambientes (A). A gura captura 23,6% de variabilidade
Figura 7.2: Biplot AMMI2 para dados de produtividade de gr~aos (kg/ha), em feijoeiro, com
dezenove genotipos (G) e dezoito ambientes (A). A gura captura 40,1% de variabilidade
Observando a Figura 7.4, os genotipos e ambientes mais estaveis s~ao G2,
G5, G10 e G14; A1, A2, A7, A8, A11 e A14. Estes genotipos tiveram a
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seguinte classicac~ao em tempo de cozimento medio, G2 foi decimo quinto,
G5 foi decimo oitavo, G10 foi terceiro e G14 foi decimo segundo, G5 parece
ter um bom tempo de cozimento. Observa-se que o primeiro eixo singular
pode estar determinado por caractersticas contrastantes entre os ambientes
A6 - A9 - A10 e A18, o segundo eixo parece resultante principalmente das
diferencas entre A4 e A6 - A8. Ja para os genotipos, o primeiro eixo parece
estar relacionado a aspectos determinantes da diverge^ncia entre os genotipos
G11-G13-G18 e G8-G15, enquanto o segundo a diverge^ncia entre G3 - G15 e
G12 - G17. Tambem observa-se a adaptabilidade dos genotipos nos ambientes,
por exemplo, G8 e G15 com o A16, o G18 com A19, o G13 com o A10. Compete
ao melhorista identicar tais caractersticas para assim discernir melhor os
mecanismos determinantes da interac~ao. Com os resultados encontrados nas
duas analises, pode-se recomendar o genotipo G13 e o ambiente A12 como
estaveis, com uma alta produtividade e um baixo tempo de cozimento.
Figura 7.3: Biplot AMMI1 para dados de tempo de cozimento (min.), em feijoeiro, com
dezenove genotipos (G) e dezoito ambientes (A). A gura captura 21,9% de variabilidade
A estatstica de procrustes M 2 denida na equac~ao (7.5) quantica a di-
ferenca de duas congurac~oes de pontos, neste caso os marcadores, quanto
menor o valor da estatstica, as congurac~oes ser~ao mais similares. Foi usada
esta estatstica para comparar os resultados apos realizar as analises AMMI
individuais para cada uma das variaveis respostas. A estatstica M 2 foi calcu-
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Figura 7.4: Biplot AMMI1 para dados de tempo de cozimento (min.), em feijoeiro, com
dezenove genotipos (G) e dezoito ambientes (A). A gura captura 40,7% de variabilidade
lada fazendo a rotac~ao da matriz de marcadores da variavel produtividade em
relac~ao a matriz de marcadores da variavel tempo de cozimento, as matrizes
inicialmente foram padronizadas, gerando assim o fator de dilatac~ao c = 1.
Neste trabalho procura-se avaliar a similaridade entre as analises individuais
e fazer uma recomendac~ao geral de genotipos e ambientes.
Depois de realizar as duas analises individuais, decidiu-se escolher um mo-
delo que explique conjuntamente segundo as duas variaveis respostas. Para
isto compararam-se as matrizes de marcadores levando em conta cada um dos
modelos escolhidos, por exemplo, para a variavel produtividade o metodo de
Cornelius selecionou um AMMI4 e para o tempo de cozimento um AMMI6,
ent~ao foram aplicados os dois modelos nas duas variaveis e obtidas as respecti-
vas matrizes de marcadores para genotipos e ambientes. Com estas matrizes de
marcadores encontraram-se todas as combinac~oes possveis entre eles. Foram
a seguir comparadas atraves da analise de procrustes, quanto menor o valor da
estatstica de procrustes indica um melhor ajuste considerando duas variaveis
respostas.
Na Tabela 7.3, observa-se os valores da estatstica M 2 para os marcadores
de genotipos segundo os modelos escolhidos pelo metodo de Cornelius, ou seja,
AMMI4 para a variavel produtividade e AMMI6 para o tempo de cozimento
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e as combinac~oes entre eles, o menor valor da estatstica foi encontrado quando
as duas variaveis respostas foram modeladas com o modelo AMMI4, indicando
que as matrizes de marcadores de genotipos s~ao mais similares do que com a
combinac~ao dos outros modelos.
Tabela 7.3: Analise de procrustes (M2) para os marcadores de genotipos
Modelo para Tempo de Cozimento
Modelo para Produtividade AMMI4 AMMI6
AMMI4 70,8369 92,0335
AMMI6 95,0152 96,3995
Na Tabela 7.4, encontram-se os valores da estatsticaM2 para os marcadores
de ambientes segundo os modelos escolhidos pelo metodo de Cornelius, do
mesmo jeito que na Tabela 7.3, neste caso o menor valor da estatstica foi
encontrado quando as duas variaveis respostas foram modeladas com o modelo
AMMI4, indicando mais uma vez que as matrizes de marcadores de ambientes
s~ao mais similares do que com a combinac~ao dos outros modelos.
Tabela 7.4: Analise de procrustes (M2) para os marcadores de ambientes
Modelo para Tempo de Cozimento
Modelo para Produtividade AMMI4 AMMI6
AMMI4 62,7695 75,7061
AMMI6 91,6764 90,3906
Portanto, segundo a estatstica de procrustes o modelo que gera maior si-
milaridade entre as matrizes de marcadores tanto para genotipos quanto para
ambientes e o modelo AMMI4, ent~ao, poderia-se recomendar o genotipo G13
e o ambiente A12 para futuros estudos, pois apresentam um bom desempenho
nas duas variaveis respostas.
Para o conjunto original de dados de 19 genotipos, 18 ambientes, 3 re-
petic~oes e duas variaveis respostas, foi feita a analise de varia^ncia multivariada
- MANOVA, foram calculados os testes Lambda de Wilks, o traco de Pillai,
o traco de Hotelling-Lawley e a maior raiz de Roy para cada um dos efeitos
(genotipos, ambientes e interac~ao). Os resultados para os quatro testes multi-
variados, nos quais a hipotese nula e H0Gen = Gen1 = Gen2 =    = Geng, em
que g = 19, ou seja, que n~ao existe diferenca entre os nveis do fator genotipo,
por meio dos testes pode-se rejeitar a hipotese nula (F = 17; 07, F = 16; 13,
F = 18; 03 e F = 28; 51 respectivamente com valores-p < 0; 0001), isto e, o
116
Captulo 7. Modelos AMMI: Metodologia alternativa para experimentos multiambientes
bivariados
genotipo tem um efeito signicativo considerando as duas variaveis respostas
produtividade e tempo de cozimento, simultaneamente. Igualmente para tes-
tar a signica^ncia dos ambientes, a hipotese nula e H0Amb = Amb1 = Amb2 =
   = Ambe, em que e = 18, isto e, que n~ao ha diferenca entre os nveis do fator
ambiente, a hipotese nula e rejeitada (F = 229; 21, F = 167; 25, F = 309; 70 e
F = 534; 77 com valores-p < 0; 0001), ou seja, o efeito que tem o ambiente so-
bre as variaveis respostas produtividade e tempo de cozimento e signicativo.
Finalmente, testa-se a hipotese nula H0AmbGen = GE11 = GE12 = : : : = GEge
de n~ao efeito de interac~ao, e rejeitada (F = 4; 85, F = 3; 82, F = 6; 06 e
F = 10; 41 com valores-p< 0; 0001), indicando que existe um efeito signi-
cativo da interac~ao entre os genotipos e os ambientes sobre as duas variaveis
respostas.
Dado que a analise MANOVA n~ao proporciona uma boa interpretac~ao sobre
a interac~ao, isto e, so permite saber se ela e ou n~ao signicativa, decidiu-se fa-
zer uma analise de comparac~oes post hoc para identicar quais das interac~oes
(ge)ij s~ao signicativamente diferentes das outras, nas variaveis respostas, pro-
dutividade e tempo de cozimento, foram realizadas comparac~oes multiplas de
Schee. Ao realizar as comparac~oes encontrou-se que as interac~oes para a
variavel produtividade n~ao diferem signicativamente e na variavel tempo de
cozimento somente diferem as interac~oes G10A7 e a G12A1.
Tambem foi testado o efeito dos genotipos nos nveis dos ambientes, sendo
signicativos para os ambientes A1, A2, A3, A5, A6, A7, A8, A11, A12, A13
e A14, na variavel resposta produtividade, indicando certa responsabilidade
pela signica^ncia da interac~ao e para a variavel tempo de cozimento em todos
os ambientes. Entretanto, o efeito dos ambientes nos nveis dos genotipos e
signicativo em todos os genotipos tanto para a variavel produtividade como
para o tempo de cozimento, coincidindo com o resultado das comparac~oes post
hoc realizadas.
Da analise AMMI seguida de procrustes, encontrou-se que o G13 e o A12,
poderiam ser uma boa opc~ao para futuros estudos, pois proporcionam esta-
bilidade e um bom desempenho nas duas variaveis respostas, agora com os
resultados obtidos da analise MANOVA, o A12 resultou ser um dos possveis
responsaveis pela interac~ao, dado que o efeito dos ambientes nos nveis dos
genotipos foi signicativo para todos os nveis, poderia-se dizer que o G13
em combinac~ao com o A12, proporcionam uma boa escolha, conrmando os
resultados da analise AMMI.
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7.4 Conclus~oes
A analise de procrustes encontrou um modelo que apresenta alta similaridade
entre as matrizes de marcadores para genotipos e ambientes nas duas variaveis
respostas, sendo um modelo com poucos componentes, o que indica que este
modelo esta captando o padr~ao dos dados para as duas variaveis e deixando
fora o rudo.
Se encontrou que a analise AMMI seguida de procrustes pode ser uma
alternativa para a analise de experimentos com duas variaveis respostas. Os
resultados encontrados atraves da metodologia proposta foram conrmados
usando a analise multivariada da varia^ncia e comparac~oes multiplas.
7.5 Sugest~oes
Apesar de que a analise MANOVA conrmou os resultados da analise AMMI,
recomenda-se realizar uma analise mais exaustiva da interac~ao na MANOVA,
tentando encontrar as interac~oes responsaveis da signica^ncia da interac~ao
geral, por exemplo, usar a analise cano^nica de variaveis na MANOVA chamada
CVA para o efeito da interac~ao, como e apresentado em Lejeune e Calinski
(2000).
Dado que as analises AMMI e procrustes apresentaram bom resultados con-
juntamente, recomenda-se explorar a combinac~ao das duas analises quando se
te^m mais de duas variaveis respostas, em que a analise procrustes ja n~ao com-
para matrizes se n~ao subespacos.
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Modelo AMMI no estudo da interac~ao
entre QTL e ambiente
A interac~ao entre genotipo e ambiente (IGA) e entre quantitative trait loci
(QTL) e ambiente (IQA) s~ao feno^menos comuns em ensaios multi-localizac~ao
e representam um grande desao para melhoradores de plantas que pretendem
desenvolver genotipos mais adaptados a diferentes condic~oes atmosfericas.
O modelo de efeitos principais aditivos e interac~ao multiplicativa (AMMI)
e uma ferramenta largamente utilizada na analise de ensaios multi-localizac~ao
(e.g. rendimento) quando os dados s~ao apresentados na forma de matriz de
dupla entrada, com genotipos nas linhas e ambientes (combinac~ao local/ano)
nas colunas.
Neste modulo do minicurso o modelo AMMI sera usado na detecc~ao de QTL
e no estudo da interac~ao entre QTL e ambiente. Nomeadamente, descrevere-
mos a AQ analysis (i.e. obtenc~ao dos QTL scans tendo por base os valores
preditos pelo ajustamento do modelo AMMI aos dados fenotpicos) que permite
obter picos mais elevados (em termos de LOD scores) para os QTL (Gauch et
al., 2011). Alem disso a ordenac~ao dos ambientes por para^metros AMMI que
sumarizem a IGA revela padr~oes consistentes e tende^ncias sistematicas que
muitas vezes te^m interpretac~ao ecologica ou biologica (Gauch et al., 2011). Os
metodos propostos ser~ao ilustrados com um conjunto de dados sobre scores de
germinac~ao pre-colheita em trigo (Triticum aestivum L.) em 14 ambientes.
8.1 Introduc~ao
Muitos fenotipos (caractersticas) avaliados em experie^ncias agrcolas s~ao quan-
titativos (e.g. rendimento por hectare, numero de sementes produzidas por
planta, etc.). A variac~ao nessas caractersticas quantitativas e usualmente
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devida ao efeito de varias localizac~oes geneticas e a factores ambientais. O co-
nhecimento sobre o numero, localizac~ao, efeito e identidade de tais localizac~oes
geneticas (denominadas de quantitative trait loci, QTL) poder~ao conduzir a no-
vas descobertas biologicas. Esta informac~ao sobre QTL pode ser usada para
ajudar na selec~ao e melhoramento de colheitas agrcolas (Broman e Sen, 2009).
Assim, QTL podem ser denidos como localizac~oes geneticas que contribuem
para a variac~ao de uma caracterstica quantitativa. O mapeamento de QTL e
uma tecnica para tentar identicar QTL numa populac~ao experimental resul-
tante do cruzamento de dois progenitores.
Um dos maiores desaos em estatstica genetica e encontrar melhores genotipos
ao longo de uma ampla variac~ao de condic~oes agroecologicas e tambem ao longo
dos anos. Este e tambem um desao para agricultores, melhoradores de plan-
tas e geneticistas, se bem que os agricultores e os melhoradores de plantas
te^m interesses diferentes: os agricultores pretendem genotipos melhores para
o seu clima e tipo de solo e os melhoradores de plantas pretendem desenvolver
genotipos que tenham uma boa performance em localizac~oes diferentes e hete-
roge^neas. Para alcancar este objetivo, s~ao conduzidos ensaios multi-localizac~ao
(multi-environment trials, MET) em que uma serie de genotipos e avaliada em
diferentes condic~oes ambientais e em diferentes anos. Os dados provenien-
tes destes MET e usualmente sumarizada numa tabela de dupla entrada com
genotipos nas linhas e ambientes (combinac~oes de localizac~ao e ano) nas co-
lunas. Na maior parte destas tabelas de dupla entrada e possvel encontrar
diferencas na estabilidade dos fenotipos (e.g. rendimento) ao longo dos am-
bientes, i.e. os efeitos genotipicos e ambientais n~ao s~ao simplesmente aditivos
e a interac~ao entre genotipo e ambiente (IGA) esta presente nos dados. IGA
e denido como a alterac~ao do ranking genetico dos genotipos para diferen-
tes ambientes, e.g., um genotipo com boa performance em condic~oes humidas
pode apresentar uma ma performance em condic~oes de seca. A IGA pode
ser expressa como crossovers, quando dois genotipos diferentes apresentam al-
terac~ao no ranking de performance quando avaliados em ambientes diferentes;
ou respostas inconsistentes de alguns genotipos ao longo dos ambientes sem
mudanca em termos de ranking. O estudo e entendimento destas interac~oes
representam um grande desao, com o objetivo de melhorar caractersticas
complexas (e.g. rendimento) para diferentes gradientes ambientais.
Com o desenvolvimento de marcadores moleculares e tecnicas de mapea-
mento, os pesquisadores podem ir mais alem e analisar todo o genoma para
detectar localizac~oes especcas para os genes que inuenciam a caracterstica
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quantitativa. Estas localizac~oes s~ao os QTL e, quando estes QTL apresentam
uma express~ao diferente ao longo dos ambientes, estamos perante interac~ao
entre QTL e ambiente (IQA), que representa a base da IGA. Um bom en-
tendimento destas interac~oes permite aos pesquisadores selecionar melhores
genotipos para diferentes gradientes ambientais e, consequentemente, melhorar
colheitas e as suas produc~oes em pases desenvolvidos e em desenvolvimento,
com base no seu clima e caractersticas dos solos.
O modelo de efeitos principais aditivos e interac~ao multiplicativa (AMMI)
e uma ferramenta largamente utilizada na analise de ensaios multi-localizac~ao
que permite particionar a interac~ao em N = min(I 1; J 1 termos, em que I e
o numero de genotipos e J o numero de ambientes. O modelo AMMI combina a
analise de varia^ncia (ANOVA) e a decomposic~ao em valores singulares (DVS),
sendo que a ANOVA e aplicada primeiramente e permite extrair os efeitos
principais aditivos, e a DVS e aplicada aos resduos da ANOVA (i.e. matriz
da IGA) de forma a decompor a interac~ao em N partes (Gauch, 1988, 1992).
Neste modulo do minicurso o modelo AMMI sera usado na detecc~ao de
QTL e no estudo da interac~ao entre QTL e ambiente. Primeiramente sera
aplicado um modelo AMMI parcimo^nio aos dados fenotpicos, e seguidamente
os valores preditos com esse modelo AMMI ser~ao usados para obter os QTL
scans, o que permite incluir informac~ao de outros ambientes no scan de um
determinado ambiente (Jiang e Zeng, 1995). Esta tecnica e denominada de
AQ analysis (Gauch et al., 2011) e permite obter picos mais elevados (em
termos de LOD scores) para os QTL quando efetuado um QTL scan. Alem
disso a ordenac~ao dos ambientes por para^metros AMMI que sumarizem a IGA
revela padr~oes consistentes e tende^ncias sistematicas, que muitas vezes te^m
interpretac~ao ecologica ou biologica (Gauch et al., 2011). Os metodos pro-
postos ser~ao ilustrados com um conjunto de dados sobre scores de germinac~ao
pre-colheita em trigo (Triticum aestivum L.) em 14 ambientes.
8.2 Materiais e metodos
8.2.1 Dados genotpicos e fenotpicos
O conjunto de dados usado na ilustrac~ao desta estrategia para mais facilmente
detectar QTL e estudar IQA, e proveniente de um ensaio multi-localizac~ao em
que a caracterstica fenotpica de interesse s~ao os scores de germinac~ao pre-
colheita (preharvest sprouting, PHS) em trigo (Triticum aestivum L.), cujos
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metodos experimentais est~ao descrito em Munkvold et al. (2009). Nos scores
da PHS, o zero corresponde a nenhuma evide^ncia de germinac~ao na espiga
enquanto o nove corresponde a a uma germinac~ao extrema na espiga. Esta
populac~ao foi derivada de um cruzamento entre a variedade resistente a PHS
Cayuga e a variedade suscetvel a PHS Caledonia. Foram considerados 197
genotipos avaliados em 14 ambientes, e considerados 205 marcadores mapeados
em 42 grupos de ligac~ao (linkage groups).
8.2.2 Analise estatstica
O ajustamento do modelo AMMI aos dados pode ser efetuado atraves do
software MATMODEL (Gauch, 2007). Considere-se uma tabela de dupla en-
trada de observac~oes fenotpicas (e.g. rendimento ou scores de germinac~ao
pre-colheita) com I genotipos nas linhas e J ambientes (combinac~oes de loca-
lizac~ao e ano) nas colunas, com replicac~oes.
O modelo AMMI (Gauch, 1988, 1992) combina a ANOVA e a DVS, sendo
a ANOVA aplicada primeiramente para obter os efeitos principais aditivos e
a DVS aplicada a matriz de GEI (i.e. a matriz que contem os resduos da
ANOVA). Considerando o numero maximo de componentes principais N =
min(I   1; J   1), o modelo AMMI pode ser escrito como
Yij = + i + j +
NX
n=1
ninjn + ij; (8.1)
em que Yij representa os dados fenotpicos (e.g. rendimento) para o genotipo
i no ambiente j,  a media global, i a diferenca entre a media global e o
genotipo i, j a diferenca entre a media global e o ambiente j, n e o valor
singular para a componente principal n, in e jn s~ao os vectores singulares
esquerdos e direitos, e ij o resduo para o genotipo i no ambiente j.
Os QTL scans podem ser obtidos usando o software QTL Cartographer 2.5
(Wang et al., 2007) atraves do metodo composite interval mapping. Os QTL
signicativos, com um nvel de signica^ncia de 0.05, s~ao determinados com um
teste de permutac~oes com 1000 permutac~oes (Churchill e Doerge, 1994).
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8.3 Resultados e discuss~ao
Os dados fenotpicos obtidos de ensaios multi-localizac~ao podem variar conso-
ante dois aspetos importantes: (i) nivel de ruido; e (ii) complexidade da IGA
e, consequentemente, da IQA.
O painel da esquerda da Figura 8.1 apresenta os QTL scans para os 11 ambi-
entes em estudo, obtidos com base nos dados originais e ordenados pelo nome
do local e ano, o que em termos biologicos representa uma ordem aleatoria
(Gauch et al., 2011).
Figura 8.1: QTL scans para os 11 ambientes da populac~ao Cayuga x Caledonia: (i) com base
nos dados originais e ordenados pelo nome do local e ano (esquerda); e (ii) com base nos
valores ajustados pelo modelo AMMI1 e ordenados pelos scores ambientais da IPC1 (Gauch
et al., 2011).
A Tabela 8.1 apresenta a ANOVA para o modelo AMMI3, isto e, o modelo
AMMI com tre^s componentes principais para a interac~ao (interaction principal
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components, IPC). Note-se que genotipos, ambientes e IGA representam 35.0%,
31.6%, e 33.4% da soma dos quadrados (SQ) dos tratamentos. O rudo na IGA
pode ser estimado pelo produto entre os graus de liberdade (gl) da interac~ao
e o quadrado medio (QM) do erro, nomeadamente 2195, que por diferenca do
total de 2661 implica um sinal da IGA de 466, ou 17:5% Gauch (1992).
Tabela 8.1: ANOVA para o modelo AMMI3 (Gauch et al., 2011). A media geral e 4:097.
Fonte de variac~ao gl SQ QM Probabilidade
Total 4306 10370.35 2.408
Tratamentos 2166 7974.12 3.682 0.0000000
Genotipos 196 2789.94 14.234 0.0000000
Ambientes 10 2523.39 252.339 0.0000000
IGA 1960 2660.79 1.358 0.0011753
IPC1 205 577.31 2.816 0.0000000
IPC2 203 366.51 1.805 0.0000017
IPC3 201 321.77 1.601 0.0003115
Resduo 1351 1395.20 1.033 0.8994796
Erro 2140 2396.23 1.120
gl: graus de liberdade; SQ: soma dos quadrados; QM: quadrados medios.
A Figura 8.2 apresenta os QTL scans para os efeitos principais (medias dos
11 ambientes) e scores das IPC1, IPC2 e IPC3, obtidas atraves do ajustamento
do modelo AMMI3 (Gauch et al., 2011). Este tipo de gracos foi introduzido
por Romagosa et al. (1996). O QTL1 apresenta um efeito principal e uma
interac~ao na IPC2 e, similarmente, o QTL2 apresenta um efeito principal e
uma interac~ao na IPC1. Os QTL3, QTL4 e QTL5 apenas apresentam efeitos
principais e o QTL6 apenas apresenta uma interac~ao na IPC1.
Com base na ANOVA apresentada na Tabela 8.1 e noutros procedimentos
usuais para uma melhor escolha de um modelo AMMI mais parcimo^nio, optou-
se pelo AMMI1, ou seja, um modelo AMMI com apenas uma componente
principal. Assim, com base no modelo AMMI1 obtiveram-se os valores preditos
para cada combinac~ao genotipo ambiente. Estes valores preditos s~ao ent~ao
usados na obtenc~ao dos QTL scans, como descrito anteriormente (isto e, a AQ
analysis). Esses QTL scans, ordenados pelos scores da IPC1, s~ao apresentados
no painel da direita da Figura 8.1.
Ao comparar os QTL scans (paineis da esquerda e da direita) na Figura 8.1 e
possvel vericar diferencas signicativas. Por um lado, os LOD scores obtidos
atraves da AQ analysis s~ao mais elevados e, consequentemente os QTL s~ao
detectados mais facilmente. Por outro lado, ao ordenar os QTL scans obtidos
atraves da AQ analysis usando os scores da IPC1, e visvel uma clara tende^ncia
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Figura 8.2: QTL scans para os efeitos principais, IPC1, IPC2 e IPC3 (Gauch et al., 2011).
e similaridade entre ambientes vizinhos.
A Figura 8.3 apresenta um resumo geral dos resultados da AQ analysis. A
abscissa apresenta os scores da IPC1 com a ordenac~ao dos 11 ambientes da
esquerda para a direita, que e a mesma que a ordenac~ao dos QTL scans na
Figura 8.1 (painel da direita) de cima para baixo. A ordenada apresenta os
LOD scores. Os QTL2 e QTL4 aumento para a direita, enquanto os QTL3,
QTL5 e QTL6 aumentam para a esquerda. Uma regress~ao linear ajusta-se bem
a esses QTL, mas n~ao ao QTL1, que apresenta uma resposta quadratica, com
um pico no meio. Pode-se assim vericar que todos os seis QTL apresentam
interac~ao com o ambiente.
8.3.1 Predic~ao de QTL scans
A elevada relac~ao entre os scores da IPC1 e os QTL, evidente nas Figuras 8.1
(painel da direita) e 8.3, levanta a quest~ao sobre a possibilidade de prever QTL
scans tendo por base apenas os IPC1 scores. Para analisar essa possibilidade
foram utilizados dados de mais tre^s ambientes, observados durante o ano de
2006, resultando num total de 14 ambientes em analise. Quando se adiciona
(ou remove) dados, e sempre possvel que os para^metros do modelo AMMI
sofram alterac~oes radicais, apesar disso ser menos provavel quando os ambi-
entes adicionados (ou removidos) s~ao similares aos restantes. Neste caso, os
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Figura 8.3: LOD scores dos seis QTL detectados, ao longo dos scores da IPC1 (Gauch et al.,
2011).
para^metros do modelo AMMI para 11 e 14 ambientes s~ao bastante similares,
tal como conrmado pela correlac~ao de 0.9943 entre os IPC1 scores para os
11 ambientes em comum, ao considerar o conjunto de dados formado por 11 e
14 ambientes separadamente. Assim, a previs~ao para o QTL scan de cada um
dos tre^s novos ambientes pode ser obtida simplesmente considerando o scan do
ambiente antigo com o IPC1 score mais proximo do novo. Na Figura 8.4 s~ao
apresentados os QTL scans para cada um dos novos ambientes, juntamente
com o QTL scan dos ambientes antigos com o IPC1 score mais proximo do
do novo ambiente. Nos tre^s casos, os QTL scans preditos est~ao praticamente
sobrepostos aos correspondentes QTL scans observados. De referir que, desta
forma, cada QTL scan e predito com apenas um valor, o IPC1 score obtido
apenas com base nos dados fenotpicos (Gauch et al., 2011).
8.4 Conclus~oes
A utilizac~ao de modelos AMMI permite melhorar a detecc~ao de QTL, assim
como alcancar um melhor entendimento da interac~ao entre QTL e ambiente.
Este objetivo e alcancado atraves da AQ analysis, isto e, quando os QTL
scans s~ao realizados nos valores preditos do modelo AMMI mais parcimo^nio,
em vez de os obter com base nos dados originais. O entendimento de como
os QTL interagem com o ambiente permite aos melhoradores de plantas obter
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Figura 8.4: QTL scans para os tre^s novos ambientes de 2006, em comparac~ao com os ambientes
antigos com IPC1 score mais proximo do IPC1 score do novo ambiente.
informac~ao para melhorar a colheita em diferentes ambientes (Figura 8.3). Esta
analise tambem permite aos melhoradores de plantas selecionar localizac~oes
que otimizem a detecc~ao de um determinado QTL, tal como a localizac~ao Hel
para o QTL1 na Figura 8.3. Essa localizac~ao maximiza consistentemente o
LOD score para o QTL1 ao longo dos anos.
Apesar da ilustrac~ao apresentada ser direcionada para melhoramento vege-
tal, as estrategias apresentadas para detectar e entender IQA s~ao baseadas em
princpios estatsticos de igual aplicabilidade em populac~oes microbiais e vege-
tais quando estudadas em varios ambientes, e podem ser adaptadas a estudos
geneticos em animais e humanos (Gauch et al., 2011).
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9.1 Introduc~ao
Os experimentos multi-ambientais (MET) s~ao conduzidos atraves de varios
anos para os principais produtos agrcolas no mundo, constituindo um passo
caro mas essencial para a liberac~ao de um novo genotipo de um produto
agrcola e, consequentemente, a recomendac~ao de cultivar.
O objetivo primario de um MET e identicar cultivares superiores. A
pratica mais comum usada para este m e comparar o rendimento de um
genotipo em varios ambientes de teste (normalmente combinac~oes de locais e
anos). O segundo objetivo de analise de dados multi-ambientais, deveria ser
investigar as relac~oes entre os ambientes de teste e a possibilidade de diferen-
ciac~ao do mega-ambiente (YAN; HUNT, 2002).
Para a descric~ao da resposta media de genotipos em ambientes e para o
estudo e interpretac~ao da interac~ao genotipos  ambientes (GE) em METs
agrcolas, duas classes de modelos s~ao comumente utilizadas: modelos lineares
e modelos lineares-bilineares. Em princpio, as abordagens para a analise da
interac~ao GE incluem a apresentac~ao dos dados em tabela de duas entradas
(matriz), sendo que cada casela desta tabela contem a resposta media de cada
genotipo em cada ambiente.
Considere agora o caso em que os METs s~ao avaliados atraves de varios
anos ( ou seja, genotipos  locais  anos) (GLA), em que os dados podem
ser organizados em arranjo de tre^s entradas onde, neste caso, as entradas se
referem a genotipos, locais ou anos.
Em alguns casos o investigador pode estar interessado em saber se existe
uma estrutura comum encoberta pelos locais com relac~ao aos anos e como
os varios genotipos respondem atraves da estrutura formada por ambientes e
anos. Alguns genotipos podem ter altas respostas em alguns locais, mas n~ao em
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outros e, alguns locais podem estar mais associados com alguns genotipos do
que a outros por alguns anos. Um procedimento para ganhar uma compreens~ao
clara em arranjo GLA de tre^s-entradas e determinar uma estrutura dimensional
menor, expressado em componentes principais, para a interac~ao genotipos 
locais  anos e, ent~ao, estudar as relac~oes entre estes componentes. Esta
aproximac~ao e mais util que combinar dois dos tre^s fatores de maneira que os
dados formem um arranjo de duas entradas. Outro procedimento menos util
e excluir um fator diretamente (por exemplo anos) e analisar um arranjo de
duas entradas dos genotipos  locais em cada ano e, neste caso, o problema
esta em encontrar uma interpretac~ao global para os anos.
Para os dados organizados em arranjo de tre^s-entradas existem alguns mo-
delos para analisa-los, como por exemplo, os modelos propostos por Tucker:
Tucker1, Tucker2 e Tucker3 e o modelo proposto por Harshman que e deno-
minado de modelo PARAFAC, que fornecem uma decomposic~ao trilinear dos
dados organizados no arranjo.
9.2 Modelos PARAFAC
O modelo PARAFAC e tambem conhecido como decomposic~ao trilinear (SAN-
CHEZ e KOWALSKI, 1990). As notac~oes mais utilizadas s~ao aquelas com
somatorios e componentes simulta^neos e as menos utilizadas s~ao aquelas que
usam produtos de Kronecker, produto tensorial (produto de Hadamard) e pro-
dutos de Khatri-Rao.
O modelo PARAFAC e introduzido atraves da generalizac~ao da decom-
posic~ao em valor singular. Um modelo de duas entradas para a matriz X
(I  J), com elementos xij, baseado na sua decomposic~ao em valor singular
(X = AGB
0
) truncada em R componentes e:
xij =
RX
r=1
airgrrbjr + eij; i = 1; :::; I e ; j = 1; :::; J (9.1)
em que:
air: e o elemento que esta na i-esima linha e na r-esima coluna da matriz
de autovetores A;
grr: e o elemento que esta na r-esima linha e na r-esima coluna da matriz
de autovalores G;
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bjr: e o elemento que esta na j-esima linha e na r-esima coluna da matriz
de autovetores B;
eij: e o elemento que esta na i-esima linha e na j-esima coluna matriz
residual, que contem a variac~ao n~ao explicada pelo modelo com R com-
ponentes.
Suponha um arranjo de tre^s entradas X de dimens~oes (I  J  K), com
elementos xijk, a express~ao generalizada para um modelo PARAFAC e:
xijk =
RX
r=1
airbjrckr + eijk (9.2)
em que:
R: e o numero de componentes usados no modelo PARAFAC;
air: e o elemento que esta na i-esima linha e na r-esima coluna da matriz
de componentes A;
bjr: e o elemento que esta na j-esima linha e na r-esima coluna da matriz
de componentes B;
ckr: e o elemento que esta na k-esima linha e na r-esima coluna da matriz
de componentes C;
eijk: e o elemento que esta na i-esima linha, na j-esima coluna e no k-
esimo tubo do arranjo residual, que contem a variac~ao n~ao explicada pelo
modelo com R componentes.
Uma descric~ao graca deste modelo e apresentada na Figura 9.1. O modelo
representado pela equac~ao (9.2) e um modelo trilinear: xando dois para^metros
(por exemplo, a e b), xijk e expresso como um func~ao linear dos para^metros
remanescentes (por exemplo, c).
Os para^metros em A, B e C podem ser estimados com diferentes algo-
ritmos. Os fatores s~ao estimados simultaneamente, ao contrario da analise
de componentes principais, em que os componentes podem ser estimados um
de cada vez. Isto ocorre porque os componentes no modelo PARAFAC s~ao
n~ao ortogonais e, portanto, dependem um do outro. Estimando os componen-
tes do modelo PARAFAC sequencialmente, como na analise de componentes
principais (ACP), fornece resultados diferentes quando comparados com a es-
timativa de componentes simulta^neos, e a aproximac~ao sequencial n~ao fornece
uma soluc~ao de mnimos quadrados.
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Figura 9.1: O modelo PARAFAC com R components
9.3 Modelos TUCKER
Uma possvel generalizac~ao do modelo de componentes principais para dados
de duas entradas e usar uma matriz nucleo n~ao diagonal ~G. Para isto considere
a decomposic~ao em valores singulares de uma matriz X (I  J) e as matrizes
T A e T B quaisquer ortonormais:
X = AGB
0
+E
X = AT AT
0
AGT B T
0
BB
0
+E
X = ~A ~G ~B
0
+E (9.3)
sendo ~A = AT A, ~B =BT B, ~G =T
0
AGT B e que o modelo (9.3) pode ser
escrito de outra maneira
xij =
PX
p=1
QX
q=1
~aip~gpq~bjq + eij (9.4)
em que \"em cima de G, A e B e usado para indicar a diferenca entre as
matrizes nucleo convencionais, e ~aip, ~gpq e ~bjq s~ao elementos das matrizes ~A,
~G e ~B, respectivamente. Diferente da decomposic~ao em valores singulares, o
modelo (9.3) n~ao tem a exige^ncia de que ~A e ~B tenha o mesmo numero de
componentes, permitindo que p e q assuma valores ate P e Q, respectivamente,
e ~G seja de dimens~ao (P  Q), fazendo com que o numero de componentes
seja diferentes nos dois modos. A matriz nucleo ~G n~ao diagonal signica
explicitamente que no modelo existe interac~oes entre os fatores. Esta e uma
propriedade importante dos modelos de Tucker em geral. Na ACP tradicional,
vetores de cargas interagem aos pares. Por exemplo, o segundo vetor de escores
interage com o segundo vetor de cargas pela magnitude denida pelo segundo
valor singular. No modelo (9.4) todos vetores podem interagir. Por exemplo,
o primeiro vetor de escores interage com o terceiro vetor de carga, com uma
magnitude denida pelo elemento ~g13.
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O modelo (9.4) pode ser generalizado para um arranjo de tre^s entradas X,
com elementos xijk
xijk =
PX
p=1
QX
q=1
RX
r=1
aipbjqckrgpqr + eijk (9.5)
sendo que eijk e um elemento do arranjo E(I  J  K); aip, bjq e ckr s~ao
elementos tpicos das matrizes de cargas A(I  P ), B(J Q) e C(K R); e
gpqr e um elemento tpico do arranjo nucleo G(P  Q  R). Este e o modelo
Tucker3 de X (P;Q;R), em que a notac~ao (P;Q;R) e usada para indicar que
o modelo tem P , Q, R fatores em tre^s entradas diferentes. A representac~ao
graca do modelo Tucker3 e dado na Figura 9.2.
Figura 9.2: Representac~ao graca do modelo Tucker3
9.4 Modelos AMMI para interac~ao tripla
9.4.1 Analise de varia^ncia conjunta
Com o objetivo de vericar se existe a interac~ao entre genotipos, locais e anos,
realiza-se uma analise de varia^ncia conjunta que envolve o estudo de todos os
genotipos em todos os locais e todos os anos, sendo que em cada local tem-se
um delineamento aleatorizado em blocos. Com o efeito dos genotipos xo,
o efeito de locais aleatorio e o efeito de anos tambem aleatorio, obtendo os
efeitos das interac~oes duplas (genotipos  locais, genotipos  anos e locais 
anos) e triplas (genotipos  locais  anos) como aleatorias. Os dados ser~ao
representados pelo seguinte modelo matematico:
Yijkr = +gi+lj+ak+br(lj(ak))+(gl)ij+(ga)ik+(la)jk+(gla)ijk+"ijrk (9.6)
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sendo que:
: e uma constante comum a todos os efeitos, normalmente a media geral;
gi: e o efeito do i-esimo genotipo, com i = 1; 2; :::; g;
lj: e o efeito do j-esimo local, com j = 1; 2; :::; l;
ak: e o efeito do k-esimo ano, com k = 1; 2; :::; a;
br(lj(ak)): e o efeito do r-esimo bloco dentro do j-esimo local dentro do
k-esimo ano, com r = 1; 2; :::; b;
(gl)ij: e o efeito da interac~ao do i-esimo genotipo com o j-esimo local;
(ga)ik: e o efeito da interac~ao do i-esimo genotipo com o k-esimo ano;
(la)jk: e o efeito da interac~ao do j-esimo local com o k-esimo ano;
(gla)ijk: e o efeito da interac~ao do i-esimo genotipo com o j-esimo local
com o k-esimo ano;
"ijrk: e o erro experimental associado ao i-esimo genotipo, no j-esimo
ambiente, no k-esimo ano e no r-esimo bloco assumido ser independente
e "ijrk  N(0; 2).
Na Tabela 9.1 apresenta-se o esquema da analise de varia^ncia para o modelo
(9.6), com os graus de liberdade (GL) e esperancas dos quadrados medios
(E[QM ]).
Tabela 9.1: Esquema da analise de varia^ncia para experimentos de um mesmo grupo de
genotipos avaliados em l locais e a anos com b blocos
Fontes de Variac~ao Graus de liberdade E[QM]
B d. L d. A la(b  1) 2 + g2bloco
Genotipos (G) (g   1) 2 + blg + ba2GL + bl2GA + b2GLA
Locais (L) (l   1) 2 + bga2L + bg2LA
Anos (A) (a  1) 2 + bgl2A + bg2LA
Interac~ao (G L) (g   1)(l   1) 2 + ba2GL + b2GLA
Interac~ao (GA) (g   1)(a  1) 2 + bl2GA + b2GLA
Interac~ao (LA) (l   1)(a  1) 2 + bg2LA
Interac~ao (G LA) (g   1)(l   1)(a  1) 2 + b2GLA
Resduo la(g   1)(b  1) 2
Total (glab  1)
E[QM]: Esperancas dos Quadrados Medios; B d. L d. A: Blocos dentro de locais
dentro de anos; g =
Pg
i=1 g
2
i
g 1
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9.4.2 Generalizac~ao da Analise AMMI para o caso de tre^s fatores
usando o modelo PARAFAC
Sendo a interac~ao tripla signicativa, o proximo passo e fazer a decomposic~ao
da SQGLA, para descartar um resduo adicional presente nessa soma de
quadrados. Essa decomposic~ao e feita utilizando o modelo PARAFAC.
Antes de aplicar a decomposic~ao, e necessario organizar os dados em um
arranjo cubico de dimens~oes g  l  a com as medias dos r blocos para cada
combinac~ao de genotipos, locais e anos (na equac~ao (9.7) o arranjo cubico e
apresentado na forma matrizada):
Y gla =
0BB@
Y111 ::: Y1l1 Y112 ::: Y1l2 ::: Y11a ::: Y1la
Y211 ::: Y2l1 Y212 ::: Y2l2 ::: Y21a ::: Y2la
::: ::: ::: ::: ::: ::: ::: ::: ::: :::
Yg11 ::: Ygl1 Yg12 ::: Ygl2 ::: Yg1a ::: Ygla
1CCA (9.7)
O arranjo cubico Z e um arranjo com as interac~oes entre genotipos  locais
 anos (arranjo de resduos) obtida do modelo (9.6), ou seja, cada elemento
(gla)ijk do arranjo de tre^s entradas Z e estimado pela seguinte relac~ao:
(cgla)ijk = Yijk   Y ij:   Y i:k   Y :ij + Y i:: + Y :j: + Y ::k   Y ::: (9.8)
em que:
(cgla)ijk: e o efeito da interac~ao tripla estimada para o genotipo i no local
j e no ano k;
Yijk : e a media das b repetic~oes do genotipo i no local j e no ano k;
Y ij:: e a media dos elementos da i-esima linha com a j-esima coluna do
arranjo de interac~ao, obtida de ba observac~oes;
Y i:k: e a media dos elementos da i-esima linha com o k-esimo tubo do
arranjo de interac~ao, obtida de bl observac~oes;
Y :jk: e a media dos elementos da j-esima coluna com o k-esimo tubo do
arranjo de interac~ao, obtida de bg observac~oes;
Y i::: e a media dos elementos da i-esima fatia horizontal do arranjo de
interac~ao, obtida de bla observac~oes;
Y :j:: e a media dos elementos da j-esima fatia vertical do arranjo de
interac~ao, obtida de bga observac~oes;
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Y ::k: e a media dos elementos da k-esima fatia frontal do arranjo de
interac~ao, obtida de bgl observac~oes;
Y :::: e a media geral do experimento, obtida de bgla observac~oes.
9.5 Gracos para interac~ao tripla
9.5.1 Joint Plot
Um joint biplot na analise multiway e semelhante a um biplot padr~ao e todos
os princpios de interpretac~ao do biplot padr~ao podem ser utilizados. A dife-
renca nesta construc~ao e que o joint plot e construdo como um biplot para dois
fatores dada a matriz de componente do modelo Tucker3 referente ao terceiro
fator (modo) ou fator de refere^ncia (modo de refere^ncia). Cada joint plot e
construdo usando diferentes fatias do arranjo nucleo. O fatiamento e feito
para cada componente do modo de refere^ncia. Cada fatia contem o poder de
ligac~ao ou os pesos para os componentes dos modos apresentados no graco.
Os coecientes no componente associado ao modo de refere^ncia pondera intei-
ramente o joint plot por seus valores, de forma que os joint plot s~ao pequenos
para os pequenos valores no componente e grande para aqueles com grandes
coecientes.
O ponto inicial para construir um joint plot apos ajustar um modelo de
Tucker3 e obter uma matriz r =AGrB
0
=ArB
0
r de dimens~ao I  J , com
r = 1; 2; : : : ; R ou uma matriz k =AHkB
0
=AkB
0
k de dimens~ao IJ ,com
k = 1; 2; : : : ; K,apos ajustar um modelo de Tucker2. Para cada fatia do nucleo,
Gr(ouHk), e necessario construir um joint plot para a matriz de componentes
A (J  P ) e B (J Q).
O procedimento para a construc~ao de um joint plot e o seguinte (KROO-
NENBERG, 1994). A fatia do arranjo nucleo Gr (P  Q) e decomposta via
decomposic~ao em valor singular em
Gr = U rrV
0
r
e os vetores singulares U r e V
0
s~ao combinados com as matrizes A e B,
respectivamente, e a matriz diagonal r com os valores singulares e dividido
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entre as duas matrizes de forma que:
Ar =

I
J
1=4
AU r
1=2
r (9.9)
Br =

J
I
1=4
BV r
1=2
r : (9.10)
As colunas das matrizes de componentes ajustadas est~ao se referindo aos eixos
do joint plot. Quando a matrizGr (ouHr) n~ao e quadrada, o seu posto eM =
min(P;Q), e somenteM joint biplot podem ser apresentados. O procedimento
completo rotaciona cada matriz de componentes para uma matriz ortonormal,
seguido por um alongamento (ou encolhimento) dos componentes rotacionados.
O tamanho do alongamento ou do encolhimento dos eixos e regulado pela raiz
quadrada de 
(r)
mm e pela raiz quarta de (
J
I ). Note que se existe uma grande
diferenca na variabilidade explicada pelos eixos, isto e, entre (rmm)
2 e (r
m0m0)
2,
pode ocorrer uma dispers~ao visual consideravel no graco, pois os coecientes
dos componentes s~ao multiplicados por (rmm)
1=2.
Como ArB
0
r =r, cada elemento 
r
ij e igual ao produto interno de a

ib
0
j , e
isto proporciona um alongamento na ligac~ao entre a i-esima linha da matriz
de componentes A e a j-esima linha da matriz de componentes B, controlado
pela r-esima fatia do arranjo nucleo. Exibindo simultaneamente os dois modos
em um graco, podem ser obtidas conclus~oes visuais sobre as relac~oes entre
eles. O espacamento e a ordem das projec~oes dos objetos em uma variavel
correspondem ao tamanho do produto interno entre eles e, assim, a importa^ncia
relativa daquela variavel para os objetos.
Uma das vantagens do joint plot e que a interpretac~ao das relac~oes de
variaveis e objetos podem ser feitas diretamente, sem envolver os eixos das
componentes ou seus rotulos. Outra caracterstica do joint plot e que por
meio da fatia do arranjo central Gr (Hk), os eixos das coordenadas joint plot
s~ao escalonados de acordo com a importa^ncia relativa, de forma que visual-
mente uma impress~ao correta da dispers~ao dos componentes e criada. Porem,
no escalonamento simetrico dos componentes (como descrito anteriormente),
as dista^ncias entre os objetos n~ao s~ao aproximac~oes da dista^ncia Euclidiana,
nem os a^ngulos entre as variaveis representam correlac~oes. O joint plot para
o modelo de Tucker3 e utilizado para investigar o signicado dos objetos com
respeito as variaveis explicitamente, dado um componente do terceiro modo.
Para o modelo de Tucker2, o joint plot prove^ a informac~ao sobre as relac~oes en-
tre objetos e variaveis dadas a um nvel do terceiro modo (KROONENBERG,
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2008).
Quanto a interpretac~ao de um joint plot (VARELA, et al., 2006), suponha
um graco que e projetado sobre o r-esimo componente principal da terceira
entrada tal que, no joint plot aparecem todos os nveis das duas primeiras en-
tradas. Em seguida, selecione, a partir de matrizesC (matriz das componentes
principais da terceira entrada), os nveis deste fator com maior peso no r-esimo
componente (positivos ou negativos), pois s~ao estes valores que determinam
os nveis da terceira entrada. Suponha que a matriz C tem um valor positivo
e elevado associado ao k-esimo nvel da terceiro entrada, ent~ao proximidades
entre os nveis da primeiro e da segunda entrada (por exemplo, i-esimo nvel
do primeiro fator e o j-esimo nvel do segundo fator) indicam que a interac~ao
tripla entre i-esimo nvel da primeira entrada, j-esimo nvel da segunda en-
trada e k-esimo nvel da terceira entrada e positiva. Em contrapartida, se o
i-esimo nvel do primeiro fator esta muito distante do j-esimo nvel do segundo
fator, indica que a interac~ao tripla associada com i-esimo nvel da primeira en-
trada, j-esimo nvel da segunda entrada e k-esimo nvel da terceira entrada e
negativa.
Suponha que a matriz C tem um alto valor negativo associado ao k-esimo
nvel do terceiro fator, ent~ao proximidades entre os nveis do primeiro fator
e do segundo fator (por exemplo, i-esimo nvel do primeiro fator e o j-esimo
nvel do segundo fator) no joint plot indicam que a interac~ao tripla entre i-
esimo nvel da primeira entrada, j-esimo nvel da segunda entrada e k-esimo
nvel da terceira entrada e negativa. Em contrapartida, se o i-esimo nvel do
primeiro fator esta muito distante do j-esimo nvel do segundo fator, indica
que a interac~ao tripla associada com i-esimo nvel da primeira entrada, j-esimo
nvel da segunda entrada e k-esimo nvel da terceira entrada e positiva.
Em geral, os nveis de uma entrada localizado no centro do joint plot s~ao
considerados um conjunto que tem um desempenho medio em todos os outros
modos.
9.5.2 Triplot
Arranjo de tre^s entradas em um graco de duas dimens~oes
Sejam as matrizes A, B e C na forma da Tabela 9.2 , em que as colunas
s~ao nomeadas de x e y e G1, G2, L1, L2,A1, A2 representam, por exemplo,
genotipos, locais e anos. De forma semelhante, tambem e possvel apresentar
os tre^s fatores como um arranjo Z (Tabela 9.3).
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Um graco de duas dimens~oes pode ser obtido se os valores x e y da Tabela
9.2 s~ao representados em um plano cartesiano, em que cada linha de A e
representado por um ponto. De modo semelhante, cada linha de B e C-
tambem e representado por um ponto (Figura 9.3). Este graco pode ser
chamado de triplot pois apresenta as linhas das matrizes A, B e C. O triplot
n~ao apresenta somente as linhas das matrizesA,B eC, mas tambem apresenta
os seus produtos elementos por elementos, que e o arranjo Z.
Tabela 9.2: As matrizes A, B e C para gerar Z
x y x y x y
Matriz linha (A) Matriz coluna (B) Matriz tubo (C)
G1 3 5 L1 2 3 A1 5 2
G2 -2 1 L2 -4 -3 A2 3 -1
Tabela 9.3: Elementos do arranjo Z matrizado combinado as colunas tubos
A1 A2
L1 L2 L1 L2
G1 60 -90 -3 -21
G2 -14 -34 -15 27
−4 −2 0 2 4 6
−4
−3
−2
−1
0
1
2
3
4
5
6
G1
G2
 (x1,y1)
L1
L2
 (x2,y2)
A1
A2
 (x3,y3)
Eixo 1
Ei
xo
 2
Figura 9.3: Um triplot que apresenta as matrizes A, B, C. Os elementos de A, B, C s~ao
multiplicados segundo o produto de Hadamard para produzir o arranjo Z
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O produto dos elementos das matrizes A, B e C e suas propriedades
Na Figura 9.4, a11, b11 e c11 s~ao denotados por x1, x2 e x3, respectivamente e
a12, b12 e c12 s~ao denotados por y1, y2 e y3, respectivamente. Alem disso
Z111 = x1x2x3 + y1y2y3:
A dista^ncia da origem O ao marcador de G1 e chamada de vetor de G1
e representado por OG1; as dista^ncias entre O e o marcador de L1 e O e o
marcador de A1 s~ao chamados de vetores de L1 e A1, representadas por OL1 e
OA1, respectivamente.
Figura 9.4: Os marcadores das linhas, colunas, tubos e combinac~ao de uma coluna com um
tubo do arranjo Z
Da Figura 9.4, te^m-se as seguintes relac~oes:
x1 = OG1cos(1 + 2 + 3) y1 = OG1sen(1 + 2 + 3)
= OG1cos(1 + 1) = OG1sen(1 + 1)
x2 = OL1cos(2 + 3) y2 = OL1sen(2 + 3)
x3 = OA1cos(3) y3 = OA1sen(3)
x2x3 = u1 = OL1A1cos(1) y2y3 = v1 = OL1A1sen(1)
Assim,
z111 = x1x2x3 + y1y2y3 = x1u1 + y1v1
z111 = OG1cos(1 + 1)OL1A1cos(1) +OG1sen(1 + 1)OL1A1sen(1)
z111 = OG1 OL1A1cos(1 + 1   1)
z111 = OG1 OL1A1cos(1): (9.11)
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Ent~ao, o primeiro elemento da primeira linha, da primeira coluna, do pri-
meiro tubo de Z e produto dos vetores da primeira linha de G(OG1), o vetor
OL1A1 e o cosseno de (1) que e o a^ngulo entre estes vetores (Figura 9.4).
Para vizualizar z111 diretamente do triplot, a equac~ao 9.11 pode ser escrita
como:
z111 = OG1cos(1)OL1A1 = OPG1 OL1A1 (9.12)
em que OPG1 = OG1cos(1) e a projec~ao do vetor OG1 no vetor OL1A1.
Alternativamente a equac~ao (9.11) pode ser escrita como:
z111 = x1x2x3 + y1y2y3 = x2u2 + y2v2
z111 = OL1cos(2 + 2)OG1A1cos(2) +OL1sen(2 + 2)OG1A1sen(2)
z111 = OL1 OG1A1cos(2 + 2   2)
z111 = OL1 OG1A1cos(2) = OPL1 OG1A1 (9.13)
ou
z111 = x1x2x3 + y1y2y3 = x3u3 + y3v3
z111 = OA1cos(3 + 3)OG1L1cos(3) +OA1sen(3 + 3)OG1L1sen(3)
z111 = OA1 OG1L1cos(3 + 3   3)
z111 = OA1 OG1L1cos(3) = OPA1 OG1L1 (9.14)
em que u2 = x1x3, u3 = x1x2, v2 = y1y3, v3 = y1y2, 2 e o a^ngulo entre vetores
OL1 e OG1A1, 3 e o a^ngulo entre vetores OA1 e OG1L1, OPL1 e a projec~ao do
vetor OL1 no vetor OG1A1 e OPA1 e a projec~ao do vetor OA1 no vetor OG1L1.
As equac~oes (9.11), (9.13) e (9.14) podem ser generalizadas como:
zijk = OGicos(Gi;jk)OLjAk (9.15)
zijk = OLjcos(Lj ;ik)OGiAk (9.16)
zijk = OAkcos(Ak;ij)OGiLj (9.17)
em que zijk e o elemento de Z da linha i, coluna j e tubo k, com i = 1; : : : I, j =
1; : : : J , e k = 1; : : : K; OGi, OLj, OAk, OLjAk, OGiAk e OGiLj s~ao os vetores
de Gi, Lj, Ak, LjAk, GiAk e GiLj, respectivamente, que e a dista^ncia entre
a origem do triplot e os marcadores Gi, Lj, Ak, LjAk (produto de Hadamard
entre Lj e Ak), GiAk (produto de Hadamard entre Gi e Ak ) e GiLj (produto
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de Hadamard entre Gi e Lj); e Gi;jk, Lj ;ik e Ak;ij s~ao os a^ngulos entre os
vetores OGi e OLjAk, OLj e OGiAk e OAk e OGiLj, respectivamente.
Observe que OGi, OLj, OAk, OLjAk, OGiAk e OGiLj, nunca ser~ao nega-
tivos, por serem o comprimentos de vetores, mas o cos(Gi;jk), cos(Lj ;ik) e
cos(Ak;ij), podem ser positivos ou negativos, dependendo de Gi;jk, Lj ;ik e
Ak;ij. Consequentemente, o sinal de zijk e determinado somente por Gi;jk,
Lj ;ik e Ak;ij, ou seja:
i) zijk sera zero se Gi;jk = Lj ;ik = Ak;ij = 90
0;
ii) zijk sera positivo se os a^ngulos Gi;jk, Lj ;ik e Ak;ij forem obtuso;
iii) zijk sera negativo se os a^ngulos Gi;jk, Lj ;ik e Ak;ij forem agudo.
9.5.3 Visualizando o triplot
O triplot n~ao apresenta somente as linhas de A, B e C, mas tambem o ar-
ranjo Z. Alem disso, com base nas equac~oes (9.15), (9.16) e (9.17), o triplot
permite visualizar as relac~oes entre as linhas, entre as colunas e entre os tu-
bos do arranjo Z. Uma aplicac~ao adicional e a possibilidade de identicac~ao
visual de quais linhas de certa matriz de componentes te^m os maiores valores,
para certa combinac~ao das linhas das outras matrizes (produto de Hadamard
entre as linhas das outras matrizes). E por ultimo, uma outra aplicac~ao e
que este graco pode ser utilizado para agrupar as linhas de cada matriz de
componentes A, B e C.
Comparac~ao visual dos elementos de uma linha, coluna ou tubo do arranjo
A equac~ao (9.15) pode ser reescrita como
zijk = OGicos(Gi;jk)OLjAk = OPGi;jk OLjAk (9.18)
em que OPGi;jk e a projec~ao do vetor OGi dentro do vetor OLjAk. Como
para certos valores dados de Lj e Ak, tem-se que OLjAk e comum para todas
as linhas Gi e, portanto:
zijk
OLjAk
= OPGi;jk : (9.19)
Em outras palavras, a magnitude relativa dos elementos que est~ao na i-esima
linha de Z, para uma combinac~ao da coluna j com o tubo k,
zijk
OLjAk
, pode ser
comparada atraves da projec~ao (OPGi;jk ) sobre OLjAk.
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De forma analoga, a equac~ao (9.16) pode ser escrita como:
zijk = OLjcos(Lj ;ik)OGiAk = OPLj;ik OGiAk (9.20)
em que OPLj;ik e a projec~ao OLj no vetor OGiAk. Assim, para certos elemen-
tos Gi e Ak, te^m-se que OGiAk e comum para todos os elementos Lj. Dessa
forma, a equac~ao (9.20), pode ser reescrita como:
zijk
OGiAk
= OPLj;ik (9.21)
e a magnitude relativa dos elementos da j-esima coluna Z para a combinac~ao
da linha i com o tubo k,
zijk
OGiAk
, pode ser visualizada pela comparac~ao de
suas projec~oes (OPLj;ik ) sobre o vetor OGiAk.
Novamente, como foi feito para as equac~oes (9.15) e (9.16), tambem pode
ser feito para a equac~ao (9.17):
zijk = OAkcos(Ak;ij)OGiLj = OPAk;ij OGiLj (9.22)
em que OPAk;ij e a projec~ao de OAk no vetor OGiLj. Como para cada
elemento Gi e Lj, OGiLj e comum para todas as linhas Ak, a equac~ao (9.22)
pode ser reescrita como:
zijk
OGiLj
= OPAk;ij : (9.23)
Assim, a magnitude relativa dos elementos no k-esimo tubo de Z para a com-
binac~ao da linha i com a coluna j,
zijk
OGiLj
, pode ser visualizada pela com-
parac~ao das projec~oes do vetor OAk sobre o vetor OGiLj.
9.5.4 Relac~oes entre linhas, entre colunas e entre tubos
Relac~oes entre as linhas podem ser visualizadas pelos a^ngulos entre os seus
vetores. Pode-se estabelecer como regra que os a^ngulos entre os vetores das
linhas do arranjo de Z aproxima-se da correlac~ao entre as linhas do arranjo.
Note que o cosseno do a^ngulo entre os vetores de duas linhas e determinado
somente pelos valores na matriz A e n~ao tem nada a ver com valores de B e
C, enquanto que o calculo do coeciente de correlac~ao e baseado no arranjo
Z, que e dependente de A, B e C. Consequentemente, os a^ngulos entre as
linhas de A no triplot deve ser relativamente relacionado com o coeciente de
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correlac~ao entre as linhas de Z, mas nenhuma corresponde^ncia perfeita deve
ser esperada.
O mesmo raciocnio pode ser considerado para as colunas e tubos de Z, ou
seja, o cosseno do a^ngulo entre as linhas de B e aproximadamente a correlac~ao
entre as colunas de Z e o cosseno do a^ngulo entre as colunas de C e proximo
do coeciente de correlac~ao dos tubos de Z.
Esta propriedade e muito util para visualizar via triplot, as interrelac~oes
entre as linhas, entre as colunas e entre os tubos de um conjunto de dados
organizados em um arranjo de tre^s entradas.
9.6 Exemplos
Os dados a serem utilizados s~ao relativos a experimentos com 13 genotipos
de feij~ao que foram conduzidos em 9 experimentos distintos constitudos pe-
los anos agrcolas de 2000/2001, 2001/2002 e 2005/2006, nos municpios de
Dourados e Aquidauana no estado de Mato Grosso do Sul, sendo que os expe-
rimentos foram instalados na epoca das aguas (Dourados) e tambem na epoca
da seca (Dourados e Aquidauana). Cada local e constitudo de municpio e
uma epoca de instalac~ao, conforme representados na Tabela 9.4. Te^m-se ainda
que em cada experimento foi utilizado um delineamento em blocos ao acaso,
com 3 blocos em cada experimento.
Tabela 9.4: Caracterizac~ao dos ambientes experimentais
Municpio Epoca Local1 Ano agrcola
Dourados \das aguas" L1 2000/2001 (A1)
Dourados \das secas" L2 2000/2001 (A1)
Aquidauana \das secas" L3 2000/2001 (A1)
Dourados \das aguas" L1 2001/2002 (A2)
Dourados \das secas" L2 2001/2002 (A2)
Aquidauana \das secas" L3 2001/2002 (A2)
Dourados \das aguas" L1 2005/2006 (A3)
Dourados \das secas" L2 2005/2006 (A3)
Aquidauana \das secas" L3 2005/2006 (A3)
1O fator local consiste na combinac~ao de municpios com epocas
Para cada um dos genotipos, em cada um dos ambientes, foram avaliadas
as seguintes variaveis respostas:
1. Numero medio de vagens por planta (VAG): medido na colheita durante
o processo de arranquio;
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2. Numero medio de sementes por vagem (SEM): obtido na colheita durante
o processo de trilha;
3. Massa de 100 sementes (MCS): medida apos a colheita e expresso em
gramas;
4. Produtividade de gr~aos (PROD): medida apos a colheita e expressa em
ton/ha;
sendo que neste trabalho sera considerado somente a variavel produtividade
de gr~aos.
9.6.1 Analise de varia^ncia conjunta com tre^s fatores
Pela Tabela 9.5, que corresponde a analise de varia^ncia conjunta efetuada com
os dados observados, verica-se que o efeito de blocos dentro de locais dentro
de anos e os efeitos principais de genotipos, locais e anos s~ao n~ao signicativos,
enquanto que os efeitos das interac~oes duplas (genotipos  locais, genotipos
 anos e locais  anos) e interac~ao tripla (genotipos  locais  anos) s~ao
signicativos.
Tabela 9.5: Analise de varia^ncia conjunta para um conjunto de dados com 13 genotipos
avaliados em 3 locais, 3 anos com 3 blocos
Fontes de variac~ao GL SQ QM F valor-p
B d. L d. A 18 0,70 0,04 1,00 0,4608
G 12 31,60 2,63 2,02 0,0622
L 2 65,21 32,60 4,11 0,1071
A 2 13,02 6,51 0,82 0,5030
G  L 24 21,19 0,88 2,32 0,0065
G  A 24 19,17 0,80 2,10 0,0143
L  A 4 31,71 7,91 203,28 <0,0001
G  L  A 48 18,27 0,38 9,74 <0,0001
Resduo 216 8,51 0,04
Total 350 209,40
9.6.2 Modelos de tre^s entradas para a interac~ao tripla
construindo um arranjo cubico de dimens~ao (13  3  3) com os efeitos das
interac~oes triplas entre genotipos  locais  anos, de modo que nas linhas
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Tabela 9.6: Efeitos da interac~ao tripla para cada combinac~ao de genotipos, locais e anos
A1 A2 A3
L1 L2 L3 L1 L2 L3 L1 L2 L3
G1 -0,004 0,271 -0,267 0,172 -0,137 -0,036 -0,168 -0,135 0,303
G2 0,313 -0,230 -0,083 -0,077 0,108 -0,030 -0,236 0,122 0,114
G3 0,085 -0,078 -0,007 -0,168 0,290 -0,122 0,083 -0,212 0,129
G4 0,137 -0,363 0,226 0,001 0,150 -0,151 -0,137 0,212 -0,075
G5 0,142 -0,588 0,447 -0,200 0,165 0,036 0,059 0,424 -0,482
G6 0,037 -0,118 0,080 -0,227 0,274 -0,047 0,190 -0,156 -0,034
G7 -0,337 -0,029 0,366 0,052 0,007 -0,060 0,285 0,022 -0,306
G8 0,111 -0,214 0,103 0,196 0,100 -0,296 -0,306 0,114 0,193
G9 0,325 -0,030 -0,295 -0,194 -0,287 0,481 -0,131 0,316 -0,185
G10 0,033 0,021 -0,054 0,024 -0,188 0,163 -0,057 0,167 -0,109
G11 -0,131 0,463 -0,332 -0,101 -0,196 0,297 0,232 -0,267 0,035
G12 -0,352 0,543 -0,191 0,241 0,012 -0,253 0,111 -0,555 0,444
G13 -0,357 0,350 0,007 0,281 -0,298 0,018 0,077 -0,051 -0,025
est~ao os genotipos, nas colunas os locais e nos tubos os anos. Estes efeitos das
interac~oes triplas est~ao apresentados na Tabela 9.6.
Portanto, faz-se necessario utilizar uma metodologia adequada para inter-
pretar a interac~ao tripla, ou seja, o uso da metodologia multiway (modelos
Tucker3 e PARAFAC).
Ajuste do Modelo de Tucker3
Para selecionar o melhor modelo de Tucker3, foi utilizado o procedimento de
Timmerman-Kiers. Os resultado deste procedimento est~ao apresentados na
Tabela 9.7. As estimativas de A, B e C foram obtidas utilizando a soluc~ao
proposta por Tucker (1966) como soluc~oes iniciais, sendo que esta soluc~ao
inicial e o \default"do Toolbox N-way.
Inicialmente e possvel ajustar 117 modelos Tucker3, mas apos aplicar o pri-
meiro ltro, que consiste em vericar quais dos modelos satisfazem as condic~oes
de Kruskal (1989) (para o conjunto de dados deste trabalho as condic~oes s~ao:
P  QR = 9, Q  PR = 27 e R  PQ = 27), restou a possibilidade de
escolher entre 28 modelos (Tabela 9.7). Apos o segundo ltro, ou seja, dentro
de uma mesma classe de modelos com S = P + Q + R componentes, deve-se
selecionar aqueles que tem a maior soma de quadrados, assim restou 12 mo-
delos. O proximo passo foi calcular a quantidade difS = SQS   SQS 1, sendo
que para a soluc~ao trivial (P = 1; Q = 1; e R = 1) Schepers; Ceulemans e Van
Mechelen (2008) sugerem que o difS = 0 e tambem deve-se calcular o ponto de
corte para os difS (kZk=Smin = (SQGLA=b)=(min(I; JK) + min(J ; IK) +
min(K; IJ) 3) = (18; 269=3)=12 = 0; 5074), mas como todos os difS s~ao mai-
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Tabela 9.7: Resultado do procedimento de Timmerman-Kiers para selecionar o modelo de
Tucker3
Apos Primeiro ltro Apos Segundo ltro
P Q R S SQ P Q R SQ dif bs
1 1 1 3 49,84 1 1 1 3 49,84 0,00 0,00
1 2 2 5 51,01 2 2 1 5 67,72 17,88 1,05
2 1 2 5 66,75 2 2 2 6 73,38 5,66
2 2 1 5 67,72 3 2 2 7 90,38 17,00 1,77
2 2 2 6 73,38 4 2 2 8 100,00 9,62
1 3 3 7 52,04 4 3 2 9 100,00 0,00
3 1 3 7 67,10 5 3 2 10 100,00 0,00
3 3 1 7 67,72 6 3 2 11 100,00 0,00
2 2 3 7 73,38 6 3 3 12 100,00 0,00
2 3 2 7 73,38 7 3 3 13 100,00 0,00
3 2 2 7 90,38 8 3 3 14 100,00 0,00
2 3 3 8 73,38 9 3 3 15 100,00 0,00
3 2 3 8 90,38
3 3 2 8 90,38
4 2 2 8 100,00
3 3 3 9 90,38
4 2 3 9 100,00
4 3 2 9 100,00
4 3 3 10 100,00
5 2 3 10 100,00
5 3 2 10 100,00
5 3 3 11 100,00
6 2 3 11 100,00
6 3 2 11 100,00
6 3 3 12 100,00
7 3 3 13 100,00
8 3 3 14 100,00
9 3 3 15 100,00
SQ: Soma de quadrados explicada pelo modelo com P , Q e R componentes
ores que o ponto de corte, nenhuma soluc~ao deve ser desconsiderada. Ainda,
deve-se considerar somente os difS que est~ao em ordem decrescente, assim
a soluc~ao (2,2,2) foi desconsiderada. Por ultimo deve-se calcular a relac~ao
bS =
difS
difS
e ent~ao, segundo Timmerman e Kiers (2000), deve-se escolher o
modelo que resultou no maior bS. Logo, para este conjunto de dados o pro-
cedimento de Timmerman e Kiers sugere que deve-se selecionar o modelo de
Tucker3 (3,2,2).
As matrizes A com tre^s componentes, B com duas componentes, C com
duas componentes e o arranjo nucleo G s~ao apresentados na Tabela 9.8. Es-
tas componentes explicam 90; 38% da soma de quadrados da interac~ao tripla
entre genotipos  locais  anos, sendo que as tre^s componentes, p1, p2 e p3,
da matriz A (referente aos genotipos) explicam 52; 05%, 21; 34% e 17; 00%,
respectivamente. As duas componentes, q1 e q2, da matriz B (que refere-se
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aos locais) explicam 64; 48% e 25; 90%, respectivamente e na matriz C (matriz
referente aos anos), as duas componentes r1 e r2 explicam 67; 12% e 23; 26%,
respectivamente.
Tabela 9.8: Escores dos componentes principais para um modelo de Tucker3 (3,2,2) para o
arranjo da interac~ao tripla entre genotipos  locais  anos
Genotipos (A) Locais (B) Anos (C)
p1 p2 p3 q1 q2 r1 r2
G1 0,2633 0,0854 -0,2875 L1 -0,1498 0,8026 A1 -0,7903 0,2051
G2 -0,1587 0,0489 -0,4110 L2 0,7700 -0,2716 A2 0,2175 -0,7870
G3 -0,0006 -0,2277 -0,1433 L3 -0,6202 -0,5311 A3 0,5728 0,5819
G4 -0,2806 -0,1755 -0,1231
G5 -0,5519 -0,0694 0,2732
G6 -0,0696 -0,1914 0,0626
G7 -0,0646 -0,2284 0,5738
G8 -0,1035 -0,2491 -0,3853 Arranjo nucleo (G)
G9 -0,1383 0,6940 -0,0839 r1 r2
G10 -0,0376 0,2526 0,0580 q1 q2 q1 q2
G11 0,3361 0,3268 0,2070 p1 -1,6769 0,4374 -0,1383 -0,3829
G12 0,5517 -0,3125 -0,0566 p2 -0,2772 -0,4625 0,9434 0,3448
G13 0,2543 0,0463 0,3161 p3 0,1206 0,8824 0,3372 0,3579
O arranjo nucleoG (na tabela 9.8) apresenta as relac~oes entre as componen-
tes e entre esses valores a relac~ao mais importante e entre as primeiras compo-
nentes de cada fator, g111 =  1; 6769. Esta quantia indica que a combinac~ao da
primeira componente dos genotipos com a primeira componente dos locais com
a primeira componente dos anos explicam juntas ( 1; 6769)2=6; 0896100% =
46; 17% da SQGLA e a relac~ao menos importante e a relac~ao entre a terceira
componente dos genotipos com a primeira componente dos locais com a pri-
meira componente dos anos que explicam juntas ( 0; 1206)2=6; 0896100% =
0; 23% da SQGLA.
Ainda pela Tabela 9.8, percebe-se que a primeira componente da matriz
C (Anos), e caracterizada por um contraste entre o ano 1 (-0,7903) e o ano 3
(0,5728) e a segunda componente e caracterizada por um contraste entre o ano
2 (-0,7870) e o ano 3 (0,5819). Assim, ao construir um joint plot, que projeta
os genotipos e locais dentro da primeira componente dos anos, as conclus~oes
ser~ao restritas somente ao ano 1 e ao ano 3 (Figura 9.5), mas quando projetar
os genotipos e locais dentro da segunda componente dos anos, as conclus~oes
ser~ao validas para o ano 2 e ano 3 (Figura 9.6).
O primeiro joint plot (Figura 9.5) corresponde ao biplot da matriz 1 =
AG1B
0
, em que G1 e a primeira fatia frontal do arranjo nucleo G, obtido
ao ajustar modelo de Tucker3 (3,2,2). Este joint plot e projetado dentro da
primeira componente do fator ano (r1) e esta componente explica 67; 12%
da SQGLA, sendo que a primeira componente deste graco corresponde a
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Figura 9.5: Joint plot projetado dentro da primeira componente do terceiro modo
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Figura 9.6: Joint plot projetado dentro da segunda componente do terceiro modo
49; 88% e a segunda componente explica 17; 23% da soma de quadrados da
interac~ao genotipos  locais  anos. O graco representa a interac~ao entre
genotipos  ambientes no ano 1 (2000/2001) e no ano 3 (2005/2006). Assim,
em relac~ao ao ano 1 (c11 e negativo), observa-se pela Figura 9.5 as seguintes
relac~oes:
 O genotipo 1 teve uma interac~ao negativa com L3 (Aquidauana na epoca
das secas), positiva com L2 (Dourados na epoca da secas) e n~ao interage
com o local L1 (Dourados na epoca das aguas);
 Para os genotipos 11, 12 e 13, observa-se uma interac~ao positiva com L2
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e negativa com L1 e L3;
 Os genotipos 4 e 5 teve uma interac~ao positiva com L1 e L3 e negativa
com L2;
 Para os genotipos 2, 8 e 9, nota-se que a interac~ao e negativa com L2 e
L3 e positiva com L1;
 O genotipo 7 teve interac~ao negativa com L1, positiva com L3 e n~ao
interage com o local L1;
ainda neste graco , com relac~ao ao ano 3 (c31 e positivo) observa-se as relac~oes
 O genotipo 1 teve uma interac~ao positiva com L3, negativa com L2 e n~ao
interage com o local L1;
 Para os genotipos 11, 12 e 13, observa-se uma interac~ao negativa com L2
e positiva com L1 e L3;
 Os genotipos 4 e 5 teve uma interac~ao negativa com L1 e L3 e positiva
com L2;
 Para os genotipos 2, 8 e 9, nota-se que a interac~ao e positiva com L2 e
L3 e negativa com L1;
 O genotipo 7 teve um interac~ao positiva com L1, negativa com L3 e n~ao
interage com o local L2;
e com relac~ao aos genotipos 3, 6 e 10, que est~ao no centro deste graco, pode-se
dizer que todos tem uma baixa interac~ao com todos os locais no ano 1 e no
ano 3 e, consequentemente, s~ao genotipos estaveis.
De maneira semelhante, o segundo joint plot (Figura 9.6) corresponde ao
biplot da matriz 2 =AG2B
0
, em que G2 e a segunda fatia frontal do arranjo
nucleoG. Para este joint plot, que e projetado no segundo componente do fator
ano (r2), a SQGLA explica 23; 26% , sendo que o primeiro eixo deste graco
corresponde a 21; 49% e o segundo eixo explica 1; 94% da soma de quadrados
da interac~ao genotipos  locais  anos. O graco representa a interac~ao entre
genotipos  locais no ano 2 (2001/2002) e no ano 3 (2005/2006). Assim,
em relac~ao ao ano 2 (c22 e negativo), observa-se pela Figura 9.6 as seguintes
relac~oes:
 O genotipo 1 teve uma interac~ao negativa com L2 e L3, positiva com L1;
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 O genotipo 4 teve interac~ao negativa com L1 e L3, positiva com L2;
 Para os genotipos 9, 10 e 11, observa-se uma interac~ao positiva com L1 e
L3 e negativa com L2;
 Os genotipos 5 e 7 teve uma interac~ao positiva com L2 e L3 e negativa
com L1;
 Para os genotipos 3, 8 e 12, nota-se que a interac~ao e positiva com L1 e
L2 e negativa com L3;
ainda neste graco, com relac~ao ao ano 3 (c32 e positivo) observa-se as relac~oes:
 O genotipo 1 teve uma interac~ao positiva com L2 e L3, negativa com L1;
 O genotipo 4 teve interac~ao positiva com L1 e L3, negativa com L2;
 Para os genotipos 9, 10 e 11, observa-se uma interac~ao negativa com L1
e L3 e positiva com L2;
 Os genotipos 5 e 7 teve uma interac~ao negativa com L2 e L3 e positiva
com L1;
 Para os genotipos 3, 8 e 12, nota-se que a interac~ao e negativa com L1 e
L2 e positiva com L3;
e com relac~ao aos genotipos 2, 6 e 13, que est~ao no centro deste graco, pode-se
dizer que estes genotipos tem uma baixa interac~ao com todos os locais no ano
2 e no ano 3 e, consequentemente, s~ao genotipos estaveis.
Ajuste do Modelo PARAFAC
Inicialmente, ajustou-se o modelo PARAFAC com um, dois, tre^s e quatro com-
ponentes e observou a porcentagem da soma de quadrados da interac~ao tripla
explicada pelo modelo (Tabela 9.9). Estes ajustes foram obtidos utilizando
como estimativa inicial os valores obtidos pela Decomposic~ao Trilinear Direta.
Assim, decidiu-se utilizar o modelo com dois componentes, pois este explica
73,37% da soma de quadrados da interac~ao genotipos  locais  anos e o
acrescimo que se te^m, na soma de quadrados explicada pelo modelo, ao au-
mentar uma componente, e de 17,00% (Figura 9.7). As estimativas do modelo
com dois componentes s~ao apresentadas na Tabela 9.10, sendo que as estima-
tivas iniciais para as matrizes de componentes A, B e C foram obtidas pelo
metodo Decomposic~ao Trilinear Direta, que e o padr~ao do Toolbox N-way.
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Tabela 9.9: Numero de componentes utilizado no modelo PARAFAC e a porcentagem da soma
de quadrados da interac~ao tripla explicada pelo modelo
Numero de componentes 1 2 3 4
Soma de quadrados explicada(%) 50,11 73,37 90,37 100,00
Acrescimo na soma de quadrados explicada(%) 23,26 17,00 9,63
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Figura 9.7: Scree plot do numero de componentes no modelo PARAFAC e a porcentagem da
soma de quadrados explicada pelo modelo
Tabela 9.10: Primeiro e segundo escores dos componentes principais para genotipos (a1 e a2),
locais (b1 e b2) e anos (c1 e c2) para os dados do exemplo.
Matriz A Matriz B Matriz C
a1 a2 b1 b2 c1 c2
G1 0,8186 0,4155 L1 -0,1632 -0,0423 A1 0,8099 0,7239
G2 -0,6195 -0,4390 L2 0,7745 -0,6850 A2 -0,4947 -0,6890
G3 0,3431 0,5289 L3 -0,6112 0,7273 A3 -0,3152 -0,0350
G4 -0,7248 -0,2098
G5 -1,8643 -1,0944
G6 0,0351 0,2747
G7 0,0913 0,3441
G8 0,0263 0,3799
G9 -1,5310 -1,9111
G10 -0,5145 -0,6704
G11 0,6893 -0,0257
G12 2,4284 1,9615
G13 0,8221 0,4458
Ao observar os valores da Tabela 9.10 com relac~ao a matriz de componentes
principais A, nota-se que dentro da primeira componente os maiores valores
(tanto positivo quanto negativo) est~ao relacionados aos genotipos 5 (negativo),
9 (negativo) e 12 (positivo), sendo portanto, que a primeira componente (a1)
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esta relacionada diretamente com o genotipo 12 e esta componente esta re-
lacionada inversamente com os genotipos 5 e 9. Mas esta componente ainda
tem relac~oes com outros genotipos. Dentro deste componente tambem ha es-
cores proximos de zeros (genotipos 6 e 8), que indica que esta componente
n~ao tem relac~ao com estes genotipos. Ja para a segunda componente (a2)
tambem observa-se uma relac~ao positiva com o genotipo 12 e relac~ao negativa
com os genotipos 5 e 9, e o genotipo que tem uma relac~ao muito baixa com
esta componente e o genotipo 11.
Para a matriz de componentes da segunda entrada, B, que esta relacionada
aos locais, nota-se que a primeira componente (b1) esta relacionada positiva-
mente com o local 2 (municpio de Dourados na epoca da seca), negativamente
com o local 3 (municpio de Aquidauana na epoca da seca) e n~ao apresentou
relac~ao com o local 1 (municpio de Dourados na epoca das aguas). Na com-
ponente dois (b2) apresentou relac~ao positiva com o local 3, relac~ao negativa
com o local 2 e tambem n~ao apresentou relac~ao com o local 1.
Com relac~ao a matriz de componentes C da terceira entrada (que apresenta
informac~oes sobre os anos), percebe-se que a componente 1 (c1) depende po-
sitivamente do ano 1 (ano agrcola 2000/2001) e negativamente do ano 2 (ano
agrcola 2001/2002) e ano 3 (ano agrcola 2005/2006). Na segunda componente
(c2) e dominado positivamente tambem pelo ano 1, negativamente pelo ano 2,
ja o ano 3 n~ao interfere na segunda componente.
9.6.3 Triplot
A interpretac~ao do triplot, quanto a interac~ao entre genotipos  locais  ano,
pode ser feita observando a magnitude e o sinal dos escores de genotipos, lo-
cais e anos dos eixos, como e feito para o ja conhecido biplot. Assim, escores
baixos, proximos de zero, s~ao caractersticos dos genotipos, locais e anos que
contriburam pouco ou quase nada para a interac~ao, caracterizando-se como
estaveis (DUARTE; VENCOVSKY, 1999). Portanto, no triplot, ser~ao consi-
derados como estaveis os genotipos, os locais e os anos que estiverem proximos
da origem, ou seja, com escores proximos de zero.
Assim, observando a Figura 9.8, nota-se que os genotipos 3, 6, 7 e 8, s~ao os
que est~ao mais proximos da origem, portanto s~ao os genotipos estaveis, mas
os genotipos 5, 9 e 12, s~ao os que est~ao mais distantes da origem, portanto s~ao
estes genotipos que mais contribuem para a interac~ao entre genotipos  locais
 anos. Ainda, em relac~ao aos genotipos pode-se construir alguns grupos de
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genotipos que apresentam caractersticas semelhantes: grupos 1: genotipos 5
e 9, grupo 2: genotipos 2, 4 e 10 , grupo 3: genotipos 3, 6, 7 e 8, grupo 4:
genotipos 1, 11 e 13 e grupo 5: genotipo 12.
Com relac~ao aos locais, observa-se que o local 1 (municpio de Dourados
na epoca das aguas) e um local estavel, pois esta perto da origem e os locais
2 (municpio de Dourados na epoca das secas) e 3 (municpio de Aquidauana
na epoca das secas) s~ao os que contribuem para a interac~ao, sendo que os
anos n~ao apresentam uma formac~ao de grupos, indicando que cada um destes
locais tem caractersticas proprias. Agora, ao observar os nveis do fator ano,
percebe-se que os anos 1 (2000/2001) e 2 (2001/2002) contriburam para a
interac~ao tripla e o ano 3 (2005/2006) foi um ano estavel. Dentre os nveis
deste fator tambem n~ao houve formac~ao de grupos, de modo que cada ano
teve suas proprias caractersticas.
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Figura 9.8: Triplot para os dados de produc~ao de feij~ao (ton/ha)
Baseando-se na Figura 9.8, n~ao e possvel fazer uma avaliac~ao da adapta-
bilidade dos genotipos. Assim, fez-se a combinac~ao dos escores dos locais e
anos, para avaliar a adaptac~ao dos genotipos e os resultados s~ao apresentados
na Figura 9.9.
Pela Figura 9.9, nota-se que as combinac~oes dos locais L3 (municpio de
Dourados na epoca das secas) e L2 (municpio de Aquidauana na epoca das
secas) com os anos A1 (2000/2001) e A2 (2001/2002), foram os efeitos que
mais contriburam para a interac~ao. Com relac~ao a adaptabilidade, percebe-se
que os genotipos 11 e 12 apresentaram adaptac~ao especca a combinac~ao do
local 2 e ano 1, pois os a^ngulos formado pelos vetores dos genotipos 11 e 12
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Figura 9.9: Triplot combinando os escores do locais e anos para avaliar a adaptabilidade dos
genotipos as combinac~oes de locais e anos.
com vetor do local 2 combinado com o ano 1 s~ao agudos, ou seja, ao fazer a
projec~ao dos genotipos no vetor da combinac~ao L2A1, nota-se que eles est~ao na
mesma direc~ao e portanto te^m interac~ao tripla positiva (fato que e observado
na Tabela 9.6). De forma analoga, a projec~ao do genotipo 5 na combinac~ao
L2A1 esta em direc~ao oposta, portanto a interac~ao tripla e negativa.
9.6.4 Comentarios Gerais
Ambas as metodologias utilizadas nos modelos AMMI de tre^s entradas mos-
traram-se faceis de ser aplicadas, principalmente na quest~ao de esforco com-
putacional, e os resultados mostraram que os modelos AMMI de tre^s entradas
s~ao faceis de serem interpretados. Mas ambas metodologias de tre^s entradas
apresentam vantagens e desvantagens.
Com relac~ao ao modelo PARAFAC utilizado para modelar a interac~ao tripla
e consequentemente, utilizado para construir o triplot, pode-se citar como van-
tagem o fato de ser construdo somente um graco, o que facilita organizar os
resultados para os dados. Outra vantagem e que em um unico graco e possvel
observar qual nvel de cada um dos fatores contribuem e qual nvel n~ao contri-
buem para a interac~ao. Mas, por outro lado, esta tecnica apresenta algumas
desvantagens, como e o caso de uma situac~ao com um numero muito elevado de
genotipos, de ambientes e de anos, neste caso o triplot caria muito carregado
o que dicultaria as conclus~oes, embora n~ao impeca de tirar tais conclus~oes.
Tambem pode-se usar pesos nos componentes de cada fator, para aumentar os
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vetores no graco triplot, como sugerido por Galindo Villardon (1986) para o
biplot. Outra soluc~ao seria acrescentar um terceiro eixo, resultando num triplot
tridimensional, que poderia facilitar a visualizac~ao. Ainda como desvantagem
pode-se citar que o modelo PARAFAC recuperou uma porcentagem menor da
soma de quadrados da interac~ao tripla, mas essa desvantagem pode ser questi-
onada, pois n~ao se sabe qual a verdadeira proporc~ao de resposta padr~ao e qual
a proporc~ao de rudo dentro SQGLA.
Com relac~ao ao outro modelo AMMI de tre^s entradas que utilizou o modelo
de Tucker3 para encontrar as matrizes A, B e C e depois construir o joint
plot, pode-se relatar a seguinte vantagem que e o fato do modelo de Tucker3 ter
recuperado uma alta quantidade da soma de quadrados da interac~ao genotipos
 locais  anos, mas como foi citado para o modelo de PARAFAC, esta
vantagem tambem pode ser questionada, pois n~ao se sabe exatamente qual a
verdadeira proporc~ao de resposta padr~ao e a proporc~ao de resposta que e rudo.
Outra vantagem desta metodologia e que os joint plot cam menos carregados,
pois um dos fatores n~ao e colocado no graco. Com relac~ao as desvantagens,
cita-se o fato de que o numero de joint plot a ser construdo e igual ao numero
de componentes que te^m o fator que recebera a projec~ao e, portanto, o fator
que recebera a projec~ao sera aquela que tem o menor numero de componentes,
logo a medida que aumentar o numero de joint plot cara mais difcil agrupar
as conclus~oes para o conjunto de dados. Outra desvantagem deste metodo e
que n~ao ca claro, no joint plot, a contribuic~ao do fator que esta recebendo
a projec~ao do joint plot para a interac~ao tripla, ou seja, visualmente n~ao e
possvel saber se este fator te^m uma contribuic~ao alta ou uma contribuic~ao
baixa para a interac~ao. Para solucionar este problema e necessario fazer a
projec~ao sobre outro fator e, consequentemente, aumentara a diculdade de
organizar os resultados e tirar conclus~oes gerais sobre o conjunto de dados.
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