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Abstract
The problem of two Aharonov-Bohm (AB) vortices for the Helmholtz equation is examined in detail. It is demonstrated that
the method proposed in [J. M. Myers, J. Math. Phys. 6, 1839 (1963)], Ref. [4], for diffraction on a slit can be generalized to get
an explicit solution for AB vortices. Due to singular nature of AB interaction the Green function and the scattering amplitude
for two AB vortices obey a series of partial differential equations. Coefficients entering these equations, in their turn, fulfill
ordinary non-linear differential equations whose solutions can be obtained from a solution of the Painleve´ V (or III) equation.
The asymptotics of necessary functions for very large and very small distances between two vortices are calculated explicitly.
Taken together, it means that the problem of two AB vortices is integrable.
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I. INTRODUCTION
The Aharonov-Bohm (AB) effect [1], [2] is one of the most striking distinguishes between quantum and classical
words. In a nutshell, it states that a quantum particle feels electro-magnetic potentials even though no classical forces
exist. Its first description can be traced to the paper of Ehrenberg and Siday [1], but it is only after the seminal work
of Aharonov and Bohm [2] that this subject attracts a wide attention. The success of that paper can be attributed
to the fact that in addition to a general discussion of the phenomenon the authors presented a clear-cut analytic
calculation of physical scattering on one singular AB vortex thus validating common arguments.
Today there exists a huge literature about this effect but, surprisingly, analytically results are rare. In [3] a
diagrammatic-like series for the amplitude of scattering on a few AB vortices had been proposed but for real energy
it is similar to a formal multiple scattering expansion and hardly can be used for calculations.
The purpose of this paper is to investigate the problem of scattering on two AB vortices. The principal result is
that this problem is integrable and the calculations of the Green function and the scattering amplitude can be reduced
to a solution of a series of differential equations whose lowest level includes the Painleve´ V (or III) equation. The
method used in derivation of these results is a generalization of the one proposed in Ref. [4] where the diffraction on
a finite slit has been treated. It is based on the point-like nature of the AB potential which permits to fix solutions
by fixing its behavior near vortex positions. It means that only a few constants uniquely determine the full solution.
Using different transformations commuting with the Laplacian leads to a system of equations for these constants.
Besides equations, it is necessary to know the values of different quantities at small and/or large distances between
vortices. For large vortex separation it can be done by perturbation series and for small distances between vortices it
is achieved by the using Riemann-Hilbert method.
The plan of the paper is the following. Section II is devoted to a general discussion of the problem of scattering
on AB vortices. Special attention in this Section is focused on the uniqueness of the solution and, in particular, on
the fact that any solution obeying all boundary and radiation conditions but without in-coming incident waves is
identically zero. In Sections III-V it is demonstrated how the arguments of Ref. [4] can be generalized to the case of
two vortices. First of all, a set of auxiliary functions independent of incident fields with prescribed singularities at
vortex positions are introduced. These functions are analogues of the Hankel functions for one-vortex problem and
play a prominent role in what follows. The main idea of Ref. [4] is that there exists a group of differential operators
which commute with the Lagrangian and cancel the incident field. Transformed solution is non-zero as the action of
these group operators change boundary conditions near vortices. But these changes can be compensated by a suitable
linear combination of new functions. In this manner one gets a set of equations for unknown functions. Calculation
of group commutators done in Section IV permits to find equations for all necessary functions. In Section III the
Green function is discussed and in Section V this procedure is done for the scattering amplitude. To use the obtained
equations one needs to find the asymptotics of correct solutions at small and/or at large separation between vortices.
This is achieved in Section VI where explicit forms of the solution when the distance between vortices tends to zero
and to infinity are obtained. Section VII is a summary of the obtained results. The relation of these results to the
theory of holonomic quantum field [9] is in short discussed here. Appendix A is devoted to the proof of the uniqueness
of the solution and to derivation of the reciprocity relation for the scattering on two AB vortices. In Appendix B
properties of one-vortex solution are briefly discussed.
To diminish the paper size only the main steps of derivations are presented and details are often omitted.
II. GENERAL CONSIDERATIONS
The AB vector potential, Aµ, is a pure gauge potential, Aµ = ∂µφ, and can be removed by a gauge transformation.
Nevertheless, the existence of AB vortices manifests in non-zero circulation along any closed contour encircling only
vortex j ∮
Aµdxµ = −2piαj , (1)
where αj is the magnetic flux associated with the vortex (we assume that α 6= integer).
The existence of a non-zero circulation implies that after potential removing from each vortex emanates a line of
phase discontinuity (the cut) denoted Cj such that the function and its normal derivative on the both sides of the cut
differ by a phase
Ψ+(x, 0) = e
2piiαjΨ−(x, 0), ∂yΨ+(x, 0) = e2piiαj∂yΨ−(x, 0), x ∈ Cj . (2)
Here x and y are coordinate respectively along and perpendicular to the cut. Each cut has two different sides which
can be connected by a contour encircling one or more vortices. The cuts can be chosen arbitrarily and wave functions
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FIG. 1. Cuts for the two-vortex problem (red lines). Black solid lines are contours encircling the vortices. Dashed circle
indicates large radius contour around all vortices.
with different cuts are gauge equivalent. In Fig. 1 a convenient choice of cuts for two AB vortices used throughout the
paper is sketched. In this case the two cuts coincide along the negative x-axis and boundary values of wave function
and its y-derivative on the cut are related as follows
Ψ+(x, 0) = e
2piiχ(x)Ψ−(x, 0), ∂yΨ+(x, 0) = e2piiχ(x)∂yΨ−(x, 0), (3)
where piece-wise constant function χ(x) is
χ(x) =
 α1 + α2, x < 0α1, 0 < x < L0, x > 0 , (4)
and subscripts (±) corresponds to limit y → 0 from positive and negative values of y respectively. The problem of
one vortex has been solved in [2] (and is shortly reviewed in Appendix B).
As any problem of diffraction, the scattering on the AB vortices corresponds to finding a wave function Ψ(~x ) with
the following properties:
(a) Ψ(~x ) is the sum of an incident wave Ψinc(~x) which includes all in-coming waves and a reflected out-going wave
Ψref(~x ),
Ψ(~x ) = Ψinc(~x ) + Ψref(~x ) . (5)
The choice of the incident wave is dictated by the problem considered. When one is interested in the Green
function, the incident wave is the Green function of the free Helmholtz equation
Ψinc(~x ) =
1
4i
H
(1)
0 (k|~x− ~x ′|) (6)
with ~x ′ being the source point. For the problem of the plane wave scattering
Ψinc(~x ) = eikr cos(θ−φ), (7)
where r and θ are polar coordinates of point ~x and φ is the angle of incidence.
(b) The reflected field obeys the Helmholtz equation
(∂2x + ∂
2
y + k
2)Ψref(~x ) = 0 (8)
everywhere in the plane (x, y) except the cuts.
(c) At the both sides of the cuts the full wave function and its normal derivative are related as in Eq. (2) (or for the
cuts in Fig. 1 as in Eq. (3)).
(d) At large |~x | the reflected field obeys the out-going radiation condition which is legitimate to choose in the form
lim
R→∞
∫
CR
∣∣∂rΨref − ikΨref ∣∣2 ds = 0 (9)
where the integration is performed over a big circle CR of radius R which includes all vortices and s is the length
along this circle (see dashed circle in Fig. 1.
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(e) Vortices are considered to be impenetrable. It means that the full wave function tends to zero at vortex positions.
More precisely, in a small vicinity of each vortex the full wave function should have the following behavior
Ψ(~x ) −→
x→Lj
aj(x− Lj + iy)αj + bj(x− Lj − iy)1−αj . (10)
As the integer part of flux does not change boundary conditions we may and will consider fluxes in the interval
0 < αj < 1.
From physical considerations it is clear that the solution obeying all conditions (a)-(e) is unique or, which is the same,
if a function fulfills all these conditions with zero in-going incident field, it is identical zero. The proof of this fact
can be done by a generalization of usual arguments developed for diffraction problems (see e.g. [8] and references
therein). For completeness, we present in Appendix A a brief demonstration of uniqueness stressing the necessity of
all requirements (a)-(e).
The usual way of solving the problem with two vortices is to represent the reflected outgoing field as a sum of single
and double layers along the cuts
Ψref(x, y) =
∫
cuts
H
(1)
0
(
k
√
(x− t)2 + y2
)
µ(t)dt+ ∂y
∫
cuts
H
(1)
0
(
k
√
(x− t)2 + y2
)
ν(t)dt , (11)
where H
(1)
0 (x) are the Hankel function of the first kind and zero order.
Functions µ(t) and ν(t) are piece-wise functions on the cuts which have to be determined from the boundary
conditions (3). The calculations are standard (cf. e.g. [7]) and lead to the following system of equations
ν(x) = 12 tanpiχ(x)
∫
cuts
H
(1)
0 (k|x− t|)µ(t)dt+ F(x, 0) , (12)
µ(x) = − 12 tanpiχ(x)
(
∂2x + k
2
) ∫
cuts
H
(1)
0 (k|x− t|)ν(t)dt+ ∂yF(x, 0) , (13)
where (provided that the incident wave Ψinc(~x ) has no phase jumps)
F(x, 0) = 12 tanpiχ(x) Ψinc(x, 0), ∂yF(x, 0) = 12 tanpiχ(x) ∂yΨinc(x, 0) . (14)
This approach is well suited for numerical calculations. To progress in analytic treatment, we generalize in the next
Section the method of Ref. [4] which has been developed for the diffraction on a finite slit.
III. GREEN FUNCTION FOR TWO-VORTEX PROBLEM
To calculate the Green function for the two-vortex problem it is necessary to fix the incident field as in Eq. (6).
Due to dependence of the source coordinates, ~x ′, the asymptotics of the Green function denoted by G(~x, ~x ′) is
G(~x, ~x ′) −→
x→Lj
aj(~x
′) (x− Lj + iy)αj + bj(~x ′) (x− Lj − iy)1−αj . (15)
The choice of fractional power branch is dictated by the choice of the cuts.
Let us introduce auxiliary functions Aj(~x ) and Bj(~x ) independent of the incident field which obey all the conditions
(8)-(10) except that at one vortex indicated by j they have the following asymptotic behavior
Aj(~x ) −→
x→Lj
∂Lj (x− Lj + iy)αj = −
αi
(x− Lj + iy)1−αj , (16)
Bj(~x ) −→
x→Lj
∂Lj (x− Lj − iy)1−αj = −
1− αi
(x− Lj + iy)αj . (17)
These functions are uniquely fixed by these conditions and will play an important role below.
The uniqueness of the solution together with point-like character of boundary conditions (15) permit to find different
equations between functions aj , bj , Aj , Bj [4]. Indeed, assume that there exists an infinitesimal transformation δˆ
commuting with the Laplace operator such that the incident field is invariant, δˆΨinc(~x ) = 0. Then the function
δˆΨ(~x ) is a solution with zero incident field. Nevertheless, such transformed solution is not zero because, in general,
4
the symmetry transformation δˆ changes the behavior near one or many vortices. But this change can be compensated
by a suitable chosen linear combinations of functions Aj and Bj . It means that the function
δˆΨ(~x ) +
∑
j
[cjAj(~x ) + djBj(~x )] (18)
obeys all conditions (8)-(10) but with zero internal field. By uniqueness it has to be identically zero,
δˆΨ(~x ) +
∑
j
[cjAj(~x ) + djBj(~x )] ≡ 0 . (19)
Combining together different transformations leads to sufficient number of equations which permits in the end to
reconstruct the full solution.
When we are interested in the Green function for a system of vortices, the incident field (6) has the following main
symmetries
• change of vortex positions: δˆ = ∂Lj ,
• translational invariance: δˆ = ∂x + ∂x′ , δˆ = ∂y + ∂y′ ,
• rotational invariance: δˆ = L(j)θ = x∂y − y∂x − Lj∂y.
In the subsequent Sections these transformations and their combinations are considered and equations for the Green
function of two AB vortices are derived.
A. Derivatives over vortex positions
From (15) and definitions (16) and (17) it follows that the combination
∂LjG(~x, ~x
′)− aj(~x ′)Aj(~x )− bj(~x ′)Bj(~x ) (20)
is zero at all vortices and, as was discussed above, is identically zero.
Therefore derivatives of the Green function over vortex positions are
∂LjG(~x, ~x
′) = aj(~x ′)Aj(~x ) + bj(~x ′)Bj(~x ) . (21)
Assume for a moment that 0 < α < 1/2 then aj(~x
′) and bj(~x ′) can be calculated from the limits
aj(~x
′) = lim
x→Lj
(x− Lj)−αjG(~x, ~x ′), bj(~x ′) = lim
x→Lj
(x− Lj)αj−1 [G(~x, ~x ′)− aj(~x ′)(x− L1)αj ] . (22)
Differentiating this limit over L2 for j = 1 and over L1 for j = 2 one concludes that
∂L2
(
a1(~x
′)
b1(~x
′)
)
=
(
β1 1
δ1 ζ1
)(
a2(~x
′)
b2(~x
′)
)
, ∂L1
(
a2(~x
′)
b2(~x
′)
)
=
(
β2 2
δ2 ζ2
)(
a1(~x
′)
b1(~x
′)
)
, (23)
where all matrix elements are independent on space coordinates.
Calculating the mixed derivatives ∂2L1 L2G(~x, ~x
′) one gets that the derivatives of Ai and Bi are expressed through
the same constants as follows
∂L2
(
A1(~x )
B1(~x )
)
=
(
β2 δ2
2 ζ2
)(
A2(~x )
B2(~x )
)
, ∂L1
(
A2(~x )
B2(~x )
)
=
(
β1 δ1
1 ζ1
)(
A1(~x )
B1(~x )
)
. (24)
B. Translational invariance
There exists a few simple consequences of translational invariance. First, constants like βj , j , δj , ζj depend only on
the difference L = L1 − L2. Second, functions depended only on ~x or ~x ′ like fi = ai, bi, Ai, Bi obey the equation
(∂L1 + ∂L2 + ∂x) fi(~x) = 0 . (25)
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This equation permits to calculate derivatives ∂Lifi in contrast to Eqs. (23) which determine derivatives ∂Ljfi only
with j 6= i.
Consider now the change of two coordinates simultaneously. Comparing the behavior near two vortices (15) one
concludes that
i (∂y + ∂y′)G(~x, ~x
′) = a1(~x ′)A1(~x )− b1(~x ′)B1(~x ) + a2(~x ′)A2(~x )− b2(~x ′)B2(~x ) . (26)
Differentiating this expression by L1 and using Eqs. (24) and (25) leads to the identity valid for all ~x and ~x
′
A1(~x )(∂x′ + i∂y′)a1(~x
′) + a1(~x ′)(∂x + i∂y)A1(~x )−B1(~x )(∂x′ − i∂y′)b1(~x ′)− b1(~x ′)(∂x − i∂y)B1(~x ) =
−A1(~x )[β1a2(~x ′) + 1b2(~x ′)]− a1(~x ′)[β2A2(~x ) + δ2B2(~x )] +A2(~x )[β2a1(~x ′) + 2b1(~x ′)]
+ a2(~x
′)[β1A1(~x ) + δ1b1(~x ′)]−B2(~x )[δ2a1(~x ′) + ζ2b1(~x ′)]− b2(~x ′)[1A1(~x ) + ζ1B1(~x )] . (27)
Substituting in this expression the most general linear relations between derivatives and unknown functions
(∂x + i∂y)A1(~x ) = g1A1(~x ) + g2B1(~x ) + h1A2(~x ) + h2B2(~x ) ,
(∂x − i∂y)B1(~x ) = g3A1(~x ) + g4B1(~x ) + h3A2(~x ) + h4B2(~x ) ,
(∂x′ + i∂y′) a1(~x
′) = G1a1(~x ′) +G2b1(~x ′) +H1a1(~x ′) +H2b2(~x ′) , (28)
(∂x′ − i∂y′) b1(~x ′) = G3a1(~x ′) +G4b1(~x ′) +H3a1(~x ′) +H4b2(~x ′) ,
and collecting identical terms proves the following formulae
(∂x + i∂y)A1(~x ) = g1A1(~x ) + g2B1(~x )− 2δ2B2(~x ) ,
(∂x − i∂y)B1(~x ) = g3A1(~x ) + g4B1(~x )− 22A2(~x ) ,
(∂x′ + i∂y′) a1(~x
′) = −g1 a1(~x ′) + g3 b1(~x ′)− 21b2(~x ′) , (29)
(∂x′ − i∂y′) b1(~x ′) = g2 a1(~x ′)− g4 b1(~x ′)− 2δ1a2(~x ′) .
Similarly, differentiating Eq. (26) by L2 gives rise to the relations
(∂x + i∂y)A2(~x ) = f1A2(~x ) + f2B2(~x )− 2δ1B1(~x ) ,
(∂x − i∂y)B2(~x ) = f3A2(~x ) + f4B2(~x )− 21A1(~x ) ,
(∂x′ + i∂y′) a2(~x
′) = −f1 a2(~x ′) + f3 b2(~x ′)− 22b1(~x ′) , (30)
(∂x′ − i∂y′) b2(~x ′) = f2 a2(~x ′) + f4 b2(~x ′)− 2δ2a1(~x ′) .
Here gj and fj with j = 1, 2, 3, 4 are undetermined constants depended only on L = L1 − L2.
C. Rotational invariance
The mutual rotation of ~x and ~x ′ around any vortex is evidently the invariance transformation for the incident field
(6). Such rotations are generated by operators
L
(j)
θ = x∂y − y∂x − Lj∂y , L(j)θ′ = x′∂y′ − y′∂x′ − Lj∂y′ . (31)
One has (
L
(j)
θ + L
(j)
θ′
)
H
(1)
0
(
k
√
(x− x′)2 + (y − y′)2
)
= 0 . (32)
Exactly as it has been done above one concludes that
i
(
L
(2)
θ + L
(2)
θ′
)
G(~x, ~x ′) = La1(~x ′)A1(~x )− L b1(~x ′)B1(~x ) , (33)
i
(
L
(1)
θ + L
(1)
θ′
)
G(~x, ~x ′) = La2(~x ′)A2(~x )− L b2(~x ′)B2(~x )
with L = L1 − L2.
Differentiating these equations by Lj one finds the following relations (similar equations for functions ai and bj are
not presented)
iL
(1)
θ
(
A1
B1
)
= M1
(
A1
B1
)
+L
( −β2 δ2
−2 ζ2
)(
A2
B2
)
, iL
(2)
θ
(
A2
B2
)
= M2
(
A2
B2
)
+L
(
β1 −δ1
1 −ζ1
)(
A1
B1
)
, (34)
where Mj are 2× 2 matrices with undetermined coefficients.
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IV. MEANING AND DETERMINATION OF COEFFICIENTS
Eqs. (29), (30) and (34) are concise consequences of symmetries of the incident field (6). But these equations
contain many coefficients depended, in general, on the distance between vortices, L.
The first simplification comes from the fact that functions aj and bj for two vortices can be expressed through
functions Aj and Bj by the reciprocity relation (A14) proven in Appendix A. It states
G(~x, ~x ′) = G(Sˆ~x ′, Sˆ~x ), Sˆ(x, y) = (x,−y) . (35)
Using Eqs. (21) and (33) and taking into account that L
(j)
θ F (Sˆ~x) = −SˆL(j)θ F (~x) one concludes that(
A1(~x )
B1(~x )
)
=
(
0 t1
t1 0
)(
a1(S~x )
b1(S~x )
)
,
(
A2(~x )
B2(~x )
)
=
(
0 t2
t2 0
)(
a2(S~x )
b2(S~x )
)
. (36)
Substituting these values to Eqs. (24) and comparing with Eqs. (23) gives(
β2 2
δ2 ζ2
)
= ρ
(
ζ1 1
δ1 β1
)
, ρ =
t1
t2
. (37)
These relations mean that one can consider equations only for functions Aj and Bj . Values of constants tj and ρ are
calculated in Appendix (B).
In the Myers method [4] used in the previous Sections constants appeared in different formulae are just the most
general coefficients of expansion (cf. e.g. Eqs. (28)). They also can be interpreted as sub-leading terms of expansion
of auxiliary functions Aj(~x ) and Bj(~x ) in small vicinity of vortex positions A1(~x )A2(~x )B1(~x )
B2(~x )
 −→
x→L1

∂L1(x− L1 + iy)α1 − 12g2(x− L1 − iy)1−α1
β1(x− L1 + iy)α1 + δ1(x− L1 − iy)1−α1
∂L1(x− L1 − iy)1−α1 − 12g3(x− L1 + iy)α1
1(x− L1 + iy)α1 + ζ1(x− L1 − iy)1−α1
 , (38)
and  A1(~x )A2(~x )B1(~x )
B2(~x )
 −→
x→L2

β2(x− L2 + iy)α2 + δ2(x− L2 − iy)1−α2
∂L2(x− L2 + iy)α2 − 12f2(x− L2 − iy)1−α2
1(x− L2 + iy)α2 + ζ2(x− L2 − iy)1−α2
∂L2(x− L2 − iy)1−α1 − 12f3(x− L2 + iy)α2
 . (39)
Postulating these relations and comparing the dominant singularities at the vortices one can prove all Eqs. (23), (24),
(29), (30), (34) as it has been done in [9].
The first series of relations between these coefficients is obtained by differentiating the both sides of Eqs. (29) and
(30) by Lj . As all derivatives are known by previous formulae one gets many interrelations between the constants. In
particular, it follows that
∂Lg1 = ∂Lg4 = ∂Lf1 = ∂Lf4 = 0 . (40)
It means that constants g1, g4, f1, f4 are independent on L. From the asymptotic behavior of two vortices at large
separation given in Appendix B one gets that g1 = g4 = f1 = f4 = 0. We rewrite the above equations with these
values
(∂x+i∂y)
(
a1(~x
′)
a2(~x
′)
)
=
(
g3 −21
−22 f3
)(
b1(~x
′)
b2(~x
′)
)
, (∂x− i∂y)
(
b1(~x
′)
b2(~x
′)
)
=
(
g2 −2δ1
−2δ2 f2
)(
a1(~x
′)
a2(~x
′)
)
, (41)
and
(∂x + i∂y)
(
A1(~x )
A2(~x )
)
=
(
g2 −2δ2
−2δ1 f2
)(
B1(~x )
B2(~x )
)
, (∂x− i∂y)
(
B1(~x )
B2(~x )
)
=
(
g3 −22
−21 f3
)(
A1(~x )
A2(~x )
)
. (42)
Applying (∂x ± i∂y) operator to these equations and using the fact that each function f(~x ) has to obey the Helmholtz
equation, (∂2x + ∂
2
y + k
2)f(~x ) = 0, one finds that
g2g3 + 42δ1 + k
2 = 0, 2 f2 + δ2 g3 = 0, δ2 f3 + 2 g2 = 0, 1δ2 = δ12. (43)
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Differentiating (42) by Lj gives
g˙2 = 2(ζ1δ2 + β2δ1), g˙3 = 2(2β1 + 1ζ2), f˙2 = −2(δ1ζ2 + δ2β1), f˙3 = −2(ζ12 + β21)
2δ˙2 = f2β2 − g2ζ2, 2˙2 = f3ζ2 − g3β2, 2δ˙1 = f2ζ1 − g2β1, 2˙1 = f3β1 − g3ζ1. (44)
Here and below the dot indicates the derivative over L.
In a similar way the differentiation by Lj the rotation equations (34) gets many other relations. In particular, the
both matrices M1 and M2 are constant. From the solution of well-separated vortices (see Appendix B) it follows that
the both matrices are diagonal. For simplicity we impose this condition from now. Therefore the rotations have the
form
iL
(1)
θ A1 = m1A1 − Lβ2A2 + Lδ2B2 , iL(1)θ B1 = n1B1 − L2A2 + Lζ2B2 ,
iL
(2)
θ A2 = m2A2 + Lβ1A1 − Lδ1B1 , iL(2)θ B2 = n2B2 + L1A1 − Lζ1B1 . (45)
In the indicated way one gets the following list of equations
(L1)
· = (m1 − n2)1 − Lζ1g3, (L2)· = (m2 − n1)2 + Lζ2f3,
(Lζ1)
· = (n2 − n1)ζ1 − L1g2, (Lζ2)· = (n1 − n2)ζ2 + L2f2,
(Lβ1)
· = (m1 −m2)β1 − Lδ1g3, (Lβ2)· = (m2 −m1)β2 + Lδ2f3, (46)
(Lδ1)
· = (m2 − n1)δ1 − Lβ1g2, (Lδ2)· = (m1 − n2)δ2 + Lβ2f2.
According to Eqs. (B12) of Appendix B the values of mi and ni are
m1 = 1− α1, n1 = −α1, m2 = 1− α2, n2 = −α2. (47)
As was discussed above one has to take into account only equations related with one vortex (say L1). We rewrite
them again
˙1 =
γ
L
1 − ζ1g3, ζ˙1 = −γ + 1
L
ζ1 − 1g2, β˙1 = γ − 1
L
β1 − δ1g3, δ˙1 = − γ
L
δ1 − β1g2 (48)
with γ = α2 − α1.
To these equations one should add the following ones
g2g3 + 42δ1 + k
2 = 0, β12g2 − β2δ1g3 + 2γ
L
δ21 = 0. (49)
The second of these equations is a consequence of Eqs. (46) when relations (37) are imposed.
It is convenient to introduce the following notations
y = δ21 = δ12, v = f3δ2 = −g22, w = g3δ1 = −f21. (50)
Direct check proves that these variables obey the equations
y˙ = β1v− β2w, β˙1 = γ − 1
L
β1−w, β˙2 = −γ + 1
L
β2 + v, w˙ = − γ
L
w+ β1(k
2 + 8y), v˙ =
γ
L
v− β2(k2 + 8y) (51)
with γ = m1 −m2 = α2 − α1.
Eqs. (49) are equivalent to the existence of two integrals of motion
vw − y(4y + k2) = 0, β1v + β2w − 2γ
L
y = 0. (52)
Introducing new variable, z = β1β2, one gets the following equations
z˙ = − 2
L
z + y˙, β1v =
γ
L
y +
1
2
y˙, β2w =
γ
L
y − 1
2
y˙. (53)
Combining with Eqs. (52) leads to the final system of equations
z˙ = − 2
L
z + y˙,
1
4
y˙2 − γ
2
L2
y2 + zy(4y + k2) = 0. (54)
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Substitutions
y = −k
2
4
Y, z = −Z − γ
2
4L2
, L =
x
k
(55)
transform Eqs. (54) to the form
x2
4
Y ′ 2 − γ2Y = ZY (Y − 1), Z ′ = x2Y ′. (56)
Removing Z gives one non-linear equation for Y
Y ′′ =
(
1
2Y
+
1
2(Y − 1)
)
Y ′ 2 − Y
′
x
+ 2Y (Y − 1)− 2γ
2Y
x2(Y − 1) . (57)
Finally one more change of variables
Y =
V
V − 1 , x =
√
t (58)
transforms this equation to the canonical form of Painleve´ V equation (see e.g. [14])
d2V
dt2
=
( 1
2V
+
1
V − 1
)(dV
dt
)2
− 1
t
dV
dt
+
γ2V (V − 1)2
2t2
. (59)
General Painleve´ V equation [14] is
y′′ = y′2
(
1
2y
+
1
y − 1
)
− y
′
t
+
(y − 1)2
t2
[
αy +
β
y
]
+ 
y
t
+
δy(y + 1)
y − 1 . (60)
Therefore Eq. (59) is the Painleve´ V equation with the parameters
α = 12γ
2,  = − 12 , β = 0, δ = 0. (61)
The Painleve´ V equation with δ = 0 can be reduced to the Painleve´ III equation [15]. Consider the following
Ba¨cklund-type transformation for two functions Y and W
Y˙ =
2γ
x
Y − 2Y (Y − 1)
W
, W˙ = 1− 2Y + 1 + 2γ
x
W +W 2 . (62)
Finding W from the first equation and substituting it into the second one leads to Eq. (57) for Y . Calculating Y from
the second equation and putting it to the first one gives
W¨ =
W˙ 2
W
− W˙
x
+W 3 +
2(1 + γ)W 2 − 2γ
x
− 1
W
. (63)
Standard form of the Painleve´ III equation is (see e.g. [14])
y¨ =
y˙2
y
− y˙
x
+ αy3 +
βy2 + 
x
+
δ
y
. (64)
Therefore Eq. (63) is the Painleve´ III equation with parameters
α = 1, β = 2(1 + γ),  = −2γ, δ = −1. (65)
The knowledge of the solution y = y(L) permits to find all other quantities by simple integration. First, z(L) is
determined directly from the second of Eqs. (54). From Eqs. (51) it follows that
u =
√
y(4y + k2) e−S , w =
√
y(4y + k2) eS , (66)
β1 =
γy/L+ y˙/2√
y(4y + k2)
eS , β2 =
γy/L− y˙/2√
y(4y + k2)
e−S (67)
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where function S = S(L) is calculated from the equation
S˙ =
4γy
L(k2 + 4y)
. (68)
Using Eqs. (48) one demonstrates that
1 = C
√
y, δ1 =
1
ρC
√
y, 2 = ρC
√
y, δ2 =
1
C
√
y (69)
where C = C(α1, α2) is a constant which can be calculated from limiting values found in Section VI
C(α1, α2) =
(
k
2
)α1+α2−1 Γ(2− α2)
Γ(1 + α1)
√
sinpiα2
sinpiα1
e−pii(3α1+α2)/2 . (70)
Other quantities can be calculated from the definition and reciprocity relation (37)
ζ1 =
1
ρ
β2, ζ2 = ρβ1, g2 = − v
2
, g3 =
w
δ1
. (71)
V. SCATTERING AMPLITUDE
A typical scattering problem consists in the determination of wave function, Ψscat(~x ), when the incident field is
chosen as plane wave (7). The main physical quantity of interest is the scattering amplitude, F(θ, φ), obtained from
the asymptotic behavior of this function
Ψscat(~x ) −→
|~x |→∞
eikr cos(θ−φ) +
√
2
piikr
eikrF(θ, φ). (72)
Here ~x = (r cos θ, r sin θ) and angle φ determines the direction of the incident plane wave.
Let us consider the limit of the Green function, G(~x, ~x ′), with ~x ′ = (R cosφ,R sinφ) and R→∞. As
lim
R→∞
H
(1)
0 (k|~x− ~x ′|)
H
(1)
0 (k|~x ′|)
= e−ikr cos(θ−φ), (73)
the scattering wave function with asymptotics (72) can be extracted from the Green function as follows (cf. [4])
Ψscat(~x ) = lim
R→∞
G(~x,−~x ′)
1
4iH
(1)
0 (k|~x ′|)
. (74)
Functions Aj(~x ) and Bj(~x ) defined in the previous Section (cf. Eqs. (16) and (17)) obey the Helmholtz equation and
due to the radiation condition (9) have the following asymptotic behavior
Aj(~x ) −→|x|→∞
√
2
piikr
eikrFj(θ)e
−ik cos θLj , Bj(~x ) −→|x|→∞
√
2
piikr
eikrGj(θ)e
−ik cos θLj (75)
with certain functions Fj(θ) and Gj(θ).
Because of translational invariance (∂L1 +∂L2 +∂x)Aj = 0, (∂L1 +∂L2 +∂x)Bj = 0, functions Fj(θ) ≡ Fj(θ, L) and
Gj(θ) ≡ Gj(θ, L) depend only on the distance between vortices, L = L1 − L2 (and angle θ). They have the meaning
of asymptotics (75) when center of polar coordinates is chosen at vortex j. To simplify notations, the arguments of
Fj and Gj are dropped when it will not lead to confusion.
For the scattering on AB vortices the exact wave function Ψ(~x ) tends to zero at the vortex positions (cf. (10))
Ψscat(~x ) −→
x→Lj
a˜j(x− Lj + iy)αj + b˜j(x− Lj − iy)1−αj . (76)
It is plain that the operator δˆ = ∂x− ik cosφ gives zero when acting on the incident plane wave in Eq. (72). Therefore
δˆΨscat(~x ) corresponds to the zero incident field. Comparing the behavior near the vortices one gets that
(∂x − ik cosφ)Ψscat(~x ) +
∑
j
[
a˜jAj(~x ) + b˜jBj(~x )
]
= 0. (77)
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Applying this relation to asymptotic expression (72) one concludes that
ik(cos θ − cosφ)F(θ, φ) = −
∑
j
[
a˜jFj(θ) + b˜jGj(θ)
]
e−ik cos θLj . (78)
Such type of expressions is called embedding formulae in the theory of diffraction [10].
Values of a˜j and b˜j can be calculated from the limit (74) together with (77) and the reciprocity conditions (36)
a˜j = lim
R→∞
aj(−~x ′)
1
4iH
(1)
0 (k|~x ′|)
=
4i
tj
Gj(pi − φ)eik cosφLj , b˜j = lim
R→∞
bj(−~x ′)
1
4iH
(1)
0 (k|~x ′|)
=
4i
tj
Fj(pi − φ)eik cosφLj . (79)
For clarity the argument of Gj and Fj functions here is written as pi − φ. In general the choice of the branch has to
be consistent with the position of the cut.
Finally one obtains that the AB scattering amplitude is
F(θ, φ) = − 4
k(cos θ − cosφ)
∑
j
1
tj
[
Gj(pi − φ)Fj(θ) + Fj(pi − φ)Gj(θ)
]
eikLj(cosφ−cos θ). (80)
The relations derived in previous Sections induce equations for Fj and Gj . From Eqs. (42) and it follows that functions
Gj are linear combinations of Fj (
G1
G2
)
= V1
(
F1
F2
)
,
(
F1
F2
)
= V2
(
G1
G2
)
(81)
where
V1 =
eiθ
ik
(
g3 −22 eikL cos θ
−21 e−ikL cos θ f3
)
, V2 =
e−iθ
ik
(
g2 −2δ2 eikL cos θ
−21 e−ikL cos θ f2
)
. (82)
Conditions (43) imply that V1V2 = 1.
Eqs. (24) and (45) signify that derivatives of Fj and Gj over L and θ obey the equations
∂L
(
F1
G1
)
= −eikL cos θ
(
β2 δ2
2 ζ2
)(
F2
G2
)
, ∂L
(
F2
G2
)
= e−ikL cos θ
(
β1 δ1
1 ζ1
)(
F1
G1
)
, (83)
and
i∂θ
(
F1
G1
)
=
(
m1 0
0 n1
)(
F1
G1
)
+ LeikL cos θ
( −β2 δ2
−2 ζ2
)(
F2
G2
)
, (84)
i∂θ
(
F2
G2
)
=
(
m2 0
0 n2
)(
F2
G2
)
+ Le−ikL cos θ
(
β1 −δ1
1 −ζ1
)(
F1
G1
)
. (85)
Expressing Gj through Fj by Eqs. (81) one finds
∂L
(
F1
F2
)
= M
(
F1
F2
)
, i∂θ
(
F1
F2
)
= N
(
F1
F2
)
, (86)
where matrices M and N are
M =
 −2iy
eiθ
k
−
[
β2 − iv e
iθ
k
]
eikL cos θ[
β1 − iw e
iθ
k
]
e−ikL cos θ 2iy
eiθ
k
 , (87)
N =
 m1 + 2iy
eiθ
k
−L
[
β2 + iv
eiθ
k
]
eikL cos θ
L
[
β1 + iw
eiθ
k
]
e−ikL cos θ m2 − 2iy e
iθ
k
 . (88)
Here the notations are the same as in Eqs. (50).
The compatibility condition
∂LN − i∂θM = MN −NM (89)
is equivalent to Eqs. (51) which is another way of their derivation.
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VI. SOLUTION AT SMALL AND LARGE VORTEX SEPARATION
To really use equations derived in the previous Sections it is necessary to know the values of all variables at a certain
point. In this Section it is demonstrated how to find wave function and scattering amplitude for two AB vortices
when the separation between them, L, is small and large with respect to the wavelength. The cases of small-vortex
separation with opposite fluxes (i.e. α2 = 1−α1) and with two arbitrary fluxes α1 and α2 require different arguments
and are discussed separately.
A. Two vortices with opposite fluxes at small distances
The vortices with opposite fluxes is considered first. Let the vortex with flux α be in the point L1 = L and the
second vortex with opposite flux be at L2 = 0 (0 < α < 1).
The full wave function is represented as in Eqs. (11)
Ψ(x, y) = Ψinc(x, y) +
∫ L
0
H
(1)
0
(
k
√
(x− t)2 + y2
)
µ(t)dt+ ∂y
∫ L
0
H
(1)
0
(
k
√
(x− t)2 + y2
)
ν(t)dt . (90)
Equations (12) and (13) in this case take the form
ν(x) =
tanpiα
2
[
Ψinc(x, 0) +
∫ L
0
H
(1)
0 (k|x− t|)µ(t)dt
]
, (91)
µ(x) =
tanpiα
2
[
∂yΨinc(x, 0)−
(
d2
dx2
+ k2
)∫ L
0
H
(1)
0 (k|x− t|)ν(t)dt
]
. (92)
The main simplification for small distance vortices comes from the fact that when condition
kL 1 (93)
is fulfilled one can substitute in the above equations the asymptotics of the Hankel function at small arguments [6]
H
(1)
0 (z)→
2i
pi
(
ln
x
2
+ γ
)
+ 1 +O(x2 lnx) (94)
where γ = −Ψ(1) is the Euler constant and drop the term proportional to k2 in Eq. (92).
After these approximations the equations for ν(x) and µ(x) become
ν(x) =
tanpiα
2
[
Ψinc(x, 0) +
2i
pi
∫ L
0
ln
( |x− t|
L
)
µ(t)dt+
(
2i
pi
(
ln
kL
2
+ γ
)
+ 1
)∫ L
0
µ(t)dt
]
, (95)
µ(x) =
tanpiα
2
[
∂yΨinc(x, 0)− 2i
pi
d2
dx2
∫ L
0
ln
( |x− t|
L
)
ν(t)dt
]
. (96)
Deriving Eq. (95) on x, integrating by part Eq. (96), and taking into account that
ν(0) = 0, ν(L) = 0 (97)
one transforms the above equations into the following system of equations
ν′(x) =
tanpiα
2
∂xΨinc(x, 0) +
tanpiα
pii
−
∫ L
0
µ(t)
t− xdt , µ(x) =
tanpiα
2
∂xΨinc(x, 0)− tanpiα
pii
−
∫ L
0
ν′(t)
t− xdt . (98)
The equations are decoupled by introducing new variables
ζ±(x) = ν′(x)± iµ(x). (99)
It leads to
ζ+(x) = tanpiα f+(x)− tanpiα
pi
−
∫ L
0
ζ+(t)
t− xdt , ζ−(x) = tanpiα f−(x) +
tanpiα
pi
−
∫ L
0
ζ−(t)
t− x dt , (100)
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where
f±(x) =
1
2
(∂x ± i∂y)Ψinc(x, 0). (101)
These equations can be solved by the Rieman-Hilbert method (see e.g. [11]). Let us introduce the following functions
of complex argument z
Φ±(z) =
1
2pii
∫ L
0
ζ±(t)
t− z dt. (102)
It is plain that
1
pii
−
∫ L
0
ζ±(t)
t− x dt = Φ
up
± (x) + Φ
down
± (x), ζ±(x) = Φ
up
± (x)− Φdown± (x) (103)
where Φup± (x) and Φ
down
± (x) are the limiting values of functions (102) from, respectively, positive and negative y.
After a little algebra one gets that Eqs. (100) are equivalent to
Φup± (x) = e
∓2piiαΦdown± (x) + e
∓piαi sinpiα f±(x) (104)
whose general solutions are (here |z| > L) [11]
Φ+(z) =
C1
(z − L)αz1−α +
sinpiα
2pii(z − L)αz1−α
∫ L
0
f+(t)(L− t)αt1−α
t− z dt , (105)
Φ−(z) =
C2
(z − L)1−αzα −
sinpiα
2pii(z − L)1−αzα
∫ L
0
f−(t)(L− t)1−αtα
t− z dt
with arbitrary constants C1 and C2.
When condition (93) is valid, functions f±(x) can be approximated by their values at 0 and
Φ+(z) =
C1
(z − L)αz1−α +
f+(0)
2i
[
1 +
αL− z
(z − L)αz1−α
]
, (106)
Φ−(z) =
C2
(z − L)1−αzα −
f−(0)
2i
[
1 +
(1− α)L− z
(z − L)1−αzα
]
.
The same expressions can be obtained directly from (104) by imposing that Φ±(z) = O(z−1).
According to Eq. (103) ζ±(x) = Φ
up
± (x)− Φdown± (x), therefore when 0 < x < L
ν′(x) = − i sinpiαC1
(L− x)αx1−α −
i sinpiαC2
(L− x)1−αxα −
sinpiα f+(0)[αL− x]
2(L− x)αx1−α +
sinpiα f−(0)[(1− α)L− x]
2(L− x)1−αxα , (107)
µ(x) = − sinpiαC1
(L− x)αx1−α +
sinpiαC2
(L− x)1−αxα +
i sinpiα f+(0)[αL− x]
2(L− x)αx1−α +
i sinpiα f−(0)[(1− α)L− x]
2(L− x)1−αxα .
Constants Cj have to be determined from conditions (97). First, it is necessary that∫ L
0
ν′(x)dx = 0. (108)
Second, from Eq. (95) calculated at x = 0 it follows that
Ψinc(0, 0) +
2i
pi
∫ L
0
ln
(
t
L
)
µ(t)dt+
(
2i
pi
(
ln
kL
2
+ γ
)
+ 1
)∫ L
0
µ(t)dt = 0 . (109)
The Euler integral (see e.g. 1.5 of [5]) and its derivative∫ 1
0
tx−1(1− t)y−1dt = Γ(x)Γ(y)
Γ(x+ y)
,
∫ 1
0
ln t tx−1(1− t)y−1dt = [Ψ(x)−Ψ(x+ y)]Γ(x)Γ(y)
Γ(x+ y)
(110)
permit to calculate all necessary integrals analytically.
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From (108) it follows that C2 = −C1 and then Eq. (109) gives
C1 = [Ψinc(0, 0) + (1− α)f+(0)L+ αf−(0)L]∆, ∆ = 1
2pi + 4i[ln(kL/4) + γ + β(α)
(111)
with γ = −Ψ(1) and
β(α) = ln 2 +
1
2
Ψ(1− α) + 1
2
Ψ(α) + γ. (112)
The knowledge of ν(t) and ν(t) permits to reconstruct the full wave function. In particular the scattering amplitude
at small kL is large only for the s-wave scattering and
F =
∫ L
0
µ(t)dt = −2piC1 = −
[
1 +
2i
pi
(
ln
kL
4
+ γ + β(α)
)]−1
. (113)
In [12] it has been obtained in a different manner that
β(α) = ln 4 +
1
2
Ψ
(1− α
2
)
+
1
2
Ψ
(α
2
)
+ γ +
pi
2 sinpiα
. (114)
Using Legendre’s duplication formula (see e.g. [5] 1.2.15) it is straightforward to check that
Ψ
(1− α
2
)
+ Ψ
(α
2
)
+
pi
sinpiα
= Ψ(1− α) + Ψ(α)− 2 ln 2 . (115)
Therefore these two results are identical.
The same formulae permit to calculate limiting values of other quantities discussed in the preceding Sections. First
one has (z = x+ iy, z¯ = x− iy)
(∂x + i∂y)Ψ(x, y) = (∂x + i∂y)Ψinc(x, y) +
2
pi
∫ L
0
ζ+(t)
z¯ − t dt = (∂x + i∂y)Ψinc(x, y)− 4iΦ+(z¯) , (116)
(∂x − i∂y)Ψ(x, y) = (∂x − i∂y)Ψinc(x, y)− 2
pi
∫ L
0
ζ−(t)
z − t dt = (∂x − i∂y)Ψinc(x, y) + 4iΦ−(z) .
From these expressions it follows (as it has been checked that Ψ(~Lj) = 0) that
Ψ(x, y) −→
x→L1
a1(x− L1 + iy)α + b1(x− L1 − iy)1−α, Ψ(x, y) −→
x→L2
a2(x− L2 + iy)1−α + b2(x− L2 − iy)α (117)
with
a1 = −
[
2iC1
α
− f−(0)L
]
L−α, b1 = −
[
2iC1
1− α − f+(0)L
]
Lα−1, (118)
a2 = e
ipiα
[
2iC1
1− α + f−(0)L
]
Lα−1, b2 = −eipiα
[
2iC1
α
+ f+(0)L
]
L−α.
For the Green function one has
Ψinc(0, 0) =
1
4i
H
(1)
0 (k|~x ′ − ~L2|), (∂x ± i∂y)Ψinc(0, 0) =
k
4i
H
(1)
1 (k|~x ′ − ~L2|)e±iφ
′
. (119)
Differentiating these expressions over Lj and using definitions (23) one finds that
(
β2 2
δ2 ζ2
)
−→
L→0
 α
[
1 +
2i∆
1− α
]
L2α−2 2i∆L−1
−2i∆L−1 −(1− α)
[
1 +
2i∆
α
]
L−2α
 eipiα (120)
and
(
β1 1
δ1 ζ1
)
−→
L→0
 −(1− α)
[
1 +
2i∆
α
]
L−2α 2i∆L−1
−2i∆L−1 α
[
1 +
2i∆
1− α
]
L2α−2
 e−ipiα . (121)
Limiting behaviors of coefficients gj and fj follow from Eqs. (29) and (30)
g2 −→
L→0
4iα
1− α∆L
2α−2, g3 −→
L→0
4i(1− α)
α
∆L−2α, f2 −→
L→0
4i(1− α)
α
∆L−2α, f3 −→
L→0
4iα
1− α∆L
2α−2. (122)
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B. Two vortices with arbitrary fluxes at small distances
General case consists of two vortices with fluxes α1 and α2 (0 < αj < 1) separated by a distance, L, obeying (93).
The principal difference with opposite flux vortices (i.e. with α2 = 1 − α1) considered above is the existence of an
additional cut going from infinity to the vortex positions. For convenience we choose the both cuts along the x-axis as
in Fig. refcontour such that the function χ(x) is as in Eq. (4). The reflected field is chosen as in Eq. (11) which leads
to Eqs. (12) and (13) for unknown functions ν(x) and µ(x). As a consequence, one has to know these functions along
the whole negative x-axis and not only at short cut between two vortices. To take into account the condition (93)
explicitly it is convenient to look for the wave function of this problem in the form slightly different from Eq. (11),
namely
Ψ(~x ) = Ψβ(~x ) +
∫ L
−∞
H
(1)
0
(
k
√
(x− t)2 + y2
)
µ(t)dt+ ∂y
∫ L
−∞
H
(1)
0
(
k
√
(x− t)2 + y2
)
ν(t)dt . (123)
Here Ψβ(~x ) is the one-vortex solution generated by the desired incident field Ψ
inc(~x ) (see Appendix B) multiplied by
eipiα1 for the cuts as in Fig. 1. It corresponds to one vortex with flux equals the total flux of two vortices
β = {α1 + α2} = α1 + α2 − η, η =
{
0, 0 < α1 + α2 < 1
1, 1 < α1 + α2 < 2
(124)
situated at point L2 = 0.
Functions ν(x) and µ(x) have to fulfill equations (12) and (13) which we rewrite below for the convenience
ν(x) = 12 tanpiχ(x)
∫ L
−∞
H
(1)
0 (k|x− t|)µ(t)dt+ F(x, 0) , (125)
µ(x) = − 12 tanpiχ(x)
(
∂2x + k
2
) ∫ L
−∞
H
(1)
0 (k|x− t|)ν(t)dt+ ∂yF(x, 0) . (126)
As function Ψβ(~x ) obeys the correct boundary conditions at the cut (−∞, 0], functions F(x, 0) and ∂yF(x, 0) have
the form
F(x, 0) = Θ(x) tanpiα1
2
Ψβ(x, 0), ∂yF(x, 0) = Θ(x) tanpiα1
2
∂yΨβ(x, 0) (127)
where Θ(x) = 0 for x < 0 and Θ(x) = 1 for x > 0.
As the vortex separation is assumed to be small (cf. Eq.(93)), functions ν(x) and µ(x) in (123) should decrease
quickly from vortex positions so that all integrals are dominated by a vicinity of the origin.
In such conditions one can (i) approximate the above equations using (94) as it has been done in the previous
Section and (ii) use the small-~x asymptotics of function Ψβ(~x ) given by (10)
Ψβ(~x ) −→
~x→0
a(x+ iy)β + b(x− iy)1−β (128)
with certain (known) quantities a and b (fixed by the quantity considered). For the Green functions this expansion is
given by Eq. (B3)
a ≡ a(~x ′) = − i k
βeipiα1
2β+2Γ(1 + β)
H
(1)
β (kR)e
−iβφ, b ≡ b(~x ′) = − i k
1−βeipiα1
23−βΓ(2− β)H
(1)
1−β(kR)e
i(1−β)φ. (129)
In the small-distance approximation Eqs. (12) and (13)) take the form (for −∞ < x < L)
ν(x) =
i tanpiχ(x)
pi
[∫ L
−∞
ln
( |x− t|
L
)
µ(t)dt+
(
ln
kL
2
+ γ +
pi
2i
)∫ L
−∞
µ(t)dt
]
+ F(x) , (130)
µ(x) = − i tanpiχ(x)
pi
[
d2
dx2
∫ L
−∞
ln(|x− t|)ν(t)dt
]
+ ∂yF(x) (131)
with χ(x) defined in Eq. (4).
In order that the contributions from large negative values of t will be small, the following asymptotics is required
µ(t) ∼
t→−∞ |t|
−γ1 , ν′(t) ∼
t→−∞ |t|
−γ2 , γj > 1. (132)
15
Differentiating Eq. (95) and introducing functions (99) one gets the equations
ζ+(x) = tanpiα1 Θ(x)f+(x)− tanpiχ(x)
pi
−
∫ L
−∞
ζ+(t)
t− xdt , (133)
ζ−(x) = tanpiα1 Θ(x)f−(x) +
tanpiχ(x)
pi
−
∫ L
∞
ζ−(t)
t− x dt . (134)
For the incident field (128)
f+(x) ≡ 12 (∂x + i∂y)Ψβ(x, 0) = (1− β)bx−β , f−(x) ≡ 12 (∂x − i∂y)Ψβ(x, 0) = βaxβ−1. (135)
Introducing similar to Eq. (102) analytic functions
Φ±(z) =
1
2pii
∫ L
−∞
ζ±(t)
t− z dt (136)
permits to find the general solution of Eqs. (133) and (134) (cf. Eqs. (106))
Φ+(z) =
C1
zα2(z − L)α1 +
sinpiα1
2pii zα2(z − L)α1
∫ L
0
tα2(L− t)α1
t− z f+(t) dt , (137)
Φ−(z) =
C0
z1−α2(z − L)1−α1 −
sinpiα1
2pii z1−α2(z − L)1−α1
∫ L
0
t1−α2(L− t)1−α1
t− z f−(t) dt . (138)
Branches are fixed by requiring that fractional powers are real at real z > L. Imposing the correct behavior at large
negative x (132), one concludes that for 0 < α1 + α2 < 1 (i.e. η = 0) constant C1 = 0 and for 0 < α1 + α2 < 1 (i.e.
η = 1) constant C0 = 0. Notice that for opposite fluxes (i.e. when α2 = 1− α1) the both constants are non-zero.
The remaining integrals in Eqs. (137) and (138) reduce to the following ones∫ L
0
tα(L− t)1−α
t− z dt =
pi
sinpiα
[
zα(z − L)1−α − z + (1− α)L] , ∫ L
0
t−α(L− t)α
t− z dt =
pi
sinpiα
[
z−α(z − L)α − 1] .
(139)
For η = 0 one gets
Φ
(0)
+ (z) =
(1− α1 − α2)b
2izα2(z − L)α1
[
z−α1(z − L)α1 − 1] , (140)
Φ
(0)
− (z) =
C0
z1−α2(z − L)1−α1 −
(α1 + α2)a
2i z1−α2(z − L)1−α1
[
zα1(z − L)1−α1 − z + (1− α1)L
]
.
For η = 1
Φ
(1)
+ (z) =
C1
zα2(z − L)α1 +
(2− α1 − α2)b
2i zα2(z − L)α1
[
z1−α1(z − L)α1 − z + α1L
]
,
Φ
(1)
− (z) = −
(α1 + α2 − 1)a
2i z1−α2(z − L)1−α1
[
zα1−1(z − L)1−α1 − 1] . (141)
Functions ζ
(η)
± (t) are boundary jumps of these functions (cf. (103)). They have different forms depending on the cuts
ζ
(η)
± (t) =
{
sinpiα1 F
(η)
± (t), 0 < t < L
sinpi(α1 + α2)G
(η)
± (t), t < 0
, (142)
where
• η = 0
F
(0)
+ (t) =
(1− α1 − α2)b
tα2(L− t)α1 , G
(0)
+ (t) = −(1− α1 − α2)b
(−t)−α1(L− t)α1 − 1
(−t)α2(L− t)α1 , (143)
F
(0)
− (t) = −
2iC0 + (α1 + α2)a[t− (1− α1)L]
t1−α2(L− t)1−α1 , G
(0)
− (t) =
2iC0 + (α1 + α2)a[(−t)α1(L− t)1−α1 + t− (1− α1)L]
(−t)1−α2(L− t)1−α1 .
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• η = 1
F
(1)
+ (t) = −
2iC1 − (2− α1 − α2)b[t− α1L]
tα2(L− t)α1 , G
(1)
+ (t) = −
2iC1 − (2− α1 − α2)b[(−t)1−α1(L− t)α1 + t− α1L]
(−t)α2(L− t)α1 ,
F
(1)
− (t) = −
(α1 + α2 − 1)a
t1−α2(L− t)1−α1 , G
(1)
− (t) = −
(α1 + α2 − 1)a[(−t)α1−1(L− t)1−α1 − 1]
(−t)1−α2(L− t)1−α1 . (144)
Functions µ(t) and ν′(t) are
µ(η)(t) =
i
2
(ζ
(η)
− (t)− ζ(η)+ (t)), ν(η)′(t) =
1
2
(ζ
(η)
− (t) + ζ
(η)
+ (t)). (145)
For all values of η functions Φ±(z) have singularities at z = 0 and z = 1 and decay as z−γ with γ > 1 at infinity.
Therefore (which can also be checked by direct calculations)∫ L
−∞
ζ
(η)
± dt = 0, (146)
and the only condition to fulfill is (as F(0) = 0)∫ L
−∞
ln
( |t|
L
)
µ(t)dt = 0. (147)
The necessary integrals can be calculated by differentiation of the Euler integral and the answer is∫ L
−∞
ζ
(0)
− (t) ln
( |t|
L
)
dt = −ZLα1+α2−1Γ(α1)Γ(α2)
Γ(α1 + α2)
[2iC0 + α1(α1 + α2 − 1)a] ,∫ L
−∞
ζ
(0)
+ (t) ln
( |t|
L
)
dt = −ZL1−α1−α2b Γ(1− α1)Γ(1− α2)
Γ(2− α1 − α2) , (148)∫ L
−∞
ζ
(1)
− (t) ln
( |t|
L
)
dt = −ZLα1+α2−1a Γ(α1)Γ(α2)
Γ(α1 + α2 − 1) ,∫ L
−∞
ζ
(1)
+ (t) ln
( |t|
L
)
dt = ZL1−α1−α2
Γ(1− α1)Γ(1− α2)
Γ(2− α1 − α2) [2iC1 − (1− α1)(1− α1 − α2)b] ,
where
Z =
pi cos(pi(α1 + α2)) sinpiα1
sin(pi(α1 + α2))
. (149)
Condition (147) fixes values of constants Cη
2iC0 = α1(1− α1 − α2)aL+RbL2(1−α1−α2), (150)
2iC1 = −(1− α1)(α1 + α2 − 1)b L− TaL2(α1+α2−1), (151)
where
R ≡ R(α1, α2) = Γ(1− α1)Γ(1− α2)Γ(α1 + α2)
Γ(α1)Γ(α2)Γ(1− α1 − α2) , T = R(1− α1, 1− α2). (152)
Calculating the derivatives one gets the following relations
1
2 (∂x + i∂y)Ψ(x, y) =
1
2 (∂x + i∂y)Ψβ(x, y)− 2iΦ+(z¯), 12 (∂x − i∂y)Ψ(x, y) = 12 (∂x − i∂y)Ψβ(x, y) + 2iΦ−(z¯). (153)
From the above formulae it follows that in a small vicinity of the origin
1
2 (∂x + i∂y)Ψ
(0)(x, y) =
(1− α1 − α2)b
z¯α2(z¯ − L)α1 ,
1
2 (∂x − i∂y)Ψ(0)(x, y) =
2iC0 + (α1 + α2)a(z − (1− α1)L)
z1−α2(z − L)1−α1 , (154)
1
2 (∂x + i∂y)Ψ
(1)(x, y) = −2iC1 − (2− α1 − α2)b(z − α1L)
z¯α2(z¯ − L)α1 ,
1
2 (∂x − i∂y)Ψ(1)(x, y) =
(α1 + α2 − 1)a
z1−α2(z − L)1−α1 .
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From these expressions it is possible to calculate functions aj and bj from the definition (15) and Eqs. (150) and (151)
a
(0)
1 =
2iC0 + α1(α1 + α2)aL
α1L1−α2
= aLα2 +
Rb
α1
L1−2α1−α2 , b(0)1 =
(1− α1 − α2)b
(1− α1)Lα2 (155)
a
(0)
2 = −eipiα1
2iC0 − (1− α1)(α1 + α2)aL
α2L1−α1
= eipiα1
[
aLα1 − Rb
α2
L1−2α2−α1
]
, b
(0)
2 = e
ipiα1
(1− α1 − α2)b
(1− α2)Lα1 ,
and
a
(1)
1 =
(α1 + α2 − 1)a
α1L1−α2
, b
(1)
1 =
−2iC1 + (1− α1)(2− α1 − α2)b
(1− α1)Lα2 = bL
1−α2 +
Ta
1− α1L
2α1+α2−2, (156)
a
(1)
2 = −eipiα1
(α1 + α2 − 1)a
α2L1−α1
, b
(1)
2 = −eipiα1
2iC1 + α1(2− α1 − α2)b L
(1− α2)Lα1 = e
ipiα1
[
−bL1−α1 + Ta
1− α2L
α1+2α2−2
]
.
Differentiating these expressions on Lj , taking into account that derivatives of a and b will contain additional smallness
and, therefore, can be considered as constants, one finds
• η = 0
(
β1 1
δ1 ζ1
)
−→
L→0
 −α2Lα2−α1−1 −
1− α2
α1
RL−α1−α2
0
α2(1− α2)
1− α1 L
α1−α2−1
 e−ipiα1 , (157)
(
β2 2
δ2 ζ2
)
−→
L→0
 α1Lα1−α2−1 −
1− α1
α2
RL−α1−α2
0 −α1(1− α1)
1− α2 L
α2−α1−1
 eipiα1 . (158)
• η = 1
(
β1 1
δ1 ζ1
)
−→
L→0
 −α2(1− α2)α1 Lα2−α1−1 0α2
1− α1T L
α1+α2−2 (1− α2)Lα1−α2−1
 e−ipiα1 , (159)
(
β2 2
δ2 ζ2
)
−→
L→0
 α1(1− α1)α2 Lα1−α2−1 0α1
1− α2T L
α1+α2−2 −(1− α1)Lα2−α1−1
 eipiα1 . (160)
In all cases relation (37) is fulfilled with
ρ =
α1(1− α1)
α2(1− α2)e
2piiα1 . (161)
Coefficients δ1 and δ2 for η = 0 and 1 and 2 for η = 1 are zero in the leading order. Instead the explicit calculation
of the next terms it is convenient to use Eqs. (41) by taking into account that
(∂x + i∂y)a = r1b, r1 = −k2β21−2βe−ipiβ Γ(2− β)
Γ(1 + β)
, (∂x − i∂y)b = r2a, r2 = −k
2
r1
. (162)
Comparing coefficients in front of a and b one gets the following limiting values
• η = 0
δ1 = − α2(1− α1 − α2)
2(1− α1)(α1 + α2)r2e
−ipiα1L−α1−α2 , δ2 = − α1(1− α1 − α2)
2(1− α2)(α1 + α2)r2e
ipiα1L−α1−α2 , (163)
and
g2 =
α1(1− α1 − α2)
2(1− α1)(α1 + α2)r2L
−2α2 , g3 = −2(1− α1)
α1
RL−2α1 +
1− α1
1− α1 − α2 r1L
2α2 , (164)
f2 =
α2(1− α1 − α2)
2(1− α2)(α1 + α2)r2L
−2α1 , f3 = −2(1− α2)
α2
RL−2α1 +
1− α2
1− α1 − α2 r1L
2α1 .
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• η = 1
1 =
(1− α2)(α1 + α2 − 1)
2α1(2− α1 − α2) r1e
−ipiα1Lα1+α2−2, 2 =
(1− α1)(α1 + α2 − 1)
2α2(2− α1 − α2) r1e
ipiα1Lα1+α2−2, (165)
and
g2 = − 2α1
1− α1TL
2α1−2 +
α1
α1 + α2 − 1r2L
2−2α2 , g3 =
(1− α1)(α1 + α2 − 1)
α1(2− α1 − α2) r1L
2α2−2, (166)
f2 = − 2α2
1− α2TL
2α2−2 +
α2
α1 + α2 − 1r2L
2−2α1 , f3 =
(1− α2)(α1 + α2 − 1)
α2(2− α1 − α2) r1L
2α1−2.
In these calculations it has been taken into account that (∂x− i∂y)a and (∂x + i∂y)b correspond to higher order terms
in expansion (128), therefore they were put to zero in the leading order.
The small-distance behavior of y = δ12 follows directly from the above expressions. For η = 0
y −→
L→0
(
k
2
)2(
kL
2
)−2(α1+α2) sin2 pi(α1 + α2)
sinpiα1 sinpiα2
Γ4(α1 + α2)
Γ2(α1)Γ2(α2)
eipi(α1+α2) . (167)
For η = 1 the limiting behavior of y is given by the same formula but with substitution α1 → 1− α1, α2 → 1− α2.
C. Two vortices at large distances
The knowledge of the one-vortex solution (see Appendix B) permits to calculate the two-vortex case within the
perturbation series when the distance between vortices is large. Consider functions A1(~x ) and B1(~x ). In the lowest
order, when the second vortex is absent, their asymptotics is determined by Eqs. (75) and (B15). The existence of
the second vortex even at very large distance modifies these expressions to the following ones
A1(~x1) −→|~x1|→∞
√
2
piikr
eikrf
(0)
1 (θ1)e
iα1θ1+iα2θ2 , B1(~x1) −→|~x1|→∞
√
2
piikr
eikrg
(0)
1 (θ1)e
iα1θ1+iα2θ2 . (168)
Here θ1 is the polar angle around the first vortex, ~x1 = (r cos θ1, r sin θ1), and θ2 indicates the polar angle with the
center in the second vortex, ~x2 = (R cos θ2, R sin θ2). It is assumed that vortices and cuts are such as indicated in
Fig. 1. Functions f
(0)
j (θ) and g
(0)
j (θ) with j = 1, 2 are obtained from Eq. (B15) by extracting the factor e
iαθ
f
(0)
j (θ) = −ic3(αj)e−iθ+ipiαj/2, g(0)j (θ) = c4(αj)e−ipiαj/2. (169)
Notice that at the position of the first vortex θ2 = 0 but at the second vortex θ1 = pi. This choice of cuts has as a
consequence that functions A2(~x2) and B2(~x2) with ~x2 centered at the second vortex are given by a slightly different
expressions
A2(~x2) −→|~x2|→∞
√
2
piikR
eikRf
(0)
2 (θ2)e
iα1(θ1−pi)+iα2θ2 , B2(~x2) −→|~x2|→∞
√
2
piikR
eikRg
(0)
2 (θ2)e
iα1(θ1−pi)+iα2θ2 . (170)
The first order corrections correspond to re-scattering of these fields on the second vortex. When coordinates are
calculated from the second vortex (~x2 = ~x1 − ~L) and L→∞, A1(~x ) has the following asymptotics
lim
L→∞
A1(~x2) −→ D(L)f (0)1 (pi)eiα1θ1+iα2θ2e−ikx, D(L) =
√
2
piikL
eikL. (171)
According to Eq. (72) the scattering function for this incident field is F2(θ, pi) in Eq. (B17) without factor eiα2θ which
is included in the above definition,
F2(θ, pi) ≡ F(θ)eiα2θ, F(θ) = − i sinpiα
2 cos(θ/2)
e−iθ/2. (172)
In (72) radius, R, is counted from the second vortex. To shift it to the first vortex requires to write R ≈ r + L cos θ.
Therefore the full contribution to function F1(θ, L) in two lowest orders is (when r →∞ θ1 = θ2 = θ)
F1(θ, L) =
(
f
(0)
1 (θ) +D(L)f
(0)
1 (pi)F2(θ)e
ikL cos θ
)
ei(α1+α2)θ. (173)
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In a similar manner
G1(θ, L) =
(
g
(0)
1 (θ) +D(L)g
(0)
1 (pi)F2(θ)e
ikL cos θ
)
ei(α1+α2)θ. (174)
Derivatives of functions F1(θ, L) and G1(θ, L) over L according to Eqs. (83) are (in the lowest order) linear combina-
tions of F
(0)
2 (θ) = f
(0)
2 (θ)e
i(α1+α2)θ and G
(0)
2 (θ) = g
(0)
2 (θ)e
i(α1+α2)θ. Performing the calculations one finds that
(
β2 δ2
2 ζ2
)
−→
L→∞
k sinpiα2
2

c3(α1)
c3(α2)
eipi(α1−α2)/2 − ic3(α1)
c4(α2)
eipi(α1+α2)/2
− ic4(α1)
c3(α2)
e−ipi(α1+α2)/2 −c4(α1)
c4(α2)
e−ipi(α1−α2)/2
D(L)eipiα1 . (175)
For the second vortex
F2(θ, L) =
(
f
(0)
2 (θ) +D(L)f
(0)
2 (0)G1(θ)e
−ikL cos θ
)
ei(α1+α2)θ−ipiα1 ,
G2(θ, L) =
(
g
(0)
2 (θ) +D(L)g
(0)
2 (0)G1(θ)e
−ikL cos θ
)
ei(α1+α2)θ−ipiα1 . (176)
Here G1(θ) indicates the scattering amplitude F1(θ, 0) with factor eiα1θ removed
F1(θ, 0) ≡ G1(θ)eiα1θ, G1(θ) = sinpiα1
2 sin(θ/2)
e−iθ/2. (177)
Differentiating them by L and using Eqs. (83) one finds
(
β1 δ1
1 ζ1
)
−→
L→∞
k sinpiα1
2
 −
c3(α2)
c3(α1)
e−ipi(α1−α2)/2 − ic3(α2)
c4(α1)
eipi(α1+α2)/2
− ic4(α2)
c3(α1)
e−ipi(α1+α2)/2
c4(α2)
c4(α1)
eipi(α1−α2)/2
D(L)e−ipiα1 . (178)
These asymptotic values obey Eq. (37) with
ρ =
α1(1− α1)
α2(1− α2)e
2piiα1 (179)
in agreement with (B14).
The asymptotic behavior of variables (50) is
y ≡ δ21 −→
L→∞
− 14k2 sinpiα1 sinpiα2D2(L) , z ≡ β1β2 −→L→∞ −
1
4k
2 sinpiα1 sinpiα2D
2(L) . (180)
VII. CONCLUSION
The main result of the paper is the demonstration that the problem of two Aharonov-Bohm vortices is integrable.
As it is often in integrable systems, the exact solution is lengthy and tedious.
The solution has been obtained by a generalization of the method used in Ref. [4] to solve scalar diffraction problem
on scattering on a finite slit in 2 dimensions. The principal steps of the solution are the following.
• Due to singular nature of AB interactions, wave functions are fixed uniquely by their behavior in small vicinity
of the vortices and only a finite number of coefficients is necessary to reconstruct wave functions.
• To find these coefficients it is useful to introduce singular functions Aj(~x ) and Bj(~x ) independent on incident
fields with prescribed singularities at vortex j (see Eqs. (16) and (17)).
• For the Helmholtz equation in the plane (and in other symmetric space as well) there exists a group of first
order differential transformations which commute with the Lagrangian and cancels the incident field.
• When any of such transformations is applied to the exact wave function, the resulting function corresponds
to zero incident field. But, in general, the transformed function becomes singular in one or many vortices.
As all invariant operators are of the first order, these singularities can be compensated by a suitable linear
combination of auxiliary singular functions Aj(~x ) and Bj(~x ). In such a manner one gets a large set of equations
which express certain derivatives of the Green function and the scattering amplitude through functions Aj(~x )
and Bj(~x ) (see Eqs. (21), (26), (33), (80)).
20
• Specializing these relations to vicinity of vortex positions proves that certain derivatives of functions Aj(~x ) and
Bj(~x ) are linear combinations of the same functions (see Eqs. (24), (29), (30), (34)).
• Coefficients in these relations are functions of vortex separations and by calculating commutators of different
group transformations one obtains a system of non-linear equations for them (see Eqs. (48)-(51)).
• All necessary coefficients can be calculated from a solution of the Painleve´ V equation (59) or (after a non-linear
Ba¨cklund transformation) of the Painleve´ III equation (63).
• As all equations are differential, to really use them it is necessary to know values of coefficients in a certain
point. Analytically, one can calculate asymptotics of these coefficients in the limit L→ 0 (see Eqs. (120)-(122),
(159)-(160),(163)-(167)) and/or L→∞ (see Eqs. (175)-(180)).
The method of Ref. [4] used throughout the paper is quite general and flexible. Originally it has been used for
solving certain integral equations, see Refs. [4] and [18]. As it is demonstrated in this paper, it can also be adapted
to the problem of scattering on two AB vortices. Its generalizations for similar problems for the Klein-Gordon and
Dirac operators in the Minkowski and Euclidean spaces (and probably in other symmetry spaces as well) seem to be
possible.
Notes added
The principal ingredient of the above solution was the adaptation of the method of Ref. [4] to problems of singular
AB vortices. After the paper has been practically finished, O. Lisovyy has remarked to the author that similar
equations (even for an arbitrary number of vortices) had been derived by M. Sato, T. Miwa, and M. Jimbo in Ref. [9]
in a different manner. That work is one in the long series of papers devoted to developments of the theory of holonomic
quantum fields (see e.g. [17] and references therein). In Ref. [9], the authors constructed wave function with prescribed
monodromy around a finite number of points. In two dimensions, monodromy transformations for the scalar equation
reduce to the appearance of the phase factor e2piiαj after encircling a point j which corresponds exactly to a AB
flux line at this point. To get the necessary equations, the authors of Ref. [9] wrote the most general behavior of
auxiliary functions Aj(~x ) and Bj(~x ) in small vicinity of vortex positions as in Eqs. (38), (39). Computing the action
of operators commuting with the Lagrangian and using the uniqueness as has been done in previous Sections one gets
the same system of equations as above.
The main differences of this paper and of Ref. [9] is in the later the Euclidean space has been considered. So the
Klein-Gordon equation (i.e. the Helmholtz equation (8) with reversed sign of k2) is
(∂2x + ∂
2
y − k2)Ψ(~x ) = 0. (181)
The analogue of the radiation condition (9) in this case takes the form
Ψ(~x ) −→
R→∞
1√
R
e−kRF (θ). (182)
Therefore, complex conjugation of the solution does not change the correct asymptotics at infinity and wave function
with all opposite fluxes (necessary in Section IV) is simply the complex conjugate of the initial wave function. In
the Minkowski space used throughout the paper, complex conjugate turns out-going waves to in-going ones and is
not an allowed transformation. For two vortices in Minkowski space these two functions are related by the inversion
at the line connecting the vortices (see Eq. (A12)). In general, wave functions with opposite fluxes appeared in the
reciprocity relation should be calculated separately which effectively double the number of unknown variables.
Another difference between this paper and Ref. [9] is that in the latter the question of correct limiting values of
necessary variables has not been discussed. Even for two vortices calculations of wave functions in the limit of small
and large vortex separation is a complicated problem (see Section VI). For larger number of vortices it remains an
open question.
In general, interrelations of the theory of holonomic quantum fields and the AB problem is not widely known
and fully understood (e.g. there is no reference in [9] to the paper of Aharonov and Bohm, Ref. [2]) and further
investigation of this subject is of interest.
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Appendix A: Uniqueness of solution and reciprocity relation for scattering on AB vortices
The standard way of proving general statements about wave equation solutions is the use of current conservation.
Let Ψ1 and Ψ2 be two solutions of the Helmholtz equation (8). The current conservation means that∮
~Jd~s = 0 (A1)
where current ~J is
~J = Ψ2∂~xΨ1 −Ψ1∂~xΨ2, (A2)
and the integration is performed along any closed contour inside which there is no singularities of Ψ1,2. For two AB
vortices possible contours of integration can be chosen as in Fig. 1.
To cancel the current along the both sides of cuts due to phase jumps it is necessary to choose boundary jumps of
Ψ1 and Ψ2 differently. If Ψ1 obey conditions (2) then to have zero current through the cuts function Ψ2 should obey
the same conditions but with reversed signs of all fluxes
Ψ2+(x, 0) = e
−2piiαjΨ2−(x, 0), ∂yΨ2+(x, 0) = e−2piiαj∂yΨ2−(x, 0), x ∈ Cj . (A3)
When these conditions are fulfilled, it remains to check conservation of current along two other types of contours. The
first consists of small circles around each vortex. If the both functions obey regularity condition (10), the integral of
the current over such circles tends to zero with decreasing of the radius. The last contour is the circle of large radius
encircling all vortices (cf. Fig. 1). Its treatment depends on the problem considered.
If there exist two solutions corresponding to scattering on AB vortices then their difference, δΨ, obey the Helmholtz
equation and all conditions (2)-(10) with zero incident field. Choosing Ψ1 = δΨ and Ψ2 = δΨ
∗ one concludes that
the conservation of current implies that
lim
R→∞
R
∫ 2pi
0
(δΨ∗∂RδΨ− δΨ∂RδΨ)dφ = 0. (A4)
But
|∂RδΨ− ikδΨ|2 = |∂RδΨ|2 + k2|δΨ|2 + ik
(
δΨ∗∂RδΨ− δΨ∂RδΨ
)
. (A5)
Using radiation condition (9) and the previous expression one concludes that if k 6= 0
lim
R→∞
R
∫ 2pi
0
|δΨ|2dφ = 0, lim
R→∞
R
∫ 2pi
0
|∂RδΨ|2dφ = 0. (A6)
Let ν =
∑
j αj be the total flux of the vertices. Outside the circle of radius R which includes all vortices function δΨ
can be expanded in formal series on Hankel functions
δΨ =
∞∑
n=−∞
AnH
(1)
ν+n(kr)e
i(ν+n)φ . (A7)
As Hankel functions decrease when r →∞ as r−1/2, from (A6) it follows that all |An|2 = 0. As these coefficients are
coefficients of expansion over a complete set of functions one concludes that the only possibility is that δΨ ≡ 0. In
other words, the only solution obeying all conditions (2)-(10) with zero incident field is identically zero.
Similar arguments are used to find the reciprocity relation which relates the Green functions with interchanged
positions of the source point and the observation point. For the scalar diffraction problems these two functions are
equal but for scattering on AB-vortices one has to reverse all vortex fluxes. Let us denote the Green function for the
scattering on vortices ~α = α1, . . . , αn by G~α(~x, ~x
′) (0 < αj < 1). Then the reciprocity relation reads
G~α(~x, ~x
′) = G−~α(~x ′, ~x ) (A8)
where −~α = 1− α1, . . . , 1− αn.
The proof of this formula can be done as follows. By definition, the both functions obey the Helmholtz equation
(∆ + k2)G~α(~x, ~x
′) = δ(~x− ~x ′), (∆ + k2)G−~α(~x, ~x ′′) = δ(~x− ~x ′′). (A9)
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and on any cut Cj they have opposite phase jumps.
From Eqs. (A9) it follows that
G~α(~x
′′, ~x ′)−G−~α(~x ′, ~x ′′) =
∮
~Jd~s (A10)
where
~J(~x ) = G~α(~x, ~x
′)∂~xG−~α(~x, ~x ′′)−G−~α(~x, ~x ′′)∂~xG~α(~x, ~x ′), (A11)
with the integration is being taken over the same contour as above. As the both Green functions obey the same
radiation conditions (9) the current over a big circle tends to zero which proves reciprocity relation (A8).
In [9] the Euclidean case, k2 < 0, has been considered. As a consequence, Ψ−~α(~x ) = Ψ∗~α(~x ), as in this case the
complex conjugation does not change the asymptotic of wave function on infinity (Ψ ∼ e−kr). For real k when Ψ ∼ eikr
complex conjugation contradicts the radiation condition (9) and Ψ−~α(~x ) is not related immediately with Ψ~α(~x ). For
the problem of two vortices there exists an additional symmetry, namely the reflection in the line connecting two
vortices. As such inversion interchange upper and lower parts of the cuts, conditions (2) are now fulfilled but with
opposite fluxes (in other words, fluxes are pseudo-scalars). Another method to check this relation is to consider
small-x behavior of wave functions Eqs. (10). It is clear that the inversion of y-coordinate is equivalent to reversing
the flux, α→ 1− α. Therefore up to a phase factor
Ψ~α(~x ) = Ψ−~α(Sˆ~x ) (A12)
where the inversion Sˆ acts as follows
Sˆ(x, y) = (x,−y). (A13)
Combining it with Eq. (A8), one concludes that the following form of the reciprocity is valid for the two vortex
problem
G~α(~x, ~x
′) = G~α(Sˆ~x ′, Sˆ~x ). (A14)
To determine constants tj in (36) one can proceed as follows. Close to a vortex with flux α situated at 0 the Green
function behaves as in (15)
G(~x, ~x ′) −→
x→0
a(~x ′) (x+ iy)α + b(~x ′) (x− iy)1−α. (A15)
Assume for simplicity that the cut associated with this vortex lies on negative x-axis. When the position of the vortex
is shifted from 0 to δL along the x-axis the new field close to the vortex remains practically unchanged
GδL(~x, ~x
′)  
x→δL
a(~x ′) (x− δL+ iy)α + b(~x ′) (x− δL− iy)1−α (A16)
but a new portion of the cut from 0 to δL appears. (Implicitly it is assumed that δL > 0 so the length of the cut
increases). From (A16) it follows that the difference of the field on the both side of such new cut is (for x ∈ [0, δL])[
G
(+)
δL (~x, ~x
′)−G(−)δL (~x, ~x ′)
]
y=0
= 2i sinpiα [a(~x ′)ν1(x)− b(~x ′)ν2(x)] , (A17)[
∂yG
(+)
δL (~x, ~x
′)− ∂yG(−)δL (~x, ~x ′)
]
y=0
= 2i sinpiα [a(~x ′) iν′1(x) + b(~x
′) iν′2(x)] (A18)
where
ν1(x) = (δL− x)α, ν2(x) = (δL− x)1−α. (A19)
These expressions determine the field on the both sides of a cut [0, δL]. According to the Green theorem the field
everywhere is given by the integral
GδL(~x, ~x
′) = G(~x, ~x ′) +
∫ δL
0
G(~x, ~z )
[
∂yG
(+)
δL (~x, ~x
′)− ∂yG(−)δL (~x, ~x ′)
]
y=0
dz
−
∫ δL
0
∂rG(~x, ~z )
[
G
(+)
δL (~x, ~x
′)−G(−)δL (~x, ~x ′)
]
y=0
dz . (A20)
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Here ~z denotes point (z, r) with r → 0.
Due to the reciprocity relation (A14) the behavior of the Green function G(~x, ~x ′) when x′ → 0 is the follows (cf.
(A15))
G(~x, ~x ′) −→
x′→0
a(S~x ) (x ′ − iy ′)α + b(S~x ) (x ′ + iy ′)1−α, x ′ = z, y ′ = r → 0. (A21)
Therefore in the leading order in δL the Green function is
GδL(~x, ~x
′) ≈ G(~x, ~x ′)− 2 sinpiα a(S~x )[a(~x ′)q1 + b(~x ′)r1]− 2 sinpiα b(S~x )[b(~x ′)q2 + a(~x ′)r2] (A22)
where
q1 =
∫ δL
0
[zαν′1(z) + αz
α−1ν1(z)]dz, r1 =
∫ δL
0
[zαν′2(z)− αzα−1ν2(z)]dz, (A23)
q2 =
∫ δL
0
[z1−αν′2(z) + (1− α)z−αν2(z)]dz, r2 =
∫ δL
0
[z1−αν′1(z)− (1− α)z−αν1(z)]dz. (A24)
It is plain that qj = 0 and
r1 = r2 = −2piα(1− α)
sinpiα
δL. (A25)
It means that one gets (36) with
tj = 4αj(1− αj). (A26)
The same result follows from the one-vortex solution (see Appendix B).
Appendix B: One-vortex solution and local constants
The Green function for the AB problem with one vortex with flux α is
G(~x, ~x ′) =
1
4i
∞∑
n=−∞
{
J|n+α|(kr) ei(n+α)θH
(1)
|n+α|(kR) e
−i(n+α)φ, r < R
J|n+α|(kR) e−i(n+α)φH
(1)
|n+α|(kr) e
i(n+α)θ, r > R
. (B1)
Here ~x = (r cos θ, r sin θ) and ~x ′ = (R cosφ,R sinφ).
When 0 < α < 1, terms with n = 0 and n = −1 dominate in the limit |~x | → 0 and as [6]
Jν(r) −→
r→0
(r
2
)ν 1
Γ(1 + ν)
(B2)
it follows that
G(~x, ~x ′) −→
|~x |→0
a(~x ′)(x+ iy)α + b(~x ′)(x− iy)1−α . (B3)
Here
a(~x ′) = c1(α)H(1)α (kR)e
−iαφ, b(~x ′) = c2(α)H
(1)
1−α(kR)e
−i(α−1)φ, (B4)
with
c1(α) = − i k
α
2α+2Γ(1 + α)
, c2(α) = − i k
1−α
23−αΓ(2− α) . (B5)
From recursive relations for an arbitrary Bessel function Zν and the definition of the Hankel function [6]
Z ′ν(r)±
ν
r
Zν(r) = ±Zν∓1(r), H(1)ν =
1
i sinpiν
(
J−ν − e−ipiνJν
)
, H
(1)
−ν = e
ipiνH(1)ν (B6)
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it is straightforward to check that
∂LG(~x, ~x
′) = −k sinpiα
8
[
H(1)α (kr)e
iαθH
(1)
1−α(kR)e
i(1−α)φ +H(1)1−α(kr)e
−i(1−α)θH(1)α (kR)e
−iαφ
]
. (B7)
Eq. (21) states that the derivative over vortex position has the form
∂G(~x, ~x ′)
∂L
= a(~x ′)A(~x ) + b(~x ′)B(~x ). (B8)
As expected, for the one-vortex problem functions A(~x ) and B(~x ) are proportional to the Hankel functions
A(~x ) = c3(α)H
(1)
1−α(kr)e
i(α−1)θ, B(~x ) = c4(α)H(1)α (kr)e
iαθ, (B9)
with
c3(α) = −i sinpiα k1−α2α−1Γ(1 + α), c4(α) = −i sinpiα kα2−αΓ(2− α). (B10)
The above expressions permit to calculate local constants for well-separated vortices. For the one-vortex solution one
obtains
(∂x + i∂y)A = g2B, g2 = ke
iαpi c3
c4
, (∂x − i∂y)B = g3A, g3 = −ke−iαpi c4
c3
. (B11)
From these relation we conclude that diagonal terms g1 = 0 and g4 = 0. As these values are independent on L, they
always remain zero.
From Eqs. (45) one finds that
m1 = 1− α1, n1 = −α1, m2 = 1− α2, n2 = −α2. (B12)
These constants are independent on L and it is these values that are used in the main text.
According to the reciprocity relation (36) one should have
A(~x ) = t b(Sˆ~x ), B(~x ) = t a(Sˆ~x ). (B13)
Here transformation Sˆ changes sigh of the second coordinate, Sˆ(x, y) = (x,−y). Its explicit form in polar coordinates
depends on the choice of cut direction. Sˆ(r, θ) = (r, 2piξ − θ) where ξ = 0 if the cut is along negative x-axis, i.e.
−pi < θ < pi, and ξ = 1 if the cut is chosen along positive x-axis, i.e. 0 < θ < 2pi. Comparing with the above formulas
gives |t| = c3(α)/c2(α) = 4piα(1− α) and
t = 4piα(1− α)e−2piαiξ. (B14)
From the asymptotics of Eqs. (B9) it follows that for the one-vortex solution functions F (θ) and G(θ) in Eqs. (75)
and (80) are
F (θ) = c3(α)e
i(α−1)θ−ipi(1−α)/2, G(θ) = c4(α)eiαθ−ipiα/2. (B15)
Using (80) and the above values of cj(α) one finds that the scattering amplitude for the one-vortex problem has the
form (it is assumed that the cut is along the negative x-axis, i.e. −pi ≤ θ, φ ≤ pi)
F(θ, φ) = sinpiα
2 sin ((θ − φ)/2)e
i(α−1/2)(θ−φ)+ipiα signφ . (B16)
In particular for φ = ±pi the scattering amplitude is
F(θ,±pi) = −i sinpiα e
iαθ−iθ/2
2 cos(θ/2)
(B17)
which agrees with [2] (with a correction [19]).
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