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ON NON-WEIGHT REPRESENTATIONS OF THE N = 2
SUPERCONFORMAL ALGEBRAS
HENGYUN YANG, YUFENG YAO∗, AND LIMENG XIA
Abstract. In this paper, we construct a family of non-weight modules over the untwisted
N = 2 superconformal algebras. Those modules when regarded as modules over the Cartan
subalgebra (modulo the center) are free of rank 2. We give a classification of isomorphism
classes of such modules. Moreover, all submodules of such modules are precisely determined.
In particular, those modules are not simple. The corresponding simple quotient modules
are classified. Furthermore, these simple modules when restricted as modules over N = 1
superconformal algebras coincide with those modules constructed in [H. Yang, Y. Yao,
L. Xia, A family of non-weight modules over the super-Virasoro algebras, J. Algebra 547
(2020), 538-555].
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1. Introduction
Superconformal algebras were first constructed by Ademollo et al. [1] and Kac [12] from
the point of view of mathematics and physics respectively in 1970s. They are the super-
symmetry extensions of the Virasoro algebra, and play important roles in conformal field
theory and string theory. In 2002, Fattori and Kac [9] (see also [13]) gave a complete classi-
fication of superconformal algebras. Among those, the N = 2 superconformal algebras play
a fundamental role in the mirror symmetry theory.
The N = 2 superconformal algebras fall into four types: the Ramond N = 2 algebra,
the Neveu-Schwarz N = 2 algebra, the topological N = 2 algebra, and the twisted N = 2
algebra (i.e. with mixed boundary conditions for the fermionic fields). The first three
algebras are isomorphic, and called the untwisted N = 2 superconformal algebras. The
Ramond N = 2 algebra and the Neveu-Schwarz N = 2 algebra are isomorphic by the
spectral flow map [22]. As the symmetry algebra of topological conformal field theory in
two dimensions, the topological N = 2 algebra was presented by Dijkgraaf, Verlinde and
Verlinde [6] in 1991. This algebra can be obtained from the Neveu-Schwarz N = 2 algebra
through modifying the stress-energy tensor by adding the derivative of the U(1) current
procedure known as “topological twist” (see [7, 24]).
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The weight representation theory of superconformal algebras is of interest to both math-
ematicians and physicists. It is known that representations of the superconformal algebras
get more and more complicated with increasing the number of fermionic currents N . The
classification of all simple Harish-Chandra modules over the N = 1 and untwisted N = 2 su-
perconformal algebras was achieved respectively in [23, 16]. Moreover, some special weight
modules over the N = 2 superconformal algebras were studied (see [8, 11, 14, 21, 28]). The
theory of non-weight representations of superconformal algebras is of independent interest
as a purely mathematical problem so far.
Recently, some authors constructed and studied an important class of non-weight modules
on which the Cartan subalgebra acts freely. These modules are called free U(h)-modules,
where U(h) is the universal enveloping algebra of the Cartan subalgebra h (modulo the
center). Free U(h)-modules were constructed by Nilsson for the complex matrices algebra
sln+1 in [18]. These modules over sln+1 were introduced at the same time using different
approach in [26]. After that, such modules for finite-dimensional simple Lie algebras [19] and
some infinite-dimensional Lie algebras, such as the Virasoro algebra [2, 25], the Heisenberg-
Virasoro algebra [3], the algebra Vir(a, b) [10], the Schrodinger-Virasoro algebra [29] and
the Block algebra [4, 15], have been studied. The paper [5] studied free U(h)-modules over
the basic Lie superalgebras. It was shown that osp(1|2n) is the only basic Lie superalgebra
that admits such modules. The N = 1 superconformal algebras fall into two types: the
Ramond N = 1 algebra and the Neveu-Schwarz N = 1 algebra. In [27], the authors gave
a complete classification of free U(h)-modules of rank 1 over the Ramond N = 1 algebra,
and free U(h)-modules of rank 2 over the Neveu-Schwarz N = 1 algebra. In this paper we
aim to study free U(h)-modules over the untwisted N = 2 superconformal algebras.
The present paper is organized as follows. In Section 2, we recall the definition of the
N = 2 superconformal algebras and construct a family of non-weight modules over the
Ramond N = 2 superconformal algebra. Section 3 is devoted to studying free U(h)-modules
of rank 2 over the Ramond N = 2 superconformal algebra. To be precise, we classify the
free U(h)-modules of rank 2 over the Ramond N = 2 supeconformal algebra (Theorem
3.10), and determine the isomorphism classes of such modules (Theorem 3.12). Moreover,
all submodules of such modules are precisely determined (Theorem 3.13). In particular,
those modules are not simple. The corresponding simple quotient modules are classified
(Theorem 3.14). Furthermore, these simple modules when restricted as modules over N = 1
superconformal algebras coincide with those modules constructed in [27] (Proposition 3.18).
2. A family of non-weight modules over R
Throughout the paper, we denote by C ,C ∗,Z and N the sets of all complex numbers,
nonzero complex numbers, integers and positive integers, respectively. We always assume
that the base field is the complex number field C . All vector superspaces (resp. superalge-
bras, supermodules) V = V0¯ ⊕ V1¯ are defined over C , and sometimes simply called spaces
(resp. algebras, modules). We call elements in V0¯ and V1¯ odd and even, respectively. Both
2
odd and even elements are referred to homogeneous ones. Throughout this paper, a module
M of a superalgebra A always means a supermodule, i.e., Ai¯ ·Mj¯ ⊆ Mi¯+j¯ for all i¯, j¯ ∈ Z 2.
There is a parity change functor Π from the category of A-modules to itself. That is, for
any module M =M0¯ ⊕M1¯, we have a new module Π(M) with the same underlining space
with the parity exchanged, i.e., (Π(M))0¯ = M1¯ and (Π(M))1¯ = M0¯.
In this section, we construct a family of non-weight modules over the untwisted N = 2
superconformal algebra of Ramond type, which are actually free of rank 2 when restricted
as modules over the Cartan subalgebra (modulo the center).
Let us first recall the definition of the untwisted N = 2 superconformal algebras, which
include three types, that is, the Ramond, the Neveu-Schwarz and the topological N = 2
supeconformal algebras.
Definition 2.1. (cf. [1] ) Let L be an infinite dimensional Lie superalgebra whose even part
is spanned by {Lm, Hm, C | m ∈ Z} and odd part is spanned by {G±r | r ∈ ǫ+Z} (ǫ = 0 or 12)
subject to the following relations:
[Lm, Ln] = (m− n)Lm+n + 1
12
(m3 −m)δm+n,0C, [Lm, Hn] = −nHm+n,
[Hm, Hn] =
1
3
mδm+n,0C, [Lm, G
±
r ] = (
1
2
m− r)G±m+r,
[Hm, G
±
r ] = ±G±m+r, [G−r , G+s ] = 2Lr+s − (r − s)Hr+s +
1
3
(r2 − 1
4
)δr+s,0C,
[G+r , G
+
s ] = [G
−
r , G
−
s ] = 0, [L, C] = 0
for m,n ∈ Z , r, s ∈ ǫ+ Z . If L = spanC {Lm, Hm, G±m, C | m ∈ Z}, it is called the Ramond
N = 2 supeconformal algebra, and denoted by R. If L = spanC {Lm, Hm, G±r , C | m ∈ Z , r ∈
1
2
+ Z}, it is called the Neveu-Schwarz N = 2 superconformal algebra, and denoted by NS.
Let σ : NS → R be the spectral flow map (see [22]) defined by
(2.1) Lm 7→ Lm + 1
2
Hm +
1
24
δm,0C, Hm 7→ Hm + 1
6
δm,0C, G
±
r 7→ G±r± 1
2
, C 7→ C
for m ∈ Z , r ∈ 1
2
+ Z . It is straightforward to show that σ is an isomorphism between
the Neveu-Schwarz N = 2 superconformal algebra and the Ramond N = 2 superconformal
algebra.
Definition 2.2. (cf. [6]) The topological N = 2 superconformal algebra is a Lie superalgebra
T = ⊕
m∈Z
CLm
⊕
m∈Z
CHm
⊕
m∈Z
CGm
⊕
m∈Z
CQm ⊕ CC
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with the following brackets:
[Lm, Ln] = (m− n)Lm+n, [Lm, Hn] = −nHm+n + 1
6
(m2 +m)δm+n,0C,
[Hm, Hn] =
1
3
mδm+n,0C, [Lm, Gn] = (m− n)Gm+n,
[Lm, Qn] = −nQm+n, [Hm, Gn] = Gm+n,
[Hm, Qn] = −Qm+n, [Gm, Qn] = 2Lm+n − 2nHm+n + 1
3
(m2 +m)δm+n,0C,
[Gm, Gn] = [Qm, Qn] = 0, [T , C] = 0
for m,n ∈ Z .
It is also known that the following map from T to R defined by
Lm 7→ Lm + (1
2
m+ 1)Hm +
1
8
δm,0C, Hm 7→ Hm + 1
6
δm,0C, Gm 7→ G+m+1, Qm 7→ G−m−1, C 7→ C
is an isomorphism, where m ∈ Z . Indeed, it is the composition of the inverse of the
topological twists τ from NS to T (see [7, 24]) defined by
Lm 7→ Lm − 1
2
(m+ 1)Hm, Hm 7→ Hm, G+m+ 1
2
7→ Gm, G−m− 1
2
7→ Qm, C 7→ C
and the map σ defined in (2.1). Thus the Ramond, the Neveu-Schwarz and the topological
N = 2 superconformal algebras are isomorphic. They are called untwisted N = 2 supercon-
formal algebras. In this paper, we consider the Ramond N = 2 superconformal algebra as
the representative of the untwisted case. More precisely, we study free U(h)-modules over
the Ramond N = 2 superconformal algebra R, where h = CL0 ⊕ CH0 is the canonical
Cartan subalgebra (modulo the center) of R. Since [L0, H0] = 0, we have U(h) = C [L0, H0].
Let C [x, y] and C [s, t] be the polynomial algebras in the indeterminates x, y and s, t,
respectively. For λ, α ∈ C ∗, denote by Ω(λ, α) = C [x, y] ⊕ C [s, t] the Z 2-graded vector
space with Ω(λ, α)0¯ = C [x, y] and Ω(λ, α)1¯ = C [s, t]. For any m ∈ Z , f(x, y) ∈ C [x, y] and
g(s, t) ∈ C [s, t], we define the action of R on Ω(λ, α) as follows
Lmf(x, y) = λ
m(x+
1
2
my)f(x+m, y), Lmg(s, t) = λ
m(s+
1
2
mt +m)g(s+m, t),(2.2)
Hmf(x, y) = λ
myf(x+m, y), Hmg(s, t) = λ
mtg(s+m, t),(2.3)
G+mf(x, y) = 0, G
+
mg(s, t) = λ
m 2
α
(x+my)g(x+m, y − 1),(2.4)
G−mf(x, y) = λ
mαf(s+m, t + 1), G−mg(s, t) = 0,(2.5)
Cf(x, y) = Cg(s, t) = 0.(2.6)
Proposition 2.3. For λ, α ∈ C ∗, Ω(λ, α) is an R-module under the action defined by
(2.2)-(2.6). Moreover, Ω(λ, α) is free of rank 2 as a module over C [L0, H0].
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Proof. For any m,n ∈ Z , f(x, y) ∈ C [x, y], g(s, t) ∈ C [s, t], by (2.2), we have
LmLnf(x, y) = λ
nLm(x+
1
2
ny)f(x+ n, y)
= λm+n(x+
1
2
my)(x+
1
2
ny +m)f(x+m+ n, y),
and
LmLng(s, t) = λ
nLm(s+
1
2
nt + n)g(s+ n, t)
= λm+n(s+
1
2
mt+m)(s +
1
2
nt +m+ n)g(s+m+ n, t),
which implies that
LmLnf(x, y)− LnLmf(x, y)
= λm+n
(
(x+
1
2
my)(x+
1
2
ny +m)− (x+ 1
2
ny)(x+
1
2
my + n)
)
f(x+m+ n, y)
= λm+n(m− n)((x+ 1
2
(m+ n)y)
)
f(x+m+ n, y)
= ((m− n)Lm+n + 1
12
(m3 −m)δm+n,0C)f(x, y),
and
LmLng(s, t)− LnLmg(s, t)
= λm+n
(
(s+
1
2
mt+m)(s +
1
2
nt +m+ n)
−(s + 1
2
nt + n)(s+
1
2
mt+m+ n)
)
g(s+m+ n, t)
= λm+n(m− n)((s+ 1
2
(m+ n)t +m+ n)
)
g(s+m+ n, t)
= ((m− n)Lm+n + 1
12
(m3 −m)δm+n,0C)g(s, t).
If we take into account (2.2) and (2.3), it follows that
LmHnf(x, y)−HnLmf(x, y)
= λnLmyf(x+ n, y)− λmHn(x+ 1
2
my)f(x+m, y)
= λm+n
(
(x+
1
2
my)− (x+ 1
2
my + n)
)
yf(x+m+ n, y)
= −nλm+nyf(x+m+ n, y)
= −nHm+nf(x, y).
Similarly, it is easy to prove that
LmHng(s, t)−HnLmg(s, t) = −nHm+ng(s, t).
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It follows from (2.2) and (2.4) that
LmG
+
n g(s, t) =
2
α
λnLm(x+ ny)g(x+ n, y − 1)
=
2
α
λm+n(x+
1
2
my)(x+ ny +m)g(x+m+ n, y − 1),
and
G+nLmg(s, t) = λ
mG+n (s+
1
2
mt +m)g(s+m, t)
=
2
α
λm+n(x+ ny)(x+
1
2
my +
1
2
m+ n)g(x+m+ n, y − 1).
Hence,
LmG
+
n g(s, t)−G+nLmg(s, t)
=
2
α
λm+n
(
(x+
1
2
my)(x+ ny +m)
−(x+ ny)(x+ 1
2
my +
1
2
m+ n)
)
g(x+m+ n, y − 1)
= (
1
2
m− n) 2
α
λm+n(x+ (m+ n)y)g(x+m+ n, y − 1)
= (
1
2
m− n)G+m+ng(s, t).
According to (2.2), (2.3) and (2.4), we obtain
LmG
−
n f(x, y)−G−nLmf(x, y)
= αλnLmf(s+ n, t+ 1)− λmG−n (x+
1
2
my)f(x+m, y)
= αλm+n
(
s+
1
2
mt +m− (s+ n+ 1
2
m(t + 1))
)
f(s+m+ n, t + 1)
= (
1
2
m− n)αλm+nf(s+m+ n, t+ 1)
= (
1
2
m− n)G−m+nf(x, y),
and
HmG
+
n g(s, t)−G+nHmg(s, t)
=
2
α
λnHm(x+ ny)g(x+ n, y − 1)− λmG+n tg(s+m, t)
=
2
α
λm+n
(
(x+ ny +m)y − (x+ ny)(y − 1))g(x+m+ n, y − 1)
=
2
α
λm+n
(
x+ (m+ n)y
)
g(x+m+ n, y − 1)
= G+m+ng(s, t).
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In a similar way one sees that
[Hm, G
−
n ]f(x, y) = −G−m+nf(x, y).
By (2.2)-(2.6), we have
G−mG
+
n f(x, y) +G
+
nG
−
mf(x, y)
= αλmG+n f(s+m, t+ 1)
= 2λm+n(x+ ny)f(x+m+ n, y),
and
2Lm+nf(x, y)− (m− n)Hm+nf(x, y) + 1
3
(m2 − 1
4
)δm+n,0Cf(x, y)
= λm+n
(
2(x+
1
2
(m+ n)y)− (m− n)y)f(x+m+ n, y)
= 2λm+n(x+ ny)f(x+m+ n, y).
That is
[G−m, G
+
n ]f(x, y) = (2Lm+n − (m− n)Hm+n +
1
3
(m2 − 1
4
)δm+n,0C)f(x, y).
A similar computation yields that
[G−m, G
+
n ]g(s, t) = (2Lm+n − (m− n)Hm+n +
1
3
(m2 − 1
4
)δm+n,0C)g(s, t).
Moreover, it is easy to show that
[Lm, G
+
n ]f(x, y) = (
1
2
m− n)G+m+nf(x, y) = 0, [Hm, G+n ]f(x, y) = G+m+nf(x, y) = 0;
[Hm, G
−
n ]g(s, t) = −G−m+ng(s, t) = 0, [Hm, Hn]f(x, y) = [Hm, Hn]g(s, t) = 0;
[Lm, G
−
n ]g(s, t) = (
1
2
m− n)G−m+ng(s, t) = 0;
[G+m, G
+
n ]f(x, y) = [G
−
m, G
−
n ]f(x, y) = [G
+
m, G
+
n ]g(s, t) = [G
−
m, G
−
n ]g(s, t) = 0;
and
[R, C]f(x, y) = [R, C]g(s, t) = 0.
In conclusion, we have shown that Ω(λ, α) is an R-module. By taking m = 0 in (2.2) and
(2.3), we see that Ω(λ, α) is free of rank 2 as a module over C [L0, H0]. We complete the
proof. 
7
3. Free U(h)-modules of rank 2 over R
3.1. Some key lemmas and consequences. To give the classification of free U(h)-
modules of rank 2 over R, in this subsection, we do some preparation and give some key
lemmas and their consequences. We first present the following easy observation, the proof
of which is straightforward.
Lemma 3.1. Let g = g0¯⊕g1¯ be a Lie superalgebra with a subalgebra h ⊆ g0¯, and [g1¯, g1¯] = g0¯.
Then there do not exist g-modules which are free of rank 1 as U(h)-modules.
The Ramond N = 2 supeconformal algebraR has a canonical Cartan subalgebra (modulo
the center) h = CL0 ⊕ CH0 ⊆ R0¯. Moreover, R is generated by odd elements G±m, m ∈ Z .
Hence, by Lemma 3.1, there do not exist R-modules which are free over U(h) of rank 1.
In this section, we classify the free U(h)-modules of rank 2 over the Ramond N = 2
superconformal algebraR. Moreover, we determine the isomorphism classes of such modules
and we precisely give all submodules of such modules. In particular, the free U(h)-modules
of rank 2 over the Ramond N = 2 superconformal algebra R are not simple.
Let M = M0¯ ⊕M1¯ be an R-module such that it is free of rank 2 as a U(h)-module with
two homogeneous basis elements v and w. Obviously, v and w have different parities. Set
v = 10¯ ∈M0¯ and w = 11¯ ∈M1¯. We may assume
M = U(h)10¯ ⊕ U(h)11¯ = C [L0, H0]10¯ ⊕ C [L0, H0]11¯
with M0¯ = C [L0, H0]10¯ and M1¯ = C [L0, H0]11¯.
We need the following preliminary result for later use.
Lemma 3.2. For any m ∈ Z , n ∈ N , we have
(1) LmL
n
0 = (L0 +m)
nLm, LmH
n
0 = H
n
0Lm.
(2) HmL
n
0 = (L0 +m)
nHm, HmH
n
0 = H
n
0Hm.
(3) G±mL
n
0 = (L0 +m)
nG±m, G
±
mH
n
0 = (H0 ∓ 1)nG±m.
Proof. According to Definition 2.1, it is easy to check that
LmL0 = (L0 +m)Lm, LmH0 = H0Lm, HmL0 = (L0 +m)Hm,
HmH0 = H0Hm, G
±
mL0 = (L0 +m)G
±
m, G
±
mH0 = (H0 ∓ 1)G±m.
Then the lemma can be proven by induction on n. 
The following assertion on the action of Hm (m ∈ Z) is crucial for our further discussion.
Lemma 3.3. For any m ∈ Z , we have Hm10¯ = cm(H0)10¯, Hm11¯ = c′m(H0)11¯ with
cm(H0), c
′
m(H0) ∈ C [H0].
Proof. Suppose
Hm10¯ =
km∑
i=0
cm,i(H0)L
i
010¯,
8
where cm,i(H0) ∈ C [H0], km ∈ N and cm,km(H0) 6= 0. Having in mind [Hm, Hn] = 0 for
m+ n 6= 0 and by applying Lemma 3.2 (2), we have
0 = HmHn10¯ −HnHm10¯
=
kn∑
i=0
cn,i(H0)(L0 +m)
iHm10¯ −
km∑
i=0
cm,i(H0)(L0 + n)
iHn10¯
= cm,km(H0)cn,kn(H0)(L0 +m)
knLkm0 10¯ − cm,km(H0)cn,kn(H0)(L0 + n)kmLkn0 10¯
+
kn−1∑
i=0
cn,i(H0)(L0 +m)
iHm10¯ −
km−1∑
i=0
cm,i(H0)(L0 + n)
iHn10¯
= cm,km(H0)cn,kn(H0)(nkm −mkn)Lkm+kn−10 10¯ + lower degree terms with respect toLi010¯.
Since cm,km(H0)cn,kn(H0) 6= 0, we obtain nkm −mkn = 0 for all m,n ∈ Z with m + n 6= 0.
This implies km = 0 for all m ∈ Z . Thus Hm10¯ ∈ C [H0]10¯. Similar arguments yield
Hm11¯ ∈ C [H0]11¯ for all m ∈ Z . 
The following assertion on the trivial action of the central element follows directly from
Lemma 3.3.
Corollary 3.4. The central element C acts on M trivially.
Proof. It suffices to show that C10¯ = C11¯ = 0. For that, we note that [H1, H−1] =
1
3
C.
Then it follows from Lemma 3.3 that
C10¯ = 3H1H−110¯ − 3H−1H110¯
= 3H1c−1(H0)10¯ − 3H−1c1(H0)10¯
= 3c−1(H0)H110¯ − 3c1(H0)H−110¯
= 3c−1(H0)c1(H0)10¯ − 3c1(H0)c−1(H0)10¯
= 0.
Similar argument yields that C11¯ = 0. We complete the proof. 
Lemma 3.5. For any m ∈ Z , we have Lm10¯ 6= 0, Lm11¯ 6= 0, Hm10¯ 6= 0, Hm11¯ 6= 0.
Proof. Suppose on the contrary that Lm010¯ = 0 and Hn010¯ = 0 for some nonzero integer m0
and n0. By Lemma 3.2 (1) and Lemma 3.2 (2), for any f(L0, H0)10¯ ∈ M0¯, we know that
Lm0f(L0, H0)10¯ = f(L0 +m0, H0)Lm010¯ = 0,
Hn0f(L0, H0)10¯ = f(L0 + n0, H0)Hn010¯ = 0.
Since [Lm0 , L−m0 ]10¯ = 2m0L010¯ and [L−n0 , Hn0]10¯ = −n0H010¯, it follows that
2m0L010¯ = Lm0L−m010¯ − L−m0Lm010¯ = 0,
−n0H010¯ = L−n0Hn010¯ −Hn0L−n010¯ = 0,
which is a contradiction. Similarly, we can prove Lm11¯ 6= 0 andHm11¯ 6= 0 for allm ∈ Z . 
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Lemma 3.6. For any m ∈ Z , the following one and only one case happens.
(1) G+m10¯ = G
−
m11¯ = 0, G
+
m11¯ 6= 0, G−m10¯ 6= 0.
(2) G+m11¯ = G
−
m10¯ = 0, G
+
m10¯ 6= 0, G−m11¯ 6= 0.
Proof. Assume that
G+m10¯ = f
+
m(L0, H0)11¯, G
−
m10¯ = f
−
m(L0, H0)11¯,(3.1)
G+m11¯ = g
+
m(L0, H0)10¯, G
−
m11¯ = g
−
m(L0, H0)10¯,(3.2)
where f±m(L0, H0), g
±
m(L0, H0) ∈ C [L0, H0]. It follows from Lemma 3.2 (3) and [G+0 , G+0 ] = 0
that
0 = (G+0 )
210¯
= G+0 f
+
0 (L0, H0)11¯
= f+0 (L0, H0 − 1)G+0 11¯
= f+0 (L0, H0 − 1)g+0 (L0, H0)10¯.
Then we have either f+0 (L0, H0 − 1) = 0 or g+0 (L0, H0) = 0. Hence, f+0 (L0, H0) = 0 or
g+0 (L0, H0) = 0, i.e.,
either G+0 10¯ = 0 or G
+
0 11¯ = 0.
By similar discussion, we have
(3.3) either G−0 10¯ = 0 or G
−
0 11¯ = 0.
Case 1: G+0 10¯ = 0.
From [G−0 , G
+
0 ] = 2L0 − 112C, one sees that
G+0 G
−
0 10¯ = G
−
0 G
+
0 10¯ +G
+
0 G
−
0 10¯ = 2L010¯ 6= 0.
Thus G−0 10¯ 6= 0. This together with (3.3) forces G−0 11¯ = 0. Using this result and the
relation
G−0 G
+
0 11¯ = G
−
0 G
+
0 11¯ +G
+
0 G
−
0 11¯ = 2L011¯ 6= 0,
we further obtain that G+0 11¯ 6= 0. For any m ∈ Z , since [G±0 , G±m] = 0, we have
0 = G+0 G
+
m10¯ +G
+
mG
+
0 10¯ = G
+
0 f
+
m(L0, H0)11¯ = f
+
m(L0, H0 − 1)G+0 11¯,
and
0 = G−0 G
−
m11¯ +G
−
mG
−
0 11¯ = G
−
0 g
−
m(L0, H0)10¯ = g
−
m(L0, H0 + 1)G
−
0 10¯.
These force f+m(L0, H0 − 1) = 0 and g−m(L0, H0 + 1) = 0. Thus we have f+m(L0, H0) = 0 and
g−m(L0, H0) = 0, i.e.,
G+m10¯ = 0, G
−
m11¯ = 0, ∀m ∈ Z .
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This together with [G−m, G
+
m] = 2L2m+
1
3
(m2− 1
4
)δm,0C, Corollary 3.4 and Lemma 3.5 yield
that
G+mG
−
m10¯ = G
−
mG
+
m10¯ +G
+
mG
−
m10¯ = 2L2m10¯ 6= 0,
G−mG
+
m11¯ = G
−
mG
+
m11¯ +G
+
mG
−
m11¯ = 2L2m11¯ 6= 0, ∀m ∈ Z .
Thus
G−m10¯ 6= 0, G+m11¯ 6= 0, ∀m ∈ Z .
Now part (1) holds in this case.
Case 2: G+0 11¯ = 0.
In this case, by using similar arguments, we can prove part (2). 
By exchanging the parity, we know that a module M satisfying Lemma 3.6 (1) is isomor-
phic to a module M satisfying Lemma 3.6 (2). Thus in the following, we always assume
(3.4) G+m10¯ = G
−
m11¯ = 0, G
+
m11¯ 6= 0, G−m10¯ 6= 0 for all m ∈ Z .
Lemma 3.7. Up to a parity, for any m ∈ Z , we have G−m10¯ = a−m11¯, G+m11¯ = 2am (L0 +
mH0)10¯, where 0 6= am ∈ C .
Proof. Note that [G−m, G
+
−m]10¯ = 2L010¯ − 2mH010¯ for m ∈ Z . By (3.1), (3.2), (3.4) and
Lemma 3.2 (3), we have
G−mG
+
−m10¯ +G
+
−mG
−
m10¯
=G+−mf
−
m(L0, H0)11¯
=f−m(L0 −m,H0 − 1)G+−m11¯
=f−m(L0 −m,H0 − 1)g+−m(L0, H0)10¯.
Therefore,
f−m(L0 −m,H0 − 1)g+−m(L0, H0) = 2L0 − 2mH0.
It follows that
f−m(L0 −m,H0 − 1) = a−m, g+−m(L0, H0) =
2
a−m
L0 − 2m
a−m
H0,
or
f−m(L0 −m,H0 − 1) =
2
bm
L0 − 2m
bm
H0, g
+
−m(L0, H0) = bm,
where am, bm ∈ C ∗. Next we prove the following claim.
Claim: only one of the following two cases can happen.
(i) G−m10¯ = a−m11¯, G
+
−m11¯ =
2
a
−m
(L0 −mH0)10¯ for all m ∈ Z , am ∈ C ∗.
(ii) G−m10¯ =
2
bm
(L0 −mH0)11¯, G+−m11¯ = bm10¯ for all m ∈ Z , bm ∈ C ∗.
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Indeed, by the above discussion, without loss of generality, we can assume that G−n10¯ =
a−n11¯, G
+
−n11¯ =
2
a
−n
(L0 − nH0)10¯ for some n ∈ Z . If there exists some m ∈ Z such that
G−m+n10¯ =
2
bm+n
(L0− (m+n)H0)11¯, G+−m−n11¯ = bm+n10¯. Then, on one hand, it follows from
Lemma 3.2 (3) and Lemma 3.3 that
[Hm, G
−
n ]10¯
= HmG
−
n10¯ −G−nHm10¯
= a−nHm11¯ − cm(H0)G−n10¯
= a−n
(
c′m(H0)− cm(H0)
)
11¯ ∈ C [H0]11¯.
On the other hand,
[Hm, G
−
n ]10¯ = −G−m+n10¯ = −
2
bm+n
(L0 − (m+ n)H0)11¯ /∈ C [H0]11¯,
which is a contradiction. Hence, the claim follows, and we complete the proof. 
Lemma 3.8. Up to a parity, there exist λ, α ∈ C ∗ such that for any m ∈ Z , we have
G−m10¯ = λ
mα11¯, G
+
m11¯ =
2
α
λm(L0 +mH0)10¯,(3.5)
Hm10¯ = λ
mH010¯, Hm11¯ = λ
mH011¯.(3.6)
Proof. Form,n ∈ Z , it follows from Lemma 3.2 (2), Lemma 3.2 (3), Lemma 3.3 and Lemma
3.7 that
HmG
+
n11¯ −G+nHm11¯
=
2
an
Hm(L0 + nH0)10¯ −G+n c′m(H0)11¯
=
2
an
(L0 +m+ nH0)Hm10¯ − c′m(H0 − 1)G+n11¯
=
2
an
(
(L0 +m+ nH0)cm(H0)− c′m(H0 − 1)(L0 + nH0)
)
10¯
=
2
an
(
mcm(H0) + (cm(H0)− c′m(H0 − 1))L0 + (cm(H0)− c′m(H0 − 1))nH0
)
10¯,
where an ∈ C ∗, cm(H0), c′m(H0) ∈ C [H0]. Note that
[Hm, G
+
n ]11¯ = G
+
m+n11¯ =
2
am+n
(L0 + (m+ n)H0)10¯.(3.7)
Comparing the coefficients of L0 in (3.7), we obtain
cm(H0)− c′m(H0 − 1) =
an
am+n
, ∀m,n ∈ Z .(3.8)
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Using this result and comparing the coefficients of H0 in (3.7), we further obtain
2
an
(
mcm(H0) +
an
am+n
nH0
)
=
2
am+n
(m+ n)H0, ∀m,n ∈ Z .
Then we get
cm(H0) =
an
am+n
H0, ∀m,n ∈ Z .
Thus there exits nonzero λ, α ∈ C such that
am = λ
−mα, cm(H0) = λ
mH0, ∀m ∈ Z .
Moreover, it follows from (3.8) that
c′m(H0) = λ
mH0, ∀m ∈ Z .
This implies (3.5) and (3.6). The proof is done. 
Lemma 3.9. Up to a parity, for any m ∈ Z , we have
Lm10¯ = λ
m(L0 +
1
2
mH0)10¯, Lm11¯ = λ
m(L0 +
1
2
mH0 +m)11¯.(3.9)
Proof. Since
[G−m, G
+
0 ]10¯ = 2Lm10¯ −mHm10¯, [G−m, G+0 ]11¯ = 2Lm11¯ −mHm11¯,
it follows from (3.4), (3.5) and (3.6) that
Lm10¯ =
1
2
(G−mG
+
0 10¯ +G
+
0 G
−
m10¯ +mHm10¯)
=
1
2
(λmαG+0 11¯ +mλ
mH010¯)
= λm(L0 +
1
2
mH0)10¯,
and
Lm11¯ =
1
2
(G−mG
+
0 11¯ +G
+
0 G
−
m11¯ +mHm11¯)
=
1
2
(
2
α
G−mL010¯ +mλ
mH011¯)
=
1
2
(
2
α
(L0 +m)G
−
m10¯ +mλ
mH011¯)
= λm(L0 +
1
2
mH0 +m)11¯.
We complete the proof. 
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3.2. The classification and structure of free U(h)-modules of rank 2 over R. We
are now in the position to present the main result of this section, which gives a complete
classification of free U(h)-modules of rank 2 over the RamondN = 2 superconformal algebra.
Theorem 3.10. Let M be an R-module such that the restriction of M as a C [L0, H0]-
module is free of rank 2. Then up to a parity, M ∼= Ω(λ, α) for some λ, α ∈ C ∗ with the
R-module structure defined as in (2.2)-(2.6).
Proof. The assertion follows directly from Lemma 3.2, Corollary 3.4, Lemma 3.6, Lemma
3.8, and Lemma 3.9. 
Remark 3.11. It follows from (2.1) and (2) that Theorem 3.10 also gives a complete clas-
sification of free U(h)-modules of rank 2 over the Neveu-Schwarz and the topological N = 2
superconformal algebras.
The following result determines the isomorphism classes of the free U(h)-modules of rank
2 over the Ramond N = 2 superconformal algebra R.
Theorem 3.12. Let λ, µ, α, β ∈ C ∗. Then Ω(λ, α) ∼= Ω(µ, β) as R-modules if and only if
λ = µ and α = β.
Proof. The sufficiency is clear. Now suppose that ϕ : Ω(λ, α) → Ω(µ, β) is an R-module
isomorphism. Let 10¯ ∈ C [x, y] and 11¯ ∈ C [s, t] be the basis elements of the even part and
the odd part as U(h)-modules. Assume ϕ(10¯) = h(x, y) ∈ C [x, y], ϕ(11¯) = h′(s, t) ∈ C [s, t].
Then we have
αh′(s, t) = αϕ(11¯) = ϕ(α11¯) = ϕ(G
−
0 10¯) = G
−
0 ϕ(10¯) = G
−
0 h(x, y) = βh(s, t+ 1).
This yields that
h(s, t + 1) =
α
β
h′(s, t).
Hence,
2
α
xh(x, y) = G+0 h(s, t+ 1) =
α
β
G+0 h
′(s, t) =
α
β
G+0 ϕ(11¯) =
α
β
ϕ(G+0 11¯) =
2
β
xh(x, y),
which implies α = β.
Moreover, since
µyh(x+ 1, y) = H1ϕ(10¯) = ϕ(H110¯) = ϕ(λH010¯) = λH0ϕ(10¯) = λyh(x, y),
it follows that λ = µ, as desired. 
We have the following theorem in which all submodules of Ω(λ, α) are precisely determined
for any λ, α ∈ C ∗. In particular, Ω(λ, α) is not simple.
Theorem 3.13. Let λ, α ∈ C ∗. For any h(y) ∈ C [y], letMh = h(y)C [x, y]⊕h(t+1)C [s, t] ⊆
Ω(λ, α) and Nh = h(y)(xC [x, y] + yC [x, y])⊕ h(t+ 1)C [s, t] ⊆ Ω(λ, α). Then the following
statements hold.
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(1) The set {Mh, Nh | h(y) ∈ C [y]} exhausts all R-submodules of Ω(λ, α). Moreover,
Nh ⊆Mh ⊆Mh˜ for any h(y), h˜(y) ∈ C [y] with h˜(y) | h(y).
(2) For any nonzero h(y) ∈ C [y], the quotient Ω(λ, α)/Mh is a free C [L0]-module of
rank 2 deg h(y).
(3) Any maximal submodule of Ω(λ, α) is of the form Mh for some h(y) ∈ C [y] with
deg h(y) = 1.
Proof. (1) The second statement is obvious. It suffices to show the the first assertion. For
that, suppose M = M0¯ ⊕M1¯ is a nonzero submodule of Ω(λ, α) = C [x, y]⊕ C [s, t]. Take
a nonzero f(x, y) =
∑k
i=0 x
ifi(y) ∈ C [x, y]. We first prove the following claim.
Claim: f(x, y) =
∑k
i=0 x
ifi(y) ∈ M0¯ ⇐⇒ f0(y), xfi(y) ∈ M0¯ for i = 1, · · · , k.
The sufficient direction is obvious. For the necessary direction, take any m ∈ Z , by (2.2),
we have
1
λm
Lmf(x, y) = (x+
1
2
my)
k∑
i=0
(x+m)ifi(y)
= (x+
1
2
my)
k∑
i=0
k∑
j=0
(
i
j
)
mjxi−jfi(y)
=
k∑
i=0
k∑
j=0
(
i
j
)
mjxi−j+1fi(y) +
1
2
k∑
i=0
k∑
j=0
(
i
j
)
mj+1xi−jyfi(y)
=
k+1∑
j=0
k∑
i=j−1
(
i
j
)
mjxi−j+1fi(y) +
1
2
k+1∑
j=0
k∑
i=j−1
(
i
j − 1
)
mjxi−j+1yfi(y)
=
k+1∑
j=0
ajm
j ∈M0¯,
where
aj =
k∑
i=j−1
((
i
j
)
+
1
2
(
i
j − 1
)
y
)
xi−j+1fi(y) ∈ C [x, y], j = 0, 1, · · · , k + 1.
Takingm = 1, · · · , k+2, we then obtain that aj ∈M0¯ for j = 0, 1, · · · , k+1. Let j = k, k+1,
we get
ak = xfk(y) +
1
2
yfk−1(y) +
1
2
kxyfk(y) ∈M0¯, ak+1 = 1
2
yfk(y) ∈M0¯.(3.10)
Using (2.3), we have
1
λm
Hmf(x, y) = y
k∑
i=0
(x+m)ifi(y) = y
k∑
i=0
k∑
j=0
(
i
j
)
mjxi−jfi(y) =
k∑
j=0
bjm
j ∈M0¯.
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Taking m = 1, · · · , k + 1, we obtain that
bj =
k∑
i=j
(
i
j
)
xi−jyfi(y) ∈ M0¯ for j = 0, 1, · · · , k.
In particular, we have
bk−1 = yfk−1(y) + kxyfk(y) ∈M0¯.(3.11)
Using (3.10) and (3.11), one concludes that xfk(y) ∈M0¯. This implies xkfk(y) ∈M0¯. Thus
f(x, y)− xkfk(y) =
k−1∑
i=0
xifi(y) ∈M0¯.
In a similar way, we have
f0(y), xfi(y) ∈M0¯, i = 1, · · · , k.
Thus the Claim holds.
Let g(y), xh(y) ∈ M0¯ be nonzero polynomials such that degy g(y), degy xh(y) are minimal.
Then for any f(x, y) =
∑k
i=0 x
ifi(y) ∈ M0¯, it follows from the Claim that g(y)|f0(y),
h(y)|fi(y) for i = 1, · · · , k.
Note that xg(y) = L0g(y) ∈ M0¯, we have h(y)|g(y). Since H0xh(y) = xyh(y) ∈ M0¯
and H1xh(y) = λ(x + 1)yh(y) ∈ M0¯, we have yh(y) ∈ M0¯. Thus g(y)|yh(y). Therefore,
g(y) = c1h(y) or g(y) = c2yh(y) for some nonzero c1, c2 ∈ C . We divide the following
discussion into two cases.
Case (i): g(y) = c1h(y) for some c1 ∈ C ∗.
In this case, M0¯ is generated by h(y), i.e., M0¯ = h(y)C [x, y]. For any u(s, t) ∈ C [s, t],
we have h(t + 1)u(s, t) = G−0 (
1
α
h(y)u(x, y − 1)) ∈ M1¯. Hence, h(t + 1)C [s, t] ⊆ M1¯. On
the other hand, take any g(s, t) ∈ M1¯, then G+0 g(s, t) = 2αxg(x, y − 1) ∈ M0¯ = h(y)C [x, y].
This implies that g(s, t) ∈ h(t + 1)C [s, t], i.e., M1¯ ⊆ h(t + 1)C [s, t]. Consequently, M1¯ =
h(t+ 1)C [s, t], and M = Mh.
Case (ii): g(y) = c2yh(y) for some c2 ∈ C ∗.
In this case, M0¯ is generated by xh(y) and yh(y), i.e., M0¯ = h(y)(xC [x, y] + yC [x, y]).
For any u(s, t) ∈ C [s, t],
h(t + 1)u(s, t) = G−1 (
1
λα
h(y)xu(x− 1, y − 1))−G−0 (
1
α
h(y)xu(x, y − 1)) ∈ M1¯.
Hence, h(t+ 1)C [s, t] ⊆ M1¯. On the other hand, take any g(s, t) ∈ M1¯, then
G+0 g(s, t) =
2
α
xg(x, y − 1) ∈ M0¯ = h(y)(xC [x, y] + yC [x, y]).
This implies that g(s, t) ∈ h(t + 1)C [s, t], i.e., M1¯ ⊆ h(t + 1)C [s, t]. Consequently, M1¯ =
h(t+ 1)C [s, t], and M = Nh.
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(2) is obvious.
(3) follows directly from the fundamental theorem of algebra and (1). 
By Theorem 3.13, any simple quotient of the R-module Ω(λ, α) is of the form Ω(λ, α)/Mh
for some h(y) = y + a with a ∈ C , which is denoted by S(λ, α, a). Then as a Z 2-graded
vector space, S(λ, α, a) = C [x] ⊕ C [s] with S(λ, α, a)0¯ = C [x] and S(λ, α, a)1¯ = C [s]. It
follows from Theorem 3.13 and (2.2)-(2.6) that the R-module structure of S(λ, α, a) is given
as follows.
Lmf(x) = λ
m(x− 1
2
ma)f(x+m), Lmg(s) = λ
m(s− 1
2
ma +
1
2
m)g(s+m),(3.12)
Hmf(x) = −aλmf(x+m), Hmg(s) = −(a + 1)λmg(s+m),(3.13)
G+mf(x) = 0, G
+
mg(s) = λ
m 2
α
(x−ma)g(x+m),(3.14)
G−mf(x) = λ
mαf(s+m), G−mg(s) = 0,(3.15)
Cf(x) = Cg(s) = 0,(3.16)
where f(x) ∈ C [x], g(s) ∈ C [s], m ∈ Z .
The following result determines the isomorphism classes of the simpleR-modules obtained
in Theorem 3.13.
Theorem 3.14. Let λ, µ, α, β ∈ C ∗, a, b ∈ C . Then S(λ, α, a) ∼= S(µ, β, b) as R-modules
if and only if λ = µ and a = b.
Proof. Let
S(λ, α, a) = S(λ, α, a)0¯ ⊕ S(λ, α, a)1¯ = C [x]⊕ C [s] = C [x]1x ⊕ C [s]1s,
and
S(µ, β, b) = S(µ, β, b)0¯ ⊕ S(µ, β, b)1¯ = C [u]⊕ C [v] = C [u]1u ⊕ C [v]1v.
(1) Assume ϕ : S(λ, α, a)→ S(µ, β, b) is an R-isomorphism. Since for any i ∈ N ,
ϕ(xi) = ϕ(Li01x) = L
i
0ϕ(1x) = u
iϕ(1x),
it follows that ϕ(S(λ, α, a)0¯) = C [u]ϕ(1x). This implies that ϕ(1x) = c1u for some c ∈ C ∗,
and ϕ(xi) = cui for any i ∈ N . Similar argument yields that ϕ(1s) = d1v for some d ∈ C ∗,
and ϕ(si) = dvi for any i ∈ N . Moreover, it follows from (3.12) that
λc(u− 1
2
a)1u = ϕ(λ(x− 1
2
a)) = ϕ(L11x) = L1ϕ(1x) = µc(u− 1
2
b)1u.
Consequently, λ = µ, a = b.
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(2) Suppose λ = µ, a = b. Then we define the following linear mapping
Φ : S(λ, α, a) −→ S(µ, β, b)
f(x) 7−→ f(u),
g(s) 7−→ β
α
g(v).
It is readily seen that Φ is a R-module isomorphism between S(λ, α, a) and S(µ, β, b). We
complete the proof. 
Lemma 3.15. Keep notations as in Theorem 3.13. Let λ, α ∈ C ∗, a ∈ C and assume
h(y), h˜(y) ∈ C [y] with h(y) = (y + a)h˜(y). Then as a R-module Mh˜/Mh ∼= S(λ, α, a).
Proof. As a Z 2-graded vector space,
Mh˜/Mh = (Mh˜/Mh)0¯ ⊕ (Mh˜/Mh)1¯ = h˜(y)C [x]⊕ h˜(t+ 1)C [s].
Define the following linear mapping
Ξ : S(λ, α, a) −→ Mh˜/Mh
f(x) 7−→ h˜(y)f(x),
g(s) 7−→ h˜(t+ 1)g(s).
By (2.2)-(2.6) and (3.12)-(3.16), it is a routine to check that Ξ is a R-module isomorphism,
so that Mh˜/Mh
∼= S(λ, α, a). 
As a consequence, we can precisely determine the decomposition series of the quotient
module Ω(λ, α)/Mh for any h(y) ∈ C [y].
Corollary 3.16. Keep notations as in Theorem 3.13. In particular, λ, α ∈ C ∗. Let h(y) be
a monic polynomial of degree n. Suppose a1, · · · , an are all roots of h(y) in C (counting the
multiplicity). Set hi(y) = (y − a1)(y − a2) · · · (y − ai) and Mi = Mhi/Mh for i = 1, · · · , n.
Then
Ω(λ, α)/Mh ⊃M1 ⊃M2 ⊃ · · · ⊃Mn−1 ⊃Mn = 0
is a decomposition series of the quotient module Ω(λ, α)/Mh. Moreover,
(Ω(λ, α)/Mh)/M1 ∼= S(λ, α,−a1), Mi/Mi+1 ∼= S(λ, α,−ai+1), 1 ≤ i ≤ n− 1.
Consequently, in the Grothendieck group,
[Ω(λ, α)/Mh] =
n∑
i=1
[S(λ, α,−ai)].
Proof. The assertion follows directly from Lemma 3.15 and the following isomorphisms
(Ω(λ, α)/Mh)/(Mh1/Mh)
∼= Ω(λ, α)/Mh1, (Mhi/Mh)/(Mhi+1/Mh) ∼= Mhi/Mhi+1, 1 ≤ i ≤ n−1.

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3.3. Relationship between non-weight representations of N = 2 and N = 1 super-
conformal algebras. In physics, N = 1 supersymmetric extension of conformal symmetry,
called superconformal symmetry, promotes string to superstring. The extension of string
theory to supersymmetric string theories identifies N = 1 superconformal algebra as the
symmetry algebras of closed superstrings. The N = 1 superconformal algebras include two
types, that is, the Ramond type and the Neveu-Schwarz type (cf. [17, 20]). They are two
possible superextensions of the Virasoro algebra for the case of one fermionic current. Let
us first recall the definitions of the (centerless) N = 1 superconformal algebras of Ramond
type and Neveu-Schwarz type.
Definition 3.17. Let ǫ = 0 or 1
2
. the (centerless) N = 1 superconformal algebra is an
infinite dimensional Lie superalgebra whose even part is spanned by {Ln | n ∈ Z} and odd
part is spanned by {Gr | r ∈ ǫ+ Z} subject to the following relations
[Lm,Ln] = (m− n)Lm+n,
[Lm,Gr] = (
1
2
m− r)Gm+r,
[Gr,Gs] = 2Lr+s, m, n ∈ Z , r, s ∈ ǫ+ Z .
When ǫ = 0, it is called the Ramond algebra, denote by R. When ǫ = 1
2
, it is called the
Neveu-Schwarz algebra, denoted by NS .
Define the following two linear mappings
Υ1 : NS −→ R
Lm 7−→ 1
2
L2m, ∀m ∈ Z ,
Gr 7−→ 1√
2
G2r, ∀ r ∈ 1
2
+ Z
and
Υ2 : R −→ R/CC
Lm 7−→ Lm,
Gm 7−→ 1√
2
(G+m +G
−
m), ∀m ∈ Z .
It is straightforward to verify that both Υ1 and Υ2 are injective Lie superalgebra homo-
morphisms. Then NS can be regarded as a subalgebra of R, and R can be regarded as a
subalgebra of R/CC. Hence, any R-module with trivial C-action is both a R-module and
an NS -module.
In the following we will exploit the relationship between these simpleR-modules S(λ, α, a)
obtained in Theorem 3.13 and those non-weight modules over N = 1 superconformal alge-
bras when restricted to the Cartan subalgebra are free of rank one or two classified in [27].
Let us first briefly introduce them. For λ ∈ C ∗, c ∈ C , let
ΩR(λ, c) = ΩR(λ, c)0¯ ⊕ ΩR(λ, c)1¯ = C [x2]⊕ xC [x2]
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which is a R-module with the module structure defined as in [27, Proposition 2.4], and
ΩNS (λ, c) = ΩNS (λ, c)0¯ ⊕ ΩNS (λ, c)1¯ = C [x]⊕ C [y]
which is an NS -module with the module structure defined as in [27, Proposition 2.8]. These
modules ΩR(λ, c) over the Ramond algebra are free of rank 1 when restricted as modules
over its Cartan subalgebra CL0 ⊕ CG0, while those modules ΩNS (λ, c) over the Neveu-
Schwarz algebra are free of rank 2 when restricted as modules over its Cartan subalgebra
CL0.
Proposition 3.18. Let λ, α ∈ C ∗, a ∈ C . Then the following statements hold.
(1) As a R-module, S(λ, α, a) ∼= ΩR(λ,−12a).
(2) As an NS -module, S(λ, α, a) ∼= ΩNS (λ2,−12a).
Proof. (1) Define the following linear mapping
Ψ : ΩR(λ,−1
2
a) −→ S(λ, α, a) = C [x]⊕ C [s]
f(x2) 7−→ f(x),
xg(x2) 7−→ α√
2
g(s).
With aid of (3.12), (3.14), (3.15), and [27, (2.2)-(2.5)], it is easy to verify that Ψ is a
R-module isomorphism of ΩR(λ,−12a) and S(λ, α, a).
(2) follows from (1) and [27, Proposition 2.11]. 
We then have the following consequence which gives a sufficient and necessary condition
for a simple R-module S(λ, α, a) to be simple as a R-module and an NS -module.
Corollary 3.19. Let λ, α ∈ C ∗, a ∈ C . Then we have
(1) S(λ, α, a) is simple as a R-module if and only if a 6= 0.
(2) S(λ, α, a) is simple as an NS -module if and only if a 6= 0.
Proof. It follows directly from Proposition 3.18 and [27, Theorem 2.6, Corollary 2.12]. 
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