Most trainable machine translation (MT) metrics train their weights on human judgments of state-of-the-art MT systems outputs. This makes trainable metrics biases in many ways. One of them is preferring longer translations.
These biased metrics when used for tuning are evaluating different types of translations -n-best lists of translations with very diverse quality. Systems tuned with these metrics tend to produce overly long translations that are preferred by the metric but not by humans. This is usually solved by manually tweaking metric's weights to equally value recall and precision. Our solution is more general: (1) it does not address only the recall bias but also all other biases that might be present in the data and (2) it does not require any knowledge of the types of features used which is useful in cases when manual tuning of metric's weights is not possible. This is accomplished by self-training on unlabeled n-best lists by using metric that was initially trained on standard human judgments. One way of looking at this is as domain adaptation from the domain of state-of-the-art MT translations to diverse n-best list translations.
Motivation
Evaluation metrics that are used in Machine Translation (MT) are usually trained on human judgments of outputs from state-of-the-art MT systems that participate in competitions such as WMT. Humans often prefer longer translations over short. They prefer to have additional potentially wrong information that they can disambiguate than to miss some information).
Training metrics on human judgments that prefer longer translations makes metrics give more importance to the recall than precision. While this might be a right decision for the metrics task it can be be very wrong in other applications of evaluation metrics such as tuning.
If MT system is tuned with the metric that prefers recall over precision that system will in the end have a low word penalty and produce very long translations.
The reason for this is that the translations that are evaluated during tuning are translations of very different quality (quality that is far from state-ofthe-art MT output). Having metric trained on one domain (state-of-the-art MT output) and used on another (sample of search space of MT decoder) makes a mismatch that is very harmful for tuning.
We look at this as a problem similar to domainadaptation and apply one of the simplest techniques that exist for domain adaptation -selftraining (Abney, 2007; Søgaard, 2013) .
We train our metric BEER in a standard way on human judgments of WMT13 and WMT14 data using learning-to-rank methods presented in (Stanojević and Sima'an, 2014) .
For self-training we collect n-best lists on WMT12 test data and then sample pairs of translations (first hypothesis, second hypothesis, reference tuple). Initial metric decides which of these metrics is more likely to be better translation and which one to be worse translation. After we create many of these automatically ranked pairs we treat them as if they are ranked by humans and train our metric again. This process can be repeated for several iterations but we do only one.
Experimental results
In Table 1 Before the automatic adaptation of weights for tuning, tuning with standard BEER produces translations that are 15% longer than the reference translations. This behavior is rewarded by metrics that are recall-heavy like METEOR and BEER and punished by precision heavy metrics like BLEU. After automatic adaptation of weights, tuning with BEER matches the length of reference translation even better than BLEU and achieves the BLEU score that is very close to tuning with BLEU. This kind of model is disliked by ME-TEOR and BEER but by just looking at the length of the produced translations it is clear which approach is preferred.
In Table 2 we can see the results of the WMT15 tuning task. The baseline is the best tuning system, but from all submitted systems to the task (other than baseline) BEER without bias is the most preferred one by humans.
Conclusion
Trainable MT metrics have problem of being trained on very biased data. Usually the previous work was concentrated on recall bias which was corrected by manually setting equal weights for recall and precision (Denkowski and Lavie, 2011; He and Way, 2009 ).
In this paper we addressed this problem from more general perspective that:
• tries to remove any bias (not only recall bias)
• repairs bias in models with large number of features in which manual weight tuning is not possible This allows us to have more freedom in choosing the features of the metric without worrying whether it would bias the learner in the wrong direction. This type of metric with smaller bias is preferable for tuning which is confirmed by the WMT15 tuning task.
