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Décompositions parcimonieuses pour l'analyse avancée de données
en spectrométrie pour la Santé
Résumé : La séparation de sources en aveugle (SSA) vise à rechercher des signaux
sources inconnus et mélangés de manière inconnue au sein de plusieurs observations.
Cette approche très générique et non-supervisée ne fournit cependant pas nécessai-
rement des résultats exploitables. Il est alors nécessaire d'ajouter des contraintes,
notamment physiques, aﬁn de privilégier la recherche de sources ayant une structure
particulière. La factorisation en matrices positives (non-negative matrix factoriza-
tion, NMF) qui fait plus précisément l'objet de cette thèse recherche ainsi des sources
positives observées au travers de mélanges linéaires positifs.
L'ajout de davantage d'information reste cependant souvent nécessaire aﬁn de
pouvoir séparer les sources. Nous nous intéressons ainsi au concept de parcimonie
qui permet d'améliorer le contraste entre celles-ci tout en produisant des approches
très robustes, en particulier au bruit. Nous montrons qu'aﬁn d'obtenir des solutions
stables, les contraintes de positivité et la régularisation parcimonieuse doivent être
appliqués de manière adéquate. Aussi, l'utilisation de la parcimonie dans un espace
transformé potentiellement redondant, permettant de capturer la structure de la plu-
part des signaux naturels, se révèle diﬃcile à appliquer au côté de la contrainte de po-
sitivité dans l'espace direct. Nous proposons ainsi un nouvel algorithme de NMF par-
cimonieuse, appelé nGMCA (non-negative Generalized Morphological Component
Analysis), qui surmonte ces diﬃcultés via l'utilisation de techniques de calcul proxi-
mal. Des expérimentations sur des données simulées montrent que cet algorithme
est robuste à une contamination par du bruit additif Gaussien, à l'aide d'une gestion
automatique du paramètre de parcimonie. Des comparaisons avec des algorithmes
de l'état-de-l'art en NMF sur des données réalistes montrent l'eﬃcacité ainsi que la
robustesse de l'approche proposée.
Finalement, nous appliquerons nGMCA sur des données de chromatographie en
phase liquide - spectrométrie de masse (liquid chromatography - mass spectrometry,
LC/MS). L'observation de ces données montre qu'elles sont contaminées par du
bruit multiplicatif, lequel détériore grandement les résultats des algorithmes de
NMF. Une extension de nGMCA conçue pour prendre en compte ce type de bruit
à l'aide d'un a priori non-stationnaire permet alors d'obtenir d'excellents résultats
sur des données réelles annotées.
Mots clés : NMF, SSA, LC/MS, parcimonie, ondelettes, positivité
Sparse decompositions for advanced data analysis of hyperspectral
data in biological applications
Abstract : Blind source separation aims at extracting unknown source signals
from observations where these sources are mixed together by an unknown process.
However, this very generic and non-supervised approach does not always provide
exploitable results. Therefore, it is often necessary to add more constraints, generally
arising from physical considerations, in order to favor the recovery of sources with a
particular sought-after structure. Non-negative matrix factorization (NMF), which
is the main focus of this thesis, aims at searching for non-negative sources which are
observed through non-negative linear mixtures.
In some cases, further information still remains necessary in order to correctly
separate the sources. Here, we focus on the sparsity concept, which helps impro-
ving the contrast between the sources, while providing very robust approaches, even
when the data are contaminated by noise. We show that in order to obtain stable
solutions, the non-negativity and sparse constraints must be applied adequately. In
addition, using sparsity in a potentially redundant transformed domain could allow
to capture the structure of most of natural image, but this kind of regularization
proves diﬃcult to apply together with the non-negativity constraint in the direct do-
main. We therefore propose a sparse NMF algorithm, named nGMCA (non-negative
Generalized Morphological Component Analysis), which overcomes these diﬃculties
by making use of proximal calculus techniques. Experiments on simulated data show
that this algorithm is robust to additive Gaussian noise contamination, with an au-
tomatic control of the sparsity parameter. This novel algorithm also proves to be
more eﬃcient and robust than other state-of-the-art NMF algorithms on realistic
data.
Finally, we apply nGMCA on liquid chromatography - mass spectrometry data.
Observation of these data show that they are contaminated by multiplicative noise,
which greatly deteriorates the results of the NMF algorithms. An extension of
nGMCA was designed to take into account this type of noise, thanks to the use of
a non-stationary prior. This extension is then able to obtain excellent results on
annotated real data.
Keywords : NMF, BSS, LC/MS, sparsity, wavelets, non-negativity
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Conventions
Conventions d'écriture
• x : un vecteur colonne ou un scalaire.
• xi : iième coeﬃcient de x.
• x(i) le iième coeﬃcient de x ∈ Rn par ordre décroissant des valeurs absolues, de
telle sorte que |x(1)| ≥ |x(2)| ≥ ... ≥ |x(n)|.
• X : une matrice.
• Xi,j : la valeur de l'élément (i, j) de X.
• Xi,· : la iième ligne de X.
• X·,j : la jième colonne de X.
Opérateurs
• supp(x) : support du vecteur x (ensemble des coeﬃcients non-nuls de x).
• card(E) : cardinal de l'ensemble E (nombre d'éléments de l'ensemble E).
• ‖x‖p : avec p > 0, norme `p de x, déﬁnie par ‖x‖p = p
√∑
i |xi|p. On déﬁnit de plus
‖x‖0 = card(supp(x)) (pseudo-norme `0) ainsi que ‖x‖∞ = max(x) (norme
inﬁnie).
• ‖X‖p : avec p > 0, norme matricielle déﬁnie par ‖X‖p = p
√∑
i,j |Xi,j |p (norme
de Frobenius pour p = 2). On déﬁnit de également la pseudo-norme `0 et la
norme inﬁnie.
• ‖X‖s,2 : norme subordonnée à la norme `2 de X, déﬁnie par ‖X‖s,2 = max
v 6=0
‖Xv‖2
‖v‖2 .
•  : multiplication de matrices élément-à-élément (produit d'Hadamard).
•  : division de matrices élément-à-élément (division d'Hadamard).
• ∗ : opérateur de convolution circulaire.
• X ≥ Y : la comparaison Xi,j ≥ Yi,j , ∀(i, j).
• XT : la transposée de X. Toutes les données considérées dans ce manuscrit étant
réelles, cela équivaut également à son adjoint.
• 〈·, ·〉 : produit scalaire.
• [ · ]+ : partie positive.
• Hardλ : l'opérateur de seuillage dur (hard-thresholding) déﬁni comme suit :
Hardλ : x 7→
{
0 si |x| < λ,
x sinon.
(1)
x Conventions
• Softλ : l'opérateur de seuillage doux (soft-thresholding) déﬁni par :
Softλ : x 7→ sign(x) [|x| − λ]+ . (2)
où "sign" est la fonction valant 1 lorsque x est positif ou nul, et -1 dans le cas
contraire.
• proxf : l'opérateur proximale d'une fonction f , déﬁni par :
proxf (x) = argmin
y
1
2
‖y − x‖22 + f(y). (3)
• iC : la fonction caractéristique d'un ensemble C. Elle est déﬁnie comme suit :
iC : x 7→
{
0 si x ∈ C,
+∞ sinon. (4)
Conventions de nommage
• R : ensemble des réels.
• m : un nombre d'observations.
• n : le nombre d'échantillons d'un signal.
• r : un nombre de sources.
• Y ∈ Rm×n : une matrice de données, dans laquelle chaque ligne est une observa-
tion.
• S ∈ Rr×n : la matrice des sources, dans laquelle chaque ligne est une source/un
spectre.
• A ∈ Rm×r : la matrice de mélanges, qui déﬁnit la contribution de chaque sources
dans chacune des observations.
• Z ∈ Rm×n : la matrice de bruit, qui représente le bruit expérimental et les im-
perfections de modèle.
• 1rn ∈ Rr×n : matrice dont tous les coeﬃcients valent 1.
• In ∈ Rn×n : la matrice identité de taille n× n.
• W ∈ Rp×n : une matrice de transformation de Rn dans Rp.
• p : la dimension de l'espace transformé.
• xw : la transformée du vecteur x par W, xw = Wx. Quand plusieurs indices sont
nécessaires, ils sont séparés par le symbole |. Ainsi, le jième élément de xw est
noté xw|j .
• Sw : la transformée des signaux de S par W. Les signaux étant des vecteurs
lignes, Sw = WTS.
Chapitre I
Introduction
Le travail présenté dans ce manuscrit a été eﬀectué au sein du laboratoire d'ana-
lyse des données et d'intelligence des systèmes (LADIS) du CEA-LIST, ainsi qu'au
sein du laboratoire CosmoStat du Service d'Astrophysique du CEA-IRFU, tous les
deux basés à Saclay. Le but de cette thèse, intitulée "Décomposition parcimonieuse
pour l'analyse avancée de données en spectrométrie pour la Santé", est de transpo-
ser et approfondir des développements eﬀectués au sein du laboratoire CosmoStat
sur le traitement de données multispectrales et de les mettre en pratique sur des
données biologiques traitées au sein du LADIS.
Cette thèse porte ainsi sur le traitement du signal et plus spéciﬁquement la sépa-
ration de sources en aveugle (SSA). Ce domaine des mathématiques vise à identiﬁer
un nombre réduit de signaux "sources" à partir d'observations où ceux-ci sont mé-
langés entre eux d'une manière qui n'est pas connue à l'avance. Chacune des sources
correspond généralement à un signal caractéristique d'une entité particulière : le
spectre de masse ou électromagnétique pour une molécule, ou le spectre sonore d'un
instrument ou d'une voix par exemple. Retrouver ces spectres à partir des mélanges
via la décomposition des données fournie par la SSA permet alors d'identiﬁer ces
entités. Les problèmes de SSA sont cependant très mal déﬁnis, pouvant admettre de
nombreuses solutions qui ne correspondent pas nécessairement aux sources recher-
chées. Il est donc nécessaire de rajouter des informations sur les sources recherchées
aﬁn de pouvoir les identiﬁer. Plusieurs types d'a priori ont été envisagés menant
à des approches diﬀérentes. Nous nous intéresserons plus particulièrement dans ce
manuscrit à l'intersection entre deux de ces approches.
La première approche revient à chercher des sources parcimonieuses. Un signal
est dit parcimonieux quand il peut être convenablement approximé à l'aide d'un
faible nombre de coeﬃcients dans une base donnée. C'est le cas pour un grand
nombre de signaux de la vie courante, comme les signaux périodiques, qui sont
parcimonieux dans l'espace de Fourier, ou bien les images naturelles, qui sont ty-
piquement parcimonieuses dans l'espace des ondelettes. La recherche de signaux
parcimonieux revient alors à chercher des signaux ayant une structure particulière,
que l'on sait bien modéliser du point de vue mathématique.
La deuxième approche est la factorisation en matrices positives (Non-negative
Matrix Factorization, NMF). Cette approche revient à faire l'hypothèse que les
sources sont des signaux positifs, et qu'elles apparaissent dans les observations via
des combinaisons linéaires positives. Le modèle est ainsi purement additif. On re-
trouve cette situation dans de nombreux types de données. En imagerie hyperspec-
trale par exemple, les sources sont les spectres d'intensité électromagnétique de
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composées chimiques, tels que l'eau ou le CO2. En tant qu'intensités, ces spectres
sont ainsi nécessairement positifs. Les diﬀérents mélanges observés correspondent
quant à eux à des concentrations diﬀérentes de ces composés. Ceux-ci sont donc
également positifs.
Le premier chapitre de ce manuscrit est une introduction à la parcimonie, per-
mettant de mieux appréhender ce domaine. Il fournira ainsi les outils nécessaires au
développement des algorithmes proposés dans ce manuscrit. Le chapitre suivant fera
l'état-de-l'art de la factorisation en matrices positives, en détaillant en particulier
l'usage qui a été fait de la parcimonie sous diﬀérentes formes dans ce domaine.
Nous présenterons ensuite une nouvel algorithme de NMF, non-negative Ge-
neralized Morphological Component Analysis (nGMCA) recherchant des signaux
parcimonieux dans l'espace direct et utilisant des approches d'optimisation dites
"proximales". Ce premier algorithme permettra en particulier d'étudier comment
cet a priori parcimonieux peut être utilisé aﬁn de gérer une contamination par du
bruit additif, et comment il interagit avec la recherche des sources.
Le cadre de conception de nGMCA sera ensuite étendu aﬁn de pouvoir également
rechercher des signaux parcimonieux dans un espace transformé. Peu d'algorithmes
de NMF permettent d'utiliser un tel a priori, celui-ci engendrant une complexité
accrue du processus d'optimisation. Un tel a priori peut cependant s'avérer extrê-
mement utile aﬁn de pouvoir modéliser des signaux plus complexes, comme des
images. Nous verrons ainsi que nGMCA permet d'utiliser plusieurs formulations de
cette parcimonie, et que celle-ci permet d'améliorer très sensiblement les résultats
pour la recherches de sources qui ne sont pas parcimonieuses dans l'espace direct.
La dernière partie de cette thèse met en application les outils développés aﬁn
de traiter des données de chromatographie en phase liquide-spectrométrie de masse.
Cette technique permet d'analyser un ﬂuide en le faisant passer dans une colonne
de rétention dans laquelle les composés chimiques du ﬂuide circulent à des vitesses
diﬀérentes et en sortent ainsi à des temps diﬀérents. À chaque instant, un spectro-
mètre analyse les composés sortant de la colonne de rétention. On obtient alors une
première double séparation approximative des composés chimiques, en temps et en
masse. La NMF est parfaitement appropriée à l'étude de ces données, car les spectres
de masse sont positifs et les mélanges dépendent des concentrations des composés
du ﬂuide en sortie de colonnes, et sont donc également positifs. Ces données com-
portent cependant des particularités qui les rendent diﬃciles à traiter. Ainsi, elles
sont par exemple contaminées par du bruit multiplicatif, et nous développerons donc
une version de nGMCA spéciﬁque à ce type de données, permettant d'améliorer très
nettement la recherche des composés du ﬂuide analysé.
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En mathématique, le concept de parcimonie revient à considérer qu'un signal
peut être exprimé à l'aide d'un faible nombre d'éléments. L'usage de ce concept a
permis de grandes avancées dans la modélisation et la manipulation de la plupart des
signaux naturels. Il est ainsi utilisé tout au long de ce manuscrit aﬁn d'apporter une
information structurelle sur les signaux recherchés. Ce chapitre vise à présenter cette
notion de parcimonie et son utilisation au sein d'algorithmes d'optimisation. Nous
commencerons par déﬁnir plus précisément cette notion et voir son intérêt pour le
cas particulier de la représentation des signaux, puis nous nous intéresserons à son
intégration dans des problèmes inverses. Ces problèmes inverses nous amènerons à
décrire des algorithmes d'optimisation spéciﬁques permettant de les résoudre.
A Représenter un signal de manière parcimonieuse
A.1 Déﬁnition de la parcimonie
Les signaux peuvent être modélisés de façon continue ou de façon discrète. Nous
nous placerons ici dans le cas de signaux discrets et de longueur ﬁnie, qui en pratique
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Figure II.1  Exemple de signal parcimonieux.
sont des éléments/vecteurs de Rn, où n est leur nombre d'échantillons. Il est courant
de vouloir approximer de tels signaux via une classe de signaux plus facilement ma-
nipulables. C'est le cas des signaux dits parcimonieux. Au sens strict, un signal est
dit parcimonieux quand il ne comporte qu'un faible nombre de coeﬃcients non-nuls,
comme le signal de la ﬁgure II.1. Un tel signal est ainsi plus simple à manipuler :
la connaissance des valeurs et positions de ces quelques coeﬃcients non-nuls suﬃt à
parfaitement le déﬁnir. Pour cette raison, ces signaux sont également dits "compres-
sibles" et la parcimonie a des applications très directes en compression de signaux
et d'images par exemple [Donoho et al. 1998].
Plus quantitativement, on déﬁnit le support "supp" d'un vecteur comme l'en-
semble des coeﬃcients non-nuls de ce vecteur, et la pseudo norme `0 comme le
cardinal "card" du support. En d'autres termes, la pseudo-norme `0 est le nombre
de coeﬃcients non-nuls de ce signal. Pour un vecteur x, on a donc :
‖x‖0 = card(supp(x)) (II.1)
Un signal est ainsi d'autant plus parcimonieux que sa pseudo-norme `0 est faible.
A.2 Approximation par des signaux parcimonieux
En pratique, peu de signaux sont exactement parcimonieux tel que décrit précé-
demment. On peut cependant se demander si, à un signal donné y, on peut trouver
un signal parcimonieux x qui soit proche de y. Pour cela, on se munit d'une mesure
de distorsion (x, y) 7→ d(x, y) ∈ R+. Elle sert à mesurer l'erreur que l'on engendre en
approximant y par x. Elle augmente lorsqu'on s'éloigne du signal d'origine et vaut
0 uniquement dans le cas où x = y. Une mesure couramment utilisée est la mesure
de distorsion `2 (erreur quadratique) :
d(x, y) = ‖y − x‖22. (II.2)
Ainsi, retrouver le signal le plus proche de y au sens de la distorsion précédente
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Figure II.2  Seuillage dur (Hard) et seuillage doux (Soft).
et ne comportant que q coeﬃcients non nuls revient à résoudre le problème suivant :
argmin
x
‖y − x‖22, ‖x‖0 ≤ q. (II.3)
Ce problème d'approximation est dit non-linéaire (voir [DeVore 1998] pour une vue
d'ensemble sur le sujet), l'espace d'approximation, qui correspond aux signaux ayant
au plus q coeﬃcients non nuls, n'étant pas un espace linéaire. Il a une solution
simple qui consiste à garder les q plus grands coeﬃcients de y. En notant y(k) le
kième coeﬃcient de y par ordre décroissant des valeurs absolues, de telle sorte que
|y(1)| ≥ |y(2)| ≥ ... ≥ |y(n)|, on peut exprimer la solution Sq(y) de (II.3) sous la
forme :
Sq(y) = Hard|y(q)|(y), (II.4)
où Hardλ est l'opérateur de seuillage dur (hard-thresholding), qui met à 0 les coeﬃ-
cients dont la valeur absolue est plus faible que λ et laisse inchangés les autres. Cet
opérateur est représenté ﬁgure II.2 et est déﬁni comme suit :
Hardλ : x 7→
{
0 si |x| < λ,
x sinon.
(II.5)
La question qui se pose alors et de savoir à quel point cette approximation
Sq(y) de y est proche de y, et ainsi quelles conditions permettent de rendre cette
approximation valide. La distorsion de l'approximation est donnée par :
d(Sq(y), y) =
n∑
i=q+1
y2(i). (II.6)
Cette quantité correspond à la somme des carrés des éléments coupés par le seuillage
dur, c'est-à-dire des n − q plus faibles coeﬃcients de y. Ainsi, plus la décroissance
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des coeﬃcients de y est rapide, plus le signal peut être approximé correctement avec
un faible nombre de coeﬃcients. En plus des signaux ayant un faible nombre de
coeﬃcients non nuls, on élargit donc généralement la classe des signaux parcimonieux
aux signaux pouvant être convenablement approximés à l'aide d'un faible nombre
de coeﬃcients.
De façon plus formelle, on peut déﬁnir la classe de signaux :
w`α(R) = {x, x(k) ≤ Rk−α}, (II.7)
Cet ensemble est appelé boule `α-faible de rayon R et comprend des signaux dont
la vitesse de décroissance des coeﬃcients est une loi puissance en k−α. Pour de tels
signaux, si α > 12 , on peut majorer l'erreur d'approximation :
d(Sq(y), y) ≤ R
2
2α− 1q
−2α+1. (II.8)
Ainsi, plus α est élevé, plus l'erreur d'approximation est faible. Le coeﬃcient α
conditionnant la vitesse de décroissance des coeﬃcients, plus cette vitesse est grande,
meilleure est l'approximation. Les ensembles w`α(R) permettent ainsi une caracté-
risation moins stricte des signaux parcimonieux.
L'approche de la parcimonie ci-dessus s'intéressait à la décroissance des valeurs
du signal. Considérer l'erreur relative de l'approximation apporte un autre point de
vue :
Errq(y) =
∑n
i=q+1 y
2
(i)
‖y‖22
, (II.9)
= 1−
∑q
i=1 y
2
(i)
‖y‖22
, (II.10)
= 1− ‖Sq(y)‖
2
2
‖y‖22
. (II.11)
La norme quadratique ‖ · ‖22 d'un vecteur est appelée énergie de ce vecteur. La
formulation de l'erreur relative précédente permet alors de dire que l'approximation
de y s'améliore quand Sq(y) capte davantage d'énergie de y. Ainsi, plus l'énergie du
signal est concentrée dans les q plus grands coeﬃcients, meilleure est l'approximation
parcimonieuse.
A.3 Représentation parcimonieuse dans un espace transformé
Même après élargissement de la déﬁnition, la classe des signaux parcimonieux ne
couvre qu'une faible partie des données réelles. Prenons le cas de l'image de Saturne
ﬁgure II.3a. L'approximation de cette image obtenue en ne gardant que ses 0,5%
plus grands coeﬃcients est visible ﬁgure II.3b. Cette image ne ressemble pas du
tout à l'image d'origine, l'erreur d'approximation est extrêmement grande (environ
95%).
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(a) image initiale : y. (b) approximation par les
0.5% plus grands coeﬃcients de
l'image : Sq0,5%(y)
(Errq0,5% ≈ 95%).
(c) approximation par les 0.5%
plus grands coeﬃcients
d'ondelette : RTSq0,5%(Ry)
(Errq0,5%,R ≈ 2, 2%).
(d) Emplacement des 5% plus
grands coeﬃcients de Ry.
Figure II.3  Exemple d'approximation d'une image grâce aux ondelettes
(512× 512). Crédit image : NASA/JPL (PIA02225).
Considérons maintenant une transformée orthonormale R. Que se passe-t-il alors
si l'on veut approximer y par un signal parcimonieux dans l'espace transformé ?
Cette approximation est donnée par :
Sq,R(y) = R
TSq(Ry), (II.12)
où RT est la transposée de R, et donc également son inverse étant donné que
R est une matrice orthonormée. Une caractéristique intéressante de l'énergie d'un
signal est son invariance par transformations orthonormales, elle ne dépend pas de
la base orthonormée dans lequel le signal est représenté et on a donc ‖Rx‖22 =
‖RTx‖22 = ‖x‖22. On peut alors réécrire l'erreur relative d'approximation dans un
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espace transformé comme suit :
Errq,R(y) = 1− ‖R
TSq(Ry)‖22
‖Ry‖22
, (II.13)
= 1− ‖Sq(Ry)‖
2
2
‖y‖22
, (II.14)
= 1− 1‖y‖22
q∑
i=1
(Ry)(i). (II.15)
L'erreur d'approximation ne dépend donc que de la décroissance des coeﬃcients
dans le domaine transformé. Plus la transformée concentre l'énergie du signal dans
les q plus grands coeﬃcients, meilleure sera l'approximation. Ainsi, si l'on connait
une transformée capturant bien la morphologie du signal à approximer, c'est-à-
dire concentrant son énergie dans un faible nombre de coeﬃcients, on est capable
de l'approximer avec une grande précision par un signal parcimonieux dans cette
espace transformé.
Une question se pose alors : connait-on de telles transformées ? La réponse est oui
pour de nombreux types de signaux. Ainsi, une sinusoïde n'est par exemple pas du
tout parcimonieuse dans l'espace direct car pratiquement tous ses coeﬃcients sont
non nuls. Elle ne peut donc pas être approximée de manière parcimonieuse dans cet
espace. Cependant, l'espace de Fourier capture très bien les structures périodiques
et permet donc de trouver de très bonnes approximations parcimonieuses de ces
signaux. L'utilisation de cette transformée est classique en traitement du signal,
aﬁn de séparer ou ﬁltrer des signaux concentrés sur une bande de fréquence donnée.
L'image de Saturne précédente peut quant à elle être très correctement repré-
sentée de manière parcimonieuse à l'aide d'une transformée en ondelettes orthonor-
males [Mallat 2008]. En n'utilisant que les 0,5% plus grands coeﬃcients en valeur
absolue dans l'espace transformé, on obtient l'approximation en ﬁgure II.3c. Celle-
ci n'est pas parfaite, mais est très correcte (erreur relative d'approximation de 2,2%
environ), notamment en regard de l'approximation parcimonieuse dans l'espace di-
rect de la ﬁgure II.3b. La ﬁgure II.3d montre l'emplacement des 5% plus grands
coeﬃcients de la transformée en ondelettes de l'image de Saturne (c'est-à-dire 10
fois plus de coeﬃcients que ceux utilisés pour l'estimation de la ﬁgure II.3c aﬁn
de mieux observer la structure sous-jacente). Cette image permet d'avoir un aperçu
l'intérêt de cette transformée :
(i) Saturne apparait plusieurs fois, à plusieurs échelles dans l'image transfor-
mée. Les transformées en ondelettes sont en eﬀet multi-échelles et peuvent donc
capturer l'énergie des images contenues à diﬀérentes échelles.
(ii) les 5% plus grands coeﬃcients sont disposés essentiellement le long des
contours de Saturne. Ainsi, une partie importante de l'énergie est contenue dans les
discontinuitées locales des images, et les ondelettes sont particulièrement appropriées
pour capturer celles-ci.
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La théorie des transformées en ondelettes dépassent de loin le cadre de cette thèse.
Plusieurs types d'ondelettes existent en pratique, avec des transformées pouvant
être orthonormales ou non, et les ondelettes peuvent également être déﬁnies pour
des signaux continus. Les lecteurs intéressés pourront se référer à [Mallat 2008]. Il
est cependant important de se souvenir que les transformées en ondelettes rendent
parcimonieux les signaux polynomiaux par morceaux, qui fournissent une bonne
approximation de la plupart des signaux et images naturels. Pour cette raison, nous
utiliserons ce type de transformées de nombreuses fois au cours de cette thèse.
Il peut également être instructif d'observer l'énergie relative contenue dans les q
premiers coeﬃcients de l'image de Saturne codée dans diﬀérentes bases, c'est-à-dire :
Eneq,R(y) =
1
‖y‖22
q∑
i=1
(Ry)2(i). (II.16)
C'est ce que montre la ﬁgure II.4a pour l'espace direct (i.e. sans transformée, en
bleu), l'espace de Fourier (en vert), et l'espace des ondelettes (en rouge). L'énergie
augmentant bien plus vite dans les deux derniers cas, la ﬁgure II.4b montre le même
graphique avec q allant jusqu'à 256. Dans tous les cas cependant, l'énergie relative
totale est égal à 1 une fois tous les coeﬃcients utilisés. Ce ratio est directement
lié à l'erreur quadratique relative, via l'équation Errq,R(y) = 1 − Eneq,R(y). Ainsi,
plus l'énergie est élevée, meilleure est la reconstruction. Dans l'espace direct, le plus
grand coeﬃcient représente 4,2×10−3% de l'énergie de l'image. Pour les transfor-
mées de Fourier et en ondelettes, il représente respectivement 21,6% et 64,9% de
l'énergie. Si l'on étend ce calcul aux 0,1% plus grands coeﬃcients (262 coeﬃcients),
on trouve qu'ils représentent respectivement 1,1%, 97,3% et 98,6% de l'énergie. On
remarque donc encore une fois que pour cette image, la transformée de Fourier et les
transformées en ondelettes permettent de concentrer une grande partie de l'énergie
dans quelques grands coeﬃcients.
A.4 Dictionnaires et mesure `1 de la parcimonie
Nous avons vu que choisir une base orthonormée appropriée au signal pouvait
permettre d'en obtenir une représentation parcimonieuse. Il n'est cependant pas
nécessaire d'utiliser une base pour représenter un signal de manière parcimonieuse.
Supposons que l'on ait une famille génératrice
(
d(i)
)
i=1,..,p
de vecteurs de Rn. On
peut alors décomposer tout vecteur y de cet espace comme la somme de ces éléments
de Rn que l'on nomme généralement "atomes" :
y =
p∑
i=1
xid
(i), (II.17)
où les xi sont les coeﬃcients de la décomposition. L'utilisation d'une transformée
orthonormale correspond au cas particulier où les vecteurs d(i) sont normés et or-
thogonaux entre eux. En pratique, rien n'interdit d'utiliser davantage d'atomes qu'il
n'y a de degrés de liberté dans Rn, soit p > n. Dans ce cas là, la famille étant
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Figure II.4  Énergie relative en fonction du pourcentage de coeﬃcients
conservés, pour l'image de Saturne.
liée, plusieurs combinaisons d'atomes sont possibles pour représenter y. Il est alors
possible de rajouter une contrainte sur le choix des atomes utilisés. On peut ainsi
s'intéresser à trouver quelle est la décomposition la plus parcimonieuse, c'est-à-dire
utilisant le moins possible d'atomes de la famille (d(i))i=1,..,p. Soit D la matrice dont
les colonnes sont les d(i), généralement appelée "dictionnaire". Le problème peut se
mettre sous la forme suivante :
argmin
x
‖x‖p, y = Dx, (II.18)
avec p = 0. En d'autres termes, cela revient à trouver le vecteur x comprenant le plus
de coeﬃcients nuls et tel que l'on obtienne la décomposition (II.17). Ce problème
est représenté ﬁgure II.5 avec y ∈ R, D = [d1, d2] ∈ R1×2 et x ∈ R2. La contrainte
y = Dx est représentée par la droite rouge. On peut trouver graphiquement ses
solutions en recherchant la boule `p de rayon q :
Bp(q) = {x, ‖x‖p ≤ q}, (II.19)
intersectant la droite de contrainte et ayant le plus petit rayon q. Dans le cas p = 0,
on peut énumérer les possibilités :
(i) q = 0 : il n'y a pas d'intersection entre la droite et cet espace, qui ne
comprend que le point (0, 0).
(ii) q = 1 : les points ayant un unique élément non nul sont ceux situés sur les
axes et il y a deux intersections entre cet ensemble et la contrainte y = Dx.
Il y a ainsi deux solutions au problème (II.18) dans le cas présenté sur le graphique
II.5, qui sont les deux intersections entre la droite de contrainte et les axes (le
point a, et l'intersection entre l'axe x1 et la contrainte, qui n'est pas visible sur le
graphique).
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Figure II.5  Boules `1 (vert) et `2 (bleu).
En plus grande dimension, énumérer tous les cas possibles aﬁn de rechercher
des solutions n'est pas envisageable car combinatoire. Cela vient du fait qu'avec
p = 0, le problème n'est pas convexe, cette propriété permettant de concevoir des
algorithmes eﬃcaces de minimisation. Nous reviendrons sur cette notion en section
C. Il est alors courant d'utiliser la norme `1 à la place de la pseudo-norme `0, car
celle-ci en est la norme convexe la plus proche [Chen et al. 2001]. Le problème
(II.18) avec p = 1 est généralement appelé "basis pursuit". De la même manière que
précédemment, cela revient à rechercher graphiquement la boule `1 de plus faible
rayon intersectant la droite de contrainte. Cette boule est représentée en vert sur la
ﬁgure II.5 et intersecte la contrainte au point a. La solution pour le problème avec
p = 1 coïncide ici avec une des solutions du problème avec p = 0. Plus généralement,
il a été prouvé que les solutions pour p = 1 sont également solutions du problème
avec p = 0 lorsqu'elles sont très parcimonieuses [Donoho & Huo 2006]. La norme
`1 a ainsi tendance à privilégier les solutions parcimonieuses. Le graphique II.5
montre également en bleu la boule `2 de rayon minimal intersectant la contrainte.
La solution pour p = 2 est ainsi le point b, qui lui n'est pas parcimonieux ayant
ses deux composantes non nulles. De façon plus générale, la norme `2 ne privilégie
aucune direction et ne permet donc pas d'obtenir des solutions parcimonieuses.
En pratique, de nombreux choix de dictionnaires sont envisageables. Les onde-
lettes orthonormales ne présentent par exemple pas la propriété d'invariance par
translation, qui signiﬁe que lorsqu'un signal est translaté, sa transformée est éga-
lement translatée. Des ondelettes redondantes W ∈ Rn×p, avec p > n, peuvent
cependant permettre cette invariance et celle-ci se montre bénéﬁque aﬁn d'obtenir
une représentation plus parcimonieuse [Coifman & Donoho 1995]. On peut alors
choisir comme dictionnaire D = WT . Il est également possible d'apprendre de tels
dictionnaires de façon automatique (cf. section B.5). Une fois ce dictionnaire sélec-
tionné, nous avons vu que remplacer la pseudo-norme `0 par la norme `1 permettait
d'obtenir un problème convexe. Nous verrons section C des algorithmes permettant
de résoudre ces problèmes.
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Figure II.6  Problème inverse avec une représentation z parcimonieuse.
B Parcimonie pour la résolution de problèmes inverses
La partie précédente a présenté ce qu'était la parcimonie et a permis de montrer
que de nombreux types de signaux pouvaient être convenablement représentés de fa-
çon parcimonieuse. Cette information morphologique sur les signaux peut également
aider à résoudre de nombreux types de problèmes inverses [Starck et al. 2010]. Nous
présentons dans cette section plusieurs problèmes courants où la parcimonie inter-
vient, comme le débruitage et la séparation de sources, ainsi que les formulations
utilisées.
B.1 Formulations des problèmes inverses parcimonieux
Un signal x ∈ Rn est souvent observé au travers d'un nombre m d'observations
qui sont modélisées par des mesures linéaires yi = Ai,·x où Ai,· est la iième ligne de la
matrice A ∈ Rm×n. Les observations y ne sont pas nécessairement suﬃsantes pour
retrouver x avec la précision souhaitée. En eﬀet, les mesures peuvent être bruitées,
le nombre de mesuresm peut être insuﬃsant, ou le modèle d'acquisition des données
trop imprécis. Le fait que x puisse être représenté de manière parcimonieuse dans un
dictionnaire D est une information sur sa morphologie qu'il peut alors être utile de
prendre en compte. Ainsi, on peut rechercher les coeﬃcients parcimonieux z ∈ Rm
de la représentation de telle sorte que x = Dz. Le problème revient donc à retrouver
le vecteur z le plus parcimonieux permettant d'obtenir les mesures y :
argmin
z
‖z‖p, y = ADz, (II.20)
D'une solution zˆ de ce problème on obtient une estimation du signal recherché
xˆ = Dzˆ. On pourra se reporter à la ﬁgure II.6 pour une interprétation graphique
de ce problème, où les coeﬃcients z de la représentation sont parcimonieux.
En posant Φ = AD, ce problème est similaire au problème (II.18) avec Φ au
lieu de D. Comme énoncé précédemment, il est diﬃcile à résoudre car non-convexe
pour p = 0. Aﬁn de rendre ce problème convexe tout en privilégiant des solutions
parcimonieuses, nous avons vu qu'il était courant d'utiliser p = 1.
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La contrainte dure peut être relâchée aﬁn de pouvoir permettre un écart par
rapport à l'égalité stricte, quand les mesures sont bruitées par exemple. Cela s'écrit
alors :
argmin
z
‖z‖1, ‖Φz − y‖22 ≤ ε2, (II.21)
quand ε > 0, ce problème est équivalent à la résolution du Lagrangien, donnant la
version régularisée suivante :
argmin
z
1
2
‖Φz − y‖22 + λ‖z‖1, (II.22)
où λ dépend de ε de façon non triviale. Ce type de problème a été et est toujours
abondamment étudié, autant pour ses applications comme la déconvolution par
exemple [Starck et al. 2010], que du point de vue théorique. Ainsi, de récentes études
ont porté sur le choix des matrices de mesures A permettant de retrouver un signal
x parcimonieux avec une grande probabilité au coût d'un minimum de mesures
(acquisitions compressées, compressed sensing [Donoho 2006,Candès & Tao 2006]).
On la retrouve également dans de nombreux domaines des mathématiques comme
les statistiques [Tibshirani 1994]. Nous retrouverons ce type de problème tout au
long du manuscrit, et la section C fournira les outils permettant de le résoudre.
De manière plus générale, l'ensemble des problèmes précédents peuvent être mis
sous la forme suivante :
argmin
x
f(y, x) + g(x). (II.23)
La fonction x 7→ f(y, x) + g(x) est appelée fonction de coût, et ses deux termes ont
des rôles bien distincts :
 le terme d'attache aux données f(y, x) : celui-ci exprime l'écart entre les ob-
servations y et les observations qui auraient été eﬀectuées avec un signal x
quelconque, c'est-à-dire Φx. Comme à la section A.2, il est courant d'utiliser
la distance `2 (cf. équation (II.2)) par exemple.
 la régularisation (ou pénalisation) g(x) : ce terme a pour but d'apporter une
information a priori sur le signal recherché, indépendamment des observations.
C'est ce terme qui est utilisé pour privilégier la parcimonie du signal recherché.
Pour le problème (II.23), le terme d'attache aux données est directement f(y, z) =
1
2‖y−Φz‖22 et la régularisation est g(z) = λ‖z‖1. Le problème (II.21) peut également
être mis sous la même forme en utilisant une fonction caractéristique. La fonction
caractéristique d'un ensemble C, que l'on notera iC , est déﬁnie comme suit :
iC : x 7→
{
0 if x ∈ C,
+∞ otherwise. (II.24)
Ainsi, le problème (II.21) est complètement équivalent au problème suivant :
argmin
x
‖z‖1 + i‖Φ·−y‖22≤ε2(z), (II.25)
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où l'on note i‖Φ·−y‖22≤ε2 au lieu de i{z, ‖Φz−y‖22≤ε2} aﬁn de simpliﬁer l'écriture de
la fonction. On peut donc identiﬁer f(x, y) = i‖Φ·−y‖22≤ε2(z) qui est ainsi un terme
d'attache aux données sous forme de contrainte, imposant que x ne s'éloigne pas
d'une distance supérieure à ε de y, et g(z) = λ‖z‖1 comme précédemment.
B.2 Débruitage : une application directe
Un des intérêts de la parcimonie est les possibilités qu'elle ouvre en matière de
débruitage [Donoho & Johnstone 1994,Coifman & Donoho 1995,Aharon et al. 2006].
Dans la suite de ce manuscrit, nous considérerons la plupart du temps que les signaux
observés sont contaminés par du bruit blanc Gaussien centré et d'écart-type σ. La
distribution d'une telle variable aléatoire b ∈ Rn est donnée par :
f(b) =
1√
(2piσ2)n
e−
1
2σ2
‖b‖22 (II.26)
Le signal visible ﬁgure II.7 correspond au signal de la ﬁgure II.1 contaminé
par la réalisation d'un tel bruit. Une des particularités du bruit blanc Gaussien
est que son énergie moyenne se répartit uniformément dans toutes les directions
de l'espace, n'en privilégiant donc aucune. À l'inverse quand le signal recherché est
parcimonieux, son énergie est concentrée sur quelques grands coeﬃcients non nuls.
On peut donc espérer séparer le signal du bruit en recherchant ces quelques grands
coeﬃcients. Cela revient à résoudre le problème suivant, qui recherche un signal x
aussi parcimonieux que possible tout en restant à une distance de y inférieure à ε :
argmin
x
‖x‖0, ‖y − x‖22 ≤ ε2. (II.27)
Le choix de ε dépend du niveau de bruit.
Ce problème peut être résolu de façon similaire au problème (II.3), en coupant
les plus faibles coeﬃcients de y en valeur absolue. Il existe un seuil τ dépendant
de ε tel que la solution de (II.27) soit donnée par le seuillage dur à τ de y, noté
Hardτ (y). Cette solution est la partie du signal qui est en bleu sur la ﬁgure II.7.
On remarque en eﬀet que les coeﬃcients dont la valeur absolue est plus faible que τ
ne sont majoritairement pas présents dans le signal recherché (ﬁgure II.1), et qu'à
l'inverse il y a peu de coeﬃcients dépassant le seuil qui ne proviennent pas du signal.
Dans la pratique, utiliser τ = τσσ où σ est l'écart-type du bruit et τσ est choisi
entre 1 et 3 permet un débruitage eﬃcace puisque dans le cas d'un bruit blanc
Gaussien, la probabilité qu'un coeﬃcients uniquement dû au bruit soit supérieur à
σ (resp. 3σ) en valeur absolue est de 31,8% (resp. 0,4%).
La technique présentée ci-dessus peut s'appliquer pour n'importe quel signal dont
on connait une transformation le rendant parcimonieux. En eﬀet, puisque le bruit
blanc Gaussien ne privilégie aucune direction, il reste du bruit blanc Gaussien après
un changement de base orthonormale, et ce changement de base permet donc de se
ramener au problème (II.27). En pratique, cette technique est très liée aux méthodes
classiques de ﬁltrage dans l'espace de Fourier visant à ne conserver qu'une bande
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Figure II.7  Exemple de signal parcimonieux et bruité (coeﬃcients d'amplitude
inférieure à τ en rouge, et supérieure en bleu).
de fréquence où se concentre l'énergie du signal à débruiter. L'usage d'une méthode
non-linéaire comme la parcimonie peut cependant améliorer les performances du
débruitage.
B.3 Formulations de la parcimonie dans les espaces redondants
Lorsque l'on utilise une transformation redondante W ∈ Rp×n, la parcimonie
peut être formulée de deux façons diﬀérentes, à savoir la synthèse et l'analyse.
Considérons un terme d'attache aux données f : Rn → R, nous avons vu que
l'on pouvait estimer le signal recherché via sa représentation parcimonieuse dans un
dictionnaire D = WT . Cela s'écrit :
argmin
z∈Rp
f(WT z) + λ‖z‖1. (II.28)
Cette formulation, que nous avons utilisée dans la section précédente, est une for-
mulation en "synthèse". Avec cette formulation, l'inconnue du problème de minimi-
sation n'est pas directement le signal mais une représentation parcimonieuse dans
le domaine transformé. À partir de la solution zˆ, on retrouve l'estimation du signal
par xˆ = WT zˆ. C'est un modèle génératif, d'où le nom "synthèse" : on reconstruit
le signal recherché en utilisant des briques de l'espace du signal, les atomes.
Il est cependant essentiel de se rendre compte que le fait que l'estimation xˆw du
signal (II.28) puisse être représentée de façon parcimonieuse ne veut pas dire que
Wxˆ = WWT xˆw est nécessairement parcimonieux, puisque généralement WWT 6=
I. En pratique, cela veut dire que la formulation en synthèse trouve une estimée
qui a une représentation parcimonieuse dans le domaine transformé, mais pas que
la transformée de cette estimée est parcimonieuse. À l'inverse, avec la formulation
en analyse à l'inverse, on eﬀectue la minimisation directement dans le domaine du
signal/le domaine direct, aﬁn de trouver une solution xˆ dont la transformée Wxˆ est
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parcimonieuse. Cela s'exprime de la manière suivante :
argmin
x∈Rn
f(x) + λ‖Wx‖1. (II.29)
Le terme λ‖Wx‖1 pénalise les corrélations entre x et les atomes de D = WT .
En d'autres termes, alors qu'avec la formulation en synthèse le signal était exprimé
comme la somme d'un nombre limité d'atomes, le but avec la formulation en analyse
est d'obtenir un signal qui est très corrélé avec un faible nombre d'atomes de D et
faiblement corrélé avec les autres.
Quand la transformée W est orthonormale, comme dans le cas de la transformée
de Fourier et de la transformée en ondelettes utilisée section A.3, les formulations
en synthèse et en analyse sont strictement équivalentes. En eﬀet, elles sont alors
liées par un simple changement de variable. Utiliser des transformées présentant de
la redondance peut cependant être très bénéﬁque, comme indiqué dans [Coifman &
Donoho 1995] dans le cas d'ondelettes redondantes. Cet avantage vient du plus grand
nombre d'atomes disponibles pour représenter les signaux de façon parcimonieuse.
Dans le cas des ondelettes redondantes, cela permet d'obtenir l'invariance par trans-
lation de la transformée. Avec de telles transformées redondantes, les formulations
en analyse et en synthèse ne sont cependant plus équivalentes et ont des compor-
tements diﬀérents [Elad et al. 2007, Selesnick & Figueiredo 2009,Nam et al. 2013].
En eﬀet, puisque p 6= n, les espaces dans lesquels s'eﬀectuent les minimisations en
synthèse et en analyse sont nécessairement diﬀérents. Les études citées ci-dessus ont
montré que la formulation en analyse avait tendance à être plus ﬂexible et mieux
adaptée à des signaux naturels, qui ne peuvent généralement pas être synthétisés
avec un faible nombre d'atomes.
B.4 Séparation de sources
Les sections précédentes présentaient des problèmes où l'on ne recherchait qu'un
unique signal. Certaines observations peuvent cependant résulter de plusieurs si-
gnaux "sources" mélangés entre eux. La séparation de sources vise à les démélanger.
Un critère est cependant nécessaire aﬁn de distinguer ces sources les unes des autres.
La parcimonie peut apporter ce critère [Takigawa et al. 2004,Golbabaee et al. 2013]
et fournit ainsi une information structurelle/morphologique. En eﬀet, les signaux
sont plus parcimonieux dans les espaces qui capturent bien leur morphologie. Ainsi,
les signaux sinusoïdaux sont par exemple très parcimonieux dans l'espace de Fourier
mais le sont très peu dans l'espace direct. Les impulsions sont elles bien codées dans
l'espace direct, et les ondelettes capturent bien les discontinuités locales. L'analyse
en composante morphologique (MCA, [Starck et al. 2004]) se propose pour ces rai-
sons de décomposer les données y en une somme de diﬀérentes composantes, chacune
parcimonieuse dans un espace diﬀérent. Cela peut prendre la forme suivante :
argmin
xd, xf , xw
‖y − xd −WTxw − FTxf‖22 + λd‖xd‖1 + λw‖xw‖1 + λf‖xf‖1 (II.30)
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Figure II.8  Apprentissage de dictionnaire
On retrouvera ainsi une décomposition des données sous la forme d'une somme de
composantes parcimonieuses dans l'espace direct, xd, dans l'espace de F (Fourier
par exemple), xf , et une dans l'espace de W (des ondelettes par exemple), xw.
B.5 Apprentissage de dictionnaire
Le choix d'une transformée ou d'un dictionnaire dans lequel les signaux qui
nous intéressent sont parcimonieux est primordial. L'apprentissage de dictionnaire
vise à apprendre un tel dictionnaire directement à partir des données au lieu d'en
utiliser un préconçu [Olshausen & Field 1996]. Ce dictionnaire peut ainsi être bien
mieux adapté aux données. En pratique, cela revient à trouver p atomes D·,k ∈ Rn
permettant de coder n signaux Y·,i ∈ Rn de façon parcimonieuse. Ainsi on peut par
exemple ﬁxer une limite s d'atomes utilisables pour coder chaque signal. Aussi, il faut
imposer une limite de norme pour les atomes aﬁn d'éviter un problème d'invariance
par échelle (comme en séparation de sources en aveugle, nous reviendrons dessus en
section A.1 du chapitre III, page 26). Sous forme matricielle, cela revient à résoudre
le problème suivant :
argmin
D,X
‖Y −DX‖22, avec
∀i = 1, .., p, ‖D·,k‖ ≤ 1,
∀j = 1, ..,m, ‖X·,j‖0 ≤ s. (II.31)
On apprend ainsi à la fois le dictionnaire D et les coeﬃcients X. En pratique, le
nombre d'observation m doit être plus grand que le nombre d'atomes p pour que le
problème ne soit pas trivial, et p est généralement plus grand que n aﬁn d'obtenir
un dictionnaire redondant. La ﬁgure II.8 représente ainsi les conditions du pro-
blèmes. Cette application est par exemple utilisée pour le débruitage d'images [Aha-
ron et al. 2006], pour le traitement de données d'électro-encéphalographie [Mailhe
et al. 2009] et pour l'apprentissage de signaux de mouvement 2D [Barthélemy
et al. 2012]. Il existe également des versions où l'apprentissage est formulé en ana-
lyse [Peyré & Fadili 2011,Rubinstein et al. 2013].
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C Algorithmes de résolution des problèmes parcimo-
nieux
La plupart des problèmes énoncés ci-dessus, tels que le problème inverse (II.21)
ou le problème de séparation de sources (II.30), ne peuvent pas être résolus analy-
tiquement et nécessitent donc l'utilisation d'un algorithme de minimisation. Deux
grandes familles de méthodes apparaissent alors. La première correspond aux mé-
thodes dites gloutonnes qui sont conçues aﬁn de résoudre les problèmes minimi-
sant une pseudo-norme `0. Le "matching pursuit" en est l'exemple type [Mallat &
Zhang 1993]. Le principe est de faire rentrer un à un de nouveaux éléments dans la
variable courante, jusqu'à obtenir la parcimonie souhaitée, ou un résidu suﬃsam-
ment faible. Ce type d'approche est très eﬃcace quand les signaux recherchés sont
extrêmement parcimonieux, mais fonctionne beaucoup moins bien pour des signaux
plus complexes ou quand les atomes du dictionnaire utilisé sont très corrélés.
Dans cette section, nous nous intéressons donc essentiellement aux méthodes
dites de "basis pursuit" qui utilisent des outils d'optimisation convexe pour résoudre
les problèmes régularisés en norme `1. Nous ferons ainsi un bref rappel d'analyse
convexe avant d'introduire un type d'opérateur spéciﬁque, l'opérateur proximal [Mo-
reau 1962], qui sera abondamment utilisé dans les algorithmes d'optimisation pré-
sentés dans la dernière partie de cette section.
C.1 Rappels d'analyse convexe
Soit f une fonction sur Rn à valeur dans R ∪ {−∞,+∞}, on peut déﬁnir les
termes suivants :
 domaine eﬀectif : le domaine eﬀectif d'une fonction est le domaine sur lequel
celle-ci ne vaut pas +∞, c'est-à-dire dom(f) = {x ∈ Rn, f(x) < +∞}.
 convexité d'un ensemble : un ensemble E ⊂ Rn est dit convexe si ∀(x, y) ∈ E2
et ∀λ ∈ [0, 1], λx+ (1− λ)y ∈ C.
 convexité d'une fonction : on dit que f est convexe si son domaine eﬀectif est
convexe et ∀(x, y) ∈ dom(f)2 et ∀λ ∈ [0, 1], on a l'inégalité suivante :
f (λx+ (1− λ) y) ≤ λf(x) + (1− λ)f(y). (II.32)
 fonction propre : une fonction est dite propre si elle ne prend pas la valeur
−∞ et si son domaine eﬀectif n'est pas vide.
 semi-continuité inférieurement : une fonction est dite semi-continue inférieu-
rement si les ensembles {x ∈ Rn, f(x) ≤ a} sont fermés pour tout a ∈ R.
 sous-gradient : un vecteur g est appelé sous gradient de f au point x0 ∈ dom(f)
si ∀x ∈ dom(f), on a :
f(x) ≥ f(x0) + 〈g, x− x0〉. (II.33)
Le sous-gradient est ainsi une extension du gradient au cas des fonctions non-
diﬀérentiables.
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 ∂f(x) : ensemble des sous-gradients de f au point x. En eﬀet, le sous-gradient
en un point x n'est pas nécessairement unique.
 point critique/stationnaire : point x ∈ Rn tel que 0 ∈ ∂f(x).
En terme d'optimisation, la convexité apporte des propriétés extrêmement im-
portantes. En particulier :
f(x∗) = min
x∈dom(f)
f(x)⇔ 0 ∈ ∂f(x∗). (II.34)
Cette propriété permet de qualiﬁer les minima de f et permet également de dire que
tout point critique de f est un minimum global. Ces propriétés sont fondamentales
pour la conception des algorithmes proximaux de minimisation présentés ci-dessous.
Elle ne seront cependant pas détaillées ici et le lecteur intéressé pourra se référer
à [Nesterov 2004].
C.2 Présentation des opérateurs proximaux
L'opérateur proximal est déﬁni pour une fonction g convexe propre et semi-
continue inférieurement. Pour cette raison, on dira par la suite qu'une fonction est
proximable quand elle présente ces propriétés. L'opérateur proximal est alors donné
par la relation suivante :
proxg(x) = argmin
y
1
2
‖y − x‖22 + g(y). (II.35)
Cet opérateur peut ainsi être vu comme une minimisation locale de la fonction g.
En eﬀet, le terme à minimiser est la somme de la fonction g, et de la fonction
x 7→ ‖y − x‖22 qui pénalise l'éloignement entre y et le point courant x.
Aﬁn de mieux comprendre ce à quoi peut correspondre cet objet, il est intéressant
de le calculer dans des cas particuliers. Supposons d'abord que g est dérivable. On
trouve alors par simple dérivation que :
proxg(x) = x−∇g(proxg(x)) (II.36)
L'application de l'opérateur proximal sur x ressemble donc à l'utilisation d'une étape
de descente de gradient. Le gradient est cependant pris en proxg(x), et est donc un
gradient implicite. Encore une fois, une étape de descente de gradient, qu'elle soit
implicite ou explicite, revient à minimiser localement la fonction g.
Le deuxième cas particulier est le cas d'une contrainte convexe. Soit C un en-
semble convexe. Nous avons déjà mentionné que la résolution du problème :
argmin
x∈C
f(x), (II.37)
était parfaitement équivalente à la minimisation du problème non-contraint suivant :
argmin
x∈C
f(x) + iC(x). (II.38)
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De manière intéressante, quand C est convexe, la fonction caractéristique iC est
proximable et son opérateur proximal est la projection orthonormale sur l'ensemble
C. Ainsi, par exemple. l'opérateur proximal de la fonction caractéristique de la
contrainte de positivité est l'opérateur partie positive [·]+.
Le seuillage dur peut être aussi vu comme l'opérateur proximal de la pseudo-
norme `0, même s'il n'en a pas les propriétés puisque la pseudo-norme `0 n'est
pas convexe. La norme `1 est quant à elle proximable. L'opérateur proximal de
g(x) = τ‖x‖1 est appelé seuillage doux et déﬁnit de la manière suivante :
Softτ : x 7→ sign(x) [|x| − τ ]+ , (II.39)
où "sign" est la fonction valant 1 lorsque x est positif ou nul, et -1 dans le cas
contraire, et  est le produit élément-à-élément. La fonction "Softτ" est représentée
ﬁgure II.2. Le seuillage doux se comporte comme le seuillage dur, il coupe les plus
faibles coeﬃcients de x. Une diﬀérence subsiste cependant : tous les coeﬃcients plus
grands que le seuil τ sont contractés d'une valeur τ vers 0. Cette diﬀérence majeure
fait que cet opérateur est continu alors que le seuillage dur ne l'est pas, et peut
avoir des eﬀets aussi bien bénéﬁques que néfastes comme nous le verrons pour les
méthodes développées au cours des chapitres suivants.
Plus généralement, de nombreuses fonctions admettent un opérateur proximal
explicite ou pouvant être facilement calculés. Les opérateurs proximaux des princi-
pales fonctions utilisées dans cette thèse son résumés dans le tableauA.1 de l'annexe
A (page 130). Certains calculs d'opérateurs y sont également explicités. Une liste
plus complètes d'opérateurs proximaux utiles peut être trouvée dans [Combettes &
Pesquet 2009].
Dans la section suivante, nous détaillons quatre algorithmes dits proximaux car
utilisant de tels opérateurs. Ces algorithmes sont utilisés en tant que briques de base
au sein des algorithmes de séparation de sources en aveugle développés dans cette
thèse.
C.3 Quelques algorithmes proximaux
C.3.1 Forward-Backward
L'algorithme Forward-Backward (FB) [Combettes & Wajs 2005] vise à résoudre
un problème qui prend la forme suivante :
argmin
x
f(x) + g(x), (II.40)
où f est une fonction convexe propre diﬀérentiable, et g est une fonction proximable.
Souvent f est le terme d'attache aux données, et g une régularisation. C'est le
cas du problème (II.22) par exemple, qui peut s'écrire de cette façon en prenant
f(x) = ‖y−Φx‖22 qui est convexe et diﬀérentiable, et g(x) = λ‖x‖1 qui est convexe,
non-diﬀérentiable, mais proximable. L'algorithme s'écrit comme suit :
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Algorithme II.1 : Forward-backward
1: initialiser x(0), k = 0, γ > 0.
2: tant que (non-convergé) faire
3: x(k+1) = proxγg
(
x(k) − γ∇f(x(k)))
4: k = k + 1
5: renvoyer x(k)
Cet algorithme converge vers un minimum global de f+g à condition que γ < 2L ,
où L est le coeﬃcient de Lipschitz de ∇f . Le nom "Forward-Backward" vient du
fait que cet algorithme alterne entre une étape forward/explicite, la descente de
gradient, et une étape backward/implicite, l'application de l'opérateur proximal.
La vitesse de convergence de l'algorithme FB est en 1k , mais peut-être accélérée
à 1
k2
en remplaçant x(k) à la ligne 3 de l'Algorithme II.1 par une combinaison
linéaire bien choisie des itérés précédents [Beck & Teboulle 2009,Nesterov 2013].
Nous avons vu que si g est la fonction caractéristique d'un ensemble convexe, son
opérateur proximal est la projection sur cet ensemble. Ainsi, dans ce cas, l'algorithme
FB est en tout point similaire à l'algorithme de gradient projeté. L'algorithme FB
peut donc être vu comme une généralisation du gradient projeté.
C.3.2 Forward-backward généralisé
Lorsque l'on souhaite appliquer plusieurs régularisations, il arrive souvent que g
n'admette pas d'opérateur proximal explicite. On retrouve cette conﬁguration pour
le problème suivant par exemple :
argmin
x
‖Ax− y‖22 + λ‖Wx‖1 + i·≥0(x). (II.41)
En eﬀet, on prendrait alors f(x) = ‖Ax−y‖22 et g(x) = λ‖Wx‖1+i·≥0(x) mais cette
dernière fonction n'admet pas d'opérateur proximal simple à exprimer. g peut cepen-
dant s'écrire comme la somme de deux fonctions g1(x) = λ‖Wx‖1 et g2(x) = i·≥0(x)
qui sont toutes les deux proximables et dont les opérateurs proximaux admettent
une forme analytique si W est orthonormale. Dans ce cas, l'opérateur proximal de
g2 est alors :
proxg2 = W
TSoftλ(Wx). (II.42)
Cet opérateur applique le seuillage doux aux coeﬃcients dans l'espace transformé
avant de revenir dans l'espace direct. On remarquera encore une fois le parallèle
avec l'approximation parcimonieuse dans l'espace transformé (II.12) qui eﬀectuait
le même processus avec du seuillage dur.
Lorsque g peut être décomposée comme une somme de n fonctions proximables
et que le problème s'écrit donc :
argmin
x
f(x) +
n∑
i=1
gi(x), (II.43)
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il est possible d'employer l'algorithme de Forward-Backward généralisé [Raguet
et al. 2013] qui nécessite la connaissance du gradient de f et des opérateurs proxi-
maux de chacune des fonctions gi, et peut être déﬁni de manière simpliﬁée comme
suit :
Algorithme II.2 : Forward-backward Généralisé
1: initialiser x(0), γ > 0, µ > 0 et ωi ∈]0, 1[ tels que
∑n
i=1 ωi = 1, k = 0.
2: tant que (non-convergé) faire
3: Pour i allant de 1 à n faire
4: z(k+1,i) = z(k,i) + µprox γ
ωi
gi
(
2x(k) − z(k,i) − γ∇f(x(k)))− µx(k)
5: x(k+1) =
∑n
i=1 ωiz
(k+1,i)
6: k = k + 1
7: renvoyer x(k)
Cet algorithme alterne ainsi entre une descente de gradient et une étape proxi-
male sur des variables intermédiaires. La suite (x(k)) converge vers le minimum du
problème (II.43) lorsque γ < 2L et µ ∈
]
0,min(32 ,
1+2/(Lγ)
2 )
[
, où L est la constante
de Lipschitz de ∇f .
C.3.3 Douglas-Rachford
L'algorithme de Douglas-Rachford [Douglas & Rachford 1956] vise également à
résoudre des problèmes prenant la forme (II.40). À la diﬀérence de l'algorithme FB,
il ne nécessite cependant plus que f soit diﬀérentiable, mais seulement que cette
fonction soit proximable, ce qui est une condition plus souple. La minimisation du
problème s'eﬀectue alors de la manière suivante ne nécessitant que la connaissance
des opérateurs proximaux de f et g :
Algorithme II.3 : Douglas-Rachford
1: initialiser x(0), γ > 0 et λ ∈]0, 2[, k = 0.
2: tant que (non-convergé) faire
3: x(k) = proxγg(y
(k))
4: y(k+1) = y(k) + λ
(
proxγf (2x
(k) − y(k))− x(k))
5: k = k + 1
6: renvoyer x(k)
Plus de détails sont fournis dans [Combettes & Pesquet 2009]. Cet algorithme
permet ainsi la minimisation du problème (II.21). En eﬀet, celui-ci peut s'écrire
sous la forme f + g avec f(x) = ‖x‖1 et g = i‖Φ·−y‖22≤ε2 et ces deux fonctions sont
non-diﬀérentiables mais sont toutes les deux proximables. L'opérateur proximal de
g n'est cependant pas toujours, explicite suivant le choix de Φ, et son calcul peut
nécessiter l'usage de sous-itérations.
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C.3.4 Chambolle-Pock
Supposons maintenant que l'on veuille utiliser la parcimonie dans un espace
transformé redondant avec une formulation en analyse :
argmin
x
‖y −Ax‖22 + λ‖Wx‖1. (II.44)
Dans ce cas là, l'opérateur de g(x) = λ‖Wx‖1 n'est plus analytique. Son calcul
nécessiterait l'usage d'une sous-routine (cf. appendix D) mais cette approche peut
se révéler très lourde vu qu'elle nécessite des sous-itérations.
Dans [Chambolle & Pock 2010], Chambolle et Pock ont proposé un algorithme
permettant de résoudre le problème précédant sans l'usage de sous itérations. Celui-
ci vise à résoudre des problèmes de type :
argmin
x
f(x) + g(Wx), (II.45)
où f et g sont deux fonctions proximables. Pour ce faire, les auteurs réécrivent ce
problème sous la forme primal-dual suivante :
argmin
x
max
y
〈Wx, y〉+ f(x) + g∗(y), (II.46)
où g∗ est le conjugué convexe de g, Le conjugué d'une fonction g étant déﬁni par la
relation :
g∗ : x 7→ sup
y
〈x, y〉 − g(y) (II.47)
La résolution du problème (II.46) s'eﬀectue comme indiqué dans l'Algorithme II.4
ci-dessous.
Algorithme II.4 : Chambolle-Pock
1: initialiser x(0), y(0), x¯(0) = x(0), τ > 0, σ > 0, k = 0.
2: tant que (non-convergé) faire
3: y(k+1) = proxg∗(y
(k) + σWx¯(k))
4: x(k+1) = proxf (x
(k) − τWT y(k+1))
5: x¯(k+1) = 2x(k+1) − x(k)
6: k = k + 1
7: renvoyer x(k)
Cette algorithme converge pour τσL2 < 1, avec L = ‖W‖s,2 la norme opérateur
de W. Ceci s'applique facilement au problème (II.44) qui peut être mis sous la
forme :
argmin
x
max
y
〈Wx, y〉+ ‖y −Ax‖22 + i||·||∞≤λ(y) (II.48)
L'algorithme nécessite les opérateurs proximaux de f et de g∗. On pourra noter que
proxg∗(x) = x− proxg(x) [Moreau 1962]. Cette propriété permet ainsi de connaitre
l'opérateur proximal du conjugué d'une fonction dont on connait l'opérateur proxi-
mal. En particulier, l'opérateur proximal de la fonction g∗ = i||·||∞≤λ est ainsi
proxg∗ = x− Softλ(x).
24 Chapitre II. Introduction à la parcimonie
D Récapitulatif
Ce chapitre a introduit la notion de parcimonie, permettant une représentation
eﬃcace de la plupart des signaux naturels, dont les images naturelles par exemple.
L'information morphologique que la parcimonie d'un signal apporte permet d'ai-
der à résoudre de nombreux types de problèmes inverses. Son utilisation s'eﬀectue
souvent via la minimisation d'un problème régularisé avec un terme induisant la
parcimonie du signal recherché. La dernière section du chapitre a présenté des al-
gorithmes proximaux de minimisation de ces problèmes, qui seront abondamment
utilisés par la suite. Le tableau II.1 récapitule les conditions sur les fonctions f et g
pour lesquels chacun des algorithmes converge vers la solution du problème suivant :
argmin
x
f(x) + g(x). (II.49)
Algorithme f g
Forward-Backward convexe et diﬀérentiable proximable
Douglas-Rachford proximable proximable
Generalized convexe et diﬀérentiable somme de fonctions
Forward-Backward proximables
Chambolle-Pock proximable composée d'une application linéaire
et d'une application proximable
Tableau II.1  Récapitulatif des conditions d'utilisation des algorithmes
présentés.
Chapitre III
État-de-l'art en NMF
Sommaire
A Séparation de sources en aveugle . . . . . . . . . . . . . . . . . . . . 26
A.1 Modélisation des données . . . . . . . . . . . . . . . . . . . 26
A.2 Identiﬁabilité des sources en SSA . . . . . . . . . . . . . . . 30
B Factorisation en matrices non-négatives . . . . . . . . . . . . . . . . 32
B.1 Choix du terme d'attache aux données . . . . . . . . . . . . 33
B.2 Algorithmes de NMF - Approches de descente par blocs . . 34
C Régularisations en NMF . . . . . . . . . . . . . . . . . . . . . . . . 39
C.1 A priori lisse . . . . . . . . . . . . . . . . . . . . . . . . . . . 39
C.2 A priori parcimonieux . . . . . . . . . . . . . . . . . . . . . 40
D Récapitulatif des algorithmes . . . . . . . . . . . . . . . . . . . . . . 43
E Critères de séparation . . . . . . . . . . . . . . . . . . . . . . . . . . 45
E.1 Calcul des critères de séparation . . . . . . . . . . . . . . . 45
E.2 Exemple de décomposition . . . . . . . . . . . . . . . . . . . 46
Le concept de parcimonie que nous avons décrit au chapitre précédent a gran-
dement bénéﬁcié au traitement de données spectrométriques, en particulier dans le
domaine de la séparation de sources en aveugle (SSA) qui fait l'object de ce cha-
pitre. Le développement de techniques de spectrométrie commme la spectrométrie
infrarouge, de masse et la résonance magnétique nucléaire a permis de caractériser
les entités physiques que sont les atomes et les molécules. Cette connaissance permet
d'analyser des matériaux ou ﬂuides ou ces entités apparaissent mélangées. Cepen-
dant, les signatures des composés du mélange ne sont pas nécessairement connues
à l'avance. L'ajout d'une dimension en plus de la dimension spectrale peut alors
permettre de les retrouver.
Le type de données obtenues, dites données multispectrales, apparait dans de
nombreux domaines. En astrophysique par exemple, l'instruments OMEGA du sa-
tellite Mars Express 1 a cartographié Mars sous plusieurs longueurs d'onde. Le cube
de données visible sur la ﬁgure III.1a a ainsi été collecté par ce satellite et corres-
pond à un empilement des images d'un même lieu de Mars, prises sous des longueurs
d'onde proches infrarouges, ajoutant une dimension spatiale au spectre infrarouge.
Certaines des images obtenues sont montrées sur la ﬁgure III.1b. On retrouve le
1. http://sci.esa.int/mars-express/, http://smsc.cnes.fr/MEX/Fr/
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(a) Cube de données. (b) Quelques coupes/observations.
Figure III.1  Données Mars Express (spectromètre OMEGA).
même type de situation avec des données de chromatographie en phase liquide-
spectrométrie de masse telles que celles de la ﬁgure III.2. Ces données sont consti-
tuées de spectres de masses mesurés à des temps diﬀérents en sortie d'une colonne
de rétention dans laquelle a été placée un liquide à analyser, ajoutant ainsi une
dimension temporelle.
Ce chapitre présente les techniques de séparation de sources en aveugle per-
mettant d'extraire l'information utile de ce type de données, et en particulier les
signatures des composés présents, que l'on appelle sources. Il détaille ensuite une
technique en particulier, la factorisation en matrices positives (Non-negative Matrix
Factorization, NMF) qui vise à prendre en compte que les composantes recherchées
sont positives. Nous verrons ainsi que cette technique peut être formulée de dif-
férentes manières, et que l'on peut inclure de l'information à propos des sources
recherchées via l'ajout d'un terme de régularisation approprié. La dernière section
de ce chapitre présente pour ﬁnir les outils nécessaires à l'évaluation des résultats
fournis par les algorithmes de SSA.
A Séparation de sources en aveugle
A.1 Modélisation des données
La séparation de sources en aveugle a pour but d'identiﬁer des signaux à partir
d'observations où ceux-ci sont mélangés. Chacune des observations de Mars Express
montrées ﬁgure III.1b dépend en eﬀet de la valeur à la longueur d'onde observée des
spectres des espèces chimiques qui sont présents à la surface de la planète, comme
l'eau et le CO2. Leurs spectres sont montrés respectivement ﬁgures III.3a et III.3b.
Ces deux espèces ayant des concentrations spatiales diﬀérentes, comme le montrent
les ﬁgures III.3c et III.3d, chaque pixel de l'image correspond à un mélange diﬀé-
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rent des composés. Ainsi, chaque observation est fonction des concentrations et des
spectres des composés présents. Retrouver les spectres et les concentrations asso-
ciées à partir des données peut alors être une source d'information importante sur
la composition du sol observé.
Les données LC/MS de la ﬁgure III.2 contiennent quant à elles de nombreuses
molécules appelées métabolites ayant chacune un spectre de masse spéciﬁque. Via
la séparation de sources en aveugle, on peut ainsi espérer retrouver ces spectres qui
sont initialement mélangés, et donc identiﬁer les constituants du ﬂuide analysé. La
ﬁgure III.4 montre deux des spectres de masse présents et les proﬁls temporels
correspondants. Le traitement des données LC/MS fait l'objet du chapitre VI.
Chacune des m observations (ﬁgure III.1b), mises sous forme de vecteurs lignes
Yi,· ∈ R1×n quelle que soit leurs dimensionalités initiales, est ainsi fonction des r
sources Sj,· ∈ R1×n (comme celles des ﬁgures III.3a et III.3b par exemple) sous
forme vectorielle également. Les propriétés physiques du système étudié permettent
souvent de simpliﬁer ces fonctions en les approximant par des applications linéaires.
L'hypothèse des mélanges linéaires instantanés considère ainsi que chaque obser-
vation est une combinaison linéaire des signaux recherchés. Étant donné que les
observations sont généralement bruitées et que le modèle est souvent imparfait, cela
peut être formulé ainsi :
Yi,· =
r∑
j=1
AijSj,· + Zi,· , ∀i ∈ {1, ..,m}, (III.1)
où les Aij sont les coeﬃcients de mélange, et les Zi,· permettent de prendre en
compte le bruit et les imperfections du modèle. Ce modèle de mélange peut être
réécrit de façon plus compacte sous la forme matricielle suivante :
Y = AS + Z, (III.2)
où les Yi,·, Sj,· et Zi,· sont respectivement les lignes de Y, S et Z ; et la matrice
de mélange A est constituée des proﬁls de mélanges A·,j ∈ Rm tels que ceux des
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Figure III.2  Données de chromatographie en phase liquide-spectrométrie de
masse (ﬁltrées à des ﬁns de visualisation)
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Figure III.3  Sources dans les données Mars Express (spectromètre OMEGA).
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Figure III.4  Composés du mélange LC/MS (signaux synthétiques).
ﬁgures III.3c et III.3d, mis sous forme de vecteurs colonnes. Dans le cas de la
séparation de sources en aveugle, à la fois A, S et Z sont inconnus. Si l'on considère
que Z est une matrice aléatoire Gaussienne dont les coeﬃcients sont indépendants
et identiquement distribués, l'estimation du maximum de vraisemblance est donnée
par :
argmin
A, S
1
2
‖Y −AS‖22. (III.3)
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Figure III.5  Séparation de sources en aveugle.
Le choix du nombre de sources r n'est pas trivial, et doit être estimé ou ﬁxé au
préalable en fonction des données. Par la suite, nous considérons le nombre de sources
comme connu. Les caractéristiques du modèle sont illustrés à la ﬁgure III.5. On
remarquera que ce problème ressemble fortement au problème d'apprentissage de
dictionnaire représenté ﬁgure II.8 en page 17. Ces deux problèmes sont en eﬀet
fortement liés [Cardoso & Donoho 1999] mais leurs ﬁnalités sont diﬀérentes. En
apprentissage de dictionnaire, la dimension intérieure de la factorisation p est choisie
plus grande que la longueur n des signaux, aﬁn de décomposer les signaux sur un
dictionnaire sur-complet. À l'inverse, celle r de la séparation de sources est plus faible
que n aﬁn de décomposer les observations en un faible nombre de sources. Souvent,
le nombre d'observations m est également grand devant le nombre r de sources
recherchées. Dans ce cas là, la SSA est une technique de réduction de dimension.
Le problème (III.3) présente une inﬁnité de solutions. Celles-ci peuvent être
explicitées à l'aide d'une décomposition en valeurs singulières (Singular Value De-
composition, SVD), qui permet d'écrire Y sous la forme :
Y = UDVT , (III.4)
où UUT = UTU = Im, VVT = VTV = In (matrices orthonormales), et D est
diagonale à coeﬃcients positifs ou nuls ordonnés de manière décroissante. À un
nombre de sources recherchées r donné et lorsque que Y n'a pas de valeurs propres
multiples, le théorème d'Eckart-Young stipule que la meilleure approximation de
rang r de Y au sens de la norme `2 est unique. Elle est alors donnée par la ma-
trice U·,1:rD1:r,1:rVT·,1:r, où la notation X·,1:r correspond à la matrice formée des
r premières colonnes de X. On peut ainsi prendre comme solution de (III.3) la
factorisation :
(A, S) = (U·,1:rD1:r,1:r, VT·,1:r), (III.5)
Cependant, cette factorisation n'est quant à elle pas unique, et le problème (III.3)
présente une inﬁnité de solutions équivalentes en considérant les matrices inversibles
P [Ho 2008]. En eﬀet, si (A, S) est une solution de (III.3), alors (AP−1, PS) l'est
aussi puisque l'on a toujours :
AS = AP−1PS. (III.6)
Deux types de matrices inversibles ont une importance particulière. En eﬀet, à
moins d'avoir des informations spéciﬁques à chaque source, le problème présentera
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toujours au moins les invariances suivantes du fait que l'on n'observe que le produit
AS :
(i) les permutations : si pi est une permutation, AS =
∑
i A·,iSi,· =∑
i A·,pi(i)Spi(i),· donc l'ordre des lignes de S et des colonnes de A peut être mo-
diﬁé de façon jointe pour obtenir une nouvelle solution.
(ii) les changements d'échelle : si ∆ ∈ Rr×r est une matrice diagonale à coef-
ﬁcients non nuls, AS = (A∆)(∆−1S), ainsi, si (A,S) est une solution de (III.8),
(A∆,∆−1S) l'est aussi.
A.2 Identiﬁabilité des sources en SSA
Même en faisant abstraction des deux indéterminations mentionnées ci-dessus,
le problème précédent présente toujours une inﬁnité de solutions qui ne sont pas
nécessairement intéressantes pour une application donnée. Il est alors courant d'uti-
liser des critères permettant d'identiﬁer les sources recherchées parmi les solutions
possibles. On dira ainsi que des sources sont identiﬁables si on peut les retrouver
à une permutation et un facteur près, qui sont les deux invariances présentées au
paragraphe précédent. Plusieurs branches de la SSA se sont développées en utili-
sant des informations diﬀérentes aﬁn d'identiﬁer les sources, comme l'indépendance
statistique, la parcimonie et la positivité des sources et des mélanges.
A.2.1 Analyse en composantes indépendantes
Souvent, les sources correspondent à des signaux ayant des origines diﬀérentes
et peuvent donc être considérées comme statistiquement indépendantes. La SVD
fournit des solutions qui sont décorrélées. L'analyse en composantes indépendantes
(ACI, [Jutten & Herault 1991], [Comon 1994]) va plus loin et vise donc à rechercher
des sources statistiquement indépendantes. À partir de la solution blanchie de la
SVD S = VT·,1:r, la plupart des algorithmes d'ACI cherchent à trouver une trans-
formation P de l'espace des rotations {P ∈ Rr×r, PPT = PTP = Ir} qui rende
les lignes de PS aussi indépendantes que possible selon un critère donné (voir [Lee
et al. 2000] pour plus de détails sur ces critères et leurs liens). Parmi les exemples les
plus connus d'implémentation, on trouve Jade [Cardoso 1999] dont le critère consiste
à diagonaliser la matrice des cumulants d'ordre 4, et FastICA [Hyvärinen 1999,Hyvä-
rinen et al. 2001] qui tend à minimiser l'information mutuelle des sources obtenues.
Si les proﬁls de mélange forment une famille libre et qu'au plus une des sources
est Gaussienne, l'ACI permet l'identiﬁabilité des sources recherchées [Eriksson &
Koivunen 2004]. La présence de bruit dans les données peut cependant rapidement
compliquer cette identiﬁcation [Davies 2004]. Parmi les nombreuses applications pos-
sibles, on pourra citer entre autres l'étude des données Mars Express de la ﬁgure
III.1a [Moussaoui et al. 2008].
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A.2.2 SSA de sources parcimonieuses
Les sources à rechercher ne sont cependant pas nécessairement décorrélées. La
parcimonie peut servir de mesure de contraste entre les sources et permettre de les
séparer [Zibulevsky & Pearlmutter 2001], en apportant une information structurelle
au lieu de l'hypothèse d'indépendance. Elle peut aussi s'appliquer à une très grande
variété de signaux comme nous l'avons vu au chapitre précédent. Ce type d'approche
a par exemple été testée sur des signaux provenant d'électro-encéphalogrammes [Li
et al. 2003], et est bien adaptée à la séparation de sources sous déterminées (cas
m < r) [Georgiev et al. 2005,Georgiev et al. 2007].
Dans [Bobin et al. 2007] et [Bobin et al. 2008], Bobin et al. introduisent l'hy-
pothèse de diversité morphologique. Celle-ci stipule qu'il existe un seuil au dessus
duquel les diﬀérentes sources ont des supports disjoints dans l'espace qui les rend
parcimonieuses. L'exploitation des supports disjoints a souvent été utilisée en sépa-
ration de sources, notamment dans le cas sous-déterminé [Rivet et al. 2007]. L'hy-
pothèse de diversité morphologique est néanmoins plus souple, ne nécessitant pas la
connaissance préalable des supports et autorisant de faibles corrélations. Les sources
peuvent alors être identiﬁées en recherchant leurs quelques grands coeﬃcients. Dans
la pratique, cette hypothèse semble très souvent respectée pour des signaux parcimo-
nieux, et cette approche obtient d'excellents résultats et se montre robuste au bruit.
Elle a également été utilisée sur les données Mars Express [Moudden & Bobin 2011].
A.2.3 Factorisation en matrices positives
Dans de nombreuses applications, nous savons de plus que les sources et les
mélanges sont à valeurs positives. La factorisation en matrices positives ("positive
matrix factorization" [Paatero & Tapper 1994] ou plus couramment "non-negative
matrix factorization", NMF [Lee & Seung 1999]) vise ainsi à rechercher des ma-
trices de sources S et de mélange A dont tous les coeﬃcients sont positifs. Lee &
Seung mirent l'accent sur l'importance de la positivité qui permet d'obtenir une
représentation "par morceaux" des données. Dans [Donoho & Stodden 2003], Do-
noho & Stodden expliquent que le problème de NMF peut être vu géométriquement
comme la recherche d'un cône simplicial qui contiendrait l'ensemble des données et
serait lui-même contenu dans l'orthant positif (l'ensemble des points à coeﬃcients
positifs ou nuls). Le cône simplicial d'une famille (si) de vecteur est donné par
C = {x = ∑i aisi, ai ∈ R+}. Ils proposent en particulier l'hypothèse de séparabi-
lité, ou de dominance locale, qui stipule que l'on peut trouver les sources parmi les
observations (c'est-à-dire que chacune des sources soit observée au moins une fois de
façon "pure") et/ou que l'on retrouve les directions de mélange parmi les colonnes
de Y. Cette hypothèse fait parmi des conditions permettant de montrer l'unicité du
cône simplicial recherché, et par là même de la décomposition.
Dans la suite de cette thèse nous nous intéressons particulièrement à la factorisa-
tion en matrices positives, qui est par exemple bien adaptée au traitement des don-
nées d'imagerie hyperspectrale [Ma et al. 2014] dont encore une fois celles de Mars
Express [Moussaoui et al. 2008], de résonnance magnétique nucléaire (RMN, [Snyder
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et al. 2008,Toumi et al. 2013]) ou de LC/MS [Dubroca et al. 2012,Ouedraogo 2012].
En eﬀet, dans ce dernier cas, les spectres de masse des composés physiques sont
nécessairement positifs, et les mélanges observés en LC/MS sont dus à des concen-
trations, qui sont positives également. Les hypothèses d'identiﬁabilité proposées
dans [Donoho & Stodden 2003] ne sont cependant pas toujours vériﬁées en pra-
tique. Nous verrons dans la suite de ce chapitre qu'il est possible de combiner cette
approche de séparation de sources en aveugle avec celles utilisant l'indépendance ou
la parcimonie que nous avons exposées précédemment, permettant ainsi d'améliorer
les chances de retrouver une factorisation pertinente. La section qui suit détaille les
principales démarches utilisées pour eﬀectuer la NMF d'une matrice.
B Factorisation en matrices non-négatives
L'hypothèse de positivité des sources et des mélanges apparait naturellement
dans beaucoup d'autres applications que la LC/MS, comme la fouille de texte [Berry
& Browne 2005], le clustering [Kim & Park 2008], le traitement de signaux audio
[Févotte et al. 2009], les données de résonance magnétique nucléaire (RMN) [Toumi
et al. 2013] ou l'imagerie hyperspectrale [Jia & Qian 2009]. Les données Mars Express
précédente (ﬁgure III.1) en sont ainsi un nouvel exemple. La résolution du problème
de NMF est cependant très complexe puisqu'elle est NP-diﬃcile [Vavasis 2009].
Plusieurs démarches ont été envisagées pour tenter de le résoudre.
Ainsi, la première démarche consiste à se servir de la géométrie du problème
[Babaie-Zadeh et al. 2004]. Pour la plupart, les algorithmes qui en découlent trouvent
leur justiﬁcation dans le travail de Donoho & Stoden [Donoho & Stodden 2003] et
ainsi visent à rechercher des observations ou mélanges "purs", c'est-à-dire à trouver
les rayons extrêmes du cône simplicial contenant les données [Chan et al. 2008,Arora
et al. 2012,Bittorf et al. 2012,Recht et al. 2012, Liu & Aeron 2013,Gillis & Vava-
sis 2014]. Ces approches ont l'avantage de pouvoir être adaptée à des données de
grandes dimensions (cf. [Liu & Aeron 2013,Gillis & Vavasis 2014] par exemple). Ils
sont cependant tributaires du fait que chaque source doit apparaitre de manière pure
dans les données et prennent diﬃcilement en compte l'inﬂuence du bruit. D'autres
approches géométrique relâche la condition de séparabilité en cherchant par exemple
le cône de volume minimum [Ouedraogo et al. 2012], mais ces approches sont égale-
ment sensibles au bruit.
La démarche de l'ACI peut aussi être adaptée au cas de sources et de mélanges
positifs [Plumbley & Oja 2004,Raj et al. 2010]. Celle-ci vise ainsi à rechercher des
sources positives qui soient également indépendantes. Ces approches partagent ce-
pendant les mêmes faiblesses que l'ACI, c'est-à-dire la diﬃculté de la gestion du
bruit, et un modèle qui n'est pas nécessairement vériﬁé en pratique. Les méthodes
de type MCMC peuvent également être utilisées aﬁn de rechercher les sources et
les directions de mélange à l'aide de modèles bayésiens sur A et S [Moussaoui
et al. 2006,Schmidt et al. 2009]
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Figure III.6  Exemples de divergences, avec y = 1.
Une dernier type de démarche vise à formuler la NMF comme un problème
inverse en A et S et à le résoudre via des algorithmes d'optimisation. Le problème
de factorisation en matrices positives prend en eﬀet la forme suivante :
argmin
A≥0, S≥0
D(Y||AS). (III.7)
où D(.||.) est une divergence qui mesure la diﬀérence entre les données Y et l'ap-
proximation AS que l'on en fait. Celle-ci a pour minimum 0 et l'atteint uniquement
pour Y = AS. L'avantage de cette approche est sa ﬂexibilité. En eﬀet, le terme d'at-
tache aux données D(Y||AS) peut tout d'abord être adapté au problème envisagé.
Il est également possible de rajouter des régularisations aﬁn de favoriser les sources
présentant des caractéristiques recherchées. Cette démarche est donc la plus adap-
tée à l'utilisation d'a priori parcimonieux sous des formes variées et c'est donc celle
que nous choisirons d'utiliser dans les prochains chapitres. Les sections suivantes
portent ainsi sur les diﬀérents études envisageant la NMF sous cet aspect et pré-
sentent les diﬀérents termes d'attaches aux données, algorithmes, et régularisations
couramment utilisés.
B.1 Choix du terme d'attache aux données
Le choix de la divergence est déterminant autant pour son impact sur la modé-
lisation des observations que sur les algorithmes d'optimisation applicables pour la
minimisation de (III.7). Les divergences utilisées sont séparables, de telle sorte que
pour deux matrices Y et X, D(Y||X) = ∑ij d(Xij ||Yij). Plusieurs possibilités pour
d ont été étudiées en NMF et sont illustrées ﬁgure III.6 :
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Distance euclidienne (`2) : d(y||x) = (y − x)2.
La distance euclidienne, initialement proposée dans [Paatero & Tapper 1994] et
[Lee & Seung 2001], est le choix qui est le plus souvent considéré. Comme nous
l'avons vu dans le cas de la BSS, celui-ci apparait naturellement via le maximum de
vraisemblance quand les sources sont contaminées par du bruit Gaussien. En raison
de cette caractéristique ainsi que de la simplicité de la fonction quadratique, c'est
la divergence qui est la plus souvent utilisée [Hoyer 2002,Merritt & Zhang 2005,
Cichocki et al. 2007].
Kullback-Leibler (KL) : d(y||x) = y log( yx)− y + x.
La divergence de Kullback-Leibler est, à l'origine, utilisée pour quantiﬁer la simila-
rité entre des densités de probabilité. Elle a été proposée en NMF par Lee & Seung
dans leur premier article [Lee & Seung 1999] et réutilisée de nombreuses fois [Vir-
tanen 2007, Zdunek & Cichocki 2007c]. Cette divergence peut s'interpréter comme
un maximum de vraisemblance dans le cas d'une contamination par du bruit de
Poisson.
Itakura-Saito (IS) : d(y||x) = yx − log( yx)− 1.
La divergence d'Itakura-Saito est également très utilisée dans la communauté de
traitement de la parole car elle a la propriété d'être invariable par changement
d'échelle [Févotte et al. 2009]. Elle peut également être vue comme le maximum de
vraisemblance dans le cas d'une contamination par du bruit multiplicatif gamma.
Généralisation : Dans [Dhillon & Sra 2005], Dhilon et Sra introduisent des al-
gorithmes multiplicatifs s'appliquant à la NMF formulée avec les divergences de
Bregman. La distance euclidienne, la divergence de Kullback-Leibler et la diver-
gence d'Itakura-Saito en sont des cas particuliers. Plus généralement, Cichocki et
al. expliquent dans [Cichocki et al. 2006] qu'il est également possible d'utiliser les
divergences φ de Csiszár et les divergences α d'Amari, et montrent comment les
traiter à l'aide d'algorithmes multiplicatifs.
La suite de notre étude se concentre principalement sur une contamination par du
bruit Gaussien additif, et l'accent sera donc mis sur la formulation avec la distance
euclidienne :
argmin
A≥0, S≥0
‖Y −AS‖22. (III.8)
La distance euclidienne a également l'avantage d'être plus facile à manipuler, étant
simplement quadratique, et plus régulière que les autres divergences, ayant par
exemple l'avantage d'avoir un gradient Lipschitzien.
B.2 Algorithmes de NMF - Approches de descente par blocs
Une fois le problème formulé vient le choix des algorithmes de minimisation.
Ceux-ci utilisent les méthodes de descente par blocs [Sardy et al. 2000], qui alternent
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généralement entre des minimisations en A à S ﬁxé, et des minimisations en S à A
ﬁxé. En eﬀet, alors que le problème (III.7) est extrêmement compliqué à manipuler
en raison du produit AS qui le rend non-convexe, le sous-problème en A, qui s'écrit :
argmin
A≥0
‖Y −AS‖22, (III.9)
et le sous-problème équivalent en S :
argmin
S≥0
‖Y −AS‖22, (III.10)
sont tous les deux plus aisés à traiter car ils sont convexes. À chaque étape, on peut
cependant choisir de rechercher un minimum global de chacun de ces sous-problèmes
ou de ne chercher qu'à faire décroître la fonction de coût. On peut également choisir
de tenir compte des contraintes pendant les minimisations ou de ne les appliquer
que dans un deuxième temps à l'aide d'une projection. On distingue ainsi quatre
catégories d'algorithmes qui découlent de ces choix :
(i) globale-projetée : les sous-problèmes sont résolus de manière globale à
chaque itération sans considérer les contraintes, puis la solution est projetée sur
les contraintes.
(ii) partielle-contrainte : les sous-problèmes sous contraintes sont résolus de
manière partielle à chaque itération.
(iii) partielle-projetée : à chaque itération, les sous-problèmes sont résolus de
manière partielle sans considérer les contraintes, et le résultat est ensuite projeté
sur les contraintes.
(iv) globale-contrainte : les sous-problèmes sous contraintes sont résolus de ma-
nière globale à chaque itération.
Chacune de ces catégories est détaillée ci-dessous avec des exemples d'algorithmes.
B.2.1 Minimisation globale puis projection
Le premier algorithme proposé pour résoudre le problème de NMF est l'algo-
rithme des moindres carrés alternés (Alternating Least Square, ALS [Paatero &
Tapper 1994]). L'Algorithme III.1 résume les étapes de cette minimisation, avec
la notation [x]+ = max(x, 0) pour la projection sur l'orthant positif.
Aux étapes 3 et 4, cet algorithme résout de manière exacte chaque sous-problème
formulé avec la distance euclidienne sans tenir compte de la contrainte de positivité,
via un moindre carré, puis projette la solution obtenue aﬁn de la rendre à nouveau
positive via l'opérateur [ · ]+. ALS est très utilisé en raison de sa facilité d'implé-
mentation et de son eﬃcacité à faire décroître la fonction de coût. Cet algorithme
ne converge cependant pas nécessairement.
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Algorithme III.1 : ALS
Paramètre(s) d'entrée : Y
1: initialiser A(0), S(0), k = 0.
2: tant que (non-convergé) faire
3: A(k+1) =
[
YS(k)T
(
S(k)S(k)T
)−1]
+
4: S(k+1) =
[(
A(k+1)TA(k+1)
)−1
A(k+1)TY
]
+
5: k = k + 1
6: renvoyer A(k), S(k)
B.2.2 Minimisation partielle sous contraintes
Lee & Seung furent les premiers à concevoir un algorithme convergeant pour la
résolution de la NMF, en proposant de mettre à jour A et S via une descente de gra-
dient pondérée [Lee & Seung 1999,Lee & Seung 2001]. Les poids choisis permettent
de s'assurer que les étapes de descente de gradient ne font pas augmenter la fonction
de coût (III.7) tout en faisant en sorte de garder les coeﬃcients de A et S positifs,
puisque la mise-à-jour peut s'exprimer comme le produit terme-à-terme de matrices
positives. En utilisant les notations  pour la multiplication terme-à-terme de ma-
trices et  leur division terme-à-terme, l'algorithme de mise-à-jour multiplicative
est donné par l'Algorithme III.2 dans le cas d'une divergence euclidienne.
Algorithme III.2 : Mise-à-jour multiplicative (`2)
Paramètre(s) d'entrée : Y ≥ 0
1: initialiser A(0) ≥ 0, S(0) ≥ 0, k = 0.
2: tant que (non-convergé) faire
3: A(k+1) = A(k)  (YS(k)T ) (A(k)S(k)S(k)T )
4: S(k+1) = S(k)  (A(k+1)TY) (A(k+1)TA(k+1)S(k))
5: k = k + 1
6: renvoyer A(k), S(k)
L'algorithme de mise-à-jour multiplicative est généralement considéré comme un
standard en NMF autant pour son aspect historique que pour sa facilité d'utilisa-
tion, étant donné qu'il converge sans avoir besoin de régler le moindre paramètre. Cet
algorithme est cependant considéré comme lent même s'il peut être accéléré [Gonza-
lez & Zhang 2005]. Enﬁn, un problème soulevé dans de nombreux articles est que le
point limite de cet algorithme n'est pas nécessairement un point stationnaire [Gon-
zalez & Zhang 2005,Berry et al. 2007,Lin 2007a]. Cette stationnarité est pourtant
recherchée car elle est une condition nécessaire à l'obtention d'un minimum local,
et donc d'autant plus pour l'obtention d'un minimum global.
On retrouve également dans cette catégorie beaucoup d'algorithmes utilisant une
divergence comme celles d'Itakura-Saito ou de Kullback-Leibler. Ces divergences
sont plus diﬃciles à manipuler que la distance euclidienne. Les algorithmes de mise-
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à-jour multiplicative, qui ne nécessitent pas de paramètres, sont alors particulière-
ment bien adaptés [Dhillon & Sra 2005,Cichocki et al. 2006]. Ainsi, l'Algorithme
III.3 montre le cas de la mise-à-jour multiplicative pour la divergence de Kullback-
Leibler tel que proposé dans [Lee & Seung 2001]. Dans ce dernier algorithme, le
trait de division est utilisé de manière équivalente à la division terme à terme 
aﬁn de simpliﬁer l'écriture, et la matrice 1mn est la matrice de taille m × n dont
tous les coeﬃcients ont pour valeur 1. Des approches de majoration-minimisation
sont également utilisées pour gérer ce type de divergences [Févotte 2011, Essid &
Fevotte 2013]. Celle-ci vise à majorer localement la fonction de coût par une fonction
plus simple, que l'on peut ensuite minimiser sous contraintes.
Algorithme III.3 : Mise-à-jour multiplicative (KL)
Paramètre(s) d'entrée : Y ≥ 0
1: initialiser A(0) ≥ 0, S(0) ≥ 0, k = 0.
2: tant que (non-convergé) faire
3: A(k+1) = A(k) 
(
Y
A(k)S(k)
S(k)T
)
 (1mnS(k)T )
4: S(k+1) = S(k) 
(
A(k+1)T Y
A(k+1)S(k)
)
 (A(k+1)T1mn)
5: k = k + 1
6: renvoyer A(k), S(k)
On peut ﬁnalement trouver dans cette catégorie les algorithmes de point intérieur
comme celui de [Merritt & Zhang 2005]. Chaque étape de cet algorithme est une
étape de descente de gradient dont le pas est choisi aﬁn de conserver la positivité
du point courant.
B.2.3 Minimisation partielle puis projection
Dans la catégorie précédente, chaque étape de descente restait dans le domaine
positif. Dans cette nouvelle catégorie, on retrouve les algorithmes utilisant une étape
de minimisation partielle en A ou S sans considérer la contrainte de positivité,
suivie d'une projection sur l'espace des matrices à coeﬃcients positifs. Dans [Chu
et al. 2004] et [Xu 2011], la minimisation partielle s'eﬀectue via une étape de des-
cente de gradient. Chaque mise-à-jour correspond ainsi à une étape de gradient
projeté. Comme pour les autres catégories d'algorithmes de NMF, ces mises-à-jour
sont alternativement eﬀectuées en A et S, comme indiqué dans l'Algorithme III.4.
Dans [Zdunek & Cichocki 2007c], les auteurs proposent une méthode du second
ordre, utilisant la matrice Hessienne du terme d'attache aux données, aﬁn d'obtenir
une minimisation plus rapide. Ils projettent ensuite également sur la contrainte de
positivité dans un deuxième temps.
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Algorithme III.4 : NMF par gradient projeté
Paramètre(s) d'entrée : Y
1: initialiser A(0), S(0), k = 0.
2: tant que (non-convergé) faire
3: choisir le pas γ(k)A
4: A(k+1) =
[
A(k) − γ(k)A (AS−Y) S(k)T
]
+
5: choisir le pas γ(k)S
6: S(k+1) =
[
S(k) − γ(k)S A(k)T (AS−Y)
]
+
7: k = k + 1
8: renvoyer A(k), S(k)
B.2.4 Minimisation globale sous contraintes
Pour ﬁnir, il est possible de résoudre exactement chaque sous-problème contraint,
sur le modèle de l'Algorithme III.5.
Algorithme III.5 : Minimisation exacte sous contraintes
Paramètre(s) d'entrée : Y
1: initialiser A(0), S(0), k = 0.
2: tant que (non-convergé) faire
3: A(k+1) = argmin
A≥0
D(Y||AS(k))
4: S(k+1) = argmin
S≥0
D(Y||A(k+1)S)
5: k = k + 1
6: renvoyer A(k), S(k)
Dans [Lin 2007b] par exemple, Lin utilise l'algorithme du gradient projeté
pour résoudre chaque sous-problème. Cela est équivalent à l'utilisation de l'algo-
rithme forward-backward (voir section II-C.3.1, page 20), comme montré dans [Tan-
don & Sra 2010]. En pratique, ces algorithmes consistent à répéter l'étape 4 de
l'Algorithme III.4 jusqu'à convergence vers le minimum du sous-problème en A,
puis de même avec l'étape 6 pour la mise-à-jour de S, et ainsi de suite. Guan et
al. proposèrent ensuite d'utiliser des méthodes du premier-ordre plus rapide [Guan
et al. 2012] en s'inspirant de [Nesterov 2013] et équivalente à l'utilisation de FISTA
[Beck & Teboulle 2009] pour la résolution des sous-problèmes.
Les algorithmes ci-dessus nécessitent l'utilisation de sous-routines pour résoudre
les sous-problèmes. Dans l'algorithme d'ALS hiérarchique (Hierarchical ALS, HALS
[Cichocki et al. 2007,Cichocki et al. 2009]) les auteurs ont proposé d'utiliser des blocs
diﬀérents pour la descente par bloc. Ainsi, au lieu de mettre à jour A entièrement
et S entièrement, les colonnes de A et les lignes de S sont mises à jour une à une.
Chacun des sous-problèmes sous contraintes de positivité obtenu a alors une solu-
tion explicite très simple à calculer via un produit matrice-vecteur comme indiqué
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dans l'Algorithme III.6. Cette mise-à-jour est ainsi signiﬁcativement plus rapide
comparée aux multiples produits matrice-matrice nécessaires avec des approches de
gradient itéré par exemple.
Algorithme III.6 : HALS
Paramètre(s) d'entrée : Y
1: initialiser A(0), S(0), k = 0.
2: tant que (non-convergé) faire
3: R = Y −A(k)S(k) %calcul du résidu
4: Pour s allant de 1 à r faire
5: R = R + A
(k)
·,s S
(k)
s,· %résidu sans la source s
6: A
(k+1)
·,s = 1
S
(k)
s,· S
(k)T
s,·
[
RS
(k)T
s,·
]
+
7: S
(k+1)
s,· = 1
A
(k+1)T
·,s A
(k+1)
·,s
[
A
(k+1)T
·,s R
]
+
8: R = R−A(k+1)·,s S(k+1)s,· %mise-à-jour du résidu
9: k = k + 1
10: renvoyer A(k), S(k)
C Régularisations en NMF
Les solutions obtenues par les algorithmes de minimisation présentés ci-dessus
ne correspondent cependant pas nécessairement aux solutions attendues pour une
application donnée. En eﬀet, le problème de problème (III.8) étant non-convexe, il
peut présenter un grand nombre de points stationnaires qui peuvent avoir des inté-
rêts variés. Étant de plus NP-diﬃcile [Vavasis 2009], trouver une solution optimale
se révèle souvent hors de portée. Donoho et Stodden [Donoho & Stodden 2003] n'ont
ainsi prouvé l'identiﬁabilité des sources que dans le cas où celles-ci apparaissent de
manière pure, ce qui n'est pas toujours le cas. L'ajout de contraintes additionnelles
peut alors encore une fois être bénéﬁque aﬁn de retrouver les sources recherchées.
Dans cette section, nous présentons les diﬀérentes régularisations généralement utili-
sées en plus de la contrainte de positivité dans des algorithmes de NMF, notamment
les régularisations lisses et parcimonieuses.
C.1 A priori lisse
Certains algorithmes de NMF cherchent à favoriser l'estimation de sources lisses
via une régularisation appropriée. De telles régularisations peuvent être bénéﬁques
pour la recherche de sources comme le spectre infrarouge de l'eau à la ﬁgure III.3a. À
l'inverse, elles ne ne sont pas appropriée pour les signaux comportant des singularités
tels comme les pics des sources de LC/MS de la ﬁgure III.4 ou les discontinuités
du spectre infrarouge du CO2 ﬁgure III.3b.
Dans [Zdunek & Cichocki 2007b] et [Zdunek & Cichocki 2007a], Zdunek & Ci-
chocki ajoutent ainsi au problème (III.8) un terme de lissage correspondant à une
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fonction potentiel :
argmin
A≥0, S≥0
‖Y −AS‖22 + αUδ(S), (III.11)
où Uδ est par exemple déﬁnie comme la fonction de potentiel de Green :
Uδ(S) = δ
r∑
i=1
n∑
j=2
log
(
cosh
(
Si,j − Si,j−1
δ
))
. (III.12)
En pénalisant les grandes diﬀérences entre la valeur d'un coeﬃcient et celle de ses
voisins, cette régularisation privilégie ainsi bien la recherche de sources lisses. Dans
cet algorithme, la minimisation est eﬀectuée en utilisant des mises-à-jour multipli-
catives. Ajuster les paramètres δ et α peut cependant se révéler fastidieux. Le code
implémentant cet algorithme est disponible en ligne 2.
Les diﬀérences quadratiques peuvent aussi être utilisées comme terme de lissage :
argmin
A≥0, S≥0
D(Y||AS) + α
n∑
j=2
‖S·,j − S·,j−1‖22. (III.13)
Dans [Virtanen 2007] et [Essid & Fevotte 2013], les auteurs étudient ce type de
régularisation avec une divergence de Kullback-Leibler.
Des visions plus orientées statistiques sont également proposées. Févotte modé-
lise par exemple les signaux avec des chaînes de Markov et en dérive la régularisation
correspondante [Févotte 2011] ; et Wilson et al. utilisent une phase d'apprentissage
pour calculer les paramètres d'un modèle Gaussien et en déduisent aussi une régu-
larisation [Wilson et al. 2008].
C.2 A priori parcimonieux
Dans beaucoup d'applications, la parcimonie apparait naturellement au côté de
la positivité, comme par exemple en résonnance magnétique nucléaire ou en spec-
trométrie de masse, où les sources sont très piquées comme le montre la ﬁgure III.4.
De récents travaux ont souligné le fait que cette connaissance pouvait se révéler utile
dans le but d'obtenir des factorisations plus pertinentes [Kim & Park 2008,Eggert
& Körner 2004,Hoyer 2002]. Cette observation est confortée par le fait que la parci-
monie facilite déjà l'identiﬁabilité des sources en SSA. Celle-ci a été utilisée en NMF
via l'ajout de plusieurs types de régularisations.
Régularisation `1 : La formulation la plus directe consiste à rajouter une régu-
larisation `1, comme nous l'avons vu au chapitre précédent :
argmin
A≥0, S≥0
‖Y −AS‖22 + λ‖S‖1 (III.14)
Aﬁn de traiter les sous-problèmes comme la minimisation d'une fonction diﬀéren-
tiable sous contraintes de positivité, la régularisation `1 peut ici être remplacée
2. http://www.bsp.brain.riken.jp/ICALAB/nmflab.html
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de façon équivalente par λ
∑
i,j Sij car tous les coeﬃcients de S sont positifs. Ce
type d'a priori parcimonieux est parfaitement adapté pour les sources du type des
spectres de LC/MS (ﬁgure III.4), mais ne serait cependant pas adéquates pour des
sources comme celles des spectres infrarouges de la ﬁgure III.3 qui ne sont pas du
tout parcimonieux dans l'espace direct.
Ce type de régularisation a par exemple été utilisé par Hoyer dans [Hoyer 2002]
avec un algorithme de gradient projeté, et dans [Cichocki & Zdunek 2007] avec un
algorithme de type ALS. Il est aussi envisagé dans [Guan et al. 2012].
Une version parcimonieuse d'HALS existe également [Cichocki et al. 2007, Ci-
chocki et al. 2009], visant à résoudre le problème avec une régularisation `1. Les
mises-à-jour reste également explicites dans ce cas. Dans une implémentation ré-
cente d'HALS [Gillis & Glineur 2012, Gillis 2012] 3, le paramètre λ est géré auto-
matiquement aﬁn d'obtenir un niveau de parcimonie donné. Ce niveau est déﬁni
comme la proportion du nombre de coeﬃcients dont la valeur est plus faible que
10−6 fois la valeur du plus grand coeﬃcient. Il n'est cependant généralement pas
connu à l'avance.
Ratio de parcimonie : Dans [Hoyer 2004], Hoyer utilise une approche diﬀérente
en imposant un certain ratio de parcimonie (RdP) aux sources. Pour un vecteur
x ∈ Rn, il déﬁnit ce ratio de la manière suivante :
RdP(x) =
√
n− ‖x‖1‖x‖2√
n− 1 . (III.15)
Cette fonction, qui utilise le fait que les normes `1 privilégie la parcimonie contrai-
rement à la norme `2, prend la valeur 1 quand x est parfaitement parcimonieux (un
seul coeﬃcient non nul), et 0 quand il ne l'est pas du tout (tous les coeﬃcients iden-
tiques et non nuls). L'idée de cet algorithme est de contraindre le RdP de chaque
source et/ou de chaque mélange à un niveau donné :
argmin
A≥0, S≥0
‖Y −AS‖22,
RdP(A·,t) = λA, ∀t ∈ {1, ..., r} (optionnel),
RdP(St,·) = λS , ∀t ∈ {1, ..., r} (optionnel).
(III.16)
Étant donné que le ratio peut être adapté aux sources, il est capable de gérer dif-
férentes morphologies, mais la contrainte n'est vraiment contraignante que quand
les données sont parcimonieuses, et n'apportera pas beaucoup d'informations le cas
échéant.
La recherche d'un minimum de ce problème est eﬀectuée en utilisant un gradient
projeté suivi d'une projection sur la contrainte de parcimonie si celle-ci est active, ou
avec une mise-à-jour multiplicative si la contrainte n'est pas active. Ainsi, il se place
dans le cas des algorithmes eﬀectuant une minimisation locale suivie d'une projection
3. https://sites.google.com/site/nicolasgillis/code
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(paragraphe B.2.2). Comme pour le niveau de parcimonie présenté précédemment,
le ratio de parcimonie que l'on attend des sources n'est cependant généralement
pas connu à l'avance. De plus, imposer une contrainte dure du RdP peut rendre
la solution très dépendante du choix des paramètres de parcimonie λA et λS . Une
implémentation de cet algorithme est disponible en ligne 4.
Régularisation `2,1 : Dans [Kim & Park 2008], Kim & Park ont proposé de
formuler le problème de NMF comme suit :
argmin
A≥0, S≥0
‖Y −AS‖22 + η‖A‖22 + β
n∑
t=1
‖S·,t‖21. (III.17)
Dans cette équation, la régularisation
∑n
t=1 ‖S·,t‖21 impose un certain type de par-
cimonie qui privilégie les solutions où une source domine les autres à chaque échan-
tillon. À la diﬀérence des régularisations précédentes, elle n'impose donc pas une
parcimonie intrinsèque à chaque source, mais plutôt une parcimonie inter-sources.
Ainsi, cet a priori peut aider à rechercher un ensemble de sources telles que celles de
la ﬁgure III.4, qui ne présentent pas ou très peu de grands coeﬃcients en commun.
Comme les autres a priori parcimonieux, il ne serait cependant pas adéquat pour
les spectres infrarouges de la ﬁgure III.3 puisque ceux-ci partagent de nombreux
coeﬃcients non nuls.
La régularisation `2 sur A dans III.17 permet d'équilibrer le problème. En eﬀet,
la régularisation de S tend à faire décroître sa norme, ce qui peut mener à la solution
dégénérée S = 0 et A = ∞ en raison de l'invariance par échelle. Nous reviendrons
sur cette considération en section IV-B.4 et IV-B.5. Kim & Park ont utilisé une
méthode de type "active-set" aﬁn de résoudre le problème. Cette technique peut
minimiser exactement chacun des sous-problèmes contraints et rentre donc dans la
catégorie des algorithmes de minimisation globale-contrainte basés sur le modèle
de l'Algorithme III.5. Il n'y a cependant pas de manière simple de régler les
paramètres η et β. Les auteurs fournissent une implémentation sur leur site web 5.
Dans [Zdunek & Cichocki 2007c], Zdunek & Cichocki utilisent une régularisation
similaire pour le terme S mais avec un paramètre β qui décroit au fur et à mesure
des itérations aﬁn d'être plus robuste aux minima locaux et points stationnaires. Il
ne résout cependant pas exactement les sous-problèmes et se trouve donc dans la
catégorie partielle-projetée des algorithmes (section B.2.3).
D'autres normes composites peuvent également être utilisées. Dans [Tandon &
Sra 2010], les auteurs en recensent plusieurs, dont la norme composite `1,2 par
exemple.
Domaine transformé : Une régularisation parcimonieuse dans un espace trans-
formé permet de gérer aussi bien la source très lisse de la ﬁgure III.3a que le spectre
4. http://www.cs.helsinki.fi/u/phoyer/software.html
5. http://www.cc.gatech.edu/~hpark/nmfsoftware.php
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de la ﬁgure III.3b qui présente de fortes discontinuités, à l'aide de transformées en
ondelettes par exemple. Les transformées en ondelettes étant multi-résolutions, elles
peuvent également être utile pour des sources parcimonieuses dans l'espace direct
comme celles de la ﬁgure III.4 mais un a priori parcimonieux dans l'espace direct
reste cependant plus adapté dans ce cas-là.
Il est cependant diﬃcile de gérer en même temps la positivité dans l'espace
direct et la parcimonie dans un autre espace. À notre connaissance, seul Jiang et
al. [Jiang & Yin 2012] proposent d'utiliser une telle régularisation en NMF, avec une
transformée orthonormale W. Pour ce faire, les auteurs résolvent le sous-problème
formulé en "basis pursuit" dans l'espace transformé Sw :
argmin
Sw
‖Sw‖1, ‖Y −ASwW‖2 ≤ ε (III.18)
Celui-ci est équivalent, dans le cas d'une transformé orthonormale, à la résolution
du Lagrangien :
argmin
S
‖Y −AS‖22 + λ‖SWT ‖1 (III.19)
Dans l'algorithme de Jiang et al., la contrainte de positivité n'est appliquée par
projection que dans un deuxième temps, ce qui fait que cet algorithme se rapproche
davantage de l'approche globale-projetée B.2.1.
D Récapitulatif des algorithmes
Le tableau III.7 de la page 44 récapitule les algorithmes de descente par blocs
présentés ci-dessus, en identiﬁant :
(i) l'approche utilisée parmi les quatre recensées en B.2, en mentionnant si la
minimisation est globale (le cas échéant elle est partielle), et si elle est eﬀectuée sous
contraintes (le cas échéant elle est appliquée par projection).
(ii) la méthode utilisée parmi celles décrites précédemment, comme les mise-à-
jour multiplicatives ou la descente de gradient par exemple.
(iii) la divergence utilisée pour le terme d'attache aux données, parmi celle pré-
sentée en B.1.
(iv) les régularisations appliquées aux données, comme indiquées dans la section
C.
Cette classiﬁcation peut cependant être parfois arbitraire. En eﬀet, plusieurs versions
sont souvent proposées, et des méthodes diﬀérentes peuvent être utilisées pour les
mises-à-jour de A et pour la mise-à-jour de S. Nous noterons dans ce tableau les
versions mises particulièrement en avant dans les articles.
Les algorithmes proposés dans cette thèse sont également indiqués dans la der-
nière partie du tableau. Ces algorithmes visent à résoudre le problème de NMF
formulé avec un terme d'attache aux données quadratique. Ils incluent une régula-
risation parcimonieuse dans l'espace direct [Rapin et al. 2013a] ou dans un espace
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Figure III.7  Synthèse des principaux algorithmes de descente par blocs en
NMF.
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transformé potentiellement redondant, formulée aussi bien en analyse qu'en syn-
thèse [Rapin et al. 2014]. Ces algorithmes rentrent dans le cadre de la classe des
algorithmes de minimisation globale des sous-problèmes sous contraintes (globale-
contrainte, section B.2.4), chaque étape étant minimisée jusqu'au minimum global
sous contraintes, via l'utilisation d'algorithmes proximaux.
E Critères de séparation
La suite de cette thèse comprend de nombreuses expérimentations visant à com-
parer plusieurs de ces algorithmes de NMF entre eux. Des critères de qualité sont
alors nécessaires aﬁn d'évaluer les estimations qu'ils fournissent. Ainsi, dans [Zibu-
levsky & Pearlmutter 2001] par exemple, les auteurs ont pris pour critère ‖s−sˆ‖2‖s‖ où
s est la source estimée et sˆ la source recherchée. D'autres propositions sont abordées
dans [Schobben et al. 1999].
Nous choisissons ici d'utiliser les critères proposés par Vincent et al. [Vincent
et al. 2006] qui ont l'avantage d'être invariants par échelle et de fournir une descrip-
tion précise des types d'erreurs aﬀectant les estimations.
E.1 Calcul des critères de séparation
Aﬁn de calculer les critères proposés dans [Vincent et al. 2006], chacune des
sources estimées sestimation est d'abord décomposée en une somme de plusieurs com-
posantes :
sestimation = scible + sinterférences + sbruit + sartefacts.
Ces composantes sont obtenues via une suite de projections, et peuvent être inter-
prétées comme suit :
(i) scible est la projection de sestimation sur la source recherchée (vérité-terrain).
Autrement dit, c'est la seule part de la décomposition qui correspond à ce que l'on
souhaite retrouver. Les autres termes sont des résidus.
(ii) sinterférences correspond aux interférences dues aux autres sources.
(iii) sbruit est la partie de la reconstruction qui est due au bruit.
(iv) sartefacts correspond aux artefacts restants, qui ne peuvent être imputés ni
aux interférences ni au bruit.
À partir de cette décomposition, les auteurs ont créé des ratios d'énergie inva-
riants par échelle, aﬁn d'évaluer l'inﬂuence préjudiciable sur les résultats des inter-
férences (via un critère appelé SIR), du bruit (SNR), et des artefacts (SAR). Ils
ont aussi conçu un critère plus global appelé rapport signal sur distorsion (source
distortion ratio, SDR). Tous ces critères sont déﬁnis comme suit :
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SIR(sestimation) = 10 log10
( ‖scible‖22
‖sinterférences‖22
)
. (III.20)
SNR(sestimation) = 10 log10
(‖scible + sinterférences‖22
‖sbruit‖22
)
. (III.21)
SAR(sestimation) = 10 log10
(‖scible + sinterférences + sbruit‖22
‖sartefacts‖22
)
. (III.22)
SDR(sestimation) = 10 log10
( ‖scible‖22
‖sinterférences + sbruit + sartefacts‖22
)
. (III.23)
Le SIR augmente lorsque les interférences diminuent, le SNR quand le bruit dimi-
nue, et le SAR quand les artefacts diminuent. Le SDR augmente plus généralement
quand la qualité des reconstructions s'améliore, c'est-à-dire quand ces trois types de
contaminations diminuent. Ce dernier critère est utilisé de manière intensive dans
les chapitres qui suivent aﬁn d'évaluer les algorithmes, puisque il prend en compte
tous les aspects d'une bonne reconstruction (faibles interférences, faible bruit et peu
d'artefacts).
En pratique, en raison de l'invariance par permutation, la source scible n'est
cependant pas connue en avance pour chaque source estimée. Aﬁn de lever cette
indétermination, le SDR est calculé entre chacune des sources estimée et chacune
des sources de référence, et un algorithme du Hongrois permet d'aﬀecter les sources
estimées et les sources de référence une-à-une.
E.2 Exemple de décomposition
Aﬁn de mieux appréhender l'intérêt de cette décomposition, il est intéressant
d'en voir le résultat sur des images. Dans la suite de cette thèse, en section C, nous
nous attellerons à identiﬁer les sources de la ﬁgure III.8 à partir d'un mélange bruité
de celles-ci.
L'image III.9a est une des sources obtenue en résolvant le problème d'inversion
sous contraintes de positivité avec une régularisation parcimonieuse en ondelette.
Celle-ci représente l'image "cible" #1 de la ﬁgure III.8. Elle présente cependant
de fortes interférences provenant des autres images. Celles-ci sont extraites dans
le terme d'interférence sinterférences de la ﬁgure III.9b. Du bruit est également vi-
sible, et extrait dans la ﬁgure III.9c qui correspond à sbruit. Enﬁn la partie de
l'estimation qui n'est due ni à la source cible, ni aux interférences et ni au bruit
est rassemblée dans le terme sartefacts qui est visible ﬁgure III.9d. Ces artefacts,
particulièrement présents le long des contours, sont ici dus au biais induit par la
régularisation parcimonieuse en ondelettes. Les SDR, SIR, SNR et SAR sont fournis
dans les légendes des ﬁgures. Le facteur limitant la qualité de la reconstruction sont
ainsi les artefacts, étant donnés qu'ils représentent la source de contamination la
plus importante (critère le plus bas en dehors du SDR, qui est global). Les détails
de cette expérimentation sont fournis section C.
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source #1 source #2
source #3 source #4
Figure III.8  4 sources en dimension 2.
La ﬁgure III.10 représente le même type de visualisation mais pour une source
provenant d'une inversion sous contraintes de positivité sans parcimonie. Le SDR
de la source obtenue (ﬁgure III.10a) est identique à celui du résultat précédent.
La source est cependant très diﬀérente étant donnée que la principale source de
contamination est ici le bruit, alors que les termes d'interférences et d'artefacts
sont ici très faibles (SIR et SAR élevés). On voit ainsi qu'une même qualité de
reconstruction peut correspondre à des situations variées, que ces critères permettent
d'appréhender.
48 Chapitre III. État-de-l'art en NMF
(a) estimation
(SDR= 19, 5dB).
(b) interférences
(SIR= 24, 2dB).
(c) bruit
(SNR= 52, 0dB).
(d) artefacts
(SAR= 21, 4dB).
Figure III.9  Composantes de l'estimation de la source #1 (inversion sous
contraintes de positivité avec parcimonie en ondelettes, images renormalisées entre
0 et 1 pour la visualisation).
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(a) estimation
(SDR= 19, 5dB).
(b) interférences
(SIR= 52, 1dB).
(c) bruit
(SNR= 19, 5dB).
(d) artefacts
(SAR= 42, 5dB).
Figure III.10  Composantes de l'estimation de la source #1 (inversion sous
contraintes de positivité, images renormalisées entre 0 et 1 pour la visualisation).
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Ce chapitre présente un nouvel algorithme de NMF appelé non-negative Gene-
ralized Morphological Component Analysis (nGMCA). Cet algorithme s'inspire des
travaux [Bobin et al. 2007,Bobin et al. 2008] qui présentent une technique de SSA
parcimonieuse appelée Generalized Morphological Component Analysis (GMCA)
que nous avons vue au chapitre précédent (section III-A.2.2, page 31) et qui sera
détaillé dans la section A ci-dessous. Cette méthode ne permet cependant pas de
prendre en compte de manière rigoureuse l'a priori de positivité de la NMF, d'où
la nécessité de la modiﬁer et l'étendre à ce type de situation (section B). Pour ce
faire, nGMCA fera usage de méthodes proximales permettant la résolution exacte
des sous-problèmes sous contraintes (approche de la section B.2.4). Aussi, l'accent
sera mis sur la gestion du bruit additif à l'aide d'une gestion automatique de l'a
priori de parcimonie, ce qui n'a pas été proposé dans la littérature en NMF. Un
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ensemble d'expérimentations en section C permettent d'évaluer la robustesse des al-
gorithmes au bruit ainsi que l'inﬂuence du nombre de sources et du conditionnement
du problème.
A Une première adaptation de GMCA
A.1 Présentation de GMCA
GMCA s'inspire du travail pionnier de Zibulevsky et Pearlmutter [Zibulevsky &
Pearlmutter 2001] utilisant la parcimonie pour la séparation de sources en aveugle.
L'idée de GMCA est de séparer les sources à partir de leurs structures géométriques :
des sources séparables ayant des morphologies diﬀérentes ne partagent pas les mêmes
coeﬃcients signiﬁcatifs dans une représentation parcimonieuse bien choisie. Cela
signiﬁe que les plus grands coeﬃcients de chaque source ne sont pas les mêmes
dans cette représentation. Même si les supports des sources ne sont pas entièrement
disjoints, les supports des plus grands coeﬃcients le sont.
Le problème que GMCA vise à résoudre est le suivant :
argmin
A, Sw
1
2
‖Y −ASwW‖22 + ‖Λ2  Sw‖0. (IV.1)
Ce problème est donc formulé en synthèse et se décompose en deux termes : le
terme d'attache aux données f(A,Sw) = 12‖Y −ASwW‖22 et la régularisation des
sources g(Sw) = ‖Λ2Sw‖0. On considère ainsi ici un paramètre de parcimonie Λij
potentiellement diﬀérent pour chaque élément Sij , aﬁn de pouvoir l'adapter, en gé-
néral source par source. L'approche utilisée consiste à mettre à jour successivement
A et S en inversant le terme d'attache aux données, ce qui peut être fait de ma-
nière explicite, puis en appliquant la régularisation dans un deuxième temps pour
Sw. En ce sens, cet algorithme suit le même principe qu'ALS (catégorie globale-
projetée, section III-B.2.1, page 35). La régularisation est appliquée via du seuillage
dur HardΛ, qui est l'équivalent d'un opérateur proximal pour la pénalisation `0. Le
pseudo-code de GMCA est donné en tant qu'Algorithme IV.1.
Un point essentiel de cet algorithme est la gestion du seuil pour le seuillage dur.
Dans GMCA, au lieu de voir g comme une régularisation dont il est très diﬃcile
d'avoir une compréhension ﬁne d'un point de vue Bayésien, les auteurs ont choisi
de concentrer leurs eﬀorts sur le niveau de seuillage qu'il implique. On ne s'intéresse
donc pas vraiment à résoudre le problème (IV.1) avec un λ ﬁxé d'avance, mais
à trouver une solution ayant certaines caractéristiques. Dans les détails, ce seuil
décroit itération après itération. Le recuit simulé a déjà inspiré les décroissances de
régularisations `2 et `1,2 en NMF [Zdunek & Cichocki 2007c,Cichocki & Zdunek 2007]
mais les motivations derrière un seuil décroissant sont :
1. démélanger : en estimant dans un premier temps les directions de mélange uni-
quement à l'aide des plus grands coeﬃcients, qui sont les les plus susceptibles
de n'appartenir qu'à une unique source.
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Algorithme IV.1 : GMCA
Paramètre(s) d'entrée : Y, K
1: initialiser A(0)
2: Pour k ← 1,K faire
3: normaliser les colonnes de A(k−1)
4: Sw,all = (A
(k−1)TA(k−1))−1A(k−1)TYWT
5: choisir les seuils Λ(k) à partir de Sw,all
6: S
(k)
w ← HardΛ
(
(A(k)TA(k))−1A(k)TYWT
)
7: S(k) ← S(k−1)w W
8: A(k) ← YST (SST )−1
9: renvoyer A(K), S(K)
2. débruiter : en ne gardant pas les plus petits coeﬃcients, qui sont les plus
susceptibles de contenir du bruit.
3. être plus robuste aux minima locaux : ceux-ci sont déstabilisés lorsque le seuil
est modiﬁé.
Comme dans le recuit simulé cependant, le seuil décroit petit à petit aﬁn de faire
rentrer de nouveaux coeﬃcients et d'aﬃner la solution en gardant une continuité
des itérés [Hale et al. 2007]. Le seuil ﬁnal est choisi indépendamment pour chaque
sources d'index i à λi = τσσsourcei , où σ
source
i est un estimateur empirique de l'écart-
type du bruit sur cette source. En pratique, l'estimateur utilisé est l'écart médian
absolu (MAD) déﬁni comme :
MAD(x) = median(|x−median(x)|), (IV.2)
c'est-à-dire la médiane de l'écart absolu à la médiane. En eﬀet, il permet une esti-
mation robuste aux données aberrantes (outliers) de l'écart-type d'un bruit blanc
Gaussien via l'approximation σ(x) ≈ 1, 48 MAD(x).
τσ est généralement pris dans l'intervalle [1, 3] comme compromis entre un dé-
bruitage eﬃcace et une séparation correcte. En eﬀet, garder un seuil trop élevé ne
permet pas de retrouver les sources avec une grande précision. D'un autre côté, pour
un signal contaminé par du bruit Gaussien indépendant et identiquement distribué
ayant pour écart-type σ, seuiller à 3σ permet de rejeter les échantillons bruités avec
une probabilité de 0,99 comme nous l'avons déjà vu en section II-B.2 (page 14).
A.2 GMCA et positivité (nGMCAnaive)
Dans cette section, nous adaptons GMCA à la NMF en rajoutant une contrainte
de positivité. Dans ce chapitre, seule la parcimonie dans l'espace direct est considérée
aﬁn d'observer dans un premier temps l'inﬂuence de la gestion de la positivité. Cette
adaptation directe et naïve de GMCA sera ainsi nommée nGMCAnaive. Le problème
à résoudre est maintenant le suivant :
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Algorithme IV.2 : nGMCAnaive
Paramètre(s) d'entrée : Y, K
1: initialiser A(0)
2: Pour k ← 1,K faire
3: normaliser les colonnes de A(k−1)
4: Sall = (A
(k−1)TA(k−1))−1A(k−1)TY
5: choisir les seuils Λ(k) à partir de Sall
6: S(k) ← [HardΛ(k)(Sall)]+
7: A(k) ← [YS(k)T (S(k)S(k)T )−1]
+
8: renvoyer A(K), S(K)
argmin
A≥0, S≥0
1
2
‖AS−Y‖22 + ‖Λ2  S‖0. (IV.3)
Les seules diﬀérences avec l'équation (IV.1) sont ainsi l'ajout des contraintes de
positivité, et la suppression de la transformée W. Ce problème peut s'écrire de
façon équivalente en intégrant les contraintes dans la fonction de coût :
argmin
A, S
1
2
‖AS−Y‖22 + i·≥0(A) + ‖Λ2  S‖0 + i·≥0(S). (IV.4)
En suivant le raisonnement précédent, nGMCAnaive alterne entre une mise-à-jour
de A et une mise-à-jour de S. Chaque mise-à-jour s'eﬀectue en trouvant le minimum
de la fonction de coût via une inversion puis en projetant dans un deuxième temps
sur les contraintes grâce à un opérateur proximal. L'opérateur proximal de i·≥0
étant l'opérateur partie positive [ · ]+, cela donne l'Algorithme IV.2, qui diﬀère
uniquement de l'Algorithme IV.1 par la suppression de la transformée W et l'ajout
de la projection sur l'orthant positif [ · ]+ pour A et S.
nGMCAnaive souﬀre de deux faiblesses inhérentes à GMCA. La première est
le fait que les sous-problèmes à résoudre ne sont pas convexes. En eﬀet, le terme
‖Λ2  S‖0 n'est pas convexe, comme expliqué au chapitre II. Cela peut ampliﬁer
les risques de tomber dans des minima locaux dans le problème global qui n'était
déjà pas convexe. La seconde est que la fonction de coût et les régularisations sont
prises en compte de manières indépendantes, ce qui ne garantit pas dans ce cas
la convergence de l'algorithme. La section suivante propose des modiﬁcations aﬁn
d'outrepasser ces faiblesses.
B Conception de nGMCA
Dans cette partie, nous proposons de résoudre exactement les sous-problèmes
convexiﬁés en utilisant des algorithmes proximaux, et s'inscrivant ainsi dans le cadre
des algorithmes de la catégorie globale-contrainte présentée en section III-B.2.4 (page
38).
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Algorithme IV.3 : nGMCA
Paramètre(s) d'entrée : Y, K
1: initialiser A(0), S(0) et Λ(1)
2: Pour k ← 1,K faire
3: normaliser les colonnes de A(k−1)
4: S(k) ← argmin
S≥0
1
2‖Y −A(k−1)S‖22 + ‖Λ(k)  S‖1
5: normaliser les lignes de S(k)
6: A(k) ← argmin
A≥0
1
2‖Y −AS(k)‖22
7: choisir Λ(k+1) ≤ Λ(k)
8: renvoyer A(K), S(K)
B.1 Formulation et résolution
Aﬁn d'aboutir à des sous-problèmes convexes, il est nécessaire de convertir la
régularisation `0 en régularisation `1 qui est son pendant convexe (cf. chapitre II).
Le problème global est donc maintenant le suivant :
argmin
A≥0, S≥0
1
2
‖AS−Y‖22 + ‖Λ S‖1. (IV.5)
Le sous-problème en S à A ﬁxé s'écrit ainsi directement :
argmin
S≥0
1
2
‖AS−Y‖22 + ‖Λ S‖1. (IV.6)
Ce problème est convexe et peut être résolu eﬃcacement grâce à une approche
proximale. En eﬀet, il peut se mettre sous la forme :
argmin
S
f(S) + g(S), (IV.7)
où f(S) = 12‖AS−Y‖22 est le terme d'attache aux données, et g(S) = ‖Λ S‖1 +
i·≥0(S) impose la parcimonie et la positivité de S. On observe alors que :
 f est convexe et diﬀérentiable, avec pour gradient ∇Sf(S) = AT (AS − Y)
qui est L-Lipschitz avec L = ‖ATA‖s,2 où ‖ · ‖s,2 est la norme opérateur
subordonnée à la norme 2.
 g est convexe, propre et semi-continue inférieurement. Elle admet donc un
opérateur proximal qui est ici explicite : proxg = [Softλ( · )]+.
Le problème de mise-à-jour de S peut donc être directement résolu à l'aide de
l'algorithme FB présenté en section II-C.3.1 (page 20). La mise-à-jour de A peut
être eﬀectuée de la même manière. Les grandes lignes de l'algorithme global, nommé
nGMCA, sont données dans l'Algorithme IV.3. Les détails de l'implémentation
sont décrits dans les sections qui suivent.
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itération
λ
0
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λ∞ = τσσgrad
λ0
Figure IV.1  Gestion du seuil au cours des iterations de nGMCA.
B.2 Gestion du seuil
De la même manière que dans la version originale de GMCA, le paramètre de
parcimonie Λ décroît au fur et à mesure de l'avancement de l'algorithme. La stra-
tégie de seuillage pour cette version doit cependant diﬀérer de celle présentée pour
l'approche naïve. Dans cette dernière, le seuillage s'applique directement sur les
sources telles que données en résolvant le problème des moindres carrés. Un coeﬃ-
cient initialement nul ne s'active alors que si le résultat des moindres carrés est plus
élevé que le seuil. La mise-à-jour dans nGMCA est très diﬀérente. Une itération de
l'algorithme FB servant à résoudre le sous-problème en S peut en eﬀet s'écrire sous
la forme suivante :
S(k+1) ←
[
S(k) − 1
L
(
∇Sf(S(k))− λ1rn
)]
+
, (IV.8)
où 1rn est la matrice de Rr×n dont tous les coeﬃcients valent 1. Ainsi, un élément
initialement à 0 dans S ne s'activera que si son gradient, et non plus la source elle
même, est plus élevé que le seuil. Aussi, contrairement au seuillage dur, qui n'aﬀecte
que les coeﬃcients plus faibles que le seuil, le seuillage doux les modiﬁe dans leur
ensemble.
En prenant en compte ces deux considérations, la stratégie de seuillage est déﬁnie
comme illustrée à la ﬁgure IV.1 :
(i) commencer à un niveau λ0 = ‖∇Sf0(S(0))‖∞ = ‖A(0)T (A(0)S(0) −Y)‖∞.
Ce choix permet de s'assurer que la valeur des coeﬃcients de S n'augmente pas à
la toute première itération de la première mise-à-jour, et en pratique, permet alors
généralement de ne conserver que les coeﬃcients les plus importants.
(ii) le paramètre de parcimonie ﬁnal est imposé source par source à τσσ
grad
i ,
σgradi étant une estimation du niveau de bruit sur la i
ième ligne du gradient. Cette es-
timation peut être eﬀectuée au cours de l'algorithme. Une méthode grossière consiste
ainsi à estimer le niveau de bruit pour chaque observation en utilisant un MAD (cf.
équation (IV.2) et section A), sur le résidu R = AS − Y, puis à en déduire une
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estimation du niveau de bruit du gradient en remarquant que ∇f(S) = ATR et en
considérant que le bruit sur chaque observation est indépendant.
(iii) λ est décru de manière linéaire entre λ0 et l'estimée courante de τσσ
grad
i , ce
qui permet de modiﬁer au minimum le problème à résoudre entre deux itérations
globales.
(iv) le seuil reste inchangé lors des dernières itérations aﬁn de pouvoir aﬃner la
solution, c'est-à-dire de laisser le temps à l'algorithme de converger vers une solution
à un λ donné. Cette convergence fait l'objet de la section B.5.
B.3 Initialisation de l'algorithme
En NMF et plus généralement dans l'ensemble des problèmes non-convexes, l'ini-
tialisation revêt une extrême importance. En eﬀet, des initialisations diﬀérentes
peuvent alors mener à des résultats très diﬀérents. Quelques étapes d'ALS [Paatero
& Tapper 1994] sur un matrice aléatoire positive sont souvent utilisées en guise
d'initialisation. En eﬀet, cet algorithme à l'avantage d'être rapide et peu sensible
aux points critiques dus à la contrainte de positivité, puisque cette contrainte n'est
appliquée par projection que dans un second temps, après la résolution des sous-
problèmes non-contraints.
Dans nGMCA cependant, l'initialisation est d'autant plus cruciale que de celle-ci
dépend le choix de λ0. Pour que celui-ci ne soit pas trop grand et risque d'inactiver
tous les coeﬃcients, il est nécessaire d'être déjà proche d'un minimum en S à A
ﬁxé, ce qui n'est généralement pas le cas après une itération de ALS. Une deuxième
étape est donc rajoutée en plus des itérations d'ALS et consiste en la résolution
des problèmes sous contrainte de positivité en A et S, sans parcimonie (λ = 0). En
pratique, l'initialisation de nGMCA est eﬀectuée en alternant deux fois entre une
étape d'ALS et une de minimisation sous contrainte de positivité, ce qui permet une
initialisation rapide et très robuste. Cela semble dû au fait d'utiliser deux algorithmes
très diﬀérents dans leur conception et chacun sensible à des aspects particuliers du
problème.
B.4 Renormalisations des sources et des mélanges
Comparé à nGMCAnaive, une nouvelle diﬃculté apparait avec cette formula-
tion : la gestion des normes de A et S. En eﬀet, comme vu au chapitre III, si ∆
est une matrice diagonale dont les coeﬃcients diagonaux sont strictement positifs,
les solutions (A∆,S) et (A,∆S) sont parfaitement équivalentes. Ainsi, les normes
de chaque ligne de S et les normes correspondantes de chaque colonne de A sont
interchangeables et seul importe le produit des deux. Ainsi, le terme de pondération
‖S‖1 ayant toujours pour conséquence de pousser à une norme de S minimale, le
problème peut converger vers la solution dégénérée S = 0 et A = ∞. L'approche
envisagée aﬁn d'éviter cette diﬃculté se décline en deux points.
Aﬁn d'éviter de converger vers la solution dégénérée, il est possible de renor-
maliser les colonnes de A avant la mise-à-jour de S, et inversement. Renormaliser
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permet alors également de reconditionner le problème et d'améliorer la convergence
des sous-itérations. Cette approche est utilisée tout au long de l'algorithme.
B.5 Convergence de l'algorithme
Lors de la phase d'aﬃnement de la solution, la renormalisation ne permet pas
d'assurer la convergence, celle-ci modiﬁant la fonction de coût. Aﬁn de gérer le
problème de normalisation de façon plus rigoureuse, la mise-à-jour de A peut être
modiﬁée comme suit, sous le modèle de Zibulevsky & Pearlmutter [Zibulevsky &
Pearlmutter 2001] :
6 : A(k) ← argmin
A≥0, ∀i ‖A·,i‖22≤1
1
2
‖Y −AS(k)‖22. (IV.9)
La fonction de coût complète du problème que l'algorithme vise à minimiser est
donc en fait la suivante :
F (A,S) = ‖Y−AS‖22 + i‖A·,k‖22≤1,∀k(A) + i·≥0(A) + ‖ΛS‖1 + i·≥0(S). (IV.10)
Dans le cas de nGMCA, la minimisation de F est eﬀectuée en utilisant une méthode
de descente par blocs, c'est-à-dire en minimisant de manière alternative les sous-
problèmes en A et S. Pour ce type d'algorithmes, Tseng [Tseng 2001] fournit des
conditions de convergence quand la fonction de coût n'est pas diﬀérentiable.
Une des conditions est que les ensembles de niveau Ea = {x, F (x) ≤ a} de la
fonction de coût soient compacts. C'est le cas pour F grâce à la contrainte que nous
avons rajouté, en eﬀet :
 les Ea sont fermés, en tant qu'images inverses d'ensembles fermés par une
fonction continue.
 ils sont bornés en S grâce à la régularisation `1, et en A grâce à la nouvelle
contrainte sur la norme des colonnes de A.
Ainsi, en temps qu'ensembles fermés et bornés d'un espace de dimension ﬁni, ils
sont compacts. Aussi, le terme d'attache aux données (A,S) 7→ ‖Y − AS‖22 est
diﬀérentiable sur son domaine, son domaine est ouvert, F est continue, et le sous-
problème en A est pseudoconvexe (étant donné qu'il est convexe). Cela permet
d'utiliser le théorème 4.1(b) de [Tseng 2001] qui prouve que la méthode de descente
par blocs converge vers un point critique de F . Plus de détails sont fournis dans
l'exemple 6.4 [Tseng 2001] qui s'attaque à un problème très similaire à celui qui
nous intéresse ici.
La mise-à-jour de A peut toujours être eﬀectuée en utilisant le même algorithme
que précédemment, mais en modiﬁant l'opérateur proximal en conséquence. En eﬀet,
l'opérateur proximal de :
g : x 7→ i·≥0(x) + i|| · ||22≤1(x), (IV.11)
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est explicite et donné par :
proxg(x) =
[x]+
max
(‖ [x]+‖22, 1) (IV.12)
La démonstration du calcul de cet opérateur proximal peut être trouvée dans l'an-
nexe A-B (page 129). Dans la pratique, aﬁn de pouvoir continuer à renormaliser les
sources et les directions de mélange tel qu'indiqué en B.4, la borne de norme pour
chaque colonne de A peut être imposée indépendamment à une valeur diﬀérente de
1.
B.6 Version "seuillage dur"
La résolution exacte des fonctions de coût des mises-à-jour de A et S fournit
l'algorithme nGMCA décrit précédemment et utilisant du seuillage doux, mais il
est également possible d'utiliser du seuillage dur aﬁn de s'approcher d'une régulari-
sation `0. On perd cependant toute propriété de convergence dans ce cas là. Dans
les expérimentations ci-dessous, cette version sera notée nGMCAH. La stratégie de
seuillage dans ce cas doit aussi être modiﬁée. Cet algorithme étant un mélange de
nGMCAnaive et de nGMCA, le seuil est géré comme nGMCAnaive au début, aﬁn de
ne garder que les plus coeﬃcients les plus signiﬁcatifs. Elle décroit ensuite jusqu'à
être gérée comme dans nGMCA à la ﬁn, le seuillage s'eﬀectuant également sur le
gradient.
C Expérimentations sur des données simulées
Dans cette section, nous comparons les diﬀérentes versions de nGMCA présentées
ci-dessus avec, dans un premier temps, des algorithmes classiques en NMF sur des
données non-bruitées, puis, dans un deuxième temps, avec des algorithmes de NMF
parcimonieux issus de l'état-de-l'art sur des données bruitées.
C.1 Simulation des données
Les données sont ici simulées aﬁn de pouvoir évaluer les résultats. Les matrices de
référence à retrouver seront Aref et Sref dont les coeﬃcients sont tirés respectivement
comme des variables aléatoires |BpAGαA | et |BpSGαS | où :
 Bp est une variable de Bernoulli ayant un taux d'activation p, c'est-à-dire
valant 1 avec une probabilité p et 0 avec une probabilité 1− p.
 Gα est une variable aléatoire Gaussienne généralisée centrée réduite dont le
paramètre de forme est α.
En pratique, p et α contrôlent deux formes de parcimonie. Le paramètre de Bernoulli
aﬀecte le nombre de vrais zéros dans A et S. La variable α permet de choisir à
quelle point la distribution des coeﬃcients est piquée en zéro, et contrôle donc une
parcimonie approchée. La distribution est en eﬀet proportionnelle à e
−|x−µ|α
β (avec
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µ = 0 ici et β dépendant de l'écart-type qui est choisi à 1 dans notre cas). En
pratique, dans le cas où α = 2, Gα est une variable Gaussienne, et et pour α = 1
elle est Laplacienne. Quand α ≤ 1, Gα est considérée comme approximativement
parcimonieuse, et l'est d'autant plus que α est petit.
Dans les expérimentations ci-dessous, et à moins qu'il en soit mentionné autre-
ment, les paramètres de base seront pA = 1 et αA = 2 (A est donc générée comme
la valeur absolue d'une matrice aléatoire Gaussienne), et αS = 1 et pS = 0.8 (soit 0
pour 20% des coeﬃcients de S et la valeur absolue d'une variable Laplacienne sur
les autres). Les données sont de tailles m×n avec m = 200 observations et n = 200
échantillons dans chaque signal.
C.2 Comparaison avec les algorithmes standards dans le cas non-
bruité
Dans cette première partie de l'expérimentation, nGMCAnaive, nGMCAH et
nGMCA sont testés sur un jeu de données non-bruitées mais peu parcimonieuses,
avec un taux d'activation pS = 80%. Ces conditions ne sont pas favorables aux al-
gorithmes de type nGMCA et permettent alors de faire ressortir leurs diﬀérences de
comportement. Puisque le problème se résume à une factorisation exacte lorsque les
données ne sont pas bruitées, τσ est imposé à 0. Il n'y a donc plus de régularisation à
la ﬁn des algorithmes, pendant la phase d'aﬃnement. ALS [Paatero & Tapper 1994],
l'algorithme multiplicatif [Lee & Seung 2001] et HALS (sans parcimonie) [Gillis &
Glineur 2012] sont également testés aﬁn de servir de références. Le nombre maxi-
mum d'itérations est à chaque fois imposé à un nombre suﬃsamment grand pour
assurer la convergence des algorithmes quand ils sont convergents. Plus précisément,
il est de 5000 pour HALS, 40 000 pour l'algorithme multiplicatif, et 500 pour ALS
et les algorithmes basés sur nGMCA, avec un maximum de 80 sous-itérations pour
nGMCA et nGMCAH. Tous les résultats des tests de performances sont tirés de
simulations de Monte-Carlo dont le nombre est fourni dans la légende des ﬁgures.
C.2.1 Sommaire des expériences
• Figure IV.2 : ce test de performances montre l'inﬂuence du nombre de
sources r sur l'estimation de S. Ce paramètre est bien sûr primordial puisque
les sources sont d'autant plus diﬃciles à séparer qu'elles sont nombreuses.
nGMCAnaive obtient de meilleurs résultats qu'ALS alors qu'avec τσ = 0, les
dernières itérations (lors de la phase d'aﬃnement) sont identiques pour les
deux algorithmes. La stratégie de seuillage utilisée dans la première phase
de nGMCAnaive montre ainsi son eﬃcacité pour une meilleure séparation des
sources. Bien que nGMCA ne soit pas aussi performant que nGMCAH et
nGMCAnaive à faible nombre de sources, il est plus robuste qu'eux quand
celui-ci devient élevé. Ce constat est analysé plus en détail en C.2.3.
• Figure IV.3 : cette ﬁgure montre l'évolution de la fonction de coût ‖Y−AS‖22
au fur et à mesure des itérations des algorithmes de type nGMCA, avec r = 40
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Figure IV.2  SDR de la reconstruction (SDRS) en fonction du nombre de
sources r (pS = 80%, non-bruité, moyenne de 48 simulations).
sources. Pendant la phase d'aﬃnement, le paramètre de parcimonie λ vaut 0
aﬁn d'observer si la solution peut alors être améliorée. nGMCA converge dans
ce cas à une valeur plus faible que celle où nGMCAH semble se stabiliser (la
convergence n'étant pas garantie) alors que nGMCAnaive ne converge pas du
tout. Une explication est fournie en C.2.2
• Figure IV.4 : cette évaluation permet d'observer l'inﬂuence de la distribution
des coeﬃcients de Aref sur l'estimation de S. Modiﬁer le paramètre αA est une
façon de rendre sa distribution plus ou moins parcimonieuse. Quand Aref est
plus parcimonieux, ses colonnes sont moins corrélées et le conditionnement du
problème est meilleur (voir ﬁgure IV.5) ce qui simpliﬁe la séparation. Encore
une fois, nGMCA est plus robuste à un problème mal conditionné que les
autres algorithmes.
C.2.2 Prise en compte des contraintes
Les diﬀérences de performances entre nGMCA et nGMCAnaive pour un grand
nombre de source (r = 40) et un taux d'activation élevé (pS = 0.8) comme sur la ﬁ-
gure IV.2 peuvent s'expliquer en regardant l'évolution de la valeur de la fonction de
coût pendant les itérations, sur la ﬁgure IV.3. On observe en eﬀet que nGMCAnaive
ne converge pas dans ce cas-là. Cela est dû au fait que cet algorithme prend en
compte la contrainte de positivité et l'a priori de parcimonie de manière complète-
ment séparée, et peut ainsi être facilement déstabilisé dans ces conditions diﬃciles.
nGMCA, qui a été conçu spéciﬁquement pour éviter ce problème, est quant à lui
convergeant comme expliqué en B.5 et la phase d'aﬃnement permet alors de conver-
ger ici vers une valeur bien plus faible de la fonction de coût. Entre les deux, on
62 Chapitre IV. nGMCA dans l'espace direct
0 200 400 600 800 1000
0
2
4
6
8
10
itération
|| Y
 − 
AS
 || 22
 
 
nGMCA
nGMCAH
nGMCAnaive
affinement
Figure IV.3  Évolution de la fonction de coût ‖Y −AS‖22 pendant les
itérations, sur un exemple représentatif (pS = 80%, r = 40, non-bruité).
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Figure IV.4  SDR de la reconstruction (SDRS) en fonction du paramètre de
forme αA (r = 35, pS = 80%, non-bruité, moyenne de 48 simulations).
retrouver nGMCAH qui semble plus stable que nGMCAnaive mais pour sa conver-
gence n'est tout de même pas assurée à cause du seuillage dur.
C.2.3 Seuillage dur et seuillage doux
L'explication des diﬀérences entre nGMCA et nGMCAH vient des propriétés
diﬀérentes du seuillage doux et du seuillage dur. Ces propriétés sont résumées dans
la ﬁgure IV.6 qui montre le seuillage de 3 points de dimension 2, de la forme
x = (x1, x2). Quand un point (une colonne de S) a deux grands coeﬃcients (quand
il se trouve dans le cadrant), il souﬀre d'un biais dans le cas du seuillage doux mais
reste inchangé avec du seuillage dur. D'un autre côté, le mouvement induit par le
seuillage doux augmente le ratio entre le plus grand coeﬃcient de x et son plus petit,
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Figure IV.5  Conditionnement de Aref en fonction de αA
(r = 35, moyenne de 48 simulations).
Figure IV.6  Diﬀerences entre le seuillage doux et le seuillage dur (seuil à τ).
ce qui aide à renforcer l'aﬀectation de ce point sur l'axe de son plus grand coeﬃcient
(dans le cas présent : x2). Avec y = Softτ (x) = (y1, y2) le point seuillé, cela veut
dire que y2y1 >
x2
x1
. Alors que le moindre biais du seuillage dur peut permettre une
meilleure précision, renforcer l'aﬀection de chaque point à une direction principale
grâce au seuillage dur permet une meilleure séparation des sources.
Lorsqu'il y a peu de sources, nGMCA et nGMCAH séparent tous les deux de ma-
nière correcte, comme indiqué ﬁgure IV.2. Le biais est ainsi coûteux pour nGMCA
et conduit à des phénomènes de compensation : avec un taux d'activation de 80%,
presque tous les coeﬃcients se voient imposés un biais, et une source à tendance à
entièrement récupérer ces biais. C'est ce que l'on observe sur la source 5 de la ﬁgure
IV.7. Ce biais corrèle avec l'ensemble des sources de référence comme cela est visible
sur la ﬁgure IV.8 : la source estimée #5 a rassemblé l'ensemble des parties seuillées
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Figure IV.7  Sources estimées et sources de référence numéros 5 et 6
(nGMCA, r = 15, pS = 80%, non-bruité, échantillons 1 à 80).
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Figure IV.8  Matrice de corrélation (non-centrée) entre les sources de référence
et les sources estimée, sur un exemple représentatif (SestSrefT après normalisation,
nGMCA, r = 15, pS = 80%, non-bruité).
des coeﬃcients des autres sources et est ainsi contaminée par des interférences.
D'un autre côté, l'eﬀet du seuillage doux sur l'amplitude des coeﬃcients reste
essentiel pour la séparation des sources en ampliﬁant le poids des plus grand coef-
ﬁcients. Cela est particulièrement utile dans le cas où le problème est moins bien
conditionné, tel que sur la ﬁgure IV.4 ou avec un nombre de sources r élevé (ﬁgure
IV.2).
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C.3 Expérimentations avec du bruit
On a vu jusque là le comportement de nGMCA dans le cas non-bruité. Dans cette
partie, du bruit est ajouté aux données et les algorithmes prennent donc en entrée
la matrice Y = ArefSref + Z, où Z est une matrice Gaussienne dont les coeﬃcients
sont identiquement distribués et indépendants entre eux ainsi qu'avec A et S (bruit
additif Gaussien). Dans les expériences, le niveau de bruit est donné en terme de SNR
sur Y, noté SNRY . Alors que dans la section précédente les algorithmes présentés
ci-dessus étaient comparés à des algorithmes standards n'utilisant pas la parcimonie
(le dernier seuil des algorithmes de type nGMCA étant ﬁxé à λ = 0), les algorithmes
que nous utiliserons dans cette partie sont des algorithmes compétitifs, disponibles
en ligne et prenant la parcimonie en compte de manières variées (cf. chapitre III
pour plus de détails). Les comparaisons seront ainsi eﬀectuées avec l'algorithme avec
contrainte de parcimonie de Hoyer [Hoyer 2004], un algorithme de Kim & Park [Kim
& Park 2008] et HALS avec un terme de parcimonie [Gillis 2012]. Puisqu'il n'y a pas
de méthode directe pour choisir les paramètres de l'algorithme de Kim & Park, les
paramètres par défaut sont utilisés. En ce qui concerne l'algorithme de Hoyer, aucun
a priori n'est imposé sur A et le paramètre de parcimonie sur S est ajusté au ratio
de parcimonie moyen des sources de référence, et nécessite donc une connaissance
ﬁne des données. De la même manière, le niveau de parcimonie recherché par HALS
est calculé à partir des données de référence. Dans l'essentiel de cette section et tant
qu'il n'est pas précisé autrement, τσ = 1 pour les algorithmes de type nGMCA. Ce
choix est un compromis entre un débruitage eﬃcace et un biais qui ne détériore pas
les résultats.
Les comparaisons comprennent aussi un algorithme "oracle" qui résout le pro-
blème des moindres carrés en S avec régularisation parcimonieuse et contrainte de
positivité, en considérant la matrice de mélange Aref connue :
argmin
S≥0
1
2
‖Y −ArefS‖22 + ‖Λ S‖1. (IV.13)
Le paramètre de parcimonie est ﬁxé à τσσ
grad
i pour chacune des sources, de la
même manière que dans l'étape d'aﬃnement de nGMCA. Cet oracle permet d'avoir
une idée des meilleures sources S qu'il serait possible de retrouver avec l'approche
nGMCA si les directions de mélange Aref était connues. Bien entendu, puisque les
mélanges ne sont en pratique pas connus en SSA, cet oracle obtient des résultats qui
sont inatteignables, mais permettent d'observer la marge de progression de nGMCA.
C.3.1 Sommaire des expériences
• Figures IV.9, IV.10 et IV.11 : ces tests de performances montrent les résul-
tats de reconstructions avec 15 sources et un taux d'activation de pS = 10%
(ﬁgures IV.9 et IV.10) et 30% (ﬁgure IV.11) en fonction du niveau de bruit
sur les données. Comme indiqué précédemment, plus le taux d'activation est
bas, plus les données sont parcimonieuses et plus l'a priori parcimonieux est
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Figure IV.9  SDR de la reconstruction (SDRS) en fonction du niveau de bruit
sur les données en dB (SNRY ) (pS = 10%, r = 15, moyenné sur 192 simulations)
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Figure IV.10  SDR de la reconstruction (SDRS) moins celui de l'oracle en
fonction du niveau de bruit sur les données en dB (SNRY ) (pS = 10%, r = 15,
moyenné sur 192 simulations)
justiﬁé. Les résultats pour les ﬁgures IV.10 et IV.11 sont donnés sous la
forme du nombre de décibels perdus sur le SDR comparé à l'oracle, ceci aﬁn de
simpliﬁer leur visualisation. La plage de valeur est identique entre les trois gra-
phiques aﬁn de pouvoir les comparer plus facilement. Dans les deux situations
exposées, nGMCA est moins sensible au bruit et obtient des reconstructions
de meilleure qualité que les autres algorithmes.
• Figure IV.12 : cette évaluation permet d'observer la même expérience mais
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Figure IV.11  SDR de la reconstruction (SDRS) moins celui de l'oracle en
fonction du niveau de bruit sur les données en dB (SNRY ) (pS = 30%, r = 15,
moyenné sur 192 simulations)
avec un taux d'activation plus élevé (pS = 50%) et donc moins favorable aux
algorithmes de type nGMCA car la parcimonie des sources décroit. nGMCA
reste tout de même l'algorithme obtenant les meilleurs résultats dans la plu-
part des cas. L'algorithme de Hoyer obtient des résultats similaires sur les
données les plus bruitées. Il est cependant important de se rappeler que dans
ces expériences, les paramètres de l'algorithme de Hoyer et de HALS ont été
ajustés grâce aux données de référence, ce qu'il ne serait pas possible de faire
en pratique. Quand les données sont moins bruitées, nGMCAH et nGMCAnaive
commencent à dépasser nGMCA, ce qui corrobore les observations précédentes
sur les données non-bruités avec un fort taux d'activation et peu de sources
(ﬁgure IV.2).
• Figure IV.13 : Ce test de performances montre les résultats de reconstruction
en fonction du nombre d'observations m sur des données bruitées (15dB),
avec 15 sources et un faible taux d'activation (pS = 30%). Plus le nombre
d'observations est faible et plus le problème est diﬃcile, étant donné que la
surdétermination du problème peut aider à débruiter et à identiﬁer les sources.
Alors que jusqu'ici seul le cas fortement surdéterminé a été étudié, ces nouvelles
courbes montrent que les comparaisons sont également favorables à nGMCA
quand le nombre d'observations est plus restreint.
• Figure IV.14 : Cette évaluation fournit les résultats de reconstruction en
fonction du nombre de sources r pour des données parcimonieuses (taux d'ac-
tivation de 30%) et bruitée (15dB). La complexité de la séparation augmente
bien entendu avec le nombre de sources, mais, dans tous les cas, nGMCA se
comporte mieux que les autres algorithmes dans ce cas également.
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Figure IV.12  SDR de la reconstruction (SDRS) moins celui de l'oracle en
fonction du niveau de bruit sur les données en dB (SNRY ) (pS = 50%, r = 15,
moyenné sur 192 simulations)
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Figure IV.13  SDR de la reconstruction (SDRS) en fonction du nombre
d'observations m
(SNRY=15dB, pS = 30%, r = 15, moyenné 72 simulations)
C.3.2 À propos de l'initialisation et de séparation
La ﬁgure IV.15 se place exactement dans le même cadre que la ﬁgure IV.11
mais compare cette fois nGMCAnaive et nGMCA avec des versions de ces algorithmes
qui sont initialisées avec Aref et Sref et commence ainsi avec la meilleure initialisation
possible. La version initialisée de nGMCA est également paramétrée en connaissant
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Figure IV.14  SDR de la reconstruction (SDRS) en fonction du nombre de
sources (SNRY=15dB, pS = 30%, moyenné sur 48 simulations)
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Figure IV.15  SDR de la reconstruction (SDRS) en fonction du niveau de bruit
sur les données en dB (SNRY ) (pS = 30%, r = 15, moyenné sur 192 simulations).
exactement le niveau de bruit présent dans les données. On peut ainsi observer que
la diﬀérence en terme de qualité de reconstruction entre les versions initialisées et
non-initialisées est extrêmement faible. Cela montre que l'estimation automatique
du niveau de bruit par nGMCA parvient à un résultat similaire au vrai niveau de
bruit, et surtout que l'initialisation de nGMCA et nGMCAnaive est très robuste
puisqu'elle permet de trouver une solution proche de celle attendue.
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C.3.3 Conclusion des expériences : le compromis
Etant donné que les sources estimées peuvent être décomposées comme suit
(cf. [Vincent et al. 2006] et section III-E, page 45) :
sest = scible + sinterf + sbruit + sartefacts, (IV.14)
les algorithmes de SSA doivent minimiser dans le même temps l'apparition d'in-
terférences, de bruit et d'artefacts aﬁn d'obtenir de bonnes performances en terme
de SDR. Ces termes sont tous les trois aﬀectés de manière diﬀérente par l'a priori
parcimonieux :
 Les Interférences : elles apparaissent quand les sources ne sont pas correc-
tement ou complètement séparées. La parcimonie, en temps que mesure de
diversité, peut être d'une grande aide pour obtenir une séparation correcte
des sources et permet donc de garder le terme sinterf relativement faible. Ce-
pendant, il peut également créer des interférences en raison du biais induit par
la régularisation, comme cela est visible sur la ﬁgure IV.7.
 Le Bruit : puisque le bruit Gaussien étudié dans cette partie s'étale unifor-
mément sur tous les coeﬃcients alors que les sources concentrent leur énergie
dans un faible nombre de coeﬃcients, le seuillage induit par les régularisations
`0 et `1 débruite grandement les sources estimées. Cela réduit la norme du
terme sbruit et permet donc une meilleur reconstruction.
 Les Artefacts : le biais introduit par l'opérateur de seuillage doux contribue à
créer des artefacts. Ceux-ci sont d'autant plus importants que les sources sont
peu parcimonieuses.
Ces diﬀérents aspects interagissent entre eux. Comme cela a été montré dans
cette section, nGMCA apporte un compromis eﬃcace entre le bruit les interférences
et le biais. En eﬀet, grâce aux expériences, nous avons montré que nGMCA surpasse
les autres algorithmes dans la plupart des scénarios envisagés en terme du critère
SDR, qui prend en compte ces trois sources de détérioration des reconstructions.
Lorsque le taux d'activation est bas (sources très parcimonieuses), nGMCA obtient
de meilleures performances que les autres algorithmes sur une grande plage de ni-
veaux de bruit (ﬁgures IV.9 et IV.11) tout en donnant des résultats satisfaisants
dans le cas non-bruité. Dans ces contextes, le terme de régularisation `1 joue ses
rôles, soient :
 obtenir une séparation correcte des sources en comparaison des autres autres
types de régularisation, et en particulier de la régularisation `0.
 débruiter les sources.
nGMCA est aussi visiblement robuste aux écarts au modèle parcimonieux : l'al-
gorithme obtient des performances satisfaisantes avec des sources faiblement parci-
monieuses (ﬁgures IV.2 et IV.12) mais ceci au coût d'un biais plus important des
sources estimées (ﬁgures IV.8 et IV.7).
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Figure IV.16  Spectres RMN de 4 composés chimiques.
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Figure IV.17  Exemple de mélange (composé principal : lactose, SNRY = 15dB)
Enﬁn, nGMCA permet également une meilleure séparation que les autres algo-
rithmes quand le nombre de sources est élevé (ﬁgure IV.14) ainsi que pour des
problèmes mal-conditionnés en raison d'un faible nombre d'observations comme sur
la ﬁgure IV.13, ou à cause de directions de mélange corrélées comme sur la ﬁgure
IV.4. Ces résultats peuvent s'expliquer par l'eﬀet séparant de la régularisation `1
avec une gestion appropriée de son paramètre, mais aussi par la prise en compte
simultanée de la positivité et de la parcimonie.
C.4 Application à des données RMN synthétiques
La résonance magnétique nucléaire (RMN) est une technique physique qui per-
met de caractériser les molécules par un spectre qui leur est spéciﬁque. Dans cette
section, nous simulons des données plus réalistes que précédemment, à partir de
spectres RMN de molécules réelles. Ces spectres sont bien adaptés à la NMF [Toumi
et al. 2013], et en particulier au cas étudié ici puisqu'ils sont très parcimonieux et
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positifs. Les informations concernant la localisation des pics de ces spectres et leur
intensité peuvent être trouvées sur la "Spectral Database for Organic Compounds",
SDBS 1. Aﬁn de prendre en compte l'imperfection de l'acquisition, ces listes de pics
ont été convolués par une Laplacienne dont la largeur à mi-hauteur est de 3 échan-
tillons. Le nombre d'échantillons est ﬁxé à n = 1200. Sref est fait de r = 15 tels
spectres. La ﬁgure IV.16 montrent 4 d'entre eux. Le produit scalaire normalisé
entre certaines de ces sources peut être élevé et atteint par exemple 0.67 dans le cas
du cholestérol et du menthone et peuvent ainsi diﬃcilement être considérées comme
indépendantes. Les coeﬃcients de mélange Aref sont simulés de la même manière que
précédemment (pA = 1, αA = 2). Les données observées sont Y = ArefSref+Z, où Z
est une matrice aléatoire Gaussienne dont les coeﬃcients sont indépendants et iden-
tiquement distribués. Un exemple d'observation où le lactose est particulièrement
présent est montré sur la ﬁgure IV.17.
Pour le test de performances de la ﬁgure IV.18, le nombre d'observations a été
ﬁxé au même nombre que celui des sources, c'est-à-dire m = 15, ce qui peut arriver
dans certaines applications. Les courbes y montrent l'inﬂuence du bruit sur l'esti-
mation des sources. Avec aussi peu d'observations, débruiter devient plus important
que dans les conditions précédentes, alors que dans le même temps, le niveau de
bruit est sous-estimé par l'algorithme puisque le problème est moins contraint. Pour
compenser ces diﬃcultés, τσ est ﬁxé à 2 dans ces tests.
nGMCAnaive échoue à obtenir des résultats satisfaisants. En eﬀet, dans ce scé-
nario, le conditionnement du problème est très faible : cond(ATA) ≈ 104 et
nGMCAnaive ne réussit pas à s'approcher d'une solution de qualité. À l'inverse,
nGMCA obtient des résultats de 3 à 5dB meilleurs que tous les autres algorithmes.
Cela montre encore une fois que nGMCA est particulièrement robuste à une grande
variété de conditions. Un exemple de reconstruction est fourni ﬁgure IV.19, où
nGMCA permet d'identiﬁer davantage de pics que HALS avec régularisation par-
cimonieuse. Sa reconstruction n'est toutefois pas complètement débruitée, puisqu'il
y a toujours un compromis à trouver entre le débruitage, la séparation, et le biais
induit.
Sur la ﬁgure IV.20, le nombre d'observations varie de 15 à 90. Puisque le
conditionnement augmente grandement pour des nombres d'observations plus éle-
vés, les résultats de nGMCAnaive s'améliorent rapidement. Néanmoins, bien que
nGMCAnaive et HALS obtiennent des résultats comparables à nGMCA quand il y
a suﬃsamment d'observations, nGMCA est l'algorithme qui est le plus robuste et
obtient de bons résultats dans l'ensemble des scénarios.
D Justiﬁcation a posteriori de l'approche choisie
Après avoir observé le comportement de nGMCA et avant de conclure, il est
intéressant de remettre l'algorithme en perspective en précisant les choix qui ont
1. http://riodb01.ibase.aist.go.jp/sdbs/cgi-bin/cre_index.cgi
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Figure IV.18  SDR de la reconstruction (SDRS)en fonction du niveau de bruit
sur les données en dB (SNRY ) (m = 15, τ∞σ = 2, moyenné sur 96 simulations de
données RMN)
0 300 600 900 1200
0
échantillon
 
 
HALS parcim. (ajusté)
0 300 600 900 1200
0  
 
nGMCA
0 300 600 900 1200
0  
 
référence
Figure IV.19  Exemple de reconstruction (lactose, SNRY = 15dB)
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Figure IV.20  Reconstruction SDR (SDRS) en fonction du nombre
d'observations m (SNRY = 15dB, τ∞σ = 2, moyenné sur 36 simulations de données
RMN)
été eﬀectués lors de sa conception. Deux choix plus particulièrement n'ont pas été
précisés précédemment alors qu'ils revêtent une grande importance : les choix de
formulation et de l'approche algorithmique utilisée.
D.1 Choix de la formulation régularisée
Le sous-problème en S envisagé en (IV.6) peut être réécrit sous la forme sous
contrainte suivante lorsque λ > 0 :
argmin
S≥0
‖S‖1, ‖AS−Y‖2 ≤ ε (IV.15)
Les deux formulations sont en eﬀet équivalentes car pour n'importe quel λ > 0, il
existe un ε tel que les deux problèmes ont le même minimum (ou les mêmes minima
si le problème est sous-contraint). Le lien entre λ et ε n'est toutefois pas explicite.
Cependant, alors qu'ajuster λ est assez complexe comme nous l'avons vu, et que
nous ne proposons qu'une méthode grossière pour eﬀectuer ce choix, il existe une
moyen plus direct de choisir ε. En eﬀet, si le bruit sur les coeﬃcients des données
est Gaussien indépendant et identiquement distribué, d'écart-type σ, alors la norme
du résidu attendue peut être bien approximée par :
‖ArefSref −Y‖2 ≈
√
mnσ (IV.16)
Deux raisons principales ont mené au choix de la formulation pénalisée (IV.6)
plutôt que la formulation sous contrainte (IV.15). La première est la diﬃculté accrue
en terme de minimisation de la fonction de coût. En eﬀet, celle-ci peut toujours
s'écrire sous la forme (IV.7) mais avec f(S) = i‖A·−Y‖22≤ε(S) qui n'est cette fois plus
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Figure IV.21  Résidu en fonction de τσ (simulation RMN, m = 15, τ∞σ = 2,
SNRY = 25dB).
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Figure IV.22  SDR, SIR, SNR et SAR en fonction de τσ (simulation RMN,
m = 15, τ∞σ = 2, SNRY = 25dB).
dérivable. Etant donné que f reste convexe, propre et semi-continue inférieurement,
elle est toutefois proximable. Il est donc possible d'utiliser l'algorithme de Douglas-
Rachford pour eﬀectuer cette minimisation (voir section II-C.3.3, page 22), mais
il n'existe pas d'accélération de celui-ci similaire à celle de l'algorithme Forward-
Backward. Aussi, le proximal de f n'est pas explicite, et doit être calculé par la
méthode de la sécante par exemple, et nécessite donc des sous-itérations.
La deuxième raison tient dans le choix d'ε. Celui-ci est conditionné par le niveau
de bruit σ des données qui peut être approximé au cours de l'algorithme comme
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expliqué précédemment (cf. B.2). Cependant, dans la formulation sous contrainte,
un changement minime d'ε peut avoir une forte importance sur la solution, et donc
σ doit être connu avec une précision diﬃcilement atteignable.
Ceci peut être observer à l'aide des ﬁgure IV.21 et IV.22. La ﬁgure IV.21
montre le résidu normalisé par le bruit ‖Y−AS‖
2
2√
mnσ
en fonction du choix de τσ (le para-
mètre du parcimonie étant choisi à τσσ dans nGMCA). Elle a été réalisé en utilisant
un très grand nombre d'itérations (20 000) et en faisant décroître τσ linéairement
vers 0. On remarque ainsi qu'une faible modiﬁcation de ε =
√
mnσ peut conduire
à une forte modiﬁcation du τσ équivalent, une mauvaise estimation de σ aura ainsi
moins d'inﬂuence sur la version régularisée que sur la version contrainte.
La ﬁgure IV.22 vient compléter ce graphique en montrant les SDR, SIR, SNR et
SAR en fonction de τσ. L'algorithme partant d'une grande valeur de τσ et le faisant
décroitre vers 0, ce graphique se lit de droite à gauche. On voit ainsi que la solution
s'améliore d'abord en faisant décroitre τσ, certaines sources apparaissant subitement
(provoquant la discontinuité à τσ = 12, 5 par exemple). Le bruit commence à entrer
dans la solution pour τσ ≈ 4 puisque le SNR commence alors à baisser. Ce résultat
est attendu et motivait le choix de prendre τσ entre 1 et 3. Le plus faible biais induit
par un seuillage plus faible permet cependant d'encore améliorer les autres critères
jusqu'à τσ ≈ 1, 5, et en particulier du SDR, qui est le critère prenant en compte tous
les aspects de la séparation. À partir de cette valeur, tous les critères chutent, le
bruit pouvant entraîner un démélange des sources. Encore une fois, un choix de τσ
entre 1 et 3 semble donc convenable et permet une marge d'erreur (de l'ordre de 50%
si l'on se place à τσ = 2) importante, ce qui est utile en cas de mauvaise estimation
de σ. D'après la ﬁgure IV.21, cette plage correspond à une marge d'erreur d'environ
5% seulement dans le cas de la formulation sous contrainte.
En résumé, la minimisation sous contrainte demande donc beaucoup plus d'ef-
forts que celle de la formulation régularisée, et le choix de ε est également plus
diﬃcile que le choix de λ. La formulation régularisée est ainsi plus eﬃcace et plus
souple.
D.2 Approche algorithmique
Le choix d'utiliser des algorithmes proximaux a été dicté par leur adaptabilité à
un grand nombre de types d'a priori, ce qui sera utile dans le chapitre suivant. Ce-
pendant, au sein de ces algorithmes, de nombreuses approches sont possibles. Plus
spéciﬁquement, nous avons fait le choix ici de minimiser entièrement et alternati-
vement chaque sous-problème, ce qui permet de converger vers un point critique
du problème (IV.5) (voir section B.5). Récemment, des algorithmes proximaux ont
été conçus pour traiter directement certains problèmes non-convexes comme le pro-
blème (IV.5), avec les mêmes propriétés de convergence vers un point critique [At-
touch et al. 2010, Bolte et al. 2013, Xu & Yin 2013, Ochs et al. 2014]. Il aurait
donc été possible d'utiliser un tel algorithme directement sur le problème global au
lieu de se concentrer sur la minimisation alternée des sous-problèmes. Dans [Bolte
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Algorithme IV.4 : nGMCA (PALM)
Paramètre(s) d'entrée : Y, K
1: initialiser A(0), S(0)
2: Pour k ← 1,K faire
3: choisir Λ(k) au niveau du bruit.
4: choisir γ < 1L avec L = ‖ATA‖ope,2.
5: S(k) ←
[
SoftγΛ(k)
(
S(k−1) − γA(k−1)T (A(k−1)S(k−1) −Y))]
+
6: choisir γ < 1L avec L = ‖SST ‖ope,2.
7: A(k) ← proj{X, ‖X·,k‖22≤1 ∀k}
([
A(k−1) − γ (A(k−1)S(k) −Y)S(k)T ]
+
)
8: renvoyer A(K), S(K)
et al. 2013,Xu & Yin 2013], les auteurs montrent qu'utiliser une unique étape de
gradient proximal pour les mises-à-jour de A et S, au lieu d'itérer aﬁn de trouver
le minimum global des sous-problèmes, permet toujours de converger vers un point
critique du problème.
Cette approche est appelée PALM (proximal alternating linearized minimiza-
tion) [Bolte et al. 2013] ou prox-linéaire [Xu & Yin 2013]. L'utiliser pour résoudre
le problème (IV.5) de nGMCA pose toutefois de nouvelles diﬃcultés. La stratégie
de décroissance du seuil a ainsi moins d'intérêt. En eﬀet, ce mécanisme se basait
sur l'observation qu'un seuil élevé permettait d'obtenir que les plus grands coeﬃ-
cients de S, davantage susceptibles de n'appartenir qu'à une unique source, et ainsi
de pouvoir correctement en déduire les directions de mélanges A. Avec l'approche
PALM, les sous-problèmes ne sont pas résolus entièrement et cette observation ne
tient donc plus. Aussi, si la norme des colonnes de A n'est pas contrainte, la question
de la normalisation aﬁn d'éviter de converger vers une solution dégénérée se pose
à nouveau, et est plus compliquée à gérer en plein c÷ur des itérations. Il est donc
nécessaire de contraindre la norme des colonnes de A dès le début de l'algorithme,
alors qu'il peut être préférable de ne pas trop contraindre le problème dans un pre-
mier temps. L'Algorithme IV.4 montre le pseudo-code de nGMCA modiﬁé aﬁn
d'utiliser l'approche PALM.
Le problème (IV.5) n'étant pas convexe, des algorithmes diﬀérents peuvent éga-
lement converger vers des points critiques diﬀérents. La ﬁgure IV.23 compare donc
la version nGMCA standard avec la version explicitée ci-dessus, utilisant l'approche
PALM. Elle montre ainsi que la qualité de la reconstruction a une tendance signi-
ﬁcative à être meilleure dans le cas de la version standard de nGMCA. Ainsi, bien
que rien de permet de trancher dans le cas d'un problème non-convexe en géné-
ral, il semble que minimiser complètement les sous-problèmes avec la stratégie de
seuillage décroissant permet ici de converger vers des points critiques plus proches
de la solution recherchée.
Enﬁn, dans le chapitre suivant, nous traiterons des cas où l'opérateur proximal
de la parcimonie et la positivité n'est pas explicite, ce qui rendrait l'utilisation de
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données RMN)
l'approche PALM plus diﬃcile. Nous verrons cependant qu'à l'inverse, la minimi-
sation globale des sous-problèmes peut encore être mise en ÷uvre sans l'aide de
sous-routines.
E Conclusion
Aﬁn de se conformer à la philosophie de la recherche reproductible [Buckheit
& Donoho 1995], les algorithmes présentés dans ce chapitre sont disponibles sur le
site web de l'équipe CosmoStat du Service d'Astrophysique du CEA 2. L'algorithme
mis en avant, nGMCA, a montré ici sa robustesse à un grand nombre de situations
diﬀérentes, allant des données bruitées aux données mal-conditionnées. Ceci a été
permis par la prise en compte rigoureuse à la fois de la régularisation parcimonieuse
et de la contrainte de positivité. Il sert ainsi de base aux adaptations qui suivent. En
particulier, nGMCA n'est jusque-là capable de ne prendre en compte la parcimonie
des sources qu'uniquement dans l'espace direct. Le prochain chapitre présente les
améliorations nécessaires aﬁn d'utiliser des a priori parcimonieux dans des espaces
transformés aﬁn de pouvoir élargir le champ des applications.
2. http://www.cosmostat.org/GMCALab
Chapitre V
nGMCA dans un espace
transformé
Sommaire
A Parcimonie dans un espace transformé . . . . . . . . . . . . . . . . . 80
A.1 Formulation en synthèse . . . . . . . . . . . . . . . . . . . . 80
A.2 Formulation en analyse . . . . . . . . . . . . . . . . . . . . . 82
A.3 Complexité numérique . . . . . . . . . . . . . . . . . . . . . 83
B Expérimentations . . . . . . . . . . . . . . . . . . . . . . . . . . . . 83
B.1 Conditions expérimentales . . . . . . . . . . . . . . . . . . . 84
B.2 Comparaison des approches . . . . . . . . . . . . . . . . . . 85
B.3 Conclusions des expérimentations . . . . . . . . . . . . . . . 89
C Mélanges d'images et repondération-`1 . . . . . . . . . . . . . . . . 90
C.1 Inﬂuence du biais sur la séparation . . . . . . . . . . . . . . 90
C.2 La repondération comme compromis . . . . . . . . . . . . . 92
C.3 Expérimentations . . . . . . . . . . . . . . . . . . . . . . . . 96
D Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 100
Nous avons pu observer dans le chapitre précédent qu'une prise en compte ap-
propriée de la positivité et de la parcimonie permettait d'obtenir de meilleures sé-
parations. Nous avons également vu comment utiliser la parcimonie aﬁn de gérer
une contamination par du bruit additif Gaussien. Cependant, la parcimonie telle
que nous l'avons utilisée ne permet pas de prendre en compte toutes nos connais-
sances sur un signal comme celui montré à la ﬁgure V.1. En eﬀet, celui-ci peut être
bien approximé par une fonction polynomiale par morceaux. Certains algorithmes
tel que celui de Zdunek & Cichocki [Zdunek & Cichocki 2007a] (cf. chapitre III) per-
mettent d'ajouter un a priori lisse sur les sources via la régularisation `2 du gradient
par exemple. Cette approche n'est cependant pas complètement satisfaisante non
plus, puisqu'elle pourra diﬃcilement s'accommoder de singularités telles que celles
observées à l'extrémité des pics de la ﬁgure V.1.
Dans ce chapitre, nGMCA est modiﬁé aﬁn de pouvoir gérer la parcimonie dans
des espaces transformés, aussi bien avec une formulation en synthèse qu'une for-
mulation en analyse (section A). Des expérimentations permettent de montrer la
puissance de ce type de régularisation (section B). L'utilisant d'ondelettes redon-
dantes est ainsi particulièrement adaptée à la séparation de signaux semblables à
celui de la ﬁgure V.1. Cette régularisation peut cependant poser des problèmes pour
80 Chapitre V. nGMCA dans un espace transformé
0 1.5 3 4.5 6
0
ppm
lactose
Figure V.1  Spectre RMN du lactose (synthétique).
des signaux plus complexes en créant un biais important auquel nous remédions à
l'aide d'une méthode de repondération-`1 (section C).
A Parcimonie dans un espace transformé
En séparation de sources en aveugle, la parcimonie dans un espace transformé
a montré sa capacité à mettre en évidence les diversités morphologiques entre des
sources et ainsi d'en améliorer la séparation [Zibulevsky & Pearlmutter 2001, Li
et al. 2003,Bobin et al. 2007]. Dans cette partie, nous développons une version de
nGMCA capable d'utiliser une régularisation parcimonieuse dans un espace trans-
formé en NMF. Cette régularisation permet ainsi de modéliser plus ﬁnement des si-
gnaux comme celui de la ﬁgure V.1 en prenant tout à la fois en compte sa continuité
et sa parcimonie dans l'espace direct, sans être mis en diﬃculté par les singularités
aux extrémités des pics. Il faut cependant bien se rendre compte que contrairement
au cas du chapitre précédent, la parcimonie des sources et leur positivité ne s'ex-
priment plus dans le même domaine. On doit alors prendre en compte deux a priori
diﬀérents dans deux espaces diﬀérents.
A.1 Formulation en synthèse
Comme vu en section B.3 du chapitre II (page 15), la parcimonie dans un es-
pace transformé peut être exprimée avec deux formulations distinctes : en synthèse
et en analyse. En synthèse, le but est de chercher la solution sous la forme de ses
coeﬃcients dans l'espace transformé. Il est ainsi nécessaire de modiﬁer nGMCA
(Algorithme IV.3, page 55) aﬁn de rechercher non plus directement S, mais ses
coeﬃcients dans l'espace image d'une transformée W, notés Sw. Cela mène ainsi à
l'Algorithme V.1 1. Le résultat ﬁnal pour les sources sera alors obtenu en reproje-
tant les coeﬃcients d'ondelettes dans l'espace direct, via l'équation : S(K) = S(K)w W.
Alors que la mise-à-jour de A n'est pas modiﬁée, celle de Sw pose de nouvelles
diﬃcultés par rapport au chapitre IV. En eﬀet, au chapitre IV et en reprenant
1. les problèmes de renormalisation sont ici passés sous silence, mais les mêmes considérations
qu'en sections IV-B.4 et IV-B.5 doivent être appliquées (voir à partir de la page 57).
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Algorithme V.1 : nGMCA-synthèse
Paramètre(s) d'entrée : Y, K
1: initialiser A(0), S(0)w et Λ(1)
2: Pour k ← 1,K faire
3: S
(k)
w ← argmin
SwW≥0
1
2‖Y −A(k−1)SwW‖22 + ‖Λ(k)  Sw‖1
4: S(k) = S
(k)
w W
5: A(k) ← argmin
A≥0
1
2‖Y −AS(k)‖22
6: choisir Λ(k+1) ≤ Λ(k)
7: renvoyer A(K), S(K)
l'écriture (IV.7), g(S) = λ‖Λ  S‖1 + i·≥0(S) avait un opérateur proximal ana-
lytique. Cependant, pour la plupart des transformées W, l'opérateur proximal de
g(Sw) = ‖Λ  Sw‖1 + i·W≥0(Sw) n'a plus d'expression aussi simple. Le calculer
demanderait l'usage d'une routine à l'intérieur de l'algorithme, ce qui le ralentirait
fortement. Suivant la transformation W, plusieurs cas peuvent être envisagés aﬁn
d'éviter l'usage d'une telle sous-routine :
(i) le cas d'une transformée sans caractéristiques particulières.
(ii) le cas d'une transformée orthonormale ou d'une trame ajustée.
(iii) le cas d'une décomposition positive sur des atomes positifs.
A.1.1 Cas général
La fonction g peut être décomposée comme la somme des fonctions g1(S) =
‖Λ  Sw‖1 et g2(S) = i·W≥0(Sw). Dans le cas où l'opérateur proximal de chacune
de ces fonctions peut être facilement calculé, l'algorithme GFB est particulièrement
adapté à la résolution du sous-problème en S (cf. chapitre II, section C.3.2, page
21). L'opérateur proximal de g1 étant explicite (le seuillage doux), c'est sur l'étude
de g2 qu'il faut s'attarder.
Dans le cas général, l'opérateur proximal de g2 n'est pas nécessairement explicite.
Aﬁn de résoudre le sous-problème en S sans l'aide de sous-itérations, on peut utiliser
l'algorithme de Chambolle-Pock [Chambolle & Pock 2010] présenté section II-C.3.4
(page 23). Ce cas n'est pas étudié ici, mais l'utilisation de cet algorithme est détaillée
pour la formulation en analyse dans la section A.2 ci-dessous.
A.1.2 Transformées orthonormales et trames ajustées
En pratique, beaucoup de transformées sont cependant orthonormales, comme
la transformée de Fourier ou les ondelettes orthonormales par exemple. L'opérateur
proximal de g2 est alors explicite dans ce cas là. Celui-ci se réduit en eﬀet au proximal
#5 du tableau A.1 en page 130. Dans les expériences de la section suivante, nous
considérerons cette situation avec une transformée en ondelettes orthonormales sous
le nom "nGMCA-orthonormal".
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Algorithme V.2 : nGMCA-analyse
Paramètre(s) d'entrée : Y, K
1: initialiser A(0), S(0) et Λ(1)
2: Pour k ← 1,K faire
3: S(k) ← argmin
S≥0
1
2‖Y −A(k−1)S‖22 + ‖Λ(k)  (SWT )‖1
4: A(k) ← argmin
A≥0
1
2‖Y −AS(k)‖22
5: choisir Λ(k+1) ≤ Λ(k)
6: renvoyer A(K), S(K)
Comme mentionné précédemment (cf. chapitre II), l'usage de transformée redon-
dantes peut souvent améliorer la reconstruction des signaux. Dans le cas particulier
d'une trame ajustée, c'est-à-dire une transformée W ∈ Rp×n telle que WTW = In,
l'opérateur proximal est toujours analytique et généralise le cas des transformées or-
thonormales. Il est fourni en tant qu'opérateur proximal #6 du tableau page 130, et
son calcul est explicité dans l'annexe A-C. Dans la partie expérimentale qui suit, ces
conditions sont utilisées avec des ondelettes redondantes pour l'algorithme appelé
"nGMCA-synthèse", et la mise-à-jour est détaillée dans l'annexe B-A (page 133).
A.1.3 Dictionnaire d'atomes positifs
Le cas où les atomes de la transformée sont positifs mérite une attention par-
ticulière. En eﬀet, il peut alors être intéressant de vouloir synthétiser les signaux
comme une combinaison linéaire positive et parcimonieuse des atomes de W, qui
sont donc positifs. Ce modèle, plus restrictif que la positivité des coeﬃcients de S,
prend la forme suivante :
S(k) ← argmin
Sw
1
2
‖Y −A(k−1)SwW‖22 + ‖Λ(k)  Sw‖1 + i·≥0(Sw). (V.1)
L'avantage de ce cas particulier est que la positivité et la parcimonie sont cette fois à
nouveau exprimée dans le même domaine (le domaine transformé), c'est-à-dire que
l'on utilise la contrainte Sw ≥ 0 au lieu de SwW ≥ 0 dans les cas précédents. La
fonction g(Sw) = ‖ΛSw‖1+i·≥0(Sw) a alors comme opérateur proximal l'opérateur
#3 du tableau A.1 (page 130), comme au chapitre IV, et l'algorithme FB peut être
utilisé. Dans les expérimentations qui suivent, nous utilisons ce cas de ﬁgure avec
une transformée convolutive pour l'algorithme nommé "nGMCA-convolutif".
A.2 Formulation en analyse
Alors que la minimisation s'eﬀectuait dans l'espace transformé avec la formu-
lation en synthèse, la formulation en analyse vise à rechercher les sources S dans
l'espace direct tout en faisant en sorte que leurs transformées SWT soient parci-
monieuses. Les grandes étapes de nGMCA avec une régularisation en analyse sont
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présentées dans l'Algorithme V.2. La seule diﬀérence est l'ajout de la transformée
W dans le terme de régularisation `1. Mais comme dans le cas de la formulation
en synthèse, celui-ci complexiﬁe la résolution de la mise-à-jour de S. De la même
manière que précédemment, il est possible de décomposer le problème en :
f(S) =
1
2
‖Y −AS‖22, (V.2)
g1(S) = ‖Λ (SWT )‖1, (V.3)
g2(S) = i·≥0(S). (V.4)
On peut alors résoudre le sous-problème en S en utilisant l'algorithme GFB comme
dans [Rapin et al. 2013b,Rapin et al. 2013c] . Contrairement au cas de la synthèse
cependant, pour des transformations redondantes et même dans le cas de trame
ajustées, l'opérateur proximal de g1 n'est pas explicite et nécessite l'usage d'une
sous-routine. Le calcul de cet opérateur est détaillé dans l'annexe A-D et le résultat
est fourni en tant qu'opérateur #7 du tableau A.1 (page 130). Aﬁn d'éviter les
sous-itérations induites par l'usage de cet opérateur proximal, il est possible d'utili-
ser l'algorithme de Chambolle-Pock [Chambolle & Pock 2010] pour mener à bien la
minimisation. L'annexe B-B (page 134) explique comment se placer dans le cadre de
cet algorithme. Cette approche est utilisée dans la partie expérimentale de ce cha-
pitre sous le nom "nGMCA-analyse" et utilisera des ondelettes redondantes comme
transformée.
A.3 Complexité numérique
Chaque itération des mises-à-jour de S implique une multiplication matricielle,
une transformée avant et arrière, et des étapes linéaires telles que du seuillage,
des projections sur l'orthant positif et des combinaisons linéaires. La multiplication
matricielle s'eﬀectue entre une matrice de taille r× r et S, et a donc une complexité
en O(r2n). En notant φ(n) la complexité de la transformée d'un signal de longueur
n, la complexité de l'étape impliquant les transformées en O(rφ(n)), ce qui donne
une complexité totale de l'ordre de O(rφ(n) + r2n).
Dans ce chapitre, nous utilisons principalement une transformée en ondelettes
redondante, qui a une complexité φ(n) = n log2(n) [Coifman & Donoho 1995]. La
complexité numérique de la mise-à-jour de S est donc linéarithmique en son nombre
d'échantillons n à cause de la transformée, et quadratique en son nombre de sources
r à cause de la multiplication matricielle.
Dans tous les cas, le nombre d'observationsm n'intervient pas dans la complexité
de la mise-à-jour de S. Le nombre d'observations apparait seulement (linéairement)
dans la mise-à-jour de A, qui a une complexité en O(r2m) à cause de la multiplica-
tion matricielle.
B Expérimentations
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Figure V.2  Ratio de parcimonie moyen des sources RMN sources dans les
diﬀérents domaines.
B.1 Conditions expérimentales
Aﬁn de comparer ces algorithmes, des données RMN sont simulées de la même
manière que dans la section C.4 du chapitre précédent. Le nombre d'observations
est choisi à m = 32, et le nombre d'échantillons à n = 1024. Le ﬁltre convolutif
permettant la génération des données est un ﬁltre Laplacien de largeur à mi-hauteur
de 4 échantillons, sauf quand il en est spéciﬁé autrement, et est ainsi légèrement
plus large que dans le chapitre précédent aﬁn de mettre en valeur l'intérêt de la
parcimonie en ondelettes. La source de la ﬁgure V.1 au début de ce chapitre a été
synthétisée de cette manière.
Les sources générées de cette façon sont déjà naturellement parcimonieuses dans
l'espace direct mais le sont davantage en ondelettes, comme indiqué à la ﬁgure V.2.
Cette ﬁgure montre le ratio de parcimonie (cf. équation (III.15)) des sources dans
l'espace direct, l'espace des ondelettes, et après déconvolution par un ﬁltre Lapla-
cien de largeur 4, en fonction de la largeur du ﬁltre utilisé pour synthétiser les
données. Dans le cas actuel, pour une largeur de 4 échantillons, on voit donc que
les sources sont plus parcimonieuses (i.e. ont un ratio de parcimonie plus élevé) en
ondelettes que dans l'espace direct. Ces sources sont en eﬀet proches d'être poly-
nomiales par morceaux. Nous reviendrons sur cette ﬁgure avec plus de détails à
la ﬁn de la prochaine section. Dans la suite W est une transformée en ondelettes
(symmlets) à 3 échelles pour nGMCA-orthonormal, nGMCA-analyse, et nGMCA-
synthèse. La version orthonormale utilise Wavelab 2 et la version redondante pour
l'analyse et la synthèse est basée sur une réimplémentation de la "Rice wavelet tool-
box" 3. Ces deux versions satisfont à la condition WTW = In après renormalisation
si nécessaire, ce qui en fait des trames ajustées. Avec ces conﬁgurations, le ratio
de parcimonie moyen est de 0,78 dans le domaine direct et monte à 0,89 dans le
domaine des ondelettes orthonormales. τσ est choisi à 1 pour la version standard de
2. http://www-stat.stanford.edu/~wavelab/
3. http://dsp.rice.edu/software/rice-wavelet-toolbox
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nGMCA et nGMCA-orthonormal, et à 2 pour les versions en analyse et en synthèse.
Les sources utilisées pour les expérimentations sont simulées à partir d'impul-
sions positives convoluées avec un ﬁltre Laplacien. En tant que telles, ces sources
s'écrivent donc comme combinaisons linéaires positives et parcimonieuses d'atomes
de la transformée convolutive ayant ce même ﬁltre Laplacien. La version convolu-
tive de nGMCA (nGMCA-convolutif) utilisera donc une transformée convolutive W
telle que pour un vecteur colonne x, Wx = f ∗ x. f sera le noyau de convolution
Laplacien de largeur à mi-hauteur de 4 échantillons utilisé pour générer l'essentiel
des données. En ce sens, nGMCA-convolutif agira comme un oracle puisqu'il a ac-
cès au ﬁltre ayant généré les données, ce qui n'est pas envisageable sur des données
réelles. Pour cette version, on utilise τσ = 3.
Comme dans le chapitre précédent, ces algorithmes sont comparés avec une ver-
sion accélérée et parcimonieuse de HALS [Gillis 2012] dont le paramètre est ajusté
en fonction du niveau de parcimonie des sources. Aﬁn de comparer l'a priori en
ondelettes avec un terme de lissage, les tests incluent aussi la NMF lissée [Zdunek
& Cichocki 2007a] introduite au chapitre III. Puisqu'il n'y a pas de méthode directe
permettant d'ajuster le paramètre de lissage α, nous gardons le meilleur résultat
obtenu à partir de 12 valeurs de α distribuées logarithmiquement entre 0.00001 et
1. De cette façon, ces deux algorithmes ont des paramètres proches des paramètres
optimaux alors qu'aucun ajustement n'est eﬀectué pour les algorithmes basés sur
nGMCA. Comme pour le chapitre précédent, l'évaluation des résultats s'eﬀectue à
l'aide des critères présentés dans [Vincent et al. 2006].
B.2 Comparaison des approches
Les ﬁgures V.3, V.4 et V.5 permettent d'observer les performances des algo-
rithmes basés sur nGMCA comparées à celles des autres méthodes, respectivement
en fonction du niveau de bruit, du nombre d'observationsm et du nombre de sources
r. Les résultats montrent une tendance commune sur ces trois ﬁgures. La NMF lis-
sée n'obtient pas de bons résultats pour ce type de sources. Les méthodes utilisant
la parcimonie dans l'espace direct (nGMCA, HALS parcimonieux) se comportent
quant à elles légèrement mieux. Enﬁn, l'a priori parcimonieux dans l'espace trans-
formé améliore signiﬁcativement les performances. nGMCA-orthonormal est ainsi
globalement 1 à 3dB au-dessus de nGMCA et HALS parcimonieux, et les onde-
lettes redondantes améliorent encore les résultats de 1 à 2dB aussi bien en analyse
qu'en synthèse. nGMCA-convolutif obtient quant à lui encore 5dB supplémentaires
en moyenne.
Il est important de garder à l'esprit que le paramètre de régularisation dans le
cas des algorithmes basés sur nGMCA est géré de façon automatique. Ce n'est pas
le cas des autres algorithmes pour lesquels le choix des paramètres n'est pas toujours
aisé. Il est ainsi particulièrement diﬃcile de savoir quel paramètre convient le mieux
dans le cas de la NMF lissée. Dans nos expérimentations, ce paramètre est ajusté
au mieux aﬁn d'obtenir les meilleurs résultats, évalués en considérant les sources
connues. Dans HALS parcimonieux, ce paramètre est ajusté à partir du niveau de
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Figure V.3  SDR moyen de la reconstruction (SDRS) en fonction du niveau de
bruit sur les données en dB (SNRY ) (r = 12, m = 32, moyenné sur 36 simulations
de données RMN)
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Figure V.4  SDR moyen de la reconstruction (SDRS) en fonction du nombre
d'observations m (r = 12, SNRY = 20dB, moyenné sur 36 simulations de données
RMN)
parcimonie des vraies sources. Bien évidemment, cela ne pourrait pas être le cas
avec des données non-simulées.
Le fait que nGMCA-convolutif obtienne les meilleurs résultats uniformément
sur ces trois ﬁgures était attendu car le modèle convolutif qu'il utilise est exact,
ayant servi à générer les données. Cette information n'est cependant pas connue et
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Figure V.5  SDR moyen de la reconstruction (SDRS) en fonction du nombre de
sources r (SNRY = 20dB, m = 32, moyenné sur 36 simulations de données RMN)
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Figure V.6  Exemples de reconstruction (r = 12, m = 32, SNRY = 10dB)
ne serait même pas ﬁable en pratique. Cela sera le propos d'une expérience dans
la suite de cette section. La NMF lissée n'est pas capable de bien identiﬁer les
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sources. En eﬀet, alors qu'elle est bien adaptée pour retrouver des structures géo-
métriques lisses, elle n'est pas appropriée pour retrouver les singularités des signaux
qui nous intéressent ici. nGMCA et HALS parcimonieux obtiennent des résultats
légèrement meilleurs puisque les sources sont plutôt parcimonieuses dans l'espace
direct. Comme mentionné précédemment, elles sont cependant plus parcimonieuses
une fois exprimées avec des ondelettes orthonormales (ratio de parcimonie de 0.89
comparé à 0.78 dans l'espace direct), ce qui explique les 1 à 3dB supplémentaires
obtenus par nGMCA-orthonormal. L'invariance par translation apportée par les
ondelettes redondantes est aussi très bénéﬁque comme le montre les résultats de
nGMCA-analyse et nGMCA-synthèse qui sont encore 1 à 2dB meilleurs que les on-
delettes orthonormales, avec un net avantage pour la formulation en analyse. Cela
corrobore les résulats de [Elad et al. 2007, Selesnick & Figueiredo 2009] pour des
signaux naturels qui ne peuvent pas être synthétisés exactement à partir d'un faible
nombre d'atomes de la transformée en ondelettes. Dans ce cas-là, la régularisation
en analyse apporte généralement une meilleure robustesse et obtient des meilleurs
résultats de reconstruction.
La ﬁgure V.6 montre un exemple de reconstruction pour nGMCA-analyse,
HALS parcimonieux et la NMF lissée, et conﬁrme notre analyse. En eﬀet, l'eﬀet de
lissage de la NMF lissée est très clairement visible, avec des pics qui ont été arrondis.
Elle souligne aussi le fait que la parcimonie dans l'espace direct n'est pas complè-
tement adaptée puisqu'elle ne capture par la structure continue de ces sources ; elle
tend essentiellement à biaiser les sources estimées vers 0. Les ondelettes ont la ca-
pacité de représenter aussi bien les singularités locales (la pointe des pics) que les
structures lisses à plus grande échelle. Imposer la parcimonie dans le domaine des
ondelettes, comme avec nGMCA-analyse, permet alors une meilleure estimation à
la fois des pics et de la continuité de ces signaux.
Il est aussi très instructif de regarder l'inﬂuence de la largeur des pics des sources.
Sur la ﬁgure V.7, la largeur à mi-hauteur des pics devient un paramètre et est ainsi
modiﬁée par rapport aux cas précédents où elle était ﬁxée à 4 échantillons. Cela a
un impact important sur le modèle puisque plus la largeur est faible, plus les pics
sont pointus et les données parcimonieuses, et à l'inverse, plus la largeur est grande,
plus prendre en compte la continuité est important. Sans surprise, la NMF lissée
réussit d'autant moins à reconstruire les sources que les pics deviennent étroits. À
l'inverse, la version de base de nGMCA obtient de meilleurs résultats quand les pics
sont étroits. Ses performances baissent cependant comparé à nGMCA-synthèse et
nGMCA-analyse quand la largeur des pics augmente. Il est ﬁnalement intéressant de
remarquer que dans cette expérience, le noyau de convolution utilisé par nGMCA-
convolutif est laissé inchangé. Il n'est alors plus parfaitement adapté que pour une
largeur à mi-hauteur de 4 échantillons, et les performances de nGMCA-convolutif
baissent vite quand la largeur du ﬁltre ayant servi à générer les données s'éloigne de
cette valeur. Cet algorithme est ainsi très sensible aux écarts au modèle utilisé.
Ces résultats sont à mettre en regard avec les courbes de la ﬁgure V.2 qui
fournissent le ratio de parcimonie dans les domaines direct, des ondelettes, ainsi
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Figure V.7  SDR moyen de la reconstruction (SDRS) en fonction de la largeur
des pics (SNRY = 20dB, r = 12, moyenné sur 36 simulations de données RMN)
qu'après une inversion du ﬁltre Laplacien de largeur 4, en fonction de la largeur
du ﬁltre ayant généré les données. Les résultats de la ﬁgure V.7 présentent en
eﬀet sensiblement les mêmes tendances. Ainsi, les résultats de la version standard
de nGMCA baissent quand la largeur augmente car la parcimonie dans l'espace
direct baisse. De la même manière, les versions de nGMCA utilisant la parcimonie
en ondelettes sont moins aﬀectées par la largeur des pics car celle-ci modiﬁe peu le
ratio de parcimonie des sources dans ce domaine. Enﬁn, nGMCA-convolutif apparait
comme étant bien plus sensible que les autres algorithmes à l'exactitude du modèle
génératif qu'il met en ÷uvre, avec des résultats fortement dégradés quand la largeur
de son ﬁltre convolutif n'est pas la même que celle des pics des données. Bien qu'il
présente tout de même de bons résultats ici, cet algorithme ne serait pas envisageable
en pratique, les pics n'étant pas uniformes dans la réalité et aucun ﬁltre convolutif
ou banque de ﬁltres convolutifs comportant des largeurs et des formes diﬀérentes ne
pouvant donc les modéliser parfaitement.
B.3 Conclusions des expérimentations
Au travers de ces expériences, nous avons vu que les informations structurelles
apportées par la transformée s'avèrent utiles pour la reconstruction de sources com-
portant des structures géométriques complexes qui ne peuvent pas être correctement
prises en compte par la NMF lissée ou pas les méthodes standards de NMF utilisant
la parcimonie dans l'espace direct. Cela est particulièrement vrai dans des conditions
diﬃciles comme lorsque le nombre d'observations est faible ou quand le nombre de
sources est élevé. Comparée au lissage, la parcimonie dans un domaine bien choisi
(ici dans le domaine des ondelettes) a aussi l'avantage de préserver les pics tout
en reconstruisant correctement les structures lisses à plus grande échelle. Enﬁn,
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observation #1 observation #2
observation #3 observation #4
Figure V.8  4 mélanges bruités sur 32 (25dB).
la stratégie de seuillage proposée ici est aisée à mettre en place, ne nécessitant pas
d'ajustement ﬁn du paramètre de parcimonie, et est eﬃcace dans une grande variété
de contextes.
À notre connaissance, ces expérimentations présentent également la première
comparaison entre les formulations en analyse et en synthèse dans le domaine de la
SSA et plus particulièrement de la NMF. Comme il a déjà été souligné dans le cas
des problèmes inverses [Elad et al. 2007,Selesnick & Figueiredo 2009], les problèmes
formulés en analyse sont généralement plus robustes à des écarts au modèle puisque,
contrairement à ceux exprimés en synthèse, ils ne supposent pas que les signaux à
retrouver peuvent nécessairement se décomposer avec un faible nombre d'éléments
non nuls dans l'espace transformé.
C Mélanges d'images et repondération-`1
On peut directement étendre nGMCA à la séparation de sources 2D telles que des
images, en modiﬁant la transformée utilisée en conséquence. On observe cependant
des résultats qui ne sont pas à la hauteur de ceux obtenus en 1D. Cette section
explique pourquoi et apporte une solution au problème observé.
C.1 Inﬂuence du biais sur la séparation
Au chapitre IV, nous avons discuté des avantages et inconvénients de l'usage de
la régularisation `1 dans le contexte de la SSA positive. En pratique, alors que cette
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Figure V.9  Vérité terrain des 4 sources 2D (128× 128 pixels).
régularisation peut parvenir à des performances de séparation supérieures, elle est
également connue pour introduire un biais qui peut gêner cette même séparation.
Si le biais induit par la régularisation `1 peut être négligé pour des sources très par-
cimonieuses (c'est-à-dire ayant un faible nombre d'entrées non nulles), ce n'est pas
le cas pour des données plus complexes qui ne sont qu'approximativement parcimo-
nieuses. Dans ce dernier cas, toutes les entrées sont non nulles mais seul un faible
nombre ont une amplitude vraiment signiﬁcative. Les images naturelles sont ainsi
un bon exemple de signaux approximativement parcimonieux dans le domaine des
ondelettes. Dans ces conditions, la régularisation `1 peut ne pas être aussi eﬃcace.
La ﬁgure V.8 montre 4 mélanges bruités sur 32 réalisés des 4 sources présentées
ﬁgure V.9 (respectivement : Léna, des poivrons, un bateau et Barbara), les coeﬃ-
cients de mélange étant tirés comme les valeurs absolues des entrées d'une matrice
aléatoire Gaussienne. La ﬁgure V.10a montre la reconstruction de Léna après avoir
résolu le problème inverse de mise-à-jour de S à partir de la matrice de mélange
Aref ayant servie à générer les données :
argmin
S≥0
1
2
‖Y −ArefS‖22 + ‖Λµ  (SWT )‖1, (V.5)
où les coeﬃcients de la matrice Λµ valent 0 sur l'échelle grossière et µ sur les échelles
ﬁnes. On peut ainsi observer de fortes interférences : des fragments des poivrons et
de la tête de Barbara sont visibles sur l'image. Les ﬁgures V.10b, V.10c et V.10d
montrent respectivement l'intensité des contaminations par les interférences, le bruit
et les artefacts (le blanc signiﬁant une valeur de 0, et la dynamique étant ampliﬁée
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4 fois par rapport à V.10a aﬁn d'améliorer la visualisation), telles que déﬁnies dans
Vincent et al. [Vincent et al. 2006] et introduites section III-E (page 45). Il ressort
ainsi que les artefacts sont particulièrement présents, et localisés sur les contours de
l'image. Ceci est dû au seuillage des grands coeﬃcients d'ondelettes sur ces contours.
Les ﬁgures en V.11 montrent quant à elles la reconstruction en prenant µ = 0 et
donc Λµ = 0, c'est-à-dire en résolvant le problème des moindres carrés positifs. Cette
fois, il n'y a pas d'interférences et d'artefacts visibles puisque pas de régularisation
(ﬁgures V.11b et V.11d), mais la contamination par le bruit est importante (ﬁgure
V.11c).
Dans le cadre des problèmes inverses, la régularisation `1 est souvent rempla-
cée par une régularisation `0 qui produit généralement un moindre biais. Dans le
contexte de la NMF parcimonieuse, nous avons observé au chapitre IV qu'une pé-
nalisation `0 ne produit pas ce genre d'interférences, mais ne se comporte pas aussi
bien que la régularisation `1 pour séparer les sources. C'est particulièrement vrai
dans des conditions de séparation diﬃciles, comme lorsque le nombre de sources r
est élevé par exemple. Aﬁn d'obtenir une séparation plus précise de signaux approxi-
mativement parcimonieux, comme des images naturelles, un traitement spéciﬁque
doit être appliqué aﬁn de ne garder que le meilleur des pénalisations `0 et `1.
C.2 La repondération comme compromis
Dans le contexte des problèmes inverses linéaires régularisés, plusieurs techniques
ont été conçues aﬁn d'éviter l'apparition du biais généralement induit par la régula-
risation `1. Dans [Gao & Bruce 1997], les auteurs ont introduit un mélange entre les
seuillages doux et dur qu'ils ont appelé seuillage ferme. Dans [Voronin & Woerde-
man 2013], les auteurs ont proposé de convertir itération après itération le seuillage
doux en seuillage ferme. Cette stratégie proﬁte ainsi de la convexité de le régula-
risation `1 au début de l'algorithme pour approcher une solution unique, avant de
proﬁter du biais moindre du seuillage ferme.
Ici, nous optons pour un choix alternatif appelé repondération-`1 [Candès
et al. 2007]. Cette méthode consiste à choisir les coeﬃcients de la matrice de régu-
larisation Λ en fonction de l'amplitude des coeﬃcients correspondants de la trans-
formée de S. Les entrées de la transformée de S ayant les plus grandes amplitudes
sont alors moins pénalisées que celles ayant une plus faible amplitude, plus suscep-
tibles de n'être dues qu'à du bruit. Cela est généralement eﬀectué en résolvant de
manière itérative une série de problèmes régularisés avec du `1 repondéré. À chaque
étape de la série, les coeﬃcients de Λ sont modiﬁés en considérant l'estimée courante
des sources S. L'avantage principal de cette méthode est que, bien qu'elle tente de
résoudre un problème non-convexe, chaque étape reste tout de même convexe.
Plusieurs stratégies de repondération ont été proposées [Candès et al. 2007].
Dans les expérimentations qui suivent, la matrice Λ sera mise à jour comme suit :
Λrew. = Λ
(
1 +
(
Sinv|w Σ
)2)
, (V.6)
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Figure V.10  Exemple des composantes de reconstruction pour Léna
(régularisation `1 standard, µ = 0.05, SDR = 21, 77dB pour cette estimation de
Léna).
où le carré est appliqué élément par élément, et Sw|inv est une estimée des sources
faite à partir du problème des moindre carrés utilisant l'estimée courante de A :
Sw|inv = (ATA)−1ATYWT . (V.7)
La matrice Σ contient l'écart-type du bruit contaminant les sources dans le domaine
transformé. En pratique, celui-ci est évalué à partir de l'estimateur robuste de l'écart-
type du bruit qu'est le MAD de Sw|inv, que nous utilisions également section A.
Cette repondération du terme de régularisation `1 peut être utilisée sur le cas
précédent des mélanges bruités d'images naturelles avec Λµ, connaissant la matrice
de mélange Aref. Le résultat pour la reconstruction de Léna est exposé ﬁgureV.12a.
On observe alors que cela fait largement baisser l'importance des artefacts (ﬁgure
V.12a) et fait quasiment disparaitre les interférences (ﬁgureV.12b) tout en gardant
un niveau de bruit très bas (ﬁgure V.12c)
De façon plus quantitative, les critères d'évaluations de Vincent et al. [Vincent
et al. 2006] sont résumés dans le tableau V.1 pour les 3 cas exposés. (aucune régu-
larisation, régularisation `1 standard, et régularisation `1 repondérée). En compa-
raison d'un simple moindre carré, l'usage d'une régularisation `1 aide visiblement à
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(a) estimation (b) interferences
(dynamique x4)
(c) bruit
(dynamique x4)
(d) artefacts
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Figure V.11  Exemple des composantes de reconstruction pour Léna
(aucune régularisation, SDR = 24, 10dB pour cette estimation de Léna).
critères aucune régularisation `1 standard `1 repondéré
SDRS 23.5 20.9 25.8
SIRS 64.9 25.7 35.4
SNRS 23.5 37.0 30.6
SARS 51.1 22.9 28.5
Tableau V.1  Critères de séparations pour une inversion avec les seuillages
standards et repondérés (SNRY = 25dB, µ = 0, 05).
réduire la contamination par le bruit (augmentant ainsi le SNR), mais au coût de
plus d'interférences et d'artefacts (faisant baisser le SIR et le SAR). Dans la dernière
colonne, le pénalisation `1 repondérée oﬀre un bon équilibre entre le débruitage et
une séparation eﬃcace, avec un SNR plus faible mais un SIR bien plus élevé.
On pourrait néanmoins avancer que la diﬀérence de résultats serait due uni-
quement au fait que le µ dans Λrew.µ et dans Λµ n'ont pas la même signiﬁcation,
et qu'à un µ diﬀérent, on pourrait trouver des résultats contradictoires. La ﬁgure
V.13 apporte cependant des éléments consolidant nos observations. En eﬀet, elles
montrent la qualité des reconstructions en terme de SDR des versions standards et
repondérées de l'inversion en analyse, en fonction du paramètre µ et en fonction du
résidu ‖Y −AS‖2.
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Figure V.12  Exemple des composantes de reconstruction pour Léna
(régularisation `1 repondérée, µ = 0.05, SDR = 26, 62dB pour cette estimation de
Léna).
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Figure V.13  Évolution du SDR sur un exemple représentatif (SNRY = 25dB).
En gardant à l'esprit que les deux courbes la ﬁgure V.13a ne peuvent pas vrai-
ment être comparées à un µ ﬁxé, ce premier tracé permet tout de même de constater
que le processus de repondération permet d'atteindre de meilleures reconstructions
et surtout, apporte une robustesse bien plus grande puisqu'il permet d'augmenter
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Figure V.14  SDR moyen de la reconstruction (SDRS) en fonction du niveau de
bruit sur les données en dB (SNRY ) (r = 4, m = 16, moyenné sur 24 simulations
de mélanges d'images).
le SDR sur une plage de valeurs de µ bien plus large. Ainsi, une moindre précision
est nécessaire pour l'ajustement de µ lorsque l'on utilise la repondération. L'expé-
rience précédente utilisant µ = 0, 05, on observe eﬀectivement que la régularisation
non-repondérée détériore alors la solution quand l'utilisation de la repondération
l'améliore par rapport à la solution non-régularisée (µ = 0).
Le deuxième tracé en ﬁgure V.13b montre exactement les mêmes points, mais
cette fois en fonction de la norme résiduelle obtenue ‖Y −AS‖2. Cela permet une
comparaison plus juste puisque ce terme d'attache aux données est identique dans
les deux cas, seul le terme de régularisation étant modiﬁé. Lorsque µ augmente, la
norme résiduelle augmente également car la régularisation biaise la solution, et on
retrouve ainsi le cas sans régularisation µ = 0 à l'extrémité gauche des deux courbes,
et le cas µ = 0, 15 à leur extrémité droite. Le fait que la courbe non-repondérée parte
rapidement vers de plus grandes valeurs de résidu est un point remarquable. Cela
indique en eﬀet qu'un léger changement de µ biaise très vite la solution obtenue,
et donc, encore une fois, que la version repondérée, à l'inverse, est plus robuste. Il
est aussi intéressant de noter qu'à une norme résiduelle donnée, la version standard
n'obtient jamais une reconstruction de meilleure qualité que la version repondérée,
ce qui conforte l'observation que cette régularisation semble mieux adaptée.
C.3 Expérimentations
C.3.1 Séparation aveugle d'images
Dans ce paragraphe, des expérimentations sont eﬀectuées aﬁn de comparer les
régularisations en analyse et en synthèse, ainsi que leurs pendants repondérés, dans
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source #1 source #2
source #3 source #4
Figure V.15  Exemple de reconstruction avec HALS
(16 observations, SNRY = 30dB, obtenant un SDRS de 14.79dB).
le contexte de l'imagerie. Dans ces conditions, il est courant de ne pas pénaliser
l'échelle grossière des ondelettes, qui contient les valeurs moyennes locales du signal
et n'est donc pas parcimonieuse. Ainsi, les coeﬃcients de Λ qui correspondent à cette
échelle sont mis à 0. De la même manière, cette échelle ne contient généralement
pas d'information discriminante. Il est donc usuel de ne pas en prendre compte lors
de l'estimation de A. Les ondelettes utilisées dans ces expérimentations sont des
Daubechies-4 avec 3 échelles.
À part en ce qui concerne les sources, qui sont maintenant les 4 images de la ﬁgure
V.9, les simulations sont conduites de la même manière qu'à la section précédente.
La ﬁgure V.14 montre le SDR moyen de chacune des reconstructions pour des
mélanges bruités avec les formulations en analyse et en synthèse, repondérées ou
non, ainsi qu'avec le nGMCA de base et HALS. Dans ces conditions, nGMCA de
base donne de mauvais résultats puisque les sources recherchées ne sont clairement
pas parcimonieuses dans l'espace direct. Il pourrait en eﬀet être préférable de ne
pas régulariser le problème plutôt que d'utiliser une régularisation mal adaptée.
Pour cette raison, HALS est testé ici sans régularisation parcimonieuse. Il obtient
de meilleurs résultats que nGMCA mais n'est pas capable de débruiter les sources
ni de les séparer convenablement, comme le montre les interférences visibles sur la
ﬁgure V.15.
Sur la ﬁgure V.16, la solution obtenue à l'aide de nGMCA-analyse sans la re-
pondération est très peu bruitée mais présente de fortes interférences également,
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source #1 source #2
source #3 source #4
Figure V.16  Exemple de reconstruction avec du `1 standard (nGMCA-analyse,
16 observations, SNRY = 30dB, obtenant un SDRS de 18.64dB).
source #1 source #2
source #3 source #4
Figure V.17  Exemple de reconstruction avec du `1 repondéré (nGMCA-analyse
repond., 16 observations, SNRY = 30dB, obtenant un SDRS de 21.07dB).
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Figure V.18  SDR moyen de la reconstruction (SDRS) en fonction du niveau de
bruit sur les données en dB (SNRY ) (r = 12, m = 32, moyenné sur 36 simulations
de données RMN)
ce qui est particulièrement visible sur la source #4. Enﬁn, la ﬁgure V.17 montre
une reconstruction eﬀectuée avec le même algorithme mais cette fois en utilisant la
repondération. Le procédé de repondération proposé permet d'obtenir des interfé-
rences bien plus réduites tant en conservant une faible contamination par le bruit.
À des ﬁns de cohérence, la même repondération est appliquée à la formulation en
synthèse, alors qu'elle n'est pas aussi bien adaptée à ce cas. En eﬀet, la formula-
tion en synthèse est bien moins contrainte et pourrait ainsi bénéﬁcier d'un choix de
repondération plus dur.
Ces expériences corroborent nos observations précédentes sur des données bien
plus complexes. La formulation en analyse se montre plus robuste que toutes les
autres régularisations parcimonieuses dans le cas d'images naturelles qui ne sont
pas parfaitement parcimonieuses en ondelettes.
C.3.2 Retour sur les résultats 1D
Le procédé de repondération proposé dans cet section peut également être utilisé
sur les données RMN simulées introduites précédemment (section B.1). Les ﬁgures
V.18 et V.19 sont ainsi des mises-à-jour des ﬁgures V.3 et V.7 sur lesquelles ont
été ajoutées les courbes pour les formulations en analyse et en synthèse repondérées
dans le domaine des ondelettes. Comme attendu, le procédé de repondération permet
d'obtenir de claires améliorations, avec un gain de 4 à 5dB en analyse aussi bien sur
la ﬁgure V.18 que la ﬁgure V.19. En ce qui concerne la formulation en synthèse, il
apparait encore une fois sur la ﬁgure V.18 que la repondération permet d'obtenir
une légère amélioration pour cette formulation quand il y a peu de bruit, mais peut
gêner la reconstruction aux régimes les plus bruités. Dans ce cas, elle pourrait en
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Figure V.19  SDR moyen de la reconstruction (SDRS) en fonction la largeur
des pics (SNRY = 20dB, r = 12, m = 32, moyenné sur 36 simulations de données
RMN)
eﬀet ne pas pénaliser suﬃsamment les petits coeﬃcients en ondelettes qui ont de
grandes chances d'être dus au bruit.
D Conclusion
Ce chapitre a étendu nGMCA aux cas de régularisations parcimonieuses. À
notre connaissance un seul algorithme de NMF avait été conçu aﬁn de gérer la
parcimonie dans un espace transformé et cela sans résoudre parfaitement les sous-
problèmes [Jiang & Yin 2012] (cf. section II-C.2, 40). Nous avons montré ici que
résoudre ces sous-problèmes était possible à l'aide d'algorithmes proximaux. De
nombreux cas ont pu alors être explorés, en utilisant une transformée orthonormale,
ou une transformée redondante exprimée en analyse ou en synthèse. Nous avons
aussi proposé de considérer une représentation utilisant des combinaisons positives
d'atome positifs.
Comme attendu, l'usage de transformées bien adaptée aux signaux et en particu-
lier de transformées redondantes s'est montré extrêmement eﬃcace sur des signaux
1D. Le même procédé sur des images a montré l'apparition de fortes interférences,
dues au biais de la régularisation parcimonieuses. L'usage d'une méthode de repon-
dération a alors permis de largement diminuer ces interférences.
De la même manière que pour le chapitre précédent, le code des algorithmes et
des scripts ayant servi à créer les ﬁgures est disponible en ligne.
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La NMF est particulièrement bien adaptée à l'étude des données de chromato-
graphie liquide/spectrométrie de masse (LC/MS). En eﬀet, celles-ci sont composées
de mélanges positifs de spectres de masse qui sont également positifs. La première
section de ce chapitre décrit les diﬀérents aspects de ces données comme la structure
des spectres de masse et des proﬁls de mélange, ainsi que le bruit multiplicatif qui
les contamine. Nous proposerons ensuite d'adapter nGMCA aux spéciﬁcités de ces
données en utilisant un modèle de bruit non-stationnaire et une approche stochas-
tique aﬁn d'être moins sensible aux points stationnaires induits par la structure très
piquée des données. Nous évaluerons enﬁn plusieurs approches de la NMF d'abord
sur des données LC/MS synthétiques, puis sur un jeu de données réelles annotées
aﬁn d'en tirer des conclusions sur la manière la plus eﬃcace d'en extraire les spectres
de masse recherchés.
A Présentation des données
La LC/MS permet d'analyser un ﬂuide aﬁn de trouver les composés chimiques
qui le constitue. Le processus d'acquisition est résumé à la ﬁgure VI.1. Le ﬂuide
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Figure VI.1  Principe de la chromatographie en phase liquide-spectrométrie de
masse.
passe d'abord dans une colonne de chromatographie, à travers laquelle les composés
circulent à des vitesses diﬀérentes. Ainsi, les composés du ﬂuide sortent de la colonne
de chromatographie à des temps diﬀérents. À chaque instant t, les composés sortants
de la colonne sont réduits sous forme de spray et ionisés, puis analysés par un
spectromètre de masse. Les composés ayant des spectres de masse diﬀérents, ce
processus fournit ainsi une première double séparation imparfaite : en temps et en
masse. On obtient alors des données 2D comme celles de la ﬁgure III.2 du chapitre
III (page 27). Celles-ci seront notées Y et chaque ligne de cette matrice est un
spectre de masse à un temps donné.
A.1 Spectres de masse et proﬁls d'élution
La ﬁgure VI.2a montre un spectre de masse typique à un instant t donné, c'est-
à-dire Yt,·. Toutes les observations comme celle-ci sont constituées d'un mélange
de spectres élémentaires qui sont caractéristiques des composés du mélange. Les
démélanger nous permet ainsi d'identiﬁer les composés. Les composés observés dans
les spectres de masse sont des molécules. Celles-ci sont cassées aﬁn de former des
ions, appelés adduits. Chacun des pics de ces spectres élémentaires correspond au
rapport de la masse sur la charge d'un adduit. L'unité utilisée pour le rapport
masse-sur-charge est généralement le Thomson (Th), qui correspond à la masse
exprimée en Dalton (Da), divisée par la charge exprimée en nombre de charges
élémentaires. En pratique, les pics observés sur ces données proviennent d'ions ayant
une charge de -1e, et ils correspondent donc directement à la masse des adduits
exprimés en Dalton, 1Da valant approximativement la masse d'un nucléon. Les
atomes de ces adduits pouvant avoir des isotopes, ceux-ci apparaissent également
dans les spectres de masse. En particulier, un zoom sur le pic principal (ﬁgureVI.2b)
permet d'observer un pic plus petit situé à +1Da qui est typique de la présence
du carbone-13 13C (qui a un neutron supplémentaire par rapport au carbone-12
12C, le plus courant dans la nature, et est près de 100 fois moins abondant que ce
dernier). Cette ﬁgure met aussi en évidence la grande gamme d'intensités à extraire
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Figure VI.2  Exemple de spectre de masse à un temps t.
des données. Zoomer encore au plus près du pic principal (ﬁgure VI.2c) montre
la grande précision du spectromètre Orbitrap qui a été utilisé pour acquérir ces
données [Makarov 2000,Makarov et al. 2006]. En eﬀet, bien qu'à première vue le pic
ne correspond qu'à un coeﬃcient, il est en fait larges d'une dizaine d'échantillons.
La ﬁgure VI.3 montre quant à elle un exemple représentatif de proﬁl tempo-
rel, c'est-à-dire d'intensité en fonction du temps, à une masse m donnée, Y·,m. Ces
proﬁls sont également appelés proﬁls d'élution. Ceux-ci ressemblent typiquement
à des Gaussiennes d'une durée inférieure à une minute, avec une queue allongée
après leur valeur maximale. Une caractéristique des données est clairement visible
sur ce graphique : plus la valeur des coeﬃcients est grande, plus ceux-ci sont brui-
tés et présentent de grandes variations autour d'une valeur moyenne. Les données
semblent ainsi contaminées par du bruit multiplicatif, c'est-à-dire que son écart-type
est proportionnel à la valeur du coeﬃcient du signal.
A.2 À propos du bruit et du modèle de mélange
Aﬁn de corroborer l'observation précédente en ce qui concerne le bruit sur les
données, on peut appliquer la procédure suivante :
(i) extraire les proﬁls temporels les plus énergétiques des données.
104 Chapitre VI. Application aux données LC/MS
8 8.5 9 9.5 10
0
temps (min)
Figure VI.3  Exemple de proﬁl temporel dans les données LC/MS.
(ii) lisser ceux-ci à l'aide d'un ﬁltre gaussien aﬁn d'en éliminer une partie du
bruit.
(iii) calculer une moyenne locale et estimer un écart-type local tout le long des
proﬁls sur les morceaux non-uniformément nuls, en comparant les proﬁls bruités et
ﬁltrés.
Le nuage de point aﬃché à la ﬁgure VI.4a correspond alors aux écarts-types en
fonction de l'amplitude moyenne des données ainsi créées. Celui-ci fait apparaître une
corrélation entre l'amplitude et l'écart-type. De nombreuses études sont parvenues
à des conclusions similaires [Anderle et al. 2004, Du et al. 2008]. En considérant
que le bruit est dû à un mélange d'une composante additive et d'une composante
multiplicative, on obtient le modèle suivant pour l'écart-type de chaque coeﬃcient
des données :
Σij =
√
σ2add + σ
2
multY
2
ij , (VI.1)
où σadd est l'écart-type du bruit additif, et σmult le coeﬃcient de bruit multiplicatif.
Le modèle est montré sur la ﬁgure précédente (ligne noire) les valeurs obtenues, c'est-
à-dire σmult = 0, 074 et σadd = 15 000. La ﬁgure VI.4b montre les mêmes données
avec une échelle logarithmique. Le bruit multiplicatif y est davantage visible, avec
une pente de coeﬃcient directeur 1 pour les grandes valeurs. On remarque cependant
sur ce graphique que le bruit additif est surévalué à cause des points aberrants
à faible moyenne mais grand écart-type. Dans la suite, nous utiliserons tout de
mêmes les valeurs surévaluées trouvées de cette manière, aﬁn d'être légèrement moins
sensible à ces points. Les biologistes utilisant ces données estiment de plus que les
pics d'intensité plus faible que 10 000 en ordre de grandeur sont peu signiﬁcatifs, ce
qui vient conforter ce choix.
En plus des points aberrants et du bruit multiplicatif, un dernier aspect rend
également ces données diﬃciles à traiter : les non-linéarités. En eﬀet, le modèle de
mélange n'est pas parfaitement vériﬁé sur ces données, ce qui peut entraîner des er-
reurs. On peut ainsi trouver dans les données des masses qui "dévient" comme sur la
ﬁgure VI.5 où deux composés semblent changer de masse au cours du temps (entre
les échantillons 7600 et 7700). Ces non-linéarités peuvent être dues à des parasites
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Figure VI.4  Ecarts-types en fonction des intensités, calculés à partir des plus
proﬁls temporels les plus énergétiques.
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Figure VI.5  Zoom sur une non-linéarité (masses "variables" indiquées par des
ﬂèches entre les échantillons 7600 et 7800, données non-annotées, intensités en
échelle logarithmique).
électromagnétiques. Durant certaines acquisitions, certains composés chimiques ré-
agissent également entre eux, ce qui n'est pas non plus modélisable à l'aide d'un
mélange linéaire.
A.3 Chaîne de traitement des données
Les données que nous considérons dans ce chapitre proviennent d'un mélange de
composés commerciaux dont les spectres de masse sont connus. Cet échantillon a
été réalisé à des ﬁns d'évaluation au sein du CEA-Saclay [Xu et al. 2010], et a été
analysé à l'aide d'un spectromètre Orbitrap. Les données obtenues sont annotées,
et la position en temps et en masse de chacun des pics des composés mélangés est
ainsi connue. La plage de temps va de 2 à 18 minutes, et les masses de 69 à 544 Da.
Deux simulations des spectres de masse des composés du mélange sont visibles à la
ﬁgure III.4. Un exemple de spectre de masse observé est également donné ﬁgure
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VI.11b et la liste complète des composés est aﬃchée sur la ﬁgure VI.6 avec une
estimation de leur proﬁl d'élution.
Le traitement des données LC/MS se fait généralement à l'aide de logiciels tels
que XCMS [Benton et al. 2008] et MZmine [Pluskal et al. 2010], qui recherchent les
pics 2D un par un avant de les regrouper. Comme indiqué dans [Dubroca et al. 2012],
l'utilisation de la NMF en LC/MS permettrait de combiner ces deux étapes en une
seule. Nous nous proposons donc ici de comparer les résultats de plusieurs approches
en NMF sur ces données, avec la chaîne de traitement suivante :
1. Mise sous forme matricielle : chaque spectre acquis par le spectromètre de
masse a une grille de masses spéciﬁque et diﬀérente de celle des autres spectres.
Ainsi, une grille de masse commune est créée sur laquelle placer l'ensemble
données. Cela permet de les mettre sous forme matricielle.
2. Sélection de masses : les masses n'apparaissant qu'à un faible nombre de temps
consécutifs ou ayant une intensité trop faible sont jugées non-signiﬁcatives
et sont généralement retirées des données. De la même manière, les masses
présentes à chaque temps, comme celles correspondants aux diluants, ne sont
pas jugés intéressantes et sont enlevées des données. On obtient alors des
données Y nettoyées.
3. Sous-échantillonnage : aﬁn de réduire davantage la taille des données, Y est
sous-échantillonné le long de sa dimension masse, ce qui permet d'obtenir une
matrice Ysub de plus faible dimension. Cela rend les calculs plus rapides au
coût d'une moindre précision. Cette moindre précision peut cependant être un
avantage puisqu'elle diminue le niveau de bruit des données. Ainsi, on trouve
alors σadd = 12 000 et σmult = 0, 023, ce qui est signiﬁcativement plus bas que
les niveaux estimées en section A.2 sur l'ensemble des données. De plus, la
précision d'origine peut être partiellement retrouvée via une étape d'inversion
présentée en dernière étape de cette chaîne de traitement.
4. Factorisation : les données sont décomposées sous la forme Ysub ≈ ASsub avec
A et S des matrices positives, en utilisant des algorithmes de NMF.
5. Inversion : on se ramène à la grille de masse d'origine en résolvant le problème
inverse suivant :
argmin
S≥0
1
2
‖Y −AS‖22, (VI.2)
où la matrice de mélange A est celle trouvée à l'étape précédente, et où Y
est la matrice de données avec la grille de masse commune créée à l'étape 1
(c'est-à-dire les données non-sous-échantillonnées).
A.4 Création de données synthétiques
Aﬁn d'obtenir une estimation des proﬁls temporels qui devraient être observés
pour les sources annotées, les annotations sont utilisées aﬁn de créer une matrice de
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Figure VI.6  Proﬁls d'élution Aannot. des sources annotées, estimés par
inversion (norme inﬁnie des sources partagée entre Aannot. et Sannot.sub ).
sources de référence Sannot.sub . On peut alors calculer les proﬁls temporels correspon-
dants en résolvant le problème inverse suivant :
Aannot. = argmin
A≥0
1
2
‖Ysub −ASannot.sub ‖22. (VI.3)
Ces proﬁls sont montrés sur la ﬁgure VI.6 en répartissant équitablement l'échelle
sur Aannot. et sur Sannot.sub aﬁn que les plus petites sources soient suﬃsamment visibles
par rapport aux sources les plus énergétiques. En eﬀet, les dynamiques des sources
sont très diﬀérentes les unes des autres.
À partir de là, il est possible de synthétiser une matrice de données de la manière
suivante :
Ysynth. = A
annot.Sannot.sub + Z, (VI.4)
où Z modélise une contamination par un mélange de bruit additif non-stationnaire.
Dans la suite, on considère que chaque coeﬃcient Zij est une variable aléatoire
Gaussienne, indépendante des autres, de moyenne nulle et d'écart type Σij =√
σ2add + σ
2
multY
2
ij . Ce bruit s'approche ainsi du bruit contaminant les données
réelles, avec une composante additive et une composante multiplicative. Une diﬀé-
rence subsiste cependant : on considère ici que tous les coeﬃcients sont contaminés
par du bruit alors que l'analyse du bruit sur les données n'avaient été eﬀectuées que
sur les sections non nulles des données. Le bruit des données est ainsi plus parcimo-
nieux que celui utilisé dans ces simulations. Dans les expérimentations des sections
qui suivent, σadd est ﬁxé à 12 000 et le paramètre contrôlant le bruit multiplica-
tif σmult varie entre 0 et 0,1 aﬁn d'évaluer la sensibilité des algorithmes au bruit
multiplicatif sur ces données synthétisées.
108 Chapitre VI. Application aux données LC/MS
B Adaptations de nGMCA aux données LC/MS
Les données LC/MS sont diﬀérentes des données simulées des chapitres précé-
dents. En eﬀet, ils possèdent une très grande dynamique et des proﬁls temporels et
spectraux peu corrélés. Aussi, ces données sont contaminées par un bruit qui n'est
pas simplement Gaussien. Cette section vise à adapter nGMCA à ces conditions.
B.1 Formulation avec du bruit non-stationnaire
Dans [Dubroca et al. 2012], Dubroca et al. adaptèrent l'algorithme multiplicatif
de Lee & Seung ( [Lee & Seung 1999], section III-B.2.2, page 36) aﬁn de tenir
compte du bruit multiplicatif présent dans les données LC/MS. Pour ce faire, ils
modiﬁèrent le terme d'attache aux données en le pondérant par l'écart-type du bruit
à chaque coeﬃcient, en considérant que chaque coeﬃcient de bruit est indépendant
des autres. L'écart-type est estimé au début de l'algorithme via l'équation (VI.1),
directement à partir des observations et des coeﬃcients σadd et σmult que l'on suppose
connus. Le même principe peut être utilisé avec nGMCA, qui, comme nous l'avons
vu au chapitre IV est plus eﬃcace que l'algorithme de mise-à-jour multiplicative. La
fonction de coût devient donc :
argmin
A≥0, S≥0
1
2
‖Σ−1  (Y −AS) ‖22 + ‖Λ S‖1, (VI.5)
où l'on considère les exposants (et donc ici l'exposant−1 sur Σ) élément par élément.
Ce type de repondération aurait été plus diﬃcile à adapter avec des méthodes de type
ALS [Paatero & Tapper 1994] ou HALS [Cichocki et al. 2008,Cichocki et al. 2009]
car celles-ci utilisent des propriétés de séparabilité du problème de NMF qui ne sont
pas conservées par le produit terme à terme avec Σ−1. La version de nGMCA conçue
pour résoudre le problème (VI.5) sera nommée "nGMCA non-stationnaire" car elle
vise à prendre un compte un bruit qui n'est pas identique sur tous les coeﬃcients.
Les paragraphes qui suivent fournissent les détails de sa mise en ÷uvre.
B.1.1 Gestion du seuillage
Une attention toute particulière doit être accordée à la gestion des seuils Λ. En
gardant l'approche utilisée au chapitre IV, les seuils sont ﬁxés au niveau de l'écart-
type du bruit estimé sur le gradient. Le gradient du terme d'attache aux données f
s'écrit :
∇f(S) = AT (Σ−2  (AS−Y)) . (VI.6)
À la ﬁn de l'algorithme, on souhaiterait trouver un résidu R = AS − Y qui soit
compatible statistiquement avec du bruit, et donc que sa matrice de variance élément
par élément soit donnée par Σ2. On fait ainsi le choix simpliﬁcateur de négliger les
covariances, étant donné qu'elles sont extrêmement diﬃciles à modéliser et à prendre
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en compte. On peut ainsi en déduire une estimation de l'écart-type du bruit attendu
sur le gradient, ce qui mène au choix suivant pour Λ :
Λ =
√
(AT )2Σ−2, (VI.7)
où la racine carrée est appliquée élément par élément, comme les exposants. Alors
que Λ est décroissant dans la version originale de nGMCA, ce principe ne sera pas
appliqué pour nGMCA non-stationnaire. En eﬀet, l'ajustement du seuillage est déjà
complexe et est modiﬁée à chaque nouvelle estimation de A. Sans seuil décroissant, la
contrainte de norme, envisagée pour la convergence en section IV-B.5 (page 58), est
appliquée sur A à chaque itération. Celle-ci n'assure cependant pas la convergence
de l'algorithme ici, puisque le seuil Λ évolue à chaque itération. L'Algorithme VI.1
résume ce nouvel algorithme (en prenant σ(k)D = 0, ce dernier terme étant expliqué
par la suite).
B.1.2 Reconditionnement du gradient
En raison du terme Σ−2 dans le calcul de ∇f (VI.6), le gradient peut être très
mal conditionné. En eﬀet, dans le cas des données LC/MS, on a :
max(Σ−2)
min(Σ−2)
≈ 103. (VI.8)
Pire, puisque les coeﬃcients Σij sont d'autant plus grands que les Yij le sont, les
pas de gradient dans ces directions sont plus petits, alors que ce sont les coeﬃcients
les plus importants à estimer.
Il est possible de reconditionner le gradient aﬁn d'accélérer la convergence des
algorithmes proximaux [Pock & Chambolle 2011,Becker & Fadili 2012]. Le cas spé-
ciﬁque du reconditionnement diagonal pour l'algorithme FB avec du seuillage doux
est détaillé dans l'annexe B-D (page 135). Le reconditionnement peut ainsi être
utilisé pour contrer l'eﬀet néfaste de Σ sur le pas du gradient. En pratique, nous re-
conditionnons ainsi le gradient par un produit terme-à-terme avec 1
√
(AT )2Σ−2.
Ce choix permet de nettement accélérer la convergence de l'algorithme.
B.1.3 Formulation en analyse via synthèse contrainte
Aﬁn de pouvoir utiliser le même type de terme non-stationnaire d'attache aux
données avec un a priori parcimonieux en analyse, il faut pouvoir résoudre l'étape
de mise-à-jour de S :
argmin
S≥0
1
2
‖Σ−1  (Y −AS) ‖22 + ‖Λ (SWT )‖1. (VI.9)
L'approche de résolution de la formulation en analyse présentée précédemment uti-
lise l'algorithme de Chambolle-Pock [Chambolle & Pock 2010]. Celui-ci n'est pas
aussi aisé à utiliser avec le terme de bruit non-stationnaire. En eﬀet, cet algo-
rithme nécessite l'utilisation de l'opérateur proximal du terme d'attache aux données
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S 7→ 12‖Σ−1(Y−AS)‖22 qui n'est alors plus explicite à cause de la matrice de poids
Σ−1 qui détruit la structure séparable du problème. Son calcul nécessiterait donc
l'usage d'une sous-routine qui ralentirait d'autant l'ensemble de la minimisation.
On pourrait aussi utiliser l'algorithme GFB ( [Raguet et al. 2013], présenté section
II-C.3.2, page 21) qui ne nécessite que le calcul du gradient du terme d'attache aux
données, mais nécessiterait l'opérateur proximal de S 7→ ‖Λ(SWT )‖1 (ce qui a été
fait dans [Rapin et al. 2013b,Rapin et al. 2013c], sans Σ). Celui-ci n'est cependant
pas explicite non plus.
Dans l'annexe B-C (page 134), nous montrons que résoudre le problème (VI.9)
revient à résoudre le problème suivant lorsque W est une trame ajustée telle que
WTW = In :
argmin
Sw
1
2
‖Σ−1  (Y −ASwW) ‖22 + ‖Λ (Sw)‖1 + i.W≥0(Sw) + iImT (W)(Sw),
(VI.10)
avec la notation ImT (W) = {Sw, ∃S | Sw = SWT }. Cette contrainte revient à se
placer dans l'espace image de la transformée W pour les signaux S. On retrouve
ensuite la solution dans l'espace direct par Sˆ = SˆwW. L'avantage de cette formula-
tion est qu'elle peut être facilement résolue à l'aide de l'algorithme GFB. En eﬀet,
on prend alors :
f(Sw) =
1
2
‖Σ−1  (Y −ASwW)‖22,
g1(Sw) = ‖Sw‖1, (VI.11)
g2(Sw) = i.W≥0(Sw) + iImT (W)(Sw), (VI.12)
où l'on note ImT (W) = {Sw, ∃S | Sw = SWT }. Le gradient de f est simple à
calculer, l'opérateur proximal de g1 est le seuillage doux, et celui de g2 est S 7→
[SwW]+ W
T comme cela est montré dans l'annexe A-E (page 132).
Le choix du seuillage se fait de la même manière que dans le cas de la parcimonie
dans l'espace direct, et l'on trouve alors Λ =
√
(AT )2Σ−2(WT )2. Le reconditionne-
ment se généralise de façon directe dans ce cas là, étant donné que celui-ci n'aﬀecte
pas les projections. En pratique, nous utiliseront 1 
((
AT
)2
Σ−2
(
WT
)2)
qui se
révèle très eﬃcace pour la formulation en analyse.
B.2 Validation de l'approche non-stationnaire
La ﬁgure VI.7 résume les résultats pour les diﬀérentes versions de nGMCA
envisagées sur les données synthétiques conçues en section A.4. Bien que les versions
standards de nGMCA peuvent estimer le niveau de bruit au cours de l'algorithme,
il sera ici ﬁxé manuellement au niveau du bruit sur les données, c'est-à-dire σadd =
12 000. Les versions non-stationnaires prennent quant à elles à la fois σadd et σmult
utilisés en entrée.
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Figure VI.7  SDR moyen de la reconstruction en fonction du niveau de bruit
multiplicatif σmult (bruit additif à 40dB, données LC/MS synthétisées, moyenné
sur 100 simulations de bruit).
Les résultats sont séparés en deux parties. En eﬀet, la régularisation parcimo-
nieuse peut être appliquées sur les spectres S ou sur les proﬁls d'élution A qui sont
également parcimonieux. Même si les spectres sont bien entendu beaucoup plus
parcimonieux que les proﬁls d'élution, savoir quel a priori est le plus adapté à la
séparation de ces sources n'est pas nécessairement facile à première vue. La ﬁgure
VI.7a montre les résultats lorsque la parcimonie est mise sur A, VI.7b lorsqu'elle
est mise sur S. Dans ce dernier cas, les versions en analyse ne sont pas utilisées, étant
donné que les spectres sont trop parcimonieux dans l'espace direct pour qu'elle soit
véritablement utile, comme nous l'avons vu au chapitre précédent (cf. section V-B.2,
page 85).
Ces ﬁgures permettent d'observer plusieurs comportements intéressants :
 Versions non-stationnaires : lorsque l'on considère la parcimonie des proﬁls
d'élution, sur la ﬁgure VI.7a, les versions non-stationnaires se montrent bien
plus robustes au bruit multiplicatif que les versions standards de nGMCA, avec
un gain dépassant les 10dB lorsque σmult est élevé. Cette distinction n'existe
cependant pas sur la ﬁgure VI.7b, c'est-à-dire dans le cas où la régularisation
est mise sur S. Cela laisse penser que, dans ce dernier cas, les algorithmes sont
limités par un autre problème, sur lequel nous reviendrons.
 Domaine de parcimonie : sur la ﬁgure VI.7a, la parcimonie en ondelettes des
proﬁls d'élution apporte une amélioration de 1 à 3dB pour les versions non-
stationnaires de nGMCA. Cette amélioration est cependant légère comparée
au gain de la non-stationnarité.
 Parcimonie sur A ou sur S : en comparant les ﬁgures VI.7a et VI.7b, on peut
s'apercevoir que la parcimonie sur S permet d'obtenir 2 à 5dB supplémentaires
par rapport à la parcimonie sur A à faible bruit multiplicatif, et à peine
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légèrement moins bonne dans des conditions de bruit plus élevé.
 Cas sans bruit multiplicatif : le premier point des deux graphiques, à σmult = 0,
correspond au cas sans bruit multiplicatif. En ce point, on observe que les ver-
sions non-stationnaires sont à chaque fois défavorisées par rapport au versions
standards, de 2 à 6dB. On notera pourtant que, dans ce cas là, le seuil ﬁnal est
identique pour les deux approches. Ainsi, la seule diﬀérence entre celles-ci vient
du fait que le seuil est constant pour les versions non-stationnaires alors que
les versions standards appliquent la stratégie de seuillage décroissant. Cette
stratégie est donc extrêmement utile à la séparation sur ces données.
Au vu de ces résultats, les expérimentations suivantes ne porteront plus que sur
l'impact de la parcimonie sur S, qui peut semble pouvoir apporter davantage que la
parcimonie sur A, que ce soit dans l'espace direct ou en ondelettes. On a cependant
mentionné que l'apport de la version non-stationnaire est inexistant dans ce cas
là, ce qui suscite des interrogations au vu des résultats de la ﬁgure VI.7a, où les
versions non-stationnaires sont bien plus robustes.
B.3 Mises-à-jour stochastiques
Le seuil décroissant était visiblement très bénéﬁque sur les données synthétiques.
On peut donc supposer que les algorithmes peuvent facilement rester bloqués par des
points stationnaires, et plus spéciﬁquement ce qui semble être des minima locaux.
Ce fait peut provenir de la structure des données, ayant des spectres très piqués
et peu de pics similaires, ainsi que des proﬁls d'élution qui sont pour certains très
éloignés des autres. Cela est ampliﬁé par le bruit multiplicatif. Ainsi, l'estimation
des sources peut se retrouver dans des cuvettes convexes desquelles il est impossible
de sortir pour ce type d'algorithmes qui font nécessairement décroître la fonction de
coût.
On se propose ici d'ajouter aux données un terme stochastique σ(k)D D
(k) à
chaque itération k de l'algorithme global. L'Algorithme VI.1 détaille les étapes de
nGMCA non-stationnaire avec ce terme stochastique. La matrice D(k) est choisie
comme une matrice Gaussienne centrée réduite, et σ(k)D est choisi au niveau du bruit
additif σadd au début de l'algorithme, puis décroissant linéairement jusqu'à 0 pour
la phase d'aﬃnement.
La ﬁgure VI.8 montre la diﬀérence obtenue avec ou sans le terme stochastique
pour nGMCA standard et non-stationnaire avec une régularisation parcimonieuse
sur S. L'amélioration est ﬂagrante pour la version non-stationnaire, avec un gain
allant jusqu'à 10dB dans le cas le plus bruité. La version standard est également
améliorée mais seulement d'environ 1dB supplémentaire. Cela corrobore ainsi deux
observations précédentes : les versions non-stationnaires apportent une très nette
amélioration, et la structure particulière des données LC/MS amène à se retrouver
facilement limité par ce qui semble être des minima locaux. Bien que l'usage de ce
terme stochastique ne soit pas optimal et nécessiterait davantage d'études, il semble
permettre eﬃcacement de sortir les algorithmes de ces cuvettes convexes.
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Algorithme VI.1 : nGMCA non-stationnaire (stochastique)
Paramètre(s) d'entrée : Y, K, σadd, σmult.
1: initialiser A(0) et S(0), σ(1)D = σadd, Σ =
√
σ2add + σ
2
multY
2.
2: Pour k ← 1,K faire
3: tirer D(k) comme matrice aléatoire Gaussienne centrée réduite.
4: Λ(k) =
√
(A(k−1)T )2Σ−2
5: S(k) ← argmin
S≥0
1
2‖Σ−1 
(
Y + σ
(k)
D D
(k) −A(k−1)S
)
‖22 + ‖Λ(k)  S‖1
6: A(k) ← argmin
A≥0, ∀i ‖A·,i‖22≤1
1
2‖Σ−1 
(
Y + σ
(k)
D D
(k) −AS(k)
)
‖22
7: choisir σ(k+1)D ≤ σ(k)D
8: renvoyer A(K), S(K)
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Figure VI.8  SDR moyen de la reconstruction en fonction du niveau de bruit
multiplicatif σmult (bruit additif à 40dB, données LC/MS synthétisées, moyenné
sur 100 simulations de bruit, parcimonie sur S).
C Comparaison des algorithmes
C.1 Premiers résultats sur les mélanges synthétiques
Aﬁn d'eﬀectuer des comparaisons plus complètes, on teste également sur ces
données synthétiques l'algorithme multiplicatif de Lee & Seung [Lee & Seung 2001]
avec divergence `2 ("mult. (`2)") et de Kullback-Leibler ("mult. (KL)"), l'algorithme
multiplicatif de Dubroca et al. adapté au bruit multiplicatif des données LC/MS
("mult. (non-stat.)"), HALS, l'algorithme de Hoyer et l'algorithme de Kim & Park.
Le niveau de parcimonie nécessaire à HALS et le ratio de parcimonie nécessaire à
l'algorithme de Hoyer sont calculés sur les observations Y. En eﬀet, les sources étant
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Figure VI.9  SDR moyen de la reconstruction en fonction du niveau de bruit
multiplicatif σmult (bruit additif à 40dB, données LC/MS synthétisées, moyenné
sur 100 simulations de bruit).
peu mélangées sur ces données, cette estimation devrait être proche des vraies va-
leurs, qui ne sont pas connues à l'avance en pratique. Les paramètres de l'algorithme
de Kim & Park sont quant à eux ceux proposés par défaut.
Puisque les spectres sont très peu corrélés entre eux et les proﬁls d'élution se
chevauchent peu, les comparaisons incluent également deux approches géométriques,
celles-ci étant bien adaptées à ce type de situation (cf. section III-B, page 32). La
première, appelée "Fast separable NMF" [Gillis & Vavasis 2014] et dont le code est
disponible sur le site de l'auteur 1, vise à retrouver les lignes de S parmi les lignes de
Y ou les colonnes de A parmi les colonnes de Y. Ces algorithmes sont notés respec-
tivement "Fast sep. NMF (S)" et "Fast sep. NMF (A)" dans les expérimentations
qui suivent, et sont dits déterministes car ils ne dépendent pas de l'initialisation. La
seconde, appelée SCSA-UNS [Ouedraogo et al. 2012], vise a retrouver le cône de vo-
lume minimal contenant les données. Ce dernier algorithme nécessite un paramètre
visant à gérer le bruit, qui est ici ajusté manuellement sur les données simulées aﬁn
d'obtenir le meilleur SDR possible à σmult = 0, 05.
Les résultats sont partagés entre deux ﬁgures aﬁn de simpliﬁer leur visualisation.
Dans l'ensemble, tous les algorithmes sont fortement sensibles au bruit multiplicatif.
La ﬁgureVI.9a rassemble les résultats des algorithmes n'utilisant pas de parcimonie.
On observe que Fast sep. NMF (A) obtient d'excellents résultats, suivi par SCSA-
UNS, qui le dépasse même à haut niveau de bruit. À l'inverse, Fast sep. NMF (S)
obtient les moins bons résultats à haut niveau de bruit multiplicatif parmi tous les
algorithmes testés, près de 10dB en dessous de Fast sep. NMF (A). Ceci est un
des inconvénients de ces techniques : il est diﬃcile de prévoir si elles obtiendront
de bons résultats ou non. Ces algorithmes sont cependant extrêmement rapides
1. https://sites.google.com/site/nicolasgillis/code
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et peuvent être une source d'information à confronter avec d'autres approches. On
remarquera ﬁnalement sur ce graphique les résultats globalement médiocres obtenus
par les algorithmes multiplicatifs, avec cependant un léger avantage pour la version
non-stationnaire.
En ce qui concerne les algorithmes utilisant la parcimonie sur S de la ﬁgure
VI.9b, la version non-stationnaire et stochastique de nGMCA obtient les meilleurs
résultats. Cet algorithme obtient également de meilleurs résultats que les algorithmes
de la ﬁgure précédente. L'algorithme de Kim & Park est globalement 5dB en deçà de
cette version de nGMCA, mais près de 5dB au-dessus de tous les autres algorithmes
lorsqu'il y a du bruit multiplicatif. On se rappellera au passage que les paramètres
standards de l'algorithme ont été utilisés et qu'ils ne sont donc pas nécessairement
optimaux. Cela met en lumière le fait que comme le modèle de bruit, une régulari-
sation diﬀérente, et ainsi un modèle de sources mieux adapté, peut être bénéﬁque.
En eﬀet, la régularisation utilisée dans cet algorithme favorise les sources ne parta-
geant pas de coeﬃcients en commun. Ce modèle est bien vériﬁé en pratique sur ces
données.
C.2 Étude qualitative sur les données réelles - Cas de nGMCA
Les observations précédentes ont été eﬀectuées sur des données simulées proches
des données réelles. L'évaluation directe des résultats sur les données réelles est ce-
pendant plus diﬃcile, bien que celles-ci soient annotées. En eﬀet, les annotations ne
fournissent que la localisation des principaux pics de chaque source, mais pas exacte-
ment les sources à retrouver. Dans cette section, nous développons une méthodologie
permettant de qualiﬁer les résultats obtenus par les algorithmes de NMF.
Pour le traitement des données réelles, le réglage des seuils ﬁnaux des algorithmes
nGMCA s'eﬀectuera manuellement avec σadd = 12 000, et σmult = 0, 05 pour les ver-
sions non-stationnaire, soit légèrement au dessus du niveau estimé. Les paramètres
des autres algorithmes sont choisis comme précédemment. Pour tous les algorithmes
on considérera la recherche de 18 sources, parmi lesquelles on souhaite retrouver les
11 sources annotées.
Les proﬁls temporels Aannot. de la ﬁgure VI.10a peuvent être comparés à ceux
retrouvés à l'aide de nGMCA et de nGMCA non-stat. (stoch.) sur les données réelles
(respectivement ﬁgure VI.10b et ﬁgure VI.10c) sur la plage temporelle allant de 10
à 13 minutes, où plusieurs sources se superposent. On peut alors faire les observations
suivantes :
(i) la base de données des pics ne contient pas tous les composés présents dans
le mélange : nGMCA et nGMCA non-stat. (stoch.) trouvent tous les deux une source
très proéminente (ligne violette à 12,4min, source #12 et #14 respectivement) qui
n'est pas annotée mais dont le spectre de masse comporte une structure typique de
la présence de certains adduits.
(ii) la source #6 obtenue par nGMCA (ligne pointillée magenta à 11,45min)
interfère avec l'acide DL-vanylmandélique (source #7, ligne bleue à 11,45min), et la
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Figure VI.10  Zoom sur les proﬁls temporels entre 11 et 13 minutes (données
réelles).
source #10 (ligne pointillée cyan à 12,1min) avec l'acide adipique (source #9, ligne
rouge à 11,9min). Ces interférences sont inexistantes avec nGMCA non-stat. (stoch.)
dans le cas de l'acide DL-vanylmandélique (source #9), et plus faible dans le cas de
l'acide adipique, ce qui tend à montrer la meilleure qualité des reconstructions avec
cet algorithme.
Un exemple de spectre retrouvé par nGMCA est visible sur la ﬁgure VI.11a,
correspondant au beta-D-fucose. La ﬁgure VI.11b montre le spectre tel qu'il est
indiqué dans les annotations une fois mis sur la grille de masse des données. On
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Figure VI.11  Spectre du beta-D-fucose (données réelles).
remarque en particulier deux pics proéminents à environ 163 et 209 Da qui sont
identiques sur les deux spectres. Une grande partie des pics est cependant diﬀérente.
La ﬁgureVI.11c montre la source estimée en inversant Aannot. via l'équation (VI.2).
Cela revient à réestimer les sources à partir des proﬁls d'élution obtenus en inversant
les annotations. Le spectre obtenu est alors très similaire à celui obtenu par nGMCA,
ce qui montre donc qu'en pratique les données sont plus complexes que ce qui est
indiqué dans les annotations.
Les ﬁgures VI.12a et VI.12b montrent le nombre de pics estimés avec res-
pectivement nGMCA et nGMCA non-stat. (stoch.) qui sont compatibles avec les
annotations à la fois en temps et en masse. Il est diﬃcile d'évaluer quantitativement
ces résultats sur les données réelles. On peut cependant faire un certain nombre de
remarques sur la qualité de l'identiﬁcation des sources recherchées :
(i) toutes les sources annotées ne sont pas toujours nécessairement retrouvées.
Sur la ﬁgure correspondant à nGMCA, la ligne correspondant à la carnitine est vide
et ainsi aucun pic n'a été identiﬁé pour cette source. nGMCA non-stat. (stoch.)
récupère quant à lui toutes les sources sur cet exemple.
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Figure VI.12  Nombre de pics des composants recherchés retrouvés (données
réelles).
(ii) certaines sources estimées contiennent des pics correspondants à plusieurs
composés annotés (colonnes ayant plus d'un unique coeﬃcient non nul). Ces pics
sont des interférences qui doivent être évitées. Au vu des ﬁgures VI.12a et VI.12b,
les interférences semblent ainsi moins courantes avec nGMCA non-stat. (stoch.)
qu'avec la version standard de nGMCA.
(iii) certains composés annotés sont retrouvés dans plusieurs sources estimées
(lignes comportant plus d'un unique coeﬃcient non nul). Cela signiﬁe que le composé
recherché a été scindé en plusieurs sources. C'est par exemple ce que l'on a observé
sur la reconstruction de nGMCA à la ﬁgure VI.10b avec les sources #6 et #7, et
les sources #9 et #10. Ces composés scindés dans plusieurs sources semblent encore
une fois moins fréquentes avec nGMCA non-stat. (stoch.).
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C.3 Étude quantitative sur les données réelles
En considérant l'exemple qualitatif précédent on peut concevoir des critères qua-
litatifs. Pour ce faire on extrait les 200 plus grands pics des sources retrouvées. Ce
choix d'un nombre prédéﬁni de pics extraits permet de ne pas privilégier l'usage
de seuillages très sélectifs qui pourraient éviter artiﬁciellement des interférences.
Comme précédemment, ces pics sont aﬀectés à un composé lorsqu'ils sont compa-
tibles en temps et en masse avec les annotations. Étant donné que l'on estime 18
sources aﬁn de retrouver les 11 composés annotés, on déﬁnit la matrice E ∈ R11×18
dont l'élément Eij est la somme des énergies (au sens du carré de l'amplitude) des
pics de la jième source estimée qui sont aﬀectés au iième composé. On déﬁnit éga-
lement le vecteur e ∈ R18 où l'élément ej est la somme des énergies des pics de la
jième source estimée qui ne sont aﬀectés à aucun composé. On aﬀecte ensuite chaque
composé à une unique source estimée en choisissant une permutation des colonnes de
E maximisant
∑11
i=1 Eii. Ainsi le i
ième composé est aﬀecté à la iième source estimée.
On déﬁnit alors les critères critères quantitatifs suivants :
(i) ratio d'énergie correcte : le ratio moyen d'énergie d'une source estimée qui
appartient au composé auquel la source est aﬀectée. Ceci correspond ainsi à :
corr. =
1
11
11∑
j=1
Ejj
ej +
∑11
i=1 Eij
. (VI.13)
(ii) ratio d'énergie des interférences : le ratio moyen d'énergie des pics des
sources estimées qui appartient à des composés annotés diﬀérents de celui auquel la
source est aﬀectée, rapporté à l'énergie totale de la source estimée (ratio d'énergie
sur une colonne de la matrice E, en prenant en compte les pics non-identiﬁés) :
interf. =
1
11
11∑
j=1
(
1− Ejj − ej
ej +
∑11
i=1 Eij
)
. (VI.14)
(iii) ratio d'énergie des scissions : l'énergie moyenne des pics d'un composé qui
n'est pas aﬀecté à ce composé, rapporté à l'énergie totale des pics de ce composé
(ratio d'énergie sur les lignes de la matrice d'identiﬁcation de la ﬁgure VI.12a). Ce
critère vise à évaluer la tendance des algorithmes à scinder les composés en plusieurs
sources estimées, alors que chacun de ceux-ci devrait dans l'idéal être rassemblé dans
une unique source. Celui-ci se calcule de la manière suivante :
div. =
1
11
11∑
i=1
(
1− Eii∑18
j=1 Eij
)
. (VI.15)
(iv) ratio de composés identiﬁés : le ratio du nombre de composés pour lesquels
au moins un pic a été retrouvé, rapporté au nombre de composés annotés (c'est-à-
dire à 11).
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algorithm
critère
corr. (%) interf. (%) sciss. (%) iden. (%) récup. (%)
Fast Sep. NMF (A) 86,9 (N/D) 9,2 (N/D) 4,9 (N/D) 90,9 (N/D) N/D
Fast Sep. NMF (S) 86,7 (N/D) 4,6 (N/D) 5,8 (N/D) 100 (N/D) N/D
SCSA-UNS (ajusté) 53,3 (+/-5,7) 10,9 (+/-2,6) 20,7 (+/-2,3) 99,5 (+/-2,2) 95,5
mult. (non-stat.) 74,6 (+/-6,0) 13,9 (+/-7,0) 14,7 (+/-5,3) 94,4 (+/-5,4) 44
mult. (KL) 69,2 (+/-5,6) 14,6 (+/-5,9) 15,2 (+/-4,8) 94,0 (+/-5,9) 43,5
mult. (L2) 74,7 (+/-5,6) 13,9 (+/-6,8) 13,9 (+/-4,8) 93,6 (+/-5,5) 37,5
Hoyer contr. 66,4 (+/-7,6) 16,9 (+/-7,4) 16,9 (+/-6,7) 90,0 (+/-7,5) 21
Kim & Park 78,1 (+/-5,1) 9,6 (+/-7,4) 10,8 (+/-3,8) 95,9 (+/-4,5) 54,6
HALS parcim. 75,3 (+/-4,1) 12,4 (+/-6,2) 13,4 (+/-3,7) 93,5 (+/-4,3) 29,5
nGMCA 77,2 (+/-4,9) 11,2 (+/-5,2) 11,0 (+/-3,5) 93,8 (+/-5,0) 36
nGMCA (stoch.) 79,4 (+/-2,8) 5,7 (+/-3,7) 10,6 (+/-1,8) 98,8 (+/-3,1) 87
nGMCA non-stat. 77,0 (+/-4,2) 9,9 (+/-5,7) 13,3 (+/-4,3) 96,9 (+/-4,6) 67,5
nGMCA non-stat. (stoch.) 80,3 (+/-3,4) 4,5 (+/-2,4) 10,3 (+/-3,1) 99,7 (+/-1,6) 97
Tableau VI.1  Résultats moyens (et écart-types) obtenus à partir de 200
diﬀérentes initialisations.
(v) récupération : on considérera que toute les sources ont été retrouvées si au
moins un pic de chaque composé annoté est identiﬁé. Cela ne signiﬁe pas que la
factorisation est parfaite, mais en est cependant une condition nécessaire.
Tous les critères sont moyennés sur un grand nombre de réalisations, correspon-
dant à des initialisations diﬀérentes des algorithmes. Les résultats sont rassemblés
dans le tableau VI.1 avec les valeurs moyennes pour chacun des critères et leur
écart-type entre parenthèse. Ces tableaux apportent de nombreuses informations
qui diﬀèrent sur certains points des expérimentations sur les données synthétiques,
mettant en lumière la complexité des données réelles :
(i) résultats des algorithmes déterministes : Fast Sep. NMF (S) et Fast Sep.
NMF (A) obtiennent peu d'interférences et de scissions. La version recherchant les
lignes de S obtient d'excellents résultats puisqu'elle retrouve toutes les sources, alors
que ce n'est pas le cas de la version recherchant les lignes de A. On remarquera que
les résultats sont ainsi inversés par rapport aux données synthétiques. Ces algo-
rithmes sont ainsi très diﬃciles à manipuler puisqu'ils est diﬃcile de prévoir dans
quelles conditions ils réussiront à retrouver les sources ou non.
(ii) sensibilité à l'initialisation : les algorithmes déterministes ne dépendant pas
de l'initialisation, la variabilité de les résultats est bien entendu nulle. C'est pour
cela qu'elle est notée comme N/D (non-déﬁnie) dans le tableau. La variabilité des
algorithmes non-déterministes en fonction de l'initialisation est quant à elle très
élevée (dans le cas de mult. (non-stat.) par exemple : 74.6% d'énergie correcte avec
un écart-type de 6.0%). L'initialisation est ainsi extrêmement importante. Ceci tend
à conﬁrmer encore une fois la présence de nombreux points critiques auxquels ces
algorithmes sont très sensibles. Le terme stochastique de nGMCA non-stationnaire
permet cependant de baisser cette variabilité de plus d'un point.
(iii) résultats des algorithmes non-déterministes : la plupart des critères
montrent des résultats similaires à l'incertitude près. Le critère le plus discrimi-
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nant est le critère de "récupération" qui va de 21% à 97%. Une grande partie des
algorithmes obtiennent dans les 20 à 45% sur ce critère. L'algorithme de Kim &
Park obtient cependant toujours des résultats dépassant la plupart des autres al-
gorithmes avec un taux de récupération de 54,6%. Seuls SCSA-UNS (ajusté) ainsi
que les versions non-stationnaires et/ou stochastiques de nGMCA parviennent à
des taux de récupération plus élevés. SCSA-UNS (ajusté) obtient ainsi un taux de
récupération de 95,5% mais obtient le plus haut taux scissions (20,6%) et le plus
bas taux d'énergie correcte. La version non-stationnaire et stochastique de nGMCA
obtient quant à elle un taux de récupération de 97%, avec un taux d'interférence
parmi les plus faibles et un taux d'énergie correcte parmi les plus élevés.
(iv) attache aux données : l'a priori non-stationnaire est très eﬃcace pour
nGMCA et améliore également légèrement ceux de "mult. (non-stat.)" par rap-
port à "mult. (L2)". La divergence de Kullback-Leibler permet d'obtenir un taux de
récupération comparable à celui de "mult. (non-stat.)" (43,5%) mais au prix d'une
détérioration des autres critères, et en particulier du ratio d'énergie correcte qui
baisse de près de 5 points par rapport aux autres algorithmes multiplicatif. L'utili-
sation d'un terme d'attache aux données particulier n'est ainsi pas neutre est mène
à des résultats diﬀérents. Sur ces données, l'intégration complète de l'a priori de
bruit non-stationnaire dans nGMCA, avec l'usage d'un terme de parcimonie adapté
en conséquence, semble ainsi l'approche la plus appropriée.
On voit ainsi qu'en résumé, l'algorithme de Kim & Park est eﬃcace et robuste,
grâce à un terme de régularisation qui parait particulièrement approprié à ces don-
nées. L'adaptation de nGMCA permet cependant une très nette amélioration à l'aide
de la prise en compte du bruit multiplicatif et du terme stochastique le rendant
moins sensible aux points critiques. Il est indéniable que les approches déterministes
peuvent dans certains cas être encore meilleures, et ceci de manière extrêmement
rapide. Les algorithmes géométriques et l'algorithme de Kim & Park proﬁtent ici
du fait que les données sont peu mélangées, avec des sources n'ayant pas beaucoup
de pics en commun, et des proﬁls d'élution se chevauchant peu. Ceux-ci ne seraient
cependant pas aussi performants dans le cas contraire, car l'hypothèse des mélanges
purs ne seraient alors plus vériﬁée pour Fast Sep. NMF, et l'hypothèse de source
dominante non plus pour l'algorithme de Kim & Park. Dans des jeux de données
plus complexes, avec un plus grand nombre de composés chimique, cela est suscep-
tible de poser problème. SCSA-UNS pourrait s'avérer plus robuste, ne nécessitant
pas strictement l'hypothèse de mélanges purs, mais cet algorithme nécessite l'uti-
lisation d'un paramètre qui n'est pas aussi direct à régler que celui de nGMCA.
Les approches géométriques sont également moins souples en terme d'améliorations
possibles.
D Perspectives d'amélioration du modèle
Ces expérimentations fournissent des résultats prometteurs pour l'usage de la
NMF sur les données LC/MS. On peut cependant en extraire de nombreuses pos-
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sibilités d'améliorations qui pourraient se révéler utiles aﬁn d'obtenir une meilleur
identiﬁcation de spectres avec les algorithmes non-déterministes.
D.1 Modèle de bruit
Le bruit n'est pas encore complètement compris sur les données LC/MS. En plus
du bruit multiplicatif sur les plus grands coeﬃcients, des études ont ainsi suggéré
de modéliser le bruit sur les plus petit coeﬃcients par du bruit de Poisson, au lieu
du bruit Gaussien considéré ici [Anderle et al. 2004]. Dans ce papier, nous avons
comparé des algorithmes utilisant plusieurs types de terme d'attache aux données,
et en particulier la divergence de Kullback-Leibler, et les distances euclidiennes stan-
dard et repondérées. La divergence KL semble être plus adéquate que la distance
euclidienne standard, et l'usage de la norme euclidienne repondérée peut également
nettement améliorer les résultats. Une divergence D mieux adaptée au bruit pourrait
vraisemblablement améliorer les résultats. Celle-ci pourrait cependant rendre beau-
coup plus diﬃciles les mise-à-jours de A et S, en particulier par rapport à un terme
d'attache au données quadratique qui a l'avantage d'avoir un gradient Lipschitzien.
D.2 Modèle de mélange
Le modèle de mélange, qui stipule que chaque observation est une combinaison
linéaire des sources, n'est pas parfait en pratique comme nous l'avons vu à la ﬁgure
VI.5 par exemple. Encore une fois, si l'on a accès à un modèle plus précis, il pourrait
être utile de modiﬁer le terme d'attache aux données en conséquence mais un tel
modèle peut se révéler également diﬃcile à mettre en ÷uvre.
Ces problèmes de non-linéarités et écarts au modèle peuvent également être pris
en compte via l'ajout d'un terme robuste, sur le modèle de [Candès et al. 2011]. En
gardant une régularisation parcimonieuse sur S, cela revient à considérer le problème
suivant :
argmin
A≥0, S≥0, E
D(Y||AS + E) + ‖ΛS  S‖1 + ‖ΛE E‖1. (VI.16)
Le cadre utilisé dans nGMCA peut facilement s'adapter à l'ajout de la minimisation
de E, qui pourrait être eﬀectuée à chaque itération après les étapes de mise-à-jour de
A et de S. Cette variable capturerait les éléments énergétiques des données qui sont
mal modélisés par une matrice de faible rang, ou par des interactions positives. Ainsi,
ces éléments ne risqueraient plus de contaminer les sources S et les mélanges A. Ce
modèle peut ainsi s'apparenter au modèle d'analyse en composantes morphologiques
présenté en II-B.4 (page 16), avec un terme parcimonieux dans l'espace direct, E,
et une somme de termes de rang 1 et positifs, AS.
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D.3 Modélisation des spectres et des proﬁls d'élution
L'utilisation d'une régularisation sur S a été bénéﬁque, comme l'atteste la ﬁgure
VI.9b. Parmi celles-ci, le terme
∑n
t=1 ‖S·,t‖21 envisagé dans l'algorithme de Kim &
Park s'est montré extrêmement eﬃcace, autant sur les données synthétiques que sur
les données réelles. Ceci peut s'expliquer par le fait que cette régularisation privilégie
les spectres présentant peu de coeﬃcients en commun, avec une source dominante
à chaque échantillon de masse, ce qui est le cas sur ce jeu de données.
L'utilisation d'un régularisation sur A a également permis d'obtenir de nettes
améliorations. En eﬀet, les proﬁls d'élution étant lisses, ils ont bénéﬁcié de la par-
cimonie en ondelettes de nGMCA non-stationnaire en analyse comme le montre la
ﬁgure VI.7a, même si ce bénéﬁce est moindre qu'avec l'usage de la parcimonie sur
S. Il serait alors intéressant d'étudier l'usage simultané de la parcimonie sur S et de
la parcimonie en ondelettes sur A, ce qui s'exprimerait comme suit :
argmin
A≥0, S≥0
D(Y||AS) + ‖ΛS  S‖1 + ‖ΛA  (WA)‖1, (VI.17)
Ce type de modèle avec une double parcimonie a déjà été utilisée dans [Moud-
den & Bobin 2011] par exemple. Il présente cependant une nouvelle diﬃculté pour
nGMCA : alors que le choix des seuils y était eﬀectué au niveau du bruit, il faudra
également tenir compte dans ce cas là de la dynamique des paramètres ΛA et ΛS .
En eﬀet, ceux-ci peuvent inﬂuer l'un sur l'autre, ΛA étant calculé à partir du résidu
et de S, qui est inﬂuencé par ΛS qui est dépendant de A. Il faut ainsi éviter que
l'énergie ne se concentre uniquement dans A ou uniquement dans S aﬁn de ne pas
obtenir des situations instables.

Chapitre VII
Conclusion
Principaux enseignements
La conception de l'algorithme nGMCA nous a permis d'aborder de nombreuses
problématiques allant des formulations mathématiques (parcimonie en ondelettes,
bruit non-stationnaire) aux problèmes algorithmiques (sensibilités aux points sta-
tionnaires, gestion des paramètres). Les points suivants ont ainsi été abondamment
développés dans cette thèse :
Formulations de la parcimonie : Nous avons mis en place des algorithmes per-
mettant de régulariser le problème de NMF avec des a priori parcimonieux dans
l'espace direct (chapitre IV) et des espaces transformés (chapitre V), via l'utilisa-
tion d'algorithmes proximaux. La parcimonie dans un espace transformé n'a été que
très rarement étudiée dans la littérature en NMF, étant plus diﬃcile à gérer que la
parcimonie dans l'espace direct. En eﬀet, manipuler la contrainte de positivité dans
l'espace direct et la parcimonie dans un autre espace nécessite l'usage d'algorithmes
plus complexes. Lorsque la transformation est redondante, à la fois la formulation
en synthèse (section V-A.1, page 80) et la formulation en analyse (section V-A.2,
page 82) ont été envisagées et ont obtenu de très bons résultats. Avec la formula-
tion en synthèse, le cas d'un modèle convolutif avec un ﬁltre positif est également
intéressant. La formulation en analyse semble cependant plus robuste à des écarts
au modèle (section V-B.2, page 85) .
Gestion du bruit : Les paramètres de parcimonie sont diﬃciles à régler, des ap-
proches de type validation croisée n'étant pas toujours envisageables, par manque
de temps ou d'une base de données permettant de tester les paramètres. Dans les
algorithmes de type GMCA, le niveau de seuillage est choisi en fonction du niveau
de bruit. Cette stratégie, aisée à mettre en place de façon automatique, est relative-
ment eﬃcace comme l'atteste par exemple les expérimentations de la section IV-C.3
(page 65). Plusieurs stratégies doivent cependant être considérées suivant si la mi-
nimisation des sous-problèmes se fait de manière itérative ou non, et si le seuillage
utilisé est doux ou dur (voir IV-B, page 54). Alors que les chapitres IV et V ont
uniquement considéré un bruit additif Gaussien uniforme, le traitement des données
LC/MS au chapitre VI a nécessité l'usage d'un a priori de bruit non-stationnaire
aﬁn de pouvoir prendre en compte un bruit multiplicatif sur les observations, avec
des résultats tout aussi encourageants (cf. section VI-B.2, page 110).
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Points critiques : Dans GMCA, la stratégie de seuillage a également pour but de
déstabiliser les points critiques. En eﬀet, les problèmes de SSA étant non-convexes,
les algorithmes peuvent converger vers des points critiques éloignés de la solution
recherchée. Ainsi, le seuil est ﬁxé a un niveau élevé au début des algorithmes et
baisse ensuite petit à petit aﬁn d'aﬃner la solution. Encore une fois, plusieurs cas
doivent être envisagés suivant l'approche de minimisation utilisée (itérative ou non)
et le type de seuillage (dur ou doux). Cette stratégie est eﬃcace, comme ceci est par-
ticulièrement visible sur les données LC/MS (cf. section VI-B.2, page 110). Elle peut
être cependant délicate à mettre en place suivant les algorithmes utilisés (voir sec-
tions IV-D.2 page 76 et VI-B.1 page 108). Ainsi une autre approche a été envisagée,
consistant à rajouter un terme stochastique à la minimisation aﬁn de déstabiliser
les points critiques (section VI-B.3, page 112). Elle a alors montré son eﬃcacité sur
les données LC/MS.
Biais dû au seuillage : Le question du biais provoqué par le seuillage doux est
revenue de manière récurrente au cours de cette thèse. Son eﬀet est ambigu. En
eﬀet, il mène d'un côté à des bénéﬁces en terme de séparation (voir section IV-
C.2.3, page 62) et permet d'assurer dans certains cas la convergence de l'algorithme
(section IV-B.5, page 58). D'un autre côté, il crée un biais pouvant être extrêmement
néfaste. Celui-ci s'observe au travers des artefacts et interférences qu'il engendre sur
les ﬁgures IV.7 (page 64) et V.10 (page 93) par exemple. L'équilibre entre ces
deux aspects est périlleux. La technique de repondération-`1 que nous avons mise
en application section V-C (page 90) a cependant montré son intérêt, permettant
de séparer convenablement les sources recherchées tout en évitant le biais et ainsi
les interférences qui peuvent découler du seuillage.
Étude des données LC/MS : L'étude de données réelles s'est montrée extrê-
mement instructive, ceci autant du point de vue méthodologie qu'algorithmique. Du
point de vue méthodologique tout d'abord, l'évaluation des résultats sur des données
réelles est beaucoup plus diﬃcile. Nous avons eu l'opportunité d'avoir accès à des
données LC/MS annotées, ce qui nous a permis de concevoir des critères ad hoc pour
cette évaluation (section VI-C.3, page 119). Du point de vue algorithmique, le trai-
tement de ces données a nécessité des adaptations particulières comme l'usage d'un
bruit non-stationnaire ainsi que d'un terme permettant déstabiliser les nombreux
points critiques qu'elles engendraient (section VI-B, page 108). La prise en compte
eﬃcace de ces contraintes via nGMCA a permis d'obtenir d'excellents résultats.
Publications et logiciels
Ces travaux ont mené aux publications suivantes dans des journaux et confé-
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dant Formulations and Non-negativity in Blind Source Separation. EUSIPCO,
Marrakech, Maroc, 9-13 Septembre 2013.
• Jérémy Rapin, Jérôme Bobin, Anthony Larue, Jean-Luc Starck. Sparse and
Non-negative BSS for Noisy Data. IEEE Transactions on Signal Processing,
vol. 61, issue 22, p. 5620-5632, 2013.
• Jérémy Rapin, Jérôme Bobin, Anthony Larue, Jean-Luc Starck. NMF with
Sparse Regularizations in Transformed Domains, SIAM Journal on Imaging
Sciences (accepté), 2014.
Des travaux annexes ont également donné lieu à une publication dans la confé-
rence ICIP [Bobin et al. 2014].
En plus de ces publications et aﬁn de se conformer à la philosophie de la recherche
reproductible [Buckheit & Donoho 1995], les algorithmes présentés dans les articles
[Rapin et al. 2013a] et [Rapin et al. 2014] sont disponibles en Matlab et en Python
sur le site web de l'équipe CosmoStat du Service d'Astrophysique du CEA 1.
Perspectives
Après ces travaux, de nombreuses pistes restent à explorer. La dernière section
du chapitre précédent (section VI-D, page 121) en fournit un certain nombre qui
pourraient permettre d'améliorer le traitement des données LC/MS. Les trois ap-
proches qui suivent nous apparaissent comme étant les plus prometteuses :
Approches robustes : Le modèle de mélange linéaire envisagé en SSA est rare-
ment parfaitement vériﬁé. L'exemple des données LC/MS est ici ﬂagrant, celles-ci
présentant des non-linéarités visibles à la ﬁgure VI.5 (page 105). On pourrait aussi
citer les interactions chimiques entre composés en LC/MS et les changements d'illu-
mination dus aux reliefs sur les données d'imagerie hyperspectrale aérienne. Quand
ces non-linéarités apparaissent de manière parcimonieuse dans les données, elles
peuvent être modélisées à l'aide d'un terme robuste. Ceci prendrait typiquement la
forme suivante :
argmin
A≥0, S≥0, E
1
2
‖Y −AS−E‖22 + ‖ΛS  (WS)‖1 + ‖ΛE E‖1, (VII.1)
Le terme robuste E a ainsi pour but de récupérer ces non-linéarités qui sont mal
modélisées par le modèle linéaires, et ainsi éviter qu'elles ne contaminent les sources
S.
1. http://www.cosmostat.org/GMCALab
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Double parcimonie : Beaucoup de données multispectrales présentent une cer-
tain type de parcimonie à la fois sur leur dimension spectrale et sur les proﬁls de
mélange. C'est ainsi le cas des données LC/MS comme nous l'avons vu au chapitre
précédent, les spectres étant très parcimonieux dans l'espace direct, et les proﬁls de
mélange étant lisses, ils sont parcimonieux dans l'espace des ondelettes par exemple.
De même, les données Mars Express de la ﬁgure III.1 (page 26) présentent le même
type de propriété, étant donné qu'à la fois les spectres infrarouges et les cartes de
concentration pourraient être modélisés comme parcimonieux en ondelettes, respec-
tivement 1D et 2D, comme cela est visible sur la ﬁgure III.3 (page 28). Ainsi,
utiliser la parcimonie simultanément sur A et S pourrait améliorer l'identiﬁcation
des sources. Cela s'exprimerait par exemple de la manière suivante :
argmin
A≥0, S≥0
1
2
‖Y −AS‖22 + ‖ΛS  (WSS)‖1 + ‖ΛA  (WAA)‖1, (VII.2)
où WA et WS sont des transformées rendant respectivement parcimonieux A et S.
La diﬃculté de ce type de formulation vient de la manière de gérer les paramètres
ΛA et ΛS . En eﬀet, suivre la méthode de régularisation en fonction du bruit utilisée
par nGMCA pourrait alors mener à des instabilités, le paramètre ΛS étant choisi en
considérant A, qui dépend du choix de ΛA qui lui-même dépendrait de la valeur de
S. On pourrait ainsi se retrouver dans la situation dégénérée où A tend vers l'inﬁni
et S vers 0.
Considérations algorithmiques : Les deux points précédents correspondent à
des problématiques de modélisation. Les considérations algorithmiques ont cepen-
dant un intérêt extrêmement important sous plusieurs aspects. Ainsi, la sensibilité
aux minima locaux est un problème qui est peu étudié en NMF. Le mécanisme le plus
utilisé, et utilisé en particulier dans nGMCA, consiste à faire décroître le paramètre
de régularisation au fur et à mesure des itérations. D'autres mécanismes peuvent ce-
pendant être mis en place, comme le terme stochastique envisagé en section VI-B.3
(page 112). Au vu des résultats du chapitre VI, ces mécanismes peuvent avoir une
très grande inﬂuence, et mériteraient d'être davantage étudiés. Les autres considéra-
tions algorithmiques dépendent des applications visées. Ainsi, les algorithmes utilisés
pourraient être eﬃcacement codés sur GPU aﬁn d'en obtenir des versions plus rapide
et peut-être de pouvoir envisager éventuellement des problématiques temps réel. Les
applications en grande dimension requiert également des approches spéciﬁques. Les
algorithmes utilisant des méthodes de déﬂation comme HALS, estimant une source
à la fois, sont alors particulièrement bien adaptés mais sont plus diﬃciles à mettre
en place lorsque l'on utilise la parcimonie dans un espace transformé, ou des modèles
de bruit non-stationnaire.
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Cette annexe rassemble les informations sur les opérateurs proximaux pouvant
être utiles pour la lecture de ce manuscrit. La première section rappelle la déﬁnition
et contient un tableau récapitulatif des opérateurs proximaux utilisés. Les sections
qui suivent développent les calculs des opérateurs proximaux pour certaines fonc-
tions non-triviales.
A Récapitulatif des opérateurs utilisés
L'opérateur proximal d'une fonction g convexe propre et semi-continue à gauche
est déﬁni comme suit :
proxg(x) = argmin
y
1
2
‖y − x‖22 + g(y) (A.1)
Les opérateurs proximaux utilisés dans cette thèse sont donnés dans le tableau A.1.
Les opérateurs proximaux #4, #6 et #7 sont détaillés respectivement en section B,
C et D.
B Positivé et contrainte de norme
Le but est de trouver yˆ tel que :
yˆ = prox. ≥0, ‖.‖22≤1(x). (A.2)
Cet opérateur est bien déﬁni, comme l'opérateur proximal d'une fonction convexe
propre semi-continue à gauche puisque c'est une fonction caractéristique d'une inter-
section non-vide d'ensembles convexes. Le Lagrangien du problème d'optimisation
correspondant est donné par :
L(y, u, λ) = 1
2
‖y − x‖22 − 〈u, y〉+
λ
2
(‖y‖22 − 1) . (A.3)
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# Fonction Opérateur proximal
1 i·≥0(x) [x]+ = max(x, 0)
2 ‖λ x‖1 Softλ(x) = sign(x) [ |x| − λ ]+
3 ‖λ x‖1 + i. ≥0(x) [Softλ(x)]+
4 i. ≥0, ‖.‖22≤1(x) [x]+/max (‖[x]+‖2, 1)
5 i(RT ·)≥0(x) R[RTx]+
6 i(WT ·)≥0(x) x+ W[−WTx]+
7 ‖λ (Wx)‖1 x−WT ( argmin
|uw|i|≤λi,∀i
‖x−WTuw‖22)
8 i|·i|≤λi,∀i(x) x− Softλ(x)
Tableau A.1  Quelques fonctions et leurs opérateurs proximaux,
avec x un vecteur colonne, R une transformée orthonormale,
et W une transformée telle que WTW = I (trame ajustée).
À l'optimum (yˆ, uˆ, λˆ), les conditions de Karush-Kuhn-Tucker (KKT) permettent
d'obtenir que :
(i) yˆ ≥ 0, ‖yˆ‖22 ≤ 1,
(ii) uˆ ≥ 0, λˆ ≥ 0,
(iii) yˆ − x− uˆ+ λˆyˆ = 0,
(iv) uˆ yˆ = 0, λˆ (‖yˆ‖22 − 1) = 0.
En rassemblant toutes ces conditions, on obtient que :
prox. ≥0, ‖.‖22≤1(x) =
[x]+
max (‖ [x]+‖2, 1) . (A.4)
L'opérateur proximal (A.2) se réduit ainsi à une projection sur l'ensemble des vec-
teurs à coeﬃcients positifs, suivie par une projection sur la boule unité `2.
C Positivité et trames ajustées
Le but est de calculer :
yˆw = proxWT ·≥0(xw), (A.5)
pour un vecteur colonne x avec W une opérateur tel que WTW = I (trame ajustée).
Cet opérateur proximal est bien déﬁni puisque iWT ·≥0 est une fonction convexe
propre et semi-continue à gauche. Puisque max
u≤0
〈u,WT yw〉 = i·≥0(WT yw), calculer
cet opérateur est équivalent à résoudre :
argmin
yw
max
u≤0
1
2
‖yw − xw‖22 + 〈u,WT yw〉. (A.6)
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En considérant le théorème min-max de Von Neumann, les opérateurs min et
max peuvent être intervertis. Trouver le yˆw optimal qui minimise la fonction de coût
pour un u donné produit la relation : yˆw = xw −Wu. Remplacer yw par sa valeur
optimale et réarranger les termes mène au problème d'optimisation suivant :
argmin
u≤0
1
2
‖Wu− xw‖22. (A.7)
Puisque WTW = I par hypothèse, ce problème est équivalent à :
argmin
u≤0
1
2
‖u−WTxw‖22, (A.8)
qui est directement la projection de WTxw sur l'ensemble des matrices à coeﬃcients
négatifs : uˆ = −[−WTxw]+.
Ainsi, rassembler toutes les relations permet d'obtenir la solution analytique suivante
pour le proximal opérateur recherché :
proxi·≥0(WT .)(xw) = xw + W
[−WTxw]+. (A.9)
D Parcimonie dans un espace transformé
Le but est de trouver yˆ tel que :
yˆ = prox‖λW·‖1(x), (A.10)
avec x un vecteur colonne x et W une transformée linéaire sur x. Cet opérateur
proximal est bien déﬁni puisque ‖λ W · ‖1 est une fonction convexe propre et
semi-continue à gauche. En utilisant le fait que :
max
|uw|i|≤λi
〈u,Wy〉 = ‖λWy‖1, (A.11)
et en suivant les mêmes étapes que dans la section précédente C jusqu'à l'équation
(A.7), on obtient la relation yˆ = x−WTuw, et que le calcul de (A.10) est équivalent
au problème suivant :
argmin
|uw|i|≤λi
1
2
‖WTuw − x‖22, (A.12)
Cependant, contrairement au cas précédent, WWT 6= I et le problème(A.12)
n'a alors pas de solution analytique. Celle-ci peut néanmoins être calculée en
utilisant l'algorithme FB (cf. section II-C.3.1, page 20), avec comme gradient
uw 7→ W(WTuw − x) et comme opérateur proximal P∞λ : uw 7→ uw − Softλ(uw)
(projection sur la boule `∞).
Finalement, on obtient :
prox‖λW·‖1(x) = x−WT argmin|uw|i|≤λi
1
2
‖WTuw − x‖22. (A.13)
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E Contrainte de sous-espace et de positivité
On cherche ici à trouver l'opérateur proximal de la fonction iIm(W)(xw)+i·WT≥0,
avec Im(W) = {y ∈ Rp, ∃x ∈ Rn | y = Wx}. Cela revient donc à résoudre le
problème suivant :
argmin
xw
1
2
‖yw − xw‖22 + iIm(W)(xw) + i·≥0(WTxw).
Ce problème est équivalent par bijection (voir annexe B-C, page 134) à la minimi-
sation suivante dans le domaine direct :
argmin
x
1
2
‖Wx− yw‖22 + i·≥0(x),
qui est la projection de WT yw sur la contrainte de positivité puisque WTW = In.
L'opérateur proximal est alors :
proxIm(W), ·≥0(x) = W
[
WTxw
]
+
(A.14)
On remarque alors que cet opérateur est très proche de l'opérateur développé en C.
L'annexe B-C montre ainsi que remplacer l'opérateur proximal de la positivité dans
l'algorithme de mise-à jour en synthèse de l'annexe B-A (page 133) par l'opérateur
de l'équation (A.14) revient à résoudre le problème en analyse.
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Les diﬀérentes versions de nGMCA nécessitent de pouvoir résoudre les sous-
problèmes de mises-à-jour des mélanges A et des sources S. Cette annexe fournit
les détails des instances des algorithmes proximaux utilisées pour la résolution de
ces sous-problèmes.
A Mise-à-jour positive régularisée en synthèse
L'Algorithme B.1 ci-dessous implémente la mise-à-jour positive de S en syn-
thèse :
argmin
SwW≥0
1
2
‖Y −ASwW‖22 + ‖Λ(k)  Sw‖1. (B.1)
Il converge pour γ < 2L et µ ∈
]
0,min
(
3
2 ,
1+2/(Lγ)
2
)[
où L = ‖ATA‖s,2, et utilise
l'algorithme GFB [Raguet et al. 2013] vu en section II-C.3.2 (page 21).
Algorithme B.1 : Mise-à-jour en synthèse
1: initialiser S(0)w , U
(0)
w , V
(0)
w γ > 0, ωu, ωv ∈ ]0, 1[ tels que ωu + ωv = 1, k = 0.
2: tant que (non-convergé) faire
3: Gw = A
T
(
AS
(k)
w W −Y
)
WT %calcul du gradient
4: U
(k+1)
w = U
(k)
w − µS(k)w + µSoft γ
ωu
Λ
(
2S
(k)
w −U(k)w − γGw
)
5: V
(k+1)
w = V
(k)
w − µS(k)w + µproxi·≥0(WT .)
(
2S
(k)
w −V(k)w − γGw
)
6: S
(k+1)
w = ωuU
(k+1)
w + ωvV
(k+1)
w
7: k = k + 1
8: renvoyer S(k)w
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B Mise-à-jour positive régularisée en analyse
Le problème :
min
S≥0
1
2
‖Y −AS‖22 + ‖Λ (SWT )‖1, (B.2)
peut être mis sous la forme utilisée dans [Chambolle & Pock 2010] (cf. II-C.3.4 (page
23) :
min
S
max
|Uw|i,j |≤Λi,j
max
V≤0
1
2
‖Y −AS‖22 + 〈SWT ,Uw〉+ 〈S,V〉. (B.3)
Ainsi, il peut s'écrire :
min
S
max
Uw,V
G(S) + F ∗1 (Uw) + F
∗
2 (V) + 〈SWT ,Uw〉+ 〈S,V〉, (B.4)
avec :
G(S) =
1
2
‖Y −AS‖22.
F ∗1 (Uw) = i|Uw|i,j |≤Λi,j (Uw).
F ∗2 (V) = iV≤0(V).
On remarquera au passage que la variable duale a été séparée en deux parties par
simplicité. Elle pourrait facilement être rassemblées en une unique variable.
L'algorithme nécessite alors la connaissance de l'opérateur proximal de G qui
est directement donné par :
proxτG(S) = argmin
R
τ
2
‖Y −AR‖22 +
1
2
‖R− S‖22,
= (I + τATA)−1(S + τATY), (B.5)
et il nécessite également les opérateurs proximaux de σF1 and σF2 qui sont res-
pectivement les projections sur la boule `∞, notée P∞Λ (opérateur proximal #8 du
tableau page 130), et sur la contrainte de négativité (opérateur proximal #1).
L'Algorithme B.2 converge alors vers la solution du problème (B.2) si τσL2 <
1, où L =
√
1 + ‖W‖2s,2. Si W est une trame ajustée avec WW = In, ce qui est le
cas dans nos exprimentations, L =
√
2.
C Analyse formulée en synthèse contrainte
Le but de cette annexe est de montrer que la formulation en analyse (B.2) peut
être mise sous la forme d'un problème en synthèse, avec une contrainte supplémen-
taire.
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Algorithme B.2 : Mise-à-jour en analyse
1: initialiser S(0), U(0)w , V(0), S¯(0) = S(0), τ > 0, σ > 0, k = 0.
2: tant que (non-convergé) faire
3: U
(k+1)
w = P∞Λ
(
U
(k)
w + σS¯(k)WT
)
4: V(k+1) = − [−V(k) − σS¯(k)]
+
5: S(k+1) = (I + τATA)−1
(
S(k) − τ(UwW + V −ATY)
)
6: S¯(k+1) = 2S(k+1) − S(k)
7: k = k + 1
8: renvoyer S(k)
On considère pour commencer une application linéaire injective W : Rn → Rp
et son pseudo-inverse W† de telle manière que l'on a : W†W = I. On remarquera
alors que la fonction f déﬁnie par :
f : Rn → Im(W) ⊂ Rp (B.6)
x 7→Wx
est une bijection et f−1(y) = W†y.
En eﬀet, soit y ∈ Im(W), il existe alors par déﬁnition un x ∈ Rn tel que y = Wx
et f est donc surjective. Puisque elle est également injective par déﬁnition de W, f
est une bijection. Avec y ∈ Im(W) et x ∈ Rn tels que y = Wx, W†y = W†Wx = x
puisque W†W = I, et l'on a donc f−1(y) = W†y.
Ceci peut être utilisé pour la résolution des problèmes de type :
min
x
f(x) + g(Wx), (B.7)
puisque par bijection, celui-ci peut être réécrit sous la forme :
min
y
f(W†yw) + g(yw), yw ∈ Im(W) (B.8)
ou de manière équivalente :
min
y
f(W†yw) + g(yw) + iIm(W)(yw) (B.9)
Cela permet en particulier de simpliﬁer la résolution quand f n'est pas diﬀérentiable
alors que f l'est. En pratique, on utilise ainsi une formulation en synthèse avec une
contrainte supplémentaire aﬁn de rester dans l'image de W.
D Reconditionnement élément par élément de l'algo-
rithme FB avec une régularization `1
La résolution du problème suivant :
min
x
f(x) + ||λ x||1, (B.10)
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avec f est parfaitement équivalente à la résolution du problème après changement
de variable a x = b z où b est un vecteur à coeﬃcients strictement positifs :
min
z
f(b z) + ||λ b z||1. (B.11)
Lorsque f est convexe et dérivable, ce problème peut être résolu en utilisant
l'algorithme FB, dont les itérations sont données par :
zk+1 ← Softτλb
(
zk − τb∇f(b zk)
)
(B.12)
En revenant à la variable x = b z, et en notant que :
b Softλ
(
b−1  · ) = Softbλ ( · ) , (B.13)
on retrouve que ces itérations sont équivalentes aux suivantes :
xk+1 ← Softτλb2
(
xk − τb2 ∇f(xk)
)
. (B.14)
À partir de là, on peut observer qu'il est possible de reconditionner le gradient
de f avec n'importe quel vecteur strictement positif, du moment que le seuillage est
adapté en conséquence. Dans ce cas là, le pas τ doit être pris de telle sorte que 1τ soit
inférieur à la constante de Lipschitz de x 7→ b∇f(bx). Si ∇f est un application
linéaire, on peut facilement trouver cette constante via la méthode de la puissance.
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