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Community Structures of Networks
William Y.C. Chen, Andreas W.M. Dress, and Winking Q. Yu
Abstract. We present an approach to studying the community structures of
networks by using linear programming (LP). Starting with a network in terms
of (a) a collection of nodes and (b) a collection of edges connecting some of
these nodes, we use a new LP-based method for simultaneously (i) ﬁnding,
at minimal cost, a second edge set by deleting existing and inserting addi-
tional edges so that the network becomes a disjoint union of cliques and (ii)
appropriately calibrating the costs for doing so. We provide examples that
suggest that, in practice, this approach provides a surprisingly good strategy
for detecting community structures in given networks.
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1. Introduction
In recent years, the study of large networks has attracted a lot of attention in
the natural and the social sciences. In both areas, networks of all sorts play an
important role, from the World-Wide Web to scientiﬁc-collaboration and citation
networks to regulatory, protein, metabolic, and ecological networks. In particular,
since “scale-free” and “small-world” networks were proclaimed as constituting new
and universally applicable paradigms of interaction schemes observed in real-world
systems suggesting fundamentally new basic laws governing important processes
addressed, network-oriented research intensiﬁed drastically (cf. [1] to [36]).
What we are concerned with here is the community structure of networks.
Loosely speaking, given a network consisting of a collection V of nodes together
with some information about the degree of relatedness between any two of its
nodes, the term community is meant to refer to those subsets C of the node set V
whose nodes are more closely related to one another than to the nodes outside C.
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The term community structure is meant to refer to a partition of V into a disjoint
union of such subsets.
Starting with B.W. Kernighan and S. Lin’s paper [21] from 1970, such sub-
sets – and algorithms for computing them – were studied in quite a number of
interesting papers and books in the last decades, see, e.g., [15, 25], and [32].
However, this study took a decidedly new turn with the publication of M. Gir-
van and M. Newman’s PNAS paper [16] in 2002. Their algorithm, later dubbed
“GN algorithm” by F. Radicchi et al. [26], begins with the entire original net-
work, computes each edge’s “betweenness”, and proceeds by deleting one edge
at a time according to its (continuously updated) “betweenness”, starting with
the (or, rather, an) edge of highest “betweennes”. It works quite well for many
networks. However, it does not unambiguously determine a community structure
(i.e., a partition of the network’s vertex set), but rather a hierarchy, and its com-
plexity is relatively high, i.e., it is O(m2n) where m is the number of its edges
and n is that of its vertices.
J.R. Tyler et al. [29] introduced a faster variant of that algorithm using a
Monte Carlo method to estimate the relevant parameters. F. Wu and B.A. Hu-
berman [35] proposed an algorithm of complexity O(n3 lg n) that is motivated by
properties of resistor networks and avoids edge cutting. Next, F. Radicchi et al. [26]
introduced “weak” and “strong” communities, thus motivating a slightly diﬀerent
edge parameter resulting in an algorithm of complexity O(m4/n2). Then, M. New-
man and M. Girvan [23] introduced “modularity” to quantify how well a commu-
nity structure “ﬁts” a given network that led to an algorithm whose complexity
is approximately O(mn) [22], later to be improved by A. Clauset et al. in [14]. J.
Reichardt et al. [27] found a method for the identiﬁcation of fuzzy communities.
Very recently, J.P. Bagrow and E.M. Bollt [3] developed a method of complexity
O(n3) while A. Clauset [13] developed a method for ﬁnding “local” community
structures.
A related problem is the graph-partitioning problem that has been much dis-
cussed in computer science over the last years. Here, the goal is to group the
vertices in a graph into a given number of disjoint subsets of roughly equal size
while minimizing the number of edges not fully contained in any one of these
subsets.
The graph-partitioning problem is motivated by parallel processing. Some
pertinent algorithms require one to input the number of communities in advance
(which is a rather natural requirement in the context of parallel computing where
this number represents the number of available processors), others propose to just
iteratively bisect the given graph [21, 25].
The graph-partitioning diﬀers from the community-detection problem in at
least two aspects: In real-world applications, “natural” communities can neither be
expected to be of roughly equal size nor can their number be ﬁxed in advance. We
will compare the community-detection and graph-partitioning problem in more
detail in Section 4.
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2. A linear programming approach
Remarkably, a very straightforward approach published by M. Gro¨tschel and Y.
Wakabayashi in 1989 [17] and 1990 [18] was completely ignored in this context:
Observe that
• identifying a “community structure” in a network is nothing but inserting and
deleting edges in a somehow “most parsimonious” way so that the network
becomes a target network, i.e., a disjoint union of complete subgraphs (or
“cliques”),
• and that such networks are characterized by the (strictly local) property that
any two distinct incident edges are part of a (necessarily uniquely determined)
triangle.
Thus, describing the edges of a graph G = (V,E) with vertex set V and edge set
E ⊆ (V2
)






→ {0, 1} : {u, v} → χE(uv) :=
{
1 , if {u, v} ∈ E ,
0 , otherwise .
A network G = (V, F ) is easily seen to be a target network if and only if
χF (uv) + χF (vw) − χF (uw) ≤ 1













into R, and by P = P (V ) the convex polytope consisting of all maps
x ∈ [0, 1](V2) ⊆ R(V2) for which
χ(uv) + χ(vw) − χ(uw) ≤ 1 (2.1)
holds for any three distinct elements u, v, w ∈ V , there is a canonical one-to-one
correspondence between
(i) partitions Π of V into a disjoint union of subsets of V and
(ii) integer-valued maps χ ∈ P (V ) ∩ Z(V2) = P (V ) ∩ {0, 1}(V2) in P (V ) (all of
which must be extremals – or vertices – of P (V ) because they are extremals
already in the larger convex polytope [0, 1](
V
2)).
This correspondence is easily deﬁned by associating, to each such map χ, the par-
tition Πχ of V into the equivalence classes relative to the equivalence relation ∼χ
deﬁned on V by
u ∼χ v ⇐⇒ u = v or χ(uv) = 1 (u, v ∈ V ) . (2.2)
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This binary relation is indeed an equivalence relation, even for any map χ ∈ P (V ),
because χ ∈ P (V ), u, v, w ∈ V, #{u, v, w} = 3, and χ(uv) = χ(vw) = 1 implies
1 ≥ χ(uw) ≥ χ(uv) + χ(vw) − 1 = 1
and, therefore, χ(uw) = 1 as required.
Consequently, all we need to do is to deﬁne what the term “most parsimo-
nious” should mean in this context. The most simple way to measure the deviation
of the original network G = (V,E) from a target network N = (V, F ) with the
same vertex set V is, of course, the total number #(EF ) of inserted or deleted
edges. This number can be expressed as
#(EF ) = #(E − F ) + #(F − E)























and, thus, gives rise to a penalty function that is apparently an aﬃne bilinear
function of the two indicator functions χE and χF considers as vectors in the linear
space R(
V
2). So, following the approach worked out so excellently in [18], we can
use integer linear programming (ILP) to ﬁnd an optimal target network relative to
that penalty function – see, e.g., http://www.princeton.edu/˜rvdb/LPbook for a
freely available and very carefully worked out introduction into Linear and Integer
Linear Programming.
However, ILP can easily accommodate also much more complex penalty func-
tions: We are allowed to specify, for every 2-subset {u, v} ∈ (V2
)
of V , an arbitrary
positive number Lapr(uv) recording an a priori measure of the likelihood of the
pair {u, v} being contained (if in E) – or not being contained (if not in E) – in
the same community within the community structure we want to detect, and then








is minimized. Note that the numbers Lapr(uv) could be derived from the overall
graph structure as well as from any additional information we may have gathered.
In particular, it may be tempting to experiment with the various “betweenness”
parameters discussed in the literature quoted above.
Currently, we are using the “CPLEX” software package to investigate this
approach, experimenting just for a start with the parameterized linear program-
ming problem LP (G, s) of searching for a vertex χ in P (V ) or in P (V )∩{0, 1}(V2)
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, if {u, v} ∈ E ,
(
2#V − 2− degG(u)− degG(v)
)
, otherwise ,
where degG(x) is, for any vertex x in a graph G = (V,E), of course the number
of edges in E incident with x, and s is a positive real number that we use as a
control parameter for appropriately calibrating our penalty function.
3. A surprising discovery and an accompanying theorem
Clearly, while M. Gro¨tschel’ and Y. Wakabayashi’s work addressed the problem
of solving a speciﬁc single integer linear programming problem, i.e., the clique-
partitioning problem, it was not designed to be used for deriving plausible com-
munity structures. Thus, to using it for this purpose, we introduced – and experi-
mented with – the control parameter s searching for ways to ﬂexibly and adaptively
identifying those values of s that would help to unravel the “proper” community
structure (if any) underlying a given network under consideration.
To our own surprise, we quickly discovered a way for just doing this. More
speciﬁcally, we observed that, increasing the control parameter s from 1 to larger
and larger values, the running times of the ILP problem became shorter and shorter
until a value s∗ was reached for which
(i) the running time was approximately that of the associated relaxed linear
programming (LP) problem,
(ii) the solutions of both problems coincided (i.e., the relaxed problem had an
integral solution), and
(iii) the resulting community structure was approximately that one which, by
other researchers, was considered to be a “plausible” one.
This ﬁnding suggested the following strategy for detecting community struc-
tures associated to a given graph G:
• Start with s := 1.
• Use CPLEX 9.1 (or any other good software tool for solving LP problems)
to ﬁnd vertices in P (V ) that solve the linear programming problem LPG,s.
• Increase s continuously in suﬃciently small steps until the smallest value
s∗ = s∗(G) ∈ [1,+∞) is found for which this problem has an integer solu-
tion χ∗(G).
• And then stop and consider the associated partition Π(G) := Πχ∗(G) as a
hopefully reasonably good solution of the original problem.
• Finally, as the resulting primary output may exhibit isolated vertices and
edges, we may, in a ﬁnal packing step, join an isolated vertex or edge with
the vertices of that neighboring group (in the primary output) that has the
highest number of connections to it (in the original graph). If two or more
neighboring groups have the same number of connections, we choose that
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group for which the degree sequence of the vertices connecting to the isolated
vertex or edge is maximal relative to dominance order (and give up if that
does not break the deadlock).
In this paper, we report some ﬁrst results that were obtained applying this
procedure. The ﬁrst problem to address is, of course, the question whether such a
value s∗ = s∗(G) ∈ [1,+∞) will always exist?
It is easy to show that this is indeed the case. More generally and more
precisely, denoting by π(G) the partition of V into the set of connected components
of G, we will show here that, provided s is suﬃciently large so that eliminating
just a single edge only becomes much more expensive than to insert all missing












into the set R>0 of positive real numbers, a unique integer solution cor-
responding to exactly this partition. Performing the required explicit estimations
easily leads to
Theorem 3.1. Given a simple finite graph G = (V,E), there exists a unique vertex
and, therefore, only one point χ = χG in P (V ), viz., the map for which the corre-
sponding partition ΠχG of V coincides with the partition of V into the set of con-




) → R>0 : {u, v} → L(uv),
there exists some positive real number sG,L ≥ 1 for which LG,s(χG) ≤ LG,s(η)











More precisely, denoting by (G,L) the minimum, over all vertices η of P (V ) with∑
{u,v}∈E L(uv) (1 − η(uv)) = 0, of exactly all of these (finitely many) non-zero





and for all maps η ∈ P .







and that equality holds for some η ∈ P if and only if η(uv) = 1 holds for all
{u, v} ∈ E and, therefore, for all {u, v} ∈ (V2
)
with χG(uv) = 1. In consequence,
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we have
∑
{u,v}∈E L(uv) η(uv) =
∑
{u,v}∈E L(uv) for some map η ∈ P if and only
if χG(uv) ≤ η(uv) holds for all {u, v} ∈ (V2
)
. In turn, this implies that























must hold for any such η, with equality holding if and only if η = χG holds. Thus,
if a vertex η of P (V ) with
∑
{u,v}∈E L(uv) η(uv) =
∑
{u,v}∈E L(uv) minimizes
LG,s over P (V ), it must coincide with χG.
Moreover, if a vertex η of P (V ) minimizes LG,s over P (V ) and if s is very
large, we must have
∑
{u,v}∈E L(uv) η(uv) =
∑
{u,v}∈E L(uv) and, therefore η =
χG: Indeed, let  = (G,L) denote the minimum, over all vertices η of P (V ), of
the non-zero terms of the form
∑
{u,v}∈E L(uv) (1− η(uv)), so that  > 0 holds by















































This shows that one can always ﬁnd some real number s ≥ 1 for which the
LP problem has an integer solution and, hence, a smallest such number for which,
using the estimates above, one could also derive explicit upper bounds. So, we will
never search in vain when trying to determine s∗. We will now present some results
we have obtained in this way.
4. Experimental results
We consider ﬁrst the well known data regarding Zachary’s karate club [36] that
describes a simple graph with 34 vertices. As explained in [36], this club broke in
two due to some internal strive, and W.W. Zachary investigated which members
were on good terms with each other before that happened.
In this case, the partition associated with the ﬁrst integer-valued solution
of the associated LP-problem illustrated in Figure 1 by the partition line, was
obtained for s = s∗ ≈ 38.8. Remarkably, it coincides exactly with the real-world
situation. Denoting the time ILP needs to ﬁnd a solution by t(s), the map t →
t(s) is plotted in Figure 2, the proportion between the optimal value of the ILP
problem and the associated relaxed LP problem is, as a function of s, plotted in
Figure 3, and the proportion between the respective computation times is plotted
in Figure 4.
The second example is the Chesapeake-Bay Food Web [4]. This network repre-
senting the 33 most prominent marine organisms living in this large estuary on the
east coast of the United States was ﬁrst compiled by D. Baird and R.E. Ulanow-
icz. The edges indicate trophic relationships (i.e., who eats whom). The network
together with the result of our algorithm are shown in Figure 5, and related data
in Figures 6 and 7. We also compare, in Figure 8, our result with that of the
GN-algorithm [16].
For obtaining an expert’s comment, we sent our ﬁles to R. Ulanowicz. He
found both groupings quite good and noted that there is only one transposition
distinguishing our grouping and that by M. Girvan and M. Newman. Namely, we
group Blue Crab (19) in the benthic group (organisms that ﬁnd their food on the
sea bottom) and Blueﬁsh (30) in the pelagic group (organisms that ﬁnd their food
in the open water). The GN-algorithm does the opposite.
R. Ulanowicz also remarked that, from a biologist’s point of view, the group-
ings are according to where the organisms “feed”, not where they are located –
shedding also some light on the question raised by M. Girwan and M. Newman in
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this context in [16] who wondered whether “the simple traditional division of taxa
into pelagic or benthic may not be an ideal classiﬁcation in this case”.
He writes: “That clams (12), oysters (13), and other suspension feeders (11)
live on the bottom is only incidental. They are all ﬁlter feeders and take their nour-
ishment from the water column. In terms of feeding, they belong with the pelagic
organisms.” Following his advice, we present the “real” community structure and
the comparison between LP method and GN method in Figure 8 (which,taking
this into account, diﬀers a little from that in [16]).
As for the single discrepancy between the two methods, he would judge that
Blue Crab (19) belongs decidedly to the benthic feeding group as detected by our
method. Blueﬁsh (30) feed mostly on other nekton, but ultimately derive most
of their sustenance from the benthos. In fact, R. Ulanowicz notes in [30] how the
indirect diet of Striped Bass (33) diﬀers from that of Blueﬁsh (30) in that the
former derives most of its sustenance from the pelagic domain whereas the latter
derives it ultimately (but not directly) from the benthos. Hence, he told us that
“Blueﬁsh is a borderline species and the GN-algorithm does not err gravely by
placing it among the benthic feeders” – while placing Blue Crab (19) among the
pelagic feeders is simply wrong.
The third example is the food web of Marshes and Sloughs. This is an ecosys-
tem in Florida Bay of the United States. We got the data from the project’s web-
page [31]. As above, the edges indicate trophic relations, here involving altogether
63 species. We again get a plausible result using our LP-based method. Among the
two communities we get, one seems to merge almost all of the organisms living in,
or being directly related to, water (like ﬁshes, water plants, some amphibians, etc.)
as well as some birds that feed on such species. The second community contains
all the mammals all of which are not related to water. We again asked for expert
comments, and they conﬁrmed [6] that, basically speaking, the classiﬁcation ac-
cording to “wetland” and “upland” habitats was right; the only error is “Lizards”
as these are not so directly related to water and would better be put into the
“upland” group. So, there is essentially only one error among those 63 organisms
under investigation.
We also applied various graph-partition algorithms to these data. As the
Kernighan–Lin [21] and the spectral bisection [25] algorithm clearly do not pur-
sue the goal of detecting community structures, we restricted our attention to
the rather successful and fast “METIS” software [34] developed by G. Karypis
and V. Kumar [19, 20] that has become very popular for dealing with the graph-
partitioning problems. There are two variants, “kmetis” and “pmetis” both of
which are known to produce very good results. We applied both of them to the
three examples above.
To this end, we had to predeﬁne the number N of communities and, using
our a priori knowledge, we put N := 2 for all three examples. For the ﬁrst example,
the two programs produced identical communities with 17 vertices in each of them,
moving Node 10 from the left-hand side in Figure 1 over to the right-hand side.
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For the Chesapeake-Bay food web with its 33 species, the two programs also
produced identical results, one 16-species and one 17-species community. Accord-
ing to R. Ulanowicz, there is only one error in this result: Bay anchovy (22) was
mistakenly put into the benthic group. So, for this example, METIS produced a
better result than both, the GN- and the LP-based procedure, provided you put
N := 2. However, if we put N := 3 (as the latter two methods really suggest that
there should be three communities), the METIS-algorithms produce, not unexpect-
edly, more mistakes. Measuring the number of mistakes using the “single-element
transfer distance” introduced by Charon et al. [11] (also discussed in [12]), for
kmetis the distance is 12, and for pmetis the distance is 9.
Finally, METIS produces two communities containing 31 and 32 species, re-
spectively, for Marshes and Sloughs. The two programs again give diﬀerent results,
but the sizes of their communities and the number of their errors are the same. We
evaluated the result produced by METIS (comparing with R. Ulanowicz’s judge-
ment) and found that the number of errors (distance) is 23 (recall that LP method
produces a result with just 1 error). As the “real” community sizes for Marshes
and Sloughs are highly asymmetric, one can, of course, not expect the METIS
software to produce a reasonable result.
From the above tests, we conclude that it is not advisable to simply use
graph-partitioning algorithms for community detection.
We also applied our approach to yet another real-world example: a protein
network involving 101 proteins [24]. Our algorithm reveals their relationships quite
well, but we skip the results here (to be published – together with results ob-
tained for simulated data – elsewhere [12] and available upon request) and, instead,
shortly discuss the time complexity of our approach:
First note that, after our initial experiments that led to the discovery com-
municated above, our goal soon became ﬁnding the smallest value of s for which
the LP problem LP (G, s) has an integer solution. In this note, we discussed and
compared both, the ILP problems and their LP relaxations, only to motivate the
approach that we outlined above.
In this approach, the main task is solving a sequence of LP – and not of
ILP – problems. So, it does not involve intrinsically NP-hard problems. However,
although there are polynomial algorithms for solving LP problems in theory (such
as the Inner-Point Method), in most practical cases (and provably in the average,
cf., [7–10] and [28]), the dual simplex method performs best though it can need
exponential time in worst-case examples. And it is this algorithm that is also used
in CPLEX. Consequently, one cannot give a rigorous analysis of the complexity of
our algorithm yielding sensible polynomial bounds unless, following the papers by
Borgwardt and Smale quoted above, one addresses the average complexity of our
algorithm which, however, is clearly beyond the scope of the present paper.
However, as suggested by these results, the actual total computation time
needed for the four examples (including the variation of s) is surprisingly small:
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Computation Time for the Four Examples
Example Computation Time
Karate Club 5.22 seconds
Chesapeake Bay 3.35 seconds
Marshes and Sloughs 6 minutes
Protein Network 183 minutes
5. Directions for future work
Regarding possible usages of the LP-based approach to community detection, note
ﬁrst that users can easily – and in a rather transparent manner – play with the
algorithm to investigate the consequences of speciﬁc requirements by varying and
experimenting with the respective penalty functions. So, we expect it to be partic-
ularly useful as a feasible alternative to the currently popular network-clustering
algorithms for a ﬁrst exploration of network communities, their stability, and hy-
potheses regarding their structure.
To make this possible, various questions deserve to be investigated and several
tasks to be pursued in the future:
1. Studying a larger range of penalty functions and trying to determine those
that seem to be particularly appropriate for a speciﬁc task, including penalty
functions related to edge-weighted networks and/or asymmetric ones repre-
senting directed networks.
2. Trying to understand the inﬂuence exercised by, and in particular the appar-
ent “phase transition” behavior of, the control parameter s as illustrated by
Figures 2, 3, 4, 6, and 7.
3. Analyzing the “landscape” deﬁned on the set of target graphs by a given
(s-parameterized) penalty function using, in particular, the entropy concept
from statistical physics.
4. Developing approximative algorithms for large-scale applications.
5. Creating a data base containing the results obtained by applying the algo-
rithm(s) to real-world data gathered from the existing literature.
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Figure 1. The original karate-club graph and the result of our algorithm.
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the magnified image from 38 to 90
Figure 2. The ILP computation time as a function of the pa-
rameter s.
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the magnified image from 20 to 90 
Figure 3. The proportion between the optimal ILP and LP val-
ues as a function of the parameter s.
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the magnified image from 38 to 90
Figure 4. The proportion between the ILP and LP computation




































Figure 5. The Chesapeake-Bay food web.






































the magnified image from 32 to 82
Figure 6. The ILP computation time for the Chesapeake-Bay
food web as a function of the parameter s.
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the magnified image from 28 to 88
Figure 7. The proportion between the optimal ILP and LP val-































































































Benthic Organisms Pelagic Organisms Undetermined
Figure 8. The results of the GN-algorithm (right) and our algo-
rithm for the Chesapeake-Bay food web.
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