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Abstract
We introduce a new prescription for quantising scalar field theories (in generic spacetime
dimension and background) perturbatively around a true minimum of the full quantum ef-
fective action, which is to ‘complete normal order’ the bare action of interest. When the
true vacuum of the theory is located at zero field value, the key property of this prescription
is the automatic cancellation, to any finite order in perturbation theory, of all tadpole and,
more generally, all ‘cephalopod’ Feynman diagrams. The latter are connected diagrams that
can be disconnected into two pieces by cutting one internal vertex, with either one or both
pieces free from external lines. In addition, this procedure of ‘complete normal ordering’
(which is an extension of the standard field theory definition of normal ordering) reduces
by a substantial factor the number of Feynman diagrams to be calculated at any given loop
order. We illustrate explicitly the complete normal ordering procedure and the cancellation
of cephalopod diagrams in scalar field theories with non-derivative interactions, and by using
a point splitting ‘trick’ we extend this result to theories with derivative interactions, such as
those appearing as non-linear σ-models in the world-sheet formulation of string theory. We
focus here on theories with trivial vacua, generalising the discussion to non-trivial vacua in
a follow-up paper.
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1 Overview
One of the important tools in quantum field theory is the procedure of ‘normal ordering’ [1],
Opφq Ñ :Opφq : , that is invaluable, e.g., when defining products of field operators at coincident
points and when evaluating correlation functions using Wick’s theorem. A crucial property is
that expectation values of normal-ordered operators vanish in the free theory: x:Opφq:y0 “ 0.
There are various formulations of this notion [2], including creation-annihilation operator normal
ordering, conformal normal ordering, functional integral normal ordering, etc., which are often
interrelated. The following is one concise definition of standard normal ordering,
:Opφq : “ OpδXq e´
1
2
ş
z
ş
w
Gpz,wqXpzqXpwq`şXφ ˇˇ
X“0 , (1.1)
where Gpz, wq is the free Feynman propagator of the theory, and δX is a functional derivative
with respect to the (unphysical) source X. For example, for an interaction term Opφq “ 1
N !
gNφ
N
in the action of interest, upon normal ordering we obtain:
:φN : “ BN pφ,´G, 0, . . . , 0q, (1.2)
with BN pa1, . . . , aN q a complete Bell polynomial1 [3, 4] and G the Feynman propagator at coin-
cident points. In the interaction picture of quantum field theory this standard normal ordering
of the action produces counterterms that eradicate Feynman diagrams with internal lines that
begin and end on the same internal vertex [5], such as the one-loop two-point amplitude in φ4, as
1These satisfy Bnpa1, . . . , anq “
řn
r“0
`
n
r
˘
Bn´rp0, a2, . . . , an´rqar1 and Bnpa1, . . . , anqzn “ Bnpza1, . . . , znanq and
are defined by the generating function:
8ÿ
n“0
1
n!
Bnpa1, . . . , anqzn :“ exp
´ 8ÿ
n“1
1
n!
anz
n
¯
. (1.3)
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well as some (but not all) tadpole diagrams in φ3 scalar field theory.2 These counterterms, call
them δ::gn, are read off from the right-hand side of (1.2), and in particular
1
N !
gN : φ
N : equals
1
N !
gNφ
N plus a polynomial
řN´1
n“0
1
n!
δ::gnφ
n with:
δ::gn “ gNpN ´ nq!BN´np0,´G, 0, . . . , 0q. (1.4)
This quick exercise yields one of the terms contributing to δ::gn, and there may be various
such contributions if we also sum over N (as we typically should to preserve renormalisability).
Substituting these counterterms into the generating function of interest is clearly equivalent to
having started from a path integral with a normal-ordered action in the first place.
In 2 dimensions and in the absence of derivative interactions these counterterms make all
correlation functions (of elementary fields) UV-finite. But this still does not guarantee that we
are quantising the theory around a true minimum of the full quantum effective action, given that
there will generically be an infinite number of (physical and unphysical) tadpole diagrams. In
addition, there will generically also be an infinite number of cephalopod diagrams in the resulting
amplitudes, and these can also be removed by an appropriate choice of counterterms.
Cephalopods [6] are generalisations of the familiar ‘tadpole’ diagrams: the 1PI version of a
‘cephalopod’ diagram has an arbitrary number (0,1,2,..) of external legs and an arbitrary number
(1,2,3,..) of bubbles or ‘heads’. There is no restriction on the number of loops in the head, but
the ‘neck’ joining the head(s) and leg(s) is formed by a single vertex. The following are some
examples of cephalopod diagrams:
, , , , , , , , , , , , . . .
Some examples of ‘cephalopod’ diagrams.
Examples of the way in which these diagrams can be disconnected into two pieces by cutting one
internal vertex with either one or both resulting pieces free from external lines are:
Ñ
Ñ
Ñ
Some examples of “cutting” internal vertices in ‘cephalopod’ diagrams.
Since the cancellation induced by standard normal ordering the action is only partial, often
with an infinite number of tadpole diagrams and cephalopods remaining, and since the expecta-
tion values of normal-ordered operators, x:Opφq:y, vanish only in the free theory, one may hope to
improve the definition of normal ordering. In particular, it would be extremely valuable to find
a new form of normal ordering, called here ‘complete normal ordering ’, which ensures that one
is doing perturbation theory around a true minimum of the full quantum effective action. When
that minimum is at zero (corresponding to a trivial vacuum), such a ‘complete normal ordering’
would cancel all tadpole diagrams to any order in perturbation theory and would ensure that
2Other diagrams that are cancelled by normal ordering are: , , , , , , , etc.
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the expectation values of ‘completely normal-ordered operators’ computed in the full interacting
theory vanish identically 3.
In this article we propose such a ‘complete normal ordering’ procedure in the form of a map
Opφq Ñ ›Opφq › (by direct analogy to standard normal ordering) that ensures the cancellation
of all ‘cephalopod’ diagrams to any finite order in perturbation theory. By complete normal
ordering the action of interest, the cancellation of all cephalopods will be automatic and amounts
to absorbing the ‘free from external line’ pieces (of the above diagrams) into counterterms for
the various couplings of the theory.4 We will phrase complete normal ordering in terms of
generalisations of relations such as (1.1), (1.2) and (1.4). These generalisations are the key
equations for complete normal ordering and are displayed in “boxed” form in (3.1), (3.10) and
(3.12) respectively.
We were led to make this proposal by a wish to simplify certain background field computations
in string theories in non-trivial backgrounds. As is very well known, these may be formulated
in terms of two-dimensional (super)conformal field theories, and critical string theories may be
thought of [11, 12] as (super)conformal fixed points in the general space of all (supersymmet-
ric) two-dimensional quantum field theories. The latter also include non-critical string theories,
which are of interest in their own right. These considerations motivate the study of generic
two-dimensional quantum field theories and the renormalisation group (RG) flows that connect
them. String theories in non-trivial backgrounds can be described as non-linear σ models on
the world-sheet, which are two-dimensional non-linear field theories with second-order derivative
interactions. Their local couplings correspond to background quantities such as the space-time
metric, the dilaton field, etc.. Clearly, in order to study RG flow in the space of these backgrounds
and couplings, one must first understand the renormalisation of the theory.
This topic has been discussed in a very large literature, see e.g., Ref. [13] and references
therein. Nevertheless, it involves subtle issues such as the non-linear renormalisation of quantum
fields [14], the roˆle of string loops [15, 16, 17, 18, 19], and the treatment of moduli or zero modes
that parametrise the classical background, which should presumably be integrated out in deriving
the effective world-sheet action. Having derived consistency conditions on string backgrounds,
one would like to quantise strings in such backgrounds, constructing vertex operators [20] and
correlation functions, which would be an important step in studies of strings in the contexts
of early-Universe cosmology and black holes. Carrying out this programme encounters techni-
cal problems. In the words of [21], in the context of a study of Liouville field theory on the
Lobachevskiy plane:
‘Here we will not develop further the loop perturbation theory .... To go at higher loop
diagrammatic calculations it is worth first to improve the technique to better handle
the tadpole diagrams (which become rather numerous at higher orders). . . ’
Complete normal ordering takes care automatically of all tadpole diagrams of the theory of
interest, and ensures that the expectation value of the renormalised quantum field is identified
with a solution to the equations of motion of the full quantum effective action. (Of course, in
the context of Liouville theory exact results for the correlators are known [21], but this is clearly
3This is to be contrasted with ‘normal products’ or ‘composite operators’ where one requires that correlation functions
involving generic insertions of such operators and elementary fields are well-defined [7, 8].
4It may be useful to note that the only other approach (that the authors are aware of) that automatically cancels
tadpoles in some contexts is the 2PI (or 3PI, etc.) quantum effective action approach [9], see also [10] and references
therein. However, even though tadpoles are cancelled in, e.g., φ4 theory, in this approach tadpoles are not cancelled for
generic interaction vertices, and one needs to consider higher and higher nPI formalisms to cancel all tadpoles – a task
that quickly becomes unwieldy in the nPI formalism. However, in the approach we propose here (based on ‘complete
normal ordering’), all unwanted tadpoles will be cancelled automatically, to any loop order, and for generic interactions.
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not the case for generic theories, and it is often of interest to carry out a perturbative expansion
instead.)
A novel approach to the computation of the quantum effective action was recently pro-
posed [22], where it was stressed that one should evaluate the relevant path integral around
a saddle point of the full quantum effective action, rather than around a saddle point of the
classical action. This idea has a long history and ultimately5 goes back to the classic work
of Coleman and Weinberg [23]. This suggestion is particularly natural, and is relevant, e.g.,
to problems where the quantum and classical trajectories are non-perturbatively far away from
each other, see [22] and references therein. In the current document and in a follow-up paper
[24] we propose that doing perturbation theory around a saddle-point of the full quantum effec-
tive action can be simply accomplished by complete normal ordering the bare action of interest,
as this ensures that the expectation value of the full renormalised quantum field is identified
with a solution of the equations of motion of the full renormalised quantum effective action.
When this solution (equivalently, vacuum configuration) is a trivial vacuum, this statement is
equivalent to the requirement that all tadpole diagrams vanish, and complete normal ordering
automatically cancels all tadpoles and (as a byproduct) all cephalopod Feynman diagrams from
the corresponding renormalised generating function of connected Green functions.
In the current article we provide evidence for this conjecture in the case where the full quantum
effective action has a minimum at vanishing field value. This (combined with the requirement
that the quantum effective action be convex) is in turn equivalent to the statement that complete
normal ordering cancels tadpoles to all orders in perturbation theory, and we demonstrate this
explicitly for the case of a single scalar field with arbitrary non-derivative interaction vertices
φ3 ` φ4 ` φ5 ` φ6, in generic spacetime backgrounds and with arbitrary (perturbative) local
couplings. We also show (using a point-splitting “trick”) that this cancellation also holds for
theories with generic derivative interactions.
In Sec. 2 we introduce some preliminary material, we introduce the generating function of
connected Green functions of interest, and determine its explicit form with generic bare couplings.
We also recall the traditional tadpole cancellation procedure and apply it to the class of theories
of interest.
In Sec. 3 we introduce the notion of ‘complete normal ordering’. Starting from the defini-
tion in subsection 3.1, we discuss a useful combinatorial interpretation in subsection 3.2, and a
counterterm interpretation in subsection 3.3.
In Sec. 4 we present explicit perturbative evidence (up to three loops) that ‘complete normal
ordering’ the bare theory of interest results in tadpole- and cephalopod-free Feynman diagrams,
focusing on the case where the vacuum of the full quantum effective action is at zero field
value. In particular, in subsection 4.1 we show that the source counterterm that results from
complete normal ordering is precisely identical to what was computed by the traditional (brute
force) method of tadpole cancellation of Sec. 2. In subsection 4.2 we display explicitly all the
counterterms induced by complete normal ordering up to three loops. In subsection 4.3 we
compute the vacuum contribution induced by complete normal ordering, and in subsection 4.4
we derive the tadpole- and cephalopod-free renormalised generating function of connected Green
functions. Finally, in subsection 4.5 we generalise the results to arbitrary derivative interaction
local scalar field theories.
In Sec. 5 we end with a discussion of our results.
A concise overview of the results presented in this article can be found in [6].
5The authors would like to thank Apostolos Pilaftsis for stressing this point.
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2 Preliminaries
Let us suppose that the quantum theory of interest has a generating function of the form:
e
1
~
W pJq “
ż
Dφ e
´ ş 1
2
p~∇φq2` 1
2
m2φ2´ 1
2
φp ` qφ`Λˆ` 1
3!
gˆφ3` 1
4!
λˆφ4` 1
5!
κˆφ5` 1
6!
γˆφ6`Opℓ5q
e
şpJ`Y qφ, (2.1)
(with
ş
z
:“ ş ddz?g) from which renormalised connected Green functions can be extracted via:
1
~
W pJq “
8ÿ
N“0
1
N !
ż
z1
. . .
ż
zN
GN pz1, . . . , zN qJpz1q . . . JpzN q. (2.2)
The various local couplings appearing in (2.1) can take different forms depending on the theory
of interest,6 and may also (with some caution) be interpreted as (strictly speaking non-linear)
operators that generate derivative interactions –more about this later.
If we denote the coupling associated to the φN interaction term by7 gˆN , then generically we
can always decompose these as follows:
gˆN :“ αN´2pgN ` δK›gN ` δ›gN q, with gBN “ Z´
N
2 gˆN . (2.3)
Z “ 1` δZ is a (possibly local) field renormalisation such that bare and renormalised fields are
related via8 φB “ Z 12φ. gBN and gN are the corresponding bare and renormalised couplings respec-
tively. The symbol α in (2.3) contains all the ~ dependence of the couplings and in dimensional
regularisation (where d “ n´ 2ǫ) also a scale dependence µ,
α “ ℓ`µ
~
˘ǫ
with ℓ “ ~n2 . (2.5)
(When these couplings are not operators, the beta functions, βN “ µdgN pµqdµ , for the various
renormalised couplings, gN pµq, are defined by dgBN {dµ “ 0.) We define the decomposition in
(2.3) such that the δ›gN absorb all cephalopods (independently of whether or not they are
naively infinite), and the δK›gN absorb all remaining divergences. The counterterm δZ is fixed
(e.g., by requiring the quantum effective action to have a canonical kinetic term) after all other
divergences have been cancelled.
Now, toW pJq there corresponds a 1PI quantum effective action, Γpϕq, with ϕpJq “ 1
~
1?
g
δ
δJ
W ,
the two being related (under the assumtion that Jpϕq exists and is single-valued) via a Legendre
6E.g., m2pzq “ M2 ` ~2ξRpdq ` . . . , with Rpdq the d-dimensional Ricci scalar, M2 a renormalised mass, and ξ a
renormalised parameter that is required for the renormalisability of the theory.
7So that gˆ0 “ Λˆ, gˆ1 “ ´J ´ Y , gˆ2 “ m2 ´ , gˆ3 “ gˆ, gˆ4 “ λˆ, gˆ5 “ κˆ, and gˆ6 “ γˆ.
8We have found it convenient to define:
:“ ´δ›m2 ,
:“ ´~2
”ÐÝ
∇δZ
ÝÑ
∇ ` 1
4
p∇ lnZq2 ` 1
2
p∇δZqÝÑ∇ ` 1
2
ÐÝ
∇p∇δZq
ı
,
ÐÝÝ
:“ ~2
”ÐÝ
∇δZ
ÐÝ
∇ ´ 1
4
p∇ lnZq2 ` 1
2
p∇2δZq
ı
,
ÝÝÑ
:“ ~2
”ÝÑ
∇δZ
ÝÑ
∇ ´ 1
4
p∇ lnZq2 ` 1
2
p∇2δZq
ı
(2.4)
6
transform, 1
~
W pJq “ ´1
~
Γpϕq ` ş Jϕ. Suppose now that ϕ¯ solves the full quantum equations of
motion of Γpϕq,
1
~
1?
g
δΓpϕq
δϕ
ˇˇˇ
ϕ“ϕ¯
“ 0. (2.6)
Then from the Legendre transform it follows that the tadpole diagrams determine ϕ¯:
1
~
δW pJq
δJ
ˇˇˇ
J“0
“ ϕ¯, (2.7)
and we want to set up the quantum field theory in such a way that the path integral computes
quantum fluctuations around the minimum, ϕ¯, of the quantum effective action. We will here
consider theories for which the true vacuum is at ϕ¯ “ 0, and this amounts to choosing an
appropriate source counterterm such that all tadpoles are absent.
The main focus in this paper will be to show that ‘complete normal ordering’ the bare action
of interest determines uniquely the source counterterm that is required to cancel all tadpoles (to
all orders in perturbation theory), while also cancelling all remaining cephalopods. We will not
have anything new to say about δK›gN (but it is useful to note that in the absence of derivative
interactions and in n “ 2 dimensions all δK›gN can be set to zero). We will throughout absorb
all δK›gN ’s into the gN ’s, and will usually not display the α-dependence explicitly –one can
always refer back to these definitions to restore either of these.9 That is, dropping the explicit
α-dependence we will write below: g0 “ Λ, g1 “ ´J , g2 “ m2, g3 “ g, g4 “ λ, g5 “ κ, g6 “ γ,
and similarly for the counterterms, δ›g0 “ δ›Λ, δ›g1 “ ´Y , δ›g2 “ ´ , δ›g3 “ δ›g, δ›g4 “ δ›λ,
δ›g5 “ δ›κ, and δ›g6 “ δ›γ.
Notice we are not assuming W p0q “ 0, because in curved space-time the N “ 0 terms (in
particular the 1PI vacuum diagrams) will contribute to the vacuum energy.
Evaluating (2.1) within perturbation theory (in ℓ) (and for generic counterterms at this stage)
is standard procedure and so we will be very brief. We will include contributions up to and
including Opℓ4), and so we have kept terms up to this order in the corresponding bare action
– recall the ℓ-dependence of the couplings in (2.3) and the comments below that. Using the
standard trick [25] of replacing the renormalised field, φ, by a functional derivative with respect
to the source, δJ “ 1~ 1?g δδJ , in the interaction and counterterms, the first step is to write (2.1) in
terms of functional derivatives of a (dressed) Gaussian:
e
1
~
W pJq “ N eQ1e´
ş
Λˆe
ş
Y δJ eUpJq, (2.8)
with
eUpJq :“ e´
ş 1
3!
gˆδ3
J
` 1
4!
λˆδ4
J
` 1
5!
κˆδ5
J
` 1
6!
γˆδ6
J
`Opℓ5qe
1
2 (2.9)
We have defined a determinant factor N :“ N 1 det´12 `∆`m2˘ (with N 1 a normalisation constant
and ∆ the standard Laplacian10) associated to the free field Gaussian fluctuations, a set of vacuum
9The mass and length dimensions of the various quantities appearing are:
rgN s “Mn´Npn2´1q, rφs “ rφBs “ 1?
MLd´1ML
, r~s “ML,
rµs “M, rℓs “ pMLqn2 , rαs “ pMLqn2 L´ǫ
10In particular, ∆ :“ ´p~∇q2 “ ´ ~2?
g
Ba
`?
ggabBb
˘
.
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bubble contributions, Q1, associated to mass and field renormalisation counterterms,
Q1 :“ 12
´
` 1
2
` 1
3
` ¨ ¨ ¨ ` ` 1
2
` 1
3
` . . .
¯
, (2.10)
and various (dressed) propagators with sources:11
“ ` ` ` ` . . .
“ ` ` ` ` . . .
(2.11)
The propagators appearing will be denoted by:
Gpz, wq Ø ,
G pz, wq Ø ,
Gpz, wq Ø ,
(2.12)
The first propagator in (2.12) contains both mass and field renormalisation counterterm con-
tributions, the second only field renormalisation counterterms, whereas the third is the “plain”
vanilla propagator, defined by:
:“
ż
z,w
JpzqGpz, wqJpwq, `∆`m2˘Gpz, wq :“ 1?
g
δdpz ´ wq, (2.13)
The quantities appearing on the left-hand sides of (2.11) are defined in a similar manner to the
first equation in (2.13). A few examples will suffice to understand the notation on the right-hand
sides of (2.10) and (2.11):
“
ż
w
´ż
z
JpzqGpz, wq
¯
p´δ›m2q
´ ż
z1
Jpz1qGpz1, wq
¯
,
“
ż
w
ż
w1
´ ż
z
JpzqG pz, wq
¯
p´δ›m2qG pw,w1qp´δ›m2q
´ ż
z1
Jpz1qG pz1, w1q
¯
,
“
ż
z
ż
w
Gpz, wq Gpw, zq ,
where the right-most derivative appearing on the right-hand side of the last displayed relation,
recall (2.4), is understood to act on the left-most propagator, Gpz, wq, as implied by the cyclicity
of the diagram on the left-hand side.
Notice that the source counterterm,
ş
Y δJ , has not been included in the definition of UpJq,
see (2.9), and so UpJq will contain all connected Feynman diagram contributions (except for
11It may also be useful to display a more explicit definition of the (wiggly) dressed propagator Gpz, wq:
N eQ1e
1
2 :“
ż
Dφ e
´ ş 1
2
p~∇φq2` 1
2
m2φ2`ş 1
2
φp ` qφ
e
ş
Jφ.
Clearly, when the counterterms δZ and δ›m2 vanish in the absence of interactions then the free renormalised propagator,
Gpz, wq, in (2.11) reduces to the plain propagatorGpz, wq, and when only the δ›m2 counterterm vanishes Gpz, wq reduces
to G pz, wq; see also (2.12).
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Q1), including tadpoles, one-particle reducible (1PR) diagrams and one-particle irreducible (1PI)
diagrams.
We next evaluate the Gaussian integrals in UpJq, see (2.9), within perturbation theory, the
natural expansion parameter being ℓ. (We recall that the ℓ-dependences of all couplings are
explicit in (2.3) (see also (2.5) and the footnote there). This is a standard procedure and we
display the full result for all terms up to (and including) Opℓ4q:
UpJq “ 1
2
´ gˆ
´
1
2
` 1
3!
¯
` gˆ2
´
1
12
` 1
8
` 1
4
` 1
4
` 1
8
¯
´ λˆ
´
1
8
` 1
4
` 1
4!
¯
´ gˆ3
´
1
4
` 1
4
` 1
4
` 1
8
` 1
4
` 1
8
` 1
6
¯
` gˆλˆ
´
1
4
` 1
4
` 1
4
` 1
3!
` 1
4
` 1
12
` 1
12
¯
´ κˆ
´
1
8
` 1
12
` 1
5!
¯
` gˆ4
´
1
48
` 1
48
` 1
16
` 1
16
` 1
16
` 1
16
` 1
16
` 1
8
` 1
8
` 1
8
` 1
8
` 1
8
` 1
8
` 1
8
` 1
4!
` 1
4
` 1
4
` 1
4
` 1
4
` 1
4
` 1
4
` 1
4
¯
´ gˆ2λˆ
´
1
8
` 1
8
` 1
4
` 1
4
` 1
12
` 1
8
` 1
8
` 1
12
` 1
8
` 1
8
` 1
4
` 1
4
` 1
2
` 1
4
` 1
8
` 1
12
` 1
12
` 1
12
` 1
8
` 1
16
` 1
4
` 1
4
` 1
8
` 1
16
` 1
16
` 1
8
` 1
16
¯
` λˆ2
´
1
48
` 1
16
` 1
12
` 1
8
` 1
8
` 1
16
` 1
12
` 1
72
¯
` gˆκˆ
´
1
12
` 1
12
` 1
16
` 1
4
` 1
8
` 1
12
` 1
48
` 1
16
` 1
8
` 1
48
¯
´ γˆ
´
1
48
` 1
16
` 1
48
` 1
6!
¯
`Opℓ5q.
(2.14)
At every internal vertex there is a d-volume integral,
ş
ddz
?
g, internal lines are to be interpreted
as dressed propagators, Gpz, wq, defined in terms of the free curved space-time propagator Gpz, wq
in (2.11), whereas every external line ending at an internal vertex at (say) z represents a dressed
propagator with a source,
ş
ddw
?
gJpwqGpw, zq.
A very important note on notation: although we display the couplings, gˆ, λˆ, etc., in these
Feynman diagrams as though they have been factored out of the loop integrals, it should always
be understood that these couplings may be local in general 12 and in explicit computations
they should always be interpreted as being part of the integrands inside the loop integrals. For
example,
gˆ2 :“
ż
z,w
gˆpzqgˆpwqGpz, wq3 ,
gˆ2λˆ :“
ż
z,w,u
gˆpzqgˆpwqλˆpuq
ż
v
JpvqGpv, uqGpu, zqGpz, wq2Gpw, uq
ż
v1
Jpv1qGpv1, uq,
and so on. There will never be an ambiguity in associating a given coupling to a given loop
integral when we keep in mind that gˆ is associated to a three-point vertex, λˆ to a four-point
12Generically, they are local diffeomorphism-invariant combinations of the space-time metric, such as Rpdq, RµνRµν ,
etc., (with bare coefficients).
9
vertex, etc., as discussed above.
Our conventions are such that the ℓ-dependence in this generating function comes solely from
the source and the bare couplings. Since J „ Opℓ´1q, every external leg in a given diagram
lowers the order of ℓ by one. Recalling the ℓ-dependences of the couplings, by inspection of UpJq
all tree diagrams are Opℓ´2q, all one-loop diagrams are Opℓ0q, all two-loop diagrams are Opℓ2q,
etc., so that a generic L-loop diagram in UpJq is Opℓ2L´2q.13 The ℓ-dependence of the source
need not be made explicit, because Green functions are generated by functional derivatives with
respect to J (and not with respect to g1), and so the ℓ-dependence of the source terms does not
propagate through to the Green functions. If we consider just the ℓ-dependences of the couplings
then, to see a diagram with E external legs and L loops we would have to include terms up to
Opℓ2L´2`Eq in the couplings.14 For example, to see a 2-loop diagram (L “ 2) with four external
legs (E “ 4) we would need to go up to Opℓ6q, i.e., we should include terms of order λ3, g6, κ2,
g3κ, λγ, g2γ, λ2g2, etc.
Clearly, UpJq contains a number of tadpole (see below) and more generally cephalopod Feyn-
man diagrams (examples are given on p. 3). All these can be cancelled by appropriate coun-
terterms, but there is currently no way of knowing what counterterms will do the job. Below
we will show that when one starts from a complete normal ordered action, however, the correct
counterterms are automatically produced, and so all cephalopods are absent, to any finite order
in perturbation theory.
Let us now focus on the tadpoles in UpJq, by which we mean diagrams of the form:
, , , , , . . .
, , , , , , , . . . ,
the first line denoting 1-particle irreducible (1PI) tadpole diagrams and the second 1-particle re-
ducible (1PR) tadpole diagrams. We want to construct counterterms to cancel all such diagrams.
It will be useful to consider first the traditional “brute force” method of tadpole cancellation,
because later we will show that complete normal ordering leads to a closed-form expression for
the relevant counterterm that yields automatically this result. That is, we search for a source
counterterm Y in eW pJq 9 e
ş
Y δJ eUpJq, such that all tadpoles present in UpJq, see (2.14), are
absent in W pJq. Omitting the details of this standard procedure, making use of the identity,
e
ş
z
Y pzqδJ eUpJq “ e
ř
8
N“0
1
N!
ş
z1,...,zN
Y pz1q...Y pzN qδJ1 ...δJN UpJq ,
one can show that the following is the appropriate source counterterm that incorporates the
tadpole cancellation condition up to Opℓ4q:
Y “ gˆ
´
1
2
¯
` gˆ3
´
1
4
¯
´ gˆλˆ
´
1
3!
` 1
4
¯
` κˆ
´
1
8
¯
`Opℓ5q. (2.15)
The dots in these diagrams signify that the associated diagrams are not complete, and the
functional derivatives, δJ , present in e
ş
Y δJ generate the missing lines necessary to complete the
13If we make the ℓ-dependence explicit in J , we encounter an infinite number of diagrams at any given order in ℓ,
because J lowers the order in ℓ by one.
14On a parallel note, ℓ plays the same role as does the string coupling in string theory [2],gs. In the presence of
compact dimensions (and in the fixed-loop momenta representation [26]) with compactification radii Ra, the role of gs
is replaced by (the T-duality invariant) [27] geff “ gs
ś
ap ℓsRa q
1
2 , with ℓs “
?
α1 the fundamental string length, so that
L-loop closed string amplitudes with E vertex operators are Opg2L´2`E
eff
q.
10
vertex. For example, the third diagram represents a dressed tree-level three-point amplitude with
external legs merged to a point, say z, (that is not integrated over here); similar remarks hold
for the remaining diagrams. Thus Y “ Y pzq is a local counterterm, and because it is a function
of the gˆ, λˆ, etc., as well as the dressed propagator, Gpz, wq, it is a function also of the remaining
counterterms.
This choice for Y indeed cancels all tadpoles present in UpJq in (2.14), as has been verified
explicitly. We now have an expression for the full tadpole-free generating function (2.8) of
renormalised connected Green functions:
1
~
W pJq “ 1
2
´ gˆ
´
1
3!
¯
` gˆ2
´
1
12
` 1
4
` 1
8
¯
´ λˆ
´
1
8
` 1
4
` 1
4!
¯
´ gˆ3
´
1
4
` 1
8
` 1
6
¯
` gˆλˆ
´
1
4
` 1
4
` 1
12
¯
´ κˆ
´
1
12
` 1
5!
¯
` gˆ4
´
1
48
` 1
16
` 1
16
` 1
8
` 1
8
` 1
8
` 1
4!
` 1
4
` 1
4
` 1
4
` 1
4
¯
´ gˆ2λˆ
ˆ
´
1
8
` 1
8
` 1
4
` 1
12
` 1
8
` 1
4
` 1
4
` 1
2
` 1
4
` 1
8
` 1
12
` 1
8
` 1
4
` 1
16
` 1
16
¯
` λˆ2
´
1
48
` 1
16
` 1
12
` 1
8
` 1
8
` 1
16
` 1
12
` 1
72
¯
` gˆκˆ
´
1
12
` 1
12
` 1
4
` 1
12
` 1
8
` 1
48
¯
´ γˆ
´
1
48
` 1
16
` 1
48
` 1
6!
¯
`Opℓ5q ` lnN ´ ∫ Λˆ
` 1
2
´
` 1
2
` 1
3
` ¨ ¨ ¨ ` ` 1
2
` 1
3
` . . .
¯
.
(2.16)
Notice that the source counterterm has left every remaining diagram (including combinatorial
factors) completely intact.
One point we want to emphasise is that mass and wave-function renormalisation countert-
erms must be taken into account before cancelling tadpoles. Had we cancelled all tadpoles before
incorporating the mass and wave-function renormalisation contributions, these latter countert-
erms would have reintroduced tadpoles into W pJq, and consequently W pJq would not have been
tadpole-free.
Secondly, the explicit expression for the source counterterm (2.15) will clearly need to be
modified when considering higher-order contributions in ℓ, and the conventional procedure we
have outlined does not offer much insight into the general solution for Y that ensures tadpole
cancellation to all orders in perturbation theory. This Section should be viewed as a precursor
to Sec. 3 where we derive the (conjecturally) exact to any finite order in perturbation theory
definition of the source counterterm Y without relying on a truncation at any particular order
in ℓ.
Needless to say, with this choice of source counterterm, we can rest assured that the vacuum
about which we are doing perturbation theory is indeed a true minimum (up to Opℓ4q) of the
full quantum effective action, so that δΓ
δϕ
|ϕ“0 “ 0.
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3 Complete Normal Ordering
We now introduce the notion of ‘complete normal ordering’, that will be a generalisation of
conventional normal ordering. It is well known [5] that normal ordering the bare action of a
given interacting field theory results in Green functions that are free from internal vertices that
contain propagators that begin and end on the same vertex. In this manner certain but not
all tadpole diagrams are cancelled, as are various Feynman diagrams involving self-interactions.
‘Complete normal ordering’ the bare action, on the contrary, as we will show, subtracts all
tadpole diagrams to any finite loop order in perturbation theory and, more generally, subtracts
all cephalopod Feynman diagrams15.
We begin in the following subsection with the definition of ‘complete normal ordering’, then
go on to provide a combinatorial interpretation.
3.1 Definition
Denote by Opφq some (local or non-local) combination of renormalised elementary fields, φ.
Complete normal ordering, denoted by Opφq Ñ ›Opφq›, is defined by:
›Opφq › “ OpδXq e´
1
~
rW pXq´W p0qs`ş
z
Xpzqφpzq
ˇˇˇ
X“0
, (3.1)
where
ş
z
and δX were defined below (2.1) and above (2.8) respectively, and W pXq is the full
generating function of renormalised connected Green functions, GN pz1, . . . , zN q, see (2.2). This
expression is the promised appropriate generalisation of (1.1). It can be massaged into a somewhat
more transparent form by a straightforward application of the infinite-dimensional generalisation
of the finite-dimensional identity (see p. 152 in [28]), G
`BX˘F `X˘ “ F `BY˘G`Y˘ epX,Yq|Y“0, for
generic vectors X, Y, with pX,Yq the natural inner product of the space. This leads to the
equivalent expression:
›Opφq › “ exp
´
´
8ÿ
N“2
1
N !
ż
z1
. . .
ż
zN
GN pz1, . . . , zN q δ
δφpz1q . . .
δ
δφpzN q
¯
Opφq, (3.2)
making it clear that complete normal ordering a given operator is equivalent to subtracting from
it all possible contractions using the full Green function. In the following subsection we will be
completely explicit and provide a pictorial representation of complete normal-ordered monomials.
If we denote expectation values in the full theory by,
@
. . .
D
:“ şDφ e´ 1~ IBpZ 12 φq|J“0p. . . q, it
becomes almost immediate that the expectation value of a complete normal ordered product
vanishes when OpδXq ¨ 1 “ 0: @›Opφq›D “ e1~W p0qOpδXq ¨ 1. (3.3)
To prove (3.3), insert the operator (3.1) directly into the path integral, keeping (for now) the
source term, ´ ş Jφ, in the action generic, and denote the resulting expectation value by x. . . yJ
to distinguish it from x. . . y above:@›Opφq›D
J
“
ż
Dφ e´
1
~
IBpZ
1
2 φq ›Opφq ›
“
ż
Dφ e´
1
~
IBpZ
1
2 φqOpδXqe´
1
~
rW pXq´W p0qs`ş
z
Xpzqφpzq
ˇˇˇ
X“0
“ OpδXqe
1
~
W pJ`Xq´1
~
W pXq
ˇˇˇ
X“0
e
1
~
W p0q.
(3.4)
15We recall that cephalopod diagrams were defined in subsection 2.1.
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Hence, for vanishing source, J “ 0, (3.3) follows directly. That this relation does not vanish in
the presence of external sources is an important consistency check: functional derivatives with
respect to J in (3.4) generate correlation functions of the form,
@› Opφq›φpz1qφpz2q . . . D, and
there should clearly be non-vanishing contributions coming from contractions between ›Opφq ›
and the remaining φ insertions, as well as contractions between the φ insertions. Conversely,
this is not the case for functional derivatives with respect to the local couplings, because these
conspire to cancel precisely when J “ 0, so everything is self-consistent. So completely normal
ordered products’ vacuum expectation values,
@›Opφq›D, vanish in the fully interacting theory
when OpδXq ¨ 1 “ 0.
Complete normal ordering also has a unique inverse, ›Opφq› Ñ Opφq,
Opφq “ exp
´ 8ÿ
N“2
1
N !
ż
z1
. . .
ż
zN
GN pz1, . . . , zN q δ
δφpz1q . . .
δ
δφpzN q
¯
›Opφq › . (3.5)
In terms of W pXq this reads: Opφq “ OpδXq e
1
~
rW pXq´W p0qs › e
ş
z
Xpzqφpzq › |X“0.
A few comments are in order. Just like normal ordering, complete normal ordering is also
not unique. One can replace the N -point Green functions, GN pz1, . . . , zN q, that appear in the
defining relation ›Opφq ›, by shifted Green functions:
GN pz1, . . . , zN q Ñ G1N pz1, . . . , zN q “ GN pz1, . . . , zN q `∆N pz1, . . . , zN q,
and different choices of ∆N give different complete normal ordering prescriptions. As we shall
see, a specific prescription is required to cancel cephalopods completely (i.e., both the infinite
and finite parts of these diagrams), namely ∆N “ 0. However, an alternative subtraction scheme
is to choose ∆N “ ´GN for all N ‰ 2, and ∆2 “ ´G2 ` G, with G the free propagator,
as above. With this choice of scheme complete normal ordering reduces to the usual normal
ordering, ›Opφq › Ñ :Opφq:, hence making it clear that normal ordering is a particular case of
the more general definition of complete normal ordering in a particular scheme. We emphasise
that complete normal ordering does not change the quantum field theory in any observable way,
and it can always be undone by a particular choice of counterterms, as we will see below.
3.2 Combinatorial Interpretation
According to (3.2), the completely normal ordered expression for a given local monomial,
›Opφq ›, is obtained by adding to Opφq, all possible contractions of fields in Opφq, using the
‘negative’ of the full N -point Green functions at coincident points, ´GN , for the contractions.
The remaining non-contracted terms are implicitly in time order.
It is useful to give a pictorial representation of this procedure. Consider a collection of dots
(each of which will be depicted by ‘ ’). If N of these dots are disconnected they will denote the
(implicitly) time-ordered monomial at coincident space-time points, φN . If M of the remaining
dots are connected by a line they will denote the negative of the full renormalised connected
Green function at coincident points, ´GM , with16 GM :“ limtz1,z2,... uÑzGM pz1, . . . , zM q, and
GM pz1, . . . , zM q defined in (2.2). There may in general be a number of disconnected collections
of continuous lines. At most two lines can end on a dot, while a continuous line cannot begin and
end on the same dot if it does not also connect to other dots. With these rules and identifications,
16These quantities are divergent generically and will require some regularisation procedure to make sense of them,
but we wish to proceed in a scheme-independent manner for now. An explicit regularisation procedure will be required
when we discuss beta functions.
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the ‘completely normal-ordered’ monomial, ›φN›, with the fields at coincident points is obtained
by summing all partitions17 of the set of N dots, in which the different ways of connecting (all
or a subset of) dots by lines distinguish one partition from another.
We proceed by example, considering the cases N “ 2, . . . , 6 (the cases N “ 0, 1 being trivial:
›φ0 › “ 1, ›φ › “ φ). The 2 partitions of the set of N “ 2 identical elements are:
" *
ô φ2 ,
" *
ô ´G2 ,
and according to the above we should add these to obtain the complete normal-ordered monomial:
›φ2› “ φ2 ´ G2. We would like to emphasise that we are using the ‘full’ interacting and
renormalised (connected) 2-point Green function on the right-hand side of this relation. Similarly,
the 5 partitions of the set of N “ 3 identical elements are:
" *
ô φ3 ,
" *
ô ´3G2 φ ,
" *
ô ´G3 ,
and summing these gives the expression ›φ3› “ φ3´3G2φ´G3 for the complete normal-ordered
17By partition we mean a collection of disjoint subsets of a given set, with the union of subsets equal to the entire
original set.
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product. The 15 partitions of a set of N “ 4 identical elements are:
" *
ô φ4 ,
$’’’’&
’’’’%
,////.
////-
ô ´6G2φ2 ,
# +
ô ´4G3 φ ,
$’’’’&
’’’’%
,////.
////-
ô 3G22
" *
ô ´G4 ,
leading to the following expression
›φ4› “ φ4 ´ 6G2φ2 ´ 4G3φ` 3G22 ´G4 (3.6)
15
The 52 partitions of the set of N “ 5 identical elements with the above identifications are:
" *
ô φ5 ,
$’’’’&
’’’’%
,////.
////-
ô ´10G2φ3 ,
$’’’’&
’’’’%
,////.
////-
ô ´10G3φ2 ,
$’’’’’’’’’&
’’’’’’’’’%
,/////////.
/////////-
ô 15G22 φ ,
# +
ô ´5G4 φ ,
$’’’’&
’’’’%
,////.
////-
ô 10G2G3
" *
ô ´G5 ,
so that the complete normal-ordered product, ›φ5›, is given by:
›φ5› “ φ5 ´ 10G2φ3 ´ 10G3φ2 ` p15G22 ´ 5G4qφ` p10G2G3 ´G5q, (3.7)
16
and finally the 203 partitions of N “ 6 identical elements read:
" *
ô φ6 ,
$’’’’’’’’’&
’’’’’’’’’%
,/////////.
/////////-
ô ´15G2φ4
$’’’’’’’’’’’’’’&
’’’’’’’’’’’’’’%
,//////////////.
//////////////-
ô ´20G3φ3 ,
$’’’’’’’’’’’’’’’’’’’’’’’’’’’’’’’’’’’’’’’&
’’’’’’’’’’’’’’’’’’’’’’’’’’’’’’’’’’’’’’’%
,///////////////////////////////////////.
///////////////////////////////////////-
ô 45G22φ2 ,
17
$’’’’’’’’’&
’’’’’’’’’%
,/////////.
/////////-
ô ´15G4φ2 ,
# +
ô ´6G5 φ ,
$’’’’’’’’’’’’’’’’’’’’’’’’’’’’’’’’’’’’’’’’’’’’&
’’’’’’’’’’’’’’’’’’’’’’’’’’’’’’’’’’’’’’’’’’’’%
,////////////////////////////////////////////.
////////////////////////////////////////////-
ô 60G2G3 φ ,
$’’’’’’’’’&
’’’’’’’’’%
,/////////.
/////////-
ô 10G23 ,
18
$’’’’’’’’’’’’’’’’’’’&
’’’’’’’’’’’’’’’’’’’%
,///////////////////.
///////////////////-
ô ´15G32 ,
$’’’’’’’’’&
’’’’’’’’’%
,/////////.
/////////-
ô 15G2G4 ,
" *
ô ´G6 ,
so that the complete normal ordered monomial is given explicitly by:
›φ6› “ φ6 ´ 15G2φ4 ´ 20G3φ3 ` p45G22 ´ 15G4qφ2
` p60G2G3 ´ 6G5qφ` p10G23 ´ 15G32 ` 15G2G4 ´G6q.
(3.8)
These results can easily be generalised to the case of derivative interactions. For example,
consider the local term ›φ2p∇φq2›. There are still 15 partitions as in the case of ›φ4› discussed
above, but the presence of derivative terms breaks some of the degeneracy. If we denote the
derivative insertion, ∇φ, by a circle, ‘ ’, and a φ insertion by a dot as previously, ‘ ’, we are
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led to the following results:" *
ô φ2p∇φq2 ,
$’’’’&
’’’’%
,////.
////-
ô ´p∇2G2qφ2 ´ 4p∇G2qφ∇φ´G2p∇φq2 ,
# +
ô ´2∇2G3 φ´ 2∇G3∇φ ,
$’’’’&
’’’’%
,////.
////-
ô G2∇2G2 ` 2p∇G2q2 ,
" *
ô ´∇2G4 ,
leading to the following expression for the complete normal ordered quantity:
›φ2p∇φq2› “ φ2p∇φq2 ´ p∇2G2qφ2 ´ 4p∇G2qφ∇φ´G2p∇φq2
´ 2 p∇2G3qφ´ 2 p∇G3q∇φ`G2∇2G2 ` 2p∇G2q2 ´∇2G4.
(3.9)
The notation here is such that ∇2GN :“ limtzjuÑz∇1∇2GN pz1, . . . , zN q, for all N “ 2, 3, . . . ,
we recall that the Green function is symmetric with respect to its arguments, and we note that
space-time index contractions are implicit.
Returning now to the case of non-derivative interactions, we notice that the general result
for any positive integer N can be expressed compactly in terms of complete Bell polynomials18
[3, 4], BN pa1, . . . , aN q, when the identifications a1 “ φ and ają1 “ ´Gj are made:
›φN› “ BN pφ,´G2, . . . ,´GN q (3.10)
for all N “ 0, 1, 2, 3, . . . . This expression is the promised generalisation of (1.2), the latter being
obtained from the former by setting the couplings in the Green functions to zero so that only the
free 2-point propagator, G ” Gpz, zq, remains.
The simple formula (3.10) is one of the main results of the paper.
One may invert (3.10), to express time-ordered monomials in terms of complete normal
ordered monomials and Green functions. A simple way to do this is by flipping the sign
of all Green functions while swapping all φK Ø ›φK›, as seen by comparing (3.2) to (3.5),
φN “ ›BN pφ,G2, . . . , GN q›, where note that for a φ-independent quantity c: › c φk› “ c ›φk›
and ›1› “ 1.
A useful corollary that follows directly from the complete Bell polynomial generating function
is:
› exp `gφ˘› “ expˆgφ´ 8ÿ
N“2
1
N !
g
NGN
˙
, (3.11)
18Complete Bell polynomials are defined in (1.3).
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generalising the classic free-field normal ordering expression, :eg φ :“ exp `gφ´ 1
2
g
2G
˘
. Clearly,
the latter again follows from the full result (3.11) when we set the couplings in the N -point Green
functions, GN , to zero.
3.3 Counterterm Interpretation
We next explain explicitly how to derive the counterterms that are induced from complete
normal ordering the bare action, thus generalising (1.4). In turn, this procedure proves that
complete normal ordering does not change the quantum field theory in any observable manner,
given that it can always be undone by an appropriate choice of local counterterms.
So suppose we have an interaction term 1
N !
gNφ
N in the action of interest. According to (3.10),
using the defining relation (1.3) for complete Bell polynomials we learn that:
1
N !
› φN› “
Nÿ
n“0
1
n!pN ´ nq!BN´np0,´G2, . . . ,´GN´nqφ
n,
according to which the complete normal ordered version of the interaction, 1
N !
gN › φN› , equals
1
N !
gNφ
N plus a counterterm polynomial,
řN´1
n“0
1
n!
δ›gnφn, with:
δ›gn “ gNpN ´ nq!BN´np0,´G2, . . . ,´GN´nq , (3.12)
for 0 ď n ă N . These are the counterterms induced by complete normal ordering, the appropriate
generalisation of (1.4). Generically there will be various interaction terms, corresponding to a
sum over N , and so various terms will contribute to the same δ›gn. After some elementary
rearrangement we can put the result into the form:
8ÿ
N“0
1
N !
gN › φN› “
8ÿ
N“0
1
N !
`
gN ` δ›gN
˘
φN , (3.13)
where this more complete counterterm, δ›gN , reads:
δ›gN “
8ÿ
r“1
1
r!
gN`rBrp0,´G2, . . . ,´Grq. (3.14)
If we do not wish to complete normal order the mass (i.e. the N “ 2) term on the left hand side
of (3.13) we should add the term 1
2
g2G2δN,0 to the right hand side of (3.14).
It will be useful to display explicitly the results for all counterterms, see also comments on
notation on p. 7. From (3.14), and if we do not complete normal order the mass term, we find:
δ›Λ “ g
`´ 1
6
G3
˘` λ`1
8
G22 ´ 124G4
˘` κ` 1
12
G2G3 ´ 15!G5
˘
` γ` 1
48
G2G4 ` 172G23 ´ 148G32 ´ 16!G6
˘`Opℓ5q
Y “ g`1
2
G2
˘` λ` 1
3!
G3
˘` κ` 1
24
G4 ´ 18G22
˘
` γ` 1
5!
G5 ´ 112G2G3
˘`Opℓ5q ,
δ›m2 “ λ
`´ 1
2
G2
˘` κ`´ 1
6
G3
˘` γ`´ 1
24
G4 ` 18G22
˘`Opℓ5q ,
δ›g “ κ
`´ 1
2
G2
˘` γ`´ 1
6
G3
˘`Opℓ5q ,
δ›λ “ γ
`´ 1
2
G2
˘`Opℓ5q ,
δ›κ “ Opℓ5q ,
δ›γ “ Opℓ5q ,
...
(3.15)
Substituting the counterterms (3.15) back into (2.16) is equivalent to having started from a path
integral with a complete normal ordered bare action.
Before we move on to substituting these counterterms into the generating function of interest,
W pJq, let us make one final important remark: we have discussed complete normal ordering for
interaction terms in a given action. Indeed, when we do not want to complete normal order the
kinetic term in the theory of interest, the above counterterms are the complete set of complete
normal ordering counterterms. We will refer to this as weak complete normal ordering. When in
addition we also complete normal order the kinetic term (i.e. when we complete normal order the
full action), we will refer to this as strong complete normal ordering. The generating functions
of the two types are related by a shift of the vacuum diagrams,
W pJqstrong “W pJqweak `Q4, (3.16)
where Q4 “
ş
1
2
p∆`m2qG2 ´
ş
1
2
G2. We initially discuss weak complete normal ordering, and
in Sec. 4.3 (where we discuss the vacuum diagrams in detail) we will see that strong complete
normal ordering is more natural. But of course when vacuum diagrams are not physical (e.g. for
flat spacetime and in the absence of other fields) there is no distinction between the two types
of complete normal ordering.
4 Cephalopod Cancellation
Recall that we want to determine the resulting expression for W pJq in perturbation theory
up to and including Opℓ4q, see (2.16). By inspection, (in weak complete normal ordering) this
implies we first require G2 up to Opℓ2q, G3 up to Opℓ3q, G4 up to Opℓ2q, G5 up to Opℓq, and
G6 up to Opℓ0q, and we determine these next. These expressions will then be substituted into
(3.15), and subsequently into (2.16). If we were instead to adopt the strong form of complete
normal ordering, the above is sufficient with one modification, that we would require G2 up to
an including Opℓ4q.
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From the definition of full renormalised connected Green functions in (2.2) we see that we
need to take functional derivatives of 1
~
W pJq, see (2.16), and then point merge the external legs,
GN “ limtz1,...,zNuÑzGN pz1, . . . , zN q.
This point-merging procedure will typically give rise to divergences and some regularisation
prescription is necessary, such as dimensional regularisation. The usual procedure in quantum
field theory is then to adopt a scheme, such as minimal subtraction, whereby (up to overlapping
divergences that need particular care) one only keeps the divergent contribution in the above point
merging limit. Here, however, we are subtracting the full N -point Green function at coincident
points (independently of whether it is even infinite or not), and so this is an oversubtraction
scheme whereby we shift the renormalised couplings by finite terms, in addition to subtracting
the infinities.
The procedure of extracting the GN from W pJq in (2.16) is now completely straightforward
given the above conventions, and we give the results directly:
G2 “ ` gˆ2
´
1
2
¯
´ λˆ
´
1
2
¯
` gˆ4
´
1
4
` 1
2
` 1
2
¯
´ gˆ2λˆ
´
1
4
` 1
2
` 1
2
` ` 1
4
¯
` λˆ2
´
1
6
¯
` gˆκˆ
´
1
6
` 1
2
¯
´ γˆ
´
1
8
¯
`Opℓ6q ,
G3 “ ´ gˆ
´ ¯
´ gˆ3
´
3
2
`
¯
` gˆλˆ
´
3
2
` 3
2
¯
´ κˆ
´
1
2
¯
`Opℓ5q ,
G4 “ gˆ2
´
3
¯
´ λˆ
´ ¯
`Opℓ4q ,
G5 “ Opℓ3q ,
G6 “ Opℓ4q ,
where the dots here indicate the point at which the external legs have merged to a point, and we
only keep terms that contribute up to and including Opℓ4q in W pJq.
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Substituting these into the counterterm expressions (3.15) leads to
δ›Λ “ g
„
gˆ
´
1
6
¯
` gˆ3
´
1
4
` 1
6
¯
´ gˆλˆ
´
1
4
` 1
4
¯
` κˆ
´
1
12
¯
` λ
"
1
8
”
` gˆ2
´
1
2
¯
´ λˆ
´
1
2
¯ı2 ´ gˆ2´ 1
8
¯
` λˆ
´
1
24
¯*
` κ
"
1
12
”
`Opℓ2q
ı”
´ gˆ
´ ¯
`Opℓ3q
ı
`Opℓ3q
*
` γ
”
´ 1
48
´ ¯3 `Opℓ2qı`Opℓ5q ,
Y “ g
"
1
2
”
` gˆ2
´
1
2
¯
´ λˆ
´
1
2
¯
`Opℓ4q
ı*
` λ
"
1
3!
”
´ gˆ
´ ¯
`Opℓ3q
ı*
` κ
"
´ 1
8
” ı2 `Opℓ2q*`Opℓ5q ,
δ›m2 “ λ
"
´ 1
2
”
` gˆ2
´
1
2
¯
´ λˆ
´
1
2
¯
`Opℓ4q
ı*
` κ
"
gˆ
´
1
6
¯
`Opℓ3q
*
` γ
"
1
8
”
`Opℓ2q
ı2*`Opℓ5q ,
δ›g “ ´κ
´
1
2
¯
`Opℓ5q ,
δ›λ “ ´γ
´
1
2
¯
`Opℓ5q ,
δ›κ “ Opℓ5q ,
δ›γ “ Opℓ5q ,
...
(4.1)
We note that the vacuum counterterm diagrams are already complete, and hence there are
no ‘dots’ present in these (although of course some of these will be modified by the explicit
counterterms in gˆ, λˆ, etc.). We would like ultimately to express these counterterms in terms of
the renormalised couplings, gN , and these are related to the couplings appearing explicitly via the
relations (2.3) (recall also the footnote on p.6 and also the couplings notation explained on p.7).
With this objective in mind, we first write the above counterterms in terms of the quantities g,
λ, κ, γ, (related to the aforementioned couplings via gˆ “ g` δ›g, λˆ “ λ` δ›λ, etc.) to the order
of interest, Opℓ4q, starting from the source counterterm.
4.1 Tadpole Counterterms
Let us begin with the source counterterm, Y . In (2.15) we determined what the explicit
expression for this counterterm must be in order to cancel all tadpoles up to Opℓ4q, and we now
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show that complete normal ordering which leads to the explicit expression for Y in (4.1) is equal
to (2.15), allowing us to conclude that complete normal ordering cancels all tadpoles, a result
which is expected to hold to any finite order in perturbation theory. Indeed, (2.15) and (4.1) are
equivalent on account of the counterterms (4.1): given that gˆ “ g` δ›g, λˆ “ λ` δ›λ, etc., (2.15)
can equivalently be written as:
Y “ gˆ
´
1
2
¯
` gˆ3
´
1
4
¯
´ gˆλˆ
´
1
3!
` 1
4
¯
` κˆ
´
1
8
¯
`Opℓ5q
“ g
´
1
2
¯
` g3
´
1
4
¯
´ gλ
´
1
3!
` 1
4
¯
´ κ
´
1
8
¯
`Opℓ5q,
(4.2)
where we note that to this order in ℓ the only effect of the counterterms δ›g, δ›λ, and δ›κ
(appearing in gˆ, λˆ and κˆ respectively in the first equality in (4.2)) is to flip the sign of the term
proportional to κ. Similarly, up to the order we are working in the Y counterterm in (4.1),
all counterterms δ›g, δ›λ and δ›κ lead to higher-order contributions, and so the Y counterterm
determined by the complete normal ordering prescription is precisely that required to cancel all
tadpoles up to Opℓ4q.
To see how the relevant manipulations are carried out explicitly, consider the simple exam-
ple
gˆ2 “
´
g ` δ›g
¯2
“
´
g2 ` 2gδ›g ` δ›g2
¯
“
´
g2 ´ gκ `Opℓ6q
¯
“ g2 ´ gκ `Opℓ6q,
(4.3)
where in the third equality we made use of the explicit expression for δ›g in (4.1) and in the
fourth equality we sewed the associated incomplete Feynman diagrams at the vertices denoted
by ‘ ’. The remaining incomplete vertex in the third equality is denoted by ‘ ’. The latter
completes the Feynman diagrams associated to the counterterms in (2.16). A second example is
the following,
λˆ “
´
λ` δ›λ
¯
“
´
λ´ γ 1
2
`Opℓ6q
¯
“λ ´ γ
´
1
2
¯
`Opℓ6q,
(4.4)
where the manipulations are precisely analogous to the above example. Both of these examples
appear in the mass renormalisation counterterm, δ›m2, in (4.1), and we focus on this next.
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4.2 Remaining Counterterms
We note that the wiggly propagator as defined in (2.11) and (2.4) also contains mass
renormalisation counterterms, and therefore we have a recursive structure in the δ›m2 equation
in (4.1),
δ›m2 “ λ
"
´ 1
2
”
` gˆ2
´
1
2
¯
´ λˆ
´
1
2
¯
`Opℓ4q
ı*
` κ
"
gˆ
´
1
6
¯
`Opℓ3q
*
` γ
"
1
8
”
`Opℓ2q
ı2*`Opℓ5q.
(4.5)
This recursive relation can easily be solved within perturbation theory. In particular, we require
δ›m2 up to Opℓ4q, while δ›m2 „ Opℓ2q, implying that the mass renormalisation contributions
inside the wiggly propagators in (4.5) can all be replaced by dashed propagators, see (2.11),
because most of the explicit couplings appearing are already Opℓ4q, e.g. λgˆ2 “ λg2 `Opℓ6q,
except for the first diagram that is proportional to λ „ Opℓ2q where there is a contribution of
the form:
“ ` ` ` . . .
“ ` λ
´
1
2
¯
`Opℓ4q.
(4.6)
In the first equality we made use of the definition (2.11) and in the latter we made use of (2.4)
and the Opℓ2q term in (4.5). Taking these considerations into account we can now solve for δ›m2
to the order of interest in (4.5) leading to,
δ›m2 “ ´λ
´
1
2
¯
´ g2λ
´
1
4
¯
` κg
´
1
6
¯
` γ
´
1
8
¯
`Opℓ6q. (4.7)
This we can now substitute into the dressed propagators of the various counterterms in (4.1), in
order to obtain explicit expressions for the remaining counterterms, δ›Λ, Y , δ›g, δ›λ, etc.
Carrying this out explicitly, we collect the above results and find that the full set of coun-
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terterms induced by (weak) complete normal ordering up to Opℓ4q reads:
δ›Λ “ g2
´
1
6
¯
` g4
´
1
4
` 1
6
¯
` g2λ
´
1
8
´ 3
8
¯
´ gκ
´
1
12
¯
` λ
´
1
8
¯
` λ2
´
1
24
¯
´ γ
´
1
48
¯
`Opℓ6q ,
Y “ g
´
1
2
¯
` g3
´
1
4
¯
´ gλ
´
1
3!
¯
´ κ
´
1
8
¯
`Opℓ5q ,
δ›m2 “ ´λ
´
1
2
¯
´ g2λ
´
1
4
¯
` κg
´
1
6
¯
` γ
´
1
8
¯
`Opℓ6q ,
δ›g “ ´κ
´
1
2
¯
`Opℓ5q ,
δ›λ “ ´γ
´
1
2
¯
`Opℓ5q ,
δ›κ “ Opℓ5q ,
δ›γ “ Opℓ5q ,
...
(4.8)
Once again here, the incomplete vertices are denoted by black dots. A useful consistency check is
to note that, say, the δ›g term in the above (which in the bare action is associated to a φ3 vertex)
is now getting a contribution from a φ5 vertex, via the κ coupling. These two vertices differ by the
number of lines that meet at their respective vertices, and the difference (namely 2) is precisely
the number of lines that meet at the incomplete vertex of the Feynman diagram multiplying κ
in the above. Similar remarks hold for all counterterms and couplings, and incomplete Feynman
diagrams on the left- and right-hand sides of the above relations, showing that every incomplete
Feynman diagram has precisely the correct number of legs meeting at every incomplete vertex.
4.3 Vacuum Contribution
The vacuum contribution requires particular care. Recall that below (3.15) we mentioned
two inequivalent forms of complete normal ordering: the ‘strong’ and ‘weak’ forms. In the former
we complete normal order the full action and in the latter we only complete normal order the
interaction terms. The two differ by a J-independent shift in W pJq, see (3.16).
Let us now determine the full vacuum term in W pJq, see (2.16), in the context of complete
normal ordering (of the weak form, see the discussion following (3.15)). This is a sum of three
contributions:
(a) the wave-function and mass-renormalisation vacuum contributions inW pJq, denoted by Q1
in (2.10);
(b) the terms in Λˆ in W pJq (the counterterm associated to which is given in the first equality
in (4.8)), which we shall call Q2 :“ ´δ›Λ (see below);
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(c) the bubble diagrams that appear explicitly in W pJq, which we shall call Q3 (see below);
If we were to adopt instead the strong form of complete normal ordering, the only thing that would
change in the entire calculation is that we would also have a vacuum contribution coming from
the complete normal ordering of the kinetic term, and so we would have one more contribution:
(d) the vacuum contributions associated to adopting the ‘strong’ form of complete normal
ordering, which we shall denote by Q4. (To adopt the ‘weak’ form of complete normal
ordering is to set Q4 “ 0.)
The total vacuum contribution will be denoted by:
QW :“ Q1 `Q2 `Q3 pweak formq ,
QS :“ Q1 `Q2 `Q3 `Q4 pstrong formq .
(4.9)
We now determine QW and QS explicitly, starting from Q1. Substituting the mass coun-
terterm, “ ´δ›m2, of (4.8) into (2.10) leads to:
Q1 :“ 12
´
` 1
2
` 1
3
` ¨ ¨ ¨ ` ` 1
2
` 1
3
` . . .
¯
“ λ
´
1
4
¯
` λ2
´
1
16
¯
´ gκ
´
1
12
¯
` g2λ
´
1
8
¯
´ γ
´
1
16
¯
` 1
2
´
` 1
2
` 1
3
` . . .
¯
`Opℓ6q.
Next consider Q2 :“ ´δ›Λ; this was derived above, see (4.8),
Q2 “ ´g2
´
1
6
¯
´ g4
´
1
4
` 1
6
¯
´ g2λ
´
1
8
´ 3
8
¯
` gκ
´
1
12
¯
´ λ
´
1
8
¯
´ λ2
´
1
24
¯
` γ
´
1
48
¯
`Opℓ6q .
Now let us turn to Q3, the explicit vacuum diagrams that appear in W pJq. Substituting the
mass counterterms of (4.8) into the dressed propagators of the explicit vacuum diagrams in (2.16)
leads to:
Q3 “ g2
´
1
12
¯
´ λ
´
1
8
¯
` g4
´
1
16
` 1
4!
¯
´ g2λ
´
1
8
¯
` λ2
´
1
48
´ 1
16
¯
` γ
´
1
24
¯
`Opℓ6q,
after various cancellations. Therefore, adding the three contributions to the vacuum, Qj, j “
1, 2, 3, it is seen that all diagrams involving self-contractions precisely cancel, the remaining terms
being the 1PI diagrams:
QW “ ´g2
´
1
12
¯
´ g4
´
3
16
` 1
8
¯
` g2λ
´
1
4
¯
´ λ2
´
1
48
¯
` 1
2
´
` 1
2
` . . .
¯
`Opℓ6q.
(4.10)
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It will also be useful to display QW with the wave-function counterterms made explicit. Substi-
tuting the defining expression for the dashed propagator (2.11) into (4.10) leads to:
QW “ ´g2
´
1
12
` 3
12
¯
´ g4
´
3
16
` 1
8
¯
` g2λ
´
1
4
¯
´ λ2
´
1
48
¯
` 1
2
´
` 1
2
` . . .
¯
`Opℓ6q,
(4.11)
where we have assumed that „ Opℓ2q.
This short calculation shows that weak complete normal ordering is somewhat unnatural,
given that the combinatorial coefficients of the various diagrams in QW are not those that one
would have expected from a naive application of the Feynman rules; the latter can be read off
from the relevant vacuum diagrams in (2.14). This is in fact related to the comment above,
that although weak complete normal ordering cancels all cephalopods from the full generating
function, to get a more natural-looking expression (when the vacuum terms are physical) it is
best to adopt the strong form of complete normal ordering, and we discuss this next.
We mentioned above that adopting the strong form of complete normal ordering amounts
to replacing QW by QS so that, according to (4.9), we also need Q4, namely the contribution
coming from the complete normal ordering of the kinetic term in the action, which is determined
as follows: ż
Dφ e
´›ş 1
2
rp~∇φq2´φ φ`m2φ2s›`...
“ e
ş
1
2
p∆`m2qG2´
ş
1
2
G2
ż
Dφ e
´ ş 1
2
rp~∇φq2´φ φ`m2φ2s`...
,
where the interaction terms are denoted by dots. The vacuum contribution, Q4, is therefore given
by:
Q4 “
ż
1
2
p∆ `m2qG2 ´
ż
1
2
G2, (4.12)
where it is to be understood that the Laplacian, ∆, acts on one of the two legs of the two-point
function, and then the coincident limit is taken, ∆G2 :“ lim1,2Ñz∆1G2p1, 2q.
Let us compute Q4, starting from the first of the two terms in (4.12). From p. 23 we have
an expression for the full two-point function at coincident points, G2, up to and including Opℓ4q.
This is given in terms of the dressed propagator, defined in (2.11), see also (2.4). Keeping δZ
fixed for now, we can rewrite G2 while making manifest the mass renormalisation counterterms,
δ›m2, as well as all coupling counterterms, see (4.8). Substituting all counterterms (4.8) into G2
of p. 23, various cancellations take place and we are left with
G2 “ ` g2
´
1
2
¯
` g4
´
1
4
` 1
2
` 1
2
¯
´ g2λ
´
` 1
4
¯
` λ2
´
1
6
¯
`Opℓ6q.
(4.13)
We need to apply the operator ∆ ` m2 to this expression, and in doing so it will be useful to
recall the definition of the plain propagator (2.13) and its relation to the dashed propagator in
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(2.11). Taking these relations into account and substituting them into (4.13), which is in turn
substituted into (4.12), leads to:
ż
1
2
p∆ `m2qG2 “ 12 ` g2
´
1
4
`
¯
` g4
´
3
8
` 1
4
¯
´ g2λ
´
5
8
¯
` λ2
´
1
12
¯
`Opℓ6q,
(4.14)
where we have assumed that „ Opℓ2q and dropped terms of Opℓ6q. Notice that the operator
∆ `m2 and the subsequent integral has completed the vertices and hence there is no “dot” in
the diagrams of (4.14).
Let us now determine the second term in (4.12). Here we again make use of (4.13) and also
the definition of the dashed propagator (2.11). Assuming again „ Opℓ2q we find
´
ż
1
2
G2 “ ´12
´
`
¯
´ g2
´
3
12
¯
`Opℓ6q.
Collecting the above results, we learn that Q4 takes the form:
Q4 “ 12 ` g2
´
1
4
` 3
4
¯
` g4
´
3
8
` 1
4
¯
´ g2λ
´
5
8
¯
` λ2
´
1
12
¯
´ 1
2
´
`
¯
`Opℓ6q.
We can now state the result for QS. According to (4.9), we should add Q4 to QW in order to
extract QS, leading to the full vacuum contribution, QS, in the context of strong complete normal
ordering:19
QS “ 12 ` 2
„
g2
´
1
12
` 3
12
¯
` 3
„
g4
´
1
16
` 1
4!
¯
´ g2λ
´
1
8
¯
` λ2
´
1
48
¯
´ 1
4
´ ¯
`Opℓ6q.
(4.16)
Clearly, both QW and QS are free from cephalopods. Curiously however, all the coefficients
appearing within the square brackets have an obvious combinatorial interpretation and agree with
those expected from (2.16) (and with the correct signs) up to the overall factor of 2 for the 2-loop
19It might be worth noting that this can also be written as:
QS “ 12 ` 2
„
g2
´
1
12
¯
` 3
„
g2
´
3
12
¯
` g4
´
1
16
` 1
4!
¯
´ g2λ
´
1
8
¯
` λ2
´
1
48
¯
` 1
2
´
` 1
2
¯
´
ż
1
2
G2 `Opℓ6q,
(4.15)
which makes it clear what we would have found had we not completely normal ordered the wave-function renormalisation
contribution to the kinetic term, i.e., if we had dropped ´ ş 1
2
G2 from (4.12).
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diagrams and a factor of 3 for the 3-loop diagrams. This suggests that, upon strong complete
normal ordering, in addition to cancelling all cephalopods, the subtractions are reshuffling the
various terms such that the L-loop vacuum diagrams are multiplied by a factor of L. It would
be interesting to check to what extent this holds true at higher loop orders. Note also that the
first term in QS, namely 1{2, is metric-independent and can be absorbed into a redefinition of
N 1 displayed below (2.9), N 1 Ñ N0 “
?
eN 1.
The wave-function renormalisation, δZ, is scheme-dependent and can, for example, be fixed
by requiring that the kinetic term of the quantum effective action has canonical normalisation,
1
~
Γpϕq “ ş ~2
2
p∇ϕq2 ` . . .
4.4 Completely Normal Ordered Generating Function
Let us now return to the full renormalised generating function of connected Green functions,
W pJq, see (2.16). The objective is now to substitute the mass counterterms into the dressed
propagators that appear in (2.16), and the coupling counterterms (4.8) that appear in the explicit
couplings gˆ, λˆ, etc., in (2.16).
In particular, making all counterterms (except for δZ) explicit in (2.16) and dropping terms
of Opℓ5q leads to
1
~
W pJq “ 1
2
´
` `
¯
´
”
g ´ κ`1
2
˘ı´
1
3!
` 1
2
¯
`
”
g ´ κ`1
2
˘ı2´
1
12
` 1
4
` 1
4
` 1
2
` 1
4
` 1
4
` 1
8
` 1
8
` 1
4
` 1
4
¯
´
”
λ´ γ`1
2
˘ı´
1
8
` 1
4
` 1
4
` 1
2
` 1
4
` 1
4!
` 1
3!
¯
´ g3
´
1
4
` 1
8
` 1
6
¯
` gλ
´
1
4
` 1
4
` 1
12
¯
´ κ
´
1
12
` 1
5!
¯
` g4
´
1
48
` 1
16
` 1
16
` 1
8
` 1
8
` 1
8
` 1
4!
` 1
4
` 1
4
` 1
4
` 1
4
¯
´ g2λ
´
1
8
` 1
8
` 1
4
` 1
12
` 1
8
` 1
4
` 1
4
` 1
2
` 1
4
` 1
8
` 1
12
` 1
8
` 1
4
` 1
16
` 1
16
¯
` λ2
´
1
48
` 1
16
` 1
12
` 1
8
` 1
8
` 1
16
` 1
12
` 1
72
¯
` gκ
´
1
12
` 1
12
` 1
4
` 1
12
` 1
8
` 1
48
¯
´ γ
´
1
48
` 1
16
` 1
48
` 1
6!
¯
`Opℓ5q ` lnN ´ ∫ Λ´ ∫ δ›Λ`Q4
` 1
2
´
` 1
2
` 1
3
` ¨ ¨ ¨ ` ` 1
2
` 1
3
` . . .
¯
,
(4.17)
where we have now also included the counterterm Q4 associated to the strong version of complete
normal ordering, see above.
The vacuum diagram contributions have already been determined, see (4.16), and these
can also be read off from (4.17). Also, it should be clear by now how the cephalopod vacuum
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diagrams cancel: as an example, we focus on the vacuum cephalopod diagram in the third to last
line, namely gκ
`
1
12
˘
. This is clearly cancelled by the gκ vacuum diagram in the second line
in (4.17) once it has been expanded out and the two-loop components have been sewn together
at the common vertex, denoted by ‘ ’. Similar remarks hold for all the remaining vacuum
cephalopods.
The procedure is similar for all cephalopod counterterm diagrams: we simply substitute
into W pJq in (4.17) the mass counterterm (4.7), taking account of (2.4), and then follow through
the algebra, the relevant manipulations being similar to those spelled out in (4.6), (4.4), or (4.3).
We list a couple of examples to be completely explicit; notice that the following combination of
terms appears in (4.17):
1
2
´ λ
´
1
2
¯
` λ2
´
1
8
¯
“ Opℓ6q ,
1
2
´ λ
´
1
4
¯
`´g2λ
´
1
8
¯
` gκ
´
1
12
¯
´ γ
´
1
16
¯
“ Opℓ6q ,
...
and these can clearly be dropped on account of (4.7), given that we are working up to and
including Opℓ4q. Similar cancellations occur for all cephalopods, as can easily be checked. Taking
into account that the all vacuum diagram contributions are contained in QS (or in the weak
version, QW) in (4.16), carrying out this procedure explicitly for all counterterms (other than
δZ), the result for the full generating function is:
1
~
W pJq “ 1
2
´ g
´
1
3!
¯
` g2
´
1
4
` 1
8
¯
´ λ
´
1
4!
¯
´ g3
´
1
4
` 1
8
` 1
6
¯
` gλ
´
1
4
` 1
12
¯
´ κ
´
1
5!
¯
` g4
´
1
48
` 1
16
` 1
8
` 1
8
` 1
8
` 1
4
` 1
4
` 1
4
` 1
4
¯
´ g2λ
´
1
12
` 1
4
` 1
2
` 1
8
` 1
12
` 1
8
` 1
4
` 1
16
¯
` λ2
´
1
12
` 1
16
` 1
72
¯
` gκ
´
1
12
` 1
48
¯
´ γ
´
1
6!
¯
`Opℓ5q ` lnN `QS ´ ∫ Λ.
(4.18)
Thus complete normal ordering of all interaction terms in the action has completely cancelled all
cephalopods (including all tadpole diagrams). It is manifest the trivial vacuum, ϕ¯ “ 0, around
which we have expanded is a true minimum (up to this order in ℓ) of the full quantum effective
action –recall the comments related to (2.6) and (2.7). In n “ 2 dimensions this generating
function automatically yields UV-finite Green functions.
Comparing (4.18) with the equivalent bare expression (2.8) and taking (2.14) into account,
it is seen that the complete normal ordered generating function can be obtained from the following
effective rules; starting from the bare theory generating function we are to:
i. drop all cephalopod Feynman diagrams;
ii. replace all counterterms δgN by δK›gN ;
iii. shift the renormalised couplings, gN , by the finite part of δ›gN ;
iv. multiply L-loop vacuum contributions by a factor of L.
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This last point has only been verified up to L “ 3, and it would be very interesting to understand
to what extent this remains true at higher loop orders. Furthermore, there is no unique way of
carrying out step 3. as it is renormalisation scheme-dependent: different subtraction schemes will
give rise to different finite parts in δ›gN , and ultimately the finite parts are fixed at some energy
scale of interest by “experiment”.
These effective rules clearly simplify computations considerably compared to the traditional
approach, because the latter does not give a closed form expression for the counterterms, δ›gN ,
associated to cephalopod cancellation. These are in turn determined from the cephalopod-free
generating function, and so everything is self-consistent.
4.5 Derivative Interactions
We next show that the cephalopod cancellation associated to complete normal ordering
that resulted in the generating function (4.18) is actually expected to hold for generic (local)
derivative interaction theories too, at least within perturbation theory (where the notion of
cephalopod makes sense). In order to proceed, we observe that in the absence of anomalies it
is formally possible (at least within perturbation theory) to extract information about a theory
with derivative interactions from a theory without. This is achieved by formally promoting the
local couplings of the non-derivative interaction theory to certain (strictly speaking non-linear)
operators using a point-splitting trick. We discuss this next.
Suppose the non-derivative interaction theory has interaction terms in the action of the
form: 8ÿ
N“0
1
N !
gˆNφpzqN , (4.19)
where we recall that gˆN “ gN ` δ›gN , that we are as usual absorbing all non-cephalopod coun-
terterms, δK›gN , into gN , and that we are not displaying explicitly the coefficients αN´2 (as
discussed above).
Let us choose N arbitrary distinct points in a small neighbourhood of the spacetime point
zµ, for µ “ 0, 1, . . . , n´ 1, and suppose we are able to define the formal point-splitting operator,
Sˆ, whose action on a polynomial 20 is to split the point z and sum over all distinct permutations
of the points, say 1 to N , e.g.,
Sˆzφ
N pzq “ φp1qφp2q . . . φpNq,
Sˆz
`
3G2pz, zqφpzq
˘ “ G2p1, 2qφp3q `G2p1, 3qφp2q `G2p2, 3qφp1q,
Sˆz3G3pz, z, wq2 “ G3p1, 2, wqG3p3, 4, wq `G3p1, 3, wqG3p2, 4, wq`
`G3p2, 3, wqG3p1, 4, wq,
...
(4.20)
where it will sometimes be convenient to put a subscript on Sˆ to denote the space-time point at
which it acts, Sˆz. The inverse of this operator, denoted by Sˆ
´1, is the corresponding (formal)
20I.e., polynomial such as φN pzq, or an N -point Green function, some external legs of which may be coincident, such
as GN pz, . . . , zq or GN`mpz, . . . , z, w1, . . . , wmq, or some polynomial combination thereof, such as φN´2pzqG3pz, z, wq,
etc.
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‘point-merging’ operator:
Sˆ´1z
`
φp1qφp2q . . . φpNq˘ “ φN pzq,
Sˆ´1z
`
G2p1, 2qφp3q `G2p1, 3qφp2q `G2p2, 3qφp1q
˘ “ 3G2pz, zqφpzq,
Sˆ´1z
`
G3p1, 2, wqG3p3, 4, wq `G3p1, 3, wqG3p2, 4, wq`
`G3p2, 3, wqG3p1, 4, wq
˘ “ 3G3pz, z, wq2,
...
and similarly for other monomials (or polynomials). Here the subscript z on Sˆ´1z denotes the
space-time point to which points merge. This clearly will not be a well-defined operator in general,
and requires particular care if it is to be used in the quantum theory, in particular. The range of
Sˆ´1 will generically be singular, seemingly making it impossible to preserve Sˆ´1Sˆ “ 1. However,
the divergence associated to acting with Sˆ´1 is already familiar and used often (sometimes
implicitly) in practically all interacting quantum field theories. In particular, this point-merging
gives rise to Green functions evaluated at coincident points, and so any resulting UV divergences
can be subtracted in the usual manner by introducing some regularisation procedure. Many of
the resulting divergences will actually be associated to cephalopods and will hence be absent
upon complete normal ordering.
Using these effective rules for the operator Sˆ and its inverse, Sˆ´1, let us now consider more
general operators of the form:
Sˆ´1OˆSˆ, (4.21)
where Oˆ is some (scalar) combination of derivative operators that act on point-split expressions.
For example, we may take Oˆ “ ∇1∇2, so that using the above effective rules for Sˆ:
Sˆ´1z OˆSˆzφpzqN “ Sˆ´1z ∇1∇2
´
φp1qφp2q . . . φpNq
¯
“ Sˆ´1z
´
∇1φp1q∇2φp2q . . . φpNq
¯
“ p∇φq2φN´2,
with spacetime index contractions implicit. This example makes it explicit that if we were to
shift the coupling gˆN in (4.19) by an operator of the form (4.21), we can generate derivative
interaction theories from non-derivative interaction theories, provided the two theories contain
monomials φN with the same powers of N .
The same argument applies to complete normal ordered actions as well, and to make this
explicit let us again consider actions with interaction terms of the form (4.19). Upon complete
normal ordering this is of the form:
8ÿ
N“0
1
N !
gN › φpzqN›, (4.22)
where notice that gˆN has been replaced by gN , see (3.13). And so we want to now consider the
effect of shifting the couplings gN in (4.22) by operators of the form (4.21). In order to do so we
will first need to establish that Sˆ´1Sˆ › φN› “ ›φN›.
We start with an observation: the non-coincident point limit of complete normal ordered
monomials,21 ›φp1qφp2q . . . φpNq›, can be extracted from the corresponding coincident point limit
expressions, ›φpzqN›. A good illustrative example is the N “ 4 case (3.6),
›φpzq4› “ φpzq4 ´ 6G2pz, zqφpzq2 ´ 4G3pz, z, zqφpzq ` 3G2pz, zq2 ´G4pz, z, z, zq, (4.23)
21The arguments, 1, . . . , N , of this expression again labelling some generic distinct points in the neighbourhood of z.
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For elementary fields that are not at coincident points, the degeneracy that gives rise to the
multiplicity factors 1, 6, 4, 3 and 1 on the right-hand side of (4.23) is broken, and we end up
instead with 1` 6` 4` 3` 1 “ 15 distinct terms:
›φp1qφp2qφp3qφp4q› “ φp1qφp2qφp3qφp4q ´
´
G2p1, 2qφp3qφp4q `G2p1, 3qφp2qφp4q
`G2p1, 4qφp3qφp2q `G2p3, 2qφp1qφp4q `G2p4, 2qφp3qφp1q `G2p3, 4qφp1qφp2q
¯
´
´
G3p1, 2, 3qφp4q `G3p1, 2, 4qφp3q `G3p1, 4, 3qφp2q `G3p4, 2, 3qφp1q
¯
`
´
G2p1, 2qG2p3, 4q `G2p1, 3qG2p2, 4q `G2p1, 4qG2p3, 2q
¯
´G4p1, 2, 3, 4q .
(4.24)
We may depict this pictorially by attaching labels to each of the four dots in the combinatorial
diagram associated to (3.6), making each dot distinct. More generally, given a complete normal-
ordered expression at coincident points, see Sec. 3.2, the multiplicities appearing on the right-hand
sides of each of the terms tell us to how many terms the point-splitting procedure will give rise
to.
We made no use of the point-splitting operator to arrive at (4.24). However, this result
(4.24) is precisely what we would find had we acted with Sˆz on ›φpzq4›; using the rules that led
to (4.20),
Sˆ
`
φ4
˘ “ φp1qφp2q . . . φp4q ,
Sˆ
`
6G2φ
2
˘ “ G2p1, 2qφp3qφp4q ` 5 perms ,
Sˆ
`
4G3φ
˘ “ G3p1, 2, 3qφp4q ` 3 perms ,
Sˆ
`
3G22
˘ “ G2p1, 2qG2p3, 4q ` 2 perms ,
Sˆ
`
G4
˘ “ G4p1, 2, 3, 4q,
(4.25)
where we drop the subscript z on Sˆz when there is no potential ambiguity. From (4.23), (4.24)
and (4.25) we learn that indeed:
Sˆ
`›φpzq4 ›˘ “ ›φp1qφp2q . . . φp4q ›,
the right-hand side of this, according to (3.1), being given by (4.24). The inverse operator, Sˆ´1,
correspondingly point merges:
Sˆ´1
`
φp1qφp2q . . . φp4q˘ “ φ4 ,
Sˆ´1
`
G2p1, 2qφp3qφp4q ` 5 perms
˘ “ 6G2φ2 ,
Sˆ´1
`
G3p1, 2, 3qφp4q ` 3 perms
˘ “ 4G3φ ,
Sˆ´1
`
G2p1, 2qG2p3, 4q ` 2 perms
˘ “ 3G22φ ,
Sˆ´1
`
G4p1, 2, 3, 4q
˘ “ G4 ,
all quantities on the right-hand sides being evaluated at the coincident point z. Clearly therefore,
Sˆ´1Sˆ › φ4› “ ›φ4›, and this procedure can evidently be defined for any of the monomials ›φN›
in (3.10), with the formal result
Sˆ´1Sˆ › φN› “ ›φN › . (4.26)
The arbitrariness in the definition of Sˆ (such as the choice of points 1, 2, . . . ) will be immaterial
provided these points are “sufficiently close” to the space-time point at which Sˆ acts, and when
this operator is used in the manner we suggest.
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Having established (4.26), let us now consider terms of the form:
Sˆ´1OˆSˆ › φN›,
where Oˆ is (as specified above) some scalar operator (such as a collection of derivatives) that
acts on the point-split expression, and Sˆ´1 point merges the result.
We again proceed by example, considering the case Oˆ “ ∇1∇2 and, say N “ 3. From the
expression for ›φ3› given in Sec. 3.2,
Sˆ´1∇1∇2Sˆ
`› φ3 ›˘ “ Sˆ´1∇1∇2Sˆ `φ3 ´ 3G2φ´G3˘
“ Sˆ´1∇1∇2
`
φp1qφp2qφp3q ´G2p1, 2qφp3q ´G2p1, 3qφp2q ´G2p2, 3qφp1q ´G3p1, 2, 3q
˘
“ Sˆ´1`∇1φp1q∇2φp2qφp3q ´∇1∇2G2p1, 2qφp3q
´∇1G2p1, 3q∇2φp2q ´∇2G2p2, 3q∇1φp1q ´∇1∇2G3p1, 2, 3q
˘
“ p∇φq2φ´ p∇2G2qφ´ 2p∇G2q∇φ´∇2G3,
(4.27)
where in the last line we used the abbreviation ∇2G2pzq :“ lim1,2Ñz∇1∇2G2p1, 2q, and also
2p∇G2q∇φpzq “ lim1,2,3Ñz∇1G2p1, 3q∇2φp2q `∇2G2p2, 3q∇1φp1q and
∇2G3 :“ lim1,2,3Ñz∇1∇2G3p1, 2, 3q. Now, the result on the last line in (4.27) is precisely what
we would have found using the independent pictorial approach (such as that leading to (3.9)) for
the case ›p∇φq2φ › , and so we have shown that:
›p∇φq2φ › “ Sˆ´1∇1∇2Sˆ
`› φ3 ›˘.
Similarly, for N “ 2 one finds:
Sˆ´1∇1∇2Sˆ
`› φ4 ›˘ “ φ2p∇φq2 ´ p∇2G2qφ2 ´ 4p∇G2qφ∇φ´G2p∇φq2
´ 2 p∇2G3qφ´ 2 p∇G3q∇φ`G2∇2G2 ` 2p∇G2q2 ´∇2G4,
where we took into account the result (4.23) and the last five relations in (4.25) before finally point
merging. This is precisely equivalent to an independent computation of the quantity ›p∇φq2φ2› ,
see (3.9), and so learn that:
›p∇φq2φ2› “ Sˆ´1∇1∇2Sˆ
`› φ4 ›˘.
This procedure can clearly be generalised to any well-defined and local scalar combination
of derivative operators, and so these examples lead us to conjecture that all local derivative
interaction (including complete normal ordered) theories can be generated from generic non-
derivative interaction theories with interaction terms
ř8
N“0
1
N !
gN › φN›, by an appropriate shift
in the couplings,
gN Ñ gN ` Sˆ´1OˆN Sˆ, (4.28)
where we have added a subscript ‘N ’, Oˆ Ñ OˆN , to denote the fact that different values of N can
acquire different derivative interactions, including of course different scalar combinations of the
Riemann tensor, Ricci scalar, any other fields in the theory, etc.
For most purposes (and in the absence of anomalies [29]) we do not need to worry about
the uniqueness of the operator Sˆ and its inverse Sˆ´1, or about whether it is well-defined, when
it is used in just the manner in which we have described.
What remains now is to explain how shifts of the form (4.28) are implemented in the
generating function of connected Green functions,W pJq, and this will make it clear that complete
normal ordering cancels cephalopods in generic scalar field theories.
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Suppose we return to the computation of the generating function (2.1) within perturbation
theory with shifted couplings (4.28). There may exist a term in the action such as, say, 1
2
ζˆp∇φq2φ,
so from the above this can be extracted by shifting the φ3 coupling:
gˆ Ñ gˆ ` 3ζˆ Sˆ´1∇1∇2Sˆ.
The various diagrams will again be of the form (2.14), but now the coupling gˆ appearing is
replaced as above. An instructive example of one such diagram is,
1
12
gˆ2 Ñ 1
12
pgˆ ` 3ζˆ Sˆ´1∇1∇2Sˆq2 “
“ 1
12
ż
z,w
pgˆpzq ` 3ζˆpzqSˆ´1z ∇1∇2Sˆzqpgˆpwq ` 3ζˆpwqSˆ´1w ∇1∇2SˆwqGpz, wq3
“ 1
12
gˆ2 ` 1
2
ż
z,w
gˆpzqζˆpzqSˆ´1w ∇1∇2SˆwGpz, wq3
` 3
4
ż
z,w
pζˆpzqSˆ´1z ∇1∇2SˆzqpζˆpwqSˆ´1w ∇1∇2SˆwqGpz, wq3.
The second term is explicitly, according to the above rules:
1
2
ż
z,w
gˆpzqζˆpwq`∇wG˘2G,
with the argument of Gpz, wq and spacetime index contractions implicit, whereas the third reads:
1
4
ż
z,w
ζˆpzqζˆpwqp∇z∇wGq2G ` 1
2
ż
z,w
ζˆpzqζˆpwq∇zG
`
∇z∇wG
˘
∇wG.
Therefore, the above shift has produced four diagrams out of the single diagram, 1
12
gˆ2 , with
the correct combinatoric coefficients, and one can clearly carry out the same procedure for all
diagrams appearing in (2.14). However, the key point now is that in fact we need-not make the
operator nature of the couplings explicit at that stage of the computation. Rather, we can carry
out the complete normal ordering, write down expressions for the counterterms just as we did in
the non-derivative interaction case above, keeping in mind that the couplings appearing are really
operators. We can go through the entire calculation with the operator nature of the couplings
implicit, leading all the way up to our final result for the cephalopod-free generating function
(4.18). To derive the final expression for the renormalised generating function of connected Green
functions in the presence of derivative interactions thus amounts to interpreting the couplings
appearing in the final answer as operators produced by shifts (4.28), and then acting with these
operators on the internal vertices in the manner described here. This procedure can be carried out
(in principle) for any number of derivatives in the interaction terms, provided these do not spoil
diffeomorphism invariance, and provided the path integral measure does not introduce additional
terms that cannot be absorbed into redefinitions of the various couplings appearing22
Therefore, we conclude that complete normal ordering cancels all cephalopod Feynman
diagrams for generic derivative interaction scalar field theories (when the true vacuum of the full
quantum effective action is at vanishing field value).
22See, e.g., Coleman [28] for a concise description of how to define the path integral measure in the presence of
derivative interactions.
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5 Discussion
We have generalised the standard field theory notion of ‘normal ordering’ to what we call
‘complete normal ordering’. Although normal ordering the bare action of a given field theory
eliminates all diagrams with simple internal propagators that begin and end on the same internal
vertex [5], there still remain an infinite number of tadpoles. We have shown that ‘complete normal
ordering’ a bare (scalar) field theory action (whose full quantum effective action has a trivial
vacuum at zero field value) cancels all cephalopod Feynman diagrams, including all tadpoles
and all other graphs that are removed by conventional normal ordering. This cancellation is
automatic and can be implemented in practice by a set of effective rules, spelled out on p. 32.
When it is of interest to compute the renormalisation group flow (RG) of the various couplings, for
instance, the resulting truncated generating function is sufficient, and at no point is it necessary to
consider Green functions with cephalopod Feynman diagrams present. The number of diagrams
that one has to compute is thus vastly reduced (by a factor of 2 or 3 or more, depending on
the theory), whereas closed-form expressions for the necessary counterterms are automatically
produced. Therefore, the cancellation of cephalopods via complete normal ordering is much more
efficient than the traditional “brute-force” method.
Complete normal ordering works in any number of spacetime dimensions and is to a large
extent independent of the background spacetime on which the field theory is formulated (under
the usual assumptions, such as the requirement of global hyperbolicity). By using a point-splitting
trick23 we have shown that these results hold for generic interacting (local) scalar field theories,
including derivative interactions.
This simple result is expected to be of use in a number of contexts, for example where it is
crucial to carry out perturbation theory around a minimum of the full quantum effective action
[23], recently emphasised in [22]. It would be of great interest to study complete normal ordering
in theories with local and global internal symmetries, and theories of gravity. We suspect it
will also lead to additional insight to understand how to implement complete normal ordering in
theories with spontaneously broken supersymmetry (and in particular in a string theory context)
where typically [31] the presence of massless tadpoles destabilises the vacuum forcing one to
carry out perturbation theory around a new vacuum [32], see also [15, 16]: there is a flurry of
somewhat independent recent developments here, see [33], [34], and [35], and references therein,
and it would be extremely interesting to understand how to implement complete normal ordering
at the level of the worldsheet string theory, keeping in mind that the tadpoles one wishes to
cancel here are target space notions. In particular, understanding how to implement complete
normal ordering in such a string worldsheet context would ensure that one is doing superstring
perturbation theory around a “correct” vacuum, i.e., a vacuum that is a true minimum of the
full (e.g. 1PI) quantum effective action.
This is the first of a series of papers on complete normal ordering. In the follow-up article
[24] we discuss complete normal ordering of theories whose full quantum effective actions have
minima at non-vanishing field values (the case of interest for theories with spontaneous symmetry
breaking), or theories with instantons or solitons, for example. We also discuss complete normal
ordering in the context of Liouville theory [21] in Euclidean AdS2. In [30] we apply these results
to non-linear sigma models.
23The use of point splitting in the current paper is certainly naive, and should only be viewed as a “trick” that
enables one to extract expressions for the generating functions of connected Green functions for theories with derivative
interactions from the corresponding quantities in the absence of derivative interactions. For uses of point-splitting as a
regularisation tool we refer the reader to [29].
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