We define the beta diffusion tree, a random tree structure with a set of leaves that defines a collection of overlapping subsets of objects, known as a feature allocation. A generative process for the tree structure is defined in terms of particles (representing the objects) diffusing in some continuous space, analogously to the Dirichlet diffusion tree (Neal, 2003b), which defines a tree structure over partitions (i.e., non-overlapping subsets) of the objects. Unlike in the Dirichlet diffusion tree, multiple copies of a particle may exist and diffuse along multiple branches in the beta diffusion tree, and an object may therefore belong to multiple subsets of particles. We demonstrate how to build a hierarchically-clustered factor analysis model with the beta diffusion tree and how to perform inference over the random tree structures with a Markov chain Monte Carlo algorithm. We conclude with several numerical experiments on missing data problems with data sets of gene expression microarrays, international development statistics, and intranational socioeconomic measurements.
Introduction
Latent feature models assume that each object (from some collection of objects) can be assigned to zero or more overlapping sets, called features. These objects could be the data measurements themselves, or some other unobserved variables in a model. The overlapping sets assumption in feature allocation models is appropriate for a variety of statistical tasks. For example, in visual scene analyses, images could be assigned to the following features: "image contains a chair", "image contains a table", "image is of a kitchen", etc. Clearly these features are not mutually exclusive. The Indian buffet process (IBP; Griffiths and Ghahramani, 2011 ) defines a generative process for a collection of features (called a feature allocation), the number of which is unbounded. With the IBP, objects are (or are not) assigned to a feature with a feature-specific probability that is independent of the other features. In the scene example, however, the features are structured into a hierarchy: tables and chairs are likely to appear in scenes together, and if the scene is of a kitchen, then possessing both tables and chairs is highly probable. In order to model hierarchically related feature allocations, we define the beta diffusion tree, a random tree structure with a set of leaves that defines a feature allocation for a collection of objects. As with the IBP, the number of leaves (features) is random and unbounded, but will be finite almost surely for a finite set of objects.
Diffusion trees, partitions, and feature allocations
Models for hierarchically structured partitions, i.e., non-overlapping subsets, of a collection of objects can be accomplished with the Dirichlet diffusion tree (Neal, 2003b) , in which a collection of N particles (each labeled with an object) diffuse in some continuous space X over a fictitious unit time interval t ∈ [0, 1]. Denote the locations of the particles in X at time t by x 1 (t), . . . , x N (t). Note that the "time" index t need not refer to actual time, but is merely an index used to generate a hierarchically structured partition of the objects. In this work, we take X = R D for some dimension D, and let the (random) diffusion paths be distributed as Brownian motion with variance σ 2 X . Therefore, if a particle is at position x(t) ∈ R D at time t, then it will reach position x(t + dt) at time t + dt, where
I D denotes the D × D identity matrix, and N (µ, Σ) denotes a Gaussian distribution with mean µ and covariance matrix Σ. In the Dirichlet diffusion tree, each particle starts at the origin, follows the path of previous particles, and diverges from the path at randomly distributed times. Once the particle has diverged, it diffuses as Brownian motion (independently of all previous particles) until time t = 1. In particular, let α > 0, which we call the divergence parameter. The first particle x 1 (t) starts at the origin x 1 (0) = 0 and diffuses as Brownian motion until time t = 1. Each subsequent particle x 2 (t), . . . , x N (t) starts at the origin and follows the path of the previous particles. If at time t the particle has not diverged from the path, it diverges in the next infinitesimal time interval [t, t + dt] with probability
where m is the number of particles previously along this path. If the particle does not diverge before reaching a previous divergence point on the path (where at least one previous particle diverged), then at the divergence point it follows one of the two paths with probability proportional to the number of particles that have followed that path previously. We stop this process at t = 1 and record the positions of the particles in X . A simulated Dirichlet diffusion tree with N = 5 objects and divergence parameter α = 1 is shown in Fig. 1 . The corresponding tree structure is also shown, where the origin is the root node, the divergence points define the internal nodes, the locations of the particles (in X ) at time t = 1 define the leaves, and the segments between nodes are the branches in the tree structure. The leaves of the tree structure define a partition of the N objects, because each object is represented by only one particle that diffuses to a leaf node in the tree. The waiting time until divergence for a particle on a branch that m previous particles have traversed is exponentially-distributed with rate α/m, and if the particle does not diverge before t = 1, then it joins an existing partition. However, in many applications, e.g., density modeling or phylogenetic clustering, an agglomerative clustering of the objects is required (i.e., each subset in the partition is a singleton). In such a case, a more general, positive-valued divergence function α(t) is typically used that ensures every particle will diverge before t = 1. The waiting time until divergence is then the time until the first jump in an inhomogeneous Poisson process with rate function α(t)/m (see for example Knowles and Ghahramani, 2014; Neal, 2003b) . While non-parametric models for random partitions have been popular in probability and statistics for the last few decades (Kingman, 1982a,b; Pitman, 2006; Teh, 2006; , it is desirable in many applications to allow objects to belong to more than one cluster, i.e., to allow the clusters to overlap. We call a set of (potentially) overlapping subsets of [N ] := (1, . . . , N ) a feature allocation (as termed by Broderick et al., 2013) , where we take [N ] to represent the sequence of N objects. For example, a feature allocation of five objects, represented by their labels {1, . . . , 5}, can be denoted by {{1, 2}, {1, 3}, {4, 5}}. Here there are three features and we say that the first object is allocated to the features {1, 2} and {1, 3}, etc. Note, however, that this structure could never be captured by a Dirichlet diffusion tree like the one depicted in Fig. 1 , because the particle representing the first object cannot travel along both branches at the first divergence point and end up at two different leaves in the tree. Therefore, in order to model hierarchical feature allocations, the beta diffusion tree will proceed analogously to the Dirichlet diffusion tree, except that multiple copies of a particle (corresponding to multiple copies of an object) may be created (or destroyed) at random times. Objects may therefore be represented by particles following multiple branches to multiple leaves in the tree, providing a feature allocation of the objects that are hierarchically related through the tree structure.
Related work
Most contemporary work on non-parametric feature allocation models (where the number of subsets in the feature allocation is unbounded) trace their origins to the Indian buffet process (IBP; Griffiths and Ghahramani, 2006) . The IBP was originally described in terms of a random binary matrix Z with an unbounded number of independent columns, where the entry z nk = 1 denotes that object n is allocated to feature k and z nk = 0 denotes that object n is not allocated to feature k. Similarly, we may view the beta diffusion tree as defining a random, infinite binary matrix, except that the columns are no longer independent, instead they are hierarchically related through the tree structure. A class of correlated IBP models was introduced by Doshi-Velez and Ghahramani (2009) , which cluster the columns of an IBP-distributed matrix in order to induce (sparse) dependencies between the features. For example, let Z (1) be an IBP-distributed matrix, and conditioned on Z (1) , let Z (2) be another IBP-distributed matrix whose rows correspond to the columns of Z (1) . This scheme is extended to an arbitrary number of iterations by the cascading Indian buffet process (Adams et al., 2010b) , in which the rows in an IBP-distributed matrix Z (m) at iteration m correspond to the columns in the IBP-distributed matrix Z (m−1) at iteration m − 1. While the beta diffusion tree generalizes the"flat clustering" of the correlated IBP to a hierarchical clustering, it does not obtain the general network structure obtained with the cascading IBP. The beta diffusion tree is therefore an appropriate model for hierarchically clustering features, while the cascading IBP is an appropriate model for (random) neural network architectures.
Models based on the beta diffusion tree are not to be confused with the phylogenetic Indian buffet process (Miller et al., 2008) , which hierarchically clusters the rows (objects) in an IBP-distributed matrix. This clustering is done in a non-probabilistic manner (the tree structures are not random), and the (random) allocations of objects to the features depend on the given tree structure over the objects. A similar approach is taken by the distance-dependent IBP (Gershman et al., 2014) , which assumes that there is an observed distance metric between objects. If two objects are close, they tend to share the same features. Both of these models, unlike models based on the beta diffusion tree and the correlated IBP, assume that the features themselves are a priori independent. Additionally, both models assume the objects are not exchangeable. This is a distinctive difference to the rest of the models so far discussed, which are all exchangeable with respect to the ordering of the objects, a property of the beta diffusion tree that is established in Section 2.2.
Previous hierarchical clustering models have been limited to partitions, the most relevant example being the Dirichlet diffusion tree, as discussed earlier in Section 1.1. A generalization of the Dirichlet diffusion tree to arbitrary branching degrees is achieved by the Pitman-Yor diffusion tree (Knowles and Ghahramani, 2011) . While these stochastic processes do not have an immediate relation to feature allocation models, they can both be derived as the continuum limit of nested partitioning schemes (Bertoin, 2006; Knowles, 2012; Knowles and Ghahramani, 2014; Teh et al., 2011) , motivating the derivation of the beta diffusion tree as the continuum limit of a nested feature allocation scheme in Section 2.3. These "diffusion tree" processes so far discussed are all types of diffusion (or fragmentation) processes, which are continuous-time stochastic processes with a close relationship to coalescent (or coagulation) processes (see Bertoin, 2006; Pitman, 2006, Ch. 5) . The prototypical example from the latter class of models is Kingman's coalescent (Kingman, 1982a) , and the reader may refer to Teh et al. (2007) for a nice example of its use as a prior in hierarchical clustering. An extension beyond binary branching is obtained with the Λ-coalescent (Pitman, 1999) , and the reader may refer to Hu et al. (2013) for details on practical inference and application. These stochastic processes all model continuous tree structures, which are most useful when modeling continuous variables associated with the hierarchy. We will see examples using the beta diffusion tree in Section 4. Probabilistic models for non-parametric, discrete tree structures have also been studied (Adams et al., 2010a; Blei et al., 2010; Paisley et al., 2014; Rodriguez et al., 2008; Steinhardt and Ghahramani, 2012) , which would be more appropriate for modeling discrete variables associated with the tree structure.
Outline of the article
In Section 2.1, we define the beta diffusion tree and study its properties in depth, including a characterization as a generative (sequential) process and as the continuum limit of a finite model, revealing a de Finetti representation. In Section 3, we utilize the de Finetti representation to show that the beta diffusion tree is equivalent to a continuous-time multitype Markov branching process (Athreya and Ney, 1972; Harris, 2002; Mode, 1971) , revealing several useful properties of the model. In Section 4, we demonstrate how to build a hierarchically-clustered factor analysis model with the beta diffusion tree, and in Section 5, we present a Markov chain Monte Carlo procedure for integrating over the tree structures. These are applied in Section 6 to numerical experiments on missing data problems with data sets of gene expression arrays, international development statistics, and intranational socioeconomic measurements. In Section 7, we conclude with a discussion of future research directions.
The beta diffusion tree
We will first define the beta diffusion tree in terms of a generative process, i.e., a sequential description of the stochastic process in terms of an ordered sequence of objects. Despite this sequential description, we will show that the induced probability distribution on random tree structures is invariant to the ordering of the objects, and the beta diffusion tree is therefore exchangeable with respect to the ordering of the objects. Exchangeability ensures the existence of a de Finetti (mixing) measure, conditioned on which the process can be described in terms of a collection of i.i.d. random variables. By deriving the beta diffusion tree as the continuum limit of a nested feature allocation model, we characterize this de Finetti measure with a countable sequence of beta random variables, inspiring our name for the stochastic process.
A generative process for the beta diffusion tree
We describe a generative process for a collection of particles that proceeds analogously to the generative process for the Dirichlet diffusion tree described in Section 1.1. In particular, each particle is labeled with one of N objects and diffuses in X = R D as Brownian motion over a (fictitious) unit time interval t ∈ [0, 1]. If a particle is labeled with object n, then we call it an n-particle, multiple of which may exist at time t > 0. Sequentially for every object n = 1, . . . , N , we begin with one n-particle at the origin, which follows the paths of previous particles. At random times t throughout the process, any n-particle travelling along any path may perform one of two actions:
1. stop: The particle stops diffusing at time t .
2. replicate: A copy of the n-particle is created at time t . One copy continues along the original path and the other diverges from the path and diffuses independently of all other particles.
More precisely, let λ s , λ r , θ s , and θ r be positive, finite constants that parameterize the generative process, which proceeds as follows:
• n = 1: A 1-particle starts at the origin and diffuses as Brownian motion for t > 0. At time 0 < t < 1:
-The particle stops in the next infinitesimal time interval [t, t + dt] with probability
-The particle replicates in [t, t + dt] with probability
creating a copy of the 1-particle. Both particles diffuse (independently of each other) for t > 0, each stopping or replicating with the probabilities given by Eq. (3) and Eq. (4), respectively. Arbitrarily label one of the paths as the "original path" and the other as the "divergent path".
• n ≥ 2: For every n ≥ 2, a single n-particle starts at the origin and follows the path initially taken by the previous particles. At time 0 < t < 1, for a particle travelling on a path along which m particles have previously travelled:
-The particle stops in [t, t + dt] with probability
creating a copy of the n-particle. One copy follows the original path, and the other copy diverges from the path and diffuses independently of all other particles, stopping or replicating with the probabilities given by Eq. (3) and Eq. (4), respectively. The newly created path is labeled as the "divergent path".
-If the particle reaches an existing stop point (a point on the path where at least one previous particle has stopped), it also stops at this point with probability
where n s is the number of particles that have previously stopped at this location. The corresponding tree structures as each object is included in the generative process, where the origin is the root node, the replicate and stop points (grey blocks and open circles, respectively) are internal nodes, the features are leaf nodes, and segments between nodes are branches. Here, the stop nodes have been additionally annotated with the (labels of) the particles that have stopped at the node. The "divergent" branches are depicted as offshoots of the "original" branch.
-If the particle reaches an existing replicate point (a point on the path where a particle has previously replicated), the particle also replicates at this point with probability
where n r is the number of particles that have previously replicated at this point (and taken the divergent path). In this case, one copy of the particle follows the original path and the other follows the divergent path. If the particle does not replicate, then it continues along the original path.
The process terminates at t = 1, at which point all particles stop diffusing. The times until stopping or replicating on a path along which m particles have previously travelled are exponentially distributed with rates λ s θ s /(θ s + m) and λ r θ r /(θ r + m), respectively. It is therefore straightforward to simulate a beta diffusion tree in practice, and we discuss some implementation details in Appendix A. In Fig. 2 , we show a simulated beta diffusion tree with N = 3 objects in D = 1 dimension. We also show the corresponding tree structure as each object is sequentially included in the generative process. As with the Dirichlet diffusion tree, the root of the tree is the origin and the locations of the (clusters of) particles in X at time t = 1 are the leaves. With the beta diffusion tree, however, both replicate and stop points comprise the internal nodes of the tree, displayed as grey blocks and open circles, respectively. We will refer to the origin as the root node, stop points as stop nodes, replicate points as replicate nodes, and the points at t = 1 as leaf nodes. We call segments between nodes branches. At a replicate point, we must keep track of which branch is the "divergent" branch and which is the "original" branch. In Fig. 2(b) , we therefore depicted divergent branches as offshoots of the original branch. We also annotate each stop node with the labels of the particle(s) that have stopped at that point. Note that given this information and the labels of the particles at the leaves, we may uniquely determine the path that every particle has taken throughout the tree. Because multiple copies of a particle (all corresponding to the same object) can follow multiple branches to multiple leaves in the tree, the leaves define a feature allocation of the N objects. For example, the beta diffusion tree in Fig. 2 determines a feature allocation with two features {1, 3} and {2, 3}. The number of (non-empty) features is therefore the number of leaves in the tree structure, which is unbounded, however, we will see in Section 3 that this number is (almost surely) finite for any finite number of objects.
We now fix some notation. We call λ s and λ r the stop and replicate rate parameters, respectively, which control the probabilities of instantaneously stopping and replicating. We call θ s and θ r the stop and replicate concentration parameters, respectively, which control the probabilities of stopping at existing stop points and following existing divergent paths, respectively. Denote by T [N ] the collection of nodes, associated node times, and branches in a beta diffusion tree generated by the ordered sequence [N ] := (1, . . . , N ), which we call the tree structure of the beta diffusion tree. Let V(T [N ] ) denote the set of non-root nodes, and let
) denote the locations of the nodes in X . While the index set of the stochastic process (
, we will show in the next section that its distribution does not depend on this ordering.
The generative process is exchangeable
The distribution of (T [N ] , x T [N ] ) is characterized by the generative process in Section 2.1, which depends on the ordering of the N objects. However, we typically do not want our models for feature allocations to depend on this ordering, and indeed we will now show that the density p(T [N ] , x T [N ] ) is invariant to permutations of [N ] . Consider sequentially computing the factors that each object in the generative process contributes to the density function: For each particle traversing the tree, the times until stopping or replicating on a branch are exponentially-distributed with rates in Eq. (5) and Eq. (6), respectively. Then the probability of neither replicating nor stopping between times t and t (with t < t ) on a branch along which m previous particles have traversed is given by Ψ m (t, t ) := P{ not replicating and not stopping in
For example, consider the tree with N = 3 objects depicted in Fig. 2 , consisting of nodes a, b, c, d, {1, 3}, and {2, 3}, with corresponding times t a , t b , etc. From the tree structure, we can determine that there is one 1-particle, two 2-particles, and three 3-particles. The 1-particle does not replicate or branch before t = 1 and therefore contributes Ψ 0 (0, 1) for no "event" (i.e., for not stopping or replicating) in t ∈ (0, 1). The 2-particles contribute:
where N (·; µ, Σ) denotes the density function of the Gaussian distribution N (µ, Σ), and we recall that σ 2 X is the variance of the Brownian motion (c.f., Eq. (1)). There is one Gaussian term for each branch.
Because the behavior of (particles representing) objects depends on the behavior of (particles representing) previous objects in the generative process, the terms above depend on the ordering of the objects. However, this dependence is superficial; if we were to multiply these terms together, we would find that the resulting expression for p(T [3] , x T [3] ), does not depend on the ordering of the objects. We generalize to an arbitrary number of objects in the following result, the proof of which parallels those by Knowles (2012) ; Knowles and Ghahramani (2014) :
be the tree structure and associated node times of a beta diffusion tree with N objects, and let x T [N ] be the corresponding node locations.
Proof We decompose the density p(
) into the following parts:
(i) the probability of T [N ] , the tree structure and associated node times, (ii) the probability of the node locations
We will enumerate the factors contributing to each of these components as they are defined by the generative process, and show that neither depends on the ordering of the objects. Let B(T [N ] ) denote the set of branches in T [N ] . For every branch [uv] ∈ B(T [N ] ), going from node u to node v with corresponding locations x u and x v and times t u and t v , let m(v) denote the total number of particles that have traversed the branch.
(i) Probability of the tree structure and node times. For branch [uv] , first consider the case when v is a replicate node. Let n r (v) denote the total number of particles that followed the divergent path at v. Sequentially for each particle down the branch, let c v r denote the number of particles that previously followed the divergent path at v, which ranges from 1 to n r (v) − 1. Then the n r (v) particles that followed the divergent path contribute a term
to the numerator of the probability expression for the configuration at this replicate node. Let i v be the index of the particle out of the particles down this branch that created the replicate point at v. The j-th particle, for j = i v +1, . . . , m(v), contributes the term θ r +j −1 to the denominator of the probability expression, regardless of whether or not it chose to replicate at v and follow the divergent path. If n r (v) = m(v), i.e., all particles replicated at v, then we don't include any more terms. Otherwise, there are m(v) − n r (v) particles that chose not to replicate and follow the divergent path. Sequentially for each one of these particles, let d v r denote the number of particles that previously did not replicate and follow the divergent path, which we note ranges from i v − 1 to m(v) − n r (v) − 1. The particles that did not replicate at v therefore contribute the following term to the numerator of the probability expression for the configuration at this node
Next consider the probability of the node time t v : All previous particles traversing this branch only contribute terms for not stopping or replicating, which will be considered later. From Eq. (6), the conditional probability that the i v -th particle replicates at t v , given that the particle does not replicate or stop before t v , is
Multiplying, the factor of the density function contributed by the replicate node v is
where B(a, b) = Γ(a)Γ(b)/Γ(a + b) denotes the beta function. Note that this expression does not depend on the label i v , and therefore changing the order of the particles down this branch does not affect the probability of the configuration at node v.
Now consider if v is a stop node. Let n s (v) denote the number of particles that stopped at node v. Then it follows analogously to the derivation above that the factor of the density function contributed by node v is
which likewise does not depend on the ordering of the particles down the branch. Each replicate and stop node contributes such a term, for a total contribution of
where R(T [N ] ) and S(T [N ] ) denote the sets of replicate and stop nodes, respectively. The m(v) − 1 particles that followed the first particle down the branch did not stop or replicate before t v , which by Eq. (9) contributes
where
Each branch contributes such a term for a final factor of
which again does not depend on the ordering of the particles down the branches. For computations, it may be convenient to note that H α n = ψ(α + n) − ψ(α), for every α > 0, where ψ(α) := Γ (α)/Γ(α) denotes the digamma function.
(ii) Probability of the node locations. We now compute the contributions to the density function from the locations of the nodes x T [N ] , conditioned on the tree structure and node times T [N ] . Generalizing Eq. (10), we can see that each branch contributes a Gaussian factor, resulting in an overall factor of
Again, this term does not depend on the ordering with which the objects were considered.
The stochastic process (
) is therefore exchangeable, and because the ordering of the sequence [N ] is irrelevant, we will henceforth simply write T N . Let T (n) N be the subtree structure of T N associated with object n, i.e., the collection of nodes and branches in T N along which an n-particle has traversed. Note that T N = n≤N T (n) N and that the generative process characterizes the distribution of T (1)
N , for every n ≥ 1. It is therefore clear that the beta diffusion tree is projective, i.e., that the model for N − 1 objects is the same as a model for N objects with the last object removed:
for any N ∈ N, where N := {1, 2, . . . } denotes the natural numbers. We may therefore define a stochastic process by a beta diffusion tree with set of objects N, the associated tree structure T N of which is a tree structure over feature allocations of N. While Theorem 1 may at first seem surprising due the ordered nature of the generative process, it follows from de Finetti's theorem that there exists a collection of random variables F, conditioned on which the sequence (T
, making the exchangeability of (T N , x T N ) more obvious. In the next section, we will characterize the collection F.
The continuum limit of a nested feature allocation scheme
We now provide an alternative characterization of the beta diffusion tree as the infinite limit of a finite model. Let there be L levels in a nested feature allocation scheme of N, defined as follows: Associate each level ≤ L of the scheme with a discrete time
For every level ≤ L, let p ( ) 1 and p ( ) 2 be independent random variables with
At the first level, we allocate the natural numbers N to two different features f 1 and f 2 independently with the level one-specific probabilities p
1 and p (1) 2 , respectively. That is, for every n ∈ N, we have that n ∈ f 1 with probability p (1) 1 and n ∈ f 2 with probability p
At the next level, we allocate the objects in f 1 to two different features, f 11 and f 12 at level two, independently with the level two-specific probabilities p 2 . Because each feature is a subset of a feature in the level above, we can treat the features as the nodes in a binary branching tree structure. We show a diagram of this scheme with two levels, along with the associated tree structure, in Fig. 3(a) . Each feature in the tree is a subset of all of its ancestors in the tree. Therefore, if any feature is equal to the empty set ∅, then all of its descendants in the tree are equal to the empty set. For example, a feature labelled f 21 (at level two) has parent node f 2 (at level one), and we have that
We may continue this scheme recursively for L levels, where we allocate the objects in every (non-empty) feature at level − 1 to two features in level , independently with In (a) we show the nested scheme for L = 2 levels, where the objects in each feature at level one are allocated to two features at level two. In (b) we show the tree structure corresponding to an L = 4 level deep scheme, where the nodes in the tree are non-empty features.
the level -specific probabilities given by Eq. (23). Let T N,L denote the tree structure and associated node times defined on the non-empty features, i.e., each feature that is not equal to the empty set is a node, and the branches are the segments between nodes. For example, we show the tree structure T N,L for a L = 4 level scheme in Fig. 3(b) . Taking the limit L → ∞ of this model, we obtain the tree structure of a beta diffusion tree:
Theorem 2 (continuum limit) Let T N be the tree structure of a beta diffusion tree with set of objects N. Then
We call the left hand side of Eq. (24) the continuum limit of the nested feature allocation scheme, which is a continuous time process with index set t ∈ [0, 1]. Theorem 2 is analogous to the results by Knowles (2012) ; Knowles and Ghahramani (2014) that derive the Dirichlet and Pitman-Yor diffusion trees as the continuum limits of nested partitioning models. Roughly speaking, we will prove the result by matching a generative process for the random structure on the left hand side of Eq. (24) with the generative process for the beta diffusion tree (the right hand side). To gain some intuition, consider the tree structure T 1,L for just one object in the nested scheme. At level , we may integrate out the beta random variables p ( ) 1 and p ( ) 2 from the model, so that the object is allocated to the first feature with probability 1 − λ s /L → 1 as L → ∞ and the second feature with probability λ r /L → 0 as L → ∞. Therefore, in the continuum limit, the time (i.e., number of infinitesimally small levels) until the object is allocated to zero or two features will be exponentially-distributed with rates λ s and λ r , respectively.
Proof (of Theorem 2). Let f p = {n 1 , n 2 , . . . , n M } be a non-empty feature at level − 1 and consider sequentially allocating its objects to the features f a and f b at level with probabilities p ( ) 1 and p ( ) 2 , respectively, specified as in Eq. (23). We will call f a the "first feature" and f b the "second feature".
(i) Probability of stopping: The conditional distribution of p ( ) 1 , given the allocations of m objects is
where n a := |f a | is the number of objects allocated to f a . Marginalizing over p ( ) 1 , it follows that object n m+1 is allocated to f a with probability
First consider when n a = m, i.e., all previous objects were allocated to f a . Then this probability becomes 1 − θsλs/L θs+m , which approaches one as L → ∞. Then the object n m+1 is not allocated to f a with probability θsλs/L θs+m . In the language of the beta diffusion tree, an object "stops" at time t if it is not allocated to the "first feature" at level . More precisely, begin with a feature at level b that contains the object n m+1 and consider following the allocation of this object to the first feature in each subsequent level. The number of levels k until n m+1 is not allocated to the first feature is distributed as
This is a geometric distribution with parameter
is not allocated to the first feature (i.e., until stopping), and it is a classic result that in the limit L → ∞ the distribution of t s = k/L converges to an exponential distribution with rate
Now return to Eq. (26) and consider the case when n a < m, i.e. one or more objects (before object n m+1 ) were not allocated to f a . Then the conditional probability that object n m+1 is not allocated to f a , given the allocations of the previous m objects, is given by
Noting that m − n a is the number of previous objects not allocated to f a , this is the probability of stopping at a previous stop point in the beta diffusion tree (c.f. Eq. (7)).
(ii) Probability of replicating: Now consider allocating object n m+1 to f b . Given the allocations of m objects, the distribution of p
where n b := |f b | is the number of objects allocated to f b . Then, given the allocations of the previous m objects, object n m+1 is allocated to f b at level with probability
Consider when n b = 0, i.e., no objects were previously allocated to f b . Then this probability becomes θrλr/L θr+m , which approaches zero in the limit L → ∞. Because an object is allocated to the first feature with probability one (in the continuum limit), then we can say that the object replicates at time t if it is allocated to the second feature at level . We can follow the derivation above to show that the time until object n m+1 replicates, i.e., the time at which object n m+1 is allocated to a second feature, is exponentially-distributed with rate
Returning to Eq. (31), if n b > 0, i.e., one or more previous objects were allocated to f b , then in the limit L → ∞, Eq. (31) becomes n b /(θ r + m). Indeed, this is the probability of replicating at a previous replicate point in the beta diffusion tree (c.f. Eq. (8)).
We note that the result above can be generalized to arbitrary replicate and stop functions, λ r (t) and λ s (t), by following the approach taken by Knowles (2012) ; Knowles and Ghahramani (2014) . From the perspective of the nested feature allocation scheme and Theorem 2, it is clear that the de Finetti measure for the beta diffusion tree with index set N is characterized by the countable collection
of (tuples of) beta random variables, motivating our name for the stochastic process. In what follows, we will see that this identification of F will enable us to provide yet another characterization for the beta diffusion tree as a continuous-time Markov branching process.
A multitype branching process
We will now connect the beta diffusion tree to the theory of branching processes, referring the reader to Athreya and Ney (1972) ; Harris (2002) ; Mode (1971) for a thorough treatment. By establishing the equivalence of the beta diffusion tree to a continuous-time, multitype, Markov branching process, we are able to take advantage of several established results on these objects, revealing characteristics of the process that are useful for applications. In particular, we will show that the number of leaves in the beta diffusion tree is almost surely finite for any finite set of objects, and we will provide a derivation of the expected number of leaves. In Section 3.1, we will return to the nested feature allocation scheme and utilize the de Finetti characterization from Section 2.3, in order to develop several important concepts. In Section 3.2, we establish the equivalence of the beta diffusion tree to a Markov branching process and derive the results of interest. In Section 3.3, we discuss the opportunities for further research in this direction.
Figure 4: Tree structure corresponding to a nested feature allocation scheme, where each node corresponds to a non-empty feature. Nodes with two children are enlarged, and nodes that do not allocate all of their objects to the "first feature" at the subsequent level are shaded grey.
Markovity
We return to the nested feature allocation scheme with N objects and L levels from Section 2.
3. An example of the tree structure corresponding to a nested scheme is depicted in Fig. 4 , where each node represents a non-empty feature. Nodes with two children are enlarged, which we call replicate nodes, and the nodes shaded in grey correspond to features that do not assign at least one of their objects to the first feature at the next level, which we call stop nodes. As we have seen in the previous section, the probabilities of an object being assigned to the first and second features at any level approach one and zero, respectively, as L → ∞, and producing either a stop or replicate node becomes a rare event.
By Theorem 2, this continuous-time process is the tree structure of a beta diffusion tree, where the branches correspond to chains of identical (non-stop, non-replicate) nodes, the replicate nodes create new chains, and the stop nodes change the number of particles on a branch, in some cases terminating the branch. It is therefore intuitive to think of the chains of identical nodes as individuals in a population. Each individual is classified as one of N types determined by the number of objects allocated to the feature represented by that node. The individual gives birth to new individuals at replicate nodes and either changes type or dies at stop nodes.
We derive the waiting times until a replicate or stop node is produced on a chain of identical nodes (i.e., until the individual gives birth, changes type or dies) in the limit L → ∞. Let (a) n := a(a + 1) · · · (a + n − 1) = Γ(a + n)/Γ(a) denote the Pochhammer symbol. The probability that a feature at level − 1 with m objects does not allocate every object to the first feature at level (i.e., until producing a stop node) is given by
where the final equation is obtained by noting that, for any a, b > 0,
and we recall from the derivations in Section 2.2 that H α n :=
Starting at any level on a chain of identical (non-stop, non-replicate) nodes, it follows that the number of levels k until producing a stop node is distributed as
where we have ignored the terms in O(L −2 ). This is a geometric distribution in k. Following the proof of Theorem 2, the waiting time until producing a stop node is k/L, the distribution of which converges in the limit L → ∞ to an exponential distribution with rate
This is the waiting time until a type m individual has a child of a different type (or in some cases dies). Similarly, the probability of at least one object being assigned to the second feature at level is
so that in the limit L → ∞, the waiting time until producing a replicate node (i.e., until a type m node has two children) is exponentially distributed with rate
Note that in the limit L → ∞, reaching a stop node and a replicate node will never co-occur with probability one.
Multitype continuous-time branching processes
As in Section 2.3, associate the time t = ( − 1)/L ∈ [0, 1] with level in the nested scheme. For every m ≤ N , let ξ m (t) denote the number of type m individuals in the population at time t. We study the continuous-time stochastic process ξ := (ξ(t)) t≥0 on Z N + , where ξ(t) := (ξ 1 (t), . . . , ξ N (t)), and Z + := {0, 1, 2, . . . } denotes the set of non-negative integers. The interpretation here is that the vector ξ(t) represents the total population of individuals at time t. From Eq. (39) and Eq. (43), we see that each type m individual exists for an exponentially distributed length of time with rate µ m + β m , after which it is replaced by a collection of individuals denoted by j ∈ Z N + (i.e., by j k individuals of type k, for k ≤ N ) with probability p m (j). We will soon study the functions p 1 , . . . , p N in depth. Individuals produced from a parent engender independent lines of descent, and by the memoryless property of the exponential distribution, their lifetime and child distributions depend only on their type. It follows that ξ is a continuous-time multitype Markov branching process, a special type of branching process studied thoroughly by Mode (1971) .
The functions p m are called the offspring probability functions, and clearly they must satisfy j∈Z N + p m (j) = 1, for every m ≤ N . In order to characterize these functions, there are three cases to consider: At the end of the individual's lifetime, it is replaced by either (i) one identical individual and one additional individual of a potentially different type (an event we can interpret as the continuation of the original individual and the birth of a new individual), (ii) one individual of a different type (an event we call a type change), or (iii) zero individuals (an event we can interpret as the death of the individual). Case (i) occurs in the event a replicate node is created, and cases (ii) and (iii) occur in the event that a stop node is created. Moreover, note that each feature in the nested feature allocation scheme can only have as many objects as its parent node in the tree structure. It follows that, in case (i), a type m individual can only give birth to an individual of type k ≤ m, and in case (ii), the individual can only change to an individual of type k < m.
Case (i):
Let φ m,k be the conditional probability that, given a replicate node is created, the child node produced is of type k. If m = 1, then clearly φ 1,1 = 1 and φ 1,k = 0, for every 2 ≤ k ≤ N . We therefore focus on the case when 2 ≤ m ≤ N , for which we return briefly to the discrete-time setup. Consider assigning m objects to a "second feature" at any level in the nested feature allocation scheme. Conditioned on one object being assigned to the second feature (i.e., a replicate node is created), the distribution of the level-specific second feature allocation probability p
Conditioned on p ( ) 2 , the number of additional objects d assigned to the second feature out of the m − 1 remaining objects is binomially distributed with parameters m − 1 and p ( ) 2 . Upon integrating out p ( ) 2 , we have that d is beta-binomially distributed with parameters m − 1, λ r /L + 1, and θ r (1 − λ r /L), and in the limit L → ∞ its density becomes
= lim
The (conditional) probability of giving birth to a type k node is then the probability of assigning exactly k − 1 additional objects to the second feature, and we may write
Cases (ii) and (iii): Similarly, let η m,k be the conditional probability that, given a stop node is created, a type m node changes to type k, where we define η m,0 as the (conditional) probability that the stop node terminates the chain (i.e., the individual dies). Clearly if m = 1, then η 1,k = 0 for 1 ≤ k ≤ N and η m,0 = 1. We focus on the case 2 ≤ m ≤ N and return to the nested scheme. Given that a feature with m objects does not assign at least one object to the first feature at the subsequent level (i.e., a stop node is created), the probability that exactly d objects (out of the remaining m − 1 objects) are assigned to the first feature is beta-binomially distributed with parameters m − 1, θ s (1 − λ s /L), and θ s λ s /L + 1. In the limit L → ∞, this density becomes
Then we may write
These conditional probabilities completely characterize the offspring probability functions p m , and one may verify that k≤N φ m,k = 1 and η m,0 + N k=1 η m,k = 1, for every m ≤ N . An important tool in the study of branching processes are the offspring generating functions, defined for each type m ≤ N by
From our derivations above, it is easy to see that these generating functions may be written, for every type m ≤ N , as
The first term on the right hand side corresponds to the event the individual dies, the second term to the event of a type change, and the third term to the event of a birth. From the offspring generating functions, define the offspring mean functions for every m ≤ N by
which are interpreted as the mean number of offspring of type k produced by an individual of type m. An important basic assumption in the study of branching processes is that the population never explodes, i.e., that there will never be an infinite number of individuals in the population (in finite time). This condition can be guaranteed if all the offspring means are finite, i.e., if f mk < ∞, for all m, k ≤ N . A quick inspection of Eq. (53) and its components reveals that this condition is ensured so long as the parameters λ s , λ r , θ s , θ r , and the number of types N are all finite. This assumption is often called the non-explosion hypothesis (Athreya and Ney, 1972 , Ch. 7), an immediate result of which ensures an almost surely finite number of leaves in the beta diffusion tree. Stated formally:
Theorem 3 Let T N be the tree structure of a beta diffusion tree with a finite set of N objects. If λ s , λ r , θ s , θ r < ∞, then the number of leaves in T N is almost surely finite.
This is a reassuring property for any stochastic process employed as a non-parametric latent variable model, the translation in this case being that the number of latent features will be (almost surely) finite for any finite data set.
Carrying further with our analysis, we next define the N × N infinitesimal generating matrix A with entries
where δ {m=k} is equal to one when m = k and zero otherwise. Theorem 3 ensures that this matrix exists, and it is intimately linked with the population means. Recall that ξ k (t) represents the number of type k individuals in the population at time t. Define an N × N matrix M (t), called the population mean matrix at time t > 0 with entries
where e j is the vector with its j-th entry equal to one and all other entries equal to zero. The conditional expectation in Eq. (55) treats the initial configuration of the population as random; it may be interpreted as the expected number of type k individuals in the population at time t, given that the population started at time t = 0 with one individual of type m. In our case, however, recall that we deterministically started the process with a single individual of type N . We will therefore only be interested in studying the N -th row of the matrix M (t). It is well known (Athreya and Ney, 1972 , Ch. 7) that
where exp(B) for a square matrix B denotes the matrix exponential function. By recalling that the number of leaves in the beta diffusion tree corresponds to the size of the population ξ(t) at time t = 1, we see that this result immediately characterizes the expected number of leaves in the beta diffusion tree as the sum of the entries in the N -th row of M (1):
Theorem 4 Let N, λ s , λ r , θ s , θ r , and T N be as in Theorem 3. Let K N denote the number of leaves in T N . Then
Analytically computing these expectations from the mean matrix M (t) as the matrix exponential of a triangular matrix is systematic, though in practice we will usually resort to numerically evaluating Eq. (57).
Further considerations
We have only taken advantage of a few elementary results from the literature on branching processes, however, there are a few obstacles that a further analysis in this direction must overcome. For example, most analyses of the mean matrix M (t) typically involve the assumption that the branching process is irreducible, a property that the beta diffusion tree does not satisfy. In particular, in a multitype branching process, two types i and j are said to communicate if it is possible for an individual of type i to be an ancestor to another individual of type j (at any later time), and vice versa. In the case of an irreducible branching process, the mean matrix M (t) is positive and the Perron-Frobenius theorem of positive matrices ensures that there exists a positive real eigenvalue λ 0 of M (t) that is strictly larger in magnitude than the real part of all other eigenvalues (in particular, the multiplicity of λ 0 is one). The value of the dominant eigenvalue λ 0 determines whether the process is sub-critical, critical, or super-critical, an important classification of the branching process from which almost any analysis must follow. In our case, it is clear that an individual of type m can only be an ancestor to individuals of type k if k ≤ m. Our branching process is therefore said to be decomposable or reducible and there exists an ordering of the N types: an individual of type N can be an ancestor to individuals of all types; an individual of type m for 1 < m < N can be an ancestor of individuals of type k, for k ≤ m; and an individual of type 1 can only be an ancestor to individuals of its own type. Each type only communicates with itself. Clearly, the corresponding discrete-time process described in Section 3 is also decomposable, a case that has been studied, for example, by Foster and Ney (1978) ; Kesten and Stigum (1967) . The continuous-time case has been studied by Savin and Chistyakov (1962) . A study of both cases was done by Ogura (1975) . Research in this direction could uncover further properties of the beta diffusion tree. For example, the second moments of ξ are typically analyzed by studying their Chapman-Kolmogorov equations, from which it may be possible to obtain a characterization of the variance on the number of leaves in the beta diffusion tree.
Application: A hierarchical factor analysis model
We have seen that the leaves of a beta diffusion tree determine a latent feature allocation, and that the tree structure defines a hierarchical clustering of the features. We show another simulated beta diffusion tree with N = 150 objects in Fig. 5(a) . Let K denote the number of leaf nodes (features), which we have seen is unbounded yet almost surely finite (e.g., K = 10 in Fig. 5(a) ). In this example, it is convenient to represent the feature allocation as a binary matrix, which we will denote as Z, where the n-th row z n ∈ {0, 1} K indicates the features to which object n is allocated, i.e., z nk = 1 indicates object n is allocated to feature k. Then each column of Z represents a feature, and the tree structure defines a hierarchical clustering of the columns, depicted in Fig. 5(b) . In applications, we typically associate the objects allocated to a feature with a set of feature-specific latent parameters. The objects can be observed data that depend on the latent parameters, or the objects can themselves be additional unobserved variables in the model. A convenient choice for a set of continuous-valued latent parameters associated with each feature (leaf node in the beta diffusion tree) are the locations of the leaf nodes in X . Consider the following example: Let Z be the binary matrix representation of the feature allocation corresponding to a beta diffusion tree with K leaf nodes. Recall that the k-th column of Z corresponds to a leaf node in the tree with diffusion location x k in X = R D at time t = 1 (c.f. Fig. 2 ). We model a collection of N data points y 1 , . . . , y N in R D by
where X is a K × D factor loading matrix whose k-th row is given by x k , and ε 1 , . . . , ε n are i.i.d. Gaussian noise vectors with zero mean and covariance σ 2 Y I D . Here σ Y is a noise parameter and I D denotes the D × D identity matrix. Let Y be the N × D matrix with its n-th row given by y n . Then Y is matrix Gaussian and we may write E[Y | T N , X] = ZX. This is a type of factor analysis model that generalizes the linear Gaussian models utilized by Griffiths and Ghahramani (2011) and Doshi-Velez and Ghahramani (2009) . In the former, the latent features (columns of Z) are independent and in the latter, the features are correlated via a flat clustering. In both models, the factor loadings x 1 , . . . , x K are mutually independent. With the beta diffusion tree, however, both the latent features and factor loadings are hierarchically-related through the tree structure. A graphical model comparison of these three models is shown in Fig. 6 .
Because the particles in the beta diffusion tree diffuse as Brownian motion, we may analytically integrate out the specific paths that were taken, along with the locations of the internal (non-leaf) nodes in the tree structure. We thereby obtain that, conditioned on T N , . In (c), the matrix Z is a deterministic function of the tree structure T N , and the factor loadings X are also hierarchically related through T N . For simplicity, the hyperparameters in each model are not displayed.
the distribution of X is matrix Gaussian with density
where V is a K × K matrix with entries given by
where t a( ,k) is the time of the most recent common ancestor node to leaf nodes and k in the tree, and we recall that σ 2 X is the variance of the Brownian motion (c.f. Eq. (1)). Because Y and X are both Gaussian, we may then follow the derivations by Griffiths and Ghahramani (2011) to analytically integrate out the factor loadings X from the model, giving the resulting likelihood function
Finally, by Eq. (61) and Eq. (59), the conditional distribution of X, given T N and Y , is still matrix Gaussian and has the density
It is straightforward to modify this model for different applications. For example, if we require the factor loadings to be non-negative, we may replace the model in Eq. (58) with
where a kd are the entries of the factor loading matrix A. In this case, because the factor loadings are no longer Gaussian, we cannot analytically integrate them out of the model as in Section 4, and we must numerically integrate over their values during inference. However, because A is a deterministic function of the diffusion locations X, then this task is equivalent to integrating over X, which usually requires sampling from its conditional distribution, given by Eq. (62). Another simple extension of our model could have diffusion in D dimensions and data in p variates, obtained with a model such as
where y n is a p-vector representing the n-th measurement, as before X is the K × D matrix of diffusion locations representing the factors, W is a D × p matrix of variatespecific factor weights, and ε n is Gaussian noise. The interpretation here is that the latent factors are hierarchically-related and each have different effects across the observed variates. The variates themselves could be assumed a priori independent with independent Gaussian priors on W , for example, or dependencies can be induced with an appropriate prior (e.g., see the model by Palla et al., 2012) .
Inference
We construct a Markov chain Monte Carlo procedure to jointly integrate over the tree structures T N . The sampler iterates between a series of moves: resampling subtrees, adding and removing replicate and stop nodes, and resampling the configurations at the replicate and stop nodes. Each move proposes a sample of T N (the tree structure and node times), which is accepted or rejected with a Metropolis-Hastings step. In the following sections, we describe our sampling moves in detail, which we verify are correctly sampling from the posterior distribution over tree structures with several joint distribution tests (Geweke, 2004) , the results for which we supply in Appendix B.
Resampling subtrees
The following move resamples subtrees rooted at some internal node in the tree structure: First select a subtree with probability proportional to the number of particles that have traversed the subtree. Uniformly at random, select one of the particles that traversed the subtree and remove the particle and all replicates from the subtree. Resample the paths the particle takes down the remaining subtree according to the prior, conditioned on the paths of all other particles. Once the particle and any created replicates have stopped or reached time t = 1, then we obtain a new tree structure T N . A depiction of this procedure making one subtree proposal is shown in Fig. 7 . We can see that the larger the selected subtree, the larger the proposed move in the latent parameter space. We accept or reject the proposal T N with a Metropolis-Hastings step. Because we sampled the proposed subtree from the prior, we do not need to include terms for the probability of the tree structures in the Metropolis-Hastings ratio. Recall that V(T N ) denotes the set of non-root nodes in the tree structure T N , and that m(u) denotes the number of particles through node u. Let v ∈ V(T N ) be the first node following the root node of the selected subtree. Note then that this subtree was selected with probability proportional to m(v ), and the acceptance probability in the case of the factor analysis model from Section 4 reduces to
where p(Y | T N ) is the likelihood function given by Eq. (61). We also consider simultaneously resampling the paths of multiple particles down subtrees. This is done by selecting the subtree as before, followed by selecting a subset of the particles down that subtree uniformly at random and resampling each of their paths down the subtree according to the prior. The acceptance probability is again given by Eq. (67). As the number of resampled particles increases, so do the sizes of the proposed moves in the state space, and we therefore expect the acceptance probability to be low when too many particles are resampled. In our experiments, we therefore limit the number of resampled particles to N/10 so that computation time is not unnecessarily wasted.
Adding and removing replicate and stop nodes
A sampler based on only resampling subtrees will be inefficient at proposing the removal of replicate nodes, because such a proposal is only possible by first thinning the number of particles that take the divergent branch, and then proposing to resample a new subtree without a replicate point (via the moves in Section 5.1). We therefore add proposals to remove replicate nodes from the tree structure, as well as proposals to add replicate nodes in order to leave the steady state distribution invariant. Recall that R(T N ) denotes the set of replicate nodes in T N and that B(T N ) denotes the set of branches. Then the proposals proceed as follows:
1. Remove replicate node: Select a replicate node v ∈ R(T N ) with probability inversely proportional to the number of particles that traversed the branch ending at v . Propose a new tree structure T N by removing the subtree emanating from the divergent branch at v , which is accepted with probability
Figure 7: An example of a proposal that resamples a subtree. The original tree structure and corresponding feature matrix are shown in (a). In (b), we select a subtree (outlined) with probability proportional to the number of particles traversing the subtree (four particles, in this example). Uniformly at random, we select a particle down the branch (a 3-particle, in this example) that will be removed from the subtree. The corresponding entries in the feature matrix that may be affected by this proposal are boxed in red. In (c), we remove the 3-particle and resample its paths down the tree according to the prior, conditioned on the paths of all other particles. In (d), the proposed tree and corresponding feature matrix (where an empty column has been removed) are shown. The required terms for the acceptance ratio in Eq. (67) are u∈V(T N ) m(u) = 25 and u∈V(T N ) = 19.
2. Add replicate node: Select a branch [ef ] ∈ B(T N ) in the tree with probability proportional to the number of particles down the branch, and propose adding a replicate node on this branch to form T N according to the following procedure:
(a) Sample a new replicate time t on this branch according to the prior for the very first particle down this branch. If the sampled replicate time occurs after the end of the branch, resample a new time until this is not the case.
(b) Propose adding a replicate node v on this branch at time t . Note that m(v ) = m(f ). Uniformly at random, select a particle down the branch to be the one that created the replicate node. Sample the selected particle's paths down a new subtree (diverging at the replicate node) according to the prior until t = 1.
(c) Sequentially for each remaining particle down the branch, which we index by j = 1, . . . , m(v ) − 1, decide whether or not the particle sends a replicate down this new subtree with probability n r (v )/(θ r +j), where n r (v ) ≥ 1 is the number of particles that previously chose to send a replicate down the new subtree. If the particle replicates, then we resample its paths down the new subtree according to the prior until t = 1, given the paths of all previous particles that previously travelled down this new subtree.
The new T N is accepted with probability
Similarly, we propose adding and removing stop nodes to branches in the tree. Recall that S(T N ) denotes the set of stop nodes in the tree. Then the proposals proceed as follows:
1. Remove stop node: Select a stop node v in the tree with probability inversely proportional to the number of particles down the branch ending at the stop node. Propose T N by removing the stop node from the tree as follows: Sequentially for each particle that stopped at v , sample the paths of the particle down the subtree rooted at v . Then remove v from the tree and accept the new tree T N with probability
2. Add stop node: Select a branch [ef ] ∈ B(T N ) in the tree with probability proportional to the number of particles down the branch. Propose adding a stop node on this branch to form T N as follows:
(a) Sample a new stop time t on this branch according to the prior, as if no particles had previously traversed the branch. If the sampled stop time occurs after the end of the branch, resample a new time until this is not the case.
(b) Propose adding a stop node v on this branch at t . Uniformly at random, select a particle down the branch to be the one that created the stop node. Remove the particle from the subtree following v .
(c) Sequentially for each remaining particle down this branch, which we index by j = 1, . . . , m(v ) − 1, decide whether or not the particle stops at v with probability n s /(θ s + j), where n s ≥ 1 is the number of particles that previously chose to stop at v . If the particle stops, then remove it from the subtree following v .
Accept the new tree T N with probability
Resample replicate and stop node configurations
We propose changing the decisions that particles take at replicate and stop nodes with the following proposals: Select an internal node v ∈ R(T N )∪S(T N ) in the tree with probability proportional to the number of particles down the branch ending at v . Uniformly at random, select one of the particles down the branch ending at v . Propose T N as follows:
1. If v is a replicate node: If the selected particle chose to replicate at v and take the divergent path, propose removing the particle from the subtree emanating from the divergent branch at v . If the particle did not replicate at v , propose replicating the particle by sampling the replicate's paths down the subtree emanating from the divergent branch until t = 1 according to the prior.
2. If v is a stop node: If the selected particle chose to stop at v , propose adding the particle to the subtree rooted at v by sampling its paths down the subtree until t = 1 according to the prior. If the particle did not stop at v , propose stopping the particle by removing it from the subtree rooted at v .
In both cases, accept T N with probability
Heuristics to prune and thicken branches
In our experiments, we also found the following heuristics for removing poorly populated replicate and stop nodes helpful.
1. Prune thin branches: Select a divergent branch emanating from some replicate node v with probability inversely proportional to the proportion of particles that decided to replicate and take the divergent branch. Propose removing the subtree emanating from this branch to form T N .
2. Thickening branches: Select a stop node v in the tree with probability inversely proportional to the number of particles that stopped at the node. Propose removing the stop node on this branch as in Section 5.2 to propose T N .
For both moves we accept T N with probability
where p(T N ) is given by the product of Eq. (17) and Eq. (19). These moves specifically target the removal of unpopular branch and stop nodes, which we found worthwhile to exploit. It is not clear how to appropriately propose adding and subtracting unpopular nodes to the tree structure in an analogous manner. Because such reverse proposals are not made, these moves do not leave the stationary distribution of the Markov chain invariant, however, in our experiments they shortened the times until burn-in. Following an appropriate burn-in period, a practitioner may therefore remove these steps from the sampler in order to produce samples from the correct stationary distribution. These moves are not included in the joint distribution tests in Appendix B.
Sample hyperparameters
Without good prior knowledge of what the tree structure hyperparameters θ s , θ r , λ s , and λ r should be, we give them each a broad gamma(α, β) prior distribution and resample their values during inference. We resample the concentration parameters θ s and θ r with slice sampling (Neal, 2003a) . We may immediately resample the stop and replicate rate constants λ s and λ r from their posterior distributions by noting that
where as before H α n :=
A similar expression can be found for the posterior distribution of λ r . In all of our experiments, we set α = β = 1. For the factor analysis model, the noise hyperparameters σ X and σ Y are also resampled with slice sampling, for which we use the broad prior distributions 1/σ 2 Y ∼ gamma(1, 1) and 1/σ 2 X ∼ gamma(1, 1).
Numerical comparisons on test data
We implement the inference procedure presented in Section 5 on the factor analysis model described in Section 4, which jointly models the binary matrix of factors Z and the matrix of factor loadings X with the beta diffusion tree. We measure the quality of the model by evaluating the log-likelihood of the inferred model given a test set of held-out data (details below). We compare this performance against three baseline methods, each of which models the binary factors Z differently, however, in each case the number of latent features (and thus columns and rows of Z and X, respectively) are unbounded and automatically inferred during inference. The "IBP" method models Z with the two-parameter Indian buffet process . The "DP-IBP" and "IBP-IBP" methods model Z with the two correlated latent feature models introduced by Doshi-Velez and Ghahramani (2009) , the first of which correlates features by partitioning them into blocks according to the Dirichlet process, and the second of which correlates features by allocating them to yet another underlying feature allocation. 1 All three of these baseline methods model the factor loadings (independently from the factors) as mutually independent Gaussian vectors
where K is the number of non-empty features. The factor loadings for all three models were analytically integrated out, as detailed by ; Griffiths and Ghahramani (2011) . The inference procedure described by Meeds et al. (2007) was implemented to infer the IBP matrices, and the Metropolis-Hastings moves and partial Gibbs sampling steps for the Dirichlet process described by Neal (2000) were implemented for the DP-IBP method. All hyperparameters were given broad prior distributions and sampled with slice sampling.
We study three different types of data sets. For the sake of comparison, we created two data sets, labeled "UN" and "India" below, to be comparable to the identically named data sets studied by Doshi-Velez and Ghahramani (2009) . These were selected to be of approximately the same sizes as each of their counterparts and from similar databases. E. Coli : Expression levels of N = 100 genes measured at D = 24 time points in an E. Coli culture obtained from the study in Kao et al. (2004) .
UN:
Statistics from the United Nations for N = 161 countries on D = 15 human development measurements (UN Development Programme, 2013) . The variables correspond to measurements such as GDP, education levels, and life expectancies. The 161 countries selected correspond to countries with no missing data among the 15 collected variables. Because of this sampling bias, the selected countries are largely those with (relatively) high human development indices, as measured by the UN.
India: Statistics for N = 400 Indian households on D = 15 socioeconomic measurements (Desai and Vanneman, 2013) . The data were collected across all Indian states and both urban and rural areas. The variables correspond to measurements such as value of household assets, number of household members, consumption on food, etc. There are no missing data entries among the selected households.
For each data set, we created 10 different test sets, each one holding out a different 10% of the data. In Fig. 8 , we display the box-plots of the test log-likelihood scores over the 10 test sets, where the score for a single set is averaged over 3,000 samples (of the latent variables and parameters of the model) collected following the burn-in period of each method. The beta diffusion tree achieved the highest median score in every experiment, with the IBP-IBP achieving the second best performance in each instance. The difference between these two sets of scores is statistically significant in each case, based on a t-test at a 0.05 significance level. The p-values for the null hypothesis that the means of the two sets are the same were 5.30 × 10 −03 , 1.50 × 10 −04 , and 7.85 × 10 −03 for the E. Coli, UN, and India data sets, respectively. In Fig. 9 , we display box plots of the number of features inferred for each test set (averaged over the 3,000 samples following the burn-in). On the UN and India data sets, the number of features decreases as the chosen model becomes more expressive. Most notably, the beta diffusion tree model robustly infers only two features on every test set of the India data set. This behavior is expected if hierarchical structure is truly present in the data sets, because the baseline methods, without the ability to model such hierarchies, will need to instead suggest additional features in order to account for the complexity of the data. The superior performance on the test log-likelihood metric therefore suggests that such hierarchical latent structure is an appropriate model for these data sets. On the E. Coli data set, the IBP-IBP method learns a much lower number of features than the beta diffusion tree, however, the higher test log-likelihood scores for the beta diffusion tree suggest that a hierarchical feature allocation still provides a better model for the data. It is also interesting to study the inferred latent variables directly. For example, we can extend the qualitative analysis by Doshi-Velez and Ghahramani (2009) on the UN development statistics. As opposed to the methods that model a flat clustering of the features, such as the DP-IBP and IBP-IBP, the beta diffusion tree clearly captures a hierarchical structure underlying the data, as visible in Fig. 10 . Here we display the maximum a posteriori probability sample (among 2,000 samples collected after a burn-in period on the data set with no missing entries) of the feature matrix. The inferred tree structure for this sample is also displayed over the features. For visualization, the rows (corresponding to different countries) are sorted from highest human development index (HDI -a score computed by the UN based on many human development statistics) to lowest. For reference, we also display the HDI scores for five ranges of equal sizes, along with the names of the top and bottom 10 countries in each range. We can see that a hierarchical structure is present; on the one hand, many highly developed countries are assigned to the third feature, with a more refined set belonging to the fourth feature. An even finer subset belongs to the fifth feature. On the other hand, the less developed countries have high prevalence in the second feature, with a broader set belonging to the first. This subset is not strict; interestingly, it is clearly visible that many countries belonging to the second feature do not belong to the first. We have also displayed the posterior mean of the factor loading matrix (the expression for which can be obtained from Eq. (62)). The third feature places higher weight on the variables we expect to be positively correlated with the highly developed countries, for example, GDP per capita, the number of broadband subscribers, and life expectancy. However, these features place lower weight on the variables we expect to be negatively correlated with the highly developed countries, notably, the rates for homicide and infant mortality. The first and second features are the reverse: they place higher weight on variables such as the homicide and infant mortality rates, and lower weight on the variables such as GDP and life expectancy. Each of these pairs of factor loadings reflect the same hierarchical relationship seen in their corresponding factors, and this interpretation of both the factors and factor loadings are consistent with the inferred tree structure (displayed) over the feature labels. Similarly, in Fig. 11 we display the maximum a posteriori probability feature matrix and corresponding hierarchy over the features for the E. Coli data set when no data is held out. We note that, in this figure, the features are not necessarily ordered with the divergent branches to the right like in the previous figures in the document. In this case, the individual genes are not as interpretable as the countries in the UN data set, however, the hierarchical structure is reflected in the feature allocation matrix.
Conclusion and future work
The beta diffusion tree is an expressive new model class of tree-structured feature allocations of N, where the number of features are unbounded. By analyzing the beta diffusion tree as the continuum limit of a nested feature allocation scheme, we found that it is exchangeable with respect to the ordering of N, with a de Finetti (mixing) measure characterized by a countable collection of beta random variables. We showed the beta diffusion tree is equivalent to a multitype continuous-time Markov branching process, a characterization that provided useful insights into the properties of the model. The superior performance of this model class in our numerical experiments, compared to independent or flatly-clustered features, provides evidence that hierarchically-structured feature allocations are appropriate for a wide range of statistical applications and that the beta diffusion tree can successfully capture this latent structure.
There are many future directions to be explored, a few of which we now briefly discuss. As noted in Section 1.2, the Pitman-Yor diffusion tree (Knowles, 2012; Knowles and Ghahramani, 2011, 2014) extended the Dirichlet diffusion tree beyond binary branching to an arbitrary branching degree. In particular, when a particle in the diffusion process reaches a previous divergence point (where at least one previous particle diverged from the current path), the particle may decide to go down an existing branch with probability depending on the previous number down the branch, or it may choose to diverge to form a new path. Connections with this process were made to the Pitman-Yor (aka two-parameter Poisson-Dirichlet) process (Perman et al., 1992; Teh, 2006) . Similarly, the Λ-coalescent (Hu et al., 2013; Pitman, 1999) generalizes the tree structure of Kingman's coalescent (Kingman, 1982a) to arbitrary branching degrees (as discussed in Section 1.2). Trees with flexible branching degrees may provide more parsimonious explanations for data, and such a modeling assumption is appropriate in many applications. It would therefore be interesting to see an extension of the beta diffusion tree to arbitrary branching degrees.
As seen in Section 2.3, the features in the beta diffusion tree are not exchangeable (at a replicate point, particles are guaranteed to follow an original branch but not necessarily a divergent branch). The non-exchangeability of the branches is reflected by the fact that the level-specific feature allocation probabilities p ( ) 1 and p ( ) 2 (given by Eq. (23)) at each level in the nested feature allocation scheme are not exchangeable. In contrast, the exchangeability of the countable collection of feature allocation probabilities obtained from the beta process (Hjort, 1990) implies the exchangeability of the features in the allocations defined by the Indian buffet process (Thibaux and Jordan, 2007) . One could investigate if there is a variant or generalization of the beta diffusion tree in which the features are exchangeable. This could be a desirable modeling assumption in some applications and may enable the development of new inference procedures.
In some applications, it may be appropriate to assume that if an object belongs to one feature (or some subset of features), then it must belong to another "super feature". For example, consider a "market basket" application where objects correspond to sets of purchases by customers, and we want to model a set of features corresponding to unobserved classifications of the purchased goods, such as "household goods", "toiletries", and "cleaning supplies". If a basket contains items belonging to the category "toiletries", then it contains the category "household goods", and both of these latent categories could have different effects on the observed data. A different basket could contain items belonging to the category "cleaning supplies" and so contains the category "household goods", sharing the effects of this latter category. This "strict subsets" structure can be enforced with the beta diffusion tree by setting the stop rate parameter to be zero λ s = 0, and it would be interesting to see the beta diffusion tree applied to such problems.
As discussed in Section 1.2, the beta diffusion tree (as well as the Dirichlet and PitmanYor diffusion trees) may be viewed as fragmentation processes, which are intimately related to a class of stochastic processes called coagulation processes (Bertoin, 2006) , in the sense that some fragmentation processes are equivalent to a coagulation process upon time reversal, and vice versa. This so called duality characterizes the field of research on fragmentation-coagulation processes in the physics, probability, and statistics communities, and their interpretation as random tree structures are well-studied (Pitman, 2006) . One such process with this property is the Dirichlet diffusion tree, which upon time reversal obtains Kingman's coalescent (Bertoin, 2006; Teh et al., 2011) . The stochastic process introduced by Teh et al. (2011) can be viewed as combining these two dual processes in order to model an evolving partition of objects, in which each block of the partition may fragment into two blocks or coagulate with another block over time. A discrete-time analogue of the process was studied by Elliott and Teh (2012) . It is not yet clear that any such coagulation process would result from a time reversal of the beta diffusion tree. However, such a dual process may exist for some variant or generalization of the beta diffusion tree, and if so, one could obtain a model for time evolving feature allocations from a combination of the two processes.
Finally, new inference procedures should be explored. Integrating over both the tree structure and the paths of particles down the tree (resulting in the feature allocations) is a challenging inference problem, as both objects live in large, combinatorial spaces. Sampling moves that avoid a Metropolis-Hastings step and therefore change the states of the latent variables in the model with each proposal would be of immediate benefit to the mixing times of the inference procedure. For example, a variant of the slice sampling techniques employed by Neal (2003b) for the Dirichlet diffusion tree and by Knowles and Ghahramani (2014) for the Pitman-Yor diffusion trees may be developed. These procedures could be combined with belief propagation and sequential Monte Carlo techniques to further improve inference (Hu et al., 2013; Knowles and Ghahramani, 2014) . which produces M independent samples of (Y, Θ). The second method is referred to as a "successive-conditional" sampler, which proceeds as follows:
for m = 2, . . . , M do:
end where Q represents a single (or multiple) iterations of our MCMC sampler. We may then compare parameter values and test statistics computed on the two sets of samples in order to determine if they appear to come from the same distribution. We run these joint distribution tests on our MCMC sampler with N = 5, D = 2, and the prior distributions specified in Section 5.5, producing 2,000 samples (thinned from 200,000 iterations in order to reduce autocorrelation). We can visually inspect the histograms of some parameter values from the two different samplers, for example, in Fig. 12 we display histograms of the value of σ Y and the number of branch nodes in the tree from the two samplers. While the two distributions for each statistic do indeed look similar, we can check this formally with an (unpaired) t-test, where the null hypothesis is that the two sets of samples have the same mean. A t-test comparing the two sets of samples for σ Y produces a p-value of 0.4554, and for the number of branch nodes produces a p-value of 0.0643, so at a 0.05 significance level, we fail to reject the null hypothesis that the two sample means are identical. In Table 1 , we display the p-values for several latent parameters and the following test statistics: The numbers of latent features K, branch nodes, stop nodes, and non-zero entries in Z. We also test the density of the matrix Z and the time of the first node in the tree structure following the root. The second moments of each statistic are also tested. We highlight in bold the tests that do not fail to reject the null hypothesis that the two distributions have the same mean at a 0.05 significance level. There are only three such tests (out of 24 tests), which are all second moment-statistics with p-values that are not extremely low, so we suspect this failure may be due to mixing issues. The heuristics described in Section 5.4 appear to alleviate these issues in the numerical experiments from Section 6.
