In the literature, two approaches to the Weierstrass representation formula using spinors are known, one explicit, going back to Kusner & Schmitt, and generalized by Konopelchenko and Taimanov, and one abstract due to Friedrich, Bayard, Lawn and Roth. In this article, we show that both points of view are indeed equivalent, for surfaces in R 3 , Nil3 and R 4 . The correspondence between the equations of both approaches is explicitly given and as a consequence we derive alternate (and simpler) proofs of these previous theorems.
Historical background
The starting point of all representation formulae of submanifolds is the celebrated Weierstrass-Enneper formula for minimal surfaces in R 3 : any minimal immersion f is given locally in conformal coordinates z = x + iy by f (z) = Re
where g is meromorphic and corresponds to the (stereographic) projection of the Gauss map, h is holomorphic, and |h|(1 + |g| 2 ) is neither 0 nor +∞. This allows to describe locally (and sometimes globally) all minimal surfaces, and plays a key role in understanding and classifying them. However, this formula turns out to characterize many more surfaces than just the minimal ones: namely, and up to a cosmetic change, all surfaces, provided they are given in conformal coordinates.
Indeed, in 1979, Kenmotsu [Ke] generalized the formula to any two-dimensional conformal immersion in R 3 , with prescribed (nonzero) mean curvature H, by proving that the Gauss map and mean curvature actually determine the surface (in the minimal case, an extra function h is required). To that effect, he studied the equation satisfied by the Gauss map.
In 1996, Kusner & Schmitt [KS] , following an idea of Sullivan, proposed a similar albeit simpler expression, called the spinor representation formula, which gives locally all conformal immersions in R where U = V = He ρ /2 is called the potential, and the metric is ds 2 = e ρ |dz| 2 = (|ψ 1 | 2 + |ψ 2 | 2 )|dz| 2 . In the minimal case, H = 0, so ψ 1 ,ψ 2 are holomorphic and we identify easily the meromorphic data: h = iψ −1 1 , g = −iψ 2 /ψ 1 . Note that ψ is defined up to sign and ψ 1 ,ψ 2 behave like √ dz w.r.t. coordinate change
A few years later, Konopelchenko [Ko] and Taimanov [T1] extended that formulation to conformally parametrized surfaces in R 4 ≃ C 2 by f (z) = 
( H stands for the mean curvature vector and e ρ is again the conformal factor). The phase of h will be understood later. A particular case of this equation was obtained independently by Hélein & Romon in their study of Lagrangian immersions in euclidean space [HRo] . There, t 1 = cos β 2 and t 2 = sin β 2 , where β is the lagrangian angle arg det df . This property has led to deep results in the theory of Hamiltonian-stationary lagrangian surfaces (see [LeRo, McRo] and also the surprising parametrization of Aiyama [A] ). Finally, Taimanov [T2] expanded the formula (W3) to three dimensional homogeneous manifolds. The formula itself barely changes (see below), as well as the Dirac equation (DP), except for the potential. For example, if the ambient space is Nil 3 endowed with a left-invariant metric, then
However, these representation formulae were purely local and computational in nature, and it was not clear what the relationship they had with the spin bundle until Friedrich bridged the gap in [F1] . He showed that any surface M immersed in R 3 inherits a spinor ϕ (given an arbitrary choice of a parallel spinor), which satisfies Dirac's equation with a potential, and can be used to reconstruct the immersion. This property was extended by Morel to S 3 and H 3 [Mo] , by Roth to homogeneous spaces E κ,τ [R] , and most recently by Bayard, Lawn & Roth to R 4 [BLR] . These abstract approaches all follow Bär's remark [Bä] that an ambient spinor, restricted to an immersed submanifold M , can be identified with an intrinsic spinor (or, in some cases, with a section of a twisted spin bundle). If the ambient spinor fieldφ satisfies some particular PDE, e.g. is parallel or Killing, then the induced spinor ϕ also satisfies a PDE, typically a Dirac equation with a potential linked to the extrinsic geometric of M . Conversely (and non trivially), the Dirac equation with potential is shown to imply Gauss and Codazzi's equations (and Ricci's when needed), thus guaranteeing the (local) existence of an immersion with prescribed extrinsic data.
Our goal in this paper is to clarify and explicit the relationship between these two point of view, which has not been done before. In particular, we show how the concrete representation formulae and Dirac equations are actually specific gauge choices of the general abstract formulae, explaining their simpler appearance. We give new and more direct proofs of theorems 1 and 2 below, avoiding the cumbersome Gauss, Codazzi and Ricci equations (although they are present implicitly), including their formulation in E κ,τ written in [D] . Note that computations cannot be completely avoided.
We will recall, first in three, then in four dimensions, how one obtains the concrete formulae cited above, then present briefly the induced spinor point of view, and finally write down the correspondence between these two.
Conformal immersions in dimension three
We consider in this section the case of surfaces in R 3 and in metric Lie groups of dimension 3, endowed with a left-invariant metric, and focus on the Heisenberg group Nil 3 = Nil 3 (τ ) where τ is the fiber torsion (see [D] ). When τ = 0 we recover R
3
. This approach can be extended to other groups and homogeneous spaces without much work, and we direct the reader to [T2] .
Coordinates and the Maurer-Cartan form
The formula (W3) is based on a simple remark: Given an immersion f : M → R 3 with coordinate z = x + iy, then f is conformal if and only if the derivative ∂f /∂z = 1 2 (∂f /∂x − i∂f /∂y) lies in the quadric
is the grassmannian Gr 2,3 ). We can parametrize Q by two complex numbers with what is usually called the Segre map
and one recovers immediately (W3). If the ambient spaceM is a Lie group, let (E 1 , E 2 , E 3 ) be the orthonormal (moving) frame generated by left translation from any choice of orthonormal frame at the identity e. Then (E 1 , E 2 , E 3 ) trivializes T M , in other words, the tangent vectors can be mapped to R 3 in this frame, or equivalently, one identifies vectors mapped by the differential of f 
and Z lies again in Q if and only if f is (weakly-)conformal. Hence the same formula (W3) holds, with f −1 ∂f /∂z playing the role of the derivative:
Note that integration is less obvious than in the trivial translational group R
3
. Conversely, the formula (2) gives an immersion when integrated over a simply connected planar domain, provided the Maurer-Cartan form α = f −1 df satisfies the integrability condition dα + , where the bracket is identically zero, and Nil 3 (τ ) where the only nonzero bracket is [E 1 , E 2 ] = 2τ E 3 (and E 3 is the vertical fiber unit tangent vector). We recover the euclidean R 3 by letting τ go to 0. The integrability equation boils down to, in the (E 1 , E 2 , E 3 ) frame at identity,
The first two lines amount to (ψ 2 ) z ψ 2 +(ψ 1 )zψ 1 = 0, which implies the existence of a function U such that
(at least when ψ 1 , ψ 2 do not vanish, and by construction, they do not vanish simultaneously). We obtain the equation (DP) with some complex valued potential U . However the third line yields
, and vanishes in R
. Other threedimensional groups follow the same lines (see [T2] for a full list). Note that the Dirac equation per se does not fully determine the potential U , but it can be derived from the representation formula.
Induced spinors
We assume here a basic acquaintance with spinor and Clifford algebras (see [LM] or [F2] for an introduction). For any spin manifold M m , we denote by Spin(M ) the spin bundle and Σ(M ) = Spin(M ) × χm Σ n the associated spinor bundle, where χ m is a representation of Spin(M ) on Σ m . We recall here briefly the idea in [F1] and [R] in dimension three, and we will give a more explicit formulation in later sections.
LetM be a three dimensional spin manifold 2 , M an oriented immersed surface inM . Because spinor frames in M can be identified with spinor frames ofM along M , and both Spin(2) and Spin(3) have a canonical representation on Σ 2 = Σ 3 = C 2 , it is possible to identify an ambient spinorφ |M restricted to M with an intrinsic spinor ϕ of M (when endowed with the induced metric). All identifications are isomorphic (by the universality property) and differ by the corresponding Clifford multiplication. In [R] , the identification is such that
where ν is the unit (oriented) normal along M , · M denotes the Clifford multiplication in M and · the one inM . We will rather use a more direct identification, which will simplify the calculations below, and satisfies the simpler relation
Hence from now on, we will make no difference between Clifford multiplication in M and inM . We will rederive the computations in [R] with this new convention.
A spinor field is the equivalence class of a couple (s, u), where s is a section of Spin(M ) (a moving spinor frame) and u is a Σ 3 -valued function, under the equivalence relation induced by χ 3 :
. WhenM is a Lie group, we trivialize Spin(M ) by a lifts of the left-invariant moving frame defined above, and defineφ to be constant ifφ is (the equivalence class of) the couple (s, u) and u is constant. (This property is obviously independent of the choice of the reference spinor frames.) In R 3 , such a spinor is parallel, however that is not the case in general Lie groups. Again, taking as example Nil 3 (τ ), where∇ X E 3 = τ X × E 3 , we have, on a constant spinor fieldφ
where∇ denotes both the connection on TM and on ΣM , depending on the context. (Note: The case of R Let M be an oriented immersed surface, with normal vector ν and let T be the projection of E 3 on T M , so that E 3 = T + λν. Let S = −dν be the shape operator. Then, by the spinorial Gauss relation,
where ω 2 = e 1 · e 2 ∈ Cℓ 2 (M ) (for any oriented orthonormal frame (e 1 , e 2 ) of M ), and
Finally,φ is constant if and only if
This implies in particular that |ϕ| is constant. Applying the Dirac operator to ϕ, we end up with the following Dirac equation
We now quote the following Theorem 1 (Friedrich, Roth) . Given a riemannian oriented, simply connected surface M , a field of symmetric endomorphisms S, with trace 2H (and in Nil 3 (τ ) a vector field T and function λ, such that λ 2 + T 2 = 1). Then the following data are equivalent:
1. an isometric immersion from M 2 into R 3 (resp. Nil 3 (τ )) such that S is the shape operator, and H the mean curvature (and in Nil 3 (τ ), E 3 = T + λν), 2. a non-trivial spinor field ϕ solution of (C), where the symmetric tensor S and vector field T satisfy, for all X
(J being the complex structure), 3. a non-trivial spinor field ϕ of constant norm, solution of the Dirac equation (5), with T , λ satisfying:
where B is the tensor defined in an orthonormal frame {e 1 , e 2 } by the following matrix
and Q ϕ is the Energy-Momentum tensor associated with the spinor field ϕ, defined by:
The proof is technical and requires proving that the Gauss & Codazzi equations
are satisfied (with the extra conditions (6) of Daniel on T and λ for Nil 3 (τ )).
An explicit construction of induced spinors
We will now construct explicitly the bundles involved, using quaternions for shorter notations. Let us identify R
3
with Im H = Span(i, j, k) and the Clifford algebra with
The group Spin(3) identifies with
and acts on R 3 via matrix multiplication, which amounts to θ 3 (a) : x → axa −1 = axā, for any a ∈ S 3 and x ∈ Im H, yielding a twofold cover of SO(3). From the above action on H 2 , we also infer an irreducible action χ 3 of Spin(3) on Σ 3 = H, given by the left multiplication by a, L a : q → aq. The representation is the restriction 3 of χ 3 : Cℓ 3 → End(H) such that χ 3 (x) = L x for x ∈ Im H and q ∈ H (since imaginary quaternions have the property that
). Recall that the Clifford multiplication of a spinor by a vector is simply x · ϕ = χ 3 (x)ϕ. Finally, we identify Σ 3 with C 2 by choosing a compatible complex structure; in what follows we let J = R i , the right multiplication by i (so that the complex number i will coincide with the quaternion i).
The tangent space at identity e ∈M identifies with R 3 and the spinor frame at e with Spin(3) ≃ S
. The trivialisation of Spin (R 3 ) as R 3 × Spin(3) holds in greater generality for three dimensional groupsM via the group multiplication, where the tangent space T xM is mapped canonically to T eM by left multiplication by x −1
. Equivalently, a choice of a spinor frame at identity yields by left multiplication a spinor moving frames onM , which trivializes Spin(M ). Such a spinor moving frame will be called constant , and is unique up to right multiplication by Spin(3).
A spinor fieldφ being the (equivalence class of the) couple (s, u) where s is a moving spinor frame and u a map from M to Σ 3 = H, the equivalence relation now reads
Clifford multiplication is well-defined in the following way: since any moving spinor frame s induces by θ 3 an orthonormal moving frame (E 1 , E 2 , E 3 ), and any tangent vector X possesses coordinates (X 1 , X 2 , X 3 ) in this frame, we can identify the tangent bundle TM with Spin(M ) × θ3 R 3 , with the equivalence relation
where x · u is the multiplication in Cℓ 3 . It is immediate that X · ϕ is defined independently of the frame s.
In the following, we pick a constant reference spinor frames as above, using the group multiplication, ands lies over the orthonormal moving frame (E 1 , E 2 , E 3 ). In Nil 3 (τ ), we chooses such that E 3 lies on the vertical fiber. As a consequence, a spinor fieldφ identifies with a map u :M → H. We will then say thatφ is constant if u is, and note that the property does not depend on a particular choice ofs.
Writing R 2 as Span(i, j) ∈ H, the two-dimensional Clifford algebra Cℓ 2 identifies with H, and Spin(2) ≃ U (1) = {e kα = (cos α) 1 + (sin α) ω 2 }, where
sin 2α cos 2α . As representation on Σ 2 = H, we choose the universal extension of χ 2 : (2), χ 2 (a) is again the left multiplication L a . Again, we endow Σ 2 with the complex structure J = R i . Finally, the complex volume element ω C 2 = √ −1 i · j, which squares to the identity, acts as χ 3 (i · j)J = L k R i on Σ 2 and splits Σ 2 into two eigenspaces Σ ± 2 = (1 ± j)C of positive and negative spinors 4 . On a spin manifold M , this allow to view spinors as square roots of forms. Indeed, let s be a spinor frame at a point z, corresponding to the oriented orthonormal frame (e 1 , e 2 ), and ϕ = (s, v) be a spinor, with v =
Then the following forms are well defined :
as well as
Indeed, the gauge change s → se
). Obviously these 1-forms are of type (1, 0).
as the plane ν ⊥ , we deduce an embedding of Spin(2) into Spin(3) such that for any s ∈ Spin(2) ⊂ Spin(3), θ 3 (s) is the rotation of axis ν, whose restriction to the oriented plane ν ⊥ is θ 2 (s). This embedding carries over to the spinor frame bundles: In the same way as a tangent frame (e 1 , e 2 ) to M identifies with the tangent frame (e 1 , e 2 , ν) ofM , where ν is the unit normal vector of M , a spinor frame s ∈ Spin(M ) identifies with some spinor frame in Spin(M ), which, given a reference frames, can be written assa
, for some a ∈ Spin(3). Suppose furthermore that M is parametrized by f in conformal coordinates and that s(z) lies over the frame (e −ρ ∂f /∂x, e −ρ ∂f /∂y). Moving all vectors to e by left multiplication by f (z)
where (i, j, k) stand for the frame at e corresponding tos(e) (in quaternionic notations). Clearly a is determined (up to sign) by this property.
The identification of ΣM |M with ΣM used in §2.2 goes as follows: Since, along M , any ambient spinorφ = (s, u) can be written as the couple (sa −1 , au), andsa −1 is identified with the intrinsic spinor frame s,φ identifies with the intrinsic spinor ϕ = (s, v) where v = au. Of all possible choices, this identification is the one coherent with our choice of Clifford multiplication (4).
Summing up the above, we see that from a ambient spinor fieldφ, one can construct (1, 0)-forms along an immersed surface M . We will now replicate the construction of the previous section in order to obtain the representation formula. The principle is the following: Starting with a constant ambient spinor ϕ = (s, u), the induced spinor ϕ = (s, v) = (sa −1 , au) determines the spinor frame a, since a = vu
and u is fixed. We then deduce f −1 df from a via (7). Given a unit quaternion u, and writing v = 1+j √ 2
, see footnote 4), i.e.
we have recovered exactly the original representation formula (2) (and (W3) in R
).
Note 1. Rigorously speaking, we see that ψ = (ψ 1 , ψ 2 ) is not a spinor, because of the metric factor. But e −ρ/2 ψ is. Hence, the integrability equation (DP) reads in terms of v as v
Note 2. A different choice of u would yield a different parametrization of the complex curve, or more precisely, a rotation of the formula (2). Our choice of u is the one corresponding to the classical formula. This particular choice will play a role in the next section.
We have thus seen concretely how an intrinsic spinor field induced by a constant ambient spinor is sufficient to reconstruct entirely the immersion (a fact already noted by the previous authors, although without the link to the representation formula). Conversely, given ψ = (ψ 1 , ψ 2 ), then formula (2) defines locally an immersion of M intoM , provided the integrability condition (DP) holds. Let s =sa −1 be the moving spinor frame along M associated with the conformal coordinate z (s is unique up to sign), and set ϕ = (s, v) with v = e −ρ/2 ψ. Then along M , the ambient spinorφ = (s, a −1 v) is constant. Indeed, the translated moving frame (ǫ 1 , ǫ 2 , ǫ 3 ) is (āia,āja,āka) as well as (uvivū, uvjvū, uvkvū) , by definition of the representation formula. This implies a = ±vu
It is worth noting that we used (DP) as an integrability condition and not as a reformulation of ∇φ = 0. Rather, the spinor representation formula (2) per se implies that the corresponding ambient spinor is constant, provided the immersion exists, namely that (DP) holds. In other words (DP) implies (C). There remains to show the converse.
Dirac: from abstract to explicit
Let us write the constancy equation (C) in terms of quaternions. In the local coordinate z, with associate spinor frame s, the spinor field ϕ = (s, v) identifies with v and we write
From now on, we will abuse notations and write ∇ X v instead, dropping the spinor frame part s when there is no ambiguity. Using the connection coefficients,
Specializing to ∂/∂x and ∂/∂y
and v y v −1 both lie in Im H, |v| is clearly constant. From now on, any solution v of (C') will therefore be normalized to norm 1.
Let us now write
splitting, so that left quaternionic multiplication (i.e. Clifford multiplication) acts as a skew-hermitian matrix, e.g.
which differs quite a bit from (8), unless τ = 0 (immersions into R
3
). That is not so surprising, since the abstract equation (C) states the existence of an immersion for which ϕ is induced from any constant spinor, while Konopelchenko & Taimanov's equation (DP) implies the same result with ϕ induced from the specific constant spinor field (s, u 0 ), namely u 0 = (1 + i − j + k)/2. Indeed, because ku 0 = u 0 i, we know that the ambient spinorφ satisfies
or the two (equivalent) colinearity relations
Substituting in (9), we obtain
exactly the equation (8). In other words, (C) is more general, while (DP) is simpler because it assumes implicitly a given choice of spinor coordinates. We give now another proof of theorem 1, showing that equation (C') implies the existence of an immersion, for which ϕ is the restriction of a constant ambient spinor fieldφ = (s, u). We do so without going through the full construction of [R] .
The key idea is as follows: if ϕ = (s, v) is the restriction of some constant spinor fieldφ = (s, u), it satisfies the relation
where q = u −1 ku. We need the following lemmas, that prepares for the construction of the constants q and u.
Lemma 1. For any solution v of (C'), where T, λ follow Daniel's equations (6), there exists an imaginary constant q such that
Proof. The first equation in (6) is written as:
The second equation in (6) reads
Recall from (C') that v x = V v for some imaginary quaternion valued function V ; then
It is long but straightforward to show thatV E + ∂E ∂x + EV vanishes identically. The same computations holds for the y variable. Clearly q ∈ Im H.
Note 4. The equation (C') could accordingly be simplified using (10), eliminating T in the process. However, because right quaternionic multiplication does not commute with the complex structure, the new equation may not be as simple as (8), for which q = i.
The mere existence of u implies the following relation for solutions of (C'):
Lemma 2. For any solution v of (C') assuming (6)
Proof.
We conclude the proof of the theorem by giving an immersion via its MaurerCartan form. Using the notations (7) of section 2.3, we need to prove that the Im H-valued 1-form α = e ρ uv −1 (idx + jdy)vu
is the Maurer-Cartan form f −1 df of some immersion into Nil 3 (τ ), where u is a unit quaternion such that u −1 ku = q, obtained through lemma 1 (u is not unique). The necessary and sufficient condition for local existence is again the integrability equation:
(We have used the relation of the Lie bracket in nil 3 (τ ) ≃ Im H with the quaternionic multiplication and scalar product:
substituting from (C'), and using
which vanishes according to lemma 2. This implies the local existence of an immersion in Nil 3 (τ ) (including the special case of R 3 when τ = 0), for which ϕ is the restriction of an ambient spinor.
Note 5. A "colinearity" relation similar to (10) appears naturally when using the spin c formalism in Nil 3 ξ · ϕ = (T + λν) · ϕ = iϕ (see [NR] for details).
Conformally parametrized surfaces in R 4
Recently, Bayard, Lawn & Roth [BLR] have characterized isometric immersions of surfaces in R 4 by means of spinor fields, giving an spinorial analog of the Gauss-Ricci-Codazzi equations. More precisely, they show the following theorem:
Theorem 2 (Bayard, Lawn & Roth) . Given a Killing spinorφ with Killing constant λ in M 4 (4λ 2 ) (the real space form of curvature 4λ 2 ) and an immersed surface M 2 , its restriction ϕ to M lies in the twisted spinor bundle Σ = ΣM ⊗ ΣE (E being the normal bundle) and satisfies the Dirac equation
) is an oriented riemannian manifold, with given spin structure and rank 2 oriented spin vector bundle E on M , then the following properties are equivalent, where ϕ is a section of the twisted spinor bundle Σ = ΣM ⊗ ΣE:
1. ϕ is a solution of the Dirac equation (11), such that ϕ + , ϕ − do not vanish and
2 1 e j · B(X, e j ) · ϕ for some symmetric bilinear B section of E, ϕ + , ϕ − do not vanish, 3. there exists a local immersion of M with mean curvature H = 1 2 trB, second fundamental form B, normal bundle E into M 4 (4λ 2 ).
The difficult part lies in the converse. Moreover they explicit the reconstruction of f in terms of ϕ, a procedure now known by the generic term of Weierstrass formula. It must be stressed though that this proof is entirely abstract.
Partially motivating [BLR] , in R 4 only, we have seen in section 1 the spinor representation formula (W4) of Konopelchenko and Taimanov, with the condition (1), also named "Dirac equation". We will now bridge the gap between these two approaches, by rewriting [BLR] using concrete spinor coordinates. We will prove directly (without actually resorting to the conditions for isometric immersion of Gauss, Codazzi and Ricci) the existence of an immersion f derived from a spinor ϕ, and connect equation (11) to (1). Additionally, it will be clear how one recovers a parallel spinor associated to f from the immersion itself. As in the previous sections, we will use quaternions, which play a natural role in R
4
, and allow for shorter and more elegant formulations. In particular, we express equations (W4) and (1) as follows (a formalism due to [H] 
and (∂f /∂x, ∂f /∂y) is an orthonormal basis, up to a multiplicative factor e ρ , there exist A, B : M → H * such that df =ĀdzB =Ā(dx + idy)B =ĀBdx +ĀiBdy (D) and the conformal factor is e ρ = |ĀB|. Conversely such an expression can be integrated locally into a function f if and only if
Note 6. We use here the quaternionic notation for complex derivatives, with dz = dx + idy (and i ∈ H) df = (∂f /∂z)dz + (∂f /∂z)dz = dz(∂z\∂f ) + dz(∂z\∂f ) If we set A =s 1 − js 2 , B = t 1 + t 2 j (the reason for which is explained below), then df =ĀdzB, yields exactly the "Weierstrass formula" (W4)
for some (nonconstant) complex potential h. Whenever the last equation is satisfied, the integrability condition (13) holds immediately:
The converse is false: (13) does not imply (I) in general; however one can use the gauge freedom (A, B) → (e iα A, e iα B) (already noted in [T1] ). Using that freedom, there is always a choice of (A, B), such that (∂z\∂A)A as well, because of (13)). They are actually opposite, and (I) holds. This choice is unique up to a constant: if (∂z\∂B)B −1 ∈ Span(j, k), then 
Spinors in two and four dimensions
In two dimensions, we choose as above for the Clifford representation of R 2 = Re 1 ⊕ Re 2 on Σ 2 = H the map χ 2 : χ 2 (e 1 ) = L i and χ 2 (e 2 ) = L j , where L i , L j denote the left quaternionic multiplication by i and j respectively. However, for compatibility purposes with the above equations, we endow H with the complex structure J = R j , the right multiplication by j. This allows to equate H with C 2 , but complex numbers in this setting are linear combinations over R of quaternions 1 and j. To emphasize this (purely formal) difference and make notations clear, we will write when neededĈ = R ⊕ jR ≃ C, so that H ≃Ĉ 
The euclidean space R 4 is identified with H (which amounts to taking 1, i, j, k as reference basis), on which Spin(4) ≃ S 3 × S 3 ⊂ H × H acts as double cover of SO(4) via the classical representation θ: θ(p, q) · x = pxq −1 = pxq. The Clifford algebra is represented on Σ 4 = H 2 via χ 4 , which we define by its restriction to R 4 = H:
One checks directly that χ 4 induces the following representation of Spin (4):
is also endowed with J, the right multiplication by j, as above, so that 
and a spinor field is a section of the quotient bundle Spin(4) × χ4 Σ 4 . Finally, because R 4 is globally trivial, one can always writeφ in a preferred spinor frame, e.g. (1, 1) .
The starting point of [BLR] is the following remark: let M be a two-dimensional submanifold, andφ be an ambient parallel 7 spinor, i.e.∇φ = 0, where∇ denotes the covariant derivative of R 4 . Define on M the Dirac operator by D = e 1 · ∇ e1 + e 2 · ∇ e2 , where now ∇ is the covariant derivative on M (here and in the following, e 1 , e 2 will denote any orthonormal frame). Then a simple application of the spinorial Gauss equatioñ
e j · B(X, e j ) ·φ yields (11).
To make sense of the converse result, starting from intrinsic data, one cannot just consider the restrictionφ |M as a spinor on M (unlike in the threedimensional case), since the spinor spaces Σ 2 and Σ 4 have different dimensions.
Instead, one considers spinors on M and spinors on the normal bundle E. Let us briefly recall the idea of Bär ([Bä] , see also [G] for a quick introduction) and consider R 2 ⊕ R
2
. Each factor is equipped with its Clifford representation as above, which we denote by χ 2 and χ ′ 2 on Σ 2 and Σ ′ 2 (they are identical, the prime just makes it clear which one we are considering). We let γ be the map
. by the universal property, γ is equivalent to χ 4 : there exists a isomorphism of algebra Ψ :
We shall make this correspondence explicit below.
We can now define the twisted spinor bundle Σ on a surface M with a rank two vector bundle E, by taking sections in ΣM ⊗ ΣE. More precisely, let σ = (s, u) be a spinor field on M , i.e. a moving spinor frame s (over an orthogonal frame e 1 , e 2 of T M ) and a vector field u on Σ 2 , up to the equivalence relation (s, u) ∼ (sa −1 , χ 2 (a)u); similarly let σ ′ = (s ′ , u ′ ) be the equivalence class of a spinor frame s ′ of E (over an orthogonal frame e 3 , e 4 of E) and u (over the frame (e 1 , . . . , e 4 )) and an element σ ⊗ σ ′ identifies with (the class of) ((s, s ′ ), Ψ(u ⊗ u ′ )). This allows to identify ambient spinorsφ restricted to M with sections of ΣM ⊗ ΣE, which are intrinsic objects.
The identification Σ 2 ⊗ Σ ′ 2 ≃ Σ 4 goes as follows, using the quaternionic notations. From the natural basis of Σ 2 ≃ H overĈ: (1 − i), (1 + i), we build the following basis
. Then a possible (but not unique) choice of basis is
and Ψ is the map sending on basis to the other:
The abstract Dirac equation
Using this correspondence we can write the Dirac equation, using only intrinsic data on M and a given rank two bundle E. We will assume that M is parametrized locally by the conformal coordinate z = x + iy, inducing a frame (e 1 , e 2 ) = e −ρ (∂/∂ x , ∂/∂y), where ρ is the conformal factor, and we will also denote the normal connection coefficients, and for β = 1, 2 H β = 1 2 B(e 1 , e 1 ) + B(e 2 , e 2 ), e β the coefficients which will (eventually) be the mean curvature vector coordinates, in a chosen orthonormal frame (e 3 , e 4 ) of E.
is the connection on the twisted spinor bundle Σ.
Similarly,
and for anyĈ-valued a,
Summing up,
Switching to the notation in Σ 4 , through the isomorphism Ψ in (14) (which we will be implicit), we now write ϕ = (a, b), so
the Dirac equation is written intrinsically as
Or, using the quaternionic notation for complex derivatives,
Building the immersion
To show that (16) (or (17)) implies the local existence of an immersion with the prescribed metric data, let us define the following H-valued 1-form on M ξ = e ω a −1 (dx + idy)b
for the spinor field ϕ = (a, b). As in [BLR] , we prove the following Theorem 3. If (a, b) satisfy (16) with a and b of constant norm, then ξ is closed, and the (locally defined) application f : M → H such that df = ξ induces the original metric data. Furthermore, we obtain the restriction of a parallel ambient spinorφ by settingφ = ((p, q), (a, b)) for (p, q) a moving spinor frame on M such that pq −1 = e 1 , piq −1 = e 2 , pjq −1 = e 3 and pkq −1 = e 4 .
We can prove closedness directly, however we will choose a slightly different route, in order to connect to the formalism of Konopelchenko and Taimanov. Proposition 1. If (a, b) satisfy (17) with a and b of constant norm, then the H-valued 1-form ξ = e ω a −1 (dx + idy)b can be written as ξ =Ā dzB, with A, B satisfying (I). In particular ξ is closed, and the conclusions of theorem 3 hold.
Proof. Note first that the couples (a, b) and (A, B) are different in nature: |a| and |b| are constant and equal by hypothesis (we will assume that |a| = |b| = 1 for simplicity), while A, B clearly are not, unless the induced metric is flat. Nevertheless, (A, B) can be derived from (a, b) by a process similar to a gauge change, up to the conformal factor. Indeed write A = e u+iv+ρ/2 a, B = e −u+iv+ρ/2 where u, v are real-valued functions to be determined. Then AdzB = a −1 e u−iv+ρ/2 dze −u+iv+ρ/2 b = e ρ a −1 dzb = ξ.
To prove our claim that ξ is closed, we need only show that A, B satisfy the equation (I) for a suitable choice of u and v. The map f is an immersion because, by construction, A and B are not allowed to vanish. There remains to show that f induces on M and its normal bundle the same metric data we started with. Because of df = e ρ a −1 dzb, the metric on M is clearly the one desired. For the normal bundle connection and second fundamental form, just pick up the constant spinor fieldφ = ((a −1 , b −1 ), (a, b)) ∼ ((1, 1), (1, 1)). We know from the beginning thatφ |M satisfies the Dirac equation (11), which in intrinsic coordinates yields (16) for the induced metric and spinor coefficients a, b. So that a, b satisfy two differential systems, and we can identify the right hand side term by term, using the fact that H is a vector space (so quaternions split along the basis (1, i, j, k)). E.g. for the induced normal covariant derivative, which proves that both connections are equal. The same holds for the mean curvature.
We therefore reach the same conclusion as [BLR] : The Dirac equation (11) on ΣM ⊗ ΣE for a spinor field ϕ such that |ϕ + | = |ϕ − | is equivalent to the equations of Gauss, Codazzi and Ricci for surfaces in R 4 .
