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Abstract
A spin liquid is a magnetic phase of matter distinctively different from conventional
ordered magnets. It does not develop any long-range magnetic order even in the zero
temperature limit. Theoretical models have predicted various exotic features in their
ground states and excitations. The quest for spin liquids in real materials has been
focusing on synthesizing compounds close to known spin liquid models and identifying
relevant features in of their excitations.
NaCaNi2F7 is an almost ideal realization of the Heisenberg pyrochlore antiferro-
magnet, which is a model for a three-dimensional classical spin liquid. It is also a
system of S = 1 spins, where quantum effects are nonnegligible.
We utilize classical and semi-classical models for spin dynamics to study the exci-
tation spectrum of NaCaNi2F7 and find the results in good agreement with inelastic
neutron scattering experiments. The agreement can be understood by a combined
picture of the statistics of spin wave excitations and the exploration of the system
among many degenerate ground states. Our approaches can also be applied to other
candidate compounds for classical spin liquids, MgCr2O4 as a known example.
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In dealing with macroscopic objects composed of ∼ 1023 atoms or molecules, physi-
cists have always managed to start the investigation by working with fewer degrees of
freedom, one way or another. This is the most natural for non-interacting systems, for
example, the ideal gas. In statistical mechanics, we start with the partition function
z1 of a single atom with the Boltzmann distribution according to its kinetic energy.
Therefore the partition function of the entire system with N identical atoms is the
Nth power of that of one atom zN1 . Extensive quantities that are proportional to the
system size N , such as energy and entropy, can be calculated simply based on the
property of a single atom.
For interacting systems, the picture does not come as easily. Luckily, when working
at a low enough temperature, not all degrees of freedom in a system are active. In
the limit of zero temperature, the ground state, which minimize the total energy, is
1
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ordinarily unique. At least, that is what the third law of thermodynamics tells us.
Thus, finding the ground state is a primary question in studying phases of matter. At
finite temperatures, the description of excitations can sometimes be simplified to a
model of effectively non-interacting quasiparticles, which brings back the convenience
in considering non-interacting systems. However, even finding the ground state or
a quasiparticle description is difficult most of the time. The few exceptional cases
where this can be done are worth our special attention.
1.1 Conventional magnetic orders
Magnetism studies materials with magnetic dipoles, where exchange interactions
between spins of magnetic atoms originates from the Coulomb interaction between
their electrons. A classical spin can be viewed as a three-component vector s = Sn̂,
where S is the spin length and n̂ is the unit vector along the direction the spin
is pointing. Different types of interactions between them lead to distinct material
properties.
The result of interactions in selecting a unique ground state is easily visualized in
a simple ferromagnet. All spins are aligned in the same direction, resulting in a large
total magnetic moment. Thus the magnetization m, defined as magnetic moment per
unit volume, can be used as an order parameter, distinguishing the ferromagnetically
ordered state from the disordered paramagnetic state.
2
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In a Heisenberg model of the ferromagnet, H = J
∑
〈ij〉 si · sj, where J < 0 and si
and sj are spins located at nearest-neighbor sites ri and rj. The Hamiltonian has a
global rotational symmetry, which is spontaneously broken by the ground state with
a specific orientation of the total moment.
The J < 0 interaction favors an antiferromagnetic order, where spins alternate
between one orientation and its opposite. It was observed in materials much later
than ferromagnet, because of its vanishing magnetization. Instead, we can define a
staggered order parameter as the magnetization of one sublattice subtracted by the
other n = (m1−m2)/2. Other ordered states with non-collinear or even non-coplanar
spins in a unit cell, can be identified with more complicated order parameters.
The magnetic interactions do not necessarily lead to a long-range magnetic order in
a material. Thermal or quantum fluctuations can sometimes effectively destroy long-
range orders. For example, the Mermin-Wagner theorem states that spontaneously
breaking of continuous symmetry cannot happen at finite temperature for systems in
one or two dimensions. As we shall see later for some systems, quantum tunneling
also works in its own way to prevent long-range order, which turns out to be an
(a)
(b)




interesting subject to study. Here we remark that whether a magnetically interacting
spin system develops long-range order or not, it is fundamentally different from a
non-interacting paramagnet. The short-range magnetic correlations can also drive
different magnetic behavior. An important idea is the local exchange field.
1.2 Local exchange field
Consider a typical non-interacting paramagnet polarized by an external magnetic
field. Its magnetization is (in the lowest order approximation) directly proportional
to the field and inversely proportional to the temperature m = (C/T )B, where C is
the Curie constant depending on the material. This gives the susceptibility of the
system χ = m/H = mµ0/B = C/T .
For interacting spins, the magnetic field acting locally on a spin is corrected by its
environment—the neighboring spins, B → B + λm = mµ0/(C/T ), where where λ is







This is the Curie-Weiss law for interacting magnets in the paramagnetic region. For
ferromagnetic interactions, λ > 0, the environment provides a correction aligned with
the spin locally. The susceptibility diverges at the temperature θCW = |λ|C/µ0, where















Figure 1.2: Curie-Weiss law for paramagnet (PM), ferromagnet (FM) and antiferro-
magnet (AFM). In a certain temperature region, the inverse susceptibility is linearly
dependent on the temperature. Extrapolation gives the Curie-Weiss temperature.
ordered phase is expected. It applies similarly to a antiferromagnetic system with
λ < 0, where the environment provides an opposite correction. See Figure 1.2 for a
plot of the inverse susceptibility verses temperature in different systems.
More specifically, the local exchange field at a site ri is defined as Heff = −∂H/∂si.
For the Heisenberg model, Heff = −J
∑
j∈i sj. The Curie-Weiss law is important
because susceptibility is directly measurable in experiments. It gives as an estimation
of the type and strength of the dominating magnetic interaction, even though the
behavior of a system at low temperature can deviate from expectation (for example,
antiferromagnetic system might order at a temperature much lower than ΘCW or
might not order at all). It is a reflection of the short-range spin correlation in an
interacting system. A lot of other experimental techniques, such as neutron scattering,
measure the wavevector- and frequency- resolved susceptibility, which yield a lot more
5
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information about spin correlations.
The local exchange field also contributes directly to the dynamics of the spin.





si = −si ×Heff, (1.2)
just like an angular momentum precesses under a torque. The collective precessional
motions of spin deviations from the ground state are called spin waves. Their spec-
trum can be calculated by linearizing the classical equation of motion (1.2). For a
system with long-range order, the wavevector q is a good quantum number because
of the discrete translational symmetry. There exists a well-defined dispersion relation
ω(q) between the energy and the wavevector of a spin wave, which can be observed
as a sharp dispersive branch in spectroscopic experiments. A quantized spin wave
carrying angular momentum ~ is a quasiparticle excitation called a magnon.
In the absence of magnetic order, translational symmetry is absent, so the spin
waves do not have a well-defined wavevector. The eigenmodes nonetheless can be (in
principle) determined, even though they have a complex spatial character [1].
As we have mentioned, an antiferromagnetic system sometimes orders at a tem-
perature TN (called the Néel temperature) much lower than the prediction θCW . A
scenario where this behavior happens is in the presence of magnetic frustration, with








Figure 1.3: The J1-J2 model on a square lattice. (a) The nearest-neighbor interactions
J1 are on the solid bonds and the next-nearest-neighbor interactions J2 are on the
dashed bonds. (b) When J2  J1, the ground state is the Néel state. (c,d) When
J2  J1, the ground state is the stripy state.
1.3 Magnetic frustration
Frustration refers to the impossibility for a spin state to simultaneously minimize
all local interactions. The preference for a particular state is thus weaker, suppressing
the ordering temperature. In this sense, it is quite common in natural systems.
Frustration occurs in systems with competing interactions. For example, on a
square lattice with nearest-neighbor antiferromagnetic interactions J1 only, the Néel
ordered state has next-nearest neighboring spins aligned. It can be destabilized by
turning on the next-nearest-neighbor antiferromagnetic interaction J2. This is the J1-
7
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J2 model on a square lattice, see Figure 1.3. When J2 is sufficiently large, the system
will end up in a stripy state where not all nearest-neighbors are anti-aligned. At
the transition between the Néel order and the stripe order, the two phases compete.
There is the possibility that instead of a typical phase transition, a new state of matter
without either of the two orders might emerge. This way of inducing frustration is
hard to achieve because the parameter range of J1 ∼ J2 is very small and difficult to
access by real materials.
Another way to induce frustration is by the geometry of the lattice, where it can
be achieved without tuning the strength of interactions. Take the triangular lattice
as an example. We consider an Ising spin-1/2 with only two states (up and down,
perpendicular to the lattice plane) on each site and antiferromagnetic interactions
between nearest neighbors, see Figure 1.4(a). The state of the entire system is ex-
pressed by a direct product of all individual spin states. On a single triangle, there
are six ground states (one up two down and one down two up) with the same total
energy. In all six states, the interaction on two bonds are minimized and one bond is
frustrated.
Consider a ground state of the triangular lattice, with each triangle in one of the
six ground states. After fixing the state of one triangle, some of the neighboring spins
still have the freedom to be up or down. Therefore, different regions of the same




The degeneracy here has two important features—accidental and extensive. First,
they are not imposed by the symmetry of the Hamiltonian, as regions with different
patterns are not related by a translation of lattice vectors. Second, as the lattice
grows larger, the number of degenerate ground states ΩGS grows extensively, giving
a residual entropy of Sres = kB ln(ΩGS) ∝ Nα with α = 1 or sub-extensively with
0 < α < 1. Wannier showed that a triangular lattice of Ising spins with antiferro-
magnetic interactions has a residual entropy per spin ≈ 0.3383kB [2], where kB is the





Figure 1.4: (a) Ising spins on the geometrically frustrated triangular lattice. Frus-
trated bonds are in red. (b) A pattern of dimerization of quantum spin-1/2 degrees
of freedom. Each red ellipse is a dimer |↑↓〉 − |↓↑〉 )/
√
2. The Blue dashed line cuts
through a set of the horizontal bonds. The dashed red diamond encircles a flippable
plaquette. (c) Flipping a plaquette can change the dimer configuration.
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Figure 1.5: The kagome lattice made of corner-sharing triangles.
So, the triangular geometry of the lattice is very effective in frustrating spins.
Even more so for the kagome lattice (corner-sharing triangles, see Figure 1.5), and
the pyrochlore lattice (corner-sharing tetrahedra, described in details in Chapter 2)
in three-dimensions, which is the main subject of this dissertation.
Because of the high degeneracy the the ground state, even at very low temperature,
the system is not trapped at one unique state but can explore many states. It is
possible that the system does not develop long range order but stays in a disordered,
yet highly correlated state, like a liquid. This is the concept of a “spin liquid”, it is also
called cooperative paramagnet, distinguished from the non-interacting paramagnet.
1.4 Quantum spin liquids
A more interesting scenario arises when quantum fluctuations are considered. It is
believed that quantum fluctuations can be the principle factor to drive the frustrated
10
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system into an exotic phase of matter with no magnetic order down to zero temper-
ature. This is the quantum spin liquid phase. The very first proposal for a quantum
spin liquid was the resonating valence bond (RVB) state [3] based on quantum spins
on a triangular lattice with antiferromagnetic interaction.
A pair of spins can form an isolated dimer, such as a singlet state, (|↑↓〉−|↓↑〉 )/
√
2.
For the antiferromagnetic Heisenberg interaction, the singlet state actually has lower
the energy than any of the two product states |↑↓〉 and |↓↑〉. Thus, it is energetically
favorable to form singlets across the entire triangular lattice, each spin belonging
to one and only one singlet, see Figure 1.4(b). Different patterns as the result of
dimerization are degenerate states. We can consider a superposition of many dimer-
ization patterns to lower the energy even further. In the end, we end up with a single
ground state composed of macroscopically many degrees of freedom, one tunneling
into another, without any long-range magnetic order.
Since the RVB proposal, many other models for quantum spins liquids have been
invented and intensively studied.
As of today, a complete definition of the term “quantum spin liquid” still remains
a work in progress [4–7]. It is mostly based on the following features.
First, the absence of long-range magnetic order and other forms of spontaneous
symemtry breaking; the latter is to exclude states such as valence bond solids, which
are more or less frozen dimerized patterns.





Figure 1.6: Spinons in an antiferromagnetic spin-1/2 chain. (a) One spin in the dashed
box is flipped from the ground state. Two domain walls (spinons) are created. (b)
They can move apart freely from each other.
two examples.
One is a domain wall in the spin-1/2 antiferromagnetic chain, see Figure 1.6. One
spin flip creates two domain walls in the system. They can then move apart freely
from each other. Since one spin flip changes the angular momentum by ~ and each
domain wall carries half of that. A domain wall is a fractionalized excitation called a
spinon.
The other example is an unpaired spin in the dimerized triangular lattice. As
shown in Figure 1.7, breaking a dimer creates two free spins, which can then move
apart from each other.
(a) (b) (c)
Figure 1.7: Spinons in the dimerized triangular lattice. (a) Two opposite spins are
freed by breaking a dimer. (b), (c) An unpaired spin (a spinon) can propagate by
breaking and reforming dimers.
12
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Spinons are regarded as fractional excitations of a system because local operations
always create or destroy two (or more) of them simultaneously.
The third feature we need to mention about quantum spin liquids is topological
orders and long-range entanglement. Although quantum spin liquids cannot be char-
acterized by conventional order parameters in the Landau theory of phase transitions,
some of them possess what is known as “topological order”, which is a global feature
usually characterized by a topological invariant. For example, for the dimerization
pattern shown in Figure 1.4(b), consider a straight line cutting through a set of par-
allel bonds of the triangular lattice and count the number of dimers on those bonds.
We can define a quantity called the parity p and assign p = 0 (p = 1) if an even (odd)
number of dimers are encoutered. The parity is a global property of the state that is
invariant under any plaquette flipping.
Topological orders also often indicate nontrivial entanglement of the system. The
presence of long-range entanglement is a statement that the wavefunction of the
system cannot be reduced to a product state of wavefunctions in one region and its
complement. The existence of these global features are important as they sharply
delineate a quantum spin liquid as a phase of matter from trivially disordered states.
Unfortunately, these features are not as helpful when it comes to the search for
quantum spin liquids in real materials. The identification of a quantum spin liquid
state is difficult precisely because of the absence of either long-range order and spon-
taneous symmetry breaking. Topology and long-range quantum entanglement are
13
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Figure 1.8: Neutron scattering results for spinon excitations in the antiferromagnetic
spin-1/2 chain. The experiment is performed for CuSO4 · 5D2O in Reference [8].
rarely accessible by experimental probes. We commonly rely on measuring fraction-
alized excitations.
In spectroscopic experiments such as neutron and Raman scattering, local probes
create two or more fractional excitations at a time. For example, in a neutron scat-
tering experiment of an antiferromagnetic spin-1/2 chain, a neutron can transfer
angular momentum ~ into the system, creating a spinon pair. Also transferred is a
given amount of momentum and energy, which can be distributed in different ways
between the two spinons, resulting a continuum spectrum shown in Figure 1.8.
Special transport properties of the fractional excitations carrying heat, spins or
gauge charges can also serve as evidence of their existence. Although the interpolation




1.5 Structure of dissertation
In this dissertation, we present the study of the three-dimensional spin-1 material
NaCaNi2F7 as a candidate for a quantum spin liquid. For reasons outlined above,
our work focuses on the understanding of its excitation spectrum. The dissertation is
structured as follows. We start in Chapter 2 with an introduction to the geometrically
frustrated pyrochlore lattice and the typical spin liquid models proposed for it. We
deal with classical and semi-classical theories as an attempt to model the excitations
and dynamics in the model of our primary interest—the perturbed antiferromagnetic
Heisenberg model on a pyrochlore lattice. We discuss these approaches in Chapter
3. It turns out they work out surprisingly well in explaining the neutron scattering
experiment data for NaCaNi2F7. The understanding of this agreement leads to a
natural and practical picture for the spin dynamics in the system. We depict this





The geometric property of a lattice structure is fundamental in determining mag-
netic properties of the spins system on top of it. One of the most intensively studied
lattice structure in three dimensions, on which various models yielding exotic mag-
netic phases have been proposed [10–13], is the pyrochlore lattice.
In this chapter, we first introduce the pyrochlore magnet and its basic properties,
as direct consequences of the lattice symmetry. Then we review two typical and well-
understood spin liquid models on the pyrochlore lattice, the quantum spin ice and
classical spin liquid, the latter is much closely related to the research work in later
chapters.
16
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Figure 2.1: The pyrochlore lattice is a nework of corner-sharing tetrahedra. An up
tetrahedron (in dark grey) and a down tetrahedron (in light grey) share the site that
serves as their inversion center. Also shown are the global coordinate frame and the
conventional cubic unit cell.
2.1 Pyrochlore lattice
The pyrochlore lattice is built from corner-sharing tetrahedra, as shown in Fig-
ure 2.1. Each lattice site is an inversion center and shared between an up tetrahedron
and a down tetrahedron. For the down tetrahedron centered at the origin of the














The full pyrochlore lattice can then be constructed from this minimal unit cell by
applying translations generated by the primitive vectors of the face-centered cubic
17





(0, 1, 1), a2 =
1
2
(1, 0, 1), a3 =
1
2
(1, 1, 0). (2.2)
Each of sites ra, a = 0, 1, 2, 3 generates a fcc sublattice. It is conventional to use a
larger unit cell—the cubic unit cell as shown in Figure 2.1. Its lattice constant is set
to be the unit length.
2.1.1 Spin interactions
The interactions between electron spins are often dominated by Heisenberg ex-
change, which is isotropic in spin space. Electron orbitals can also contribute to the
interaction. Relativistic corrections, such as spin-orbit couplings, become important
for heavier elements. For magnetic atoms in a material, one of the consequences of
the reduced symmetry is that interactions between them are less symmetric.
The most general form of a Hamiltonian describing bilinear interactions between









where Roman subscripts refer to lattice sites and Greek superscripts to Cartesian spin
components (µ, ν = x, y, z). The tensor Jij has 9 components. But not all of them
are independent, as the exchange energy must be invariant under lattice symmetries.
We go to a local coordinate frame to illustrate this. In Figure 2.2, take the interac-
tion J01 between s0 and s1 as an example. The three axes of the local frame are chosen
18
CHAPTER 2. PYROCHLORE ANTIFERROMAGNET
to be ξ, η and ζ, so that planes ξζ and ηζ are two of the mirror planes of the tetrahe-
dron. We can then take advantage of the law of transformation for spin components
under mirror reflections: components parallel to the mirror plane are antisymmetric
while the perpendicular one is symmetric. Under the mirror reflection with respect to















1, must have vanishing couplings. Hence 4 components of the
interaction tensor are already ruled out. Under the mirror reflection with respect to
plane ηζ, sξ0s
ζ
1 transforms into −sζ0sξ1. The coupling constants for these two terms
thus must be opposite. We end up with 4 independent exchange constants in the
interaction tensor. Returning to the global frame, we find the exchange tensor takes
Figure 2.2: Spin interactions on a single tetrahedron. The global coordinate frame
(x,y, z) and the local coordinate frame (ξ,η, ζ) defined for bond b01. The spin con-
figuration is an example satisfying the ice rule.
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Interactions between other pairs of spins on the tetrahedron can then be generated
by three-fold rotations around the local [111] axes, which point from the center of a
tetrahedron to its corners.
This symmetry analysis is only for billinear interactions between nearest neigh-
bors. Other possible interactions, such as Zeeman coupling, single-ion anisotropy,
and biquadratic interactions are neglected here.
2.1.2 Ordered states
Given a set of the four coupling constants, we are able to figure out what spin
configurations on a pyrochlore lattice minimize the total exchange energy of the sys-
tem. But this task is not obviously easy. Even the minimal unit cell contains four
spins, hence 12 spin components, i.e. 8 degrees of freedom with the length of each
spin fixed. The lattice symmetry, again, plays an important role in dividing up this
large manifold and identifying different ordered patterns.
There are subsets of the manifold that are invariant under the symmetry oper-
ations of the lattice. One example is the configuration with all spins pointing in-
wards to or outwards from the center of the tetrahedron, see Figure 2.3 (a). This is
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Figure 2.3: Typical ordered states on the pyrochlore lattice: (a) All-in-all-out state,
(b) ψ2 state, (c) ψ3 state, (d) Non-collinear ferromagnetic state ψ4, and (e) Palmer-
Chalker state. The dashed lines mark the local [111] axes and the dashed circles mark
the planes perpendicular to them.
called the all-in-all-out state. No symmetry operation can transform it into any other
configurations. Another simple example is the collinear ferromagnet state. Under
all symmetry operations, spins are always aligned and explores only inside a three-
dimensional manifold. A more interesting case is the Γ5 manifold spanned by ψ2 and
ψ3 states shown in Figure 2.3 (b) and (c). This is a one dimensional manifold where
ψ2 and continuously transform into ψ3 by rotating all spins around their local [111]
axes by the same angle. The non-collinear ferromagnet state and the Palmer-Chalker
state are also shown Figure 2.3(d) and (e), each belonging to a three-dimensional
invariant manifold. These configurations are the typical magnetic ordered states on
a pyrochlore lattice. We refer to Appendix A for their order parameters.
2.2 Spin ice
A general consideration of spin states on a pyrochlore lattice has turned out to be
complicated. In this section, we look into a simple but interesting situation consider-
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ing only one spin component.
In some rare-earth pyrochlore materials, such as Ho2Ti2O7 [14] and Dy2Ti2O7 [15],
due to a strong single-ion anisotropy, the magnetic moments are constrained to point
along the local [111] axes. We define the local z axis on a site as the unit vector
pointing from the center of the down tetrahedron to the center of the up tetrahedron,
the two of which share the site, as shown in Figure 2.4. Therefore the spins are Ising
like, they only take two values +z and −z.




σiσj(zi · zj), (2.5)
where 〈ij〉 denotes a pair of nearest neighbors, σi = ±1 and zi · zj = −1/3 for i 6= j.
For antiferromagnetic coupling in the global frame, JI < 0 between local spin








2 + const. is perfectly minimized by the all-in-all-out state shown
Figure 2.4: (a) Local z axes defined on lattice sites. The center tetrahedron is a down
tetrahedron. (b) A spin ice configuration that satisfies two-in-two-out rule.
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in Figure 2.3 (a). The ground state has a long-range magnetic order, all spins are +z
or all −z.
For JI > 0, not all bonds can be in the low energy state. The total exchange
energy on a tetrahedron is minimized by a “two-in-two-out” spin configuration (two
spins aligned with the local z axis and two anti-aligned, see Figure 2.4 (b)). There
are 6 states on a single tetrahedron that satisfy the “two-in-two-out” rule. In analogy
with the configurations of Hydrogen positions in a molecule of water ice, the system
is named the spin ice [11].
There is a net moment on the tetrahedron, reflecting the ferromangetic nature
of the spin interaction in the global frame. But the entire system does not have a
ferromagnetic order. Notably, fixing the spin configuration on one tetrahedron does
not eliminating different options for its neighboring tetrahedra. Like the antiferro-
magnetically interacting Ising spins on a triangular lattice, the spin ice ground states
are extensively degenerate. The system is disordered.
2.2.1 Quantum spin ice
An important model for quantum spin liquid is proposed on top of these consid-
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Figure 2.5: Charge excitations in a quantum spin ice. (a) A pair of positive (red) and
negative (blue) charges are created by a spin flipping. (b) They can propagate apart
along the path of spin flips.
where s±i = s
x
i ±isyi and szi are components in the local frame with local z axis defined
previously.
This is the XXZ model for quantum spin ice [16], In the limit where J⊥ is much
smaller than Jz (weak quantum fluctuations of spins), the ground state is known to
be a quantum spin liquid of a specific type: its low-energy description is reminiscent
of a U(1) gauge theory. The term U(1) refer to a variable on a circle parametrized
by an angular variable between 0 and 2π. A well-known example of a U(1) gauge
theory is Maxwell’s electrodynamics, the theory of the electromagnetic field. Here,
we briefly illustrate the excitations in quantum spin ice in the language of lattice
quantum electrodynamics.
We label tetrahedra by the coordinates of their centers on the diamond lattice, see
Figure 2.5. The bipartite diamond lattice allows us to define oriented link variables
Err′ = −Er′r = szi , where the pyrochlore site i is shared by tetrahedra r and r′.
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The sum of Ising spins on a tetrahedron translates into the (lattice version of) the




i = (divE)r = er. This can be interpreted as the
Gauss law for “electric charges”, which are quantized by definition. A tetrahedron
satisfying the ice rule has er = 0. A “one-in-three-out” state and a “three-in-one-
out” state have electron charge +1 and −1 respectively. Because the ground state is
a charge vacuum, electric charges are excitations of the system.
To make the electric field Err′ dynamical, we need its canonical conjugate, the
gauge potential Arr′ . In quantum mechanics, Arr′ acts like a coordinate and Err′
as its momentum. Acting with exp(iArr′) on a quantum state shifts Err′ by a unit,
effectively flipping the spin. The discrete eigenvalues of momentum E suggest that
coordinate Arr′ is cyclic: the wavefunction has periodic boundary conditions, ψ(Arr′ +
2π) = ψ(Arr′), hence the terminology U(1) gauge theory.
Given the gauge field, we can define the magnetic field as its curl and deduce the
existence of “magnetic monopoles” and “photons”, just as in quantum electrodynam-
ics [16, 17].
A fluctuation of one spin flip from the ground state creates two opposite charges
on the neighboring tetrahedra, see Figure 2.5 (a). The charge can then propagate by
flipping another spin to recover the ice rule on the tetrahedron it occupies, as shown in
Figure 2.5. After they are created, electric charges interact weakly (compared to the
energy cost to create them) through the gauge field. Separating them to infinitely far
from each other only costs finite amount of energy, thus a pair of charge excitations
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are not tightly bound to each other. The system is thus said to be in a deconfined
phase [5, 16].
It has been shown that [18, 19] a deconfined U(1) phase does not exist in two
dimensions. In this sense, the three-dimensional pyrochlore antiferromagnets bear
particular interest in the search for quantum spin liquids.
2.3 Heisenberg pyrochlore
antiferromagnet
Now we release the constraints of Ising spins and recover the full spherical sym-
metry of classical spins. With isotropic interactions for all spin components, we have




si · sj, (2.7)
where JH > 0. It is a typical example where the macroscopic degeneracy of the
ground states, as a result of geometric frustration, prevent the system from devel-
oping a magnetic order down to zero temperature. The model describes a three-
dimensional classical spin liquid [10,12,20]. In this section, we present a brief review
of its properties.
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Figure 2.6: A collinear antiferromagnetic state in red arrows and a soft mode in blue
arrows on a closed loop.
2.3.1 Zero modes
We start with a collinear antiferromagnetic state with two pairs of anti-aligned
spins on each tetrahedron, see Figure 2.6. Without loss of generality, we set all spins
along the global z direction. Similar to the Ising case, on each tetrahedra,
H = (JH/2)(s0 + s1 + s2 + s3)
2 + const. (2.8)
on every tetrahedron, this spin state obviously minimizes the exchange Hamiltonian.
Consider small deviations from this ground state, i.e. nonvanishing x and y com-





1− x2i − y2i
)
. (2.9)
Evaluate the exchange Hamiltonian with these spin states, and we get the energy
potential for variables xi and yi, which governs their dynamics by entering the right-
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Figure 2.7: Eigenvalues of the interaction matrix for deviations from the collinear
antiferromagnetic ground state plotted along a high symmetry direction [HH0] in the
momentum space.
hand side of spin precession Equation (1.2). With the potential approximated to
quadratic order, the equation is linear. The solutions are dynamical modes called
linear spin waves, see Section 3.3.
Since x and y components are equivalent and independent, we focus on only one













where j labels nearest neighbors of ri. The Fourier transform gives the interaction
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where c±µν = 2 cos[π(qµ ± qν)/2]. The eigenvalues are





















A plot of them along qx = qy and qz = 0 is given in Figure 2.7.
There are two zero modes at any wavevector q. Deviations (from the ground state
we started with) in the form of the eigenvectors of zero modes cost no energy at the
harmonic level (to the second order in deviations from equilibrium). They exist at
all length scale. For example, in Figure 2.6, we can tilt all spins around the hexagon
loop away from the ground state by the same angle, the total exchange energy does
not change. We simply change the ground state into a different ground state. We can
call the modes mediating the movement inside the ground state manifold tangential
modes. Modes with a nonzero energy cost would then be called transverse as they
take the system out of the ground-state manifold.
At zero temperature, the motion of the x and y modes are trapped at the bottom
of the energy potential. Only the zero modes contribute to the statistical property of
the system. From the corresponding eigenvectors v1 and v2, we can calculate the the
Fourier transform of the spin correlations




The static structure factor S(q) = ∑µν
∑
ab〈sµa(q)sνb (−q)〉 in the a high symmetry
plane in the momentum space is plotted in Figure 2.8. No Bragg peaks are present,
indicating the absence of long-range magnetic order.
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The characteristic features of the static structure factor are the sixfold pinch points
([002], [111], etc.) and the strong angular dependence around them. They can be
captured by the long-range statistic of the ground state, in a coarse-grained model.
2.3.2 Long-range correlation
The existence of a large number of zero modes (two per wavevector) is an indi-
cation of the high frustration of the system. Actually, there is an entire manifold
of ground states of macroscopically high dimensionality. According to the exchange
Hamiltonian Equation (2.8), a spin configuration is a ground state as long as it satisfy










Figure 2.8: Static structure factor of Heisenberg pyrochlore antiferromagnet in the
[HHL] plane.
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the constraint
∑
i∈ si = 0, that the sum of four spins vanishes, on all tetrahedra.
This constraint is similar to the ice rule, but with all three components of the total
spin vanishing separately.
Define three vector fields on the pyrochlore lattice Bµ(ri) = s
µ
i zi, where µ = x, y, z
denotes the spin component and zi is along the local z direction at site ri defined in
Figure 2.4 (a).
We go to a coarse-grained model where Bµ(r) are continuous vector fields that vary
smoothly in space. The ground state constraint implies the divergence-free condition
for the vectors fields ∇ ·Bµ(r) = 0.
Upon coarse-graining, for most ground states, the value of Bµ(r) largely averages
out among the disordered spin states. We thus capture this entropic preference for













where K is the isotropic stiffness constant. It describes the long-wavelength fluctua-
tions of the divergence-free fields Bµ(r).
To perform the integral with true independent variables of the system, we resolve
the constraint by inducing a vector potential Aµ with Bµ = ∇×Aµ. The Coulomb
gauge ∇·A = 0 has the form q ·Aµ = 0 in the momentum space. Therefore, Aµ only
has the two components perpendicular to the wavevector q. The correlation functions
between them can be evaluated from the Gaussian form of the partition function in
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This is the origin of the angular dependence we observe in the static structure factor,
Figure 2.8. At the same time, the correlations do not decay exponentially, as would
be expected in a high-temperature disordered (paramagnetic) phase. They fall off as
a power law [20, 21], which is characteristic of a critical state intermediate between
order and disorder.
2.3.3 Low-energy dynamics
The zero modes govern not only the long-range correlations of the system, but
also the low-energy, or long-time-scale, dynamics. They mediate the motion inside
the continuously connected ground state manifold, which is very different from the
transverse excitations described by spin waves at finite energies. To model the spin
dynamics, we integrate out hard spin waves (which represent fast precession close to a
ground state) to obtain the slow dynamics along the ground-state manifold. This, of
course, cannot be done rigorously since there is no energy gap in the excitations. But
in spirit, this can be done, as Moessner and Chalker have shown in References [22,23].
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The philosophy of our approach can be expressed in a hydrodynamic model—the






It has two important features that make it applicable to a spin system. Firstly, the
model respects certain conservation law. Consider the current of field ϕ driven by the
generalized force δH/δϕ, j ∝ −∇(δH/δϕ). The equation is like the continuity equa-
tion between the density and current. The field ϕ is conserved. Secondly, fluctuations
enter the model in the Gaussian noise ξ.
To construct a spin model, ϕ can be replaced by spin variables and H by an
exchange Hamiltonian, accordingly the spatial differential should be done on a discrete
lattice, etc. We leave the details to Section 3.1. Here we simply point out that
the model inherits these features: angular momentum is conserved (spins cannot be
created or destroyed) and transverse excitations are effectively integrated out, leaving
the dynamics relaxational with decay time τ−1 = γq2.
Since the transverse excitations cost energy, they show up at a finite frequency
that is typically much faster than the decay rate of the ground state, especially at
long wavelength. From the view of the ground state motion, the spin waves are
effectively incoherent and their amplitudes fluctuate randomly, providing a white
noise background [23]. In the presence of random “kicks”, a state relaxing towards
one ground state can be suddenly shifted to a different state and starts to relax to
a different ground state. Thus the finite-frequency spin waves are not totally lost in
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δψδψ
Figure 2.9: A soft mode of excitation on a collinear ground state [23]. Deviations δψ
from the ground state create a total spin ∝ (δψ)2 hence an energy ∝ (δψ)4, vanishing
on the harmonic level
this theory. They are essential in driving the motion between the degenerate ground
states.
2.3.4 Discussion
The existence of the classical spin liquid phase at zero temperature is established
based on the macroscopic degeneracy of the ground states. At finite temperature,
however, the free energy also depends on the entropy, which is weighed by the land-
scape of thermal fluctuations around a ground state. In models such as the Heisenberg
kagome antiferromagnet [25] and the XY pyrochlore antiferromagnet [26,27], thermal
fluctuations favor a few discrete states out of the continuously degenerate ground
state manifold and lead to magnetic order. This phenomenon is called “order-by-
disorder” [28–30]. For the antiferromagnetic Heisenberg model on a pyrochlore lat-
tice, thermal fluctuations favor collinear states because of their extra soft modes (in
addition to fluctuations within the ground state manifold), as shown in Figure 2.9.
But no particular ground states are selected [31], so the system remains a spin liquid.
This has been confirmed by Monte Carlo simulations [22,23].
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Quantum effects, admittedly, open a more intriguing territory. While the ex-
oticness of classical spin liquids lies in the capability of the system to explore an
extensively degenerate ground state manifold, it is possible for quantum spins to en-
ter a single ground state that is a superposition of all these degenerate states and
highly entangled throughout the system [3,7, 32].
Unfortunately, very little is know about the quantum version of the Heisenberg
model on a pyrochlore lattice. The pseudofermion functional renormalization group
method finds a quantum spin liquid phase for this model with spin−1/2 and spin−1,
and shows it is robust against small next-nearest neighbor interactions and breathing
anisotropies [33]. The susceptibility calculation also informs us that the physical
responses are still mostly governed by the ice rule. Quantum Monte Carlo studies
also support the existence of the Coulomb phase for the S=1/2 quantum spin ice in





Positive identification of spin liquids in experiments is challenging because they
are—at least initially were—defined primarily by the lack of magnetic order. Theo-
retical developments of the last two decades have somewhat alleviated this problem:
we now know that many types of quantum spin liquids possess topological order
of specific types. However, probing topological order experimentally is not an easy
task. We thus rely heavily on measurements and understanding of the dynamics of
the system. Experimentally, we have been looking for characteristic signatures in
the excitation spectrum. Excitations in quantum spin liquids can be quite unusual,
including fractionalized [36, 37] quasiparticles such as spinons (electric charges) in
the U(1) spin liquid [16, 38, 39], and Majorana fermions in the Kitaev honeycomb
model [40–42]. The idea is to identify specific signatures of these unusual excitations
in experimental data and to devise a theoretical framework for understanding the
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underlying behavior.
As we have seen in the last two chapters, standard models reveal the precessional
and relaxational dynamics of spin systems. Now we apply these methods to a Hamil-
tonian that describes a real material, study its dynamics and compare the theoretical
models with experimental observations. In this chapter, we discuss dynamical models
with a more general interaction Hamiltonian—Heisenberg pyrochlore antiferromagnet
plus small perturbations.
Small perturbations, such as anisotropic interactions (off-diagonal terms in the
nearest-neighbor interaction matrix (2.4)) and further-neighbor interactions, are likely
to be present in a material realization of the model. On one hand, perturbation
terms can lift the degeneracy of the ground state manifold and induce magnetic
orders. Earlier research has found that anisotropic nearest-neighbor perturbations
lead to antiferromagnetic long-range orders with a tetrahedron as the unit cell [13,
43], and Heisenberg next-nearest-neighbor interactions gives more complicated spiral
states [33,44]. It is still a question whether a single classical long-range ordered ground
state is selected in the presence of both. On the other hand, when the perturbations
are weak and the temperature is finite (but not necessarily higher than the energy
scale of the perturbations), the perturbed model could remain paramagnetic and enter
an approximate spin liquid state, because of the strong frustration.
Going to even lower temperature, the classical model is expected to eventually
develop an order, or freeze into a disordered configuration. But when the spins are
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small (S = 1/2 or 1), quantum fluctuations become important. Similar to the effect of
thermal fluctuations, quantum fluctuations may prefer an ordered state, through the
mechanism known as quantum “order by disorder” [30, 45, 46]. Or they may lead to
an exotic quantum spin liquid state that cannot be described by any classical order.
The fate of the system is again mysterious.
This is the situation we find ourselves in. In this chapter, we present three com-
plementary theoretical methods for the perturbed Heisenberg pyrochlore antiferro-
magnet at low temperatures and in the paramagnetic phase. We also aim to clarify
the essence of each method, and how they are related to each other. The combination
of these methods allows us to piece together a physical picture for the spin dynamics
of realistic pyrochlore antiferromagnets exemplified by NaCaNi2F7.
These methods are adapted from References [47–51] and some have been developed
in collaboration with Hitesh J. Changlani, Kemp W. Plumb, Oleg Tchernyshyov, and
Roderich Moessner [52].
3.1 Stochastic large-n model
The term “large-n” refers to the spherical O(n) model for a spin with n → ∞
components [53]. In this model, we self-consistently fix the length of spins and the
spherical approximation makes the condition easier to work with—it is in a Gaussian
form. Therefore this model is also called self-consistent Gaussian approximation
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(SCGA) [54].
As we pointed out in Section 2.3.3, the stochastic model describes the low-energy
motion within or near the ground state manifold. We consider the spin configura-
tion drifts under a generalized force, while white a noise with Gaussian distribution









+ ξµi (t), (3.1)
where γ is a dynamical parameter like a diffusion constant. ∆ij = Aij − zδij is the
lattice laplacian, where Aij takes value 1 for nearest neighbors and 0 for others, and
z is the coordination number.
We soften the physical spins, only fixing the global spin with n = 3N , or the



















where β = 1/kBT and λ is the Lagrange multiplier enforcing a fixed spin length. Its
value is solved self-consistently as follows.
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where Nc is the number of up- or down- tetrahedra, Nc = N/4. The lattice Laplacian
∆ij and the interaction matrix J
µν
ij transform accordingly into the momentum space,
becoming ∆(q) and J(q) respectively. The four sublattices and three spin components
make {s̃µa(q)} 12 variable. We define two 12× 12 matrices




where I3 is the 3× 3 identity matrix and ⊗ is the direct product operation.












where ερ(q) is the eigenvalues of J(q), and q is summed over the first Brillouin zone
of the fcc lattice.
The noise variables follow the independent Gaussian distribution
〈ξµi (t)〉 = 0,






where the amplitude of the correlation is determined by the fluctuation-dissipation
theorem, see Section 3.1.2.
3.1.1 Structure factors
There are several forms of the structure factor. Inelastic neutron scattering di-
rectly measures the dynamical structure factor, which is of our primary interest. It
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is the Fourier transform of the spin correlation function into energy/frequency and
momentum/wavevector space:






dt e−iq·(ri−rj)+iωt〈sµi (t)sνj (0)〉. (3.8)
It can be derived analytically from the stochastic model.
The Fourier transform takes the equation of motion (3.1) to an algebraic equation












S̃(q, ω) = G(q, ω) ξ̃(q, ω), (3.9)
where the Green’s function is
G−1(q, ω) = −iωI12 + γPQ, (3.10)
and ξ(q, ω) is the Fourier transform of the white noise.
Because P and Q are real and symmetric, Q is positive definite and P is semi-
positive definite, there exists a similarity transformation under matrix V to obtain a
diagonal matrix Λ with real and non-negative entries (generally PQ 6= QP ),
QP = V ΛV −1. (3.11)
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The dynamical structure factor (3.8) thus evaluates to be







where κµ = (1, 1, 1, 1) ⊗ eµ, eµ = x,y, z. In Figure 3.1, we plot the result in a
high symmetry plane in the momentum space for the nearest-neighbor Heisenberg
interaction we discussed in last chapter. As the energy goes higher, the intensity
decays in a Lorentzian form (3.12), indicating diffusive spin dynamics.
Figure 3.1: Spin diffusion in the Heisenberg pyrochlore antiferromagnet. The dynam-
ical structure factor at T = 0.05JH is plotted in the energy-momentum space for a
cut along [HHH] as shown in Fig, 2.8.
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where the matrix Q is defined in Equation (3.5).
This is also how the static structure factor is calculated from inelastic neutron
scattering data, by integrating the dynamical structure factor over energy up to the
highest energy with appreciable intensities.
Theoretically, the same result can come directly from the Gaussian statistics of
the spin variables (3.3). In spite of the approximation, the result can quite exactly
describe the instantaneous correlation in the system, especially when we are working
at a temperature that is low yet not low enough for the magnetic order to develop.
Since the classical model tends to order at a sufficiently low temperature, our method
breaks down at a theoretical “critical temperature”, below which it is no longer ap-
plicable. This hypothetical critical temperature kBTc = βc can be determined by a
finite size scaling effect. We refer to Appendix B for details.
The static structure calculated in this way can be directly compared with Monte
Carlo simulations, see Section 4.2.
Also, the correlation works well for all length scales. The static structure fac-
tor (3.15) peaks at some wavevectors q, reflecting the tendency of the system to
order at those wavevectors, where the excitations are likely to condense first. This
indicates stronger short-range correlations are developing upon cooling, although no
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long-range magnetic orders are guaranteed to form. Thus, the model tells us more
than the long-range hydrodynamical features it targets at.






This result can be compared with molecular dynamics simulations at long time scales
to determine the dynamical parameter γ, for example, see Figure 3.2.
















Figure 3.2: The time-dependent dynamical structure factor from the molecular dy-
namics (dots) and stochastic model (lines) along a momentum path. The calculation
is done for NaCaNi2F7 to fit the dynamical parameter γ in the stochastic model,
where γ=0.165.
3.1.2 Fluctuation-dissipation theorem
The fluctuation dissipation theorem relates the correlation function of a physical
variable to the imaginary part of the response function of the same variable. The
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former quantifies thermal fluctuations, and the latter is proportional to the rate at
which energy is dissipated as heat. The classical fluctuation-dissipation theorem













and it relates the linear response of spins to a magnetic field in the stochastic
model (3.1),
Imχρσ = γ [(ImG)P ]ρσ . (3.18)
Comparing the two we can conclude that the exact form of white noise correla-
tions (3.7) is required.
3.1.3 Fokker-Planck equation
In this section, we derive the Fokker-Planck equation for our stochastic model (3.1)
on a discrete lattice, following the Kramers-Moyal expansion [51].
Given an initial spin configuration {(sρ` )0} at t0, we consider the conditional prob-
ability distribution
p({sρ`}, t | {(sρ` )0}, t0) =
〈∏
`,ρ




The stochastic equation (3.1) gives the configuration after evolving sµi (t) by δt,
sµi (t+ δt) = s
µ
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Up to first order in δt, we expand
〈∏
`,ρ

























δ [sρ` − sρ` (t)] ,
(3.21)











We now have the Fokker-Planck equation for the Cahn-Hilliard model on a discrete























The probability distribution stops evolving when




where Z is the partition fucntion.
The results can be easily generalized to study the relaxation of nematic or phononic
systems. For a general continuum formalism and its applications, see References [55,
56].
We can also generalize these equations from classical to quantum, non-commuting
variables. In the semi-classical viewpoint, we should consider the Poisson brackets
between spin operators.
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3.2 Molecular Dynamics
The full dynamics of interacting classical spins can be simulated by integrating
the Landau-Lifshitz equation (1.2), which describes the precessional motion of spins.
Following References [22, 23, 47], an initial configuration (IC) of spins can be ob-
tained by a Monte Carlo (MC) run from the Boltzmann distribution exp(−βH) at
finite temperature; and then evolved deterministically.
The averaged time-dependent spin correlation functions in real space are











where Ns is the number of MC samples. Averaging over many initial configuration
samples is necessary because the precessional model preserves the total energy of the
system. The spin configuration evolves along an equipotential surface, exploring only
a very limited part of the classical phase space.
To compute dynamical structure factor, we perform the discrete Fourier transform












Sµν(q, ω) = Ts
2π
〈s̃µ(q, ω)s̃ν(−q,−ω)〉, (3.27)
For an adequately fine time resolution and long evolution time, the integration
∫∞
0
(dω/π)Sµν(q, ω) should be roughly equal to the static spin correlations Sµν(q) of
the initial spin configuration.
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3.3 Linear spin wave theory
For a disordered state, the dispersion is not well-defined any more, but the pre-
cessional dynamics persists as long as there are transverse fluctuations, and can be
profiled in the dynamical spin correlations [1, 54,57].
A typical application of linear spin wave theory begins with the determination of
a classical ground state. The simplest ground states have a small unit cell, such as
a single tetrahedron in the pyrochlore lattice, which repeats periodically in space, so
spin waves have a well-defined wavenumber. The Hamiltonian in momentum space is
in a block diagonal form with no interaction between different wavecectors q. There
are only a few eigenmodes, which have sharp dispersions. However, the situation is
markedly different for ground states that lack magnetic order or have very large unit
cells.
This latter situation is typical for the classical Heisenberg model on the pyrochlore
lattice. It has an enormous number of ground states which satisfy the condition
∑
i∈ si = 0, and most of them are inhomogeneous. (Small anisotropic and further-
neighbor interactions lift this degeneracy, but can still allow many low-energy min-
ima.) For a large but finite lattice, we can use a Monte Carlo run or simulated
annealing to generate a random ground state and then perform linear spin wave the-
ory in real space directly using the formalism given in the following sections. Previous
work on this can be found in Reference [57, 58].
In this section, we discuss linear spin wave theory from both classical and quantum
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perspectives.
3.3.1 Classical approach
We begin with a classical ground state (or generally a local minimum of energy),
so that every spin si is in a state of equilibrium. It is convenient to define a local
frame with three mutually orthogonal unit vectors ui, vi, and wi, where ui = si/S
points along the equilibrium direction. Small deviations of si from its equilibrium
position can be parametrized in terms of two coordinates xi and yi as follows:
si =
√














S(xivi + yiwi). (3.28)















where U is the potential energy for xi and yi from plugging the spin expression into
the Hamiltonian. The kinetic term expresses the Berry phase in the spin action to
the lowest order in transverse fluctuations x and y. Upon expanding it to the second










where H is a symmetric matrix, Γ is a skew-symmetric matrix and z is a column
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where cα is the amplitude, reduces this problem to an algebraic equation for normal
modes ψα,
(iωαΓ +H)ψα = 0. (3.34)
Its solutions have the following properties: the eigenvalues come in pairs of real
numbers ω−α =−ωα; twin eigenvectors satisfy the relation ψ†−αΓψ−α =−ψ†αΓψα; we
thus choose the orthonormalization
ψ†β(−iΓ)ψα = sgn(ωα)δαβ. (3.35)
As a result,
ψ†βHψα = sgn(ωα)ωαδαβ = |ωα|δαβ. (3.36)
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where k, l= 1, . . . , 2N . Denote ψiα ≡ ([ψα]2i, [ψα]2i+1)T and ηµi ≡ (vµi , wµi ), The spin


















δ(ω − ωα). (3.39)
3.3.2 Quantum statistics
In the quantum approach, the dynamical structure factor can be computed as the








dt e−iq·(ri−rj)+iωt(−i)〈[sµi (t), sνj (0)]〉. (3.40)
In the low temperature limit, βω  0
Sµνquantum(q, ω) = lim
T→0
(1− e−βω)−1ImGµν+ = ImGµν+ . (3.41)
To evaluate the functional average over the ensemble, we take t → −iτ in (3.30)
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We diagonalize the action in the partition function (3.42) by decomposing ζn into









Replacing iωn by ω + i0







ω − ωα + i0+
sgn(ωα). (3.45)
















∗ δ(ω − ωα)sgn(ωα), (3.46)
with the same notation as in (3.39).
Comparing Equations (3.39) and (3.46), we arrive at a relation between the finite
temperature classical calculation and the zero temperature quantum calculation for
spin correlations under the linear spin wave framework,
βωSµνclassical(q, ω) = Sµνquantum(q, ω), (3.47)
which is applicable at low temperature and positive energy transfer (βω  1).
3.3.3 Real space and momentum space calculation
For a ground state with translational symmetry, the potential energy U can be
block diagonalized in momentum space. The Fourier transformation is done on each
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For convenience, we rearrange the 2N -vector z to group the variables of the same
unit cell,
z′ = Rz
= (x1,0, . . . , x1,Ns−1, y1,0, . . . , y1,Ns−1, . . . , xNc,0, . . . , xNc,Ns−1, yNc,0, . . . yNc,Ns−1)
T
(3.49)
where Ns is the number of sublattices, NsNc = N , and R is an elementary matrix.














H̃ = WRHR−1W †. (3.51)
We end up with the same generalized eigenproblem in each block
(iωl,α′Γ̃ + H̃l)ψ̃l,α′ = 0, (3.52)
where l = 1, . . . , Nc and α









ll = Γ̃. (3.53)
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where rl′,a+Ns = rl′,a. This keeps the consistency of the normalization of both sets
of eigenvectors. In the expression for the dynamical structure factor in real space,



















δ(ω − ωα′(q)) sgn(ωα′)
(3.55)
where η̃ = (vµ1 , . . . , v
µ
Ns
, wµ1 , . . . , w
µ
Ns
). The summation is done for all sublattices hence
the 1/Ns factor in front. This is consistent with the result in Reference [49].
For a uniform ground state, we expect to see sharp dispersions, while the broad-
ening on the order of J indicates an inhomogeneous ground state.
3.4 Discussion
We now summarize the individual features of the three methods and point out
the relations between them. This will be important later, when we compare our
theoretical models with experimental results.
The stochastic model of Section 3.1 captures the slow relaxational dynamics of
classical spins at low-energy, long-time scale. It represents the spin diffusion driven
by thermal fluctuations and reflects the spin dynamics with the lowest energies.
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Molecular dynamics cover both the short-time and long-time motion of a classical
spin system. It describes the spin precession under local exchange field. For temper-
atures higher or comparable with the energy barriers between energy minima, it is
possible for the system to explore the landscape around many different ground states
during the evolution. It also contains information about anharmonic excitations and
interactions between spin wave modes, in the form of relaxation of the spin config-
uration. The long-time limit results are more likely to be consistent with the the
stochastic model, when all or most of the ground states are accessible by the initial
configuration.
The linear spin wave theory describes harmonic excitations (small-amplitude spin
waves) of finite frequency in the vicinity of a specific ground state. The zero modes,
connecting degenerate ground states, are not considered. The structure factors from
the classical spin wave method can be compared with molecular dynamics at finite
frequencies.
For classical spins, excitations are excited through thermal fluctuations. At low
temperature, the intensity of dynamical correlations is suppressed according to the
Boltzmann factor. Yet similar spin waves from quantum fluctuations have nonva-
nishing contributions to the dynamical correlations. This is taken into account by
the quantum-classical correspondence relation (3.47). Thus, the result from classical
molecular dynamics simulations at finite temperature, after a rescaling by βω, can be
compared with the quantum linear spin wave theory at zero temperature.
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Finally, we emphasize that none of our theoretical approaches relies on the exis-
tence of long-range orders or coherent excitations.
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Spin dynamics of NaCaNi2F7
We now turn to the application of theoretical modelings to understand the spin
dynamics in a real and interesting magnetic material—a three-dimensional quantum
spin liquid candidate NaCaNi2F7.
Firstly, the pyrochlore compound NaCaNi2F7 is an almost ideal realization of the
spin-1 antiferromagnetic Heisenberg model on a pyrochlore lattice. It is well described
by a weakly perturbed nearest-neighbour Heisenberg Hamiltonian [59].
It has been extremely challenging to synthesize materials that realize the py-
rochlore Heisenberg model. The closest realizations of a Heisenberg antiferromagnet
on a pyrochlore lattice are found in the cubic spinels [60–65]. Many of these materials
exhibit significant exchange interactions extending to the second and third nearest
neighbours, which suppress pinch points (features in long-range correlations discussed
in Section 2.3) and favors cluster states of spins [48]. Often, magneto-structural tran-
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sitions [66] lead to broken-symmetry phases that supplant the possible spin liquid
states at low temperature. NaCaNi2F7 comes as a rare example that is very close
to the pyrochlore Heisenberg model and is not impacted by a magneto-structural
transition.
Secondly, our understanding of low-spin Heisenberg quantum spin liquids in three
dimensions is very limited as they are often beyond the scope of exact or controlled
approximate theoretical schemes. While there is much activity and progress in explor-
ing quantum spin ice [16,38,67], which is amenable to quantum Monte Carlo (QMC)
simulations [39, 68], less is understood about the quantum limit of the antiferromag-
netic Heisenberg model. There is theoretical evidence that pinch point correlations
survive and a quantum spin liquid phase exists [33, 34, 45, 69], but the specific char-
acter of the ground state and of the magnetic excitations is unknown. Experiments
on NaCaNi2F7 are therefore an indispensable guide for our understanding of these
magnets [70].
Thirdly, as we shall see in this chapter, the success of applying relatively simple
methods (those we introduced in Chapter 3) to explain the dynamics of NaCaNi2F7
is as striking as it is encouraging. Our results have broader implications about the
nature of quantum spin liquid dynamics, which may be applicable to other yet unex-
plored systems and models in this class.
The content of this chapter is arranged as follows. We first review the properties
of the pyrochlore compound NaCaNi2F7. We then determine its spin Hamiltonian
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and study the dynamical structure factor by three approaches—molecular dynamics
(MD) simulations, the stochastic large-n (SLN) model and the linear spin wave theory
(LSWT). We show that they reproduce remarkably well the momentum dependence of
the experimental inelastic neutron scattering intensity as well as its energy dependence
with the exception of the lowest energies.
We discuss two surprising aspects—the complete lack of sharp quasiparticle exci-
tations in momentum space and the success of the linear spin wave theory in a regime
where it would be expected to fail. The discussion leads to a natural physical picture
of the spin dynamics in NaCaNi2F7. We end the chapter by discussing the roles of
disorder and quantum effect in this system.
The work in this chapter is published in References [52, 59], in collaboration
with Kemp W. Plumb, Hitesh J. Changlani, Allen Scheie, Jason W. Krizan, Jose
A. Rodriguez-Rivera, Yiming Qiu, Barry Winn, Robert J. Cava, Collin L. Broholm,
Oleg Tchernyshyov, and Roderich Moessner.
4.1 Experimental results
NaCaNi2F7 is one member of a family of recently discovered transition metal
pyrochlore fluorides [71–73]. It has a structure of two interpenetrating lattices of
corner-sharing tetrahedra. The magnetic Ni2+ ions resides on one pyrochlore lattice
and an equal mixture of Na1+ and Ca2+ ions on the other to ensure overall charge
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neutrality. Diffraction measurements probing the average crystal structure indicate
that Na1+ and Ca2+ are uniformly and randomly distributed on equivalent lattice
sites.
Magnetic susceptibility measurements show Curie-Weiss behavior with the Curie-
Weiss temperature of θCW = 129(1) K [72], from which we infer the strength of the
dominating nearest-neighbor exchange ∼ 3 meV. The effective magnetic moment is
3.6(1) µB, which is consistent with S = 1 spins of Ni
2+ ions [72]. Magnetic suscep-
tibility measurements also show a spin-glass like freezing transition at Tf = 3.6 K.
This may be explained by the charge disorder or the random strains of the Na1+ and
Ca2+ distribution. For the Heisenberg pyrochlore antiferromagnet, a weak disorder in
the magnetic exchange interactions leads to a spin glass transition at a temperature
determined by the strength of disorder [74]. We can therefore estimate the disorder
strength from the freezing temperature, with S = 1, δJ =
√
3/8kBTf = 0.19 meV,
which is much smaller than the dominating exchange.
The magnetic specific heat Cm(T ) reveals three temperature regimes of mag-
netism in NaCaNi2F7, see Figure 4.1(a). For T > 18 K, the specific heat follows
what is expected from the classical spin liquid phase of the Heisenberg pyrochlore
antiferromagnet [59]. Classical Monte Carlo simulation of the Heisenberg model ex-
cellently accounts for the data. In the second regime, where T is comparable with the
dominant exchanges, Cm(T ) falls below the classical Heisenberg model. The broad
maximum around 18 K indicates a crossover from classical to quantum spin liquid
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Figure 4.1: (a) Magnetic specific heat. Dashed line is from the classical Monte Carlo
simulation. Light shading indicates the classical to quantum crossover regime. The
inset shows the low temperature region. The solid line is a fit to Cm(T ) = AT
α, with
A = 0.07(1) and α = 2.2(1). (b) Magnetic entropy obtained by integration of C/T
with a 0.176kB/spin residual entropy.
state. Finally, for T < Tf = 3.6 K, a discontinuity in dCm(T )/dT (see inset of Fig-
ure 4.1(a)) indicates spin freezing [72]. Figure 4.1(b) shows the magnetic entropy
recovered between 100 mK and 150 K that saturates at 84% of the total NkB ln 3.
The residual entropy at 100 mK can be interpreted as the result of broken ergodicity
because of the spin freezing. Specifically, A metastable spin configuration could be
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kinetically arrested by the disorder potential so the material no longer explores all
states of a given energy. Correspondingly we expect spin correlations for the energy
range E < kBTf ∼ 0.3 meV to reflect a disorder dominated regime. No long-range
magnetic order is found down to 0.35 K.
Despite the spin freezing transition, quantum fluctuations dominate the system in
the low temperature limit [59, 75]. In neutron scattering, by comparing the spectral
weight for elastic (E < 0.7 meV) and inelastic scattering (0.7 < E < 14 meV) we
find around 90% of the magnetic scattering is inelastic at T = 1.8 K, which greatly
exceeds the S/(S + 1) = 50% mark for a semi-classical ground state for spin-1 Ni2+
ions. This is a direct evidence that quantum fluctuations dominate the dynamics of
this spin system. Integrating the dynamic structure factor S(q, ω) over momentum
and energy, including the elastic diffuse magnetic scattering, yields a total spectral
weight consistent with the 3.7µB effective magnetic moment extracted from the high
temperature magnetic susceptibility data [72].
No energy gap has been detected in the inelastic scattering spectrum. An upper
bound for the gap is set by the resolution of the measurement 0.17 meV. The magnetic
excitations form a continuum of inelastic scattering over an energy bandwidth of
roughly 12.5 meV, with low energy pinch points and finite energy maxima (of the
order of the Heisenberg exchange). For more on the dynamical structure factor, see
Section 4.4.
These results demonstrate that disorder can act to only freeze the lowest energy
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magnetic degrees of freedom; at higher energies, a magnetic excitation continuum
characteristic of fractionalized excitations persists.
4.2 Spin Hamiltonian
We determine the Hamiltonian by fitting the static structure factor Sµν(q). For
a given spin Hamiltonian in the paramagnetic state at a finite temperature, the
static structure factor can be calculated by the stochastic large-n model as in Equa-
tion (3.15). To compare with neutron cross section, we convert the static structure
factor to the intensity













where r0 = 0.539 × 1012 cm is the magnetic scattering length, f(q) is the magnetic
form factor for Ni2+ [76], and g is the isotropic g-factor.
Experimentally, the static structure factor is obtained by integrating the magnetic
neutron scattering intensity over the energy range 0 < E < 14 meV at T = 1.8(2) K.
Detailed information is provided by polarized neutron scattering. Vertical field
polarized neutron measurements have the non-spin-flip (NSF) channel, which mea-
sures components of the dynamic spin correlation function that are perpendicular
to the horizontal scattering plane, and spin-flip channel (SF), which measures the
component of the dynamics spin correlation function polarized within the scattering
plane and perpendicular to momentum transfer.
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Without further analysis, the similarity of SF and NSF magnetic neutron intensi-
ties in Figure 4.2(a) indicates a near spin-space isotropic system. Weak anisotropic in-
teractions are revealed by two features of the polarized intensity. First, the SF scatter-
ing exhibits a pronounced asymmetry of the lobes of intensity around (±0.6,±0.6, 2)
positions. Second, the NSF intensity is diminished around the (0, 0, 2) pinch point
positions.










Figure 4.2: Static structure factor from (a) integrating the (symmetrized) inelastic
neutron scattering data over energy, (b) SLN calculation with the best fit of exchange
parameters, and (c) Monte Carlo simulations with the same parameters.
We allow five free exchange parameters in the fit—all four parameters in the full
symmetry allowed nearest-neighbour bilinear exchange Hamiltonian and an isotropic
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Figure 4.3: Nearest-neighbor and next-nearest neighbor interactions. In the fitting
for NaCaNi2F7, JNNN is isotropic and J01 between different global spin components
is expressed in Equation (2.4).
next-nearest neighbor (denoted by double angle brackets) interactions. The Hamil-




















in the global frame for spins, where the matrix J01, for example, is given in Equa-
tion (2.4). As a starting point, we begin with the estimation provided by the Curie-
Weiss temperature, which is compatible with isotropic Heisenberg exchange of 3 meV
between nearest neighbors. We find the best global fit of the measured static structure
factor in SLN for the exchange parameters: J1 = J2 = 3.2(1) meV, J3 = 0.019(3) meV
J4 = 0.070(4) meV and JNNN = 0.025(5) meV. The resulting calculated neutron in-
tensity is shown in Figure 4.2(b). We find that the model agrees exceptionally well
with the experiment, reproducing the above-mentioned details in the polarized data.
Classical Monte Carlo simulations provide a further check. By using the deter-
mined exchange parameters as input into Monte Carlo simulations, the static struc-
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ture factor is calculated for typical spin configuration samples. The results are shown
in Figure 4.2, in comparison with the measured static structure factor and that cal-
culated from SCGA.
We conclude that the spin Hamiltonian for NaCaNi2F7 closely approximates the
S = 1 Heisenberg antiferromagnet on the pyrochlore lattice, perturbed only at the
percent level by nearest-neighbor exchange anisotropies, next-nearest neighbour in-
teractions, and exchange disorder.
Although SLN predicts that small perturbations in the classical Heisenberg model
result in a magnetically ordered state, Monte Carlo simulations for the anisotropic
Hamiltonian relevant to NaCaNi2F7 (without exchange disorder) find no magnetic
order above T = 0.5 K. In addition, these perturbations are significantly smaller than
the strength of the exchange disorder. So, even if the disorder free Hamiltonian for
NaCaNi2F7 ultimately has long range magnetic order, it is preempted by spin freezing
from exchange disorder.
4.3 Disordered ground state
To get a sense of the ground state of NaCaNi2F7 considering the nearly ideal
Heisenberg exchange Hamiltonian and the frozen magnetism, we run Monte Carlo
simulations to find the energy minima. We find the energy-optimized spin con-
figurations for the bond-disordered Heisenberg Hamiltonian with small anisotropic
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exchanges relevant to NaCaNi2F7 mostly satisfy the condition
∑
i∈ si = 0.










(s0 · s3 + s1 · s2 − s0 · s1 − s2 · s3),
(4.3)
provides an economical characterization of the particular spin configuration inside the
∑
i∈ si = 0 manifold [66, 77,78].
The statistical distribution extracted from Monte Carlo simulations are shown in
Figure 4.4, where possible values span an equilateral triangle in the (f1, f2) plane.
Coplanar states with pairs of antiparallel spins lie along the edges and collinear spin
configurations are at the vertices. The classical Heisenberg (only) model with weak
Figure 4.4: Histogram of the bond order parameter (f1, f2) from classical Monte
Carlo simulations for Heisenberg and exchange model relevant to NaCaNi2F7 includ-
ing exchange disorder. Extremal spin configurations corresponding to collinear spin
arrangements are shown.
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bond disorder is glassy [73] and exhibits a tendency to form locally collinear states [79].
Relatively, the probability density is enhanced along the boundaries and away from
the corners in NaCaNi2F7. This indicates a tendency to form configurations of pair-
wise collinear spins when the small anisotropic interactions specific to NaCaNi2F7 are
added, while all of the
∑
i∈ si = 0 manifold is accessible for the ground state.
4.4 Dynamical structure factor









with the three methods introduced in Chapter 3: firstly, molecular dynamics (MD)
simulations of the pyrochlore magnet [22], where the classical Landau-Lifshitz equa-
tions of motion for the spins are integrated numerically and averaged over initial
conditions obtained from Monte Carlo simulations at temperature T = 1.8 K; sec-
ondly, linear spin-wave theory (LSWT) to describe spin dynamics near a low-energy
state with a similar averaging over initial conditions; thirdly, a self-consistent Gaus-
sian approximation adapted to frustrated magnets [80] and extended into a stochastic
model [47], which we refer to as stochastic large-n (SLN). For definitions of Sµν(q, ω)
in different methods, see Equations (3.8) and (3.41).
We rescale the two “classical” approaches MD and SLN by a factor ω/(kBT ),
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which crudely reproduces the effects of quantum fluctuations at low temperatures.
The comparison between the experimental data and the dynamical structure factor
calculated from the three theoretical methods is shown from different view angles in
the following figures.
Figure 4.5 displays momentum dependence of the dynamical structure factor
through a series of constant energy transfer slices in the [HHL] and [H0L] planes.
At low energies, a bow-tie pattern with pinch points characteristic of a U(1) spin
liquid are clearly visible. Their presence implies that each tetrahedron has vanishing
total magnetization [20,81]. From the quantum-mechanical perspective, however, ad-
jacent tetrahedra cannot both be in S = 0 states, as their total spin operators do not
commute. Therefore, while for the classical theories, the pinch points sharpen as
√
T
when T is lowered [82], for S = 1/2 they were found to be quite smeared out [83],
becoming sharper as S increases. For S = 1, a prediction for the full-width at half
maximum of the pinch point in the static correlations at [002] of δqFWHMPP = 4π/3 [33]
is comparable to the value ≈ π extracted form the low-T experimental data.
At higher energies, the overall intensity distribution changes little at first, but
whatever sharp features present at low energies are washed out. The intensity mini-
mum in the scattering rhombus around [202] is slowly filled in and the pinch points
broaden. At higher energies, phonons pollute the experimental signal at large q, but
a rearrangement of the weight is still discernible, especially in the [HHL]-plane data.
The momenta around the pinch-point develop prominent pairs of “half-moons” at 8
69

































































































































































































































































































































































































































































































































CHAPTER 4. SPIN DYNAMICS OF NCNF
meV, a dispersing complement to the pinch points [84, 85]. This feature is present













































dΩdω & Scalc(q, ω) (/meV/Ni)
Figure 4.6: Energy dependence of dynamical structure factor along momentum cuts
[22L] and [HH2]. Neutron scattering intensity is in absolute units.
We next turn to the energy dependence of the data, Fig. 4.6, along two momentum
paths [22L] and [HH2]. The general shapes of experiment and MD and LSWT are
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very similar—a broad signal with a vertical appearance reminiscent of a fountain.
SLN fails to capture the high-energy structure, which can therefore be ascribed to
the precessional spin dynamics not captured by this method; otherwise, the theory
plots are consistent.
We supplement the color plots by a quantitative comparison of the dynamical
























































































Figure 4.7: Line cuts of dynamical structure factor and quantitative comparison
between experiment and MD/LSWT. (a) Energy-dependence at q = [220], [221
2
]
and [221]. Log scale is used for the y-axis to include the quasi-elastic signals. (b)
Momentum dependence along [22L] at ω= 2,4,6 and 8meV. The neutron scattering
intensity Iexp(q, ω) is background subtracted. See text for normalization of data.
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structure factor between the experiment and MD and LSWT calculation, see Fig-
ure 4.7. For comparison, all data are normalized as follows. For the neutron data,
background contributions from incoherent nuclear scattering and scattering from
the sample environment are subtracted and the intensity is normalized by the to-
tal spectral weight
∫
dωd3q Iexp(q, ω). MD (solid lines) and LSWT (dashed lines)
data Scalc(q, ω) are divided by (2/3)S(S + 1), assuming isotropic magnetic moment.
In the constant energy cuts, the dynamic structure factor is peaked at finite energy
transfers and very broad (in the order of J1) dispersive ridges are observed.
The largest disagreement between theory and experiment occurs at low frequen-
cies, especially around [220]. Near 1 meV, there exists a large suppression of the
inelastic neutron scattering intensity compared with theoretical calculations. A large
increase of the experimental signal below 1 meV is not reflected in theory either.
To conclude, our three complementary theoretical approaches reproduce well the
dynamical structure factor S(q, ω) from inelastic neutron scattering for all momenta
q and for a broad range of energies ω; the quality of the agreement differs between
methods at the highest energies. At low energies, we find the well-known pinch-point
motifs; at intermediate energies, characteristic structures complementary to the pinch
points appear [84,85]. Overall, the main disagreement between experiment and theory
appears at the lowest energies.
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4.5 Spin dynamics of NaCaNi2F7
To get an understanding of the spin dynamics of NaCaNi2F7, we try to address
the remarkable agreement between theory and experiment (with the exception of the
lowest energies), as well as the agreement between the two methods MD and LSWT.
The latter is quite unexpected, for several reasons. First, the absence of a state with
long-range order around which to perturb, the existence of which would have guar-
anteed a Goldstone mode as a long-lived magnon excitation. Other models without
long-range order, such as the S = 1/2 and 1 Heisenberg chains, show a breakdown of
LSWT, as their respective low-energy descriptions involve not the gapless magnons
but either fractionalized S = 1/2 spinons or Haldane’s gap. Second, one might expect
considerable quantum renormalization effects from the small spin length S = 1, all
the more so since the classical local exchange field is reduced as a result of geometric
frustration. Third, a finite fraction of the spin-wave modes live at or near zero energy
in LSWT, which implies the onset of the many-particle continuum already at the
bottom of the single-particle spectrum. Above this onset, spin waves are expected to
show damping [86].
Here, LSWT actually finds another route to work: it is not a theory of universal
low-energy hydrodynamic excitations, but of the statistically typical behavior at short
time (high energies) scales, which fails at long times (low energies), thus in the end
conforming to at least a subset of the above expectations.
To see this, think of the (near-)zero frequency modes as responsible for “slow” mo-
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Figure 4.8: Real space linear spin wave theory results for different numbers of Monte
Carlo samples Ns with L=8 (b).
tion between (near-)degenerate ground states, and of “fast” oscillatory spin waves—
with finite frequency and scattering rates—around these as driving this motion [22,
23, 47]. Statistically, the spectra of these fast oscillations appear not to change as
the slow modes evolve, making the broad finite-frequency spectra we consider here
effectively time-independent. Indeed, we do find self-averaging in practice as only a
few configurations are needed to obtain smooth spectra for large system sizes, see
Figure 4.8. This is consistent with weak disorder in the dynamical matrix, since they
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occur mainly in off-diagonal terms, with the diagonal exchange field nearly uniform.
As expected for weak disorder in three dimensions, spin waves away from the band
edges are delocalized. We diagnose this by the scaling of their inverse participation
ratio (IPR).
In analogy to the density distribution ρe(r) = |ψe(r)|2 of a given electron wave-
function, which is normalized
∫
d3r ρe(r) = 1, we consider the normalization (3.35)











 and ψiα ≡ ([ψα]2i, [ψα]2i+1)T , corresponding to the two trans-





For a delocalized mode, we expect IPR(ωα) ∼ O(1/N) while for a localized mode
IPR(ωα) ∼ O(1). Fig. 4.9 shows the IPR multiplied by the number of sites, i.e.
N × IPR(ω). The collapse of the values for different lattice sizes (except perhaps at
the edges of the spectrum, especially the upper edge) indicates a delocalized character
of spin wave modes for a wide energy energy range.
The statistical behavior of the spin waves also explains why spin-wave scattering
does not invalidate the picture. Normally magnons have a well-defined momentum
and energy, so a measurement of the dynamical structure factor S(q, ω) produces
sharp features. In a disordered state, spin waves can have a well-defined energy but
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not momentum, so LSWT predicts a broad continuum of S(q, ω) at a given ω. Any
further broadening of an individual mode due to its finite lifetime is small in temper-
ature T , and therefore parametrically smaller than the largely T -independent total
bandwidth. Thus, unlike in the case of an initially sharp mode, lifetime broadening
is insignificant.
In the low-T limit, zero modes have no dynamics in LSWT (their frequency is
zero). Motion along the ground-state manifold is thus frozen out and LSWT fails
to capture their motion arising from scattering off high-energy excitations, which
is present in MD and SLN theories. It is thus clear that our comparison is not
particularly sensitive to the details of the low-frequency physics.
The analysis above leads to a physical picture for the spin dynamics of NaCaNi2F7.
There are many degenerate or nearly degenerate ground states with similar excitation
spectrum, which can be described by delocalized spin waves at finite frequencies. They
















Figure 4.9: Inverse participation ratio (IPR) of the normalized real-space spin wave
modes ψ(r, ω) as a function of frequency for different system sizes. The modes are
delocalized everywhere except for possibly at the edges of the spectrum.
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interact with the soft modes and mediate the exploration of the system among all the
degenerate ground states.
4.6 Discussion
Typically, the universal low-energy features of spin liquid ground states are topo-
logical in nature and as such invisible to experimental probes that couple to local
correlations [6]. Indeed, it has been a common recent theme in quantum magnets
that the structure factor away from low energies is most instructive. While this part
of the spectrum is not universal, and may not contain enough information to pin down
the nature of the quantum spin liquid unambiguously, it permits simple modeling and
detailed comparison with experiments (e.g., of deconfined spinons for weakly coupled
Heisenberg chains [87]).
Furthermore, the presence of disorder and freezing [75, 88] likely renders the low-
energy features fragile, thus requiring additional modeling [89].
More generally, further small terms in the Hamiltonian, potentially missed by
our fitting procedure, may redistribute low-energy spectral weight, and even lead
to a conventional ordered state at the lowest temperatures; in this case, the mod-
elling presented here applies to the proximate spin liquid regime at temperatures or
energies above the small transition energy scale. Finally, an accurate treatment of
low-energy features requires going beyond the simple version of our classical-quantum
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correspondence factor βω.
All these complications should not distract from an important feature seen in ex-
periment and reproduced in theory: the complete absence of sharp quasiparticle peaks
characteristic of magnons with well-defined momenta and energies. It reflects the spa-
tially disordered nature of the spin configurations in our classical theory and raises
the question about the appropriate description of the corresponding low-temperature
quantum state.
The final basic issue raised by our study is the role of the “quantumness” in this
compound. The success of classical and semi-classical modeling across a broad range
of energies, at temperatures far below the Curie-Weiss scale, is rather unexpected.
The low-energy discrepancies discussed above seem like a small price to pay for the
great simplicity of our theoretical approaches. This calls for experiments on analogous
compounds with larger spins, where we expect the low-energy regime to be better
modeled while retaining the medium- to high- energy features already successfully
accounted for.
Indeed, this expectation is fulfilled by a very recent study of another pyrochlore
antiferromagnet MgCr2O4, which is a system of S = 3/2 spins. In Reference [65],
Bai et. al. demonstrate that MgCr2O4 in its cooperative paramagnetic regime can
be described by a Heisenberg model with exchange interactions up to third-nearest
neighbors. There, real space linear spin wave calculations faithfully reproduced the
dynamical structure factor measured in experiments at all momentum and energy.
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Similar conclusions are drawn about the spin dynamics—spin waves propagating in
a highly-correlated paramagnetic background.
Employing semi-classical modelling for what is expected to be a quantum spin
liquid is not without precedent. This was done for the Kitaev honeycomb model [40],
whose exact solvability allows for a reliable comparison in detail [90]. There [91],
the high-frequency portion of the response was accounted for, with a reasonable
amount of data post-processing, while the physics related to the emergent fluxes
at low energies—the most direct manifestation of fractionalization—remained inac-
cessible.
Similarly, qualitative signatures of a quantum spin liquid may be visible only at
the lowest energies. If so, the challenge is to explain a rapid crossover into a classical
regime, where quantum mechanics mainly enters in the mode occupation numbers.
An alternative would be the absence of a qualitatively distinct low-frequency quantum
spin liquid regime altogether. This could either happen intrinsically, if the emergent
low-energy description is amenable to a semi-classical description; or extrinsically,
in that the quantum spin liquid behavior is so fragile that disorder or coupling to




The discovery of new phases of matter has been a long and fruitful pursuit in
condensed matter physics. Quantum spin liquids are among the most intriguing
ones. Geometric frustrations and quantum fluctuations are predicted be able to drive
a system into an exotic magnetic state with no long-range magnetic order even in
the zero temperature limit. But because of the lack of local features in their ground
states, their identification in experiments is very challenging. This dissertation is an
example of the effort in bridging theoretical models and experimental observations
by studying the excitation spectrum of a quantum spin liquid candidate.
By using three complementary methods—stochastic model, molecular dynamics
and linear spin wave theory, we have explored the precessional and relaxational dy-
namics of the perturbed Heisenberg model on a pyrochlore lattice. Our approaches
have turned out to be a successful modeling for the excitations in the three dimen-
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sional spin-1 quantum spin liquid candidate NaCaNi2F7. Our understanding of spin
dynamics in the system—a combined picture of the statistics of spin wave excitations
and the exploration of the system among many ground states—is quite natural for a
highly frustrated magnet. It also applies to another classical spin liquid candidate,
the pyrochlore compound MgCr2O4 in its low temperature paramagnetic phase.
Our attempt to mimic quantum effects in the system by considering Bose-Einstein
statistics of spin wave modes is a practical success. But theories fail to qualitatively
agree with experiments at the lowest-energy regime. Better methods to capture quan-
tum fluctuations in the Heisenberg model are urgently needed. It also raises the
broader question, to what extend and under what circumstances classical or semi-





The point group of the pyrochlore lattice is Td. Take the above-mentioned tetrahe-
dron centered at the origin and embed it in a cube. The point group Td has following
symmetry operations: threefold rotations (C3) about the four body diagonals ([111]),
twofold rotations (C2) and fourfold improper rotations (S4) about x,y and z axis
([100]), and mirror reflections with respect to the six diagonal planes (110). For
equivalence classes of symmetry operations and irreducible representations of Td, see
Table A.1.
We have seen in Chapter 2 that the lattice symmetry analysis can reduce the
number of free parameters for spin interactions. Another nice little exercise is to
derive the order parameters for classical spins from the representation theory of the
symmetry group.
Let a = (s0, s1, s2, s3)
T . In the global coordinate frame, a simple choice of the
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Td E 8C3 3C2 6S4 6σd
A1 +1 +1 +1 +1 +1
A2 +1 +1 +1 −1 −1
E +2 −1 +2 0 0
T1 +3 0 −1 +1 −1
T2 +3 0 −1 −1 +1
TrRa 12 0 0 0 −2
TrRp 12 0 0 0 +2
Table A.1: Character table for point group Td. The last two rows are the traces of
the reducible representations of an axial and a polar vector.
basis is {aα, α = 1, . . . , 12} with (aα)α = 1 and (aα)β 6=α = 0. For our purpose,
it is adequate to compute the representation matrix for one operation out of each
equivalence class, see Table A.1.
First, a spin transforms like an axial vector. The spin part of the linear transfor-
mation matrices (Rs) directly follows the definition of symmetry operations acting on
a spin located at the origin s = (sx, sy, sz).
Second, for the lattice part, the point group Td is nothing but a permutation
group for the four corners of a tetrahedron. We can construct the representation
matrices (Rt) by observing the permuting rule of the labeled corners under symmetry
operations.
Third, the direct product of the two sets of matrices Ra = Rt ⊗ Rs is the full
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representation on basis b. The traces of these matrices are listed in the second
last row of Table A.1. We can now conclude that our representation comprises 5
irreducible representations (irreps) Ra = A2 + E + 2T1 + T2.
Finally, we need to identify the invariant subspaces from the basis b. It is tech-
nically nontrivial to block diagonalized all matrices simultaneously, but we can make
quite reliable guesses. For example, since the three-dimensional T1 irreps (T1A and
T1B) transform like angular momenta, one of them is the collinear ferromagnetic states
with sµi = 1 and s
ν 6=µ
i = 0. The ordered spin ice manifold, which has a nonvanishing
total moment, is thus the linear combination of the two.
We summarize the classical order parameters [13, 92] and list the coefficients on
basis {aα} in Table A.2.
The order parameters fully describe the classical phase if the spin state on a py-
rochlore lattice orders with wavevector q = 0 (the magnetic unit cell is still one
tetrahedron). When there is no magnetic order or an exotic order, the order param-
eters can also serve as a useful local characterization.
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Applicability of stochastic model
According to the critical behavior of the system at βc, the solution for λ(βc, N)
to Equation (3.6) approaches the thermodynamic limit λ0 = limN→∞ λ(βc, N) as a
power law with respect to the length scale,
λ(βc, N)− λ0 ∝ N−α/3. (B.1)
We can give a good estimation for the lower bound for the value of λ0, that is, to
tune the Boltzmann factor (3.3) to be positive definite, λ0 > −Min{ερ(q)} > 0, like
a chemical potential.
The power law relation can be investigated by taking
∆(β,N1, N2) = −3
ln [λ(β,N1)− λ0]− ln [λ(β,N2)− λ0]
lnN1 − lnN2
, (B.2)
hence ∆(βc, N1, N2) = α.
In practice, N is determined by the way we discretize the Brillouin zone in Equa-
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tion (3.6) and the thermodynamics limit is reached when the sum becomes an integral.
We can generate curves ∆(β,N1, N2) v.s. β for a few choices of N1 and N2, as in
Figure B.1. These curves all go through the point (βc, α).
The βc here corresponds to the ordering temperature predicted by the method,
not the magnetic ordering temperature of the real system, which might undergo a
structural transition (usually accompanied by magnetic ordering transition) to relieve
the magnetic frustration, or might have a much lower critical temperature because of
quantum fluctuations, or might not even have a thermal transition.














Figure B.1: Finite size scaling to find the theoretical critical temperature in the
self-consistent Gaussian approximation. The calculation is performed for the Mott
insulator (V1−xCrx)2O3 in the paramagnetic phase with exchange parameters in Ref-
erence [93]. The curves focus at βc ≈ 1.1 meV−1 and α ≈ 1.6, giving a “transition
temperature” of approximately 10.5 K, which is much lower than the structural tran-
sition temperature in the system.
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