Abstract. The classical discrete time model of transaction costs relies on the assumption that the increments of the feasible portfolio process belong to the solvency set at each step. We extend this setting by assuming that any such increment belongs to the sum of an element of the solvency set and the family of acceptable positions, e.g. with respect to a dynamic risk measure.
Introduction
Transaction costs in financial markets are often described using solvency sets, which are random convex sets consisting of all financial positions (in physical quantities) regarded better than the zero position or at least equivalent to it. In the dynamic discrete time setting, the solvency sets form a set-valued random process pK t q t"0,...,T adapted to the underlying filtration pF t q t"0,...,T . In many cases, solvency sets are cones, and the corresponding model is known as Kabanov's model with proportional transaction costs, see [17, 25] .
If ξ is a claim that matures at time T , then the set of initial positions suitable as a starting value for a self-financing portfolio process pV t q t"0,...,T paying ξ at maturity forms the family of superhedging prices for ξ. The self-financing requirement amounts to the fact that the increment V t´1´Vt of the portfolio process is solvent at all times, that is a.s. belongs to K t for all t (in this case, the increment is said to be a selection of K t ). This may lead to rather high superhedging prices.
The key idea of this work is to extend the family of self-financing portfolio processes by requiring that V t´1´Vt equals the sum of a selection of K t and another random vector that is not necessarily solvent, but is acceptable with respect to a certain dynamic risk measure. This can be heuristically viewed as "softening" of the boundary of K t . Then pV t q t"0,...,T is called an acceptable portfolio process. In particular, the classical superhedging setting arises if the conditional essential infimum is chosen as the risk measure, so that acceptable random vectors necessarily have all a.s. non-negative components. This hedging to acceptability substantially increases the choice of possible hedging strategies, but in some cases may lead to arbitrage. Example 1.1. Let r be any coherent risk measure. Consider the one period zero interest model with two currencies as the assets. Assume that the exchange rate π (so that π units of the second currency buy one unit of the first one) at time one is log-normally distributed (in the real world) and the exchanges are free from transaction cost. Then the positions γ 1 " p´a, πaq and γ 2 " pa,´πaq for a ą 0 are reachable from p0, 0q at zero costs. Their risks are pa, arpπqq and p´a, arp´πqq. In order to secure the capital reserves for γ 1 , the agent has to reserve a of the first currency and arpπq of the second one (note that rpπq ă 0). If the exchange rate at time zero is π 0 , the initial cost expressed in the second currency is π 0 a`arpπq " apπ 0`r pπqq.
In order to secure γ 2 , the initial cost is ap´π 0`r p´πqq. If π 0 does not belong to the interval r´rpπq, rp´πqs, then either π 0`r pπq ă 0 oŕ π 0`r p´πq ă 0, and we let a grow to release infinite capital at time zero. Note that this model does not admit financial arbitrage, since there exists a martingale measure. This example can be modified by accounting for transaction costs.
It is accepted by now that risks of multivariate positions involving possible exchanges of assets and transaction costs are described as sets, see [2, 12] . Indeed, the multiasset setting naturally gives rise to a possibility to offset a risky position using various combinations of assets. In this framework it is also natural to consider the family of all attainable positions as a set-valued portfolio and regard it acceptable if it contains a selection with all individually acceptable components, see [22] .
Treating both arguments and values of a risk measure as random sets leads to law invariant risk measures and makes it possible to iterate the construction, which is essential to handle dynamic risk measures.
This paper aims to introduce geometric characterisation of superhedging prices and the corresponding no-arbitrage conditions with acceptable portfolio processes. On this way, we introduce a constructive definition of dynamic multivariate risks based on families of acceptable positions and so extend the existing works on dynamic risk measures [6, 7] by letting the arguments of risks and their values be subfamilies of the whole set of random vectors in R d . In many instances, these sets satisfy the decomposability property and may be interpreted as random (possibly non-closed) sets.
Section 2 introduces general random sets, their selections and treats various measurability issues, in particular, it is shown that the Minkowski (elementwise) sum of two random closed sets is measurable, no matter if the sum is closed or not. A special attention is devoted to the decomposability and infinite decomposability properties, which are the key concepts suitable to relate families of random vectors and selections of random sets. While we work with random sets in the Euclidean space, many results hold for random sets in general Banach spaces.
Each F -measurable random closed set X can be viewed as the family of its measurable selections. It is possible to restrict the latter family by considering selections measurable with respect to a sub-σ-algebra H Ă F . They define the conditional core of X introduced in Section 3. If H is trivial, then the conditional core becomes the set of deterministic points that belong to X a.s. and is also related to the essential intersection considered in [15] . If X is a.s. convex, its conditional core can be obtained by taking the conditional essential infimum of its support function. The conditional essential maximum leads to the dual concept of the conditional convex hull. While the conditional core of the sum of sets is a superset of the sum of their conditional cores, the opposite inclusion holds for the conditional convex hull.
The conditional expectation of X is a random closed set generated by the conditional expectations of integrable selections of X, see [16, 21] . We extend this concept by working with generalised conditional expectations and show that it is sandwiched between the conditional core and the conditional convex hull of X.
We refer to [5] and [10] for the basics of static risk measures and to [1] for a survey of the dynamic L 8 -setting. The module approach worked out in [8, 9] provides a versatile way to handle dynamic risk measures well beyond the L 8 -setting.
Static risk measures are usually defined on L p pR, F q with p P r1, 8s. However, in many cases, they are well defined also on larger sets. For example, rpξq "´ess inf ξ makes sense for all random variables essentially bounded from below by a constant. The boundedness or integrability of their absolute values is irrelevant. Quite similarly, if rpξq "´Eξ, then the acceptance set is defined as the family of ξ such that their positive and negative parts satisfy Eξ`ě Eξ´ą 8. The boundedness of Eξ`is not required.
To account for similar effects in relation to multivariate dynamic risk measures, we work with acceptance sets instead of risk measures. The acceptance sets C t,s with t ď s are subsets of the sum of the family of F s -measurable random vectors in R d that admit generalised conditional pth moment with respect to F t and the family of all F s -measurable random vectors in R d . Section 4 introduces basic conditions on the acceptance sets and several optional ones. The acceptance sets can be generated by any conventional univariate dynamic convex risk measure as the family of random vectors with individually acceptable components.
The dynamic selection risk measure
is the family of selections for a random closed set X, then R t,s pXq " R t,s pΞq itself is an F t -measurable random closed set. In comparison with [7] , this approach explicitly defines a set-valued risk measure instead of imposing on it some axiomatic properties. This yields a set-valued risk measure with a set-valued argument that can be naturally iterated in the dynamic framework. The conditional convexity of the acceptance sets yields that R t,s pλX`p1´λqY q Ą λR t,s pXq`p1´λqR t,s pY q a.s.
for any λ P L 0 pr0, 1s, F t q and random closed sets X and Y , that is the risk measure is also conditionally convex. The static case of this construction was considered in [22] , where properties of selection risk measures in the coherent case are obtained, some of them easily extendable for a dynamic convex case. Comparing to [22] , we work with solvency sets instead of portfolios available at price zero and also allow the argument of the risk measure to be a rather general family of random vectors.
The hedging to acceptability relies on a sequence pK t q t"0,...,T of solvency sets and the acceptance sets C t,s . Note that the solvency sets are not assumed to be conical, since non-conical models naturally appear, e.g. in the order book setting. An acceptable portfolio process pV t q t"0,...,T considered in Section 5 satisfies V t´1´Vt " k t`ηt for k t P L 0 pK t , F t q, η t P C t´1,t , and all t. If ξ is a terminal claim on d assets, then Ξ ξ t denotes the set of all initial endowments at time t that ensure the existence of an acceptable portfolio process paying ξ at maturity, that is V T P ξ`K T a.s. Equivalently, Ξ ξ t is the family of F t -measurable elements of pξ´A t,T q, where A t,T is the set of claims attainable at time T starting from zero investment. The set Ξ ξ t may be used to assess the risk associated with ξ at time t.
The classical no arbitrage conditions are imposed on the set of attainable claims, and so they may be formulated in our setting in terms of the sets Ξ 0 t (that arises if ξ " 0), its asymptotic variant, or using the attainable sets. These no risk arbitrage conditions are introduced and analysed in Section 6. It is shown that in some cases it is possible to represent the families of capital requirements as a set-valued process, and the no risk arbitrage conditions can be characterised in terms of weakly consistent price systems. It should be noted that the risk arbitrage only makes sense in the multiasset setting; if K t " R d (which is always the case on the line), then all no risk arbitrage conditions automatically hold. This is also the case for the classical financial arbitrage that needs at least one risky asset apart from the cash.
The sets C t,s of acceptable positions always contain the family L 0 pR d , F s q of random vectors with a.s. non-negative components and, in many cases, C t,s is a subset of the family of random vectors with non-negative generalised conditional expectation given F t . Thus, the no risk arbitrage conditions are sandwiched between those for the risk measure based on the conditional essential infimum and on the conditional expectation. The first choice corresponds to the classical financial arbitrage with transaction costs, where our no risk arbitrage conditions become the classical ones. Section 7 recovers and extends several results from [17] . Our approach also in this case yields new geometric interpretation of the sets of superhedging prices with possibly non-conical solvency sets, where the classical consistent price systems characterisation fails. Section 8 adapts the conditional expectation as the acceptability criterion and characterises the corresponding no arbitrage conditions. These cases are illustrated on a two-asset example in Section 9.
2. Measurable selections of random sets 2.1. Decomposability. Let R d be the Euclidean space with norm }¨} and the Borel σ-algebra BpR d q. The closure of a set A Ă R d is denoted by cl A and the interior by int A. Furthermore, let B be the unit Euclidean ball centred at the origin, so that rB is the ball of radius r.
A set-valued function ω Þ Ñ Xpωq Ă R d from a complete probability space pΩ, F , Pq to the family of all subsets of
belongs to the product σ-algebra F bBpR d q. In this case, X is said to be a random set. In the same way the H-measurability of X with respect to a sub-σ-algebra H of F is defined. Unless otherwise stated, by the measurability we always understand the measurability with respect to F . The random set X is said to be closed if Xpωq is a closed set for almost all ω.
Definition 2.1. An F -measurable random element ξ in R d such that ξpωq P Xpωq for almost all ω P Ω is said to be an F -measurable selection (selection in short) of X, L 0 pX, F q denotes the family of all Fmeasurable selections of X, and L p pX, F q is the family of p-integrable ones.
It is known that an a.s. non-empty random set has at least one selection, see [14, Th. 4.4] . Note that L 0 pR d , F q is equipped with the topology generated by the convergence in probability. The closure in the strong topology in L p for p P r1, 8q is denoted by cl p and cl 0 is the closure in probability. If p " 8, the closure is considered in the σpL 8 , L 1 q-topology, equivalently with respect to a.s. convergence of bounded sequences.
for all sequences pξ n q ně1 from Ξ and all H-measurable partitions pA n q ně1 of Ω; Ξ is H-decomposable if this holds for finite partitions. 
for an H-measurable random closed set X if and only if Ξ is Hdecomposable and closed.
Proposition 2.5. Let Ξ be infinitely F -decomposable, and let X be an F -measurable a.s. nonempty random open set. Then
Proof. Consider γ P L 0 pX, F q and ξ P cl 0 Ξ, so that ξ n Ñ ξ a.s. for ξ n P Ξ, n ě 1. By a measurable selection argument, there exists α P L 0 pp0, 8q, F q such that the ball of radius α centred at γ is a subset of X a.s. Let us define, up to a null set, the F -measurable mapping kpωq " inftn : }ξpωq´ξ n pωq} ď αpωqu, ω P Ω.
Thenξ pωq " ξ kpωq pωq "
is also F -measurable and belongs to Ξ by assumption. Since }ξ´ξ} ď α a.s., ξ`γ " pξ`γ´ξq`ξ P L 0 pX, F q`Ξ.
Proposition 2.6. If X is a random set, then its pointwise closure cl Xpωq, ω P Ω, is a random closed set, and L 0 pcl X, F q " cl 0 L 0 pX, F q. Furthermore, there exists a countable family pξ i q iě1 of measurable selections of X such that cl X " cltξ i , i ě 1u a.s.
Proof. Since the probability space is complete and the graph of X is measurable in the product space, the projection theorem yields that tX X G ‰ Hu P F for any open set G. Finally, note that X hits any open set G if and only if cl X hits G. Thus, cl X is Effros measurable and so is a random closed set, see [21, 
Proof. Assume that L 0 pX, F q is non-empty, otherwise Y " H a.s. Since L 0 pX, F q is closed and decomposable, Theorem 2.3 ensures the existence of Y that satisfies the required conditions.
The same definition applies to the sum of subsets of L 0 pR d , F q. The set of pairwise differences of points from A 1 and A 2 is obtained as A 1`p´A2 q, or shortly A 1´A2 , where´A 2 " t´x : x P A 2 u is the centrally symmetric variant of A 2 . For the sum A`txu of a set and a singleton we write shortly A`x. Note that the sum of two closed sets is not necessarily closed, while it becomes closed if at least one of the closed summands is compact. The following result differs from [21, Th. 2.2.25] in considering the possibly non-closed sum of two random closed sets. Lemma 2.8. Let X 1 and X 2 be two random sets. Then
If both X 1 and X 2 are random closed sets, then X 1`X2 is measurable.
To prove the reverse inclusion, consider γ P L 0 pX 1`X2 , F q. Since X 1 and X 2 are F -measurable, the measurable selection theorem [17, Th. 5.4.1] yields that there exist F -measurable selections ξ 1 P L 0 pX 1 , F q and ξ 2 P L 0 pX 2 , F q such that ξ " ξ 1`ξ2 . Now assume that X 1 and X 2 are closed and consider their Castaing representations X 1 pωq " cltξ 1 i pωq, i ě 1u and X 2 pωq " cltξ 2 i pωq, i ě 1u. The measurability of X 1`X2 follows from the representation
tpω, xq : }x´ξ
Indeed, GrpX 1`X2 q is clearly contained in the right-hand side of (2.1), while the reverse inclusion is shown by a compactness argument.
Proposition 2.9. If X is a random set, then the pointwise closure of its convex hull co X admits a measurable version.
Proof. By Proposition 2.7, the closure of co X admits a measurable version Y . Then L 0 pY, F q is the set of all random variables taking values a.s. in the pointwise closure of co X. In particular, L 0 pY, F q is closed and convex. It suffices to show that Y is a.s. convex. Assume that this is not the case. Since the set
we may construct a measurable version of this set at least on a non-null set. We obtain a contradiction, since L 0 pY, F q is convex.
where xu, xy denotes the scalar product. If Xpωq is empty, then the support function is set to be´8. It is easy to see that the support function does not discern between the random set and a measurable version of its closed convex hull. Let X be a random closed convex set, that is Xpωq is convex for almost all ω. It is well known that its support function h X puq is a random variable inR " r´8, 8s for each u P R d . The following result extends this and (2.2) for random u. It refers to the definition of the essential supremum from Appendix A. Lemma 2.10. For every ζ P L 0 pR d , F q and random closed convex set X, h X pζq is a random variable in r´8, 8s, and
if X is a.s. non-empty.
Proof. Since tX " Hu P F , it is possible to assume that X is a.s. non-empty. By Proposition 2.6, X " cltξ i , i ě 1u, so that h X pζq "
Assume that X is a.s. compact, that is |h X pζq| ă 8 a.s. For any ε ą 0, the random closed set X X tx : xx, ζy ě h X pζq´εu is a.s. non-empty and so possesses a selection η. Then ess sup F txζ, ξy : ξ P L 0 pX, F qu ě xζ, ηy ě h X pζq´ε .
Letting ε Ó 0 yields (2.3). For a general closed set X, h X pζq is the limit of h X n pζq as n Ñ 8, where X n " X X nB. Since (2.3) holds for X n and X n Ă X a.s.,
3. Conditional core and conditional convex hull 3.1. Conditional core. Let H be a sub-σ-algebra of F .
Definition 3.1. The H-core (also called conditional core), mpX|Hq, of a set-valued mapping X is the largest H-measurable random set X
The existence of the H-core is the issue of the existence of the largest H-measurable subset of X. It does not prevent mpX|Hq from being empty. For example, if X " tξu is a singleton, then mpX|Hq exists and is empty on a non null set unless ξ is H-measurable. If H is the trivial σ-algebra, then mpX|Hq is the set of all points x P R d such that x P Xpωq for almost all ω. Such points are called fixed points of a random set and it is obvious that the set of fixed points may be empty.
Proof. In order to show the non-trivial inclusion, consider γ P L 0 pX, Hq. The random set X 1 " tγu is H-measurable and satisfies
If X is a random closed set, then mpX|Hq exists and is a random closed set, which is a.s. convex if X is a.s. convex.
If X is convex, then the closed convex hull of mpX|Hq is a random closed set (see Proposition 2.9) that is contained in X. Thus, mpX|Hq is a.s. convex since, being the largest H-measurable closed subset of X, it coincides with the closure of its convex hull.
Example 3.4. If X is defined on a finite binomial tree, then the conditional core of X is given by the intersection of the sets Xpωq for ω corresponding to the end-points of all branches that originate from a particular node of the tree.
It is easy to see that if mpX|Hq, mpY |Hq, and mpX`Y |Hq exist for set-valued mappings X and Y , then
If mpX|Hq exists and λ P L 0 pR, Hq, then mpλX|Hq exists and
Proof. (i) Since
it suffices to assume that λ ‰ 0 a.s. The measurability of λX is immediate, since the map φ : pω, xq Þ Ñ pω, λ´1xq is measurable and GrpλXq " φ´1pGr Xq.
and X 2 is H-measurable. Therefore, X 2 Ă mpX|Hq, so that X 1 Ă λ mpX|Hq. Thus, mpλX|Hq exits and (3.2) holds.
Proof. By the condition, mpX|Hq admits a p-integrable selection, and so has the Castaing representation consisting of p-integrable selections, see [16] and [21] .
be a random closed set. Then the set-valued process X t " mpX|F t q, t " 0, . . . , T , satisfies X s " mpX t |F s q for all s ď t.
3.2.
Random convex sets and conditional convex hulls. It is possible to relate H-cores of random closed convex sets to the conditional essential infimum of their support functions. We denote by Q the set of all rational numbers.
Proposition 3.8. Let X be a random closed convex set such that mpX|Hq ‰ H a.s. Then
If X is a.s. bounded, then
Proof. Fix any ζ P L 0 pR d , Hq. By Lemma 2.10 and Lemma 3.6,
Moreover, mpX|Hq Ă X Ă tx : xx, ζy ď h X pζqu. Thus, xζ, ξy ď h X pζq for ξ P L 0 pX, Hq. Since xζ, ξy is H-measurable, xζ, ξy ď ess inf H h X pζq, so that (3.3) holds.
Assume that X is a.s. bounded. The right-hand side of (3.4) is Hmeasurable random convex closed set denoted byX. Since mpX|Hq and X are closed and convex, (3.3) yields that mpX|Hq ĂX. Observe that γ P L 0 pX, F q implies xu, γy ď h X puq a.s. for all u P Q d . Since h X is a.s. finite and continuous, xu, γy ď h X puq for all u P R d a.s., that is X Ă X a.s. Therefore,X Ă mpX|Hq.
Example 3.9. The inequality in (3.3) can be strict. Let X be a line in the plane passing through the origin with the non H-measurable normal vector having a non-atomic distribution. Assume that H contains all null-events from F . Then the only H-measurable selection of X is the origin, so that the left-hand side of (3.3) vanishes. For each deterministic (and so H-measurable) non-vanishing ζ " u, we have h X puq " 8 a.s., so that the the right-hand side of (3.3) is infinite.
Taking conditional essential supremum of the support function yields the dual concept of the conditional convex hull MpX|Hq of X. Proposition 3.10. Let X be an a.s. non-empty random closed set. Then there exists the smallest H-measurable random convex closed set (denoted by MpX|Hq) that contains X a.s. If MpX|Hq is a.s. bounded,
and h MpX|Hq puq " ess sup H h X puq for every u P Q d .
Proof. Assume that X Ă cB a.s. for a constant c. Denote the righthand side of (3.5) byX. Since h X puq ď ess sup H h X puq for all u P Q d a.s., X ĂX a.s. Assume that Y is any H-measurable closed convex set containing X. We suppose without loss of generality that X Ă Y on Ω and Y Ă cB, so that h Y is continuous. Since h X puq ď h Y puq for all u P Q d , and h Y puq is H-measurable, ess sup H h X puq ď h Y puq. If the definition ofX is modified by replacing ess sup H h X puq for each u P Q d on a negligible set with h Y puq, then L 0 pX, Hq does not change.
We then suppose without loss of generality that ess sup H h X puq ď h Y puq on Ω for every u P Q d , so thatX Ă Y by the continuity of h Y . Thus,X is the smallest H-measurable random convex closed set that contains X. If X is not necessarily bounded, consider X n " X X nB for n ě 1.
MpX n |Hq is the smallest H-measurable random convex closed set that contains
Note that X Ă MpX|Hq implies that ess sup H h X puq ď h MpX|Hq puq a.s.
Observe that ess sup H h X puq for each u P Q d can be modified on an Hmeasurable negligible set, so that the latter inequality holds everywhere on Ω. By construction of MpX|Hq, for u P Q d ,
ess sup H h X n puq ď ess sup H h X puq.
Hence h MpX|Hq puq " ess sup H h X puq for every u P Q d . If MpX|Hq is bounded a.s., h MpX|Hq is continuous, so that ess sup H h X puq ď h MpX|Hq puq, yields that the right-hand side of (3.6) is contained in MpX|Hq, i.e. the equality holds.
Conditional expectation.
The following definition relies on the concept of the generalised expectation discussed in Appendix B.
Definition 3.11. Let X be a random closed set and let H be a sub-
this applies also to the case when Ξ is the family of selections of a non-closed random set.
If L 1 pX, F q ‰ H, then X is said to be integrable and its conditional expectation EpX|Hq is the random closed set such that
It is known [16] 
Lemma 3.13. If X is an integrable random closed set, then EpX|Hq " E g pX|Hq.
Proof. To show the non-trivial inclusion, consider ξ P L 1 H pX, F q and the corresponding partition
Since ξ1 B i and γ are integrable and EpX|Hq is H-decomposable, the sum under the limit belongs to EpX|Hq. Therefore, E g pξ|Hq P cl 0 L 0 pEpX|Hq, Hq, where the latter set is closed in L 0 by Lemma 3.12. Thus, E g pX|Hq Ă EpX|Hq a.s.
Lemma 3.14. Let X be a random closed set such that
Proof. Since X´ξ is integrable, EpX´ξ|Hq " E g pX´ξ|Hq by Lemma 3.13. Then
Lemma 3.15. Let X be a random closed set that contains 0 a.s. and let X n " X X nB, n ě 1. Then
EpX n |Hq a.s.
Proof. Denote the right-hand side by Y . Note that Y Ă EpX|Hq. To confirm the reverse inclusion, let ξ " Epη|Hq for η P L 1 pX, F q. Then ξ is the limit of Epη n |Hq in L 1 , where η n " η1 |η|ďn P L 1 pX n , F q. Since Epη n |Hq P EpX n |Hq a.s., ξ P Y a.s. and the conclusion follows. 
While the conditional core is a superlinear set-valued functional of random closed sets by (3.1), the conditional convex hull satisfies MpX`Y |Hq Ă MpX|Hq`MpY |Hq and so is sublinear. The following result can be viewed as an analogue of the representation of superlinear and sublinear functions as suprema and infima of linear functions. Denote by Q the family of all probability measures Q absolutely continuous with respect to P. (i) MpX|Hq is the smallest H-measurable random closed convex set a.s. containing E Q pX|Hq for all Q P Q. (ii) If X is a.s. bounded and convex, then mpX|Hq is the largest Hmeasurable random closed set contained a.s. in E Q pX|Hq for all Q P Q.
Proof. (i) Assume that X contains the origin almost surely. Let Z be any H-measurable random closed convex set containing E Q pX|Hq for all Q P Q. If X is a.s. bounded, then E Q pX|Hq Ă Z a.s. implies h MpX|Hq puq ď h Z puq for all u P Q d a.s. and then for all u P R d by the continuity of the support function. The result follows from Theorem A.2 taking into account that the support function of X is a.s. non-negative and the second part of Proposition 3.10.
If X is not necessarily bounded, let X n " X X nB and Z n " Z X nB for n ě 1. Since E Q pX n |Hq Ă Z n a.s. for all Q P Q, we have MpX n |Hq Ă Z n a.s. Therefore, MpX|Hq " cl Ť n MpX n |Hq Ă Z a.s. More generally, suppose there exists γ P L 8 pX, Hq. Then X 1 " X´γ a.s. contains the origin, MpX 1 |Hq " MpX|Hq´γ, and E Q pX 1 |Hq " E Q pX|Hq´γ, so that the claim still holds.
(ii) Consider an H-measurable random convex closed set Z such that Z Ă E Q pX|Hq a.s. for all Q P Q. Then, h Z puq ď ess inf H h X puq by Theorem A.2, for all u P Q d a.s. By Proposition 3.8, Z Ă mpX|Hq if X is bounded.
3.4. Random cones. If K is a convex cone, then its positive dual cone is defined by
Exk, γy ě 0 for all k P L 1 pK, F q, or equivalently γ P K˚a.s., i.e. γ P mpK˚|Hq.
s. and the cone K " CpY q generated by pS a e 1´e2 q and p´S b e 1`e2 q, where e 1 " p1, 0q and e 2 " p0, 1q are the standard basis vectors in R 2 . In finance, it models solvent positions for the bid-ask spread rS b , S a s. Note that K is the dual to the cone Y tě0 tp1ˆY q. By Proposition 3.19, mpK|Hq " CpMpY |Hqq and MpK|Hq " EpK|Hq " CpmpY |Hqq.
4. Dynamic acceptance sets and selection risk measures 4.1. Definition and main properties. Let pΩ, pF t q t"0,...,T , Pq be a stochastic basis on a complete probability space such that F 0 is the trivial σ-algebra. Furthermore, let L p H pR d , F q denote the family of random vectors ξ that can be decomposed as ξ " ξ 1`ξ2 , where
In the following, we mostly endow random vectors with a subscript that indicates the σ-algebras they are measurable with respect to. (
(iii) Closedness: C t,s XL 
. Consider the one-period setting in one dimension with t " 0, 1. If r is a convex L p -risk measure with p P r1, 8q, then its acceptance set C 0,1 X L p pR, F 1 q is the family of η 1 P L p pR, F 1 q such that rpη 1 q ď 0. It is known that the Fatou property of r is equivalent to the closedness of the acceptance set, see [18, Lemma 3.2] . The conditional convexity property of the acceptance set is equivalent to the convexity property of the risk measure. The compensation property corresponds to the finiteness of r. 
Sinceη n s Ñη s "
By the integrability property, C t,s is also infinitely decomposable. Definition 4.4. The family of acceptance sets is called (i) coherent if α t η s P C t,s for all t ď s, α t P L 0 pr0, 8q, F t q, and η s P C t,s ; (ii) dilatation monotonic if
The dilatation monotonicity yields that
It is well known that static law invariant convex risk measures on non-atomic probability spaces are dilatation monotonic, see e.g. [4] and [10] . In an accompanying paper, we show that this is also the case under the following condition.
Definition 4.5. The acceptance sets are said to be continuous from below if, for all t ď s, and any sequence ξ
and |||ξ n s´ξ s ||| p,Ft Ñ 0, there exists a sequence γ 
Dynamic selection risk measures. Let
If X is also closed, then its centrally symmetric version p´Xq is a set-valued portfolio in the terminology of [22] .
t,s pΞq denotes the set of all γ P L 0 pR d , F t q such that γ´ξ P C t,s for some ξ P Ξ. The dynamic selection risk measure R t,s pΞq is the L 0 -closure of R 0 t,s pΞq. If Ξ " L 0 pX, F T q for an upper random set X, we write R 0 t,s pXq and R t,s pXq instead of R 0 t,s pΞq and R t,s pΞq. Equivalently,
Note that R 0 T,T pΞq " Ξ, and R 0 t,u pΞq Ă R 0 t,s pΞq for all 0 ď t ď u ď s ď T . If only portfolios from a random set M t are allowed for compensation at time t, like it is the case in [7] , it is possible to modify the definition by considering the intersection of pΞ`C t,s q with L 0 pM t , F t q. In difference with [7] , we include the solvency sets in the arguments of the risk measures. This makes it possible to work with positions dependent on solvency sets (e.g. exchange rates) and in many cases ensures the law invariance property. In the static setting, the set R 0,1 pξ`R d q is called the regulator risk measure and R 0,1 pξ`K 1 q its market extension, see [13] .
The compensation property of acceptance sets guarantees that R 
Hedging to acceptability
Let pK t q t"0,...,T be a sequence of random closed convex sets, such that K t X R d " t0u, K t is an upper set, and K t is F t -measurable for all t. The set K t is interpreted as the set of all solvent positions at time t expressed in physical units and is called a solvency set, see [17] . If the solvency sets are cones, this model is well studied under the name of Kabanov's model; it describes the market subject to proportional transaction costs, see [17, 25] . If the solvency sets are cones and the acceptance sets are coherent, we talk about the coherent conical setting.
Let K 0 t be the largest F t -measurable linear subspace contained in
The solvency sets are said to be proper if K 0 t " t0u and strictly proper ifK t " K t X p´K t q " t0u for all t " 0, . . . , T . If K t is a cone, theñ K t " K 0 t , while in general K 0 t " X c‰0 cK t ĂK t . SinceK t is convex and centrally symmetric, K t is proper if and only ifK t is bounded.
Definition 5.1. An F t -adapted sequence pV t q t"0,...,T is called an acceptable portfolio process if
By the definition of the selection risk measure, (5.1) is equivalent to
Thus, paying transaction costs, it is possible to transform V t´1´Vt into an acceptable to the horizon t position. If the dilatation monotonicity property is assumed, the acceptability can be equivalently defined for later horizons. The initial endowment for an acceptable portfolio process is any V 0´P L 0 pV 0`K0 , F 0 q, so that it is possible to convert V 0´i nto V 0 paying the transaction costs. The endowment V t´a t time t is defined similarly.
The family of attainable positions at time s ą t is the family of random vectors that may be obtained as V s for acceptable portfolio processes starting from zero investment at time t. By (5.1), the family of attainable positions is given by
for p ă 8 and in the F t -bounded convergence in probability for p " 8.
Let ξ P L 0 pR d , F T q be a terminal claim (or payoff). The hedging to acceptability aims to come up with an acceptable portfolio process pV t q t"0,...,T that guarantees paying ξ in the sense that the terminal wealth
, the compensation property of acceptance sets ensures that Ξ ξ t is not empty for all t. The family Ξ ξ t describes the superhedging prices for ξ and so may serve as a conditionally convex risk measure of ξ.
In order to handle the asymptotic setting, letΞ
Note that Ξ 
Proof. (i) The infinite decomposability follows by induction and using the infinite F t -decomposability and the conditional convexity of acceptance sets. Similar arguments apply forΞ ξ t . (ii) The existence of X ξ t is trivial for t " T . Suppose that it holds at time t. The result for t´1 follows from the induction assumption and (5.4) by Lemma 2.8.
(iii) follows from the fact that pγ T`At,T q X pξ`K T q ‰ H if and only if γ T P p´A t,T`ξ q.
(iv) follows from (iii) by choosing
s. for all t (which is always the case if d " 1), then an acceptable portfolio process satisfies V t´1´Vt P C t´1,t for all t " 1, . . . , T . Then
In this setting, R 0 t,s pΞq is called a regulator risk measure in [13] ; it only takes into account the acceptability requirement and disregards any trading opportunities between the components.
6. Risk arbitrage Example 1.1 shows that in some cases it is possible to release infinite capital from a zero position without compromising the acceptability criterion. In order to introduce the no risk arbitrage properties, consider zero payoff ξ " 0 and so work with families Ξ 0 t . By (5.5), (6.1)
Definition 6.1. The multiperiod model satisfies
It is obvious that pNARAq is stronger than pNRAq. By (6.1), pNRAq condition is equivalent to A t,T X L 0 pR d , F t q " t0u for all t. Conditions pSNRq and pNRAq are violated in Example 1.
3, so that all no arbitrage conditions are satisfied.
Lemma 6.2. pSNRq implies that
The reverse implication holds if the solvency sets are strictly proper.
It is immediate to check that M X p´Aq Ă B if pM`Aq X p´Aq Ă B and only if in case A X p´Aq " t0u. For the reverse implication, if x P pM`Aq X p´Aq, then x " m`a 1 "´a 2 , where m P M and a 1 , a 2 P A. Therefore, m{2 P M X p´Aq Ă B. Then x{2 P A X p´Aq, so that x P B " A X p´Aq " t0u if K is strictly proper. Lemma 6.3. Assume that the acceptance sets are strictly proper, that is C t,s Xp´C t,s q consists of all random vectors that equal 0 almost surely.
(
(ii) If the solvency sets are strictly proper and
then each of the conditions (6.2), (6.3) implies pSNARq.
Proof. (i) Motivated by [17, Lemma 3.2.7], assume that
. . , t, g t P L 0 pK t , F t q, and ζ t P C t´1,t . Since pη t`ζt q{2 P C t´1,t by convexity and k 0 {2´¨¨¨´k t´1 {2´pk t`gt q{2´η 0 {2´¨¨¨´pη t`ζt q{2 " 0, we have pk t`gt q{2 P K 0 t and pη t`ζt q{2 " 0 by pSNARq. The strict properness of the acceptance sets yields that η t " ζ t " 0. Furthermore, .2) holds. Property (6.3) is similarly derived from pSNARq.
(ii) In order to show that (6.2) implies pSNARq, proceed by induction as in [17, Lemma 3.2.13]. Let´k 0´¨¨¨´kT´η0´¨¨¨´ηT " 0. Then
ηT is F T´1 -measurable and the solvency sets are strictly proper, k T`ηT P L 0 pK 0 T´1 , F T´1 q. Therefore, k T`ηT can be merged with k T´1 and then the induction proceeds with T´1 instead of T .
To show that (6.3) implies pSNARq, proceed by induction starting from time zero. Since
p´k s´ηs q P A 1,T Ă A 0,T , (6.3) yields k 0`η0 " 0 and (6.4) implies k 0 " η 0 " 0. Condition (6.4) can be viewed as a consistency requirement between the acceptance sets and solvency sets, namely, that´K t does not contain any acceptable non-trivial selection. Proof. Denote M " R t,t`1 pΞ
Since M is L 0 -closed and convex, we may assume by [17, Lemma 2.
If PpΩzAq ą 0, assume that k n t " γ n t " ζ t " 0 on A by F tdecomposability, and use the standard normalisation procedure, i.e. divide k n t , γ n t , ζ t by p1`}k n t }q. Arguing as previously, we obtain k t P L 0 pK t , F t q such that }k t } " 1 on ΩzA. Since 0 P M, we have γ t P M by conditional convexity. Moreover, k t`γt " 0 since ζ t {p1`}k n t }q Ñ 0. Then γ t ‰ 0 belongs to M X L 0 p´K t , F t q " t0u, which is a contradiction in view of Lemma 6.2.
This argument also yields the closedness ofΞ
The first part of the following result shows that pNRAq is similar to the weak no arbitrage property NA w of Kabanov's model, see [17, Sec. 3.2.1].
Proposition 6.5. Suppose that R d zt0u Ă int K t a.s. for all t. Then pNRAq and each of the following conditions are equivalent.
Assume that x t is non-trivial and
contrary to pNRAq.
(ii) It suffices to show that pNRAq implies (ii). Assume that k t P L 0 pK t , F t q and γ t P R t,t`1 pΞ 0 t`1 q are such that k t`γt P R d a.s. and k t`γt ‰ 0 with a positive probability. Since k t {2`R d Ă ptk t {2u Y int K t q a.s., the set pint K t`Rt,t`1 pΞ 0 t`1has a non-trivial intersection with R d with a positive probability. By Proposition 2.5 with X " int K t and Ξ " R 0 t,t`1 pΞ 0 t`1 q, the set pint K t`R 0 t,t`1 pΞ 0 t`1has a nontrivial intersection with R d with a positive probability, contrary to pNRAq. Theorem 6.6. Assume that the acceptance sets are continuous from below. Let p P r1, 8s.
(i) pNARAq is equivalent to
(ii) If the solvency sets are proper, then pSNRq is equivalent to
Proof. (i) Given (6.1), it suffices to show that pNARAq is equivalent to
Assume (6.7) and consider
Hence, x n t 1 }x n t }ďm`1 1 }xt}ďm Ñ x t 1 }xt}ďm as n Ñ 8 for all m ě 1, where x n t 1 }x n t }ďm`1 1 }xt}ďm P Ξ 0 t by decomposability and since 0 P Ξ 0 t . The dominated convergence theorem yields that
Letting m Ñ 8 yields x t " 0, i.e. pNARAq holds.
Reciprocally, assume pNARAq. Consider a sequence pV
Passing to a subsequence, assume that V The same fact holds for the F t -bounded increasing sequenceγ n t " inf měn γ n t , where the infimum is taken componentwise. Observe that γ
is the terminal value of a portfolio process. Note thatγ 1 t ě´c t 1, where c t " }zt }`1. By the continuity from above, since 0 P C T´1,T , there exists a decreasing sequence ζ n T´1 P L 0 pR d , F T´1 q which converges a.s. to 0 and such that η n T "γ n`ζ n T´1 P C T´1,T for all n. In view of Definition 4.5, assume that ζ n T´1 ď c t 1, for all n, so that ζ
, the continuity from above property yields the existence of a decreasing sequence ζ n T´2 P L 0 pR d , F T´2 q which converges a.s. to 0 and such that η n T´1 "´ζ
Definition 6.9. Assume that the solvency sets are conical. For t ď T , an adapted process Z " pZ s q s"t,...,T is a q-integrable t-weakly consistent price system if it is a Q-martingale for Q " P such that Z s is a qintegrable under Q, F s -measurable selection of Ks for every s ě t and E Q pZ T |F t q P Kt zt0u. We denote by M q,w t,T pQq the set all q-integrable t-weakly consistent price systems under Q, where q P r1, 8s. Theorem 6.10. Assume the coherent conical setting and that the solvency sets are continuous from below. Let q be the conjugate of p that stems from the definition of the acceptance sets.
(i) pNARAq is equivalent to the fact that, for each t, there exists Z P M q,w t,T pPq such that (6.10)
ExZ u , η u y ě 0 for all η u P C u´1,u , u " t`1, . . . , T.
(ii) If int Kt ‰ H a.s. for all t, then pSNRq is equivalent to the fact that, for each t, there exists Z P M q,w t,T pPq such that (6.10) holds and Z t P L 0 pint Kt , F t q.
Proof. (i) The existence of Z P M q,w t,T pPq such that ExZ t , ηy ě 0 for all η P C t,t`1`¨¨¨`CT´1,T is a direct consequence of the Hahn-Banach separation theorem and Theorem 6.6(i).
Reciprocally, for each t, assume the existence of Z P M q,w t,T pPq and consider Using the backward induction on t ď T , we show that ExZ T , x T y ď 0. If x T "´k T´1´kT´ηT , this is trivial. Since
The induction hypothesis yields that ExZ T , x i t`1 y ď 0. Hence, ExZ T , x T y ď 0. Therefore, ExZ T , x T y ď 0 for all x T P A p t,T . In particular, if x T " x t P L 0 pR d , F t q, then ExZ t , x t y ď 0 and finally ExZ t , x t y " 0. Since Z t P int R d , we have x T " 0, i.e. pNARAq holds by Theorem 6.6(i).
(ii) We follow the proof of (i) using the Hahn-Banach theorem and following the arguments of [19, Th. 4 .1] in order to construct Z P M q,w t,T pPq such that Z t P L 0 pint Kt , F t q.
7.
Conditional core as risk measure
If X is an upper random closed set, then R 0 t,s pXq " R t,s pXq " mpX|F t q, that is the dynamic selection risk measure is the conditional core. An acceptable portfolio process is characterised by V t´1´Vt P K t a.s. for t " 1, . . . , T . Then
is the set of claims attainable at time s starting from zero endowment at time t. This expression is well known in the theory of markets with transaction costs [17] . Consider the claim ξ and the sets Ξ ξ t andΞ ξ t defined in Section 5. Note that Ξ ξ t is the set of superhedging prices that was used in [20] to define a risk measure of ξ.
All no risk arbitrage conditions in this section are understood with respect to the conditional core taken as the risk measure, and so with the attainable sets of claims given by (7.1). The classical no arbitrage condition pNA s q (no strict arbitrage opportunity at any time), see [17, Sec. 3.1.4] , then becomes (6.2). pSNAq (strong no arbitrage), see Condition (iii) in [17, Sec. 3.2.2] , has the same formulation as pSNARq for the chosen acceptance sets.
Theorem 7.1. Suppose that the solvency sets pK t q t"0,...,T are strictly proper. Then pSNRq, pNA s q and pSNAq are all equivalent and are also equivalent to each of the following conditions.
Proof. pSNRq is equivalent to (i) by Theorem 6.6(ii). The equivalence of pNA s q and pSNAq follows from Lemma 6.3 given that (6.4) trivially holds.
The implication (i)ñ(ii) is simple to show by induction. First, A T,T is closed. Assume that´k
On the set tlim inf n }k n t } " 8u, we use the normalisation procedure to arrive at a contradiction with (i). Otherwise, suppose that´k n t Ñ´k t P´K t , so that we may use the induction hypothesis to conclude.
In order to derive the closedness of A t,r under pSNAq, it suffices to follow the proof of [17, Lemma 3.2.8]. Indeed, since K 0 t is a linear space, the recession cone
t , see [23] . Therefore, k t`α x P K t for all k t P K t , x P K 0 t , and all α P R. Furthermore, pSNAq trivially implies A t,T X L 0 pK t , F t q " t0u for all t. In order to show that (ii) implies pNA s q, assumé
At last, pNA s q yields pSNAq, so that A t,T is closed in L 0 . Finally, pSNAq yields (6.3) and so A t,T X L 0 pK t , F t q " t0u, that is (i) holds.
pNA2q (no arbitrage opportunity of the second kind) from [24] and [17, p. 135 ] has the same formulation as pNRA2q.
Lemma 7.2. Assume that the solvency sets are cones.
(iii) If the solvency sets are strictly proper, then pNA2q implies pSNRq.
Proof. (i) By Lemma 6.8 and Lemma 5.2(iv), Ξ 0 t " L 0 pK t , F t q yields (6.9), and so implies pNA2q. In the other direction, pNA2q yields that Ξ 0 t Ă L 0 pK t , F t q`C t´1,t , while (5.3) and the choice of C t´1,t yields that
The proof is finished by the induction argument.
(iii) Since Ξ 0 t is closed in probability under pNRA2q, Ξ 0 t "Ξ 0 t and pSNRq means that L 0 pK t , F t q X L 0 p´K t , F t q " t0u, which is the case if the solvency sets are strictly proper.
For conical solvency sets satisfying mpK 0 t |F t´1 q Ă K 0 t´1 , t ď T , in particular, for strictly proper ones, pNA s q is equivalent to the existence of a Q-martingale evolving in the relative interior of pKt q t"0,...,T for a probability measure Q equivalent to P, see [17, Theorem 3.2.2] . Such a martingale is called a strictly consistent price system. If int Kt ‰ for all t, this result follows from Theorem 6.10(ii).
Note
, F T´1 q is the family of selections for a possibly non-closed random set X ξ T´1 " K T´1`m pX ξ T |F T´1 q. One needs additional assumptions of the no arbitrage type in order to extend this interpretation for Ξ ξ t with t ď T´2. Precisely the sum above should be closed, so that mpX ξ t |F t´1 q exists for t ď T´1, which makes it possible to apply Lemma 2.8. Proof. It suffices to confirm the statement for t " T´1 and then use the induction. Indeed, by Theorem 7.1, pNA s q is equivalent to pSNRq so that Theorem 6.7 applies. Since Ξ ξ t is F t -decomposable, Corollary 2.3 yields the existence of an Proof. By Theorem 6.10, (v) and (iii) are equivalent. We deduce the equivalence of (ii) and (iv) by following the proof of [17, Lemma 3.2.4], which makes it possible to construct a (weakly)-consistent price system (see Definition 6.9) from any consistent price system in L 1 . In particular, (v) implies (iv) and, clearly, (iv) implies (v). Then (iii) implies (ii), i.e. pNARAq holds for Q in place of P . Using Theorem 6.6, we deduce that (i) holds. At last, (i) implies pNARAq by Theorem 6.6.
Arbitrage with expectation as the risk measure
Assume that p " 1 and
In other words, the acceptable positions are those having non-negative generalised conditional expectation. The generalised conditional expectation is well defined for each ξ P L Ft pX, F s qu and R t,s pXq " E g pX|F t q is the generalised conditional expectation. Lemma 3.14 yields that
, F T´1 q, where X ξ T´1 " K T´1`E pξ|F T´1 q`EpK T |F T´1 q is F T´1 -measurable by Lemma 2.8. Therefore, R T´2,T´1 pΞ ξ T´1 q " EpX ξ T´1 |F T´2 q " Epξ|F T´2 q`EpK T´1`E pK t |F T´1 q|F T´2 q, " Epξ|F T´2 q`EpK T`KT´1 |F T´2 q.
Since R 0 T´2,T´1 pΞ ξ T´1 q is the set of E g pk T´1`E g pξ`k T |F T´1 q|F T´2 q for k T´1 P L 0 pK T´1 , F T´1 q and k T P L Reformulating requirements from Definition 6.1, we arrive at the following result.
Proposition 8.1. For the risk arbitrage conditions formulated for the conditional expectation as the risk measure, (i) If the solvency sets are strictly proper, pSNRq is equivalent to E g pK t`1`¨¨¨`KT |F t q X p´K t q " t0u, a.s. , t " 0, . . . , T´1;
(ii) pNARAq is equivalent to pK t`E g pK t`1`¨¨¨`KT |F tX R d " t0u a.s. Let Ξ Ă L 0 pR, F q be a (possibly uncountable) family of real-valued F -measurable random variables and let H be a sub-σ-algebra of F . The following result is well known, see e.g. [10, Appendix A.5] and a similar result holds for the conditional essential infimum.
Theorem A.1. For any family Ξ of random variables, there exits a uniqueξ P L 0 pp´8,`8s, Hq, denoted by ess sup H Ξ and called the Hconditional supremum of Ξ, such thatξ ě ξ a.s. for all ξ P Ξ and η ě ξ a.s. for η P L 0 pp´8,`8s, Hq and all ξ P Ξ implies η ěξ a.s.
If H is trivial, we recover the deterministic essential supremum and infimum of random variables. Let Q be the set of all absolutely continuous probability measures Q with respect to P and let E Q designate the expectation under Q.
(A.1) ess sup H Ξ " ess sup F tE g Q pξ|Hq, ξ P Ξ, Q P Qu . Moreover, if Ξ " tξu is a singleton, the family tE g Q pξ|Hq, Q P Qu is directed upwards, hence there exists a sequence Q n P Q, n ě 1, such that E Q n pξ|Hq Ò ess sup H Ξ everywhere on Ω.
Proof. Denote the right-hand side of (A.1) by γ. Since ess sup H Ξ ě ξ for all ξ P Ξ and ess sup H Ξ is H-measurable, ess sup H Ξ ě γ a.s. It remains to show that γ ě ξ a.s. for all ξ P Ξ. Assume without loss of generality that γ ă 8 a.s. and there exists ξ P Ξ such that γ ă ξ on a non null set F . Then E g Q pξ|Hq1 F`ξ 1 F c ď ξ, for measure Q with density 1 F , and the inequality is strict on F . By taking the conditional expectation and noticing that γ ă 8 a.s., E Q pξ1 F c |Hq ď E Q pξ|HqE Q p1 F c |Hq, and the inequality is strict on F , contrary to QpF c q " 0. Suppose that Ξ " tξu is a singleton. Consider two mesures Q 1 , Q 2 P Q with densities α 1 , α 2 . Let Q P Q have density α " cα 1 1 E Q 1 pξ|HqěE Q 2 pξ|Hq`c α 2 1 E Q 1 pξ|HqăE Q 2 pξ|Hq , where c ą 0 is the normalising constant and E P pc´1αq ą 0. Since E Q pξ1 A q " E P pαξ1 A q ě E Q pE Q i pξ|Hq1 A q a.s.
for every A P H, we have E Q pξ|Hq ě E Q i pξ|Hq a.s. for i " 1, 2.
Appendix B. Generalised conditional expectation Definition B.1. Let H be a sub-σ-algebra of F . The generalised conditional expectation E g pξ|Hq of ξ P L 0 pR d , F q is said to exist and
