Electronic structure methods for accurate calculation of molecular properties have a high cost that grows steeply with the problem size, therefore, it is helpful to have the underlying atomic basis functions that are less in number but of higher quality. Following our earlier work [Chem. Phys. Lett. 416, 116 (2005)] where general correlation-consistent basis sets are defined, for any atom, as solutions of purely atomic functional minimization problems, and which are shown to work well for chemical bonding in molecules, we take a further step here and define a new kind of atomic polarization functionals, the minimization of which yields additional sets of diffuse functions that help to calculate better molecular electron affinities, polarizabilities, and intermolecular dispersion interactions. Analytical representations by generally-contracted Gaussian functions of up to microhartree numerical accuracy grades are developed for atoms Hydrogen through Nobelium within the four-component Dirac-Coulomb theory and its scalar-relativistic approximation, and also for Hydrogen through Krypton in the two-component nonrelativistic case. The convergence of correlation energy with the basis set size is studied, and complete-basis-set extrapolation formulas are developed.
I. INTRODUCTION
The idea that the molecular electronic structure problem can be solved in terms of atom-centered basis functions is as old 1,2 as the quantum theory of electron itself [3] [4] [5] , but its computational realization has gone a long way from qualitative pictures to accurate quantitative predictions of molecular properties and reactivity. Atomic functions of exponential type 6, 7 were the first to be used for molecular calculations at the HartreeFock [8] [9] [10] (HF) and limited configuration interaction
11
(CI) level; within the density-functional theory 12 , they are still widely used thanks to the numerical integration and density-fitting schemes 13 speeding up the calculations, and are optimized for all atoms 14 within the zerothorder regular approximation 15 . Gaussian-type functions are unique among all classes of elementary functions in that all multicenter molecular integrals can be computed analytically 16 , and they have become the standard primitive basis in correlated molecular calculations. Other kinds of functions can be least-squares fitted by sums of primitive Gaussians, this was done first for the exponentials 17, 18 and was popular for some time, but it soon became clear that energy-optimized Gaussian approximations 19 of atomic HF wavefunctions work much better and are a must-have part of a good basis set. The low variational flexibility of the minimal basis was understood, so radial 20, 21 and angular 22 polarization functions began to be added, often tweaked by hand to get better computed properties of a favorite set of small molecules. Later, the so-called diffuse functions 23 were found to be important, as were multiple polarization functions, also of higher angular momentum, and it was around that time that the need for a more general construction was felt.
a) E-Mail: laikov@rad.chem.msu.ru; Homepage: http://rad.chem.msu.ru/˜laikov/ The many-body perturbation theory at second 24 (MP2), third 25, 26 , fourth 27, 28 , and seldom fifth 29 order, as well as the coupled-cluster [30] [31] [32] theory with single and double 33, 34 (CCSD) and perturbative triple 35 (CCSD(T)) substitutions are a family of systematic methods approaching chemical accuracy in the complete basis limit, their fifth-to seventh-power scaling with the system size soon makes the integral evaluation, with its fourth-power scaling, a small part of the work, so one can be generous in the choice of the primitive expansion length. Moreover, there are cubic-scaling integral evaluation techniques with down to quadratic scaling with the primitive set size: the pseudospectral decomposition [36] [37] [38] [39] [40] [41] can even reduce 42 the scaling of the correlation energy calculation; the density-fitting (resolutionof-identity) approximation [43] [44] [45] [46] [47] speeds up the MP2 calculations 48, 49 , greatly lowers the memory usage, and is highly parallelizable.
Atomic natural orbitals (ANO) were introduced 50 for the general contraction 51 of Gaussian basis sets, and this is indeed a general method as, ideally, only the welldefined atomic solutions would be enough; for the Hydrogen atom, however, one had to use the H 2 molecule, and the same would have to be done for all atoms with one valence electron. No general way to add the diffuse functions within the ANO method seems to be found, the authors resorted 52 to uncontracting or adding primitive Gaussians whose exponents may be quite arbitrary. Unfortunately, the natural occupation numbers have no direct connection to the correlation energy contribution 53 .
The overwhelming breakthrough in the field is the development of the now-classic correlation-consistent basis sets 54, 55 -systematic sequences of energy-optimized sets of single-Gaussian polarization functions added to generally-contracted minimal HF sets, with an option for core-core and core-valence 56, 57 correlation; the convergence with growing set size allows the extrapolation [58] [59] [60] [61] [62] [63] to the (apparent) complete basis set limit; single-Gaussian diffuse functions optimized on atomic an-ions can also be added 64 -even though some atoms have a too small or no electron affinity, the limited single-Gaussian functional form helps to get meaningful exponents for typical molecular applications, more diffuse even-tempered sets 65 are used for electrical response properties. It is remarkable, how well the single-Gaussian form works for the lighter atoms (up to Ne), although slightly less so already for the second row 66 . But it is also clear, that a somewhat greater accuracy can be achieved with the same number of functions if they are made up from longer primitive sets 67 .
New approaches are evolving: a completeness profile 68 can be used to set up a black-box minimization procedure that yields completeness-optimized 69,70 basis sets; bound virtual states of multiply-ionized atoms are used as polarization functions in the numerical grid-based atomic basis sets 71 for density-functional calculations; polarization-consistent basis sets 72, 73 are optimized, on a set of prototypical molecules, for faster convergence of HF energy, and also 74, 75 for density-functional calculations; aiming at specific intermolecular potentials, interactionoptimized 76 basis sets can be constructed by direct minimization of the counterpoise-corrected 77 interaction energy for the dimer.
We have also found 78 a new way to define atomic basis functions as solutions of atomic variational problems -the closed-shell MP2 correlation energy expression is used as a general minimization functional to drive the optimization of virtual space. It is generalized to be applied to all atoms (even Hydrogen) by the use of an effective Hamiltonian constructed from the spherical average-ofconfigurations Fock operator, which can be understood as a model of an atom in a closed-shell-like molecular environment. The use of the simplest MP2 functional seems to be no serious limitation as can be seen from the comparison 78 with the classic basis sets [54] [55] [56] [57] of the same size in molecular CCSD benchmarks. (The molecular MP2-optimized virtual space 79 was shown in tests to be close to optimal also for the high-level correlated methods such as CCSD.) Our method fits naturally to the four-component wavefunction theories, such as DiracCoulomb Hamiltonian and its scalar-relativistic approximation 80 , and yields the atomically-balanced contraction of kinitically-balanced primitive sets. All chemicallyinteresting atoms have been covered and the sets have been used and worked well in the studies of compounds with atoms as heavy as actinides [81] [82] [83] [84] . Still, the limitations show up when one tries to study intermolecular potentials, dipole polarizabilities, and negatively-charged molecular systems -the functions optimized for the correlation energy of the neutral atom are too localized, and diffuse functions are missing in the set. We sought a general solution to this problem. Lowest Rydberg states were tried in this role 85 , but are too diffuse for a typical use. From the known connection between the ionization potential and the long-range behavior 86, 87 of the density follows that a minimal set of diffuse functions (one for each angular symmetry) cannot fit for all imaginable anionic (or even neutral) species, and a lower bound for the ionization potential should be set anyway.
After years of thinking, we found new closed-shell-like polarizability functionals, derived from a simplified (double) perturbative treatment of atomic electron affinity at the MP2 level, whose minimization yields a first set of diffuse atomic basis functions that already recover most of the dipole polarizability and C 6 dispersion coefficient and help to get accurate intermolecular potentials for neutral molecules, and are also helpful for anionic species with strong enough electron binding. We find a way to get further diffuse function sets to be used for molecules with as low ionization potential as needed. All these variational procedures can be used to contract the primitive sets of Gaussian (or other well-behaved) functions, and we have also worked out a weighted least-squares fitting technique to optimize the primitive sets of any size needed to get a given accuracy. Here we present these new ideas (after a short review of our older underlying work 78 ) and show how they are used to make a database of atomic basis sets for all atoms from Hydrogen through Nobelium. We also study the convergence and extrapolation towards the complete basis limit on a few atoms and molecules.
II. THEORY
Our general atomic basis functions can be either four-component spinors of the Dirac-Coulomb theory (or its scalar-relativistic approximation 80 ), or the nonrelativistic two-component wavefunctions. They can be defined either as solutions of integro-differential equations or as linear combinations of some primitive functions whose coefficients are solutions of constrained functional optimization problems, the latter algebraic formulation is more practical and will be given here.
We begin with a set of N 0 occupied wavefunctions {φ i } that make the average-of-configurations Hartree-Fock energy
stationary (the orthogonality constraints are always implied). The one-electron {H µν } and antisymmetrized two-electron {R κλ,µν } integrals are computed over the given set of N two-component (or 2N four-component) primitive functions {φ µ } and transformed with coefficients C µi to those in Eq. (1). The occupancies 0 < w i ≤ 1 and the coupling coefficients a ij = a ji are such as keep the spherical symmetry of a neutral atom, in the closedshell case w i = 1, a ij = 1. The stationarity conditions are
where u > N 0 counts all unoccupied states, and also
The occupied energies
are set to the diagonal elements of the Fock matrix
and if the energy of Eq. (1) is invariant to rotations for some ij-pair, then the condition
should also be met. For the virtual subspace, the Fock matrix is taken to be
in the four-component case, it is diagonalized in that subspace to get N − N 0 electronic and N positronic states, the latter being discarded and all further work is done within the electronic part. For some atoms, there are low-lying states not included in the average of Eq. (1) but important for chemical bonding, so N 1 functions should be added to the occupied set {φ i } to account for it, and this is done by the diagonalization of a Fock matrix
in the space of N − N 0 virtual electronic wavefunctions,
N 1 such states with energies ǫ i go into the occupied set that from now on has the size N o = N 0 + N 1 . The occupancies w + i are for the spherically-averaged configuration of the singly-ionized atom.
At this time, we build the effective Fock operator
(10) that is spherically symmetric, and together with the two-electron interaction it is all that is needed as input to a correlation energy calculation. We forget about the fractional occupations -now we work with the (pseudo)atom as if it had the closed-shell configuration with N o fully filled levels.
A set of N v virtual wavefunctions {φ u } (needed for electron correlation, atomic polarization upon chemical bonding, electron affinity, and dispersion interaction in molecules) can be grown stepwise by minimization of the functionals (shown below) defined in terms of the linearly transformed set {φ a } with coefficients {C ua } that diagonalize their block of the Fock matrix
and have energies {ǫ a }. The stepwise growth means that a set of N The minimization of a model second-order correlation energy functional
with respect to some members of the set {φ u } yields functions nearly optimal for the most part of electron correlation in atoms and molecules. The factors p ij in Eq. (12) are set to 1 or 0 to switch the valence-only, core-valence, and core-core correlation. The stationarity conditions can be derived by chain-rule differentiation with respect to rotations that mix the external {φ x } and the virtual {φ u } functions, and can be written as
with
The second derivatives of Eq. (12) can also be derived and used in an efficient quadratically-convergent NewtonRaphson optimization with a careful steps size control. Until now, we have followed our earlier work 78 , but since then the experience has shown that such atomic basis sets lack diffuse functions needed for accurate calculation of electron affinities, polarizabilities, and dispersion interactions in molecules. Now, we have found a model polarization functional
whose minimization yields a set of functions, with angular momenta up to those in the occupied set, that help to account for the changes upon electron attachment (or detachment). The occupanciesw i add up to one and are spherically-averaged, typicallyw i = w i − w + i , the switching factors p i are set to 1 or 0. Eq. (16) can be understood as the second-order perturbative correction for the averaged electron attachment energy at the Hartree-Fock level, and we believe it to be a better functional for driving the diffuse function optimization than the directly computed energy of an atomic anion -some atoms have a tiny or no electron affinity so the functions may become too diffuse, but the perturbative first order changes are more localized and still in the right direction. The stationarity conditions are as in Eq. (13) but now with
and there is a simple explicit solution.
To optimize the diffuse functions with higher-thanoccupied angular momenta, we model the changes in the MP2 correlation energy upon electron attachment. The perturbed occupied wavefunctions
with the sum running here over the whole N − N o virtual space in diagonal representation of the matrix of Eq. (7), are computed first, and then the set {φ i } is used in Eq. (12) instead of {φ i } to get the new functionalĒ 2 . The difference
is a measure of how the members of the set {φ u } under optimization help to lower the correlation energy of the atomic anion more than of the neutral atom, and this is the functional that is minimized to get the set of diffuse functions. With the intermediate normalization of Eq. (20) one term inĒ 2 is exactly canceled by E 2 , and we like it.
Here we can stop, as we now have enough tools to build systematic sequences of atomic basis set for a broad range of molecular applications. Still, we should be aware of their limitations and would like to take a look ahead towards a better sampling of the diffuse tail region. We have studied the dipole polarizability functional
and the homoatomic C 6 dispersion coefficient functional
where r ai are the dipole moment integrals, minimization of either of them yields a set of functions that are somewhat more diffuse than those based on Eqs. (16) and (21) -these can be added to the set after the former ones, but our molecular tests show this to be of little help for most molecular systems, even for noble gas dimers there is only a small lowering of the potential energy curve. Higher multipole analogs of Eqs. (22) and (23) could have been studied, but we do not feel it to be the right way forward.
A smooth sampling of the diffuse tails can be done with a one-parameter family of model Fock operatorŝ
withÛ from Eq (17) and 0 ≤ ζ ≤ ζ max , that can be diagonalized (with a frozen core option) to get the wavefunctions of the form
with energiesǭ iζ , and ζ max can be found such that ǫ Noζmax = ǫ max . A good ǫ max < 0 can be set, for all atoms, to grow the tails as diffuse as exp(− √ −2ǫ max r) for the new members of the set {φ u }, such that if theF ζ is diagonalized in the subspace to get the wavefunctions
with energiesǫ iζ , then the integral
is minimized. It can be seen that the functional of Eq. (16) is a lowest-order perturbative approximation to that of Eq. (27) , and the functions of Eq. (20) are nothing else than first-order perturbative analogs of those of Eq. (25) . In the same way, to get the higher-thanoccupied functions, the integral
can be minimized, whereĒ 2 (ζ) is built upon the set {φ iζ } instead of {φ i } in E 2 of Eq. (12) . The general atomic basis functions outlined above can be computed to any meaningful accuracy by numerically solving the underlying variational problems. Once the (nearly) exact solutions {φ k } are at hand, practical approximations, such as the traditional contracted Gaussian or exponential (Slater-type) functions, can be developed for use in molecular calculations. First, we optimize the exponents of the primitive functions by weighted least-squares fitting, minimizing
with respect to both the linear coefficients {c nk } and the primitive exponents {α n } of the approximate functions {φ k }, with the weights
made heavier for the occupied set by β o , and the radial weight functions w(r) = 1/|r|. After much experimentation, we set β o = 2 12 that gives a good balance between the HF and correlation energies, and our choice of w(r) leads to the exponents that are close to the energyoptimized values in the HF case. We have tried to put the orthonormality constraints on {φ k } in the fitting, but found it to heavily complicate and slow down the computations without giving better results, so we put it aside.
There is a known pitfall in the work with the exponents -some of them may be driven towards the same value whereas the linear coefficients of opposite sign go towards infinity -and this is the true but numerically unstable and impractical solution. To overcome this, we put a bound on the closeness and parametrize the exponents as
and {p n }, n ≥ 1, are now taken as the optimization variables instead of {α n }, and thus α n+1 /α n ≥ exp(p 0 ), we settle on p 0 = (ln 2)/4 as a good compromise between accuracy and stability. After the primitive exponents have been optimized, we run a variational calculation to get the linear coefficients, and so we get our atomic basis functions with the leastsquares fitted exponents and energy-optimized linear coefficients.
III. CALCULATIONS
We have written a computer code for solving the atomic variational problems of section II with full use of spherical symmetry -the angular degrees of freedom are integrated out analytically and only the radial equations are worked with. Extended precision floating-point arithmetics with 256-or 128-bit mantissa is implemented using the X86 64 64-bit integer instruction set (with the wide multiply) in our hand-written assembly code for high speed -this overcomes the severe round-off errors arising from the near-linear dependence in a large primitive basis set of densely-spaced Gaussian functions, and the final results can be reliably rounded to the standard 64-bit precision.
We use the newest estimate 88,89 of the speed of light c = 137.035999173 in all relativistic four-component calculations, and also the finite nucleus model 90 with Gaussian charge distribution with exponent (in au)
where M is the (integer) mass number of the most abundant isotope; point nucleus is used in the non-relativistic case. We solve the variational problems of Section II to a very high accuracy over a huge even-tempered primitive Gaussian basis with exponents
where −69 ≤ p ≤ 111, that makes 181 radial functions for each angular symmetry; we estimate the overlap between these and the exact solutions to be of the order 1 − 2
for the occupied set and somewhat less for the virtual. In the non-relativistic case, a range −69 ≤ p ≤ 225 would be needed to meet the nuclear cusp condition, but we find it more practical to use
with a and b optimized for each atom on its hydrogen-like ion with one electron, and a more narrow range of p.
The standardized electronic configurations of atoms are shown in Table I , where L + is the angular momentum for which one electron is removed to get the occupancies w + i in Eq. (8), L 1 is for the N 1 functions of Eq. (9) added to the occupied set, L 2 is for the first N (0) v virtual functions also from Eq. (9), and the atoms are marked for which the diffuse functions may be added. To get the coupling coefficients in Eq. (1), we use the average level 91 formalism in the Dirac-Coulomb case, and also the usual average of the highest-spin configurations in the scalarrelativistic and non-relativistic cases.
The stepwise optimization begins with the outermost occupied shell block (of the same principal quantum number n), for which the functional of Eq. (12) with valenceonly p ij is minimized first to get a set of virtual functions with N v ln radial parts for each angular momentum l, then a set of diffuse functions may be optimized using Eq. (16) followed by Eq. (21); the next block of inner valence (for transition metals) or core shells may then be taken and the virtuals optimized using Eq. (12) with p ij set to core-core and core-valence correlation, and so on to the innermost core shells. The correlation-consistent virtual set sizes at each step are taken to be
where l max n is the highest occupied angular momentum of the n-block, and λ n is the set number (1, 2, . . . ) for this n -thus l reaches up to l max n + λ n and there are λ n radial parts for l ≤ l max n + 1. The size of the diffuse set is simply N v ln = 1 for l ≤ l max n + λ n . The same λ n is typically used for all n, but our code can work with any other settings.
For most metal atoms, the outermost core shells should be unfrozen, Table I shows the number of the n-blocks that are always correlated. One may also note the atoms Ca, Sr, Ba, and Ra to have a shell added (L 2 ) to the unoccupied set, we found it to be the key to get the accurate bonding properties of these "subtransition" metals, to cure the known pathology 92 . With the nearly-exact solutions at hand, the leastsquares optimization based on Eq. (29) is run to get the primitive basis sets of growing size -this can be done either separately and independently for each angular momentum l, or all at once with the exponents shared between all l. The former is more flexible, economical, and natural, so we do most of our work this way; but the latter is helpful to speed up some electronic structure methods if the integral evaluation can make use of shared exponents, so we also do it on a smaller scale. The nonlinear optimization of exponents sometimes finds multiple minima, and we often had to feed it with several sets of starting values, made by hand, to get either the lowest error or, more seldom, a more regular variation of the exponents with the atomic number. We have always seen the close-to-exponential convergence of the fit error with the primitive set size M l , and the same is also true for both the HF-and MP2-energy errors, which we estimate for a given M l by running atomic calculations on the sets of size {M 0 , . . . ,M l−1 , M l ,M l+1 , . . . ,M lmax } and {M 0 , . . . ,M lmax } and subtracting the energies, wherē M l are big enough. Thus we grade the primitive sets by their energy errors E l (M ) for each l, and now we have to decide on the standard set sizes {M
(κ) for all l and for both HF and MP2, that is, the errors are of the same order, and for κ = 1, 2, . . . we should have the errors close to a geometric series E (κ) /E (κ−1) ≈ ε. As a guide, we look at the MP2 values of E lmax (κ) for κ = 1, . . . , 5 for atoms He and Ne, and we see ε ≈ 1 8 , and so we align all our sets for all atoms. For λ n = 1, 2, 3, 4 (and 5 for lighter atoms) in Eq. (35) and κ = 1, 2, 3, 4, 5, with and without the correlation of the outermost or all core electrons, we have optimized the series of basis sets for atoms H through No (7682 in number) for both the Dirac-Coulomb Hamiltonian and its scalar-relativistic approximation, and also for H through Kr for the non-relativistic case. It took us years of hard work at which we grew old and sick, so we cannot give all details here. Instead, the files in the supplementary material 93 hold all our data sets (to 64-bit precision) and everyone is welcome to use them or to study their properties.
Our mnemonics for the optimized atomic basis sets are:
• Lλ κ for the valence-only correlation,
• Lλa κ the same with the diffuse functions,
• Lλλ κ, Lλλλ κ with the outermost core shells included into the correlation,
• Lλλa κ, Lλλλa κ the same with the diffuse functions,
• Lxλ κ for all-electron correlation,
• Lxλa κ the same with the diffuse functions.
It would have been good to test all these on a set of molecules, but here we will only study the convergence and extrapolation towards the complete basis limit on a few simple but characteristic examples. The atoms He, Ne, and Ni in Table II are archetypal for the closed-shell correlation, and we took pains to go up to λ = 9 to come close to the asymptotic behavior.
A natural functional form
with some small P > 3 can be used to fit the computed E λ for a range of λ and thus to get an estimate of E ∞ . The only nonlinear parameter ν in Eq. (36) can be adjusted each time, but we find ν = 3 2 to be a good fixed value, often very close to the optimal one, and we set it so everywhere in the following. By fitting through P − 1 points λ = λ 0 , . . . , λ 0 + P − 2, each time for a higher λ 0 , we can also estimate the residual error of the last E ∞ (λ 0 ) as E ∞ (λ 0 ) − E ∞ (λ 0 − 1), this way we get the limits E ∞ in Table II seemingly converged to all digits given. With these at hand, we can try to find a simple and practical two-point extrapolation formula of the kind
that would follow if it would hold that
with the universal b λ , so that
Computingc
over the data set of Table II , we see thatc λ are weakly system dependent, and a conservative approximation to Eq. (38) is simply the shortest form of Eq. (36),
and thus
We have tried to find better extrapolation formulas by splitting the two-electron correlation energy into its spin components -the same-spin part is known to have A 3 = 0 in Eq. (36) -but could not get a higher overall accuracy. The CCSD correlation energy can as well be extrapolated in the same way -we have found it to be of no help to split it into the MP2 and higher-order parts, as the latter does not seem to show a regular behavior, at least for smaller λ. The perturbative triples energy of CCSD(T), however, can be extrapolated well enough using the fourth power instead of the third in Eqs. (41) and (42) . Molecular tests in Tables III and IV show the convergence with respect to both the number of basis functions The bond lengths r and the binding energies ∆E are in au, the values in italics are extrapolated from those on the line above.
and the quality of their approximation with the underlying primitive set size. The three molecules, H 2 , N 2 , and LiF, are prototypical for covalent and ionic bonding and, because of the very regular and consistent structure of our basis sets across the periodic table, Table III can guide the choice of the right set for a given application. At the other end, the weakest bonding in the noble gas dimers He 2 and Ne 2 studied in Table IV should be under-stood as the worst case performance -we see here that, without the diffuse functions, the bond lengths and energies do converge but too slowly, and our diffuse sets help to recover the most part of the attractive interaction that is somewhat overestimated and can be (over)corrected by the counterpoise 77 method so that the two binding energies seem to bracket the "exact" value. The binding energies ∆E are in microhartrees and computed either relative to the isolated atoms (first column) or with the counterpoise 77 correction (second column), the values in italics are extrapolated from those on the line above. The bond lengths r are in bohrs.
The extrapolation of the correlation energy at least does not hurt these weakest bonds, leading to some underbinding, but is a great improvement for the strong chemical bonds as seen in Table III , so it should be helpful for all molecular systems.
The dipole polarizabilities in Table V clearly witness the need for the diffuse functions, using Eq. (22) we add one more "b"-set in Lλab which yields the highest accuracy, but the Lλa are already quite good and should be used to get the accurate intermolecular interactions.
The minimal primitive representation of angular polarization functions of our Lλ 1 and Lλa 1 sets for lighter atoms can be compared one-to-one with that of the classical works 54, 55, 64 , a remarkably close match of the exponents for atoms He, B-Ne, and Al-Ar can be seen (less so for H as we take the atom and not the H 2 molecule), and this must be a very good sign for us all.
IV. CONCLUSIONS
The atomic basis sets are now made available 93 that allow quantitative calculations of the structure and energetics of typical molecular systems. We are somewhat sorry for our belated report, for they have already been, and are being, used by our colleagues in their studies of unusual molecules under the unusual conditions of lowtemperature high-energy chemistry [94] [95] [96] [97] [98] [99] [100] . They can also be used to set up a database of accurate reference values for the parametrization of electronic structure models 101, 102 or molecular mechanical force fields of all kinds. We are looking forward to their further useful applications for the good of chemistry, chemists, and society. Atoms are many, molecules are endless, but we are few, not to say alone.
