The process of medical diagnosis is highly complex, and automatic decision support systems are appealing. In this study we investigate the feasibility of automating one such decision-making process, namely the diagnosis of patients seeking care for acute abdominal pain, and, specifically the diagnosis of acute diverticulitis. We used a linear support vector machine (SVM) to classify diverticulitis from all other reported cases of abdominal pain and from the important differential diagnosis non-specific abdominal pain (NSAP). Using a database containing 3 337 patients, the SVM obtained results comparable to those of the doctors. The distinction between diverticulitis and non-specific pain was substantially better for the SVM. Here the doctor achieved a sensitivity of 0.714 and a specificity of 0.963. When adjusted to the physicians results, the SVM sensitivity/specificity was higher at 0.714/0.985 and 0.786/0.963 respectively. Age was found as the most important factor for diagnosis, closely followed by C-reactive protein level and various pain indicators on the left hand side. Thus, the support vector machine is a promising tool in the diagnosis of acute abdominal pain.
INTRODUCTION
The process of medical diagnosis and decisionmaking, that is, the classification of patients into disease groups based on various symptoms, is a highly complex problem -as evidenced by the near decade-long training required by specialist physicians. Computer-based decision support systems are therefore appealing tools in medical diagnostics, and in this study we investigate one such decision-making process, namely the diagnosis of patients seeking care for acute abdominal pain (AAP).
Emergency ward doctors face a highly demanding situation, where medical decisions with substantial impact on patients must be made under time pressure. The large number of potentially relevant physical measurements, from blood factors to face color, in combination with a stressful situation yields a challenging decision-making process. Moreover, physicians have reported lack of relevant experience and continuous feedback among other factors that affect the decision-making process negatively (Nalin, 2006) . In addition, disease symptoms are highly variable between individuals, leaving the doctor to rely heavily on experience (Hansson, 2002) .
Standardized, computer-based decision support systems, automatically identifying typical disease patterns in patient data, are thus appealing as a complement to the trained physician. These systems generally consist of computer models, or classifiers, which are trained to discover patterns related to a given disease in supplied patient data where the final diagnosis is known. The classifiers are then applied to new patients, where an instantaneous diagnosis is made in order to assist the doctor.
Results on computer-aided diagnosis of abdominal pain were reported as early as in 1972, where de Dombal reported a surprisingly high diagnostic accuracy (91.8% vs. 79.6%) using decision support compared with the unaided examination (de Dombal et al., 1972) . Moreover, a large British multi-center study with more than 16.000 patients confirmed the utility of computer aided diagnostic with accuracies of 65% vs. 46% (Adams et al., 1986) .
A common acute abdominal disease, often a reason for emergency hospital admission -especially in elderly patients -is diverticulitis of the colon (Ambrosetti et al., 1994; Ferzoco et al., 1998; YoungFadok et al., 2000; Laurell et al., 2006) . The diagnosis is typically made at the emergency department, based on both medical history and clinical indications. The clinical presentation of acute diverticulitis was recently described by Laurell and colleagues, as well as the natural short-term development of the disease (Laurell et al., 2007) . Primary diagnosis sensitivity, by the physician, was reported to be 64%, with a specificity of 97%. Moreover, Laurell et. al. identified non-specific abdominal pain (NSAP) as one of the most important differential diagnoses. For NSAP, the primary diagnosis sensitivity was reported to be 43%, with a specificity of 90%.
In the current study, we investigate the feasibility of using a decision support system for the automatic diagnosis of acute diverticulitis, contrasted with all other reported cases of abdominal pain and from the diagnosis category non-specific abdominal pain. Using a state-of-the-art classifier, namely (linear) support vector machines and feature selection, we also attempt to understand the underlying factors that are key to identifying diverticulitis.
METHODS

Data Acquisition
Mora Hospital in northern Sweden is a district hospital serving a population of 87 000 individuals, providing full emergency services. During the period of February 1997 to June 2000, all patients older than one years of age admitted to the hospital with abdominal pain of duration of up to 7 days were registered in a database. Details were registered according to a standardized form for history, clinical indications and laboratory results. The attending physician suggested a diagnosis, and a final diagnosis was given when the patient left the hospital. A definitive diagnosis was later established by a follow-up study of the patient's journal. Data for 3 337 patients was thus acquired.
A non-reported value can be assumed irrelevant and within the normal range, and missing data was, therefore substituted by estimated normal values. Moreover, normal values can be used in practical applications of decision support systems, without any knowledge of the statistics of the present sample.
Thus, a data-set consisting of 3 337 patients with 117 measured variables and an initial diagnosis by a trained physician was obtained. Out of the 3 337 patients, 148 obtained diverticulitis as a definitive (retrospective) diagnosis, whereas 1340 were diagnosed as having non-specific abdominal pain. In the training of the automatic system and in the performance analysis, these definitive diagnoses were the desired output of the system.
Support Vector Machines
Support vector machines (SVMs) is a type of classification algorithm which maximizes the geometric margin between the data classes and the separating hyperplane (Suykens et al., 2002) . Given our training data:
( 1) where y i is the disease category (-1 or 1) to which patient x i belongs, the hyperplane that maximally separates the data points must fulfill the following inequalities:
where ω is the weight vector, b is the bias and d is the separating margin.
The SVM model is trained by adapting it's weights to the data at hand, using an algorithm that finds the optimal hyperplane that maximizes the margin d. Here, the matlab toolbox LS-SVMlab, developed by the group SCD/sista in the department ESAT at the KULeuven, Belgium (Suykens et al., 2002) , available at http://www.esat.kuleuven.be/sista/lssvmlab/, was used.
Performance Measure
As a fitness measure indicative of classification performance, the receiver operating characteristic curve (ROC; a plot of the sensitivity versus 1-specificity for varying classifier thresholds) was computed and the area under the curve (AUC) is obtained. Larger AUC values indicate better classifier performance. Moreover, the specificity and sensitivity of the results were also computed for comparison with the physician's initial diagnosis.
In the Results section, histograms representing the discrimination ability of the classifier are presented. These are produced by plotting the estimated classifier output (aiming towards -1 or 1, that is, class 1 or class 2) frequencies color-coded according to the true class, that is, the better the classification performance, the more clustered is either color and the more distinctly separated are the clusters. The ROC is plotted in these figures as well, further illustrating classifier performance.
Variable Ranking
Although the database is substantial and there is a satisfactory number of instances (patients) compared to the number of available variables, feature selection, that is, the identification of a lower number of highly discriminatory features, can boost classification performance (Bellman, 1961; Blum and Langley, 1997) .
A simple method was therefore implemented for variable ranking and subsequent selection as follows:
where µ 0 and µ 1 represent the mean value of variable i over the patterns (patient data) belonging to class 0 and 1 respectively, and σ 0 and σ 1 are the standard deviations within each class. The variable ranking value is thus a measure of variable stability, over the patterns, as well as how well each variable taken by itself separates the data classes. For subsequent variable selection, the variables were thus ranked and a given number was selected accordingly (see the results section, figure 2).
Class Imbalance Correction
Compared to the remaining diseases, diverticulitis is heavily under-represented (148 instances out of 3 337), and this also holds in relation to the category of non-specific abdominal pain (1340). In order to lessen the effect of the imbalance a simple under-sampling scheme was used, where a number of instances (patients) of the over-represented category was removed until both categories were equally represented.
RESULTS
The patients were divided into a training (90%) and a validation data set (10%), after which the training data was adjusted for class imbalance. All results refer to the validation data set, unless otherwise specified. The support vector machine (SVM) classifier was trained on the training data, and subsequently applied to the validation data, for all variable subsets formed from the feature ranking, ranging from 1 through all 117 variables. The performance of the physician's initial diagnosis was also computed on the same datasets.
Classification Performance
The classification performance results are summarized in table 1. First, the SVM was applied to attempt discrimination between diverticulitis and the pool of all other diseases for a varying number of included variables. A maximum AUC of 0.95 was found for 64 variables, and a histogram illustrating the resulting discrimination ability of the classifier is shown in figure 1A . At this optimal point, the SVM obtained a substantially higher sensitivity of 1.00 -that is, correctly identified all of the diverticulitis cases -than the physician at 0.571. However, as is obvious from figure 1A , given this high sensitivity the specificity suffers, and a high amount of false positives are inevitable: the SVM obtained a specificity of 0.823, as opposed to the doctor who produced a much higher specificity of 0.987. When adjusted to the physician's values, the SVM achieved a sensitivity/specificity of 0.571/0.981 (at 105 variables) and 0.5/0.987 (at 111 variables) respectively -lower than the physician in both cases. Non-specific abdominal pain (NSAP) appears more difficult to distinguish from the pool of all other diseases than diverticulitis. Not even the SVM training data (figure 2B) effectively achieves separation between the classes, and the highest SVM validation sensitivity and specificity are low at 0.687 and 0.721 respectively. Similarly, the doctor's diagnosis achieves a very low sensitivity of 0.455 but, again, a high specificity of 0.909. Also here, when adjusted to the physician's results, the sensitivity/specificity obtained was lower for the SVM than the physician at 0.455/0.878 (at 16 variables) and 0.41/0.909 (at 16 variables).
The discrimination between diverticulitis and nonspecific pain, however, was substantially better. The doctor achieved a sensitivity of 0.714 and a specificity of 0.963, whereas the best SVM resulted in a substantially higher sensitivity of 1 and a satisfactory specificity of 0.858 (AUC: 0.959). As can been seen in figure 1C , the validation data is distinctly separable. Also, when adjusted to the physicians levels, the SVM sensitivity/specificity was higher in both cases at 0.714/0.985 (at 44 variables) and 0.786/0.963 (at 19 variables), respectively.
TOWARDS AN AUTOMATIC DIAGNOSIS SYSTEM FOR ACUTE ABDOMINAL PAIN -Support Vector Machines for the Diagnosis of Diverticulitis and Non-specific Abdominal Pain
Variable Selection
The variable selection proved to have substantial impact on all data sets (figure 2). For the discrimination between diverticulitis and all other diseases, the addition of variables from 1 through 30 had a large effect on classifier performance, after which it declined. Similarly, on the non-specific abdominal pain vs. all other diseases task, going from one to two features shows a dramatic increase in performance, whereas further addition does not have a large effect. On the other hand, for the more specific case of diverticulitis vs. non-specific abdominal pain, it is obvious that some variables contain large amounts of information regarding the categories -there is a sharp increase in performance up to nine variables, and an equally sharp decrease after the addition of 15 more variables.
A closer inspection of the highly rated features (see table 2-4) reveals that, for any data set combi- nation, age is the most important factor for discrimination, closely followed by C-reactive protein level. As can be expected, similar variables are important for the discrimination between diverticulitis and all other diseases and diverticulitis vs. non-specific abdominal pain, namely: initial pain localization (both in the left lower quadrant and the right upper quadrant), current pain localization (in the lower left quadrant) and tenderness on palpation (in the left lower quadrant). The focus on left side pain in the diagnosis of diverticulitis agrees with previous research (Laurell et al., 2006) . However, in the case of nonspecific abdominal pain vs. all other diseases, other variables, predominantly various fluid measurements, are highly rated. Moreover, the resulting rating coefficients are much smaller, thus indicating lower differentiation between variables.
DISCUSSION
We have investigated the utility of using a decision support system for the computer aided diagnosis of acute diverticulitis and non-specific abdominal pain (NSAP), as well as for the discrimination between the two, using the Mora acute abdominal pain database. The general performance of the SVM was comparable to that of the doctor. Moreover, both sensitivity and specificity were higher than those of the physician in the distinction between diverticulitis and nonspecific abdominal pain.
The discrimination between diverticulitis and the pool of other diseases, as well as that between nonspecific pain and the other diseases, was substantially worse than the differentiation between the two disease categories. This suggests that incorporating known information about the other disease categories, including their respective distribution, in the training of the classifier model can aid in the subsequent diagnosis of new cases. This can, for example, be achieved using an ensemble of classifiers. For the case of multi-class data, where the diagnosis of all patients and thus all diseases is desired, this is, moreover, required for inherently binary classifiers such as SVMs. Standard schemes for ensemble encoding include the one-against-all and one-against-one approach. The latter is more computer-intensive than the former, but typically yields better results. Importantly, it also provides insight into the distinction between diseases. Moreover, the one-against-one is a more well-defined problem, contrasting data cate- gories with inherent similarities and differences, as was evidenced by the findings in our study. The oneagainst-all scheme, on the other hand, is more relevant to the problem of diagnosis. The class imbalance was adjusted by simple under-sampling of the majority class. More sophisticate methods could be employed to this end, such as the SMOTE algorithm (Chawla et al., 2002) .
The simple feature ranking and subsequent selection utilized in this study proved to be effective in boosting classifier performance. However, more suitable approaches can be used to obtain optimal variable subsets, such as evolutionary algorithms (Marchiori et al., 2007; Åberg et al., 2008) . Moreover, there is reason to believe that non-linear relationships pertaining to the disease category exist between some parameters, and reducing the complexity of the data structures can potentially allow for better performance with non-linear classifiers (Åberg and Wessberg, 2007) .
CONCLUSIONS
Automatic computer-based disease classification is a promising tool for the diagnosis of acute abdominal pain, but requires substantial research before a clinical implementation is feasible. The support vector machine is highly suitable for the discrimination between binary disease categories, and achieved results comparable to the medical doctor. Moreover, the classifier obtained higher sensitivity and specificity than the physician in the distinction between diverticulitis and non-specific abdominal pain. Age and C-reactive protein level, as well as left-hand side pain sensations, were identified as important factors for the classification of diverticulitis.
