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How to measure heat in stochastic systems
D. Chiuchiu`1, ∗
1NiPS Lab, Universita` degli studi di Perugia, Dipartimento di Fisica e Geologia
Heat is a complex quantity to measure in stochastic systems because it requires extremely small
sampling timesteps. Unfortunately this is not always possible in real experiments, mainly because
experimental setups have technical limits. To overcome this difficulty a Simpson-like quadrature
scheme was suggested in [Phil. Trans. R. Soc. A 2017 375 ] as a tool to compute the heat in
stochastic systems. In this paper we study this new quadrature scheme. In particular, we first give
a qualitative proof of the Simpson-like quadrature with the help of Riemann-Stieltjes integrals and
we then perform supplementary numerical simulations to confirm our observations. Our main finding
is that the Simpson-like quadrature yields errors that are much smaller than the ones obtained with
the Stratonovich quadrature. This opens the possibility to design extremely sensitive experiments
on stochastic systems without state-of-the-art sampling techniques.
I. INTRODUCTION
Stochastic thermodynamics is a branch of nonequilib-
rium statistical physics that deals with the thermody-
namic properties of small physical systems in fluctuating
environments [1]. Its main applications are in nanotech-
nology and in biophysics, where it’s respectively used to
study the physical limits of a computing device [2–8], and
to study chemical reaction networks and proteins func-
tionality [9–12]. One of the most important quantity in
stochastic thermodynamics is the heat exchanged by the
systems with a thermal reservoir. If we consider a system
with a single fluctuating degree of freedom x and total
energy H(x), the heat ∆dtt Q exchanged with the reser-
voir between time t and t+dt is defined as the stochastic
integral [1, 13, 14]
∆dtt Q =
∫ t+dt
t
Fξ dxξ (1)
where ξ is a dummy time-variable, xξ = x(ξ) and
Fξ = − ∂H
∂x
∣∣∣∣
x=xξ
, (2)
To write eq.(1) we use the Stratonovich rules for stochas-
tic integrals [15–18], so we can always evaluate it with the
middle-point (Stratonovich) quadrature
∆dtt Q ≈ (xt+dt − xt) Ft+ dt
2
. (3)
As any quadrature scheme, eq.(3) fails when dt becomes
sufficiently large. This is not dramatic when we study the
mathematical theory of stochastic processes because the
formal manipulation of stochastic integrals requires the
limit dt → 0 [15–18]. However, this is a serious problem
in experiments: due to the technology limitations that
exists in any experimental setup, there is always a min-
imum allowed size for the sampling interval dt. Unfor-
tunately, the sampling intervals used today in the study
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of stochastic thermodynamics are such that approxima-
tion errors in eq.(3) are critical. For example, in [19], the
numerical errors of eq.(3) are such that it’s not possible
to measure the time evolution of the heat exchanged by
the system with a reservoir. We are not aware if this
same problem affects other experimental setups like for
example the ones in [20–24]; however the similarities be-
tween the setups in [20–24] and the one in [19] suggest
us that this is a reasonable working hypothesis 1. This is
a major inconvenient because we have recently shown in
[7] that the time evolution of thermodynamic observables
describes interesting features of the system under study.
To overcome this limitation we need a numerical quadra-
ture of eq.(1) with an approximation error smaller than
the one from eq.(3). Unfortunately, the existing liter-
ature on the numerical evaluation of stochastic integrals
is scarce at best [25], so we do not have a mathematical
framework to derive more precise quadrature schemes of
eq.(1). As a consequence, we can only make educated
guess based on known algorithms for deterministic func-
tions [26] and see how they perform with numerical ex-
amples. One among all the possible educated guess for an
efficient quadrature of eq.(1) is the Simpson-like quadra-
ture
∆dtt Q ≈
xt+dt − xt
6
[
Ft + Ft+dt + 4 F˜t+ dt
2
]
. (4)
where
F˜t+ dt
2
= − ∂H
∂x
∣∣∣∣
x=
xt+xt+dt
2
(5)
Eq.(4) was used for the first time2 in [7] and was sug-
gested to the authors of [19] in a private communication.
References [7, 19] shows that eq.(4) works reasonably well
1 Note that heat in [20, 21] is measured through the first principle
of thermodynamics and not with eq.(3). Only this latter mea-
surement can show that numerical divergences do not affect the
experimental setup.
2 Usage of eq.(4) is currently not reported in [7]. We will correct
this issue with an erratum soon.
2in both simulations and experiments, thus overcoming
the main problems of eq.(3). However, we believe that
the full implications of eq.(4) to stochastic methods and
stochastic thermodynamics have not been properly dis-
cussed yet.
In this paper we want to address this point and, in
particular, we want to show that eq.(4) can significantly
boost the number of experiments currently available in
the area of Stochastic thermodynamics. To this end we
proceed as follows: in Section II we first give a qualita-
tive derivation of eq.(4) with Riemann-Stieltjes integrals
and deterministic functions. Then we discuss two crit-
ical passages that do not trivially extend to stochastic
functions in Section III. This study involves the numeri-
cal simulation of a realistic experimental setup currently
used in stochastic thermodynamics, and it conveys the
main results of this paper. Section IV is finally devoted
to some conclusions and comments.
II. DERIVATION OF THE SIMPSON-LIKE
QUADRATURE
For the moment we assume that xξ and Fξ are deter-
ministic and that xξ is a C2 function. Within these as-
sumptions our problem is equivalent to say that we want
to approximate the Riemann-Stieltjes integral
∫ t+dt
t
Fξ dxξ (6)
with a three-points formula. Following [27], the three-
points quadrature of eq.(6) is
∫ t+dt
t
Fξ dxξ ≈ AFt + BFt+dt + CFt+ dt
2
. (7)
where the coefficients A, B and C are chosen in such a
way that eq.(7) is exact for Fξ = 1, Fξ = ξ and Fξ = ξ
2,
which implies
A =
(
1 +
3t
dt
+
2t2
dt2
)
(xt+dt − xt)− (4t+ 3dt)I1 − 2I2
dt2
,
B =
(
t
dt
+
2t2
dt2
)
(xt+dt − xt)− (4t+ dt)I1 − 2I2
dt2
,
C =− 4
[(
t2
dt2
+
t
dt
)
(xt+dt − xt)− (2t+ dt)I1 − I2
dt2
]
.
(8)
where
I1 =
∫ t+dt
t
ξ dxξ (9a)
I2 =
∫ t+dt
t
ξ2 dxξ (9b)
Since xξ is a C2 function we can (i) perform the substi-
tution dxξ =
∂x
∂ξ dξ in eq.(8), (ii) integrate by parts, and
(iii) use the Simpson quadrature for scalar functions [26]
to compute the remaining integrals. These steps imply
I1 ≈ (t+ dt)xt+dt − t xt − dt
6
[
xt + xt+dt + 4xt+ dt
2
]
,
(10a)
I2 ≈(t+ dt)2 xt+dt − t2 xt
− dt
3
[
t xt + (t+ dt)xt+dt + 2(2t+ dt)xt+ dt
2
]
.
(10b)
Upon substituting eqs.(8)-(10) in eq.(7), we obtain∫ t+dt
t
Fξ dxξ ≈xt+dt − xt
6
[
Ft + Ft+dt + 4Ft+ dt
2
]
+
2
3
(Ft+dt − Ft)
[
xt + xt+dt
2
− xt+ dt
2
]
(11)
which is the Simpson rule for Riemann-Stieltjes integrals.
It is possible to recast it as the simpler formula∫ t+dt
t
Fξ dxξ ≈ xt+dt − xt
6
[
Ft + Ft+dt + 4F˜t+ dt
2
]
(12)
upon performing the following approximations
Ft+ dt
2
≈ F˜t+ dt
2
(13a)
xt+ dt
2
≈ xt + xt+dt
2
. (13b)
Eq.(12) is the Simpson-like quadrature in eq.(4), but
there are a critical points in this derivation. If xξ is a
stochastic function, then it’s nowhere differentiable. As a
consequence, eqs.(10) should not be valid. Similarly, the
smoothing-approximation given by eqs.(13) does not fit
well when xξ and Fξ are stochastic. In addition, eqs.(13)
break down the validity of the Simpson quadrature and
introduce an uncontrolled error in eq.(11). As a con-
sequence it’s impossible to a priori compare the results
obtained with eq.(12) and the ones obtained with eq.(11),
even in the case of deterministic functions. All these ob-
servations tells us that we need to address both eqs.(10)
and eqs.(13) for stochastic functions if we want to use
this qualitative derivation of eq.(4).
III. POSSIBLE EXTENSION TO STOCHASTIC
FUNCTIONS
To address the validity of eqs.(10) and eqs.(13) for
stochastic functions we use different numerical simula-
tions of a simple stochastic system. We take an over-
damped colloidal particle that moves inside a quartic
potential H(x) = x4 under the action of a Gaussian
white noise. Without the loss of generality, this system
is described by the dimensionless stochastic differential
equation
dx = −4 x3 dt+
√
2ddW, (14)
3where dW is a wiener process3 and d is the dimension-
less diffusion coefficient of the particle [17]. There are
two reasons for this choice. The first one is that eq.(12)
and eq.(3) coincide when Fξ ∝ xξ. As a consequence,
it’s possible to see the advantages of eq.(12) over eq.(3)
only with non-quadratic potentials. The second reason
is that many experiments with colloidal particles involve
quartic potentials, especially the ones that address the
Landauer principle and fluctuation theorems [20–23, 28].
This means that the conclusions drawn with this sim-
ple system easily extend to all the experiments by which
we address the foundations of stochastic thermodynamics
today. For the purposes of this article we will use d = 5
and study the relaxation-to-equilibrium. To obtain this
physical transformation we take x0 from the nonequilib-
rium distribution N (0, 0.01) and then we let the system
freely evolve toward equilibrium with the Order 2.0 weak
Taylor scheme (O2WTS) [18].
The first thing that we prove is the validity of eqs.(10)
for this system. To this end we take the largest timestep
possible with the O2WTS (dt = 0.01) and we simulate
the time evolution of xξ between ξ = 0 and ξ = t for dif-
ferent values of t. The final value xt of this simulation is
then used as the initial condition for a second simulation
in which we evaluate xξ between ξ = t and ξ = t+dt. The
main difference with the first simulation is that the time-
step of this second simulation is dt = 10−4 dt. This value
is such that the numerical instabilities of the Stratonovich
quadrature are not critical. As a consequence we can
compute I1 and I2 with the Stratonovich quadrature as
I ′1 ≈
dt
dt
−1∑
n=0
[
t+
(
n+ 1
2
)
dt
]
(xn+1 − xn) (15a)
I ′2 ≈
dt
dt
−1∑
n=0
[
t+
(
n+ 1
2
)
dt
]2
(xn+1 − xn) . (15b)
where xn = xt+ndt and the prime notation means that we
are computing I1 and I2 with a different strategy than
the one given in eq.(10). With eq.(15) we can finally
evaluate the relative errors
R1 =
∣∣∣∣I ′1 − I1I ′1
∣∣∣∣ (16a)
3 Equation (14) can be generalized so to include fluctuations with
limited spectral-bandwidths. One generalization is
dx =
(
−4x3 + u
)
dt
du =− ωc udt +
√
2d ωc dW
where u is an Ornstein-Ulenbeck process with amplitude d and
cutoff pulsation ωc. The results obtained in this article are valid
also for this latter case when d = 5 and ωc = 50. However,
the size of dt is then important to interpret u as a thermal bath
[24]. As a consequence, band-limited fluctuations requires more
stringent conditions for dt than the ones for eq.(14).
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FIG. 1. Plot of R1 and R2 as functions of t.
R2 =
∣∣∣∣I ′2 − I2I ′2
∣∣∣∣ , (16b)
between the right hand side of eq.(15) and the one of
eq.(10). Figure 1 shows that both R1 and R2 are de-
creasing functions of t: their maximum is approximately
0.01 and R1,2 → 0 when t→∞. This gives us a numer-
ical proof of eqs.(10) when both xξ and Fξ are stochas-
tic processes. As a consequence we can use eqs.(10)
to derive eq.(12) for stochastic functions, at least for
the overdamped colloidal particle we are now considering
here. However, this is not the main implication of Fig-
ure 1. To our knowledge, Figure 1 is the first evidence
in the literature where a deterministic integral-equality
holds also for stochastic functions. This tells us that
some quadrature algorithms may be valid for both de-
terministic and stochastic functions. Since the numerical
integration of stochastic integrals has received little at-
tention so far [25], this result could give momentum to
this topic in stochastic methods and stimulate the de-
velopment of a unified framework to a priori discuss the
precision of approximations like eqs.(10)-(12). One pos-
sibility that we believe to be a promising starting point
to approach this issue is to study eqs.(9) as stochastic
integrals with respect to martingales [16] while expand-
ing dxξ as an Ito-Taylor/Stratonovich-Taylor differential
[18]. This goes beyond the scope of this article and will
not be discussed here.
Going back to the main aim of this paper we now show
that the approximations eqs.(13) are relevant for stochas-
tic functions, even though they introduce an uncontrolled
error. The best strategy is to show that the Simpson-like
formula eq.(12) performs similarly to the original Simp-
son formula eq.(11). This study is carried over as follows:
we simulate the time evolution of xξ from ξ = 0 to ξ = 10
for different sizes of the timesteps dt/2. For each simu-
lation we compute the cumulative heat exchanged with
4the reservoir between time ξ = 0 and ξ = t as
∆tQ =
t/dt∑
n=0
∫ n dt+dt
n dt
Fξ dxξ (17)
where the argument of the sum is evaluated with eq.(3),
eq.(11) and eq.(12). Since we have that for the relaxation
to equilibrium process [1, 13, 14]
H(xt)−H(x0) + ∆tQ = 0 (18)
we can quantify the quality of the different quadrature
schemes used in eq.(17) through the absolute error
E = max
t<10
|H(xt)−H(x0) + ∆tQ| . (19)
Figure 2 shows E as a function of dt. From the figure we
see that the eq.(11)-(12) yield E values that respectively
are 2 and 12 orders of magnitude smaller than the ones
obtained with eq.(3). Overall, this is not surprising be-
cause three-points quadratures are expected to perform
better than single-point ones [26]. However there is an
unexpected twist: the Simpson-like quadrature eq.(12) is
much more precise than the original eq.(11). Such an
impressive precision-increase suggests that the error asso-
ciated with eqs.(13) may be more controlled than initially
thought. We are not able to give a precise statement of
this fact because we do not have a well defined formal-
ism to address the a priori precision of quadratures for
stochastic integrals; nonetheless, we can surely conclude
from Figure 2 that the approximations in eq.(13) seems
to be necessary if we want to increase the precision of the
three-points quadrature eq.(11).
The impressive performances of eq.(12) have two con-
sequences that are particularly important for experimen-
tal setups. The first one is that we do not have to trade
time-sampling for precision in heat measurement: thanks
to eq.(4), the same time-discretization is valid for both
xξ and ∆ξQ. The same does not hold with eq.(11) which
instead implies that the time-discretization of ∆ξQ is
coarser than the one of xξ. This is quite convenient in
experiments as it allows to maximize the throughput of
a single experimental run. The second important conse-
quence is that eq.(12) gives a high accuracy even with
very large dt. Many areas in nonequilibrium thermo-
dynamics could benefit from this feature. One example
is the study of the Landauer principle, a topic where
heat measurements needs to be extremely precise. This
is usually achieved with fine sampling techniques [19–
24, 28] and state-of-the-art setups. Unfortunately, the
knowledge required to build this kind of advanced setups
may not be immediately accessible to other researchers.
Therefore, tools like eq.(12) could help to design simpler
but effective setups and, thus, increase the number of
experiments currently available in this research area.
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FIG. 2. Plot of E for the different quadrature schemes in
eq.(3), eq.(11) and eq.(12).
IV. CONCLUSIONS
In this paper we have addressed the validity of eq.(12)
as numerical quadrature to evaluate the heat exchanged
by a stochastic system. To this end we first derived
eq.(12) when both Fξ and xξ are deterministic functions.
In our derivation we used two equations, eqs.(10) and
eqs.(13), which are critical because they should not hold
for stochastic functions. Nonetheless, we were able to
show that both eqs.(10) and eqs.(13) are well justified ,
at least for a stochastic system of experimental relevance.
The main implications of this result are (i) that some
integral equalities may hold for both deterministic and
stochastic, and (ii) that it’s possible to measure heat in
real setups without state of the art sampling techniques.
Clearly this latter feature is of capital importance for
the field of stochastic thermodynamics as it means that
it’s possible to design reliable and sensitive experiments
without state of the art instrumentation.
To conclude this paper, we briefly comment an inter-
esting feature that arises from eqs.(13). Equations. (13)
exchange the real xξ and Fξ with a smooth approxima-
tion. Since eqs.(12) yield an impressive improvement over
the original quadrature eq.(11), we have a rather counter-
intuitive implication: we can improve the performances
of a stochastic quadrature scheme with a minor smooth-
ing of the random process. The overall extent and
numerical validity of this strategy are not clear, thus fur-
ther investigations are of capital importance: in any ex-
perimental setup it’s always more convenient to smooth
a random signal than sample it with higher acquisition
rates. As a consequence this counter-intuitive observa-
tion, if true in general, may significantly help the design
of new and more efficient quadrature schemes for stochas-
tic integrals.
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