We carry out the enhanced group classification of a class of (1+1)-dimensional nonlinear diffusion-reaction equations with gradient-dependent diffusion using the method of furcate splitting. For simultaneously finding the equivalence groups of an unnormalized class of differential equations and a collection of its subclasses, we suggest an optimized version of the direct method. The optimization includes the preliminary study of admissible transformations within the entire class and the successive splitting of the corresponding determining equations with respect to arbitrary elements and their derivatives depending on auxiliary constraints associated with each of required subclasses. In the course of applying the suggested technique to subclasses of the class under consideration, we construct, for the first time, a nontrivial example of finite-dimensional effective generalized equivalence group. Using the method of Lie reduction and the generalized separation of variables, exact solutions of some equations under consideration are found.
Introduction
The recent researches in biology show that diffusion-reaction equations draw an attention as a prototype model for pattern formation. The various patterns, such as fronts, spirals, targets etc., can be found in various types of diffusion-reaction systems depending on large discrepancies [24, 25] . The latest application of diffusion-reaction processes are connected to process of morphogenesis as well as can be relevant to animal coats and skin pigmentation [16] . Among other applications are ecological invasions, spread of epidemics, tumour growth and wound healing [44] .
The aim of the present paper is the group classification of the class R of diffusion-reaction equations with a gradient-dependent diffusion,
where f = f (u x ) and g = g(u) are smooth functions of their arguments with f = 0. This problem was considered in [8] with a number of weaknesses (see the conclusion of the present paper), which makes necessary to accurately study it once more. We also construct exact solutions of some equations from the class R using the classical method of Lie reduction and the generalized separation of variables. According to the formalized definition of a class of differential equations [35, 38] , the complete system of auxiliary equations and inequalities for the arbitrary elements f and g of the class R is given by f t = f x = f u = f ut = f utt = f utx = f uxx = 0, f = 0, g t = g x = g ut = g ux = g utt = g utx = g uxx = 0.
The structure of the class R is not nice from the point of view of equivalence transformations and Lie symmetries. This is why it is convenient to represent this class as a union of four subclasses,
The subclass H of semilinear equations (called "nonlinear heat equations with source") is singled out by the constraint f ux = 0. This class includes all linear equations from the class R, which additionally satisfy the constraint g uu = 0 and are reduced by simple point transformations to the linear heat equation u t = u xx . The complete group classification of the subclass H was carried out in [10] in the course of the group classification of the wider class of diffusion-reaction equations of the general form u t = f (u)u xx + g(u) with f = 0. See also [3, pp. 133-136] for an enhanced representation of these results.
The subclass L consists of equations from the class R, where the values of the arbitrary element f satisfy the constraint (u 2 x f ) ux = 0. The subclass L is special because each equation from it can be linearized to a Kolmogorov equation. More specifically, the hodograph transformatioñ t = t,x = u,ũ = x with (t,x) andũ being the new independent and dependent variables, respectively, maps an equation of the form (1) , where f = cu −2
x with c = const = 0, to the Kolmogorov equatioñ
In particular, this means that the subclass L has completely different point-transformation and Lie-symmetry properties in comparison with the other subclasses, and its group classification reduces to the group classification of the class of Kolmogorov equations, which was presented, e.g., in [39, Corollary 7] up to general point equivalence.
The subclass F is singled out by the constraint g u = 0. The singularity of the subclass F is exhibited by properties of its equivalence transformations, see Section 2. In particular, the subclass F admits an extension of equivalence group in comparison with the entire class R, and it is mapped by a family of its equivalence transformations to its subclass F ′ associated with the additional constraint g = 0. Thus, the group classification of the subclass F reduces to the group classification of the subclass F ′ . The latter subclass consists of "nonlinear filtration equations", which are of the form (1) with f = 0 and g = 0. The group classification of the class F ′ was carried out in [1, 2] . Lists of inequivalent Lie-symmetry extensions in this class up to its complete equivalence group and up to a proper subgroup of this group can also be singled out from the corresponding lists for potential diffusion-convection equations, presented in [37] , by selecting cases with the zero convection coefficient.
Each of the additional auxiliary constraints associated with subclasses H, L and F is related to a special case of solving the group classification problem for the class R. This is why we call the complement C of H ∪ L ∪ F in R the regular subclass of R. It is associated, as a subclass of R, with the system of the inequalities f ux = 0, (u 2 x f ) ux = 0 and g u = 0. Note that the union of the subclasses H, L and F is not disjoint since there are two nonempty intersections among the pairwise intersections of these subclasses, H ∩ F and L ∩ F. Unfortunately, there is no partition of the class R into subclasses that is convenient for group classification. For example, the equivalence group of the subclass F \ (H ∪ L) is just a proper subgroup of the equivalence group of the subclass F, which essentially complicates the group classification of F \ (H ∪ L) in comparison with F.
Although the group classifications for the subclasses H, L and F are in fact known, the complete exclusion of these subclasses from the consideration, as this was done in [8] , is not natural. Thus, there are point transformations mapping equations from the subclass F to equations from the subclass C, and related Lie-symmetry extensions in F are simpler than their counterpart in C. The same claim is true for the subclass pair (L, H). Therefore, to solve the group classification problem for the class R, we carry out the group classification of the regular subclass C using the technique of furcate splitting [17, 26, 46] , combine the result with the known group classification of the subclass F and supplement it with the additional inequivalent cases of Lie-symmetry extension from the subclasses H and L.
Initially, the main purpose of the present paper had been to correctly solve the group classification problem for the class R but it was changed after the careful analysis of admissible and equivalence transformations within this class. The generalized equivalence groupḠ ∼ F of the subclass F turns out to be nontrivial, and using it as a conditional generalized equivalence group of the class R simplifies the computation in the course of the group classification of this class and makes it more consistent with the subclass hierarchy considered for the class R. We also constructed an effective generalized equivalence groupĜ ∼ F of the subclass F, which is perhaps the most interesting and unexpected result of the paper since it gives the first example of nontrivial finite-dimensional effective generalized equivalence group in the literature. Moreover, the groupĜ ∼ F is a proper but not normal subgroup of the groupḠ ∼ F , and hence it is not a unique effective generalized equivalence groupĜ ∼ F the class F. One more interesting feature of the class F is that its usual equivalence group is contained in no (finite-dimensional) effective generalized equivalence group of this class.
The rest of the paper is organized as follows. In Section 2 we simultaneously compute the equivalence groups of the entire class R and of the above subclasses of this class using an original optimized version of the direct method. The classification of Lie symmetries of equations from the class R is presented in Section 3. In Section 4, we select several interesting cases in the classification list constructed and construct exact solutions of the related equations using Lie reduction or the generalized separation of variable.
Equivalence transformations
For simultaneously finding the equivalence groups of an unnormalized class of differential equations and a collection of its subclasses, we suggest an optimized version of the direct method, which involves the preliminary study of admissible transformations within the entire class and the successive splitting of the determining equations for these transformations with respect to the corresponding arbitrary elements and their derivatives depending on auxiliary constraints associated with each of required subclasses.
By definition, equivalence transformations for the class R and its subclasses are point transformations in the joint space of the independent variables (t, x), the dependent variable u, its first-and second derivatives and the arbitrary elements f and g. Due to specific form of the arbitrary elements f and g, these transformations can be defined on spaces with a smaller number of coordinates; see, e.g., [28] . Since the arbitrary element f depends on u x , this derivative should be among the coordinates of such a space although the corresponding transformation components can still be computed from the x-and u-components using the chain rule. Due to the evolution form of equations, the derivative u t are not involved in the transformation components for u x and thus can be excluded from the coordinates of such a space. As a result, the minimal list of coordinates for a space underlying equivalence transformations for the classes R, L, F and C is (t, x, u, u x , f, g). (The u x -component of equivalence transformations was missed in [8, Theorem 2].) Since the subclass H is associated with the constraint f ux = 0, the coordinate u x can be neglected when defining equivalence transformations of this subclass but for unification we will not use this possibility. At the same time, in view of the constraint g = 0 it is convenient to exclude the g-component when defining equivalence transformations of the subclass F ′ .
In order to compute the equivalence groups of the class R and its subclasses in a uniform way, we begin this computation with the preliminary study of admissible transformations in this class. Since class R consists of (1+1)-dimensional second-order evolution equations whose right hand sides are affine in the derivative u x , then any contact admissible transformations in this class is a prolongation of a point admissible transformation [40] . Moreover, the t-component of any admis-sible transformation in R depends only on t; see the related assertions in [19] and [18] for contact and point transformations between (1+1)-dimensional evolution equations, respectively. Therefore, we consider a point transformation of independent and dependent variables of the form
where T t (X x U u −X u U x ) = 0, that connects the source and the target equations from the class R,
Proceeding with the direct method of finding the equivalence groupoid of a class of equations, we write the differentiation operators ∂t and ∂x with respect to new independent variables in terms of old ones as
where
are the total derivative operators with respect to t and x, respectively. We substitute the expressions forũ,ũt,ũx andũxx in terms of old variables into the target equation,
replace u t by f u xx + g and successively split the equation obtained with respect to u xx . This results in "expressions" for the target arbitrary elementsf andg,
where ∆ := X x U u − X u U x = 0. Since both the source and target arbitrary elements satisfy the auxiliary system (2), the equations (6) and (7) imply further determining equations for admissible transformations in the class R. There are two ways for deriving these determining equations. The first way is to express the operators ∂t, ∂x, ∂ũ and ∂ũx in terms of the operators ∂ t , ∂ x , ∂ u and ∂ ux , which act on functions of (t, x, u, u x ), using the equalities implied by the chain rule for these operators:
Then one acts by the operators ∂t, ∂x and ∂ũ on the equation (6) and the operators ∂t, ∂x and ∂ũx on the equation (7). The determining equations derived in this way is appropriate in order to solve the problem of describing the equivalence groupoid G ∼ R of the class R. This problem is reduced to the classification of admissible transformations, which is similar to but more complicated than the classification of Lie symmetries in Section 3 below. It is not a subject of the present paper although we will need a partial classification of admissible transformations for proving Theorem 14.
We use the other way, which gives more compact determining equations for equivalence transformations. We solve the equations (6) and (7) with respect to f and g, respectively,
separately differentiate the equation (8) with respect to t, x and u, then separately differentiate the equation (9) with respect to t and x and successively substitute for f in view of (8) as well as substitute the expression (8) for f into (9) and then differentiate the resulting equation with respect to u x . This leads to the following classifying equations for admissible transformations within the class R:
(We divided the last equation by T t .) Since the t-, x-and u-components of usual equivalence transformations do not depend on the arbitrary elements f and g, in the course of computing the usual equivalence groups of the class R and its subclasses we can split the classifying equations (10)- (12) with respect to all parametric derivatives on the target arbitrary elements includingf andg themselves. At the same time, the classifying equations for admissible transformations within a subclass of the class R may be more restrictive than the equations (10)- (12); see the proofs of propositions below.
Remark 1. Each equivalence transformation of any subclass of the class R is completely defined by its the t-, x-and u-components. Indeed, if these components are known, then the u x -component is computed by the chain rule, and the expressions for f -and g-components follow from the equations (6) and (7).
Proposition 2. The usual equivalence group G ∼ R of the class R coincides with the usual equivalence group of its subclasses H, L and C and consists of the point transformations in the space with the coordinates (t, x, u, u x , f, g) whose components are of the form
where T 1 , T 0 , X 1 , X 0 , U 2 and U 0 are arbitrary constants with
Proof. For each of the classes R, H, L and C, the arbitrary elementg and its derivativegũ are not constrained. Collecting the coefficients ofgũ andg in the equations (11) and (12), respectively, gives the determining equations U t = U x = 0 and X u = 0. Therefore, X x U u = 0 and V = u x U u /X x . Then we split the equation (11) with y = t with respect tog and derive T tt = 0. The arbitrary elementf can also be assumed a parametric value, and its derivativefũx is either unconstrained or equal to zero or −2f /ũx. This is why we can select terms without arbitrary elements and their derivatives in the equation (12) , which leads to X t = 0. Now we only need to obtain the equations X xx = 0 and U uu = 0, which is done by considering separately cases with different constraints forf . Then the t-, x-and u-components of usual equivalence transformations have precisely the form (13) , and further we follow Remark 1. All the constructed transformations preserve each of the systems of auxiliary constraints for the arbitrary elements that are associated with the classes R, H, L and C. 1 In particular, the values off andfũx are not constrained by equations in the classes R and C. This allow us to split with respect to these values and get the equations V z = 0, which are expanded, for z = x and z = u to the requested equations X xx = 0 and U uu = 0, respectively.
In view of the constraintfũx = 0 for the class H, the equation (10) with z = x and the equation (12) respectively reduce to X xx = 0 and V u + V xux + u x V uux = 0. The expansion of the last equation implies U uu = 0. Sincefũx = −2f /ũx = 0 within the class L, the equation (10) with z = u is then equivalent to V u = 0, i.e., U uu = 0, and equation (10) reduces to X xx = 0.
Solving the additional auxiliary equation (u 2 x f ) ux = 0 for the arbitrary element f in the subclass L, we obtain the representation f = cu −2
x with an arbitrary nonzero constant c. If we reparameterize the subclass L by taking this constant as a new arbitrary element instead of f , then the corresponding transformation component isc = U 2 2 T −1 1 c. Proposition 3. The usual equivalence group G ∼ F of the class F is constituted by the point transformations in the space with the coordinates (t, x, u, u x , f, g) whose components are of the form
where T 's, X's and U 's are arbitrary constants with
Proof. For the class F, we should extend the system of the classifying equations (10)- (12) with one more equation by replacing the subscript y by z in the equation (11), which takes into account the additional auxiliary constraint g u = of this class. Then we substitutegũ = 0 into the extended system and split it with respect to the varying valuesg,f andfũx. Thus, vanishing the coefficient ofg and the coefficient without the varying values in the equation (12) results in the equations X u = 0 (and hence X x U u = 0) and X t = 0. From the equation (10) we derive V z = 0 and T tt = 0. We successively expand the equations V z = 0 for z = t, z = u and z = x and splits them with respect to u x , obtaining U tx = U tu = 0, U xu = U uu = 0 and X xx = U xx = 0, respectively. Then terms in the equation (11) without the varying values just gives U tt = 0. The obtained equations for the transformations components constitute the complete system of determining equations for usual equivalence transformations of the class F since the extended version of the system (10)- (12) are identically satisfied in view of the collection of these equations. Therefore, the components of all transformations from the group G ∼ F are of the form (14) and each transformation whose components are of the form (14) belongs to this group.
The group G ∼ F is a nontrivial conditional usual equivalence group of the class R under the condition g u = 0 since the usual equivalence group G ∼ R of the class R is a proper subgroup of G ∼ F , which is singled out by the constraints U 1 = U 3 = 0 for group parameters. Elements of G ∼ F with (U 1 , U 3 ) = (0, 0) are purely conditional equivalence transformations for the class R under the condition g u = 0.
The family of transformations from G ∼ F with (t, x, u)-componentst = t,x = x,ũ = u − gt, which is parameterized by the arbitrary element g, maps the class F onto its subclass F ′ singled out by the constraint g = 0. The usual equivalence group of the class F ′ was found in [1, 2] . We can easily prove this result using the classifying equations (10)- (12). 1 In the course of considering the subclasses H and L, at this point it does not suffice to just check that the equations (10)- (12) are identically satisfied since these equations do not exhaust the corresponding systems of auxiliary constraints for the arbitrary elements. At the same time, additional classifying equations for admissible transformations within the subclasses H and L, which are also implied by the equations (8) and (9), give no more restrictions for equivalence transformations in these classes.
Proposition 4. The usual equivalence group G ∼ F ′ of the class F ′ consists of the point transformations in the space with the coordinates (t, x, u, u x , f ) whose components are of the form
Proof. Restricted to the subclass F ′ by the substitution g = 0 andg = 0, the determining equation (9) itself becomes classifying for admissible transformations in this subclass. Therefore, it replaces its differential consequences, including the equations (11) and (12). The splitting the equations (9) and (10) with respectf andfũx merely imply the equations
which can be further split with respect to u x . The second and the first equations of (15) with z ∈ {x, u} successively imply the equations X xx = X ux = X uu = 0 and
The last equation of (15) splits into the system X z U t − U z X t = 0 with z ∈ {x, u}, which has, as a homogeneous nondegenerate linear system of algebraic equations with respect to (X t , U t ), the only zero solution, i.e., X t = U t = 0. Then the second equation with z = t is equivalent to T tt = 0. The derived equations exhaustively define the (t, x, u)-components of equivalence transformations of the class F ′ . In view of Remark 1, this completes the proof.
The group G ∼ F ′ is a nontrivial conditional usual equivalence group of both the classes R and F under the condition g = 0. Elements of G ∼ F ′ with X 2 = 0 have no counterparts in G ∼ R and G ∼ F and hence they are purely conditional equivalence transformations for the classes R and F under the condition g = 0.
The subgroup of G ∼ F preserving the subclass F ′ of F is associated with constraint U 3 = 0, and the projection to the space with the coordinates (t, x, u, u x , f ) is mapped this subgroup to a proper subgroup of G ∼ F ′ . This is why the group classification of the class F up to G ∼ F -equivalence does not reduce to the group classification of the class F ′ up to G ∼ F ′ -equivalence under the above map of the class F onto its subclass F ′ . To make the group classifications of the classes F and F ′ consistent, we should consider the stronger equivalence in the class F that is associated with generalized equivalence group of this class.
Proposition 5. The generalized equivalence groupḠ ∼ F of the class F is constituted by the point transformations in the space with the coordinates (t, x, u, u x , f, g) whose components are of the form
whereT 's,X's,Ū 's andF are arbitrary smooth functions of g withT 1 (X 1Ū 2 −X 2Ū 1 )F g = 0.
Proof. By the definition of generalized equivalence transformations [20, 21, 28, 38] , their t-, xand u-components may in general depend on arbitrary elements. At the same time, these components of transformations fromḠ ∼ F can depend only on g since the arbitrary element f depend on u x , each generalized equivalence transformation generates a family of admissible transformations parameterized by the arbitrary elements [28] , and each contact admissible transformation in the class F is the prolongation of a point admissible transformation to the first derivatives of u, i.e., the class F possesses no nontrivial contact admissible transformations. We follow the proof of Proposition 3 but, due to potential dependence of the t-, x-and u-components of generalized equivalence transformations on g, here we cannot split with respect to this arbitrary element. This is the only essential difference with the proof of Proposition 3. Similarly to the proof of Proposition 4, the splitting the equation (10) with respectf andfũx merely imply the equations
Further split of the second and the first equations of (16) with z ∈ {x, u} with respect to u x successively imply the equations X xx = X ux = X uu = 0 and U xx = U ux = U uu = 0. Thus, ∆ x = ∆ u = 0. Then the equation (9) reduces to g∆
Differentiating it with respect to x and u and splitting with respect to u x , we obtain two systems, X z U xt − U z X xt = 0 and X z U ut − U z X ut = 0, where z ∈ {x, u}, which are equivalent, in view of the condition ∆ = 0, to the equations X xt = U xt = 0 and X ut = U ut = 0, respectively. Hence ∆ t = 0, and differentiating the equation (9) with respect to t gives X z U tt − U z X tt = 0 with z ∈ {x, u}, i.e., we also have X tt = U tt = 0. Taking into account the derived equations X xt = X ut = 0 in the second equation of (16) with z = t immediately gives T tt = 0. In view of the constructed equations for admissible transformations, the (t, x, u)-components of generalized equivalence transformations within the class F should be of the form
whereT 's,X's andŪ 's are smooth functions of g withT 1 = 0 andX 1Ū 2 −X 2Ū 1 = ∆ = 0. We represent the result of the splitting of the equation (9) with respect to u x as the system
It is clear from this system that the g-component of generalized equivalence transformations within the class F is a functionF of g only, and we can choose this function as a parameter function merely constrained by the inequalityF g = 0, which is needed for the transformation nondegeneracy. Then the system (17) considered as a linear system of algebraic equations with respect to (X 3 ,Ū 3 ) possesses a unique solution resulting in the form of transformations from proposition's statement.
The usual equivalence group G ∼ F is a (finite-dimensional) subgroup of the generalized equivalence groupḠ ∼ F that is singled out fromḠ ∼ F by the following system of constraints for the group parameters:
Denote by G ∼ F the equivalence groupoid the class F and by S ∼ F the subgroupoid of G ∼ F generated by the generalized equivalence groupḠ ∼ F . The subgroupoid of G ∼ F generated by the usual equivalence group G ∼ F is a proper subgroupoid of S ∼ F . Hence the groupḠ ∼ F is an example of a nontrivial generalized equivalence group, and it is also a nontrivial conditional generalized equivalence group of the class R, where the specializing attribute "nontrivial" is related to both the attributes "conditional" and "generalized". The dependence of group parameters on g is needless for generating admissible transformations in the class F and is just a manifestation of the fact that the arbitrary element g is constant within the subclass F. This is why we need to consider an effective generalized equivalence group of the class F, which is a minimal subgroup ofḠ ∼ F generating the subgroupoid S ∼ F of G ∼ F . See [28] for related definitions. The only dependence on g that is essential for generalized equivalence is the explicit involvement of g in the t-coefficient of the x-component. At the same time, setting the group parametersT 's,X's,Ū 's andT 1F −Ū 2 to be constants singles out the subset of elements fromḠ ∼ F that is not a subgroup ofḠ ∼ F although this subset is minimal among subsets ofḠ ∼ F generating S ∼ F . The construction of an effective generalized equivalence group of the class F is in fact more tricky. Proposition 6. An effective generalized equivalence groupĜ ∼ F of the subclass F is constituted by the point transformations
Proof. Consider the set H 1 of the point transformations in the space with the coordinates (t, x, u, u x , f, g) whose components are of the form
where T 's, X's, U 's, A's, B's and C's are arbitrary constants with
It is obvious that this set is closed with respect to the composition of transformations and taking the inverse, i.e., it is a (local) transformation group with dim H 1 = 16. Then the intersection
, which is singled out from H 1 by the constraints A 10 = 0, A 11 = −X 2 , A 20 = C 0 and A 21 = C 1 − U 2 , is also a group, and dim H 0 = 12. The subgroup H 0 ofḠ ∼ F generates the entire subgroupoid S ∼ F of G ∼ F , which is generated byḠ ∼ F . At the same time, for each fixed pair of the arbitrary elements (f, g), the subgroupoid S ∼ F contains a precisely nineparameter family of admissible transformations with source at (f, g). This is why we should try to find three more constraints for group parameters of the group H 1 in order to construct a nine-dimensional subgroup of H 0 that still generates the entire S ∼ F . We analyze the composition of two arbitrary elements from the group H 0 ,T =T T with T , T ∈ H 0 . These generalized equivalence transformations have the general form (18) , where group parameters satisfy the above constraints for the subgroup H 0 . We additionally reparameterize H 0 with replacing the parameter B 21 by B ′ 21 + T 0 /T 1 and mark the group-parameter values corresponding toT andT by hats and tildes, respectively. We obtain, in particular, the following expressions for group-parameter values of the compositionT :
which imply that the constrains C 1 = 1, B 11 = B ′ 21 = 0 singling outĜ ∼ F from the subgroup H 0 are preserved by the composition of transformations and taking the inverse in H 0 . Therefore, G ∼ F is really a group. It generates the entire subgroupoid S ∼ F of G ∼ F , and any its proper subset does not possess this property, i.e., it is a minimal subgroup ofḠ ∼ F with this property.
The usual equivalence group G ∼ F of the subclass F is not contained in the effective generalized equivalence groupĜ ∼ F constructed in Proposition 6. The intersection G ∼ F ∩Ĝ ∼ F is singled out from G ∼ F by the constraints T 0 = 0 and U 2 = 1.
To prove an assertion generalizing the above claim, we need to consider the infinitesimal counterparts of related groups. For convenience, we introduce the following dual notation for relevant vector fields in the space with the coordinates (t, x, u, u x , f, g):
Up to the anticommutativity of the Lie bracket, the nonzero commutation relations between these vector fields are exhausted by
The Lie algebras g ∼ F ,ḡ ∼ F andĝ ∼ F of the groups G ∼ F ,Ĝ ∼ F andḠ ∼ F are naturally called the usual equivalence algebra, the generalized equivalence algebra and an effective generalized equivalence algebra of the class F, respectively. Each of them is just the set of infinitesimal generators of oneparameter subgroups of the corresponding group. In order to construct all such generators, we successively take one of the group parameter in the respective general form of group elements to depend on a continuous subgroup parameter δ and set the other parameter-functions to their values corresponding to the identity transformations, which are T 1 = X 1 = U 2 = 1 and
Then we differentiate the transformation components with respect to δ and evaluate the result at δ = 0. As a result, we derive that
where the index i runs from 1 to 9, we assume summation for repeated indices and ζ's run through the set of smooth functions of g, i.e., the algebraḡ ∼ F is the span of Q 1 , . . . , Q 9 over the ring of smooth functions of g.
Proposition 7.
Suppose that a subgroup of the generalized equivalence groupḠ ∼ F of the class F contains the usual equivalence groupĜ ∼ F of this class and generates the same subgroupoid of the equivalence groupoid G ∼ F as the entire groupḠ ∼ F does. Then this subgroup is infinite dimensional or is not an effective generalized equivalence group of the class F.
Proof. It suffices to prove the infinitesimal counterpart of this assertion, which states the following. If a subalgebra h ofḡ ∼ F contains g ∼ F and a vector field ζ i Q i , where ζ i = ζ i (g) are smooth functions of g with ζ 9 = 0, then dim η = ∞ or this subalgebra properly contains the Lie algebra of an effective generalized equivalence group of the class F. Consider the commutators
and thus ζ 9 R ∈ h. We inductively define the vector fields
which belong to h in view of their definition. It is easy to derive the explicit expressions for these vector fields, M k = (ζ 9 ) k P x and N k = (ζ 9 ) k P u , k ∈ N ∪ {0}. If ζ 9 is not a constant, then any finite subset of the set {M k , N k , k ∈ N ∪ {0}} is linearly independent, which implies that dim h = ∞. Otherwise, the algebra h contains the pure vector field R. Commuting R with elements of g ∼ F , we successively obtain that
and hence gZ t ∈ h, i.e., h ⊇ g ∼ F + gP x , gP u , gZ t ĝ ∼ F . This means that the algebra h is not an effective generalized equivalence algebra of the class F.
Classification of Lie symmetries
In order to compute the maximal Lie invariance algebras of equations from the class R we employ the infinitesimal method [27, 31] . The infinitesimal generator of a one-parameter Lie-symmetry group of an equation from the class R is a vector field Q = τ (t)∂ t + ξ(t, x, u)∂ x + η(t, x, u)∂ u in the space with coordinates (t, x, u) with the components τ , ξ and η being the smooth functions of these coordinates. The infinitesimal invariance criterion requires that
where Q (2) is the second prolongation of the vector field Q defined by the well-known prolongation formula [27] ,
are the operators of the total derivative with respect to t and x, respectively, δ 1 = (1, 0) and δ 2 = (0, 1).
We expand the expression in the left hand side of (19), substitute f (u x )u xx + g(u) for u t and then split the resulting equation with respect to u xx . This gives the system of determining equations for the components of Lie-symmetry vector fields of equations from the class R,
Thus, the problem of group classification for the class R reduces to the classification of solutions of the system (20) depending on values of the arbitrary elements f and g up to G ∼ R -equivalence or up to the general point equivalence.
To find the kernel Lie invariance algebras of the class R and of its subclasses H, L, L, F and F ′ (each of these algebras is the intersection of the maximal Lie invariance algebras of equations from the corresponding (sub)class), we successively split the equations (20a) and (20b) with respect to the arbitrary elements and their derivatives and with respect to u x , taking into account the associated auxiliary equations for arbitrary elements. See also [8] , [10] and [1, 2] for the kernel Lie invariance algebras of the classes R, H and F ′ , respectively. Proposition 8. The kernel Lie invariance algebra g ∩ R of the class R coincides with the kernel Lie invariance algebras g ∩ H and g ∩ C of its subclasses H and C, and it is spanned by the vector fields ∂ t and ∂ x ,
The kernel Lie invariance algebras of the subclasses L, F and F ′ are respectively
Using the method of furcate splitting, we can prove the following assertion.
Lemma 9.
A complete list of G ∼ R -inequivalent Lie-symmetry extensions in the class C is exhausted by Cases 1, 2, 3, 4a, 4b, 5, 6a, 6b, 6c, 7 and 9b of Table 1.
Recall that the G ∼ C -equivalence coincides with the restriction of the G ∼ R -inequivalence to the class R.
Accurately merging the group classifications of the subclasses C, F ′ , H and L that is presented in Lemma 9 below, were carried out in [10] and [1, 2] and can be obtained by mapping with the hodograph transformationt = t,x = u,ũ = x from the group classification of the class of Kolmogorov equations given in [39] , respectively, we get the following assertion.
Theorem 10. A complete list of inequivalent Lie-symmetry extensions in the class R is exhausted by the cases given in Table 1 , where we use G ∼ R -,Ĝ ∼ F -, G ∼ R -and G ∼ L -equivalence for equations from the subclasses C, F, H and L, respectively.
Notation for Table 1 . Numbers with the same Arabic numerals and different Roman letters correspond to cases that are equivalent with respect to additional equivalence transformations. Explicit formulas for these transformations are presented in the footnote of Table 1 . The cases that are numbered with different Arabic numerals are reciprocally inequivalent with respect to point transformations. Lie invariance algebras presented in Cases 0, 1 and 2 are maximal only if the corresponding tuples of the arbitrary elements (f, g) are G ∼ R -inequivalent to those from other cases.
The (usual) equivalence groups of the subclasses H and C coincides with each other and with the group G ∼ R . This is why within the class R, Cases 3 ′ and 4a ′ can be attached to Cases 3 and 4a by allowing the value n = 0 in the latter cases.
Crossing out the numbers of Cases 12c and 12d indicates that they are implicitly presented in the course of listing Lie-symmetry extensions for the subclass F since both of them arē G ∼ F -equivalent to Case 12a.
Remark 11. We should carefully treat arguments of logarithm and bases of powers with noninteger exponents. The condition of positivity is justified for u by physical arguments but this is not the case for u x . Moreover, assuming u positive makes impossible the change of the sign of u, which results in the disappearance of some discrete equivalence transformations. This is why we use the absolute values of u, u x and similar expressions as arguments of logarithm and as bases of related powers with general real exponents. This is not necessary for some particular exponents (more specifically, integer exponents and rational exponents with odd denominators) but replacing an absolute value by the value itself in a power base may lead to modifying the gauging of the coefficient of this power since such a replacement may affect the action of discrete equivalence transformations on power coefficients.
Remark 12.
To construct an exhaustive list of G ∼ R -inequivalent Lie-symmetry extensions for the subclass F, we should extend Cases 8-12 using transformations from the generalized equivalence groupĜ ∼ F of F (or, equivalently, from the effective generalized equivalence groupḠ ∼ F , which is more convenient) and then gauge arising parameters by elements of G ∼ R . In each of the G ∼ Rinequivalent cases constructed, we can set g ∈ {0, 1} mod G ∼ R , and a complete list of G ∼ Rinequivalent values of the arbitrary element f is exhausted by the general value (the extended Case 8) and
Here n ∈ R \{0, −2}, δ ∈ {0, 1} mod G ∼ R , λ, µ, ν, m ∈ R, µ = ν, and one nonzero constant among µ and ν can be set to be equal 1 modulo G ∼ R -equivalence, m 0 mod G ∼ R . Semicolons in the 
In Cases 12a, 12b and 12c, the parameter function h = h(t, x) runs through the solution set of the corresponding equation, ht = hxx, ht = hxx +εh and ht = hxx +ε, respectively. In Cases 14-16 and 12d, the real constant parameters µ and ν satisfy, up to point transformations, the constraints µ 1, µ = 2 and ν > 0, and the parameter functionh =h(t, u) runs through the solution set of the corresponding linear equation,ht =huu − g(u)hu. Additional equivalence transformations between cases of the table are exhausted by the following: 6b → 6a:t = arctan t,x = x,ũ = (t 2 + 1)u + t; 6c → 6a:t = 1 2
4b → 4am=n+1, 9b → 9a:t = e εnt /(εn),x = x,ũ = e −εt u; 12b → 12a:t = t,x = x,ũ = e −εt u; 12c → 12a:t = t,x = x,ũ = u − t; 12d → 12a:t = t,x = u,ũ = x.
above displayed equations separates the extensions of Cases 9, 10, 11 and 12, respectively. In the course of implementing the above procedure for Case 11, we should take into account the formula for sum of arctangents,
Recall that the class L is similar to the class K of Kolmogorov equations of the general form (3) with respect to a point transformation, which is the hodograph transformatioñ t = t,x = u,ũ = x. This is why the groups classifications of the class L up to G ∼ L -and G ∼ L -equivalences reduce to their counterparts for the class K; see the theoretical background on mappings between classes of differential equations that are generated by point transformations in [45] . For the part of Table 1 related to the class L, we use the complete list of inequivalent (up to general point equivalence) Lie-symmetry extensions that is constructed for the general class of (1+1)-dimensional Kolmogorov equations in [39, Corollary 7] and coincides with such a list for the class K. The reason is that a similar list for the group classification of the class K up to the equivalence generated by its equivalence group is too cumbersome [29] . Theorem 14. A complete list of G ∼ R -inequivalent (i.e., inequivalent up point transformations) cases of Lie-symmetry extensions in the class R is exhausted by Cases 1, 2, 3 ∪ 3 ′ , 4a ∪ 4a ′ , 5, 6a, 7, 8, 9a, 10, 11, 12a, and 13-16 of Table 1 .
Proof. To prove the G ∼ R -inequivalence of the cases listed in this theorem, we first use the fact that the maximal Lie invariance algebras of similar equations are similar realizations of isomorphic Lie algebras. In particular, such algebras are of the same dimension. Since the t-component of any admissible transformation in the class R depends only on t, the dimension of the projection of the maximal Lie invariance algebra g of an equation from the class R to the space with coordinate t, dim pr t g, is one more invariant of G ∼ R . We identify the structure of the associated maximal Lie invariance algebras, when they are finite dimensional, according to Mubarakzyanov's classification of real low-dimensional Lie algebras [22, 23] . We use the notation of these algebras from [6, 36] , additionally reparameterizing families of algebras by homogeneous parameters if this is convenient. We discuss only unobvious G ∼ R -inequivalence. Admissible transformations of the class R preserve the t-direction. This is why the order of parameters is essential in each of the above algebras from the family It is still necessary to prove that equations from different Cases 3 ∪ 3 ′ and 4a ∪ 4a ′ are G ∼ R -inequivalent to each other, and different values of n in Case 3 ∪ 3 ′ and different values of (n, m) in Case 4a ∪ 4a ′ are G ∼ R -inequivalent. In Cases 3 ∪ 3 ′ , 5, 7 and 13, the values ε = 1 and ε = −1 should be G ∼ R -inequivalent. We also should check that in Case 9a, different values of n in [−1, +∞) \ {0, 2} are G ∼ R -inequivalent. Consider a point transformation of independent and dependent variables of the general form (4) that connects the source and the target equations from the class R, (5) with f (u x ) = |u x | n andf (ũx) = |ũx|ñ, where n,ñ ∈ R \ {0, −2}. We substitute these values of the arbitrary element f into the equation (8), act on the obtained equation by the operator ∂ ux − nu −1
x . Rearranging the result, we derive the equatioñ
whose left hand side is rational in u x . There are two cases depending on the value of U u .
In the first case, the equation (8) reduces to T t |X u | n /|U x | n+2 = 1, which further implies that X uu = U xx = 0. Then V x = V u = 0, and the equation (9) splits with respect to u x into g = −X t /X u andg = U t /T t , i.e., g andg are affine in u. Therefore, the source and the target equations fit into Cases 9a or 9b up to G ∼ R -equivalence and into just Case 9a up to G ∼ R -equivalence. This completes the proof for Case 9.
The second case is analyzed in a similar way. The equation (8) reduces to the equation T t |U u | n /|X x | n+2 = 1 implying X xx = U uu = 0 and T t > 0. Then again V x = V u = 0, and the equation (9) splits with respect to u x into X t = 0 and g = (T tg − U t )/U u . It follows from the last equation that point transformations cannot switch an exponential value of g to a power one and conversely as well as they cannot change the value of the exponent m when the arbitrary element g is of power form g = |u| m . Moreover, if g = εe u andg =εeũ, then U u = 1 and one cannot alternate the sign of ε. In other words, there are no more additional equivalence transformations related to equations of Cases 3 and 4a.
Up to extending the argument tuples of g andg, the equations (8) and (9) preserves their form if we consider a wider class of differential equations, allowing for the arbitrary element g to additionally depend on t, x and u x . This is why for simplifying the analysis of Cases 5 and 7, we map the associated equations, u t = (u x + 1) −1 u xx + εu and u t = u x (u x + 1) −3 u xx + εu, to simpler equations, u t = u −1 x u xx + ε(u − x) and u t = u x u xx − εuu x , by the point transformations t = t,x = x,ũ = u + x andt = ε −1 e εt ,x = x + u,ũ = e −εt u, respectively, where tildes indicate variables of target equations. (The same mapping of Case 7 is used in Section 4, cf. the equation (24) .) Looking for a point transformation between target equations of the same form with different values of ε, well fits into the above second case. For the first target equation, we have n =ñ = −1, g = ε(u − x) andg =ε(ũ −x), and collecting the coefficients of u in the equation (9) leads to the equationε = T t ε implying the impossibility of alternating between the values ε = 1 and ε = −1 since T t > 0. For the second target equation, we similarly have n =ñ = 1, g = −εuu x andg = −εũũx, and collecting the coefficients of uu x in the equation (9) gives the equationε = T t U u X −1
x ε. Jointly with the consequence T t U u = X 3 x of the equation (8), this again implies the impossibility of alternating the sign of ε.
Let now f = 1 andf = 1. Then the equation (8) splits with respect to u x into the equations X u = 0 and T t = X 2 x , which imply X x U u = 0, T t > 0 and X xx = 0. Collecting coefficients of different powers of u x in the equation (9) results in the equations U uu = 0, 2X x U xu + X t U u = 0 and U u g = T tg + U xx − U t + X t U x /X x . We differentiate the last equation twice with respect to u in order to derive its differential consequence g uu = T t U ugũũ . Therefore, elements of G ∼ R preserve each of Cases 3 ′ , 4a ′ and 13 modulo G ∼ R -equivalence including the value of m. Moreover, if g = εe u andg =εeũ, then U u = 1 andε = T t εe u−U , i.e., one cannot alternate the sign of ε.
Analogously, for g = εu ln |u| andg =εũ ln |ũ| we haveε = T t ε. This means that the set of Cases 3 ′ , 4a ′ and 13 also admits no additional equivalence transformations.
Lie reductions and exact solutions
Exact solutions of equations for the class H were constructed by various methods in many papers, including classical Lie reductions [10] , nonclassical reductions using conditional symmetries [4, 9, 12, 43, 45] and generalized separation of variables [13] . See also [3, Section 10.5] , [34, Chapter 5] and references therein.
The construction of exact solutions of equations from the class F in reduced by by the family of transformations from G ∼ F with (t, x, u)-componentst = t,x = x,ũ = u − gt, which is parameterized by the arbitrary element g, to the same problem for the subclass F ′ , cf. Section 2. Equations from the subclass F ′ , which are nonlinear filtration equations, are potential equations of nonlinear diffusion equations. Lie reductions of the latter equations were studied in [30] . Exact solutions of both nonlinear diffusion equations and nonlinear filtration equations were found using Lie and quasilocal (potential) symmetries [1, 2] , generalized separation of variables [7, 11] , nonclassical reductions and nonclassical potential reductions [5, 15, 41] and generalized conditional symmetries [42] . See also [3, Section 10.2] , [34, Chapter 5] and references therein.
The optimal way for constructing exact solutions of equations from the class L is to use their linearization by the hodograph transformationt = t,x = u,ũ = x with (t,x) andũ being the new independent and dependent variables, respectively, to Kolmogorov equations; see the introduction. This is why it is justified to look for exact solutions only equations from the class C, excluding equations related to Case 9b, which is similar to Case 9a with respect to an additional equivalence transformations. We select all G ∼ R -inequivalent cases of Table 1 with four-dimensional maximal Lie invariance algebras as the most interesting, which are Cases 5, 6a and 7. They are the obvious contenders for allowing one to construct nontrivial explicit solutions. We identify the structure of the associated maximal Lie algebras according Mubarakzyanov's classification of real four-dimensional Lie algebras [23] . Optimal lists of subalgebras of such algebras (i.e., complete lists of subalgebras that are inequivalent up to inner automorphisms of the corresponding algebras) were constructed by Patera and Winternitz in [32] . Since we carry out Lie reductions of partial differential equations with two independent variables to ordinary differential equations, we only need optimal lists of one-dimensional subalgebras. For each of the selected classification cases, we additionally gauge, whenever it is possible, subalgebra parameters using outer automorphisms of the corresponding algebras that are induced by discrete symmetries of related equations. See also [36] for a collection of various characteristics of low-dimensional Lie algebras and of classifications of related objects. It is convenient to present the results of Lie reductions as tables, each row of which includes a basis element of the canonical representative of an equivalence class of one-dimensional subalgebras, an associated ansatz for the dependent variable, the invariant independent and the corresponding reduced equation, respectively. Here and below c's are arbitrary constants.
Case 5. The maximal Lie invariance algebra g 5 of the equation
is isomorphic to the algebra g 4, 8 with h = 0 from Mubarakzyanov's classification, which is denoted by A 0 4.8 in [36] and by A 0 4,9 in [32] . To obtain canonical commutation relations, basis elements can be chosen in the following way: 
An optimal list of one-dimensional subalgebras of g 5 is exhausted by the subalgebras e 1 , e 2 , e 3 , e 2 + ε ′ εe 3 and e 4 + κe 3 , where ε ′ = ±1 and κ is an arbitrary constant. The equation (21) also admits the discrete point symmetry I x,u of simultaneously alternating signs of (x, u), which generates an outer automorphism of the algebra g 5 with the matrix diag(−1, 1, −1, 1) in the chosen basis. Using this automorphism we can set ε ′ = 1 in the fourth subalgebra. The first subalgebra does not satisfy the transversality condition and thus cannot be used for Lie reduction. Ansatzes constructed with the other subalgebras and the corresponding reduced equations are listed in Table 2 Case 6a. The maximal Lie invariance algebra g 6a of the equation u t = u x u xx +u 2 is a realization of the algebra g 3,5 +g 1 from Mubarakzyanov's classification, which is denoted by A 3,8 ⊕A 1 in [32] and is just sl(2, R) ⊕ A 1 [36] . We choose the basis
An optimal list of one-dimensional subalgebras of g 6a is exhausted by the subalgebras e 1 , e 4 , e 2 +ε ′ e 4 , e 2 +κe 4 and e 1 +e 3 +κe 4 , where ε ′ = ±1, and κ is an arbitrary nonnegative constant and an arbitrary constant in the fourth and the fifth subalgebras, respectively. The equation u t = u x u xx + u 2 also admits the discrete point symmetry I t,u of simultaneously alternating signs of (t, u), which generates the outer automorphism of the algebra g 6a with the matrix diag(−1, 1, −1, 1) in the chosen basis. Using this automorphism we can set ε ′ = 1 in the third subalgebra. Ansatzes constructed with the above subalgebras and the corresponding reduced equations are listed in Table 2 . The solutions of reduced equation 6.1 are exhausted by the general solution φ = −(t + c 1 ) −1 and the singular solution φ = 0.
Reduced equation 6.2 is integrated to − (φ 3 + c 1 ) −1/3 dφ = x + c 2 . For the value c 1 = 0, we obtain the one-parameter singular solution family φ =c 2 e −x . If c 1 = 0, then the expression (φ 3 + c 1 ) −1/3 dφ is a differential binomial φ m (a + bφ n ) p dφ with m = 0, n = 3, p = −1/3, a = c 1 and b = 1, i.e., (m + 1)/n + p = 0 is an integer. According the Chebyshev theorem on the integration of differential binomials, the integral of this differential binomial is reduced to the integral of a rational function by the substitution c 1 φ −3 + 1 = t 3 and thus it can be expressed by elementary functions. Finally, we construct the general solution of reduced equation 6.2 in the implicit form 
where (κ, µ, ν) = (1, 0, 0), (µ, ν) = (1, 0) and (µ, ν) = (0, 1) for reduced equation 6.3, 6.4 and 6.5. By the standard substitution lowering orders of autonomous equations, φ ω = p(y), where y = φ plays the role of the new independent variable, the equation (22) Case 7. Up to G ∼ R -equivalence, this is the only case among cases of Lie-symmetry extensions within the subclass C that admits non-fiber-preserving point symmetry transformations. (Such symmetry transformations are typical for equations from the subclasses F and L.) The indication, in infinitesimal terms, of the presence of such symmetry transformations is that the x-component of the Lie symmetry vector field e −εt (∂ t − εu∂ x + εu∂ u ) of this case depends on u. To avoid Lie reductions with implicit ansatzes and to simplify the Lie reduction procedure in total, it is convenient to map the corresponding equation
by the point transformationt = ε −1 e εt ,x = x + u,ũ = e −εt u to the equatioñ
which we assume as "Case7". We omit tildes of t, x and u below. The maximal Lie invariance algebra g7 of the equation (24) is spanned by the vector fields e 1 = ∂ x , e 2 = ∂ t , e 3 = t∂ x + ε −1 ∂ u and e 4 = t∂ t − u∂ u . It is a realization of the algebra g 4, 8 with h = −1 from Mubarakzyanov's classification, which is denoted by A 4,8 in [32] and by A Reduced equations7.1 and7.2 are trivially integrated to φ = c 0 and φ = c 0 /t, respectively. The solution set of reduced equation7.3 splits into two family. The first family φ = c 0 is common for both the values of ε. The second family depends on ε, φ = c 1 e ω + c 2 e −ω if ε = 1 and φ = c 1 cos ω+c 2 sin ω if ε = −1. Reduced equation7.4 has the first integral φ 2 ω −εφ 2 −2ε −1 ω = c 1 . This equation is mapped by the substitution 1/φ ω + φ = p(y), where y = −1/φ ω plays the role of the new independent variable, to the Abel equation of the second kind in the canonical form pp y − p = ε/y 3 . Similarly, reduced equation7.5 is mapped by the substitution p(y) = φ, where y = φ ω plays the role of the new independent variable, to the equation ((1−εy)p+ε −1 κ)p y = −y 2 , which is an Abel equation of the second kind if κ = 0 and an equation with separable variables if κ = 0. In the second case, we obtain the equation φ 2 = ε −1 φ 2 ω + 2ε −2 φ ω + 2ε −3 ln |φ ω − ε −1 | + c 1 whose general solution is represented in a parametric form with quadrature, where φ ω plays the role of the parameter. If κ = 0, the corresponding Abel equation is reduced to the canonical form ppȳ −p = ε −3 (ȳ+ε −1 κ) 2 /ȳ 3 by the point transformationȳ = ε −1 κ/(1−εy),p = p+ε −1 κ/(1−εy).
The equation (24) is of the form admitting the generalized separation of variables [14] . The nonlinear differential operatorũxũxx − εũũx from the right hand side of this equation preserves the exponential linear space 1, ex, e −x or trigonometric linear spaces 1, cosx, sinx if ε = 1 or ε = −1, respectively, cf. [13] . Using the ansatzũ = τ 0 (t) + τ 1 (t)ex + τ 2 (t)e −x for ε = 1 or u = τ 0 (t) + τ 1 (t) cosx + τ 2 (t) sinx for ε = −1, where τ 's are the new unknown functions, we construct three-parameter families of exact solutions of the equation (24) At the same time, these solutions are Lie invariant solutions, which can be constructed using reduction7.3 and the action of Galilean boosts generated by the Lie symmetry vector field e 3 . No further extension of these families of exact solutions of the equation (24) with its Lie symmetries is possible. Substitutingt = ε −1 e εt ,x = x + u,ũ = e −εt u into the above solutions of the equation (24), we construct implicit solutions of the equation (23) .
Note that the further hodograph transformationt =t,x =ũ,û =x reduces the equation (24) to the equationût =û −3 xûxx + εx, which is the potential equation for the nonlinear diffusionreaction equationsȗt = (ȗ −3ȗx )x + ε, whereȗ =ûx. See the first paragraph of this section for references on symmetry analysis of the last equation.
