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INTRODUCCIÓN
Berger en 1929 desarrolló un sistema de registro de la actividad
eléctrica cerebral [1], pero no fue hasta la década de los cuaren-
ta cuando comenzó a utilizarse de modo rutinario en gran nú-
mero de pacientes [2]. La señal registrada en el electroencefalo-
grama (EEG) es compleja, ya que contiene la suma de la activi-
dad de diferentes poblaciones neuronales de distintas áreas
cerebrales y también puede recoger actividad eléctrica de ori-
gen extracerebral (artefactos). Los registros iniciales se realiza-
ban en papel, lo que impedía posteriores análisis de la señal,
pero la introducción de la informática y el desarrollo de los
EEG digitales revolucionó los sistemas de procesamiento del
EEG. La señal se almacena como el valor numérico de la dife-
rencia de potencial entre cada electrodo y una referencia que se
considera neutra. La frecuencia de muestreo es el número de
valores puntuales de voltaje que guarda de cada segundo. Es un
dato muy importante a la hora de realizar análisis matemáticos
sobre la señal y suele variar generalmente entre 200 y 1.000 Hz.
Los datos se almacenan en el disco duro del ordenador o en dis-
cos externos, y se presentan en el monitor. A posteriori pode-
mos reformatear montajes (monopolares, bipolares, etc.), cam-
biar la sensibilidad, el número de segundos por página, los fil-
tros, etc. Además podemos aplicar programas de detección au-
tomática de eventos, análisis de frecuencia y otros tipos de aná-
lisis [3]. Otra ventaja es la posibilidad de sumar señales y pro-
mediarlas, de tal forma que es posible, como en los potenciales
evocados, facilitar la detección de ondas o componentes de pe-
queño voltaje, pero que se repiten a lo largo del tiempo y que al
promediarlas destacan sobre la actividad de fondo.
Las nuevas técnicas de procesamiento matemático han per-
mitido una mejor comprensión de las bases neurofisiológicas
del EEG y es de suponer que su futuro desarrollo lleve a aumen-
tarla de modo significativo. Se han desarrollado nuevos monta-
jes, filtros y técnicas de eliminación de artefactos, de análisis de
frecuencias, sistemas de análisis de fuentes y de predicción de
crisis. En este trabajo revisamos las principales técnicas emplea-
das en las distintas áreas de estudio del EEG.
NUEVOS TIPOS DE MONTAJES
El montaje empleado para la revisión del EEG influye en la
visualización del mismo, de tal modo que un determinado monta-
je puede poner en evidencia alteraciones no observadas en otros
montajes. En los registros en papel no se podían modificar los
montajes en los que se había realizado el registro, por lo que era
importante seleccionar de antemano los montajes más adecuados.
En los registros digitales se almacenan los valores numéri-
cos de la diferencia de potencial entre un electrodo y una refe-
rencia común, lo que permite que –al trabajar con estos datos–
podamos convertir la señal a cualquiera de los montajes tradi-
cionales (monopolares y bipolares) y, además, podamos crear
montajes virtuales o interpolados y montajes de fuente [4] con
el fin de mejorar la visualización y localización de las posibles
alteraciones.
Montajes virtuales o interpolados
En los montajes virtuales o interpolados, se aplican transforma-
ciones matemáticas sobre los valores registrados mediante elec-
trodos reales. Esto permite calcular el voltaje en electrodos es-
tandarizados o en cualquier localización, sustituir los canales
erróneos por interpolación del resto de todos los electrodos, cal-
cular la densidad de fuentes de corriente en cada electrodo
(current source density, CSD), y calcular referencias construidas
con la media de varios electrodos. Ejemplos de este tipo de mon-
tajes son el montaje laplaciano y el montaje libre de referencia.
El montaje laplaciano se basa en el cálculo de la densidad de
fuentes de corriente [5-9]. Estima en un punto de la corteza la
densidad de corriente que es radial a ese punto (A/cm²). Permite
mejorar la resolución espacial del EEG, aunque requiere un alto
número de electrodos (64-128 electrodos) [7,10,11]. Existen
múltiples algoritmos [10-16], pero el más utilizado en electroen-
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cefalografía debido a su fácil computación es el
método ‘del vecino próximo ponderado por la
inversa de la distancia’ (nearest neighbor inverse
distance-weighted method), en el que el potencial
de un electrodo se transforma de acuerdo con el
valor observado en electrodos vecinos teniendo
en cuenta la distancia que los separa del mismo
[17-19]. En los montajes libres de referencia se
recalculan valores de potencial considerando que
la corriente neta en la superficie de la cabeza es
cero [4]. La figura 1 muestra un EEG con una des-
carga tipo punta-onda anterotemporal derecha
(T8) en montajes laplaciano y libre de referencia.
Montajes de fuentes
Con los montajes habituales puede investigarse
muy aproximadamente bajo qué zona de la super-
ficie se localiza un evento. En cambio, con los
montajes de fuentes se intenta resolver el proble-
ma inverso, es decir, responder a la pregunta de
cuánto participa una determinada área cerebral en
un evento registrado a distancia. Cada canal re-
construye la actividad generada en una zona cere-
bral [4]. Para ello iguala a cero los pesos de las
actividades no originadas en la zona, lo que se
denomina ‘filtro espacial’. Para que esta estrategia
sea eficaz es necesario conocer las regiones impli-
cadas y que su número sea pequeño [20,21]. Exis-
ten trabajos con 16 y 19 regiones cerebrales selec-
cionadas que enfatizan la separación de activi-
dades originadas en distintas posiciones sublo-
bulares de los lóbulos temporales (basal, polar, la-
teral) [21-25]. Se reconstruye la morfología del
EEG original estimando el peso de todos los cana-
les para cada actividad [20,26]. La figura 2 mues-
tra un EEG en montaje de fuentes temporal y fron-
tal. Básicamente, se fundamenta en la posibilidad
de modelar la actividad de grupos neuronales me-
diante dipolos. Dado que conocemos cuál es el
campo eléctrico que genera un dipolo, podemos
‘meter’ ese dipolo dentro de un medio (una cabe-
za, una caja, etc.) y luego calcular los campos que
aparecen sobre la superficie de dicho medio. Si se
tiene una señal, es posible modificar los paráme-
tros del dipolo para que la actividad que da el di-
polo y la que tenemos registrada coincidan. Si la
señal que tenemos grabada es muy compleja, no
basta con un único dipolo, sino que hay que añadir
más dipolos para que el ajuste sea mejor. Las va-
riantes dependen de cómo se establece el número
de dipolos, cómo se asume qué es ruido, cómo se
ajusta una señal a otra, etc.
MÉTODOS DE ELIMINACIÓN DE ARTEFACTOS
Además de los filtros digitales, se han ideado nuevos métodos de
eliminación de artefactos como son la regresión en el dominio
del tiempo o de la frecuencia, el análisis de componentes princi-
pales (principal component analysis, PCA) y el análisis de com-
ponentes independientes (independent component analysis, ICA).
Probablemente, en un futuro próximo la lista se ampliará.
Regresión en el dominio del tiempo 
o en el dominio de la frecuencia
La introducción de la función de regresión en la eliminación de
artefactos fue un gran avance respecto a las técnicas analógicas
[27]. Esta técnica se ha utilizado para la eliminación del artefac-
to ocular. Consiste en calcular la proporción de una variable que
se explica por otra, en el caso de corrección de actividad ocular
la cantidad de electrooculograma (EOG) que está presente en un
determinado canal de EEG. Posteriormente se escala el EOG
Figura 2. Montajes de fuentes. Descarga de tipo punta-onda temporal derecha de la figu-
ra 1. a) Montaje de fuente temporal; b) Montaje de fuente frontal (seis canales superiores).
Programa BESA. Cada canal representa la señal originada en el área señalada en el eje de
abscisas. La descarga de tipo punta-onda es claramente visible en el montaje de fuentes
temporales, en el canal que representa a la región anterotemporal derecha, pero pasa
desapercibida en el montaje de fuentes frontales (seis canales superiores de la figura b).
Figura 1. Montajes virtuales o interpolados. Descarga de tipo punta-onda temporal dere-
cha (T8). a) Montaje laplaciano; b) Montaje libre de referencia. Programa BESA.
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a b
ANÁLISIS MATEMÁTICOS DE SEÑALES EEG
REV NEUROL 2005; 41 (7): 423-434 425
según la proporción calculada y se resta al EEG. Se puede referir
al dominio del tiempo, al comparar los voltajes del EOG y EEG
en cada punto de tiempo sin tener en cuenta la frecuencia [28-
30], o al dominio de la frecuencia, al calcularlo para diferentes
frecuencias [31-34]. Los análisis matemáticos en el dominio de
la frecuencia se basan en que, debido a las distintas característi-
cas de atenuación de los medios por los que pasa la actividad
ocular hasta llegar a los electrodos, los voltajes del movimiento
ocular se propagan de forma distinta para las diferentes frecuen-
cias implicadas [35,36]. Las fórmulas matemáticas empleadas
son más complejas y no han demostrado ser mejores en registros
reales que las del dominio del tiempo [34,37,38]. Con estos
métodos de eliminación de artefacto se extrae también actividad
de origen cerebral que se registra en los canales del EOG. Por
otra parte, la eliminación del artefacto muscular con esta técnica
no es factible debido a que señales de diferentes músculos re-
quieren distintos canales de referencia. Sí es posible eliminar, en
cambio, el artefacto de corriente alterna [39].
Filtros espaciales
Una nueva aproximación a la corrección de artefactos es la de
los ‘componentes espaciales’. Pretende evitar la distorsión de la
actividad cerebral mediante la separación de la contribución de
distintas fuentes al EEG. Los componentes se definen por sus
topografías. Existen varias técnicas que intentan separar topo-
gráficamente la actividad cerebral de la de los artefactos.
Las técnicas basadas en modelos de dipolos espaciotempo-
rales se han utilizado para eliminar artefactos oculares [40,41].
Requieren la asunción a priori del número de dipolos por saca-
da, parpadeo y otro tipo de movimientos oculares, y supone que
presentan una estructura de dipolo simple. Las inexactitudes al
modelar los dipolos del artefacto pueden provocar errores en la
localización de las fuentes y en su contribución al EOG y al
EEG [41,42].
Otra técnica empleada es la del PCA. Para calcular los com-
ponentes se utiliza la descomposición en valores singulares (sin-
gular value decomposition, SVD) [43-46]. Los componentes es-
tán decorrelacionados linealmente y pueden remezclarse para
reconstruir el original mediante una computación inversa. Se
identifican los componentes visualmente en un segmento de EEG
y, a posteriori, se crean los filtros según las topografías de la
señal cerebral y del artefacto. El PCA encuentra direcciones orto-
gonales con la mayor varianza de los datos, condición que no se
cumple habitualmente en las señales neurobiológicas [47], por lo
que se producen atenuaciones y distorsiones de la actividad cere-
bral [39,45]. A pesar de ello, se ha demostrado que en la elimina-
ción de artefactos es más eficaz que el cálculo de dipolos [41].
El ICA separa las señales complejas en componentes esta-
dísticamente independientes. Los artefactos y la actividad cere-
bral son claramente independientes y, además, las direcciones
de los componentes separados no son ortogonales, por lo que se
ajusta más a las características de las señales bioeléctricas que
el PCA. Ha demostrado mayor eficacia en la eliminación de
artefactos que los métodos anteriormente descritos [39,48-50].
ANÁLISIS EN EL DOMINIO DE LA FRECUENCIA,
COHERENCIA DE FASE Y SINCRONÍA 
Dominio de la frecuencia
Una manera clásica de describir el EEG es en términos de bandas
de frecuencia. La frecuencia es el número de veces que un proce-
so se repite en un período o ciclo elegido. El problema de cuanti-
ficar la frecuencia lo resolvió inicialmente Fourier. Según su teo-
rema toda señal periódica se puede descomponer en un conjunto
de ondas seno y coseno, con su amplitud, fase y frecuencia, que
sumadas entre sí reproducen la señal original. Este método –y
más en concreto, la transformada rápida de Fourier (fast Fourier
transform, FFT)– ha sido el más ampliamente utilizado en el
análisis de frecuencia del EEG [51-55]. Todos estos métodos pre-
suponen que el contenido frecuencial de la señal no varía a lo lar-
go del período analizado, lo que limita su uso al análisis de seña-
les estacionarias. Ésta continúa siendo su principal limitación,
aunque se hayan desarrollado variantes, como la transformada en
ventana de Fourier (windowed Fourier transform, WFT), que
intenta estudiar cambios frecuenciales a lo largo del tiempo. El
análisis de Fourier consiste en la descomposición de la señal en
las ondas seno, que sumadas dan la señal original; su fundamen-
to está en la idea de que una señal sinusoidal contiene un numero
finito de frecuencias y, por tanto, puede descomponerse en un
número finito de ondas seno. Cada onda seno se define por la fre-
cuencia, amplitud y fase. Para agilizar el cálculo se puede aplicar
el algoritmo a un número de muestras potencia de dos (FFT). El
conjunto de ondas seno de la señal forma el espectro de frecuen-
cias de esa señal. Gracias a este análisis es posible estudiar la
señal electroencefalográfica también en el dominio de la frecuen-
cia y no sólo en el tiempo. La WFT consiste en la aplicación de la
transformada a períodos de tiempo breves y sucesivos, para
intentar solucionar el problema de la aplicabilidad a señales no
estacionarias, pero con limitaciones para el análisis de frecuen-
cias bajas. La técnica temporal spectral evolution (TSE), desa-
rrollada por Salmelin y Hari, permite observar cambios en perío-
dos del orden de milisegundos [56,57].
El grupo de Pfurscheller [58] desarrolló un procedimiento
para cuantificar cambios frecuenciales a lo largo del tiempo, y lo
denominó event-related desynchronization (ERD). Consta de
una serie de pasos sucesivos. Primero aplican un mismo filtro
digital a cada barrido de la señal y delimitan la banda de frecuen-
cias que se va a estudiar. A continuación, se eleva cada barrido
filtrado al cuadrado y se calcula la suma de todos ellos. Final-
mente, se promedian los valores obtenidos en pequeñas ventanas
de duración constante, y se normalizan con respecto al valor
medio de una ventana preestímulo expresándolos en porcentaje
con respecto a ella. Este método tiene la ventaja de su simplici-
dad de cálculo, y su aplicación está muy difundida. También, en
la segunda mitad del siglo XX, se desarrollaron diversos métodos
de análisis de tiempo-frecuencia, que permiten valorar la evolu-
ción temporal de los cambios de frecuencia. Dos ejemplos son la
transformada wavelet (TW) y la expansión de Gabor [59]. Estos
métodos ofrecen importantes ventajas frente a otros sistemas de
análisis. A diferencia del análisis de Fourier, tanto el análisis
wavelet como la expansión de Gabor permiten separar la distri-
bución de energía de una señal en distintos componentes fre-
cuenciales a lo largo del tiempo [60-63], por lo que son aplica-
bles a señales no necesariamente estacionarias (Fig. 3). La TW
de la derivación X (TWx) de una señal s(t) se define como la
convolución de esta señal con versiones escaladas y desplazadas
de una función específica denominada la wavelet madre. Este
análisis puede interpretarse como un banco de filtros, con un
ancho de banda proporcional a su frecuencia. De esta forma, la
resolución temporal aumenta a frecuencias altas, y la resolución
frecuencial lo hace a frecuencias bajas. La expansión de Gabor
es una variante en la que la señal queda expresada como la suma
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ponderada de una serie de funciones desplazadas
en tiempo y frecuencia a partir de una función ele-
mental g(t); de esta forma, cada coeficiente G t,f
puede interpretarse como la energía contenida en
la señal alrededor de un instante t, para los com-
ponentes en torno a la frecuencia f. La representa-
ción de estos coeficientes en un mapa de colores
en dos dimensiones muestra, por tanto, una ima-
gen completa de la evolución temporal de los
diversos componentes frecuenciales.
Aunque los fundamentos matemáticos de este
análisis tienen ya más de medio siglo, su aplica-
ción práctica para el análisis de señales de EEG es
mucho más reciente. Su primer uso fue en el estu-
dio de señales sísmicas; progresivamente su em-
pleo se extendió al campo del procesado de imáge-
nes [64,65]. Actualmente, su aplicación está muy
difundida en el análisis de señales de múltiples
tipos, dentro y fuera del ámbito biomédico (estu-
dio de turbulencias, corrientes marítimas, discri-
minación de lenguaje, imágenes de resonancia
magnética (RM) y análisis de potenciales de ac-
ción) [66-69]. A pesar de sus numerosas ventajas,
sólo a lo largo de las dos últimas décadas han
comenzado a aplicarse a las señales eléctricas ce-
rebrales. Varios trabajos han demostrado que el análisis wavelet
es una herramienta matemática adecuada para el análisis de seña-
les EEG con el fin de comprobar los cambios frecuenciales rela-
cionados, por ejemplo, con el movimiento [70-72] o con descar-
gas epileptiformes y crisis epilépticas [51,73,74]. 
Coherencia de fase y sincronía
En los últimos años el concepto de sincronía ha ganado importan-
cia como modelo de integración neuronal tanto a pequeña escala
(entre dos neuronas) como entre diferentes áreas cerebrales. La
sincronía se puede definir de diversas maneras, pero la más usada
en el estudio del EEG es el ligamiento en fase (phase locking) de
grupos de neuronas que oscilan en bandas específicas de frecuen-
cia durante un período de tiempo limitado [75]. Mediante este
mecanismo se consigue la integración de información [76-82].
Por otra parte, alteraciones en la sincronía neuronal pueden ser el
origen de los déficit de patologías neurológicas como la esquizo-
frenia [83], la depresión [84], la enfermedad de Parkinson [85,
86], los traumatismos craneales [87] o la epilepsia [88-93]. Para
estudiar la sincronización en el EEG se han desarrollado diversos
algoritmos matemáticos [94]. En general, se precisan dos pasos:
estimar la fase instantánea en cada señal y cuantificar el grado de
ligamiento en un período mediante criterios estadísticos. Los mé-
todos basados en wavelets y la transformada de Hilbert estiman la
fase instantánea y son equivalentes [95]. Las estadísticas basadas
en el ligamiento de fase (phase-locking statistics, PLS) [75] y las
estadísticas basadas en el ligamiento de fase de un único ensayo
(single-trial phase-locking statistics, S-PLS) [96] utilizan un al-
goritmo wavelet complejo para cuantificar la estabilidad del liga-
miento de fase entre dos señales en un rango de frecuencia prede-
terminado. El S-PLS se diferencia por no requerir repeticiones de
los eventos para realizar el cálculo. La transformada de Hilbert se
basa en el concepto analítico de señales de Gabor (1946), y se ha
investigado en modelos de sistemas y datos experimentales [97].
Otras técnicas más recientes usan modelos adaptativos de seña-
les, de autorregresión, para estimar la fase [98-100]. 
ESTUDIO DE FUENTES DEL EEG
En el EEG se registra la mezcla de distintas actividades eléctri-
cas. Se puede intentar comprender la dinámica cerebral median-
te la resolución del denominado problema directo, es decir, in-
tentar determinar la distribución de la actividad en superficie a
partir de fuentes intracraneales conocidas. Sin embargo, el prin-
cipal problema de la electroencefalografía clínica consiste en
conocer cuáles son las fuentes intracerebrales a partir del cono-
cimiento de la distribución de actividades en superficie, lo que
se ha dado en llamar ‘problema inverso’. Ambos tipos de técni-
cas están interrelacionados. Muchas de las técnicas diseñadas
para resolver el problema inverso se basan en los modelos de
resolución del problema directo.
Solución del problema directo
Para calcular los potenciales en superficie generados por una
fuente intracraneal imaginaria es necesario utilizar un modelo
de cabeza lo más parecido posible a la realidad. El cerebro y las
estructuras que lo rodean no son un medio homogéneo. Los
potenciales de campo que registramos en superficie están influi-
dos por las distintas conductividades del líquido cefalorraquí-
deo (LCR), meninges, cráneo, tejido adiposo y piel [101]. Tam-
bién se ha descrito la distorsión producida por los agujeros del
cráneo [102]. Esto, además de actuar como un filtro de alta fre-
cuencia, es responsable, al menos en parte, de la atenuación de
la señal que llega a la superficie [103]. El modelo de cabeza uti-
lizado debe considerar esta complejidad. Desde la década de los
70, las distintas aproximaciones a la resolución del problema
directo han tenido en cuenta la distribución potencial del dipolo
en las distintas capas [104-108]. En los primeros modelos, tres
o cuatro esferas concéntricas representaban las distintas capas.
Desde finales de los años ochenta, gracias a los avances de la
RM, se han ido adoptando modelos más realistas de la geome-
tría tridimensional del cerebro y las distintas capas que lo recu-
bren [109-113]. Estas técnicas aumentan la complejidad de los
cálculos para resolver el problema y, por tanto, requieren la
Figura 3. Análisis de tiempo-frecuencia. TW. Análisis de 5-45 Hz (ordenadas) en un seg-
mento de EEG de 5 s (abscisas) con una descarga punta-onda frontal en el segundo 2,5.
La energía está representada en una escala de grises. Electrodos F3, Fz y F4.
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aplicación de métodos numéricos. Se descompone el volumen
conductor en una malla formada por un número discreto de ele-
mentos. La exactitud del método aumenta con el número de
elementos y es inversamente proporcional a su tamaño. El mé-
todo más utilizado es el de elementos frontera (boundary ele-
ment method) [114-119], apropiado cuando se puede asumir que
el volumen conductor es isótropo y homogéneo entre elemen-
tos; en caso contrario se utilizan métodos de elementos volu-
men (volume element methods), como los métodos finite-volu-
me, finite-difference y finite-elements, que son especialmente
útiles para calcular la influencia de inhomogeneidades (como la
influencia del LCR de los ventrículos) y conductividades aniso-
trópicas [120-125]. Estos métodos son más exactos, pero nece-
sitan información de la morfología del cerebro y las estructuras
circundantes, así como de sus distintas conductividades. Las di-
ferencias entre los modelos realistas y los de esferas concéntri-
cas pueden producir discrepancias en el posicionamiento en la
localización de fuentes de hasta 20 mm [126-128].
Solución del problema inverso
A partir de los modelos de solución del problema directo se han
desarrollado numerosos métodos para intentar solucionar el pro-
blema inverso, es decir, conocer las fuentes generadoras del EEG
y su localización. Al ajustar las actividades que fijamos en pro-
fundidad podemos hacer coincidir el EEG simulado con el que
captamos realmente y resolver así el problema inverso. Esta loca-
lización de fuentes es especialmente importante en los pacientes a
los que se va a someter a cirugía de la epilepsia. El éxito de la
cirugía depende de la identificación exacta de la zona epileptogé-
nica, definida como la región de tejido cuya resección (o transec-
ción) es necesaria y suficiente para abolir las crisis [129]. En las
epilepsias focales se distinguen un ‘área irritativa’ definida por la
actividad epileptiforme intercrítica, un área de inicio ictal donde
se producen los primeros cambios electrofisiológicos al inicio de
las crisis y un área ictal sintomatogénica de donde surgen los
fenómenos clínicos. Estas zonas no siempre son superponibles,
por lo que el estudio detallado de cada paciente es indispensable
[130]. La solución del problema inverso puede ayudar a definir
las zonas irritativas y la de inicio ictal [101]. 
Modelos de localización: dipolos y densidad de corriente
La solución del problema inverso es compleja, ya que una mis-
ma distribución de potencial en superficie puede estar generada
por diferentes mezclas de fuentes intracerebrales y, además, en
el EEG no existe una referencia ideal [131]. Las asunciones pre-
vias necesarias sobre las fuentes intracerebrales y el modo de
conducción de la señal hasta los electrodos colocados en super-
ficie parten de la resolución del problema directo previamente
comentada. La complejidad del modelo de cabeza y conductivi-
dad que utilicemos influirá en la exactitud del resultado. Existe
gran cantidad de métodos distintos [132].
Inicialmente los estudios se centraron en la localización de
las fuentes con el desarrollo de estudio de dipolos. Asumen que
las fuentes intracerebrales son equivalentes a dipolos de corrien-
te localizados dentro del cerebro. La disposición en columnas
paralelas de las neuronas piramidales apoya este principio [133].
La técnica más utilizada es la del dipolo de corriente equivalente
(equivalent current dipole, ECD). Se realiza una abstracción
matemática que calcula un dipolo (el dipolo de corriente equiva-
lente), determinado por seis parámetros, y se intenta explicar la
distribución del potencial registrado en superficie eligiendo el
dipolo que es capaz de generar una señal más semejante al regis-
tro real, es decir, la solución con el error mínimo. El dipolo no es
un punto, una estructura física, sino la representación del ‘centro
de gravedad’ de una corriente eléctrica generada por potenciales
postsinápticos de neuronas, en estructura de campo abierto, acti-
vadas de forma simultánea. La superposición con la RM cerebral
ayuda a localizarlo físicamente, superficial en sustancia gris o
profundo en sustancia blanca, según la forma del volumen de
tejido neuronal activado [101, 134,135]. Es un modelo simplista,
con un concepto estacionario (la distribución del potencial de la
fuente es fija y sólo varía la fuerza de la corriente en el tiempo) y
no distribuido de la fuente, aunque se puede aplicar a intervalos
cortos de EEG donde predomina una de las fuentes. Se ha utiliza-
do con éxito en el estudio de las fuentes de los potenciales evoca-
dos [136-139] y de puntas epilépticas intercríticas [140-142]. Se
han desarrollado análisis que calculan múltiples dipolos con es-
casa información a priori, como el MUSIC (multiple signal clas-
sification) [26]. Requiere la definición previa de un subespacio
de señal (concepto matemático que hace referencia a la actividad
que reconstruye la señal que interesa en cada instante). El resto
se define como subespacio de ruido. Primero calcula la distribu-
ción de campo en superficie generada por dipolos (unit moment
dipoles) localizados en cada punto de una rejilla de tres dimen-
siones (3D) que ocupa todo el cerebro (solución al problema
directo). Se puede obtener la distribución del campo de un dipo-
lo orientado de forma arbitraria mediante la combinación lineal
de las distribuciones de campo de tres dipolos con orientación
ortogonal. Posteriormente el algoritmo calcula la correlación en-
tre la distribución de campo del subespacio de la señal y la distri-
bución de campo de cada dipolo de la rejilla (0 = sin correlación;
1 = correlación completa). Reconstruye un mapa 3D con las pun-
tuaciones que obtiene en cada localización de la rejilla. A mayor
puntuación global mayor similitud entre ambos. Elige el dipolo
cuya distribución de campo en superficie tenga mayor correla-
ción con la señal original. Requiere la selección subjetiva del
punto de la señal donde se va a realizar el cálculo del dipolo
(punto de máxima puntuación global, momento en el que la señal
se aparta más de la media). RAP-MUSIC (recursively applied
and projected multiple signal classification) determina los picos
de puntuación global de forma recursiva para evitar la subjetivi-
dad: en el primer ciclo calcula únicamente el punto de máxima
puntuación global y su dipolo correspondiente; en el siguiente
ciclo elimina del subespacio de la señal la información espacial
del dipolo calculado previamente y repite el proceso con la infor-
mación restante en el momento de la nueva puntuación global
máxima. Se repite el proceso hasta que la puntuación global má-
xima sea menor del límite predeterminado [143,144]. La figura 4
muestra el cálculo de dipolos mediante RAP-MUSIC en una des-
carga de localización frontal (programa BESA –Brain Electric
Source Analysis–). 
Otra aproximación consiste en calcular la distribución de la
densidad de corriente en tres dimensiones. Es una solución dis-
creta, lineal y en 3D. Se pretende lograr una ‘tomografía’ fun-
cional, para lo que debe localizar las fuentes con un error míni-
mo. Se utilizan técnicas de deblurring para evitar la distorsión
de la localización debido a las características de los campos
eléctricos. El primer método utilizado estaba basado en la solu-
ción inversa según norma mínima (minimum norm inverse solu-
tion) [145,146], pero daba la solución en dos dimensiones (2D)
y no incorporaba técnicas de deblurring para afinar en la locali-
zación. El gran avance en este tipo de métodos fue la solución
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del problema en espacios 3D, lo que fue con-
seguido con la tomografía electromagnética
cerebral de baja resolución que se basa en el
cálculo de matrices (low resolution brain elec-
tromagnetic tomography, LORETA) [147,148].
Utiliza un modelo de cabeza consistente en
una esfera de tres capas. Se ha usado en estu-
dios de funciones cognitivas como el lengua-
je o tareas visuomotoras, en registros de pa-
cientes epilépticos y en el estudio de genera-
dores de frecuencia [149]. Su capacidad para
localizar fuentes subcorticales es menor que
en las fuentes corticales debido a que la señal
está más distorsionada (blurred). Otros mé-
todos similares (Backus y Gilbert [150], y
weighted resolution optimization, WROP
[151]), son incapaces de estimar fuentes en
profundidad [152]. También se han desarro-
llado otros algoritmos basados en el mismo
principio [153-157].
Modelos de separación de fuentes
Para descomponer señales complejas en sus
componentes, basándose en características es-
tadísticas de las señales, se utilizan técnicas de
separación ciega de fuentes (blind source separation, BSS), como
son el PCA, el análisis factorial (factorial analysis, FA), la deco-
rrelación espacial extendida (extended spatial decorrelation,
ESD) o el ICA. No pretenden localizar espacialmente los compo-
nentes separados, aunque son capaces de ciertas aproximaciones
mediante la reconstrucción del EEG a partir de cada componente.
Son métodos de reducción de datos que disminuyen la redundan-
cia entre datos multivariantes. PCA, ESD y FA son métodos que
identifican variables decorreladas (una variable no aporta infor-
mación directa de la otra), que probablemente corresponden a
procesos físicos distintos. Utilizan estadística de segundo orden,
por lo que disminuye la covarianza entre dos señales. La exigen-
cia de decorrelación tiene requerimientos débiles en cuanto a la
forma de los componentes, por lo que se pueden producir rotacio-
nes en el espacio sin afectar a la correlación entre los mismos
[158]. Como ya se ha dicho previamente, en el PCA los compo-
nentes deben tener direcciones ortogonales, requerimiento que las
señales biológicas no tienen por qué cumplir. El ICA aporta la
introducción de estadística de mayor orden, de manera que consi-
gue una mayor independencia entre los componentes calculados
[158,159]; además evita la necesidad de realizar de manera subje-
tiva la rotación de los componentes. Ha demostrado su utilidad en
el estudio de fuentes del EEG [160-164] al obtener mejores resul-
tados que las otras técnicas como el PCA y ESD [39,165,166]. 
Para mejorar la localización espacial de los componentes
calculados con las técnicas de BBS se han combinado estas téc-
nicas con técnicas de localización de dipolos. Programas, como
el denominado BESA [167], permiten calcular dipolos a partir
de los componentes obtenidos con el PCA, además de superpo-
ner los resultados con técnicas de imagen como la RM cerebral
[22,168,169]. Otros trabajos obtienen buenos resultados al com-
binar los ICA con técnicas de cálculo de dipolos mediante mo-
delado espaciotemporal convencional de dipolos (spatial-tem-
poral dipole model, STDM) [160] y con el método RAP-MU-
SIC [170,171], o al combinar el ICA con métodos de análisis de
tiempo-frecuencia [172].
DETECCIÓN Y PREDICCIÓN DE CRISIS
Detección de grafoelementos epileptiformes y crisis
Una de las herramientas desarrolladas en los EEG digitales es la
detección automática de puntas y crisis, útiles sobre todo en
registros prolongados donde la revisión de todo el registro es
ardua [3,173,174]. El reconocimiento de patrones de EEG re-
quiere establecer las características que los van a definir y las
combinaciones que describen un elemento concreto –por ejem-
plo, una punta–, que difieren de unas características considera-
das estacionarias. Existen métodos basados en aspectos morfo-
lógicos como la amplitud, características de la onda, duración o
convexidad [175]. Se comparan entre otros las medias, la des-
viación estándar, la curtosis, el coeficiente de variación, el ran-
go de amplitudes y los valores pico-pico [176-179]. Los nuevos
métodos utilizan análisis espectral de frecuencias, métodos no
paramétricos o paramétricos, análisis de wavelets en la detec-
ción de puntas y crisis, [70,73,180-184], técnicas basadas en re-
des neuronales [74,185-189] o el ICA [165,170,171,190,191].
Predicción de crisis
Actualmente han aparecido técnicas no sólo para identificar los
patrones ictales, sino también para intentar predecir o anticipar
el inicio de las crisis. La imposibilidad de predecir las crisis es
una de las principales causas de lesiones, morbilidad y estrés
del paciente epiléptico. Esta herramienta, además de mejorar el
conocimiento de la fisiopatología de las crisis, puede ser muy
útil en el desarrollo de sistemas de alarma o de nuevas posibili-
dades de tratamiento que mejoren la calidad de vida de estos
pacientes. Se han desarrollado técnicas lineales y no lineales
para identificar el período previo a la crisis, capaces de indicar
que ésta se va a producir [192-196]. Desde los primeros estu-
dios se identificó un período previo de hasta 20 minutos de du-
ración; estudios posteriores lo confirmaron [197]. 
Las técnicas en el dominio del tiempo incluyen análisis es-
tadísticos de eventos particulares del EEG. Con estos métodos se
intentaron predecir las crisis mediante el número de descargas
Figura 4. Localización de dipolos con RAP-MUSIC (programa BESA): a) Señal original (gris oscu-
ro) y residual (gris claro); b) Varianza residual (superior) y señal de cada dipolo (inferior); c) Dipolos
calculados mediante un modelo de cabeza elipsoidal de cuatro capas.
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epileptiformes interictales –pues se suponía que previo al inicio
de las crisis había un aumento de descargas– sin lograrse resulta-
dos concluyentes [198-200]. Más recientemente se ha descrito,
en registros intracraneales, un aumento de ráfagas de descargas
complejas intercríticas horas antes del inicio de las crisis [201].
Los análisis en el dominio de la frecuencia descomponen las se-
ñales en componentes de distintas frecuencias. Utilizan métodos
como el análisis según la FFT o las TW (análisis de tiempo-fre-
cuencia). Con estas técnicas se describió, por ejemplo, el aumen-
to del espectro de potencia en frecuencias altas (40-150 Hz) en
los patrones ictales consistentes en una disminución de amplitud
de la señal [51,202]. Se ha descrito también aumento de ráfagas a
frecuencias de 15-25 Hz (chirps) hasta dos horas antes del inicio
de las crisis [201,203], y disminución antes de las crisis [204,205]. 
La introducción de métodos no lineales basados en la teoría
del caos ha supuesto un importante avance en la predicción de
crisis. Estos estudios contemplan la epilepsia como una enfer-
medad dinámica. Se basan en el cálculo de parámetros no linea-
les que miden la complejidad de un sistema, como la dimensión
de correlación (D2, mide una variable de complejidad de los
movimientos del sistema denominada ‘dimensión fractal’) y el
exponente de Lyapunov principal (valor medio de la divergen-
cia de estados inicialmente vecinos) [206,207]. Con estos méto-
dos se ha descrito una disminución de la complejidad de los
EEG de superficie hasta 30 minutos antes de la crisis (disminu-
ción de D2 o valores del exponente de Lyapunov principal posi-
tivos) [90,208-215]. 
Nuevas vías de investigación en la anticipación de crisis utili-
zan el estudio de la sincronización. El estudio del ligamiento de
fase parece ser un mejor estimador de la sincronía que las técni-
cas de correlación cruzada basadas en el análisis de Fourier que
dependen de forma importante de la estacionalidad del sistema.
Para ello se han desarrollado métodos basados en análisis wave-
let [75] y en la transformada de Hilbert [97,216]. Con estas técni-
cas, se ha descrito una alteración de la sincronía durante las crisis
epilépticas [88-92]. Se han encontrado cambios previos consis-
tentes en una disminución de la sincronía respecto al estado
intercrítico en el rango de 10-25 Hz (banda beta 1) en el 77% de
las crisis [90]. Estos cambios se han observado incluso horas
antes del inicio de las crisis, al ser más marcados en el área don-
de se origina la crisis [217-219]. Otros estudios han descrito un
aumento del índice de agrupamiento de fase en las frecuencias de
la banda gamma (phase clustering index) [220]. Se ha propuesto
que, para el desarrollo de una crisis, haría falta una primera fase
con disminución en la sincronización durante varios segundos
donde la reducción de la participación en los procesos normales
de sincronización crearía un estado de mayor susceptibilidad a
presentar sincronía anormal, y una segunda fase, de rápida hiper-
sincronización, que daría lugar al inicio de la crisis [195]. 
También se han propuesto técnicas de predicción mediante
el uso de modelos de redes neuronales y otras estructuras de
inteligencia artificial, que pueden aprender a diferenciar entre
un estado normal y un estado precrítico, generalmente guiados
por el procedimiento de ensayo-error tras ser adiestrados en un
subgrupo de datos creados con este propósito [221-223].
SUPERPOSICIÓN DE ACTIVIDAD ELÉCTRICA 
Y OTRAS TÉCNICAS DE NEUROIMAGEN
La localización del foco epiléptico en los estudios prequirúrgi-
cos se ha centrado hasta ahora en la comparación de los resulta-
dos obtenidos en distintas técnicas: EEG, vídeo-EEG, RM es-
tructural, espectroscopia, tomografía computarizada por emi-
sión de fotón único (SPECT) crítica, tomografía por emisión de
positrones (PET) intercrítica, estudios neuropsicológicos y RM
funcional (RMf). Para mejorar la localización del foco se han
desarrollado técnicas que combinan las anteriores: técnicas de
superposición de SPECT y RM como el SISCOM (subtraction
ictal single photon emission computed tomography co-registered
to magnetic resonance imaging) [224-226], o técnicas que com-
binan el cálculo de dipolos y la RM estructural, como sucede en
el programa BESA [22,168,169]. 
Recientemente se ha desarrollado una nueva técnica que
combina el EEG y la RMf: la RMf ligada al EEG (EEG trigge-
red fMRI) [227]. Esta técnica permite localizar las fuentes de los
grafoelementos intercríticos y crisis electroencefalográficas me-
diante la detección de los cambios en la oxigenación de la sangre
(blood oxygen level-dependent, BOLD), de manera que supera la
capacidad localizadora del EEG y la resolución temporal de
otras técnicas funcionales como la SPECT o PET [157,228-231].
El EEG se debe registrar simultáneamente para iniciar la adqui-
sición de la RMf al inicio de cada descarga. Para evitar el reque-
rimiento de la presencia de una persona con experiencia en inter-
pretación del EEG para iniciar la adquisición, se están aplicando
técnicas de detección automática de puntas. Posteriormente, se
comparan las mediciones realizadas durante las descargas con
las de reposo, en fases sin anomalías. Para estas comparaciones
es necesario promediar los resultados de varias descargas, por lo
que los registros suelen ser prolongados [228, 232,233]. Las téc-
nicas analíticas requieren un conocimiento a priori o asunciones
específicas sobre los cursos temporales de los procesos que con-
tribuyen a la señal obtenida. Para este propósito se han utilizado
técnicas como el ICA, PCA, técnicas de correlación o técnicas
de densidad de corriente, como, por ejemplo, LORETA [157,
234-239]. Inicialmente resultaba problemático que aparecieran
en el registro de EEG los artefactos generados por la RM. El des-
arrollo de técnicas como la sustracción o el ICA parece solucio-
nar este problema [240-243]. 
CONCLUSIONES
En los últimos años se han desarrollado nuevas técnicas para el
estudio de la función cerebral como son la PET, SPECT o la
RMf. Sin embargo, el EEG, junto con la magnetoencefalografía
(MEG), es la técnica con mayor resolución temporal, y, por tan-
to, su estudio continúa siendo de especial interés. Con el desarro-
llo de equipos digitales de registro de EEG se han comenzado a
desarrollar numerosas técnicas matemáticas que profundizan en
distintos aspectos del EEG. A pesar de la limitación que supone
el hecho de que con frecuencia se hagan asunciones simplistas
del funcionamiento cerebral y de que la aplicación de análisis
matemáticos en el estudio de señales biológicas siempre plantea
la duda de que los resultados sean artificios matemáticos, estas
técnicas están demostrando ser eficaces para un mejor conoci-
miento de la fisiología cerebral normal y patológica, y para la
localización de las fuentes de la actividad cerebral. Actualmente
la mayoría de estas técnicas permanecen confinadas en el ámbito
de la investigación, pero su potencial utilidad en el campo clínico
es clara. Pueden convertirse en técnicas de primordial importan-
cia en ciertas patologías. Uno de los ejemplos más claros es el de
la epilepsia, en la que, por una parte, pueden aportar una mejor
calidad de la señal electroencefalográfica y facilitar la identifica-
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ción de las posibles alteraciones; por otra parte, pueden ayudar
–en combinación con técnicas de neuroimagen– a localizar con
mayor exactitud el foco epiléptico; y por último, la detección y
predicción de crisis abre un amplio campo de actuación en el tra-
tamiento preventivo de las crisis epilépticas. 
En el futuro, el desarrollo de modelos matemáticos que se
aproximen más a la complejidad de los procesos biológicos,
junto a la combinación con otras técnicas de estudio del funcio-
namiento cerebral, puede llevar a un mejor conocimiento del
funcionamiento cerebral.
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ANÁLISIS MATEMÁTICOS EN EL ESTUDIO 
DE SEÑALES ELECTROENCEFALOGRÁFICAS
Resumen. Objetivo. Se revisan las principales técnicas matemáti-
cas utilizadas actualmente en el estudio de las señales electroence-
falográficas (EEG). Desarrollo. La introducción de los equipos di-
gitales de registro del EEG ha permitido el desarrollo de técnicas
matemáticas para su estudio. Son técnicas relativamente novedo-
sas y en continuo desarrollo. Existen numerosas técnicas que se
pueden clasificar en función de los aspectos del EEG que estudian.
Entre estos aspectos destacan: creación de nuevos montajes; elimi-
nación de artefactos; análisis en el dominio del tiempo, coherencia
de fase y sincronía; estudio de fuentes; detección y predicción de
crisis; superposición de actividad eléctrica y otras técnicas de neu-
roimagen. Han demostrado su eficacia en el estudio de las distintas
áreas, pero la comparación entre ellas no siempre es sencilla. Con-
clusiones. El desarrollo de técnicas matemáticas en el estudio del
EEG ha permitido un mejor conocimiento de la señal electroence-
falográfica y, por tanto, de la actividad eléctrica cerebral, tanto en
condiciones fisiológicas como en diversas patologías. Estudian as-
pectos muy diversos del EEG. Su continuo desarrollo permite se-
guir profundizando en el conocimiento del funcionamiento cerebral.
[REV NEUROL 2005; 41: 423-34]
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ANÁLISES MATEMÁTICAS NO ESTUDO 
DE SINAIS ELECTROENCEFALOGRÁFICOS
Resumo. Objectivo. Neste artigo revemos as principais técnicas
matemáticas actualmente utilizadas no estudo dos sinais electroen-
cefalográficos. Desenvolvimento. A introdução dos equipamentos
digitais de registo do EEG possibilitou o desenvolvimento de técni-
cas matemáticas para o seu estudo. São técnicas relativamente ino-
vadoras e em contínuo desenvolvimento. Existem numerosas técni-
cas que se podem classificar em função dos aspectos do EEG que
estudam. Entre estes aspectos destacam-se: criação de novas mon-
tagens; eliminação de artefactos; análise no domínio do tempo,
coerência de fase, sincronia; estudo de fontes; detecção e predição
de crises; sobreposição de actividade eléctrica e outras técnicas de
neuroimagem. Demonstraram a própria eficácia no estudo das dis-
tintas áreas, mas a comparação entre estas nem sempre é simples.
Conclusões. O desenvolvimento de técnicas matemáticas no estudo
do EEG permitiu um melhor conhecimento do sinal electroencefa-
lográfico e, portanto, da actividade eléctrica cerebral, tanto em
condições fisiológicas como em diversas patologias. Estudam as-
pectos muito diferentes do EEG. O seu contínuo desenvolvimento
permite continuar a aprofundar o conhecimento do funcionamento
cerebral. [REV NEUROL 2005; 41: 423-34]
Palavras chave. EEG. Técnicas matemáticas.
