Introduction
In its various flavours, Temporal Logic has imposed itself, since Pnueli's seminal paper [Pnueli 77 ], as a useful formalism for specifying and verifying the correctness of reactive systems. Several mathematical results have been established (e.g. [Wolper 89]) which characterise and measure the "virtues" of Temporal Logic in supporting a wide range of activities involved in system development, from specification and verification to synthesis. These results, which include classification of the expressive power of several systems of Temporal Logic, are used, for instance, to measure the logic's ability to address fairness, non-determinism or different degrees of concurrency.
In this paper, we are concerned with a different structural property of Temporal Logic, the relevance of which has emerged from recent work on concurrency theory [e.g. Sassone et al 93] and modularity in specification and verification [e.g. Fiadeiro and Maibaum 92] : the ability to build around temporal theories a semantic domain in which notions of component specification and system configuration can be formalised in a way that "mirrors" corresponding model-theoretic notions for process behaviour. Following Goguen's work on General Systems Theory [Goguen and Ginali 78] , the formalisation of such semantic domains can be given using Category Theory: "given a category of widgets, the operation of putting a system of widgets together to form some super-widget corresponds to taking the (co)limit of the diagram of widgets that shows how to interconnect them". These principles have been used, for instance, in the semantics of object-oriented system construction, both from the point of view of object behaviour models [e.g. Costa et al 92, Ehrich et al 91] and object specifications considered as theories [e.g. Fiadeiro and Maibaum 91, 92] . A framework has also been set up in [Sassone et al 93] in which category theory is used to provide abstract characterizations of operations on processes (e.g. parallel composition) which are valid throughout a range of different models and in which adjunctions are used for translating between different models.
In the context of this categorial approach to systems modelling, an important structural property of a logic (or institution [Goguen and Burstall 84] ) L with respect to a semantic domain S is the existence of an adjoint situation between Th(L) -the category of theories of L, or its opposite category Th(L) op , and S. The existence of such an adjoint situation means that the theories of the logic can act as specifications for the objects of S in a very strong sense: every specification has a canonical denotation in S and every object of S has a specification that approximates it best. Furthermore, because adjoint functors preserve limits, the semantics of component interconnection is "compositional", i.e. the denotation (behaviour) of a system of interconnected specifications is the system of interconnected denotations (component behaviour). As such, and in the context of a categorial classification scheme such as the one proposed in [Sassone et al 93] , Th(L) can be considered itself as a semantic domain, the adjunction establishing the way in which the logic is positioned in a spectrum of different concurrency models.
Our purpose in this paper is to show that linear, discrete, propositional temporal logic enjoys this strong categorial property with respect to trace-based process models, thus adding to its list of "virtues" the dual characterisation of the notion of process and process interconnection in terms of models (behaviours) and theories (specifications). In fact, we go a step further and prove that the logic is categorical (in the sense of [Meseguer 89 ]) over such models of behaviour. Being categorical adds to the adjunction situation a characterisation of the interpretation structures of the logic in terms of the objects of the semantic domain S. We shall see that this characterisation corresponds to the Kripke structures we are familiar with for Temporal Logic, the adjoint situation characterising canonical (terminal) models built over power sets. In pragmatic terms, it means that we may give a "looser" semantics to specifications in terms of systems which have more features than what the specification requires, but still satisfying the compositional property of the canonical semantics. It also complements compositionality with a completeness property which guarantees that every model of a composite specification can be obtained as a composition of models of the components.
In this sense, this paper is a revision and extension of [Fiadeiro et al 91] . Therein, we showed that a semantics for a temporal logic of objects similar to the one developed in [Fiadeiro and Maibaum 92] can be given in terms of a limit-preserving functor from the dual of the category of object specifications to a category Proc of process behaviours considered as sets of traces. However, the approach taken therein involves rather complex constructions which step outside the tradition established within institutions, namely in that the definition of specification morphisms does not coincide with the usual notion of interpretation between theories. The final result is, thus, somewhat obscured. It also fails to deliver the adjunction and categoricity results.
Herein, we clarify the picture by clearly separating between objects and processes, and restoring the "institutional" context. We start by recalling the category Proc of process behaviours from [Fiadeiro et al 91] , itself adapted from [Dionísio 91 ] (section 1). We simplify the logic by "forgetting" about objects and considering just process specifications (section 2). We then show that such specifications and Proc can be related by a functor which, more than being limit preserving (exact), is in fact adjoint (section 3). We then explain why it is not possible to obtain the adjoint situation for object specifications, and show how object specifications are themselves related to process specifications by an adjunction (section 4). Finally (section 5), we bring institutions into the picture and show how the temporal logic defined in section 2 is categorical over Proc in the sense of [Meseguer 89 ].
We should state that the results that we present in this paper were first developed in the context of topological categories [Fiadeiro and Costa 93] . Although topological categories provide a more adequate framework for putting in evidence the structural properties of both domains (specifications and behaviours) and their relationships, they are hardly part of the day-to-day tool box of the working computer scientist. Hence, we shall resort in the paper to more "conventional" categorical "artillery" which can be found in any textbook, e.g. [MacLane 71].
Process behaviours
In this section, we recall the definition of the category of trace models of behaviour which we used in [Fiadeiro et al 91] based on [Dionísio 91 ].
We denote by fSet˜ the category of finite pointed sets. Its objects are pairs <A,˜A > where A is a set and ˜A ∈A, and a morphism f between pointed sets A and B is a function from A to B such that f(˜A )=˜B . The identity morphism for a pointed set A is the identity function on A. Composition is the usual composition of functions. Definitionּ 1.1.ּ A process behaviour (or, for short, a process) P=<A˜,Λ> is a pair consisting of a finite pointed set A˜ and a subset Λ of A˜ω (i.e., each λ ∈Λ is a function λ:ω→A˜, an infinite sequence of elements of A˜).
Given a process P=<A˜,Λ> we refer to A˜\{˜A } as P α -the alphabet of P -and we refer to Λ as P Λ -the language of P.
The elements of A˜ are called events. The designated event ˜A corresponds to idle steps of the process, i.e., to steps that are performed by the environment. Hence, as in [Barringer 87 ], we are dealing with open semantic structures in the sense that we are considering a process as embedded in a wider environment. This open semantics justifies the adoption of an infinite temporal domain: even if the process has a finite lifetime, we may assume that the environment will always be able to progress. Steps that are performed by the environment correspond to the occurrence of the designated event ˜A in a life cycle. When projected to the proper events of the process, a life cycle gives the local behaviour of the process.
Notice that no equivalent of the traditional prefix-closure condition of process semantics is assumed: if a (finite) trace u is the projection of a life-cycle of Λ to the proper events of the process then, after u, there is no commitment for the process to perform any other event. That is, we work only with quiescent traces in the sense of [Misra 84 ]. In the traditional temporal specification jargon [Manna and Pnueli 91] , this means that we are interested in processes that satisfy the liveness requirements that may be specified.
Whereas safety properties ("nothing bad will ever happen") are compatible with prefixclosure (the prefix of a "safe" trace is still safe), liveness requirements ("something good will eventually happen") are not. A morphism f:P=<A˜,Λ A >→Q =<B˜,Λ B > can be seen as a way of embedding the process Q within P, making Q a component-of P. On the one hand, because the alphabet morphism is strict (⊥ A mapped onto ⊥ B ), we are saying that events in the environment of P are also in the environment of Q. On the other hand, because any proper event of P may be mapped onto ⊥ B , we are saying that P identifies part of the environment of Q. The life cycle inheritance condition requires that the behaviour of P be compatible with Q, i.e. that life cycles of the whole be mapped to life cycles of the part. This condition also captures the fact that, when viewed from the point of view of a process in which it is embedded, some of the life cycles of a given process may be lost (when viewed from the point of view of the system in which it is a component, each individual process will exhibit a more restricted behaviour). Propositionּ 1.3. Processes and process morphisms constitute a category Proc. There is a forgetful functor U˜:Proc→fSet˜ that sends each process P to its alphabet P α and that is faithful.
Notice that, as pointed out above, this category differs from other proposals in the literature, namely [Sassone et al 93] , in that prefix closure is not assumed.
An important structural property of Proc is given by the following proposition: Propositionּ 1.4. Proc is finitely complete, i.e. Proc admits all limits of finite diagrams.
The interest of this property lies in the fact that limits of process diagrams are related to an important process composition technique: parallel composition. In order to motivate why this is so, consider a simple product P||Q of two processes P and Q. The first component of P||Q, (P||Q) α is given by the product P α ×Q α . Because this product is taken in Set˜, (P||Q) α corresponds to the set-theoretic disjoint union of three sets: the two alphabets P α and Q α , and their Set categorial product, i.e., to P α + Set (P α × Set Q α )+ Set Q α . That is, the process P||Q will be able to get involved, at each time, either in an event of P (while Q remains idle), or in an event of Q (P remaining idle), or in both an event of P and an event of Q, i.e., in a concurrent execution of P and Q.
The language of P||Q is (P||Q) Λ ={λ∈(P||Q) α ω :π P ω (λ)∈P Λ ,π Q ω (λ)∈Q Λ } where π P and π Q are the alphabet morphisms that connect P||Q to P and Q, respectively. That is, the life cycles of the product of two processes contains all infinite sequences of events that, once projected into the component alphabets, give life cycles of the component processes. The parallel composition of two processes having disjoint alphabets, P||Q, allows P and Q to proceed independently and, additionally, if P can perform an event a and Q can perform an event b then P×Q can perform the joint event a|b.
Products are just an example of a more general form of "parallel composition" which allows for synchronisation between processes to be specified as well. The simplest case of of parallel composition with interconnection/synchronisation is the pullback: given two processes P 1 and P 2 that are connected to a third process P via morphisms f and g, respectively, the pullback of P 1→ , f P ← , g P 2 returns the process that results from the parallel composition of P 1 and P 2 interconnected via P. In order to understand how this works, we shall explain first how pullbacks are computed for alphabets. Given a diagram of pointed sets A 1→ , f A ← , g A 2 , its limit is obtained from the product A 1 ×A 2 by keeping only the events that, after being projected to A 1 and A 2 , are mapped through f and g to the same element of A. As an example take, for instance, A 1 ={˜,a,c,d}, A 2 ={˜,b,e,k} and A={˜,x} together with the functions f={˜oe˜,ּaoe˜,ּ coex,ּdoex} and g={˜oe˜,ּ boe˜,ּ eoex,ּ koex}. The middle alphabet, A, is used for defining the synchronisation points between A 1 and A 2 : any two events, one from A 1 and the other from A 2 , that are mapped to the same event of A, define a synchronisation pair. Hence, we can see f and g as defining synchronisation pairs c|e, c|k, d|e and d|k. That is, for instance, c is required to synchronise either with e or with k. The product A 1 ×A 2 is given as above by A 1 ×A 2 ={˜,a,c,d,b,e,k,a|b,a|e,a|k,c|b,c|e,c|k,d|b,d|e,d|k}. The pullback constructs A 1 × A A 2 by keeping only the events that, after being projected to A 1 and A 2 , are mapped through f and g to the same element of A. In the example, we obtain {˜,a,b,a|b,c|e,c|k,d|e,d|k}. Notice that events that are not involved in any synchronisation pair (a and b above) can either occur together (a|b) or alone.
The construction of the set of life cycles for the vertex of a pullback diagram in Proc is as for products. The pullback of the alphabets returns two alphabet morphisms π 1 :A 1 × A A 2 →A 1 and π 2 :A 1 × A A 2 →A 2 , and we obtain all life cycles that are projected into life cycles of the component processes:
For instance, if P 1 Λ contains all the life cycles of the form ˜*a˜*c˜*a˜*c… and P 2 Λ contains all the life cycles of the form ˜*e˜*b˜*e˜*b…, then (P 1 || P P 2 ) Λ will be of the form ˜*a˜*c|e˜*{a˜*b,b˜*a,a|b}˜*c|e˜*{a˜*b,b˜*a,a|b}… In order to see why this is so, notice that P 1 can only start with a and P 2 can only start with e. However, e is synchronised either with c or d; so P 2 has to wait until P 1 is willing to perform either.
Hence, the only chance for the parallel composition to start is for P 1 to perform a while P 2 remains idle. Then, P 1 is willing to perform c and, hence, can synchronise with P 2 to perform c|e. From then on, and before the next c|e happens, the two processes can either perform a and b concurrently or interleaved.
Process specifications
In this section, we give a view of linear, discrete propositional temporal logic in the style popularised through institutions [Goguen and Burstall 84] which is best for bringing out the required categorial structures.
Definitionּ 2.1.ּ A signature Σ is a finite set. Signature morphisms are total functions, i.e. the category of signatures is fSet.
The elements of a signature Σ are called action symbols.
An example of a signature is that of the specification of a producer: assuming that a producer can only produce and store items, its signature sig-producer will consist of {produce,store}.
Signature morphisms provide a way of relating and interconnecting components. For instance, for the producer to communicate with its environment (namely with consumers) via the store action, we define a signature sig-channel (for a communication channel) consisting of only one action symbol {sync} and a signature morphism prod: sig-channel→sig-producer mapping sync to store, i.e., connecting the channel to the producer via the store action. We shall see further below what happens when we connect this channel to another component (a consumer).
Action symbols provide atomic propositions in the definition of the language associated with a signature:
Definitionּ 2.2.ּ The set of temporal propositions PROP(Σ) for a signature Σ is inductively defined as follows: (a) every action symbol is a temporal proposition, (b) beg is a temporal proposition (denoting the initial state), (c)ּ if φ is a temporal proposition so is (¬φ), (d) if φ 1 and φ 2 are temporal propositions so are (φ 1 ⊃φ 2 ) and (φ 1 Uφ 2 ).
The temporal operator is U (until). Its semantics is defined below. Other temporal operators such as X (next or tomorrow) F (eventually) and G (always) can be defined as abbreviations [Goldblatt 87 ]. We shall comment further below on the introduction of the atomic proposition beg which is not always used in temporal logics.
Signature morphisms map atomic propositions in one language to atomic propositions in another language and, thus, induce translations between languages:
Definitionּ 2.3.ּ The translation map f:PROP(Σ)→PROP(Σ') induced by a signature morphism f:Σ→Σ' is inductively defined as follows:
, and (e) f(φ 1 Uφ 2 )=f(φ 1 )Uf(φ 2 ).
Temporal propositions are interpreted over infinite sequences of sets of action symbols.
That is, an interpretation structure for a signature Σ is a sequence λ∈(2 Σ ) ω . These are canonical Kripke structures for linear, discrete, propositional logic [Wolper 89 ] and quite close to the process domain introduced in the previous section. They also reflect an (abstract) synchronous, multi-processor architecture in which, at each transition, several actions may be executed concurrently. This synchronous flavour is actually captured through the notion of morphism, which maps action symbols to action symbols.
An example is given at the end of this section.
Definitionּ 2.4.ּ A Σ-proposition φ is said to be true for λ∈(2 Σ ) ω at state i, which we write
some j>i, λ j ,‚ Σ φ 2 and, for every i<k<j, λ k ,‚ Σ φ 1 .
The proposition φ is said to be true in λ, written λ‚ Σ φ, if and only if λ i ,‚ Σ φ at every state i.
We also write λ‚ Σ Φ for a collection of propositions Φ meaning that each proposition of Φ is true in λ, and Λ‚ Σ φ for a collection Λ of interpretation structures meaning that φ is true in every λ∈Λ. Finally, for every set Φ of Σ-propositions and every Σ-proposition φ, φ is a consequence of Φ (Φ‚ Σ φ) if and only if φ is true in every model that makes all the propositions in Φ true.
The corresponding notion of theory is given as usual for the closure system induced by the consequence relation:
Definitionּ 2.5.ּ Let Σ be a signature. A subset Ψ of PROP(Σ) is said to be closed if and only if, for every φ∈PROP(Σ), Ψ‚ Σ φ implies φ∈Ψ. By c(Ψ) we denote the least closed set that contains Ψ.
Definitionּ 2.6.ּ A temporal theory is a pair <Σ,Φ> where Σ is a signature and Φ is a closed set of Σ-propositions.
Theories are the semantic domain for processes for which we shall build an adjunction with Proc. The idea is for theories to be taken as the denotations of specifications in a given language, an idea that has been around for quite a long time [Burstall and Goguen 77] , although only recently explored from the point of view of the temporal logic approach to reactive system specification [Fiadeiro and Maibaum 92] . In fact, process specifications are usually given as theory presentations (as finite or recursive sets of non-logical axioms) rather than theories. However, there is an obvious embedding of theories in theory presentations (the closure of a theory presentation is a theory) which means that, from the point of view of the adjunction that we intend to build, theories are "closer" to processes.
In order to provide the intended semantic domain based on theories, we have to define the corresponding notion of theory morphism:
Definition/Propositionּ 2.7.ּ We say that a signature morphism f:Σ 1 →Σ 2 is a theory morphism from <Σ 1 ,Φ 1 > to <Σ 2 ,Φ 2 > if and only if f(Φ 1 )⊆Φ 2 . Theories and theory morphisms constitute a category Th. There is a forgetful functor U:Th→Set that sends each theory to its underlying signature and which is faithful.
That is, a theory morphism is a signature morphism that translates the theorems of the source theory (the properties of the "smaller" system) to theorems of the target theory (to properties of the "bigger" system).
As an example, consider the specification PRODUCER of a producer. We have already defined its signature sig-producer. The theory of the behaviour of a producer is given through the closure of the following set of axioms, i.e. through the following presentation:
That is, a producer cannot do a store until it does the first produce. Then, each time it does a produce, it cannot do any other produce until it has done a store, and vice-versa for store. Finally, a producer cannot do both a produce and a store during the same state transition.
Taking the specification CHANNEL of the communication channel as the closure of the empty set of axioms, the signature morphism prod is also a theory morphism from CHANNEL to PRODUCER .
The reason for introducing the primitive propositional symbol beg denoting the initial state is that we are primarily interested in the notion of truth in a model and not at a specific state. That is, the axioms of a specification are properties that are to hold in any state of the system. It is thus necessary to have a way of referring to the initial state. An alternative solution is to have truth anchored to the initial state (as in [Manna and Pnueli 91]) but the version adopted herein makes the categorial definitions easier.
In order to motivate the ability for Th to act as a process domain and, in particular, to give evidence for the intended adjunction between temporal theories and processes, we are going to prove that Th mirrors the structural properties that we have proved for Proc. For instance, just like parallel composition was characterised in Proc through universal constructions, we shall see that in the other side of the mirror, i.e., in Th, this operation is characterised in terms of co-universal constructions.
The following result provides the basic mechanism to go back and forth between propositions and life cycles: We have argued in [Fiadeiro and Maibaum 92] that diagrams of theories can be used to specify complex system as structures of interconnected components, the colimits of such diagrams returning the specification of the overall behaviour of the system. For instance, assume that we have a theory CONSUMER whose signature is {consume,get} and whose theorems are given by the closure of the following set of axioms:
We can also define a morphism cons from CHANNEL to CONSUMER by mapping sync to get. The system composed by a producer and a consumer which synchronise at the store and get actions can be specified by the following configuration (diagram):
The colimit of this diagram returns a new theory SYS specifying the joint behaviour of the components of the system. The set of theorems of the new theory is given by the closure of the union of the translations via πp and πc of the theorems of the components, i.e. to the closure of:
That is to say, the joint behaviour has to satisfy the properties of both components and the interconnection specified via the channel (synchronisation of store and get). Hence, in a sense, colimits in Th also correspond to parallel composition. We shall see in the next section that there is indeed a way of relating theories and processes that makes the two semantics of parallel composition to coincide.
We should also mention that this approach to composition is in agreement with recently proposed reductions of composition to conjunction (e.g. [Abadi and Lamport 93] ). Indeed, taking the union of the axioms of the components amounts to taking their conjunction.
There is, however, an important point which distinguishes our categorical approach from others: the explicit handling of language through signatures, namely the use of morphisms to keep track of components within systems, and its use for formalising component interconnection. As argued in [Fiadeiro and Maibaum 92] , in order to achieve complete modularity in system specifications through disciplines for interconnecting and composing components, we need to be able to structure the language that we have available to specify and reason about the behaviour of the components.
Back and Forth Between Th and Proc
The way interpretation structures for temporal logic were defined in the previous sections suggests, immediately, a way of relating temporal theories and processes:
Definition 3.1.ּ We say that a process <2 Σ ,Λ> is a model of the theory <Σ,Φ> if and only if, for every λ∈Λ, λ‚ Σ Φ.
There is also a "natural" way of associating a process to a theory:
Definition/Propositionּ 3.2.ּ Let oe<Σ,Φ>" denote the largest process model of the temporal theory <Σ,Φ>, i.e., oe<Σ,Φ>"=<2 Σ ,{λ∈(2 Σ ) ω :λ‚ Σ Φ}>. A signature morphism f:Σ 1 →Σ 2 is a theory morphism from <Σ 1 ,Φ 1 > to <Σ 2 ,Φ 2 > if and only if f -1 is a process morphism, i.e., iff (f -1 ) ω (oe<Σ 2 ,Φ 2 >" Λ )⊆oe<Σ 1 ,Φ 1 >" Λ .
Proof:ּ (⇒)
If f(Φ 1 )⊆Φ 2 ּ then, for every λ∈oe<Σ 2 ,Φ 2 >" Λ and φ 1 ∈Φ 1 , λ‚ Σ2 f(φ 1 ). By 2.8,
then, for every λ∈oe<Σ 2 ,Φ 2 >" Λ and φ 1 ∈Φ 1 , we have (f -1 ) ω (λ)‚ Σ1 φ 1 . By 2.8 again it follows that λ‚ Σ2 f(φ 1 ), i.e., f(φ 1 )∈Φ 2 .
For instance, oePRODUCER" is a process whose alphabet is 2 {produce,store} . Its language consists of all infinite sequences of the form ø * {produce}ø * {store}ø * {produce}ø * {store}…
Notice that {produce,store} is an event of the alphabet but it never occurs in any life cycle. This is due to the last axiom of the specification of the producer which forbids synchronised executions of produce and store.
If we consider oeSYS" , {produce,consume} is an event of the alphabet which can actually occur. For instance, according to the specification, we can have life cycles with prefixes of the form Ø * {produce}Ø * {trade}Ø * {produce,consume}. That is, the producer and the consumer can jointly perform produce and consume.
Definition/Propositionּ 3.3.ּ oe":Th op →Proc defined as in 3.2 and mapping signature morphisms to their inverse functions is a functor.
We are going to prove:
Propositionּ 3.4.ּ The functor oe":Th op →Proc is right adjoint.
Proof.

1) Adjunction between signatures and alphabets
Let us first look at what happens at the level of signatures. The functor oe":Th op →Proc is based on the (contravariant) functor G: fSet op →fSet˜ which computes power sets and inverse images. It is properly defined over fSet˜ because any power set can be seen as a pointed set whose designated element is the empty set (recall that the inverse image of the empty set is the empty set). Having made sure that these constructions are well typed, we shall simplify the notation by dropping the reference to the designated element.
The functor G is right adjoint (admits a left adjoint). Indeed, for every alphabet A take η A :A→2 2 A such that η A (x)={X∈2 A :x∈X}. We prove that this arrow is universal. For every pointed set map f:A→2 B , there is only one morphism g:2 A →B in fSet op (i.e. g:B→2 A in fSet) such that G(g)˚η A =f: the function that sends each y∈B into the subset A y ={x∈A:y∈f(x)} of A. In fact, g -1 (η(x))ּ=ּ{y∈B:g(y)∈η(x)}ּ = {y∈B:x∈g(y)}ּ= {y∈B:y∈f(x)}ּ =ּ f(x).
The left adjoint F: fSet˜→fSet op computes power sets and inverse images too.
2) Lifting to theories and processes
Construction of the free functor
It remains to lift this result to F:Proc→Th op , left adjoint of oe":Th op →Proc. The intuition is that the intended adjunction will work as a generalised Galois connection between theories and processes as models. Hence, F should return the largest theory of which the process is a model. Now, given an alphabet A, we have F(A)=2 A . That is, the action symbols are sets of actions (elements of the alphabet). And, according to definition 3.1., models for this signature are processes whose alphabet is 2 2 A . However, we would like to interpret 2 A over A. We shall use the unit of the adjunction between signatures and alphabets to translate between A and 2 2 A . Hence, we shall define
We have to check first that this functor is well defined. On the one hand, it is easy to check that it does return theories, i.e. closed sets of propositions. On the other hand, the image of any process morphism is a theory morphism: let h:<A˜,Λ A >→<B˜,Λ B > be a process morphism; let φ∈F(<B˜,Λ B >), i.e. φ∈PROP(2 B ): η B (λ')‚ 2 B φ for every λ'∈Λ B ;
we have to prove that F(h)(φ)∈F(<A˜,Λ A >), i.e. that η A (λ)‚ 2 A F(h)(φ) for every λ∈Λ A . Let then λ∈Λ A . By the satisfaction condition (2.8),
But, because F(h) -1 =G(F(h)) and G(F(h))˚η
. And because h(λ)∈Λ B for every λ∈Λ A (h is a process morphism), we get η B (h(λ)))‚ 2 B φ from the fact that φ∈F(<B˜,Λ B >).
Hence F is indeed a functor. It remains to prove that it is left adjoint to oe".
Universal arrow and property
Given P=<A˜,Λ A >, consider the universal arrow η P =η A˜: P→oeF(P)". First, we prove that it is indeed a process morphism. Let λ∈Λ A . We have to prove that η A (λ)‚ 2 A φ for every φ∈F(P). But, by definition, φ∈F(P) iff η A (λ)‚ 2 A φ for every λ∈Λ A ! Second, we prove the universal property. Given that we have already proved the univesal property of η A , it remains to prove that, for every f:<A˜,Λ A >→oe<Σ,Φ>", g: Σ→F(A˜) defined by g(y)={x∈A:y∈f(x)} is a theory morphism between <Σ,Φ> and F(<A˜,Λ A >). For that purpose, let φ∈Φ. We have to prove that g(φ)∈F(<A˜,Λ A >), i.e. that η A (λ)‚ 2 A g(φ) for every λ∈Λ A . Let λ∈Λ A . By the satisfaction condition,
But G(g)˚η A =f. Therefore, it remains to prove f(λ)‚ Σ φ, which is an immediate consequence of the fact that f:<A˜,Λ A >→oe<Σ,Φ>" is a process morphism.
As we have also shown, the left adjoint F maps a process <A˜,Λ A > to the theory <2 A ,Λ A • > where Λ A • ={φ∈PROP(2 A ): η ω (λ)‚ 2 A φ} and η:A→2 2 A is the unit of the adjunction FÑG:fSet op →fSet˜.
Corollaryּ 3.5.ּ The functor oe":Th op →Proc sends colimits in Th to limits in Proc.
Proof:ּ Right adjoints preserve limits.
That is, colimits of theories do correspond to parallel composition of processes as claimed at the end of section 2. For instance, it is easy to see that oePRODUCER" is isomorphic to P 1 defined at the end of section 1: event a corresponds to {produce}, c to {store} and d to {produce,store}. Likewise, oeCONSUMER" is isomorphic to P 2 : b corresponds to {consume}, e to {get} and k to {consume,get}. Also oeCHANNEL" is isomorphic to P: x corresponds to {sync}. The morphisms f and g correspond to prod -1 and cons -1 , and π 1 and π 2 correspond to πp -1 and πc -1 , respectively. Finally, oeSYS" is indeed isomorphic to (P 1 || P P 2 )! Exactness (preservation of limits) had already been proved in [Fiadeiro et al 91] for a different category of specifications: specifications of objects seen as processes with state.
Adjunction, however, failed to exist. We shall explain why in section 4.
The existence of the adjunction is, therefore, more informative than exactness. From the point of view of behaviour specification, it tells us that every process behaviour admits a specification which approximates it best. Hence, there is a duality between the two semantic domains that we built: the domain of specifications as temporal theories and the domain of behaviours as sets of traces.
The existence of the adjunction also permits specifications to be brought into the classification schemas proposed in [Sassone et al 93] for models of concurrency. These schemas use adjunctions in order to provide mechanisms for translating between different models. We are currently working on general techniques for incorporating more specification formalisms into these classification schemas.
Object-based specification
We now analyse an object-based specification technique based on attributes (program variables) that we developed in [Fiadeiro and Maibaum 92] . This analysis serves two purposes. On the one hand, to related this work with the one presented in [Fiadeiro et al 91] . On the other hand, to provide some evidence (even as trivial as this one may seem) that the Århus adjunction schemas can be fruitfully extended to specification formalisms, i.e. that different specification formalisms can be usefully related and classified via adjunctions.
An object-based specification of a process will have to distinguish a state component and an action component. The state component corresponds to the information that the process maintains (its memory). In programming terms, it corresponds to the variables of the program. The action component accounts for the transformations that the process can perform on the state component or the interactions that can take place with other objects.
Definitionּ 4.1.ּ A σ-signature Σ is a pair <S,A> of two disjoint and finite sets.
That is, we take fSet×fSet as the category of σ-signatures. A first-order extension of this logic has been developed in [Fiadeiro and Maibaum 92] allowing us to work with more complex data structures and parameterised actions. In the propositional fragment in which we work, both state and action symbols provide atomic propositions in the language associated with a signature:
Definitionּ 4.2.ּ The set of σ-propositions PROP(Σ) for a σ-signature Σ=<S,A> is defined to be the set of temporal propositions PROP(S∪A) as defined in 2.2. An example of an object-based specification of a producer is the following: its signature is <{waiting},{store,produce}> and its behaviour is given through the closure of the following set of axioms:
produce ⊃ (¬waiting) store ⊃ waiting A producer now has an attribute (program variable) which indicates whether it is waiting to store something. Initially, a producer is not waiting. After producing, it becomes waiting, and after storing, it ceases to be waiting. Finally, a producer can only produce if not waiting and store if waiting.
There is a further axiom which we assume for every object specification: the axiom that enforces locality (attribute encapsulation). Given a signature Σ=<S,A>, the locality axiom for Σ is:
The locality axiom of the producer is, for instance,
That is, the attributes will not change until one of the actions occurs. See [Fiadeiro and Maibaum 92] for further details on the formalisation of such locality requirements.
Propositionּ 4.5.ּ Temporal σ-theories and temporal σ-theory morphisms constitute a (finitely co-complete) category σ-Th over Set×Set.
Definition/Propositionּ 4.6.ּ Given a theory <<S,A>,Φ>, let Φ* = Φ∩PROP(A). The twomap:
That is, the process specification obtained from an object specification consists of all theorems in the language of the action component of the object. For instance, we can prove that all the axioms (and, hence, all theorems) of the producer specification given in section 2 are theorems of the object specification above. That is, in a sense, the object specification "implements" the temporal behaviour specified in section 2. Indeed, the object specification already looks very much like a program: each action corresponds to a guarded command and the object specification corresponds to a set of guarded commands and an initialisation condition, much in the flavour of recently proposed process design languages such as UNITY [Chandy and Misra 88] :
action produce: waiting=false → waiting := true action put: waiting=true → waiting := false
We can now prove that the object-based specification domain is related to the one developed in section 2 via an adjunction. Notice that, with respect to the adjunction between Th op and Proc, the adjunction between σ-Th op and Th op goes in the opposite direction. This is an indication of why it was not possible to obtain an adjunction in [Fiadeiro et al 91] ! In fact, the category of specifications p-Spec used in [Fiadeiro et al 91] was different from these ones: it had the same objects as σ-Th but more morphisms: given specifications <<S,A>,Φ> and <<S',A'>,Φ'>, it included all signature morphisms f: A→A' such that f -1 (i.e. G(f) as defined in section 3) is a morphism between the underlying processes (defined as in 3.1).
This resulted in a category which still has an exact (limit preserving) functor to Proc, but for which there is no left adjoint.
Proc Th
Finally, notice that the fact that the adjunction between σ-Th and Th is now in the opposite direction implies that some of the expressive power of the specification domain is being lost, which is easy to understand in the example: we are abstracting away from the information on the attributes. In fact, as hinted above, the move to object specification goes in the direction of an implementation. That is, we move to a less abstract specification domain. Other implementations might have been chosen, e.g. in terms of shared attributes instead of local ones.
A categorical institution
In this section, we take the results of section 3 (the existence of the adjoint situation between temporal theories and process behaviours) a little further, and investigate the "categoricity" of the relationship between Th and Proc from the point of view of "institutions" (in the sense of [Goguen and Burstall 92] ).
Indeed, we have hinted in previous sections at the relationship between our constructions and institutions. It is important to analyse this relationship because institutions were introduced with the very purpose of providing a framework for the study of "specifications" based on an abstract notion of Logic. Therefore, it seemed useful to find out how much support can be obtained within the theory of institutions to the analysis of adjoint situations between theories and models. • The category Sign of signatures is Set.
• The syntax functor Sen:Sign→Set maps each signature Σ on the propositional, linear, discrete temporal language PROP(Σ), and maps each signature morphism f:Σ→Σ' onto the translation map f:PROP(Σ)→PROP(Σ').
• The semantic functor Mod:Sign op →Cat maps each signature Σ onto the fiber U˜-1 (G(Σ)) (i.e. Σ-models are processes <2 Σ ,Λ> ordered by inclusion), and each signature morphism h:Σ→Σ' onto the functor Mod(h) from U˜-1 (2 Σ' ) to U˜-1 (2 Σ ) that
• the satisfaction function ‚ maps each signature Σ onto the binary relation ‚ Σ in |Mod(Σ)|×PROP(Σ) inductively defined as in 2.4.
Notice that, as antecipated, the satisfaction condition is a consequence of property 2.8.
Relationships between institutions and semantic domains, namely adjoint situations as illustrated in section 3, have been studied in [Meseguer 89] From an intuitive point of view, categoricity implies that the adjunction provides a terminal semantics for the specification domain and, furthermore, that every process which contains the canonical one as a component is also a model of the specification (open semantics). Indeed, the models of a specification T become, essentially, morphisms P→oeT", i.e. all the processes that can "simulate" T. Using the adjunction, models of T can be characterised in a dual way as morphisms T→F(P), i.e. as processes which "complete" the specification T.
With respect to the adjunction, we have already seen that oe" and L do the job! However, Mod as defined in 5.1 is not isomorphic to (Proc↓_)˚oe". Given a theory <Σ,Φ>, Proc↓oe<Σ,Φ>" consists of all pairs <P,h> where P is a process and h:P→oe<Σ,Φ>" is a process morphism. Identifying Σ with the empty theory <Σ,c(Ø)>, we see that, under this new model functor, Σ-models are pairs <P,h> where h:P→oe<Σ,c(Ø)>". But, oe<Σ,c(Ø)>" is <2 Σ ,2 Σ ω > (any life cycle makes c(Ø) true) which puts no constraint whatsoever on h.
Hence, a Σ-model is, essentially, a triple <A˜,Λ,h> where h:A˜→2 Σ is a morphism in Set˜ and every λ∈Λ is a map ω→A˜.
However, the adjunction between Set op and Set˜ implies that there is a bijection between morphisms A˜→2 Σ in fSet˜ and morphisms Σ→2 A in fSet. More precisely, this bijection associates with every h:Σ→2 A the fSet˜-morphism h -1˚η A˜: A˜→2 Σ where η A˜ is the unit of the adjunction. This means that the models required for the intended categorical logic result from triples of the form <A˜,λ:ω→A˜,h:Σ→2 A >. It turns out that these models correspond to Kripke structures as traditionally used for linear, discrete, propositional temporal logic [Goldblatt 87, Wolper 89] . That is, the institution that gives us a categorical temporal logic over Proc is the institution of Kripke structures and not the institution of canonical Kripke structures. In fact, condition (c) for a categorical logic states exactly that oe" returns a canonical model, which we knew already to be the case.
Formally, we define:
Definitionּ 5.2.ּ A Kripke model for a signature Σ is a triple <A˜,λ,h> where A˜ is a pointed set, λ:ω→A˜ and h:Σ→2 A .
Definitionּ 5.3.ּ Given a signature Σ, a Kripke Σ-process model is a pair <P,h> where P=<A˜,Λ> is a process and h:Σ→2 A . A morphism g:<P,h>→<P',h'> is a process morphism g:P→P' such that h=g -1˚h '.
Notice that these morphisms correspond to p-morphisms as known for modal logics [Goldblatt 87 ].
From the discussion above it is now clear that Kripke models correspond to slice categories for Proc: Definitionּ 5.5.ּ Let Σ be a signature.
• We say that a Σ-proposition φ is true in a model <A˜,λ,h>, which we write <A˜,λ,h>‚ Σ φ, if and only if (h -1˚η A ) ω (λ)‚ Σ φ.
• We say that a Σ-process model <A˜,Λ,h> is a model of the theory <Σ,Φ> if and only if, for every λ∈Λ, <A˜,λ,h>‚ Σ Φ.
We denote by Kri(<Σ,Φ>) the full subcategory of Kri(Σ) whose objects are the process models of <Σ,Φ>.
Propositionּ 5.6.ּ Kri(<Σ,Φ>) is the slice category Proc↓oe<Σ,Φ>".
Proof:ּ Essentially, all there is to prove is that a Σ-process model <A˜,Λ,h> is a model of the theory <Σ,Φ> if and only if h -1˚η A : <A˜,Λ>→oe<Σ,Φ>" is a process morphism. (⇒) That is, the adjunction defines a "terminal semantics" for the specification domain.
Corollary 5.9. Given a theory T, any model <P,h -1 > with h: P→oeT" is a model of T.
That is, every process for which the canonical model of a specification is a component is also a model of the specification. Hence, it is indeed an "open" semantics that we are giving for process behaviour in the sense that we are capturing properties of a system which are independent of the environment in which it will run.
Corollaryּ 5.10.ּ The model functor Kri:Th op →Cat preserves limits.
Proof:ּ This corollary is proved in [Meseguer 89] . It is a straightforward consequence of the fact that Kri:Th op →Cat is isomorphic to the functor (Proc↓_)˚oe", both oe" and (Proc↓_) being adjoint and, hence, limit preserving.
The importance of these results is that not only colimits of theories denote the parallel composition of their canonical Kripke models (processes), but the parallel composition of any processes (Kripke structures) that are models of the theories (not necessarily canonical ones) still provides a model for the colimit of the theories.
Hence, when we build the specification of a complex system by interconnecting the specifications of smaller components, it is not necessary that we build the actual system with components that behave exactly like their canonical models; any component will do as long as its behaviour satisfies the specification (which, by 3.2, is equivalent to say that there is a morphism to the canonical model) and its interconnections to the other components are as specified.
For instance, in the case of the producer-consumer system, SYS is still a specification of the joint behaviour of any two components C 1 and C 2 interconnected via C 1→ , h C ← , j C 2 provided that there are morphisms C 1 →oePRODUCER", C 2 →oeCONSUMER", and C→oeCHANNEL", making the following diagram commute:
C 2 C prod -1 cons -1 j h Again, this result was already obtained in [Fiadeiro et al 91] for the category p-Spec (cf. section 4). It is now a consequence of the fact that we have built a categorical logic.
Summarising, every composition of models of the components of a system is a model of the composed system. On the other hand, every model of a complex system can be obtained as a composition of models of its components just by taking the reducts of the model for the morphisms that relate the components to the system. Hence, what we obtain is, in a sense, a "soundness" and "completeness" result for process specification and interconnection in temporal logic.
Concluding remarks
In this paper, we analysed Temporal Logic from a point of view that complements existing characterisations of the structural properties of its formulae (i.e., of its logical connectives): we studied its properties as a formalism for component specification and system configuration. This characterisation depends on structural properties of the theories of the logic. These structural properties were formalised using Category Theory following Goguen's approach to General Systems Theory [Goguen and Ginali 78] , an approach recently echoed in corresponding model-theoretic notions for process behaviour [Sassone et al 93] .
More specifically, we built an adjunction between two categories that capture different aspects of the formalisation of the notion of process. On the one hand, we defined a category Th of temporal theories in which processes (reactive system components) are specified via the temporal properties (safety and liveness) that they are required to satisfy and complex systems are specified via diagrams that show how their components are interconnected. On the other hand, we defined a category Proc of trace-based models of process behaviour where process composition is explained in terms of limits of diagrams. The adjunction assigns to each process a canonical model, and to each process behaviour a specification which approximates it best. Furthermore, it implies that the two semantic domains, Th and Proc, "agree" in the sense that the modules out of which the specification of a complex system is built do correspond to the processes in terms of which the behaviour of the system is decomposed. Finally, we showed how the traditional Kripke models of Temporal Logic can be used to define an institution which is categorical in the sense of [Meseguer 89] . As argued in the final section, categoricity gives Temporal Logic a "soundness and completeness" result in what concerns its ability to act as a specification domain for the chosen model-theoretic notion of process behaviour.
In brief, and using Goguen's famous trilogy, we have shown how to unify, in linear temporal logic, heaven (its theories -process specifications), earth (the canonical models -process behaviours) and hell (the generalised Kripke models).
Further work is going on to establish a general characterisation of relationships between semantic domains for process behaviour and their corresponding logics. Preliminary work in this direction is presented in [Fiadeiro and Costa 95] where it is argued that the generalisation of the adjoint situation illustrated in the paper depends on the ability of the underlying process category to reflect underspecification as nondeterminism, itself characterised by colimits of p-morphisms of Kripke structures in the sense of [Goldblatt 87 ].
