ABSTRACT Recently, a novel network architecture for a distributed antenna system with interlaced clustering has been proposed to mitigate the cell-edge problem. Under this network architecture, we propose a more practical implementation for ultradensely deployed remote antenna units (RAUs) with large numbers of users. Furthermore, we focus on the user selection (USC) and sparse beamforming technologies to optimize the weighted sum rate (WSR) with both backhaul and power constraints. First, we divide each cluster pattern (CP) into several adaptive cells, where RAUs are connected to a central processor via finitecapacity backhaul links. Aiming at reducing the computational complexity for large numbers of users and RAUs, we solve the original problem with two steps. In the first stage, we propose an efficient USC algorithm to find the largest user subset that satisfies the quality of service requirement. In the second stage, we adopt a CP-based weighted sum minimum mean square error algorithm to optimize the WSR problem for the selected users in the previous stage. Moreover, two decomposition algorithms, named primal decomposition and dual decomposition, are exploited to further reduce the computational complexity. Furthermore, based on the adaptive cells, we provide a low-complexity alternating optimization method for sparse beamforming. Finally, simulation results show that the proposed algorithms can achieve a significant performance gain on edge-user rates without losing much performance gain. At the same time, the backhaul information exchange is largely reduced, and approximately 90% of the RAUs consumes less than 66.7% of backhaul for each RAU.
I. INTRODUCTION
With a dramatic increase in mobile devices and the high data-rate transmission demand for video-based applications, the next-generation cellular network is expected to experience a 1000-fold growth in mobile traffic in the coming decade [1] - [4] . As one of the most important technologies in 5G cellular networks, ultradense small cell deployment has the potential to significantly decrease the transmit power
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consumption. The reason behind this potential improvement is that active base stations (BSs) can transmit to users with a lower power due to their reduced cell size. However, closer neighboring BSs also create stronger intercell interference, leading to a more serious cell-edge problem.
The distributed antenna system (DAS) is a promising network that provides high data-rate coverage via coordinated multipoint (CoMP) processes [5] . In a DAS, remote antenna units (RAUs) are geographically dispersed within a small cell and are connected to a central processor via high-speed backhaul links [6] - [8] . With the cooperation among RAUs, the DAS can serve single or multiple users in the same timefrequency resource [9] , [10] . Therefore, the DAS is also called a distributed multiple-input multiple-output (MIMO) system or cooperative MIMO system. Unlike full cooperation among all RAUs in the network, which requires massive channel state information (CSI) [11] - [13] exchange and high scheduling complexity, CoMP clustering can mitigate the intracluster interference and improve cell-edge performance with relatively low overhead [14] . Optimal cluster selection or design is the key to maximizing its benefits. Generally, CoMP clustering can be categorized into static clustering, dynamic clustering and semidynamic clustering. In static clustering [15] - [18] , CoMP clusters are formed statically, i.e., the RAU clusters remain fixed; hence, the performance is limited. Dynamic clustering can change pace with the network [19] - [22] . This scheme can achieve better performance than static clustering but with higher complexity of scheduling and beamforming algorithms.
Interlaced clustering with a number of cluster patterns (CPs) [23] - [25] is regarded as a compromise for the aforementioned two schemes. The interlaced clustering can be considered as a general architecture, and some other network architectures such as centralized tiered networks and fractional frequency reuse can be interpreted as instances of interlaced clustering. In interlaced clustering, several different CPs coexist on orthogonal frequency bands, and each user can be served by either of them. Furthermore, this kind of semidynamic clustering significantly reduces the intercluster interference for distributed transmissions. To achieve higher performance gain, the network architecture requires extensive backhaul connectivity.
Recently, the backhaul requirement has increased significantly with the evolution of cellular networks [26] , and various backhaul technologies have been introduced in [27] - [29] . In addition, the problem of minimizing the data transfer in the backhaul with quality of service (QoS) constraints and per-BS power constraints was studied in [30] . Furthermore, a user-centric clustering scheme with finite-capacity backhaul was proposed by optimizing a sparse beamforming vector for each user in the cloud radio access (C-RAN) network [22] . In practice, sparse beamforming vector design is implemented by the l 0 -norm optimization problem, in which the nonzero elements in the beamforming vector correspond to the user's service cluster. As a result, the beamforming vector can help to determine the best set of serving RAUs for each user.
The number of optimized variables will increase as the number of CPs increases. Fortunately, the decomposition method can be used to transform the original problem into independent per-CP problems [31] , [32] . Decomposition in optimization has appeared in early works on large-scale linear programs (LPs) since the 1960s [33] . Primal decomposition and dual decomposition are two classical methods to separate a complex problem into several subproblems, which can be solved in parallel [31] . Primal decomposition can achieve the upper bound without great difficulty. However, primal decomposition is not suitable for more than two CPs in this paper. Instead, dual decomposition is a good alternative to solve the original problem although its initialization should be further considered.
A DAS with interlaced clustering is a promising network architecture for the ultradense users scenario, while the complexity of sparse beamforming for large numbers of users also increases. User selection (USC) is a critical method to ease the computational burden of sparse beamforming. For example, an iterative user pool shrinking algorithm [22] can significantly reduce the total number of variables to be optimized. Furthermore, this algorithm requires running the optimization problem at least once. Pan et al. [34] proposed a novel USC algorithm to remove the users that could not satisfy the power constraints and rate requirements. Furthermore, for ultradense networks serving large numbers of users, it is challenging to design a linear precoding scheme that can ensure as many users as possible be served in a timefrequency (T-F) slot.
In this paper, we consider the ultradense DAS with ultradense users under an interlaced clustering network architecture. We first decouple the problem of the transmission methods design into user selection and beamforming design, and propose a two-stage optimize problem. In the first stage, we propose a low complexity USC algorithm as a solution to the high-dimensional optimization problem for systems with ultradense users. In the second stage, with the users selected by first stage, we propose a CP-based weighted sum MSE minimization (CP-WMMSE) algorithm, to solve the joint sparse beamforming design and power allocation problem for DAS with interlaced clustering from a network utility maximization perspective. Moreover, two decomposition algorithms, named primal decomposition and dual decomposition, are exploited to further reduce the computational complexity. Furthermore, based on the adaptive cells, we provide a low-complexity alternating optimization method for sparse beamforming. To the best of our knowledge, this paper is the first attempt to design sparse beamforming vectors for DAS with interlaced clustering with a multicell, multiantenna, multiuser cellular network. The main contributions of this paper are summarized as follows:
• We first introduce sparse beamforming for DAS with interlaced clustering to reduce backhaul consumption and increase spatial multiplexing. Thus, by applying sparse beamforming, the users in interlaced clustering can achieve higher coverage compared with the strategy in which all corresponding RAUs serve a single user in one adaptive cell.
• To reduce the complexity of the computations of sparse beamforming with interlaced clustering, we introduce an efficient USC algorithm with alternating optimization as the first stage to select the users for the next stage. Its complexity is much lower than the traditional USC method, especially for dense users and RAUs. Simulation results show that our algorithm achieves similar performance as the traditional algorithm.
• We propose an adaptive cell-based scheme to ease the heavy computational burden, which requires significantly fewer candidate RAUs and users. The proposed scheme, together with alternating optimization, can be generally applied in interlaced clustering or similar networks. In this paper, we apply this strategy in the first stage to further reduce the computations of the USC algorithm and the popular WSR problem. The results show that it can converge quickly without losing obvious gains.
• We solve the popular WSR problem with power allocation in interlaced clustering. To adapt to the architecture of interlaced clustering, the CP-WMMSE algorithm is proposed, where we consider both the sparse beamforming design and power allocation among different CPs. Furthermore, decomposition methods are proposed to address the heavy computational burden problem. Primal decomposition can achieve the upper bound without assistant technology but cannot be easily extended to more than two CPs. Dual decomposition can solve the problem with the proper initiation values. Finally, alternating optimization associated with the primal decomposition algorithm, dual decomposition algorithm and CP-WMMSE algorithm is considered in this paper to further reduce the computational complexity of the WSR problem in interlaced clustering. Simulation results show that the proposed algorithms can achieve similar performance.
The remainder of this paper is organized as follows. Section II presents the channel model, problem formulation and introduces sparse beamforming for DAS with the interlaced clustering architecture. Then, we propose the USC algorithm for interlaced clustering in Section III. Based on the WMMSE algorithm, Section IV describes the proposed five iterative algorithms for sparse beamforming under the CP network architecture. The performance of the proposed algorithms is evaluated by simulations in Section V. Finally, Section VI summarizes the paper.
Notation: Throughout this paper, scalars are represented by lowercase letters (e.g., i); matrices are represented by uppercase bold letters (e.g., H); vectors are represented by lowercase bold letters (e.g., v). The matrix inverse, conjugate transpose and l p -norm of a vector are denoted as (.)
H and |.| p , respectively. We use C M ×N to denote the set of complex M ×N matrices. The complex Gaussian distribution is represented by CN (0, σ 2 ). Calligraphy letters are used to denote sets.
II. SYSTEM MODEL A. DAS WITH INTERLACED CLUSTERING ARCHITECTURE
In the DAS, RAUs are grouped into disjoint cooperation clusters. Each snapshot of a classification is called a CP. The idea behind interlaced clustering is to assign different CPs to orthogonal frequency bands. For simplicity, we choose two CPs. As an illustration, Fig.1 shows two such possible CPs (CP 1 and CP 2 ). The total system bandwidth is B = B 1 + B 2 , where B 1 and B 2 represent the orthogonal frequency bands of CP 1 and CP 2 , respectively. In [23] , when considering the linear beamforming design scheme, the analysis is limited to one scheduled user per T-F slot in a cluster to reduce the complexity of the analysis. Therefore, not all users can be served simultaneously on the same T-F resource. For example, in Fig 1, the possible combination scheme is {U a , U b }, {U b , U c } and {U a , U c }. Hence, the service coverage is 66.7%. However, with sparse beamforming, there are two pairs of users in CP1, the service RAUs for U a are RAU 1 and RAU 4 , the service RAUs for U b are RAU 1 and RAU 2 ; there are three pairs of users in CP2, the service RAUs for U a are RAU 4 and RAU 8 , the service RAUs for U b are RAU 2 and RAU 3 , the service RAUs for U c are RAU 3 , RAU 5 and RAU 9 . Therefore, the RAUs can serve the three users at the same time, and the service coverage is 100%. The reason is because, in our scheme, we can design the linear sparse beamforming with a backhaul constraint, which does not have complications due to the low complexity of the proposed algorithms, and all the users can be served at one time.
Furthermore, different from [22] , we define the cell in each CP as one adaptive cell and apply sparse beamforming as a solution to reduce the backhaul consumption in interlaced clustering, which regards all RAUs and users within the network as the initial sample. We alternate between designing the sparse beamforming for each adaptive cell by fixing the other adaptive cells. Assume that in each adaptive cell, there is a backhaul network connecting the RAUs within the adaptive cell to a central processor. The central processor allocates the CSI or the users' data for all RAUs within the selected adaptive cell. Furthermore, the central processor has access to the global CSI and the user data in its adaptive cell. With such data sharing strategies, user data are restricted to the adaptive cell, and thus, both the complexity and backhaul capacity consumption are effectively reduced. Fig.1 
where ∅ denotes a null set. Let A i,f q denote the i-th adaptive cell in A f q . Then, we define D i,f q as the distributed RAUs located in the adaptive cell A i,f q . Likewise, letK f q ,K i,f q ⊂K f q be the subset of users assigned to a CP f q and the adaptive cell A i,f q , respectively. Let K i,f q ⊂K i,f q be the set of users that should be admitted to the adaptive cell A i,f q , i.e., K i,f q represents the set of users after USC, which we will introduce in Part A of Section III.
Let G k,l,j,f q , ∀k ∈ K i,f q , ∀l ∈ D i,f q , ∀i, j ∈ A f q denote the CSI matrix between the lth RAU in adaptive cell j and the user k that in adaptive cell i. Let
denote the CSI matrix between all the RAUs in the jth adaptive cell to the user k.
Instead of a network-wide beamforming vector [22] , [34] , we introduce an adaptive cell-wide beamforming vector
f q denotes that the dth RAU in adaptive cell i is used to transmit a single stream of data signal s k,i,f q ∈ C to the kth user, where s k,i,f q is independent and identically distributed according to CN 0, 1 .
The received signal y k,i,f q ∈ C N ×1 of the user k is
where n k,i,f q ∈ C N ×1 is the additive white Gaussian noise with its distribution CN 0, σ 2
With an increasing number of CPs, the resource allocation should be further considered. Assume that the bandwidth budget of CP f q is B f q = µ f q B sum , where B sum and µ f q represent the sum bandwidth budget, the ratio between B f q and B sum , respectively. Similarly, the power and the backhaul budget of dth RAU within CP f q are given by
where
,f q are defined as the sum power budget and sum backhaul budget of the dth RAU, the ratio between P sum,d and P d,i,f q , the ratio between C sum,d and C d,i,f q , respectively. The constraints of the resource budget are given by C1 :
Due to the orthogonal frequency allocations among the CPs, different CPs could be considered independent of one another. Thus, for the sake of simplicity, we set the variables
where N cp is expressed as the number of CPs. The user rate (bit/s/Hz) of the user k in CP f q is
is the interference-plus-noise covariance matrix. In interlaced clustering, each user can locate in the interior of at least one adaptive cell belonging to one of the CPs with a high probability. Thus, the users with a low rate should be served by the other CPs that can provide high signal-to-interferenceplus-noise ratio (SINR) for the users. Therefore, the system has the ability to provide high QoS for users, and each user's data rate should be higher than the minimum requirement:
With densely deployed RAUs, the power and backhaul consumption on the RAUs may be significant. Therefore, it is a realistic problem to consider the power and the backhaul constraints of RAUs when applying sparse beamforming in interlaced clustering. In addition, the backhaul constraint of the RAUs is the key step for designing sparse beamforming.
The per-RAU power constraint and the per-RAU backhaul constraint are given by C3 :
represents the indicator function with the facility of scheduling choice:
With the minimum rate constraint, the system can allocate the users for each CP in a T−F slot, which will greatly reduce the complexity of the proposed algorithms. Hence, we first formulate a user selection problem to maximize the number of admitted users supported by each CP. The USC can be formulated as
Next, we fix the users selected from the user selection algorithm and apply sparse beamforming in interlaced clustering to solve the weighted sum-rate (WSR) maximization problem
where k,i,f q represents the priority of the user k.
The the nonconvex constraint C4 in both problem (11) and (12) motivates us to first convert the nonconvex constraint C4 to a convex constraint. Motivated by compressive sensing technology and its applications in [22] , [35] , and [36] , we can rewrite the constraint C4 of problem (10) as C5 :
is the fixed rate obtained from the previous iteration and ϒ k,d,i,f q is a constant weight associated with the dth RAU and the kth user, which is updated iteratively according to
with regularization factor ς ≥ 0 and v
from the previous iteration, and their values are small. However, although the constraint C4 is converted to a convex constraint, the problems (11) and (12) are both mixedinteger nonlinear programming (MINLP) problems, which are still difficult to solve. Furthermore, the adaptive cellwide beamforming vector introduced in this paper makes the problems more complex. In the next section, we will try to solve the problems (11) and (12) in turn.
III. THE FIRST STAGE: USER SELECTION ALGORITHM WITH BACKHAUL CONSTRAINTS
A. USC ALGORITHM FOR CP SCHEME By introducing a series of auxiliary variables ω k,i,f q , we approximate the problem (11) as
To reduce the complexity of the network-wide beamforming design for large numbers of RAUs and users, we introduce an alternating optimization method with a user selection algorithm by using an adaptive cell-wide beamforming vector as follows. First, we initialize the adaptive cell-wide beamforming vector v k,i,f q , ∀i ∈ A f q , and choose an adaptive cell as the optimized target. At the same time, we consider signals from the other adaptive cells as constant interference by fixing the beamforming vector v r,j,f q (j = i). Second, we design the beamforming of the fixed adaptive cell and iteratively solve the optimization problems (15) by fixing the adaptive cell in turn until convergence is obtained.
Furthermore, the factor of power allocation is not easy to obtain, which we optimize in the second stage. Thus, in the first stage, for the sake of simplicity, we relax the power constraints by setting η d,i,f q = 1 for all CPs. Then, the number of users admitted to the network will be larger than the practice value. Increasing the number of users who were admitted in the first stage will not affect the final result in the second stage, and this conclusion is verified through the simulation results.
With the above description, we rewrite the optimization problems (15) as a series of subproblems:
It is obvious that (16a) and (16b) are already in convex form, so we only need to deal with the constraint (16c). To proceed, we introduce the following lemma: ++ , respectively, and v ∈ V where V ⊆ C r 1 , r 1 , r 2 ∈ N.
We can obtain the following inequivalent
χ and χ ∈ C r 2 refers to an auxiliary variable. The proof of Lemma 1 is relegated to Appendix B.
According to Lemma 1, we can rewrite constraint (16c) as
It is obvious that, according to Lemma 1, by transforming the problem (17) into a multidimensional quadratic transform, the SINR term in (16c) is converted to a concave function of (19) can be further equivalently transformed into a more tractable form as
Then, we iteratively optimize problem (16) 
Second, for a given χ k,i,f q , the problem (16) can be rewritten as a second-order cone programming (SOCP) problem:
where K d,i,f q is the candidate set of users served by the dth RAU. Thus, K d,i,f q and K i,f q represent the number of users served by the dth RAU and the total number of users admitted in adaptive cell i of CP f q , respectively, and
To obtain K i,f q , we initialize K i,f q =K i,f q . Then, the problem (23) has a global optimal solution by traditional techniques such as the interior point method [37] , [38] .
After solving problem (23), we obtain K i,f q according to
Based on the above description and analysis, the iterative algorithm for problem (15) is summarized in Algorithm 1.
Algorithm 1 User Selection for Interlaced Clustering
, ∀j Set n → 0 Set adaptive cell i as the target optimal cell. 1: repeat 2:
Find the optimal transmit beamformer v
by solving the SOCP problem (23) with CVX [39] . 5: Update R
according to (14) and (6) 
according to (27) and (22) respectively.
7:
Set n → n + 1 8:
Set adaptive cell j → i, j = i, j ∈ A f q as the target optimal cell. Go to step 3. 10: until Go through all adaptive cells and CPs. 11: return v k,i,f q and ω k,i,f q and go to Stage II.
B. COMPLEXITY ANALYSIS OF USC ALLOCATION
In this section, we analyze the complexity of Algorithm 1, and the main complexity of each iteration lies in step 2, which mainly solves the SOCP problem. Due to the alternating optimization methods, we first limit the analysis within an adaptive cell. In each adaptive cell, the problem has 
IV. THE SECOND STAGE: ITERATIVE ALGORITHMS FOR SPARSE BEAMFORMING
After the USC algorithm, we consider solving problem (12) for the selected users. Under the CP network architecture, we develop four low-complexity algorithms, named the CP-WMMSE algorithms, including the CP-WMMSE algorithm for sparse beamforming, the primal decompositionbased power allocation algorithm for sparse beamforming, the dual decomposition-based power allocation algorithm for sparse beamforming and a fast iterative algorithm for sparse beamforming.
In the CP-WMMSE algorithm for sparse beamforming, since the WMMSE algorithm [41] can be jointly applied between different CPs, we combine each CP jointly to solve the WSR problem. However, applying the algorithm in this way will consume a significant amount of computing resources. To further reduce the operation complexity, we introduce the decomposition algorithm-based power allocation for sparse beamforming. The reason is that further research revealed that the WMMSE algorithm can be applied to solve the WSR problem in different CPs in parallel. To use primal decomposition, we introduce a series of variables that represent the power allocation. By using these auxiliary variables, we can divide the original problem into two subproblems, and then we can update the resource allocation using a subgradient master algorithm. To further extend the decomposition to more CPs, we propose a dual decompositionbased power allocation algorithm for sparse beamforming.
Since the users and RAUs may be densely deployed in the practical environment, an additional fast iterative algorithm is required for reducing the computational complexity of the systems. By alternately optimizing the target adaptive cell and considering the other adaptive cells as constant interference, the algorithm reduces the complexity further without significant performance loss. Note that the fast iterative algorithm can be combined with both the primal decomposition-or dual decomposition-based power allocation algorithm for sparse beamforming and the CP-based scheme independently.
A. CP-WMMSE ALGORITHM FOR SPARSE BEAMFORMING
In traditional communication systems, the WSR problem has been solved efficiently, but in interlaced clustering, the problem may be difficult to solve due to resource allocation. Next, we introduce the CP-WMMSE algorithm for sparse beamforming and show it more clearly; we first rewrite C3 as C7:
Now, we introduce the following proposition, which extends the WMMSE algorithm to interlaced clustering.
Proposition 1: Assume that interlaced clustering is assigned to different CPs with orthogonal frequency bands. For DAS with interlaced clustering, the original WMMSE algorithm can be solved jointly, i.e., the original WSR problem (12) can be rewritten as
The corresponding CP-WMMSE expression is
where e k,i,f q , ε k,i,f q , and u k,i,f q are the MSE, the MSE weight, and the optimal receiver for user k, respectively, which are defined as
The proof of Proposition 1 is shown in Appendix A. In the following, we try to solve problem (30) using the block coordinate descent (BCD) method with a series of variables VOLUME 7, 2019 of three sets over ε k,i,f q , u k,i,f q and v k,i,f q . Given v k,i,f q , synchronously update ε k,i,f q and u k,i,f q by
By applying the BCD method with fixed u k,i,f q and ε k,i,f q , the problem (12) can be expressed as a CP-based quadratically constrained quadratic programming (CP-QCQP) problem
where J k,i,f q is defined as
The problem in (29) involves two loops: an inner loop to design sparse beamforming v k,i,f q by solving the multi-CP optimization problem (33) with the BCD method, and an outer loop to synchronously update the optimal receiver ε k,i,f q and the optimal MSE weight u k,i,f q . The two loops are summarized in Algorithm 2. Find the optimal transmit beamformer v (14) and (6) respectively, ∀d ∈ D i,f q , ∀k ∈ K i,f q .
Algorithm 2 CP-WMMSE Algorithm for Sparse
Beamforming. Input: ϒ (0) k,d,i,f q , v (0) k,i,f q , R (0) k,i,f q , ∀k ∈ K i,f q , ∀d ∈ D i,f q , ∀i. Set n → 0. 1: repeat 2: Fix v (n) k,i,f q , ∀k ∈ K i,(n+1) k,i,f q under fixed u (n+1) k,i,f q , e
5:
Set n → n + 1. 6: until Convergence. 7: return v k,i,f q , ∀k.
Although, the original problem (12) can be solved by applying Algorithm 2, the high computational complexity has to be considered in practical applications, especially when the number of CPs is high. To further reduce the complexity, we propose the primal decomposition-based power allocation algorithm for sparse beamforming in the next subsection.
B. PRIMAL DECOMPOSITION-BASED POWER ALLOCATION ALGORITHM FOR SPARSE BEAMFORMING
In this section, we go one step further to design an algorithm with lower complexity. First, we assume that there are two CPs in our system. Obviously, problem (30) is convex and decomposable. Hence, the duality gap between constraint C7 of problem (30) and its optimal dual problem is zero. Then, we can decompose the original problem into two subproblems and solve it by computing the subgradient.
As assumed before, we rewrite the problem (30) as two subproblems; the first subproblem becomes
:
C9
and the second subproblem becomes
r,j,f 2 ε r,j,f 2 e r,j,f 2 − log ε r,j,f 2 s.t. C10 :
C11 :
where η d,i,f 1 represents the ratio of power allocated to the first CP, and C8, C9, C10, C11 are the backhaul constraint and power constraint of CP1 and CP2. Note that, the constraint C8, C9, C10, C11 must be for the same RAU d.
To further describe the problem, we redefine the above two subproblems (35) and (36) as
respectively, where V 1 and V 2 are the two feasible sets of the subproblems, i.e., for CP1, the feasible set is defined in 
Each subproblem can be solved by using the BCD method: given v k,i,f q and u k,i,f q , update ε k,i,f q by using (31b); update u k,i,f q with v k,i,f q and ε k,i,f q by using (31c); and under fixed u k,i,f q and e k,i,f q , we obtain the QCQP problems
and min
where J k,i,f 1 and J r,j,f 2 are defined in (34) , where q = 1 and q = 2, respectively. Then, we can solve the original problem (30) by applying primal decomposition with a subgradient master algorithm, which is given in Algorithm 3.
Algorithm 3 Primal Decomposition-Based Power Allocation
Algorithm for Sparse Beamforming. Input:
Run 2 in Algorithm 2, where q = 1, 2.
3:
by solving QCQP problem (39) and (40) respectively, where q = 1, 2.
4:
Update the power allocation: g := g− α n (λ 2 − λ 1 ), where α n are series-appropriate step sizes for RAUs. Set n → n + 1. 7: until Convergence. 8: return v k,i,f q , ∀k.
C. DUAL DECOMPOSITION-BASED POWER ALLOCATION ALGORITHM FOR SPARSE BEAMFORMING
The primal decomposition is suited for two CPs; when the system consists of more than two CPs, the primal decomposition in the previous section will not work. This limitation motivated us to further introduce a dual decomposition-based power allocation algorithm for sparse beamforming, which can be used for more CPs. As the subject C7 is convex, we can add it to the objective by using dual variables λ.
With a few simple manipulations, the Lagrangian function of problem (30) is given by
where λ are the given dual variables, the dual function is defined as
and the current resource function is defined as
,f q is defined the same as in (37) and (38) , but can handle more than 2 CPs.
To find g f q (λ), we solve the subproblems
The subgradient of −g f q at λ is h f q ṽ k,i,f q , whereṽ k,i,f q are any solution of subproblem (42) . By solving the subproblems (42), we obtain solutionsṽ k,d,i,f q and find the subgradient of g f q , the master problem objective. Hence, the subgradient of −g f q is f q h f q ṽ k,i,f q . Finally, we obtain a dual decomposition-based power allocation algorithm for sparse beamforming by using a projected subgradient method to update λ and the BCD method to find the optimalṽ k,i,f q .
In the dual decomposition-based power allocation algorithm for sparse beamforming, we first initialize λ. Then, we solve each subproblem by using the BCD method, which is similar to Section IV Part C. Under fixed u k,i,f q and e k,i,f q , VOLUME 7, 2019 we obtain the following problem:
and J k,i,f q and V q are defined in (34) and (37), respectively. Note that, in the dual decomposition algorithm, we transform the power constraint into an objective function. Therefore, the iterations in the algorithm need not be feasible; however, in practice, we can construct a feasible set of variables by solving additional subproblems [31] , [42] .
Based on the above analysis, the dual decomposition-based power allocation algorithm for sparse beamforming is given in Algorithm 4.
Algorithm 4 Dual Decomposition-Based Power Allocation
Run 2 in Algorithm 2.
3:
by solving subproblem (42). 4: Update dual variables (the price vector):
Run 4 in Algorithm 2.
6:
Set n → n + 1. 7: until Convergence. 8: return v k,i,f q , ∀k.
D. A FAST ITERATIVE ALGORITHM FOR SPARSE BEAMFORMING
The above analysis shows that the primal decomposition and the dual decomposition can solve the original problem with lower complexity; however, with increasing densities, the computational cost must be further reduced. In this section, a fast iterative algorithm is applied to realize this requirement.
Similar to Section III, we can also apply an alternative optimize method in each subproblem of the above two decomposition algorithms. For primal decomposition, we limit the data sharing strategy in the adaptive cell, and the final problem of the two subproblems can be rewritten as
where J k,i,f 1 and J r,j,f 2 are defined in (34) , where q = 1 and q = 2, respectively. For dual decomposition, we have the final optimization subproblem
whereJ k,i,f q is defined in (44). Then, fast iterative algorithms for sparse beamforming with primal decomposition and dual decomposition are given in Algorithm 5 and Algorithm 6, respectively.
Algorithm 5 A Fast Iterative Algorithm for Sparse
Beamforming with Primal Decomposition. Input:
Set adaptive cell i as the target optimal cell. Set adaptive cell j → i, j = i, j ∈ A f q as the target optimal cell. Go to step 3.
5:
until Go through all adaptive cells. 6: Run 5 of Algorithm 3.
7:
Set n → n + 1. 8: until Convergence. 9: return v k,i,f q , ∀k.
E. COMPLEXITY ANALYSIS OF THE ALGORITHMS PROPOSED IN THE SECOND STAGE
In this subsection, we analyze the complexity of the algorithms to solve the original problem (12) . First, we assume that a practical network with
In the CP-WMMSE algorithm, the computational complexity of step 2 is O f q ∈F i∈A fq 
we solve a QCQP problem, which can also be equivalently reformulated as an SOCP problem. Then, the total the number of variables as f q ∈F i∈A fq 
Set adaptive cell i as the target optimal cell. Set adaptive cell j → i, j = i, j ∈ A f q as target optimal cell. Go to step 3.
5:
until Go through all adaptive cells. Set n → n + 1. 8: until Convergence. 9: return v k,i,f q , ∀k. [43] when solving the problem with the interiorpoint method. In step 4, the computational complexity of the rate updating procedure is O f q ∈F i∈A fq
which is the same as computing the MSE. Therefore, the computational complexity of the CP-WMMSE algorithm mainly derives from step 2. Suppose Algorithm 2 requires η total number of iterations to converge; the overall complexity is then O f q ∈F i∈A fq
η . As the computational complexity of the proposed algorithms mainly lies in solving the QCQP problem, we focus on analyzing the QCQP computation in the following. In Algorithm 3 and Algorithm 4, the number of variables is i∈A fq
, and the overall computational complexity is O f q ∈F i∈A fq
η .
Similar to Algorithm 3 and Algorithm 4, the computational complexity of Algorithm 5 and Algorithm 6 is given by O f q ∈F i∈A fq
η . From the above analysis, we can conclude that with decomposition, the complexity is reduced, and that with alternating optimization, the complexity is further reduced.
F. PERFORMANCE COMPARISON OF THE ALGORITHMS PROPOSED IN THE SECOND STAGE
Overall, we summarize the advantages and disadvantages of the proposed algorithms as follows:
1) The order of complexity of the proposed algorithms from high to low is Algorithm 2, Algorithm 3 and Algorithm 5. Furthermore, Algorithm 4 and Algorithm 6 have the same complexity as Algorithm 3 and Algorithm 5, respectively.
2) Since Algorithm 2 jointly optimizes the beamforming and the power allocation for RAUs between CPs throughout the network, the performance of Algorithm 2 should be higher than that of the other proposed algorithms. Similarly, by jointly optimizing the beamforming and the power allocation for RAUs within each CP simultaneously, the performance of the two decomposition algorithms should be higher than the fast iterative algorithm with corresponding decomposition algorithm, respectively. Thus, the performance order from high to low is Algorithm 2, Algorithm 3, Algorithm 5; similarly, the complexity of the other two algorithms together with Algorithm 2 is ranked as Algorithm 2, Algorithm 4, Algorithm 6.
V. NUMERICAL RESULTS
In this section, we perform a numerical evaluation of our proposed algorithms. Numerical evaluations are conducted to show the effectiveness of the proposed algorithms, with the simulation parameters listed in Table 1 . Fig. 2a and Fig.2b . VOLUME 7, 2019 A. USER SELECTION PERFORMANCE IN THE CLUSTER PATTERN SCHEME 1) Convergence behavior of USC: Fig. 3 shows the convergence behavior of USC with different rate requirements for selected users. For different CP schemes, different channel realizations may lead to different solutions; we run the two CPs differently, and then compute the average of the two CPs. It can be seen from Fig. 3 that the number of users monotonically increases during the iterative procedure for two CP schemes. The algorithm converges very fast, and in general, six iterations can achieve a stable value for different rate requirements and different CP schemes. In addition, it is obvious that the lower the rate requirement is set, the more users that will be selected. 2) Sum-rate performance of the USC algorithm: Fig. 4 compares the sum-rate performance of the USC algorithm with our proposed algorithms. Under a fixed rate requirement, we compute the sum-rate of the five proposed algorithms with the same channel realizations. As expected, the sumrate decreases with the rate requirements for all algorithms. The different algorithms have almost the same rate of decline. Moreover, when the rate requirement increases to 1 bit/s/Hz the sum-rate decreases only 2.03%, which can be negligible. In addition, the gap between the algorithm with the lowest sum-rate, i.e., a fast iterative algorithm for sparse beamforming with dual decomposition and the highest sum-rate, i.e., the CP-WMMSE algorithm is approximately 2.18%, which can also be negligible. Therefore, the proposed algorithms can be considered to have approach performance gains in the sum-rate.
3) The user selection performance and complexity of the USC algorithm along with the proposed algorithms: The user selection performance and complexity of the USC algorithm are shown in Fig. 5a and Fig. 5b respectively. In Fig. 5a , three different schemes are considered, i.e., CP1, CP2, and the number of selected users throughout the network. We can see that the selected users decrease with the rate requirement, and the two CPs have almost the same performance on the number of selected users. When the rate requirement increases to 1 bit/s/Hz, the users selected of each CP decreases to approximately 49.39. However, the number of all the selected users in the system is above 72.54, which is one of the advantages of the CP schemes. Accordingly, the complexity of the USC algorithm along with the proposed algorithms can be seen in Fig. 5b . It can be seen from the figures that the CP-WMMSE and the decomposition algorithms with the same complexity performance decrease with the USC algorithm. When the rate requirement increases to 0.6, i.e., the selected users are below 67.82, the complexity of the two algorithms changes slowly. At the same time, the complexity of the fast decomposition algorithms changes slowly and on a high position as the number of users decreases throughout. Compared to the other algorithms, the fast decomposition algorithms run with lower complexity but can still decrease nearly 27.13% with the USC algorithm when the rate requirement increase to 0.6. When the rate requirement increases to 1 bit/s/Hz, the complexity can be reduced by approximately 30%.
B. PERFORMANCE OF THE PROPOSED SPARSE BEAMFORMING ALGORITHMS
After considering the tradeoff between the complexity and the sum-rate performance loss, and based on the above analysis, we choose 0.6 bit/s/Hz as the users' rate requirement for the USC algorithm and analyze the performance of the proposed algorithms. In this subsection, we compare the performance of the proposed algorithms with the dynamic cluster (DCA) algorithm [22] . The complexity of the DCA is O f q ∈F i∈A fq
η , which is higher than the CP-WMMSE. Thus, the additional techniques are necessary to deal with the high complexity. We choose the iterative user pool shrinking technique when running the DCA algorithm, i.e., the user rate below 0.01 bps/Hz will be negligible in each iteration.
1) Convergence behavior of the proposed algorithms based on power allocation: Fig. 6 shows the convergence behavior of the proposed algorithms along with the DCA algorithm. As we can see, in the CP-based scheme, the proposed algorithms converge in approximately 30−40 iterations under the same settings, which is a faster convergence than the DCA algorithm, although the sum-rate of the proposed algorithms is slightly lower than that of the DCA algorithm.
2) Cumulative distribution function of the long-term average user rates: In Fig 7, we compare the cumulative distribution function of the long-term average user rates between the proposed algorithms with the CP-based scheme and the DCA algorithm. As expected, the performance of the DCA algorithm is slightly better than that of the proposed algorithms in the user rate. The slightly lower performance gains are caused by more users being served in the CP-based scheme with the adaptive cell-wide beamforming design in our scheme rather than the network-wide design in the DCA algorithm.
3) Performance of the user rate distribution: The longterm average user rates distributions are given in Fig. 8 . We observe from the results that the cell-edge performance of the CP-WMMSE algorithm that the primal decomposition algorithm and the primal decomposition-fast algorithm are similar to each other, while the two dual decomposition algorithms are similar. The reason is that the above three algorithms have the same power constraints, while the dual decomposition algorithms have no power constraints. However, the proposed algorithms have a similar distribution of cell-edge user convergence. In addition, we conclude that the proposed algorithms enhance the edge-user rates compared to the DCA algorithm (see Fig. 8g and Fig. 8h') . The reason is that the DCA algorithm is based on a user-centric cluster strategy throughout the network, i.e., the strategy does not affect the cell-edge user when the CSI is not better than other users. At the same time, the proposed algorithms jointly consider the cell-edge users' performance and user-centric cluster strategy. In addition, some users located in the cluster center are also well served compared with the DCA algorithm and benefit from the sparse beamforming design with interlaced clustering.
4) Long-term users' convergence performance: Since the USC algorithm and the iterative user pool shrinking technique are applied in this paper, the long-term users' convergence performance needs to be carefully analyzed. Fig. 9 shows the long-term users' convergence performance of the proposed algorithms and the DCA algorithm. The network with the CP-based algorithms can serve 91.12% of the users after the 6 T-F slot, which is higher than applying the DCA algorithm, which only serves 80.71% of the users. Note that the proposed algorithms have different convergence performance; this is because, after designing sparse precoding, there are few user rates below 0.01 bps/Hz, which can be ignored in this paper. 5) Cumulative distribution function of the long-term average RAU backhaul consumption: Fig. 10 shows the cumulative distribution function of the long-term average RAU backhaul consumption of the proposed algorithms and the DCA algorithm. We can see that approximately 90% of the RAUs consume less than 400 Mbps backhaul capacity, while the DCA algorithm consumes almost all of the 600 Mbps backhaul capacity. The reason is that the CP-based sparse beamforming design does not require user rate sharing throughout the network; instead, the sharing is limited in adaptive cells.
VI. CONCLUSION
In this paper, we studied the sparse beamforming for an ultradense DAS with interlaced clustering under power constraints and imperfect backhaul. Then, a power allocation and sparse beamforming design were jointly considered by applying WMMSE with different CPs. To solve the problem more efficiently, we formulated a two-stage optimization problem. The first stage selects the largest subset of users that can be admitted to the network by a fast USC algorithm with an alternating optimization method. Then, the second stage solves the WSR problem with the CP-WMMSE algorithm, the primal decomposition-based power allocation algorithm and the dual decomposition-based power allocation algorithm. Finally, we applied the alternating optimization method to cooperate with the three algorithms, which decreased the complexity of the three algorithms. Simulation results showed that the proposed algorithms converge quickly, which is attractive for practical implementation. With the USC algorithms, the sumrate performance of the proposed algorithms only slightly decreased, but the complexity was significantly reduced, e.g., when the rate requirement increased to 1 bit/s/Hz, the sumrate decreased only 2.03% while the complexity reduced at least 30%. Moreover, our proposed algorithms were shown to enhance the performance gains of the cell-edge users and reduce the backhaul consumption without losing significant performance gains. 
