The so-called Ginzburg-Landau formalism applies for parabolic systems which are defined on cylindrical domains, which are close to the threshold of instability, and for which the unstable Fourier modes belong to non-zero wave numbers. This formalism allows to describe an attracting set of solutions by a modulation equation, here the Ginzburg-Landau equation. If the coefficient in front of the cubic term of the formally derived Ginzburg-Landau equation has negative real part the method allows to show global existence in time in the original system of all solutions belonging to small initial conditions in L°°. Another aim of this paper is to construct a pseudo-orbit of Ginzburg-Landau approximations which is close to a solution of the original system up to t = oo. We consider here as an example the socalled Kuramoto-Shivashinsky equation to explain the methods, but it applies also to a wide class of other problems, like e.g. hydrodynamical problems or reaction-diffusion equations, too.
Introduction and Results
We consider evolutionary problems over a domain with one unbounded spacedirection close to the threshold of instability. If a spatially homogeneous solution of a dissipative system becomes unstable, a whole band of Fourier modes with positive growth rates appears. In classical bifurcation theory with discrete spectrum the bifurcating solutions can be described by a finite dimensional system (ODE) using center manifold theory (see e.g. [He81] ). In our case the spectrum of the linearization at the trivial state is continuous.. Hence new problems appear: First the criticial eigenspace is infinite dimensional and second it cannot be separated from the uncritical part by a spectral gap. Thus, center manifold theory is no longer available. One way to handle such systems is given in [Mi92] leading to PDE's with nonlocal terms. Another way is the so-called Ginzburg-Landau formalism [IMD89] which is based on multiple scaling and on the assumption that the unstable Fourier modes belong to non-zero wave numbers. A formally derived PDF called the Ginzburg-Landau equation takes the role of the finite dimensional ODE in center manifold theory. A general set-up for applying the Ginzburg-Landau formalism can be found in [Sch93] .
A good model equation for studying the Ginzburg-Landau formalism is the socalled Kuramoto-Shivashinsky equation: d t u = -(I + d 2 x ) 2 u + ε 2 u + ud x u = X(id x ,ε 2 )u + ρ(id x )u 2 (1)
with t > 0, x E R and 1 > ε 2 > 0 the bifurcation parameter. The trivial solution u = 0 is unstable, and linearizing at u = 0 we find solutions of the form u(x,t) = e~x t+ίkx , where λ(/c,ε 2 ) = -(1 -& 2 ) 2 + ^ We observe that λ(/c,ε 2 ) is positive for k close to ±1 with height ^(ε 2 ) and width &(ε). Therefore, by inverse Fourier transform we expect that for small ε 2 > 0 there are solutions of (1), which are small modulations in time and in space of the critical modes e ±ϊx . Using the scalings T = ε 2 t and X = εx we suppose that u(x,t,έ) = ψ ε (A) + ^(ε 32 ) -[εA(X,T)e lx + εΆ(X,T)e~i x ] + B y a formal calculation we find that the complex valued amplitude A:R x R + -» C has to satisfy the Ginzburg-Landau equation
Θ T A(X, T) = A(X, T) + 4d 2
x A(X, T) -(1/9) A(X, T) \A(X, T)| 2 .
(2)
Contrary to the spatial periodic case, where center manifold theory applies, the amplitude A depends now also on the slow space variable X. This kind of approximation was introduced by Newell and Whitehead (see [NW69] ) in 1969 for Benard's problem (see also (diPESTl] ). In other hydrodynamic problems, like the Taylor-Couette problem or Poiseuille flow such an approximation is also possible, due to the form of the spectrum. For all these problems the remaining information about the system is contained in the coefficients of the Ginzburg-Landau equation. These are in general complex valued. As a first step in making this formalism rigorous in several papers (see [CE90, KSM92, vH91, Sch92b, Sch93j) the approximation property was shown:
On an &(l)-tίme scale of the formally derived Ginzburg-Landau equation (here (2)j the approximation ψ ε (A) is &(ε 3//2 )-close to a solution u of the original problem (here (I)).
The proof for the general case is based on the separation of critical and uncritical Fourier modes and on the fact that the convolution of critical Fourier modes which belong to non-zero wave numbers gives uncritical Fourier modes.
A second step in making this formalism rigorous is the proof of the attractivity of the set of solutions which can be described by the Ginzburg-Landau formalism:
Solutions u to initial conditions of order &(έ) develop in such a way that there exists at a time T 0 /ε 2 an initial condition A Q of the formally derived Ginzburg-Landau equation (here (2)), so that the associated approximation ψ ε (A) possesses the approximation property defined above. We have T 0 = &(V) > 0.
W. Eckhaus has shown this property in [Eck93] for initial conditions whose Fourier transform is in I/ 1 Π I/ 00 . A combination of these two ideas allows to show the global existence principle:
Suppose the coefficient in front of the cubic term of the formally derived Ginzburg-Landau equation (here (2)) has negative real part. Then all solutions u of the original system (here (I)) which belong to initial conditions of order &(ε) exist for t G [0, oo) and are uniformly bounded for all time.
The idea is as follows: Let K t be the nonlinear evolution operator of the original system in a Banach space Z and G τ the nonlinear evolution operator of the associated Ginzburg-Landau equation in a Banach space Y. Let ψ ε :Y -> Z be the map which maps the solutions of the Ginzburg-Landau equation to the Ginzburg-Landau approximation. For M C Z we define U δ (M) = ίz G Z inf \\y -z\\ z < δ\. I yeM J We show now that a sufficiently large ball B ε ™ with radius εR Q in Z in the original problem is mapped in itself after a certain time. Therefore, all solutions to small initial conditions stay bounded. The attractivity principle we formulate in the following way.
(ATT) There exists C,/?,T 0 ,ε 0 > 0 and a ball B^ with radius ^ in Y for the Ginzburg-Landau equation such that for all 0 < ε < ε 0 ,
The approximation property is formulated as ( APP) For all T^d > 0 there exists C, ε 0 > 0 such that for all 0 < ε < ε 0 the following holds. Let A 0 G B^ and U Q G Z with \\u 0 -Ψ £ (AQ)\\ Z < dε l+β , then
We assume that the real part of the cubic coefficient is negative. So we expect (GL) There exists a ball B^ in Y such that for all R 2 > 0 there is a T 3 > 0 with G T3 (B^2) C £^3 and (J G T (B^2) is a bounded set.
The space Y has to be chosen such that (GL) is valid. So we cannot take the space used in [Eck93] . It remains to combine these principles. We choose R Q independent of ε, so large that ψ ε (B%) is contained in B ε π, 2 for all 0 < ε < ε 0 . Then by (ATT)
. By (APP) and (GL) follows that τ 3 /ε2(^ι) C U Cεl+β (ψ ε (G T3 (B^))) C U c^+β (φ ε (B γ R^ C B e \ for sufficiently small ε. We have demonstrated: Theorem 1. // (ATT), (APP), and (GL) are valid, then there exists ln,T 3 ,ε 0 > 0 such that for all 0 < ε < ε 0 and R$ sufficiently large ^( To+ τ 3 )/ε 2 ^εR^ c ^εR 0 Therefore, solutions K t (uo) with initial conditions U Q in B εR stay bounded and exist for all time.
In the third section we give some versions of (ATT), (APP) and (GL) for the Kuramoto-Shivashinsky equation (1). Doing this we have shown the global existence principle for the Kuramoto-Shivashinsky equation (1). To write this down, we recall the functional analytic set-up of [Sch93]: The spaces H™ u are introduced with norm = SU P INI^((m,m + 2),o
Note that L°° C L\ u = Hf^. Hence, we can treat fronts and spatially quasiperiodic solutions. Moreover, these spaces allow to handle hydrodynamical problems, too. In these spaces our global existence result is given by
Theorem 2. There exists ε 0 , C, R 0 > 0, such that for all 0 < ε < ε 0 and all solutions K t (u 0 ) of (1) with \\u 0 \\ H 4 (RR) < R Q ε the estimate sup ||J^(w 0 )||^4 (RR) < n ^ .
,., *' n t€[0,oo) Z ' u Cε < oo is valid.
Now we come to the second aim of this paper. For every time interval [(T 0 + nT\)/£ 2 , (T 0 + (n + IJTΊVε 2 ], (n G N), there exists an initial condition A n+l G H^u of the Ginzburg-Landau equation such that K t (u 0 ) and Ψ ε (G ε 2 t __( T +nT )(A n+l )) are nearby on this time interval. This can be shown by using (APP) and (ATT) parallel. Obviously the jumps from one approximation to another at a time t = (T 0 + nT^/ε 2 are small. A delicate problem is to show that the jumps of the associated solutions of the Ginzburg-Landau equation are small, too. The space we take to estimate these jumps is HI U and not only L^u. For initial conditions A Q G Ή.\ u we can show the approximation property (APP). Moreover, the solutions depend continuously on the initial conditions. We show Theorem 3. There exists T 0 > 0 such that for all T λ > 0 and all initial conditions UQ G Hf u (^ R)/or (1) with H^ollff 4 (MR) < ^o ε the following holds. There exists a sequence (A n ) neN of initial conditions A n G H] for the Ginzburg-Landau equation (2) and there are ε 0 , C > 0 only depending on R Q and T λ such that for all 0 < ε < ε 0 the pseudo-orbit φ = φ( t ) = {^(G e2t _ (nTl+To) G4 n+1 ))} This theorem allows to follow the attracting set in the original system by pseudo-orbits of Ginzburg-Landau approximations for all times. We hope that this theorem allows to draw conclusions about the relations between the attractor of the Ginzburg-Landau equation and the attractor of the original problem.
To explain the methods we study the Kuramoto-Shivashinsky equation as a model equation, but nevertheless, these methods developed here can be generalized to a wide class of other problems, like hydrodynamical problems or reaction-diffusion equations, too. This will be done in a forthcoming paper.
The plan of this paper is as follows. In the next section we present some prerequisites, like the functional analytic set-up, the spaces and the so-called multiplier theory. Also, it is shown that the Ginzburg-Landau equation possesses an attracting ball in H\ . The third section contains the proofs of (APP), (ATT), Theorem 2, and Theorems. The last section contains a discussion about possible generalizations and applications of the result.
Throughout this paper many different constants are uniformly denoted by C.
Prerequisites

The Functional Analytic Set-Up and Mode Filters
In this section we give the functional analytic set-up to show the above theorems. One difficulty for unbounded domains is the choice of a good space in which the solutions should be. It should include all interesting solutions, like fronts or spatially periodic solutions. It should make Fourier transform available, since Ginzburg-Landau formalism depends heavily on it, and for more complicated problems it should allow to use the analysis of the in general well known spatially periodic case. To our opinion the functional analytic set-up founded in [Sch93] is a good choice. So we recall and extend this set-up in the following. Fourier transform is defined for tempered distributions u with help of testfunctions and is denoted by u or 3^u. The Fourier transform of an integrable function u is given
by T-f e lkx u(x)dx. As usually the space L 2 (R, C) denotes the space of square-2π integrable functions. We define the space H S (R, C) for s > 0 as the subspace of L 2 (R, C) for which the norm
is finite. This space coincides for s G N with the usual definition of Sobolev spaces (see [LM72] ). Moreover, the space of n-times continuously differentiable functions with bounded derivatives is denoted by C£. It is equipped with the natural norm.
To define the spaces we want to work in, let χ n = χ(x -n) be a smooth, periodic partition of unity where χ has compact support [-1,1]. We define now the space = ίu:
We write I^n(R,C) instead of J^°U(R,C) and remark that L°°(R,C) C L 2 n (R,C). Therefore, these spaces have the above demanded property of containing all interesting solutions. The indices l,u stand for locally and uniformly.
The second demanded property of making Fourier transform available is fulfilled with the help of the so-called multiplier theory. To define operators in iff U (R, C) we cite some theorems of [Sch93]. We call operators multipliers if they are defined by multiplying the Fourier transform ύ = ^u by a function M 6 L°°(R,C). Using the following lemma allows us to define operators in the physical space by We use this lemma to define special multipliers which allows us to separate critical from uncritical Fourier modes, but we remark that a differential operator or an analytic semigroup can also be interpreted as a multiplier. To extract modes in Fourier space we use an even cut-off function φ Q G CQ° which is defined by
According to Lemma 4 we associate to φ Q an operator which extracts the Fourier modes belonging to wave numbers in [-1/3, 1/3]. To extract the critical modes we define E λ (k) = φ 0 (k -1), E^k) = φ 0 (k + 1) and E c = E λ + E_ v . We call these operators mode filters. Since the Ej are no projections we need auxiliary operators defined by E?
To deal with the slow spatial scale X = εx we need a scaling operator S ε defined by (S ε u) (x) = u(εx). With help of this operator we define the scaled spaces Obviously we have to estimate a scaled function by its unsealed version and so we recall [Sch93] that we have only ||5 e u|| L 2 (RC) < CmaxCε" 1 / 2 , 1) \\u\\ L 2 (E)C) .
Hence, for 0 < ε < 1,
Since Hf^u can be imbedded in L°° for s > 1/2, we get easily ||5 e w|| L 2 (MC) < Example. Take A G ff/ >u , then 2n/2 \k\ 2 Remark. In Lemma 4 we gave two different estimates for the operator norm. This is necessary since
On the long time scale 1/ε 2 this is of order ^(1/ε 2 ). Remark that 2 7 dx dl<C.
Therefore we can estimate the semigroup e μt generated by the multiplier μ =k 2 for all t > 0 by ||β μt ||^( ίf 4 H Λ } < C. This problem will not appear on the long time scale if we apply the semigroup on scaled functions (estimate \\e~ε k t \\ C 2), since the 6 diffusion happens on longer time scales. Moreover, if the semigroup is exponentially damped (estimate \\e~σ t e~k t \\ C 2) we again obtain good results.
The Ginzburg-Landau Equation
In this section we will show that the Ginzburg-Landau equation possesses an exponentially attracting ball in £Γ/ W (R, C). To show this calculations made in [CE90] were used. They can be used, since the norm \\u\\\γ -sup (u,u) 
Remark 9. Theorem 7 is also true for the complex Ginzburg-Landau equation
if the coefficient c 3 has negative real part. To get (4) Lemma 4.2 of [CE90] is needed to control the linear part of (5). It applies also in this situation since it is sufficient to have D^c 2 > 0, where 9lc 2 denotes the real part of c 2 , as it is assumed in [Ho85] Theorem 18.1.14-15 which is used to prove this lemma. We have 9k 2 > 0 since the Ginzburg-Landau formalism only applies in these situations of supercritical bifurcations.
The Proof
To show the main principles of the introduction and the existence of a pseudo-orbit as asserted in Theorem 3 three lemmas are given. The first lemma allows to choose an initial condition of the Ginzburg-Landau equation and to start the approximation process. The second lemma brings us into a situation which allows to copy more or less the proof of the approximation theorem of [Sch92b] . The third lemma shows the approximation property. The differences between this lemma and previous works are explained below. By a combination of these lemmas the assertions will follow. Before we start we recall that we consider real systems. Therefore it is sufficient to estimate either E^u or E^u. The lemmas are proved in a succeeding section.
Statement of the Main Lemmas and Proof of Theorem 2
By previous works it is known that it is essential to separate the critical modes from the uncritical modes of a solution. The critical modes are strongly related to the solutions of the Ginzburg-Landau equation. In a first step we show that solutions develop in such a way that the critical part can be taken as the initial condition for the Ginzburg-Landau equation.
Lemma 10. Let U Q be an initial condition for (1) with ||^oll/ί 4 -^o ε Then there exists 1 > T 0 , ε 0 > 0 such that for all 0 < ε < ε 0 the following holds: a) There exists C > 0 only depending on R Q such that
For t -T 0 /ε 2 the solution K t (u Q ) can be written as with w c -E^w c and w s = E^w s . There exists constants C lf C 2 only depending on R 0 and not on ε or u 0 itself such that \\V_ l Eζ'w c \\ π \, ε < C l and \\w s \\ H * < C 2 .
" l,u l, u
This lemma allows to take A l = S l / ε V_ l Eγw c e H^u as the first initial condition of the Ginzburg-Landau equation (2). For a technical reason the mapping ψ ε which maps A G H\ u to the approximation ψ ε (A) is not given by Uψ(A) = εA(X,T)e lx + c.c. The chosen mapping t/> e is close to i^, but has much better properties. First, ψ ε (A) is highly regular, and second, it makes the so-called residuum Res(^) =d t ψ + λψ + ρψ 2 small. This residuum appears as inhomogenity in the equations for the error R and contains all remaining terms which do not drop out after inserting ψ ε (A) in (1), if A is solution of (2).
In a classical way the order of the residuum can be made small by taking more terms into the approximation. By applying appropriate mode filters on this extended approximation we obtain a highly regular approximation ψ ε (A) nearby Uψ(A).
To derive formally the Ginzburg-Landau equation we insert as normally
Upon elimination of A^_ 2 we arrive at the Ginzburg-Landau equation (2). Formally in the coefficient in front of e ιx all terms of order ^(ε 3 ) and for 1 and e 2ιx all terms of order ^(ε 2 ) have vanished. Now Lemma 5 allows us to smooth ψ without changing it very much. Therefore we define another mode filter E defined by the multiplier k H-+ 0 0 (3&) in Fourier space. Moreover, we define E 0 = ES ε . We modify the formal approximation by applying this mode-filter and take finally in (1) and get in lowest order the modulation equations
where A\ = (i/9)(A°l) 2 . Note that E%ψ c = 0 and E%ψ 8 = 0. Using Lemma 5 and Let AQ G HI U be an initial condition for (2). The error made by the approximation ψ ε (G ε 2 t (A Q y) of a solution u is given by
It is estimated as solution of the differential equation Lemma 11. Let AQ G HI U be an initial condition for the Gίnzburg-Landau equation (2) with 1 1 AO I l^i < C 3 and U Q an initial condition for (1). We write K t (UQ) as
and \\R s \ t^\ \ H^ < C 4 ε 5 / 4 . Then there exists C 5 , C 6 , ε 0 > 0, only depending on C 3 , C 4 , and C' 4 , such that for all 0 < ε < ε 0 , the following estimates are valid: a) sup 0<ί<l/e'/4
At the end of this small approximation interval we are in a situation to prove the approximation property as in [Sch92b] . The only difference is that we only assume the initial conditions for the Ginzburg-Landau equation in if/ u instead of Hf u . Contrary to previous work we also point out that the error V_ 1 E^R C is in H]^ instead of being only in Hf u at the end of the approximation interval. I.e it is a function of the slow space variable X. We use this to control the jumps G τ A n -A n+l .
Lemma 12. Let A$ G if/ u be an initial condition for the Ginzburg-Landau equation
(2) and U Q be an initial condition of (I). We write K t (u Q ) as
with R S =E%R S and R C =E^R C . Assume \\R c \ t=Q \\ H 4 <C 5 ε 5 / 4 and \\R s \ t=Q \\ H 4 < C 6 ε 9 / 4 . Then for all T 2 > 0 there exists C a , C c , ε 0 > 0, only depending on T 2 , H-A-ollff 1 > ^5> αn d Cfr sucn that for all 0 < ε < ε 0 the following estimates are valid: We remark that Lemma 12 c) is only needed to prove Theorem 3. It is proved at the end of this section.
Proof of the Lemmas
To make the notation more general we write (1) as
where B(u, u) -ρ(ίd x )u 2 and λ = -(1 + cξ) 2 + ε 2 . Before we prove these lemmas we have to do some work in advance.
Properties of the Analytic Semigroup e λt
To solve (1) we will use semigroup theory as it can be found in [Si85] . Since λ is a sectorial operator in £ 2 U (M, C) it generates an analytic semigroup (e λt ) t>0 in this space. This semigroup can be represented by a multiplier e^( /c ' ε }ί in Fourier space. We remark that by their definition with scalar multipliers the semigroup and the operators E%, Eft commute. These assertions can be shown with the help of multiplier theory and test functions. We summarize the later needed properties in the following lemma.
Lemma 13. There exists σ > 0 such that for 0 < ε 2 t < 1 the following estimates are valid: 
Since |H| L 2, e < C||^|| L 2 , it remains to estimate the norm of the multipliers.
We will only estimate them in the C^-norm to make the ideas clear. The derivatives can be estimated in the same manner. Due to the remark at the end of Sect. 2.1 the semigroup is exponentially damped in a) and b) and it acts on scaled functions in e) andf). For a) we get due to the fact that E% extracts only uncritical modes.
To estimate b) we look at 
Proof of Lemma 10
In a first step we show that the solution K t (u 0 ) filtered by E^ is of order <^(ε 2 ) after a very short time 1/ε 1 / 4 . Starting again, now with this configuration it is shown in a second step that the solution filtered by E± is in H\^ for a time t = T 0 /ε 2 . Assume now an initial condition u 0 with < R Q ε. v 2 )ds =:
We remark that there is no need for separating the system in this way, since E c and E s are no projections. For ε sufficiently small F = (F l , F 2 ) is a contraction in a ball with center (e xt v l | t=0 , e λ S 2 t=0 ) and radius of order ^(ε Remark that E^B(w lί w l ) = 0 due to the supports in Fourier space (see [Sch92b] ).
Obviously this system possesses solutions locally in time. The <^(l)-boundedness and the existence on a long time interval [0,T 0 /ε 2 ] with T 0 = ^(1) < 1 is not clear. We take f 0 < 1 to have an upper bound for some estimates. To show the <^(1)boundedness we set S^t) = sup ||^(«s)||#4 for i = 1,2 and recall that T = ε 2 t. We S^f) < sup He^w, t=0 11^4 + ε 2 C /(5 1 (r)5 2 (r) + εS 2 (r) 2 )dr.
S^t
' I/
We look now for a Γ 0 = ^(1) > 0, such that 5 1 (Γ 0 /ε 2 ) < C 3 and 5 2 (T 0 /ε 2 ) < (7 4 for some constants C 3 and C 4 . We choose now ε again smaller such that εCC\ < C 3 /4. Then we choose T -T 0 such that and so S l < C 3 as demanded and hence S 2 < C 4 by construction. Therefore, we havê (l)-bounded solutions in C#([0, T 0 /ε 2 ), # Z 4 U x Hζ u ). Again C 3 and C 4 depend only on R Q . b) Using Lemma 13 to estimate the right-hand side of (9) we get for t = T 0 /ε 2 ,
with C 5 only depending on R 0 . We set T 0 = T 0 + ε 7 / 4 , w -^= ι £= τ 0 /ε 2 2 t=
Estimates for the Residuum
For later computations we need exact estimates for the residuum. )(E 0 A°_ 2 )),
Now the terms 5 n are estimated in various norms. By using the smoothing properties of the semigroup e xt generated by λ and of the flow of the Ginzburg-Landau equation it is also possible to show that S l ι ε V_ l E^R c lies in HI U at the end of the approximation interval, contrary to previous work.
We define another multiplier E by k »-> φ Q (k/l5) in Fourier space. By applying it on the terms of the lemma it is easily seen with help of Lemma 4 that it is sufficient to show the estimates only in L 2 lu instead of Hf u , since the δ n have compact support in Fourier space by construction. To get the estimate b) we have to look at 6 jn with j ^ 1. For the estimates a) and c) we have to look at <5 ln .
We start with b). Except for the estimate of the time derivative <5 21 it is sufficient that E Q A Q j G C([0, l],ff/^). Since fΓ/'J is an algebra, the product of such terms is also in H]^. To estimate these terms we get by Lemma 4, This can now be estimated by Lemma 5 with q = 0, s = I and with the succeeding Remark 6 with ra = 5 = 1 on different multipliers. In <5 01 , <5 02 , <5 2 4> ^3i> an d in δ 4l we take ρ minus its first Taylor coefficient. In <5 26 , <5 25 we take Eξ as multiplier and in <S 22 we take λ minus its first Taylor coefficient. The estimate of <5 23 is clear. Summarized we have sup ||<5 jr J| L 2 = ίf(ε 5 / 2 ) for j / 1 or (j,n) i (2,1). To estimate the time derivative δ 2l we use that Γ Lemma 5 we have to estimate 
To estimate <5 Π we apply Lemma 5 with q = 0 and s = 11/4 to the multiplier λ.
Since the multiplier Λ(l + k) minus its Taylor polynomial of order 2 can be estimated by at least |/c| 11/4 , and since T ι-> T 7 / 8^ <G ff/J/ 4 we have to estimate
Because of notational complexity we will only look to the sup-norm. The derivatives can be estimated in the same way, since the multiplier acts on scaled funtions. We get t sup 1 + 11/4 ( ε 2 5 )7/8 ds To prove c) we look on δ n as an example. Here, we apply Lemma 5 directly with q -1 and s = 5/2 without losing ^(ε" 1 / 2 ). Again only the sup-norm of the multiplier is estimated. We get The other terms δ ln can be estimated similarly to a). We remark that this is the essential estimate to show Lemma 12 c). It is possible, since the singularities appear on different ends of the integration interval. D
Proof of Lemma 11
In the small time interval at the beginning of the approximation the error R s decays rapidly as the solutions converge to the center manifold in case of discrete spectrum. We denote constants coming from the semigroup by Cj, from the approximation by Cψ and from the residuum by C Res 
Proof of Lemma 1 2
On the long time interval we can prove the approximation theorem similarly to the proof of the approximation theorem of [Sch92b] . To simplify notation we take T 2 = 1. A solution of (8) can now be written as 
Proof of Theorem 3
With help of these lemmas we start now to construct the pseudo-orbit of approximations. Using Lemma 10 we have constructed the first initial condition for the solution A { of our sequence of initial conditions for the Ginzburg-Landau equation (2) at a time t = T 0 /ε 2 . We solve the Ginzburg-Landau equation on the time interval [T 0 , TO + TJ. The associated approximation is given by ψ ε (G ε 2 t _ TQ (A l )). On the time interval [T 0 /ε 2 , T 0 /ε 2 + 1/ε 1 / 4 ) we use Lemma 11 as the approximation theorem. On the time interval [T 0 + 1/ε 1 / 4 , (T 0 + T^/ε 2 ) we take Lemma 12. The critical resp. the uncritical part of the error on the time interval [T 0 /ε 2 ,(T 0 + T^/ε 2 ] is denoted by R c l resp. R s l . To get the new initial condition A 2 for the Ginzburg-Landau equation, we add the critical error ε~lS l / ε V_ l Ef l R c \\ t= (τ + τ )/ e 2 £ ίf/ u to the actual solution G τ (A } ) of the Ginzburg-Landau equation. By changing from G Tι(Aj) to A 2 , the error R c l changes to R c 2 and the error R s j to R s 2 . By construction we have E l h R cΛ \ tίs(TQ+Tύ/ε 2 +c.c. Therefore ||-R C 2lt=(τ +τ^/ε 2 \\π 4 -C'G c ε 7 / 4 as in (7). Hence we can apply Lemma 11 and Lemma 12 again and estimate the difference ψ ε (G £ 2 t _^τ +τ ~)(A 2 )) -K t (u Q } on the time interval [(T 0 + Tj)/ε 2 , (T 0 + 2T 1 )/ε 2 ]. The sequence of initial conditions is defined inductively by A n = G To+(n+1)Tl (A n _ l ) + ε S l / ε V_ l E h R^n_ l \ t=(TQ+(n _ l}T{}/£ 2 .
It remains to show that the constants of Theorem 3 are bounded uniformly in time. We show that the initial conditions A n and the errors R s n , R cn are bounded uniformly in time. Since all constants can be controlled by G 3 , C 4 and C 4 of Lemma 11, we will be finished. We first estimate the initial conditions A n .
Lemma 15. There exists ε 0 > 0 such that for all ε < ε 0 we have Proof. Since \\ε-{ S l/ε V_^R c \ τ^Tι \\ H^< C^/\ and since 1 C b + e-'||Aι|| H ι for T\ > 1, we have = ^lUcTo+T^ + (ε 2^0 (-^2 + (G Tl A 1 ) 2 )e 2 -+ c.c.) , and so by Lemma 1 1 and Lemma 12, -o+, <ε 9 / 4 C s+ ε 9 / 4 CC c <C 7 ε 9 / 4 . '
For n > 2 the assertion follows by induction. D
For the critical part we obtain Lemma 17. There exists C 8 , ε 0 > 0 such that for all 0 < ε < ε 0 8 := max{l, \\ Proof. We have already obtained ll^c,2 ίKTo+TO/ε 2 \\Hf u -Cε H^ll^OΓo+TO/ε 2 ll# 4< Cε l / 2 C c ε 5 / 4 < CC c ε 7 / 4 < C 8 ε 3 / 2 for ε sufficiently small. For n > 2 the assertion follows by induction. D Now we have constructed the pseudo-orbit ψ with the required properties of Theorem 3 and so this theorem is proved. Since all constants are bounded uniformly, the pseudo-orbit stays bounded in Hf u and so the shadowed solution, too. D
Discussions
It is possible to make the error smaller in powers of ε by taking more terms into the approximation. To do this one has to include more peaks in Fourier space into the analysis. As in [Eck93] the larger peaks have to be chosen more regular than the smaller ones. So various approximation theorems and various theorems for attract! vity are possible. Also various combinations of these theorems are possible to prove global existence of solutions of the original system. It is clear that the above conclusions can also be drawn for every other exponentially attracting set of the Ginzburg-Landau equation. Also diffusive stability can be sufficient to apply the above theory. It is a subject of further research to apply this method to concrete sets of functions. It can be applied in the spatial periodic case, especially with very large spatial period, where more or less complicated attractors are known.
Using the whole functional analytical set-up of [Sch93] allows to generalize this method to situations where u(x) is vectorvalued, e.g. has values in a Hubert space. In fact this allows us the handling of Benard's problem or of Taylor-Couette problem. This will be the subject of a forthcombing paper.
