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IPSOAbstract Since its inception, Fuzzy c-means (FCM) technique has been widely used in data clus-
tering. The advantages of FCM such as balancing of individual number of cluster points, drifting of
small cluster centers to large neighboring cluster centers, and presence of fuzzy factor, make it more
popular. However, early trapping at local minima and high sensitivity to the cluster center initial-
ization are the major limitations of FCM. In this paper, a novel Elicit Teaching learning based opti-
mization (ETLBO) approach has been incorporated with the Fuzzy c-means clustering algorithm to
obtain the improved fitness values of the cluster centers. The simulation results of the proposed
method have been compared with some other existing methods such as GA, PSO and IPSO. Exper-
imental results show that the proposed approach is superior to the other methods in terms of their
fitness value calculations.
 2016 Faculty of Engineering, Ain Shams University. Production and hosting by Elsevier B.V. This is an
open access article under the CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.0/).1. Introduction
Clustering is an unsupervised pattern recognition technique
used for partitioning the untrained data into various clusters
which results in the high degree of similarity in the similar
clusters and high degree of dissimilarity in case of dissimilarclusters [1]. In general, there exist two groups of clustering
namely hierarchical and partitioning. The first method works
in a nested hierarchy fashion by taking an input and producing
the corresponding output. On the other hand, the second clus-
tering method is based on the objective function for partition-
ing the input into a set of fixed number of clusters to produce
the output. This clustering process initiates with a random
cluster partition and progressively refines the partition for
the optimization of the objective function value. Again, the
partitioning clustering can be grouped into either hard clusters
or soft clusters. FCM is a soft partitioned clustering method
introduced by Dunn [2,3] and Bezdek [4]. The first fuzzy
concept was introduced by Lotfi Zadeh [5] and thereafter, a
number of fuzzy algorithms such as RCFCM [6], BCFCMustering,
Start
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2 J. Nayak et al.[7], S-FCM [8], KFCM-S1 & S2 [9], MS-FCM [10], SIFCM
[11], GKFCM [12], MFCM [13], Recursive FCM [14], Possi-
bilistic FCM [15], GRFCM [16], and Type-2 FCM [17] were
implemented in clustering and other application areas. But
among all these developed algorithms, FCM is quite popular
due to its fuzziness factor in the membership of cluster objects.
Although, several attempts [18–22] have been made to solve
the problem of cluster size sensitivity, a very few have been
successful in coming close toward the optimal cluster center
and achieving the best fitness values of the cluster. Some of
the other researchers [23,24] have also developed few FCM-
based meta-heuristic algorithms. Naik et al. [25] have proposed
a TLBO based FCM technique and compared the results with
hard c-means algorithm. However, in their paper, emphasis
has only been laid upon the initialization of the cluster centers
which is insufficient for optimal cluster centers.
Teaching Learning based Optimization is a recently devel-
oped metaheuristic proposed by Rao et al. [26,27] inspired
by the teaching and learning process of a teacher and students
or learners. Unlike other optimization techniques, it does not
require any controlling parameter setting which makes the
algorithm simple and effective to use in real life domains. Since
its inception, it has been a key interest among a wide range of
researchers and has been successfully implemented in various
application areas including Mechanical Design Optimization
[28], Optimal Power flow [29], Multi-objective optimization
[30], Hydro Thermal Scheduling [31], Power System [32,33],
Machining processes [34], Scheduling of Thermal Power Sys-
tems [35], Power Quality [36] and global optimization
[37,38]. Due to its easy implementation and less design issues,
it attracts researchers to use it in various application areas.
Inspired by this, TLBO has been hybridized with the efficient
FCM algorithm to find out the best fitness value as well as
the optimal cluster centers.
The major contribution of this paper relies on three phases:
(1) first we have proposed the hybrid FCM-TLBO technique,
(2) secondly, an improved version of TLBO called Elicit TLBO
has been hybridized with FCM, and (3) thirdly, The perfor-
mance of the proposed method has been compared with other
existing methods such as GA, PSO, IPSO and with the popular
hard clustering method called K-means. Also, some elabora-
tive and effective performance comparisons have been drawn
between the FCM and K-means techniques to show the supe-
riority of the proposed method over the others. The rest of the
paper is organized as follows. Section 2 outlines the back-
ground studies such as K-means, FCM, TLBO and Elicit
TLBO. Section 3 describes our proposed work and the simula-
tion results along with the performance comparisons of vari-
ous methods outlines in Section 4. Section 5 elaborates
various cluster validation indices to show the effectiveness of
the proposed method as compared to others. Section 6
describes the statistical significance of the proposed method
and performance comparison with others. Section 7 gives the
concluding remarks with some future directions.If previous cluster center is




Figure 1 Steps of k-means algorithm2. Background study
2.1. K-means algorithm
The k-means algorithm [39,40] receives k number of input
parameters and performs the partition on a set of n objectsPlease cite this article in press as: Nayak J et al., A hybrid elicit teaching learning base
Ain Shams Eng J (2016), http://dx.doi.org/10.1016/j.asej.2016.01.010in the multidimensional space. The method of k-means starts
with the random selection of k number of objects and is repre-
sented as cluster means (cluster centers). Depending on the dis-
tance metric between the object and the cluster mean, for each
of the residual objects, a similar object is being assigned which
helps to compute a new cluster mean. This process is continued
till the convergence of criterion function. Hence, k-means is
able to find the best cluster center points in the space. The
general steps can be realized in Fig. 1.
2.2. Fuzzy c-means (FCM) algorithm
The FCM algorithm makes use of fuzzy membership function
which is used to assign a degree of membership for each class.
FCM is able to form new clusters having close membership val-
ues to existing classes of the data points [41]. The technique of
FCM relies on three basic operators such as fuzzy membership
function, partition matrix and the objective function [42]. FCM
is used to partition a set of N clusters through minimization of






umij jjxj  vijj2 ð1Þ
where xj denotes the j
th cluster point, and vi represents the i
th
cluster center.
ui,j is the membership value of xj w.r.t. cluster i. m denotes
the fuzzy controlling parameter i.e. for the value 1, it will tend
to hard partition and for the value of 1, it tends toward the
complete fuzziness. k k represents the norm function.
The iterative method is used to compute the membership


















where iP 1; i 6 c ð3Þd optimization with fuzzy c-means (ETLBO-FCM) algorithm for data clustering,
A hybrid elicit teaching learning based optimization 3The steps of FCM algorithm are as follows:
1. Initialize the number of cluster centers v.
2. Select an inner product metric Euclidean norm and the
weighting metric (fuzziness).
3. Calculate U (partition matrix) using Eq. (2).
4. Update the fuzzy cluster centers using Eq. (3).
5. Calculate the new objective function J using Eq. (1).
6. If jjJnew  Joldjj 62 then stop.
7. Else repeat steps 3–5.
2.3. Teaching learning based optimization (TLBO)
It is a new population based metaheuristic inspired by the
teaching and learning process in a teaching environment.
The main basis of the algorithm relies on two ideas: (a) the
effects of teaching of a teacher upon a student and (b) gaining
knowledge through the interaction of the student with his or
her friends. In this algorithm, group of students are considered
as population, different subjects offered [44] are the design
parameters of the algorithm, results of the student are the fit-
ness value and the teacher is the best solution in the intact pop-
ulation. The algorithm has two consequent phases such as
Teaching phase and Learning phase.
2.3.1. Phase-I (Teaching)
The teaching phase simulates the behavior of the student
through the teacher. A teacher always tries to give his/her best
in the class to bring all the students up to his/her own level of
knowledge. But, practically it may not be possible due to the
knowledge difference between the students in terms of average,
good and best. So, for an overall calculation of level of knowl-
edge in the classroom, the mean can be considered which is a
random procedure and depends on various external factors.
2.3.2. Phase-II (Learning)
The learning phase simulates the behavior of the student
through the interaction or discussion of his or her knowledge
with other students or friends in the class. He/she may acquire
some knowledge on a concerned subject from his/her friends
by the method of discussion or interaction. A student can also
acquire some new knowledge from his friends if his friends
have more expertise than him on the concerned subject. The
algorithm of the TLBO can be realized through the following
steps:
Teacher Phase
Step-1. Initialize the population of students X (candidate
solutions) randomly.
Step-2. Calculate the mean of each student in the population
(Xmean).
Step-3. Compute the fitness of each student in the population and
find out the best solution (Xteacher)
Step-4. Generate new population by modifying the solutions in
initial population based on best solution (teacher), mean of
students in the population (mean) and teaching factor TF.
for i= 1:1: nos. of weight-sets in the population XPlease cite this article in press as: Nayak J et al., A hybrid elicit teaching learning based
Ain Shams Eng J (2016), http://dx.doi.org/10.1016/j.asej.2016.01.010TF = round(1 + rand(0, 1)(2  1))
Xi(new) = Xi(old) + rand(1)(Xteacher  TF * Xmean)
End for
Learner Phase
Step-5. Update population of students X by comparing fitness of
students in old population X and new population Xnew.
for i= 1:1: nos. of weight-sets in the population X






Step-6. Randomly select two weight-sets from population and
improvise them.
Select ith and jth weight-sets Xi and Xj randomly from
population.
if (fitness of Xi < fitness of Xj)
Xi(new) = Xi(old) + rand(1)(Xj  Xi)
Else
Xj(new) = Xj(old) + rand(1)(Xi  Xj)
If end
Step-7. Check for termination criteria (if maximum no. of
iteration is reached OR the improvement in cluster centers is
saturated). If reached, stop. Else go to step-2.
Step-8. Exit2.4. Elicit TLBO
Rao et al. [45] introduced the concept of elitism in TLBO and
they proposed the elicit TLBO to solve the constraint opti-
mization problem. Later on, Rajasekhar et al. [46] have intro-
duced the elitism concept in a different manner by integrating
opposition based optimization with TLBO. However, the elit-
ism term is very popular as it is being frequently used in several
population based evolutionary algorithms. The concept of elit-
ism is the modification of the best solution by replacing the
worst solution during the iteration. As in the TLBO algorithm,
mean value of the learners is considered, so there may be a pos-
sibility of existence of duplicate values after the replacement of
elite solution with the worst solution. During each generation
of the TLBO algorithm, the solutions are modified in both the
phases (Phase-I & II) and the duplicate solutions are modified
in a random fashion. Hence, for the elicit TLBO, we have con-
sidered twice of both as the population size and number of
population plus the number of function evaluations required
at duplicate value elimination step, i.e. [{2 * X * no. of genera-
tions} + {no. of function evaluations needed for duplicate
value elimination}], where X is the size of the population.
3. Proposed approach
In this section, an Elicit TLBO based Fuzzy c-means clustering
algorithm (ETLBO-FCM) has been proposed. From an opti-
mization problem point of view, the overall deviation among
the cluster partitions is to be minimized. It can be computed
through the distance calculation among the total distance
between the clusters and their respective cluster center (the
objective function value of FCM algorithm). In Eq. (1), theoptimization with fuzzy c-means (ETLBO-FCM) algorithm for data clustering,
4 J. Nayak et al.value of the fuzzy controlling parameter or the weighting fac-
tor m has been set to 2. The candidate solutions are repre-
sented through the fuzzy matrix U (k  m) in the population,
where every element in the matrix indicates the degree of
belongingness of the data items to the kth clusters. As per
the size of the population, the fuzzy partition matrix is gener-
ated randomly. The distance between the data point and the
centroid is calculated to evaluate the center of each of the clus-
ters. After evaluating the population, mean of the clusters and
fitness of each cluster are computed. From the fitness value,
the best value is assigned as the best teacher. Then, the other
solutions are computed as per the best teacher and are ranked
based on the best one. As per the fitness values, the students
are assigned to the teachers. The population of the cluster cen-
ters (learners) is initialized randomly. After the evaluation of
initial population, worst solutions will be replaced by the elicit
solution. The elite solutions of every cluster group are to be
considered and through the elitism concept, the best entity
can be obtained through the generation of solutions, for which
there are less chances of losing the best solution in the popula-
tion. The mean of the clusters is calculated along with the fit-








whereCi is the i
th candidate solution in the populationP,F(Ci) is
the fitness of the solution Ci, n is the number of instance in the
dataset, or is the r
th instance in the dataset, m is the number of
cluster centers inCi, ci,j is the j
th cluster center of ith (Ci) solution
fromP, k is a positive constant, and d is a small valued constant.
In Eq. (4), F is a function to evaluate the generalized solu-
tion called fitness function. or  ci,j is the Euclidean distance
from the object or to ci,j (cluster center). The main objective
of using Eq. (4) is to minimize the intra cluster distance, i.e.
when the intra cluster distance is low, the value of the objective
function will be high.
Depending upon the best solution in the population, mean
of the students and the teaching quality of the teacher, new
population is created. At each iteration, based on the compar-
ison between the old and new clusters, the population is
updated. The cluster centers are ranked based on their fitness
values and accordingly the best cluster center can be obtained
which will be the cluster center for fuzzy c-means algorithm.
Pseudo-code of the Proposed ETLBO-FCM algorithm
1. Initialize the population of Cluster centers P= {C1,C2, . . . ,
CN} (candidate solutions) randomly, where Ci= {ci,1,ci,2, . . . ,
ci,m}, N is the size of the population and m is the no. of clusters in
the population.
2. Calculate the mean of cluster in the population (Pmean).
3. Find out the elicit solution.
4. Compute the fitness of each cluster center Ci in the
population by using Eq. (4) and find out the best solution
(Pteacher)
5. Generate new population by modifying the solutions in
initial population based on best solution (Pteacher), mean of
cluster in the population (Pmean) and teaching factor TF.
for i= 1:1: nos. of weight-sets in the population P
TF = round(1 + rand(0, 1)(2  1))
Pi (new) = Pi (old) + rand(1)(Pteacher  TF * Pmean)Please cite this article in press as: Nayak J et al., A hybrid elicit teaching learning base
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6. Update population of cluster P by comparing fitness of
cluster in old population P and new population Pnew.
for i= 1:1: nos. of weight-sets in the population P
if (Fitness of Pi (old) < Fitness of Pi (new))
Pi = Pi (new)
Else
Pi = Pi (old)
end if
end for
7. Randomly select two weight-sets from population and
improvise them.
Select ith and jth weight-sets Pi and Pj randomly from population.
If (fitness of Pi< fitness of Pj)
Pi (new) = Pi (old) + rand(1)(Pj  Pi)
Else
Pj (new) = Pj (old) + rand(1)(Pi  Pj)
If end
8. Substitute the worst solutions with elite solutions in the
population.
9. Check for termination criteria. If reached stop. Else go to
step-3.
10. Exit
11. Rank the cluster centers based on their fitness, obtain the
best cluster center.
12. Initialize the FCM center with position of the best cluster
center.
13. Then using this center, iterate the FCM algorithm.
Repeat
Update the membership matrix by Eq. (2)
Refine the cluster centers by Eq. (3),
Do until it meets the convergence criteria
14. Exit
In the above algorithm, P is the population of cluster centers,
Pmean is the mean of the clusters in the population and F(Ci) is
the fitness of the cluster center. Among all the generated teach-
ers, (Cteacher) is the best teacher in the population. ‘rand’ is the
randomly generated number between the interval [0,1]. A tea-
cher may give his/her maximum efforts to improve the knowl-
edge level of the students, but the students will be able to gain
knowledge only through the quality teaching by the teacher
and the quality of students present in the classroom. Owing
to this fact, the mean value will be required between teacher’s
result and the students’ mean result. As TF is not a TLBO algo-
rithmic parameter and rather is a function to decide the mean,
so its value changes (either 1 or 2) and is randomly decided by
the expression TF = round(1 + rand(0, 1)(2  1)) with the
chance of equal probability. As both ‘rand and TF’ are not
TLBO algorithmic specific parameters, their values are not
to be tuned as in case of the mutation and crossover parame-
ters in GA, the value of the inertia weight in PSO, etc. Both
‘rand and TF’ are generated randomly during the run of the
program and TLBO does not require controlling any major
parameters. This property of TLBO makes it more popular
than the other evolutionary population based algorithms.4. Experimental analysis and simulation results
In this section, the performance of the proposed ETLBO-FCM
has been analyzed with some of the other existing techniques.d optimization with fuzzy c-means (ETLBO-FCM) algorithm for data clustering,
A hybrid elicit teaching learning based optimization 5The main aim of this paper is to expose the quality of cluster-
ing through the proposed ETLBO with fuzzy c-means algo-
rithm. But to correctly classify and show the superiority of
the results of the proposed approach over the other
approaches, an extensive experimental work has been done
with fourteen datasets. Out of fourteen (Table 1), eleven real
datasets have been considered from UCI machine learning
repository [47] and three artificial (synthetic) datasets have
been considered for testing all the clustering approaches in
our experiment. The developing environment for the proposed
method is MATLAB 9.0 on a system with an Intel Core Duo
CPU T5800, 2 GHz processor, 2 GB RAM and Microsoft
Windows-2007 OS. For the individual experiments and result
comparison, this section has been divided into two subsections.
4.1. Experiment-1
In this section, the traditional hard clustering algorithm such
as K-means technique has been considered and compared with
other three techniques such as GA-K-means, PSO-K-means,
IPSO-K-means, TLBO-K-means and ETLBO-K-means. For
the purpose of fitness calculation, Eq. (4) has been used for
all the methods. For the simulation, the value of k has been
set to 50 and d is set to 0.1. As the selected value for k (basi-
cally a positive constant) may not affect the clustering algo-
rithm performance, so the value 50 is adopted only for the
comparison of results in the paper [48]. By setting the same val-
ues for both k and d, better results have been achieved in this
paper. In IPSO-K-means algorithm, the acceleration coeffi-
cients c1 and c2 are set to 1.4 for early convergence. The value
of inertia weight is set between 1.8 and 2. The detailed algorith-
mic implementation has been elaborated by Nayak et al. [49].
In case of TLBO, the teaching factor is set to 1 or 2 with equal
probability. In case of ETLBO-K-means, initially the Elicit
TLBO steps are set to obtain the best solutions in the popula-
tion. Then from the best chosen solutions in the population,
the fitness has been calculated. Also, the mean of the cluster
center will be computed and based on the mean value, the best







Iris 150 3 4
Lenses 24 3 4
Haberman 306 2 3







Hayesroth 132 3 5
Robot Navigation 5456 4 2
Spect heart 80 2 22
Glass 214 6 9
Wine 178 3 13
Artificial Dataset 600 3 2
Two-circle 300 2 2
Two-moon 400 2 2
Please cite this article in press as: Nayak J et al., A hybrid elicit teaching learning based
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values of 1400 number of iterations are shown in Tables 2–5.
In Table 2, the comparison of the fitness values between the
methods such as K-Means, GA-K-means, PSO-K-means [48]
and IPSO-K-means is shown. Here the superiority stands for
the IPSO-K-means method over others. In Table 3, the com-
parison between the TLBO-K-means and ETLBO-K-means is
shown and in Fig. 2 the result of the clusters for artificial data-
sets has been indicated. In all the datasets, ETLBO-K-means
performs better than TLBO-K-means except for the Haber-
man, Balance scale and Glass datasets.
4.2. Experiment-2
This section deals with the performance comparison among
FCM, GA-FCM, PSO-FCM, IPSO-FCM, TLBO-FCM along
with the proposed ETLBO. During the ETLBO implementa-
tion, the initial population and the design variables such as
teaching factor and number of generations are initialized.
After the evaluation of the initial population, the elite solu-
tions are considered for the next phase mean calculation of
the clusters. In case of duplicate values, the elite solutions have
been replaced with the worst solutions. The cluster centers are
randomly initialized. The teaching factor is set to 1 or 2 having
equal probability and size of the population is 50. The value of
the fuzzy coefficient (m) is set to 2. For each of the algorithms,
the mean results of 1400 number of iterations have been shown
in Tables 4 and 5, comparing all the existing well known meth-
ods with the proposed method. In case of all the fourteen data-
sets, the proposed ETLBO-FCM performs marginally better
than the other methods of FCM. However, only in case of
Haberman natural dataset, the value of TLBO-FCM is slightly
better than ETLBO-FCM. For more rigorous experimenta-
tion, the two most unconventional synthetic datasets such as
two-circle and two-moon, having 300 and 400 number of
instances with two attributes have been considered. The simu-
lation results obtained from the proposed method along with
the K-means results have been compared which can be
depicted in Figs. 6–8. In Fig. 6, the clusters obtained by
ETLBO-FCM & TLBO-FCM are well separated in the two
circles than those of ETLBO-K-means and TLBO-K-means.
Although the dataset is spherical and globular in nature, still
the proposed hybridization method is able to classify the clus-
ters within the boundary (Fig. 7). In both the figures, it can be
clearly concluded that as the considered synthetic datasets are
elongated in nature, so K-means method is unable to identify
the clusters in a speculated fashion. In Fig. 8, the first row
shows the results of K-means, TLBO-K-means and ETLBO-
K-means on another synthetic dataset two-moon dataset and
the second row shows the results of FCM, TLBO-FCM and
ETLBO-FCM respectively. In the 2nd row, the good clusters
has been shown in black and red color. They are well separated
than the clusters obtained by K-means methods. For calcula-
tion of computational complexity, the fitness values have been
taken into measure. Although, many researchers have shown
the complexity in terms of number of iterations required to
run the algorithm or less number of iterations; in this work
we have considered the fitness value of the algorithms, as the
variations on the performance result along with the number
of iterations are dependent on the number of iterative loops
in that algorithm. Also, in various optimization algorithmsoptimization with fuzzy c-means (ETLBO-FCM) algorithm for data clustering,
Table 2 Performance comparison of K-means with the other clustering methods
Fitness values of clustering algorithms
K-means GA-K-means PSO-K-means IPSO-K-means
Iris 0.012395396 0.013826351 0.014528017 0.014580183
Lenses 0.339904827 0.351735427 0.360239542 0.360282035
Haberman 0.000317745 0.000328364 0.000348162 0.000363902
Balance scale 0.002573387 0.002628475 0.002810827 0.002920182
Wisconsin breast cancer 7.25935E14 7.26287E14 7.28928E14 7.32602E14
Contraceptive Method Choice 7.80139E05 8.03819E05 8.20198E05 8.21983E05
Hayesroth 4.59807E05 4.70825E05 4.73918E05 4.74029E05
Robot Navigation 0.001583094 0.001828362 0.001898018 0.001928362
Spect heart 0.069341756 0.072648917 0.076041565 0.078284661
Glass 0.181666666 0.182496522 0.191000011 0.194523655
Wine 4.83293E07 4.84222E07 4.85339E07 4.85358E07
Artificial Dataset 4.94137E06 4.95447E06 4.96647E06 4.96719E06
Two-circle 0.05572 0.05834 0.05877 0.05882
Two-moon 1.18620 1.18647 1.18824 1.18826
Table 3 Performance comparison between K-means, TLBO-K-means, ETLBO-K-means method
Datasets Fitness values of clustering algorithms
K-means TLBO-K-means ETLBO-K-means
Iris 0.012395396 0.014635644 0.014724565
Lenses 0.339904827 0.443532685 0.444011111
Haberman 0.000317745 0.000388888 0.000384213
Balance scale 0.002573387 0.003725464 0.003722008
Wisconsin breast cancer 7.25935E14 7.54648E14 7.54844E14
Contraceptive Method Choice 7.80139E05 8.25254E05 8.25291E05
Hayesroth 4.59807E05 4.75140E05 4.77111E05
Robot Navigation 0.001583094 0.002746987 0.002858946
Spect heart 0.069341756 0.084362513 0.084384626
Glass 0.181666666 0.265555551 0.263018566
Wine 4.83293E07 4.88326E07 4.884106E07
Artificial Dataset 4.94137E06 4.98822E06 4.98888E06
Two-circle 0.05572 0.06852 0.06881
Two-moon 1.18620 1.18865 1.18882
6 J. Nayak et al.there are number of dependent parameters. GA involves some
basic operations such as mutation and crossover; PSO involves
position, velocity of the particle; and IPSO takes the value of
inertia weight, etc. And more importantly, as all the above-
mentioned algorithms are stochastic in nature, the perfor-
mance results during each run may not match. Therefore,
the mean values of the fitness values over 50 number of runs
in every case have been considered for efficiency of the pro-
posed fuzzy based algorithm over others. The result of some
other considered real datasets such as Iris, Haberman and
Hayesroth has been shown in Figs. 3–5 respectively.
5. Result analysis and cluster validation
This section explains some more detailed rigorous ways of
result analysis and for statistical validity, various clustering
validation indices have been calculated. Clustering validation
is an important step in cluster analysis due to the computations
of clustering results for finding the best partition which may fit
the considered dataset. The main objective of the clustering
method is to find out the important cluster groups in thePlease cite this article in press as: Nayak J et al., A hybrid elicit teaching learning base
Ain Shams Eng J (2016), http://dx.doi.org/10.1016/j.asej.2016.01.010dataset based on the property of either similarity or dissimilar-
ity. i.e. similar groups will be more closer on the basis of high
degree of similarity. Cluster validity is the computation of the
resulting performance of a clustering algorithm and its quality
cluster partitioning.
5.1. Rand statistics, Jaccard coefficient, Fowlkes and Mallows
index and Huberts statistics
In general, there are three approaches [50] for computation of
cluster validity: (a) based on external criteria, (b) based on
internal criteria, and (c) based on relative criteria. Due to mas-
sive use and depending on the suitability of K-means algo-
rithm, we have considered the external criteria for cluster
index calculations. According to this criteria, all the results
of a clustering algorithm will be computed depending on a
pre-fixed structure and then applied on the dataset, which
helps to guess about structure of the clustering.
In external criteria, the basic aim is to test whether the
data points are randomized or not. The analysis is based
on the principle of null hypothesis. The hypothesis isd optimization with fuzzy c-means (ETLBO-FCM) algorithm for data clustering,
Figure 2 Clusters on artificial dataset
Table 4 Performance comparison of FCM with the other clustering methods
Datasets Fitness values of clustering algorithms
FCM GA-FCM PSO-FCM IPSO-FCM
Iris 0.012738542 0.014154986 0.014624876 0.014620135
Lenses 0.381339952 0.390354824 0.425698354 0.425658963
Haberman 0.000316547 0.000330542 0.000372865 0.000372814
Balance scale 0.003332606 0.003425487 0.003535478 0.003541256
Wisconsin breast cancer 7.48861E14 7.50236E14 7.52487E14 7.53458E14
Contraceptive Method Choice 7.69432E05 8.13254E05 8.20398E05 8.22003E05
Hayesroth 4.43056E05 4.71657E05 4.74493E05 4.74689E05
Robot Navigation 0.002000381 0.002258745 0.002454781 0.002468954
Spect heart 0.077804472 0.079365885 0.080456544 0.080569877
Glass 0.214233564 0.235687998 0.248023652 0.248111111
Wine 4.6507E07 4.85985E07 4.86258E07 4.86278E07
Artificial Dataset 4.91855E06 4.96589E06 4.97987E06 4.97999E06
Two-circle 1.26857 1.26884 1.26475 1.26478
Two-moon 1.18832 1.18847 1.19462 1.19471
A hybrid elicit teaching learning based optimization 7realized as a random structure of the dataset. For testing
the said hypothesis, Monte Carlo method has been used,
which is used to compute the probability density function.
In this paper, we have considered the comparison of




C= {C1,C2,C3, . . . ,Cm} is a structure of the cluster in the
dataset.
P= {P1,P2,P3, . . . ,Pk} is the partition of data.
q: the defined validity index.
qi: defined validity index for P and Ci.
Two points (xa,xb) from the datasets have been considered
from the dataset by taking the following distributed assump-
tions into consideration:Please cite this article in press as: Nayak J et al., A hybrid elicit teaching learning based
Ain Shams Eng J (2016), http://dx.doi.org/10.1016/j.asej.2016.01.010Group-1: If both xa and xb move to same cluster groups of
P and same cluster groups of C.
Group-2: If the clusters move to same cluster groups of C,
but different groups to P.
Group-3: If the clusters move to different groups of C, but
same groups to P.
Group-4: If both xa and xb move to different cluster groups
of P and different cluster groups of C.
Now, let us assign some variables G1, G2, G3, G4 to the four
groups Group-1, Group-2, Group-3 and Group-4 respectively.
The sum of G1, G2, G3, G4 isM and it is the maximum number
of all possible pairs in the dataset.
If N is the size of the dataset, then the value ofM will be N
(N  1)/2. There are four statistics [51] namely Rand statistics
(R), Jaccard Coefficient (J), Fowlkes and Mallows Index (FM)
and Huberts statistics (C). The values of these statistics have
been evaluated as per the following equations:optimization with fuzzy c-means (ETLBO-FCM) algorithm for data clustering,
Table 5 Performance comparison between TLBO-K-means, ETLBO-K-means, TLBO-FCM and ETLBO-FCM methods
Datasets Fitness Values of Clustering Algorithms
TLBO-K-means ETLBO-K-means TLBO-FCM ETLBO-FCM
Iris 0.014635644 0.014724565 0.014925687 0.015200255
Lenses 0.443532685 0.444011111 0.536986558 0.538698688
Haberman 0.000388888 0.000384213 0.000468978 0.000468865
Balance scale 0.003725464 0.003722008 0.004658327 0.004936589
Wisconsin breast cancer 7.54648E14 7.54844E14 7.57568E14 7.61256E14
Contraceptive Method Choice 8.25254E05 8.25291E05 8.25898E05 8.27458E05
Hayesroth 4.75140E05 4.77111E05 4.84054E05 4.85698E05
Robot Navigation 0.002746987 0.002858946 0.003256878 0.003565852
Spect heart 0.084362513 0.084384626 0.086598655 0.088256557
Glass 0.265555551 0.263018566 0.286956564 0.286989875
Wine 4.88326E07 4.884106E07 4.90548E07 4.92589E07
Artificial Dataset 4.98822E06 4.988888E06 4.99298E06 4.99341E06
Two-circle 0.06852 0.06881 1.42784 1.42852
Two-moon 1.18865 1.18882 1.22846 1.22861
Figure 3 Clusters on Iris dataset
8 J. Nayak et al.R ¼ ðG1 þ G4Þ=M ð5Þ














Xði; jÞ  Yði; jÞ ð8Þ
where X and Y are the matrices and i, j are the respective ele-
ments of the matrices.
Now, we have calculated the values of the indices R, J, FM
and C as per Eqs. (5)–(8) respectively. All the index values for
fourteen datasets have been mentioned in Table 6.
Initially the percentage of clusters for four groups from the
dataset is chosen as per each run. For example, suppose con-
sider the case of Iris dataset. It has 150 number of patterns
having 3 number of clusters and 4 number of attributes. Then
G1 + G2 + G3 + G4 =M is computed which is the maximumPlease cite this article in press as: Nayak J et al., A hybrid elicit teaching learning base
Ain Shams Eng J (2016), http://dx.doi.org/10.1016/j.asej.2016.01.010number of all pairs in the dataset (M= N(N  1)/2 as 11,175
where N is the total number of points in the dataset). So, dis-
tributing M patterns in four groups (approx.) such as 50% in
G1 (5588 from 11,175), 10% in G2 (1117 from 11,175), 9% in
G3 (914 from 11,175) and 31% in G4 (3556 from 11,175). By
using Eqs. (5)–(8) we have computed the respective values of
R, J, FM and C as 0.91, 0.68, 0.81 and 0.75. Then for the Iris
datasets, 100 numbers of random vectors (Rv) for each set are
generated through the uniform distribution process. The K-
means algorithm has been run for 100 times (for i= 100) to
describe the cluster centers. For each instance, the new values
such as Ri, Ji, FMi and Ci are calculated. In our experiment,
the significance level (q) has been set to 0.06, that means
(1  q) * Rv is (1  0.06) * 100 = 96. So, based on that more
than 96 values of Ri, Ji, FMi and Ci are compared with R, J,
FM and C and found smaller which leads to reject the null
hypothesis. In case of all the considered datasets, similar pro-
cedure has been followed.d optimization with fuzzy c-means (ETLBO-FCM) algorithm for data clustering,
Figure 4 Clusters on Haberman dataset
Figure 5 Clusters on Hayesroth dataset
A hybrid elicit teaching learning based optimization 95.2. XB index
This is one of the suitable and popular validity indexing
methods for fuzzy clustering. It involves the membership
values and the dataset. XB (Xie-Beni index) [52] is known as
compactness and separation validity function, which involves
the Fuzzy Deviation (FD) of the clusters. For a dataset
X= {xj, j= 1,2,3, . . . ,n}, the fuzzy deviation can be realized
in Eq. (9).Please cite this article in press as: Nayak J et al., A hybrid elicit teaching learning based
Ain Shams Eng J (2016), http://dx.doi.org/10.1016/j.asej.2016.01.010distij ¼ uijjjxj  vijj ð9Þ
where {vi, i= 1,2, . . . ,nc} is the cluster center of each cluster,
uij is the membership value of the j
th data point which belongs
to cluster i and distij is the distance between xj and the weighted
cluster center by the fuzzy membership of the jth data point
which belongs to cluster i.
The variation of the cluster i can be defined as in Eq. (10):
p ¼ ðri=niÞ ð10Þoptimization with fuzzy c-means (ETLBO-FCM) algorithm for data clustering,
Figure 6 Results on the synthetic (non linear) two-circle dataset.
(a) K-means, (b) TLBO-K-means, and (c) ETLBO-K-means
Figure 7 Results on the synthetic (non linear) two-circle dataset.
(a) FCM, (b) TLBO-FCM, and (c) ETLBO-FCM
10 J. Nayak et al.where ri is the summation of the square of each individual
fuzzy deviation of the data points for the cluster i, p is the
ith cluster compactness and ni is the number of points in the
cluster belonging to the cluster i.
The minimal distance between the cluster centers is calcu-
lated for the separation of fuzzy partition:
distmin ¼ min jjvi  vjjj ð11Þ
By using Eq. (11), the minimum distance between the clus-
ter centers is calculated.Please cite this article in press as: Nayak J et al., A hybrid elicit teaching learning base
Ain Shams Eng J (2016), http://dx.doi.org/10.1016/j.asej.2016.01.010So, the XB index can be computed by using Eq. (12):
XB ¼ p=Np  distmin ð12Þ
where Np is the number of data points.
For good clusters (compact and well separated), the value
of the XB index must be small. For XB index calculation,
seven datasets have been considered for six FCM methods
including the proposed method. First, for the Iris dataset, a
detailed calculation with all the required values has been com-
puted for XB index (Table 7).d optimization with fuzzy c-means (ETLBO-FCM) algorithm for data clustering,
Figure 8 Results on the synthetic (non linear) two-moon dataset. (a) K-means, (b) TLBO-K-means, (c) ETLBO-K-means, (d) FCM,
(e) TLBO-FCM, and (f) ETLBO-FCM
Table 6 Various statistical coefficient’s values for all the datasets
Datasets N M G1 G2 G3 G4 R J FM C
Iris 150 11,175 5588 1117 914 3556 0.91 0.68 0.81 0.75
Lenses 24 276 110 27 27 112 0.8 0.67 0.8 0.7
Haberman 306 46,665 23,332 2333 3266 17,734 0.88 0.8 0.9 0.79
Balance scale 625 195,000 117,000 7800 11,700 58,500 0.9 0.85 0.87 0.81
Wisconsin breast cancer 669 243,951 134,173 14,637 9758 85,383 0.9 0.8 0.91 0.8
Contraceptive Method Choice 1473 1,084,128 487,857 65,047 97,571 433,653 0.85 0.75 0.85 0.75
Hayesroth 132 8646 4063 691 345 3547 0.88 0.79 0.88 0.79
Robot Navigation 5456 14,881,240 7,142,995 1,488,124 446,437 5,806,684 0.87 0.78 0.87 0.78
Spect heart 80 3160 1327 126 221 1486 0.89 0.79 0.85 0.75
Glass 214 22,791 10,939 911 1595 9346 0.89 0.81 0.89 0.8
Wine 178 15,753 8034 315 630 6774 0.94 0.89 0.93 0.85
Artificial Dataset 600 179,700 88,053 8985 7188 75,474 0.91 0.84 0.9 0.82
Two-circle 300 44,850 17,940 4485 4485 17,940 0.8 0.66 0.8 0.7
Two-moon 400 79,800 39,900 7980 7980 23,940 0.8 0.71 0.83 0.73
Table 7 XB index calculations for Iris dataset
Methods r p distmin XB
FCM 32.696 2.179 3.07 0.0473
GA-FCM 30.528 2.036 2.89 0.0469
PSO-FCM 27.482 1.832 2.82 0.0433
IPSO-FCM 27.376 1.825 2.86 0.0425
TLBO-FCM 23.937 1.595 2.66 0.0399
ETLBO-FCM 23.402 1.560 2.73 0.0280
A hybrid elicit teaching learning based optimization 11In Table 8, the XB index has been computed for seven data-
sets. The index value for the proposed ETLBO-FCM is smaller
than the other considered fuzzy methods, which clearly indi-
cates the proposed method is able to result good clusters.
However, similar procedure can be obtained for other datasets.
As for maximum number of real world datasets, the proposed
method performs better than others, so ETLBO-FCM has
greater capability to produce good clusters as compared to
other described fuzzy methods.
6. Proof of statistical significance
In this section, the performance of the proposed method has
been compared with the other methods by using Friedman test
[53,54] and Holm Test under null hypothesis, in order to prove
the proposed method is significantly better in performance
than others.Please cite this article in press as: Nayak J et al., A hybrid elicit teaching learning based
Ain Shams Eng J (2016), http://dx.doi.org/10.1016/j.asej.2016.01.0106.1. Friedman test
In Friedman Test, Certain ranks have been assigned to each of
the method’s values in each rows, such that the best performed
algorithm will have the chance of getting highest rank followedoptimization with fuzzy c-means (ETLBO-FCM) algorithm for data clustering,
Table 8 XB index values of seven datasets for all the fuzzy methods
Dataset Methods
FCM GA-FCM PSO-FCM IPSO-FCM TLBO-FCM ETLBO-FCM
Iris 0.0473 0.0469 0.0433 0.0425 0.0399 0.0280
Haberman 4.330 4.312 3.899 3.894 3.602 3.433
Contraceptive Method Choice 3.307 3.269 3.252 2.223 2.092 2.004
Hayesroth 1.061 1.048 0.923 0.910 0.762 0.531
Wine 15.277 13.282 12.777 12.603 11.540 11.212
Artificial Dataset 0.0666 0.0391 0.0190 0.0181 0.0028 0.0011
Two-circle 1.862 1.529 1.510 1.482 1.029 1.016
12 J. Nayak et al.by others and the measured dependent variable must be ordi-
nal. For the similar cases, the average ranks may be calculated





where r ji is the rank of the j
th methods and N is the number of
datasets. Table 9 indicates the assigned ranks (shown in brack-
ets) of each methods on different datasets. The fitness values
from Tables 4 and 5 of all the fourteen datasets have been con-
sidered for ranking purpose in all the cases. Based on the
assigned rank values, the average values [R1 = 7.714286,
R2 = 6.714286, R3 = 5.642857, R4 = 5.071429, R5 =
4.214286, R6 = 3.642857, R7 = 1.928571, R8 = 1.071429]
have been calculated for all the eight algorithms.
Let us consider the Null hypothesis, ‘‘H: All the methods
are in same rank and hence they are equivalent”, all the algo-
rithms are same and so that, the ranks will be equal. Based on
the ranks Rj of the methods, the Friedman statistics X
2
F is com-
puted by using Eq. (14):








where X2F is the Friedman statistics and is distributed with
(m  1) degree of freedom. The values of N and m are consid-
ered as integer values. Iman and Davenport [55] distributed the
statistics with (m  1), (m  1) (N  1) degree of freedom as
per F-distribution and developed a better performed Friedman
statistics shown in Eq. (15):
FF ¼ ðN 1ÞX2F=Nðm 1Þ  X2F ð15Þ
The value of N (no. of datasets) is 14 and X2F is 83.98 under
the (m  1) degree of freedom. As per F-distribution, the FF is
computed as 77.87 by placing the values of X2F, N, m in Eq.
(11). The FF value is calculated with the (m  1), (m  1)
(N  1) degree of freedom i.e. (8–1), (8–1) (14–1) degree of
freedom and the crucial value can be obtained as 2.84, when
the value of a is 0.01. As per the above calculations, the critical
value is less than the FF statics, so, the null hypothesis is
rejected. Hence we can proceed for the Post Hoc analytical
test. The density plot with the F value and critical value is
shown in Fig. 9.
6.2. Holm test
After rejection of the null-hypothesis, the post hoc test has
been carried out by using the Holm procedure [56,57] toPlease cite this article in press as: Nayak J et al., A hybrid elicit teaching learning base
Ain Shams Eng J (2016), http://dx.doi.org/10.1016/j.asej.2016.01.010compute the performance of each of the methods against the
other methods depending on the z-value and p-value. The
z-value is calculated by using Eq. (16) and accordingly,
the p-value is computed from the normal distribution table.
Z ¼ ðRi  RjÞﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
mðmþ 1Þ=6Np ð16Þ
where z indicates the z-score value. Ri and Rj are the average
rank of ith and jth method respectively. The number of methods
is m and N is the number of datasets respectively. The methods
FCM, GA-FCM, PSO-FCM, IPSO-FCM, TLBO-K-means,
ETLBO-K-means, TLBO-FCM are compared with ETLBO-
FCM based on z-value, p-value and a/(m  i) and are
described in Table 10.
By using the Holm test, when we compare the value of pi
with a/(m  i), it is observed that, the null hypothesis can be
rejected as pi is less than a/(m  i) in almost all the cases. How-
ever, when the proposed method is compared with TLBO-
FCM, the pi value is found to be greater than a/(m  i)
(Table 8). So, the proposed method is significantly better than
FCM, GA-FCM, PSO-FCM, IPSO-FCM, TLBO-K-means
and ETLBO-K-means. But, in comparison with TLBO-
FCM, the ETLBO-FCM is found better, but not significantly
different from TLBO-FCM. Hence, the null-hypothesis is
rejected in most of the cases (six out of seven). Hence, the pro-
posed method ‘ETLBO-FCM’ is statistically significant and
performs quite well on real world bench mark datasets and
outperforms the other explained methods.7. Conclusion and future scope
TLBO is a new metaheuristic that has been applied in various
engineering and other diversified applications. Some properties
such as zero dependent parameter settings, and easy implemen-
tation make it more popular than the other evolutionary pop-
ulation based algorithms. Elicit TLBO is a modified TLBO
approach where always the best or elite solutions will be taken
into consideration and these solutions will also replace the
duplicate values in the population. In this paper, a novel elicit
Teaching learning based fuzzy clustering has been proposed
for effective clustering. The proposed method has been tested
with some standard benchmark real datasets as well as artifi-
cial datasets. To show the effectiveness as well as performance
of the proposed method, a number of other evolutionary and
swarm based optimization algorithms have been considered.
The results in Tables 2–5 report that the proposed
ETLBO-FCM performs better (in case of many) than the other






































































































































































































































































































































































































































































































































































































Table 9 Friedman’s rank calculation of all the algorithms
Datasets Fitness values of clustering algorithms
FCM GA-FCM PSO-FCM IPSO-FCM TLBO-K-means ETLBO-K-means TLBO-FCM ETLBO-FCM
Iris 0.012738542 (8) 0.014154986 (7) 0.014624876 (5) 0.014620135 (6) 0.014635644 (4) 0.014724565 (3) 0.014925687 (2) 0.015200255 (1)
Lenses 0.381339952 (8) 0.390354824 (7) 0.425698354 (5) 0.425658963 (6) 0.443532685 (4) 0.444011111 (3) 0.536986558 (2) 0.538698688 (1)
Haberman 0.000316547 (8) 0.000330542 (7) 0.000372865 (5) 0.000372814 (6) 0.000388888 (3) 0.000384213 (4) 0.000468978 (1) 0.000468865 (2)
Balance scale 0.003332606 (8) 0.003425487 (7) 0.003535478 (6) 0.003541256 (5) 0.003725464 (3) 0.003722008 (4) 0.004658327 (2) 0.004936589 (1)
Wisconsin breast cancer 7.48861E14 (8) 7.50236E14 (7) 7.52487E14 (6) 7.53458E14 (5) 7.54648E14 (4) 7.54844E14 (3) 7.57568E14 (2) 7.61256E14 (1)
Contraceptive Method Choice 7.69432E05 (8) 8.13254E05 (7) 8.20398E05 (6) 8.22003E05 (5) 8.25254E05 (4) 8.25291E05 (3) 8.25898E05 (2) 8.27458E05 (1)
Hayesroth 4.43056E05 (8) 4.71657E05 (7) 4.74493E05 (6) 4.74689E05 (5) 4.75140E05 (4) 4.77111E05 (3) 4.84054E05 (2) 4.85698E05 (1)
Robot Navigation 0.002000381 (8) 0.002258745 (7) 0.002454781 (6) 0.002468954 (5) 0.002746987 (4) 0.002858946 (3) 0.003256878 (2) 0.003565852 (1)
Spect heart 0.077804472 (8) 0.079365885 (7) 0.080456544 (6) 0.080569877 (5) 0.084362513 (4) 0.084384626 (3) 0.086598655 (2) 0.088256557 (1)
Glass 0.214233564 (8) 0.235687998 (7) 0.248023652 (6) 0.248111111 (5) 0.265555551 (3) 0.263018566 (4) 0.286956564 (2) 0.286989875 (1)
Wine 4.6507E07 (8) 4.85985E07 (7) 4.86258E07 (6) 4.86278E07 (5) 4.88326E07 (4) 4.884106E07 (3) 4.90548E07 (2) 4.92589E07 (1)
Artificial Dataset 4.91855E06 (8) 4.96589E06 (7) 4.97987E06 (6) 4.97999E06 (5) 4.98822E06 (4) 4.988888E06 (3) 4.99298E06 (2) 4.99341E06 (1)
Two-circle 1.26857 (4) 1.26884 (3) 1.26475 (6) 1.26478 (5) 0.06852 (8) 0.06881 (7) 1.42784 (2) 1.42852 (1)
Two-moon 1.18832 (8) 1.18847 (7) 1.19462 (4) 1.19471 (3) 1.18865 (6) 1.18882 (5) 1.22846 (2) 1.22861 (1)
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