This paper provides ANOVA inference for nonparametric local polynomial regression (LPR) in analogy with ANOVA tools for the classical linear regression model. A surprisingly simple and exact local ANOVA decomposition is established, and a local R-squared quantity is defined to measure the proportion of local variation explained by fitting LPR. A global ANOVA decomposition is obtained by integrating local counterparts, and a global R-squared and a symmetric projection matrix are defined. We show that the proposed projection matrix is asymptotically idempotent and asymptotically orthogonal to its complement, naturally leading to an F -test for testing for no effect. A by-product result is that the asymptotic bias of the "projected" response based on local linear regression is of quartic order of the bandwidth. Numerical results illustrate the behaviors of the proposed R-squared and F -test. The ANOVA methodology is also extended to varying coefficient models.
1. Introduction. Nonparametric regression methods such as local polynomial regression (LPR) (Fan and Gijbels [9] , Wand and Jones [26] ), smoothing splines (Eubank [8] ) and penalized splines (Ruppert, Wand and Carroll [23] ) are widely used to explore unknown trends in data analysis. Given the popularity of these methods, a set of analysis of variance (ANOVA) inference tools, analogous to those of linear models, will be very useful in providing interpretability for nonparametric curves. In this paper, we aim to develop ANOVA inference for LPR. Some of the work in this paper was motivated by the authors' consulting project experiences, where clients presented with a nonparametric smooth curve would frequently ask if there would be an ANOVA table explicitly summarizing the fitted curve by sums of squares, where f (x) is the underlying density function for X 1 , . . . , X n , and µ y denotes the unconditional expected value of Y . Below we review briefly some related work on ANOVA inference for nonparametric regression.
In LPR literature, we are not aware of a sample ANOVA decomposition for (1.2) . A commonly used residual sum of squares (RSS) is n i=1 (Y i − m(X i )) 2 , wherem(X i ) denotes a nonparametric estimate for m(X i ), i = 1, . . . , n, but RSS is not associated with a valid ANOVA decomposition, in the sense that generally 2 , whereȲ is the sample mean of Y i 's. Ramil-Novo and González-Manteiga [22] established an ANOVA decomposition for smoothing splines with a bias term. An ANOVA-related quantity is the R-squared, or the coefficient of determination. Theoretically, it measures η 2 = 1 − E(Var(Y |X))/ Var(Y ) = Var(E(Y |X))/ Var(Y ). Doksum and Samarov [5] suggested an estimate
, (1.3) wherem = n −1 im (X i ). However, the correlation-based R 2 ρ does not possess an ANOVA structure. For a local version of the R-squared measure, see Bjerve and Doksum [3] , Doksum et al. [4] and Doksum and Froda [6] . An attempt to provide an analogous projection matrix is the so-called "smoother matrix" S, n × n, so that Sy =m with y = (Y 1 , . . . , Y n ) T and m = (m(X 1 ), . . . ,m(X n )) T . See, for example, Hastie and Tibshirani [13] . However, S lacks for properties of a projection matrix; it is non-idempotent and nonsymmetric in the case of local linear regression. Another essential ANOVA element is the degree of freedom (DF). Hastie and Tibshirani [13] discussed three versions: tr(S), tr(S T S) and tr(2S − S T S), where "tr" denotes the trace of a matrix. Zhang [27] gave asymptotic expressions on DF for LPR. On testing for no effect, Azzalini, Bowman and Hardle [1] , Hastie and Tibshirani [13] and Azzalini and Bowman [2] introduced tests with the F -type form of test statistics based on RSS. Fan, Zhang and Zhang [10] established the generalized likelihood ratio test with an F -type test statistic and an asymptotic chi-square distribution. Other F -flavor tests include Gijbels and Rousson [12] .
From the discussion above, we believe that there is a need to further investigate an ANOVA framework for LPR. Our focus on LPR arises naturally since it is a "local" least squares technique. A surprisingly simple local ANOVA decomposition is established in Section 2, leading naturally to defining a local R-squared. Then by integrating local counterparts, a global ANOVA decomposition is established, from which a global R-squared and a symmetric matrix H * , like a projection matrix, are defined. We note that the proposed global SSE (sum of squares due to error) is the same as the "smooth backfitting" error given in Mammen, Linton and Nielsen [19] and Nielsen and Sperlich [20] for estimation under generalized additive models (Hastie and Tibshirani [13] ). We show that when conditioned on {X 1 , . . . , X n }, H * is asymptotically idempotent and H * and its complement (I − H * ) are asymptotically orthogonal, leading naturally to an F -test for testing no effect. A by-product is that the conditional bias of the "projected" response H * y based on local linear regression is of order h 4 , with h the bandwidth. To show that the ANOVA framework can be extended to the multivariate case, expressions of local and global ANOVA decomposition are derived for varying coefficient models (VCM) (Hastie and Tibshirani [14] ) in Section 3. Section 4 contains numerical results on the performance of the proposed global R-squared and the F -test for no effect. In summary, our results are under one framework containing all essential ANOVA elements: (i) a local exact ANOVA decomposition, (ii) a local R-squared, (iii) a global ANOVA decomposition, (iv) a global R-squared, (v) an asymptotic projection matrix H * , (vi) nonparametric degree of freedom defined by tr(H * ) and (vii) an F -test for testing no effect. The results also give new insights of LPR being a "calculus" extension of classical polynomial models and provide a new geometric view on LPR highlighted by H * . Extension of the ANOVA inference to partially linear models, generalized additive models and semiparametric models is in progress.
2. ANOVA for local polynomial regression. We begin by introducing LPR (Fan and Gijbels [9] , Wand and Jones [26] ) under (1.1). Assume that locally for data X i 's in a neighborhood of x, m(X i ) can be approximated by m(x) + m ′ (x)(X i − x) + · · · + m (p) (x)(X i − x) p /p!, based on a Taylor expansion. Then this local trend is fitted by weighted least squares as the following:
where β = (β 0 , . . . , β p ) T , K h (·) = K(·/h)/h, and the dependence of β on x and h is suppressed. The function K(·) is a nonnegative weight function, typically a symmetric probability density function, and h is the smoothing parameter, determining the neighborhood size for local fitting. Letβ = (β 0 , . . . ,β p ) T denote the solution to (2.1). It is clear thatβ 0 estimates m(x) of interest and j!β j estimates the jth derivative m (j) (x), j = 1, . . . , p. For convenience of developing ANOVA inference in this paper, we define a local SSE as the resulting (2.1) divided by the sum of local weights:
The denominator of (2.2) is the kernel density estimatorf (x; h) (Silverman [24] ) for f (x). Similar treatment can be found in Qiu [21] , so that SSE p (x; h) estimates σ 2 (x). We note that (2.2) is equivalent to the SSE for weighted least squares regression given in Draper and Smith [7] .
Recall that in the linear regression setting, the sample ANOVA decomposition is given as
s from a linear model, SST the corrected sum of squares for Y i 's, and SSR the sum of squares due to regression. In the literature of weighted least squares regression (e.g., Draper and Smith [7] ) with weight w i assigned to (X i , Y i ), the sample ANOVA decomposition is
whereȲ w = i Y i w i / i w i andŶ i,w is the resulting fitted value for Y i .
2.1.
Local ANOVA decomposition and a pointwise R-squared. The local least squares feature of LPR leads us to consider whether an analogous local (pointwise) ANOVA decomposition exists. We note that it is not suitable to adopt (2.3) directly. By forcing a local fit ofȲ , we obtain a finite-sample and exact local ANOVA decomposition in Theorem 1 for LPR. In addition to SSE p (x; h) in (2.2), local SST and local SSR are defined as follows:
Note that both SSE p (x; h) and SSR p (x; h) use all the fitted parametersβ j 's, in contrast to RSS using onlyβ 0 .
Theorem 1.
An exact and finite-sample ANOVA decomposition is obtained for local polynomial fitting at a grid point x in the range of X i 's:
In addition, SSE 1 (x; h) for local linear regression (p = 1) is related to the weighted least squared error of the Nadaraya-Watson estimator (p = 0), as given below:
,
The proof of Theorem 1 is mainly algebraic and hence is omitted; (2.6) is simply (2.3). The "exact" expression (2.5) is very attractive and has an appealing interpretation of comparing the local fit with the simple no-effect Y in the same local scale. It is easy to see that SSR p (x; h) estimates (m(x) − µ y ) 2 and SSE p (x; h) estimates σ 2 (x).
Based on (2.5), we define a local (pointwise) R-squared at x as follows:
is always between 0 and 1, and R 2 1 (x; h) for local linear regression is always greater than R 2 0 (x; h) for the Nadaraya-Watson estimator with the same bandwidth and kernel function. A plot of R 2 p (x; h) versus x will give an idea of the quality of estimation at different regions of data. R 2 p (x; h) is a measure for the proportion of local variation explained by the local polynomial fit. We note that R 2 p (x; h) is invariant with respect to linear transformations of Y i 's, and will be invariant for linear transformations of X i 's (aX i + b) if the bandwidth is taken proportional to the transformation, ah, accordingly. The classical R-squared for polynomial models can be viewed as a special case of (2.7), when using the uniform kernel at only one grid pointX. Thus LPR, fitting local polynomials across data, is like a calculus extension of classical polynomial models.
Global ANOVA decomposition and coefficient of determination.
We now turn to developing a global ANOVA decomposition. It is convenient to introduce some conditions here. Based on (2.5), a global ANOVA decomposition can be established by integrating local counterparts in (2.5):
Then a global ANOVA decomposition is (2.9) which corresponds to the theoretical version (1.2). Since
. We then define a global R-squared as
and we name it the "ANOVA" R-squared. We further investigate some asymptotic properties of R 2 p (h). For simplicity, we focus on the case of an odd degree, for example, p = 1, in Theorem 2. A by-product is that SSE (h) is a √ n-consistent estimate for σ 2 when assuming homoscedasticity.
Theorem 2. Assume that as n → ∞, h = h(n) → 0. When fitting LPR with an odd p, under Conditions (A) with nh 2p+2 → 0 and nh 2 → ∞:
(c) Under the homoscedastic assumption and conditioned on {X 1 , . . . , X n }, R 2 p (h) converges in distribution to a normal distribution with the above asymptotic conditional bias and variance.
(
Theorem 2 is a special case of Theorem 6 in Section 3, and hence the proof of Theorem 6 (in the Appendix) is applicable to Theorem 2. The condition on the bandwidth in Theorem 2 becomes h = o(n −1/4 ) and n −1/2 = o(h) for the case of p = 1. It is known that the optimal bandwidth for estimating m(·) with p = 1 is of order n −1/5 (e.g., Fan and Gijbels [9] ). It is not surprising that we need a smaller bandwidth than the rate of n −1/5 to obtain a √ nconsistent estimate for σ 2 .
Asymptotic projection matrix. Under Conditions (A1) and (A2), SSE p (h) and SSR p (h) can be rewritten as
and in a matrix expression,
where L is an n × n matrix with entries 1/n. In this subsection, we further explore if H * behaves like a projection matrix. The H * matrix can be written as H * = W Hf (x; h) dx, where W is a diagonal matrix with entries K h (X i − x)/f (x; h), H = X(X T W X) −1 X T W is the local projection matrix for (2.1) with X the design matrix for (2.1), and the integration is performed element by element in the resulting matrix product. H * depends on the data points X i 's, kernel function K and the bandwidth h. Under Conditions (A1) and (A2), H * 1 = 1, where 1 denotes an n-vector of 1's. Therefore the projected response H * y = y * is a vector with each element Y * i being a weighted average of Y i 's. The matrix H * is clearly a symmetric matrix, but it is not idempotent. Given this fact, we take a step back to explore if H * is asymptotically idempotent when conditioned on {X 1 , . . . , X n }.
The authors are not aware of standard criteria of asymptotic idempotency. Below we define a criterion for asymptotic idempotency and asymptotic orthogonality in a nonparametric regression setting:
Definition. 1. Conditioned on {X 1 , . . . , X n }, an n × n matrix A n is asymptotically idempotent, if for any random n-vector response y with finite expected value, E{(A n − A 2 n )y|X 1 , . . . , X n } tends to a zero vector in probability as n → ∞, that is, each element of E{(A n − A 2 n )y|X 1 , . . . , X n } is asymptotically zero in probability as n → ∞.
2. Conditioned on {X 1 , . . . , X n }, for two n × n matrices A n and B n , they are asymptotically orthogonal, if for any random n-vector response y with finite expected value, E{A n B n y|X 1 , . . . , X n } tends to a zero vector in probability as n → ∞, that is, each element of E{A n B n y|X 1 , . . . , X n } is asymptotically zero in probability as n → ∞.
Denote the multiplier for h p+1 (p odd) or h p+2 (p even) in the first-order term for the conditional bias ofβ 0 (x; h, p) as b 0,p (x) (see Wand and Jones [26] , page 125). The following theorem gives the rate of each element in (H * − H * 2 )y. 
and O(h 4 )(1+o P (1)) when p = 1. Thus, conditioned on {X 1 , . . . , X n }, H * is asymptotically idempotent and asymptotically a projection matrix. 
Theorem 3(b) implies that using the matrix H * , one can achieve a surprising bias reduction effect for local linear regression, from the order of h 2 to h 4 . While achieving bias reduction, the asymptotic conditional variance of Y * i increases in the case of local linear regression. We calculate the constant term in (2.14) for the Epanechnikov and Gaussian kernel functions, and the ratios of the constant factors of Y * i and local linear estimatorβ 0 (X i ) are 1.38 and 1.10, respectively. It is of interest to know the form of y * ,
The projection H * y uses all the fittedβ j (x)'s through integration and the gain is reduction in the asymptotic bias. It is in contrast withβ 0 (X i ), which fits local polynomial at X i and throws away other fitted parameters when p ≥ 1.
2.4.
An F-test for testing no effect. Results in Theorem 3 naturally lead us to consider an F -test for testing no effect. The next theorem proposes an F -test that inherits properties of the classical F -tests. 
which tends to a zero vector in probability.
(b) Under the simple homoscedastic assumption, an F-statistic is formed as
where tr(H * ) is the trace of H * . Conditioned on {X 1 , . . . , X n }, with the normal error assumption, the F -statistic (2.16) is asymptotically F -distributed with degrees of freedom (tr(H * ) − 1, n − tr(H * )). 
The conditional trace of H * for local linear regression is asymptotically
where |Ω| denotes the range of X i 's and
We remark that when a local pth polynomial approximation is exact, E{(H * − H * 2 )y|X 1 , . . . , X n } = 0, that is, H * is idempotent and the resulting F -statistic (2.16) has an exact F -distribution as in the classical settings. Based on (2.8) and Theorems 3 and 4, an ANOVA table for LPR is given in Table 1 . It has been shown in Theorem 2(d) that SSE p (h) is a √ n-consistent estimate for σ 2 when the error variance is homoscedastic. Table 1 shows that MSE p (h) = SSE p (h) n n−tr(H * ) is an unbiased estimate for σ 2 in finite-sample settings, which is similar to the classical MSE in linear models. With the ANOVA table, an analogous adjusted R-squared may be defined as
3. Extension to varying coefficient models. In this section, we extend the ANOVA decomposition to VCM, illustrating that the ANOVA framework can be extended to the multivariate case. Though there is no room in this paper for a full discussion of VCM, we develop expressions for local and global ANOVA decomposition and the ANOVA R-squared in this section.
The VCM assumes the following conditional linear structure:
where X 1 , . . . , X d , d ≥ 1, are the covariates with X 1 = 1, a(U ) = (a 1 (U ), . . . , a d (U )) T is the functional coefficient vector, U and ε are independent, and ε has a mean 0 and unit variance. Specifically, when d = 1, model (3.1) is reduced to the bivariate nonparametric model (1.1). On the other hand, if the varying coefficients are constants, that is, a k (U ) = a k , k = 1, . . . , d, the model is the multivariate linear model. Based on (3.1), the theoretical ANOVA decomposition is
where g(u) denotes the underlying density function for U , and f (x|u) the underlying conditional density function of x = (X 1 , . . . , X d ) T given u. Hoover et al. [15] and Fan and Zhang [11] applied LPR to estimate the varying-coefficient function vector a(U ). Assume that the (p + 1)storder derivative of a(U ) exists, and data (U i , X i1 , . . . , X id , Y i ), i = 1, . . . , n, are drawn from model (3.1). Based on a Taylor expansion,
, for VCM can be obtained by the following locally weighted least squares equation:
where β = (β 1,0 , . . . , β 1,p , . . . ,
denotes the kernel density estimate for g(u). For convenience, (3.3) and its solution are expressed in a matrix form. Let
, and W u be an n × n diagonal matrix of weights with ith element K h (U i − u)/ĝ(u; h). Then the solution to (3.3) can be expressed asβ(u) = (X T u W u X u ) −1 × X T u W u y, and the local polynomial estimator for a(u) iŝ Similarly to the bivariate case, Theorem 5 gives the local finite-sample ANOVA decomposition for VCM.
Theorem 5. Under model (3.1) , an exact and finite-sample ANOVA decomposition is obtained for local polynomial fitting at a grid point u: 
where
The matrix expression in the right-hand side of (3.5) is derived under Conditions (B1) below and (A2), and similarly to Section 2, SST is free of the bandwidth. Then a global R-squared for VCM is defined as
To investigate the asymptotic properties of the global ANOVA R-squared (3.6), we impose Conditions (A2), (A3), (A5), and the following technical conditions:
Conditions (B).
(B1) The second derivative of the density g(u) is bounded, continuous, and square integrable on a compact support. Now, we state the asymptotic normality for the global ANOVA R-squared (3.6) in the following theorem and its proof is given in the Appendix. 
Theorem 6 extends Theorem 2 to VCM. Other ANOVA results for VCM, such as degree of freedom, testing against H 0 : a k (U ) = c for some k with c a constant, and testing for overall model significance, will be derived in a separate paper.
Numerical results.
In this section, we use computer simulations to investigate the performance of the ANOVA R-squared and the proposed F -test.
Simulation results for the ANOVA R-squared.
Two examples from Doksum and Froda [6] are used to compare the performance between the ANOVA R-squared (2.10), the adjusted ANOVA R-squared (2.18), the correlation R-squared (1.3), and an empirical RSS-related R-squared
For comparison only, we also include the R-squared from fitting a simple linear model. Sample sizes of n = 50 and 200 are used with 400 simulations. Following Doksum and Froda [6] , we use a fixed bandwidth h = 0.22 (approximately 0.7 times the standard deviation of X in the examples). The purpose is to see how the four coefficients of determination differ from one another when the same amount of smoothing is applied. Local linear regression with the Epanechnikov kernel K(u) = 0.75(1 − u 2 )I |u|≤1 is applied and 200 equally spaced grid points on (min i X i , max i X i ) are used to approximate the integration for R 2 1 (h) and R 2 1,adj (h). No special treatment for boundary points is implemented for any of the four nonparametric R-squared's. σε, where X ∼ N (1.2, (1/3) 2 ) and ε ∼ N (0, 1). X and ε are independent, and the values of σ are the same as in Example 1. The original model from Doksum and Froda [6] did not include the constant 5. We add a nonzero constant in the model for convenience of performing F -tests in Section 4.2. This model represents a situation where the relationship between X and Y is strong for small x, but then tapers off as the noise variance increases. Figure 1 gives the boxplots for n = 50. Clearly both the unadjusted and adjusted ANOVA R-squared's behave much more stably than R 2 ρ and R 2 s . When σ = 0.5, the values of mean (sd) are 0.9512 (0.0195), 0.9444 (0.0216), 0.8587 (0.1662) and 0.8730 (0.1752) for R 2 1 , adjusted R 2 1,adj , R 2 ρ and R 2 s , respectively. Both R 2 ρ and R 2 s have a skewed distribution for this heteroscedastic model. Similar results can be observed for the case of σ = 1. When σ = 4, we note that there is one negative R 2 s and four negative R 2 1,adj , which are not guaranteed to lie between 0 and 1. The results for n = 200 are similar to those of n = 50 and hence are omitted. This example demonstrates some advantages of the ANOVA R-squared in a heteroscedastic model as compared to other nonparametric coefficients of determination.
4.2.
Simulation results for the F-test of no effect. Due to boundary effects in practice, we adopt a more conservative version of the F -statistic, defined as where SSR p (h) is estimated based on (2.8) without any boundary adjustment. Note that in the denominator of (4.1), .1) is calculated and its p-value is obtained using the F -distribution with degrees of freedom (tr(H * ) − 1, n − tr(H * )). A significance level 0.05 is used to determine whether to reject the null hypothesis or not. Again sample sizes n = 50 and n = 200 are used with 400 simulations. For comparison only, we also include another F -flavor test, the pseudo-likelihood ratio test (PLRT) for no effect by Azzalini and Bowman [2] , in which a chi-squared distribution was calibrated to obtain the p-value. ε, where a = 0, 0.01, . . . , 0.06, X ∼ N (1.2(1/3) 2 ), and ε ∼ N (0, 1 2 ). For this heteroscedastic model, a = 0 corresponds to the null hypothesis, and Example 2 corresponds to a = 0.1. We note that neither of the two tests is formally applicable, but we want to examine their robustness against deviations from homoscedasticity. A plot of the true regression functions is given in Figure 2 (e), and the percentages of rejection over 400 simulations are given in Figure 2 (f)-(h). As in Example 3, the PLRT has slightly better power than the F -test when n = 50. We observe a less accurate approximation of the type-I error by the PLRT when n = 200: 7.75%, 6.5% and 6.25% for h = 0.22, 0.34 and 0.51, respectively (the corresponding numbers are 4.5%, 4% and 4% for the F -test). This may justify PLRT's better performance when a = 0.01 and 0.02. This example shows that even under a heteroscedastic error structure, both tests perform reasonably well.
5. Real data. The data from Simonoff [25] were obtained in Lake Erie, containing 52 rows numbered consecutively from the northwest (row 1) to the southeast (row 52) and the sum of yields of the harvest in 1989, 1990 and 1991, as measured by the total number of lugs (a lug is roughly 30 pounds of grapes). Figure 3(a) shows the data and the local linear estimates at grid points 1, 1.5, . . . , 52, with the Gaussian kernel and bandwidth h = 3 (solid line) and h = 1.5 (dashed line). The choice of bandwidth follows Simonoff [25] . The dip in yield around rows 30-40 is possibly due to a farmhouse directly opposite those rows (Simonoff [25] ). The coefficients of determination Figure 3 (b). The curve with h = 1.5 has a larger pointwise R 2 1 (x) in most locations than that of h = 3. The local R-squared with h = 3 is only 40-50% for rows 31-34, and above 90% for rows 12-23 and 46-52, reflecting some difference across data in the proportion of variation explained by local linear regression. The difference leads to the idea of using the local R-squared for variable bandwidth selection in a future paper. The ANOVA tables for h = 3 and 1.5 are given in Tables 2 and 3 . As expected, the SSR 1 of h = 1.5 is greater than that of h = 3. Both p-values of the ANOVA F -statistic (4.1) are <10 −7 , indicating rejection of the null hypothesis. The PLRT also gives very small p-values, 4.3 × 10 −4 and 1.33 × 10 −4 for h = 1.5 and 3, respectively. Note that due to boundary effects, SSR p (h) + SSE p (h) does not equal the sample variance of Y . We give both quantities in the ANOVA tables to illustrate this effect in practice.
6. Discussion. Though the idea of nonparametric ANOVA inference is not new, we believe that the work in this paper provides a unified framework with an asymptotic geometric configuration for the first time. The proposed ANOVA tools for LPR are easy to carry out in practice and we hope that the methodology will be useful for data analysis. It will be interesting to explore a similar ANOVA framework for other nonparametric regression methods such as penalized splines in future studies. The ground-breaking points are the elegant local ANOVA decomposition (2.5) and construction of global ANOVA quantities through integrating local counterparts. Thus LPR, fitting local polynomials across data, may be viewed as a "calculus" extension of classical polynomial models. A surprising by-product is that the projected response H * y has a bias of order h 4 , which is smaller than the usual order h 2 . The proposed projection matrix H * overcomes the problem of a nonsymmetric smoother matrix of local linear regression, and we show that it has nice geometric properties that lead to a natural F -test for noeffect. H * also provides a new geometric view of LPR: for example, in the case of local linear regression, the local fitting at x is to project y into local column space of X and the locally projected values areβ 0 (x)+β 1 (x)(X i − x), i = 1, . . . , n; these locally projected values at different grid points around X i are then combined through weighted integration to form the projected value Y * i [see (2.15) ]. The projection view and the geometric representation of the ANOVA quantities offer new insights for LPR. The proposed Ftest shares the property of the "Wilks phenomenon" with the generalized likelihood ratio test (Fan, Zhang and Zhang [10] ), in that it does not depend on nuisance parameters. The numerical results presented in the paper show that the test statistic under the null hypothesis follows well the asymptotic F -distribution without further calibration; one does not have to simulate the null distributions to obtain the critical value. The paper also presents a brief multivariate extension of nonparametric ANOVA inference to VCM; more details will be developed in a separate paper. Based on findings in this paper, several follow-up problems are being investigated, including extension of the F -test to test for a polynomial relationship (Huang and Su [16] ), and ANOVA inference for partial linear models and generalized additive models. We are also interested in applying the ANOVA approach to study the bandwidth selection problem, for example, using the local R-squared for variable bandwidth selection, and using the classical model selection criteria of AIC and BIC with the proposed SSE p (h) and degree of freedom tr(H * ) for global bandwidth selection.
APPENDIX
Proofs of Theorems 3, 4 and 6 are included in this section. The following lemma by Mack and Silverman [18] will be needed.
Lemma A.1. Assume that E|Y 3 | < ∞ and sup x |y| s f (x, y) dy < ∞, where f (x, y) denotes the joint density of (X, Y ). Let K be a bounded positive function with a bounded support, satisfying a Lipschitz condition, and D the support for the marginal density of X. Then
