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WHEN IS A PUISEUX MONOID ATOMIC?
SCOTT T. CHAPMAN, FELIX GOTTI, AND MARLY GOTTI
Abstract. A Puiseux monoid is an additive submonoid of the nonnegative rational
numbers. If M is a Puiseux monoid, then the question of whether each non-invertible
element of M can be written as a sum of irreducible elements (that is, M is atomic)
is surprisingly difficult. Although various techniques have been developed over the
past few years to identify subclasses of Puiseux monoids that are atomic, no general
characterization of such monoids is known. Here we survey some of the most relevant
aspects related to the atomicity of Puiseux monoids. We provide characterizations
of when M is finitely generated, factorial, half-factorial, other-half-factorial, Pru¨fer,
seminormal, root-closed, and completely integrally closed. In addition to the atomic-
ity, characterizations are also not known for when M satisfies the ACCP, the bounded
factorization property, or the finite factorization property. In each of these cases, we
construct an infinite class of Puiseux monoids satisfying the corresponding property.
1. Introduction
In a standard undergraduate abstract algebra course, or in a beginning graduate
algebra course, the study of monoids plays a supporting role to the study of groups,
rings, modules, and fields. If you are interested in studying monoids, then where should
you begin? Since most group and ring curricula begin with the study of the integers,
the study of additive or multiplicative submonoids of Z might be a logical candidate.
While the properties of multiplicative submonoids of Z are probably partially covered
in a beginning number theory course, the additive properties of (cofinite) submonoids
of the nonnegative integers, called numerical monoids, are normally relegated to those
interested in the topic for research purposes. This is disappointing since many of the
interesting aspects of these monoids (such as the Frobenius number or the Ape´ry set)
can be easily comprehended by an advanced undergraduate. The same is true to a far
lesser extent for additive submonoids of the nonnegative rational numbers (which we
denote by Q≥0). Such submonoids pose much deeper algebraic questions, as opposed
to their numerical monoid cousins.
The additive submonoids of Q≥0 naturally appear in commutative ring theory as
valuations of subdomains of the field of Puiseux series, which was first studied by the
French mathematician Victor A. Puiseux back in 1850 [43]. Given this connection and
2010 Mathematics Subject Classification. Primary: 20M13; Secondary: 06F05, 20M14.
Key words and phrases. Puiseux monoids, atomicity, factorization theory, Pru¨fer monoids, numer-
ical monoids, ACCP, BF-monoids, FF-monoids, HF-monoids.
1
2 S. T. CHAPMAN, F. GOTTI, AND M. GOTTI
to honor Victor Puiseux, additive submonoids of Q≥0 have been investigated under the
term Puiseux monoids (see [33, Section 3] for more details on this). Here we explore
Puiseux monoids in connection with the following basic question: when can every
element of a Puiseux monoid be written as a sum of irreducible elements? In general,
a monoid where each element has this property is known as an atomic monoid.
Why is the atomic property interesting? In general, atomic integral domains are
barely mentioned in a beginning course of algebra. Clearly, the property of being
atomic is a natural relaxation of that of being a UFD. Many relevant classes of integral
domains consist of members that are atomic but not UFDs, including those of Dedekind
domains (in particular, rings of algebraic integers) and, more generally, Noetherian
domains and Krull domains. For some of these classes, the atomic structure of their
members determines, up to a certain extent, some of their algebraic properties. For
instance, it was proved by Carlitz [7] that a ring of algebraic integers is half-factorial
(i.e., the lengths of any two irreducible factorizations of an element are equal) if and
only if the size of its class group is at most 2. The atomic structure of many classes
of integral domains has been a popular topic in the mathematical literature over the
past 30 years (see [26] and the references therein).
Why do we narrow this investigation down to monoids? It turns out that several
problems involving factorizations of elements in an integral domain depend solely on
its multiplicative structure. As a result, many of the papers written over the past three
decades treat the phenomenon of nonunique factorizations in the context of monoids.
In particular, [5] and [15] pioneered the study of factorization problems in numer-
ical monoids. Since then, many papers have been dedicated to the atomicity and
factorization of numerical monoids [1, 8, 14, 27] and some of their higher-rank gener-
alizations [16, 19, 22, 34]. More recently, a systematic investigation of the atomicity of
Puiseux monoids has been initiated (see [12, 36] and references therein).
Why do we study Puiseux monoids? Although the atomicity of Puiseux monoids has
earned attention only in the last few years, since the 1970s Puiseux monoids have been
crucial in the construction of various significant examples in commutative ring theory.
In 1974, Grams [41] used an atomic Puiseux monoid as the main ingredient to construct
the first example of an atomic integral domain that does not satisfy the ascending
chain condition on principal ideals (or ACCP); this refuted Cohn’s assertion that every
atomic integral domain satisfies the ACCP [17, Proposition 1.1]. In addition, in [2],
Anderson, Anderson, and Zafrullah appealed to Puiseux monoids to construct various
needed examples of integral domains satisfying certain prescribed properties. More
recently, Puiseux monoids have played an important role in [18], where Coykendall
and the second author partially answered a question on the atomicity of monoid rings
posed by Gilmer in the 1980s (see [28, p. 189]).
Puiseux monoids have also been important in factorization theory. For instance,
the class of Puiseux monoids comprises the first (and only) examples known so far of
primary atomic monoids with irrational elasticity (this class was found in [25, Section 4]
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via [39, Theorem 3.2]). A Puiseux monoid is a suitable additive structure containing
simultaneously several copies of numerical monoids independently generated. This
fact has been harnessed by Geroldinger and Schmid [27, Theorem 3.3] to achieve a
nice realization theorem for the sets of lengths of numerical monoids (the Monthly
article [24] introduces readers to sets of lengths).
Given the relevance of the class of Puiseux monoids in both commutative algebra
and factorization theory, as well as the substantial attention they have received in the
last few years, we compile here some of the most significant developments concerning
their atomicity. In Section 2, we review the basic notation and definitions necessary
for the remainder of our work. In Section 3 we show that there are uncountably many
Puiseux monoids up to isomorphism, and that they make up the class of all additive
submonoids of Q that are not groups (Propositions 3.2 and 3.4). In addition, we
describe both the root and the complete integral closures as well as the conductor of
a Puiseux monoid. Section 4 delves into issues related to atomicity. For each atomic
property in the well-known diagram
UFM ⇒ FFM ⇒ BFM ⇒ ACCP ⇒ atomic monoid
we present an infinite class of Puiseux monoids satisfying such a property (the atomic
classes involved in the diagram are defined in Section 2). In addition, we provide
examples testifying that none of the four implications in the above implication diagram
is reversible in the class of Puiseux monoids. Finally, we show that the half-factorial
and the unique factorization properties are equivalent for Puiseux monoids, and we
characterize them.
Before moving forward, we highlight some connections and references related to
previous studies of Puiseux monoids that we will not pursue here. The elasticity of
Puiseux monoids has been studied in [39, 40] while their systems of sets of lengths
have received some attention in [36]. In addition, factorization invariants of Puiseux
monoids and numerical monoids have been compared and contrasted in [12]. Transfer
homomorphisms from Puiseux monoids were studied in [35] and monoid algebras of
Puiseux monoids have been considered in [3, 18, 29, 32]. Finally, some connections
between Puiseux monoids and music theory have been recently highlighted by Bras-
Amoro´s in [6].
2. Preliminary
In this section, we introduce the relevant concepts of commutative monoids and fac-
torization theory required to follow our exposition. General references for background
information can be found in [42] for commutative monoids and in [26] for atomic
monoids and factorization theory.
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2.1. General Notation. Here we let N denote the set of positive integers while we
set N0 := N ∪ {0}. Also, we let P denote the set of all prime numbers. For a, b ∈ Z we
let Ja, bK denote the set of integers between a and b, i.e.,
Ja, bK := {z ∈ Z | a ≤ z ≤ b}.
Note that Ja, bK is empty provided that a > b. For X ⊆ R and r ∈ R, we set
X≥r := {x ∈ X | x ≥ r}
and we use the notations X>r, X≤r, and X<r in a similar way. If q ∈ Q \ {0}, then we
call the unique n ∈ Z and d ∈ N such that q = n/d and gcd(n, d) = 1 the numerator
and denominator of q and denote them by n(q) and d(q), respectively. Finally, for
Q ⊆ Q \ {0}, we set
n(Q) := {n(q) | q ∈ Q} and d(Q) := {d(q) | q ∈ Q}.
2.2. Commutative Monoids. Throughout this article, the term monoid stands for
a commutative and cancellative semigroup with identity. Unless we specify otherwise,
monoids are written additively, with identity element 0. Let M be a monoid. We
let M• denote the set M \ {0} while we let U(M) denote the set of invertible elements
of M . When M• = ∅ we say that M is trivial and when U(M) = {0} we say that M
is reduced.
For S ⊆ M , we let 〈S〉 denote the smallest (under inclusion) submonoid of M
containing S, i.e., the submonoid of M generated by S. The monoid M is finitely
generated if M can be generated by a finite set. An element a ∈M \U(M) is an atom
provided that the equality a = x + y for x, y ∈ M implies that either x ∈ U(M) or
y ∈ U(M). The set of atoms ofM is denoted byA(M). The monoidM is atomic if each
element in M \U(M) can be written as a sum of atoms. By [26, Proposition 2.7.8(4)],
every finitely generated monoid is atomic. On the other hand, M is antimatter if
A(M) = ∅.
A subset I of M is called an ideal of M provided that I +M ⊆ I (or, equivalently,
I + M = I). An ideal I is said to be principal if I = x + M for some x ∈ M ,
and M satisfies the ascending chain condition on principal ideals (or ACCP) provided
that every increasing sequence of principal ideals of M eventually stabilizes. It is well
known (and not hard to argue) that every monoid satisfying the ACCP must be atomic
[26, Proposition 1.1.4].
An equivalence relation ρ ⊆ M × M is a congruence if it is compatible with the
operation of the monoid M , i.e., for all x, y, z ∈ M with (x, y) ∈ ρ it follows that
(z + x, z + y) ∈ ρ. It can be readily verified that the set M/ρ consisting of the
equivalence classes of a congruence ρ is a commutative semigroup with identity. For
x, y ∈M , we say that x divides y in M and write x |M y provided that x+ x
′ = y for
some x′ ∈ M . Two elements x, y ∈M are associates if y = x+ u for some u ∈ U(M).
Being associates defines a congruence on M whose semigroup of classes is a monoid;
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this monoid is usually denoted by Mred. Observe that when M is reduced one can
identify Mred with M .
Given a monoid M we can form the group gp(M) := {x− y | x, y ∈M} much in the
same way that the integers are constructed from the natural numbers. Here gp(M) is
an abelian group (unique up to isomorphism) satisfying the property that any abelian
group containing a homomorphic image of M also contains a homomorphic image of
gp(M). We call gp(M) the difference group1 ofM . The rank of a monoidM is the rank
of gp(M) when viewed as a Z-module (i.e., the size of the largest linearly independent
set in gp(M) over Z).
A numerical monoid is a submonoid N of (N0,+) that satisfies |N0 \ N | < ∞. If
N 6= N0, then max(N0\N) is called the Frobenius number of N . Numerical monoids
are finitely generated and, therefore, atomic with finitely many atoms. The embedding
dimension of N is the cardinality of A(N). For an introduction to numerical monoids,
see [23], and for some of their many applications, see [4].
2.3. Factorizations. A multiplicative monoid F is called free with basis P ⊂ F if
every element x ∈ F can be written uniquely in the form
x =
∏
p∈P
pvp(x),
where vp(x) ∈ N0 and vp(x) > 0 only for finitely many elements p ∈ P . By the
fundamental theorem of arithmetic, the multiplicative monoid N is free on P. In this
case, we can extend vp to Q≥0 as follows. For r ∈ Q>0 let vp(r) := vp(n(r))− vp(d(r))
and set vp(0) = ∞. The maps vp (for p ∈ P), usually called p-adic valuations, are
useful tools to study Puiseux monoids.
Let M be a reduced monoid. The factorization monoid of M , denoted by Z(M), is
the free (commutative) monoid on A(M). The elements of Z(M) are called factoriza-
tions. If z = a1 · · · an ∈ Z(M), where a1, . . . , an ∈ A(M), then |z| := n is the length
of z. The unique monoid homomorphism π : Z(M) → M satisfying π(a) = a for all
a ∈ A(M) is the factorization homomorphism of M . For each x ∈M ,
Z(x) := π−1(x) ⊆ Z(M) and L(x) := {|z| : z ∈ Z(x)}
are the set of factorizations and the set of lengths of x, respectively. Factorization
invariants stemming from the sets of lengths have been studied for several classes of
atomic monoids and domains; see, for instance, [10, 11, 13, 15]. In particular, the sets of
lengths of numerical monoids have been studied in [1, 9, 27]. In [27] the sets of lengths
of numerical monoids were studied using techniques involving Puiseux monoids. An
overview of sets of lengths and the role they play in factorization theory can be found
in [24].
1The difference group is called the quotient group when monoids are written multiplicatively.
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By restricting the size of the sets of factorizations/lengths, one obtains subclasses of
atomic monoids that have been systematically studied by many authors. We say that
a reduced atomic monoid M is
(1) a UFM (or a factorial monoid) if |Z(x)| = 1 for all x ∈M ,
(2) an HFM (or a half-factorial monoid) if |L(x)| = 1 for all x ∈ M ,
(3) an FFM (or a finite factorization monoid) if |Z(x)| <∞ for all x ∈ M , and
(4) a BFM (or a bounded factorization monoid) if |L(x)| <∞ for all x ∈M .
3. Closures and Conductor
In this section we study some algebraic aspects of Puiseux monoids.
Definition 3.1. A Puiseux monoid is an additive submonoid of Q≥0.
Clearly, Puiseux monoids are natural generalizations of numerical monoids. As with
numerical monoids, Puiseux monoids are reduced. However, as we shall see later,
Puiseux monoids are not, in general, finitely generated or atomic. Puiseux monoids
account up to isomorphism for all submonoids of (Q,+) which are not groups. The
following proposition sheds some light upon this observation.
Proposition 3.2. Let M be an additive submonoid of Q that is not a group. Then
either M or −M is a Puiseux monoid.
Proof. Let M be as in the hypothesis and suppose, by way of contradiction, that
neither M nor −M is a Puiseux monoid. Fix x ∈ M•. Since neither M ⊆ Q≥0
nor −M ⊆ Q≥0, there exists y ∈ M such that xy < 0. Choose α ∈ N such that
d(x)n(y) | (−1− α). Set
β :=
(−1− α)n(x)d(y)
d(x)n(y)
=
(−1− α)x
y
.
By construction, β ∈ Z. Because (−1 − α) < 0 and x/y < 0, the integer β is positive.
Thus,
−x = αx+ (−1 − α)x = αx+ βy ∈M.
As each element of M is invertible, M is a group. However, this contradicts the
hypothesis of the proposition. 
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3.1. The Difference Group. A monoid M is torsion-free if for all x, y ∈ M and
n ∈ N, the equality nx = ny implies that x = y. Clearly, M is a torsion-free monoid if
and only if gp(M) is a torsion-free group. Each Puiseux monoidM is obviously torsion-
free and, therefore, gp(M) is a torsion-free group. Moreover, for a Puiseux monoid M ,
one can take the difference group gp(M) to be a subgroup of (Q,+), specifically,
(3.1) gp(M) = {x− y | x, y ∈M}.
Puiseux monoids can be characterized as follows.
Proposition 3.3. For a nontrivial monoid M the following statements are equivalent.
(1) M is a rank-1 torsion-free monoid that is not a group.
(2) M is isomorphic to a Puiseux monoid.
Proof. To argue (1)⇒ (2), first note that gp(M) is a rank-1 torsion-free abelian group.
Therefore it follows from [21, Section 85] that gp(M) is isomorphic to a subgroup of
(Q,+), and one can assume that M is a submonoid of (Q,+). Since M is not a group,
Proposition 3.2 ensures that either M ⊆ Q≤0 or M ⊆ Q≥0. So M is isomorphic to
a Puiseux monoid. To verify (2) ⇒ (1), let us assume that M ⊆ gp(M) ⊆ Q. As
gp(M) is a subgroup of (Q,+), it is a rank-1 torsion-free abelian group. This implies
that M is a rank-1 torsion-free monoid. Since M is nontrivial and reduced, it cannot
be a group, which completes our proof. 
While a Puiseux monoid is countable, the class of Puiseux monoids is uncountable,
as the next proposition illustrates.
Proposition 3.4. There are uncountably many non-isomorphic Puiseux monoids.
Proof. Consider the map G 7→ MG := G ∩ Q≥0 sending each subgroup G of (Q,+)
to a Puiseux monoid. Clearly, gp(MG) ∼= G. In addition, for all subgroups G and G
′
of (Q,+), each monoid isomorphism between MG and MG′ naturally extends to a
group isomorphism between G and G′. Hence our assignment sends non-isomorphic
groups to non-isomorphic monoids. It follows from [21, Corollary 85.2] that there are
uncountably many non-isomorphic rank-1 torsion-free abelian groups. As a result,
there are uncountably many non-isomorphic Puiseux monoids. 
3.2. Root and Complete Integral Closures. Given a monoid M with difference
group gp(M), the sets
• M˜ :=
{
x ∈ gp(M) | nx ∈M for some n ∈ N
}
and
• M̂ :=
{
x ∈ gp(M) | there exists c ∈M such that c+ nx ∈M for all n ∈ N
}
are called the root closure and complete integral closure of M , respectively. It is not
hard to verify that M ⊆ M˜ ⊆ M̂ ⊆ gp(M) for any monoid M . For Puiseux monoids,
we give a complete description of these sets.
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Proposition 3.5. Let M be a Puiseux monoid, and let n = gcd(n(M•)). Then the
following statements hold.
(1) M˜ = M̂ = gp(M) ∩Q≥0.
(2) M˜ = n〈1/d | d ∈ d(M•)〉.
Proof. It is easy to verify that M̂ ⊆ gp(M)∩Q≥0. So M˜ ⊆ M̂ ⊆ gp(M)∩Q≥0. On the
other hand, if x ∈ gp(M) ∩ Q>0, then it readily follows that nd(x)x ∈ M . Therefore
gp(M) ∩Q≥0 ⊆ M˜ . As a result, (1) follows.
To prove (2), fix d ∈ d(M•), and then take k ∈ N such that k/d ∈ M . As
gcd(k, nd) = n, there exist α, β ∈ N0 satisfying that n = αk − βnd. Then
n
d
= α
k
d
− βn ∈ gp(M).
On the other hand, since n | k and (k/n)n
d
= k/d ∈M , one finds that n/d ∈ M˜ . Thus,
n〈1/d | d ∈ d(M•)〉 ⊆ M˜ . For the reverse inclusion we first verify that d(M•) is closed
under taking positive divisors and least common multiples. Clearly, d(M•) is closed
under taking positive divisors. To see that d(M•) is closed under taking least common
multiples, take q1, q2 ∈M
• and then set d = gcd(d(q1), d(q2)) and ℓ = lcm(d(q1), d(q2)).
As gcd(n(q1), n(q2)) is the greatest common divisor of n(q1)d(q2)/d and n(q2)d(q1)/d,
there exist N, c1, c2 ∈ N0 such that
(Nℓ + 1) gcd(n(q1), n(q2))
ℓ
=
1
ℓ
(
c1
n(q1) d(q2)
d
+ c2
n(q2) d(q1)
d
)
= c1q1 + c2q2 ∈M.
Since ℓ and (Nℓ+ 1) gcd(n(q1), n(q2)) are relatively prime, ℓ ∈ d(M
•). Thus, d(M•) is
closed under taking least common multiples, as desired.
One can easily see that M ⊆ n〈1/d | d ∈ d(M•)〉. Take q ∈ M˜ \ M ⊆ gp(M),
and then take q1, q2 ∈ M
• such that q = q2 − q1. Clearly, d(q) | lcm(d(q1), d(q2)). As
d(M•) is closed under taking positive divisors and least common multiples, one finds
that d(q) ∈ d(M•). Hence q = (n(q)/n) n
d(q)
∈ n〈1/d | d ∈ d(M•)〉, which implies the
reverse inclusion. 
Example 3.6.
(1) For each r ∈ Q>0, it is clear that M = {0}∪Q≥r is a Puiseux monoid. Observe
that gcd(n(M•)) = 1 and d(M•) = N. Now one can use Proposition 3.5 to
obtain that
M˜ =
〈
1
d
∣∣∣∣ d ∈ d(M•)
〉
=
〈
1
d
∣∣∣∣ d ∈ N
〉
= Q≥0.
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(2) Now suppose that p and q are two distinct prime numbers, and consider the
Puiseux monoid M = 〈(p/q)n | n ∈ N0〉. Because 1 ∈ M , it follows that
gcd(n(M•)) = 1. In addition, it is clear that d(M•) = {qn | n ∈ N0}. Now
Proposition 3.5 ensures that
M˜ =
〈
1
qn
∣∣∣∣ n ∈ N0
〉
,
which is the nonnegative cone of the localization of Z at the multiplicative set
{qn | n ∈ N0}. Notice that the monoid M is closed under multiplication and,
therefore, it is a cyclic rational semiring; we will discuss the atomic structure
of cyclic rational semirings in Section 4.
A monoidM is said to be root-closed provided that M˜ =M . In addition,M is called
a Pru¨fer monoid if M is the union of an ascending sequence of cyclic submonoids.
Root-closed Puiseux monoids can be characterized in the following ways.
Corollary 3.7. For a Puiseux monoid M , the following statements are equivalent.
(1) M is root-closed.
(2) gp(M) = M ∪ −M .
(3) M is a Pru¨fer monoid.
Proof. The equivalence (1)⇔ (2) follows from Proposition 3.5, while (1)⇔ (3) follows
from [28, Theorem 13.5]. 
We now characterize finitely generated Puiseux monoids in terms of their root clo-
sures and their sets of denominators.
Proposition 3.8. For a Puiseux monoid M the following statements are equivalent.
(1) M˜ ∼= (N0,+).
(2) M is finitely generated.
(3) d(M•) is finite.
(4) M is isomorphic to a numerical monoid.
Proof. To prove (1) ⇒ (2), suppose that M˜ ∼= (N0,+). Proposition 3.5 ensures that
d(M•) is finite. Now if ℓ := lcm d(M•), then ℓM is a submonoid of (N0,+) that is
isomorphic to M . Hence M is finitely generated. To argue (2) ⇒ (3), it suffices to
notice that if S is a finite generating set of M , then every element of d(M•) divides
lcm d(S•). For (3) ⇒ (4), let ℓ := lcm d(M•). Then note that ℓM is a submonoid
of (N0,+) that is isomorphic to M . As a result, M is isomorphic to a numerical
monoid. To prove (4) ⇒ (1), assume that M is a numerical monoid and that gp(M)
is a subgroup of (Z,+). By definition of M˜ , it follows that M˜ ⊆ N0. On the other
hand, the fact that N0 \M is finite immediately implies that N0 ⊆ M˜ . Consequently,
M˜ = (N0,+). 
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Corollary 3.9. Let M be a Puiseux monoid. Then M is not finitely generated if and
only if M˜ is antimatter.
Proof. Suppose first that M is not finitely generated. Set n = gcd(n(M•)). It follows
from Proposition 3.5 that M˜ = 〈n/d | d ∈ d(M•)〉. Fix d ∈ d(M•). Since d(M•) is an
infinite set that is closed under taking least common multiples, there exists d′ ∈ d(M•)
such that d′ properly divides d. As a consequence, n/d′ properly divides n/d in M˜ and
so n/d /∈ A(M˜). As none of the elements in the generating set {n/d | d ∈ d(M•)}
of M˜ is an atom, M˜ must be antimatter. The reverse implication is an immediate
consequence of Proposition 3.8. 
One can use Corollary 3.9 to produce Puiseux monoids with no atoms.
Example 3.10.
(1) Take r ∈ Q>0, and consider the Puiseux monoid M = {0} ∪ Q≥r. As d(M•)
is not finite, it follows from Proposition 3.8 that M is not finitely generated.
Then M˜ is antimatter by Corollary 3.9. We have already seen in Example 3.6
that M˜ = Q≥0.
(2) Consider the Puiseux monoidM = 〈1/p | p ∈ P〉. As 0 is a limit point ofM•, the
monoidM is not finitely generated. Therefore it follows from Corollary 3.9 that
M˜ is an antimatter Puiseux monoid. Indeed, it is clear that gcd(n(M•)) = 1
and d(M•) = {n ∈ N | n is squarefree}, so Proposition 3.5 guarantees that
M˜ =
〈
1
n
∣∣∣∣ n ∈ N is squarefree
〉
.
The atomicity of M will be considered in Section 4.
3.3. Description of the Conductor. Let M be a monoid. The conductor of M is
defined to be
(3.2) c(M) := {x ∈ gp(M) | x+ M̂ ⊆M}.
It is clear that c(M) is a subsemigroup of the group gp(M). By Proposition 3.5, the
equality c(M) = {x ∈ gp(M) | x+ M˜ ⊆M} holds when M is a Puiseux monoid. This
equality is more convenient for our purposes.
For a numerical monoid N , the term “conductor” refers to the number f(N) + 1,
where f(N) is the Frobenius number of N . As indicated in the following example,
the conductor, as used in the context of numerical monoids, is the minimum of the
conductor semigroup, as defined in (3.2) and used in commutative semigroup theory.
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Example 3.11. Let N be a numerical monoid, and let f(N) be the Frobenius number
of N . It follows from (3.1) that gp(N) = Z. Therefore Proposition 3.5 guarantees that
N˜ = N0. For n ∈ N with n ≥ f(N) + 1, it is clear that n + N˜ = n + N0 ⊆ N . On
the other hand, for each n ∈ Z with n ≤ f(N) the fact that f(N) ∈ n+ N˜ implies that
n + N˜ * N . As a result,
(3.3) c(N) = {n ∈ Z | n ≥ f(N) + 1}.
As the equality of sets (3.3) shows, the minimum of c(N) is f(N) + 1, namely, the
conductor number of N , as defined in the context of numerical monoids.
We conclude this subsection with a description of the conductor of a Puiseux monoid,
which was recently established in [25].
Proposition 3.12. Let M be a Puiseux monoid. Then the following statements hold.
(1) If M is root-closed, then c(M) = M˜ = M .
(2) If M is not root-closed, then set σ = sup M˜ \M .
(a) If σ =∞, then c(M) = ∅.
(b) If σ <∞, then c(M) = M≥σ.
Proof. To verify (1), note that M˜ ⊆ Q≥0 implies that c(M) ⊆ Q≥0. As a result,
c(M) ⊆ gp(M) ∩ Q≥0 = M˜ . This, along with the obvious fact that M˜ ⊆ c(M),
implies (1).
To show (2), suppose that M is not root-closed. It follows from Proposition 3.5 that
c(M) ⊆ gp(M) ∩Q≥0 = M˜ .
Case (a): Take x˜ ∈ M˜ . Since M˜ \M is unbounded, there exists x˜1 ∈ M˜ \M such
that x˜1 > x˜. Then taking y˜ := x˜1− x˜ ∈ M˜ , we can see that x˜+ y˜ = x˜1 /∈M . Therefore
x˜ /∈ c(M). So we conclude that c(M) = ∅.
Case (b): As in the above paragraph, we can argue that no element in M˜<σ is in
c(M) and then c(M) ⊆M≥σ. For the reverse inclusion, take x ∈M≥σ. If σ /∈M , then
x > σ and so x+M˜ ⊆ (M˜+M˜)>σ ⊆ M˜>σ = M>σ ⊂M . Thus, x ∈ c(M) when σ /∈M .
If σ ∈ M , then M˜≥σ = M≥σ and so x + M˜ ⊆ (M˜ + M˜)≥σ ⊆ M˜≥σ ⊆ M . Therefore
x ∈ c(M) also when σ ∈ M . Hence M≥σ ⊆ c(M). 
Remark 3.13. With notation as in Proposition 3.12.2, although M˜>σ = M>σ holds,
it can happen that M˜≥σ 6= M≥σ. For instance, consider the Puiseux monoid {0}∪Q>1.
3.4. Homomorphisms Between Puiseux Monoids. As we are about to show, the
homomorphisms between Puiseux monoids are those given by rational multiplication.
Proposition 3.14. The homomorphisms between Puiseux monoids are given by ratio-
nal multiplication.
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Proof. Every rational-multiplication map is clearly a homomorphism. Suppose, on
the other hand, that ϕ : M → M ′ is a homomorphism between Puiseux monoids.
As the trivial homomorphism is multiplication by 0, one can assume without loss of
generality that ϕ is nontrivial. Let {n1, . . . , nk} be the minimal generating set of the
additive monoid N := M ∩ N0. Since ϕ is nontrivial, k ≥ 1 and ϕ(nj) 6= 0 for some
j ∈ J1, kK. Set q = ϕ(nj)/nj and then take r ∈ M
• and α1, . . . , αk ∈ N0 such that
n(r) = α1n1 + · · ·+ αknk. As niϕ(nj) = ϕ(ninj) = njϕ(ni) for every i ∈ J1, kK,
ϕ(r) =
1
d(r)
ϕ(n(r)) =
1
d(r)
k∑
i=1
αiϕ(ni) =
1
d(r)
k∑
i=1
αini
ϕ(nj)
nj
= rq.
Thus, the homomorphism ϕ is multiplication by q ∈ Q>0. 
4. Atomic Structure
It is well known that in the class consisting of all monoids, the following chain of
implications holds.
(4.1) UFM ⇒
[
HFM, FFM
]
⇒ BFM ⇒ ACCP ⇒ atomic monoid
It is also known that, in general, none of the implications in (4.1) is reversible (even
in the class of integral domains [2]). In this section, we provide various examples to
illustrate that none of the above implications, except the first one, is reversible in the
class of Puiseux monoids. We characterize the Puiseux monoids belonging to the first
two classes of the chain of implications (4.1). For each of the last four classes, we find
a family of Puiseux monoids belonging to such a class but not to the class right before.
4.1. A Class of Atomic Puiseux Monoids. We begin this section collecting a
simple characterization of finitely generated Puiseux monoids in terms of the atomicity.
Proposition 4.1. A Puiseux monoidM is finitely generated if and only ifM is atomic
and A(M) is finite.
Proof. The direct implication follows from Proposition 3.8. The reverse implication is
obvious because the atomicity of M means that M is generated by A(M). 
Corollary 3.9 yields, however, instances of nonfinitely generated Puiseux monoids
containing no atoms. As the next example shows, for every n ∈ N there exists a
nonfinitely generated Puiseux monoid containing exactly n atoms.
Example 4.2. Let m ∈ N, and take distinct prime numbers p and q with q > m.
Consider the Puiseux monoid M =
〈
Jm, 2m − 1K ∪ {qp−m−i | i ∈ N}
〉
. To verify that
A(M) = Jm, 2m− 1K, write a ∈ Jm, 2m− 1K as
(4.2) a = a′ +
N∑
n=1
αn
q
pm+n
,
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where a′ ∈ {0} ∪ Jm, 2m − 1K and αn ∈ N0 for every n ∈ J1, NK. After clearing
denominators in both sides of (4.2), one finds that q | a − a′. Therefore a = a′ and
α1 = · · · = αN = 0, which implies that a ∈ A(M). Thus, Jm, 2m−1K ⊆ A(M). Clearly,
qp−m−i /∈ A(M) for any i ∈ N. Hence A(M) = Jm, 2m − 1K, and so |A(M)| = m. As
d(M•) is not finite, it follows from Proposition 3.8 that M is not finitely generated.
Perhaps the class of nonfinitely generated Puiseux monoids that has been most
thoroughly studied is that one consisting of cyclic rational semirings [12].
Notation. For r ∈ Q>0, we let Sr denote the Puiseux monoid 〈rn | n ∈ N0〉.
Although Sr is indeed a cyclic rational semiring, we shall only be concerned here
with its additive structure. The atomicity of Sr was first studied in [37, Section 6]
while several factorization aspects were investigated in [12].
Proposition 4.3. For r ∈ Q>0, consider the Puiseux monoid Sr. Then the following
statements hold.
(1) If r ≥ 1, then Sr is atomic and
• either r ∈ N and so Sr = N0,
• or r /∈ N and so A(Sr) = {rn | n ∈ N0}.
(2) If r < 1, then
• either n(r) = 1 and so Sr is antimatter,
• or n(r) 6= 1 and Sr is atomic with A(Sr) = {r
n | n ∈ N0}.
Proof. To argue (1), suppose that r ≥ 1. If r ∈ N, then it easily follows that Sr = N0.
Then we assume that r /∈ N. Clearly, A(Sr) ⊆ {rn | n ∈ N0}. To check the reverse
inequality, fix j ∈ N0 and write rj =
∑N
i=0 αir
i for some N ∈ N0 and coefficients
α0, . . . , αN ∈ N0. Because (rn)n∈N0 is an increasing sequence, one can assume that
N ≤ j. Then, after clearing denominators in rj =
∑N
i=0 αir
i we obtain N = j as well
as αj = 1 and αi = 0 for every i 6= j. Hence r
j ∈ A(Sr) for every j ∈ N0, yielding the
second statement of (1).
Now suppose that r < 1. If n(r) = 1, then rn = d(r)rn+1 for every n ∈ N0, and so Sr
is antimatter, which is the first statement of (2). Finally, suppose that n(r) > 1. Fix
j ∈ N, and notice that ri ∤Sr r
j for any i < j. Then write rj =
∑j+k
i=j βir
i, for some
k ∈ N0 and βi ∈ N0 for every i ∈ Jj, j + kK. Notice that βj ∈ {0, 1}. Suppose for a
contradiction that βj = 0. In this case, k ≥ 1. Let p be a prime dividing n(r), and
let α be the maximum power of p dividing n(r). From rj =
∑j+k
i=j βir
i one obtains
(4.3) αj = vp
(
rj
)
= vp
( k∑
i=1
βj+ir
j+i
)
≥ min
i∈J1,kK
{
vp
(
βj+ir
j+i
)}
≥ α(j +m),
where m = min{i ∈ J1, kK | βj+i 6= 0}. The inequality (4.3) yields the desired contra-
diction. Hence rj ∈ A(Sr) for every j ∈ N0, yielding the second statement of (2). 
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Corollary 4.4. For each r ∈ Q ∩ (0, 1) with n(r) 6= 1, the monoid Sr is an atomic
monoid that does not satisfy the ACCP.
Proof. Proposition 4.3 guarantees the atomicity of Sr. To verify that Sr does not satisfy
the ACCP, consider the sequence of principal ideals (n(r)rn + Sr)n∈N0. Since
n(r)rn = d(r)rn+1 = (d(r)− n(r))rn+1 + n(r)rn+1,
n(r)rn+1 |Sr n(r)r
n for every n ∈ N0. Therefore (n(r)rn+Sr)n∈N0 is an ascending chain
of principal ideals. In addition, it is clear that such a chain of ideals does not stabilize.
Hence Sr does not satisfy the ACCP, which completes the proof. 
4.2. A Class of ACCP Puiseux Monoids. We proceed to present a class of ACCP
Puiseux monoids containing a subclass of monoids that are not BFMs.
Theorem 4.5. Every submonoid of 〈1/p | p ∈ P〉 satisfies the ACCP.
Proof. It suffices to prove that M = 〈1/p | p ∈ P〉 satisfies the ACCP. Let (pn)n∈N be a
strictly increasing sequence with underlying set P. One can readily verify that for all
x ∈M there exist k, n ∈ N0 and α1, . . . , αk ∈ N0 such that
x = n +
k∑
j=1
αj
1
pj
,(4.4)
where αk 6= 0 and αj ∈ J0, pjK for every j ∈ J1, kK. Let us now check that the sum
decomposition in (4.4) is unique. To do this, take ℓ,m ∈ N0 and β1, . . . , βℓ ∈ N0 with
βℓ 6= 0 and βj ∈ J0, pjK for every j ∈ J1, ℓK such that
n+
k∑
j=1
αj
1
pj
= m+
ℓ∑
j=1
βj
1
pj
.(4.5)
After completing with zero coefficients, we may assume that k = ℓ. For each j ∈ J1, kK,
one can isolate (αj − βj)/pj in (4.5) and apply the pj-adic valuation, to obtain that
pj | αj − βj . This implies that αj = βj for each j ∈ J1, kK. As a consequence, n = m,
and the uniqueness of the decomposition in (4.4) follows.
With notation as in (4.4), we set n(x) := n and s(x) := α1 + · · · + αk. Observe
that if x′ |MP x for some x
′ ∈ MP , then n(x
′) ≤ n(x). In addition, observe that if
x′ ∈ M divides x in M properly, then n(x′) = n(x) implies that s(x′) < s(x). As
a consequence of these observations, one deduces that each sequence (qn)n∈N in M
satisfying that qn+1 |M qn for every n ∈ N must stabilize. As a result, M satisfies the
ACCP. 
Corollary 4.6. There are Puiseux monoids satisfying the ACCP that are not BFMs.
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Proof. Consider the Puiseux monoid M = 〈1/p | p ∈ P〉. We have seen in Theorem 4.5
that M satisfies the ACCP. However, it is clear that p ∈ L(1) for every p ∈ P. As
|L(1)| =∞, the monoid M is not a BFM. 
4.3. Bounded Factorization Monoids. Our next goal is to find a large class of
Puiseux monoids that are BFMs. We do so with the following result.
Theorem 4.7. Let M be a Puiseux monoid. If 0 is not a limit point of M•, then M
is a BFM and hence is atomic.
Proof. It is clear that A(M) consists of those elements of M• that cannot be written
as the sum of two positive elements of M . Since 0 is not a limit point of M , there
exists ǫ > 0 such that ǫ < x for all x ∈ M•. Now we show that M = 〈A(M)〉. Take
x ∈ M•. Since ǫ is a lower bound for M•, the element x can be written as the sum of
at most ⌊x/ǫ⌋ elements of M•. Take the maximum m ∈ N such that x = a1 + · · ·+ am
for some a1, . . . , am ∈ M
•. By the maximality of m, it follows that ai ∈ A(M) for
every i ∈ J1, mK, which means that x ∈ 〈A(M)〉. Hence M is atomic. We have already
noticed that every element x in M• can be written as a sum of at most ⌊x/ǫ⌋ atoms,
i.e., |L(x)| ≤ ⌊x/ǫ⌋ for all x ∈M . Thus, M is a BFM. 
The converse of Theorem 4.7 does not hold, as the next example illustrates.
Example 4.8. Let (pn)n∈N and (qn)n∈N be two strictly increasing sequences of prime
numbers satisfying that qn > p
2
n for every n ∈ N. Then set M :=
〈
pn
qn
∣∣ n ∈ N〉.
It follows from [37, Corollary 5.6] that M is atomic, and it is easy to verify that
A(M) = {pn/qn | n ∈ N}. To argue that M is indeed a BFM, take x ∈ M• and
note that since both sequences (pn)n∈N and (qn)n∈N are strictly increasing, there exists
N ∈ N such that qn ∤ d(x) and pn > x for every n ≥ N . As a result, if z ∈ Z(x), then
none of the atoms in {pn/qn | n > N} can appear in z. From this, one can deduce
that Z(x) is finite. Then L(x) is finite for any x ∈ M , and so M is a BFM. However,
qn > p
2
n for every n ∈ N implies that 0 is a limit point of M
•.
As we have seen in Corollary 4.6, not every ACCP Puiseux monoid is a BFM. How-
ever, it was proved in [25, Theorem 3.4] that under a mild assumption on conductors,
each of these atomic conditions is equivalent to not having 0 as a limit point.
Theorem 4.9. If M is a nontrivial Puiseux monoid with nonempty conductor, then
the following statements are equivalent.
(1) 0 is not a limit point of M•.
(2) M is a BFM.
(3) M satisfies the ACCP.
16 S. T. CHAPMAN, F. GOTTI, AND M. GOTTI
Proof. The implications (1) ⇒ (2) and (2) ⇒ (3) follow from Theorem 4.7 and [26,
Corollary 1.3.3], respectively. Note that such implications do not depend on whether
the conductor of M is nonempty.
We proceed to show that (3)⇒ (1). Suppose for a contradiction that 0 is a limit point
of M•. Since M satisfies the ACCP, it must be atomic. Thus, there exists a sequence
of atoms (an)n∈N such that an < 1/2
n for every n ∈ N. Then the series
∑∞
n=1 an
converges to a certain limit ℓ ∈ (0, 1) and, as a consequence, sn :=
∑n
i=1 ai ∈M ∩ (0, 1)
for every n ∈ N. Since the conductor of M is nonempty, Proposition 3.12 guarantees
that the set M̂ \ M is bounded. Take x ∈ M such that x > 1 + sup M̂ \ M . It
follows from Proposition 3.5 that the inclusion x− sn ∈ M̂ holds for every n ∈ N. As
M has nonempty conductor and x − sn > sup M̂ \M , Proposition 3.12 ensures that
x− sn ∈M . Consider the sequence of principal ideals (x− sn +M)n∈N of M . Since
x− sn = x− sn+1 + (sn+1 − sn) = (x− sn+1) + an+1,
the sequence (x− sn +M)n∈N is an ascending chain of principal ideals of M . Because
x − sn+1 < x − sn, the ascending chain of principal ideals (x − sn +M)n∈N does not
stabilize. This contradicts that M satisfies the ACCP, which completes the proof. 
As Corollary 4.6 and Example 4.8 indicate, without the nonempty-conductor con-
dition, none of the last two statements in Theorem 4.9 implies its predecessor. In
addition, even inside the class of Puiseux monoids with nonempty conductor, neither
being atomic nor being an FFM is equivalent to being a BFM (or satisfying the ACCP).
Example 4.10. Consider the Puiseux monoid M := {0} ∪ Q≥1. It is clear that the
conductor of M is nonempty. In addition, it follows from Theorem 4.9 that M is a
BFM. Note that A(M) = [1, 2). However, M is far from being an FFM; for instance,
the formal sum (1 + 1/n) + (x − 1 − 1/n) is a length-2 factorization in Z(x) for all
x ∈ (2, 3] ∩Q and n ≥
⌈
1
x−2
⌉
, which implies that |Z(x)| =∞ for all x ∈M>2.
Example 4.11. Now consider the Puiseux monoid M = 〈1/p | p ∈ P〉 ∪ Q≥1. Since
the monoid 〈1/p | p ∈ P〉 is atomic by Theorem 4.5, it is not hard to check that M is
also atomic. It follows from Proposition 3.12 thatM has nonempty conductor. Since 0
is a limit point of M•, Theorem 4.9 ensures that M does not satisfy the ACCP.
4.4. Finite Factorization Monoids. Our next task is to introduce a class of Puiseux
monoids that are FFMs. This class consists of all Puiseux monoids that can be gener-
ated by an increasing sequence of rationals.
Definition 4.12. A Puiseux monoid M is called increasing (respectively decreasing)
if M can be generated by an increasing (respectively decreasing) sequence. A Puiseux
monoid is monotone if it is increasing or decreasing.
Not every Puiseux monoid is monotone, as the next example shows.
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Example 4.13. Let p1, p2, . . . be a strictly increasing enumeration of P. Consider the
Puiseux monoid M = 〈A ∪B〉, where
A =
{
1
p2n
∣∣∣∣ n ∈ N
}
and B =
{
p2n−1 − 1
p2n−1
∣∣∣∣ n ∈ N
}
.
It follows immediately that both A and B belong to A(M). So M is atomic and
A(M) = A ∪ B. Every generating set of M must contain A ∪ B and so will have at
least two limit points, namely, 0 and 1. Since every monotone sequence of rationals
can have at most one limit point in the real line, we conclude that M is not monotone.
The next proposition offers a first insight into the atomicity of increasing monoids.
Proposition 4.14. Every increasing Puiseux monoid is atomic. Moreover, if (rn)n∈N
is an increasing sequence of positive rationals generating a Puiseux monoid M , then
A(M) = {rn | rn /∈ 〈r1, . . . , rn−1〉}.
Proof. The fact thatM is atomic follows from observing that r1 is a lower bound forM
•
and so 0 is not a limit point of M•. To prove the second statement, set
A = {rn | rn /∈ 〈r1, . . . , rn−1〉}.
Note that A is finite if and only if M is finitely generated, in which case it is clear that
A = A(M). Then suppose that A is not finite. List the elements of A as a strictly
increasing sequence, namely, (an)n∈N. Note that M = 〈A〉 and an /∈ 〈a1, . . . , an−1〉
for any n ∈ N. Since a1 = minM•, we have that a1 ∈ A(M). Take n ∈ J2, |A|K.
Because (an)n∈N is a strictly increasing sequence and an /∈ 〈a1, . . . , an−1〉, one finds
that an cannot be written as a sum of elements in M in a nontrivial manner. Hence
an ∈ A(M) for every n ∈ N, and one can conclude that A(M) = A. 
Let us collect another characterization of finitely generated Puiseux monoids, now
in terms of monotonicity.
Proposition 4.15. A nontrivial Puiseux monoid M is finitely generated if and only
if M is both increasing and decreasing.
Proof. The direct implication is obvious. For the reverse implication, suppose that M
is a nontrivial Puiseux monoid that is increasing and decreasing. Proposition 4.14
implies that M is atomic and, moreover, A(M) is the underlying set of an increasing
sequence. Assume for a contradiction that |A(M)| =∞. Then A(M) does not contain
a largest element. As M is decreasing, there exists D := {dn | n ∈ N} ⊂ Q>0 such that
d1 > d2 > · · · and M = 〈D〉. Let m = min{n ∈ N | dn ∈ A(M)}, which must exist
because A(M) ⊆ D. Now the minimality of m implies that dm is the largest element
of A(M), which is a contradiction. Hence A(M) is finite. As M is atomic, it must be
finitely generated. 
Definition 4.16. A Puiseux monoid is strongly increasing if it can be generated by a
sequence (sn)n∈N such that limn→∞ sn =∞.
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Not every increasing Puiseux monoid is strongly increasing; to see this, consider the
monoid 〈p−1
p
| p ∈ P〉. We will show that the strongly increasing property is hereditary.
First, we argue the following lemma.
Lemma 4.17. Let R be an infinite subset of Q≥0. If R does not contain any limit
points, then it is the underlying set of an increasing and unbounded sequence.
Proof. For any r ∈ R and S ⊆ R, the interval [0, r] must contain only finitely many
elements of S; otherwise there would be a limit point of S in [0, r]. Therefore every
nonempty subset of R has a minimum element. So the sequence (rn)n∈N recursively
defined by r1 = minR and rn = minR\{r1, . . . , rn−1} is strictly increasing and has R
as its underlying set. Since R is infinite and contains no limit points, the increasing
sequence (rn)n∈N must be unbounded. Hence R is the underlying set of the increasing
and unbounded sequence (rn)n∈N. 
Proposition 4.18. A nontrivial Puiseux monoid M is strongly increasing if and only
if every submonoid of M is increasing.
Proof. If M is finitely generated, then the statement of the theorem follows immedi-
ately. So we will assume for the rest of this proof that M is not finitely generated.
For the direct implication, suppose that M is strongly increasing. Let us start
by verifying that M does not have any real limit points. By Proposition 4.14, the
monoid M is atomic. As M is atomic and nonfinitely generated, |A(M)| = ∞. Let
(an)n∈N be an increasing sequence whose underlying set is A(M). Since M is strongly
increasing and A(M) is an infinite subset contained in every generating set of M , the
sequence (an)n∈N is unbounded. Therefore, for every r ∈ R, the interval [0, r] contains
only finitely many elements of (an)n∈N. There is no loss in assuming that such elements
are a1, . . . , ak for some k ∈ N. Since 〈a1, . . . , ak〉∩ [0, r] is finite, M ∩ [0, r] is also finite.
Because |[0, r]∩M | <∞ for all r ∈ R, it follows that M does not have any limit points
in R.
Now suppose that N is a nontrivial submonoid of M . Being a subset of M , the
monoid N cannot have any limit points in R. Thus, by Lemma 4.17, the set N is the
underlying set of an increasing and unbounded sequence of rationals. Hence N is a
strongly increasing Puiseux monoid.
For the reverse implication, suppose that M is not strongly increasing. We will
check that, in this case, M contains a submonoid that is not increasing. If M is not
increasing, then M is a submonoid of itself that is not increasing. Suppose, therefore,
that M is increasing. By Proposition 4.14, the monoid M is atomic, and we can list its
atoms increasingly. Let (an)n∈N be an increasing sequence with underlying set A(M).
Because M is not strongly increasing, there exists ℓ ∈ R>0 that is the limit of the
sequence (an)n∈N. Since ℓ is a limit point of M , which is closed under addition, 2ℓ
and 3ℓ must be limit points of M . Let (bn)n∈N and (cn)n∈N be sequences in M having
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infinite underlying sets such that limn→∞ bn = 2ℓ and limn→∞ cn = 3ℓ. Furthermore,
assume that for every n ∈ N,
(4.6) |bn − 2ℓ| <
ℓ
4
and |cn − 3ℓ| <
ℓ
4
.
Let N be the submonoid of M generated by A := {bn, cn | n ∈ N}. Note that A
contains at least two limit points. Let us verify that N is atomic with A(N) = A. The
inequalities (4.6) immediately imply that A is bounded from above by 3ℓ + ℓ/4. On
the other hand, proving that A(N) = A amounts to showing that A and A + A are
disjoint. To verify this, it suffices to note that
inf(A + A) = inf
{
bm + bn, bm + cn, cm + cn | m,n ∈ N
}
≥ min
{
4ℓ−
ℓ
2
, 5ℓ−
ℓ
2
, 6ℓ−
ℓ
2
}
> 3ℓ+
ℓ
4
≥ supA.
Thus, A(N) = A. Since every increasing sequence has at most one limit point in R,
the set A cannot be the underlying set of an increasing rational sequence. As every
generating set of N contains A, we conclude that N is not an increasing Puiseux
monoid, which completes the proof. 
The next theorem provides a large class of Puiseux monoids that are FFMs.
Theorem 4.19. Every increasing Puiseux monoid is an FFM.
Proof. Let M be an increasing Puiseux monoid. Since 0 is not a limit point of M•,
Theorem 4.7 ensures that M is a BFM. Suppose, by way of contradiction, that M is
not an FFM. Consider the set S = {x ∈ M : |Z(x)| = ∞}. As M is not an FFM, S
is not empty. In addition, s = inf S 6= 0 because 0 is not a limit point of M•. Note
that M• contains a minimum element because M is increasing. Set m = minM• and
fix ǫ ∈ (0, m). Now take x ∈ S such that s ≤ x < s + ǫ. Each a ∈ A(M) appears
in only finitely many factorizations of x; otherwise x − a would be an element of S
satisfying x − a < s, which contradicts s = inf S. Since L(x) is finite, there exists
ℓ ∈ L(x) such that the set
Z = {z ∈ Z(x) : |z| = ℓ}
has infinite cardinality. Fix z0 = a1 . . . aℓ ∈ Z(x), where a1, . . . , aℓ ∈ A(M), and set
A = max{a1, . . . , aℓ}. As every atom appears in only finitely many factorizations in Z
and |Z| = ∞, there exists z1 = b1 · · · bℓ ∈ Z, where b1, . . . , bℓ ∈ A(M) and bn > A
for every n ∈ J1, ℓK (here we are using the fact that A(M) is the underlying set of an
increasing sequence). But now, if π : Z(M) → M is the factorization homomorphism
of M ,
x = π(z0) =
ℓ∑
n=1
an ≤ Aℓ <
ℓ∑
n=1
bn = π(z1) = x,
which is a contradiction. Hence M is an FFM. 
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On the other hand, the converse of Theorem 4.19 does not hold; the following ex-
ample sheds some light upon this observation.
Example 4.20. Let (pn)n∈N be a strictly increasing sequence of primes, and consider
the Puiseux monoid defined as follows:
(4.7) M = 〈A〉, where A =
{
p22n + 1
p2n
,
p2n+1 + 1
p2n+1
∣∣∣∣ n ∈ N
}
.
Since A is an unbounded subset of R having 1 as a limit point, it cannot be increasing.
In addition, as d(a) 6= d(a′) for all a, a′ ∈ A such that a 6= a′, every element of A is an
atom of M . As each generating set of M must contain A (which is not increasing), M
is not an increasing Puiseux monoid.
To verify that M is an FFM, fix x ∈ M and then take Dx to be the set of primes
dividing d(x). Now choose N ∈ N with N > max{x, d(x)}. For each a ∈ A with
d(a) > N , the number of copies α of the atom a appearing in any factorization of x
must be a multiple of d(a) because d(a) /∈ Dx. Then α = 0; otherwise, we would obtain
that x ≥ αa ≥ d(a)a > d(a) > x. Thus, if an atom a divides x in M , then d(a) ≤ N .
As a result, only finitely many elements of A(M) divide x in M , and so |Z(x)| < ∞.
Hence M is an FFM that is not increasing.
Remark 4.21. For an ordered field F , a positive monoid of F is an additive sub-
monoid of the nonnegative cone of F . As for Puiseux monoids, a positive monoid is
increasing provided that it can be generated by an increasing sequence. Increasing
positive monoids are FFMs [31, Theorem 5.6], but the proof of this general version of
Theorem 4.19 is much more involved.
4.5. Factorial, Half-Factorial, and Other-Half-Factorial Monoids. The only
Puiseux monoid that is a UFM (or even an HFM) is, up to isomorphism, (N0,+). The
following proposition formalizes this observation.
Proposition 4.22. For a nontrivial atomic Puiseux monoid M , the following state-
ments are equivalent.
(1) M is a UFM.
(2) M is a HFM.
(3) M ∼= (N0,+).
(4) M contains a prime element.
Proof. Clearly, (3) ⇒ (1) ⇒ (2). To argue (2) ⇒ (3), assume that M is an HFM.
Since M is an atomic nontrivial Puiseux monoid, A(M) is not empty. Let a1 and a2 be
two atoms ofM . Then z1 := n(a2)d(a1)a1 and z2 := n(a1)d(a2)a2 are two factorizations
of the element n(a1)n(a2) ∈ M . As M is an HFM, it follows that |z1| = |z2| and
so n(a2)d(a1) = n(a1)d(a2). Then a1 = a2, which implies that |A(M)| = 1. As a
consequence, M ∼= (N0,+).
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Because (3) ⇒ (4) holds trivially, we only need to argue (4) ⇒ (3). Fix a prime
element p ∈M and take a ∈ A(M). Since p |M n(p)d(a)a, one finds that p |M a. This,
in turn, implies that a = p. Hence A(M) = {p}, and so M ∼= (N0,+). 
Example 4.23. For general monoids, the property of being an HFM is strictly weaker
than that of being a UFM. For instance, the submonoid 〈(1, n) | n ∈ N〉 of N20 is an
HFM that is not a UFM (see [30, Propositions 5.1 and 5.4] for more details).
A dual notion of being an HFM was introduced in [20] by Coykendall and Smith.
Definition 4.24. An atomic monoidM is anOHFM (or an other-half-factorial monoid)
if for all x ∈M \ U(M) and z, z′ ∈ Z(x) the equality |z| = |z′| implies that z = z′.
Clearly, every UFM is an OHFM. Although the multiplicative monoid of an integral
domain is a UFM if and only if it is an OHFM [20, Corollary 2.11], OHFMs are not
always UFMs or HFMs, even in the class of Puiseux monoids.
Proposition 4.25. For a nontrivial atomic Puiseux monoid M , the following state-
ments are equivalent.
(1) M is an OHFM.
(2) |A(M)| ≤ 2.
(3) M is isomorphic to a numerical monoid with embedding dimension 1 or 2.
Proof. To prove (1)⇒ (2), letM be an OHFM. IfM is a UFM, thenM ∼= (N0,+), and
we are done. Then suppose that M is not a UFM. In this case, |A(M)| ≥ 2. Assume
for a contradiction that |A(M)| ≥ 3. Take a1, a2, a3 ∈ A(M) satisfying a1 < a2 < a3.
Let d = d(a1)d(a2)d(a3), and set a
′
i = dai for each i ∈ J1, 3K. Since a
′
1, a
′
2, and a
′
3 are
integers satisfying a′1 < a
′
2 < a
′
3, there exist m,n ∈ N such that
(4.8) m(a′2 − a
′
1) = n(a
′
3 − a
′
2).
Clearly, z1 := ma1 + na3 and z2 := (m+ n)a2 are two distinct factorizations in Z(M)
satisfying |z1| = m+n = |z2|. In addition, after dividing both sides of the equality (4.8)
by d, one obtains ma1+na3 = (m+n)a2, which means that z1 and z2 are factorizations
of the same element. However, this contradicts thatM is an OHFM. Hence |A(M)| ≤ 2.
To show that (2) ⇒ (3), suppose that |A(M)| ≤ 2. By Proposition 3.8, M is
isomorphic to a numerical monoid N . As |A(M)| ≤ 2, the embedding dimension of N
belongs to {1, 2}, as desired.
To argue that (3) ⇒ (1), suppose that either M ∼= (N0,+) or M ∼= 〈a, b〉 for some
a, b ∈ N≥2 with gcd(a, b) = 1. If M ∼= (N0,+), then M is a UFM and, in particular, an
OHFM. On the other hand, if M ∼= 〈a, b〉, then it is an OHFM by [20, Example 2.13].

Example 4.26. There are Puiseux monoids that are FFMs but neither HFMs nor
OHFMs. As a direct consequence of Theorem 4.19 and Propositions 4.22 and 4.25, one
finds that 〈p−1
p
| p ∈ P〉 is one such monoid.
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