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KRASNOSEL’SKII TYPE FORMULA AND TRANSLATION
ALONG TRAJECTORIES METHOD ON THE SCALE OF
FRACTIONAL SPACES
PIOTR KOKOCKI
Abstract. We provide global continuation principle of periodic solutions for
the equation u˙ = −Au+ F (t, u), where A : D(A)→ X is a sectorial operator
on a Banach space X and F : [0,+∞)×Xα → X is a nonlinear map defined
on fractional space Xα. The approach that we use in this paper is based
upon the theory of topological invariants that applies in the situation when
Poincare´ operator associated with the equation is endowed with some form of
compactness.
1. Introduction
In this paper we are concerned with T -periodic solutions for the differential
equation of the following form
u˙(t) = −Au(t) + F (t, u(t)) on [0,+∞) (1.1)
where A : X ⊃ D(A) → X is a sectorial operator with compact resolvents on a
Banach space X and F : [0,+∞) ×Xα → X is a continuous map defined on the
fractional space Xα associated with the operator A (see e.g. [9], [13], [14], [18] for
construction and more details on fractional spaces).
Given x ∈ Xα, let us assume that u(t;x) is a mild solution of the equation
1.1 such that u(0;x) = x. We look for the T -periodic solutions of this equation
as the fixed points of the Poincare´ operator ΦT : X
α → Xα given by the formula
ΦT (x) := u(T ;x). Since A has compact resolvent, under usual assumptions on
the nonlinearity F , one can prove that the operator ΦT is completely continuous.
Therefore, the natural way to obtain the existence of fixed points for the Poincare´
operator is to apply the approach based on topological degree theory that allows us
to obtain effective methods to search for the fixed points of the Poincare´ operator.
To be more precise, we will strongly use the homotopy invariance of topological
degree to obtain the following results: Krasnosel’skii type degree formula and aver-
aging principle, that will lead us to the global continuation principle of T -periodic
solutions for the equation 1.1.
The Krasnosel’skii type degree formula states that, if F is time-independent and
U ⊂ Xα is an open bounded set, then
degLS(I − Φt, U) = degα(−A+ F,U)
for sufficiently small t > 0. Here degLS ia a Leray-Schauder degree on the space
Xα and degα is a topological degree for perturbations of sectorial operators (see
Appendix for more details). Obtained degree formula is used to derive the averaging
principle that concerns the following family of differential equations
u˙(t) = −λAu(t) + λF (t, u(t)) on [0,+∞), (1.2)
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where λ ∈ (0, 1] is a parameter. Let us assume that ΦλT : X
α → Xα is the Poncare´
operator associated with the equation 1.2 and let −A+ F̂ : U ∩D(A)→ X be the
map where
F̂ (x) :=
1
T
∫ T
0
F (τ, x) dτ for x ∈ Xα.
The averaging principle asserts that, for any open bounded set U ⊂ Xα such that
0 6∈ (−A+ F̂ )(∂U), one choose sufficiently small λ > 0 such that
degLS(I − Φ
λ
T , U) = degα(−A+ F̂ , U). (1.3)
The formula 1.3 allows us to study the periodic solutions for the equation 1.2 only if
the positive parameter λ is sufficiently close to zero. To improve this for the whole
interval (0, 1], we prove the global continuation principle, that provides conditions
ensuring us that the topological degree degα(−A + F̂ , U) is non-trivial and, for
any λ ∈ (0, 1], the Poincare´ operator ΦλT does not admit fixed points on ∂U . This
together with the homotopy invariance of topological degree allow us to obtain the
existence of T -periodic solutions for the equation 1.1. Observe that the advantage of
using topological degree is that we obtain not only the existence of periodic solution
but also we compute its topological degree. This is an additional information that
is crucial in the examination of the stability and multiplicity of periodic solutions.
These issues constitute the subject of our subsequent studies.
The Krasnosel’skii type degree formula and averaging principle were considered
initially in [10], [11], [15], [17], [21], [22], [23] for differential equations on finite
dimensional spaces or manifolds. Their generalization on the case of equations on
arbitrary Banach spaces were considered in [1], where the right side of the equation
is the nonlinear perturbation of the generator of a compact C0 semigroup. See also
[2] for results in the case when A is a general single valued m-accretive operator.
In [6] the averaging principle were studied in the case when −A generates a C0
semigroup of contractions and F is a condensing map with respect to the Hausdorff
measure of noncompactness. Obtained results were used to study the periodic
solutions of the first order hyperbolic equations. The case of weakly damped wave
equation were studied in [4], while the fourth order beam equation were considered
in [5]. Generalization of the averaging principle for the equations where the right
side is the nonlinear perturbation of the family of generators of C0 semigroups
{A(t)}t≥0 is contained in [7]. It is also worth to note that the principle was used
in [3] to prove the existence of positive solutions for nonlinear parabolic equations.
Common feature of the results contained in these papers is the fact that they
cover only the case where the domain of F is exactly the space X0 = X . This raises
difficulties in applications because the broad class of partial differential equations
where derivatives are involved in the nonlinearity do not fit into this setting. The
class includes Cahn-Hilliard, Navier-Stokes and parabolic partial differential equa-
tions with nonlinearity depending on gradient (for more details see e.g. [8], [13]). In
this paper we overcome this problem and prove the new Krasnosel’skii type degree
formula and averaging principle for the class of differential equations, where A is
the sectorial operator and the domain of the nonlinearity F is any fractional space
Xα, where α ∈ [0, 1). As an application we provide the global continuation princi-
ple of T -periodic solutions and use it to prove the criterium for finding T -periodic
solutions for the second order nonlinear parabolic equations, where the gradient is
involved in nonlinearity. We remark that the order of the differential operator is
in this case irrelevant and the results can be similarly applied to equations with
higher order differential operators.
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Notation and terminology. Let A : X ⊃ D(A) → X be a linear operator on
a real Banach space X equipped with the norm ‖ · ‖. We say that A is sectorial
provided there are φ ∈ (0, pi/2), M ≥ 1 and a ∈ R, such that the sector
Sa,φ := {λ ∈ C | φ ≤ |arg (λ− a) ≤ pi, λ 6= a}
is contained in the resolvent set of A and furthermore
‖(λI −A)−1‖ ≤M/|λ− a| for λ ∈ Sa,φ.
It is well-known that −A is an infinitesimal generator of analytic semigroup which,
throughout this paper, will be denoted by {SA(t)}t≥0. The operator A is called
positive if ℜµ > 0 for any µ ∈ σ(A). It can be proved that, if A is positive and
sectorial, then given α ≥ 0 the integral
A−α :=
1
Γ(α)
∫ ∞
0
tα−1SA(t) dt.
is convergent in the uniform operator topology of the space L(X). Consequently
we can define the fractional space associated with A as the domain of the inverse
operator Xα := D(Aα). The space Xα endowed with the graph norm ‖x‖α :=
‖Aαx‖ is a Banach space, continuously embedded in X . We refer the reader to
[13], [14], [18] for more details on sectorial operators and fractional spaces.
2. Continuity and compactness properties of Cauchy problem
In this section we consider the following family of differential equations
u˙(t) = −Au(t) + F (s, t, u(t)), t > 0, (2.1)
where s ∈ [0, 1] is a parameter, A : X ⊃ D(A) → X is a sectorial operator with
compact resolvents on a Banach space X and F : [0, 1]× [0,+∞)×Xα → X is a
continuous map on fractional space Xα, α ∈ [0, 1), such that:
(F1) for every s ∈ [0, 1] and x ∈ Xα there is an open neighborhood V ⊂ Xα of x
and constant L > 0 such that for any x1, x2 ∈ V and t ∈ [0,+∞)
‖F (s, t, x1)− F (s, t, x2)‖ ≤ L‖x1 − x2‖α;
(F2) there is a continuous bounded function c : [0,+∞)→ [0,+∞) such that
‖F (s, t, x)‖ ≤ c(t)(1 + ‖x‖α) for s ∈ [0, 1], t ∈ [0,+∞), x ∈ X
α.
Definition 2.1. We say that a continuous map u : [0,+∞) → Xα is a (global)
mild solution of the equation 2.1 starting at x0 ∈ X
α, provided
u(t) = SA(t)x0 +
∫ t
0
SA(t− τ)F (s, τ, u(τ)) dτ for t ≥ 0.
In the following proposition we collect important facts concerning existence,
continuity and compactness for the mild solutions of the equation 2.1.
Proposition 2.2. Under the above assumptions the following assertions hold.
(a) For every s ∈ [0, 1] and x ∈ Xα, the equation 2.1 admits a unique mild
solution u( · ; s, x) : [0,+∞)→ Xα starting at x.
(b) If sequences (xn) in X
α and (sn) in [0, 1] are such that xn → x0 in Xα and
sn → s0 when n→ +∞, then given t ≥ 0,
u(t; sn, xn)→ u(t; s0, x0) as n→ +∞,
and this convergence is uniform on the bounded subsets of [0,+∞).
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(c) If t > 0 and Ω ⊂ Xα is a bounded set, then
{u(t; s, x) | s ∈ [0, 1], x ∈ Ω}
is a relatively compact subset of Xα.
Proof. The proof of point (a) is a consequence of [13, Theorem 3.3.3] and [13,
Corollary 3.3.5]. Points (b) and (c) are consequences of [16, Proposition 4.1]. 
In the paper we will also use the following technical lemma.
Lemma 2.3. Let (wn) in C([0,+∞), X) and (xn) in Xα be bounded sequences and
let un : [0,+∞)→ Xα be a map given by
un(t) := SA(t)xn +
∫ t
0
SA(t− τ)wn(τ) dτ for t ∈ [0,+∞).
Then the following assertions hold.
(i) The family of maps {un}n≥1 is equicontinuous on (0,+∞).
(ii) If (tn) in [a,+∞), where 0 < a < +∞, is a sequence such that tn → a as
n→ +∞, then the set {un(tn) | n ≥ 1} is relatively compact in Xα.
Before we start the proof of lemma, in the following proposition we collect useful
properties of fractional spaces that will be applied in this paper.
Proposition 2.4. The following assertions hold.
(a) SA(t)X ⊂ X
α for every t > 0.
(b) If x ∈ D(Aα) then SA(t)Aαx = AαSA(t)x for t ≥ 0.
(c) There are c > 0 and Mα > 0 such that
AαSA(t) ∈ L(X) and ‖A
αSA(t)‖ ≤Mαt
−αe−ct for t > 0.
(d) If β1, β2 ∈ R and γ := max(β1, β2, β1 + β2), then
Aβ1+β2x = Aβ1Aβ2x for x ∈ D(Aγ).
Proof. This is exactly [18, Theorem 2.6.13] and [18, Theorem 2.6.8]. 
Proof of Lemma 2.3. For the proof of point (a) see [16, Lemma 3.6]. To prove (b)
we show that V := {Aαun(tn) | n ≥ 1} is a relatively compact subset of X . Let us
take arbitrary ε > 0. By Proposition 2.4 (c) we have∥∥∥∥∫ t
t′
AαSA(t− τ)wn(τ) dτ
∥∥∥∥ ≤ ∫ t
t′
MαK
(t− τ)α
dτ = (1− α)MαK(t− t
′)1−α (2.2)
for 2a > t > t′ ≥ 0, where K = sup{‖wn(τ)‖ | n ≥ 1, τ ∈ [0, 2a]}. Hence there are
t0 ∈ (0, a) and n0 ≥ 1 such that∥∥∥∥∫ tn
t0
AαSA(tn − τ)wn(τ) dτ
∥∥∥∥ ≤ ε for n ≥ n0.
Let us observe that, for any n ≥ 1, one has
Aαun(tn) =SA(tn)A
αxn + SA(a− t0)
(∫ t0
0
AαSA(tn − a+ t0 − τ)wn(τ) dτ
)
+
∫ tn
t0
AαSA(tn − τ)wn(τ) dτ,
which, in view of 2.2, implies that
{Aαun(tn) | n ≥ n0} ⊂ SA(t0)D1 + SA(a− t0)D2 +B(0, ε),
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where B(0, ε) := {x ∈ X | ‖x‖ ≤ ε}, D1 := {S(tn − t0)Aαxn | n ≥ 1} and
D2 :=
{
SA(tn − a)
∫ t0
0
AαSA(t0 − τ)wn(τ) dτ
∣∣∣ n ≥ 1} .
Since (xn) is bounded in X
α, we see that D1 is bounded in X . Furthermore
2.2 implies that the set D2 is bounded in X as well. Hence the compactness of
the semigroup and the fact that ε > 0 is arbitrary small imply that the set V is
relatively compact in X . As we noted at the beginning of the proof, this proves
that {un(tn)}n≥1 is a relatively compact subset of X
α as desired. 
3. Krasnosel’skii type degree formula
In this section we consider the following differential equation
u˙(t) = −Au(t) + F (u(t)), t > 0 (3.1)
where A : X ⊃ D(A)→ X is a positive sectorial operator with compact resolvents
on a Banach space X and F : Xα → X , where α ∈ (0, 1), is a continuous map
such that assumptions (F1) and (F2) are satisfied. From Proposition 2.2 (a), it
follows that for every x ∈ Xα, the equation 3.1 admits a unique mild solution
u( · ;x) : [0,+∞)→ Xα, such that u(0;x) = x. Let Φt : X
α → Xα be the Poincare´
operator, given for any t > 0, by
Φt(x) := u(t;x) for x ∈ X
α.
Then Proposition 2.2 (b) and (c) imply that Φt : X
α → Xα is a completely con-
tinuous map for t > 0. After this comment, we are ready to provide the following
Krasnosel’skii type degree formula for perturbations of sectorial operators.
Theorem 3.1. Let us assume that U ⊂ Xα is an open bounded set such that
0 /∈ (−A+ F )(∂U ∩D(A)). Then there is t > 0 with the property that, if t ∈ (0, t],
then Φt(x) 6= x for x ∈ ∂U and
degLS(I − Φt, U) = degα(−A+ F,U).
Here degα is the topological degree for perturbations of sectorial operators.
(1)
In the proof we will use the following version of Theorem 3.1, where the nonlinear
perturbation is defined only on the space X .
Theorem 3.2. Let us consider the following differential equation
u˙(t) = −Au(t) +G(u(t)), t > 0
where G : X → X is a continuous map satisfying (F1) and (F2) (with α = 0) and
let us assume that Θt : X → X is the associated Poincare´ operator. If U ⊂ X is a
bounded open set such that −Ax+G(x) 6= 0 for x ∈ ∂U ∩D(A), then there is t > 0
with the property that, if t ∈ (0, t] then Θt(x) 6= x for x ∈ ∂U and
degLS(I −Θt, U) = degLS(I −A
−1G,U).
Proof. The theorem is a combination of [1, Theoem 4.5] and [1, Remark 4.8]. 
In the proof of Theorem 3.1 we will also use the following Volterra type inequality.
Lemma 3.3. Let us assume that α ∈ [0, 1), a ≥ 0, b > 0 and let φ : [0, T ) →
[0,+∞) be a continuous function such that
φ(t) ≤ a+ b
∫ t
0
1
(t− τ)α
φ(τ) dτ for t ∈ (0, T ).
(1) For the definition and properties see Appendix.
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Then there is a constant K(α, b, T ) dependent from α, b and T such that
φ(t) ≤ aK(α, b, T ) for t ∈ [0, T ).
Proof. For the proof see [8, Lemma 1.2.9]. 
Proof of Theorem 3.1. Step 1. Let us observe that there is ε0 > 0 such that
−Ax+ S(λε)F (x) 6= 0 for ε ∈ (0, ε0], λ ∈ [0, 1], x ∈ ∂U ∩D(A). (3.2)
Suppose, contrary to our claim, that there are sequences (εn) in (0, 1), (λn) in [0, 1]
and (xn) in ∂U ∩D(A) such that εn → 0+ as n→ +∞ and
−Axn + S(λnεn)F (xn) = 0 for n ≥ 1. (3.3)
Since the operator A is positive, by Proposition 2.4 (c), there is a constant M > 0
such that ‖SA(t)‖ ≤M for t ≥ 0. Then assumption (F2) implies that
‖xn‖1 = ‖Axn‖ = ‖S(λnεn)F (xn)‖ ≤ cM(1 + ‖xn‖α).
By the boundedness of U ⊂ Xα, we infer that the sequence (xn) is bounded in X1.
Since the inclusion X1 ⊂ Xα is compact (see [13, Theorem 1.4.8]), we deduce that
there is x0 ∈ ∂U such that xn → x0 in Xα. Writing the equation 3.3 in the form
xn −A
−1S(λnεn)F (xn) = 0 for n ≥ 1,
and letting n→∞ one has x0 −A−1F (x0) = 0, which contradicts the assumption.
Consequently, by the homotopy invariance (see Theorem 7.2 (D3)),
degα(−A+ S(ε)F,U) = degα(−A+ F,U) for ε ∈ (0, ε0]. (3.4)
Step 2. Let us consider the following family of initial value problems{
u˙(t) = −Au(t) + S(λ)F (u(t)), t > 0
u(0) = x ∈ Xα.
(3.5)
where λ ∈ [0, 1] is a parameter. Let us observe that the map (λ, x) 7→ S(λ)F (x),
defined on [0, 1]×Xα, satisfies assumptions (F1) and (F2). Therefore, by Proposi-
tion 2.2 (b) and (c), the Poincare´ operator Ψt : [0, 1]×U → Xα for the equation 3.5
is well-defined and completely continuous for every t ∈ (0,+∞). Given ε ∈ [0, 1],
let Ψεt : [0, 1]× U → X
α be defined by Ψεt (λ, x) := Ψt(λε, x). We claim that there
is ε1 ∈ (0, ε0] and t0 > 0 such that
Ψεt (λ, x) 6= x for ε ∈ (0, ε1], t ∈ (0, t0], λ ∈ [0, 1] and x ∈ ∂U. (3.6)
Indeed, suppose contrary to our claim that there are sequences (εn), (tn) in (0, 1),
(λn) in [0, 1] and (xn) in ∂U such that εn, tn → 0
+, λn → λ0 as n→ +∞ and
Ψεntn (λn, xn) = xn for n ≥ 1.
Fix a real number t1 ∈ (0,+∞) and let (kn) be the sequence of integers given by
kn := [t1/tn] + 1 for n ≥ 1. It is not difficult to see that kntn ≥ t1 and kntn → t1
as n→∞. If we put rn := kntn − t1, then
xn = Ψkntn(εnλn, xn) = Ψt1(εnλn,Ψrn(εnλn, xn)) for n ≥ 1.
In view of assumption (F2) and Lemma 3.3, the set {Ψrn(εnλn, xn)}n≥1 ⊂ X
α is
bounded, which along with the compactness of Ψt1 implies that the sequence (xn)
is relatively compact in Xα. Hence, there is a subsequence (xnl) of (xn) such that
xnl → x0 ∈ ∂U as l → ∞. Let us take an arbitrary t ∈ (0,+∞) and let (ml) be
the sequence of integers given by ml := [t/tnl ] + 1. Then mltnl ≥ t and mltnl → t
as l→∞. Furthermore
Ψmltnl (εnlλnl , xnl) = xnl for l ≥ 1. (3.7)
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Using Proposition 2.2 (b) and letting l → ∞ in 3.7 one has x0 = Ψt(0, x0). Since
t ∈ (0,+∞) is arbitrary, it implies that
x0 = SA(t)x0 +
∫ t
0
SA(t− τ)F (x0) dτ for t ∈ (0,+∞),
and, in particular,
x0 − SA(t)x0
t
=
1
t
∫ t
0
SA(t− τ)F (x0) dτ for t ∈ (0,+∞).
Letting t→ 0+ yields x0 ∈ ∂U ∩D(A) and −Ax0+F (x0) = 0, which is a contradic-
tion and the claim follows. Therefore using 3.6 together with homotopy invariance
of topological degree, one has
degLS(I − Φt, U) = degLS(I −Ψ
ε
t (0, · ), U) = degLS(I −Ψ
ε
t (1, · ), U), (3.8)
for every ε ∈ (0, ε1] and t ∈ (0, t0].
Step 3. Let us take ε ∈ (0, ε1] and define uε(t;x) := Ψεt (1, x) for t ∈ [0,+∞) and
x ∈ Xα. Then
uε(t;x) = SA(t)x +
∫ t
0
SA(t− τ)S(ε)F (uε(τ ;x)) dτ for t ∈ [0,+∞),
which together with Proposition 2.4 (a) and (b) gives
Aαuε(t;x) = SA(t)A
αx+
∫ t
0
SA(t− τ)A
αS(ε)F (A−αAαuε(τ ;x)) dτ (3.9)
for t ∈ [0,+∞). Let us consider the following initial value problem{
u˙(t) = −Au(t) +G(u(t)), t > 0
u(0) = x ∈ X,
(3.10)
where G : X → X is given by
G(x) := AαS(ε)F (A−αx) for x ∈ X.
It is not difficult to see that G is continuous and satisfies assumptions (G1) and
(G2) (with α = 0). Indeed, if x0 ∈ X then there is a neighborhood V ⊂ Xα of
A−αx0 and L > 0 such that
‖F (x)− F (y)‖ ≤ L‖x− y‖α for x, y ∈ V.
Proposition 2.4 (c) implies that AαS(ε) ∈ L(X) and there is Mα > 0 such that
‖AαS(ε)‖ ≤Mαε
−α.
It is not difficult to see that AαV is a neighborhood of x0 and, for any x, y ∈ AαV ,
‖G(x)−G(y)‖ = ‖AαS(ε)F (A−αx)−AαS(ε)F (A−αy)‖
≤Mαε
−α‖F (A−αx)− F (A−αy)‖
≤ LMαε
−α‖A−αx−A−αy‖α
= LMαε
−α‖x− y‖,
which proves that G is locally Lipschitz. Furthermore, using assumption (F2), gives
‖G(x)‖ = ‖AαS(ε)F (A−αx)‖ ≤Mαε
−α‖F (A−αx)‖
≤ cMαε
−α(1 + ‖A−αx‖α) = cMαε
−α(1 + ‖x‖),
for any x ∈ X and consequently G satisfies (F2). Let Θt : X → X be the Poincare´
operator associated with the equation 3.10.
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In view of the equation 3.9 and the uniqueness of solutions for 3.10 (see Propo-
sition 2.2 (a)), we infer that
AαΨεt (1, A
−αx) = Θt(x) for x ∈ X, t ∈ [0,+∞). (3.11)
Let us note that −Ax+G(x) 6= 0 for x ∈ ∂(AαU) ∩D(A). Otherwise there would
be x0 ∈ ∂(AαU) ∩D(A) such that −Ax0 +G(x0) = 0 and hence
−Ax0 +A
αS(ε)F (A−αx0) = 0. (3.12)
On the other hand, Theorem 2.4 (d) gives AαA−1x = Aα−1x = A−1Aαx for x ∈
D(A), which along with 3.12 implies that y0 = A
−αx0 ∈ ∂U ∩D(A) and
−Ay0 + S(ε)F (y0) = 0,
contrary to 3.2. Therefore, assumptions of Theorem 3.2 are satisfied and there is
t ∈ (0, t0] with the property that, if t ∈ (0, t] then Θt(x) 6= x for x ∈ ∂(AαU) and
degLS(I −Θt, A
αU) = degLS(I −A
−1G,AαU). (3.13)
In view of 3.11 this implies that Ψεt (1, x) 6= x for t ∈ (0, t], x ∈ ∂U and
degLS(I −Ψ
ε
t (1, · ), U) = degLS(I − Θt, A
αU). (3.14)
Combining 3.8, 3.14 and 3.13, we infer that, for any t ∈ (0, t]
degLS(I − Φt, U) = degLS(I −A
−1G,AαU)
= degLS(I −A
α−1S(ε)F (A−α · ), AαU).
(3.15)
On the other hand, from 3.4 it follows that
degLS(I −A
α−1S(ε)F (A−α · ), AαU) = degLS(I −A
−1S(ε)F,U)
= degα(−A+ S(ε)F,U)
= degα(−A+ F,U),
for ε ∈ (0, ε1], which together with 3.15 imply that
degLS(I − Φt, U) = degα(−A+ F,U) for t ∈ (0, t]
and the proof is completed. 
4. Averaging principle for perturbations of sectorial operators
Let us consider the following family of differential equations
u˙(t) = −λAu(t) + λF (t, u(t)), t > 0 (4.1)
where λ ∈ [0, 1] is a parameter, A : X ⊃ D(A)→ X is a positive sectorial operator
with compact resolvents and F : [0,+∞) × Xα → X , α ∈ (0, 1), is a continuous
map satisfying (F1), (F2) and the following assumption
(F3) there is T > 0 such that F (t+ T, x) = F (t, x) for t ∈ [0,+∞), x ∈ Xα.
It can be easily seen that for any λ ∈ (0, 1], the operator λA is also sectorial and
ℜσ(λA) = λℜσ(A) > 0.
By Proposition 2.2 (a), for any λ ∈ (0, 1] and x ∈ Xα there is a unique mild
solution u( · ;λ, x) : [0,+∞) → Xα of the equation 4.1 such that u(0;λ, x) = x.
Given λ ∈ (0, 1] and t ∈ [0,+∞), define the Poincare´ operator Φλt : X
α → Xα by
Φλt (x) := u(t;λ, x) for x ∈ X
α.
From Proposition 2.2 (b) and (c) it follows easily that ΦλT is completely continuous.
Now we are ready to prove the following the averaging principle, which is an effective
topological tool to study the existence of T -periodic solutions.
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Theorem 4.1. (Averaging principle) If U ⊂ Xα is an open bounded set such that
0 /∈ (−A + F̂ )(∂U ∩ D(A)), then there is λ0 > 0 such that if λ ∈ (0, λ0] then
ΦλT (x) 6= x for x ∈ ∂U and
degLS(I − Φ
λ
T , U) = degα(−A+ F̂ , U).
Proof. Step 1. Let us consider the following family of equations
v˙(t) = −λAv(t) + λF˜ (µ, t, v(t)) na [0,+∞) (4.2)
where λ ∈ [0, 1] is a parameter and F˜ : [0, 1]× [0,+∞)×Xα → X is given by
F˜ (µ, t, x) = µF (t, x) + (1− µ)F̂ (x) for µ ∈ [0, 1], t ∈ [0,+∞), x ∈ Xα.
It is not difficult to see that F˜ satisfies assumptions (F1) and (F2). Indeed, if
x0 ∈ Xα then there are a neighborhood V ⊂ Xα of x0 and L > 0 such that
‖F (t, x)− F (t, y)‖ ≤ L‖x− y‖α for t ∈ [0, T ], x, y ∈ V.
It follows that, for any µ ∈ [0, 1] and x, y ∈ V , one has
‖F˜ (µ, t, x)− F˜ (µ, t, y)‖ = ‖µF (t, x)− µF (t, y) + (1− µ)F̂ (x) − (1− µ)F̂ (y)‖
≤ µ‖F (t, x)− F (t, y)‖+ (1 − µ)‖F̂ (x) − F̂ (y)‖
≤ L‖x− y‖α +
1
T
∫ T
0
‖F (τ, x)− F (τ, y)‖ dτ
≤ 2L‖x− y‖α,
which proves that F˜ satisfies assumption (F1). In order to show that (F2) holds,
observe that for any t ∈ [0,+∞), µ ∈ [0, 1] and x ∈ Xα
‖F˜ (µ, t, x)‖ = ‖µF (t, x) + (1− µ)F̂ (x)‖ ≤ µ‖F (t, x)‖ + (1− µ)‖F̂ (x)‖
≤ c(t)(1 + ‖x‖α) +
1
T
∫ T
0
c(τ)(1 + ‖x‖α) dτ
= c0(t)(1 + ‖x‖α),
where c0(t) :=
(
c(t) + 1
T
∫ T
0
c(τ) dτ
)
for t ∈ [0,+∞). This proves that (F2) holds.
Step 2. Let us observe that from Step 1 and Proposition 2.2 (a) it follows that, for
any x ∈ Xα, λ ∈ [0, 1] and µ ∈ [0, 1], there is a unique mild solution v( · ;λ, µ, x) :
[0,+∞)→ Xα of the equation 4.2 such that v(0;λ, µ, x) = x. If ΨλT : [0, 1]×X
α →
Xα is the associated Poincare´ operator, then Proposition 2.2 (b) and (c) prove that
ΨλT is a completely continuous map. We show that there is λ1 > 0 such that
ΨλT (µ, x) 6= x for λ ∈ (0, λ1], µ ∈ [0, 1] and x ∈ ∂U.
Suppose, contrary to our claim, that there are sequences (λn) in (0, 1), (µn) in [0, 1],
(xn) in ∂U such that λn → 0+, µn → µ0 as n→ +∞ and
ΨλnT (µn, xn) = xn for n ≥ 1. (4.3)
Given n ≥ 1, let us define vn := v( · ;λn, µn, xn) and observe that the set
E := {F˜ (µn, τ, vn(τ)) | τ ∈ [0, T ], n ≥ 1} (4.4)
is bounded in X . Indeed, by Proposition 2.4 (c), there are M,Mα > 0 such that
‖SA(t)‖ ≤M, ‖A
αSA(t)‖ ≤Mα/t
α for t > 0. (4.5)
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If R > 0 is such that ‖xn‖α ≤ R for n ≥ 1, then
‖vn(t)‖α ≤ ‖SA(λnt)A
αxn‖+ λn
∫ t
0
‖AαSA(λn(t− τ))‖‖F˜ (µn, τ, vn(τ))‖ dτ
≤M‖xn‖α + λ
1−α
n
∫ t
0
Mα
(t− τ)α
‖F˜ (µn, τ, vn(τ))‖ dτ
≤MR+
∫ t
0
Mα
(t− τ)α
c0(τ)(1 + ‖vn(τ)‖α) dτ
≤MR+
KMα
1− α
T 1−α +
∫ t
0
KMα
(t− τ)α
‖vn(τ)‖α dτ,
where K := supτ∈[0,T ] c0(τ). Hence, by Lemma 3.3, we infer that there is C > 0
such that ‖vn(t)‖α ≤ C for t ∈ [0, T ] and n ≥ 1. Consequently
‖F˜ (µn, τ, vn(τ))‖ ≤ c0(τ)(1 + ‖vn(τ)‖α) ≤ K(1 + C) for s ∈ [0, T ], n ≥ 1,
which implies that the set 4.4 is bounded. Let us write 4.3 in the following form
xn = vn(T ) = SA(λnT )xn + λn
∫ T
0
SA(λn(T − τ))F˜ (µn, τ, vn(τ)) dτ. (4.6)
We claim that
vn(t) = vn(t+ T ) for t ∈ [0,+∞). (4.7)
Indeed, using the fact that F˜ is T -periodic, one has
vn(t+ T ) = SA(λnt)vn(T ) + λn
∫ t+T
T
SA(λn(t+ T − τ))F˜ (µn, τ, vn(τ)) dτ
= SA(λnt)xn + λn
∫ t
0
SA(λn(t− τ))F˜ (µn, τ + T, vn(τ + T )) dτ
= SA(λnt)xn + λn
∫ t
0
SA(λn(t− τ))F˜ (µn, τ, vn(τ + T )) dτ.
This implies that the map vn( · +T ) : [0,+∞)→ Xα is a mild solution of the equa-
tion 4.2 starting at xn and consequently 4.7 follows from Proposition 2.2 (a). There-
fore, combining 4.3 and 4.7 yields xn = vn(T ) = vn(kT ), which by the Duhamel
formula gives
xn = SA(λnkT )xn + λn
∫ kT
0
SA(λn(kT − τ))F˜ (µn, τ, vn(τ)) dτ. (4.8)
Let (kn) be the sequence of integers given by
kn := [1/(2λn)] + 1 for n ≥ 1.
It is not difficult to see that the sequence tn := knλnT is such that tn ≥ T/2 and
tn → T/2 as n→ +∞. Let us write the formula 4.8 in the following form
xn = SA(λnknT )xn +
∫ λnknT
0
SA(λnknT − τ)F˜ (µn, τ/λn, vn(τ/λn)) dτ
= SA(tn)xn +
∫ tn
0
SA(tn − τ)F˜ (µn, τ/λn, vn(τ/λn)) dτ.
(4.9)
Let us consider the sequence of maps wn(τ) := F˜ (µn, τ/λn, vn(τ/λn)) for τ ≥ 0.
From 4.7 and assumption (F3) we infer that
{wn(τ) | n ≥ 1, τ ∈ [0,+∞)} = {F˜ (µn, τ/λn, vn(τ/λn)) | τ ∈ [0,+∞), n ≥ 1}
⊂ {F˜ (µn, τ, vn(τ)) | τ ∈ [0, T ], n ≥ 1} = E.
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As it was proved in 4.4, the set E is bounded in X , which implies that the sequence
(wn) is bounded in the space C([0,+∞), X). In view of 4.9 and Lemma 2.3 (ii)
applied for a := T/2, we infer that the sequence (xn), contained in ∂U , is relatively
compact in Xα. Therefore, without loss of generality, we can suppose that there is
x0 ∈ ∂U such that xn → x0 as n→ +∞. Let us take arbitrary t ∈ [0, T ]. By 4.5
‖wn(t)− xn‖α ≤ ‖SA(λnt)A
αxn −A
αxn‖+ λn
∫ t
0
‖AαSA(λnt− λnτ)F˜ (µn, τ, wn(τ))‖ dτ
≤ ‖SA(λnt)A
αxn −A
αxn‖+ λ
1−α
n
∫ t
0
Mα(t− τ)
−α‖F˜ (µn, τ, wn(τ))‖ dτ
≤ ‖SA(λnt)A
αxn −A
αxn‖+ λ
1−α
n
∫ t
0
KMα(t− τ)
−α dτ
≤ ‖SA(λnt)A
αxn −A
αxn‖+
KMα
1− α
λ1−αn T
1−α,
where K := sup{‖F˜ (µn, τ, wn(τ))‖ | τ ∈ [0, T ], n ≥ 1}. This in turn, implies that
(wn) converges in uniformly on [0, T ] to a constant function identically equal to x0.
If we write 4.6 in the following form
xn − SA(λnT )xn
λnT
=
1
T
∫ T
0
SA(λn(T − τ))F˜ (µn, τ, wn(τ)) dτ,
then, by the standard properties of C0 semigroups
A
(∫ λnT
0 SA(τ)xn dτ
λnT
)
=
1
T
∫ T
0
SA(λn(T − τ))F˜ (µn, τ, wn(τ)) dτ. (4.10)
It is not difficult to see that∫ λnT
0
SA(τ)xn dτ
λnT
→ x0 as n→∞. (4.11)
Since wn(t)→ x0 uniformly on [0, T ], the sequence of maps
τ 7→ SA(λn(T − τ))F˜ (µn, τ, wn(τ))
converges uniformly on [0, T ] to the map τ 7→ F˜ (µ0, τ, x0). Therefore
1
T
∫ T
0
SA(λn(T − τ))F˜ (µn, τ, un(τ)) dτ →
1
T
∫ T
0
F˜ (µ0, τ, x0) dτ = F̂ (x0) (4.12)
as n→∞. Combining 4.10, 4.11, 4.12 and using the fact that A is a closed operator,
we infer that x0 ∈ D(A) and −Ax0 + F̂ (x0) = 0. This is a contradiction because
x0 ∈ ∂U ∩D(A) and the assertion of Step 2 is proved.
Step 3. By Step 2 and the homotopy invariance of topological degree
degLS(I − Φ
λ
T , U) = degLS(I −Ψ
λ
T (1, · ), U) = degLS(I −Ψ
λ
T (0, · ), U) (4.13)
for λ ∈ (0, λ1]. Since ΨλT (0, · ) is the Poincare´ operator for the autonomous equation
4.2 with µ = 0, one has
ΨλT (0, x) = Ψ
1
λT (0, x) for x ∈ X
α. (4.14)
Hence, Theorem 3.1 implies the existence of λ0 ∈ (0, λ1] such that, if λ ∈ (0, λ0]
then Ψ1λT (0, x) 6= x for x ∈ ∂U and
degLS(Ψ
1
λT (0, ·), U) = degα(−A+ F̂ , U). (4.15)
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Combining 4.13, 4.14 and 4.15, we deduce that, if λ ∈ (0, λ0] then
degLS(I − Φ
λ
T , U) = degLS(I −Ψ
λ
T (0, ·), U) = degLS(I − deg(Ψ
1
λT (0, ·), U))
= degα(−A+ F̂ , U)
and the proof of theorem is completed. 
5. Global continuation principle
In this section we will consider differential equation of the following form
u˙(t) = −Au(t) + F (t, u(t)), t > 0. (5.1)
where A : X ⊃ D(A) → X is a positive sectorial operator with compact resolvent
and F : [0,+∞) × Xα → X , α ∈ (0, 1), is a continuous map satisfying assump-
tions (F1)− (F3). Using the averaging principle for the perturbations of sectorial
operators, that was obtain in the previous section, we derive the following global
continuation principle, that is an effective criterion for the existence of T -periodic
solutions for the equation 5.1.
Theorem 5.1. (Global continuation principle) Let us consider the family of bounded
linear operators {F∞(t) : X
α → X}t≥0 such that the map t 7→ F∞(t) ∈ L(X
α, X)
is T -periodic, continuous on [0,+∞) and
lim
‖x‖α→+∞
‖F (t, x)− F∞(t)x‖
‖x‖α
= 0 uniformly for t ∈ [0, T ]. (5.2)
If the parameterized linear problem{
u˙(t) = λ(A + F∞(t))u(t), t ∈ [0,+∞)
u(0) = u(T )
(5.3)
does not admit nontrivial solution for any λ ∈ (0, 1] and Ker(Â+ F̂∞) = {0}, then
the equation 5.1 admits a T -periodic mild solution.
Proof. Step 1. Let us start with the claim that there is R0 > 0 such, that for any
λ ∈ (0, 1], the equation 4.1 does not admit T -periodic solutions starting from the
set {x ∈ Xα | ‖x‖α ≥ R0}. Otherwise there would be sequences (λn) in (0, 1]
and (un) in X
α such that un is a T -periodic solution of 4.1 and ‖un‖α → +∞ as
n→ +∞. Let us define the sequence of maps Fn : [0,+∞)×Xα → X by
Fn(t, x) := ‖un‖
−1
∞ F (t, ‖un‖∞x) for t ∈ [0,+∞), x ∈ X
α,
where ‖un‖∞ := supt∈[0,+∞) ‖un(t)‖α. Then, by the Duhamel formula,
vn(t) = SA(λnt)xn + λn
∫ t
0
SA(λn(t− τ))Fn(τ, vn(τ)) dτ (5.4)
where vn(t) := un(t)/‖un‖∞ and xn := un(0)/‖un‖∞. By assumption (F2),
‖Fn(t, vn(t))‖ = ‖‖un‖
−1
∞ F (t, ‖un‖∞vn(t))‖
≤ ‖un‖
−1
∞ c(t)(1 + ‖un‖∞‖vn(t)‖α)
≤ K1K2 +K1 := K for n ≥ 1, t ∈ [0,+∞),
(5.5)
where K1 := supτ∈[0,+∞) c(τ) and K2 := supn≥1 ‖un‖
−1
∞ . Passing if necessary to a
subsequence, we can assume that there is λ0 ∈ [0, 1] such that λn → λ0 as n→ +∞.
Case A. Suppose that λ0 ∈ (0, 1]. From the equation 5.4, it follows that
vn(t) = SA(λnt)xn +
∫ tλn
0
SA(λnt− τ)Fn(τ/λn, vn(τ/λn)) dτ for t ≥ 0
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which together with Lemma 2.3 (i) and 5.5 imply that the family {vn( · /λn)}n≥1
is equicontinuous on (0,+∞). Since (λn) is contained in (0, 1] and λ0 6= 0, we
infer that the family {vn}n≥1 is also equicontinuous at each point of the interval
(0,+∞). Furthermore, given t ∈ (0,+∞), we use 5.5 and we apply Lemma 2.3 (ii)
with tn := λnt to obtain relative compactness of the sequence (vn(t)) in X
α. Since
vn is T -periodic, the sequence of maps (vn), restricted to the interval [0, T ], satisfies
assumptions of Ascoli-Arzela Theorem and therefore contains a subsequence that is
convergent in C([0, T ], Xα). Without loss of generality we can assume that there is
continuous T -periodic v0 : [0,+∞)→ Xα such that vn → v0 uniformly on [0,+∞).
Since ‖vn‖∞ = 1 for n ≥ 1, one has ‖v0‖∞ = 1. Let us observe that, by the
equation 5.4
vn(t) = SA(λnt)xn + λn
∫ t
0
SA(λn(t− τ))(Fn(τ, vn(τ)) − F∞(τ)vn(τ)) dτ
+ λn
∫ t
0
SA(λn(t− τ))F∞(τ)vn(τ) dτ for t ≥ 0.
(5.6)
From 5.2, we infer that, given ε > 0 there is mε > 0 such that ‖F (t, x)−F∞(t)x‖ ≤
ε‖x‖α +mε for t ∈ [0,+∞) and x ∈ Xα. Therefore
‖Fn(t, vn(t)) − F∞(t)vn(t)‖ = ‖‖un‖
−1
∞ F (t, ‖un‖∞vn(t))− F∞(t)vn(t)‖
≤ ‖un‖
−1
∞ (ε‖un‖∞‖vn(t)‖α +mε)
≤ ε+mε/‖un‖
−1
∞ for n ≥ 1, t ∈ [0,+∞).
Since ε > 0 is arbitrary, we deduce that
‖Fn(t, vn(t))− F∞(t)vn(t)‖ → 0 as n→ +∞, uniformly for t ≥ 0.
Combining this with 5.6 implies that
v0(t) = SA(λ0t)x0 + λ0
∫ t
0
SA(λ0(t− τ))F∞(τ)v0(τ) dτ for t ∈ [0,+∞),
which is a contradiction because the T -periodic problem 5.3 does not admit non-
trivial solutions.
Case B. Suppose that λ0 = 0. Since, for any n ≥ 1, the map un is T -periodic
xn = SA(kTλn)xn +
∫ kTλn
0
SA(kTλn− s)Fn(s/λn, vn(s/λn)) ds for n, k ∈ N.
For any n ≥ 1 take kn := [
1
2λn
]. Then tn := knTλn → T/2 as n → +∞. From
Lemma 2.3 (ii) and 5.5, it follows that (xn) is a relatively compact sequence and
therefore, without loss of generality, we can assume that there is x0 ∈ Xα such that
xn → x0 as n→ +∞. Hence, by 5.4
‖vn(t)− xn‖α = ‖SA(λnt)xn − xn‖α + λn
∫ t
0
‖AαSA(λn(t− τ))Fn(τ, vn(τ))‖ dτ
≤ ‖SA(λnt)xn − xn‖α + λ
1−α
n
∫ t
0
KMα(t− τ)
−α dτ
≤ ‖SA(λnt)xn − xn‖α +
KMα
1− α
λ1−αn T
1−α for t ∈ [0, T ],
where K is the constant from 5.5 and Mα is the constant from 4.5. Therefore
vn(t)→ x0 as n→ +∞, uniformly for t ∈ [0, T ]. (5.7)
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Furthermore ‖x0‖α = limn→+∞ ‖vn‖∞ = 1. Let us write the Duhamel formula 5.4
in the following form
xn − SA(λnT )xn
λnT
=
1
T
∫ T
0
SA(λn(T − τ))(Fn(τ, vn(τ)) − F∞(τ)vn(τ)) dτ
+
1
T
∫ T
0
SA(λn(T − τ))F∞(τ)vn(τ) dτ.
Proceeding as in the Case A, we can prove that
‖Fn(t, vn(t))− F∞(t)vn(t)‖ → 0 as n→ +∞, uniformly for t ≥ 0.
Combining this with 5.7, we infer that
1
T
∫ T
0
SA(λn(T − τ))(Fn(τ, vn(τ)) − F∞(τ)vn(τ)) dτ → 0 and
1
T
∫ T
0
SA(λn(T − τ))F∞(τ)vn(τ) dτ →
1
T
∫ T
0
F∞(τ)x0 dτ as n→ +∞.
Therefore, similar reasoning as in the Step 2 of the proof of Theorem 4.1 leads to
−Ax0 + F̂∞(x0) = 0 which contradicts the assumption because ‖x0‖α = 1. Hence
the claim is proved.
Step 2. Let us define the homotopy H : [0, T ]×Xα × [0, 1]→ X by
H(t, x, λ) :=
{
λF (t, λ−1x) for t ∈ [0, T ], x ∈ Xα, λ ∈ [0, 1],
F∞(t)x for t ∈ [0, T ], x ∈ X
α, λ = 0.
It is not difficult to check that H is a continuous map. We claim that there is
R1 > R0 such that
−Ax+ Ĥ(x, λ) 6= 0 for λ ∈ [0, 1] and x ∈ D(A) with ‖x‖α ≥ R1. (5.8)
Otherwise there are sequences (λn) in [0, 1] and (xn) in X
α such that −Axn +
Ĥ(xn, λn) = 0 and ‖xn‖α → +∞ as n → +∞. Let us denote zn := xn/‖xn‖α.
If λn = 0 for some n ≥ 1, then zn = A−1F̂∞zn which is a contradiction with the
assumption of theorem. If (λn) is contained in (0, 1], then
zn = A
−1(λ−1n ‖xn‖α)
−1F̂ (λ−1n ‖xn‖αzn) for n ≥ 1. (5.9)
Let us note that assumption 5.2 gives
lim
‖x‖α→+∞
‖F̂ (x) − F̂∞x‖
‖x‖α
= 0. (5.10)
On the other hand, if we denote ρn := λ
−1
n ‖xn‖α, then ρn → +∞ as n → +∞.
Therefore, using 5.9 and 5.10, we infer that
‖Aαzn −A
−1+αF̂∞zn‖ = ‖ρ
−1
n A
−1+αF̂ (ρnzn)−A
−1+αF̂∞zn‖
≤ ‖A−1+α‖‖F̂ (ρnzn)− F̂∞(ρnzn)‖/ρn → 0 as n→ +∞.
(5.11)
Let us observe that, by [13, Theorem 1.4.8], the operator A−1+α : X → X is
compact. Combining this fact with 5.11, implies that the sequence (zn) is relatively
compact in Xα. Without loss of generality we can assume that zn → z0 for some
z0 ∈ Xα with ‖z0‖α = 1. Since
‖zn −A
−1F̂∞zn‖α = ‖A
αzn −A
−1+αF̂∞zn‖ for n ≥ 1,
using 5.11 again, we have z0 = A
−1F̂∞(z0), contrary to assumption of the theorem.
Therefore 5.8 follows.
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Step 3. Write B(0, R1) := {x ∈ Xα | ‖x‖α < R1}. By Step 2, homotopy invariance
of topological degree (see Theorem 7.2) and 7.1 (with µ = 0) we infer that
degα(−A+ F̂ , B(0, R1)) = degα(−Ax+ Ĥ( · , 1), B(0, R1))
= degα(−Ax+ Ĥ( · , 0), B(0, R1))
= degα(−A+ F̂∞, B(0, R1))
= degLS(I −A
−1F̂∞, B(0, R1)) = ±1,
where the last equality follows from the fact that the linear operator A−1F̂∞ :
Xα → Xα is compact and has trivial kernel. By Theorem 4.1, there is λ0 ∈ (0, 1)
such that, if λ ∈ (0, λ0], then Φ
λ
T (x) 6= x for x ∈ ∂U and
degLS(I − Φ
λ
T , U) = degα(−A+ F̂ , U) = ±1. (5.12)
By Step 1 and homotopy invariance of Leray-Schauder degree, one has
degLS(I − Φ
1
T , U) = degLS(I − Φ
λ0
T , U).
Combining this with 5.12 we infer that degLS(I −Φ1T , U) = ±1, which implies that
the equation 5.1 admits a T -periodic solution as claimed. 
6. Applications
In this section we provide applications of the obtained abstract results to par-
ticular partial differential equations. We will assume that Ω ⊂ Rn, n ≥ 1, is an
open bounded set with the boundary ∂Ω of class C1. Let us consider the following
partial differential equation
ut = −Au+ f(t, x, u,∇u), t > 0, x ∈ Ω, (6.1)
where A is a differential operator of the following form
Au¯(x) = −
n∑
i,j=1
Dj(aij(x)Diu¯(x)) for u¯ ∈ C
1(Ω),
where the coefficients aij are of class C
1(Ω) and∑
1≤i,j≤n
aij(x)ξ
iξj ≥ c0|ξ|
2 for x ∈ Ω, ξ ∈ Rn, where c0 > 0. (6.2)
Furthermore we assume that f : [0,+∞)× Ω × R × Rn → R is a continuous map
such that the following conditions hold:
(E1) there is a constant L > 0 such that, if t ∈ [0,+∞) and x ∈ Ω, then
|f(t, x, s1, y1)− f(t, x, s2, y2)| ≤ L(|s1 − s2|+ |y1 − y2|)
for s1, s2 ∈ R and y1, y2 ∈ Rn;
(E2) there is a continuous function m : [0,+∞)→ [0,+∞) such that
|f(t, x, s, y)| ≤ m(t)(1 + |s|),
for t ∈ [0,+∞), x ∈ Ω, s ∈ R and y ∈ Rn;
(E3) there is T > 0 such that for any s ∈ R, y ∈ Ω and y ∈ Rn one has
f(t+ T, x, s, y) = f(t, x, s, y) for t ∈ [0,+∞);
(E4) there is a T -periodic continuous function f∞ : [0,+∞)→ R such that
lim
|s|→+∞
f(t, x, s, y)/s = f∞(t)
uniformly for t ∈ [0,+∞), x ∈ Ω and y ∈ Rn.
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Let us introduce the abstract framework for the equation 6.1. To this end, we denote
X := Lp(Ω), for p ≥ 2, and define the operator Ap : X ⊃ D(Ap)→ X by
D(Ap) :=W
2,p(Ω) ∩W 1,p0 (Ω), Apu¯ := Au¯ for u¯ ∈ D(Ap).
Then, it is known (see e.g. [8], [18], [19]) that Ap is a positive sectorial operator
with compact resolvent. If we denote Xα := D(Aαp ), for some α ∈ (1/2, 1), then
[13, Theorem 1.6.1] implies that Xα ⊂ W 1,p(Ω) and the inclusion is continuous.
Hence we can define F : [0,+∞)×Xα → X as a map given, for any u¯ ∈ Xα, by
F (t, u¯)(x) := f(t, x, u¯(x),∇u¯(x)) for t ∈ [0,+∞), x ∈ Ω.
We call F the Nemitskii operator associated with f . Simple calculations shows
that F is well-defined, continuous and furthermore, assumptions (E1)− (E3) imply
that conditions (F1), (F2) and (F3) are satisfied. Now, we are ready to write the
equation 6.1 in the following abstract form
u˙(t) = −Apu(t) + F (t, u(t)), t > 0. (6.3)
We prove the following theorem.
Theorem 6.1. If assumptions (E1)− (E4) are satisfied and the number
f̂∞ :=
1
T
∫ T
0
f∞(τ) dτ
is such that
{
f̂∞ + yi | y ∈ R
}
∩ σ(Ap) = ∅, then the equation 6.3 admits a T -
periodic mild solution.
Proof. We intend to verify the assumptions of Theorem 5.1. Given t ∈ [0,+∞), let
us define F∞(t) : X
α → X by
(F∞(t)u)(x) = f∞(t)u(x) for a.a. x ∈ Ω.
First we prove that
lim
‖u‖α→+∞
‖F (t, u)− F∞(t)u‖
‖u‖α
= 0 uniformly for t ∈ [0,+∞). (6.4)
To this end let (tn) in [0,+∞) and (un) in Xα be sequences such that ‖un‖α → +∞
as n → +∞. Given n ≥ 1, define zn := un/‖un‖α. Since, by [13, Theorem 1.4.8],
the inclusion Xα ⊂ X is compact, there is a subsequence (znk) together with
functions z0, g ∈ L
p(Ω) such that znk → z0 in L
p(Ω), znk(x)→ z0(x) for a.a. x ∈ Ω
and |znk(x)| ≤ g(x) for k ≥ 1. If we denote
Ck(x) := µ
−1
nk
f(tnk , x, µnkznk(x), µnk∇znk(x)) − f∞(tnk)znk(x)
where µn := ‖un‖α, then, from assumptions (E2) and (E4), one has
|Ck(x)|
p → 0 for a.e. x ∈ Ω, as k → +∞. (6.5)
Furthermore, by assumption (E2), we infer that
|Ck(x)|
p ≤ (K1(K2 + g) +K3g)
p a.e. on x ∈ Ω,
where K1 := supt∈[0,T ]m(t), K2 := supn≥1 µ
−1
n and K3 := supt∈[0,T ] |f∞(t)|. Com-
bining this inequality with 6.5 gives 6.4 as desired. Furthermore, we see that
ker(−Ap + F̂∞) = ker(−Ap + f̂∞I) = {0}
as f̂∞ 6∈ σ(Ap). Therefore, it remains to show that if λ ∈ (0, 1], then the problem{
u˙(t) = λ(−Ap + F∞(t))u(t), t ∈ [0,+∞)
u(0) = u(T )
(6.6)
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does not admit nontrivial mild solutions. On the contrary, suppose that there is
λ ∈ (0, 1] and a nontrivial T -periodic mild solution u for the equation 6.6. It is not
difficult to check by direct calculations that
u(t) = exp
(∫ t
0
λf∞(τ) dτ
)
SλAp(t)u(0) for t ≥ 0
and therefore, by T -periodicity,
e−λT f̂∞u(0) = exp
(
−λ
∫ T
0
f∞(τ) dτ
)
u(0) = SλAp(T )u(0).
Hence, from [14, Theorem 16.7.2] (see also [9, Corollary 3.8]), it follows that (2)
u(0) ∈ lin
⋃
k∈Z
ker
((
f̂∞ +
2kpi
λT
i
)
I −Ap
)
. (6.7)
Since u is nontrivial, we have in particular that u(0) 6= 0 and hence, there is k ∈ Z
such that f̂∞ +
2kpi
λT
i is an eigenvalue of Ap. But this contradicts the hypotheses
and consequently 6.6 does not admit nontrivial mild solutions. Therefore the as-
sumptions of Theorem 5.1 are satisfied and the equation 6.1 admits a T -periodic
mild solution as desired. 
7. Appendix
In this section we briefly provide a construction and important properties of the
topological degree for perturbations of sectorial operators that we exploit in the
previous sections. Although the following definition is convenient from the point of
view of our studies, the topological degree for perturbations of sectorial operators is
actually a special case of the Mawhin’s coincidence degree for an abstract operator
which is the sum of a Fredholm linear map of index zero and a nonlinear mapping
equipped with some compactness properties. For more details on this framework,
we refer the reader to [12], [20].
Definition 7.1. Given a Banach space X and α ∈ (0, 1), the class of admissible
operators is the set A(α,X) which consists of the maps −A+ F : U ∩D(A) → X
with the following properties:
• A is a positive sectorial linear operator and with compact resolvents,
• the map F : Xα → X is continuous and bounded, that is, F (V ) is a
bounded subset in X for every bounded subset V ⊂ Xα,
• the set U ⊂ Xα is open bounded and −Ax+F (x) 6= 0 for x ∈ ∂U ∩D(A).
Let −A + F : D(A) ∩ U → X be a map of class A(α,X) for some α ∈ (0, 1).
Since A is positive, there is constant ω > 0 such that (−ω,+∞) ⊂ ρ(A). Given
arbitrary µ ∈ (−ω,+∞) ⊂ ρ(−A), we define the topological degree for perturbations
of sectorial operators by
degα(−A+ F,U) := degLS(I − iα(µI +A)
−1(µI + F ), U), (7.1)
where iα : X
1 → Xα is the continuous inclusion and degLS is a Leray-Schauder
topological degree. It can be proved that this definition is correct and independent
of the choice of the parameter µ ∈ (−ω,+∞).
In the following theorem we collect the expected properties of the map degα.
For the proof we refer the reader to [12], [20].
(2) For K ⊂ X, by linK we denote the closure of the linear space spanned on the set K.
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Theorem 7.2. The topological degree degα admits the following properties.
(D1) (Existence) If degα(−A+ F,U) 6= 0 then −Ax+ F (x) = 0 for some x ∈ U .
(D2) (Additivity) Let −A + F : U ∩ D(A) → X be an admissible map and let
U1, U2 ⊂ U be disjoint open sets such that
{x ∈ U ∩D(A) | −Ax+ F (x) = 0} ⊂ U1 ∪ U2.
Then degα(−A+ F,U) = degα(−A+ F,U1) + degα(−A+ F,U2).
(D3) (Homotopy invariance) Let F : [0, 1] × Xα → X, where α ∈ (0, 1), be a
continuous map, transforming bounded sets in [0, 1]×Xα onto bounded sets
in X. If U ⊂ Xα is an open bounded set such that −Ax + F (λ, x) 6= 0 for
λ ∈ [0, 1] and x ∈ ∂U ∩D(A), then
degα(−A+ F (0, · ), U) = degα(−A+ F (1, · ), U).
(D4) (Normalization) Let A : X ⊃ D(A)→ X be a positive sectorial operator with
compact resolvents. If x0 ∈ A(U∩D(A)), then the map −A+x0 : U∩D(A)→
X is admissible and degα(−A+ x0, U) = 1.
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