The exploration of how we as human beings react to the world and interact with it and each other remains one of the greatest scientific challenges. The ability to recognize emotional states of a person perhaps the most important for successful inter-personal social interaction. Automatic emotional speech recognition system can be characterized by the used features, the investigated emotional categories, the methods to collect speech utterances, the languages, and the type of classifier used in the experiments. In this paper, we used SVM and NN classifiers and feature selection algorithm to classify five emotions from Mandarin emotional speech and compared their experimental results. The overall experimental results reveal that the SVM classifier (84.2%) outperforms than NN classifier (80.8%) and detects anger perfectly, but confuses happiness with sadness, boredom and neutral. The NN classifier achieves better performance in recognizing sadness and neutral and differentiates happiness and boredom perfectly.
Introduction
Affective interpersonal relationships and social performance require that individuals accurately receive and process, or decode, nonverbal expression of emotion in others. In social interaction, understanding the emotion of a speaker is very important for understanding the meaning of a spoke message. Emotion can be conveyed by verbal encodings of various sorts, but more often they are communicated predominantly non-verbally through body language, facial expression and voice. The voice is especially important where there are no visual signals, such as in communication via radio or telephone, or where there is a visual impairment. When there is a verbal message, the emotional meaning expressed nonverbally may reinforce, extend, or contradict the propositional content of the message. Collier writes that when there is inconsistency between the message of the verbal channel and that of the non-verbal one; it appears that the non-verbal channel conveys the true meaning of the message [1] .
At the root of the problem of misidentification of emotion is a breakdown in the communication process. It is therefore important to understand better how emotion is expressed in speech signal, how it is perceived by listeners, and what causes misinterpretation. Research in this area has potential applications in a number of areas: recognizing speech in human-machine voice dialogue systems, synthesizing emotional speech, making instruments to measure emotional states, training of psychiatrists in the identification of emotion, and developing computer-assisted emotional speech training system.
Emotion recognition solutions depend on which emotions we want a machine to recognize and for what purpose and can be characterized by the features that are believed to be correlated with the emotional state, the type of emotions that we are interested in, the speech corpus recording from which language that used to train and test the classifier, and the type of classifier used to recognize emotion. Support Vector Machine (SVM) and Neural Network (NN)) are two famous classifiers and have been used in several studies to detect emotion from speech. Many studies have been based on English and other languages such as Japanese [2] , Swedish [3] , Dutch [4] , and German [5] . In this paper, we used these two classifiers and feature combination technique to recognize emotion from our emotional speech corpus in Mandarin which is a tone language and has some significant differences with both English and Cantonese and compared the results with the human performance.
Communication of Emotion in Speech
There are two main aspects to the communication of emotion in speech, its expression and its perception. A number of psychologists have conceptualized the communication of emotion as having three major dimensions, arousal, pleasure and power [6] . Researchers investigating the vocal cues linked to these dimensions of emotions have had listeners rate recorded examples of texts on dimensional scales, and then correlated the ratings obtained either with some acoustic measurements of the same texts, or with subjects' ratings of these texts on auditory cues such as pitch, loudness, timbre and speaking rate. The dimension of arousal seems to reflect a physiological arousal response. Emotions with high arousal or active emotions, such as happiness and anger seem to be characterized by high pitch/F0 level, wide F0 range, increased F0 variability and loudness/amplitude level and fast tempo.
The design of emotion recognition system basically involves three main stages: feature extraction, feature selection and classification. Base features were computed in feature extraction. Feature components were analyzed in feature selection. Classification was made by using various classifiers based on dynamic models or by discriminative models. Support Vector Machine is a computationally efficient learning technique that is now widely being used in pattern recognition and classification problems. A neural network is a powerful data modeling tool that is able to capture and represent complex input/output relationships. The motivation for the development of neural network technology stemmed from the desire to develop an artificial system that could perform "intelligent" tasks similar to those performed by the human brain.
Yu et. al. [7] used SVMs for emotion detection. They built classifiers for four emotions: anger, happiness, sadness, and neutral. Since SVMs are binary classifiers, their recognizers worked on detecting one emotion versus the rest. An average accuracy of 73% was reported. In [8] , Sherif et. al. found that the neural network classifier is better in the presence of sufficient training data while the SVM outperforms other classifiers in the scarcity of training data. The best performance was obtained from SVM with 87% accuracy in recognizing hot/cold anger versus neutral/sadness. With the text-independent SUSAS database, Kwon et. al. achieved the best accuracy of 96.3% for stressed/neutral style classification and 70.1% for 4-class speaking style classification using Gaussian SVM [9] . In [10] , both gender dependent and gender independent experiments were conducted on the Danish Emotional Speech (DES) Database. When the SVM classifier and the proposed feature vector were employed, correct classification rates of 89.4%, 93.6% and 88.9% were obtained for male, female and gender independent cases respectively. In [11] , two emotions, anger and neutral, were considered. Features relating to pitch, energy and rhythm were extracted and used as feature vectors for a neural network. Forward selection was employed to prune redundant and harmful inputs. Initial results show a classification rate of 86.1%.
Database and Feature Extraction
The performance of an emotion classifier relies heavily on the quality of the database used for training and testing and its similarity to real world samples. To investigate the communication of emotional meaning by vocal means, several types of data can be collected: natural, elicited, acted and computer manipulated. Access to naturalistic affect expression in public settings is difficult. Psychotherapeutic interviews can be a source of data, but it is often rather difficult to enlist the cooperation of clinicians, administrators and patients. The induction of emotional states in others, while a common interpersonal occurrence, poses ethical concerns in research, especially in the case of negative emotions. Additionally, there is no certainty that the experimenter has elicited the same emotion in every subject. Because of the difficulties outlined above in obtaining realistic voice samples of speakers in different emotional states, the majority of data on the identification of emotion and the vocal correlates of emotion comes from studies which have used simulated portrayals (by actors and non-actors).
In our research, five emotions are investigated: anger, happiness, sadness, boredom, and neutral. We invite 18 males and 16 females to simulate five emotions. A prompting text with 20 different sentences is designed. The length of each Mandarin sentence is from one word to six words. The sentences are meaningful so speakers could easily simulate them with emotions. For further analysis, we only need the speech data that can be recognized by most human. So we use D80 data set which stands for recognition accuracy of at least 80% of the human judgment. All of 570 utterances including 151 angry, 83 bored, 96 happy, 116 neutral, and 124 sad utterances are recorded in a quiet environment using a mouthpiece microphone at 8k Hz sampling rate.
A critical problem of all recognition systems is the selection of the feature set to use. Various features relating to pitch, to energy, to durations, to tunes, to spectral, to intensity… have been studied. Most effective features in speech processing are found in the frequency domain. The speech signal is more consistently and easily analyzed spectrally in the frequency domain than in the time domain. And the common model of speech production corresponds well to separate spectral models for the excitation and the vocal tract. The hearing mechanism appears to pay much more attention to spectral magnitude than to phase or timing aspects. For these reasons, the spectral analysis is used primarily to extract relevant features of the speech signal in this paper. In addition to pitch and formants (F1, F2 and F3), we extract Linear Predictive Coefficients (LPC), Linear Prediction Cepstral Coefficients (LPCC), Mel-Frequency Cepstral Coefficients (MFCC), first derivative of MFCC (dMFCC), second derivative of MFCC (ddMFCC), Log Frequency Power Coefficients (LFPC), Perceptual Linear Prediction (PLP) and RelAtive SpecTrAl PLP (Rasta-PLP). LPC provides an accurate and economical representation of the envelope of the shorttime power spectrum of speech. For speech emotion recognition, LPCC and MFCC are the popular choices as features representing the phonetic content of speech. LFPC is calculated from a log frequency filter bank which can be regarded as a model that follows the varying auditory resolving power of the human ear for various frequencies [12] . The combination of the discrete Fourier transform (DFT) and LPC technique is PLP. PLP analysis is computationally efficient and permits a compact representation.
Classification and Experimental Results
It is very important to use speech with unambiguous emotional content for further analysis. This can be guaranteed by a listening test, in which listeners evaluate the emotional content of a recorded sentence. Moreover, we can understand the performance of human in emotion recognition. Table 1 shows the human performance confusion matrix. The rows and the columns represent simulated and evaluated categories, respectively. As can be seen from the table, the average accuracy reaches 80.9% and the most easily recognizable category is anger and the poorest recognizable category is happiness. We can find that human sometimes are confusing in differentiating anger from happiness, and boredom from neutral/sadness.
Like the typical pattern recognition system, the speech emotion recognition system contains five main modules: emotional speech input, feature extraction, feature selection, SVM/NN based classification, and recognized emotion output. The correct recognition rate was evaluated using leave-one-out (LOO) crossvalidation which is a method to estimate the predictive accuracy of the classifier. Suppose we have N patterns to train and test the classifier. We divide the set into two subsets, i.e. training set and testing set. The LOO method takes N-1 patterns to train the classifier and tests it with the remaining pattern. This procedure is repeated for all the available patterns from 1 to N.
Combining different feature streams to obtain a more accurate experimental result is a well-known technique [13] . During the feature extraction of speech recognition system, we typically find that each feature type has particular circumstances in which it excels, and this has motivated our investigations for combining separate feature streams into a single emotional speech recognition system. Due to the highly redundant information in the concatenated feature vector, a forward feature selection (FFS) should be carried out to extract only the most representative features. Table 2 shows the features ranked with SVM and NN classifier by forward selection, respectively. LPC is the best feature in both classifiers but in contrary to some other researches, pitch is the worst one.
The confusion matrices of best feature combinations 
Conclusions and Future Works
We express our emotions in three main ways: the words that we use, facial expression and intonation of the voice. Whereas research about automated recognition of emotions in facial expressions is now very rich, research dealing with the speech modality, both for automated production and recognition by machines, has only been active for very few years and is almost for English.
In this paper, we proposed a Mandarin emotion recognition system based on SVM and NN classifiers to detect five basic emotions and compare their performance. As can be seen from the experimental results, we can achieve a high degree of accuracy than human performance in distinguishing certain emotions. Neutral and sadness/happiness are not easily distinguished in both classifiers. Four features are sufficient for distinguishing anger from happiness in SVM with accuracy of 100 %, usually confusing in previous researches. In the future, classifier fusion may be applied to combine various classifier outputs to enhance the recognition result of the Mandarin emotional speech recognition system.
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