We study the superposition process of a class of independent renewal processes with long-range dependence. It is known that under two different scalings in time and space either fractional Brownian motion or a stable Lévy process may arise in the rescaling asymptotic limit. It is shown here that in a third, intermediate scaling regime a new limit process appears, which is neither Gaussian nor stable. The new limit process is characterized by its cumulant generating function and some of its properties are discussed.
Introduction
This study is concerned with the asymptotic scaling behavior of sums of independent random processes with long-range dependence. Specifically, the long-range dependent process will be a renewal counting process with heavy tailed inter-renewal times. It is known that the superposition process of independent copies of such processes, suitably scaled, may exhibit rescaling limits. In fact, different limit processes may arise depending on the details of the rescaling scheme.
To explain the framework, consider
T t − cT t), the summation process of m i.i.d. copies of a random process {X t }, where b(m, T ) is a normalization constant as m and T tends to infinity. Taqqu & Levy (1986) , and recently Levy & Taqqu (2000) , take X t to be a renewal-reward process and study the limit under assumptions of heavy tails of both renewal times and rewards, hence implementing the idea of Mandelbrot (1969) to use renewal-reward processes with a heavy-tailed distribution of the interrenewal times to study long-range dependence phenomena in physics and economics. The scaling limits investigated by Taqqu et al. (1997) refers to the case X t = t 0 Z s ds where {Z t } is an on/off process with heavy tailed distributions for on-periods, off-periods, or both. This application is related to the nature of network traffic, with {Z t } being a traffic rate process, and the results of Taqqu et al. (1997) relates a global self-similarity property, claimed to be intrinsic for Internet traffic, with the local property of heavytailed distributions of file-sizes. The main result for both of these models is that if M tends to infinity first, followed by T , then the rescaled process converges to fractional Brownian motion, whereas if the order of the limit operations is reversed then the limit is a stable Lévy motion.
This motivates the search for a simultaneous limit regime in which one of the parameters M or T is a function of the other, with the hope of finding a new limiting process which would provide the "missing link" between fractional Brownian motion and stable Lévy motion. This is the idea behind this paper, as well as of Mikosch et al. (2002) for on/off-processes (also infinite sources Poisson model) and Pipiras et al. (2002) for renewal-reward processes. It is shown by Mikosch et al. (2002) that the limit process depends on the "connection rate", i.e. on the rate of growth of the number of users M (T ) compared to that of T α−1 , where α is the regular variation exponent of the tail of the distribution of the on-periods. However, the limiting processes are still the same as in the double-limit case. Namely, if the connection rate is fast, the limit is fractional Brownian motion. If the connection rate is slow, meaning that M (T ) grows faster than T α−1 , the rescaled process converges to a stable Lévy motion. Analogous results reported in Pipiras et al. (2002) for the case of renewal-reward processes are reviewed below in formal statements.
We investigate the third limiting regime corresponding to an "intermediate" connection rate, using standard renewal processes with heavy-tailed inter-renewal time distribution, and derive a new non-Gaussian and nonstable limit process. Following the introduction of the model, the next Section 2 contains the main convergence result. Section 3 studies various properties of the limit process. In Section 4 we have collected results for the underlying heavy-tailed renewal process required for the proof, some of which may also be of independent interest. Finally, in Section 5 we give a proof of the theorem based on cumulant generating functions.
A renewal-based model for the arrival process
Consider the renewal process {S n } generated by a sequence of independent non-negative random variables {U k } k≥1 , i.e. S n = n k=1 U k . We assume that the inter-renewal times {U k } k≥2 are identically distributed with distribution function F (t). As for the distribution of the first renewal U 1 , in the context of our applications it is natural to choose it to be equal to the equilibrium distribution
so that the resulting renewal process becomes stationary. The usual purerenewal processes with the same distribution F (t) for all renewal intervals also emerge as we proceed. Our basic assumption is that F (t) has a regularly varying tail with exponent 1 + β, 0 < β < 1, i.e. there exist a slowly varying function L(t) such that
Thus the variables U k , k ≥ 2 possess finite expectation µ but the variance is infinite. As known, this is equivalent to the fact that F (t) belongs to the domain of attraction of a stable law with index 1 + β. Let {S
n }, i = 1 . . . m be m independent copies of the renewal process {S n } and N (i) t , i = 1 . . . m their associated stationary renewal counting processes defined in a standard manner:
We are interested in the asymptotic properties of the superposition of the counting processes
which counts the total number of renewal events occurring in the processes {S (i) n }, i = 1 . . . m, up to time t ≥ 0. In the light of teletraffic applications, we study the packet arrival process at a network node arising from m independent sources sharing a common medium, such as a local area network. Source i generates one packet of data at each time epoch {S (i) n } n≥1 . In a scenario of fixed size packets the amount of work from source i up to time t ≥ 0 equals N (i) t , and W (m, t) represents the workload process of the system counting the accumulated work generated by all users. We will investigate the behavior of the (rescaled) workload process W (m, t) as the number of sources m grows to infinity and time is suitably rescaled, under the assumption that the distribution of interpacket times is heavy-tailed.
Convergence result
Our object of interest is the rescaled process
where the sequence a m governs the rescaling of time and b m is the corresponding normalization of "space". The rate of growth of a m relative to m determines the asymptotic behavior of Y (m) as m → ∞ and it is known that the choice of such growth rate conditions results in a fundamental dichotomy in the asymptotic limit under the rescaling scheme (2). Essentially, if a m grows slowly compared to m then the limit is fractional Brownian motion and if a m grows fast relative to m the limit is a stable Levy process. The contribution in this work is the derivation of a new limit process under a third, intermediate, limit regime.
To formulate the precise results we first remark on the terminology used. Mikosch et al. (2002) consider slow-growth and fast-growth conditions but study a normalization of W (ã t m, t) as t → ∞, hence in effect an inverse scaling compared to that in (2). In order to avoid possible misunderstandings we will refer to their slow-growth and fast-growth conditions as "slow connection rate" and "fast connection rate" respectively. Thus we will study the following limiting regimes:
• Fast connection rate (number of users grows faster than rescaling of time): a β m mL(a m ) → 0; (FCR)
• Slow connection rate (time is rescaled faster than the number of users grows): a
• Intermediate connection rate (time is rescaled proportional to the growth of the number of users):
Theorem. (Pipiras et al. (2002) ) Under assumption (1) and one of the assumptions (FCR) or (SCR) the following limiting relations hold:
where ⇒ denotes weak convergence of processes in the space of cadlag functions and B H (t) is standard fractional Brownian motion of index
B) Under condition (SCR), let L * be a slowly varying function at infinity such that, for all
where f dd −→ denotes convergence of the finite-dimensional distributions and Λ α (t) is α-stable Lévy motion of index α = 1 + β, such that Λ α (t) ∼ S α (t 1/α , 1, 0).
Our main result establishes a new limit process in the asymptotic regime between A) and B) of the previous, quoted result. 
holds, where Y β,µ (t) is a zero mean, non-Gaussian and non-stable process with stationary increments. The limit process is not self-similar, with trajectories that are Hölder continuous of order γ for any 0 < γ < 1. The finite-dimensional distributions of the increments of Y β,µ (t) are characterized by the following cumulant generating function:
where 0 = t 0 < t 1 < . . . < t n .
3 Properties of the limit process
Marginal distributions
The case n = 1 in (6) yields the cumulant generating function for the onedimensional marginal distributions of Y β,µ (t) in the form
The change of the order of integration in the double integral together with the change of variables u = u/t gives
This integral can be expressed in terms of Kummer's special function
which belongs to the family of confluent hypergeometric functions and for parameter values with Re b > Re a > 0 possesses the following integral representation (Abramowitz & Stegun (1964, 13 .2)):
This expansion gives the cumulants of the marginal distributions:
so that
.
From the general asymptotic form of higher order moments, which is
it follows by applying the Kolmogorov-Ĉentsov criteria that the trajectories of Y β,µ (t) are Hölder continuous of order γ for any 0 < γ < 1. Hence, assuming (6) we have verified one of the properties stated in Theorem 1.
Relation to fractional Brownian motion
We have seen above that the first two moments of Y β,µ (t) coincide with the corresponding moments of the (multiple of) fractional Brownian motion σ β,µ B H (t), while higher order cumulants and moments are different.
The relationship of the limit process Y β,µ to FBM is further clarified in the next result.
Corollary 1. The process Y β,µ (t) has the same covariance function as the (multiple of ) fractional Brownian motion σ β,µ B H (t) in (3), and obeys the scaling limit relation
in the sense of weak convergence of continuous processes.
This result is easily derived from (6), by observing that the cumulant generating function of the finite-dimensional distributions of increments of fractional Brownian motion with index H = 1 − β/2 can be written
where
. By comparing this representation with that of (6), it is seen that under the scaling (9) all the exponential factors appearing in (6) are wiped out leaving only the Gaussian distribution of the FBM.
Relation to stable Lévy motion
For stable Lévy motion Λ α (t) with the marginal distributions totally skewed to the right, which is the case in (4) of the cited theorem, the cumulant generating function exists for θ i ≤ 0, i = 1, . . . , n (Samorodnitsky & Taqqu (1994, Proposition 1.2.12)), although to write it in a form analogous to (6) is an issue which is more involved. Since the increments of the process Λ α (t) are independent, we can calculate the spectral measure Γ of the
in Samorodnitsky & Taqqu (1994) . Independence means that the spectral measure Γ is discrete and can be taken as a point-mass concentrated on the points ±e i = (0, . . . , 0, ±1, 0, . . . , 0), i = 1, . . . , n:
where the weights a i and b i depend on the distributions of the elements of the vector.
. . , n. Hence, the formula for the characteristic function of the stable random vector (Samorodnitsky & Taqqu (1994, Theorem 2.3 . 1)) gives
where S denotes the unit sphere in R n .
Interpretation as packet arrival model
Recall that the primary application we have in mind is that W (m, t) in (2) counts the accumulated number of packets generated by m independent users sharing a common medium, when the arrival stream from each source is characterized by a heavy tail interarrival distribution. It follows from Theorem 1 that for large m
Invoking also Corollary 1 gives the coarser approximative representation
This provides a verification of the model for Ethernet traffic proposed by Norros (1995) . A more comprehensive discussion of arrival process modeling with long-range dependence and further references can be found in Kaj (2002) .
Some properties of renewal processes
To prepare for the proof of Theorem 1 we need structure results for the functionals E[e n i=1 θ i Nt i ] as well as the precise asymptotics of high order moments E(N t − t/µ) k , and the analogous results for N t . The technical key to our proof of Theorem 1 is Proposition 1 below, which is somewhat related to an integral equation in Kaj & Sagitov (1998, Lemma 3) , derived in a different context.
Moment generating function for the n-dimensional distributions
In this section we give two results for the multivariate moment generating functions of general renewal processes, not necessarily subject to a tail condition such as (1). It is only assumed that {N t } is a stationary renewal process with distribution F (t) of the interrenewal times {U n } n≥2 , possessing finite mean value µ = E(U n ) and stationary distribution F 1 (t), and { N t } is the pure renewal process with renewal epochs of the same distribution as {S n , n ≥ 2}.
Proposition 1. For n ≥ 2 the moment generating function of the finitedimensional distributions of the stationary renewal counting process {N t } satisfies the recurrence relation
where N t is the corresponding pure-renewal counting process.
Proof. We have
By summing over all jumps in (0, t 1 ] the term on the right side can be written
By stationarity the increment N t i −N S j has the same distribution as N t i −S j . Now conditional on {S j = u}, N t−u , t ≥ u, is the pure-renewal process associated with the the sequence {S n }, n ≥ 2. As usual we use the notation N t to indicate the change in distribution from stationary to the pure renewal case. It follows that
Moreover,
and so
Lemma 1. The moment generating function of the finite-dimensional distributions of the process {N t } is differentiable in the time variable and relates to the corresponding function for the pure renewal process { N t } as follows:
Proof. We will use a counterpart to the one-dimensional renewal theory in higher dimensions developed by Hunter (1974) . The author considered the two-dimensional case, but the ideas are based on two-dimensional Laplace transforms and convolutions, and carry over to any higher dimension. We will prove our claim for n = 2 as well, the proof for any other n follows the same pattern. Consider the two-dimensional convolutions
Observe that if A(s, t) is differentiable almost everywhere, then
Proceeding with the proof, we have
and the same holds of course for the process { N t }. Introduce the bivariate renewal distribution
By Corollary 3.1.1 of Hunter (1974) , for n, m ≥ 0,
In the stationary case the same argument with slight modifications gives for n ≥ 1, m ≥ 1,
where G 1 (s, t) = F 1 (s ∧ t). Cases where n = 0 or m = 0 are special:
Consider first the probability in (15) for n ≥ 1, m ≥ 1. Since F 1 (t) is differentiable, so is the function G 1 (s, t) for s = t and ∂ ∂s G 1 (s, t) = F 1 (s)1 {s<t} . Hence, the function on the right-hand side of (15) is also differentiable and an application of (12) with A = G 1 and B = G 1 * * G * * n∧m−1 yields
and, since H nm (s, t) = H n−1 m−1 (s, t), by (14) we obtain
In the case when n = 0 or m = 0, observe that
and differentiating (16) due to (12) we get
Finally, in view of (17) and (18) differentiation of both sides of (13) gives the claim of the lemma.
Moments of the renewal counting process
As we shall see, the limit of the one-dimensional distributions is determined by the asymptotic behavior of moments EN k t of the counting process. Introduce as usual the renewal function U (t) = ∞ n=1 F * n (t). Observe that for a pure renewal process EÑ t = U (t), while in the stationary case we have EN t = F 1 (t) + F 1 * U (t) = t/µ. The known result by Teugels (1968) states that if the renewal distribution F (t) has a regularly varying tail with index α, 1 < α < 2, then for the pure renewal process, as t → ∞,
and
A well-known fact is that all moments of the renewal counting function exist and are finite (Asmussen (1987) ). The following proposition extends the relations (19) for the cases of the arbitrary moment EN k t and stationary renewal process.
Proposition 2. If the renewal distribution F (t) has a regularly varying tail with index α, 1 < α < 2, then for any integer k ≥ 1, as t → ∞ a) for the pure renewal process
b) for the stationary renewal process
In the proof we need some properties of the class R ρ of regularly varying functions with index ρ. The following are stated in Bingham et al. (1987, Proposition 1.5.7):
Lemma 2. Further properties of regularly varying functions are:
, as x → ∞, where k is the index of the largest ρ i , i = 1, . . . , n.
Proof. (iii): Property (ii) yields that
, for some slowly varying L(x). We claim that if ρ i = ρ j for i = j, even more is true: L(x) = 1. This follows trivially from the representation
The idea of the proof of Proposition 2 is that arbitrary moments EN k t can be expressed as "polynomials" with respect to convolutions of the renewal function, hence the asymptotics for them can be obtained from Teugels' result (19) . Standard techniques when dealing with convolutions involve Laplace-Stieltjes (LS) transforms and Karamata's Tauberian theorem (Bingham et al. (1987, Theorem 1.7 .1)), which states that the behavior of a function at infinity is determined by the behavior of its LS-transform at zero.
Denote V k (t) = EN k t , where, to start with, no assumptions are made about the distribution of the first renewal. Note that the LS-transforms of V k (t) and U (t),
exist and are finite. We proceed with some supplementary lemmas.
Proof. For k ≥ 0 consider the generalized renewal measure
Observe that Z 0 (t) = V 1 (t) and for k ≥ 1,
In such a way, V k (t) is the coefficient of the renewal equation
which involves the function Z k (t). By the classical renewal theorem (Asmussen (1987) ), the unique solution of (25) is given by
On the other hand, relation
Hence by (26)
and the recurrence property (24) is just the LS transform counterpart of (28).
Lemma 4. For any integer k ≥ 1, the LS-transform v k (s) can be expressed in terms of the LS-transform u(s) as follows:
where c kj = j! Proof. The existence of constants c kj , j = 1, . . . , k such that (29) holds follows from the recurrence property (24) for v k (s) by a standard induction argument. Indeed, assuming that (29) is true for v i (s), i ≤ k − 1, we have
so that (29) is true for v k (s) as well with the constants
Now c 11 = 1 yields c k1 = 1 and c kk = k! for all k ≥ 1. Also, for k ≥ 2,
Thus if we define the triangular sequence a kj = c kj j! , for j = 1, . . . , k, k ≥ 1, it will satisfy a kk = 1, k ≥ 1, and
This recurrence relation defines the sequence k j of Stirling numbers of the second kind (see e. g. Rosen et al. (2000) ), which gives us the claim of the lemma.
Lemma 5. If the renewal distribution F (t) has a regularly varying tail with index α, 1 < α < 2, then for any integer j ≥ 1
Proof. By binomial expansion,
Karamata's Tauberian theorem applied to Teugels' estimate (19) gives
In particular, u(1/s) − s/µ ∈ R 2−α and property (i) implies (u(1/s) − s/µ) r (s/µ) j−r ∈ R r(2−α)+j−r . Property (iii) of Lemma 2 now shows that the dominating term in the expansion (31) is
sponding to the regular variation index
and the claim of the lemma follows.
To prove parts (20) and (22) of Proposition 2, we will use Lemma 4 to express the function v k (s) in terms of the function u(s) and then employ Lemma 5, which describes the behavior of the terms of the expansion at zero. Indeed, for a pure renewal process we haveṽ 1 (s) = u(s) and by Lemma 4,
or in other words,
Lemma
Hence, again by property (iii), the dominating term in (32) as s ↓ 0 is k!(u(s) k − (µs) −k ) with the regular variation index
To finish the proof of (20), it remains to apply Karamata's Tauberian theorem to (33) (note that the LS transform of t k is equal to k!s −k ). The proof of (22) is completely analogous, we have only to take into account that v 1 (s) = 1/(µs). Again, Lemma 4 implies
and consequently
By an analogous argument as in the pure renewal case,
which is equivalent to (22) by Karamata's Tauberian theorem.
To prove (21), we first consider the shifted moment
By (20), just proved, for any j = 0, . . . , k, we have
Thus property (iv) applied to (35) yields
But due to property (iii) for the expansion
we have
hence (21). The proof of (23) is analogous to that of (35).
Proof of the theorem
It will be proved that the process {Y m (t)} defined in (2) with b m = a m , converges weakly in the scaling regime (ICR) to a process {Y β,µ (t)} with finite-dimensional distributions characterized by (6). For convenience, we write a m = a in this section.
Convergence of one-dimensional distributions
The proof is based on the method of moments. We will prove that all cumulants of the marginal distributions of Y (m) (t) converge to those in (8) of the limit process Y β,µ (t), from which convergence of the one-dimensional distributions follow. Indeed, due to independence, for the cumulant generating function of
The cumulants of Y (m) (t) are
, and the last expression involves only cumulants of the rescaled and centered renewal counting process (N at − at/µ)/a. These can be expressed as polynomials with respect to the moments of the process, i.e. there exist constants α kj , j = 0, . . . , k, such that
Moreover, it can be proved that α kk = 1 for all k. Since a → ∞ as m → ∞, by Proposition 2 we have
Hence the terms of expansion (36) are regularly varying and property (iv) from Lemma 2 yields
where the limit expressions are the cumulants C k (t) of Y β,µ (t) by formula (8). Hence Y (m) (t) converges in distribution to a random variable Y β,µ (t), that satisfies (7).
Convergence of n-dimensional distributions
Here we use the asymptotic relation
For n ≥ 1 and 1 ≤ k ≤ n, put
where 0 = t 0 ≤ t 1 ≤ . . . ≤ t n and let
be the multi-variate moment generating function for the centralized renewal process {N t − t/µ} t≥0 . Similarly, let Φ n (θ 1,n ;t 1,n ) denote the corresponding function for the pure renewal process ( N t − t/µ) t≥0 . By Proposition 1, Φ n (θ 1,n ;t 1,n ) = Φ n−1 (θ 2,n ;t 2,n )e
Here and in the sequel the subtractiont k,n − u = (t k − u, . . . , t n − u) is interpreted component wise.
For m ≥ 1 and the given scaling sequence a = a m , consider the scaled functions
and, analogously, Λ (m) n (θ 1,n ;t 1,n ) = m( Φ n (θ 1,n /a; at 1,n ) − 1).
According to (37) it is the limit functions of Λ (m) n (θ 1,n ;t 1,n ) as m → ∞ that determine the CGF of Y β,µ .
Lemma 6. The limit functions
n (θ 1,n ;t 1,n ) exist and satisfy the system of recursive integral equations Λ n (θ 1,n ;t 1,n ) = Λ n−1 (θ 2,n ;t 2,n − t 1 ) + Λ 1 (
Proof The proof is by induction on n. The relation (7), proved in the previous subsection, provides the proof of the case n = 1. Fix n ≥ 2 and assume that Λ n (θ 1,n ;t 1,n ) exist for n ≤ n − 1. It follows in particular that the limit functions Λ n−k+1 (θ k,n ;t k,n ) exist for 2 ≤ k ≤ n.
To study the asymptotic behavior of Λ (m)
n (θ 1,n ;t 1,n ) as m → ∞ we apply the defining scaling relation to Equation 38. This gives
n−1 (θ 2,n ;t 2,n − u) du,
n−1 (θ 2,n ;t 2,n − u)) H (m) (du) and the integration in I (m) 2 is with the respect to the signed measure
To evaluate I (m) 1 we apply Lemma 1, which implies
which can be written
Under the given rescaling scheme the same relation takes the form
and so, by the induction hypothesis,
It follows that
n−1 (θ 2,n ;t 2,n − u) du
Moreover, the integration by parts
n−1 (θ 2,n ;t 2,n − t 1 )
n−1 (θ 2,n ;t 2,n − u) du gives us
n−1 (θ 2,n ;t 2,n )
Turning to I
2 , this integral is evaluated with respect to the measure
by a partial integration, it follows that
Summarizing,
n−1 (θ 2,n ;t 2,n − u)
Now take m → ∞ and apply the induction hypothesis to conclude that the limit function Λ n (θ 1,n ;t 1,n ) exists and satisfies the equation Λ n (θ 1,n ;t 1,n ) = Λ n−1 (θ 2,n ;t 2,n − t 1 ) + Λ 1 (
This completes the proof of the lemma and the proof of convergence of the finite-dimensional distributions.
Cumulant generating function for the increment process
The logarithmic moment generating function for the increments of the limit process Y β,µ is given by Γ n (θ 1,n ,t 1,n ) = log E exp n i=1 θ i (Y β,µ (t i ) − Y β,µ (t i−1 )) .
In particular, Γ n (θ 1,n ,t 1,n ) = Λ n ((θ 1 − θ 2 , θ n − θ n−1 , θ n );t 1,n ).
Proposition 1 shows that these functions satisfy the recursive system Γ n (θ 1,n ;t 1,n ) = Γ n−1 (θ 2,n ;t 2,n − t 1 ) + Λ 1 (θ 1 ; t 1 ) + θ 2 θ 1 t 1 0 e −(θ 1 −θ 2 )u/µ dΛ 1 (θ 1 ; t 1 − u) + θ 1 θ 2 t 1 0 e −(θ 1 −θ 2 )u/µ dΓ n−1 (θ 2,n ;t 2,n − t 1 + u) =: I 1 + I 2 + I 3 + I 4 .
Note that in the integral terms of Proposition 1 we also made the changeof-variable u → t 1 − u.
To complete the proof of the characterization of the limit process Y β,µ it remains to verify that the functions given in (6) are the solutions of the integral equation stated above. To this end, assume that Γ n−1 (θ 2,n ;t 2,n − t 1 ) is given by the representation (6). Then by (40) Γ n (θ 1,n ;t 1,n ) = 1 µ 3 β 
Tightness
To finish the proof of the convergence result in Theorem 1, it remains to establish tightness as the sequence of laws of Y (m) converges to the law of Y β,µ . As usual the trajectories of Y (m) are considered to be elements in the Skorokhod space D(0, T ) of cadlag functions on a real interval [0, T ], equipped with the Skorokhod topology. To prove tightness in D(0, T ) for any fixed T , fix 0 < β < 1 and consider time points 0 < t 1 < t < t 2 < T . Note that if follows from (6) that the increments of {Y β,µ (t)} are stationary. For any m ≥ m 0 , by stationarity
≤ const (t − t 1 ) 1−β/2 (t 2 − t)
1−β/2 ≤ const (t 2 − t 1 ) 2−β , from which the desired tightness property is a consequence, see Billingsley (1968) , Thm 15.6.
