We consider the effect of numerical integration in finite element methods for general nonlinear hyperbolic equations and give some sufficient conditions on the quadrature scheme to ensure that the order of convergence is unaltered in the presence of numerical integration. Optimal order L 2 -error estimates are derived.
Introduction
In this paper we analyze the effect of numerical integration for generalized nonlinear hyper- The treatment of Galerkin's approximations to the solution of partial differential equations using finite element techniques results in a system of equations. But for computing the coefficients of the resulting linear system, being of the form ω l,K φ(b l,K ) with weights ω l,K and nodes b l,K ∈ K which are derived from a single quadrature formula defined over a reference finite element. The effect of numerical integration in finite element methods for solving elliptic equations, parabolic and hyperbolic equations has been analyzed by Ciarlet and Raviart [2] , Raviart [3] , So-Hsiang Chou and Li Qian [4] , Li Qian and Wang Daoyu [9] , Nguimbi Germain [10, 11, 12] and others.
The main purpose of this paper is to find some sufficient conditions on the quadrature scheme which insure that the order of convergence in the absence of numerical integration is unaltered by the effect of numerical integration.
A Problem formulation
Consider the following nonlinear hyperbolic intial-boundary value problem
where Ω is a bounded domain in R n with smooth boundary ∂Ω,
We make several assumptions which we will refer to as condition (C):
(i) there exist positive constants c 0 , c 1 such that
is a symmetric matrix.
(ii) c(x, ω), c tt (x, ω), p(x, ω), f (x, t, ω) and b i (x, ω), i = 1, 2, · · · , n are Lipschitz continuous with respect to ω.
(iii) c(x, ω), p(x, ω), f (x, t, ω) and b i (x, ω), i = 1, 2, · · · , n, together with all their partial derivatives up to cert
In the following, we set S h = {χ ∈ C(Ω), χ| Ω ∈ P k (K), χ| ∂Ω = 0}.
Let {S h } 0<h 1 be a family of finite-dimensional subspaces of H 1 0 (Ω) satisfying the following approximation properties and an inverse hypothesis: 
Let X be a normed vector space with norm .
The weak form of (1.1) is as follows:
where
When numerical integration is not used, problem (1.2) has been extensively studied by T. Dupont [5] , Yuan Yirang and Wang Hong [8] where optimal L 2 and H 1 -estimates are obtained. Following [1] , we give a general description of the corresponding formulation of (1.2) when numerical integration is present.
Let T h be a triangulation of the setΩ with elements (K, P K , K ) with diameters h.
The following assumptions shall be made
for all h is a regular affine family with a single reference finite element (K,P ,ˆ ).
(ii)P = P k (K), the set of polynomials of degree less than or equal to k.
(iii) The family of triangulations h T h satisfies an inverse hypothesis.
(iv) Each triangulation T h is associated with a finite-dimensional subspace S h of trial functions which is contained in
We now intrduce a quadrature scheme over the reference setK.
, where the pointsb l ∈K and the numbersω l > 0, 1 l L are respectively the nodes and the weights of the quadrature.
The effect of numerical integration in finite element methods K with the Jacobian of F K , det(B K ) > 0. Any two functions φ andφ on K andK are related
The induced quadrature scheme over K is
Accordingly, we introduce the quadrature error functionals
which are related by
Using these quadrature formulas, we next approximate the problem (1.2) by the following:
Let the elliptic projection W (t) of u(t) solution of (1.2) be defined by
2 Lemmas
In what follows we set e = W − u and C will denote generalized constants independent of h and S h , and C may have different values at different places.
Lemma 2.1. [9] Let u et W be the solutions of (1.2) and (1.7) respectively, then
Let there be given a quadrature scheme
over the reference finite element (K,P ,ˆ ), for which there exists an integer k 1 such that:
{b l } contains a P k−1 (K)-unisolvent subset and/or the quadrature scheme is exact for the space P 2k−2 (K).
Then there exists a constant a 0 > 0 independent of h such that, for all approximate bilinear forms
Assume that, for some integer k 1.
{b l } contains a P k (K)-unisolvent subset and/or the quadrature scheme is exact for the space P 2k (K). Then
Lemma 2.5. [4] Assume that for some integer k 1,P = P k (K) and that
Then there exists a constant C independent of K ∈ T h and h such that for any
Using the analysis similar to that in the proof of Lemma 2.5 [4] and [1, T hm.4. . Then there exists a constant C independent of K ∈ T h and h such that for any f ∈ W k+1,q (K) and any
Lemma 2.7. [4, 8] Assume that u, u t , u tt , ∇u, ∇u t , ∇u tt are bounded, and
Lemma 2.8. [4] Assume that u, u t , u tt ∈ L ∞ (H k+1 ). Then for 1 s k + 1,
Error Estimates
Our aim in this section is to derive the error estimates for U − u. Under the hypotheses of Lemmas 2.2 and 2.3, it is easy to see that the problem (1.6) has a unique solution U since (1.6) can be written as a nonlinear system of ordinary differential equations (cf. [8] ). Theorem 3.1. Let u, U and W satisfy (1.2), (1.6) and (1.7) respectively. Assume that
(ii) the quadrature scheme Kφ (x)dx = L l=1ω lφ (b l ),ω l > 0 is exact for the space P 2k (K) and/or exact for the space P 2k−1 (K) and the union
, then under the conditions (C) with k + 1 > n 2 and for h sufficiently small, there exists a constant C = C(u) independent of h such that
Theorem 3.2. Under the hypotheses of Theorem 3.1, we have
Proof. of Theorem 3.1
Let θ = U − W, e = W − u, then U − u = θ + e, θ ∈ S h and θ(0) = θ t (0) = e(0) = e t (0) = 0. Subtracting (1.2) form (1.6) and applying (1.7) and setting χ = θ t , we have
Integrating (3.2) with respect to t from 0 to t and using these following results
We have
By Lemma 2.2, we have
Then by Lemmas 2.1 and 2.3, we have Integrating by parts with respect to t, we have
Hence by Lemmas 2.6 and 2.8, we have
By Lemmas 2.3 and 2.8, we have
By integrating by parts, we have
And by using the following inequality
Notice that by the interpolation theory in Sobolev spaces we havec
where πu denotes the S h -interpolant of u. We have
By using Lemma 2.4 and (3.5), we have with
Similarly we have by using Lemma 2.4 and the inequalities (3.6) and (3.7)
We have by using Lemmas 2.5 and 2.8 and the inequality
we have
Similar as in estimation of F 2 and by using Lemma 2.7, we have
By Green's formula and integrating by parts with respect to t, we have
Similar as in estimation of F 2 , we have
Similar as in estimation of K 4 , we have
And therefore
And integrating by parts, we obtain
Thus by Lemmas 2.3 and 2.6, we have By Gronwall's lemma for (3.9), we conclude from Lemma 2.3 that
Similar as in the proof of the inequality (20) in [8] we can prove that (3.9) holds. This completes the proof of Theorem 3.1.
Proof. of Theorem 3.2
Applying Lemma 2.1 together with the inequality (3.10) of Theorem 3.1, the interpolation theory in Sobolev spaces and the triangle inequality, it follows that
