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Structure permeates both theory and practice in modern optimization. To make
progress, optimizers often presuppose a particular algebraic description of the
problem at hand, namely whether the functional components are affine, poly-
nomial, smooth, sparse, etc., and a qualification (transversality) condition guar-
anteeing the components do not interact wildly. This thesis deals with structure
as well, but in an intrinsic and geometric sense, independent of functional rep-
resentation.
On one hand, we emphasize the slope — the fastest instantaneous rate of
decrease of a function — as an elegant and powerful tool to study nonsmooth
phenomenon. The slope yields a verifiable condition for existence of exact er-
ror bounds — a Lipschitz-like dependence of a function’s sublevel sets on its
values. This relationship, in particular, will be key for the convergence analysis
of the method of alternating projections and for the existence theory of steepest
descent curves (appropriately defined in absence of differentiability).
On the other hand, the slope and the derived concept of subdifferential may
be of limited use in general due to various pathologies that may occur. For
example, the subdifferential graph may be large (full-dimensional in the am-
bient space) or the critical value set may be dense in the image space. Such
pathologies, however, rarely appear in practice. Semi-algebraic functions —
those functions whose graphs are composed of finitely many sets, each defined
by finitely many polynomial inequalities — nicely represent concrete functions
arising in optimization and are void of such pathologies. To illustrate, we will
see that semi-algebraic subdifferential graphs are, in a precise mathematical
sense, small. Moreover, using the slope in tandem with semi-algebraic tech-
niques, we significantly strengthen the convergence theory of the method of
alternating projections and prove new regularity properties of steepest descent
curves in the semi-algebraic setting. To illustrate, under reasonable conditions,
bounded steepest descent curves of semi-algebraic functions have finite length
and converge to local minimizers — properties that decisively fail in absence of
semi-algebraicity.
We conclude the thesis with a fresh new look at active sets in optimization
from the perspective of representation independence. The underlying idea is ex-
tremely simple: around a solution of an optimization problem, an “identifiable”
subset of the feasible region is one containing all nearby solutions after small
perturbations to the problem. A quest for only the most essential ingredients
of sensitivity analysis leads us to consider identifiable sets that are “minimal”.
In the context of standard nonlinear programming, this concept reduces to the
active-set philosophy. On the other hand, identifiability is much broader, being
independent of functional representation of the problem. This new notion lays
a broad and intuitive variational-analytic foundation for optimality conditions,
sensitivity, and active-set methods. In the last chapter of the thesis, we illustrate
the robustness of the concept in the context of eigenvalue optimization.
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CHAPTER 1
INTRODUCTION
Nonsmoothness is prevalent throughout variational mathematics, but not
pathologically so. On the contrary, structure permeates both theory and prac-
tice of modern optimization. To make progress, optimizers often presuppose
a particular algebraic description of the problem at hand, namely whether the
functional components are affine, polynomial, smooth, sparse, etc., and a quali-
fication (transversality) condition guaranteeing the components do not interact
wildly. This thesis is centered around structure as well, but in an intrinsic and
geometric sense, independent of functional representation. We will elucidate
this distinction through the discussion.
To fix notation, consider a function f on Rn taking values in the extended-
real-line R := R ∪ {−∞,+∞}. In particular, constraints (independent of rep-
resentation) are easy to incorporate into f by declaring f to be +∞ outside the
feasible region. With such a function, we associate a simple and yet powerful
object, the slope:
|∇f |(x¯) := limsup
x→x¯
x 6=x¯
(f(x¯)− f(x))+
‖x¯− x‖ ,
where we use the convention r+ := max{0, r}. Thus the slope |∇f |(x¯) is simply
the fastest instantaneous rate of decrease f at x¯. The slope of a smooth function
simply coincides with the norm of the gradient, and hence the notation. For
more details on this construction see for example [43]. Even though the defini-
tion is deceptively simple, we will see that slope is a precise and convenient tool
with many far-reaching applications.
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1.1 An illustration: method of alternating projections
A first illustration, which is the focus of Chapter 3, concerns an intuitive and
widely-used method for finding a point in the intersection of two closed subsets
A and B of Rn — an ubiquitous problem in computational mathematics. The
method of alternating projections presupposes that the nearest point mappings to
A and to B can be easily computed — a reasonable assumption in a variety of
applications. The algorithm then proceeds by projecting a starting point onto
the first set A, then projecting the resulting point onto B, and then projecting
back onto A, and so on and so forth; see Figure 1.1.
A
B
x0
Figure 1.1: Illustration of alternating projections
To see the applicability of the method, consider for example the setting of
compressed sensing, where we may be interested in finding a sparse vector x ∈ Rn
satisfying the affine system Ax = b, or in other words, we seek a point in the
intersection
{x : rankx ≤ r} ∩ {x : Ax = b},
where r is a small positive integer. (Here, rankx denotes the number of nonzero
coordinates of x.) Projecting a point y onto the affine space {x : Ax = b} is a
simple operation, while projecting y onto the nonconvex set {x : rankx ≤ r}
simply amounts to setting the n − r smallest coordinates of y in absolute value
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to zero, thereby making the method applicable. Another important example
comes from low order control, where one seeks a positive semi-definite matrix X
of low rank satisfying an affine relationA(X) = b, or more precisely a symmetric
matrix X in the intersection
{X  0 : rankX ≤ r} ∩ {X : A(X) = b}.
Again projecting a matrix onto either of these sets can be done with ease.
The method of alternating projections has been used extensively; e.g. inverse
eigenvalue problems [28, 29], pole placement [120], information theory [113],
control design problems [62, 63, 95], and phase retrieval [6, 118]. Observe that
the method can be interpreted as minimizing the function
ψ(x, y) :=
 |x− y| if x ∈ A, y ∈ B+∞ otherwise
alternately in the variable x and y. This rather trivial observation, on the other
hand, pays great dividends since it immediate hints that it is the relationship be-
tween the partial slopes |∇ψx|(y) and |∇ψy|(x) that drives the convergence. This
realization, in turn, leads to a short and elegant proof of the following theorem
(see Chapter 3), superseding the earlier results [84, 85] and nicely complement-
ing the newer manuscripts [7, 8, 69].
Theorem 1.1.1 (Local convergence of alternating projections). Consider two closed
subsets A and B ofRn satisfying the transversality condition
NA(x¯) ∩ (−NB(x¯)) = {0}, (1.1)
where x¯ is a point in the intersection A∩B. Then the method of alternating projections,
when started from a point sufficiently close to x¯, converges R-linearly to a point in the
intersection A ∩B.
3
Here NA(x¯) and NB(x¯) refer to the limiting normal cones to A and B, respec-
tively, at a point x¯ in the intersection ofA andB. To illustrate, in the case that say
A is presented classically as the solution set of finitely many smooth inequalities
A = {x : gi(x) ≤ 0 for all i = 1, . . . , k},
the normal cone NA(x¯) has an appealing form: it is simply the convex cone
generated by the active gradients
NA(x¯) = cone {∇gi(x¯) : gi(x¯) = 0},
whenever the active gradients are positive-linearly independent. At this point,
we should stress that it is the geometric condition (1.1) that guarantees the lo-
cal R-linear convergence of the method; interpretation of this condition in a
representation-dependant setting is secondary, depending only on a robust cal-
culus of normals cones. Indeed, appealing to a specific representation of the sets
A and B too early would only make the convergence analysis more opaque.
The definition of slope above has a minor drawback: the slope |∇f | is
generally not a lower-semicontinuous function of its argument (e.g. f(x) =
min{x, 0}). Hence it is prudent to introduce the limiting slope
|∇f |(x¯) := liminf
x−→
f
x¯
|∇f |(x),
where the convergence x −→
f
x¯ means (x, f(x))→ (x¯, f(x¯)).
A point x¯ is critical for f whenever the equality |∇f |(x¯) = 0 holds. Gener-
alized critical points of smooth functions f are, of course, simply critical points
in the classical sense. However, the more general notion is particularly inter-
esting to optimization specialists because critical points of convex functions are
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just minimizers [108, Proposition 8.12], and more generally, for a broader class
of functions (for instance, those that are Clarke regular [31]), a point is critical
exactly when the directional derivative is non-negative in every direction.
Criticality, in turn, naturally yields a generalized derivative construction —
an invaluable tool in nonsmooth optimization: the limiting subdifferential of f at
a point x¯, denoted ∂f(x¯), simply consists of all vectors v ∈ Rn such that x¯ is a
critical point of the perturbed function x 7→ f(x) − 〈v, x〉. Thus x¯ is a critical
point of f if and only if the inclusion 0 ∈ ∂f(x¯) holds.
1.2 Tame optimization
A principal goal of nonsmooth optimization is the search for critical points of
nonsmooth functions f : Rn → R. More generally, given a smooth mapping
G : Rm → Rn, we might be interested in solutions (x, y) ∈ Rm × Rn to the
system
(G(x), y) ∈ gph ∂f and ∇G(x)∗y = v (1.2)
(where ∗ denotes the adjoint) and
gph ∂f := {(x, v) : v ∈ ∂f(x)}
is the subdifferential graph. Such systems arise naturally when we seek critical
points of the composite function x 7→ f(G(x))− 〈v, x〉.
The system (1.2) could, in principle, be uninformative if the subdifferential
graph gph ∂f is large. In particular, if the dimension (appropriately defined)
of the graph is larger than n, then we could not typically expect the system
to be a very definitive tool, since it involves m + n variables constrained by
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only m linear equations and the inclusion. Alarmingly, there exist Lipschitz
continuous functions f onRn whose subdifferential graphs are 2n-dimensional
[15]. Moreover, in a precise mathematical sense, this property is actually typical
for such functions [19].
Notwithstanding this pathology, concrete functions f on Rn encountered in
practice have subdifferentials ∂f whose graphs are, in some sense, small and
this property can be useful practically (see e.g. [102]).
For what functions then is the subdifferential a definitive tool?
The class of semi-algebraic functions — those functions whose graphs are semi-
algebraic, meaning composed of finitely-many sets, each defined by finitely-
many polynomial inequalities — is an excellent candidate, and it will play a
central role in the thesis. This class of functions subsumes neither the simple
case of a smooth function, nor the case of a convex function, neither of which is
necessarily semi-algebraic. Nonetheless, it has a certain appeal: semi-algebraic
functions are common, they serve as an excellent model for “concrete” func-
tions in nonsmooth optimization [74], and in marked contrast with many other
classes of favorable functions, such as amenable functions, they may not even
be Clarke regular. Furthermore, semi-algebraic functions are easy to recognize
(as a consequence of the Tarski-Seidenberg theorem on preservation of semi-
algebraicity under projection). For instance, observe that the spectral radius
function on n × n matrices is neither Lipschitz nor convex, but it is easy to see
that it is semi-algebraic.
It is important to note that any particular choice of defining polynomials of a
semi-algebraic function will be inconsequential for us; it is merely the existence
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of such a polynomial representation that endows the class of semi-algebraic
functions with far-reaching geometric and analytic properties, and renders them
free of most pathologies obscuring variational analysis. To illustrate, coming
back to the size of subdifferential graphs, we will show in Chapters 5 and 6 that
closed semi-algebraic functions f : Rn → R always have n-dimensional sub-
differential graphs, in both a global [52] and local sense [45, 48]. Dimensional
considerations, in turn, have direct consequences on generic properties of semi-
algebraic optimization problems: given a semi-algebraic function f on Rn, the
perturbed function fv(x) := f(x)− 〈v, x〉, for a generic vector v, has only finitely
many critical points, each of which is “nondegenerate”, and lies on a unique
“active smooth manifold”. Moreover, under such generic perturbations, all lo-
cal minimizers satisfy a uniform quadratic growth condition [46].
The importance of slope as a technical tool is due to its connection to exact
error bounds — an ubiquitous concept in nonsmooth optimization. Roughly
speaking, whenever the slope of a function f is lower-bounded away from zero,
one is guaranteed that the sublevel sets of f behave in a Lipschitz-like manner.
The following theorem appears as [12, Theorem 2]. To state it, for any function
f onRn, we define [a < f < b] := {x ∈ Rn : a < f(x) < b}.
Theorem 1.2.1 (Slope and error bounds). Consider a lower-semicontinuous function
f : Rn → R, and suppose that the slice [0 < f < r0] is nonempty. Then the following
statements are equivalent.
Non-criticality: For all x ∈ [0 < f < r0], the inequality
|∇f |(x) ≥ 1
k
holds.
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Error-bound: For all r ∈ (0, r0) and x ∈ [0 < f < r0], the inequality
d(x, [f ≤ r]) ≤ k(f(x)− r)+ holds.
The importance of the theorem above, much like that of the classical inverse
function theorem, stems from the fact that the slope — a computable quantity —
characterizes a Lipschitz-like behavior of sublevel sets — objects that are in gen-
eral wild and difficult to handle. This deep relationship, in particular, plays a
crucial role in the convergence analysis of the method of alternating projections
(Theorem 1.1.1).
On a sobering note, observe that the connection between the slope and error
bounds, established in Theorem 1.2.1, is only fruitful when there exist inter-
vals of non-critical values, a property that can easily fail even for C∞-smooth
functions. Indeed, even though the celebrated Sard’s theorem shows that the
critical-value set of a C∞-smooth function f : Rn → R is Lebesgue null, the
critical-value set can be dense (e.g. f(x) = e−
1
|x| sin( 1
x
) ). Reassuringly, such
pathologies do not occur in the semi-algebraic setting [11, Corollary 5].
Theorem 1.2.2 (Semi-algebraic Morse-Sard theorem). Any semi-algebraic function
f : Rn → R has at most finitely many critical values.
In fact, a much stronger statement holds. The following theorem, based on
the work of [78], extends the classical Łojasiewicz inequality for analytic func-
tions to a nonsmooth semi-algebraic setting [11, Theorem 14].
Theorem 1.2.3 (Kurdyka-Łojasiewicz inequality). Consider a lower-semicontinuous
semi-algebraic function f : Rn → R and a point x¯ with f(x¯) = 0. Then for any
bounded neighborhood U of x¯, there exists a real number ρ > 0 and a non-negative
function ψ : [0, ρ)→ R satisfying
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• ψ is continuous on [0, ρ) with ψ(0) = 0,
• The restriction of ψ to (0, ρ) is C1-smooth with ψ′ > 0,
• The inequality
|∇(ψ ◦ f)|(x) ≥ 1,
holds for all x ∈ U ∩ [0 < f < ρ].
In a nutshell, the theorem above states that semi-algebraic functions, up to a
reparametrization of the image, always admit error bounds! This supports our
claim that variational analysis works with full efficiency in the semi-algebraic
setting. For example, in Chapter 3, we will use the Kurdyka-Łojasiewicz inequality
to prove that for the problem of finding a point in the intersection of two closed
semi-algebraic sets A and B, any limit point of the iterates generated by the
method of alternating projections lies in the intersection A ∩ B, provided that
the initial point is sufficiently close to the intersection. That is, the transversality
condition (1.1) only serves to establish the R-linear convergence. This is partic-
ularly important in practice, since verification of transversality requires one to
already know a point in the intersection — an impossible task.
We should note in passing that all results in the thesis pertaining to semi-
algebraic functions have direct analogues for functions definable in an “o-
minimal structure” and, more generally, for “tame” functions. In particular, our
results hold for globally subanalytic functions, discussed in [110]. For a quick
introduction to these concepts in an optimization context, see [74]. To ease the
exposition, however, we stay within the semi-algebraic setting.
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1.3 Curves of descent
One of the foundational notions in optimization is the intuitive idea of a steepest
descent curve. In the smooth case, such curves are rigorously defined as solu-
tions of the gradient dynamical system x˙ = −∇f(x). In absence of differentia-
bility, however, an analogous notion revolves around the slope. To motivate the
discussion, consider a function f on Rn and a 1-Lipschitz curve γ : (a, b) → Rn.
One can then readily verify that the inequality
|∇(f ◦ γ)|(t) ≤ |∇f |(γ(t)) holds for a.e. t ∈ (a, b). (1.3)
Supposing that f is continuous (for technical reasons), it is then natural to call γ
a steepest descent curve if f ◦ γ is nonincreasing and the reverse inequality holds
in (1.3). Such curves, up to a reparametrization and an integrability condition,
are the curves of maximal slope studied in [2, 42, 44, 88]. Requiring the weaker
inequality
|∇(f ◦ γ)|(t) ≥ |∇f |(γ(t)) to hold for a.e. t ∈ (a, b).
defines near-steepest descent curves. See Figure 1.2 for an illustration.
In Chapter 4, which is based on the forthcoming manuscript [49], we show
that such curves always exist for lower-semicontinuous functions f : Rn → R,
satisfying a mild continuity condition. The key idea of our construction is to
discretize the range of f and then build a piecewise-linear curve by projecting
iterates onto successive sublevel sets. Passing to the limit as the mesh of the
partition tends to zero, under reasonable conditions and a reparametrization,
yields a near-steepest descent curve. Not surprisingly, it is the relationship be-
tween the slope and error bounds that drives the analysis (and motivates the
construction).
10
Figure 1.2: f(x, y) = max{x+ y, |x− y|}+ x(x+ 1) + y(y + 1) + 100
Again, much stronger results hold in the semi-algebraic setting. For semi-
algebraic functions f : Rn → R that are locally Lipschitz continuous on their
domains, near-steepest descent curves, up to a reparametrization, are precisely
the solutions of the subgradient dynamical system
x˙(t) ∈ −∂f(x(t)) a.e.
Moreover, combining our construction with the Kurdyka-Łojasiewicz inequal-
ity we prove that any near-steepest descent curve γ : (a, b) → Rn for a semi-
algebraic function f : Rn → R satisfies the following regularity properties.
• γ is either unbounded or necessarily has finite length, and
• the domain of γ can always be extended so that γ remains a near-steepest
descent curve, and so that γ is either unbounded or it necessarily con-
verges to a local minimizer of f (and not just to a critical point).
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All of these regularity properties easily fail even for C∞-smooth functions.
1.4 Foundations of active sets in nonsmooth optimization
In Chapter 7 we discuss the foundations of active sets in nonsmooth optimiza-
tion. To ground the discussion, consider minimizing the classically studied
max-type function
f(x) = max
i∈I
fi(x), where I is a finite index set and fi are C2-smooth.
Then in terms of the active index set I(x) := {i : f(x) = fi(x)}, the subdifferential
∂f(x) has an appealing form: it is simply the convex hull of the active gradients,
∂f(x) = conv {∇fi(x) : i ∈ I(x)}.
Consequently, the criticality condition 0 ∈ ∂f(x¯) amounts to classical first-order
necessary conditions for optimality. Now fix a point x¯ ∈ Rn and assume that the
active gradients {∇fi(x¯) : i ∈ I(x¯)} are affinely independent. Then the active
manifold,
M = {x : I(x) = I(x¯)}, (1.4)
plays a crucial role both in theory and in practice. To illustrate, assuming strict
complementarity — meaning that zero lies in the relative interior of ∂f(x¯) —
classical arguments yield the following far-reaching consequences.
Activity: LocallyM consists of all nearby “approximate” critical points, mean-
ing that for any small neighborhood U of zero, M coincides with the set
{x : ∂f(x)∩U 6= ∅} locally around x¯ — motivation for active-set methods.
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Second-order growth: Quadratic growth of f around x¯ is equivalent to
quadratic growth of the smooth function f
∣∣
M, and hence is recognizable
using classical calculus.
The active manifold M is interesting geometrically because the epigraph of f
has a distinctive “ridge” along the graph of f
∣∣
M; see Figure 1.3.
Figure 1.3: f(x, y) := max{x(1− x) + y2, −x(1 + x) + y2}.
The two results above are well-known to those experienced in standard non-
linear programming. However, many important functions in optimization can-
not be reformulated as max-type functions (with a finite index set): the Eu-
clidean norm ‖ · ‖ is an obvious example. To illustrate briefly, consider the func-
tion
f(x) =
k∑
i=1
‖Fi(x)‖,
where the mappings Fi : Rn → Rmi are C2-smooth. With any point x, we may
associate an active index set I(x) := {i : Fi(x) = 0}. Fixing a putative local
minimizer x¯ of f , under reasonable conditions, the set
M = {x : I(x) = I(x¯)},
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is a smooth manifold satisfying the same two key properties as in the case of the
max-type function. See Figure 1.4 for an illustration.
Figure 1.4: f(x, y) := |x2 + y2 − 1|+ |x− y|.
Contemporary interest in semi-definite programming and eigenvalue opti-
mization leads to many more examples of the same flavor.
So, is there a natural way to model “active sets” (not necessarily manifolds) in
a way independent of algebraic description?
Remarkably, the answer is yes! The idea is extremely simple and algorithmic:
many numerical methods minimizing a function f on Rn (e.g. proximal point,
subgradient projection, and Newton-like methods) not only produce iterates xi
converging to a critical point x¯, but also subgradients vi ∈ ∂f(xi) converging to
the zero vector, and thereby serving as certificates of approximate criticality. See
for example [68]. This observation naturally leads to the notion of an identifiable
set introduced in [53]: A setM is identifiable at a critical point x¯ if whenever there
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are sequences xi → x¯ and vi ∈ ∂f(xi) with vi → 0, the points xi lie inM for all
sufficiently large i. We should mention that the intuitive idea of identifiability
is rather old, having roots in the notion of an “identifiable surface” [119] and its
precursors [1, 23, 26, 27, 54, 57, 59].
The computational promise of identifiable sets is immediate: the problem
of minimizing f near x¯ is equivalent to minimizing f
∣∣
M — a potentially easier
problem — because the identifiability property allows convergent algorithms
to findM. Furthermore, such sets have a natural appeal for optimality condi-
tions and sensitivity analysis: quadratic growth of f around x¯ is equivalent to
quadratic growth of f
∣∣
M near x¯ — a potentially easier condition to check.
The case when an identifiable setM is a smooth manifold and the function
f
∣∣
M is smooth is particularly interesting, since it directly leads to a smooth re-
duction in the problem instance. In particular, the manuscript [87] performs (a
much simplified) sensitivity analysis in this setting. Remarkably, this situation
is equivalent to a powerful but seemingly stringent list of properties known
as partial smoothness [83], nondegeneracy and prox-regularity, thereby giving
these sophisticated notions an intuitive interpretation and unifying a number of
earlier results in the aforementioned articles.
1.5 Active sets in eigenvalue optimization
The identifiability concept adapts perfectly to eigenvalue optimization prob-
lems. To illustrate, consider the space of symmetric matrices Sn endowed with
the trace inner-product and the eigenvalue mapping λ : Sn → Rn assigning to
each matrix A a vector of its eigenvalues (λ1(A), . . . , λn(A)) in increasing order.
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Many functions of interest, such as the spectral radius for instance, only de-
pend on a matrix through its eigenvalues. Such functions necessarily have the
composite form f ◦ λ, where f : Rn → R is permutation-invariant. The idea is
then to study identifiable sets of the complicated spectral function f ◦ λ, using
identifiable sets of the potentially simpler function f . This strategy for studying
variational properties of spectral functions goes back to [82].
To see how the identifiability notion adapts to this setting, consider for ex-
ample the function of two variables
f(x, y) := max{|x|, |y|}
and the corresponding spectral function
(f ◦ λ)(X) := max{|λ1(X)|, |λ2(X)|}.
It is easy to see that the set
M = {(x, x) : x > 0}
is an identifiable manifold relative to f at the point (1, 1). It would be ideal then
if the preimage
λ−1(M) = {X  0 : λ1(X) = λ2(X)}
were to be an identifiable manifold relative to f ◦ λ at the identity matrix I2×2.
This is indeed the case. In Chapter 8, we show an elegant fact: given a matrix
X ∈ Sn, any identifiable manifoldM⊂ Rn (relative to a permutation-invariant
function f ) at λ(X) lifts to a spectral set λ−1(M) that is an identifiable mani-
fold at X relative to the spectral function f ◦ λ. This direction of research, in
particular, shows great promise for the identifiability concept in eigenvalue op-
timization.
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CHAPTER 2
PRELIMINARIES
In this chapter, we establish the basic notation and record some preliminary
results that we will use throughout the thesis. We should emphasize that none
of the material in this section is new; rather the results presented here are the
basic tools of variational analysis and semi-algebraic geometry.
2.1 Introduction
We will let (X , d) be a complete metric space. An open ball of radius  around
a point x¯ will be denoted by B(x¯), while the open unit ball will be denoted
by B. For any set Q ⊂ X , the symbols clQ, intQ, and bdQ will denote the
closure, interior, and boundary of Q, respectively. Consider the extended real
line R := R ∪ {−∞} ∪ {+∞}. We say that an extended-real-valued function is
proper if it is never {−∞} and is not always {+∞}. For a function f : X → R,
the domain of f is
dom f := {x ∈ X : f(x) < +∞},
and the epigraph of f is
epi f := {(x, r) ∈ X ×R : r ≥ f(x)}.
A function f : X → R is lower-semicontinuous (or lsc for short) at x¯ if the inequal-
ity liminfx→x¯ f(x) ≥ f(x¯) holds. For a set Q ⊂ X and a point x ∈ X , the distance
of x from Q is
d(x,Q) := inf
y∈Q
d(x, y),
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and the metric projection of x onto Q is
PQ(x) := {y ∈ Q : d(x, y) = d(x,Q)}.
2.2 Slope and error bounds
A fundamental notion in local variational analysis is that of slope — the “fastest
instantaneous rate of decrease” of a function. For more details about slope and
its relevance to the theory of metric regularity, see [71].
Definition 2.2.1 (Slope). Consider a function f : X → R, and a point x¯ ∈ X with
f(x¯) finite. The slope of f at x¯ is
|∇f |(x¯) := limsup
x→x¯
x 6=x¯
(f(x¯)− f(x))+
d(x¯, x)
.
The limiting slope is
|∇f |(x¯) := liminf
x−→
f
x¯
|∇f |(x),
where the convergence x −→
f
x¯ means (x, f(x))→ (x¯, f(x¯)).
Slope allows us to define generalized critical points.
Definition 2.2.2 (Critical points). Consider a function f : X → R. We will call
any point x¯ satisfying |∇f |(x¯) = 0 a Fre´chet critical point of f . On the other hand,
if x¯ satisfies |∇f |(x¯) = 0 then we will say that x¯ is a limiting critical point of f .
To shorten notation, we will refer to limiting critical points simply as critical
points. For C1-smooth functions f on a Hilbert space, the equation |∇f |(x¯) =
|∇f |(x¯) = ‖∇f(x¯)‖ holds, and hence the notation. In particular, critical points
of such functions are critical points in the classical sense. The following local
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version of Theorem 1.2.1 will play a crucial role in our work [71, Basic Lemma,
Chapter 1].
Lemma 2.2.3 (Slope and local error bound). Consider a lsc function f : X → R.
Assume that for some point x ∈ dom f , there are constants α < f(x) and r,K > 0 so
that the implication
α < f(u) ≤ f(x) and d(u, x) ≤ K =⇒ |∇f |(u) ≥ r, holds.
If in addition the inequality f(x) − α < Kr is valid, then the sublevel set [f ≤ α] is
nonempty and we have the estimate d(x, [f ≤ α]) ≤ r−1(f(x)− α).
2.3 Subdifferentials and set-valued mappings
In the setting of linear spaces, a primary method of studying nonsmooth func-
tions is by means of generalized derivatives, or subdifferentials. For simplicity,
we stay within a finite dimensional setting. We refer the reader to the mono-
graphs of Rockafellar-Wets [108], Borwein-Zhu [20], Clarke-Ledyaev-Stern-
Wolenski [32], and Mordukhovich [93, 94], for more details. Unless otherwise
stated, we follow the terminology and notation of [108].
Throughout, the symbol Rn will denote an n-dimensional Euclidean space.
A set-valued mapping F from Rn to Rm, denoted by F : Rn ⇒ Rm, is a mapping
fromRn to the power set ofRm. Thus for each point x ∈ Rn, F (x) is a subset of
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Rm. The domain, graph, and range of F are defined to be
domF := {x ∈ Rn : F (x) 6= ∅},
gphF := {(x, y) ∈ Rn ×Rm : y ∈ F (x)},
rgeF :=
⋃
x∈Rn
F (x),
respectively. Observe that domF and rgeF are images of gphF under the pro-
jections (x, y) 7→ x and (x, y) 7→ y, respectively.
The following definition extends in two ways the classical notion of continu-
ity to set-valued mappings.
Definition 2.3.1 (Continuity). Consider a set-valued mapping F : Rn ⇒ Rm.
1. F is outer semicontinuous at a point x¯ ∈ Rn if for any sequence of points
xi ∈ Rn converging to x¯ and any sequence of vectors vi ∈ F (xi) converging
to v¯, we must have v¯ ∈ F (x¯).
2. F is inner semicontinuous at x¯ if for any sequence of points xi converging to
x¯ and any vector v¯ ∈ F (x¯), there exist vectors vi ∈ F (xi) converging to v¯.
If both properties hold, then we say that F is continuous at x¯. We will say that
F is inner-semicontinuous at x¯, relative to a certain set Q ⊂ Rn, if the condition
above for inner-semicontinuity is satisfied for sequences xi → x¯ in Q.
Henceforth o(‖x− x¯‖) will denote a term with the property
o(‖x− x¯‖)
‖x− x¯‖ → 0, when x→ x¯ with x 6= x¯.
The symbols convQ, coneQ, and affQ will denote the convex hull, the (non-
convex) conical hull, and the affine span of Q respectively. The symbol parQ
will denote the parallel subspace of Q, namely the set parQ := affQ− affQ.
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Definition 2.3.2 (Fre´chet and limiting subdifferentials). Consider a function
f : Rn → R and a point x¯ with f(x¯) finite.
1. The Fre´chet subdifferential of f at x¯, denoted ∂ˆf(x¯), is the set of vectors
defined by
v ∈ ∂ˆf(x¯) ⇐⇒ x¯ is a Fre´chet critical point of f − 〈v, ·〉.
2. The limiting subdifferential of f at x¯, denoted ∂f(x¯), is the set of vectors
defined by
v ∈ ∂f(x¯) ⇐⇒ x¯ is a limiting critical point of f − 〈v, ·〉.
We say that f is subdifferentiable at x¯ whenever ∂f(x¯) is nonempty.
A few comments are in order. First, one can easily verify that for a function
f : Rn → R, the inclusion v ∈ ∂ˆf(x¯) holds if and only if the inequality
f(x) ≥ f(x¯) + 〈v, x− x¯〉+ o(‖x− x¯‖) holds.
In turn, the subdifferential ∂f(x¯) consists of all vectors v ∈ Rn for which
there exist sequences xi ∈ Rn and vi ∈ ∂ˆf(xi) with (xi, f(xi), vi) converging
to (x¯, f(x¯), v). Moreover, as the following proposition shows, the limiting slope
measures the norm of the “shortest” element of the subdifferential [71, Proposi-
tions 1 and 2, Chapter 3].
Proposition 2.3.3 (Slope and subdifferentials). Consider an lsc function f : Rn →
R, and a point x¯ ∈ Rn with f(x¯) finite. Then we have |∇f |(x¯) ≤ d(0, ∂ˆf(x¯)), and
furthermore the equality
|∇f |(x¯) = d(0, ∂f(x¯)), holds.
In particular, the two conditions |∇f |(x¯) = 0 and 0 ∈ ∂f(x¯) are equivalent.
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When working with the two subdifferentials we have defined, it is often
convenient to introduce a subdifferential which can in principle be smaller.
Definition 2.3.4 (Proximal subdifferential). Consider a function f : Rn → R and
a point x¯ with f(x¯) finite. The proximal subdifferential of f at x¯, denoted ∂Pf(x¯),
consists of all vectors v ∈ Rn for which there exist real numbers r,  > 0 satisfy-
ing
f(x) ≥ f(x¯) + 〈v, x− x¯〉 − r
2
‖x− x¯‖2 for all x ∈ B(x¯).
It is worth noting that for any lsc function f : Rn → R and any limiting
subgradient v ∈ ∂f(x¯) there exist sequences xi ∈ Rn and vi ∈ ∂Pf(xi) with
(xi, f(xi), vi) converging to (x¯, f(x¯), v), just as in the Fre´chet case. Often one
needs to require a kind of uniformity in the subgradients, leading to the notion
of prox-regularity. This concept has been discovered and rediscovered by various
authors, notably by Federer [56] and Rockafellar-Poliquin [98]. We follow the
notation of [98] and [99].
Definition 2.3.5 (Prox-regularity). An lsc function f : Rn → R is prox-regular at
x¯ for v¯ ∈ ∂f(x¯) if f is finite at x¯ and there are constants r > 0 and  > 0 such that
for all x, u ∈ B(x¯) with |f(u)− f(x¯)| ≤  we have
f(x) ≥ f(u) + 〈v, x− u〉 − r
2
‖x− u‖2, whenever v ∈ ∂f(u) ∩B(v¯).
We will say that f is prox-regular at x¯ if f is prox-regular at x¯ for every v ∈ ∂f(x¯).
The final two derivative-like objects that we will need arise from directional
limits of subgradients and from a convexification procedure.
Definition 2.3.6 (Horizon & Clarke subdifferentials). Consider a function
f : Rn → R and a point x¯ with f(x¯) finite.
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1. The horizon subdifferential of f at x¯, denoted ∂∞f(x¯), consists of all vectors
v ∈ Rn for which there exists a sequence of real numbers τi ↓ 0 and a
sequence of points xi ∈ Rn, along with subgradients vi ∈ ∂ˆf(xi), so that
(xi, f(xi), τivi) converge to (x¯, f(x¯), v).
2. The Clarke subdifferential of f at x¯, denoted ∂cf(x¯), is obtained by the con-
vexification
∂cf(x¯) := cl co [∂f(x¯) + ∂∞f(x¯)].
For x such that f(x) is not finite, we follow the convention that all the afore-
mentioned subdifferentials there are empty. Clearly, the inclusions
∂Pf(x¯) ⊂ ∂ˆf(x¯) ⊂ ∂f(x¯) ⊂ ∂cf(x¯) hold.
The subdifferentials ∂Pf(x¯), ∂ˆf(x¯), ∂f(x¯), and ∂cf(x¯) generalize the classical no-
tion of gradient. In particular, for C2-smooth functions f on Rn, these four
subdifferentials consist only of the gradient ∇f(x) for each x ∈ Rn. For convex
f , these subdifferentials coincide with the convex subdifferential. The horizon
subdifferential ∂∞f(x¯) plays an entirely different role; namely, it detects hori-
zontal “normals” to the epigraph. In particular, a lsc function f : Rn → R is
locally Lipschitz continuous around x¯ if and only if we have ∂∞f(x¯) = {0}.
For a set Q ⊂ Rn, we define the indicator function of Q, denoted δQ, to be zero
onQ and plus infinity elsewhere. The geometric counterparts of subdifferentials
are normal cones.
Definition 2.3.7 (Normal cones). Consider a set Q ⊂ Rn. Then the proximal,
Fre´chet, limiting, and Clarke normal cones to Q at any point x¯ ∈ Rn are defined
by NPQ (x¯) := ∂P δ(x¯), NˆQ(x¯) := ∂ˆδ(x¯), NQ(x¯) := ∂δ(x¯), and N
c
Q(x¯) := ∂cδ(x¯)
respectively.
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In particular, the proximal normal cone to Q at x¯ consists of all vectors v ∈ Rn
such that x¯ ∈ PQ(x¯ + 1rv) for some r > 0. Furthermore, this condition amounts
to requiring
〈v, x− x¯〉 ≤ O(|x− x¯|2) as x→ x¯ in Q.
On the other hand, any Freche´t normal v ∈ NˆQ(x¯) is characterized by the in-
equality
〈v, x− x¯〉 ≤ o(|x− x¯|) as x→ x¯ in Q.
In turn, the a vector v lies in NQ(x¯) whenever there exist sequences xi → x¯ and
vi → v¯ with vi ∈ NˆQ(x). The Clarke normal coneN cQ(x¯) is then simply the closed
convex hull of NQ(x¯).
We will then say that a closed set Q is prox-regular at a point x¯ for v¯ ∈ NQ(x¯)
whenever the indicator function δQ is prox-regular at x¯ for v¯. Geometrically, this
amounts to requiring that there exist real numbers  > 0 and r > 0 such that the
implication
x ∈ Q, v ∈ NQ(x)
|x− x¯| < , |v − v¯| < 
⇒ PQ∩B(x¯)(x+ r−1v) = x,
holds.
Similarly, Q is prox-regular at x¯ (with no regard to direction) whenever δQ is
prox-regular at x¯. This, in turn, holds if and only if there exists a neighborhood
U of x¯ so that the the projection mapping PQ is single-valued on U [108, Exercise
13.38].
The following standard theorem yields a concise relationship between sub-
differentials and normal cones to epigraphs.
Theorem 2.3.8 (Subdifferentials & normals to epigraphs). Consider a function
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f : Rn → R and a point x¯ ∈ Rn, with f(x¯) finite. Then we have
∂Pf(x¯) = {v ∈ Rn : (v,−1) ∈ NPepi f (x¯, f(x¯))}.
∂ˆf(x¯) = {v ∈ Rn : (v,−1) ∈ Nˆepi f (x¯, f(x¯))}.
∂f(x¯) = {v ∈ Rn : (v,−1) ∈ Nepi f (x¯, f(x¯))}.
∂∞f(x¯) = {v ∈ Rn : (v, 0) ∈ Nepi f (x¯, f(x¯))}.
∂cf(x¯) = {v ∈ Rn : (v,−1) ∈ N cepi f (x¯, f(x¯))}.
A particularly nice situation occurs when all the normal cones coincide.
Definition 2.3.9 (Clarke regularity of sets). A set Q ⊂ Rn is said to be Clarke
regular at a point x¯ ∈ Q if it is locally closed at x¯ and every limiting normal
vector to Q at x¯ is a Fre´chet normal vector, that is the equation NQ(x¯) = NˆQ(x¯)
holds.
The functional version of Clarke regularity is as follows.
Definition 2.3.10 (Subdifferential regularity). A function f : Rn → R is called
subdifferentially regular at x¯ if f(x¯) is finite and epi f is Clarke regular at (x¯, f(x¯))
as a subset ofRn ×R.
In particular, if f : Rn → R is subdifferentially regular at a point x¯ ∈ dom f ,
then equality ∂ˆf(x¯) = ∂f(x¯) holds ( [108, Corollary 8.11]).
Given any set Q ⊂ Rn and a mapping F : Q → Q˜, where Q˜ ⊂ Rm, we say
that F is Cp-smooth (p ≥ 1) if for each point x¯ ∈ Q, there is a neighborhood U of
x¯ and a Cp-smooth mapping Fˆ : Rn → Rm that agrees with F on Q ∩ U .
Definition 2.3.11 (Smooth Manifolds). We say that a setM inRn is aCp manifold
(for p = 1, . . . ,∞) of dimension r if for each point x¯ ∈ M , there is an open
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neighborhood U around x¯ and a mapping F : Rn → Rn−r that is Cp-smooth
with ∇F (x¯) of full rank, satisfying M ∩ U = {x ∈ U : F (x) = 0}.
A good reference on smooth manifold theory is [79].
Theorem 2.3.12. [108, Example 6.8] Consider aC2-manifold M ⊂ Rn. Then at every
point x ∈ M , each type of normal cone is equal to the normal space to M at x, in the
sense of differential geometry.
2.4 Semi-algebraic geometry
A semi-algebraic set S ⊂ Rn is a finite union of sets of the form
{x ∈ Rn : P1(x) = 0, . . . , Pk = 0, Q1(x) < 0, . . . , Ql(x) < 0},
where P1, . . . , Pk, Q1, . . . , Ql are polynomials in n variables. In other words, S is
a union of finitely many sets, each defined by finitely many polynomial equal-
ities and inequalities. A map F : Rn ⇒ Rm is semi-algebraic if gphF is a semi-
algebraic set, while a function f : Rn → R is semi-algebraic if epi f is a semi-
algebraic set. Semi-algebraic sets enjoy many nice structural properties. We
discuss some of these properties in this section. See the monographs of Basu-
Pollack-Roy [4], Lou van den Dries [114], and Shiota [110]. For a quick survey,
see the article of van den Dries-Miller [115] and the surveys of Coste [33, 34].
Unless otherwise stated, we follow the notation of [115] and [34].
A fundamental fact about semi-algebraic sets is provided by the Tarski-
Seidenberg Theorem [34, Theorem 2.3]. It states that the image of any semi-
algebraic set S ⊂ Rn, under a projection to any linear subspace ofRn, is a semi-
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algebraic set. From this result, it follows that a great many constructions pre-
serve semi-algebraicity. In particular, for a semi-algebraic function f : Rn → R,
it is easy to see that the slopes |∇f |, |∇f | and all the subdifferential set-valued
mappings are semi-algebraic. See for example [74, Proposition 3.1].
The most striking and useful fact about semi-algebraic sets is that they can
be partitioned into finitely many semi-algebraic manifolds that fit together in a
regular pattern. The particular stratification that we are interested in is defined
below.
Definition 2.4.1 (Whitney (a)-regular stratification). Consider a semi-algebraic
set Q in Rn. A Whitney (a)-regular stratification of Q is a finite partition of Q into
semi-algebraic C1 manifolds Mi (called strata) with the following properties:
1. For distinct i and j, if Mi ∩ clMj 6= ∅, then Mi ⊂ clMj \Mj .
2. For any sequence of points xk in a stratum Mj converging to a point x in a
stratum Mi, if the corresponding normal vectors yk ∈ NMj(xk) converge to
a vector y, then the inclusion y ∈ NMi(x) holds.
Observe that property 1 of Definition 2.4.1 gives us topological informa-
tion on how the strata fit together, while property 2 gives us control over how
sharply the strata fit together. Property 1 is called the frontier condition and
property 2 is called Whitney condition (a). We should note that a Whitney (a)-
regular stratification, as defined above, is normally referred to as a C1 Whitney
(a)-regular stratification. One simple example of this type of a stratification to
keep in mind throughout the discussion is the partition of a polytope into its
open faces.
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Definition 2.4.2 (Compatibility). Given finite collections {Bi} and {Cj} of sub-
sets of Rn, we say that {Bi} is compatible with {Cj} if for all Bi and Cj , either
Bi ∩ Cj = ∅ or Bi ⊂ Cj .
The notion of a stratification being compatible with some predefined sets
might not look natural; in fact, it is crucial since this property enables us to con-
struct refinements of stratifications. We will have occasion to use the following
result [115, Theorem 4.8].
Theorem 2.4.3 (Existence of Whitney (a)-regular stratifications). Consider a semi-
algebraic set S inRn and a semi-algebraic map f : S → Rm. LetA be a finite collection
of semi-algebraic subsets of S and B a finite collection of semi-algebraic subsets of Rm.
Then there exists a Whitney (a)-regular stratification A′ of S that is compatible with A
and a Whitney (a)-regular stratification B′ ofRm compatible with B such that for every
stratum Q ∈ A′, we have that the restriction f |Q is smooth and f(Q) ∈ B′.
In particular, it follows that semi-algebraic maps are “generically” (in a sense
about to be made clear) smooth.
Definition 2.4.4 (Dimension). Let A ⊂ Rn be a nonempty semi-algebraic set.
Then we define the dimension of A, dimA, to be the maximal dimension of a
stratum in any Whitney (a)-regular stratification of A. We adopt the convention
that dim ∅ = −∞.
It can be easily shown that the dimension does not depend on the partic-
ular stratification. See [114, Chapter 4] for more details. In various fields of
mathematics, a set U ⊂ Rn is said to be “generic”, if it is large in some precise
mathematical sense, depending on context. Two popular choices are that of U
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being a full-measure set, meaning its complement has Lebesgue measure zero,
and that of U being topologically generic, meaning it contains a countable inter-
section of dense open sets. In general, these notions are very different. However
for semi-algebraic sets, the situation simplifies drastically. Indeed, if U ⊂ Rn is
a semi-algebraic set, then the following are equivalent.
• U is full-measure.
• U is topologically generic.
• The dimension of U c is strictly smaller than n.
We will say that a certain property holds for a generic vector v ∈ Rn if the set
of vectors for which this property holds is generic in the sense just described.
Generic properties of semi-algebraic optimization problems will be discussed in
Section 5.3.
Observe that the dimension of a semi-algebraic set only depends on the max-
imal dimensional manifold in a stratification. Hence, dimension is a crude mea-
sure of the size of the semi-algebraic set. This motivates a localized notion of
dimension.
Definition 2.4.5 (Local dimension). Consider a semi-algebraic set Q ⊂ Rn and
a point x¯ ∈ Q. We let the local dimension of Q at x¯ be
dimQ(x¯) := inf
>0
dim(Q ∩B(x¯)).
It is not difficult to see that there exists a real number ¯ > 0 such that for every
real number 0 <  < ¯, we have dimQ(x¯) = dim(Q ∩B(x¯)).
Semi-algebraic methods have recently found great uses in set-valued anal-
ysis. See for example [40, 52, 72–74]. A fact that will be particularly use-
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ful for us is that semi-algebraic set-valued mappings are “generically” inner-
semicontinuous.
Proposition 2.4.6. [52, Proposition 2.28, 2.30] Consider a semi-algebraic, set-valued
mapping G : Rn ⇒ Rm. Then there exists a stratification of domG into finitely many
semi-algebraic manifolds {Mi} such that on each stratum Mi, the mapping G is inner-
semicontinuous and the dimension of the images F (x) is constant. If in addition F is
closed-valued, then we can ensure that the restrictionG
∣∣
Mi
is also outer-semicontinuous
for each index i.
Finally, we end the chapter with the celebrated Kurdyka-Łojasiewicz in-
equality [12], which has already been alluded to in the introductory chapter.
Definition 2.4.7 (Kurdyka-Łojasiewicz inequality).
• A function f : Rn → R is said to satisfy the upper Kurdyka-Łojasiewicz in-
equality if for any bounded open set U ⊂ Rn and any real τ , there exists
ρ > 0 and a non-negative continuous function ψ : [τ, τ + ρ)→ R satisfying
– ψ is continuous on [τ, τ + ρ) with ψ(τ) = τ ,
– The restriction of ψ to (τ, τ + ρ) is C1-smooth with ψ′ > 0,
– The inequality
|∇(ψ ◦ f)|(x) ≥ 1,
holds for all x ∈ U with τ < f(x) < τ + ρ.
• A function f : Rn → R is said to satisfy the lower Kurdyka-Łojasiewicz in-
equality if for any bounded open set U ⊂ Rn and any real τ , there exists
ρ > 0 and a non-negative continuous function ψ : (τ − ρ, τ ]→ R satisfying
– ψ is continuous on (τ − ρ, τ ] with ψ(τ) = τ ,
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– The restriction of ψ to (τ − ρ, τ) is C1-smooth with ψ′ > 0,
– The inequality
|∇(ψ ◦ f)|(x) ≥ 1,
holds for all x ∈ U with τ − ρ < f(x) < τ .
In particular, all analytic and all semi-algebraic functions satisfy both the
upper and lower KŁ-inequalities [11, Theorem 14].
31
CHAPTER 3
ILLUSTRATION: METHOD OF ALTERNATING PROJECTIONS
3.1 Introduction
Finding a point in the intersection of two closed, convex subsets Q and S of Rn
is a common problem in optimization. A conceptually simple and widely used
method for solving feasibility problems of this form is the method of alternating
projections — discovered and rediscovered by a number of authors, notably by
John von Neumann and Norbert Wiener. It consists of projecting a starting point
onto the first set Q, then projecting the resulting point onto S, and then project-
ing back onto Q, and so on and so forth. The convergence of the method for
two intersecting closed convex sets was shown in [21], and linear convergence
under a regular intersection assumption, riQ ∩ riS 6= ∅, was proved in [5].
The method of alternating projections makes sense even for non-convex
feasibility problems (e.g. intersection of a sphere and hyperplane), and has
been used extensively. It is enough to mention inverse eigenvalue problems
[28, 29], pole placement [120], information theory [113], control design prob-
lems [62, 63, 95], and phase retrieval [6, 118].
This chapter — excerpted from an upcoming paper [47] — will put many of
the aforementioned tools of variation analysis and semi-algebraic geometry to
use in a concrete setting — local convergence analysis of the nonconvex method
of alternating projections. In particular, the analysis presented here supersedes
that of [84, 85] and nicely complements that of the newer manuscripts [7, 8, 69].
More refined results will appear in [47].
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3.2 Convergence analysis
Throughout we will consider two closed subsets Q and S of Rn, along with a
point x¯ ∈ Q ∩ S. We define a function ϕ : Rn → R by
ϕ(x, y) := δQ(x) + ‖x− y‖+ δS(y).
In terms of ϕ, the method of alternating projections can be written as follows: if the
iterate xi lies in Q, then define the next iterates by the inclusions
xi+1 ∈ argmin ϕ(xi, ·) and xi+2 ∈ argmin ϕ(·, xi+1).
Therefore it is not surprising that convergence analysis for the method will re-
volve around variational properties of the function ϕ. In particular, the partial
slopes of ϕ separately in the variables x and y will play a key role. For ease
of notation, the symbols ϕy and ϕx will denote the functions x 7→ ϕ(x, y) and
y 7→ ϕ(x, y), respectively. We now make some key observations about the func-
tion ϕ. One can easily check using Theorem 2.3.3 that for any points x ∈ Q and
y ∈ S with x 6= y, we have
|∇ϕy|(x) = d(0, ∂ϕy(x)) = d
( y − x
‖y − x‖ , NQ(x)
)
, (3.1)
|∇ϕx|(y) = d(0, ∂ϕx(y)) = d
( y − x
‖y − x‖ ,−NS(y)
)
. (3.2)
Moreover, for such points x and y, the equation
∂ϕ(x, y) = ∂ϕy(x)× ∂ϕx(y) holds,
and hence we deduce
|∇ϕ|(x, y) = d(0, ∂ϕ(x, y)) =
√(
d(0, ∂ϕy(x)
)2
+
(
d(0, ∂ϕx(y)
)2
=
√(
|∇ϕy|(x)
)2
+
(
|∇ϕx|(y)
)2
.
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Given two closed cones Ci, i = 1, 2 in Rn, we define the opening between C1
and C2 to be
ρ(C1, C2) = sup{〈u1, u2〉 : ui ∈ Ci, ‖ui‖ = 1}.
Clearly ρ(C1, C2) is the cosine of the minimal angle between nonzero elements
of the sets C1 and C2. In particular, if we have ρ(C1, C2) = 1, then the cones C1
and C2 have a common nonzero element. The following are the two key notions
that will drive the convergence analysis.
Definition 3.2.1 (Transversality). Consider two closed subsets Q and S of Rn
and a point x¯ ∈ Q ∩ S. We define the following notions.
• Q and S are transversal at x¯ if the equation
NQ(x¯) ∩ (−NS(x¯)) = {0} holds.
• Q and S are intrinsically transversal at x¯ with modulus κ if there exists a real
number  > 0 so that for any points x ∈ Q ∩ B(x¯) and y ∈ S ∩ B(x¯) we
have
max
{
d
( y − x
‖y − x‖ , NQ(x)
)
, d
( y − x
‖y − x‖ ,−NS(y)
) }
≥ κ.
Observe that in light of equations (3.1) and (3.2), intrinsic transversality with
modulus κ amounts to requiring that there exist  > 0 so that the inequality
max{|∇ϕ(·, y)|(x), |∇ϕ(x, ·)|(y)} ≥ κ,
holds for any points x ∈ Q ∩B(x¯) and y ∈ S ∩B(x¯).
Transversality is a central notion in variational analysis and the theory of
metric regularity. In particular, it guarantees that the two sets Q and S cannot
easily be pulled apart. For more details, see for example [108, Proposition 9.69].
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The following proposition shows that transversality entails intrinsic transver-
sality.
Proposition 3.2.2 (Transversality & intrinsic transversality). If two closed subsets
Q and S ofRn are transversal at a point x¯ ∈ Q∩S, then they are intrinsically transver-
sal at x¯ with modulus κ satisfying
κ ≥ 1−
√
θ
1 +
√
θ
− ,
where θ = ρ(NQ(x¯),−NS(x¯)) and  > 0 can be chosen to be arbitrarily small.
Proof. Fix a certain κ > 0 and assume that there are sequences xi ∈ Q and yi ∈ S,
with xi 6= yi for each i, satisfying xi → x¯ and yi → x¯, and such that
|∇ϕyi |(xi) < κ, |∇ϕxi |(yi) < κ for each i.
Hence the functions
x 7→ ϕyi(x) + κ‖x− xi‖ and y 7→ ϕxi(y) + κ‖y − yi‖ (3.3)
attain local minima respectively at xi and yi. We deduce
0 ∈ wi + xi − yi‖xi − yi‖ + κB, 0 ∈ zi +
yi − xi
‖xi − yi‖ + κB (3.4)
for some vectors wi ∈ NQ(xi) and zi ∈ NS(yi). Thus, for any limit point (w, z) of
(wi, zi), we have
w = e+ a, z = −e+ b,
for some vectors e and a satisfying ‖e‖ = 1, ‖a‖ ≤ κ, ‖b‖ ≤ κ. Consequently
we obtain
θ ≥ 〈e+ a, e− b〉‖e+ a‖‖e− b‖ ≥
(1− κ)2
(1 + κ)2
.
The result follows immediately.
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The converse of the theorem above is decisively false. For example, two dis-
tinct lines inR3 are never transversal, though they are intrinsically transversal.
Theorem 3.2.3 (Alternating projections and intrinsic transversality). Consider
two closed subsets Q and S ofRn that are intrinsically transversal at a point x¯ ∈ Q∩S
with modulus κ. Then for any real number c ∈ (0, κ), there exists δ > 0 such that the
method of alternating projections, when started from a point lying in Bδ(x¯), converges
R-linearly with rate
√
1− c2 to a point xˆ in the intersection Q ∩ S.
Proof. Since Q and S are intrinsically transversal at x¯, there exists  > 0 so that
the inequality
max{|∇ϕ(·, y)|(x), |∇ϕ(x, ·)|(y)} ≥ κ,
holds for any points x ∈ Q ∩B(x¯) and y ∈ S ∩B(x¯).
Consider two points u ∈ Q and v ∈ S, with u 6= v, and satisfying v ∈ PS(u).
Consider the set
K =
{
x ∈ Rn \ {v} :
〈 u− v
‖u− v‖ ,
x− v
‖x− v‖
〉
<
√
1− κ2
}
.
Observe that K is an ice cream cone with vertex v and u− v being the direction
of its axis. Define the real number ρ := ‖u − v‖ and observe that the distance
from u to the boundary of K is precisely κρ.
Suppose now that both u and v lie in the ball B−κρ(x¯). Observe that for any
point x ∈ Q ∩ Bκρ(u) we have |∇ϕ(x, ·)|(v) = d
(
v−x
‖v−x‖ ,−NS(v)
)
< κ. Conse-
quently for such points x we have |∇ϕ(·, v)|(x) ≥ κ. Now define α = (1 − c2)ρ.
We can apply Lemma 2.2.3 with f = ϕ(·, v), r replaced by κ, and andK replaced
by cρ (note that u and x have switched roles). According to the lemma there is
an x˜ ∈ Q such that ϕ(x˜, v) ≤ α = (1− c2)ρ. It follows that for any x ∈ PQ(v), we
have ‖x− v‖ ≤ ‖x˜− v‖ = ϕ(x˜, v) ≤ (1− c2)‖u− v‖.
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Hence if the iterates u = xn and v = xn+1 lie in the ball B−κ‖xn+1−xn‖(x¯), we
have the inequality
‖xn+2 − xn+1‖ ≤ (1− c2)‖xn+1 − xn‖. (3.5)
Observe that if for each index n we had xn+1 ∈ B−κ‖xn+1−xn‖(x¯), then we would
deduce
∞∑
i=0
‖xi+1 − xi‖ ≤ ‖x1 − x0‖
c2
.
Suppose now that the initial point x0 lies within (1+κ)+ 1
c2
of x¯. We deduce
‖xn+1 − x¯‖ ≤
n∑
i=0
‖xi+1 − xi‖+ ‖x0 − x¯‖ ≤ (1 + c−2)‖x0 − x¯‖
≤ − κ‖x0 − x¯‖ ≤ − κ‖xn+1 − xn‖.
Consequently, the inequality (3.5) holds for all indices n. A standard induction
argument (see for example the proof of [84, Theorem 5.2]) then implies that the
sequence xn converges R-linearly with rate
√
1− c2 to a point xˆ in Q ∩ S.
The following now follows immediately by appealing to Proposition 3.2.2
and Theorem 3.2.3.
Corollary 3.2.4 (Alternating projections and transversality). Consider two closed
subsets Q and S of Rn that are transversal at a point x¯ ∈ Q ∩ S. Then for any real
number c satisfying
0 < c <
1−√θ
1 +
√
θ
,
where θ = ρ(NQ(x¯),−NS(x¯)), there exists δ > 0 such that the method of alternating
projections, when started from a point lying in Bδ(x¯), converges R-linearly with rate
√
1− c2 to a point xˆ in the intersection Q ∩ S.
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It is interesting to ask whether convergence of alternating projections is guar-
anteed (albeit sublinear) without intrinsic transversality. This is particularly im-
portant, since in practice to check whether transversality holds requires one to
already know a point in the intersection. It is easy to come up with pathological
examples showing that without intrinsic transversality even limit points of the
iterates generated by the method are not guaranteed to lie in the intersection.
Nevertheless, such pathologies do not occur in the semi-algebraic setting.
Theorem 3.2.5 (Semi-algebraic intersections). Consider two closed semi-algebraic
subsets Q and S of Rn with nonempty intersection, and suppose that Q is compact. If
the initial point x0 ∈ S is sufficiently close to Q, then every limit point of the iterates
produced by the method of alternating projections lies in the intersection Q ∩ S.
Proof. Let U be any bounded open set containing Q. Observe that the function
ϕ(x, y) = δQ(x) + ‖x− y‖+ δS(y),
is semi-algebraic. Clearly the set {(x, x) : x ∈ Q ∩ S} is comprised of critical
points of ϕ. Then the KŁ-inequality implies that there is a constant ρ > 0 and a
nonnegative continuous function ψ : [0, ρ)→ R that is C1-smooth on (0, ρ) with
φ′ > 0, and satisfies
|∇ϕ|(x, y) ≥ 1
ψ′(‖x− y‖)
whenever (x, y) ∈ (U × U) ∩ (Q× S) and 0 < ‖x− y‖ < ρ. Consequently
max
{
|∇ϕx|(y), |∇ϕy|(x)
}
≥ 1√
2
· 1
ψ′(‖x− y‖) , (3.6)
whenever we have (x, y) ∈ (U × U) ∩ (Q× S) and 0 < ‖x− y‖ < ρ.
We may now decrease ρ so as to ensure that ψ′ is bounded on compact sub-
sets of (0, ρ) and so that the set
W = {y ∈ Rn : d(y,Q) < ρ},
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is contained in U . Let the initial point x0 lie in S ∩W . Observe then that any
successive iterates xn, xn+1 produced by the method of alternating projections
would still lie in W and hence would satisfy ‖xn − xn+1‖ < ρ. Thus the KŁ-
inequality applies.
Consider now a pair xn ∈ Q and xn+1 ∈ S with xn+1 ∈ PS(xn). Define
α(x, xn) to be the angle between the vectors x− xn+1 and xn − xn+1. Observe
|∇ϕ(·, xn+1)|(x) = d
(
0,
xn+1 − x
‖xn+1 − x‖ +NS(xn+1)
)
≤ sinα(x, xn+1).
Consider the set
K :=
{
x ∈ Bρ(xn+1) \ {xn+1} : sinα(x, xn+1) < 1√
2
· 1
ψ′(‖x− xn+1‖)
}
.
See Figure 3.1 below for an illustration.
Figure 3.1: The set K
xn
xn+1
x
α(x, xn)
sin β = 1√
2
1
ψ′(‖x−xn+1‖)
β
For any point x ∈ K ∩Q, using inequality (3.6), we deduce
|∇ϕ(x, ·)|(xn+1) ≥ 1√
2
· 1
ψ′(‖x− xn+1‖) .
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Observe that xn is contained in K since ψ′ is bounded on compact subsets of
(0, ρ). Now define
rn := sup{r > 0 : Br(xn) ⊂ K} and Kn = inf
x∈Brn (xn)
1√
2
· 1
ψ′(‖x− xn+1‖) .
Observe that both quantities rn and Kn are strictly positive. Using Lemma 2.2.3
as in the proof of Theorem 3.2.3, we deduce
‖xn+2 − xn+1‖ ≤ ‖xn+1 − xn‖ −Knrn. (3.7)
Suppose now for the sake of contradiction that the quantity ‖xn+1 − xn‖ does
not tend to zero. We claim that the constantsKnrn are uniformly bounded away
from zero
To see this, fix a real number  > 0 satisfying  < min{‖xn − xn+1‖, ρ− ‖xn −
xn+1‖} and consider the set Z := K \ B(xn+1). Continuity of ψ′ on (0, ρ) then
implies that there exists some real δ > 0 such that a δ-tube around the segment
{λ(xn − xn+1) :  < λ‖xn − xn+1‖ < ρ− }
is contained in Z . We conclude then that rn is bounded away from zero. More-
over, since the quantity ψ′(‖x − xn+1‖) is bounded over all points x ∈ Z , the
numbers Kn are bounded away from zero too. Thus we have arrived at a con-
tradiction. It easily from equation (3.7) that every limit point of the iterates xn
lies in the intersection Q ∩ S.
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CHAPTER 4
CURVES OF DESCENT
4.1 Introduction
The intuitive notion of steepest descent plays a central role in theory and practice.
So what are steepest descent curves in an entirely nonsmooth setting? Observe
that for any 1-Lipschitz curve γ : (a, b)→ Rn, the inequality
|∇(f ◦ γ)|(t) ≤ |∇f |(γ(t)) holds for a.e. t ∈ (a, b). (4.1)
Supposing that f is continuous (for technical reasons), it is then natural to call γ
a steepest descent curve if f ◦γ is nonincreasing and the reverse inequality holds in
(4.1). Such curves, up to a reparametrization and an integrability condition, are
the curves of maximal slope studied in [2, 42, 44, 88]. Replacing the slope |∇f |
with its lower-semicontinuous envelope in equation (4.1) defines near-steepest
descent curves. See Definition 4.2.5 for a more precise statement.
The question concerning existence of near-steepest descent curves is at the
core of the subject. Roughly speaking, there are two strategies in the litera-
ture for constructing such curves for a function f on Rn. The first one revolves
around minimizing f on an increasing sequence of balls around a point until the
radius hits a certain threshold, at which point one moves the center to the next
iterate and repeats the procedure. Passing to the limit as the thresholds tend to
zero, under suitable conditions and a reparametrization, yields a near-steepest
descent curve [88, Section 4]. The second approach is based on De Georgi’s
generalized movements [42]. Namely, one builds a piecewise-constant curve by
declaring the next iterate to be a minimizer of the function f plus a scaling of the
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squared distance from the previous iterate [2, Chapter 2]. The analysis, in both
cases, is highly nontrivial and moreover does not give an intuitive meaning to
the parametrization of the curve used in the construction.
In the current work, we propose an alternate transparent strategy for con-
structing near-steepest descent curves. The key idea of our construction is to
discretize the range of f and then build a piecewise-linear curve by projecting
iterates onto successive sublevel sets. Passing to the limit as the mesh of the par-
tition tends to zero, under reasonable conditions and a reparametrization, yields
a near-steepest descent curve. Moreover, the parametrization of the curve used
in the construction is entirely intuitive: the values of the function parametrize
the curve. From a technical viewpoint, this type of a parametrization allows
for the deep theory of metric regularity to enter the picture [71, 107], thereby
yielding a simple and elegant existence proof.
The question concerning when solutions of subgradient dynamical systems
and near-steepest descent curves are one and the same has been studied as well.
However a major standing assumption that has so far been needed to establish
positive answers in this direction is that the slope of the function f is itself a
lower-semicontinuous function [2, 88] and hence it coincides with the limiting
slope — an assumption that many common functions of nonsmooth optimiza-
tion (e.g. f(x) = min{x, 0}) do not satisfy. In the current work, we study this
question in absence of such a continuity condition. As a result, semi-algebraic
functions — those functions whose epigraph can be written as a finite union of
sets, each defined by finitely many polynomial inequalities [34, 115] — come to
the fore.
For semi-algebraic functions that are locally Lipschitz continuous on their
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domains, solutions of subgradient dynamical systems are one and the same as
curves of near-maximal slope. Going a step further, using an argument based on
the Kurdyka-Łojasiewicz inequality, in the spirit of [9, 12, 74, 78], we show that
bounded curves of near-maximal slope for semi-algebraic functions necessar-
ily have finite length. Consequently, such curves defined on maximal domains
must converge to a critical point of f . This, in turn, allows us to strengthen
the obtained existence theory in the semi-algebraic setting. Namely, we will
show that for semi-algebraic functions, there exist near-steepest descent curves
emanating from any point that are either unbounded or converge to local min-
imizers (and not just to critical points). To illustrate the subtlety of this fact, we
show in Example 4.6.1 that this can easily fail even for C∞-smooth functions.
In our writing style, rather than striving for maximal generality, we have
tried to make the basic ideas and the techniques as clear as possible. The outline
of the chapter is as follows. Section 4.2 is a short self-contained treatment of
absolutely continuous curves in metric spaces. In Section 4.3 we prove that
curves of near-steepest descent exist under reasonable conditions. In Section 4.4
we analyze conditions under which curves of near-maximal slope are the same
as solutions to subgradient dynamical systems. In Sections 4.5 and 4.6 we study
descent curves in the setting of semi-algebraic geometry.
4.2 Absolute continuity, metric derivative, and steepest descent
In this section, we adhere closely to the notation and the development in [2].
Definition 4.2.1 (Absolutely continuous curves). Consider a curve γ : (a, b) →
X . We will say that γ is absolutely continuous, denoted γ ∈ AC(a, b,X ), provided
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that there exists an integrable function m : (a, b)→ R satisfying
d(γ(s), γ(t)) ≤
∫ t
s
m(τ) dτ, whenever a < s ≤ t < b. (4.2)
Every curve γ ∈ AC(a, b,X ) is uniformly continuous. Moreover, the right
and left limits of γ, denoted respectively by γ(a) and γ(b), exist. There is a
canonical choice for the integrand appearing in the definition of absolute conti-
nuity, namely the “metric derivative”.
Definition 4.2.2 (Metric derivative). For any curve γ : [a, b] → X and any t ∈
(a, b), the quantity
‖γ˙(t)‖ := lim
s→t
d(γ(s), γ(t))
|s− t| ,
if it exists, is the metric derivative of γ at t. If this limit does exist at t, then we will
say that γ is metrically differentiable at t.
For any curve γ ∈ AC(a, b,X ), the metric derivative exists almost every-
where on (a, b). Moreover the function t 7→ ‖γ˙(t)‖ is integrable on (a, b) and is
an admissible integrand in inequality (4.2). In fact, as far as such integrands are
concerned, the metric derivative is in a sense minimal. Namely, for any admis-
sible integrand m : (a, b)→ R for the right-hand-side of (4.2), the inequality
‖γ˙(t)‖ ≤ m(t) holds for a.e. t ∈ (a, b).
See [2, Theorem 1.1.2] for more details. We can now define the length of any
absolutely continuous curve γ ∈ AC(a, b,X ) by the formula
length (γ) :=
∫ b
a
‖γ˙(τ)‖ dτ.
We adopt the following convention with respect to curve reparametrizations.
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Definition 4.2.3 (Curve reparametrization). Consider a curve γ : [a, b] → X .
Then any curve ω : [c, d] → X is a reparametrization of γ whenever there exists
a nondecreasing absolutely continuous function s : [c, d] → [a, b] with s(c) = a,
s(d) = b, and satisfying ω = γ ◦ s.
Absolutely continuous curves can always be parametrized by arclength. See
for example [2, Lemma 1.1.4].
Theorem 4.2.4 (Arclength parametrization). Consider an absolutely continuous
curve γ ∈ AC(a, b,X ), and denote its length by L = length (γ). Then there ex-
ists a nondecreasing absolutely continuous map s : [a, b] → [0, L] with s(a) = 0 and
s(b) = L, and a 1-Lipschitz curve v : [0, L]→ X satisfying
γ = v ◦ s and ‖v˙‖ = 1 a.e. in [0, L].
Consider a lsc function f : X → R and a 1-Lipschitz continuous curve
γ : [a, b] → X . There are two intuitive requirements that we would like γ to
satisfy in order to be called a steepest descent curve:
1. The composition f ◦ γ is non-increasing on a full-measure subset of [a, b],
2. The instantaneous rate of decrease of f ◦ γ is almost always as great as
possible.
To elaborate on the latter requirement, suppose that the composition f ◦ γ is
indeed non-increasing on a full-measure subset of [a, b]. Then there exists a non-
increasing function φ : [a, b]→ R coinciding almost everywhere with f ◦γ. Note
that in particular, whenever f ◦ γ is continuous, we may simply take φ := f ◦ γ.
Now taking into account that γ is 1-Lipschitz continuous and that monotone
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functions are differentiable a.e., one can readily verify
|φ′(t)| ≤ |∇f |(γ(t)) for a.e. t ∈ [a, b]. (4.3)
Requiring the reverse inequality to hold amounts to forcing the curve to achieve
fastest instantaneous rate of decrease. The discussion above motivates the fol-
lowing definition.
Definition 4.2.5 (Near-steepest descent curves). Consider a lsc function f : X →
R. Then a 1-Lipschitz curve γ : [a, b] → X is a steepest descent curve if f ◦ γ
coincides a.e. with some nonincreasing function φ : [a, b]→ R and the inequality
|φ′(t)| ≥ |∇f |(γ(t)) holds a.e. on [a, b].
If instead the weaker inequality
|φ′(t)| ≥ |∇f |(γ(t)) holds a.e. on [a, b],
then we will say that γ is a near-steepest descent curve.
Remark 4.2.6. It is easy to see that the defining inequalities of steepest and near-
steepest descent curves are independent of the particular choice of the function
φ : [a, b] → R. Namely, if those inequalities hold for some nondecreasing func-
tion agreeing a.e. with f ◦ γ, then they will hold for any other function agreeing
a.e with f ◦ γ.
In principle, near-steepest descent curves may fall short of achieving true
“steepest descent”, since the analogue of inequality (4.3) for the limiting slope
may fail to hold in general. Our work, however, will revolve around near-
steepest descent curves since the limiting slope is a much better behaved object,
and anyway this is common practice in the literature (see for example [2,44,88]).
The following example illustrates the difference between the two notions.
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Example 4.2.7 (Steepest descent vs. near-steepest descent). Consider the func-
tion f : R2 → R defined by f(x, y) := −x+min(y, 0). Then the curve x(t) = (t, 0)
is a near-steepest descent curve but is not a steepest descent curve, as one can
easily verify.
It is often convenient to reparametrise near-steepest descent curves so that
their speed is given by the slope. This motivates the following companion no-
tion; related concepts appear in [2, Section 1.3], [35, 88].
Definition 4.2.8 (Curve of near-maximal slope). Consider a lsc function f : X →
R. A curve γ : [a, b] → X is a curve of near-maximal slope if the following condi-
tions holds:
(a) γ is absolutely continuous,
(b) ‖γ˙(t)‖ = |∇f |(γ(t)) a.e. on [a, b],
(c) f ◦ γ coincides a.e. with some nonincreasing function φ : [a, b] → R and
the inequality
φ′(t) ≤ −(|∇f |(γ(t)))2 holds a.e. on [a, b].
The following proposition shows that, as alluded to above, under reasonable
conditions near-steepest descent curves and curves of near-maximal slope are
the same up to reparametrization. For a proof, see [49, Proposition 2.16].
Proposition 4.2.9 (Curves of near-steepest descent & near-maximal slope). Let
f : X → R be an lsc function.
Consider a near-steepest descent curve γ : [a, b] → X satisfying ‖x˙‖ = 1 a.e. on
[a, b]. If (|∇f | ◦ γ)−1 is integrable, then there exists a reparametrization of γ that is a
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curve of near-maximal slope.
Conversely, consider a curve of near-maximal slope γ : [a, b] → X . If the compo-
sition |∇f | ◦ γ is integrable, then there exists a reparametrization of γ that is a near-
steepest descent curve satisfying ‖x˙‖ = 1 a.e. on [a, b].
4.3 Existence of descent curves
In this section, we provide a natural and transparent existence proof for near-
steepest descent curves in complete locally convex metric spaces. We begin with
a few relevant definitions, adhering closely to the notation of [77].
Definition 4.3.1 (Metric segments). A subset S of a metric space X is a metric
segment between two points x and y in X if there exists a closed interval [a, b]
and an isometry ω : [a, b]→ X satisfying ω([a, b]) = S, ω(a) = x, and ω(b) = y.
Definition 4.3.2 (Convex metric spaces). We will say that X is a convex metric
space if for any distinct points x, y ∈ X there exists a metric segment between
them. We will call X a locally convex metric space if each point in X admits a
neighborhood that is a convex metric space in the induced metric.
Some notable examples of locally convex metric spaces are complete Rie-
mannian manifolds and, more generally, length spaces that are complete and
locally compact. For more examples, we refer the reader to [64].
We now introduce the following very weak continuity condition, which has
been essential in the study of descent curves in metric spaces. See for example
[2, Theorem 2.3.1].
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Definition 4.3.3 (Continuity on slope-bounded sets). Consider a function
f : X → R. We will say that f is continuous on slope-bounded sets provided that
for any point x¯ ∈ dom f the implication
xi → x¯ with sup
i∈N
{|∇f |(xi), f(xi)} <∞ =⇒ f(xi)→ f(x¯),
holds.
We now arrive at the main result of this section. We should note that in the
following theorem we will suppose strong compactness assumptions relative to
the metric topology. As is now standard, such compactness assumptions can be
sidestepped by instead introducing weaker topologies [2, Section 2.1]. On the
other hand, following this route would take us far off field and would lead to
technical details that may obscure the main proof ideas for the reader. Hence
we do not dwell on this issue further. We have however designed our proof so
as to make such an extension as easy as possible for interested readers.
An obvious implication of the following theorem is that for any function
f : X → R, satisfying reasonable conditions, there exist near-steepest descent
curves emanating from any point x¯ in its domain. The theorem, however, does
much more than that! To illustrate, observe that if x¯ is a critical point of f , then
the constant curve x(t) ≡ x¯ is trivially a near-steepest descent curve. Theo-
rem 4.3.4, on the other hand, shows that even if x¯ is a critical point of f , pro-
vided that x¯ is not a local minimizer and a certain condition that will come into
focus in Section 4.4 holds, there will exist a nontrivial near-steepest descent curve
γ : [0, L]→ X emanating from x¯.
Theorem 4.3.4 (Existence of near-steepest descent curves). Consider a lsc function
f : X → R on a complete locally convex metric space X , along with a point x¯ ∈ dom f
which is not a local minimizer of f . Suppose that the following are true:
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1. f is continuous on slope-bounded sets and bounded closed subsets of sublevel sets
of f are compact.
2. There exist constants α < f(x¯) and r, R > 0 so that the implication
α < f(u) < f(x¯) and d(u, x¯) < R =⇒ |∇f |(u) ≥ r,
holds for any point u ∈ X .
Then there exists a curve γ : [0, L]→ X emanating from x¯ and satisfying the following.
Decrease in value: The composition f ◦ γ is strictly decreasing on a full-measure
subset of [0, L] and consequently the inclusion γ(0, L] ∈ [f < f(x¯)] holds.
Near-steepest descent: γ is a near-steepest descent curve.
Regularity: For a.e. t ∈ [0, L], the slope |∇f |(γ(t)) is finite and we have ‖γ˙(t)‖ = 1.
Proof. First, by restricting attention to a sufficiently small neighborhood of x¯ we
can clearly assume that X is a convex metric space. Define η := f(x¯) − α and
C > 0 to be slightly smaller than R. Increasing α we may enforce the inequality
η < rC. Let 0 = τ0 < τ1 < . . . < τk = η be a partition of [0, η] into k equal parts.
We will adopt the notation
λ :=
τi+1 − τi
η
, αi = f(x¯)− τi, Li := [f ≤ αi].
With this partition, we will associate a certain curve uk(τ) for τ ∈ [0, η], natu-
rally obtained by concatenating metric segments between points xi, xi+1 lying
on consecutive sublevel sets. See Figure 3.1 for an illustration. For notational
convenience, we will often suppress the index k in uk(τ). The construction is as
follows. Set x0 := x¯ and let x1 be any point ofL1 satisfying d(x1, x¯) ≤ d(x¯, L1)+ 1k .
Observe that since x¯ is not a local minimizer of f , the sublevel setL1 is nonempty
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for all sufficiently large indices k, and hence the point x1 is well-defined for such
k. We will assume throughout the proof that k is chosen sufficiently large for this
to be the case. We will now inductively define xj+1. It is important, however,
to keep in mind that the point x1 is rather exceptional, since we assume noth-
ing about the slope of f exactly at x¯. Nevertheless, define ρ := d(x0, x1) and
observe that since x¯ is not a local minimizer of f , the distance ρ tends to zero
as k tends to infinity. We will assume throughout that k is sufficiently large to
ensure ρ < C − r−1η, C + ρ < R, and ρ < (1− λ)C.
We now proceed with the inductive definition of xj+1. To this end, suppose
that we have defined points xi for i = 1, . . . , j. Consider the quantity
rj := inf {|∇f |(y) : αj+1 < f(y) ≤ f(xj), d(y, xj) < λC}.
and let xj+1 be any point satisfying
xj+1 ∈ Lj+1 and d(xj+1, xj) ≤ r−1j (f(xj)− αj+1)+.
(In our setting, due to the compactness of bounded closed subsets of sublevel
sets of f , we may simply define xj+1 to be any closest point of Lj+1 to xj .)
Claim 4.3.5 (Well-definedness). For all indices i = 1, . . . , k, the points xi are well
defined and satisfy
d(xi+1, xi) ≤ r−1i (τi+1 − τi), (4.4)
and
ri ≥ r, d(xi, x¯) ≤ r−1τi + ρ. (4.5)
Proof. The proof proceeds by induction. First, observe that due to our choice
of how large to make k, the point x1 is well-defined and inequalities (4.5) hold
for i = 1. Proceeding to the inductive step, suppose that the points xi are well
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defined for indices i = 1, . . . , j, the inequalities (4.5) are valid for i = 1, . . . , j,
and the inequality (4.4) is valid for indices i satisfying 1 ≤ i ≤ j − 1.
Observe if the inequality f(xj) ≤ αj+1 were true, then we may set xj+1 := xj
and the inductive step would be true trivially. Hence suppose otherwise. We
claim that the conditions of Lemma 2.2.3 are satisfied with x = xj , α = αj+1,
K = λC, and with rj in place of r.
To this end, we show the following
• f(xj)− αj+1 ≤ λrjC;
• αj+1 < f(y) ≤ f(xj) and d(y, xj) ≤ λC =⇒ |∇f |(y) ≥ rj .
Observe
f(xj)− (f(x¯)− τj+1) ≤ τj+1 − τj ≤ (τj+1 − τj)rC
η
= λrC ≤ λrjC,
which is the first of the desired relations. The second relation follows immedi-
ately from the definition of rj .
Applying Lemma 2.2.3, we conclude that the point xj+1 is well-defined and
the inequality d(xj+1, xj) ≤ r−1j (f(xj) − αj+1)+ ≤ r−1j (τj+1 − τj) holds. Conse-
quently, we obtain
d(xj+1, x¯) ≤ d(xj+1, xj) + d(xj, x¯) ≤ r−1j (τj+1 − τj) + r−1τj + ρ ≤ r−1τj+1 + ρ.
Finally we claim that the inequality rj+1 ≥ r holds. To see this, consider a point
y satisfying f(x¯) − τj+2 < f(y) ≤ f(xj+1) and d(y, xj+1) < λC. Taking (4.5) into
account, along with the inequality r−1 ≤ C/η, we obtain
d(y, x¯) ≤ d(y, xj+1) + d(xj+1, x¯) ≤ τj+2 − τj+1
η
C +
τj+1
r
+ ρ <
τj+2
η
C + ρ < R.
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Combining this with the obvious inequality f(x¯) > f(y) > f(x¯)− η, we deduce
|∇f |(y) ≥ r and consequently rj+1 ≥ r. This completes the induction.
For each index i = 0, . . . , k − 1, let ωi : [0, d(xi, xi+1)] → X be the isome-
try parametrizing the metric segment between xi and xi+1. For reasons which
will become apparent momentarily, we now rescale the domain of ωi by instead
declaring
ωi : [τi, τi+1]→ X to be ωi(t) = ωi
(d(xi+1, xi)
τi+1 − τi (t− τi)
)
.
Observe now that for any index i = 1, . . . , k−1 and any s, t ∈ [τi, τi+1] with s < t,
we have
d(ωi(t), ωi(s)) =
d(xi+1, xi)
τi+1 − τi (t− s) ≤ r
−1
i (t− s). (4.6)
It follows that all the curves ωi, for i = 1, . . . , k − 1, are Lipschitz continuous
with a uniform modulus r−1. We may now define a curve uk : [0, η] → X by
simply concatenating the domains of ωi for each index i = 0, . . . , k−1. Each such
curve uk is Lipschitz continuous on [ρk, η] with modulus r−1 and the sequence of
curves {uk} is uniformly bounded. Moreover, since f is lsc and bounded subsets
of sub-level sets of f are compact, one can readily verify that the sequence {uk}
is pointwise relatively compact. The well-known theorem of Arzela` and Ascoli
( [76, Section 7]) then guarantees that a certain subsequence of uk, which we
continue to denote by uk, converges uniformly on compact subsets of (0, η] to
some mapping x : (0, η] → X . We can then clearly extend the domain of x to
the closed interval [0, η] by declaring x(0) := x¯. It follows that x : [0, η] → X is
Lipschitz continuous with modulus r−1.
Observe that the metric derivative functions ‖u˙k(·)‖ are bounded in L2(a, η)
for any a ∈ (0, η). It follows that, up to a subsequence, the mappings ‖u˙k(·)‖
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converge weakly in L2(0, η) to some integrable mapping m : [0, η] → R satisfy-
ing
d(x(s), x(t)) ≤
∫ t
s
m(τ) dτ, whenever 0 < s ≤ t < η. (4.7)
For what follows now, define the set of breakpoints
E :=
⋃
k∈N
⋃
i∈N∩[0,k]
{iλk
η
}
and observe that it has zero measure in [0, η]. In addition, let D be the full-
measure subset of (0, η) on which all the curves uk and x admit a metric deriva-
tive.
Claim 4.3.6. For almost every τ ∈ [0, η] with ‖x˙(τ)‖ 6= 0, the following are true:
• f(x(τ)) = f(x¯)− τ ,
• ‖x˙(τ)‖ ≤ 1|∇f |(x(τ)) ,
Proof. Fix a real τ ∈ D\E with ‖x˙(τ)‖ 6= 0. Then using equation (4.6) we deduce
that for sufficiently large k, we have
‖u˙k(τ)‖ ≤ 1
r
(k)
ik
, (4.8)
for some ik ∈ {0, . . . , k}, where the superscript (k) refers to partition of the in-
terval [0, η] into k equal pieces. Noting that weak convergence does not increase
the norm and using minimality of the metric derivative, we deduce
liminf
k→∞
‖u˙k(τ)‖ ≥ m(τ) ≥ ‖x˙(τ)‖, for a.e. τ ∈ [0, η]. (4.9)
Consequently there exists a subsequence of ‖u˙k(τ)‖, which we continue to de-
note by ‖u˙k(τ)‖, satisfying limk→∞ ‖u˙k(τ)‖ 6= 0. Taking into account (4.8), we
54
deduce that r(k)ik remain bounded. We may then choose points x
(k)
ik
, yk, and reals
λk, τ
(k)
ik
with τ ∈ (τ (k)ik , τ
(k)
ik+1
) satisfying
d(yk, x
(k)
ik
) < λkC, f(x¯)− τ (k)ik+1 < f(yk) ≤ f(x
(k)
ik
), x
(k)
ik
→ x(τ), τ (k)ik → τ
and |∇f |(yk) ≤ r(k)ik + 1k . Then since f is continuous on slope-bounded sets and
the quantity f(x(k)ik )− (f(x¯)− τ
(k)
ik+1
) tends to zero, we deduce
f(x(τ)) = lim
k→∞
f(yk) = lim
k→∞
f(x¯)− τ (k)ik+1 = f(x¯)− τ,
as claimed. Moreover
liminf
k→∞
r
(k)
ik
≥ liminf
k→∞
{|∇f |(yk)− 1
k
} ≥ |∇f |(x(τ)).
Combining this with (4.9) and taking the limit in (4.8), we obtain
‖x˙(τ)‖ ≤ 1|∇f |(x(τ)) ,
as claimed.
Define now a strictly decreasing function φ : [0, η]→ R by the formula φ(τ) =
f(x¯) − τ . In particular, it follows from Claim 4.3.6 that φ coincides with f ◦ x
almost everywhere on the set {τ ∈ (0, η) : ‖x˙(τ)‖ 6= 0}. Moreover, for almost
every τ ∈ (0, η) the implication
‖x˙(τ)‖ 6= 0 =⇒ |∇f |(x(τ)) <∞ and |φ′(τ)| ≥ |∇f |(x(τ)) · ‖x˙(τ)‖,
holds.
Now in light of Theorem 4.2.4, there exists a nondecreasing absolutely con-
tinuous map s : [a, b] → [0, L] with s(a) = 0 and s(b) = L, and a 1-Lipschitz
curve γ : [0, L]→ X satisfying
x(τ) = (γ ◦ s)(τ) and ‖γ˙(t)‖ = 1 for a.e. t ∈ [0, L].
55
Define also the nondecreasing function τ : [0, L]→ [0, η] by setting
τ(t) := min{τ : s(τ) = t},
and observe the equality (s ◦ τ)(t) = t. Define now the nonincreasing function
ψ : [0, L]→ [0, η] by setting ψ(t) := φ(τ(t)).
It is easy to check that if s is differentiable at τ(t) with s′(τ(t)) 6= 0, the func-
tion τ(·) is continuous at t, and γ is metrically differentiable at t with ‖γ˙(t)‖ = 1,
then we have
‖x˙(τ(t))‖ = s′(τ(t)) and τ ′(t) = 1
s′(τ(t))
,
and consequently
|∇f |(γ(t)) = |∇f |(x(τ(t))) ≤ |φ′(τ(t))| · 1
s′(τ(t))
= |ψ′(t)|.
It easily follows (in part using [116, Fundamental Lemma]) that the collection of
such real numbers t has full measure in [0, L], that ψ and f ◦ γ coincide a.e. on
[0, L], and that f ◦ γ is strictly decreasing on a full-measure subset of [0, L]. This
completes the proof.
The following is now an easy consequence.
Corollary 4.3.7 (Existence of curves of near-maximal slope). Consider a lsc func-
tion f : X → R on a complete locally convex metric space X and a point x¯ ∈ X , with f
finite at x¯. Suppose that f is continuous on slope-bounded sets and that bounded closed
subsets of sublevel sets of f are compact. Then there exists a curve of near-maximal
slope γ : [0, T ]→ X starting at x¯.
Proof. If x¯ is a critical point of f then the constant curve x(t) ≡ x¯ is a curve of
near-maximal slope. Hence we may suppose that x¯ is not a critical point of f .
The result is now immediate from Proposition 4.2.9 and Theorem 4.3.4.
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Figure 4.1: f(x, y) = max{x+ y, |x− y|}+ x(x+ 1) + y(y + 1) + 100
4.4 Descent curves and subgradient dynamical systems
In this subsection, we consider curves of near-maximal slope in Euclidean
spaces. In this context, it is interesting to compare such curves to solutions
x : [0, η]→ Rn of subgradient dynamical systems
x˙(t) ∈ −∂f(x(t)), for a.e. t ∈ [0, η].
It turns out that the same construction as in the proof of Theorem 4.3.4 shows
that there exist near-steepest descent curves x so that essentially, up to rescaling,
the vector x˙(t) lies in −∂f(x(t)) for a.e. t ∈ [0, η].
Theorem 4.4.1 (Existence of near-steepest descent curves). Consider a lsc function
f : Rn → R, along with a point x¯ in the domain of f . Suppose that f is continuous
on slope bounded sets. Then there exists a curve of near-maximal slope x : [0, L] → X
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emanating from x¯ and satisfying
x˙(t) ∈ −cl cone ∂cf(x(t)), for a.e. t ∈ [0, L].
Proof. We can clearly assume that zero is not a subgradient of f at x¯. We now
specialize the construction of Theorem 4.3.4 to the Euclidean setting. Namely,
let uk be defined as in that theorem, except in this case we may more specifically
define uk(0) = x¯, and inductively define uk(τi+1) to be any point belonging to
the projection of uk(τi) onto the lower level set [f ≤ f(x¯) − τi+1], provided that
this set is nonempty. In particular, up to a subsequence, uk converge uniformly
on compact subsets to a Lipschitz continuous curve x.
Observe that in light of [108, Proposition 10.3], for any index k and any τ ∈
[τi, τi+1] (for i = 1, . . . , k) we have u˙k(τ) ∈ −
(
cone ∂f(uk(τi+1))
) ∪ ∂∞f(uk(τi+1)).
Furthermore, recall that restricting to a subsequence we may suppose that u˙k
converges weakly to x˙(τ) in L2(0, η). Mazur’s Lemma then implies that a se-
quence of convex combinations of the form
∑N(k)
n=k α
k
nu˙n converges strongly to
x˙ as k tends to ∞. Since convergence in L2(0, η) implies almost everywhere
pointwise convergence, we deduce that for almost every τ ∈ [0, η], we have
∥∥∥N(k)∑
n=k
αknu˙n(τ)− x˙(τ)
∥∥∥→ 0.
Therefore if the inclusion
x˙(τ) ∈ −cl conv
[(
cone ∂f(x(τ))
) ∪ ∂∞f(x(τ))]
did not hold, then we would deduce that there exists a subsequence of vectors
u˙klnl(τ) with liml→∞ u˙
kl
nl
(τ) not lying in the set on the right-hand-side of the inclu-
sion above. This immediately yields a contradiction. After the reparametriza-
tion performed in the proof of Theorem 4.3.4, the curve γ is subdifferentiable
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almost everywhere on [0, L] and consequently satisfies
γ˙(t) ∈ −cl cone ∂cf(γ(t)), for a.e. t ∈ [0, L],
as we needed to show.
The above theorem motivates the question of when curves of near-maximal
slope and solutions of subgradient dynamical systems are one and the same,
that is when is the rescaling of the gradient x˙ in the previous theorem not
needed. The following property turns out to be crucial.
Definition 4.4.2 (Chain rule). Consider an lsc function f : Rn → R. We say that
f has the speed chain rule property if for every curve x ∈ AC(a, b,Rn) such that f
is subdifferentiable almost everywhere along x and so that f ◦x coincides almost
everywhere with some nonincreasing function θ : (a, b)→ R, the equation
θ′(t) = 〈∂f(x(t)), x˙(t)〉 holds for a.e. t ∈ (a, b).
The following simple proposition shows that whenever f has the speed
chain rule property, solutions of subgradient dynamical systems and curves of
near-maximal slope coincide.
Proposition 4.4.3 (Subgradient systems & curves of near-maximal slope). Con-
sider a lsc function f : Rn → R and suppose that f has the speed chain rule property.
Then for any curve x ∈ AC(a, b,Rn) the following are equivalent.
1. x is a curve of near-maximal slope.
2. f ◦ x is nonincreasing on a full-measure subset of (a, b) and we have
x˙(t) ∈ −∂f(x(t)), a.e. on [a, b]. (4.10)
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3. f ◦ x is nonincreasing on a full-measure subset of (a, b) and we have
x˙(t) ∈ −∂f(x(t)), and ‖x˙(t)‖ = d(0, ∂f(x(t))), a.e. on [a, b]. (4.11)
Proof. We first prove the implication 1 ⇒ 3. To this end, suppose that x is a
curve of near-maximal slope. Then f ◦x coincides a.e. with some nonincreasing
function θ : (a, b)→ R and we have
〈∂f(x(t)), x˙(t)〉 = θ′(t) ≤ −(|∇f |(x(t)))2 a.e. on [a, b].
Let v(t) ∈ ∂f(x(t)) be a vector of minimal norm. Then we have
〈∂f(x(t)), x˙(t)〉 ≥ −‖v(t)‖ · ‖x˙(t)‖ = −(|∇f |(x(t)))2,
with equality if and only if x˙(t) and v(t) are collinear. We deduce x˙(t) = −v(t),
as claimed.
The implication 3 ⇒ 2 is trivial. Hence we focus now on 2 ⇒ 1. To this end
suppose that 2 holds and observe
〈∂f(x(t)), x˙(t)〉 = −‖x˙(t)‖2, for a.e. t ∈ (a, b). (4.12)
Given such t consider the subspace
V = par ∂f
(
x(t)).
Then we have
aff ∂f(x(t)) = −x˙(t) + V.
We claim now that the inclusion x˙(t) ∈ V ⊥ holds. To see this, observe that for
any real λi and for vectors vi ∈ ∂f
(
x(t)
)
, we have
〈x˙(t),
k∑
i=1
λi(vi + x˙(t))〉 =
k∑
i=1
λi
[〈x˙(t), vi〉+ ‖x˙(t)‖2] = 0,
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where the latter equality follows from (4.12). Hence the inclusion
−x˙(t) ∈ (−x˙(t) + V ) ∩ V ⊥,
holds. Consequently we deduce that −x˙(t) achieves the distance of the affine
space, aff ∂f(x(t)), to the origin. On the other hand, the inclusion −x˙(t) ∈
∂f
(
x(t)
)
holds, and hence −x˙(t) actually achieves the distance of ∂f(x(t)) to
the origin. The result follows.
In light of the theorem above, it is interesting to understand which functions
f have the speed chain rule property. Subdifferentially regular (in particular, all
lsc convex) functions furnish a simple example. The convex case can be found
in [22, Lemma 3.3, p 73](Chain rule).
Lemma 4.4.4 (Chain rule under subdifferential regularity). Consider a subdiffer-
entially regular function f : Rn → R. Then f has the speed chain rule property.
Proof. Consider a curve x : (a, b)→ Rn and a nonincreasing function θ : (a, b)→
R coinciding with f ◦γ almost everywhere. Suppose that for some real t ∈ (a, b)
both x and θ are differentiable at t and ∂f(x(t)) is nonempty. We then deduce
θ′(t) = lim
i→∞
f(x(ti))− f(x(t))
ti − t
where ti is an arbitrary sequence such that ti ↓ t and satisfying (f ◦ x)(t) = θ(t).
We deduce
θ′(t) ≥ 〈v, x˙(t)〉, for any v ∈ ∂ˆf(x(t).
Similarly we have
θ′(t) = lim
i→∞
f(x(ti)− f(x(t))
ti − t ,
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where ti is an arbitrary sequence such that ti ↑ t and satisfying (f ◦x)(ti) = θ(ti).
We deduce
θ′(t) ≤ 〈v, x˙(t)〉, for any v ∈ ∂ˆf(x(t))
Hence the equation
θ′(t) = 〈∂ˆf(x(t))x˙(t)〉 holds,
and the result follows.
Subdifferentially regular functions are very special, however. In particular,
many nonpathological functions such as −‖ · ‖ are not subdifferentially regular.
So it is natural to consider prototypical nonpathological functions appearing of-
ten in practice — those that are semi-algebraic. This is the focus of the following
section.
4.5 Semi-algebraic descent & subgradient dynamical systems
The main goal of this section is to establish an equivalence between curves
of near-maximal slope and solution of subgradient dynamical systems for lsc
semi-algebraic functions that are locally Lipschitz continuous on their domains.
To this end, we analyze the speed chain rule property in the context of semi-
algebraic functions. Before we proceed, we need to recall the notion of tangent
cones.
Definition 4.5.1 (Tangent cone). Consider a set Q ⊂ Rn and a point x¯ ∈ Q. Then
the tangent cone to Q at x¯, is simply the set
TQ(x¯) :=
{
lim
i→∞
λi(xi − x¯) : λi ↑ ∞ and xi ∈ Q
}
.
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We now record the following simple lemma, whose importance in the con-
text of semi-algebraic geometry will become apparent shortly. We omit the proof
since it is rather standard.
Lemma 4.5.2 (Generic tangency). Consider a setM ⊂ Rn and a path x : [0, η]→ Rn
that is differentiable almost everywhere on [0, η]. Then for almost every t ∈ [0, η], the
implication
x(t) ∈M =⇒ x˙(t) ∈ TM(x(t)), holds.
The following is a key property of semi-algebraic functions that we will ex-
ploit [11, Proposition 4].
Theorem 4.5.3 (Projection formula). Consider a lsc semi-algebraic function
f : Rn → R. Then there exists a partition of dom f into finitely many C1-manifolds
{Mi} so that f restricted to each manifold Mi is C1-smooth. Moreover for any point x
lying in a manifold Mi, the inclusion
∂cf(x) ⊂ ∇g(x) +NMi(x) holds,
where g : Rn → R is any C1-smooth function agreeing with f on a neighborhood of x
in Mi.
Theorem 4.5.4 (Semi-algebraic speed chain rule property). Consider a lsc semi-
algebraic function f : Rn → R that is locally Lipschitz continuous on its domain.
Consider also a curve γ ∈ AC(a, b,Rn) whose image is contained in the domain of f .
Then equality
(f ◦ γ)′(t) = 〈∂f(γ(t)), x˙(t)〉 = 〈∂cf(γ(t)), x˙(t)〉
holds for almost every t ∈ [a, b]. In particular, the function f has the speed chain rule
property.
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Proof. Consider the partition of dom f into finitely many C1-manifolds {Mi},
guaranteed to exist by Theorem 4.5.3. We first record some preliminary obser-
vations. Clearly both x and f ◦x are differentiable at a.e. t ∈ (0, T ). Furthermore,
in light of Lemma 4.5.2, for any index i and for a.e. t ∈ (0, η) the implication
x(t) ∈Mi =⇒ x˙(t) ∈ TMi(x(t)), holds.
Now suppose that for such t, the point x(t) lies in a manifoldMi and let g : Rn →
R be a C1-smooth function agreeing with f on a neighborhood of x(t) in Mi.
Lipschitzness of f on its domain then easily implies
d(f ◦ x)
dt
(t) = lim
↓0
f(x(t+ ))− f(x(t))

= lim
↓0
f(PMi(x(t+ )))− f(x(t))

= lim
↓0
g(PMi(x(t+ )))− g(x(t))

=
d
dt
g ◦ PMi ◦ x(t) = 〈∇g(x(t)), x˙(t)〉
= 〈∇g(x(t)) +NMi(x(t)), x˙(t)〉.
The result follows.
A noteworthy point about the theorem above is the appearance of the Clarke
subdifferential in the chain rule. As a result, we can strengthen Theorem 4.4.3 in
the context of lsc semi-algebraic functions f : Rn → R that are locally Lipschitz
continuous on their domains. The proof is analogous to that of Theorem 4.4.3.
Proposition 4.5.5 (Semi-algebraic equivalence). Consider a lsc semi-algebraic func-
tion f : Rn → R that is locally Lipschitz continuous on its domain. Then for any curve
x ∈ AC(a, b,Rn) the following are equivalent.
1. x is a curve of near-maximal slope.
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2. f ◦ x is nonincreasing and we have
x˙ ∈ −∂f(x), a.e. on [a, b].
3. f ◦ x is nonincreasing and we have
x˙ ∈ −∂f(x), ‖x˙‖ = d(0, ∂f(x)), and ‖x˙‖ = d(0, ∂cf(x)) a.e. on [a, b].
4.6 Semi-algebraic descent: existence, length, and convergence
In this section, we study existence of near-steepest curves, along with lengths
and convergence properties of curves of near-maximal slope. To motivate the
discussion, consider a continuous function f : Rn → R. Recall that Corol-
lary 4.3.7 establishes existence of near-steepest descent curves emanating from
any point x¯ ∈ Rn. Suppose that x¯ is a critical point of f , that is the equation
|∇f |(x¯) = 0 holds. Then clearly the constant curve γ ≡ x¯ is a near-steepest
descent curve — a rather uninteresting one at that. It is then natural to ask
whether in the case that x¯ is not a local minimizer of f there exists a nontrivial
near-steepest descent curve emanating from x¯, that is a near-steepest descent
curve γ : [0, L]→ Rn satisfying γ(0) = x¯ and f(γ(L)) < f(x¯).
This question is interesting even when f is C∞-smooth. One special case
stands out. If f is Morse at x¯, that is the the Hessian∇2f(x¯) is nonsingular, then
it is easy to see that the answer is positive. Indeed, due to the Morse Lemma
one can obtain nontrivial descent by following (in the local coordinate system)
an eigenvector corresponding to a negative eigenvalue of the Hessian ∇2f(x¯).
For general C∞-smooth functions, with a possibly degenerate Hessian at the
point of criticality, the answer is decisively false!
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Example 4.6.1 (Nontrivial descent curves for smooth functions may fail to exist).
Consider the function f : R→ R defined by f(x) := e− 1|x| sin( 1
x
). It is easy to see
that f is C∞-smooth and that it does not admit any nontrivial near-steepest
descent curve emanating from x¯ = 0, even though x¯ is not a local minimizer.
The function f in the example above is not analytic, and this is no accident.
We will see shortly that analytic functions f : Rn → R do admit non-trivial
near-steepest descent curves emanating from any point x¯ that is not a local min-
imizer. The key to our development is the Kurdyka-Łojasiewicz inequality. See
Definition 2.4.7.
Theorem 4.6.2 (KŁ-inequality and existence of near-steepest descent curves).
Consider a lsc function f : Rn → R satisfying the lower KŁ-inequality, along with
a point x¯ ∈ dom f that is not a local minimizer of f . Suppose moreover that f is
continuous on slope-bounded sets. Then there exists a curve γ : [0, L]→ Rn emanating
from x¯ and satisfying the following.
Decrease in value: The composition f ◦ γ is strictly decreasing on a full-measure
subset of [0, L] and consequently the inclusion γ(0, L] ∈ [f < f(x¯)] holds.
Near-steepest descent: γ is a near-steepest descent curve.
Regularity: For a.e. t ∈ [0, L], the slope |∇f |(γ(t)) is finite and we have ‖γ˙(t)‖ = 1.
Proof. Let U be any bounded open neighborhood of x¯. Since f satisfies the lower
KŁ-inequality, we deduce that, there exists a real ρ > 0 and a non-negative
continuous function ψ : (f(x¯) − ρ, f(x¯)] → R, which is C1-smooth and strictly
increasing on (f(x¯)− ρ, f(x¯)), and such that the inequality
|∇(ψ ◦ f)|(x) ≥ 1,
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holds for all x ∈ U with f(x¯) − ρ < f(x) < f(x¯). Since f is lsc, there exists
 > 0 so that for each x ∈ B(x¯) we have f(x) > f(x¯) − ρ. Define a function
h : Rn → R by setting h(x) = (ψ ◦ f)(x) + δB(x¯)(x) + δ[f≤f(x¯)](x). Theorem 4.3.4
then immediately implies that there exists a curve γ : [0, L] → Rn emanating
from x¯ and satisfying the following.
• The composition h ◦ γ is strictly decreasing on a full-measure subset of
[0, L] and consequently the inclusion γ(0, L] ∈ [h < h(x¯)] holds.
• γ is a near-steepest descent curve for h.
• For a.e. t ∈ [0, L], the slope |∇h|(γ(t)) is finite and we have ‖γ˙(t)‖ = 1.
By decreasing L, we may assume without loss of generality that the image of
γ is contained in B(x¯). Let θ : [0, L] → R be an nonincreasing function coincid-
ing a.e. with h◦γ. We then deduce ψ−1◦θ is a nonincreasing function coinciding
a.e. with f ◦ γ. Moreover for a.e. t ∈ [0, L] we have
|(ψ−1 ◦ θ)′(t)| = 1
ψ′(f(γ(t)))
|θ′(t)| ≥ 1
ψ′(f(γ(t)))
|∇(ψ ◦ f)|(γ(t)) = |∇f |(γ(t)).
The result follows immediately.
Shortly, we will investigate existence of near-steepest descent curves con-
verging to local minimizers in the context of semi-algebraic geometry. Since we
will be interested in asymptotic properties of descent curves, we will allow the
curves to be defined on possibly infinite intervals. The entire theory developed
trivially adapts to this setting.
We now show that bounded curves of near-maximal slope for semi-algebraic
functions have finite length. The proof is almost identical to the proof of [74,
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Theorem 7.1]; hence we only provide a sketch. We will need the following non-
smooth Sard’s theorem for semi-algebraic functions [11, Corollary 9].
Theorem 4.6.3 (Semi-algebraic Sard’s theorem). Any lsc semi-algebraic function
f : Rn → R has at most finitely many critical values.
Theorem 4.6.4 (Lengths of curves of near-maximal slope). Consider a lsc, semi-
algebraic function f : Rn → R, and let U be a bounded subset ofRn. Then there exists
a number N > 0 such that the length of any curve of near-maximal slope for f lying in
U does not exceed N .
Proof. Let x : [0, T ) be a curve of near-maximal slope for f and let ψ be any
strictly increasing C1-smooth function on an interval containing the image of
f ◦ x. It is then easy to see then that, up to a reparametrization, x is a curve
of near-maximal slope for the composite function ψ ◦ f . In particular, we may
assume that f is bounded on U , since otherwise we may for example replace f
by ψ ◦ f where ψ(t) = t√
1+t2
.
Define the function
ξ(s) = inf{|∇f |(y) : y ∈ U, f(y) = s}.
Standard arguments show that ξ is semi-algebraic. Consequently, with the
exception of finitely many points, the domain of ξ is a union of finitely many
open intervals (αi, βi), with ξ continuous and either strictly monotone or con-
stant on each such interval. Define for each index i, the quantity
ci = inf{ξ(s) : s ∈ (αi, βi)}.
We first claim that ξ is strictly positive on each interval (αi, βi). This is clear
for indices i with ci > 0. On the other hand if we have ci = 0, then by Sard’s
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theorem 4.6.3 the function ξ is strictly positive on (αi, βi) as well.
Define ζi and ηi by
ζ = inf{t : f(x(t)) = αi} and η = sup{t : f(x(t)) = βi},
and let li be the length of x(t) between ζi and ηi.
Then we have
li =
∫ ηi
ζi
‖x˙(t)‖dt =
∫ ηi
ζi
|∇f |(x(t))dt ≤
(
(ηi − ζi)
∫ ηi
ζi
|∇f |(x(t))2dt
) 1
2
.
On the other hand, observe∫ ηi
ζi
|∇f |(x(t))2dt ≤ f(x(ηi))− f(x(ζi)) = βi − αi.
Finally in the case ci > 0 we have li ≥ ci(ηi − ζi), which combined with the two
equations above yields the bound
li ≤ βi − αi
ci
.
If the equation ci = 0 holds, then by the upper Kurdyka-Łojasiewicz inequal-
ity we can find a continuous function θi : [αi, αi+ρ)→ R, for some ρ > 0, where
θi is strictly positive andC1-smooth on (αi, αi+ρ) and satisfying |∇(θi◦f)|(y) ≥ 1
for any y ∈ U with αi < f(y) < αi + ρ. Since θi is strictly increasing on
(αi, αi + ρ), it is not difficult to check that we may extend θi to a continuous
function on [αi, βi] and so that this extension is C1-smooth and strictly increas-
ing on (αi, βi) with the inequality |∇(θi ◦ f)|(y) ≥ 1 being valid for any y ∈ U
with αi < f(y) < βi.
Then as we have seen before, up to a reparametrization, the curve x(t) for
t ∈ [ζi, ηi] is a curve of near maximal slope for the function θi ◦ f . Then as above,
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we obtain the bound li ≤ θi(βi) − θi(αi). We conclude that the length of the
curve x(t) is bounded by a constant that depends only on f and on U , thereby
completing the proof.
The following consequence is now immediate.
Corollary 4.6.5 (Convergence of curves of near-maximal slope). Consider a lsc,
semi-algebraic function f : Rn → R. Then any curve of near-maximal slope for f that
is bounded and has a maximal domain of definition converges to a critical point of f .
We finally arrive at the following existence result.
Theorem 4.6.6 (Near-steepest descent curves and local minimizers). Consider an
lsc, semi-algebraic function f : Rn → R and a point x¯ ∈ dom f that is not a local
minimizer of f . Suppose moreover that f is continuous on slope-bounded sets. Then
there exists a curve γ : [0, L)→ Rn emanating from x¯ and satisfying the following.
Decrease in value: The composition f ◦ γ is strictly decreasing on a full-measure
subset of [0, L) and consequently the inclusion γ(0, L) ∈ [f < f(x¯)] holds.
Near-steepest descent: γ is a near-steepest descent curve.
Regularity: For a.e. t ∈ [0, L), the slope |∇f |(γ(t)) is finite and we have ‖γ˙(t)‖ = 1.
Asymptotics: Either γ is unbounded or γ converges to a local minimizer of f .
Proof. This follows immediately by combining Theorem 4.6.2, Theorem 4.6.3,
and Corollary 4.6.5.
Theorem 4.6.7 (Smooth near-steepest descent curves). Consider a smooth semi-
algebraic function f : Rn → R and a point x¯. Then the curve guaranteed to exist by
Theorem 4.6.6 can be assumed to be piecewise C∞-smooth.
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Proof. Consider the curve γ : [0, T )→ Rn emanating from x¯ guaranteed to exist
by Theorem 4.6.6. Fix any real numbers a, b ∈ [0, T ) with a < b and having the
property that the interval [f(b), f(a)] contains no critical values. Since γ is abso-
lutely continuous, there exists an integrable function g : [a, b]→ R satisfying
γ(b)− γ(a) =
∫ b
a
g(t) dt, (4.13)
Observe that g coincides a.e. on [a, b] with γ˙. Moreover by Theorem 4.5.5, we
have γ˙(t) = ∇f(γ(t))‖∇f(γ(t))‖ a.e. on [a, b]. Consequently equation (4.13) would remain
true if we replace g with the continuous mapping ∇f(γ(t))‖∇f(γ(t))‖ on [a, b]. This imme-
diately implies that γ is C∞-smooth on [a, b]. Combining this with the fact that
f has only finitely many critical values, we arrive at the result.
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CHAPTER 5
GLOBAL ANALYSIS OF SEMI-ALGEBRAIC SUBDIFFERENTIAL
GRAPHS
5.1 Introduction
A principal goal of variational analysis is the search for generalized critical
points of nonsmooth functions f : Rn → R. For example, given a locally Lips-
chitz function f , we might be interested in points x ∈ Rn having zero in the
Clarke subdifferential ∂cf(x). Adding a linear perturbation, we might seek
Clarke critical points of the function x 7→ f(x)−〈v, x〉 for a given vector v ∈ Rm,
or, phrased in terms of the graph of the subdifferential mapping ∂cf , solutions
to the inclusion
(x, v) ∈ gph ∂cf.
More generally, given a smooth function G : Rm → Rn, we might be interested
in solutions (x, y) ∈ Rm ×Rn to the system
(G(x), y) ∈ gph ∂cf and ∇G(x)∗y = v (5.1)
(where ∗ denotes the adjoint). Such systems arise naturally when we seek
Clarke critical points of the composite function x 7→ f(G(x))− 〈v, x〉.
Generalized critical points of smooth functions f are, of course, simply the
critical points in the classical sense. However, the more general theory is par-
ticularly interesting to optimization specialists, because critical points of con-
tinuous convex functions are just minimizers [108, Proposition 8.12], and more
generally, for a broader class of functions (for instance, those that are Clarke
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regular [31]), a point is critical exactly when the directional derivative is non-
negative in every direction.
The system (5.1) could, in principle, be uninformative if the graph gph ∂cf
is large. In particular, if the dimension (appropriately defined) of the graph
is larger than n, then we could not typically expect the system to be a very
definitive tool, since it involves m + n variables constrained by only m linear
equations and the inclusion. Such examples are not hard to construct: indeed,
there exists a function f : R → R with Lipschitz constant one and with the
property that its Clarke subdifferential is the interval [−1, 1] at every point [105].
Alarmingly, in a precise mathematical sense, this property is actually typical for
such functions [19].
Optimization theorists often consider subdifferentials that are smaller than
Clarke’s, the “limiting” subdifferential ∂f being a popular choice [20,32,93,108].
However, the Clarke subdifferential can be easier to approximate numerically
(see [24]), and in any case the potential difficulty posed by functions with large
subdifferential graphs persists with the limiting subdifferential [15].
Notwithstanding this pathology, concrete functions f : Rn → R encountered
in practice have subdifferentials ∂cf whose graphs are, in some sense, small and
this property can be useful, practically. For instance, Robinson [102] considers
algorithmic aspects of functions whose subdifferential graphs are everywhere
locally Lipschitz homeomorphic to an open subset of Rn. As above, dimen-
sional considerations suggest reassuringly that this property should help the
definitive power of critical point systems like (5.1), and Robinson furthermore
argues that it carries powerful computational promise. An example of the appli-
cability of Robinson’s techniques is provided by Minty’s theorem, which states
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that the graph of the subdifferential of a proper, lower semicontinuous, convex
function f : Rn → R is Lipschitz homeomorphic toRn [92].
When can we be confident that a function has a subdifferential graph that is,
by some definition, small? The study of classes of functions that are favorable
for subdifferential analysis, in particular excluding the pathological examples
above, is well-developed. The usual starting point is a unification of smooth and
convex analysis, arriving at such properties as amenability [108, Chapter 10.F.],
prox-regularity [98], and cone-reducibility [13, Section 3.4.4]. Using Minty’s the-
orem, Poliquin and Rockafellar [98] showed that prox-regular functions, in par-
ticular, have small subdifferentials in the sense of Robinson. Aiming precisely
at a class of functions with small subdifferentials (in fact minimal in the class of
upper semicontinuous mappings with nonempty compact convex images), [17]
considers “essential strict differentiability”.
In this work we take a different, very concrete approach. We focus on the
dimension of the subdifferential graph, unlike the abstract minimality results
of [17], but we consider the class of semi-algebraic functions—those functions
whose graphs are semi-algebraic, meaning composed of finitely-many sets, each
defined by finitely-many polynomial inequalities—and prove that such func-
tions have small subdifferentials in the sense of dimension: the Clarke subd-
ifferential has n-dimensional graph. This result subsumes neither the simple
case of a smooth function, nor the case of a convex function, neither of which is
necessarily semi-algebraic. Nonetheless, it has a certain appeal: semi-algebraic
functions are common, they serve as an excellent model for “concrete” functions
in variational analysis [74], and in marked contrast with many other classes of
favorable functions, such as amenable functions, they may not even be Clarke
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regular. Furthermore, semi-algebraic functions are easy to recognize (as a con-
sequence of the Tarski-Seidenberg theorem on preservation of semi-algebraicity
under projection). For instance, observe that the spectral radius function on
n × n matrices is neither Lipschitz nor convex, but it is easy to see that it is
semi-algebraic.
To illustrate our results, consider the critical points of the function x 7→
f(x)−〈v, x〉 for a semi-algebraic function f : Rn → [−∞,+∞]. As a consequence
of the subdifferential graph being small, we show that for a generic choice of the
vector v, the number of critical points is finite. More precisely, there exists a
number N , and a semi-algebraic set S ⊂ Rn of dimension strictly less than n,
such that for all vectors v outside S, there exist at most N critical points. A
result of a similar flavor can be found in [75], where criticality of so called “con-
straint systems” is considered. Specifically, [75] shows that if a semi-algebraic
constrained minimization problem is “normal”, then it has only finitely many
critical points. Furthermore, it is shown that normality is a generic property. To
contrast their approach to ours, we should note that [75] focuses on perturba-
tions to the constraint structure, whereas we address linear perturbations to the
function itself.
5.2 Dimension of subdifferential graphs
In this section, we study the dimension of semi-algebraic subdifferential graphs.
The following notion will be key for our development.
Definition 5.2.1 (Normal bundle of a stratification). Consider a Whitney (a)-
regular stratification A of a semi-algebraic set Q ⊂ Rn. We define the normal
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bundle NA associated with the stratification A to be the union of the normal
bundles of each stratum, that is
NA =
⋃
M∈A
gphNM =
⋃
M∈A
{(x, y) ∈ Rn ×Rn : x ∈M, y ∈ NM(x)}.
In the definition above, since there are finitely many strata and for each stra-
tum M ∈ A, the semi-algebraic set gphNM is n-dimensional, we deduce that
the normal bundle NA is a semi-algebraic set of dimension n.
Proposition 5.2.2. Consider a semi-algebraic set Q ⊂ Rn and suppose it admits a
Whitney (a)-regular stratification A = {Mi}. Then for any stratum Mi and any point
x¯ ∈ Mi, the Clarke normal cone, N cQ(x¯), is contained in the normal space, NMi(x¯).
Consequently, the inclusion gphN cQ ⊂ NA holds and so the graph of the Clarke normal
cone has dimension no greater than n.
Proof Observe that for any stratum Mj , we have the inclusion Mj ⊂ Q. Hence
for any point x ∈Mj , the inclusion
NˆQ(x) ⊂ NˆMj(x) = NMj(x) (5.2)
holds. Now fix some stratum Mi and a point x¯ ∈Mi. We claim that the limiting
normal cone NQ(x¯) is contained in NMi(x¯). To see this, consider a vector v ∈
NQ(x¯). By definition of the limiting normal cone, there exist sequences (xr) and
(vr) such that xr
Q→ x¯ and vr → v with vr ∈ NˆQ(xr). Since there are finitely
many strata, we can assume that there is some stratum Mj such that the entire
sequence (xr) is contained in Mj . From (5.2), we deduce NˆQ(xr) ⊂ NMj(xr), and
hence vr ∈ NMj(xr). Therefore by Whitney condition (a), we have v ∈ NMi(x¯).
Since v was arbitrarily chosen fromNQ(x¯), we deduceNQ(x¯) ⊂ NMi(x¯) and thus
N cQ(x¯) = cl conv NQ(x¯) ⊂ NMi(x¯), as we needed to show.
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Applying the previous proposition to the epigraph of a function, we obtain
the following.
Theorem 5.2.3. Let f : Rn → R be a semi-algebraic function. Then the graph of the
Clarke subdifferential, gph ∂cf , has dimension no greater than n.
Proof Let F := epi f and
A := {(x, r, y) ∈ Rn ×R×Rn+1 : ((x, r), y) ∈ gphN cF , r = f(x), yn+1 < 0}.
Using Proposition 5.2.2, we see
dimA ≤ dim gphN cF ≤ n+ 1. (5.3)
Consider the continuous semi-algebraic map
φ : A→ Rn ×Rn
(x, f(x), y) 7→ (x, pi
( y
|yn+1|
)
),
where pi : Rn+1 → Rn is the canonical projection onto the first n coordinates.
Observe that the image of φ is exactly the graph of the Clarke subdifferential
∂cf . Furthermore, for any pair (x, v) ∈ gph ∂cf , we have
φ−1(x, v) = {x} × {f(x)} ×R+(v,−1),
and hence dimφ−1(c) = 1 for any point c in the image of φ. By [52, Proposition
3.3], we deduce
dim gph ∂cf + 1 = dimA ≤ n+ 1,
where the last inequality follows from (5.3). Hence, we obtain dim gph ∂cf ≤ n,
as we needed to show.
Shortly we will show that for a proper semi-algebraic function f : Rn → R,
both gph ∂cf and gph ∂f have dimension exactly equal to n. In the case that the
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domain of f is full-dimensional, this fact is easy to show. The argument is as fol-
lows. By Theorem 2.4.3, the domain of f can be partitioned into semi-algebraic
manifolds {Xi} such that f |Xi is smooth. Let Xi be a manifold of maximal di-
mension. Observe that for x ∈ Xi, we have ∂f(x) = {∇f(x)} and it easily
follows that dim gph ∂f |Xi = n. Thus we have
n ≤ dim gph ∂f ≤ dim gph ∂cf ≤ n,
where the last inequality follows from Theorem 5.2.3, and hence there is equality
throughout. The argument just presented no longer works when the domain of
f is not full-dimensional. A slightly more involved argument is required.
Theorem 5.2.4. Let f : Rn → R be a proper semi-algebraic function. Then the graphs
of the regular, limiting, and Clarke subdifferentials have dimension exactly n.
Proof We know
dim gph ∂ˆf ≤ dim gph ∂f ≤ dim gph ∂cf ≤ n,
where the last inequality follows from Theorem 5.2.3. Thus if we show that the
dimension of gph ∂ˆf is no less than n, we will be done. With that aim, applying
Theorem 2.4.3 to the function f , we obtain a Whitney (a)-regular stratification
{Mi} of the domain of f such that for every stratum Mi, the restriction f |Mi is
smooth. Let Mj be a stratum of dom f of maximal dimension, and let x¯ be an
arbitrary point of Mj .
Now consider the function h : Rn → R, which agrees with f on Mj and is
plus infinity elsewhere. Observe that the functions h and f coincide on a neigh-
bourhood of x¯. Applying [52, Proposition 3.6], we deduce that f is subdifferen-
tially regular at x¯ and ∂f(x¯) is nonempty with dimension n− dimMj . Since the
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point x¯ was arbitrarily chosen from Mj , we deduce dim ∂ˆf(x) = n− dimMj for
any point x ∈Mj . The result follows.
5.3 Consequences
Definition 5.3.1. Consider a function f : Rn → R. We say that a point x ∈ Rn is
Clarke-critical for the function f if 0 ∈ ∂cf(x), and we call such a critical point x
nondegenerate if the stronger property 0 ∈ ri ∂cf(x) holds.
Recall that for a proper convex function f : Rn → R and a point x¯ ∈ dom f ,
the subdifferentials ∂ˆf(x¯), ∂f(x¯), and ∂cf(x¯) all coincide and are equal to the
convex subdifferential of f at x¯. So in this case, the notions of Clarke-criticality
and Clarke-nondegeneracy reduce to more familiar notions from Convex Anal-
ysis. The importance of nondegeneracy for the sensitivity analysis of convex
functions is well known: in [80], for example, it is an underlying assumption
for a pioneering conceptual approach to superlinearly convergent convex min-
imization algorithms. Consider the following largely classical theorem (see [10,
Proposition 1] and [51]).
Theorem 5.3.2 (Generic uniqueness of minimizers for convex functions).
Let f : Rn → R be a proper convex function. Consider the collection of perturbed func-
tions hv(x) = f(x) − 〈v, x〉, parametrized by vectors v ∈ Rn. Then for a full measure
set of vectors v ∈ Rn, the function hv has at most one minimizer, which furthermore is
nondegenerate.
Shortly, we will prove that a natural analogue of Theorem 5.3.2 holds for ar-
bitrary semi-algebraic functions, with no assumption of convexity. We will then
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reference an example of a locally Lipschitz function that is not semi-algebraic,
and for which the conclusion of our analogous result fails, thus showing that
the assumption of semi-algebraicity is not superfluous. In what follows, for a
set S, the number of elements in S will be denoted by S#. We begin with the
following simple proposition, whose proof we omit.
Proposition 5.3.3. Let F : Rn ⇒ Rm be a semi-algebraic set-valued mapping whose
graph has dimension no greater than n. Then there exists β ∈ N such that for a generic
set of points c ∈ Rn, we have F (c)# ≤ β.
Corollary 5.3.4. Let f : Rn → R be a semi-algebraic function and consider the collec-
tion of perturbed functions hv(x) = f(x) − 〈v, x〉, parametrized by vectors v ∈ Rn.
Then there exists a positive integer β, such that for generic v ∈ Rn, the number of
Clarke-critical points of the perturbed function hv is no greater than β.
Proof Observe
0 ∈ ∂chv(x)⇔ v ∈ ∂cf(x)⇔ x ∈ (∂cf)−1(v).
Thus the set (∂cf)−1(v) is equal to the set of Clarke-critical points of the function
hv. By Theorem 5.2.3, we have dim gph ∂cf ≤ n, hence dim gph (∂cf)−1 ≤ n.
Applying Theorem 5.3.3 to (∂cf)−1, we deduce that there exists a positive integer
β, such that for generic v, we have ((∂cf)−1(v))# ≤ β. The result follows.
Corollary 5.3.5. Let f : Rn → R be a semi-algebraic function and consider the collec-
tion of perturbed functions hv(x) = f(x) − 〈v, x〉, parametrized by vectors v ∈ Rn.
Then for generic v ∈ Rn, every Clarke-critical point of the function hv is nondegenerate.
Corollary 5.3.5 follows immediately from the observation
0 ∈ ri ∂chv(x)⇔ v ∈ ri ∂cf(x),
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and the following result.
Corollary 5.3.6. Let f : Rn → R be a semi-algebraic function. Then for generic v ∈
Rn, we have that
x ∈ (∂cf)−1(v) =⇒ v ∈ ri ∂cf(x).
Proof Let D = dom ∂cf . Consider the semi-algebraic set-valued mapping
F˜ : Rn ⇒ Rn, x 7→ rb ∂cf(x).
Our immediate goal is to show that the dimension of gph F˜ is no greater
than n− 1. Observe that for each x ∈ Rn, we have F˜ (x) ⊂ ∂cf(x). Applying [52,
Corollary 2.27] to the mapping ∂cf , we get a finite partition of D into semi-
algebraic sets {Xi}, such that
gph ∂cf |Xi ∼= Xi × ∂cf(x)
and
gph F˜ |Xi ∼= Xi × F˜ (x)
for any x ∈ Xi (for each i). By Theorem 5.2.3, we have that
n ≥ dim gph ∂cf |Xi = dimXi + dim ∂cf(x).
Since F˜ (x) = rb ∂cf(x), it follows that
dim F˜ (x) ≤ dim ∂cf(x)− 1.
Therefore
dim gph F˜ |Xi = dimXi + dim F˜ (x) ≤ dimXi + dim ∂cf(x)− 1 ≤ n− 1.
Thus
dim gph F˜ = dim
(⋃
i
gph F˜ |Xi
)
≤ n− 1.
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And so if we let
pi : gph F˜ → Rn
be the projection onto the last n coordinates, we deduce that dimpi(gph F˜ ) ≤
n− 1. Finally, observe
pi(gph F˜ ) =
{
v ∈ Rn : v ∈ rb ∂cf(x) for some x ∈ Rn
}
,
and so the result follows.
Remark 5.3.7. Observe that if a convex function has finitely many minimizers
then, in fact, it has a unique minimizer. Thus, for a proper convex semi-algebraic
function, Corollaries 5.3.4 and 5.3.5 reduce to Theorem 5.3.2.
Remark 5.3.8. In Corollaries 5.3.4 and 5.3.5, if the function f is not semi-
algebraic, then the results of these corollaries can fail. In fact, these results can
fail even if the function f is locally Lipschitz continuous. For instance, there is a
locally Lipschitz function f : R→ R such that ∂cf(x) = [−x, x] for every x ∈ R.
See the article of Borwein-Moors-Wang [18]. For all v ∈ R, the perturbed func-
tion hv has infinitely many critical points, and for all v ∈ R \ {0}, the function
hv has critical points that are degenerate.
5.4 Composite optimality conditions
Consider a composite optimization problem min
x
g(F (x)). It is often compu-
tationally more convenient to replace the criticality condition 0 ∈ ∂(g ◦ F )(x)
with the potentially different condition 0 ∈ ∇F (x)∗∂g(F (x)), related to the for-
mer condition by an appropriate chain rule. See for example the discussion of
Lagrange multipliers in [106]. Thus it is interesting to study the graph of the
set-valued mapping x 7→ ∇F (x)∗∂g(F (x)).
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5.4.1 Dimensional analysis of the chain rule.
The following is a standard result in subdifferential calculus.
Theorem 5.4.1. [108, Theorem 10.6] Consider a function g : Rm → R and a smooth
mapping F : Rn → Rm. Then at any point x¯ ∈ Rn, one has
∂ˆ(g ◦ F )(x¯) ⊃ ∇F (x¯)∗∂ˆg(F (x¯)).
Now assuming that the functions g and F in the theorem above are semi-
algebraic, we immediately deduce, using Theorem 5.2.3, that the dimension of
the graph of the mapping x 7→ ∇F (x¯)∗∂ˆg(F (x¯)) is at most n. One can ask what
happens more generally in the case of the limiting and Clarke subdifferentials.
It is well known that the inclusion
∂(g ◦ F )(x¯) ⊃ ∇F (x¯)∗∂g(F (x¯))
is only guaranteed to hold under certain conditions [108, Theorem 10.6]. The
Clarke case is similar [31, Theorem 2.3.10]. Hence, a priori, the dimension of
the graph of the set-valued mapping x 7→ ∇F (x)∗∂g(F (x)) is unclear. In this
section, we will show that if g is lower semicontinuous, then this dimension is
no greater than n and we will derive some consequences.
The proofs of Proposition 5.2.2 and Theorem 5.2.3 are self-contained and
purely geometric. There is, however, an alternative approach using [11, Propo-
sition 4], which will be useful for us. We state this proposition now. We denote
the linear subspace ofRn parallel to a nonempty convex set S ⊂ Rn by parS.
Proposition 5.4.2. [11, Proposition 4] Consider a proper, lower semicontinuous, semi-
algebraic function g : Rm → R. Then there exists a Whitney (a)-regular stratification
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{Mi} of the domain of g such that for each stratum Mi and for any point x ∈ Mi, the
inclusion par ∂cg(x) ⊂ NMi(x) holds.
Before proceeding, we record the following special case of Theorem 5.4.1.
Consider a smooth function F : Rn → Rm and a nonempty set Q ⊂ Rm. Con-
sider any point x¯ ∈ Rn. Applying Theorem 5.4.1 to the indicator function of Q,
we deduce
NˆF−1(Q)(x¯) ⊃ ∇F (x¯)∗NˆQ(F (x¯)).
If we let Q = F (X), for some set X ⊂ Rn, then we obtain
NˆF−1(F (X))(x¯) ⊃ ∇F (x¯)∗NˆF (X)(F (x¯)). (5.4)
Theorem 5.4.3. Consider a proper, lower semicontinuous, semi-algebraic function
g : Rm → R and a smooth semi-algebraic mapping F : Rn → Rm. Then the graph
of the semi-algebraic set-valued mapping x 7→ ∇F (x)∗∂cg(F (x)) has dimension no
greater than n.
Proof Consider the Whitney (a)-regular stratification {Mi} of dom g that is guar-
anteed to exist by applying Proposition 5.4.2 to the function g. Now applying
Theorem 2.4.3 to the mapping F , we obtain a Whitney (a)-regular stratification
{Xi} ofRn and a Whitney (a)-regular stratification {Kj} ofRm compatible with
{Mi} such that for each index i, we have F (Xi) = Kj for some index j. Fix
some stratum X and a point x¯ ∈ X . If F (X) is not a subset of the domain of
g, then clearly ∇F (·)∗∂cg(F (·))|X ≡ ∅. Hence, we only consider X such that
F (X) ⊂ dom g. Let M be the stratum satisfying F (X) ⊂ M . Observe by our
choice of the stratification {Mi}, we have
∇F (x¯)∗∂cg(F (x¯)) ⊂ ∇F (x¯)∗v +∇F (x¯)∗NM(F (x¯)),
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for some vector v ∈ Rm. Hence we have the inclusions
par∇F (x¯)∗∂cg(F (x¯)) ⊂ ∇F (x¯)∗NM(F (x¯)) ⊂ ∇F (x¯)∗NF (X)(F (x¯)), (5.5)
where the last inclusion follows since the manifold F (X) is a subset of M . Com-
bining (5.4) and (5.5), we obtain
par∇F (x¯)∗∂cg(F (x¯)) ⊂ NˆF−1(F (X))(x¯) ⊂ NX(x¯),
where the last inclusion follows since the manifold X is a subset of F−1(F (X)).
So we deduce
dim∇F (x¯)∗∂cg(F (x¯)) ≤ n− dimX.
Since the point x¯ was arbitrarily chosen from X , we conclude (using [52, Corol-
lary 3.4]) the inequality dim gph∇F (·)∗∂cg(F (·))|X ≤ n. Taking the union over
the strata {Xi} yields
dim gph∇F (·)∗∂cg(F (·)) ≤ n,
as we claimed.
Observe that Theorem 5.4.3 is a generalization of Theorem 5.2.3. This can
easily be seen by taking F to be the identity map in Theorem 5.4.3.
Remark 5.4.4. Consider a proper, lower semicontinuous, semi-algebraic func-
tion g : Rm → R and a smooth semi-algebraic mapping F : Rn → Rm satisfying
dom g ◦ F = F−1(dom g) 6= ∅. A natural question, in line with Theorem 5.2.4, is
whether the graph of the mapping x 7→ ∇F (x)∗∂cg(F (x)) has dimension exactly
n. In fact, there is no hope for that to hold generally. For instance, it is possible
to have ∂cg(y) = ∅ for every point y in the image of F . This example, however
motivates the following easy proposition, whose proof we omit.
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Proposition 5.4.5. Consider a proper, lower semicontinuous, semi-algebraic function
g : Rm → R and a smooth semi-algebraic mapping F : Rn → Rm. Assume that the
set F−1(dom ∂ˆg) has a nonempty interior. Then the graph of the set-valued mapping
∇F (·)∗∂ˆg(F (·)) has dimension exactly n. Analogous results hold in the limiting and
Clarke cases.
5.4.2 Consequences
Let F : Rn → Rm be a smooth mapping and g : Rm → R a proper lower semi-
continuous function. (For simplicity, here we assume that the mapping F is
defined on all ofRn. However the whole section extends immediately to a map-
ping F defined only on an open subset U ⊂ Rn.) Consider the following collec-
tion of composite minimization problems, parametrized by vectors v ∈ Rn.
(P (v)) min
x∈Rn
g(F (x))− 〈v, x〉
For a point x¯ to be a minimizer for P (v), the inclusion v ∈ ∂(g ◦ F )(x¯) must
necessarily hold. As discussed in the beginning of the section, it is often more
convenient to replace this condition with the potentially different condition v ∈
∇F (x¯)∗∂g(F (x¯)). This motivates the following definition.
Definition 5.4.6. We say that a point x is Clarke critical for the problem (P (v)) if
the inclusion v ∈ ∇F (x)∗∂cg(F (x)) holds, and we call such a critical point x non-
degenerate for the problem (P (v)) if the stronger property v ∈ ri∇F (x)∗∂cg(F (x))
holds.
We are now in position to state a natural generalization of Corollaries 5.3.4
and 5.3.5.
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Corollary 5.4.7. Let F : Rn → Rm be a semi-algebraic smooth function and g : Rm →
R a proper lower semicontinuous semi-algebraic function. Consider the following col-
lection of optimization problems, parametrized by vectors v ∈ Rn.
(P (v)) min
x∈Rn
g(F (x))− 〈v, x〉
Then there exists a positive integer β, such that for a generic vector v ∈ Rn, the number
of Clarke-critical points for the problem (P (v)) is no greater than β. Furthermore, for a
generic vector v ∈ Rn, every Clarke-critical point for the problem (P (v)) is nondegen-
erate.
Proof Observe that by Theorem 5.4.3, the graph of the mapping x 7→
∇F (x)∗∂cg(F (x)) has dimension no greater than n. The proof now proceeds
along the same lines as the proofs of Corollaries 5.3.4 and 5.3.5.
Observe that Corollaries 5.3.4 and 5.3.5 can be considered as special cases of
Corollary 5.4.7, in which the map F is the identity map.
A noteworthy illustration of Corollary 5.4.7 is the problem of constrained
minimization, which we discuss now. Let f : Rn → R be a semi-algebraic func-
tion and D ⊂ Rn a closed semi-algebraic set. Consider the following collection
of constrained minimization problems, parametrized by vectors v ∈ Rn.
(P ′(v)) min f(x)− 〈v, x〉
s.t. x ∈ D
Observe that (P ′(v)) is equivalent to the problem min
x∈Rn
g(F (x)) − 〈v, x〉, where
we define F (x) = (x, x) and g(x, y) = f(x) + δD(y).
Hence, in the sense of composite minimization, it is easy to check that a point
x ∈ D is Clarke critical for the problem (P ′(v)) if v ∈ ∂cf(x) + N cD(x), and such a
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critical point x is nondegenerate for the problem (P ′(v)) if the stronger property
v ∈ ri ∂cf(x) + riN cD(x) holds.
Corollary 5.4.8. Let f : Rn → R be a semi-algebraic function and let D be a
closed, semi-algebraic set. Consider the following collection of optimization problems,
parametrized by vectors v ∈ Rn.
(P (v)) min f(x)− 〈v, x〉
s.t. x ∈ D
Then there exists a positive integer β, such that for a generic vector v ∈ Rn, the number
of Clarke-critical points for the problem (P (v)) is no greater than β. Furthermore, for a
generic vector v ∈ Rn, every Clarke-critical point for the problem (P (v)) is nondegen-
erate.
Proof This follows directly from Corollary 5.4.7.
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CHAPTER 6
LOCAL ANALYSIS OF SEMI-ALGEBRAIC SUBDIFFERENTIAL GRAPHS
6.1 Introduction.
Variational analysis, a subject that has been vigorously developing for the past
40 years, has proven itself to be extremely effective at describing nonsmooth
phenomena. The Clarke subdifferential (or generalized gradient) and the lim-
iting subdifferential of a function are the earliest and most widely used con-
structions of the subject. A key distinction between these two notions is that,
in contrast to the limiting subdifferential, the Clarke subdifferential is always
convex. From a computational point of view, convexity of the Clarke subdif-
ferential is a great virtue. To illustrate, by the classical Rademacher theorem, a
locally Lipschitz continuous function f on an open subset U ofRn is differentiable
almost everywhere on U , in the sense of Lebesgue measure. Clarke, in [30],
showed that for such functions, the Clarke subdifferential admits the simple
presentation
∂cf(x¯) = conv{ lim
i→∞
∇f(xi) : xi Ω→ x¯}, (LipR)
where x¯ is any point of U and Ω is any full measure subset of U . Such a for-
mula holds great computational promise since gradients are often cheap to com-
pute. For example, utilizing (LipR), Burke, Lewis, and Overton developed an
effective computational scheme for approximating the Clarke subdifferential by
sampling gradients [24], and, motivated by this idea, developed a robust opti-
mization algorithm [25].
The authors of [24] further extended Clarke’s result to the class of finite-
valued, continuous functions f : U → R, defined on an open subset U of Rn,
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that are absolutely continuous on lines, and are directionally Lipschitzian; the latter
means that the Clarke normal cone to the epigraph of f is pointed. Under these
assumptions on f , the authors derived the representation
∂cf(x¯) =
⋂
δ>0
cl conv
(
∇f(Ω ∩Bδ(x¯))), (ACLR)
where Bδ(x¯) is an open ball of radius δ around x¯ and Ω is any full measure sub-
set of U , and they extended their computational scheme to this more general
setting. One can easily see that this formula generalizes Clarke’s result, since lo-
cally Lipschitz functions are absolutely continuous on lines, and for such func-
tions (ACLR) reduces to (LipR). Pointedness of the Clarke normal cone is a com-
mon theoretical assumption. For instance, closed convex sets with nonempty
interior have this property. Some results related to (ACLR) appear in [61].
In optimization theory, one is often interested in extended real-valued func-
tions (functions that are allowed to take on the value +∞), so as to model con-
straints, for instance. The results above are not applicable in such instances. An
early predecessor of (LipR) and (ACLR) does rectify this problem, at least when
convexity is present. Rockafellar [103, Theorem 25.6] showed that for any closed
convex function f : Rn → R ∪ {+∞}, whose domain dom f has a nonempty in-
terior, the convex subdifferential has the form
∂f(x¯) = conv{ lim
i→∞
∇f(xi) : xi → x¯}+Ndom f (x¯), (CoR)
where x¯ is any point in the domain of f and Ndom f (x¯) is the normal cone to the
domain of f at x¯.
Our goal is to provide an intuitive and geometric proof of a representation
formula unifying (LipR), (ACLR), and (CoR). To do so, we will impose a cer-
tain structural assumption on the functions f that we consider. Namely, we will
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assume that the domain of f can be locally “stratified” into a finite collection
of smooth manifolds, so that f is smooth on each such manifold. Many func-
tions of practical importance in optimization and in nonsmooth analysis possess
this property. All semi-algebraic functions (those functions whose graphs can
be described as a union of finitely many sets, each defined by finitely many
polynomial inequalities), and more generally, tame functions fall within this
class [74]. We will show (Theorem 6.3.10) that for a directionally Lipschitzian,
stratifiable function f : Rn → R ∪ {+∞}, that is continuous on its domain (for
simplicity), the Clarke subdifferential admits the intuitive form
∂cf(x¯) = conv{ lim
i→∞
∇f(xi) : xi Ω−→ x¯}+ cone { lim
i→∞
ti↓0
ti∇f(xi) : xi Ω−→ x¯}+N cdom f (x¯),
(6.1)
or equivalently,
∂cf(x¯) =
⋂
δ>0
cl conv
(
∇f(Ω ∩Bδ(x¯)))+N cdom f (x¯),
where Ω is any dense subset of dom f and cone denotes the convex conical
hull. (In contrast to the aforementioned results, we do not require Ω to have
full-measure).
This is significant both from theoretical and computational perspectives.
Proofs of (LipR) and (ACLR) are based largely on Fubini’s theorem and anal-
ysis of directional derivatives, and though the arguments are elegant, they do
not shed light on the geometry driving such representations to hold. Similarly,
Rockafellar’s argument of (CoR) relies heavily on the well-oiled machinery of
convex analysis. Consequently, a simple unified geometric argument is ex-
tremely desirable. From a practical point of view, representation (6.1) decouples
the behavior of the function from the geometry of the domain; consequently,
when the domain is a simple set (polyhedral perhaps) and the behavior of the
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function on the interior of the domain is complex, our result provides a conve-
nient method of calculating the Clarke subdifferential purely in terms of limits
of gradients and the normal cone to the domain — information that is often
readily available. Furthermore, using (6.1), the functions we consider in the
current chapter become amenable to the techniques developed in [24].
Whereas (6.1) deals with pointwise estimation of the Clarke subdifferential,
our second result addresses the geometry of subdifferential graphs, as a whole.
In particular, we consider the size of subdifferential graphs, a feature that may
have important algorithmic applications. For instance, Robinson [101, 102]
shows computational promise for functions defined on Rn whose subdiffer-
ential graphs are locally homeomorphic to an open subset of Rn. Due to the
results of Minty [92] and Poliquin-Rockafellar [98], Robinson’s techniques are
applicable for convex, and more generally, for “prox-regular” functions. Trying
to understand the size of subdifferential graphs in the absence of convexity (or
monotonicity), the authors in [45] were led to consider the semi-algebraic set-
ting. The authors proved that the limiting subdifferential graph of a closed, proper,
semi-algebraic function on Rn has uniform local dimension n. Applications to sen-
sitivity analysis were also discussed. We show how the techniques developed in
the current chapter drastically simplify the proof of this striking fact. Remark-
ably, this dimensional uniformity does not hold for the Clarke subdifferential
graph.
The rest of the chapter is organized as follows. In Section 6.2, we establish
notation and recall some basic facts from variational analysis. In Section 6.3, we
derive a characterization formula for the Clarke subdifferential of a directionally
Lipschitzian, stratifiable function that possesses a certain continuity property on
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its domain. In Section 6.4, we prove the theorem concerning the local dimension
of semi-algebraic subdifferential graphs. We have designed this last section to
be entirely independent from the previous ones, since it does require a short
foray into semi-algebraic geometry.
6.2 Preliminary results.
We begin with the following standard result in smooth manifold theory.
Theorem 6.2.1 (Prox-normal neighborhood). Consider a C2-manifold M ⊂ Rn
and a point x¯ ∈M . Then there exists an open neighborhood U of x¯, such that
1. the projection map PM is single-valued on U ,
2. for any two points x ∈M ∩ U and v ∈ U , the equivalence,
v ∈ x+NM(x)⇔ x = PM(v),
holds.
Following the notation of [67], we call the set U that is guaranteed to exist
by Theorem 6.2.1, a prox-normal neighborhood of M at x¯. For more details about
Theorem 6.2.1, see [108, Exercise 13.38], [32, Proposition 1.9]. We should note
that the theorem above holds for all “prox-regular” sets M [98].
Often, we will work with discontinuous functions f : Rn → R. For such
functions, it is useful to consider f -attentive convergence of a sequence xi to a
point x¯, denoted xi −→
f
x¯. In this notation we have
xi −→
f
x¯ ⇐⇒ xi → x¯ and f(xi)→ f(x¯).
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If in addition we have a set Q ⊂ Rn, then xi Q−→
f
x¯ will mean that xi converges
f -attentively to x¯ and the points xi all lie in Q.
Consider a function f : Rn → R that is locally lower semi-continuous at a
point x¯, with f(x¯) finite. Then f is locally Lipschitz continuous around x¯ if and
only if the horizon subdifferential is trivial, that is the condition ∂∞f(x¯) = {0}
holds [108, Theorem 9.13]. Weakening the latter condition to requiring ∂∞f(x¯)
to simply be pointed, we arrive at the following central notion [108, Exercise
9.42].
Definition 6.2.2 (epi-Lipschitzian sets and directionally Lipschitzian func-
tions).
1. A set Q ⊂ Rn is epi-Lipschitzian at one of its points x¯ if Q is locally closed
at x¯ and the normal cone NQ(x¯) is pointed.
2. A function f : Rn → R, that is finite at x¯, is directionally Lipschitzian at x¯ if
f is locally lower-semicontinuous at x¯ and the cone ∂∞f(x¯) is pointed.
Rockafellar [104, Section 4] proved that an epi-Lipschitzian set inRn, up to a
rotation, locally coincides with an epigraph of a Lipschitz continuous function
defined on Rn−1. We should further note that the Clarke normal cone mapping
of an epi-Lipschitzian set is outer-semicontinuous [32, Proposition 6.8].
It is easy to see that a function f : Rn → R is directionally Lipschitzian at x¯ if
and only if the epigraph epi f is epi-Lipschitzian at (x¯, f(x¯)). Furthermore, for a
set Q that is locally closed at x¯, the limiting normal cone NQ(x¯) is pointed if and
only if the Clarke normal cone N cQ(x¯) is pointed [108, Exercise 9.42].
94
Consider the two functions
f1(x) = x and f2(x) =
 x if x ≤ 0x+ 1 if x > 0
defined on the real line. Clearly both f1 and f2 are directionally Lipschitzian,
and have the same derivatives at each point of differentiability. However
∂cf1(0) 6= ∂cf2(0). Roughly speaking, this situation arises because some nor-
mal cones to the epigraph of a function f , namely at points (x, r) with r > f(x),
may not correspond to any subdifferential. Consequently, if we have any hope
of deriving a characterization of the Clarke subdifferential purely in terms of
gradients and the normal cone to the domain, we must eliminate the situation
above. Evidently, an assumption of continuity of the function on the domain
would do the trick. However, such an assumption would immediately elimi-
nate some interesting convex functions from consideration. Rather than doing
so, we identify a new condition, which arises naturally as a byproduct of our
arguments. At the risk of sounding extravagant, we give this property a name.
Definition 6.2.3 (Vertical continuity). We say that a function f : Rn → R is ver-
tically continuous at a point x¯ ∈ dom f if the equation
limsup
xi→x¯, r→f(x¯)
r>f(x¯)
Nepi f (x, r) = Ndom f (x¯)× {0}, (6.2)
holds.
To put this condition in perspective, we record the following observations.
For a proof, see [48, Proposition 2.14].
Proposition 6.2.4 (Properties of vertically continuous functions). Consider a
proper function f : Rn → R that is lsc at a point x¯, with f(x¯) finite.
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1. Suppose that whenever a pair (x, r) ∈ epi f , with r > f(x), is near (x¯, f(x¯)) we
have
Nepi f (x, r) = Ndom f (x)× {0}.
Then f is vertically continuous at x¯.
2. Suppose that x¯ lies in the interior of dom f and that f is vertically continuous at
x¯. Then f is continuous at x¯, in the usual sense.
3. Suppose that f is continuous on a neighborhood of x¯, relative to the domain of f .
Then f is vertically continuous at all points of dom f near x¯.
4. If f is convex, then f is vertically continuous at every point x¯ in dom f .
5. Suppose that f is “amenable” at x¯ in the sense of [97]; that is, f is finite at x¯
and there exists a neighborhood V of x¯ so that f can be written as a composition
f = g ◦ F , for a C1 mapping F : V → Rm and a proper, lsc, convex function
g : Rm → R, so that the qualification condition
Ndom g(F (x¯)) ∩ ker∇F (x¯)∗ = {0},
is satisfied. Then f is vertically continuous at x¯.
As can be seen from the proposition above, vertical continuity bridges the
gap between continuity of the function on the interior of the domain and conti-
nuity on the whole domain, and hence the name. In summary, all convex and
amenable functions have this property, as do functions that are continuous on
their domains. An illustrative example is provided by the proper, lower semi-
continuous, convex (directionally Lipschitzian) function f onR2, defined by
f(x, y) =

y2/2x if x > 0
0 if x = 0, y = 0
∞ otherwise
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This function is discontinuous at the origin, despite being vertically continuous
there.
6.3 Characterization of the Clarke Subdifferential.
As was mentioned in the introduction, a key feature of Clarke’s construction is
that the Clarke subdifferential of a locally Lipschitz function f , on Rn, can be
described purely in terms of gradient information. It is then reasonable to hope
that the same property holds for continuous directionally Lipschitzian func-
tions, but this is too good to be true. Though such functions are differentiable
almost everywhere [14], their gradients may fail to generate the entire Clarke
subdifferential. A simple example is furnished by the classical ternary Can-
tor function — a nondecreasing, continuous, and therefore directionally Lip-
schitzian function, with zero derivative at each point of differentiability. The
Clarke subdifferential of this function does not identically consist of the zero
vector [20, Exercise 3.5.5], and consequently cannot be recovered from classi-
cal derivatives. This example notwithstanding, one does not expect the Cantor
function to arise often in practice.
Nonsmoothness arises naturally in many applications, but not pathologi-
cally so. On the contrary, nonsmoothness is usually highly structured. Often
such structure manifests itself through existence of a stratification. In the current
work, we consider so-called stratifiable functions. Roughly speaking, domains of
such function can be decomposed into smooth manifolds (called strata), which
fit together in a “regular” way, and so that the function is smooth on each such
stratum. In particular, this rich class of functions includes all semi-algebraic,
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and more generally, all o-minimally defined functions. See for example [115].
We now make this notion precise.
Definition 6.3.1 (Locally finite stratifications). Consider a set Q in Rn. A locally
finite stratification ofQ is a partition ofQ into disjoint manifoldsMi (called strata)
satisfying
• (frontier condition) for each index i, the the closure ofMi inQ is the union
of some Mj’s, and
• (local finiteness) each point x ∈ Q has a neighborhood that intersects only
finitely many strata.
We say that a set Q ⊂ Rn is stratifiable if it admits a locally finite stratification.
Observe that due to the frontier condition, a stratum Mi intersects the clo-
sure of another stratum Mj if and only if the inclusion Mi ⊂ clMj holds. Con-
sequently, given a locally finite stratification of a set Q into manifolds {Mi}, we
can impose a natural partial order on the strata, namely
Mi Mj ⇔Mi ⊂ clMj.
A good example to keep in mind is the partition of a convex polyhedron into its
open faces.
Definition 6.3.2 (Stratifiable functions). A function f : Rn → R is stratifiable if
there exists a locally finite stratification of dom f so that f is smooth on each
stratum.
The following result nicely illustrates the geometric insight one obtains by
working with stratifications explicitly.
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Proposition 6.3.3 (Dense differentiability). Consider a proper stratifiable function
f : Rn → R that is directionally Lipschitzian at all points of dom f near x¯, and let Ω
be any dense subset of dom f . Then the set Ω ∩ dom∇f is dense in the domain of f ,
in the f -attentive sense, locally near x¯.
Proof. Consider a locally finite stratification of dom f into manifolds Mi so that
f is smooth on each stratum. Suppose for the sake of contradiction that there
exists a point x ∈ dom f arbitrarily close to x¯ and an f -attentive neighborhood
V = {y ∈ Rn : |y − x| < , |f(y) − f(x)| < δ} so that V ∩ Ω does not intersect
any strata of dimension n. Shrinking V , we may assume that V intersects only
finitely many strata, say {Mj} for j ∈ J := {1, . . . , k}, and that the inclusion
x ∈ clMj holds for each index j ∈ J . Notice that since f is continuous on each
stratum, the set V is a union of open subsets of the strata Mj for j ∈ J .
Now among the strata Mj with j ∈ J , choose a stratum M that is maximal
with respect to the partial order . Clearly, we have
M ∩ clMj = ∅, for each j ∈ J with Mj 6= M.
Now let y be any point of V ∩M and observe that there exists a neighborhood Y
of y so that the functions f and f + δM coincide on Y ∩M . We deduce that ∂f(y)
is a nontrivial affine subspace. Since f is directionally Lipschitzian at all points
in dom f near x¯, and in particular at y, we have arrived at a contradiction. Thus
Ω ∩ dom∇f is dense (in the f -attentive sense) in dom f , locally near x¯.
In this section, we will derive a characterization formula for the Clarke subd-
ifferential of a stratifiable, vertically continuous, directionally Lipschitzian func-
tion f : Rn → R . This formula will only depend on the gradients of f and on
the normal cone to the domain. It is important to note that the characterization
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formula, we obtain, is independent of any particular stratification of dom f ; one
only needs to know that f is stratifiable in order to apply our result. The ar-
gument we present is entirely constructive and is motivated by the following
fact.
Proposition 6.3.4. Consider a closed, convex cone Q ⊂ Rn, which is neitherRn nor a
half-space. Then the equality,
Q = cone (bdQ).
holds.
Hence in light of Proposition 6.3.4, in order to obtain a representation for-
mula for the Clarke subdifferential, it is sufficient to study the boundary struc-
ture of the Clarke normal cone. This is precisely the route we take. 1
Lemma 6.3.5 (Freche´t accessibility). Consider a closed set Q ⊂ Rn, a C2-manifold
M ⊂ Q, and a point x¯ ∈M . Recall that the inclusion NˆQ(x¯) ⊂ NM(x¯) holds. Suppose
that a vector v¯ ∈ NˆQ(x¯) lies in the boundary of NˆQ(x¯), relative to the linear space
NM(x¯). Then there exists a sequence (xi, vi) → (x¯, v¯), with vi ∈ NPQ (xi), and so that
all points xi lie outside of M .
Proof. Choose a vector w¯ ∈ NM(x¯) in such a way so as to guarantee
v¯ + tw¯ /∈ NˆQ(x¯), for all t > 0.
1The idea to study the boundary structure of the Clarke normal cone in order to establish
a convenient representation for the Clarke subdifferential is by no means new. For instance
the same idea was used by Rockafellar to establish the representation formula for the convex
subdifferential [103, Theorem 25.6]. While working on the manuscript forming the basis of this
chapter, the authors became aware that the same strategy was also used to prove a representa-
tion formula for the subdifferential of finite-valued, continuous functions whose epigraph has
positive reach [60, Theorem 4.9], [61, Theorem 2]. In particular, Proposition 6.3.4 also appears
as [61, Proposition 3].
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Consider the vectors
y(t) := x¯+ t(v¯ + tw¯), (6.3)
and observe y(t) /∈ x¯ + NˆQ(x¯) for every t > 0. Consider a selection of the
projection operator,
x(t) ∈ PQ(y(t)).
Clearly, y(t)→ x¯ and x(t)→ x¯, as t→ 0. Observe
y(t)− x(t)
t
∈ NPQ (x(t)),
x(t) 6= x¯, (6.4)
for every t.
We claim that the points x(t) all lie outside of M for all sufficiently small
t > 0. Indeed, if this were not the case, then for sufficiently small t, the points
x(t) and y(t) would lie in the prox-normal neighborhood of M near x¯, and we
would deduce
x(t) = PM(y(t)) = x¯,
contradicting (6.4).
Thus all that is left is to show the convergence, y(t)−x(t)
t
→ v¯. To this end,
observe that from (6.3), we have
y(t)− x¯
t
→ v¯. (6.5)
Hence it suffices to argue x(t)−x¯
t
→ 0. By definition of x(t), we have
|y(t)− x¯| ≥ |(y(t)− x¯) + (x¯− x(t))|. (6.6)
Squaring and simplifying the inequality above, we obtain〈y(t)− x¯
t
,
x(t)− x¯
t
〉
≥ 1
2
∣∣∣x(t)− x¯
t
∣∣∣2. (6.7)
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From (6.5) and (6.6), we deduce that the vectors x(t)−x¯
t
are bounded as t→ 0.
Consider any limit point γ ∈ Rn. Taking the limit in (6.7), we obtain
〈v¯, γ〉 ≥ 1
2
|γ|2. (6.8)
Since v¯ is a Freche´t normal, we deduce
〈v¯, x(t)− x¯〉 ≤ o(|x(t)− x¯|).
It immediately follows that
〈v¯, γ〉 ≤ 0,
and in light of (6.8), we obtain γ = 0. Hence
y(t)− x(t)
t
→ v¯,
as we claimed.
Remark 6.3.6. We note, in passing, that an analogue of Lemma 6.3.5 (with an
identical proof) holds when M is simply “prox-regular”, in the sense of [98],
around x¯. In particular, the lemma is valid when M is a convex set.
The combination of Lemma 6.3.5 and Proposition 6.3.4 yields dividends even
in the simplest case when the manifold M of Lemma 6.3.5 is a singleton set. We
should emphasize that in the following proposition, we do not even assume that
the function in question is directionally Lipschitzian or stratifiable.
Proposition 6.3.7 (Isolated singularity). Consider a continuous function f : U →
R, defined on an open set U ⊂ Rn. Suppose that f is differentiable on U \ {x¯} for some
point x¯ ∈ U , and that ∂f(x¯) 6= ∅. Then
∂cf(x¯) = cl
(
conv{ lim
i→∞
∇f(xi) : xi → x¯}+ cone { lim
i→∞
ti↓0
ti∇f(xi) : xi → x¯}
)
,
under the convention that conv∅ = {0}.
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Proof. Define the two sets
E := { lim
i→∞
∇f(xi) : xi → x¯}, H := { lim
i→∞
ti↓0
ti∇f(xi) : xi → x¯},
and consider the epigraph Q := epi f and the singleton set M := {(x¯, f(x¯))}.
By Lemma 6.3.5 and continuity of f , we have
bd NˆQ(x¯, f(x¯)) ⊂ cone
(
E × {−1}) ∪ (H × {0}). (6.9)
CASE 1. Suppose NˆQ(x¯, f(x¯)) is not equal toRn× [0,−∞). Then from Propo-
sition 6.3.4 and (6.9), we deduce
N cQ(x¯, f(x¯)) = cl cone
(
E × {−1}) ∪ (H × {0}). (6.10)
From (6.10), we see that an inclusion (v,−1) ∈ N cQ(x¯, f(x¯)) holds if and only
if for every  > 0, there exist vectors yi ∈ E ∪ H , and real numbers λi > 0, for
1 ≤ i ≤ n+ 1, satisfying∣∣∣v − ( ∑
i:yi∈E
λiyi +
∑
i:yi∈H
λiyi
)∣∣∣ < ,
1 =
∑
i:yi∈E
λi
Thus ∂cf(x¯) = cl (convE + coneH), as we claimed.
CASE 2. Now suppose NˆQ(x¯, f(x¯)) = Rn × [0,−∞). Then from (6.9), we
deduce H = Rn and ∂cf(x¯) = Rn = convE + coneH , under the convention
conv∅ = {0}.
As an illustration, consider the following simple example.
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Example 6.3.8. Consider the function f(x, y) := 4
√
x4 + y2 on R2. Clearly f is
differentiable onR2 \ {(0, 0)}. The gradient has the form
∇f(x, y) = 1
(x4 + y2)3/4
 x3
1
2
y
 .
From Proposition 6.3.7, we obtain
∂cf(x¯) = cl
(
conv{ lim
i→∞
∇f(xi) : xi → x¯}+ cone { lim
i→∞
ti↓0
ti∇f(xi) : xi → x¯}
)
,
Observe that the vectors ∇f(x, 0) are equal to (±1, 0), and the vectors
2
√|y|∇f(0,±y) are equal to (0,±1), whenever x 6= 0 6= y. Thus we obtain
[−1, 1]× {0} ⊂ conv{ lim
i→∞
∇f(xi) : xi → x¯}.
{0} ×R ⊂ cone { lim
i→∞
ti↓0
ti∇f(xi) : xi → x¯}.
Consequently, the inclusion
[−1, 1]×R ⊂ ∂cf(0, 0)
holds. The absolute value of the first coordinate of ∇f(x, y) is always bounded
by 1, which implies the reverse inclusion above. Thus we have exact equality
∂cf(0, 0) = [−1, 1]×R.
We record the following observation for ease of reference.
Corollary 6.3.9. Consider a closed, convex cone Q ⊂ Rn with nonempty interior.
Suppose that bdQ is contained in a proper linear subspace. Then Q is either all of Rn
or a half-space.
Proof. Clearly ifQwere neitherRn or a half-space, then by Proposition 6.3.4, we
would deduce thatQ = cone (bdQ) has empty interior, which is a contradiction.
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Armed with Proposition 6.3.4 and Lemma 6.3.5, we can now prove the main
result of this section with ease.
Theorem 6.3.10 (Characterization). Consider a proper, stratifiable function
f : Rn → R that is finite at x¯. Suppose that f is vertically continuous and directionally
Lipschitzian at all points of dom f near x¯. Then for any dense subset Ω ⊂ dom f , we
have
N cepi f (x¯, f(x¯)) = cone
{
lim
i→∞
(∇f(xi),−1)√
1 + |∇f(xi)|
: xi
Ω−→
f
x¯
}
+
(
N cdom f (x¯)×{0}
)
. (6.11)
Consequently, the Clarke subdifferential admits the presentation
∂cf(x¯) = conv
{
lim
i→∞
∇f(xi) : xi Ω−→
f
x¯
}
+cone
{
lim
i→∞
ti↓0
ti∇f(xi) : xi Ω−→
f
x¯
}
+N cdom f (x¯).
Proof. We first prove (6.11). Observe that since f is vertically continuous at x¯,
we have N cdom f (x¯) × {0} ⊂ N cepi f (x¯, f(x¯)), and hence the inclusion “⊃” holds.
Therefore we must establish the reverse inclusion. To this effect, intersecting
the domain of f with a small open ball around x¯, we may assume that f is
directionally Lipschitzian and vertically continuous at each point x ∈ dom f .
For notational convenience, for a vector v ∈ Rn, let v := (v,−1)√
1+|v|2 . Define the
set-valued mapping
F (x) := cone
(
{ lim
i→∞
∇f(xi) : xi Ω−→
f
x} ∪ (Ndom f (x) ∩B)× {0}
)
, (6.12)
By Proposition 6.3.3, the set {limi→∞∇f(xi) : xi Ω−→
f
x} is nonempty. Further-
more, from the established inclusion “⊃”, we see that Ndom f (x) is pointed and
hence the set coneNdom f (x) is closed for all x ∈ dom f . Consequently, we de-
duce
F (x) = cone { lim
i→∞
∇f(xi) : xi Ω−→
f
x}+ (N cdom f (x)× {0}),
Combining (6.12) with [48, Lemma 2.2], we see that F is outer-semicontinuous
with respect to f -attentive convergence.
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Now consider a stratification of dom f into manifolds {Mi} having the prop-
erty that f is smooth on each stratum Mi. Restricting the domain of f , we may
assume that the stratification {Mi} consists of only finitely many sets. We prove
the theorem by induction on the dimension of the strata Mi in which the point
x¯ lies.
Clearly, the result holds for all strata of dimension n, since f is smooth on
such strata and Ω is dense in dom f . As an inductive hypothesis, suppose that
the claim holds for all strata that are strictly greater in the partial order  than
a certain stratum M and let x¯ be an arbitrary point of M .
Since f is smooth onM , we deduce that gph f
∣∣
M
is a smooth manifold. Then
by Lemma 6.3.5, for every vector 0 6= v ∈ rb Nˆepi f (x¯, f(x¯)), there exists a se-
quence (xl, rl, vl) → (x¯, f(x¯), v), with vl ∈ Nˆepi f (xl, rl) and (xl, rl) /∈ gph f
∣∣
M
.
Suppose that there exists a subsequence satisfying rl 6= f(xl) for each index l.
Then since f is vertically continuous at x¯, we obtain
v = lim
l→∞
vl ⊂ limsup
l→∞
Nepi f (xl, rl) ⊂ Ndom f (x¯)× {0} ⊂ F (x¯).
On the other hand, if rl = f(xl) for all large indices i, then restricting to a
subsequence, we may assume that all the points xl lie in a a stratum M ′ with
M ′  M . The inductive hypothesis and f -attentive outer-semicontinuity of F
yield the inclusion v ∈ F (x¯).
Thus we have established the inclusion,
rb Nˆepi f (x¯, f(x¯)) ⊂ F (x¯).
Since ∂∞f(x¯) is pointed, we deduce that the cone Nˆepi f (x¯) is neither a linear
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subspace nor a half-subspace. Consequently by [48, Lemma 2.2], we deduce
Nˆepi f (x¯, f(x¯)) = cone rb Nˆepi f (x¯, f(x¯)) ⊂ F (x¯). (6.13)
In fact, we have shown that (6.13) holds for all points x¯ ∈M .
Finally consider a limiting normal v ∈ Nepi f (x¯). Then there exists a sequence
(xl, rl, vl) → (x¯, f(x¯), v), with vl ∈ Nˆepi f (xl, rl). It follows from (6.13), the induc-
tive hypothesis, and f -attentive outer-semicontinuity of F that the inclusion
v ∈ F (x¯) holds. Thus the induction is complete, as is the proof of (6.11).
To finish the proof of the theorem, define the two sets
E := { lim
i→∞
∇f(xi) : xi Ω−→
f
x¯}, H := { lim
i→∞
ti↓0
ti∇f(xi) : xi Ω−→
f
x¯}. (6.14)
Observe
cone { lim
i→∞
∇f(xi) : xi Ω−→
f
x¯} = cone (E × {−1}) ∪ (H × {0}).
Thus an inclusion (v,−1) ∈ N cQ(x¯, f(x¯)) holds if and only if there exist vec-
tors yi ∈ E ∪ H and y ∈ N cdom f (x¯), and real numbers λi > 0, for 1 ≤ i ≤ n + 1,
satisfying
v =
∑
i:yi∈E
λiyi +
∑
i:yi∈H
λiyi + y,
1 =
∑
i:yi∈E
λi
The result follows.
Recovering representation (ACLR) of the introduction, in the setting of strat-
ifiable functions, is now an easy task.
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Corollary 6.3.11. Consider a proper, stratifiable function f : Rn → R, that is finite
at x¯. Suppose that f is directionally Lipschitzian at all points of dom f near x¯, and is
continuous near x¯ relative to the domain of f . Then we have
∂cf(x¯) =
⋂
δ>0
cl conv
(
∇f(Ω ∩Bδ(x¯)))+N cdom f (x¯),
where Ω is any dense subset of dom f .
Proof. Since the cone N cepi f (x¯, f(x¯)) is pointed, one can easily verify, much along
the lines of [48, Lemma 2.2], that the equation
⋂
δ>0
cl cone
{ (∇f(x),−1)√
1 + |∇f(x)| : x ∈ Ω∩Bδ(x¯)
}
= cone
{
lim
i→∞
(∇f(xi),−1)√
1 + |∇f(xi)|
: xi
Ω→ x¯},
holds. The result follows by an application of Theorem 6.3.10. We leave the
details to the reader.
Our next goal is to recover the representation of the convex subdifferential
(CoR) of the introduction in the stratifiable setting. In fact, we will consider
the more general case of amenable functions. Before proceeding, recall that a
proper, lsc, convex function is directionally Lipschitzian at some point if and
only if its domain has nonempty interior. A completely analogous situation
occurs for amenable functions.
Lemma 6.3.12. Consider a function f : Rn → R that is amenable at x¯. Let V be
a neighborhood of x¯ so that f can be written as a composition f = g ◦ F , for a C1
mapping F : V → Rm and a proper, lsc, convex function g : Rm → R, so that the
qualification condition
Ndom g(F (x¯)) ∩ ker∇F (x¯)∗ = {0},
is satisfied. Then there exists a neighborhood U of x¯ so that
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1. F (U ∩ int dom f) ⊂ int dom g,
2. U ∩ F−1(int dom g) ⊂ int dom f .
Furthermore f is directionally Lipschitzian at x¯ if and only if x¯ lies in cl (int dom f).
Proof. Let us first recall a few useful formulas. To this end, [97, Theorem 3.3]
shows that there exists a neighborhood U of x¯ so that for all points x ∈ U ∩
dom f , we have
{0} = Ndom g(F (x)) ∩ ker∇F (x)∗, (6.15)
∂f(x) = ∇F (x)∗∂g(F (x)), (6.16)
Ndom f (x) = ∇F (x)∗Ndom g(F (x)). (6.17)
Furthermore a computation in the proof of Proposition 6.2.4 (item 5) shows that
for any x ∈ U ∩ dom f and any r > f(x), we have
Nepi f (x, r) = ∇F (x)∗Ndom g(F (x))× {0}. (6.18)
Observe for any x ∈ U ∩ int dom f , we have
0 = Ndom f (x) = ∇F (x)∗Ndom g(F (x)),
and consequently Ndom g(F (x)) = 0. We conclude F (x) ∈ int dom g, thus estab-
lishing 1.
Now consider a point x ∈ U ∩ F−1(int dom g). Using (6.18), we deduce
Nepi f (x, r) = 0 for any r > f(x). Hence by [108, Exercise 6.19], we conclude
(x, r) ∈ int epi f and consequently x ∈ int dom f , thus establishing 2.
By [108, Exercise 10.25 (a)], we have ∂∞f(x¯) = Ndom f (x¯), and in light of (6.15)
and (6.17) one can readily verify that the cone Ndom f (x¯) is pointed if and only if
Ndom g(F (x¯)) is pointed.
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Now suppose that x¯ lies in cl (int dom f). Then by 1 the domain dom g has
nonempty interior and consequently Ndom g(F (x¯)) is pointed, as is Ndom f (x¯).
Conversely suppose that f is directionally Lipschitzian at x¯. Then
Ndom g(F (x¯)) is pointed, and consequently dom g has nonempty interior. Ob-
serve since F is continuous, the set F−1(int dom g) ⊂ dom f is open. Hence
it is sufficient to argue that this set contains x¯ in its closure. Suppose this is
not the case. Then there exists a neighborhood U of x¯ so that the image F (U)
does not intersect int dom g. It follows that the range of the linearised map-
ping w 7→ F (x¯) + ∇F (x¯)w can be separated from dom g, thus contradicting
(6.15). See [108, Theorem 10.6] for a more detailed explanation of this latter
assertion.
We can now easily recover, in the stratifiable setting, representation (CoR) of
the introduction. In fact, an entirely analogous formula holds more generally
for amenable functions.
Corollary 6.3.13. Consider a proper stratifiable function f : Rn → R, that is amenable
at a point x¯, and so that x¯ lies in the closure of the interior of dom f . Let Ω be any dense
subset of dom f . Then the subdifferential admits the presentation
∂f(x¯) = conv
{
lim
i→∞
∇f(xi) : xi Ω→ x¯
}
+Ndom f (x¯).
Proof. By [108, Exercise 10.25], we have ∂∞f(x¯) = Ndom f (x¯). Thus we have
cone
{
lim
i→∞
ti↓0
ti∇f(xi) : xi Ω−→
f
x¯
} ⊂ Ndom f (x¯).
Observe f is amenable, directionally Lipschitzian (Lemma 6.3.12), and ver-
tically continuous (Proposition 6.2.4) at each point of dom f near x¯. Applying
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Theorem 6.3.10, we deduce
∂f(x¯) = conv
{
lim
i→∞
∇f(xi) : xi Ω−→
f
x¯
}
+Ndom f (x¯).
Noting that the subdifferential map ∂f of an amenable function is outer-
semicontinuous, the result follows.
A natural question arises. Does the corollary above hold more generally
without the stratifiability assumption? The answer turns out to be yes. This
is immediate, in light of (CoR), for the subclass of lower-C2 functions (those
functions that are locally representable as a difference of convex functions and
convex quadratics). A first attempt at a proof for general amenable functions
might be to consider the representation f = g ◦ F and the chain rule
∂f(x) = ∇F (x¯)∗∂g(F (x¯)).
One may then try to naively use Rockafellar’s representation formula (CoR) for
the convex subdifferential
∂g(F (x¯)) = conv{ lim
i→∞
∇g(yi) : yi → F (x¯)}
to deduce the result. However, we immediately run into trouble since F may
easily fail to be surjective onto a neighborhood of F (x¯) in dom g. Hence a dif-
ferent more sophisticated proof technique is required. For completeness, we
present an argument below, which is a natural extension of the proof of [103,
Theorem 25.6]. It is furthermore instructive to emphasize how the stratifiability
assumption allowed us in Corollary 6.3.13 to bypass essentially all the technical
details of the argument below.
Theorem 6.3.14. Consider a function f : Rn → R that is amenable at a point x¯ lying
in cl (int dom f). Then the subdifferential admits the presentation
∂f(x¯) = conv
{
lim
i→∞
∇f(xi) : xi Ω→ x¯
}
+Ndom f (x¯),
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where Ω is any full-measure subset of dom f .
Proof. Recall that f is Clarke regular at x¯, and therefore ∂∞f(x¯) = Ndom f (x¯) is
the recession cone of ∂f(x¯). Combining this with the fact that the map ∂f is
outer-semicontinuous at x¯, we immediately deduce the inclusion “⊃”.
We now argue the reverse inclusion. To this end, let V be a neighborhood of
x¯ so that f can be written as a composition f = g ◦F , for aC1 mapping F : V →
Rm and a proper, lsc, convex function g : Rm → R, so that the qualification
condition
Ndom g(F (x¯)) ∩ ker∇F (x¯)∗ = {0},
is satisfied. Since f is directionally Lipschitzian at x¯, the subdifferential ∂f(x) is
the sum of the convex hull of its extreme points and the recession coneNdom f (x¯).
Furthermore every extreme point is a limit of exposed points. Thus
∂f(x¯) = conv(clE) +Ndom f (x¯),
where E is the set of all exposed point of ∂f(x¯).
Hence to prove the needed inclusion, it suffices to argue the inclusion
E ⊂ conv{ lim
i→∞
∇f(xi) : xi Ω→ x¯
}
.
Here, we should note that since f is directionally Lipschitzian at x¯, the set on
the right hand side is closed.
To this end, let v¯ be an arbitrary exposed point of ∂f(x¯). By definition, there
exists a vector a¯ ∈ Rn with |a¯| = 1 and satisfying
〈a¯, v¯〉 > 〈a¯, v〉 for all v ∈ ∂f(x¯) with v 6= v¯.
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Since Ndom f (x¯) is the recession cone of ∂f(x¯), from above we deduce
〈a¯, z〉 < 0 for all 0 6= z ∈ Ndom f (x¯),
and consequently
〈∇F (x¯)a¯, w〉 < 0 for all 0 6= w ∈ Ndom g(F (x¯)).
Consider the half-line {F (x¯) + t∇F (x¯)a¯ : t ≥ 0}. We claim that this half-line
cannot be separated from dom g. Indeed, otherwise there would exist a nonzero
vector w¯ ∈ Ndom g(x¯) so that for all t > 0 and all x ∈ dom g we have
〈x, w¯〉 ≤ 〈F (x¯) + t∇F (x¯)a¯, w¯〉 < 〈F (x¯), w¯〉,
which is a contradiction. Hence by [103, Theorem 11.3], this half-line must meet
the interior of dom g. By convexity then there exists a real number α > 0 satis-
fying
{F (x¯) + t∇F (x¯)a¯ : 0 < t ≤ α} ⊂ int (dom g).
Consequently the points F (x¯ + ta¯) lie in int dom g for all sufficiently small
t > 0. By Lemma 6.3.12, we deduce that there exists a real number β > 0 so that
{x¯+ ta¯ : 0 < t ≤ β} ⊂ int (dom f).
Hence f is Lipschitz continuous at each point x¯+ ta¯ (for 0 < t ≤ β), and so from
(LipR) we obtain
∂f(x¯+ ta¯) = conv{ lim
j→∞
∇f(xj) : xj Ω→ x¯+ ta¯}. (6.19)
Now choose a sequence ti → 0 and observe that by [103, Theorem 24.6], for
any  > 0 we have
∂g(F (x¯+ tia¯)) ⊂ argmax
v∈∂g(F (x¯))
〈∇F (x¯)a¯, v〉+ B,
= argmax
v∈∂g(F (x¯))
〈a¯,∇F (x¯)∗v〉+ B,
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for all large i. We deduce,
∇F (x¯)∗∂g(F (x¯+ tia¯)) ⊂ argmax
w∈∂f(x¯)
〈a¯, w〉+ B = v¯ + B.
Thus there exists a sequence wi ∈ ∂g(F (x¯ + tia¯)) with ∇F (x¯)∗wi → v¯. Conse-
quently the vectors ∇F (x¯ + tia¯)∗wi ∈ ∂f(x¯ + tia¯) converge to v¯. The result now
follows from (6.19) and the fact that f is directionally Lipschitzian at x¯.
The following is a further illustration of the applicability of our results to a
wide variety of situations.
Corollary 6.3.15. Consider a proper stratifiable function f : Rn → R that is locally
Lipschitz continuous at a point x¯, relative to dom f . Suppose furthermore that dom f
is an epi-Lipschitzian set at x¯. Then the formula
∂f(x¯) = conv
{
lim
i→∞
∇f(xi) : xi Ω→ x¯
}
+N cdom f (x¯),
holds, where Ω is any dense subset of dom f .
Proof. Since f is locally Lipschitz near x¯ relative to dom f , there exists a globally
Lipschitz function f˜ : Rn → R, agreeing with f on dom f near x¯. Hence, we
have
f(x) = f˜(x) + δdom f (x), locally near x¯.
Combining this with [108, Exercise 10.10], we deduce
∂∞f(x) ⊂ Ndom f (x), for x near x¯.
We conclude that f is directionally Lipschitzian at all points of dom f near x¯,
and furthermore since the gradients of f˜ are bounded near x¯ so are the gradients
of f . The result follows immediately by an application of Proposition 6.2.4 and
Theorem 6.3.10.
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6.4 Local dimension of semi-algebraic subdifferential graphs.
We begin with a definition.
Definition 6.4.1 (Subjets). For a function f : Rn → R, the limiting subjet is given
by
[∂f ] := {(x, f(x), v) : v ∈ ∂f(x)}.
Subjets corresponding to the other subdifferentials are defined analogously.
Much like f -attentive convergence, subjets are useful for keeping track of
variational information in absence of continuity. In this section, we build on the
following theorem. This result and its consequences for generic semi-algebraic
optimization problems are discussed extensively in [52].
Theorem 6.4.2. [52, Theorem 3.6] Let f : Rn → R be a proper semi-algebraic function.
Then the subjets [∂Pf ], [∂ˆf ], [∂f ] and [∂cf ] have dimension exactly n.
An immediate question arises: Can the four subjets associated to a semi-
algebraic function have local dimension smaller than n at some of their points?
In a recent paper [45], the authors showed that this indeed may easily happen
for [∂cf ]. Remarkably the authors showed that the subjets [∂Pf ], [∂ˆf ], and [∂f ]
of a lsc, semi-algebraic function f : Rn → R do have uniform local dimension
n. The significance of this result and the relation to Minty’s theorem were also
discussed. In this section, we provide a much simplified proof of this rather
striking fact (Theorem 6.4.5). The main tool we use is the following accessibility
lemma, which is a special case of Lemma 6.3.5. Since the proof is much simpler
than that of Lemma 6.3.5, we include the full argument below.
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Lemma 6.4.3 (Accessibility). Consider a closed set Q ⊂ Rn, a manifold M ⊂ Q,
and a point x¯ ∈ M . Recall that the inclusion NPQ (x¯) ⊂ NM(x¯) holds. Suppose that a
proximal normal vector v¯ ∈ NPQ (x¯) lies in the boundary of NPQ (x¯), relative to the linear
space NM(x¯). Then there exist sequences xi → x¯ and vi → v¯, with vi ∈ NPQ (xi), and
so that all the points xi lie outside of M .
Proof. There exists a real number λ > 0 so that x¯ + λv¯ lies in the prox-normal
neighborhood W of M at x¯ and such that the equality PQ(x¯ + λv¯) = x¯ holds.
Consider any sequence vi ∈ Rn satisfying
vi → v¯, vi ∈ NM(x¯), vi /∈ NPQ (x¯).
Choose arbitrary points xi ∈ PQ(x¯+ λvi). We have
(x¯− xi) + λvi ∈ NPQ (xi).
We deduce xi 6= x¯. Clearly, the sequence xi converges to x¯. We claim xi /∈M for
all sufficiently large indices i. Indeed, if it were otherwise, then for large i, the
points x¯+λvi would lie in W and we would have xi ∈ PM(x¯+λvi) = x¯, which is
a contradiction. Thus we have obtained a sequence (xi, 1λ(x¯−xi)+vi) ∈ gphNPQ ,
with xi /∈M , and satisfying (xi, 1λ(x¯− xi) + vi))→ (x¯, v¯).
The following is now immediate.
Corollary 6.4.4. Consider a lower semicontinuous function f : Rn → R, a manifold
M ⊂ Rn, and a point x¯ ∈M . Suppose that f is smooth on M and the strict inequality
dim ∂Pf(x¯) < dimNM(x¯) holds. Then for every vector v¯ ∈ ∂Pf(x¯), there exist se-
quences (xi, f(xi), vi) → (x¯, f(x¯), v¯), with vi ∈ ∂Pf(xi), and so that all the points xi
lie outside of M .
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Proof. From the strict inequality, one can easily see that the normal cone
NPepi f (x¯, f(x¯)) has empty interior relative to the normal space Ngph (x¯, f(x¯)). An
application of Lemma 6.4.3 completes the proof.
We can now prove the main result of this section.
Theorem 6.4.5. Consider a lsc, semi-algebraic function f : Rn → R. Then the subjets
[∂Pf ], [∂ˆf ], and [∂f ] have constant local dimension n around each of their points.
Proof. We first prove the theorem for the subjet [∂Pf ]. Consider the semi-
algebraic set-valued mapping
F (x) := {f(x)} × ∂Pf(x),
whose graph is precisely [∂Pf ]. We may stratify the domain of F into finitely
many semi-algebraic manifolds {Mi}, so that on each stratum Mi, the mapping
F is inner-semicontinuous, the images F (x) have constant dimension, and f is
smooth. Consider a triple (x, f(x), v) ∈ [∂Pf ]. We prove the theorem by induc-
tion on the dimension of the strataM in which the point x lies. Clearly the result
holds for the strata of dimension n, if there are any. As an inductive hypothesis,
assume that the theorem holds for all points (x, f(x), v) ∈ [∂Pf ] with x lying in
strata of dimension at least k, for some integer k ≥ 1.
Now consider a stratum M of dimension k − 1 and a point x ∈ M . If
dimF (x) = n− dimM , then recalling that F is inner-semicontinuous on M and
applying [48, Proposition 5.11], we see that the set gphF
∣∣∣
M
has local dimension
n around (x, f(x), v) for any v ∈ ∂Pf(x). The result follows in this case.
Now suppose dimF (x) < n − dimM . Then, by Corollary 6.4.4, for
such a vector v, there exists a sequence (xi, f(xi), vi) → (x, f(x), v) satisfying
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(xi, f(xi), vi) ∈ [∂Pf ] and xi /∈ M for each index i. Restricting to a subsequence,
we may assume that all the points xi lie in a stratum K satisfying dimK ≥ k. By
the inductive hypothesis, we deduce
dim[∂P f ](x, f(x), v) ≥ limsup
i→∞
dim[∂P f ](xi, f(xi), vi) = n.
This completes the proof of the inductive step and of the theorem for the subjet
[∂Pf ].
Now observe that [∂Pf ] is dense in [∂ˆf ] and in [∂f ]. It follows that [∂ˆf ] and
[∂f ] also have local dimension n around each of their points.
Surprisingly Theorem 6.4.5 may fail in the Clarke case, even for Lipschitz
continuous functions.
Example 6.4.6. Consider the function f : R3 → R, defined by
f(x, y, z) =

min{x, y, z2} if (x, y, z) ∈ R3+
min{−x,−y, z2} if (x, y, z) ∈ R3−
0 otherwise.
Let x¯ ∈ Rn be the origin and let Γ := conv{(1, 0, 0), (0, 1, 0), (0, 0, 0)}. One can
check that the local dimension of gph ∂cf at (x¯, v¯) is two for any vector v¯ ∈(
conv(Γ ∪ −Γ)) \ (Γ ∪ −Γ). For more details see [45, Example 3.11].
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CHAPTER 7
ACTIVE SETS IN OPTIMIZATION
7.1 Introduction
Active set ideas permeate traditional nonlinear optimization. Classical prob-
lems involve a list of smooth nonlinear constraints: the active set for a partic-
ular feasible solution — the collection of binding constraints at that point — is
crucial in first and second order optimality conditions, in sensitivity analysis,
and for certain algorithms. Contemporary interest in more general constraints
(such as semidefiniteness) suggests a reappraisal. A very thorough modern
study of sensitivity analysis in its full generality appears in [13]. Approaches
more variational-analytic in flavor appear in texts such as [107]. Our aim here is
rather different: to present a simple fresh approach, combining wide generality
with mathematical elegance.
Our approach has its roots in the notion of an “identifiable surface” [119],
and its precursors [1, 23, 26, 27, 54, 57, 59]. In essence, the idea is extremely sim-
ple: given a critical point x for a function f , a set M is identifiable if any sequence
of points approaching x that is approximately critical (meaning corresponding
subgradients approach zero) must eventually lie in M . The terminology comes
from the idea that an iterative algorithm that approximates x along with an ap-
proximate criticality certificate must “identify”M . To take the classical example
where f is a pointwise maximum of smooth functions, around any critical point
x, assuming a natural constraint qualification, we can define M as those points
with the same corresponding “active set” of functions attaining the maximum.
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Identifiable sets M are useful computationally because the problem of min-
imizing the function f near the critical point x is equivalent to minimizing the
restriction of f to M , which may be an easier problem, and because the identi-
fiability property allows convergent algorithms to find M — the motivation for
active-set methods. We show moreover how M is a natural tool for optimal-
ity conditions: under reasonable conditions, quadratic growth of f around x is
equivalent to quadratic growth on M — a potentially easier condition to check.
Clearly the smaller the identifiable set M , the more informative it is. Ideal
would be a “locally minimal identifiable set”. We note that such sets may fail to
exist, even for finite convex functions f . However, when a minimal identifiable
setM does exist, we show that it is both unique (locally), and central to sensitiv-
ity analysis: it consists locally of all critical points of small linear perturbations
to f . We show furthermore that, under reasonable conditions, variational anal-
ysis of f simplifies because, locally, the graph of its subdifferential mapping is
influenced only by the restriction of f to M . One appealing consequence is a
close relationship between minimal identifiable sets and critical cones appear-
ing in the study of variational inequalities.
The case when an identifiable set M is in fact a manifold around the point
x (as in the classical example above) is particularly interesting. In particular,
the manuscript [87] performs (a much simplified) sensitivity analysis in this
setting. Remarkably, this case is equivalent to a powerful but seemingly strin-
gent list of properties known as “partial smoothness” [83], nondegeneracy and
prox-regularity — related work on “VU algorithms” and “the fast track” ap-
pears in [89–91] and [65, 66]. By contrast, our approach here is to offer a concise
mathematical development emphasizing how this important scenario is in fact
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very natural indeed.
The outline of the chapter is as follows. In Section 7.2, we introduce the
notion of identifiability for arbitrary set-valued mappings. Then in Section 7.3,
we specialize this idea to subdifferential mappings, laying the foundation for
the rest of the chapter. Section 7.4 contains basic examples of identifiable sets,
while Section 7.5 establishes a calculus of identifiability, which could be skipped
at first reading. Arriving at our main results in Section 7.6, we study variational
geometry of identifiable sets; this in particular allows us to establish a strong
relationship between identifiable sets and critical cones in Section 7.7. Finally in
Section 7.8, we consider optimality conditions in the context of identifiable sets,
while in Section 7.9 we establish a relationship between identifiable manifolds
and partial smoothness — one of our central original goals.
7.2 Identifiability in set-valued analysis
The key property that we explore in this work is that of finite identification. For
two sets M and Q in Rn, we will say that the inclusion M ⊂ Q holds locally
around a point x¯, if there exists a neighborhood U of x¯ satisfying M ∩U ⊂ Q∩U .
Definition 7.2.1 (Identifiable sets). Consider a mapping G : Rn ⇒ Rm. We say
that a subset M ⊂ Rn is identifiable at x¯ for v¯, where v¯ ∈ G(x¯), if the inclusion
gphG ⊂M ×Rm holds locally around (x¯, v¯).
Equivalently, a set M is identifiable at x¯ for v¯ ∈ G(x¯) if for any sequence
(xi, vi) → (x¯, v¯) in gphG, the points xi must lie in M for all sufficiently large
indices i. Clearly M is identifiable at x¯ for v¯ if and only if the same can be said
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of M ∩ domG. Hence we will make light of the distinction between two such
sets.
Clearly domG is identifiable at x¯ for v¯ ∈ G(x¯). More generally, if v¯ lies in
the interior of some set U , then G−1(U) is identifiable at x¯ for v¯. Sometimes all
identifiable subsets of domG arise locally in this way. In particular, one can
readily check that this is the case for any set-valued mapping G satisfying G−1 ◦
G = Id, an important example being the inverse of the projection map G = P−1Q
onto a nonempty, closed, convex set Q.
The “smaller” the set M is, the more interesting and the more useful it be-
comes. Hence an immediate question arises. When is the identifiable set M
locally minimal, in the sense that for any other identifiable set M ′ at x¯ for v¯, the
inclusion M ⊂ M ′ holds locally around x¯? The following notion will be instru-
mental in addressing this question.
Definition 7.2.2 (Necessary sets). Consider a set-valued mappingG : Rn ⇒ Rm,
a point x¯ ∈ Rn, and a vector v¯ ∈ G(x¯). We say that a subset M ⊂ Rn, containing
x¯, is necessary at x¯ for v¯ if the function
x 7→ d(v¯, G(x)),
restricted to M , is continuous at x¯.
Thus M is necessary at x¯ for v¯ ∈ G(x¯) if for any sequence xi → x¯ in M , there
exists a sequence vi ∈ G(xi) with vi → v¯. The name “necessary” arises from the
following simple observation.
Lemma 7.2.3. Consider a set-valued mapping G : Rn ⇒ Rm, a point x¯ ∈ Rn, and a
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vector v¯ ∈ G(x¯). Let M and M ′ be two subsets ofRn. Then the implication
M is identifiable at x¯ for v¯
M ′ is necessary at x¯ for v¯
⇒M ′ ⊂M locally around x¯,
holds.
The following elementary characterization of locally minimal identifiable
sets will be used extensively in the sequel, often without an explicit reference.
For a proof, see [53, Proposition 2.4].
Proposition 7.2.4 (Characterizing locally minimal identifiability).
Consider a set-valued mappingG : Rn ⇒ Rm and a pair (x¯, v¯) ∈ gphG. The following
are equivalent.
1. M is a locally minimal identifiable set at x¯ for v¯.
2. There exists neighborhood V of v¯ such that for any subneighborhood W ⊂ V of v¯,
the representation
M = G−1(W ) holds locally around x¯.
3. M is a locally maximal necessary set at x¯ for v¯.
4. M is identifiable and necessary at x¯ for v¯.
Remark 7.2.5. It is clear from Proposition 7.2.4 that whenever locally minimal
identifiable sets exist, they are locally unique. That is, if M1 and M2 are both
locally minimal identifiable sets at x¯ for v¯ ∈ G(x¯), then we have M1 = M2
locally around x¯.
The central goal in sensitivity analysis is to understand the behavior of solu-
tions x, around x¯, to the inclusion
v ∈ G(x),
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as v varies near v¯. Characterization 2 of Proposition 7.2.4 shows that a locally
minimal identifiable set at x¯ for v¯ is a locally minimal set that captures all the
sensitivity information about the inclusion above.
This characterization yields a constructive approach to finding locally min-
imal identifiable sets. Consider any open neighborhoods V1 ⊃ V2 ⊃ V3 ⊃ . . . ,
around v¯ with the diameters of Vi tending to zero. If the chain
G−1(V1) ⊃ G−1(V2) ⊃ G−1(V3) ⊃ . . . ,
stabilizes, in the sense that for all large indices i and j, we have G−1(Vi) =
G−1(Vj) locally around x¯, then G−1(Vi) is a locally minimal identifiable set at
x¯ for v¯, whenever i is sufficiently large. Moreover, the locally minimal identifi-
able set at x¯ for v¯, if it exists, must arise in this way.
The following example shows that indeed a set-valued mapping can easily
fail to admit a locally minimal identifiable set.
Example 7.2.6 (Failure of existence). Consider the mappingG : R2 ⇒ R, defined
in polar coordinates, by
G(r, θ) =
 |θ| if r 6= 0, θ ∈ [−pi, pi] ,[−1, 1] if r = 0.
Let x¯ be the origin in R2 and v¯ := 0 ∈ G(x¯). Observe that for  → 0, the
preimages
G−1(−, ) = {(r, θ) ∈ R2 : G(r, θ) ∩ (−, ) 6= ∅} = {(r, θ) : |θ| < },
never coincide around x¯. Consequently, there is no locally minimal identifiable
set at x¯ for v¯.
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Notwithstanding the previous example, locally minimal identifiable sets do
often exist. In particular, clearly inner-semicontinuous mappings always admit
locally minimal identifiable sets.
Proposition 7.2.7 (Identifiability under continuity).
Consider a set-valued mapping G : Rn ⇒ Rm that is inner semicontinuous, relative to
domG, at a point x¯ ∈ domG. Then domG is a locally minimal identifiable set at x¯
for any vector v¯ ∈ G(x¯).
More interesting examples can be constructed by taking pointwise unions of
maps admitting locally minimal identifiable sets.
Proposition 7.2.8 (Pointwise union). Consider a finite collection of outer-
semicontinuous mappings, Gi : Rn ⇒ Rm, for i = 1, . . . , k. Define the pointwise
union mapping G : Rn ⇒ Rm to be
G(x) =
m⋃
i=1
Gi(x).
Fix a point x¯ ∈ Rn and a vector v¯ ∈ G(x¯), and suppose that for each index i, satisfying
v¯ ∈ Gi(x¯), there exists a locally minimal identifiable set Mi (with respect to Gi) at x¯ for
v¯. Then the set
M :=
⋃
i:v¯∈Gi(x¯)
Mi,
is a locally minimal identifiable set (with respect to G) at x¯ for v¯.
Proof. This readily follows from Proposition 7.2.4.
In particular, locally minimal identifiable sets exist for piecewise polyhedral
mappings. These are those mappings whose graphs can be decomposed into a
union of finitely many convex polyhedra.
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Example 7.2.9 (Piecewise polyhedral mappings).
Consider a piecewise polyhedral mapping G : Rn ⇒ Rm, where gphG =⋃k
i=1 Vi and Vi ⊂ Rn are convex polyhedral sets. It is easy to check
that set-valued mappings whose graphs are convex polyhedral are inner-
semicontinuous on their domains. Fix a point x¯ ∈ Rn and a vector v¯ ∈ G(x¯),
and let pi : Rn × Rm → Rn be the canonical projection onto Rn. Consequently,
by Propositions 7.2.7 and 7.2.8, the set
⋃
i:(x¯,v¯)∈Vi
pi(Vi)
is a locally minimal identifiable set at x¯ for v¯.
For the remainder of the current work, we will be investigating the notion of
identifiability in the context of the workhorse of variational analysis, the subd-
ifferential set-valued mapping.
7.3 Identifiability in variational analysis
We are now ready to define the appropriate notion of identifiability in the con-
text of optimization.
Definition 7.3.1 (Identifiability for functions).
Consider a function f : Rn → R, a point x¯ ∈ Rn, and a subgradient v¯ ∈ ∂f(x¯).
A set M ⊂ Rn is identifiable at x¯ for v¯ if for any sequences (xi, f(xi), vi) →
(x¯, f(x¯), v¯), with vi ∈ ∂f(xi), the points xi must all lie in M for all sufficiently
large indices i.
The definition above can be interpreted in the sense of Section 7.2. Indeed,
126
consider a function f : Rn → R and a subgradient v¯ ∈ ∂f(x¯), for some point
x¯ ∈ Rn. Define the set-valued mapping
G : Rn ⇒ R×Rn,
x 7→ {f(x)} × ∂f(x).
Then M is identifiable (relative to f ) at x¯ for v¯ if and only if it is identifiable
(relative to G) at x¯ for the vector (f(x¯), v¯). Here, we have to work with the
mapping G, rather than the subdifferential mapping ∂f directly, so as to facil-
itate coherence between normal cone mappings and subdifferential mappings
via epigraphical geometry. (See Proposition 7.3.7.) This slight annoyance can be
avoided whenever f is subdifferentially continuous at x¯ for v¯.
Definition 7.3.2 (Subdifferential continuity). A function f : Rn → R is subdiffer-
entially continuous at x¯ for v¯ ∈ ∂f(x¯) if for any sequences xi → x¯ and vi → v¯, with
vi ∈ ∂f(xi), it must be the case that f(xi)→ f(x¯).
Subdifferential continuity of a function f at x¯ for v¯ was introduced in [98,
Definition 1.14], and it amounts to requiring the function (x, v) 7→ f(x), re-
stricted to gph ∂f , to be continuous in the usual sense at the point (x¯, v¯). In
particular, any lsc convex function is subdifferentially continuous [108, Exam-
ple 13.30].
Similarly, we define necessary sets as follows.
Definition 7.3.3 (Necessity for functions). Consider a function f : Rn → R. A
set M ⊂ Rn is necessary at x¯ for v¯ ∈ ∂f(x¯) if both the function f and the mapping
x 7→ d(v¯, ∂f(x)),
restricted to M , are continuous at x¯.
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Specializing the characterization in Proposition 7.2.4 to this setting, we ob-
tain the following.
Proposition 7.3.4 (Characterizing locally minimal identifiability).
Consider a function f : Rn → R, a point x¯ ∈ Rn, and a subgradient v¯ ∈ ∂f(x¯). Then
the following are equivalent.
1. M is a locally minimal identifiable set at x¯ for v¯,
2. There exists a neighborhood V of v¯ and a real number  > 0 such that for any
subneighborhood W ⊂ V of v¯ and a real number 0 < ′ < , the presentation
M = (∂f)−1(W ) ∩ {x ∈ Rn : |f(x)− f(x¯)| < ′} holds locally around x¯.
3. M is a locally maximal necessary set at x¯ for v¯.
4. M is identifiable and necessary at x¯ for v¯
Definition 7.3.5 (Identifiability for sets). Given a set Q ⊂ Rn, we will say that
a subset M ⊂ Q is identifiable (relative to Q) at x¯ for v¯ ∈ NQ(x¯) if M is identi-
fiable (relative to δQ) at x¯ for v¯ ∈ ∂δQ(x¯). Analogous conventions will hold for
necessary sets and locally minimal identifiable sets.
It is instructive to observe the relationship between identifiability and the
metric projection in presence of convexity.
Proposition 7.3.6 (Identifiability for convex sets).
Consider a closed, convex set Q and a subset M ⊂ Q. Let x¯ ∈M and v¯ ∈ NQ(x¯). Then
the following are equivalent.
1. M is identifiable (relative to Q) at x¯ for v¯.
2. M is identifiable (relative to P−1Q ) at x¯ for x¯+ v¯.
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Analogous equivalence holds for necessary sets.
Proof. Suppose that M is identifiable (relative to Q) at x¯ for v¯. Consider a se-
quence (xi, yi) → (x¯, x¯ + v¯) in gphP−1Q . Observe xi = PQ(yi) and the sequence
yi − xi ∈ NQ(xi) converges to v¯. Consequently, the points xi all eventually lie in
M .
Conversely suppose that M is identifiable (relative to P−1Q ) at x¯ for x¯ + v¯.
Consider a sequence (xi, vi)→ (x¯, v¯) in gphNQ. Then the sequence (xi, xi+vi) ∈
gphP−1Q converges to (x¯, x¯+ v¯). Consequently, we have xi ∈M for all large i.
We leave the verification of the analogous equivalence for necessary sets to
the reader.
Thus a subset M of a closed, convex set Q is identifiable at x¯ for v¯ ∈ NQ(x¯) if
and only if the equality, PQ = PM , holds locally around x¯+ v¯.
The following simple proposition establishes epigraphical coherence, al-
luded to above, between normal cone mappings and subdifferential mappings
in the context of identifiability. The proof is immediate.
Proposition 7.3.7 (Epigraphical coherence).
Consider a function f : Rn → R and a subgradient v¯ ∈ ∂f(x¯), for some point x¯ ∈ Rn.
Then M ⊂ dom f is an identifiable set (relative to f ) at x¯ for v¯ if and only if gph f ∣∣
M
is an identifiable set (relative to epi f ) at (x¯, f(x¯)) for (v¯,−1). Analogous statements
hold for necessary, and consequently for locally minimal identifiable sets.
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7.4 Basic examples
In this section, we present some basic examples of identifiable sets of functions.
Example 7.4.1 (Smooth functions). If U is an open set containing x¯ and f : U →
R is C1-smooth. Then U is a locally minimal identifiable set at x¯ for∇f(x¯).
Example 7.4.2 (Smooth manifolds). If M is a C1 manifold, then M is a locally
minimal identifiable set at any x ∈ M for any v ∈ NM(x). This follows im-
mediately by observing that the normal cone mapping x 7→ NM(x) is inner-
semicontinuous on M .
We define the support of any vector v ∈ Rn, denoted supp v, to be the set
consisting of all indices i ∈ {1, . . . , n} such that vi 6= 0. The rank of v, denoted
rank v, is then the size of the support supp v.
Example 7.4.3 (Convex polyhedra). Let Q ⊂ Rn be a convex polyhedron. Ex-
ample 7.2.9 shows that M := N−1Q (v¯) (equivalently, M := argmaxx∈Q〈v¯, x〉) is a
locally minimal identifiable set at x¯ for v¯.
More concretely, suppose that Q has the representation
Q = {x ∈ Rn : 〈ai, x〉 ≤ bi for all i ∈ I}, (7.1)
for some index set I = {1, . . . ,m} and vectors a1, . . . , am ∈ Rn and b ∈ Rm. For
any point x ∈ Rn, define the active index set
I(x) := {i ∈ I : 〈ai, x〉 = bi}.
Then we have NQ(x) = cone {ai : i ∈ I(x)} and consequently there exist mul-
tipliers λ¯ ∈ Rm+ with supp λ¯ ⊂ I(x¯) satisfying v¯ =
∑
i∈I(x¯) λ¯iai. Hence for any
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point y ∈ Q, the equivalence
y ∈M ⇐⇒
〈 ∑
i∈I(x¯)
λ¯iai, y
〉
=
〈 ∑
i∈I(x¯)
λ¯iai, x¯
〉
⇐⇒
∑
i∈I(x¯)
λ¯i[〈ai, y〉 − bi] = 0,
holds. We deduce that M has the alternate description
M = {x ∈ Q : supp λ¯ ⊂ I(x)}.
We should note that under a strict complementarity condition, v¯ ∈ riNQ(x¯), we
may choose λ¯ with supp λ¯ = I(x¯). Then M would consist of all points x ∈ Q,
whose active index set I(x) coincides with I(x¯). It is then standard to check that
M coincides with an affine subspace locally around x¯.
Example 7.4.4 (Polyhedral functions). Analogously, we may analyse a convex
polyhedral function f : Rn → R, a function whose epigraph is a convex polyhe-
dron. To be more precise, we may express f as
f(x) =
 maxi∈I{〈ai, x〉+ bi} whenever 〈cj, x〉 ≤ dj for all j ∈ J,∞ otherwise,
for some index sets I = {1, . . . ,m} and J = {1, . . . , k}, vectors ai, cj ∈ Rn, and
real numbers bi, dj for i ∈ I and j ∈ J . For any point x ∈ Rn, define the active
index sets
I(x) = {i ∈ I : 〈ai, x〉+ bi = f(x)},
J(x) = {j ∈ J : 〈cj, x〉 = dj}.
A straightforward computation shows
∂f(x) = conv{ai : i ∈ I(x)}+ cone {cj : j ∈ J(x)}.
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Consider a pair (x¯, v¯) ∈ gph ∂f . Then there exist multipliers (λ¯, µ¯) ∈ Rm+ ×Rk+
satisfying
v¯ =
∑
i∈I
λ¯iai +
∑
j∈J
µ¯jcj,
with
∑
i∈I λ¯i = 1, supp λ¯ ⊂ I(x¯), and supp µ¯ ⊂ J(x¯). Applying the same argu-
ment as in Example 7.4.3 to epi f , we deduce that the set
M = {x ∈ dom f : supp λ¯ ⊂ I(x), supp µ¯ ⊂ J(x)},
is a locally minimal identifiable set at x¯ for v¯. Again we should note that a
particularly nice situation occurs under a strict complementarity condition, v¯ ∈
ri ∂f(x¯). In this case there exist multipliers (λ¯, µ¯) so that supp λ¯ = I(x¯) and
supp µ¯ = J(x¯), and then M coincides with an affine subspace locally around x¯.
Example 7.4.5 (Maximum function). The example above, in particular, applies
to the maximum function mx : Rn → R, defined by
mx(x) := max{x1, . . . , xn}.
Given a point x¯ and a vector v¯ ∈ ∂(mx)(x¯), the set M = {x ∈ Rn : supp v¯ ⊂
I(x)}, where
I(x) := {i : xi = mx(x)},
is a locally minimal identifiable set at x¯ for v¯. Alternatively, M admits the pre-
sentation
M = {x ∈ Rn : mult mx(x) ≥ rank v¯} locally around x¯,
where mult mx(x) simply denotes the size of the set I(x).
Generalizing beyond polyhedrality, we now consider the so-called piecewise
linear-quadratic functions; these are those functions whose domain can be repre-
sented as the union of finitely many convex polyhedra, so that the function is
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linear or quadratic on each such set. Convex piecewise linear-quadratic func-
tions are precisely the convex functions whose subdifferential mappings are
piecewise polyhedral [100].
Proposition 7.4.6 (Piecewise linear-quadratic functions).
Consider a convex, piecewise linear-quadratic function f : Rn → R. Then there exists
a locally minimal identifiable set at any point x ∈ dom f for any vector y ∈ ∂f(x).
Proof. Convex piecewise linear-quadratic functions have piecewise polyhedral
subdifferential mappings [100]. Consequently, Example 7.2.9 shows that the
mapping x 7→ ∂f(x) admits a locally minimal identifiable set at any point
x ∈ Rn for any vector v ∈ ∂f(x). Since piecewise linear-quadratic functions
are lower-semicontinuous [108, Proposition 10.21], and lower-semicontinuous
convex functions are subdifferentially continuous [108, Example 13.30], the re-
sult follows.
We now briefly consider the three standard convex cones of mathematical
programming.
Example 7.4.7 (Non-negative Orthant). Consider a point x¯ ∈ Rn+ and a vector
v¯ ∈ NRn+(x¯). Then M := {x ∈ Rn+ : xi = 0 for each i ∈ supp v¯} is a locally
minimal identifiable set at x¯ for v¯. Observe that M also admits the presentation
M = {x ∈ Rn+ : rankx+ rank v¯ ≤ n} locally around x¯.
Example 7.4.8 (Lorentz cone). Consider the Lorentz cone
Ln := {(x, r) ∈ Rn ×R : r ≥ |x|}.
Observe that Ln coincides with the epigraph epi | · |. Let x¯ = 0 and consider any
v ∈ ∂| · |(0) with |v| = 1. Then for any real  > 0, the setM := {x ∈ Rn : 〈 x|x| , v¯〉 ≤
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} is identifiable at x¯ for v¯. In particular, for n ≥ 2 and  6= ′ the sets M and M′
do not coincide on any neighborhood of x¯, and consequently there is no locally
minimal identifiable set at x¯ for v¯.
In what follows Sn will denote the space of n × n real symmetric matrices
with the trace inner product while Sn+ will denote the convex cone of symmetric
positive semi-definite matrices. With every matrix X ∈ Sn we will associate its
largest eigenvalue, denoted by λ1(X). The multiplicity of λ1(X) as an eigen-
value of X will be written as multλ1(X). FinallyMn×m will denote the space of
n×m matrices with real entries. We defer the verification of the following two
examples to a forthcoming paper [36]. We should also emphasize the intriguing
parallel between these two examples and Examples 7.4.5 and 7.4.7.
Example 7.4.9 (Positive semi-definite cone). Consider a matrix X¯ ∈ Sn+ and a
normal V¯ ∈ NSn+(X¯). Then
M = {X ∈ Sn+ : rankX + rank V¯ ≤ n},
is an identifiable set at X¯ for V¯ . It is interesting to note that M may fail to
be locally minimal in general. Indeed, it is possible that Sn+ admits no locally
minimal identifiable set at X¯ for V¯ . This can easily be seen from the previous
example and the fact that S2+ and L2 are isometrically isomorphic.
However, under the strict complementarity condition V¯ ∈ riNSn+(X¯), we
have rank X¯ + rank V¯ = n, and consequently M coincides with {X ∈ Sn+ :
rankX = rank X¯} around X¯ . It is then standard that M is an analytic manifold
around X¯ , and furthermore one can show that M is indeed a locally minimal
identifiable set at X¯ for V¯ . For more details see [36].
Example 7.4.10 (Maximum eigenvalue). Consider a matrix X¯ and a subgradient
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V¯ ∈ ∂λ1(X¯), where λ1 : Sn → R is the maximum eigenvalue function. Then
M := {X ∈ Sn : multλ1(X) ≥ rank V¯ },
is an identifiable set at X¯ for V¯ . Again under a strict complementarity condition
V¯ ∈ ri ∂λ1(X¯), we have rank V¯ = multλ1(X¯), and consequently M coincides
with the manifold {X ∈ Sn : multλ1(X) = multλ1(X¯)} locally around X¯ .
Furthermore under this strict complementarity condition, M is locally minimal.
For more details see [36].
Example 7.4.11 (The rank function). Consider the rank function, denoted
rank : Mn×m → R. Then
M := {X ∈Mn×m : rankX = rank X¯}
is a locally minimal identifiable set at X¯ for any V¯ ∈ ∂(rank )(X¯). To see this,
observe that the equality
epi rank = epi (rank X¯ + δM) holds locally around (X¯, rank X¯).
Combining this with the standard fact that M is an analytic manifold verifies
the claim.
In Examples 7.4.8 and 7.4.9, we already saw that there are simple functions
f : Rn → R that do not admit a locally minimal identifiable set at some point
x¯ for v¯ ∈ ∂f(x¯). However in those examples v¯ was degenerate in the sense
that v¯ was contained in the relative boundary of ∂f(x¯). We end this section by
demonstrating that locally minimal identifiable sets may, in general, fail to exist
even for subgradients v¯ lying in the relative interior of the convex subdifferential
∂f(x¯).
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Example 7.4.12 (Failure of existence).
Consider the convex function f : R2 → R, given by
f(x, y) =
√
x4 + y2.
Observe that f is continuously differentiable onR2 \ {(0, 0)}, with
|∇f(x, y)|2 = 4x
6 + y2
x4 + y2
,
and
∂f(0, 0) = {0} × [−1, 1].
We claim that f does not admit a locally minimal identifiable set at (0, 0) for
the vector (0, 0) ∈ ∂f(0, 0). To see this, suppose otherwise and let M be such a
set.
Consider the curves
Ln := {(x, y) ∈ R2 : y = 1
n
x2},
parametrized by integers n. For a fixed integer n, consider a sequence of points
(xi, yi)→ (0, 0) in Ln. Then
lim
i→∞
|∇f(xi, yi)| = n
2
n4 + 1
.
Since M is necessary at (0, 0) for (0, 0), we deduce that for each integer n, there
exists a real number n > 0 such that
Bn ∩ Ln ∩M = {(0, 0)}.
However observe limn→∞ n
2
n4+1
= 0. Therefore we can choose a sequence
(xn, yn) ∈ Bn ∩ Ln, with (xn, yn) 6= (0, 0), (xn, yn) → (0, 0), and the gradients
∇f(xn, yn) tending to (0, 0). Since M is identifiable at (0, 0) for (0, 0), the points
(xn, yn) lie in M for all large indices n, which is a contradiction.
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7.5 Calculus of identifiability
To build more sophisticated examples, it is necessary to develop some calculus
rules. Our starting point is the following intuitive chain rule.
Proposition 7.5.1 (Chain Rule). Consider a function f(x) := g(F (x)) defined on
an open neighborhood V ⊂ Rn, where F : V → Rm is a C1-smooth mapping and
g : Rn → R is a lsc function. Suppose that at some point x¯ ∈ dom f , the qualification
condition
ker∇F (x¯)∗ ∩ ∂∞g(F (x¯)) = {0}, (7.2)
is valid, and hence the inclusion
∂f(x¯) ⊂ ∇F (x¯)∗∂g(F (x¯)) holds.
Consider a vector v¯ ∈ ∂f(x¯) and the corresponding multipliers
Λ := {y ∈ ∂g(F (x¯)) : v¯ = ∇F (x¯)∗y}.
Suppose that for each vector y ∈ Λ, there exists an identifiable set My (with respect to
g) at F (x¯) for y. Then the set
M :=
⋃
y∈Λ
F−1(My),
is identifiable (with respect to f ) at x¯ for v¯.
If, in addition,
• g is Clarke regular at all points in dom g around F (x¯),
• the collection {My}y∈S is finite, and
• each set My is a locally minimal identifiable set (with respect to g) at F (x¯) for y,
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then M is a locally minimal identifiable set (with respect to f ) at x¯ for v¯.
Proof. We first argue the identifiability of M . To this effect, consider any se-
quence (xi, f(xi), vi) → (x¯, f(x¯), v¯), with vi ∈ ∂f(xi). It is easy to see that the
transversality condition
ker∇F (xi)∗ ∩ ∂∞g(F (xi)) = {0}, (7.3)
holds for all sufficiently large indices i. Then by [108, Theorem 10.6], we have
vi ∈ ∂f(xi) ⊂ ∇F (xi)∗∂g(F (xi)).
Choose a sequence yi ∈ ∂g(F (xi)) satisfying vi = ∇F (xi)∗yi. We claim that
the sequence yi is bounded. Indeed suppose otherwise. Then restricting to a
subsequence, we can assume |yi| → ∞ and yi|yi| → y˜, for some nonzero vector
y˜ ∈ ∂∞g(F (x¯)). Consequently
∇F (x¯)∗y˜ = lim
i→∞
∇F (xi)∗ yi|yi| = limi→∞
vi
|yi| = 0,
thus contradicting (7.3).
Now restricting to a subsequence, we may suppose that the vectors yi ∈
∂g(F (xi)) converge to y¯ for some vector y¯ ∈ ∂g(F (x¯)). Furthermore, observe
y¯ ∈ Λ. So for all sufficiently large indices i, the points F (xi) all lie in My¯. Conse-
quently the points xi lie in M for all large indices i, and we conclude that M is
identifiable (with respect to f ) at x¯ for v¯.
Now suppose that g is Clarke regular at all points of dom g near F (x¯), the
collection {My}y∈S is finite, and each set My is a locally minimal identifiable set
(with respect to g) at F (x¯) for y. We now show that M is necessary (with respect
to f ) at x¯ for v¯. To this effect, consider a sequence xi → x¯ in M . Then restricting
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to a subsequence, we may suppose that the points F (xi) all lie in My¯ for some
y¯ ∈ Λ. Consequently there exists a sequence yi ∈ ∂g(F (xi)) converging to y¯.
Hence we deduce
vi := ∇F (xi)∗yi → ∇F (x¯)∗y¯ = v¯.
Since g is Clarke regular at all points of dom g near F (x¯), by [108, Theorem 10.6],
the inclusion vi ∈ ∂f(xi) holds for all large i. HenceM is necessary (with respect
to f ) at x¯ for v¯.
Our goal now is to obtain a sum rule. The passage to this result though the
chain rule is fairly standard. The first step is to deal with separable functions.
Proposition 7.5.2 (Separable functions).
Consider proper, lsc functions fi : Rni → R, for i = 1, . . . , k, and define
f(x1, . . . , xk) =
k∑
i=1
fi(xi).
Suppose that Mv¯i ⊂ Rni is an identifiable set (with respect to fi) at x¯i for v¯i ∈ ∂fi(x¯i),
for each i = 1, . . . , k. Then the set
M := Mv¯1 × . . .×Mv¯k ,
is identifiable (with respect to f ) at x¯ = (x¯1, . . . , x¯k) for v¯ = (v¯1, . . . , v¯k). An analogous
result holds for necessary sets.
Proof. Clearly M := Mv¯1 × . . .×Mv¯k is identifiable for the set-valued mapping
(x1, . . . , xk) 7→
k∏
i=1
{fi(xi)} × ∂fi(xi),
at x¯ for
∏k
i=1(fi(x¯i), v¯i). Furthermore lower-semicontinuity of the functions fi
readily implies that M is also identifiable for
(x1, . . . , xk) 7→ {f(x¯)} ×
k∏
i=1
∂fi(xi),
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at x¯ for (f(x¯), v¯). Using the identity ∂f(x1, . . . , xk) =
∏k
i=1 ∂fi(xi), we deduce
the result. The argument in the context of necessary sets is similar.
Corollary 7.5.3 (Sum Rule). Consider proper, lsc functions fi : Rn → R, for i =
1, . . . , k, and define the sum f(x) =
∑k
i=1 fi(x). Assume at some point x¯ ∈ dom f ,
the qualification condition
k∑
i=1
vi = 0 and vi ∈ ∂f∞i (x¯) for each i =⇒ vi = 0 for each i.
Consider a vector v¯ ∈ ∂f(x¯) and define the set
Λ = {(v1, . . . , vk) ∈
k∏
i=1
∂fi(x¯) : v¯ =
k∑
i=1
vi}.
For each (v1, . . . , vk) ∈ Λ, let Mvi be an identifiable set (with respect to fi) at x¯ for vi.
Then
M :=
⋃
(v1,...,vk)∈Λ
Mv1 ∩ . . . ∩Mvk ,
is identifiable (with respect to f ) at x¯ for v¯.
If, in addition,
• each fi is Clarke regular at all points in dom fi around x¯,
• the collection {Mv1 × . . .×Mvk}(v1,...,vk)∈Λ is finite, and
• for each (v1, . . . , vk) ∈ Λ, the set Mvi is a locally minimal identifiable set (with
respect to fi) at x¯ for vi,
then M is a locally minimal identifiable set (with respect to f ) at x¯ for v¯.
Proof. We may rewrite f in the composite form g ◦ F , where F (x) := (x, . . . , x)
and g(x1, . . . , xk) :=
∑k
i=1 fi(xi) is separable. Then applying Proposition 7.5.1
and Proposition 7.5.2 we obtain the result.
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In particular, we now obtain the following geometric version of the chain
rule.
Proposition 7.5.4 (Sets with constraint structure).
Consider closed sets Q ∈ Rn and K ∈ Rm, and a C1 smooth mapping F : Rn → Rm.
Define the set
L = {x ∈ Q : F (x) ∈ K}.
Consider a pair (x¯, v¯) ∈ gphNL and suppose that the constraint qualification
y ∈ NQ(x¯), w ∈ NK(F (x¯))
y +∇F (x¯)∗w = 0
 =⇒ (y, w) = (0, 0),
holds. Define the set
Λ = {(y, w) ∈ NQ(x¯)×NK(F (x¯)) : y +∇F (x¯)∗w = v¯},
and for each pair (y, w) ∈ Λ, let My be an identifiable set (relative to Q) at x¯ for y and
let Kw be an identifiable set (relative to K) at F (x¯) for w. Then
M :=
⋃
(v,w)∈Λ
Mv ∩ F−1(Kw),
is identifiable (relative to L) at x¯ for v¯.
If, in addition,
• Q (respectivelyK) is Clarke regular at each of its point near x¯ (respectively F (x¯)),
• the collection {My ×Kw}(y,w)∈Λ is finite,
• for each (y, w) ∈ Λ, the set My (respectively Kw) is a locally minimal identifiable
set with respect to Q (respectively K) at x¯ for y (respectively at F (x¯) for w),
then M is a locally minimal identifiable set (relative to L) at x¯ for v¯.
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Proof. Observe δL = δQ + δF−1(K). Combining Proposition 7.5.1 and Corol-
lary 7.5.3, we obtain the result.
Corollary 7.5.5 (Max-type functions).
Consider C1-smooth functions fi : Rn → R, for i ∈ I := {1, . . . ,m}, and let f(x) :=
max{f1(x), f2(x), . . . , fm(x)}. For any x ∈ Rn, define the active set
I(x) = {i ∈ I : f(x) = fi(x)}.
Consider a pair (x¯, v¯) ∈ gph ∂f , and the corresponding set of multipliers
Λ = {λ ∈ Rm : v¯ =
∑
i∈I(x¯)
λi∇fi(x¯), suppλ ⊂ I(x¯)}.
Then
M =
⋃
λ∈Λ
{x ∈ Rn : suppλ ⊂ I(x)},
is a locally minimal identifiable set (relative to f ) at x¯ for v¯.
Proof. This follows directly from Proposition 7.5.1 and Example 7.4.4 by writing
f as the composition mx ◦ F , where F (x) = (f1(x), . . . , fm(x)).
Corollary 7.5.6 (Smooth constraints).
Consider C1-smooth functions gi : Rn → R, for i ∈ I := {1, . . . ,m}, and define the
set
Q = {x ∈ Rn : gi(x) ≤ 0 for each i ∈ I}.
For any x ∈ Rn, define the active set
I(x) = {i ∈ I : gi(x) = 0}.
and suppose that for a certain pair (x¯, v¯) ∈ gphNQ, the constraint qualification
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∑
i∈I(x¯)
λi∇gi(x¯) = 0 and λi ≥ 0 for all i ∈ I(x¯) =⇒ λi = 0 for all i ∈ I(x¯),
holds. Then in terms of the Lagrange multipliers
Λ := {λ ∈ Rm : v¯ =
∑
i∈I(x¯)
λi∇gi(x¯), suppλ ⊂ I(x¯)},
the set
M =
⋃
λ∈Λ
{x ∈ Q : gj(x) = 0 for each j ∈ suppλ},
is a locally minimal identifiable set (relative to Q) at x¯ for v¯.
Proof. This follows immediately from Proposition 7.5.1 and Example 7.4.7.
We end the section by observing that, in particular, the chain rule, estab-
lished in Proposition 7.5.1, allows us to consider the rich class of fully amenable
functions, introduced in [97].
Definition 7.5.7 (Fully amenable functions).
A function f : Rn → R is fully amenable at x¯ if f is finite at x¯, and there is an
open neighborhood U of x¯ on which f can be represented as f = g ◦ F for
a C2-smooth mapping F : V → Rm and a convex, piecewise linear-quadratic
function g : Rm → R, and such that the qualification condition
ker∇F (x¯)∗ ∩ ∂g∞(F (x¯)) = {0},
holds.
The qualification condition endows the class of fully amenable functions
with exact calculus rules. Such functions are indispensable in nonsmooth sec-
ond order theory. For more details, see [97].
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Proposition 7.5.8 (Identifiable sets for fully amenable functions).
A function f : Rn → R that is fully amenable at a point x¯ ∈ Rn admits a locally
minimal identifiable set at x¯ for any vector v¯ ∈ ∂f(x¯).
Proof. This follows immediately from Propositions 7.4.6 and 7.5.1.
7.6 Variational geometry of identifiable sets
In the previous sections, we have introduced the notions of identifiability, an-
alyzed when locally minimal identifiable sets exist, developed calculus rules,
and provided important examples. In this section, we consider the interplay
between variational geometry of a set Q and its identifiable subsets M . Con-
sidering sets rather than functions has the advantage of making our arguments
entirely geometric. We begin with the simple observation that locally minimal
identifiable sets are locally closed.
Proposition 7.6.1. Consider a closed set Q ⊂ Rn and a subset M ⊂ Q that is a locally
minimal identifiable set at x¯ for v¯ ∈ NQ(x¯). Then M is locally closed at x¯
Proof. Suppose not. Then there exists a sequence xi ∈ (bdM) \M with xi → x¯.
Since M is identifiable at x¯ for v¯, there exists a neighborhood V of v¯ satisfying
clV ∩ NQ(xi) = ∅ for all large indices i. Observe that for each index i, every
point y sufficiently close to xi satisfies V ∩NQ(y) = ∅. Consequently, there exists
a sequence yi ∈ Q converging to x¯ with V ∩ NQ(y) = ∅, which contradicts the
necessity of M at x¯ for v¯.
Recall that for a set Q ⊂ Rn and a subset M ⊂ Q, the inclusion NˆQ(x) ⊂
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NM(x) holds for each point x ∈ M , while the analogous inclusion for the limit-
ing normal cone may fail. This pathology does not occur for identifiable sets.
Proposition 7.6.2. Consider a closed set Q and a set M that is identifiable at x¯ for
v¯ ∈ NQ(x¯). Then the equation
gphNQ ⊂ gphNM holds locally around (x¯, v¯).
Proof. Consider a sequence (xi, vi) ∈ gphNQ converging to (x¯, v¯). Then for each
i, there exists a sequence (xji , v
j
i ) ∈ gph NˆQ converging to (xi, vi). For sufficiently
large indices i, the points xji lie inM for all large j. For such indices we have v
j
i ∈
NˆQ(x
j
i ) ⊂ NˆM(xji ), and consequently vi ∈ NM(xi). This verifies the inclusion
gphNQ ⊂ gphNM locally around (x¯, v¯).
The following characterization [98, Corollary 3.4] will be of some use for us.
Proposition 7.6.3 (Prox-regularity and monotonicity).
For a set Q ⊂ Rn and x¯ ∈ Q, with Q locally closed at x¯, the following are equivalent.
1. Q is prox-regular at x¯ for v¯.
2. The vector v¯ is a proximal normal to Q at x¯, and there exists a real number r > 0
satisfying
〈v1 − v0, x1 − x0〉 ≥ −r|x1 − x0|2,
for any pairs (xi, vi) ∈ gphNQ (for i = 0, 1) near (x¯, v¯).
So Q is prox-regular at x¯ for a proximal normal v¯ ∈ NPQ (x¯) as long as NQ + rI
has a monotone localization around (x¯, v¯ + rx¯), for some real number r > 0.
The following proposition shows that prox-regularity of an identifiable sub-
set M of a set Q implies that Q itself is prox-regular.
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Proposition 7.6.4 (Prox-regularity of identifiable sets).
Consider a closed set Q and a subset M ⊂ Q that is identifiable at x¯ for v¯ ∈ NˆQ(x¯). In
addition, suppose that M is prox-regular at x¯ for v¯. Then Q is prox-regular at x¯ for v¯.
Proof. To show that Q is prox-regular at x¯ for v¯, we will utilize Proposition 7.6.3.
To this end, we first claim that the inclusion v¯ ∈ NPQ (x¯) holds. To see this, choose
a sequence of real numbers ri →∞ and a sequence of points
xi ∈ PQ(x¯+ r−1i v¯).
We have
vi := ri(x¯− xi) + v¯ ∈ NPQ (xi).
Clearly xi → x¯. We now claim that the sequence vi converges to v¯. Observe by
definition of xi, we have
|(x¯− xi) + r−1i v¯| ≤ |r−1i v¯|.
Squaring and cancelling terms, we obtain
2〈v¯, x¯− xi〉 ≤ −ri|x¯− xi|2.
Combining this with the inclusion v¯ ∈ NˆQ(x¯), we deduce
o(x¯− xi)
|x¯− xi| ≤ 2〈v¯,
x¯− xi
|x¯− xi|〉 ≤ −ri|x¯− xi|
We conclude ri(x¯ − xi) → 0 and consequently vi → v¯. Since M is identifiable
at x¯ for v¯, we deduce xi ∈ M for all large indices i. In addition, since M is
prox-regular at x¯ for v¯, we have
xi = PM∩B(x¯)(x¯+ r
−1
i v¯) = x¯,
for some  > 0 and for sufficiently large indices i. Hence the inclusion v¯ ∈ NPQ (x¯)
holds.
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Now since M is prox-regular at x¯ for v¯ we deduce, using Proposition 7.6.3,
that there exists a real number r > 0 satisfying
〈v1 − v0, x1 − x0〉 ≥ −r|x1 − x0|2,
for any pairs (xi, vi) ∈ gphNM (for i = 0, 1) near (x¯, v¯).
By Proposition 7.6.2, we have
gphNQ ⊂ gphNM locally around (x¯, v¯).
Recalling that v¯ is a proximal normal to Q at x¯ and again appealing to Proposi-
tion 7.6.3, we deduce that Q is prox-regular at x¯ for v¯.
Remark 7.6.5. In Proposition 7.6.4, we assumed that the vector v¯ is a Freche´t
normal. Without this assumption, the analogous result fails. For instance, con-
sider the sets
Q := {(x, y) ∈ R2 : xy = 0},
M := {(x, y) ∈ R2 : y = 0}.
Then clearly M is identifiable at x¯ := (0, 0) for the normal vector v¯ := (0, 1) ∈
NQ(x¯). However, v¯ is not a proximal normal.
The following result brings to the fore the insight one obtains by combin-
ing the notions of identifiability and prox-regularity. It asserts that given a
prox-regular identifiable set M at x¯ for v¯ ∈ NˆQ(x¯), not only does the inclusion
gphNQ ⊂ gphNM hold locally around (x¯, v¯), but rather the two sets gphNQ
and gphNM coincide around (x¯, v¯).
Proposition 7.6.6 (Reduction I). Consider a closed set Q and let M ⊂ Q be a set that
is prox-regular at a point x¯ for v¯ ∈ NˆQ(x¯). Then M is identifiable at x¯ for v¯ if and only
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if
gphNQ = gphNM locally around (x¯, v¯).
Proof. We must show that locally around (x¯, v¯), we have the equivalence
gphNQ ⊂M ×Rn ⇔ gphNQ = gphNM .
The implication “⇐” is clear. Now assume gphNQ ⊂ M × Rn locally around
(x¯, v¯). By prox-regularity, there exist real numbers r,  > 0 so that PQ(x¯+r−1v¯) =
x¯ (Proposition 7.6.4) and so that the implication
x ∈M, v ∈ NM(x)
|x− x¯| < , |v − v¯| < 
⇒ PM∩B(x¯)(x+ r−1v) = x,
holds. By Proposition 7.6.2, it is sufficient to argue that the inclusion
gphNM ⊂ gphNQ holds locally around (x¯, v¯).
Suppose this is not the case. Then there exists a sequence (xi, vi) → (x¯, v¯), with
(xi, vi) ∈ gphNM and (xi, vi) /∈ gphNQ. Let zi ∈ PQ(xi + r−1vi). We have
(xi − zi)+r−1vi ∈ NPQ (zi),
xi 6= zi. (7.4)
Observe zi → x¯ by the continuity of the projection map. Consequently, by the
finite identification property, for large indices i, we have zi ∈M and
xi + r
−1vi ∈ zi +NPQ (zi) ⊂ zi +NM(zi).
Hence zi = PM∩B(x¯)(xi + r−1vi) = xi, for large i, thus contradicting (7.4).
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Recall that Proposition 7.6.4 shows that prox-regularity of an identifiable
subset M ⊂ Q is inherited by Q. It is then natural to consider to what extent
the converse holds. It clearly cannot hold in full generality, since identifiable
sets may contain many extraneous pieces. However we will see shortly that the
converse does hold for a large class of identifiable sets M , and in particular for
ones that are locally minimal. The key tool is the following lemma, which may
be of independent interest.
Lemma 7.6.7 (Accessibility). Consider a closed set Q ⊂ Rn and a subset M ⊂ Q
containing a point x¯. Suppose that for some vector v¯ ∈ NˆQ(x¯), there exists a sequence
yi ∈ NPM(x¯) \NPQ (x¯) with yi → v¯.
Then there exists a sequence (xi, vi) ∈ gphNPQ converging to (x¯, v¯) with xi /∈ M for
each index i.
Proof. For each index i, there exists a real ri > 0 satisfying PM(x¯ + r−1i yi) =
{x¯}. Furthermore we can clearly assume ri → ∞. Define a sequence (xi, vi) ∈
gphNPQ by
xi ∈ PQ(x¯+ r−1i yi) and vi := ri(x¯− xi) + yi.
Observe xi /∈M since otherwise we would have xi = x¯ and yi = rivi ∈ NPQ (x¯), a
contradiction. By continuity of the projection PQ, clearly we have xi → x¯. Now
observe
|(x¯− xi) + r−1i yi| ≤ r−1i |yi|.
Squaring and simplifying we obtain
ri|x¯− xi|+ 2
〈 x¯− xi
|x¯− xi| , yi
〉
≤ 0.
Since v¯ is a Freche´t normal, we deduce
liminf
i→∞
〈 x¯− xi
|x¯− xi| , yi
〉
= liminf
i→∞
〈 x¯− xi
|x¯− xi| , v¯
〉
≥ 0.
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Consequently we obtain ri|x¯− xi| → 0 and vi → v¯, as claimed.
Proposition 7.6.8 (Reduction II). Consider a closed set Q ⊂ Rn, a point x¯, and a
normal v¯ ∈ NQ(x¯). Suppose gphNPQ = gphNQ locally around (x¯, v¯), and consider a
set M := N−1Q (V ), where V is a convex, open neighborhood of v¯. Then the equation
gphNQ = gphNM holds locally around (x¯, v¯).
Proof. First observe that since M is identifiable at x¯ for v¯, applying Propo-
sition 7.6.2, we deduce that the inclusion gphNQ ⊂ gphNM holds locally
around (x¯, v¯). To see the reverse inclusion, suppose that there exists a pair
(x, v) ∈ gphNPM , arbitrarily close to (x¯, v¯), with v ∈ V and v /∈ NPQ (x). By defi-
nition of M , we have NPQ (x) ∩ V 6= ∅. Let z be a vector in this intersection, and
consider the line segment γ joining z and v. Clearly the inclusion γ ⊂ V ∩NPM(x)
holds. Observe that the line segment γ ∩NPQ (x) is strictly contained in γ, with z
being one of its endpoints. Let w be the other endpoint of γ ∩ NPQ (x). Then we
immediately deduce that there exists a sequence
yi ∈ NPM(x) \NPQ (x) with yi → w.
Applying Lemma 7.6.7, we obtain a contradiction. Therefore the inclusion
gphNQ ⊃ gphNPM holds locally around (x¯, v¯). Taking the closure the result
follows.
In particular, we obtain the following essential converse of Proposition 7.6.4.
Proposition 7.6.9 (Prox-regularity under local minimality).
Consider a closed set Q and a subset M ⊂ Q that is a locally minimal identifiable set at
x¯ for v¯ ∈ NˆQ(x¯). Then Q is prox-regular at x¯ for v¯ if and only if M is prox-regular at
x¯ for v¯.
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Proof. The implication⇐was proven in Proposition 7.6.4. To see the reverse im-
plication, first recall that M is locally closed by Proposition 7.6.1. Furthermore
Propositions 7.3.4 shows that there exists an open convex neighborhood V of v¯
so that M coincides locally with N−1Q (V ). In turn, applying Proposition 7.6.8 we
deduce that the equation
gphNQ = gphNM holds locally around (x¯, v¯).
Finally by Proposition 7.6.3, prox-regularity of Q at x¯ for v¯ immediately implies
that M is prox-regular at x¯ for v¯.
We end this section by exploring the strong relationship between identifiable
sets and the metric projection map. We begin with the following proposition.
Proposition 7.6.10 (Identifiability and the metric projection).
Consider a closed set Q and a subset M ⊂ Q. Let x¯ ∈M and v¯ ∈ NPQ (x¯). Consider the
following conditions.
1. M is identifiable (relative to Q) at x¯ for v¯.
2. For all sufficiently small λ > 0, the set M is identifiable (relative to P−1Q ) at x¯ for
x¯+ λv¯.
Then the implication 1 ⇒ 2 holds. If in addition Q is prox-regular at x¯ for v¯, then the
equivalence 1⇔ 2 holds.
Proof. 1 ⇒ 2: Recall that for all small λ > 0, we have PQ(x¯ + λv¯) = x¯. Fix
such a real number λ and consider a sequence (xi, yi) → (x¯, x¯ + λv¯) in gphP−1Q .
Observe xi ∈ PQ(yi) and the sequence λ−1(yi − xi) ∈ NQ(xi) converges to v¯.
Consequently, the points xi all eventually lie in M .
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Suppose now that Q is prox-regular at x¯ for v¯.
2⇒ 1: We may choose λ,  > 0 satisfying
x ∈ Q, v ∈ NQ(x)
|x− x¯| < , |v − v¯| < 
⇒ PQ∩B(x¯)(x+ λv) = x,
Consider a sequence (xi, vi)→ (x¯, v¯) in gphNQ. Then the sequence (xi, xi + λvi)
converges to (x¯, x¯ + λv¯) and lies in gphP−1Q for all sufficiently large i. Conse-
quently, we have xi ∈M for all large i.
Assuming prox-regularity, a simple way to generate identifiable subsets
M ⊂ Q is by projecting open sets onto Q.
Proposition 7.6.11 (Projections of neighborhoods are identifiable).
Consider a set Q ⊂ Rn that is prox-regular at x¯ for v¯ ∈ NQ(x¯). If for all sufficiently
small λ > 0, the inclusion x¯+ λv¯ ∈ intU holds for some set U , then PQ(U) is identifi-
able at x¯ for v¯.
Proof. Suppose (xi, vi) → (x¯, v¯) in gphNQ. Then by prox-regularity for all suffi-
ciently small λ > 0, we have PQ(xi + λvi) = xi and xi + λvi ∈ U for all large i.
We deduce xi ∈ PQ(U) for all large i, as we needed to show.
In fact, we will see shortly that under the prox-regularity assumption, all
locally minimal identifiable sets arise in this way.
Lemma 7.6.12. Consider a closed set Q ⊂ Rn and a subset M that is identifiable at x¯
for v¯ ∈ NPQ (x¯). Then for all sufficiently small λ > 0 and all  > 0, the inclusion
x¯+ λv¯ ∈ int {x+ λv : x ∈M, v ∈ NQ(x), |x− x¯| < , |v − v¯| < },
holds.
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Proof. For all sufficiently small λ > 0, we have PQ(x¯ + λv¯) = x¯. Consider a
sequence zi → x¯+ λv¯ and choose points
xi ∈ PQ(zi).
Observe xi → x¯ and the vectors λ−1(zi − xi) ∈ NQ(xi) converge to v¯. Conse-
quently, the points xi lie in M for all large i, and hence zi = xi + λ(λ−1(zi − xi))
lie in the desired set eventually.
Proposition 7.6.13 (Representing locally minimal identifiable sets).
Consider a set Q ⊂ Rn that is prox-regular at x¯ for v¯ ∈ NQ(x¯) and let M be a locally
minimal identifiable set at x¯ for v¯. For λ,  > 0, define
U := {x+ λv : x ∈M, v ∈ NQ(x), |x− x¯| < , |v − v¯| < }.
Then for all sufficiently small λ,  > 0, we have x¯ + λv¯ ∈ intU and M admits the
presentation
M = PQ(U) locally around x¯.
Proof. Using prox-regularity and Lemma 7.6.7, we deduce that for all suffi-
ciently small λ,  > 0 we have
x ∈ Q, v ∈ NQ(x)
|x− x¯| < , |v − v¯| < 
⇒ PQ(x+ λv) = x,
and x¯ + λv¯ ∈ intU . Using the fact that M is locally minimal at x¯ for v¯, it is easy
to verify that M and PQ(U) coincide locally around x¯.
The following characterization is now immediate.
Proposition 7.6.14 (Characterization of identifiable sets).
Consider a closed set Q ⊂ Rn, a subset M ⊂ Q, a point x¯ ∈ M , and a normal vector
v¯ ∈ NˆQ(x¯). Consider the properties:
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1. M is identifiable at x¯ for v¯.
2. Q is prox-regular at x¯ for v¯ and for all sufficiently small λ > 0 and all  > 0 the
inclusion
x¯+ λv¯ ∈ int {x+ λv : x ∈M, v ∈ NQ(x), |x− x¯| < , |v − v¯| < },
holds.
Then the implication (2)⇒ (1) holds. If M is prox-regular at x¯ for v¯, then we have the
equivalence (1)⇔ (2).
7.7 Identifiable sets and critical cones
In this section, we consider critical cones, a notion that has been instrumental in
sensitivity analysis, particularly in connection with polyhedral variational in-
equalities. See [107, Section 2E] for example. We will see that there is a strong
relationship between these objects and locally minimal identifiable sets. We be-
gin with the notion of tangency.
Definition 7.7.1 (Tangent cones). Consider a set Q ⊂ Rn and a point x¯ ∈ Q. The
tangent cone to Q at x¯, written TQ(x¯), consists of all vectors w such that
w = lim
i→∞
xi − x¯
τi
, for some xi
Q→ x¯, τi ↓ 0.
The tangent cone is always closed but may easily fail to be convex. For any
cone K ∈ Rn, we consider the polar cone
K∗ := {y : 〈y, v〉 ≤ 0 for all v ∈ K}.
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It turns out that the sets cl convTQ(x¯) and NˆQ(x¯) are dual to each other, that is
the equation
NˆQ(x¯) = TQ(x¯)
∗,
holds [108, Theorem 6.28]. Consequently if Q is locally closed at x¯, then Q is
Clarke regular at x¯ if and only if the equation NQ(x¯) = TQ(x¯)∗ holds.
A companion notion to tangency is smooth derivability.
Definition 7.7.2 (smooth derivability). Consider a setQ and a point x¯ ∈ Q. Then
a tangent vector w ∈ TQ(x¯) is smoothly derivable if there exists a C1-smooth path
γ : [0, )→ Q satisfying
w = lim
t↓0
γ(t)− x¯
t
,
where  > 0 is a real number and γ(0) = x¯. We will say that Q is smoothly
derivable at x¯ if every tangent vector w ∈ TQ(x¯) is smoothly derivable.
We should note that there is a related weaker notion of geometric derivabil-
ity, where the path γ is not required to be C1-smooth. For more details see [108,
Definition 6.1].
Most sets that occur in practice are smoothly derivable. In particular, any
smooth manifold is smoothly derivable at each of its point, as is any semi-
algebraic set Q ⊂ Rn. We omit the proof of the latter claim, since it is a straight-
forward consequence of the curve selection lemma [115, Property 4.6] and the
details needed for the argument would take us far off field. For a nice survey
on semi-algebraic geometry, see [34].
We now arrive at the following central notion.
Definition 7.7.3 (Critical cones). For a set Q ⊂ Rn that is Clarke regular at a
155
point x¯ ∈ Q, the critical cone to Q at x¯ for v¯ ∈ NQ(x¯) is the set
KQ(x¯, v¯) := NNQ(x¯)(v¯).
Because of the polarity relationship between normals and tangents, the crit-
ical cone KQ(x¯, v¯) can be equivalently described as
KQ(x¯, v¯) = TQ(x¯) ∩ v¯⊥,
where v¯⊥ is the subspace perpendicular to v¯. For more information about critical
cones and their use in variational inequalities and complementarity problems,
see [55].
Connecting the classical theory of critical cones to our current work, we will
now see that critical cones provide tangential approximations to locally minimal
identifiable sets. In what follows, we denote the closed convex hull of any set
Q ⊂ Rn by coQ.
Proposition 7.7.4 (Critical cones as tangential approximations).
Consider a set Q that is Clarke regular at a point x¯ and a locally minimal identifiable
set M at x¯ for v¯ ∈ NQ(x¯). Suppose furthermore that M is prox-regular at x¯ for v¯ and
is smoothly derivable at x¯. Then the equation
coTM(x¯) = KQ(x¯, v¯),
holds.
Proof. Observe
KQ(x¯, v¯) = NNQ(x¯)(v¯) = NNM (x¯)(v¯) = NNˆM (x¯)(v¯) = coTM(x¯) ∩ v¯⊥,
156
where the second equality follows from Proposition 7.6.6 and the last equality
follows from polarity of cl convTM(x¯) and NˆM(x¯). Hence to establish the claim,
it is sufficient to argue that every tangent vector w ∈ TM(x¯) is orthogonal to v¯.
To this end, fix a vector w ∈ TM(x¯) and a C1-smooth path γ : [0, ) → Q
satisfying
w = lim
t↓0
γ(t)− x¯
t
,
where  > 0 is a real number and γ(0) = x¯.
Let ti ∈ (0, ) be a sequence converging to 0 and define xi := γ(ti). Observe
that for each index i, the tangent cone TM(xi) contains the line {λγ˙(ti) : λ ∈ R}.
Since M is necessary at x¯ for v¯, there exist vectors vi ∈ NQ(γ(ti)) with vi → v¯.
By Proposition 7.6.6, we have vi ∈ NˆM(γ(ti)) for all large i. For such indices, we
have 〈vi, γ˙(ti)〉 = 0. Letting i tend to∞, we deduce 〈v¯, w¯〉 = 0, as we needed to
show.
Classically, the main use of critical cones has been in studying polyhedral
variational inequalities. Their usefulness in that regard is due to Proposi-
tion 7.7.5, stated below. We provide a simple proof of this proposition that
makes it evident that this result is simply a special case of Proposition 7.6.6. This
further reinforces the theory developed in our current work. For an earlier proof
that utilizes representations of polyhedral sets, see for example [107, Lemma
2E.4].
Proposition 7.7.5 (Polyhedral reduction). Consider a polyhedron Q ⊂ Rn and a
normal vector v¯ ∈ NQ(x¯), for some point x¯ ∈ Q. Let K := KQ(x¯, v¯). Then we have
gphNQ − (x¯, v¯) = gphNK locally around (0, 0).
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Proof. By Example 7.4.4, the set M := argmaxx∈Q〈x, v¯〉 is the locally minimal
identifiable set at x¯ for v¯. Being polyhedral, M is smoothly derivable and it
satisfies
x¯+ TM(x¯) = M locally around x¯.
In light of Proposition 7.7.4, we deduce M − x¯ = K locally around 0.
Thus for all (u,w) sufficiently near (0, 0) we have
v¯ + u ∈ NQ(x¯+ w)⇐⇒ v¯ + u ∈ NM(x¯+ w)
⇐⇒ v¯ + u ∈ NK(w)
⇐⇒ u ∈ NK(w)
where the first equivalence follows from Proposition 7.6.6, and the last equiva-
lence follows from the fact that K ⊂ v¯⊥ and so for all w ∈ K, the cone NK(w)
contains the line spanned by v¯.
Proposition 7.7.5 easily fails for nonpolyhedral sets. Indeed, in light of
Proposition 7.7.4, this is to be expected since critical cones provide only tangen-
tial approximations to locally minimal identifiable sets. Such an approximation
is exact only for polyhedral sets. Hence the theory of locally minimal identifi-
able sets (in particular, Proposition 7.6.6) extends Proposition 7.7.5 far beyond
polyhedrality.
We end this section by showing how Proposition 7.7.4 can be extended even
further to the situation when locally minimal identifiable sets do not even exist.
Indeed, consider a set Q that is Clarke regular at a point x¯, and let v¯ ∈ NQ(x¯).
Consider a nested sequence of open neighborhoods Vi of v¯ satisfying
⋂∞
i=1 Vi =
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{v¯}. One would then expect that, under reasonable conditions, the equality
KQ(x¯, v¯) = co
∞⋂
i=1
TN−1Q (Vi)
(x¯),
holds. To put this in perspective, observe that if there exists a locally minimal
identifiable set M at x¯ for v¯, then the sets TN−1Q (Vi)(x¯) are equal to TM(x¯) for all
large i, and the equation above reduces to Proposition 7.7.4. More generally, the
following is true.
Proposition 7.7.6 (Critical cones more generally). Consider a set Q that is Clarke
regular at a point x¯, and let v¯ ∈ NQ(x¯). Consider a nested sequence of open neigh-
borhoods Vi of v¯ satisfying
⋂∞
i=1 Vi = {v¯} and the corresponding preimages Mi :=
Nˆ−1Q (Vi). Assume that each Mi is smoothly derivable at x¯. Then the inclusion
KQ(x¯, v¯) ⊃ co
∞⋂
i=1
TMi(x¯), (7.5)
holds. Assume in addition that each Mi is prox-regular at x¯ for v¯ and that the formula
co
∞⋂
i=1
TMi(x¯) =
∞⋂
i=1
coTMi(x¯), (7.6)
holds. Then each Mi is an identifiable set at x¯ for v¯ and we have
KQ(x¯, v¯) = co
∞⋂
i=1
TMi(x¯).
We omit the proof of the proposition above since it follows along the same
lines as the proof of Proposition 7.7.4. In particular, let us note that (7.6) holds
whenever the tangent spaces TMi(x¯) all coincide for sufficiently large indices i
or whenever all Mi are Clarke regular at x¯.
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7.8 Optimality conditions
In this section, we will see that the order of growth of a function f around a
critical point (a point satisfying 0 ∈ ∂f(x)) is dictated entirely by its order of
growth around this point on a corresponding identifiable set. Here is a prelimi-
nary geometric result.
Proposition 7.8.1 (Restricted optimality). Consider a closed setQ and a subsetM ⊂
Q that is identifiable at x¯ for a proximal normal v¯ ∈ NPQ (x¯). Then x¯ is a (strict) local
maximizer of the linear function 〈v¯, ·〉 on M if and only if x¯ is a (strict) local maximizer
of 〈v¯, ·〉 on Q.
Proof. One implication is clear. To establish the converse, suppose that x¯ is a
local maximizer of the linear function 〈v¯, ·〉 on M . We will show that the in-
equality, 〈v¯, x¯〉 > 〈v¯, x〉, holds for all points x ∈ Q \M near x¯. Indeed, suppose
this is not the case. Then there exists a sequence xi → x¯ in Q \M satisfying
〈v¯, x¯〉 ≤ 〈v¯, xi〉. (7.7)
Since v¯ is a proximal normal, we deduce that there exists a real number r > 0
satisfying PQ(x¯+ r−1v¯) = {x¯}. Consider any points zi with
zi ∈ PQ(xi + r−1v¯).
Clearly we have zi → x¯ and
(xi − zi) + r−1v¯ ∈ NQ(zi).
Since M is identifiable at x¯ for v¯, we deduce zi ∈ M for all large indices i. Con-
sequently, for such indices i, we have xi 6= zi.
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Observe
|(xi − zi) + r−1v¯| ≤ r−1|v¯|.
Squaring and cancelling terms, we obtain
〈v¯, zi − xi〉 ≥ r
2
|zi − xi|2. (7.8)
Consequently,
r
2
|zi − xi|2 ≤ 〈v¯, x¯− xi〉 ≤ 0,
which is a contradiction. Claim (1) now follows.
Recall that a function f : Rn → R is said to grow quadratically around x¯ pro-
vided that the inequality
liminf
x→x¯
f(x)− f(x¯)
|x− x¯|2 > 0,
holds. We now arrive at the main result of this section.
Proposition 7.8.2 (Order of growth). Consider a function f : Rn → R and a set
M ⊂ Rn. Suppose that M is identifiable at x¯ for v¯ = 0 ∈ ∂Pf(x¯). Then the following
are true.
1. x¯ is a (strict) local minimizer of f restricted toM ⇔ x¯ is a (strict) local minimizer
of the unrestricted function f .
2. More generally, consider a growth function g : U → R, defined on an open neigh-
borhood U of 0, that is C1-smooth and satisfies
f(x¯) < f(x)− g(x− x¯) for all x ∈M near x¯,
g(0) = 0, ∇g(0) = 0,
Then the above inequality, in fact, holds for all points x ∈ Rn near x¯.
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In particular, the function f , restricted to M , grows quadratically near x¯ if and
only if the unrestricted function f grows quadratically near x¯.
Proof. We first prove claim (1). By Proposition 7.3.7, gph f
∣∣
M
is identifiable,
with respect to epi f , at (x¯, f(x¯)) for (0,−1). Now observe that x¯ is a (strict)
local minimizer of f
∣∣
M
if and only of (x¯, f(x¯)) is a (strict) local maximizer of the
linear function, (x, r) 7→ −r, on gph f ∣∣
M
. Similarly x¯ is a (strict) local minimizer
of f if and only of (x¯, f(x¯)) is a (strict) local maximizer of the linear function,
(x, r) 7→ −r, on epi f . Combining these equivalences with Proposition 7.8.1
establishes the claim.
We now prove claim (2). Suppose that the growth condition is satisfied. Let
h := f−g(x− x¯). Since f isC1-smooth, g(0) = 0, and∇g(0) = 0, it easily follows
that M is identifiable, now with respect to h, at x¯ for 0 ∈ ∂Ph(x¯). Furthermore,
the point x¯ is a strict local minimizer of h
∣∣
M
. Applying claim (1) of the cur-
rent proposition, we deduce that x¯ is a strict local minimizer of the unrestricted
function h, that is
f(x¯) = h(x¯) < h(x) = f(x)− g(x− x¯), for all x near x¯,
as we needed to show.
In particular, we obtain the following curious characterization of quadratic
growth.
Corollary 7.8.3 (Refined optimality). Consider a function f : Rn → R and a point
x¯ with 0 ∈ ∂Pf(x¯). Then f grows quadratically around x¯ if and only if
liminf
(x,f(x),v)→(x¯,f(x¯),0)
v∈∂f(x)
f(x)− f(x¯)
|x− x¯|2 > 0. (7.9)
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Proof. Clearly if f grows quadratically around x¯, then (7.9) holds. Conversely,
assume (7.9) holds and let Vi be a sequence of neighborhoods of 0 shrinking to
0 and let i > 0 be real number tending to 0. Then the sets
Mi := (∂f)
−1(Vi) ∩ {x ∈ Rn : |f(x)− f(x¯)| < i},
are identifiable at x¯ for 0. Furthermore, f restricted to Mi must grow quadrat-
ically around x¯, for all sufficiently large indices i, since the alternative would
contradict (7.9). Applying Proposition 7.8.2, we obtain the result.
7.9 Identifiable manifolds
Consider a closed set Q and a normal vector v¯ ∈ NˆQ(x¯), for a point x¯ ∈ Q. The
inherent difficulty in analyzing properties of the optimization problem,
P (v) : max 〈v, x〉,
s.t. x ∈ Q,
such as dependence of the local maximizers of P (v) on v or the order of growth
of the function x 7→ 〈x, v¯〉 on Q near x¯, stem entirely from the potential nons-
moothness of Q. However, as we have seen in Proposition 7.6.6, the local ge-
ometry of gphNQ is entirely the same as that of a prox-regular identifiable set
M at x¯ for v¯. Thus, for instance, existence of an identifiable manifold M at x¯ for
v¯ shows that the nonsmoothness of Q is not intrinsic to the problem at all. Our
goal in this section is to investigate this setting. We begin with the following
easy consequence of Proposition 7.6.6.
Proposition 7.9.1. Consider a closed set Q ⊂ Rn and suppose that a subset M ⊂ Q is
a C2 identifiable manifold at x¯ for v¯ ∈ NˆQ(x¯). Then the following properties hold.
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1. v¯ lies in the interior of the cone NPQ (x¯), relative to its linear span NM(x¯).
2. There exists an open neighborhood U of x¯ and V of v¯ such that the mapping
x 7→ V ∩NQ(x), restricted to M , is inner-semicontinuous at each x ∈ U ∩M .
Proof. To see the validity of the first claim, observe that if it did not hold, then
we could choose a sequence of vectors vi satisfying
vi → v¯, vi ∈ NM(x¯), vi /∈ NQ(x¯),
thus contradicting Proposition 7.6.6.
The second claim now easily follows from Proposition 7.6.6.
Consider a locally minimal identifiable subset M ⊂ Q at x¯ for v¯ ∈ NQ(x¯).
Then M remains identifiable at x for v ∈ NQ(x), whenever the pair (x, v) is
sufficiently close to (x¯, v¯). However under such perturbations, M might cease
to be locally minimal, as one can see even from polyhedral examples. (Indeed
when Q is a convex polyhedron, this instability occurs whenever the inclusion
v¯ ∈ rbNQ(x¯) holds.)
In the case of identifiable manifolds, the situation simplifies. Identifiable
manifolds at x¯ for v¯ ∈ NˆQ(x¯) are automatically locally minimal, and furthermore
they remain locally minimal under small perturbations to (x¯, v¯) in gphNQ.
This important observation is summarized below.
Proposition 7.9.2. Consider a closed set Q and a C2 identifiable manifold M ⊂ Q at
x¯ for v¯ ∈ NˆQ(x¯). Then M is automatically a locally minimal identifiable set at x ∈ M
for v ∈ NQ(x) whenever the pair (x, v) is near (x¯, v¯).
Proof. This follows directly from Proposition 7.2.4 and Proposition 7.9.1.
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In particular, identifiable manifolds at x¯ for v¯ ∈ ∂f(x¯) are locally unique.
We now relate identifiable manifolds to the notion of partial smoothness, intro-
duced in [83]. The motivation behind partial smoothness is two-fold. On one
hand, it is an attempt to model an intuitive idea of a “stable active set”. On the
other hand, partial smoothness, along with certain nondegeneracy and growth
conditions, provides checkable sufficient conditions for optimization problems
to possess good sensitivity properties. Evidently, partial smoothness imposes
conditions that are unnecessarily strong. We now describe a variant of partial
smoothness that is localized in a directional sense. This subtle distinction, how-
ever, will be important for us.
Definition 7.9.3 (Directional Partial Smoothness). Consider a closed set Q ⊂ Rn
and a C2-manifold M ⊂ Q. Then Q is partly smooth with respect to M at x¯ ∈ M
for v¯ ∈ NQ(x¯) if
1. (prox-regularity) Q is prox-regular at x¯ for v¯.
2. (sharpness) span NˆQ(x¯) = NM(x¯).
3. (continuity) There exists a neighborhood V of v¯, such that the mapping,
x 7→ V ∩NQ(x), when restricted to M , is inner-semicontinuous at x¯.
We arrive at the main result of this subsection.
Proposition 7.9.4 (Identifiable manifolds and partial smoothness).
Consider a closed set Q ⊂ Rn and a subset M ⊂ Q that is a C2 manifold around a
point x¯ ∈ Q. Let v¯ ∈ NˆQ(x¯). Then the following are equivalent.
1. M is an identifiable manifold at x¯ for v¯.
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2. We have
gphNQ = gphNM locally around (x¯, v¯).
3. • Q is partly smooth with respect to M at x¯ for v¯.
• the strong inclusion v¯ ∈ ri NˆQ(x¯) holds.
4. The set Q is prox-regular at x¯ for v¯, and for all sufficiently small real numbers
λ,  > 0, the inclusion
x¯+ λv¯ ∈ int
( ⋃
x∈M∩B(x¯)
(
x+NQ(x)
))
,
holds.
Proof. The equivalence (1) ⇔ (2) has been established in Proposition 7.6.6. The
implication (1)⇒ (3) follows trivially from Propositions 7.6.4 and 7.9.1.
(3)⇒ (4): There exist real numbers r,  > 0 so that the implication
x ∈ Q, v ∈ NQ(x)
|x− x¯| < , |v − v¯| < 
⇒ PQ∩B(x¯)(x+ r−1v) = x,
holds.
For the sake of contradiction, suppose
x¯+ r−1v¯ ∈ bd
( ⋃
x∈M∩B(x¯)
(
x+NQ(x)
))
.
Then there exists a sequence of points zi → x¯+ r−1v¯ with
zi /∈
⋃
x∈M∩B(x¯)
(
x+NQ(x)
)
,
for each index i. Let xi ∈ PM(zi). Observe
xi → x¯, zi − xi ∈ NM(xi).
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Clearly,
zi − xi /∈ NPQ (xi) ⊂ NM(xi),
for large indices i. Hence, there exist separating vectors ai ∈ NM(xi) with |ai| =
1 satisfying
sup
v∈NPQ (xi)
〈ai, v〉 ≤ 〈ai, zi − xi〉 = 〈ai, zi − x¯〉+ 〈ai, x¯− xi〉.
We deduce,
sup
v∈NPQ (xi)
〈ai, v〉 ≤ 〈ai, r(zi − x¯)〉+ 〈ai, r(x¯− xi)〉.
Passing to a subsequence, we may assume ai → a for some nonzero vector
a ∈ NM(x¯). Observe v¯ + δa ∈ NQ(xi) for all small δ > 0. Consequently for all
sufficiently small δ > 0, there exist vectors vi ∈ NQ(xi) with vi → v¯+δa. Observe
〈ai, vi〉 ≤ 〈ai, r(zi − x¯)〉+ 〈ai, r(x¯− xi)〉.
Letting i tend to∞, we obtain
〈a, v¯ + δa〉 ≤ 〈a, v¯〉,
which is a contradiction.
(4)⇒ (1): Choose r,  > 0 so as to ensure
x¯+ r−1v¯ ∈ int
( ⋃
x∈M∩B(x¯)
(
x+NQ(x)
))
.
Consider any sequence of points xi ∈ Rn and vectors vi ∈ NQ(xi), with xi → x¯
and vi → v¯. Then for all large indices i, the inclusion
xi + r
−1vi ∈
⋃
x∈M∩B(x¯)
(
x+NQ(x)
)
,
holds. Shrinking r and , from prox-regularity of Q, we deduce xi ∈ M for all
large indices i. Hence M is identifiable at x¯ for v¯.
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Some comments concerning characterization (4) of the previous proposition
are in order. Consider a convex set Q containing a point x¯, and let v¯ ∈ NQ(x¯)
be a normal vector. Then the arguments (3) ⇒ (4) and (4) ⇒ (1) show that a
manifold M ⊂ Q is identifiable at x¯ for v¯ if and only if the inclusion
x¯+ v¯ ∈ int
( ⋃
x∈M
(
x+NQ(x)
))
,
holds. The region
⋃
x∈M
(
x+NQ(x)
)
is formed by attaching cones NQ(x) to each
point x ∈M . This set is precisely the set of points inRn whose projections onto
Q lie in M . Thus a manifold M is identifiable at x¯ for v¯ whenever the region⋃
x∈M
(
x + NQ(x)
)
is “valley-like” around x¯ + v¯. We end the section with an
observation relating identifiable manifolds to critical cones.
Corollary 7.9.5. Consider a closed set Q ⊂ Rn that is Clarke regular at a point x¯ ∈ Q.
Suppose that M ⊂ Q is a C2 identifiable manifold at x¯ for v¯. Then the critical cone
KQ(x¯, v¯) coincides with the tangent space TM(x¯).
Proof. This is an immediate consequence of Proposition 7.7.4.
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CHAPTER 8
ORTHOGONAL INVARIANCE AND IDENTIFIABILITY
8.1 Introduction
Nonsmoothness is inherently present throughout even classical mathematics
and engineering - the spectrum of a symmetric matrix variable is a good ex-
ample. The nonsmooth behavior is not, however, typically pathological, but
on the contrary is highly structured. The theory of identifiability (or its syn-
onym, partial smoothness) [53, 67, 83, 119] models this idea by positing existence
of smooth manifolds capturing the full “activity” of the problem. Such mani-
folds, when they exist, are simply composed of approximate critical points of
the minimized function. In the classical case of nonlinear programming, this
theory reduces to the active-set philosophy. Illustrating the ubiquity of the no-
tion, the authors of [10] prove that identifiable manifolds exist generically for
convex semi-algebraic optimization problems.
Identifiable manifolds are particularly prevalent in the context of eigenvalue
optimization. One of our goals is to shed new light on this phenomenon. To this
end, we will consider so-called spectral functions. These are functions F , defined
on the space of symmetric matrices Sn, that depend on matrices only through
their eigenvalues, that is, functions that are invariant under the action of the or-
thogonal group by conjugation. Spectral functions can always be written as the
composition F = f ◦ λ where f is a permutation-invariant function on Rn and
λ is the mapping assigning to each matrix X ∈ S the vector of its eigenvalues
(λ1(X), . . . , λn(X)) in non-increasing order, see [16, Section 5.2]. Notable exam-
ples of functions fitting in this category are X 7→ λ1(X) and X 7→
∑n
i=1 |λi(X)|.
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Though the spectral mapping λ is very badly behaved, as far as say differentia-
bility is concerned, the symmetry of f makes up for the fact, allowing powerful
analytic results to become available.
In particular, the Transfer Principle asserts that F inherits many geometric
(more generally variational analytic) properties of f , or equivalently, F inher-
its many properties of its restriction to diagonal matrices. For example, when
f is a permutation-invariant norm, then F is an orthogonally invariant norm
on the space of symmetric matrices — a special case of von Neumann’s the-
orem on unitarily invariant matrix norms [117]. The collection of properties
known to satisfy this principle is impressive: convexity [41,106], prox-regularity
[37], Clarke-regularity [86,106], smoothness [38,81, 106,109,111,112], algebraic-
ity [38], and stratifiability [50, Theorem 4.8]. In this work, we add identifiability
(and partial smoothness) to the list (Theorems 8.3.11 and 8.3.15). In particular,
many common spectral functions (like the two examples above) can be written
in the composite form f◦λ, where f is a permutation-invariant convex polyhedral
function. As a direct corollary of our results, we conclude that such functions al-
ways admit partly smooth structure! Furthermore, a “polyhedral-like” duality
theory of partly smooth manifolds becomes available.
One of our intermediary theorems is of particular interest. We will give an
elementary argument showing that a permutation-invariant setM is aC∞ man-
ifold if and only if the spectral set λ−1(M) is a C∞ manifold (Theorem 8.2.6).
The converse implication of our result is apparently new. On the other hand,
the authors of [38] proved the forward implication even for Ck manifolds (for
k = 2, . . . ,∞). This being said, their proof is rather long and dense, whereas the
proof of our result is very accessible. The key idea of our approach is to consider
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the metric projection onto M .
The outline of the chapter is as follows. In Section 8.2 we establish some
basic notation and give an elementary proof of the spectral lifting property for
C∞ manifolds. In Section 8.3 we prove the lifting property for identifiable sets
and partly smooth manifolds, while in Section 8.4 we explore duality theory of
partly smooth manifolds. Section 8.5 illustrates how our results have natural
analogues in the world of nonsymmetric matrices.
8.2 Spectral functions and lifts of manifolds
8.2.1 Notation
Throughout, the symbol E will denote a Euclidean space (by which we mean
a finite-dimensional real inner-product space). Two particular realizations of
E will be important for us, namely Rn and the space Sn of n × n-symmetric
matrices.
Throughout, we will fix an orthogonal basis ofRn, along with an inner prod-
uct 〈·, ·〉. The corresponding norm will be written as ‖ · ‖. The group of permu-
tations of coordinates of Rn will be denoted by Σn, while an application of a
permutation σ ∈ Σn to a point x ∈ Rn will simply be written as σx. We de-
note by Rn≥ the set of all points x ∈ Rn with x1 ≥ x2 ≥ . . . ≥ xn. A function
f : Rn → R is said to be symmetric if we have f(x) = f(σx) for every x ∈ Rn and
every σ ∈ Σn.
The vector space of real n × n symmetric matrices Sn will always be en-
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dowed with the trace inner product 〈X, Y 〉 = tr (XY ), while the associated
norm (Frobenius norm) will be denoted by ‖ · ‖F . The group of orthogonal
n × n matrices will be denoted by On. Note that the group of permutations Σn
naturally embeds in On. The action of On by conjugation on Sn will be written
as U.X := UTXU , for matrices U ∈ On and X ∈ Sn. A function h : Sn → R
is said to be spectral if we have h(X) = h(U.X) for every X ∈ Sn and every
U ∈ On.
8.2.2 Spectral functions and the transfer principle
We can now consider the spectral mapping λ : Sn → Rn which simply maps
symmetric matrices to the vector of its eigenvalues in nonincreasing order. Then
a function on Sn is spectral if and only if it can be written as a composition f ◦λ,
for some symmetric function f : Rn → R. (See for example [106, Proposition 4].)
As was mentioned in the introduction, the Transfer Principle asserts that a num-
ber of variational-analytic properties hold for the spectral function f ◦ λ if and
only if they hold for f . We will encounter a number of such properties in the
current work. Evidently, analogous results hold even when f is only locally sym-
metric (to be defined below). The proofs follow by a reduction to the symmetric
case by simple symmetrization arguments, and hence we will omit details in the
current chapter.
For each point x ∈ Rn, we consider the stabilizer
Fix(x) := {σ ∈ Σn : σx = x}.
Definition 8.2.1 (Local symmetry). A function f : Rn → R is locally symmetric at
a point x¯ ∈ Rn if we have f(x) = f(σx) for all points x near x¯ and all permuta-
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tions σ ∈ Fix(x¯).
A set Q ⊂ Rn is symmetric (respectively locally symmetric) if the indicator
function δQ is symmetric (respectively locally symmetric). The following shows
that smoothness satisfies the Transfer Principle [111, 112].
Theorem 8.2.2 (Lifts of smoothness). Consider a function f : Rn → R and a matrix
X ∈ Sn. Suppose that f is locally symmetric around x¯ := λ(X). Then f is Cp-smooth
(p = 1, . . . ,∞) around x¯ if and only if the spectral function f ◦ λ isCp-smooth around
X .
It will be important for us to relate properties of a set Q with those of the
metric projection PQ. It is reassuring then that prox-regularity also satisfies the
transfer principle [37, Proposition 2.3, Theorem 2.4].
Theorem 8.2.3 (Lifts of prox-regularity). Consider a matrix X ∈ Sn and a set Q ⊂
Rn that is locally symmetric around the point x¯ := λ(X). Then the function dQ is
locally symmetric near x¯ and the distance to the spectral set λ−1(Q) satisfies
dλ−1(Q) = dQ ◦ λ, locally around X.
Furthermore, Q is prox-regular at x¯ if and only if λ−1(Q) is prox-regular at X .
If a set Q ⊂ E is prox-regular at x¯, then the proximal normal cone
NQ(x¯) := R+{v ∈ E : x¯ ∈ PQ(x¯+ v)},
and the tangent cone
TQ(x¯) :=
{
lim
i→∞
λi(xi − x¯) : λi ↑ ∞ and xi ∈ Q
}
.
are closed convex cones and are polar to each other [108, Corollary 6.29]. Here,
we mean polarity in the standard sense of convex analysis, namely for any
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closed convex cone K ⊂ E, the polar of K is another closed convex cone de-
fined by
Ko := {v ∈ E : 〈v, w〉 ≤ 0 for all w ∈ K}.
8.2.3 Lifts of symmetric manifolds
It turns out (not surprisingly) that smoothness of the projection PQ is inherently
tied to smoothness of Q itself, which is the content of the following lemma.
For any mapping F : E→ E, the directional derivative of F at x¯ in direction
w (if it exists) will be denoted by
DF (x¯)(w) := lim
t↓0
F (x¯+ tw)− F (x¯)
t
,
while the Gaˆteaux derivative of F at x¯ (if it exists) will be denoted by DF (x¯).
Lemma 8.2.4 (Smoothness of the metric projection). Consider a set Q ⊂ E that is
prox-regular at a point x¯ ∈ Q. Then
DPQ(x¯)(v) = 0, for any v ∈ NQ(x¯). (8.1)
If PQ is directionally differentiable at x¯, then we also have
DPQ(x¯)(w) = w, for any w ∈ TQ(x¯). (8.2)
In particular, if PQ is Gaˆteaux differentiable at x¯, then NQ(x¯) and TQ(x¯) are orthogonal
subspaces and DPQ(x¯) = PTQ(x¯). If PQ is C
k (k = 1, . . . ,∞) smooth near x¯, then PQ
automatically has constant rank near x¯ and consequently Q is aCk manifold around x¯.
Proof. Observe that for any normal vector v¯ ∈ NQ(x¯) there exists  > 0 so that
PQ(x¯+ 
′v¯) = x¯ for all nonnegative ′ < . Equation (8.1) is now immediate.
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Suppose now that PQ is directionally differentiable at x¯ and consider a vector
w ∈ TQ(x¯) with ‖w‖ = 1. Then there exists a sequence xi ∈ Q converging to x¯
and satisfying w = limi→∞ xi−x¯‖xi−x¯‖ . Define ti := ‖xi − x¯‖ and observe that since
PQ is Lipschitz continuous, for some constant L we have
‖PQ(x¯+ tiw)− PQ(xi)‖
ti
≤ L
∥∥∥w − xi − x¯
ti
∥∥∥,
and consequently this quantity converges to zero. We obtain
DPQ(x¯)(w) = lim
i→∞
PQ(x¯+ tiw)− x¯
ti
= lim
i→∞
PQ(xi)− x¯
ti
= w,
as claimed.
Suppose now that PQ is Gaˆteaux differentiable at x¯. Then clearly from
(8.1) we have NQ(x¯) ⊂ kerDPQ(x¯). If NQ(x¯) were a proper convex subset of
kerDPQ(x¯), then we would deduce
TQ(x¯) ∩ kerDPQ(x¯) = [NQ(x¯)]◦ ∩ kerDPQ(x¯) 6= {0},
thereby contradicting equation (8.2). Hence NQ(x¯) and TQ(x¯) are orthogonal
subspaces and the equation DPQ(x¯) = PTQ(x¯) readily follows from (8.1) and
(8.2).
Suppose now that PQ isCk-smooth (for k = 1, . . . ,∞) around x¯. Then clearly
we have
rankDPQ(x) ≥ rankDPQ(x¯), for all x near x¯.
Towards establishing equality above, we now claim that the set-valued map-
ping TQ is outer-semicontinuous at x¯. To see this, consider sequences xi → x¯
and wi ∈ TQ(xi), with wi converging to some vector w¯ ∈ E. From equation (8.2),
we deduce wi = DPQ(xi)(wi). Passing to the limit, while taking into account the
continuity of DPQ, we obtain w¯ = DPQ(x¯)(w¯). On the other hand, since DPQ(x¯)
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is simply the linear projection onto TQ(x¯), we deduce the inclusion w¯ ∈ TQ(x¯),
thereby establishing outer-semicontinuity of TQ at x¯. It immediately follows
that the inequality, dimTQ(x) ≤ dimTQ(x¯), holds for all x ∈ Q near x¯.
One can easily verify that for any point x near x¯, the inclusion NQ(PQ(x)) ⊂
kerDPQ(x) holds. Consequently we deduce
rankDPQ(x) ≤ dimTQ(PQ(x)) ≤ dimTQ(x¯) = rankDPQ(x¯),
for all x ∈ E sufficiently close to x¯. as claimed. Hence PQ has constant rank
near x¯. By the constant rank theorem, for all sufficiently small  > 0, the set
PQ(B(x¯)) is a Ck manifold. Observing that the set PQ(B(x¯)) coincides with Q
near x¯ completes the proof.
The following observation will be key. It shows that the metric projection
map onto a prox-regular set is itself a gradient of a C1-smooth function. This
easily follows from [99, Proposition 3.1]. In the convex case, this observation has
been recorded and used explicitly for example in [58, Proposition 2.2] and [70,
Preliminaries], and even earlier in [3] and [121].
Lemma 8.2.5 (Projection as a derivative). Consider a set Q ⊂ E that is prox-regular
at x¯. Then the function
h(x) :=
1
2
‖x‖2 − 1
2
d2Q(x),
is C1-smooth on a neighborhood of x¯, with∇h(x) = PQ(x) for all x near x¯.
We are now ready to state and prove the main result of this section.
Theorem 8.2.6 (Spectral lifts of manifolds). Consider a matrix X ∈ Sn and a set
M ⊂ Rn that is locally symmetric around x¯ := λ(X). Then M is a C∞ manifold
around x¯ if and only if the spectral set λ−1(M) is a C∞ manifold around X .
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Proof. Consider the function
h(x) :=
1
2
‖x‖2 − 1
2
d2M(x).
Suppose that M is a C∞ manifold around x¯. In particular M is prox-regular,
see [108, Example 13.30]. Then using Theorem 8.2.3 we deduce that h is locally
symmetric around x¯. In turn, Lemma 8.2.5 implies the equality ∇h = PM near
x¯. Since M is a C∞ manifold, the projection mapping PM is C∞-smooth near x¯.
Combining this with Theorem 8.2.2, we deduce that the spectral function h ◦ λ
is C∞-smooth near X . Observe
(h ◦ λ)(X) = 1
2
‖λ(X)‖2 − 1
2
d2M(λ(X))
=
1
2
‖X‖2F −
1
2
d2λ−1(M)(X),
where the latter equality follows from Theorem 8.2.3. Applying Theorem 8.2.3,
we deduce that λ−1(M) is prox-regular at X . Combining this with Lemma 8.2.5,
we obtain equality∇(h◦λ)(X) = Pλ−1(M)(X) for allX nearX . Consequently the
mappingX 7→ Pλ−1(M)(X) isC∞-smooth nearX . Appealing to Lemma 8.2.4, we
conclude that λ−1(M) is a C∞ manifold. The proof of the converse implication
is analogous.
Remark 8.2.7. The proof of Theorem 8.2.6 falls short of establishing the lifting
property for Ck manifolds, when k is finite, but not by much. The reason for
that is that Ck manifolds yield projections that are only Ck−1 smooth. Never-
theless, the same proof shows that Ck manifolds do lift to Ck−1 manifolds, and
conversely Ck manifolds project down by λ to Ck−1 manifolds.
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8.2.4 Dimension of the lifted manifold
The proof of Theorem 8.2.6 is relatively simple and short, unlike the involved
proof of [38]. One shortcoming however is that it does not a priori yield infor-
mation about the dimension of the lifted manifold λ−1(M). In this section, we
outline how we can use the fact that λ−1(M) is a manifold to establish a formula
between the dimensions of M and λ−1(M). This section can safely be skipped
upon first reading.
We adhere closely to the notation and some of the combinatorial arguments
of [38] and [39]. With any point x ∈ Rn we associate a partition Px = {I1, . . . , Iρ}
of the set {1, . . . , n}, whose elements are defined as follows:
i, j ∈ I` ⇐⇒ xi = xj.
It follows readily that for x ∈ Rn≥ there exists a sequence
1 = i0 ≤ i1 < . . . < iρ = n
such that
I` = {i`−1, . . . , i`}, for each ` ∈ {1, . . . , ρ}.
For any such partition P we set
∆P := {x ∈ Rn≥ : Px = P}.
As explained in [38, Section 2.2], the set of all such ∆P ’s defines an affine strati-
fication ofRn≥. Observe further that for every point x ∈ Rn≥ we have
λ−1(x) = {UTXU : U ∈ On}.
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Let OnX := {U ∈ On : UTXU = X} denote the stabilizer of X , which is a C∞
manifold of dimension
dimOnX = dim
( ∏
1≤`≤ρ
O|I`|
)
=
∑
1≤`≤ρ
|I`| (|I`| − 1)
2
,
as one can easily check. Since the orbit λ−1(x) is isomorphic toOn/OnX , it follows
that it is a submanifold of Sn. A computation, which can be found in [38], then
yields the equation
dim λ−1(x) = dimOn − dimOnX =
∑
1≤i<j≤ρ
|Ii| |Ij|.
Consider now any locally symmetric manifold M of dimension d. There is
no loss of generality to assume that M is connected and has nonempty inter-
section with Rn≥. Let us further denote by ∆∗ an affine stratum of the afore-
mentioned stratification of Rn≥ with the property that its dimension is maximal
among all of the strata ∆ enjoying a nonempty intersection with M . It follows
that there exists a point x¯ ∈ M ∩ ∆∗ and δ > 0 satisfying M ∩ B(x¯, δ) ⊂ ∆∗
(see [38, Section 3] for details). Since dim λ−1(M) = dim λ−1(M ∩B(x¯, δ)) and
since λ−1(M ∩B(x¯, δ)) is a fibration we obtain
dim λ−1(M) = dim M +
∑
1≤i<j≤ρ∗
|I∗i | |I∗j |, (8.3)
where P∗ = {I∗1 , . . . , I∗ρ} is the partition associated to x¯ (or equivalently, to any
x ∈ ∆∗).
Remark 8.2.8. It’s worth to point out that it is possible to have strata ∆1 6= ∆2 of
Rn≥ of the same dimension, but giving rise to stabilizers of different dimension
for their elements. The argument above shows that a connected locally sym-
metric manifold cannot intersect simultaneously these strata. This also follows
implicitly from the forthcoming Lemma 8.4.4, asserting the connectedness of
λ−1(M), whenever M is connected.
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8.3 Spectral lifts of identifiable sets and partly smooth mani-
folds
We begin this section by summarizing some of the basic tools used in variational
analysis of spectral functions.
8.3.1 Variational analysis of spectral functions
Recall that by Theorem 8.2.2, smoothness of functions satisfies the Transfer Prin-
ciple. Shortly, we will need a slightly strengthened version of this result, where
smoothness is considered only relative to a certain locally symmetric subset. We
record it now.
Corollary 8.3.1 (Lifts of restricted smoothness). Consider a function f : Rn → R,
a matrix X ∈ Sn, and a set M ⊂ Rn containing x¯ := λ(X¯). Suppose that f and
M are locally symmetric around x¯. Then the restriction of f to M is Cp-smooth (p =
1, . . . ,∞) around x¯ if and only if the restriction of f ◦λ to λ−1(M) isCp-smooth around
X .
Proof. Suppose that the restriction of f to M isCp-smooth around x¯. Then there
exists aCp-smooth function f˜ , defined onRn, and agreeing with f on M near x¯.
Consider then the symmetrized function
f˜sym(x) :=
1
|Fix(x¯)|
∑
σ∈Fix(x¯)
f˜(σx),
where |Fix(x¯)| denotes the cardinality of the set Fix(x¯). Clearly f˜sym is Cp-
smooth, locally symmetric around x¯, and moreover it agrees with f on M near
180
x¯. Finally, using Theorem 8.2.2, we deduce that the spectral function f˜sym ◦ λ is
Cp-smooth around X and it agrees with f ◦ λ on λ−1(M) near X . This proves
the forward implication of the corollary.
To see the converse, define F := f ◦ λ, and suppose that the restriction of F to
λ−1(M) is Cp-smooth around X . Then there exists a Cp-smooth function F˜ , de-
fined on Sn, and agreeing with F on λ−1(M) near X . Consider then the function
F˜sym(X) :=
1
|On|
∑
U∈On
F˜ (U.X),
where |On| denotes the cardinality of the set On. Clearly F˜sym is Cp-smooth,
spectral, and it agrees with F on λ−1(M) near X . Since F˜sym is spectral, we
deduce that there is a symmetric function f˜ on Rn satisfying F˜sym = f˜ ◦ λ. The-
orem 8.2.2 then implies that f˜ is Cp-smooth. Hence to complete the proof, all
we have to do is verify that f˜ agrees with f on M near x¯. To this end consider
a point x ∈ M near x¯ and choose a permutation σ ∈ Fix(x¯) satisfying σx ∈ Rn≥.
Let U ∈ On be such that X = UT (Diag x¯)U . Then we have
f˜(x) = f˜(σx) = F˜sym
(
UT (Diagx)U
)
= F
(
UT (Diagx)U
)
= f(σx) = f(x),
as claimed.
We now recall from [106, Proposition 2] the following lemma, which shows
that subdifferentials behave as one would expect in presence of symmetry.
Lemma 8.3.2 (Subdifferentials under symmetry). Consider a function f : Rn → R
that is locally symmetric at x¯. Then the equation
∂f(σx) = σ∂f(x), holds for any σ ∈ Fix(x¯) and all x near x¯.
Similarly, in terms of the spectral function F := f ◦ λ, we have
∂F (U.X) = U.(∂F (X)), for any U ∈ On.
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Remark 8.3.3. In particular, if f : Rn → R is locally symmetric around x¯, then
the sets ∂ˆf(x¯), ri ∂ˆf(x¯), rb ∂ˆf(x¯), aff ∂ˆf(x¯), and par ∂ˆf(x¯) are invariant under the
action of the group Fix(x¯).
The following result is the cornerstone for the variational theory of spectral
mappings [106, Theorem 6].
Theorem 8.3.4 (Subdifferential under local symmetry). Consider a lsc function
f : Rn → R and a symmetric matrix X ∈ Sn, and suppose that f is locally symmetric
at λ(X). Then we have
∂(f ◦ λ)(X) = {UT (Diag v)U : v ∈ ∂f(λ(X)) and U ∈ OnX},
where
OnX = {U ∈ On : X = UT (Diagλ(X))U}.
The following theorem shows that directional prox-regularity also satisfies
the Transfer Principle [37, Theorem 4.2].
Theorem 8.3.5 (Directional prox-regularity under spectral lifts).
Consider a lsc function f : Rn → R and a symmetric matrix X¯ . Suppose that f is
locally symmetric around x¯ := λ(X). Then f is prox-regular at x¯ if and only if f ◦ λ is
prox-regular at X .
The following two standard results of Linear Algebra will be important for
us [106, Proposition 3].
Lemma 8.3.6 (Simultaneous Conjugacy). Consider vectors x, y, u, v ∈ Rn. Then
there exists an orthogonal matrix U ∈ On with
Diagx = UT (Diagu)U and Diag y = UT (Diag v)U,
if and only if there exists a permutation σ ∈ Σn with x = σu and y = σv.
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Corollary 8.3.7 (Conjugations and permutations). Consider vectors v1, v2 ∈ Rn
and a matrix X ∈ Sn. Suppose that for some U1, U2 ∈ OnX we have
UT1 (Diag v1)U1 = U
T
2 (Diag v2)U2.
Then there exists a permutation σ ∈ Fix(λ(X)) satisfying σv1 = v2.
Proof. Observe
(U1U
T
2 )
TDiag v1(U1UT2 ) = Diag v2,
(U1U
T
2 )
TDiagλ(X)(U1UT2 ) = Diagλ(X).
The result follows by an application of Lemma 8.3.6.
8.3.2 Main results
In this section, we consider partly-smooth sets of functions. The directional
version of partial smoothness in the context of sets was discussed in Section 7.9.
Definition 8.3.8 (Partial Smoothness). Consider a function f : E → R and a set
M ⊂ E containing a point x¯. Then f is Cp-partly smooth (p = 2, . . . ,∞) at x¯
relative to M if
(i) (Smoothness) M is a Cp manifold around x¯ and f restricted to M is Cp-
smooth near x¯,
(ii) (Regularity) f is prox-regular at x¯,
(iii) (Sharpness) the affine span of ∂f is a translate of NM(x),
(iv) (Continuity) ∂f restricted to M is continuous at x¯.
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If the above properties hold, then we will refer toM as the partly smooth manifold
of f at x¯.
It is reassuring to know that partly smooth manifolds are locally unique.
This is the content of the following theorem [67, Corollary 4.2].
Theorem 8.3.9 (Local uniqueness of partly smooth manifolds). Consider a func-
tion f : E→ R that isCp-partly smooth (p ≥ 2) at x¯ relative to two manifolds M1 and
M2. Then there exists a neighborhood U of x¯ satisfying U ∩M1 = U ∩M2.
Our goal in this section is to prove that partly smooth manifolds satisfy the
Transfer Principle. However, proving this directly is rather difficult. This is in
large part because the continuity of the subdifferential mapping ∂(f ◦ λ) seems
to be intrinsically tied to continuity properties of the mapping
X 7→ OnX = {U ∈ On : X = UT (Diagλ(X))U},
which are rather difficult to understand.
We however will side-step this problem entirely by instead focusing on finite
identification. The relationship between finite identification and partial smooth-
ness, which follows directly from Subsection 7.9.4 is summarized below.
Proposition 8.3.10 (Partial smoothness and identifiability). Consider a lsc func-
tion f : E → R that is prox-regular at a point x¯. Let M ⊂ dom f be a Cp manifold
(p = 2, . . . ,∞) containing x¯, with the restriction f ∣∣
M
being Cp-smooth near x¯. Then
the following are equivalent
1. f is Cp-partly smooth at x¯ relative to M
2. M is an identifiable set (relative to f ) at x¯ for every subgradient v¯ ∈ ri ∂f(x¯).
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In light of the theorem above, our strategy for proving the Transfer Principle
for partly smooth sets is two-fold: first prove the analogous result for identifi-
able sets and then gain a better understanding of the relationship between the
sets ri ∂f(λ(X)) and ri ∂(f ◦ λ)(X).
Proposition 8.3.11 (Spectral lifts of Identifiable sets). Consider a lsc function
f : Rn → R and a symmetric matrix X ∈ Sn. Suppose that f is locally symmetric
around x¯ := λ(X) and consider a subset M ⊂ Rn that is locally symmetric around
x¯. Then M is identifiable (relative to f ) at x¯ for v¯ ∈ ∂f(x¯), if and only if λ−1(M) is
identifiable (relative to f ◦ λ) at X for UT (Diag v¯)U ∈ ∂(f ◦ λ)(X), where U ∈ On
X
is
arbitrary.
Proof. We first prove the forward implication. Fix a subgradient
V := U
T
(Diag v¯)U ∈ ∂(f ◦ λ)(X),
for an arbitrary transformation U ∈ On
X
. For convenience, let F := f ◦ λ and
consider a sequence (Xi, F (Xi), Vi) → (X,F (X), V ). Our goal is to show that
for all large indices i, the inclusion λ(Xi) ∈ M holds. To this end, there exist
matrices Ui ∈ OnXi and subgradients vi ∈ ∂f(λ(Xi)) with
UTi (Diagλ(Xi))Ui = Xi and U
T
i (Diag vi)Ui = Vi.
Restricting to a subsequence, we may assume that there exists a matrix U˜ ∈ On
X
satisfying Ui → U˜ , and consequently there exists a subgradient v˜ ∈ ∂f(λ(X))
satisfying vi → v˜. Hence we obtain
U˜T (Diagλ(X))U˜ = X and U˜T (Diag v˜)U˜ = V = U
T
(Diag v¯)U.
By Corollary 8.3.7, there exists a permutation σ ∈ Fix(x¯) with σv˜ = v¯. Ob-
serve (λ(Xi), f(λ(Xi)), vi) → (x¯, f(x¯), v˜). Observe that the set σ−1M is identifi-
able (relative to f ) at x¯ for v˜. Consequently for all large indices i, the inclusion
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λ(Xi) ∈ σ−1M holds. Since M is locally symmetric at x¯, we deduce that all the
points λ(Xi) eventually lie in M .
To see the reverse implication, fix an orthogonal matrix U ∈ OnX and define
V := U
T
(Diag v¯)U . Consider a sequence (xi, f(xi), vi) → (x¯, f(x¯), v¯) with vi ∈
∂f(xi). It is not difficult to see then that there exist permutations σi ∈ Fix(x¯)
satisfying σixi ∈ R≥. Restricting to a subsequence, we may suppose that σi are
equal to a fixed σ ∈ Fix(x¯). Define
Xi := U
T
(Diagσxi)U and Vi := U
T
(Diagσvi)U.
LettingAσ−1 ∈ On denote the matrix representing the permutation σ−1, we have
Xi := (U
T
Aσ−1U)
T
[
U
T
(Diagxi)U
]
U
T
Aσ−1U and
Vi := (U
T
Aσ−1U)
T [U
T
(Diag vi)U ]U
T
Aσ−1U.
We deduce Xi → (UTAσ−1U)TX(UTAσ−1U) and Vi → (UTAσ−1U)TV (UTAσ−1U).
On the other hand, observe X = (U
T
Aσ−1U)
TX(U
T
Aσ−1U). Since λ−1(M) is
identifiable (relative to F ) atX for (U
T
Aσ−1U)
TV (U
T
Aσ−1U), we deduce that the
matrices Xi lie in λ−1(M) for all sufficiently large indices i. Since M is locally
symmetric around x¯, the proof is complete.
Using the results of Section 8.2, we can now describe in a natural way the
affine span, relative interior, and relative boundary of the Fre´chet subdifferen-
tial. We begin with a lemma.
Lemma 8.3.12 (Affine generation). Consider a matrix X ∈ Sn and suppose that the
point x := λ(X) lies in an affine subspace V ⊂ Rn that is invariant under the action of
Fix(x). Then the set
{UT (Diag v)U : v ∈ V and U ∈ OnX},
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is an affine subspace of Sn.
Proof. Define the set L := (parV)⊥. Observe that the set L∩V consists of a single
vector; call this vector w. Since both L and V are invariant under the action of
Fix(x), we deduce σw = w for all σ ∈ Fix(x).
Now define a function g : Rn → R by declaring
g(y) = 〈w, y〉+ δx+L(y),
and note that the equation
∂ˆg(x) := w +Nx+L(x) = V , holds.
Observe that for any permutation σ ∈ Fix(x), we have
g(σy) = 〈w, σy〉+ δx+L(σy) = 〈σ−1w, y〉+ δx+σ−1L(y) = g(y).
Consequently g is locally symmetric at x. Observe
(g ◦ λ)(Y ) = 〈w, λ(Y )〉+ δλ−1(x+L)Y.
It is immediate from Theorems 8.2.2 and 8.2.6, that the function Y 7→ 〈w, λ(Y )〉
is C∞-smooth around X and that λ−1(x + L) is a C∞ manifold around X . Con-
sequently ∂ˆ(g ◦ λ)(X) is an affine subspace of Sn. On the other hand, we have
∂ˆ(g ◦ λ)(X) = {UT (Diag v)U : v ∈ V and U ∈ OnX},
thereby completing the proof.
Proposition 8.3.13 (Affine span of the spectral Fre´chet subdifferential). Consider
a function f : Rn → R and a matrix X ∈ Sn. Suppose that f is locally symmetric at
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λ(X). Then we have
aff ∂ˆ(f ◦ λ)(X) = {UT (Diag v)U : v ∈ aff ∂ˆf(λ(X)) and U ∈ OnX}, (8.4)
rb ∂ˆ(f ◦ λ)(X) = {UT (Diag v)U : v ∈ rb ∂ˆf(λ(X)) and U ∈ OnX}. (8.5)
ri ∂ˆ(f ◦ λ)(X) = {UT (Diag v)U : v ∈ ri ∂ˆf(λ(X)) and U ∈ OnX}. (8.6)
Proof. Throughout the proof, let x := λ(X). We prove the formulas in the order
that they are stated. To this end, observe that the inclusion ⊃ in (8.4) is immedi-
ate. Furthermore, the inclusion
∂ˆ(f ◦ λ)(X) ⊂ {UT (Diag v)U : v ∈ aff ∂ˆf(λ(X)) and U ∈ OnX}.
clearly holds. Hence to establish the reverse inclusion in (8.4), it is sufficient to
show that the set
{UT (Diag v)U : v ∈ aff ∂ˆf(λ(X)) and U ∈ OnX},
is an affine subspace; but this is immediate from Remark 8.3.3 and
Lemma 8.3.12. Hence (8.4) holds.
We now prove (8.5). Consider a matrix UT (Diag v)U ∈ rb ∂ˆ(f ◦ λ)(X) with U ∈
OnX and v ∈ ∂ˆf(λ(X)). Our goal is to show the stronger inclusion v ∈ rb ∂ˆf(x).
Observe from (8.4), there exists a sequence UTi (Diag vi)Ui → UT (Diag v)U with
Ui ∈ OnX , vi ∈ aff ∂ˆf(x), and vi /∈ ∂ˆf(x). Restricting to a subsequence, we may
assume that there exists a matrix U˜ ∈ OnX with Ui → U˜ and a vector v˜ ∈ aff ∂ˆf(x)
with vi → v˜. Hence the equation
U˜T (Diag v˜)U˜ = UT (Diag v)U, holds.
Consequently, by Corollary 8.3.7, there exists a permutation σ ∈ Fix(x) satisfy-
ing σv˜ = v. Since ∂ˆf(x) is invariant under the action of Fix(x), it follows that
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v˜ lies in rb ∂ˆf(x), and consequently from Remark 8.3.3 we deduce v ∈ rb ∂ˆf(x).
This establishes the inclusion ⊂ of (8.5). To see the reverse inclusion, consider a
sequence vi ∈ aff ∂ˆf(x) converging to v ∈ ∂ˆf(x) with vi /∈ ∂ˆf(x) for each index i.
Fix an arbitrary matrix U ∈ OnX and observe that the matrices UT (Diag vi)U lie
in aff ∂ˆ(f ◦ λ)(x) and converge to UT (Diag v)U . We now claim that the matrices
UT (Diag vi)U all lie outside of ∂ˆ(f ◦ λ)(x). Indeed suppose this is not the case.
Then there exist matrices U˜i ∈ OnX and subgradients vi ∈ ∂ˆf(x) satisfying
UT (Diag vi)U = U˜Ti (Diag v˜i)U˜i.
An application of Corollary 8.3.7 and Remark 8.3.3 then yields a contradiction.
Therefore the inclusion UT (Diag v)U ∈ rb ∂ˆ(f ◦ λ)(X) holds, and the validity of
(8.5) follows.
Finally, we aim to prove (8.6). Observe that the inclusion ⊂ of (8.6) is im-
mediate from equation (8.5). To see the reverse inclusion, consider a matrix
UT (Diag v)U , for some U ∈ OnX and v ∈ ri ∂ˆf(x). Again, an easy applica-
tion of Corollary 8.3.7 and Remark 8.3.3 yields the inclusion UT (Diag v)U ∈
ri ∂ˆ(f ◦ λ)(X). We conclude that (8.6) holds.
Lemma 8.3.14 (Symmetry of partly smooth manifolds). Consider a lsc function
f : Rn → R that is locally symmetric at x¯. Suppose that f is Cp-partly smooth at x¯
relative to M . Then M is locally symmetric around x¯.
Proof. Consider a permutation σ ∈ Fix(x¯). Then the function f is partly smooth
at x¯ relative to σM . On the other hand, partly smooth manifolds are locally
unique by Theorem 8.3.9. Consequently we deduce equality M = σM locally
around x¯. The claim follows.
The main result of this section is now immediate.
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Theorem 8.3.15 (Lifts of C∞-partly smooth functions). Consider a lsc function
f : Rn → R and a matrix X ∈ Sn. Suppose that f is locally symmetric around
x¯ := λ(X). Then f is C∞-partly smooth at x¯ relative to M if and only if f ◦ λ is
C∞-partly smooth at X relative to λ−1(M).
Proof. Suppose that f is C∞-partly smooth at x¯ relative to M . In light of
Lemma 8.3.14, we deduce that M is locally symmetric at x¯. Consequently, The-
orem 8.2.6 implies that the set λ−1(M) is a C∞ manifold, while Corollary 8.3.1
implies that f ◦ λ is C∞-smooth on λ−1(M) near X . Applying Theorem 8.3.5,
we conclude that f ◦ λ is prox-regular at X¯ . Consider now a subgradient
V ∈ ri ∂(f ◦ λ)(X). Then by Proposition 8.3.13, there exists a vector v ∈ ri ∂f(x¯)
and a matrix U ∈ On
X
satisfying
V = UT (Diag v)U and X = UT (Diag x¯)U.
Observe by Proposition 8.3.10, the set M is identifiable at x¯ for v¯. Then applying
Proposition 8.3.11, we deduce that λ−1(M) is identifiable (relative to f ◦ λ) at X
relative to V . Since V is an arbitrary element of ri ∂(f ◦ λ)(X), applying Propo-
sition 8.3.10, we deduce that f ◦ λ is C∞-partly smooth at X relative to λ−1(M),
as claimed. The converse follows along the same lines.
The forward implication of Theorem 8.3.15 holds in the case of Cp-partly
smooth functions (for p = 2, . . . ,∞). The proof is identical except one needs to
use [38, Theorem 4.21] instead of Theorem 8.2.6. We record this result for ease
of reference in future works.
Theorem 8.3.16 (Lifts of Cp-partly smooth functions). Consider a lsc function
f : Rn → R and a matrix X ∈ Sn. Suppose that f is locally symmetric around
190
x¯ := λ(X). If f is Cp-partly smooth (for p = 2, . . . ,∞) at x¯ relative to M , then f ◦ λ
is C∞-partly smooth at X relative to λ−1(M).
8.4 Partly smooth duality for polyhedrally generated spectral
functions
Consider a lsc, convex function f : E → R. Then the Fenchel conjugate f ∗ : E →
R is defined by setting
f ∗(y) = sup
x∈Rn
{〈x, y〉 − f(x)}.
Moreover, in terms of the powerset of E, denoted P(E), we define a correspon-
dence Jf : P(E)→ P(E) by setting
Jf (Q) :=
⋃
x∈Q
ri ∂f(x).
The significance of this map will become apparent shortly. Before proceeding,
we recall some basic properties of the conjugation operation:
Biconjugation: f ∗∗ = f ,
Subgradient inversion formula: ∂f ∗ = (∂f)−1,
Fenchel-Young inequality: 〈x, y〉 ≤ f(x) + f ∗(y) for every x, y ∈ Rn.
Moreover, convexity and conjugation behave well under spectral lifts. See
for example [16, Section 5.2].
Theorem 8.4.1 (Lifts of convex sets and conjugation). If f : Rn → R is a symmet-
ric function, then f ∗ is also symmetric and the formula
(f ◦ λ)∗ = f ∗ ◦ λ, holds.
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Furthermore f is convex if and only if the spectral function f ◦ λ is convex.
The following definition is standard.
Definition 8.4.2 (Stratification). A finite partition A of a set Q ⊂ E is a stratifi-
cation provided that for any partitioning sets (called strata) M1 and M2 in A, the
implication
M1 ∩ clM2 6= ∅ =⇒ M1 ⊂ clM2, holds.
If the strata are open polyhedra, then A is a polyhedral stratification. If the strata
are Ck manifolds, then A is a Ck-stratification.
Stratification duality for convex polyhedral functions. We now establish
the setting and notation for the rest of the section. Suppose that f : Rn → R
is a convex polyhedral function (epigraph of f is a closed convex polyhedron).
Then f induces a finite polyhedral stratification Af of dom f in a natural way.
Namely, consider the partition of epi f into open faces {Fi}. Projecting all faces
Fi, with dimFi ≤ n, onto the first n-coordinates we obtain a stratification of the
domain dom f of f that we denote by Af . In fact, one can easily see that f is
C∞-partly smooth relative to each polyhedron M ∈ Af .
A key observation for us will be that the correspondence f ∗←→ f ∗ is not only
a pairing of functions, but it also induces a duality pairing between Af and
Af∗ . Namely, one can easily check that the mapping Jf restricts to an invertible
mapping Jf : Af → Af∗ with inverse given by Jf∗ .
Limitations of stratification duality. It is natural to ask whether for general
(nonpolyhedral) lsc, convex functions f : Rn → R, the correspondence f ∗←→ f ∗,
along with the mapping J , induces a pairing between partly smooth manifolds of
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f and f ∗. Little thought, however shows an immediate obstruction: images of
C∞-smooth manifolds under the map Jf may fail to be even C2-smooth.
Example 8.4.3 (Failure of smoothness). Consider the conjugate pair
f(x, y) =
1
4
(x4 + y4) and f ∗(x, y) =
3
4
(|x| 43 + |y| 43 ).
Clearly f is partly smooth relative to R2, whereas any possible partition of R2
into partly smooth manifolds relative to f ∗ must consist of at least three mani-
folds (one manifold in each dimension: one, two, and three). Hence no duality
pairing between partly smooth manifolds is possible. See the Figures 8.1 and
8.2 for an illustration.
Figure 8.1: {(x, y) : x4 + y4 ≤ 4} Figure 8.2: {(x, y) : |x| 43 + |y| 43 ≤ 43}
Indeed, this is not very surprising, since the convex duality is really a duality
between smoothness and strict convexity. See for example [96, Section 4] or [108,
Theorem 11.13]. Hence in general, one needs to impose tough strict convexity
conditions in order to hope for this type of duality to hold. Rather than doing
so, and more in line with the current work, we consider the spectral setting.
Namely, we will show that in the case of spectral functions F := f ◦ λ, with
f symmetric and polyhedral — functions of utmost importance in eigenvalue
optimization — the mapping J does induce a duality correspondence between
partly smooth manifolds of F and F ∗.
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In the sequel, let us denote by
M sym :=
⋃
σ∈Σ
σM
the symmetrization of any subset M ⊂ Rn. Before we proceed, we will need the
following result.
Lemma 8.4.4 (Path-connected lifts). Let M ⊆ Rn be a path-connected set and as-
sume that for any permutation σ ∈ Σ, we either have σM = M or σM ∩M = ∅. Then
λ−1(M sym) is a path-connected subset of Sn.
Proof. LetX1, X2 be in λ−1(M sym), and set xi = λ(Xi) ∈M sym∩Rn≥, for i ∈ {1, 2}.
It is standard to check that the sets λ−1(xi) are path-connected manifolds for
i = 1, 2. Consequently the matrices Xi and Diag(xi) can be joined via a path
lying in λ−1(xi). Thus in order to construct a path joining X1 to X2 and lying in
λ−1(M sym) it would be sufficient to join x1 to x2 inside M sym. This in turn will
follow immediately if both σx1, σx2 belong in M for some σ ∈ Σ. To establish
this, we will assume without loss of generality that x1 lies in M . In particular,
we have M ∩Rn≥ 6= ∅ and we will establish the inclusion x2 ∈M .
To this end, consider a permutation σ ∈ Σ satisfying x2 ∈ σM ∩ Rn≥. Our
immediate goal is to establish σM ∩M 6= ∅, and thus σM = M thanks to our
assumption. To this end, consider the point y ∈M satisfying x2 = σy. If y lies in
Rn≥, then we deduce y = x2 and we are done. Therefore, we can assume y /∈ Rn≥.
We can then consider the decomposition σ = σk · · ·σ1 of the permutation σ into
2-cycles σi each of which permutes exactly two coordinates of y that are not
in the right (decreasing) order. For the sake of brevity, we omit details of the
construction of such a decomposition; besides, it is rather standard. We claim
now σ1M = M . To see this, suppose that σ1 permutes the i and j coordinates of
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y where yi < yj and i > j. Since x1 lies in Rn≥ and M is path-connected, there
exists a point z ∈ M satisfying zi = zj . Then σ1z = z, whence σ1M = M and
σ1y ∈ M . Applying the same argument to σ1y and σ1M with the 2-cycle σ2 we
obtain σ2σ1M = M and σ2σ1y ∈ M . By induction, σM = M . Thus x2 ∈ M and
the assertion follows.
Stratification duality for spectral lifts. Consider a symmetric, convex poly-
hedral function f : Rn → R together with its induced stratificationAf of dom f .
Then with each polyhedron M ∈ Af , we may associate the symmetric set M sym.
We record some properties of such sets in the following lemma.
Lemma 8.4.5 (Properties of Af ). Consider a symmetric, convex polyhedral function
f : Rn → R and the induced stratification Af of dom f . Then the following are true.
(i) For any set M1,M2 ∈ Af and any permutation σ ∈ Σ, the sets σM1 and M2
either coincide or are disjoint.
(ii) The action of Σ onRn induces an action of Σ on
Akf := {M ∈ Af : dimM = k}
for each k = 0, . . . , n. In particular, the set M sym is simply the union of all
polyhedra belonging to the orbit of M under this action.
(iii) For any polyhedronM ∈ Af , and every point x ∈M , there exists a neighborhood
U of x satisfying U ∩M sym = U ∩M . Consequently, M sym is a C∞ manifold of
the same dimension as M .
Moreover, λ−1(M sym) is connected, whenever M is.
The last assertion follows from Lemma 8.4.4. The remaining assertions are
straightforward and hence we omit their proof.
195
Notice that the strata of the stratification Af are connected C∞ manifolds,
which fail to be symmetric in general. In light of Lemma 8.4.5, the set M sym is a
C∞ manifold and a disjoint union of open polyhedra. Thus the collection
Asymf := {M sym : M ∈ Af},
is a stratification of dom f , whose strata are now symmetric manifolds. Even
though the new strata are disconnected, they give rise to connected lifts
λ−1(M sym). One can easily verify that, as before, Jf restricts to an invertible
mapping Jf : Asymf → Asymf∗ with inverse given by the restriction of Jf∗ .
We now arrive at the main result of the section.
Theorem 8.4.6 (Lift of the duality map). Consider a symmetric, convex polyhedral
function f : Rn → R and define the spectral function F := f ◦ λ. Let Af be the finite
polyhedral partition of dom f induced by f , and define the collection
AF :=
{
λ−1(M sym) : M ∈ Af
}
.
Then the following properties hold:
(i) AF is a C∞-stratification of domF comprised of connected manifolds,
(ii) F is C∞-partly smooth relative to each set λ−1(M sym) ∈ AF .
(iii) The assignment JF : P(Sn) → P(Sn) restricts to an invertible mapping
JF : AF → AF ∗ with inverse given by the restriction of JF ∗ .
(iv) The following diagram commutes:
That is, the equation (λ−1 ◦ Jf )(M sym) = (JF ◦ λ−1)(M sym) holds for every set
M sym ∈ Asymf .
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Proof. In light of Lemma 8.4.5, each set M sym ∈ Asymf is a symmetric C∞ man-
ifold. The fact that AF is a C∞-stratification of domF now follows from
the transfer principle for stratifications [50, Theorem 4.8], while the fact that
each manifold λ−1(M sym) is connected follows immediately from Lemma 8.4.5.
Moreover, from Theorem 8.3.15, we deduce that F isC∞-partly smooth relative
to each set in AF .
Consider now a set M sym ∈ Asymf for some M ∈ Af . Then we have:
JF (λ−1(M sym)) =
⋃
X∈λ−1(Msym)
ri ∂F (X)
=
⋃
X∈λ−1(Msym)
{UT (Diag v)U : v ∈ ri ∂f(λ(X)) and U ∈ OnX},
and concurrently,
λ−1(Jf (M sym)) = λ−1
( ⋃
x∈Msym
ri ∂f(x)
)
=
⋃
x∈Msym, v∈ri ∂f(x)
On.(Diag v).
We claim that the equality λ−1(Jf (M sym)) = JF (λ−1(M sym)) holds. The in-
clusion “⊃” is immediate. To see the converse, fix a point x ∈ M sym, a vec-
tor v ∈ ri ∂f(x), and a matrix U ∈ On. We must show V := UT (Diag v)U ∈
JF (λ−1(M sym)). To see this, fix a permutation σ ∈ Σ with σx ∈ Rn≥, and observe
UT (Diag v)U = (AσU)T (Diagσv)AσU,
where Aσ denotes the matrix representing the permutation σ. Define a matrix
X := (AσU)
T (Diagσx)AσU . Clearly, we have V ∈ ri ∂F (X) andX ∈ λ−1(M sym).
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This proves the claimed equality. Consequently, we deduce that the assignment
JF : P(Sn)→ P(Sn) restricts to a mapping JF : AF → AF ∗ , and that the diagram
commutes. Commutativity of the diagram along with the fact that Jf∗ restricts
to be the inverse of Jf : Asymf → Asymf∗ implies that JF ∗ restricts to be the inverse
of JF : AF → AF ∗ .
Example 8.4.7 (Constant rank manifolds). Consider the closed convex cones
of positive (respectively negative) semi-definite matrices Sn+ (respectively Sn−).
Clearly, we have equality Sn± = λ−1(Rn±). Define the constant rank manifolds
M±k := {X ∈ Sn± : rankX = k}, for k = 0, . . . , n.
Then using Theorem 8.4.6 one can easily check that the manifoldsM±k andM
∓
n−k
are dual to each other under the conjugacy correspondence δSn+
∗←→ δSn− .
8.5 Extensions to nonsymmetric matrices
Consider the space of n×m real matricesMn×m, endowed with the trace inner-
product 〈X, Y 〉 = tr (XTY ), and the corresponding Frobenius norm. We will let
the groupOn,m := On ×Om act onMn×m simply by defining
(U, V ).X = UTXV for all (U, V ) ∈ On,m and X ∈Mn×m.
Recall that singular values of a matrix A ∈ Mn×m are defined to be the
square roots of the eigenvalues of the matrix ATA. The singular value mapping
σ : Mn×m → Rm is simply the mapping taking each matrix X to its vector
(σ1(X), . . . , σm(X)) of singular values in non-increasing order. We will be inter-
ested in functions F : Mn×m → R that are invariant under the action of On,m.
Such functions F can necessarily be represented as a composition F = f ◦ σ,
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where the outer-function f : Rm → R is absolutely permutation-invariant, mean-
ing invariant under all signed permutations of coordinates. As in the symmetric
case, it is useful to localize this notion. Namely, we will say that a function f
is locally absolutely permutation-invariant around a point x¯ provided that for each
signed permutation σ fixing x¯, we have f(σx) = f(x) for all x near x¯. Then
essentially all of the results presented in the symmetric case have natural ana-
logues in this setting (with nearly identical proofs).
Theorem 8.5.1 (The nonsymmetric case: lifts of manifolds). Consider a matrix
X¯ ∈Mn×m and a setM ⊂ Rm that is locally absolutely permutation-invariant around
x¯ := σ(X¯). Then M is a C∞ manifold around x¯ if and only if the set σ−1(M) is a C∞
manifold around X¯ .
Proposition 8.5.2 (The nonsymmetric case: lifts of identifiable sets). Consider
a lsc f : Rm → R and a matrix X¯ ∈ Mn×m. Suppose that f is locally absolutely
permutation-invariant around x¯ := σ(X¯) and consider a subset M ⊂ Rm that is
locally absolutely permutation-invariant around x¯. Then M is identifiable (relative
to f ) at x¯ for v¯ ∈ ∂f(x¯), if and only if σ−1(M) is identifiable (relative to f ◦ σ) at
X¯ for UT (Diag v¯)V ∈ ∂(f ◦ σ)(X¯), where (U, V ) ∈ On,m is any pair satisfying
X¯ = UT (Diagσ(X¯))V .
Theorem 8.5.3 (The nonsymmetric case: lifts of partly smooth manifolds). Con-
sider a lsc function f : Rm → R and a matrix X ∈ Mn×m. Suppose that f is locally
absolutely permutation-invariant around x¯ := σ(X¯). Then f is C∞-partly smooth at
x¯ relative to M if and only if f ◦ σ is C∞-partly smooth at X¯ relative to σ−1(M).
It is unknown whether the analogue of the latter theorem holds in the case of
Cp partial smoothness, where p <∞. This is so because it is unknown whether
a nonsymmetric analogue of [38, Theorem 4.21] holds in case of functions that
199
are differentiable only finitely many times.
Finally, we should note that Section 8.4 also has a natural analogue in the
nonsymmetric setting. For the sake of brevity, we do not record it here.
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