Geometric phase through spatial potential engineering by Cusumano, Stefano et al.
Geometric phase through spatial potential engineering
Stefano Cusumano,1, ∗ Antonella De Pasquale,1, 2, 3 and Vittorio Giovannetti1
1NEST, Scuola Normale Superiore and Istituto Nanoscienze-CNR, I-56127 Pisa, Italy
2Dipartimento di Fisica e Astronomia, Universita´ di Firenze, I-50019, Sesto Fiorentino (FI), Italy
3INFN Sezione di Firenze, via G.Sansone 1, I-50019 Sesto Fiorentino (FI), Italy
We propose a spatial analog of the Berry’s phase mechanism for the coherent manipulation of
states of non-relativistic massive particles moving in a two-dimensional landscape. In our con-
struction the temporal modulation of the system Hamiltonian is replaced by a modulation of the
confining potential along the transverse direction of the particle propagation. By properly tuning the
model parameters the resulting scattering input-output relations exhibit a Wilczek-Zee non-abelian
phase shift contribution that is intrinsically geometrical, hence insensitive to the specific details of
the potential landscape. A theoretical derivation of the effect is provided together with practical
examples.
In recent years a strong demand for developing quan-
tum engineering [1–3] procedures has been fostered by
the huge technological development requiring faster and
more efficient circuits and transistors, but also by the
first prototypes of quantum computers. As the main re-
source for quantum supremacy ultimately relay on the
amount of quantum coherence one can store on a sys-
tem, the ability to design control schemes that allow for
its manipulation becomes of paramount importance [4].
A possibility in this direction is presented by applica-
tions of the non-abelian generalization [5] of the Berry
phase mechanism [6]. In these approaches [7–17] a tar-
get (state independent) transformation is implemented
by driving the system Hamiltonian along a closed path
in the control parameter space either adiabatically as in
the original proposal [6], or nonadiabatically [18]. The re-
sulting operation (typically referred to as holonomy) has
an intrinsic geometrical character [19, 20] that makes it
resilient to local fluctuations [21, 22], hence offering an
attractive alternative to quantum error-correction tech-
niques [23, 24].
Inspired by the above approaches we present here
a proposal for the coherent manipulation of a non-
relativistic massive particle A through holonomies ob-
tained by properly engineering the potential landscape it
experiences when traveling through a scattering region.
Although the scheme can be in principle applied to arbi-
trary spatial configurations, we shall focus on 2D geome-
tries (see Fig. 1) where desired potential profiles with
a high degree of accuracy and low numbers of impuri-
ties can be easily achieved in semiconductor platforms,
either by direct nanofabrication [25–29], or via external
gate potential techniques. As a further simplification,
the kinetic energy of the incoming particle will be taken
to be the largest of the model. While not being essential,
this assumption allows us to isolate in the solution of the
Schro¨dinger equation the geometric term (the holonomy)
from an irrelevant dynamical phase.
The model:– Let A be a non-relativistic particle of
mass m, propagating in the xy-plane, under the action
of a scattering potential V (xˆ, yˆ), so that the resulting
x
y
Vˆ (xˆ, yˆ)
ei
p0
~ y
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FIG. 1. (Color online) Pictorial representation of a 2D po-
tential landscape. As the particle A is moving forward along
the longitudinal y axis, it sees a varying potential along the
transverse axis x defined by the scattering potential V (xˆ, yˆ).
Hamiltonian is Hˆ :=
pˆ2x
2m +
pˆ2y
2m + V (xˆ, yˆ). As shown in
Fig. 1 we assume A to enter the setup with assigned en-
ergy E corresponding to an input state that, far away
from the scattering center in the negative y direction,
is described by an impinging plane-wave with assigned
momentum p0 > 0 which sets the largest energy scale
in the system (i.e. Ekin := p
2
0/(2m) ' E): adopting
the scattering formalism we analyze the dynamics of the
particle by looking for solutions of the time-independent
Schro¨dinger equation Hˆ |ψE〉 = E |ψE〉 that are compat-
ible with the chosen boundary conditions. Moving to a
representation with respect to the y coordinate, we hence
cast this equation in the form
− ~22m∂2y |ψE(y)〉+ hˆy(xˆ) |ψE(y)〉 = E |ψE(y)〉 , (1)
with |ψE(y)〉 := 〈y|ψE〉 being the transverse wavevector
component for fixed longitudinal position (|y〉 being the
eigenstate of the of the position operator yˆ). In Eq. (1)
the self-adjoint operator hˆy(xˆ) :=
pˆ2x
2m+Vy(xˆ) is the trans-
verse Hamiltonian where Vy(xˆ) := V (xˆ, y) is obtained by
replacing in V (xˆ, yˆ) the operator yˆ with its eigenvalue y.
Therefore, from now on y will be treated as a real vari-
able, while xˆ is still an operator. Without loss of gener-
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2ality in what follows we shall assume the parametric de-
pendence upon y of Vy(xˆ) to be mediated via a collection
of (real) control functions, which we represent collectively
as components of the vector ~Ry := (R
(1)
y , R
(2)
y , · · · ), i.e.
Vy(xˆ) = V0(xˆ; ~Ry) . (2)
For the sake of simplicity, we shall then assume hˆy(xˆ)
to have discrete spectrum, for instance forcing the po-
tential Vy(xˆ) to induce local transverse confinement for
all values of y. Thus, for fixed y, we identify the
eigenvectors of hˆy(xˆ) with the discrete orthonormal set
{|φ(`)y 〉; ` = 0, 1, 2, · · ·}, the associated eigenvalues being
the quantities E
(`)
y :=
~2
2m
(`)
y , which we assume to be in
increasing order with respect to the index `. Decompos-
ing hence |ψE(y)〉 as |ψE(y)〉 =
∑
` C
(`)
y |φ(`)y 〉 with C(`)y
being complex amplitudes, and introducing the rescaled
energy  := 2m~2 E, without any approximations , as shown
in Sec. II of Supplemental Material (SM) we can recast
Eq. (1) as:
(∂y +Ky)
2
Cy + (− Ωy)Cy = 0 , (3)
where Cy is the column vector of components
(C
(0)
y , C
(1)
y , C
(2)
y , · · · ), and Ωy is an Hermitian matrix
with elements [Ωy]``′ := 
(`)
y δ``′ , δ``′ being the Kronecker
delta. In the above expression Ky = −K†y is a real anti-
Hermitian matrix which ultimately triggers the coupling
among the various components of Cy with an intensity
that scales with the inverse of the gaps of the associated
local energies E
(`)
y , i.e.
[Ky]``′ = 〈φ(`)y |∂yφ(`
′)
y 〉 =
〈φ(`)y |
(
∂yVy(xˆ)
)|φ(`′)y 〉
E
(`′)
y − E(`)y
(1−δ``′) ,
(4)
see Secs. I and II of the SM for details. As in Refs. [30–33]
the presence of Ky can be thought as arising via minimal
coupling from a non-abelian vector potential: accordingly
it can be gauged away through the action of the uni-
tary mapping induced by the path-ordered exponential
UY0→y := P exp
[
− ∫ y
Y0
Ky′dy
′
]
, Y0 being the longitudi-
nal coordinate defining the beginning of the scattering
region. Specifically by setting Cy = UY0→y C˜y we can
rewrite (3) as the following spinor 1D Schro¨dinger equa-
tion
∂2yC˜y + (− Ω˜y)C˜y = 0 , (5)
with Ω˜y := U†Y0→yΩyUY0→y holding the same spectrum
of Ωy and playing the role of an effective potential. For
sufficiently smooth potential modulations and assuming
 (hence the rescaled kinetic component of the incoming
particle Ekin) to be the largest energy scale in the system,
Eq. (5) admits solutions which, according to the Wentzel-
Kramers-Brillouin (WKB) approximation method [34],
read C˜y =W(+)y A+W(−)y B, with the vectorsA, B being
determined by the boundary conditions of the problem
and with the matrices W(±)y describing respectively the
left-to-right and right-to-left propagations of the particle
in the sample – see Sec. III of the SM for details. In par-
ticular in the very large  limit, i.e  (`)y for all y and
for all the energy levels 
(`)
y involved in the process, we
can safely conclude that all 
(`)
y will yield approximately
the same phase whose leading contribution can be ex-
pressed as W(±)y ' e±i
√
(y−Y0). In other words, W(±)y
will explicitly depend upon the length of the integration
domain, and as it will be clarified in the next section,
contribute to the final solution with an irrelevant global
phase [see (6)].
Holonomy:– Consider now the case where the parti-
cle A propagates from left-to-right in a scattering re-
gion located in the spatial domain I := [Y0, Y ]. Setting
A = CY0 , B = 0 we can then express the solution of
Eq. (3) at y = Y as
CY = UY0→YW(+)Y CY0 , (6)
which, excluding the presence of the counter-propagating
contribution W(−)Y , formally accounts on neglecting re-
flection effects induced by the scattering region (a regime
we can always achieve for large enough values of ). The
term UY0→Y has a purely holonomic character, introduc-
ing a geometrical non-abelian phase shift in the model.
To see this explicitly notice that from Eq. (2) it follows
that the y-functional dependence of the vectors |φ(`)y 〉 is
fully mediated by the vector ~Ry, i.e.
|φ(`)y 〉 = |φ(`)~Ry 〉 . (7)
Hence the matrix Ky can be equivalently expressed as
Ky = ~K(~Ry) · ∂y ~Ry , [ ~K(~R)]``′ := 〈φ(`)~R |~∇~Rφ
(`′)
~R
〉, (8)
which formally represents the Berry connection of the
model [6]. Assume hence that the trajectory R :=
{~Ry}y∈[Y0,Y ] followed by the vector ~Ry in the control pa-
rameters space forms a closed curve (i.e. ~RY = ~RY0). We
can then use Eq. (8) to write UY0→Y as a path-ordered
integral of the vector field ~K(~R) along R, i.e.
UY0→Y = U(R) := P exp
[
−
∮
R
d~R · ~K(~R)
]
, (9)
which no longer depends upon the “speed” ∂y ~R of the
longitudinal variation of the potential, making manifest
the geometrical nature of the resulting operation. No-
tice that invoking the non-abelian version of the Stokes
theorem [35], the above expression can also be cast into
a surface integral associated with the curvature tensor
of ~K(~R), see [36] and references therein. The resulting
formula, while being more evocative, is possibly less in-
formative and we report it only in Sec. IV of the SM.
3Two-dimensional models:– To be more quantitive we
now focus on the case where the dynamics can be reduced
to a two folds Hilbert subspace spanned, say, only by the
eigenstates |φ(0)y 〉, |φ(1)y 〉 of the transverse Hamiltonian
hˆy(xˆ). From Eqs. (3) and (4) this is guaranteed provided
that two conditions are satisfied: i) ∆y := 
(1)
y − (0)y is
the smallest energy gap for all y, such that [Ky]``′ results
negligible for all the other choices of `, `′; ii) Vy(xˆ) is a
sufficiently slowly varying function of y so as to avoid
unwanted couplings with other energy levels (a condition
which is in agreement with the WKB approximation we
already assumed). Accordingly we can now write Ωy :=
ωyI −∆yσ3/2, where I is the 2× 2 identity matrix while
σ3 :=
[
1 0
0 −1
]
, and where ωy := (
(1)
y + 
(0)
y )/2. Most
importantly, Ky reduces to a 2 × 2 matrix proportional
to the second Pauli matrix σ2 :=
[
0 −i
i 0
]
, i.e.
Ky = iλyσ2 , λy = λ
∗
y := 〈φ(0)y |∂yφ(1)y 〉 , (10)
which produces trivial auto-commutators [Ky,Ky′ ] =
0 for all y, y′. Accordingly the expression for UY0→y
simplifies to the following SU(2) rotation UY0→y =
exp[−iαyσ2], where αy :=
∫ y
Y0
dy′λy′ . In particular, for
y = Y , this allows us to write (9) as
U(R) = e−iασ2 , (11)
with
α :=
∮
R
d~R · ~λ(~R) =
∫
S
d~S ·
(
~∇~R × ~λ(~R)
)
, (12)
where exploiting (7) we write ~λ(~R) := 〈φ(`0)~R |~∇~R|φ
(`1)
~R
〉,
and where in the second identity, following from the stan-
dard (abelian) version of the Stokes theorem [36, 37], the
integral is performed on a regular surface S of the con-
trol parameter space which admits R as bounding curve.
Inserting this into Eq. (5) finally gives
∂2yC˜y + [(− ωy)I + ∆yσ˜3/2]C˜y = 0 , (13)
with σ˜3 = e
iαyσ2σ3e
−iαyσ2 . Assuming now, as for the
general case discussed in the previous section,  to be
the largest energy scale in the system, i.e. imposing 
|ωy| , |∆y|, the above equation can be integrated under
WKB approximation yielding W(±)Y ' e±i
∫ Y
Y0
√
−ωy′dy′
which, although constituting a refinement of the solution
W(±)Y ' e±i
√
(Y−Y0), still acts on CY0 as an irrelevant
global phase shift. Accordingly from (6) we can conclude
that when emerging from the scattering region the trans-
verse component of the wave function of A gets modified
via the holonomic rotation (11), resulting in the following
one-qubit gate transformation
|ψE(Y0)〉 = a|φ(0)y 〉+ b|φ(1)y 〉 →
→ |ψE(Y )〉 ' ei
∫ Y
Y0
√
−ωy′dy′
[
(a cosα− b sinα)|φ(0)y 〉
+(b cosα+ a sinα)|φ(1)y 〉
]
, (14)
L/a
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(a)
(b)
V0 =
9⇡2~2
2ma2
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FIG. 2. (a) Sketch of the structured infinite well potential
Vy(x) = V~Ry (x) discussed in the text. The model is charac-
terized by a two-dimensional control vector ~Ry = (L(y), w(y))
with the positive quantities L(y) and w(y) carring the y-
dependence. For assigned ~R, V~R(x) exhibit a potential step
of constant height V0 = 9pi
2~2/(2ma2) and width L located
at fixed distance a/2 from the left border of an infinite well
that contains it. The total length of the infinite well is also
variable and equal to D = a + L + w. (b) Plot of the first
three energy levels E0, E1 and E2 of the model (see Eq. (1))
as a function of L and w for fixed a. Here the energies are
measured in unit of ~2/(2ma2) while the controls in units of a.
a and b being arbitrary complex amplitudes. As a fi-
nal remark notice that, since α does not bear any func-
tional dependence upon the input energy , the effect can
be easily generalized to the cases where the longitudinal
component of the incoming wave function of A is a wave
packet given by the superposition of plane waves involv-
ing with different kinetic energies, as long as the latter
are much larger than the energy gap between the two
levels on which the holonomy acts.
As already observed, having [Ky,Ky′ ] = 0 greatly sim-
plifies the calculations. The drawback is that under this
condition all the generated holonomy will commute hence
allowing us only to span an abelian subgroup of all pos-
sible unitaries of the system. As discussed explicitly in
Sec. V of the SM this limitation however can be over-
come by concatenating in series different modulation re-
gions where the spatial potential selectively couple dif-
ferent pairs of energy levels, e.g. first 
(0)
y and 
(1)
y then

(0)
y and 
(2)
y etc., introducing hence extra generators for
the holonomy which do not commute.
Example:– To test the construction described in the
previous section we consider the case of a structured in-
finite potential well Vy(x) = V~Ry (x) characterized by a
two dimensional control vector ~Ry with cartesian compo-
nents R
(1)
y := L(y) and R
(2)
y := w(y) associated with two
positive spatial parameters. Specifically we assume the
width of the infinite well to be variable and expressed as
4|h (`)~R @L| 
(`0)
~R
i|a2
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FIG. 3. Plot of |〈φ(`)~R |∂Lφ
(`′)
~R
〉|a2 in the control plane (L,w):
(`, `′) = (0, 1) (yellow surface) and (1, 2), (0, 2) (blue surface,
the differences between the two being not observable). In-
set: Plot of the matrix elements |K``′ | when moving along
a rectangular path R with ~Rin = (0.35a, 0) and ~Rfin =
(0.5a, 0.02a)– see inset of Fig. 4; s being the length of the
path along the trajectory expressed in unit of a. When w is
changed all the matrix elements are null, corresponding to the
intervals [0, 1/4] and [1/2, 3/4], while as L is changed (corre-
sponding to the intervals [1/4, 1/2], [3/4, 1]) we can observe
how [K]01 is always far larger than [K]12 and [K]02.
D(y) = a + L(y) + w(y) with a being a fixed constant.
Inside the well we also assume to add a finite potential
barrier of width L(y) having constant hight V0 :=
9pi2~2
2ma2
and located at distance a/2 from the left-most infinite
wall, see Fig. 2(a). For w(y) = 0, Vy(x) corresponds to a
stretchable potential [38] exhibiting a third energy level
eigenvalue constantly equal to V0 which does not depend
upon the selected value of L(y). The energy landscape
associated with the first three levels obtained by solv-
ing Eq. (1) is reported in Fig. 2 (b) as a function of the
control parameters. We notice that as long as we pre-
vent the ratio w(y)/a to be above ∼ 0.05 the energy
gap between the first two levels is much smaller than
the one between these levels and the third, so that we
are ensured that the matrix elements [Ky]``′ are negli-
gible for `, `′ > 2 – see Fig. 3. Moreover, in this re-
gion the energy gap between the ground state and the
first excited level is also very small, ensuring that un-
der WKB approximation the dynamical contribution to
the system evolution will not add extra coupling terms
that compete with the holomony. Therefore following the
analysis of the previous section, we can safely consider
the Hilbert space as two fold and compute the holon-
omy as in Eq. (14). We also observe that for the se-
lected model, the second component of the vector ~λ(~R)
entering (12) is always identically null, yielding ~λ(~R) =
(〈φ(0)~R |∂Lφ
(1)
~R
〉, 0). Indeed we have 〈φ(0)~R |∂wφ
(1)
~R
〉 = 0 as
it depends on the variation of the wave functions at
the extremal point x = a + L + w where the boundary
conditions force both the wave functions to be exactly
null. Moreover, in Sec. VI of SM we have shown that
↵
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(Lin, win)
<latexit sha1_base64="bzNjOwa9iSExdVwb6xEiSbmK2xY=">AAACBnicbVDLSsNAFJ3UV62vqEsRgkWoICWx4mNXdOPCRQX7gDaEyXTaDp08mLlRS8jKjb/ixoUibv0Gd/6Nk7RIfRw YOHPOvcyc44acSTDNTy03Mzs3v5BfLCwtr6yu6esbDRlEgtA6CXggWi6WlDOf1oEBp61QUOy5nDbd4XnqN2+okCzwr2EUUtvDfZ/1GMGgJEffLl06cQfoHcTMT5L92+nbnqMXzbKZwfhLrAkpoglqjv7R6QYk8qgPhGMp25YZgh1jAYxwmhQ6kaQhJkPcp21FfexRacdZjMTYVUrX6AVCHR+MTJ3eiLEn5chz1aSHYSB/e6n4n9eOoHdiq0RhBNQn44d6ETcgMNJOjC4TlAAfKYKJYOqvB hlggQmo5gpZCacpjr4j/yWNg7JVKVeuDovVs0kdebSFdlAJWegYVdEFqqE6IugePaJn9KI9aE/aq/Y2Hs1pk51N9APa+xdVcJnS</latexit>
wfin
<latexit sha1_base64="82ov/87x3c+XsJmis1+GkIGpFFY=">AAAB9XicbVBNS8NAEN3Ur1q/qh69LBbBU0mt+HErevFYwdZCG8tmu2mXbjZhd2ItIf/Diwd FvPpfvPlv3KRB1Ppg4PHeDDPz3FBwDbb9aRUWFpeWV4qrpbX1jc2t8vZOWweRoqxFAxGojks0E1yyFnAQrBMqRnxXsFt3fJn6t/dMaR7IG5iGzPHJUHKPUwJGupv04x6wB4g9LpOkX67YVTsDnie1nFRQjma//NEbBDTymQQqiNbdmh2CExMFnAqWlHqRZiGhYzJkXUMl8Zl24uzqBB8YZYC9QJmSgDP150RMfK2nvms6fQIj/ddL xf+8bgTemRNzGUbAJJ0t8iKBIcBpBHjAFaMgpoYQqri5FdMRUYSCCaqUhXCe4uT75XnSPqrW6tX69XGlcZHHUUR7aB8doho6RQ10hZqohShS6BE9oxdrYj1Zr9bbrLVg5TO76Bes9y+ftZNh</latexit>
Lfin
<latexit sha1_base64="Lnr5BjquFlbA5G+BWvo03NMsH58=">AAAB9XicbVDLSsNAFJ3UV62vqks3g0VwVVIVH7uiGxcuKtgHtLFMppN26GQSZm7UEvIfblwo4tZ/ceffOEmDqPXAhcM593LvPW 4ouAbb/rQKc/MLi0vF5dLK6tr6Rnlzq6WDSFHWpIEIVMclmgkuWRM4CNYJFSO+K1jbHV+kfvuOKc0DeQOTkDk+GUrucUrASLdX/bgH7AFij8sk6ZcrdtXOgGdJLScVlKPRL3/0BgGNfCaBCqJ1t2aH4MREAaeCJaVepFlI6JgMWddQSXymnTi7OsF7RhlgL1CmJOBM/TkRE1/rie+aTp/ASP/1UvE/rxuBd+rEXIYRMEmni7xIYAhwGgEecMUoiIkhhCpubsV0RBShYIIqZSGcpTj+fnmWtA6qtcPq4fVR pX6ex1FEO2gX7aMaOkF1dIkaqIkoUugRPaMX6956sl6tt2lrwcpnttEvWO9fXFqTNg==</latexit>
R
<latexit sha1_base64="n+IPO9XD42Je9/qzca8tNrILwPA=">AAAB73icbVDLSs NAFL2pr1pfVZduBovgqiS2+NgV3bisYh/QhjKZTtqhk0mcmQgl9CfcuFDErb/jzr9xkgZR64ELh3Pu5d57vIgzpW370yosLa+srhXXSxubW9s75d29tgpjSWiLhDyUXQ8ry pmgLc00p91IUhx4nHa8yVXqdx6oVCwUd3oaUTfAI8F8RrA2UjfpE8zR7WxQrthVOwNaJE5OKpCjOSh/9IchiQMqNOFYqZ5jR9pNsNSMcDor9WNFI0wmeER7hgocUOUm2b0z dGSUIfJDaUpolKk/JxIcKDUNPNMZYD1Wf71U/M/rxdo/dxMmolhTQeaL/JgjHaL0eTRkkhLNp4ZgIpm5FZExlphoE1EpC+Eixen3y4ukfVJ1atXaTb3SuMzjKMIBHMIxOHAG DbiGJrSAAIdHeIYX6956sl6tt3lrwcpn9uEXrPcv03iP9w==</latexit>
FIG. 4. Geometric phase (12) obtained following a rectan-
gular closed path R in the (L,w)-plane specified by the ex-
tremal points ~Rin = (Lin, win) → (Lin, wfin) → (Lfin, wfin) →
(Lfin, win) → ~Rin, see inset. The plot refers to the case where
we keep fixed Lin = 0.3a and win = 0, while spanning on Lfin
and win.
the only non-zero component of ~λ(~R) can be expressed
as 〈φ(0)~R |∂Lφ
(1)
~R
〉 = − 9pi2a2
φ
∗(0)
~R
(a2 +L)φ
(1)
~R
(a2 +L)

(1)
~R
−(0)
~R
, where for
` = 0, 1, φ
(`)
~R
(x) and 
(`)
~R
represent the `-th eigenfunction
and the associated (rescaled) eigenenergy of the Hamil-
tonian
pˆ2x
2m + V~R(xˆ). Hence the geometric phase (12)
computed along the rectangular paths shown in the in-
set of Fig. 4 can be expressed as α = θ(wfin) − θ(win),
with θ(w) being the line integral defined as θ(w) :=
9pi2
a2
∫ Lfin
Lin
dL φ
∗(0)
~R
(
a
2 + L
)
φ
(1)
~R
(
a
2 + L
)
/(
(1)
~R
− (0)~R ). As
shown in Fig. 4 though moving in a small region of pa-
rameters space, we are able nonetheless to obtain a wide
range of values of α.
Conclusions and outlook:– Exploiting the spatial ana-
logue of Berry phase we have shown how it is possible
through spatial potential engineering to induce a geomet-
rical phase on the internal state of a traveling particle.
In our analysis we assume that the kinetic energy of the
particle is much larger than the relevant energy levels of
the system and the energy scale associated with the po-
tential modulation. This allows us to separate two main
contributions in the solution of the time-independent
Schro¨dinger equation: one which has a purely holonomic
character, and a dynamical one which amounts to an ir-
relevant global phase. The proposed scheme might be
envisioned as useful resource in the context of solid state
devices quantum computing where potential profiles en-
gineering has nowadays reached a sufficient level of pre-
cision needed for such applications. On the theoretical
side it would be interesting to investigate how the pres-
ence of dissipation and particle interactions influence the
appearance of a geometrical phase.
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SUPPLEMENTAL MATERIAL
The presented material is organized as follows: In
Sec. we discuss some basic properties of the matrix Ky
defined in Eq. (4) of the main text. In Sec. we give an
explicit derivation of Eq. (3) of the main text. In Sec. we
rewrite the holonomy operator (9) in terms of the curva-
ture tensor of the model. In Sec. we discuss the energy
scale of the model and the WKB approximation [34]. In
Sec. we give some technical details on the computation
of the holonomy for the case of infinite confining pote-
tial. In Sec. we present an example of a non trivial
non-Abelian holonomy construction for three levels.
Properties of the Ky matrix
As anticipated in the main text the matrix Ky is ex-
plicitly anti-Hermitian, i.e.
K†y = −Ky . (S1)
This property is fundamental for ensuring the unitarity
of the associated holonomic transformation, i.e. the op-
erator
UY0→y = P exp
[
−
∫ y
Y0
Ky′dy
′
]
=
∞∑
n=0
(−1)n
∫ y
Y0
dy1
∫ y1
Y0
dy2 · · ·
∫ yn−1
Y0
dynKy1Ky2 · · ·Kyn . (S2)
which by construction fullfils the identity
∂yUY0→y = −KyUY0→y . (S3)
Equation (S1) is a direct consequence of the orthogonal-
ity conditions of the eigenvectors {|φ(`)y 〉; ` = 0, 1, 2, · · ·},
2i.e.
〈φ(`)y |φ(`
′)
y 〉 = δ`,`′ , (S4)
which, upon differentiation with respect to y gives
[Ky]``′ = 〈φ(`)y |∂yφ(`
′)
y 〉 = −〈∂yφ(`)y |φ(`
′)
y 〉
= −〈φ(`′)y |∂yφ(`)y 〉∗ = −[Ky]∗`′` . (S5)
Notice also that thanks to the fact that
{|φ(`)y 〉; ` = 0, 1, 2, · · ·} form a complete basis, we
have
[K†yKy]``′ =
∑
`′′
[K†y]``′′ [Ky]`′′`′ =
∑
`′′
[Ky]
∗
`′′`[Ky]`′′`′
=
∑
`′′
〈φ(`′′)y |∂yφ(`)y 〉∗〈φ(`
′′)
y |∂yφ(`
′)
y 〉
=
∑
`′′
〈∂yφ(`)y |φ(`
′′)
y 〉〈φ(`
′′)
y |∂yφ(`
′)
y 〉
= 〈∂yφ(`)y |∂yφ(`
′)
y 〉 . (S6)
We can further observe that all the matrix elements
[Ky]``′ (and hence the [Jy]``′ are real), i.e.
[Ky]``′ = [Ky]
∗
``′ , (S7)
which together with Eq. (S5) implies that its diagonal
term are all null, i.e.
[Ky]`` = 0 , ∀`. (S8)
The property (S7) is a consequence of the fact that
|φ(`)y 〉 are eigensolutions of the 1D hamiltonian hˆy(xˆ) :=
pˆ2x
2m + Vy(xˆ). In the x-representation the wave functions
φ
(`)
y (x) := 〈x|φ(`)y 〉 associated with the eigenstates |φ(`)y 〉
can be always taken to be real together with all their
derivative with respect to the parameter y, i.e.
φ(`)y (x) = φ
(`)
y
∗
(x) , ∂kyφ
(`)
y (x) = (∂
k
yφ
(`)
y (x))
∗ . (S9)
From this it then follows that
〈φ(`′)y′ |∂yφ(`)y 〉 =
∫
dx φ
(`′)
y′
∗
(x)∂yφ
(`)
y (x) =
∫
dxφ
(`′)
y′ (x)(∂φ
(`)
y (x))
∗ = 〈∂φ(`)y |φ(`
′)
y′ 〉 = 〈φ(`
′)
y′ |∂φ(`)y 〉∗ , (S10)
which establishes that these quantities must be real for
all `, `′, y and y′ – Eq. (S7) finally follows from this by
simply setting y′ = y.
Exploiting the fact that |φ(`)y 〉 is eigenvector of hˆy(xˆ)
with eigenvalue E
(`)
y we can write
〈φ(`′)y′ |hˆy(xˆ)|φ(`)y 〉 = E`y〈φ(`
′)
y′ |φ(`)y 〉. (S11)
By deriving this expression with respect to y and then
setting y′ = y this finally leads to
[Ky]`′` = 〈φ(`
′)
y |∂yφ(`)y 〉 =
〈φ(`′)y |
(
∂yhˆy(xˆ)
)
|φ(`)y 〉
E
(`)
y − E(`′)y
=
〈φ(`′)y | (∂yVy(xˆ)) |φ(`)y 〉
E
(`)
y − E(`′)y
, (S12)
which holds for all ` 6= `′ and which using Eq. (S8) finally
gives us Eq. (4) of main text.
Derivation of Eq. (3)
Given |ψE(y)〉 solution of Eq. (1) of the main text,
we can expand it in terms of the orthonormal set
{|φ(`)y 〉; ` = 0, 1, 2, · · ·} formed by the egeinsolutions of the
1D Hamiltonian hˆy(xˆ) :=
pˆ2x
2m + Vy(xˆ), i.e. is defined by
the solution
|ψE(y)〉 =
∑
`
C(`)y |φ(`)y 〉 , (S13)
with C
(`)
y := 〈φ(`)y |ψE(y)〉 and
hˆy(xˆ)|φ(`)y 〉 = E(`)y |φ(`)y 〉 . (S14)
Observe then that
〈φ(`)y
∣∣∂2yψE(y)〉 = ∂2yC(`)y +∑
`′
2∂yC
(`′)
y 〈φ(`)y |∂yφ(`
′)
y 〉+
∑
`′
C(`
′)
y 〈φ(`)y |∂2yφ(`
′)
y 〉 = ∂2yC(`)y +
∑
`′
(
2[Ky]``′∂yC
(`′)
y + [Γy]``′C
(`′)
y
)
,
with Ky and Γy the matrices of elements
[Ky]``′ := 〈φ(`)y |∂yφ(`
′)
y 〉 , [Γy]``′ := 〈φ(`)y |∂2yφ(`
′)
y 〉 ,
(S15)
Replacing this into Eq. (1) of the main text gives us the
following set of equations for the coefficient C
(`)
y
∂2yC
(`)
y +
∑
`′
(
2[Ky]``′∂yC
(`′)
y
+ [Γy]``′C
(`′)
y
)
+ 2m~2 (E − E(`)y )C(`)y = 0(S16)
3or, in vectorial form
∂2yCy + 2Ky∂yCy + (Γy + − Ωy)Cy = 0 , (S17)
with  = 2m~2 E and with Ωy the matrix of elements
[Ωy]``′ =
2m
~2 E
(`)
y δ``′ . (S18)
Equation (S17) can finally casted in the form in Eq. (3)
by taking
Γy − ∂yKy −K2y = 0 , (S19)
that follows from the fact that
[Γy − ∂yKy]``′ = 〈φ(`)y |∂2yφ(`
′)
y 〉 − ∂y
(
〈φ(`)y |∂yφ(`
′)
y 〉
)
= −〈∂yφ(`)y |∂yφ(`
′)
y 〉 = [K2y ]``′ , (S20)
where we used (S6) and from Eq. (S1) which implies
K2y = −K†yKy.
Energy scales analysis and WKB approximation
The starting assumption of our analysis is that the
modulations of the transverse confining potential Vy(xˆ)
is such that the matrix Ky of Eq. (4) of the main text
only couples energy levels which are sufficiently close in
energy. In particular we shall assume that there exist
`off ≥ `0 such that
∫ Y
Y0
dy
∣∣∣ 〈φ(`)y |∂yVy(xˆ)|φ(`′)y 〉
E
(`′)
y − E(`)y
∣∣∣ = 2m~2 ∫ Y
Y0
dy
∣∣∣ 〈φ(`)y |∂yVy(xˆ)|φ(`′)y 〉

(`′)
y − (`)y
∣∣∣ 1 , ∀`′ ≤ `0 , ∀` ≥ `off + 1 , (S21)
which can be interpreted as an adiabatic condition for
the modulation of the potential. Accordingly if the par-
ticle enters the scattering region with input states that
have a non zero overlap with only the first `0 low en-
ergy levels (i.e. CY0 ' (C(0)Y0 , C
(1)
Y0
, · · · , C(`0)Y0 , 0, · · · , 0)),
we can focus on solutions of Eq. (5) of the form C˜y '
(C
(0)
y , C
(1)
y , · · · , C(`off )y , 0, · · · , 0) which only involve the
levels up to the cut-off threshold `off set in Eq. (S21), or
equivalently identify all the matrices entering in Eq. (5)
with their `off × `off principal minors associated with the
first `off levels. Of course, to avoid trivial results we
need also to ensure that when evaluated on the relevant
energy levels the right-hand-side quantity of Eq. (S21)
will not be negligible, a condition that, when selection
rules that explicitly impose 〈φ(`)y |∂yVy(xˆ)|φ(`
′)
y 〉 = 0 for
`, `′ ≤ `0 do not hold, can always be enforced under the
quasi-degenerate condition
(`0)y − (0)y  (`off+1)y − (`0)y . (S22)
Our second major assumption is that the kinetic en-
ergy of the particle sets the largest energy scale of the
system, a condition which in view of the above consider-
ations translates into the inequality
 (`)y , (S23)
for all y in the scattering domain and for all the energy
levels which are involved in the solution of the dynam-
ical equation (5), i.e. ` ≤ `off , or equivalently into the
condition
 ‖Ω(y)‖ = ‖Ω˜(y)‖ , (S24)
the last identity following from the fact that Ω(y) and
Ω˜(y) are equivalent under the unitary transformation
UY0→y = P exp
[
− ∫ y
Y0
Ky′dy
′
]
. Thanks to Eq. (S24) we
can now rewrite Eq. (5) as
∂2yC˜y = −κ˜2yC˜y , (S25)
where κ˜y is the positive operator
κ˜y :=
√
− Ω˜(y) = U†Y0→y κy UY0→y , (S26)
κy :=
√
− Ω(y) ,
represents the effective spatially-dependent wave-vectors
describing the longitudinal propagation of the particle
along the sample. For κ˜y = κ˜ constant (a condition which
holds true when the confining potential of the model is
invariant under longitudinal translations ∂yVy(xˆ) = 0),
Eq. (S25) admits the simple plane-wave solution
C˜y = e
iκ˜(y−Y0)A+ e−iκ˜(y−Y0)B , (S27)
with A and B fixed by the boundary conditions of the
problem. An analogous expression applies also if κy is a
sufficiently smooth functions of the coordinate y. Specif-
ically imposing the condition
‖∂yκ˜y‖  ‖κ˜y‖2 , (S28)
we can invoke WKB approximation [34] to write the so-
lution of Eq. (S25) (and hence of Eq. (5) of the main
text) as
C˜y ' W(+)y A+W(−)y B , (S29)
where now W(±)y are the path-ordered exponentials
4W(±)y := P exp
[
±i
∫ y
Y0
κ˜y′dy
′
]
=
∞∑
n=0
(±i)n
∫ y
Y0
dy1
∫ y1
Y0
dy2 · · ·
∫ yn−1
Y0
dynκ˜y1 κ˜y2 · · · κ˜yn , (S30)
which, as anticipated in the main text, at the lowest order
in (S24) can be estimated as the multiplicative phases
W(±)y ' e±i
√
(y−Y0), or as W(±)Y ' e±i
∫ Y
Y0
√
−ωy′dy′ as
reported in the Two-dimensional models section.
Let us now elaborate a bit on Eq. (S28). Notice first
that from Eq. (S26) we get
∂yκ˜y = U†Y0→y (∂yκy − [κy,Ky])UY0→y , (S31)
∂yκy = −∂yΩy
2κy
,
where in writing the second identity we explicitly use the
fact that Ωy (and hence κy and ∂yΩy) are diagonal ma-
trices. This allows us to recast (S28) into the equivalent
form ∥∥∥∂yΩy
κy
+ 2[κy,Ky]
∥∥∥ 2‖κy‖2 . (S32)
Notice that, while the right-hand-side part of the above
expression does not depend upon the first derivative of
Vˆy(xˆ) with respect to the longitudinal coordinate y, both
terms entering in the left-hand-side of the above expres-
sion do. In the case of [κy,Ky] this is directly evi-
dent from Eq. (4). For ∂yΩy this can be easily veri-
fied by observing that [Ωy]``′ = 
(`)
y δ``′ is the diagonal
matrix of elements given by the (rescaled) eigenvalues

(`)
y of the operator hˆy(xˆ) =
pˆ2x
2m + Vy(xˆ). Writing then

(`)
y =
2m
~2 〈φ(`)y |hˆy(xˆ)|φ(`)y 〉 and using Eq. (S5) it follows
that
∂y
(`)
y =
2m
~2 〈φ(`)y |
(
∂yhˆy(xˆ)
)
|φ(`)y 〉
= 2m~2 〈φ(`)y |
(
∂yVˆy(xˆ)
)
|φ(`)y 〉 , (S33)
from which we have
[∂yΩy]``′ =
2m
~2 δ``′ 〈φ(`)y |
(
∂yVˆy(xˆ)
)
|φ(`)y 〉 . (S34)
To translate Eq. (S32) in a more quantitive condition let
us recall (S24) to approximate κy '
√
 and [Ky, κy] ' 0
obtaining ‖∂yΩy‖  23/2 or
|〈φ(`)y |
(
∂yVˆy(xˆ)
)
|φ(`)y 〉| 
~23/2
m
=
√
8mE3
~2
,(S35)
for all y in the domain, and for all ` ≤ `off .
Curvature tensor formula
The exponential operator U(R) appearing in Eq. (9)
of the main text is formally defined as
U(R) = P exp
[
−
∮
R
d~R · ~K(~R)
]
=
∞∑
n=0
(−1)n
∫ ~RY
~R0
d~r1 · ~K(~r1)
∫ ~r1
~R0
d~r2 · ~K(~r2) · · ·
∫ ~rn−1
~R0
d~rn · ~K(~rn) , (S36)
where given j = 0, · · · , n− 1, ~rj := ~Ryj is the element
of the curve R assumed by the control vector ~Ry at the
point y = yj , with y1, y2, · · · yn being coordinate values
in [Y0, Y [ which are ordered so that yj ≥ yj+1. Follow-
ing [35] it can be casted in the form
U(R) = P exp
[
i
2
∫
S
Fi,j(~R) dR(i) ∧ dR(j)
]
, (S37)
where S is any regular surface in the control space which
admits R as bounding curve, where the symbol P remind
us that the integral must be performed under surface-
ordering, and where finally
Fi,j(~R) := i∂K
(j)(~R)
∂R(i)
− i∂K(i)(~R)
∂R(j)
+ i
[
K(i)(~R),K(j)(~R)
]
,
(S38)
is the Berry curvature tensor associated with the vector
field ~K(~R), i.e. see [36] and references therein.
Example of non-Abelian holonomy
Herewith we provide an example of how to generate
an holonomy within a subgroup of SU(3) exploiting a
proper concatenation of non-commuting transformations.
To this end let us consider the setting presented in Fig. S1
which exhibits two independent regions of modulation of
the control parameters space. In our analysis we shall
assume that in this scenario, the conditions (S21), (S22),
(S23), and (S35) detailed in Sec. of the Supplemental
Material hold true having set `0 = `off = 2, i.e. having
identified the relevant energy levels with the three lowest
ones.
The first modulation region from the bottom is sym-
metric along the x-axis (with respect to the y-axis) thus
implying that the elements of the matrix [Ky]``′ of Eq. (4)
5L
L D(y)D′ (y)
D(y)D(y)
x
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FIG. S1. Example of two geometric paths generating an
holonomy: white and grey regions represent respectively the
areas where the potential is zero and infinite, respectively.
A particle entering the potential landscape from the bottom
will first undergo a unitary transformation involving |φ(0)y 〉
and |φ(2)y 〉, since symmetry constraints imply zero coupling
between the groundstate and the first excited state (and also
between |φ(1)y 〉 and |φ(2)y 〉). Then, the particle goes through
an asymmetric landscape potential, inducing a gate which in-
volves only levels |φ(0)y 〉 and |φ(1)y 〉. Therefore, since the gen-
erators of two transformations do not commute, the overall
gate induces is a non-abelian holonomy.
of the main text that connect states |φ(`)y 〉, |φ(`
′)
y 〉 with dif-
ferent parities (e.g. (`, `′) = (0, 1) or (1, 2)) are null. This
guarantees that the associated holonomy will involve only
the even energy levels (`, `′) = (0, 2) with a contribution
of the form eiα
′σ(0,2)2 where σ
(`,`′)
2 indicates the second
Pauli operator acting on levels (`, `′) and α′ being com-
puted as in Eq. (13) of the main text. Next, the particle
enters the second modulation region which is asymmet-
ric along x and fulfils the same conditions we fixed in the
section Two-dimensional models of the main text there-
fore coupling the groundstate |φ(0)y 〉 with the first excited
level |φ(1)y 〉 via the gate defined in Eq. (11) of the main
text. The overall transformation will be therefore given
by:
UY0→Y = eiασ
(0,1)
2 eiα
′σ(0,2)2 . (S39)
Since σ
(0,1)
2 and σ
(0,1)
2 do not commute, the holonomy
described in Eq. (S39) generate a non-Abelian subgroup
of SU(3).
Details on the Holomomy calculation for the
structured, infinite potential well
Following the same derivation that leads to Eq. (4) we
can express the matrix [ ~K(~R)]``′ of Eq. (8) as
〈φ(`)~R |~∇~Rφ
(`′)
~R
〉 =
〈φ(`)~R |
(
~∇~RV~R(xˆ)
)|φ(`′)~R 〉
E
(`′)
~R
− E(`)~R
(1− δ``′) .
(S40)
where for ` = 0, 1, φ
(`)
~R
(x) and 
(`)
~R
represent the `-th
eigenfunction and the associated (rescaled) eigen-energy
of the Hamiltonian
pˆ2x
2m +V~R(xˆ), the vector
~R encoding as
usual the full dependence upon the longitudinal axis y.
To proceed with the analysis we find it useful to replace
the structured, infinite potential well of Fig. 2 (a) with
a regularized version that lives on the whole real axis.
Specifically we consider the potential V
(κ)
y (x) = V
(κ)
~Ry
(x)
where, indicating with L and w the cartesian components
of the control vector ~R = (L,w), we define
V
(κ)
~R
(x) := V0
[
Θ(x− a/2)−Θ(a/2 + L− x) + κf(x)Θ(−x) + κf(x− a− L− w)Θ(x− a− L− w)
]
. (S41)
In the above expression Θ(x) is the Heaviside step func-
tion, where f(x) is any regular function that nullifies
in x = 0 and strictly positive everywhere else (e.g.
f(x) = 1 − e−(x/a)4), and where finally κ  1 is the
regularization parameter which in the end will be sent to
infinity to recover V~R(x).
Notice then that for the following identities hold
∂LV
(κ)
~R
(x) = −V0δ(a/2 + L− x)− κV0f(x− a− L− w)δ(x− a− L− w) = −V0δ(a/2 + L− x) , (S42)
∂wV
(κ)
~R
(x) = −κV0f(x− a− L− w)δ(x− a− L− w) = 0 . (S43)
6Therefore, for all finite k we can write
〈φ(`,κ)~R |(∂LV
(κ)
~R
(x))|φ(`′,κ)y 〉 = −V0φ∗(`,κ)~R
(
a
2 + L
)
φ
(`′,κ)
~R
(
a
2 + L
)
, (S44)
〈φ(`,κ)y |(∂wV (κ)y (x))|φ(`
′,κ)
y 〉 = 0 , (S45)
with |φ(`,κ)~R 〉 being the `-th energy eigenvector of the Hamiltonian associated with the κ-regularized potential. Taking
the κ→∞ limit and using Eq. (S40) this finally yields
〈φ(`)~R |∂Lφ
(`′)
~R
〉 = −V0
E
(`′)
~R
−E(`)
~R
φ
∗(`)
~R
(
a
2 + L
)
φ
(`′)
~R
(
a
2 + L
)
(1− δ``′) , (S46)
〈φ(`)~R |∂wφ
(`′)
~R
〉 = 0 . (S47)
Notice in particular that taking ` = 0 and `′ = 1,
Eq. (S46) reduces to the expression reported in the
main text once we express the energies in terms of their
rescaled counterparts 
(`)
~R
:= 2m~2 E
(`)
~R
and when we use
the fact that V0 =
9pi2~2
2ma2 .
