We use a long series of annual data that span over 100 years to examine the relationship between output growth and its uncertainty in five European countries. Using the GARCH methodology to proxy uncertainty, we obtain two important results. First, more uncertainty about output leads to a higher rate of growth in three of the five countries. Second, output growth reduces its uncertainty in all countries except one. Our results are robust to alternative specifications and provide strong support to the recent emphasis by macroeconomists on the joint examination of economic growth and the variability of the business cycle.
Introduction
Until the early 1980s, macroeconomic theorists treated the analysis of the real business cycle (RBC) as separate from the study of economic growth. In the 1980s, three important contributions in business cycle theory by Kydland and Prescott (1982) , Long and Plosser (1983) , and King et al. (1988) integrated the theories of the business cycle and economic growth in their models. However, these models did not consider the possibility that the variability of the business cycle might relate to the rate of economic growth. Similarly, for the most part, developments in growth theory have been made without consideration of the variability in the business cycle. The scene has changed recently at both the theoretical and empirical front. At the theoretical level, Blackburn and Pelloni (2005) and a number of studies summarised by these authors examine how cyclical fluctuations might relate to long-run economic growth. At the empirical level, 446 S. Fountas and M. Karanasos recent studies by McConnell and Perez-Quiros (2000) and Stock and Watson (2002) highlight the importance of the reduction in US GDP growth volatility in the last two decades and its implications for growth theory. The early dichotomy in macroeconomic theory between economic growth and the variability of economic fluctuations should be reconsidered given several theories outlined below regarding the relationship between output volatility and growth. These theories predict a positive, negative or no association between the two variables. The empirical evidence to date, based on cross-section country studies, panel data studies, or time-series analyses of individual countries is also quite mixed. The theoretical and empirical ambiguity surrounding the RBC variability-economic growth relationship provides us with the motivation to expand on the empirical aspects of this issue.
We attempt to cover a gap in the existing empirical literature by employing a long span of annual output data that starts in the 1800s on five European countries. This approach has two advantages over existing studies. First, we are able to analyze the RBC variability-growth relationship over a period that spans over 100 years, thus including in our analysis periods of significant variation in output growth, such as the two World Wars, the Great Depression and the volatile 1970s. Second, the use of annual data allows us to perform a more appropriate test of the Black (1987) hypothesis that predicts a positive effect of output variability and uncertainty on the growth rate of output. Black's argument is based on the response of investment and output growth to a change in uncertainty regarding the profitability of investment projects, and hence can be better tested in a study that uses low-frequency data (see Caporale and McKiernan 1998) .
The rest of the paper is structured as follows. Section 2 presents a survey of the theoretical literature on the relationship between the RBC and economic growth. Section 3 reviews the existing empirical literature. Section 4 outlines our econometric model and section 5 presents our main results and an interpretation. Section 6 describes some robustness tests. Finally, Section 7 summarises our main conclusions.
Theoretical background
Given the absence of a theoretical consensus, the anticipated relationship between output variability and economic growth remains an empirical issue. Macroeconomic theory offers three possible scenarios regarding the impact of the former on the latter. First, there is the possibility of independence between output variability and growth. In other words, the determinants of the two variables are different from each other. According to some business cycle models, output fluctuations around the natural rate are due to price misperceptions in response to monetary shocks. On the other hand, changes in the growth rate of output arise from real factors such as technology (Friedman 1968) .
The scenario of a negative association between output variability and average growth goes back to Keynes (1936) who argued that entrepreneurs, when estimating the return on their investment, take into consideration the fluctuations in economic activity. The larger the output fluctuations, the higher the perceived riskiness of investment projects and, hence, the lower the demand for investment and output growth. A similar result is obtained by the literature on sunspot equilibria (Woodford 1990 ). According to Bernanke (1983) and Pindyck (1991) , the negative relationship between output volatility and growth arises from investment irreversibilities at the firm level. Ramey and Ramey (1991) show that in the presence of commitment to technology in advance, higher output volatility can lead to suboptimal ex post output levels by firms (due to uncertainty-induced planning errors) and hence, lower mean output and growth.
Finally, the positive impact of output variability on growth can be justified by several economic theories. First, more income variability (uncertainty) would lead to a higher savings rate (Sandmo, 1970) for precautionary reasons, and hence, according to neoclassical growth theory, a higher equilibrium rate of economic growth. This argument has been advanced by Mirman (1971) . An alternative explanation is due to Black (1987) and is based on the hypothesis that investments in riskier technologies will be pursued only if the expected return on these investments (average rate of output growth) is large enough to compensate for the extra risk. As real investment takes time to materialize, such an effect would be more likely to occur in empirical studies utilizing low-frequency data. More recently, Blackburn (1999) using a model of endogenous growth generated by learning-by-doing shows that business cycle volatility raises the long-run growth of the economy.
The effect of output volatility on growth is not always unambiguous. A number of studies (Smith 1996; Grinols and Turnovsky 1998; Turnovsky 2000) show that, with preferences represented by a constant elasticity utility function, the growth rate is positively related to volatility provided the coefficient of risk aversion exceeds one. Smith (1996) shows that the sign of the growth-volatility relationship depends on whether the intertemporal elasticity of substitution exceeds or falls short of one. The above papers all refer to a closed economy. Turnovsky and Chattopadhyay (2003) , in a stochastic general equilibrium small-open economy model of a developing country, examine the effect of output volatility on growth allowing for three additional types of variability (in the terms of trade, government spending and money supply) to have an impact on output growth. The theoretical model implies that output volatility has an ambiguous effect on growth. This result is confirmed by numerical simulations that show that the effect is small.
The opposite type of causality, running from growth to output uncertainty, may also be examined in the present analysis. From a theoretical point of view, the sign of this causality relationship is negative. An increase in growth leads to more inflation (the short-run Phillips curve effect). Empirical evidence by Briault (1995) supports this effect. Furthermore, a higher inflation rate lowers output growth uncertainty (Ball et al. 1988 ). In the tradition of New Keynesian Economics, a higher inflation rate leads to more frequent optimal price adjustments and therefore nominal shocks cause smaller real effects as well as a lower output variability.
Recently, a growing theoretical literature has developed that examines the correlation between average output growth and its variability in an endogenous growth set-up (Blackburn and Galinder 2003; Blackburn and Pelloni 2004, 2005) . Blackburn and Galinder (2003) focus on the importance of the source of technological change for the sign of correlations between growth and its volatility. In a stochastic real growth model the authors show that positive (negative) correlation will most likely arise in a framework of internal (external) learning where the agents improve their productive efficiency by investing time in learning (benefit from knowledge spillovers taking place among agents).
In a stochastic monetary growth model Blackburn and Pelloni (2004) show that the correlation between growth and its variability is a function of the type of shocks buffeting the economy. The study concludes that the correlation will be positive (negative) depending on whether the real (nominal) shocks dominate. In a richer setting, Blackburn and Pelloni (2005) use a stochastic monetary growth model with three different types of shocks (technology, preference and monetary) that have permanent effects on output due to wage contracts and endogenous technology. The authors show that output growth and output variability are negatively correlated irrespective of the type of shocks causing fluctuations in the economy.
Empirical evidence
The empirical evidence to date on the association between output growth and its variability is mixed. Early studies employed cross-section (Kormendi and Meguire 1985) or pooled data (Grier and Tullock 1989) and found evidence for a positive association. Ramey and Ramey (1995) used a panel of 92 countries and a sample of OECD countries (for the 1960-1985 period) and found strong evidence that countries with higher output variability have lower growth. A similar result was obtained by Zarnowitz and Moore (1986) who divided the 1903-1981 period into six subperiods and compared high and low growth periods in terms of output variability (measured by the standard deviation of the annual growth rate in real GNP). In a recent study, Kneller and Young (2001) , using a panel-data framework, found that output variability reduces growth. Turnovsky and Chattopadhyay (2003) found a similar, although small, effect in a sample of 61 developing countries allowing in their model for various types of volatility to have an impact on growth.
More recent studies use the time series techniques of Generalized Autoregressive Conditional Heteroskedasticity (GARCH) models to proxy for output uncertainty rather than variability McKiernan 1996, 1998; Speight 1999) . The first two papers use UK and US data, respectively, and find a positive association between output variability and growth, whereas the last paper uses UK data and finds no association. Grier and Perry (2000) using the GARCH-M model and monthly US data find no evidence that uncertainty about output affects the rate of growth. Henry and Olekalns (2002) find evidence in favour of a negative association using post-war real GDP data for the United States. Allowing for asymmetries, Grier et al. (2004) find US evidence for a positive effect. Fountas et al. (2002) find no evidence for an effect of output uncertainty on growth using data from Japan and a bivariate GARCH model that includes inflation and growth. This result is confirmed in a recent study by Fountas et al. (2004) using Japanese data and three different univariate GARCH models.
The motivation for our empirical study comes from several factors. First, the inconclusiveness of the existing empirical time series literature, second the sparsity of evidence using international data that cover a long horizon, and third the complete lack of evidence on the effect of growth on its uncertainty. We, therefore, attempt to provide more robust evidence on the bi-directional relationship between the two variables using annual data that span over a long time period for five European countries.
The model
The AR(p)-GARCH-in-mean model is given by
and ε t ≡ e t h t where y t stands for the output growth, {e t } is a sequence of independent, identically distributed random variables with mean zero and variance one, and h t denotes the conditional variance of the errors {ε t }, (ε t | t−1 ) ∼ (0, h t ). 1 Regarding h t , we assume that it follows a GARCH(1,1)-level process
By including lagged growth in the conditional variance equation, and the conditional variance in the output growth equation, we can simultaneously test for the Black hypothesis and for the effect of growth on its uncertainty. We will refer to the model given by equations (1)- (2) as the
In what follows we provide the univariate ARMA representations of the process and its conditional variance. We also give the stationarity condition for these representations.
The GARCH(1,1)-level formulation in equation (2) can be readily interpreted as an ARMA(1,1)-level model for the conditional variance. This ARMA representation is given
Note that v t is defined as the difference between the squared error and its conditional expectation. Thus, v t is a serially uncorrelated term with expected value zero. Moreover, the univariate ARMA representation for the process is
where (L) is defined in equation (1). In addition, the univariate ARMA representation of the conditional variance is
where B(L) is given by equation (4).
ASSUMPTION 1 All the roots of the autoregressive polynomial B(L) lie outside the unit circle (stationarity conditions for the univariate ARMA representations).
Under assumption 1, and providedω > 0, the first moment of the conditional variance is
(1)(1 − β 1 ) − γ δ where (1), β 1 andω are defined in equations (1), (3) and (5), respectively.
Data and empirical results
We employ annual data that cover more than 100 years. Our sample includes five industrial European countries, namely, France, Germany, Italy, Sweden and the UK, for which historical output statistics are available. The starting point differs across countries of our sample. 2 The choice of annual data is based on the time lags required for investment changes to take place and allows a more accurate test of some theories relating Figure 1 . Output growth.
to the variability-growth relationship, such as the theories by Black (1987) and Mirman (1971) . Output data are proxied by the index of industrial production (IP). The source of our data series is Mitchell (1998) and the Main Economic Indicators (OECD database). The growth rate of output is measured by the year-to-year changes in the log of industrial production. Figure 1 plots the growth in the IP series in the five countries. The choice of IP as a proxy for output is dictated by data availability considerations. It should be borne in mind that this proxy is not perfect. First, IP is about one quarter of real GDP and is more variable than the latter. Second, due to its large volatility, in the literature on business cycle dating, IP would be inappropriate in detecting cyclical movements. Of course, this argument becomes weaker in the case of annual data, as in the present study.
Next, we employ the Augmented Dickey-Fuller (ADF) and Phillips-Perron (PP) unit root tests to test for the stationarity of all growth series, as the estimation of GARCH models requires that all variables are stationary. The unit root test results reported in Table 1 indicate that all five output growth series are I(0). We proceed with the estimation of models from the AR-GARCH-M-L family in order to take into account the serial correlation and the ARCH effects observed in our time series data, and to capture the possible simultaneous feedback between growth and its uncertainty. Growth uncertainty is proxied by the conditional variance of the growth series. Despite the use of low-frequency data, we can still detect the existence of GARCH effects as our very long sample period contains years of considerable variability in output growth (see Figure 1) .
We choose the best model for each country on the basis of the minimum value of the Akaike Information Criterion (AIC). These models are reported in Table 2 . We choose an AR(0) model for Sweden, an AR(1) for Germany, 3 an AR(3) for UK and France, and an AR(4) for Italy. Moreover, the GARCH(1,1) specification for the conditional variance is chosen for three out of the five countries (Germany, France and Sweden) and the ARCH(1) model is chosen for UK and Italy. The estimated standard errors are determined by the Bollerslev and Wooldridge (1992) procedure that accounts for the non-normality of the residuals. The reported values of the Ljung-Box Q statistic for the standardized and squared standardized residuals indicate the absence of serial correlation. Two important results arise from Table 2 . First, the in-mean effect is positive and statistically significant in three out of the five countries providing evidence to Mirman (1971) , Black (1987) and Blackburn (1999) . Second, the lagged output growth coefficient in the conditional variance equation is negative in all five countries and it is statistically significant in all countries except Sweden. This result is consistent with the theory outlined in Section 2, even though it does not prove that the channel outlined in Section 2 is in effect. 4 More analysis of the mechanism through which 
The second column reports the estimated unconditional variance of output growth. Notes: Probabilities are given in brackets. δ is the coefficient of the in-mean effect. γ captures the effect of lagged growth on its variance. φ π (γ π ) captures the effect of inflation on growth (real uncertainty). ζ is the asymmetry coefficient. φ y captures the effect of growth on inflation. The numbers in {·} indicate the order of the lag.
growth affects its uncertainty is offered in the following section. Moreover, this finding is in broad agreement with the predictions of the analysis of Blackburn and Pelloni (2005) for a negative correlation between output growth and its variability. It should be kept in mind though that our evidence is in terms of causality rather than correlation. Our results on the positive effect of output uncertainty on growth square with the findings of some recent studies. Our UK evidence is consistent with Caporale and McKiernan (1996) . Our US evidence squares with the US evidence reported in Caporale and McKiernan (1998) . Overall, these findings suggest that macroeconomic theory should continue the recent trend and examine explicitly the interrelationship between economic growth and the variability of the business cycle rather than treat them independently.
Moreover, note that the condition for the existence of the unconditional variance is Table 3 reports the estimated values of η(η) for the five AR-GARCH-M-L models. In all casesη is less than one. The five estimated unconditional variances are also reported in the last column of Table 3. Recall that for the positivity of the unconditional variance we needω ≡ ω (1) + γ φ > 0.
Robustness tests

Alternative models
In this subsection, we examine the robustness of the results obtained above to various alternative model specifications. These specifications include an in-mean model, an inmean-level model with asymmetric effects, and allowance for the impact of inflation 5 on growth and output uncertainty. Table 4 provides estimates of the various model specifications. In Panel A, we report estimates of the in-mean model (where no lagged output growth term appears in the conditional variance equation). In this specification, an allowance has been made for the effect of inflation on growth (second column) and its associated uncertainty (third column). 6 Hence, Panel A includes in total three different specifications. In Panel B we report estimates of two specifications for the in-mean-level model. These are variations of the model presented in the main part of the paper (Section 4). The first of these modifications accounts for asymmetric effects (as captured by the ζ coefficient) 7 and the other for the effect of inflation on growth (as captured by the φ π coefficient). In Panel C we report evidence on the effect of growth on inflation on the basis of a GARCH model of inflation. The results of the alternative specifications for the five countries lead to the following conclusions. First, according to Panel A (first column), the in-mean coefficient is statistically insignificant only for France and Sweden, a result confirming the empirical analysis of the previous section. Second, this result holds for two alternative specifications that include the impact of inflation on growth in both the in-mean model (second column of Panel A) and the in-mean-level model (first column of Panel B). Third, the impact of inflation on growth uncertainty (third column of Panel A) is in four out of five countries negative and significant. In addition, according to panel C, growth has a positive impact on inflation. Hence, combining these two effects, we see that growth has a negative impact on its uncertainty via the inflation channel. Fourth, according to the regression estimates reported in the third column of Panel A, the result referred to in the first conclusion regarding the effect of growth uncertainty on growth stands. Fifth, when asymmetries are taken into consideration (second column of Panel B), the results regarding the bidirectional causality between growth and its associated uncertainty stand in all countries. The asymmetry coefficient is significant in only two cases. All in all, the analysis of this subsection confirms the conclusions of the previous section regarding the bi-directional causality between growth and its associated uncertainty.
Dummy variable and subperiod analysis
The previous analysis established two important results regarding the relationship between economic growth and its variability. As our long sample period encompasses two World Wars, the Great Depression and two oil shocks, it is sensible to examine the sensitivity of our conclusions to these important events. To control for these events, we proceed in two ways. 8 First, we estimate AR-GARCH-M-L models as above for the full sample period including World War, Great Depression and oil shock dummies in both the output growth and conditional variance equations (see Table 5 ). 9 Second, we estimate similar models for subperiods that control for one or more of these events. For example, the subperiod from the start of the sample to 1970 controls for the oil shocks; the period 1920-1999 controls for the first World War, and the period 1946-1999 controls for the two World Wars and the Great Depression (see Table 6 ). These models that refer to subperiods were also estimated with the inclusion of dummy variables (results not reported). Tables 5 and 6 report the estimated coefficients of γ and δ. In most cases, the results confirm our earlier conclusions regarding the bidirectional relationship between output growth and output uncertainty that applies in most countries.
Conclusions
We have used long time series of annual data that span over the 20th century and a part of the 19th century for five European countries to test for the relationship between output growth and its variability. Our empirical approach employs a GARCH model that allows lagged growth to appear in the conditional variance equation. Various alternative specifications are estimated in order to confirm the robustness of our results. These specifications allow for asymmetric effects of shocks on uncertainty and effects of growth on its uncertainty via the inflation channel. In addition, our models are estimated for various periods in order to establish robustness to major events such as oil shocks, world wars, and the Great Depression. We derive two main conclusions. First, we find evidence supporting Black (1987) and Blackburn (1999) in three of the five countries considered. Second, we find strong evidence in favour of a relationship between growth and its variability which, in most of the cases considered, is bi-directional (with the causal effect of the former on the latter being negative). These results support the recent emphasis on the treatment of the variability of the business cycle in tandem with the theory of economic growth. Furthermore, our evidence for bi-directional causality between growth and its variability with mixed signs concurs with the predictions of theoretical models by Blackburn and Galinder (2003) and Blackburn and Pelloni (2004) for either type of correlation (positive or negative) between the two variables depending on the type of learning and the type of shocks hitting the economy.
