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Table of notations
Graphs
G graph or digraph
G[V0] subgraph induced by V0 ⊆ V (G)
V (G) vertex set of G
E(G) edge set of G
−→uv directed edge with tail u and head v
−→
d (u, v) multiplicity of the directed edge −→uv
d(v) degree of vertex v
d degree vector, d ∈ ZV , d(v) = d(v) for each v ∈ V
d+(v) outdegree of vertex v
d+ outdegree vector, d+ ∈ ZV , d+(v) = d+(v) for each v ∈ V
d−(v) indegree of vertex v
d− indegree vector, d− ∈ ZV , d−(v) = d−(v) for each v ∈ V
∆(G) maximal outdegree of digraph G
Γ(v) set of neighbors of vertex v ({u ∈ V (G) : uv ∈ E(G)})
Γ−(v) set of in-neighbors of vertex v ({u ∈ V (G) : −→uv ∈ E(G)})
Γ+(v) set of out-neighbors of vertex v ({u ∈ V (G) : −→vu ∈ E(G)})
ZV the set of integer vectors indexed by V
ZV+ {z ∈ ZV : z(v) ≥ 0 for each v ∈ V }
x ≤ y for x, y ∈ ZV x is coordinatewise smaller or equal to y
x < y for x, y ∈ ZV x ≤ y and ∃v ∈ V such that x(v) < y(v)
x ∧ y coordinatewise minimum of x and y
1S characteristic vector of the set S
1v characteristic vector of the set {v}
Arb(G, v) set of spanning in-arborescences of G rooted at v
minfas(G) size of the minimum cardinality feedback arc set in G
L Laplacian matrix (see Definition 1.1.3)
per(G) period length of G (see Definition 1.1.5)
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Chip-firing and rotor-routing
............. Chip(G) set of chip-distributions on G (= ZV (G))
deg(x) sum of coordinates of x
x y there is a legal chip-firing game that leads from x to y
∼ linear equivalence (see Definition 1.2.5)
dist(x) distance from non-terminating distributions (Definition 1.2.4)
% rotor configuration
Graph divisor theory
............... rank(f) rank of divisor f
Div(G) group of divisors on G
Div0(G) group of degree zero divisors on G
∼ linear equivalence
Pic0(G) Picard group
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Chapter 1
Introduction
This thesis is about three related topics, chip-firing, graph divisor theory and rotor-
routing. Chip-firing and rotor-routing are simple, yet interesting diffusion processes
on graphs, that have connections to many parts of mathematics, including the Tutte
polynomial, graph orientations and random walks [30, 7, 22]. Graph divisor theory
is a discrete analogue of the divisor theory of Riemann surfaces, that has strong
connections to chip-firing.
Chip-firing has been introduced independently by many researchers, working in
diverse areas. Bjo¨rner, Lova´sz, and Shor introduced it as a one-player combinatorial
game [8], Dhar, as a model exhibiting self-organized critical behaviour [13], and
Engel, as a pedagogical tool (the probabilistic abacus) [15]. In this thesis, we adopt
the viewpoint of Bjo¨rner, Lova´sz and Shor, and think of chip-firing as a one-player
combinatorial game. This game is played on a digraph, where on each vertex, there
is an integer number of chips. If a vertex has at least as many chips as its out-
degree, it is allowed to “fire”, i.e. to pass a chip to its neighbors along each out-edge
incident to it. In Chapter 2, we investigate the chip-firing reachability problem:
Given two chip-distributions x and y on a digraph G, decide whether there exists a
legal game transforming x to y. We show that this problem is in co-NP, and for
digraphs with polynomial period length, it is in P (even if there are multiple edges).
Moreover, we show that if the target distribution is recurrent (i.e. reachable from
itself by a nonempty legal game), then a trivial necessary condition is sufficient for
the reachability. These results are joint work with Ba´lint Hujter and Viktor Kiss.
Graph divisor theory is a discrete analogue of the divisor theory of Riemann
surfaces. Divisors on graphs, and the Picard group of a graph have been defined by
Bacher, de la Harpe and Nagnibeda in 1997 [3]. In 2007, Baker and Norine defined
the rank of a graph divisor, and proved the analogue of the Riemann–Roch theorem
for this notion [5]. It remained an intriguing open question whether the rank of a
graph divisor can be computed in polynomial time. In Chapter 3, we show that
computing the rank of a divisor on a graph is NP-hard, even for simple graphs.
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The results of this chapter are joint work with Viktor Kiss.
The Riemann–Roch theorem of Baker and Norine inspired the research for
Riemann–Roch theorems in similar settings, including tropical curves [18, 31], lat-
tices [1], and directed graphs [2]. In Chapter 4, we prove a Riemann–Roch inequality
for Eulerian digraphs, that generalizes the Riemann–Roch theorem for undirected
graphs by Baker and Norine. A weaker form of this inequality has been proved
earlier by Amini and Manjunath [1]; we obtain a stronger result by a simpler proof.
We also investigate the natural Riemann–Roch property introduced by Asadi and
Backman, proving that an Eulerian digraph has the natural Riemann–Roch prop-
erty if and only it corresponds to an undirected graph. The results of Chapter 4 are
joint work with Ba´lint Hujter.
Rotor-routing was introduced by Priezzhev et al. [35] under the name Eulerian
walkers, as a model of self-organized criticallity, and later it was rediscovered several
times [36, 14]. Rotor-routing is a one-player game on a digraph, that can be thought
of as a refined version of chip-firing. An important application of this game is that
one can define a group action of the Picard group on the spanning in-arborescences
of a digraph through rotor-routing [21]. In Chapter 5, we characterize recurrent
elements for the rotor-routing game. Also, we define the linear equivalence of con-
figurations, and for Eulerian digraphs, give an interpretation of the rotor-routing
action in terms of linear equivalence.
Let us now give a more detailed introduction for the notations and notions used
in the thesis. To help readability, the notions of rotor-routing (that are only used
in Chapter 5) are introduced in Chapter 5.
1.1 Digraphs
Throughout this thesis, digraph means a weakly connected directed graph that can
have multiple edges but no loops. A digraph is usually denoted by G. The vertex
set and edge set of a digraph G are denoted by V (G) and E(G) (or simply V and
E), respectively. For a vertex v, the indegree and the outdegree of v are denoted
by d−(v) and d+(v), respectively. The set of in-neighbors (out-neighbors) of v is
denoted by Γ−(v) (Γ+(v)). We denote a directed edge leading from vertex u to
vertex v by −→uv. In this case u is called the tail, and v is called the head of the edge
−→uv. The multiplicity of a directed edge −→uv is denoted by −→d (u, v). The maximal
outdegree of a digraph G is denoted by ∆(G).
A digraph is simple, if
−→
d (u, v) ≤ 1 and −→d (v, u) ≤ 1 for each pair of vertices
u, v ∈ V . A digraph is Eulerian, if d+(v) = d−(v) for each v ∈ V . A digraph is
strongly connected, if for each pair of vertices u, v, there is a directed path from u to
v, and also from v to u. A connected Eulerian digraph is always strongly connected.
Each digraph has a unique decomposition into strongly connected components. A
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component is called a sink component, if there is no edge leaving the component.
Note that a digraph always has at least one sink-component.
Definition 1.1.1. For a digraph G and vertex r ∈ V (G) a spanning in-arborescence
of G rooted at r is a subdigraph T such that d+T (v) = 1 for each v ∈ V (G)− r, and
the underlying undirected graph of T is a tree.
Definition 1.1.2. A feedback arc set of a digraph G is a set of edges F ⊆ E(G)
such that the digraph G′ = (V (G), E(G) \ F ) is acyclic. We denote
minfas(G) = min{|F | : F ⊆ E(G) is a feedback arc set}.
We denote by ZV the set of integer vectors indexed by the vertices of a digraph
G. We identify vectors in ZV with integer valued functions on V . According to this,
we write z(v) for the coordinate corresponding to vertex v of a z ∈ ZV . By ZV+ we
denote the set of vectors with nonnegative integer coordinates. For two vectors x
and y in ZV , we denote by x ≤ y if x is coordinatewise smaller or equal to y. By
x < y, we mean that x ≤ y, an there is a coordinate on which x is strictly smaller
than y. The coordinatewise minimum of x and y is denoted by x∧ y. For an integer
vector x ∈ ZV+, we denote the sum of its coordinates by deg(x).
For S ⊆ V , we denote the characteristic vector of S by 1S, i.e. 1S(v) = 1 if v ∈ S,
and 1S(v) = 0 if v /∈ S. If S = {v}, we use the notation 1v. We denote the vector
with each coordinate equal to zero by 0. If we want to emhasize the (di)graph G
whose vertices index the coordinates, we write 0G. For a digraph, d
+ ∈ ZV (resp.
d− ∈ ZV ) is the vector where d+(v) = d+(v) (resp. d−(v) = d−(v)) for each vertex
v. Again, if we want to emphasize the underlying graph, we put it in subscript.
Definition 1.1.3. The Laplacian of a digraph G is the following matrix L ∈ ZV×V :
L(u, v) =
{ −d+(v) if u = v,−→
d (v, u) if u 6= v.
The eigenvectors of the Laplacian matrix corresponding to the eigenvalue zero
play an important role in the chip-firing theory. A non-negative vector p ∈ ZV+ is
called a period vector for G if Lp = 0. A non-zero period vector is called primitive
if its entries have no non-trivial common divisor. The following proposition follows
from [7, 3.1 and 4.1].
Proposition 1.1.4. For a strongly connected digraph G there exists a unique prim-
itive period vector perG, moreover, it is strictly positive. If G is connected Eulerian,
then perG = 1V . For a general digraph G, if G1, . . . , Gk are the sink components of
G and a vector z ∈ ZV satisfies Lz = 0 then z = ∑ki=1 λipi, where for i ∈ {1, . . . , k},
λi ∈ Z and pi is the primitive period vector of Gi restricted to V (Gi) and zero else-
where.
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Definition 1.1.5. For a strongly connected digraph G, let us denote by perG the
unique primitive period vector of G. The sum of the coordinates of perG is denoted
by per(G). For a general digraph G let per(G) =
∑`
i=1 per(Gi) where G1, . . . , G`
are the strongly connected components of G. We call this quantity the period length
of the graph.
We point out that per(G) can be exponentially large in the size of the description
of the graph. As an example, consider the following sequence of graphs G2, G3, . . . ,
where V (Gn) = {v1, . . . vn}, E(Gn) = {−−−→vivi+1 : 1 ≤ i ≤ n− 1} ∪ {−−→viv1 : 2 ≤ i ≤ n}.
For an example, see G4 on Figure 1.1. Note that these are strongly connected graphs.
It is easy to check that
perGn(vi) =
{
2n−i−1 for i ∈ {1, . . . , n− 1}
1 for i = n.
,
hence per(Gn) = 2
n−1.
1 2 3 4
Figure 1.1: G4
Let us say a few words about our conventions concerning undirected graphs. In
most parts of this thesis, we identify undirected graphs with the digraph obtained by
replacing each edge with a pair of oppositely directed edges. This way, undirected
graphs become special Eulerian digraphs. We use the term bidirected graph for those
digraphs which correspond to an undirected graph in the above sense, i.e. those
digraphs where
−→
d (u, v) =
−→
d (v, u) for each pair of vertices u, v. Still, in some
parts of this thesis, were we talk specially about undirected graphs, it will be more
convenient to think about undirected graphs in the ordinary way. If we talk specially
about undirected graphs, we use the notation d(v) for the degree of a vertex v, and
Γ(v) for the set of neighbors of v, while d ∈ ZV denotes the vector with d(v) = d(v)
for all v ∈ V .
1.1.1 Algorithms
If we give a digraph as an input to an algorithm, we always encode it by its adjacency
matrix. Hence the size of the input is not increased by the values of the edge
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multiplicities, just the logarithms of them. An algorithm runs in polynomial time if
the number of basic steps it makes is bounded by a polynomial in the size of the
input. If the input of an algorithm consists of integer numbers, we can talk about
strongly polynomial running time. An algorithm runs in strongly polynomial time if
the following two conditions are satisfied:
1. in the model, where basic arithmetic operations (addition, subtraction, mul-
tiplication, division, and comparison) take a unit time step to perform, its
running time is bounded by a polynomial in the number of integers contained
in the input;
2. the space used by the algorithm is bounded by a polynomial in the size of the
input.
For a more detailed explanation, see [19, Chapter 1.3].
1.2 Chip-firing
In a chip-firing game we consider a digraph G with a pile of chips on each of its
nodes. A position of the game, called a chip-distribution (or just distribution) is
described by a vector x ∈ ZV , where x(v) is interpreted as the number of chips
on vertex v ∈ V . We denote the set of all chip-distributions on G by Chip(G).
Note that though originally Bjo¨rner, Lova´sz and Shor defined chip-firing only for
non-negative chip-distributions, in this thesis, we allow vertices to have a negative
number of chips. This does not change the main characteristics of the game, but
sometimes it will be more convenient to allow negative entries. We use the notation
deg(x) for the number of chips in a chip-distribution, i.e. deg(x) =
∑
v∈V x(v).
The basic move of the chip-firing game is firing a vertex. It means that this
vertex passes a chip to its neighbors along each outgoing edge, and so its number of
chips decreases by its outdegree. In other words, firing a vertex v means taking the
new chip-distribution x+ L1v instead of x.
A vertex v ∈ V (G) is active with respect to a chip-distribution x, if x(v) ≥ d+(v).
The firing of a vertex v ∈ V (G) is legal, if v was active before the firing. In other
words, the firing of a vertex v is legal, if v has a non-negative amount of chips after
the firing. A legal game is a sequence of distributions in which every distribution is
obtained from the previous one by a legal firing. A legal game terminates if there is
no active vertex with respect to the last distribution. The firing vector of a game
is a vector f ∈ ZV+, where f(v) equals the number of times v was fired during the
game.
Chip-firing on an undirected graph is defined as chip-firing on the corresponding
bidirected graph. Thinking of an undirected graph in the “ordinary” sense, this
means that when firing a vertex, it passes a chip along each edge incident to it.
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The following theorem of Bjo¨rner, Lova´sz and Shor describes a fundamental
“Abelian” property of the chip-firing game.
Theorem 1.2.1. [8, Remark 2.4] From a given initial chip-distribution on a di-
graph G, either every legal game can be continued indefinitely, or every legal game
terminates after finitely many steps. The firing vector of every maximal legal game
is the same.
We present here a simple proof for this theorem, found by Mikkel Thorup [39].
Proof. [39] By symmetry, it is enough to prove that if a legal game from an initial
chip-distribution x terminates with firing vector f , then in any legal game started
from x, any vertex v can fire at most f(v) times.
Suppose for contradiction that there is a legal game started from x that fires
some vertex more times than its coordinate in f . Take the first moment when a
vertex is to be fired more times than its coordinate in f . Let this vertex be v.
Let the firing vector of the game until this moment be h. Hence h(v) = f(v), and
h(u) ≤ f(u) for any u 6= v. We see that until this moment v lost the same number
of chips as in the game with firing vector f , since it fired the same number of times
in both games. On the other hand, it gained at most as many chips as in the game
with firing vector f , since its inneighbors fired at most as many times as in the
game with firing vector f . Hence now v has at most as many chips as at the end
of the game with firing vector f , that is, at most (x + Lf)(v) chips. As that game
terminated, (x + Lf)(v) ≤ d+(v) − 1, hence v cannot be active at this moment,
which is a contradiction with the fact that it is to be fired in the next step.
Based on Theorem 1.2.1, we call a distribution x terminating if a legal game
(hence, all legal games) started from x terminates, and we call x non-terminating
otherwise.
Two very natural questions about the chip-firing game are the followings:
a) (Chip-firing halting problem) Given a digraph G, and a chip-distribution x ∈
Chip(G), decide whether x is terminating or not.
b) For a digraph G, how long can be the longest terminating game?
It is easy to see, that if we do not require that the initial chip-distribution is non-
negative on each vertex, then there is no upper bound on the length of terminating
legal games. For an arbitrary digraph G and positive integer k, consider the chip-
distribution 0−k ·L1v, where v ∈ V (G) is an arbitrary vertex. It is easy to see that
v can legally fire k times, and after these firings, we arrive at the chip-distribution
0, hence the game terminates.
Nevertheless, Question b) is meaningful, if we require that the initial distribution
is non-negative on each vertex. Bjo¨rner and Lova´sz gives the following upper bound.
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(The case of undirected graphs was solved earlier by Tardos [37]). This upper bound
will play an important role in an NP-hardness reduction in Chapter 3.
Theorem 1.2.2 ([7, Theorem 4.8]). On a directed graph G, every terminating legal
game started from an initial distribution that is non-negative on each vertex makes
at most
2|V (G)||E(G)|∆(G)per(G)
firings.
Lova´sz and Winkler also shows, that on a strongly connected digraph, there is
always a terminating game with a non-negative initial distribution whose length is
proportional to the period length:
Theorem 1.2.3 ([27, Theorem 6.9]). On any strongly connected digraph G, there
exists a terminating chip-distribution that is non-negative on each vertex, such that
the maximal legal game started from it has length per(G)− |V (G)|.
It is easy to give a family of examples that shows that the length of a terminating
game started from a non-negative chip-distribution can also be proportional to the
number of edges. By a result of Bjo¨rner, Lova´sz and Shor [8, Theorem 2.3], if a chip-
distribution on a connected undirected graph G has less than |E(G)| chips, then it
is necessarily terminating (here we understand |E(G)| in the “ordinary” undirected
sense). Now for any nonnegative integers k ≥ 3 and ` ≥ k, we can take a connected
graph with k vertices and ` edges such that the graph has at least one vertex of
degree one. Place `− 1 chips at the vertex of degree one, and zero elsewhere. Then
the chip-distribution is terminating, since there are less chips than the number of
edges. On the other hand, the vertex of degree one can do at least `−1 legal firings.
Note that in our model of computation, the terms |E(G)|,∆(G) and per(G)
can all be exponentially large in the input size. Hence a terminating game can
be exponentially long, even if the initial distribution is non-negative on each vertex.
The above example shows that the length of a terminating game started from a non-
negative distribution can be exponentially large even on undirected graphs (where
per(G) = |V (G)|). Hence the problem of deciding whether a chip-distribution in
terminating or not is nontrivial even in these special cases.
It was shown by Farrell and Levine [16], that the chip-firing halting problem is
NP-hard. In Chapter 2, we show that for Eulerian digraphs, the chip-firing halting
problem is in NP ∩ co−NP.
It is easy to see by the pidgeonhole-principle, that if a chip-distribution on a
digraph G has more than |E(G)| − |V (G)| chips, then there is always an active
vertex, hence the distribution is non-terminating [7]. Consequently, the following
quantity is well defined.
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Definition 1.2.4. For a distribution x ∈ Chip(G), let
dist(x) = min{deg(y) : y ∈ Chip(G), y ≥ 0, x+ y is non-terminating}.
We say that dist(x) is the distance of x from non-terminating distributions.
This quantity will be important in Chapters 3 and 4, since it is a counterpart of
the notion of rank from the discrete Riemann–Roch theory.
Let us introduce an equivalence relation on chip-distributions. This equivalence
relation comes from the discrete Riemann–Roch theory, but as we will see, it is also
very useful for analysing classical chip-firing questions.
Definition 1.2.5. We say that two chip-distributions x and y on a digraph G are
linearly equivalent, if there exists z ∈ ZV such that y = x+ Lz.
It is easy to see that linear equivalence is indeed an equivalence relation. The
usefulness of this notion is based on the following lemma, which appears first in [9,
Lemma 4.3.]. To be self-contained, we give a proof.
Lemma 1.2.6. Let G be a strongly connected digraph and x, y ∈ Chip(G). If x ∼ y,
then x is terminating if and only if y is terminating.
Proof. By symmetry, it is enough to prove that if x is terminating, then y is also
terminating.
Let x be a terminating chip-distribution. Play the chip-firing game starting from
x until it terminates. Let the final configuration be x∗. Clearly, x∗ ∼ x ∼ y. Let
z ∈ ZV (G) be a vector with x∗ = y + Lz. We can suppose that z ∈ ZV (G)+ , since
by Proposition 1.1.4, the Laplacian of a strongly connected digraph has a strictly
positive eigenvector with eigenvalue zero. Start a game from y in the following
way: If there is an active vertex v that has been fired less than z(v) times, then
one such vertex is fired. If there is no such vertex, the game ends. Clearly, after
at most
∑
v∈V (G) z(v) steps, this modified game ends. We claim that for the final
distribution y′ = y + Lz′ (where z′ ≤ z), y′(v) < d+(v) for each vertex v. Indeed,
as the game stopped, for any vertex v with y′(v) ≥ d+(v), z′(v) = z(v). As x∗ is
stable, x∗(v) < d+(v). But then from x∗ = y′ + L(z − z′) and z(v) = z′(v), we get
d+(v) > x∗(v) ≥ y′(v), which is a contradiction.
Another useful property of the notion of linear equivalence is that it can be
decided in polynomial time whether x ∼ y holds for two chip-distributions x and y.
Indeed, we need to decide whether the system of linear equalities Lf = y − x has
an integer solution. As L is an integer matrix and y− x is an integer vector, by [19,
Theorem 1.4.21], this can be done in polynomial time.
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Claim 1.2.7. For two chip-distributions on a digraph G, whether x ∼ y holds can
be decided in polynomial time.
Another basic problem in chip-firing is the reachability problem. This can be
defined in the following way: Given two chip-distributions x and y on a digraph G,
decide if there exists a legal game that transforms x to y. Previously, the complexity
of the reachability problem was only known for simple Eulerian digraphs, where it
was shown to be in P [7, Theorem 5.1]. In Chapter 2, we show that the reachability
problem is in co-NP for general digraphs. Moreover, we give a polynomial algorithm
for graphs where per(G) is polynomial in the input size. We also show that if the
target distribution is recurrent (i.e. reachable from itself by a nonempty legal game),
then a trivial necessary condition is sufficient for the reachability.
1.3 Graph divisor theory
In this section we give the basic definitions of the graph divisor theory. Originally,
Baker and Norine introduced graph divisor theory for undirected graphs. For di-
rected graphs, the theory is less well developed, and the Riemann–Roch theorem
does not hold in general. Nevertheless, as the basic notions can be defined for
strongly connected digraphs as well, in this introduction, we give the definitions for
the case of strongly connected digraphs.
The basic objects are called divisors. For a strongly connected digraph G, Div(G)
is the free abelian group on the set of vertices of G. An element f ∈ Div(G) is called
a divisor. The degree of a divisor is the following:
deg(f) =
∑
v∈V (G)
f(v).
We denote the set of divisors on G of degree k by Divk(G). Note that Div0(G) is a
subgroup of Div(G) for the coordinatewise addition.
The following equivalence relation on Div(G) is called linear equivalence: For
f, g ∈ Div(G), f ∼ g if there exists a z ∈ ZV such that g = f + Lz.
A divisor f ∈ Div(G) is effective, if f(v) ≥ 0 for each v ∈ V (G). A divisor is
called equi-effective, if it is linearly equivalent to an effective divisor.
A basic quantity associated to a divisor is its rank.
Definition 1.3.1 (The rank of a divisor, [5]).
rank(f) = min{deg(g)− 1 : g ∈ Div(G), g is effective, f − g is not equi-effective }.
When we wish to emphasize the underlying graph, we write rankG(f) instead of
rank(f).
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In [5], Baker and Norine proved that for undirected graphs, this notion of rank
satisfies a Riemann–Roch theorem.
Theorem 1.3.2 (Riemann–Roch theorem for graphs [5, Theorem 1.12]). Let G be
an undirected graph and let f be a divisor on G. Then
rank(f)− rank(KG − f) = deg(f)− g + 1
where g = |E(G)| − |V (G)|+ 1 and KG(v) = d(v)− 2 for each v ∈ V (G).
The rank of a divisor on a graph is a purely combinatorial notion. The question
whether it can be computed in polynomial time has been posed in several papers
[20, 29, 6], originally attributed to H. Lenstra. In Chapter 3, we prove that the
computation of the rank of a divisor is NP-hard, even on simple undirected graphs.
The discrete Riemann–Roch theorem of Baker and Norine inspired much research
about Riemann–Roch theorems in similar settings, including tropical curves, lattices
and directed graphs [1, 2, 18]. In Chapter 4, we investigate the Riemann–Roch
property on directed graphs, using the connection of chip-firing to divisor theory.
1.3.1 The Picard group
There is a group connected to chip-firing and divisor theory, that is either called the
Picard group, the Jacobian group or the Sandpile group. This group can be defined
in various ways, see for example [3, 21]. Let us give one of these definitions.
Note that the divisors linearly equivalent to 0 form a subgroup of Div0(G) which
is isomorphic to Im(L), the image of the linear operator on ZV corresponding to L.
The Picard-group is the factor group of Div0(G) by linear equivalence:
Pic0(G) = Div
0(G)
/
Im(L) .
1.4 The connection between chip-firing and graph
divisor theory
The notions of chip-firing and graph divisor theory are connected by a simple duality.
This phenomenon was discovered by Baker and Norine [5] in their first paper about
graph divisor theory. This connection will be crucial in Chapters 3 and 4 of this
thesis. Let us describe this duality.
Let G be a strongly connected digraph. For a divisor f ∈ Div(G), we call
d+−1V −f the dual pair of f , and think of it as a chip-distribution. Note that each
chip-distribution is a dual pair of some divisor. The connection between chip-firing
and graph divisor theory is established by the following proposition.
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Proposition 1.4.1 ([5, Corollary 5.4]). A divisor f ∈ Div(G) on a strongly con-
nected digraph G is equi-effective if and only if d+ − 1V − f is a terminating chip-
distribution.
In [5], the proposition is stated only for undirected graphs, hence we give a short
proof here.
Proof of Proposition 1.4.1 [24]. If f is equi-effective, fix a divisor f ∗ ≥ 0 such that
f ∼ f ∗. Then the chip-distribution d+ − 1V − f ∗ has no active vertex, hence
d+ − 1V − f ∗ is necessarily terminating. As f ∗ ∼ f , we have d+ − 1V − f ∗ ∼
d+ − 1V − f . Since d+ − 1V − f ∗ is terminating, by Lemma 1.2.6, d+ − 1V − f is
also terminating.
On the other hand, if x := d+ − 1V − f is a terminating chip-distribution,
then we play the game until it terminates at some chip distribution x∗. Clearly,
x∗ ∼ x. Since the game terminated, x∗(v) ≤ d+(v) − 1 on each vertex. Hence
f ∗ := d+ − 1V − x∗ ≥ 0. Moreover, f ∗ = d+ − 1V − x∗ ∼ d+ − 1V − x = f .
The following is a straightforward consequence of Proposition 1.4.1.
Corollary 1.4.2. For any f ∈ Div(G) on a strongly connected digraph G, the
following holds:
rank(f) = dist(d+ − 1V − f)− 1
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Chapter 2
Reachability
This chapter is based on [23], which is joint work with Ba´lint Hujter and Viktor
Kiss.
2.1 Introduction
In this chapter, we analyze the complexity of the chip-firing reachability problem:
given two chip-distributions x and y, decide whether y can be reached from x by
playing a legal game. This question is a special case of the reachability problem for
integral vector addition systems [7]. It was first considered by Bjo¨rner and Lova´sz,
who gave an algorithm that decides the reachability problem and runs in polynomial
time for simple digraphs with polynomial period length [7]. The complexity of the
reachability problem was left open both for Eulerian digraphs with multiple edges
and for digraphs with large period length. The question whether the reachability
problem is in NP or in co-NP was also left open.
In this chapter, we show that the chip-firing reachability problem is in co-NP.
Also, we give an algorithm for the chip-firing reachability problem that runs in poly-
nomial time for digraphs with polynomial period length (even if they have multiple
edges). This case includes for example Eulerian digraphs with multiple edges. In
addition, for Eulerian digraphs, our algorithm is strongly polynomial. The main in-
gredient of the algorithm is a lemma stating that if one chip-distribution is reachable
from another, then it can be reached by a game of nice structure.
Also, we show that for a special class of target chip-distributions, the chip-firing
reachability problem is polynomial time solvable on general digraphs.
Finally, in Section 2.5, we collect some open problems related to the reachability
problem. In this last section, we show that the chip-firing halting problem is in
NP ∩ co − NP for Eulerian digraphs, which makes it a good candidate for the
search of a polynomial algorithm.
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2.2 Preliminaries
Let us sum up the previous results about the chip-firing reachability problem.
It turns out, that the following bounded variant of the chip-firing game plays an
important role in the reachability problem:
Definition 2.2.1. For a given vector b ∈ ZV+, let us call the following game chip-
firing game with upper bound b: We are only allowed to make legal firings, and each
vertex v can be fired at most b(v) times during the whole game.
Bjo¨rner and Lova´sz show the “Abelian” property for the bounded chip-firing
game as well.
Lemma 2.2.2. [7] For a given bound b ∈ ZV+ and initial distribution x, each maximal
bounded game with upper bound b and initial distribution x has the same firing vector.
Proof. Follows from Lemmas 1.2, 1.3 and 1.4 of [7].
The following lemma of Bjo¨rner and Lova´sz will also be an important tool.
Lemma 2.2.3. [7, Lemma 4.3] Let p be a period vector of a digraph G, and sup-
pose that α = (vi1 , vi2 , . . . , vis) is a legal sequence of firings on G from some initial
distribution. Let α′ be the sequence obtained from α by deleting the first p(v) oc-
currence of each vertex v (if v occurs less than p(v) times in α, then we delete all
of its occurrences). Then α′ is also a legal sequence of firings from the same initial
distribution.
For completeness, we give a proof.
Proof ([7]). Let α′ = (vj1 , . . . vjr). Suppose that (vj1 , . . . vjk) is a legal sequence of
firings for some k. We show that then (vj1 , . . . vjk , vjk+1) is also a legal sequence of
firings.
Let vjk+1 = w. Take the firing of w in α corresponding to the k + 1
th firing
in α′. As α is a legal sequence of firings, at that moment, w has at least d+(w)
chips. If now we delete the first p(v) occurrence of each vertex in α, we delete p(w)
occurrences of w before the considered moment. On the other hand, we delete at
most p(u) occurrences of each in-neighbor u of w. Hence in α′, before the k + 1th
firing, w gives out p(w)d+(w) less chips than in α until the corresponding moment,
and the in-neighbors of w give at most
∑
u∈Γ−(v) p(u)d
+(u) = p(w)d+(w) less chips
to w. Hence in α′, before the k + 1th firing, w has at least as many chips as in α in
the corresponding moment, thus w can be legally fired at the next step.
A non-negative vector f ∈ ZV+ is called reduced if f 6≥ p for every non-zero
period vector p, or, equivalently, if for any non-zero period vector p, f ∧ p < p. The
following phenomenon is a direct consequence of the previous lemma:
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Lemma 2.2.4. [7, Lemma 5.2] If x y, then there exists a legal game transforming
x to y with a reduced firing vector.
Note that if x  y then for the firing vector f of a legal game transforming x
to y, y = x + Lf . Note also that among the vectors g ∈ ZV+ satisfying y = x + Lg,
there is a unique one that is reduced.
Corollary 2.2.5. Let G be a digraph, and x, y ∈ Chip(G). x  y if and only if
there exists a reduced vector f such that y = x + Lf and there exists a legal game
from initial distribution x with firing vector f .
In particular, the existence of a reduced vector f such that y = x + Lf is a
necessary condition for x  y. The following claim tells us that this necessary
condition can be decided in polynomial time.
Claim 2.2.6. There is a polynomial algorithm that for a given digraph G and x, y ∈
Chip(G) decides whether there exists a reduced vector f such that y = x+ Lf , and
if such a vector exists, it computes one.
In the case of Eulerian digraphs, this can be done in strongly polynomial time.
Proof. First, let G be Eulerian. If deg(x) 6= deg(y), then there cannot be such an
f . Now suppose that deg(x) = deg(y). As a connected Eulerian digraph is strongly
connected, the Laplacian matrix L of G has a one-dimensional kernel, and for an
arbitrary vertex v ∈ V (G), the matrix Lv obtained from L by deleting the row
and column corresponding to v is nonsingular. We can compute L−1v in strongly
polynomial time [19, Corollary 1.4.9]. Let xv and yv be the vectors we get from x
and y by deleting the coordinate corresponding to v, respectively. Let g ∈ RV be
the vector with
g(u) =
{
(L−1v (yv − xv))(u) if u 6= v
0 if u = v.
It is easy to see that y(u) = (x+ Lg)(u) for each u 6= v, and since ∑u∈V x(u) =∑
u∈V y(u), we have y = x + Lg. The coordinates of g are not necessarily integer.
All the vectors f such that y = x+Lf are of the form g− c ·perG, therefore we need
to decide if there is a reduced vector of this form. As now G is Eulerian, perG = 1G.
Since g(v) = 0, c needs to be an integer, hence g also needs to be an integer vector.
If g is an integer vector, choosing c = min{g(u) : u ∈ V }, f := g − c · perG is a
reduced vector such that y = x+ Lf .
If G is not Eulerian, we proceed with the following polynomial, although not
strongly polynomial algorithm. By [19, Theorem 1.4.21], we can decide in polyno-
mial time if the equation Lg = y−x has an integer solution, and if it does, compute
one. By Proposition 1.1.4, a nonnegative solution exists if and only if the g we got
from solving Lg = y − x has nonnegative coordinates on the non-sink components.
If g is nonnegative on the non-sink components, we can make it reduced by adding
(subtracting) appropriate period vectors.
24 Reachability
Corollary 2.2.5, Lemma 2.2.2 and Claim 2.2.6 imply that the reachability ques-
tion can be decided “greedily”: For given x, y ∈ Chip(G) one can decide if there
exists a reduced vector f with y = x + Lf . If no such vector exists then x 6 y.
If such a vector f exists, it can be computed. By Corollary 2.2.5, x  y if and
only if there is a legal game from x to y with firing vector f . By Lemma 2.2.2, we
can find greedily a maximal chip-firing game from x with upper bound f . There
exists a legal game from x with firing vector f if and only if this maximal bounded
chip-firing game has firing vector f .
This reasoning gives an algorithm for deciding the reachability problem, how-
ever, this algorithm is in general not polynomial, as the firing vector f may have
exponentially large elements. Bjo¨rner and Lova´sz improve this greedy algorithm by
a scaling-like technique, and obtain the following:
Theorem 2.2.7. [7, Theorem 5.1] There is an algorithm that for given x, y ∈
Chip(G) on a digraph G decides whether x y holds, and runs in
O(|V |2∆(G)2per(G) log(|V | ·∆(G) · deg(x) · per(G)))
time.
This algorithm is not polynomial in general, as per(G) and ∆(G) may be ex-
ponentially large. However, as for simple Eulerian digraphs, per(G) = |V | and
∆(G) ≤ |V |, the algorithm is weakly polynomial for simple Eulerian digraphs.
In this chapter, we show that the reachability problem can be decided in polyno-
mial time if per(G) is a polynomial of the input size, even if the graph has multiple
edges. This case includes for example Eulerian digraphs with multiple edges. In
addition, for Eulerian digraphs, our algorithm is strongly polynomial. For general
digraphs, we show that the reachability problem is in co-NP. We also show that in
the special case if y is recurrent restricted to each strongly connected component,
whether x y holds can be decided in polynomial time for general digraphs.
2.3 An algorithm for digraphs with polynomial
period length
In this section, we describe our algorithm for deciding the chip-firing reachability
problem, that runs in polynomial time for multigraphs if per(G) is polynomial. We
first give an algorithm for strongly connected digraphs, then show how to solve
the question on general digraphs by applying the algorithm for strongly connected
digraphs to the strongly connected components.
The heart of our algorithm is Lemma 2.3.3, that ensures that if x  y, then
there is a legal game from x to y with a certain nice structure. Before we state
Lemma 2.3.3, we need a couple of definitions.
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Definition 2.3.1. For a strongly connected digraph G and a non-negative vector
f ∈ ZV+, we call dmaxv∈V f(v)perG(v)e the level of f , and denote it by lvl(f). We call
a sequence f1, . . . , flvl(f) of vectors the level vectors of f if
∑lvl(f)
i=1 fi = f and fi =
(
∑i
j=1 fj) ∧ perG for each i ∈ {1, . . . , lvl(f)}.
We call a level vector fi trivial if fi(v) ∈ {0, perG(v)} for each v ∈ V (G).
Otherwise we call it nontrivial.
Let us give some intuition to the notion of level vectors. In the case if G is
Eulerian, perG = 1G. Hence in this case fi is a vector that is 1 on the vertices that
occur at least lvl(f)− i+ 1 times in f , and 0 otherwise.
Claim 2.3.2. For any strongly connected digraph G and non-negative vector f ∈ ZV+,
the sequence of level vectors of f exists and is unique.
Proof. We use induction on lvl(f). If lvl(f) = 0, that means that f ≡ 0. Then the
empty sequence is the unique solution for the conditions of Definition 2.3.1.
If lvl(f) ≥ 1, then the last level vector needs to be f ∧ perG. Take f ′ = f − (f ∧
perG). It is easy to check that lvl(f
′) = lvl(f)−1, hence by the induction hypothesis,
f ′ has a unique sequence of level vectors f ′1, . . . f
′
lvl(f)−1. Taking flvl(f) = f ∧ perG,
the sequence f ′1, . . . f
′
lvl(f)−1, flvl(f) satisfies the conditions of level vectors. Also, since
we need to have flvl(f) = f ∧ perG, and the sequence of vectors f1, . . . flvl(f)−1 needs
to be a sequence of level vectors of f−flvl(f) by definition, this is the unique solution
for the conditions of Definition 2.3.1.
Lemma 2.3.3. Let G be a strongly connected digraph. Let x be a chip-distribution
on G and f ∈ ZV+ a non-negative vector such that there exists a legal game from x
with firing vector f . Let f1, . . . , flvl(f) be the level vectors of f . Then there exists a
sequence of legal firings (v1, v2, . . . , vs) from x with firing vector f , such that there
exist indices i0 = 0, i1, i2, . . . ilvl(f) = s such that for each j = 1, . . . , lvl(f), the firing
vector of the sequence vij−1+1, . . . , vij is fj.
Proof. Lemma 2.2.3 plays a key role in this proof.
We use induction on lvl(f). If lvl(f) = 0, then f ≡ 0, hence the empty firing
sequence satisfies the conditions of the lemma.
Suppose that lvl(f) ≥ 1. By our assumption, from initial distribution x there
exists a legal sequence of firings α = (w1, . . . ws) with firing vector f . From the
definition of level vectors, it follows that flvl(f) = f ∧ perG. We prove that from
initial distribution x, there exists a legal sequence of firings α′ with firing vector
f ′ = f − flvl(f) that can be extended legally by a sequence β of firings with firing
vector flvl(f). Indeed, by Lemma 2.2.3, the sequence of firings α
′ that we get from
α by deleting the first flvl(f)(v) occurrence of each vertex v, is still legal. The firing
vector of this sequence is f − flvl(f). Play the bounded chip-firing game with upper
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bound f from initial distribution x. Then α′ is a valid beginning. As α is a legal
chip-firing game with upper bound f , and its firing vector is f , by Lemma 2.2.2, each
maximal bounded chip-firing game with upper bound f has firing vector f . Hence
α′ can be extended to a legal game with firing vector f . Let us call the sequence of
the last deg(flvl(f)) firings β. The firing vector of β is necessarily flvl(f).
From the proof of Claim 2.3.2, we know that lvl(f ′) = lvl(f) − 1 and the level
vectors of f ′ are f1, . . . flvl(f)−1. Hence by the induction hypothesis, there is a legal
sequence γ = (v1, . . . , vs′) of firings with firing vector f
′ such that there exist indices
i0 = 0, i1, i2, . . . ilvl(f)−1 = s′ such that for each j = 1, . . . , lvl(f)−1, the firing vector
of the sequence vij−1+1, . . . vij is fj.
As α′ can be legally extended by β, γ can also be legally extended by β, since
the chip-distribution after a sequence of firings only depends on the firing vector,
which is the same for γ and for α′. Hence setting ilvl(f) = s′ + deg(flvl(f)), the
sequence of firings γ followed by the sequence of firings β satisfies the conditions of
the lemma.
Remark 2.3.4. It is worth noting that the condition fi = (
∑i
j=1 fj) ∧ perG in the
definition of level vectors ensures f1 ≤ · · · ≤ flvl(f). Indeed, the fi have nonnegative
elements, thus fi = (
∑i
j=1 fj)∧perG ≤ (
∑i+1
j=1 fj)∧perG. In particular, for Eulerian
digraphs, where perG = 1G, the fi are zero-one vectors, hence Lemma 2.3.3 implies
that if x y, then there is a legal game transforming x to y that fires “an ascending
chain of sets of vertices”.
There are some lemmas of similar flavor, using ’ascending chains’ in the related
field of graph divisor theory, see for example [41, Lemma 1.3.] or the notion of ’level
sets’ in [42].
Note that even for a reduced vector f , lvl(f) can be exponentially large. For
being able to use Lemma 2.3.3 in our algorithm deciding the reachability problem,
we need to be able to manipulate the level vectors for a non-negative vector in
polynomial time. We claim that even though there can be more than polynomially
many level vectors, there are only polynomially many different ones, which enables
us to compute the ith level vector for given i in polynomial time.
Claim 2.3.5. There is an algorithm that runs in O(|V (G)|2) time, and for a given
vector f ∈ ZV+, primitive period vector perG and index 1 ≤ a ≤ lvl(f) outputs the
ath level vector of f .
Proof. Consider first Algorithm 1, which is a naive (and potentially exponential
time) procedure. It is clear from the definition of level vectors, that the vectors fi
computed by Algorithm 1 are the level vectors of f . However, the running time of
this algorithm is proportional to lvl(f), hence not polynomial in general. Algorithm
2 is an improved version of Algorithm 1, where we only compute the level vectors
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Data: primitive period vector perG and a non-negative vector f ∈ ZV+
i := dmaxv∈V f(v)perG(v)e;
h := f ;
while i 6= 0 do
fi := h ∧ perG;
h := h− fi;
i := i− 1;
end
Algorithm 1: Naive algorithm
for some “important” indices, and store these indices in an array I. To be able to
output the level vector fa for any given a, we need another query algorithm that,
based on the data computed by Algorithm 2, gives us the requested fa. This is done
by Algorithm 3.
Claim 2.3.6. Algorithm 3 produces correct answer.
Proof. We claim that for those indices i that are stored in the array I, the vector
fi computed by Algorithm 2 is the i
th level vector of f . Also, we claim that for
I[k] ≥ i > I[k+ 1], the ith level vector of f is equal to fI[k]. These two claims imply
that Algorithm 3 produces correct answer.
Suppose that we are at some execution of the while loop of Algorithm 2, and so
far the two claims are true for the computed vectors. Then for the present h and i,
h is the sum of the first i level vectors of f . Hence indeed, the ith level vector of f
is equal to h ∧ perG. If there exists v ∈ V (G) such that 0 < h(v) < perG(v), then
j = 0, hence the second claim is meaningless. If the ratio h(v)
perG(v)
is either 0 or at
least j on each vertex, then it is easy to see that the ith, i+ 1th, . . . , i+ j − 1th level
vectors of f are all equal to h∧perG, hence the two claims also hold in this case.
Claim 2.3.7. The while loop of Algorithm 2 is executed at most 2|V (G)| times.
Proof. If in an execution there is a vertex v such that 0 < h(v) < perG(v), then
we subtract h ∧ perG from h, hence from the next iteration, h(v) = 0. If there is
no such vertex, then let v be a vertex that minimizes b h(v)
perG(v)
c. Then in the next
iteration, h(v) < perG(v), hence after one more iteration, h(v) = 0. Hence each
vertex can be minimizer of the value bminv∈S h(v)perG(v)c at most twice. Note that after
each execution of the while loop, i = lvl(h), hence while i > 0, h 6= 0. Hence there
is a minimizer vertex in each execution of the while loop. Thus there can be at most
2|V (G)| executions of the while loop.
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Data: primitive period vector perG and a non-negative vector f ∈ ZV+
i := dmaxv∈V f(v)perG(v)e;
h := f ;
k := 0;
while i 6= 0 do
k := k + 1;
I[k] := i;
S := {v ∈ V (G) : h(v) 6= 0};
j := bminv∈S h(v)perG(v)c;
fi := h ∧ perG;
if j 6= 0 then
h := h− j · fi;
i := i− j;
else
h := h− fi;
i := i− 1;
end
end
` := k;
Algorithm 2: Preprocessing algorithm
An execution of the while loop of Algorithm 2 takes O(|V (G)|) time, hence
altogether Algorithm 2 runs in O(|V (G)|2) time. The fact that the while loop of
Algorithm 2 is executed at most 2|V (G)| times implies that the array I stores at
most 2|V (G)| elements. In other words, ` ≤ 2|V (G)|. Hence Algorithm 3 runs in
O(|V (G)|) time.
From the proof of Claim 2.3.7 we can also deduce the following corollary.
Corollary 2.3.8. For a strongly connected digraph G, among the level vectors of a
non-negative vector f ∈ ZV+, there are at most |V (G)| types of different trivial level
vectors, and at most |V (G)| different nontrivial level vectors.
The following theorem gives the main part of our algorithm. We analyze its com-
plexity in the arithmetic model, i.e. we count the elementary arithmetic operations
(addition, subtraction, multiplication, division, comparison) as one step.
Theorem 2.3.9. Given a strongly connected digraph G, its primitive period vector
perG, a chip-distribution x ∈ Chip(G) and a non-negative vector f ∈ ZV+, it can
be decided in O(|V (G)|2(|V (G)|+ per(G))) steps (in the arithmetic model) whether
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Data: an index 1 ≤ a ≤ lvl(f) and the data computed by Algorithm 2
k := 1;
while k ≤ ` do
if I[k] < a then
BREAK;
end
k := k + 1;
end
Result: fI[k−1]
Algorithm 3: Query algorithm
there exists a legal chip-firing game with firing vector f from initial distribution x.
The algorithm uses polynomial space in the size of the input.
Proof. The idea of the proof is the following: By Lemma 2.3.3, f can be legally
fired from initial distribution x if and only if there is a legal game from x that fires
the sequence of level vectors of f . The main idea is that though there might be
exponentially many level vectors, it is enough to check for each type of level vector,
whether it can be fired at its last occurrence.
Let us write this formally. The algorithm is the following:
Run Algorithm 2 with input f . Let ai = I[` − i + 1] for i ∈ {1, . . . , `}, and let
a0 = 0. This means that if ai−1 < j ≤ ai, then fj = fai .
Now let x0 = x and define xj = x +
∑j
k=1 Lfk for j = 1, . . . , lvl(f). We do not
compute all of these chip-distributions (as there can be exponentially many), but
note that for a fixed j, xj can be computed in polynomial time: If ai−1 < j ≤ ai
then
xj = x+ L
(
(j − ai−1)fai +
i−1∑
k=1
(ak − ak−1)fak
)
.
Now the algorithm proceeds as follows: For each 1 ≤ i ≤ ` compute xai−1 and check
whether the firing vector fai can be fired from initial distribution xai−1. By Lemma
2.2.2, we can check this greedily. If the firing vector fai can be fired from initial
distribution xai−1 for each 1 ≤ i ≤ `, then the algorithm returns YES, otherwise the
algorithm returns NO.
Let us compute the running time of the algorithm. We get the firing vectors
fa1 , . . . , fa` in O(|V (G)|2) time by running Algorithm 2. As ` ≤ 2|V (G)|, for a given
i, xai−1 can be computed in O(|V (G)|2) time. We compute xai−1 for ` different
values of i. This means altogether O(|V (G)|3) steps. By Lemma 2.2.2, we can check
greedily whether the firing vector fai can be fired from initial distribution xai−1. At
any point, we can check in O(|V (G)|) time whether there exists a vertex that can
be fired. If we find a vertex that can be fired, the effect of a firing can be computed
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in O(|V (G)|) time. We need to do at most deg(fai) firings. As fai ≤ perG, we
have deg(fai) ≤ per(G). Hence for a given i, we can check in O(|V (G)|per(G)) time
whether the firing vector fai can be fired from initial distribution xai−1. We need to
do this for ` values of i, which means altogether O(|V (G)|2per(G)) time. It is also
clear that the algorithm uses polynomial space in the size of the input.
Now we prove the correctness of the algorithm. First we prove that if the algo-
rithm returns YES, then indeed there is a legal chip-firing game from initial distri-
bution x with firing vector f .
Note that f =
∑lvl(f)
j=1 fj. Thus for proving that f can be fired from initial
distribution x, it is enough to prove for each 1 ≤ j ≤ lvl(f) that fj can be fired from
initial distribution xj−1. Let 1 ≤ j ≤ lvl(f). Then for some i ≤ `, ai−1 < j ≤ ai.
Hence fj = fai .
Since the algorithm returned YES, fai can be fired from initial distribution xai−1.
If fai is a nontrivial level vector, then necessarily j = ai, hence indeed fj can be
fired from xj−1.
If fai is a trivial level vector, let β be a legal game from initial distribution
xai−1 with firing vector fai . We prove that β is also a legal game starting from the
distribution xj−1. For this, it is enough to show that xj−1(v) ≥ xai−1(v) for each
v ∈ V (G) such that fai(v) > 0.
We have xai−1 = xj−1 + (ai − j) · Lfai . From the fact that fai is a trivial level
vector, each vertex v has either fai(v) = 0 or fai(v) = perG(v). For those vetices,
where fai(v) = perG(v), (Lfai)(v) ≤ 0, since
(Lfai)(v) =
∑
u∈Γ−(v)
fai(u)
−→
d (u, v)− d+(v)fai(v) =
∑
u∈Γ−(v)
fai(u)
−→
d (u, v)− d+(v)perG(v) ≤
∑
u∈Γ−(v)
perG(u)
−→
d (u, v)− d+(v)perG(v) = 0.
Hence for any vertex v where fai(v) > 0, xai−1(v) ≤ xj−1(v). Thus indeed fj
can be fired from initial distribution xj−1 for every j ≤ lvl(f). Hence f can be fired
from initial distribution x.
Now it remains to show that if there exists a legal game with firing vector f
from initial distribution x, then the algorithm returns YES. Suppose that f can
be fired from initial distribution x. Take the legal game (v1, v2, . . . , vs) from initial
distribution x with firing vector f provided by Lemma 2.3.3. By definition, after
firing (v1, . . . vij−1) from initial distribution x, we arrive at xj−1. The firing vector
of the sequence (vij−1+1, . . . vij) is fj by definition, and also by definition, this part
of the game is also legal. Hence fj can be fired from initial distribution xj−1 for any
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1 ≤ j ≤ lvl(f). In particular, fai can be fired from xai−1 for each 1 ≤ i ≤ `, hence
the algorithm returns YES.
Theorem 2.3.10. Let G be an Eulerian digraph, and x, y ∈ Chip(G). Then it can
be decided in strongly polynomial time whether x y.
Proof. By Claim 2.2.6, we can check in strongly polynomial time whether a reduced
vector f exists such that y = x + Lf , and if it exists, compute it. By Corollary
2.2.5, x  y if and only if such an f exists, and there exists a legal game from
initial distribution x with firing vector f . If G is Eulerian, it is necessarily strongly
connected. Thus by Theorem 2.3.9, given f , whether there exists a legal game from
initial distribution x with firing vector f , can be decided in O(|V (G)|2(|V (G)| +
per(G))) = O(|V (G)|3) time. As f can be computed in strongly polynomial time,
its size is necessarily polynomial in the size of the description of x, y and G. As the
algorithm of Theorem 2.3.9 uses polynomial space in the size of x, f and G, it also
uses polynomial space in the size of x, y and G.
Now we generalize Theorem 2.3.9 to general digraphs.
Theorem 2.3.11. Given a digraph G, the primitive period vectors of its strongly
connected components, a chip-distribution x ∈ Chip(G) and a non-negative vector
f ∈ ZV+, it can be decided in O(|V (G)|2(|V (G)| + per(G))) steps (in the arithmetic
model) whether there exists a legal chip-firing game with firing vector f from initial
distribution x. The algorithm uses polynomial space in the size of the input.
Proof. We proceed by induction on the number of strongly connected components
of G. If G has one strongly connected component, i.e. it is strongly connected, then
we are ready by Theorem 2.3.9.
Now suppose that G is not strongly connected. If G is not weakly connected,
let G[V1] and G[V2] be two weakly connected components such that V = V1 ∪ V2. f
can be legally fired from initial distribution x on G if and only if f |Vi can be legally
fired from initial distribution x|Vi on G[Vi] for i = 1, 2. Moreover, both G[V1] and
G[V2] has less number of strongly connected components than G, hence by induction
hypothesis, we can decide in O(|V1|2(|V1|+ per(G[V1])) + |V2|2(|V2|+ per(G[V2]))) =
O(|V (G)|2(|V (G)|+per(G))) time whether both legal games exist, and the algorithm
uses polynomial space in the input size.
If G is weakly connected, take a source component of G (strongly connected
component that has no ingoing edge from any other strongly connected component).
Let the vertex set of this source component be V0. Contract the vertices in V − V0
to a point, and call the contracted point v0. Let the obtained graph be G
′. Let x′
be the following chip-distribution on G′.
x′(u) =
{
x(u) if u ∈ V0
0 if u = v0,
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Let
f ′(u) =
{
f(u) if u ∈ V0
0 if u = v0.
Claim 2.3.12. If f can be legally fired from initial distribution x on G, then f ′ can
be legally fired from initial distribution x′ on G′.
Proof. If f can be legally fired from initial distribution x on G, then we can suppose
that all the firings of the vertices in V0 happen before the firings of the vertices in
V − V0, since the firings of vertices from V − V0 do not modify the number of chips
on V0, and the firings of vertices from V0 can only increase the number of chips on
vertices from V − V0.
Hence from initial distribution x, there exists a legal game that fires only vertices
in V0, and fires each v ∈ V0 exactly f(v) times. If we play the same game on G′ from
initial distribution x′, it remains legal, since the number of chips will be the same on
each vertex of V0 after each step. Moreover, this is a game with firing vector f
′.
Now for each vertex u ∈ V0, let us draw an edge of multiplicity perG[V0](u) ·−→
d G′(u, v0) from v0 to u. Here we use the convention that non-edges have multiplicity
zero. Call the obtained graph G′′. Since G′[V0] is strongly connected and v0 has at
least one in-edge in G′, now G′′ is strongly connected. We claim that perG′′ equals
the following vector
p(u) =
{
perG[V0](u) if u ∈ V0
1 if u = v0.
This is a vector with nonnegative integer coordinates, and the largest common di-
visor of its elements is one, hence it is enough to check that LG′′p = 0, which is a
straightforward calculation. Hence per(G′′) = per(G[V0]) + 1.
There exists a legal game on G′′ from initial distribution x′ with firing vector f ′
if and only if it exists on G′, since f ′(v0) = 0.
By Theorem 2.3.9, we can decide in O(|V0|2(|V0| + per(G′′))) = O(|V0|2(|V0| +
per(G[V0]))) time if there exists a legal game on G
′′ from initial distribution x′ with
firing vector f ′. If there exists no such legal game, then there is no legal game with
firing vector f from initial distribution x on G.
If there exists such a game, let f ′′ be equal to f on V0 and zero on V − V0. Let
x˜ = (x + Lf ′′)|V−V0 and f˜ = f |V−V0 . Since in the case if the firing vector f can be
legally fired from initial distribution x, we can suppose that all the firings of the
vertices in V0 happen before the firings of the vertices in V − V0, we conclude that
in this case there is a legal game with firing vector f˜ from initial distribution x˜ on
G[V − V0].
Moreover, we claim that if f ′ can be legally fired from x′ on G′ and f˜ can be
legally fired from x˜ on G[V − V0], then f can be legally fired from x on G. Let α
be the legal game with firing vector f ′ on G′ (i.e. α is a sequence of vertices from
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V0), and β be the legal game with firing vector f˜ on G[V − V0] (i.e. β is a sequence
of vertices from V − V0). α is also a legal game if it is played on G with initial
distribution x, and it leads to a chip-distribution that agrees with x˜ on V − V0. If
we continue with β, this is still a legal game, since in β only vertices of V − V0 are
fired, and on these vertices, our chip-distribution agrees with x˜. The firing vector
of this game is f .
Hence it is enough to decide if f˜ can be legally fired from x˜ onG[V−V0]. G[V−V0]
has one less strongly connected components than G, hence by induction hypothesis,
we can decide this in O(|V − V0|2(|V − V0|+ per(G[V − V0]))) time and polynomial
space. Hence altogether, we can give an answer in O(|V (G)|2(|V (G)| + per(G)))
time, and we need polynomial space.
Theorem 2.3.13. Let G be a digraph, and x, y ∈ Chip(G). There is an algorithm
that decides whether x  y, and has a running time which is a polynomial of the
input size and the period length of G.
Proof. The strongly connected components of G can be found in polynomial time
[38]. By [19, Theorem 1.4.21], the primitive period vectors of the strongly connected
components of G can be computed in polynomial time in the size of the description
of G.
By Claim 2.2.6, we can decide in polynomial time in the input size whether there
exists a reduced vector f such that y = x+Lf , and if the answer is yes, compute it.
Again, if there exists no such f , then x 6 y. Now suppose that f exists. Then by
Corollary 2.2.5, x y if and only if there exists a legal game from initial distribution
x with firing vector f . By Theorem 2.3.11, this can be decided in a running time
that is a polynomial of the size of the input and the period length of G.
2.4 General digraphs
The algorithm of Section 2.3 is not polynomial for digraphs with exponentially large
period length. It is conjectured by Bjo¨rner and Lova´sz in [7] that the reachability
problem is NP-hard for general digraphs. In this section, we give two positive
results: We show that the reachability problem is in co-NP, and we show a special
case when it is decidable in polynomial time for general digraphs.
2.4.1 The reachability problem is in co-NP
Theorem 2.4.1. Let G be a digraph (with possibly multiple edges) and x, y ∈
Chip(G). Then deciding whether x y is in co-NP.
Proof. As we noted in Section 2.2, the existence of a reduced f ∈ ZV+ such that
y = x + Lf is a necessary condition for x  y, that can be checked in polynomial
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time. Hence in case there exists no reduced f ∈ ZV+ such that y = x + Lf , our
certificate for x 6 y is simply the statement that there exists no reduced f ∈ ZV+
such that y = x+ Lf .
In case there exists a reduced f ∈ ZV+ such that y = x + Lf , our certificate is a
pair of vectors f, g ∈ ZV satisfying the following properties.
1. y = x+ Lf , and f is reduced;
2. 0 ≤ g ≤ f , and there exists v ∈ V such that g(v) < f(v);
3. For any v ∈ V , g(v) = f(v) or xg(v) < d+(v), where xg = x+ Lg.
All three conditions can be checked in polynomial time. Also, f has polynomially
large coordinates in the input size since it could be computed in polynomial time.
Hence g also has polynomially large coordinates.
We claim that if x 6 y and there exists a reduced f ∈ ZV+ such that y = x+Lf
then such f and g exist. Indeed, let f be the reduced firing vector that exists by
asumption. Let g be the firing vector of a maximal bounded chip-firing game from
initial distribution x with upper bound f . By Lemma 2.2.2, g is well defined. By the
definition of the bounded game, 0 ≤ g ≤ f . If g = f then x  y, hence if x 6 y,
then necessarily there exists v ∈ V such that g(v) < f(v). The third condition
follows because g is the firing vector of a maximal game with upper bound f .
Now we prove that if such an f and g exist then x 6 y. Suppose for a contra-
diction that x y. By Lemma 2.2.4, there exists a legal sequence (v1, v2, . . . , vt) of
firings with firing vector f that leads from x to y. Let j be the largest index such
that
∑j
i=1 1vi ≤ g. Let h be the firing vector of the sequence (v1, v2, . . . , vj) and let
xh = x+ Lh. By the choice of j, g ≥ h and g(vj+1) = h(vj+1) < f(vj+1). Hence
xg(vj+1)− xh(vj+1) = L(g − h)(vj+1) ≥ 0.
Since (v1, v2, . . . , vj, vj+1) is a legal sequence of firings, we get
d+(vj+1) ≤ xh(vj+1) ≤ xg(vj+1),
contradicting Condition 3.
2.4.2 Reachability of recurrent distributions
In this section, we show a case when the reachability problem can be decided in
polynomial time also for general digraphs. More exactly, we give a case where the
necessary condition of the existence of a reduced vector f such that y = x+Lf is also
sufficient for x y. Our theorem uses the notion of recurrent chip-distributions.
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Definition 2.4.2. We call a chip-distribution x ∈ Chip(G) recurrent if there exists
a non-empty sequence of legal firings that transforms x to itself.
Theorem 2.4.3. Let G be a strongly connected digraph and x, y ∈ Chip(G). If y is
recurrent and there exists a reduced f such that y = x+ Lf , then x y.
Remark 2.4.4. For a strongly connected digraph, the existence of a reduced vector
f such that y = x + Lf is equivalent to x ∼ y. This is true because for strongly
connected digraphs, the primitive period vector is strictly positive on every coor-
dinate, therefore the linear equivalence of x and y implies also the existence of a
non-negative g such that y = x+ Lg.
Proof of Theorem 2.4.3. First we claim that if there exists a reduced f ∈ ZV+ such
that y = x+ Lf then there exists a reduced g ∈ ZV+ such that x = y + Lg. Indeed,
since G is strongly connected, by Proposition 1.1.4 perG is strictly positive on each
coordinate. Hence we get such a g as −f + c · perG for an appropriate choice of c.
We proceed by induction on
∑
v∈V (G) g(v). If
∑
v∈V (G) g(v) = 0, then x = y,
thus x  y. Now suppose
∑
v∈V (G) g(v) > 0. As y is recurrent, there exists a
sequence (v1, v2, . . . , vk) of legal firings from initial distribution y (a vertex may
occur multiple times), that leads back to y. Fix such a sequence. We claim that in
this sequence, each vertex occurs at least once. Indeed, for the firing vector h of the
game, y = y+Lh thus h is a multiple of perG, which is positive on each coordinate.
Let i be the smallest index such that g(vi) > 0. Such an index exists because
each vertex is listed at least once in v1, v2, . . . , vk. From initial distribution y, fire the
vertices v1, . . . , vi−1. This is a legal game by definition. Let the resulting distribution
be y′. We claim that the sequence of firings v1, . . . , vi−1 is also legal from initial
distribution x. To prove this, it is enough to show that x(vj) ≥ y(vj) for all 1 ≤
j ≤ i− 1. This is true, because x(vj) = y(vj) + (Lg)(vj), where (Lg)(vj) ≥ 0, since
the only negative element in the row corresponding to vj is L(vj, vj), but g(vj) = 0.
Hence the firing of the vertices v1, . . . , vi−1 from initial distribution x is legal. Let
the distribution obtained by this game be x′. Thus x x′.
For x′ and y′, we also have x′ = y′ + Lg. At position y′, firing vi is legal, by
definition of the sequence v1, . . . , vk. Denote by y
′′ the distribution we get by firing
vi at y
′. The distribution y′′ is recurrent, since firing vi+1 . . . , vk, v1, . . . , vi is a legal
game that leads back to y′′. Now for x′ and y′′ we have x′ = y′′ + Lg′, where
g′ = g − 1vi . This way
∑
v∈V (G) g
′(v) =
∑
v∈V (G) g(v) − 1, hence by the induction
hypothesis, x′  y′′.
We claim that y′′  y. Indeed, firing vi+1, . . . , vk starting from y′′ is a legal game
that leads to y. We also have x x′. By transitivity, we have x y.
This theorem raises the question of the complexity of deciding whether a given
chip-distribution is recurrent. By results of Bjo¨rner and Lova´sz (Lemmas 2.2.2 and
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2.2.3), a chip-distribution x is recurrent if and only if there exists a primitive period
vector p, such that started from x, the maximal chip-firing game with upper bound
p has firing vector p. For Eulerian digraphs, this can be checked in polynomial
time (even if the digraph has multiple edges). However, for general digraphs, the
complexity of deciding recurrence is open.
Our aim is now to generalize Theorem 2.4.3 for weakly connected digraphs. Here,
the condition of y being recurrent is not enough to make the necessary condition
sufficient.We show this by an example at the end of this section (Example 2.4.7).
With a somewhat stronger condition, however, we can generalize Theorem 2.4.3 to
weakly connected digraphs.
Theorem 2.4.5. Let G be a weakly connected digraph, and x, y ∈ Chip(G) be
two chip-distributions such that there exists a reduced f ∈ ZV+ with y = x + Lf .
Suppose that for each strongly connected component G′ = (V ′, E ′) of G, f |V ′ = 0 or
y|V ′ ∈ Chip(G′) is recurrent. Then x y.
Proof. Let V1, V2, . . . , Vk be a topological ordering of the strongly connected com-
ponents of G, i.e., V = V1 ∪ · · · ∪ Vk, for each i the digraph Gi = (Vi, E|Vi×Vi) is
strongly connected, and there is no directed edge from vi ∈ Vi to vj ∈ Vj if i > j.
Let x′ be the chip-distribution obtained from x by passing f(u) · −→d (u, v) chips
from u to v for each pair of vertices u, v ∈ V where u and v are in different strongly
connected components. Note that x 6∼ x′ is possible. The proof of the theorem is
based on the following lemma.
Lemma 2.4.6. For each i, x′|Vi ∼ y|Vi on the digraph Gi. Moreover, if y|Vi is
recurrent on Gi, then there exists a legal game on Gi with firing vector f |Vi that
transforms x′|Vi to y|Vi.
Proof. Let Li be the Laplacian matrix of Gi. We first prove that x
′|Vi ∼ y|Vi (as
chip-distributions on Gi) by showing that x
′|Vi + Lif |Vi = y|Vi . For this, let v ∈ Vi.
Then
x′(v) + (Lif |Vi)(v) =
x(v) +
∑
v′∈V \Vi
(−→
d (v′, v) · f(v′)−−→d (v, v′) · f(v)
)
+ (Lif |Vi)(v) =
x(v) + (Lf)(v) = y(v).
Now, if y|Vi is recurrent, then by Remark 2.4.4 we can apply Theorem 2.4.3, hence
x′|Vi  y|Vi on Gi. Let gi ∈ ZVi be the firing vector of a legal game transforming
x′|Vi to y|Vi . Then Li(f |Vi − gi) = 0, hence by Proposition 1.1.4, gi − f |Vi = c · pGi
with c ∈ Z. If c = 0 then f |Vi is the firing vector of a legal game, proving the lemma.
In the followings, we treat separately the cases c < 0 and c > 0.
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Suppose that c < 0. Since y|Vi is recurrent, there is a legal game on Gi that
transforms y|Vi back to itself. For the firing vector g of this game, Lig = 0, hence
g = λ · pGi with λ ∈ Z, λ > 0. By Lemma 2.2.3, we can suppose that λ = 1. Now
starting from distribution x′|Vi on Gi, after playing the legal game with firing vector
gi, we get to the distribution y|Vi . Then iterate −c times the legal game with firing
vector pGi . This gives us a legal game with firing vector f |Vi , finishing the proof for
the c < 0 case.
Now suppose that c > 0. Then Lemma 2.2.3 guarantees that there is a legal
game from x′|Vi with firing vector gi − c · pGi = f |Vi . This finishes the proof of the
lemma.
For each 1 ≤ i ≤ k let fi be the vector with fi(v) = f(v) if v ∈ Vi, and
fi(v) = 0 otherwise. Let si =
∑
j≤i fj, i.e., si(v) = f(v) if v ∈
⋃
j≤i Vj, and si(v) = 0
otherwise. Let xi = x + Lsi and x0 = x. We show that for i = 1, . . . , k, starting
from the distribution xi−1, there is a legal game on G with firing vector fi. Since
xi−1 + Lfi = xi, and xk = y, this is enough to finish the proof of the theorem.
So let i be fixed. It is easy to see that for each v ∈ Vi
x′(v) = xi−1(v)− f(v) ·
∑
v′∈V \Vi
−→
d (v, v′). (2.4.1)
If f |Vi = 0Vi , then fi = 0, hence we have nothing to prove. If this is not the case,
then y|Vi is recurrent by the assumptions. Using the lemma, from initial distribution
x′|Vi there exists a legal game on Gi with firing vector f |Vi . We claim that the same
sequence of firings on G, with initial distribution xi−1 remains a legal game. Indeed,
we can see from (2.4.1) that by playing the game on G from initial distribution
xi−1, at any moment we have a distribution that is greater or equal on Vi than the
distribution we get by playing the game on Gi with initial distribution x
′|Vi . Hence
there exists a legal game on G with initial distribution xi−1 and firing vector fi.
This finishes the proof of the theorem.
Example 2.4.7. Now we give an example showing that Theorem 2.4.3 does not
remain true for general digraphs, i.e. for general digraphs, the existence of a reduced
vector f such that y = x+ Lf and y being recurrent is not sufficient for x y.
Let G be the following digraph:
V (G) = {v1, v2, v3, v4, v5, v6}
E(G) = {−−→v1v2,−−→v2v1,−−→v2v3,−−→v3v2,−−→v3v4,−−→v4v3,−−→v4v1,−−→v1v4,−−→v3v5,−−→v4v6,−−→v5v6,−−→v6v5}
Let x = (1, 1, 0, 0, 1, 0) and y = (0, 0, 1, 1, 1, 0).
It is easy to see that y is recurrent, since firing v5 then firing v6 transforms it
back to itself. Also, for the reduced f = (1, 1, 0, 0, 0, 0), y = x + Lf . However,
x 6 y, as for x y we need to be able to fire the firing vector f . However, neither
v1 nor v2 can fire in x.
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Figure 2.1: The chip-distributions x and y on G
2.5 Open questions and related problems
The most intriguing open question concerning the reachability problem is the com-
plexity of the reachability problem on general digraphs. An interesting special case
of this problem is deciding whether a chip-distribution on a general digraph is re-
current.
Problem 2.5.1. Let G be a digraph and x, y ∈ Chip(G). What is the complexity
of deciding whether x y?
Problem 2.5.2. Let G be a digraph. What is the complexity of deciding whether
a chip-distribution x ∈ Chip(G) is recurrent?
We conjecture that both of these questions are co-NP-hard.
A related problem to the chip-firing reachability problem is the so-called chip-
firing halting problem.
Chip-firing halting problem Given a digraph G and a chip-distribution x ∈
Chip(G), decide if x is terminating.
Informally, the halting problem and the reachability problem are both about
determining the firing vector of a maximal game, only this game is a chip-firing
game for the halting problem, and a bounded chip-firing game for the reachability
problem.
The halting problem is known to be in P for simple Eulerian digraphs [7], and
it is known to be NP-complete for general digraphs [16]. The complexity of the
problem is open both for simple digraphs, and for Eulerian digraphs. We point out
the following:
Proposition 2.5.3. The chip-firing halting problem is in co-NP for Eulerian di-
graphs.
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Proof. Our certificate for “x is non-terminating” is a recurrent chip-distribution y
such that x ∼ y. Since the graph is Eulerian, both the fact that y is recurrent, and
that x ∼ y, can be checked in polynomial time.
We show that x is non-terminating if and only if such a y exists. In a chip-firing
game a vertex can only loose chips if it is fired, but if it is fired, it is not allowed
to go negative. Hence in a game with initial distribution x, on any vertex v, the
number of chips is always at least min{0, x(v)}. Hence the number of chips on
any vertex is at most
∑
v∈V max{x(v), 0}. Hence the number of chip-distributions
reachable from x by a legal game is finite. Thus if x is non-terminating, starting a
legal chip-firing game from x, we will eventually visit some chip-distribution y twice.
This y is therefore recurrent. Moreover, y ∼ x, since y = x+Lf for the firing vector
of the game leading from x to y.
For the other direction, we use Lemma 1.2.6, that states that for a strongly
connected digraph G and x, y ∈ Chip(G), if x ∼ y, then x is terminating if and
only if y is terminating. Note that now our graph is strongly connected since it is
connected and Eulerian. Note also that a recurrent chip-distribution is always non-
terminating, since we can repeat the nonempty legal game transforming it back to
itself indefinitely. Hence y is non-terminating, consequently, x is non-terminating.
This means, that for Eulerian digraphs, the chip-firing halting problem is in
NP ∩ co−NP.
Problem 2.5.4. Is there a polynomial time algorithm that decides the chip-firing
halting problem for Eulerian digraphs (with multiple edges possible)?
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Chapter 3
The NP-hardness of computing
the rank of a divisor on a graph
This chapter is based on the paper [26], which is joint work with Viktor Kiss.
Proposition 3.2.2 and Theorem 3.2.8 are from [24], which is joint work with Ba´lint
Hujter.
3.1 Introduction
In this chapter, we prove that computing the rank of a divisor on a graph is NP-
hard, even for simple undirected graphs. The rank of a divisor is a central notion
in the Riemann-Roch theory of graphs. The question whether the rank can be
computed in polynomial time has been posed in several papers [20, 29, 6], originally
attributed to H. Lenstra. Our result implies also the NP-hardness of computing the
rank of a divisor on a tropical curve by [28, Theorem 1.6].
Let us say a few words about previous work concerning the computation of the
rank. Hladky´, Kra´l’ and Norine [20] gave a finite algorithm for computing the rank
of a divisor on a metric graph. Manjunath [29] gave an algorithm for computing the
rank of a divisor on a graph (possibly with multiple edges), that runs in polynomial
time if the number of vertices of the graph is a constant. For simple graphs, it can
be decided in polynomial time, whether the rank of a divisor is at least c, where c
is a constant [6]. Computing the rank of a divisor on a complete graph can be done
in polynomial time [11]. For divisors of degree greater than 2g − 2 (where g is the
genus of the graph), the rank can be computed in polynomial time [29].
Our method for proving the NP-hardness of the computation of the rank is
the following: Using the duality between chip-firing and graph divisor theory, we
translate the question of computing the rank of a divisor on an undirected graph
to the question of computing the distance from non-terminating distributions of
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a chip-distribution on an undirected graph. Based on ideas of Perrot and Pham
[33], we first show that computing dist(0D) for an Eulerian digraph D is NP-hard.
Then we show the NP-hardness of computing dist for a chip-distribution on an
undirected graph by reducing to it the computation of dist(0D) for an Eulerian
digraph D. In the reduction, we imitate the chip-firing game of an Eulerian digraph
on an undirected graph.
In this chapter, we work both on directed and undirected graphs, and it will be
important to distiguish them by notation. Hence in this chapter, G always means
an undirected graph. On the other hand, directed graphs are denoted by D. We
emphasise that by the term “graph”, we mean undirected graph. Also, in this
chapter, we think of undirected graphs in the ordinary way, not as special Eulerian
digraphs. Hence for example
∑
v∈V (G) d(v) = 2|E(G)| for a graph G.
3.2 Minimal non-terminating distributions on
Eulerian digraphs
In this section, based on recent results of Perrot and Pham [33], we prove the
following theorem.
Theorem 3.2.1. Given a digraph D, computing dist(0D) is NP-hard, even for
simple Eulerian digraphs.
We use the method of Perrot and Pham. In the paper [33], they proved the
NP-hardness of an analogous question in the Abelian Sandpile Model, which is a
closely related variant of the chip-firing game.
Before proceeding, we need a technical lemma. This lemma appeared in [7], but
since in [7] it is only proved for non-negative chip-distributions and we need it for
integer valued distributions, we give a proof.
Proposition 3.2.2. On a strongly connected digraph D, in any infinite legal game
every vertex is fired infinitely often.
Proof. In a chip-firing game a vertex can only loose chips if it is fired, but if it is
fired, it is not allowed to go negative. Hence in a game with initial distribution x,
on any vertex v, the number of chips is always at least min{0, x(v)}. Hence the
number of chips on any vertex is at most
∑
v∈V max{x(v), 0} at any time.
If a legal game is infinitely long, then there is a vertex that fires infinitely often.
If a vertex is fired infinitely often, then it passes infinitely many chips to its out-
neighbors, hence the out-neighbors also need to be fired infinitely often, otherwise
they would have more chips than possible. By induction, every vertex reachable on
directed path from an infinitely often fired vertex is also fired infinitely often. As
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the graph is strongly connected, each vertex is reachable on directed path from each
vertex, thus every vertex fires infinitely often.
From Proposition 3.2.2 it follows that if x ∈ Chip(D) is non-terminating, then
playing a legal game, after finitely many steps, each vertex has already fired. At
this time, we are at a distribution which is nowhere negative. Hence there exists a
non-negative chip-distribution among the non-terminating distributions of minimum
degree. This has the following corollary:
Claim 3.2.3. For a strongly connected digraph D, dist(0D) equals to the minimum
degree of a non-terminating distribution on D.
Now we turn back to proving that the computation of dist(0D) is NP-hard on
a simple Eulerian digraph D. Using the ideas of [33], we first give a formula for the
minimum number of chips in a non-terminating distribution on an Eulerian digraph.
As a motivation, let us have a look at the analogous question on undirected graphs,
which was solved by Bjo¨rner, Lova´sz and Shor.
Theorem 3.2.4 ([8, Theorem 2.3]). Let G be an undirected graph. Then dist(0G) =
|E(G)|.
We sketch the proof as a motivation for the directed case.
Proof. First we prove the following useful lemma.
Lemma 3.2.5 ([8]). Let D be an acyclic orientation of G and let x ∈ Chip(G) be a
distribution with x(v) ≥ d−D(v) for each v ∈ V (G). Then x is non-terminating.
Proof. Since the orientation is acyclic, there is a sink, i.e., a vertex v0 ∈ V (G) with
d(v0) = d
−
D(v0) ≤ x(v0). Hence v0 is active with respect to x. Fire v0 and denote the
resulting distribution by x′. Reverse the direction of the edges incident to v0 and
denote the resulting directed graph by D′. It is easy to see that D′ is acyclic and
d−D′(v) ≤ x′(v) for each v ∈ V (G). Hence we can repeat the above argument. This
shows that the distribution x is indeed non-terminating.
Now taking an acyclic orientation D of G and setting x(v) = d−D(v) for each
v ∈ V (G) we have a distribution with deg(x) = |E(G)| that is non-terminating from
the lemma. This shows that dist(0G) ≤ |E(G)|.
For proving dist(0G) ≥ |E(G)|, take a non-terminating distribution x ∈ Chip(G).
It is enough to show that deg(x) ≥ |E(G)|. Since in a non-terminating game on
a connected undirected graph every vertex is fired infinitely often (by Proposition
3.2.2), after finitely many firings, every vertex of G has been fired at least once.
Let x′ be the distribution at such a moment. Then deg(x) = deg(x′). Let D be
the orientation of G that we get by directing each edge toward the vertex whose
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last firing occurred earlier. It is straightforward to check that x′(v) ≥ d−D(v) for
each v ∈ V (G). This fact implies that deg(x) = deg(x′) ≥ |E(G)|, completing the
proof.
Now let us consider Eulerian digraphs.
Theorem 3.2.6. Let D be an Eulerian digraph. Then dist(0D) = minfas(D).
This theorem is already stated in a note added in proof of [7], but there only the
direction dist(0D) ≥ minfas(D) is proved. We give a proof following ideas of Perrot
and Pham [33], who gave an analogous theorem for the Abelian Sandpile Model
(which is a variant of the chip-firing game). The idea of the proof can be thought
of as the generalization of the idea of the proof of Theorem 3.2.4. In Chapter 4,
we will need a structure theorem on non-terminating chip-distributions on Eulerian
digraphs, hence instead of Theorem 3.2.6, we prove a stronger structure theorem
(Theorem 3.2.8). For this, we need the notion of a turnback arc set.
Definition 3.2.7. A turnback arc set of a digraph D is a set of edges T ⊆ E(G)
such that the digraph D′ we get by reversing the edges in T is acyclic.
Note that any turnback arc set is also a feedback arc set. On the other hand, by
a theorem of Gallai [17], each minimal feedback arc set is also a turnback arc set.
Hence minfas(D) equals also to the cardinality of a minimum cardinality turnback
arc set.
Theorem 3.2.8. Let D be an Eulerian digraph. A chip-distribution x ∈ Chip(D)
is non-terminating if and only if there exists a turnback arc set T of D, and a chip-
distribution a ∈ Chip(D) with a ≥ 0, such that if % is the indegree distribution of T ,
then x ∼ %+ a.
For the proof of this theorem we need a lemma, which is a variant of a result of
Perrot and Pham [33, Lemma 2.4.].
Lemma 3.2.9. Let T ⊆ E(D) be a turnback arc set. Denote by d+T (v) and d−T (v)
the outdegree and indegree of a vertex v in the digraph DT = (V (D), T ). Then a
distribution x ∈ Chip(D) satisfying
x(v) ≥ d−T (v) for every v ∈ V (D) (3.2.1)
is non-terminating.
Proof. Let D′ be the graph we get from D by reversing the edges of T . From the
definition of turnback arc set, D′ is an acyclic digraph. Therefore, it has a source
v0.
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Hence no out-edge of v0 in D is from T , but all the in-edges of v0 in D are
from T . From (3.2.1), the choice of v0 and the fact that D is Eulerian, we have
that x(v0) ≥ d−T (v0) = d−(v0) = d+(v0), therefore v0 is active with respect to x.
Fire v0. Let x
′ be the resulting distribution. Let T ′ be the set of arcs obtained
from T by removing the in-edges of v0 and adding the out-edges of v0. Then the
graph D′′ that we get by reversing the edges in T ′ is acyclic, since compared to D′,
we only transformed a source to be a sink. Hence T ′ is a turnback arc set. It is
straightforward to check that x′(v) ≥ d−T ′(v) for every v ∈ V (D). Thus, we are again
in the starting situation, which shows that x is indeed non-terminating.
0
0
0 2
0
1
1 0
Figure 3.1: An example for simultaneously firing a vertex and changing the turnback
arc set. The arcs of the turnback arc sets are drawn by dashed lines.
Proof of Theorem 3.2.8. Suppose that there is a chip-distribution x ∈ Chip(D) such
that x ∼ %+ a where % ∈ Chip(D) is the indegree sequence of a turnback arc set T
of D, and a ∈ Chip(D) with a ≥ 0. Then from the lemma, %+a is non-terminating.
From Lemma 1.2.6, x ∼ %+ a is also non-terminating.
For the other direction, take a non-terminating distribution x. Let us play a chip-
firing game with initial distribution x. Proposition 3.2.2 says that after finitely many
steps, every vertex has fired. Play until such a moment, and let the distribution at
that moment be x′. Then x ∼ x′.
Let A be the following set of edges:
A = {−→uv ∈ E(D) : the last firing of u precedes the last firing of v}.
As every vertex has fired, A is well defined. Let v1, v2, . . . v|V (D)| be the ordering of
the vertices by the time of their last firing.
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Then v1, v2, . . . v|V (D)| is a topological order of the graph D′ that we get by
reversing the edges in E(D) \ A, hence T = E(D) \ A is a turnback arc set. We
show that x′(v) ≥ d−T (v) for every v ∈ V (D). For 1 ≤ i ≤ |V (D)|, the vertex vi
has d−T (vi) =
∑
j>i
−→
d (vj, vi). After its last firing, vi had a nonnegative number of
chips. Since then, it kept all chips it received. And as vi+1, . . . , v|V (D)| all fired since
the last firing of vi, it received at least
∑
j>i
−→
d (vj, vi) = d
−
T (vi) chips. So indeed, we
have x′(vi) ≥ d−T (vi).
Therefore x′ = % + a, where %(v) = d−T (vi), and a ≥ 0. Since x ∼ x′, we are
ready.
Note that in the above setting, starting from x′, then firing the vertices in the
order v1, v2, . . . , v|V (D)| (once each) is a legal game. Indeed, we proved that x′(vi) ≥
d−T (vi) =
∑
j>i
−→
d (vj, vi). After firing v1, . . . vi−1, the vertex vi receives
∑
j<i
−→
d (vj, vi)
more chips, so it indeed becomes active (d+(vi) = d
−(vi) =
∑
j 6=i
−→
d (vj, vi)) as we
did not allow loops).
We need this observation in the next section, so we state it as a proposition:
Proposition 3.2.10. In a chip-firing game on an Eulerian digraph D, if at some
moment every vertex has already fired then there is an order of the vertices in which
they can be legally fired once each, starting from that moment.
It is worth noting that on an Eulerian digraph, if starting from an initial distri-
bution x we fired each vertex exactly once, then we get back to distribution x: each
vertex v gave and received d−(v) = d+(v) chips.
Proof of Theorem 3.2.6. From Claim 3.2.3, dist(0D) equals to the minimum degree
of a non-terminating chip-distribution on D. By Theorem 3.2.8, this minimum
degree equals to the cardinality of a minimum cardinality turnback arc set, which
equals to minfas(D) since minimal feedback arc sets are turnback arc sets [17].
Finally, we prove Theorem 3.2.1.
Proof of Theorem 3.2.1. Perrot and Pham proved that computing minfas(D) for
a simple Eulerian digraph D is NP-hard [33, Theorem 2], by reducing it to the
NP-hardness of computing minfas(D) for general digraphs. From this, and from
Theorem 3.2.6, the statement follows.
3.3 NP-hardness of computing dist and rank
In this section we prove that computing the distance from non-terminating distribu-
tions of a chip-distribution is NP-hard, and deduce the NP-hardness of computing
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the rank of a divisor on a graph. In our proof of the NP-hardness, we rely on the
fact that a terminating chip-firing game on an Eulerian digraph D, that is started
from a chip-distribution which is non-negative on each vertex terminates after at
most 2|V (D)|2|E(D)|∆(D) steps (see [7, Corollary 4.9]). With this in mind, we
define the following transformation:
Definition 3.3.1. Let ϕ be the following transformation, assigning an undirected
graph G = ϕ(D) to any digraph D:
Split each directed edge by an inner point, and substitute the tail segment by
M = 8|V (D)|2|E(D)|∆(D) parallel edges. Then forget the orientations.
We maintain the effect of the transformation by a bijective function ψ : (V (D)∪
E(D))→ V (ϕ(D)):
For a vertex v ∈ V (D) let ψ(v) be the corresponding vertex of ϕ(D). For an
edge e ∈ E(D), let ψ(e) be the vertex with which we have split e.
Then the degrees in ϕ(D) are the following:
d(v) =
{
d+ (ψ−1(v)) ·M + d−(ψ−1(v)) if ψ−1(v) ∈ V (D)
M + 1 if ψ−1(v) ∈ E(D).
v1
v2
v3 v4
e1e2
e3 e4
e5
e6
ψ(v1)
ψ(v2)
ψ(v3) ψ(v4)
ψ(e1)ψ(e2)
ψ(e3) ψ(e4)
ψ(e5)
ψ(e6)
Figure 3.2: A schematic picture for a digraph D and the corresponding ϕ(D). In
the reality the multiple edges should be 1536-fold.
Let us define a certain chip-distribution on the graph ϕ(D):
Definition 3.3.2 (base-distribution). Let baseD ∈ Chip(ϕ(D)) on a vertex v ∈
V (ϕ(D)) be the following:
baseD(v) =
{
d+ (ψ−1(v)) ·M if ψ−1(v) ∈ V (D)
M/2 if ψ−1(v) ∈ E(D).
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The key lemma in our proof of Theorem 3.3.5 is the following:
Lemma 3.3.3. For an Eulerian digraph D, distD(0D) = distϕ(D)(baseD).
Proof. Let G = ϕ(D). First we show that distD(0D) ≥ distG(baseD).
Let x ∈ Chip(D) be a non-terminating chip-distribution such that deg(x) is
minimal. We can assume that there is an order of the vertices of D such that from
initial distribution x we can fire the vertices in that order (once each). Otherwise,
from Proposition 3.2.2 we can play a chip-firing game from x until each vertex has
fired. Denoting the distribution at that moment by x′, from Proposition 3.2.10 for
x′ there is such an order. As firing does not change the number of chips in the game,
deg(x′) is still minimal, so we can substitute x with x′. As x′ is non-negative on
each vertex, we can also suppose that x is non-negative on each vertex.
Let y ∈ Chip(G) be the distribution “x+ baseD”, i.e., for a vertex v ∈ V (D) let
y(ψ(v)) = x(v) + baseD(ψ(v)) and for an edge e ∈ E(D) let y(ψ(e)) = baseD(ψ(e)).
Since y(w) ≥ baseD(w) for each w ∈ V (G) and deg(y − baseD) = deg(x) =
distD(0D), it is enough to show that y is non-terminating.
For that, it is enough to show that we can fire each vertex of G exactly once in
some order. Then each vertex w ∈ V (G) gives and receives d(w) chips, so we get
back to the distribution y and can repeat this period indefinitely.
To get such an order of the vertices of G, we will play the chip-firing game
simultaneously on D and G.
To firing a vertex v in D, let the corresponding firings in G be: Fire ψ(v), then
fire ψ(e) for every out-edge e of v (in some order).
Claim 3.3.4. If a sequence of firings of length k ≤ M/2 on D with initial dis-
tribution x is legal then the sequence of the corresponding firings on G with initial
distribution y is also legal. Moreover, if we denote the resulting distribution on D
by x˜ and on G by y˜ then
y˜(ψ(v)) = x˜(v) + d+(v) ·M for each v ∈ V (D) (3.3.1)
and
M/2− k ≤ y˜(ψ(e)) ≤M/2 + k for each e ∈ E(D). (3.3.2)
Proof. We show this by induction on k. For k = 0 this is trivial. Take a sequence
of firings of length k ≤M/2 and assume that the claim holds for k− 1. Denote the
distribution on D after the first k−1 firings by x′ and the corresponding distribution
on G by y′. Assume that the vertex v is the last to be fired on D. Hence v is active
with respect to x′. Denote the distribution after firing v by x′′. Vertex ψ(v) is
active with respect to y′, since using (3.3.1) of the induction hypothesis, the fact
that v is active with respect to x′ and that D is Eulerian, we get that y′(ψ(v)) =
x′(v)+d+(v)·M ≥ d+(v)+d+(v)·M = d−(v)+d+(v)·M = d(ψ(v)). Fire ψ(v). Now
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for each out-edge e of v the vertex ψ(e) is active, since using (3.3.2) of the induction
hypothesis, it has at least M + y′(ψ(e)) ≥ M + M/2− (k − 1) ≥ M + 1 = d(ψ(e))
chips. Fire these vertices in an arbitrary order. (Firing one leaves the others active.)
Denote by y′′ the resulting distribution. It is easy to check that the distributions x′′
and y′′ satisfy conditions (3.3.1) and (3.3.2).
We have chosen the distribution x such that we can fire the vertices of D in
some order (once each) with initial distribution x. This is a legal sequence of firings
of length |V (D)| < M/2. According to the previous claim, the sequence of the
corresponding firings on G is also legal. Moreover, on G we also fire each vertex
exactly once. This finishes the proof of the direction distD(0D) ≥ distG(baseD).
Now we prove that distD(0D) ≤ distG(baseD). For this, let y ∈ Chip(G) be
a minimal non-terminating chip-distribution with baseD(w) ≤ y(w) for each w ∈
V (G). Let x(v) = y(ψ(v)) − baseD(ψ(v)) on each v ∈ V (D). It is enough to show
that x is non-terminating.
First note that distD(0D) ≤ |E(D)|−|V (D)|+1, since having a chip-distribution
with at least |E(D)| − |V (D)| + 1 chips, at every stage of the game at least one of
the vertices has the sufficient number of chips to fire. Consequently, using also the
first part of the lemma, we have that deg(y− baseD) = distG(baseD) ≤ distD(0D) ≤
|E(D)| − |V (D)|+ 1 ≤ 1
8
M .
Now we play the game on G and D simultaneously from initial distributions y
and x, respectively, in the following way. Let a step be the following: Choose a
vertex v ∈ V (D) for which ψ(v) can fire. On G fire ψ(v), then for every out-edge e
of v, fire ψ(e). On D fire v.
We show that for 3
8
M ≥ 2|V (D)|2|E(D)|∆(D) + 1 steps we can play this legally
on both graphs. Note first that for an edge e of D, the change of the number of
chips on ψ(e) is at most one after each step. Hence at the beginning of a step a
vertex of G of the form ψ(e) can have at most M/2 + deg(y − baseD) + 38M ≤
M/2 + 1
8
M + 3
8
M < M + 1 = d(ψ(e)) chips, so it cannot be fired. It also follows
from this that on every such vertex the number of chips is positive, since it is at least
M/2− 3
8
M > 0. But y is a non-terminating distribution, hence at the beginning of
a step we can find an active vertex, which therefore must be of the form ψ(v) with
v ∈ V (D). After firing ψ(v), ψ(e) becomes active for every out-edge e of v, since
ψ(e) had a positive number of chips at the beginning of the step, and received M
chips. Hence on G we can play in the desired way for 3
8
M steps.
For the initial distributions, we have y(ψ(v)) = d+(v) ·M + x(v) for each v ∈
V (D), so a vertex v ∈ V (D) is active with respect to x if and only if ψ(v) is active
with respect to y. Let x′ be the distribution on D and y′ the distribution on G at
the end of an arbitrary (but at most 3
8
M th) step. Then it can be shown by induction
that y′(ψ(v)) = d+(v) ·M + x′(v) for each v ∈ V (D). So in each step we have that
a vertex v ∈ V (D) is active if and only if ψ(v) is active.
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Hence for 3
8
M steps, the corresponding game on D is also legal. This means that
there is a chip-firing game of length at least
3
8
M ≥ 2|V (D)|2|E(D)|∆(D) + 1
on D with initial distribution x, and since x is non-negative on each vertex, [7,
Corollary 4.9] implies that the distribution x is non-terminating. This finishes the
proof.
For a general digraph, the construction of the proof imitates the following game:
If a vertex v fires, each of its out-neighbors u receives
−→
d (vu) chips, but the number
of chips on v decreases by the in-degree of v. This modification of the chip-firing
game has been studied by Asadi and Backman [2].
Theorem 3.3.5. For a distribution x ∈ Chip(G) on an undirected graph G, com-
puting dist(x) is NP-hard.
Proof. The theorem follows from Theorem 3.2.1 and the previous lemma.
Remark 3.3.6. For a simple Eulerian digraph D, one has
|E(ϕ(D))| ≤ |E(D)| · 9|V (D)|3|E(D)| ≤ 9|V (ϕ(D))|5,
therefore the computation of dist is NP-hard even for graphs with |E(G)| ≤
9|V (G)|5.
As a corollary of Theorem 3.3.5 and Corollary 1.4.2, we get the following.
Corollary 3.3.7. For a divisor f ∈ Div(G) on a graph G, computing rank(f) is
NP-hard.
Now let us prove that the computation of dist and rank are also NP-hard on
simple graphs. In [20], Hladky´, Kra´l’ and Norine proved the following statement:
Proposition 3.3.8 ([20, Corollary 22.]). Let f be a divisor on a graph G. Let G′
be the simple graph obtained from G by subdividing each edge of G by an inner point
and let f ′ be the divisor on G′ that agrees with f on the vertices of G and has value
0 on new points. Then rankG(f) = rankG′(f
′).
By dualizing this statement, we get the following: For a distribution x ∈
Chip(G), if we get x′ ∈ Chip(G′) from x so that we put d(v) − 1 − 0 = 1 chip
on each new vertex, and on the vertices of G, x′ agrees with x, then distG(x) =
rankG(dG − 1V (G) − x) + 1 = rankG′(dG′ − 1V (G′) − x′) + 1 = distG′(x′).
When proving Theorem 3.3.5, we show a somewhat stronger statement: By
Remark 3.3.6, computing dist is NP-hard even for graphs with |E(G)| ≤ 9|V (G)|5.
For such a G, |V (G′)| = |V (G)| + |E(G)| ≤ 10|V (G)|5. Hence G′ and x′ can be
computed in polynomial time for such a graph G and x ∈ Chip(G), giving the
following corollary.
NP-hardness of computing dist and rank 51
Theorem 3.3.9. For a distribution x ∈ Chip(G) on a simple graph G, computing
dist(x) is NP-hard.
Using Corollary 1.4.2 again, we have the following.
Theorem 3.3.10. For a divisor f ∈ Div(G) on a simple graph G, computing
rank(f) is NP-hard.
Using a result of [28], we get that computing the rank of divisors is also NP-hard
for so called tropical curves. Informally, a metric graph is a graph, where each edge
has a positive length, and we consider our graph to be a metric space (the inner
points of the edges are also points of this metric space). Tropical curve is more
general in that we also allow some edges incident with vertices of degree one to have
infinite length. A divisor on a tropical curve is an integer-valued function on the
curve with only finitely many nonzero values. The notions of the degree of a divisor,
linear equivalence, effective divisor and the rank can be defined as well, see [20].
A metric graph Γ corresponds to the graphG, if Γ is obtained fromG by assigning
some positive length to each edge.
Theorem 3.3.11 ([28, Theorem 1.6]). Let f be a divisor on a graph G, and Γ be a
metric graph corresponding to G. Then rankG(f) = rankΓ(f).
As a metric graph is a special tropical curve, we get the following corollary:
Corollary 3.3.12. For a tropical curve Γ, f ∈ Div(Γ), computing rank(f) is NP-
hard.
From the positive side, we show the following:
Proposition 3.3.13. For a simple undirected graph G, deciding whether for a given
divisor f ∈ Div(G), and integer k, rank(f) ≤ k is in NP.
Proof. For an input (f, k) with rank(f) ≤ k, our witness is the divisor g ≥ 0 such
that deg(g) ≤ k + 1, and rank(f − g) = −1 (such a g exists because rank(f) ≤ k).
First, we need to check that g can be given so that it has size polynomial in the
size of (f, k). As deg(g) ≤ k + 1, and g ≥ 0, we have g(v) ≤ k + 1 for each vertex
v. Therefore, the size of g is at most O(|V (G)| · log k).
On the other hand, for simple graphs, it can be checked in polynomial time if
rank(f − g) = −1 [6], and also whether deg(g) ≤ k + 1.
By applying Corollary 1.4.2, for a simple graph, deciding whether for a given
chip-distribution x, and integer k, dist(x) ≤ k is also in NP.
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3.4 Polynomial time computability in a special
case
In this section we consider undirected graphs, and observe that for chip-distributions
that are in a sense “small”, computing the distance from non-terminating distribu-
tions can be done in polynomial time. Moreover, for these distributions, the distance
from non-terminating distributions only depends on the number of edges of the graph
and the number of chips in the distribution.
The corollaries of this observation for the case of divisors give a special case of
the Riemann-Roch theorem.
Recall that Theorem 3.2.4 stated that dist(0G) = |E(G)| for any undirected
graph G. We would like to generalize this statement for “small enough” distribu-
tions. We say that a distribution x ∈ Chip(G) is under an acyclic orientation, if
there exists an acyclic orientation D of G such that x(v) ≤ d−D(v) for each v ∈ V (G).
Proposition 3.4.1. Let G be a graph and let x ∈ Chip(G) be a distribution. If x
is under an acyclic orientation then dist(x) = |E(G)| − deg(x).
Proof. From Theorem 3.2.4, a non-terminating distribution has at least |E(G)| chips,
therefore dist(x) ≥ |E(G)| − deg(x).
For the other direction, let D be an acyclic orientation of G with x(v) ≤ d−D(v)
for each v ∈ V (G). Let y be the distribution on G corresponding to the indegrees of
the orientation, i.e., y(v) = d−D(v) for each v ∈ V (G). Then, using Lemma 3.2.5, y
is non-terminating, moreover deg(y) = |E(G)| and y(v) ≥ x(v) for each v ∈ V (G).
Hence dist(x) ≤ deg(y − x) = |E(G)| − deg(x). This completes the proof of the
proposition.
Remark 3.4.2. It can also be decided in polynomial time whether a distribution
x ∈ Chip(G) is under an acyclic orientation. A greedy algorithm solves the problem.
From the previous proposition, using the duality between chip-distributions and
divisors, we get a special case of the Riemann-Roch theorem for graphs.
Let us denote by K the canonical divisor on a graph G, that is, K(v) = d(v)− 2
for each vertex v ∈ V (G).
Theorem 3.4.3 (Riemann-Roch for graphs, [5]). Let G be a graph, and let f be a
divisor on G. Then
rank(f)− rank(K − f) = deg(f)− |E(G)|+ |V (G)|.
Now, from Corollary 1.4.2 and Proposition 3.4.1 we have for f = d−1V −x that
rank(f) = dist(x)− 1 = |E(G)| − deg(x)− 1 = deg(f)− |E(G)|+ |V (G)| − 1,
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if x is under an acyclic orientation.
We claim that in this case, rank(K−f) = −1. Indeed, K−f = K−(d−1V−x) =
x− 1, so the dual of K − f is d− 1V − x+ 1V = d− x. The distribution x is under
an acyclic orientation, let D be an orientation witnessing this, i.e., x(v) ≤ d−D(v)
for each vertex v ∈ V (G). Then d(v) − x(v) ≥ d+D(v) for each vertex v ∈ V (G),
hence we can use Lemma 3.2.5 for d − x and the directed graph obtained from D
by reversing every edge. It follows that d−x is non-terminating, hence for its dual,
rank(K − f) = −1 by Corollary 1.4.2.
Therefore, we have rank(f)− rank(K − f) = deg(f)− |E(G)|+ |V (G)|, showing
the Riemann-Roch theorem in this special case.
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Chapter 4
Riemann–Roch theorems on
digraphs
This chapter is based on [24], which is joint work with Ba´lint Hujter.
4.1 Introduction
Our aim in this chapter is to show, that the chip-firing framework can be used
very effectively to prove Riemann–Roch type results both for graphs and digraphs.
First, we give a short proof of the Riemann–Roch theorem on undirected graphs
using the chip-firing framework. This proof is just a rephrasing of the proof of Cori
and le Borgne [11] of the Riemann–Roch theorem on graphs. Then, we show that
in the chip-firing language, this proof can be generalized to the case of Eulerian
digraphs. This way we obtain a Riemann–Roch inequality for Eulerian digraphs.
This inequality has been proved earlier in a weaker form by Amini and Manjunath [1,
Section 6.2]. We obtain a stronger (and sharp) result, with a considerably simpler
proof. We heavily build on connections between the chip-firing game and some
well-known concepts of combinatorial optimization such as graph orientations and
feedback arc sets.
In the second half of the chapter, we investigate the Riemann–Roch property
for general strongly connected digraphs. Using the language of chip-firing, we give
a necessary and sufficient condition for the Riemann–Roch theorem to hold on a
directed graph. At first sight, this setting seems to be somewhat restricted, but
it follows from a result of Perkinson, Perlman and Wilmes [32, Theorem 4.11],
that divisor theory on strongly connected digraphs is equivalent to divisor theory
on lattices (in the sense of Amini and Manjunath [1]), and to the setting of the
abstract Riemann–Roch theorem of Baker and Norine [5, Section 2]. Hence our
graphical Riemann–Roch condition has the same power as the abstract Riemann–
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Roch condition of Baker and Norine, and the condition of Amini and Manjunath.
We point out that these three theorems are almost equivalent.
We also investigate the natural Riemann–Roch property defined by Asadi and
Backman [2, Definition 3.12], proving that an Eulerian digraph has the natural
Riemann–Roch property if and only if it is bidirected i.e. corresponds to an undi-
rected graph. On the other hand, in Section 4.6, we show that there exist non-
Eulerian digraphs with the natural Riemann–Roch property. We also give examples
of Eulerian digraphs with non-natural Riemann–Roch property, and of digraphs
with no Riemann–Roch property.
4.2 Non-terminating chip-distributions and turn-
back arc sets
Recall from Chapter 3 the following characterization of non-terminating chip-
distributions on Eulerian digraphs:
Theorem 3.2.8. Let G be an Eulerian digraph. A chip-distribution x ∈ Chip(G)
is non-terminating if and only if there exists a turnback arc set T of G, and a chip-
distribution a ∈ Chip(G) with a ≥ 0, such that if % is the indegree distribution of T ,
then x ∼ %+ a.
This connection between turnback arc sets and non-terminating chip-
distributions will be crucial in our proofs of Riemann–Roch-type theorems.
Let us also state the above theorem for the special case of undirected, i.e. bidi-
rected graphs. In a bidirected graph, a turnback arc set must include exactly one
version of each bidirected edge, i.e for each turnback arc set T , for each uv ∈ E,
either −→uv ∈ T or −→vu ∈ T . Hence a turnback arc set corresponds to an orienta-
tion of G. This orientation also needs to be acyclic, therefore turnback arc sets
in undirected graphs correspond to acyclic orientations. Hence one can deduce the
following corollary (whose statement is equivalent to [8, Theorem 2.3])
Proposition 4.2.1. Let G be an undirected graph. A chip-distribution x ∈ Chip(G)
is non-terminating if and only if there exists an acyclic orientation
−→
G of G, and a
chip-distribution a ∈ Chip(G) with a ≥ 0G, such that if % is the indegree distribution
of
−→
G , then x ∼ %+ a.
4.3 The Riemann–Roch theorem for undirected
graphs
Recall the Riemann–Roch theorem for graphs:
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Theorem 1.3.2 (Riemann–Roch theorem for graphs [5, Theorem 1.12]). Let G be
an undirected graph and let f be a divisor on G. Then
rank(f)− rank(KG − f) = deg(f)− g + 1
where g = |E(G)| − |V (G)|+ 1 and KG(v) = d(v)− 2 for each v ∈ V (G).
Using the connection between dist and rank (Corollary 1.4.2), we can state the
following equivalent form of this theorem.
Theorem 4.3.1 (Riemann–Roch). Let G be an undirected graph. Then for any
x ∈ Chip(G):
dist(x)− dist(dG − x) = |E(G)| − deg(x).
The equivalence of the two forms can be seen by choosing x = dG − 1G − f .
Several proofs of the Riemann–Roch theorem for graphs have been published
(see for example [5, 11, 1, 4, 43]). Here we give the proof of Cori and le Borgne
rephrased in the chip-firing language. The key idea of each proof is to understand the
relationship of the so-called non-special divisors to each other and to other divisors.
A divisor is called non-special, if its degree is equal to g − 1 and it is is not equi-
effective. (Here, g again means the genus of the graph.) In the chip-firing setting,
these non-special divisors correspond to minimal non-terminating chip-distributions,
which are characterized by Proposition 4.2.1. The fact that Proposition 4.2.1 has a
version for Eulerian digraphs (Theorem 3.2.8) enables us to generalize the proof of
Cori and le Borgne to Eulerian digraphs.
Before giving the proof, let us remark the following:
Claim 4.3.2. Let G be a strongly connected digraph and x, y ∈ Chip(G). If x ∼ y,
then dist(x) = dist(y).
Proof. This is a straightforward consequence of Lemma 1.2.6.
Proof of Theorem 4.3.1. [11] Let |E(G)| = m. First, we prove that dist(d − x) ≤
dist(x)−m+ deg(x).
From the definition of dist, there exists a chip-distribution a ≥ 0, with deg(a) =
dist(x) such that x+ a is non-terminating.
Then, from Proposition 4.2.1, there exists an acyclic orientation
−→
G of G with
indegree distribution %, and a chip-distribution b ≥ 0, such that %+ b ∼ x+ a
Let x′ = % + b − a. Clearly, x′ ∼ x, and d − x′ ∼ d − x. Therefore, since the
dist values of two linearly equivalent chip-distributions are equal (Claim 4.3.2), it is
enough to show that dist(d− x′) ≤ dist(x)−m+ deg(x′) = dist(x)−m+ deg(x).
As x′ + a = %+ b,
(d− x′) + b = (d− %) + a.
58 Riemann–Roch theorems on digraphs
Note that d−% is the indegree vector of the reverse of −→G , which is also an acyclic
orientation. Therefore, again by Proposition 4.2.1, (d− x′) + b is non-terminating,
showing that
dist(d− x′) ≤ deg(b) = deg(x′) + deg(a)− deg(%) = deg(x) + dist(x)−m.
From this, we have dist(x)− dist(d− x) ≥ m− deg(x).
Now let y = d− x. Then x = d− y. From the above argument, we have
dist(x) = dist(d− y) ≤ dist(y)−m− deg(y) = dist(d− x)−m− (2m− deg(x)),
giving dist(x)− dist(d− x) ≤ m− deg(x).
4.4 A weak Riemann–Roch theorem for Eulerian
digraphs
The proof of the Riemann–Roch theorem for undirected graphs from Section 4.3 can
be naturally generalized to Eulerian digraphs to give the following weak Riemann–
Roch theorem:
Theorem 4.4.1. Let G be an Eulerian digraph. For each x ∈ Chip(G),
minfas(G)− deg(x) ≤ dist(x)− dist(d−G − x) ≤ |E(G)| −minfas(G)− deg(x).
Amini and Manjunath [1, Section 6.2.] proved this theorem for Eulerian digraphs
where each edge has multiplicity at least one by using a limiting argument. For the
general case they only obtained a lower bound of minfas(G) − deg(x) − 2 and an
upper bound of |E(G)|−minfas(G)−deg(x)+2. Here we give a proof of the tighter
bound in the general case.
Proof. First, we prove that dist(d− − x) ≤ dist(x)−minfas(G) + deg(x).
From the definition of dist(x), there exists a chip-distribution a ≥ 0 with
deg(a) = dist(x) such that x+ a is non-terminating.
Then, from Theorem 3.2.8, there exists a turnback arc set T of G with indegree
vector %, and a chip-distribution b ≥ 0 such that x+ a ∼ %+ b. Let x′ = %+ b− a.
Clearly, x′ ∼ x, and d−−x′ ∼ d−−x. Therefore, by Claim 4.3.2, it is enough to show
that dist(d− − x′) ≤ dist(x)−minfas(G) + deg(x′) = dist(x)−minfas(G) + deg(x).
As x′ + a = %+ b,
(d− − x′) + b = (d− − %) + a.
Note that d− − % is the indegree vector of the complement edge-set of T , which
is also a turnback arc set. Therefore, again by Theorem 3.2.8, (d− − x′) + b is
non-terminating showing that
dist(d−− x′) ≤ deg(b) = deg(x′) + deg(a)− deg(%) ≤ deg(x) + dist(x)−minfas(G),
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since deg(a) = dist(x), and deg(%) equals the cardinality of the turnback arc set T
which is at least minfas(G) as a turnback arc set is also a feedback arc set.
From this, we have dist(x)− dist(d− − x) ≥ minfas(G)− deg(x).
Now let y = d− − x. Then x = d− − y. From the above argument, we have
dist(x) = dist(d−−y) ≤ dist(y)−minfas(G) + deg(y) = dist(d−−x)−minfas(G) +
(|E(G)| − deg(x)) = dist(d− − x) + |E(G)| −minfas(G)− deg(x), giving dist(x)−
dist(d− − x) ≤ |E(G)| −minfas(G)− deg(x).
Remark 4.4.2. The theorem is sharp in the following sense: for any digraph G,
taking x to be the indegree-distribution of a minimum cardinality turnback arc set,
dist(x) = dist(d− − x) = 0, hence dist(x)− dist(d− − x) = minfas(G)− deg(x). On
the other hand, for y = d−−x, dist(y)−dist(d−−y) = |E(G)|−minfas(G)−deg(y).
For a bidirected graph G, minfas(G) = 1
2
|E(G)|, hence in this case, we get
back the Riemann–Roch theorem of Baker and Norine. The formulas are seemingly
different because we define the number of edges in a different way for an undirected
graph and for a bidirected graph. In other words, if G is a bidirected graph, and G′
is an undirected graph corresponding to it, then |E(G)| = 2|E(G′)|.
4.5 The Riemann–Roch property for digraphs
A strongly connected digraph G is said to have the Riemann–Roch property if there
exists some K ∈ Chip(G) and integer t, such that for each x ∈ Chip(G),
dist(x)− dist(K − x) = t− deg(x).
In this case we say that K is a canonical distribution for G. Examples of Section
4.6 show that such K and t does not always exist for a digraph.
From the divisor-theoretic point of view, the existence of such K and t implies,
that for the divisor K˜ = 2 · d+G − 2 · 1G −K, each divisor f ∈ Div(G) has
rank(f)− rank(K˜ − f) = t− |E(G)|+ |V (G)|+ deg(f).
In this section, we investigate the properties of such K and t and give a necessary,
and a necessary and sufficient condition for a strongly connected digraph to have
the Riemann–Roch property.
Proposition 4.5.1. If for a strongly connected digraph G, the Riemann–Roch for-
mula
dist(x)− dist(K − x) = t− deg(x)
holds for all x ∈ Chip(G) for some K ∈ Chip(G) and value t, then deg(K) = 2t.
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Proof. Take an arbitrary x ∈ Chip(G), and write up the Riemann–Roch formula for
x and for K − x. Note that K − (K − x) = x.
dist(x)− dist(K − x) = t− deg(x)
dist(K − x)− dist(x) = t− deg(K − x)
Summing these two equalities, we get 2t = deg(K − x) + deg(x) = deg(K).
Proposition 4.5.2. If for a strongly connected digraph G, the Riemann–Roch for-
mula
dist(x)− dist(K − x) = t− deg(x)
holds for all x ∈ Chip(G) for some K ∈ Chip(G) and value t, then t = dist(0G).
Proof. First we show that t ≤ dist(0G). Indeed, the Riemann–Roch formula for
x = 0G says that dist(0G)− dist(K) = t− 0. As dist(K) ≥ 0, we have t ≤ dist(0G).
Now suppose that t = dist(0G) − k. We know that k is non-negative, we need
to show that k is non-positive. Take a chip-distribution x ∈ Chip(G) such that x is
non-terminating, and deg(x) = dist(0G). Such an x exists by definition of dist(0G).
The Riemann–Roch formula says for this x, that dist(x) − dist(K − x) = t −
deg(x) = dist(0G) − k − dist(0G) = −k. Since x is non-terminating, dist(x) = 0.
Hence we have dist(K − x) = k. But from Proposition 4.5.1, we have deg(K − x) =
deg(K)−deg(x) = 2dist(0G)−2k−dist(0G) = dist(0G)−2k. As a non-terminating
distribution has degree at least dist(0G), we necessarily have dist(K − x) ≥ 2k,
which means k ≥ 2k. This implies k = 0.
Now we give a necessary, and a necessary and sufficient condition for a strongly
connected digraph to have the Riemann–Roch property.
Definition 4.5.3. Let us call a chip-distribution x ∈ Chip(G) minimally non-ter-
minating, if it is non-terminating, but for each v ∈ V (G), x− 1v is terminating.
Proposition 4.5.4. If the Riemann–Roch formula holds for a strongly connected
digraph G, then all minimally non-terminating distributions have degree dist(0G).
Proof. Suppose that the Riemann–Roch formula holds for G, x ∈ Chip(G) is non-
terminating, and deg(x) = dist(0G)+k with k > 0. We show that x is not minimally
non-terminating.
From the Riemann–Roch formula, dist(x) − dist(K − x) = dist(0G) − deg(x),
thus dist(K − x) = k. Since deg(K − x) = dist(0G) − k, this means that there
exists a chip-distribution a ∈ Chip(G), a ≥ 0, deg(a) = k, such that K − x + a is
non-terminating, and is of degree dist(0G).
By the Riemann–Roch formula, dist(K − x + a) − dist(x − a) = dist(0G) −
deg(K − x + a). As dist(K − x + a) = 0 and deg(K − x + a) = dist(0G), we have
dist(x− a) = 0, hence x− a is non-terminating. Since a ≥ 0, we conclude that x is
not minimally non-terminating.
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Theorem 4.5.5. Let G be a strongly connected digraph. G has the Riemann–
Roch property if and only if each minimally non-terminating distribution has degree
dist(0G), and there exists a distribution K ∈ Chip(G) such that for any minimally
non-terminating distribution x ∈ Chip(G), K−x is also minimally non-terminating.
If the above condition holds, then the Riemann–Roch formula holds for G with K as
canonical distribution.
Note that the above condition implies also that deg(K) = 2 · dist(0G).
Proof. First we show the “only if” direction. Suppose that G has the Riemann–Roch
property with canonical distribution K. Then by Proposition 4.5.4, each minimally
non-terminating distribution has degree dist(0G). Suppose that x is minimally non-
terminating. Then dist(x) = 0 and deg(x) = dist(0G). Since dist(x)−dist(K−x) =
dist(0G) − deg(x) = 0, we have dist(K − x) = 0, thus K − x is non-terminating.
Also, since 0 = dist(K−x)−dist(x) = dist(0G)−deg(K−x), we have deg(K−x) =
dist(0G), thus K − x is minimally non-terminating.
Now, we show the “if” direction. Take a distribution x ∈ Chip(G). It is enough
to show that dist(x)−dist(K−x) ≥ dist(0G)−deg(x), as then forK−x, dist(K−x)−
dist(x) ≥ dist(0G)−deg(K−x) ≥ dist(0G)−(2dist(0G)−deg(x)) = deg(x)−dist(0G)
which implies the equality.
x is either terminating or non-terminating.
First suppose that x is terminating. Then dist(x) = k > 0. This means that
there exists a ∈ Chip(G), a ≥ 0, deg(a) = k such that x+ a is non-terminating.
There exists at least one minimally non-terminating distribution y such that
x + a = y + b where b ≥ 0. (We can take off chips until our distribution gets
minimally non-terminating.) Then by our assumption deg(y) = dist(0G), and K−y
is also a minimally non-terminating distribution. We have K−(x+a) = K−(y+b),
thus (K − x) + b = (K − y) + a. (K − y) + a is non-terminating, as K − y is non-
terminating and a ≥ 0. Thus dist(K − x) ≤ deg(b) = deg(x) + deg(a) − deg(y) =
deg(x) + dist(x)− dist(0G).
Hence
dist(x)− dist(K − x) ≥ dist(x)− (deg(x) + dist(x)− dist(0G)) = dist(0G)− deg(x).
Now suppose that x is non-terminating. Then there exists a minimally non-
terminating distribution y ∈ Chip(G) such that x = y + b where b ≥ 0. By our
assumptions, deg(y) = dist(0G) and K − y is also minimally non-terminating.
K − x+ b = K − y. As K − y is non-terminating, dist(K − x) ≤ deg(b). On the
other hand, deg(x) = deg(y) + deg(b) = dist(0G) + deg(b). Thus,
dist(x)− dist(K − x) ≥ 0− deg(b) = 0− (deg(x)− dist(0G)) = dist(0G)− deg(x).
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We note that Theorem 4.5.5 is nearly equivalent to two previous Riemann–Roch
conditions, the abstract Riemann–Roch condition of Baker and Norine [5, Theorem
2.2], and the condition of Amini and Manjunath [1, Theorem 1.4], which uses the
language of lattices.
Let us first point out that the three theorems describe the same situation. In the
theorem of Baker and Norine, Div(X) is a free Abelian group on a finite set X, which
is equipped with an equivalence relation satisfying two given properties, (E1) and
(E2). These two properties hold if and only if the differences of equivalent divisors
form a lattice Γ ⊂ Zn0 (here Zn0 denotes the set {(x1, x2, . . . , xn) ∈ Zn :
∑n
i=1 xi =
0}). Amini and Manjunath consider this later situation, i.e., for them, divisors are
elements of Zn and for a fixed lattice Γ ⊂ Zn0 they call two divisors equivalent if
their difference is in Γ. The case of divisor theory on strongly connected digraphs
corresponds to the case if the lattice Γ is generated by the Laplacian matrix of a
strongly connected digraph. Since by a theorem of Perkinson, Perlman and Wilmes
[32, Theorem 4.11], each lattice Γ ⊂ Zn0 can be generated by the Laplacian matrix
of a strongly connected digraph, the graphical case is indeed equivalent to the other
two.
Hence in the setting of Baker and Norine we can also suppose that the set
X is the vertex set of a strongly connected digraph, and the linear equivalence is
defined with the Laplacian matrix of this digraph. Using the duality between chip-
firing and graph divisor theory (Proposition 1.4.1), one can show that the (RR1)
condition of Baker and Norine is equivalent to the condition “each minimally non-
terminating distribution has degree dist(0G)”. (RR2) is equivalent to the condition
“For each non-terminating chip-distribution x of degree dist(0G), K − x is also
non-terminating.” This condition is equivalent to our second condition if (RR1)
holds.
In the criterion of Amini and Manjunath, the set Ext corresponds to the set
of minimally non-terminating chip-distributions in our setting. If they defined the
set Ext with `1-norm, their conditions would be equivalent to ours. However, they
define Ext using `∞-norm, which makes their conditions different from ours.
4.5.1 The natural Riemann–Roch property in Eulerian di-
graphs
Asadi and Backman introduced the following variant of the Riemann–Roch property
[2, Definition 3.12]: A digraph G has the natural Riemann–Roch property, if it
satisfies a Riemann–Roch formula with canonical divisor K(v) = d+(v)− 2 for each
v ∈ V . This definition translates to the language of chip-firing in the following way:
Definition 4.5.6. A digraph G has the natural Riemann–Roch property, if for each
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x ∈ Chip(G)
dist(x)− dist(d+G − x) =
1
2
|E(G)| − deg(x)
From the Riemann–Roch theorem for undirected graphs, it follows that each
undirected (that is, bidirected) graph has the natural Riemann–Roch property. How-
ever it is left open in [2] whether there are any other such graphs.
In Section 4.6.3 we show an example that a non-bidirected graph can also have
the natural Riemann–Roch property. However, the following theorem shows that
this is not possible if the digraph is Eulerian.
Theorem 4.5.7. Let G be an Eulerian digraph. Then G has the natural Riemann–
Roch property if and only if it is a bidirected graph corresponding to an undirected
graph (i.e.
−→
d (u, v) =
−→
d (v, u) for any pair of vertices u, v).
Proof. Suppose that G has the natural Riemann–Roch property. Then we have
K(v) = d+(v) ∀v ∈ V (G), thus deg(K) = |E(G)|. Propositions 4.5.1 and 4.5.2
imply that dist(0G) =
1
2
deg(K) = 1
2
|E(G)|. Theorem 3.2.8 says that for Eulerian
digraphs, dist(0G) = minfas(G). As a consequence, we have minfas(G) =
1
2
|E(G)|.
For an ordering v1, v2, . . . , vn of V (G), we call an arc
−−→vivj with i < j a forward
arc, and an arc −−→vivj with j < i a backward arc.
For any ordering, the set of forward arcs forms a feedback arc set. The same is
true for the set of backward arcs. As E(G) is the disjoint union of these two sets and
minfas(G) = 1
2
|E(G)|, it follows that for any ordering of vertices there are exactly
1
2
|E(G)| forward arcs and exactly 1
2
|E(G)| backward arcs.
Suppose that there is a pair of vertices (u, v) with
−→
d (u, v) 6= −→d (v, u). Then
consider orderings u, v, v3, . . . , vn and v, u, v3, . . . , vn. The set of forward arcs has
different cardinality for these two orderings, therefore they cannot both have size
1
2
|E(G)|, which is a contradiction.
4.6 Examples
In this section we provide examples showing that a digraph may not have the
Riemann–Roch property, but for certain digraphs such a theorem can still hold.
4.6.1 A digraph without Riemann–Roch property
Consider the following graph G1 (see also Figure 4.1):
V (G1) = {v1, v2, v3, v4, v5, v6},
E(G1) = {−−→v1v2;−−→v2v3,−−→v3v4,−−→v4v5,−−→v5v6,−−→v6v1,−−→v1v5,−−→v2v6,−−→v3v1,−−→v4v2,−−→v5v3,−−→v6v4}.
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v2 v3v1
v6 v4
v5
Figure 4.1: G1, a graph with no Riemann–Roch property
It is easy to check that for G1, x1 = (1, 0, 0, 1, 0, 2) and x2 = (2, 1, 1, 1, 0, 0) are
both minimally non-terminating. Since deg(x1) 6= deg(x2), Proposition 4.5.4 tells
us that the Riemann–Roch formula does not hold for G1.
4.6.2 Eulerian digraphs with non-natural Riemann–Roch
property
A very simple example of an Eulerian digraph with Riemann–Roch property is a
directed cycle. It is straightforward that for a directed cycle, any chip-distribution
of degree at least one is non-terminating. On the other hand, since minfas=1, any
chip-distribution of degree less than one is terminating. Thus, the minimally non-
terminating distributions are exactly the distributions of degree 1. Let K be any
distribution of degree two. It is straightforward that the conditions of Theorem 4.5.5
hold, thus a directed cycle has the Riemann–Roch property.
v1 v2
v3
v4
Figure 4.2: G2, a graph with non-natural Riemann–Roch property
Another example, where there are more than one equivalence classes with the
same number of chips is the following graph G2 (see also Figure 4.2):
V (G2) = {v1, v2, v3, v4}; E(G2) = {−−→v1v2,−−→v1v4,−−→v2v1,−−→v2v3,−−→v3v1,−−→v4v2}.
Examples 65
For this graph, dist(0G2) = minfas(G2) = 2. It is well-known that for an Eulerian
digraph, the number of equivalence classes of chip-distributions of a fixed degree
equals the number of spanning in-arborescences rooted at an arbitrary vertex v.
Thus, this graph has 2 equivalence classes of degree two. It easy to check that
the distribution (2, 0, 0, 0) is non-terminating, while the distribution (1, 1, 0, 0) is
terminating. So for K = (4, 0, 0, 0) the conditions of Theorem 4.5.5 hold.
4.6.3 A non-Eulerian digraph with natural Riemann–Roch
property
We have seen in Section 4.5.1 that an Eulerian digraph has the natural Riemann–
Roch property if and only if it is bidirected. Here we show that there exist also
non-Eulerian digraphs with the natural Riemann–Roch property.
Let G3 be the following graph (see also Figure 4.3).
V (G3) = {v1, v2, v3, v4};
E(G3) = {−−→v1v2,−−→v1v4,−−→v2v1,−−→v3v2,−−→v3v2,−−→v4v3,−−→v4v3,−−→v4v1}.
v4 v3
v2v1
Figure 4.3: G3, a non-Eulerian graph with the natural Riemann–Roch property
We claim that in this graph, there is only one minimally non-terminating equiv-
alence class, which is the equivalence class of (1, 0, 0, 3).
First, we show that a minimally non-terminating distribution needs to have
degree 4. One can immediately see that any non-terminating distribution has degree
at least 3, since v4 has outdegree 3, and in a non-terminating game on a strongly
connected digraph, each vertex is fired infinitely often (by Proposition 3.2.2). Hence
each non-terminating equivalence class contains an element with at least 0 chips on
each vertex, and at least 3 chips on v4. Hence a non-terminating degree-3 equivalence
class could only be the class of (0, 0, 0, 3), but it is easy to check that this distribution
is terminating.
In a non-terminating equivalence class of degree 4, there is also an ele-
ment with at least 3 chips on v4 and at least 0 chips on the other vertices.
From the four choices (1, 0, 0, 3), (0, 1, 0, 3), (0, 0, 1, 3) and (0, 0, 0, 4), we can check
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that (1, 0, 0, 3), (0, 1, 0, 3) and (0, 0, 0, 4) are equivalent and non-terminating, and
(0, 0, 1, 3) is terminating.
Since we only have one minimally non-terminating equivalence class, the condi-
tions of Theorem 4.5.5 trivially hold with K = (2, 0, 0, 6) ∼ (2, 1, 2, 3) = d+G3 . Thus,
G3 has the natural Riemann–Roch property.
Chapter 5
Rotor-routing and the notion of
linear equivalence
This chapter is based on [40].
5.1 Introduction
Rotor-routing is a one player game on a ribbon digraph, that can be considered a
refinement of chip-firing. It was introduced in the physics literature as a model of
self-organized criticality [35, 36, 14]. The rotor walk can also be thought of as a
derandomized random walk on a graph [22].
In this chapter, we explore the relationship of rotor-routing with the chip-firing
game, and the Picard group of the graph. We analyze the version of rotor-routing,
where each vertex has an integer number of chips, which might also be negative.
This model has sometimes been called the height-arrow model [12].
In Section 5.2, we characterize recurrent elements for the rotor-routing game
on strongly connected digraphs. This result is motivated by the fact that for the
chip-firing game, no characterization is known for the recurrent elements on strongly
connected digraphs.
In Section 5.3, we define the analogue of the notion of linear equivalence of the
chip-firing game for the rotor-routing game. We show that the linear equivalence
notions of the two models are related in a simple way. Moreover, whether two
configurations of the rotor-routing game are linearly equivalent can be decided in
polynomial time.
We use this result to prove polynomial time decidability of the reachability prob-
lem for rotor-routing in a special case. This result is an analogue of Theorem 2.4.3.
In particular, we show, that it can be decided in polynomial time whether two
unicycles lie in the same rotor-router orbit. Using the relationship between linear
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equivalence for chip-firing and for rotor-routing, we give a simple proof for the fact
that the number of rotor-router unicycle orbits equals the order of the Picard group
of the graph. Finally, we show that for Eulerian digraphs, the rotor-router action of
the Picard group on the set of spanning in-arborescences [21] can also be interpreted
in terms of the linear equivalence. Using this interpretation, we give a simpler proof
for the result of Chan et al. [10] stating that the rotor-router action of the Picard
group of a graph is independent of the base point if and only if all cycles in the
graph are reversible.
5.1.1 Definitions
The rotor-routing game is played on a ribbon digraph. A ribbon digraph is a digraph
together with a fixed cyclic ordering of the outgoing edges from v for each vertex
v. For an edge e = −→vw, we denote by e+ the edge following e in the cyclic order
at v. In this chapter, we always assume that our digraphs are strongly connected,
and have a ribbon digraph structure. For digraphs with multiple edges, we use the
following model for encoding a ribbon structure: For each vertex, we list the out-
edges according to the cyclic order broken up at an arbitrary point. If in there are
consecutive parallel edges in this order, we only write down one instance of the edge,
and the number of the consecutive parallel edges.
Let G be a strongly connected ribbon digraph. A rotor configuration on G is a
function % that assigns to each vertex v an edge with tail v. We call %(v) the rotor at
v. For a rotor configuration %, we call the subgraph with edge set {%(v) : v ∈ V (G)}
the rotor subgraph.
A configuration of the rotor-routing game is a pair (x, %), where x ∈ ZV (G) is an
integer vector, and % is a rotor configuration on G. We call such pairs chip-and-rotor
configuration, or just shortly CRC. We will mostly think of x as a chip-distribution,
but sometimes we think of it as a divisor. For a vertex v, we refer to x(v) as the
number of chips on v.
Given a configuration (x, %), a routing at vertex v results in the configuration
(x′, %′), where %′ is the rotor configuration with
%′(u) =
{
%(u) if u 6= v,
%(u)+ if u = v,
and x′ = x− 1v + 1v′ where v′ is the head of %′(v).
We call the routing at v legal (with respect to the configuration (x, %)), if x(v) >
0, i.e. the routing at v does not create a negative entry at v. A legal game is a
sequence of configurations such that each configuration is obtained from the previous
one by a legal routing.
An important special case of the rotor-routing game is when the initial config-
uration has a nonnegative chip-distribution of degree one, i.e. one vertex has one
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Figure 5.1: A legal rotor-routing step. The rotor edges are drawn by thick lines.
chip, and the other vertices have zero chips. Such a configuration is called a single-
chip-and-rotor configuration. For such a configuration, there is exactly one vertex
at which one can perform a legal routing, namely, the vertex of the chip, and the
legal routing again leads to a single-chip-and-rotor configuration. Thus, in this case,
the rotor-routing game is deterministic. We call this special case the classical rotor-
routing process. The orbit of a single-chip-and-rotor configuration is defined as the
set of configurations reachable from it by a legal game.
5.2 A characterization of recurrect elements
Recurrent elements play an important role in the rotor-router dynamics.
Definition 5.2.1. A chip-and-rotor configuration (x, %) is recurrent, if starting from
(x, %), there exists a nonempty legal rotor-routing game that leads back to (x, %).
For the classical rotor-routing process, Holroyd et al. [21] gave a characterization
for the recurrent configurations. To state their result, we need a definition.
Definition 5.2.2 (unicycle [21]). A unicycle is a single-chip-and-rotor configuration
where the rotor subgraph contains a unique directed cycle, and the chip lies on this
cycle.
Theorem 5.2.3 ([21, Theorem 3.8]). If G is strongly connected, then the recurrent
single-chip-and-rotor configurations are exactly the unicycles.
In the following theorem, we generalize this result to the general rotor-routing
game. One of the motivations for characterizing recurrent elements in the rotor-
routing game is that for chip-firing, no characterization in known for recurrent chip-
distributions on strongly connected digraphs.
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Theorem 5.2.4. For a strongly connected digraph G, a chip-and-rotor configuration
(x, %) is recurrent if and only if x ≥ 0, and on each directed cycle in the rotor
subgraph there is at least one vertex v with x(v) > 0.
This theorem also shows, that it can be decided in polynomial time whether a
chip-and-rotor configuration on a strongly connected digraph is recurrent. In con-
trast with this, the complexity of deciding whether a chip-distribution on a strongly
connected digraph is recurrent is open.
We note that an analogue of the above condition is a necessary condition for
a chip-distribution on a strongly connected digraph to be recurrent: A recurrent
chip-distribution on a strongly connected digraph in non-negative on each vertex,
and there is at least one vertex on every directed cycle that has a positive number
of chips. This can proved in the following way: As the period vector of a strongly
connected digraph is positive on every vertex, every vertex needs to be fired before
we arrive back to the initial distribution. After a vertex is fired, it never again goes
negative, hence a recurrent distribution needs to be nonnegative on every vertex.
On the other hand, it follows from the proof of [7, Theorem 2.2], that in a recurrent
chip-distribution, there is at least one vertex on every directed cycle, that has a
positive number of chips.
Proof of Theorem 5.2.4. First we show the “only if” direction. Take a CRC (x, %)
which is recurrent. We claim that x ≥ 0. It is enough to show that in any nonempty
legal game that transforms (x, %) back to itself, each vertex is routed at least once.
Indeed, since we require legal routings, at the time a vertex is routed, it has positive
number of chips, and it can never again become negative.
Since the initial and final rotor configurations are the same, each vertex is routed
either zero times, or its rotor makes at least a full turn. In the later case, it passes
a chip to each of its out-neighbors. Since the initial and final chip-distributions
are also the same, if a vertex receives a chip, it needs to be routed. Hence each
vertex reachable in directed path from a routed vertex is also routed. As the graph
is strongly connected, this means that if a vertex is routed, all vertices are routed.
This finishes the proof of x ≥ 0.
We claim that there is at least one chip on each rotor cycle. Take a nonempty
legal game that transforms (x, %) back to itself. We have proved, that each vertex
is routed at least once. Suppose that there is a cycle C in the rotor subgraph, such
that x(v) = 0 for each v ∈ V (C). Take the vertex v ∈ V (C) that was last routed
among the vertices of C. Since the final rotor configuration is %, the last time v
was routed, the chip moved to the head of %(v). Let us call this vertex w. Note
that also w ∈ V (C). Since originally x(w) = 0, the chip-distribution on w is never
negative during the process, therefore after routing v, w has a positive number of
chips. Since at the end w has zero chips, w needs to be routed after the last routing
of v, which is a contradiction.
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Now we show the “if” direction. It is enough to show that if for a CRC (x, %),
x ≥ 0, and there is exactly one chip on each rotor cycle, then (x, %) is recurrent.
Indeed, if a CRC (x, %) with x ≥ 0 has at least one chip on each rotor cycle, then
there is a chip-distribution x′ with x ≥ x′ ≥ 0 that has exactly one chip on each
rotor- cycle. A legal game from (x′, %) is also a legal game from (x, %), and if starting
from (x′, %) it leads back to (x′, %), then starting from (x, %) it leads back to (x, %).
So take a CRC (x, %) with x ≥ 0 that has exactly one chip on each rotor cycle.
Give a name to each chip: c1, . . . , ck. Let their initial vertices be v1, . . . , vk, respec-
tively. In the rotor subgraph, each rotor cycle is in a different weakly connected
component. Let the vertex set of the weakly connected component of vi be Vi. Then
V (G) = V1 ∪ · · · ∪ Vk. Moreover, {%(v) : v ∈ Vi− vi} is an in-arborescence rooted at
vi, that spans Vi. Let us call this arborescence Ai.
Let us do the following procedure: For each vertex, remember how many times
it has been routed (zero at the beginning). We call a vertex v finished at some time
step, if it has been routed exactly d+(v) ·perG(v) times. Our procedure ensures that
no vertex is routed more times than this. We start with routing the current vertex of
c1, until c1 arrives at a finished vertex. We say that at this moment, c1 gets finished.
Then we start routing the vertex of c2 until c2 also arrives at a finished vertex, etc.
until ck also arrives at a finished vertex. Since we always route the vertex of a chip,
we only make legal routings during this procedure. Also, no vertex v gets routed
more than d+(v) · perG(v) times, since whenever a chip arrives at a finished vertex,
we stop routing it.
It is enough to show that during this procedure, each vertex v is routed exactly
d+(v) · perG(v) times. From this, it follows immediately that at the end of the
process, we arrive back to (x, %), as then each rotor makes some full turns, and each
vertex v forwards d+(v) · perG(v) chips, and receives
∑
u∈Γ−(v) perG(u) chips. The
two quantities are equal because LGperG = 0G.
We show by induction, that by the time c1, . . . , ci are finished, all vertices in
V1 ∪ · · · ∪ Vi are finished, and cj is in vj for j = 1, . . . , i. For i = k, this proves that
(x, %) is indeed recurrent.
For i = 0, the condition is meaningless. Suppose that the condition holds for
some i− 1. We show that it also holds for i.
Since by induction hypothesis, c1, . . . , ci−1 all got finished in their initial posi-
tions, before we start routing ci, all vertices forwarded and received the same number
of chips. Thus, while we are routing ci, if at some moment ci is at a vertex v 6= vi,
then each vertex u /∈ {v, vi} received and forwarded the same number of chips, v
received one more chips than forwarded, and vi forwarded one more chips than re-
ceived. If ci is at vi, then each vertex received and forwarded the same number of
chips.
Suppose that the first finished vertex reached by ci is v. Then v has been
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routed d+(v) · perG(v) times. Since any in-neighbor u of v has been routed at most
d+(u) · perG(u) times, any such in-neighbor forwarded at most perG(u) chips to v.
Hence v received at most
∑
u∈Γ−(v) perG(u) = d
+(v)perG(v) chips. Thus when ci first
reached v as a finished vertex, v received at most as many chips, as it forwarded.
Hence v = vi.
We show that each vertex in Vi gets finished by the time ci gets finished. Since
Ai is an in-arborescence rooted at vi spanning Vi, it is enough to show, that when a
vertex v receives the chip for the d+(v)perG(v)-th time, each of its in-neighbors in
Ai are already finished.
Suppose that v has just received a chip for the d+(v)perG(v)-th time. As it
received at most
∑
u∈Γ−(v) perG(u) = perG(v)d
+(v) chips from its in-neighbors, to
have equality, v must have received perG(u) chips from each in-neighbor u. But for
those in-neighbors u, where −→uv ∈ Ai, the chip is forwarded towards v for the d+(u)-
th, 2d+(u)-th, . . . times, so from these vertices, a chip must have been forwarded
perG(u)d
+(u) times, hence they are indeed finished.
Corollary 5.2.5. On strongly connected digraphs, the recurrent configurations where
the degree of the chip-distribution is one are exactly the unicycles.
From the proof of Theorem 5.2.4, we can easily deduce a formula for the possible
lengths of legal games transforming a recurrent CRC back to itself:
Proposition 5.2.6. For a strongly connected digraph G, if a CRC (x, %) is recurrent,
then for any nonempty legal game that transform it back to itself, there is an integer
k ∈ N such that each vertex v is routed k · d+(v) · perG(v) times. Moreover, there
exists a legal game with k = 1.
Proof. If a legal game transforms a CRC (x, %) back to itself, then each rotor makes
some full turns. Thus for each v ∈ V (G), there exists some z(v) ∈ N such that v has
been routed d+(v) · z(v) times. Since the initial and final chip-distributions are also
the same, each vertex gave and received the same number of chips. If a vertex u
was routed z(u) · d+(u) times, a vertex v ∈ Γ+(u) received z(u) chips from it. Thus
for each vertex v, ∑
u∈Γ−(v)
z(u) = z(v) · d+(v).
Hence the vector z is an eigenvector of the Laplacian matrix with eigenvalue zero.
Since LG has a one-dimensional kernel, z is a multiple of perG.
The construction in the proof of Theorem 5.2.4 shows that for any recurrent
CRC, there exists a legal game with k = 1 that transforms it back to itself.
For a unicycle, the rotor-routing game is deterministic, hence we obtain that
it takes
∑
v∈V (G) perG(v)d
+(v) steps for the rotor-router process to return to the
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initial configuration. This gives the following theorem, originally proved by Pham
[34] using linear algebra.
Theorem 5.2.7. For a strongly connected digraph G, the size of the orbit of any
unicycle is
∑
v∈V (G) perG(v)d
+(v).
5.3 Linear equivalence
For the chip-firing game, linear equivalence is a linear-algebraic type, computa-
tionally well-behaved concept, that proves very useful for analyzing reachability
questions. In this section, we generalize the concept of linear equivalence to the
rotor-routing game. Then we apply it to analyzing reachability questions in the
rotor-routing game, and to give a new interpretation of the rotor-routing action of
the Picard group on the set of spanning in-arborescences for Eulerian digraphs. Us-
ing the connection between linear equivalence for chip-firing and for rotor-routing,
we prove that the number of rotor-router unicycle-orbits equals the order of the
Picard group.
In chip-firing, for strongly connected digraphs, linear equivalence is equivalent
to reachability where we let non-legal firings to happen. For rotor-routing, we use
the analogue of this characterization as definition. Let us call a non-necessarily legal
routing an unconstrained routing.
Definition 5.3.1 (linear equivalence of chip-and-rotor configurations). We define
two configurations (x1, %1) and (x2, %2) on a strongly connected ribbon digraph to
be linearly equivalent, if (x2, %2) can be reached from (x1, %1) by a sequence of
unconstrained routings. We denote this by (x1, %1) ∼ (x2, %2).
Remark 5.3.2. The idea of analyzing the interplay between legal and non-legal
rotor-routing games has appeared previously in some papers. See for example [12,
25].
Suppose we have an initial configuration, and a multiset of vertices to perform
unconstrained routings at. Then the resulting configuration is independent of the
order in which we perform the routings. Hence we can encode a sequence of uncon-
strained routings in a vector r ∈ NV (G) such that r(v) is the number of times vertex
v has been routed. We call such a vector a routing vector.
Similarly, for chip-firing, by firing a vector z ∈ NV (G), we mean firing each vertex
v z(v) times. This has the effect of adding LGz to the chip-distribution, independent
of the order in which we perform the (not necessarily legal) firings.
Note the following connection between the effect of firings and routings:
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Claim 5.3.3. If a routing vector r is of the form r = (d+(v1)·z(v1), . . . , d+(vn)·z(vn))
for some z ∈ NV (G), then routing r from a CRC (x, %) leads to a CRC (x′, %), where
x′ is the chip-distribution we get after firing the vector z from x.
Proposition 5.3.4. Linear equivalence is an equivalence-relation.
Proof. Reflexivity and transitivity are obvious. Let us prove symmetry. It is enough
to prove that if we get (x2, %2) from (x1, %1) by one unconstrained routing at a vertex
w, then (x1, %1) can also be reached from (x2, %2) by unconstrained routings. Take
the following routing vector r:
r(v) =
{
d+(v)perG(v) if v 6= w,
d+(w)perG(w)− 1 if v = w.
Routing r from (x2, %2) is equivalent to routing (d
+(v1) · perG(v1), . . . , d+(vn) ·
perG(vn)) from (x1, %1), that by Claim 5.3.3 leads to (x1, %1).
The following lemma shows the connection between the linear equivalence of
chip-and-rotor configurations, and the linear equivalence of chip-distributions.
Lemma 5.3.5. Let G be a strongly connected digraph. If % is a rotor configuration,
and x1, x2 ∈ Chip(G), then x1 ∼ x2 if and only if (x1, %) ∼ (x2, %).
Proof. Suppose that x1 ∼ x2. This means that there exists z ∈ ZV (G) such that
x2 = x1 + LGz. Moreover, we can suppose that z is nonnegative, otherwise we can
add perG to it sufficiently many times. From initial configuration (x1, %1), route
vertices according to the following routing vector: (d+(v1) ·z(v1), . . . , d+(vn) ·z(vn)).
Then the resulting chip-moves are exactly the same as in chip-firing after firing the
vector z, thus we arrive at the chip-distribution x2. On the other hand, each rotor
made some full turns, hence the final rotor configuration is again %.
Now suppose that (x1, %) ∼ (x2, %). Fix a routing vector r witnessing the equiv-
alence of (x1, %) and (x2, %). Then since the initial and the final rotor configura-
tions are both %, each rotor made some full turns, hence r must be of the form
r = (d+(v1) · z(v1), . . . , d+(vn) · z(vn)) for some z ∈ ZV (G). Then firing z induces the
same chip-moves as routing r, hence x2 = x1 + LGz, thus x1 ∼ x2.
Maybe the nicest property of the linear equivalence is that it is computationally
well-behaved:
Proposition 5.3.6. For given chip-and-rotor configurations (x1, %1) and (x2, %2),
deciding whether (x1, %1) ∼ (x2, %2) holds can be done in polynomial time.
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Proof. For each vertex v, let α(v) be the number of out-edges from v such that
%1(v) < e ≤ %2(v) in the cyclic order at v. If we route the routing vector α from
(x1, %1), we arrive at a configuration (y, %2), where y is some chip-distribution. This
means at most |E(G)| routings. For digraphs with multiple edges, |E(G)| is not
necessarily polynomial in the size of the input, but note that for each pair of vertices
u, v ∈ V (G), we can compute how many chips need to pass through the multi-edge−→uv, and we can do this in time linear in the size of the description of the cyclic order
at u. Hence we can compute the chip-distribution y in polynomial time.
As (y, %2) ∼ (x1, %1), we have (x1, %1) ∼ (x2, %2) if and only if (y, %2) ∼ (x2, %2),
which by Lemma 5.3.5 is equivalent to y ∼ x2. This can be checked in polynomial
time by Claim 1.2.7.
5.3.1 Reachability questions
Notation. Let us denote by (x1, %1)  (x2, %2) if (x2, %2) can be reached from
(x1, %1) by a legal rotor-routing game.
In this section, we examine the reachability problem for rotor-routing from a
computational aspect. As Theorem 5.2.7 shows, in the classical rotor-routing pro-
cess, unicycle-orbits can have exponential size. Hence there exist configurations
such that one is only reachable from the other by exponentially many routings.
This shows that the question of deciding whether single-chip-and-rotor configura-
tion can be reached from another one by a legal rotor-routing game is nontrivial.
However, as the following proposition shows, if the target configuration is recurrent,
the reachability problem is decidable in polynomial time. This result is an analogue
of Theorem 2.4.3 which concerned the chip-firing game. The proof is also a complete
analogue.
Theorem 5.3.7. Let (x1, %1) and (x2, %2) be two chip-and-rotor configurations on
a strongly connected digraph. If (x2, %2) is recurrent, then (x1, %1) (x2, %2) if and
only if (x1, %1) ∼ (x2, %2) .
Proof. The “only if” direction is obvious, since a sequence of legal routings is also
a sequence of unconstrained routings.
Let us prove the “if” direction. By our assumption, (x2, %2) is recurrent. Let
v1, v2, . . . , vm be a sequence of vertices such that routing them in this order is a legal
rotor-routing game that transforms (x2, %2) back to itself. By Proposition 5.2.6, we
can suppose that in this sequence each vertex v occurs d+(v)perG(v) times. As perG
is strictly positive, this means that each vertex occurs at least once.
By our assumption that (x1, %1) ∼ (x2, %2), there exists a routing vector r ∈ NV (G)
such that routing r transforms (x2, %2) to (x1, %1).
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We proceed by induction on
∑
v∈V r(v). If
∑
v∈V r(v) = 0, then (x1, %1) = (x2, %2)
hence we have nothing to prove. Otherwise let i be the smallest index such that
r(vi) > 0. Such an index exists since each vertex occurs in the sequence v1, . . . , vm.
Starting from the configuration (x2, %2) route at vertices v1, . . . , vi−1. These are all
legal routings by definition. Let the resulting CRC be (x′2, %
′
2).
We claim that routing v1, . . . , vi−1 from (x1, %1) is also a legal game. Indeed, as
r(v1) = · · · = r(vi−1) = 0, we can get (x1, %1) from (x2, %2) such that we do not route
at v1, . . . , vi−1. Hence x1(vj) ≥ x2(vj) for j = 1, . . . , i− 1. Also for the same reason,
%1(vj) = %2(vj) for j = 1, . . . , i − 1. Hence from these two initial configurations,
the routing of v1, . . . vj for some 1 ≤ j ≤ i − 1 results in the same the chip-moves,
and the same rotor-moves. Therefore after routing v1, . . . vj for some 1 ≤ j ≤ i− 1,
the rotors at v1, . . . vi−1 are the same in the two games, and the number of chips
is greater or equal on these vertices in the game with initial configuration (x1, %1).
This shows that routing v1, . . . , vi−1 is indeed a legal game from initial configuration
(x1, %1). Let the resulting CRC be (x
′
1, %
′
1). Then (x1, %1) (x′1, %′1).
Routing r from (x′2, %
′
2) results in (x
′
1, %
′
1), since we transformed (x2, %2) and
(x1, %1) with the same routings. From (x
′
2, %
′
2), route vi (this is also a legal routing).
Let the resulting CRC be (x′′2, %
′′
2). Then for
r′(v) =
{
r(v) if v 6= vi,
r(vi)− 1 if v = vi,
we have that routing r′ from (x′′2, %
′′
2) results in (x
′
1, %
′
1), moreover,
∑
v∈V r
′(v) =∑
v∈V r(v)− 1.
We claim that (x′′2, %
′′
2) is also a recurrent CRC. Indeed, routing vertices
vi+1, . . . , vm, v1, . . . , vi is a legal game that transforms (x
′′
2, %
′′
2) to itself. Hence by
induction hypothesis, (x′1, %
′
1)  (x′′2, %′′2). As (x1, %1)  (x′1, %′1) and (x′′2, %′′2)  
(x2, %2), we have (x1, %1) (x2, %2).
Corollary 5.3.8. Two unicycles (1v1 , %1) and (1v2 , %2) lie in the same rotor-router
orbit if and only if (1v1 , %1) ∼ (1v2 , %2).
Corollary 5.3.8 together with Proposition 5.3.6 gives us the following:
Proposition 5.3.9. It can be decided in polynomial time whether two unicycles lie
in the same rotor-router orbit.
5.3.2 The number of unicycle-orbits
In this section, we relate the number of unicycle-orbits of the classical rotor-routing
process to the order of the Picard group, using the connection between linear equiv-
alence for chip-firing and for rotor-routing. Let us first state a technical lemma.
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Lemma 5.3.10. Each equivalence class of chip-and-rotor configurations where the
degree of the divisor is at least one contains a recurrent configuration.
Proof. Take a CRC (x, %) with deg(x) = k ≥ 1, and start to play a legal rotor-routing
game. As deg(x) ≥ 1, there exists a vertex v with x(v) > 0. Make a routing at v.
As the resulting divisor still has degree k, there is once again a vertex with positive
number of chips. For this reason, we can play a legal game as long as we wish. In
a legal rotor-routing game a vertex can only loose chips if it is routed, but if it is
routed, it is not allowed to go negative. Hence in a game with initial configuration
(x, %), on any vertex v, the number of chips is always at least min{0, x(v)}. Hence
the number of chips on any vertex is at most
∑
v∈V max{x(v), 0} at any time.
This means that there are only finitely many configurations we can reach from
(x, %); therefore, after finitely many steps, we get some configuration for the second
time. This one will be recurrent. Moreover, we reached this recurrent configuration
by a legal game from (x, %), hence it is linearly equivalent to (x, %).
Corollary 5.3.11. The number of CRC-equivalence classes of degree one equals the
number of rotor-router unicycle-orbits.
Proof. From Lemma 5.3.10, each CRC-equivalence classes of degree one contains a
recurrent configuration, i.e. a unicycle. On the other hand, by Theorem 5.3.7 two
recurrent configurations are linearly equivalent if and only if they lie in the same
orbit.
Proposition 5.3.12. The order of Pic0(G) equals the number of rotor-router
unicycle-orbits.
Proof. By Corollary 5.3.11, the number of rotor-router unicycle-orbits equals the
number of CRC equivalence classes of degree one.
The order of the Picard group is by definition the number of equivalence classes
of degree zero divisors by linear equivalence. The number of equivalence classes of
degree zero divisors equals the number of equivalence classes of degree one divisors,
as for an arbitrary fixed vertex v, x 7→ x+ 1v is a bijection between degree zero and
degree one divisors that is compatible with the linear equivalence.
Hence we need to show that the number of CRC-equivalence classes of degree
one equals the number of divisor equivalence classes of degree one. Fix a rotor
configuration %. As each CRC equivalence class contains at least one CRC with rotor
configuration % (from an arbitrary CRC of the class we can route each vertex v until
its rotor edge becomes %(v)), it is enough to count the maximal number of pairwise
non-equivalent degree one CRCs with rotor configuration %. By Lemma 5.3.5, this
number is exactly the number of equivalence classes of degree one divisors.
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5.3.3 The rotor-router action
In this section, let G be an Eulerian digraph. Holroyd et al. [21] defined a group
action of the Picard group on the spanning in-arborescences of the graph, using the
rotor-router operation. For Eulerian digraphs, we give an interpretation of this group
action in terms of the linear equivalence classes of divisor-and-rotor configurations.
Notation. We denote the set of spanning in-arborescences of G rooted at r by
Arb(G, r). For a T ∈ Arb(G, r), and a vertex v 6= r, let us denote by T (v) the edge
leaving v.
For any fixed edge −→rw, the following mapping % is a rotor configuration with
exactly one cycle:
%(v) =
{
T (v) if v 6= r,−→rw if v = r.
Let us denote % = T ∪ −→rw.
Definition 5.3.13 (Rotor-router action, [21]). The rotor-router action is defined
with respect to a base vertex r ∈ V (G) that we call the root. It is a group action
of Pic0(G) on the spanning in-arborescences of G rooted at r. We denote by xr(T )
the image of a T ∈ Arb(G, r) at the action of the divisor x ∈ Div0(G).
xr(T ) is defined as follows: Choose a divisor x
′ ∼ x such that x′(v) ≥ 0 for
each v 6= r. Such an x′ can easily be seen to exist. Fix any out-edge −→rw of r. Let
% = T ∪−→rw. Start a legal rotor-routing game from (x′, %), such that r is not allowed
to be routed. Continue until each chip arrives at r. Holroyd et al. [21] shows that
this procedure ends after finitely many steps, and in the final configuration (0G, %
′),
the edges {%′(v) : v ∈ V (G)− r} form a spanning in-arborescence of G rooted at r.
xr(T ) is defined to be this arborescence.
Holroyd et al. [21] shows that, xr(T ) is well defined, i.e. the definition does not
depend on our choice of w, x′ and on the choice of the legal game. From this, it also
follows that this is indeed an action of Pic0(G) on Arb(G, r), i.e. xr(T ) = x
′
r(T ) if
x ∼ x′. The fact that this is a group action can be easily seen from the definition.
Now for the case of Eulerian digraphs, we give an alternative definition of this
group action using the notion of linear equivalence. First we need a technical lemma.
Notation. Let us call a chip-and-rotor configuration −→rw-good, if it is of the form
(0G, %), where %(r) =
−→rw, and the edges {%(v) : v ∈ V (G) − r} form a spanning
in-arborescence of G rooted at r.
Lemma 5.3.14. For a strongly connected Eulerian digraph G, vertex r ∈ V (G) and
edge −→rw ∈ E(G), in each CRC equivalence class of degree zero, there is exactly one−→rw-good CRC.
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Proof. Take a CRC equivalence class C of degree zero. Let
C + 1r = {(x+ 1r, %) : (x, %) ∈ C}.
This is a CRC equivalence class of degree one. A configuration (0G, %) ∈ C is −→rw-
good if and only if (1r, %) ∈ C + 1r is a unicycle with %(r) = −→rw. Thus, it is enough
to show, that in each CRC equivalence class of degree one, there is exactly one
unicycle (1r, %) where %(r) =
−→rw.
By Lemma 5.3.10, there exists a recurrent element in each CRC equivalence
class of degree one, which is a unicycle by Corollary 5.2.5. If we run the rotor-router
process from this unicycle until it returns to the initial position, each vertex v is
visited d+(v) times by the chip. Therefore, the chip reaches r d+(r) times, and
during these visits, the rotor at r turns around. Hence there will be a moment,
when the chip is at r, and the rotor at r is −→rw. As the rotor-router process takes
unicycles to unicycles [21, Lemma 3.3], this is going to be a unicycle of the form
(1r, %) where %(r) =
−→rw.
Now suppose there are two linearly equivalent unicycles (1r, %1) and (1r, %2) with
%1(r) = %2(r) =
−→rw. Then by Corollary 5.3.8, they lie in the same rotor-router orbit.
But we get all elements of the orbit of (1r, %1) by running the rotor-router process
until it arrives back to (1r, %1). During this process, the chip visits the vertex r only
d+(r) times, hence the only unicycle equivalent to (1r, %1) where the chip is at r and
the rotor at r is −→rw is itself.
Remark 5.3.15. For non-Eulerian digraphs, the above lemma is false. That is the
reason why we can only handle the case of Eulerian digraphs with the notion of
linear equivalence.
Definition 5.3.16 (Alternative definition of the rotor-router action on Eulerian
digraphs). Let a divisor x of degree zero act on a spanning in-arborescence T rooted
at r ∈ V (G) as follows:
Fix a vertex w such that −→rw ∈ E(G). Let % = T ∪−→rw. Let (0G, %′) be the unique−→rw-good chip-and-rotor configuration linearly equivalent to (x, %). Let T ′ be the
spanning in-arborescence {%′(v) : v ∈ V (G)− r}. Then let T x = T ′.
Proposition 5.3.17. xr(T ) = T
x for any choice of r ∈ V (G), x ∈ Div0(G) and
T ∈ Arb(G, r).
Proof. Let % = T ∪ −→rw. In the construction of Definition 5.3.13, we obtain a CRC
(0G, %
′) linearly equivalent to (x, %), where {%′(v) : v ∈ V (G) − r} is a spanning
in-arborescence. Moreover, since r is not routed during the process, %′(r) = −→rw.
Hence (0G, %
′) is −→rw-good, so both definitions give the spanning in-arborescence
{%′(v) : v ∈ V (G)− r}.
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Corollary 5.3.18. For an Eulerian digraph G, given two spanning in-arborescences
T1, T2 ∈ Arb(G, r) and a divisor x ∈ Div0(G), it can be decided in polynomial time
whether xr(T1) = T2.
Proof. One needs to check whether for an out-edge −→rw of r, (x, T1∪−→rw) ∼ (0G, T2∪−→rw). This can be done in polynomial time by Proposition 5.3.6.
Base-point independence of the rotor-router action
Let us turn to undirected graphs (that we simultaneously imagine as bidirected
graphs). For undirected graphs, the spanning in-arborescences with root r are in
one-to-one correspondence with the spanning trees. Therefore, we can think of the
rotor-router action with base point r as an action on the spanning trees of the
graph. Since now the rotor-router action with any base vertex acts on the same set
of objects, one can ask, for which ribbon graphs is the action independent of the
base vertex. Chan, Church and Grochow [10] shows that the rotor-router action is
independent of the base vertex if and only if the ribbon graph is planar. (Planarity
for a ribbon graph means that the ribbon graph structure gives a combinatorial
embedding of the graph into the plane.) Their proof proceeds in two steps. First
they show the following:
Notation. For a rotor configuration %, let ←−% be the rotor configuration in which
each rotor cycle is reversed, and all other rotors are left the same. Let us call this
the reversal of the rotor configuration. See Figure 1 for an example.
Figure 5.2: A rotor configuration and its reversal. The rotor edges are drawn by
thick lines.
Proposition 5.3.19. [10] A connected ribbon graph G without loops is planar if
and only if for any unicycle (1v, %), (1v, %) (1v,←−% ).
The second step in their proof is to show that the rotor-router action is indepen-
dent of the base vertex if and only if for any unicycle (1v, %), (1v, %) (1v,←−% ). We
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give a simple proof for this second statement using the interpretation of the rotor-
routing action in terms of the equivalence classes of chip-and-rotor configurations.
Theorem 5.3.20. [10] The rotor-router action on an undirected graph is indepen-
dent of the base vertex if and only if for any unicycle (1v, %), (1v, %) (1v,←−% ).
Proof. From Theorem 5.3.7, the fact that for any unicycle (1v, %), (1v, %) (1v,←−% )
is equivalent to the fact that for any unicycle (1v, %), (1v, %) ∼ (1v,←−% ), which is in
turn equivalent to the fact that
for any CRC (0G, %), where % has exactly one cycle, (0G, %) ∼ (0G,←−% ).
Note also, that this condition implies (x, %) ∼ (x,←−% ) for any x ∈ ZV where % has
exactly one cycle.
First we show the “if” part. Since our graph is connected, it is enough to show,
that for any two adjacent vertices v, w ∈ V (G), the rotor-router action with base
vertex v equals the rotor-router action with base vertex w.
For a vertex u and spanning tree T , let us denote by Tu the spanning in-
arborescence rooted at u that we get by orienting each edge of T towards u.
Take any spanning tree T of G, and a divisor x ∈ Div0(G). Tv ∪ −→vw is a
rotor-configuration, since v and w are adjacent. By definition, xv(T ) = T
′ where
(0G, T
′
v∪−→vw) ∼ (x, Tv∪−→vw). As
←−−−−−
Tv ∪ −→vw = Tw∪−→wv and
←−−−−−
T ′v ∪ −→vw = T ′w∪−→wv, we have
(0G, T
′
v∪−→vw) ∼ (0G, T ′w∪−→wv) and (x, Tv∪−→vw) ∼ (x, Tw∪−→wv). Hence by transitivity,
(0G, T
′
w ∪ −→wv) ∼ (x, Tw ∪ −→wv). Thus xw(T ) = T ′.
Now we show the “only if” part. Suppose that there exists a chip-and-rotor
configuration (0G, %), where % has exactly one cycle, such that (0G, %) 6∼ (0G,←−% ).
We show that in this case there exists v, w ∈ V (G), x ∈ Div0(G) and a spanning
tree T , such that xv(T ) 6= xw(T ).
Let v be a vertex on the cycle of %, and let w be the vertex such that %(v) = −→vw.
Then w is also on the cycle. Let T be the spanning tree we get by forgetting the
orientations of {%(u) : u ∈ V (G)− v}. Take (0G, %), and route at w until the rotor
at w becomes −→wv. Let the chip-and-rotor configuration at this moment be (x, %′).
Then (x, %′) ∼ (0G, %) by its construction. Let T ′ be the subgraph that we get by
forgetting the orientations of {%′(u) : u ∈ V (G) − w} = {%(u) : u ∈ V (G) − w}.
T ′ is a spanning tree, since % has one cycle, and w is on this cycle. Note that
T ′v ∪ −→vw = T ′w ∪ −→wv.
As (x, T ′v ∪ −→vw) = (x, %′) ∼ (0G, %) = (0G, Tv ∪ −→vw), xv(T ′) = T . On the other
hand, if xw(T
′) = T were true, that would mean, using also the previous equivalence,
that (0G, %) ∼ (x, T ′v ∪−→vw) = (x, T ′w ∪−→wv) ∼ (0G, Tw ∪−→wv) = (0G,←−% ), contradicting
our assumption.
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Summary
The thesis is about three related topics, chip-firing, graph divisor theory and rotor-routing.
Chip-firing and rotor-routing are simple, yet interesting diffusion processes on graphs, that
have connections to many parts of mathematics, including the Tutte polynomial, graph
orientations and random walks. Graph divisor theory is a discrete analogue of the divisor
theory of Riemann surfaces, that has strong connections to chip-firing.
Chip-firing is a one player game played on a digraph, where on each vertex, there is
an integer number of chips. If a vertex has at least as many chips, as its outdegree, it
is allowed to “fire”, i.e. to pass a chip to its neighbors along each out-edge incident to
it. In Chapter 2, we investigate the chip-firing reachability question: Given two chip-
distributions x and y on a digraph G, decide whether there exists a legal game transform-
ing x to y. We show that this problem is in co-NP, and for digraphs with polynomial
period length, it is in P (even if there are multiple edges). Moreover, we show that if the
target distribution is recurrent (i.e. reachable from itself by a nonempty legal game), then
a trivial necessary condition is sufficient for the reachability problem. These results are
joint work with Ba´lint Hujter and Viktor Kiss.
Graph divisor theory is a discrete analogue of the divisor theory of Riemann surfaces.
Divisors on graphs, and the Picard group of a graph have been defined by Bacher et al.
In 2007, Baker and Norine defined the rank of a graph divisor, and proved the analogue
of the Riemann–Roch theorem for this notion. It remained an intriguing open question
whether the rank of a graph divisor can be computed in polynomial time. In Chapter 3,
we show that computing the rank of a divisor on a graph is NP-hard, even for simple
graphs. The results of this chapter are joint work with Viktor Kiss.
The Riemann–Roch theorem of Baker and Norine inspired the research for Riemann–
Roch theorems in similar settings, including tropical curves, lattices, and directed graphs.
In Chapter 4, we prove a Riemann–Roch inequality for Eulerian digraphs, that generalizes
the Riemann–Roch theorem of Baker and Norine, and which is a stronger version of an
earlier result of Amini and Manjunath. We also investigate the natural Riemann–Roch
property introduced by Asadi and Backman, proving that an Eulerian digraph has the
natural Riemann–Roch property if and only if it corresponds to an undirected graph.
These results are joint work with Ba´lint Hujter.
Rotor routing is a one-player game on a digraph, that can be thought of as a refined
version of chip-firing. An important application of this game is that one can define a
group action of the Picard group on the spanning in-arborescences through rotor-routing
(Holroyd et al.). In Chapter 5, we characterize recurrent elements for the rotor-routing
game. Also, we define the linear equivalence of configurations, and for Eulerian digraphs,
give an interpretation of the rotor-routing action in terms of linear equivalence.

O¨sszefoglala´s
A te´zis te´ma´ja ha´rom egyma´shoz szorosan ko¨to˝do˝ teru¨let, a chip-firing, a rotor-routing e´s a
diszkre´t divizor-elme´let. A chip-firing e´s a rotor-routing ke´t egyszeru˝ dinamikus folyamat
gra´fokon, melyeknek a matematika sok teru¨lete´vel e´rdekes kapcsolata van (pe´lda´ul a Tutte
polinommal, gra´f-ira´ny´ıta´sokkal illetve ve´letlen se´ta´kkal). A diszkre´t divizor-elme´let a
Riemann-felu¨letek divizor-elme´lete´nek diszkre´t analo´gja, mely szoros kapcsolatban a´ll a
chip-firing ja´te´kkal.
A chip-firing tekintheto˝ egy ira´ny´ıtott gra´fon ja´tszott egyszeme´lyes ja´te´knak. Min-
den csu´cson adott egy ege´sz sza´mu´ chip. Ha egy csu´cson legala´bb ki-foksza´mnyyi chip
van, akkor a csu´cs “lo˝het”, azaz minden ra´-illeszkedo˝ ki-e´len a´tadhat egy-egy chip-et.
A ma´sodik fejezetben a chip-firing ele´rheto˝se´gi ke´rde´st vizsga´ljuk: Adott x e´s y chip-
kioszta´sok esete´n le´tezik-e x-et y-ba transzforma´lo´ e´rve´nyes ja´te´k? Megmutatjuk hogy ez
a ke´rde´s co-NP-ben van, tova´bba´ polinomia´lis perio´dushosszu´ gra´fok esete´n P-ben van
(akkor is ha vannak to¨bbszo¨ro¨s e´lek). Ezen k´ıvu¨l megmutatjuk, hogy ha az y chip-kioszta´s
rekurrens (azaz ele´rheto˝ saja´t maga´bo´l egy nemu¨res ja´te´kkal), akkor az ele´rheto˝se´g egy
trivia´lis szu¨kse´ges felte´tele ele´gse´ges is. Ezen eredme´nyek Hujter Ba´linttal e´s Kiss Viktor-
ral ko¨zo¨sek.
A diszkre´t divizor-elme´let a Riemann-felu¨letek divizor-elme´lete´nek diszkre´t analo´gja.
A gra´fdivizorokat illetve egy gra´f Picard csoportja´t Bacher e´s szerzo˝ta´rsai vezette´k be
1997-ben. Ke´so˝bb, 2007-ben Baker e´s Norine definia´lta egy gra´fdivizor rangja´t, majd
bela´tta´k a Riemann–Roch te´tel analo´gja´t. Nyitott ke´rde´s maradt hogy egy gra´fdivizor
rangja kisza´mı´thato´-e polinom ido˝ben. A harmadik fejezetben megmutatjuk hogy egy
gra´fdivizor rangja´nak kisza´mı´ta´sa NP-nehe´z, me´g egyszeru˝ ira´ny´ıtatlan gra´f esete´n is.
Ezen fejezet eredme´nyei Kiss Viktorral ko¨zo¨sek.
Baker e´s Norine Riemann–Roch te´tele sok kutato´t motiva´lt Riemann–Roch jel-
legu˝ te´telek kerese´se´re hasonlo´ modellekben, pe´lda´ul tro´pusi go¨rbe´ken, ra´csokon vagy
ira´ny´ıtott gra´fokon. A negyedik fejezetben bela´tunk egy Riemann–Roch egyenlo˝tlense´get
ira´ny´ıtott Euler gra´fokra, mely Amini e´s Manjunath egy kora´bbi egyenlo˝tlense´ge´nek
ero˝sebb (e´les) va´ltozata. Ez az egyenlo˝tlense´g ira´ny´ıtatlan gra´fokra visszaadja Baker e´s
Norine Riemann–Roch te´tele´t. Ezen k´ıvu¨l vizsga´ljuk az Asadi e´s Backman a´ltal bevezetett
u´gynevezett terme´szetes Riemann–Roch tulajdonsa´got, e´s bela´tjuk, hogy egy ira´ny´ıtott
Euler gra´f pontosan akkor rendelkezik terme´szetes Riemann–Roch tulajdonsa´ggal, ha egy
ira´ny´ıtatlan gra´fbo´l kaphato´ az ira´ny´ıtatlan e´leket ke´t-ke´t szembeira´ny´ıtott e´lre csere´lve.
Ezen fejezet eredme´nyei Hujter Ba´linttal ko¨zo¨sek.
A rotor-routing szinte´n egy ira´ny´ıtott gra´fon ja´tszott egyszeme´lyes ja´te´k, mely a chip-
firing finomı´ta´sa´nak tekintheto˝. A ja´te´k egy alkalmaza´sa, hogy seg´ıtse´ge´vel definia´lhato´
a Picard csoport egy hata´sa a gra´f adott gyo¨keru˝ be-fenyo˝in (Holroyd e´s szerzo˝ta´rsai).
Az o¨to¨dik fejezetben karakteriza´cio´t adunk a rotor-routing rekurrens konfigura´cio´ira.
Majd definia´ljuk a rotor-routing konfigura´cio´inak linea´ris ekvivalencia´ja´t, e´s ezen foga-
lom seg´ıtse´ge´vel Euler gra´fok esete´re adunk egy ekvivalens defin´ıcio´t a rotor-hata´sra.
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II. Nyilatkozatok
1. A doktori e´rtekeze´s szerzo˝jeke´nt
a) hozza´ja´rulok, hogy a doktori fokozat megszerze´se´t ko¨veto˝en a doktori e´rtekeze´sem
e´s a te´zisek nyilva´nossa´gra keru¨ljenek az ELTE Digita´lis Inte´zme´nyi Tuda´sta´rban.
Felhatalmazom a Terme´szettudoma´nyi kar De´ka´ni Hivatal Doktori, Habilita´cio´s e´s
Nemzetko¨zi U¨gyek Csoportja´nak u¨gyinte´zo˝je´t, hogy az e´rtekeze´st e´s a te´ziseket felto¨ltse
az ELTE Digita´lis Inte´zme´nyi Tuda´sta´rba, e´s ennek sora´n kito¨ltse a felto¨lte´shez szu¨kse´ges
nyilatkozatokat.
2. A doktori e´rtekeze´s szerzo˝jeke´nt kijelentem, hogy
a) az ELTE Digita´lis Inte´zme´nyi Tuda´sta´rba felto¨ltendo˝ doktori e´rtekeze´s e´s a te´zisek
saja´t eredeti, o¨na´llo´ szellemi munka´m e´s legjobb tudoma´som szerint nem se´rtem vele
senki szerzo˝i jogait;
b) a doktori e´rtekeze´s e´s a te´zisek nyomtatott va´ltozatai e´s az elektronikus adathordozo´n
benyu´jtott tartalmak (szo¨veg e´s a´bra´k) mindenben megegyeznek.
3. A doktori e´rtekeze´s szerzo˝jeke´nt hozza´ja´rulok a doktori e´rtekeze´s e´s a te´zisek
szo¨vege´nek pla´giumkereso˝ adatba´zisba helyeze´se´hez e´s pla´giumelleno˝rzo˝ vizsga´latok
lefuttata´sa´hoz.
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