Abstract-We consider the estimation of the order, i.e., the number of hidden states, of a special class of discrete-time finite-alphabet hidden Markov sources. This class can be characterized in terms of equivalent renewal processes. No a priori bound is assumed on the maximum permissible order. An order estimator based on renewal types is constructed, and is shown to be strongly consistent by computing the precise asymptotics of the probability of estimation error. The probability of underestimation of the true order decays exponentially in the number of observations while the probability of overestimation goes to zero sufficiently fast. It is further shown that this estimator has the best possible error exponent in a large class of estimators. Our results are also valid for the general class of binary independent-renewal processes with finite mean renewal times.
I. INTRODUCTION
The problem of order estimation for Markov processes, and more generally, for the class of hidden Markov processes (also known, and hereafter referred to, as hidden Markov sources (HMSs)), has received wide attention. Several relevant results can be found in the survey paper [2] .
Most existing results on the order estimation for a Markov process assume a prior bound on the permissible order; here, the notion of order corresponds to the depth of memory of the Markov process. Exceptions include the estimator based on Lempel-Ziv parsing in [17] and that based on the Bayesian Information Criterion in [6] (cf. also [3] ). Another set of results of interest to us appear in [10] , where a strongly consistent order estimator is presented, which additionally possesses the best "error exponent," i.e., the best attainable rate of decay-with respect to sample size-of the probability of order underestimation in a suitably large class of estimators. Such a feature is desirable in applications in which the penalty for choosing an incorrectly simpler model is unacceptably high. This result, however, is based on the nettlesome assumption of a known upper bound on the model order.
A number of strongly consistent estimators have also been proposed for the order estimation for a hidden Markov source (cf. e.g., several relevant results cited in [2] , [15] ), where order now refers to the number of states of the underlying Markov chain. Most of these estimators also assume a prior bound on model order. Furthermore, while order estimators with exponentially decaying probabilities of underestimation error are known, the best error exponent is yet to be characterized. (See, how- ever, the comment in Section V concerning a recent manuscript [11] which tackles this problem.) In this correspondence, we focus attention on a restricted class of hidden Markov sources, namely, those endowed with a special renewal structure, which enables an equivalent representation in terms of binary independent-renewal processes. Such processes arise in several applications, e.g., teletraffic modeling in networks [18] . This renewal structure leads to an interesting instance of a class of HMSs for which a strongly consistent order estimator can be constructed which possesses the best error exponent; furthermore, such an estimator does not require a prior bound on the model order. This class of processes lends itself to an analysis based on the notion of renewal types introduced in [7] , which is then exploited in constructing an estimator along the lines of that proposed in [10] .
In fact, our results are valid for the general class of binary independent-renewal processes with finite mean renewal times. While there is no established notion of order for this class of processes unlike in the case of the HMSs above, a suitable notion of order can be defined in terms of the indexes of any countable partition of the set of independent-renewal measures on f0; 1g 1 . The estimator above (under some fairly mild conditions) is strongly consistent in identifying the subset of such measures which contains the measure generating the data. From a practical standpoint, a specific partition of interest is one which classifies a binary independent-renewal measure according to the number of "free parameters" needed to describe the associated probability mass function (pmf) of the independent and identically distributed (i.i.d.) renewals. An increase in order then corresponds to an increasing number of free parameters, a feature which is compatible with the standard notion of model complexity (cf. e.g., [19] ).
The remainder of this correspondence is organized as follows. The special class of HMSs under consideration is defined in Section II. The notion of renewal types from [7] and relevant properties are developed in Section III, including bounds on probabilities using renewal type-counting arguments along the lines of well-known (i.i.d.) types, and attributes of differentiators between renewal processes. The order estimator is described and its performance examined in Section IV. We conclude in Section V with a discussion of our results, including order estimation for general binary processes with independent renewals.
II. PRELIMINARIES
Let S = f1; 2; . . . ; kg, k 1, be a finite set of integers. Let fS n g 1 n=0 be an S-valued first-order Markov process, generated by a k 2 k-stochastic matrix A = fa uv g with strictly positive elements, and with (initial state) S0 = 1. 1 Here . . . ; s n ), 1 < m < n, of symbols from S; the sequence (s 1 ; . . . ; s n ) will simply be denoted by s n .
Let X = f0; . . . ; q 0 1g, q 2, be a finite set of integers. Let fX n g 1 n=1 be a X -valued stochastic process which is generated by the process fS n g 1 n=0 according to the following conditional pmf:
b il 1 = P (Xn = ljSn = i; Sn01; . . . ; S0; Xn01; . . . ; X1) = P (X n = ljS n = i) (1) where B = fb il g is a k2q-stochastic matrix. The process fX n g 1 n=1 so generated, which is a function of the Markov chain fS n g 1 n=0 , is called 1 The assumption S = 1 facilitates subsequent exposition and does not entail any loss of essential generality. 
where, in keeping with the previous notation, X n 1 = (X 1 ; . . . ; X n ), The order estimation problem for the HMS entails obtaining a consistent estimate of the (unknown) order k based on observations of the process fX n g 1 n=1 ; the stochastic matrices A and B are assumed to be unknown. For each k 1, let2 k denote the set of all pairs of stochastic matrices (A; B), where A is a k 2 k-stochastic matrix with strictly positive elements and B is a k 2 q-stochastic matrix. For each 22 k , k 1, let P denote a probability measure on X 1 generated in accordance with (1) and (2) . Note that this formulation yields an increasing sequence of sets of measuresP k , k 1, on X 1 , corresponding, respectively, to the sets2 k , k 1. Considering the mutually disjoint sequence of measures P k =P k nP k01 , k 1, on X 1 (with P1 =P1), let 2 k denote the subset of2 k which is in one-to-one correspondence with P k , k 1.
Definition: The order 2 of an HMS fXng 1 n=1 is defined as the (smallest) value of k 1 for which there exists a parameter 2 2 k , such that P 2 P k and the measure on X 1 corresponding to fXng 1 n=1 are equal.
We shall limit ourselves to a study of the order estimation problem for a special class of HMSs in (1) and (2), namely, the class of renewal processes. Specifically, we consider those f0; 1g-valued HMSs (i.e., with q = 2) for which the k 2 2-stochastic matrix B in (1) is of the form b il = 1;
Thus, the observed symbol is 1 iff the underlying Markov process is in the state 1, so that the process fS n g 1 n=0 remains by and large "hidden,"
and an occurrence of S n = 1 is revealed when, and only when, we 
where, 3 
Hereafter, our standing assumption throughout that S0 = 1 will not be displayed explicitly. All statements regarding probability values and expectations under the measures P , 2 2 k , k 1, will be tacitly understood as being conditioned on the event fS0 = 1g. For instance, P (1jS 0 = 1) will simply be denoted by P (1), etc.
Note that for each k 1, the Markov process fS n g 1 n=0 has no transient states, by the assumed positivity of the elements of the stochastic matrix A; also, no state is null recurrent (cf. e.g., [20, Problem 4.11, p. 135] ). Thus, all the states are positive recurrent. It then follows for
III. RENEWAL TYPES AND PROPERTIES
We now describe the notion of renewal types, introduced in [7] , which constitute a prime technical tool, and derive several useful properties. Given a sequence x n 2 f0; 1g n , n 1, 
where 1l (1) is the indicator function. Note that by construction,
The following observations concerning renewal types are straightforward counterparts of well-known results on i.i.d. types (cf. e.g., [5] ).
The renewal type of x n 2 f0; 1g n suffices for computing P (X n = x n ), 2 2 k , k 1. Specifically, for each x n 2 f0; 1g n with N 1
by (4), (5), and (8), where
is a pmf on IN, the set of positive integers, and
Note that N = n m=1 mkm. Upon defining a pmf q = q K(x ) on f1; . . . ; ng by
1 m n (12) we obtain from (9) in a straightforward manner, for each x n 2 f0; 1g n with N 1, that
where H(q) denotes the entropy 4 Next, let K (n) represent the set of all bona fide renewal types for sequences in f0; 1g n , i.e., the set of all (k 1 ; . . . ; k n ) 2 f0; 1; . . . ; ng n satisfying n m=1 mkm n. Given a renewal type K = (k1; . . . ; kn) 2 K (n) , set
and, whenever N K > 0, define a pmf q K on f1; . . . ; ng by
1 m n:
Note that all the sequences in TK have the same last renewal epoch N , and can differ from each other only by a permutation of the "completed" renewal times Y j , 1 j N K . Hence, in analogy with [5, Lemma 2.3] , the cardinality of the set TK can be bounded according to
where kKk 1 
4 All logarithms and exponentials are with respect to the base 2.
5 There is only one renewal type K 2 K with N = 0, containing only the all-zero sequence, which can be dealt with separately.
we get from (17) and (18) that
where K 1 = n N 1 is the mean of the pmf q K associated with the renewal type K (cf. (14) and (15)). It will also be convenient to consider the circular version of a renewal type. Specifically, the circular version of a renewal type 
is the length of the sequence of trailing 0's in any x n 2 T K . 
For a given renewal type K 2 K (n) with NK > 0, the cardinality of T K as well as the probabilities of sequences in T K are related to the circular version K of K. By definition, every (n + 1)-length sequence in T K satisfies z K = 0 and contains at least one renewal of length z K + 1. Now, fix x n 2 T K and note that its prefix x n0z contains exactly NK 1's. Upon inserting into x n0z a substring of length zK + 1 (of zK 0's followed by a 1) immediately after any of these NK 1's or as a prefix, we obtain an (n + 1)-length sequence in T K
. Conversely, by stripping off any one of the (zK + 1)-length substrings of the same kind as above from a sequencex n+1 2 T K , and appending a substring of z K 0's, we obtain an n-length sequence in T K . Therefore,
Combining this with (17), we get that the cardinality of T K can be bounded in terms of quantities involving
We are thus led to the following bounds on the total probability of all sequences of a particular renewal type K 2 K (n) .
Lemma 1: Let K 2 K (n) be a renewal type with NK > 0. Then, for each 2 2 k , k 1, it holds that (n + 2) 0( p 2n+1) exp 0(n + 1)
Proof: The upper bound follows from (13) and (19) , and the lower bound from (25) and (26).
Remark: For K 2 K (n) with NK = 0, the upper bound in (27) holds trivially with the convention K = 1. The lower bound also holds since it can be verified that it does not exceed P (X n 2 T K ) = P (Y1 > n).
Given 3 )kp) > 0:
Proof: See Appendix II.
IV. AN OPTIMAL ORDER ESTIMATOR BASED ON RENEWAL TYPES
We now present our estimator of the HMS order, which is based on the renewal type of the observed sequence x n 2 f0; 1g n , n > 1, and examine its consistency and optimality properties. It will be convenient to introduce the following sets of renewal types:
where n and n , n 1, are as described next. 
(For instance, n = n will suffice.)
Definition: Given x n 2 f0; 1g n , n > 1, define the order estimator kn according to (39) shown at the bottom of the page.
Remark: Note thatk n does not require any prior bound on the HMS order. 7 The choice of the estimator above is motivated by the fact that the renewal type K(x n ) of an observed sample x n will eventually be trapped in a normalized "divergence neighborhood" B (n) () of the renewal measure p , 2 2 k , which generated the sample. The "radius" n of this neighborhood is carefully chosen (cf. (35)) so as to appropriately control the probabilities of underestimation and overestimation. Specifically, the neighborhood shrinks rapidly enough so as to eventually exclude K(x n ) from the proximity of any lower order measure, thereby diminishing the likelihood of underestimation; at the same time, it shrinks slowly enough for K(x n ) to be eventually 7 For completeness, the order estimate corresponding to an observed all-zero sequence is set to +1. This does not materially change any of the subsequent calculations, as the P -probability of the all-zero sequence vanishes exponentially fast in n.
included in it with high probability, thereby diminishing the likelihood of overestimation.
A. Probability of Overestimation
We first bound the probability of overestimation of this estimator as follows.
Proposition 1:
Consider the order estimator in (39). For every 2 2 k , k 1, it holds that lim n!1
for a suitable choice of the constant c and any > 0 in (35). Proof: Fix k and 2 2 k . Then
for all sufficiently large n, where the bounds follow from Lemma 1 and Lemma 3 ii). Next, note that jK (n) j exp(c p n) by the Hardy-Ramanujan theorem [12] (cf. e.g., [7, p. 2068] ). Furthermore, by (31) and (36)-(38), D(3( n )kp ) is bounded strictly away from zero for all n sufficiently large (depending on ). We can then complete the bounding in (41) as
for all n sufficiently large. Finally, by (35) and (42), where c is chosen according to [12] , we see that for every > 0, it holds that
for all n sufficiently large, thereby establishing the proposition.
B. Probability of Underestimation
Before examining the probability of underestimation ofkn, we present a relevant technical lemma. To this end, fix k > 1, 2 2 k , and k 0 < k. For n , n , n 1, as in (35) 
Since K 3 n 2 B (n) (2 k ), by (44), there exists 0 n 2 2 k such that q K 0 p 2ln2D q K p 2ln2 K n 2ln2 n n : (51) Therefore, for sufficiently large n, we have
The assertion of the lemma follows. for all sufficiently large n.
C. Optimality of the Estimator
In the spirit of the results in [10] , and mimicking the same approach, it can be shown that the estimator in (39) is optimal in the sense that among the class of estimators whose probability of overestimation error is uniformly bounded away from unity, none can be found with a smaller probability of underestimation (i.e., with a larger error exponent) than in Proposition 2.
Proposition 3: Let k n be an estimator which, for each 2 2 k , k 1, satisfies lim sup
for some 0 < < 1. Then, for every > 0, for all 2 2 k , k 1, and for all sufficiently large n (depending on ; ; k and ), it holds that P (k n (X n ) < k) exp 0n D 2 (k01) P + : (58)
Proof: The proof, which is along the lines of [10, Theorem 2] , is relegated to Appendix III.
V. DISCUSSION
Given an order estimation problem, the optimal error exponent is, loosely speaking, the best rate of (exponential) decay-as a function of sample size-of the probability of underestimation among all estimators whose probability of overestimation is uniformly bounded away from unity over the entire range of (unknown) measures that could have generated the observations. For the problem of estimating the order of dependence, i.e., the depth of memory, of a Markov process, the optimal error exponent has been characterized in [10] . Furthermore, a strongly consistent estimator of Markov order was constructed, which achieved this error exponent.
General HMSs: For the more general class of HMSs, the determination of the optimal error exponent had remained an open problem. 8 In [15] , a strongly consistent order estimator based on "mixture" probabilities, with an exponentially decaying underestimation probability, was presented: however, the corresponding exponent was not explicitly characterized. In [13] , another strongly consistent order estimator, based on maximum-likelihood parameter estimates, was presented, also with an exponentially decaying underestimation probability. It had been unclear if this exponent were the best possible.
The results presented here constitute a solution for a special class of HMSs which possess a renewal structure. This special structure also enables us to construct an optimal estimator without assuming a prior bound on the order of the HMS.
A natural candidate for the optimal error exponent in the order estimation for a general HMS is developed below by establishing a lower bound for the probability of underestimation of any order estimator whose overestimation probability is uniformly bounded away from one. For the special cases of Markov processes and the class of renewal processes considered earlier, this candidate does indeed coincide with the known optimal error exponents.
To this end, the divergence between two stationary and ergodic HMSs P and P on X 1 is defined [9] , [14] as
where E P denotes expectation with respect to the measure P . An alternative equivalent characterization of D(P kP ) is as the P -almost sure limit (in n) of [ 1 n log P (X ) P (X ) ] [9] , [14] .
The following large deviations result, due to [1] (cf. also [8] ), is relevant in characterizing the above-mentioned candidate for the optimal error exponent. Let A n X n , n = 1; 2; ..., be a sequence of sets for which lim inf
Then it must hold that lim inf n!1 1 n log P (An) 0D(P kP ):
The following lower bound on the probability of underestimation for order estimators of HMSs is an immediate consequence.
Proposition 4: Let k n be an estimator of the order of an HMS such that for each 2 2 k , k 1 lim sup
for some 0 < < 1. Then for every 2 2 k , k 1, it holds that lim inf 
A simple application of (60) and (61) then yields
Since this holds for any choice of k 0 < k and 0 2 2 k , and since the choice only affects the right-hand side of (68), the claim of the proposition follows. 9 We had conjectured, in both [13] and the draft version of this correspondence presented for review, that the exponent defined in (64) is the optimal error exponent for order estimation for the general HMS. For the special class of HMSs, considered above, viz. those endowed with a renewal structure, the notion of renewal types is exploited here in analyzing the precise behavior of the "polynomial" terms in the probability of underestimation of our estimator. This enables us to establish its optimality. While several estimators have been proposed for the order estimation for general HMSs, a similar precise analysis is as yet unavailable. However, while preparing the final version of this correspondence for publication, we have just become aware of a recent manuscript [11] , where the issue of the achievability of the error exponent of (64) is tackled, using techniques from the theory of large deviations; the optimality of suitable modifications of the estimators in [15] and [6] is addressed, without any assumed prior bound on order.
Binary Independent-Renewal Processes: We conclude by addressing the validity of our results for the order estimation of general binary independent-renewal processes with finite mean renewal times. The special structure (3) of the HMSs considered above, as mentioned earlier, lends itself to an alternative characterization in terms of f0; 1g-valued independent-renewal processes. This enables the subsequent use of renewal type-counting arguments to bound the number of realizations of a particular renewal type and the total probability of all such realizations under an HMS-derived renewal pmf p . Our arguments, however, do not require the specific HMS nature of these measures; indeed, they hold as well for any binary independent-renewal measure. Consequently, for any countable partition of the set of independent-renewal measures on f0; 1g 1 , an estimator constructed as in (39) with the objective of identifying that subset of such measures which contains the generating measure, is indeed well-defined and retains all of its attributes provided the minimum in (54) is strictly positive.
What is not obvious for the class of binary independent-renewal processes, on the other hand, is the choice of a natural, useful, or standard notion of order. The previous partition should be chosen to suit the identification task at hand. The resulting estimator, as well as the optimal error exponent for the probability of underestimation, will then be a function of the partition selected. 9 Clearly, Proposition 3 is a special case of Proposition 4. However, Proposition 3 has been proved based on renewal type-counting arguments, without recourse to the more sophisticated theory of large deviations.
Of potential practical relevance is a partition as above which divides the set of independent-renewal measures on f0; 1g 1 according to the number of "free parameters" needed to describe p , the underlying pmf of the i.i.d. renewals. Specifically, let2 k , k 1, contain all the pmfs on the set of positive integers IN, which can be parameterized by exactly k parameters. 10 [19] ). Note that this formulation yields an increasing sequence of sets of independent-renewal measuresP k , k 1, on f0; 1g 1 , corresponding, respectively, to the sets2 k , k 1. Then as in Section II, we can consider the mutually disjoint sequence of measures P k =P k nP k01 , k 1, on f0; 1g 1 (with P1 =P1). It can also be seen in this case that the minimum defined in (54) is strictly positive. This then implies that the optimal error exponent for this problem is strictly positive, and that our (consistent) estimator is optimal in that it achieves the least possible probability of underestimation error up to the first order in the exponent.
APPENDIX I PROOF OF LEMMA 2 i) Fix 2 (0; 1 4 ). Given a renewal pmf p, set
Since p < 1 and Mn is increasing in n, there exists n0 = n0(p; ) such that for every n n 0 10 All nonparametric pmfs with infinite support may be assigned a "true" order of +1.
since n bMnc by virtue of < 1 4 and p 1. APPENDIX III PROOF OF PROPOSITION 3 We first prove the following technical lemma.
Lemma 5: Let kn be an estimator which, for some 0 < < 1, and for all 2 2 k , k 1, satisfies lim sup T K fx n : k n (x n ) < kg < jT K j:
Then, infinitely often in n, it must hold that P fx n : k n (x n ) < kg for all n > N(;) for which (87)-(89) also hold, where we have used steps similar to the derivation in (41) and (42). Note that N(;) does not depend on 0 , because < by assumption. Finally, since the choice of is also arbitrary, we choose = 10 2 , which leads to lim sup n!1 P (kn(X n ) > k 0 )
contradicting the bound on the probability of overestimation.
Next, turning to the proof of Proposition 3, for a given 2 2 k and > 0, let 0 3 2 k <k 2 k , be such that D p p D 2 (k01) P + 3
and set = 2 . For each k 0 < k, and each 0 2 2 k , with <, there is a special renewal type K n ( 0 ) described in Lemma 5 which has a significant intersection with the region of underestimation for k.
Specifically, for some = (; k 0 ) and for all n > N(; k 0 ;) K ( ) < n 
Applying the lower bound (27) on the probability of the renewal type from Lemma 1, we get P (k n (X n ) < k) (n + 2) 0( p 2n+1) exp 0(n + 1)
where K( 0 ) is the circular version of K n ( 0 ). Since this holds for all k 0 < k, and for all 0 2 2 k with <, the equation at the bottom of the page must hold for all n > max k <k N(; k 0 ;). and the result of the proposition follows.
