Abstract-The outage capacity (OC) is among the most important performance metrics of communication systems operating over fading channels. Of interest in the present paper is the evaluation of the OC at the output of the Equal Gain Combining (EGC) and the Maximum Ratio Combining (MRC) receivers. In this case, it can be seen that this problem turns out to be that of computing the Cumulative Distribution Function (CDF) for the sum of independent random variables. Since finding a closed-form expression for the CDF of the sum distribution is out of reach for a wide class of commonly used distributions, methods based on Monte Carlo (MC) simulations take pride of price. In order to allow for the estimation of the operating range of small outage probabilities, it is of paramount importance to develop fast and efficient estimation methods as naive MC simulations would require high computational complexity. In this line, we propose in this work two unified, yet efficient, hazard rate twisting Importance Sampling (IS) based approaches that efficiently estimate the OC of MRC or EGC diversity techniques over generalized independent fading channels. The first estimator is shown to possess the asymptotic optimality criterion and applies for arbitrary fading models, whereas the second one achieves the well-desired bounded relative error property for the majority of the well-known fading variates. Moreover, the second estimator is shown to achieve the asymptotic optimality property under the particular Log-normal environment. Some selected simulation results are finally provided in order to illustrate the substantial computational gain achieved by the proposed IS schemes over naive MC simulations.
I. INTRODUCTION

S
IGNAL processing have for a long time had an important role to play in wireless communication systems. The nature of the wireless fading on the one hand and the ever-growing demands for higher data rates on the other have pushed together for the development of sophisticated signal processing algorithms.
In order to mitigate the impact of severe fading, several algorithms, known as diversity techniques, have found the way into wireless communication systems. Among them, we distinguish the Maximum Ratio Combining (MRC) and the Equal Gain Combining (EGC), which are well-recognized for their ability to combat fading and hence improve system performances [2] . A question of major practical interest that has been extensively studied over the last decades concerns the assessment of these techniques' performances when operating over realistic fading channels. Amongst the various performance metrics that can be used for that purpose, an important practical one is the Outage Capacity (OC), which measures the probability that the capacity falls below a certain threshold.
Interestingly, when MRC or EGC techniques are employed, the computation of the OC is equivalent to the evaluation of the Cumulative Distribution Function (CDF) of a sum of positive Random Variables (RVs) corresponding to either the sum of the fading envelopes (EGC) or the channel gains (MRC). For instance, under the Nakagami fading model, the OC is given by the CDF of the sum of Nakagami variates for the EGC technique and that of the sum of Gamma variates for the MRC technique.
In general, for the wide majority of the commonly used distributions, the CDF of the sum is unknown in closed-form. This is for instance the case of Log-normal distributions, which are widely used to model the shadowing effect in cellular communication systems [3] and the weak-to-moderate turbulence channel in free space optical communication systems [4] . This is also the case of Gamma-Gamma distributions, considered as the dominant fading model for free space optical links [5] , and that of Weibull distributions known for their good fits to experimental fading channel measurements for both indoor and outdoor environment [6] , [7] . All these practical contexts have stirred a great deal of interest in the development of approximation methods of the CDF of the sum distribution. Given the large amount of works in this context, it is difficult to provide an exhaustive survey of the existing techniques. However, we can mainly classify these approaches into two categories. The first category includes approaches where closed-form expressions are provided to approximate the CDF of the sum [8] - [14] . For instance, we can cite the works in [8] and [9] that approximate the sum of Log-normal RVs by a Log-normal and a Pearson type IV variates, respectively. Along the same line, the PDF envelope was used to approximate the sum of Weibull [10] , Nakagami [11] , and Gamma-Gamma [12] variates. Although the previously cited works [8] - [14] were shown to exhibit a good level of accuracy, there is no guarantee that they maintain the same level of accuracy, whatever are the range of probabilities, the set of parameters distribution, and the number of summands [8] . A second class of techniques have been then proposed that are rather based on efficient numerical integration methods [15] , [16] . In the same framework, a general numerical approach has been developed in [17] given the knowledge of the Moment Generating Function (MGF). It is worth mentioning that such a requirement is not ensured for many well-challenging distributions such as the Log-normal, the Nakagami, and the Weibull ones. Despite their popularity, the previously cited approximation techniques share the common drawback of being non generic, that is, specific to a given distribution (or a narrow class of distributions). This principally constitutes the major motivation behind the present work. In particular, in a completely different approach, we build upon the framework of rare event simulation algorithms in order to estimate the CDF of sums of arbitrary RVs (equivalently the OC of MRC/EGC diversity techniques operating over generalized fading channels). Despite the continuous advances in the development of these algorithms, their popularity among researchers in wireless communication systems has thus far remained limited. To the best of our knowledge, our work is the first one to bridge the gap between the framework of rare event algorithms and the OC evaluation of EGC/MRC diversity techniques.
As the quantity of interest corresponds to operating outage probabilities, the focus will be put on the left-tail of the sum distribution, i.e., the probability that the sum is below a given small threshold. It is worth mentioning that in the context of rare event algorithms, most of the existing approaches have thus far been focused on the right tail of the sum distribution (probability of the sum greater than a sufficiently large threshold) instead of the left-tail region (which is the region of interest of the present work). It is only recently that the authors in [18] and [19] have considered the left tail but their works concerned the specific setting of the sum of Log-normal RVs. More precisely, the approach in [18] was based on the well-known exponential twisting technique [20] , [21] and was shown to achieve the asymptotic optimality property under the independent and identically distributed (i.i.d.) assumption. However, as a derivative of the exponential twisting technique, the proposed approach presents the drawback of requiring the existence of a closedform expression for the MGF. Such a requirement cannot be met in the case of a Log-normal RV, and hence an estimator for the MGF was used instead [22] .
An alternative approach that avoids the need for the MGF is represented by the hazard rate twisting technique [23] - [26] . This technique cannot be directly applied to our setting, since it was originally developed to deal with the right-tail of the sum distribution. Based on an adjustment of this technique, we propose in this paper two unified Importance Sampling (IS) based approaches [27] that efficiently estimate the CDF of a sum of independent RVs (the left-tail of a sum distribution) with arbitrary distributions. The connection of this problem with that of the evaluation of the OC at the output of MRC/EGC techniques make the results of our work interesting to both fields of wireless communication and rare event simulation. While outperforming naive Monte Carlo (MC) simulations, the two proposed schemes exhibit different properties. As a matter of fact, the first proposed IS scheme applies to arbitrary independent positive distributions and was shown to enjoy the asymptotic optimality criterion. On the other hand, the second one satisfies the asymptotic optimality for the Log-normal setting. It also holds the sought-after stronger bounded relative error criterion for the majority of the well-known distributions but is only applicable to the case of i.i.d. positive RVs. These two properties represent a relevant novelty in the context of rare event algorithms since, to the best of the authors knowledge, a unified IS scheme with the asymptotic optimality property for arbitrary sum distribution has not been proposed before when the left-tail of the sum distribution is considered. Moreover, and to the best of the authors knowledge, the second proposed IS approach is the first estimator to achieve the bounded relative error criterion when estimating the left tail region of the sum distribution, a property that represents one of the most valuable sought-after requirements of rare event simulation algorithms.
The rest of the paper is organized as follows. In Section II, we describe the problem setting and introduce the concept of IS. The methodologies adopted in our work are developed in Section III where two efficient IS schemes are proposed. In the same section, theorems showing their efficiency are also stated and proved. Some selected simulation results are provided in Section IV in order to illustrate the substantial computational gain achieved by the proposed IS approaches over naive MC simulations.
II. PROBLEM SETTING
A. Motivation
The instantaneous Signal-to-Noise Ratio (SNR) at the diversity receiver can be written as [28] ( 1) where is the number of diversity branches, is the SNR per symbol at the transmitter, and , , is the fading envelope, i.e., the fading channel amplitude or the modulus of the fading channel. The parameter and are in as follows
The instantaneous capacity with MRC or EGC diversity techniques over fading channels has the following expression
where is the bandwidth. Among the most important performance metrics of communication systems operating over fading channels is the OC. This metric is defined as the probability that the instantaneous capacity falls below a certain threshold , that is (4) This metric measures the probability that the communication system undergoes an outage and thus fails to operate. From (1) and (3), the OC can be rewritten as follows (5) Hence, the computation of the OC with MRC or EGC diversity techniques boils down to the problem of determining the CDF of the sum of the fading envelopes (EGC), i.e., the CDF of , or the sum of the channel gains (MRC), i.e., the CDF of . Many fading models are used in practice. A non exhaustive list includes for instance the Rayleigh, the Nakagami, the Weibull, the Rice, and the Log-normal fading models. The readers are referred to [29] for a more comprehensive list of the well practical fading models.
At a higher level of abstraction, our goal is then to develop efficient algorithms to estimate the quantity (6) for a given threshold , where is a sequence of independent and not necessarily identically distributed positive RVs with Probability Density Function (PDF) , .
B. Importance Sampling
In typical wireless communication systems, the quantity , which measures the OC, is relatively small. Thus, the focus will be put on estimating the probability of the rare event when is relatively small. The naive MC estimator of is given by: (7) where is the number of simulation runs, defines the indicator function, and represent i.i.d. realizations of the RV where for each realization, , the sequence , are sampled independently according to the PDF , . In the setting of rare events simulations, i.e., events with very small probabilities, naive MC simulations are known to be computationally expensive. In fact, for an accuracy requirement of 90%, it can be shown from the Central Limit Theorem that we need more than samples to estimate the quantity of interest .
Importance Sampling (IS) is a variance reduction technique that can overcome the failure of naive MC simulations and considerably reduce the computational work [27] . The basic idea of IS techniques is to construct an unbiased estimator of with much smaller variance than the variance given by the naive MC estimator. IS techniques are based on performing a change of the probability measure, that is sampling is performed according to a new distribution instead of the original one. In fact, the quantity can be rewritten as follows: (8) where and are the expectations with respect to the probability measures and under which the PDFs of are and , , respectively. The likelihood ratio is defined as (9) The idea behind performing this change of the sampling distribution is to emphasize the sampling of important values, i.e., values which have more impact on the parameter of interest than others. More precisely, the change of the sampling distribution is performed in a way to increase the frequency of realizations belonging to the rare event . Thus, by encouraging these important realizations, it is possible to achieve an interesting amount of variance reduction by using the IS estimator defined as: (10) where for each realization , the sequence , is now sampled according to the new PDFs , . Many criteria have been used in the literature of rare event algorithms in order to measure their efficiencies [30] . We call an IS estimator to possess the bounded relative error criterion if (11) An interesting feature of this property is that the number of simulation runs to achieve a fixed accuracy requirement remains bounded independently of how small is the probability of interest . This is the reason why the criterion of bounded relative error is considered as one of the most sought-after requirements of variance reduction algorithms. Generally, estimators with bounded relative error are difficult to construct. This often leads researchers to settle for estimators that satisfy weaker properties such as the asymptotic optimality (or the logarithmic efficiency) criterion [23] , [25] . We say that is asymptotically optimally estimated if (12) Note that this limit cannot be made larger, since, from the non-negativity of the variance of the RV , we have (13) and thus, applying the logarithm function on both sides and dividing by , we obtain (14) Equation (12) reveals an interesting interplay between and the second moment . Indeed, one can see that when at an exponential rate, the second moment converges to zero at the same exponential rate. This is the best possible rate of convergence, i.e., the second moment cannot converge faster due to the non-negativity of the variance of in (14) . Moreover, the asymptotic optimality property means that the number of samples to meet a fixed accuracy requirement satisfies (or equivalently for all ). This must be compared to the naive MC simulations which require a number of runs of order in order to achieve the same accuracy requirement.
It is worth noticing that the naive MC simulation fails to estimate asymptotically optimally since the limit in (12) is equal to 1.
III. METHODOLOGY
The methodology that will be adopted in the present work is based on the hazard rate twisting technique [23] . This approach was originally developed to deal with the right tail, that is, to estimate the probability of the rare event , where is sufficiently large and the components of are i.i.d. subexponential RVs (such as the Log-normal distribution and the Weibull distribution with shape parameter less than 1). It was then generalized in [25] to deal with the right tail of sums of independent but not necessarily identically distributed arbitrary RVs prior to being further improved in [26] . Interestingly, the hazard rate twisting approach has never been applied to the left tail. This constitutes the major motivation behind our work. In particular, building upon the hazard rate twisting approach, we propose in this work two unified IS algorithms for the quick, yet accurate, estimation of the left-tail of a sum distribution. The first estimator applies to arbitrary independent and not identically distributed positive RVs and will be shown to achieve the asymptotic optimality criterion, whereas the second one is only valid for the case of i.i.d. RVs but will be proven to satisfy the well-desired bounded relative error property under a mild assumption which is satisfied by most of the well-known fading variates. This makes it, to the best of our knowledge, the first estimator possessing this criterion when the left tail of the sum distribution is considered. Moreover, for the particular Log-normal fading model, the second estimator will be shown also to achieve the asymptotic optimality property under the i.i.d. setting.
To facilitate the understanding of the proposed methods, we shall first recall the principle underlying the hazard rate twisting technique [25] . This is an important step that will help the reader understand how we adapt the technique of [25] to the considered problem. Let us define the hazard rate of , , as (15) where is the CDF of , . We define also the hazard function as (16) From (15) and (16), the PDF of the RV , , is related to the hazard rate and the hazard function as follows: (17) The hazard rate twisting change of measure [25] consists in twisting the hazard rate of each component , , by a quantity (18) Prior to presenting our proposed approaches, we shall provide some insights on the role of the hazard rate twisting change of measure in efficiently dealing with the estimation of the right tail of the sum distribution, i.e., the probability of the event where is sufficiently large. Note that the change of measure (18) by an amount of shifts the value of the hazard rate from to , . This is equivalent according to (16) to a change of the complementary CDF expression from to , . As a consequence, the tail of the resulting distribution becomes much heavier to the right than the original one. This constitutes the key feature that underlies the efficiency of the twisted distribution in generating more samples in the set for sufficiently large values of . To illustrate this point, we consider the case in which a RV follows a Weibull distribution with shape and scale parameters denoted by and . One can easily prove that the twisted PDF is again a Weibull distribution with the same shape parameter but with a higher scale parameter given by . It is thus more heavier to the right than the original distribution. However, the feature of having a more heavier tail to the right is not suitable for the present setting, wherein the focus is on the evaluation of the probability of the set where taking small values. In order to provide more insights on the failure of the technique in [25] , we plot in Fig. 1(a) the twisted and the untwisted distribution of . From this figure, it is clearly obvious that the hazard rate twisting technique [25] accords much more emphasis to samples belonging to the rare set , for a sufficiently large , to the detriment of samples belonging to the rare set for small values of . In consequence, a crude application of the approach of [25] will probably worsen the computational efficiency compared to the naive MC simulations. 
Remark 1:
In the rest of the paper, all expectations under the IS change of measure will be denote by instead of .
A. First IS Approach
For the hazard rate twisting technique to achieve a substantial computational gain, an adjustment is thus required. Our first IS estimator is based on the observation that the probability of interest corresponds in reality to the right tail of the distribution of . As a matter of fact,
where , . It suffices thus to apply the hazard rate twisting technique to instead of , . The intuition behind this idea stems from the aforementioned feature of the hazard rate twisting technique of leading to a more heavier right-tail distribution than the underlying one. Thus, applying this technique to , will certainly encourage the sampling of realizations in a neighborhood of 0 (since , , are non-negative), that is realizations belonging to the set for a sufficiently small . This statement is clearly validated in Fig. 1(b) showing the twisted and untwisted PDFs of . In this figure, we easily observe that the twisted PDF accords higher probability to samples belonging to the event of interest (or equivalently ) for a sufficiently small . Thus, we conclude that sampling with respect to the twisted PDF is more efficient than sampling with respect to the original one. Following the proposed adjustment, that is we apply the hazard rate twisting technique to the sequence , the quantity of interest is expressed following (8) as (20) where is now taken under the PDFs obtained by twisting the hazard rate of the RV , , by . Similarly to (18) , these twisted PDFs are defined as (21) where and . The corresponding likelihood ratio is then expressed as: (22) Finally, the IS estimator is then given by: (23) where is defined as:
1) Optimal Minmax Twisting Parameter:
The selection of follows the same steps of the minmax approach proposed in [25] . It requires first to construct an upper bound of the likelihood ratio and thus of the second moment of . The twisting parameter is then selected so that this upper bound is minimized. An upper bound of the likelihood ratio can be obtained by solving the following maximization problem ( ): (25) From (22), it can be seen that the maximization problem ( ) is equivalent to the following minimization problem ( ) (26) Let us denote by the solution of ( ). The second moment of can be bounded by: (27) A natural selection of the twisting parameter is thus given by the one that minimizes the above upper bound. Through a simple computation, the optimal minmax twisting parameter is:
Remark 2: Note that since are increasing functions, , the inequality constraint in the minimization problem ( ) turns out to be satisfied with equality, that is:
Remark 3: In general, solving the global solution of ( ) might require the need of complex optimization methods. However, for distributions with log-concave CDF, ( ) boils down to solving a convex problem and thus convex optimization algorithms can be employed. This property is actually satisfied for many challenging variates such as Log-normal, Weibull, and Gamma distributions [31] .
2) Asymptotic Optimality: We prove in the next theorem that the IS estimator satisfies the asymptotic optimality property:
Theorem 1: For any sum of independent positive RVs, the probability of interest is asymptotically optimally estimated using the proposed hazard rate twisting IS approach with the twisting parameter given by (28) . That is:
Proof: By replacing the minmax optimal twisting parameter (28) into (27) , it follows that (31) where . Upon applying the logarithm function on both sides, we get (32) On the other hand, using the inequality constraint of the minimization problem ( ), we obtain that (33) Since are independent, it follows that: (34) or equivalently,
Since as , the quantity as . Now, we combine (32) and (35) to get, for a sufficiently small , that (36) By taking the limit as in the previous inequality and using the fact that as , it follows that (37) Finally, by combining the previous inequality with (14), we deduce that the asymptotic optimality (12) is satisfied and hence the proof is concluded. It is worth recalling that the left tail of the sum distribution has rarely been considered in the literature. The unique existing work of which we are aware deals with the specific setting of Log-normal sums [18] . To the best of our knowledge, the proposed estimator is the first one that satisfies the asymptotic optimality criterion and, at the same time, applies to arbitrary positive distributions.
B. Second IS Approach
In this section, we develop a second IS algorithm that, while being based again on the hazard rate twisting technique, satisfies the well-desired criterion of bounded relative error. Instead of twisting the RVs with a twisting parameter between 0 and 1, we propose to use a negative and apply the hazard rate twisting approach to the original variates . Following this methodology, the quantity is rewritten as (8) (38) where denotes now the expectation taken under , , in (18) with a negative twisting parameter, i.e., . The corresponding likelihood ratio is (39) Finally, the IS estimator is defined as: (40) where (41) The intuition behind this methodology lies in that the use of a negative twisting parameter reverses the behavior of the hazard rate twisting method by making the distribution of the sum more concentrated on the left tail, thus generating more samples in the set . To validate this intuition, we plot in Fig. 2 the twisted and the untwisted PDF of where the components are i.i.d. Log-normal RVs. As expected, this figure shows that the twisted PDF accords higher probability to small values than the underlying PDF. Hence, compared to sampling according to the original PDF, it will increase the number of occurrences of samples belonging to the desired region, i.e., samples belonging to the set for a sufficiently small .
1) Minmax Optimal Parameter:
The twisting parameter is determined through the minmax approach described in Section III-A. Since a negative is used, the minmax approach in the present setting involves the maximization of but over the different set :
This is obviously in contrast to the case of our first proposed IS method requiring to solve the minimization of . Let be the solution of ( ), hence we obtain:
Then, the value of is determined by minimizing the right hand side of the previous inequality which leads to (44)
2) Bounded Relative Error Property:
We prove in the following theorem that the proposed IS scheme possesses the bounded relative error property. To the best of our knowledge, this is the first estimator of the left tail of the sum distribution (estimation of the probability of ) to achieve this criterion. Using the fact that as , it follows that , and thus we get (51) Finally, using the assumption , we deduce that (52) which concludes the proof.
It is worth mentioning that the assumption does not cause a serious limitation, being satisfied by most of the well-known fading models. In practice, this assumption can be substituted by a more handy sufficient condition: (53) where is a constant and . Moreover, since , the previous condition is equivalent to showing that:
In Table I , we show that condition (54) holds for many well-known challenging distributions. The results presented in the fourth column follows from the asymptotic behavior of the lower incomplete gamma function [32] , the Marcum function [33] , and the Meijer function [34] . It is worth mentioning that these distributions correspond to the most used fading variates in practice, thereby showing the wide range of applicability of Theorem 2.
3) The Log-Normal Fading: Among the most commonly used distributions in the field of wireless communications, the Log-normal distribution is perhaps the sole one that we have found to not achieve the assumption of Theorem 2. This does not imply however the unsuitability of our second IS to estimate the left tail of Log-normal sums. Indeed, our estimator, while we think it to not probably achieve the bounded relative error property, satisfies the asymptotic optimality criterion, as will be stated in the next theorem. Prior to stating the corresponding result, we shall recall that the Log-normal PDF is given by: (55) where and , , are respectively the mean and the standard deviation of the associated Gaussian RVs.
Theorem 3: The asymptotic optimality property is achieved when is a sequence of i.i.d. Log-normal RVs with a common hazard function , that is we have (56)
Proof: In this proof, we will establish that our second IS holds the following equivalent characterization of the asymptotic optimality property [30] : (57) In order to prove (57), we note that using (47) and (49), we get for all :
Now, we use an asymptotic equivalent for the CDF of the Lognormal distribution [35] (59)
Using this result, we obtain:
which ends up the proof.
Remark 4:
We have shown that choosing the minmax parameter in (44) as the solution of the maximization problem ( ) guarantees the asymptotic properties proven in Theorem 2 and Theorem 3. However, a close look at the proof suggests another choice of the twisting parameter that not only avoids solving optimization problems but also keeps Theorem 2 and Theorem 3 satisfied. In fact, an upper bound of the second moment of , which is looser than the one obtained by solving the maximization problem ( ), is given by:
By setting the twisting parameter to be equal to: (62) and by plugging this value into the (61), it follows, using the i.i.d. assumption of Theorem 2 and 3, that (63) Hence, following the same steps as the original proofs of Theorem 2 and Theorem 3, we easily deduce that these two theorems holds with the choice of in (62). Based on extensive simulations, we have observed that the in (62) achieves approximately the same computational performances as those provided by the in (44), which makes it a good practical alternative that avoids the burden of optimization algorithms. The simulation results that will be presented in the next section correspond thus to the choice of in (62).
Algorithm
For the reader convenience, we provide hereafter a pseudo code describing the steps used by our first IS algorithm.
Algorithm 1 First IS scheme
Inputs: , .
Outputs:
. Find the minmax value as in (28) by solving the minimization problem ( ). for do Generate independent realizations of under the twisted PDF given in (21).
Evaluate as in (24). end for
Compute the IS estimator as .
It is worth mentioning that these steps remain the same for the second IS scheme, the only differences being in the replacement of by given in (62), by in (18) , and by in (41). Note that the implementation of Algorithm 1 requires generating new RVs according to the twisted PDFs . For that, several methods can be used, such as the inverse CDF method [36] which we elaborate on for the sake of completeness. Denoting the CDFs of under the PDFs by , the inverse CDF method is based on the observation that the RV , where is uniformly distributed over , has the same distribution as under the twisted PDF , . Using the expression of , , given in (21) and after simple computations, we get a closed-form expression of the CDF inverse , , which is given by:
In the second IS approach, where we need to sample from in (18) , the CDF inverse is given as follows:
It is worth mentioning that the inverse CDF method is widely applicable to most of the well-known distributions, for which closed-form expressions of the CDF inverse exist. We can for instance cite the Log-normal, the Weibull, the Nakagami, and the Gamma distributions. Note also that, in case the inverse CDF is not easy to handle, one can use instead other sampling algorithms such as the acceptance-rejection technique and the Markov Chain Monte Carlo algorithm [37] .
IV. SIMULATION RESULTS
In this section, we present the results of two simulation experiments illustrating the computational efficiency achieved by both of the proposed IS schemes. In the first experiment, we consider the evaluation of the OC at the output of the MRC receiver when operating over the Log-normal fading. The use of the Log-normal setting will allow us to compare with the simulation method in [18] which represents the sole simulation technique of which we are aware that deals with the left tail of the sum distribution. As a further application, we consider in the second experiment the evaluation of the OC at the output of the EGC receiver when operating over the Nakagami fading.
In both experiments, the gain in computational efficiency will be evaluated based on the amount of variance reduction over naive MC simulations that they achieve. For the considered schemes, the amount of variance reduction writes as: (66) The relevance of this metric lies in that it unveils the gain in simulations runs (over naive MC techniques) that can be achieved while maintaining a fixed accuracy requirement. More specifically, the naive MC simulations would require (respectively ) simulation runs to achieve the same accuracy as the first proposed IS technique (respectively the second IS technique) when using simulation runs.
A. Log-Normal Fading With MRC Diversity Technique
In this experiment, we evaluate the OC at the output of the MRC receiver when operating over the Log-normal fading. The PDF of the Log-normal envelope , , is given in (55). It can be shown that the OC is given in this case by the CDF of the sum distribution of Log-normal RVs with parameters and , where and are the parameters corresponding to the distribution of the fading envelope . The use of the log-normal setting allows us to compare our method with the IS estimator of [18] , which we denote by where is given by [18, eq. 4.3] . This forces us to consider the i.i.d. assumption, being required in [18] . Similarly to (66), we introduce for this approach the amount of variance reduction given by: (67) where is selected as in [18, eq. 2.5] . It is worth mentioning that the variances , appearing in (66) and (67) are estimated using the empirical sample variances of , , 2, 3. Note that the use of the empirical sample variances makes sense for the proposed IS approaches, since we do have enough realizations in the set ( ) where represents the sum of the twisted RVs. The same calculation method cannot obviously be applied to estimate the variance introduced by the naive MC method, i.e., the variance of under the underlying distribution. However, since it is in theory equal to , we proposed to approximate it by , where , , 2, 3, are the IS estimators produced respectively by the two proposed IS schemes and the IS approach of [18] .
It is also important to note that in this experiment, the twisting parameters in (28) and in (62) used by our first and second proposed IS schemes turn out to admit closed-form expressions. As shown by (28) , the value of requires solving the minimization problem ( ). Interestingly, using the log-concavity of the CDF of the Log-normal distribution [31] and under the i.i.d. setting, a closed-form expression of the solution of ( ) can be easily obtained and corresponds to , . Hence, a closed-form expression of is given by:
where is the hazard function of which is equal to where is the CDF of the standard normal distribution. For the second proposed IS scheme, the value of its twisting parameter is given in closed-form by (62). For the particular Log-normal fading environment with MRC diversity technique, it thus writes as:
where is the complementary CDF of the standard normal distribution.
In Fig. 3(a) the outage capacity of -branch MRC diversity receivers over independent Log-normal fading variates is estimated using the naive MC simulations, as well as the two proposed hazard rate twisting IS based approaches and the IS scheme of [18] . The number of simulation runs is . From this figure, the failure of the naive MC simulation is clearly obvious. In fact, for each value of , a clear oscillatory behavior is first observed for small values of the OC. Then, as we further decrease the threshold , it becomes unable to generate important samples, i.e., realizations that falls below the given threshold, and hence produces identically zero estimates. Such a failure can be avoided by using much more number of simulation runs. In sharp contrast to the behaviour of the naive MC estimator, both of the two proposed IS approach and the approach in [18] provide a smoother curve, thus revealing their higher accuracies while using the same number of samples.
We further proceed investigating the gain in terms of simulation runs that is achieved by both of the proposed IS methods and that of [18] . To this end, we plot in Fig. 3(b) the amounts of variance reduction , , 2, 3 as a function of the capacity threshold . This figure clearly shows the high gain achieved by the three IS methods over naive MC simulations. This gain becomes all the more important as the threshold decreases (small values of the OC). For instance, it can be seen from Fig. 3(b) that for a fixed accuracy requirement, the naive MC simulations requires approximately times as many simulation runs as needed by the second IS approach to estimate the OC at the output of a 4 branch MRC receiver for . Furthermore, Fig. 3(b) shows that out of the three IS schemes and for the considered range of probabilities, it is the second IS scheme that exhibits the highest performance, requiring for and , approximately and 10 times less simulation runs than our first proposed IS and the estimator in [18] , respectively. Nevertheless, it is worth mentioning that the good performances of the second IS estimator and that of [18] must be balanced with their narrower scope of applicability. This is to be compared to the first IS estimator which applies to the general case of arbitrary independent and not necessarily identically distributed RVs.
In Fig. 4 , we consider the evaluation of the OC at the output of branch MRC diversity receiver operating over independent Log-normal fading. Two scenarios are investigated that correspond to different choices of the values of the standard deviation :
for the first scenario and for the second scenario. Fig. 4(a) represents the OCs estimated for both scenarios by the naive MC simulations as well as the two proposed IS schemes and that of [18] when . For both scenarios, we note that the three IS exhibit again a good level of accuracy, whereas the naive MC fails to be accurate using the same number of simulation runs. We further our analysis in Fig. 4(b) by studying the computational gain that is achieved by the three IS approaches over MC simulations as a function of . This gain is expressed in terms of number of simulation runs and corresponds to the amount of variance reduction , , 2, 3. Fig. 4(b) confirms the same conclusion as the previous experiment, in that for both choices of the standard deviation, all the considered IS schemes outperform naive MC simulations. The gain is all the more high as the threshold take small values. For instance, for and , the naive MC method requires above times more simulation runs than those used by our second IS technique in order to ensure the same level of accuracy. Moreover, the same figure confirms that our second IS approach achieves again better performances than the first proposed IS scheme and the one of [18] . We also note that the gain of the second IS scheme is less important for than that of shown in Fig. 3(b) . We conclude thus that the second IS scheme is likely to achieve higher gains as increases.
B. Nakagami Fading With EGC Diversity Technique
In a second experiment, we consider the evaluation of the OC at the output of the EGC receiver when operating over the Nakagami fading for different number of combiners. We recall that the PDF of the Nakagami envelope , , is given by (68) where and , denote respectively the shape and the spread parameters, whereas is the Gamma function. Interestingly, provided that , the CDF of a Nakagami distribution is log-concave [31] . Hence under the i.i.d. setting, is the solution of . Consequently, a closedform expression for in (28) is obtained by:
being the hazard function of given by:
where and denote respectively the lower incomplete gamma function and the Gamma function [32] . As for the twisting parameter used in the second IS approach, its value is given in (62) and is equal for this particular case to:
In Table II , we investigate the ability of the two proposed IS schemes in generating important samples, i.e., samples that belong to the desired set . To this end, we compute the percentage of such samples when using naive MC simulations and the two proposed IS schemes (we refer them to IS1 and IS2 in the table) as a function of the probability of interest and for a number of simulation runs . We easily observe from this table that, contrary to the naive MC method which fails to generate important values as we decrease the probability of interest, the two proposed IS approaches continue to generate samples in the desired region even for very small probabilities. Next, we plot in Fig. 5(a) the OC evaluated by the naive MC and the two proposed IS schemes. We notice again the failure of naive MC simulations in estimating small OC. In Fig. 5(b) , we plot the amounts of variance reductions achieved by the two proposed IS schemes. We observe that the use of the second IS scheme for instance can indeed save up to times the number of simulation runs needed by naive MC simulations while keeping the same accuracy requirement. Furthermore, it is worth pointing out that it is the second IS estimator that achieves the highest performance, with a gain that becomes higher as the threshold decreases. For instance, at a threshold value of and when , the second IS estimator requires times less simulation runs than the first one. Such a result is expected and likely owes to the bounded relative error property that enjoys the second IS estimator, the first IS estimator satisfying only a weaker property, that is the asymptotic optimality criterion.
V. CONCLUSION
We consider in this paper the estimation of the CDF for the sum of independent RVs. Such a question is driven by the problem of evaluating the OC of MRC/EGC diversity techniques over generalized fading channels. It is now stirring an increasing interest in the field of rare event simulation algorithms, the focus of which is shifting away from the estimation of the right tail of the sum distribution to consideration of the left tail region.
Building upon the framework of rare event simulation techniques, we propose two unified, yet efficient, hazard rate twisting IS-based simulation approaches that efficiently estimate the CDF of the sum of independent RVs. The two proposed schemes achieve higher gain over the naive MC simulations but present different characteristics. More specifically, the first IS approach applies to arbitrary distributions and was shown to achieve the asymptotic optimality criterion for arbitrary independent fading models. On the other hand, the second one applies only to the i.i.d. case but achieves the asymptotic optimality criterion for the Log-normal setting and the well-desired bounded relative criterion for the majority of the well-known distributions. Simulations results supporting our theoretical findings were provided. They have in particular illustrated the substantial computational efficiency achieved by these IS schemes over naive MC simulations.
