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NON-CONFORMAL REPELLERS AND THE CONTINUITY OF PRESSURE FOR
MATRIX COCYCLES
DE-JUN FENG AND PABLO SHMERKIN
ABSTRACT. The pressure function P (A, s) plays a fundamental role in the calculation of
the dimension of “typical” self-affine sets, whereA = (A1, . . . , Ak) is the family of linear
mappings in the corresponding generating iterated function system. We prove that this
function depends continuously on A. As a consequence, we show that the dimension of
“typical” self-affine sets is a continuous function of the defining maps. This resolves a
folklore open problem in the community of fractal geometry. Furthermore we extend the
continuity result to more general sub-additive pressure functions generated by the norm
of matrix products or generalized singular value functions for matrix cocycles, and obtain
applications on the continuity of equilibrium measures and the Lyapunov spectrum of
matrix cocycles.
1. INTRODUCTION AND STATEMENT OF MAIN RESULTS
1.1. Continuity of pressure for self-affine systems. The topological pressure plays a
key role in the dimension theory of dynamical systems. Indeed, there is a powerful
heuristic principle, going back to Bowen and Ruelle [8, 35], that says that the dimension
of a set X invariant under a conformal map f can be calculated as the (often unique)
number s satisfying P (−s log ‖Df‖) = 0, where Df denotes an appropriate notion of
derivative for f . Although this formula has been shown to work in a very wide variety
of settings (see, e.g., [3]), the assumption that f is conformal (in some, possibly weak,
sense) cannot be dispensed with (in the case in which f is hyperbolic, f needs to be
conformal on unstable leaves). We note that under quite general assumptions, in the
conformal world the topological pressure P (g) is a continuous functional of the function
g (in the appropriate topology), and thus theHausdorff dimension of invariant sets varies
continuously with the dynamics.
The dimension theory of non-conformal dynamical systems does not admit such a
general principle. Nevertheless, different notions of pressure have been defined, which
often give an upper bound for the dimension of the set, and sometimes give the right di-
mension in “typical” situations. However, as soon as one leaves the conformal situation,
the norm of the derivative does not give sufficient information anymore, and one needs
to consider finer geometric information given by the singular values of the Jacobian. Re-
call that if A ∈ Rd×d, the singular values α1(A) ≥ · · · ≥ αd(A) are the square roots of the
eigenvalues of A∗A. Alternatively, they are the lengths of the semi-axes of the ellipsoid
A(B(0, 1)), where B(0, 1) is the unit ball in Rd.
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Before defining a general notion of non-conformal pressure, we start by considering
an important special case that motivated this work. Fix an ambient dimension d ≥ 1, an
integer k ≥ 2, and set
Ad,k = {A = (A1, . . . , Ak) : Ai ∈ Rd×d},
ACd,k = {A = (A1, . . . , Ak) : Ai ∈ Rd×d, ‖Ai‖ < 1},
Gd,k = {A = (A1, . . . , Ak) : Ai ∈ GLd(R)},
GCd,k = {A = (A1, . . . , Ak) : Ai ∈ GLd(R), ‖Ai‖ < 1},
where GLd(R) denotes the collection of all d × d invertible real matrices, ‖ · ‖ denotes
the standard Euclidean norm (the superscript C stands for “contraction”). Given A ∈
ACd,k and translations t = (t1, . . . , tk) ∈ Rkd, it is well-known that there exists a unique
nonempty compact set F = F (A, t) such that
F =
k⋃
i=1
Ai(F ) + ti.
Such set is called a self-affine set. We note that if the pieces Ai(F ) + ti do not intersect,
then F can be seen as a repeller for a piecewise affine expanding dynamical system, but
the definition makes sense even if the pieces do intersect substantially.
Finding an exact general formula for the Hausdorff or box counting dimension of F is
considered to be an untractable problem. However, Falconer [11] found an appropriate
topological pressure equation for which the zero is always an upper bound for the di-
mension, and in many cases it is equal to the dimension. To state his result, for 0 ≤ s ≤ d,
we define the singular value function ϕs : Rd×d → [0,∞) as
ϕs(A) = α1(A) · · · αm(A)αm+1(A)s−m,
where m = ⌊s⌋. Here we make the convention 00 = 1. For completeness, if s > d, then
we also define
ϕs(A) = |det(A)|s/d.
The singular value function is sub-multiplicative, i.e. ϕs(AB) ≤ ϕs(A)ϕs(B); see [11,
Lemma 2.1]. ForA ∈ Ad,k, define
P (A, s) = lim
n→∞
1
n
log

∑
|i|=n
ϕs(Ai)

 = inf
n
1
n
log

∑
|i|=n
ϕs(Ai)

 ∈ [−∞,∞),
whereAi := Ai1 · · ·Ain for i = i1 · · · in. (The existence of the limit and the second equality
follow from the sub-multiplicativity of ϕs.) Furthermore forA ∈ ACd,k, define
s(A) = inf{s ≥ 0 : P (A, s) ≤ 0}.
We call s(A) the singularity dimension of F (A, t). If A ∈ GCd,k, then s(A) is the unique
positive number s such that P (A, s) = 0 (cf. [11]).
For a set F ⊂ Rd, let dimB(F ), dimB(F ) and dimH(F ) denote the upper box counting
dimension, the box counting dimension and the Hausdorff dimension of F , respectively
(cf. [13]). We can now state Falconer’s Theorem.
Theorem 1.1 ([11, Theorem 5.3]). LetA ∈ ACd,k. Then the following holds:
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(1) dimB(F (A, t)) ≤ min(s(A), d) for all t ∈ Rkd.
(2) If ‖Ai‖ < 1/2 for all i, then
dimH(F (A, t)) = dimB(F (A, t)) = min(s(A), d)
for Lebesgue almost all t ∈ Rkd.
We remark that Falconer proved the second part under the assumption ‖Ai‖ < 1/3
and Ai ∈ GLd(R). Solomyak [36] later pointed out a modification in the proof that al-
lows us to replace 1/3 by 1/2. By an observation of Edgar [10], 1/2 is optimal. The
invertibility of the Ai is not needed and Falconer’s proof goes through without this as-
sumption. Although Falconer’s theorem holds only for generic translations, in several
later works it was shown that the singularity dimension equals the box counting or the
Hausdorff dimension for several concrete classes of self-affine sets, see [12, 26, 29]. This
further highlights the significance of the singularity dimension.
In light of Theorem 1.1, the question of whether s(A) and P (A, s) depend continu-
ously on A arises naturally. Upper semi-continuity of P (·, s) and s(·) follows immedi-
ately from the definition (as P (·, s) is an infimum of continuous functions). Falconer and
Sloan [19] proved the continuity of P (A, s) in a number of special cases; in particular,
they proved it under a rather strong irreducibility assumption on A and, in the special
case s = 1, for upper triangular systems. Falconer and Sloan raised explicitly the ques-
tion of continuity in general (though the problem has been known to the fractal geometry
community long before that). In this article we resolve this problem.
Theorem 1.2. (1) For any s ≥ 0, the mapA→ P (A, s) is continuous on Ad,k.
(2) The mapA→ s(A) is continuous on ACd,k.
(3) Moreover, the map (A, s)→ P (A, s) is continuous at each point (A, s) ∈ Ad,k× [0,∞)
withA ∈ Gd,k or s 6∈ {0, 1, . . . , d− 1}.
Remark 1.1. The map P (·, ·) has some discontinuity points (A, s) with A 6∈ Gd,k and
s ∈ {1, . . . , d − 1}. For instance let s ∈ {1, . . . , d − 1} and A = (A,A, . . . , A) for some
non-invertible d × d matrix A satisfying αs(A) > 0 and αs+1(A) = 0. Then (A, s) is a
discontinuity point of P . Indeed, P (A, s) ∈ R and P (A, t) = −∞ for any t > s.
1.2. Continuity of pressure for the norm of matrix products. Here we present a related
but in some sense simpler result concerning the norms of matrix products. Again let
A ∈ Ad,k. Given s > 0, define
M(A, s) = lim
n→∞
1
n
log

∑
|i|=n
‖Ai‖s

 .
The limit is easily seen to exist (and possibly equal −∞) from sub-additivity.
The quantity M(A, s) is rather natural. On one hand, it is closely linked to the Lya-
punov exponent of an IID random matrix product (see, e.g. [5, Chapter V]), and to the
Lyapunov spectrum of matrix products (cf. [23, 21]). On the other hand, the limit as
s → 0 (which in the thermodynamic formalism is known as a “zero temperature limit”)
is the joint spectral radius of the matrices (A1, . . . , Ak), which is an important quantity in
a wide variety of fields, see for example [25] and references therein. Although the joint
spectral radius is well-known to be continuous, it is far from clear from the definition
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whether M(A, s) is always continuous. Nevertheless, similar to Theorem 1.2, we have
the following.
Theorem 1.3. M(A, s) is continuous on Ad,k × [0,∞).
The related problem of continuity of Lyapunov exponents of linear cocycles (as a func-
tion of the cocycle and of the matrix) is an ongoing problem of great interest, partly
because of the connection to Schrödinger operators. In a sense, the pressure is a more
robust quantity as it is defined “topologically”, without reference to a specific measure
(although it can also be defined in terms of measures, see Section 4.1 below).
1.3. A more general statement. Falconer’s result (Theorem 1.1) has been generalized in
many directions; we will review some of these later in Section 5. Many of these more
general results rely on an appropriate, correspondingly more general, notion of non-
conformal topological pressure; this immediately raises whether continuity of the pres-
sure can be established in a more general framework. We present our general result here,
deferring a detailed discussion of its applications to Section 5.
Let (X,T ) be a subshift of finite type (cf. [7]). Here and in the rest of the article,
subshifts of finite type are assumed to be defined on a finite alphabet. Recall that any
map A : X → Rd×d induces a matrix cocycle: for x ∈ X and n ∈ N,
A(x, n) = A(T n−1x) · · ·A(x).
We denote the collection of finite words allowed in X by X∗, and the subset of X∗ of
words of length n byX∗n. A matrix cocycleA onX is said to be locally constant ifA(x) only
depends on the first coordinate of x. Locally constant cocycles are naturally identified
with elements of Ad,k.
Let C(X) denote the collection of real continuous functions on X. Given g ∈ C(X), a
cocycle A : X → Rd×d and s ≥ 0, we define
Pg(A, s) = lim
n→∞
1
n
log

∑
i∈X∗n
sup
y∈[i]
exp(Sng(y))ϕ
s(A(y, n))

 ,
where Sng(x) :=
∑n−1
i=0 g(T
ix). The limit can be easily seen to exist, and equal the infi-
mum, by sub-multiplicativity of the expression between parenthesis. In the important
special case g ≡ 0, we write P (A, s) instead of Pg(A, s).
LetM(X, d) denote the collection of all d× dmatrix cocycles on X. We can now state
the main result of the paper.
Theorem 1.4. Let X be a subshift of finite type and g ∈ C(X). Then the following statements
hold:
(1) For fixed s > 0, any locally constant cocycle A is a continuity point of the pressure map
B → Pg(B, s) onM(X, d), in the L∞(X,Rd×d) topology.
(2) Let A ∈ M(X, d) be locally constant and s ≥ 0. If s 6∈ {0, 1, . . . , d − 1}, or if A takes
values in GLd(R), then (A, s) is a continuity point of the map (B, t) → Pg(B, t) on
M(X, d) × [0,∞), where onM(X, d) we consider the L∞(X,Rd×d) topology.
We emphasize that, whenever A is locally constant, P (B, s) is close to P (A, s) if B is
uniformly close to A, even if B is not locally constant or even discontinuous.
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We remark that the quantities P (A, s), M(A, s) and Pg(A, s) are particular cases of
topological pressures for sub-additive potentials; see Section 4 for details. The proofs of
our continuity results make heavy use of dynamical systems theory, and in particular
the sub-additive thermodynamic formalism. Moreover, since the topological pressure is
a key component of the thermodynamic formalism, our results have applications to the
continuity of other objects of interest, such as equilibrium measures, their entropies, and
the Lyapunov spectrum of matrix cocycles. These will be presented in Section 5.
The paper is structured as follows. Section 2 contains some preliminaries on linear
algebra and the cone condition, which will be needed in our proofs. In Section 3, we
construct a “large” subsystem of a matrix cocycle which satisfies the cone condition. Sec-
tion 4 contains background on the variational principle for the sub-additive topological
pressure, and the proofs of our main results. Further generalizations, applications and
remarks are given in Section 5.
2. LINEAR ALGEBRAIC PRELIMINARIES AND THE CONE CONDITION
2.1. Cones and the cone condition. The proofs of our main results will be based on
finding a sub-system of (an iteration of) the original systemwhich satisfies the cone con-
dition. In this section we deal with elementary linear-algebraic facts related to this. Al-
though most of the material is standard, proofs are given for the convenience of the
reader, and since it is difficult to trace down the exact statements in the literature.
A cone K in a finite-dimensional Banach space is a nonempty, convex, closed subset
such that tv ∈ K whenever t > 0, v ∈ K , and K ∩ −K = {0}.
Definition 2.1. Let A : X → Rd×d be a map generating a linear cocycle. We say that
A satisfies the cone condition with cones K,K ′, if K ′ \ {0} ⊂ interior(K), and A(x)K ⊂
(K ′ ∪ −K ′) for all x ∈ X.
The importance of the cone condition for us comes from the following fact.
Lemma 2.1. Let V be a finite dimensional Banach space, and let K,K ′ ⊂ V be cones with
K ′ \ {0} ⊂ interior(K). Then there is a constant c = c(K,K ′) > 0 such that for any pair of
linear maps A1, A2 such that AiK ⊂ (K ′ ∪ −K ′) (i = 1, 2),
c‖A1‖‖A2‖ ≤ ‖A1A2‖ ≤ ‖A1‖‖A2‖,
where ‖A‖ denotes the operator norm of A.
Proof. This is elementary and most likely known, but we have not been able to find a
reference so a proof is given for the reader’s convenience. We only need to prove the
left-hand inequality.
We first claim that there exists c1 > 0 such that for any linear map A : V → V such
that A(K) ⊂ (K ′ ∪ −K ′) and any w ∈ K ′ \ {0},
|Aw|
|w| ≥ c1‖A‖.
Indeed, suppose this is not the case. Then, for all n we can find a linear map An of
norm 1 with An(K) ⊂ K ′, and wn ∈ K ′ also of norm 1, such that ‖Anwn‖ < 1/n. By
compactness, this implies that there are a linear map A on V of norm 1 (in particular
nonzero) such that A(K) ⊂ K ′, and a vector w ∈ K ′ such that Aw = 0. Now pick u ∈ K
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such that Au 6= 0 and w − u ∈ K ; this is possible since K ′ \ {0} ⊂ interior(K). It follows
that Au = −A(w − u) ∈ −K ′, whence Au ∈ K ′ ∩ −K ′, contradicting that K ′ is a cone.
Now the lemma follows easily since, for a fixed w ∈ K ′ of unit norm,
‖A1A2‖ ≥ |A1A2w| ≥ c1‖A1‖|A2w| ≥ c21‖A1‖‖A2‖.

2.2. Exterior algebra. As usual in the study of matrix cocycles, we often make use of
the exterior algebra generated by the j-alternating forms, which we denote (Rd)∧j . It is
endowed with an inner product (·|·), with the property that
(v1 ∧ · · · ∧ vj|w1 ∧ · · · ∧ wj) = det(va · wb)1≤a,b≤j ,
where va · wb is the usual inner product on Rd. In particular, if {vi}ji=1 are orthonormal,
then v1 ∧ · · · ∧ vj has norm 1. ForA ∈ Rd×d, we recall that the j-fold exterior product A∧j
of A is defined by the condition
A∧j(v1 ∧ · · · ∧ vj) = Av1 ∧ · · · ∧Avj .
The following properties are well known:
(1) (AB)∧j = A∧jB∧j , and in particular ‖(AB)∧j‖ ≤ ‖A∧j‖‖B∧j‖.
(2) ‖A∧j‖ = α1(A) · · · αj(A), and in particular ‖A∧j‖ ≤ ‖A‖j .
2.3. Block-diagonal matrices. It is geometrically clear that if A ∈ Rd×d has an eigen-
vector v of unit norm such that |Av| ≫ ‖A‖v⊥ (where ‖A‖v⊥ denotes the norm of the
restriction ofA to the hyperplane orthogonal to v), thenA satisfies the cone condition for
suitable conical neighborhoods of (the half-line containing) v. Because of the robustness
of the cone condition, this continues to be true if v is only an approximate eigenvector
(meaning that the direction of Av is close to that of v), and a similar approximation for
v⊥. In this section we prove a statement of this kind for certain exterior products in the
“exact” case; the “approximate” case is deduced as a consequence in the next section. We
begin with some definitions and basic lemmas.
A matrix A ∈ Rd×d will be called (λ, ε)-conformal if
exp(λ− ε)|x| ≤ |Ax| ≤ exp(λ+ ε)|x| for all x ∈ Rd.
This is equivalent to saying that all singular values of A lie between exp(λ − ε) and
exp(λ+ ε).
Given Hi ∈ Rdi×di , i = 1, . . . , p, we define their direct sum H =
⊕p
i=1Hi as the block-
diagonal matrix with blocks H1, . . . ,Hp. ThusH ∈ Rd×d, where d =
∑p
i=1 di.
We say thatH is of hyperbolic class (d1, τ1), . . . , (dp, τp) with tolerance ε if:
• H =⊕pi=1Hi,
• Hi ∈ Rdi×di is (τi, ε)-conformal,
• τi − ε > τi+1 + ε for i = 1, . . . , p− 1.
The family of all suchH will be denoted byHε(di,τi).
Lemma 2.2. Suppose H ∈ Hε(di,τi). Let d0 = 0. If
∑r−1
i=0 di < j ≤
∑r
i=0 di for some r ∈
{1, . . . , p}, then
exp(τr − ε) ≤ αj(H) ≤ exp(τr + ε).
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Proof. If Hi = AiDiBi is a singular value decomposition of Hi (that is, Ai, Bi are or-
thonormal andDi is diagonal), then
H =
(⊕
i
Ai
)(⊕
i
Di
)(⊕
i
Bi
)
(2.1)
is a singular value decomposition of H . This reduces the statement to the case in which
H is diagonal, which is obvious. 
Lemma 2.3. Let H ∈ Hε(di,τi). Let t =
∑r
i=1 di for some 1 ≤ r ≤ p. Write Γ =
∑r
i=1 diτi.
Let {e1, . . . , ed} be the canonical basis of Rd. Then e1 ∧ · · · ∧ et is an eigenvector of H∧t with
eigenvalue ≥ exp (Γ− tε) in modulus, and
|H∧t(ei1 ∧ · · · ∧ eit)| ≤ exp (Γ + τr+1 − τr + tε) ,
whenever 1 ≤ i1 < · · · < it ≤ d and (i1, . . . , it) 6= (1, . . . , t).
Proof. Recall that, since Hi ∈ Rdi×di , the di exterior product of Hi is simply multiplica-
tion by the determinant. Identifying Hi with the restriction of H to the corresponding
subspace of Rd, we deduce that
H∧t(e1 ∧ · · · ∧ et) =
(
r∏
i=1
det(Hi)
)
(e1 ∧ · · · ∧ et),
which implies the first claim.
For the second part, let H = ADB be a singular value decomposition of H with the
form (2.1). It follows that
|H∧t(ei1 ∧ · · · ∧ eit)| = |D∧tB∧t(ei1 ∧ · · · ∧ eit)|.
In this case, we have that
B∧t(ei1 ∧ · · · ∧ eit) =
p∧
j=1
wj1 ∧ · · · ∧ wjtj ,
where, for each j, {wji } is an orthonormal system in Rdj (embedded in Rd as before),
possibly empty; however, at least one of them is nonempty for some j > r (here we use
that (i1, . . . , it) 6= (1, . . . , t)). Using the fact that each wj1 ∧ · · · ∧ wjtj is a unit vector in
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(Rdj )∧tj , and the block structure once again, we estimate
|H∧t(ei1 ∧ · · · ∧ eit)| ≤
p∏
j=1
∥∥∥D∧tjj ∥∥∥
≤
p∏
j=1
‖Dj‖tj
≤
p∏
j=1
exp(tj(τj + ε))
= exp



 p∑
j=1
tjτj

+ tε


≤ exp(Γ + τr+1 − τr + tε),
where in the last step we used that tj > 0 for some j > r. 
In order to apply the last result, we recall some simple facts in an abstract setting. Let
(V, ·|·) be a finite dimensional inner product space, and denote the associated norm by
| · |. Given a nonzero vector v ∈ V and 0 < r < 1, we define the r-cone around v as
C(v, r) = {w ∈ V : (v|w) ≥ (1− r)|v||w|}.
Lemma 2.4. Let A : V → V be a linear map and let v ∈ V \{0} and λ > 0 be such that
Av = λv and ‖A|v⊥‖ < λ/18.
Then AC(v, 1/2) ⊂ C(v, 1/5).
Proof. Without loss of generality, assume that |v| = 1. Let w ∈ C(v, 1/2) and w 6= 0. We
can write w = av + bz for some a, b ∈ R and z ∈ v⊥ of unit norm. The assumption
w ∈ C(v, 1/2) implies that
a = (v|w) ≥ (1− 1/2)|w| = 1
2
√
a2 + b2,
i.e.
√
3a ≥ |b|. A direct calculation shows that
(v|Aw)
|v||Aw| =
(v|(aλv + bAz))
|aλv + bAz| ≥
aλ− |b|λ/18
aλ+ |b|λ/18 ≥
1−√3/18
1 +
√
3/18
> 4/5.
Hence Aw ∈ C(v, 1/5). 
Corollary 2.5. Let H ∈ Hε(di,τi), and suppose that√(
d
⌊d/2⌋
)
max
1≤r≤p−1
exp(−τr + τr+1 + 2dε) < 1/18.
Denote tr =
∑r
i=1 di and e
∧t = e1 ∧ · · · ∧ et. Then, for all 1 ≤ r ≤ p− 1,
H∧tr
(C(e∧tr , 1/2)) ⊂ (C(e∧tr , 1/5) ∪ −C(e∧tr , 1/5)).
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Proof. Fix 1 ≤ r ≤ p − 1 and set t = tr. Let A denote the collection of indices (i1, . . . , it)
with 1 ≤ i1 < · · · < it ≤ d. Then #A =
(
d
t
) ≤ ( d⌊d/2⌋). Set v = e∧t. By Lemma 2.3, v is
an eigenvector of H∧t with eigenvalue ≥ exp(Γ − tε) in modulus, where Γ = ∑ri=1 diτi.
Moreover
|H∧t(ei1 ∧ · · · ∧ eit)| ≤ exp(Γ + τr+1 − τr + tε)
for any (i1, . . . , it) ∈ A \ {(1, . . . , t)}. Observe that
{ei1 ∧ · · · ∧ eit : (i1, . . . , it) ∈ A}
is an orthonormal basis of R∧t. By the Cauchy-Schwartz inequality, we have
‖H|v⊥‖ ≤
√
#A sup{|H(ei1 ∧ · · · ∧ ein)| : (i1, . . . , it) ∈ A \ {(1, . . . , t)}}
≤
√(
d
⌊d/2⌋
)
exp(Γ + τr+1 − τr + tε) ≤ exp(Γ− tε)/18.
Now the corollary follows from Lemma 2.4. 
2.4. Space of splittings. The Grassmanian G(d, k) is the manifold of k-dimensional sub-
spaces of Rd. It is endowed with the metric d(V,W ) = inf ‖O − I‖, where the infimum is
over all orthogonal maps O with OV =W .
Given numbers d1, . . . , dp ∈ Nwith
∑
i di = d, we denote by S = Sd1,...,dp the collection
of all splittings V =
⊕p
i=1 Vi of R
d, where Vi ∈ G(d, di). Then S is naturally identified
with an open subset of the product ×pi=1G(d, di) and inherits the ℓ∞ metric: d(V,W) =
maxpi=1 d(Vi,Wi). We fix the canonical splittingV
∗ =
⊕p
i=1 V
∗
i , where V
∗
i is the subspace
generated by the canonical vectors ej , d0+ . . .+di−1 < j ≤ d0+d1+ . . .+di with d0 := 0.
Lemma 2.6. There is δ = δ(d) > 0 such that the following holds. Let A : Rd → Rd be a linear
map such that:
(1) There are splittings V,W such that AV = W (i.e. AVi =Wi) and
d(V,V∗), d(W,V∗) < δ.
(2) |Av| ∈ [exp(τi − ε)|v|, exp(τi + ε)|v|] for all v ∈ Vi \ {0}, where the τi and ε satisfy√(
d
⌊d/2⌋
)
max
1≤r≤p−1
exp(−τr + τr+1 + 2dε) < 1/18.
Then
A∧tr
(C(e∧tr , 1/3)) ⊂ (C(e∧tr , 1/4) ∪ −C(e∧tr , 1/4)) for r = 1, . . . , p− 1,
where tr and e∧tr are as in Corollary 2.5.
Proof. Let Oi be an orthogonal map of Rd such that OiV ∗i = Vi and ‖Oi − I‖ ≤ δ, and let
O be linear map that equals Oi on V ∗i . If δ is small, different subspaces Vi make an angle
close to π/2, and it follows that ‖O− I‖ < Cdδ. Likewise, we defineO′ such that O′|V ∗i is
an orthogonal map ontoWi and ‖O′ − I‖ < Cdδ.
Now, by (1) and (2),H := (O′)−1AO ∈ Hετi,di whence, by Corollary 2.5,
H∧tr
(C(e∧tr , 1/2)) ⊂ (C(e∧tr , 1/5) ∪ −C(e∧tr , 1/5)) for r = 1, . . . , p− 1.
Then we only need to pick δ small enough to ensure that if ‖U − I‖ < Cdδ, then
U
(C(e∧t, 1/3)) ⊂ C(e∧t, 1/2) and U (C(e∧t, 1/5)) ⊂ C(e∧t, 1/4) for t = 1, . . . , d.
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
3. SUB-COCYCLES SATISFYING THE CONE CONDITION
From now on X is a fixed subshift of finite type, and the shift map is denoted by T .
The family of T -invariant ergodic measures on X will be denoted by E . We will require
the following version of Oseledets Ergodic Theorem, due to Froyland, Lloyd and Quas
[24, Theorem 4.1]:
Theorem 3.1. Given a measurable map A : X → Rd×d and µ ∈ E such thatˆ
log+ ‖A(x)‖dµ(x) < +∞,
there exist λ1 > · · · > λp ≥ −∞, dimensions d1, . . . , dp with
∑p
i=1 di = d, and a measurable
family of splittings E(x) =
⊕p
i=1Ei(x) ∈ Sd1,...,dp , such that for µ-almost all x the following
holds:
(1) A(x)Ei(x) ⊂ Ei(Tx), with equality if λi > −∞,
(2) For all v ∈ Ei(x) \ {0},
lim
n→∞
log |A(x, n)v|
n
= λi,
with uniform convergence on any compact subset of Ei(x) \ {0}.
We remark that the uniform convergence in part (2) of Theorem 3.1 is not stated in [24].
However, this is well-known when the cocycle A takes values in GLd(R), and we sketch
an argument that works also in the general case of Rd×d-valued cocycles. It follows from
standard proofs of Oseledets’ Theorem (see e.g. [34, Theorem 1.6]) that the limit
lim
n→∞
(A(x, n)∗A(x, n))1/2n := B (3.1)
exists for µ almost all x, and exp(λ1) > . . . > exp(λp) are the different eigenvalues of
B (the matrix B depends on x). Moreover, letting U1, . . . , Up denote the corresponding
eigenspaces of B, we have (1/n) log |A(x, n)v| converges to λi uniformly (with respect to
v) on any compact subset of Ui\{0}, as n → ∞. According to Theorem 3.1(2), we have
Ei ⊂ Ui ⊕ Ui+1 ⊕ · · · ⊕ Up and Ei ∩ (Ui+1 ⊕ · · · ⊕ Up) = {0}; moreover, for any compact
set Ki of Ei(x)\{0}, the orthogonal projection of Ki on Ui is a compact subset of Ui\{0},
from which we deduce the uniform convergence of (1/n) log |A(x, n)v| onKi.
The data (λi, di)
p
i=1 from Theorem 3.1 is called the Lyapunov spectrum of (A,µ). When
A(x) is invertible for all x this is the classical Oseledets Ergodic Theorem, but we un-
derline that the above is valid even in the non-invertible case (in which case the usual
statements of Oseledets’ Theorem only provide a flag and not a splitting into subspaces).
We record the following useful fact.
Lemma 3.2. LetA : X → Rd×d be a measurable cocycle such that ´ log+ ‖A(x)‖ dµ(x) < +∞,
and let µ ∈ E . Let {(λi, di)}pi=1 be the Lyapunov spectrum, and write d0 = 0 and tr =
∑r
i=0 di,
Γr =
∑r
i=0 diλi. If tr < s ≤ tr+1 for some 0 ≤ r < p, then
lim
n→∞
1
n
ˆ
logϕs(A(x, n)) dµ(x) = Γr + (s− tr)λr+1.
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Proof. Fix r ∈ {0, 1, . . . , p− 1} and s ∈ (tr, tr+1]. Letm = ⌊s⌋. For any B ∈ Rd×d, we have
ϕs(B) =α1(B) . . . αm(B)αm+1(B)
s−m
=(α1(B) . . . αm(B))
m+1−s(α1(B) . . . αm+1(B))
s−m
=‖B∧m‖m+1−s‖B∧(m+1)‖s−m, (3.2)
using the fact that ‖B∧k‖ = α1(B) . . . αk(B). By (3.1) and the subadditive ergodic theo-
rem,
lim
n→∞
1
n
ˆ
log ‖A(x, n)∧k‖dµ(x) = Γr + (k − tr)λr, k = m,m+ 1. (3.3)
Now the lemma follows from (3.2) and (3.3). 
The following theorem contains the main idea in the proof of Theorem 1.4: after suit-
able iteration, we may find a “large” subsystem which satisfies the cone condition for
appropriate exterior powers. The idea of using recurrence in connection with Oseledets’
Theorem was inspired by the proof of [1, Theorem 15]. Invariant cones in connection
with matrix cocycles and Oseledets’ Theorem were also recently employed by Kalinin in
[31], although the setting there is different.
Theorem 3.3. Fix a locally constant cocycle A : X → Rd×d, and an ergodic measure µ ∈ E .
Let λi, 1 ≤ i ≤ p be the distinct Lyapunov exponents in decreasing order, and write di for the
multiplicity of λi. Further, let tr =
∑r
i=1 di.
Then there exist η > 0, a set S ⊂ N with bounded gaps, and families {Σn : n ∈ S} of finite
words such that:
(1) Σn ⊂ X∗n; moreover, concatenations of arbitrary words in Σn are in X∗.
(2)
∑
i∈Σn
µ[i] ≥ η.
(3) Moreover if p > 1 (i.e. there are at least two distinct Lyapunov exponents), then there
exist cones Kr,K ′r ⊂ R∧tr , 1 ≤ r ≤ p − 1, with K ′r \ {0} ⊂ interior(Kr) such that
A∧tr(x, n)Kr ⊂ (K ′r ∪ −K ′r) whenever n ∈ S and x|n ∈ Σn.
Proof. After a change of coordinates (which does not affect the statement) we may as-
sume that the canonical splittingV∗ is in the support of the push-downmeasure E∗µ on
the space of splittings. Let δ be the constant from Lemma 2.6. Then µ(E−1(B(V∗, δ))) >
0, and we can pick a symbol a in the alphabet of X such that µ(Y ) > 0, where Y =
E−1(B(V∗, δ)) ∩ [a].
Let ε = 18 min
p−1
r=1(λr+1 − λr). By Egorov’s Theorem and Theorem 3.1, there are N0 ∈ N
and a set Z ⊂ X with
µ(Z) > 1− 1
3
µ(Y )2,
such that if x ∈ Z and n ≥ N0, then
|A(x, n)v| ∈ [exp(n(λi − ε))|v|, exp(n(λi + ε))|v|] for all v ∈ Ei(x),
for all i such that λi > −∞. By making N0 larger if necessary, we may assume that
N0 ≥ 2d and exp(N0ε) ≥
√( d
⌊d/2⌋
)
.
By Khintchine’s recurrence theorem (see e.g. [33, Theorem 3.3]), the set
S := [N0,∞) ∩ {n : µ(Y ∩ T−nY ) > µ(Y )2/2}
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has bounded gaps. We let
Σn = {x|n : x ∈ Y ∩ T−nY ∩ Z}.
By definition, each word inΣn is allowed and has length n. Moreover, since all sequences
in Y start with a, if x ∈ Y ∩ T−nY then x1 = a and the transition xn → a is allowed inX.
This shows that concatenations of words in Σn are allowed. Thus (1) holds. Also,∑
i∈Σn
µ[i] ≥ µ(Y ∩ T−nY ∩ Z) ≥ µ(Y )
2
6
=: η > 0,
which yields (2).
Next assume that p > 1. Taking stock, if x ∈ Y ∩ T−nY ∩ Z and n ≥ N0, then A(x, n)
satisfies the assumptions of Lemma 2.6, with V = E(x), W = E(T nx) and τi = nλi.
Hence A∧tr (x, n)Kr ⊂ (K ′r ∪ −K ′r) for all 1 ≤ r ≤ p − 1, with K ′r = C(e∧tr , 1/4) and
Kr = C(e∧tr , 1/3). Hence (3) is satisfied, and this concludes the proof. 
4. SUB-ADDITIVE THERMODYNAMIC FORMALISM AND PROOFS OF THEOREMS 1.2-1.4
4.1. Variational principle for sub-additive pressure. In order to prove our main results,
we require some elements from the sub-additive thermodynamic formalism.
As before, let (X,T ) be a subshift of finite type. A sequence F = {log fn} of functions
on X is said to be a sub-additive potential if
0 ≤ fn+m(x) ≤ fn(x)fm(T nx)
for all x ∈ X and n,m ∈ N. The topological pressure of a sub-additive potential F (with
respect to the shift T ) is defined as
P (T,F) = lim
n→∞
1
n
log

∑
i∈X∗n
sup
y∈[i]
fn(y)

 .
The limit can be seen to exist by using a standard sub-additivity argument. We remark
that we allow the functions fn to take the value 0.
Example 4.1. (i) Given g ∈ C(X), s ≥ 0 and a matrix cocycle A : x → Rd×d, de-
fine F = {log fn} by fn(x) = exp(Sng(x))ϕs(A(x, n)). Then F is a sub-additive
potential and P (T,F) recovers the quantity Pg(A, s) introduced in Section 1.
(ii) Let X = {1, . . . , k}N be a full shift and A a locally constant matrix cocycle on X.
For s ≥ 0, set F = {log fn} by fn(x) = ‖A(x, n)‖s. Then P (T,F) recovers the
quantityM(A, s) defined in Section 1.
Next we prove a simple semi-continuity result.
Lemma 4.1. Let F = {log fn}, G(k) = {log g(k)n }, k ∈ N, be sub-additive potentials on a
common subshift of finite type X. Suppose that for each n ∈ N, there exists a sequence of positive
numbers (δk)ց 0 (depending on n) such that g(k)n (x)− fn(x) ≤ δk for x ∈ X and k ∈ N. Then
lim supk→∞ P (T,G(k)) ≤ P (T,F).
Proof. Let n ∈ N. Then there exists a sequence of positive numbers (εk)ց 0 such that∑
i∈X∗n
sup
y∈[i]
g(k)n (y) ≤ εk +
∑
i∈X∗n
sup
y∈[i]
fn(y).
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Since the lim sup in the definition of the pressure is an infimum, we have
P (T,G(k)) ≤ (1/n) log

εk + ∑
i∈X∗n
sup
y∈[i]
fn(y)

 .
Hence lim supk→∞ P (T,G(k)) ≤ (1/n) log
∑
i∈X∗n
supy∈[i] fn(y). Letting n→∞, we obtain
the desired inequality. 
For µ ∈ E , let hµ denote the measure-theoretic entropy of µ (cf. [7]). Our proof of
Theorem 1.4 depends on the following general variational principle for sub-additive po-
tentials.
Theorem 4.2 ([9], Theorem 1.1). Let (X,T ) be a subshift of finite type and F = {log fn} a
sub-additive potential on X. Assume that fn is continuous on X for each n. Then
P (T,F) = sup
{
hµ + lim
n→∞
1
n
ˆ
log(fn(x))dµ(x) : µ ∈ E
}
. (4.1)
Although in [9] this is proved for potentials on an arbitrary continuous dynamical
system on a compact space, we state it only for subshifts of finite type. Particular cases of
the above result, under stronger assumptions on the potentials, were previously obtained
by many authors, see for example [14, 28, 32, 2] and references therein.
Measures that achieve the supremum in (4.1) are called ergodic equilibrium measures for
the potentialF . The existence of ergodic equilibriummeasures was proved by Käenmäki
[28] under fairly general conditions (but more restrictive than the above theorem). Nev-
ertheless this existence result still holds under the general setting of Theorem 4.2, thanks
to the semicontinuity of entropy (see, e.g., [20, Proposition 3.5] and the remark there). In
this setting, equilibrium measures do not need to be unique.
4.2. Proof of Theorem 1.4. We first give a simple lemma.
Lemma 4.3. Let B ∈ Rd×d. Let m,n be two integers with 0 ≤ m < n ≤ d. Then for any
s ∈ [m,n], we have
ϕs(B) ≥ (ϕm(B)) n−sn−m (ϕn(B)) s−mn−m .
In particular, ϕs(B) ≥ (ϕn(B)) sn .
Proof. Let α1 ≥ · · · ≥ αd be the square roots of the eigenvalues of B∗B, and let p = ⌊s⌋.
Then ϕn(B) = α1 . . . αn ≤ α1 . . . αp(αp+1)n−p. It follows that
(ϕs(B))n−m
(ϕm(B))n−s (ϕn(B))s−m
≥ (α1 · · ·αp(αp+1)
s−p)n−m
(α1 · · ·αm)n−s (α1 · · ·αp(αp+1)n−p)s−m
=
(αm+1 · · ·αp)n−s
(αp+1)(n−s)(p−m)
≥ 1.
That is, ϕs(B) ≥ (ϕm(B)) n−sn−m (ϕn(B)) s−mn−m . Takingm = 0, we obtain ϕs(B) ≥ (ϕn(B)) sn .

By the concavity of s → logϕs(B) over [0, d], the above lemma can be extended to
non-integerm,n, but we will not require this.
14 DE-JUN FENG AND PABLO SHMERKIN
Proof of Theorem 1.4(1). If s ≥ d, Pg(A, s) can be viewed as the classical topological pres-
sure (in the additive setting) of the potential
g(x) log |det(A(x))|s/d.
Since this potential is uniformly continuous in A (in the L∞ topology) the continuity
of the map A → Pg(A, s) follows by a standard argument. Hence in the following we
assume that 0 < s < d.
It follows from an application of Lemma 4.1 that Pg(·, s) is upper semi-continuous atA,
sowe only need to prove the lower semi-continuity. LetA : X → Rd×d be locally constant
and s > 0. If Pg(A, s) = −∞, there is nothing to prove, so assume that Pg(A, s) > −∞.
Fix ε > 0. By the variational principle (Theorem 4.2) and subadditivity, there is µ ∈ E
such that
Pg(A, s)− ε ≤ hµ +
ˆ
gdµ +Eµ(A, s), (4.2)
where
Eµ(A, s) = lim
n→∞
1
n
ˆ
logϕs(A(x, n)) dµ(x).
Let λi, di, ti (1 ≤ i ≤ p) be as in Theorem 3.3. For convenience set t0 = 0. There is a
unique r ∈ {0, 1, . . . , p − 1} such that tr < s ≤ tr+1. Note that λr+1 > −∞, for otherwise
we would have Eµ(A, s) = −∞ and hence Pg(A, s) = −∞, contrary to our assumption.
Let η, S and {Σn : n ∈ S} be as in Theorem 3.3. Write Γm =
∑m
i=1 diλi form = 1, . . . , p
and set Γ0 = 0 for convention. Recall from Lemma 3.2 that
Eµ(A, s) = Γr + (s− tr)λr+1. (4.3)
By Egorov’s Theorem, the Shannon-McMillan-Breiman Theorem, and the sub-additive
ergodic Theorem, there exist n ∈ S and a set∆n ⊂ Σn ⊂ X∗n, such that∑
i∈∆n
µ[i] > η/2 (4.4)
and, if x|n ∈ ∆n, then
Sng(x) > n(µ(g)− ε), (4.5)
µ[x|n] < exp(n(ε− hµ)), (4.6)
exp(n(Γm − ε)) < ϕtm(A(x, n)) < exp(n(Γm + ε)) form = 1, . . . , p − 1, (4.7)
ϕtp(A(x, n)) > exp(n(Γp − ε)). (4.8)
It follows from (4.4) and (4.6) that
#∆n ≥ η
2
exp(n(hµ − ε)). (4.9)
Denote by∆ℓn ⊂ X∗ℓn the family of juxtapositions of ℓ words in ∆n.
First assume that p = 1. In this case, the cocycle A has a single Lyapunov exponent
λ = λ1 with respect to µ. It follows from Lemma 3.2 that Eµ(A, s) = sλ. Meanwhile,
since t1 = d in this case, we have ϕt1(M) = |det(M)| for anyM ∈ Rd×d. As ∆n is finite,
we can find a L∞ neighborhood U of A inM(X, d) such that if B ∈ U , then
ϕd(B(x, n)) ≥ e−nεϕd(A(x, n)) ≥ end(λ−2ε), if x|n ∈ ∆n.
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Therefore
ϕd(B(x, kn)) ≥ eℓnd(λ−2ε), if x|kn ∈ ∆ℓn.
By Lemma 4.3, we have
ϕs(B(x, ℓn)) ≥
(
ϕd(B(x, kn))
) s
d ≥ eℓns(λ−2ε) if x|ℓn ∈ ∆ℓn.
Given x ∈ X∗, let x ∈ X be any infinite word starting with x. With this information, and
also using (4.2), (4.5) and (4.9), we can conclude:
Pg(B, s) ≥ lim sup
ℓ→∞
1
nℓ
log

∑
x∈∆ℓn
exp(Sℓng(x))ϕ
s(B(x, ℓn))


≥ µ(g) + hµ + sλ− ((2 + 2s)ε+ C/n)
≥ Pg(A, s)− ((3 + 2s)ε+ C/n)
for some constant C > 0 independent of B, U , and n. Since (3 + 2s)ε+C/n can be made
arbitrarily small, this establishes the lower semicontinuity for the case p = 1.
Next we assume that p > 1. It follows from Theorem 3.3 (and the fact that ∆n ⊂ Σn)
that the families {A∧tm(y, n) : y|n ∈ ∆n} satisfy the cone condition with some cones
Km,Km
′
for m = 1, . . . , p − 1. By the robustness of the cone condition, there is an L∞
neighborhood U of A such that if B : X → Rd×d ∈ U , then {B∧tm(y, n) : y|n ∈ ∆n} sat-
isfy the cone condition with conesKm,K ′m (obtained from perturbingKm,Km
′
slightly),
which do not depend on B, n, or the particular neighborhood (as long as it is small
enough). Since the conditions (4.7) (form = 1, . . . , p) are L∞-open, by making U smaller
we can ensure that they continue to hold for all B ∈ U in place of A.
We know from (4.7) and Lemma 2.1 that, if B ∈ U and x|ℓn ∈ ∆ℓn, then
cℓ exp (nℓ(Γm − ε)) ≤ ϕtm(B(x, ℓn)) ≤ exp (nℓ(Γm + ε)) form = 1, . . . , p − 1, (4.10)
where c > 0 is independent of n and B. As tp = d and ϕd(M) = |det(M)| forM ∈ Rd×d,
by (4.8) we also have
ϕtp(B(x, ℓn)) ≥ exp (nℓ(Γp − ε)) (4.11)
for B ∈ U and x|ℓn ∈ ∆ℓn. Since tr < s ≤ tr+1, by Lemma 4.3, (4.10) and (4.11)
ϕs(B(x, ℓn)) ≥ (ϕtr (B(x, ℓn))) tr+1−sdr+1 (ϕtr+1(B(x, ℓn))) s−trdr+1
≥ cℓ exp(nℓ[Γr + (s− tr)λr+1 − 2ε]). (4.12)
Putting together (4.2), (4.5), and (4.12), we estimate (always assuming B ∈ U , x|nℓ ∈ ∆ℓn)
exp(Sℓng(x))ϕ
s(B(x, ℓn)) ≥ c2ℓ exp (nℓ (Pg(A, s) − hµ − 4ε)) . (4.13)
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Given x ∈ X∗, let x ∈ X be any infinite word starting with x. With this information,
and also using (4.9), we can conclude:
Pg(B, s) ≥ lim sup
ℓ→∞
1
nℓ
log

∑
x∈∆ℓn
exp(Sℓng(x))ϕ
s(B(x, ℓn))


≥ lim sup
ℓ→∞
1
nℓ
log
(
(η/2)ℓ exp(nℓ(hµ − ε)) · c2ℓ exp (nℓ (Pg(A, s)− hµ − 4ε))
)
≥ Pg(A, s)− (5ε+ C/n) , (4.14)
for some constant C > 0 independent of B, U , and n. Since 5ε + C/n can be made arbi-
trarily small, this establishes the lower semicontinuity for the case p > 1. This completes
the proof of Theorem 1.4(1). 
Proof of Theorem 1.4(2). We first prove that the map P (A, s) is jointly continuous at (A, s)
when A is locally constant and s 6∈ {0, 1, . . . , d − 1}. Here we only do it in the case
1 ≤ r < p − 1 (the cases r = 0 and r = p − 1 can be dealt with in a similar way). Notice
that for B ∈ U , x|ℓn ∈ ∆ℓn and tr < s′ ≤ tr+1, instead of (4.12)-(4.14), we can prove
similarly
ϕs
′
(B(x, ℓn)) ≥ cℓ exp(nℓ[Γr + (s′ − tr)λr+1 − 2ε]),
exp(Sℓng(x))ϕ
s′(B(x, ℓn)) ≥ c2ℓ exp (nℓ (Pg(A, s) + (s′ − s)λr+1 − hµ − 4ε)) ,
Pg(B, s
′) ≥ Pg(A, s) + (s′ − s)λr+1 − (5ε+ C/n) .
This proves the lower semi-continuity (and hence the continuity) of the pressure map at
the point (A, s) if s 6∈ {0, 1, . . . , d− 1} (since in such case tr < s < tr+1).
To complete the proof of part (2), assume that A is a locally constant matrix cocycle
taking values in GLd(R) and s ≥ 0. When the neighborhood U of A is taken small
enough, there exist two positive constant C,D > 0 such that for any B ∈ U , x ∈ X,
D <
1
‖B(x)−1‖ ≤ ‖B(x)‖ < C.
Hence for n ∈ N,
Dn <
1
‖B(x, n)−1‖ ≤ ‖B(x, n)‖ < C
n.
Therefore all the singular values of B(x, n) are between Dn and Cn, from which we can
easily deduce that
D(s
′−s)n ≤ ϕ
s′(B(x, n))
ϕs(B(x, n))
≤ C(s′−s)n
if s′ > s; and
C(s
′−s)n ≤ ϕ
s′(B(x, n))
ϕs(B(x, n))
≤ D(s′−s)n
if s′ ≤ s. This implies that
|Pg(B, s′)− Pg(B, s)| ≤ |s − s′| ·max{| logC|, | logD|}. (4.15)
Recall that we have shown in part (1) that Pg(B, s′) tends to P (A, s′) if B → A and s′ > 0.
Due to this fact and (4.15), we see that Pg(B, s′) tends to P (A, s) if (B, s′) → (A, s). This
finishes the proof of the theorem. 
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4.3. Proofs of Theorems 1.2 and 1.3.
Proof of Theorem 1.2. Statements (1) and (3) follow directly from Theorem 1.4 by lettingX
be a full shift, and g ≡ 0.
To prove (2), let A ∈ ACd,k and ε > 0 (the case ε = 0 can be handled easily). Then
P (A, s(A)+ε) < 0. By (1), whenB is close enough toA, we have P (B, s(A)+ε) < 0 and
hence s(B) ≤ s(A)+ε. Since ε can be taken arbitrary small, this proves lim supB→A s(B) ≤
s(A). Next we prove lim infB→A s(B) ≥ s(A). For this purpose, we can assume that
s(A) > 0; otherwise we have nothing left to prove. Then P (A, s(A)− ε) > 0 for 0 < ε <
s(A). Applying (1) again, we see that when B is close enough to A, P (B, s(A) − ε) > 0
and thus s(B) > s(A)− ε. This proves lim infB→A s(B) ≥ s(A), and we are done. 
Proof of Theorem 1.3. We follow essentially the same idea used in the proof of Theorem
1.4. Again, upper semi-continuity follows from Lemma 4.1, so we only need to prove the
lower semi-continuity ofM(·, ·).
Let s ≥ 0 and A ∈ Ad,k. Let (X,T ) be the full shift over the alphabet {1, . . . , k} and
A : X → Rd×d be the matrix cocycle generated by A. Fix ε > 0. By the variational
principle (Theorem 4.2), there is µ ∈ E such that
M(A, s)− ε ≤ hµ + s lim
n→∞
1
n
ˆ
log ‖A(x, n)‖ dµ(x)
=: hµ + sλ1(µ). (4.16)
Let λi, di, ti (1 ≤ i ≤ p), η, S and {Σn : n ∈ S} be as in Theorem 3.3. Write Γm =
∑m
i=1 diλi
for m = 1, . . . , p and set Γ0 = 0 for convenience. Clearly λ1(µ) = λ1. We may assume
λ1 > −∞, for otherwise we would have M(A, s) = −∞ and the lower semi-continuity
ofM(·, ·) at (A, s) follows automatically.
As proved in Theorem 3.3, there is n ∈ S and a set∆n ⊂ Σn, such that (4.4), (4.6), (4.7)
and (4.9) hold; in particular, there is an open neighborhood U of A inM(X, d) such that
(4.10) and (4.11) hold for B ∈ U and x|ℓn ∈ ∆ℓn, where ∆ℓn ⊂ {1, . . . , k}ℓn denotes the
family of juxtapositions of ℓ words in ∆n. By Lemma 4.3, (4.10) and (4.11), we have for
B ∈ U and x|ℓn ∈ ∆ℓn,
‖B(x, ℓn)‖ = ϕ1(B(x, ℓn)) ≥ (ϕt1(B(x, ℓn))) st1 ≥ cℓ exp(ℓn(λ1 − ε)),
and hence for s′ ≥ 0,
‖B(x, ℓn)‖s′ ≥ cℓs′ exp(s′ℓn(λ1 − ε)).
In particular, this holds for all locally constant cocycles B ∈ U , which we identify with
elements B ∈ Ad,k. Given x ∈ X∗, let x ∈ X be any infinite word starting with x. With
this information, and also using (4.9), we can conclude:
M(B, s′) ≥ lim sup
ℓ→∞
1
nℓ
log

∑
x∈∆ℓn
‖B(x, ℓn)‖s′


≥ lim sup
ℓ→∞
1
nℓ
log
(
(η/2)ℓ exp(nℓ(hµ − ε)) · cℓs′ exp
(
nℓs′(λ1 − ε)
))
≥M(A, s) + (s′ − s)λ1 + (s′ + 1) (2ε+ C/n)
for some constant C > 0 independent of B, U , s′ and n. Since 2ε + C/n can be made
arbitrarily small, this establishes the lower semicontinuity. 
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4.4. An alternative approach in the two-dimensional case. A result of Bocker andViana
[4] on continuity of Lyapunov exponents for IID 2 × 2 invertible matrix cocycles can be
used to give a short alternative proof of Theorems 1.2 and 1.3 in the case that d = 2 and
A ∈ Gd,k.
To state the result of Bocker and Viana, let k ≥ 2 be a positive integer andΩk denote the
collection of strictly positive probability vectors in Rk. Let X denote the full shift space
over k symbols. For p = (p1, . . . , pk) ∈ Ωk, let µp denote the Bernoulli product measure∏∞
n=1(p1, . . . , pk) on X. The main result of Bocker and Viana in [4] can be formulated as
follows. Recall that forA ∈ Gd,k and s ≥ 0we write
Eµ(A, s) = lim
n→∞
1
n
ˆ
ϕs(A(n, x)) dµ(x),
where A is the associated cocycle.
Theorem 4.4. The map (A,p)→ Eµp(A, 1) is continuous over Gd,k × Ωk.
Without loss of generality and for brevity, in the following we only show that the
above theorem can be used to prove the continuity of the map (A, s) → P (A, s) over
G2,k × (1, 2). The full statements of Theorems 1.2 and 1.3 (for d = 2 and A ∈ Gd,k) can be
proved by using nearly identical arguments.
Due to a result of Falconer and Sloan [19, Corollary 1.3], we only need to prove that
(A, s) is a continuity point of P (·, ·) if A = (A1, . . . , Ak) ∈ G2,k is reducible (in the sense
that the Ai have a common eigenvector in R2).
Now fix a reducible cocycle A = (A1, . . . , Ak) ∈ G2,k, and s ∈ (1, 2). Assume that
v ∈ R2 is a common eigenvector of Ai. Pick T ∈ GL2(R) so that T (1, 0)∗ = v. Then
Bi := T
−1AiT are upper triangular matrices, say
(
ai ci
0 bi
)
. Denote B = (B1, . . . , Bk).
Let f, g : X → R be locally constant functions, defined respectively by
f(x) = log ax1 + (s− 1) log bx1 , g(x) = log bx1 + (s− 1) log ax1 .
Following the same arguments as those in the proof of [22, Theorem 1.7(i)], we can prove
that for any µ ∈ E ,
Eµ(B, s) = max{µ(f), µ(g)}.
Noticing that Eµ(A, s) = Eµ(B, s), by the variational principle (Theorem 4.1), we have
P (A, s) = max
{
sup
µ∈E
(hµ + µ(f)), sup
µ∈E
(hµ + µ(g))
}
.
Since f and g are locally constant, we see that that the set E0(A, s) of ergodic equilibrium
measures consists of one or two Bernoulli product measures on X. Take µp ∈ E0(A, s).
For anyA′ ∈ G2,k and s′ ∈ (1, 2), using the variational principle again we have
P (A′, s′) ≥ hµp + Eµp(A′, s′)
= hµp + (2− s′)Eµp(A′, 1) + (s′ − 1)Eµp(A′, 2). (4.17)
Notice that Eµp(A
′, 2) =
∑k
i=1 pi log |det(A′i)|. Hence whenA′ tends toA, we have
Eµp(A
′, 2)→ Eµp(A, 2) and Eµp(A′, 1)→ Eµp(A, 1).
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where the second convergence follows from Theorem 4.4. Hence by (4.17), we have
lim inf
(A′,s′)→(A,s)
P (A′, s′) ≥ hµp + Eµp(A, s) = P (A, s).
This proves the lower semi-continuity (and hence the continuity) of P (·, ·) at (A, s).
5. FURTHER GENERALIZATIONS AND APPLICATIONS
5.1. A further generalization of Theorems 1.3-1.4. For s1 ≥ · · · ≥ sd ≥ 0, we define the
generalized singular value function ϕs1,...,sd : Rd×d → [0,∞) as
ϕs1,...,sd(A) = α1(A)
s1 · · ·αd(A)sd =
(
d−1∏
m=1
‖A∧m‖sm−sm+1
)
‖A∧d‖sd . (5.1)
When s ∈ [0, d], the singular value function ϕs(·) coincides with the generalized singular
value function ϕs1,...,sd(·), where
(s1, . . . , sd) = (1, . . . , 1︸ ︷︷ ︸
m times
, s−m, 0, . . . , 0),
withm = ⌊s⌋. The generalized singular value function also arises in connection with the
Lq spectrum of measures on self-affine sets, see [16] and Section 5.4 below.
From the second equality in (5.1), we see that the generalized singular value func-
tion is sub-multiplicative. Let (X,T ) be a subshift of finite type. For g ∈ C(X) and
A ∈ M(X, d), let Pg(A, (s1, . . . , sd)) denote the topological pressure of the sub-additive
potential F = {log fn} with
fn(x) = exp(Sng(x))ϕ
s1 ,...,sd(A(x, n)). (5.2)
Denote Λd := {(s1, . . . , sd) : s1 ≥ · · · ≥ sd ≥ 0}. As a generalization of Theorems
1.3-1.4, we have
Theorem 5.1. (1) For fixed (s1, . . . , sd) ∈ Λd, any locally constant cocycleA is a continuity
point of the pressure map B → Pg(B, (s1, . . . , sd)) onM(X, d).
(2) For each locally constant cocycle A ∈ M(X, d) taking values in GLd(R) and for each
(s1, . . . , sd) ∈ Λd, the pair (A, (s1, . . . , sd)) is a continuity point of the pressure map
Pg(·, ·) onM(X, d) × Λd.
The proof is nearly identical to that of Theorems 1.3-1.4 so is omitted.
Remark 5.1. It is also possible to generalize this theorem further as follows: in (5.2),
exp(Sng(x)) can be replaced by gn(x), where G = {log gn} is an almost-additive sequence of
potentials, that is, C−1gn+m(x) ≤ gn(x)gm(T nx) ≤ Cgn+m(x) for all x ∈ X and n,m ∈ N,
whereC > 0 is independent of n,m, x. Again, the proof is the samewith routine changes.
5.2. An application to the continuity of equilibrium states. Let F = {log fℓ} be a sub-
additive potential on a subshift of finite type X. For any T -invariant measure µ (not
necessarily ergodic),
P (T,F) ≥ hµ + lim
ℓ→∞
1
ℓ
ˆ
log(fℓ(x))dµ(x).
For the proof, see e.g. [9]. Invariant measures for which there is equality above are
called equilibrium measures (or equilibrium states) for the potential F . We recall from our
discussion in Section 4.1 that equilibrium measures always exist, but they do not need
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to be unique. It is natural to ask if the equilibrium measures vary continuously with the
potential; we give a partial answer for the potentials considered in this article. LetX be a
subshift of finite type and fix g ∈ C(X). For a cocycle A ∈ M(X, d) and (s1, . . . , sd) ∈ Λd,
let Eg(A, (s1, . . . , sd)) be the collection of equilibrium measures for the potential given by
(5.2). Furthermore, set
Eµ(A, (s1, . . . , sd)) = lim
n→∞
1
n
ˆ
logϕs1,...,sd(A(x, n)) dµ(x). (5.3)
Proposition 5.2. (1) Let (s1, . . . , sd) ∈ Λd, and Aℓ, A ∈ M(X, d) be continuous cocy-
cles such that Aℓ → A uniformly and A is locally constant. If µℓ → µ weakly and
µℓ ∈ Eg(Aℓ, (s1, . . . , sd)), then µ ∈ Eg(A, (s1, . . . , sd)). Moreover, hµℓ → hµ and
Eµℓ(Aℓ, (s1, . . . , sd))→ Eµ(A, (s1, . . . , sd)).
(2) Let (s(ℓ)1 , . . . , s
(ℓ)
d ) be a sequence in Λ converging to (s1, . . . , sd) ∈ Λ. Also, let Aℓ, A ∈
M(X, d) be continuous cocycles such that Aℓ → A uniformly, and A is locally con-
stant and takes values in GLd(R). If µℓ → µ weakly and µℓ ∈ Eg(Aℓ, (s(ℓ)1 , . . . , s(ℓ)d )),
then µ ∈ Eg(A, (s1, . . . , sd)). Moreover, hµℓ → hµ and Eµℓ(Aℓ, (s(ℓ)1 , . . . , s(ℓ)d )) →
Eµ(A, (s1, . . . , sd)).
Proof. By definition of equilibrium measure,
Pg(A, (s1, . . . , sd)) = hµ +
ˆ
g dµ+ Eµ(A, (s1, . . . , sd)).
Since the limit in (5.3) is in fact an infimum by sub-additivity, the function (B, ν) →
Eν(B, (s1, . . . , sd)) is upper semicontinuous, as it is an infimum of continuous functions
(here we are considering the uniform topology on C(X,Rd×d) and the weak topology on
the probability measures onX). Also, the entropy map ν → hν is upper-semicontinuous
on any subshift (see e.g. [37, Theorem 8.2]). Therefore, if µℓ → µ weakly, we conclude
from these observations and the first part of Theorem 5.1 that
Pg(A, (s1, . . . , sd)) = lim
ℓ→∞
Pg(Aℓ, (s1, . . . , sd))
= lim
ℓ→∞
hµℓ +
ˆ
g dµℓ +Eµℓ(Aℓ, (s1, . . . , sd))
≤ hµ +
ˆ
g dµ+ Eµ(A, (s1, . . . , sd)).
This shows that µ ∈ Eg(A, (s1, . . . , sd)) and there is equality throughout, giving the first
claim. The second follows in the same way, using the second part of Theorem 5.1. 
Remark 5.2. One could ask if the entire set of equilibrium measures varies continuously
with the cocycle. However, there are simple counterexamples. For example, letX be the
full shift on two symbols, let
A(0) =
(
2 0
0 1
)
, Aε(1) =
(
1 + ε 0
0 2
)
,
and letAε be the locally constant cocycle taking valuesA(0), Aε(1). Then it follows either
from a direct analysis (that we skip) or from [22, Theorem 1.7] that E0(Aε, (1, 0, . . . , 0)) is
a singleton if ε > 0, but E0(A0, (1, 0, . . . , 0)) contains two ergodic measures (and therefore
also the segment joining them).
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5.3. Continuity of the Lyapunov spectrum. Let X be a subshift of finite type over the
alphabet {1, . . . , k}. LetA = (A1, . . . , Ak) ∈ Gd,k. For α ∈ R, define
∆A(α) =
{
x ∈ X : lim
n→∞
1
n
log ‖A(x, n)‖ = α
}
.
The map α → htop(∆A(α)), where htop denotes the Bowen topological entropy for non-
compact sets [6], is called the (upper) Lyapunov spectrum of A, and a natural question is
how it varies withA. The Lyapunov spectrum is closely related to the pressure function
M(A, q). Indeed, it follows from a more general result of Feng and Huang [21, Theorem
1.3] that, for fixedA ∈ Gd,k, if q > 0 and α is either the left or right derivative ofM(A, ·)
at q (which exist sinceM(A, ·) is convex), then
htop(∆A(α)) =M(A, q) − αq. (5.4)
From this we can deduce the following continuity result for the Lyapunov spectrum:
Proposition 5.3. Suppose Aℓ,A ∈ Gd,k with Aℓ → A and qℓ, q > 0 such that qℓ → q.
Moreover, assume that P (A, ·) is differentiable at q, and let α be the derivative.
If αℓ equals either the left or right derivative of P (Aℓ, ·) at qℓ, then
lim
ℓ→∞
htop(∆Aℓ(αℓ)) = htop(∆A(α)).
Proof. By (5.4), we only need to prove that
lim
ℓ→∞
M(Aℓ, qℓ)− αℓqℓ =M(A, q) − αq.
In light of Theorem 1.3, all we need to show is that αℓ → α. By [21, Theorem 3.3], for any
ℓ there exists an equilibrium measure µℓ for the potential Fℓ = {qℓ log ‖Aℓ(x, n)‖}n such
that
αℓ = lim
n→∞
1
n
ˆ
log ‖Aℓ(x, n)‖ dµℓ.
Given any sub-sequence ℓj , let µ be an accumulation point of µℓj . Applying the sec-
ond part of Proposition 5.2 (with g ≡ 0, (s1, . . . , sd) = (q, 0, . . . , 0) and (s(ℓ)1 , . . . , s(ℓ)d ) =
(qℓ, 0, . . . , 0)), we deduce that µ is an equilibrium measure (for F = {q log ‖A(x, n)‖}n),
and moreover (αℓj ) accumulates to
lim
n→∞
1
n
ˆ
log ‖A(x, n)‖ dµ.
However, this expression equals α for any equilibrium measure µ, thanks to the differ-
entiability ofM(A, ·) at q (see [21, Theorem 3.3]). This concludes the proof. 
Remark 5.3. The functionM(A, ·) is differentiable whenever there is just one equilibrium
measure, and this is known to hold under several conditions, such as irreducibility or
strict positivity, see [23, 22].
Using [21, Theorem 4.8], which is a higher dimensional version of (5.4), it is possi-
ble to obtain the following generalization of Proposition 5.3 to the joint spectrum of all
Lyapunov exponents. GivenA ∈ Gd,k and a = (a1, . . . , ad) ∈ Rd, let
∆A(a) =
{
x ∈ X : lim
n→∞
1
n
log(αi(A(x, n)) = ai − ai−1 for i = 1, . . . , d
}
,
where we define a0 = 0.
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Proposition 5.4. Let Aℓ, A ∈ Gd,k with limℓ→∞Aℓ = A. Assume that a := ∇P (A, t) exists
at some t ∈ Rd+. Then for any tℓ → t,
lim
ℓ→∞
htop (∆Aℓ(aℓ)) = htop(∆A(a)),
where aℓ is any extreme point in the set of the subdifferential ofM(A(ℓ), ·) at tℓ.
The proof is analogous to that of Proposition 5.3 and is omitted.
5.4. Further applications and remarks. Theorem 1.1 has been generalized in many dif-
ferent directions. Several of these generalizations involve a notion of pressure which fits
into the framework of Section 1.3; we make a short summary.
In [15, Theorem 5.3], Falconer showed that the dimension of a mixing repeller of a
non-conformal C2 mapping g, under a certain distortion condition, is bounded above by
the zero point of the pressure function P (Ag, s), where Ag is a matrix cocycle (defined on
a subshift of finite type) generated by the derivative of g. He also showed that the box
counting dimension of the mixing repeller equals the zero of this pressure under certain
additional assumptions. As proved by Zhang [38], the upper bound remains valid for
any C1 mapping without additional assumptions. Theorem 1.4 shows that functions g
which are piecewise affine on the attractor are continuity points of g → P (Ag, s). We do
not know what happens for general C1 maps.
Later, Käenmäki and Vilppolainen obtained a dimension formula for typical sub-self-
affine sets [30] via the zero point of P (A, s), where A is a locally constant matrix cocycle
defined on a subshift space. When this subshift is of finite type our results are again
applicable.
Similar dimensional results (but in a random version) have been obtained for random
subsets of typical self-affine sets [18]. Here again there is a natural pressurewhich fits into
the framework of Theorem 1.4, with g a locally constant function related to the random
probabilities in the model. More recently, a dimension formula was obtained for random
affine code tree fractals [27].
In [16], Falconer also introduced a family of pressure functions Pq(A, s) with q ∈ R
and showed their relation to the Lq spectrum of self-affine measures. In particular, for
1 < q < 2, Falconer showed that the Lq dimension of typical self-affine measures equals
the zero of this pressure. Later on [17], Falconer proved that this formula remains valid
for almost self-affine measures (which are a kind of random perturbation of self-affine
measures) on the full range q > 1. For q ∈ (0, 1), the pressure function Pq(A, s) fits into
the framework of Theorem 5.1, and we deduce joint continuity in (A, s, q). Unfortunately
we do not know if continuity of the pressure holds for q > 1which is themore interesting
range in light of Falconer’s results.
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