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a vector subspace of B(H) while the ability to form products AT and TA leads us to assume that the domain of a trace be a two-sided ideal in B(H) .
In the present article we investigate traces on arbitrary ideals in the algebra B(H) . The support of the ordinary trace Tr is the Schatten ideal L 1 of nuclear operators (also called the ideal of trace class operators).
For a positive compact non-nuclear operator T the sequence of partial sums
diverges to ∞ . The attitude of a "modern physicist" is to combat divergences of all kinds by the process of so called "renormalization". The renormalization may involve subtracting counterterms or dividing 1 Partially supported by NSF Grant DMS 97-07965. 2 he was advancing in pursuit of traces of the Goddess [30] , 5.193. by them. We shall resort to this last type of renormalization: for a fixed ideal J and a chosen positive sequence α (the "counterterm"), we consider the limits lim σ(T) α , T ∈ J , as functions, possibly taking infinite values, on the set of "infinite" positive integers N ∞ = βZ + \ Z + . Here βZ + denotes, as usual, the universal compactification of the set of positive integers, known as the Stone-Čech compactification of Z + .
If a point p ∈ N ∞ satisfies the double requirement that the correspondence
be additive with respect to an operator T and that the values lim p σ(T) α of the limit be finite for all T belonging to the cone of positive operators J + , then (1) defines a trace on J (which may happen to be zero if α grows too rapidly). So, it is important to determine the following two sets: the set A α (J) of points p ∈ N ∞ for which correspondence (1) is additive on the positive cone J + , and the set F α (J) of p ∈ N ∞ for which it is finite. The latter depends directly on the characteristic set Σ(J) of the ideal J ( Σ(J) is formed by the monotonically arranged sequences of eigenvalues λ(T) of T ∈ J + ).
The additivity set A α (J) , on the other hand, is defined by a transcendental condition which reflects the transcendental nature of the correspondence between an operator T and its sequence of eigenvalues λ(T) .
In view of this, the discovery that not only F α (J) but also A α (J) admits a purely spectral description, is rather surprising.
The first important result of the present article (Theorem 3.4 below) states that
For every positive sequence α and an ideal J B(H) , one has A α (J) = p ∈ N ∞ lim p λ αω = 0 for all λ ∈ Σ(J) .
Here and everywhere else, ω denotes the harmonic sequence ω = (1, . The nonemptiness of the zero set on the right-hand side of (2) is often easy to verify. In fact, our next task is to give another description of this zero set in the most interesting case when α is concave, i.e., when α itself is the sequence of partial sums σ(π) of some monotonic sequence π 0 . The limits lim p σ(T) σ(π) are finite for all p ∈ N ∞ when T belong to the principal ideal (π) generated by π . We prove that the additivity set coincides for this ideal with the set of slow variation sv (σ(π)) of the sequence σ(π) , see Theorem 3.18 and the definition 1.16 below. So, only when sv (σ(π)) = ∅ does the method of the multiplicative renormalization of the divergence of the ordinary trace Tr fail to produce a trace on the principal ideal (π) . Remarkably, in [18] (cf. Thm. In the opposite case, when sv (σ(π)) = N ∞ , the method is totally successful: at every point p ∈ N ∞ the limit lim p σ(·)/σ(π) produces a positive nonzero trace on (π) . This case corresponds to the sequence σ(π)
being slowly varying (in the classical sense). It was under this hypothesis that J. Dixmier gave historically the first construction of exotic traces on some operator ideals [17] . Actually, he constructed his traces on a slightly larger ideal than (π) , which is defined by the requirement that lim p σ(T) σ(π) < ∞ for all T ∈ J + and all p ∈ N ∞ . We prove, without Dixmier's assumption, that the additivity set is nonempty for this larger ideal exactly when there exists any trace on it at all, see Theorem 3.20.
All traces discussed so far have the following strong positivity property:
where S ≺ T means that σ(S) ≤ σ(T) term by term. In Chapter 4 we give a characterization of the class of ≺ -positive traces (i.e. traces satisfying (3)) on a given ideal (Theorem 4.2).
In the nuclear case, i.e. when J ⊆ L 1 , construction (1) gives lim p 1/α multiplied by the ordinary trace
Tr . There is no divergence here in need of renormalization. But the success with the multiplicative renormalization induced us to investigate the renormalization of the convergence to 0 of the sequence of remain-
It is noteworthy that the theory involved in the renormalization
is in most aspects parallel to the one for (1) (there are certain complications too: the sequence of remainders σ ∞ (π) need not satisfy the ∆ 1 2 -condition (9) while σ(π) always does, and this is frequently very useful).
Equality ( In other words, the method fails to produce nonzero traces on a principal ideal (π) only when the ordinary trace is the unique (up to a multiplicative constant) trace on (π) .
These nonzero traces are strictly exotic: all of them are positive but none is ≺ -positive. The two constructions discussed above turned out to be the proverbial "tip of the iceberg". Shortly afterwards (Autumn 1978) the author was able to show that the correspondence
where σ(T; , u)˜∑ u n i=l n λ(T) and = ( 1 , 2 , . . . ) and u = (u 1 , u 2 , . . . ) are arbitrary sequences of positive integers subject only to the conditions:
and lim u/ = ∞ defines a nonzero positive trace on the ideal (ω) = {T ∈ K | λ(|T|) = O(ω)} at every point p ∈ N ∞ . The ideal (ω) and its powers (ω s ) are, implicitly, the most studied operator ideals today. This is so due to the close connections with the calculi of various algebras of pseudodifferential(like) operators, the noncommutative residue, and the extent of the influence of Alain Connes' pioneering work ( [8] - [16] , [29] , [23] , [38] , [37] ).
This brings us to the multiplicative renormalization of the double sequence of interval sums dσ(T) = dσ(λ(T)) , where dσ mn (λ)˜∑ n i=m+1 λ i is indexed by pairs of integers 0 ≤ m < n . Let P denote the set of such pairs. We consider the limits
as continuous functions on the compact space βP\P and we introduce the maximal compact subspace P ⊂ βP\P (and its obvious variant for J ⊆ L 1 ) on which the values of (6) can possibly produce traces.
Then we prove (Theorem 6.4) that for α = dσ(π) and J = (π) the correspondence
defines a positive trace at every point q of this maximal subspace of βP\P if π/ω is slowly varying. All of this is done in Chapter 6. The last chapter is independent of the previous material and provides an alternative approach to the proof of the characterization of the commutator space [B(H), J] for an arbitrary ideal which was one of the main results of the article [18] (cf. Theorem 5.6 ibidem). This is achieved by proving that the quotient J/[B(H), J] is canonically isomorphic to the vector space
where ≈ Σ(J) is a simple and explicit equivalence relation on the characteristic set Σ(J) and K denotes the group completion functor which associates with a monoid M its "reflection" in the category of groups, see
Chapter 7 for details.
The first two chapters serve as the reference for the rest of the article and therefore should be viewed in this light. Chapter 2 contains a notable result, however. Any ideal in B(H) is equipped with a canonical nondegenerate positive structure (J, J + ) . While it is true that an operator T = X + iY , where X and Y are selfadjoint, belongs to [B(H), J] if and only if both its "real" and "imaginary" parts do, the positive and the negative parts of a compact selfadjoint operator X usually do not belong to [B(H), J] when X does.
In view of this, the following result (Theorem 2.9) may seem to be rather surprising:
, J] inherits a nondegenerate positive structure from J .
Historically, Jacques Dixmier seems to be the first one to discover that beyond the ordinary trace there is a realm of "exotic" traces [17] . His work became very widely known after Alain Connes linked it to a plethora of problems in Noncommutative Geometry and Quantum Field Theory (cf. the references mentioned above). In his thesis [34] , followed by two articles [36] and [35] The current study complements and is a sequel to the article [18] where an exhaustive description of the commutator structure of ideals in B(H) has been given in its numerous aspects. We refer the reader to that article for additional motivation and references. 
We shall frequently use the notation
Recall that a positive sequence α ∈ (0, ∞) Z + satisfies the ∆ t -condition for some t > 0 if
1.3. Besides (8), we shall also consider the following operations on C Z + : a) the sequence of partial sums
where ω will always denote the harmonic sequence
(It will be convenient to extend any Z + -indexed sequence to N by setting α 0 = 0 .)
1.4.
On the space 1 of summable sequences we also have the following two operations: a) the sequence of remainders
and b) the sequence of "arithmetic means at infinity"
1.5. The set of nonnegative monotonic sequences λ ∈ c 0 will be denoted c0 . The internal direct sum λ`µ of two sequences in c0 is defined as the monotonic rearrangement of the sequence
We record here for the future reference several closely related inequalities involving the above operations.
Below, λ denotes an arbitrary sequence from c0 , m and n are positive integers such that m ≤ n and 0 < s ≤ t < ∞ are real numbers.
By replacing n by tn and m by sn in 1.6, we obtain
In this case inequality 1.7 takes the form
.
1.9.
If λ ∈ 1˜ 1 ∩ c0 then we also have
1.13.
Any function α : Γ −→ C on a set Γ has a unique extension to a continuous function βΓ −→ C where
We shall denote by lim α its restriction to βΓ\Γ . The value at a point p ∈ βΓ\Γ will be denoted lim p α and can be calculated as follows. For any base B of the ultrafilter p , there exists precisely one point v ∈ C which is a cluster point of α(E) ⊆ C for each E ∈ B . This is the value of lim p α (cf. [6] , Ch.I, § 7.2).
1.14.
The level sets {p ∈ βΓ\Γ | lim p α = v} , v ∈ C, will be denoted Z v (α) , or Z(α) , if v = 0 . They are compact subspaces of βΓ\Γ .
1.15.
As usual, we will write α α for α, α ∈ C Γ if |α | ≤ K|α| ≤ K |α | for some constants K, K > 0 .
1.16.
For a sequence α ∈ (C * ) Z + , we define the set of slow variation sv (α) as the following subset of Note that because we use x instead of [x] in the definition 1.1, it is not entirely obvious that our definition of a slowly varying sequence is the same as in [28] , [5] and [4] . That in fact it is, follows from the following observation (used also in the proof of the implication (a) ⇒ (b) below): for any given irrational
as n −→ ∞ (compare with the remark of de Haan and Balkema mentioned in the footnote to Section 1.9 of [4] , p. 52).
Theorem 1.18
For any sequence α ∈ (0, ∞) Z + , the following conditions are equivalent:
(a) α is slowly varying,
(c) α = γ e σ(δω) for some sequence γ ∈ (0, ∞) Z + which converges to a limit c > 0 and some real valued sequence δ ∈ c 0 ,
where α is a sequence whose difference sequence β = ∆α has the property
(e) lim αω s = 0 for every s > 0 ∞ for every s < 0 , (f) For any 0 < s < t < ∞ and ε > 0, there exists N such that
for all integers m and n such that sn ≤ m ≤ tn and n ≥ N .
We close this chapter with the following theorem describing the sets of slow variation for the sequence of partial sums σ(λ) and, when λ ∈ 1 , for the sequence of remainders σ ∞ (λ) of a sequence λ ∈ c0 .
Theorem 1.19
For any nonzero sequence λ ∈ c0 , one has
and, when λ is summable,
Proof. Double inequality 1.8, for s = 1 , gives us the following inequality between functions on N ∞ :
whereas inequality 1.9, for t = 1, gives us
Combined together, they produce the inclusion
In the reverse direction, inequality 1.8, for t = 1/m , gives us the inequality
which, combined with the fact that, for all s > 0 ,
implies that sv(σ(λ)) is contained in the intersection of the zero sets Z
Suppose now that λ ∈ 1 . In a similar vein, inequality 1.11, for s = 1 , gives us that
whereas inequality 1.12, for t = 1, produces the inequality
Together, (15) and (16) imply the inclusion
Inequality 1.11, for t = 1/m , gives the inequality
The obvious analog of (14):
on the set sv (σ ∞ (λ)) . In conjunction with (18), this implies the reverse inclusion in (17) .
Preliminaries about traces on operator ideals
The purpose of this chapter is to prepare the ground for the chapters that follow. The lack of clear exposition of some of the most basic aspects of operator ideal traces results in an inevitable verbosity for which the author requests the reader's forgiveness.
For any ideal J B(H)
, the set of the monotonically arranged sequences of singular numbers of
has the property
which characterizes such sets: any subset Σ ⊆ c0 which satisfies (ChS) is of the form Σ = Σ(J) for a unique ideal J . Set (19) is called the characteristic set of the ideal J .
For any sequence
is the smallest characteristic set containing π . We shall denote the associated ideal by (π) .
2.3.
Any ideal J generated by finitely many compact operators T 1 , . . . , T is principal (i.e. singly generated). Indeed, J = (π) where π = s(T 1 ) + · · · + s(T ) .
2.4.
Every characteristic set Σ ⊆ c 0 is a semimodule over the semifield [0, ∞) (the more appropriate name "semi vector space" seems to be too inconvenient to use; the theory of semimodules over semirings is fairly well developed, see e.g. [25] and the references therein). In particular, linear maps between semimodules constitute morphisms in the category of semimodules.
2.5.
Let V be a complex vector space. A linear map τ : J −→ V will be called a V -valued trace on J if τ(AT) = τ(TA) for all A ∈ B(H) and T ∈ J . It is convenient to allow vector-valued traces. The quotient map
where [B(H), J] denotes the commutator space
is tautologically a universal trace, i.e. V -valued traces on J are in one-to-one correspondence with linear
Real traces.
Recall that a real structure on V is an isomorphism ρ : V −→ V of the vector space V with its complex conjugate space V such thatρ • ρ = id V . Equivalently, it is a choice of a real vector A positive space (V, V + ) will be said to be nondegenerate if V + ∩ (−V + ) = {0} .
Examples. a) (C, [0, ∞)) .
b) For every C-vector space V , the correspondence v ⊗w −→ w ⊗v defines a canonical real structure on V ⊗ C V and
defines a nondegenerate positive structure on it.
c) (A variant of the previous example) If V is a Banach space then the completed injective tensor product V⊗ ε V is canonically a positive Banach space.
In the case of a Hilbert space, V is canonically isomorphic to V * and the thus obtained positive structure on the space K = H⊗ ε H * of compact operators coincides with the usual one. 
It is not at all clear that this structure is nondegenerate. However, it is.
Theorem 2.9 For every ideal J ⊆ B(H) , the positive structure on J/[B(H), J] is nondegenerate.
Proof. Suppose that
. By Theorem 5.11(i) of [18] , the principal ideal (T) generated by T is contained 
and τ(T) = τ(D(λ(T))) . In particular, τ| J + factors through the characteristic set Σ(J) 
2.13.
If V is equipped with a real structure then real traces correspond to semimodule maps Σ(J) −→ V R .
2.14.
With positive traces one needs to be slightly more careful, since λ ≤ µ in Σ(J) does not imply that µ − λ ∈ Σ(J) . Instead, one has to consider monotonic (i.e. order preserving) maps Σ(J) −→ V + . Thus, for a positive vector space (V, V + ) , there is a natural bijection
For any characteristic set Σ ⊆ c0 , the set
is characteristic and coincides with the product set c0 Σ . 
.) .
If Σ 1 then f vanishes identically.
Proof. For any sequence
Suppose that f vanishes on cf˜{λ ∈ c0 | λ n = 0 for n 0} . The monotonicity of f implies that
On the other hand, the`-additivity of f combined with the vanishing of f on sequences with finite support
In the general case, by using all three properties of f we obtain the inequality
(with equality if λ has finite support) which implies that f (1) = 0 , if Σ 1 , and that g˜f − f (1)σ is a positive`-additive function on Σ . Since g vanishes on cf , it must vanish identically on Σ .
For an ideal J ⊆ B(H) , let J (o) denote the ideal whose characteristic set equals Σ(J) (o) . One has J = K J , of course.
Corollary 2.16
The ordinary trace Tr is the only (up to a multiple) positive trace on any ideal of nuclear operators S) ) , etc., is used throughout.
σ(S
+ T) ≤ σ(S) + σ(T) ≤ 2 • σ(S + T) .
λ(S
Double inequality 2.18 follows immediately from the min-max characterization of eigenvalues of a positive operator (which is essentially due to Ernest Fischer [20] ). the additivity set
and the finiteness set
The additivity set is always compact whereas F α (J) is the intersection of cozero sets.
Local Marcinkiewicz ideals. Recall that the Marcinkiewicz ideal M (ψ) associated with a sequence
ψ ∈ (0, ∞) Z + consists of all compact operators whose sequence of singular numbers belongs to the set
where λ m(ψ)˜s up(λ a ψ) . Equipped with m(ψ) , M (ψ) is a symmetrically normed ideal (cf. [18] , Sections 4.4 and 2.25).
One can define a local analog of (21), since, for any subset X ⊆ N ∞ , the set mˆ(ψ; X)˜{λ ∈ c0 | lim p (λ a ψ) < ∞ for any p ∈ X} is characteristic (one puts mˆ(ψ; ∅) = c0 ). We shall call the corresponding ideal M (ψ; X) the local Marcinkiewicz ideal (associated with a subset X ⊆ N ∞ ). The system of rearrangement invariant seminorms
( K being an arbitrary nonempty compact subset of X ) makes it a complete locally convex ideal (a Banach ideal, if X is closed).
Every ideal J B(H) whose finiteness set contains
is contained in M (ω/α; X) and M (ω/α; X) is the largest among them.
The restriction of lim σ(·)/α to the set
defines a trace functional on J :
provided T α (J) = ∅. The finiteness set F α (J) is defined directly in terms of the sequence α and the characteristic set Σ(J) .
In comparison, the definition of the additivity set A α (J) is entirely "transcendental". It is, therefore, rather remarkable that the additivity set admits a purely spectral description too.
Theorem 3.4
For any sequence α ∈ (0, ∞) Z + and any ideal J B(H) , one has
3.5. The map c0 −→ Z˜{ closed subsets of N ∞ } given by the correspondence
Since each characteristic subset of c0 is directed by the relation ≤ and since N ∞ is compact, we infer
Condition (25) implies and, when αω is equivalent to a monotonic sequence, is also equivalent to the
. . .
Thus we obtain the following corollary of Theorem 3.4.
Corollary 3.6
For a given sequence α ∈ (0, ∞) Z + and an ideal J B(H) , the additivity set A α (J) is empty if and only if condition (25) holds.
The assertion of Theorem 3.4 is no less interesting when α is taken to be the constant sequence 1 ; the set A 1 (J) is the additivity set of the ordinary, un-renormalized, trace Tr .
Corollary 3.7 For any ideal J B(H) , the following conditions are equivalent:
(a) J is contained in the ideal
(b) A 1 (J) = N ∞ , i.e. the ordinary trace Tr, when considered on J , is "everywhere" additive.
Recall that (26) does not admit any nonzero positive trace (see the second assertion of Corollary 2.16 above).
Corollary 3.8 For any ideal J B(H)
, the following conditions are equivalent: 
3.9.
For any sequence ψ ∈ (0, ∞) Z + and a subset X ⊆ N ∞ , the set zˆ(ψ; X)˜ ∞ m=1 zm(ψ; X) , where
is characteristic (we set zˆ(ψ; ∅) = c0 ). The corresponding ideal, denoted Z (ψ; X) , is the largest among the ideals J such that
This leads to the following corollary of Theorem 3.4.
Corollary 3.10
For any sequence α ∈ (0, ∞) Z + and a subset X ⊆ N ∞ , the ideal Z 1 αω ; X is the largest one among the ideals J such that
3.11.
For a principal ideal J = (µ) , µ ∈ c0 , the obvious inclusions -condition (9), then
The proof of Theorem 3.4 will be split into several steps. The first step is a direct consequence of inequality 1.8 for s = 1.
Lemma 3.13
For any integer > 1 and λ ∈ c0 , one has the inclusions
Proposition 3.14 For any integer > 1 and characteristic set Σ ⊆ c0 , one has
Proof. Lemma 3.13 combined with the identity D • • = id, produces the inclusion
since D λ ∈ Σ whenever λ ∈ Σ . The reverse inclusion follows directly from (27) .
The assertion of the next lemma is a direct consequence of inequality 2.20.
Lemma 3.15
For any positive compact operators S and T , one has the following inclusion
Lemma 3.16 For any ideal J B(H) , one has the inclusion
Proof.
Consider the projection P on H = 2 (Z + ) given by P(e i ) = e i if i is odd 0 if i is even and, for a given sequence λ ∈ c0 , set
We have σ(S) + σ(T) = 2 • σ(λ) and σ(S + T) = σ(λ) . Hence
and, accordingly,
α where operators S and T are as in (29) . Combined with Lemma 3.13, this yields the reverse of inclusion (28) and the proof of Theorem 3.4 is complete. (9), inequality sv(σ(π) ) .
The following theorem combines certain results of [18] with the results of this chapter.
Theorem 3.20
For any nonzero sequence π ∈ c0 , the following conditions are equivalent: 
By Theorem 3.8 of [18] , the condition (π a ) a π a implies that π a π . Finally, the equivalence of the last three conditions is guaranteed by Theorems 5.16 and 5.22 combined with Proposition 2.26 (all three in [18] ).
3.21.
The theorem just proven implies and simultaneously improves one of the two main results in [33] (Theorem IRR). It is particularly notable that the multiplicative renormalization method fails to produce a trace on the ideal (π) , or on the Marcinkiewicz ideal M (1/π a ) , only if no nonzero trace exists on either of these ideals. Besides being ≺ -positive, the trace τ The following theorem completely characterizes ≺ -positive traces on a given ideal. (a) formula (31) defines a trace on J ,
(c) ϕ is constant on the equivalence classes of the following relation on a(Σ(J)) :
Proof. The implication (b ) ⇒ (a) (for 0 = 2 ) is a consequence of inequality 2.19. Lete η = λ a ∈ a(Σ(J)) and let S and T be the operators defined in (29) . Then the equalities
demonstrate the equivalence of conditions (a) and (b ) for 0 = 2 .
Suppose that (b ) holds for a particular 0 . By iteration, ϕ • ( m 0 ) • = (1/ m 0 )ϕ , and the double inequality
where m = log /log 0 , give the implication (b ) ⇒ (b), in view of the monotonicity of ϕ . Inequality 1.7 bis , for s = 1 and t = , gives the implication (c) ⇒ (b). When applied to the sequence D λ , the same inequality aided by the identity • • D = id produces the following inequality
Suppose that |η − ζ| ≤ λ for some η, ζ ∈ a(Σ(J)) and λ ∈ Σ(J) . Then, by adding ( − 1) −1 (D λ) a to both sides of the inequality η ≤ ζ + λ , we obtain the inequality
If ϕ is a monotonic additive map satisfying the condition (b ) for 0 = , then (32) results in the following inequality
By exchanging the roles of η and ζ , we obtain the reverse of inequality (32) . Thus, where lim α does not vanish:
In particular, the image of τ J α consists of scalar multiples of the function lim 1/α . We are left with another spectral invariant of T ∈ J + at our disposal: the sequence of remainders σ ∞ (T)˜σ ∞ (λ(T)) . We shall renormalize its convergence to 0 by investigating the correspondence
By replacing the sequence σ(T) with σ ∞ (T) in the definitions of subsections 3.1 and 3.3, we obtain the corresponding additivity set A α,∞ (J) , the finiteness set F α,∞ (J) and the trace set
defines a positive vector-valued trace on J . Note that τ J α,∞ is not ≺ -positive. We have now the following analog of Theorem 3.4. 
Note that the right-hand side of (33) is exactly like in (24) .
Regarding the proof, it is essential to observe that
and
Now, the proof of Theorem 3.3 carries over word for word by replacing everywhere σ by σ ∞ . The following theorem is an analog of Theorem 3.18.
Renormalization with a convex sequence

Theorem 5.4
For any nonzero sequence π ∈ 1 , the additivity set A σ ∞ (π),∞ ((π)) of the map
coincides with the set of slow variation sv(σ ∞ (π)) . 
Proof. The inclusion Z 1
, t > 1 , follows directly from inequality 1.11, and the inclusion Z 1
, 0 < s < 1 , from inequality 1.12.
Finally, we establish the analog of Theorem 3.20.
Corollary 5.6
For any nonzero sequence π ∈ 1 , the following conditions are equivalent: Proof. The equivalence of (a) and (c) follows from Theorem 5.4. The equivalence of (b) and (c) is an immediate consequence of Theorem 7.2 below. An alternative proof was given in [18] , Thm.5.11(iii).
The renormalization of the sequence of interval sums
Guided by the constructions of traces in Chapters 3 and 5, we shall now undertake a single construction of a positive vector-valued trace which encompasses the infinite hierarchy (5) of increasingly finer classes of scalar traces.
Consider the following set of pairs of natural numbers
The natural projections
induce maps between the corresponding sequence spaces p * 1 : C N −→ C P and p * 2 : C Z + −→ C P and the compact space βP\P decomposes into the disjoint union of fibers of the induced mapp 1 
where P m˜{ q ∈ βP\P |p 1 (q) = m} andp 1 denotes the map induced by p 1 .
The function
induces the continuous map βr : βP −→ [1, ∞] . The fiber of βr at ∞ will be denoted P . It is a compact subspace of βP\P and, in fact, P is the disjoint union
where P ∞˜P∞ ∩ P .
Later we shall encounter the space P 0∞ = P 0 ∪ P ∞ . As mentioned in Section 1.3, it will be convenient to extend any Z + -indexed sequence α to N by putting α 0 = 0 .
6.2.
For any sequence α ∈ C Z + , let dα ∈ C P be the double sequence dα = (p * 2 − p * 1 )α . Its terms are given by the formula
6.3. Fix a nonzero sequence π ∈ c0 , let P(π) denote the additivity set of the map (π) + −→ C(P, [0, ∞))
given by
The set P(π) is compact and, if nonempty, the correspondence
defines a trace on the principal ideal (π) . We will refer to it as the interval trace.
Sequences π such that π/ω is slowly varying constitute a particularly important class of sequences for which (π) = [B(H), (π)] . We shall now prove that the additivity set P(π) for such sequences is as large as possible.
Theorem 6.4 If π/ω is slowly varying then
Proof. For operators S, T ∈ (π) + , inequality 2.21 gives the following double inequality on P :
or, in "point coordinates":
The key to the proof of the theorem is provided by the following Theorem 6.5 Let π ∈ c0 and suppose that π/ω is slowly varying. Then, for every point q ∈ βP\P ,
Note that when β r (q) is equal to 1 or ∞ then 1/ log βr(q) has the obvious meaning 0 or ∞ .
Corollary 6.6
If π ∈ c0 and π/ω is slowly varying then the zero set of lim p * 2 (π/ω)/dσ(π) on βP\P coincides with P :
Proof of Theorem 6.4. In view of inequality (35) and Corollary 6.6, it remains only to show that, in the case when π is summable, P m ∩ P(π) = ∅ for 0 < m < ∞ .
Let q ∈ P m . Its image under projection p 1 is the principal ultrafilter containing the singleton set {m} ⊂ Z + . In particular, the family
is a base of q . Since q ∈ βP\P , one has E∈B q E = ∅ and, consequently, for any operator S ∈ (π) + , the
is the only common cluster point of the images under the map
of all the sets E ∈ B q . It follows that lim q dσ(S) dσ(π) is equal to the expression in (39) . For m = 0 this is Tr S up to a multiplicative factor while, for m > 1 , (39) fails to be a trace even on finite rank operators.
For the proof of Theorem 6.5 we need the following.
Lemma 6.7
Suppose that π/ω is slowly varying and let ε > 0.
(a) For any 1 < ρ 1 < ρ 2 < ∞ , there exists such an integer N that
if n ≥ N and n/m ∈ [ρ 1 , ρ 2 ] .
(b) For any ρ > 1 , there exists such an integer N that
if n ≥ N and n/m ∈ (1, ρ] .
(c) For any ρ > 1 , there exists such an integer N that nπ n dσ mn (π)
Proof. (a) Since π/ω is slowly varying, there exists an integer N 0 such that
if n ≥ N 0 and t ∈ [1/ρ 1 , 1] , cf. Theorem 1.18(f) above. By applying (42) to the sequence of t 's:
we obtain the estimates
holding for k ∈ {m + 1, . . . n} provided n/m ≤ ρ 2 and n ≥ N 0 . Hence the inequalities
are valid in the same range of (m, n) . Since log(n/m) dσ mn (ω) −→ 1 as n −→ ∞ uniformly on the set {(m, n) ∈ P | n/m ≥ ρ 1 > 1} , there exists N ≥ N 0 for which the estimates in (40) hold.
For part (b), one utilizes first the inequality nπ n dσ mn (π) ≥ nπ n dσ n/ρ ,n (π) valid when n/m ∈ (1, ρ] and, for part (c), the inequality nπ n dσ mn (π) ≤ nπ n dσ n/ρ ,n (π) , which holds for n/m ≥ ρ , and then one proceeds like in Part (a). Proof of Theorem 6.5. Let q ∈ βP\P and βr(q) = ρ ∈ (1, ∞) . Then q ∈ P ∞ and, for every ε ∈ (0, ρ) , the ultrafilter q possesses a base B whose members E ∈ B are subsets of {(m, n) ∈ P | |n/m − ρ| < ε} . Let an integer N be chosen so that (40) holds for ρ 1 = ρ − ε and ρ 2 = ρ + ε . The set
is cofinal in B , hence a base of q itself. The image of each E ∈ B under the function
is contained, in view of part (a) of Lemma 6.7, in the closed interval
It follows that the number In view of Remark 6.8, the same reasoning proves formula (37) for q ∈ P ∞ .
When q ∈ P m , family (38) is a base of q . By passing to the subbases B q,N˜{ E ∈ B q | p 2 (E) ⊆ Z ≥N } , we see that 
and consider the sequence of interval-sums 
cf. Lemma 2.11 above. Map (48) is surjective by construction. Every element in the kernel of utr has the form S + iT for unique hermitian operators S, T ∈ Ker(utr) . Finally, every hermitian operator S in the kernel of (48) 
