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1 Introduction
In last decade, there has been a burst of research activities in codes over finite rings. In
particular, codes over Zps and Z4 received much attention [3], [4], [9],[11], [13], [14], [15]
and [16]. One of the important parameter of a code is the covering radius of the code.
The covering radius of binary linear codes is a widely studied parameter [6]. Recently,
the covering radius of codes over Z4 has been investigated with respect to Lee and
Euclidean distances and several upper and lower bounds on the covering radius have
been obtained [1] and [17].
A linear code C of length n over a finite ring R is an additive subgroup of Rn. An
element of C is called a codeword of C and a generator matrix of C is a matrix whose rows
generate C. Two codes are said to be equivalent if one can be obtained from the other by
permuting the coordinates and (if necessary) changing the signs of certain coordinates.
Code differing by only a permutation of coordinates of the code is called a permutation
equivalent.
The Hamming weight wH(x) of a vector x in R
n is the number of non-zero coordinates
in x. The Lee weight of x ∈ Zp2 is defined by
wL(x) =


x if 0 ≤ x ≤ p
p if p+ 1 ≤ x ≤ p2 − p
p2 − x if p2 − p+ 1 ≤ x < p2.
Let x, y ∈ Rn, then the Hamming distance dH(x, y) and the Lee distances dL(x, y)
between two vectors x and y are wH(x− y) and wL(x− y), respectively. The minimum
Hamming(Lee) distance dH of a code C is the smallest Hamming(Lee) distance between
any two distinct codewords of C.
In this paper, we study the covering radius of codes over Zp2. In section 2 contains
some preliminaries and basic results for the covering radius of codes over Zps. In Section
3, we determine the covering radius of different types of repetition codes over Zp2.
2 Preliminaries
Let d be the general distance out of various possible distance such as Hamming distance
and Lee distance. The covering radius of a code C over a finite ring R with respect to
a general distance d is given by
rd(C) = max
u∈Rn
{
min
c∈C
d(u, c)
}
.
It is easy to see that rd(C) is the least non-negative integer rd such that
3
Z
n
ps =
⋃
c∈C
Srd(c) where Srd(u) = {v ∈ Z
n
ps | d(u, v) ≤ rd}.
If C = Rn, then the covering radius of C is 0. If C = {0}, then the covering radius of C
is n.
Let C be a linear code, then the translate u+C = {u+ c | c ∈ C} is called the coset
of C where u ∈ Zps. A minimum weight word in a coset is called a coset leader. The
following proposition is straightforward from the definition of covering radius and the
coset leader.
Proposition 2.1. The covering radius of a linear code C with respect to the general
distance d is the largest weight among all coset leaders.
In [20], the Gray map φ : Zn
p2
→ Zpnp is the coordinates-wise extension of the function
from Zp2 to Z
p
p defined by
0→ 000 · · ·000
1→ 100 · · ·000
2→ 110 · · ·000
...
p→ 111 · · ·111
p + 1→ 211 · · ·111
...
2p→ 222 · · ·222
...
(p− 1)p→ (p− 1)(p− 1)(p− 1) · · · (p− 1)(p− 1)(p− 1)
(p− 1)p+ 1→ 0(p− 1)(p− 1) · · · (p− 1)(p− 1)(p− 1)
...
p2 − 1→ 000 · · ·00(p− 1).
The image φ(C) of a linear code C over Zp2 by the Gray map is a p-ary code of
length pn. Note that the minimum weight and the minimum distance of C with respect
to Lee is the same as the minimum weight and minimum distance of φ(C) with respect
to Hamming. Therefore, we have
Proposition 2.2. Let C be a code over Zp2 and φ(C) the Gray image of C. Then
rL(C) = rH(φ(C)) where φ(C) is the Gray image of C.
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A code of length n with M codewords and the minimum Hamming distance dH, the
minimum Lee distance dL over Zp2 is called an (n,M, dH , dL) code over Zp2 is said to be
type α (type β) code if dH =
⌈
dL
p
⌉(
dH >
⌈
dL
p
⌉)
.
The dual code C⊥ of C is defined as {x ∈ Zn
p2
| x · y = 0 for all y ∈ C} where
x · y =
n∑
i=1
xiyi (mod p
2).
Now, we give a few known lower and upper bounds on the covering radius of codes
over Zp2 with respect to Lee weight. The proof of the following Proposition 2.3 and
Theorem 2.4 is similar to that of Proposition 3.2 and Theorem 4.5 in [1] and is omitted.
Proposition 2.3. For any code C of length n over Zp2,
ppn
|C|
≤
rL(C)∑
i=0
(
pn
i
)
.
Let C be a code over Zp2 and let
s(C⊥) = #{i|Ai(C
⊥) 6= 0, i 6= 0}
where Ai(C
⊥) is the number of codewords of Lee weight i in C⊥.
Theorem 2.4. Let C be a code over Zp2 , then rL(C) ≤ s(C
⊥).
The following result is generalization of Mattson [6] results of code over a finite field
to a finite ring.
Theorem 2.5. If C0 and C1 are codes over Zp2 generated by matrices G0 and G1 re-
spectively and if C is the code generated by
G =
(
0 G1
G0 A
)
,
then rd(C) ≤ rd(C0)+ rd(C1) and the covering radius of the concatenation of C0 and C1
is greater than or equal to rd(C0) + rd(C1) for all distances d over Zp2.
The proof of this is similar to that of Mattson [6] and hence omitted.
Theorem 2.6. [6] Let C be the Cartesian product of two codes C1 and C2, then the
covering radius of C is r(C1) = r(C2) + r(C3).
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3 Repetition Codes
A q-ary repetition code C over a finite field Fq = {α0 = 0, α1 = 1, α2, · · · , αq−1} is an
[n, 1, n] code C = {α¯ | α ∈ Fq} where α¯ = αα · · ·α ∈ F
n
q . The covering radius of C is⌈
n(q − 1)
q
⌉
[12]. The block repetition code generated by
G =
[ n︷ ︸︸ ︷
11 · · ·1
n︷ ︸︸ ︷
α2α2 · · ·α2 · · ·
n︷ ︸︸ ︷
αq−1αq−1 · · ·αq−1
]
is equivalent to the repetition code of length (q − 1)n over Fq. Then by the above, the
covering radius of the code generated by G is
⌈
n(q − 1)2
q
⌉
.
If we consider the repetition code over a finite ring R, then there are two different
types of repetition codes. Let u ∈ R be a unit and let z ∈ R be a zero-divisor, then the
code Cu generated by Gu =
[ n︷ ︸︸ ︷
uuu · · ·u
]
is called the unit repetition code and the code
Cz generated by Gz =
[ n︷ ︸︸ ︷
zz · · · z
]
is called the zero-divisor repetition code. Clearly Cu is
an (n,M, n, n) linear code where M is the cardinality of R and Cz is an (n,Mz, n, dL)
linear code where Mz is the order of z. In particular, if we take R = Zp2 , then the unit
repetition code Cu is an (n, p
2, n, n) linear code and the zero-divisor repetition code Cz
is an (n, p, n, pn) linear code because of the order of any zero-divisor in Zp2 is p. Since
dH >
⌈
dL
p
⌉
, the code Cu is type β code. The code Cz is type α code because dH =
⌈
dL
p
⌉
.
Theorem 3.1. rL(Cz) = (p− 1)n.
Proof. Let x ∈ Zn
p2
. Let wi be the number of i coordinates in x for 0 ≤ i ≤ p
2 − 1. Let
a = aa · · · a︸ ︷︷ ︸
n times
. Consider dL(x, 0) = (w1 + wp2−1) + 2(w2 + wp2−2) + · · ·+ (p− 1)(wp−1 +
wp2−(p−1)) + p(wp + wp+1 + · · ·+ wp2−p). For k = 1, 2, · · · , (p− 1), we have dL(x,kp) =
(wkp−1+wkp+1)+2(wkp−2+wkp+2)+ · · ·+p(w0+w1+ · · ·+w(k−1)p+w(k+1)p+ · · ·+wp2−1).
Thus
rL(Cz) ≤
p−1∑
k=0
dL(x,kp)
p
=
1
p
p(p− 1)
p2−1∑
i=0
wi
= (p− 1)n.
Therefore, rL(Cz) ≤ (p− 1)n.
On the other hand, choose y ∈ Zn
p2
such that
6
p−2∑
i=1
(
p− (i+ 1)
)(
wi + wp2−i
)
=
p2−2p∑
i=0
wp+i
or
p−2∑
i=1
(
p− (i+ 1)
)(
wkp+i + wkp−i
)
=
p2−1∑
i=0
i 6=kp
wi for k = 1, 2, · · · , (p− 1)
where wi is the number of i coordinates in y for 0 ≤ i ≤ p
2 − 1 and
p2−1∑
i=0
wi = n. Then
dL(y, 0) = (w1 + wp2−1) + 2(w2 + wp2−2) + · · ·+ (p− 1)(wp−1 + wp2−(p−1))
+ p(wp + wp+1 + · · ·+ wp2−p)
=
p−1∑
i=1
i
(
wp+i + wp−i
)
+ p
( p2−2p∑
i=0
wp+i
)
.
For k = 1, 2, · · · , (p− 1), we have
dL(y,kp) = (wkp−1 + wkp+1) + 2(wkp−2 + wkp+2) + · · ·
+ p(w0 + w1 + · · ·+ w(k−1)p + w(k+1)p + · · ·+ wp2−1)
=
p−1∑
i=1
i
(
wkp+i + wkp−i
)
+ p
( p2−1∑
i=0
i 6=kp
wi
)
.
Therefore
dL(y, Cz) = min
{
dL(y,kp) : 0 ≤ k ≤ (p− 1)
}
= (p− 1)n+min
{
p2−2p∑
i=0
wp+i −
p−2∑
i=1
(
p− (i+ 1)
)(
wi + wp2−i
)
,
p2−1∑
i=0
i 6=kp
wi −
p−2∑
i=1
(
p− (i+ 1)
)(
wkp+i + wkp−i
)}
= (p− 1)n.
Therefore, rL(Cz) ≥ (p− 1)n and hence rL(Cz) = (p− 1)n.
Theorem 3.2. rL(Cu) = (p− 1)n.
Proof. Let x ∈ Zn
p2
. Let wi be the number of i coordinates in x for 0 ≤ i ≤ p
2− 1. Then
p2−1∑
i=0
wi = n. Consider
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dL(x, t) = (wt+1+wt−1)+ 2(wt+2+wt−2)+ · · ·+(p− 1)(wt−p+1+wt+p−1)+ p(wp+t+
· · ·+ wp2−p+t).
rL(Cu) ≤
p2−1∑
t=0
dL(x, t)
p2
= (p− 1)n.
Therefore, rL(Cu) ≤ (p− 1)n.
Let x =
l︷ ︸︸ ︷
00...0
l︷ ︸︸ ︷
11 · · ·1
l︷ ︸︸ ︷
22 · · ·2 · · ·
n−(p2−1)l︷ ︸︸ ︷
(p2 − 1)(p2 − 1) · · · (p2 − 1) ∈ Zn
p2
where l =
⌈
n
p2
⌉
,
then dL(x, 0) = n + p
2(p − 2)l, dL(x, 1) = 2n + p
2(p − 3)l, dL(x, 2) = 3n + p
2(p − 4)l.
In general, dL(x, i) = (i+ 1)n + p
2(p− (i+ 2))l for 0 ≤ i ≤ p2 − 2 and dL(x,p
2 − 1) =
p2(p− 1)l.
Thus
rL(Cu) ≥ dL(x, Cu)
= min
0≤i≤p2−1
{
dL(x, i)
}
= min
0≤i≤p2−2
{
dL(x, i), dL(x,p
2 − 1)
}
= min
0≤i≤p2−2
{
i+ 1)n+ p2(p− (i+ 2))l, p2(p− 1)l
}
.
Since l ≥
n
p2
, rL(Cu) ≥ (p− 1)n. Therefore, rL(Cu) = (p− 1)n.
We define few block repetition codes over Zp2 and find their covering radius. First,
let us consider a block repetition code over Zp2 with generator matrix
G =
[ n︷ ︸︸ ︷
11 · · ·1
n︷ ︸︸ ︷
22 · · ·2 · · ·
n︷ ︸︸ ︷
(p2 − 1)(p2 − 1) · · · (p2 − 1)
]
.
Let 1 ≤ i < p. Since the subgroup 〈ip〉 generated by ip is of order p, each element of 〈ip〉
appears p times in ip{0, 1, 2, · · · , (p2 − 1)}.
Therefore, ip(12 · · · (p2 − 1)) contains p− 1 zeros and remaining p2 − 1− (p− 1) are
zero-divisors. Since Lee weight of zero-divisor is p, wtL(ip(12 · · · (p
2 − 1))) = (p2 − p)p
and hence wtL(ip(12 · · ·p
2 − 1)) = n(p2 − p)p = np2(p− 1) where i ∈ Zn
p2
.
If x 6= ip is not a zero-divisor, then x{1, 2, · · · , p2 − 1} = {1, 2, · · · , p2 − 1},
wtL(x(12 · · · (p
2 − 1))) = wtL(12 · · · (p
2 − 1)) = p2(p− 1) and hence
wtL(x(12 · · · (p
2 − 1))) = np2(p−1). Therefore, the code is (n(p2−1), p2, np2(p−1))
a constant weight code.
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If we consider the Hamming weight of the code, then the code is two weight code of
weights (p2 − p)n and (p2 − 1)n. Thus we have
Theorem 3.3. The code generated by G =
[ n︷ ︸︸ ︷
11 · · ·1
n︷ ︸︸ ︷
22 · · ·2 · · ·
n︷ ︸︸ ︷
(p2 − 1) · · · (p2 − 1)
]
is
a
(
(p2 − 1)n, p2, p(p − 1)n, p2(p − 1)n
)
Zp2-linear code with weight distributions with
respect to the Hamming and with respect to the Lee is A0 = 1, A(p2−p)n = p − 1 and
A(p2−1)n = p
2 − p..
The above code is called a block repetition code and is denoted by BR
(p2−1)n
p2
. Since
dH =
⌈
dL
p
⌉
, this block repetition code is type α code.
Theorem 3.4. (p3 − p2 − 1)n ≤ rL(BR
(p2−1)n
p2
) ≤ (p3 − p2)n.
Proof. Let x = 11 · · ·1 ∈ Z
(p2−1)n
p2
, then we have dL(x,BR
(p2−1)n
p2
) = (p3−p2−1)n. Hence
by definition of covering radius, rL(BR
(p2−1)n
p2
) ≥ (p3 − p2 − 1)n. On the other hand, its
Gray image φ(BR
(p2−1)n
p2
) contains a codeword
y =
p2n︷ ︸︸ ︷
11 · · ·1
p2n︷ ︸︸ ︷
22 · · ·2 · · ·
p2n︷ ︸︸ ︷
(p− 1)(p− 1) · · · (p− 1)
p(p−1)n︷ ︸︸ ︷
00 · · ·0 .
Let C1 be the code generated by y. Let C2 be the code with generator matrix
G2 =
[ p2n︷ ︸︸ ︷
11 · · ·1
p2n︷ ︸︸ ︷
22 · · ·2 · · ·
p2n︷ ︸︸ ︷
(p− 1)(p− 1) · · · (p− 1)
]
and let C3 = {
p(p−1)n︷ ︸︸ ︷
00 · · ·0}. Then C1 is the cartesian product C2 × C3 of C2 and C3. Since
the code C2 is equivalent to the repetition code [(p − 1)p
2n, 1, (p − 1)p2n] over Zp, the
covering radius of C2 is
⌈
(p− 1)p2n(p− 1)
p
⌉
= p(p−1)2n. By Theorem 2.6, the covering
radius of C1 is p(p− 1)n+ p(p− 1)
2n = (p3 − p2)n.
rH(C2 × C3) ≤
⌈
(p− 1)p2n(p− 1)
p
⌉
+ p(p− 1)n
= p(p− 1)2n+ p(p− 1)n
= p(p− 1)((p− 1) + 1)n
= (p3 − p2)n.
Since C1 ⊂ φ(BR
(p2−1)n
p2
). This implies that,
rH(BR
(p2−1)n
p2
) ≤ rH(C1)
= rH(C2 × C3)
= (p3 − p2)n.
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Therefore rL(BR
(p2−1)n
p2
) ≤ (p3 − p2)n.
Now, we define another block repetition code over Zp2. Let
G =
[ n︷ ︸︸ ︷
11 · · ·1
n︷ ︸︸ ︷
22 · · ·2 · · ·
n︷ ︸︸ ︷
(p2 − 2)(p2 − 2) · · · (p2 − 2)
]
.
Then the code generated by G is a ((p2 − 2)n, p2, pn, p2n) linear code over Zp2.
The following theorem gives an upper and a lower bounds of the covering radius of
this block repetition code.
Theorem 3.5. (p3 − p2 − 2)n ≤ rL(BR
(p2−2)n
p2
) ≤ (p3 − p2 − 1)n.
A proof of this theorem is similar to that of Theorem 3.4 and is omitted.
All block repetition codes discussed above are codes with the same length of the
block. Now we are going to discuss a block repetition code with different block length.
Let
G =
[ m︷ ︸︸ ︷
11 · · ·1
n︷ ︸︸ ︷
pp · · · p
n︷ ︸︸ ︷
2p2p · · ·2p · · ·
n︷ ︸︸ ︷
(p− 1)p · · · (p− 1)p
]
.
Then the wt(p(1p2p · · · (p− 1)p)) = wt(p0 · · ·0) and hence wtH(C) = m and wtL(C) =
mp. Therefore the code generated by G is a
(
m + (p− 1)n, p2, m, pm
)
linear code over
Zp2 .
Theorem 3.6. m+ (p2 − p− 1)n ≤ rL(BR
m+(p−1)n
p2
) ≤ m+ (p2 − p)n.
Proof. Let x =
m︷ ︸︸ ︷
00...0
(p−1)n︷ ︸︸ ︷
11 · · ·1 ∈ Z
m+(p−1)n
p2
, then we have dL(x,BR
m+(p−1)n
p2
) = m+ (p2 −
p− 1)n. Hence by definition, rL(BR
m+(p−1)n
p2
) ≥ m+ (p2 − p− 1)n. On the other hand,
its Gray image φ(BR
m+(p−1)n
p2
) is equivalent to p-ary linear code with generator matrix(
A 0
B C
)
where
A =
[
m+np︷ ︸︸ ︷
11 · · ·1 |
np︷ ︸︸ ︷
22 · · ·2 | · · · |
np︷ ︸︸ ︷
(p− 1)(p− 1) · · · (p− 1)
]
,
B =
[
m+np︷ ︸︸ ︷
11 · · ·1000 |
np︷ ︸︸ ︷
00 · · ·0 | · · · |
np︷ ︸︸ ︷
00 · · ·0
]
and C =
[
(p−1)m︷ ︸︸ ︷
111 · · ·11
]
.
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4 Conclusion
We have computed lower and upper bounds on the covering radius of codes over Zp2
with respect to Lee distance. We also computed the covering radius of various repetition
codes over Zp2 . It would be an interesting future task to find out the exact covering radii
of many of these codes and generalize the results for codes over Zps.
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