Purpose: The contributions of voice onset time ( VOT ) and fundamental frequency (F0) were evaluated for the perception of voicing in syllable-initial stop consonants in words that were low-pass filtered and/or masked by speech-shaped noise. It was expected that listeners would rely less on VOT and more on F0 in these degraded conditions. Method: Twenty young listeners with normal hearing identified modified natural speech tokens that varied by VOT and F0 in several conditions of low-pass filtering and masking noise. Stimuli included /b/-/p/ and /d/-/t/ continua that were presented in separate blocks. Identification results were modeled using mixed-effects logistic regression. Results: When speech was filtered and/or masked by noise, listeners' voicing perceptions were driven less by VOT and more by F0. Speech-shaped masking noise exerted greater effects on the /b/-/p/ contrast, while low-pass filtering exerted greater effects on the /d/-/t/ contrast, consistent with the acoustics of these contrasts. Conclusion: Listeners can adjust their use of acoustic-phonetic cues in a dynamic way that is appropriate for challenging listening conditions; cues that are less influential in ideal conditions can gain priority in challenging conditions.
C onsonant voicing contrasts are very common in the world's languages (Ladefoged & Maddieson, 1996) , and the perception of acoustic cues underlying these contrasts has been explored thoroughly for normal-hearing listeners and other listeners in quiet conditions. Much less is known about how voicing is perceived by individuals who rely on low-frequency hearing (e.g., individuals with hearing impairment [HI] ) or individuals listening in background noise. It is clear that perception of voicing remains accurate across a wide range of signal degradations, including highor low-pass filtering (Miller & Nicely, 1955) , masking noise (Miller & Nicely, 1955; Phatak & Allen, 2007; Phatak, Lovitt, & Allen, 2008; Wang & Bilger, 1973) , hearing impairment (Bilger & Wang, 1976) , spectral degradation (Shannon, Zeng, Kamath, Wygonski, & Ekelid, 1995; Xu, Thompson, & Pfingst, 2005) , or cochlear implantation (Friesen, Shannon, Başkent, & Wang, 2001) . It is thus often stated that the amount of "information transfer" is high for the voicing feature relative to other consonant features. This finding is so consistent that some studies dispense with potential voicing confusions in the very design of the experiment (Dubno & Levitt, 1981) . Despite this generalized high level of success, the constraints that face listeners in noise and/or those who rely on low-frequency hearing (e.g., listeners with hearing loss) are likely to change the means by which voicing is perceived-that is, the voice information could be recovered via different cues in varied listening conditions. In the current study, we show that in some degraded conditions, the role of voice onset time (VOT) decreases and the role of fundamental frequency (F0) increases for the perception of wordinitial voicing in stop consonants.
Cues for Voicing in Stop Consonants
Although perception of voicing in word-initial stop consonants has been largely attributed to VOT (i.e., the duration between consonant release and the onset of voicing for the following vowel; Lisker & Abramson, 1964) , F0 plays a role as well. F0 is higher after voiceless stops than after voiced stops (House & Fairbanks, 1953) , and this difference generally lasts roughly 100 ms into a vowel (Hombert, 1975) . Although F0 is not a very potent cue for stop sounds with canonical voiced or voiceless VOTs (Abramson & Lisker, 1985) , it can exert potent influence under certain conditions, such as for sounds with ambiguous VOTs (Abramson & Lisker, 1985; Haggard, Ambler, & Callow, 1970) . When F0 contour conflicts with VOT, reaction time is slowed (Whalen, Abramson, Lisker, & Mody, 1993) , suggesting that listeners are sensitive to F0 information even when identification curves suggest otherwise.
Another acoustic cue that may be useful to voicing perception is F1. Word-initial stop sounds are followed by transitioning formants, the first of which begins at a low frequency (e.g., 300 Hz) and ascends to its target frequency for the following sound. As VOT grows longer, that rising transition becomes increasingly devoiced, resulting in a higher F1 frequency at the onset of voicing; long VOT values yield higher F1 onsets, whereas low F1 onsets are characteristic of short VOT values (Lisker, 1975 ). An exception to this trend is for high vowels (e.g., /i/, /u/), whose voicing-related F1 perturbations are minimal because F1 begins and ends at low frequencies; F1 is thus not thought to aid the voicing contrast in high vowel environments. In this experiment, we focused on the contributions of VOT and F0 and hence relied on the /i/ vowel to provide an environment in which VOT perception could be measured without confounding changes in F1.
Both low-pass filtering and masking noise should affect VOT and F0 disproportionately. The aspiration noise that characterizes the VOT cue contains considerable energy in the high-frequency regions, particularly for the /t/ consonant (see Figure 1) . Eliminating high-frequency energy from the signal would render the aspiration less audible while maintaining lower frequency harmonics in the vowel that drive F0 perception. Competing noise should more effectively mask the VOT than the vowel because the aspirated portion of the word is less intense than the vowel portion; the F0 is recovered from the vowel and should thus be relatively less affected by the noise.
The Effect of Low-Pass Filtering
Exploring the effect of limited bandwidth in terms of a low-pass filter (LPF) has particular relevance for understanding the experience of people with HI. High-frequency hearing loss can render some phonetic cues inaudible, potentially compelling listeners with HI to rely on different cues than those used by people with normal hearing. Furthermore, the lack of access to high-frequency auditory filters is likely to compromise temporal resolution because the wideband highfrequency filters are considerably superior in the temporal domain compared with the narrow-band low-frequency filters (Eddins, Hall, & Grose, 1992) . For example, noise gap detection thresholds become smaller as bandwidth grows wider (Eddins & Green, 1995; Eddins et al., 1992; Grose, 1991) . For this reason, it is likely that listeners who rely solely on low-frequency energy have poorer ability to use temporal cues (such as VOT) but remain receptive to residual information that should include F0.
Role of F0 in Noise
Previous research has shown that F0 is a useful cue for listening to speech in noise (Brokx & Nooteboom, 1982; McAdams, 1989) . When the F0 contours of masked sentences are flattened or inverted around the mean, intelligibility decreases (Binns & Culling, 2007) and self-reported difficulty increases (Laures & Weismer, 1999) , particularly when the masker is competing speech. It is likely that the F0 contour can help direct listeners' attention to the timing of target words to aid in intelligibility (Cutler & Foss, 1977) . Although the utility of a natural F0 contour is well established at the sentence level, relatively little is known about the contributions of F0 contour to the intelligibility of individual segments or phonetic features. Fogerty and Humes (2012) showed that the flattening of F0 contours or the removal of F0 information (i.e., whisper-like speech) resulted in deficits for both vowels and consonants. Therefore, although vowels are the primary periodic element in the speech signal, consonant sounds stand to benefit from natural F0 contours as well.
Objectives and Hypothesis
The present study was designed to test whether F0 would become a more prominent cue for voicing in wordinitial stop consonants in conditions of low-pass filtering and/or masking by speech-shaped noise. Unlike aspiration noise that characterizes the VOT cue, F0 should be perceptible even without high-frequency information. F0 has been previously shown to be a beneficial cue for listening to sentences in noise, but its use at the segmental level has not been fully understood. We hypothesized that in the aforementioned degraded signal conditions, listeners' voicing judgments would be driven more heavily by F0 and less by VOT.
Method

Participants
Participants included 20 adult listeners (15 women; mean age = 24.3 years) with normal hearing, defined as having pure-tone thresholds ≤ 20 dB HL from 250 to 8000 Hz in both ears (American National Standards Institute, 2010) . All participants were native speakers of American English and were screened for self-reported unfamiliarity with tonal languages (e.g., Mandarin, Cantonese, Vietnamese) to ensure that no participant entered with a priori increased bias toward using F0 as a lexical or phonetic cue. Informed consent was obtained for each participant, and the experimental protocol was approved by the institutional review board at the University of Maryland. Participants were reimbursed for their participation.
Stimuli
Two sets of stimuli were created using modified natural speech. The words "Pete," "beat," "teen," and "Dean," spoken by a male native speaker of English, were recorded in a double-walled sound-treated room with a 44.1 kHz sampling rate. We sought to measure the contribution of VOT without the added complementary cue of F1, so a high vowel /i/ was used for all consonant environments. Stimuli varied by VOT (in seven or eight steps for /b/-/p/ and /d/-/t/, respectively) and F0 (in eight steps). Following the method used by Andruski, Blumstein, and Burton (1994) , onset portions of words with /b/ or /d/ onsets were progressively replaced with equivalently long portions of onset aspiration from /p/ or /t/, respectively, in 10-ms increments from the onsets (bound at the closest zero crossing) to create continua of VOT. Thus, the vowel from each stimulus item came from the /b/-or /d/-initial tokens. For the /d/-/t/ continuum, the VOT range spanned from 0 ms to 70 ms, and the range for the /b/-/p/ continuum spanned from -10 ms (prevoicing) to 50 ms, as suggested by previous studies (Abramson & Lisker, 1970; Lisker & Abramson, 1964) .
Intensity of items in the /b/-/p/ series varied within 2.7 dB, and all items in the /d/-/t/ series varied within 1 dB; overall root-mean-square intensity was affected by VOT step because lower intensity aspiration noise progressively replaced higher intensity phonated vowel onsets. Volume was calibrated such that the end-point "voiced" stimulus of each series in the optimal (full-spectrum, in quiet) condition was 65 dBA.
The F0 contour of each stimulus was manipulated using the pitch synchronous overlap-add method in Praat (Boersma & Weenink, 2011) . Steps in the F0 continuum were interpolated in eight steps along a log scale ranging from 94 to 142 Hz, which reflects the general range for male speech, as indicated by previous work (Abramson & Lisker, 1985; Ohde, 1984; Whalen et al., 1993) . F0 was kept steady over the first two pitch periods of the vowel and fell (or rose) linearly until returning to the original contour at the 100-ms point in the vowel (the time indicated by Hombert, 1975) . Following the 100-ms timepoint, all F0 contours were equal within each continuum.
Masking noise. Speech-shaped noise (SSN) was extracted offline from the iCAST program (Fu, 2006) . Its spectrum was strongest in the 200-600 Hz region and decreased by roughly 6 dB per octave (see Figure 1 ). This noise was chosen to reflect the long-term average spectrum (LTAS) of conversational speech rather than the LTAS of our stimuli (the presence of only one vowel in our stimuli would yield a LTAS of only very limited utility with regard to everyday experience). Stimulus timing within the noise was roved so that there was 280-360 ms of noise before the stimulus and 380-450 ms of noise after the stimulus. To present varying signal-to-noise ratios (SNRs), noise levels varied while speech signals were kept at constant amplitude within each condition. Noise levels were set relative to the vowel onset so that SNR was not affected by intensity differences stemming from VOT continuum steps or by syllable type (stop-final or nasal-final). As most studies do not reference one particular point in a syllable to calculate SNR, caution is encouraged when comparing SNR levels in the current study with those from other publications. For example, the SNR at vowel onset for "Pete" is roughly 4 dB greater than that calculated from the entire word, resulting in greater masking to reach equivalent SNR.
Low-pass filtering. Stimuli were low-pass filtered using the Hann band filter function in Praat (Boersma & Weenink, 2011) , illustrated by the filter responses in Figure 2 . Cutoff frequencies of 4 kHz, 2 kHz, and 1 kHz were used to investigate various degrees of residual acoustic information. Filtering was done after the addition of background noise to model the order of signal degradations encountered by a listener with HI. Therefore, the level of noise (and, hence, the overall signal) for conditions at poorer SNRs was more intense than those at better SNRs, and signals with higher LPF cutoffs were more intense that those with lower LPF cutoffs. It should be noted that although the vowels and final consonants in all speech stimuli were degraded by the masking noise and filtering, these segments were already identified by the visual word choices.
Conditions
The levels of low-pass filtering and SNR in this experiment were chosen to measure specific effects highlighted in Table 1 .
The arrangement of conditions was inspired by preliminary experiments (Table 1, top row) that suggested that either 0 dB SNR or a 1 kHz LPF permitted use of the VOT Figure 2 . Illustration of low-pass filters (LPFs) used in this experiment, implemented using the Praat software.
cue, but the combination of these factors promoted the use of F0 nearly exclusively. The combination of the 1 kHz LPF and the 0 dB SNR condition could be improved by either ameliorating the LPF settings or making the SNR more favorable. Thus, questions following this pilot testing included the following: (a) What LPF cutoff is necessary to facilitate the use of VOT when the SNR is 0 dB (middle row)? and (b) What SNR is needed to facilitate the use of VOT when the LPF is 1 kHz (bottom row)? Each of these conditions was tested for the /b/-/p/ stimuli and for the /d/-/t/ stimuli, resulting in a total of 16 conditions (note that some conditions are used for multiple comparisons but were tested just once).
Procedure
All testing was conducted in a double-walled soundtreated booth. Stimuli were presented in the free field through a single Tannoy Reveal studio monitor loudspeaker (frequency response: 65 Hz-20 kHz, ±3 dB) at a distance of 1-2 ft, placed in front of the listener at eye level. Listeners responded to these stimuli by clicking a button on a computer screen labeled with two word choices (either Pete-beat or teenDean). There was no time limit on their response, and they were permitted to enable stimulus repetitions up to three times; stimulus repetitions were very rare.
Conditions were defined by SNR and LPF cutoff (e.g., [0 dB SNR, 4 kHz], [10 dB SNR, 1 kHz]; see Table 1 ). There were 56 items (7 VOT × 8 F0) for the /b/-/p/ blocks and 64 items (8 VOT × 8 F0) for the /d/-/t/ blocks; stimuli within each block were presented in random order. Each block was presented five times, which resulted in well-defined psychometric functions along the stimulus parameters. Each participant began with at least one block of the optimal (quiet, no LPF) condition before hearing any masked-LPF conditions. Because of the large number of conditions, participants generally did not volunteer enough time to complete five blocks of each condition; condition selection and ordering was constrained within participants' scheduling availability. Listeners heard a variable subset of the conditions (that were not necessarily limited to one contrast), depending on their scheduling availability; most completed between 5 and 10 different conditions. The final data set included at least 10 listeners for each condition, for a total of over 800 tested blocks. Each repetition of a single block took roughly 3-5 min.
Before performing the group analyses, we used Sigmaplot 9.01 (Systat, 2004) to initially fit individual listeners' response functions to a simple logistic model. When listeners' data for a particular condition did not reach satisfactory convergence to the model, one or two more repetitions of that condition were conducted to smooth the function to allow a better fit. This was done for 5 of 20 listeners in some of the more challenging conditions (i.e., those where signal degradations were harsh enough to inhibit consistent use of the cues).
Analysis
Listeners' responses were fit using generalized linear (logistic) mixed-effects models (GLMMs). This was done in the R software interface (R Development Core Team, 2010), using the lme4 package (Bates & Maechler, 2010) . A random effect of participant was used, and the fixed effects were the stimulus factors described above (Consonant Place, VOT, F0, LPF, SNR). The binomial family link function was used. The models included each main factor and all possible interactions (the four-way interactions were significant, necessitating the inclusion of all nested factors and interactions). The goal of these models was similar to that used by Peng, Lu, and Chatterjee (2009) and by Winn, Chatterjee, and Idsardi (2012) ; the models tested whether the coefficient of the resulting parameter estimate for an acoustic cue was different from zero and, crucially, whether the coefficient was different across conditions of LPF and SNR levels. Changes in this coefficient represent changes in the log odds of voiceless perceptions resulting from the condition or cue level change. Following previous studies (Morrison & Kondaurova, 2009; Winn et al., 2012) , we interpreted the factor estimate from the GLMM as an indication of the strength of the factor (i.e., a higher estimate indicates higher perceptual weight).
Results
Averaged group responses to the continua of VOT and F0 are displayed in the tiled grids in Figures 3, 4 , and 5. Grayscale intensity represents the proportion of voiced responses. Listeners who solely used VOT to distinguish these contrasts would yield grids with rows of different grayscale intensity, whereas listeners who solely used F0 would yield grids with columns of different grayscale intensity; each grid reflects the use of both cues in varying proportions. Sharper grayscale contrasts in successive rows and columns are akin to steeper psychometric functions.
Three GLMMs were used to describe listeners' responses for each of the three planned comparisons. Model terms along with the intercept and parameter estimates are given in Tables 2, 3 , and 4. Simplified parameter estimates from the GLMMs are summarized in the supplemental table of coefficients (see online supplemental materials) and are illustrated in Figure 6 . In the first comparison (initial exploration of LPF and noise; Figure 3 ; Table 2 ), there were significant main effects of VOT, F0, SNR, and LPF (all ps < .001). Alveolar consonants were less likely to be heard as voiced (consistent with acoustics of these consonants; Lisker & Abramson, 1964) . F0 was a stronger cue for the /d/-/t/ contrast ( p < .001). The effect of VOT was significantly reduced when the signal was either low-passed ( p < .001 for both contrasts) or in noise ( p < .001 for both contrasts) and significantly reduced further in the presence of both filtering and noise ( p < .001). The effect of F0 was significantly stronger for both contrasts when the signals were masked by noise ( p < .001); when signals were low-passed, F0 became stronger only for the /b/-/p/ contrast. When the signal was both low-passed and in noise, the use of F0 significantly increased for both contrasts compared with either degradation alone ( p < .001).
In the second comparison (effects of LPF in 0 dB SNR noise; Figure 4 ; Table 3), the effect of VOT significantly decreased for both contrasts with each successive reduction in LPF cutoff ( p < .001), with the exception of the 1 kHz condition, which was not significantly different from the 2 kHz condition. The use of VOT for the /d/-/t/ contrast was greater than that for the /b/-/p/ contrast when the full spectrum was available, but in any LPF condition, there was a significant advantage for the /b/-/p/ contrast for the use of VOT (all ps < .001). The effect of F0 was significantly stronger for the /d/-/t/ contrast in all low-pass filtered conditions ( p < .001 for 4 kHz and 2 kHz; p < .05 for 1 kHz). The effect of F0 for the /b/-/p/ contrast did not significantly increase in any LPF condition.
In the third comparison (effects of SNR with a 1 kHz LPF; Figure 5 ; Table 4), the use of VOT significantly decreased with each successive reduction in SNR for both contrasts (all ps < .001). The use of F0 increased for the /b/-/p/ contrast for 5 and 0 dB SNR (both ps < .001), while it increased for the /d/-/t/ contrast in all conditions with noise (all ps < .001).
A question that remains from the results presented thus far is whether a listener can achieve the same or similar level of accuracy for voicing recognition via F0 as with VOT. Because the analyses presented thus far do not speak to correctness per se, a final analysis was conducted to evaluate the identification of stimuli where both the VOT and F0 cues cooperated at typical "voiceless" or "voiced" values. Figure 7 illustrates performance levels for these end-point stimuli by listeners in all conditions. Voicing was correctly identified with 80% accuracy or greater in all conditions except for /b/ in the 1 kHz LPF with 0 dB SNR noise condition. The cue estimate for VOT showed a significant positive correlation with accuracy for end-point accuracy (r = .76 for /b/-/p/, r = .74 for /d/-/t/; p < .05 for each). The cue estimate for F0 showed a significant negative correlation with end-point accuracy for the /d/-/t/ contrast (r = -.68, p < .05) but did not show a significant correlation with accuracy for the /b/-/p/ contrast. Thus, although listeners were able to mostly compensate for the degraded VOT cue via the F0 cue, they performed better when relying on VOT.
Discussion
In this experiment, listeners perceived voicing contrasts in signals that were low-pass filtered and/or masked by SSN. These two signal degradations generally yielded a decline in the use of VOT that was accompanied by an increase in the use of F0. Thus, as acoustic degradations compromised the availability of the VOT cue, listeners did not simply guess at the words-they recruited appropriate information from a different acoustic cue. The one condition common to all three comparisons (0 dB SNR, 1 kHz LPF; the most challenging condition) was theoretically the most challenging in the experiment. It was distinct because while the use of VOT decreased, the use of F0 was less than the use of F0 for some other, more favorable masked and/or filtered conditions. For the most challenging condition, it appears that the acoustic signal is so degraded that even F0 is difficult to perceive in a useful way.
Speech-shaped masking noise and low-pass filtering had disproportionate effects on the /b/-/p/ and /d/-/t/ contrasts. To the extent that voicing perception can be framed Note. The default (intercept) condition was full spectrum in quiet. POA refers to place of articulation; corresponding numbers reflect the difference between factor estimates for the /b/-/p/ and /d/-/t / series. *p < .05. **p < .01. ***p < .001. a Not significant. as detection of aspiration noise, these disproportionate effects can be explained by the acoustics of labial and alveolar stop sounds in this study. The use of cues for labial sounds was influenced more by the level of masking noise, presumably because the spectrum of SSN competes more directly with the /p/ burst and aspiration (see Figure 1 ). Low-pass filtering the sounds had little effect on the use of cues for labial sounds, presumably because the spectrum of the /p/ aspiration contains sufficient low-frequency components that remain after filtering. Conversely, the use of VOT for the /d/-/t/ contrast was heavily reduced by low-pass filtering. Consistent with earlier literature on the acoustics and perception of /t/ (Régnier & Allen, 2008) , the audibility of energy above 4 kHz is essential for the perception of /t/ aspiration; all conditions that used a LPF of 4 kHz or lower saw dramatic reductions in VOT use along with increased use of F0 for alveolar sounds, even for modest SNRs. Table 5 shows that the SNR advantage of /p/ compared with /t/ is evident in the lower frequency regions (i.e., from 0 to 4 kHz), whereas in higher frequency regions (i.e., between 4 and 8 kHz), /t/ has an advantage (all relative to the masking noise used in this experiment). The pronounced asymmetry in energy at the upper and lower regions for labial and alveolar aspiration noise helps to explain differences in cue weighting across these two places of articulation and accords with previous reports of individual consonant advantages in SSN (Phatak & Allen, 2007) . Other types of noise may have different effects than those shown in this study. With the entire spectrum available and audible, the SNR of stimuli in white noise may affect the /t/-/d/ contrast more heavily than the /p/-/b/ contrast. Amplitude-modulated noise or competing speech might momentarily provide a favorable SNR for these cues via a dip in amplitude concurrent with the onset of the target words; there is no reason to think that modulation would differentially affect /p/ versus /t/. It should be noted that listeners with hearing loss are less able to capitalize on shortterm valleys of a masker (Carhart & Tillman, 1970; Festen & Plomp, 1990 ) and, thus, may not recover segmental information in such conditions.
Although listeners were able to reliably identify the voicing of the most natural (i.e., "end-point") stimuli (Figure 7) , it is not yet known whether the signal degradation requires listeners to use greater cognitive resources to perceive voicing. Given listeners' general tendency to rely on VOT rather than on F0 (Abramson & Lisker, 1985) , conditions driven by F0 could have been more difficult than those driven by VOT, despite similar accuracy scores. Accuracy for end-point stimuli in this experiment was significantly correlated to the strength (i.e., factor estimate) of VOT. Thus, scores in phoneme identification tasks may tell only part of the story; similar scores could have arisen because of different perceptual strategies. Pupillometry during speech perception tasks suggests that extra effort is required to maintain equal intelligibility of speech in the presence of different types of maskers (Koelewijn, Zekveld, Festen, & Kramer, 2012) or if listeners have hearing loss (Kramer, Kapteyn, Festen, & Kuik, 1997) . It is not yet known whether alternative phonetic cue-weighting strategies would elicit similar signs of increased listening effort.
In this experiment, the role of F1 was minimized via the use of the high vowel /i/ . Jiang, Chen, and Alwan (2006) showed that F1 can play a role in the perception of voicing in noise for non-high vowels, confirming a prediction by Hillenbrand, Ingrisano, Smith, and Flege (1984) . It is not yet known whether F1 or F0 is more dominant in compensating for degradations of VOT in masked and/or filtered conditions.
The motivation for this experiment was to model potential listening strategies that could arise when a person experiences HI. Because HI is more complex than a simple LPF, the results of this study should be interpreted with caution. There are suprathreshold deficits in the spectral and temporal domains that might limit a listener's ability to utilize either of the acoustic cues explored in this study. These deficits are frequently attributed to poor frequency resolution and/or temporal fine structure coding (Bernstein & Oxenham, 2006; Lorenzi, Gilbert, Carn, Garnier, & Moore, 2006) . Turner and Brus (2001) showed that although the amplification of low-frequency energy (including F0) provided benefit for listeners with HI, this benefit was smaller than that observed for those with normal hearing. Grant (1987) suggested that listeners with HI are not able to detect subtle F0 contrasts and would therefore benefit from F0 contours only if they were exaggerated by roughly 1.5-6 times those observed in natural speech. Thus, it remains unclear whether listeners with cochlear hearing loss can capitalize on F0 cues in noise to the same extent as the participants in this study. Further difficulties might be experienced by older listeners, who have been shown to experience deficiencies in auditory temporal Mean accuracy in identification of consonant voicing at continuum end points by different listener groups. Voiceless and voiced items for this analysis were limited to those where both the VOT and F0 cues cooperated appropriately (i.e., long VOT and high F0 or short VOT and low F0) at continuum end points to signal the same feature.
processing in basic psychophysical tasks (Gordon-Salant & Fitzgibbons, 1993 and tasks involving perception of temporal phonetic cues in isolated words (Gordon-Salant, Yeni-Komshian, Fitzgibbons, & Barrett, 2006) and in sentence contexts (Gordon-Salant, Yeni-Komshian, & Fitzgibbons, 2008) . The use of F0 as a segmental cue in this study may partly explain the benefit of a natural F0 contour of sentences presented in noise (Binns & Culling, 2007; Laures & Weismer, 1999; Miller, Schlauch, & Watson, 2010) . It is not known whether the segmental use of F0 cues in this study would generalize to longer utterance contexts, where F0 contrast is likely constrained by other sources of variability (e.g., intonation) and phonetic reduction. It should be noted that the current experiment used a two-alternative forcedchoice task that assessed only voicing perception in single words; it is likely that these stimuli would be confused with other consonants (but perhaps not with consonants of different voicing) if a larger response set were used. Conversely, the influence of sentence context and other top-down factors may compensate for the added difficulty of an open response set (McClelland, Mirman, & Holt, 2006) . Emergent models of phonetic perception and categorization increasingly acknowledge the integration of multiple covarying acoustic cues in the speech signal (McMurray & Jongman, 2011; McMurray, Tanenhaus, & Aslin, 2002; Toscano & McMurray, 2010) . The presence of multiple cues for voicing can at least partly explain why voicing is such a robust feature in phoneme identification tasks in adverse listening conditions like low-pass filtering and masking noise. Listeners are capable, without any explicit instructions, of increasing reliance on residual cues in a speech signal when otherwise stronger cues have been degraded. 
