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Urban masterplanning is the process of creating a coherent design for developing a
campus, suburb, city or region.
Unfortunately these design and analysis teams face challenges which prevent rapid
quantitative analysis of design iterations; precluding potential design improvement.
These include limited automation, poor integration of modelling disciplines and, in
particular, very limited scope for design space exploration.
This thesis investigates these challenges and their solutions. A computational frame-
work HierSynth is presented to help computationally unify the design and analysis sides
of the urban masterplanning community.
The key contribution of this thesis is HierSynths data model. This presents a
reconceptualization of the workflow graph by composing it with tree based design-
decompositions commonly found in architectural interoperability formats. This is
achieved through a hierarchy of design queries, templates and analyses which when
executed form a design hierarchy annotated with evaluated analyses. This enables
detailed multi-scale analysis directly on design elements whilst supporting scenario
generation and design space exploration capabilities and techniques to explore design
improvements.
The HierSynth framework is evaluated by application to a major commercial mas-
terplanning project with Arup North America and is used to explore the most effective
techniques for generating design insight. HierSynth enabled an order-of-magnitude
more analysis iterations and previously infeasible design space exploration to answer
design questions.
During this collaboration an unexpected challenge was identified in maintaining and
debugging complex, highly interrelated analysis models implemented as spreadsheets.
A toolkit to address this is developed and applied to several generations of complex
multi-disciplinary sustainability models.
In summary this thesis presents evidence of the need for, implementation of, and
practical benefits from, computationally unifying urban masterplanning design and
analysis. The key contribution is a compositional data model supporting this unifi-
cation. Finally avenues for further work are explored to further aid this community
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Urban masterplanning is the process of designing an urban area, from redeveloping a
business park to creating a new city suburb. The range of disciplines and skills involved
in creating successful developments for all stakeholders makes urban masterplan design
and analysis a challenging field. It is a high-level activity setting the overall shape of
the development and defining development targets, standards and maximum envelopes
for each building plot rather than designing each building in detail at the outset. Quan-
titative analysis is undertaken by various engineering disciplines to benchmark designs
on metrics such as carbon emissions, energy demand and consumption, transport per-
formance, daylight, windflow and so forth; giving practical insight into the design. It
is also the design stage with perhaps the most scope for improving a development’s
sustainability and performance.
Within the urban masterplanning process there is currently a substantial gap between
the design and analysis cycles. An analysis cycle takes many times longer than a typical
one week design iteration [35]. Thus masterplanning projects will have only one or
two quantitative analysis cycles despite many times this number of design iterations
occurring without analysis insight. Hence analysis cycles are often used to ensure
compliance with regulations rather than as a key design improvement tool. Additionally
in design competitions, due to their short time scale, it is not uncommon for analysis
to be omitted altogether. This can lead to commitment to designs which are inherently
poorly performing.
Underlying this are a number of organisational and computational challenges. Most
notably there is little automation within the Architecture Engineering and Construction
(AEC) industry. This leads to limited model integration and much manual reworking of
data. Limited computational skills within the industry also mean that scaling analysis
to cover every building in a development is a substantial challenge. So too is managing
the data generated by analyses. Together these challenges mean that very limited
quantitative design space exploration is undertaken, precluding design improvement.
Within the AEC industry, research has aimed to address these challenges either
by incorporating the design cycle into the analysis cycle as part of an optimisation
loop (see section 2.5 (p56)) or by using simplified analyses directly within the design
cycle (see section 2.6 (p62)). However neither approach has considered the underlying
computational frameworks required for unifying the two sides of urban masterplanning.
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Computational Design Optimisation (CDO) research such as [17] [89] [102] aims to
automate the two cycles. However, whilst producing improved design and insight they
are limited in breadth of application and remove the best sources of insight from the
loop, i.e. the practitioners. Tightly coupled design and analysis environments such as
[5] [10] [49] allow designers rapid feedback upon their designs, however they frequently
lack the flexibility to support the breadth of design disciplines and the capacities to
support design space exploration. Finally, approaches such as Building Information
Modelling (BIM) [31] and numerous industry interoperability standards such as [55]
[37] [22] have tried to ease these computational challenges. However these are each too
narrow to cover the broad urban masterplanning discipline and do not consider how to
resolve the underlying mismatch between the design and analysis cycle.
This thesis aims to address this challenge from a computational perspective. This is
done by creating a unifying computational platform “HierSynth” which brings together
the design and analysis cycles though a compositional data model. This creates design
decompositions using design queries against design geometry and land-use schedules.
These are then annotated with analyses to be automatically run using industry stan-
dard tools such as Radiance [103] for lighting analysis and Arup’s Integrated Resource
Management Model [12] for sustainability assessment. HierSynth enables previously
infeasible, practitioner driven, design space exploration through scenario composition
and sensitivity analysis. HierSynth acts as a test-bed for exploring the efficacy of
computational techniques in an urban masterplanning context. These techniques are
drawn in part from the success of computational product design frameworks within the
aerospace and automotive industries [80] [27] [29]. These techniques range from automa-
tion, model integration, data management, workflow management, scenario generation
and techniques for design space exploration.
The key contribution of this thesis is the reconceptualization of the workflow graph by
composing it with tree based design decompositions more commonly found in industry
interoperability file formats. This is achieved through a hierarchy of design queries,
templates and analysis which; when combined through a novel dataflow algorithm
form, when executed, a design hierarchy annotated with analyses to be performed.
This enables simple multi-scale analysis at all levels of detail, a key feature for use in
the realm of urban masterplanning. This data structure is then reconceptualised to
provide scenario generation capabilities and used sequentially allow the specification of
design space exploration experiments to answer the ”what if” questions frequently asked
by engineering teams. This framework combined with techniques including sensitivity
analysis, performance trees at every level and integrated 3d visualisation, are applied
to the discipline of urban masterplanning to bridge the growing computational gulf
between architectural design and analysis teams.
The HierSynth platform is evaluated by applying it to a live urban masterplanning
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project with Arup North America. This case study generated much design insight for
the practitioners. Firstly by automating the running of complex analysis models. This
reduced the analysis cycle to less than a day enabling some 23 analysis iterations - an
order of magnitude more than literature would suggest is normal. Secondly HierSynth
was used to augment existing models by modelling changes in analysis assumptions
over time to give more accuracy. Similarly by replacing manual model integration with
an automated model ensemble HierSynth was able to produce more accurate results
with greater analysis capabilities. Finally, these capabilities were used to study design
space exploration questions which would previously have been computationally infeasi-
ble to answer. These include exploring the optimal mix of residential and commercial
development for a district energy system. Many of the capabilities are novel within this
field.
The insight gained during this case study helped draw conclusions on the most ef-
fective computational techniques and highlight further requirements for computational
support within urban masterplanning. Most notable among these was the need for
tools to comprehend, audit and debug complex engineering models implemented as
spreadsheets. This need is explored within this thesis by creating a methodology and
toolkit for statically analysing and auditing complex engineering spreadsheets. These
identified several bugs and implementation issues in an engineering model as well as
giving insight in model construction and evolution. The methodology was used success-
fully to give insight to practitioners on model capabilities and support them in reducing
predicted carbon emissions calculated by the case study model.
In summary this thesis considers the field of urban masterplanning as ripe for the
application of revolutionary computational unification. This thesis serves as an intro-
duction to and evidence of the challenges and solutions involved in computationally
unifying urban masterplanning. From this research an underlying thesis has emerged,
namely that:
This thesis contends that the key to generating quantitative
insight for practitioners within urban masterplanning is the uni-
fication of computational techniques such as analysis automation,
model integration, scenario composition and sensitivity analysis
in a single framework to provide multi-scale insight by through
design space exploration and detailed design performance metrics.
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1.1 Contributions
The contributions of this thesis are set out as follows:
1. We present a reconceptualization of a workflow graph by composing it with de-
sign decompositions more commonly found within architectural design formats.
This is achieved through a tree based specification of design queries, templates
and analysis nodes combined through a novel dataflow algorithm. This enables
detailed insight and multi-scale analysis at every level. Such trees are then recon-
ceptualised to generate scenarios for design space exploration. These features
combine to address many of the computational needs of the urban masterplan-
ning community and are implemented in the HierSynth framework.
2. We present a novel computational framework (HierSynth) that supports the com-
position of design queries, analysis models and so-called ’performance trees’ to-
gether into a hierarchical model that supports design decomposition, scenario
generation and composition, workflow automation, model integration, sensitiv-
ity analysis and user-driven design space exploration. The framework provides
a foundation for exploring the efficacy of computational techniques in unifying
urban masterplanning and producing design insight.
3. We present a detailed evaluation of the HierSynth framework and its data model
on a major commercial urban masterplanning project, in conjunction with Arup
North America. This enabled exploration of the benefits of computationally uni-
fying urban masterplanning and evaluation of the efficacy of the computational
technique employed. This proved the framework can enable an order of magnitude
more analysis cycles than normally feasible. The framework enabled investiga-
tions such as identifying the optimal mix of residential and commercial develop-
ment for district energy system performance and reduced transportation carbon
emissions. The case study revealed requirements for adopting version control and
provenance tracking for design files and analysis models and, in particular, aids
for investigating and debugging complex spreadsheets which form the basis of
many analysis models.
4. We present a general tool suite that supports the systematic, automatic analysis
of large spreadsheet-based models, and a methodology for using such tools to
enhance the model’s quality and value. Large spreadsheets are used in many
disciplines, but are particularly important here as they are often the tool of choice
in the analysis of urban masterplanning projects. The tool suite is evaluated by
exploring three generations of Arup’s Integrated Resource Management (IRM)
Models at different stages of development, but the potential applications of the
tools and associated methodology are much more general.
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1.2 Structure of Thesis
This thesis explores the following research questions:
1. What computational challenges face the urban masterplanning design
and analysis cycles and particularly their intersection?
2. Which computational frameworks and techniques are necessary and
effective in creating design insight in the context of urban masterplan
design and analysis?
To investigate these a program of research is reported in this thesis as follows:
• In Chapter 2 (p37) discusses the computational challenges facing the urban mas-
terplanning community and current approaches to addressing these challenges
and the techniques employed to generate insight.
• In Chapter 3 (p85) a computational framework “HierSynth” is developed to in-
vestigate a novel data model and a number of techniques which may help address
the challenges facing urban masterplanning.
• In Chapter 4 (p139) a collaborative application of the HierSynth framework to
an urban masterplanning project is undertaken with Arup North America. This
enables investigation of the efficacy of the data model and techniques within
HierSynth. A number of unexpected challenges are also identified during this
collaboration.
• In Chapter 5 (p209) one of the most pressing of these challenges is explored via
the development and application of a methodology and toolkit to help with the
comprehension and debugging of complex engineering assessment models imple-
mented as spreadsheets.
Finally in Chapter 6 (p237) conclusions are drawn as to how well this thesis can be
supported, which techniques and data models are most effective at generating insight
to draw together the contributions of this thesis and discuss further investigations.
1.3 Publications
The research described in this thesis has been published as follows.
1.3.1 HierSynth
The story of computationally unifying urban masterplanning is told within the following
publications.
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• “(Computationally) Unifying Urban Masterplanning Design, Analysis & Evalua-
tion” David Birch, Paul Kelly, Tony Field, Alvise Simondetti – Poster.
– Presented at “Google PhD Fiesta” 20th March 2012 Dept Computing Im-
perial College. Awarded “Best in Year” (third year).
– Presented at “Graduate School Summer Research Symposium” July 2012
Imperial College London.
– This poster is included as the graphical abstract of at the start of this thesis.
• “HierSynth - Automating City-Wide Architectural Analysis for Design Insight”
David Birch – Paper & Presentation – Arup Doctoral College Conference 2011
[14].
– Introduces the HierSynth platform and the challenges it seeks to resolve.
It then describes the first third of the case study in Chapter 4 (p139) –
namely automating current practice to unify urban masterplanning analysis
and design.
• “Computational Investigations in Masterplan Design” David Birch – Paper &
Presentation – Arup Doctoral College Conference 2012 [15].
– Describes computational design space explorations undertaken in Chapter 4
(p139) and the design insight they generated – most notably exploring the
optimal mix of commercial and residential development for optimal district
energy systems performance and reduced transportation carbon emissions
described in Section 4.12.3 (p177).
• “Computationally Unifying Urban Masterplanning” David Birch, Paul H. J. Kelly,
Tony Field, Alvise Simondetti – ACM Computing Frontiers May 14-16 Ischia Italy
2013 [16].
– Describes the computational challenges faced by the urban masterplanning
community and the approach taken by the HierSynth platform to address
them together with the evidence and lessons learned during the case study
of Chapter 4 (p139).
In this thesis this work is presented as follows: The difficulties faced by urban mas-
terplanning and current approaches are described in Chapter 2 (p37). The HierSynth
framework and approach to resolving these challenges is described in Chapter 3 (p85).
The case study and practical evidence of the efficacy of techniques and approach is
described in Chapter 4 (p139). Conclusions drawn from these investigations can be
found in Section 4.15 (p199) and Chapter 6 (p237).
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1.3.2 Spreadsheet Analysis
The methodology and tools created to explore complex engineering models implemented
as spreadsheets is presented in the following publications. In this thesis this work is
described in in Chapter 5 (p209). This work was the result of a collaboration with
Helen Liang of Bath University.
• “Extraction and analysis methodology for supporting complex sustainable design”
H. Liang and D. Birch – Paper & Presentation – 18th International Conference
on Engineering Design (ICED11) Copenhagen, 2011 [61].
• “Supporting Complex and Sustainable Ecocity Design Using Extraction and Anal-
ysis Methodology (EAM)” H. Liang & D. Birch – Paper & Presentation – Ecocity
World Summit, Montreal 2011 [62]
• “Extraction and Analysis Methodology for Supporting Complex Sustainable De-
sign” David Birch, Helen Liang, Joan Ko, Alvise Simondetti, Paul Kelly, Tony
Field, Glen Mullineux, Geoff Hammond – Poster
– Presented at “Google PhD Fiesta” Dept Computing Imperial College March
2011. Awarded “Best in Year” (second year).
– Presented at “Graduate School Summer Research Symposium” Imperial Col-
lege London 2011.
– Presented at “Energy Efficiency in the Built Environment: A Business Op-
portunity” London Technology Network November 2011.
• “Examining Excel Evolution” David Birch & Helen Liang – Poster – Arup Doc-
toral College Conference 2012
• “Multidisciplinary Engineering Models: Methodology and Case Study in Spread-
sheet Analytics” David Birch, Helen Liang, Paul H J Kelly, Glen Mullineux, Tony
Field, Joan Ko, Alvise Simondetti – Conference Paper & Presentation – European
Spreadsheet Risks Interest Group (EuSpRIG) 2013 Greenwich London .
1.3.3 Industry Vision
A series of three vision papers [93] [94] [95] on the future of Built Environment Mod-
elling have been produced by Alvise Simondetti of Arup Foresight and Innovation.
These are available online at http://www.driversofchange.com/make/tools/
future-tools/ and have been published as follows:
• “BEM for Collaborative Design Inception: Harnessing the Power of Clients’ De-
sign Intuition” Alvise Simondetti, Simon Roberts, David Birch – proceedings
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of The 2012 International Conference on Modeling, Simulation & Visualization
Methods [91].
• “Digital Environments for Experiential Design: Enhancing Designers’ perception”
Online vision paper [95]
– HierSynth and the case study visualisations discussed in Chapter 4 (p139)
are featured as a case study with particular emphasis on the visualisations
carried out in Section 4.11 (p166).
• “A Practical Perspective on Computer Tools for Sustainable Building Design” A.
Simondetti, S. Roberts & D. Birch Proceedings of the 2012 International EG-ICE
Workshop on Intelligent Computing, Herrsching, Germany. Key Note Talk &
Extended Abstract [92].
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2 Techniques for Computationally
Unifying Urban Masterplanning
This chapter explores the challenges in urban masterplanning design and analysis and
the techniques and methods currently used to address them.
The field of architecture and architectural analysis is substantively different from
other engineering and design disciplines. As such it faces a unique set of challenges
to improving the performance, efficiency and capacity of the design process. In this
chapter we will explore how many of these challenges have computational origins and/or
solutions. We will first explore these challenges and their reasons before exploring
current techniques and research for resolving these challenges.
2.1 Research Fronts
Research into the application of computation to the Architectural Engineering and
Construction (AEC) industries is varied and covers several aspects. First there is
discipline-specific research in terms of better digital design tools for architects with
developments including digital drafting and design and more recently parametric de-
sign tools such as Rhinoceros [84] and Grasshopper [41] which aim at increasing the
expressibility and flexibility of architectural design. Similarly each engineering disci-
pline continues to create more accurate, more flexible analysis models with which to
analyse the increasingly complex architecture being produced. This has created a com-
putational “arms race” between architects and engineers for modelling flexibility and
accuracy to cope with ever more unique and complex geometry at ever higher levels
of performance across a wide range of metrics (e.g. cost, lighting, structural stability,
construction speed...). This has created a growing gulf between each of the design and
analysis disciplines consisting of computational interoperability challenges, capabilities
and differing lengths of analysis cycle.
These challenges include a lack of automation caused by limited APIs and file format
interoperability problems. These are compounded by a lack of scripting skills which
results in a lack of analysis scale (e.g. analysing 200 buildings is hard). Similarly
there are limited resources to handle large repositories of analysis results and designs
and particularly the tools to produce insight from large quantities of analysis results.
These challenges and their causes will be discussed in section 2.2 (p39) with a particular
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focus on computational challenges in section 2.3 (p47). Such challenges have made
rapid quantitatively analysed design cycles difficult to achieve with an average project
containing only two or three quantitative iterations [35]. This lack of iteration prevents
design improvements which could be obtained through multiple quantitatively-analysed
design iterations.
Within the aerospace and automotive industries a range of computational support
over the last few decades has generated an range of design-analysis platforms for use in
product development [29] [27] [80] which address many similar challenges within these
industries. Whilst a few attempts (e.g. [36]) have been made to apply these systems to
the architectural context many additional challenges are faced. For example allowing
design decomposition for per component analysis, or supporting collaborative working
by many practitioners from many disciplines each with their own models. Section 2.4
(p51) considers the techniques these systems employ and their adaptability to the AEC
industry.
Taking these systems as inspiration a wide research front has grown looking into
Computational Design Optimisation (CDO) aiming to automate the process of finding
the optimal design and engineering to meet specific cost, structural [102] and more
recently qualitative considerations [17]. These systems combine an optimisation algo-
rithm (normally a genetic one) with parametric or procedural design tools to generate
design alternatives. A number of analyses are then used to benchmark the design to
provide a fitness function to the genetic algorithm. A number of these approaches will
be discussed in section 2.5 (p56).
Finally there have been several areas of research tackling particular challenges faced
by the industry. Most notably that of interoperability where two approaches have
grown. The first approach uses interchange file formats such as the Collada format [55]
for digital files, Industry Foundation Classes (IFCs) [22] for building models among
others [37] [42]. The second approach uses a more active server based collaborative
repository approach as shown in the rise of Geographic Information Systems (GIS) and
Building Information Modelling (BIM) databases and collaboration systems, the second
of which has generated a wide literature with many outstanding challenges [32]. Section
2.8 (p71) discusses these approaches and draws conclusions for successfully mitigating
the challenges.
Despite this breadth of techniques and approaches a research question still remains
open, namely how to bridge the gap between the design cycle and the analysis cycle
within the urban masterplanning community and which techniques are most effective at
generating design insight in such a system. The majority of the techniques discussed in
this chapter are not targeted specifically at urban masterplanning design and analysis.
This thesis aims to explore which computational techniques and models are required
and effective at generating design insight and resolving existing challenges in urban
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masterplanning. Several recent successful projects employing CDO techniques [89]
have demonstrated the benefits of resolving these computational challenges. However
this thesis demonstrates that more valuable than design optimisation techniques are
approaches to provide design and design space insight to the design and analysis teams
of which CDO is just one.
As examples to the reader, design insight in this field is varied and ranges from
identifying problems such as:
• Quantifying the performance of the design.
• Identification of the worst-performing districts in a masterplan.
• Comparison of different design alternatives for example using different densities.
• Exploration of the effects of design strategies such as district energy systems.
• Finding the optimal mix of residential and commercial development.
• Ensuring the design meets certain minimum performance criteria.
In this chapter we will explore the computational challenges faced by the AEC in-
dustry with a focus upon urban masterplanning in section 2.2 (p39); drawing a list
of computational challenges in section 2.3 (p47). We will then consider in section 2.4
(p51) a number of engineering design optimisation systems used in the aerospace and
automotive industries with considerable techniques and identify a number of common
techniques used to address these challenges. We will then review the techniques used
in the more recent architectural CDO systems for generating design insight in section
2.5 (p56). We will then consider in section 2.8 (p71) a number of techniques addressing
particular challenges identified in the AEC industry such as interoperability together
with examples of techniques likely to be useful within the AEC industry such as visu-
alisation in section 2.7 (p66). Finally this chapter will draw together in section 2.10
(p80) a set of hypotheses for effective computational techniques for use resolving the
challenges faced by the industry.
2.2 Architectural Industry Challenges
In order to give the reader a background in this industry we explore the unique chal-
lenges faced by the AEC industry. We then seek to extract the implications and op-
portunities for computation to help resolve these challenges. In the following section
we discuss these computational challenges in more depth and focus upon the challenges
which will be address through this thesis. Such challenges are often the reasons why this
industry has not adapted the computational toolkits commonly employed in other more
computationally advanced product design automotive and industries (e.g. aerospace)
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which are used to carry out automated quantitative design assessment rapidly enough
to provide feedback during the design cycle resulting in higher performing designs.
• Fragmentation of the industry – Each stage of the commissioning, design,
analysis, construction and operation lifecycle will frequently be undertaken by
different companies and will involve many different disciplines. In addition it is
very common for different design disciplines to be subcontracted with civil engi-
neering, infrastructure, landscaping and transportation planning amongst others
not only being different disciplines but being undertaken by different firms. Fi-
nally even within a single design stage it is likely that analysis will be undertaken
by many firms with transportation, fluid dynamics and other disciplines being
outsourced away from architectural design firms. This level of fragmentation
differs from aerospace where one company will control many of these stages with-
out barriers of communication, contracting and confidentiality. These barriers
will reduce communication, design and analysis iteration and speed of modelling.
Within this fragmentation we see specifically
– Design / Analysis – Since each analysis cycle will be a new contract
item which must be paid for there is limited financial incentive for many
cycles of quantitative design improvement beyond satisfying the client with
the design, its performance and ensuring it meets regulatory and planning
permission constraints.
– Analysis / Subcontractors – Frequently different analysis disciplines such
as carbon assessment, energy demand and traffic modelling will be con-
tracted to different companies which makes cooperation in assessment diffi-
cult. This is a key challenge to the cooperation which is key to accurate and
rapid analysis given the highly interrelated nature of design assessment and
particularly carbon assessment.
– Design / Build – The architects and analysis engineers will frequently not
be in charge of the construction process beyond producing design documen-
tation and an oversight role. This reduces feedback on construction problems
and incentives to improve the design performance in light of feedback gained
in the construction process.
– Build / Operate – A widely acknowledged problem within the industry
[64] is the lack of post occupancy performance data from constructed de-
signs. Even where performance data, for example in energy consumption,
is present, there is frequently an order of magnitude error between collected
data and the original analysis results.
• Lack of design feedback – Stemming from this fragmentation an architect will
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normally receive limited feedback on their design particularly once it is built and
in regular use.
Computational Requirements:
– Collaborative working environment enabling feedback on de-
signs from multiple companies and stakeholders in a timely and
insightful way.
– Security of confidential data, particularly when multiple firms
are involved within a project.
– Tracking of work done across and within firms for accurate
billing and completion of contracts.
– Data sharing framework with requests for data and provenance
tracking. This would support collaboration by ensuring the data
required for analysis is shared correctly.
– Integration of operational sensor data into analysis models. This
would help close the gulf between architectural design and engi-
neering and the building managers who operate the buildings.
• Bespoke design – Almost every architectural design will be unique. This is not
only due to the artistic nature of architecture but primarily due to the unique
opportunities and constraints of each design which will vary with location, client
and planning regulations. This is a substantial difference from the automotive
industry where each model of car will be an improvement on its predecessor aiming
to meet the same challenges to a better degree. This also limits the transferability
of any feedback from the design and construction process. This is a particularly
acute problem in urban masterplanning due to the limited number of such projects
and their uniqueness. In addition the timescale of an average masterplanning
project can be several decades from initial design feasibility studies and design
competitions to the completion of construction and many projects are never fully
completed. This means that feedback cycles are very slow and may occur only a
few times within a career.
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Computational Requirements:
– Robust and adaptable computational analysis under multiple
scenarios to cope with bespoke designs and unusual engineering.
– Manage design and analysis results and databases within and
between projects to aid transferability of insight by trying to
extract common lessons from hundreds of bespoke designs.
– Analysis which is simple to employ and provides valuable design
insight.
• Design competitions – Frequently large architectural projects and particularly
urban masterplanning projects will be put to a design competition where archi-
tects will submit concept designs for the development which will then be used
to choose the preferred urban masterplanner. These designs are normally only
completed at a high level, without quantitative design assessment and often with-
out involvement of technical disciplines. Hence these concept designs are likely
to perform poorly in terms of sustainability, cost of construction, energy con-
sumption and so forth. The challenge this presents is that the design competition
submission will then shape the broad shape of the subsequent design and limit
opportunities for improving design performance since many design decisions are
already fixed by the concept design.
Computational Requirements:
– Analyses which support concept level design with quantitative analysis
results, particularly support analysis based on the limited information
available during concept design.
– Analysis cycles which are quick enough to respond to the short time
scales and often daily evolving designs during a design competition.
– Tools to support increasing design detail as the design progresses; par-
ticularly avoiding needing to redraw of change analysis program.
• Limited participatory design – The design process often doesn’t involve the
client directly but rather consists of iteratively understanding requirements and
presenting a solution. More potential value is to be gained for actively exploring
the design space with the client [93] and understanding the costs and benefits
from each direction the design could move in.
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Computational Requirements:
– Tools for effectively communicating design performance to the client and
other stake holders.
– Tools presenting quantitatively-analysed design options to the client in
an intuitive manner allowing design space exploration in client–designer
meetings.
– Rapid enough design / analysis cycle for use between or even within
client meetings [95] [76].
• Number of disciplines – A typical masterplan assessment may include feedback
from transport planners, carbon assessors, Heating Ventilation and Air Condi-
tioning (HVAC) system designs, lighting design, wind modelling, energy demand
modelling, energy supply modelling, PhotoVoltaic (PV) specialists, water plan-
ning, electrical planning, gas planning and many more. This range of experts
is not normally required in product design nor within the normal optimisation
studies frequently undertaken in more computationally advanced product design
industries such as the defence, automotive and aerospace industries.
Computational Requirements:
– Ability to support many different disciplines analysis engines.
– Improved interoperability with many different file formats used by a va-
riety of disciplines.
– Enable integration of different analysis models to support multidisci-
plinary analysis workflows and investigations.
• Regulatory Approval – while car and plane design will need to meet certain
safety, emissions and road tests they do not face regulatory oversight of their
design in the same way that an architect must obtain approval of their planning
authorities covering aspects including aesthetics. Until recently there were limited
regulatory requirements for design performance in terms of energy consumption
and carbon emissions which focused the design process on other aspects of the
design which didn’t require quantitative assessment.
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Computational Requirements:
– Ability to rapidly and automatically check if a design meets regulatory
standards and performance targets.
– Ability to communicate design performance to general public (particu-
larly in comparison to worse performing but more traditional designs).
• Ad–hoc custom models – Many analysis disciplines use ad–hoc analysis mod-
els created by practitioners to assess designs. These models are frequently created
as spreadsheets or custom scripts to interact with more well–known analysis soft-
ware.
Computational Requirements:
– Flexibility to integrate and automate ad–hoc models and scripts.
• Fragmentation of Software – With a few exceptions most design and analysis
software systems are separate entities and limited focus is put on interoperability
requiring frequent re-construction of the same design in different software (e.g.
to provide airtight geometry needed for an airflow analysis). Similarly different
analysis software doesn’t interoperate well. Whilst there are standardised formats
for some disciplines within the industry these are often narrowly focused. Differing
focus and data layout compounded by poor tool support make moving between
formats challenging.
Computational Requirements:
– Ability to support many interoperability formats.
– Ability to handle conversion between file formats.
– Ability to transform geometry into the required formats for different
analyses and disciplines.
– Extensibility to support many design and analysis programs.
• Urban Masterplanning Analysis Scale – Comparing urban masterplanning
with the more typical building design we see a large increase in scale, for example
a masterplan may contain dozens of city blocks each containing many buildings.
Current most architectural analysis models do not offer the capability to support
analysis on multiple scales. Instead one model is used for the whole develop-
ment while another is used on a per building scale. However other than custom
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scripting there are no tools supporting the analysis of hundreds of buildings indi-
vidually. Additionally the breadth of scales is also a challenge; particularly when
considering implications across scale levels. For example an architect may be
interested in the maximum height of a particular building to ensure right to light
for its neighbours, but at the same time be concerned with the overall city scale
potential for employing solar panels across the development and so will wish to
avoid overshadowing.
Computational Requirements:
– Ability to scale analyses to larger designs. For example automatically
analysing hundreds of buildings in a design rather than a limited number
manually.
– Ability to exploit levels of detail as the design develops for analysis and
visualisation. Enabling the same analyses to be used for both the con-
cept, masterplanning and detailed design stages of design.
– Ability to manage analysing hundreds of separate design elements, care-
fully collating analysis results for subsequent analysis.
– Ability to manage multiple analysis scales and enable integration between
different analysis scales.
• Speed of Analysis Cycle – As discussed in [35] and confirmed in discussion
with Arup practitioners the analysis cycle for a design is frequently substantially
longer than the design cycle. This has a number of effects including out-of-date
analysis results being used to inform decisions and design iterations occurring
without quantitative assessment. This frequently results in analysis being used
only to show regulatory compliance of the final design rather than as a tool for
design improvement. Partly this is due to the challenges identified previously,
particularly interoperability problems and the fragmentation of disciplines and
software between companies. One important thing to understand here is that
the analysis “results” returned to the client may not simply be the output of
the software but a large report discussing the analysis results and the analysts
investigations into the design, its performance and options for improving this.
Thus there are two challenges and potential benefits here. Firstly the chance
of improving the speed at which analysts can return simple analysis results in
a format comprehensible by the client. Secondly a requirement for improving
the capacity and crucially the speed at which the analyst can undertake their
investigations into design performance and potential improvements. We note
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from discussions with engineers a positive connection between the two, in that
improving simple analysis efficiency will allow more time for the engineer to focus
on their investigations which is the part which they can provide most value to
their client.
Computational Requirements:
– Ability to rapidly analyse a design to provide more immediate insight to
improve the next design cycle.
– Ability to support computational investigations into design performance
under many scenarios.
– Ability to automatically produce deliverables of direct use to clients and
to engineers (e.g. graphs and visualisations).
• Challenges of Retrofit – 80% of the buildings that will stand in 2050 in the
UK are already built [58]. Many architectural design challenges and particularly
urban masterplanning projects will contain a substantial retrofitting challenge
– whether to rebuild or retrofit, which strategies and technologies to employ to
what degree. Gaining data on existing buildings and their performance can be
challenging as can analysing the potential impacts of interventions upon these
buildings.
Computational Requirements:
– Ability to seamlessly handle many sources of design data (e.g. existing
conditions and retrofit design).
– Ability to combine analyses to identify effects of retrofit on existing build-
ings.
– Ability to incorporate sensor and social data into analyses to support
assessment of the impact of retrofit strategies.
• Computational Skills – Within the AEC industry there is limited formal train-
ing in computational skills. Whilst many users interact daily with complex design
and analysis tools few users have formal or informal training in scripting or data
handling. Those who do are often younger in the industry and lack the experience
and intuition of discipline experts [66]. This mismatch can result in poor design.
Enabling wider use of scripting and automation could give many benefits to this
industry should this skills gap be bridged.
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Computational Requirements:
– Simple user interfaces, with shallow learning curve that still enables users
flexibility.
– Leverage existing models and skills; for example exploiting the
widespread use of Microsoft Excel and its formula language.
These challenges show the unique challenges faced by the architectural design and
analysis industry. This thesis explores how many of these challenges can be at least
partially addressed by better computational support. However given the limited adop-
tion of computational support it is likely that the best computational techniques have
not been formulated or applied to the area. We will now consider the computational
requirements for unifying urban masterplanning design, analysis and evaluation before
considering the computational techniques currently applied to address similar chal-
lenges in this industry and in the more computationally mature aerospace and auto-
motive industries.
2.3 Computational Research Challenges
Having discussed the challenges the AEC industry faces we now explore these challenges
both in terms of computational engineering needs and research challenges. Considering
that each of these challenges contains both an engineering and a research component.
We then conclude by focusing this thesis upon a selected subset of the research chal-
lenges identified.
• Improve Analysis Speed - for quicker feedback enabling more analysis itera-
tions and quantitative design improvement. Substantial benefit could be gained
from improving analysis speed such that each design iteration is analysed. Sim-
ilarly a fast enough analysis cycle to respond within the window of a design
decision would give substantial scope for improving design performance at a criti-
cal stage. Finally should analyses be fast enough for use within client meetings as
new options are discussed and a coarse analysis performed for real time feedback
the design process could provide many benefits [93] [76].
– Engineering Issue – Use software performance optimisation techniques to
improve the speed of analyses (such as parallelism and caching).
– Research Question – How can workflow automation platforms be adapted
or created to target specifically the urban masterplanning community to
improve integration between the design and analysis cycles with a faster
analysis cycle.
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• Support Collaboration - allowing simpler multi-disciplinary work, ameliorating
concerns with sharing data such as confidentiality and tracking work done to
enable accurate billing. Providing simple communication between disciplines,
designers and clients.
– Engineering Issue – Create web based platforms which enable collabo-
ration, data sharing and communication surrounding design and analysis
files.
– Research Question – Identify how to track provenance of data, model and
analysis updates and contractual obligations within this industry.
• Support Analysis at Scale and in Detail - Enable practitioners to produce
better performing designs involving hundreds of buildings; each analysed using
detailed models normally only used on a single building. Manage this data and
identify means of highlighting useful design insight. Support different scales of
analysis and analysing all design components with analysis at their scale and
level of detail. For example running an energy demand model for each building
followed by a development wide district energy system optimiser [53].
– Engineering Issue – Provide computational frameworks to setup, run and
manage analyses.
– Engineering Issue – Provide simple management of design and analysis
data across many dimensions of the design space and design decompositions.
– Engineering Issue – Utilise level of detail support within CAD design
formats.
– Research Question – How to provide a data model which supports multi-
scale analysis integration based upon level of detail information within design
formats.
– Research Question – Investigate whether it is possible to provide default
versions of analyses, with different levels of detail and localisation, which
apply to concept designs and then to more detailed designs as they are
developed.
– Research Question – How can practitioners be supported in dealing with
a dramatic increase in the quantity, complexity and level of detail in analysis
results?
• Support Diversity & Enable Integration - of analyses, of disciplines, of
design data, of data formats, of to enable flexibility within the industry and
allow collaboration while avoiding the fragmentation currently inherent. This will
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enable multi-disciplinary work by exploring the interactions of different models;
as will supporting ad-hoc models which are common amongst practitioners.
– Engineering Issue – Wherever possible use standard techniques and data
models which are common across the plethora of propriety and open data
formats and industry standards. (such as those outlined in section 2.8
(p71))
– Research Question – Investigate format transformation engines and design
query languages for translating between open standards.
– Research Question – Which methods of model integration are effective in
this industry? For example shared ontologies, format transformation engines
and automatic integration of models based upon ontologies.
• Integration of Sensor Data - from the physical design environment and ex-
isting designs into analysis models to impact design decisions based on existing
conditions and current building performance. Sensor data could also be used to
improve analysis accuracy by validating models.
– Research Question – Explore the most efficient means of collecting, com-
municating, storing and analysing sensor data in the built environment.
– Research Question – Explore algorithms for monitoring sensor data streams
and producing insight.
– Research Question – Explore how sensor data can be integrated into ex-
isting insightful analysis models, for example building energy models.
• Improve Communication - provide tools for producing deliverables which en-
able better communication between disciplines, designers, clients, regulatory au-
thorities and the general public. Through clear information visualisation and
interactive 3d environments.
– Engineering Issue – Provide clear, integrated and automatic 3d visualisa-
tion of quantitative data geolocated in an explorable environment.
– Research Question – What are the best methods for clear communication
of complex engineering data in such a way that trends and anomalies are
clear and provide insight across disciplines.
– Engineering Issue – How to provide online distribution of 3d environments
enabling communication of design and analysis results with the wider general
public [94].
• Support Investigations & Design Space Exploration - Provide practition-
ers with the capabilities to explore the design options and decision using analysis
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of multiple design and scenarios. Use techniques such as parameter studies and
sensitivity analysis to rapidly explore the design space to provide insight for prac-
titioners.
– Engineering Issue – Manage design and analysis data and allow efficient
design space exploration to enable comparison and identification of trends
across results.
– Research Question – How can a computational framework be flexible
enough to support the rapid definition and composition of scenarios to define
investigations into the design space.
– Research Question – How effective are design of experiments, optimisation
and sensitivity analysis techniques in the context of the AEC industry?
In summary the context and end goal of all of these engineering issues and the
research questions that drive them is to Produce Design Insight for the practitioners
within this industry. This is perhaps the most critical concern since without producing
design insight for practitioners and clients there is little utility for the adoption of the
computational techniques proposed in this thesis.
2.3.1 Focus of this Thesis
Having a presented a broad range of computational research challenges within this
industry we now focus upon the following research areas as the scope of this thesis.
These research questions form the minimal set of progress required to demonstrate the
benefits that a unified approach to computation could bring to this idnustry.
• Research Question – How can workflow automation platforms be adapted or
created to target specifically the urban masterplanning community to improve
integration between the design and analysis cycles with a faster analysis cycle.
• Research Question – How to provide a data model which supports multi-scale
analysis integration based upon level of detail information within design formats.
• Research Question – How can a computational framework be flexible enough to
support the rapid definition and composition of scenarios to define investigations
into the design space.
• Research Question – How effective are design of experiments, optimisation and
sensitivity analysis techniques in the context of the AEC industry?
In answering these questions their attendant engineering issues must also be ad-
dressed. The remaining research questions identified form the future work and hinge
upon successful solutions to these questions.
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We will now explore the current state of the art in addressing these questions, start-
ing first with lessons which may be learned from other more computationally unified
industries.
2.4 Product Optimisation Frameworks
Computational automation in the aerospace, automotive and product design industries
is substantially more advanced than current practice within the AEC industry [35].
Hence we consider first a number of integration and automation systems in use within
these communities. We seek to identify the key computational techniques in use so that
their applicability to the AEC industry may be evaluated.
2.4.1 Comsol Multiphysics
Comsol Multiphysics [27] is a multi-disciplinary design and simulation framework. It
provides either import or live-linking with several mechanical CAD programs such as
SolidWorks and enables the running of multiple engineering analyses including acous-
tics, computational fluid dynamics, heat transfer and earth science simulations. Hence
a design can be analysed by multiple disciplines using a single framework. The results
are visualised using a variety of two and three dimensional plots as well as visuali-
sation in 3d by texturing design geometry or displaying vector fields surrounding the
component to demonstrate wind flow.
The framework centers on a “Model Tree”. This holds all project data such as global
definitions (design parameters), a geometry tree including geometrical elements and
modifiers, a set of analysis models from various disciplines and finally a set of results.
Each of these data sets is stored in a distinct branch of the “Model Tree”. Various
tree nodes may also contain child parameter nodes for configuring analyses. It is also
common to link analysis nodes to geometry and variables. This allows linking analysis
models to specific parts of the geometry of the design. For example linking a heat-flow
analysis to a piece of geometry which is the heat-source.
Finally we should mention that Comsol Multiphysics has a strong focus on design
optimisation. This is achieved by writing custom Matlab [68] plugins for the purpose
which take advantage of Matlab optimisation routines.
Key capabilities, data models and computational techniques:
• Plugin system for analyses supporting a range of multidisciplinary analyses.
• Global parameter definitions.
• Single “Model Tree” holds all project data with subsections for design parameters,
models, design and results.
51
• Geometry tree breaks design down per geometry element for analysis.
• Design space exploration via optimisation, parameter sweeps and sensitivity anal-
ysis.
• Link analyses to parts of the geometry tree.
2.4.2 Model Center
Phoenix Integration’s ModelCenter [80] is a simulation control and design optimisation
package focused on the engineering and electronics industries. It provides strong links
with CAD and engineering analysis programs such as CFD models. This enables the
design of a simulation through a graph based layout allowing interconnection of CAD
and analysis programs. For example connecting a parametric CAD program with a
CFD package to try to optimise the design of a propeller. This data model places
the tools as first class citizens rather than the design under analysis. By this we
mean that the primary graph data structure that forms the user-interface consists not
of design elements but instead of analyses and optimisation nodes. The strengths
of ModelCenter lies in its strong integration capacities as well as the design space
exploration and optimisation tools which are included. These include various design of
experiments techniques for sensitivity analysis [71] and several optimisation approaches
including gradient based solvers as well as genetic algorithms for less well formed design
spaces. The focus on integration extends to the ability to connect to custom tools via
a command line wrapper and a developers SDK for writing plugins via the Common
Object Model (COM) interface. Phoenix Integration also provide tools to manage the
running of design simulations on a compute cluster and collating the results. A wide
suit of visualisation tools are also included to display response surfaces as the design
space is explored.
The focus of this product is on the aerospace and automotive industries and there
are currently no tools for connecting the types of analysis which are used within the
architectural world. Though as described in section 2.5.2 (p58) explorations have been
made to make these connections.
Key capabilities, data models and computational techniques:
• PHX CenterLink [79] enables grid computing to provide rapid computational
analysis.
• Customisable analysis integration tools, wrappers and SDK.
• Focus on analyses and their links as first class citizens.
• Wide range of sensitivity analysis algorithms included to explore performance
sensitivity to design parameters.
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2.4.3 ModeFrontier
Esteco’s ModeFrontier [34] is an integration platform focusing on numerical multi-
objective optimisation. It contains a wide range of plugins to link with analysis soft-
ware and support a variety of scripting plugins for data processing and optimisation.
Similar to ModelCenter the data model consists of analyses linked together rather than
a description of the geometry as with the Comsol platform. One difference however is
that experiment set up is included as a module within the workflow graph.
The platform supports design of experiments techniques [71] to enable design space
exploration. This is a branch of statistics relating to constructing optimal sets of
experimental runs in order to gain the most information about the design space. This
technique is coupled with response surface modelling algorithms which create 3d plots
of design performance through a design sub-space. The platform integrates a set of
multi-criteria decision making tools to aid decision makers in complex choices between
alternatives. Again this software is focused on product design and the automotive
industry with limited connection to the AEC industry.
Key capabilities, data models and computational techniques:
• Scripting plugins in a variety of languages
• Multi-criteria decision making tools
• Response surface modelling based upon design of experiments (sensitivity analy-
sis)
2.4.4 Isight
Isight [29] is another product design workflow system allowing the integration of various
analyses with optimisation algorithms and custom scripts. It is targeted strongly toward
product design with integration to parametric design software such as Catia and focus
on connection with engineering analyses such as finite element analysis. The software
is able to explore the design space using design of experiments techniques, optimisation
and Monte Carlo simulation.
Key capabilities, data models and computational techniques:
• Close integration with 3ds product suite for product design
• Grid compute engine
• Design of Experiments analyses and optimisation engine.
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2.4.5 Conclusions
There are many widely used and well developed design optimisation / workflow systems
for product design in the aerospace and automotive industries. These tools address
many of the same challenges faced in the AEC industry, namely increasing the speed
of analysis iteration, managing data and trying to address interoperability challenges.
However despite providing integration with a couple of cross disciplinary tools, such
as AutoCad and support for computational fluid dynamics, there is very limited ex-
plicit support for crossing over to the AEC industry (with the exception of a study
with ModelCenter which is described in section 2.5.2 (p58)). The missing links in-
clude integration with architectural design tools, particularly parametric tools such as
Grasshopper and Rhinoceros. Similarly there are no links to the plethora of disci-
pline specific tools such as IES for building energy simulation, nor to tools for traffic
modelling, pedestrian modelling, fire simulation, infrastructure planning and similar
disciplines.
Aside from this lack of model support one of the key reasons for the lack of adoption of
these tools within the AEC industry is primarily a focus on optimisation not shared by
architects. There are also organisational and skill set related reasons for not adopting
these disruptive tools. None of these frameworks are targeted at the AEC industry
specifically with custom integration to commonly used design and analysis packages.
Finally the lack of an appropriate data model which centres on the design and its
structure is also a barrier.
Whilst many of these frameworks focus on optimisation, this is not normally a key
requirement in the AEC industry where analysis of the architect’s design rather than the
optimisation of the design is the key service being performed. That is not to say there is
not scope and research into optimisation of design, however it is only a small proportion
of current practice. Closely linked, within these frameworks, with optimisation are
design space exploration techniques which are widely and successfully used to enable
design insight by identifying the effects of varying design parameters. Foremost among
these are various Design of Experiments (DoE) techniques which enable sensitivity
analysis (see section 2.7.2 (p68)). Sensitivity analysis will identify the key parameters
for affecting a Key Performance Indicator (KPI) enabling practitioners to focus on
design improvement. This should be one key technique to enable the exploration of a
large and unstructured design space found in architectural design and its efficacy in
the AEC industry should be explored.
Another potential reason for a lack of transferability to the AEC community is the
data model in use within these frameworks. There are a variety of data models in
use, however all share a focus on letting the user to interact with the analyses and
optimisation algorithms being linked together to form a workflow rather than on the
design under study. This limits interaction with the design, its form and components.
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This is because all of these frameworks focus on whole product analysis rather than the
analysis of design components (e.g. many buildings in an urban development). Only
one of these framework (Comsol) explicitly includes the design and its components at
a high level in the data model giving equal prominence to the design geometry and
the analyses being undertaken. In part for this reason there appears to be no explicit
support for multi-scale analysis. A representation of the design enabling multi-scale
analysis is likely to be key for gaining support in the masterplanning community and
should be explored in more detail.
We also note that model integration remains a key challenge in product design as in
the AEC industry. Two approaches are taken: firstly the development of comprehensive
plugins, and secondly support for ad-hoc integration via wrappers and python scripting.
Within the AEC community there are a number of integration formats and frameworks
which will be discussed in section 2.8 (p71).
Other key techniques include the parallelisation of workflow tasks and it is a com-
mon aspiration to export simulations to grid or cloud computing resources for analysis.
Management of analysis results is another key enabler for these products as is a wide
variety of visualisations of analysis results. These take either the form of 3d environ-
ments showing physical phenomena on a 3d model of the product being analysed. Or,
alternatively a variety of design space, response surface and pareto front1 visualisa-
tions are used to communicate the undertaken design space exploration. These allow
comparison of analysed design options on multiple axes or based on performance on an
objective function, finally response surface modelling allows estimation of the perfor-
mance design options not considered which lie between analysed alternatives. These
techniques should be transferable to the AEC community with pareto fronts frequently
used in computational design optimisation work as discussed in section 2.5 (p56).
Finally there are a number of systems modelling frameworks (e.g. [69]) which aim to
simulate the performance of mechanical, electrical and hydraulic systems by creating
intricate process and component diagrams of the design. However these are outside
of the scope of this literature survey, since they are modelling environments for cre-
ating analyses rather than workflow environments for managing the multi-disciplinary
analysis of a design understudy.
This thesis seeks to identify the transferability and efficacy of the techniques employed
by these frameworks to the realm of architectural analysis on the urban masterplanning
scale. We will now consider current research projects in this sphere.
1A pareto front is the set of designs which are pareto optimal. A design is pareto optimal only when
there does not exist a design which performs better than the design in all performance aspects
considered. A pareto front is normally shown visually on a 2 or 3 dimensional graph.
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2.5 Architectural Optimisation Frameworks
In this section we consider a number of research projects and commercial tools which
are specifically targeted at the AEC industry. These tools have as their goal the op-
timisation of the design and/or the multi-disciplinary analysis of a design. We aim to
explore their construction, data model and the computational techniques they apply
along with their efficacy.
2.5.1 Intelligent Design Objects
“Intelligent Design Objects” [17] [25] is the title of the thesis work of Michael Bitter-
mann. The objective of this work is to provide a means of integrated design analysis
and optimisation on the building scale taking into account the qualitative aspects of
design wherever possible.
The system is based around a parametrised design and a genetic optimisation algo-
rithm. Design analysis is undertaken by a novel probabilistic visual perception model
which simulates human perception of objects, for example the visibility of a lift from a
building entrance. The measurements taken by this means of analysis along with cer-
tain spatial measurements are fed into a performance tree which evaluates the design.
Design performance is first standardised using expert-defined preference functions into
the range 0–1. Individual preference measures are then aggregated via a neural “fuzzy”
tree which uses Gaussian functions and user weightings to create an aggregate prefer-
ence metric. This method of design assessment is then used with a genetic algorithm
to optimise the design. A relaxed Pareto front method is used to produce clusters of
near optimal designs. The first set of child nodes in the performance tree are used as
the aspects of the design to optimise for.
This automatic “Intelligent Design Objects” optimisation system is envisioned to be
used by the designer as part of a bigger design loop. Successive rounds of optimisation
produce groups of Pareto optimal designs, comparing between these allows the designer
to refine their design and their design criteria encoded in the performance tree. The
IDO system has been applied to two published case studies. First optimising the
layout of a foyer to maximise retail space and resolve several navigation concerns and
secondly optimising the arrangement of a small group of houses to maximise both
garden space and visual privacy. In both cases a range of novel solutions were produced
and optimised.
The performance tree within the IDO system is effective and provides the designer
with a breakdown of preference. However this means that although multiple areas of
preference can be considered, the raw quantitative performance figures are not dis-
played to the designer (being obfuscated by the preference functions). This limits
the designer’s knowledge of the design, reduces analysis and limits the scope for clear
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decision-making since decisions are made on subjective measures of preference. In part
this is due to the type of an analysis employed (a visual perception engine). Addition-
ally the performance tree undertakes an aspect-orientated2 performance decomposition
– that is each sub-tree covers a different performance criterion or aspect of the design.
In this context, aspects are simply different axes for assessing the performance of a
design. This aspect-orientated tree is good for enabling the designer to express the
goals the optimisation system should meet, however it does not necessarily support
analysis of design performance objectively since the performance of design components
is not mapped. This aspect orientated performance decomposition is in contrast to a
component-orientated one where the components of the design are displayed in the tree
and generate performance (see for example section 2.5.3 (p58)). This means that it is
difficult to pin down each component’s contribution to the design’s performance so as
to help the designer envisage the most effective areas of the design.
The IDO system is clearly a novel and successful design optimisation system, pro-
ducing interesting optimised results in case study applications by using the novel visual
perception analysis. However more widespread application of the framework is difficult
since it does not have a (published) underlying computational framework for integrat-
ing other analyses beyond the one developed in the thesis. This limits the effectiveness
of the system since it cannot support analysis from multiple disciplines so as to give a
wider overview of design performance. The performance tree with its preference cap-
ture and processing appears effective providing it is set up correctly (no information
is given on how long this process takes). The optimisation algorithms are effective at
optimisation however while the designer can explore optimal design the system gives
little information on the effect of particular parameters or decisions.
Key capabilities, data models and computational techniques:
• Integration with parametric design tools.
• A novel probabilistic visual perception model which simulates human perception.
• Genetic optimisation algorithms.
• Relaxed Pareto optimality criteria to generate a range of near optimal designs.
• Performance tree measuring preference with neural “fuzzy” aggregation functions.
• Aspect orientated performance tree.
2“aspect-orientated” in this work refers to the evaluation of design performance and should be differ-
entiated from aspect-orientated programming which is a different concept.
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2.5.2 Multidisciplinary Process Integration and Design Optimization
In their paper “Multidisciplinary Process Integration and Design Optimization of a
Classroom Building” [36] Flager et al discuss and demonstrate the application of Pro-
cess Integration and Design Optimization (PIDO) techniques common in the aerospace
and automotive industries to an architectural design study. To do this they exploit
Phoenix Integration’s ModelCenter (see Section 2.4.2 (p52)) to carry out integration
and optimisation tasks. The resulting system uses a parametric CAD model connected
to a number of different evaluation packages such as a Finite Element Analysis (FEA)
package used to test structural integrity, and a construction cost model. This system
is then optimised to try to create a design of maximal performance. The results are
encouraging. The process is able to optimise a design successfully on aspects calculated
by different analysis packages while considering a number of constraints. The project
also overcomes several integration problems though not without several hundred hours
of development time.
Whilst this system is effective at optimising the case study design it allows only para-
metric variation of a small number (6) of design parameters, which does not constitute
a large fraction of the total design space. Analysis results similarly cover the whole
design and do not give insight into the performance of particular design components.
Similarly there is no insight into the composition of the design’s performance which
might be given by use of a performance tree. Whilst Model Center’s design space visu-
alisation techniques are effective there is no integrated visualisation of the actual design
under consideration. However this approach does show the potential benefits of adopt-
ing techniques from product optimisation systems to the AEC industry; particularly
from design space exploration and a standardised integration framework.
Key capabilities, data models and computational techniques:
• Used Model Center platform for integration and optimisation providing standard
interoperability and integration.
• Genetic optimisation algorithm
• Integrated multiple design analysis programs
• Design of Experiments techniques for design space exploration
2.5.3 Component-oriented Decomposition for Multidisciplinary
Design Optimization
In [38] Philipp Geyer presents a “Component-oriented decomposition for multidisci-
plinary design optimization in building design”. This design optimisation system works
by optimising building components. This system utilises annotated Industry Founda-
tion Classes (IFC’s - see section 2.8.5 (p74)) to represent design components (such as
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rooms, roofs and steel frames) and construct a model of a building. This is then anno-
tated with analysis layers from multiple disciplines to compute performance (e.g. cost
of a steel frame element). This is aggregated by a separate performance tree which
aggregates per-discipline performance trees together with a preference tree using pref-
erence functions. This system is then used with a multi-objective genetic algorithm to
optimise a building design to meet the specified requirements of an architect. Differ-
ent choices of material, construction and dimensioning are enabled by varying the IFC
classes involved in the design. Structural analysis ensures the design is realistic and
some components contain an optimiser to ensure correct dimensioning. Other analyses
test performance for different disciplines. Integration with Phoenix Integration’s Model
Center (see section 2.4.2 (p52)) enables use of a multi-objective genetic algorithm to
optimise the design to meet numerous goals simultaneously. The use of this system is
envisaged similarly to the Intelligent Design Objects system described in section 2.5.1
(p56) with the designer setting up the model, running the optimiser then reviewing
the results and modifying the model and performance tree to suite new design features
and objectives. The optimiser will not only try to meet the constraints extracted from
the components but also to choose the best types of materials or types of structure
(e.g. beam type) in order to meet the specified goals. This together with the realistic
engineering, involvement of multiple disciplines and intelligent components are used to
produce realistic designs and are the key and novel features of this work.
This project makes good use of IFC’s for design representation as a key enabling
technology for creating the design decomposition which forms the heart of this project.
However questions remain over the complexity of creating such intricate building, analy-
sis, evaluation and optimisation models. Particularly it would be interesting to consider
the fragility of the highly-interrelated design components and their analysis annotation-
s/links and links between the performance tree and the analysis results. It is interesting
to see separate performance and preference concerns in the design evaluation tree since
this will enable quantitative assessment of design performance, however similar to [25]
the modelling of accurate preference representation is challenging.
The initial set up of IFC’s can constrain the design space exploration that is possible
[45]. For example by not allowing variation in parts of the component graph or by
shaping the graph to only accept particular structural solutions (e.g. cuboid shaped
buildings). This is something the author has addressed in other work [39]. However
this system remains more expressive than the IDO system discussed in section 2.5.1
(p56), as it enables the use of different components (e.g. different steel structure types)
rather than just the dimensioning and parametrisation of objects seen in the IDO
system. It would be interesting to consider how this approach could be scaled to the
urban masterplanning level, perhaps by taking advantage of city-level interoperability
standards such as CityGML (which will be discussed in section 2.8.2 (p72)). Finally
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since a component-orientated decomposition is taken it would be interesting to consider
per-component performance, however this is not discussed within the project. How the
concepts and techniques in this project map to the urban masterplanning scale will be
discussed during this thesis in section 3.8 (p108).
Key capabilities, data models and computational techniques:
• Use of Industry Foundation Classes for design representation
• Annotation of design elements with analyses
• Component-oriented decomposition of the design for detailed analysis
• Performance tree containing per discipline subtrees together with a preference
tree
• Multi-objective genetic algorithm
• Design variation via design component change and dimensioning through the IFC
standard [22]
2.5.4 Conclusions
These architectural optimisation systems are part of a larger field of research into design
optimisation. This has been driven by twin goals of:
• Optimising specific designs beyond the capability of human designers (e.g. min-
imising cost of steel work [102] [96]).
• Improving overall design beyond or without an architect’s vision.
• Producing new innovative design forms.
This is enabled by increasing computational power and more recently by parametric
and procedural design tools. The systems discussed in this section show the potential
for genetic optimisation algorithms as a key enabling technique for searching the varied
and unstructured design spaces frequently found within architectural design. Whilst
such systems are proving effective at refining a design and indeed are being adopted
more widely (e.g. [89]). There remains limited adoption of optimisation systems to
refine designs. It is extremely uncommon to use optimisation as a primary design tool.
Thus these research frameworks find limited adoption and a wider research question
remains of finding the appropriate computational support for design and analysis in
the AEC industry and specifically in the realm of urban masterplanning.
In terms of computational techniques which have been applied in these projects, it is
clear that design space exploration has great scope to produce design insight. Similarly
the analysis automation this requires is also an imperative. However as evidenced in
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[80] analysis automation and integration remain a challenge. The use of design decom-
position in [38] while primarily providing the opportunity to explore design alternatives
by changing design components may also provide a simple and effective way to explore
design performance. Similarly annotating design elements with simple analyses is an
interesting and effective way of assessing performance at different scales.
Much of the research into design optimisation and many of the frameworks explored
here lack an explicit underlying computational framework for handling design data,
analysis set up and analysis data. The exceptions are the use of the Model Center
integration platform for connecting analyses in [36] and the use of IFCs in [38] which
are used to store design and are annotated with some analysis information. However
while the use of Model Center [80] was effective for optimisation, it disconnects the
design from the user since they can only interact with the analysis setup. Hence the
use of IFCs for storing the design is attractive, however these are not commonly used
at the scale of urban masterplanning nor at concept design. Thus an effective computa-
tional framework should allow design decomposition, ideally using industry standards
if available and then allow annotation of these design components with analyses to be
run.
Several of these systems utilised a performance tree which appears as a critical tech-
nique (e.g. within [17] [38]) for assessing design performance within design optimisation.
However different forms, construction and focus are frequent. Example variations in
the design of performance trees include:
• Consisting of preference or quantitative representation of design performance.
• Per-aspect or per-discipline breakdown of performance.
• Use of preference functions.
• Method of aggregation.
Guidance on the best form of tree is difficult to find and tree construction remains
subjective. One missing method of constructing a performance tree seems to be con-
sidering performance per component, reflecting the design decomposition. This should
be explored further. One concern with using performance trees is the difficulty of
assessing the correct weightings and preference functions which must be “expertly” de-
fined. Whilst there are processes for defining these [86] this remains a potential risk for
their adoption. So too does a different intended use within the urban masterplanning
community. Specifically instead of using performance trees as a tool for assessment of
designs within an optimisation engine, using them for giving insight to a human archi-
tect will likely necessitate different construction, specification and use of performance
trees to enable focus upon aspects of the design most important to practitioners. This
will require further investigation.
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Finally we see that within this research, design space exploration via optimisation
is seen as the key technique. However no emphasis is placed on non-optimisation led
exploration. For example using design of experiments and sensitivity analysis. This
is in contrast to the product optimisation frameworks (see section 2.4 (p51)) where
such techniques have more prominence. Early exploration from [36] reports promising
results and this should be explored further; particularly given the complexity of the
analysis models and design space within the AEC industry.
Finally we note that using optimisation loses out on the insight of design and analysis
practitioners insight and experience. Particularly as much of this insight, experience
and intuition and is not codified. Optimisation tools in part aim to resolve the gap
between the design and analysis communities by automating the design cycle into the
analysis cycle. We will now discuss the opposite attempt.
2.6 Integrated Design Analysis Packages
The projects discussed in the previous sections have attempted to bridge the gap be-
tween the design and analysis cycles by incorporating the design process into the anal-
ysis cycle as part of an optimisation cycle. On the other hand there have been opposite
attempts to bring the analysis process directly into the design cycle. This has been
attempted by incorporating analysis tools directly into the design environment. We
will now discuss a number of these projects, most of which are commercial in nature.
2.6.1 Autodesk Suite
Autodesk is one of the largest makers of software for the 3d design and architectural
industries. It has a strong focus on design tools such as Revit [11] and Autocad [5],
however recently Autodesk have released a series of products and projects which aim to
integrate analysis tools into their design environment itself. The driver of this change is
increasing concern over the performance of buildings from a sustainability and carbon
perspective. We will now consider three projects driven by this goal.
Ecotect
Autodesk Ecotect [6] is a design tool which includes basic analyses for quantifying the
visual impact of a building, its energy consumption, estimated cost, water consumption
and solar radiation performance [7]. This tool aims to bring integrated design, analysis
and visualisation together in one environment while making the analyses simple enough
for a non-discipline experts to use. The system is backed by integration with Autodesk’s
Building Information Management model software to provide a “concept-to-detail” life
cycle. The tool is backed by Autodesk’s green building xml interchange format [37]
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to allow interoperability with other products. However this requires other Autodesk
programs and environments and different drafting skills.
Green Building Studio
AutoDesk’s Green Building Studio [8] [9] is a web-based service for analysing a CAD
model of a building on multiple sustainability axes. With a focus on early stage de-
sign analysis it integrates into AutoDesk’s CAD products via a green building xml
interchange format [37] for exchanging coarse building designs. The web-interface then
allows the designers to set up a number of analyses to be performed. These include
energy and carbon analysis, water usage and daylight factor analysis as well as poten-
tial reports for renewable energy technologies such as photovoltaic and wind. Results
are returned either in report form or in a web-based viewer. The system allows com-
parison of design alternatives via manual set-up of different scenarios. Changes in
building orientation, materials and energy systems are allowed however design changes
are supported only by importing new projects.
Project Vasari
Autodesk’s Project Vasari [10] is a an integrated design and assessment suite for use on
the neighbourhood scale. It uses parametric design tools together with design assess-
ment tools similar to those found in Ecotect. This combination enables the designer to
more quickly explore the design space and create more complex forms. The integration
of realistic physics into the environment similarly advances this concept. The environ-
ment includes a facility to create and compare different design options. The project
also focuses upon the neighbourhood scale and as such could be used for early stage
masterplanning.
Conclusions
These three closely related design and analysis systems do a good job of generating
design insight that helps to create a more sustainable built environment. The addition
of quantitative analysis at an early design stage is critical since it is the time when
there is most scope for improvement (or otherwise!) in design performance. The rapid
quantitative design assessment these tools offer from the perspective of many disciplines
is key in providing this design insight. Similarly the integrated visualisation showing
analysis results clearly in context within the CAD environment is another key technique
since it is a medium the designer will comprehend rapidly.
On the other hand this suite of tools is limited in a number of ways. Most notable is
the lack of an open framework underpinning the integration of analyses. Similarly the
analyses used are all high-level analyses with limited option to include more complex
63
detailed analysis as the design develops (although export of Energy Plus [101] config-
uration files for further analysis is possible). Nor is there detailed control over the set
up of the analyses. Underlying these concerns is the loss of insight from engineering
practitioners in the same way that automating the design cycle looses the insight of the
designers.
Whilst these suites do provide the ability to compare design options and projects
there is are capacities for exploring the design space systematically. This would enable
the more quantitative assessment of the design space enabling identification of optimal
configurations for certain parameters. Finally there is no capacity within these systems
to integrate analyses together which is a technique used to good effect in the previ-
ously considered optimisation packages. Similarly once the design becomes sufficiently
detailed there is a need to move to more advanced and complex design and analysis
packages.
Across these projects key features and computational techniques include:
• Parametric design tools
• Integrated design and analysis
• Integrated visualisation of design and analysis results
• Rapid feedback on designs
• Closely integrated design and analysis cycles
• Cloud based analysis service
• Integration with product suite via gbXML standard
• High level analyses which work at concept design scale
• Parametric design tools for simple design modification
• Ability to compare multiple design options
2.6.2 CityCad
Holistic City Software’s CityCAD environment [49] is a CAD environment targeted
specifically at the urban masterplanning community. It uses a parametric city mod-
elling environment with object classes specifically targeted to masterplan design (roads,
pavements, parks and so forth). This object library enables rapid quantity surveying to
produce accurate landuse schedules, generalised costs and parking requirements. The
system integrates simple models for light simulation and estimating quantitative perfor-
mance aspects of the concept design. These include estimated onsite energy generation
and consumption as well as water consumption and waste generation. Other novel
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assessments are made for identifying what percentage of the development is within 5
minutes walk of a bus stop and what percentage of the road network is too steep for
accessible pedestrian access. Many of these analyses can be visualised within the design
environment and visualisation exported to clients. This approach is similar to the (now
defunct) PixelActive3d [48] city design tools which focused upon integrated design and
visualisation using parametric techniques for road and geometry generation. However
CityCAD includes many more analyses which are relevant to the design team.
Once again this highly integrated design and analysis suite shows great potential
in enabling quantified design improvement. However again we see a closed framework
which shuts analysis engineers out of the design assessment loop at the critical early
concept stage of design.
Across these projects key features and computational techniques include:
• Quantification of design through well-designed geometry meta data.
• Integrated design and analysis through geometry types.
• Integrated visualisation and design.
• Integrated novel high-level analyses appropriate for urban masterplanning concept
design.
• Rapid design assessment.
• Brings quantification to the design process since all design objects are typed and
dimensioned.
2.6.3 Conclusions
This counter trend to computational design optimisation has also shown the great
potential for unifying computational design and computational analysis. The surprising
effectiveness of the seemingly trivial analysis and quantitative measurement integrated
into some of these tools (e.g. “number of parking spaces required” in CityCad) is
unexpected when compared to the complexity of the analysis tools normally applied
to answer such questions. This is in part due to the high level concept design being
undertaken where less information is available and a less accurate, simpler estimate
is acceptable. Whilst these analyses are clearly limited and will not provide sufficient
quality of insight throughout the design process they work because they enable rapid
quantitative feedback. This is particularly important at an early concept stage since it
gives greatest scope for design improvement before important decisions are fixed.
Whilst these tools are effective for the design community, particularly when detailed
design is required, they are not able to support the full design process. This will
frequently involve more complex design drafting tools and more advanced analyses run
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by engineers. The rework necessitated in moving between such design (and analysis)
packages is a known challenge within the industry [32]. This is made more difficult
in these cases since the software environments are not easily open to extension. This
limits the breadth and indeed depth of analysis which may be undertaken. Similarly
these tools do not support the coupling of analyses for greater insight. Finally while
some of these tools support manual exploration of the design space none of the tools
we considered supported computational exploration of the design space nor manual
scenario based exploration. These techniques which have been successfully applied in
design optimisation could provide great value to the designers also.
In conclusion we see the same need for unification of the urban masterplanning de-
sign and analysis communities from the design perspective as from the analysis team.
The unification of the best computational techniques from both communities will be
paramount to successfully improving the design/analysis workflow and generating de-
sign insight for improving design performance.
2.7 Techniques
In this section we explore a number of computational techniques and models which
have proven useful in generating insight for practitioners and addressing the challenges
identified in section 2.3 (p47).
2.7.1 Visualisation
As an example of the power of multidisciplinary quantitative visualisation we consider
Arup’s 3d Urbanism research project [65]. For this project a single district from a
larger urban masterplanning project was targeted for multidisciplinary analysis and
integrated visualisation. The intended benefit was to show the power of visualisation
for improving communication between disciplines, the urban masterplanning team and
their client.
Fig. 2.1 (p67) is a screenshot from the final project deliverable showing numerous
disciplines visualised together. Using the 3d environment each discipline can be ex-
plored independently avoiding any visual confusion. Discipline analyses which were
applied to this case study were:
• Daylight factor showing average day light over the course of a year based upon sun
position and location of the development. This enables identification of dark al-
leyways, thermal heat gain issues and consideration of right-to-light issues caused
by tall buildings.
• Wind flow under the prevailing wind conditions of the project location. This
enables the designer to avoid urban forms which channel wind or snow violently
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at pedestrians.
• Traffic analysis showing traffic flow at peak and off peak times. This helps iden-
tify problematic street design and with acoustical analysis enables exploration of
quality of life in residential developments.
• Acoustic analysis showing expected background noise from transportation. This
enables exploration of the quality of space within courtyards of residential devel-
opments.
All analyses were computed manually oﬄine by experts in each area then integrated
manually into the Quest3d game engine [82]. Each analysis was based upon the same
geometry and in some cases analysis used the output of others (for example acoustics
based upon traffic flow). Overall the analysis and visualisation for this target area took
some 6 months highlighting the problems of data interoperability and slow analysis
cycles identified earlier in this chapter.
Figure 2.1: An example visualisation from Arup’s 3dUrbanism project [65] integrat-
ing design analysis from many disciplines on the scale of a neighbourhood.
Buildings are textured with a daylight factor map showing average annual
daylight. A Computational Fluid Dynamics (CFD) analysis of the pre-
vailing wind direction is shown by a vector field displayed as arrows. An
acoustic analysis of the area is displayed as differently sized spheres. Finally
a traffic simulation is shown as an animation representing expected traffic
flow. Using the 3d environment each discipline can be explored indepen-
dently avoiding any visual confusion.
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The visualisation itself is useful for highlighting design challenges such as courtyards
which are too dark or noisy, roads and problematic areas for windflow. The interac-
tive environment is highly engaging and entices clients to explore the analysis results
themselves, particularly when comparing two disciplines together such as traffic and
acoustics and noticing their interactions. Another challenge was the length of time that
preparing this visualisation took (some six months) most of which was consumed by
lengthy analysis process. Additionally the scale of the analysis and visualisation is lim-
ited to only a portion of the urban masterplan. This is due to scalability limitations in
the visualisation engine and some of the analyses. Despite these challenges in creating
such a visualisation and perhaps a need for improved visualisation techniques this is
clearly a powerful technique for aiding communication and gaining design insight.
2.7.2 Sensitivity Analysis
One technique which is used frequently in engineering product design is a sensitivity
analysis. This technique can give insight into the design space by measuring the sen-
sitivity of a KPI to changes in a range of inputs. The inputs that the KPI is most
sensitive to will have the most scope for design improvement. Effectively a sensitivity
analysis provides a map of the design space showing the most effective directions to
travel in by changing particular design parameters.
A sensitivity analysis is set of experimental runs which vary the input parameters
in a specific way in an attempt to understand the effects of each parameter on the
outputs of the experiment. To construct such experiments a range of valid inputs must
be set for each input (e.g. maximum value and minimum value) which are then used
to create large sets of experiments. The design of such sets of experimental runs is
a branch of pure mathematics called Design of Experiments (DoE) [71] and there are
numerous designs which are more or less efficient in different scenarios and give more
or less insight into the experiment.
Within the architectural field we can use sensitivity analysis to explore the design
space and use the sensitivity results to show the designer which design parameters will
have the biggest effect (are most sensitive) on design performance, enabling the designer
to most effectively target their time. We should note that if we employ multidimensional
sensitivity analysis we can look at a parameters effect on multiple aspects of the design,
thus we can pick out the most effective design parameters to modify in order to achieve
the set of effects being aimed for. The following are the use cases of sensitivity analysis
in the AEC industry:
1. Designer Guidance - By this we mean that the sensitivity analysis can high-
light the set of parameters which have the most scope for impact upon a given
performance goal, allowing them to focus on improving the design in the most
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efficient manner possible.
2. Design space exploration - In conducting a sensitivity analysis we are con-
structing a set of parameterisations of the design. These runs cover the design
space (and analysis space) to some degree and thus can be taken to give an
overview of the design space.
3. Identification of the effects of assumptions - If analysis assumptions are
included as inputs to the sensitivity analysis by setting a maximum and minimum
value for the input reflecting the uncertainty of the assumption the sensitivity
analysis can identify whether this uncertainty is important to the KPI by how
sensitive the KPI is to changes in uncertainty.
Plackett-Burman Designs
As first reported in the paper by R. L. Plackett and J . P. Burman [81]. PB designs
are one of the least expensive designs for a multifactorial experiment. They enable
the creation of designs analysing k inputs (or less) with N experimental runs where
k = N −1, k > N and N is a multiple of 4. This linearity in the number of runs makes
a PB design one of the most efficient to run. The construction of these efficient designs
is due to the particular class of matrices in use and the interested reader is referred to
[81]. However the cost for this efficiency is that the alias structure of the design becomes
very hard to decipher, since the main effects are partially aliased (confounded) with
their interactions. By this we mean that the effect of inputs A and B is confused with
the impact of their interaction namely A ∗B. For example in a twelve run design each
main effect is aliased with 45 two factor interactions. This can make the PB design
dangerous to use, especially in cases where two or more factor interactions are likely
to be significant. One means of improving upon the PB design is by using foldover to
reduce the aliasing effects at the cost of doubling the number of runs involved. Folding
over the design enables the main interactions to be extracted along with selected two
factor interactions. The mechanics of how this happens depends upon the size of the
design and in some cases makes the PB design less efficient in terms of information
generated than applying a standard factorial design. The main usage of a PB design
is when the number of parameters under consideration or the length of time for each
experiment (analysis run) means that the primary consideration in design choice is
computational efficiency. Given the complexity of architectural analyses this is very
likely to be the case.
2.7.3 Performance Trees
Another technique which has been successfully applied in the realm of computational
design optimisation [25] [38] is the performance tree. This is a means of combining many
69
KPI’s and aggregating them together to form a single representative measure of the
performance of the design. Fig 2.2 (p70) shows a typical construction of a performance
tree.
In such trees the inputs to performance trees are generally design parameters and
analysis results (KPI’s). The performance tree itself will normally contain one of two
types of data. Either (normally) numeric performance figures such as kwh electricity
consumed per annum or a measure of preference which is mapped into an arbitrary
scale, normally between 0 and 1. Preference attempts to represent the practitioners
view of the design performance. There are many ways of assessing preference and a
number of techniques have been proposed to try to ease this challenging and subjective
feature [86]. Most commonly a set of preference functions which map from performance
space to preference space are defined and used. At each level in the performance tree
aggregations are made based on the child nodes values to produce a higher level descrip-
tion of performance. There are a large number techniques for aggregating preference
and performance from simple weighted average to “fuzzy” neural trees [25]. Indeed,
there is a wide variety in the form of a performance tree.
Figure 2.2: The structure of a generic performance tree, showing the use of preference
and aggregation functions. Design parameters and analysis results are used
as inputs to the leaf nodes of the tree. These are optionally transformed
into preference space using preference functions. Working up the tree are
KPI’s from a single discipline or covering an aspect of design performance
are then combined via aggregation functions. Finally at the root of the tree
a single score is created through an aggregation function.
There are many opinions on how performance trees are best formed. For example
either containing only preference, only performance or a mixture of both. Similarly
whether the tree is constructed to break down performance or preference per design
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aspect or goal (cost, performance, size...), per KPI, per discipline or per design compo-
nent. Indeed a mix of all of these options is possible and each will have its advantages
and disadvantages and will often be down to the personal preference of the user; who’s
judgement the performance tree is trying to emulate. This shows the primary subjective
challenge which is setting the weighting and structure within the tree, its aggregation,
and its preference functions. Some tools exist for helping the setting of these weightings
e.g. Analytical Hierarchical Process [86] however this remains a challenge.
Another advantage of using a performance tree is the rapid diagnosis of performance
or lack thereof – for example a poor score given to a building can be traced down through
the children of the root node to identify which discipline, aspect or KPI performed
poorly. This can then be broken down again to identify the poorly-performing element
or result more definitively; particularly if performance is visualised in some way it is
easy to trace performance or preference down through the tree to identify root causes.
Similarly comparing performance trees can be a valuable way of identifying differences
between design alternatives and their performance. Examples of this are shown in Fig.
4.16 (p170).
Performance trees should be a key technique for aiding communication of quantitative
results and preference within urban masterplanning. Particularly given the wide design
space which is likely to be encountered, performance trees should prove a simple visual
means of communicating performance of competing design options to practitioners and
clients. This, however, is a different use in the AEC focused projects we have considered
in this chapter [25] [38] and will need investigation.
2.8 Integration Systems & Formats
Within the AEC industry there are a large number of integration systems and formats.
These are not automation systems but help to avoid the interoperability challenges
associated with urban masterplan analysis. In particular we explore data storage and
interchange formats and systems. Some, such as DesignLink [3], consist of a library
for transforming many file formats to and from a central storage format. On the other
hand Industry Foundation Classes (IFC) [22] and CityGML [60] consist of a large well-
defined format which it is intended will be supported industry-wide by all proprietary
design and analysis formats. Finally there are information systems such as Geographic
Information Systems (GIS) and Building Information Models (BIM) which can either
be used as stand alone file formats or more commonly be used as a central data server
enabling many users to interact with the data. Each of these systems has its strengths
and weaknesses. They are used with various levels of uptake in different yet often




The COLLAborative Design Activity (Collada) [55] format is curated by the industry-
led Khronos Group [56]. It is an open xml based format for 3d geometry and scenes.
It is aimed at geometry interchange for 3d modelling and the games industry. A wide
range of tools in frequent use within the AEC industry support the Collada .dea for-
mat for interchange of geometry which helps to address interoperability challenges.
However the format stores geometry interchange without associating the meta data
needed for analysis with geometry elements. This means that while geometry can nor-
mally be transferred it lacks the required information for analyses such as identifying
room volumes and knowing which buildings are of which building type. Whilst some
steps toward providing meta data have been taken (v1.5 provides support for physics
kinematics and material properties [57]) this format does not resolve interoperability
challenges sufficiently to ease the interoperability challenges between the design and
analysis communities. Since although design geometry can be transferred, significant
rework is often required to add meta data and change geometry layouts.
2.8.2 CityGML
In a similar sphere to Collada the CityGML (Geography Markup Language) [42] [59]
[60] format is an interoperability standard for describing 3d models of cities and is
one of a family of geography interoperability standards. It includes topological fea-
tures, roads, tunnels and buildings at several levels of detail. In contrast to Collada
it contains sufficient semantic detail to enable some analyses to be undertaken on the
city described, for example noise pollution models have been run using CityGML data
sets [28]. The xml based standard supports five levels of detail from a regional model
through to a city with explicit roof structure to an interior model of buildings. The
format contains separate trees for storing the semantic model of the city (city, build-
ings, rooms) and the geometrical model (plan, cuboid, mesh) which are linked together
explicitly.
This format has the potential to bridge many of the interoperability gaps between ur-
ban masterplanning design and analysis particularly at the early stages of design. This
is due to support for several levels of detail which can be filled as the design develops.
Similarly the annotation of design elements with meta data allows various analyses to
run, for example extracting a breakdown of development by dwelling type. However
unfortunately the CityGML format is not widely used within industry, and particularly
is not used widely within the design tools used by the architectural community. How-
ever other projects with a similar approach, including Green Building XML and the
Industry Foundation Classes standard, are gaining greater adoption as part of a drive
toward Building Information Management models.
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2.8.3 Green Building XML
Green Building XML (gbXML) [37] is a format for exchanging building level designs
amongst design packages and analysis models from a set of providers. The format is
focused upon concept and semi-detailed design with a view to energy analysis. The
format may contain multiple buildings however it does not cover the same range of
building types as CityGML (e.g. bridges and tunnels). The format is widely supported
amongst commercial CAD and analysis packages. The format supports storing detailed
analysis results such as the sizing of a heating and ventilation system. Support for
building energy analyses is one of the primary uses of the format. However the format
is not sufficiently broad to support all aspects of the masterplanning geometry nor
analyses used on this scale. Extending these formats with greater scale and detail
would prove challenging and given the size of other formats (e.g. IFCs) which are still
expanding despite containing over 700 entities
2.8.4 BIM
Building Information Management [31] or BIM is a wide term covering a spectrum
of standards, processes, approaches and methodologies which relate to building scale,
design, analysis, construction and operation. BIM generally refers to highly annotated
detailed digital 3d designs of buildings and their subsystems. This brings many benefits
through the coordination of complex drafting, design and analysis across the AEC
industry. There are a number of BIM interoperability standards such as Industry
Foundation Classes which will be discussed in the next section. Frequently there are
BIM servers such as Revit [11] which act as repositories for large BIM designs and
allow multiple users to edit a design. BIM is generally used only at the more detailed
stages of design and generally only on the building scale. It’s use at the early stages of
design and at urban masterplanning scale are rare. In part this is due to the complexity
of the standards and finding them either too broad (requiring too much information)
or too narrow (not covering all aspects of the design elements required for early stage
design or all disciplines involved). This will likely continue to be a challenge with early
stage design and is a ripe area for research. Particularly since the use of BIM will be
mandated by UK government on all infrastructure projects by 2016 [99]. Hence BIM
is very much the future of the industry, however research is still required on the best
computational techniques and platforms to make use of BIM standards and facilities.
For example platforms for automating analyses and design spaces using BIM techniques
are rare. Finally we note that BIM approaches have been seen more as a replacement
for digital drafting than as a design and analysis tool.
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2.8.5 IFC
Industry Foundation Classes [22] are the primary interoperability standard within
Building Information Management (BIM) models. The standard is developed by the
buildingSMART international industry consortium [21]. The standards are now ISO
ratified as ISO/PAS 16739. The suite of standards are all xml based and take an object-
orientated view of the designs and their components. The standard aims to cover many
of the disciplines which are involved in the AEC industry. Indeed there are some 700
foundational classes covering entities from rooms to structural beams each of which
will contain a number of attributes providing detailed information about the entity.
IFC classes are frequently nested to provide complex hierarchies of objects, however
the standards for these hierarchies is contentious [45].
Alongside the IFC standard various complimentary standards have developed such as
Information Delivery Manual (IDM) [24]. This aims to help with construction phasing
by specifying when certain components are required for the building process. This is a
“request for information” specification system for use during construction or operation.
To ensure coherency within and between standards an International Framework for
Dictionaries (IFD) [23] has been developed to provide a common ontology for IFC
classes, attributes and product data allowing closer more rapid integration.
While the IFC classes are very broad, they are limited in that they will not, with-
out substantial extension, be able to contain all of the analysis results from all of the
disciplines encountered during masterplan design. For example they do not cover dis-
trict energy systems nor transportation analyses. Similarly the standard is very broad
for concept level design which does not contain detailed information; particularly as
there are few design tools which will natively design using these standards. Hence the
standard is normally used for data exchange between programs toward the detailed and
construction phases of design. To address this challenge and to reduce information over-
load on practitioners Model View Definitions (MVD) [46] have been developed. These
are essentially windows onto a BIM model which specify the required information for
view by only one discipline or for export to another program.
In conclusion while the IFC ecosystem is a key enabling technology for a future BIM
enabled world; it is not the solution to interoperability challenges within either high level
concept design nor in urban masterplanning. While much success has been achieved in
detailed design, construction and facilities management. A lack of support from design
tools, a difficulty in covering the scale, scope and breadth of urban masterplanning




Taking a different approach to integration we consider Arup’s DesignLinkSDK [3].
Originally developed internally and now released under a collaboration license, the De-
signLink SDK enables data transfer between several CAD programs and many analysis
programs. The framework was “born out of a desire to integrate parametric-associative
modelling software with analysis software, in such a way that the parametric model can
be used to explore design options during the lifetime of a design project.” [2]. Which
is similar to the challenges identified earlier in this chapter. The framework revolves
around a central evolving XML schema and a set of interaction classes which man-
age translation to and from CAD and analysis packages. Current analysis programs
support include Radiance [103], EnergyPlus [101] and CAD programs such as Rhino
[84]. Although many of these connections are not feature-complete they do allow the
coupling of design generation and design analysis tools, potentially with optimisation
software. However there is no overarching computational framework to “drive” this in-
teroperability framework, instead it relies on custom scripts written by the practitioner.
In comparison with Industry Foundation Classes we see that the DesignLinkSDK sup-
ports the interchange of data which is not currently supported by IFCs but is critical
to analysis programs. While IFCs develop to support a wider range of information they
are unlikely to become broad enough to deal with every form of design and analysis
data involved. The DesignLinkSDK approach is aimed to be more agile and flexible
to project needs than the more robust IFC standard. Further discussion regarding the
approaches can be found in [2].
2.8.7 Geographic Information Systems
Geographic Information Systems (GIS) store large amounts of information on geog-
raphy of a region, its features, buildings, infrastructure and so forth all of which are
accurately geo-located. There are a number of such database systems such as ArcGIS
[33] and PostGIS [74]. These store higher level information about a city scape, for
example the shape of each plot of land or building outline, along with various meta
data such as the type of building, its height and so forth. While such an approach can-
not replace the detailed geometrical file formats of Collada and IFCs nor the detailed
interconversion supported by the DesignLink SDK, they do provide a means of con-
taining design details in a single standardised location with clear access requirements.
GIS systems act not only a data repository but also enable a number of complex anal-
yses such as identifying whether each house in a suburb is within walking distant of
a bus stop. These analyses are undertaken in complex GIS workbench software such
as ArcGIS [33]. Unfortunately GIS systems are not normally used by the design team
within urban masterplanning they are used rather for documentation, detailed draft-
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ing and analyses during more detailed masterplanning and then by GIS professionals
on the analysis team. This presents an interoperability challenge with the designer’s
CAD tools and GIS systems. There are a number of tools for addressing this challenge
including FME.
2.8.8 Feature Manipulation Engine (FME)
FME (Feature Manipulation Engine) by Safe Software [87] is a geographic data work-
bench and toolkit. It contains a wide variety of over 300 data readers and writers along
with tools for transforming, cleaning and validating data. The desktop version of the
tool acts as a workbench allowing visual programming of data transformations through
a drag and drop interface. The server version of the tool allows automated, large scale
transformations of data and can provide federated access to data. The software primar-
ily supports GIS data formats, however there is increasing support for CAD and BIM
data formats. The software does not natively support automating analyses although
this can be done through custom scripting. The framework’s commercial success shows
the reality of the interoperability challenges in this industry and the potential benefits
from resolving them.
2.8.9 Conclusions
There is a substantial known problem with interoperability within the AEC industry.
The range of solutions and standards discussed in this section show the difficulty of the
problem and the breadth of the integration challenges across so many sectors of the
AEC industry. To address this there are three basic approaches:
1. Standards based (Collada, CitygML, gbXML, IFCs) - each of which cover a
different slice of the industry. However none of these is sufficiently broad to cover
the scope of urban masterplanning. Similarly none are able to cover the range
of detail that a masterplan design will go through from concept design through
to detailed design and construction. The closest standard is CityGML with it’s
five levels of detail. All of these standards struggle to store the breath of analysis
data which will be created during the masterplanning process. An example might
include vector fields for a wind flow analysis, false colour maps for lighting and
a detailed district energy system schematic. While continued development and
increased adoption will continue to alleviate the challenges of interoperability
there still remains substantial scope of research and improvement.
2. Database based (BIM and GIS) - These approaches aim to centralise data
in a single curated repository accessed by practitioners. While GIS data tends
to be larger scale it supports a wide range of disciplines. On the other hand
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BIM models support detailed design across a range of mechanical, structural and
construction disciplines. These platforms are only as good as the standards that
underpin them (for example IFCs in the case of many BIM servers). In the
context of urban masterplanning there remains an additional challenge in that
early stage design tools do not support such database platforms. This precludes
their use in early stage analysis cycles except after costly conversion processes.
For detailed design a database approach based on industry standards is likely to
be very successful [13].
3. Transformer based (DesignLinkSDK and FME) - These approaches are a key
to covering the variety of interoperability problems within the industry as well
as providing quick conversion between the plethora of interoperability standards.
These frameworks will however not resolve all incompatibilities between formats
however a workbench like scripting environment is one key method for aiding these
transformations. However the challenge of high user skill remains as a barrier to
the wider adoption of these frameworks.
Hence we see that while interoperability challenges within and increasingly between
disciplines are being bridged by industry standards there remains a substantial chal-
lenge. The use of databases for storing design and analysis data is one key technique as
indeed are format transformations engines such as FME an DesignLink. The approach
taken by FME is perhaps closest to providing improvements in the mismatch between
the design and analysis cycles, however it does not include explicit model automation
support. Thus there remains a key missing component to resolving the interoperability
challenges in this industry. Namely the use of computational frameworks to bridge
the gap between design and analysis programs allowing the driving of analysis models
from design data. These frameworks must support industry standards, however since
there is no one standard which covers all aspects of the industry, analysis frameworks
should aim to be standards independent. The use of database models looks set to be
a key technological driver in the future of this industry as we move away from single
file designs to server stored design databases such as GIS or BIM systems. This will
mean integration and query languages for these databases will become increasingly im-
portant [19] [70]. Finally advantage must be taken of the complex work undertaken to
create transformation engines between different standards within the industry which
will further enable practitioners to use the best tools for the task at hand.
2.9 Conclusions
Within the AEC industry there remain many challenges preventing a rapid design and
assessment cycles producing well-performing buildings. Many of these challenges stem
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from the fragmented structure of the industry and the breadth of disciplines involved.
The primary challenge remains the lack of a rapid analysis cycle which is in sync with
the design cycle and capable of producing insight in a timely manner to the next design
iteration. Underlying these challenges are a number of computational problems. These
include model automation, interoperability problems, model integration and supporting
practitioner led design space exploration.
Learning from other industries, we see the automotive and aeronautical industries
already have advanced computational platforms for analysing designs and undertaking
design studies. These are successful platforms which integrate well with the ecosystem
of tools and analysis models. They are underpinned be computational techniques for
model automation, integration and particularly optimisation algorithms and Design
of Experiments (DoE) techniques for exploring the design space. However despite
investigations into applying these tools to the AEC industry [36] these tools have not
successfully transitioned to the AEC industry. Reasons for this include a lack of support
for the AEC’s ecosystem of tools to challenges of interoperability and the sheer range
of disciplines involved. There is also reason to believe that the focus within these
frameworks upon analyses as first class citizens in the data model to the exclusion of
the design is a barrier to the uptake of these systems within the AEC industry.
Following this we have seen two competing drives within the AEC industry for the use
of computation to resolve the lack of synchronisation between the design and analysis
cycles. From the analysis side we have the rise of Computational Design Optimisation
which uses genetic algorithms to partner parametric design tools with analysis models
to produce well-performing designs. While these tools can successfully refine a design,
their ability to generate new designs is not clear, and at best these techniques will
remain only one of several a design tools rather than solution to the challenges the
industry faces. From these techniques we see the value of design space exploration
although the optimisation is in some sense not systematic and so fails to give insight into
the design as a whole. Similarly we see the effectiveness of automated and integrated
analysis models. Performance trees are another interesting technique used to good
effect in this area. It may prove possible to re-purpose this technique for diagnosing
design performance across disciplines or a design decomposition. Thus we see several
techniques which should help to resolve the challenges identified in this industry.
The second development attempting to address this mismatch in design and analysis
cycles is the use of (simple) analyses directly within the design tools themselves. This
gives a great deal of benefit to the designers and shows the great potential of unifying
the design and analysis cycles in the AEC industry. Particularly we see rapid feedback
as enabling the designer to explore the design space to a greater degree than previously
possible. However there remains limited computational underpinning to these tools. By
this we mean that design space exploration techniques are not employed, nor is there
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the potential to integrate further tools into the framework. There is indeed a similar
challenge to the CDO studies which are frequently scripted together ad-hoc. Hence we
see a need for research into bringing together best techniques and data models from
both approaches into a neutral framework able to benefit both designers and engineers.
A further area of related work comes in the form of projects to address the well known
interoperability challenges within this industry. A plethora of industry standards have
developed each covering a sector of the industry. As these standards have developed
to incorporate more design and particularly analysis data they are better able to help
bridge the gaps between the design and analysis cycles. However no single framework
is able to cover the entire industry and limited adoption of frameworks precludes the
solution of these challenges. Hence the use of database-based formats has aimed to
centralise storage away from proprietary standards and allow access to multiple prac-
titioners as required. However still we find that none of the standards are able cover
the design cycles from early concept design to detailed design and construction. This
necessitates costly redrafting and changes of design tools. A less considered aspect of
the interoperability challenge is frameworks for conversion between formats (such as
DesignLink and FME). While these can help within interoperability challenges and ease
some of the time consuming tasks between the design and analysis cycles they do not
provide the unification of the two cycles which is needed within this industry.
In considering these challenges and the attempts to address them we see there is a
clear research gap. Namely a lack of investigation into the computational techniques for
unifying the design and analysis cycles particularly on an urban masterplanning scale.
To undertake this there is need for investigation into effectiveness of computational
techniques for creating design insight which are applicable to the urban masterplanning
community.
This computational framework should be open, support standards, yet be standard
independent. It should enable automation of analyses and design space exploration
either by automatic means or driven by the user. Techniques such as design of experi-
ments and sensitivity analysis will be key to this (see section 2.4 (p51)). Integration of
analysis models has the potential to provide great insight [36].
Given that there is limited research into the computational platform required to
bridge the gap between the two cycles a platform should be developed to explore the
efficacy of computational techniques and data models. Hence the best option is to sit
neutrally in the intersection of the design cycle and analysis cycle rather than subju-
gating one to the other. This enables each cycle to continue undisturbed in its normal
workflow, however with the computational support to provide greater design space ex-
ploration and more rapid analysis results and greater design. The platform should
utilise the best techniques identified during this chapter to providing a computational
foundation for computationally unifying urban masterplanning.
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2.10 Hypotheses for computationally unifying urban
masterplanning
Having explored the computational challenges in urban masterplanning and numer-
ous techniques for addressing the challenges from a wide variety of literature we now
consider a number of hypotheses for techniques and approaches required for computa-
tionally unifying urban masterplanning effectively.
The goal for these techniques is to identify which will prove effective at resolving
the computational challenges observed and producing insight for designers. We aim to
answer our research question:
Which computational frameworks and techniques are necessary
and effective in creating design insight in the context of urban
masterplan design and analysis?
2.10.1 Approaches
Underlying the techniques used to address these challenges are a set of more general
beliefs about the approach and solutions best employed. The author proposes the
following principles to underpin computational approaches to unifying urban master-
planning:
• Insight not Optimisation - Given that all architectural analysis is undertaken
to give insight for human decision making, this author believes that the key
critical goal for computational research in the AEC community is to produce
better insight for practitioners into their designs and the design space. In the
literature much emphasis is placed on computational design optimisation [38]
[89] [17] as the key driver. However this author believes this should be seen as
one approach among many to produce insight for designers. Hence the key is
to signpost the right way through the design space for engineers, architects and
clients to go rather than attempting to find it using optimisation.
• Standard Independent - Given the plethora of standards and interoperabil-
ity frameworks covering various slices of the industry, computational frameworks
aiming to address the challenges in the AEC industry must be capable of sup-
porting many standards and not be tied to any particular standard.
• Modular with Loose Coupling of analyses - The disparate nature of the
software products used by the many disciplines involved in urban masterplanning
mean that it is important that the analysis modules used can be interchanged to
suit the needs of the project and the practitioners hence although tightly-coupled
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integrated models may be more accurate, loosely-coupled models are likely to be
more adaptable to the needs of the industry.
• Use Existing Analyses - Given practitioners’ experience, the cost of model
development and, in some cases, model certification; it is important that compu-
tational frameworks integrate with existing models.
• Unified Data Model - A single data structure should be used for storing design
and analysis data together into a flexible representation of the design would enable
a simple model for adoption by practitioners.
• User Driven Design Space Exploration - Computational frameworks must
allow designers and engineers to identify the effects of design decisions by allowing
exploration of aspects of the design space they are interested in.
Specifically these approaches will motivate the testing of a number of specific com-
putational techniques.
2.10.2 Techniques
There are number of computational techniques which should be explored with a view of
providing greater synchronisation between the design and analysis cycles and producing
more design insight. These techniques have proved effective in the literature in this
chapter and should be adapted into the context of the AEC industry:
• Automation - To avoid the challenges of a slow architectural analysis cycle,
automation of architectural analyses must be applied to give a quick enough
turn around to fit with an architects cycle and deliver design space exploration
techniques.
• Model Integration - Enabling the integration of models together allows their
capabilities to be combined, enabling greater insight into the design while pro-
viding greater accuracy by automating what may previously have been a manual
process.
• Scenario Analysis - Allowing engineers, designers, architects and clients to
explore analysis scenarios; enabling comparison of design options and strategies
under different conditions to make the best decisions.
• Design Decomposability - Decomposing a design into its constituents (e.g.
suburbs, blocks and buildings). This would enable more detailed design analysis
than currently possible over multiple scales. It should also support increasing
design information over project life cycle.
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• Multi-Scale Analysis - Due to the nature of the analyses carried out, some
will be undertaken at the development scale (e.g. windflow) while others will
occur at the building scale. This necessitates the need for multi-scale analysis.
Particularly interesting is enabling different analysis scales to work together. For
example a per-building energy demand model providing demand forecasts to a
district energy analysis model.
• Design Space Exploration - The ability to create, analyse and compare many
different designs under many different scenarios is critical to the design of well-
performing developments. Design space exploration should:
– Be User Driven - Enabling the expertise of practitioners to drive the
exploration of the most interesting design questions and directions.
– Be Model Driven - Enable exploration of the insight embedded in analysis
models to explore potential design improvements by for example exploring
carbon mitigation strategies.
– Use Sensitivity Analysis - Given the complexity of design, identifying
which of thousands of parameters are the most important for improving
design performance is a crucial goal.
– Use Optimisation - Optimisation can prove extremely effective at improv-
ing a design under specific circumstances. Often, once the main design is
set, optimisation can be used to whet its performance.
• 3d Visualisation - Since architectural designs are inherently geometric perfor-
mance must visualised in the context of design geometry; showing how perfor-
mance is attributable to design features. Specifically visualisation must be:
– Interactive - Allowing users to engage with the design and its performance
– Integrated - Allowing multiple discipline’s performance figures to be dis-
played and explored a good example is the 3d Urbanism project described
in section 2.7.1 (p66).
– Quantitative - Performance of the masterplan must be visualised quanti-
tatively enabling direct exploration of trends and the reason for them.
– Comparative - Visualisation must enable the user to choose between design
options and scenarios , to see the effect of design changes and guide the design
process.
• Performance Trees - Are widely used as an effective means of creating a com-
posite performance scores across KPIs from multiple disciplines [17] allowing
drilling down through performance to identify root causes of problems and scope
for improvement.
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Having explored a number of computational data models and techniques for ad-
dressing the challenges in urban masterplanning we now explore a framework which
introduces a new data model and allows the investigation of the efficacy of a number





This chapter introduces the HierSynth framework and its data model which attempts
to meet the challenges identified in Chapter 2 (p37) for a framework for computation-
ally unifying urban masterplanning. We introduce a novel data model and execution
framework that helps meet these goals and discuss its use for model integration, sce-
nario composition and sensitivity analysis. Chapter 4 (p139) describes in detail a case
study application of the HierSynth framework to a live masterplanning project in col-
laboration with Arup.
3.1 Overview
The HierSynth computational framework integrates city-wide analyses into a common
platform allowing automated analysis of designs under multiple scenarios. HierSynth
hierarchically decomposes a design for increasingly detailed insight as designs develop.
The framework includes many tools to enable synthesis of insight into the design for
the design and analysis teams.
The framework is created with the intention of bridging the gap between the design
and analysis communities. It is to be used as a testbed for a variety of computational
techniques to determine their efficacy in producing design insight for both communities.
3.2 HierSynth
At a high level Fig. 3.2 (p87) shows the HierSynth framework and its position in the
urban masterplan design/analysis cycle described in Fig. 3.1 (p86). HierSynth is aimed
to sit between the analysis and design cycles enabling collaboration and coordination
between the two. In this sense HierSynth is a communication tool between these two
communities.
Specifically HierSynth reads design files such as 3d geometry and land use sched-
ules along with information about analysis scenarios (e.g. weather data or energy use
intensities). HierSynth then automatically runs a number of user specified, industry
standard, analyses and collates the analysis results. These results are then automat-
ically synthesised into insight into the design by various tools and capabilities within
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Figure 3.1: The central challenge that HierSynth aims to address is the lack of synchro-
nisation between the design and analysis cycles in urban masterplanning.
As quantified by [35] the analysis cycle can take 5-8 times longer than a
design iteration. HierSynth enables exploration of the computational tech-
niques required to resolve these challenges and generate design insight.
HierSynth such as performance trees for every design element, 3d visualisation, graph-
ing and sensitivity analysis.
This chapter will discuss the HierSynth platform in detail from its design goals to
the data model, its performance optimisations and implementation highlights.
3.3 HierSynth Design Goals
The goals of the HierSynth framework were as follows:
• Hierarchical - Enable detailed insight via design decomposition enabling the
production of detailed analysis results on multiple scales. Design decomposition
might be by geographical containment (buildings, blocks, streets, districts, city)
or by thematic category (building type) or a mix of the two. Some analyses
will occur at district level others at building level. As the design develops, more
detailed layers of decomposition will be available.
• Synthesis - provide tools for the synthesis of insight from analysis data, from
graphing to visualisation to sensitivity analysis.
• Integration - To enable the integration of different analyses together using Hi-
erSynth. This will provide greater analysis capability and insight into the design.
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Figure 3.2: Overview of HierSynth platform
• Extensibility - To enable further development of HierSynth via plugins, data
analytics and visualisation providers. To enable scripting within the data model
wherever possible. This is required due to the plethora of design and analysis
programs and their file formats.
• Performance - Since a goal of the framework is to reduce the time taken for an
analysis cycle, performance is critical. Key to this is parallelisation of analyses.
• Independent - The framework should be independent of any one analysis or
design tool or one particular discipline. This will enable it to be adapted to inte-
grate any design or analysis tool using any schema or ontology. This is important
due to the fragmentation of disciplines and tools in this domain.
We will now discuss the data model of HierSynth which was developed to provide a
test bed for techniques to help computationally unify urban masterplanning.
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3.4 HierSynth Data Model Executive Summary
The core of the HierSynth framework is its hierarchical data model. This allows the
composition of design queries, design components and analyses to form a tree data
structure which allows design decomposition and analysis. The framework is then able
to compose these trees to generate scenarios for evaluation and to conduct design space
exploration and sensitivity analyses.
The key novelty of this data model is in its reconceptualization of a workflow graph
(such as the one shown in Fig. 3.3 (p89)) by composing it with tree based design
decompositions more commonly found in industry interoperability file formats (of a
similar form to that of Fig. 3.4 (p90)). This is achieved by composing a hierarchy of
design queries, templates and analysis nodes which, when combined through a novel
dataflow algorithm form, when executed, creates a design hierarchy annotated with
analyses to be performed. During execution queries are evaluated and their results
(returned records) are represented in the tree as a collection of child nodes which are
instantiated by child templates (for example a suburb node querying for the buildings it
contains). These templates may include analysis nodes which are also instantiated for
each returned result. This enables simple multi-scale analysis at all levels of detail, a
key feature for use in the realm of urban masterplanning. At each node in the hierarchy
and for every scenario evaluated a performance tree is created. This enables the consid-
eration of many performance concerns in a single performance figure through repeated
aggregation in a tree like structure. Many methods of aggregation are proposed in the
literature. However for the first time we present a framework with performance trees
for every design component and show mechanisms for performance trees to aggregate
performance from the performance trees lower in the design hierarchy. This should
enable rapid identification performance problems and opportunities across disciplines
and within the whole design decomposition.
The data flow algorithm enables scenarios (key-value dictionaries containing design
data and analysis configuration data) to flow from the root to leaves of the tree struc-
ture. At every branch the scenario is forked to allow different branches to have different
scenarios specialised to the part of the design they represent. This is achieved by en-
abling each node to “patch” (update) the scenario, with a patch being visible to all
descendant nodes. This patching and branching of the scenarios to create more spe-
cialised scenarios is utilised under a reconceptualisation of the hierarchical data model
to provide scenario generation capabilities. Such uses of the data model are used se-
quentially with standard implementations to allow the specification of design space
exploration experiments to answer the “what if” questions frequently asked by engi-
neering teams. This framework combined with techniques including sensitivity analysis
and integrated 3d visualisation, are applied to the discipline of urban masterplanning
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Figure 3.3: A conceptual model of a standard workflow model for optimising a steel
structure. The composition of such a model with the design decompositions
(see Fig. 3.4 (p90)) often seen in interoperability formats form the basis of
the HierSynth data model which is shown in Fig. 3.5 (p91).
to bridge the growing computational gulf between architectural design and analysis
teams.
3.4.1 HierSynth Tree
HierSynth’s data model is based around a dictionary concept which contains key value
pairs containing any form of data which can be serialised to XML. These dictionaries
are used to represent “Scenarios” which contain design and analysis configuration data.
The HierSynth data model centers upon the HierSynth tree, and example of which is
shown in Fig. 3.5 (p91). A HierSynth tree consists of design queries, template and
analysis nodes. The input to a HierSynth tree is a set of scenarios each consisting of a
dictionary of key - value objects. These scenarios will contain all necessary configuration
values for all design queries (e.g. CAD file locations) and all configuration needed
for the analyses defined in the tree (e.g. weather data or energy intensities). The
execution of a HierSynth tree consists of three phases. An expansion phase when all
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Figure 3.4: An example design decomposition of the type often found in interoperability
formats within this industry. The composition of such decompositions with
workflow data models (see Fig. 3.3 (p89)) form the basis of the HierSynth
data model which is shown in Fig. 3.5 (p91).
queries are evaluated and the tree expanded to reflect the design and its decomposition
specified within the tree (e.g. a city, all suburbs and all buildings within them). The
execution phase runs all analyses and return results for storage in the tree. Finally an
aggregation phase occurs to compute aggregate metrics (such as the average or total
carbon emissions from a set of child “district” nodes) and performance trees for each
district.
The expansion phase executes the queries within the tree and as shown in Fig. 3.5
(p91) instances the subtree of each child node of the analysis for each record which is
returned. When executing under many scenarios a unique key for each record is used
to match records across scenarios so that only one node represents a design component
(each node may appear under many scenarios).
During execution the scenario is passed from the root node down through the tree
and is optionally patched by each node as it is executed. The patch made at one node
will be visible to that node and all its descendants. This allows specialisation of the
analyses being carried out according to the tree decomposition. A simple example
is shown in Fig. 3.5 (p91) where the information on each district is patched by the
template nodes “District A” and “District B” which are generated by the “Query for
Districts” node. These patches mean that the IRM [75] analyses for each district access
information localised to that particular district. This technique allows hierarchies of
queries and analyses to become successively more detailed (e.g. querying for buildings
in a given suburb). Alternatively it enables different types of analyses to be undertaken
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Figure 3.5: A conceptual model of a HierSynth tree before (top) and after expansion
(bottom). For each initial scenario the tree is executed and the design query
is evaluated querying the design for the districts it contains. The sub-tree
of each query node is then instanced for each design component (district)
returned. In this case an analysis query is then run to compute the carbon
emissions from this district.
in different branches of the tree.
Execution normally occurs from leaf to root to enable larger scale analyses to use
results from analyses of design components, however this can be reversed if required. A
final synthesis stage then occurs to collate aggregate metrics back up the tree. At this
stage performance trees computing a score or preference metric from many different
analysis results is computed for each design component.
3.4.2 Execution Chains
Frequently HierSynth trees are used together to form execution chains. These enable
one or more trees to create a set of design scenarios for analysis by a final tree. This
promotes the reuse of analysis structures. Within an execution chain is it possible to
splice a sensitivity analysis for greater design insight as discussed in section 3.14 (p127).
Scenario generation occurs by using the branching flow of data within a HierSynth
tree from root to leaf coupled with recursive patching of the scenario data to create
new scenarios at the leaves of a HierSynth tree. As shown in Fig. 4.3 (p150) design
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and scenario queries can be used to create and most importantly compose orthogonal
concerns to cover a larger part of the design space; in this case designs and energy
strategies. By changing the execution order of nodes (to run root to leaf) it is possible
to use results from analyses within the tree to create new scenarios (as shown in Fig.
3.15 (p119)). Similarly generator nodes within the tree can create sets of children with
specific scenario patches to explore a range of options. Scenario composition enabled
through execution chains was found to be a key technique for producing design insight.
3.4.3 Core Concepts
The HierSynth framework and data model has the following core concepts. Each of
these, and their inter-relation will be explored during this chapter. Each has a key task
in enabling the adoption of computing techniques within the AEC industry and the
move to computationally unify urban masterplanning.
• Scenarios - these are dictionaries of key-value pairs and contain a mix of design
data and analysis configuration data. Example scenarios might include configu-
ration data for analysing under “Flooding” or “Drought” conditions. Scenarios
are the inputs to a HierSynth tree. Scenarios may be generated using scenario
generation trees in an execution chain.
• HierSynth Tree - This is the central data structure within HierSynth. It consists
of a mix of Analysis, Query and Template nodes. HierSynth trees are executed
under many scenarios. Many HierSynth trees can be chained together to form an
execution chain.
• Query Node - These nodes query data-sources external to HierSynth; reading
design data and analysis configuration data. e.g. the number of design files in a
directory; a GIS database, a CAD file or an Excel land use schedule. Query nodes
generate many child nodes by instantiating many child template nodes. Nested
queries model Design Decomposition.
• Template Node - These are basic HierSynth tree nodes and the basis of Query
and Analysis nodes. They store design information and analysis results. They
represent design elements (e.g. districts or buildings) and may patch the scenario
during dataflow with more specific design or analysis data.
• Design Decomposition - The technique of using nested queries to build a tree-
like representation of design elements. For example decomposing a masterplan as
“City → Districts → Buildings”.
• Analysis Node - These specify the running of external analysis programs to
analyse sets of design elements represented by template nodes.
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• Scenario Data flow - Scenarios flow from root to the leaves of a HierSynth tree.
Scenarios may be patched during this flow.
• Scenario Patching - During data flow from root to leaves a scenario may be
“patched” with additional or updated data by any node; such changes are visible
to descendant nodes.
• Tree Expansion - This is the process of evaluating all of the query nodes in
a HierSynth tree. During expansion the HierSynth tree is expanded to reflect
the design decomposition specified by the query and template nodes in the tree.
Analysis nodes are similarly instanced for each design element.
• Tree Execution - This is the process of executing all analysis nodes in the tree.
• Tree Aggregation - This is the process of aggregating the performance of each
element in the design decomposition into aggregate performance figures. For
example calculating the total or average carbon emissions from a set of districts.
Aggregation happens for many Data Layers.
• Data Layer - A data layer is the set of values for a particular performance metric
stored within a HierSynth tree. One value (per scenario) is stored per node in
a HierSynth tree. Example data layers include “Percapita carbon” or “Energy
Consumption”. Data layers are calculated during Tree Aggregation and store
overall performance for each level of a Design Decomposition. Data layers are
used to form Performance Trees.
• Performance Tree - A technique for aggregating many aspects of a designs
performance into a single figure. Many techniques for aggregation are possible,
either aggregating quantitative performance or synthetic measures of preference.
In HierSynth performance trees are computed for each node and are formed from
many inter-related data layers.
• Execution Chain - A connected set of HierSynth trees, several of which will
generate scenarios for analysis by a final analysis tree.
• Scenario Generation Tree - A HierSynth tree built so that the Scenario Patch-
ing occurring within the tree is used to generate novel scenarios at the leaf nodes
which can then be extracted and analysed by the next HierSynth tree in the
execution chain.
Fig. 3.17 (p126) shows the GUI of the HierSynth platform. Currently HierSynth is
a stand alone desktop application which contains a central core and many plug-ins to
support a variety of data sources and analysis applications. HierSynth is deliberately
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standard independent and is not tied to one interoperability format since no single
format will cover the breadth of urban masterplanning design and analysis. A math-
ematical expression library enables simple scripting and extensibility throughout the
data model.
3.5 Advantages and Disadvantages
In this section we list some of the challenges and advantages of the HierSynth data
model as it will be presented over the coming chapter.
3.5.1 Advantages
• Ability to deal with many types of data. As discussed in section 3.6.1 (p96)
HierSynth scenarios may contain many types of data from strings to images.
• HierSynth includes a simple scripting language, this is discussed in section 3.6.2
(p97).
• HierSynth’s expansion algorithm enables querying of design files and the creation
of a design decomposition reflecting a “view” or “slice” of the design which the
practitioner wishes to see. This reduces the complexity of the design information
presented and is achieved through the use of query nodes as discussed in section
3.7.1 (p102).
• The scripting language in HierSynth enables extraction of required inputs from
a HierSynth tree. This enables a degree of consistency checking and is described
in section 3.6.6 (p100).
• The aggregation phase during execution of a HierSynth tree enables collating
of metrics across the design decomposition for higher-level insight into design
performance. This is discussed in section 3.7.3 (p108).
• HierSynth aggregation enables the construction of performance trees for every
node in the design decomposition. This enables consideration of performance
across disciplines at every level of the design. The mechanism for constructing
such performance trees is discussed in section 3.8 (p108).
• A key concern of workflow systems is performance. Through its hierarchical data
model HierSynth provides ample scope for parallelisation. This is discussed in
section 3.12.1 (p122).
• Similarly HierSynth provides a caching framework as discussed in section 3.12.3
(p125). This works closely with an application sharing framework to mediate
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contention for resources and licenses of the complex analysis programs used in
this industry. More details can be found in section 3.12.2 (p124).
3.5.2 Disadvantages
• Restricting users to a tree structure precludes some of the flexibility of tradi-
tional graph-based workflow systems. To address this HierSynth provides “Exe-
cution Links” to enable inter-node communication. This is discussed in section
3.9 (p111).
• Linking the workflow structure directly to the design decomposition structure
means that different designs will cause workflow and make comparison difficult.
This is addressed through the use of a novel expansion algorithm discussed in
section 3.7.1 (p102) which aims to ensure that identical design elements are rep-
resented by a single node across multiple scenarios.
• Unlike the many product optimisation frameworks discussed in section 2.4 (p51)
the HierSynth data model does not easily allow for optimisation or design space
exploration studies. To address this HierSynth trees are used to generate new
scenarios (as discussed in section 3.11 (p120)) and are used in series with sen-
sitivity analyses spliced before and after the analysis tree. This is discussed in
detail in section 3.10 (p114) and in section 3.14 (p127).
Further discussion of the HierSynth framework can be found by considering its con-
text in section 3.17 (p134) and subsequently considering its performance upon an in-
dustrial case study in Chapter 4 (p139). The performance of HierSynth in this case
study is discussed in section 4.15 (p199). However we now turn to provide a more
detailed description of the HierSynth framework.
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3.6 Full Data Model
This section explores the data model behind HierSynth. At the heart of HierSynth
is a tree-based data model which enables the hierarchical decomposition of the design
and the synthesis of insight from analysis modules run on these design elements. First
we will explore the data model for analysis scenarios, then how a HierSynth tree is
put together and how scenario data flows through this tree. Then the algorithm for
executing a HierSynthTree will be presented including the use of performance trees to
generate insight. This will give a basic understanding of the data model in HierSynth.
3.6.1 Data & Scenarios
The HierSynth data model is based upon a flexible representation of data due to the
plethora of designs, disciplines, geometry and analysis models within the urban mas-
terplanning community. Whilst many projects standards, interoperability formats and
ontologies existing within this industry (see section 2.8 (p71)) there is no single format
which will sufficiently cover the breadth of disciplines involved. The cost of creat-
ing or modifying a format and ontology to be broad enough to cover the discipline is
prohibitive. Research continues into addressing these problems, developing standard-
interconversion techniques; however these are not widely used in industry. Similarly in
the field HierSynth was applied to, no industry standard formats were in wide use by
practitioners (with the exception of Collada [55] 3d format). Hence, whilst the Hier-
Synth data model has the capacity to support reading each of these formats, internally
a more basic data format is used. Thus HierSynth supports basic data types via an
expression language. This allows any form of data to be stored that can be serialized
to xml (e.g. images as binary strings). This should provide enough flexibility to repre-
sent the different data types used in various industry standards which HierSynth will
interface with.
These data types are used to form a “Variable Map” which is simply a dictionary of
named data. This data forms the basis of a design scenario for analysis. Variable names
within this dictionary are encouraged to be named in a structured format in this format:
“FloorSpace Housing GFAinM2”, “FloorSpace Office GFAinM2”
This enables the display of the variable map in a hierarchical form as shown in Fig. 3.6
(p97) which enables simple management of the often hundreds of variables involved in
a design and analysis scenario.
Within the HierSynth framework variable maps are used to represent scenarios. Sce-
narios within HierSynth contain a mix of the following types of data:
• Configuration data needed to query design files.
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Figure 3.6: An example variable map displayed as a tree according to the
names of its variables. Variable names are of the form “Wa-
ter Demand Commercial D15 units” or “Water Demand Education D29”.
This provides a simple ontology and an easy way to navigate thousands of
design and analysis assumptions.
• Design data and geometry.
• Configuration data needed to run analyses.
• Analysis assumptions (e.g. weather conditions).
Scenarios are the inputs to the HierSynth data model and they are modified within
the data model. Scenarios may contain groups of expressions which are evaluated
during execution using a worklist algorithm to resolve references between variables.
3.6.2 Expression Language
Throughout HierSynth an expression language is used for (simple) user scripting and
computation. This enables extensibility and provides many capacities for users to
customise HierSynth and its analysis modules. HierSynth uses a modified version of
the NCALC [85] mathematical expression library. This was chosen in part because of
its similarity to Microsoft Excel functions which practitioners within this industry are
familiar with. Additionally its customisability to support different data types and the
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ease of adding new functions to the library were advantages. An example expression is
shown below and is used to set up a number of design scenarios. Almost all configuration
inputs in HierSynth are actually expressions. The expressions are executed in the
context of the variable map at that node.
Design Population ∗ i ∗ if(EnergyStrategy Name = ′Good′,
0.8, if(EnergyStrategy Name = ′Better′, 0.7, 0.6))
This expression language was chosen in part due to its similarity with spreadsheet
formulas. These are well known and widely used by almost all of the practitioners in
engineering analysis and indeed by many of the design community. This familiarity
should avoid any learning curve posed by other potential scripting languages. Similarly
it should enable practitioners to quickly customise the HierSynth platform to meet their
needs.
3.6.3 Tree structure
The central data structure in HierSynth is the HierSynth tree. It specifies how to query
the design and how to analyse design components. It forms the basis of all design and
analysis data storage. A tree structure was chosen since it enables design decomposi-
tion hierarchically. This enables more detailed design insight at multiple scales. This
decomposition can be performed in a number of ways, perhaps per analysis discipline,
per design element type or perhaps most commonly by geometrical containment (city,
district, street and building). Such break down provides a simple way of drilling down
into design performance to identify problem design components and areas for improve-
ment. It also enables the amount of design data to grow as the design advances and
becomes more detailed through the masterplanning process.
Fig. 3.7 (p99) shows an example HierSynth tree which seeks to analyse a city design
by decomposing it by suburbs and buildings. Two analyses are to be performed, first
a city wide lighting analysis using the open source lighting simulator Radiance [103]
and secondly a per building sustainability assessment using Arup’s Integrated Resource
Management (IRM) model [12]. Each HierSynth tree is composed of a number of node
types as shown in the right hand column of Fig. 3.7 (p99).
3.6.4 Node Types
The nodes of a HierSynth tree fall into three categories. Each category will have a
number of implementations targeting different data sources or analysis modules.
1. Query Nodes - These nodes query design and scenario information from exter-
nal data sources. They produce child nodes which reflect design elements. For
example in Fig. 3.7 (p99) the suburb query will instantiate the suburb template
for each suburb read from the design.
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Figure 3.7: An example HierSynth tree consisting of a number of design queries, several
design element templates and an analysis node which also acts as a design
element template.
2. Template Nodes - These nodes hold design data and frequently represent design
elements (such as buildings) and are frequently instanced by query nodes.
3. Analysis Nodes - These nodes will run various analyses on various design ele-
ments. Analysis results are stored either in the design element nodes or in the
analysis node.
Query nodes and analysis nodes are extensions to template nodes and can be used
in place of template nodes at any point. As an example consider that the building
template node in Fig. 3.7 (p99) is actually an IRM analysis node.
3.6.5 Data flow
A HierSynth tree will be executed for a number of analysis scenarios. These are vari-
able maps as discussed in section 3.6.1 (p96) which contain all of the configuration
data needed to query the design and to analyse it. For example the filename of the
design to be analysed might be included in the scenario as well as the average monthly
temperature of masterplan area which would be used to configure an analysis.
This scenario data flows down the tree from the root node to the leaves of the tree
providing configuration data to all nodes. Each node of the tree has the ability to
modify the scenario by adding variables or changing their values. These modifications
will affect only that node and its descendants. This recursive patching enables each
design element to modify the analysis context with specific information. For example
in Fig. 3.7 (p99) the suburb template node will affect its building query child node
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so that it only queries for buildings in that particular suburb. This process enables
increasingly detailed data to be stored in the scenario as it descends the tree.
A tree node may also modify the scenario for that node only. Finally nodes will also
store analysis results as node “Outputs” which are separate from the scenario. These
analysis results will be generated by the execution of the tree. HierSynth includes an
interface for exploring this data flow through the tree model under all scenarios; this
proves useful for debugging purposes.
3.6.6 Analysis Requirements
One major benefit of using the expression language discussed in section 3.6.2 (p97) is
that it enables simple extraction of the inputs required to evaluate a formula. Hence it
is possible to gain a list of required variables from a HierSynth node since all inputs will
be entered using these expressions or read from the scenario variable map. We note that
given the data flow of scenario data some of these requirements from a given node will
have been fulfilled by its parent nodes (e.g. a template node and a parent query node).
This enables a useful ability to check before execution that the initial scenario used for
execution contains all of the required inputs for the analysis to proceed. Additionally
this concept could be used to automatically integrate different analyses based upon a
list of the variables they produce and consume, however this would require unit types
to be recorded accurately and for the ontologies used by each model to be matched
correctly.
3.7 Tree Execution
Following the overview of HierSynth shown in Fig. 3.2 (p87) the first task of HierSynth
and its data model is to query the design and form an internal representation of it.
The second stage of execution is to automatically run various analysis engines upon
design elements at various scales and collate and store the analysis results. Finally the
combined design data and analysis results are used to deliver insight to the analysis and
design teams using a variety of insight tools. We will now explore the tree execution
algorithm which follows the steps shown in Fig. 3.8 (p101).
The first of these steps is the composition of the analysis tree by the user to reflect
a recipe for querying the design and producing a “view” of the design decomposed
into it’s design components. Annotated within this recipe are specifications of various
analyses to undertake on various design components. All of these nodes are configured
and composed into a tree by the user with configured nodes being re-usable in multiple
HierSynth trees. This enables a library of configured general analyses and design queries
to be maintained per project. It is likely there will emerge a number of “design patterns”
for such HierSynth trees as common design decompositions and analysis integrations
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Figure 3.8: An overview of the steps for evaluating a HierSynth Tree. From a user
composing such a tree, through three steps of the execution algorithm to
a final step allowing the user to utilise techniques in the framework for
drawing design insight from the analysis results.
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are found. HierSynth supports this by storing and enabling the sharing of configured
analyses.
The final step is the most interesting and involves the drawing of insightful conclu-
sions from the design and analysis data stored within the design decomposition of the
HierSynth tree. This may be as simple as identifying the worst-performing building in
a district; or more subtle such as understanding the link between building orientation
and water consumption. The framework provides numerous tools for aiding this process
of extracting insight and aims to provide a testbed for exploring the efficacy of such
techniques. Before discussing these techniques we will first explore the three steps of
executing a HierSynth tree as shown in Fig. 3.8 (p101) .
3.7.1 Expand Phase
The first task of the HierSynth tree is to read in the design and its associated data.
This is done during the tree expansion phase of execution. During this phase we can
consider the HierSynth tree to be a formal description of the design hierarchy and how
to query for its data. This is carried out upon all nodes starting with the root node
and descending to the leaf nodes. During this phase all of the query nodes will be
evaluated and the design will be read into HierSynth where an internal representation
of the design is formed in the tree structure.
An individual query node will contain information on the source of data to query, how
to perform the query and which source of data to return. This data source could be a
GIS database, a CAD file, a spreadsheet table or some other source of data. The query
will produce a set of records each representing a design element; perhaps a building
and information on that building. Note that not all query nodes need actually query
external resources some will generate a series of records using internal logic, perhaps
by sampling from a statistical distribution or via a loop producing a set of connected
records representing for example a range of values for the number of electric cars in the
development.
As shown in pseudocode in Listing 3.1 (p104) the final step of the expansion algorithm
is to instance the child templates. This happens for each child template node. A
template will first filter the records it will accept then create an instance of the template
for each of these records. These instances are added to the HierSynth tree as child nodes
of the query. The original template node is removed. These template instances are then
populated with their record’s data as part of their variable mapping. When a template
is instantiated the whole subtree that it roots is also instanced. This enables a building
template to be instanced for each building in a suburb along with a set of child analyses
to be carried out on a per building basis. Note that a query with multiple template
child nodes may mean that a single record can instantiate multiple child nodes. We
note that not all child nodes of a query will be templates requiring instancing; for
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Figure 3.9: An executed HierSynth tree showing the percapita carbon KPI aggregated
at all levels of the design decomposition. This tree is shown after execution,
the template for the tree is shown in Fig. 3.7 (p99).
example an analysis to be carried out on all buildings in a suburb.
The ability for a template to filter the records it accepts enables different templates
to be used for different design elements returned by the same parent query node (e.g.
different analysis engines used on different forms of building).
All instances have a unique identifier formed by the template ID and the instance
number (e.g. “15.1”, “15.2” and so forth). Since queries may be nested this scheme is
not guaranteed to produce unique identifiers. The solution to this is to concatenate the
identifiers produced at each level of the tree such that a node might have an identifier
of “1.1|2.1|3.4”. This is somewhat analogous to the Dewey Decimal system.
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Listing 3.1: Pseudocode of the algorithm for expanding a query node.
1 public void ExpandNode(Node query, Dictionary<string,variablemap>
scenarios) {
2
3 // execute queries
4 Dictionary<scenario, List<record>> queryResults;




9 // process nodes not filled by their parent.
10 Node[] notFilledbyQuery = query.Children.Where(
11 child => !child.FilledbyParentQuery);




16 // find all templates the query node will fill
17 Node[] filledbyQuery = query.Children.Where(
18 child => child.FilledbyParentQuery);
19
20 // for each child template filter records and group by record key.
21




25 foreach(scenario in scenarios) {
26 foreach(record in queryResults[scenario]) {
27 if (template.AcceptsRecord(record)) {






34 // and finally instance the template trees.
35
36 foreach(record in templateInstances) {
37 instanceScenariosAndData = templateInstances[record];






43 // finally recurse
104




Fig. 3.9 (p103) shows the effect of expanding the tree shown in Fig. 3.7 (p99). We
see that first the suburb query has queried a spreadsheet table and found three suburbs
producing three sub-trees. Next the Building Type query has been executed in each
suburb sub-tree and in each case returned a list of building types and instanced the
building query and analysis tree for each of these. Finally the building query has been
executed for each building type in each suburb and has in each case been parameterised
by the scenario data which has been patched by the chain of nodes from the root node
down to its parent node. In this case, two patches occur that affect the building query:
firstly the suburb node will provide the suburb name to search within and then secondly
the building type node will specify which type of building to search for. This specific
query is then performed and the returning buildings of a particular type in a particular
suburb and the combined building template and analysis node is instanced for each,
thus producing the leaf nodes shown in the expanded tree.
Finally we should consider how this expansion phase occurs when executing a Hier-
Synth tree under multiple scenarios. Whilst we could simply generate multiple separate
trees it would be more useful to store multiple analyses of the same design element on
the same tree node. However this can be made difficult since the shape of the tree
can be different under each scenario, for example if each scenario is a different design
there may be a different number of suburbs and buildings. Thus each template node
must identify each record it processes by a primary key which is then used to match up
records in new scenarios with previously generated child nodes (see line 28 of Listing 3.1
(p104)). This avoids duplication and enables a single data structure to store multiple
sets of design and analysis data ready for the execution of various analyses.
3.7.2 Execute Phase
The execution of a HierSynth tree centres upon the analysis nodes it contains. These
will be at various levels of the tree and so will analyse the design on various scales,
perhaps at city wide or building level. These analysis nodes will take the design and
scenario data now stored in the HierSynth tree to analyse one or more design elements
in the tree represented by tree nodes. The analysis node will then prepare input for,
run and extract results from external analysis tools. These analysis results will then
be stored within the design element tree nodes.
As a proof of concept HierSynth has three types of analysis node implemented:
1. Radiance - is an open source lighting simulator in wide use in industry. See
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section 4.4.1 (p144) for more information.
2. Excel - is very widely used within the design and analysis communities for de-
sign analysis ranging from back of the envelope calculation to 50, 000 cell multi-
discipline analysis engines. Examples of these models can be found in section 4.4
(p144).
3. SynCity [53] - is an academic urban energy simulator comprising models for
optimising an urban resource generation and interconversion network along with
an agent based transport model.
How these nodes work internally is independent of the HierSynth data model, pro-
vided they meet criteria for accessing design, scenario and previous analysis results and
store their own analysis results correctly. Implementations of new node types must
inherit from a basic template node. Commonly these analysis nodes work by gathering
data, formatting and presenting it to the analysis engine which is then initialised and
run before the analysis results are read, post processed and stored in the HierSynth
tree.
For example the Radiance node will either generate a 3d model of the development
from GIS data or use an existing model, then convert it to the right format for radiance
analysis. Details of the analysis configuration (longitude and latitude, material types
and time of day) will then be read from the analysis scenario and a simulation prepared.
Radiance will then be initialised and run. This will produce a texture encoding daylight
measurements. These are post-processed to compute averages for the roofs and fascades
of a given area which are stored in the design elements node.
We will now consider where the analysis nodes access their data from. Execution
nodes can access four types of data:
1. Node Data - if the analysis node has been used to represent a design element
in the tree (as with the building nodes in Fig. 3.9 (p103)) it will likely have
been generated by a query node and so much of the information required for
the analysis will have been returned by the query and stored in the generated
analysis node. Analysis nodes may also contain local configuration data which is
not visible to other nodes.
2. Scenario Data - this dictionary of variables and values will contain some con-
figuration data such as the weather of the development. The scenario variable
map will have been patched successively by each ancestor node of the analysis
node from the root node down to the parent node and finally with the data of
the current node. These patches will have added information about the hierarchy
of design elements that the current node sits under and will be different for each
analysis node depending upon its location in the HierSynth tree.
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3. HierSynth Tree - Design and scenario data from other nodes can be read freely
by analysis nodes providing it is not written to. This enables access to, for
example, the set of all electricity substations in the design to enable an analysis
of whether they cover the development effectively.
4. Analysis Results - Analysis results from other nodes may also be accessed
provided these links are stated clearly before execution. These Execution links
will be discussed shortly.
Having gathered the required information, the analysis node transforms it for use by
its analysis engine (e.g. a lighting analysis package). If needed temporary folders are
created based on the tree structure and scenario name; results are then stored in this
directory. The analysis engine is then started (subject to resource contention described
in section 3.12.2 (p124)).
Finally once the analysis engine has finished results are post processed and stored
either in the analysis node itself or potentially upon other design element nodes. Large
analysis files may be stored permanently in the results folder specific to that analysis
run.
Execution Flow
As mentioned earlier the order of expansion of the HierSynth tree is from root node to
leaf node since this enables more detailed queries to use results of higher level queries
(buildings in a particular suburb). However the execution process works from leaf node
to root node. This is so that higher level analyses can use the results of lower level
analyses. For example a district-wide energy system optimisation run from the SynCity
module might use results from an energy demand module run upon each building.
As just discussed, if one analysis node requires results from another then HierSynth
will order the analyses to occur in the required order. This implies that rather than
a tree of execution tasks we have a Directed Acyclic Graph (DAG) of execution tasks.
We note that the execution order from leafs upward means that one node waiting for
another will cause it to wait until that node’s descendants have also been executed.
The execution of this DAG is achieved by using a worklist algorithm implemented by
an underlying task parallel framework in the .Net runtime. The HierSynth data model
also affords the opportunity to ensure the execution graph is a DAG. Dependencies
between nodes are either data-flow driven (i.e. using data from an ancestor or child
node) or alternately by an explicit execution link defined by the user. In the first case
the dependency could be checked during tree compilation since all data dependencies
within a node can be extracted using the expression language described in section 3.6.2
(p97). Similarly since execution links are user defined these could be identified, checked
to ensure a DAG and visualised to the user alongside data dependencies.
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3.7.3 Aggregate Phase
Having executed the analyses one means of generating insight into the design is to
compute metrics across all design elements. This is done by an aggregation pass which
starts from leaf nodes works up to parent nodes aggregating metrics from child design
elements. A simple example is calculating the average percapita carbon emissions for a
set of buildings or a suburb. This is shown in Fig. 3.9 (p103) where we see the analysis
results on the building level and then aggregate results on the building type, suburb
and city levels.
These metrics allow quick comparison of groups of design elements and enable quick
drill-down into results to identify problem design elements - for example the East de-
velopment is performing poorly compared to its peers.
To compute these metrics a set of “Datalayers” are set up and computed over the
tree. They use the internal mathematical expression language [85] to enable custom
logic in the aggregation process. For example whether or not to accept a node or child
node result, the initial seed value for aggregation, an aggregator function and a final
processing function are all customisable expressions which can use any analysis result
on the node or its scenario. As an example this expression language could be used
to construct a percapita carbon figure across all districts in a development which is
weighted for population.
These “Datalayers” then form the basis for building performance trees across the
tree of design components as a visual tool for identifying performance problems across
many KPI’s and disciplines.
A more complex requirement might be calculating the total carbon emissions from
multiple sources, first within a single node and secondly across the entire design decom-
position. For this a set of data-layers would be utilised to create a tree like hierarchy
of summations across multiple disciplines (e.g. transport and electricity consumption)
resulting in a final root total. This, in essence is a performance tree; the design of
which we will now discuss.
3.8 Performance Trees
As discussed in section 2.7.3 (p69) a performance tree is a visual indicator of the
performance of a design element. It consists of a tree containing many KPI analysis
results which form the leaf nodes of the tree. These KPI’s are then combined to give
a series of scores at each branch node of the tree. Finally an overall score for the
design element is generated at the root node of the tree. Performance trees enable the
composition of multiple KPI’s from multiple disciplines into a single structure to give
an overview of the performance of the design element. This overview gives not only a
composite score to the design element which may be compared to its peers but enables
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quick visual investigation of performance problems by drilling down the performance
tree. For example a poor score may result from a single KPI in one discipline being
sub-par. This would be highlighted in the chain of parent nodes from that KPI to the
root node which should reflect a poor score. A conceptual model of the construction of
such a performance tree from many KPI’s and disciplines is shown in Fig. 3.10 (p110).
A good performance tree should have a mix of KPI’s from analysis results as well a
good hierarchy of composite scores combining disparate KPI’s. There are many means
of computing these scores from a simple sum or average through weighted averaging to
more advanced methods such as neural preference trees [25]. These aggregators must
be set up to convert the disparate units of the KPI’s into a utility score in a way which
reflects the priorities of the engineers and designers. For example if the client would
like to increase rental space then this should be highly weighted, on the other hand if
the building will break planning laws even by a small amount this should be flagged
up heavily through the performance tree to the root node. The main difficulty in using
performance trees is setting up the aggregators in a meaningful way. Integrating formal
methods of creating and aggregating metrics may be one means of achieving this (e.g.
[86]). Alternatively one could explore the use of machine learning techniques such as
[73] to construct performance trees automatically using Inductive Logic Programming
to synthesise logical formulas representing a practitioners assessment of a training set of
buildings. Recent research into learning multi-clause logical formulas will map simply
to a performance tree concept.
Fig. 3.11 (p111) is a HierSynth-generated performance tree. HierSynth uses the ag-
gregation phase of execution to compute multiple datalayers across the HierSynth tree.
These datalayers are able to reference one another in the computation of results (e.g.
adding KwH of electricity and gas consumption). These references between datalayers
are automatically identified via the expression language used in HierSynth and used
to create the performance trees shown in this figure. Performance trees are generated
for each node in the HierSynth tree (see 3.12 (p112)). This enables comparison of the
performance of (and designer preference to), for example, all the buildings in a devel-
opment. To enable this visually each node of the performance tree is shown on a colour
scale in comparison to its peers in all of the performance trees of other nodes in order to
highlight comparisons. Since datalayers can access their corresponding results on child
nodes the performance tree of a parent node can be computed using results from child
design elements and analyses. This is shown in the conceptual model shown in Fig. 3.12
(p112). This provides a useful facility to for example rate a suburb on the distribution
of the scores of its child districts. This in turn is possible since the data layers involved
at each node need not be the same, enabling different performance trees for each node
in the HierSynth tree. Similarly different sets of data layers can be used to generate
different performance aspects which are of interest to different stake holders. These
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Figure 3.10: A conceptual model of a performance tree for a design component in Hier-
Synth. The tree is based upon analysis results stored in that node (shown
in red and as a tree due to the naming convention used in HierSynth as
described in Fig. 3.6 (p97)).
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Figure 3.11: A Performance tree calculated by HierSynth displaying KPI’s from a num-
ber of disciplines and aggregating them into composite scores for each area
and for the whole building. Colour coding is by performance in relation
to peers and enables a quick visual diagnostic of building performance.
The perceptive reader will notice lines in the background which are refer-
ences between multiple performance trees in the design decomposition; this
performance tree is just one of around 100 performance trees in a design
decomposition breaking a development down into suburbs and districts.
Fig. 3.12 (p112) shows this concept.
can then be visualised geolocated in 3d as is shown in section 4.11 (p166). Finally the
most important use for these performance trees is comparing design performance at all
levels under different scenarios, be they analysis scenarios or different designs.
3.9 Graph Structure
In this section we discuss how the HierSynth data model supports a richer structure of
analysis model integration using cross links within the tree structure to regain much of
the flexibility lost when restricting the user to a tree based hierarchy. We first consider
how such cross links are implemented and then motivate their introduction with an
example which requires cross links to enable multi-scale analysis.
3.9.1 Execution Links
One of the disadvantages to adopting a tree structure for the data model of HierSynth is
that it means that the richer connectivity of a more traditional graph based workflow
model are lost. This means it is difficult to implement multi-scale analysis where a
high-level analysis must refer to the results of a lower scale analysis. To address this
HierSynth uses a concept of “Execution Links” to add cross-structure to the tree and
regain much of the expressibility of a graph based workflow layout.
Any node within HierSynth is able to provide a list of execution links. These are
references to other nodes within the hierarchy. Upon execution the processing of a
node is delayed until all of the nodes referenced via execution links have been executed.
The data from referenced nodes is then made available to the execution of the node
via prefixed scenarios (i.e. the names of all outputs of a node are prefixed with an
identifier). Given the execution semantics (with execution running from leaf to root)
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Figure 3.12: Conceptual diagram showing the formation of the performance trees for
each design component. Each design component’s performance tree is
formed from KPI’s stored on that node (in red) together with the corre-
sponding performance tree nodes in the design component’s children. This
allows quick drill-down of performance results both in the performance
tree, across disciplines and through the design decomposition.
of a HierSynth tree a node can only specify execution links to its descendant nodes,
its sibling nodes or their descendants. Should this limit a model’s use the opposite
execution order (root to leaf) could be used to enable links to parent nodes (but this
would preclude links to child nodes). These semantics enable references from a high
level to a lower level analysis, however many high level analyses will require access
to a large set of lower level analyses. To enable this, every execution link made will
not only allow access to the referred node’s data but also the node itself. Given the
execution semantics (leaf to root) we can guarantee that all descendants of the referred
to node will have been executed. Thus the high-level analysis is enabled to query and
access data from all descendant nodes of a node it has an execution link to. This would
include searching for all lower level analysis nodes and their analysis results.
Using this scheme multi-scale analysis is enabled with models at a higher scale refer-
ring to those at lower levels. We now motivate this with an example.
3.9.2 SynCity Analysis Example
To motivate this functionality we explore a case study where a high-level city-wide
analysis requires inputs from a lower-level building level analysis. Specifically a city-
wide power network optimisation model (SynCity) requires energy demand forecasts for




SynCity is a tool for “integrated modelling of urban energy systems” [53] developed
by the Urban Energy Systems project at Imperial College London. It is one of the
first projects to integrate several layers of modelling into one tool to enable cross-
optimisation of a cities’ total energy consumption across multiple disciplines (master-
planning and various forms of energy generation networks and inter-conversion tech-
nologies). Specifically it integrates a city layout optimisation, an agent based energy
usage simulation and a resource interchange network which will meet the predicted
demand in an optimal method with specified technologies. The framework has been
applied in numerous case studies in the UK and abroad, exploring differing methods
of energy supply, city layout and carbon reduction strategies demonstrating that the
model can be “used to develop alternative master plans for a new development with
up to 90% reduction in cost and emissions against a business-as-usual scenario”.
The model we consider in this example is the third in the SynCity model stack.
This model creates an optimised Resource Technology Network (RTN) which aims to
meet energy demand forecasts for various resources (heat, cooling and electricity) with
various resources (e.g. Gas and Biomass) and power technology (e.g. Combined Heat
and Power plants) in an optimal and spatially consistent manner. This is implemented
as a Mixed Integer Linear Programming problem aiming to minimise cost and various
types of pollutant emission. A number of different technologies are specified for use in
this model ranging from combined heat and power plants to biomass energy generation.
These technologies can be interconnected as required for an optimal solution.
Implementation
As shown in Fig. 3.13 (p114) this analysis tree consists of a city design decomposition
into suburbs, building types and buildings. Annotated onto this decomposition are per
building runs of the IRM model which will calculate demands for electricity, heating
and cooling at a granular level. At the city level the SynCity RTN model will be run.
This node has an execution link to the “Suburb Query” which is its sibling. Since
the execution order runs from leaves to root when the SynCity analysis runs all of the
building level analysis will have been completed and the SynCity model will be free to
query the “Suburb Query” node for its descendant IRM analysis nodes. From these
the forecasts for heating, cooling and electricity can be extracted and entered into the
SynCity model. The results of the analysis are visualised in Fig. 3.14 (p115).
This multi-scale analysis is only possible through the execution links interface to-
gether with the execution semantics of the HierSynth tree. In this way much of the
functionality lost by limiting the user to tree structure is regained.Execution links
proved a critical feature for the integration of many analysis models together, as can
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Figure 3.13: This HierSynth tree makes use of cross-links between the SynCity model
and the suburb query decomposition. This enables the high-level SynCity
analysis to access the energy demand forecasts calculated by the Integrated
Resource Management (IRM) model which is run for every building of
every type in every suburb. The SynCity model then calculates an optimal
resource network and set of power technology to meet these demands. This
is shown in Fig. 3.14 (p115)
be seen in section 4.9 (p157).
3.10 Execution Chains
Having explored the design and working of a HierSynth tree along with its execution
algorithm we can now explore how they are used within the HierSynth platform. Firstly
as we have seen a HierSynth tree can be used to analyse a design, for example the city
decomposed down by suburb and building shown in Fig. 3.9 (p103). Secondly they can
be used as the building blocks of more complex in-depth analyses and investigations.
For example analysing a design under multiple analysis scenarios (e.g. times of the
year) or analysing a whole suite of designs. However the variable mappings for these
scenarios must each be entered manually. This is something that can be addressed
using an execution chain consisting of several HierSynth trees.
To investigate questions, such as how different development designs perform under
several carbon reduction plans, it is useful to chain together several HierSynth trees.
These trees perform different functions, such as the generation of scenarios (perhaps
through simulation) and the analysis of the design. Data is passed between the different
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Figure 3.14: A “worms eye” visualisation of the output of a SynCity Resource Tech-
nology optimisation run. Four resource networks are visualised which are
providing power to the city to meet the electricity, heating and cooling
demands of the city. Interconversion technology (e.g. gas boilers or Com-
bined Heat and Power (CHP) plants) are placed strategically within the
city.
115
trees in the execution chain by extracting different variable mappings (scenarios) from
selected nodes of the previous tree and using them as scenarios to execute the next
tree.
The benefits of using execution trees are shown through a number of example execu-
tion chains are shown in Table 3.1 (p118). These chains show the initial set of scenarios
and then a number of HierSynth trees each executed for each of the scenarios generated
by the previous tree. Several of these examples are taken from the casestudy in Chapter
4 (p139). First note that all four execution chains reuse the same HierSynth tree for
analysing the development allowing direct comparisons between all scenarios explored
and reducing implementation costs.
Example A
The first execution chain (a) shown in Table 3.1 (p118) aims to investigate the perfor-
mance of a set of designs which vary in density. Additionally there is a requirement to
investigate the impact of several sets of carbon mitigation strategies upon each design.
These impacts are then explored over time, as discretized into ten construction phases
(each a few years long). The goal of this study is to help the design team understand
the design trade-offs in terms of density and investment in carbon mitigation strategies
and how these will vary over time.
The execution chain (a) for this study shows the use of scenario composition to
generate scenarios as will be discussed in the next section. Thus tree 1 produces the
cartesian product of a set of designs and a set of carbon reduction strategies creating
a set of scenarios for analyses. This is done for each of the ten initial construction
phases (phases of development; the number of these will depend upon the project
and is chosen here arbitrarily). Finally the second HierSynth tree is executed for
10constructionphases∗xdesigns∗ycarbonstrategies. This enables a great deal of detailed
insight to be generated by comparing designs under different carbon scenarios over the
time represented by the construction phases (an example of this is seen in Fig. 4.6
(p155)).
Example B
Another possible requirement for computational investigations is to consider the per-
formance of a design under a predicted future climate. Such predictions might be made
through the use of complex simulation models. Execution chain b) shows the use of
simulation to generate analysis scenarios in this case possible future climate scenarios,
perhaps computed using a lighting analysis and used in a building energy study where
solar gain is important.
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Example C
One common use of computation within a design context is investigating the best value
or the impact of a particular design parameter or analysis assumption. In this case
we explore the impact of different uptakes of electric cars and study the impact upon
different design densities under different carbon mitigation strategies.
Execution chain c) is similar to a) except that it operates for a single initial sce-
nario and uses HierSynth generator nodes to create a set of scenarios which explore the
changes in an analysis assumption at 10 different levels. In this case the uptake of elec-
tric cars which is explored in section 4.12.1 (p172). This enables complex explorations
of the design space to be set up in minutes.
Example D
A common design space exploration technique is sensitivity analysis. This enables the
study of which inputs (design variables or analysis assumptions) a performance figure is
more sensitive to changes in. Sensitivities will likely vary with different designs, under
different scenarios (e.g. carbon mitigation strategies), hence a wide sweep of the design
space performing several sensitivity analyses concurrently should provide a great deal
of insight for practitioners.
Finally execution chains need not only consist of HierSynth trees; one very useful
approach is to splice a sensitivity analysis into the execution chain d), first to generate
the experimental runs, then again after the analysis modules of interest are executed to
compute sensitivities to various factors in the scenario. This will be discussed in more
detail in section 3.14 (p127) and an example tree is shown in Fig. 3.18 (p130).
Fig 3.2 (p117) shows a specification of the grammar for the composition of HierSynth
trees into a execution chains in Extended Backus-Naur Form (EBNF). We see three
options. Firstly, a chain of scenario generation trees, constructing a multi-dimensioned
exploration of the design space followed by a final analysis tree. Secondly, we see a
sensitivity analysis spliced before and after a final analysis tree. These steps create
and then analyse the set of experimental runs to be performed. Finally, we see an,
as yet unimplemented, proposal for how an optimisation loop could be included in an
execution chain. In this case the optimiser would normally be a genetic algorithm
with each scenario being a different design variant. The optimiser would create a new
generation of design specifications. Scenario generation trees would then be used to
turn these specifications into actual design geometry which would then be analysed
by an analysis tree, completing the analysis loop. Both of these last two options are
optionally preceded by a number of scenario generation trees to create larger design
space explorations.
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a) Scenario Generation and Anal-
ysis tree see Fig. 3.16 (p121)
b) Scenario Generation through
Analysis
0. a) Ten construction phases
1. [↓] Compose Designs with Car-
bon Strategies
2. [↑] Analyse Design
0. b) Initial Scenario
1. [↓] Simulate 5 Climates
2. [↑] Analyse Design
c) Electric Car Investigation see
Fig. 4.17 (p173)
d) Sensitivity Analysis see Fig.
3.18 (p130)
0. c) Initial Scenario
1. [↓] Compose Designs with Car-
bon Strategies
2. [↓] Generate levels of electric car
uptake
3. [↑] Analyse Design
0. d) Initial Scenario
1. [↓] Compose Designs with Car-
bon Strategies
2. (∗) Generate Sensitivity Analysis
Experiments
3. [↑] Analyse Design
4. (∗) Analyse Sensitivity Analysis
Experiments
Table 3.1: Example HierSynth execution chains composed of a number of HierSynth
trees. Some HierSynth trees are used to generate analysis scenarios and
these are discussed in section 3.11 (p120).
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Figure 3.15: An example of an executed scenario generation tree. Note that in this case
only the leaf nodes will generate scenarios from their variable mappings
which will have been patched to include energy scenario data and by their
ancestor design node to include design data.
Listing 3.2: A grammar for the composition of a HierSynth Execution Chain from
component HierSynth Trees and other techniques.
1 ExecutionChainGrammar










11 : ( Optimiser ScenarioGeneratorTree+ AnalysisTree )+ ;
Thus execution chains provide a key means for investigating a design and its design
space. As we have seen this involves using HierSynth trees to generate scenarios, the
mechanics of which we will now discuss.
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3.11 Scenario Generation
Scenario generation enables many opportunities for creating design insight. Scenario
generation uses a standard HierSynth tree consisting of query, analysis or template
nodes to produce new analysis scenarios. New scenarios are extracted from the variable
mappings on certain nodes (normally the leaf nodes). To enable this, a change is
required in the tree execution algorithm. Under normal execution a HierSynth tree is
executed from the leaf nodes upward to enable parent nodes to use child node analysis
results. However if a HierSynth tree is tagged to be executed as a scenario generator
the execution is completed from the root node downward. This enables child nodes to
execute in light of their parent node’s results. This in turn enables the node to patch
the variable map with analysis results.
Consider the example executed tree shown in Fig. 3.15 (p119); here we see the first
tree in execution chain a) of table 3.1 (p118). In this tree the goal is to generate
scenarios to analyse a number of designs under a number of energy scenarios. When
expanded, the two nested queries will be evaluated, instancing a set of design nodes
and for each of these a set of energy scenario nodes.
When the execution phase begins it will do so from the root node and we follow the
changes made to the variable map down through the tree. Each design instance node
will use data returned by its parent query such as the design name to read in full design
information from external files (e.g. from a land use schedule). This information will
be added to its variable map at that node. Next each energy strategy node will execute
and query its information from external data files again adding it to the variable map.
Finally when execution is complete the tree will be searched for nodes which are
tagged as producing new scenarios. In this case the leaf nodes of the tree (highlighted
in Fig. 3.15 (p119)) and their variable mappings will be extracted as new scenarios.
Recall these will consist of the original scenario patched with information about a
specific design and a specific energy scenario.
This process is completed for each of the scenarios in the execution chain. For
example the 10 construction phases in chain a) of Fig. 3.1 (p118) would each produce
9 design / energy strategy scenarios. This results in the 3 designs being analysed under
30 scenarios covering a time and an energy strategy dimension.
3.12 Performance
Given the mismatch in speed between the design and the analysis cycles attention
should be focused upon increasing the speed of analysis. To this end much effort was
spent upon the performance of the HierSynth framework. This was achieved through
parallelisation, caching and application sharing within the HierSynth framework and
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Figure 3.16: A simple Execution Chain consisting of a scenario generation tree and an
analysis tree. The first generates the composition of designs and energy
strategies as 9 new scenarios and the second analyses the design under the
scenario with a per-district design decomposition.
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enabled the framework to manage thousands of connected analyses. HierSynth was
able to return results in 5− 90 minutes depending upon analysis run complexity. This
should be compared to the previously manual processes and as such is a substantial
improvement over analyses which would have taken hours of manual work. From the
case study in Chapter 4 (p139) we saw an order of magnitude more analysis cycles
being undertaken through the project than literature would suggest is normal.
First however a word about the analysis engines HierSynth automated. We did not
explicitly change the actual analysis models but rather added code to automate the
preparation of input, manage analysis execution and handle post processing of output.
Analysis engine execution occurred locally (as in the case of Radiance [103] a lighting
simulator) or remotely (as in the case of the SynCity [53] models). Some analyses
permitted concurrent execution (e.g. Excel models) whilst others allowed only one
simulation at a time (e.g. SynCity). For example the Excel analysis module was able
to parallelise executions for up to 5 concurrent executions on a quad core (Intel i7
720QM) laptop. This parallelisation gave most scope for increased performance and
was enabled via the HierSynth tree based data model.
3.12.1 Parallelisation
To take advantage of compute resources and to overlap long running analyses HierSynth
takes advantage of the hierarchical decomposition of the design and uses a task based
execution to provide tree based parallelism. For each of the three stages of execution
discussed in section 3.7 (p100) (expansion, execution and aggregation) a task hierarchy
is created to reflect the HierSynth tree. These trees are dynamically expanded both as
the expansion phase executes and the HierSynth tree grows and as downward execution
and aggregation completes node by node as child tasks are created and executed. These
three trees are joined as the children of the execution task which manages the execution
of a HierSynth tree. This large tree is then augmented with other tasks such as check-
pointing of results. A visual reflection of this task tree is then displayed to the user via
a graph based visualisation as can be seen in Fig. 3.17 (p126) enabling visual feedback
of task completion and growth of the execution tasks reflecting the HierSynth tree.
Each task in the execution tree has the option to execute its children either sequen-
tially or in parallel. This is set through a design time switch. This choice, made at
design time, is made depending upon the nodes task; the default is for parallel exe-
cution with the majority of nodes executing their children in parallel. Tasks such as
the root task will execute their children sequentially to ensure the correct order of ex-
pansion, execution and aggregation. This enables a large amount of parallelism. The
number of parallel tasks available at any point will depend upon the design decompo-
sition implemented by the user. For example a decomposition of a design into suburbs
and buildings will result in many potentially parallel tasks whilst a decomposition into
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Parallelisation Opportunities Parallelisation Challenges
• [X] Scenario Preparation
• [X] Each Design Decomposition
Stage
• [×] Multiple Analysis Scenarios
• [×] Overlapping Execution Phases
• Computational Resources
• Analysis Engine Supports Multiple
Instances
• Analysis Engine Licensing
• Dependencies between Execution
Tasks
Table 3.2: HierSynth parallelisation opportunities and challenges within the HierSynth
tree execution algorithms, along with current implementation.
suburbs will not. The realisation of this parallelisation will depend on a number of
factors including the availability of compute resources and particularly the number of
analysis engine instances possible in the system due to licensing or analysis implemen-
tation. Similarly the impact of linked execution between analysis nodes in the tree will
reduce parallelism potential, particularly as, depending on the direction of execution,
either the ancestor chain or the subtree of that node must also have completed before
the dependency is fulfilled. Despite these limitations during the applications of the Hi-
erSynth framework discussed in chapter 4 (p139) generally generated sufficient parallel
work tasks to utilise all computational resources for the majority of the HierSynth tree
execution (as measured by the workload manager within HierSynth and contention for
execution resources).
Should further parallelism be required it would be possible to consider parallelising
the evaluation of scenarios under which a HierSynth tree will be executed. The case
study presented in Chapter 4 (p139) frequently ran an analysis tree under 9, 10, 90, 126
or 546 scenarios. At present this particular opportunity is not exploited due to chal-
lenges in preserving data integrity and avoiding deadlock since all scenario runs are
stored in the same HierSynth tree and indeed in the same tree nodes. This should be
addressed in future work. Finally the overlapping of execution phases could be enabled
since once a node is expanded it can be executed without waiting for the other nodes
in the tree to be expanded, although this depends on the direction of execution. Simi-
larly once a subtree is executed it can be aggregated without needing to wait for other
subtrees to be executed. This could again boost performance by avoiding valleys in the
number of tasks available over time as one phase of execution completes and another
starts.
Table 3.2 (p123) presents a summary of parallelisation opportunities exploited and
enabled by the HierSynth data model coupled with the challenges it faces. Finally we
note that scheduling of concurrent tasks is currently undertaken by relying on the C#
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Task Parallel library and keeping a large pool of tasks ready to be executed. Contention
for resources is managed by an application sharing framework which we will now discuss.
3.12.2 Application Sharing
One challenge presented by the analysis applications automated by HierSynth is that
they are frequently licensed or constructed in such a way that only a limited number
of instances can be created. Similarly limits on computational resources will restrict
the number of instances of an application that it is possible to run concurrently. For
these reasons and to manage concurrent access to application instances an applica-
tion sharing framework was included in HierSynth. This framework mediates access
to application instances by asking all analysis nodes to request application instance
from a management class. This manages access to the applications by only returning
a interoperability class when application resources are available. This interoperability
class interfaces with the external application by providing routines for analysis setup,
processing and post-processing. The application manager must be threadsafe which
presented a few challenges in implementation. The framework is extensible, supporting
new types of analysis engine via the implementation of a new interoperability class.
These classes are annotated with meta data indicating the maximum number of con-
current instances possible along with information on compute resources required. At
present scheduling takes place according to the maximum number of instances possi-
ble. This is set according to per machine extensible configuration files within HierSynth
leaving the operating system to mediate compute resources. However this should in
future be incorporated into the application sharing framework. Finally this framework
has another substantial benefit. Since each request for an application instance contains
some indication of the analysis set up information it is possible to schedule application
requests so as to reuse application instances avoiding start-up, configuration and close
down costs of the analysis engines which can prove substantial. Thus the framework
enables similar execution runs to occur sequentially on the same execution engine, this
was a key technique for improved performance in Chapter 4 (p139). This was particu-
larly useful as it enabled one instance of Microsoft Excel to open a particular analysis
model and for this instance to be used for multiple analysis runs without constantly
closing and re-opening the application. Together with mediating access to resources
this was a key technique in making the HierSynth data model perform well enough to




Finally a results caching framework was added into HierSynth to avoid re-computation
of analysis results computed earlier in the analysis run or in previous executions.
This was primarily applied to long running analysis jobs (such as Radiance analyses).
Caching occurs at the level of requests for access to external resources and applications.
This is because these requests contain sufficient information to uniquely identify the
objects. The actual caching algorithm is uniquely defined by the application interoper-
ability code within HierSynth which exposes the application to execution nodes via the
application sharing mechanism discussed in the previous section. Such implementations
have access to several internal methods to support caching. Particularly, the framework
enabled the key for the analysis to consist of strings, serialised objects, model version
numbers and file/directory checksums which represent the inputs to the analysis model.
A major use for this framework was for caching external configuration data such as lists
of KPI’s to read from specific cells in an spreadsheet model. The framework was not
applied to short-running analyses such as Excel based model to avoid cache pollution
as it was expected that most analysis runs would be different. This caching framework
was able to approximately halve the number of application queries required to run the
HierSynth tree developed in section 4.9 (p157) by caching lists of input locations to
write to within an Excel model and similarly caching the list of output KPI’s to read.
3.13 Implementation
The HierSynth framework is implemented in C# 4.5 under the .Net framework and
consists of a core of around 30, 000 lines of code supported by 18, 000 lines of addins
enabling insight and interoperability and takes advantage of heavily modified version
10, 000 line expression language NCalc [85].
HierSynth takes advantage of .Net frameworks such as Language INtegrated Query
(LINQ) [97], Task Parallel Library and the Managed Extensibility Framework (MEF)
[98] which enabled construction of the HierSynth framework. The HierSynth GUI is
shown in Fig. 3.17 (p126).
HierSynth uses a consistent means of presenting information to users via a tree based
interface based upon Infralution’s Virtual Treeview component [50] backed by an XML
document together with a set of anonymous functions defining actions to be undertaken
to extract a tree from the XML document, display information in each column as well as
responding to edit events. Each configuration panel follows this method and so presents
a coherent and simple to follow environment for users. Frequently the XML document
backing a configuration panel is a serialized version of an object in the HierSynth data
model which enables simple editors to be prepared from annotations to the objects type
read via reflection. Similarly HierSynth uses XML based serialization as the primary
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Figure 3.17: The GUI of HierSynth, showing configuration on the left and the execution
of a small HierSynth tree on the right.
means of saving and loading projects and results.
HierSynth uses the Unity3d [100] visualisation engine to enable 3d visualisation of
results. This is done via a Unity3d custom application reading configuration data
produced from HierSynth. Unity3d was chosen for its web based and cross platform
support as well as easy of development.
Finally the HierSynth platform was built to be highly extensible via an addin frame-
work.
3.13.1 Plugins
HierSynth uses the Managed Extensibility Framework (MEF) in C# to enable new
plugins to be loaded from dll files in a plugin directory. HierSynth includes a configura-
tion system for each plugin allowing simple standardised configuration of each plugin.
Numerous plugin points are provided and are listed below:
• New expression language functions can be incorporated into the NCALC library
via extensions made to the library to support MEF.
• New analysis nodes can be added to support different analysis programs, they
must implement a standard execute method as well as listing the variables they
expect to use. New analysis nodes should work with new application interoper-
ability modules.
• New applications interoperability modules enabling application sharing and con-
currency management for new data sources and analyses.
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• New query nodes allowing different data sources to be queried, examples include
Excel and GIS shape file readers.
• New analysis for using with an execution chain - for example new forms of sensi-
tivity analysis can be incorporated into an execution chain as shown in Fig. 3.18
(p130)].
• New datalayers for use in building performance trees with custom aggregators as
described in Section 3.8 (p108).
• Insight-giving result viewers - these are addins which enable exploration of an
analysed HierSynth tree. This include a performance tree visualiser and a graph
generator.
• Data sources can be read in from different sources (e.g. Excel, text file) or gen-
erated, new plugins allow more data sources.
• Data Series - means of extracting data sets from an executed HierSynth Tree.
• Graph generators - means of composing data series into meaningful graphs
• Graph viewers - means of visualising generated graphs.
One of the most successful plugins to the HierSynth framework is a sensitivity analysis
module which is a plugin analysis for use in an execution chain.
3.14 Sensitivity Analysis
As discussed in section 2.7.2 (p68) sensitivity analysis is a key technique used in product
design to explpore the design space and identify the best means of improving a design.
HierSynth supports two methods of running a sensitivity analysis, depending upon the
complexity of the analysis required and the experiment being analysed.
First a single HierSynth tree can be used as the experiment to analyse. In this case
four scenarios are provided. One provides a boolean value for each variable in the
scenario indicating whether it is a factor to be analysed by the sensitivity analysis or
not. For variables not involved a default value to be used throughout the analysis is
specified in a second scenario. The final two scenarios provide high and low values
for each factor. The PB analysis module takes these four scenarios and uses them
to produce a large number of experimental runs. Each of these runs is actually a
new scenario and the HierSynth tree will then be executed for each of these scenarios.
Once this is complete the PB analysis module will analyse the results and compute
sensitivities storing them within the HierSynth tree as a new scenario.
127
The results of a sensitivity analysis on a single output KPI is the list of factors
together with a measure of the KPI’s sensitivity to each. This enables identification of
the most effective ways to impact that KPI by changing design parameters within the
limits identified by the high and low values used in the sensitivity analysis. Similarly
for analysis assumptions where the range of inputs represents uncertainty, a sensitivity
analysis will identify which uncertainties the KPI is most sensitive to and how the
analysis can be made more accurate by resolving them. The number of factors to
which the KPI has non-negligible sensitivity is also interesting as it shows the range of
options open to the design team or alternately a small number key design variables to
focus upon. Examples of the insight that a sensitivity analysis can generate for a single
KPI are shown in Figs. 4.28 (p188) and 4.29 (p189).
In contrast to normal practice, HierSynth computes a sensitivity analysis for all
outputs of the experiment. Within the HierSynth data model this means that for each
of the outputs and datalayers on all nodes of the HierSynth tree a list of factors which
it is most sensitive to is identified. This presents several intriguing potential insights:
• Comparison of sensitivities across design element peers - Identifying why
certain suburbs or buildings are more sensitive to changes in one analysis assump-
tion or design parameter could identify a key design change.
• Comparison of sensitivities across design decomposition - Identifying how
the sensitivity to changes in design parameters changes between a design ele-
ment and the elements of it’s decomposition would identify whether the scope for
impacting smaller design element’s performance will actually effect the bigger-
picture shown by the performance of the larger design element.
• Comparison of sensitivities within a performance (or preference) tree
- May identify key means of improving the design for different stakeholders, par-
ticularly if the performance tree is composed of performance trees from different
disciplines.
• Comparison of sensitivities across peer performance (or preference)
trees - May identify which parameters give scope for resolving stakeholder con-
cerns across different areas of the designs (e.g. different suburbs).
• Comparison of sensitivities across performance (or preference) trees
in the design decomposition - This may identify whether the same design
parameters which impact smaller scale concerns have similar potential impact to
address the bigger-picture concern across the whole design.
In this way we expect to be able to generate much design insight using a sensitivity
analysis. As an example Fig. 5.11 (p230) identifies some of the benefits of analysing
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sensitivities within a performance tree - in this case a tree formed by the summation
of different sources of operational carbon. It is possible to identify the contribution of
each source of carbon via its sensitivities. For example transport emissions are highly
sensitive to heavy rail transportation as is the total from all sources. This indicates the
importance of the transport component of total annual carbon emissions. We are able to
use this technique to identify the best 20 options for impacting carbon emissions whilst
tracking their side effects upon other KPI’s of interest such as electricity consumption.
This is a key insight for the engineering and design teams as will be discussed in Chapter
4 (p139).
Sensitivity Analysis in Execution Chains
Since the main use of HierSynth is likely to be using execution chains (section 3.10
(p114)) we now consider how sensitivity analyses can be integrated into an execution
chain. At its core an execution chain enables one analysis tree to generate scenarios
for the next tree in the chain to analyse. This can be done via scenario generation,
composition or as a result of external analysis results. The integration of sensitivity
analyses within execution chains is achieved by splicing experiment generation and
sensitivity analysis modules into the execution chain.
As we have seen in Fig. 3.1 (p118) an execution chain containing a sensitivity analysis
may be as follows. The goal of such an analysis might be to investigate the sensitivity
of sustainability metrics to varying the development density in several (say 14) districts
in a development. This would enable insight into the best areas of the development to
develop as a central business district.
0. Initial Scenario
1. [↓] Compose Designs with Carbon Strategies
2. Generate Sensitivity Analysis Experiments
3. [↑] Analyse Design
4. Analyse Sensitivity Analysis Experiments
This execution chain is undertaking analysis of a set of designs under a set of energy
strategies (“Good”, “Better” and “Best”). A sensitivity analysis is to be performed
upon a number of design parameters. The execution chain consists of two HierSynth
trees 1) and 3) together with a sensitivity analysis module spliced between them. This
execution chain is shown visually in Fig. 3.18 (p130).
Initially (0) a basic scenario is chosen, in this case the final (tenth) construction
phase. This scenario will be used to run the execution chain. For this initial scenario
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Figure 3.18: An example execution chain consisting of two execution trees, one for
scenario generation and another for analysis. Into this chain is spliced
an experiment generation module for a sensitivity analysis and its corre-
sponding analysis module is used at the end to compute sensitivities.
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[a] the first HierSynth tree (1) is executed to generate a number of analysis scenarios
using downward execution of design and scenario queries with scenario composition
as discussed in more detail in section 4.6 (p148). This tree then generates the 9 sce-
narios shown in [b] (one extracted from each leaf node) which compose three designs
(“Default”, “Low” and “High”) under three energy scenarios (“Good”, “Better” and
“Best”).
At this point (2) the first part of the sensitivity analysis is performed, namely the
generation of experiments. In this case sensitivity to design parameters is being ex-
plored. Hence three sensitivity analyses will be carried out - namely one for each of the
three energy scenarios (“Good”, “Better” and “Best”). For each of these, the set of
designs “Default”, “Low” and “High” will become the inputs to a sensitivity analysis.
The sensitivity analysis uses these three scenarios, together with a previously config-
ured list of factors to analyse, to generate a set of experiment runs. This occurs for each
of the three energy strategies resulting in three separate sensitivity analyses occurring
in a single run of the execution chain.
The first sensitivity analysis module (2) analyses sensitivity to 14 factors. This
produces some 105 experiment runs [c]; this is comprised of the original 9 scenarios
plus 32 experimental runs for each of three sensitivity analysis (“Good”, “Better”
and “Best”). Each sensitivity analysis contains 32 runs since because we analyse 14
factors we must use the next largest PB design matrix which has 16 rows each of which
becomes an experimental run; we then use a technique (“Folding” see section 2.7.2
(p69)) to separate main factor effects from their interactions, the cost of this technique
is to double the number of experimental runs.
Having generated these experiment scenarios [c] the second HierSynth tree (3) is
executed for each of them. This tree will analyse the generated design under the
energy strategy using a number of analysis modules as described in section 4.9 (p157).
Each execution of this tree (3) will generate some 1, 315 output KPI’s across the 12
analysis modules shown in analysis tree 3) together with a performance tree for each
analysis module. This tree could also have analysed the design district by district using
a design decomposition if required which would have enabled exploration of changes in
sensitivity over the design decomposition.
The KPI’s generated by the analysis tree (3) under each of the 105 analysed scenarios
[d] are then analysed by the sensitivity analysis module (4). For each sensitivity analysis
conducted, a new scenario will be created (e) which stores a set of sensitivity analysis
results. For each output and datalayer on each node of the analysis HierSynth tree (3),
a set of analysis results is stored in these new scenarios. In each case a list of the factors
and the output’s sensitivity to them is stored. Examples of these lists are shown in
Figs. 4.28 (p188) and 4.29 (p189).
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3.14.1 Possible Extensions
We note it is possible to extend this execution chain to investigate further aspects of
the design space. For example other scenario generation trees can be spliced between
(1) and (2), perhaps to investigate different levels of electric car uptake. Additionally
the execution chain could be run under more initial scenarios, perhaps to see how
sensitivities change over time, giving insight into which design parameters may be the
most important during construction of the masterplan.
Since many different sensitivity analyses can be performed using an execution chain
(for example Fig. 3.18 (p130) performs three), it may be interesting to consider changes
in sensitivity patterns between different designs and scenarios, particularly across the
list of potential insights list above. For example how does a more dense design change
the most effective design parameters for impacting percapita carbon emissions? Ad-
ditionally, more subtle insight may be generated perhaps investigating how the move
from 5 small suburbs to 3 larger suburbs affects the sensitivities identified not only
across the different suburbs but also at the city level. This can be considered particu-
larly by comparing aggregate metrics computed using datalayers and performance trees
using data from the set of child suburbs to compute for example the average annual
carbon emissions from a suburb. Factors which a KPI is no longer sensitive to may
have been specific to only one suburb, or have had a particular impact upon smaller
scale communities.
The HierSynth framework is able to use these same means of running sensitivity
analyses with other sensitivity analysis algorithms which are supported via a plugin
system. These will give more insight but at a greater computational cost. In conclusion
sensitivity analysis proved a valuable capability and was used to good effect in the case
study discussed in section 4.13 (p187).
3.15 Visualisation
Another plugin of critical importance to HierSynth is the visualisation engine. This
enables automated geolocated visualisation of design and analysis results. This allows
interactive exploration of results, understanding of spatial trends, comparing scenarios
and serves as a highly useful discussion tool for the design and analysis teams together
with the client and other stakeholders [93]. HierSynth uses a customised Unity3d [100]
viewer and can generate 3d geometry from GIS data. HierSynth uses geolocated per-
formance trees (e.g. Fig. 4.16 (p170)) to visualise analysis results and design properties
together enabling comprehension of the design differences between design components
allowing the reasons for trends and potential changes to be explored. The visualiser is
able to render many sets of performance trees and designs each highlighting a different
aspect of the designs performance, allowing different discussions to occur as required to
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improve the design. The visualiser itself is extensible and is able to cope with displaying
multiple discipline’s analysis results in a similar manner to [65], particularly enabling
the visualisation of lighting maps computed with Radiance [103]. This extension point
could be used to support other physical analyses such as wind flow. Visualisation is
expected to be an important technique for speeding up the analysis cycle by providing
rapid visual comprehension of results as well as involving the client via easy comprehen-
sion of design performance allowing greater input into the design process and hopefully
improving its performance. This visualisation environment is evaluated in section 4.15
(p199).
3.16 Workflow
Before closing this chapter it may be useful to give an overview of the expected workflow
using HierSynth. In relation to the urban masterplanning design and analysis cycles
shown in Fig. 3.1 (p86) HierSynth sits between the two cycles. Specifically HierSynth
should be able to read the design teams files, run preconfigured analyses and return
analysis results to the engineering and design teams. HierSynth should be able to
improve the speed of the analysis cycle to keep up with the design cycle allowing more
iterations.
Currently HierSynth will require an expert operator to run. This will require an
extra team member working with all practitioners on the analysis team to integrate
their models and run analyses for them, returning results of interest to them. Similarly
interaction with the design team will be needed to receive design files for each design
cycle and hopefully to return insight in the form of automatic visualisations and graph-
ics produced via the framework. To give an idea of the workload involved in running
HierSynth, during the case study described in Chapter 4 (p139) the average time to
incorporate a new model into the HierSynth framework was around 2-3 days of effort.
This is primarily in terms of understanding the inputs and outputs of the model. The
setup time within HierSynth was less than an hour per model. This however will rise
when custom scripting is required (e.g. for a CFD model). The plugable nature of
the platform meant that many configuration details could be reused many times and
most design space investigations were set up in an hour at most. The primary time
consuming task was the integration of models together to form an ensemble due to the
complexity of each model, the need to harmonise assumptions and to integrate them
together. This task took several weeks, which reflects experiences of other researchers
[36].
A common expectation from the use of greater computation in the analysis cycle is
that it will make the analysis engineers redundant. However practical experience as
discussed in Chapter 4 (p139) shows that whilst automating simple tasks there is still
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a large requirement for expert analysis of results to produce insight of interest to the
client. Indeed if anything the greater and more detailed exploration of designs and the
design space requires more expert input, not less.
3.17 HierSynth in Context
Finally this section aims to place HierSynth in the context of the literature and projects
discussed in Chapter 2 (p37). We now discuss the relationship and potential partner-
ships of the HierSynth framework with the following communities:
3.17.1 Geographic Information Systems
These are a widely used set of platforms for creating, storing and processing detailed
geographical data sets. They are not normally used by the design team but are fre-
quently used in analysis - for example ensuring a development always has a bus stop
within five minutes walk. The HierSynth platform could work with this community in
three ways:
• Firstly reading design and contextual information from GIS databases.
• Secondly using GIS systems and analyses as part of the automated toolkit used
to assess designs.
• Finally HierSynth has the capacity to export results to GIS databases.
Indeed it may be that GIS practitioners have the best mix of skills needed to run a
system such as HierSynth, particularly given their organisational position as collectors
and maintainers of datasets derived from designers and many disciplines.
3.17.2 Computational Design Optimisation (CDO)
Computational Design Optimisation (CDO) is a wide field of research which is slowly
being adopted into architectural practice [89]. The HierSynth platform is to designed
to support the view that the critical mission of computation is not to automate design
improvement but rather to provide insight to the practitioners who improve design.
For this reason the HierSynth platform does not currently contain an optimisation
loop. However one could be added relatively easily. Particularly this would require an
optimisation engine and integration with form generation tools such as parametric CAD
tools [84] [41]. This would enable the optimisation of specific challenges (e.g. structural
integrity vs weight) which would support practitioners in addressing the more complex
challenges such as sustainability.
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3.17.3 Interoperability Standards
As discussed in section 2.8 (p71) there are many integration systems and models cov-
ering many areas of the AEC industry. HierSynth has taken the following approach to
integration and cooperation with these projects:
• Enable Integration - HierSynth supports reading data from several commonly
used industry data sources and formats such as GIS shapefiles and Wavefront .obj
3d models. Further integration should be undertaken to add query nodes within
HierSynth that query standard formats such as CityGML, gbXML and IFCs.
• Exploit Hierarchy - Many of the integration formats are based in XML and
exploit hierarchical decompositions of the city and building designs they model.
Since HierSynth enables analysis and insight at all levels of design through design
decomposition there is a natural bridge to extract the hierarchies within existing
formats and represent them in HierSynth. Whilst this can already be done using
the framework, further interoperability plugins and query nodes within the Hi-
erSynth framework could support this more rapidly. For example a single query
node reading an IFC model might create a HierSynth tree decomposition of a
building’s steel frame broken down by floor, section and member.
• Create Views - Since these file formats contain a large amount of complex data
from many disciplines there has been recent work in trying to create query systems
to create consistent “views” of the model which contain only the information spe-
cific to a single practitioner. This is also an approach HierSynth already follows.
In the future HierSynth might take advantage of this research by incorporating
such query languages [46].
• Allow Export - HierSynth already support export of data to several formats;
further work should enable export of analysis results back into further industry
formats. This would make the HierSynth engine an integral part of the design
and analysis workflow.
Hence we see that the HierSynth data model is complementary to many of the
plethora of industry formats through its plugin system and use of query nodes to form
a “view” of the design through a design decomposition embedded within a HierSynth
tree.
3.17.4 Design / Analysis Suites
There are many analysis models in this industry, HierSynth aims to allow integration
and where possible automation of standard configurations of these analyses. As dis-
cussed in Chapter 2 (p37), also developing are more tightly integrated analysis suites
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such as [10] [49] which contain several discipline’s analysis tools. These tools normally
include a direct design tool as their basis.
These tools are a form of direct competition for HierSynth and indeed for all ar-
chitectural analysis practitioners. In taking the analysis tools, simplifying them and
providing them as tools for the designer they aid the design process directly. However
there is an argument that they provide only simplistic analyses and without the insight
and assessment possible through engaging with expert practitioners. HierSynth aims
to take advantage of this expertise by aiding analysis practitioners to set up analyses
within HierSynth and then review the results either with or before the client sees them.
This, of course, loses the immediacy of feedback, but it remains a substantial improve-
ment on current design / analysis cycle speeds [35]. It also gains the benefit of much
deeper analysis and insight that is possible through such design / analysis suites.
3.17.5 Building Scale
HierSynth is currently targeted at the urban masterplanning scale where challenges
of data management and scalability are more acute than at the building scale where
interoperability and design complexity are more acute. However there is nothing within
the HierSynth data model which is specific to urban masterplanning and the framework
could be targeted to building design instead. This would involve a new set of plugins
targeting building design file formats and common building analyses.
3.18 Conclusions
This chapter has presented the design of the HierSynth framework. The framework has
been developed to address the specific needs of the urban masterplanning community.
The novel compositional data model gives the capability to improve the speed of the
analysis cycle. This will enable more analysis iterations and more quantitative design
feedback. The capabilities of the framework are aimed to generate design insight for
practitioners and to enable design space exploration to answer practitioner questions.
Specifically the HierSynth data model re-conceptualises tree based data models and
applies them to the context of architectural workflows. The HierSynth data model
provides a tree based design decomposition which puts the design back at the centre
of workflow automation through its use of query nodes to read data from architects
and analysis models to run engineering analyses at various scales within the design
decomposition. This coupled with workflow automation and larger design space explo-
ration techniques will enable substantial speed up and improved insight over previously
non-automated workflow. A case study exploring these benefits and the efficacy of the
HierSynth data model is discussed in chapter 4 (p139).
The major distinguishing features of the HierSynth platform are:
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• A focus on providing a unifying computational platform to both the design and
analysis cycle.
• Scenario Composition system - using the standard analysis model to create new
scenarios for analysis.
• Performance trees per design element - giving detailed insight.
• Design elements are first class citizens with query and analysis modules. Design
elements (buildings, streets, districts) are critical to the design and analysis teams,
hence HierSynth ensure they have equal standing with design queries and analysis
modules in the data model.
• Composition of sensitivity analysis into an execution chain - enabling sensitiv-
ity analysis results across all design elements and performance trees. Multiple
sensitivity analyses can be performed simultaneously across multiple designs /
scenarios. This enables more insight into varying sensitivities across the design
space.
Having created and explored in detail the HierSynth framework we now explore
whether or not the framework and the techniques it uses will be effective on a live
urban masterplanning project. We will seek to test each of the techniques and features




4 Case Study - CommunityB
This chapter introduces a case study application of the HierSynth framework to a live
project in collaboration with Arup North America. It will discuss the challenges which
the project team encountered and the insight which using the HierSynth platform gave.
This will be followed by a critical analysis of how and where the HierSynth framework
was applied and adapted to address these challenges. Finally a number of design insight
questions were investigated via the HierSynth framework, these will be discussed in the
light of the strengths and weaknesses of the HierSynth framework. Due to the need for
commercial confidentiality the results presented here have been anonymised.
The work presented in this chapter would not have been possible without the exper-
tise and support of the analysis team from Arup North America.
The work described in this chapter would not have been possible without
the expertise and support of the Arup design team involved in this project.
Their help and support is gratefully acknowledged.
4.1 Introduction
This chapter explores a collaboration with Arup North America to apply the Hier-
Synth platform to analyse the CommunityB masterplan. The CommunityB project is
a mixed office / residential development and we were working an early stage of the
masterplanning process where the size and composition of the masterplan were still
being actively explored. The project spanned some fourteen “districts” with a mix
of new build, rebuild and retrofit being discussed over ten construction phases. The
external urban masterplan design team was exploring three different designs of varying
density and prepared several landuse schedules detailing the density and Gross Floor
Area (GFA) for each of six types of land use (housing, existing office, new office, new
laboratories, fitness centres (gyms & swimming pools) and central services (building
services)). These land use schedules along with detailed information about the master-
plan area and the expected standards of construction provided the required information
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Figure 4.1: Conceptual overview of the application of HierSynth to a live project with
Arup North America. Compare with HierSynth overview in Fig. 3.2 (p87).
Dashed arrows indicate how HierSynth was used to integrate separate mod-
els into a large model adding capacities not available previously.
for the Arup team to undertake their scope of providing sustainability assessment and
advice on carbon emissions and energy use reduction strategies particularly focusing
on district energy systems. Working at this early stage of the masterplanning process
meant that detailed design of the geometry of the masterplan was limited however it
gave considerable scope for design space exploration in terms of the landuse schedule
composition and density together with the set of energy strategies to be employed to
reduce carbon emissions.
The goal of the Arup team was to assess various masterplan options for Key Perfor-
mance Indicators (KPI’s) such as water, electricity and gas consumption, operational
carbon emissions per capita and per M2 as well as transportation and waste KPI’s.
Fig. 4.1 (p140) graphically demonstrates the use of HierSynth on the project, firstly
the designs supplied by the external architect along with the energy scenario carbon
plans prepared by the team were read by HierSynth. These scenarios were often com-
posed with different construction phases or investigations into the effectiveness of cer-
tain energy strategies. HierSynth was then used to automate and integrate the team’s
models as will be discussed in the next section.
To achieve this the team used a variety of in-house models to assess the masterplan.
Firstly Arup’s Integrated Resource Management (IRM) model was used for integrated
sustainability assessment across many disciplines from landuse, energy demand and
supply to waste and transport. This model enabled the exploration of sixty possible
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energy strategies such as photovoltaics, solar thermal and water efficient appliances
which help to reduce the environmental impact of the development. Secondly Arup’s
District Energy Feasibility (DEF) model was used to explore fourteen options for adding
a district energy system to the masterplan with various district heating and cooling
systems powered by various distributed or centralised power technology. Finally a
costing model was used to explore the financial impact of these district energy systems.
These three models formed the opportunity for applying HierSynth to a live project as
part of the team.
4.2 Research Methodology
The case study described in this chapter is primarily an evaluation of the HierSynth
framework as described in Chapter 3 (p85). It seeks to explore the efficacy of the
HierSynth data model and its applicability to practical use in a real world project.
Ultimately the success of such an application is in the degree to which the data model
was adaptable to practical challenges, enabled quantitative improvement in the speed
of the design-analysis cycle and critically the degree to which it generated new insight
into the designs under consideration and their surrounding design space.
At various points other research methodologies were employed to focus on particular
challenges presented during the collaboration. Most notably Constructive Research
was used to further develop the HierSynth framework in response to new challenges
it was previously unable to meet. Most notable from this was the introduction of the
execution chain concept to enable design space exploration studies.
The research methodology employed particularly during the design space exploration
studies was often a form of collaborative Action Research initiated by the Arup team
to explore challenges facing the design team. In this role the HierSynth platform was
the key enabling technology and was used by the author to support the analysis team’s
investigations.
These research methodologies were employed to answer research questions from both
a research and a practical project perspective which are now discussed.
4.3 Case Study Research Questions
This collaboration with Arup lasted around nine months was equally split between
working to answer these research questions:
1. To identify whether the HierSynth framework could be applied to current practice
and workflow with a view to addressing the mismatch between the design and
analysis cycles discussed in Chapter 2 (p37).
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2. To explore what improved analysis capabilities are enabled through the use of a
computational framework.
3. To understand the requirements, opportunities and challenges of applying a com-
putational framework to generate insight for the project team by answering “what
if” and design space exploration questions. Examples include:
a) “What is the impact of electrical vehicle uptake on the perfor-
mance of the masterplan area?” see section 4.12.1 (p172)
b) “What is the optimal (or critical) density for the district energy
system?” see section 4.12.2 (p175)
c) “What is the optimal mix of residential and commercial develop-
ment for heat recovery and reduced vehicle miles travelled?” see
section 4.12.3 (p177)
d) “What are the development’s carbon emissions most sensitive to?
Which of these sensitivities can we positively impact?” see section
4.13.1 (p187)
e) “How significant are the various (energy) strategies in reducing the
developments carbon emissions and water intensity?” see section
4.13.2 (p190)
f) “Is it better to vary density (i.e. build dense in a few areas and
less dense in others), or build equal density everywhere?” This
question was not tackled due to time constraints.
4. To identify the efficacy of the techniques and data models included in HierSynth
as applied to a live urban masterplanning project. Specifically:
• Whether simple model automation can reduce the gap between the analysis
and design cycles.
• To explore the potential of scenario composition to generate design insight.
• To consider the effectiveness of model integration and the difficulty involved.
• To identify whether the HierSynth execution chain model and the HierSynth
trees it contains can be effectively mapped onto the design and analysis
challenges within the project. Particularly the applicability and utility of
the design decomposition it enables.
• To show the potential of 3d visualisation and integrated analysis within the
urban masterplanning teams.
• To identify how effectively performance trees can be used to visualise per-
formance across a design and its decomposition by showing multiple KPI’s
from many disciplines.
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• To explore the effectiveness of sensitivity analyses upon the models used
within the project.
Evidence for the answering of these questions took several forms. In part through
the success or otherwise of particular techniques employed and the lessons and experi-
ences encountered and recorded by the author during the collaboration. More formal
qualitative feedback was given and recorded during team video conferences with Arup
practitioners during discussions of the results computed using the HierSynth engine.
These insights were also recorded informally through phone calls and e-mails during
the collaboration. Finally during the writeup process of Arup reports and this thesis
additional qualitative feedback was received and is embedded in this chapter. The
quantitative evaluation presented in this chapter covering the performance of the Hi-
erSynth framework and the number of analysis iterations undertaken was recorded
carefully during the collaboration by the author, or were measured at a later date by
repeated previously set-up analysis. Many of the insights presented within this chapter
are the result of the experience and expertise of the Arup practitioners involved and
their support is gratefully acknowledged.
To give a flavour of this chapter, as a result of the collaboration we were able to
automate each of the models, speeding up the previous analysis cycles dramatically. We
then integrated these three models into a larger more insightful model providing more
accurate analysis data more frequently than previously possible. This larger model was
then used to analyse 3 designs consisting of 14 districts under 3 energy scenarios over
10 construction phases producing substantially more detailed and insightful data than
was previously available. The final phase of our collaboration saw the investigation
of a number of insight questions which were case studies in design space exploration
enabled by using HierSynth and its scenario composition capacities. Examples include
“What is the impact of electric vehicles on the masterplan?” or “What is the optimal
mix of residential and commercial development in the masterplan for a district energy
system?”, the insight generated by using HierSynth features to answer these questions
will be discussed later in this chapter.
It is important to understand how the data HierSynth generated during this col-
laboration was used. The analysis cycle revolved around receiving new design data,
scenarios or model versions. Running these models using HierSynth to produce data
which was then passed to the analysis team for use in the following ways to affect the
design:
1. Verification of the design and its analysis - is the design and analysis modelling
activity accurate?
• Identification of design, data and model problems.
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• Examples of problems identified and fixed can be found in Figure 4.7 (p156)
and section 4.9.2 (p161).
2. Validation of design assumptions and performance - is the design processes head-
ing in the right direction?
• Checking if the design and energy strategies perform as predicted.
• Most of the results in the first half of this chapter aim at this, particularly
figures 4.4 (p152), 4.6 (p155) and 4.11 (p163).
3. Guidance changeof the design process - how can insight generated guide the
design process to a better solution?
• Opportunities, investigations and insight for improving design performance.
• The second half of this chapter details a number of investigations aimed at
providing guidance to the design team, see particularly sections 4.12 (p171),
4.13.1 (p187) and 4.13.2 (p190).
In all of these cases the data produced must be understood to be modeling a future
reality and so will not be fully accurate. Hence whilst validation and guidance are
possible, the results must be taken with a grain of salt and used carefully. Frequently
insight generated will lead to further more in-depth investigation to verify it, producing
more guidance for the team.
Finally this chapter will discuss the insight generated by using HierSynth along with
a discussion of the challenges it faced and the lessons learned.
4.4 Models
The masterplan analysis team used several modelling tools to complete their sustain-
ability and energy strategy assessment. Three of these are in-house tools developed
and applied over many projects and implemented in spreadsheet form by the engineers
who maintain and use each model. Additionally an industry standard lighting analysis
ray-tracer called Radiance was used by virtue of its previous integration into HierSynth.
Each of these models was integrated into the HierSynth framework and several were
integrated using the framework to form a larger model with significant new capabilities.
We will now discuss each model in turn and describe the process of automating it in
HierSynth.
4.4.1 Radiance
Radiance [103] is an open source lighting simulator used industry wide for analysing
lighting conditions and designing the lighting systems of buildings. On the masterplan
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scale it is used to understand questions such as whether a street or courtyard gains
enough light, whether a building overshadows another for too many hours per year or
where the best places are to put solar panels. The simulator takes geometry, definitions
of the materials for each model surface together with a detailed description of each light
source and computes a photorealistic rendering. Several standard forms of analysis were
automated and integrated into HierSynth. Fig 4.14 (p167) shows a standard radiance
analysis [63].
4.4.2 Integrated Resource Management
Arup’s Integrated Resource Management (IRM) model [12] [75] is a masterplan sustain-
ability assessment tool. It consists of sustainability models from 8 different disciplines
which are tightly integrated to mirror the interactions of resource supply and con-
sumption we see in real life. Disciplines included are land use, energy demand, energy
supply, water, waste, passenger transport, logistics and socio-economics. The IRM
tool is implemented as a large complex spreadsheet consisting of over 50, 000 cells, the
percapita carbon calculation alone uses approximately 1, 200 different numeric inputs
across many disciplines as shown in Fig. 4.2 (p147). These inputs are of two types,
firstly there are inputs related specifically to the design of the masterplan, such as the
number of housing units in each district, these constitute around 37% of the inputs.
Secondly there are analysis assumptions; these are numbers such the carbon emissions
from an average car travelling 1km or the amount of water used per m2 of office space.
Some of these assumptions can be affected by the masterplanning process as results of
design decisions rather than the design itself, many of these design decisions such as
using low-flush toilets are encoded in the IRM model as Energy Strategies which can
be turned on or off in the model and set to have varying impacts which are reflected
by close integration in each discipline model. These discipline models together com-
pute numerous KPIs across the different disciplines, for example Energy Use Intensities
(EUI’s) in watts/m2 of the different building types in each masterplan.
4.4.3 District Energy Feasibility
Arup’s District Energy Feasibility (DEF) model is used to assess the options for adding
a district energy system to a development. Basing calculations upon the masterplan’s
land use program and taking into account localised climate patterns, energy use intensi-
ties and usage patterns of each land use type, fourteen combinations of district heating
and cooling technologies are analysed and compared. Metrics for annual consumption
and peak loads are computed for electricity and gas and estimates are made for the




Arup’s Life-Cycle Costing Analysis (LCCA) model for district energy systems was
developed to estimate the financial cost of constructing a district energy system in a
development. The model uses details of the mastherplan’s land use program together
with details of the proposed district energy system such as its peak load and annual
consumption of electricity, gas and water to put a financial cost to a the proposed
district energy system. Calculations are based on a costed pilot study and scaled up
under several scenarios to obtain a range of estimates for costing.
As the reader may have spotted there is a natural flow of data between these models
and they are often used in conjunction on a project, however they remain separate and
non-interrelated models. One of the contributions of the HierSynth platform was to
enable automated integration of the models rather than it being a manual and time
consuming process. This will be discussed in detail once we have described the process
of automating a model.
4.5 Model Automation
Automating three disparate complex engineering models was not a straightforward task,
however it was achieved in collaboration with each model’s user/maintainer with both
parties learning much about the model. In many cases the quality of the model was
also improved through the process. Since these models were implemented as Microsoft
Excel spreadsheets technically the automation was as simple as identifying the inputs
to enter, any processing macros to run and finally a list of KPIs to read out from the
spreadsheet. However the models often required modification to enable automation
and the process of automation exposed the model to a wider set of inputs and use case
scenarios than normal which frequently identified bugs in the model, some of which
resulted from these modifications. Specifically the automation process was as follows.
Firstly we took the model and identified all of the inputs that related to the design
itself, such as the land use program (which was required in different format for each
model). For the smaller models this was done in conversation with the model user with
consideration to a particular use case for the model. Larger models presented a more
substantial challenge. For example the IRM model contains over 50, 000 calculation
steps and uses over 1, 200 inputs, in this case we used the “Extraction and Analysis
Methodology” discussed in Chapter 5 (p209) to automatically extract the calculation
graph from Excel for a particular set of KPIs. This lead to the identification of 1, 224
inputs affecting the annual percapita carbon emission KPI as shown in Fig 4.2 (p147).
These were then categorised and the inputs relevant to landuse, building schedule and
energy strategies where automated. To do this, contextual information was encoded for
each input such as its units, some of which had to be inferred from the model as they
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Figure 4.2: Inputs to Arup’s Integrated Resource Management model’s percapita car-
bon calculation. Extracted and classified using the tools developed in Chap-
ter 5 (p209). Note the inputs automated by HierSynth both for analysing
different designs and for analysing different energy scenarios.
were not explicit. A set of default inputs was recorded reflecting the current state of
the model which had been localised to the CommunityB project, this formed the basis
of the analysis scenarios we were later to explore.
Secondly we identified a large number of KPI outputs from the model, for the IRM
model over 200 were used. Having formalised these input and outputs we could use this
information as an operational contract of how the model operated. We used an Excel
node within HierSynth to automate the design specific inputs, to run the model (and
any required macros) and extract the outputs. Depending on model complexity we
were able to run one model every 0.2− 1 seconds using a quad core Intel i7 processor.
Whilst mostly automation was straightforward in some cases automated models pro-
duced unexpected results. Mostly this was as a result of assumptions and restrictions
placed upon the inputs which were not explicit in the model documentation, such as
cells which didn’t accept zero values or tables which must be cumulative rather than
annual. These generally led to minor modifications to the model. Division by zero
errors were particularly frequent as they propagate through the calculation graphs and
are rarely tested for by the model maintainers. As an example it is unusual to run
an IRM model without any housing and doing so would result in a division by zero
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error which would propagate through to many of the KPIs. Modifying a few formulas
normally provided a simple fix to these problems, however as shown in Fig 5.9 (p225)
some formulas in the IRM model were over 500 characters long and proved difficult to
correct. More difficult to discover were bugs surrounding the use of the model resulting
in part from automation efforts, for example entering assumptions in the wrong units,
which were diagnosed and fixed in collaboration with the model maintainer.
The operational contract of formalised inputs and outputs proved unexpectedly useful
over the course of the project when updated models were received it was possible
to identify missing or broken outputs which had not been noticed during the model
modification. This can be thought of as analogous to an automated suite of unit
tests, whereby over 200 output KPIs must produce results not in an error state under
what was eventually thousands of model runs under numerous different combinations of
scenarios. Of course not being in error state is not the same thing as being correct and
as we shall see the automation of a model was often the first step in exercising ranges of
inputs and parts of the model not normally used, hence identifying several bugs which
were later fixed. Indeed all of these challenges to automation resulted in useful insight
into how the model worked and the process of fixing these bugs has increased validity
of the models.
Having automated the standard version of a model, with between 50 and 1, 500
inputs and up to 200 outputs, we looked at analysing different scenarios. This involved
identifying the inputs or model assumptions that would change with the scenario under
discussion (for example energy efficiency of appliances over time). For each scenario
the set of model assumptions/inputs to be changed for each family of scenarios was
noted and was set up in HierSynth to be changed based on the values stored in the
scenario. The first set of scenarios we explored was to add analysis over time to what
was previously a “point in time” analysis. This will be discussed in section 4.8 (p153).
This automation process produced many benefits for the team, such as being able to
produce analysis results and graphics far faster and with more accuracy, particularly
when these results were generated for each scenario (e.g. construction phase or energy
strategy), however greater value was found in using HierSynth to integrate these three
models together, this will be discussed in section 4.9 (p157).
4.6 Scenario Generation
Having automated each model we were then able to consider using HierSynth to analyse
different designs and different scenarios and to do so in more detail than previously
possible.
The first objective was to analyse the three different landuse designs each of which
had a different density and population level (low, medium and high). We were also
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interested in the different energy scenarios embedded within the IRM model; namely:
a business scenario known as “Good”, an affordable set of carbon reduction strategies
known as “Better” and an expensive aspirational set “Best”. As shown in Fig 4.2
(p147) each design would previously require the entry of several hundred inputs from
the landuse schedule into the IRM model, similarly each energy strategy required a
number of configuration details to be entered, for example regarding the uptake of
water efficient fixtures and fittings. Notice that these two families of scenarios (designs
and energy scenarios) affect separate sets of inputs, this enables them to be composed;
for example analysing a low density design under a “Good” set of energy strategies.
This composition of scenarios is enabled by using a HierSynth scenario generation
tree (see section 3.11 (p120)). As shown in the upper part of Fig. 4.3 (p150). The
tree consists of a two nested Query-Template pairs. Firstly HierSynth queries a list
of designs to analyse, for each of these a new design node is instanced. This design
node then reads in the inputs that represent the land use schedule of that design which
will eventually by entered into the analysis models to be run. For each of these design
templates an energy strategy query is performed (this gives the possibility that some
energy strategies may not be applicable to certain designs). For each energy strategy
found, a template node is instanced which reads in the details of that strategy. This
process gives rise to the lower tree in Fig. 4.3 (p150). In this case when executed the
queries in the tree will query rows from Excel spreadsheets and the instance nodes will
read data from other Excel spreadsheets. Spreadsheets are used since they are one of
the primary tools architects and engineers use for sharing data. However in principle
the queries could have searched for files in a directory and the designs have read directly
from annotated CAD models, GIS or BIM servers.
From this generated tree we can extract the composed scenarios. Since the tree has
been executed using downward execution as described in Section 3.11 (p120) we can
extract 9 composed scenarios from the leaf nodes of this tree. Specifically each node
of the tree modifies the variable map (“scenario”) of its parent. This means that the
initial scenario is patched first to contain design data and then subsequently to contain
information on the energy strategy. This patching is done separately for every path
through the tree from the root node to the leaves. Patching occurs at every node
though in this case only the design instance and scenario instance nodes actually patch
the scenario. This results in the nine leaf nodes shown in the lower tree of Fig 4.3 (p150)
producing nine scenarios produced from the cartesian product of the set of designs and
of scenarios.
These nine scenarios formed the basis of the analysis work carried out by the Arup
team. Using this HierSynth tree for scenario generation we were able to automate a
process which would have previously taken many hours of work, the results of which
are discussed in the next section.
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Figure 4.3: This HierSynth tree is used to compose the scenarios under which analyses
will be performed. The upper image shows the tree before execution, after
execution we see that each query has executed and produced 3 designs and
3 energy strategies. In this case each leaf nodes of the tree becomes a new
scenario. Each level of the tree has modified (patched) the scenario with
data specific to that design or energy strategy.
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4.7 Automated Results
As stated earlier the first research question this case study aimed to answer was to
identify whether the HierSynth framework could be applied to current practice and
workflow with a view to addressing the mismatch between the design and analysis
cycles. Specifically for this project it meant using the now automated IRM model
to analyse the three designs under the three energy scenarios under consideration.
Previously this would have been a manual process of entering different landuse plans
into an IRM model then extracting the relevant KPIs under the “Good”, “Better” and
“Best” energy scenarios. This process would have taken several hours of manual effort.
However using the IRM model integrated into HierSynth and the scenario generation
capability just discussed we chained together this scenario generation and a simple
HierSynth tree running the IRM model which enabled the analysis of the nine scenarios
in under a minute. Including pre and post processing HierSynth enabled the completion
of an analysis cycle in around half an hour, substantially improving upon previous
workflow. Indeed over the course of the collaboration we were able to run this analysis
cycle some 14 times with improved models and different designs, a marked improvement
upon the normal 2− 3 analysis cycles identified in [35].
Fig 4.4 (p152) shows the kind of analysis results this execution chain was able to
generate. It shows a break down of the sources of percapita carbon emissions in the
development extracted from the IRM model under three designs of increasing density
and three energy scenarios. This immediately conveys and enables quantification of a
number of expected trends in carbon emissions. For example the trend for less carbon
percapita as both density increases and as the level of investment in energy strategies
increases is not surprising but there is value in quantifying this, not least in discussion
with clients and other stakeholders such as planning authorities. Similarly transport,
electricity and thermal sources of carbon were expected to dominate, however we can
see the disappearance of thermal as due to the introduction of a district energy system
under the “Better” and “Best” energy strategies. Finally we see that transport carbon
becomes a larger fraction of the total as increasing density and more energy efficiency
strategies are applied to reduce other sources of carbon. This presents an increasingly
enticing opportunity for tackling polluting petrol cars perhaps via the introduction of
electric vehicles as is explored in section 4.12.1 (p172).
Similar figures were also produced for total annual carbon emissions and emissions
per M2. Using the other KPIs extracted from the IRM model several dozen other
comparative graphs were produced showing variation in water, electricity or gas supply
and demand, waste production, transportation by mode and so forth. Each of these
graphs would have taken several hours to produce manually. This increased the level
of detail and will provide a more quantitative basis to the design cycle of the urban
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Figure 4.4: Comparison of sources of annual per capita carbon emissions 3 designs un-
der 3 energy scenarios. HierSynth automation enabled this figure to be




Having shown HierSynth can help reduce the gap between the analysis and design
cycle we then discussed whether or not HierSynth could be used to improve current
modelling capacities.
4.8 Analysis over Time
Having automated current practice by integrating each model into HierSynth and so
provided a faster way to run an analysis cycle on multiple designs under multiple energy
scenarios we then looked at how to improve on current practice by using the capacities
given by a computational framework. Our first objective was to enable analysis over
time.
Arup’s IRM model is constructed to assess a development at a particular point in
time under a particular set of assumptions about building codes, emission factors and
resource demands. Many of these factors will vary over time for example as building
codes are tightened toward “zero carbon” development. Modelling these trends is
currently beyond the scope of the model.
With HierSynth we looked to address this. As a first step we wanted to model the
development at different phases of construction as different districts are developed or
redeveloped over time. In CommunityB we analysed the development over 10 con-
struction phases each lasting a few years with different districts being developed or
redeveloped in different construction phases. This enabled us again to automate a time
consuming manual process of enabling and disabling districts within the IRM model
to manually compute KPIs for different construction phases. This enabled vastly im-
proved analysis time particularly when performed across the nine composed scenarios
discussed in section 4.6 (p148).
To enable analysis over different construction phases within HierSynth we imple-
mented each phase as a different base scenario. This meant that a given execution
chain would be executed for each of the base variable mappings chosen, enabling up to
90 different scenarios to be analysed (3 × 3 × 10). The base variable mapping being
patched by any scenario generation trees and then used in any analysis trees in the
execution chain.
In practice the different construction phases were implemented as different columns
of an excel table with the rows being different variables of the base variable mapping.
An example portion of this phasing table is shown in in Fig. 4.5 (p154).
The results of introducing analysis over time are shown in Fig. 4.6 (p155). This form
of figure would previously have taken a several hours of work and can now be generated
with 10 model runs and 5 minutes computation. This figure shows us not only the
growth in the size of the development, but the way that energy efficiency measures will
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Figure 4.5: The data table representing the Phasing table which was used to add time
as a dimension to the IRM model which previously only analysed at a fixed
point in time. Changes in energy efficiency strategies were modelled over
construction phases, for example modelling increases in server efficiency
over the 10-20 years covered in the construction phases.
tend to reduce carbon emissions over time for example notice the decease in carbon
emissions between phases five and six when little building work occurs. Critically we
can see how moving from a business as usual energy strategy to a “Better” or “Best”
strategy will lead to near constant carbon consumption despite substantially increasing
population.
Creating a phasing table also enabled us to model changes in assumptions and energy
efficiency strategies over time by varying the corresponding inputs to the IRM model.
This enabled us to see trends over time and to model possible futures such as the
introduction of more stringent building codes and more effective appliances and building
materials. Some of the assumptions modelled over time are shown in Fig. 4.5 (p154)
along with the cells in the model they will be entered into. This detailed modelling over
time produced more accurate analysis over time such as is shown in Fig. 4.6 (p155).
Another set of results from adding construction phases to the model are shown in Fig
4.7 (p156) which also breaks down the analysis from development level by district and
by the existing and new-build development to occur in that district. This was achieved
by swapping the development analysis tree in the execution chain for one which broke
the development up by district. This gives a previously unavailable level of detail into
the design. It enables quick identification of poorly performing districts and anomalous
results. It also shows the impact of trends over time predicted by the team on individual
districts. This level of detail can be generated for each of the design / energy scenario
pairs shown in Fig 4.4 (p152) which identified which design scenarios would be impacted
most by predicted futures. For example examining the effectiveness of encouraging the
uptake of electric cars in reducing overall percapita carbon emissions. Here we see
that a greater relative effect would be had under a more dense design under the better
or best energy scenario since in these cases the transportation component of carbon
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Figure 4.6: Annual operational carbon emissions over 10 construction phases for a high
density design under the “Good”, “Better” and “Best” energy strategies.
Graphing over time was enabled via HierSynth integration, this graph also
includes varying assumptions about building codes, emissions factors and
energy efficiency over time adding a valuable accuracy and foresight capacity
to the model.
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Figure 4.7: Annual percapita carbon emissions plotted over time and per district (exist-
ing and new). HierSynth enabled modelling of different construction phases
and changes in assumptions (e.g. appliance efficiency) over time. This iden-
tified trends and coupled with increased detail spotted anomalies such as
the one shown here.
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Figure 4.8: Conceptual model of data flow between the three Arup models integrated
using HierSynth. Integration is discussed in section 4.9 (p157): the IRM
model computes Energy Use Intensities (EUIs) for the design without a
district energy system, the DEF model then uses these to size several forms
of district energy system (e.g. Condenser Water Loop) and the LCCA model
estimates the financial cost of the system. From every model HierSynth
extracts a set of KPIs as shown by dashed lines.
emissions is a higher percentage.
Another positive outcome of adding this level of detail to the results generated was the
number of bugs that were identified and fixed by using the more detailed insight. Most
common amongst these were problems surrounding proportioning of development wide
resource consumption or carbon offset to single districts which arose during the process
of automating the model. Several times percapita carbon emissions were found to be
negative which was traced to have been caused by a carbon offset originally entered as
applying to the whole development not being scaled down when only a single district
was under consideration. Similarly certain districts with unusual concentrations of
certain landuse types identified previously unseen behaviour in the model.
Having demonstrated the value of a computational framework being applied to a
single model the second phase of the collaboration was to consider the automation and
then the integration of several models.
4.9 Integration
As discussed in section 4.4 (p144) there is a natural flow of analysis between the IRM,
DEF and LCCA models, hence we used HierSynth to integrate these models into a larger
analysis module able to produce more accurate and detailed results whilst exploring
design options previously not possible without a great deal of manual work. During
this integration process we were able to improve the quality and robustness of each of
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the models.
At a high level Fig. 4.8 (p157) shows the data flow between these three models,
each of which was developed separately by different practitioners. First the IRM model
computes energy use intensities for the land use types in the design. These reflect the
demand for electricity, heating and cooling in kwh/sf/annum per land use type. The
DEF model then uses these to size several forms of district energy system taking into
account expected usage patterns and weather data to model load and consumption over
the year. This district energy system is then entered into the IRM model producing an
analysis run showing its effects on many KPIs. Finally the LCCA model estimates the
financial cost of the district energy system based on estimates from previous projects.
This flow of data was generally undertaken by different practitioners running their
models to compute results which were sent to the next practitioner to input into their
model. This process illustrates the challenges identified in section 5.2 (p211), namely
the length of time the analysis took, the challenges of cross disciplinary communication
and a lack of scalability. To address these and to show the value of a computational
framework designed to meet these challenges we used HierSynth to integrate these three
models together into a larger analysis module.
There were several benefits to the analysis cycle from this integration. Firstly au-
tomation and integration substantially speeds up a slow manual process and enabled
more detailed analysis under more scenarios than was previously feasible in the project.
The main benefit of the integrated model is that it enabled investigation of the effect of
changes in one model in the others. Most notably we were able to consider the effects
different energy strategies in the IRM model upon the district energy system given by
the DEF model and its costing given by the LCCA model.
Another benefit was that since both the IRM and DEF models calculate annual
electricity and gas consumption the integration of these two tools led to an opportunity
to verify the models against each other. Both models used different calculation methods,
for example the DEF model included weather trends whilst the IRM didn’t but did
include a more detailed breakdown of sources of energy demand (lighting, appliances
and so forth). After a number of model and integration issues were resolved we were
able verify that the models were agreeing to better than ±5%. However since the IRM
model involves more detailed modelling of energy demand and supply it should be more
accurate and so it has been used for most of the results generated through this chapter.
The process of integration was not straightforward as these models had not been
designed in conjunction with one another, some of the challenges encountered are dis-
cussed in section 4.9.2 (p161), however resolving these challenges has improved the
quality and robustness of the models and their results.
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4.9.1 Implementation
As discussed in section 4.4 (p144) the three models to be integrated together are im-
plemented as complex spreadsheets containing up to 50,000 calculation cells. Each was
developed by different practitioners with different aims and they were not built to be
integrated together. Each model was integrated into HierSynth as a differently con-
figured Excel analysis node with a set of inputs and outputs. These nodes were then
duplicated and configured to compute different parts of the analysis workflow. In total
an ensemble of 11 different models performing different types of analysis were used in
conjunction.
Fig. 4.9 (p160) shows the full data flow diagram between all of the models. Key
features of this integration are:
• The flow of information from IRM to DEF to size a district energy system based
on IRM calculated EUI’s.
• The flow of information from DEF back to IRM to update the analysis by includ-
ing a district energy system in the analysis.
• The use of two IRM models to produce a final sustainability assessment with and
without a Condenser Water Loop (CWL) district energy system for comparison.
• The use of a set of DEF models to calculate the gas and electricity loads for each
building type since this break down was not given in the DEF model but was
required in the LCCA model.
• Finally the use of the LCCA model to cost the proposed district energy system
which uses inputs from the per building type DEF models and the final pair of
IRM models.
• At all stages model KPIs were extracted for comparison and validation purposes.
Each of these model nodes was created and configured in the HierSynth tree shown in
Fig. 4.10 (p161), The set of models are run using linked executions enabling the analyses
to run in the correct order and to allow access to outputs of prerequisite calculations.
This analysis tree could then be combined with a number of scenario generation trees
to analyse multiple designs under many scenarios and also to investigate a number of
insight questions posed by the team which are discussed in section 4.12 (p171). First
however we will discuss some of the challenges encountered in the construction of this
model ensemble.
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Figure 4.9: The full data flow diagram of how the integration of the IRM, DEF and
LCCA models works. This data flow model is implemented in the HierSynth
tree shown in Fig. 4.10 (p161).
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Figure 4.10: HierSynth tree template used to implement the integration of models
sketched in Fig. 4.8 (p157). This analysis tree was reused to answer many
different questions and was used to analyse both the whole development
and each district.
4.9.2 Challenges
Perhaps not surprisingly the integration of these three disparate models was a chal-
lenging process and during the construction and validation of the integrated model
ensemble a number of bugs were identified and fixed.
Given the challenges inherent within spreadsheet based modelling discussed in chap-
ter 5 (p209). As motivation for the resolution of such challenges we record examples
of the types of bugs generated or encountered. Some of these were pre-existing in the
models however many were introduced during the integration process. The fixing of
these problems produced more robust and accurate models.
• Enabling the IRM and DEF models to produce mutually consistent estimates of
resource demands involved identifying a number of small calculation bugs.
• Initially the IRM and DEF models worked with a different fixed number of con-
struction phases and the DEF model has to be reworked to accommodate a higher
number of phases.
• Similarly the DEF and IRM models had a different breakdown of the landuse
schedule into building types which had to be unified.
• Two of the models required calendar years to be associated with the end of each
construction phase, doing so consistently presented a challenge as one model
required years to be consecutive.
• Simple bugs encountered included a failure to convert from M2 to sqft, one model
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requiring a cumulative tally of built Gross Floor Area (GFA) and another requir-
ing the amount built in each year.
• Some difficulty was encountered with an optimisation macro within one of the
models not being sufficiently robust to deal with the range of scenarios the analy-
sis models were run with. Indeed this was a common theme, that as we automated
then integrated the models we found more scope to explore the design space and
undertake “what if” analyses and in doing so we exercised areas of the models
more robustly than previous manual use and on several occasions found limita-
tions in the models which were then fixed.
Over the course of this integration phase over 30 iterations of the models were created
until we were able to sign off a correctly functioning integrated model ensemble. This
approval was achieved by manually ensuring that calculated KPIs were within the
ranges expected expected by practitioners. This was done for several dozen KPIs
across over around 600 model runs using graphs similar to 4.7 (p156) to ensure that
the model was accurate when using different designs, districts, construction phases and
energy strategies. This model chain was then used repeatedly to produce insight for
the design and an analysis teams.
4.10 Integrated Results
Having produced and tested this integrated model chain, it was applied to analyse a
large number of designs and scenarios to answer a number of insight questions the team
proposed. Examples of the value of the integrated model are given in the next few fig-
ures. As well as speeding up analysis the value of an integrated model was threefold:
Firstly providing substantially more detailed analysis results enabled focusing on prob-
lem parts of the design. Secondly the combined capacity of the models together with
HierSynth enabled more accurate analysis capacity not previously possible, such as the
sensitivity analysis discussed in section 4.13 (p187). Finally and perhaps most impor-
tantly the system enabled design space exploration in a way not previously possible.
The results of such explorations are discussed in section 4.12 (p171). First however we
will look at a selection of the many analysis results produced using HierSynth and the
integrated model.
Fig. 4.11 (p163) displays a geolocated per district mapping of analysis results under
the nine different design scenarios shown in Fig. 4.4 (p152). This was produced by
combining the scenario generation tree discussed in section 4.6 (p148) with an analysis
tree that queried each design for its constituent districts and then used the integrated
analysis module to analyse each district. Analysis was also run at the development
level and is shown in the bottom left graph demonstrating the value of computing at
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Figure 4.11: A per district percapita carbon map for 3 designs under 3 energy scenarios
(“Good” is full column, “Better” is middle marker and “Best” is lowest
marker). HierSynth automation enabled more detailed insight at the dis-
trict level to be computed for each design iteration. Without this only the
bottom left graph would have been computed which shows results for the
whole development.
multiple design scales.
Previously the level of detail displayed in Fig. 4.11 (p163) was not available. However
with it, it is possible to use this more accurate model ensemble to gain insight into which
districts are performing well for many different KPIs. As an example consider that not
all districts were developed or redeveloped under different designs. Consider the two
districts in the top left, the lower one is a new build district and provides good carbon
performance over all designs / scenarios, whereas the top left district performs poorly
until it is rebuilt under the Medium and High density designs. This figure shows carbon
emissions percapita but other figures were produced showing any of the model KPIs,
for example electricity and gas consumption.
The results of such an IRM analyses were then automatically used in a DEF analysis
enabling comparison of different district energy systems using a variety of KPIs. For
example Fig. 4.12 (p164) quantifies the impact of a district energy system upon the
annual energy consumption of the development under nine scenarios (we note that
the “Good” scenario does not have a district energy system). This enables us to
identify an increasing fall in energy consumption under the “better” and “best” energy
scenarios. Note that population increases substantially between each design yet energy
consumption does not show a proportional increase. Instead the increasing density
of the design enables better energy strategies and improves the efficiency of others
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Figure 4.12: DEF energy consumption figures (combined gas and electricity) as cal-
culated from inputs from IRM model under nine design scenarios. Note
that the “Good” scenario does not include a district energy system. Scale
removed to preserve confidentiality.
(such as this district energy system) which result in only modest increase in energy
consumption.
Finally integrating the LCCA model allows us to consider the financial performance
of a district energy system. Using inputs from the DEF and IRM models the LCCA
model can put a financial cost to a proposed district energy system. As an example
Fig. 4.13 (p165) shows the Internal Rate of Return (IRR) for investing in two possible
district energy systems under the nine scenarios discussed in section 4.6 (p148). Note
the increasing cost effectiveness of the investment as the density of the development
increases. This quantification across many more scenarios is very valuable to the design
team.
In conclusion the automation and integration of these three models using the Hi-
erSynth platform with its scenario generation and integration capacities has provided
several benefits to the analysis team. By giving more detailed and more accurate in-
sight into the design under more of scenarios than previously possible. Integrating
the models together also enabled the analysis team to work together more closely as
their models were used in concert to explore scenarios not previously possible. Over
the course of the collaboration multiple model bugs were identified using HierSynth
and fixed resulting in more accurate and robust models. The results explored in this
chapter shows just a few of the insights generated using HierSynth. Over the course of
the collaboration we analysed over 13 iterations of the design or models providing more
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Figure 4.13: LCCA results showing Internal Rate of Return (IRR) for three designs
under three energy scenarios. Results are calculated based on inputs from
the IRM and DEF analysis models. Note that the “Good” scenario does
not include a district energy system. Two implementations of district
energy system are used for calculations, 1A is a Condenser Water Loop and
1B adds a Thermal Energy Storage capacity to the system to store excess
heat to meet peak demands avoiding investment in expensive additional
generation capacity.
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detailed results more quickly than previously possible. This integrated model was then
used as the basis of an investigation into the design space around one of the proposed
designs. This will be discussed in detail in section 4.12 (p171).
“Overall HierSynth has quickly generated results in lists and charts that al-
low evaluation of results across a number of models and districts that would
not be possible to generate in the time allowed for the project, otherwise.”
Design Team Member, Buildings Sustainability Group, Arup
4.11 Block-level Analysis
Thus far we have discussed non-geometric analyses that do not take into account the
building’s actual shape. In part this is due to the early stage of the masterplanning
project where detailed design has not yet been undertaken. However having demon-
strated the benefits of increasing the level of detail from development to districts (e.g.
Fig. 4.11 (p163)) we explored the options for city block level analysis.
4.11.1 Lighting Analysis
During the masterplanning phase the geometry provided is not final building designs
but is building envelopes which demonstrate the maximum size of each building in
height, width, set back from the road. Internal parameters such as the number of
stories are set along with the expected floor space mix per block or per building. The
final design of these building envelopes is likely to be subcontracted to other design
firms who must meet the design parameters set by the urban masterplanning team.
These parameters would include maximum height, number of stories, total floor space,
mix of land use types as well as conditions to create a consistent look and feel across
the development.
Finally targets would be set for energy use intensities and emissions targets to be
met by the design. In many cases the setting of these energy and sustainability targets
will be set by or in collaboration with the analysis team. At present these targets are
generally set for the whole development using development wide analysis tools.
In contrast to this we used the HierSynth framework to apply a number of analyses
at a per city block and per district level using geometry received from the design team.
Our first step was to analyse the entire development using a lighting analysis.
As discussed in section 4.4.1 (p144) another of the models we used to analyse the
masterplan designs was Radiance [103]. Radiance is an open source lighting simulator
in wide use across the industry. Whilst not previously used on this project it had
been previously integrated into HierSynth and was applied to the project geometry we
received.
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Figure 4.14: Automated BRE209 [63] daylight analysis of sample geometry for Com-
munityB project computed using Radiance [103] automated by HierSynth.
A false colour scale is used to show illuminance with yellow being full sun-
light and dark blue being none. Notice the difference between buildings
courtyards as the density of the building changes.
After preprocessing the geometry received from the design team to remove excess
geometry and simplify the model HierSynth was used to run a day light simulation
and automatically produce a 3d fly through environment which can be seen in Fig.
4.14 (p167). In this case a BRE209 [63] analysis was used which computes illuminance
(incident sunlight over a surface weighted by the human perception of brightness) under
a standard 10, 000lux overcast sky. A false colour scale is used to highlight results,
from yellow being full sunlight down to dark blue being zero sunlight. This form of
analysis enables the design team to get a feel for how the design and density of the
development will affect the feel of the environment. For example whether the streets
are too narrow? (e.g. the horizontal street in the middle of Fig. 4.14 (p167)). Also of
interest is how different densities of development result in different forms of buildings
with different light characteristics. Consider the six city buildings shown in this figure,
the top left and bottom right are lower density compared to the other four. As a
result these buildings have well lit (red/green) spacious courtyards and walls which
are mainly green/red indicating they receive sufficient lighting. On the other hand the
remaining four buildings have deep and dark courtyards as indicated by the dark blue
colour. Another use for these analysis results is in the assessment of rights to light,
overshadowing and the potential for solar panels.
Interactive visualisation like this using a commercial games engine Unity3d [100]
enable detailed investigation of the performance of the design and are good commu-
nication tools for discussion with stakeholders and potentially the public, particularly
as the Unity3d engine can be embedded on a website. This visualisation is specially
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useful when it composes a number of disciplines results together into one visualisation
as we will now discuss.
4.11.2 Block Performance
In order to integrate the physical geometry of the development with its sustainability
performance we undertook a case study analysis of one district of the CommunityB
development. We aimed to analyse each city block of the model using Arup’s IRM
model to assess energy and water demand along with carbon emissions. Having chosen
a case study district we were unfortunately unable to obtain per building land use
schedules mostly due to the early nature of this project. Instead these were simulated
by heuristically apportioning the total landuse mix of the district under consideration
between the city block according to the total floor area of each building as calculated
from the geometry shown in Fig. 4.14 (p167).
This block level landuse plan formed the input data for a set of IRM analysis using
HierSynth. Input data for each city block (which might be composed of one or a handful
of buildings) consisted of the number of stories, expected population, gross floor area
(GFA) mix between six types of building (housing, existing office, new offices and so
forth). These were then automatically entered into an IRM model to calculate energy
and water demand as well as carbon emissions and other KPIs. The DEF and LCCA
models could not be deployed at this scale as a single building is too small for a district
energy system. Normally the IRM model is not applied at this building scale hence the
results are a little coarse and a number of model problems were identified and fixed to
cope with smaller scale projects. HierSynth was then used to automatically visualise
geolocated results in the Unity3d environment.
Fig. 4.15 (p169) shows the geolocated results of such an analysis. Combined with
a daylight analysis shown on a greyscale colour scheme is a series of billboards show-
ing on a red,yellow,green colour scale the water consumption per person per day for
each building. This highlights comparatively poorly performing buildings, for example
housing and the local fitness centre score badly as do existing office buildings. This
analysis and visualisation system enables multiple KPIs to be visualised and explored
interactively enabling quick comparison between them. Each block also has a more
detailed information display which can be seen on closer inspection.
Fig. 4.16 (p170) shows this detailed block information. What is being visualised
here is a performance tree for each building as calculated during the aggregation stage
of HierSynth tree execution. (see sections 2.2 (p70), 3.7.3 (p108) and 3.8 (p108)).
These visualisations show two things. Firstly the top bar of each board shows the
name of the block and highlights score for a KPI on a red / yellow / green colour scale
relative to its peers (here an overall score). Below this is a more detailed performance
tree which shows a number of KPIs and their composition. In this case three metrics
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Figure 4.15: Geometry with BRE209 [63] daylight analysis mapped to grey scale. Block
level billboards display information about the sustainability performance
of each city block. Interactive exploration of this environment enables
identification of problem buildings and performance trends, in this case a
red / yellow / green colour scale is used to show water consumption per
person per day.
(per capita carbon emissions, water consumption per person per day and percapita
electricity consumption) are composed into a weighted average “score”. We also see a
description of the building showing its composition in terms of GFA mix. This enables
immediate investigation of any performance problems in the district. In this case we
see that the electricity and hence the percapita carbon figure is comparatively high and
makes a good case for redeveloping or retrofitting this old office block.
HierSynth enables multiple performance trees to be calculated and to be changed
between interactively in the visualisation environment (see section 3.8 (p108)). This
enables focusing on different performance criteria or the consideration of performance
under different scenarios. The performance tree visualisation enables quick diagnos-
tic investigation of poor performance from the buildings score down to the particular
discipline, KPI and analysis result that identifies the problem. KPIs from multiple
disciplines in multiple units can be combined using this approach.
To conclude, we believe that analysis on this level is valuable for improving the mas-
terplan and that visualisations such as these are important. The visualisations shown
in this section were presented to the analysis and design teams and responses recorded
during video calls. The concept of such visualisation was well received by both the
design and analysis teams with particular benefit seen from the quantitative analysis
results run per-building for the first time; particularly since it enabled focusing on
poorly performing buildings. Similarly the ability to interactively compare the impact
of different scenarios on different KPIs over a geometrical aspect made communication
of results more effective across disciplines. However despite this potential the visualisa-
tions did not reach their full potential due to a lack of detailed data and geometry at this
early design stage. This also meant that the impact of rapid quantitative visualisation
could not be explored in this project.
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Figure 4.16: A performance tree for one of the blocks in this design. Whilst scoring
well for water usage compared to its peers it performs poorly for carbon
and electricity, which is not surprising as it consists entirely of old offices
which have not been redeveloped in this design. Quickly identifying poorly
performing buildings highlights areas for design improvement.
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4.11.3 Further Work
Some exploration was conducted into procedural geometry generation techniques to try
to combat this problem however the results were not consistent with the standard of
an architect’s work. In our proof of concept applications of HierSynth we used GIS
information as a source and automatically created correct geometry for analysis based
upon the plot outline and the number of stories for each building envelope which was
well received.
It is also important to say that whilst this analysis was based on a fairly simple set
of parameters HierSynth would enable the inclusion of many more details about each
building into the analysis had they been available for example the number of energy
strategies (solar panels, low flush fixture and fittings ...) applied to each building.
Combining additional information about each building with additional analysis en-
gines, particularly ones which take more account of geometrical form would also lead
to more interesting results. Options for this would include analysing a building’s en-
ergy performance using a model like EnergyPlus [101]. Other district wide geometric
analyses such as wind flow or acoustic performance are also occasionally carried out on
masterplanning projects and so could be integrated into HierSynth with an expectation
of similar benefits to those shown in this casestudy.
Finally the analysis of multiple geometries for multiple designs would add an inter-
esting dimension to this investigation allowing stakeholders to identify the effects of
changes in geometry upon KPIs from multiple analysis engines and disciplines.
4.12 Insight
Having used the HierSynth platform to create an analysis platform targeted at the
CommunityB development the scene was set to begin to investigate a number of “in-
sight” questions. These questions were proposed by the analysis and design teams and
take the form of investigations into the design space surrounding both the develop-
ment design via its land use schedule and also the energy scenarios which are employed
to help make the development as sustainable as possible. These investigations were
explored using the models integrated into HierSynth and the design space explored us-
ing HierSynth’s scenario generation tools alongside framework tools such as sensitivity
analysis. Questions proposed were:
1. “What is the impact of electrical vehicle uptake on the performance of
the masterplan area?” see section 4.12.1 (p172)
2. “What is the optimal (or critical) density for the district energy sys-
tem?” see section 4.12.2 (p175)
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3. “What is the optimal mix of residential and commercial development
for heat recovery and reduced vehicle miles travelled?” see section 4.12.3
(p177)
4. “What are the development’s carbon emissions most sensitive to? Which
of these sensitivities can we positively impact?” see section 4.13.1 (p187)
5. “How significant are the various (energy) strategies in reducing the
developments carbon emissions and water intensity?” see section 4.13.2
(p190)
6. “Is it better to vary density (i.e. build dense in a few areas and less
dense in others), or build equal density everywhere?” This question was
not tackled due to time constraints.
These investigations would not have been feasible to carry out within the project
without the use of a computational framework such as a HierSynth. During these
investigations many insights were gained into the development designs, the design space
for those designs and the energy scenarios. We also gained some insight into the IRM
model using sensitivity analysis and the tools discussed in chapter 5 (p209).
4.12.1 Effect of Electric Vehicles
What is the impact of electrical vehicle uptake on the performance
of the masterplan area?
To undertake this investigation we looked at Arup’s IRM model and used its trans-
portation sub-model to vary the number of electric cars in the development. This was
done by changing one of the energy strategies corresponding to the number of electric
cars which in turn affected the transportation and energy demand models. From dis-
cussions with the transport planning team we decided to explore the impact of up to
20% electric cars as a proportion of the number of parking spaces in the development.
The effects of these uptake levels would be considered across all KPIs from all models
in the integrated model developed in section 4.9 (p157). Particularly expected to be
of interest were effects on percapita carbon, particularly the transport component and
any increase in electricty consumption used to fuel the electric cars. The effects would
be evaluated over the 3 landuse plans of increasing density under the three energy
scenarios.
This investigation is implemented in the execution chain shown in Fig. 4.17 (p173).
For each of the construction phases considered (in this case just the final construction
phase) this execution chain is executed. The first tree in the chain is the scenario
generation tree from section 4.6 (p148) which creates variable maps for multiple designs
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Figure 4.17: The execution chain used for investigating the effects of electric car uptake
on the development. This tree produces 99 scenarios (11 uptake levels 3
designs and 3 energy scenarios).
under multiple energy scenarios. As shown by the number of leaf nodes in this first
tree 9 design / scenario pairs will be generated. For each of these the second tree
in the execution chain is executed and uses a generator node which acts as a loop to
create a set of variable maps which are used to instantiate child template trees. In this
case the loop iterates through different uptake levels of electric cars from 0% . . . 20%
in increments of 2%. This is done by patching the energy scenario by amending the
energy strategy for electric car ownership. Hence the second tree in the chain generates
11 new scenarios each time it is executed. Together these first two trees produce 99
analysis scenarios for examination. The analysis itself is conducted by the final tree in
the execution chain shown in Fig. 4.17 (p173) which runs the integrated development
wide analysis model discussed in section 4.9 (p157).
The results of executing these 1, 188 analysis runs can be found in Fig. 4.18 (p174).
The first finding was that under a given design scenario the models employed reported
a constant relationship between the percentage increase in electric car ownership and
effects upon operation carbon, transport carbon and electricity. Hence all of the results
are reported for a given 1% increase in electric car ownership. For convenience only re-
sults for the more realistic three design/energy scenario pairs are reported. Specifically
low density – business as usual energy strategies (LU1-Good), medium density – rea-
sonable energy strategies (LU2-Better) and high density – aspirational energy strategies
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Figure 4.18: Effect of Electric cars on operational and transport carbon emissions and
on electricity consumption. Figures shown correspond to LU1-Good, LU2-
Better and LU3-Best. Note as the design becomes increasingly dense and
carbon efficient the need to tackle the transport component of carbon is
increasingly clear (see pie charts).
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(LU3-Best).
As one would expect the results show decreases in transport carbon and increases in
electricity consumption as electric car ownership increases. These effects can be quan-
tified and importantly show that overall operation carbon emissions decrease with the
use of electric vehicles. Particularly for each 1% additional parking spaces filled by elec-
tric cars we see 1.1−1.25% decrease in transport carbon emissions and a corresponding
0.45− 1.1% increase in electricity consumption resulting in an overall 0.55− 0.80% de-
crease in operational carbon depending on design scenario thus validating that electric
cars will indeed have a positive effect on the development.
The interesting insight in these results is the increasing percentage “return” for each
increase in electric car ownership. For example consider the operational carbon graph
in Fig. 4.18 (p174) where a 1% increase in electric car ownership results in a 50% larger
decrease in operational carbon under the most dense scenario compared to the least
dense. However given that the decrease in transportation related carbon emissions is
pretty much constant across the scenarios something else must be responsible for this
trend.
The pie charts shown in Fig. 4.18 (p174) identifies what is going on by showing
the total operational carbon emissions per annum broken down by source. We see
that as the density and population of the masterplan increase the total emissions also
increase, however this trend is counteracted by the use of increasingly expensive energy
strategies. Note that the bar charts correspond to the top-left to bottom-right diagonal
line of pie charts. From these we see that the proportion of total operation emissions
from transportation increases steadily from LU1-Good to LU3-Best. This increasing
proportion is due both to an increasing population using more transportation and
an increasingly effective set of energy strategies reducing other sources of operational
carbon. This trend explains why a unit decrease in carbon emissions would have a large
percentage impact across, as is shown in the operational carbon bar chart. A similar
story explains the trend in electricity consumption.
The insight from these trends is that as the development becomes more dense and
a larger set of energy strategies are employed it becomes more and more critical to
impact the transportation related carbon emissions and the introduction of electric
cars provides an increasingly effective mechanism for doing this, provided of course the
increase in electricity consumption can be absorbed in a carbon efficient way.
4.12.2 Optimal Density for District Energy System
What is the optimal (or critical) density for the district energy
system?
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District Energy Systems provide a more efficient and potentially cheaper means of
powering, heating and cooling a residential or commercial district. Such systems work
by networking together the power systems for a group of buildings across a compact
area using a system of steam or hot or chilled water pipes. This allows centralisa-
tion of the heating or cooling infrastructure enabling larger more efficient appliances
to be used. Such appliances may then provide other benefits such as tri-generation
plants which produce electricity from excess heat. The networking of buildings energy
demands enables smoothing of loads between buildings resulting in more efficient oper-
ation. Some district energy systems also allow piping of excess heat / cooling between
buildings. For example using excess data centre heat to heat offices or houses, or using
the heat from offices to heat homes during the evening. Thus from a carbon efficiency
perspective district energy systems can be very appealing.
However there is a requirement that sufficient demand and supply can be coalesced
in a sufficiently geographically local area in order for a district energy system to be
efficient. This is due to thermal lost/gain from longer pipes and pumping energy over
a greater distance compounded by a greater construction and operating cost.
For the CommunityB project we used Arup’s District Energy Feasibility (DEF) model
described in section 4.4.3 (p145) to compare options for the adoption of a district energy
system as the model enables comparison of several of forms of district energy system.
To investigate this question it was decided to explore the design space by changing
the density of the development according to the Floor Area Ratio (FAR) metric. FAR
is a measure of density defined by
Gross Floor Area (GFA)
Site Area
To explore a range of FAR values we varied the site area whilst keeping the GFA of the
development constant. Conceptually this has the effect of compacting the development
into a smaller area thus creating higher buildings. A typical range of FAR values for
the area of CommunityB would be 0.5 to 3.0, from these a set of landuse programs
were developed and analysed using HierSynth.
Results of this investigation are shown in Fig. 4.19 (p177) which uses a composite en-
ergy consumption and carbon emissions costing metric developed by the analysis team.
Three trends are shown for the three different energy scenarios under consideration.
For each of these we see that there is a exponential decay in the cost metric as density
increases with FAR 1.0 being half that of FAR 0.5. After FAR 1.0 we see most of the
benefit of increasing FAR is achieved by FAR 1.5. Finally we see more evidence for the
adoption of better energy strategies with the “Better” and “Best” strategies resulting
in half the cost of the business as usual “Good” strategies.
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Figure 4.19: Composite energy and carbon costing metric identifies the effect of varying
the density of a design under three different energy scenarios. The majority
of the benefit of increasing density is achieved by FAR 1.5.
This investigation coupled with the results discussed previously in the chapter gave
additional evidence to the team to influence the design toward a more dense develop-
ment.
4.12.3 Residential and Commercial Mix
What is the optimal mix of residential and commercial develop-
ment for heat recovery and reduced vehicle miles travelled?
This question concerns the landuse mix of the development and its impact upon the
performance of a district energy system and transportation carbon emissions. This is
an interesting questions as there are a number of expected phenomena which are likely
to be at work.
For district energy systems one would expect a more equal mix of residential and
commercial development to enable the balancing of heating and cooling loads between
housing and offices to create a smoother more efficient energy demand. Similarly the
different demand profiles through the day from each source may enable possibility of
piping heat between the different land use types.
The expected effect on transport would be for an optimal reduction in transportation
carbon emissions with a good mix of commercial to residential land use as more of
the office workers are able to live and work in the same area and so use low carbon
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transportation such as taking the bus, biking or walking to work.
To investigate these expectations we used HierSynth and a set of designs created by
modifying a base design according to the following algorithm. To change the residential
and commercial mix we found the total GFA of residential and office development in the
base design. We then distributed this total between office and residential development
starting with 0% residential and moving to 100% in 10% increments. We note that
office GFA is split between office types in same proportion as in base design.
This set of scenarios were then analysed using the integrated analysis described in
section 4.9 (p157). The results of this investigation can be split into three parts: firstly
the impact upon a district energy system; secondly the impact upon transportation and
finally we looked at adding extra residential GFA to the design rather than converting
office development to residential.
Optimal District Energy System
This section looks at the impact of different mixes of residential / commercial develop-
ment upon a district energy system. Results in this section are reported percapita as
the number of residents and office works will vary between scenarios. These results are
produced from identical analysis runs differing only by the inclusion or not of a district
energy system and hence will be independent of effects from transportation which are
discussed in the next section on page 181.
Fig. 4.20 (p179) shows the percapita carbon savings from adopting a district energy
system in the development over the range of residential / commercial mixes under the
“Good”, “Better” and “Best” energy scenarios. Firstly we see that using a district
energy system produces carbon savings of up to 30%. As expected the graph is “∩”
shaped with the optimal development mixes at 40 . . . 60%; depending on energy scenario
with the most effective energy scenario (“Best”) peaking at a lower residential mix than
the business as ususal case (“Good”). This is probably to be due to the point at which
the energy demand from residential and commerical landuse balence. Since under
the less effective “Good” energy strategy there will be a larger energy demand from
commerical development than under the “Better” or “Best” energy scenarios it will
take a correspondingly larger amount of residential development to provide balance.
The effectiveness of the different energy scenarios can be seen in Fig. 4.4 (p152).
Surprisingly the trends are very flat between 0% . . . 60% this is likely due to excess
system capacity slowly absorbing the residential demand. Similarly the sharp drop
after 70% residential is likely to be the point at which the capacity of the system is
exceeded and other technologies are required to meet peak demand.
This is confirmed by considering the annual percapita gas consumption as shown
in Fig.4.21. Here we see that the system capacity absorbs any increase in thermal
demand up until the same points of inflection in Fig.4.20 after which gas consumption
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Figure 4.20: Percapita carbon savings with district energy system as the residential
proportion of the development is increased. Notice different maxima under
different energy scenarios. Expectation was for a strongly “∩” shaped
graph as a balance between building types enables lower peak demand
and a more smooth energy demand. Fig 4.21 (p180) identifies part of the
reason that this expected trend was not seen.
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Figure 4.21: Percapita gas consumption with a district energy system as the residential
proportion of the development is increased. Notice how the capacity of
the system negates the need for gas consumption in the development up
to the point where additional technologies are required.
rises dramatically as other technologies are required to meet the peak demand from
housing. This exponential rise accounts for the decline in carbon efficiency seen in the
previous figure.
Finally we can also consider the impact upon electricity consumption as shown in
Fig. 4.22 (p181) which shows a similar trend with decreasing electricity savings up to
the same points of inflection as identified previously. One unexpected feature of this
graph is that the “Good” energy strategy results in higher savings than the “Best”
strategy, this is likely because as more energy strategies are enabled under “Best” more
of the potential savings from a district energy system have already been made by other
strategies.
In conclusion we see that to minimise operational carbon a residential mix of between
40 − 60% of the total GFA is ideal depending upon the energy strategies employed in
the development. However given the shallowness of the carbon curve anything up to
60% residential would produce a good carbon reduction. Certainly with a view to
avoiding gas consumption a residential mix of 30% or less would be ideal, which will
also produce a decrease in electrical consumption.
Hence from an energy perspective a residential mix of upto 30% is ideal, with more
residents reducing percapita carbon although percapita gas and electricity consumption
begining to rise after 30%.
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Figure 4.22: Percapita electricity saving with a district energy system as the residential
proportion of the development is increased. Note that the intersection
points with the zero line, match the points of inflection shown in Figs.
4.20 (p179) and 4.21 (p180).
Transport Carbon
We now look at the impact of different mixes of residential / commercial development
upon transportation, specifically on percapita carbon emissions from transport. The
expectation of this part of the investigation is that a good mix of residential and
commercial development would enable people to live near where they work and so be
able to walk, cycle or get the bus to work, each of which is a less polluting form of
transport than commuting by car. This should result in a roughly “∪” curve as the
residential proportion increases from 0% to 100%.
To answer this question we used the same set of designs with varying residential
/ commercial mix from the previous section and augmented them with different as-
sumptions about the modal split of the populations transportation choices. These
modal splits were developed by Arup’s transportation team and are shown in Fig. 4.23
(p182).
From these modal splits we see the expected shift in modes of transport away from
the heavily polluting car to other modes of transport (notably the local bus) with
minimum car usage at 30% residential. This should result in the expected “∪” curve
for carbon emissions.
Having used HierSynth to analyse these scenarios, Fig. 4.24 (p183) shows the annual
percapita transport carbon emissions. Surprisingly we see a “v” trend with local
minimum at 30% and 100% instead of the expected “∪” graph. Particularly suprising
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Figure 4.23: Transportation modal splits as residential as percentage of development
that is residential increases. Note “∪” shape in the most heavily polluting
forms of transport (cars).
was the downward trend from 60% which is the opposite of that expected.
The graphs in Fig. 4.25 (p184) explore the reasons for this unexpected trend. All of
these graphs were generated using HierSynth to extract data from the IRM model.
Graph a) shows that as we move M2 of office into M2 of residential (keeping the same
total M2 and density of the original design) the population falls since offices have more
workers per M2 than houses have residents per M2. With an average resident tending
to travel less than an average commuter this would begin to account for the downward
trend on highly residential developments. This is shown by graph b) showing the
number of kilometers travelled per day though we note that this trend is compounded
by the larger number of workers compared to residents.
If we break this figure down by mode of transport and by residents (graph c) and
workers (graph d) we see the domination of buses and cars and again see how workers
travel far further than residents. Note the “v” trend in car travel for workers.
If we then convert vehicle kilometres into carbon emissions in graphs e) and f) we see
that results are dominated by petrol car emissions. We also see in graph e) the upward
trend we were expecting beyond 50% however it is not sufficiently large to counteract
the downward trend in graph f).
To summarise, there is no “∪” shape trend because:
• Transport carbon emissions are dominated by cars. Whilst residential carbon
emissions from cars increases with residential % (graph e), it does not rise sharply
enough to counteract the fall in car pollution from office workers not commuting
into the area (graph f).
• The average resident does not travel as much as the average commuter (graph b).
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Figure 4.24: Percapita transport carbon varying with the residential fraction of the
development. Unexpectedly we see an “v” shape rather than the expected
“∪” shape. Reasons for this are discussed in section 4.12.3 (p181)
• There are fewer residents then workers for the same M2 (graph a).
This result was highly unexpected by the analysis team. Also surprising in Fig.
4.24 (p183) is that under the “Best” energy scenario a 70% commercial development
can have identical percapita transportation carbon emissions as a fully residential one.
This highlights independently from the previous section on energy consumption that
having 30% residential development would greatly improve the carbon profile of the
development.
Adding Residents
Finally for CommunityB a more likely scenario than replacing offices GFA with resi-
dential is to simply add residential GFA to the development since this keeps the same
amount of office space. This would have a side effect of increasing the density of the
development which as we saw in section 4.12.2 (p175) will improve the sustainability
of the development.
To investigate this scenario we set up a number of designs adding from 0 . . . 100%
more GFA to the development as housing. These designs were then analysed using
HierSynth.
The results of these scenarios are mapped in Fig. 4.26 (p185) this time normalised
by M2. We see that in confirmation of investigations into increasing density (section
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Figure 4.25: These graphs explore the trends identified in Fig.4.24 of the impact of res-
idential / commercial mix on transportation carbon emissions. Note that
scales have been removed to preserve commercial confidentiality. Graphs
c & d share the same scale. Graphs e & f also share a scale.
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Figure 4.26: Effect of adding residential GFA into the development upon operational
carbon per annum. Note that most of the gain from adding residents
is acheived by adding 35% extra residential GFA corresponding to the
30/70% residential/commercial sweet point identified in section 4.12.3
(p181).
4.12.2 (p175)) increasing the residential GFA of the development results in carbon
reductions. We see that half of the effect at 100% extra GFA as residential is had
at just 20% extra residential. Reasons for this trend include the increase in density,
the increasing efficiency of the district energy system employed as the residential to
commercial balence changes and decreases in transport carbon identified in the previous
section as well as changes in the average energy use intensity of an average M2 in
the development. We note that most of the gain from adding residents is acheived by
adding 35% extra residential GFA corresponding to the 30/70% residential/commercial
optimal point identified in section 4.12.3 (p181).
It is also interesting to look at the effect of these scenarios on the feasibilty of adding
a district energy system to the development. Fig. 4.27 (p186) shows this impact
and is analogous to the first half of Fig. 4.20 (p179). Again we see that with more
efficient office space producing less energy demand under the “Better” and “Best”
energy scenarios it requires less residential development to provide an optimal balance
than under the business as usual “Good” case as shown by the earlier graph maxima.
Finally we see that for the “Better” and “Best” energy scenarios adding 25 − 35%
extra residential provides an optimal district energy system. At 35% this corresponds
approximately to a 30/70% residential to commercial development. Suggesting that
the same benefits identified earlier from a 30% residential development can be had by
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Figure 4.27: Effect of adding residential GFA into the development upon carbon savings
achieved by adding a district energy system. Trends should be compared
to the first half of Fig. 4.20 (p179).
adding more residential GFA rather than by replacing office GFA.
Conclusions
What is the optimal mix of residential and commercial develop-
ment for heat recovery and reduced vehicle miles travelled?
From these investigations carried out using HierSynth we can firmly conclude that
from the perspectives of carbon emissions, transport carbon, gas consumption and an
optimal district energy system efficiency a mix of 30% residential, 70% commercial
development is critical. We have also identified that the same effect can be achevied
by adding residential GFA to the development instead of reducing commercial devel-
opment. This would have the effect of increasing the density of the development which
as we have shown also has benefits for the sustainability of CommunityB . Hence a
good case can be made for increasing the density of the development by increasing
the residential GFA something which should appeal to all stakeholders in the project.
Such investigations would have proved prohibitively expensive without the use of a
computational framework such as HierSynth.
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4.13 Sensitivity Analysis
In this section we make use of the sensitivity analysis tools integrated into the Hi-
erSynth framework to investigate Arup’s IRM model as applied to the CommunityB
development. We seek first to identify the best means to impact a number of KPIs
based upon the 1, 224 inputs and assumptions identified in the model with the spread-
sheet analysis tools discussed in the next chapter. Secondly we look at the impact of
the energy strategies embedded in the IRM model to help the design of different energy
scenarios. These gave many insights into both the design, the design space and the
IRM model itself.
4.13.1 IRM analysis
“What are the development’s carbon emissions most sensitive
to? Which of these sensitivities can we positively impact?”
We use a Plackett-Burman (PB) sensitivity analysis [81] [106] to investigate the IRM
model and the scope for impacting a set of identified KPIs which the model calculates.
For each input factor investigated, a high and a low level is required to be set. A
number of scenarios are then generated, run and then analysed using the PB analysis.
A PB analysis will identify the factors (inputs) that give the most scope for affecting
a given KPI. For example, the 12 most effective means of reducing percapita carbon
emissions can be identified from hundreds of inputs. More information on the techniques
employed can be found in section 5.11 (p229).
For this analysis we used the 1, 224 inputs to Arup’s IRM model identified in Fig.
4.2 (p147). Each of these was given a meaningful name and a suitable high and low
value was set in collaboration with the analysis team. Note that not all of these
inputs were actually variable (e.g. conversion factors), those that did vary were either
design variables set by the design team (e.g. land use schedule) or alternatively they
were analysis assumptions such as the carbon emissions coefficient for the national
grid. Design variables should be set to show the maximum scope for design variation
and mark the “limits” of the design space. For analysis assumptions high/low values
were used to bracket uncertainty in the model. Since considering multiple KPIs is
computationally cheap we considered the sensitivity of the full set of 200+ IRM KPIs
used throughout this collaboration.
Whilst it is possible to use a HierSynth execution chain to run a sensitivity analysis
(as is shown in Fig. 3.18 (p130) and described in section 3.14 (p127)) the number of
analysis factors involved meant that a simpler one tree with one analysis model was
more computationally tractable and it is the results of this that are reported.
As an example of the insight generated through the sensitivity analysis performed
using HierSynth we report the top twelve inputs with most scope to impact percapita
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Figure 4.28: Sensitivity analysis results for the operational carbon percapita KPI. We
normalise results to the most impactful variable. Over 1, 200 variables
were analysed as part of this analysis.
carbon emissions and annual waste water generation. These are two KPIs of around
200 for which a sensitivity analysis was performed.
Fig. 4.28 (p188) shows the scope for impacting percapita operational carbon. Here we
see that variation in the carbon emissions of petrol cars has greatest scope for impacting
percapita carbon emissions. In practice, this might result in a low emissions zone around
the development or inducements and provision for electric cars (particularly given the
benefits identified in section 4.12.1 (p172)). The remaining sensitivities are normalised
to this factor such that affecting the carbon emissions of the gas network has a quarter
of the potential impact as petrol carbon emissions.
In these results a number of factors had unexpectedly higher scope for impact than
was expected by the IRM engineer these included “thermal (gas) carbon emission fac-
tor”, “landscape (site) carbon factor”, the “buildings efficiency ratings” and the “shut-
tle/commuter bus carbon factor” factors. The reasons for these factors appearing
unexpectedly high could be due to the high level of interconnectedness in the model
meaning there are more real life relationships are modelled which can be difficult to
predict. Alternatively, results may be inaccurate due to the high/low range for a factor
being set disproportionately wide compared to other factors giving disproportionately
higher scope for impact. Finally this maybe due to bugs in the model. Indeed close
examination of the sensitivity analysis results did result in bugs being identified:
“This led me to realize I missed a needed correction in the Carbon tab.
The carbon electricity factor for all the buildings that reference the site car-
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Figure 4.29: Sensitivity analysis results for the waste water per annum KPI. We nor-
malise results to the most impactful variable. It is also possible to consider
side effects upon other KPIs; over 200 of which were considered.
bon factor was overwritten for the last project. When reverting references
back to the original ones, I missed this one. This is why the electricity factor
was lower than thermal in all the building types.” Design Team Member,
Arup
These sensitivity analysis results will of course vary depending upon the design and
energy scenario under consideration and comparisons between the sensitivities under
different scenarios could prove interesting.
As a further example of the insight that can be generated from a sensitivity analysis
we consider a sensitivity analysis was waste water production per annum in Fig. 4.29
(p189). From these top twelve factors we can identify that:
1. Despite representing a low percentage of the development GFA impacting the
water consumption for housing gives the biggest scope for reducing waste water
production.
2. Similarly fitness centers have a disproportionate scope for impact although this
may not be unexpected since they will include swimming centers.
3. The potential impact to be had by changing the percentage of water flushed away
is one of the biggest opportunities for impacting waste water production across all
land use types and gives substantial support to the introduction and specification
that the development must use low flush fixtures and fittings as far as possible.
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4. Despite the relatively low percentage of the development that will remain as
existing (old) offices there is still nearly as much benefit to be had by impacting
waste water production as with new build development. This is likely to be
because new build will already have stringent water consumption limits built
in and so there will be less scope for impact. This gives much support for the
retrofitting of existing offices with low flush appliances.
To conclude, the sensitivity analysis of the IRM model gave useful insight into the
design, the design space and the model being used for analysis. One final piece of
insight from both sets of results presented here is as follows:
“This was all very valuable to knowing what makes the most difference,
and made sense. It is also very informative which districts have the most
influence, because they are not in order of GSF, nor office-only GSF, nor
site acreage!” IRM Modeller
4.13.2 Strategy Analysis
“How significant are the various (energy) strategies in reducing
the developments carbon emissions and water intensity?”
As we have seen in this chapter the set of energy strategies to be applied to the
CommunityB development is one of the critical design decisions. Each of the “Good”,
“Better” and “Best” scenarios consists of a mix of up to sixty energy strategies all im-
plemented to different degrees. Example strategies range from changing the modal split
of transportation to the introduction of low flush fixtures and fittings to reduce water
consumption. These 60 strategies cover a number of disciplines from energy demand
reduction, water supply, waste reduction, transportation and waste diversion strategies.
All of these strategies are simulated within Arup’s IRM model and affect the highly
interrelated multidisciplinary calculation of multiple KPIs across many disciplines.
Given this importance we decided to look into the consequences of each strategy
under consideration. This was done by starting with an analysis run with all energy
strategies turned off, then completing a series of analysis runs with each strategy turned
on, one at a time, and measuring the impact upon a number of KPIs. KPIs considered
include percapita carbon emissions, water consumption and electricity demand. This
will show the benefits and drawbacks of each strategy and its side effects on other
KPIs, with unexpected effects being of particular interest. However due to the type
of sensitivity analysis employed this study omits interaction effects between strategies.
This is due to the computational tractability of the analysis.
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Implementation
To enable greater insight to be generated this sensitivity analysis was under taken on
the integrated model ensemble developed in section 4.9 (p157) and the effect of each
strategy on 1, 315 KPIs was measured across these 12 integrated analysis models. This
should yield interesting results due to the interrelation of instances of Arup’s IRM
model with other analysis modules as shown in Fig. 4.9 (p160). Impacts in one model
may result in corresponding effects in subsequent integrated models. Since each design
will be impacted differently by each energy strategy we undertook to carry out this
investigation on all 3 Land Use designs (LU1− 3) under each of the “Good”, “Better”
and “Best” energy scenarios as described in section 4.6 (p148).
In practice, a HierSynth execution chain was used for this investigation and is shown
in Fig. 4.30 (p192). First the execution chain is executed under the final construction
phase scenario, although results could have been generated for each construction phase
the final phase representing completed development of CommunityB was chosen for this
study. This scenario was then used to execute the scenario generation tree discussed
in section 4.9 (p157) which results in 9 design / energy strategy scenarios. Then a
second scenario generation tree is used. This tree also used root first execution (see
section 3.11 (p120)) which queries a large matrix for a particular column. This matrix
has rows representing different energy strategies and columns representing different
analysis runs. The matrix is essentially the identity matrix consisting of True and
False values such that each energy strategy is turned on one at a time. An initial
“all off” column is added as a control. Hence the query node produces 61 child nodes
each of which creates a new scenario each time it is executed. Executed sequentially
these two trees produce 549 analysis scenarios and for each of these scenarios the model
ensemble created in section 4.9 (p157) is run and the energy strategies are turned on
and off in all of the IRM models in the HierSynth tree according to the scenario. Across
these 12 models and some 1, 315 KPIs are read. HierSynth took around six hours to
compute these 6, 588 analysis runs using four concurrent Excel instances.
Strategy Effects
Sample results from this analysis are shown in table 4.1 (p193) which demonstrates
the measured impact of four strategies on one design under one energy scenario as
measured by one instance of the IRM model. Results in this table are relative to no
energy strategies being employed and show the changes identified in the KPIs computed
by the IRM model. Several unexpected consequences of strategies were identified in this
way, for example the energy saving from water efficiency was unexpected, however this
makes sense since less water consumption requires less pumping, heating, treatment and
sewerage energy related costs. For the same reason the black (waste) water treatment
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Figure 4.30: The execution chain used to investigate the impact of 60 energy strategies
across three designs and three energy scenarios. The first tree composes
these 9 scenarios (see Section 4.6 (p148)), next scenarios are created which
turn each energy strategy on one at a time, finally the integrated analysis
tree developed in section 4.9 (p157) is used to analyse these 549 scenarios.




• 13% Waste diversion
• 5% Energy Saving
Water Efficiency Fittings
• 15% less Potable Water Demand
• 3% Energy Saving
Electric Vehicles
• 3% Carbon Savings
• 10% Reduction in Parking Spaces
• 6% Energy Saving
Black Water Treatment
• 45% less Waste Water
• 10% less Potable Water Demand
• Electricity Neutral
Table 4.1: The effects of particular energy strategies on CommunityB as calculated with
Arup’s IRM model and a one at a time sensitivity analysis conducted using
HierSynth.
strategy which enables water re-use as grey water in irrigation is shown to be electrically
neutral despite the energy costs involved in treatment.
This quantification of the impacts of particular strategies provides great value for
designing a composition of strategies to be applied to a particular design under a
particular scenario. Similar results can be useful for communicating to stakeholders
the benefits of investment in a particular strategy.
Model Analysis
As well as looking at the effects of individual strategies it is useful to consider an overall
model analysis of the results as this will give insight into the IRM model being used.
The most interesting result of this investigation concerns how many strategies were
effective. By this we mean that they had an effect on at least one measured KPI across
at least one of the 12 analysis models. The first thing we found is that the number of
strategies that had effects varied according both to the design and the energy scenario
(“Good”, “Better” and “Best”) considered. Whilst variation with the energy scenarios
is implicit; variation with the design is less expected as it shows certain strategies will
have no effect without certain design elements present in sufficient quantity (e.g. a
certain GFA of housing).
Secondly, we found that 19 of strategies changed none of the KPIs considered; an
insight highly surprising to the team. Upon investigation a number of reasons for this
were identified as follows:
1. For 42% of these strategies HierSynth did not measure the correct KPIs to identify
the strategy’s effects. Mostly this was related to material consumption and waste,
and was due to limitations in the set-up of the analysis.
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2. 16% of these strategies were not relevant to the CommunityB development and
had been disabled.
3. 16% of these strategies had a negligible effect on several KPIs (< 0.001%) and
was not measured.
4. Finally for 26% of these strategies (equating to 8.2% of all strategies) no effect
was seen because of bugs from incomplete conversion of the IRM model to work
at district level. After correction these strategies affected less than 2% change in
carbon.
Similarly it was found that 28.4% of the KPIs measured across all models were not
affected by any strategy although this is expected since changes to the IRM model
will not affect all aspects of the DEF and LCCA models. As response to all of these
insights refinement of the design scenarios, the IRM model and the HierSynth analysis
tree were undertaken and resulted in more robust and accurate analysis.
Design Space Analysis
Finally we consider how this analysis helps the design and analysis teams consider the
best ways to impact the design. We do this by considering the strategies with the
most impact upon a KPI of interest. Further insight can be gained by identifying how
these impacts vary with the design space in terms of the different land use designs and
different energy strategies.
Fig. 4.31 (p195) presents the top ten strategies for impacting a single KPI under
multiple designs and energy scenarios. It is interesting to note that the effects being
measured in this table are the result of strategy effects in the IRM model propagating
through several models in the integration shown in Fig. 4.9 (p160). Indeed the KPI
shown is for the total operating costs of a Condenser Water Loop (CWL) district energy
system as calculated by the final LCCA model of the integration. All strategies which
reduce this KPI are shown under three designs of increasing density and the “Better”
and “Best” energy scenarios. Note that the “Good” scenario does not appear in the
table since it contains no district energy system.
From Fig. 4.31 (p195) we can discover much insight into the design space and means
of impacting this KPI. First we note the substantial scope for more than halving the
annual energy costs of the proposed CWL district energy system. These opportunities
come from two disciplines (water and energy demand); with most impact coming from
energy demand reduction but also a minority coming from water efficiencies. Whilst
it is not surprising that reducing electricity consumption will reduce energy costs the
impact of strategies to reduce water consumption is unexpected. This shows the utility
of a multi-disciplinary Integrated Resource Management model [75].
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Figure 4.31: The most effective energy strategies in the IRM model for effecting the “To-
tal Cash Operating, Thermal & Electricity Costs” of a proposed district
energy system for the CommunityB development. This KPI was chosen
from 1, 315 computed across the integrated model ensemble developed in
section 4.9 (p157); sensitivities were computed under all nine scenarios
generated in section 4.6 (p148).
It is interesting to see the decreasing effectiveness of the top strategies as density
increases from LU1-3. This is exemplified by the decreasing effectiveness of “Existing
Building Efficiency” measures from LU1-3 as more existing buildings are redeveloped.
Correspondingly “New Building Efficiency” has an increasing impact between LU2 and
LU3. This strategy is one of the nearly twice as many strategies (#8 − 13) which are
enabled by the increasing design density under LU2 or LU3 than under LU1.
However the addition of strategies #7−13 do not quite compensate for the decreasing
return of the most effective strategies, since the maximum possible reduction is still 10%
lower under LU3 than LU1. This of course likely masks the fact that the system should
already be cheaper to run percapita under the high density development. This reflects
a pattern of diminishing returns, with greater returns possible under less dense (and
thus less efficient designs) than under more dense (more efficient) designs where many
more sophisticated energy efficiency strategies will be required each of which has less
scope for impact.
Finally we see the importance of designing an effective energy strategy since the
difference between the “Better” and “Best” energy scenarios is substantial - the total
possible reduction is up to 65% higher under “Best” than under “Better”. Note that
figures similar to Fig. 4.31 (p195) can be generated for each of the 1, 315 KPIs measured
by HierSynth and should yield similar insight, none of which was possible before the
use of the HierSynth platform.
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Conclusions
Despite the complexity of this analysis and the quantity of data it produces the sample
of findings included here demonstrate the insight this approach can produce. Design
space exploration coupled with integrated and automated models together with sen-
sitivity analyses have produced clear insight which was not previously possible. This
enables quantification of what may previously have been practitioner intuition enabling
comparison and improved communication between stakeholders. There is clearly fur-
ther potential to be pursued in each of these techniques and particularly in their com-
position.
Further work here could include the inclusion of more KPIs and particularly the
exploration of different design space dimensions such as more construction phases or
different climate and financial futures. Additionally detailed design insight such as
breaking the analysis down by district may yield more insight to see which strategies
should be applied where to gain most benefit and be most cost effective. Finally a deeper
sensitivity analysis may be useful to identify the most effective level of implementation
for each energy strategy (e.g. different levels of solar PV uptake). Another avenue for
more insight would include more detailed modelling. One side of this discussion which
is lacking thus far is a costing model for investment in these energy scenarios, the inte-
gration of such a model either deeply into Arup’s IRM or as a separate model integrated
via HierSynth would produce a discussion more interesting to the client. Finally in or-
der to extract this insight it is critical that better means of post-processing analysis
results are implemented and the potential for automated identification of trends and
anomalous data could be employed for example through machine learning techniques.
4.14 Collaboration Conclusions
The research questions set out at the beginning of this collaboration were:
1. To identify whether the HierSynth framework could be applied to current practice
and workflow with a view to addressing the mismatch between the design and
analysis cycles discussed in Chapter 2 (p37).
2. To explore how more detailed analysis could be made possible using a computa-
tional framework such as HierSynth.
3. To understand the requirements, opportunities and challenges of applying a com-
putational framework to generate insight for the project team by answering “what
if” and design space exploration questions.
For the first of these questions HierSynth was quite successful, several analysis models
were integrated into HierSynth and enabled the reproduction of existing figures and
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results in substantially less time than before, examples of this include Figs. 4.4 (p152)
and 4.6 (p155). Over the course of the project these and similar new figures were
generated over 11 times from different designs and different models enabling quantified
results to be readily available to the design and analysis teams many more times than
previously possible.
Several challenges were encountered in meeting this goal. Firstly model complexity
meant that tools such as those described in Chapter 5 had to be employed to identify
model inputs. Secondly automating these models exposed the model to more robust
use than previously which exposed and introduced a number of bugs which were fixed
with the project team.
One unexpected outcome of this automation of current practice was the close collab-
orative nature of the analysis work, since all models fed into each other and each team
member was interested in the results of all models executed. Also being the person
running HierSynth meant that the author gained insight and an overview of all of the
different models and practices involved in the analysis team allowing a wider perspec-
tive than a single discipline might have. There appears to be scope for computational
frameworks to help improve workflow patterns and make collaboration simpler, further
investigation of this should prove interesting. As evidence of improved collaboration we
cite the length of discussions from practitioners across multiple disciplines who came
together to study the results of HierSynth, model runs, modelling integration and de-
sign space investigations; these discussions were always valuable to all concerned. For
example several opportunities were identified for practitioners such as the opportunity
to benchmark models against each other or to try to put a quantitative value on an intu-
ition. Other valuable insights included win-win situations such as verifying that water
saving strategies also reduced energy consumption - something which was previously
an intuition.
The second challenge was to improve current practice within the analysis team.
This included the greater analysis resolution HierSynth’s hierarchical analysis provided.
Similarly analysis over time provided more accurate results and the capacity to model
trends over time which was previously not possible. Finally section 4.9 (p157) describes
the process and challenges of integrating three previously separate models together
into one more powerful model. Though integration and the model adaptation and
verification was often a substantial challenge this integrated model was more accurate
than previous models and formed the basis of the insight generated in the remainder
of this chapter and enabled the investigation of the design space which was the third
research question.
The exploration of different scenarios was perhaps the most successful part of this
collaboration and although at times challenged by model robustness or large require-
ment’s for data the investigations detailed in the last half of this chapter have shown
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the exploratory and explanatory power of a computational framework automating and
integrating analyses with scenario composition and hierarchical analysis.
4.14.1 Top Five Capabilities
To summarise the contributions of the HierSynth platform to the case study project
we identify the five most important capabilities enabled by the HierSynth framework:
• Integrating three previously separate models into one using HierSynth and im-
proving model robustness for each in the process.
• Enabling the comparison of multiple designs under multiple scenarios under many
KPIs.
• Enabling more detailed analysis than previously possible in a hierarchical manner
from block to district to development scale.
• Enabling accurate modelling of trends in assumptions over time.
• The identification and resolution of multiple model bugs mostly relating to robust
input handling resulting in a more robust and accurate model.
4.14.2 Top Five Findings
These capabilities enabled a number of insights into the project which would have been
difficult or infeasible to achieve without the computational support provided.
• Quantifying the effects of increasing density and varying carbon mitigation strate-
gies on the masterplan.
• Investigation of the impact of electrical cars on energy demand and carbon emis-
sions showing the increasingly strong case for this as the development is made
more dense and more sustainable.
• That contrary to expectations the trend for percapita transport carbon emissions
is not ∪ shape but v shaped and exploring the reasons for this.
• That a 30% residential, 70% commercial development is the key ratio for district
energy system performance in the CommunityB development. That this is also
the key point for reducing transport carbon emissions and that the same effects
are possible by adding 35% residents to the existing design under discussion.
• Enabling 3d visualisation of analysis results in a fly through environment which
enabled improved communication with stakeholders.
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4.15 Framework Evaluation
In this section we consider the effectiveness of the techniques and data structures em-
ployed in this collaboration. From the outset a major research question of this collab-
oration was to identify the practical utility of a number of techniques as implemented
in the HierSynth framework:
Specifically:
• Whether simple model automation can reduce the gap between the analysis and
design cycles.
• To explore the potential of scenario composition to generate design insight.
• To consider the effectiveness of model integration and the difficulty involved.
• To identify whether the HierSynth execution chain model and the HierSynth
trees it contains can be effectively mapped onto the design and analysis chal-
lenges within the project. Particularly the applicability and utility of the design
decomposition it enables.
• To show the potential of 3d visualisation and integrated analysis within the urban
masterplanning teams.
• To identify how effectively performance trees can be used to visualise performance
across a design and its decomposition by showing multiple KPI’s from many
disciplines.
• To explore the effectiveness of sensitivity analyses upon the models used within
the project.
We will now discuss these questions together with other aspects of the collabora-
tion and HierSynth framework. During the project a number of unexpected problems
arose and necessitated further development of the HierSynth framework (e.g. execution
chains) alternately some of the techniques expected to be the most useful proved not to
be so (for example performance trees). Finally we encountered a number of opportuni-
ties for the exploration of other techniques not currently integrated into the HierSynth
platform and we will conclude this chapter by discussing these.
4.15.1 What Surprised us
By working closely with a live project team a number of the techniques employed by
the HierSynth framework turned out to be more useful than expected at the outset.
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• Effectiveness of Automation - Having automated the models used in this
collaboration it was surprising to see the amount of value generated to the project
team. This took several forms from simply automating production of complex
graphs and so removing the need for a time consuming task to reducing the
lead time for such graphics (e.g. Fig. 4.6 (p155)) to be generated enabling
quicker analysis and feedback upon new design iterations. Similarly more analysis
iterations were enabled allowing greater investigation of the design space.
• Detailed Analysis - There was a surprising amount of insight to be gained from
providing a more detailed analysis to the design team for example Fig. 4.7 (p156)
breaking performance down by district and construction phases identified a range
of model bugs and issues to be resolved in the design.
• Need for Model Comprehension - Initially I had expected that each model
integrated into HierSynth would and could essentially be treated as a “black box”
with a simple list of inputs to enter and list of outputs to read. However it was
soon found that in order to gain coherent insight into results it was necessary to
have a clear understanding of how each model performed internally, particularly
with the need for identification and fixing of model bugs which are common to all
large complex models. This challenges has two halves, first in the initial automa-
tion of an analysis model which requires deep comprehension of the model. Once
a framework like HierSynth is in use a second challenge will arise; this surrounds
ensuring the correct use of the model, understanding the implicit assumptions
within the model and the calculation methods it employs. Both of these chal-
lenges were encountered within this case study and must be further addressed in
future work.
• Model Complexity - This was an order of magnitude more than expected.
Although I had worked with previous version of the IRM model, the latest version
of the model in use on this project presented a substantially more complex analysis
model particularly with the energy scenarios integrated throughout the model.
More discussion of this complexity can be found in Chapter 5 (p209).
• Multidisciplinary Nature of Investigations - Over the course of the col-
laboration I have by osmosis and necessity gained a shallow insight into many
different disciplines involved in the assessment of urban masterplans. This need
for a wide a general knowledge of many disciplines was not something I had ex-
pected to need at the outset of the collaboration. As an example section 4.12.3
(p177) shows an investigation in the effects of residential and commercial mix on
the masterplan. To investigate this knowledge of and input from many disciplines
was required, from masterplan design, through energy demand modelling, district
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energy system design and costing and transportation modelling. Perhaps partly
this steps from nature and strengths of the IRM model and the many disciplines
and resources it integrates, however I suspect it is a feature of the AEC industry
more generally.
• Complexity of Integration - Given the above it is not surprising that the com-
plexity of the integration described in section 4.9 (p157) was more than expected.
The main challenges were not technical rather they surrounded understanding
and harmonising assumptions between the three models and resolving modelling
differences between them which required a deep understanding of model function
for example to avoid double counting of energy demands.
• Effectiveness of Sensitivity Analysis - Whilst I expected a PB analysis to
prove useful in identifying the top few factors with scope to affect carbon emissions
(see section 4.13.1 (p187)) I was surprised by the volume of data and insight
produced by the far simpler one at a time analysis of 60 energy strategies (see
section 4.13.2 (p190)). This gives great emphasis to the view that the best use
of computation is not in optimisation but rather in design space exploration
enabling the creativeness of designers and engineers. We see that sensitivity
analysis provides a map to the design space and so provides stimulation not
simulation.
• Model Debugging - Finally the biggest challenge was the requirement for model
debugging. Almost every investigation into the design space turned into a debug-
ging exercise into the models. This is not to invalidate the model’s normal use,
rather as computation-enabled exploration of the design space in new directions
the model was exercised in ways it is not normally used. The discipline spe-
cific and cross-disiplinary working required for this as well as comprehension of
complex models presented a substantial challenge and consumed much time. To
address this a number of tools were developed to investigate the construction of
Excel Models and can be found in Chapter 5 (p209).
4.15.2 What Worked
• Automation - HierSynth performed well with automation tasks, particularly
after a move to 64bit architecture allows large memory addressing, over the the
course of the collaboration an estimated 100, 000+ model runs were completed.
• Integration - was very successful in producing more accurate results and a model
with greater capacities. While not technically difficult some care had to be taken
when introducing linked execution of models into the parallel execution.
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• Multiple Scenarios - It was surprisingly effective simply to run different sce-
narios for example the ten construction phases discussed in section 4.8 (p153).
• Scenario Generation - The capacity to compose scenarios both within a sce-
nario generation tree was very effective and used throughout the collaboration.
This feature was developed during the collaboration and is discussed in section
3.11 (p120).
• Execution Chains - The execution chain concept was developed during this
collaboration and was then used throughout. It enabled the construction of large
design space exploration experiments along with sensitivity analysis runs. It also
enabled the re-use of analysis trees such as the one in section 4.9 (p157) through
out the project. Example execution chains used in this collaboration are shown
in Figs 4.17 (p173) & 4.30 (p192).
• Design Decomposition - Whilst design decomposition was only done via the
districts and buildings of the development it did give rise to useful insight into
design performance such as the percapita carbon maps shown in Fig. 4.11 (p163).
With more design detail this method should give greater insight.
• Sensitivity Analysis - Both PB and a simple one at a time analysis were simple
to set up using the HierSynth framework and yielded great insight especially
composed with design space exploration such as in Fig. 4.31 (p195).
• Expression language - The NCalc expression language used throughout Hier-
Synth provided very flexible customisation of scenarios, integration and analyses;
enabling quick changes to analysis runs and execution chains, e.g. enabling the
saving of particular model instances under certain design scenarios for debugging
purposes.
• Performance - Whilst it could always be faster, analysis times provided by
HierSynth were always workable and meant results could normally be returned
to the analysis team within an afternoon.
4.15.3 What Didn’t
Unfortunately some of the techniques were not as important or effective as originally
expected.
• Performance Trees - Whilst conceptually showing great promise of giving sim-
ple and effective cross-disciplinary insight into design component, performance
trees were not generally used. They were found to be too complex to set up par-
ticularly when complex aggregation of different units of performance was required.
202
However the one case in which they did perform well was in 3d visualisation en-
vironments where a performance tree was geolocated over each design element
(e.g. Fig. 4.16 (p170) per city block) where they enabled simple visualisation of
analysis results although again the composition of performance was challenging.
It is possible that the automatic composition of performance trees might be pos-
sible using machine learning techniques, for example by learning which metrics
a practitioner normally accesses then tracking the normal ranges of such KPIs
and building performance trees to show anomalies. Another reasons for the poor
impact of performance trees is the way analysis results were used. A normal
usage pattern was for engineers to look in detail through the results exploring
performance across 50−150 KPIs or looking for trends which is more easily done
looking through a table than a performance tree. Creating performance trees
containing this number of KPIs would have been a challenge, particularly given
the difficulty of creating preference functions or aggregators.
• 3d Visualisation - Whilst the case study discussed in section 4.11 (p166) shows
the potential of automated analysis with 3d visualisation a lack of project spe-
cific geometry and data precluded meaningful analysis result to the CommunityB
development. Particularly lacking were different geometry for design alternatives
which would show the physical trade-offs the changes in design would entail. Ad-
ditionally it is a necessity that the analyses displayed in a 3d environment are
actually geometric in nature. There is limited value in displaying non-geometric
analysis results in 3d.
4.15.4 Additional Computational Needs
Having completed this collaboration a number of techniques and features can now be
seen to necessary for successful projects in the future.
• Error handling - Given the challenges in integration, poor error handling in
the HierSynth framework was not helpful and should have been given greater
consideration at design time. Particularly required are techniques to highlight
unusual, outlying and error-state results from analyses.
• Debugging tools in HierSynth - Whilst during the collaboration some code
was added to save a particular model instance during execution, the ability to
re-run and debug a particular model run would be highly useful as it would enable
interactive debugging without needing to wait many iterations of long running
analyses.
• Version Control - The number of model versions received over the course of
the collaborations was substantially larger than the expected static model. Over
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nine months some 23 versions of the IRM model were received which reflected
changes in energy strategy design and a number of iterations of bug fixes. Version
control would have ensured that all team members would have the same up to
date analysis models since this was a frequent source of problems when model
transfer was done via multiple e-mails. Version control should also enabling of
branching of models to enable customisation for particular investigations such as
those discussed in section 4.12 (p171). Intelligent merging of models would enable
incorporation of bug fixes across models and enable harmonising of assumptions
between design space investigations. This would however require deep insight and
change identification within the models employed which may present a difficult
challenge. Similar problems also occur within the design data iterations and
design scenarios; a proper version control system should reap similar benefits
particularly if a distributed version control is employed across different teams
and firms such as the design team where updates could be automatically pushed
to analysis engineers. Finally consistent versioning of analysis results is also key
to presenting correct results.
• Provenance Tracking - Enabled by proper version control provenance tracking
enables identification of which results were generated from which set of designs,
scenarios, models and HierSynth trees. This information is of course encoded
within a HierSynth tree at run time, however persisting this information via
proper versioning and a provenance store would reap substantial benefits not
least in being able to check how results were processed into a final graphic or
insight. This is particularly a challenge with multiple discipline’s models and
practitioners in an area where no one team member will understand the models
and methods used across the whole team. Other benefits would include being able
to redact only those results which depend on erroneous data or models should
they be discovered. A final benefit of this type of tracking is that it enables identi-
fication of the most common uses of each model alone and in concert, this enables
identification of good targets for investment in model improvement, integration
and automation. This idea is developed further in [88].
• A Collaborative Environment - Given the number of practitioners and dis-
ciplines from several firms in many geographic locations (and continents) it is
unfortunate that HierSynth is not able to be used by multiple users. A collab-
orative environment enabling each practitioner to modify their model, design or
scenario separately, set up new analysis runs and analyse results within the same
environment would be very valuable. Collaborative investigation of results and
trends would also be value. This would of course require good version control
and provenance tracking.
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• User Friendly Interface - Currently HierSynth is an expert tool and not
amenable to use by all practitioners involved. Development of a simpler user-
interface and possibly a simpler data model would enable each practitioner to
generate automated results and to undertake investigations such as those dis-
cussed in this chapter. This would also enable greater investigation of analysis
results and the identification of greater insight, something which was difficult with
current tools. However challenges would be faced in user training and uptake.
• Data visualisation tools - Graph creation was only semi-automated within Hi-
erSynth. Much post-processing was done using Microsoft Excel. The integration
of full reporting and data visualisation tools would provide interactive exploration
of the data and enable other team members to explore and identify new trends
and an insight. The primary difficulty in this is dealing with the large number
of data dimensions, be it levels of the design decomposition, different designs,
energy strategies or construction phases. Additionally the number of data types
and the post-processing they require (e.g. to identify change to a base scenario)
make creating a flexible system a difficult challenge, though one which should
yield considerable benefit, not least in the identification of trends and anomalous
results. However this should be balanced by the knowledge that most final graph-
ics required tweaking by the analysis team and that more valuable than “perfect”
final graphics being automated was access to the raw data. Hence we envisage
data visualisation tools being used within HierSynth primarily to quickly explore
large quantities of data or for automatically producing commonly required figures.
• Machine Learning - Given the wealth of data generated on each design and
the number of explorations into the design space made in this chapter there is a
strong case for the incorporation of machine learning algorithms into HierSynth to
automatically identify anomalous results and trends so that they may be flagged
up for practitioners to consider. This would ideal if integrated into the design
decomposition trees. For example there are some 750, 000 data points generated
in section 4.13.2 (p190) out of which insights such as Fig. 4.31 (p195) need to
identified. This could be enabled by comparison amongst design element peers
across different designs and scenarios.
4.15.5 Areas for Further Investigation
In addition to these areas there are number of areas and techniques which we can see
potential benefits from. A selection of these would be:
• Deeper Sensitivity Analysis - Given the success of the sensitivity analyses
performed in sections 4.13.1 (p187) and 4.13.2 (p190) a deeper more insightful
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sensitivity analysis module should yield greater insight. Two features especially
would be useful. Firstly an analysis which uses multiple levels for each input would
help in the design process by allowing finer comparisons to be made. Secondly
given the complex and interrelated nature of many of the analyses and the inputs
to them an analysis which can consider more of the interactions between the
effects of inputs would be highly useful. This would avoid aliasing effects and
help identify where two factors in concert provide a greater benefit than either
in isolation. These improvements would however come at a computational cost
which would need to be addressed.
• Cloud Computation - Whilst the analysis times during this collaboration were
normally within one hour it is easy to see how more detailed analyses, deeper
investigations or more complex analysis modules would lead to computational
demands which a single machine could not meet. To address this oﬄoading some
analyses to other machines in either a local private cloud or an external cloud
compute provider such as Amazon’s Elastic Compute Cloud [1] would result in
faster analysis times. This of course depends upon parallelisation of work units
- something which the HierSynth analysis trees have proved good at (see section
3.7.2 (p105)). Issues that would have to be addressed to implement this include
licensing of analysis engines and data privacy.
• Computational Optimisation - Additional compute power has often been used
for computational optimisation of designs. This is a hazardous area for several
reasons. Whilst computational optimisation is a very successful technique in con-
strained environments such as sizing a steel frame, the wider the design space
and the number of constraints involved limit the effectiveness of computational
optimisation. Thus using computational optimisation for general urban master-
plan design would prove particularly difficult given the size of the design space
and the number of often informal relations between the many design assumptions
made across many different disciplines. Finally difficulty will be incurred in the
geometrical nature of the design to be created. This said however the addition
of a computational optimisation module into a HierSynth execution chain would
have clear benefits if used to optimize particular limited aspects of the design -
such as the level of a particular energy strategy compared to its cost. These warn-
ings given this is an interesting area of active research and of course even sketchy
computational design could be seen as a way of traversing the design space more
quickly than otherwise possible and perhaps discovering insight in the journey or
at unexpected ends.
• Informal Ontology Development - The number of inputs, units and data
types encountered in this project has been substantial. An ontology acts as a
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means to store formal meanings for each of the data points and their type. This
allows formal checking that the correct units have been used throughout the
project. Unfortunately the variety and quantity of data in projects such as this
precludes creating an ontology formally before the project. However if such an
ontology could develop informally from structured comments and variable naming
together with autocompletion many of these benefits could be gained with little
of the cost.
• Ontology based integration - The use of such ontologies as well as those
already created as data [42] [55] [3] may provide a simpler way of automatically
integrating models enabling simpler connection of data between models since the
framework would know which data points are outputted from one model and can
be inputted into the next. Similarly it could be ensured that correct units are used
between models - something that caused some problems during the integration
described in section 4.9 (p157). Some feature of the HierSynth framework, such
as the automatic extraction of analysis module requirements and outputs via the
internal expression language begin to provide the background techniques for such
a system (see section 3.6.6 (p100)) and this should be developed further.
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This chapter has shown the benefits to a masterplanning project from the applica-
tion of a computational framework such as HierSynth. We have identified a number of
successful techniques and features of a data model that helped to achieve this insight.
We have also seen several techniques which were not as successful as hoped and consid-
ered a number of areas where new techniques are much needed. The biggest of these
is clearly for better tools for debugging and analysing the complex models involved in
this case study. Tools such as these are developed and discussed via a case study in
Chapter 5 (p209).
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5 Extraction and Analysis Methodology
Having identified that model robustness and debugging capacity is a major challenge
in applying computational techniques to urban masterplanning this chapter demon-
strates a methodology to help engineers and designers maximise the utility of complex
multidisciplinary engineering models. As motivation we investigate the expanding use
of Integrated Resource Management (IRM) models which enable urban masterplans
to be assessed for sustainability metrics across many disciplines. IRM models reflect
the inherent complexity of multidisciplinary sustainability analysis by integrating mod-
els from each discipline. This complexity makes their use time-consuming and reduces
adoption and adaptation for projects. This was particularly found to be the case during
the use and subsequent integration of the IRM model with other models as described
in section 4.9 (p157).
To address this, a toolkit was created for analysing multidisciplinary engineering
models implemented as spreadsheets. For a given output, a relevant slice of the model
is extracted, visualised and analysed by computing model and interdisciplinary metrics.
A sensitivity analysis of the extracted model supports engineers in their optimisation
efforts. These methods help expose, manage and reduce model complexity whilst giving
practitioners insight into multidisciplinary model composition. This aids assessment
and design optimisation work between and across disciplines.
This chapter considers several generations of Arup’s IRM model and details the
insight generated, for example identifying which of 933 input parameters has most scope
for reducing percapita carbon emissions and showing side effects. The methodology and
toolkit are more generally applicable to other engineering models beyond IRM models
and have been applied to a vertical transportation model. This methodology address
many of the areas for further computational support identified in section 4.15.1 (p199).
5.1 Introduction
To demonstrate the challenges of multidisciplinary engineering models we consider mod-
els with the urban masterplanning community. Increasing requirements for managing
environmental impact have led to demand for interdisciplinary modelling of sustain-
ability metrics, such as annual percapita carbon emissions, in order to benchmark and
improve designs. These drivers have been unified by Integrated Resource Management
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Figure 5.1: Conceptual model of an Integrated Resource Management (IRM) Model
[12]. Sustainability models from many disciplines are integrated to form a
coherent model for assessing urban masterplans [75].
(IRM) [12] [75] [54] models which integrate sustainability models from each discipline
into a coherent assessment tool. Such models are commonly implemented in spread-
sheet form, for ease of construction, modification and portability. While many benefits
are realised by an integrated model there are some inherent difficulties common to
many engineering models; these motivate this work, stemming from the complexity
of the models and are discussed in the next section. In this chapter we demonstrate
the value of computational model analysis tools in resolving these challenges by aiding
practitioners comprehension, modification and use of their models. Particularly:
• We present a tool suite for systematic, automatic analysis of large spreadsheet-
based models, and a methodology for using such tools to enhance the quality and
value of spreadsheet-based modelling.
• We present static analysis tools, incorporated into this framework, that help
identify problematic aspects of the model, and to help diagnose defects.
• We present a sensitivity analysis tool for large spreadsheet-based models, and
illustrate its value in identifying the key parameters in Arup’s IRM model with
respect to selected performance indicators.
• We demonstrate the potential for these static analysis tools by exploring three
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versions of Arup’s IRM model at different stages of development. Showing insights
into these models such as identifying a potential bug in the transport carbon
calculation, identifying several structural features of the model that might be
improved and confirming whether or not several disciplines communicate with
each other.
5.2 Motivation
In this chapter we consider Arup’s IRM model [12] [75] as an example of a complex
interdisciplinary engineering model. As such, we now consider some of the difficulties
inherent to such models. More information on this particular model can be found in
section 4.4.2 (p145).
As shown in Fig. 5.1 (p210), Arup’s IRM model consists of several different discipline
sub-models including energy demand, energy supply, passenger transport and land-use,
each of which has a data input model and a calculation/output model giving a variety of
sustainability metrics such as annual water supply figures. These input/output model
pairs strongly rely not only upon each other, but also upon the other discipline’s input
and output models. For example the energy supply sub-model uses inputs from the
land-use input sub-model and the outputs of the energy demand model.
This leads to a complex interrelated web of calculations which reflects the physical
nature of sustainability concerns as shown in Fig. 5.2 (p212). This figure shows a
conceptual model of the IRM model, the interrelation of the discipline specific sub-
models and their responsibility to provide results to each other. In addition to these
interlinked discipline models, a project-specific sustainability dashboard is integrated
which calculates summary metrics such as annual percapita CO2e (equivalent) emis-
sions which uses information from nearly all of the discipline input and output models.
This complexity is a requirement of faithful modelling, however it leads to challenges
for the engineers who use the model as follows:
• Model Complexity - As Fig. 5.2 (p212) demonstrates, an IRM model by its
nature is complex due to the strong coupling between already intricate discipline
models. This leads to difficulty in gaining an accurate overview of the whole model
and also to understanding how a single discipline’s model functions, especially if
this model is from a discipline other than the practitioners’ field of expertise. For
example this was the case when the author came to automate the IRM model for
use by HierSynth.
• Data Requirements - Due to the scope of urban masterplanning and the in-
herent complexity of sustainability analysis, an IRM model and indeed many
engineering models require large amounts of data to function. Our analysis iden-
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Figure 5.2: Dataflow through Arup’s IRM model [75]. The complexity of multidisci-
plinary engineering models and difficulty of comprehension makes project
adaptation and optimisation tasks challenging.
tified 933 separate design or analysis variables which must be entered within the
carbon calculation of Arup’s IRM model, ranging from the total floor area of
residential buildings to the CO2e emissions for disposing of a computer monitor.
The time taken to gather, process and enter the required information is likely to
be the largest time cost in applying an IRM model to a new case study. These
challenges were also faced during the automation of the model as dicsussed in
section 4.5 (p146).
• Implicit Knowledge - Much of the knowledge within many of the disciplines
involved in an IRM model is difficult to formalise, being built up as an informal
set of good practices over time. During the modelling process attempts are made
to formalise some of this implicit knowledge by determining data ranges and
variations between design iterations. This is a challenging process particularly if
formalised knowledge is not clear within the model [105] such as is common in
spreadsheets where formulas are not explained.
• Interdisciplinary Communication - Each discipline within an IRM model has
its own nomenclature which must be made clear to the other disciplines involved.
It is thus easy for two disciplines to require an estimate of a figure under two
different names under different nomenclature and in two different units leading
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Figure 5.3: Arup’s IRM model [75], is implemented as a Microsoft Excel spreadsheet.
Each discipline has an input and an output model in its own worksheet.
A single project metrics dashboard is provided. The IRM model contains




• Project adaptation - Most engineering models, whilst trying to be as general
as possible, often require some tweaking to fit the exact nature of the task at
hand. Due to its scope an IRM model often requires adaptation to each project
for the following reasons:
– Models too broad - A model’s data requirements are large and can prove
broader than the scope of the project especially during the early design
stages. This leads to difficulty in fulfilling all the data requirements.
– Models too narrow - Counter-intuitively a common cause of model adap-
tation is to meet project specific concerns. For example the inclusion of
irrigation and grey water recycling is critical in water stressed areas but is
rarer in more temperate climates and so may need to be added to the model.
– Cause and Effect unclear - Project adaptation for these reasons is a
difficult activity - the scale of the model can make identification of cause and
effect between an input to be modified and the final sustainability metric
difficult to determine, especially because of the interrelated nature of IRM
models.
– This was particularly shown in section 4.9 (p157) during the integration
of the IRM model with other models. The difficulty of establishing cause
and effect made correctly identify the parts of the model to integrate and
automate a challenge. During the integration much model adaptation was
required both to remove functionality not used in subsequent models and
alternatively to add functionality which was present but would be required
by subsequent models in the chain.
• Difficulty of Optimisation - Once a design has been assessed a number of
design improvement recommendations are normally made. This is a difficult
process as it depends on understanding both the overview and the detail of the
whole IRM model and its constituent sub-models, making best use of the high
levels of implicit knowledge involved in setting the large data requirements as
well as understanding the flow of cause and effect across the numerous discipline
models to identify the handful of most advantageous steps that could be taken to
improve the design.
• Implementation - As with many other engineering models, Arup’s IRM model
(shown in Fig. 5.3 (p213)) is implemented within a Microsoft Excel spreadsheet.
This gives wide portability and simplicity of model change for a large user base.
However it makes understanding of the interrelations and cause and effect within
the model difficult. Indeed there is a growing body of evidence that spreadsheet
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models in common with other large software products are likely to contain errors
at unacceptable rates. A good summary of the current evidence is available in
[77].
In summary there are clear obstacles precluding the widespread usage of IRM models.
These problems are not only common to IRM models but to complex multidisciplinary
models in general. This chapter demonstrates that one solution is to apply computa-
tional methods to such engineering models in order to support practitioners in their
information intensive tasks, helping tackle the problems identified in this section.
5.3 Methodology
As detailed in [61] with application to the design process we propose and demonstrate an
Extraction and Analysis Methodology (EAM) consisting of a series of techniques to help
expose, reduce and manage model complexity and give insight into multidisciplinary
model composition and aid designers in focusing design effort in optimisation tasks.
The methodology has the following steps:
1. Obtain — Model and project objectives.
2. Define — Key Performance Indicators (KPI)’s of interest to the project.
3. Extract — Slice model to expose and reduce complexity to produce a smaller
model computing only the KPI’s of interest.
4. Analyse — Visualise — Visualise model to aid comprehension and show cause
and effect.
5. Analyse — Metrics — Compute metrics on calculation model to give insight
into model composition.
6. Optimise — Set variable ranges to formalise implicit knowledge enabling sensi-
tivity analysis to give insight and focus optimisation effort.
The input to this process is the engineering model (possibly without project specific
data) and an indication of which outputs of the model are of interest to the designer.
5.4 Related Work
This work follows a growing trend of applying software engineering techniques to climate
and sustainability models [30]. These models are inherently large complex software
structures. In this case we consider spreadsheet based models which are not frequently
considered as complex software models.
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A number of studies have identified the presence [77] [26] and the frequency [18] of
spreadsheet errors. From controlled studies we know that error are common amongst
novice and expert modellers [51]. We also know that the majority of modellers do
not have formal training in spreadsheet based modellers [77]. A body of literature has
developed aiming to formalise a taxidermy of spreadsheet modelling bugs [78]. Some
of these bugs are unique to the environment of spreadsheet modelling whilst many
are in common with other programming environments. The risks of these errors are
very commonly underestimated and few users of spreadsheets consider the risks of such
errors [18]. Indeed very few practitioners consider that they need tools for debugging
their models.
There have been a number of studies into auditing tools for spreadsheets (e.g. [18])
(for example for tax purposes) together with tools to identify areas of complexity within
spreadsheets [20]. Historically there has been much interest in deriving visualisations
based on the calculation graph of a spreadsheet [52] [90]. Several visualisation tools
have been proposed to avoid costly errors. The relationship of each of these approaches
to different areas of the methodology we propose will be discussed within the relevant
sections of this chapter.
The novelty of our approach is that rather than treating a spreadsheet as simply a
software artefact we consider the insight each step and tool in our methodology can
generate for the model maintainer with a view to aiding them as they optimise a design.
This is particularly a challenge for engineering models as appose to financial models
which have previously been the focus of research. These engineering models through
their constant evolution and adaptation to projects present many new challenges to
the area of spreadsheet based modelling. In contrast to much previous work where
techniques proposed are done so in isolation without an overarching methodology for
their use. We also consider for the first time the challenges that a multidisciplinary
model brings to the challenge of spreadsheet engineering. Together with new approaches
for assessing multidisciplinary communication within models (e.g. section 5.8 (p221)
and 5.8.1 (p222)). We also consider how sensitivity analysis may be performed in
large spreadsheet based models, this is enabled through our extraction and analysis
methodology and has the potential to generate substantial insight for practitioners as
evidenced in section 5.11 (p229). Finally for the first time we consider the evolution of
complex models as they are developed and applied to projects. As discussed in section
5.12 (p232) this is a substantial source of insight into the model.
5.5 Model Extraction
In order to give insight into the model we extract a slice of the model from Excel. Slicing
the model or computer program is a well known technique [104] which allows the user
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to consider only the portion of the model involved in the calculation of the particular
output metrics which are of direct interest, reducing the model size and complexity.
We recursively extract from the model by starting from the outputs of interest (such
as annual percapita carbon emissions), reading their formula parsing them for refer-
ences to other cells, reading these cell’s formula and so on recursively until no more
cells are referenced. In order to do this we used mathematical expression evaluation
library NCalc [85] and modified the grammar to be compatible with Excel formulas and
implemented a subset of the Excel functions. In contrast with many other approaches
[83] [90] [52] this formula parsing approach enables us to gain insight within formulas,
for example differentiating cells referenced from table lookups which reference hundreds
of cells from arithmetic references. This enables simplification of the extracted model
slice and resultant graph of cells. To ensure correct extraction we re-run the calculation
in the expression library and check against the Excel calculated results. We also extract
all values and custom cell names to aid comprehension of visualisations, metrics and
sensitivity analysis runs.
5.6 Visualisation
Figure 5.4: Visualisation demonstrating the complexity of the calculation graph of a
small subset of Arup’s IRM model. Nodes are calculations and edges show
dataflow.
Having extracted a slice of interest from the calculation model we then display it
interactively using a custom graphml [40] viewer. Each input, calculation step or output
becomes a node in the graph with references between calculation steps and inputs
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forming the edges of the graph. Ranges (such as “A1:B3”) which represent a group of
cells are also shown as aggregated nodes to aid comprehension of formulas containing
many ranges. Due to constraints in Excel this graph forms a directed acyclic graph.
Inspired by visualisation approaches such as [90] [52] [43] we include an interactive
visualisation of this graph. We are able to add extra information to the graphs by
colouring each node of the graph based upon the discipline of the model it is from;
showing immediately which disciplines are involved in a particular series of calculations.
Additionally the graph viewer facilitates interactive exploration of the calculation graph
under several layouts each of which highlights different aspects of the graph, enabling
the best layout to be chosen for the calculation graph. An example graph can be seen in
Fig. 5.4 (p217) highlighting the complexity of a subset of the annual percapita carbon
calculation.
We now demonstrate the utility of the extraction and visualisation methods by a
case study.
5.6.1 Visualisation Case Study
Figure 5.5: Graph showing a model slice of the calculation of the CO2e emissions per-
capita per annum for external transport. Layout highlights the calculation
for ten modes of transportation.
One of the sustainability metrics assessed by Arup’s IRM model is CO2e emissions
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percapita per annum for external transport. We extracted the slice of the model (255
cells) pertaining to the calculation of this metric and visualised it in our custom viewer.
The graph can be seen in Fig. 5.5 (p218) laid out according to a linlog energy force
model which highlights strongly connected sub-graphs. In this case we see that there
are ten sub-graphs (calculations) feeding into the calculation of the metric (the central
node in the graph). If this node is selected a list of the ten nodes that feed into the
calculation is automatically shown and we see that each sub-graph corresponds to the
calculation of carbon emissions for a different mode of transport.
An interesting and clearly visible feature of the graph is that two of the sub-calculations
are connected (“A” and “B”). This is an anomaly since none of the other disciplines
are connected and warrents further investigation. Upon selecting the node (cell “C”)
linking both calculation clusters (“A” and “B”) a list of all of the ways that this cell
is used in the calculation of the metric is generated. In this case two calculation paths
(C → A and C → B) are found from this connecting input cell to the final transport
carbon output figure. Further investigation of these paths shows that the input value
for CO2e emissions for diesel buses per passenger kilometre is used in the calculation
of both the bus and the coach mode of transport. This is unexpected since coaches
are normally expected to have around a quarter of the CO2e emissions of a bus. The
effect of this will be that the carbon emissions for coaches could be overestimated in
the model. This issue was reported to the IRM engineers who agreed the issue was
unexpected and had been fixed in later versions of the model, but could have been
an assumption carried over from a previous project where coaches and buses having
similar CO2e emissions on small islands.
This example demonstrates the utility of the slicing and visualisation tools to aid
understanding and examination of a complex engineering model.
5.7 Model Metrics
Having extracted and visualised a slice of a multidisciplinary engineering model there
are a number of graph metrics which can be automatically calculated to give insight into
the calculation model. In contrast with previous approaches we consider the value of
worksheet level metrics rather than formula level metrics [47] [44], particularly because
of the relationship with the disciplines they represent.
Firstly we see the number of nodes in a graph and their average valency, that is the av-
erage number of cells each cell references and is referenced by. A higher average valency
shows a more connected and so more complex calculation. For annual percapita carbon
emissions we find the graph contains 2, 357 nodes with average valency of 2.89. We can
also break this down per discipline as shown in Fig. 5.6 (p220), highlighting the most
complex disciplines, for example the Energy and Passenger Transport models both have
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more cells than average. We can also see models with high valency which demonstrates
complexity; noticeably the project output model has average valency 14.83. We note
that a higher valency shows higher interconnectivity which makes adapting the model
to meet project requirements more difficult since changes to one cell will affect many
others which all must be checked for consistency if a cell is changed. However high
interconnectedness may demonstrate more realistic modelling of a complex situation.
Figure 5.6: Per discipline metrics calculated from a calculation graph extracted from
a model slice for annual percapita carbon emissions. Each discipline has
an input and an output model, the % input column shows that over time
some inputs have been entered in output models. Average valency is the
average number of cells each cell references and is a measure of calculation
complexity.
Secondly we consider the types of cells that compute each discipline’s input or output
model. Fig. 5.6 (p220) identifies the models with the highest number of cells. This
highlights the complexity of each model and gives an indication of the data demands
each discipline is likely to make. As an example we see that the Energy Demands input
model contains 477 cells of which 371 are numeric inputs; thus a fair fraction of the
cost of an IRM study is likely to be in fulfilling the energy demand data requirements.
We note that these inputs contain both project or region specific data requirements as
well as constants such as unit conversion factors.
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Finally we can see that although each discipline has both an input and an output
model this demarcation is not strictly observed in all discipline’s. For example we see in
Fig. 5.6 (p220) that the water output model contains 75 inputs (28.4% of the total). On
inspection this turns out to be due to summing over a range of hidden columns. Whilst
not causing any errors this has the potential to cause problems should the model be
adapted and those cells used for other purposes. The energy supply output model also
has a large number of inputs in the output model. These are used to remove non-project
specific energy sources from the model. Also we see that many input models have up
to 40% non-input (i.e. calculation) cells. This is acceptable since it is summarising the
input data as in land-use or converting units as in Energy Demands.
We can also consider the most referenced input data and sub-calculations. These
metrics are also useful for knowing which cells should not be changed as they are used
by many other discipline models. Unsurprisingly the most referenced cells are mostly
conversion factors such as the CO2e figure for NOx emissions.
Whilst these metrics give some indication of the complexity of each discipline model,
it is interesting to look at the interrelationship between the disciplines.
5.8 Discipline Coupling
Figure 5.7: Discipline coupling matrix shows discipline communication in the IRM
model. Matrix should be read “x values in row model are used by col-
umn model”. For example 53 values in the Land use model are used in
the Energy Demand output model (SS ED). Circular markers show indi-
rect couplings (references made to a discipline which references another
discipline).
Since the IRM model contains models from many different disciplines, it is interest-
ing to consider the interconnections and communications between these disciplines as
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shown by data dependencies between models in different worksheets. This shows how
disciplines communicate and how accurate parts of the model are by involving all con-
cerned disciplines in, for example, the calculation of energy demand. As an example,
one hypothesis proposed by the IRM engineers was that the transport model was not
connected to the land-use model (since it uses software external to the spreadsheet). In
order to test this, a discipline coupling matrix was created as shown in Fig. 5.7 (p221).
This is calculated by considering all of the edges in the calculation graph (the references
between cells) and entering them into the matrix according to which disciplines they
are from/to. The first group of rows/columns are the discipline input models, followed
by the conversion factors list then the various disciplines output models and the overall
IRM model output model. In addition to direct references we calculate indirect refer-
ences (references made via another Excel sheet) between discipline models by tracing
all possible paths through the calculation graph (this is the transitive closure of the
direct references graph).
From this matrix, some key features of the calculation model can be identified. As
an example we see that 45 values in the output model for Logistics (SS Lo) are used
in the output model for Energy Demand (SS ED). On the diagonal we see the number
of internal references within a model which indicates the complexity of that model.
We see direct communication between disciplines as indicating which disciplines are
communicating by sharing results and thus where there is scope to increase collabora-
tion and possibly model comprehensiveness. As Fig. 5.7 (p221) shows, the passenger
transport and logistics models (PT, Lo and their Co-efficients) are indeed not directly
connected to the land-use (LU) model, thus confirming the IRM engineers’ hypothesis
that there was no connection.
It is also interesting to note the number of other models (rows) that each model
(column) refers to indirectly. For example, as one would expect, the overall IRM model
output model indirectly references all other models, as shown in the final column of
Fig 5.7 (p221). Similarly, we see that the energy demand and supply output models
refer to most of the other models as is expected for a carbon calculation. This ability
to detect communication between disciplines enables validation that the spreadsheet
created matches the conceptual model of the IRM model as shown in Fig. 5.1 (p210).
5.8.1 Software Metrics
Given the number of discipline models which are composed together to form the IRM
model there is much similarity between the IRM model and a large piece of software. If
we consider each discipline’s model as a separate code package we can apply standard
software engineering code metrics such as [67] to the discipline coupling matrix.
We calculate measures of a model’s responsibility to and independence from other
models in terms of the data they must provide to other models and the data they
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Figure 5.8: Software engineering metrics normally applied to large software projects [67]
are applied to multidisciplinary models to gain insight into model maintain-
ability and stability to change.
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consume from other models. We use these to compute instability to model change so
as to identify which models are most likely to cause difficulty for project adaptation.
Firstly we compute a model’s afferent coupling [67] by counting the number of dis-
cipline models (worksheets) which reference cells in the given model (worksheet). This
gives a measure of the responsibility of a model to other models. For example the
land-use model has responsibilities to four other models (socio-economics input and
output models, and output models for water and energy demand). Models with high
afferent coupling are less easy to adapt to new projects as changes to the model must
avoid breaking its dependants expectations.
Secondly we compute the efferent coupling [67] by counting the number of models
(worksheets) which cells in a given model (worksheet) reference. This gives a measure
of the independence of the model with lower scores considered more independent. For
example the land-use is independent of all other models and so not affected by changes
in any other models. On the other hand the Energy Demand output model is dependant
on six other models and so is highly dependant. Models with poor independence are
likely to be affected by changes in other models.
Finally we compute a measure of a model’s instability to change [67] as follows, where




Fig. 5.8 (p223) shows the results for the IRM model. We see that most of the
discipline input models are highly independent and so are not likely be to affected by
changes to other models. On the other hand the output models have varying levels
of dependence on other models and so have higher levels of instability. This indicates
they are more likely to be affected by changes to other models.
These metrics allow engineers to discover how difficult it may be to make changes to a
given model and how likely these changes are to affect other discipline’s models. These
results could also be taken into account when designing complex engineering models
with many sub-models in order to make the model more modular and less costly to
adapt.
5.9 Formula Metrics
Having looked at how the model works, we now look at how it is constructed in detail
and how it might be improved. For this we consider the formulas which make up
the model, identifying possible problems and areas for improvement. The results now
discussed are from the model slice for calculating annual per-capita carbon emissions.
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Figure 5.9: Frequency plot of the length of 50,000 formulas encountered in the IRM
2011 model. Note the large number of formulas over 100 characters which
proved very difficult to maintain.
5.9.1 Formula Length
One very simple metric we can apply is to identify abnormally long formulas. These
are difficult to understand and thus to maintain and adapt to new projects. We find
the average length of formulas in the annual percapita carbon emissions model slice to
be 23.4 characters. However we find that there are several exceedingly large formulas,
the largest being between some 700 and 900 characters long, indeed the ninety-fifth
percentile is 170 characters long. This makes formulas difficult to understand quickly.
These formulas should be split into several calculations to allow easier modification and
comprehension. In later models we see this has been done to some extent (Fig. 5.9
(p225)) however there still remain too many long formulas. Model checking tools such
as these should be used during the development and maintenance of these models to
avoid such problems.
5.9.2 Hard Coded Constants
One problem found when working with engineering models in Excel is that many formu-
las often contain undocumented numbers. In many cases their meaning can be worked
out from the context for example in if(population = 0, something, somethingelse) the
0 clearly means 0 people. However there are also many occasions where numbers or
pieces of text are found in formulas and their meaning is not immediately clear. One
concrete example is that of conversion factors, some of which can be quite obscure.
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Our analysis package identified that 6.5% of cells in the annual percapita carbon emis-
sions model slice contained such hard coded constants with a total of 288 constants
found. Cells with constants had an average of 1.9 constants. The constants 0, 1 and
“” (empty string) account for 168 occurances, the remaining 120 constants are mainly
numbers which are explainable only after detailed examination of their context. Often
they turn out to be unit conversion factors which perhaps should have been entered in
the conversion factors list of the model. One common constant of interest was “HEAT
and/or COLD” which occured 8 times and relates to how a given energy generation
technology is sized.
In contrast to the approach of [18] which searched formula strings for numbers pre-
ceded by operators, the parsing engine we employ enables the reliable identification of
constants nested within functions without preceding operators and can also identify
non-numeric constants such as strings.
The opacity of some of these hard coded constants prevents understanding and easy
model modification since constants cannot be changed without modifying each occur-
rence in each formula. The solution to this problem is to extract many of the constants
into new model variables (cells), giving them a clearly defined name would make their
use transparent and allow easier project adaptation especially when the constant is
found in multiple formulas. This commonality is also something we can investigate.
5.9.3 Common Sub-expressions
Repetition within an engineering model is a common source of error when modifying a
model, since it is easy to omit to change one formula, especially when it is difficult to
identify duplication [77]. To help resolve this problem we implemented a simple com-
mon sub-expression analysis for Excel formulas and applied it to the annual percapita
carbon emissions model slice. The analysis does not take into syntactic equality and
does not account for mathematical equality where 5 ∗x and x ∗ 5 should be found to be
identical, however 66 common sub-expressions were identified as occurring 3 or more
times. An example would be “SS.ED.TransportLogisticsInternal.ElectricityDemand +
SS.ED.TransportLogisticsExternal.ElectricityDemand” to obtain the total logistics elec-
tricity demand. This expression occurred in four different formulas. This example
demonstrates the method of reducing duplication and formula length and aiding main-
tainability. Specifically a new variable called
“SS.ED.TransportLogistics.Total.ElectricityDemand” should be created and referenced
such that if another source of energy was to be modelled it could be included in the
total by changing one cell and not four.
In addition to these formula based metrics, it is possible to compute other model
quality and complexity metrics to give an indication of the maintainability and improve-
ments that can be made to the model. Additional metrics are discussed in literature,
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for example [20].
In conclusion we see that model slicing and model analysis give helpful insight to
those maintaining and evolving complex engineering models. The metrics listed above
are just a few of the possible ways of gaining insight into the model.
Figure 5.10: We applied the EAM [61] toolkit to three different IRM models ranging
from a concept model to a fully developed model to a globally used geo-
graphically localised tool. The increase in complexity is down to increased
use of data tables localising the model to a region.
5.10 Utility of Metrics
The metrics presented thus far can be used for three main purposes. Firstly to aid model
comprehension by practitioners as they learn and work with new models. Secondly to
identity errors and poor quality areas of the spreadsheet based model. Finally the
metrics can be used to guide model development over time. Considering each of the
metrics thus presented we can identify their benefits.
5.10.1 Aiding Comprehension
Firstly to aid model comprehension metrics such as those presented in section 5.7 (p219)
can be used to gain an overview of model complexity and its distribution amongst sub-
models. This is particularly apparent from the number of cells and references both
in total and their distribution over sub-models as shown in Fig. 5.12 (p233). This
enables identification of the most complex parts of the model in terms of the number
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of cells (e.g. Energy Demand sub-model) or in terms of connectedness as measured by
the number of cell references (e.g. Project Outputs with nearly 15 references made per
cell). The practitioner is then able to focus their documentation or learning efforts on
the areas of greatest complexity.
Another tool aiding comprehension of the model is the discipline coupling matrix
(for example see Fig 5.12 (p233)) which identifies which sub models are connected
within the model. This can also be visualised as a graph for ease of comprehension.
This helps practitioners to identify data flow within the model helping them to identify
which models are affected by changes in others and vice-versa. This also identifies which
sub-models in the spreadsheet are input models and which are the output models. This
is because the slice extracted will always have a basic tree structure with many inputs
feeding through calculation nodes to create a final root output of interested. This
should be reflected in the spreadsheet coupling matrix. Such metrics can also be used
for improving model quality.
5.10.2 Improving Quality
The metrics presented can be used to improve the quality of the model on three levels.
Firstly improving model itself as a representation of real life. Secondly by improving
the technical implementation of the model as a spreadsheet. And finally by identifying
and resolving bugs in the model.
At a modelling level the discipline coupling matrix can be used to identify whether
disciplines that should be connected actually are in the model. For example a connec-
tion between energy and transport is required to accurately model electric cars.
At the technical level the metrics presented can help identify quality issues in the
spreadsheet. For example the percentage of inputs in some of the output models as
shown in Fig. 5.6 (p220) is a concern and should be addressed. Finally the metrics
presented can be used to identify bugs in the model, perhaps by identifying unexpect-
edly highly referenced cells or common sub-expressions which have not been updated
by the maintainer. One particular source of model bugs is the identification of hard
coded constants within formulas. As discussed in section 5.9.2 (p225) these should be
refactored to place common constants and assumptions in separate input cells. They
present a particular issue to model quality when some but not all hard coded constants
are updated leaving some formulas inconsistent.
Closely linked to improving model quality is guiding the development of the model.
5.10.3 Guiding Development
As will be discussed in section 5.12 (p232) repeated application of the EAM method-
ology and calculation of the metrics can identify changes the model over time. These
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changes in metrics can identify concerning trends in the model which should be ad-
dressed as the model is developed. For example one metric of particular concern for
the ongoing development of the model is the length of formulas and the number of
unmaintainably long formulas (see Fig. 5.9 (p225)).
A more complex metric for guiding the development of the model is the coupling
metrics presented in section 5.8.1 (p222). Particularly an effort should be made to
reduce the instability of the sub-models in the IRM model. This will reduce the likeli-
hood that changes in one model will require changes in models which depend upon that
model. This however may conflict with the requirement of faithful modelling which will
tend to increase the dependencies between models (as shown in the evolution of the
discipline coupling model). Finding the correct balance between these goals is a diffi-
cult task which should be approached from a software engineering perspective through
the separation of concerns within models; perhaps by introducing smaller sub-discipline
calculation models with responsibility for particular aspect of the model (e.g. electricity
demand). These would reduce the tendency for every model to reference every other
and make the flow of data and the reasons for connections more transparent.
5.10.4 Conclusions
In conclusion we see the varied ways these metrics can be used to benefit practitioners
as their comprehend, use and maintain their complex engineering models. It is also
interesting how repeated analysis of models as they develop can gain substantial insight
into their evolution. This will be discussed in section 5.12 (p232). First however we
consider the final part of the EAM methodology to support practitioners.
5.11 Sensitivity Analysis
One common engineering task is to optimise a design for a given KPI, in the case of an
IRM model this might be the annual percapita carbon emissions figure. In a standard
Excel engineering model this is difficult since the designer must first find all of the input
cells which affect the KPI, consider their ranges and then attempt to find combinations
of values which optimise the KPI whilst considering the side-effects of doing so on other
KPI’s and stakeholders such as the effect of introducing electric cars on the number
of parking spaces in a development. Despite including a “Goal Seek” tool, Excel does
not aid the user in this, since the tool still requires the user to enter a list of cells to
vary. This is a difficult proposition within large engineering models since, an example,
the annual percapita carbon calculation in Arup’s IRM model contains over 2, 000 cells
spread over many worksheets with over 900 of them being inputs that effect the output.
To aid the engineer in this process we have created tools to apply a sensitivity
analysis to a slice of the model corresponding to all of the cells which are involved in
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the calculation of a specific KPI of interest. The result of a sensitivity analysis is to
identify those input factors which the KPI is most sensitive to changes in. This enables
the designer to focus upon only a subset of the inputs which have the most effect on
the KPI, increasing their productivity.
A sensitivity analysis takes a set of factors (inputs), which affect the output of inter-
est, along with the maximum and minimum value each factor can take. It constructs
a series of model runs with varying combinations of factors set at their maximum or
minimum levels with a view to analysing the results to identify the sensitivity of the
output to changes in each input factor. We use a Plackett-Burman (PB) sensitivity
analysis [81] [106] due to its linear relationship between the number of factors under
consideration and the number of model runs required. This is key since most other
sensitivity analyses are factorial in the number of runs to the number of parameters.
As we have 933 separate input variables in the IRM model such factorial complexity
would render the analysis intractable. However the cost of this limited number of runs
is that a PB analysis cannot identify sensitivity to interactions of factors. For example
the area of a rectangle is sensitive to both its width and its length but is more sensitive
to the interaction of these factors namely width∗ length. Indeed these interactions may
be aliased with the main factor’s effects. However a technique called folding [71] can
be used to reduce this at the cost of doubling the number of runs.
5.11.1 Case Study
Figure 5.11: A sensitivity analysis identifies the variable with most scope to impact a
KPI. We normalise to the most impactful variable. We show impact upon
total percapita carbon and side effects on some constituent parts of the
total percapita carbon figure. We analysed over 900 input variables.
As an example we take the annual percapita carbon emissions KPI, extract the
corresponding model slice, from which we can extract a list of all of the numeric inputs
to the calculation graph. For each input the maximum and minimum range of the
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variable is established from discussions with engineers from the appropriate discipline.
At the same time a meaningful name is assigned to the cell or is auto-extracted from the
cell’s name in Excel. Note that not all numeric inputs are actually variable, for example
conversion factors should not be included and must be manually removed from the list
of parameters involved in the sensitivity analysis. Once done we find 933 parameters to
apply a sensitivity analysis to. This requires 2563 simulation runs, the Excel-Sensitivity
application runs one run per 0.72 seconds on a Quad Core (Intel i7 720QM) machine,
running four experiments concurrently. The results of the analysis are showing in Fig.
5.11 (p230). We note that we can test the sensitivity of more than one KPI to the
same set of factors at very little extra cost, thus we choose other KPIs of interest such
as the KPIs that show the breakdown of the total percapita CO2e emissions into its
constituent parts. This shows the side implications of changes in the factors and gives
us insight into the relative importance of each sub metric to the total and what scope
there is for effecting each.
Fig. 5.11 (p230) shows a part of the normalised (so that the factor with most impact
is 100) results of a sensitivity analysis upon the annual percapita carbon metric, with
the sub-metrics for emissions from buildings and transport included in the outputs of
the analysis. This inclusion of several output metrics allows us to see the side effects
of changing one input to the model. For example the three fuel type metrics affect
the total CO2e emissions and the transport KPIs but do not affect the non-domestic
buildings sub-metric. We can see from the results that the inputs to the energy supply
(ES) discipline metrics are perhaps unsurprisingly the most important for the carbon
emissions metric. Interestingly we can see that district heating has a surprisingly high
effect on the carbon efficiency of the masterplan, as do Combined Heat and Power
(CHP) systems should they be included in the masterplan. The full set of results
includes over 900 variables though the KPI under study is shown to be highly sensitive
to only the first 85 (sensitivity 10% of the maximum). These results can be broken
down by discipline for more detailed insight. We see that the landuse parameters do
not appear in these top 85, likely because the range of the variable being set to ±5%
of current design scenario does not give sufficient scope for impact. This shows that
the best strategy for significantly reducing carbon emissions is either to significantly
re-work the landuse schedule or if this isn’t possible, to change the non-landuse design
parameters identified in this sensitivity analysis. Sensitivity analysis results coupled
with the implicit knowledge of discipline experts yeilds further insight into how the
carbon figure may be optimised.
In conclusion we identify the following benefits of running a sensitivity analysis on
an engineering model:
1. Design Insight - The designer gains knowledge of the design space and the inter-
actions between the design parameters and the output KPIs of interest, allowing
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firstly a focusing of effort upon only those parameters KPIs are most sensitive to
and secondly gaining insight into side effects of changes on other KPIs of interest
should they be included in the sensitivity analysis.
2. Design Space Exploration - Whilst running the analysis we automatically
create and evaluate several thousand designs. Exploration of some of these designs
allows a designer to quickly understand some of the potential configurations and
directions for design improvements.
3. Identification of effects of assumptions - Within most engineering models
there are a large number of assumptions surrounding various factors. In the
case of an IRM model we may find assumptions about the carbon emissions
of buses or the watts/m2 required for heating an office. If such assumptions
are included within a sensitivity analysis (the high/low values determining the
confidence interval of the assumption) the engineer gains understanding of the
relative importance of the assumptions and the effects of error margins in each
assumption. This suggests that time should be spent confirming and refining the
most important assumptions.
5.12 IRM Evolution
In this section we discuss the application of the EAM toolkit to three IRM models
developed over a number of years from an initial concept case study model to a fully
developed globally used tool. We also demonstrate the transferability and scalability
of the methodology and tools to differing models and model sizes.
Fig 5.10 (p227) shows the 3 IRM models to which we have applied the methodology.
These models show the development of the IRM model over time from concept to a
globally used model. Reflecting this, the size of the model has increased dramatically as
more detail and accuracy have been added to the model. Partly this is since the most
recent IRM model contains many data tables localised to geographical regions. The
increase in size is also reflected in an increase in complexity as noted by the number
of Excel functions called within the model. All figures in the table refer to the slice
of the model corresponding to annual percapita carbon emissions. This increase in
complexity compounds the problems discussed in section 5.2 (p211), highlighting the
need for computational support.
The IRM model discussed thus far is the IRM 2009 model. We decided to look at
an earlier IRM concept model to identify how the model had evolved. We were able to
apply the EAM methodology to the older IRM model without difficulty and some the
insights generated into the model are shown in Figs 5.12 (p233) and 5.13 (p234). It is
also possible to see in detail the changes that occurred in the model between these two
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Figure 5.12: Per discipline metrics calculated from a calculation graph extracted from
a model slice for annual percapita carbon emissions from the earlier IRM
concept model. Compare with Fig 5.6 (p220) to see model development.
versions spanning several years of development.
One interesting trend shown in Fig 5.10 (p227) is that of connectedness. Moving
from the IRM concept to the IRM 2009 model analysed earlier we see an increase in
cell count (both inputs and calculation steps). However we do not see a corresponding
increase in references between cells, suggesting that many of the interdependencies had
already been modelled and the model was extended to allow more detailed inputs within
a discipline model. The IRM 2011 model however is dramatically more connected than
the previous models, this is down to a re-implementation and more lookup data tables.
Fig 5.12 (p233) shows per discipline metrics calculated from a graph of the annual
percapita carbon emissions calculation from the IRM concept model and can be com-
pared to Fig 5.6 (p220) for the IRM 2009 model. We see that the earlier model had
fewer inputs (459 vs 933). However these inputs are more tightly grouped in the input
models rather than mixed in with the output models as occurs on the later model,
suggesting some creep as the model evolved. We can also see that there has been a
shift in the complexity of the model, from focusing on water metrics to focusing energy
demand. This is a novel way of considering changes in priority in sustainability projects
from project to project and overtime. This allows project mangers to ensure that the
analysis team is tracking client interests by for example ensuring that the transport and
energy demand disciplines are communicating so as to accurately model the uptake of
electric cars.
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Fig 5.13 (p234) shows the coupling of disciplines for the concept IRM model and can
be compared to Fig 5.7 (p221). We see how the disciplines and their interactions have
evolved. Firstly we must note the increase in size of the model, partly due to additional
output models for disciplines, and due to increased detail within disciplines. We can
see an increase in computation within the input models of disciplines, along with a
more even spread of computation in the output models rather than most occurring in
the output CO2e model.
As the model evolved from Fig 5.13 (p234) to Fig 5.7 (p221) we see that there has
been an increase in coupling between the discipline models, perhaps to more accurately
model physical realities. For example we see energy demand (ED) model is coupled
directly or indirectly to nearly every other model in Fig 5.7 (p221) rather than just
three models in Fig 5.13 (p234). In this way the model becomes more accurate by
modelling more concepts more accurately, though the cost to this is more complexity
which makes it harder to maintain and adapt to projects.
Figure 5.13: Discipline coupling matrix shows discipline communication in the IRM
Concept model. Matrix should be read “x values in row model are used
by column model”. For example 24 values in the Land use model are used
in the Energy Demand Supply output model (SSEDES). Circular markers
show indirect couplings (references made to a discipline which references
another discipline. Fig 5.7 (p221) shows how discipline couplings changed
as the IRM model was evolved.
As discussed the EAM and its tools enable tracking of the changing form of engineer-
ing models giving insight to their maintainers and managers. In applying the toolkit
across a range of models we have shown the transferability of the process and tools to
general engineering models which are implemented as spreadsheets. Indeed we have
been able to apply the process and tools to a Arup vertical transportation model from
start to end within one working day reporting valuable insight into the model which
was accepted by its expert maintainer.
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5.13 Further Work
Using the wealth of information codified in engineering models we see several extensions
to this work:
Firstly we see that one preclusion to IRM adoption is the high data demands. We
believe it is possible for automatic or semi-automatic methods to be applied to the
calculation graph to attempt to produce an abstracted version of the model with fewer
data requirements. Methods such as sensitivity analysis could be used to identify parts
of the model which have limited impact upon the accuracy of the overall model results.
Secondly whilst a PB sensitivity analysis gives good insight into the model, other
forms of sensitivity analysis might be applied (dependent upon their tractability). One
of the more interesting would be to apply automatic differentiation tools to the overall
model formula allowing accurate insight into the multi-variate sensitivities of the model.
Finally automatic differentiation would lead naturally into optimisation efforts. Given
the formalisation of discipline specific implicit knowledge that has taken place to pro-
duce the variable ranges for a sensitivity analysis, it would be interesting to use these
as the constraints to an optimisation engine performing constraint based optimisation
upon the model. Of course such optimisation would never replace an engineer’s in-
sight into which combinations of variable values are practicable, but it may serve as an
interesting decision support tool within IRM models and other engineering models.
5.14 Conclusions
The case study presented demonstrates the need and the value of computational tools
to gain understanding of complex multidisciplinary models. The techniques explored
aid practitioners in model comprehension, optimisation and evolution tasks.
Exploring the usage and construction of Arup’s IRM models as a representative mul-
tidisciplinary engineering model has shown the necessity of computational tools to aid
engineers, many of whom have no formal programming experience, with model com-
prehension, optimisation and evolution tasks. Model slicing allows reduction of model
complexity to show only the salient points. Interactive exploration of the model as a
calculation graph is valuable, enabling users build a mental model of how the calcu-
lation works. Model metrics are an interesting and valuable way of gaining detailed
insight into the model and its composition. Metrics pertaining to the multidisciplinary
nature of the model give high level insight into interdisciplinary communication. Met-
rics computed on model formulas aid experienced users as they seek to evolve and
adapt the model to new projects. Finally sensitivity analysis is a valuable technique
for understanding the relative importance of hundreds of input variables when seeking
to optimise for a given KPI or to check model assumptions. Clearly there are further
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techniques which would be valuable for gaining insight into general multidisciplinary
engineering models however the techniques discussed can transfer to other engineering
models.
We believe the contributions of this work are to have:
1. Demonstrated the link between complex engineering models and the complex
spreadsheets they are frequently implemented in.
2. Presented a tool suite for systematic, automatic analysis of large spreadsheet-
based models, and a methodology for using such tools to enhance the quality and
value of spreadsheet-based modelling
3. Presented static analysis tools that help identify problematic aspects of the model
and diagnose defects. Demonstrated the potential for these tools by exploring
three versions of Arup’s IRM at different stages of development.
4. Presented a sensitivity analysis tool for large spreadsheet-based models and illus-
trated its value in identifying the key parameters in Arup’s IRM with respect to
selected performance indicators.
5. Given insight into IRM models, their evolution and construction to aid their
adoption, adaptation and use in design assessment and improvement.
Having demonstrated the challenges inherent in urban masterplanning, a framework
for evaluating the expedience of a variety of techniques and testing these on a live
case study we have now explored a toolkit for mitigating one of the biggest challenges
encountered - the debugging of complex interconnected models. We now move to draw




This thesis set out to investigate the area of urban masterplanning from a computational
perspective with a goal of answering the following questions:
1. What computational challenges face the urban masterplanning design
and analysis cycles and particularly their intersection?
2. Which computational frameworks and techniques are necessary and
effective in creating design insight in the context of urban masterplan
design and analysis?
Chapter 2 (p37) reports an exploration of the computational challenges facing urban
masterplanning and recent approaches to address them.
The primary research areas identified in section 2.3 (p47) surround bridging the gap
between the design and analysis cycles. This gap is not only one of different disciplines,
of artistic designers and quantitative engineers and of geometry vs graphs but also a
more technical and workflow related one. Recent surveys have shown [35] the average
project will have only a couple of quantitative analysis cycles which last upwards of
6-8 weeks whilst there will be many more design cycles which iterate more rapidly.
This mismatch precludes quantitative design improvement since design insight cannot
be returned rapidly enough to affect the next design iteration. Causes for this stem
from the nature and organisation of the industry but concretely have computational
causes and hopefully solutions. Practically these include a lack of automation, difficulty
of data management and interoperability, problems scaling models and exploring the
design space amongst others.
Current literature has responded to this by focusing upon four main research areas
(see chapter 2 (p37)). Firstly computational design optimisation which, whilst success-
ful in some projects, often reduces designer freedom and has limited application (e.g.
difficulty of application at concept stage). Within this field limited focus is spent on
the computational platforms necessary to build such design support systems, which is
a major focus of this work. Secondly, there have been attempts to apply computa-
tional frameworks used in product design to architecture with some success [36]. This
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provides some inspiration for this work. Thirdly, there has been work on complex in-
tegrated, often proprietary design analysis tools which use closely integrated analyses
to assess a building’s design performance [49] [10]. Whilst effective these are rarely
sufficiently open or scalable enough for use on a masterplanning project. Finally, there
are numerous projects aiming to bridge the interoperability gap between design and
analysis software through shared industry formats and more recently Building Infor-
mation Management (BIM) models. However these research fronts still leave open the
question of which computational techniques are most appropriate and effective in aiding
the design/analysis cycle. This is the gap this thesis investigates.
Based upon these findings a set of computational hypotheses for data models and
techniques thought to be effective in producing design insight on the urban masterplan-
ning scale were set out and these were then adapted and unifying into a computational
framework developed in Chapter 3 (p85).
The Hierarchical Synthesis or HierSynth framework was developed with the goal of
bridging the gap between the design and analysis cycles. HierSynth aims to query
design files creating a hierarchical decomposition of the design, then to use industry
standard analysis models to automatically analyse the design at various scales under
numerous analysis scenarios (e.g. flooding, drought...). HierSynth’s goal is then to be a
test bed for using various computational techniques to synthesis insight into the design
from analysis data. This is done via a suite of techniques ranging from scenario gen-
eration and composition, sensitivity analysis through to an integrated 3d visualisation
environment for design and analysis data.
The key contribution of this thesis is the reconceptualization of the workflow graph by
composing it with tree based design decompositions more commonly found in industry
interoperability file formats. This is achieved through a hierarchy of design queries,
templates and analysis which, when combined through a novel dataflow algorithm form,
when executed, a design hierarchy annotated with analyses to be performed. This
enables simple multi-scale analysis at all levels of detail, a key feature for use in the
realm of urban masterplanning. This data structure is then reconceptualised to provide
scenario generation capabilities and used sequentially allow the specification of design
space exploration experiments to answer the ”what if” questions frequently asked by
engineering teams. This framework combined with techniques including sensitivity
analysis, performance trees at every level and integrated 3d visualisation, are applied
to the discipline of urban masterplanning to bridge the growing computational gulf
between architectural design and analysis teams.
This framework was then used as the basis for exploring the second research question
via a case study application of the framework and its techniques to a live masterplanning
project with Arup North America. This is discussed in depth in Chapter 4 (p139) which
explores the way the computational techniques and data models were applied to the
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project’s challenges and were used to create design insight.
We found three stages of application providing three levels of value to the project.
Firstly simple workflow automation provided substantial time savings together with
faster and more frequent quantitative design insight. Secondly, we used model inte-
gration and scenario composition to move beyond current best practice by creating a
highly complex integrated model ensemble (see section 4.9 (p157)) which provided de-
tailed scenario and design comparison under many Key Performance Indicators (KPI’s).
Finally, we used the computational platform as the basis for undertaking designer lead
investigations into the design space for the masterplan and its sustainability strategies.
In this phase we found the unification of computational techniques into a common plat-
form to be critical, particularly the analysis of a hierarchically decomposed design using
the automation of an integrated model ensemble to generate insight under numerous
generated and composed scenarios. This enabled us to explore the design space using
techniques such as sensitivity analysis for generating insight.
A critical discussion of the performance of these techniques is provided in section
4.15 (p199), together with an exploration of the potential of further computational
techniques. One of the major unexpected requirements identified during work with
Arup is the need for tools to comprehend and quality check complex engineering as-
sessment models based in spreadsheets which very frequent and surprisingly complex.
In Chapter 5 (p209) we explore a suite of tools for systematic, automatic analysis
of large spreadsheet-based models, and a methodology for using such tools to enhance
the quality and value of spreadsheet-based modelling. We applied this framework and
methodology to Arup’s Integrated Resource Management models [12] [75] and explored
the insight we generated in this way. Particularly of interest was assessing the model’s
evolution from a “simple” 1, 000 cell model through to a world wide 50, 000 cell model
and identifying its change in focus from water sustainability to energy demand and
passenger transport.
Together I believe these threads of work weave together to contend for the thesis
underlying this work, namely that:
The key to generating quantitative insight for practitioners within
urban masterplanning is the unification of computational tech-
niques such as analysis automation, model integration, scenario
composition and sensitivity analysis in a single framework to pro-
vide multi-scale insight by enabling design space exploration and
detailed design performance metrics.
Particularly, chapter 2 (p37) shows the need for such solutions within urban mas-
terplanning, chapter 3 (p85) describes such a framework providing this unification of
techniques which were then successfully applied to a live masterplanning project in
239
chapter 4 (p139) with varying levels of effectiveness (section 4.15 (p199)) to provide
improvements to designer/engineer workflow and many practical insights into the de-
sign cycle.
We will now discuss the strengths and weakness of the evidence presented for this
thesis in more depth together with avenues for further work.
6.2 Critical Analysis
This section evaluates a number of aspects and perspectives on the evidence presented
within this document to support the thesis set out above. We will explore the trans-
ferability of the lessons learned through our experimental approach. We consider the
performance of the HierSynth framework, particularly as applied to the case study pre-
sented in Chapter 4 (p139). We explore this work from the perspective of designers,
upon the building scale and as compared to the literature on computational design
optimisation.
6.2.1 Approach
This thesis has explored the computational challenges within urban masterplanning
and presented a computational framework to act as a test-bed for exploring the effi-
cacy of techniques to address these challenges. Whilst there is a breadth of literature
covering a number of fronts there is limited work exploring the efficacy of computa-
tional techniques to bridge the design / analysis gap which reduces the comparability
of this approach. The development of the HierSynth framework enables the testing of
several computational techniques, however it only allows the exploration of one data
model (as described in section 3.6 (p96)). This data model is central to the unification
of the techniques employed however it is likely alternative data models may perform
well also, although this is not something we are able to test. The case study application
to a project whilst creating much insight for the project team shows the potential value
and effectiveness of the unification of computational techniques into a computational
framework. These lessons should be transferable to similar projects since they will
have comparable workflow and analysis requirements; although with different models
and data. The breadth of analysis driven investigations undertaken gives some strength
to the thesis that such a computational platform is key to deriving quantitative insight
into the design space. Such investigations would not have been possible without the
unification of the computational techniques found within HierSynth.
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6.2.2 HierSynth
A critical discussion of the performance of the computational techniques HierSynth em-
ploys is provided in section 4.15 (p199). Here we discuss the usability and performance
of the HierSynth framework.
Utility
In terms of usability HierSynth remains an expert tool and was only used by the author.
This is a limitation due to the complexity of interface for setting up the model inte-
grations. Making a computational framework simple enough for use by practitioners is
a challenge but one that should be addressed to gain wider use. Inspiration might be
gleaned from the rise of complex parametric modelling systems in a graph based envi-
ronment [41]. More widespread use of such a framework should give greater evidence
for this thesis as a computational platform is more deeply unified into the design and
analysis process and their workflow.
The HierSynth framework was found to be stable, had good performance characteris-
tics (once caching and parallelism were implemented) and was generally flexible enough
for day to day use without code modifications, particularly during the investigations
in section 4.12 (p171). That said the framework and its data model did develop and
change through the case study, most notably with the introduction of execution chains
(section 3.10 (p114)) which enabled the re-use and composition of multiple scenario
generation and analysis trees.
The HierSynth platform was well able to manage the execution of over 6, 000 anal-
yses linked together and generated from a pair of coupled scenario generation trees.
The parallel analysis framework enabled upto 5 spreadsheet based analyses to be run
concurrently and the caching framework was heavily used to avoid constantly querying
static lists of configuration data. Most investigations run by HierSynth were run within
15 minutes with the longest taking around 6 hours (all with no manual input).
One limitation with HierSynth was a lack of data interrogation tools and often post
processing had to be done in spreadsheet form. This was mostly due to the number of
dimensions of the data (building, district, design, construction phase, scenario and so
forth), however tools should be included to deal with these natively.
Two features which are sorely needed in a framework such as HierSynth is better
version and change management together with a collaborative interface to enable prac-
titioners communicate and work together to undertake a design space investigation
using correctly configured and integrated analysis models.
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Validity of Results
A common question on HierSynth surrounds the validity of the analysis results. The
models integrated into the HierSynth framework are generally mature widely used and
industry standard models. Hence we are left with two questions.
1. Have the models been validated to ensure correct real-life results?
2. Is HierSynth using the models correctly to ensure validity of results?
The answer to the first model is normally “yes” and several of the models employed
have grown from research programs (e.g. Radiance [103]). The models employed are
sufficiently “best practice” and widely used in industry to be the best in class. In ei-
ther case validation concerns are with the models integrated and not the computational
platform. The second question is more challenging. Once another level of abstraction
(HierSynth) is added to a complex engineering model it is difficult to know the correct
ways in which a model be used and its results interpreted. (This is apart from ensuring
that HierSynth does not mangle the results of the analysis, which is addressed through
software testing). This second challenge presented a number of issues during the case
study presented (see section 4.9.2 (p161)) since Arup’s models were being used though
automation in more situations than typical. Particularly it became easy to make as-
sumptions about the model without validating the model support use in this way. How
to avoid such model mis-use is an area for further research.
6.2.3 Data Model
The hierarchical data model discussed in section 3.6 (p96) worked well throughout
the project. It adapted to project demands allowing analysis by development, district
and building levels as required. The query-analyse-evaluate execution pattern (see
section 3.7 (p100)) was effective. However the data layers and performance trees were
not as useful as expected, this was mainly due to difficulty in knowing ahead of time
which KPI’s would be of interest and then meaningfully creating functions to aggregate
disparate performance scores. That said they were used effectively in the block level
3d visualisation environment to effectively display quantitative insight (see Fig. 4.16
(p170)).
The generation and composition of scenarios using HierSynth trees with different
execution semantics was critical to enabling the investigations discussed in section 4.12
(p171) this together with execution chains enabling the re-use of analysis set-ups made




The case study application of the HierSynth framework to a live Arup project provided
valuable insight and experience enabling the testing of numerous computational tech-
niques and identifying further requirements. The techniques the HierSynth platform
unifies were able to create many insights for the analysis team. These were created in
three phases: from automating current practice, to improving it and then using the
platform as a basis for design space exploration.
This final phase of the case study provides perhaps the best evidence for the thesis
presented. We found that a platform enabling exploration of the design space in re-
sponse to questions posed by the team provided many insights of value to the team (see
top ten findings 4.14.2 (p198)). Key to this was the generation and composition of sce-
narios (for example different uptakes of electric vehicles with different carbon scenarios
and designs) following by automated analysis using an integrated model suite. Sensi-
tivity analysis was also a key technique in providing value (see section 4.13 (p187)).
This unification was the critical enabler in this work.
To back up the thesis, the computational techniques unified must serve to bring
together the design and analysis communities producing insight for both. We will
discuss the impact upon both communities during this case study.
6.2.5 Engineering Assessment
Much of the case study in chapter 4 (p139) is primarily targeted at the engineering anal-
ysis carried out on the masterplan. Indeed, the majority of the insight generated whilst
of use to the design team was generated for the analysis team. Section 4.15 (p199)
discusses which techniques were most successful in generating quantitative design in-
sight and design space exploration. The HierSynth platform was able to substantially
reduce the time taken for an analysis iteration by automating model runs and was able
to provide over 200 times as much data as previous available identifying new insights.
For example, comparison of design performance over different construction phases and
carbon scenarios similarly gave more detailed insight and allowed the exploration of
trends and possible futures. These included identifying model bugs which affected only
one district under one construction phase - a bug which would have been completely
hidden previously. The integration of models together gave more accurate analysis and
new capabilities which were previously not available to the engineering practitioners.
Finally, sensitivity analysis and design space exploration techniques were used to in-
terrogate the model and design performance allowing identification of optimal design
points and the side effects of various strategies upon the development.
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6.2.6 Designer Interaction
This investigation has focused primarily on aiding the engineering analysis side of the
AEC industry, perhaps at the expense of the design side. Practically this has been
driven by working with an engineering consultancy and an analysis team on a mas-
terplanning project. By this we mean that, whilst the results and investigations un-
dertaking during the case study are directly useful to the design team, the case study
does not consider direct impact upon geometrical form, building layout or architectural
style. Similarly whilst this work has shown the efficacy of a number of computational
techniques in providing insight to engineering practitioners it has only had limited suc-
cess in demonstrating the value of these techniques to designers; in so much as they are
not applied to the geometrical forms or analysis which will directly affect the architects
shaping of design form. The solutions to these challenges are closer integration with
designers, their design tools (CAD programs) and geometrical analyses. This lack of
integration is a limitation of this work. However during the case study all results were
fed back to the design team and were well received. Particularly the visualisation sys-
tem proved a key technique for sharing analysis results, showing design performance
and generating insight for practitioners. Particularly it has the scope to improve com-
munication between the design and analysis cycles. More direct communication could
be achieved by addressing:
• Closer integration with designers and their CAD software.
• Inclusion of more geometric analyses which will have concrete effects on the form
of a building or development.
• Working more closely with the designers to provide a quicker design - analyse -
visualise loop.
• Enabling the computational exploration, and possibly optimisation of designs
encoded as parametric or procedural models.
The visualisation completed in section 4.11 (p166) shows the potential for quantita-
tive analysis of design form. This should be developed further by analysing multiple
geometry and enabling the designer to explore the design space in terms of design op-
tions and performance under different analysis scenarios with different KPI’s enabling
the exploration of trade offs and spurring innovation.
6.2.7 Computational Design Optimisation
Computational Design Optimisation (CDO) involves linking a parametric or procedural
design tool to an analysis model via a genetic (or similar) optimisation algorithm with
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a goal of finding the best form under one or more analysis criteria. This is a widely
used technique in the literature [102] and increasingly in practice [89]. One limitation
of the approach presented in this thesis is that it does not undertake morphing of the
form of the design in contrast to other research. However this research has shown the
potential of other computational techniques such as sensitivity analysis to provide value
to the urban masterplanning community, some of whom are cautious to adopt CDO
principles. Hence I believe that whilst CDO is a useful technique it is just one technique
among many for providing insight to designers. It is popular because it involves direct
morphing of the form of a building. As we have discussed this is something not currently
possible in the HierSynth framework and should be addressed in future work.
6.3 Thesis Conclusions
The thesis that underpins this work was set out to be:
This thesis contends that the key to generating quantitative
insight for practitioners within urban masterplanning is the uni-
fication of computational techniques such as analysis automation,
model integration, scenario composition and sensitivity analysis
in a single framework to provide multi-scale insight by enabling
design space exploration and detailed design performance metrics.
Based upon the work set forth in this document we believe the following conclusions
are valid:
• There is substantial potential for a computational platform to improve the inte-
gration and speed of the design and analysis cycles. (see section 4.7 (p151)).
• Model integration is challenging, particularly with spreadsheet based models (see
section 4.9.2 (p161)), there is substantial need and potential for computational
tools for investigating and resolving model challenges (see Chapter 5 (p209)).
• Model automation, integration and scenario generation provides new capabilities
and more detail that provides practitioners with new insights allowing design and
model improvement. (see section 4.10 (p162)).
• Far from removing the need for engineers, the application of a computational
platform required as much if not more of their time and insight. By automating
unnecessary manual work and providing substantially more data greater a need
was created for expert interpretation and insight.
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• Hierarchical decomposition and analysis of a design provides greater insight which
is essential to understanding how a design may be improved. (see Fig. 4.7 (p156)
and section 4.8 (p153)).
• Scenario generation and composition together provide an effective means of design
space exploration lead by designer intuition. (see section 4.12 (p171)).
• Automatic quantitative 3d visualisation is an effective means of communication
and design (space) exploration between the design and analysis communities. (see
section 4.11 (p166)).
• The unification of computational techniques provides a firm base for design space
exploration (see section 4.12 (p171)) enabling many insights into design options
(see section 4.14.2 (p198)).
• Sensitivity analysis both of models and of designs has the potential to greatly
aid the design process for urban masterplanning and analysis. (see section 4.13
(p187)).
• To fully benefit from the unification of computational techniques close integration
with the design team and their design tools is required.
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6.4 Contributions
In conclusion we claim the following contributions resulting from this investigation:
1. We present a reconceptualization of a workflow graph by composing it with de-
sign decompositions more commonly found within architectural design formats.
This is achieved through a tree based specification of design queries, templates
and analysis nodes combined through a novel dataflow algorithm. This enables
detailed insight and multi-scale analysis at every level. Such trees are then recon-
ceptualised to generate scenarios for design space exploration. These features
combine to address many of the computational needs of the urban masterplan-
ning community and are implemented in the HierSynth framework.
2. We present a novel computational framework (HierSynth) that supports the com-
position of design queries, analysis models and so-called ’performance trees’ to-
gether into a hierarchical model that supports design decomposition, scenario
generation and composition, workflow automation, model integration, sensitiv-
ity analysis and user-driven design space exploration. The framework provides
a foundation for exploring the efficacy of computational techniques in unifying
urban masterplanning and producing design insight.
3. We present a detailed evaluation of the HierSynth framework and its data model
on a major commercial urban masterplanning project, in conjunction with Arup
North America. This enabled exploration of the benefits of computationally uni-
fying urban masterplanning and evaluation of the efficacy of the computational
technique employed. This proved the framework can enable an order of magnitude
more analysis cycles than normally feasible. The framework enabled investiga-
tions such as identifying the optimal mix of residential and commercial develop-
ment for district energy system performance and reduced transportation carbon
emissions. The case study revealed requirements for adopting version control and
provenance tracking for design files and analysis models and, in particular, aids
for investigating and debugging complex spreadsheets which form the basis of
many analysis models.
4. We present a general tool suite that supports the systematic, automatic analysis
of large spreadsheet-based models, and a methodology for using such tools to
enhance the model’s quality and value. Large spreadsheets are used in many
disciplines, but are particularly important here as they are often the tool of choice
in the analysis of urban masterplanning projects. The tool suite is evaluated by
exploring three generations of Arup’s Integrated Resource Management (IRM)
Models at different stages of development, but the potential applications of the
tools and associated methodology are much more general.
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6.5 Further Work
From this investigation and to provide further evidence for this thesis a number of addi-
tional computational techniques should be explored and applied to aid the architectural
design and analysis communities. In addition to these there are a number of areas which
may also benefit from a similar application and adaptation of computational techniques
into a unified framework to aid practitioners.
6.5.1 Development of Techniques
The application of the HierSynth framework demonstrated the efficacy of a number
of computational techniques on a live masterplanning project. There are a number of
additional techniques which should be developed and adapted for use in this setting.
Many of these are finding from the case study application of HierSynth and are discussed
in length in section 4.15 (p199).
• Integration with other Disciplines - The more plugins provided on a system
such as HierSynth the more valuable it will be, in part due to the ability to inte-
grate models together. Candidates include wind flow and pedestrian modelling.
• Integration with CAD and Parametric Models - To enable improved dis-
cussion with architects it is necessary to explore the impact of changes in form.
This is best done by integrating a computational platform tightly with the design
tools currently in use.
• Machine Learning - Given the volume of data produced from analysing each
design element (building, street, city) new techniques are required to identify
trends.
• Optimisation Algorithms - These would be useful for exploring specific design
challenges which can be formulated specifically enough for exploration.
• Improved Debugging and Error handling - Given the complexity of the
modelling and analysis undertaken it is important that good means of investigat-
ing unexpected results are in place.
• Analysis unit testing - Given the fluid nature of some spreadsheet models
employed we found that the automation process acted as a regression test for the
model which some model changes broke. This highlighted the potential and need
for a unit testing framework for such models, particularly given their complexity.
• Version Control - As designs and models evolve it is critical to ensure this
change is managed correctly and all practitioners share a common up to date
version of documents.
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• Collaborative Environment - Would enable real time collaboration on the set
up of analysis and design space exploration experiments. Similarly collaborative
investigation of results would be useful.
• Cloud Computing - Enabling substantial increases in analysis detail and design
space exploration.
• Immediacy of feedback - Allowing results to be fed back whilst interactively
sculpting the design.
• Sensitivity Analysis - Should be developed further to investigate more detailed
interactions of groups of parameters together.
• Report Generation - Much of the analyst’s time is spent preparing figures for
reports. Automating this production would be valuable.
• Data Provenance - Tracking of which analysis results were calculated with
which models from which data under which scenarios and who was involved is
critical information and recording a provenance trail would be highly useful.
• Industry Data Formats - Integration with common industry data formats such
as Collada, GBXML, IFC and CityGML would prove valuable. Some of these have
a hierarchical layout and would map well to the HierSynth platform.
• Analysis Library - A set of standard configurations for analysis models which
enable the simple adoption of an analysis for a project.
Together with these specific improvements, a number of new research directions could
be addressed in future work.
6.5.2 New Directions
Here we discuss a number of possible future directions and new areas which could
benefit from similar techniques and approaches to those discussed in this thesis. With
the aim of aiding the process of generating insight into the architectural design and
analysis community.
Interoperability Formats
As discussed in section 2.8 (p71) there are a growing number of industry standard
interoperability formats such as IFC [22], CityGML [59], GBXML [37] and Collada
[55]. Creating a platform which can read from many of these formats would improve
the utility of a computational platform and help further bridge the gap between the
design and analysis disciplines. There have been a number of attempts to create query
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languages for BIM models [70] [19] these could be integrated into HierSynth directly as
query nodes. Perhaps in conjunction with recent work on generating model views [19].
into HierSynth directly as query nodes, particularly with recent work on generating
model views [46]. Several of these formats are hierarchical in nature and should prove
a good fit with HierSynth and should benefit from multi-scale analysis enable by the
HierSynth data model.
Building Scale & BIM models
This thesis has focused upon the urban masterplanning scale of design, drawing in-
spiration from the successful application of computation to product design. Between
these scales lies the field of building design. From discussions with practitioners similar
challenges to those facing urban masterplanning design and analysis also apply upon
the building scale. Hence there is a fascinating area of research to be undertaken in ap-
plying similar computational unification to the building scale. Whilst there is nothing
within the HierSynth framework that is specific to urban masterplanning much work
would be required to create the correct set of plugins to the framework to enable read-
ing of complex building designs from Building Information Management (BIM) models
[31] and to run the correct analysis models. There are however several research projects
looking to create query languages for BIM models [19] [70] enabling the extraction of
model “views” [46] that support a particular practitioner in a task (e.g. showing only
the ventilation system of the building). These research areas should map easily into
HierSynth’s hierarchical query framework since most BIM models are based in hier-
archical XML [22]. This is an exciting area of future research, foreseeable challenges
include an increased level of detail and interrelation between disciplines, greater inter-
operability challenges which are already an area of research and a difficulty of model
validation which is already a known challenge in the industry [64].
Collaboration & Provenance
Giver the interdisciplinary nature of the design and analysis communities which bridges
not only disciplines but different firms. It is necessary to provide a collaborative envi-
ronment for analysis work to be undertaken. This may be as simple as a firm providing
an analysis service to as detailed as a team of analysts setting up a complex integrated
model ensemble. Key research questions in this area remain enabling collaboration
whilst maintaining confidentiality, version control, tracking of chargeable work and the
provenance [72] of all design model changes and analysis results. Some BIM envi-
ronments are beginning to move toward this direction [4] however a wider more open
framework providing automation and design space exploration has potential.
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Parametric Design & Computational Design Optimisation
Parametric modelling creates a design which can reparameterised to create variations
on form. This capability is increasingly compounding the gap between the design and
analysis communities by creating more design options in a shorter time frame. This is
a driver for the adoption of analysis platforms such as HierSynth and work should be
undertaken to integrate with such design tools. These tools are now being used together
with optimisation algorithms and whilst it is the author’s opinion that computational
optimisation will never get to a point where it can replace an architect this technique
is generating substantial insight and value in specific cases. Optimisation should be
integrated into the HierSynth platform to enable exploration of the design space using
the analyses integrated into the platform. This should enable exploration of the design
space using geometrical aspects of the design which enables better communication with
architects and stakeholders.
Participatory design
Participatory design is a movement to involve the client and other stakeholders more
directly in the design process [95]. This involves real time exploration of design ideas
and analysis of their consequences. This approach has been successfully in a decision
theatre environment [76] for city planning at a high level. A room with five projects is
backed by a compute cluster enabling rapid investigation of design options and scenar-
ios. A similar approach would be effective on the urban masterplanning and building
scale if geometry generation and analysis is sufficiently rapid. A stepping stone to this
is precomputing a large number of design options under many scenarios and packaging
the results as an explorable 3d environment, similar to the prototype in section 4.11
(p166). Challenges in this area include improving analysis speed and enabling rapid
changes in geometry and scenarios. Defaulting of analyses is likely to be a critical en-
abler, enabling detailed analyses on only high level design data by making reasonable
assumptions about the internals of a building or the materials in use.
Sensor Data, Smart Cities & Operational Management
The computational insight we have generated during the design process may be extend-
able to the operational phase of a building’s life. Integration with city infrastructure,
sensors and building management systems together with existing facilities management
data stores should provide a rich seam of information which when combined with data
analytics and expertise in modelling should provide valuable insight.
Research in this area is needed to manage vast quantities of data, to mine data
streams correctly. Critical to success in this area is, I believe, integration with advanced
models. For example integrating control of a buildings heating system with a thermal
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model of the building should enable substantial optimisation of power consumption and
identify areas in need of retrofitting. This may also bring challenges with the validation
of the models in current use by the industry [64]. Integration in real time with resource
usage patterns may also provide novel business models particularly when combined
with social media.
Possible Futures
From discussions with practitioners and from our experiences of exploring possible fu-
ture scenarios using the HierSynth platform (see section 4.8 (p153)) there is a clear need
for tools to enable practitioners and leaders to explore future scenarios. A key driver
for this is modelling adaptation and mitigation strategies for avoiding climate change.
For example the adoption of one technology now may preclude the adoption of a more
efficient future technology or conversely without taking action now future sustainability
strategies may become impossible. A simple example might be the planting of trees
in a urban area which if done now will in the future reduce air pollution, flooding and
some of the urban heat island effect. Without this strategy substantial energy demand
will be created by air conditioning plants.
Adaptation of the HierSynth data model should be investigated to enable cities to
explore potential strategies and external events, measure their effects and side effects
and explore interactions in possible future scenarios. This would require scenario gener-
ation and composition, model data mining (e.g. sensitivity analysis), deep integration
of models across disciplines. There is also the potential to add optimisation and design
space exploration algorithms to identify key decisions and impacts which enable further
strategies or avoid unwanted consequences.
Future Research Challenges
From these research areas a number of research challenges arise include:
• Increasing computation within existing business practices and workflow - How
can computation aid the workflow between increasingly complex computational
design tools and similarly complex engineering analyses? Collaborative working
environments, version control and change management are key challenges. How
does the structure of the industry require changes in computational platforms
and market places?
• Data Analytics - Given the scope of computational support to generate more
detailed data across a wider portion of the design space it will become increas-
ingly critical to have good data processing and analytic capabilities, how recent
advances apply to the AEC industry is an interesting proposition.
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• Interoperability - this is and will remain a key research challenges and a wide body
of literature surrounding this area is growing. More studies should be undertaken
on how this research could be practically implemented in design and engineering
consultancies.
• Model Integration - There is much scope for insight arising from the integration of
models, however this is a non-trivial challenge and should be investigated further.
• BIM model interaction with computational analysis - How can a computational
analysis platform such as HierSynth interact closely with BIM models, BIM query
frameworks and analyses?
• Sensitivity analysis in geometrical form - Sensitivity analysis has proved a suc-
cessful techniques for architectural analysis and is also used for some aspects of
product design. How can sensitivity analysis be applied to modification of the
geometric form of a building or urban masterplan? Which forms of sensitivity
analysis will be robust enough to give meaningful insight? Which architectural
analyses will enable assessment of performance?
Computation continues to facilitate great advances in the AEC industry, the future
will be a more open, widely used, connected and unified approach to computation across
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