We present the integration of artificial intelligence, robust, nonlinear and model reference adaptive control (MRAC) methods for fault-tolerant control (FTC). We combine MRAC schemes with classical PID controllers, artificial neural networks (ANNs), genetic algorithms (GAs), H∞ controls and sliding mode controls. Six different schemas are proposed: the first one is an MRAC with an artificial neural network and a PID controller whose parameters were tuned by a GA using Pattern Search Optimization. The second scheme is an MRAC controller with an H∞ control (H∞). The third scheme is an MRAC controller with a sliding mode controller (SMC). The fourth scheme is an MRAC controller with an ANN. The fifth scheme is an MRAC controller with a PID controller optimized by a GA. Finally, the last scheme is an MRAC classical control system. The objective of this research is to generate more powerful FTC methods and compare the performance of above schemes under different fault conditions in sensors and actuators. An industrial heat exchanger process was the test bed for these approaches. Simulation results showed that the use of Pattern Search Optimization and ANNs improved the performance of the FTC scheme because it makes the control system more robust against sensor and actuator faults.
Introduction
Nowadays, an increasing demand on products quality, system reliability, and plant availability has allowed engineers and scientists to give more attention to the design of methods and systems that can handle certain types of faults. In addition, the global crisis creates more competition between industries and plant shutdowns are not an option because they cause production losses and consequently lack of presence in the markets; primary services such as power grids, water supplies, transportation systems, and communication and commodities production cannot be interrupted without putting at risk human health and social stability. On the other hand, modern systems and challenging operating conditions (i.e. fully integrated processes) increase the possibility of system failures which can cause the loss of human lives and damages in equipments; also, some dangerous environments in nuclear or chemical plants, set restrictive limits to human work. In all these environments the use of automation and intelligent systems is fundamental to minimize the impact of faults. For those reasons, fault-tolerant control (FTC) methods have been proposed, with the most important benefit being the plant to continue operating in spite of a fault, no matter if the process has certain degradation on its performance. This strategy prevents a fault from developing into a more serious failure.
Although, most of the FTC methods that have been developed are based on the classical control theory [1] , the use of artificial intelligence (AI) in FTC has emerged recently [2] [3] [4] . Classical artificial intelligence (AI) approaches such as artificial neural networks (ANNs), fuzzy logic (FL), ANN-FL and genetic algorithms (GAs) offer an advantage over traditional methods used by the control community such as state observers, statistical analysis, parameter estimation, parity relations and residual generation [5] [6] because AI approaches can reproduce the behavior of nonlinear dynamical systems with models extracted from data. Also, on the AI field there are many learning processes that improve the FTC performance. This is a very important issue in FTC applications on automated processes, where information is easily available, or processes where accurate mathematical models are hard to obtain.
ANNs have been applied in FTC because they are helpful to identify, detect and accommodate system faults. ANNs are used as fault detectors by estimating changes in process models dynamics [3] [7] , such as process controllers [8] , and performing both functions: fault detection and control [9] [10] .
Recently genetic algorithms have been applied in fault-tolerant control as a strategy to optimize the controlled system in order to accommodate system failures. For instance, in [11] a FTC approach using multi-layer ANNs with a GA was presented. The proposed FTC scheme uses hardware redundancy and weight retraining based on a GA in order to reconfigure the ANN to accommodate the fault. The objective of the genetic algorithm is to optimize the weights of ANNs to reduce the error between the actual output and the desired output.
On the other hand, advanced techniques from robust control such as H∞, and non-linear control, such as sliding mode control, have also been applied to FTC with encouraging results. For example, in [12] an H∞ FTC approach was used against sensor failures for uncertain descriptor systems (systems which capture the dynamical behavior of natural phenomena). Besides, in [13] an FTC system that includes a sliding mode control and an artificial neural network was presented, this system is able to control the desired trajectories tracking problems when a fault is present.
The main objective of this paper is to improve the fault tolerance capabilities of an MRAC structure by aggregating known and powerful control strategies to it. Different FTC schemes which combine model reference adaptive control (MRAC) with AI techniques such as artificial neural networks, genetic algorithms, and methods from nonlinear control (sliding mode control) and robust control (H∞ Control Theory) are developed. A total of six different schemes for fault tolerant control proposed: the first scheme is a model reference adaptive control with an artificial neural network and a PID controller optimized by a genetic algorithm (MRAC-PID-ANN), the second method is a combination of a model reference adaptive controller and an H∞ controller (MRAC-H∞), the third scheme is a model reference adaptive controller with a sliding mode controller (MRAC-SMC), the fourth method is a model reference adaptive controller with an artificial neural network (MRAC-ANN), the fifth method is a combination of a model reference adaptive controller with a PID controller optimized by a genetic algorithm (MRAC-PID), and finally, the last scheme is a classical model reference adaptive controller (MRAC). This paper is organized as follows: Section 2 describes the article background, Section 3 shows the proposed schemes, Section 4 explains the experiments and results, in Section 5 a qualitative comparison with similar approaches is made, and finally, Section 6 addresses the conclusions.
Background

Model reference adaptive control
The MRAC, shown in Figure 1 , implements a closed-loop controller that involves the parameters that should be optimized in order to modify the system response to achieve the desired final value. The adaptation mechanism adjusts the controller parameters to match the process output with the reference model output. The reference model is specified as the ideal model behavior that the system is expected to follow
The controller error is calculated as follows: reference process y y e   (1) where e, y process and y reference represent the error, process output and reference output, respectively. To reduce the error, a cost function was used, in the form of
where θ is the adaptive parameter inside the controller.
The function above can be minimized if parameters θ change in the negative direction of gradient J, this is called the gradient descent method and is represented by
where γ is the parameter to adjust the speed of learning. The above equation is known as the MIT (Massachusetts Institute of Technology) rule and determines how parameter θ will be updated to reduce the error [15] . The implemented MRAC scheme for the heat exchanger process (shown in Figure 2 ) has two adaptation parameters: adaptive feedfoward gain (θ 1 ) and adaptive feedback gain (θ 2 ). These parameters will be updated to follow the reference model. The mathematical procedure to design the MRAC system is the following: First, Equation (1) should be transformed in order to include the process model and the reference model with their respective inputs:
Where G p , u, G ref and u c represent the process model, process input, reference model and controller input, respectively. Then, the input is rewritten in terms of the adaptive feedforward (θ 1 ) and adaptive feedback (θ 2 ) gain: 
Finally, with Equation (10) defined, the error partial derivatives are transformed and, by employing the MIT rule, the update rules for the adaptive feedforward and adaptive feedback gain are written. This can be observed in Equations (11) and (12 
Using Equation (6) , the error can be redefined as
Therefore, the error partial derivatives with respect to the adaptive feedforward (θ 1 ) and adaptive feedback (θ 2 ) gain are specified as 
Consequently, the process characteristic equation can be transformed into Equation (10) because the purpose of the MRAC system is to approximate the process model with the reference model.
Artificial neural networks
ANNs are mathematical models that try to mimic the biological nervous system. An artificial neuron has multiple input signals x 1 , x 2 , …,x n entering the neuron using connection links with specific weights An ANN can have a feedback or a feed-forward structure. In the feedback structure the information can move back and forward. In the feed-forward structure, the information moves only forward from the input nodes through the outputs nodes with no cycles in the network [17] .
The ANN needs to be trained from examples, in a process called supervised learning.
Once a successfully training is done, the ANN is ready if and only if the networks reproduce the desired outputs from the given inputs. The most common methodology for this kind of learning is the backpropagation algorithm, where the weights of the ANNs are determined by using iteration until the output of the network is the same as the desired output. In addition, unsupervised learning uses a mechanism for changing values of the weights according to the input values, this mechanism is named self-organization. An example of this algorithm is the Hebbian learning algorithm [17] .
In this work, to create and train the ANN controller, the original process inputs were introduced as well as the desired outputs. The created ANN is a two-layer feed forward neural network with 20 sigmoid hidden neurons and a linear output neuron. To train the network, the Levenberg-Maquard backpropagation algorithm was used. This training algorithm is a combination of Gauss-Newton and gradient descent methods which integrates the benefits of the global and local convergence properties from the gradient descent and Gauss-Newton methods, respectively. The Levenberg-Marquardt method approaches the Hessian matrix in the form of the product of a Jacobian matrix by its transpose, the same form as the quasi-Newton methods [18] .
Then, the gradient can be estimated as the product of the transpose Jacobian matrix by a vector which contains the minimized errors. e J T  
( 1 5 ) The combination of the above equations creates a weight-update formula, where μ is the control parameter and I is an identity matrix.
It is important to mention that if μ is a large number, the ∆ω equation will be similar to the gradient descent method. On the other hand, if μ is zero, the equation will be similar to the Newton method. The next diagram ( Figure 4 ) demonstrates the steps of the Levenberg-Maquard backpropagation algorithm [18] .
Genetic algorithms
GAs are searching and optimizing algorithms motivated by natural selection evolution and natural genetics [19] . Basically, GAs initially generate a random set of solutions (initial population of chromosomes) which improve from iteration to iteration, by changing their features (mutation) and combining with other solutions (crossover). The simplest GAs follow the next steps: they generate a random initial population of chromosomes, they calculate the fitness of every chromosome in the population, they apply selection, crossover and mutation and replace the actual population with the new population until the required solution is achieved. The main advantages of GAs are that they have a powerful computational effect, robustness, fault tolerance, fast convergence to a global optimal, capability of searching in complex landscape where the fitness function is discontinuous; also, they can be combined with traditional optimization techniques (Tabu search) and have the ability to solve problem without needing human experts [17] [19] . The genetic algorithm used in this research is represented in the flow diagram ( Figure 5 ). The parameters used in the genetic algorithm are shown in Table 1 . In this work, the PID parameters were obtained by using a genetic algorithm pattern search to track the desired system trajectory. The desired parameters for the system were first established as the model reference desired trajectory (no faults in the system) and then the genetic algorithm obtained the best parameter optimization (see Table 2 ). 
Sliding mode control
The sliding mode controller is a technique in which the states of the systems reach a sliding surface (denoted by s) and are maintained there by a shifting law design in order to stabilize the system using a state feedback control law [20] . In order to develop the procedure used to design this controller, first the original transfer function is decomposed in a cascade system, and the following equations are obtained:
α , and 3 α are constants, x 2 is equal to the system output, 2
x  is the derivative of x 2 and 1 x  is the derivative of x 1 . With the above variables defined, the following equations can be established:
Where f(x) and g(x) are nonlinear functions, g(x)>0, f(x) and g(x) need not to be continuous and
On the other hand, if Table 2 . Obtained best PID controller parameters using GA optimization.
Then, the time derivate of s is
Therefore, the Lyapunov candidate function is
The stability is ensured if
Finally, the control law that will be used is
where K>0.
H∞ Controller
The H ∞ control theory is a robust technique implemented in [21] to achieve robust performance and stabilization in an implemented system. This control theory uses the H ∞ norm which is the frequency response magnitude to the maximum singular value of the interested transfer function (i.e. peak gain or worst case disturbances). The standard configuration problem for an H ∞ controller is shown next (Figure 6 , left side) [22] 
Where K is the H ∞ controller, P is a generalized plant, u are the control variables, w the exogenous signals, z the error signals which have to be minimized to achieve the control objectives, and v the measured variables. In terms of state space, the above is rewritten as [22] 
In which the linear fractional transformation of w to z is given by
where the H ∞ control implicates the where σ means the upper singular value.
The H ∞ loop-shaping method proposed in [23] consists of a two stage process. In the first stage, the plant is augmented by pre and post compensators (W 1 and W 2 , respectively) in order to obtain the desired shape of the singular values in an open-loop system. Second, the shaped plant is stabilized with H ∞ optimization. The shaped plant is denoted by (see right side of Figure 6 ):
Controller K s is obtained solving the robust stabilization problem for the shaped plant G s with left coprime factorization.
Therefore, the perturbed plant model G p can be represented as
Where M ∆ and N ∆ represent the uncertainty of the nominal plant G. Then, the goal of robust stabilization is to stabilize G and the family of perturbed plants G p .
Where ε>0 is the stability margin. For the above problem, the stability property is stable if and only if the nominal feedback system is stable and
Where (I-GK) -1 is the sensitivity function. Finally, the feedback controller for plant G of Figure 6 will be
The H ∞ control proposed in this paper was designed by using the loop-shaping method and the following steps were realized: First, the worst case of system faults (steam process faults and water process faults) was simulated and identified in the form of a Laplace function obtaining the following equations: Where G steam is the non fault function describing the steam process and G water is the non fault function describing the water process (the above will be explained in more detail in Section 3). Third, a loop-shaping control synthesis is performed to calculate an optimal H ∞ controller for the Laplace fault functions (e.g. G water_faults ). This controller shapes the sigma plot of the Laplace fault function and obtains the desired loop shaping (non fault steam and water function) with a precision parameter called "GAM" (e.g. if GAM should be ≥ 1 with GAM = 1 being a perfect match).The next procedure is to calculate the stable minimumphase loop shaping. This was realized squaring down a pre-filter W: 
Then, the desired shape of G steam is accomplished with high precision in the frequency range by the shaped plant. After the above, the normalized coprime factor control synthesis is used to calculate the ideal loop-shaping controller (K s ): 
The parameter GAM, which is a precision parameter for this controller, is 1.98461 which is equal to 5.9535 dB. Also, in Figure 8 , the singular value plot of this controller can be viewed. In Figure 7 , parameter L is the open loop, T is the complementary sensitivity or closed-loop function and S is the sensitivity function. It can be observed that these parameters are within the specified boundaries denoted by the singular values of the non fault system +/-the value of GAM. 
The above procedure is repeated for the G water_faults process and the following H ∞ controller (H ∞_water ) is obtained: 
The parameter GAM for this controller is 1.0152445; it is equivalent to 0.1314129 dB. 
Proposed scheme
An industrial heat exchanger was used to test these approaches (shown in Figure 8 and Table 3 ). This process is a shell and tube industrial heat exchanger that has two inputs: water and steam flows controlled by pneumatic valves (FSV 1 and FSV 2 , respectively), the water passs inside the tubes at room temperature and the steam passes through the tube walls in order to transfer heat to the water. In addition, the industrial heat exchanger has one output in which the water temperature is measured by a thermistor (TT 2 ). Variations in water and steam flows are determined by flow transmitters (FT 1 and FT 2 , respectively). Tag Name Description FSV 1 Solenoid valve in the water inlet TT 1 Temperature transmitter of the water inlet FV 1 Pneumatic control valve in the water inlet FT 1 Flow transmitter in the water inlet TT 2 Temperature transmitter of the water outlet FV 2 Pneumatic control valve in the steam inlet FT 2 Flow transmitter of the steam inlet FSV 2 Solenoid valve in the steam inlet Table 3 . Industrial heat exchanger sensors/transmitters description. where G p represents the process model, G steam and G water describe the steam and water model of the industrial heat exchanger, respectively. T(s) describes the water temperature at the exit and F steam (s) and F water (s) represent the steam and water flow, respectively. In this research, a total of six different schemas for fault-tolerant control were proposed (see Figure 9 ).
The first scheme is a model reference adaptive control with an artificial neural network and a PID controller optimized by a genetic algorithm (MRAC-PID-ANN). The second method is a combination of a model reference adaptive controller and an H ∞ controller (MRAC-H ∞ ). The third scheme is a model reference adaptive controller with a sliding mode controller (MRAC-SMC). The fourth method is a model reference adaptive controller with an artificial neural network (MRAC-ANN). The fifth method is a combination of a model reference adaptive controller with a PID controller optimized by a genetic algorithm (MRAC-PID) (see Figure 9) . Finally, the last scheme is a classical model reference adaptive controller (MRAC) (see Figure 2 ).
Experiment and results
Two different types of faults were simulated on the implemented schemes: abrupt faults and gradual faults. In abrupt faults, the whole magnitude of the fault is developed in one moment of time and was simulated with a step function; gradual faults are developed during a period of time and are implemented with a ramp function.
Both types of faults, abrupt and gradual, do not affect the process properties but can change its behavior and can be implemented in sensors (feedback) and actuators (process entry).
These types of faults were tested in the six proposed schemes: MRAC-PID-ANN, MRAC-H ∞ , MRAC-SMC, MRAC-ANN, MRAC-PID and classical MRAC. In order to compare the different system structures, a total of seventytwo different experiments were simulated. In each experiment, a fault was introduced at time 5000 seconds. Three different fault levels were simulated: 5%, 15% and 25%. The fault size is in terms of percentage deviation from de normal operational value, f=fault. In the next figures, three different results are explained: robust (no changes occur in the system after the fault), adaptation mechanism (the system tolerates and accommodates the fault) and degraded system (the system does not tolerate the fault). For the gradual faults, the slope was of 10% deviation from the normal operational value per second but had a saturation block stopping this percentage at the different fault percentage values (5%, 15% and 25%).
In addition, the mean square error (MSE) was calculated for all the experiments, the results are shown in Table 4 and Table 5 for On the other hand, the MRAC-PID-ANN scheme has the lower MSE for the abrupt and gradual actuator faults (MSE = 1.107E-05). The following graphs ( Figure 10 and Figure 11 ) represent a comparison between the different simulated experiments, in these graphs a fault was introduced at time 5000 seconds.
In Figure 10 , it is observed that for abrupt and gradual sensor faults of 5% and 15% of system deviation almost all of the schemes are robust against the fault except for the classical MRAC approach which was fault-tolerant against these types of faults. For faults of 25%, it can be viewed that the robust schemes are the MRAC-PID-ANN (MSE = 1.107E-05 for the abrupt and gradual sensor faults), MRAC-SMC (MSE = 1.843E-06 and 3.922E-06 for abrupt and gradual sensor faults, respectively) and MRAC-ANN (MSE = 2.069E-05 for abrupt and gradual sensor faults). On the other hand, the MRAC-H ∞ scheme was fault-tolerant against this type of faults with an MSE of 0.0007472 and 0.0007358 for abrupt and gradual faults, respectively. In addition, the MRAC-PID and the classical MRAC scheme resulted in a degraded system with these types of faults.
In Figure 11 , it is observed that for abrupt and gradual actuator fault case of 5% and 15%, the best scheme is the MRAC-PID-ANN because is robust against the faults. The second best schemes are the MRAC-H ∞ and the MRAC-SMC approaches because these schemes are faulttolerant to faults of 5% and 15% of deviation. The MRAC-ANN, MRAC-PID and MRAC schemes had certain system degradation after the occurrence of the fault. Furthermore, these results are confirmed with the MSE of In the above results, it can be seen that in general the MRAC-SMC has the lower MSE for the abrupt and gradual sensor faults (MSE = 1.843E-06 for the abrupt sensor faults and MSE = 3.922E-06 for the gradual sensor faults). Table 5 . Mean square error for the abrupt and gradual actuator faults.
25% of deviation, the best scheme is the MRAC-PID-ANN because is robust against the faults. The second best scheme is the MRAC-H ∞ approach because this scheme is fault-tolerant to the 25% of deviation faults. On the other hand, the MRAC-SMC, MRAC-ANN, MRAC-PID and MRAC schemes had certain system degradation after the occurrence of the fault. Also, these results are confirmed with the MSE of Table 5 .
Comparisons with similar approaches
Although some other MRAC approaches have been developed in the last years, there are several differences from the methods proposed in this paper. In [24] , an MRAC based on a PID controller and a GA, in which the GA was used to optimize the PID parameters, was introduced; this scheme was used in a continuous stirred-tank reactor system (CSTR), and an ANN trained by the GA was used to estimate the state value of the CSTR.
The differences between our scheme and the one presented in this paper is that the ANN in [24] is used as an estimator of the plant and in this paper the ANN is used as a trajectory controller to follow the ideal system trajectory (normal operation mode). In [25] , an ANN-based state feedback MRAC for a type of nonlinear plants was presented. This methodology uses a time-varying pseudo-linear feedback control in which the gain of the state feedback is generated from the ANN output; this scheme is different from the proposed structure presented in this paper, first of all because it does not use a GA to optimize a PID controller and also because the ANN is used just to approximate the controller parameters not as a trajectory controller. In [26] , an MRAC application with an aged actuator in order to identify vulnerable devices or control parameters on stability was proposed, this scheme did not use any artificial intelligence method (ANN or GA) and neither used a PID controller. In [27] , an MRAC controller based on an on-line ANN and a PID traditional controller used for servo system tracking control was shown. In this scheme, the ANN controller was implemented to reduce the unknown model dynamics, the disturbances and parameter variations. The ANN weights and the MRAC parameters are updated using Lyapunov stability theory. The differences between this scheme and the one proposed in our paper is that the scheme presented in [27] did not use a GA to optimize the PID controller; also, the controller is not a complete PID but just a proportional controller and the ANN is used to reduce the unknown model dynamics and is not used as a trajectory controller.
In the case of the robust H ∞ controller, although there are some publications where the H ∞ technique has been combined with other schemes [28] [29] [30] , to the best of our knowledge there are no reports concerning the combination of MRAC with H ∞ .
On the other hand, for the sliding mode control, in [31] the scheme uses a passive FTC approach because the system is designed with robust or adaptive techniques to guarantee certain insensitivity to the same fault, while in our scheme, the SMC uses the information of the fault to restructure the control law. Finally, in [32] a decentralized model reference adaptive SMC based on fuzzy model for MIMO nonlinear systems was developed; the decentralized controller is able to achieve the tracking objective and is globally stable. The SMC is used to generate a control law that involves the modeling and parameter estimation errors to ensure global stability and is not used as a direct feedback controller which is the case of our proposed scheme.
Conclusions
The MRAC-PID-ANN methodology showed the best results because it was robust against sensor and actuator faults with a very low error between Figure 11 . Abrupt and gradual actuator faults of 5%, 15% and 25%; the fault started at time 5000 secs.
the reference model and the process model, no matter the size of the fault; this method resulted in the best scheme because it is a combination of two types of controllers: the PID controller optimized by the GA with the best parameters to handle the fault, and the ANN that was trained to follow the desired system trajectory, no matter the fault size. On the other hand, the second best methodology was the MRAC-H∞ approach because this methodology was robust against certain types of faults (5% and 15% of abrupt and gradual sensor faults) and was fault-tolerant to the rest of the fault types (25% of abrupt and gradual sensor faults and 5%, 15% and 25% of abrupt and gradual actuator faults). In addition, the MRAC-SMC resulted in a good FTC scheme because it was robust against sensor faults (5%, 15% and 25%), it was fault-tolerant for some actuator faults (5% and 15%) but it was unstable for actuators faults of 25%. The other three approaches (MRAC-ANN, MRAC-PID and MRAC) were unstable for abrupt and gradual actuator faults, and one of them (MRAC-ANN) was robust against abrupt and gradual sensor faults.
