We provide an illustrative implementation of an analytic, infinitelydifferentiable virtual machine, implementing infinitely-differentiable programming spaces and operators acting upon them, as constructed in the paper Operational calculus on programming spaces and generalized tensor networks [1] . Implementation closely follows theorems and derivations of the paper, intended as an educational guide.
Introduction
We provide an illustrative implementation of the virtual memory V and its expansion to V ⊗ T (V * ), serving by itself as an algebra of programs along with an infinitely differentiable programming space [1, Theorem 5 .1]
acting on it.
We provide a construction of operators
allowing derivation of the generalized shift operator [1, Theorem 5.4]
and projecting it onto the unit n-cube, deriving the operator increasing the order of a differentiable programming space [1, Corollary 5.2]
Analytic virtual machines allow nested transformations, with operational calculus opening new doors in program analysis. We outline the process of employing such a machine to several causes, from engineering to image processing, seamlessly interweaving operational calculus and algorithmic control flow. Source code can be found on GitHub [2] .
Virtual memory
We model an element of the virtual memory v ∈ V n [1, Claim 4.1]
with the class var. The expanded virtual memory V n is the tensor product of the virtual memory V with the tensor algebra of its dual. Tensor products of the virtual memory V with its dual are modeled using maps, denoted by dTau. Naming reflects how the algebra is constructed, mimicking the operator τ n (4). The address var* stands for the component of v ∈ V n−1 on which the tensor product with the component of v * ∈ V * was computed to generate v ∈ V n in equation (5) . This depth is contained in the int order.
Initialization
A constant element v 0 of the virtual memory is an element of V 0 = V < V n . We initialize an element to be n-differentiable, by mapping
The image v n is an element of
where δ i j is the identity.
Algebra over a field
Algebra over a field is a vector space equipped with a bilinear product. Thus, an algebra is an algebraic structure, which consists of a set, together with operations of multiplication, addition, and scalar multiplication by elements of the underlying field. [3, p. 3] Algebra is constructed by mimicking application of a direct sum of the operators τ n (4) mapping P 0 ⊕ P 0 → P n to the maps of scalar multiplication, addition and a bilinear product. This is reflected in the structure of the class var modeling the elements of the virtual space v ∈ V n . Theorem 2.1. An instance of the class var is an element of the virtual memory V n .
var ∈ V n (10)
Compositions are modeled by mimicking the operator of program composition [1, Theorem 5.6] exp(∂ f e h∂g ) : P → P ∞
generalizing both forward and reverse mode automatic differentiation [1, Claim 5.3] . By fixing one of the mappings in (13), we derive projections of the pullback operator
to the unit hyper-cube and applying it to the resulting direct sum.
Vector space over a field K
We begin our construction of an algebra, by constructing a vector space V n over a field K. A vector space is collection of objects that can be added together and multiplied with elements of the underlying field K, . We begin with scalar multiplication. Proof. By implementations of addition by components and multiplication with a scalar k ∈ K, the axioms of the vector space are satisfied.
Algebra over a field K
With the vector space constructed, we turn towards its elevation to an algebra. To construct an algebra over a field K, we equip the vector space V n with a bilinear product by components. The employed functions have been explained at previously usage. The reduce function makes a shallow copy of this, while reducing the order of the returned copy. This bilinear product contains Leibniz rule within its structure, as the projection of the operator exp(∂ f e h∂g )(g) : P → P ∞ (g) (14) to the unit n-cube was applied to the algebra. Theorem 2.3. Class var models an algebra over a field K.
Proof. By the implementation of a bilinear product by components the axioms of an algebra over a field are satisfied.
For ease of expression we implement exponentiation, naturally existing in the algebra We may now trivially implement operators existing in the algebra. Similarly, the following operators can be assumed to be generated by the existing algebra, implementation of which is omitted here for brevity. Order logic is trivially implemented, by mapping
3 Analytic virtual machine Definition 3.1 (Analytic virtual machine). The tuple M = V, P 0 is an analytic, infinitely differentiable virtual machine.
• V is a finite dimensional vector space
is the virtual memory space, serving as alphabet symbols
• P 0 is an analytic programming space over V When P 0 is a differentiable programming space, this defines an infinitely differentiable virtual machine. [1, Defintion 5.4]
Operators
The operator of tensor series expansion [1, Theorem 5.4]
is evaluated at h = 1 and projected onto the unit N-cube, arriving at
which is used to implement D n C ++ ⊂ P n , employing the recursive relation for increasing the order of C ++ [1, Corollary 5.2].
The double id stands for the identity operator 1 in the expression and the map<var*, var> dTau for the operator ∂τ k .
Compositions of these operators is achieved by mimicking the generalized pullback operator [1, Claim 5.3]
projected onto the unit N-cube.
Remark 3.1. Implementation in this paper is intended to be simply understood and is written as such. But, with the existing algebra and operational calculus, one could easily implement the operator exp(∂ f e h∂g )(g) by any of the efficient techniques available, as it is given by a generating function. 
Differentiable programming space
With the algebra over V n implemented, we turn to the construction of a differentiable programming space
When all elements of P 0 are analytic, we denote P 0 as an analytic programming space. [1, Definition 5.1] Theorem 3.1. Any differentiable programming space P 0 is an infinitely differentiable programming space, such that
Thus, in order to have a differential programming space, we must provide closure under the differential operator [1, Corollary 5.1], for the function space C ++ , expanded by the tensor product with the tensor algebra of the dual of the virtual memory V.
Claim 3.1. Any library implementing functions acting on variables of type double or f loat, could be trivially included into C ++ < P 0 , simply by replacing all variables with the class var. Moreover, any implementations using the implemented algebra in its construction of functions, are contained in P 0 .
Example
As an illustrative example, we provide a simple implementation of a differentiable programming space dCpp through the use of the operator tau. Assume the existence of functions
filling the set spanning dCpp < C ++ . Note, that these functions are usually implemented using operations existing in the algebra on V n constructed in Section 2.2. Thus by employing it in their construction (coding), they would have been elements of a differentiable programming space, as by Claim 3.1. Here we demonstrate how to explicitly construct them as maps. Previous declarations of needed functions are assumed.
namespace Theorem 3.2. The programming space dCpp is a differentiable programming space satisfying
Proof.
Corollary 3.1. The programming space dCpp is an infinitely-differentiable programming space satisfying
Proof. Follows directly from Theorem 3.2 by Theorem 3.1.
is an Analytic virtual machine.
Order reduction for nested applications
It is useful to be able to use the k-th derivative of a program P ∈ P as part of a different differentiable program P 1 . As such, we must be able to treat the derivative itself as a differentiable program P ′k ∈ P, while only coding the original program P . [1, Section 5.2.2] Theorem 3.3. There exists a reduction of order map φ : P n → P n−1 , such that the following diagram commutes
for each n ≥ 1.
Corollary 3.3. By Theorem 3.3, n-differentiable k-th derivatives of a program P ∈ P 0 can be extracted by We construct a reduction of order map d : 
reveals the nature of the reduction of order map. Thus, we gained the ability of writing a differentiable program acting on derivatives of another program, stressed as crucial (but lacking in most models) by other authors [4] . Usage of the reduction of order map and other constructs of this Section are demonstrated in Section 4, as we analyze procedures as systems inducing change upon objects in virtual space.
External libraries
Any C ++ library written in the generic paradigm employing templates is fully compatible with the differentiable programming space dCpp acting on the virtual memory V.
We illustrate on the example of Eigen [5] . We will code a perceptron with sigmoid activations, followed by softmax normalization, taking 28x28 image as an input and outputting a 10 class classifier. Existence of needed, but trivial and intuitively understood mappings is assumed. i m g S i z e > : : Random ( 1 , i m g S i z e ) ; const i n t numOfOutOnFirstLevel =10; // m at r i x o f w e i g h t s on t h e f i r s t l e v e l // ( imgSizeXnumOfOutOnFirstLevel ) Eigen : : Matrix <var , i m g S i z e , numOfOutOnFirstLevel>f i r s t L a y e r V a r s= Eigen : : Matrix<var , i m g S i z e , numOfOutOnFirstLevel > : : Random ( i m g S i z e , numOfOutOnFirstLevel ) ; // i n i t i a l i z i n g w e i g h t s dCpp : : i n i t ( f i r s t L a y e r V a r s , o r d e r ) ; // mapping o f t h e f i r s t l a y e r −−> r e s u l t i n g i n 10 x1 v e c t o r Eigen : : Matrix <var , numOfOutOnFirstLevel ,1 > f i r s t L a y e r O u t p u t= i n p u t * f i r s t L a y e r V a r s ; // a p p l y s i g m oi d l a y e r −−> r e s u l t i n g i n 10 x1 v e c t o r dCpp : : map_by_element ( f i r s t L a y e r O u t p u t ,&dCpp : : s i g m o i d ) ; // a p p l y sofmax l a y e r −−> r e s u l t i n g i n 10 x1 v e c t o r s o f tm a x ( f i r s t L a y e r O u t p u t ) ; // r e t r i e v e t h e computed d e r i v a t i v e s
Applications
The algebra over programs [1, Theorem 5.3] an Analytic virtual machine enables and its operational calculus are employed towards achieving analytic conclusions through algebraic means, seamlessly interweaving operational calculus and algorithmic control flow.
General engineering
We demonstrate employment on the case of highway and railway design, where author has previously used the described approach. Demonstration is presented in an easily transfered general form.
Highway and railway designers use clothoid splines (planar G1 curves consisting of straight line segments, circular arcs, and clothoid segments) as center lines in route location [6] . These curves are usually computed algorithmically, using programs P ∈ P 0 and are used in other programs to compute various quantities. We focus on this inclusion.
Assume existence of a program mapping parameters p i and a point x i to a point y i on a clothoid.
cloth :
Connecting two curves γ i via a clothoid, matching derivatives at endpoints is a solved problem [6, Theorem 2] . In practice, algorithms solving it use derivatives of cloth in its body. We provide it in terms of our implementation for clarity and use in the coming section. For simplicity, all parameters of cloth are denoted by p i , with step being the employed optimization step using k-th derivatives in its body.
Algorithm 1 Train
1: procedure Train(n,k) 2:
for each step do 4: re-initalize p i = var(P i .id) ∈ V n+k 5:
update parameters step(∂ k C pi , P i ) ∈ P n 7:
end for 8: return P i ∈ V n 9: end procedure Remark 4.1. Note that the derivatives ∂ k C pi are n-differentiable as by Corollary 3.3, satisfying
This will hold meaning in the coming section. The p i denote all parameters, including the end-points.
Training as a differentiable program
The output of Algorithm 1 are the required parameters P i , with the algorithm itself being an element of P n : V → V ⊗ T n (V * ), making it a n-differentiable procedure. This becomes useful, as usually the output of Algorithm 1 (connecting many sections) is only a part of an algorithm evaluating the resulting spline. Optimizing this evaluation is the main desire.
We assume the end-points to be allowed to vary over a limited domain, and are determined by a program mapping some subset of the parameters p i (usually current end-points) of the curves forming the spline, to the set of adjusted endpoints.
endP :
Simulation of the traversal of the resulting spline is used to accumulate its evaluation.
The desire is maximizing the evaluation, using step as an optimization step using n-th derivatives in its body.
Algorithm 2 Increase
1: procedure Increase(n,k) 2:
for each step do
4:
update end-points endP (p i )
5:
update p i = T rain(n + k, k) ∈ P n (Algorithm 1)
update step(∂ n C pi , p i ) ∈ P 0 8: end for 9: end procedure Remark 4.2. Note that the derivatives ∂ n C pi are not differentiable, as they need not to be, as opposed to the derivatives used in Algorithm 1, as by Remark 4.1.
Both algorithms can be generalized to other problems and were written as such. Mappings are trivially replaced, as are the parameters, due to the nature of their construction.
Image processing
Variational calculus has been increasingly present in digital image processing [7] , most notoriously by geodesic active contours [8] and manifold flows, where the image is computed as a stationary map of an energy functional
The mapping g is usually some local mapping of on the image.
Non-local methods
Recent results in inpainting show great success by employing non-local sampling in the functional [9] .
The weight function w : O × O c → R+ measures similarity between patches centered in the in-painting domain and its compliment, and φ is the patch norm-like function [9] (usually containing an intra-patch weight function) [9] .
Yet the methods are limited in their expressive power, due to the symbolic nature of their construction. Much more elaborate procedures of sampling could be constructed with the aid of algorithmic control flow. As such, the subject is readily enriched by operational calculus on programming spaces. As a simple demonstration, we will adapt the usual model for geodesic active contours, to include non-local methods similar to (44).
The standard functional is
Yielding the flow
We introduce non-locality to the method by redefining the edge indicator function g.
Algorithm 3
Non-Local indicator
initialize accum ∈ V 1
3:
initialize ∇I = var(∇img) ∈ V 1 4:
for each patch p i do 6:
for iter do return accum ∈ V 1 13: end procedure Remark 4.3. Algorithm 3 can be trivially replaced by a more elaborate procedure P ∈ P 1 .
We tailor our intervention, to be as non invasive as possible to the standard method. As the flow (46) requires only the gradient of g (as opposed to requiring the total derivative) we initialize ∇I ∈ V 1 and setting it value at ∇img. This means that ∇img is a regular non-differentiable gradient of the image, as in the standard method. Assume a function getSimilarPatches that extracts patches that are similar to the patch centered at x in the image. Note that p i ∈ V 1 , because p i ∈ ∇I. We perform a random walk through the patch with a bias towards the direction of the gradient at the current position and accumulate the standard edge indicator.
The flow equation now becomes 
where N onLocal computes Algorithm 3 for each x ∈ ∇I. After replacing the edge indicator function g with the Algorithm 3, we proceed as if performing the standard GAC. Non local methods perform better, as they consider global information about the environment the manifold flows through. Global evaluations are easily formulated by algorithmic control flow, which becomes differentiable through operational calculus and is thus simply employed amongst the many established variational techniques.
Conclusions
Existence of a program is embedded in a virtual reality, forming a system of objects undergoing change in a virtual space. Just as the reality inhabited by us is being studied by science, revealing principles and laws, so can the virtual reality inhabited by programs. Yet here lies a tougher task, as the laws of the system are simultaneously observed and constructed; the universe is bug-free, up to philosophic precision, while our programs are not. This reinforces the need for a language capable of not only capturing, but also constructing digital phenomena, a feat demonstrated by operational calculus. [1, Section 8] 
