Abstract. This paper provides a solution to the curse of dimensionality problem in the pairwise scoring techniques that are commonly used in bioinformatics and biometrics applications. It has been recently discovered that stacking the pairwise comparison scores between an unknown patterns and a set of known patterns can result in feature vectors with nice discriminative properties for classification. However, such technique can lead to curse of dimensionality because the vectors size is equal to the training set size. To overcome this problem, this paper shows that the pairwise score matrices possess a symmetric and diagonally dominant property that allows us to select the most relevant features independently by an FDA-like technique. Then, the paper demonstrates the capability of the technique via a protein sequence classification problem. It was found that 10-fold reduction in the number of feature dimensions and recognition time can be achieved with just 4% reduction in recognition accuracy.
Introduction
In computational biology, the subcellular location and structural family of a protein provide important information about its biochemical functions. However, experimental analysis of proteins is time-consuming and cannot be performed on genome-wide scales. Therefore, a reliable and efficient method is essential for automating the prediction of proteins' subcellular locations and the classification of protein sequences into functional and structural families.
It has been found that converting variable-length protein sequences to fixedlength feature vectors via preprocessing techniques can improve the accuracy While the sequence-based methods perform reasonably well in protein homology detection, they may not be able to capture sufficient information from the sequences to detect remote homology. To overcome this difficulty, profile-based methods have been actively investigated in recent years [3, 9, 13] . A profile is a matrix in which elements in a column specify the frequency of each amino acid appears in that sequence position. Given a sequence, a profile can be derived by aligning it with a set of similar sequences. The similarity score between a known and an unknown sequence can be computed by aligning the profile of the known sequence with that of the unknown sequence [13] . Because the comparison involves not only two sequences but also their closely related sequences, the score is more sensitive to detecting weak similarity between protein families. Research has also found that profile alignment can achieve better performance than sequence alignment in predicting subcellular locations [4] .
The comparison of two temporal sequences are often hampered by the fact that the two sequences often have different lengths whether or not they belong to the same family. To overcome this problem, pairwise comparison between a sequence with a set of known sequences has been a popular scheme for creating fixed-size feature vectors from variable length sequences. Many of the methods mentioned earlier (e.g., [4, 8, 11] ) fall into this scheme. Although this pairwise approach can usually create feature vectors with better discriminative properties, it also has its own limitation. The main problem is that the feature dimension is the same as the number of training patterns, c.f., Figure 1 where we have T training patterns with vector dimension equal to T too. This creates a curse of dimensionality, because for most biometric and bioinformatic applications, the training size could be very large. In fact, for the applications addressed in this paper, they are in the range of several thousands. The downside of such a curse of dimensionality is that it could hurt both training and recognition speed.
An obvious solution to the curse of dimensionality problem is to reduce the feature size and yet retaining the most important information critical for the classification of the training patterns. Research has found that just over 10% of the profile contributes 90% of the total score for positive training sequences [9] , suggesting that some features are more relevant to the classification task than the others. The feature sized reduction can be accomplished via either finding principle subspace or via weeding out those less significant features. This paper takes the latter approach. Moreover, in this paper, the importance of each feature is independently computed, unlike the subspace reduction schemes. More specifically, for each component in the feature vectors, the symmetric divergence between the densities of the feature values from the positive class and the negative class is computed. Then, the features with symmetric divergences significantly greater than the mean divergence are selected. New feature vectors with reduced dimension are then used to train SVM classifiers.
The paper is organized as follows. Section 2 outlines the sequence and profile alignment algorithms. Section 3 explains how the non-discriminative features can be weeded out to reduce the dimensionality of the feature vectors, which are then classified by multi-class SVMs in Section 4. The feature selection technique is evaluated in Section 5 where significant reduction in recognition time is demonstrated.
Sequence Versus Profile Alignment

Local Pairwise Sequence Alignment
Pairwise sequence alignment has been widely used to compute the similarity between two DNA or two protein sequences. It attempts to find the best match between two sequences by inserting some gaps into proper positions of the two sequences. One of the most successful local pairwise sequence alignment algorithm is the Smith-Waterman algorithm [16] . Denote
as a training set containing T sequences. Here, the i-th protein sequence is denoted as
k ∈ A, which is the set of 20 amino acid symbols, and n i is the length of S (i) . Using the BLOSUM62 substitution matrix [5] , a set of similarity scores
v ) between position u of S (i) and position v of S (j) can be obtained. Then, based on these scores and the Smith-Waterman alignment algorithm, a sequence alignment score ρ (S (i) , S (j) ) can be obtained, which easily leads to a normalized alignment score:
To facilitate SVM classification, we can convert a variable-length sequence S (i) into a fixed-length feature vector
by aligning S (i) with each of the sequences in the training set. A kernel inner product between S (i) and S (j) can then naturally be obtained as < ζ (i) , ζ (j) >. This leads to a class of algorithms referred to as the SVM-pairwise method adopted by [8, 11] .
The sensitivity of detecting subtle local homogenous segments can be improved by replacing pairwise sequence alignment with pairwise profile alignment. In the next subsection, we will use the similarity scores of local pairwise profile alignment to generate fixed-length feature vectors for SVM classification.
Local Pairwise Profile Alignment
Following [15] , here we use a protein sequence (called query sequence) as a seed to search and align homogenous sequences from the SWISSPROT 46.0 [2] protein database using the PSI-BLAST program [1] with parameters h and j set to 0.001 and 3, respectively. These aligned sequences share some homogenous segments and belong to the same protein family. The aligned sequences are further converted into two profiles to express their homogenous information: positionspecific scoring matrix (PSSM) and position-specific frequency matrix (PSFM). Both PSSM and PSFM are matrices with 20 rows and L columns, where L is the total number of amino acids in the query sequence. Each column of a PSSM represents the log-likelihood of the residue substitutions at the corresponding positions in the query sequence [1] . The (i, j)-th entry of the matrix represents the chance of the amino acid in the j-th position of the query sequence being mutated to amino acid type i during the evolution process. A PSFM contains the weighted observation frequencies of each position of the aligned sequences. Specifically, the (i, j)-th entry of a PSFM represents the possibility of having amino acid type i in position j of the query sequence.
Let us denote the PSSM of S (i) and the PSFM of S (j) as
n j ] respectively, where
We adopt the scoring function introduced by [13] to compute the similarity score between p
which is then applied to the the Smith-Waterman algorithm to obtain the profile alignment score ρ(S (i) , S (j) ) (see [6] for details). The local pairwise profile alignment score is then normalized as follows:
The normalization allows us to compare the alignment scores arising from matrices with different numbers of columns. Similar to the sequence alignment introduced in Section 2.1, we convert a variable-length sequence S (i) into a fixed-length feature vector
for SVM classification.
Dimensionality Reduction by Fisher Feature Selection
A problem of the pairwise comparison scheme is that the feature vector dimension is equal to the number of training sequences. For most datasets, this leads to feature vectors with thousands of dimensions. Figure 1 shows all feature vectors (ζ (i) and ζ (i) ∀i) formed by the pairwise alignment scores obtained from a dataset used in this paper. A collection of all feature vectors forms a score matrix in which each column represents a feature vectors with number of dimensions equal to the number of training samples and each row represents a feature. As can be observed from Figure 1 , both matrices are symmetric and diagonally dominant, i.e., the closer an entry is to the diagonal the more significant the correlation is. Due to this diagonally dominant property, for each individual feature there is a natural home class. This property allows us to apply a Fisher-type criterion to determine how discriminative is the home class from the rest of the classes in a feature-by-feature basis.
Consider a training set containing T training sequences. Without loss of generality, let us assume that the first T p training sequences are obtained from the positive class and the rest T n (= T − T p ) sequences are obtained from the negative class. For the m-th feature dimension (m-th row in the score matrix), we have two sets of scores:
The separation between these two sets of scores represents the discriminative power of the m-th feature. The separation can be quantified by the symmetric divergence between the score distributions in the two sets as follows:
where µ corresponding to the profile alignment scores. Apparently, only a small fraction of the features have large symmetric divergences, which means that only a few feature dimensions are relevant for classification. Based on this observation, a relevant feature set is obtained as follows:
where µ D and σ D are the mean and standard derivation of the symmetric divergence, respectively, and k is a user-defined parameters. We then select the elements in ζ according to the set M to construct feature vectors φ of |M| dimensions for SVM training and classification. The same process is also applied to sequence alignment score vectors ζ to obtain |M|-dimensional vectors φ . The four columns on the left of the score matrices in Figure 1 depict the feature dimensions selected by this scheme. Evidently, for each class, the scheme tends to select the features that have higher pairwise scores in that class.
Multi-Classification using SVM
The multi-class problem can be solved by a one-vs-rest approach. Specifically, for a C-class problem (here C = 4) C independent SVM classifiers are constructed. unknown protein sequence S, the output of the c-th SVM is computed as:
where S c is a set composed of the indexes of the support vectors, y c,i is the label of the i-th sample, α c,i is the i-th Lagrange multiplier of the c-th SVM, and
Sequence alignment using full features < ζ, ζ (i) > Profile alignment using full features,
Sequence alignment using selected features
Profile alignment using selected features is the kernel function. Note that because the dimensionality of φ and φ is considerably smaller than that of ζ and ζ, it is possible to use RBF-SVMs to classify φ and φ, whereas linear SVMs are chosen for classifying ζ and ζ to avoid curse of dimensionality. Finally, the class of S is determined by a MAXNET:
where y(S) is the predicted class of S. In the following, we refer y(S) with kernel K(·, ·) obtained from profile alignment to as pairwise profile alignment SVM (or simply PairProSVM), and y(S) with kernel obtained from sequence alignment to as pairwise sequence alignment SVM (PairSeqSVM).
Reinhardt and Hubbard's eukaryotic protein dataset [14] , which contains 2427 amino acid sequences, was employed to test the performance of our method. The sequences in this dataset were extracted from SWISSPORT 33.0 and their subcellular locations (684 cytoplasm, 325 extracellular, 321 mitochondrial, and 1097 nuclear proteins) have been annotated. We used 5-fold cross validation for performance evaluation, i.e., the original dataset was randomly divided into 5 subsets. Each subset was singled out in turn as a testing set, and the remaining ones were merged as the training set. The process was iterated 5 times until every subset has been used for testing. The prediction results from all iterations were averaged. The overall prediction accuracy (OA), and the Matthew's correlation coefficient (MCC) [12] were used to assess the prediction result. MCC can overcome the shortcoming of using accuracy as a performance measure on unbalanced data. For example, in an unbalanced dataset where the majority of test samples belong to the positive class, a classifier predicting all samples as positive cannot be regarded as a good classifier if it fails to detect any negative samples. In such case, the MCC will be zero although the overall accuracy is high. Therefore, MCC is a better measure for unbalanced classification.
The prediction results of PairProSVM and PairSeqSVM are listed in Table 1 . The overall accuracy of PairProSVM achieves 99.4%, which compares favorably with PairSeqSVM (87.9%). This suggests that profile alignment provides more information on subcellular location than sequence alignment. Also shown in Table 1 are the number of feature dimensions selected by the proposed feature selection scheme and the corresponding recognition time. Evidently, about 10-fold reduction in the number of feature dimensions can be achieved without jeopardizing the overall accuracy and MCC significantly. This dimensionality reduction not only solves the curse of dimensionality problem but also leads to about 10-fold reduction in recognition time. Figure 3 shows the ROC performance of PairSeqSVM and PairProSVM with and without feature selection. The results show that the performance progressively degrades when the value of k in Eq. 8 increases. However, the amount of performance degradation (especially in PairProSVM) is not very significant when k is small.
Although fast recognition may not be critical for bioinformatics because sequence classification can be done off-line, it is critically important for biometrics where real-time recognition is required. Therefore, the feature reduction techniques proposed in this paper is potentially useful for reducing the cost of biometric systems.
Conclusions
A novel method to speed up the recognition of pairwise scoring features has been presented. The method can also alleviate the curse of dimensionality problem commonly encountered in the pairwise scoring techniques. It was found that the Table 1 . The average number of feature dimensions, overall accuracy, MCC, and recognition time for pairwise scoring features with or without feature selection. φ and φ (ζ and ζ) denote feature vectors derived from sequence-and profile-alignment scores with (without) feature selection, respectively. k is the user-defined parameter in Eq. 8, which controls the number of features to be selected. Feature Dimension denotes the number of selected features, average over the 4 classes. The penalty factor C and scaling factor σ 2 in the RBF-SVM were set to 100 and 0.5, respectively. For the linear SVM, the value of C was set to 1. All results are based on 5-fold cross validation runs. symmetric and diagonally dominant property of pairwise scoring matrices allows the most important features in the pairwise scoring vectors to be selected independently. Experimental evaluation on a benchmark protein sequence dataset shows that the proposed feature selection scheme can reduce the feature dimension from thousands to hundreds, making subsequent classification much easier and robust. With just a small reduction in recognition accuracy, a substantial speed up in recognition time can be achieved.
