This paper describes the development of an annotated corpus which forms a challenging testbed for geographical text analysis methods. This dataset, the Corpus of Lake District Writing (CLDW), consists of 80 manually digitised and annotated texts (comprising over 1.5 million word tokens). These texts were originally composed between 1622 and 1900, and they represent a range of different genres and authors. Collectively, the texts in the CLDW constitute an indicative sample of writing about the English Lake District during the early seventeenth century and the early twentieth century. The corpus is annotated more deeply than is currently possible with vanilla Named Entity Recognition, Disambiguation and geoparsing. This is especially true of the geographical information the corpus contains, since we have undertaken not only to link different historical and spelling variants of place-names, but also to identify and to differentiate geographical features such as waterfalls, woodlands, farms or inns. In addition, we illustrate the potential of the corpus as a gold standard by evaluating the results of three different NLP libraries and geoparsers on its contents. In the evaluation, the standard NER processing of the text by the different NLP libraries produces many false positive and false negative results, showing the strength of the gold standard.
INTRODUCTION
There has been an appreciable intensification of interest in geographical concepts and methods in the humanities over the past decade. This intensification, which has frequently been described as a 'spatial turn', has ushered in a renewed interest in mapping and in the use of the affordances of geographical information systems (GIS) to provide another dimension through which to explore and to interact with historical and modern data sources [14] . The developing field of Spatial Humanities has successfully exploited and enhanced such methods, and it has, moreover, modelled new approaches to the quantitative analysis of datasets to answer existing humanities research questions. By bringing such approaches together with computer science methods, such as Natural Language Processing (NLP), we have devised and implemented an innovative, semi-automated interpretive technique called geographical text analysis (GTA) to facilitate the examination of the qualitative elements of textual sources. GTA is a powerful, flexible and multifaceted process through which to explore humanities datasets. It enables scholars both to pose new research questions and to address old questions in ways that were not previously possible.
NLP methods for the automatic extraction of place-names from text data, known as Named Entity Recognition (NER) [9] , have tended to focus on the identification of proper nouns through a variety of rule-based, statistical and machine-learning approaches. Such methods customarily classify the identified nouns according to high level categories: such as person, organisation, location or miscellaneous. The subsequent task of named entity disambiguation (NED) [4] links the identified terms to an existing knowledge base, such as Wikipedia or DBpedia, and thus to facilitate cross-referencing with other datasets and to enable connections with further metadata to be made. Similarly, toponym resolution is capable of supplying identified place-name entities with spatial information (such as coordinate data) that connects those place-name entities with a specific geographic location, using either spatial information [22] or textual context [27] . Joint models of named entity recognition and disambiguation have been proposed [17] recently, but these methods still target only high level categories.
The current state of the art in NER and NED has achieved promising results, and it has already facilitated significant research in the humanities [7, 8, 29] . Still, as this research has shown, there are challenges that need to be met in order for NLP methods to be fully and sustainably integrated in humanities scholarship. The challenges, as we see it, are at least three: Firstly, the emphasis that such methods place on the extraction of named entities via proper nouns alone can lead to the loss of much important information in corpora. In the case of NLP-based toponym resolution, this means that co-references to locations are often ignored. In order to overcome this limitation, we propose that instances of potentially ambiguous entities such as 'town', 'hill', or 'castle' could all be resolved to the nearest appropriate place-name occurring in the text, and their surrounding context taken into account when counting, mapping or collocating attributes linked to those places. Secondly, the coarse-grained nature of the location category customarily used in NLP is problematic and it often lacks detail sufficient to address many humanities research questions. Adding the ability to distinguish between different types of geographical features when extracting place-name entities can, we propose, enable separable analyses of, for instance, lakes, rivers, buildings or regions of widely differing geographical scopes, scales and spatial dimensions. Finally, especially in historical corpora, issues of simple spelling variation in place-names, to say nothing of archaic, obsolete and other sorts of place-name variations, can cause significant problems for conventional NER and NED methods, as these methods tend not to recognize non-standard spellings of place-name entities [1, 2, 20] . To rectify this problem, we propose that the modern standard spelling of a place-name might be used as a primary identifier (or 'parent'), and that all known alternative forms of that place-name be linked to this parent using a unique numeric identifier. In this paper, which emerges from research undertaken as part of the Geospatial Innovation In the Digital Humanities: A Deep Map of the Lake District project 1 , we elaborate on these problems and proposed solutions by providing a freely available and deeply manually annotated historical corpus resource called the Corpus of Lake District Writing (CLDW). This resource, as we explain below, is an ideal testbed for the development and application of future toponym resolution and geographical text analysis methods.
BACKGROUND 2.1 The Lake District Deep Mapping project
One of the aims of the Geospatial Innovation project, is to explore how we can use geographical information systems to explore and to investigate the geographies within textual corpora. GIS are a wellestablished technology that effectively act as a combination of a database management system, visualisation (mapping) and analysis platform for spatially referenced data [13, 16] . GIS traditionally represent quantitative data; their data model involves having a table of attribute data that is similar to a traditional database table. Within the GIS, however, each row of attribute data is linked to an item of spatial data; namely, a graphical feature such as a point, which, when shown on a map, represents where the data are located. This combination of spatial and attribute data allows the researcher to examine and to pose questions about the geography within their dataset.
Our challenge was to explore how the basic data model of GIS could be used to analyse textual corpora. To do this, we needed to move from a collection of unstructured texts to a format that could be represented within the GIS. This required us to format our texts into a tabular structure in which each row contained a place-name, relevant attribute data and some form of spatial data to indicate the area on the map to which the place-name in question 1 http://wp.lancs.ac.uk/lakesdeepmap/ referred. Place-names provide the link between geography in the text and locations on the map. The first stage in making the texts suitable for inclusion within GIS is thus to use NLP techniques to find the place-names. These place-names then need to be matched to coordinates taken from a gazetteer to provide locations. When performed automatically, this process is known as geo-parsing [12, 25] . At the end of this process, the coordinates can be used as spatial data and the cotext (the text immediately surrounding the place-name) can be used as attribute data, along with other information from either the text, its metadata or other datasets, such as gazetteers.
In practice, one is unlikely to want to map all of the place-names within a corpus. More often, one will want to determine what places are associated with a particular idea or theme. To do this, only the place-names that occur within a set span of a search term need to be mapped. Thus, for example, we have used this approach to identify and to spatially analyse locations in the English Lake District that were historically associated with specific aesthetic ideals, such as beauty, sublimity and picturesqueness by mapping all of the place-names that occurred within ±10 words of the searchterms 'beautiful', 'sublime' and 'picturesque' [8, 10] . Performing this analysis enabled us to test hypotheses about the historical meaning and application of these terms, and, in the process, to create a broader basis for the study of historical landscape aesthetics. We have also used a similar approach in field of historical demography in order to evaluate the places associated with particular diseases in public health reports [19, 21] .
There are, however, a number of potential sources of error in this process, and, following Unwin [28] , we take error to include inaccuracy as well as genuine mistakes. The three major potential sources of this error lie with:
(1) Place-name identification errors: in some cases, words that are place-names may not be identified as such; in other cases, words that are not place-names may be wrongly identified as being place-names. This is problematic because NLP approaches can struggle to distinguish between, for example, Lancaster (a place), Stuart Lancaster (a person), a Lancaster (an aeroplane) or the Duke of Lancaster (a person or a pub) [23] . (2) Locational errors: a place-name may not be match to the correct location. This can be either because of disambiguation errors (Lancaster England, Lancaster Pennsylvania, or Lancaster California) or because of the difficulties that attend precisely representing features such as rivers, lakes or regions using point data. (3) Span errors: a small span between the place-name and the search-term may lead to place-names that should be associated with the search-term being wrongly excluded. A larger span can reduce such errors, but it can also lead to other place-names being wrongly associated with the search-term.
Related work
A number of recent papers have highlighted the urgent need for open access corpora to be made available for toponym resolution, and a small number of corpora are becoming freely available containing manually verified locations. An early corpus, the TR-CoNLL [15] consists of 946 Reuters news stories totalling around 204,000 words, dating from 1996, with all toponyms manually referenced. As part of the Perseus Digital Library [3] , the 19th Century American Collection totals some 58 million words, where toponyms were assigned automatically but corrected by hand. Relatedly, the War of the Rebellion corpus is annotated by hand with both multipoint and polygon geometries and contains two subsets: document geolocation (1.7 million words) and toponym resolution (0.48 million words) [6] . Other work has used Wikipedia corpora to resolve toponyms also at the article level [27] , and the Wikipedia Toponym Retrieval (WikToR) corpus was created and geotagged programmatically and consists of 5000 unique Wiki pages [11] . All of these existing corpora suffer to a greater or lesser extent from the problems highlighted in section 1 where non-place-names are not taken into account, coarse-grained location categories are not able to answer humanities research questions and place-name variants are not resolved to one location.
DATA
Having the ability to consult such a variety of source material is important. One benefit of working with corpora composed of different kinds of historical materials is that these corpora can facilitate more contextually enriched investigations. Such corpora can enable researchers to evaluate and compare the information contained in a broad selection of historical sources simultaneously.
In the process, they can both extend and enhance our understanding of specific themes, issues, attitudes and ideas. The Corpus of Lake District Writing (CLDW) was assembled for the Lancaster University Spatial Humanities: Text, GIS & Places project between 2012 and 2016 2 . The corpus contains 80 digitised texts about the Lake District. These texts date from between the years 1622 and 1900, and they include a number of different genres, such as travel journals, essays, novels and poetry. The authors of the texts in the CLDW are mostly male (six texts were written by women), and represent different nationalities including not only the UK, but also Germany and the United States. The 80 texts in the corpus contain over 1.5 million word tokens in total.
The corpus was run through the Edinburgh geoparser [12] 3 , which performed Named Entity Recognition (NER) on the texts and matched locations to the Unlock gazetteer. Locations that were matched to the gazetteers were annotated with 'enamex' tags in the text that denoted the latitude and longitude of the location, as well as the source gazetteer, place-name and a confidence score. Locations found by NER that were not matched in the gazetteer were annotated with an 'enamex' tag without location information.
Gold Standard Corpus
In order to evaluate the original geoparser's performance, we conducted a case study using a gold standard subset of the corpus. This gold standard subset included a representative sample of 28 texts, which were selected from the different genres and historical periods included in the corpus (Table 1) . Like the CLDW, this gold standard subset consists of texts from a range of different genres and authors that offer an indicative sample of writing about the Lake District between the early seventeenth century and the early twentieth century.
The subset includes a diverse collection of travelogues and tourist guidebooks, as well as other kinds of topographical literature. Some of these texts are excerpts from larger works: for example Daniel Defoe's Tour thro' the Whole Island of Great Britain. The subset also includes entire texts that are more or less exclusively focused on the Lake District. Among these texts
Quantitatively, the gold standard subset we compiled comprised approximately 242,000 word tokens: about one-sixth of the entire corpus. This subset was hand checked and coded using XML tags in order to mark every place-name entity it contained. These placename entities included the names of a variety of different regional, national and international locations, landmarks and geographical formations. As shown in the sample of text from page 550 of Daniel Defoe's Tour [5] inserted below, all of these identified place-name entities were marked-up with a customised tag (<cdplace>):
<p> But I must not forget <cdplace>Winander Meer</cdplace>, which makes the utmost northern bounds of this shire, which is famous for the char fish found here and hereabout, and no where else in <cdplace>England</cdplace>; it is found indeed in some of the rivers or lakes in <cdplace>Swisserland</cdplace> among the <cd-place>Alps</cdplace>, and some say in <cdplace>North Wales</cdplace>; but I question the last. It is a curious fish, and, as a dainty, is potted, and sent far and near, as presents to the best friends. </p>
As this example indicates, the texts in our gold standard subset contain references not only to a range of different national and international locations, but also to a variety of different spellings. Some of these spellings accord with the modern standardised spelling of specific place-names. In other cases, such as Winander Meer (an archaic name for Windermere), the spellings found in our corpus differ from the spellings conventionally used in modern gazetteers. The use of archaic spellings, such as Winander Meer, is both historically and onomastically significant in its own right [2] , and so we were particularly keen to ensure that such variant placenames were correctly identified and tagged in our gold standard subset. Ensuring that such variants were recorded enabled us to compare how effective an off-the-shelf historical geoparser, such as the Edinburgh Geoparser, would be in working with the CLDW.
In previous research [24, 25] we employed an Early Modern English variant spelling detector (VARD) to match historical to modern forms, and the DEEP 'Historical Gazetteer of England's Place-Names' 4 to improve coverage for the off-the-shelf geoparser. Based on this prior work we were able to determine that the Edinburgh Geoparser identified only 1277 of the 3718 place-name entities included in the Gold Standard subset. We were, moreover, None of these variants were identified by the automated geoparser, and the omission of these entries would have a significant deleterious effect on data that connected to those spelling forms to any degree.
Deep analysis
The comparatively small size of the full, 80-text corpus subsequently permitted the development of a manually curated collection of placename variants, including those affected by typographical issues (such as line breaks, erroneous transcriptions or printer errors). This was undertaken with corrected transcriptions of each text, with any formatting related to previously identified place-names removed to minimise any potential bias. This database took the modern spelling as the primary identifier (or 'parent'). Each was assigned a unique numeric identifier (specific to the corpus) and all alternate forms were linked to this parent. We assigned each entity identified as a valid identifiable and named location with two additional metadata components: first, whether it was internal or external to the Lake District; second, a geospatial category that indicated the type of place. The former was a binary value that used the modern national park boundaries, and the latter was a consideration designed to enhance the original online corpus resource, The Geotext Explorer 5 , to facilitate scholarly exploration of the corpus texts. ) could be rendered as distinct entities, allowing an unprecedented range of geospatial analysis without any ambiguity as to point of reference. This process is similar to that found in the Pelagios Project, linking multiple variants and place classification within a text, although their focus is on the classical world and historical gazetteers from a much earlier time period [26] . Nineteen geospatial categories were determined to provide an optimum range that offered sufficient distinction for geographical analysis without being too definitionally specific; for example, mountains, hills and ranges were all grouped together under the label 'Heights'. The categories chosen as most suited for the corpus were:
- Many of the labels are self-explanatory and were determined as being the most relevant to the environmental and journal-led discourse that comprised the corpus texts. Although the definitional range of several categories could be deemed too narrow for the specialised landscape analysis of other regions or time periods (for example, the presence of named valleys and estates would not be expected to feature as prominently in texts outside the scope of the CLDW), the use of narrower categorical identifiers makes combining an easier process for potential future development or integration into other resources. There is no standardised markup of format for expressing topographic form, and the categories listed above were deemed sufficiently distinct and important to the texts to merit inclusion for potential deep-analysis in authorial expression of these locational types. The 'Specific' category comprised named areas of specific tourist interest (e.g. viewing stations), including man-made elements (such as castle ruins, stone circles, churches or bridges), effectively covering locations which did not fall under any of the environmental archetypes. 'Features' were distinctly identified elements on larger named parent entities (e.g. Scafell Chimney, notable objects like the Bowder Stone, and named edges or ridges). Only sites assigned a proper name were included in the custom gazetteer.
The two metadata components allow for versatile deep analyses, permitting users to explore the data from a range of geospatial perspectives. These categories can, for example, be used to determine linguistic preferences, patterns, or relative strengths of referential relationships; that is, they might identify environmental aspects that are frequently compared or noted alongside one another in the corpus -whether in the same sentence, same paragraph, or any other custom range -and if these comparisons were to other sites in the region, or to other locations of renown. The assignment of geospatial labels mean such investigations are not restricted solely to individually named sites, but may be conducted on a broader topographic level that permits more detailed mapping of the routes and descriptions employed by different authors or genres. Such mapping endeavours require the highest level of accuracy in named entity geospatial identification.
CASE STUDY: NER EVALUATION
To test the potential of the corpus as a deeply annotated testbed we used two further well-known NLP libraries: Stanford CoreNLP [18] and OpenNLP 6 . These libraries were used to process the corpus with NER to detect place-names. Both libraries were used with the standard english models and default parameters. On top of this, we built a custom geoparsing engine that could take the results from the automatic processing; our geoparser allows one or more gazetteers to be added to the system. For this test of the corpus, we used the GeoNames gazetteer 7 of the UK as a baseline. Our geoparser looks at each place-name and identifies every potential match in the gazetteer using three types of matches: exact match, inner match and outer match. In an exact match, the two terms being compared are identical, though not case sensitive. The inner match marries the place-names term with part of the gazetteer entry. (For instance, the place-name 'Britain' would match to 'Great Britain'.) An outer match is the reserve of the inner match (i.e. the place-name 'Great Britain' would match to 'Britain'). Each match type is given a confidence rating based on the Levenshtein distance calculation, which calculates the number of changes between two terms (e.g. exact matches return 0, and 'Rydal' compared to 'Rydal Mount' returns 6). In addition to the confidence rating, since the corpus is focused on the Lake District, our geoparser puts a priority on locations closer to that region. After processing the corpus through each of the NLP libraries and our geoparser, we created a comparison tool to compare the gold standard text to the automatically processed text. The comparison tool looks at how many locations were identified in the gold standard and from each NLP library. It then looks at the amount of locations identified as the same location, and the amount identified as a different location. The results of this comparison across the whole corpus shows that the OpenNLP library identified the fewest place-names in the texts, and the gold standard identified the most place-names. The Stanford library and GeoNames Gazetteer matched 49% of the identified locations with the equivalent location in the gold standard. Figure 1 shows the comparison of the three automatic NER tools for all 80 files plus the manually corrected gold standard dataset for 28 files.
This baseline comparison of the gold standard corpus to three NLP libraries and Geonames gazetteer shows that the processing and manual correction of the corpus has produced a solid gold standard. While the processing of the corpus through the Edinburgh Geoparser had left a few false positives, the manual correction of the data has caught many of these, and has corrected inaccurate gazetteer matches. By adding historic gazetteers to our geoparser, the results of place-name geolocation should improve in future processing. Table 2 shows the average NER precision and recall scores across the 28 texts for the three tools, and figure 2 shows the detailed NER results per text in the gold standard corpus. As can be seen, both Stanford and OpenNLP prefer precision over recall, whereas the Edinburgh tool put more equal emphasis on them. All tools exhibit significant variation between the 28 texts in the gold standard. 
CONCLUSION
A number of recent NLP papers have highlighted the urgent need for more freely available toponym corpora in order to support development efforts in NER, NED and geoparsing research. In this paper, we have also provided additional requirements from humanities research questions, related to going beyond proper nouns as a basis for place-name references, the coarse-grained nature of the location category, and variation in terms of spelling and obsolete place-names referring to the same location over time. We have described the Corpus of Lake District Writing which goes some way to addressing these issues and provides a novel more deeply annotated testbed than has been available before. Much more research remains as future challenges for geographical text analysis, not least related to metonymy which occurs where a place-name is used as a substitute for something else. For example, in "Washington's war of words", 'Washington' is a metonym for the US Government. In addition, in the future, we plan to investigate online hosting for the gazetteer with URIs for ease of community reuse and linking. Our Lake District corpus is available to download from our GitHub repository https://github.com/UCREL/LakeDistrictCorpus.
