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1 Introdution and Sope.
In the solid state physis of rystals, an important part is played by the
band struture of the eletroni states. This band struture arises from
the representation of the periodiity in the eletroni state spae. Powerful
omputational methods were developed for the alulation of band strutures,
among them the linear mun-tin (LMTO) method [17℄ in the atomi sphere
approximation (ASA) [1℄. In the physis of quasirystals, it is believed that
the eletroni system plays an important part [19℄. Here one is laking the
periodi symmetry. To still use the powerful methods of band omputations,
one must replae the quasirystal by a periodi approximant. The question
arises how suh approximant omputations approah a quasiperiodi limit. In
a reent alulation [6℄ it is shown by a superell analysis that an approximant
omputation may lead to artefats in the eletroni density of states (DOS).
More detailed loal properties of the eletrons appear as derivatives of the
eletroni harge density in Mössbauer studies on quasirystals [14℄.
In the present work we wish to analyse and ompare eletroni states in
periodi and quasiperiodi potentials in a way free of approximations. In
this way we an hope to address the similarities and dierenes of these
systems from rst priniples.
To a rst and very important approximation, the many-eletron states in or-
dered rystalline or quasirystalline solids are onstruted from one-eletron
states, ompare for example Ashroft and Mermin [2℄, after appropriate an-
tisymmetrization. The one-eletron Hamiltonian then ontains periodi and
quasiperiodi potentials respetively. For a general aount of band theory
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we refer to Blount [4℄. Analyti properties and the approah due to Wan-
nier [20℄ are disussed by Kohn [8℄. For general eletroni strutures beyond
periodiity, a loal view was advoated by Heine [7℄ who proposed to throw
out K-spae.
In what follows we wish to elaborate and to ompare eletroni systems and
their loal struture in terms of the following onepts:
(i) Loal view of K-spae in periodi potentials:
A Hamiltonian with an innite periodi potential has the disrete symmetry
group Λ of its lattie. The eletron states are haraterized by the irreduible
representations of Λ. These are labelled by the ontinuous set of Bloh vetors
K from the Brillouin zone, that is, the rst unit ell of the reiproal lattie
ΛR. The eigenstates for xed energy E(K) are the Bloh states belonging to
the bands.
A loal formulation of K-spae arises as follows: Wigner and Seitz [21℄ in
1934 introdued the ellular method: The one-eletron Shrödinger equation
with xed energy E is to be solved exlusively on the nite unit ell of the
lattie with the loal boundary onditions that the solution, after propagation
over a full primitive period say aj, j = 1, 2, 3, piks up a pure phase fator.
This phase fator when written in the form fj := exp(iKjaj), j = 1, 2, 3 de-
termines the Bloh labels. Two solutions with K → −K are degenerate. The
energy E(K) appears in bands, with Bloh labels ranging over the Brillouin
zone, and in gaps where there are no states with Bloh type boundary on-
ditions. This approah allows an extension to nite and to innite systems.
Within bands, the solutions an be mathed and propagated as Bloh states
over all the ells of the rystal.
(ii) Loal view of K-spae in quasiperiodi potentials:
For innite almost periodi systems in 1D some general results with many
referenes are disussed in [5℄. For another detailed study of disrete systems
with many referenes we quote Sütö [18℄. For our purposes we onsider an
innite quasiperiodi potential built from a few basi ells as in a tiling model
for quasirystals. For eah ell one an apply the loal analysis of Wigner
and Seitz with loal Bloh type boundary onditions. Quasiperiodiity now
requires a mathing of these loal boundary onditions between the basi
ells. It is not enough that, at xed energy E, eah ell separately admits
Bloh type boundary onditions. We must also hek if a path of ells admits
these boundary onditions. Again one an study the quasiperiodi extension
of the system, following for example a geometri ination of the tiling.
(iii) Loal view, positive and negative energy, motive lusters:
Imagine the atomi nulei of a unit ell in a periodi rystal to form a free
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motive luster. This motive luster is not unique sine the unit ell of a
rystal admits translations as well as transformation of shape, for example
in going from the primitive to the Wigner-Seitz ell.
For a xed hoie of motive lusters we should not relax the positions of the
nulei to gain energy, as would be done in real moleules, sine in the rystal
the positions are ontrolled by all atomi neighbours.
Example: Take for example a linear rystal with two atoms A,B, in two
spaings a 6= b with the sequene AaBbAaBbAa... and period a+ b. Choose
two dierent motive lusters by the replaements AaBb→ AaB and BbAa→
BbA whih do not aet the bound states. We get in general two dierent
bound states, with the binding energy depending on the relative distanes
a and b respetively. In a linear moleule we would relax the distane and
end up in both ases at the same binding energy. This is not allowed in
the rystal! In the linear rystal the two dierent motive lusters generate
idential periodi strutures and bands!
Consider then the one-eletron bound states for the hosen motive luster.
It is true that, in order to treat it like a moleule, we should take along the
nulei and their Coulomb repulsion. However sine we keep the nulei at
xed positions we may nelet these interations whih of ourse inuene
the binding and the total energy. Independent of these interation terms, the
dierent boundary onditions of the eletron states at positive or negative
energy will enter into the omputation of the many-eletron states.
Sine the Hamiltonian for xed nulear positions is the same as in the Wigner-
Seitz method, the only dierene is in the boundary onditions whih for a
bound state require the solutions to deay exponentially. Clearly now we
must distinguish between the positive and negative energy region. The former
admits sattering states, the latter bound states.
The innite systems at positive energy should here be onsidered as an ap-
proximation to a nite marosopi systems whih still admits a sattering
experiment. We ould also onsider half-innite systems whih allow at least
for baksattering. For both nite and innite systems, the distintion be-
tween positive and negative energy states is ruial. In onsidering nite
pathes of periodi or quasiperiodi systems one therefore should pay atten-
tion to the sign of the energy.
(iv)Bound, Bloh and sattering states in periodi potentials:
We shall term the negative energy region the exat tight binding senario in
what follows. As a partial dierential equation of seond order, the stationary
Shrödinger equation has two fundamental solutions on a single ell. Suppose
that the energy of a bound state lies within the range of energy for a band.
Then it follows from the Shrödinger equation that the bound state solution
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restrited to the unit ell must be an exat linear ombination of the loal
Bloh states at the bound state energy. In the positive energy region we
an still obtain states with loal Bloh boundary onditions. Now we an
inquire how the band struture of these positive energy states is related to
one-eletron sattering states.
Example: The relation of bound and Bloh states in rystals is often onsid-
ered in approximate rather than exat omputations, as for example in the
tight binding approximation. Here one starts exlusively from bound atomi
l-orbitals of the isolated atoms, obtains the Bloh states from their tunneling
to next neighbours, and labels the bands by the l-orbitals. If rst-order de-
generate perturbation theory applies, the energies in the bands result from
the splitting of the single orbital whose degeneray is proportional to the
number of atoms. In this approximation it is lear that the energy of the
loal atomi orbital is within the orresponding band. In many ases the
bound atomi orbitals of the atoms in the ell are separated in energy. Oth-
erwise one an onsider hybrid or motive luster orbitals on the unit ell as
the origin of band labels. The disrete version of this approximation leads
to an eigenvalue problem and therefore looses the information on the sign of
the energy.
The general arguments given above are valid independent of any suh ap-
proximation sheme. They show that in the exat tight binding senario
there must exists an exat loal relation between bound and Bloh states.
(v)Bound, Bloh and sattering states in quasiperiodi potentials:
For a quasiperiodi potential based on a tiling, we again wish to distinguish
the negative and positive energy regions. One an onsider at negative en-
ergy the bound states for nite pathes whih form part of a quasiperiodi
struture and ompare with states obeying loal Bloh type boundary on-
ditions on the same path. We refer to suh an energy range as a band germ
and to the loal Bloh states as Bloh germs. If the bound state energy
admits Bloh type boundary onditions, it must be possible to express the
bound states by pairs of loal Bloh states (germs). The bound states may
be related to loal lusters.
In the sattering from quasiperiodi potentials at positive energy, the aim is
again to ompute the sattering matrix. For an exat omputation one may
inquire about the impliation of ination symmetry on the sattering matrix.
In what follows we wish to demonstrate the validity of these onepts in a
way free of approximations. In dimension three we annot yet implement
exat examples for these onepts. The LMTO method may allow to exam-
ine some of our points. We hoose here a omparative and spei study
4
restrited to ontinuous periodi and quasiperiodi potentials in dimension
one. On them we wish to demonstrate the onepts given above by exat
omputations. To do so we pay the prie of hoosing simple delta potentials
even of the same strength. We explore the eletron states in terms of loal
boundary onditions, in the spirit of the Wigner-Seitz approah, applied to -
nite strings (pathes) whih form part of periodi or quasiperiodi strutures.
We shall always start from nite pathes and then look into their reursive
extension. The solutions with Bloh boundary onditions on a nite string
are systematially ompared with bound state solutions on the same string.
The main tool of our analysis is the ontinuous transfer matrix whih is
well dened for pieewise onstant potentials, inluding delta potentials as a
limiting ase. This matrix propagates by matrix multipliation a fundamen-
tal system of two solutions. We shall stress in what follows the polynomial
dependene of the matrix elements on the strength parameter of the delta
potential. This will allow us to order and analyze the matrix systems.
2 Finite periodi strings at negative energy.
2.1 Preview: An energy gauge for rystals.
As an introdution we present some material from [12℄. We rephrase the well-
known periodi ase [15℄. Consider rst a nite string S with the transfer
matrix M , desribed in more detail in setion 2.2. We dene an energy
gauge f as a funtion with value f = 0 on an energy interval suh that
|tr(M)| ≤ 1 and f = 1 otherwise, ompare Fig. 1. We all this a band
germ. The ondition on the trae assures that inside the band germ M has
two omplex onjugate eigenvalues of absolute value 1. Repeat the string
n times to produe a new transfer matrix Mn. Sine the existene of band
germs is related to the eigenvalue problem, the range of energies for whih
1
2
|tr(Mn)| < 1 is independent of n, the band germs stay the same on the new
string. The Bloh germs propagate through the string and pik up the same
phase fators respetively after eah transmission.
Consider next the bound states of the string Mn. In a very tight binding
ase we laim
1Prop: The bound states of the string Mn may be grouped into sets of n
states, where the energies of eah suh set orresponds to a part f = 0 of the
energy gauge f of the string M .
Proof: For very tight binding it sues to use rst-order degenerate per-
turbation theory, applied to the bound states of the single atoms: To this
order, the bound states of the string are the eigenvalues of a matrix whose
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o-diagonal entries are the weak atom-atom ross terms. By standard matrix
theory, the maximum level splitting will inrease with n. But band theory
tells us that in the limit n → ∞ all energies stay inside the band, hene
inside the initial band germ. Thus the energy of all these bound states for
nite n must stay within the energy gauge of the (single) band germ.
We now have the following situation in the nite string Mn: In a band germ
from the stringM , there is for eah energy value a pair of Bloh germs whih
an arry harge urrent. There are now n disrete bound states with the
energy gauge as in the initial string.
f(S) S f(S2) S2 f(S4) S4
Fig.1: Periodi strings: The string S to the left has one attrative δ-well with
a single bound state, followed by a tunnel. The vertial bar to its left shows
the energy interval for the band germ. This interval is the energy gauge f(S)
omprising the bound state. The string S2 in the middle has two attrative
δ-potentials and two bound states. The energy gauge f(S2) is unhanged
but omprises two bound states. The same energy gauge f(S4) for the string
S4 to the right omprises four bound states.
A shemati view of the periodi sheme is given in Fig.1. Now we an extend
the analysis to n→∞:
2Prop: For an innite periodi repetition of a xed string, the energy gauge
stays the same as for the initial string. The band germ generates a band.
Within eah band there is an innite set of (pairs of) Bloh states whose
energies EK < 0 ll up the original band germ.
2.2 Bloh and bound states in a single band.
We shall use the notation of [10℄. Consider the 1D Shrödinger stationary
equation on the line x ∈ R,
[
− h¯
2
2m
d2
dx2
+ V (x)
]
φ(x) = Eφ(x). (1)
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with V (x) a pieewise onstant potential. Denote two fundamental solutions
and their derivatives by φ1(x), φ
′
1(x), φ2(x), φ
′
2(x). Choose the initial values
φ1(0) = 1, φ
′
1(0) = 0, φ2(0) = 0, φ
′
2(0) = 1 whih implies a Wronskian equal
to 1. The 2× 2 standard transfer matrix is dened as
M(x) =
[
φ1(x) φ2(x)
φ′1(x) φ
′
2(x)
]
, (2)
M(0) = 1.
The transfer matrix obeys the rst-order system of equations whih is equiv-
alent to the Shrödinger equation. A seond interpretation of the transfer
matrix, whih we shall adopt in what follows, results beause the matrix
M(x) an also be shown to propagate the fundamental system.
The Shrödinger equation for pieewise onstant potentials on a nite string
an now be solved as follows [12℄: We rst determine the transfer matrix for
simple building bloks of nite size at the xed energy. Then we propagate
the solutions over the full string by matrix multipliation. This matrix mul-
tipliation guarantees the ontinuity of the solutions and of their derivatives.
Spei boundary onditions an nally be met by determining the appropri-
ate linear ombination of the two fundamental solutions. For real matries
with Wronski determinant 1 the transfer matries belong to the matrix group
SL(2, R). More details on this group and the isomorphi group SU(1, 1) an
be found in [10℄. One should be areful in applying the group onepts to
the transfer matries, as an be seen from the following transformation prop-
erties.
It will prove onvenient to pass to a new fundamental systems of solutions
by hoosing dierent initial values. With respet to the matrix formed by
the solutions, this transformation is ahieved by right multipliation with a
onstant matrix,
M(x)→M(x)C (3)
The new transfer matrix whih propagates the new systemM(x)C is no longer
equal toM(x)C, instead it is given by C−1M(x)C. This propagating transfer
matrix by itself does not admit an interpretation in terms of fundamental
solutions and their derivatives!
We now pass to a new system of fundamental solutions with dierent initial
onditions by right multipliation with the matrix
R˜ :=
√
i R =
√
1
2κ
[
1 1
−κ κ
]
. (4)
The system orresponding to the matrix M(x)R˜ has the initial data R˜ at
x = 0. At negative energy E = − h¯2
2m
κ2 we dene a tunnel as a string with
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vanishing potential. In a tunnel the transfer matrix takes the form
M(x)R˜ =
√
1
2κ
[
exp(−κx) exp(κx)
−κ exp(−κx) κ exp(κx)
]
. (5)
The transfer matrix whih propagates this new system at negative energy is
given by
M˜(x) := R˜−1M(x)R˜ (6)
=
[
exp(−κx) 0
0 exp(κx)
]
For a bound state we require that an exponentially inreasing funtion at neg-
ative energy on the left-hand tunnel, after passing an intermediate transfer
matrix M˜ , produes an exponentially dereasing funtion on the right-hand
side. In the new basis, this property and the form eq. 5 require that the
intermediate transfer matrix obeys M˜22 = 0.
3Prop: In the system M˜ of transfer matries for nite strings, the ondition
for a bound state requires that the seond diagonal element vanishes.
A tunnel of length b, followed by an attrative delta-potential of strength u
at negative energy E = − h¯2
2m
κ2 we term the string S. We dene δ := u/κ
and λ1 := exp(β), β := κb to obtain the transfer matrix of S as
M˜1 =
[
(1 + 1
2
δ) 1
2
δ
−1
2
δ (1− 1
2
δ)
] [
λ−11 0
0 λ1
]
(7)
=
[
λ−11 (1 +
1
2
δ) λ1
1
2
δ
−λ−11 12δ λ1(1− 12δ)
]
.
Here the rst transfer matrix desribes the delta-potential and the seond
one the tunnel, ompare [12℄. This and all other transfer matries we take as
a funtion of the dimensionless variable β = κb, related to the energy and to
the length of the ell S. We also onsider them as a funtion of the variable
γ = ub related to the strength of the delta-potentials, and study the family
of systems with varying strength. Instead of γ we shall often use the ratio
δ := γ
β
beause then the matrix elements of M˜1 are (linear) polynomials in
the variable δ. Sine we shall generate all other transfer matries by matrix
multipliation, a general transfer matrix will be a polynomial in the parameter
δ. This will the basis for a polynomial method for handling the analysis.
We introdue the following short-hand notation for the elements of a matrix
M˜i
M˜i :=
[
ai bi
ci di
]
(8)
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xi :=
1
2
(ai + di),
yi :=
1
2
(ai − di).
The seond row of eq. 8 determines the half-trae xi =
1
2
tr(M˜). For the
matrix M˜1 we nd from eq. 7
x1 =
1
2
(λ1 + λ
−1
1 )−
1
4
δ(λ1 − λ−11 ), (9)
y1 = −1
2
(λ1 − λ−11 ) +
1
4
δ(λ1 + λ
−1
1 ),
d1 = λ1(1− 1
2
δ).
0
0.5
1
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Figs 2,3: The strings of length κb = 1, τ respetively produes two dierent
band germs whih enapsulate the same bound state. Here and in all the
orresponding Figures, the values of γ and β determine the potential strength
and the energy respetively and are plotted as the horizontal and vertial
oordinates respetively.
We shall assume that we are in the band germ and, moreover, that the upper
edge of the band ours at negative energy. In setions 4, 5 we shall deal
with more general senarios. For |x1| ≤ 1, the eigenvalues of M˜1 are omplex
onjugate of modulus 1 given by
θ1 = x1 + i
√
1− x21, θ2 = x1 − i
√
1− x21. (10)
So xi is the half-trae, and the loal Bloh labelK for xed energy is obtained
from
cos(Kb) = x1(β, γ), 0 ≤ K ≤ π
b
. (11)
The values β : x1(β) = −1, 1 determine the two band edges respetively.
The lower diagonal element by d1(β) = 0 determines, ompare [12℄ and
what was explained above, the single bound state of the delta-potential at
δ = u
κ0
= 2. The variable λ1, related to the tunnel length, drops out of this
equation.
As M˜ is real, the eigenvetors an be hosen omplex onjugate. We nd
M˜1V = V Λ, (12)
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V =
[
p p
v v
]
Λ =
[
θ1 0
0 θ2
]
.
with
v
p
=
θ1 − a1
b1
=
−y1 + i
√
1− x21
b1
(13)
= δ−1
[
(1− λ−21 )−
1
2
δ(1 + λ−21 ) + 2iλ
−1
1
√
1− x21
]
.
With the help of the matrix V we pass to the Bloh system of solutions
dened by M(x)R˜V sine it obeys M(0)R˜V = R˜V, M(b)R˜V = R˜V Λ. In
line with eq. 12 we mark derivatives with respet to x with a prime and put
M1(x)R˜V :=
[
Φ1 Φ2
Φ′1 Φ
′
2
]
, (14)
Φ2 = Φ1,
and obtain for 0 < x < b from eqs. 12,13,14 the Bloh state
Φ1(x) :=
p√
2κ
[
exp(−κx) + δ−1
[
(1− λ−21 )−
1
2
δ(1 + λ−21 ) + 2iλ
−1
1
√
1− x21
]
exp(κx)
]
.
(15)
To normalize the urrent density to the value
eh¯
2m
it sues to hoose det(V ) =
pv − vp = −i whih together with eq. 13 yields
pp =
δλ1
4
√
1− x21
, p = i
1
2
√√√√ δλ1√
1− x21
, (16)
where we have hosen a partiular phase for p so that p = −p. The two
Bloh states obey the bilinear relation
(−i)(ΦlΦ′j − Φ′lΦj) = (−1)l+1δlj . (17)
whih an be used to dene a salar produt for Bloh states:
4Def : To any pair Φ1,Φ2 of omplex solutions of the Shrödinger equation
we an assoiate an indenite hermitian salar produt 〈Φ1,Φ2〉 by the left-
hand side of eq. 17.
The relation between the Bloh states and the exponential states M1(x)R˜ is
given from eqs. 12 and 14 by[
ψ1 ψ2
ψ′1 ψ
′
2
]
:= M1(x)R˜ = (M1(x)R˜V ) V
−1
(18)
=
[
Φ1 Φ2
Φ′1 Φ
′
2
]
i
[
v −p
−v p
]
11
A partiular ase arises if we hoose the bound state energy E = − h¯2
2m
κ20
and onstrut the Bloh states eq. 14 for κ = κ0, δ = 2. This bound state
must inrease exponentially in the unit ell towards the delta-potential and
is given from eqs. 15, 16 and 18 for 0 < x < b by
ψ2(x) = −1
2
√√√√ 2λ1√
1− λ−21
(Φ1(x) + Φ2(x)). (19)
whih diers from the expression given in [12℄ eq.(22) in the phase for the
Bloh states and due to the new sequene of tunnel and potential. A natural
real unbound ompanion of this bound state from eq. 18 is
ψ1(x) = i(Φ1(x)v − Φ2(x)v), (20)
beause it an be easily be shown that the salar produt eq. 17 for these
two real states yields the Wronskian
ψ1ψ
′
2 − ψ′1ψ2 = 1. (21)
Here we wish to omment on the method of orthogonalized plane waves
OPW in whih Bloh states are required to be orthogonal to ertain bound
states [2℄ p.206-208. We doubt that this requirement an be handled with the
standard integral salar produt in Hilbert spae, or with a salar produt
that involves only integration over the unit ell: The rst integration does not
apply without qualiation to unbound states, and the seond one introdues
terms at the boundary of the unit ell.
2.3 The string Sn.
Now we pass from the string S by n-fold repetition to the string Sn with the
transfer matrix M˜n1 . This power of M˜1 an be written as
M˜n1 = V Λ
nV −1. (22)
Expliitly the four matrix elements from eqs. 12, 13, 14 are
an = a(M˜
n
1 ) = cos(nKb) + y1
sin(nKb)
sin(Kb)
, (23)
dn = d(M˜
n
1 ) = cos(nKb)− y1
sin(nKb)
sin(Kb)
,
bn = b(M˜
n
1 ) =
1
2
λ1δ
sin(nKb)
sin(Kb)
,
cn = c(M˜
n
1 ) = −
1
2
λ−11 δ
sin(nKb)
sin(Kb)
.
with y1 taken from M˜1 in eq. 7.
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2.4 Rational Bloh labels.
Consider the transfer matrix eqs. 22, 23 for the unit ell. For xed integer
n > 0 at the points
nKb = µπ, µ = 0,±1, . . . ,±(n− 1),±n (24)
it beomes M˜n1 = (−1)ne. For any suh Bloh label it follows that the Bloh
states have the period 2nb with symmetry group C2n. We an relate these
states to a hain of n atoms by imposing as boundary onditions the fator
(−1)n = ±1 for even and odd n respetively on the interval nb. Moreover
the Bloh state for xed µ on the unit ell transforms aording to the rep-
resentation
Dµ = exp(iµ
2π
2n
) (25)
for the generator of order 2n of the yli group C2n.
There is degeneray as we have a real hamiltonian: For opposite signs of Kb
and µ we have pairs of Bloh states with equal energy, running to the left and
right respetively. The set of rational states for xed n yields a spetrum of
(in part) onjugate eigenstates. The energy inreases with |µ|. The rational
states are shown for n = 2, 3 in Figs. 5, 6.
With respet to C2n, eah eigenstate is haraterized by a real or by a pair
of omplex onjugate irreduible representations of C2n . All these rational
states our in the band and separate it into n partial bands haraterized
by
K ≥ 0 : µπ
nb
≤ K ≤ (µ+ 1)π
nb
, µ = 0, 1, . . . , (n− 1), n. (26)
and similar expressions for K ≤ 0.
2.5 Bound states and lusters of the string Sn.
The bound states of the nite string Sn are haraterized from eq. 23 by
d(M˜n1 ) = 0, (27)
tan(nKb) =
sin(Kb)
y1
.
The free string forms a luster with n atoms and hene at most n bound
states. We now ompare these bound states with the states of the (up to a
sign) periodi string of n atoms: In the interval between two suessive zeros
of tan(nKB) with nKb = µπ, (µ+ 1)π, whih orrespond to the rational K
labels assoiated with states of the periodi string, the value of tan(nKb)
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goes one to innity. The right-hand side of eq. 27 is a smooth funtion of
β exept at the point y1(β) = 0. The left and right-hand side of eq. 27 are
displayed for the ase n = 10 as funtions of β in Fig.4.
-4
-2
0
2
4
0.5 1 1.5 2 2.5 3
β
Fig.4: Left- and right-hand side of the binding eq. 27 on a string of length
10 for γ = 4 as a funtion of β.
On any interval between onseutive zeros of tan(nKb) there is preisely one
intersetion point of the left and the right-hand expression of eq. 27.
In terms of boundary onditions this implies that, in between the energies
of two onseutive rational values of Kb with periodi boundary onditions,
there is preisely one bound state of the n-atom luster. This state, termed a
deaying state in [12℄, is a single linear ombination of two degenerate Bloh
states on the interval of length nb and, when the n-atom string is ut out,
admits exponential deay to the right and to the left.
5Prop: Any set of rational Bloh labels eq. 24 separates the band into n
partial bands. Eah partial band ontains a single bound state of the free
n-atom string.
The relation between rational Bloh labels and bound states is shown in the
following Figs. 5,6.
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Figs. 5,6: The strings S2 and S3. In the superell analysis, two or three band
germs are glued together without gaps and overlaps. Eah band inludes a
single bound or deaying state. The horizontal oordinate is the potential
strength γ, the vertial oordinate the energy β. Notie the relation between
the onset of additional bound states and the subband edges.
Sine the rational labels K form a dense set of energies, we must also have
a dense set of bound or deaying state energies of free n-atom strings. Eah
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bound state oinides on a ell of length nb with a linear superposition of
two Bloh states at the same xed negative energy similar to ψ2 in eq. 19.
Eah one has a ompanion state of a form similar to ψ1 in eq. 20, and these
two states have a Wronskian as in eq. 21.
2.6 Partiipation number.
From the relation between n-atom lusters and periodi states we an assign
within a band a partiipation number n to the rational Bloh vetors of the
form K = µpi
nb
, eq. 24: This number determines the number n of atoms whih
partiipate in the Bloh states whose period up to a sign is nb, and at the
same time assigns n bound or deaying states of the luster. Small values of
n indiate states whih involve a few atoms and may be alled loalized with
respet to the lusters.
2.7 Superell interpretation.
An alternative interpretation of the results given above an be given in terms
of a superell sheme: We onsider the superell of length nb formed from
n enters. The orresponding Brillouin zones have the size 2π/(2bn). The
positive Bloh labels for the n bands in this sheme are obtained from eq. 26
as
0 ≤ K(n, µ) = K − µπ
nb
≤ π
nb
, (28)
µ = 0, 1, . . . , (n− 1), n
and similar expressions for K(n, µ) ≤ 0. With the new Bloh label K(n, µ),
these superbands are idential with the partial bands for the rational values
of K.
6Prop: The superbands for the superell of length nb are glued together
without gaps and overlaps and ll up the single band. Their Bloh states are
idential to those of the partial bands of the rational sheme. Within eah
superband there is inluded a single bound state. This bound state oinides
on the superell with a bound state of the free n-atom luster whih forms
the motive of the superell. The alternating pattern of bound and periodi
n-atom states illuminates the struture of the band.
2.8 Large n limit.
Now we onsider the limit n → ∞. The rational K-labels form a dense
set on the Brillouin zone. The length of the periodi hains and of the
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lusters inreases with the partiipation number. As the rational numbers
form a dense set on the Brillouin zone, we have pairs of Bloh states and
bound states near any value of K in the band. By piking rational values
of K haraterized by n, we selet a set of periodi states whih pairwise
enapsulate bound states of the nite string Sn.
From the equal spaing of the zeros of tan(nKb) with respet to the band
label K, and from the inlusion property for bound states there follows
7Prop: The density of bound and of Bloh states in the limit n → ∞ is a
onstant funtion of the Bloh label K. In this limit, the density of (bound)
states per unit energy interval fullls the well-known relation
dN
dE
∼ dK
dE
. (29)
Although this is a smooth funtion in the limit, its rational approximants
with large but nite n may look quite irregular as funtions of β.
3 Finite Quasiperiodi strings at negative en-
ergy.
As an example of a quasiperiodi system we shall take the well-known Fi-
bonai system: We maintain delta-potentials of equal strength for the atoms
but admit two dierent intervals S and L of length b and qb respetively. For
the proper Fibonai ase we hoose q = τ = 1
2
(1 +
√
5), but for omparison
with the periodi ase we also onsider the value q = 1.
The Fibonai system we dene algebraially by the reursive words Wm and
initial data in the alphabet 〈S, L〉,
Wm+1 := Wm−1Wm, W1 = S,W2 = L. (30)
The word Wm ontains fm letters, fm−1 letters S, and fm letters L. Here fm
are the integer Fibonai numbers dened by fm+1 = fm−1+fm, f1 = f2 = 1.
3.1 Preview: Energy gauge in Fibonai strings.
As an introdution we take from [12℄ the example of two strings S, L whih
represent the same attrative delta-potentials ombined with tunnels of length
b and τb respetively and then pass to the string SL. The energy gauges for
S and L both ontain the same bound state. The string SL has two bound
states but may have, depending on the tunnel length, two or one band germ.
In the rst ase there exists a region of negative energy where the single
17
strings admit band germs but the ombined string SL does not. This ase is
shematially represented in Fig.7.
S f(L) Lf(S) f(SL) SL
Fig.7: Fibonai strings: The string S to the left and its energy gauge f(S)
are as in Fig. 1. The string L in the middle has the same bound state within
the gauge f(L) of smaller width. The string SL to the right has two attrative
δ-potentials and hene the same bound states as S2 in Fig. 1. In ontrast
to S2, the string SL has two separate band germs. The orresponding two
parts of the energy gauge f(SL) omprise eah one bound state but blok
the energy of the single-atom bound state.
3.2 Substitional systems and their invariants.
The Fibonai system to be onsidered an be seen as a partiular ase of a
substitution system. We shall restrit our attention to substitutional systems
generated by automorphisms of the free group. For these algebrai onepts
in general we refer to [13℄ and follow in detail [10℄. Consider the free group
F2 with generators (alphabet) a1, a2. Its elements are all the words in the
generators and their inverses. An automorphism of F2 is dened as a map
ρ : a1, a2 → f1(a1, a2), f2(a1, a2) (31)
whih is algebraially invertible so that a1, a2 an be expressed in terms of
f1, f2.
Example: Consider the substitution a1, a2 → f1 = a2, f2 = a1a2. Its inverse
is given by a1 = f2f
−1
1 , a2 = f1. This substitution desribes in abstrat
terms the Fibonai systems to be disussed below.
For any automorphism of F2 we have the general theorem
8Prop (Nielsen 1918): For ρ an automorphism of F2, the ommutator
K(a1, a2) := a1a2a−11 a−12 obeys
ρ(K) = wK±1w−1 (32)
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with w ∈ F2.
Example: For the Fibonai automorphism one nds
ρ(K) = K−1 (33)
From this abstrat algebrai set-up we an pass to matrix systems by rst
mapping the generators a1, a2 to two elements of a matrix group like SL(2, R)
for the transfer matries and then performing the automorphism ρ indued on
the matrix group. For ertain lasses of suh indued automorphisms, one
an obtain the (half-) traes of the images diretly from the (half-) traes
of the generators. This question is studied in the theory of trae maps for
whih we refer to Peyrière [16℄. The Fibonai automorphism and related
systems belong to this lass [10℄. The Nielsen theorem in onnetion with
the indued automorphisms now provides one or more invariants of indued
automorphisms: Consider the indued ommutator K on the matrix group
SL(2, R) and take its trae. Under the Fibonai automorphism the om-
mutator as a matrix is transformed into its inverse. Sine all matries are
unimodular, we get on the matrix group
tr(ρ(K)) = tr(K−1) = tr(K) (34)
9Prop: The trae of the ommutator is an invariant under the Fibonai
substitution.
The ommutatorK(g1, g2) in a matrix group is a measure of the non-ommutativity.
In partiular if the two matries ommute, the half-trae eq. 34 must be 1.
Conversely if K equals the unit matrix, the elements g1, g2 ommute. We
shall ome bak to this property in later setions.
3.3 Reursive alulation of the transfer matrix.
To represent the Fibonai system by delta-potentials and the states by trans-
fer matries we dene
M˜(S) := M˜1, M˜(L) := M˜2. (35)
We represent the Fibonai string Wm+1 of eq. 30 by the transfer matrix
M˜m+1 = M˜m−1M˜m. (36)
The transfer matrix M˜2 has the same analyti form as M˜1 given in eq. 7
with the same variable δ and the same energy E but with the replaement
λ1 = exp(β)→ λ2 := exp(qβ). (37)
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Similar systems have been studied extensively in the literature, ompare
referenes given by Kohmoto [9℄ and in [3℄. Many of these studies used
a disrete version or examined the reursion numerially. In what follows
we shall use the reursive method to explore the analyti struture of the
Fibonai strings as funtions of the variables β, δ. We reall that M˜1, M˜2
eqs. 7, 35 are linear polynomials with respet to δ. From this property and
from eq. 36 we get immediately :
10Prop: The matrix elements of M˜m are polynomials of degree fm with
respet to the parameter δ, with oeients whih are funtions of β via the
expressions λ1, λ2.
For the nite Fibonai string we wish to study the matrix elements of the
transfer matrix M˜i and in partiular their ombinations xi, yi, di = (xi −
yi), sine they yield information on the eigenvalues and bound states. Two
methods are available for the omputation:
(i) We an use the full matrix reursion eq. 36, with the starting matries
M˜1, M˜2.
(ii) We an use reursion tehniques for the half-traes and the other matrix
elements, as was proposed in [10℄. From this referene we dedue the following
reursion equations for the ombinations of matrix elements:
[
am+1 bm+1
cm+1 dm+1
]
=
[
am + dm 0
0 am + dm
] [
am−1 bm−1
cm−1 dm−1
]
(38)
−
[
dm−2 −bm−2
−cm−2 am−2
]
,
xm+1 = 2xmxm−1 − xm−2,
ym+1 = 2xmym−1 + ym−2,
dm+1 = xm+1 − ym+1.
To start these reursive relations we need the matries M˜1, M˜2 given from
eqs. 7, 35 and ompute M˜3 from
M˜3 = M˜1M˜2 : (39)
a3 = λ
−1
1 λ
−1
2 (1 +
1
2
δ)2 − 1
4
λ1λ
−1
2 δ
2,
b3 =
1
2
λ−11 λ2δ(1 +
1
2
δ) +
1
2
λ1λ
−1
2 δ(1−
1
2
δ)
c3 = −1
2
λ−11 λ
−1
2 δ(1 +
1
2
δ)− 1
2
λ1λ
−1
2 δ(1−
1
2
δ)
d3 = λ1λ2(1− 1
2
δ)2 − 1
4
λ−11 λ2δ
2.
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These matrix elements are polynomials of degree 2 in the variable δ as ex-
peted. The half-traes xm form a reursive system by themselves. This is
the well-known Fibonai trae map.
11Prop: By use of the reursive relations eq. 38 we an onstrut algebrai
polynomial expressions of degree fm for the half-trae xm(β, δ) and for the
matrix element dm(β, δ), whih we all the band polynomial and the bound
polynomial respetively. The edges of the band germs for the Fibonai string
Wm are given by the fm roots of the band polynomial equations
xm(β, δ) = ±1, (40)
while the bound states are given as the fm roots of the bound polynomial
equations
dm(β, δ) = 0. (41)
The fm roots of the polynomials eq. 40 are real sine they represent speial
half-traes of real matries. The fm roots of the polynomial eq. 41 are real
for suient strength of the delta-potential sine then we must get fm bound
states.
For low values of m the roots of the polynomials an be obtained in losed
algebrai form.
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Figs 8-11: Band germs and bound or deaying states as funtions of γ hor-
izontal and β vertial for Fibonai strings of 3-6 atoms. The bound states
are not always inside the band germs. The band germs whih were glued in
the periodi string are now all separated.The number of band germs inreases
proportional to the number of atoms.
In Figs. 8-11 we use the roots of eqs. 40, 41 to plot for the rst 6 Fibonai
strings the edges of band germs and the bound states as funtions of β,
negative vertial oordinate, and γ, horizontal oordinate . For eah value of
m, we ompare the periodi ase q = 1 with the quasiperiodi ase q = τ .
For the value q = 1 we are bak at periodi ases and would obtain glued
systems of 2, 3, 5, 8 superband germs respetively in a way similar to Figs.
5,6. These superband germs enapsulate the bound states of the free lusters.
For the Fibonai ase q = τ there appears a system of fm band germs, for
any value of γ separated by gaps. The bound states for higher values of γ are
enapsulated within these band germs. For large xed values of γ the band
germs beome narrow and form a triple of subsets. The latter feature may be
related to the ourrene of isolated 2-atom lusters at the short distane b in
the Fibonai strings. These may be onsidered as examples of motive lus-
ters disussed in setion 1. The loally symmetri or antisymmetri hybrid
states of these lusters an be related to the lowest and highest subset.
Figs. 8-11 also demonstrate how the quasiperiodi system develops under
the Fibonai reursion or ination. If one looks for xed strength γ at
the interhange of bands and gaps, one observes a permanent hange of the
density of states (DOS). In an approximant omputation of this quasirystal
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one would stop at a ertain length and obtain the DOS from the band germ
analysis of the orresponding string. In view of the present examples it is
hard to believe that this method desribes the real DOS of the quasirystal.
In a periodi potential we get a nite number of bands at least at negative
energy whih an enompass a number of eletron states proportional to the
number of atoms. In the Fibonai strings notie that, in marked ontrast to
the periodi ase, when extending the Fibonai string the number of band
germs whih enapsulate bound states inreases proportional to the number
of delta-potentials, i.e. proportional to the number n of atoms, eah with one
eletron, in the model. If this is so, then the DOS annot be omputed from
the gap and band germ struture of the string. As we have only n eletrons,
it makes no sense to distribute them into a system of n bands. We onlude
that in approximant omputations of the DOS one should keep trak of the
number of bands in relation to the system size. Otherwise the onlusions
on the DOS in the proper quasiperiodi system are doubtful.
Now we turn to the signiane of the onserved quantity related to the trae
of the ommutator. This trae is related to the invariant I onsidered in [9℄
and [3℄ by
1
2
tr(K) = 2I + 1. (42)
If the ommutator beomes the 2 × 2 unit matrix we get I = 0. In [12℄ we
omputed the ommutator for the present Fibonai system with the result
1
2
tr(K) = 1 + 1
2
(
u
κ
)2(sinh(κ(τ − 1)b)2 (43)
This expression is always larger than 1. It implies that in the negative energy
tight binding senario the two transfer matries never ommute. A dierent
result will appear for positive energy and sattering.
4 Periodi strings at positive energy.
We turn to eletron states at positive energy. To this end we use the analyti
ontinuation from the variable κ to the variable k dened by
κ→ −ik. (44)
For the energy we have now E = h¯
2
2m
k2 ≥ 0. For the variables β, δ we shall
use
β → −iβ, δ → iδ. (45)
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So we maintain the symbol β as a real variable in what follows. We shall
plot the positive energy range E = h¯
2
2mb2
β2 at negative values of the new real
parameter β. Inserting the analyti ontinuation into the transfer matrix M˜1
eq. 7 we nd
x1 = cos(β)− 1
2
δ sin(β), (46)
y1 = i sin(β) + i
1
2
δ cos(β),
λ1 = exp(−iβ) = exp(−ikb).
Similar expressions apply for M˜2.
4.1 The S-matrix.
The transfer matrix of a nite string an be rationally related to the sat-
tering matrix S. For this purpose we shall use the transfer matrix in a form
similar to eq. 5 whih orresponds to exponential funtions. The analyti
ontinuation eqs. 44,45 is made both inM(x) and with the matrix R := 1√
i
R˜
used instead of R˜. We redene for positive energy
M˜(x) := R−1M(x)R. (47)
The negative energy tunnels with M˜ given by eq. 6 beome positive energy
hannels. The new fundamental system of solutions is
M(x)R =
√
1
2k
[
exp(ikx) exp(−ikx)
ik exp(ikx) −ik exp(−ikx)
]
. (48)
and onsists of free plane waves running to the left and right respetively.
The transfer matrix in the hannels beomes
M˜(x) := R−1M(x)R (49)
=
[
exp(ikx) 0
0 exp(−ikx)
]
.
Consider now a nite string of length h with transfer matrix M˜ and with free
hannels on the left and right respetively. Denote the amplitudes on the left
and right of the string by l+, l− and r+, r− respetively. These amplitudes
are related by [
r+
r−
]
=
[
a b
c d
] [
l+
l−
]
. (50)
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The elements of the sattering matrix are now determined by the ratio of
amplitudes under ertain boundary onditions and by phase fators whih
aount for the length h of the string. For sattering from the left we obtain
r− = cl+ + dl− = 0, (51)
S++ =
r+
l+
exp(−ikh)
= d−1 exp(−ikh),
S−+ =
l−
l+
= −d−1c.
For sattering from the right we get
l+ = dr+ − br− = 0, (52)
S−− =
l−
r−
exp(−ikh)
= −d−1 exp(−ikh),
S+− =
r+
r−
exp(−2ikh)
= −d−1b exp(−2ikh).
Here S++ and S−+ are the amplitudes of forward and of bakward sattering
respetively. These expressions are given and disussed in [10℄ eqs.(50-54).
12Prop: The sattering matrix S has elements whih are rational expres-
sions in the transfer matrix M˜ . The full sattering matrix beomes
S :=
[
S++ S+−
S−+ S−−
]
(53)
=
[
d−1 exp(−ikh) d−1b exp(−2ikh)
−d−1c d−1 exp(−ikh)
]
.
The exponential fators arise by requiring that for the free transfer matrix on
the string of length h we must have S = 1. The expression for the S-matrix
in terms of the transfer matrix is non-linear but rational. We must ompute
S from the transfer matrix of the full string, or otherwise evaluate all the
baksattering eets from the omponents of the string. The unitarity of the
S-matrix and its transformation under time reversal follow from properties
of the transfer matrix [10℄.
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Consider now the analyti ontinuation eq. 44 in the inverse form
k → iκ, κ ≥ 0. (54)
From inspetion of eq. 53 under this analyti ontinuation we nd
13Prop: The poles of the sattering matrix eq. 53 on the positive imaginary
k-axis are given by d(κ) = 0. These poles determine the bound states of the
system, fully in line with the analysis given in eq. 41.
4.2 The S-matrix for the periodi string Sn.
Again we onsider a range of positive energy suh that |x1| ≤ 1. This range
may be alled a band germ although it annot orrespond to bound states of
the system. In this range we an nd the eigenvalues and eigenstates of M˜1
by analyti ontinuation of the expressions eqs. 8, 9 . For the periodi string
Sn with the transfer matrix M˜n1 we nd the same expressions as in eq. 23,
but with y1 and λ1 now taken from M˜1 in eq. 46. We shall again introdue
a band label K by
cos(Kb) = x1 = cos(β)− 1
2
δ sin(β). (55)
Consider rst the bakward sattering determined from eq. 53 by cn and dn.
The matrix element cn osillates rapidly with large n. We obtain maximum
baksattering at the disrete values of the K-label
Kb = µπ, µ = 0,±1, (56)
cn = −i1
2
λ−11 (−1)µ(n−1)nδ,
dn = (−1)µn(1− ny1(−1)µ),
exp(−ikh) = exp(−inkb).
From
cos(µπ) = (−1)µ, (57)
these maxima orrespond to the edges of the positive energy band germs and
beome sharper with inreasing n.
A high-energy limit is obtained for β = kb ≫ 1. With δ = γ/β, eq. 55
enfores
β = kb = Kb+ ν2π + ǫ. (58)
Together with eq. 56, this equation yields disrete values of k on the points
of the reiproal lattie.
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14Prop: For large n and suiently high energy, the baksattering ampli-
tude takes its non-vanishing values on the points of the reiproal lattie.
To lowest order in ǫ we nd
x1 = (−1)µ, (59)
y1 = i(−1)µ1
2
δ,
dn = (−1)µn(1− i1
2
nδ).
In the high-energy limit we then get from eq. 53 at the band edges
S++ =
1
1− i1
2
nδ
, (60)
S−+ =
i1
2
nδ
1− i1
2
nδ
.
The limits n → ∞ and of large energy should be distinguished from one
another. In the limit n → ∞ the absolute value of the bakward sattering
amplitude approahes its maximum |S−+| = 1 allowed by unitarity, while the
forward sattering amplitude goes to zero.
5 Quasiperiodi strings at positive energy.
The analyti ontinuation of the transfer matrix works for the Fibonai
strings. We simply must start the string with the analyti ontinuation of
the starting matries M˜1, M˜2 as given for M˜1 in eq.46. Then we an apply the
reursion tehnique of eq. 38 to nd an algebrai expression for the transfer
matrix of the Fibonai string Wm.
5.1 The Fibonai-atlas.
In priniple we an onstrut the elements of the transfer matrix as poly-
nomials of degree fm with respet to δ for any order m. We obtain the
orresponding S-matrix from the relations eq. 53. In general it will be hard
to obtain in this way losed limiting expressions as was possible in the peri-
odi ase. Nevertheless there are partiular regions where losed expressions
an be derived. We illustrate these regions in Fig.12 by plotting the band
germs of both transfer matries M˜1, M˜2 for q = τ as funtions of the variables
β, γ in the range β ≥ 0, γ > 0, γ < 0. This plot we all the Fibonai-atlas.
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Fig.12: Fibonai atlas: Band germs of the transfer matries M˜1, M˜2 for
positive and negative energy as funtions of the energy variable β and the
strength variable γ. Upper band edges drawn as full lines, lower band edges
as dashed lines, heavy lines for the matrix M˜2. The two weak horizontal
dotted lines mark values β(p) where the two transfer matries ommute and
give rise to extended states.
Consider again the ommutator K of the two transfer matries. We must
insert the analyti ontinuation to positive energy and obtain from eq. 43
1
2
tr(K) = 1 +
1
2
(
u
k
)2(sin(k(τ − 1)b)2 (61)
This expressions shows that there are periodi points where the half-trae
beomes 1 and the invariant beomes I = 0. These points are given by
β(p) = τpπ, p = 0, 1, . . . . (62)
Moreover it was shown in [3℄ that the deviations I − 1 at these points starts
quadratially with (β−β(p)). The values β(p) are marked by dotted horizon-
tal lines in Fig.12. If a line of this type intersets, depending on γ, with over-
lapping band germs for both transfer matries, we obtain from λ2 = (−1)pλ1
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their proportionality,
M˜2 = (−1)pM˜1. (63)
15Prop: At the values eq. 61, the two transfer matries M˜1, M˜2 ommute
and are even proportional to one another.
More preisely we require three onditions at these speial points: The half-
traes of both transfer matries should be smaller than 1, and the ommuta-
tor should beome the unit matrix. These onditions are ontrolled by the
Fibonai atlas Fig. 12: Consider a dotted horizontal line orresponding to
ommuting transfer matries. For not too large values of γ, it runs inside
overlaps of the two band germs whih imply that both |x1| ≤ 1, |x2| ≤ 1.
Outside this region, that is outside the points marked by irles in Fig. 12,
we still have ommuting transfer matries, but their individual half-traes
are larger than 1. It follows from algebrai properties of the group SU(1, 1)
given in [10℄ that a vanishing ommutator implies group elements of the same
lass type.
We an now see the advantage of the present algebrai and polynomial ap-
proah ompared to numerial studies of the trae systems: For example in
[3℄ the points eq. 62 were explored numerially and for xed values of a
strength γ < 0, orresponding to repulsive delta-potentials. The Fibonai-
atlas of Fig.12 now yields from losed algebrai expressions a full view on
the regions of ommutativity for all positive and negative values of γ and
positive energy.
In a neighbourhood of suh a ommutative point we get, using the ommu-
tativity, for the full Fibonai string Wm the transfer matrix
M˜m = (−1)pfm−1M˜fm1 . (64)
This transfer matrix agrees up to a fator with the transfer matrix of a
periodi string of fm delta-potentials with the spaing b. It follows that the
S-matrix of the Fibonai strings near these points has the form and limiting
values disussed in setion 4.2.
16Prop: In the neighbourhood of the disrete positive energies orrespond-
ing to eq. 62, the transfer and S-matrix of the Fibonai system are equiva-
lent to those of a periodi string of length fmb.
Some are is required beause β(p) in eq. 62 is not rational whereas for the
periodi ase we used the disrete labels Kb and β = kb. Note however that
the value β(p) for p = fl and not too small values of l is well approximated
by the integral multiple β = fl+1π of π.
Finally in Fig. 13 we give the real wave funtion of an eletron travelling at
positive energy through a Fibonai string of attrative delta potentials. The
energy is tuned to a ommutative value. At eah passage through a delta
potential, the derivative of the wave funtion jumps by a nite value.
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Fig. 13: Eletron state propagating through a Fibonai string of attrative
delta-potentials at a positive energy where the transfer matries ommute.
6 Conlusion.
Our study of a very simple 1D eletron system has demonstrated most of
the points stated in general terms in the introdution, setion 1. The loal
boundary onditions were implemented and related. The negative and pos-
itive energy senarios showed dierent behaviour. At negative energy, the
bound states have a lear relation to the Bloh states. In going from peri-
odi to quasiperiodi strings, the glued and gap-less systems of superbands
open gaps and split into subbands whih enapsulate bound states. Motive
lusters appear in the bound state energy. With inreasing length of the Fi-
bonai string, the subband struture hanges in a non-trivial fashion, with
a number of subbands proportional to the number of atoms, and so puts
question marks to approximant alulations. At positive energy, the band
edges in periodi strings are related to maxima of sattering amplitudes. For
quasiperiodi Fibonai strings we gave losed algebrai expressions. At pos-
itive energies related by a period wrt. k, the transfer matries ommute and
give rise to maxima in the sattering amplitudes.
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