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1. Introduction
The braid group Bn is defined by E. Artin, 1926 in [3] as follows:
Bn = 〈(σi)
n−1
i=1 | σiσi+1σi = σi+1σiσi+1, σiσj = σiσj , | i− j | ≥ 2〉. (1.1)
In 1936 W. Burau introduced [11] the family of representations of the braid
group Bn as the deformation of the standard representation of the symmetric
group Sn (see (2.1)). The Burau representation for n = 2, 3 has been known
to be faithful for some time. Indeed, in 1969 Magnus and Peluso [23] showed
that the Burau and Gasner representations are faithful for n = 2, 3. See also
J. Birman [9, Theorem 3.15]. Moody [24] in 1991 showed that the Burau
representation is not faithful for n ≥ 9; this result was improved to n ≥ 6 by
Long and Paton in 1992, [22]. The non-faithfulness for n = 5 was shown by
Bigelow in 1999, [5]. The faithfulness of the Burau representation for n = 4
is an open problem.
In 1990 R. Lawrence [21] have constructed two-parameter family of rep-
resentation of the braid group Bn, using the homological methods. In 2000
D. Krammer [19] using completely algebraic methods have constructed the
same representations and showed that this representation is faithful for B4.
One year later, in 2001, S. Bigelow showed that the Lawrence-Krammer rep-
resentation is faithful for all Bn. Next year, D. Krammer [20] proved the
same result by a different method.
The Burau representation appears as a summand of the Jones represen-
tation [14], and for n = 4, the faithfulness of the Burau representation is
equivalent to that of the Jones representation, which on the other hand is
related to the question of whether or not the Jones polynomial is an unknot
detector [8].
In [13] Jackson and Kerler established an isomorphism between Lawrence-
Krammer representation and the submodule of the R-matrix representations
on V ⊗n for the generic Verma module V of the quantum group Uq(sl2).
From [13]: “In [33] Zinno manages to find a different identification of the
Lawrence-Krammer representation with a quantum algebraic object, namely
the quotient of the Birman-Wenzl-Murakami algebra similarly defined over
Z[q±, t±]. This representation can, by [30], be understood as the one aris-
ing from the quantum orthogonal groups Uζ(so(k + 1)) acting on the n-fold
tensor product of the fundamental representation.” See [10, n 4.6, p.71] for
more details about connections between the Lawrence-Krammer and other
representations of braid groups.
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2. Connection between the Lawrence–Krammer and the Burau
representations
2.1. The Burau representation
The Burau representation ρ : Bn → GLn(Z[t, t
−1]) is defined for a non-
zero complex number t by
σi 7→ Ii−1 ⊕ (
1−t t
1 0 )⊕ In−i−1 (2.1)
where 1 − t is the (i, i) entry. For t = 1 this is the standard representa-
tion of the symmetric group Sn interchanging by matrix ( 0 11 0 ) two neighbors
basic elements ei and ei+1 in the space C
n. The vector e = e1 + · · · + en
is invariant, therefore the representation ρ splits into 1-dimensional and an
n−1−dimensional irreducible representations, known as the reduced Burau
representation ρ
(t)
n : Bn → GLn−1(Z[t, t
−1])
σ1 7→
(
−t 0
−1 1
)
⊕ In−3, σn−1 7→ In−3 ⊕
(
1 −t
0 −t
)
, (2.2)
σi 7→ Ii−2 ⊕
(
1 −t 0
0 −t 0
0 −1 1
)
⊕ In−i−2, 2 ≤ i ≤ n− 2. (2.3)
We use the following equivalent form of the reduced Burau representation
ρ
(t)
n : Bn 7→ GLn−1(Z[t, t
−1]), compare with (2.2) and (2.3):
σ1 7→ (
−t t
0 1 )⊕ In−3, σn−1 7→ In−3 ⊕ (
1 0
1 −t ) , (2.4)
σi 7→ Ii−2 ⊕
(
1 0 0
1 −t t
0 0 1
)
⊕ In−i−2, 2 ≤ i ≤ n− 2. (2.5)
2.2. The Burau representation of B∞
Define the group B∞ as follows
B∞ = 〈(σi)i∈Z | σiσi+1σi = σi+1σiσi+1, i ∈ Z, σiσj = σiσj , | i− j | ≥ 2〉.
(2.6)
Consider a complex Hilbert space
H = l2(Z) = {x = (xk)k∈Z | ‖x‖
2 =
∑
k∈Z
|xk|
2 <∞} (2.7)
with its standard orthonormal basis e = (ek)k∈Z defined by ek = (δk,n)n∈Z.
Define the reduced Burau representation of the group B∞ in the space H as
follows
σi 7→ bi,∞ = I∞ ⊕
(
1 0 0
1 −t t
0 0 1
)
⊕ I∞, i ∈ Z, (2.8)
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where −t is the (i, i) entry. It is clear that bi+1,∞ is obtained from bi,∞ by
shifting the basis e : en → en+1. More precisely, if we denote by J the unitry
operator on l2(Z) defined as follows: Jen = en+1, n ∈ Z we get
Jbi,∞J
−1 = bi+1,∞. (2.9)
Next, denote by Pn the orthogonal projector of H on the subspace Hn gen-
erated by the first n vectors, i.e., Hn = 〈ek | 1 ≤ k ≤ n〉. Then we get
Pnbk,∞Pn = ρ
(t)
n+1(σk), 1 ≤ k ≤ n. (2.10)
Denote by Jn the unitary operator on Hn defined as follows
Jnek = ek+1, 1 ≤ k ≤ n− 1, Jnen = e1, (2.11)
and by in the natural embedding of GL(n − 1,C) into GL(n,C) defined as
follows:
GL(n− 1,C) ∋ x→ in(x) = x+ Enn ∈ GL(n,C). (2.12)
Then we get
Jnin(ρ
(t)
n (σk))J
−1
n = ρ
(t)
n+1(σk), 2 ≤ k ≤ n. (2.13)
2.3. The Krammer representation of the braid group Bn, different notations
The Lawrence-Krammer representation K
(t,q)
n of the Braid group Bn was
introduced by Lawrence in [21] and studied by Krammer in [19, 20] and
Bigelow in [6, 7]. To give formulas, we follow Bigelow [6] and the corrected
version in [7]. K
(t,q)
n is the following action of Bn on a free module V of rank
( n2 ) =
n!
2!(n−2)!
with basis {Fi,j : 1 ≤ i < j ≤ n}:
σi(Fj,k) =


Fj,k i 6∈ {j − 1, j, k − 1, k},
qFi,k + q(q − 1)Fi,j + (1− q)Fj,k i = j − 1,
Fj+1,k i = j 6= k − 1,
qFj,i + (1− q)Fj,k + q(1− q)tFi,k i = k − 1 6= j,
Fj,k+1 i = k,
−tq2Fj,k i = j = k − 1.
(2.14)
From [7]: “This action is given in [19], except that Krammer’s −t is my t. It
is also in [6], but with a sign error. The name “Krammer representation” was
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chosen because Krammer seems to have initially found this independently of
Lawrence and without any use of homology”.
We would like to change notations and define the Krammer representation
k
(t,q)
n as follows:
σi(Fj,k) =


Fj,k i 6∈ {j − 1, j, k − 1, k},
tFi,k + t(t− 1)Fi,j + (1− t)Fj,k i = j − 1,
Fj+1,k i = j 6= k − 1,
tFj,i + (1− t)Fj,k + t(t− 1)qFi,k i = k − 1 6= j,
Fj,k+1 i = k,
qt2Fj,k i = j = k − 1.
(2.15)
Connection between two representations is as follows:
K(−q,t)n (σr) = k
(t,q)
n (σr), 1 ≤ r ≤ n− 1. (2.16)
We think that this choice of the parameters reflects better the situation
since, historically Burau used parameter t, and q, in our notations, is really
a parameter of quantization (see (2.24)).
2.4. Construction of the braid group representations Bn+1 via representations
of the Lie algebra gln
We can generalize the reduced Burau representation of Bn just observing
(see [17]) that ρ
(t)
n is a product of several exp′ s of an appropriate Serre
generators of the natural (or fundamental ) representation of the Lie algebra
sln (in fact of gln ) see (2.23). To be more precise, we show that the reduced
Burau representation for B3
σ1 7→ (
−t t
0 1 ) , σ2 7→ (
1 0
1 −t ) , (2.17)
can be rewritten as follows:
σ1 7→ (
−t t
0 1 ) = (
−t 0
0 1 ) (
1 −1
0 1 ) = exp(sE11) exp(−E12), (2.18)
σ2 7→ (
1 0
1 −t ) = (
1 0
1 1 ) (
1 0
0 −t ) = exp(E21) exp(sE22), (2.19)
where Ekn are matrix unities and s = ln(−t) for negative t.
For n = 4 the reduced Burau represenation is defined as follows:
ρ
(t)
4 : B4 → GL3(Z[t, t
−1]),
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σ1 7→
(
−t t 0
0 1 0
0 0 1
)
, σ2 7→
(
1 0 0
1 −t t
0 0 1
)
, σ3 7→
(
1 0 0
0 1 0
0 1 −t
)
, (2.20)
σ1 7→
(
−t t 0
0 1 0
0 0 1
)
=
(
−t 0 0
0 1 0
0 0 1
)(
1 −1 0
0 1 0
0 0 1
)
= exp(sE11) exp(−E12),
σ2 7→
(
1 0 0
1 −t t
0 0 1
)
=
(
1 0 0
1 1 0
0 0 1
)(
1 0 0
0 −t 0
0 0 1
)(
1 0 0
0 1 −1
0 0 1
)
= exp(E21) exp(sE22) exp(−E23),
σ3 7→
(
1 0 0
0 1 0
0 1 −t
)
=
(
1 0 0
0 1 0
0 1 1
)(
1 0 0
0 1 0
0 0 −t
)
= exp(E32) exp(sE33),
where s = ln(−t) when t < 0. Finally, we get
σ1 = exp(sE11) exp(−X1), σ2 = exp(Y1) exp(sE22) exp(−X2), (2.21)
σ3 = exp(Y2) exp(sE33). (2.22)
In the general case, the formulas are similar, see (2.23). Below we give the
Cartan matrix A corresponding to a Lie algebra sln and “the rule to obtain”
the right formulas, where Xk = Ekk+1, Yk = Ek+1k and Hk = Ekk−Ek+1,k+1,
1 ≤ k ≤ n− 1, are the Serre generators of sln:
A =

 2 −1 0 ... 0 0−1 2 −1 ... 0 00 −1 2 ... 0 0
...
0 0 0 ... 2 −1
0 0 0 ... −1 2

 ,


E11 −X1
Y1 E22 −X2
Y2 E33 −X3
Y3
...
−Xn−2
En−1,n−1 −Xn−1
Yn−1 Enn

 .
Lemma 2.1. Let pi : gln → End(V ) be an arbitrary representation of the
Lie algebra gln in the space V . Then the following formulas
ρπn+1(σ1) 7→ exp(spi(E11)) exp(−pi(X1)),
ρπn+1(σk) 7→ exp(pi(Yk−1) exp(spi(Ekk)) exp(−pi(Xk)),
ρπn+1(σn) 7→ exp(pi(Yn−1)) exp(spi(Enn))
(2.23)
gives us representation ρπn+1 : Bn+1 → GL(V ) of the braid group Bn+1 in the
space V . For pi being the natural representation of the Lie algebra sln we get
the reduced Burau representation ρ
(t)
n+1.
Proof. It is sufficient to use the fact that formulas (2.2) and (2.3) define
representation of the group Bn. 
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2.5. Connection between the Krammer and the reduced Burau representation
Theorem 2.2. The Krammer representation k
(t,q)
n defined by (2.15) is equiv-
alent with the quantization of the symmetric square of the reduced Burau
representation:
k(t,q)n =
[
S2(ρ(t)n )
]
q
. (2.24)
Proof. The spectrum of the reduced Burau representation is as follows:
Sp ρ
(t)
n (σk) = {−t, 1, . . . , 1
n−1 times
}. The spectrum of its symmetric square is:
SpS2(ρ(t)n (σk)) = {t
2,−t , . . . , −t,
n−2 times
1, . . . , 1
(n−1)(n−2)/2 times
}. (2.25)
In [26, Claim 5.8] (see also [27, Lemma 5]) the following fact is proved
Lemma 2.3. The spectrum of the Krammer representation k
(t,q)
n of the group
Bn, i.e., Sp(σ
K
1 ) is as follows:
Sp(σK1 ) = {qt
2,−t, . . . ,−t,
n−2 times
1, . . . , 1
(n−1)(n−2)/2 times
}. (2.26)
If we set q = 1 in (2.26) we get (2.25). Moreover, in [19, Proposition 3.2]
the following connection between the Krammer V module and the Burau W
module was proved:
Proposition 2.4. If t = 1 and 2 is invertible in R, then there is an isomor-
phism of Bn-modules V → S
2W (symmetric square of W ) given by vij 7→ w
2
ij
and, more generally, v(T ) 7→ w(T )2.
Remark 2.1. In fact, Krammer showed that the Lawrence-Krammer repre-
sentation is a deformation of the symmetric square of the Burau representa-
tion. We show more, i.e., that this deformation is in fact quantization.
2.6. Lie algebra sl2, its universal enveloping algebra U(sl2) and U(sl2)-modules
Recall that the Lie algebra sl2 is the Lie algebra of 2 × 2 real matrices
with trace equals to zero. The standard basis X, Y, H in a Lie algebra sl2 is
as follows:
X = ( 0 10 0 ) , Y = (
0 0
1 0 ) , H = (
1 0
0 −1 ) . (2.27)
This natural representations pi2 : sl2 → End(C
2) is called fundamental repre-
sentation of the Lie algebra sl2.
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All finite-dimensional U−module V being the highest weight module of
highest weight λ are of the following form (see Kassel, [15, Theorem V.4.4.])
ρ(n)(X)=Sn(pi2(X))=
(
0 n 0 ... 0
0 0 n−1 ... 0
...
0 0 0 ... 1
0 0 0 ... 0
)
, ρ(n)(Y )=Sn(pi2(Y ))=
(
0 0 ... 0 0
1 0 ... 0 0
0 2 ... 0 0
...
0 0 ... n 0
)
,
(2.28)
ρ(n)(H) = Sn(pi2(H)) =
(
n 0 ... 0 0
0 n−2 ... 0 0
...
... −n+2 0
0 0 ... 0 −n
)
, (2.29)
where λ = dim(V )− 1 ∈ N.
2.7. Pascal triangle and representations of B3 and Lie algebra sl2
The connection of the Pascal triangle with representations of B3 was
firstly noticed by Humphry in [12]. Set in (2.35) Λn = I and q = 1, then
σ1 7→ σ1(1, n), σ2 7→ σ2(1, n), where σ2(1, n) = (σ1(1, n)
−1)♯ (2.30)
is an irreducible representations of the group B3 in C
n+1. Here the Pascal
triangle denoted by σ1(1, n), for n− 1 ∈ N, is defined as follows:
σ1(1, 1) = ( 1 10 1 ) , σ1(1, 2) =
(
1 2 1
0 1 1
0 0 1
)
, σ1(1, 3) =
(
1 3 3 1
0 1 2 1
0 0 1 1
0 0 0 1
)
. (2.31)
Theorem 2.5. Let pi2 be the fundamental representation of sl2 then
σ1(1, n) = exp(ρ(X)) = exp(S
n(pi2(X))), (2.32)
σ2(1, n) = exp(ρ(−Y )) = exp(S
n(pi2(−Y ))), (2.33)
i.e., the Humphry representation of B3 in dimension n + 1 is the n
th sym-
metric power of the Burau representation ρ−13 .
2.8. q-Pascal triangle and representations of B3
We define the family of representations of the group B3 using q-Pascal
triangle [1]. For q ∈ C× := C \ {0} and a matrix
Λn = diag(λr)
n
r=0 such that λrλn−r = const (2.34)
set
σΛ1 (q, n) := σ1(q, n)D
♯
n(q)Λn, σ
Λ
2 (q, n) := Λ
♯
nDn(q)σ2(q, n), (2.35)
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Dn(q) = diag(qr)
n
r=0, qr = q
(r−1)r
2 . (2.36)
Here the central symmetry A 7→ A♯, for the matrix A ∈ Mat(n + 1,C),
A = (akm)0≤k,m≤n is defined as follows:
A♯ = (a♯km)0≤k,m≤n, a
♯
km = an−k,n−m, (2.37)
and σ1(q, n) is the q-Pascal triangle obtained from the Pascal triangle by
replacing natural numbers n by q-natural numbers (n)q (see (2.42)). More
precisely, define σ1(q, n) as follows σ1(q, n) = (σ1(q, n)km)0≤k,m≤n, where
σ1(q, n)km =
(
n−k
n−m
)
q
, 0 ≤ k,m ≤ n, (2.38)
σ2(q, n) := σ
−1
1 (q
−1, n)♯, (2.39)
(σ−11 (q
−1, n))♯km =
{
0, if 0 < k < m ≤ n
(−1)k+mq−1k−mC
m
k (q
−1), if 0 ≤ m ≤ k ≤ n
. (2.40)
Here the q-binomial coefficients or Gaussian polynomials are defined as
follows:
Ckn(q) := (
n
k )q :=
(n)!q
(k)!q(n− k)!q
, Ckn[q] := [
n
k ]q :=
[n]!q
[k]!q[n− k]!q
(2.41)
corresponding to two forms of q−natural numbers, defined by
(n)q :=
qn − 1
q − 1
, [n]q :=
qn − q−n
q − q−1
. (2.42)
Define q-Pochhammer symbol
(a; q)n =
n−1∏
k=0
(1− aqk) = (1− a)(1− aq)(1− aq2) · · · (1− aqn−1). (2.43)
We have (see [2])
(1 + x)kq := (−x; q)k =
k∑
r=0
qr(r−1)/2Crk(q)x
r =
k∑
r=0
qr(r−1)/2 ( kr )q x
r. (2.44)
Theorem 2.6 (Theorem 3 [1]). Formulas σ1 7→ σ
Λ
1 (q, n), σ2 7→ σ
Λ
2 (q, n)
(see (2.35)) define family of representation of the group B3 in dimension n+1.
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Remark 2.2. Let pi : B3 → GL(m,C) be a representation. Fix two matri-
ces Λ1, Λ2 ∈ GL(m,C) and define pi
Λ(σ1) = Λ1pi(σ1), pi
Λ(σ2) = pi(σ2)Λ2.
When piΛ is again a representation of B3? Under the additional conditions
Λ1Λ2 = cI, c ∈ C and Λ1 = diag(λk)
n
k=0 the criteria for pi
Λ to be representa-
tion is the following:
Λ1pi(σ1σ2σ1) = pi(σ1σ2σ1)Λ2. (2.45)
This implies condition (2.34), i.e., λrλn−r = c.
Theorem 2.7 ([28], [1]). All representations of the group B3 in dimension
≤ 5 are given by the formulas (2.35).
In dimension 2 we get for Λ1 = diag(λ0, λ1)
σΛ11 (q, 1) = (
1 1
0 1 )
(
λ0 0
0 λ1
)
, σΛ12 (q, 1) =
(
λ1 0
0 λ0
)
( 1 0−1 1 ) . (2.46)
In dimension 3, we get for Λ2 = diag(λ0, λ1, λ2) with λ0λ2 = λ
2
1
σΛ21 (q, 2) =
(
λ0q (1+q)λ1 λ2
0 λ1 λ2
0 0 λ2
)
, σΛ22 (q, 2) =
(
λ2 0 0
−λ1 λ1 0
λ0 −λ0(1+q) λ0q
)
. (2.47)
In dimension 4, we get for Λ3 = diag(λ0, λ1, λ2, λ3) with λ0λ3 = λ1λ2:
σΛ31 (q, 3) =
(
1 (1+q+q2) (1+q+q2) 1
0 1 (1+q) 1
0 0 1 1
0 0 0 1
)
D
♯
3(q)Λ3, (2.48)
σΛ2 (q, 3) = Λ
♯
3
(
1 0 0 0
−1 1 0 0
1 −(1+q) 1 0
−1 (1+q+q2) −(1+q+q2) 1
)
D4(q). (2.49)
In dimension 5, we get for Λ3 = diag(λr)
4
r=0 with λ0λ4 = λ1λ3 = λ
2
2:
σΛ1 (q, 4)=

1 (1+q)(1+q2) (1+q2)(1+q+q2) (1+q)(1+q2) 10 1 1+q+q2 1+q+q2 1
0 0 1 1+q 1
0 0 0 1 1
0 0 0 0 1

D♯4(q)Λ4, (2.50)
σΛ2 (q, 4) = Λ
♯
4

 1 0 0 0 0−1 1 0 0 01 −(1+q) 1 0 0
−1 (1+q+q2) −(1+q+q2) 1 0
1 −(1+q)(1+q2) (1+q2)(1+q+q2) −(1+q)(1+q2) 1

D4(q). (2.51)
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2.9. Quantization of the Pascal triangle
Remark 2.3. The folowing procedure of quantisation (“Quant”) is based
on the quantization of the Pascale triangle explained in [1] and [17], formulas
(10) and (11). To be more precise, we change the binomial coefficients ( nk )
of the Pascal triangle by q-binomial coefficients ( nk )q=
(n)!q
(k)!q(n−k)!q
.
Set Jn =
∑n
r=0Er,n−r and introduce representations T
Λn,q
3,n+1 of the braid group
B3 equivalent to (2.35) in dimension n + 1 as follows:
T
Λn,q,π2
3,n+1 (σr) = (σ
Λ
r (q, n))
♯ = Jnσ
Λ
r (q, n)J
−1
n , r = 1, 2. (2.52)
Remark 2.4. Using [29], see also [17, n7, n8], we conclude that all represen-
tation of B3 in dimension 2, 3, 4 and 5 are equivalent with the following ones,
where Λ1 = s diag(−t, 1) and s, t ∈ C
×:
T
Λ1,1,π2
32 (σ1)=s (
−t t
0 1 )=s(
−t 0
0 1 ) (
1 −1
0 1 ) , T
Λ1,1,π2
32 (σ2)=s(
1 0
1 −t )=s (
1 0
1 1 ) (
1 0
0 −t) .
(2.53)
All representation of B3 in dimension 3 are given by the following formulas,
where Λ2 = diag(st
2,−st, s) = sdiag(t2,−t, 1) and s, t, q ∈ C×:
T
Λ2,q,π2
33 (σ1) =s
(
t2q −t2(1+q) t2
0 −t t
0 0 1
)
=s
(
t2 0 0
0 −t 0
0 0 1
)(
1 −(1+q) 1
0 1 −1
0 0 1
)(
q 0 0
0 1 0
0 0 1
)
, (2.54)
T
Λ2,q,π2
33 (σ2) = s
( 1 0 0
1 −t 0
1 −t(1+q) t2q
)
= s
(
1 0 0
1 1 0
1 (1+q) 1
)(
1 0 0
0 1 0
0 0 q
)(
1 0 0
0 −t 0
0 0 t2
)
. (2.55)
Remark 2.5. If we are sufficiently attentive, we can recognize here the
Lawrence-Krammer representation of B3.
All representation of B3 in dimension 4 are given by the following formulas,
where Λ3 = sdiag (−t
3, ut2,−u−1t, t):
T
Λ3,q
34 (σ1) = Λ3
(
1 −(1+q+q2) (1+q+q2) −1
0 1 −(1+q) 1
0 0 1 −1
0 0 0 1
)
D
♯
3(q), (2.56)
T
Λ3,q
34 (σ2) =
(
1 0 0 0
1 0 0 0
1 (1+q) 1 0
1 (1+q+q2) (1+q+q2) 1
)
D3(q)Λ
♯
3. (2.57)
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For n = 5 we get
T
Λ4,q
35 (σ1) = Λ4

1 −(1+q)(1+q
2) (1+q2)(1+q+q2) −(1+q)(1+q2) −1
0 1 −(1+q+q2) (1+q+q2) −1
0 0 1 −(1+q) 1
0 0 0 1 −1
0 0 0 0 1

D♯4(q), (2.58)
σΛ2 (q, 4) =

1 0 0 0 01 1 0 0 01 (1+q) 1 0 0
1 (1+q+q2) (1+q+q2) 1 0
1 (1+q)(1+q2) (1+q2)(1+q+q2) (1+q)(1+q2) 1

D4(q)Λ♯4. (2.59)
The general formulas are
T
Λn,q
3,n+1(σ1)=ΛnD
♯
n(q)(σ
−1
1 (q
−1, n)), TΛn,q3,n+1(σ2)=(σ1(q, n))
♯Dn(q)Λ
♯
n. (2.60)
Remark 2.6. The irreducibility criteria for the representation (2.35) of B3
in dimensions n ≤ 5 were obtained in [28, 29].
Remark 2.7. For dimensions n ≥ 6 formulas (2.35) gives us some family of
representations of B3 but not all, see [29, Remark 2.11.3]. For more repre-
sentations of B3 see, e.g., Westbury, [32]. The question of the irreducibility
of representations (2.35) is open for n ≥ 6. Some sufficient conditions are
given in [1].
2.10. Symmetric basis in V ⊗ V
Let V be a linear space with the basis (ek)
n
k=1. The tensor product V ⊗V
is a linear space generated by the basis (ek ⊗ er)
n
k,r=1. The symmetric square
S2(V ) of the space V is a subspace of V ⊗V generated by one of the equivalent
symmetric basis e = (eskn)kn or v = (vkn)kn, defined as follows:
eskk = ek ⊗ ek, 1 ≤ k ≤ n, e
s
kr = ek ⊗ er + er ⊗ ek, 1 ≤ k < r ≤ n, (2.61)
vkr = (ek + · · ·+ er−1)⊗ (ek + · · ·+ er−1), 1 ≤ k < r ≤ n. (2.62)
We fix a lexicographic order on the set (k, r) with 1 ≤ k ≤ r ≤ n. Let an
operator A acts on a space V . Denote by A⊗A its tensor product on a space
V ⊗ V and by S2(A) its symmetric square.
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2.11. Proof of Theorem 2.2
We show that [S2(ρ
(t)
n )e]q, the quantization of the symmetric square S
2(ρ
(t)
n )
of the Burau representations ρ
(t)
n for the group Bn, calculated in the basis v,
coincide with the Lawrence-Krammer representation k
(t,q)
n in notations (2.15),
i.e., we show that
Cn[S
2(ρ(t)n (σr))e]qC
−1
n = k
(t,q)
n (σr), for 1 ≤ r ≤ n− 1, (2.63)
where Cn is the change-of-basis matrix from the basis e defined by (2.61) to
the basis v defined by (2.62) for the vector space S2(Cn−1).
The Burau representation ρ
(t)
3 for B3 on the space V = C
2 is as follows:
σ1 7→ (
−t t
0 1 ) , σ2 7→ (
1 0
1 −t ) . (2.64)
We fix the standard basis e = (ek)
n
k=1 in C
n, namely set
ek = (0, . . . , 0, 1, 0, . . . , 0), 1 ≤ k ≤ n. (2.65)
In the symmetric square S2(C2) the basis e and v are as follows:
es11 = e1 ⊗ e1, e
s
12 = e1 ⊗ e2 + e2 ⊗ e1, e
s
22 = e2 ⊗ e2, (2.66)
v12 = e1 ⊗ e1, v
s
13 = (e1 + e2)⊗ (e1 + e2), v23 = e2 ⊗ e2. (2.67)
The quantization of the symmetric square
[
S2(σk)
]
q
for k = 1, 2 of the
Burau representation ρ
(t)
3 have the following form in the basis e:
σ1 7→ (
−t 0
0 1 ) (
1 −1
0 1 )
Sym2
7→
(
t2 0 0
0 −t 0
0 0 1
)(
1 −2 1
0 1 −1
0 0 1
)
Quant
7→
(
t2 0 0
0 −t 0
0 0 1
)(
1 −(1+q) 1
0 1 −1
0 0 1
)(
q 0 0
0 1 0
0 0 1
)
=
(
t2q −t2(1+q) t2
0 −t t
0 0 1
)
. (2.68)
We denote
D1,2(q) = diag(q, 1, 1) and D2,2(q) = diag(1, 1, q). (2.69)
Similarly, we get
σ2 7→ ( 1 01 1 ) (
1 0
0 −t )
Sym2
7→
(
1 0 0
1 1 0
1 2 1
)(
1 0 0
0 −t 0
0 0 t2
)
Quant
7→
(
1 0 0
1 1 0
1 (1+q) q
)(
1 0 0
0 1 0
0 0 q
)(
1 0 0
0 −t 0
0 0 t2
)
=
( 1 0 0
1 −t 0
1 −t(1+q) t2q
)
. (2.70)
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Finally, we get
[S2(σ1)e]q :=
(
t2q −t2(1+q) t2
0 −t t
0 0 1
)
, [S2(σ2)e]q :=
( 1 0 0
1 −t 0
1 −t(1+q) t2q
)
. (2.71)
To enumerate the elements of basis e and v by the same set of indices, set
wij = vi,j−1. (2.72)
Since the basis e and w (hence v) are connected as follows:
es11 = w11
es12 = −w11 +w12 −w22
es22 = w22
,
w11 = es11
w12 = es11 +e
s
12 +e
s
22
w22 = es22
, (2.73)
the change-of-basis matrix C3 in the space S
2(C2) will be the following:
C3 =
(
1 −1 0
0 1 0
0 −1 1
)
, C−13 =
(
1 1 0
0 1 0
0 1 1
)
. (2.74)
We show that
C3[S
2(σ1)v]qC
−1
3 = k
(t,q)(σr), for r = 1, 2. (2.75)
Indeed, we have
[S2(σ1)v]q := C3
(
t2q −t2(1+q) t2
0 −t t
0 0 1
)
C−13 =
(
t2q 0 t(t−1)
0 0 t
0 1 1−t
)
, (2.76)
[S2(σ2)v]q := C3
( 1 0 0
1 −t 0
1 −t(1+q) t2q
)
C−13 =
( 0 t 0
1 1−t 0
0 qt(t−1) t2q
)
. (2.77)
This coincides with the Krammer representation k
(t,q)
3 for B3 in notations
(2.15):
k
(t,q)
3 (σ1) =
(
t2q 0 t(t−1)
0 0 t
0 1 1−t
)
, k
(t,q)
3 (σ2) =
( 0 t 0
1 1−t 0
0 qt(t−1) t2q
)
. (2.78)
The quantization of the symmetric square S2(ρ
(t)
n+1) of the Burau representa-
tions ρ
(t)
n+1 for the group Bn+1 will be defined as follows:
σ1 → [S
2(σ1)]q = S
2
(
exp(sE11)
)
[S2
(
exp(−E12)
)
]qD1,n(q), (2.79)
σn → [S
2
(
exp(En−1,n)
)
]qDn,n(q)S
2
(
exp(sEnn)
)
, (2.80)
σk → [S
2
(
exp(Ek,k−1
)
]qDk,n(q)S
2
(
exp(sEkk)
)
[S2
(
exp(−Ekk+1
)
]q, (2.81)
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where Dk,n(q) is defined for 1 ≤ r ≤ s ≤ n as follows:
Dk,n(q)e
s
r,s = qe
s
r,s for k = r = s, and Dk,n(q)e
s
r,s = e
s
r,s. (2.82)
The Burau representation ρ
(t)
4 for B4 is as follows:
σ1 7→
(
−t t 0
0 1 0
0 0 1
)
, σ2 7→
(
1 0 0
1 −t t
0 0 1
)
, σ3 7→
(
1 0 0
0 1 0
0 1 −t
)
. (2.83)
The symmetric square of the reduced Burau representation ρ
(t)
4 for B4 is as
follows (see (2.20) and (2.21)):
S2(σ1) 7→

 t2 0 0 0 0 00 −t 0 0 0 00 0 1 0 0 0
0 0 0 −t 0 0
0 0 0 0 1 0
0 0 0 0 0 1



 1 −2 1 0 0 00 1 −1 0 0 00 0 1 0 0 0
0 0 0 1 −1 0
0 0 0 0 1 0
0 0 0 0 0 1

 =

 t
2 −2t2 t2 0 0 0
0 −t t 0 0 0
0 0 1 0 0 0
0 0 0 −t t 0
0 0 0 0 1 0
0 0 0 0 0 1

 ,
S2(σ2)=
( 1 0 0 0 0 0
1 1 0 0 0 0
1 2 1 0 0 0
0 0 0 1 0 0
0 0 0 1 1 0
0 0 0 0 0 1
) 1 0 0 0 0 00 −t 0 0 0 00 0 t2 0 0 0
0 0 0 1 0 0
0 0 0 0 −t 0
0 0 0 0 0 1



 1 0 0 0 0 00 1 0 −1 0 00 0 1 0 −2 1
0 0 0 1 0 0
0 0 0 0 1 −1
0 0 0 0 0 1

=

 1 0 0 0 0 0t −t 0 −t 0 0t2 −2t2 t2 2t −2t 1
0 0 0 1 0 0
0 0 0 t −t 1
0 0 0 0 0 1

 ,
S2(σ3) 7→
( 1 0 0 0 0 0
0 1 0 0 0 0
0 0 1 0 0 0
0 1 0 1 0 0
0 0 1 0 1 0
0 0 1 0 2 1
) 1 0 0 0 0 00 1 0 0 0 00 0 1 0 0 00 0 0 −t 0 0
0 0 0 0 −t 0
0 0 0 0 0 t2

 =

 1 0 0 0 0 00 1 0 0 0 00 0 1 0 0 00 1 0 −t 0 0
0 0 1 0 −t 0
0 0 1 0 −2t t2

 .
Using formulas (2.79), (2.80) and (2.81) we get
S2(σ1)
Quant
7→

 t2 0 0 0 0 00 −t 0 0 0 00 0 1 0 0 0
0 0 0 −t 0 0
0 0 0 0 1 0
0 0 0 0 0 1



 q −(1+q) 1 0 0 00 1 −1 0 0 00 0 1 0 0 0
0 0 0 1 1 0
0 0 0 0 1 0
0 0 0 0 0 1

 =

 t
2q −t2(1+q) t2 0 0 0
0 −t t 0 0 0
0 0 1 0 0 0
0 0 0 −t t 0
0 0 0 0 1 0
0 0 0 0 0 1

 ,
S2(σ3)
Quant
7→

 1 0 0 0 0 00 1 0 0 0 00 0 1 0 0 0
0 1 0 1 0 0
0 0 1 0 1 0
0 0 1 0 (1+q) q



 1 0 0 0 0 00 1 0 0 0 00 0 1 0 0 00 0 0 −t 0 0
0 0 0 0 −t 0
0 0 0 0 0 t2

=

 1 0 0 0 0 00 1 0 0 0 00 0 1 0 0 00 1 0 −t 0 0
0 0 1 0 −t 0
0 0 1 0 −t(1+q) t2q

 .
S2(σ2)
Quant
7→

 1 0 0 0 0 01 1 0 0 0 01 1+q 1 0 0 0
0 0 0 1 0 0
0 0 0 1 1 0
0 0 0 0 0 1



 1 0 0 0 0 00 −t 0 0 0 00 0 qt2 0 0 0
0 0 0 1 0 0
0 0 0 0 −t 0
0 0 0 0 0 1



 1 0 0 0 0 00 1 0 −1 0 00 0 1 0 −(1+q) 1
0 0 0 1 0 0
0 0 0 0 1 −1
0 0 0 0 0 1

=

 1 0 0 0 0 01 −t 0 0 0 01 −t(1+q) qt2 0 0 0
0 0 0 1 0 0
0 0 0 1 −t 0
0 0 0 0 0 1



1 0 0 0 0 00 1 0 −1 0 00 0 1 0 −(1+q) 1
0 0 0 1 0 0
0 0 0 0 1 −1
0 0 0 0 0 1

=

1 0 0 0 0 01 −t 0 t 0 01 −t(1+q) t2q t(1+q) −t2(1+q) t2
0 0 0 1 0 0
0 0 0 1 −t t
0 0 0 0 0 1

.
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Finally, we get in the basis e:
[S2(σ1)e]q :=

 t
2q −t2(1+q) t2 0 0 0
0 −t t 0 0 0
0 0 1 0 0 0
0 0 0 −t t 0
0 0 0 0 1 0
0 0 0 0 0 1

 , [S2(σ3)e]q :=

 1 0 0 0 0 00 1 0 0 0 00 0 1 0 0 00 1 0 −t 0 0
0 0 1 0 −t 0
0 0 1 0 −t(1+q) t2q

 ,
(2.84)
[S2(σ2)e]q :=

 1 0 0 0 0 01 −t 0 t 0 01 −t(1+q) t2q t(1+q) −t2(1+q) t2
0 0 0 1 0 0
0 0 0 1 −t t
0 0 0 0 0 1

 . (2.85)
We rewrite (2.84) and (2.85) in the basis v and compare with the expres-
sions k
(t,q)
4 (σr), for r=1, 2, 3. As before, we keep the lexicographic order to
enumerate the elements of the basis e and w in S2(C3):
e = (es11, e
s
12, e
s
22, e
s
13, e
s
23, e
s
33), w = (w11, w12, w22, w13, w23, w33).
By Lemma 2.8, the change-of-basis matrices C4 and C
−1
4 in the space
S2(C4) are the following:
C4 =

 1 −1 0 0 0 00 1 0 −1 0 00 −1 1 1 −1 0
0 0 0 1 0 0
0 0 0 −1 1 0
0 0 0 0 −1 1

 , C−14 =
( 1 1 0 1 0 0
0 1 0 1 0 0
0 1 1 1 1 0
0 0 0 1 0 0
0 0 0 1 1 0
0 0 0 1 1 1
)
. (2.86)
We calculate [S2(σr)v]q = C4[S
2(σr)e]qC
−1
4 for r = 1, 2, 3. We have
[S2(σ1)v]q = C4

 t
2q −t(1+q) 1 0 0 0
0 −t 1 0 0 0
0 0 1 0 0 0
0 0 0 −t 1 0
0 0 0 0 1 0
0 0 0 0 0 1

C−14 =

 qt
2 0 t(t−1) 0 t(t−1) 0
0 0 t 0 0 0
0 1 1−t 0 0 0
0 0 0 0 t 0
0 0 0 1 1−t 0
0 0 0 0 0 1

 ,
[S2(σ2)v]q=C4

 1 0 0 0 0 0t −t 0 1 0 01 −t(1+q) t2q t(1+q) −t2(1+q) t2
0 0 0 1 0 0
0 0 0 t −t 1
0 0 0 0 0 1

C−14 =

0 t 0 0 0 01 1−t 0 0 0 00 qt(t−1) qt2 0 0 t(t−1)
0 0 0 1 0 0
0 0 0 0 0 t
0 0 0 0 1 1−t

 ,
[S2(σ3)v]q = C4

 1 0 0 0 0 00 1 0 0 0 00 0 1 0 0 00 t 0 −t 0 0
0 0 t 0 −t 0
0 0 t2 0 −t2(1+q) t2q

C−14 =

 1 0 0 0 0 00 0 0 t 0 00 0 0 0 t 00 1 0 1−t 0 0
0 0 1 0 1−t 0
0 0 0 qt(t−1)t qt(t−1) qt2

 .
This coincide with the Krammer representation k
(t,q)
4 (σr) for B4 in notations
(2.15):
k
(t,q)
4 (σ1) =

 qt
2 0 t(t−1) 0 t(t−1) 0
0 0 t 0 0 0
0 1 1−t 0 0 0
0 0 0 0 t 0
0 0 0 1 1−t 0
0 0 0 0 0 1

 , k(t,q)4 (σ2) =

 0 t 0 0 0 01 1−t 0 0 0 00 qt(1−t) qt2 0 0 t(t−1)
0 0 0 1 0 0
0 0 0 0 0 t
0 0 0 0 1 1−t

 ,
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k
(t,q)
4 (σ3) =

 1 0 0 0 0 00 0 0 t 0 00 0 0 0 t 00 1 0 1−t 0 0
0 0 1 0 1−t 0
0 0 0 qt(1−t)t qt(1−t) qt2

 .
Lemma 2.8. The matrices C−1n+1 and Cn+1 are defined as follows. The
columns of the matrix C−1n+1 are defined by the following relations:
wij =
∑
i≤k≤r≤j
eskr, 1 ≤ i ≤ j ≤ n. (2.87)
The columns of the matrix Cn+1 are defined by the following relations:
esij =


(−1)i+j
∑
i≤k≤r≤j(−1)
k+rwkr, if 0 ≤ j − i ≤ 1,∑j−1
r=i+1(−wir + wi+1,r) + wij − wi+1,j, if i = 1, 2 ≤ j − i,
−wii +
∑j−1
r=i+1(−wir + wi+1,r) + wij − wi+1,j, if i > 1, 2 ≤ j − i.
(2.88)
Proof. Indeed, to prove (2.74), (2.86) and (2.92) we note that matrix En =
C−1n is block upper-triangular
En =
(
an bn
0 cn
)
, therefore Cn = E
−1
n =
(
a−1n −a
−1
n bnc
−1
n
0 c−1n
)
. (2.89)
For n = 3 we have
E3 =
(
1 1 0
0 1 0
0 1 1
)
=
(
a3 b3
0 c3
)
, E−13 =
(
a−13 −a
−1
3 b3c
−1
3
0 c−13
)
where
a3 = (1), b3 = (1 0), c3 = ( 1 01 1 ) .
We have c−13 = (
1 0
−1 1 ), therefore a
−1
3 b3c
−1
3 = (1)(1 0) (
1 0
1 1 ) = (1 0), hence
C3 =
(
1 −1 0
0 1 0
0 −1 1
)
. For n = 4 we get
E4 =
( 1 1 0 1 0 0
0 1 0 1 0 0
0 1 1 1 1 0
0 0 0 1 0 0
0 0 0 1 1 0
0 0 0 1 1 1
)
=
(
a4 b4
0 c4
)
, E−14 =
(
a−14 −a
−1
4 b4c
−1
4
0 c−14
)
where
a4 = E3, b4 =
(
1 0 0
1 0 0
1 1 0
)
, c4 =
(
1 0 0
1 1 0
1 1 1
)
.
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Since c−14 =
(
1 0 0
−1 1 0
0 −1 1
)
we get
a−14 b4c
−1
4 =
(
1 −1 0
0 1 0
0 −1 1
)(
1 0 0
1 0 0
1 1 1
)(
1 0 0
−1 1 0
0 −1 1
)
=
(
0 0 0
1 0 0
−1 1 0
)
, C4 =

 1 −1 0 0 0 00 1 0 −1 0 00 −1 1 1 −1 0
0 0 0 1 0 0
0 0 0 −1 1 0
0 0 0 0 −1 1

 .
For n = 5 we have
E5 = C
−1
5 =


1| 1 0| 1 0 0| 1 0 0 0
0| 1 0| 1 0 0| 1 0 0 0
0| 1 1| 1 1 0| 1 1 0 0
0| 0 0| 1 0 0| 1 0 0 0
0| 0 0| 1 1 0| 1 1 0 0
0| 0 0| 1 1 1| 1 1 1 0
0| 0 0| 0 0 0| 1 0 0 0
0| 0 0| 0 0 0| 1 1 0 0
0| 0 0| 0 0 0| 1 1 1 0
0| 0 0| 0 0 0| 1 1 1 1


=
(
a5 b5
0 c5
)
, E−15 =
(
a−15 −a
−1
5 b5c
−1
5
0 c−15
)
,
where
a5 = E4, b5 =
( 1 0 0 0
1 0 0 0
1 1 0 0
1 0 0 0
1 1 0 0
1 1 1 0
)
, c5 =
(
1 0 0 0
1 1 0 0
1 1 1 0
1 1 1 1
)
.
Since c−15 =
(
1 0 0 0
−1 1 0 0
0 −1 1 0
0 0 −1 1
)
we get
a−15 b5c
−1
5 =

 1 −1 0 0 0 00 1 0 −1 0 00 −1 1 1 −1 0
0 0 0 1 0 0
0 0 0 −1 1 0
0 0 0 0 −1 1

( 1 0 0 01 0 0 01 1 0 0
1 0 0 0
1 1 0 0
1 1 1 0
)(
1 0 0 0
−1 1 0 0
0 −1 1 0
0 0 −1 1
)
=

 0 0 0 01 0 0 0−1 1 0 0
1 0 0 0
−1 1 0 0
0 −1 1 0

 ,
and
C5 =


1| −1 0| 0 0 0| 0 0 0 0
0| 1 0| −1 0 0| −1 0 0 0
0| −1 1| 1 −1 0| 1 −1 0 0
0| 0 0| 1 0 0| −1 0 0 0
0| 0 0| −1 1 0| 1 −1 0 0
0| 0 0| 0 −1 1| 0 1 −1 0
0| 0 0| 0 0 0| 1 0 0 0
0| 0 0| 0 0 0| −1 1 0 0
0| 0 0| 0 0 0| 0 −1 1 0
0| 0 0| 0 0 0| 0 0 −1 1


.

Remark 2.8. The matrix En = C
−1
n and E
−1
n = Cn have the following form
En =
( e11 e12 e13 ... e1n−1
0 e22 e23 ... e2n−1
0 0 e33 ... e3n−1
...
0 0 0 ... en−1,n−1
)
, E−1n =


e−111 e
−1
12 e
−1
13 ... e
−1
1n−1
0 e−122 e
−1
23 ... e
−1
2n−1
0 0 e−133 ... e
−1
3n−1
...
0 0 0 ... e−1
n−1,n−1

 , (2.90)
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where ekr ∈ Mat(k × r,C) for 1 ≤ k ≤ r ≤ n− 1 are as follows:
e11 = (1), e22 = ( 1 01 1 ) , e33 =
(
1 0 0
1 1 0
1 1 1
)
, ekk = (I − ek)
−1, ek =
k−1∑
r=1
Er+1,r,
ekr = (ekk, 0k,r−k), where 0k,r = 0 in Mat(k × r,C). For E
−1
n we have
e−111 = (1), e
−1
22 = (
1 0
−1 1 ) , e
−1
33 =
(
1 0 0
− 1 0
0 −1 1
)
, ekk = (I − ek),
and e−11r = 0 for 2 ≤ r ≤ n− 1, e
−1
kr := (−e
−1
kk , 0k,r−k) for 2 ≤ k < r ≤ n− 1.
Notation e−1kr for k < r does not mean the inverse matrix to ekr!
To prove (2.63) for general Bn+1, it is sufficient to consider only three cases
n = 3, 4 and n = 5 for σ3. Indeed, we can use the invariance of the re-
duced Burau representation of B∞ and Bn, (see (2.9), (2.10) and (2.13)) and
invariance of the Lawrence-Krammer representation (2.15).
The Burau representation ρ
(t)
5 for B5 is as follows:
σ1 7→
(
−t t 0 0
0 1 0 0
0 0 1 0
0 0 0 1
)
, σ2 7→
(
1 0 0 0
1 −t t 0
0 0 1 0
0 0 0 1
)
, σ3 7→
(
1 0 0 0
0 1 0 0
0 1 −t t
0 0 0 1
)
, σ4 7→
(
1 0 0 0
0 1 0 0
0 0 1 0
0 0 1 −t
)
.
(2.91)
By Lemma 2.8, the change-of-basis matrix C5 and C
−1
5 in the space S
2(C5)
are the following:
C5 =


1 −1 0 0 0 0 0 0 0 0
0 1 0 −1 0 0 −1 0 0 0
0 −1 1 1 −1 0 1 −1 0 0
0 0 0 1 0 0 −1 0 0 0
0 0 0 −1 1 0 1 −1 0 0
0 0 0 0 −1 1 0 1 −1 0
0 0 0 0 0 0 1 0 0 0
0 0 0 0 0 0 −1 1 0 0
0 0 0 0 0 0 0 −1 1 0
0 0 0 0 0 0 0 0 −1 1

 , C−15 =


1 1 0 1 0 0 1 0 0 0
0 1 0 1 0 0 1 0 0 0
0 1 1 1 1 0 1 1 0 0
0 0 0 1 0 0 1 0 0 0
0 0 0 1 1 0 1 1 0 0
0 0 0 1 1 1 1 1 1 0
0 0 0 0 0 0 1 0 0 0
0 0 0 0 0 0 1 1 0 0
0 0 0 0 0 0 1 1 1 0
0 0 0 0 0 0 1 1 1 1

 . (2.92)
Using (2.15) we get
k
(t,q)
5 (σ3) =


1 0 0 0 0 0 0 0 0 0
0 0 t 0 0 0 0 0 0 0
0 1 1−t 0 0 0 0 0 0 0
0 0 0 1 0 0 0 0 0 0
0 0 0 0 0 1 0 0 0 0
0 0 0 0 1 1−t 0 0 0 0
0 0 0 0 0 0 1 0 0 0
0 0 qt(t−1) 0 0 qt(t−1) 0 qt2 0 t(t−1)
0 0 0 0 0 0 0 0 1 t
0 0 0 0 0 0 0 0 0 1−t

 .
Indeed, since
σ3 7→
(
1 0 0 0
0 1 0 0
0 1 −t t
0 0 0 1
)
=
(
1 0 0 0
0 1 0 0
0 1 1 0
0 0 0 1
)(
1 0 0 0
0 1 0 0
0 0 −t 0
0 0 0 1
)(
1 0 0 0
0 1 0 0
0 0 1 −1
0 0 0 1
)
=
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exp(E32) exp(sE33) exp(−E34),
and
S2(eE32)=


1 0 0 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0 0 0
0 1 1 0 0 0 0 0 0 0
0 1 0 1 0 0 0 0 0 0
0 0 1 0 1 0 0 0 0 0
0 0 1 0 2 1 0 0 0 0
0 0 0 0 0 0 1 0 0 0
0 0 0 0 0 0 0 1 0 0
0 0 0 0 0 0 0 1 1 0
0 0 0 0 0 0 0 0 0 1

 , S2(e−E34)=


1 0 0 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0 0 0
0 0 1 0 0 0 0 0 0 0
0 0 0 1 0 0 −1 0 0 0
0 0 0 0 1 0 0 −1 0 0
0 0 0 0 0 1 0 0 −2 1
0 0 0 0 0 0 1 0 0 0
0 0 0 0 0 0 0 1 0 0
0 0 0 0 0 0 0 0 1 −1
0 0 0 0 0 0 0 0 0 1


we get
S2(σ3)
Quant
7→

1 0 0 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0 0 0
0 1 1 0 0 0 0 0 0 0
0 1 0 1 0 0 0 0 0 0
0 0 1 0 1 0 0 0 0 0
0 0 1 0 (1+q) 1 0 0 0 0
0 0 0 0 0 0 1 0 0 0
0 0 0 0 0 0 0 1 0 0
0 0 0 0 0 0 0 1 1 0
0 0 0 0 0 0 0 0 0 1




1 0 0 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0 0 0
0 0 1 0 0 0 0 0 0 0
0 0 0 −t 0 0 1 0 0 0
0 0 0 0 −t 0 0 0 0 0
0 0 0 0 0 qt2 0 0 0 1
0 0 0 0 0 0 1 0 0 0
0 0 0 0 0 0 0 1 0 0
0 0 0 0 0 0 0 0 −t 0
0 0 0 0 0 0 0 0 0 1




1 0 0 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0 0 0
0 0 1 0 0 0 0 0 0 0
0 0 0 1 0 0 −1 0 0 0
0 0 0 0 1 0 0 −1 0 0
0 0 0 0 0 1 0 0 −(1+q) 1
0 0 0 0 0 0 1 0 0 0
0 0 0 0 0 0 0 1 0 0
0 0 0 0 0 0 0 0 1 −1
0 0 0 0 0 0 0 0 0 1


=


1 0 0 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0 0 0
0 1 1 0 0 0 0 0 0 0
0 0 0 −t 0 0 0 0 0 0
0 0 1 0 −t 0 0 0 0 0
0 0 1 0 −t(1+q) qt2 0 0 0 0
0 0 0 0 0 0 1 0 0 0
0 0 0 0 0 0 0 1 0 0
0 0 0 0 0 0 0 1 −t 0
0 0 0 0 0 0 0 0 0 1




1 0 0 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0 0 0
0 0 1 0 0 0 0 0 0 0
0 0 0 1 0 0 −1 0 0 0
0 0 0 0 1 0 0 −1 0 0
0 0 0 0 0 1 0 0 −(1+q) 1
0 0 0 0 0 0 1 0 0 0
0 0 0 0 0 0 0 1 0 0
0 0 0 0 0 0 0 0 1 −1
0 0 0 0 0 0 0 0 0 1


=


1 0 0 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0 0 0
0 t 1 0 0 0 0 0 0 0
0 0 0 −t 0 0 t 0 0 0
0 0 1 0 −t 0 0 t 0 0
0 0 1 0 −t(1+q) qt2 0 t(1+q) −t2(1+q) t2
0 0 0 0 0 0 1 0 0 0
0 0 0 0 0 0 0 1 0 0
0 0 0 0 0 0 0 1 −t t
0 0 0 0 0 0 0 0 0 1

 .
Finally,
C5[S
2(ρ
(t)
5 (σ3)e]qC
−1
5 =

1 −1 0 0 0 0 0 0 0 0
0 1 0 −1 0 0 −1 0 0 0
0 −1 1 1 −1 0 1 −1 0 0
0 0 0 1 0 0 −1 0 0 0
0 0 0 −1 1 0 1 −1 0 0
0 0 0 0 −1 1 0 1 −1 0
0 0 0 0 0 0 1 0 0 0
0 0 0 0 0 0 −1 1 0 0
0 0 0 0 0 0 0 −1 1 0
0 0 0 0 0 0 0 0 −1 1




1 0 0 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0 0 0
0 t 1 0 0 0 0 0 0 0
0 0 0 −t 0 0 t 0 0 0
0 0 1 0 −t 0 0 t 0 0
0 0 1 0 −t(1+q) qt2 0 t(1+q) −t2(1+q) t2
0 0 0 0 0 0 1 0 0 0
0 0 0 0 0 0 0 1 0 0
0 0 0 0 0 0 0 1 −t t
0 0 0 0 0 0 0 0 0 1

×
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

1 1 0 1 0 0 1 0 0 0
0 1 0 1 0 0 1 0 0 0
0 1 1 1 1 0 1 1 0 0
0 0 0 1 0 0 1 0 0 0
0 0 0 1 1 0 1 1 0 0
0 0 0 1 1 1 1 1 1 0
0 0 0 0 0 0 1 0 0 0
0 0 0 0 0 0 1 1 0 0
0 0 0 0 0 0 1 1 1 0
0 0 0 0 0 0 1 1 1 1

 =


1 0 0 0 0 0 0 0 0 0
0 0 t 0 0 0 0 0 0 0
0 1 1−t 0 0 0 0 0 0 0
0 0 0 1 0 0 0 0 0 0
0 0 0 0 0 1 0 0 0 0
0 0 0 0 1 1−t 0 0 0 0
0 0 0 0 0 0 1 0 0 0
0 0 qt(t−1) 0 0 t(t−1) 0 qt2 0 t(t−1)
0 0 0 0 0 0 0 0 1 t
0 0 0 0 0 0 0 0 0 1−t


(2.15)
= k
(t,q)
5 (σ3).
Similarly, we can prove (2.63) for general Bn. 
3. How to construct new representations of the braid group Bn
3.1. Quantization of the mth symmetric power of the Burau representation
We start with the well-known representation (in fact, reduced Burau rep-
resentation for t = −1) T32 := ρ
(−1)
3 : B3 → SL(2,Z) defined by (2.64)
σ1 7→ (
1 −1
0 1 ) σ2 7→ (
1 0
1 1 ) , or σ1 7→ (
1 1
0 1 ) σ2 7→ (
1 0
−1 1 ) . (3.1)
This representation is just exp of the fundamental (or natural) representa-
tions pi2 of the Lie algebra sl2 (see (2.18) and (2.19)).
Remark 3.1. We have several possibility to generalize representation T32 of
the group B3. First, we can generalize T32 for an arbitrary Bn (denote by
Tn2), second, we can generalize T32 of the same group B3 but for an arbitrary
dimension m (denote by T3m), and finally, we can generalize representations
Tn2 of Bn for higher dimension m, (denote by T
′
nm) and extend representation
T3m of B3 for other groups Bn (denote by T
′′
nm). Finally, we have two family
of representations
T ′nm, T
′′
nm : Bn → GL(m,C).
To be more precise, the first step gives us all Burau’s representations ρ
(t)
n+1 :
Bn+1 → GLn(Z[t, t
−1]), due to Theorem 2.1, if we start with ρ
(t)
3 and take for
pi the natural representation pin of sln.
On the second step, we obtain the Humphry representation of B3 in all
dimension m + 1 as the mth symmetric power of the Burau representation
ρ−13 , due to Theorem 2.5. Remarkably, that quantization and diagonal de-
formation (governed by the matrix Λn = diag(λr)
n
r=0, see Remark 2.2) of the
Humphry representations (see (2.35)) include all irreducible representations
of B3 in dimension ≤ 5, due to results of Tuba and Wensel [28, 29] and our
equivalent description of their representations [1, 17], see Theorem 2.7. Our
approach using q-Pascal triangle allows us, for free, extend representation
T32 of B3 for arbitrary dimension (see Theorem 2.6).
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On the third step, we obtain first, the Lawrence-Krammer representation
as quantization of the symmetric square of the Burau represention, Theo-
rem 2.2. Due to formulas (2.54), (2.55) and Theorem 2.2, the Lawrence-
Krammer representations of B3 describe all irreducible representations, up
to the scalar factor, in dimensions 3.
Remark 3.2. It would be nice to give explicit formulas for quantization of
the symmetric cube and higher symmetric power of the Burau representation.
V = Cn B3 Bn type of representation
2 TΛ1,1,π23,2 ρ
(t)
n reduced Burau representation
3 TΛ2,q,π23,3 k
(t,q)
n Lawrence–Krammer representation
4 TΛ3,q,π23,4 [S
3(ρ
(t)
n )]q Symmertic cube
5 TΛ4,q,π23,5 [S
4(ρ
(t)
n )]q 4
th Symmertic power
m+ 1 TΛm,q,π23,m+1 [S
m(ρ
(t)
n )]q m
th Symmertic power
3.2. Representations of a Lie algebra sln+1
We recall, following to J.P.Serre [25], Part I, Ch. VII, §1; Part III, Ch.
VII, §6, that all irreducible finite-dimensional representations of a simple Lie
algebra sln+1 are highest weight representations and are contained in tensor
powers of the natural representation pin+1 [31].
The Cartan subalgebra h of sln+1 consists of all matrices of the form
H = diag(λ1, . . . , λn+1) with
∑
k λk = 0. The roots of a Lie algebra sln+1 are
linear functionals αi,j ∈ h
∗, i 6= j, of the form
αi,j(H) = λi − λj , where H = diag(λ1, . . . , λn+1).
The fundamental wights ωk are defined by
ωk(H) = λ1 + · · ·+ λk, where H = diag(λ1, . . . , λn+1).
The fundamental weight ω1 is the fundamental weight of the standard rep-
resentation pin+1 of the Lie algebra sln+1 in E = C
n+1. Moreover, the fun-
damental weight ωk is the highest weight of the representation ∧
k(pin+1) of
sln+1 in the space ∧
kE (see [25, 1.7.4.6]), where ∧k(A) is kth exteriour power
of A.
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In particular case, all irreducible representations of sl2 are Sym
n(pi2) in
Symn(C2), n ∈ N. For sl3 all irreducible representations are contained in
tensor product of pi3 and ∧
2(pi3), corresponding t fundamental weights ω1 and
ω2. All irreducible representations of sln+1 are contained in tensor products
of ∧k(pin+1), 1 ≤ k ≤ n.
Let pin : sln → End(C
m) be any finite-dimensional representation of a
Lie algebra sln then exp(pin) : SL(n,C) → GL(m,C) is representation of
SL(n,C). We can define representations of Bn+1 as follows
σk → S
m
(
exp(pin) ◦ ρ
(t)
n (σk)
)
, σk → ∧
m
(
exp(pin) ◦ ρ
(t)
n (σk)
)
. (3.2)
Consider the exteriour square ∧2(ρ
(t)
2,4) of the Burau representation ρ
(t)
2,4 of the
group B4 defined by (2.4) and (2.5) in the basis e
∧
ij , 1 ≤ i < j ≤ 3 of the
space ∧2(C3)
e∧12 = e1 ⊗ e2 − e2 ⊗ e1, e
∧
13 = e1 ⊗ e3 − e3 ⊗ e1, e
∧
23 = e2 ⊗ e3 − e3 ⊗ e2.
Lemma 3.1. Representation ∧2(ρ
(t)
2,4) of the group B4 is defined by
σ1 →
(
−t 0 0
0 −t t
0 0 1
)
, σ2 →
(
−t t 0
0 1 0
0 1 −t
)
, σ3 →
(
1 0 0
1 −t 0
0 0 −t
)
. (3.3)
We have
∧2 ρ
(t)
2,4 6∼ ρ
(t)
4 , for t 6= −1, but ∧
2 ρ
(t)
2,4 = −tS3ρ
(−t−1)
1,4 S3 (3.4)
where ρ
(t)
1,4 is defined by (2.2) and (2.3) and S3 =
∑2
k=1Ek,4−k =
(
0 0 1
0 1 0
1 0 0
)
.
Proof. The first part of (3.4) follows from comparison of two spectra:
Spρ
(t)
24 (σ1) = {−t, 1, 1} and Sp
(
∧2 ρ
(t)
24 (σ1)
)
= {−t, 1,−t} = −t{1,−t−1, 1}.
The second part follows from (2.2) and (2.3). 
Problem 3.2. To quantize the representation of Bn defined by (3.2).
σk →
[
Sm
(
exp(pin) ◦ ρ
(t)
n (σk)
)]
q
, σk →
[
∧m
(
exp(pin) ◦ ρ
(t)
n (σk)
)]
q
. (3.5)
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4. Some polynomial invariants for knots
4.1. Some polynomial invariants for the trefoil, see [4]
The Alexander polynomial ∆(x), BLM/Ho polynomial Q(x), Conway
polynomial ∇(x), HOMFLY polynomial P (l, m), Jones polynomial V (t), and
Kauffman polynomial F (a, z) of the trefoil knot are
∆(x) = x− 1 + x−1, (4.1)
Q(x) = 2x2 + 2x− 3, (4.2)
∇(x) = x2 + 1, (4.3)
P (l, m) = −l4 +m2l2 − 2l2, (4.4)
V (t)31 = t+ t
3 − t4, V (t)32 = t
−1 + t−3 − t−4, (4.5)
F (a, z) = −a4 − 2a2 + (a4 + a2)z2 + (a5 + a3)z. (4.6)
4.2. The Burau representation and the Alexander polynomial
Let K be some link, by Alexander’s theorem this link can be obtained
as the closure of some braid X ∈ Bn, notation K = Cl(X). The Alexander
polynomial ∆K(t) can be obtained using the reduced Burau representation
by the following formula, [10, (4.3), p.64]:
∆Cl(X)(t)=
(1− t)det(ρ
(t)
n (X)− In−1)
1− tn
=
det(ρ
(t)
n (X)− In−1)
det(ρ
(t)
n (σ1 . . . σn−1)− In−1)
. (4.7)
4.3. The Krammer representation and the corresponding rational function
Definition 4.1. By analogy with the definition of the Alexander polynomial
we can introduce the following rational function kn(t, q) connected with the
Lawrence-Krammer representation:
kn,Cl(X)(t, q) =
det(k
(t,q)
n (X)− In(n−1)/2)
det(k
(t,q)
n (σ1 . . . σn−1)− In(n−1)/2)
. (4.8)
Remark 4.1. Recall that some polynomial P (x, y, . . . ) defined on the set
of all knots is knot invariant if and only if it respect the the first and the
second Markov moves (see, e.g., [16, 2.5. Markov’s theorem, p.67]), i.e., for
any X ∈ Bn the following properties hold:
PCl(wXw−1)(x, y, . . . ) = PCl(X)(x, y, . . . ) for all w ∈ Bn, (4.9)
P
Cl(Xσ±1n )
(x, y, . . . ) = PCl(X)(x, y, . . . ). (4.10)
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Theorem 4.1. The rational function kn,Cl(X)(t, q) defined by (4.8) respect
the first Markov’s move, i.e., depends only on conjugacy classes in Bn.
Proof. We show that
kCl(wXw−1)(t, q) = kCl(X)(t, q) for all w ∈ Bn, (4.11)
Since det(AB) = det(A)det(B) we get by definition
det
(
k(t,q)n (wXw
−1)− In(n−1)/2
)
= det
(
k(t,q)n (wXw
−1)− k(t,q)n (ww
−1)
)
= det
(
k(t,q)n (w)
(
k(t,q)n (X)− In(n−1)/2
)
k(t,q)n (w)
−1
)
= det(k(t,q)n (X)− In(n−1)/2),
that proves (4.11). 
Problem 4.2. Study the behaviour of the rational function kn(t, q) with re-
spect to the second Markov’s move.
4.4. Alexander polynomial for the trefoil
To calcultate the Alexander polynomial for the trefoil knot 31=Cl(σ
3
1)=
Cl(σ31σ2) we get for the representation ρ
(t)
2 (σ1) = −t of the group B2
∆31(t) =
det
(
ρ
(t)
2 (σ
3
1)− I1
)
det
(
ρ
(t)
2 (σ1)− I1
) = −t3 − 1
−(t + 1)
= t2 − t+ 1. (4.12)
The second Markov move (see (4.10)). For the Burau representation ρ
(t)
3 of
the group B3
ρ
(t)
3 (σ1) = (
−t t
0 1 ) , ρ
(t)
3 (σ2) = (
1 0
1 −t )
we have
ρ
(t)
3 (σ1σ
3
2) = (
−t t
0 1 ) (
1 0
1 −t )
3
=
(
t3−t2 −t4
t2−t+1 −t3
)
.
Hence,
det
(
ρ
(t)
3 (σ1σ
3
2)− I2
)
= det
(
t3−t2−1 −t4
t2−t+1 −t3−1
)
=
−(t3 + 1)(t3 − t2 − 1) + t4(t2 − t+ 1) = t4 + t2 + 1,
and we obtaine the same result as in (4.12):
∆31(t) =
det
(
ρ
(t)
3 (σ
3
1σ2)− I2
)
det
(
ρ
(t)
3 (σ1σ2)− I2
) = t4 + t2 + 1
t2 + t+ 1
= t2 − t + 1. (4.13)
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4.5. Krammer representation and the trefoil
The Krammer representation for the group B2 is as follows (see (2.15))
σ1 → t
2q, therefore, using (4.8) we get for the trefoil knot 31 =Cl(σ
3
1) (see
(4.12))
k2,31(t, q) = ∆31(t
2q) = (t2q)2 − t2q + 1 = t4q2 − t2q + 1. (4.14)
Remark 4.2. We have
k2,31(1, q) = q
2 − q + 1 = ∆31(q), k2,31(t, 1) = t
4 − t2 + 1 = ∆31(t
2).
Calculate now k3,31(t, q) for the trefoil knot 31 = Cl(σ
3
1σ2) using formulas
(2.71), (2.76), (2.77) and (2.78).
Lemma 4.3. We have
det
(
k
(t,q)
3 (σ1σ2)− I3
)
= t6q2 − 1, (4.15)
det
(
k
(t,q)
3 (σ
3
1σ2)− I3
)
= t12q4 − t6q(1− q)(1− t)(1− tq)− 1, (4.16)
k3,31(t, q) =
t12q4 − t6q(1− q)(1− t)(1− tq)− 1
t6q2 − 1
. (4.17)
Remark 4.3. The rational function kn(t, q) does not respect the second
Markov’s move. Indeed, in the particular case of q = 1 we get
k3,31(t, 1) =
t12 − 1
t6 − 1
= t6+1 = (t2+1)(t4−t2+1) = (t2+1)k2,31(t, 1). (4.18)
Remark 4.4. We have for q = 1
k3,31(t, 1) = (t
2 + 1)k2,31(t, 1) = (t
2 + 1)∆(t2), the Alexander polynomial.
(4.19)
In the particular case of t = 1 we get
k3,31(1, q) =
q4 − 1
q2 − 1
= q2 + 1 = ∇(q), the Conwey polynomial. (4.20)
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Proof. To prove (4.15) and (4.16), using (2.71) we have
σ1 7→
(
t2q −t2(1+q) t2
0 −t t
0 0 1
)
, σ2 7→
( 1 0 0
1 −t 0
1 −t(1+q) t2q
)
, (4.21)
therefore
σ1σ2 7→
(
0 0 t4q
0 −tq2 t3q
1 −t(1+q) t2q
)
:= B(t, q).
To calculate det(B(t, q)− I3) we use the following lemma.
Lemma 4.4 (Lemma 1.4.5 in [18]). For the generalized characteristic po-
lynomial P gC(λ) of a matrix C∈Mat(m,C) defined by (4.22) and λ ∈ C
m we
have
P
g
C(λ) = det
(
C +
m∑
k=1
λkEkk
)
= (4.22)
detC +
m∑
r=1
∑
1≤i1<i2<...<ir≤m
λi1λi2...λirA
i1i2...ir
i1i2...ir
(C), (4.23)
where Ai1i2...iri1i2...ir(C) are cofactors of C.
By Lemma 4.4 we have for A = B(t, q) and λk = −1, k = 1, 2, 3
det(B(t, q)− 1) = detA(t)− (A11 + A
2
2 + A
3
3) + (A
12
12 + A
13
13 + A
23
23)− A
123
123 =
t6q2 − (t4q − t4q) + (t2q − t2q)− 1 = t6q2 − 1.
To prove (4.16) we have
σ31σ2 = σ
2
1σ1σ2 7→
(
t4q2 t3(1+q)(1−tq) t2[t2q−t(1+q)+1]
0 t2 −t(t−1)
0 0 1
)(
0 0 t4q
0 −tq2 t3q
1 −t(1+q) t2q
)
=
(
t2[t2q−t(1+q)+1] (1+q)t3(tq−1)(t2q−t+1) t4q[t4q2+t2(1+q)(1−tq)+t2q−t(1+q)+1]
−t(t−1) −t4q+t2(1+q)(t−1) t3q(t2−t+1)
1 −t(1+q) t2q
)
=: A(t, q).
(4.24)
For A = A(t, q) and λk = −1, k = 1, 2, 3 we get
det(A(t, q)− 1) = detA(t, q)− (A11 + A
2
2 + A
3
3) + (A
12
12 + A
13
13 + A
23
23)− A
123
123
= (t3q)4 − t6q
(
1− [t2q2 − q(1 + q)t + (1 + q)] + [t2q − (1 + q)t+ 1]
)
+t2
(
[t2q − (1 + q)t+ 1]− [t2q − (1 + q)t+ (1 + q)] + q
)
− 1 =
t12q4− t6q(1− q)[t2q− (1+ q)t+1]− 1 = t12q4− t6q(1− q)(1− t)(1− tq)− 1.

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